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INVARIANCE OF THE GIBBS MEASURE FOR THE PERIODIC
QUARTIC GKDV
GEORDIE RICHARDS
Abstract. We prove invariance of the Gibbs measure for the (gauge transformed)
periodic quartic gKdV. The Gibbs measure is supported on Hs(T) for s < 1
2
, and
the quartic gKdV is analytically ill-posed in this range. In order to consider the flow
in the support of the Gibbs measure, we combine a probabilistic argument and the
second iteration and construct local-in-time solutions to the (gauge transformed)
quartic gKdV almost surely in the support of the Gibbs measure. Then, we use
Bourgain’s idea to extend these local solutions to global solutions, and prove the
invariance of the Gibbs measure under the flow. Finally, Inverting the gauge,
we construct almost sure global solutions to the (ungauged) quartic gKdV below
H
1
2 (T).
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1. Introduction
In this paper, we consider the periodic quartic generalized Korteweg-de Vries
(gKdV) equation {
∂tu+ ∂
3
xu =
1
4
∂x(u
4), x ∈ T, t ∈ R,
u(x, 0) = u0(x),
(1.1)
where u is a real-valued function on T × R with T = [0, 2π) and the mean of u0 is
zero. From conservation of the mean, it follows that the solution u(t) of (1.1) (if it
exists) has spatial mean zero for all t ∈ R. Throughout this paper, we assume that
the spatial mean uˆ(0, t) is always zero for all t ∈ R.
The system (1.1) is a special case of the gKdV equation{
∂tu+ ∂
3
xu =
1
p
∂x(u
p), x ∈ T, t ∈ R, p ≥ 2 integer,
u(x, 0) = u0(x).
(1.2)
The KdV ((1.2) with p = 2) is a canonical model for dispersive waves in physics.
This equation has a rich history and the related literature is extensive. The modified
KdV (mKdV, p = 3) has also appeared in physics, and it is closely related to KdV
through the Miura transform. Higher power gKdV equations (p ≥ 4) have been
studied mainly by mathematicians; there is interest in exploring the balance of a
stronger nonlinearity with dispersion.
The system (1.2) has a conserved (if it is finite) Hamiltonian given by
H(u) :=
1
2
∫
T
u2xdx+
1
p(p+ 1)
∫
T
up+1dx.
Then (1.2) can be reformulated as
∂tu = ∂x
∂H
∂u
,(1.3)
where ∂H
∂u
is the Fre´chet derivative with respect to the L2(T)-inner product1. This
Hamiltonian structure leads to a natural question: is the Gibbs measure “dµ =
e−H(u)du” invariant under the flow of (1.2)?
The Gibbs measure µ for (1.2), first constructed in Lebowitz-Rose-Speer [18], is
supported on H
1
2
−(T) =
⋂
s< 1
2
Hs(T) (for p ≤ 5 only, with appropriate restrictions).
To ask the question of its invariance under the flow, one needs to prove that the
evolution of (1.2) is well-defined (globally-in-time) for initial data in the support of
µ. For this step, it suffices to prove global well-posedness of (1.2) in Hs(T) for some
s < 1
2
.
Let us recall some well-posedness results for (1.1) and (1.2). In [1], Bourgain
introduced a weighted space-time Sobolev space Xs,b whose norm is given by
‖u‖Xs,b(T×R) = ‖〈n〉s〈τ − n3〉buˆ(n, τ)‖L2n,τ (Z×R).(1.4)
1This is at least formally correct, for the rigorous definition of gKdV as a Hamiltonian system
with Poisson structure J = ∂
∂x
on the Sobolev space H
−
1
2
0
(T) (mean-zero functions) equipped with
a compatible symplectic form, see [16].
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He used a fixed point argument to prove local well-posedness (LWP) of KdV ((1.2)
with p = 2) in L2(T), and automatically obtained global well-posedness (GWP) by
conservation of the L2(T)-norm.
The study of well-posedness for the periodic quartic gKdV (1.1) was also initiated
in [1]; a fixed point argument was used to establish LWP in Hs(T), for s > 3
2
. This
was improved to LWP in Hs(T) for s ≥ 1 by Staffilani [30], and then to s ≥ 1
2
by Colliander-Keel-Staffilani-Takaoka-Tao [9]. In [9], they also proved analytic ill-
posedness of (1.1) below H
1
2 (T). That is, the data-to-solution map for (1.1) is not
analytic in Hs(T) for s < 1
2
. In fact, it is not C4 (see also [2]).
Bourgain [3] rigorously proved the invariance of the Gibbs measure for KdV and
mKdV, but to the knowledge of the author, this problem remains open for (1.2)
with p = 4 and p = 5. For KdV and mKdV, he used a deterministic fixed point
argument to establish well-posedness in the support of the Gibbs measure. Recall
that the evolution of KdV is well-defined for all u0 ∈ L2(T) [1], so it is certainly well-
defined in H
1
2
−(T) (globally-in-time). For mKdV, he proved LWP below H
1
2 (T) (in
a modified Besov-type space), but he could not use conservation of the L2(T)-norm
to extend solutions globally-in-time.
The main new idea implemented in [3] was to use the invariance of the Gibbs
measure under the flow of the finite-dimensional system of ODEs obtained by the
projecting mKdV2 to the first N > 0 modes of the trigonometric basis (and an
approximation argument) as a substitute for a conservation law, extending the local
solutions of mKdV to global solutions (almost surely in the support of the Gibbs
measure), and subsequently proving the invariance of the (infinite-dimensional) Gibbs
measure µ under the flow. In this way, Bourgain showed that an invariant Gibbs
for a Hamiltonian PDE provides two benefits: (i) dynamical information about the
flow (for example, an evolutionary PDE equipped with an invariant measure can
be regarded as an infinite-dimensional dynamical system, and it follows from the
Poincare´ recurrence theorem that almost all points of the phase space are stable
according to Poisson) and (ii) a tool for extending local solutions to global solutions
at low regularities in space (in the support of the Gibbs measure).
We are interested in proving the invariance of the Gibbs measure under the flow
of (1.1). Following the strategy developed in [3], the crucial ingredient is local well-
posedness (and good approximation to the finite-dimensional ODEs) in the support
of the Gibbs measure. Unfortunately, the C4-failure of the data-to-solution map
below H
1
2 (T) [9] indicates that one cannot use the contraction mapping principle to
establish LWP of (1.1) in Hs(T) for s < 1
2
, as this necessitates analyticity of the
data-to-solution map. However, to establish local-in-time dynamics for (1.1) in the
support of the Gibbs measure, it suffices to prove something weaker: that (1.1) is
2In [3], Bourgain also proved the invariance of the Gibbs measure for periodic nonlinear
Schro¨dinger equations, but we will focus on (1.2) in this discussion.
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locally well-posed almost surely with randomized initial data given by
u0,ω(x) =
∑
n∈Z\{0}
gn(ω)
|n| e
inx,(1.5)
where {gn}∞n=1 is a sequence of complex-valued Gaussian random variables of mean 0
and variance 1 on a probability space (Ω,F ,P), and g−n = gn (in order for u0,ω to be
real-valued). The expression (1.5) represents a typical element in the support of the
Gaussian part of the Gibbs measure, also known as the Wiener measure (see (1.9)
below).
The analysis of well-posedness for (1.1) is simplified by a gauge transformation.
This transformation preserves the initial data, and it is invertible. A function u
satisfies (1.1) if and only if its gauge transformation v := G(u) (see (1.17) below)
satisfies {
∂tv + ∂
3
xv =
1
4
P(v3)∂xv, x ∈ T, t ∈ R,
v(x, 0) = u0(x),
(1.6)
where P(u) = u − 1
2π
∫
T
udx is the projection to functions with mean zero. The
analysis of well-posedness for (1.6) is simpler than for (1.1), but the data-to-solution
map still fails to be C4 below H
1
2 (T) [9].
To properly state our results, we need one more definition. Let ΦN(t) denote the
flow map of the finite-dimensional system of ODEs obtained by projecting (1.6) to
the first N > 0 modes of the trigonometric basis:{
∂tu
N + ∂3xu
N = PN(P((u
N)3)∂xu
N), x ∈ T, t ∈ R,
uN(x, 0) = PN(u0(x)), u0 mean zero.
(1.7)
Here PN denotes Dirichlet projection to EN = span{sin(nx), cos(nx) : 1 ≤ n ≤ N}.
In this paper, we exhibit nonlinear smoothing when the initial data are randomized
(according to (1.5)), and use this to prove that (1.6) is locally well-posed almost surely
in H
1
2
−(T). Indeed, the first theorem we obtain is almost sure local well-posedness
of (1.6) with initial data given by (1.5), and a good approximation to the dynamics
of (1.7). In the statement below, S(t) := eit∂
3
x is the evolution operator for the linear
part of gKdV.
Theorem 1 (Almost sure local well-posedness). The gauge-transformed periodic
quartic gKdV (1.6) is locally well-posed almost surely with randomized data u0,ω
(given by (1.5)). More precisely, for all 0 < δ1 < δ, with δ sufficiently small, there
exists 0 < β < δ− δ1, and c > 0 such that for each 0 < T ≪ 1, there is a set ΩT ∈ F
with the following properties:
(i) The complemental measure of ΩT is small. More precisely, we have
P (ΩcT ) = ρ ◦ u0(ΩcT ) < e−
c
Tβ ,
where ρ is the Wiener measure (see (1.9) below), and the initial data (given by
(1.5)) is viewed as a map u0 : Ω→ H1/2−(T).
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(ii) For each ω ∈ ΩT there exists a solution u to (1.6) with data u0,ω satisfying
u ∈ S(t)u0,ω + C([0, T ];H1/2+δ(T)) ⊂ C([0, T ];H1/2−(T)).
(iii) This solution is unique in {S(t)u0,ω+BK}, for some K > 0, where BK denotes
a ball of radius K in the space X
1
2
+δ, 1
2
−δ
T .
(iv) The solution u depends continuously on the initial data, in the sense that, for
each ω ∈ ΩT , the solution map
Φ :
{
u0,ω + {‖ · ‖H 12+δ ≤ R}
}
→
{
S(t)u0,ω + {‖ · ‖C([0,T ];H 12+δ) ≤ R˜}
}
is well-defined and Lipschitz, for some fixed R, R˜ ∼ 1.
(v) The solution u is well-approximated by the solution of (1.7). More precisely,
‖u− S(t)u0,ω − (ΦN (t)− S(t))PNu0,ω‖C([0,T ];H 12+δ1 ) . N
−β .(1.8)
For the definition of the Xs,bT space, see Section 2 below.
Following the method developed in [3], we use the invariance of finite-dimensional
Gibbs measures under the flow of (1.7) and an approximation argument, to extend
the local solutions of (1.6) (obtained from Theorem 1) to global solutions, almost
surely, and to prove the invariance of the Gibbs measure under the flow.
Theorem 2 (Invariance of the Gibbs measure). The gauge-transformed periodic quar-
tic gKdV (1.6) is globally well-posed almost surely with randomized data u0,ω (given
by (1.5)). More precisely, for δ2 > 0 sufficiently small, it holds that given any T > 0,
for almost every ω ∈ Ω, there is a (unique) solution u to (1.6) with data u0,ω (given
by (1.5)) satisfying
u ∈ S(t)u0,ω + C([0, T ];H1/2+δ2(T)) ⊂ C([0, T ];H1/2−(T)).
Furthermore, the Gibbs measure µ (given by (1.12) below) is invariant under the flow.
By inverting the Gauge transformation, we obtain the following corollary.
Corollary 1 (Almost sure global well-posedness). The periodic quartic gKdV (1.1)
is globally well-posed almost surely in H1/2−(T). More precisely, given any T > 0, for
almost every ω ∈ Ω, there exists a solution u to (1.1) for t ∈ [0, T ] with randomized
data u0,ω (given by (1.5)).
Remark 1. In terms of global theory, GWP of (1.1) inHs(T) for s > 5
6
was established
in [9] using the I-method. This is mentioned to emphasize that, to the knowledge of
the author, Corollary 1 is the first result to provide global-in-time solutions to (1.1)
below H
5
6 (T). We further note that these solutions evolve from data at a spatial
regularity where even local theory is unavailable at present (below H
1
2 (T)).
Remark 2. The solution of (1.6) produced by Theorem (2) is unique in a mild sense
only. For the technical statement, see Remark 8 in Section 5. For the solution of
(1.1) produced by Corollary 1, we have an existence result only.
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Remark 3. By composing with a modified and time-dependent gauge transformation
G˜ = G˜t, we can obtain a time-dependent measure νt := µ ◦ G˜t, supported on Hs(T)
for s < 1
2
, which (due to Theorem 2) satisfies Ψ(t)∗νt = µ for each t ≥ 0, where Ψ(t)
is the evolution operator for (1.1) (well-defined in the support of the Gibbs measure
by Corollary 1). This leads to a natural question for future investigation: how is the
time-dependent measure νt = µ ◦ G˜t related to the Gibbs measure µ? Do we in fact
have invariance of the Gibbs measure for the ungauged quartic gKdV (1.1)? This
type of issue was recently explored for the periodic derivative NLS [22].
For the remainder of the introduction we provide more background on this problem,
then outline the methods involved and the challenges confronted in the proofs of
Theorem 1 and Theorem 2.
1.1. Background. Lebowitz-Rose-Speer [18] initiated the study of invariant Gibbs
measures for Hamiltonian PDEs. They constructed the Gibbs measure as a weighted
Wiener measure. Recall that the Wiener measure3, ρ, is the probability measure
supported on
⋂
s< 1
2
Hs(T) with density
dρ = Z−10 e
− 1
2
∫
u2xdx
∏
x∈T
du(x), u mean zero.(1.9)
This is a purely formal expression, but it provides intuition. We can in fact define ρ
as the weak limit of a sequence of finite-dimensional Wiener measures ρN . Each ρN
is the probability measure on CN (the space of Fourier coefficients) with density
dρN = Z
−1
N e
− 1
2
∑
0<n≤N |n|2|ûn|2
∏
0<n≤N
dûn, ,(1.10)
pushed forward to EN = span{sin(nx), cos(nx) : 0 < |n| ≤ N} by the map
{ûn}0<n≤N 7−→
∑
0<|n|≤N
ûne
inx, with uˆ−n = uˆn,(1.11)
and then by extension to
⋂
s< 1
2
Hs(T). In the expressions (1.9) and (1.10), Z0 and
ZN are normalizing constants, and
∏
0<n≤N dûn denotes the Lebesgue measure on
C
N . We can interpret ρN and ρ as the probability measures on
⋂
s< 1
2
Hs(T) induced
by the maps ω 7→∑0<|n|≤N gn(ω)|n| and ω 7→∑n∈Z\0 gn(ω)|n| , respectively, where {gn}∞n=1
is a sequence of complex-valued Gaussian random variables of mean 0 and variance
1 on a probability space (Ω,F ,P), and g−n = gn.
3This is the mean zero Wiener measure, but we restrict attention to measures, data, and solutions
with spatial mean zero throughout this paper, and will often omit the pre-fix “mean zero”.
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In [18], it was shown that the Gibbs measure4, given by
dµ = Z0
−1χ{‖u‖2≤B}e
−H(u)∏
x∈T
du(x)
= Z0
−1χ{‖u‖2≤B}e
− 1
2
∫
T
u2xdx− 1p(p+1)
∫
T
up+1dx
∏
x∈T
du(x)
:= χ{‖u‖2≤B}e
− 1
p(p+1)
∫
T
up+1dxdρ,(1.12)
is a measure (for p ≤ 5 only, and with restrictions on B for p = 5) that is absolutely
continuous with respect to the Wiener measure ρ. That is, Lebowitz-Rose-Speer
provided a definition for the Gibbs measure µ for (1.2).
Let us briefly explain why Hamiltonian structure (e.g. the reformulation (1.3)
of (1.1)) provokes the question of Gibbs measure invariance. Consider the finite-
dimensional Hamiltonian system given by{
∂tu
N + ∂3xu
N = PN(
1
p
∂x((u
N)p)), x ∈ T, t ∈ R,
uN(0, x) = PN(u0(x)), u0 mean zero.
(1.13)
where PN denotes Dirichlet projection to EN . The flow of (1.13) leaves the following
quantities invariant:
(i) The Hamiltonian H(uN).
(ii) The L2-norm ‖uN‖L2 = (
∑
0<|n|≤N |ûn|2)
1
2 .
(iii) The Lebesgue measure
∏
0<n≤N dûn on C
N pushed forward to EN by the map
(1.11) (by Liouville’s Theorem).
The system (1.13) therefore preserves the finite-dimensional Gibbs measure µN , de-
fined as the push-forward to EN of the measure on C
N with density
dµN =
1
ZN
χ{∑0<|n|≤N |ûn|2≤B}e
−H(∑0<|n|≤N uˆneinx)
∏
0<n≤N
dûn, with uˆ−n = uˆn.(1.14)
Taking N → ∞, comparing (1.9), (1.12) and (1.14), we can interpret the Gibbs
measure µ as the limit of the truncated Gibbs measures µN (for a rigorous formulation
of these convergence results, see Section 5). By comparison with finite-dimensions,
the Gibbs measure (1.12) is formally invariant under the flow of (1.1).
1.2. Nonlinear smoothing for the second iteration. As discussed above, we can
construct the Gibbs measure for the quartic gKdV (1.1) as in [18, 3]. However, the
Gibbs measure is supported below H
1
2 (T), and local well-posedness of the quartic
gKdV (both gauged and ungauged) cannot be established in Hs(T) for s < 1
2
by
applying the contraction principle to an equivalent integral equation; the data-to-
solution map is not C4 [9].
4The Gibbs measure was constructed for NLS in [18], but the same method applies to gKdV, see
[3].
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The same issue was confronted by Bourgain in [4]. He considered the Wick-ordered
cubic NLS on T2 with randomized data given by
u˜0,ω(x) =
∑
n∈Z2
gn(ω)√
1 + |n|2e
in·x,(1.15)
where {gn}n∈Z2 is a collection of complex-valued independent and identically dis-
tributed Gaussian random variables of mean 0 and variance 1 on a probability
space (Ω,F ,P). The data (1.15) represents a typical element in the support of
the 2-dimensional Wiener measure (the Gaussian part of the Gibbs measure for 2-
dimensional Wick-ordered cubic NLS).
Bourgain quantified the nonlinear smoothing effect by proving that, with high
probability, the nonlinear part of the solution to the Wick-ordered cubic NLS lies
in a smoother space - C([0, T ];Hs(T2)) for some s > 0 - than the linear evolution
of the randomized data, which, in contrast, almost surely stays below L2(T2) for all
time. More precisely, for all T > 0 sufficiently small, he constructed a set ΩT ⊂ Ω
corresponding to “good” randomized data u˜0,ω, such that ΩT is exponentially likely as
a function of T ↓ 0, and such that for each ω ∈ ΩT , he could prove local existence and
uniqueness of the solution to the Wick-ordered cubic NLS with data u˜0,ω for t ∈ [0, T ]
by performing a contraction argument in the space {eit∆u˜0,ω +B}, where B is a ball
in Z
s, 1
2
T ⊂ C([0, T ];Hs(T2)) for some s > 0 (for the definition of the function space
Z
s, 1
2
T , consult section 2). By taking an appropriate union over sets of this type (with
T ↓ 0), he obtained local well-posedness almost surely for the Wick-ordered cubic
NLS below L2(T2). For other works that have used nonlinear smoothing to establish
local dynamics in the support of measures on phase space, see (for example) Burq-
Tzvetkov [5, 6, 7], Oh [26], Colliander-Oh [10], and Nahmod-Pavlovic´-Staffilani [21].
For (1.6), we consider randomized initial data of the form (1.5). We could not
follow the method of [4] directly, and perform a contraction argument for (1.6) (with
exponential likelihood) in {S(t)u0,ω + BR}, where BR is a ball of radius R in the
Banach space Z
s, 1
2
T . In particular, we found that the square of the Z
s, 1
2
T -norm of the
first Picard iterate for (1.6) has infinite expectation. This is due to the temporal
regularity b = 1
2
of the Z
s, 1
2
T space.
To avoid this obstruction, we establish estimates on the nonlinear part of the
Duhamel formulation for the gauge-transformed quartic gKdV (1.6) in Xs,bT , with
s > 1
2
and b < 1
2
. Unfortunately, with b < 1
2
, we cannot perform (with exponential
likelihood) a contraction argument for (1.6) in {S(t)u0,ω + BR}, where BR is a ball
of radius R in the Banach space Xs,bT . Indeed, by taking b <
1
2
, there are regions
of frequency space which (produce contributions that) make the nonlinear estimates
required for a contraction argument impossible.
This is resolved by establishing a priori estimates on the second iteration of the
Duhamel formulation of (1.6). More precisely, the local-in-time solution u to (1.6)
will be constructed as the limit in X
1
2
−δ, 1
2
−δ
T (with 0 < δ ≪ 1) of a sequence of smooth
solutions uN evolving from frequency truncated data uN0,ω = PN(u0,ω). Each u
N will
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satisfy the Duhamel formulation
uN(t) = S(t)uN0,ω +
∫ t
0
S(t− s)N (uN(s))ds,(1.16)
where N (u) = ux
(
u3 − 1
2π
∫
T
u3dx
)
is the gauge-transformed nonlinearity. We will
estimate ‖uN‖
X
1
2−δ,
1
2−δ
T
, ‖uN − uM‖
X
1
2−δ,
1
2−δ
T
in order to establish convergence to a
solution u as N →∞. Moreover, we will establish convergence of the nonlinear part
of the smooth solutions uN in X
1
2
+δ, 1
2
−δ
T (notice the increase in spatial regularity from
1
2
− δ to 1
2
+ δ due to nonlinear smoothing). During the nonlinear estimates, in the
troublesome regions of frequency space (created by taking b < 1
2
) we will substitute
(1.16) into an appropriately chosen factor of the nonlinearity.
This will resolve the technical obstruction (due to b < 1
2
), but by considering a
second iteration of (1.16) into just one of the factors, the multilinearity in our analysis
expands from quartic to heptic. Indeed, we will establish probabilistic heptilinear
estimates on the second iteration of (1.16). This is the trade-off involved in proving
estimates on the second iteration with b < 1
2
: we can take b < 1
2
at the cost of
conducting a higher order multilinear analysis.
This approach (using b < 1
2
and the second iteration) was pioneered by Bourgain
[2] in the analysis of KdV with measures as initial data. The argument was adapted
to the setting of randomized initial data by Oh [26], who proved invariance of the
white noise measure for the periodic KdV (see also [28]). Our approach is similar,
but we consider the quartic gKdV and the Gibbs measure (as opposed to the KdV
and white noise).
The primary source of difficulty for well-posedness of quartic gKdV (including the
C4-failure in [9]) is the existence of distinct frequencies n, n1, · · · , n4 ∈ Z, such that
n = n1 + · · · + n4, |n| ∼ |n1| ∼ N ≫ 0, but such that |n3 − n31 − · · · − n34| ≪
N2. This does not occur for KdV and mKdV, which have dispersion relations with
cubic factorizations, and it makes the nonlinear analysis for quartic gKdV more
labor intensive. Indeed, the regions of frequency space where these conditions are
satisfied required us to use b < 1
2
(and thus to consider a second iteration of (1.16)).
Furthermore, it is in these regions of frequency space where our nonlinear estimates
will rely most heavily on certain probabilistic lemmata (specifically involving hyper-
contractivity properties of the Ornstein-Uhlenbeck semigroup, see Lemmas 6.1-6.2 in
section 6.1) and estimates involving a matrix norm (see Lemma 6.4).
1.3. Global-in-time solutions. To establish Theorem 2, we follow the scheme of
[3]. Using the invariance of the (finite-dimensional) Gibbs measure under the flow of
the system (1.7), we extend the local solutions of (1.6) (from Theorem 1) to global
solutions, almost surely, and prove the invariance of the Gibbs measure under the
flow.
To show that the system (1.7) preserves the (finite-dimensional) Gibbs measure
µN (1.14), we need to prove that the L
2-norm of uN , the Hamiltonian H(uN) and the
Lebesgue measure on phase space are all invariant under the flow. The invariance of
the Lebesgue measure is trivial (by Liousville’s Theorem) for a Hamiltonian system,
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but the Hamiltonian formulation of (1.1) is disrupted by the gauge transformation
(and the same is true in finite dimensions). Instead, we will verify the invariance of
the Lebesgue measure under the flow of (1.7) directly (see Proposition 5.2 in section
5). In particular, we will write (1.7) as a system of ODEs in the space of Fourier
coefficients, and verify that this system is driven by a divergence-free vector field.
1.4. The gauge transformation. Following the standard reductions of [30], [9], we
apply the gauge transformation
v(x, t) = G(u(x, t)) := u
(
x−
(∫ t
0
∫
T
u3(x′, t′)dx′dt′
)
, t
)
.(1.17)
This transformation preserves the initial data u0. Also, it is invertible:
u(x, t) = G−1(v(x, t)) = v
(
x+
(∫ t
0
∫
T
v3(x′, t′)dx′dt′
)
, t
)
.(1.18)
Note that (1.18) is well-defined for v ∈ X1/2−,1/2− by the embedding X1/2−,1/2− ⊂ L3x,t.
Then u solves (1.1) if and only if v solves (1.6). Since v3vx = ∂x(v
4) and vx both
have mean zero, so does P(v3)vx. We can rewrite (1.6) as{
∂tv + ∂
3
xv = P(P(v
3)vx), t ≥ 0, x ∈ T
v(x, 0) = u0(x).
(1.19)
In addition, note that since
∫
T
v2vx =
1
3
∫
T
(v3)x = 0, and
∫
T
vvx =
1
2
∫
T
(v2)x = 0,
we can subtract 3P(v)
∫
T
v2vx+3P(v
2)
∫
T
vvx from the right hand side of (1.19), with
no effect, and rewrite (1.6) as{
∂tv + ∂
3
xv = P(P(v
3)vx)− 3P(v)
∫
T
v2vx − 3P(v2)
∫
T
vvx, t ∈ R, x ∈ T
v(x, 0) = u0(x).
(1.20)
The reformulation (1.20) of (1.6) will be needed during the proof of crucial nonlinear
estimates. The equations (1.1) and (1.6) leave the same Hamiltonian
H(u) =
1
2
∫
u2xdx+
1
20
∫
u5dx =
1
2
∫
v2xdx+
1
20
∫
v5dx =: H(v),(1.21)
invariant under the flow.
The remainder of this paper is organized as follows. In Section 2 we present the
basic linear estimates related to the propagator S(t) := e−∂
3
xt of the linear part of
gKdV. In Section 3 we present the nonlinear estimates to be used in the proof of
local well-posedness (Theorem 1). In Section 4 we will prove Theorem 1. Section
5 contains the proof of Theorem 2. It is divided into parts: 5.1 construction of
the Gibbs measure, 5.2. invariance of the Gibbs measure for the projection of (1.6)
to the first N > 0 modes of the trigonometric system, 5.3. global well-posedness
(almost surely) for (1.6), and 5.4. invariance of the Gibbs measure for (1.6). Section
6 is devoted to the proof of the crucial nonlinear estimates. The proofs of various
lemmata that will be used throughout this paper, as well as an expanded discussion
of the nonlinear smoothing effect, can be found in the Ph.D. thesis of the author [29].
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2. Linear estimates
In [1], Bourgain introduced a weighted space-time Sobolev space Xs,b whose norm
is given by
‖u‖Xs,b = ‖〈n〉s〈τ − n3〉buˆ(n, τ)‖l2nL2τ .
Since the Xs,
1
2 norm fails to control L∞t H
s
x norm, a smaller space Z
s,b(T × R) was
also introduced, whose norm is given by
(2.1) ‖u‖Zs,b(T×R) := ‖u‖Xs,b(T×R) + ‖u‖Y s,b− 12 (T×R),
where 〈 · 〉 = 1 + | · | and ‖u‖Y s,b(T×R) = ‖〈n〉s〈τ − n3〉buˆ(n, τ)‖l2nL1τ (Z×R). One also
defines the local-in-time version Zs,bT on T× [0, T ], by
‖u‖Zs,bT = inf
{‖u˜‖Zs,b(T×R) : u˜|[0,T ] = u}.
The local-in-time versions of other function spaces are defined analogously.
In this section we present the basic linear estimates related to gKdV. Let S(t) :=
e−∂
3
xt and T ≤ 1 in the following. We first state the homogeneous and nonhomoge-
neous linear estimates. See [1, 13] for details.
Lemma 2.1. For any s ∈ R and b < 1
2
, we have ‖S(t)u0‖Xs,bT . T
1
2
−b‖u0‖Hs.
Lemma 2.2. For any s, b ∈ R, we have ‖ηT (t)S(t)u0‖Xs,b ≤ C(T )‖u0‖Hs.
Lemma 2.3. For any s ∈ R and b ≤ 1
2
, we have∥∥∥∥ ∫ t
0
S(t− t′)F (x, t′)dt′
∥∥∥∥
Xs,bT
. ‖F‖Zs,b−1T .
Also, we have
∥∥ ∫ t
0
S(t− t′)F (x, t′)dt′∥∥
Xs,bT
. ‖F‖Xs,b−1 for b > 12 .
We will also require the following Lemma concerning the Xs,bT spaces, which allows
us to gain a small power of T by raising the temporal exponent b.
Lemma 2.4. Let 0 < b < 1
2
, s ∈ R, then
‖u‖Xs,bT . T
1
2
−b−‖u‖
X
s,12
T
.
The proof of Lemma 2.4 can be found in [10]; it is based on the following property
of the Xs,bT spaces, which will be exploited throughout this paper. For any b <
1
2
,
letting χ[0,T ] denote the characteristic function of the interval [0, T ], we have
‖u‖Xs,bT ∼ ‖χ[0,T ]u‖Xs,b.(2.2)
Most of our probabilistic lemmata will not be needed until the appendix, where
we will prove the crucial nonlinear estimates. The proof of Theorem 1 will, however,
make use of the following lemma regarding large deviations.
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Lemma 2.5. Fix γ > 0, then for K > 0 sufficiently large, ∃ c > 0 such that
P
(‖u0,ω‖H 12−γ ≤ K) ≤ e−cK2,
where u0,ω is given by (1.5).
Next we list some embeddings involving the Xs,b spaces, to be used throughout
this paper. We will use the trivial embedding
Xs,b ⊂ Xs′,b′(2.3)
for s ≥ s′, b ≥ b′. The spatial Sobolev embedding gives
Xs,0 = L2tH
s
x ⊂ L2tLpx(2.4)
where 0 ≤ s < 1/2 and 2 ≤ p ≤ 2
1−2s , or where s > 1/2 and 2 ≤ p ≤ ∞. Also recall
the energy estimate
Xs,1/2+ ⊂ L∞t Hsx ⊂ L∞t Lpx(2.5)
under the same conditions on s and p. This gives
X1/2+,1/2+ ⊂ L∞x,t.(2.6)
Interpolating (2.5) with (2.6), for s > 1/2, we have X1/2+,1/2+ ⊂ LqtLrx for all 2 ≤
q, r ≤ ∞. Interpolating this estimate with (2.4) for s = 0, p = 2, we find
X1/2−δ,1/2−δ ⊂ LqtLrx(2.7)
whenever 0 < δ < 1/2 and 2 ≤ q, r < 1/δ.
Recall the following Strichartz estimates from [1],
X0,1/3 ⊂ L4t,x,(2.8)
and
X0+,1/2+ ⊂ L6t,x.(2.9)
We can interpolate (2.8) with (2.9) to obtain
X0+,1/2−σ ⊂ Lqx,t,(2.10)
whenever 4 < q < 6 and σ < 2(1
q
− 1
6
).
Lastly we recall the following embeddings for the Y s,b space: for s ∈ R, we have
X
s, 1
2
+
T ⊂ Y s,0T ⊂ C([0, T ];Hs(T)).(2.11)
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3. Nonlinear estimates
In this section we will formulate and state two key propositions (see Proposition
3.1 and Proposition 3.2 below). These propositions provide multilinear estimates to
be used in the proof of local well-posedness (Theorem 1). The proof of Theorem
1 can be found in the next section (Section 4). The proofs of Proposition 3.1 and
Proposition 3.2 can be found in Section 6.
We begin with an outline of the role of Proposition 3.1 and Proposition 3.2 in the
proof of almost sure local well-posedness (Theorem 1). In the proof of Theorem 1,
the local solution u to (1.6) will be constructed as the limit of a sequence of solutions
uN which evolve from frequency truncated initial data. This sequence will converge
in the space Xs,bT of functions of space-time (for certain values of s, b ∈ R) for T > 0
sufficiently small, and this convergence will follow from a priori estimates satisfied
by solutions to (1.6) (see (4.2)-(4.3) in section 4). Proposition 3.1 and Proposition
3.2 provide multilinear estimates in Xs,bT which are designed to produce the a priori
estimates (4.2)-(4.3). That is, the sequence of solutions uN will be inserted into the
multilinear estimates of Propositions 3.1 and 3.2 (in various ways) during the proof
of Theorem 1 to establish the a priori estimates (4.2)-(4.3).
Let us explicitly formulate the multilinear functions which appear in Proposition
3.1 and Proposition 3.2. In this paper, we solve the integral formulation of (1.6) with
data u0,ω (given by (1.5)),
u = S(t)u0,ω +D(u).(3.1)
Here D(u) := D(u, u, u, u), where, using the nonlinearity in (1.20),
D(u1, u2, u3, u4) :=
∫ t
0
S(t− t′)N (u1, u2, u3, u4)(t′)dt′,
with (
N (u1, u2, u3, u4)
)∧
(n, t) =
∑
ζ(n)
(in1)û1(n1, t)û2(n2, t)û3(n3, t)û4(n4, t),
where ζ(n) is the set of frequencies satisfying certain restrictions (dictated by the
nonlinearity of (1.20)). The definition of ζ(n) is slightly cumbersome, and we avoid
it here. See Section 6.1 for details.
Taking the Fourier transform in time, we have(
N (u1, u2, u3, u4)
)∧
(n, τ) =
∑
ζ(n)
∫
τ=τ1+···+τ4
(in1)uˆ1(n1, τ1) · · · uˆ4(n4, τ4).(3.2)
Consider the domain A of frequency space given by
A := {(n, n1, . . . , n4, τ, τ1, . . . , τ4) ∈ Z5×R5 : (n1, n2, n3, n4) ∈ ζ(n), τ = τ1+ · · ·+ τ4}
depending on the relative sizes of the dispersive weights σ := τ − n3, σk := τk − n3k,
and the spatial frequencies n, nk, for k = 1, . . . , 4. Specifically, letting |σmax| :=
max(|σ|, |σ1|, |σ2|, |σ3|, |σ4|) and |nmax| := max(|n|, |n1|, |n2|, |n3|, |n4|), we express
14 GEORDIE RICHARDS
A = A−1 ∪ A0 ∪ · · · ∪A4 by letting
A−1 := A ∩ {|σmax| ≪ |nmax|2},
A0 := A ∩ {|σ| & |nmax|2},(3.3)
Ak := A ∩ {|σk| & |nmax|2},
for k = 1, 2, 3, 4. We will use Nj(u1, u2, u3, u4) (Dj(u1, u2, u3, u4)) to denote the
contribution to N (u1, u2, u3, u4) (D(u1, u2, u3, u4)) coming from Aj .
The partition of type (3.3) is standard; see for example [14] in the context of KdV.
However, in the analysis of KdV, the region A−1 has no analogue. Indeed, due to
the quadratic nonlinearity in KdV, we have the convolution restriction n = n1 + n2
in frequency space, and this leads to the factorization n3 − n31 − n32 = 3nn1n2. Then
using τ = τ1 + τ2, with σ, σ1 and σ2 defined as above, we have for 0 6= n 6= n1 6= 0
that
max(|σ|, |σ1|, |σ2|) & |σ − σ1 − σ2| = |n3 − n31 − n32| = |nn1n2| ≥ |nmax|2.(3.4)
By (3.4) the configuration max(|σ|, |σ1|, |σ2|)≪ |nmax|2 is impossible, and the domain
of integration in frequency space can be partitioned into regions of the type A0, A1
and A2. A similar factorization takes place in the analysis of mKdV (with cubic
nonlinearity), and the region A−1 is not included, see for example [31].
In the analysis of (1.6) (with quartic nonlinearity), there are nontrivial contri-
butions from the region A−1; indeed, there are combinations of distinct non-zero
frequencies n, n1, . . . , n4 ∈ Z such that |n| ∼ |n1| ∼ N , with N ≫ 0 large, but such
that n3 − n31 − · · · − n34 ≪ N2. In fact, the sequence of initial data which produces
C4-failure of the data-to-solution map for (1.6) (when posed in Hs(T) for s < 1
2
, see
[9]) is concentrated on frequency combinations of precisely this type. We are forced
to include A−1 in our analysis of (1.6), and we proceed with the knowledge that this
region is responsible for the failure of the deterministic fixed point method below
H
1
2 (T).
With the failure of deterministic methods in the region A−1, the multilinear es-
timates we establish in this region will use a probabilistic analysis: these estimates
will rely on nonlinear smoothing induced by initial data randomization and disper-
sion. That is, in Proposition 3.1 below, we will establish probabilistic quadrilinear
estimates on D−1(u1, . . . , u4); estimates which involve the randomized data and non-
linear smoothing. We will also need to use a probabilistic analysis (although it will
be somewhat simpler) for estimates in the regions A1. In contrast, our estimates in
the regions A0, A2, A3 and A4 will be purely deterministic.
In order to describe the estimates in A0, . . . , A4 in more detail, let us digress to
discuss the temporal regularity of the Xs,b spaces used in our analysis. Recall from
the introduction that (in the proof of Theorem 1) we will study the convergence
of a sequence of smooth solutions uN (evolving from frequency truncated data) in
Xs,b for some s, b < 1
2
. In fact, we will take s = b = 1
2
− δ, for some 0 < δ ≪ 1.
The choice of temporal regularity b = 1
2
− δ < 1
2
is helpful (analytically) for the
nonlinear estimates in some regions of frequency space, but it is cumbersome in
others. For example, in the region A0, the choice of b <
1
2
is beneficial, and we
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will establish deterministic quadrilinear estimates on D0(u1, . . . , u4) (see Proposition
3.2 below). However, when estimating Di(u), i = 1, 2, 3, 4, the selection of b < 12
backfires, and the analysis becomes more challenging. In these troublesome regions
(A1, . . . , A4) we consider a second iteration of (3.1); we replace u
N (in the appropri-
ately chosen factor) with the right-hand side of (3.1). More precisely, when estimating
Ni(uN) = Ni(uN , uN , uN , uN), i = 1, . . . , 4, we will substitute (3.1) into the ith factor
of uN ; the linear part of the solution makes no contribution in this region, and this
factor is replaced by uN ∼ D(uN) = D(uN , uN , uN , uN). This substitution resolves
the difficulty created by taking b < 1
2
, but what started as a quadrilinear estimate
(for example, of D1(uN) = D1(uN , uN , uN , uN) in A1) becomes a heptilinear estimate
(of D1(D(uN , uN , uN , uN), uN , uN , uN)). Furthermore, we will still depend on proba-
bilistic methods (that is, on nonlinear smoothing) in the region A1. For these reasons,
we will establish probabilistic heptilinear estimates on D1(D(u5, u6, u7, u8), u2, u3, u4)
(see Proposition 3.1 below). In the regions A2, A3, A4, we can proceed with de-
terministic estimates. That is, we establish deterministic heptilinear estimates on
D2(u1,D(u5, u6, u7, u8), u3, u4) (and the analogous expressions for D3 and D4).
We proceed to state the multilinear estimates to be used in the proof of Theorem
1. The probabilistic nonlinear estimates in A−1 and A1 are grouped into the following
proposition.
Proposition 3.1 (Probabilistic nonlinear estimates). For δ > 0 sufficiently small,
any δ0 ≥ 0 such that δ > δ0, and any 0 < T ≪ 1, there exists ε, β, c, C > 0 with
β, ε≪ δ, δ0 and a measurable set ΩT ⊂ Ω satisfying P (ΩcT ) < e−
c
Tβ and the following
conditions: if ω ∈ ΩT , then for every quadruple of Fourier multipliers Λ1, . . . ,Λ4
defined by
Λ̂if(n) = χNi≤|n|≤Mifˆ(n),
for some dyadic Ni,Mi, we have the following estimate
‖D−1(u1, u2, u3, u4)‖ 1
2
+δ−δ0, 12+δ,T
≤ CT−2β
4∏
j=1
(
N−εj + ‖uj‖ 1
2
−δ−δj , 12−δ,T + ‖uj − S(t)Λj(u0,ω)‖ 12+δ−δj , 12−δ,T
)
,(3.5)
for all quadruples (δ1, δ2, δ3, δ4) ∈ {(δ0, 0, 0, 0), (0, δ0, 0, 0), (0, 0, δ0, 0), (0, 0, 0, δ0)}. We
also have
‖D1(D(u5, u6, u7, u8), u2, u3, u4)‖ 1
2
+δ−δ0, 12+δ,T
≤ CT−β(N−ε5 + ‖u5‖ 1
2
−δ−δ5, 12−δ,T + ‖u5 − S(t)Λ1(u0,ω)‖ 12+δ−δ5, 12−δ,T
)
·
8∏
j=2,j 6=5
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(3.6)
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‖D1(D0(u5, u6, u7, u8), u2, u3, u4)‖ 1
2
+δ−δ0, 12+δ,T
≤ CT−β(N−ε5 + ‖u5‖ 1
2
−δ−δ5, 12−δ,T + ‖u5 − S(t)Λ1(u0,ω)‖ 12+δ−δ5, 12−δ,T
)
·
8∏
j=2,j 6=5
‖uj‖ 1
2
−δ−δj , 12−δ,T
)
,(3.7)
for all septuples (δ1, δ2, δ3, δ4, δ5, δ6, δ7) ∈ {(δ0, 0, 0, 0, 0, 0, 0), . . . , (0, 0, 0, 0, 0, 0, δ0)}.
The estimates of Proposition 3.1 are based on the nonlinear smoothing due to initial
data randomization. However, in some regions (e.g. A0), the choice of b =
1
2
− δ < 1
2
allows us to establish deterministic estimates.
Proposition 3.2 (Deterministic nonlinear estimates). For δ > 0 sufficiently small,
any δ0 ≥ 0 such that δ > δ0, and any T > 0, there exists θ, C > 0 such that
‖D0(u1, u2, u3, u4)‖ 1
2
+δ−δ0, 12−δ,T ≤ CT
θ
4∏
j=1
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(3.8)
‖N0(u1, u2, u3, u4)‖
Y
1
2+δ−δ0,−1
T
≤ CT θ
4∏
j=1
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(3.9)
‖D1(u1, u2, u3, u4)‖ 1
2
+δ−δ0, 12+δ,T ≤ CT
θ‖u1‖ 1
2
−δ−δ1, 12+δ
4∏
j=2
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(3.10)
and
‖D2(u1, u2, u3, u4)‖ 1
2
−δ0, 12+δ,T ≤ CT
θ‖u2‖ 1
2
−δ−δ2, 12+δ
4∏
j=1
j 6=2
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(3.11)
for all quadruples (δ1, δ2, δ3, δ4) ∈ {(δ0, 0, 0, 0), (0, δ0, 0, 0), (0, 0, δ0, 0), (0, 0, 0, δ0)}. We
also have
‖D2(u1,D(u5, u6, u7, u8), u3, u4)‖ 1
2
+δ−δ0, 12+δ,T ≤ CT
θ
8∏
j=1
j 6=2
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(3.12)
and
‖D2(u1,D0(u5, u6, u7, u8), u3, u4)‖ 1
2
+δ−δ0, 12+δ,T ≤ CT
θ
8∏
j=1
j 6=2
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(3.13)
for all heptuples (δ1, δ2, δ3, δ4, δ5, δ6, δ7) ∈ {(δ0, 0, 0, 0, 0, 0, 0), . . . , (0, 0, 0, 0, 0, 0, δ0)}.
Remark 4. Observe that the function D(u1, u2, u3, u4) is symmetric with respect to
its last three slots. It follows that inequalities analogous to (3.11)-(3.13) for D3 and
D4 also hold.
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Remark 5. The estimate (3.8) will be used during the proof of Theorem 1 to establish
the existence of a (local-in-time) solution to (1.6) (with data given by (1.5)), while
the estimate (3.9) is needed to prove that (almost surely) the nonlinear part of this
solution is continuous in time with values in a Sobolev space of higher regularity than
the data (condition (ii) in the statement of Theorem 1). The Y s,b-space estimate (3.9)
is required for the region A0, but it is not required elsewhere (ie. in the regions A−1
and A1, . . . , A4). This is due to the difference in temporal regularity (of the norms
appearing) on the left-hand sides of (3.5)-(3.12) (b = 1
2
+ δ) and (3.8) (b = 1
2
− δ).
Indeed, by using nonlinear estimates with b = 1
2
+ δ > 1
2
(as in (3.5)-(3.12)), and
combining Lemma 2.3 with the embedding (2.11), the corresponding contribution to
(the nonlinear part of) the solution is automatically continuous in time. However,
using estimates on the nonlinearity with b = 1
2
− δ < 1
2
(as in (3.8)), we must
establish continuity with a separate argument, and this is where the estimate (3.9)
will be needed.
Remark 6. There is one region of frequency space, produced by using the second
iteration, which appears lethal, at first glance, to our nonlinear analysis. Luckily
there is a cancelation in this region which allows us to prove the estimates we require.
A technicality emerges, due to this cancelation, that needs to be addressed in this
section. In Proposition (3.1) we establish multilinear estimates on D1 with different
input functions u2, u3, . . . , u8, but the cancelation that we need to invoke in the
troublesome region of frequency space requires that all input functions are the same.
This is not problematic, however, as we only need multilinear estimates with dif-
ferent input functions in order to bound the difference of two expressions, each given
by D1, . . . ,D4 evaluated with all input functions the same; that is, we bound this dif-
ference using multilinearity of the functions D1, . . . ,D4 and a telescoping series (see
(4.17)-(4.21) in the proof of Theorem 1). To incorporate the cancelation with different
input functions, we simply define D1(D(u5, u6, u7, u8), u2, u3, u4) with the cancelation
imposed in the troublesome region. In other words, when we use multilinearity and
a telescoping series to control these differences, we add and subtract terms with the
cancelation built in. For a more precise discussion of this cancelation (and the proper
definition of the multilinear functions appearing in Proposition 3.1 above) see the dis-
cussion on heptilinear estimates that precedes the proof of Proposition 6.2, found in
Section 6.
We postpone the proofs of Proposition 3.1 and Proposition 3.2 to Section 6.
4. Local well-posedness
In this section we present the proof of Theorem 1. The key inputs for this proof
are Proposition 3.1 and Proposition 3.2 (presented in the last section).
Proof of Theorem 1: We will construct the local solution to (1.6) as the limit of a
sequence of solutions uN which evolve from frequency truncated data. Consider
initial data of the form
uN0,ω(x) = PN(u0,ω(x)),
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where u0,ω is given by (1.5), and PN is the Dirichlet projection to
EN = span{sin(nx), cos(nx) : |n| ≤ N}
. Notice that uN0,ω ∈ Hs(T) almost surely, for every s ∈ R. By Theorem 2 in [9], for
each N , almost surely, there exists a unique global-in-time solution uN to (1.6) with
data uN0,ω. Define Γ
N = ΓNω by
ΓN(v) := S(t)uN0,ω(x) +D(v),(4.1)
where
D(u1, u2, u3, u4) :=
∫ t
0
S(t− t′)N (u1, u2, u3, u4)(t′)dt′
andN (u1, u2, u3, u4) is defined by (6.1). We will use the notationN (u) = N (u, u, u, u),
D(u) = D(u, u, u, u) and DN = D(uN). With these definitions, due to the reformu-
lation (1.20) of (1.6), uN satisfies uN = ΓN (uN).
Here is an outline of the proof of Theorem 1: we show that for δ > 0 sufficiently
small, ∃ c, β > 0 and ΩT ⊂ Ω with P (ΩcT ) < e−
c
Tβ such that ∀ω ∈ ΩT , the sequence
uN converges in X
1
2
−δ, 1
2
−δ
T to a solution u of (1.6) with initial data u0,ω. In particular,
we prove that for δ, T > 0 sufficiently small, ∀ω ∈ ΩT , we have the following: ∃ ǫ > 0
such that for every N > M > 0,
‖uN − uM‖ 1
2
−δ, 1
2
−δ,T .M
−ǫ,(4.2)
‖DN −DM‖ 1
2
+δ, 1
2
−δ,T .M
−ǫ.(4.3)
These estimates show that uN and DN are Cauchy in X
1
2
−δ, 1
2
−δ
T and X
1
2
+δ, 1
2
−δ
T , re-
spectively. Then we show that the convergent u (of uN) is a solution to (1.6), and
proceed to prove uniqueness, continuity and stability properties of this solution.
We begin by constructing a set ΩT ⊂ Ω with P
(
(ΩT )
c
)
< e−
c
Tβ such that for T > 0
sufficiently small, if ω ∈ ΩT , we have
‖uN‖ 1
2
−δ, 1
2
−δ,T ≤ R,(4.4)
‖DN‖ 1
2
+δ, 1
2
−δ,T ≤ R˜,(4.5)
for some constants R, R˜ ∼ 1 (independent of N). Then using the estimates (4.4) and
(4.5), and imposing additional constraints on T , we will show that if ω ∈ ΩT , then
(4.2) and (4.3) hold true.
By uN = Γ(uN), (4.1) and Lemma 2.1, we find
‖uN‖ 1
2
−δ, 1
2
−δ,T ≤ ‖S(t)uN0,ω‖ 1
2
−δ, 1
2
−δ,T + ‖D(uN)‖ 1
2
−δ, 1
2
−δ,T
≤ C0T δ‖uN0,ω‖H 12−δ + ‖D(u
N)‖ 1
2
+δ, 1
2
−δ,T .(4.6)
Observe that we have applied the trivial embedding (2.3) to the last term in (4.6) by
raising the spatial regularity from s = 1
2
− δ to s = 1
2
+ δ. Next we use the triangle
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inequality and Lemma 2.4 to find
‖D(uN)‖ 1
2
+δ, 1
2
−δ,T ≤ ‖D−1(uN)‖ 1
2
+δ, 1
2
−δ,T + · · ·+ ‖D4(uN)‖ 1
2
+δ, 1
2
−δ,T
‖D0(uN)‖ 1
2
+δ, 1
2
−δ,T + T
δ−
4∑
k=−1,k 6=0
‖Dk(uN)‖ 1
2
+δ, 1
2
+δ,T .(4.7)
We proceed to estimate each term on the right-hand side of (4.7) using Propositions
3.1 and 3.2. Notice that by uN = Γ(uN) and (4.1) we have
uN − S(t)uN0,ω = D(uN).(4.8)
By Proposition 3.1 and Proposition 3.2 ∃ θ, ε, β, c, C > 0 with β, ε ≪ δ, δ − δ1 and
a measurable set Ω0T ⊂ Ω with P ((Ω0T )c) < e−
c
Tβ such that ∀ω ∈ Ω0T , the estimates
(3.5)-(3.7) hold true. In particular, using the estimates (3.5) and (3.8) (with δ0 = 0,
each ui = u
N , and each Λi = PN , i = 1, 2, 3, 4) we have
T δ−‖D−1(uN)‖ 1
2
+δ, 1
2
+δ,T + ‖D0(uN)‖ 1
2
+δ, 1
2
−δ,T
. T θ
(
1 + ‖uN‖ 1
2
−δ, 1
2
−δ,T + ‖uN − S(t)uN0,ω‖ 1
2
+δ, 1
2
−δ,T
)4
= T θ
(
1 + ‖uN‖ 1
2
−δ, 1
2
−δ,T + ‖D(uN)‖ 1
2
+δ, 1
2
−δ,T
)4
,(4.9)
where we have used (4.8) in the last line. When we estimate Dk, for k = 1, 2, 3, 4, we
consider a second iteration of (4.1) in the kth factor. For example, in the region A1
we substitute
uN = S(t)uN0,ω +D(uN)(4.10)
into the first slot of D1, and estimate the linear and nonlinear contributions from
(4.10) separately. To estimate ‖D1(S(t)uN0,ω, uN , uN , uN)‖ 1
2
+δ, 1
2
+δ,T , we find by (3.10),
δ0 = 0, and Lemma 2.2,
T δ−‖D1(S(t)uN0,ω, uN ,uN , uN)‖ 1
2
+δ, 1
2
+δ,T
. T θ‖η(t)S(t)uN0,ω‖ 1
2
−δ, 1
2
+δ‖uN‖31
2
−δ, 1
2
−δ,T
. T θ‖uN0,ω‖H 12−δ‖u
N‖31
2
−δ, 1
2
−δ,T .(4.11)
Next we estimate ‖D1(D(uN), uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T . Using (3.6) (with δ0 = 0, each
ui = u
N , and Λ1 = PN) we have
T δ−‖D1(D(uN), uN ,uN , uN)‖ 1
2
+δ, 1
2
−δ
. T θ
(
1 + ‖uN‖ 1
2
−δ, 1
2
−δ,T + ‖DN‖ 1
2
+δ, 1
2
−δ,T
)7
.(4.12)
Using (3.12)-(3.13) we obtain estimates analogous to (6.102) and (4.12) for k = 2, 3, 4.
Combining these estimates with (4.9) we have
‖DN‖ 1
2
+δ, 1
2
−δ,T ≤ C1T θZ
(‖uN0,ω‖H 12−δ , ‖uN‖ 12−δ, 12−δ,T , ‖DN‖ 12+δ, 12−δ,T ),(4.13)
for some θ > 0, where Z(x, y, z) is a polynomial of degree 7 with positive coefficients.
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Now, for some fixed 0 < ε < δ, C > 0, let
ΩT := Ω
0
T ∩
{
ω ∈ Ω
∣∣∣∣∣∥∥∥ ∑
n∈Z\{0}
gn(ω)e
inx
|n|1−ǫ
∥∥∥
H
1
2−δ
≤ C
T
β
2
}
.
We have by Lemma 2.5 that, for T > 0 sufficiently small, P
(
(ΩT )
c
)
< P
(
(Ω0T )
c
)
+
e−(K(T ))
2 ≤ e− cTβ . Next we will show that, if ω ∈ ΩT , then (4.4) and (4.5) are satisfied.
Given R, R˜ > 0, for 0 < α < δ − β
2
, 0 < α˜ < θ − 7β
2
, let
T1 := inf
{
t > 0
∣∣∣tθZ(C
t
β
2
, R, R˜
)
≥ tα˜R˜
}
,
T2 := inf
{
t > 0
∣∣∣C0tα + C1tα˜R˜ ≥ 1
2
R
}
,
T := T1 ∧ T2 ∧
( 1
2C1
) 1
α˜
.
Then T > 0 by definition, and T is also independent of N . We claim that (4.4) and
(4.5) hold for ω ∈ ΩT .
The X
1
2
±δ, 1
2
−δ
t norms of u
N and DN are finite, continuous and increasing functions
of t, and ‖uN‖ 1
2
−δ, 1
2
−δ,t, ‖DN‖ 1
2
+δ, 1
2
−δ,t → 0 as t ↓ 0 (almost surely, for each fixed
N > 0). In particular, letting
T ∗ := inf
{
t > 0
∣∣‖uN‖ 1
2
−δ, 1
2
−δ,t ≥ R
} ∧ inf {t > 0∣∣‖DN‖ 1
2
−δ, 1
2
−δ,t ≥ R˜
}
,
we have T ∗ = T ∗(N) > 0 almost surely. We claim that, if ω ∈ ΩT , then T ∗ ≥ T
for each N > 0; (4.4) and (4.5) follow from the definition of T ∗. Suppose not, and
T ∗ < T for some ω ∈ ΩT . Then we have
‖DN‖ 1
2
+δ, 1
2
−δ,T ∗ ≤ C1(T ∗)θZ
(‖uN0,ω‖H 12−δ , ‖uN‖ 12−δ, 12−δ,T ∗ , ‖DN‖ 12+δ, 12−δ,T ∗)
≤ C1(T ∗)θZ
(∥∥∥∑
n 6=0
gn(ω)e
inx
|n|1−ǫ
∥∥∥
H
1
2−δ
, R, R˜
)
by the definition of T ∗,
≤ C1(T ∗)θZ
( C
T
β
2
, R, R˜
)
if ω ∈ ΩT ,
≤ C1(T ∗)θZ
( C
(T ∗)
β
2
, R, R˜
)
since T ∗ < T,
≤ C1(T ∗)α˜R˜(4.14)
≤ 1
2
R˜.
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The last two lines follow from the definition of T , and the assumption T ∗ < T . Also,
by (4.6), (4.14), T ∗ < T , and the definition of T ,
‖uN‖ 1
2
−δ, 1
2
−δ,T ∗ ≤ C0(T ∗)δ‖uN0,ω‖H 12−δ + ‖D(u
N)‖ 1
2
+δ, 1
2
−δ,T ∗
≤ C0(T ∗)α + C1(T ∗)α˜R˜
≤ C0T α + C1T α˜R˜
≤ 1
2
R.(4.15)
Since ‖uN‖ 1
2
−δ, 1
2
−δ,t and ‖DN‖ 1
2
+δ, 1
2
−δ,t are increasing and continuous functions of t, by
(4.14) and (4.15), for each fixed N > 0, ∃T ∗0 = T ∗0 (N) > T ∗ such that ‖uN‖ 1
2
−δ, 1
2
−δ,t <
R and ‖DN‖ 1
2
+δ, 1
2
−δ,t < R˜ for all t ∈ [0, T ∗0 ]. This violates the definition of T ∗ and we
conclude that, if ω ∈ ΩT , then T ∗ ≥ T for each N > 0; (4.4) and (4.5) follow.
To establish the convergence of uN (and DN), we obtain further restrictions on T
by considering, for ω ∈ ΩT ,
‖uN − uM‖ 1
2
−δ, 1
2
−δ,T ≤ ‖S(t)(uN0 − uM0 )‖ 1
2
−δ, 1
2
−δ + ‖DN −DM‖ 1
2
−δ, 1
2
−δ,T
≤M−ǫ C˜
T
β
2
+ ‖DN −DM‖ 1
2
+δ, 1
2
−δ,T .(4.16)
Then, using the multilinearity of D,
‖DN −DM‖ 1
2
+δ, 1
2
−δ,T ≤ ‖D(uN − uM , uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T
+ ‖D(uM , uN − uM , uN , uN)‖ 1
2
+δ, 1
2
−δ,T
+ ‖D(uM , uM , uN − uM , uN)‖ 1
2
+δ, 1
2
−δ,T
+ ‖D(uM , uM , uM , uN − uM)‖ 1
2
+δ, 1
2
−δ,T .(4.17)
Each of the terms in (4.17) will be bounded in a similar way. We bound the first
term explicitly using (3.5)-(3.13). Consider (3.5) and (3.8) applied with δ0 = 0,
u1 = u
N − uM , Λ1 = PN − PM , and uk = uN , Λk = PN for k = 2, 3, 4. This gives
‖D0(uN − uM ,uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T + ‖D−1(uN − uM , uN , uN , uN)‖ 1
2
+δ, 1
2
+δ,T
. T θ
(
M−ǫ + ‖uN − uM‖ 1
2
−δ, 1
2
−δ,T + ‖DN −DM‖ 1
2
+δ, 1
2
−δ,T
)
· (1 + ‖uN‖ 1
2
−δ, 1
2
−δ,T + ‖D(uN)‖ 1
2
+δ, 1
2
−δ,T
)3
.(4.18)
To estimate Dk(uN − uM , uN , uN , uN), for k = 1, 2, 3, 4, we again consider a second
iteration of (4.10) in the kth factor. This argument requires modification when we
consider D1(uN − uM , uN , uN , uN). We substitute
uN − uM = S(t)(uN0,ω − uM0,ω) +D(uN)−D(uM).(4.19)
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Then to estimate D1(S(t)(uN0,ω − uM0,ω), uN , uN , uN), we proceed as in (6.102) above.
To be precise, by (3.10), Lemma 2.2, and the definition of ΩT , we have
‖D1(S(t)(uN0,ω − uM0,ω), uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T
. T θ‖η(t)S(t)(uN0,ω − uM0,ω)‖ 1
2
−δ, 1
2
+δ‖uj‖31
2
−δ, 1
2
−δ,T
. T θ−
β
2M−ε‖uj‖31
2
−δ, 1
2
−δ,T .(4.20)
Next we estimate ‖D1(DN −DM , uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T . We find
‖D1(DN −DM , uN ,uN , uN)‖ 1
2
+δ, 1
2
−δ,T
. ‖D1(D(uN − uM , uN , uN , uN), uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T
+ ‖D1(D(uM , uN − uM , uN , uN), uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T
+ ‖D1(D(uM , uM , uN − uM , uN), uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T
+ ‖D1(D(uM , uM , uM , uN − uM), uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T .(4.21)
Each of the terms in (4.21) will be bounded in a similar way, we bound the first
term explicitly. Applying (3.6) with δ0 = 0, u5 = u
N − uM , and uk = uN for
k = 2, 3, 4, 6, 7, 8, we find
‖D1(D(uN − uM , uN ,uN , uN), uN , uN , uN)‖ 1
2
+δ, 1
2
+δ,T
. T θ
(
M−ǫ + ‖uN − uM‖ 1
2
−δ, 1
2
−δ,T + ‖DN −DM‖ 1
2
+δ, 1
2
−δ,T
)
· (1 + ‖uN‖ 1
2
−δ, 1
2
−δ,T + ‖D(uN)‖ 1
2
+δ, 1
2
−δ,T
)6
.
With (4.21), this leads to the bound
‖D1(uN − uM , uN , uN , uN)‖ 1
2
+δ, 1
2
+δ,T
. T θ
(
M−ǫ + ‖uN − uM‖ 1
2
−δ, 1
2
−δ,T + ‖DN −DM‖ 1
2
+δ, 1
2
−δ,T
)
· (1 + ‖uN‖ 1
2
−δ, 1
2
−δ,T + ‖uM‖ 1
2
−δ, 1
2
−δ,T
+ ‖D(uN)‖ 1
2
+δ, 1
2
−δ,T + ‖D(uM)‖ 1
2
+δ, 1
2
−δ,T
)6
.
With similar arguments, using the inequalities (3.12)-(3.13), we find
‖Dk(uN − uM , uN , uN , uN)‖ 1
2
+δ, 1
2
+δ,T
. T θ
(
M−ǫ + ‖uN − uM‖ 1
2
−δ, 1
2
−δ,T + ‖DN −DM‖ 1
2
+δ, 1
2
−δ,T
)
· (1 + ‖uN‖ 1
2
−δ, 1
2
−δ,T + ‖uM‖ 1
2
−δ, 1
2
−δ,T
+ ‖D(uN)‖ 1
2
+δ, 1
2
−δ,T + ‖D(uM)‖ 1
2
+δ, 1
2
−δ,T
)6
.(4.22)
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for all k = 1, 2, 3, 4. Combining (4.18) and (4.22) we have
‖D(uN − uM , uN , uN , uN)‖ 1
2
+δ, 1
2
−δ,T
. T θ
(
M−ǫ + ‖uN − uM‖ 1
2
−δ, 1
2
−δ,T + ‖DN −DM‖ 1
2
+δ, 1
2
−δ,T
)
· Z0
(‖uN‖ 1
2
−δ, 1
2
−δ,T , ‖uM‖ 1
2
−δ, 1
2
−δ,T , ‖DN‖ 1
2
+δ, 1
2
−δ,T , ‖DM‖ 1
2
+δ, 1
2
−δ,T
)
.(4.23)
where Z0(x, y, z, w) is a polynomial of degree 6 with positive coefficients. Each of the
terms in (4.17) can be bounded with similar arguments. This leads to
‖DN −DM‖ 1
2
+δ, 1
2
−δ,T
≤ C1T θ
(
M−ǫ + ‖uN − uM‖ 1
2
−δ, 1
2
−δ,T + ‖DN −DM‖ 1
2
+δ, 1
2
−δ,T
)
· Z1
(‖uN‖ 1
2
−δ, 1
2
−δ,T , ‖uM‖ 1
2
−δ, 1
2
−δ,T , ‖DN‖ 1
2
+δ, 1
2
−δ,T , ‖DM‖ 1
2
+δ, 1
2
−δ,T
)
,(4.24)
where Z1(x, y, z, w) is a polynomial of degree 6 with positive coefficients. If we choose
T > 0 sufficiently small such that
C1T
θZ1(R,R, R˜, R˜) ≤ 1
4
,(4.25)
we find from (4.24), (4.4) (4.5) and (4.25),
‖DN −DM‖ 1
2
+δ, 1
2
−δ,T ≤
1
2
M−ǫ +
1
2
‖uN − uM‖ 1
2
−δ, 1
2
−δ,T .(4.26)
Then combining (4.16) and (4.26), we have
‖uN − uM‖ 1
2
−δ, 1
2
−δ,T ≤ (C˜T δ−
β
2 + 1)M−ǫ .M−ǫ,
by taking T < 1. With (4.26) this gives
‖DN −DM‖ 1
2
+δ, 1
2
−δ,T .M
−ǫ,
and we conclude that (4.2) and (4.3) hold for ω ∈ ΩT . By (4.2) and (4.3), uN and
D(uN) converge in X 12−δ, 12−δ,T and X 12+δ, 12−δ,T , respectively, for ω ∈ ΩT . It remains
to be shown that, for ω ∈ ΩT ,
(i) The convergent u is indeed a solution to (1.6) with initial data u0,ω.
(ii) u− S(t)u0,ω ∈ C([0, T ];H 12+δ(T)).
(iii) u is unique in
{
S(t)u0,ω + {‖ · ‖ 1
2
+δ, 1
2
−δ,T ≤ R˜}
}
.
(iv) u depends continuously on the initial data, in the sense that the solution map
Φ :
{
u0,ω+{‖·‖H 12+δ ≤ K}
}
→
{
S(t)u0,ω+{‖·‖C([0,T ];H 12+δ) ≤ K˜}
}
is Lipschitz.
(v) The solution u is well-approximated by the solution of (1.7). More precisely,
‖u− S(t)u0,ω − (ΦN (t)− S(t))PNu0,ω‖C([0,T ];H 12+δ1 ) . N
−β .
To establish (i), we need to prove that u = limN→∞ uN satisfies
u = S(t)u0,ω +D(u),(4.27)
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in the sense of distributions. That is, we show that for all test functions ϕ ∈ D(T×
[0, T ]), we have
〈u, ϕ〉 = 〈S(t)u0,ω +D(u), ϕ〉.
Clearly S(t)uN0,ω → S(t)u0,ω in X
1
2
−δ, 1
2
−δ
T , for ω ∈ ΩT , and D0(uN) → D0(u) in
X
1
2
+δ, 1
2
−δ
T , by multilinearity of D0 and the deterministic estimate (3.8). Then from
(4.18), (4.22), (4.2), (4.3), and multilinearity we have that for ω ∈ ΩT , Dj(uN) is
Cauchy in X
1
2
+δ, 1
2
+δ
T . That is,
Dj(uN)→ vj in X
1
2
+δ, 1
2
+δ
T(4.28)
for some vj ∈ X
1
2
+δ, 1
2
+δ
T , j = −1, 1, 2, 3, 4. We can then express
u = S(t)u0,ω +D0(u) + v−1 + v1 + · · ·+ v4.(4.29)
It remains to be shown that vj = Dj(u) for each j = −1, 1, 2, 3, 4. For j = −1, 2, 3, 4,
we consider, using the multilinearity of Dj,
‖Dj(u)−Dj(uN)‖ 1
2
, 1
2
+δ,T ≤ ‖Dj(u− uN , u, u, u)‖ 1
2
, 1
2
+δ,T
+ ‖Dj(uN , u− uN , u, u)‖ 1
2
, 1
2
+δ,T
+ ‖Dj(uN , uN , u− uN , u)‖ 1
2
, 1
2
+δ,T
+ ‖Dj(uN , uN , uN , u− uN)‖ 1
2
, 1
2
+δ,T .(4.30)
We bound the first term in (4.30) for each j = −1, 2, 3, 4. For j = −1, applying (3.6)
with δ0 = 0, u1 = u− uN , Λ1 = Id− PN and uk = u, Λk = Id, for k = 2, 3, 4, we find
for ω ∈ ΩT , that
‖D−1(u− uN , u, u, u)‖ 1
2
+δ, 1
2
+δ,T
. T θ
(
N−ǫ + ‖u− uN‖ 1
2
−δ, 1
2
−δ,T + ‖D0(u) +
4∑
k=−1
k 6=0
vk −D(uN)‖ 1
2
+δ, 1
2
−δ,T
)
· (1 + ‖u‖ 1
2
−δ, 1
2
−δ,T + ‖D0(u) +
4∑
k=−1
k 6=0
vk‖ 1
2
+δ, 1
2
−δ,T
)3
. T θ
(
N−ǫ + ‖u− uN‖ 1
2
−δ, 1
2
−δ,T +
4∑
k=−1
k 6=0
‖vk −Dk(uN)‖ 1
2
+δ, 1
2
−δ,T
+ ‖D0(u)−D0(uN)‖ 1
2
+δ, 1
2
−δ,T
)(
1 +R + R˜
)3
→ 0, as N →∞,
by (3.8) and (4.28).
For j = 2, 3, 4, we will show how to bound ‖D2(uN , u − uN , u, u)‖ 1
2
, 1
2
+δ,T (where
the difference appears in the second factor). Treating other types of terms will follow
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from the same estimates (or simpler ones). Inserting (4.10) and (4.29) into the second
factor, we find
‖D2(uN ,u− uN , u, u)‖ 1
2
, 1
2
+δ,T
≤ ‖D2(uN , (Id− PN)S(t)u0,ω, u, u)‖ 1
2
, 1
2
+δ,T
+ ‖D2(uN ,D0(u) +
∑
k=−1
k 6=0
vk −D(uN), u, u)‖ 1
2
, 1
2
+δ,T(4.31)
The first term in (4.31) is bounded (and decays to zero) exactly as in (4.20) above,
by using (3.11). For the second term, we consider
‖D2(uN ,D0(u)+
∑
k=−1
k 6=0
vk −D(uN), u, u)‖ 1
2
, 1
2
+δ,T
≤ ‖D2(uN ,D0(u)−D0(uN), u, u)‖ 1
2
, 1
2
+δ,T
+
4∑
k=−1
k 6=0
‖D2(uN , vk −Dk(uN), u, u)‖ 1
2
, 1
2
+δ,T .(4.32)
The first term in (4.32) is bounded using multilinearity of D0 and a telescoping sum,
as considered in (4.21). This reduces to estimating terms of the form
‖D2(uN ,D0(u− uN , u, u, u), u, u)‖ 1
2
+δ, 1
2
+δ,T .
By (3.13) we have
‖D2(uN ,D0(u− uN , u, u, u), u, u)‖ 1
2
+δ, 1
2
+δ,T
. T θ‖u− uN‖ 1
2
−δ, 1
2
−δ,T‖uN‖ 1
2
−δ, 1
2
−δ,T‖u‖51
2
−δ, 1
2
−δ,T → 0,(4.33)
as N → ∞. The remaining terms in (4.32) are bounded using the deterministic
estimate (3.11). That is, for each k ∈ {−1, 1, 2, 3, 4}, (3.11) (with δ0 = 0) gives
‖D2(uN , vk −Dk(uN), u, u)‖ 1
2
, 1
2
+δ,T . ‖vk −Dk(uN)‖ 1
2
−δ, 1
2
+δ,T‖uN‖ 1
2
−δ, 1
2
−δ,T‖u‖21
2
−δ, 1
2
−δ,T
→ 0,(4.34)
as N → ∞, by (4.28). Thus, with (4.32), (4.33), (4.34) and an expansion similar to
(4.21), we have
‖D2(uN , u− uN , u, u)‖ 1
2
+δ, 1
2
+δ,T → 0,
as N →∞.
It remains to show that v1 = D1(u), in the sense of distributions. In other words,
we still need to prove that, for all test functions ϕ ∈ D(T× [0, T ]), we have
〈D1(u)−D1(uN), ϕ〉 → 0, as N →∞.(4.35)
Once again using a telescoping sum, this is reduced to establishing that
〈D1(u− uN , u, u, u), ϕ〉 → 0, as N →∞.(4.36)
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Inserting (4.10) and (4.29) into the first factor, we find
〈D1(u− uN ,u, u, u), ϕ〉
= 〈D1((Id− PN)S(t)u0,ω, u, u, u), ϕ〉
+ 〈D1(D0(u) +
∑
k=−1
k 6=0
vk −D(uN), u, u, u), ϕ〉.(4.37)
The first term in (4.37) is bounded (and decays to zero) exactly as in (4.20) above
(using Ho¨lder). For the second term, we expand
〈D1(D0(u)+
∑
k=−1
k 6=0
vk −D(uN), u, u, u), ϕ〉
= 〈D1(D0(u)−D0(uN), u, u, u), ϕ〉
+
4∑
k=−1
k 6=0
〈D1(vk −Dk(uN), u, u, u), ϕ〉.(4.38)
Each of the last five terms in (4.38) is bounded (and goes to zero) using Ho¨lder and
(3.10), as in (4.34) above.
For the first term in (4.38), we use a telescoping sum and reduce to establishing
statements of the type
〈D1(D0(u− uN , u, u, u), u, u, u), ϕ〉 → 0, as N →∞.(4.39)
Here is where we take advantage of the distributional formulation of equivalence.
More precisely, as described in Section 6.3 (of the appendix), the expression
D1(D0(u5, u6, u7, u8), u2, u3, u4)(x, t),
as appearing in the statement of Proposition 3.1, is defined (in the region A1,c) by the
right-hand side of (6.90) (after imposing a certain cancellation). On the other hand,
since we are attempting to demonstrate here that D(uN)→ D(u), the expressions
D1(D0(u, u, u, u), u, u, u)(x, t)(4.40)
and
D1(D0(uN , uN , uN , uN), uN , uN , uN)(x, t)(4.41)
are implicitly defined (in A1,c) through the second last term in (6.85) (before the
cancellation), and we must justify that this can be replaced with (6.90), in order for
Proposition 3.1 to be applied. This can be done by showing that the contribution to
(4.40) and (4.41) from A1,c is equivalent in distribution whether we use the right-hand
side of (6.85) or (6.90) for the definition of K1(n, τ).
Let us slow down to explain this point more carefully. When we estimated (4.41)
above, and used Proposition 3.1, this was justified since the solutions uN , which
evolve from frequency truncated data, are smooth, and the cancellation leading to
(6.90), witnessed for each fixed (n, τ) ∈ (Z\{0})×R, extends to the full contribution
to (4.41) from the region A1,c. That is, when estimating (4.41) above, we were able
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to define the contribution to (4.41) from A1,c according to (6.90) (taking advantage
of the cancellation). However, when the input is u (the limit of the sequence uN),
it is less obvious that the cancellation holds, and any application of Proposition 3.1
with these “rough” inputs needs to be justified carefully. In other words, Proposition
3.1 assumes that the nonlinearity is defined through (6.90) (in the region A1,c), but
this is not obvious if the inputs are the limit u of the sequence uN .
We will verify directly that the cancellation leading to (6.90) holds (when the input
is u) in the sense of distributions. More precisely, if K1(n, τ) is defined by the right-
hand side of (6.85), and J1(n, τ) is defined using (6.90) instead, we will verify that
for all ϕ ∈ D(T× [0, T ]), we have
〈(K1)∨(·, ·), ϕ〉 = 〈(J1)∨(·, ·), ϕ〉.(4.42)
Indeed, we can use Ho¨lder to find
〈(K1)∨(·, ·)− (J1)∨(·, ·), ϕ〉 ≤ ‖(K1)∨ − (J1)∨‖L2
x,t∈[0,T ]
‖ϕ‖L2
x,t∈[0,T ]
.(4.43)
By the cancelation that led to (6.90) for each fixed (n, τ), if the right-hand side of
(4.43) is finite, it is necessarily zero. It is shown in line (6.111) of the Appendix (and
the lines that precede it) that the contribution to
‖D1(D0(u, u, u, u), u, u, u)‖ 1
2
+δ, 1
2
+δ,T
from J1(n, τ) (after cancelation) is finite (since u ∈ X
1
2
−δ, 1
2
−δ
T ). If, instead, we wish
to estimate the contribution to
‖D1(D0(u, u, u, u), u, u, u)‖L2
x,t∈[0,T ]
from K1(n, τ) (that is, to estimate ‖(K1)∨‖L2
x,t∈[0,T ]
), it turns out that we can proceed
with the exact same analysis, because we are using a weaker norm.
The benefit using the reformulation (6.90) is the introduction of an extra power of
N0 in the denominator of the estimate (6.111). More precisely, using the definition
(6.85) instead of (6.90), we could try to use
|n1|
|σ1| .
1
(N0)1−γ
(4.44)
to replace (6.108)-(6.109), but the resulting estimate as in line (6.111) would not
be dyadically summable. This is why we need to use the definition (6.90) during
the proof of Proposition 3.1; we exploit the estimates (6.108)-(6.109), which have an
extra power of N0 in the denominator, in order to produce the estimate (6.90).
However, if we are trying to control ‖(K1)∨‖L2
x,t∈[0,T ]
(that is, using the L2x,t∈[0,T ]-
norm instead of the X
1
2
+δ, 1
2
+δ
T -norm), we can use (4.44) and Lemma 2.3 to modify
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the analysis that led to (6.111), and find
‖(K1)∨‖L2
x,t∈[0,T ]
= ‖(K1)∨‖0,0,T ∼ ‖D1(D0(u, u, u, u), u, u, u)‖0,0,T
. ‖N1(D0(u, u, u, u), u, u, u)‖0,−1,T
.
T−
β
2
(N0)
1
2
−3γ−6δ 32−2β
‖u‖71
2
−δ, 1
2
−δ,T .
Since u ∈ X 12−δ, 12−δ,T , we conclude that (K1)∨ ∈ L2x,t∈[0,T ], and the equality (4.42)
holds. Therefore, in the definition of (4.40) in the region A1,c, we can interpret
K1(n, τ) using either (6.85) or (6.90). In particular, we can establish (4.39) as we
did (4.33). Applying Proposition 3.1 with u5 = u − uN , Λ5 = Id − PN , and uk = u,
Λk = Id for k = 2, 3, 4, 6, 7, 8, and δ0 = 0, we have
‖D1(D0(u− uN , u, u, u)u, u, u)‖ 1
2
+δ, 1
2
+δ,T
. T θ‖u− uN‖ 1
2
−δ, 1
2
−δ,T‖u‖61
2
−δ, 1
2
−δ,T → 0,(4.45)
as N → ∞. Having established (4.39), we have v1 = D1(u), and (4.27) follows.
We conclude that u is indeed a solution to (1.6) with data u0,ω for t ∈ [0, T ]. The
discussion of point (i) is complete.
Let us emphasize that thanks to the preceding discussion (and in particular (4.42))
we may now use the definition (6.90) (for K1(n, τ)) when we consider (4.41); i.e. we
have justified that the cancellation holds for the limit u, and this may be used in the
future.
To address point (ii), we remark that by (4.27), (4.28) and (2.11), if ω ∈ ΩT , then
Dj(u) ∈ C([0, T ];H 12+δ(T)) for all j ∈ {−1, 1, 2, 3, 4}. For j = 0, we have by (2.11)
and (3.9) that
‖D0(u)−D0(uN)‖C([0,T ];H 12+δ(T)) . ‖D0(u)−D0(u
N)‖
Y
1
2+δ,0
T
∼ ‖N0(u)−N0(uN)‖
Y
1
2+δ,−1
T
T θ‖u− uN‖ 1
2
−δ, 1
2
−δ,T .
Then with (2.11) we conclude that D0(u) ∈ C([0, T ];H 12+δ(T)). Therefore, if ω ∈ ΩT ,
we have
u− S(t)u0,ω = D(u) ∈ C([0, T ];H 12+δ(T)).
Turning to point (iii) (uniqueness), we establish that, for ω ∈ ΩT , the solution
u to (1.6) with data u0,ω (obtained as the limit of u
N given by (4.10)) is unique in{
S(t)u0,ω + {‖ · ‖ 1
2
+δ, 1
2
−δ,T ≤ R}
}
. Suppose u˜ is another solution to (1.6) with data
u0,ω in this function space. With the methods used above, if ω ∈ ΩT , then
‖D(u˜)−D(u)‖ 1
2
+δ, 1
2
−δ,T
≤ T θ(‖u˜− u‖ 1
2
−δ, 1
2
−δ,T + ‖D(u˜)−D(u)‖ 1
2
+δ, 1
2
−δ,T )
· Z2(‖u˜‖ 1
2
−δ, 1
2
−δ,T , ‖u‖ 1
2
−δ, 1
2
−δ,T , ‖D(u˜)‖ 1
2
+δ, 1
2
−δ,T , ‖D(u)‖ 1
2
+δ, 1
2
−δ,T ),(4.46)
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where Z2(x, y, z, w) is a polynomial of degree 6 with positive coefficients. With the
definition of ΩT , we have
‖D(u˜)−D(u)‖ 1
2
+δ, 1
2
−δ,T ≤ T θ‖D(u˜)−D(u)‖ 1
2
+δ, 1
2
−δ,T
· Z2(CT α +R,CT α +R,R,R)
≤ 1
2
‖D(u˜)−D(u)‖ 1
2
+δ, 1
2
−δ,T ,(4.47)
for T > 0 sufficiently small. We conclude that D(u˜) = D(u) in X
1
2
+δ, 1
2
−δ
T , and thus
u = u˜ in X
1
2
−δ, 1
2
−δ
T , for ω ∈ ΩT . The proof of uniqueness is complete.
Next we discuss point (iv). We will show that, for ω ∈ ΩT , the solution map
Φ :
{
u0,ω + {‖ · ‖H 12+δ ≤ R}
}
→
{
S(t)u0,ω + {‖ · ‖C([0,T ];H 12+δ) ≤ R˜}
}
for (1.6) is
well-defined and Lipschitz. That is, given v0 such that ‖u0,ω − v0‖H 12+δ ≤ R, we will
demonstrate that:
(a) The solution to (1.6) with data v0 exists, is unique in the sense described above,
and satisfies
‖v‖ 1
2
−δ, 1
2
−δ,T ≤ R, ‖D(v)‖ 1
2
−δ, 1
2
−δ,T ≤ R˜.
(b) We have ‖u− v‖
C([0,T ];H
1
2+δ(T))
. ‖u0,ω − v0‖H 12+δ(T).
To establish point (a), for N > 0 we let vN0 := PNv0. By Theorem 2 in [9] the solution
vN to (1.6) with data vN0 exists for all t ∈ R. We will show that, if ω ∈ ΩT , then for
all N > M > 0,
‖vN‖ 1
2
−δ, 1
2
−δ,T ≤ R,(4.48)
‖D(vN)‖ 1
2
−δ, 1
2
−δ,T ≤ R˜,(4.49)
and
‖vN − vM‖ 1
2
−δ, 1
2
−δ,T , ‖D(vN)−D(vM)‖ 1
2
+δ, 1
2
−δ,T → 0, as M →∞.(4.50)
The existence of a convergent v ∈ X
1
2
−δ, 1
2
−δ
T of the v
N follows from (4.48)-(4.50).
The justification of points (i)-(iii) (continuity and uniqueness) for the convergent v
follows the discussion above (for u with data u0,ω) very closely, and we omit details.
We proceed to justify (4.48)-(4.50).
The solution vN to (1.6) with data vN0 satisfies
vN = S(t)vN0 +D(vN)
= S(t)uN0,ω + S(t)(v
N
0 − uN0,ω) +D(vN),(4.51)
and
vN − vM
= S(t)(PN − PM)u0,ω + S(t)(PN − PM)(v0 − u0,ω) +D(vN)−D(vM).(4.52)
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The new contributions to (4.51) and (4.52) (ie. contributions which were absent in
the analysis of the sequence uN above) satisfy, for any b ∈ R,
‖S(t)(vN0 − uN0,ω)‖ 1
2
+δ,b,T . ‖v0 − u0,ω‖H 12+δ(T),(4.53)
and
‖S(t)(PN − PM)(v0 − u0,ω)‖ 1
2
+δ,b,T . ‖(Id− PM)(v0 − u0,ω)‖H 12+δ(T)
≤ CM → 0,(4.54)
as M → ∞. With the estimates (4.53) and (4.54), we can treat the contributions
from (v0 − u0,ω) in (4.51)-(4.52) as “type (II)”; that is, to be estimated in the space
X
1
2
+δ, 1
2
−δ
T (with spatial regularity s =
1
2
+ δ). In fact, we can do better, and estimate
these contributions in X
1
2
+δ, 1
2
+δ
T (with temporal regularity b =
1
2
+ δ as well). This
improvement is crucial, as the proofs of inequalities (4.48)-(4.50) will require mod-
ification (from the proofs of (4.2)-(4.5)), when we consider the second iteration of
the Duhamel formulation (as in lines (4.10) and (4.19) for uN). The problem is that
cannot expand the contributions from (v0 − u0,ω) in (4.51) and (4.52) into septilin-
ear expression (as we can for D(vN)); instead these contributions are bounded using
(4.53) and (4.54) with b = 1
2
+ δ, and the deterministic estimates (3.10) and (3.11).
Using this approach, we establish
‖vN‖ 1
2
−δ, 1
2
−δ,T ≤ C0T δ−‖uN0,ω‖H 12−δ + C˜T
δ−‖vN0 − uN0,ω‖H 12+δ + ‖D(v
N)‖ 1
2
+δ, 1
2
−δ,T ,
and if ω ∈ ΩT , then
‖D(vN)‖ 1
2
+δ, 1
2
−δ,T
≤ C1T θZ2(‖uN0,ω‖H 12−δ , ‖v
N
0 − uN0,ω‖H 12+δ ,
‖vN‖ 1
2
−δ, 1
2
−δ,T , ‖D(vN)‖ 1
2
+δ, 1
2
−δ,T ),(4.55)
where Z2(x, y, z, w) is a polynomial of degree 7 with positive coefficients. Under the
assumption ‖vN0 −uN0,ω‖H 12+δ ≤ R, we can repeat the analysis done for uN , and (4.48)-
(4.49) follows for T > 0 sufficiently small. To prove (4.50), we proceed as above, using
(4.51)-(4.54), Proposition 3.1 and Proposition 3.2 to establish, if ω ∈ ΩT , then for all
N > M > 0 we have
‖D(vN)−D(vM)‖ 1
2
+δ, 1
2
−δ,T
≤ C1T θ(M−ε + ‖S(t)(PN − PM)(v0 − u0,ω)‖ 1
2
+δ, 1
2
+δ,T
+ ‖vN − vM‖ 1
2
−δ, 1
2
−δ,T + ‖D(vN)−D(vM)‖ 1
2
+δ, 1
2
−δ,T )
· Z3(‖uN0,ω‖H 12−δ , ‖u
M
0,ω‖H 12−δ , ‖v
N
0 − uN0,ω‖H 12+δ , ‖v
M
0 − uM0,ω‖H 12+δ ,
‖vN‖ 1
2
−δ, 1
2
−δ,T , ‖vM‖ 1
2
−δ, 1
2
−δ,T , ‖D(vN)‖ 1
2
+δ, 1
2
−δ,T , ‖D(vM)‖ 1
2
+δ, 1
2
−δ,T ),
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where Z3(s, t, u, v, w, x, y, z) is a polynomial of degree 6 with positive coefficients.
Then using (4.48) and (4.49) we find
‖D(vN)−D(vM)‖ 1
2
+δ, 1
2
−δ,T
≤ C1T θ(M−ε + CM + ‖D(vN)−D(vM)‖ 1
2
+δ, 1
2
−δ,T )
· Z3(CT−
β
2 , CT−
β
2 , R, R,R,R, R˜, R˜).
By taking T > 0 sufficiently small (subsequently rearranging the last inequality),
and using CM → 0 as M → 0, we conclude that (4.50) holds true for ω ∈ ΩT . This
completes the justification of point (a): for ω ∈ ΩT , the local solution v to (1.6)
with data v0 ∈
{
u0,ω + {‖ · ‖H 12+δ ≤ R}
}
exists and is unique (in the sense described
above).
We proceed to establish point (b). That is, we show that the solution map
Φ :
{
u0,ω + {‖ · ‖H 12+δ ≤ R}
}
→
{
S(t)u0,ω + {‖ · ‖C([0,T ];H 12+δ) ≤ R˜}
}
for (1.6) is Lipschitz. Using Proposition 3.1 and Proposition 3.2, (note that we can
apply these Proposition 3.1 to the nonlinearity evaluated at the limits u and v because
of the justification of (4.42) found above), if ω ∈ ΩT , then we have
‖u− v‖ 1
2
−δ, 1
2
−δ,T = ‖D(u)−D(v)‖ 1
2
−δ, 1
2
−δ,T
≤ ‖D(u)−D(v)‖ 1
2
+δ, 1
2
−δ,T
≤
4∑
j=−1
‖Dj(u)−Dj(v)‖ 1
2
+δ, 1
2
−δ,T
≤ C1T θ(‖u0,ω − v0‖H 12+δ + ‖u− v‖ 12−δ, 12−δ,T + ‖D(u)−D(v)‖ 12+δ, 12−δ,T )
· Z4(‖u0,ω‖H 12−δ , ‖v0 − u0,ω‖H 12+δ , ‖u‖ 12−δ, 12−δ,T , ‖v‖ 12−δ, 12−δ,T ,
‖D(u)‖ 1
2
+δ, 1
2
−δ,T , ‖D(v)‖ 1
2
+δ, 1
2
−δ,T ),
where Z4(u, v, w, x, y, z) is a polynomial of degree 6 with positive coefficients. Re-
peating the arguments above, we conclude that, if T > 0 is sufficiently small, then
for ω ∈ ΩT , we have
‖D(u)−D(v)‖ 1
2
+δ, 1
2
−δ,T . ‖u0,ω − v0‖H 12+δ .(4.56)
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Then using (2.11), Proposition 3.1 and (3.9) (instead of (3.8)), we have
‖u− v‖
C([0,T ];H
1
2+δ(T))
= ‖D(u)−D(v)‖
C([0,T ];H
1
2+δ(T))
≤ ‖D(u)−D(v)‖
Y
1
2+δ,0
T
≤
4∑
j=−1
‖Dj(u)−Dj(v)‖
Y
1
2+δ,0
T
≤ ‖N0(u)−N0(v)‖
Y
1
2+δ,0
T
+
4∑
j=−1,j 6=0
‖Dj(u)−Dj(v)‖
X
1
2+δ,
1
2+δ
T
≤ C1T θ(‖u0,ω − v0‖H 12+δ + ‖u− v‖ 12−δ, 12−δ,T
+ ‖D(u)−D(v)‖ 1
2
+δ, 1
2
−δ,T )
· Z4(‖u0,ω‖H 12−δ , ‖v0 − u0,ω‖H 12+δ , ‖u‖ 12−δ, 12−δ,T , ‖v‖ 12−δ, 12−δ,T ,
‖D(u)‖ 1
2
+δ, 1
2
−δ,T , ‖D(v)‖ 1
2
+δ, 1
2
−δ,T ),
≤ C˜1T θ‖u0,ω − v0‖H 12+δZ4(CT
−β
2 , R, R,R, R˜, R˜)
. ‖u0,ω − v0‖H 12+δ ,(4.57)
for T > 0 sufficiently small. From (4.57) we conclude that the solution map Φ for
(1.6) is Lipschitz. This completes the discussion of point (iv).
Lastly, we need to address point (v). We compare solutions u˜N of the truncated
system (1.7) to the local solution u of (1.6) constructed above. Let us be clear that we
are using u˜N to denote the solution to the frequency truncated PDE (1.7) to avoid
confusion with the solution uN to (1.6) with frequency truncated data. Avoiding
frequency truncation of the nonlinearity was useful above, but we will need to study
the finite-dimensional dynamics of (5.4) (in particular to exploit the invariance of
the Gibbs measure) in order to extend the local solutions of Theorem 1 to global
solutions. We will also use the notation D˜N := PND(u˜N , . . . , u˜N).
We remark that the analysis applied to the sequence uN above, for fixed N > 0, ap-
plies to the frequency truncated sequence u˜N as well (the Xs,b-norm “behaves nicely”
with respect to frequency truncation). It was only when we estimated differences of
solutions in the proof of Theorem 1 above that avoiding frequency truncation for the
sequence uN became useful. In particular, the estimates (4.4)-(4.5) with u˜N (instead
of uN) imply that for ω ∈ ΩT we have
‖u˜N‖ 1
2
−δ, 1
2
−δ,T ≤ R, ‖u‖ 1
2
−δ, 1
2
−δ,T ≤ R,
‖D(u˜N)‖ 1
2
+δ, 1
2
−δ,T ≤ R˜, ‖D(u)‖ 1
2
+δ, 1
2
−δ,T ≤ R˜,(4.58)
for each N > 0. Recall 0 < δ1 < δ as given in the statement of Theorem 1. We claim
that the following estimates hold for ω ∈ ΩT :
‖u˜N − u‖ 1
2
−2δ+δ1, 12−δ,T . N
−ε,(4.59)
‖D˜N −D‖ 1
2
+δ1,
1
2
−δ,T . N
−ε.(4.60)
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We proceed to justify (4.59) and (4.60). Using the equations (1.6) and (1.7) we have
‖u˜N − u‖ 1
2
−2δ+δ1, 12−δ,T ≤ ‖S(t)(I − PN)u0,ω‖ 12−2δ+δ1, 12−δ,T + ‖D˜
N −D‖ 1
2
−2δ+δ1, 12−δ,T
≤ N
−ǫ
T
β
2
+ ‖D˜N −D‖ 1
2
+δ1,
1
2
−δ,T .(4.61)
Then
‖D˜N −D‖ 1
2
+δ1,
1
2
−δ,T ≤ ‖(I − PN)D‖ 1
2
+δ1,
1
2
−δ,T + ‖PN(D˜N −D)‖ 1
2
+δ1,
1
2
−δ,T .
We find
‖(I − PN )D‖ 1
2
+δ1,
1
2
−δ,T ≤ N−(δ−δ1)‖D‖ 1
2
+δ, 1
2
−δ,T ≤ N−(δ−δ1)R,(4.62)
and
‖PN(D˜N −D)‖ 1
2
+δ1,
1
2
−δ,T ≤ ‖PND(u˜N − u, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND(u, u˜N − u, u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND(u, u, u˜N − u, u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND(u, u, u, u˜N − u)‖ 1
2
+δ1,
1
2
−δ,T .(4.63)
Each term on the right-hand side of (4.63) will be bounded in a similar way. We
bound the first term explicitly. Using the decomposition of frequency space from
section 3, we expand
‖PND(u˜N − u, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T ≤
4∑
k=−1
‖PNDk(u˜N − u, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T .
For k = −1 and k = 0 we have by (3.5) and (3.8), with δ0 = δ − δ1 > 0,
0∑
k=−1
‖PNDk(u˜N − u, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
≤ T θ
(
N−ǫ + ‖u˜N − u‖ 1
2
−2δ+δ1, 12−δ,T + ‖D˜
N −D‖ 1
2
+δ1,
1
2
−δ,T
)
·
(
1 + ‖u˜N‖ 1
2
−δ, 1
2
−δ,T + ‖D˜N‖ 1
2
+δ, 1
2
−δ,T
)3
. T θ(1 +R + R˜)3
(
N−ǫ + ‖u˜N − u‖ 1
2
−2δ+δ1, 12−δ,T + ‖D˜
N −D‖ 1
2
+δ1,
1
2
−δ,T
)
.(4.64)
Then for k = 1 we find
‖PND1(u˜N − u, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T ≤ ‖PND1((I − PN)u, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND1(PN(u˜N − u), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T .
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Then we have
‖PND1((I − PN)u, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
∼ ‖PND1((I − PN)D, u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
≤ ‖PND1(D((I − PN/4)u, u, u, u), u˜N, u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND1(D(u, (I − PN/4)u, u, u), u˜N, u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND1(D(u, u, (I − PN/4)u, u), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND1(D(u, u, u, (I − PN/4)u), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T .(4.65)
Once again, each term on the right-hand side of (4.65) will be bounded in a similar
way, and we proceed to bound the first term explicitly. Using (3.6) with δ0 = δ− δ1,
we find
‖PND1(D((I − PN/4)u, u, u, u), u˜N, u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
. T θ
(
N−ε + ‖(I − PN/4)u‖ 1
2
−2δ+δ1, 12−δ,T + ‖(I − PN/4)D‖ 12+δ1, 12−δ,T
)
·
(
1 + ‖u‖ 1
2
−δ, 1
2
−δ,T + ‖D‖ 1
2
+δ, 1
2
−δ,T
)3(
1 + ‖u˜N‖ 1
2
−δ, 1
2
−δ,T + ‖D˜N‖ 1
2
+δ, 1
2
−δ,T
)3
≤ T θ
(
N−ε +N−(δ−δ1)
(‖u‖ 1
2
−δ, 1
2
−δ,T + ‖D‖ 1
2
+δ, 1
2
−δ,T
))
·
(
1 + ‖u‖ 1
2
−δ, 1
2
−δ,T + ‖D‖ 1
2
+δ, 1
2
−δ,T
)3(
1 + ‖u˜N‖ 1
2
−δ, 1
2
−δ,T + ‖D˜N‖ 1
2
+δ, 1
2
−δ,T
)3
. N−εT θ(1 +R + R˜)7.
(4.66)
Next we find
‖PND1(PN(u˜N − u), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
∼ ‖PND1(PN(D˜N −D), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
≤ ‖PND1(PN(D(u˜N − u, u˜N , u˜N , u˜N)), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND1(PN(D(u, u˜N − u, u˜N , u˜N)), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND1(PN(D(u, u, u˜N − u, u˜N)), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
+ ‖PND1(PN(D(u, u, u, u˜N − u)), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T .(4.67)
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Each term on the right-hand side of (4.67) will be bounded in a similar way, and we
proceed to bound the first term explicitly. By (3.6) with δ0 = δ − δ1, we have
‖PND1(PN(D(u˜N − u, u˜N , u˜N , u˜N)), u˜N , u˜N , u˜N)‖ 1
2
+δ1,
1
2
−δ,T
≤ T θ
(
N−ǫ + ‖u˜N − u‖ 1
2
−2δ+δ1, 12−δ,T + ‖D˜
N −D‖ 1
2
+δ1,
1
2
−δ,T
)
·
(
1 + ‖u˜N‖ 1
2
−δ, 1
2
−δ,T + ‖D˜N‖ 1
2
+δ, 1
2
−δ,T
)6
≤ T θ(1 +R + R˜)6
(
N−ǫ + ‖u˜N − u‖ 1
2
−2δ+δ1, 12−δ,T + ‖D˜
N −D‖ 1
2
+δ1,
1
2
−δ,T
)
.(4.68)
With a continuity argument, as in the proof of (4.2)-(4.3) above, we arrive at (4.59)-
(4.60).
Given the convergence results (4.59) and (4.60), by following the approach taken
in (4.57) (using an estimate of the type (4.62) to control high frequencies), we can
establish the a posteriori estimate
‖u− S(t)u0,ω − (ΦN (t)− S(t))PNu0,ω‖C([0,T ];H 12+δ1) . N
−ε.(4.69)
This completes the discussion of point (v), and the proof of Theorem 1 is complete.

5. Global well-posedness and invariance of the Gibbs measure
In this section we will extend the local solutions produced by Theorem 1 to global
solutions, and prove our main result: the invariance of the Gibbs measure under the
flow of (1.6), the gauge-transformed quartic gKdV (Theorem 2).
5.1. Construction of the Gibbs measure. Let {gn(ω)}∞n=1 be a sequence of stan-
dard independent complex-valued Gaussian random variables on a probability space
(Ω,F , P ). For each N > 0, define
EN = span{sin(nx), cos(nx) : 1 ≤ |n| ≤ N}.
The finite-dimensional Wiener measure ρN on EN is the push-forward of P under the
map from (Ω,F , P ) to EN (equipped with the Borel sigma algebra) given by
ω 7−→
∑
1≤|n|≤N
gn(ω)
|n| e
inx,(5.1)
where g−n := gn.
We proceed to extend the Wiener measure to infinite dimensions5. Fix δ > 0 (small-
ness conditions will eventually be imposed on δ), the Wiener measure ρ on H
1
2
−δ(T)
5We will state the results required for the proof of Theorem 2. For more details about the Wiener
measure, and Gaussian measures on Banach spaces, see [17].
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is the push-forward of P under the map from (Ω,F , P ) to H 12−δ(T) (equipped with
the Borel sigma algebra) given by
ω 7−→ u0,ω :=
∑
n∈Z\{0}
gn(ω)
|n| e
inx,(5.2)
where g−n := gn.
The “finite-dimensional” Gibbs measure µN on H
1
2
−δ(T) is the push-forward under
the map (5.2) of the weighted measure
e−
1
20
∫
T
(
∑
1≤|n|≤N
gn(ω)
|n| e
inx)5dxχ{‖∑1≤|n|≤N gn(ω)|n| einx‖2≤B}dP (ω).
We recall a crucial result from [18, 3].
Theorem 3 ([18, 3]). Let B <∞, then for each r ≥ 1, we have
e−
1
20
∫
T
(u0,ω(x))5dxχ{‖u0,ω‖2≤B} ∈ Lr(Ω).
In particular the Gibbs measure µ, defined as the push-forward under (5.2) of the
weighted measure
e−
1
20
∫
T
(u0,ω(x))5dxχ{‖u0,ω‖2≤B}dP (ω),
is absolutely continuous with respect to the Wiener measure ρ.
The proof of Theorem 3 first appeared in [18], but it is clarified and expanded in
[3].
Remark 7. It is easily verified from the proof in [3] that we also have the following
conclusion: there exists 0 < C <∞ such that that for all N > 0,∥∥∥e− 120 ∫T(PNu0,ω(x))5dxχ{‖PNu0,ω‖2≤B}∥∥∥Lr(Ω) ≤ C <∞.
Having defined these measures, we establish a convergence property to be used in
the proof of Theorem 2. The application of this property (and its proof) are inspired
by similar arguments appearing in Burq-Tzvetkov [7].
Proposition 5.1. Set
f(u) = e−
1
20
∫
T
u5dxχ{‖u‖2≤B} and fN (u) = e− 120 ∫T(PNu(x))5dxχ{‖PN (u)‖2≤B}.
Then
lim
N→∞
∫
H
1
2−δ
|fN(u)− f(u)|dρ(u) = 0.
Proof. We first claim that fN(u) → f(u) in measure with respect to ρ, and this
follows from showing that fN (u) → f(u) ρ-almost surely (by Egorov’s Theorem).
Clearly we have
χ{‖PNu‖2≤B} −→ χ{‖u‖2≤B}
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ρ-almost surely. By continuity of the exponential function, we need only verify that
PNu → u in L5(T), ρ-almost surely, and this follows easily from the Sobolev em-
bedding L5(T) →֒ H 12−δ(T) (for δ > 0 sufficiently small). Fix ε > 0, and let
AN,ε := {u ∈ H 12−δ(T) : |fN(u)− f(u)| ≤ ε}. We apply Cauchy-Schwarz followed by
Theorem 3,∫
H
1
2−δ(T)
|fN(u)− f(u)|dρ(u) ≤
( ∫
AN,ε
+
∫
AcN,ε
)|fN(u)− f(u)|dρ(u)
≤
∫
AN,ε
|fN(u)− f(u)|dρ(u) + ‖fN − f‖L2(dρ)
(
ρ(AcN,ε)
) 1
2
≤ ε+ 2C(ρ(AcN,ε)) 12 .
Then since fN (u) → f(u) in measure with respect to ρ, we have ρ(AcN,ε) → 0 as
N →∞, and the proof of Proposition 5.1 is complete. 
We have the following useful corollary of Proposition 5.1.
Corollary 2. For any Borel set A ⊂ H 12−δ(T), we have
µ(A) = lim
N→∞
µN(A).(5.3)
Proof of Corollary 2. From the definitions above, the measure µN on H
1
2
−δ(T) is
defined by its density dµN(u) = fN(u)dρ(u). This corollary is then automatic from
Proposition 5.1. We have
|µN(A)− µ(A)| =
∣∣∣ ∫
A
(fN(u)− f(u))dρ(u)
∣∣∣ ≤ ∫
A
|fN(u)− f(u)|dρ(u)
≤
∫
H
1
2−δ(T)
|fN(u)− f(u)|dρ(u)→ 0,
as N →∞. 
5.2. Invariance of the finite-dimensional Gibbs measure. Consider the fre-
quency cutoff and gauge-transformed quartic gKdV{
∂tu
N + ∂3xu
N = PN(P((u
N)3)∂xu
N), t ∈ R, x ∈ T,
uN(0, x) = PN(u0(x)), u0 mean zero.
(5.4)
where P is the projection to mean zero functions, PN is Dirichlet projection to fre-
quencies ≤ N , uN = PNu, and uN0 = PNu0. We can write (5.4) in coordinates as a
system of N complex ODEs (for the Fourier coefficients) cn := ûN(n), 1 ≤ n ≤ N (see
(5.9) below). This system is locally well-posed by the Cauchy-Lipschitz Theorem, and
it is easily verified that the L2-norm uN of the solution to (5.4) is preserved under the
flow (see (5.7) below). This provides an a priori bound on the ℓ∞n -norm of the Fourier
coefficients {cn}n∈N, and it follows that solutions uN to (5.4) are global-in-time.
In this subsection we explicitly compute the invariance of the “finite-dimensional”
Gibbs measure µN under the flow of (5.4). Specifically, we establish the following
proposition.
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Proposition 5.2. The Gibbs measure µN on H
1
2
−δ(T) is invariant under the flow of
the frequency truncated (gauge-transformed) quartic gKdV (5.4).
Here we are viewing the flow of (5.4) extended to H
1
2
−δ(T) = EN ⊕ E⊥N as the
combined flow of (5.4) on EN and the trivial flow on E
⊥
N . We define the (truly)
finite-dimensional Gibbs measure µ˜N on EN by the density dµ˜N(u) = fN(u)dρN(u).
Proposition 5.2 is then a straight-forward consequence of the following lemma.
Lemma 5.1. The finite-dimensional Gibbs measure µ˜N on EN is invariant under
the flow of the frequency truncated (gauge-transformed) quartic gKdV (5.4).
We begin by proving Proposition 5.2 using Lemma 5.1, then we present the proof
of Lemma 5.1.
Proof of Proposition 5.2. Let ΦN(t) denote the flow map of (5.4) extended toH
1
2
−δ(T) =
EN ⊕E⊥N , and let Φ˜N(t) denote the flow of (5.4) restricted to EN . Then by definition
we have ΦN = (Φ˜N , Id), and Proposition 5.2 is automatic from Lemma 5.1, and the
invariance of the Gaussian measure (on each Fourier mode) under the trivial flow on
E⊥N . 
We now proceed with the proof of Lemma 5.1.
Proof of Lemma 5.1. For the sake of clarity, let us begin by verifying conservation of
the quantity
H(u) =
1
2
∫
(ux)
2dx+
1
20
∫
u5dx(5.5)
under the flow of the gauge-transformed quartic gKdV (1.6) (without frequency trun-
cation). Suppose u solves (1.6), then we find
dH(u)
dt
=
∫
ux(ut)xdx+
1
4
∫
u4utdx
=
∫
ux[−uxxx + P(u3)ux]xdx+ 1
4
∫
u4[−uxxx + P(u3)ux]dx
=
∫
ux[−uxxx + u3ux −
( ∫
u3dx′
)
ux]xdx+
1
4
∫
u4[−uxxx + u3ux −
( ∫
u3dx′
)
ux]dx
=
∫ (
uxxuxxx +
1
4
u7ux
)
dx
− ( ∫ u3dx′)(∫ (uxuxxdx+ 1
4
u4ux
)
dx
)
after integrating by parts,
=
∫ (1
2
[(uxx)
2]x +
1
32
[u8]x
)
dx− ( ∫ u3dx′)(∫ (1
2
[(ux)
2]x +
1
20
[u5]x
)
dx
)
= 0.
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Now suppose uN solves the truncated gauged quartic gKdV (5.4). With a modified
computation we will confirm that
dH(uN)
dt
= 0. Indeed, we have
dH(uN)
dt
=
∫
uNx (u
N
t )xdx+
1
4
∫
(uN)4uNt dx
=
∫
uNx
[
− uNxxx + PN
(
P
(
(uN)3
)
uNx
)]
x
dx
+
1
4
∫
(uN)4
[
− uNxxx + PN
(
P
(
(uN)3
)
uNx
)]
dx
=
∫
uNx
[
− uNxxx + PN
(
(uN)3uNx
)
− PN
((∫
(uN)3dx′
)
uNx
)]
x
dx
+
1
4
∫
(uN)4
[
− uNxxx + PN
(
(uN)3uNx
)
− PN
((∫
(uN)3dx′
)
uNx
)]
dx
=
∫ [
uNxxu
N
xxx +
1
4
(uN)4PN
(
(uN)3uNx
)]
dx
− ( ∫ (uN)3dx′)(∫ (uNx uNxx + 14(uN)4uNx )dx
)
integrating by parts,
=
∫ (
1
2
[(uNxx)
2]x +
1
32
[(
PN
[
(uN)4
])2]
x
)
dx
− ( ∫ (uN)3dx′)(∫ (1
2
[(uNx )
2]x +
1
20
[(uN)5]x
)
dx
)
= 0.
(5.6)
Next we show that the L2-norm of uN is invariant under the flow of (5.4). We
compute
d
dt
∫
(uN)2dx = 2
∫
uN
[
− uNxxx + PN
(
P
(
(uN)3
)
uNx
)]
dx
= 2
∫
uN
[
− uNxxx + PN
(
(uN)3uNx
)
− PN
((∫
(uN)3dx′
)
uNx
)]
dx
=
∫ (
[(uNx )
2]x +
2
5
[(uN)5]x
)
dx
− ( ∫ (uN)3dx′)(∫ [(uN)2]xdx)
= 0.(5.7)
We can write (5.4) in coordinates as a system of N complex ODEs (for the Fourier
coefficients) cn := uˆN(n), 1 ≤ n ≤ N (recall that c−n = cn). We will verify the
invariance of µ˜N in the coordinate space C
N , and this extends to EN by its definition.
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Having verified Hamiltonian and L2-norm conservation for the solution uN(t) to (5.4),
to prove that µ˜N is invariant under the flow, it remains to show that the Lebesgue
measure on CN is preserved.
This system will take the form
d
dt
cn = Fn({ck, ck}), for a sequence of functions Fn.
Equivalently
d
dt
an = Re(Fn({ck, ck}))
d
dt
bn = Im(Fn({ck, ck})),
when written in terms of an and bn, the real and imaginary parts of cn. To show that
this system preserves the Lebesgue measure
∏
1<n≤N
dandbn on C
N , it suffices to verify
that the corresponding vector field is divergence-free. That is, to show that
∑
1≤n≤N
∂Re(Fn)
∂an
+
∂Im(Fn)
∂bn
= 0.
This is equivalent to
∑
0<n≤N
∂Fn
∂cn
+
∂Fn
∂cn
= 0.(5.8)
We will verify (5.8) by explicit computation. The equation (5.4) is a system of N
coupled ODEs for each 1 ≤ n ≤ N ,
d
dt
cn(t) = −in3cn(t) +
∑
n1,...,n4
n=n1+···n4
n 6=n1
(−in1)cn1cn2cn3cn4
=: F 1n + F
2
n .(5.9)
For any fixed n, 1 ≤ n ≤ N , observe that
∂F 1n
∂cn
+
∂F 1n
∂cn
= (−in)3 + (−in)3 = in3 − in3 = 0.(5.10)
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Then, using the Liebniz rule, for each fixed n, 0 < |n| ≤ N ,
∂F 1n
∂cn
=
∂
∂cn
( ∑
n1,...,n4
n=n1+···n4
n 6=n1
(−in1)cn1cn2cn3cn4
)
=
∑
n1,...,n4
n=n1+···n4
n 6=n1
(−in1)
(
cn1
∂cn2
∂cn
cn3cn4 + cn1cn2
∂cn3
∂cn
cn4 + cn1cn2cn3
∂cn4
∂cn
)
=
∑
n1,...,n4
n=n1+···n4
n 6=n1
(−in1)
(
cn1δ(n− n2)cn3cn4 + cn1cn2δ(n− n3)cn4 + cn1cn2cn3δ(n− n4)
)
= 3
∑
n1,n3,n4
0=n1+n3+n4
n 6=n1
(−in1)cn1cn3cn4 by symmetry in n2, n3, n4,
= 3
( ∑
n1,n3,n4
0=n1+n3+n4
(−in1)cn1cn3cn4 +
∑
n3,n4
0=n+n3+n4
(in)cncn3cn4
)
= 3
((
∂xu
N(uN)2
)∧
(0) +
∑
n3,n4
0=n+n3+n4
(in)cncn3cn4
)
= 3
((
∂x(u
N)3
)∧
(0) +
∑
n3,n4
0=n+n3+n4
(in)cncn3cn4
)
= 3
∑
n3,n4
0=n+n3+n4
(in)cncn3cn4 .
Then
∑
0<|n|≤N
∂F 1n
∂cn
= 3
∑
n,n3,n4
0=n+n3+n4
(in)cncn3cn4
= 3
∑
n,n3,n4
0=n+n3+n4
(−in)cncn3cn4
= 3
(
∂xu
N(uN)2
)∧
(0)
= 3
(
∂x(u
N)3
)∧
(0)
= 0,
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and
∑
0<|n|≤N
∂F 1n
∂cn
= 0 with the same computation. Using the property c−n = cn for
each n, this gives ∑
1≤n≤N
∂F 1n
∂cn
+
∂F 1n
∂cn
= 0.(5.11)
Combining (5.10) and (5.11) the justification of (5.8) is complete. This completes
the proof of Proposition 5.2. 
5.3. Extending to global-in-time solutions. In this subsection we will establish a
proposition which uses the finite-dimensional Gibbs measure invariance (Proposition
5.2), and an approximation argument, to extend the local solutions of (1.6) (produced
by Theorem 1) to global solutions. Let ΦN (t) denote the data-to-solution map for
(5.4).
Proposition 5.3. ∀ 0 < σ < 1 and T ∗ > 0, ∃ δ1 > δ2 > ε > 0 sufficiently small and
a measurable set Λσ,T ∗ ⊂ H 12−δ1(T) such that µ(Λcσ,T ∗) < σ and ∀ u0 ∈ Λσ,T ∗ there
exists a (unique) solution u ∈ S(t)u0 + C([0, T ∗];H 12+δ2(T)) ⊂ C([0, T ∗];H 12−δ1(T))
to (1.6) with data u0. Furthermore, for all N ≫ 0, we have∥∥u(t)− S(t)u0 − (ΦN(t)− S(t)PN)u0∥∥C([0,T ∗];H 12+δ2 (T)) . C(σ)N−ε.(5.12)
Remark 8. Regarding the uniqueness of the solution in Proposition 5.3, recall that,
for ω ∈ ΩT , the local solution produced by Theorem 1 is unique in a ball inX
1
2
+δ1,
1
2
−δ1
[0,T ]
centered at the randomized data S(t)u0,ω. For the solution produced by Proposition
5.3, this characterization is extended to T
∗
T0
intervals of size T0 for some T0 > 0
sufficiently small. That is, for each j = 1, . . . , 1
T0
, u is the unique solution to (1.6)
for t ∈ [jT0, (j + 1)T0] (with data u(jT0)) in a ball in X
1
2
+δ1,
1
2
−δ1
[jT0,(j+1)T0]
centered at S(t−
jT0)u(jT0).
Proof of Proposition 5.3: We will prove this proposition with T ∗ = 1. It will be
obvious, after the proof, to see how this argument can be generalized to any value
of T ∗ > 0. Let δ > δ1 > δ2 > 0 be sufficiently small such that we can apply
Theorem 1 twice, first with δ and δ1 matching here and in the statement of Theorem
1, and second with δ1 and δ2 playing the roles of δ and δ1 within Theorem 1. Let
T > 0 be sufficiently small such that Theorem 1 applies with both sets of parameters.
Denote by Ω1,T ⊂ Ω and Ω2,T ⊂ Ω the sets of “good data” produced by our first and
second applications of Theorem 1, respectively. Also let ΩT = Ω1,T ∩ Ω2,T . Then, in
particular, P (ΩcT ) < e
− c
Tβ , and the conclusion (1.8) holds true for ω ∈ ΩT . By the
triangle inequality, for each ω ∈ ΩT , and every M ≥ N , we have
‖[ΦM(t)PM − ΦN (t)PN − S(t)(PM − PN)]u0,ω‖H 12+δ1 ≤ N−ε,(5.13)
for t ∈ [0, T ].
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Our next objective is to extend (5.13) to the interval [T, 2T ]. Let
Ω˜M,T :=
{ ∑
1≤|n|≤N
gn(ω)
|n| e
inx
∣∣ω ∈ ΩT}⊕E⊥M ⊂ H 12−δ(T).
Then we have ρ(Ω˜cM,T ) ≤ P (ΩcT ) < e−
c
Tβ , and by Cauchy-Schwarz and Theorem 3,
µM(Ω˜
c
M,T ) =
∫
Ω˜cM,T
fM(u)dρ
≤ ‖fN(u)‖L2(dρ)
(
ρ(Ω˜cM,T )
) 1
2
≤ e− cTβ ,(5.14)
for the appropriate constant c > 0. It follows that (5.13) holds if u0 ∈ Ω˜M,T with
µM(Ω˜
c
M,T ) < e
− 1
Tβ˜ . In particular, letting u1 = Φ
M(T )PMu0, we have
‖u1 −
[
ΦN(T )PN + S(T )(PM − PN)
]
u0‖H 12+δ1 ≤ N
−ε.(5.15)
Separating (5.15) into low and high frequencies,
‖(I − PN)u1 − S(T )(PM − PN)u0‖H 12+δ1 ≤ N
−ε,(5.16)
and
‖PNu1 − ΦN (T )PNu0‖H 12+δ1 ≤ N
−ε.(5.17)
For future use, notice that (5.16) easily gives, for t ∈ [0, T ],
‖S(t)(I − PN)u1 − S(t+ T )(PM − PN )u0‖H 12+δ1 ≤ N
−ε.(5.18)
Next suppose that u1 ∈ Ω˜M,T (i.e. suppose that u1 is “good data” up to frequency
M). Then we can apply (5.13) to find, for t ∈ [0, T ],
‖[ΦM(t)PM − ΦN (t)PN − S(t)(PM − PN)]u1‖H 12+δ1 ≤ N−ε,
Or, equivalently
‖ΦM(T + t)PMu0 −
[
ΦN (t)PN + S(t)(PM − PN)
]
u1‖H 12+δ1 ≤ N
−ε,(5.19)
Furthermore, since u1 is “good data”, we have (by adapting the justification of prop-
erty (iv) in the proof of Theorem 1 to the truncated system (5.4)) that ΦN(t) is
Lipschitz - with the same Lipschitz constant for all N > 0 - on a ball in H
1
2
+δ1
centered at u1, and (5.18) gives, for t ∈ [0, T ],
‖ΦN (t)u1 − ΦN (T + t)PNu0‖H 12+δ1 . N
−ε.(5.20)
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Combining (5.18), (5.19) and (5.20), we have for t ∈ [0, T ] that
‖[ΦM(T + t)PM−ΦN (T + t)PN − S(T + t)(PM − PN)]u0‖H 12+δ1
≤ ‖ΦM(T + t)PMu0 −
[
ΦN(t)PN − S(t)(PM − PN)
]
u1‖H 12+δ1
+ ‖ΦN (t)PNu1 − ΦN(T + t)PNu0‖H 12+δ1
+ ‖S(t)(PM − PN )u1 − S(T + t)(PM − PN)u0‖H 12+δ1
. N−ε.(5.21)
This process can be iterated to extend (5.13) to the interval [0, 1]. More precisely,
if
u0 ∈ ΛM,T := Ω˜M,T ∩ (ΦM(T ))−1Ω˜M,T ∩ · · · ∩ (ΦM(T ))−kΩ˜M,T ,
where k ∼ 1
T
, we can repeat this procedure k times to obtain
‖[ΦM(t)PM − ΦN (t)PN − S(t)(PM − PN)]u0‖H 12+δ1 ≤ C 1T N−ε,(5.22)
for all t ∈ [0, 1].
By the invariance of the truncated Gibbs measure µM under the flow Φ
M(t) (Propo-
sition 5.2), we have
µM(Λ
c
M,T ) ≤
k∑
j=1
µM
(
((ΦM (T ))−kΩ˜M,T )c
)
=
k∑
j=1
µM
(
Ω˜cM,T
)
.
1
T
e−
1
Tβ → 0,(5.23)
as T → 0+.
Following the definition found in Remark 10 (of the Appendix), we let
MT := ΩT (0) ∩ · · · ∩ ΩT (kT ) ⊂ Ω,(5.24)
where k ∼ 1
T
. Then
P (M cT ) ≤
k∑
j=1
P ((ΩT (jT ))
c) ≤ 1
T
e−
c
Tβ .
If we take Ω˜T :=
{∑
n 6=0
gn(ω)
|n| e
inx : ω ∈ MT
}
, we have by Theorem 3 that µ(Ω˜cT ) <
1√
T
e−
c
Tβ . Then for any σ > 0, by (5.23), we can pick T0 = T0(σ) sufficiently small
such that µM(Λ
c
M,T0
) <
σ
2
for each M > 0, and µ(Ω˜cT0) <
σ
2
.
Then consider
Λσ : = Ω˜T0 ∩ lim sup
N→∞
ΛN,T0
= Ω˜T0 ∩
∞⋂
N=1
∞⋃
M=N
ΛM,T0.
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We will show that µ(Λcσ) < σ. By Fatou’s Lemma we have
µ(lim sup
N→∞
ΛN,T0) ≥ lim sup
N→∞
µ(ΛN,T0).(5.25)
We also have µ(ΛN,T0) =
∫
ΛN,T0
f(u)dρ(u) and µN(ΛN,T0) =
∫
ΛN,T0
fN (u)dρ(u). Ap-
plying Proposition 5.1, we have
lim
N→∞
(µ(ΛN,T0)− µN(ΛN,T0)) = 0.
Then using Corollary 2, we have
lim sup
N→∞
µ
(
ΛN,T0
)
= lim sup
N→∞
µN
(
ΛN,T0
)
= lim sup
N→∞
[
µN
(
H
1
2
−δ(T)
)− µN(ΛcN,T0)]
≥ lim sup
N→∞
[
µN
(
H
1
2
−δ(T)
)− σ
2
]
= µ(H
1
2
−δ(T))− σ
2
.(5.26)
Combining (5.33) and (5.26) we have
µ(lim sup
N→∞
ΛN,T0) ≥ µ(H
1
2
−δ(T))− σ
2
,
so that
µ((lim sup
N→∞
ΛN,T0)
c) ≤ σ
2
.
It follows that µ(Λcσ) < σ.
Next, for u0 ∈ Λσ, we will use the estimate (5.22) to extend the truncated solutions
u˜N to a full solution u (of (1.6)) for all t ∈ [0, 1]. Indeed, for ω ∈ Λσ, given any
N2 ≥ N1 > 0, we have ω ∈ ΛM,T0 for some M > N2. Then by the triangle inequality
and (5.22), we have
‖[(ΦN2(t)PN2 − S(t)PN2)− (ΦN1(t)PN1 − S(t)PN1)]u0‖C([0,1];H 12+δ1 )
≤ C(σ)N−ε1 .(5.27)
That is, the sequence (ΦN (t)PN − S(t)PN)u0 is Cauchy in C([0, 1];H 12+δ1) and con-
verges to some D˜ ∈ C([0, 1];H 12+δ1).
Let Φ(t)u0 := S(t)u0 + D˜. Then we have
‖[Φ(t)− S(t)− (ΦN (t)− S(t))PN]u0‖C([0,1];H 12+δ1) ≤ C(σ)N−ε.(5.28)
We claim that D˜ = D(Φ(t)u0,Φ(t)u0,Φ(t)u0,Φ(t)u0), and Φ(t)u0 is a solution to
(1.6) with data u0. To reach this conclusion we repeat the analysis of section 4 on
the interval [jT0, (j+1)T0] for each j = 1, 2, . . .
1
T0
. We obtain u, a solution to (1.6) for
t ∈ [jT0, (j+1)T0] with data Φ(jT0)u0, as the limit of a sequence of solutions to (1.6)
with truncated data ΦNk(jT0)PNku0. Then we prove that solutions to the truncated
equation (1.7) converge to the same limit, and therefore u = Φ(t)u0 satisfies (1.6).
More precisely, given u0 ∈ Λσ, there exists a subsequence Nk → ∞, as k → ∞,
such that for each k ≥ 0, ΦNk(jT0)PNku0 ∈ Ω˜Nk,T0 , for all j = 1, 2, . . . 1T0 . That is,
for every k ≥ 0, j = 1, 2, . . . 1
T0
, ΦNk(jT0)PNku0 is “good data” (up to frequency Nk).
Consider the sequence of solutions uNkj to (1.6) with truncated data ΦNk(jT0)PNku0
evolving from time t = jT0. These solutions exists globally in time by the results of
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[9, 30]. In particular, for each j, the solution uNkj (t) exists for t ∈ [jT0, (j + 1)T0].
We first claim that for each j = 1, 2, . . . , 1
T0
, there exists ε > 0 such that for every
k > l ≥ K0(σ) sufficiently large,
‖uNkj ‖ 1
2
−δ1, 12−δ1,[jT0,(j+1)T0] ≤ R,(5.29)
‖D(uNkj )‖ 1
2
−δ1, 12−δ1,[jT0,(j+1)T0] ≤ R˜,(5.30)
‖uNkj − uNlj ‖ 1
2
−δ1, 12−δ1,[jT0,(j+1)T0] ≤ C˜1(σ)N
−ε
l ,(5.31)
‖D(uNkj )−D(uNlj )‖ 1
2
+δ1,
1
2
−δ1,[jT0,(j+1)T0] ≤ C˜2(σ)N−εl .(5.32)
These inequalities are established in a manner very similar to the justification of
(4.48)-(4.50) found in the proof of Theorem 1. In particular, each solution uNkj
is evolving from “good data”, and (5.29)-(5.30) follow automatically for u0 ∈ Λσ
following the justification of (4.48)-(4.49) (using Proposition 3.1 and Proposition 3.2).
To prove (5.31)-(5.32) we have to work a bit harder, since although each solution uNkj
is evolving from “good data” at time t = jT0, for different values of k, these solutions
are not necessarily evolving from frequency truncation of the same data.
In particular, we cannot use Proposition 3.1 directly to control an expression of (for
example) the type N (uNkj , uNlj , uNlj , uNlj ) with k > l, as Proposition 3.1 invokes the
“type (I)-type (II)” decomposition with respect to the same randomized data in each
factor. However, we can avoid this issue by using a telescopic summation of D(uNkj )−
D(uNlj ), for k > l, where uNlj only appears in factors of the form uNkj − uNlj . That is,
any factor of the type uNlj can always be decomposed as u
Nl
j = u
Nk
j − (uNkj − uNlj ) to
produce two terms, one with the factor uNkj , the other with u
Nk
j − uNlj . Furthermore,
by beginning with the telescopic summation(s) used in the proof of Theorem 1, we
can ensure that each term has at least one factor of the type uNkj − uNlj .
Then we can decompose
uNkj (t)−uNlj (t) = S(t− jT0)(ΦNk(jT0)PNku0 − ΦNl(jT0)PNlu0) +DNkj (t)−DNlj (t)
= S(t− jT0)(PNk − PNl)ΦNk(jT0) + S(t− jT0)(PNl(ΦNk(jT0)u0 − Φ(jT0)u0))
+ S(t− jT0)(PNl(ΦNl(jT0)u0 − Φ(jT0)u0)) +DNkj (t)−DNlj (t),
(5.33)
where DNkj (t) =
∫ t
jT0
S(t − t′)N (uNkj (t′))dt′. The first term in (5.33) can be treated
as type (I), matching the contributions from other factors that are either produced
from uNkj − uNkl , or uNkj , so that Proposition 3.1 is applicable. The last three terms
in (5.33) can be treated as type (II) by using (5.28). With these modifications, we
can use Proposition 3.1 and Proposition 3.2 to obtain that for u0 ∈ Λσ, we have
‖uNkj −uNlj ‖ 1
2
−δ1, 12−δ1,[jT0,(j+1)T0]
≤ T δ1−0 C˜(σ)N−εl + ‖DNkj −DNlj ‖ 12+δ1, 12−δ1,[jT0,(j+1)T0],(5.34)
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and
‖DNkj −DNlj ‖ 1
2
+δ1,
1
2
−δ1,[jT0,(j+1)T0]
≤ T θ0
(
C˜(σ)N−εl + ‖uNkj − uNlj ‖ 12−δ1, 12−δ1,[jT0,(j+1)T0] + ‖D
Nk
j −DNlj ‖ 1
2
+δ1,
1
2
−δ1,[jT0,(j+1)T0]
)
· Z6(C˜(σ)N−εl , 2R, 2R˜),
(5.35)
where Z6(x, y, z) is a polynomial of degree 6.
The constants R, R˜ > 0 are fixed (to our choosing) in the statement of Theorem
1. We can impose on T0 > 0, in a manner that depends only on R and R˜, such that
if (5.34) holds, and we further have
‖DNkj −DNlj ‖ 1
2
+δ1,
1
2
−δ1,[jT0,(j+1)T0]
≤ T θ0
(
C˜(ω)N−εl + ‖uNkj − uNlj ‖ 12−δ1, 12−δ1,[jT0,(j+1)T0] + ‖D
Nk
j −DNlj ‖ 1
2
+δ1,
1
2
−δ1,[jT0,(j+1)T0]
)
· Z6(R, 2R, 2R˜),
(5.36)
then by rearrangement it follows that (5.31)-(5.32) hold true. Then we choose K0 =
K0(T0) sufficiently large such that C˜(σ)N
−ε
K0
≤ R. For k > l ≥ K0, (5.35) implies
(5.36), and (5.31)-(5.32) are satisfied.
It follows that uNkj and DNkj converge in X
1
2
−δ1, 12−δ1
jT0,(j+1)T0
and X
1
2
+δ1,
1
2
−δ1
jT0,(j+1)T0
, respectively,
as k → ∞. As in the proof of Theorem 1, we proceed to show that, for each
j = 1, 2, . . . , 1
T0
,
(i) uNkj → u ∈ C([jT0, (j + 1)T0];H
1
2
−δ1), a solution to (1.6) with data Φ(jT0)u0.
(ii) The estimate∥∥u(t)− S(t)u0 − (ΦNk(t)− S(t)PNk)u0∥∥C([0,jT0];H 12+δ2 (T)) . (C(σ))jN−εk(5.37)
is satisfied.
From (i) and (ii) (and (5.28)) it will follow that u(t) = Φ(t)u0 solves (1.6) for t ∈ [0, 1].
We proceed to justify (i) and (ii) by induction on j = 1, . . . , 1
T0
. The base case
(j = 0) follows from the conclusions of Theorem 1, which hold since u0 ∈ Λσ ⊂ Ω˜T0
by construction. Now suppose (i) and (ii) hold up to some j, and we wish to extend
these results to t ∈ [jT0, (j + 1)T0].
By (i) and (ii) we have
Φ(t)u0 = S(t)u0 +
∫ t
0
S(t− t′)N (Φ(t′)u0)dt′
for t ∈ [0, jT0]. We also have, for t ∈ [0, jT0], that
∫ t
0
S(t − t′)N (Φ(t′)u0)dt′ = D˜(t)
is the convergent of (ΦN (t)− S(t))PNu0 in C([0, 1];H 12+δ1), and we therefore have
‖
∫ t
0
S(t− t′)N (Φ(t′)u0)dt′‖C([0,jT0];H 12+δ1 ) ≤ ‖D˜‖C([0,1];H 12+δ1 ) ≤ C4,(5.38)
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for some constant 0 < C4 <∞. We also remark, that if (ii) holds, then we have
‖(I − PNk)S(t− jT0)Φ(jT0)u0‖
X
1
2−δ1,
1
2−δ1
T
→ 0,(5.39)
as k →∞.
Let uj denote the convergent of u
Nk
j in X
1
2
−δ1, 12−δ1
[jT0,(j+1)T0]
. We wish to show that
uj(t) = S(t− jT0)Φ(jT0)u0 +
∫ t
jT0
S(t− t′)N (uj(t′))dt′.(5.40)
for t ∈ [jT0, (j + 1)T0].
As in the justification of this property during the proof of Theorem 1 (where we
established (4.29)), we have
∫ t
jT0
S(t− t′)N0(uNkj (t′))dt′ →
∫ t
jT0
S(t− t′)N0(uj(t′))dt′ in X
1
2
−δ1, 12−δ1
[jT0,(j+1)T0]
,
and ∫ t
jT0
S(t− t′)Nr(uNkj (t′))dt′ → vr,j, in X
1
2
+δ1,
1
2
−δ1
[jT0,(j+1)T0]
,
for r = −1, 1, 2, 3, 4, where each vr,j ∈ X
1
2
+δ1,
1
2
−δ1
[jT0,(j+1)T0]
. We can then express
uj(t)− S(t− jT0)Φ(jT0)u0 = uj(t)− uNkj (t) + (I − PNk)S(t− jT0)Φ(jT0)u0
− S(t− jT0)(PNkΦ(jT0)− ΦNk(jT0)PNk)u0
+
4∑
r=−1
∫ t
jT0
S(t− t′)Nr(uNkj (t′))dt′
→
∫ t
jT0
S(t− t′)N0(uNkj (t′))dt′ +
4∑
r=−1,r 6=0
vr,j,
in X
1
2
−δ1, 12−δ1
[jT0,(j+1)T0]
, as k →∞. It remains to show that vr,j = Dr(uj) for r = −1, 1, 2, 3, 4.
We follow the approach taken in the justification of (4.29). This argument requires
modification in several ways. As above, we use a telescopic summation that only
includes factors of the form uj −uNkj or uj. If uNkj appears in a factor by itself, it can
be expanded as uNkj = uj − (uj − uNkj ). For the type (I)-type (II) decomposition of
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factors of the type uj − uNkj , we consider
uj(t)− uNkj (t) = (I − PNk)S(t− jT0)Φ(jT0)u0
+ S(t− jT0)(PNkΦ(jT0)− ΦNk(jT0)PNk)u0
+
∫ t
jT0
S(t− t′)(N0(uj(t′))−N0(uNkj (t′)))dt′
+
4∑
r=−1,r 6=0
(vr,j −
∫ t
jT0
S(t− t′)Nr(uNkj (t′))dt′)
= (I − PNk)
(
S(t)u0 + S(t− jT0)
∫ jT0
0
S(jT0 − t′)N (Φ(t′)u0)dt′
)
+ (I − PNk)S(t− jT0)Φ(jT0)u0
+ S(t− jT0)(PNkΦ(jT0)− ΦNk(jT0)PNk)u0
+
∫ t
jT0
S(t− t′)(N0(uj(t′))−N0(uNkj (t′)))dt′
+
4∑
r=−1,r 6=0
(vr,j −
∫ t
jT0
S(t− t′)Nr(uNkj (t′))dt′).(5.41)
Similarly we decompose contributions from factors of the type uj as follows
uj(t) = S(t)u0 + S(t− jT0)
∫ jT0
0
S(jT0 − t′)N (Φ(t′)u0)dt′
+
∫ t
jT0
S(t− t′)N0(uj(t′))dt′ +
4∑
r=−1,r 6=0
vr,j.(5.42)
The first term on the right-hand side of both (5.41) and (5.42) can be treated as type
(I) on the interval [jT0, (j + 1)T0]. This is not entirely obvious, because the initial
data is not propagating from “good data” at time t = jT0, but rather from data at
time t = 0. This is not a problem, however, because we defined MT , ΩT and Λσ in
a way that manages this complication (see (5.24) above, and Remark 10 for more
discussion). The second term on the right-hand side of both (5.41) and (5.42) can be
treated as type (II), and estimated with the higher temporal regularity b = 1
2
+ δ1,
since by (5.38), we have
‖S(t− jT0)
∫ jT0
0
S(jT0 − t′)N (Φ(t′)u0)dt′‖
X
1
2+δ1,
1
2+δ1
[jT0,(j+1)T0]
≤ ‖
∫ jT0
0
S(jT0 − t′)N (Φ(t′)u0)dt′‖H 12−δ1 ≤ BNk → 0,
as k →∞. The remaining terms in (5.41) and (5.42) can (as in the proof of Theorem
1) be treated as type (II) and estimated in the higher regularity b = 1
2
+ δ1, or for
the contribution from A0, through the second iteration. With this strategy, we have
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by Proposition 3.1 and Proposition 3.2, that for r = −1, 1, 2, 3, 4,
‖
∫ t
jT0
S(t− t′)(Nr(uj(t′))−Nr(uNkj (t′)))dt′‖ 1
2
+δ1,
1
2
+δ1,[jT0,(j+1)T0]
. T θ
(
C4(σ)N
−ε
k +BNk + ‖uj − uNkj ‖ 12−δ1, 12−δ1,[jT0,(j+1)T0]
+ ‖
∫ t
jT0
S(t− t′)(N0(uj(t′))−N0(uNkj (t′)))dt′‖ 1
2
+δ1,
1
2
−δ1,[jT0,(j+1)T0]
+
4∑
r=−1,r 6=0
‖vr,j −
∫ t
jT0
S(t− t′)Nr(uNkj (t′))dt′‖ 1
2
+δ1,
1
2
+δ1,[jT0,(j+1)T0]
)
→ 0,
as k →∞, where the implied constant in the last expression depends on R and R˜. It
follows that vr,j =
∫ t
jT0
S(t−t′)Nr(uj(t′))dt′ for r = −1, 1, 2, 3, 4, and we have justified
(5.40). The conclusion of point (i) has been established for t ∈ [jT0, (j + 1)T0].
We turn to the justification of point (ii) for t ∈ [jT0, (j + 1)T0]. Again we closely
follow the argument used in the proof of Theorem 1, specifically we follow the justi-
fication of (4.69) in lines (4.58)-(4.69). In fact, the only modifications required are
very similar those described above in the discussion of point (i). For j = 1, 2, . . . , 1
T0
,
let u˜Nkj (t) = Φ
Nk(t)PNk(u0). We first claim that for u0 ∈ Λσ, we have
‖u˜Nkj ‖ 1
2
−δ1, 12−δ1,[jT0,(j+1)T0] ≤ R,
‖D˜Nkj ‖ 1
2
+δ1,
1
2
−δ1,[jT0,(j+1)T0] ≤ R˜.(5.43)
where Dj(u)(t) =
∫ t
jT0
S(t− t′)N (u(t′))dt′, Dj := Dj(u), and D˜Nkj := PNkDj(u˜Nkj ). In
fact this is automatic from the same justification as (5.29)-(5.30), since each u˜Nk is
evolving from “good data” ΦNk(jT0)PNku0 ∈ Ω˜Nk ,T0. Next we claim that
‖u− u˜Nkj ‖ 1
2
−2δ1+δ2, 12−δ1,[jT0,(j+1)T0] . C6(σ)N
−ε
k ,
‖Dj − D˜Nkj ‖ 1
2
+δ2,
1
2
−δ1,[jT0,(j+1)T0] . C6(σ)N
−ε
k ,(5.44)
where the implied constants in (5.44) depend on R and R˜. The justification of (5.44)
follows that of (4.59) closely, but once again we use two modifications: a telescopic
summation of Dj − D˜Nkj which only includes factors of the form u or u− u˜Nkj , and a
decomposition of u and u− u˜Nkj as follows:
u(t)− u˜Nkj (t) = (I − PNk)
(
S(t)u0 + S(t− jT0)
∫ jT0
0
S(jT0 − t′)N (Φ(t′)u0)dt′
)
+ S(t− jT0)(PNkΦ(jT0)− ΦNk(jT0)PNk)u0
+Dj(t)− D˜Nkj (t),(5.45)
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and
u(t) = S(t)u0 + S(t− jT0)
∫ jT0
0
S(jT0 − t′)N (Φ(t′)u0)dt′ +Dj .(5.46)
With (5.44) in place, it follows that
‖u(t)−S(t− jT0)Φ(jT0)u0 + ΦNk(t)PNku0 − S(t− jT0)ΦNk(jT0)u0‖C([jT0,(j+1)T0];H 12+δ2(T))
= ‖Dj − D˜Nkj ‖C([jT0,(j+1)T0];H 12+δ2(T))
. ‖Nj − N˜Nkj ‖
Y
1
2+δ2,−1
T
≤ C7(σ)
(
N−εk + ‖u− u˜Nkj ‖ 12−2δ1+δ2, 12−δ1,[jT0,(j+1)T0]
+ ‖Dj − D˜jPNkDj(u˜Nkj )‖ 12+δ2, 12−δ1,[jT0,(j+1)T0]
) ≤ C8(σ)N−εk .(5.47)
By (5.47) and the triangle inequality,
‖u(t)− S(t)u0 + (ΦNk(t)− S(t))PNku0‖C([jT0,(j+1)T0];H 12+δ2 (T))
≤ ‖u(t)− S(t− jT0)Φ(jT0)u0 + ΦNk(t)PNku0 − S(t− jT0)ΦNk(jT0)u0‖C([jT0,(j+1)T0];H 12+δ1 (T))
+ ‖Φ(jT0)− S(jT0)u0 + (ΦNk(jT0)− S(jT0))PNku0‖H 12+δ2(T)
≤ C9(σ)N−εk .
(5.48)
Finally by our inductive hypothesis this gives
‖u(t)− S(t)u0 + (ΦNk(t)− S(t))PNku0‖C([0,(j+1)T0];H 12+δ2(T))
≤ ‖u(t)− S(t)u0 + (ΦNk(t)− S(t))PNku0‖C([0,jT0];H 12+δ2 (T))
+ ‖u(t)− S(t)u0 + (ΦNk(t)− S(t))PNku0‖C([jT0,(j+1)T0];H 12+δ2(T))
≤ C10(σ)N−εk .(5.49)
With (5.49) we have justified point (ii) on the interval [jT0, (j + 1)T0]. The proof
by induction of points (i) and (ii) is complete. The justification of uniqueness as
described in Remark 8 is easily established following the proof of Theorem 1 (and
the modifications outlined above). The proof of Proposition 5.3 is complete. 
5.4. Invariance of the Gibbs measure. In this subsection we prove Theorem 2.
The main ingredients of this proof are: (i) weak convergence of the finite-dimensional
Gibbs measures (Proposition 5.1), (ii) invariance of the Gibbs measure under the flow
of (5.4) (Proposition 5.2), and (iii) the existence of global-in-time solutions to (1.6) in
the support of the Gibbs measure with a good approximation to the finite-dimensional
dynamics (Proposition 5.3).
Proof of Theorem 2. Given n, j ∈ N, let Tj = 2j and σn,j = 1
n2j
. Also let Λσn,j ,Tj
be the subset of H
1
2
−δ1(T) produced by Proposition 5.3 with σ = σn,j and T ∗ = Tj .
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Define Σn := ∩∞j=1Λσn,j ,Tj , so that µ(Σcn) < 1n . By taking Σ := ∪∞n=1Σn, it follows
that µ(Σc) = 0. Moreover if u0 ∈ Σ, we have u0 ∈ ∩∞j=1Λσn,j ,Tj , and (1.6) is globally
well-posed by the conclusions of Proposition 5.3.
Next we prove that the Gibbs measure µ is invariant under the flow. For u0 ∈ Σ,
let Φ(t) denote the data-to-solution map of (1.6). One formulation of invariance is
the following: for all F ∈ L1(H 12−δ1(T), dµ), we have∫
Σ
F (Φ(t)(u))dµ(u) =
∫
Σ
F (u)dµ(u)(5.50)
for all t ≥ 0. It suffices to establish (5.50) on a dense set in L1(H 12−δ1(T), dµ), in
particular we choose H ⊂ L1(H 12−δ1(T), dµ) given by
H =
⋃
N∈N
{F = F (uˆ−N , . . . , uˆN) bounded and continuous}.(5.51)
Fix F ∈ H, and κ > 0. For N > 0 sufficiently large we have∫
Σ
F (u)dµN(u) =
∫
Σ
F (u)fN(u)dρ.
We also have
∫
Σ
F (u)dµ(u) =
∫
Σ
F (u)f(u)dρ(u), and by boundedness of F combined
with Proposition 5.1, it follows that ∃N1 > 0 such that for N ≥ N1, we have∣∣ ∫
Σ
F (u)dµ(u)−
∫
Σ
F (u)dµN(u)
∣∣
+
∣∣ ∫
Σ
F (Φ(t)(u))dµ(u)−
∫
Σ
F (Φ(t)(u))dµN(u)
∣∣ < κ
2
.(5.52)
Let n > 0 be sufficiently large such that
1
n
<
κ
32‖F‖L∞ . Then we have∣∣ ∫
Σ\Σn
F (Φ(t)(u))dµN(u)−
∫
Σ\Σn
F (ΦN(t)(u))dµN(u)
∣∣
≤ 2‖F‖L∞µN(Σ \ Σn) ≤ 2‖F‖L∞µN(Σcn) <
κ
4
,(5.53)
for N sufficiently large, where we have used Corollary 2 in the last line.
By continuity of F , there exists γ > 0 such that if ‖Φ(t)u0−ΦN (t)PNu0‖H 12−δ1 (T) <
γ, then |F (Φ(t)u0)−F (ΦN (t)PNu0)| < κ
8µ(H
1
2
−δ1(T))
. For u0 ∈ Σn, we project (5.12)
to EN to obtain, for all N ≫ 0,
‖Φ(t)u0 − ΦN (t)PNu0‖H 12+δ2 (T) ≤ C(n)N
−ε.(5.54)
Taking N ≥ N2 sufficiently large, we have ‖Φ(t)u0 − ΦN (t)PNu0‖H 12−δ1 (T) < γ, and
|F (Φ(t)u0)− F (ΦN(t)PNu0)| ≤ κ
8µ(H
1
2
−δ1(T))
is satisfied. This gives
∣∣ ∫
Σn
F (Φ(t)(u))dµN(u)−
∫
Σn
F (ΦN(t)(u))dµN(u)
∣∣ ≤ κ
4
.(5.55)
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We also have, by Proposition 5.2, for all t ≥ 0,∫
Σn
F (ΦN(t)(u))dµN(u) =
∫
Σn
F (u)dµN(u).(5.56)
By combining (5.52), (5.53), (5.55) and (5.56), we conclude that forN ≫ 0 sufficiently
large, we have ∣∣ ∫
Σ
F (Φ(t)(u))dµ(u)−
∫
Σ
F (u)dµ(u)
∣∣ < κ.
Since κ was arbitrary, we conclude that
∫
Σ
F (Φ(t)(u))dµ(u) =
∫
Σ
F (u)dµ(u), and the
Gibbs measure µ is invariant under the flow of (1.6).
We have now established global well-posedness of (1.6) on a set Σ ⊂ H 12−δ1(T)
of full µ-measure, and invariance of the Gibbs measure under the flow. Let us now
describe how this extends to global well-posedness almost surely, with randomized
initial data given by (1.5). From the definition of µ, it follows that
P ({ω ∈ Ω : u0,ω ∈ Σc, ‖u0‖L2 ≤ B}) = 0.
Recall that our initial choice of B > 0 (in the definition of the Gibbs measure µ) was
arbitrary. By the large deviation estimate (Lemma 2.5), for all n ∈ N, there exists
Bn > 0 sufficiently large such that
P ({ω ∈ Ω : ‖u0‖L2 ≥ Bn}) < 1
n
.(5.57)
By the arguments above, for each fixed n ∈ N, there exists a corresponding sequence
of Gibbs measures µBn and µBn-measurable sets ΣBn ⊂ H
1
2
−δ1(T) such that (1.6) is
globally well-posed for u0 ∈ ΣBn , and such that
P ({ω ∈ Ω : u0,ω ∈ ΣcBn , ‖u0‖L2 ≤ Bn}) = 0,(5.58)
for all n ∈ N. Let Ω˜ := ⋃∞n=1{ω ∈ Ω : u0,ω ∈ ΣBn}, then P (Ω˜) = 1, and for each
ω ∈ Ω˜, we have u0,ω ∈ ΣBn for some n; global well-posedness of (1.6) with data u0,ω
follows. The proof of Theorem 2 is complete.

6. Proof of nonlinear estimates
In this Section we prove the crucial nonlinear estimates (Proposition 3.1 and Propo-
sition 3.2). We follow the definitions and notations of Section 3. In Subsections 6.1-6.3
we establish Proposition 3.1. In Section 6.4 we present the proof of Proposition 3.2.
These proofs will rely on certain lemmata, and the proofs of these lemmata can either
be found in Section 5.2.5 of [29], or elsewhere in the literature, as indicated below.
6.1. Setup. In this section we prove Proposition 3.1 using two sets of estimates:
quadrilinear probabilistic estimates (see Proposition 6.3 below), and heptilinear prob-
abilistic estimates (see Proposition 6.2). The proof of Proposition 6.3 can be found
in Section 6.2, and the proof of Proposition 6.2 is in Section 6.3.
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We begin by identifying the exact form of the multilinear expressions appearing
in Proposition 3.1. Following the reformulation (1.20), we consider the multilinear
function
N (u1, u2, u3, u4) := P
[
(u1)xP(u2u3u4)
]− P(u2) ∫
T
(u1)xu3u4 − P(u3)
∫
T
(u1)xu2u4
− P(u4)
∫
T
(u1)xu2u3 − P(u3u4)
∫
T
(u1)xu2 − P(u2u4)
∫
T
(u1)xu3
− P(u2u4)
∫
T
(u1)xu4.(6.1)
We also let
D(u1, u2, u3, u4) :=
∫ t
0
S(t− t′)N (u1, u2, u3, u4)(t′)dt′.
We will use the notation N (u) := N (u, u, u, u) and D(u) := D(u, u, u, u). With these
definitions (due to the reformulation (1.20) of (1.6)) u solves (1.6) for t ∈ [0, T ] with
data u0,ω given by (1.5) if and only if
u = S(t)u0,ω +D(u)(6.2)
for all t ∈ [0, T ]. For fixed n ∈ Z \ {0}, t ∈ R, consider the nth Fourier coefficient of
N (u1, u2, u3, u4)(t) (we suppress the dependance on time below)(N (u1, u2, u3, u4))∧(n) = (P[(u1)xP(u2u3u4)]− P(u2) ∫
T
(u1)xu3u4
− P(u3)
∫
T
(u1)xu2u4 − P(u4)
∫
T
(u1)xu2u3 − P(u3u4)
∫
T
(u1)xu2
− P(u2u4)
∫
T
(u1)xu3 − P(u2u3)
∫
T
(u1)xu4
)∧
(n)
=
∑
n=n1+m1
(in1)û1(n1)
(
P(u2u3u4)
)∧
(m1)− (P(u2))∧(n)
∫
T
(u1)xu3u4
−(P(u3))∧(n)
∫
T
(u1)xu2u4 − (P(u4))∧(n)
∫
T
(u1)xu2u3 − (P(u3u4))∧(n)
∫
T
(u1)xu2
− (P(u2u4))∧(n)
∫
T
(u1)xu3 − (P(u2u3))∧(n)
∫
T
(u1)xu4.(6.3)
Using
∫
T
w = wˆ(0), we find
(6.3) =
( ∑
n=n1+···+n4
n 6=0
−
4∑
k=1
∑
n=n1+···+n4
06=n=nk
−
4∑
k=2
∑
n=n1+···+n4
n 6=0,n1=−nk
)
n1û1(n1)û2(n2)û3(n3)û4(n4)
=
(∑
ζ1(n)
−
∑
ζ2(n)
)
n1û1(n1)û2(n2)û3(n3)û4(n4),(6.4)
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where
ζ1(n) =
{
(n1, n2, n3, n4) ∈ Z4 : n =n1 + n2 + n3 + n4, n 6= nk for each k ∈ {1, 2, 3, 4},
and n1 6= −nj for each j ∈ {2, 3, 4}
}
,
and
ζ2(n) =
{
(n1, n2, n3, n4) ∈ Z4 : n =n1 + n2 + n3 + n4,with nk, nj ∈ {n,−n1},
for some k 6= j, k, j ∈ {1, 2, 3, 4},
where nk = n if k = 1 (and nj = n if j = 1)
}
.
We define ζ(n) := ζ1(n) ∪ ζ2(n), and abuse notation by taking
∑
ζ(n)
:=
∑
ζ1(n)
−
∑
ζ2(n)
.
With (6.3) and (6.4) (reinserting the dependance on time) this gives(
N (u1, u2, u3, u4)
)∧
(n, t) =
∑
ζ(n)
(in1)û1(n1, t)û2(n2, t)û3(n3, t)û4(n4, t).(6.5)
We remark on one more restriction in frequency space. All of the factors uj we
will consider will be solutions to (1.6) (equivalently (1.20)) or the truncation of these
systems to finite dimensions. In all cases, the input factors are functions with mean
zero for all time. Thus, we may assume that:
Each nk 6= 0, for k = 1, 2, 3, 4.(6.6)
To avoid cumbersome notation, we will not carry this restriction with us in notation,
but we will rely on this property from time to time.
We will now present the proof of Proposition 3.1. That is, for δ > 0 sufficiently
small, any δ0 ≥ 0 such that δ > δ0, and any 0 < T ≪ 1, we prove there exists
ε, β, c, C > 0 with β, ε≪ δ, δ0 and a measurable set ΩT ⊂ Ω satisfying P (ΩcT ) < e−
c
Tβ
such that if ω ∈ ΩT , then (3.5)-(3.7) hold true. To simplify presentation, we will prove
the estimates (3.5)-(3.7) with δ0 = 0, and provide a discussion (see Remark 9 below)
for generalizing to 0 < δ0 < δ. The estimates (3.5)-(3.7) will follow from standard
linear estimates (Lemmas 2.1-2.4) and the probabilistic nonlinear estimates given by
the following propositions.
Proposition 6.1. For δ > 0 sufficiently small, and any 0 < T ≪ 1, there exists
ε, β, C, c > 0 and a measurable set ΩT ⊂ Ω satisfying P (ΩcT ) < e−
c
Tβ and the following
conditions: if ω ∈ ΩT , then for every quadruple of Fourier multipliers Λ1, . . . ,Λ4
defined by
Λ̂if(n) = χMi≤|n|≤Kifˆ(n),
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for some dyadic Mi, Ki, we have the following estimate:
‖N−1(χ[0,T ]u1, χ[0,T ]u2, χ[0,T ]u3, χ[0,T ]u4)‖ 1
2
+δ,− 1
2
+δ
≤ CT−β
4∏
j=1
(
M−εj + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖uj − S(t)Λj(u0,ω)‖ 1
2
+δ, 1
2
−δ,T
)
.(6.7)
Proposition 6.2. For δ > 0 sufficiently small, and any 0 < T ≪ 1, there exists
ε, β, C, c > 0 and a measurable set ΩT ⊂ Ω satisfying P (ΩcT ) < e−
c
Tβ and the following
conditions: if ω ∈ ΩT , then for every Fourier multipliers Λ5 defined by
Λ̂5f(n) = χM5≤|n|≤K5fˆ(n),
for some dyadic M5, K5, we have the following estimates:
‖N1(D(χ[0,T ]u5, χ[0,T ]u6, χ[0,T ]u7, χ[0,T ]u8), χ[0,T ]u2, χ[0,T ]u3, χ[0,T ]u4)‖ 1
2
+δ,− 1
2
+δ,T
≤ CT−β(N−ε5 + ‖u5‖ 1
2
−δ−δ5, 12−δ,T + ‖u5 − S(t)Λ5(u0,ω)‖ 12+δ−δ5, 12−δ,T
)
·
8∏
j=2,j 6=5
‖uj‖ 1
2
−δ−δj , 12−δ,T ,(6.8)
‖N1(D0(χ[0,T ]u5, χ[0,T ]u6, χ[0,T ]u7, χ[0,T ]u8), χ[0,T ]u2, χ[0,T ]u3, χ[0,T ]u4)‖ 1
2
+δ,− 1
2
+δ,T
≤ CT−β(N−ε5 + ‖u5‖ 1
2
−δ−δ5, 12−δ,T + ‖u5 − S(t)Λ5(u0,ω)‖ 12+δ−δ5, 12−δ,T
)
·
8∏
j=2,j 6=5
‖uj‖ 1
2
−δ−δj , 12−δ,T .(6.9)
Remark 9. Notice that in Proposition 6.1 and 6.2 we have taken δ0 = 0 (compared
with Proposition 3.1). It is not hard to prove that, for the set ΩT produced by
these theorems, if ω ∈ ΩT , then the inequalities (6.7) and (6.8)-(6.9) hold for any
fixed 0 < δ0 < δ. This is because, as can be observed a posteriori, the proofs of
Proposition 6.1 (or rather, of Proposition 6.3 found below) and Proposition 6.2 will
be flexible with respect to this particular manipulation.
If we wish to prove the statement analogous to (6.7) with 0 < δ0 < δ (see the
statement of Proposition 3.1), then on the left-hand side of the inequality, we will
have lowered the spatial Sobolev regularity to s = 1
2
+ δ − δ0 from s = 12 + δ. This
amounts to having the factor |n| 12+δ−δ0 in the nonlinear estimates below, instead of
|n| 12+δ (e.g. in the lines (6.27)).
In every case of each nonlinear estimate we establish below (excluding Case 1.b. in
the proof of Proposition 6.3, which we discuss in the next paragraph), we control the
factor |n| 12+δ using the estimate |n| ≤ N0. That is, we control this factor using terms
in the denominator that are known to be of the size N0 (see, for example, (6.44)).
This means that we can replace |n| 12+δ with |n| 12+δ−δ0 |nk|δ0 , for any k = 1, 2, 3, 4 (or
k = 2, 3, 4, 5, 6, 7, 8 for the heptilinear estimate (6.8)). This allows us to lower the
spatial Sobolev regularity of any one of the factors on the right-hand side by the same
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amount δ0 > 0. That is, we can establish the nonlinear estimate with 0 < δ0 < δ as
stated in Proposition 3.1.
We should comment that, in Case 1.b. during the proof of Proposition 6.3, we did
not use the estimate |n| ≤ N0. However, it is easily verified that we can still lower the
spatial regularity of any one of the factors on the right-hand side by a small amount
δ0 > 0 (the estimates in this case have some room to spare).
Remark 10. There is another flexibility implicit to the nonlinear estimates of Propo-
sition 6.1 and Proposition 6.2 (and thus Proposition 3.1), which was, in fact, already
used in the globalizing estimates of Proposition 5.3 (in Section 5). Specifically, the
time interval [0, T ] can be replaced with an interval I of length T . Furthermore, we
do not need the randomized data S(t)u0,ω to evolve from time t = 0. In particular,
we can prove Proposition 3.1 replacing S(t)u0,ω with S(t + t0)u0,ω, for any t0 ∈ R,
as the linear evolution of gKdV preserves the Gaussian probability densities of the
(independent) randomized Fourier coefficients in (1.5). However, by varying t0 the
probabilistic set ΩT = ΩT (t0) varies as well. We can use this flexibility (varying
t0 ∈ R), but the measurable set of good data produced by Proposition 3.1 changes.
We will stick to the following notation: ΩT (t0) is the set satisfying the conclusions
of Proposition 3.1 on the time interval [t0, t0 + T ] (instead of [0, T ]) with initial data
u0,ω evolving from time t = 0.
Before we prove Proposition 6.1 and Proposition 6.2, let us use them to establish
Proposition 3.1.
Proof of Proposition 3.1: Apply Proposition 6.2, and suppose ω ∈ ΩT so that the
estimate (6.7) holds true. Note that by the equivalence
χ[0,T ]D(u1, . . . , u4) = χ[0,T ]D(χ[0,T ]u1, . . . , χ[0,T ]u4),
we have
‖D−1(u1, u2, u3, u4)‖ 1
2
+δ, 1
2
+δ,T‖ ≤ ‖D−1(χ[0,T ]u1, χ[0,T ]u2, χ[0,T ]u3, χ[0,T ]u4)‖ 1
2
+δ, 1
2
+δ,T .
Applying Lemma 2.4, Lemma 2.3, and (6.7), we find
‖D−1(χ[0,T ]u1, . . . , χ[0,T ]u4)‖ 1
2
+δ, 1
2
+δ,T
. ‖D−1(χ[0,T ]u1, . . . , χ[0,T ]u4)‖ 1
2
+δ, 1
2
+δ,T
. ‖N−1(χ[0,T ]u1, . . . , χ[0,T ]u4)‖ 1
2
+δ,− 1
2
+δ
. T−β
4∏
j=1
(
M−εj + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖uj − S(t)Λj(u0,ω)‖ 1
2
+δ, 1
2
−δ,T
)
.
The proof of (3.5) is complete. The justification of (3.6)-(3.7) follows from (6.8)-(6.9)
using the same type of argument. This completes the proof of Proposition 3.1. 
For the proof of Proposition 6.1, we will use a dyadically localized estimate (this
will not be necessary for the proof of Proposition 6.2). That is, we will establish
probabilistic quadrilinear estimates which are independent of the Fourier multipliers
Λ1, . . . ,Λ4 appearing in the statement of Proposition 6.1. In the following, subscripts
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with capital letters denote dyadic localization; i.e. uNj = (χ|nj |∼Nj ûj)
∨ for Nj dyadic.
Let
f0,j := ‖uNj‖ 1
2
+δ, 1
2
−δ,T ,
f1,j := N
−ε
j + ‖uNj‖ 1
2
−δ, 1
2
−δ,T + ‖uNj − (S(t)u0,ω)Nj‖ 1
2
+δ, 1
2
−δ,T .
Here is the dyadically localized probabilistic quadrilinear estimate.
Proposition 6.3. For δ > 0 sufficiently small, and any 0 < T ≪ 1, there exists
α, β, κ, C, c > 0 with β, α, κ ≪ δ such that for every quintuple of dyadic frequencies
N,N1, . . . , N4, ∃ΩN,N1,...,N4,T ⊂ Ω with P (ΩcN,N1,...,N4,T ) < 1(NN1···N4)κ e
− c˜
Tβ such that
for all ω ∈ Ω˜T ∩ ΩN,N1,...,N4,T we have
‖N−1||n|∼N(uN1, uN2, uN3, uN4)‖ 1
2
+δ,− 1
2
+δ
≤ CT
−β
(NN1 · · ·N4)α
4∏
j=1
min(f0,j, f1,j),(6.10)
where Ω˜T is the set obtained from Lemma 6.1.
We proceed to prove Proposition 6.1 using Proposition 6.3. Then we present the
proof of Proposition 6.3, followed by the proof of Proposition 6.2.
Proof of Proposition 6.1: Fix any dyadic Nj for j ∈ {1, 2, 3, 4}. Observe that
min(f0,j , f1,j) ≤ M−εj + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖ûj − S(t)Λj(u0,ω)‖ 1
2
+δ, 1
2
−δ,T .(6.11)
Indeed, suppose Nj ∈ [Mj , Kj] = supp(Λj), then we have
f1,j = N
−ε
j + ‖uNj‖ 1
2
−δ, 1
2
−δ,T + ‖uNj − (S(t)u0,ω)Nj‖ 1
2
+δ, 1
2
−δ,T
≤M−εj + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖uj − S(t)Λj(u0,ω)‖ 1
2
+δ, 1
2
−δ,T .(6.12)
On the other hand, if Nj 6∈ [Mj , Kj], we have
f0,j = ‖uNj‖ 1
2
+δ, 1
2
−δ,T
≤ ‖uNj − (S(t)Λj(u0,ω))Nj‖ 1
2
+δ, 1
2
−δ,T
≤M−εj + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖uj − S(t)Λj(u0,ω)‖ 1
2
+δ, 1
2
−δ,T .(6.13)
Combining (6.12) and (6.13) we conclude that for each j = 1, 2, 3, 4 and every dyadic
Nj , the inequality (6.11) holds true.
We proceed to build a set ΩT ⊂ Ω (satisfying the necessary conditions) where the
estimate (6.7) is satisfied. Consider a dyadic decomposition of the nonlinearity,
‖N−1(u1, u2,u3, u4)‖ 1
2
+δ,− 1
2
+δ ≤
∑
N,N1,...,N4
‖N−1||n|∼N(uN1, uN2,uN3, uN4)‖ 1
2
+δ,− 1
2
+δ.
(6.14)
Now let ΩT := Ω˜T ∩dyadic N,N1,...,N4 ΩN,N1,...,N4,T . Then
P (ΩcT ) ≤
∑
N,N1,...,N4
P (ΩcN,N1,...,N4,T ) <
∑
N,N1,...,N4
1
(NN1 · · ·N4)κ e
− c˜
Tβ ≤ e− cTβ ,
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where c = c(c˜, κ) > 0. Furthermore, if ω ∈ ΩT , then for every combination of dyadic
scales N,N1, . . . , N4, the conclusion (6.10) holds true. With (6.11), this gives
(6.14) .
∑
N,N1,...,N4
T−β
(NN1 · · ·N4)α
4∏
j=1
min(f0,j(Nj), f1,j(Nj))
≤
∑
N,N1,...,N4
T−β
(NN1 · · ·N4)α
4∏
j=1
(
M−εj + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖uj − S(t)Λj(u0,ω)‖ 1
2
+δ, 1
2
−δ,T
)
. T−β
4∏
j=1
(
M−εj + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖uj − S(t)Λj(u0,ω)‖ 1
2
+δ, 1
2
−δ,T
)
.(6.15)

Next we present with the proof of Proposition 6.3, followed by the proof of Proposition
6.2.
6.2. Probabilistic quadrilinear estimates. We begin by presenting some proba-
bilistic lemmata to be used in the proof of Proposition 6.3. In each lemma, we are
considering the probability space (Ω,F , P ) with P = ρ ◦ u0,ω, where ρ is the Wiener
measure defined in (1.9), and the initial data (given by (1.5)) is viewed as a map
u0,ω : Ω→ H1/2−(T).
Lemma 6.1. Let ε, β > 0 and T ≪ 1. Then there exists Ω˜T ⊂ Ω with P (Ω˜cT ) < e−
1
Tβ ,
such that for ω ∈ Ω˜T , we have
|gn(ω)| ≤ CT−
β
2 〈n〉ε
for all n ∈ Z.
Proof of Lemma 6.1. Recall from [23] that
P ( sup
n∈Z\{0}
〈n〉−ε|gn(ω)| > K) ≤ e−cK2
for K sufficiently large. Lemma 6.1 follows by taking K ∼ T−β2 . 
Lemma 6.2 (Thomann-Tzvetkov,[32]). Let d ≥ 1 and c(n1, . . . , nk) ∈ C. Let
{γn(ω)}1≤n≤d be a sequence of R-valued standard Gaussian random variables. For
k ≥ 1, denote by
A(k, d) = {(n1, . . . , nk) ∈ {1, . . . , d}k : n1 ≤ · · · ≤ nk}, and
Sk(ω) =
∑
A(k,d)
c(n1, . . . , nk)γn1(ω) · · ·γnk(ω).
Then, for each p ≥ 1, we have
‖Sk‖Lp(Ω) ≤
√
k + 1(p− 1) k2 ‖Sk‖L2(Ω).
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The proof of Lemma 6.2 can be found in [32]; it relies on hypercontractivity of the
Ornstein-Uhlenbeck semigroup.
Lemma 6.3 (Tzvetkov, [35]). Let F : H
1
2
−(T) → R be measurable. Assume there
exists α > 0, N˜ > 0, k ≥ 1 and C > 0 such that for all p ≥ 2,
‖F‖Lp(dρ) ≤ CN˜−αp k2 .(6.16)
Then there exists δ > 0, c1 independent of N and α such that∫
H
1
2−(T)
eδN˜
2α
k |F (u)| 2k dρ(u) ≤ c1.
As a consequence, for all λ > 0,
P (ω ∈ Ω : |F (u0,ω)| > λ) ≤ c1e−δN˜
2α
k λ
2
k(6.17)
The proof of Lemma 6.3 can be found in [35].
We will also need the following basic observation from linear algebra.
Lemma 6.4. Let A = {ai,j}1≤i,j≤N be a square (N×N) matrix with complex entries.
Then
‖A‖ ≤ sup
1≤n≤N
|an,n|+
(∑
n 6=n′
|an,n′|2
) 1
2
.
The proof of Lemma 6.4 is omitted (the analysis required is straightforward). We
proceed to prove Proposition 6.3.
Proof of Proposition 6.3: For the remainder of this proof, all factors uNj are dyadi-
cally localized, and we simplify notation by taking uj = uNj . Also, we typically drop
the χ[0,T ] from in front of each factor uj, but may reintroduce them as needed. This
proof is based on multiple decompositions of frequency space. In some regions, we
will use what will be referred to as a type (I) - type (II) decomposition, which leads
to additional subcases. More precisely, in each region of frequency space we impose
one of the following two conditions: for each j ∈ {1, 2, 3, 4}, either
(i) uj ∈ X
1
2
−δ, 1
2
−δ
T ,
or
(ii) uj − γj
∑
|nj |∼Nj
gnj(ω)
|nj| e
injx+in
3
j t ∈ X
1
2
+δ, 1
2
−δ
T , for each γj ∈ {0, 1}. When γj = 1,
this is a nonlinear smoothing hypothesis.
The additional parameters γj ∈ {0, 1} are introduced in order to establish a single
result for variable γj, which produces factors of f0,j with γj = 0 and factors of f1,j
with γj = 1. That is, by keeping each γj variable, we will produce the right hand
side of (6.10).
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Contributions to the left-hand side of (6.10) from a region where uj satisfies con-
dition (i) produce a corresponding factor of ‖uj‖ 1
2
−δ, 1
2
−δ,T on the right-hand side of
the inequality. For contributions from regions where uj satisfies condition (ii), we
establish probabilistic bounds, by writing
uj = γj
∑
|nj |∼Nj
gnj (ω)
|nj| e
injx+in3j t
︸ ︷︷ ︸
type (I)
+ uj − γj
∑
|nj |∼Nj
gnj(ω)
|nj | e
injx+in3j t
︸ ︷︷ ︸
type (II)
.
We show that each type (I) contribution produces a factor of γjN
−ε
j on the right-hand
side of the inequality, for ω ∈ ΩN,...,N4,T . The type (II) contribution will produce a
factor of ‖uj−γj
∑
|nj|∼Nj
gnj (ω)
|nj | e
injx+in
3
j t‖ 1
2
+δ, 1
2
−δ,T on the right-hand side. Combining
the contributions from (i) and (ii), each uj will produce a factor of
γjN
−ε
j + ‖uj‖ 1
2
−δ, 1
2
−δ,T + ‖uj − γj
∑
|nj |∼Nj
gnj(ω)
|nj | e
injx+in3j t‖ 1
2
+δ, 1
2
−δ,T .(6.18)
Notice that (6.18)≤ f0,j for γj = 0, and (6.18)= f1,j for γj = 1. By establishing these
estimates for all combinations of γj ∈ {0, 1}, j = 1, 2, 3, 4, we can always choose the
smaller of the two bounds, and each uj contributes a factor of min(f0,j, f1,j) to the
right-hand side of our inequality.
Summarizing the previous paragraphs, we prove Proposition 6.3 by construct-
ing ΩN,...,N4,T ⊂ ΩT with P (ΩcN,N1,...,N4,T ) < 1(NN1···N4)κ e
− c˜
Tβ such that for all ω ∈
Ω˜T ∩ ΩN,N1,...,N4,T we can, throughout frequency space, either bound each uj deter-
ministically, using condition (i), or probabilistically, using condition (ii) and Lemmas
6.1 - 6.3 (the type (I)-type (II) decomposition).
In the break down of cases that follows, as we estimate the left-hand side of (6.10)
using the method just described, each factor uj may be declared to be of the following
types
• type (I) (rough but random): uj =
∑
|nj |∼Nj
gnj (ω)
|nj | e
injx+in
3
j t,
• type (II) (smooth and deterministic): uj ∈ X
1
2
+δ, 1
2
−δ
T .
In a given case, if uj is declared to be of type (I) or type (II), this means that we are
choosing to use condition (ii) in this factor, and according to the decomposition above,
we must consider each case of uj type (I) and uj type (II). If we make no declaration
about a particular factor uj in a given case, it means that we are imposing condition
(i) in that factor: uj ∈ X
1
2
−δ, 1
2
−δ
T .
We will use superscripts nk (Nk) k = 0, 1, . . . , 4 to indicate frequencies (and cor-
responding dyadic blocks) which have been ordered from largest to smallest. That
is, |n0| ≥ |n1| ≥ · · · ≥ |n4| (and N0 ≥ N1 ≥ · · · ≥ N4). Let us remark that we
order the frequency n as −n (that is, if n is the frequency of largest magnitude, then
n0 = −n). Also, by symmetry of N (u1, u2, u3, u4) in (u2, u3, u4), we can assume that
|n2| ≥ |n3| ≥ |n4|. Let us begin with an overview of each case to be considered.
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• CASE 1. n0 = −n1.
• CASE 2. n0 6= −n1.
• CASE 2.a. N3 ≪ N0 and N2N3N4 ≪ N0N1|n0 + n1|.
• CASE 2.b. N3 ∼ N0.
We use a type (I) - type (II) decomposition for k = 1, 2, 3.
• CASE 2.b.i. At least two ui of type (I), i = 1, 2, 3.
That is, u1,u2, u3 of types (I)(I)(I), (I)(I)(II),(I)(II)(I) and (II)(I)(I).
• CASE 2.b.ii. One of ui of type (I), i = 1, 2, 3, others type (II).
Types (I)(II)(II), (II)(I)(II) and (II)(II)(I).
• CASE 2.b.iii. u1,u2,u3 all type (II).
• CASE 2.c. N3 ≪ N0 and N2N3N4 & N0N1|n0 + n1|.
We use a type (I) - type (II) decomposition for k = 1, 2, 3, 4.
• CASE 2.c.i. u1 type (I) and at least two of u2, u3, u4 type (I).
That is, u1, u2, u3, u4 of types (I)(I)(I)(I), (I)(I)(I)(II),
(I)(I)(II)(I) and (I)(II)(I)(I).
• CASE 2.c.ii. u1 type (II) and u2, u3, u4 type (I).
• CASE 2.c.iii. Two of u1, u2, u3, u4 type (I) and two type (II).
Types (I)(I)(II)(II), (I)(II)(I)(II), (I)(II)(II)(I), (II)(I)(II)(I),
(II)(II)(I)(I) and (II)(I)(I)(II).
• CASE 2.c.iv. At least three of u1, u2, u3, u4 type (II).
Types (II)(II)(II)(I), (II)(II)(I)(II), (II)(I)(II)(II),
(I)(II)(II)(II), and (II)(II)(II)(II).
Before we proceed with the analysis of each case, let us remark on an important
property of our frequency space restrictions:
If (n, n1, n2,n3, n4, τ, τ1, τ2, τ3, τ4) ∈ A−1,
then (n1, n2, n3, n4) ∈ ζ1(n).(6.19)
For the estimate (6.10) we are restricted to the region A−1 of frequency space (defined
in (3.3)), and the condition |n3 − n31 − · · · − n34| ≪ |nmax|2 is satisfied. To establish
(6.19) we show that this condition necessitates (n1, n2, n3, n4) ∈ ζ1(n) (see (6.4) for the
definition of ζ1(n)). In fact, we show the contrapositive; that (n1, n2, n3, n4) 6∈ ζ1(n)
implies |n3 − n31 − · · · − n34| & |nmax|2. Recall from (3.2) that in the domain of
integration we have (n1, n2, n3, n4) ∈ ζ(n) = ζ1(n)∪ζ2(n), and (n1, n2, n3, n4) 6∈ ζ1(n)
is therefore equivalent to (n1, n2, n3, n4) ∈ ζ2(n). We show that if (n1, n2, n3, n4) ∈
ζ2(n), then |n3−n31−· · ·−n34| & |nmax|2. Suppose (n1, n2, n3, n4) ∈ ζ2(n), then there
are six possibilities (up to permutations of (n2, n3, n4)):
(i) n = n1 = n2
(ii) n = n2 = n3
(iii) n = n1 = −n2
(iv) n1 = −n2 = −n3
(v) n = −n1 = n2
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(vi) n = n2, n1 = −n3
We proceed to show |n3 − n31 − · · · − n34| & |nmax|2 in each circumstance. Suppose
possibility (i) holds, and we have n = n1 = n2. Then n = n1 + · · · + n4 gives
n2 + n3 + n4 = 0, and we find
n3 − n31 − · · · − n34 = −n32 − n33 − n34
= −3n2n3n4.(6.20)
Recall that each ni 6= 0 by the mean zero condition (6.6). If |n3| ∼ |n4| ∼ |nmax|, then
by (6.20), and the mean zero condition, we have |n3−n31−· · ·−n34| & |nmax|2, which
is impossible in the region A−1. Therefore, we must have |n| = |n1| = |n2| = |nmax|.
Then n2 + n3 + n4 = 0 gives (without loss of generality) that |n3| ∼ |n2| = |nmax|,
and again we arrive at |n3 − n31 − · · · − n34| & |nmax|2. We conclude that possibility
(i) cannot occur in the region A−1. It is straightforward to verify that the same
argument rules out (ii)-(v); only (vi) remains to be considered. Suppose (vi) holds,
and we have n = n2, n1 = −n3. Then n4 = n−n1−n2−n3 = 0, which is impossible
by the mean zero condition (6.6). Therefore, in the region A−1, we cannot have
(n1, n2, n3, n4) ∈ ζ2(n), and we conclude that (6.19) holds true.
We now proceed with the analysis of each case listed above.
• CASE 1. n0 = −n1.
With (n1, n2, n3, n4) ∈ ζ1(n) , we have n 6= ni for all i ∈ {1, 2, 3, 4}, and n1 6= −nk
for all k ∈ {2, 3, 4}. Therefore, if n0 = −n1, we must have n0 = nk = −nj = −n1 for
some k, j ∈ {2, 3, 4}. By the condition |n2| ≥ |n3| ≥ |n4| it follows that n0 = n2 =
−n3 = −n1. With n2 = −n3, we have n = n1 + n4 and
max(|σ|, |σ1|, |σ2|, |σ3|, |σ4|) & |nn1n4|.
In this case we establish:
‖N−1|1.b.(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
.
1
(NN1 · · ·N4)α
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
−δ,T .(6.21)
We consider various subcases. In each of the cases that follow, we will employ the
same method. In fact, this method will continue to appear throughout this section of
the appendix. In most places where the method is used, we will spell out the details,
but for the CASE 1.b. we will establish one case (case 1.b.i.) in details only.
• CASE 1.b.i. |σ| & |nn1n4|.
In this case we find
|n| 12+δ|n1|
|σ| 12−δ|n1| 12−δ|n2|5δ
.
1
(NN1N2N3N4)α
.
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Using this estimate, (6.21) follows from
‖f1f2u3u4‖L2
x,t∈[0,T ]
≤ ‖f1‖0, 1
2
−δ,T‖f2‖ 1
2
−6δ, 1
2
−δ,T‖u3‖ 1
2
−δ, 1
2
−δ,T‖u4‖ 1
2
−δ, 1
2
−δ,T .(6.22)
We can establish (6.23) using Ho¨lder, (2.7), (2.8) and (2.10),
‖f1f2u3u4‖L2
x,t∈[0,T ]
. ‖f1‖L4
x,t∈[0,T ]
‖f2‖L12
x,t∈[0,T ]
‖u3‖L12
x,t∈[0,T ]
‖u4‖L12
x,t∈[0,T ]
. ‖f1‖0, 1
2
−δ,T‖f2‖ 1
2
−6δ, 1
2
−δ,T‖u3‖ 1
2
−δ, 1
2
−6δ,T‖u4‖ 1
2
−δ, 1
2
−6δ,T
≤ ‖f1‖0, 1
2
−δ,T‖f2‖ 1
2
−6δ, 1
2
−δ,T‖u3‖ 1
2
−δ, 1
2
−δ,T‖u4‖ 1
2
−δ, 1
2
−δ,T ,(6.23)
for δ > 0 sufficiently small.
• CASE 1.b.ii. |σ1| & |nn1n4|.
In this case we find
|n| 12+δ|n1|
|σ1| 12−δ|n1| 12−δ|n2|5δ
.
1
(NN0N1N2N3N4)α
,
and from here we establish (6.21) using Ho¨lder, (2.7), (2.8) and (2.10).
• CASE 1.b.iii. |σ2| & |nn1n4|.
In this case we find
|n| 12+δ|n1|
|σ2| 12−δ|n2| 12−δ|n3|5δ
.
1
(NN0N1N2N3N4)α
,
and from here we establish (6.21) using duality, Ho¨lder, (2.7), (2.8) and (2.10).
• CASE 1.b.iv. |σ3| & |nn1n4|.
Here we proceed exactly as in Case 1.b.iii. above, swapping the roles of n2 and n3.
• CASE 1.b.v. |σ4| & |nn1n4|.
In this case we find
|n| 12+δ|n1|
|n1| 12−2δ|n2|6δ|σ4| 12−δ
.
1
(NN0N1N2N3N4)α
,
and from here we establish (6.21) using duality, Ho¨lder, (2.7), (2.8) and (2.10). The
analysis of Case 1 is complete.
• CASE 2. n0 6= −n1.
Before we proceed with each subcase, let us identify a useful restriction in this
case: if (n1, n2, n3, n4) ∈ η1(n) with n0 6= −n1, then
In case 2, no two integers in the set {−n, n1, n2, n3, n4} sum to zero.(6.24)
Indeed, with (n1, n2, n3, n4) ∈ η1(n), we already have n 6= nk for all k = 1, 2, 3, 4
and n1 6= −nk for all k = 2, 3, 4. The only pairs of integers that could sum to zero
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are within the set {n2, n3, n4}. Suppose, for example, that n2 = −n3, then by the
restriction n0 6= −n1 we must have N2, N3 ≪ N0. Then n = n1 + n4 and we have
|n3 − n31 − · · · − n34| = |n3 − n31 − n34| = 3|nn1n4| & (N0)2,
in contradiction with restriction to the region A−1 in this case. The same argument
applies if n2 = −n4 or n3 = −n4, and (6.24) follows.
• CASE 2.a. N3 ≪ N0 and N2N3N4 ≪ N0N1|n0 + n1|.
Recall that we have taken n = −nk for some k ∈ {0, 1, . . . , 4}, so that n0+· · ·+n4 =
0 is satisfied. Then
|n3 − n31 − · · · − n34| = |(n1 + · · ·+ n4)3 − (n1)3 − · · · − (n4)3|
= 3| − n0n1(n2 + n3 + n4) + n2(n3 + n4)(n2 + n3 + n4) + n3n4(n3 + n4)|
= 3|(−n0n1 + n2(n3 + n4) + n3n4)(n2 + n3 + n4) + n2n3n4|
& N0N1|n0 + n1|,
since N3 ≪ N0, N2N3N4 ≪ N0N1|n0 + n1| and n0 6= −n1. Then
max(|σ|, |σ1|, . . . , |σ4|) & |n3 − n31 − · · · − n34| & N0N1|n0 + n1| ≥ |nmax|2,
and we cannot be in the region A−1. That is, there is to contribution to N−1 from
this case, and we proceed to the next one.
• CASE 2.b. N3 ∼ N0.
With N2 ≥ N3 ≥ N4, this implies, in particular, that
N3 ∼ N0.(6.25)
For the remainder of this case we will only use the restriction of (6.25) (and not the
stronger condition N3 ∼ N0). This way, in future subcases, once we establish (6.25),
we can revert to the analysis of this case.
• CASE 2.b.i. At least two ui of type (I), i = 1, 2, 3.
Suppose u1, u2 are type (I). We will comment on adapting these arguments to
the other cases afterward. We will use N−1|2.b.i to denote the contribution to the
nonlinearity from this case. We establish the estimate:
‖N−1|2.b.i(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
.
T−β
(NN1 · · ·N4)α (N1N2)
−ε‖u3‖ 1
2
−δ, 1
2
−δ,T‖u4‖ 1
2
−δ, 1
2
−δ,T .(6.26)
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By changing variables and taking out a supremum, we find
‖N−1|2.b.i(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T =
∥∥∥〈n〉 12+δ〈σ〉 12−δ N̂−1|2.b.i(u1, u2, u3, u4)(n, τ)
∥∥∥
L2{|n|∼N},τ
=
∥∥∥χ{|λ|<(N0)2} 〈n〉 12+δ〈λ〉 12−δ N̂−1|2.b.i(u1, u2, u3, u4)(n, λ+ n3)
∥∥∥
L2{|n|∼N},λ
≤ (N0)δ sup
|λ|<(N0)2
‖N̂−1|2.b.i(u1, u2, u3, u4)(n, λ+ n3)‖
H
1
2+δ
|n|∼N
.(6.27)
For the factors u3, u4 ∈ X
1
2
−δ, 1
2
−δ
T , we will use the following standard representation
for functions in Xs,b (see, for example, Klainerman-Selberg [15]). Given a function
v(x, t), we can write v as
v(x, t) =
∫
〈λ〉−b
(∑
n
〈n〉2s〈λ〉2b|vˆ(n, n3 + λ)|2
) 1
2
{
eiλt
∑
n
aλ(n)e
i(nx+n3t)
}
dλ(6.28)
where aλ(n) =
vˆ(n,n3+λ)
(
∑
n〈n〉2s|vˆ(n,n3+λ)|2)
1
2
. Notice that
∑
n〈n〉2s|aλ(n)|2 = 1. For v ∈ Xs,b,
with b < 1
2
, we have
∫
|λ|<K
〈λ〉−b
(∑
n
〈n〉2s〈λ〉2b|vˆ(n, n3 + λ)|2
) 1
2
dλ . K
1
2
−b‖v‖Xs,b,(6.29)
by Cauchy-Schwarz. In our context, for each j = 3, 4, we have uj = χ[0,T ]uj ∈
X
1
2
−δ, 1
2
−δ, and |τj − n3j | < (N0)2. Using (6.28) we can write
uˆj(nj , τj) =
∫
|λj |<(N0)2
〈λj〉− 12+δcj(λj)aλj (nj)δ(τj − n3j − λj)dλj,
with
∑
n〈n〉2s|aλ(n)|2 = 1 and cj(λj) =
(∑
n〈n〉1−2δ〈λj〉1−2δ|uˆj(n, n3 + λ)|2
) 1
2
. In-
serting this representation for u3, u4, we have
(6.27) = (N0)δ sup
|λ|<(N0)2
∥∥∥〈n〉 12+δ ∑
{|nj |∼Nj}∩A−1
(in1)
2∏
i=1
gni(ω)δ(τi − n3i )
|ni|∫∫
|λ3|,|λ4|<(N0)2
4∏
j=3
〈λj〉− 12+δcj(λj)aλj (nj)δ(τj − n3j − λj)dλj
∥∥∥
L2|n|∈N
.(6.30)
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By Minkowski in λ3, λ4, we find
(6.30) ≤ (N0)δ
∫∫
|λ3|,|λ4|<(N0)2
4∏
j=3
〈λj〉− 12+δ|cj(λj)|dλj
sup
|λ|,|λ3|,|λ4|<(N0)2
∥∥∥∥∥〈n〉 12+δ ∑{|nj |∼Nj}∩A−1(in1)
gn1(ω)gn2(ω)
|n1||n2| aλ3(n3)aλ4(n4)∫∫∫
τ1,τ2,τ3
δ(τ1 − n31)δ(τ2 − n32)δ(τ3 − n33 − λ3)
δ(λ+ n3 − τ1 − τ2 − τ3 − n34 − λ4)dτ1dτ2dτ3
∥∥∥∥∥
L2|n|∈N
.(6.31)
For fixed n, n1, n2, n3, λ, λ3, λ4, we find∫∫∫
τ1,τ2,τ3
δ(τ1 − n31)δ(τ2 − n32)δ(τ3 − n33 − λ3)δ(λ+ n3 − τ1 − τ2 − τ3 − n34 − λ4)dτ1dτ2dτ3
=
∫∫
τ2,τ3
δ(τ2 − n32)δ(τ3 − n33 − λ3)δ(λ+ n3 − n31 − τ2 − τ3 − n34 − λ4)dτ2dτ3
=
∫
τ3
δ(τ3 − n33 − λ3)δ(λ+ n3 − n31 − n32 − τ3 − n34 − λ4)dτ3
=
{
1, if λ− λ3 − λ4 + n3 − n31 − · · · − n34 = 0,
0, otherwise.
Then we have
(6.31) ≤ (N0)δ
∫∫
|λ3|,|λ4|<(N0)2
4∏
j=3
〈λj〉− 12+δ|cj(λj)|dλj
sup
|λ|,|λ3|,|λ4|<(N0)2
∥∥∥∥∥〈n〉 12+δ ∑
∗(n,λ+λ3+λ4)
(in1)
gn1(ω)gn2(ω)
|n1||n2| aλ3(n3)aλ4(n4)
∥∥∥∥∥
L2|n|∈N
≤ (N0)3δ
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T
sup
|µ|<3(N0)2
∥∥∥∥∥〈n〉 12+δ ∑
∗(n,µ)
(in1)
gn1(ω)gn2(ω)
|n1||n2| a3(n3)a4(n4)
∥∥∥∥∥
L2|n|∈N
,(6.32)
by (6.29), where
∑
ni
|ni|1−2δ|ai(ni)|2 = 1, for i = 3, 4, and
∗(n, µ) :=
{
(n1, n2, n3, n4) ∈ Z4
∣∣∣(n, n1, n2, n3, n4) ∈ A−1, each |ni| ∼ Ni,
and µ = n3 − n31 − · · · − n34
}
.
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When we fix numbers other than n, µ, for example n1, we let
∗(n, µ, n1) :=
{
(n2, n3, n4) ∈ Z3
∣∣∣(n, n1, n2, n3, n4) ∈ A−1, each |ni| ∼ Ni,
and µ = n3 − n31 − · · · − n34
}
,
and define ∗(n, µ, n2, n3) ⊂ Z2, ∗(n, µ, n1, n2, n3) ⊂ Z,..., etc, similarly.
Notice that we have dropped the dependence on λ3, λ4 in (6.32); this is justified
a posteriori by using estimates which are independent of λ3, λ4. Now for each fixed
|n| ∈ N, |µ| < 3(N0)2, we write
∣∣∣ ∑
∗(n,µ)
(in1)
gn1(ω)gn2(ω)
〈n1〉〈n2〉 an3an4
∣∣∣2 = ∣∣∣ ∑
|n4|∼N4
|n4| 12−δan4
· 1|n4| 12−δ
( ∑
∗(n,µ,n4)
(in1)
gn1(ω)gn2(ω)
〈n1〉〈n2〉 an3
)∣∣∣2
.
∑
|n4|∼N4
1
|n4|1−2δ
∣∣∣ ∑
∗(n,µ,n4)
(in1)
gn1(ω)gn2(ω)
〈n1〉〈n2〉 an3
∣∣∣2,
by Cauchy-Schwarz in n4. For each fixed |n4| ∼ N4, µ < 3(N0)2, we write
∑
|n|∼N
∣∣∣ ∑
∗(n,µ,n4)
(in1)
gn1(ω)gn2(ω)
〈n1〉〈n2〉 an3
∣∣∣2 = ∑
|n|∼N
|
∑
|n3|∼N3
σn4,µn,n3 |n3|
1
2
−δan3 |2(6.33)
where σn4,µn,n3 is the (n, n3)
rd entry of a matrix σn4,µ (for n4, µ fixed) with columns
indexed by |n3| ∼ N3, and rows indexed by |n| ∼ N . These entries are given by
σn4,µn,n3 =
∑
(n1,n2)∈∗(n,n3,n4,µ)
(in1)
gn1(ω)gn2(ω)
〈n1〉〈n2〉|n3| 12−δ
.(6.34)
Let us also recall the following property of matrix norms: ‖A∗A‖ = ‖AA∗‖. Using
Cauchy Schwarz, the condition
∑
n3
|n3|1−2δ|a3(n3)|2 = 1, and applying Lemma 6.4,
we find
(6.33) . ‖(σn4,µ)∗σn4,µ‖
= ‖σn4,µ(σn4,µ)∗‖
≤ sup
|n|∼N
∑
|n3|∼N3
|σn4,µn,n3 |2 +
( ∑
n 6=n′
|n|,|n′|∼N
∣∣ ∑
|n3|∼N3
σn4,µn,n3σ
n4,µ
n′,n3
∣∣2) 12
=: I1(n4, µ) + I2(n4, µ).(6.35)
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To recap we now have
(6.32) . (N0)3δN
1
2
+δ
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T
sup
|µ|<3(N0)2
( ∑
|n4|∼N4
1
|n4|1−2δ (I1(n4, µ) + I2(n4, µ))
) 1
2
,(6.36)
and we estimate the contributions from I1(n4, µ) and I2(n4, µ) separately.
We remark that the sum in (6.34) has at most two terms. Indeed, for n, n3, n4,
and µ fixed, if (n1, n2) ∈ ∗(n, n3, n4, µ), then n2 is determined by n1 through the
condition n = n1 + · · · + n4, and n1 satisfies the equation µ = n3 − n31 − · · · − n34.
Since n1 6= −n2 (recall (6.24)), this is a non-degenerate quadratic equation in n1:
µ = n3 − n31 − · · · − n34
= n3 − n31 − (n− n1 − n3 − n4)3 − · · · − n34
= −3(n− n3 − n4)n21 − 3(n− n3 − n4)2n1 + n3
− (n− n3 − n4)3 − n33 − n34,(6.37)
with n− n3 − n4 = n1 + n2 6= 0, and this equation has at most two roots n1.
Then to estimate I1(n4, µ), for n, n3, n4, µ fixed, we bring the absolute value inside
the sum of (at most) two terms in (6.34) and apply Lemma 6.1 to obtain, for ω ∈ Ω˜T :
I1(n4, µ) ≤ sup
|n|∼N
∑
|n3|∼N3
(n1,n2)∈∗(n,n3,n4,µ)
|n1|2|gn1(ω)||gn2(ω)|
〈n1〉2〈n2〉2〈n3〉1−2δ
. T−β sup
|n|∼N
∑
|n3|∼N3
(n1,n2)∈∗(n,n3,n4,µ)
|n1|2
〈n1〉2−ǫ〈n2〉2−ǫ〈n3〉1−2δ
.
T−β
(N0)2−2ǫ−2δ−γ
∑
|n3|∼N3
1
〈n3〉1+γ .
T−β
(N0)2−2ǫ−2δ−γ
,(6.38)
where we have used N3 & max(N,N1) and N2 ≥ N3 ≥ N4 in the second last line.
Then we can estimate the contribution to (6.36) coming from I1(n4, µ) by
T−
β
2N
1
2
+δ
(N0)1−ǫ−5δ−
γ
2
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T
( ∑
|n4|∼N4
1
〈n4〉1−2δ
) 1
2
.
T−
β
2N
1
2
+δ
(N0)1−ǫ−6δ−γ
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T
( ∑
|n4|∼N4
1
〈n4〉1+γ
) 1
2
.
T−β
(NN1 · · ·N4)α (N1N2)
−ε‖u3‖ 1
2
−δ, 1
2
−δ,T‖u3‖ 1
2
−δ, 1
2
−δ,T .(6.39)
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To estimate I2(n4, µ), note that
I2(n4, µ) =
( ∑
n 6=n′
|n|,|n′|∼N
∣∣∣ ∑
|n3|∼N3
( ∑
∗(n,n3,n4,µ)
(in1)gn1(ω)gn2(ω)
〈n1〉〈n2〉〈n3〉 12−δ
)
( ∑
∗(n′,n3,n4,µ)
(−in′1)gn′1(ω)gn′2(ω)
〈n′1〉〈n′2〉〈n′3〉
1
2
−δ
)∣∣∣2) 12 .(6.40)
For each fixed n, n′, n4, µ, let
Fn,n′,n4,µ(ω) :=
∑
|n3|∼N3
n1,n2∈∗(n,µ,n3,n4)
n′1,n
′
2∈∗(n′,µ,n3,n4)
n1n
′
1gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)
〈n1〉〈n2〉〈n′1〉〈n′2〉〈n3〉1−2δ
.
Notice that Fn,n′,n4,µ(ω) := Fn,n′,n4,µ(u0,ω) is ρ-measurable (it is a polynomial function
of the randomized Fourier coefficients). By Lemma 6.2,
‖Fn,n′,n4,µ‖Lp(Ω) ≤
√
5(p− 1)2‖Fn,n′,n4,µ‖L2(Ω),
for each 2 < p < ∞. Then by Lemma 6.3 (applied with N˜ = (‖Fn,n′,n4,µ‖L2(Ω))−1,
α = 1 and k = 4) it follows that
P (|Fn,n′,n4,µ(ω)| ≥ λ) ≤ e−c‖Fn,n′,n4,µ‖
1
2
L2(Ω)
λ
1
2
.
Taking λ = ‖Fn,n′,n4,µ‖L2(Ω)(N0)2βT−2β, we have
P (|Fn,n′,n4,µ(ω)| ≥ ‖Fn,n′,n4,µ‖L2(Ω)(N0)2βT−2β) ≤ e−c
(N0)β
Tβ .
Let
ΩN,N1,...,N4,T :=
⋂
|n|∼N,|n′|∼N
|n4|∼N4,|µ|<3(N0)2
{
|Fn,n′,n4,µ(ω)| < ‖Fn,n′,n4,µ‖L2(Ω)(N0)2βT−2β
}
.
Then
P ((ΩN,N1,...,N4,T )
c) ≤
∑
|n|∼N,|n′|∼N
|n4|∼N4,|µ|<3(N0)2
P (|Fn,n′,n4,µ(ω)| ≥ ‖Fn,n′,n4,µ‖L2(Ω)(N0)2βT−2β)
≤
∑
|n|∼N,|n′|∼N
|n4|∼N4,|µ|<3(N0)2
e−c
(N0)β
Tβ ≤ N2(N0)2N4e−c
(N0)β
Tβ
≤ (N0)5e−c (N
0)β
Tβ ≤ (N0)−5κe− c˜Tβ ≤ (NN1 · · ·N4)−κe−
c˜
Tβ ,
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for some c˜(β), κ(β) > 0. Furthermore, if ω ∈ ΩN,N1,...,N4,T , then for each |n4| ∼
N4, |µ| < 3(N0)2, we have
I2(n4, µ) =
( ∑
n 6=n′
|n|,|n′|∼N
|Fn,n′,n4,µ(ω)|2
) 1
2
<
( ∑
n 6=n′
|n|,|n′|∼N
‖Fn,n′,n4,µ‖2L2(Ω)(N0)4βT−4β
) 1
2
.(6.41)
Next we compute
‖Fn,n′,n4,µ‖2L2(Ω) = E
(∣∣∣ ∑
|n3|∼N3
n1,n2∈∗(n,µ,n3,n4)
n′1,n
′
2∈∗(n′,µ,n3,n4)
−n1n′1gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)
〈n1〉〈n2〉〈n′1〉〈n′2〉〈n3〉1−2δ
∣∣∣2)
=
∑
|n3|,|m3|∼N3
(n1,n2)∈∗(n,µ,n3,n4), (n′1,n′2)∈∗(n′,µ,n3,n4)
(m1,m2)∈∗(n,µ,m3,n4), (m′1,m′2)∈∗(n′,µ,m3,n4)
(−n1n′1)(−m1m′1)
〈n1〉〈n2〉〈n′1〉〈n′2〉〈n3〉1−2δ〈m1〉〈m2〉〈m′1〉〈m′2〉〈m3〉1−2δ
E
(
gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)gm1(ω)gm2(ω)gm′1(ω)gm′2(ω)
)
.
.
1
(N0)6−4δ
∑
|n3|,|m3|∼N3
(n1,n2)∈∗(n,µ,n3,n4), (n′1,n′2)∈∗(n′,µ,n3,n4)
(m1,m2)∈∗(n,µ,m3,n4), (m′1,m′2)∈∗(n′,µ,m3,n4)∣∣E(gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)gm1(ω)gm2(ω)gm′1(ω)gm′2(ω))∣∣.(6.42)
Then combining (6.41) and (6.42) we have
I2(n4, µ) =
( ∑
n 6=n′
|n|,|n′|∼N
|Fn,n′,n4,µ(ω)|2
) 1
2
<
T−2β
(N0)3−2δ−2β
( ∑
n 6=n′, |n|,|n′|∼N, |n3|,|m3|∼N3
(n1,n2)∈∗(n,µ,n3,n4) (n′1,n′2)∈∗(n′,µ,n3,n4)
(m1,n2)∈∗(n,µ,m3,n4) (m′1,m′2)∈∗(n′,µ,m3,n4)∣∣E(gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)gm1(ω)gm2(ω)gm′1(ω)gm′2(ω))∣∣
) 1
2
<
T−2β
(N0)
3
2
−2δ−2β ,(6.43)
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by the following lemma.
Lemma 6.5. Let
S(n4, µ) :=
{
(n, n1,n2, n3, n
′, n′1, n
′
2, m1, m2, m3, m
′
1, m
′
2)
∣∣∣∣
n 6= n′, |n|, |n′| ∼ N, |n3|, |m3| ∼ N3
(n1, n2) ∈ ∗(n, µ, n3, n4), (n′1, n′2) ∈ ∗(n′, µ, n3, n4),
(m1, m2) ∈ ∗(n, µ,m3, n4), (m′1, m′2) ∈ ∗(n′, µ,m3, n4),
and E
(
gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)gm1(ω)gm2(ω)gm′1(ω)gm′2(ω)
)
6= 0
}
.
Then #{S(n4, µ)} < (N0)3.
The proof of Lemma 6.5 can be found in Section 5.2.5 of [29]. Using (6.43) and
Lemma 6.5, if ω ∈ ΩN,N1,...,N4,T , we can estimate the contribution to (6.36) coming
from I2(n4, µ) by
T−βN
1
2
+δ
(N0)
3
4
−5δ−β
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T
( ∑
|n4|∼N4
1
〈n4〉1−2δ
) 1
2
.
T−βN
1
2
+δ
(N0)
3
4
−6δ−β−γ
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T
( ∑
|n4|∼N4
1
〈n4〉1+2γ
) 1
2
.
T−β
(NN1 · · ·N4)α (N1N2)
−ε‖u3‖ 1
2
−δ, 1
2
−δ,T‖u4‖ 1
2
−δ, 1
2
−δ,T .(6.44)
Combining (6.27), (6.30), (6.31), (6.32), (6.36), (6.39) and (6.44), if ω ∈ Ω˜T ∩
ΩN,N1,...,N4,T , then the estimate (6.26) holds true.
It is straight forward to check that the crucial inequalities in lines (6.38) and
(6.43) remain true (using (6.25)) under permutations of the roles of (n1, n2, n3) in the
preceding analysis. In particular by exploiting the restriction (6.24). The analysis of
case 2.b.1. is complete.
• CASE 2.b.ii. One of ui of type (I), i = 1, 2, 3, others type (II).
We will begin by assuming u1 is type (I), and u2, u3 are type (II). We will discuss
modifications for other possibilities afterwards. In this case we establish the estimate
‖N−1|2.b.ii.(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
. T−3β
1
(NN1 · · ·N4)αN ε1
‖u2‖ 1
2
+δ, 1
2
−δ,T‖u3‖ 1
2
+δ, 1
2
−δ,T‖u4‖ 1
2
−δ, 1
2
−δ,T .(6.45)
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With the condition (6.25) we have
|n| 12+δ|n1|
|n1| 12−γ |n2| 12+δ−γ |n3| 12+δ−γ
.
1
(N0)δ−3γ
.
1
|n|γ
1
(NN1 · · ·N4)α(N1)ǫ .(6.46)
Using (6.46), (6.45) follows from
‖
( ∑
|n1|∼N1
|gn1(ω)|ein1x+in31t
|n1| 12+γ
)
f2f3u4‖−γ,− 1
2
+δ
. T−β‖f2‖γ, 1
2
−δ‖f3‖γ, 1
2
−δ‖u4‖ 1
2
−δ, 1
2
−δ(6.47)
To establish (6.47), notice that by Lemma 2.3 and Lemma 6.1, if ω ∈ Ω˜T , then∥∥∥∥∥ ∑
|n1|∼N1
|gn1(ω)|ein1x+in31t
|n1| 12+γ
∥∥∥∥∥
γ
2
, 1
2
−δ,T
. T−β
( ∑
|n1|∼N1
1
|n1|1+γ−2ε
) 1
2
. T−β,(6.48)
by taking ε = ε(γ) sufficiently small. Then using duality, Ho¨lder’s inequality, (2.10)
and (6.48),
|
∫ ∑
v ·
( ∑
|n1|∼N1
|gn1(ω)|ein1x+in31t
|n1| 12+γ
)
f2f3u4dxdt|
≤ ‖v‖L5x,t
∥∥∥∥∥ ∑
|n1|∼N1
|gn1(ω)|ein1x+in31t
|n1| 12+γ
∥∥∥∥∥
L5x,t
∏
j=2,3
‖fj‖L5x,t‖u4‖L5x,t
. ‖v‖ γ
2
, 1
2
−δ
∥∥∥∥∥ ∑|n1|∼N1
|gn1(ω)|ein1x+in31t
|n1| 12+γ
∥∥∥∥∥
γ
2
, 1
2
−δ
∏
j=2,3
‖fj‖ γ
2
, 1
2
−δ‖u4‖ γ
2
, 1
2
−δ
. T−β‖v‖γ, 1
2
−δ‖f2‖γ, 1
2
−δ‖f3‖γ, 1
2
−δ‖u4‖ 1
2
−δ, 1
2
−δ,
and (6.47) holds for ω ∈ Ω˜T .
It is easy to verify that the crucial inequality, (6.46), remains true (by (6.25)) if
we permute the roles of (n1, n2, n3) in the preceding analysis. The analysis of Case
2.b.ii. is complete.
• CASE 2.b.iii. u1,u2,u3 all type (II).
In this subcase we establish the deterministic estimate
‖N−1|2.b.iii.(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
.
1
(NN1 · · ·N4)α
3∏
j=1
‖uj‖ 1
2
+δ, 1
2
−δ,T‖u4‖ 1
2
−δ, 1
2
−δ,T .(6.49)
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Using (6.25) we find
|n| 12+δ|n1|
|n1| 12+δ−γ |n2| 12+δ−γ |n3| 12+δ−γ
..
1
(N0)2δ−3γ
.
1
|n|γ(NN1 · · ·N4)α .
Then (6.49) follows from
‖f1f2f3u4‖−γ,− 1
2
+δ .
3∏
j=1
‖fj‖γ, 1
2
−δ‖u4‖ 1
2
−δ, 1
2
−δ.
By duality, the last estimate is equivalent to
|
∑∫
v · f1f2f3u4dxdt| . ‖v‖γ, 1
2
−δ
3∏
j=1
‖fj‖γ, 1
2
−δ‖u4‖ 1
2
−δ, 1
2
−δ.(6.50)
We obtain (6.50) with Ho¨lder’s inequality and (2.10)
|
∑∫
v · f1f2f3u4dxdt| ≤ ‖v‖L5x,t
3∏
j=1
‖fj‖L5x,t‖u4‖L5x,t
. ‖v‖γ, 1
2
−δ
3∏
j=1
‖fj‖γ, 1
2
−δ‖u4‖ 1
2
−δ, 1
2
−δ.
This concludes the justification of (6.49), and case 2.b. is complete.
• CASE 2.c. N3 ≪ N0 and N2N3N4 & N0N1|n0 + n1|.
Observe that the assumptions of this case provide the additional condition
N3N4 & N0,(6.51)
otherwise we would find (N0)2 . N0N1|n0 + n1| . N2N3N4 ≤ N0N3N4 ≪ (N0)2, a
contradiction. In this region, we also have
N2N3N4 & N
2N3N4 & N0N1|n0 + n1| ∼ (N0)2|n0 + n1|.(6.52)
Then we find, by (6.52),
|n| 12+δ|n1|
|n1| 12−2δ|n2n3n4| 12−2δ
.
(N0)7δ
|n0 + n1| 12−2δ .
1
(N0)δ
,(6.53)
unless |n0+n1| ≪ (N0) 16δ1−4δ . If (6.53) holds, we can proceed with (a modification of)
the method used in case 2.b.iii to establish
‖N−1|2.c.iii.a.1.(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T .
1
(NN1 · · ·N4)α
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
−δ,T .
We therefore assume that
|n0 + n1| ≪ (N0) 16δ1−4δ ,(6.54)
for the remainder of case 2.c.
• CASE 2.c.i. u1 type (I) and two of u2, u3, u4 type (I).
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Let us assume that u1, u2 and u3 are all of type (I). We will discuss the other
possibilities afterwards. In this case we establish
‖N−1|case 2.c(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ
. T−3β
1
(NN1 · · ·N4)α
1
(N1N2N3)ε
‖u4‖ 1
2
−δ, 1
2
−δ,T .(6.55)
Using the representation (6.28) for u4, we apply the Minkowski inequality in λ4 to
find
‖N−1|case 2.c(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ
. ‖u4‖ 1
2
+δ, 1
2
−δ(N
0)δ
· sup
λ4,µ≪(N0)2
∣∣∣ ∑
|n|∼N
|n|1+2δ
∣∣∣ ∑
∗(n,µ+λ4)∩case 2.c.
(in1)
gn1(ω)gn2(ω)gn3(ω)
〈n1〉〈n2〉〈n3〉 aλ4(n4)
∣∣∣2∣∣∣ 12
. ‖u4‖ 1
2
+δ, 1
2
−δ(N
0)δN
1
2
+δ
· sup
µ≪(N0)2
∣∣∣ ∑
|n|∼N
∣∣∣ ∑
∗(n,µ)∩case 2.c.
(in1)
gn1(ω)gn2(ω)gn3(ω)
〈n1〉〈n2〉〈n3〉 an4
∣∣∣2∣∣∣ 12 ,(6.56)
where
∑
n4
|n4|1−2δ|an4 |2 = 1. We have dropped the dependence on λ4 in the previous
expression; this is justified a posteriori by obtaining estimates which are uniform in
λ4. For each fixed µ, we consider∑
|n|∼N
∣∣∣ ∑
∗(n,µ)∩case 2.c.
(in1)
gn1(ω)gn2(ω)gn3(ω)
〈n1〉〈n2〉 an4
∣∣∣2
=
∑
|n|∼N
|
∑
n4
σµn,n4|n4|
1
2
−δan4 |2(6.57)
where σµn,n4 is the (n, n4) entry of a matrix σµ (for µ fixed) with columns indexed by
|n4| ∼ N4, and rows indexed by |n| ∼ N . That is, the entries of this matrix are given
by
σµn,n4 =
∑
∗(n,n4,µ)∩case 2.c.
in1gn1(ω)gn2(ω)gn3(ω)
〈n1〉〈n2〉〈n3〉|n4| 12−δ
Then by Lemma 6.4
(6.57) . ‖(σµn,n4)∗σµn,n4‖ = ‖σµn,n4(σµn,n4)∗‖
≤ sup
|n|∼N
∑
n4
|σµn,n4|2 +
(∑
n 6=n′
∣∣∑
n4
σµn,n4σ
µ
n′,n4
∣∣2) 12
= I1(µ) + I2(µ).(6.58)
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To estimate I1(µ) = sup
|n|∼N
∑
n4
|σµn,n4|2, we consider Fn,n4,µ(ω) := σµn,n4(ω), then by
Lemma 6.2,
‖Fn,n4,µ‖Lp(Ω) ≤ p
3
2‖Fn,n4,µ‖L2(Ω),
for each 2 < p <∞. Applying Lemma 6.3 it follows that
P (|Fn,n4,µ(ω)| ≥ λ) ≤ e−c‖Fn,n4,µ‖
2
3
L2(Ω)
λ
2
3
.
Taking λ = ‖Fn,n4,µ‖L2(Ω)(N0)
3β
2 T−
3β
2 , we have
P (|Fn,n4,µ(ω)| ≥ ‖Fn,n4,µ‖L2(Ω)(N0)
3β
2 T−
3β
2 ) ≤ e−c (N
0)β
Tβ .
Then letting Ωn,N1,N2,N3,n4,µ,T := {|Fn,n4,µ(ω)| ≥ ‖Fn,n4,µ‖L2(Ω)(N0)
3β
2 T−
3β
2 } and
ΩN,N1,N2,N3,N4,T :=
⋂
|n|∼N,|n4|∼N4,|µ|<(N0)2
Ωn,N1,N2,N3,n4,µ,T ,
we have
P (ΩcN,N1,N2,N3,N4,T ) ≤
∑
|n|∼N,|n4|∼N4,|µ|<(N0)2
e−c
(N0)β
Tβ . (N0)4e−c
(N0)β
Tβ . (N0)0−e−
c′
Tβ .
Then for each |µ| ≪ (N0)2, if ω ∈ ΩN,N1,N2,N3,N4,T ,
I1(µ) . sup
|n|∼N
∑
|n4|∼N4
|Fn,n4,µ(ω)|2 . (N0)3βT−3β sup
|n|∼N
∑
|n4|∼N4
‖Fn,n4,µ‖2L2(Ω).(6.59)
We compute that
‖Fn,n4,µ‖2L2(Ω) = E
(∣∣∣∣∣ ∑
(n1,n2,n3)∈∗(n,n4,µ)∩case2(c)
(in1)gn1(ω)gn2(ω)gn3(ω)
〈n1〉〈n1〉〈n1〉|n4| 12−δ
∣∣∣∣∣
2)
.
∑
(n1,n2,n3)∈∗(n,n4,µ)∩case 2.c.
(m1,m2,m3)∈∗(n,n4,µ)∩case 2.c.
1
(N2N3)2N
1−2δ
4
· |E(gn1(ω)gn2(ω)gn3(ω)gm1(ω)gm2(ω)gm3(ω))|(6.60)
To bound this sum we use the following lemma.
Lemma 6.6. Let
S(n, µ) :=
{
(n1,n2, n3, n4, m1, m2, m3)
∣∣∣∣ |n4| ∼ N4,
(n1, n2, n3) ∈ ∗(n, n4, µ), (m1, m2, m3) ∈ ∗(n, n4, µ),
(n, n1, n2, n3, n4), (n,m1, m2, m3, n4) ordered such that n
0 6= −n1,
E(gn1(ω)gn2(ω)gn3(ω)gm1(ω)gm2(ω)gm3(ω)) 6= 0
}
.
Then #{S(n, µ)} < min(N1N2, N1N3, N2N3).
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The proof of Lemma 6.6 can be found in Section 5.2.5 of [29]. By combining
(6.57)-(6.60) and Lemma 6.6, the contribution to (6.56) from I1(µ) is bounded by
‖u4‖ 1
2
−δ, 1
2
−δ(N
0)δN
1
2
+δ sup
|µ|<(N0)2
I1(µ) .
T−
3β
2 (N0)δ+
β
2N
1
2
+δ
(N2N3)
1
2N
1
2
−δ
4
‖u4‖ 1
2
−δ, 1
2
−δ
.
T−
3β
2 (N0)2δ+
β
2N
1
2
+δ
N0
‖u4‖ 1
2
−δ, 1
2
−δ
.
T−
3β
2
(NN1 · · ·N4)α (N1N2N3)
−ε‖u4‖ 1
2
−δ, 1
2
−δ.
It remains to control the contribution to (6.56) from I2(µ). Consider
I2(µ) =
(∑
n 6=n′
∣∣∣ ∑
|n4|∼N4
σµn,n4σ
µ
n′,n4
∣∣∣2) 12 = (∑
n 6=n′
|Gn,n′,µ(ω)|2
) 1
2
,(6.61)
where, for each fixed n, n′, µ, we have taken
Gn,n′,µ(ω) :=
∑
|n4|∼N4
(n1,n2,n3)∈∗(n,n4,µ)∩case 2.c.
(n′1,n
′
2,n
′
3)∈∗(n′,n4,µ)∩case 2.c.
−n1n′1gn1(ω)gn2(ω)gn3(ω)gn′1(ω)gn′2(ω)gn′3(ω)
〈n1〉〈n2〉〈n3〉〈n′1〉〈n′2〉〈n′3〉〈n4〉1−2δ
.
By Lemma 6.2 we have
‖Gn,n′,µ‖Lp(Ω) ≤ p3‖Gn,n′,µ‖L2(Ω),
for each 2 < p <∞. With Lemma 6.3 it follows that
P (|Gn,n′,µ(ω)| ≥ λ) ≤ e−c‖Gn,n′,µ‖
− 13
L2(Ω)
λ
1
3
.
Taking λ = ‖Gn,n′,µ‖L2(Ω)(N0)3βT−3β, we have
P (|Gn,n′,µ(ω)| ≥ ‖Gn,n′,µ‖L2(Ω)(N0)3βT−3β) ≤ e−c
(N0)β
Tβ .
Then letting Ωn,n′,N1,N2,N3,N4,µ,T := {|Gn,n′,µ(ω)| ≥ ‖Gn,n′,µ‖L2(Ω)(N0)3βT−3β} and
ΩN,N1,N2,N3,N4,T :=
⋂
|n|,|n′|∼N,|µ|<(N0)2
Ωn,n′,N1,N2,N3,N4,µ,T ,
we have
P (ΩcN,N1,N2,N3,N4,T ) ≤
∑
|n|,|n′|∼N,|µ|<(N0)2
e−c
(N0)β
Tβ . (N0)4e−c
(N0)β
Tβ
. (N0)0−e−
c′
Tβ ,
for some c′ > 0. Then for each |µ| ≪ (N0)2, if ω ∈ ΩN,N1,N2,N3,N4,T ,
I2(µ) .
(∑
n 6=n′
|Gn,n′,µ(ω)|2
) 1
2 ≤ T−3β(N0)3β
(∑
n 6=n′
‖Gn,n′,µ‖2L2(Ω)
) 1
2
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We compute that∑
n 6=n′
‖Gn,n′,µ‖2L2(Ω)
=
∑
n 6=n′
E
(∣∣∣∣∣ ∑
|n4|∼N4
(n1,n2,n3)∈∗(n,n4,µ)∩case 2.c.
(n′1,n
′
2,n
′
3)∈∗(n′,n4,µ)∩case 2.c.
−n1n′1gn1(ω)gn2(ω)gn3(ω)gn′1(ω)gn′2(ω)gn′3(ω)
〈n1〉〈n2〉〈n3〉〈n′1〉〈n′2〉〈n′3〉〈n4〉1−2δ
∣∣∣∣∣
2)
.
∑
|n|,|n′|∼N,|n4|,|m4|∼N4
(n1,n2,n3)∈∗(n,n4,µ)
(n′1,n
′
2,n
′
3)∈∗(n′,n4,µ)
(m1,m2,m3)∈∗(n,m4,µ)
(m′1,m
′
2,m
′
3)∈∗(n′,m4,µ)
1
(N2N3)4N
2−4δ
4
E(gn1(ω)gn2(ω)gn3(ω)gn′1(ω)gn′2(ω)gn′3(ω)
· gm1(ω)gm2(ω)gm3(ω)gm′1(ω)gm′2(ω)gm′3(ω))
(6.62)
To control this sum we establish the following lemma.
Lemma 6.7. Let
S(µ) :=
{
(n, n′, n1, n2, n3, n
′
1, n
′
2, n
′
3, m1, m2, m3, m
′
1, m
′
2, m
′
3)
∣∣∣∣∣
|n|, |n′| ∼ N, |n4|, |m4| ∼ N4, (n1, n2, n3) ∈ ∗(n, n4, µ),
(n′1, n
′
2, n
′
3) ∈ ∗(n′, n4, µ), (m1, m2, m3) ∈ ∗(n,m4, µ)
(m′1, m
′
2, m
′
3) ∈ ∗(n′, m4, µ),with n0 6= −n1 in all quintuples,
|n0 + n1| ≪ (N0) 16δ1−4δ , and
E(gn1(ω)gn2(ω)gn3(ω)gn′1(ω)gn′2(ω)gn′3(ω)
· gm1(ω)gm2(ω)gm3(ω)gm′1(ω)gm′2(ω)gm′3(ω)) 6= 0
}
.
Then #{S(µ)} . (N0)3+ 32δ1−4δ .
The proof of Lemma 6.7 can be found in Section 5.2.5 of [29]. Using (6.25) we have
1
(N2N3)4N
2−4δ
4
=
N2+4δ4
(N2N3N4)4
.
N2+4δ4
(N0)8
. .
1
(N0)6−4δ
(6.63)
By combining (6.63) with Lemma 6.7 we have
(6.62) .
1
(N0)3−4δ−
32δ
1−4δ
(6.64)
INVARIANCE OF THE GIBBS MEASURE FOR THE PERIODIC QUARTIC GKDV 79
Then from (6.64) we can estimate the contribution to (6.56) coming from I2(µ) by
‖u4‖ 1
2
−δ, 1
2
−δ(N
0)δN
1
2
+δ sup
|µ|<(N0)2
I2(µ) . ‖u4‖ 1
2
−δ, 1
2
−δ
T−
3β
2 (N0)δ+
3β
2 N
1
2
+δ
(N0)
3
4
−δ− 8δ
1−4δ
.
T−
3β
2
(NN1 · · ·N4)α (N1N2N3)
−ε‖u4‖ 1
2
−δ, 1
2
−δ,
for δ, β, α > 0 sufficiently small. It is clear that the previous analysis applies upon
permutation of the variables n2, n3 and n4, as we did not use the ordering N2 ≥ N3 ≥
N4 in this case (see Remark 5.4 in [29]). The analysis of case 2.c.i. is complete.
• CASE 2.c.ii. u1 type (II), and u2, u3, u4 type (I).
In this case we proceed precisely as in case 2.c.ii, swapping the roles of n1 and n4.
The analysis requires modification in the lines (6.60) and (6.62), where we need to
include the factor
N1−2δ1
(N2N3N4)2
instead of
1
(N2N3)2N
1−2δ
4
. In order to estimate (6.60),
by N2 ≥ N3 ≥ N4 and (6.52), we find
1
N22N3N4
≤ 1
(N2N3N4)
4
3
.
1
(N0)
8
3
,
and we have
(N0)2δN1+2δN1−2δ1
N22N3N4
.
1
(N0)
2
3
−2δ .
By combining this inequality with Lemma 6.7 (with n1 and n4 swapped) we can
estimate the contribution from I1(µ) as we did in case 2.c.i.
In the modification of (6.62), we consider
(N1)
2−4δ
(N2N3N4)4
.
(N1)
2−4δ
(N0)8
.
1
(N0)6+4δ
,
which is precisely the conclusion we reached in case 2.c.i. These are the only mod-
ifications required to estimate the contribution from I2(µ), and the analysis of case
2.c.ii. is complete.
• CASE 2.c.iii: Two type (I), two type (II).
We will consider further subcases.
• CASE 2.c.iii.a: u1 type (II).
• CASE 2.c.iii.a.1: u4 type (I).
• CASE 2.c.iii.a.2: u4 type (II).
• CASE 2.c.iii.b: u1 type (I).
We proceed with the analysis of each subcase.
• CASE 2.c.iii.a: u1 type (II).
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• CASE 2.c.iii.a.1: u4 type (I).
Let us assume that u1, u2 are of type (II), and u3, u4 are of type (I). It is easily
verified (a posteriori) that the analysis of this subcase is symmetric with respect to
the functions u2 and u3, and therefore, the preceding assumption holds without loss
of generality.
In this case we exploit one more condition which restricts the size of N4. Specifi-
cally, we notice that if N4 ≥ (N0) 23+5δ, then we have, using N2 ≥ N3 ≥ N4,
|n| 12+δ|n1|
|n1| 12−2δ|n2n3n4| 12−2δ
.
(N0)1+3δ
(N0)3(
1
2
−2δ)( 2
3
+5δ)
.
1
(N0)
δ
2
−30δ2 .(6.65)
Once again, if (6.65) holds, we can proceed with (a modification of) the method used
in case 2.b.iii to establish
‖N−1|case 2.c.(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T .
1
(NN1 · · ·N4)α
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
−δ,T .
We therefore assume for the remainder of this case that
N4 ≪ (N0) 23+5δ.(6.66)
We consider
N
1
2
+δN1
(N1N2)
1
2
+ 11δ
12 (N3N4)
1
2
− δ
12
≤ N
1
2
+δN1(N3N4)
δ
(N1N2N3N4)
1
2
+ 11δ
12
≤ (N
0)1+
13δ
12 N δ4
(N2N3N4)
1
2
+ 11δ
12
≤ (N
0)1+
13δ
12 (N0)(
2
3
+5δ)δ
(N0)1+
11δ
6
≤ 1
(N0)
δ
12
−5δ2(6.67)
By using (6.67) and (a modification of) the methods of case 2.b.iii. we establish
‖N−1|2.c.(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
.
T−β
(NN1 · · ·N4)α (N3N4)
−ε‖u1‖ 1
2
+δ, 1
2
−δ,T‖u2‖ 1
2
+δ, 1
2
−δ,T ,(6.68)
and the analysis of case 2.c.iii.a.1. is complete.
• CASE 2.c.iii.a.2: u4 type (II).
In this case we can obtain a stronger restriction on N4. More precisely, we have
|n| 12+δ|n1|
|n1| 12+δ−γ|n2| 12−γ|n3| 12−γ|n4| 12+δ−γ
=
|n| 12+δ|n1| 12−δ+γ
|n2n3n4| 12−γ|n4|δ
.
(N0)3γ
N δ4
.
1
(N0)γ
,(6.69)
unless N δ4 ≪ (N0)4γ . If (6.69) holds, we can proceed with a straightforward modi-
fication of the method in case 1.b.ii. Therefore, by taking γ = γ(δ) > 0 sufficiently
small, we may assume that
N4 ≪ (N0)δ,(6.70)
for the remainder of this case.
Given the defining condition of case 2.c.iii., we must have u1, u4 of type (II), and
u2, u3 of type (I). The analysis of this case closely follows the method of case 2.b.i.
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Indeed, the analysis is identical until the line (6.36), where, due to the assumption
u1, u4 ∈ X
1
2
+δ, 1
2
−δ
T (instead of X
1
2
−δ, 1
2
−δ
T ), we obtain
‖N−1|case 2.c.iii(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
. (N0)δ
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T
sup
|µ|<3(N0)2
∥∥∥∥∥〈n〉 12+δ ∑∗(n,µ)∩case 2.c.(in1)a1(n1)a4(n4)
gn2(ω)gn3(ω)
|n2||n3|
∥∥∥∥∥
L2|n|∈N
,(6.71)
where
∑
ni
|ni|1+2δ|ani |2 = 1, for i = 1, 4.
From here we continue to proceed as in case 1.b.i., but more precisely n3 will play
the role played by n1 in case 1.b.i. The analysis proceeds in this way, with only minor
modifications (replacing powers of 1
2
− δ with 1
2
+ δ in some places), until we estimate
I1(n4, µ) as in line (6.38), and apply Lemma 6.1 to obtain, for ω ∈ Ω˜T :
I1(n4, µ) ≤ sup
|n|∼N
∑
|n1|∼N1
(n2,n3)∈∗(n,n1,n4,µ)∩case 2.c.
|n1|2|gn2(ω)||gn3(ω)|
|n1|1+2δ|n3|2|n4|2
≤ T−β sup
|n|∼N
∑
(n1,n2,n3)∈∗(n,n4,µ)∩case 2.c.
|n1|1−2δ
|n2|2−ε|n3|2−ε .(6.72)
We will need the following lemma.
Lemma 6.8. Let
S(n, n4, µ) := {(n1, n2, n3) : (n1, n2, n3) ∈ ∗(n, n4, µ) and (6.54) holds}.
Then we have |S(n, n4, µ)| < (N0) 16δ1−4δ .
The proof of Lemma 6.8 can be found in Section 5.2.5 of [29]. Combining (6.72)
and Lemma 6.8 we have
I1(n4, µ) ≤ T−β (N
0)
16δ
1−4δN1−2δ1
N2−ε2 N
2−ε
3
≤ T−β (N
0)
2δ
1−4δN1−2δ1 N
2−ε
4
N2−ε2 N
2−ε
3 N
2−ε
4
≤ T−β N
1−2δ
1 N
2−ε
4
(N0)4−2ε−
16δ
1−4δ
. T−β
N1−2δ1 (N
0)2δ−εδ
(N0)4−2ε−
16δ
1−4δ
.
T−β
(N0)3−(2+δ)ε−
16δ
1−4δ
.(6.73)
Notice that we have applied (6.52) and (6.70) in the previous lines. From here the
estimates on (the contribution from) I1(n4, µ) proceed as in case 2.b.i.
In the analysis of the contribution from I2(n4, µ), we have to modify our analysis
once again. In particular, in the line of inequalities in (6.42), we need to obtain the
same prefactor of (N0)−(6−). This is done quite easily by following the approach used
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in (6.73) above. We find
n1n
′
1m1m
′
1
〈n1〉1+2δ〈n2〉〈n′1〉1+2δ〈n′2〉〈n3〉〈m1〉〈m2〉〈m′1〉〈m′2〉〈m3〉
.
N2−4δ1 N
4
4
(N2N3N4)4
.
N2−4δ1 (N
0)4δ
(N0)8
.
1
(N0)6
,
and from here the analysis proceeds as in case 2.b.i. This completes the analysis of
case 2.c.iii.a.
• CASE 2.c.iii.b: u1 type (I).
As in case 2.c.iii.a., we pivot on the type of the u4 factor, producing two more
subcases.
• CASE 2.c.iii.b.1: u4 type (I).
In this case we have u1, u4 type (I), and u2, u3 type (II). We find
|n| 12+δ|n1|
|n1| 12−γ |n2n3| 12+δ−γ |n4| 12−γ
.
|n| 12+δ|n1| 12+γ |n4|δ
|n2n3n4| 12+δ−γ
.
|n| 12+δ|n1| 12+γ |n4|δ
(N0)1+2δ−2γ
.
N4
δ
(N0)δ−2γ
.
1
(N0)
δ
3
−3γ−5δ2 .(6.74)
In the preceding inequalities, we have applied both (6.54) and (6.66). Having estab-
lished (6.74), we can proceed with a straight-forward modification the method used
in case 2.b.ii.
• CASE 2.c.iii.b.2: u4 type (II).
In this case, there are two possibilities. We have either that u1, u2, u3, u4 are types
(I)(I)(II)(II), respectively, or that they are types (I)(II)(I)(II). Let us consider the
case (I)(I)(II)(II), and briefly describe the adaptation to (I)(II)(I)(II) throughout.
Once again, the analysis of this case closely follows the method of case 2.b.i. Indeed,
the analysis is identical until we estimate I1(n4, µ) as in line (6.38), and apply Lemma
6.1 to obtain, for ω ∈ Ω˜T :
I1(n4, µ) ≤ T−β sup
|n|∼N
∑
|n1|∼N1
(n2,n3)∈∗(n,n1,n4,µ)∩case 2.c.
|n1|2|gn1(ω)||gn2(ω)|
|n1|2|n2|2|n3|1+2δ
≤ T−β−ε sup
|n|∼N
∑
(n1,n2,n3)∈∗(n,n4,µ)∩case 2.c.
|n1|ε
|n2|2−ε|n3|1+2δ
.
|N1|ε(N0) 16δ1−4δ
|N2|2−ε|N3|1+2δ .
(N0)ε+
16δ
1−4δN1+2δ4
|N2|1−ε+2δ(N0)2+4δ .
1
(N0)
4
3
− 7δ
3
−10δ2−ε− 16δ
1−4δ
.(6.75)
In the previous lines, we have applied Lemma 6.8, (6.52) and (6.70). The inequality
(6.75) is enough to estimate the contribution from I(n4, µ) as in case 1.b.i. Indeed, it
is easily verified that, from the inequality (6.75), we only require a negative power of
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N0 with magnitude greater than 1+. Note that, by taking ε, δ > 0 sufficiently small,
this is exactly what we have accomplished. Let us pause to remark that the analysis
above is easily accomplished with types (I)(II)(I)(II) as well.
Before we estimate the contribution from I2(n4, µ), let us first observe that, in the
case of types (I)(I)(II)(II), we can obtain a stronger restriction on the size of N2.
More precisely, we have
|n| 12+δ|n1|
|n1| 12−γ|n2| 12−γ |n3n4| 12+δ−γ
.
|n| 12+δ|n1| 12+γ |n2|δ
|n2n3n4| 12+δ−γ
.
|n| 12+δ|n1| 12+γ |n2|δ
(N0)1+2δ−2γ
.
N2
δ
(N0)δ−3γ
.
1
(N0)
δ
5
−3γ ,(6.76)
unless N2 & (N
0)
4
5 . If (6.76) holds, we can proceed with a modification of the analysis
in case 1.b.ii. We will therefore assume, for the remainder of this case, that
N2 & (N
0)
4
5 .(6.77)
Turning to the contribution from I2(n4, µ), we proceed with the analysis of case
2.b.i. until (6.42), where we find, using (6.77),
‖Fn,n′,n4,µ‖2L2(Ω) = E
(∣∣∣ ∑
|n3|∼N3
n1,n2∈∗(n,µ,n3,n4)
n′1,n
′
2∈∗(n′,µ,n3,n4)
−n1n′1gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)
〈n1〉〈n2〉〈n′1〉〈n′2〉〈n3〉1+2δ
∣∣∣2)
=
∑
|n3|,|m3|∼N3
(n1,n2)∈∗(n,µ,n3,n4), (n′1,n′2)∈∗(n′,µ,n3,n4)
(m1,m2)∈∗(n,µ,m3,n4), (m′1,m′2)∈∗(n′,µ,m3,n4)
(−n1n′1)(−m1m′1)
〈n1〉〈n2〉〈n′1〉〈n′2〉〈n3〉1+2δ〈m1〉〈m2〉〈m′1〉〈m′2〉〈m3〉1+2δ
E
(
gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)gm1(ω)gm2(ω)gm′1(ω)gm′2(ω)
)
.
.
1
(N0)
16
5 N2+4δ3
∑
|n3|,|m3|∼N3
(n1,n2)∈∗(n,µ,n3,n4), (n′1,n′2)∈∗(n′,µ,n3,n4)
(m1,m2)∈∗(n,µ,m3,n4), (m′1,m′2)∈∗(n′,µ,m3,n4)∣∣E(gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)gm1(ω)gm2(ω)gm′1(ω)gm′2(ω))∣∣.(6.78)
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Then combining (6.41) and (6.78), we have
I2(n4, µ) =
( ∑
n 6=n′
|n|,|n′|∼N
|Fn,n′,n4,µ(ω)|2
) 1
2
<
T−2β
(N0)
8
5N1+2δ3
( ∑
n 6=n′, |n|,|n′|∼N, |n3|,|m3|∼N3
(n1,n2)∈∗(n,µ,n3,n4) (n′1,n′2)∈∗(n′,µ,n3,n4)
(m1,n2)∈∗(n,µ,m3,n4) (m′1,m′2)∈∗(n′,µ,m3,n4)∣∣E(gn1(ω)gn2(ω)gn′1(ω)gn′2(ω)gm1(ω)gm2(ω)gm′1(ω)gm′2(ω))∣∣
) 1
2
.
T−2β
(N0)
8
5
sup
|n3|,|m3|∼N3
( ∑
(n,n1,n2)∈∗(µ,n3,n4) (n′,n′1,n′2)∈∗(µ,n3,n4)
(n,m1,m2)∈∗(µ,m3,n4) (n′,m′1,m′2)∈∗(µ,m3,n4)
) 1
2
.
T−2β
(N0)
8
5
− 32δ
1−4δ
.
T−2β
(N0)
3
2
,(6.79)
by taking δ > 0 sufficiently small. Let us remark that, to obtain (6.79) above, we
have applied Lemma 6.8, (6.52) and (6.77). With (6.79), we have established an
estimate superior to (6.43), and the remaining analysis of this case follows case 2.b.i.
With the combination of types (I)(II)(I)(II), we can follow the same scheme to
estimate the contribution from I2(n4, µ), but the roles of n2 and n3 are swapped
(including (6.77), which in this case restricts the size of N3).
This completes the analysis of case 2.c.iii.
• CASE 2.c.iv: At least 3 of u1, u2, u3, u4 of type (II).
We consider subcases. In each subcase, we follow the method of case 2.b.ii.
• CASE 2.c.iv.1: u1, u2, u3, u4 of types (I)(II)(II)(II), respectively.
In this case, we find
|n| 12+δ|n1|
|n1| 12−γ |n2n3n4| 12+δ−γ
.
1
(N0)δ−3γ
.(6.80)
Using (6.80), we may proceed as in case 2.b.ii.
•CASE 2.c.iv.2: u1, u2, u3, u4 of types (II)(I)(II)(II), (II)(II)(I)(II) or (II)(II)(II)(I),
respectively.
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Suppose u1, u2, u3, u4 are of types (II)(I)(II)(II). In this case, we find
|n| 12+δ|n1|
|n1| 12+δ−γ |n2| 12−γ|n3n4| 12+δ−γ
.
|n| 12+δ|n1| 12−δ+γ |n2|δ
|n2n3n4| 12+δ−γ
.
|n2|δ
(N0)2δ−3γ
.
1
(N0)δ−3γ
.(6.81)
Again, using (6.81), we may proceed as in case 2.b.ii. It is trivial to verify that this
approach applies with types (II)(II)(I)(II) and (II)(II)(II)(I) as well, and this case is
complete.
• CASE 2.c.iv.3: u1, u2, u3, u4 all type (II).
We consider
|n| 12+δ|n1|
|n1| 12+δ−γ |n2n3n4| 12+δ−γ
.
1
(N0)2δ−3γ
,(6.82)
and once again revert to the analysis of case 2.b.ii.
This completes the analysis of case 2.c.iv., our final case, and the proof of Propo-
sition 6.3 is complete.

6.3. Probabilistic heptilinear estimates. In this subsection we prove Proposi-
tion 6.2. This proof will be somewhat probabilistic in nature; it will incorporate the
randomized data u0,ω and make use of Lemma 6.1. This probabilistic analysis will be
simpler, however, than the analysis used in the proof of Proposition 6.3. In particu-
lar we will not need Lemmas 6.2-6.3 (hypercontractivity of the Ornstein-Uhlenbeck
semigroup).
The proof of Proposition 6.2 will rely on a certain (deterministic) cancelation in
one region of frequency space. This cancelation is one of the more delicate points of
this paper; we proceed to discuss its details before we begin the proof of Proposition
6.2.
As mentioned in Remark 6, it is in fact necessary that we explain these details
before starting the proof of Proposition 6.2. Indeed, in the statement of Proposition
6.2 and during the proof of Theorem 1, our use of the notation N (u1, u2, u3, u4) and
N1(D(u5, u6, u7, u8), u2, u3, u4) with different input functions is somewhat misleading.
When we write N (u1, u2, u3, u4) and N1(D(u5, u6, u7, u8), u2, u3, u4) in this paper,
if any of the input functions differ, we do not mean for these expressions to be
interpreted literally. Instead, these expressions are defined through a decomposition
in frequency space, with a certain cancelation enforced in a problematic region. There
are two important questions that arise: 1. What is the nature of this cancelation? 2.
Why are we allowed to enforce this cancelation?
Before we answer question 1 in detail, let us forecast the answer to question 2. The
crucial point here is that this cancelation only applies when the functions u2, . . . , u8
placed into the nonlinearity N1(D(u5, u6, u7, u8), u2, u3, u4) are all the same (u =
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u2 = · · · = u8). Luckily, during the proof of Theorem 1, when we establish (4.2)-
(4.5), we will only need to consider the nonlinearity with different input functions
through the addition and subtraction such terms, in order to produce factors on the
right-hand side of the nonlinear estimates with the difference of two solutions (e.g.
uN − uM) inserted (see (4.17) and (4.21)). Because we are adding and subtracting
these factors, we can define N (u1, u2, u3, u4) and N1(D(u5, u6, u7, u8), u2, u3, u4), with
different input functions, to be any multilinear expressions that are suitable to our
needs. We will only modify the definitions (from literal interpretation) in a single
region of frequency space (a subset of A1), to ensure that the cancelation which holds
when u = u2 = · · · = u8 is preserved for different input functions.
We proceed to identify the cancelation, and to properly define N (u1, u2, u3, u4)
and N1(D(u5, u6, u7, u8), u2, u3, u4) with different input functions. Following these
definitions, we will present the proof of Proposition 6.2. First suppose all factors are
the same, and consider
N1(D(u, u, u, u), u, u, u)∧(n, τ)
=
∑
(n1,n2,n3,n4)∈ζ(n)
(n5,n6,n7,n8)∈ζ(n1)
∫
τ=τ2+···+τ8
χA1
−n1n5
σ1
8∏
j=2
uˆ(nj , τj).(6.83)
We will induce cancelation in the contribution to (6.83) from when n5 = n and the
remaining frequencies satisfy certain smallness conditions. Consider
A1,c =
{
(n, n2, n3, n4, n5, n6, n7, n8, τ, τ2, τ3, τ4, τ5, τ6, τ7, τ8) ∈ (Z \ {0})8 × R8 :
n = n5, τ = τ2 + · · ·+ τ8, n2 + n3 + n4 + n6 + n7 + n8 = 0,
n2 + n3 + n4 6= 0, |σ| < |n|
√
2δ, |σk| < |n|
√
2δ, |nk| < |n|
√
2δ
for k = 2, 3, 4, 6, 7, 8
}
.(6.84)
Notice that, if (n, n2, . . . , n8, τ, τ2, . . . τ8) ∈ A1,c, then (n1, n2, n3, n4) ∈ ζ(n), (n, n6, n7, n8) ∈
ζ(n1) and (n, n1, n2, n3, n4, τ1, τ2, τ3, τ4) ∈ A1. Indeed, the restrictions |nk| < |n|
√
2δ
for k = 2, 3, 4 and n2 + n3 + n4 6= 0 guarantee that n 6= nk for k = 1, 2, 3, 4 and
n1 6= −nk for k = 2, 3, 4, thus (n1, n2, n3, n4) ∈ ζ(n). Similarly |nk| < |n|
√
2δ for
k = 6, 7, 8 and n6 + n7 + n8 6= 0 guarantees n1 6= n, nk and n 6= −nk for k = 6, 7, 8,
and thus (n, n6, n7, n8) ∈ ζ(n1). Lastly using the restrictions |σ|, |σk|, |nk| < |n|
√
2δ
for k = 2, 3, 4, 6, 7, 8 and n = n5, we can easily show that |σ1| & |nmax|2, and therefore
(n, n1, n2, n3, n4, τ1, τ2, τ3, τ4) ∈ A1.
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Because of this, we can consider the following contribution to (6.83)
N1(D(u,u, u, u), u, u, u)∧(n, τ)|A1,c
:= −n
∑
n2+n3+n4+n6+n7+n8=0
∫
τ=τ2+τ3+τ4+τ5+τ6+τ7+τ8
χA1,c
8∏
j=2
uˆ(nj , τj)
·
( n− n2 − n3 − n4
τ − τ2 − τ3 − τ4 − (n− n2 − n3 − n4)3
)
= −n
∑
n2+n3+n4+n6+n7+n8=0
∫
τ=τ2+τ3+τ4+τ5+τ6+τ7+τ8
χA1,c
8∏
j=2
uˆ(nj , τj)
·
( n
τ − τ2 − τ3 − τ4 − (n− n2 − n3 − n4)3
− n2 + n3 + n4
τ − τ2 − τ3 − τ4 − (n− n2 − n3 − n4)3
)
=: K1(n, τ) +K2(n, τ),(6.85)
where we have defined K1(n, τ), K2(n, τ) by expanding the parentheses in the second
last line. We will only need cancelation to control K1(n, τ) (K2(n, τ) will be esti-
mated directly). Let us now describe this cancelation. We swap the variable names
(n2, n3, n4, τ2, τ3, τ4) with (n6, n7, n8, τ6, τ7, τ8) and use the invariance of A1,c under
this modification to obtain
K1(n, τ) = −n
2
2
∑
n2+n3+n4+n6+n7+n8=0
∫
τ=τ2+τ3+τ4+τ5+τ6+τ7+τ8
χA1,c
8∏
j=2
uˆ(nj , τj)
·
( 1
τ − τ6 − τ7 − τ8 − (n− n6 − n7 − n8)3
+
1
τ − τ2 − τ3 − τ4 − (n− n2 − n3 − n4)3
)
.(6.86)
Using n2 + n3 + n4 + n6 + n7 + n8 = 0, we find
1
τ − τ6 − τ7 − τ8 − (n− n6 − n7 − n8)3
+
1
τ − τ2 − τ3 − τ4 − (n− n2 − n3 − n4)3
=
1
3n2(n2 + n3 + n4)− (3n− (n2 + n3 + n4))(n2 + n3 + n4)2 + τ − n3 − τ6 − τ7 − τ8
− 1
3n2(n2 + n3 + n4) + (3n+ (n2 + n3 + n4))(n2 + n3 + n4)2 − σ + τ2 + τ3 + τ4
=
−6n(n− n1)2 + τ − τ5 − 2σ
(3nn1(n− n1) + σ − τ6 − τ7 − τ8)(3nn1(n− n1)− σ + τ2 + τ3 + τ4) ,
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where we have used τ = τ2 + · · ·+ τ8 to obtain the last line. This gives
K1(n, τ) = −n
2
2
∑
n2+n3+n4+n6+n7+n8=0
∫
τ=τ2+τ3+τ4+τ5+τ6+τ7+τ8
χA1,c
8∏
j=2
uˆ(nj, τj)
· −6n(n− n1)
2 + τ − τ5 − 2σ
(3nn1(n− n1) + σ − τ6 − τ7 − τ8)(3nn1(n− n1)− σ + τ2 + τ3 + τ4) .(6.88)
Now, as anticipated, we will define N (u1, u2, u3, u4) andN1(D(u5, u6, u7, u8), u2, u3, u4)
with (potentially non-equivalent) input functions by extending the definition ofK1(n, τ)
according to (6.88). That is, N (u1, u2, u3, u4) is defined piecewise through a decompo-
sition in frequency space. The region of integrationA is divided into A−1,A0,A1,A2,A3,A4.
In the regions Ak for k = −1, 0, 2, 3, 4, we interpret Nk(u1, u2, u3, u4) directly (without
modifying the definition for non-equivalent inputs). In the region A1, we will exploit
cancelation after the second iteration. It is here where we must emphasize that
our use, during the proof of Theorem 1, of the notation N (u1, u2, u3, u4) (and more
specifically of the notation N1(u1, u2, u3, u4)) with potentially non-equivalent inputs,
is misleading. Indeed, the definition of N1(u1, u2, u3, u4) depends upon inserting an
equation satisfied by u1 (the second iteration), and our definition of N1(u1, u2, u3, u4)
will vary with this equation. However, the algorithm for determining this definition is
straightforward, and we describe it here. During the proof of Theorem 1, the factor u1
will satisfy an equation of the form (4.10) or one of its variants. The important point
is that the equation satisfied by u1 will always be decomposed into contributions of
type (I) (linear part, rough but random) and type (II) (nonlinear part, smooth and
deterministic). The contributions from the type (I) part of u1 are always interpreted
directly. For the contributions from the type (II) factor, we either (i) bound this
factor using the higher temporal regularity b = 1
2
+ δ, via the estimate (3.10), in
which case the nonlinearity is interpreted directly, or (ii) we expand the type (II)
contribution into a heptilinear expression. In case (ii), in the complement of A1,c, we
interpret the nonlinearity directly, as in (6.83). For the contribution from the region
A1,c, we will force the cancelation (6.87). That is, for each n > 0 and τ ∈ R, with
|τ − n3| < |n|
√
2δ, we define
N1(D(u5, u6, u7, u8), u2, u3, u4)∧(n, τ)|A1,c := K1(n, τ) +K2(n, τ)(6.89)
where K2(n, τ) is given as in (6.85) (but with potentially non-equivalent factors uj),
and
K1(n, τ) := −n
2
2
∑
n2+n3+n4+n6+n7+n8=0
∫
τ=τ2+τ3+τ4+τ5+τ6+τ7+τ8
χA1,c
8∏
j=2
uˆj(nj , τj)
· −6n(n− n1)
2 + τ − τ5 − 2σ
(3nn1(n− n1) + σ − τ6 − τ7 − τ8)(3nn1(n− n1)− σ + τ2 + τ3 + τ4) .
(6.90)
This way we can still take advantage of the cancelation of (6.87) with nonequal
factors.
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Having defined the nonlinearity in the statement of Proposition 6.2, we proceed
with the proof.
Proof of Proposition 6.2: We split into cases depending on the relative sizes of the
spatial frequencies n, n2, . . . , n8. Here is a list of the cases we will consider.
• CASE 1. |σ| & |n|
√
2δ, |nk| & |n|
√
2δ or |σk| & |n|
√
2δ for some k ∈ {2, 3, 4, 6, 7, 8}.
•CASE 2. |σ| ≪ |n|
√
2δ, |nk| ≪ |n|
√
2δ and |σk| ≪ |n|
√
2δ for each k ∈ {2, 3, 4, 6, 7, 8}.
• CASE 2.a. u5 type (II).
• CASE 2.b. u5 type (I).
• CASE 2.b.i: n 6= n5.
• CASE 2.b.ii: n = n5.
We proceed with the analysis of each case.
• CASE 1. |σ| & |n|
√
2δ, |nk| & |n|
√
2δ or |σk| & |n|
√
2δ for some k ∈ {2, 3, 4, 6, 7, 8}.
In this subcase we show that
‖N1(D(u5, u6, u7, u8), u2, u3, u4)|Case 1‖ 1
2
+δ,− 1
2
+δ . T
θ
8∏
j=2
‖uj‖ 1
2
−δ, 1
2
−δ,T .(6.91)
First suppose |nk| & |n|
√
2δ for some k ∈ {2, 3, 4, 6, 7, 8}. We estimate
|n| 12+δ|n1||n5|
|σ1||n5| 12−δ|nk|
√
2δ
. 1.(6.92)
Using (6.92) and (6.131), (6.91) follows from
∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. T θ‖f5‖0, 1
2
−δ‖fk‖ 1
2
−δ−√2δ, 1
2
−δ
8∏
j=2
j 6=5,k
‖fj‖ 1
2
−δ, 1
2
−δ.(6.93)
Then (6.93) is obtained with Ho¨lder, (2.7), (2.8) and Lemma 2.4,
∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. ‖f5‖L4x,t
8∏
j=2
j 6=5
‖fj‖L24x,t
. ‖f5‖0, 1
3
8∏
j=2
j 6=5
‖fj‖ 1
2
−δ−√2δ, 1
2
−δ−√2δ
. T θ‖f5‖0, 1
2
−δ‖fk‖ 1
2
−δ−√2δ, 1
2
−δ
8∏
j=2
j 6=5,k
‖fj‖ 1
2
−δ, 1
2
−δ.
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Next suppose |σk| & |n|
√
2δ for some k ∈ {2, 3, 4, 6, 7, 8}. We estimate
|n| 12+δ|n1||n5|
|σ1||n5| 12−δ|σk|
√
2δ
. 1.(6.94)
Using (6.94) and (6.131), (6.91) follows from∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. T θ‖f5‖0, 1
2
−δ‖fk‖ 1
2
−δ, 1
2
−δ−
√
2δ
8∏
j=2
j 6=5,k
‖fj‖ 1
2
−δ, 1
2
−δ.(6.95)
Then (6.95) is obtained with Ho¨lder, (2.7), (2.8) and Lemma 2.4,∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. ‖f5‖L4x,t
8∏
j=2
j 6=5
‖fj‖L24x,t
. ‖f5‖0, 1
3
8∏
j=2
j 6=5
‖fj‖ 1
2
−δ−
√
2δ, 1
2
−δ−
√
2δ
. T θ‖f5‖0, 1
2
−δ‖fk‖ 1
2
−δ, 1
2
−δ−
√
2δ
8∏
j=2
j 6=5,k
‖fj‖ 1
2
−δ, 1
2
−δ.
If |σ| & |n|
√
2δ, the justification of (6.95) follows the same method.
•CASE 2. |σ| ≪ |n|
√
2δ, |nk| ≪ |n|
√
2δ and |σk| ≪ |n|
√
2δ for each k ∈ {2, 3, 4, 6, 7, 8}.
Notice that the region A1,c must be treated as a subset of this case.
• CASE 2.a. u5 type (II).
In this subcase we establish
‖N1(D(u5, u6, u7, u8),u2, u3, u4)|Case 2.a.‖ 1
2
+δ,− 1
2
+δ
. T θ‖u5‖ 1
2
+δ, 1
2
−δ,T
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T .(6.96)
We begin by estimating
|n| 12+δ|n1||n5|
|σ1||n5| 12+δ
. 1.(6.97)
Using (6.97), (6.96) follows from∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. T θ‖f5‖0, 1
2
−δ
8∏
j=2
j 6=5
‖fj‖ 1
2
−δ, 1
2
−δ.(6.98)
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Then (6.98) is obtained with Ho¨lder, (2.7), (2.8) and Lemma 2.4,
∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. ‖f5‖L4x,t
8∏
j=2
j 6=5
‖fj‖L24x,t
. ‖f5‖0, 1
3
8∏
j=2
j 6=5
‖fj‖ 1
2
−δ, 1
2
−δ
. T θ‖f5‖0, 1
2
−δ
8∏
j=2
j 6=5
‖fj‖ 1
2
−δ, 1
2
−δ.
• CASE 2.b. u5 type (I).
In this case we show there exists β > 0 and ΩT ⊂ Ω, with P (ΩcT ) < e−
1
Tβ , such
that if ω ∈ ΩT , then we have
‖N1(D(S(t)Λ5u0,ω,u6, u7, u8), u2, u3, u4)|Case 2.b.‖ 1
2
+δ,− 1
2
+δ,T
. T θM−ε5
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T .(6.99)
Recall that Λ5 is the Fourier multiplier corresponding to the characteristic function
of the interval [M5, K5] in frequency space, for some dyadic integers M5, K5 > 0. We
will establish (6.99) using a dyadic decomposition in all factors. That is, we assume
that |n| ∼ N, |ni| ∼ Ni, and as in the proof of (3.5), we will order the frequencies
(and corresponding dyadic shells) from largest to smallest using superscripts. To
simplify notation, for the remainder of this case, we will let u5 = S(t)Λ5u0,ω, and we
will drop the explicit notation N1(D(u5, u6, u7, u8), u2, u3, u4)|Case 2.b., but maintain
the restrictions of this case in our analysis.
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Starting on the left-hand side of (6.99), we use the restriction |τ − n3| < (N0)
√
2δ
to consider
‖N1(D(u5, u6, u7, u8), u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
=
(∑
n
∫
|τ−n3|<(N0)
√
2δ
〈n〉1+2δ
〈τ − n3〉1−2δ
· |N1(D(u5, u6, u7, u8), u2, u3, u4)(n, τ)|2
) 1
2
=
(∫
|λ|<(N0)
√
2δ
〈λ〉−1+2δ
∑
n
〈n〉1+2δ
· |N1(D(u5, u6, u7, u8), u2, u3, u4)(n, λ+ n3)|2
) 1
2
≤
(∫
|λ|<(N0)
√
2δ
〈λ〉1−2δ
) 1
2
· sup
|λ|<(N0)
√
2δ
‖(N1(D(u5, u6, u7, u8), u2, u3, u4))(n, λ+ n3)‖
H
1
2+δ
x
≤ (N0)
√
2δ3/2
· sup
|λ|<(N0)
√
2δ
‖(N1(D(u5, u6, u7, u8), u2, u3, u4))(n, λ+ n3)‖
H
1
2+δ
x
.(6.100)
To exploit the restriction |τj − n3j | < (N0)
√
2δ for each j = 2, 3, 4, 6, 7, 8, we will use
the representation (6.28). That is, for each j = 2, 3, 4, 6, 7, 8, we consider
uˆj(nj , τj) =
∫
|λj |<(N0)
√
2δ
〈λj〉− 12+δcj(λj)aλj (nj)δ(τj − n3j − λj)dλj,
with
∑
n〈n〉1−2δ|aλj (n)|2 = 1 and cj(λj) =
(∑
n〈n〉1−2δ〈λj〉1−2δ|vˆ(n, n3 + λ)|2
) 1
2
.
Also, by (6.29), we have
∫
|λj |<(N0)
√
2δ
〈λj〉− 12+δcj(λj)dλj . (N0)
√
2δ3/2‖uj‖ 1
2
−δ, 1
2
−δ,T .(6.101)
• CASE 2.b.i: n 6= n5.
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For fixed n ∈ Z, τ ∈ R, we consider
|N1(D(u5, u6, u7, u8), u2, u3, u4)(n, τ)|
=
∣∣∣ ∑
(n1,n2,n3,n4)∈ζ(n)
(n5,n6,n7,n8)∈ζ(n1)
n5 6=n
∫
τ=τ2+···+τ8
−n1n5gn5(ω)
|σ1||n5| δ(τ5 − n
3
5)
8∏
j=2
j 6=5
uˆj(nj , τj)dτj
∣∣∣
=
∣∣∣ ∑
(n1,n2,n3,n4)∈ζ(n)
(n5,n6,n7,n8)∈ζ(n1)
n5 6=n
∫
τ=τ2+···+τ8
−n1n5gn5(ω)
|σ1||n5| δ(τ5 − n
3
5)
8∏
j=2
j 6=5
∫
|λj |<(N0)
√
2δ
〈λj〉− 12+δcj(λj)aλj (nj)δ(τj − n3j − λj)dλj
∣∣∣
=
∣∣∣ ∑
(n1,n2,n3,n4)∈ζ(n)
(n5,n6,n7,n8)∈ζ(n1)
n5 6=n
∫
|λj |<(N0)
√
2δ
j=2,3,4,6,7,8
−n1n5gn5(ω)
|σ1||n5| δ(τ − n
3
5 −
8∑
j=2
j 6=5
(n3j + λj))
8∏
j=2
j 6=5
〈λj〉− 12+δcj(λj)aλj (nj)dλj
∣∣∣,
(6.102)
by Fubini, and integration in τ2, . . . , τ8, since
∫
τ=τ2+···+τ8
δ(τ5 − n35)
8∏
j=2
j 6=5
δ(τj − n3j − λj)dτj = δ(τ − n35 −
8∑
j=2
j 6=5
(n3j + λj)).
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Then, for each fixed λ ∈ R, we use (6.102) and apply the Minkowski inequality to
bring the integral(s) in λj outside of the l
2
n norm.
‖(N1(D(u5, u6, u7, u8), u2, u3, u4))(n, λ+ n3)‖
H
1
2−δ
x
=
∥∥∥|n| 12+δ ∑
(n1,n2,n3,n4)∈ζ(n)
(n5,n6,n7,n8)∈ζ(n1)
n5 6=n
∫
|λj |<(N0)
√
2δ
j=2,3,4,6,7,8
−n1n5gn5(ω)
|σ1||n5| δ(λ+ n
3 − n35 −
8∑
j=2
j 6=5
(n3j + λj))
·
8∏
j=2
j 6=5
〈λj〉− 12+δcj(λj)aλj (nj)dλj
∥∥∥
l2n
.
∫
|λj |<(N0)
√
2δ
j=2,3,4,6,7,8
8∏
j=2
j 6=5
〈λj〉− 12+δcj(λj)dλj
sup
|λj |<(N0)
√
2δ
j=2,3,4,6,7,8
∥∥∥|n| 12+δ ∑
(n1,n2,n3,n4)∈ζ(n)
(n5,n6,n7,n8)∈ζ(n1)
n5 6=n
−n1n5gn5(ω)
|σ1||n5| δ(λ+ n
3 − n35 −
8∑
j=2
j 6=5
(n3j + λj))
·
8∏
j=2
j 6=5
aλj (nj)
∥∥∥
l2n
. (N0)6
√
2δ3/2
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T
sup
|λj |<(N0)
√
2δ
j=2,3,4,6,7,8
∥∥∥|n| 12+δ ∑
(n1,n2,n3,n4)∈ζ(n)
(n5,n6,n7,n8)∈ζ(n1)
n5 6=n
−n1n5gn5(ω)
|σ1||n5| δ(λ+ n
3 − n35 −
8∑
j=2
j 6=5
(n3j + λj))
·
8∏
j=2
j 6=5
aλj (nj)
∥∥∥
l2n
.
(6.103)
INVARIANCE OF THE GIBBS MEASURE FOR THE PERIODIC QUARTIC GKDV 95
Note that we have applied (6.101) to obtain the last line. Now letting µ =
∑8
j=2,j 6=5 λj−
λ, we find
‖N1(D(u5, u6, u7, u8), u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ,T
. T δ−(N0)8
√
2δ3/2
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T
· sup
µ<C(N0)
√
2δ
∥∥∥|n| 12+δ ∑
∗(n,µ)
n 6=n5
−n1n5gn5(ω)
|σ1||n5|
8∏
j=2
j 6=5
anj
∥∥∥
l2n
(6.104)
where anj := aλj (nj) (we have removed the dependance on λj because our estimates
will hold uniformly with respect to these parameters), and
∗(n, µ) =
{
(n2, n3, n4,n5, n6, n7, n8) ∈ Z7 : (n1, n2, n3, n4) ∈ ζ(n),
(n5, n6, n7, n8) ∈ ζ(n1) and n3 −
8∑
j=2
n3j = µ
}
.
Let us highlight a crucial property of the set ∗(n, µ). Suppose the six variables
n2, n3, n4, n6, n7, n8 are fixed, and (n2, . . . , n8) ∈ ∗(n, µ). Then the relation n =
n2 + · · · + n8 determines n5 as a function of n, and n satisfies n3 −
∑8
j=2 n
3
j = µ,
which is a (nondegenerate, since n 6= n5) quadratic equation in n with at most 2
roots. That is, in this subcase (with n 6= n5), we can sum over the set of integers
{(n, n2, n3, n4, n5, n6, n7, n8) ∈ Z8 : (n2, . . . , n8) ∈ ∗(n, µ)} by summing over the six
variables n2, n3, n4, n6, n7, n8. We will use this observation in the estimates that
follow.
By bringing the absolute value inside and applying Lemma 6.1, there exists ΩT
satisfying P (ΩcT ) < e
− 1
Tβ such that for each ω ∈ ΩT we have
∥∥∥|n| 12+δ ∑
∗(n,µ)
n5 6=n
−n1n5gn5(ω)
|σ1||n5|
8∏
j=2
j 6=5
anj
∥∥∥
l2n
(6.105)
.
T−β/2
(N0)
1
2
−δ−β sup|µ|<C(N0)2
( ∑
|n|∼N
∣∣∣ ∑
∗(n,µ)
n5 6=n
8∏
j=2
j 6=5
|anj |
∣∣∣2) 12 ,(6.106)
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where we have used the condition |σ1| & (N0)2 of the region A1. With repeated
applications of Cauchy-Schwarz, we find
(6.106) =
T−β/2
(N0)
1
2
−δ−β sup|µ|<C(N0)2
( ∑
|n|∼N
∣∣∣ ∑
|n2|∼N2
|an2|
∑
{(n3,...,n8):(n2,...,n8)∈∗(n,µ),n5 6=n}
8∏
j=3
j 6=5
|anj |
∣∣∣2) 12
≤ T
−β/2
(N0)
1
2
−δ−β sup|µ|<C(N0)2
( ∑
|n|∼N,|n2|∼N2
1
|n2|1−2δ
∣∣∣ ∑
{(n3,...,n8):(n2,...,n8)∈∗(n,µ),n5 6=n}
7∏
j=3
j 6=5
|anj |
∣∣∣2) 12
≤ T
−β/2
(N0)
1
2
−δ−β sup|µ|<C(N0)2
( ∑
|n|∼N,|nk|∼Nk,
2≤k≤7,k 6=5
{(n5,n8):(n2,...,n8)∈∗(n,µ),n5 6=n}
8∏
j=2
j 6=5
1
|nj|1−2δ
) 1
2
=
T−β/2
(N0)
1
2
−7δ−β−3γ sup|µ|<C(N0)2
( ∑
|nk|∼Nk,2≤k≤8,k 6=5
{(n,n5):(n2,...,n8)∈∗(n,µ),n 6=n5}
8∏
j=2
j 6=5
1
|nj|1+γ
) 1
2
.
T−β/2
(N0)
1
2
−7δ−β−3γ sup|µ|<C(N0)2
( ∑
|nk|∼Nk,k=2,3,4,6,7,8
8∏
j=2
j 6=5
1
|nj|1+γ
) 1
2
≤ T
−β/2
(N0)
1
2
−7δ−β−3γ .
(6.107)
Notice that, in the 3rd line above, we have used the condition n5 6= −n8. Indeed, as
discussed above, for fixed n, n2, n3, n4, n6, n7 and µ, n5 is determined by n8, which
satisfies a non-degenerate (if n5 6= −n8) quadratic equation with at most two roots.
Also notice that we have used the same argument (with n 6= n5) to avoid summation
with respect to n in the second last line. The condition n5 6= −n8 holds because
n = n2 + · · · + n8 and |nk| ≪ |n|
√
2δ for k = 2, 3, 4, 6, 7, 8 gives |n| ∼ |n5|, and thus
n5 6= −nk for all k = 2, 3, 4, 6, 7, 8.
Combining (6.106)-(6.107), the inequality (6.99) follows, and case 2.b.i. is com-
plete.
• CASE 2.b.ii: n = n5.
Notice that, with the restrictions of this case, we are considering contributions
to N1(D(u5, u6, u7, u8), u2, u3, u4) from frequencies (n, n2, . . . , n8, τ, τ2, . . . , τ8) ∈ A1,c.
Therefore the definition of our nonlinearity in this case is given by (6.89)-(6.90).
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Notice that, using |σ|, |σk|, |nk| ≪ |n|
√
2δ, we have
|n|| − 6n(n− n1)2 + τ − τ5 − 2σ|
|3nn1(n− n1) + σ − τ6 − τ7 − τ8||3nn1(n− n1)− σ + τ2 + τ3 + τ4|
.
1
(N0)2−γ
(6.108)
and
|n2 + n3 + n4|
|σ1| .
1
(N0)2−γ
.(6.109)
Substituting that u5 is type (I), with (6.89)-(6.90) this gives
|N1(D(u5, u6, u7, u8), u2, u3, u4)(n, τ)|Case 2.b.ii.|
.
1
(N0)2−2γ
|gn(ω)|
·
∣∣∣∣∣ ∑
n2+n3+n4+n6+n7+n8=0
|nj |<(N0)α
∫
τ−n3=τ2+τ3+τ4+τ6+τ7+τ8
|σj |<(N0)α
8∏
j=2
j 6=5
uˆj(nj , τj)
∣∣∣∣∣.
Following the approach used in the previous case (see (6.102)-(6.110)), we find
‖N1(D(u5, u6, u7, u8), u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ
.
1
(N0)2−2γ−6
√
2δ3/2
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T
sup
|µ|<C(N0)
√
2δ
∥∥∥|n| 12+δ|gn(ω)| ∑
∗(n,µ)∩{n=n5}
|nj |<(N0)α
8∏
j=2
j 6=5
anj
∥∥∥
l2n
(6.110)
where anj := aλj (nj) (we have removed the dependance on λj because our estimates
will hold uniformly with respect to these parameters). Then by Lemma 6.1 and
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repeated applications of Cauchy-Schwarz, we have for ω ∈ Ω˜T ,
‖N1(D(u5, u6, u7, u8), u2, u3, u4)‖ 1
2
+δ,− 1
2
+δ
.
T−
β
2
(N0)
3
2
−2γ−6√2δ3/2−2β
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T sup
|µ|<C(N0)
√
2δ
∥∥∥ ∑
∗(n,µ)∩{n=n5}
|nj |<(N0)α
8∏
j=2
j 6=5
anj
∥∥∥
l2n
.
T−
β
2
(N0)1−2γ−6
√
2δ3/2−2β
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T sup
|n|∼N,|µ|<C(N0)
√
2δ
∣∣∣ ∑
∗(n,µ)∩{n=n5}
|nj |<(N0)α
8∏
j=2
j 6=5
anj
∣∣∣
.
T−
β
2
(N0)1−2γ−6
√
2δ3/2−2β
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T sup
|n|∼N
∣∣∣ ∑
n2+n3+n4+n6+n7+n8=0
|nj |<(N0)α
8∏
j=2
j 6=5
|anj |
∣∣∣
.
T−
β
2
(N0)1−2γ−6
√
2δ3/2−2β
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T
( ∑
|nk|∼Nk, k=2,3,4,6,7,8
8∏
j=2
j 6=5
1
〈nj〉1−2δ
) 1
2
.
T−
β
2
(N0)1−3γ−6
√
2δ3/2−δ−2β
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T
( ∑
|nk|∼Nk, k=2,3,4,6,7,8
8∏
j=2
j 6=5
1
〈nj〉1+2γ
) 1
2
.
T−
β
2
(N0)1−3γ−6
√
2δ3/2−δ−2β
8∏
j=2
j 6=5
‖uj‖ 1
2
−δ, 1
2
−δ,T ,
(6.111)
and (6.99) follows by dyadic summation. This completes the analysis of case 2.b.ii.
We have therefore established (6.8), and (6.9) is justified with the exact same argu-
ments. The proof of Proposition 6.2 is complete. 
6.4. Deterministic nonlinear estimates. In this subsection we present the proof
of Proposition 3.2. That is, we establish the deterministic estimates (3.8)-(3.13). In
this section we require the following calculus inequality:
Lemma 6.9. Let 0 < δ1 ≤ δ2 satisfy δ1 + δ2 > 1, and let a ∈ R, then∫ ∞
−∞
dθ
〈θ〉δ1〈a− θ〉δ2 .
1
〈a〉α ,
where α = δ1 − (1− δ2)+. Recall that (λ)+ := λ if λ > 0, = ε > 0 if λ = 0, and = 0
if λ < 0.
The proof of Lemma 6.9 can be found in [11].
Proof of Proposition 3.2: We establish Proposition 3.2 with δ0 = 0. It is straight-
forward to adapt the proof to 0 < δ0 < δ (see Remark 9). The ordering of inequalities
(3.8) and (3.9) in the statement of Proposition 3.2 is a little misleading; we will
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establish (3.9) first, then use it in the proof of (3.8). Our choice to order these
inequalities as written was based on the instinct of discussing (the estimates needed
for) existence before continuity. We proceed with the proof of (3.9). In fact, we
establish
‖N0(u1, u2, u3, u4)‖
Y
1
2+δ,−1
T
.
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
− 3δ
2
,T .(6.112)
Then (3.9) follows easily from (6.112) and Lemma 2.4 with θ = 2δ−.
Using ‖ · ‖
Y
1
2+δ,−1
T
≤ ‖χ[0,T ](t) · ‖Y 12+δ,−1 (from the definition of the norm) and
χ[0,T ](t)N0(u1, u2, u3, u4) = N0(χ[0,T ](t)u1, χ[0,T ](t)u2, χ[0,T ](t)u3, χ[0,T ](t)u4),
it suffices to establish
‖N0(u1, u2, u3, u4)‖Y 12+δ,−1 . T
θ
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
− 3δ
2
,(6.113)
where each uj satisfies uj = χ[0,T ](t)uj . We proceed to establish (6.113) as written,
introducing factors of χ[0,T ](t) (in front of the uj) when needed.
Let
fj(nj , τj) := 〈nj〉 12−δ〈τj − n3j〉
1
2
− 3δ
2 ûj(nj, τj)
for each j = 1, 2, 3, 4. To prove (3.9) it is sufficient to establish
∥∥∥〈n〉 12+δ〈σ〉 ∑n1,n2,n3
n=n1+···+n4
∫
τ1,τ2,τ3
τ=τ1+···+τ4
χA0 · |n1|
4∏
j=1
|fj(nj, τj)|
〈nj〉 12−δ〈σj〉 12− 3δ2
∥∥∥
l2nL
1
τ
.
4∏
j=1
‖fj‖L2n,τ .(6.114)
Using the condition |σ| & |nmax|2, we have
|n| 12+δ|n1|
〈σ〉1−6δ−γ |n1| 12−δ
.
1
|n|1−17δ−5γ∏4j=2〈nj〉δ+γ .(6.115)
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Applying (6.115), and subsequently removing all restrictions in frequency space (which
is allowed because we have brought absolute values inside), we have
LHS of (6.114)
.
∥∥∥ 1〈σ〉6δ+γ |n|1−17δ−5γ ∑n1,n2,n3
n=n1+···+n4
∫
τ1,τ2,τ3
τ=τ1+···+τ4
|f1(n1, τ1)|
〈σ1〉 12− 3δ2
4∏
j=2
|fj(nj , τj)|
〈nj〉 12+γ〈σj〉 12− 3δ2
∥∥∥
l2nL
1
τ
≤
∥∥∥ 1〈σ〉6δ+γ |n|1−17δ−5γ ( ∑n1,n2,n3
n=n1+···+n4
∫
τ1,τ2,τ3
τ=τ1+···+τ4
4∏
j=1
|f(nj, τj)|2
) 1
2
( ∑
n1,n2,n3
n=n1+···+n4
∫
τ1,τ2,τ3
τ=τ1+···+τ4
1
〈σ1〉1−3δ
4∏
j=2
1
〈nj〉1+2γ〈σj〉1−3δ
) 1
2
∥∥∥
l2nL
1
τ
(6.116)
by Cauchy-Schwarz in n1, n2, n3, τ1, τ2, τ3, for fixed n, τ . Next we fix τ, n, n1, n2, n3,
and repeatedly apply Lemma 6.9 to obtain∫
τ1,τ2,τ3
dτ1dτ2dτ3
〈τ1 − n31〉1−3δ〈τ2 − n32〉1−3δ〈τ3 − n33〉1−3δ〈τ − τ1 − τ2 − τ3 − n34〉1−3δ
.
∫
τ1,τ2
dτ1dτ2
〈τ1 − n31〉1−3δ〈τ2 − n32〉1−3δ〈τ − τ1 − τ2 − n33 − n34〉1−6δ
.
∫
τ1
dτ1
〈τ1 − n31〉1−3δ〈τ − τ1 − n32 − n33 − n34〉1−9δ
.
1
〈τ − n31 − n32 − n33 − n34〉1−12δ
.(6.117)
Using (6.117), we have
(6.116) .
∥∥∥ 1〈σ〉6δ+γ |n|1−17δ−5γ ( ∑n1,n2,n3
n=n1+···+n4
∫
τ1,τ2,τ3
τ=τ1+···+τ4
4∏
j=1
|f(nj, τj)|2
) 1
2
( ∑
n1,n2,n3
n=n1+···+n4
1
〈τ − n31 − · · · − n34〉1−12δ
4∏
j=2
1
〈nj〉1+2γ
) 1
2
∥∥∥
l2nL
1
τ
.
∥∥∥( ∑
n1,n2,n3
n=n1+···+n4
∫
τ1,τ2,τ3
τ=τ1+···+τ4
4∏
j=1
|f(nj, τj)|2
) 1
2
∥∥∥
L2n,τ
sup
n 6=0
1
|n|1−17δ−5γ
·
(∫
τ
∑
n1,n2,n3
n=n1+···+n4
1
〈σ〉12δ+2γ〈τ − n31 − · · · − n34〉1−12δ
4∏
j=2
1
〈nj〉1+2γ
) 1
2
.(6.118)
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In the last line we applied Cauchy-Schwarz in τ , and took out the supremum in n
afterward. Applying Fubini we compute that∥∥∥( ∑
n1,n2,n3
n=n1+···+n4
∫
τ1,τ2,τ3
τ=τ1+···+τ4
4∏
j=1
|f(nj, τj)|2
) 1
2
∥∥∥
L2n,τ
=
4∏
j=1
‖fj‖L2n,τ .(6.119)
It remains to estimate the second factor in (6.118). We change the order of integration
and summation inside the supremum, and integrate in τ , for fixed n, n1, n2, n3. Since
we have ∫
τ
1
〈τ − n3〉12δ+2γ〈τ − n31 − · · · − n34〉1−12δ
.
1
〈n3 − n31 − · · · − n34〉2γ
≤ 1(6.120)
by Lemma 6.9, this gives
sup
n 6=0
1
|n|1−17δ−5γ
(∫
τ
∑
n1,n2,n3
n=n1+···+n4
1
〈σ〉12δ+2γ〈τ − n31 − · · · − n34〉1−12δ
4∏
j=2
1
〈nj〉1+2γ
) 1
2
. sup
n 6=0
1
|n|1−17δ−5γ
( ∑
n1,n2,n3
n=n1+···+n4
4∏
j=2
1
〈nj〉1+2γ
) 1
2
≤ 1.(6.121)
Combining (6.116), (6.118), (6.119) and (6.121), we obtain the estimate (6.114). The
proof of (3.9) is complete.
Next we establish (3.8). We will prove (3.8) using linear estimates, (3.9), and the
following estimate on the nonlinearity,
‖N0(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
−δ,T .
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
− 3δ
2
,T .(6.122)
That is, (3.8) follows from Lemma 2.3, (6.122), (3.9) and Lemma 2.4:
‖D0(u1, u2, u3, u4)‖ 1
2
+δ, 1
2
−δ,T . ‖N0(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
−δ,T + ‖N0(u1, u2, u3, u4)‖
Y
1
2+δ,−1−δ
T
.
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
− 3δ
2
,T + ‖N0(u1, u2, u3, u4)‖
Y
1
2+δ,−1
T
. T 2δ−
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
−δ,T .
We proceed to justify (6.122), which is equivalent to:
‖χ[0,T ](t)N0(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
−δ .
4∏
j=1
‖χ[0,T ](t)uj‖ 1
2
−δ, 1
2
− 3δ
2
.
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Then since χ[0,T ](t)N0(u1, u2, u3, u4) = N0(χ[0,T ](t)u1, χ[0,T ](t)u2, χ[0,T ](t)u3, χ[0,T ](t)u4),
it suffices to establish
‖N0(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
−δ . T
θ
4∏
j=1
‖uj‖ 1
2
−δ, 1
2
− 3δ
2
,(6.123)
where each uj satisfies uj = χ[0,T ](t)uj . We proceed to establish (6.123) as written,
introducing factors of χ[0,T ](t) (in front of the uj) when needed.
Using the condition |σ| & |nmax|2, we have
〈n〉 12+δ|n1|
〈σ〉 12+δ〈n1〉 12−δ
. 1.(6.124)
Define the function w1 :=
(〈n1〉 12−δû1(n1, τ1))∨. By using (6.124), subsequently re-
moving all restrictions in frequency space, and applying Plancherel, we find
‖N0(u1, u2, u3, u4)‖ 1
2
+δ,− 1
2
−δ =
∥∥∥〈n〉 12+δ〈σ〉 12+δ ∑
ζ(n)
∫
τ=τ1+···+τ4
χA0(in1)
4∏
j=1
ûj(nj , τj)
∥∥∥
L2n,τ
.
∥∥∥∑
ζ(n)
∫
τ=τ1+···+τ4
χA0ŵ1(n1, τ1)
4∏
j=2
ûj(nj, τj)
∥∥∥
L2n,τ
≤
∥∥∥ ∑
n=n1+···+n4
∫
τ=τ1+···+τ4
ŵ1(n1, τ1)
4∏
j=2
ûj(nj , τj)
∥∥∥
L2n,τ
= ‖w1u2u3u4‖L2x,t.(6.125)
To prove (6.122) it now suffices to show that
‖w1u2u3u4‖L2x,t . ‖w1‖0, 12−δ
4∏
j=2
‖uj‖ 1
2
−δ, 1
2
−δ,(6.126)
where w1 = χ[0,T ](t)w1 and uj = χ[0,T ](t)uj for each j. The inequality (6.126) is
obtained with Ho¨lder’s inequality, (2.8), (2.7) and Lemma 2.4:
‖w1u2u3u4‖L2x,t ≤ ‖w1‖L4x,t
4∏
j=2
‖uj‖L12x,t
≤ ‖w1‖0, 1
3
4∏
j=2
‖uj‖ 1
2
−δ, 1
2
−δ,
with δ < 1
12
. The proof of (6.122) (and thus of (3.8)) is complete.
Next we justify (3.10) and (3.11). Using the condition |σ1| & |nmax|2, we have
|n| 12+δ|n1|
|n1| 12−δ|σ1| 12+δ
. 1.(6.127)
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Using (6.130) and duality, (3.10) follows from∫
v · f1u2u3u4dxdt . ‖v‖0, 1
2
−δ,T‖f1‖L2x,t∈[0,T ]
4∏
j=2
‖uj‖ 1
2
−δ, 1
2
−δ,T .(6.128)
Then (6.130) is established using Ho¨lder, (2.7), (2.8) and (2.10) (as in various cases
above).
For (3.11), we use the condition |σ2| & |nmax|2 and find
|n| 12 |n1|
|n1| 12−δ|σ2| 12+δ
.
1
|n|δ .(6.129)
Using (6.129) and duality, (3.11) follows from∫
v · f1u2u3u4dxdt . ‖v‖δ, 1
2
−δ,T‖f1‖0, 1
2
−δ,T‖u2‖L2x,t∈[0,T ]
4∏
j=3
‖uj‖ 1
2
−δ, 1
2
−δ,T .(6.130)
Then (6.130) is established using Ho¨lder, (2.7), (2.8) and (2.10) (as in various cases
above).
We turn to the justification of (3.12). We consider
‖N2(u1,D(u5, u6, u7, u8), u3, u4)‖ 1
2
+δ,− 1
2
+δ
=
∥∥∥ |n| 12+δ〈σ〉 12−δ ∑n=n2+···+n8
∫
τ=τ2+···+τ4
χA2
−n1n5
σ2
8∏
j=1,j 6=2
uˆj(nj, τj)dτj
∥∥∥
L2n,τ
.(6.131)
Using |σ2| & |nmax|2 we have
|n| 12+δ|n1||n5|
|σ2||n1| 12−δ|n5|2δ
. 1.(6.132)
Using (6.131) and (6.132), (3.12) follows from∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. T 2δ−‖f1‖0, 1
2
−δ‖f5‖ 1
2
−3δ, 1
2
−δ
8∏
j=3
j 6=5,k
‖fj‖ 1
2
−δ, 1
2
−δ.(6.133)
Then (6.133) is obtained with Ho¨lder, (2.7), (2.8) and Lemma 2.4,∥∥∥ 8∏
j=2
fj
∥∥∥
L2x,t
. ‖f1‖L4x,t
8∏
j=3
j 6=5
‖fj‖L24x,t
. ‖f1‖0, 1
3
8∏
j=3
j 6=5
‖fj‖ 1
2
−3δ, 1
2
−3δ
. T θ‖f1‖0, 1
2
−δ‖f5‖ 1
2
−3δ, 1
2
−δ
8∏
j=3
j 6=5
‖fj‖ 1
2
−δ, 1
2
−δ.
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We have established (3.12), and (3.13) can be obtained with the same argument. The
proof of Proposition 3.2 is complete. 
References
[1] J. Bourgain, Fourier restriction phenomena for certain lattice subsets and applications to non-
linear evolution equations, Parts I;II, Geometric Funct. Anal. 3 (1993), no. 2, pp. 107–156; 3
(1993), no. 3, pp. 209–262.
[2] J. Bourgain, Periodic Korteweg-de Vries equation with measures as initial data, Sel. Math.,
New Ser. 3 (1997), pp. 115–159.
[3] J. Bourgain, Periodic nonlinear Schro¨dinger equation and invariant measures, Comm. Math.
Phys. 166 (1994), pp. 1–26.
[4] J. Bourgain, Invariant measures for the 2D defocusing nonlinear Schro¨dinger equation, Comm.
Math. Phys. 176 (1996), pp. 421–445.
[5] N. Burq, N. Tzvetkov, Invariant measure for a three dimensional nonlinear wave equation, Int.
Math. Res. Not. (2007), no. 22.
[6] N. Burq, N. Tzvetkov, Random data Cauchy theory for supercritical wave equations. I. Local
theory. Invent. Math. 173 (2008), no. 3, pp. 449–475.
[7] N. Burq, N. Tzvetkov, Random data Cauchy theory for supercritical wave equations. II. Global
theory. Invent. Math. 173 (2008), no. 3, pp. 477–496.
[8] M. Christ, J. Colliander, T. Tao, Asymptotics, frequency modulation, and low regularity ill-
posedness for canonical defocusing equations, American Journal of Mathematics 125 (2003),
no. 6, pp. 1235–1293.
[9] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, Multilinear estimates for periodic
gKdV equations, and applications J.F.A. 211 (2004), pp. 173–218.
[10] J. Colliander, T. Oh, Almost sure well-posedness of the cubic nonlinear Schro¨dinger equation
below L2, Duke Math. J. 161 (2012), no. 3, pp. 367–414.
[11] J. Ginibre, Y. Tsutsumi and G. Velo, On the Cauchy problem for the Zakharov system. J. Funct.
Anal. 151 (1997), no. 2, pp. 384–436.
[12] T. Kappeler, P. Topalov Global wellposedness of KdV in H−1(T,R), Duke Math. J. Volume
135 (2006), no. 2, pp. 327–360.
[13] C. Kenig, G. Ponce, L. Vega,Well-posedness and Scattering results for the generalized Korteweg-
de Vries equation via the contraction principle, Commun. Pure. Appl. Math. vol XLVI (1993),
pp. 527–620.
[14] C. Kenig, G. Ponce, L. Vega, A bilinear estimate with applications to the KdV equation, J.
Amer. Math. Soc. 9 (1996), no. 2, pp. 573–603.
[15] S. Klainerman, and S. Selberg, Bilinear estimates and applications to nonlinear wave equations,
Commun. Contemp. Math. 4 (2002), no. 2, pp. 223–295.
[16] S. Kuksin, Analysis of Hamiltonian PDEs, Clarendon Press, Oxford Lecture Series in Math
and its Applications 19, 224 pages, 2000.
[17] H. Kuo, Gaussian Measures in Banach Spaces, Lec. Notes in Math. 463, Springer-Verlag, New
York, 1975.
[18] J. Lebowitz, H. Rose, E. Speer, Statistical mechanics of the nonlinear Schro¨dinger equation, J.
Statist. Phys. 50 (1988), no. 3-4, pp. 657–687.
[19] H.P. McKean, K.L. Vaninsky, Cubic Schro¨dinger: the petit canonical ensemble in action-angle
variables, Comm. Pure Appl. Math. 50 (1997), no. 7, 593–622.
[20] A. Nahmod, T. Oh, L. Rey-Bellet and G. Staffilani, Invariant weighted Wiener measures and
almost sure global well-posedness for the periodic derivative NLS, J. Eur. Math. Soc. 14 (2012),
1275–1330.
[21] A. Nahmod, N. Pavlovic´ and G. Staffilani, Almost sure existence of global weak solutions for
super-critical Navier-Stokes equations, arXiv:1204.5444.
INVARIANCE OF THE GIBBS MEASURE FOR THE PERIODIC QUARTIC GKDV 105
[22] A. Nahmod, L. Rey-Bellet, Scott Sheffield and G. Staffilani, Absolute continuity of Brownian
bridges under certain gauge transformations, Math. Res. Lett. 18 (2011), no. 5, 875–887.
[23] T. Oh, Invariant Gibbs measures and a.s. global well-posedness for coupled KdV systems, Diff.
Integ. Eqns 22 (2009), no. 7-8, pp. 637–668.
[24] T. Oh, Invariance of the Gibbs measure for the Schro¨dinger-Benjamin-Ono system, SIAM J.
Math. Anal. 41 (2009), no. 6, pp. 2207–2225.
[25] T. Oh, White noise for KdV and mKdV on the circle, RIMS Koˆkyoˆroku Bessatsu B18 (2010),
pp. 99–124.
[26] T. Oh, Remarks on nonlinear smoothing under randomization for the periodic KdV and the
cubic Szego equation, Funkcial. Ekvac. 54 (2011), pp. 335–365.
[27] T. Oh, J. Quastel, B. Valko, Interpolation of Gibbs measures with white noise for Hamiltonian
PDE, J. Math. Pures Appl. 97 (2012), no. 4, 391–410.
[28] J. Quastel, B. Valko, KdV preserves white noise, Comm. Math. Phys. 277 (2008), no. 3, pp.
707–714.
[29] G. Richards, Maximal-in-time behavior of deterministic and stochastic dispersive PDEs, Ph.D.
thesis, University of Toronto, 2012, http://hdl.handle.net/1807/32973.
[30] G. Staffilani, On solutions for periodic generalized gKdV equations, Internat. Math. Res. Notices
(1997), no. 18, pp. 899–917.
[31] H. Takaoka, Y. Tsutsumi, Well-posedness of the Cauchy problem for the modified KdV equation
with periodic boundary condition, Int. Math. Res. Not., 56 (2004), pp. 3009–3040.
[32] L. Thomann, N. Tzvetkov, Gibbs measure for the periodic derivative nonlinear Schro¨dinger
equation, Nonlinearity 23 (2010), no. 11, 2771–2791.
[33] N. Tzvetkov, Invariant measures for the nonlinear Schro¨dinger equation on the disc, Dyn.
Partial Differ. Equ. 3 (2006), no. 2, 111–160.
[34] N. Tzvetkov, Invariant measures for the defocusing nonlinear Schro¨dinger equation, Ann. Inst.
Fourier 58 (2008), no. 7, pp. 2543–2604.
[35] N. Tzvetkov, Construction of a Gibbs measure associated to the periodic Benjamin-Ono equa-
tion, Probab. Theory Related Fields 146 (2010), no. 3-4, pp. 481–514.
[36] P. Zhidkov, Korteweg-de Vries and Nonlinear Schro¨dinger Equations: Qualitative Theory, Lec.
Notes in Math. 1756, Springer-Verlag, 2001.
Institute for Mathematics and its Applications, Minneapolis, MN, USA
E-mail address : geordie@ima.umn.edu
