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1 Introduction
1.1 Problem formulation and objectives
The task is to derive a physical model of the dynamic behaviour of a truck diﬀerential
and rear axle. The derived model is mainly to be used for traction control development in
the simulation environment, i.e. Matlab/Simulink. To further study the model usability,
a traction controller on the engine system and the brake system is to be designed and
implemented.
1.2 Traction control
The maximum torque generated between wheel and road, without the wheels spinning, is
often referred to as traction. For the vehicle to be driven forward, the total traction for all
wheels must exceed the resistance, i.e. the load torque on the wheels. The load torque is
determined by factors such as road inclination and road conditions, vehicle load, the tires
used etc. Should the road conditions limit the available traction under one or several of
the driven wheels, so that it exceeds the limit traction of the road-tyre interface without
exceeding the threshold torque, one or more wheels will spin. As will be explained in the
section on wheel dynamics, a spinning wheel has reduced longitudinal traction as well as
reduced lateral stability, due to its inability to utilize maximum friction. Traction control
is the use of mechanisms or control algorithms to prevent loss of traction due to excessive
throttle applied by the user in comparison to the threshold torque, thus ensuring control
of the vehicle at all times. Loss of traction often occur for "μ-split" conditions, i.e. when
the available friction at each wheel causes the load torque of the driven wheels to diﬀer,
rapid acceleration causing a burnout or overall friction reduction, e.g. when driving on ice.
Typically, μ-split conditions occurs for ice patches or for pools of water causing hydroplan-
ing. Traction control algorithms can control either the engine torque, the brake torque, or,
most often, a combination of the two. Control of the brake torque is typically used when
a single wheel spins, or when the slip behaviour between wheels diﬀer, while control of the
engine torque is typically used when two wheels spin simultaneously. Furthermore, brake
torque control is often applied initially and its inﬂuence on the total drive torque reduc-
tion decreases rapidly over time in favour of engine torque control. Mechanical traction
controllers are described in the next section.
1.3 Diﬀerential gear
An open diﬀerential gear, in this thesis simply referred to as a diﬀerential, is a mechan-
ical transmitter of torque and rotation. It is used in vehicles on the driving wheels,
transmitting equal torque to each wheel and allowing the wheels to turn with diﬀerent
angular velocity. This is necessary when cornering, since the inner wheel rotates with
a lower angular velocity than the outer wheel, due to the larger curve radii of the lat-
ter. Without a diﬀerential, i.e. with a spool, tension would build up due to the inabil-
ity of the wheels to rotate with diﬀerent angular velocities, causing one of the wheels
to spin, or scrub, on the pavement. This is highly undesirable, since a spinning wheel
results in loss of traction and therefore loss of vehicle control. In addition, it would re-
sult in increased tire-wear and fatigue as well as driveline resonance vibrations, due to
the stick-slip release of the tires, [3]. The splitting of torque is the motive for using a
diﬀerential in vehicles - in other applications a diﬀerential may as well be used to com-
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bine two inputs to one output, which is equal to the average or the sum of the inputs.
In Fig. 1.1, the components and structure of a diﬀerential gear is illustrated. The propeller
shaft, which transfers the torque from the transmission, ends in the pinion gear which
connects to the crown wheel. Mounted on the carrier of the crown wheel, are two planet
gears which are the essential component of a diﬀerential, since these small gears allow for
diﬀerent velocities of the side gears, i.e. the drive shafts.
Figure 1.1: Diﬀerential gear
The ability to allow the vehicle drive shafts to move with diﬀerent angular velocities is,
however, also one of the major downsides with using a diﬀerential. Although equal torque
distribution is desirable during normal driving conditions, it is rather unsatisfactory during
μ-split conditions. Without a diﬀerential, i.e. a spool or a locked diﬀerential, maximum
traction can be obtained at all wheels resulting in an overall traction equal to the sum of
the maximum traction at each driven wheel. Locked diﬀerentials are common for oﬀ-road
vehicles thus enabling maximum traction at all times, while limiting the performance when
driving at pavement. However, for a diﬀerential driven vehicle, should one of the driving
wheels reach its maximum traction and start to spin, the equal distribution of torque will
result in the other wheel possibly generating insuﬃcient traction to overcome the threshold
torque. The total overall traction is, as with a locked diﬀerential, the sum of the traction
at each wheel. However, with one wheel spinning and the other not being able to overcome
its resistance, the traction is approximately twice that available at the wheel with least
friction [3], which may be insuﬃcient to drive the vehicle.
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As previously stated, traction control is needed to prevent the loss of traction. In ad-
dition to using control algorithms to actively prevent excessive wheel slip, many vehicles
are equipped with a mechanical traction control. This is often referred to as a self-acting
traction devices, or passive traction devices, since there is no external signal acting upon
it, [3]. Self-acting torque control diﬀerentials can be of two types, torque sensitive or speed
sensitive. An example of the latter is a diﬀerential combined with a simple viscous cou-
pling. Of the torque sensitive controllers, a widely used type is the multi-plate clutch. The
multi-plate consists of a clutch cage to which a set of pressure plates are attached [4]. The
pressure plates are attached so that the clutch cage and plates are forced to rotate together,
while the plates can also move in an axial direction. The clutch cage is connected to the
input shaft and friction plates attached to the output shaft connects the input shaft and
output shaft. When the plates are in contact, a friction torque is generated by the clutch,
resisting diﬀerential motion. Thus, the diﬀerence between the shaft torques must exceed
the friction torque for the clutch to diﬀerentiate, causing the friction plates to slip resulting
in a transfer of torque from the spinning wheel axis to the high friction side [3]. The use of
self-acting traction control diﬀerentials is however outside the scope of this thesis and an
open diﬀerential is assumed further on.
1.4 Previous work
Modeling of the driveline is needed to develop traction controllers and focus tend to lie on
the latter rather than the former. Publications therefore tend to omit modeling, instead
using simpliﬁed models assumed to be known from literature such as [5]. However, an
extensive approach to model the dynamics of the driveline can be found in [1] and [2], in
which several models of various complexity are presented. The more complex models in
[1] are developed to capture as much of the dynamics as possible and diﬀer from other
approaches in that the inﬂuence on overall dynamics of components generally assumed
rigid, are investigated. Common for all approaches known to the authors, however, is that
the dynamics of the diﬀerential gear are omitted. The simplest models available considers
the diﬀerential as a power distributor, ignoring nonlinear phenomena such as backlash and
friction. More complex models take into account the friction, using a rather crude viscous
friction model [1, 2].
1.5 Outline
Section 2
Nonlinearity properties are discussed in Section 2, presenting various backlash models as
well as friction models.
Section 3
In Section 3, the driveline component models are presented. The section is divided into a
driveline part, describing the dynamics from engine to drive shafts, and a wheel dynamics
part, describing the wheel and tyre dynamics.
Section 4
Section 4 describes the system properties, simpliﬁcations made and expected nonlinearities.
The parameter choices used in the model are described as is various simulation problems.
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Finally, the validation tests are presented.
Section 5
In Section 5, the details on the control strategy are described.
Section 6
The actual implementation of the control strategy is presented in Section 6, describing both
linearization considerations as well as a simpliﬁed plant model.
Section 7
In Section 7, the results when validating the model are presented. Also, a presentation of
the results when implementing the controller is given.
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2 Nonlinearities in driveline
2.1 Backlash
The clearing of mating components, such as gears for example, is called backlash. Some
backlash is necessary, to allow for thermal expansion and lubrication, though it can also
be due to imperfections in the gears. While backlash may be required, it introduces a
nonlinearity in the driveline that may cause undesired behaviour. If the process should
be reversed when in contact on one side, the backlash must be traversed for the gears to
have contact on the other side. This behaviour is called a hysteresis, Fig. 2.1, which in its
simplest form can be thought of as a delay. Furthermore, since there is no contact while
traversing the backlash, there is no contact force to dampen the acceleration of the gears,
other than possible viscous friction. Thus, the impact when the gears connect may have
a signiﬁcant eﬀect on the driveline dynamics. Backlash typically introduces oscillations in
the driveline and impacts between gears can generate noise and vibrations.
Figure 2.1: Backlash behaviour
There are several components in the driveline in which backlash may occur. Gears are
typically found in the transmission, between propeller shaft and diﬀerential and in the
diﬀerential itself. However, since backlash is a known phenomenon, much eﬀort has gone
into developing gears that may reduce the eﬀects. An example is bevel gears, where the
gear teeth are curved along their length, so that the gears connect gradually in a sliding
manner. This reduces both backlash and especially noise and bevel gears can typically
be found between the propeller shaft and the diﬀerential. The gears in the transmission
are generally of high quality, minimizing the imperfections and thus the backlash eﬀects.
However, the planet gears in the diﬀerential, i.e. the gears that allow for a diﬀerence in
angular velocity of the driven wheels, are typically of lesser quality. The purpose of the
planet gears are not to rotate while driving, but rather to allow for a relative rotational
diﬀerence, e.g. when cornering. Therefore, in this thesis the backlash is assumed to occur
between planet gears and side gears.
2.1.1 Dead zone model
Consider a ﬂexible shaft with a backlash gap, Fig. 2.2. The most common model of a
backlash is the dead zone model, [6],
T = kDa(θd) (2.1)
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Figure 2.2: Simple backlash model
where
Da(x) =
⎧⎨
⎩
x− a, x > a;
0, |x| ≤ a;
x + a, x < −a;
and where θd = θ1 − θ2. The ﬂexible shaft is modeled as a spring, inertia-free and
without damping. If damping is introduced, the model is often modiﬁed as
T =
⎧⎨
⎩
k(θd − a) + cθ˙d, θd > a;
0, |θd| ≤ a;
k(θd + a) + cθ˙d, θd < −a;
where c is the shaft damping. This modiﬁcation on the dead-zone model is, however, not
physically correct. Should, for instance, the shaft rotate with high velocity through the
dead-zone, the damping term would cause a non-physical change of sign of the torque at
impact, even though the shafts are in contact. At impact, the shaft may of course bounce
back, but this is due to an impact model property rather than a property of the dead-zone.
The dead-zone model with damping can be modiﬁed as, [6, 7],
T = kDa(θd + cθ˙d/k) (2.2)
thus including θ˙d in the dead zone conditions.
2.1.2 Physical model
A physical model of the backlash can be derived, [6, 7], by introducing an extra state,
θb = θ3− θ2, representing the position of the backlash, Fig. 2.2. The shaft torque can then
be derived as
Ts = k(θd − θb) + c(θ˙d − θ˙b) (2.3)
assuming inelastic impact when the backlash gap is closed. The case for which θb > a,
θ˙b = 0 is referred to as right contact, while the case for which θb < −a, θ˙b = 0 is referred
to as left contact. An expression for the backlash angle and the backlash angular velocity
can be derived through a phase plane analysis, [6]. However, a simple release condition can
be stated using the fact that contact is lost when the sign of the backlash angular velocity
is such that it causes the backlash to be traversed, i.e. for right contact, θ˙b < 0, and for
left contact, θ˙b > 0. By the deﬁnition of θb, it is clear that for θb = a, θ˙b = 0 (driving
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torque) or θ˙b < 0 (release of contact). For left contact, the conditions are θ˙b = 0 or θ˙b > 0.
Further, when contact is lost, no torque is transferred, and thus Eq. (2.3) gives
0 = Ts = k(θd − θb) + c(θ˙d − θ˙b) → θ˙d − θ˙b = k/c(θd − θb) (2.4)
Using Eq. (2.4) and the conditions for θ˙b stated above, θb can be expressed as
θ˙b =
⎧⎨
⎩
max(0, θ˙d + kc (θd − θb)), θb = −a;
θ˙d + kc (θd − θb) , |θb| < a;
min(0, θ˙d + kc (θd − θb)), θb = a;
The system with backlash is now fully described and the torque is given by Eq. (2.3), using
θb and θ˙b as stated above.
10
2.2 Friction
Friction is the force that counteracts the relative motion of surfaces and is thus present
in every mechanical movement. Considering a vehicle, friction occurs between wheel and
ground, the movements inside the engine etc. Since this thesis is concerned with modeling
the diﬀerential, the friction considered is that between the gears in the diﬀerential. To
understand the physical eﬀects of friction it is important to have knowledge of some of the
phenomena that occur due to friction.
2.2.1 Friction phenomena
Figure 2.3: Break-away force phenomenon
Friction can be divided into static and dynamic friction. Static friction, also known as
stiction, is the friction when objects stick together and dynamic friction is the friction for
objects in relative motion. To give objects a relative motion a force needs to be applied
that is greater than the static friction, this force is known as the break-away force. Rabi-
nowicz investigated in [14] how friction could be described as a function of displacement,
see Fig. 2.3 in which the break-away force results in a peak. As can be seen, there is
some displacement before the break-away force is reached. This is known as pre-sliding
displacement and is small compared with the displacements when actually in motion. It
is, however, worth noting that applying a force and then releasing it before the break-away
force is reached give rise to a small permanent displacement. It is also observed that the
break-away force is greater than the force needed to keep an object in motion. Frictional lag
is another friction phenomena, involving hysteresis. Starting from standstill and increasing
the velocity creates a higher frictional force than is generated when decreasing the velocity
to standstill.
2.2.2 Classic friction models
Friction is a well investigated area of research and many diﬀerent friction models have been
proposed. Which model to use depends on the importance of diﬀerent phenomena, and, in
addition to recent research, it is worth noting some of the classic models [15].
The most convenient way to handle friction is as, Fig. 2.4(a),
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F = μCNsign(v) (2.5)
where μC is the Coulomb friction coeﬃcient and N is the normal load. This descrip-
tion is known as Coulomb friction. The model states that the magnitude of the friction
force is independent of parameters such as the velocity and the area of contact between
the surfaces. Because of its simplicity, the Coulomb friction is frequently used. A possible
problem with the Coulomb friction model is that it is too simple a model to cover friction
phenomena such as break-away force and frictional lag, mentioned above.
While the Coulomb friction model only takes into account the friction between dry surfaces,
there is also friction referred to as viscous friction, which originates from the viscosity of
lubricants. This can be expressed as
F = ηvv (2.6)
where ηv is the viscous friction coeﬃcient. In Eq. (2.6) the viscous friction is propor-
tional to the velocity between the surfaces, but proportionality is not a necessity and more
complicated relationships have been presented, [16]. Viscous friction is often combined
with Coulomb friction, see Fig. 2.4(a).
Due to the break-away force mentioned in Section 2.2.1, the friction force is higher for
v = 0 than for small values of v. Applying this to a friction model for v = 0 improves the
models description of the friction force, see Fig. 2.4(c),
F =
{
Fe, v = 0 |Fe| < μsN
μsNsign(Fe), v = 0 |Fe| ≥ μsN (2.7)
where the parameter Fe is the external forces acting on the object. Thus, the break-
away force is given by μsN , and when Fe > μsN the object will be accelerated, causing
v = 0, i.e. the friction force can be modeled for example by Coulomb friction, Eq. (2.5),
see Fig. 2.4(c).
2.2.3 Stribeck eﬀect
The discontinuity visible in Fig. 2.4(c) for zero velocity has been examined thoroughly and
Stribeck observed that the velocity dependence is actually continuous, [15]. This can be
seen in Fig. 2.4(d), which is known as a Stribeck curve. This yields that a more accurate
model of friction is given by
F =
⎧⎨
⎩
Fs, v = 0
Fe, v = 0, |Fe| < μsN
μsNsign(Fe), v = 0, |Fe| ≥ μsN
(2.8)
where Fs is an arbitrary function that describes the nonlinearity. A common function
used is
Fs = μCN + (μs − μC)Ne−|v/vs|δs (2.9)
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2.4(a) Coulomb friction 2.4(b) Viscous friction and Coulomb friction
2.4(c) Break away friction 2.4(d) Stribeck friction
Figure 2.4: Diﬀerent friction models
where vs is called the Stribeck velocity, indicating how fast the Stribeck eﬀect decreases
- a small value results in a fast decrease of the eﬀect, while a large value results in a slow
decrease, and where δs can be regarded as a shaping factor. This is the arbitrary function
used in Fig. 2.4(d).
2.2.4 LuGre model
The friction model named LuGre, an abbreviation of Lund and Grenoble, is one of the
most recent contributions within the ﬁeld of friction research [15, 17]. It was motivated by
the lack of complexity of existing models, in that they did not describe the various friction
phenomena.
At a microscopic level, surfaces are very irregular and the contact between two surfaces
is equivalent to that of many asperities. The LuGre model describes these asperities as
elastic bristles that deﬂects when a tangential force is applied, see Fig. 2.5. However, only
a single bristle is observed and so it will have to represent the average behavior for all
bristles, see Fig. 2.6. Since only one bristle is used, however, a few aspects need to be
taken into consideration. For instance, the bristle can never slip and loose contact, and
for constant velocities the bristle will reach a steady-state value. As seen in Fig. 2.6, the
average deﬂection of the bristles is denoted zand modeled by
∂z
∂t
= v − σ0|v|z
g(v)
(2.10)
where v is the relative velocity between two surfaces and σ0 is a constant further dis-
cussed in Section 2.2.5. The function g(v) accounts for the Stribeck eﬀect and can be
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Figure 2.5: Bristles modeling contact asperities
Figure 2.6: Single bristle representing average bristle behaviour
expressed as
g(v) = α0 + α1e−(v/vs)
2
(2.11)
Comparing equations (2.9) and (2.11) it is clear that α0 corresponds to μCN and that
α1 corresponds to (μs − μC)N , while the shaping factor has been chosen as δs = 2. The
parameters will be further discussed in Section 2.2.5. The friction force given by the LuGre
model is ﬁnally derived as
F = σ0z + σ1
∂z
∂t
+ α2v (2.12)
where α2v represents the viscous friction, thus linear to the sliding velocity, and the
remaining terms represents dry friction. The LuGre friction model accounts for the fric-
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tion phenomena described in Section 2.2.1, as well as for various other phenomena not
described further in this thesis. To use the LuGre model eﬃciently, the parameters
σ0, σ1, α0, α1, α2, vs need to be given proper values.
2.2.5 LuGre Parameters
In total, six parameters need to be analyzed in order to fully understand the dynamics
of the LuGre model. To show the impact of these parameters, Fig. 2.7-2.10 are created.
Newton’s second law of motion is used in the form of Eq. (2.13) for a theoretical case.
F − Ffric = ma (2.13)
Parameter Value
σ0 10000 [N/m]
σ1 200 [Ns/m]
α0 0.5 [N]
α1 0.5 [N]
α2 0.1 [Ns/m]
vs 1.0 [m/s]
Table 2.1: LuGre friction parameters used in this section
The input force F is deﬁned in Fig. 2.7, where it has been assumed that m = 10 kg
and the parameters for the LuGre friction is set to the values in Table 2.1. The resulting
frictional force and velocity can be seen in Fig. 2.8-2.9 respectively.
Figure 2.7: Applied force
Considering the resulting ﬁgures, the greatest impact seems to appear when the velocity
changes sign. To further investigate this impact, the friction force in Fig. 2.8 is considered
between 40 − 50 s, which is visible in Fig. 2.10. The characteristics of the function g(v),
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Figure 2.8: Resulting friction force
as well as z and ∂z∂t can be seen for the same interval in Fig. 2.11-2.13.
Generally, z˙ = 0 m/s, thus, Eq. (2.10) and Eq. (2.12) can be rewritten as
z =
g(v)
σ0
sign(v) (2.14)
F = σ0z + α2v (2.15)
Equation (2.14) shows the g(v) dependency of z. For suﬃciently large velocities compared
to the Stribeck velocity, g(v) is given by α0 only, see Eq. (2.11), thus, the friction is only
described by the Coulomb friction parameter, α0, and the viscous friction parameter, α2.
However, when the velocity is in the vicinity of, or lower than, the Stribeck velocity, the
value of α1 has a greater impact. For v = 0, the impact of the function g(v) attains its
highest value, α0 +α1, which in this case is equal to 0.5 + 0.5 = 1, see Fig. 2.11. Due to
the velocity sign change, z is subjected to a discontinuity which also has an impact on z˙.
The value of σ1 is related to the impact of z˙ on the total friction force. Considering Fig.
2.13 and Fig. 2.10 it can be observed that the negative peak is due to z˙, i.e. the frictional
lag, mentioned brieﬂy in Section 2.2.1, depends on z˙.
It is important to study the eﬀects when changes are made in the parameters. Increasing
the value of σ0, for instance, implies a higher bristle deformation resistance, decreasing the
values of both z and z˙. Changing the value of σ0 from 10000 N/m to 5000 N/m makes
z larger, see Eq. 2.14 but the term σ0z in the total friction will be unchanged. However,
increasing z also increases z˙, and if the value of σ1 is not decreased with regards to σ0 the
frictional lag will be greater, the same response as when increasing σ1. This relationship
should be taken into account when altering either σ0 or σ1. The parameters α0 and α1
determines the values of the function g(v), see Fig. 2.11. The characteristics of g(v) is also
dependent on the Stribeck velocity, vs. Increasing vs results in a wider peak in Fig. 2.11,
since the impact of α1 becomes noticeable for larger input velocities, see Eq. (2.11). Thus,
the impact of the Stribeck eﬀect on the total friction force spans a wider velocity interval.
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Figure 2.9: Resulting velocity
Lastly, the value of the parameter α2 determines, as previously mentioned, the impact of
viscous friction and is not of great importance for low velocities.
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Figure 2.10: Resulting friction force, 40− 50 s
Figure 2.11: The function g(v), 40− 50 s
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Figure 2.12: Bristle deformation, z, 40− 50 s
Figure 2.13: Bristle deformation velocity, z˙, 40− 50 s
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3 Driveline modeling
3.1 Introduction
The driveline is modeled as a system of rotating inertias connected by damped, ﬂexible
shafts, using Newton’s generalized second law of motion. The clutch is assumed to be
rigid, as is the transmission. Furthermore, the dynamics of the engine is not considered
in this thesis, distinguishing the driveline model from a powertrain model. Rather, the
engine is modeled as a ﬂywheel, connected to the transmission. One approach to model
the system could be to derive equations for each component in the driveline and combine
them to form an overall equation for the lumped system. However, this is not the most
practical solution for simulation purposes where it is more intuitive to model each com-
ponent, combining these models to form the driveline. This is even more practical when
considering nonlinearites, such as backlash, for which the lumped equation tends to be
somewhat cumbersome.
Figure 3.1: Schematic of a basic powertrain
3.2 Driveline components
A schematic of a basic powertrain is depicted in Fig. 3.1 and consists of an engine, a clutch,
a transmission, a ﬂexible propeller shaft, a diﬀerential gear (often referred to as the ﬁnal
drive), ﬂexible drive shafts and wheels, [1]. The modeling of the system, neglecting the
engine dynamics as mentioned above, as rotating inertias can be seen in Fig. 3.2.
3.2.1 Engine
Generally, an engine can be modeled as a ﬂywheel, driven by an engine torque and subject
to an internal friction torque load as well as a load torque from the clutch. Thus, according
to Newton’s second law, the engine model is described by
Jeθ¨e = Te − Tfre − Tc (3.1)
where Je and θ¨e is the inertia and the angular acceleration of the engine ﬂywheel,
respectively, and T denotes the torques, i.e. Te, Tfre and Tc corresponds to the torque
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Figure 3.2: Driveline modeled as rotating inertias
of the engine, frictional torque of the engine and clutch torque, respectively. However,
modeling of the engine dynamics is outside the scope of this thesis. Instead, a "virtual"
torque, calculated by an onboard computer using engine measurements and acting on the
ﬂywheel, is used.
3.2.2 Clutch
Under the assumption of a rigid clutch,
Tc = Tt, θc = θe (3.2)
3.2.3 Transmission
The transmission converts the torque from the clutch, or rather the torque from the engine
since the clutch is assumed to be rigid, according to the ratio of the transmission, it, i.e.
θe = θtit. Typically, the equation for the transmission is
Jtθ¨t = Ttit − Tfrt − Tp (3.3)
where viscous friction can be assumed for the transmission. However, assuming rigid
clutch and not taking transmission friction into account, but rather treating the transmis-
sion purely as a scaling factor, the lumped inertia of the ﬂywheel and the transmission
inertia, Jtot, can be described by
Jtot = Jei2t + Jt (3.4)
and eq. (3.3) can be written as
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Jtotθ¨t = Teit − Tp (3.5)
3.2.4 Propeller shaft
Due to ﬂexibility in the propeller shaft,
Tp = kp(θt − θp) + c(θ˙t − θ˙p) (3.6)
Flexibility such as this induces oscillations in the driveline. According to Petterson, [1],
the main ﬂexibility in the driveline is due to the ﬂexibility in the drive shafts rather than
in the propeller shaft. However, to ensure model validity, the ﬂexibility of the propeller
shaft is included in the simulations.
3.2.5 Final Drive
Typically, the ﬁnal drive is modeled as a torque distributor with internal friction, scaling
the torque from the propeller shaft with a ratio if and distributing it between the drive
shafts. Thus, the equation for the ﬁnal drive is
Jf θ¨f = Tpif − Tfrf − Td (3.7)
with the same notations as for the transmission model given above.
3.2.6 Modiﬁed Final Drive
However, the model in Eq. (3.7) model takes into account none of the dynamics of the
ﬁnal drive, i.e. the dynamics of the diﬀerential gear.
As previously noted, there are nonlinearities within the diﬀerential due to friction (which
may be more complex than the viscous friction model) and backlash, and disregarding
the impact of these might cause discrepancies in the simulation results. If, instead, the
diﬀerential is modeled as four inertias, representing the crown wheel, the planet gear and
the side gears, these eﬀects can be taken into account. The contact between the end of the
propeller shaft, i.e. the pinion gear, and the crown wheel, is assumed to be rigid. Thus, the
lumped mass can be expressed in the same manner as the lumped engine mass, Eq. (3.4),
Jtot2 = Jpi
2
f + Jc (3.8)
The modiﬁed driveline, with the extended diﬀerential gear model, can be seen in Fig. 3.3.
The resulting equations for the four inertias are
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Figure 3.3: Modiﬁed driveline model with extended diﬀerential gear model.
Jtot2 θ¨c = Tpif − TdiffL − TdiffR − Tfrc
= Tpif −BL [(θc − θpg)− θsL ]−BL [(θc + θpg − θsR ]− Tfrc (3.9)
Jpg θ¨pg = TdiffL − TdiffR − Tfrpg
= BL [(θc − θpg)− θsL ]−BL [(θc + θpg)− θsR ]− Tfrpg (3.10)
JsL θ¨sL = TdiffL − TdL
= BL [(θc − θpg)− θsL ]− TdL (3.11)
JsR θ¨sR = TdiffR − TdR
= BL [(θc + θpg)− θsR ]− TdR (3.12)
where BL(Δθ) denotes the function modeling the backlash and the impact, as previ-
ously described.
3.2.7 Drive Shaft
The drive shafts are modeled in the same manner as the propeller shaft,
Td = kd(θs − θw) + cd(θ˙s − θ˙w) (3.13)
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where the dynamic torque Td is a model of a torsional spring-damper.
3.3 Wheel modeling
The tyre-road interaction exhibits a complex and highly nonlinear behaviour, which is sur-
face dependent. As will be described later, this results in a complicated control problem,
since a spinning wheel looses lateral stability. The tyre-road interaction is of great impor-
tance in traction control and developing a model which includes full tyre dynamics is a
time consuming process. In this thesis a wheel model containing a tyre module created at
Haldex Traction is being used, with a few modiﬁcations. This model accounts for various
tyre phenomena and uses the Pacejka Magic Formula, further described in Section 3.3.5.
3.3.1 Wheel dynamics
The dynamics of the wheel are given by
Jwω˙ = Td − Tb − rwFx (3.14)
where Jw is the inertia of the wheel, Td is the dynamic drive shaft torque, Tb is the
brake torque, rw is the eﬀective rolling radius of the wheel and Fx is the force acting in the
longitudinal direction.
Evaluating the longitudinal force equilibrium gives
Fx − Fres = mvehv˙veh (3.15)
where Fres represents the combination of resistive forces on the vehicle,
Fres = Fair + Froll + Fslope (3.16)
The resistive forces are discussed in the next section.
The longitudinal force, often referred to as the adhesive force or traction force, is given by
Fx = μN (3.17)
where μ is the friction coeﬃcient of the road surface and N is the normal load. The main
focus in traction control, is to maximize the traction force throughout the acceleration.
3.3.2 Resistive Forces
For the vehicle to move forward, the traction force needs to overcome the resistive forces.
Those discussed in this section are the rolling resistance, the slope resistance and the resis-
tance due to air drag of which the rolling resistance and the slope resistance were accounted
for in the provided wheel model.
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The rolling resistance is surface dependent - it is, for example, higher if a tire is driven on
sand than when driving on asphalt. The rolling resistance can be expressed as
Froll = N(qinit + qvel
|Vx|
|V0| ) (3.18)
where N is the normal load, qinit is the initial level of resistive force and qvel is a veloc-
ity dependent parameter. The parameters qinit and qvel varies with the road surface, [8, 10].
The slope resistance is given by
Fslope = mvehg · sinα (3.19)
where mveh is the vehicle mass and α is the road inclination angle.
Finally, the air drag resistance, not accounted for in the provided wheel model, can be
expressed as
Fair =
1
2
ρv2vehcwA (3.20)
where ρ is the air density, A is the frontal area of the vehicle and cw is the aerodynamic
drag coeﬃcient, [1, 8].
3.3.3 Haldex Wheel Model
The wheel model provided by Haldex consists of a tyre module, with numerous inputs due
to the complexity of a tyre. For calculating tyre slip and various forces and torques, a
single ﬁle consisting of 250 variables was supplied along with the tyre module. Apart from
these variables, the module uses the drive shaft torque, the brake torques and the velocity
of the wheel center as inputs. There is also a variety of outputs from the module, however,
in this thesis only the traction force and the angular velocity of the tyre are considered.
3.3.4 Wheel Slip
Applying torque to a wheel, causes the tyre to deform slightly, see Fig. 3.4. The deformation
is a result of the compliance of the deﬂected tyre treads, see Fig. 3.5, and regarding the
tread as a spring, the energy stored in the spring generates a tractive force .
The deformation of the tyre causes a driven wheel to travel a shorter distance than a
free-rolling wheel, thus, the angular velocity of a driven wheel is higher than that of a
free-rolling wheel. The velocity diﬀerence between a driven wheel and the vehicle is called
slip and can be deﬁned as
λ =
ωr − vveh
vveh
(3.21)
where ω is the angular velocity of the wheel. Clearly, λ = 0 for a free-rolling wheel,
while a spinning wheel implies high slip values. The surface friction coeﬃcient has a high
slip dependence, which is often described by the so called Magic Formula, further described
below.
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Figure 3.4: Driven wheel, with (exaggerated) deformation
Figure 3.5: Model of deﬂected tyre tread, microscopic view
3.3.5 Pacejka Magic Formula
A commonly used model describing the tyre-road interaction, is the Magic Formula, Eq.
(3.23), which describes the interaction during steady-state conditions [?],
Y (x) = D sin(C arctan(Bx− E(Bx− arctan(Bx)))) (3.22)
The formula has various applications in that it adequately describes forces, torques and
friction coeﬃcients. The formula is easily modiﬁed to describe the surface friction coeﬃcient
as a function of slip,
μ(λ) = D sin(C arctan(Bλ− E(Bλ− arctan(Bλ)))) (3.23)
as shown in Fig. 3.6 for diﬀerent surfaces.
The constants in the Magic Formula denoted B, C, D and E have diﬀerent meanings,
which can be understood by graphically examining Fig. 3.6, [9].
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Figure 3.6: Pacejka’s Magic Formula, generating the function μ(λ), for diﬀerent surface conditions
• D is the peak coeﬃcient and determines the maximum value of the curve (since the
remaining part of the Magic Formula is a sine function and can thus never be larger
than 1)
• C is the shape factor and determines the value of the sine function and has the highest
impact on the shape of the curve. A value larger than 1 generates a peak and by
increasing the value, the peak takes on a more deﬁned form
• B is the stiﬀness factor, aﬀecting the initial slope of the curve and thus determines
the position of the peak
• E is the curvature factor, the curve ﬂattens with decreasing values
The slip dependency of the surface friction utilization coeﬃcient μ, and due to Eq. (3.17)
the traction force, is clearly seen in Fig. 3.6, as is the large diﬀerence in the friction
coeﬃcient for the various surface conditions. As previously stated, this thesis considers
only longitudinal forces, however, for the traction control problem the lateral stability has
to be taken into account. The lateral forces decreases rapidly with increasing slip, i.e.
to achieve maximum longitudinal acceleration while maintaining lateral stability, the slip
should never exceed the value for which the friction coeﬃcient attains its maximum value.
This is not quite true, however, with regards to the absence of a well deﬁned peak when
driving on snow or ice, in which case the slip should not be allowed to exceed the value
marking the beginning of the plateau. The left side of the peak is for obvious reasons
denoted stable, while the right side is denoted unstable. In the absence of a well deﬁned
peak, the plateau is denoted unstable. The choice of an optimal slip value, λopt is important
within traction control, as will be discussed further in Section 5.
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4 System modeling
4.1 System
The complete system is a driveline for a heavy-duty truck. The weight of the truck is as-
sumed to be 12200 kg, of which only 2000 kg is distributed on the rear axle, i.e. the truck
is unloaded. These parameters match those of the test vehicle used in the measurements
provided by Haldex.
The parameters for the provided tyre module were those of a standard car tyre and thus not
directly applicable in the developed drivetrain model, due to the diﬀerence in properties
for a heavy-duty truck tyre - i.e. some changes needed to be made, such as increasing the
radius, the mass and the inertia of the wheel. Also, four wheels are attached to the drive
shaft, two on each side, on the real vehicle while the tyre module only describes one tyre.
This could be solved by using four tyre modules i.e. four wheel models, one for each wheel.
However, since the wheels are paired together on the drive shaft, it is more convenient to
use two wheel models, one for the right side and one for the left side. Thus, the inertia and
the adhesive force of the wheels need to be doubled, as well as adjusting the displacement
parameters and the rolling resistance parameters for each wheel accordingly. Also, addi-
tional wheels decreases the normal load on each wheel. Thus, Eq. (3.14) can be modiﬁed
as
2 · Jwω˙ = Td − Tb − rw · 2 · Fx(Fz2 , λ) (4.1)
4.2 Simpliﬁcations
Proper modeling is of great importance to account for complex behaviour of the real system,
however, simpliﬁcations are often introduced to increase model usability while maintaining
model simplicity. While these simpliﬁcations might not aﬀect the system dynamics, it is
important to declare where they have been introduced.
As mentioned in Section 3, the clutch is assumed rigid, i.e. it transfers the torque without
altering it. Clutch dynamics is further investigated in, for example, [1]. Also the contact
between the pinion gear, at the end of the propeller shaft, and the crown wheel is modeled
as rigid. It has been shown, [1], that a major part of the driveline dynamics are captured
using a model for which the drive shaft is the main ﬂexibility, however, this thesis also
accounts for ﬂexibility in the propeller shaft to ensure model validity.
4.3 Nonlinearities
This thesis focuses on developing an accurate model of the diﬀerential and rear axle be-
haviour, thus, the nonlinearities considered in the model are backlash between planet gear
and side gears, and friction. The friction modeling of the diﬀerential is based on two dif-
ferent approaches. The contact friction between the planet gear and the side gears in the
diﬀerential is modeled using the LuGre friction model while the contact friction between
the pinion gear, at the end of the propeller shaft, and the crown wheel is modeled as a
combination of Coulomb friction and viscous friction. Though backlash and friction are
present in other parts of the driveline as well, the inﬂuence of these on the diﬀerential
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dynamics can be neglected, e.g. by assuming a rigid clutch and transmission as described
above.
4.4 Choice of parameters
4.4.1 Compliance and Damping
To model the ﬂexible shafts as spring-dampers connecting rotating inertias, the parameters
k and c need to be determined. The parameters could be determined using a dynamometer,
which would require the shafts to be dismounted. However, an easier approach is to estimate
the values using straightforward mechanics of materials. Since the propeller shaft connects
the engine with the ﬁnal drive and therefore is of considerable length, a hollow shaft is
usually used to minimize the weight of the shaft while maintaining desirable strength. The
weight is not an issue for the drive shaft, therefore it can be assumed to be solid. In steady
state, i.e. at constant load torque T , the displacement angle can be expressed as
θd =
T
k
=
T · L
G ·K ⇒ k =
G ·K
L
(4.2)
where k is the stiﬀness parameter, L is the length of the shaft, G is the shear modulus
and K is a parameter dependent on the cross section of the shaft. The cross section
dependent parameter K for a hollow shaft with outer diameter D and inner diameter d, is
given by
K =
π
32
(D4 − d4) (4.3)
A solid shaft is simply a special case of a hollow shaft for which d → 0, thus, K is given by
K =
π
32
D4 (4.4)
Introducing damping in the shaft leads to a harmonic oscillator,
Jθ¨ = −kθ − cθ˙ ⇒ (Js2 + cs + k)θ = 0 ⇒ (s2 + c
J
s +
k
J
)θ = 0 (4.5)
where the natural frequency ω0 is given by
ω0 =
√
k
J
(4.6)
and where k is the stiﬀness of the spring and J is the inertia. Deﬁning the damping
ratio, ζ, as
ζ =
c
2
√
Jk
(4.7)
the harmonic oscillator can be expressed as
(s2 + 2ζω0s + ω20)θ = 0 (4.8)
Thus, by estimating the damping ratio, the damping coeﬃcient c of the shaft can be
obtained through Eq. (4.7).
The parameter values for the compliance and damping used in this thesis, are presented in
Table (4.1)
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Parameter Value
kp 90 · 103 [Nm/rad]
cp 127 [Nms/rad]
kd 16 · 103 [Nm/rad]
cd 16 [Nms/rad]
Table 4.1: Compliance and damping parameters
4.4.2 Friction
The main issue with using the LuGre friction model is the diﬃculty in parameter choice,
described in Section 2.2.5. The LuGre friction is used in the model for the contact between
the planet gears and the side gears, i.e. making it harder for the planet gear to move. For
longitudinal motion during stable conditions, e.g. when the left and right wheels have the
same velocity, the planet gears do not move. Therefore, friction between planet gear and
side gears occurs only when one of the wheels have higher angular velocity than the other,
i.e. when one or both wheels are spinning or when turning. Thus, when the planet gears
do not move, only Coulomb friction and viscous friction between pinion gear and crown
wheel is present, described by
Tfrc = μCmTpif + ηvm θ˙c (4.9)
where μCm is the Coulomb friction coeﬃcient, and the parameter for the viscous friction,
ηvm , is given in Nms. The parameters of this friction model should therefore be determined
ﬁrst, which can be accomplished using simulations with measurement data and comparing
the stable parts. Thereafter, the LuGre parameters can be determined, using the same ap-
proach as above but rather examining the unstable parts, i.e. when one wheel is spinning,
setting the parameters so that the friction model counteracts the motion of the planet gears.
The LuGre friction model has been discussed thoroughly in Section 2.2.5 as a model used to
calculate a friction force that is velocity dependent. However, the friction is also dependent
on the acting torque. Thus, instead of calculating a friction force the model can be rewritten
to calculate a friction coeﬃcient, f , which, multiplied with the acting torque, gives the
friction torque. The six parameters σ0, σ1, α0, α1, α2 and vs must be chosen accordingly.
Firstly, the viscous parameter α2 is neglected since it should not be accounted for when
calculating the friction coeﬃcient. The relative velocity between the planet gears and the
side gears is calculated, in m/s and used as input velocity. Due to low relative velocity, the
friction present is mainly dry friction. Assuming the same value for the LuGre model as
for the Coulomb friction in the friction model describing the contact friction for the pinion
gear and the crown wheel, gives a rough estimation of the LuGre model parameters. Using
model tests and plausible results, while conﬁrming an accurate description of the friction
phenomena, a set of values for σ0m , σ1m , α0m , α1m and vsm is given, where the index m
denotes the modiﬁed parameters. Thus, the LuGre model provides a friction coeﬃcient
rather than a friction force. Adding viscous friction, the total LuGre friction is given as
Tfrpg = TdiffLfL + α2vrelL − (TdiffRfR + α2vrelR) (4.10)
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4.5 Simulation problems
When implementing the model of the driveline in Matlab/Simulink, a few problems occur,
mainly due to the complexity and stiﬀness of the diﬀerential model.
In Simulink, there are a few things that need consideration. There exists, for example,
diﬀerent solvers since the main purpose of Simulink is solving diﬀerential equations. The
ﬁrst solver tried was ode45 which is the default choice in Simulink. It is a one-step solver,
based on an explicit Runge-Kutta formula. The main issue with ode45 is the simulation
time, which tend to increase for stiﬀ system, since the solver is non-stiﬀ. Using a stiﬀ
solver, for example the ode23s which is based on a modiﬁed Rosenbrock formula of second
order, decreases simulation time but with slightly less accuracy. In this thesis, the ode23s
solver with a relative tolerance of 0.001 is being used.
When evaluating the model using the measurement data provided, some problems oc-
cured when the wheels started to spin - the wheels velocities increased to unreasonably
high values. By using the vehicle velocity obtained from measurement data as input to the
wheel models and themeasurements of ﬂywheel velocity as an observer this problem was
solved.
As expected, the most problems for the model occurred when implementing the nonlin-
earities, i.e. the backlash and the friction, in the ﬁnal drive. Both the backlash and the
friction slowed down the simulation and occasionally forced Matlab to shut down. For the
friction, these problems are due, in part, to the problem of choosing the right values for
the parameters, as a poor choice of parameters might cause the friction to increase beyond
reasonable values. For backlash, a problem is, in part, the use of look-up tables, which
can cause problems in Simulink due to the introduction of discontiuities. In addition, the
compliance of the spring-damper modeling the contact between planet gears and side gears
is very high, and numerical problems can arise for small variations in angular diﬀerence
between gears. The problems arising when introducing nonlinearities were solved, to some
extent, by changing solver to ode23s.
4.6 Validation
The model is validated using measurement data provided by Haldex. The data is collected
at the test site in Arjeplog, Sweden, and features test runs with an unladen truck on ice,
i.e. in low-μ and split-μ conditions.
Three series of measurement data are used. These series of measurement data will hereafter
be referred to as Test 1, 2 and 3. Each of the measurement data series contains 288 dif-
ferent measurements obtained from the CAN-bus on the truck. Since this thesis considers
a driveline model without engine dynamics, the engine torque applied to the ﬂywheel is
used as input. The wheel velocities generated by the model are compared with those of
the measurement data. Also, the brake measurement data is used, as inputs to the wheel
models. The three tests includes some gear shifting and each gear has its own ratio that
needs to be accounted for. Thus, the model compares the velocity of the ﬂywheel to the
velocities of the rear wheels, to calculate the driveline scaling factor. The ﬂywheel velocity
is also used as an observer when calculating the angular velocity of the transmission.
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4.6.1 Test 1
The ﬁrst test spans 65 seconds. The initial vehicle velocity is approximately 20 km/h with
a low initial acceleration, and the vehicle is then kept at almost constant velocity before
the brakes are used at the end of the test. During the test, only one gear shift is performed.
Since the acceleration is low, there is not much wheel spin.
Figure 4.1: Engine torque, Test 1
Figure 4.2: Gear ratio, Test 1
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Figure 4.3: Brake torques, Test 1
Figure 4.4: Wheel velocities, Test 1
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4.6.2 Test 2
This test is almost the same as Test 1, with one important diﬀerence - initially, the vehicle
velocity is almost zero, i.e. the vehicle is accelerating from standstill, to a constant velocity,
similar to Test 1. Wheel spin is frequently occuring during the acceleration for both left
and right wheels.
Figure 4.5: Engine torque, Test 2
Figure 4.6: Gear ratio, Test 2
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Figure 4.7: Brake torques, Test 2
Figure 4.8: Wheel velocities, Test 2
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4.6.3 Test 3
The third test is the most complex with gear shifting both up and down. There is fast
acceleration both initially and after a time period of 60 seconds. During both accelerations,
the wheels start to spin. Notice that the duration of the test is 190 seconds, which is the
longest of the three tests. During the test, the brakes are used frequently.
Figure 4.9: Engine torque, Test 3
Figure 4.10: Gear ratio, Test 3
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Figure 4.11: Brake torques, Test 3
Figure 4.12: Wheel velocities, Test 3
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4.6.4 Step responses
Besides the validation using measurement data, the model was also tested with various
inputs, such as steps. The problem with using these tests is that the model requires sec-
ondary inputs apart from the primary engine torque input.
For the engine torque, diﬀerent step functions were deﬁned. An instantaneous change in
engine torque from 0 Nm can cause large changes in the wheel accelerations and therefore
the steps will be taken from a constant value of 300 Nm.
The secondary inputs to the model are the brake torques, the engine velocity, the velocities
of the wheels and the velocity of the vehicle. The velocities of the wheels are used in
the model as comparison with the model outputs and for calculation of the transmission
ratio. For simplicity, constant gear ratio is assumed for all steps. The engine velocity is
also used for the ratio calculations, though it is also used as an observer when calculating
the velocity of the propeller shaft. Without the use of the engine velocity there is no
feedback to the engine and the velocities of the driveline can therefore attain unreasonably
high values. However, the purpose of the step responses is to observe system dynamics
rather than absolute values. The braking torques are also neglected, i.e. the brakes are
not used. Finally, the velocity of the vehicle has been obtained from measurements in the
validations, however, for the step responses it is calculated in the model. Since the wheel
models calculate the adhesive traction force of the wheels, Newton’s second law of motion
can be used
mvehaveh = FxL + FxR − Fair (4.11)
where Fair is the resistive force due to air drag, see Section 3.3.2. The constant value
for the gear ratio is set to 2.9 for the step responses, which approximately corresponds to
the third gear. The engine torque used in the step responses can be seen in Fig. 4.13-4.14.
Figure 4.13: Step in engine torque, 300-350 Nm
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Figure 4.14: Step in engine torque, 300-400 Nm
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5 Control theory
When reviewing previous work on traction control, a number of options regarding the
choice of control strategy are presented. Since this thesis does not consider turning or
cornering, i.e. only longitudinal motion, the control problem is reduced to obtain optimal
traction in the longitudinal direction while maintaining stability in the lateral direction.
As described in the section on wheel dynamics, over all stability is a trade-oﬀ between
longitudinal traction and lateral stability. Often, an optimal slip trade-oﬀ value is in the
slip peak, λmax, vicinity, on the stable side. For larger slip values, λ > λmax, the system
becomes unstable as the lateral friction decreases. Thus, with regards to Fig. 3.6, the
control problem can be vaguely formulated as
"to control the slip to values close to the peak on its stable side, while not exceeding λmax"
Evidently, due to the nonlinear behaviour of the slip curve, the control problem itself is
highly nonlinear. Since the traction control is actuated by brake torque and/or by changing
the engine torque, a multivariable controller, with robust properties due to the nonlinear
slip behaviour, is required. The control problem is further complicated due to the varying
nature of the friction-slip curve. Since the curve varies depending on the surface, so does
the optimal slip value. Some controllers, e.g. gain scheduling or fuzzy control, can be de-
signed to control the slip to a value for which the friction curve attains a maximum instead
of controlling it to a ﬁxed reference value, while other controllers require an algorithm for
estimation of the optimal slip value.
A proper controller should include some form of method to determine surface conditions,
i.e. the current μ-value. This can be done in several diﬀerent ways, e.g.
• via slip-based estimations, [11]
• using optical sensors to detect reﬂections from the surface, [12]
• using acoustic sensors to analyze noise from the tyres, [12]
• using sensors attached to the wheel threads to measure stress and strain, [13]
However, proper evaluation of such methods is outside the scope of this thesis, and it is
therefore assumed that the road surface conditions are known.
As mentioned above, a number of controllers would be suitable for the traction control.
Most research has been devoted to the use of fuzzy control or sliding mode controllers, often
motivated by the nonlinear road-tire friction behaviour. This thesis, however, investigates
the use of a model-based, predictive controller, an approach proposed only, to the authors
knowledge, by one previous research group.
5.1 Model Predictive Control
In Model Predictive Control (MPC), an on-line, open-loop ﬁnite-horizon optimal control
problem is solved to obtain an optimal control sequence, of which only the ﬁrst control
action is applied to the process. The algorithm uses current measurements as initial states
and at each new measurement the optimization problem is recalculated over the prediction
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horizon. Applying the ﬁrst control action of the proposed optimal control sequence to the
process, new measurements are obtained. The iterative behaviour moves the prediction
horizon ahead, often referred to as receding horizon control. While originally developed for
industrial process control, typically with slow plant dynamics, MPC has proven eﬃcient
also for faster systems, e.g. in automotive and aerospace control.
MPC diﬀers from other control methods involving predictive control, e.g. Linear Quadratic
(LQ) and Linear Quadratic Gaussian (LQG) control, in that it considers constraint on in-
puts, states and outputs. The prediction is provided by an approximate, linear model
(most often a state-space formulation) of the plant. The capacity to handle contraints, for
singlevariable (SISO) systems as well as for multivariable (MIMO) systems is one of the
many advantages with using MPC, making it possible to achieve robust set-point tracking
with the possibility, for example, to minimize actuator costs or to restrict rapid variations
in inputs etc. The optimization problem consists of minimizing a cost function of the type
J(u) =
p∑
i=0
(yk+i − yrk+i)TQy(yk+i − yrk+i) +
m∑
i=0
(Δuk+i)TQu(Δuk+i) (5.1)
where Qy > 0, Qu > 0 and yrk is a reference value, over the prediction horizon p with
the control horizon m. In the cost function above, Qy and Qu represents weights on the
states and on the inputs, respectively.
In the following sections, the plant is assumed to be described by the linear state-space
formulation
xk+1 = Axk + Buuk + Bvvk + Bv∗v∗k
yk = Cxk + Dvvk + Dwwk (5.2)
5.2 Prediction Algorithms
As stated above, the prediction of future plant outputs with regard to a series of control
actions, is, as the name suggests, one of the important features of MPC. Consider the plant
dynamics given by Eq. (5.2). The predictions of future plant outputs, starting at time k
and with the prediction horizon p, can be described as
yk+p = C(Apxk +
p−1∑
j=0
AjBu(uk−1 +
j∑
i=0
Δui))
+ C
p−1∑
j=0
AjBvvk+j + Dvvp + C
p−1∑
j=0
AjBwwk+j + Dwwp (5.3)
Thus, all predicted outputs during the prediction horizon can be summarized as
⎡
⎢⎢⎢⎣
yk+1
yk+2
...
yk+p
⎤
⎥⎥⎥⎦ = Sxxk+Su−1uk−1+Su
⎡
⎢⎢⎢⎣
Δuk
Δuk+1
...
Δuk+p−1
⎤
⎥⎥⎥⎦+Sv
⎡
⎢⎢⎢⎣
vk
vk+1
...
vk+p−1
⎤
⎥⎥⎥⎦+Sw
⎡
⎢⎢⎢⎣
wk
wk+1
...
wk+p−1
⎤
⎥⎥⎥⎦ (5.4)
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where
Sx =
⎡
⎢⎢⎢⎣
CA
CA2
...
CAp
⎤
⎥⎥⎥⎦ ∈ 	pny×nx (5.5)
Su−1 =
⎡
⎢⎢⎢⎣
CBu
CABu + CBu
...∑p−1
j=0 CA
jBu
⎤
⎥⎥⎥⎦ ∈ 	pnx×ny (5.6)
and
Su =
⎡
⎢⎢⎢⎣
CBu 0 . . . 0
CBu + CABu CBu . . . 0
...
. . .
...∑p−1
j=0 CA
jBu
∑p−2
j=0 CA
jBu . . . CBu
⎤
⎥⎥⎥⎦ ∈ 	pny×nx (5.7)
Sv =
⎡
⎢⎢⎢⎣
CBv Dv 0 . . . 0
CABv CBv Dv . . . 0
...
. . .
...
CAp−1Bv CAp−2Bv CAp−3Bv . . . Dv
⎤
⎥⎥⎥⎦ ∈ 	pny×(p+1)nv (5.8)
Sw =
⎡
⎢⎢⎢⎣
CBw Dw 0v . . . 0
CABw CBw Dw . . . 0
...
. . .
...
CAp−1Bw CAp−2Bw CAp−3Bw . . . Dw
⎤
⎥⎥⎥⎦ ∈ 	pny×(p+1)nw (5.9)
5.3 Optimization
With m denoting the control horizon, the free control moves can be expressed as
z =
⎡
⎢⎢⎢⎣
zk
zk+1
...
zm−1
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
Δuk
Δuk+1
...
Δuk+p−1
⎤
⎥⎥⎥⎦ = Jm
⎡
⎢⎢⎢⎣
zk
zk+1
...
zm−1
⎤
⎥⎥⎥⎦ (5.10)
where Jm is a blocking matrix, introducing possible restrictions on sample-to-sample
moves, i.e. with the control signal ﬁxed over consecutive samples, a concept not further
explained in this thesis.
Optimization variables can be introduced according to
eu =
⎡
⎢⎢⎢⎣
uk
uk+1
...
uk+p−1
⎤
⎥⎥⎥⎦−
⎡
⎢⎢⎢⎣
urk
urk+1
...
urk+p−1
⎤
⎥⎥⎥⎦ , eΔu =
⎡
⎢⎢⎢⎣
Δuk
Δuk+1
...
Δuk+p−1
⎤
⎥⎥⎥⎦ , ey =
⎡
⎢⎢⎢⎣
yk+1
yk+2
...
yk+p
⎤
⎥⎥⎥⎦−
⎡
⎢⎢⎢⎣
rk+1
rk+2
...
rk+p
⎤
⎥⎥⎥⎦
(5.11)
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Considering the unconstrained case, i.e. with no constraints on inputs or outputs, the cost
criterion to be minimized is
J(z, ε) = eTy W
2
y ey + e
T
ΔuW
2
ΔueΔu + e
T
uW
2
ueu (5.12)
where W denotes weighting matrices according to
Wu = diag
[
wuk,1 w
u
k,2 . . . w
u
k,nu . . . w
u
k+p−1,1 w
u
k+p−1,2 . . . wk+p−1,nu
]
(5.13)
WΔu = diag
[
wΔuk,1 w
Δu
k,2 . . . w
Δu
k,nΔu
. . . wuk+p−1,1 w
Δu
k+p−1,2 . . . w
Δu
k+p−1,nΔu
]
(5.14)
Wy = diag
[
wyk,1 w
y
k,2 . . . w
y
k,ny
. . . wyk+p−1,1 w
y
k+p−1,2 . . . wk+p−1,ny
]
(5.15)
with wxij being a non-negative weight coeﬃcient for the variable xj at time i. Small
weights w implies low importance of the behaviour of corresponding variable to overall
performance. In eq. (5.12), the ﬁrst term represents the setpoint tracking,
Ey(k) =
p∑
i=1
ny∑
j=1
{wyj [yj(k + i)− rj(k + i)]}2 (5.16)
i.e. how much an output will deviate from its reference value. The weights, as deﬁned
in eq. (5.15), determines the most important reference value to track, i.e. the tracking of an
output with a low weight may be sacriﬁced in order to improve tracking of an output with
a high weight. However, focusing strictly on setpoint tracking might cause the controller
to make large actuator changes, which is often undesired since it may lead to system
instability. To this purpose, move suppression is introduced through the second term of
eq. (5.12) as
EΔu(k) =
m∑
i=1
nmv∑
j=1
{wΔuj Δu(k + i− 1)}2 (5.17)
where the weights, deﬁned in eq. (5.14), causes the controller to make more cautious
changes in actuator input. This is often, yet not always, done at the expense of setpoint
tracking degradation. However, the beneﬁt is a more robust controller, that is less sensitive
to prediction inaccuracies.
Finally, the last term of eq. (5.12) is introduced as an attempt of trying to maintain
the manipulated variables of the controller at a ﬁxed point (within a constrained region,
for the constrained case),
Eu(k) =
m∑
i=1
nmv∑
j=1
{wuj [uj(k + i− 1)− urj ]}2 (5.18)
This might, as when introducing move suppression, cause a degradation in output setpoint
tracking. However, should a plant have an excess of manipulated variables with regards
to the number of outputs, allowing the manipulated variables to move freely would result
in a non-unique set of actuator input values. This, in turn, would cause the manipulated
variables to drift within the region of operation.
Introducing constraints on inputs and outputs, according to
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(yk+1)min − ε(V yk+1)min
...
(yk+p)min − ε(V yk+p)min
(uk)min − ε(V uk )min
...
(uk+p−1)min − ε(V uk+p−1)min
(Δuk)min − ε(V Δuk )min
...
(Δuk+p−1)min − ε(V Δuk+p−1)min
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
yk+1
...
yk+p
uk
...
uk+p−1
Δuk
...
Δuk+p−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(yk+1)max + ε(V
y
k+1)max
...
(yk+p)max + ε(V
y
k+p)max
(uk)max + ε(V uk )max
...
(uk+p−1)max + ε(V uk+p−1)max
(Δuk)max + ε(V Δuk )max
...
(Δuk+p−1)max + ε(V Δuk+p−1)max
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where ε is the slack-variable, introduced to relax the constraints on y, u and Δu given by
ymin, ymax, umin, umax,Δumin and Δumax. The relaxation vectors V
y
min, V
y
max, V umin, V
u
max,
V Δumin and V
Δu
max, with non-negative entries, indicates the cost of relaxing the corresponding
constraint - large values of V implies a soft constraint which may, though matematically
discouraged, be violated, while small values of V implies a hard constraint, that must
not be violated. Typically, input constraints are hard, since these are often speciﬁed by
physical constraints of the plant. Hard constraints on outputs may cause infeasibility of
the optimization problem, e.g. due to model mismatch or unpredicted disturbances. Thus,
output constraints are generally soft. The cost function to be minimized for the constrained
case is, with constraints as stated above,
J(z, ε) = eTy W
2
y ey + e
T
ΔuW
2
ΔueΔu + e
T
uW
2
ueu + ρεε
2 (5.19)
where ρε is the weight on ε, penalizing violations of constraints - large ρε with respect
to input and output weights, implies a high penalty on constraint violations. Clearly, in
eq. (5.19), ρεε2 indicates a quadratic penalty on violating the constraints of the system.
Summarizing the equations above, the MPC optimization problem can be formulated as
min
u
J(u) = min
Δuk|k...Δum−l+k|k, ε
{
p−1∑
i=0
(
ny∑
j=1
|wyi+1,j(yk+i+1|k − rjk+j+1)|2 (5.20)
+
nu∑
j=1
|(wΔui )jΔuk+i|k|2 +
nnu∑
j=1
|(wui )j(ujk+i|k − (urk+i)j)|2) + ρεε2}
subject to
(uji )min − ε(V uj )min ≤ ujk+i|k ≤ (uji )max + ε(V uj )max (5.21)
(yji )min − ε(V yj )min ≤ yjk+i+1|k ≤ (yji )max + ε(V yj )max (5.22)
(Δuji )min − ε(V Δuj )min ≤ Δujk+i|k ≤ (Δuji )max + ε(V Δuj )max (5.23)
Δuk+h|k = 0, h = m, . . . , p− 1 (5.24)
ε ≥ 0, i = 0, 1, . . . , p (5.25)
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6 Control design
6.1 Slip Linearization
Since MPC uses an approximate linear model of the plant to provide the prediction, the
nonlinear slip behaviour must be linearized. A typical slip behaviour, for diﬀerent surface
conditions, can be seen in Fig. 3.6. In the following sections, all controllers are designed
for ice surfaces, i.e. μ = 0.2.
As stated previously, the model provided in the MPC design, is most often in state-space
formulation. However, since slip is, according to eq. (3.21), dependent of the vehicle veloc-
ity, this would result in a combination of states. The problem when considering a suitable
model of the plant for MPC design is thus twofold - the slip behaviour must be linearized,
while avoiding combination of states.
Considering the problem of state combinations, this is solved by assuming model validity
for speciﬁed velocity regions, i.e. when calculating the slip curves, the velocity is assumed
constant. In this thesis, only low vehicle velocity is assumed, since low velocities poses the
largest traction control problems. The slip can then be deﬁned as
λ∗ =
ωr − vveh
v∗veh
(6.1)
where v∗veh denotes the assumed constant vehicle velocity. Assuming a velocity region
of 1− 10 km/h, v∗veh can be calculated as
1
1 − 110
2
=
1
v∗veh
→ v∗veh =
20
9
km/h =
50
81
m/s ≈ 0.62 m/s (6.2)
The resulting slip curve, when using v∗ from Eq. (6.2), can be seen in Fig. 6.1. The
nonlinear slip curve can be linearized by assuming linear behaviour on each side of the
peak, i.e. on the stable and unstable side respectively. In Fig. 6.1, linear curves are shown,
indicating also the switch point λmax.The result is thus two linear functions
TL =
{
κ1λ
∗, λ∗ ≤ λ∗max
(κ1 + κ2)λ∗max + κ2λ∗, λ∗ > λ∗max
(6.3)
where TL denotes the tyre-road friction torque load on the wheel, and where κ1 and κ2
is the derivative of the stable and unstable linear function respectively.
The controller is designed to accelerate the vehicle from standstill, assuming the role of
both driver and traction controller. This could cause problems since the behaviour of an
accelerating controller and a traction controller with the purpose of preventing excessive
slip, might be diﬀerent. An accelerating controller should have fast response, in order to
accelerate the vehicle to desired velocity within a reasonable time frame, while a traction
controller preventing excessive slip should be more robust with regards to disturbances, e.g.
changes in surface conditions. An alternative to the controller designed and implemented
above, would be a controller only activated when the wheel slip is in the vicinity of the
peak, λ∗max, an approach not further investigated in this thesis.
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Figure 6.1: Slip curve when using v∗veh for μ = 0.2
Considering Fig. 6.1, it is clear that the linear parameters varies depending on the lin-
earization points. For the stable linear curve, for instance, the parameters may be chosen
with regards to the slip curve in the vicinity of the peak - they may, however, be chosen with
regards to the initial behaviour of the slip curve instead. In Section 7.2, the importance of
the linearization parameters are shown, and the problem discussed above is examined with
regards to these parameters, as well as with regards to controller weights.
6.2 State-Space Formulation
Since the controller is designed for a given model and then implemented, the model can
not be modiﬁed without re-designing the controller. Thus, diﬀerent slip scenarios must be
deﬁned as models, for which separate controllers are designed. The scenarios considered
are
• Both wheels are stable, i.e. λ∗L ≤ λ∗max and λ∗R ≤ λ∗max
• The left wheel have excessive slip, i.e. λ∗L > λ∗max and λ∗R ≤ λ∗max
• The right wheel have excessive slip, i.e. λ∗L ≤ λ∗max and λ∗R > λ∗max
• Both wheels have excessive slip, i.e. λ∗L > λ∗max and λ∗R > λ∗max
Thus, four models are deﬁned, requiring four separate controllers. An approximate model
of the diﬀerential gear dynamics, can be expressed as
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Jcθ¨c = Tp − c(θ˙sL − θ˙wL)− k(θsL − θwL)− c(θ˙sR − θ˙wR)− k(θsR − θwR) (6.4)
Jpg θ¨pg = −c(θ˙sL − θ˙wL)− k(θsL − θwL) + c(θ˙sR − θ˙wR) + k(θsR − θwR) (6.5)
Jwθ¨wL = c(θ˙sL − θ˙wL) + k(θsL − θwL)− TLL − TBL (6.6)
Jwθ¨wR = c(θ˙sR − θ˙wR) + k(θsR − θwR)− TLR − TBR (6.7)
where c denotes the drive shaft damping and k denotes the drive shaft compliance, and
state notations from Section 3.7, Eq. (3.9) - (3.12). Also, for the side gears
θsL = θc +
1
2
θpg (6.8)
θsR = θc −
1
2
θpg (6.9)
Inserting Eq. (6.8) and Eq. (6.9) in Eq. (6.4) - (6.7),
Jcθ¨c = Tp − c(θ˙c + 12 θ˙pg − θ˙wL)− k(θc +
1
2
θpg − θwL)
− c(θ˙c − 12 θ˙pg − θ˙wR)− k(θc −
1
2
θpg − θwR)
= Tp − 2cθ˙c + cθ˙wL + cθ˙wR − k(θc +
1
2
θpg − θwL)− k(θc −
1
2
θpg − θwR)(6.10)
Jpg θ¨pg = c(θ˙c − 12 θ˙pg − θ˙wR) + k(θc −
1
2
θpg − θwR)
− c(θ˙c + 12 θ˙pg − θ˙wL)− k(θc +
1
2
θpg − θwL)
= cθ˙WL − cθ˙WR − cθ˙pg + k(θc −
1
2
θpg − θWR)− k(θc +
1
2
θpg − θWL) (6.11)
Jwθ¨wL = c(θ˙c +
1
2
θ˙pg − θ˙wL) + k(θc +
1
2
θpg − θwL)− TLL − TBL (6.12)
Jwθ¨wR = c(θ˙c −
1
2
θ˙pg − θ˙wR)− k(θc −
1
2
θpg − θwR)− TLR − TBR (6.13)
By linearizing the wheel dynamics as described in Eq. (6.3), the tyre-road friction load
torque on the wheels can be expressed as
TLL =
κ1
v∗veh/r
(θ˙wL − v/r) (6.14)
and
TLR =
κ1
v∗veh/r
(θ˙wR − v/r) (6.15)
for the left and right wheel during stable surface conditions, respectively. During un-
stable surface conditions, the linearized tyre-road friction load torque can be expressed
as
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TLL = (κ1 + κ2)λmax +
κ2
v∗veh/r
(θ˙wL − v/r) (6.16)
and
TLR = (κ1 + κ2)λmax +
κ2
v∗veh/r
(θ˙wR − v/r) (6.17)
as described above.
The system of equations can thus be described using state-space form, as
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Jcθ¨c
Jpg θ¨pg
Jwθ¨wL
Jwθ¨wR
(θ˙c + 12 θ˙pg − θ˙wL)
(θ˙c − 12 θ˙pg − θ˙wR)
mvehv˙
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2c 0 c c −k −k 0
0 −c c −c −k k 0
c c/2 −c 0 k 0 0
c −c/2 0 −c 0 k 0
1 1/2 −1 0 0 0 0
1 −1/2 0 −1 0 0 0
0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
θ˙c
θ˙pg
θ˙wL
θ˙wR
(θc + 12θpg − θwL)
(θc − 12θpg − θwR)
v
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1
0 0
0 0
0 0
0 0
1/r 1/r
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
[
TLL
TLR
]
+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 0 0
0 −1 0
0 0 −1
0 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎣ TpTBL
TBR
⎤
⎦
y =
[
0 0 1 0 0 0 −1/r
0 0 0 1 0 0 −1/r
]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Jpθ˙c
Jdθ˙pg
Jwθ˙wL
Jwθ˙wR
(θc + 12θpg − θwL)
(θc − 12θpg − θwR)
mvehv
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where the states (θc + 12θpg−θwL) and (θc− 12θpg−θwR) have been introduced to ensure
full model observability, and where TLL and TLR are deﬁned in Eq. (6.14)-(6.17).
6.3 Constraints and Weights
As previously discussed, one of the main diﬃculties with using MPC, is the choice of
weights. There is no method providing optimal weights, rather, these are determined upon
knowledge of the system and the experience of the control designer.
Consider the control problem at hand. As discussed in Section 6.2, four controllers are
needed. These will in the following sections be denoted as SS, US, SU and UU , where
S denotes stable behaviour and U denotes unstable slip behaviour, and where the order
is taken as [Left wheel, Right wheel]. Naturally, the highest weight should be on set
point tracking, i.e. the weights on λL and λR should be signiﬁcantly higher than the
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other weights, for all controllers. Should the weights be too high in relation to the oth-
ers, however, other weights may become insigniﬁcant and not aﬀect the controller in the
desired manner. Further on, on the stable side of the slip curve (SS), the brake force
should be conservative since excessive use of brake force can increase brake wear. The rate
weights, should be low to allow for higher accelerations while limiting bang-bang behaviour.
On the unstable side of the slip curve (UU), the brake force should have no weights since
slowing down spinning wheels is important and the brakes should be allowed to use as much
brake power as is required. However, too low rate weights on the brake force may cause
high-frequent braking and unwanted bang-bang behaviour. The engine torque should have
a rather high weight, to account for the fact that engine torque should be signiﬁcantly
reduced to slow down the spinning wheels. In order for the engine torque to be reduced
rapidly when entering the unstable side of the slip curve, the rate weight should be kept
low. Also, slightly lower weights on set point tracking might increase the impact of the
other weights favourably.
The split controllers (US and SU) should have the same weights, since the model is sym-
metric. There should be a moderate weight on engine torque, since it is not desired to
have high engine torque when one of the wheels is spinning. The rate weight on the engine
torque could be kept slightly lower, to allow for faster changes in torque. Regarding the
brake force weights, it would be natural to assume low weight on the brake force on the
wheel experiencing high slip, while increasing the weight on the other wheel. However,
the diﬀerential dynamics causes the wheels to aﬀect one another, as discussed previously.
Thus, increasing the weight on the wheel currently on the stable side of the slip curve,
would most likely cause it to spin when brake force is actuated on the spinning wheel. To
account for the diﬀerential gear dynamics, there should be no weights on the brake torques
and low weights on the rate weights, since the brakes should be engaged rapidly once one
of the wheels start to spin.
The system is subject to actuator constraints, which should be deﬁned when designing the
controllers. The constraints on the engine and on the brakes, are listed in Table (6.1).
Name Minimum Maximum Max Down Rate Max Up Rate
Engine Torque 0 2250 2000 2000
Brake Force, left 0 50000 50000 50000
Brake Force, right 0 50000 50000 50000
Table 6.1: Actuator constraints
Also, the weights are, as previously discussed, of great importance when designing the
controllers. The implementation of controllers, with varying weights, are presented in
Section 7.2 - thus, speciﬁc choice of weights are not presented here.
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7 Results
7.1 Validation of model
7.1.1 Test 1
As previously stated, Test 1 have negligible slip as well as a large oﬀset in wheels veloci-
ties. Thus, Test 1 has initially been used to get an accurate model without implemented
nonlinearities. The resulting wheel velocities for the model are shown in Fig. 7.1.
Figure 7.1 should be compared with the actual velocities from measurement data, see Sec-
tion 4.6.1. For convenience, the actual velocities for the left wheel and the right wheel are
paired with the respective wheel velocity from the model in Fig. 7.2-7.3.
Figure 7.1: Model wheel velocities
Figure 7.2: Model and actual left wheel velocities
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Figure 7.3: Model and actual right wheel velocities
Implementing friction and adjusting the parameters until the results are satisfactory, as sug-
gested in Section 4.4.2, causes the friction to attain values higher than physically plausible.
Rather, the diﬀerence in velocities is likely due to imperfections in the wheel dynamics and
will therefore not be further examined.
Figure 7.4: Friction eﬀects on wheel velocities
Since the measurements could not be used for ﬁnding the friction parameters for the
Coulomb friction and the viscous friction, another approach was necessary. Discussions
with the supervisors and testing of the eﬀect of the friction rendered values roughly chosen
as TC = 300 Nm and ηvisc = 10 Nms. The eﬀect when implementing the friction, when
the input engine torque is constant and no brake torque is actuated, can be seen in Fig. 7.4 .
A comparison between measurement data and model results, with and without friction
implemented, for Test 1, can be seen in Fig. 7.5. The ﬁgure depicts the simulation between
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10−20s, where the velocities are stable and suﬃciently high. Since there is little diﬀerence
for the velocities on the left and right side only the left wheels are considered.
Figure 7.5: Friction eﬀects on left wheel velocities compared with actual left wheel velocities
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7.1.2 Test 2
The resulting wheel velocities when simulating the model using measurement data from
Test 2, see Section 4.6.2, can be seen in Fig. 7.6.
As for Test 1, the left and right wheel velocities are also plotted separately paired with the
corresponding wheel velocities from measurement data, see Fig. 7.7-7.8. In the same man-
ner as with Test 1, neither the backlash nor friction was implemented in the model initially.
Figure 7.6: Model wheel velocities
Figure 7.7: Model and actual left wheel velocities
The most interesting interval is between 0−15 s where there is excessive wheel slip on both
wheel sides. In Fig. 7.9 the model wheel velocities for the left and right side are shown in
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Figure 7.8: Model and actual right wheel velocities.
this interval, while the actual wheel velocities from measurement data are shown in Fig.
7.10.
Figure 7.9: Model wheel velocities, 0− 15 s
After the initial simulation, the nonlinearities discussed in Section 2, were implemented,
starting with the friction models. The friction between pinion gear and crown wheel, used
in Test 1, results in a decrease of the wheel velocities for suﬃciently high velocities similar
to the behaviour in Fig. 7.5. The eﬀects when the LuGre friction model was implemented,
can be seen in Fig. 7.11-7.12 for the interval 0 − 15 s and for the left and right wheels
respectively.
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Figure 7.10: Actual wheel velocities, 0− 15 s
It is interesting to note the eﬀect of the LuGre friction on the velocities of the planet gears
since the friction is present between planet gears and side wheels, see Fig. 7.13.
Figure 7.11: Model with and without friction, and actual left wheel velocities, 0− 15 s
Apart from the friction, backlash was implemented, initially using the frictionless model,
see Fig. 7.16-7.18.
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Figure 7.12: Model with and without friction, and actual right wheel velocities, 0− 15 s
Figure 7.13: Planet gear velocities, with and without friction, 0− 15 s
56
Figure 7.14: Contact torque between planet gears and left side gear,with and without backlash
Figure 7.15: Contact torque between planet gears and right side gear,with and without backlash
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It is of interest to regard the impact of the backlash on the wheel velocities. The greatest
diﬀerences were found during the ﬁrst 15 s, thus, only this interval will be considered.
Plotting the velocities for the left and right wheels with and without backlash, yields Fig.
7.17 and Fig. 7.19. For comparison, the respective contact torques are plotted for the same
interval.
Figure 7.16: Contact torque between planet gears and left side gear, with and without backlash,
0− 15 s
Figure 7.17: Model left wheel velocities, with and without backlash, 0− 15 s
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Figure 7.18: Contact torque between planet gears and right side gear, with and without backlash,
0− 15 s
Figure 7.19: Model right wheel velocities, with and without backlash, 0− 15 s
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The model behaviour with both friction and backlash implemented was also studied. The
simulation results when implementing both friction and backlash, can be seen in Fig. 7.20-
7.21 for the interval 0− 15 s.
Figure 7.20: Model left wheel velocities, with and without backlash and friction, compared to
actual velocities, 0− 15 s
Figure 7.21: Model right wheel velocities, with and without backlash and friction, compared to
actual velocities, 0− 15 s
Adjusting the values for both the left and right wheels leads to wheel velocity diﬀerences.
To compare the wheel velocities from the model with adjusted friction coeﬃcient to the
actual wheel velocities, these are plotted together in Fig. 7.22.
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Figure 7.22: Model wheel velocities, with adjusted road friction coeﬃcient, compared to actual
velocities, 0− 15 s
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7.1.3 Test 3
The validation against Test 3, used the model with parameters derived from validation
against Test 1 and Test 2, hence both friction and backlash were implemented. As dis-
cussed in Section 4.6.3, there are two separate intervals for which there is excessive wheel
slip. The ﬁrst interval is 0 − 18 s and the other interval is 55 − 60 s. It should be noted
that the road surface friction coeﬃcient has been adjusted which results in wheel velocity
diﬀerences.
Figure 7.23: Model left wheel velocities, with adjusted road friction coeﬃcient, compared to actual
velocities, 0− 18 s
Figure 7.24: Model right wheel velocities, with adjusted road friction coeﬃcient, compared to
actual velocities, 0− 18 s
Figure 7.25 shows the wheel velocities for both the left wheels and the right wheels, during
the second interval, 55− 60 s, for which the road surface friction coeﬃcient is the same for
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both wheel sides.
Figure 7.25: Model and actual wheel velocities, 55− 60 s
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7.1.4 Step response
The ﬁrst step simulated was from 300 Nm to 350 Nm, as described in Section 4.6.4.
7.26(a) Wheel accelerations (m/s2)
7.26(b) Wheel velocities (m/s)
7.26(c) Adhesive force (N)
Figure 7.26: Step response, 300-350 Nm
The second step was from 300 Nm to 400 Nm, see Fig. 4.14.
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7.27(a) Wheel accelerations (m/s2)
7.27(b) Wheel velocities (m/s)
7.27(c) Adhesive force (N)
Figure 7.27: Step response, 300-400 Nm
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7.2 Results when implementing MPC
The controllers simulated in this thesis are implemented using the Model Predictive Con-
trol Toolbox in Matlab. The toolbox contains a graphical interface for controller design,
where the weights and constraints are easily deﬁned. An additional overall weight can also
be deﬁned and provides a smooth adjustment of all weights, and can be used to make a
controller showing adequately performance more robust or faster. Bumpless transfer be-
tween the controllers are ensured using the manipulated variables to update each controllers
states.
7.2.1 Choice of control horizon and prediction horizon
The choice of prediction horizon is important in MPC, since it determines the controllers
ability to act on, for example, future constraint violations. A long prediction horizon has
a better chance to cope with constraint violations, however, since all states are calculated
over the prediction horizon, at each sample, too long a horizon would require too much
computer capacity. A short prediction horizon, on the other hand, may not act as well
on future constraint violations, resulting in a less robust controller. A rule of thumb is to
choose the sampling time so that the system settling time is approximately 20−30 sampling
intervals, and to choose the predicition horizon to the number of periods used to deter-
mine the sampling time. The control horizon is typically chosen low, between 3−5 intervals.
In the controllers designed as part of this thesis, a standard sampling time, suggested by
Haldex, of 0.01s is used. Thus, the prediction horizon is set on the premises that the
controller should have long enough prediction horizon to adequately counter act possible
constraint violations, while short enough as to not cause to high increase in simulation time.
Other concerns, for example the choice of prediction and control horizon with regards to
plant time delays, are for obvious reasons not considered in this thesis.
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7.2.2 Choice of linearization points
In Section 6.1, the choice of linear parameters where discussed. How the parameters are
chosen evidently aﬀects the behaviour of the controllers, since the linearized tyre model
will be accurate only in the vicinity of the linearization point. Thus, while linearizing the
slip curve with parameters chosen to ﬁt the initial part of the nonlinear curve may describe
the slip behaviour adequately when accelerating from standstill, it will not be an accurate
model of the slip curve in the vicinity of the peak. In the same sense, linearizing the curve
as to ﬁt the slip curve in the vicinity of the peak results in high inaccuracy during the
initial part of the curve.
7.28(a) Model generated tyre slip
7.28(b) Manipulated variables
Figure 7.28: Simulation of controller with λrefL = λrefR = 0.05, with model linearized in the
vicinity of the slip peak.
Consider Fig. 7.28-7.29, which represents a controller designed with regards to the slip be-
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haviour in the vicinity of the peak. The controller is simulated with reference values set to
λrefL = λrefR = 0.05, representing a reference point on the stable side of the slip peak. It
should be noted that the controller used in Fig. 7.28-7.29 was designed solely to investigate
the properties of the stable side of the peak, and is not used further in the following sections
7.29(a) Tyre-road friction force
7.29(b) Model generated tyre slip
Figure 7.29: Simulation of controller with λrefL = λrefR = 0.05, with model linearized in the
vicinity of the slip peak.
The results when using the same controller as used in Fig. 7.28-7.29, for a model linearized
in the beginning of the slip curve, can be seen in Fig. 7.30-7.31, where it should be noted
that the scales diﬀer from the other ﬁgures in this section, to properly show the amplitude
of the slip. Naturally, the weights would need to be reconﬁgured to some extent, to pro-
vide a well-tuned controller, thus, this example is instructive solely as an example of the
importance of choosing linearization parameters. In the following examples, linearization
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with regards to the slip peak behaviour is considered.
7.30(a) Model generated tyre slip
7.30(b) Manipulated variables
Figure 7.30: Simulation of controller with λrefL = λrefR = 0.05, with model linearized for the
initial part of the slip curve.
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7.31(a) Tyre-road friction force
7.31(b) Model generated tyre slip
Figure 7.31: Simulation of controller with λrefL = λrefR = 0.05, with model linearized for the
initial part of the slip curve
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7.2.3 Controller 1 - a ﬁrst attempt
With regards to the above considerations on weight assignments, a controller was designed.
For a complete documentation of controller weights and constraints, see Appendix A. The
results for the ﬁrst simulation of the controller, denoted Controller 1, can be seen in Fig.
7.32-7.33. The set point has been chosen as λrefL = λrefR = 0.06, implying a point on the
very edge of the stable part of the slip curve. The switch value, determining the point at
which the controller being used is to be changed, i.e. the value for which it is assumed the
linearization curves are changed from stable to unstable behaviour, is set to λmax = 0.08.
7.32(a) Model generated tyre slip
7.32(b) Manipulated variables
Figure 7.32: Simulation of Controller 1, with λrefL = λrefR = 0.06 and λmax = 0.08
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7.33(a) Tyre-road friction force
7.33(b) Model generated tyre slip
Figure 7.33: Simulation of Controller 1, with λrefL = λrefR = 0.06 and λmax = 0.08
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7.2.4 Controller 2 - a second attempt
The controller shown in Fig. 7.34-7.35 is for obvious reasons denoted Controller 2. To
investigate the behavior if the engine torque is nonzero when the simulation i initiated, an
initial value is set to 100 Nm. Simulations using the controller is done for both λrefL =
λrefR = 0.06 and for a more stable point, λrefL = λrefR = 0.05.
7.34(a) Model generated tyre slip
7.34(b) Manipulated variables
Figure 7.34: Simulation of Controller 2, with λrefL = λrefR = 0.06 and λmax = 0.08
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7.35(a) Tyre-road friction force
7.35(b) Model generated tyre slip
Figure 7.35: Simulation of Controller 2, with λrefL = λrefR = 0.06 and λmax = 0.08
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7.36(a) Model generated tyre slip
7.36(b) Manipulated variables
Figure 7.36: Simulation of Controller 2, with λrefL = λrefR = 0.05 and λmax = 0.08
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7.37(a) Tyre-road friction force
7.37(b) Model generated tyre slip
Figure 7.37: Simulation of Controller 2, with λrefL = λrefR = 0.05 and λmax = 0.08
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7.2.5 Controller 3 - a split slip controller
The behaviour of the split slip controllers, i.e. the US and SU controllers, can be seen in
Fig. 7.38-7.39. The ﬁgures shows simulation results for a controller, Controller 3 using a
slightly diﬀerent set of weights and linearization parameters compared to Controller 2.
7.38(a) Model generated tyre slip
7.38(b) Manipulated variables
Figure 7.38: Simulation of Controller 3, with λrefL = λrefR = 0.06 and λmax = 0.08
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7.39(a) Tyre-road friction force
7.39(b) Model generated tyre slip
Figure 7.39: Simulation of Controller 3, with λrefL = λrefR = 0.06 and λmax = 0.08
78
8 Discussion
8.1 Validation
8.1.1 Test 1
In Fig. 7.2-7.3 it can be observed that the model velocities match the actual velocities
quite accurately. The large oscillations in the beginning of the model for both the left and
the right wheels are due to the large oﬀset, as the initial velocities of the model start at
0 m/s while the actual velocities are almost 6 m/s when the measurements are initiated. It
is also visible that the velocities from the model are slightly higher compared to the actual
velocities.
Implementing Coulomb friction and viscous friction aﬀects the model slightly, see Fig. 7.5.
Initially, the wheel velocities are low and the friction present is mainly Coulomb friction,
not aﬀecting the wheel velocities noticeable. However, increasing the velocity of the wheels
and thus the velocity of the crown wheel, increases the viscous friction which results in a
total friction aﬀecting the model according to Fig. 7.5.
8.1.2 Test 2
For Test 2 it can be seen that the wheel velocities in Fig. 7.7-7.8 are quite similar in gen-
eral. One of the most important physical phenomenon for an actual rear axle is that, due
to the diﬀerential gear dynamics, the wheels often do not spin at the same time. In Fig.
4.8, i.e. for the measurement data, simultaneous spin occurs for the ﬁrst two clusters of
slip peaks, while the three following clusters initially show wheel spin for the right wheels.
The left wheels do not spin until the right wheel spin have been suppressed by actuated
brake torque. This phenomenon is captured for the last two clusters where it is visible that
suppressing the spin for the right wheels results in spin for the left wheels.
Closer comparison of the ﬁgures is non instructive, prior to the consideration of a few prob-
lems. For instance, the third cluster of slip peaks in Fig. 7.10 is manifested in Fig. 7.9 by
a large peak for the left wheels. This is most likely due to an error in the tyre-road friction
coeﬃcient. For ice and snow this value should be approximately 0.15− 0.4, if not speciﬁed
the friction coeﬃcient has been set to 0.3 for all plots in this section. However, the tests are
performed in varying road surface conditions, thus, the wheels do not experience constant
friction coeﬃcient. To get good results, the model should at all times be provided with
the correct friction coeﬃcient, which is not available. Worth noting, however, is that the
third cluster in Fig. 7.10 is described more accurately in Fig. 7.9 if the friction coeﬃcient
is adjusted properly.
Other possible problems are the actuated brake torques. The measurements are performed
on a truck with an implemented traction controller, where the brakes are used when spin
is initiated. In the model it is instead the braking of one wheel side of the diﬀerential
that results in spin of the wheels on the other side, in combination with the road friction
coeﬃcient. Therefore, it is of great importance that the brake torques are actuated at
exactly the right time. A small time discrepancy would account for the large peak for
the left wheels in Fig. 7.9. Should, for example, the right wheels be subjected to a high
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braking torque when excessive slip is in fact not present, the velocities of the left wheels
would instead increase greatly due to diﬀerential gear dynamics.
When implementing both the Coulomb and viscous friction from Test 1 and the LuGre
friction model some diﬀerences can be observed in Fig. 7.11-7.12. As mentioned for Test
1, the Coulomb friction and viscous friction eﬀects are negligible and tests imply that the
diﬀerences visible are due to the LuGre friction. Fig. 7.13 shows the actual impact of the
LuGre friction on the planet gears. It may be expected that the friction should counteract
the motion of the planet gears, however, as can be seen it sometimes causes an increase
of the planet gear velocity. This is not necessarily a fault in the implementation of the
friction, since the friction initially counteracts the velocities as expected, thus changing the
states of the planet gears which may lead to unexpected results.
For Fig. 7.16-7.18 of the torques between planet gears and the side gears it is observed that
when the torques changes sign, the model with backlash implemented is highly oscillatory
compared to the model without backlash. In the other regions, however, the models coin-
cide, as expected. However, considering the wheel velocities in Fig. 7.17-7.19 the eﬀects
when implementing the backlash seems to be minor although large oscillations are intro-
duced.
When both friction and backlash are implemented in the model some problems occurs. Fast
oscillations, like those generated by the backlash model, are problematic when using the
LuGre friction model. The parameter σ1 multiplies with the bristle deformation velocity
to aﬀect the friction, and with backlash implemented the deformations are very fast. To
be able to use the model with both nonlinearities implemented, σ1 should be zero, i.e. the
friction model does not include the eﬀect of frictional lag. Also, the fast changes causes
model lag when viscous friction is implemented between the planet gear and side gears -
however, since the velocities are small, the viscous friction can be neglected. Thus, the
resulting parameters used can be seen in Table 8.1.
Name Value
σ0m 50 m−1
σ1m 0 s/m
α0m 0.4
α1m 0.16
α2m 0 Ns
vsm 0.1 m/s
μCm 0.1
ηvm 10 Nms
Table 8.1: Friction parameters
Both friction and backlash have some minor eﬀect on the wheel velocities but consid-
ering the velocities in Fig. 7.9-7.10 the problem with the large peak for the left wheels
remains. As previously discussed, this may be due to the road surface friction coeﬃcient.
Adjusting the values for the coeﬃcient rendered Fig. 7.22 where it can be observed that the
model is quite accurate for the last three clusters of peaks. However, initially there is still
much oscillation, even though there is very little oﬀset. The greatest diﬀerence between the
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two ﬁrst clusters compared with the last three is that in reality, both wheels are spinning
at the same time. This is problematic for the model since the timing of the brakes with the
input torque and the choice of the road surface friction coeﬃcient must all be impeccable.
8.1.3 Test 3
Considering the third test, initially there is spin for both left and right wheels, see Fig.
7.23-7.24. The frequency of the actual wheel velocities during the spin is faster than that
of the model and the ﬁt in the ﬁgures are not perfect. However, the model is able to depict
the presence of spin and adjusting the road surface friction coeﬃcient can make the wheel
velocities of the model more accurate. Fig. 7.25 for the interval is also interesting, since
the actual wheels spin simultaneous which is diﬃcult to model. Rather, it can be seen that
the model result in wheel spin for one side of the diﬀerential only.
8.1.4 Step response
For the step inputs, initial wheel spin can be observed as the model adapts to the constant
torque of 300 Nm, however, after a few seconds the outputs are stable. The step to 350 Nm
after 10 s is insuﬃcient to cause wheel spin, as can be seen in Fig. 7.1.4. Comparing with
Fig. 7.1.4 it is interesting to see the response when the adhesive traction force reaches the
maximum peak value, i.e. what happens when the wheels are spinning.
8.2 MPC results
8.2.1 Linearization points
Considering Fig. 7.28-7.29, the choice of parameters results in a less accurate description of
the slip behaviour for very low slip. This accounts to some extent for the slow acceleration,
requiring approximately 15 s to reach the reference value. However, using linearization
parameters with regards to the initial slip behaviour, and using the same controller as for
Fig. 7.28-7.29, results in a very aggressive controller, see Fig. 7.30-7.31. It should be noted
that initially, when there is high spin, the controller does not act as expected. Except for
the choice of linearization points, this could be due to eﬀorts of the controller to prevent
split slip, or concerns for controller constraints. This implies that the traction controller
should be developed using linearization points in the vicinity of the slip peak. While the
acceleration is slow in Fig. 7.28-7.29, it can be seen that the set point tracking in the
vicinity of the reference values is good.
8.2.2 Weights and Constraints
When simulating the controllers, it was found that set point tracking was poor due to
the diﬀerential gear dynamics, i.e. the controller did not take the dynamics into as much
consideration as desired, resulting in an unstable controller. To solve this problem, a
third set point, the diﬀerence in wheel velocity of the left and right side, was introduced.
Obviously, an added set point results in a modiﬁed state-space model in Section 6.2. Adding
the velocity diﬀerence improved the controller, since setting the reference value of the
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velocity diﬀerence to zero causes the controller to be cautious with actions resulting in a
split slip behaviour, i.e. diﬀerent slip on the left and right side.
Introducing soft constraints on plant slip output proved to increase controller performance.
Constraints were introduced for the SS, US and SU controllers, however, not for the UU
controller. For the UU controller, the main concern should be to reduce the slip values to
the stable side of the slip peak. While introducing constraints might improve this feature,
it has shown to decrease the robustness of the UU controller due to the unstable behaviour
of the UU model, often resulting in constraint violation. Thus, constraints on the UU
controller has shown to reduce overall controller performance. The constraints should be
soft, to discourage constraint violation, while not causing infeasibility of the optimization
problem, as discussed in Section 5.3
8.2.3 Controller 1
Studying the results from the simulations in Fig. 7.32, it is clear that when switching
controller, high oscillations were introduced. When the tyre slip reaches the switch value,
i.e. when the wheels start to spin, the controller instantly decreases the engine torque.
However, this results in a switch of controllers after which the engine torque is instantly
increased to high values. Even though the oscillations eventually dampens, the controller
performance is not to satisfaction. Thus, the controller weights needed tuning.
8.2.4 Controller 2
It was found that tuning the SS controller to be more robust, while increasing the engine
torque weight of the UU controller while tuning it to be more robust as well, the overall
controller performance was improved, see Fig. 7.34-7.35. As can be seen, the wheels
instantly start to spin, and slip oscillations are introduced. The oscillations are dampened
by the controller after which the controller accelerates the vehicle. As with the other
controllers, acceleration is slow, however, the set point tracking, while oscillating, is good.
8.2.5 Controller 3
In Fig. 7.38 it can be seen that after approximately 20 s, a split slip situation occurs after
which the split controllers are used to decrease the tyre slip of the spinning wheel. Due
to the diﬀerence in linearization parameters compared to Controller 2, the acceleration
is faster, however, the SS controller is slightly less robust causing the split situation.
Controller 3 has not well-tuned SS and UU controllers, rather, it is presented here since it
has the same US and SU controllers as Controller 2. Considering the peak in λright after
approximately 25 s it is clear that the split slip controllers perform satisfactory.
8.2.6 Controller evaluation
The performance of the controllers discussed above is not as good as expected. This is
most likely due to plant model inaccuracy. The tyre model provided by Haldex accounts
for, among other tyre phenomena, the relaxation length of the tyre. The relaxation length
is most easily described as a tyre compliance, see Fig. 8.1. The eﬀects of the relaxation
length was not made clear until late in the control design process. The wheel velocity
obtained from the model as an output port, was used to calculate the slip according to
Eq. (3.21). However, this velocity describes the rim of the wheel, rather than the actual
82
tyre. Due to the relaxation length, the rim velocity and the tyre velocity are only equal
in steady-state. The relaxation length can be considered as a physical lowpass ﬁlter, i.e.
rapid oscillatory changes in rim angular velocity might not aﬀect the tyre angular velocity.
Thus, the simpliﬁed plant model derived in Section 6.2 assumes measured tyre slip as out-
put from the plant, while the actual output is in fact rim slip. The tyre slip represented
in the ﬁgures in Section 7.2 is instead obtained from an internal state of the tyre model.
Naturally, this is not a measurable signal from an actual truck, thus, it cannot be taken
as plant output and used as input to the MPCs. To some extent, the performance of the
controllers can be improved by lowpass ﬁltering the measured signal, and use the ﬁltered
signal to control the switch, i.e. to control which MPC is to be used. It cannot be used,
however, as plant output/MPC input, since the manipulated variables obtained from the
MPCs will not aﬀect the plant in a correct manner.
Figure 8.1: Simpliﬁed model of tyre relaxation
In addition, the linearization might be too crude, an approach using a piece-wise linear
approximation with more than two linear curves, would most likely improve controller
performance. The linearization approach also considers constant velocity, see Section 6.1 -
using smaller velocity intervals might improve the accuracy of the linearized slip, which in
turn might improve controller performance.
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9 Conclusions
A model accurately describing important diﬀerential gear phenomena has been developed.
One of the most important features of the diﬀerential gear to model, the transfer of spin to
one side when using the brakes on the other side, has been implemented, improving model
usability in traction control. The model wheel velocities has been shown to accurately
match those of the measurement data. Nonlinearities have been thoroughly investigated
and introduced, using a novel approach to implement backlash properties, as well as an
advanced friction model. Implementing backlash and an advanced friction model have been
shown to improve model results to some extent, however, due to extended simulation time,
the model area of usage should determine what nonlinearites to implement.
A novel traction controller has been investigated and implemented. It has been found to
present options desirable in traction control, such as constraints and prediction constraints.
The controller has shown moderate results, yet an extended plant model would likely im-
prove the behaviour.
10 Future work
Future work should include modeling of other rear axle components, such as suspensions.
Internal gears of the diﬀerential will likely be aﬀected by suspension movements, increasing
for example friction. Several other components, such as bearings, introduces friction and
the impacts from these should be investigated. Further, speciﬁed validation tests should
be performed, to improve parameter choices for both friction and backlash.
The plant model used in the traction controller design should be improved to include tyre
relaxation. The impact of linearization parameters as well as velocity regions for linearizing
the slip, should be further investigated as should the possibilities of implementing an oﬀ
line controller.
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A Appendix A
A.1 Controller 1
Name Weight Rate Weight
Engine Torque 0 0.1
Brake Force left 1 0.1
Brake Force right 1 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 25
Control horizon (intervals) 5
Overall weight 0.9
Table A.1: Weights and values Controller 1, SS
Name Minimum Maximum
λL 0.04 0.1
λR 0.04 0.1
Ang vel diﬀ - -
Table A.2: Output constraints Controller 1, SS
Name Weight Rate Weight
Engine Torque 10 1
Brake Force left 0 0.1
Brake Force right 0 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.2
Table A.3: Weights and values Controller 1, US
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Name Minimum Maximum
λL 0 1
λR 0 1
Ang vel diﬀ - -
Table A.4: Output constraints Controller 1, US
Name Weight Rate Weight
Engine Torque 10 1
Brake Force left 0 0.1
Brake Force right 0 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.2
Table A.5: Weights and values Controller 1, SU
Name Minimum Maximum
λL 0 1
λR 0 1
Ang vel diﬀ - -
Table A.6: Output constraints Controller 1, SU
Name Weight Rate Weight
Engine Torque 1 1
Brake Force left 0 1
Brake Force right 0 1
s left 1000 -
s right 1000 -
Ang vel diﬀ 10 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.25
Table A.7: Weights and values Controller 1, UU
Name Minimum Maximum
λL - -
λR - -
Ang vel diﬀ - -
Table A.8: Output constraints Controller 1, UU
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k1 1800
k2 -480
λmax 0.08
Table A.9: Values of linearization parameters, Controller 1
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A.2 Controller 2
Name Weight Rate Weight
Engine Torque 0.1 1
Brake Force left 1 0.1
Brake Force right 1 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 25
Control horizon (intervals) 5
Overall weight 0.3
Table A.10: Weights and values Controller 2, SS
Name Minimum Maximum
λL 0.04 0.08
λR 0.04 0.08
Ang vel diﬀ - -
Table A.11: Output constraints Controller 2, SS
Name Weight Rate Weight
Engine Torque 10 1
Brake Force left 0 0.1
Brake Force right 0 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.4
Table A.12: Weights and values Controller 2, US
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Name Minimum Maximum
λL 0 0.1
λR 0 0.1
Ang vel diﬀ - -
Table A.13: Output constraints Controller 2, US
Name Weight Rate Weight
Engine Torque 10 1
Brake Force left 0 0.1
Brake Force right 0 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.4
Table A.14: Weights and values Controller 2, SU
Name Minimum Maximum
λL 0 0.1
λR 0 0.1
Ang vel diﬀ - -
Table A.15: Output constraints Controller 2, SU
Name Weight Rate Weight
Engine Torque 50 0.1
Brake Force left 0 1
Brake Force right 0 1
s left 1000 -
s right 1000 -
Ang vel diﬀ 10 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.3
Table A.16: Weights and values Controller 2, UU
Name Minimum Maximum
λL - -
λR - -
Ang vel diﬀ - -
Table A.17: Output constraints Controller 2, UU
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k1 1800
k2 -480
λmax 0.08
Table A.18: Values of linearization parameters, Controller 2
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A.3 Controller 3
Name Weight Rate Weight
Engine Torque 0 0.1
Brake Force left 1 0.1
Brake Force right 1 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 25
Control horizon (intervals) 5
Overall weight 0.5
Table A.19: Weights and values Controller 3, SS
Name Minimum Maximum
λL - -
λR - -
Ang vel diﬀ - -
Table A.20: Output constraints Controller 3, SS
Name Weight Rate Weight
Engine Torque 10 1
Brake Force left 0 0.1
Brake Force right 0 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.2
Table A.21: Weights and values Controller 3, US
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Name Minimum Maximum
λL 0 1
λR 0 1
Ang vel diﬀ - -
Table A.22: Output constraints Controller 3, US
Name Weight Rate Weight
Engine Torque 10 1
Brake Force left 0 0.1
Brake Force right 0 0.1
s left 1000 -
s right 1000 -
Ang vel diﬀ 100 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.2
Table A.23: Weights and values Controller 3, SU
Name Minimum Maximum
λL 0 1
λR 0 1
Ang vel diﬀ - -
Table A.24: Output constraints Controller 3, SU
Name Weight Rate Weight
Engine Torque 10 1
Brake Force left 0 1
Brake Force right 0 1
s left 100 -
s right 100 -
Ang vel diﬀ 10 -
Prediction horizon (intervals) 15
Control horizon (intervals) 3
Overall weight 0.3
Table A.25: Weights and values Controller 3, UU
Name Minimum Maximum
λL - -
λR - -
Ang vel diﬀ - -
Table A.26: Output constraints Controller 3, UU
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k1 1800
k2 -480
λmax 0.08
Table A.27: Values of linearization parameters, Controller 3
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