The three-dimensional shapes of chromosomes regulate gene expression and genome function. Our knowledge of the role of chromatin interaction is evolving rapidly. Here, we present a study of global chromatin interaction patterns in Arabidopsis thaliana. High-throughput experimental techniques have been developed to map long-range interactions within chromatin. We have integrated data from multiple experimental sources including Hi-C, BS-seq, ChIP-chip and ChIP-seq data for 17 epigenetic marks and 35 transcription factors. We identified seven groups of interacting loci, which can be distinguished by their epigenetic profiles. Furthermore, the seven groups of interacting loci can be divided into three types of chromatin linkages based on expression status. We observed that two interacting loci sometimes share common epigenetic and transcription factor-binding profiles. Different groups of loci display very different relationships between epigenetic marks and the binding of transcription factors. Distinctive types of chromatin linkages exhibit different gene expression profiles. Our study unveils an entirely unexplored regulatory interaction, linking epigenetic profiles, transcription factor binding and the three-dimensional spatial organization of the Arabidopsis nuclear genome.
Introduction
It is now widely recognized that the three-dimensional (3D) organization of a genome is essential for many cellular processes (Fraser and Bickmore 2007 , Misteli 2007 , Dekker 2008 , Miele and Dekker 2008 , Van Bortle and Corces 2012 . The 3D conformation of chromosomes compartmentalizes the genome, and leads widely separated regions to interact with each other. These interactions have functional significance, affecting the maintenance of genome integrity, the regulation of gene expression, the regulation of DNA replication, the control of epigenetic states (including the regulation of imprinted genes) and the formation of highly interactive local domains (Dixon et al. 2012 , Sexton et al. 2012 , Zhang et al. 2012 , Jin et al. 2013 , Zeitz et al. 2013 . A series of experimental methods, such as chromosome conformation capture (3C) and derivative methods, have been developed to study the spatial organization of the genome and higher order chromosome structure (Dekker et al. 2002 , Dostie et al. 2006 , Simonis et al. 2006 , Lieberman-Aiden et al. 2009 , Schoenfelder et al. 2010 .
Epigenetic marks, including histone modifications, histone variants and DNA methylation, play a key role in determining transcriptional outcomes. For example, in Arabidopsis, H3K4 methylation is known as a euchromatic mark, and H3K4me3 is often linked to active genes (Berger 2007) . Silent heterochromatin is marked by H3K9me2 and H3K27me1 (Zhang et al. 2007 , Zhou et al. 2010 , while silent genes tend to be marked by H3K27me2/me3, which is associated with tissue-specific and developmentally regulated genes and mainly enriched in euchromatic regions (Zhang et al. 2007) . Histone variants regulate the repertoire of chromatin by affecting nucleosome stability and histone-protein interactions (Elsaesser et al. 2010 , Shu et al. 2014 ). The vast majority of known histone variants are homologs of H3 and H2A. The genome-wide profiling of H3.1 and H3.3 variants in Arabidopsis has shown that H3.1 is enriched in heterochromatin, whereas H3.3 is enriched in transcriptionally active chromatin regions ). In the case of H2A, H2A.Z is linked to transcriptional activation, which is enriched at the transcriptional start sites (TSSs) of highly expressed genes, while H2A.W is necessary to organize heterochromatin into chromocenters, which are specifically enriched in transposable elements (TEs), pericentromeric heterochromatin and islands of H3K9me2 (Yelagandula et al. 2014) . Highresolution genome-wide mapping and functional analysis of DNA methylation has revealed that the genome-wide methylation levels at CGs, CHGs and CHH (where H = A, C and T) are 24, 6.7 and 1.7%, respectively. DNA methylation occurring within the promoters (so-called 'promoter-methylated') is usually associated with transcriptional silencing, while DNA methylation occurring within transcribed regions (so called 'bodymethylated') prefers exons and probably plays a role in exon definition during splicing (Chodavarapu et al. 2010 , Zhang et al. 2010 . These findings suggest that there are likely to be regulatory processes linking the genome interactome and the epigenome. Indeed, previous research on the integration of Hi-C and chromatin modification data has revealed that interacting regions often show a very similar epigenetic landscape in humans (Lan et al. 2012) . Likewise, in Arabidopsis, a study utilizing a circular chromosome conformation capture (4C) suggests that a locus involved in a genome interaction tends to have a similar pattern of epigenetic marks to its interaction partner (Grob et al. 2013) .
Chromatin linkage studies on humans have uncovered that binding sites of transcription factors (TFs) can control gene regulation via specific chromatin interactions that bring them into close spatial contact with distant promoters (Gondor and Ohlsson 2009 , Sutherland and Bickmore 2009 , Kagey et al. 2010 , Lan et al. 2012 . CTCF, which binds at insulators, has been shown to be involved in promoting and mediating long-range enhancerpromoter interactions (Phillips and Corces 2009, Botta et al. 2010) . Through integration of Hi-C and chromatin immunoprecipitation (ChIP)-seq data, Lan et al. (2012) found that GATA factors, which are non-promoter-binding factors, regulate a subset of target genes via looping (Lan et al. 2012) . Deng et al. (2012) also discovered that Ldb1 is involved in GATA-1-mediated looping.
Hi-C allows unbiased genome-wide analysis to build an 'all vs. all' interaction profile (Lieberman-Aiden et al. 2009 , Belton et al. 2012 , and researchers have used the technique to study chromatin interaction in plants. The Hi-C technique was first used to propose that MICRORCHIDIA6 (MORC6) is a conserved regulator of gene silencing in Arabidopsis (Moissiard et al. 2012) . Recent Hi-C experiments further revealed strong long-range interactions among heterochromatic islands throughout the Arabidopsis genome, such as interactive heterochromatic island (IHI) , Grob et al. 2014 ) and topologically associating domain (TAD) interior-like regions (Wang et al. 2015) .
The mechanisms that modulate long-range interactions are currently poorly understood in plants. In this study, through the integration of information about Hi-C data, genome-wide epigenetic data, TF data and expression data, we sought to reveal the association between chromatin interaction and epigenetic regulation, as well as regulation involving TFs, and to explore the potential mechanisms of chromatin organization and its impact on genome regulation.
Results

Identifying interacting loci
In the present study, 20,532 chromatin-interacting loci pairs were identified using HOMER ( Fig. 1) (Heinz et al. 2010 (Supplementary Dataset S3) . This is consistent with a previous study in humans, which found most of the interactions to be intrachromosomal (Lan et al. 2012 ). There are 11,916 regions in the entire Arabidopsis genome, using a 10 kb window size for chromatin regions. Circos (Krzywinski et al. 2009 ) plots illustrating the genome-wide interchromosomal interactions and intrachromosomal interactions are shown in Fig. 2 and Supplementary Fig. S1 .
Next, we assessed connections between the chromatin interaction patterns and genomic features, including density and type of associated genes in each region. Genes from TAIR10 were divided into three types: protein-coding genes (PC genes), TEs and the remaining genes (other genes). As shown in Fig. 2C and Supplementary Fig. S2 , the regions enriched in TEs and the ends of chromosomes tend to have high frequency interactions: ends of chromosomes tend to interact within different chromatins (interchromosomal interactions), whereas the regions enriched in TEs tend to loop at the same chromatin (intrachromosomal interactions) (Pearson correlation coefficient: r > 0.56). However, regions enriched in PC or other genes do not have preferences for inter-or intrachromosomal interactions.
In addition, we computed the chromatin interaction frequency for every region, i.e. the number of interacting patterns in one region divided by the total interacting number in the Arabidopsis genome ( Table 1) . There are >58% regions involved in chromatin interactions, whose interacting frequency is >0.004%. We observed that one region tends to interact with another one or two regions, whose chromatin interaction frequency is <0.01% (Fig. 3A) . Also only no more than 9.3% of regions had >0.05% interaction frequency.
Different regions have various densities and types of associated genes (Fig. 3B, C ). Most regions with more than three interacting partners involved fewer genes than the regions which have fewer than three interacting partners; the regions enriched in TEs tend to have a higher interaction frequency; the regions enriched in PC genes tend to have a lower interaction frequency; whereas regions enriched in other genes do not exhibit any interacting preference.
Linking chromatin interaction with epigenetic marks
Chromatin interactions show a specific epigenetic status in animals (Dixon et al. 2012 , Hou et al. 2012 , Lan et al. 2012 , Sexton et al. 2012 . With that in mind, we examined the relationship between histone modification marks and the identified genomic interactions in Arabidopsis. We mapped nine histone modification marks (H2Bub, H3K4me1/2/3, H3K9ac, H3K9me2, H3K27me1/3 and H3K36me3) (Supplementary Dataset S1) onto identified chromatin interactions. Similar to the previous study in humans (Lan et al. 2012) , the second locus (loci2) has a very similar histone modification pattern to the first locus (loci1). On the one hand, the correlation coefficients between two interacting loci for each mark are from 0.474 to 0.875, which were much greater than the average Pearson correlation coefficient between a randomly selected region pair ( Table 2) . On the other hand, some histone modification marks showed co-existence at the two ends of the interacting loci (Fig. 3D) , and the overall patterns of histone modifications between loci1 and loci2 are consistent [Pearson correlation coefficient: r = 0.998 and P < 0.0001, Mantel test (Mantel 1967) ].
Hierarchical clustering (Eisen et al. 1998 ) was performed on the interacting loci using Cluster 3.0 software (http://bonsai. hgc.jp/$mdehoon/software/cluster/software.htm). We used histone modification profiling from only one locus of the two interacting loci, with Pearson correlation as the distance measurement, to cluster the 20,532 interacting loci pairs into seven groups (Fig. 3E, loci1) . The clustering result suggests that each group has its own epigenetic status, in which loci1 and loci2 share similar histone modification patterns ( Supplementary   Fig. S3 ). For example, in Group 2, loci1 and loci2 are both bound by H3K9me2 and H3K27me1. In Group 3, most loci2 have a similar epigenetic status (H3K27me1) to loci1. In Group 6, loci1 and loci2 both tend to be marked by active marks, such as H3K4me3 and H3K36me3. Moreover, H3K9me2 is also highly enriched at loci1 and loci2 in Group 6 (Fig. 3E) , which may be due to the co-existence of active genes and silent genes in most of the regions in Group 6.
We next investigated the interconnections between different groups of chromatin interaction and genomic features by calculating the interaction frequency, gene density and gene types in each group ( Supplementary Figs. S4, S5 ). We found, for example, that (i) the two interacting loci of each group share similar gene density and gene types; (ii) Group 2 and Group 3 are very similar in genomic features: high interaction frequency, lower density of genes and high percentage of TEs, suggesting that Group 2 and Group 3 may represent interactions between two regions that are both TE enriched and targeted by Fig. 1 Schematic overview of our analysis procedure. The process is as follows: (i) download data sets from the GEO and SRA databases, including Hi-C, ChIP-seq, ChIP-chip, DNase-seq, BS-seq and RNA-seq data sets; (ii) analyze Hi-C data using HOMER; (iii) cluster interacting loci based on the histone modification status at loci1; (iv) identify the transcription factor-associated network; (v) validate the gene regulation through DNA looping; and (vi) construct omics profiling of paired interacting loci through the integration of different omics data sets, and evaluate the potential functions of different types of long-range interactions.
repressive marks (H3K9me2 or H3K27me1); and (iii) members of Group 6 tend to involve more genes and a higher percentage of PC genes compared with Group 2 and Group 3, suggesting that Group 6 represents the interactions between two regions that are both PC enriched and being actively transcribed.
The ends of chromosomes tend to be involved in interchromosomal interactions, whereas the regions enriched in TEs tend to be involved in intrachromosomal interactions. To reveal whether the epigenetic patterns of the interchromosomal interactions are different from those of intrachromosomal interactions, we performed clustering analysis for both types of interactions ( Supplementary Fig. S6 ). The clustering result indicates that loci2 still showed a very similar epigenetic pattern to loci1 in both inter-and intrachromosomal interactions. Strikingly, intrachromosomal interactions consist of a significant portion of regions that are targeted by H3K9me2 and H3K27me1 (epigenetic silencing), whereas a large portion of interchromosomal interactions are formed by regions that are marked by active markers, such as H3K4me3 and H3K36me3.
We further asked whether other epigenetic marks are correlated with the seven groups of interacting loci, such as histone modifications. We integrated the published profiles of five histone variants (H3.1, H3.3, H2A.Z, H2A.W and H2A.X) as well as three types of DNA methylation (CG, CHG and CHH) (Supplementary Dataset S1), which were mapped onto the regions of seven interacting groups ( Fig. 4; Supplementary Fig.  S7 ). The result suggested that histone variants and DNA methylation with distinct binding preferences for loci showed a distinct histone modification status. H3.1 mainly binds to loci in Group 2 and Group 3, marked by H3K9me2 and/or H3K27me1, whereas H3.3 mostly binds to loci in Group 6, marked by active marks, such as H3K4me3 and H3K36me3. Similarly, H2A.W mainly binds to loci in Group 2 and Group 3, H2A.Z mostly targets loci in Group 6, whereas H2A.X covers the entire interacting chromatin loci. In addition, DNA methylation is mainly enriched in Group 2 and Group 3 at any cytosine (CG, CHG and CHH, where H = A, C or T). The findings are in line with past studies , Yelagandula et al. 2014 , suggesting that different epigenetic marks interplay with each other rather than working independently (Wang et al. 2016b ).
Correlating transcription factor-binding sites with different sets of chromatin interacting loci
We next focused our analyses on the correlation between chromatin interactions and the binding of TFs. It has been demonstrated in humans that long-range interactions result in interactions between a TF bound to one locus and another TF bound to a different locus (Lan et al. 2012) , and many TFs are involved or implicated in mediating long-range interactions (Wang et al. 2016a) . To determine the relationship between chromatin interactions and TFs in Arabidopsis, we applied log base-2 of the average enrichment ratio for the data of each TF (Supplementary Dataset S2) within each 10 kb window size region.
The distribution of ChIP peaks is different for different TFs across different types of genomic regions, such as intergenic regions and promoter regions (Heyndrickx et al. 2014) . To determine the preferential binding behavior, we obtained the occurrence rate of a factor binding in promoter regions, intergenic regions and other regions [including the 5 0 -untranslated region (UTR), coding, intron, 3 0 -UTR and downstream] based on the data sets from Heyndrickx et al. (2014) . If a factor is not supported by the occurrence rate in promoter, intergenic or other regions, it was called 'unknown'. Factors such as PIF4 and PIF3 are over-represented in other regions, whereas factors such as FLP/MYB88 and WUS are more highly enriched in non-promoter regions than in promoter regions (Fig. 5B) .
We next correlated the binding of TFs with the seven sets of interacting loci to determine which sets of TFs are preferentially associated with each type of loci ( Fig. 5A; Supplementary Fig.  S8 ). The results suggested that different groups of TFs with distinct binding preferences for loci showed a distinct epigenetic status. For example (i) TFs such as SOC1, SEP3, SVP, FLC, NLP7, LFY and FUS3 bind to loci marked by active marks (Group 6); (ii) although Group 2 and Group 3 are marked by different histone modification (as mentioned above), they both have a positive relationship with factors such as AGL15, SMZ, FLP, GTL1, AP2, FLM, PIF3 and PRR7; (iii) DNA polymerase IV (Pol4) is mostly enriched in Group 2 and Group 3, as is Pol5; (iv) factors such as ABI3 and UPB1 are little enriched in interacting loci; and (v) factors such as GL1 and PI scatter across the interacting loci.
In order to reveal a protein interaction network involved in DNA looping (Fig. 5B) , we performed similar pairwise analyses to evaluate the concurrence of TFs at the two ends of the interacting loci. The concurrence was statistically evaluated by Pearson correlation coefficient and represented by line width. There are 376 pairs of TFs whose Pearson correlation coefficient is more than zero (Pearson correlation coefficient: 0 < r < 0.806). We collected the Arabidopsis protein interactome data from the PAIR database (Lin et al. 2009 ), and observed that > 16.22% (61 out of 376) of protein pairs are proved to interact physically with each other (represented by line color).
Our analysis shows that all TFs that form protein-protein interactions with SEP3 are mainly enriched in Group 6: FLC and SVP. Although there is no known or predicted proteinprotein interaction among SEP3, NLP7, LFY and FUS3, our analysis showed a higher concurrence of these TFs at the ends of interacting loci. Overall, factors enriched in Group 6, including SEP3, SVP, FLC, LFY, NLP7, FUS3 and SOC1, are highly linked via DNA looping (Pearson correlation coefficient: r > 0.14) with respect to a random control (average Pearson correlation coefficient: jrj < 0.001, Wilcoxon rank sum test: P < 0.05) (see the Materials and Methods). Thirdly, factors enriched in Group 2 and Group 3 also show highly significant concurrences. We observed a highly significant concurrence pattern for AGL15, WUS and FLM, fitting with the proteinprotein interaction between them. A similar signal can be seen for PIF3 and PRR7. Although there is no reported proteinprotein interaction among AGL15, FLM, PRR7, SMZ and FLP, they are closely linked in our analysis. Overall, factors enriched in Group 2 and Group 3, including AGL15, WUS, FLM, FLP, SMZ, PIF3 and PRR7, are also linked together through longdistance looping (Pearson correlation coefficient: r > 0.18 vs. average random Pearson correlation coefficient: jrj < 0.001, Wilcoxon rank sum test: P < 0.05). Finally, we note that nearly all of the factors have loops connected with themselves, which might be due to the cross-linking of long-distance DNA elements to the protein during the ChIP procedure (Lan et al. 2012) . 
Associating gene expression with the sets of clustered interacting loci
In order to determine the possible influence of looping on gene expression, we assigned each gene to defined interacting loci, if the gene is located within the loci. We plotted the expression levels of the genes in loci1 and corresponding loci2 for each group vs. a genome-wide random gene expression profile (Fig. 6) . As the interacting loci showed a similar epigenetic status, the expression of associated genes was almost . The upper right diagonal shows the correlation coefficients based on loci1; the lower left diagonal shows the correlation coefficients based on loci2. There is no observed difference of overall histone modification status between loci1 and loci2 (Pearson correlation r = 0.998 and P < 0.001, Mantel test). (E) Interacting loci were divided into seven groups using hierarchical clustering based on histone modification mark profiling.
co-regulated. This is consistent with previous analyses in human (Lan et al. 2012 ).
The seven groups split into three defined types of chromatin linkages: five co-repressive groups (81.98% of total interactions) as Type I chromatin linkages; one co-active group (13.96% of total interactions) as Type II linkages; and the remaining one (4.06% of total interactions) as Type III linkages, which do not exist in human.
The associated genes in both loci for Type I linkages possessed a lower expression level than a set of randomly selected genes. In Type II linkages, the associated genes in both loci were more active than a randomly selected set of genes. In Type III linkages, compared with a set of randomly selected genes, the associated highly expressed genes did not show such a consistent expression pattern, but showed the following expression trend: loci1 > random > loci2 (Group 4) and random & loci2 > loci1 (Group 5).
Different gene expression patterns were observed in groups having a distinct epigenetic profiling. Group 2 and 3, which made up > 76.49% of Type I chromatin linkages, are mainly targeted by repressive marks, such as H3K9me2 and H3K27me1. Type II chromatin linkages are mostly bound by active marks, whereas the majority of Type I chromatin linkages show a low level of these marks. In addition, in the Type III chromatin linkages, loci1 have higher levels of active marks (H3K4me3, H3K9ac and H3K36me3) than loci2.
In order to understand which Gene Ontology (GO) categories are over-represented in the list of chromatin linkage-associated genes of the seven interacting groups, GO enrichment analysis was performed for the seven interacting groups using WEGO (Web Gene Ontology Annotation Plot) (Ye et al. 2006) (Supplementary Fig. S9 ). GO comparisons among different interacting groups demonstrated similar enrichment across all three GO categories. All groups were enriched within the Cellular Component category ('cell', 'cell part' and 'organelle'), the Molecular Function category ('binding' and 'catalytic') and the Biological Process category ('metabolic processes', 'cellular processes', 'response to stimulus' and 'pigmentation').
However, different types of chromatin linkages are significantly over-represented in distinctive special GO categories (Pearson 2 test, P < 0.05) (Fig. 7A) . In Type I chromatin linkages, Group 2 and Group 3 clustered in the 'cellular process' and 'pigmentation' categories; Group 7 clustered in the 'enzyme regulator', 'hydrolase', 'developmental growth' and 'development maturation' categories; Group 1 clustered in fewer function categories. In Type II chromatin linkages, Group 6 was significantly related to 'ligase', 'organ growth' and 'growth'. Notably, 'biosynthetic process' and 'gene silencing' categories are only significantly represented in Group 4.
As shown in Fig. 7B , different types of chromatin linkages are significantly over-represented in distinctive GO categories of 'response to stimulus'. Also more 'response to stimulus'-related categories are significantly represented in Type II chromatin linkages than other types.
Discussion
In this study, we have presented an investigation of the identification and characteristics of different types of chromatin interaction. By integrating multiple genome-wide data sets from the Gene Expression Omnibus (GEO) and Sequence Read Archive (SRA) database, including Hi-C data, ChIPchip/-seq for histone modifications, histone variants and TF data, DNA methylation data and RNA-seq data, we have established links between the chromatin interactions and the epigenetic regulation and between chromatin interactions and TFs involved in regulation. Our work sheds light on a complex landscape of chromatin interactions involving epigenetic and TF regulation.
The Hi-C data analysis demonstrated that chromatin interactions exist across the whole genome. We have studied 20,532 sets of spatially interacting loci pairs. There are two types of chromosomal interaction, named intra-and interchromosomal interactions. Both the TE-enriched regions and the ends of chromosomes tend to have a high frequency of interactions: ends of chromosomes tend to have interchromosomal interactions, whereas TE-enriched regions tend to have intrachromosomal interactions (Fig. 2C) . The interaction frequency of most interacting loci is < 0.05% (Table 1) .
Loci pairs shared a consistent pattern of histone modifications (Fig. 3D, E) . A consistent pattern of histone modifications between two interacting loci is not correlated with the types of chromosomal interaction (Supplementary Fig. S6 ). However, intrachromosomal interactions tend to be marked by silencing marks, while interchromosomal interactions tend to be marked by active marks, which may be due to the fact that TE-enriched regions tend to be involved in intrachromosomal interactions ( Supplementary Fig. S2 ).
Based on patterns of histone modifications, we divided the total long-range interaction loci into seven groups. Each group has a distinct epigenetic status, composed of paired sets of interacting loci with distinct expression patterns and with binding of different TFs. The result indicates that two interacting loci in each group have similar genomic features: gene density Supplementary Fig. S4 ). Furthermore, other epigenetic marks, such as histone variants and DNA methylation, showed distinct binding preferences for loci with different histone modification patterns ( Fig. 4; Supplementary Fig. S7 ).
In particular, Group 2 and Group 3 represent interactions between two regions that are both TE enriched and targeted by repressive marks (H3K9me2 or H3K27me1), whereas Group 6 represent the interactions between two regions that are both PC enriched and actively being transcribed. Interestingly, >35% insulator-like and TAD boundary regions defined by Wang et al. (2015) were enriched in Group 6, while >29% TAD interior-like regions were present in Group 2 and Group 3. It is consistent with the study of Wang et al. (2015) that insulator-like and TAD boundary regions were mostly enriched for activating epigenetic marks indicative of transcriptionally active euchromatin, whereas TAD interior-like regions were mainly targeted by repressive epigenetic marks, indicative of transcriptionally repressed heterochromatin. In conclusion, epigenetic marks have a possible role in long-range interaction; long-range interactomes share similar epigenetic and genomic features, and the two interacting loci both tend to be actively marked or repressively marked.
Previous work in humans has shown that binding sites of TFs can control gene regulation through specific chromatin linkages that bring them into close spatial contact with distal functional elements (Gondor and Ohlsson 2009 , Sutherland and Bickmore 2009 , Kagey et al. 2010 , Lan et al. 2012 , Wang et al. 2016a , indicating a role for TFs in long-range interactions. We suspect that TFs are involved in chromatin linkages in Arabidopsis. Here, given the different data analysis methodologies of the different source studies, the raw data were reprocessed following a uniform pipeline to obtain an unbiased view on enrichment of different TFs. There is a significant correlation between the enrichment of TFs and epigenetic status, i.e. different groups of TFs have distinct binding preferences for loci with a distinct epigenetic status ( Fig. 5A; Supplementary Fig.  S8 ). Furthermore, a protein interaction network was constructed through DNA looping based on 37 factor ChIP profiling experiments in Arabidopsis (Fig. 5B) . The result showed that SEP3, SVP, FLC, LFY, NLP7, FUS3 and SOC1 were closely linked, which were enriched in Group 6. Factors enriched in Group 2 and Group 3, such as AGL15, WUS, FLM, FLP, SMZ, PIF3 and PRR7, were also highly linked together via long-range interactions. Our study highlights the possible roles of TFs in Fig. 4 Epigenetic profiling of interacting loci1. Epigenetic marks include histone modifications, histone variants and DNA methylation. The left color bar corresponds to the color scale for the histone modifications, and the right color bar corresponds to the color scale for histone variants and DNA methylation. See also Supplementary Fig. S7 .
the system-level co-ordination of long-range interactions in Arabidopsis. However, more data will be needed to verify the accuracy and reliability of the DNA looping via TF interactions, and it is not clear to what extent the TF binding profile is the cause or consequence of a given interactome.
We found, after including a RNA-seq data set in our analysis, that the expression of the interacting loci-associated genes is almost co-regulated (Fig. 6) , which is in line with previous studies in human (Lan et al. 2012 ). There are three types of chromatin linkages. Type I chromatin linkages are made up of co-repressive groups, which are targeted by repressive marks, such as H3K27me1, H3K9me2 and DNA methylation. Type II chromatin linkages are composed of co-active groups, which are mostly marked by active marks, such as H3K4me3 and H3K36me3. In Type III linkages, the associated genes did not show the co-regulation patterns, but showed the following expression trend: loci1 > random > loci2 (Group 4) and random & loci2 > loci1 (Group 5). Furthermore, different types of chromatin linkages have distinct epigenetic profiles and are significantly over-represented in different GO categories (Fig. 7) .
In conclusion, the integration of epigenetic profiles, TF binding and expression has revealed a novel insight into the 3D regulation. Our results show that long-range interacting loci share a common epigenetic profile, but loci pairs may be co-regulated by different functions of epigenetic marks (Fig. 3E) . It is worth noting the role of TFs in chromatin linkages. Some TFs showed co-existence at the two ends of the interacting loci, i.e. a TF bound to loci1 and another TF bound to loci2. However, it is not clear to what extent the epigenetic and TF binding profile is the cause or consequence of a given long-range interactome. Our results support a context-based transcription factory model, which produces nascent RNA transcripts, using co-regulated genes from chromatin loops as their templates . For example, Type II linkages may share transcription factories, in which a context created by chromatin linkages serves as a general means of co-active transcription of loci1-and loci2-associated genes (Fig. 6) . As more data are being generated, it is expected that studying the chromatin linkages will enhance our understanding of the mechanisms of gene regulation. Fig. 6 Gene expression analyses reveal three types of chromatin linkages. Gene expression heatmaps show the expression levels in loci1 and 2 vs. a random set of genes in each group. This analysis reveals three types of chromatin linkages. Type I: associated genes in both loci have a lower expression level than a random set of genes; the interacting genes are probably co-repressive. Type II: associated genes in both loci have a higher expression level than a random set of genes; the interacting genes are probably co-activated. Type III: associated genes in loci1 and 2 showed the following expression trend: loci1 > random > loci2 (Group 4) and random & loci2 > loci1 (Group 5). The GO subcategory of response to stimulus (GO: 0050896) enrichment analysis of associated genes in different interacting groups. The color represents the P-value of the Pearson 2 test. Note that 'Ml' stands for meaningless, as any of the expected counts are <5, and 'Na' stands for not available regarding the P-value.
Materials and Methods
Overview of the integrative data analysis strategy
The genome-wide high-throughput data sets from the GEO and SRA databases give us an opportunity to explore the underlying mechanism of chromatin interactions and its impact on gene expression. We have carried out a comprehensive integrative data analysis to investigate the relationship between the chromatin interactions and epigenetic profiles, and the correlation between chromatin interactions and the binding of TFs (Fig. 1) .
We began our analysis with the identification of genome-wide longrange interacting loci using HOMER (Hypergeometric Optimization of Motif EnRichment) (Heinz et al. 2010 ) (see below). We then compared interacting partner loci with ChIP-chip of histone modification marks and followed this with hierarchical clustering so as to classify the sets of partner loci into different groups. We also compared histone variants and DNA methylation data to characterize the comprehensive epigenetic features of genome chromatin interactions. Next, we examined the binding of TFs in the interacting loci in each group to identify which TFs may be involved in mediating the different groups of chromatin interactions. This allowed us to create a combined protein-protein interaction network. Furthermore, RNA-seq data were included in our analysis to examine the relationship between different groups of interacting loci and expression levels. Finally, we constructed multiomics profiling of two interacting loci, including histone modifications, histone variants, DNA methylation, TF binding and gene expression, and evaluated the potential functions of long-range interactions for each group.
Using Hi-C data to identify interacting loci
The Hi-C data of Moissiard (2012) was downloaded from the SRA database (SRR681003) (Moissiard et al. 2012) . Paired reads were mapped against the Arabidopsis genome (TAIR10; http://www.arabidopsis.org) using bowtie2 (Langmead and Salzberg 2012) . Only uniquely mapped paired reads were kept for further analysis. HOMER (Heinz et al. 2010 ) was used to identify genomic interacting loci from the bowtie2 resulting files (SAM files). HOMER has several specialized programs for Hi-C analysis. The makeTagDirectory program was used to make HOMER-style tag directories and quality control for Hi-C, and the analyzeHiC program was used to normalize genomic interactions for linear distance and read depth and to identify significant interactions.
Epigenetic and transcription factor data analysis
Experimental detail and the source of material of published epigenetic and TFs data sets are provided in Supplementary Dataset S1 and S2. For ChIP-chip libraries, all these data sets were converted into TAIR10-compatible co-ordinates, and raw CEL files were normalized using quantile in CisGenome (Ji et al. 2008) . For ChIP-seq libraries, reads were mapped to TAIR10 with bowtie2 with default parameters (Langmead and Salzberg 2012) , and identical reads were collapsed into one read.
The profiles of each feature were normalized in bins of 10 kb. Importantly, histone modifications such as H2Bub, H3K4me1, H3K4me2 and H3K4me3, were normalized by the local nucleosome content (H3 histone content), i.e. HM k ¼ ðHM k À H3 k Þ=b, in which HM k refers to the occupancy levels of histone modification in region k, H3 k represents the occupancy levels of H3 histone in region k and b refers to region size (10 kb). The histone variants contents, such as H3.1, H3.3, H2A.Z and H2A.W, were also normalized by their arithmetic mean, i.e.ĤV k ¼ ðHV k À HVÞ=b, in which HV k refers to the occupancy levels of histone variant in region k, HV represents the average the occupancy levels of histone variant in the genome and b refers to region size (10 kb). The absolute methylation levels (Ko et al. 2013 ) of each region (10 kb) were calculated at CG, CHG and CHH sites, respectively. Log base-2 of the average occupancy ratio was applied to the data for each TF. Note that normalized signals for ChIP-chip and read counts for ChIP-seq were used to calculate the occupancy level of each mark. In this way, we obtained a standardized value of each feature at each region of the Arabidopsis genome (11,916 regions of bin size 10 kb).
RNA-seq analysis
Raw reads were downloaded from the SRA database (SRR1019211) (Lei et al. 2014) . The reads were mapped to TAIR10 using TopHat (Trapnell et al. 2009 ) and the resulting BAM files were converted into BED format using SAMTOOLS (Li et al. 2009 ). Expression levels (reads normalized per 10 kb) were obtained from BED format files using custom Perl scripts.
Correlation analyses
We performed two correlation analyses during this study. The basis was to obtain the similar histone modification and TF-binding patterns between loci1 and loci2. To obtain significant statistics, the Mantel test was used to test the significance of correlation between loci1 and loci2, and to calculate the P-value. First, we obtained standardized values of histone modification and TFs at each region of the Arabidopsis genome (see the above 'Epigenetic and transcription factor data analysis' section). Secondly, to assess the similar pattern between loci1 and loci2 for one mark, we calculated the Pearson correlation coefficient between loci1 and loci2 for each histone modification (Fig. 3D) , as well as for each TF. Finally, to test the similar landscapes of histone modifications and TF binding between loci1 and loci2, Mantel test analyses were performed.
Random control analyses
In this study, several random control analyses were performed. The aim was to extract the same number of regions/interactions selected randomly from the background sample, and then to calculate similar properties. Specifically, to assess the significance of histone modification pattern similarity between two interacting loci and to obtain the random control of TF-TF interaction via long-range interaction, we randomly selected the 20,532 pairs from the whole genome 11,916 regions. Moreover, to test the significance of gene expression profile similarity between two interacting loci, we randomly generated the 20,532 regions from the whole genome and calculated the average expression levels from the 10,000 random data sets (Fig. 6 ).
Statistical analysis and data visualization
Most of the statistical analyses in this study were performed using the R statistical package (http://www.r-project.org; release 3.1.2). WEGO software (Ye et al. 2006 ) was used for GO functional classification.
For visualization purposes, Circos (Krzywinski et al. 2009 ) was used to view the genomic interactions across the whole Arabidopsis genome; the MeV software (Saeed et al. 2003 ) was used to view the profiling data of various features; and the Cytoscape platform (Smoot et al. 2011 ) was used to present the protein-protein interaction network.
Supplementary data
Supplementary data are available at PCP online. 
