As image guided surgical procedures become increasingly diverse, there will be more scenarios where point-based fiducials cannot be accurately localized for registration and rigid body assumptions no longer hold. As a result, procedures will rely more frequently on anatomical surfaces for the basis of image alignment and will require intraoperative geometric data to measure and compensate for tissue deformation in the organ. In this paper we outline methods for which a laser range scanner may be used to accomplish these tasks intraoperatively. A laser range scanner based on the optical principle of triangulation acquires a dense set of three-dimensional point data in a very rapid, noncontact fashion. Phantom studies were performed to test the ability to link range scan data with traditional modes of image-guided surgery data through localization, registration, and tracking in physical space. The experiments demonstrate that the scanner is capable of localizing point-based fiducials to within 0.2 mm and capable of achieving point and surface based registrations with target registration error of less than 2.0 mm. Tracking points in physical space with the range scanning system yields an error of 1.4Ϯ0.8 mm. Surface deformation studies were performed with the range scanner in order to determine if this device was capable of acquiring enough information for compensation algorithms. In the surface deformation studies, the range scanner was able to detect changes in surface shape due to deformation comparable to those detected by tomographic image studies. Use of the range scanner has been approved for clinical trials, and an initial intraoperative range scan experiment is presented. In all of these studies, the primary source of error in range scan data is deterministically related to the position and orientation of the surface within the scanner's field of view. However, this systematic error can be corrected, allowing the range scanner to provide a rapid, robust method of acquiring anatomical surfaces intraoperatively.
I. INTRODUCTION
Tissue deformation and organ shift are presently one of the largest challenges that image-guided surgery research faces today. To overcome these obstacles, there have been numerous efforts to incorporate intraoperative data into surgical navigation as well as to model the deformation using biomechanical principles. The most accurate and complete method to account for tissue deformation is to acquire image data during surgery with intraoperative tomographic imaging. Intraoperative CT was proposed, 1 but it was found to expose the patient to excessive amounts of radiation. More recently, intraoperative MR ͑iMR͒ imaging has become a candidate to account for tissue deformation. There have been many groups who have implemented iMR into their image-guided surgical systems, and a sampling of the research can be found in the literature. [2] [3] [4] [5] [6] [7] While iMR does provide a complete set of updated volumetric data, there are some disadvantages. Currently, it is difficult, time-consuming, and expensive to install an intraoperative magnetic resonance unit into an operating suite.
MR scanners ͑including open magnet configurations͒ and head receiver coils, combined with the limited space generally available in operating rooms, can hinder access to the surgical site. 8 Nonferrous surgical instruments, often not of the same quality as standard surgical instruments, must be used during procedures close to the magnet. 8, 9 Finally, there are issues with image quality, whether from low field strength magnets or from surgically induced contrast enhancement. 10 Other methods have been proposed to help compensate for tissue deformation during surgery. Ultrasound is conventionally used to provide real-time information for guidance during surgical procedures. Currently, most surgeons subjectively analyze data from ultrasound to make their decisions regarding tissue deformation. However, there is some research concerned with mathematically integrating ultrasound into image-guided neurosurgery systems. [11] [12] [13] [14] Some methods of deformation compensation do not involve any intraoperative imaging. Finite element models have been used to predict organ deformation that results from various events that occur during surgery. Since a majority of image-guided research is based in neurosurgery, where accuracy is paramount, most surgical-based modeling studies have been performed with respect to the brain. Some recent strategies used for modeling the biomechanics of brain deformation have included biphasic descriptions of the continuum based on consolidation theory. 15 These models simulate deformation effects from mechanical loading as well as from interstitial fluid flow. 16, 17 Edwards et al. 18 developed a three-component model to account for the interactions between bone, cerebrospinal fluid, and brain tissue. In other cases, finite element modeling is not as concerned with the underlying biomechanics of the tissue, but rather as an interpolation method for registration. 6 Other models of the brain that have been proposed use linear elastic 19 and viscoelastic 20 models. In large part, finite element modeling has not been used for image-guided surgical updating outside the neurosurgical context. However, computer models are increasingly being used for planning, simulation, and evaluation applications for a host of surgical procedures. [21] [22] [23] [24] [25] One novel method of intraoperative data acquisition is laser range scanning. This modality acquires a dense amount of surface data, which is represented as a three-dimensional point cloud. Unlike most surface acquisition methods used in an operating room, laser range scanners do not require any contact with the patient. Preliminary work by Audette et al. 26 has examined laser range scanning for cortical surface tracking and brain shift issues. Raabe et al. 27 illuminated the skin surface with a laser and used optical localization systems to triangulate the depth of the laser spot. Furushiro et al. 28 have used range scanners to detect ridgelines in liver phantoms for registration purposes. In other phantom studies, Sinha et al. 29 registered range scanner data with texture mapped video information to MR volumes using the simulated cortical surface vessel patterns.
We present accuracy studies characterizing the range scanner's ability to capture organ shape. Registration to tomographic image data and optical localization methods techniques are implemented to determine the ability for range scan data to be used accurately with common image-guided surgery components. Additionally, the range scanner is used to observe deformation in an organ phantom. Finally, we present some of our initial experiences with the use of the laser range scanner in a clinical setting.
II. METHODS

A. Laser scanner
Three-dimensional surfaces were acquired with a commercially available laser range scanner ͑Real Scan 200C, 3-D Digital Corporation, Bethel, CT͒, which is displayed in Fig. 1 . The scanner works on the optical principle of triangulation. A laser light source is emitted from the scanner, which illuminates the surface of interest. Light reflected off the surface is received by a CCD camera, which is contained within the scanner. The depth is calculated based on the reflected light pattern that appears on the CCD and the known trigonometric relationship between the scanner's camera and source. Our range scanner is capable of acquiring a dense point set of three-dimensional data within 5-20 seconds. It can acquire up to 494 samples per line and as many as 500 lines per scan. The specifications of the scanner 30 state that the average deviation from planarity is 300 m at 300 mm depth and 1000 m at 800 mm depth.
B. Imaging phantom
A phantom was constructed for all localization and registration experiments. The phantom, shown in Fig. 2 , was designed to contain a wealth of surface and fiducial point information that could be highly localized in many modalities. The liver model in Fig. 2 was constructed with poly ͑dim-ethyl͒ siloxane ͑rubber silicone͒ to represent our test surface. Teflon spheres ͑Small Parts Inc., Miami Lakes, FL͒ served as point-based fiducials for our experiments. The spheres were precisely machined to 12.70 mm with a 25 m tolerance. To obtain fiducial point data from the range scans, centroids of the sphere were calculated with a geometric fitting of the sphere using a least squares method, as proposed by Ahn et al. 31 An example of the results from the sphere fit is shown in Fig. 3 , where the range scan points have been overlaid on top of the sphere obtained using the fitting process. Additionally, the model liver and spheres were placed on a Plexiglas® base that had been painted black. The black paint absorbs a majority of the laser light illuminating the base, and the reflected light signal is so small that it simulates an infinite distance. As a result, no range scan data of the base is acquired, making the phantom liver and the spheres much easier to identify.
C. Point-based localization
To determine the scanner's accuracy in acquiring spatial surface information, three sets of localization experiments were performed. The first experiment investigated the scanner's ability to acquire images of the sphere with respect to the scanner's field of view. A sphere was placed on a translation stage and repeatedly scanned while varying depth. The next set of experiments attempted to test the repeatability of the scanner output. A total of ten range scans were taken while holding the phantom and range scanner fixed. Ideally, the centroid of each sphere should remain unchanged. Finally, the ability to track objects in space as they move throughout the scanner's field of view was tested. After each sphere was acquired from the range scan image, the surface of each sphere was collected using a probe that was localized in physical space using an infrared optical camera ͑OP-TOTRAK 3020, Northern Digital, Waterloo, Ontario͒. The OPTOTRAK system has an RMS accuracy of 0.1 mm, with a resolution of 0.01 mm. 32 After each sphere was acquired in the scene, the phantom was manually moved away from the range scanner. Three sets of sphere data were acquired with the range scanner and the OPTOTRAK; all three sets were positioned at varying depths from the range scanner. Distance measurements were calculated between each fiducial in one data set and its corresponding position when the phantom was placed at a different depth. Distances measured using range scan data were compared to the results achieved with the OPTOTRAK localization system.
D. Registration
A set of experiments was performed to test the ability to register range scan data with CT image data using point and surface based information. The phantom was imaged using a CT scanner ͑Mx8000-Phillips Medical Systems, Bothell, WA͒. While the phantom remained on the imaging gantry after volume acquisition, range scan images were taken. Point-based registrations with the sphere centroids as fiducials were achieved using Horn's quaternion method 33 to solve the singular value decomposition ͑SVD͒, as well as a modification which allows for incorporating a similarity transform with an isotropic scaling factor. 34 The use of a scaling factor is explained further in the ''Discussion'' section. Surface based registrations were performed using the Iterative Closest Point ͑ICP͒ algorithm postulated by Besl and McKay, 35 altered to use k-d dimensional trees to decrease search time. 36, 37 Landmarks on the surface phantom were used to obtain an initial transformation for the ICP method. ICP minimizes the mean surface residual error, which is the mean distance between each point in the source dataset and its corresponding closest point in the target dataset. One point-based landmark, the head of a nylon screw that secured the liver phantom to the base, was not used in either registration process. It served as a target for error analysis of the registration. For the surface registration results, the Teflon balls also served as targets, since they were not used to determine the transformation in the surface registration process.
E. Physical space tracking
One of the foundations of image-guided surgery is the establishment of a registration between image space and physical space. By incorporating a range scanner into the system, a third coordinate system has been introduced. In order to interpret geometric data from the laser range scanner, it is critical that the range scanner can be tracked in physical space. Tracking is accomplished by defining a coordinate system for physical space with the OPTOTRAK optical localization system. A star-shaped rigid body embedded with infrared emitting diodes ͑IREDs͒ was attached to the range scanner. This rigid body was calibrated and recognized by the OPTOTRAK localization system, so that its position and orientation could be established in real-time.
The tracking setup is shown in Fig. 4 . Points in range scanner space, X range , are transformed into the physical space, X opto , by determining two intermediate transformations. The first transformation is between the range scanner and the star-shaped rigid body attached to it, T range-star . A calibration process, described below, is needed to determine this transformation, which remains constant as long as the star-shaped emitter remains rigidly fixed to range scanner in the same position. The second transformation is between the star-shaped rigid body, and the reference emitter that serves as the origin for the OPTOTRAK coordinate system, T star-opto . This transformation is handled by the OPTOTRAK system, and it is refreshed at a rate of 40 Hz.
A calibration phantom was designed for the process of determining the transformation T range-star between the starshaped emitter and the range scanner. The calibration phantom consisted of nine white disks of radius 9.53 mm located on nine separate black platforms. At the center of the disk was a 3 mm hemispherical divot. When placing the 3 mm ball tip of a tracked surgical probe in the divot, the centroid of the tip will be localized near the center of the white disk. Figure 5 shows an optically localized probe with its spherical tip located in the divot.
The first step in calibrating the range scanner for tracking in physical space ͑i.e., OPTOTRAK space͒ is to establish a transformation between range scanner space and physical space (T range-opto ) while the range scanner is held at a fixed position. This transformation is achieved through a pointbased registration between the centroid of each disk acquired from the range scanner, and the nine corresponding divot locations from the OPTOTRAK probe. Once this transformation is known, the position and orientation of the rigid body emitter attached to the range scanner is ascertained by querying the OPTOTRAK system, which gives the transformation T star-opto . Using T range-opto and T star-opto at a given fixed range scanner position, the calibration transformation matrix T range-star can be determined.
To test the calibration process, multiple trials were undertaken and compared against each other to determine the accuracy and repeatability of this protocol. In between each trial, the range scanner was moved out of the scene containing the phantom and then returned approximately back to its original position, in order to mimic the data acquisition process during surgery; however, for all trials the calibration phantom was held fixed in relation to the OPTOTRAK coordinate system. The calibration procedure was performed and a calibration transformation matrix T range-star was obtained for each trial. If the calibration transformation matrix was accurate, then new range scan data acquired at a new position in space should ideally result in identical physical space locations as those acquired during calibration. For each set of trials, one was designated as the calibration trial, and the others were designated as test trials. Range scan data from the test trials was transformed into physical space using Eq. ͑1͒;
The calibration trial was responsible for providing the calibration transformation matrix T range-star , while T star-opto was used from a test trial, since it represents the position of the range scanner in physical space for that particular trial. The result from this transformation was compared to the actual physical space data acquired from the localization system. Every trial was selected once as the calibration trial so that all the calibration results could be examined.
F. Deformation effects on registration
One important aspect to developing an IGS platform for liver surgery is to understand the effects of soft-tissue deformation on registration accuracy. Within the neurosurgical context, soft tissue deformations have been show to compromise IGS fidelity. 38, 39 To date, a systematic study of liver deformations and their effects on target localization have not FIG. 4 . The calibration process used to determine the transformation (T range-star ) between the range scanner (X range ) and the attached rigid body (X star ). Once this transformation is known, range scanner points can be transformed into physical space, since the OPTOTRAK is always outputting the transformation between the two emitters (T star-opto ).
FIG. 5. The calibration phantom with an optical probe and its 3 mm spherical tip placed in the divot of one of the nine white disks.
been reported. In this study, realistic liver phantoms are used to estimate the effects of misregistration due to soft tissue deformation. The nondeformed surface phantom was placed on the CT gantry and imaged. This volume represented our preoperative baseline. After imaging, a range scan of the nondeformed liver phantom was acquired. Two more sets of CT and range scanning were obtained while deforming the phantom surface in two separate areas, resulting in three CT image sets and three range scanner point clouds. A cylindrical object of height 3.7 cm and radius 7.5 cm was placed underneath the organ phantom to cause the deformation. This deformation was intended to mimic the physical manipulation and repositioning of the mobilized liver during a surgical procedure. In the first scan, the object was under the left lobe, and in the second, it was located under the junction between segments III and IV, as defined by the Couinaud segmental anatomy of the liver. 40 The rest of the organ is held in place with a screw, which has been inserted into the base, allowing a portion of the organ model to deform while the rest stays relatively fixed. The initial phantom studies examined the effects of deformation on an ICP-based rigid registration algorithm. A registration between nondeformed and deformed data was calculated. Six mock tumors, constructed out of Styrofoam, were inserted into the silicone organ model before it solidified. These mock tumors were spherical in shape with a radius of 11.0 mm. The tumor centroids served as targets for this registration. Both tomographic data and range scan data of the deformed phantom were used to determine the effectiveness of ICP in this regard.
It is imperative that the range scanner provides enough intraoperative surface data to correctly discern organ deformation. If the transformation resulting from range scan data is similar to results using tomographic data, then the range scanner should be capturing enough surface information for this task. All range scan data is first transformed into CT space, so that all data are aligned in the same coordinate system. Two registrations between deformed and nondeformed data are performed: one using range scan data and one using tomographic data. The deformed range scan data is transformed into nondeformed space using both of these transformations. Since the same point set was transformed twice, it has generated two new point sets with a one-to-one correspondence. The distance between corresponding points is calculated in order to determine the similarity between the two transformations.
G. Intraoperative acquisition
Institutional Review Board ͑IRB͒ approval has been obtained at Vanderbilt University for the acquisition of range scan and optical localization data during surgical procedures on the liver. Once informed consent has been obtained and the preparation for surgery is underway, the range scanner and star-shaped emitter are mounted to a surgical arm. This surgical arm can be swiveled into the scene so that the range scanner is approximately 1 to 2 feet away from the liver. The patient's breath is held while any range data or physical space data using a freehand probe is acquired. An initial transformation is achieved using anatomical landmarks, and the surface registrations are performed. The setup of the range scanner in surgery, along with the video and point output of the range scanner from this case, is shown in Fig.  6 .
III. RESULTS
A. Localization experiments
Using a translation stage, the depth of the ball in scanner space was varied between 300 and 475 mm. This depth range should be similar to the level of access during the surgical procedure. Figure 7 shows the changes in the parameters of the sphere resulting from the fit with respect to depth. As the depth of field increases, the radius holds relatively constant at a value 0.2 mm larger than the machined value, while the residual fitting error increases.
In the repeatability experiments, the phantom was scanned 10 times, and for each scan, the 7 spheres were extracted and the centroid calculated. From the ten centroid measurements, a mean centroid position was calculated for each sphere, and the distance error between each individual sphere measurement and its respective mean centroid position was calculated. The resulting mean centroid error over 70 individual sphere measurements was 0.06Ϯ0.03 mm, with the maximum mean centroid error being 0.25 mm.
Three sets of data were taken for tracking experiments with the phantom, designated as near, middle, and far based on their depth from the scanner. The depth range of each point cloud was 493.1-691.0 mm for the near set, 654.1-833.7 mm for the middle set, and 837.1-1035.6 mm for the far set. The middle and the far sets are located at distances much farther away than will be used during surgery. Table I shows the results from the tracking experiment. The mean distance that each sphere traveled between acquisitions is very close in both modalities. Since the phantom was not placed on a translation stage, moving the phantom by hand resulted in a slight rotation, causing some spheres to move a shorter distance than others. This is represented by the standard deviation in the first two columns. The mean difference between each individual sphere distance is less than 0.5 mm for the two subset motions, and 0.75 mm for the entire motion.
B. Registration experiments
The results from point-based and surface-based range scanner registration experiments on phantoms are shown in Table II . Point based registration between CT images of the phantom and the respective range scans were acquired using the white Teflon spheres. A total of 17 point-based registrations were performed, using 7 spheres as fiducials in each registration. Fiducial registration error ͑FRE͒ and target registration error ͑TRE͒ as defined by Maurer, Fitzpatrick et al. 41 are used to determine the accuracy of the point-based registrations. These measurements are the root mean square ͑RMS͒ distances between corresponding landmarks after implementing the transformation. FRE is calculated from points ͑fiducials͒ that were used in the registration, while TRE uses points independent from the registration process.
Using the conventional rigid point-based registration technique, FRE was 2.2Ϯ1.3 mm. However, when an isotropic scaling factor was introduced in order to obtain a similarity transform, the FRE dropped to 1.1Ϯ0.8 mm. The nylon screw head, securing the silicone organ model to the base, was not used in the registration, served as a target in 11 of the registrations. The resulting TRE from the point-based registration was 1.7Ϯ0.5 mm for rigid and 1.8Ϯ0.5 mm when scaling was allowed.
The closest corresponding metric to FRE for ICP-based surface registrations is the mean residual error, since both serve as cost functions to be minimized in the registration process. The mean surface residual error is the mean distance between every point on one surface and its corresponding closest point on the other surface. For the six registrations performed with the organ phantom, the mean residual was 0.75Ϯ0.07 mm using rigid transformations and 0.65 Ϯ0.04 mm when incorporating the similarity isotropic scaling factor into the ICP algorithm. For the surface-based registrations, there were two sets of targets. One target was the same nylon screw head that was used as a target in the point registrations. The other set of targets were the Teflon spheres, since they were not used at all during the ICP registration. The resulting TRE's were 2.0Ϯ0.6 mm for the screw head and 4.1Ϯ1.7 mm for the spheres using a rigid transformation; when using the similarity factor, these values were 2.4 Ϯ0.5 mm and 3.6Ϯ1.7 mm. Point-based registrations were also performed on the calibration phantom between range scanner space and physical space as defined by the OPTOTRAK optical localization system. This registration serves as the initial step for the calibration procedure that is discussed in the ''Tracking'' portion of the Methods and Results sections. There are nine points extracted from the calibration phantom that are used for assessing the accuracy of the registration. The nine points are separated into 5 fiducials and 4 targets. Every combination is used with each data set, resulting in 126 unique combinations for every trial. Overall there were 12 registration trials with the calibration phantom. The resulting FRE for these experiments was 1.0Ϯ0.6 mm, and the TRE was 1.4 Ϯ0.7 mm.
C. Tracking experiments
A total of 8 trials were performed to test the robustness of the calibration procedure, with five trials being performed in one set and three in a second set. The data generated a total of nϭ36 points for the first set of trials ͑9 data points for each trial and 4 test trials͒ and nϭ18 points for the second set of trials ͑9 points, 2 test trials͒. Table III shows the results from the tracking experiments. Every trial was designated once as the calibration trial, and all other trials in the set were compared to the data acquired in the calibration trial. Overall, points on the phantom were tracked with an error of 1.4Ϯ0.8 mm.
D. Deformation experiments
For the deformation experiments, approximately 120,000 points were acquired from each segmented CT surface, and 40,000 points of the liver surface were acquired with the range scanner. The number of range scanner points represents the sample size for calculations of the surface residual error. CT tomographic volume contours were acquired for the entire surface, while range scanner data only originated from surface points available to the scanner's line of sight. For the phantom, the range scanner covers approximately 52% of the entire surface area of the phantom. Table IV shows the target registration error of the mock subsurface tumors. The position of the tumors in relation to the liver phantom is shown in Fig. 8 . For each deformation, the first column represents the distances between corresponding tumor centroids after the initial alignment used before ICP. This distance represents shift due to deformation. The second column shows the distance between corresponding tumor centroids after performing a registration with ICP between the deformed CT image contours and the nondeformed contours. The third column represents the distance between tumor centroids after registering the deformed range scan surface with the nondeformed CT surface using the ICP method. Overall, the target error decreased significantly after the rigid registration, especially for tumors very near the site of deformation, such as tumor 1 in the first deformation trial and tumor 4 in the second trial. Figure 9 shows a nondeformed and a deformed contour set from a segmented CT image, before and after registration. There are a few cases TABLE II. Registration results of range scan data to CT data ͑organ phantom͒ and physical space data ͑calibra-tion phantom͒. Target set ͑a͒ represents a nylon screw head on the liver's surface. Target set ͑b͒ refers to the peripheral Teflon spheres that were used as fiducials in the point-based registration but were not used in the surface registration. Target set ͑c͒ are points on the calibration phantom not used as fiducials. ͑Tumors 4, 5, and 6͒ where the target error increased, and this was due to nondeformed areas being misaligned by the rigid transformation in order to minimize the closest point metric, as can be seen in Fig. 9 , indicated by the white arrows.
In Table V , it can be seen that before registration, the mean closest point distance between the deformed and nondeformed state is large, up to 50% of the maximum deformation. The ICP algorithm, whether using range scan data or CT data, decreases this residual error by 65-78%. The two registrations can be compared by using each of the resulting transformations to bring the range scan point set representing deformed data into nondeformed space. The mean distance between corresponding points after the transformations was 1.83Ϯ0.65 mm for the first deformation trial and 1.80 Ϯ0.71 mm for the second.
E. Clinical data
The first range scanner data of a human liver surface used in a surface registration was acquired from a 68 year old female patient, who was undergoing standard surgical resection for a large primary liver tumor in her right lobe, occupying most of Couinaud segments VI and VII, as well as a portion of Secs. V and VIII. The scanner acquired a total 28,672 points of the exposed organ surface during a 15 second scan. This point set represents approximately 25% of the surface area of the entire liver. The resulting mean residual error from the surface registration was 1.72Ϯ1.43 mm, with the closest point distances ranging from 0.03 mm to 11.62 mm. An overlay of the range scanner data onto CT tomographic volume data is shown using two-dimensional slices in Fig. 10 , and a three-dimensional visualization in Fig. 11 .
IV. DISCUSSION
A. Surface curvature
The accuracy of an optical triangulation-based laser range scanner depends on the correct interpretation of the reflected light patterns received by the CCD array. Any deviations that arise from the ideal case lead to error and uncertainty of the depth measurement. A fundamental limit on accuracy is present due to the use of a coherent light source and the Table IV. FIG. 9. ͑Top͒ Nondeformed CT contour ͑white͒ and deformed CT contour ͑gray͒ of a phantom surface aligned by a point-based registration, before ICP. Notice the significant deformation on the right side of the image. ͑Bot-tom͒ The two CT contours after implementing the ICP registration method. Now the right surface now matches much better, at the expense of a false rotation that misaligns the left side of the surface.
subsequent introduction of speckle noise. As the laser reflects off any optically rough surface, the coherence is lost and photons constructively and destructively interfere with each other. 42 However, this limit is usually on the order of 10 m, and does not play a significant factor in range scan error.
The most significant component of error is deterministic and it depends on the position and orientation of the surface within the scanner's field of view. The ideal scenario for accurate data acquisition with a range scanner is for the surface to be planar and facing normal to the range scanner. Feng et al. 43 characterized three parameters that defined this error. The first parameter was the depth of the surface in the scanner's field of view. As the depth increases and more attenuation is present, localization becomes more difficult. The second parameter is the angle in the scanning plane between the incident laser beam and the surface normal, known as the incident angle. Many range scanning systems, including the one used in this study, sweep a defocused laser line across the field of view. As a result, the laser will never be completely normal to the surface for the duration of the scan. Since this is a property of the laser scanning system, almost all range scanners have been calibrated to account for the change in incident angle. The third error parameter is the projection angle, defined as the out-of-plane angle between the surface normal and the scanning plane. Any changes or discontinuities in surface shape changes the projection angle, and results in distortions of the received light pattern.
Feng constructed a carefully designed experiment in which a plane attached to a sphere was repeatedly scanned. The projection angle and scan depth was held constant for each scan, and then adjusted by changing the incline of the plane-ball apparatus or the depth of the scanner. Based on these scans, a large amount of the error resulting from the surface depth and the projection was quantified and modeled. Once the model was created, an iterative scheme was developed to correct for the error arising from these parameters. 44 Curless et al. 45 developed a method to account for these errors, along with errors arising from discontinuities in shape ͑i.e., corners͒ and of the index of reflectance. Rather than developing a model to account for all of these errors, the group changed the method of depth calculation based on the range scan calculation. Most range scanners calculate the depth from centroid calculation for each frame received by the CCD and then discard these frames. By saving every frame and analyzing the centroid patterns over time, some of the deterministic error was corrected.
The changes of surface depth and projection angle play a central role in the registration error of our studies. Given the fact that the spheres have a high rate of curvature with respect to the field of view of the laser range scanner, there will be significant errors in calculating the depth that cause the sphere to appear larger than its actual radius. As a result, the position of the fiducial spheres in the range scans appears to be farther away with respect to the centroid of the fiducial configuration, as seen in Fig. 12 . Thus, an isotropic scaling factor was employed to account for the ''bloom'' effect. However, while the scaling factor improved the fiducial registration error, it had very little effect on the target error.
The surface registration methods were able to align the surfaces with a high degree of accuracy, and they were able to align the central target to a comparable accuracy with the point-based methods. However, the target registration errors were much higher for the Teflon spheres. These points were on the periphery of the scene and farther away from the centroid of the organ. Thus, any slight changes in the rotation created a lever arm effect with respect to these targets. The implementation of a scaling factor within the ICP algorithm also did not play a very significant role in target accuracy.
Similarity transformations, which incorporate an isotropic scaling factor into a point-based registration, seem desirable since they will not require a lengthy calibration procedure. However, the scaling factor loses much of its effectiveness when two surfaces with different shape are part of the same registration. Our fiducial spheres have a high degree of curvature over a small area and thus the error due to projection angle will be much greater than compared to the more planar surface of the liver phantom or the calibration phantom.
Since the scaling factor is optimized for the error associated with the spheres, it will not aid the overall registration accuracy for the organ surface. As a result, a calibration procedure, not unlike those seen in Refs. 45 or 43 will be needed to better account for the systematic error.
To obtain a better assessment of the accuracy limits regarding registration between the range scanner and other modalities, results from the calibration phantom should be examined. From Table II , the FRE and TRE results from the rigid registration of the calibration phantom are comparable to those obtained with a similarity transform of the organ phantom. The two factors for the decrease in registration error with respect to the phantom are the implementation of planar fiducials and targets as well as the smaller region of the scanner's field of view that the calibration phantom occupies. In both cases, these changes reduce the amount of error caused by the projection angle.
Despite these considerations when analyzing the data from the range scanner, its potential to acquire useful threedimensional information for image-guided surgery is overwhelming. In contrast to surface acquisition methods with a freehand probe, the laser range scanner provides rapid acquisition, dense sampling, and does not require contact. The freehand probe, localized by the OPTOTRAK system, acquires new point data at a rate of 40 Hz. Table VI shows the comparison for a surface registration of a phantom where the number of range scan and freehand probe points are roughly equal. The freehand probe takes 6 minutes to the 21-second acquisition time of the range scanner, and the error residual is twice as large for the freehand probe. In Table VII , the acquisition time is held constant. Only 800 points can be collected by the freehand probe in the same duration as one range scan. 800 random points from the range scan data are selected to keep the number of points equal. While the range scanner sampling is so robust that no change is noticed in the registration residual error, there is a significant change in the freehand probe results. The surgeon cannot move the probe fast enough with the needed accuracy to sample the surface as well as the range scanner. While all the registrations in these tables appeared to result in similar transformations, these studies do not include all the variables and sources of error that will be encountered during a real surgical procedure. The variations to the system could cause the ICP algorithm to reach a local minimum and result in an improper registration. It appears that the range scanner's dense sampling and rapid acquisition seem better suited to correct for these problems.
B. ICP and deformation
Overall, the ICP method significantly diminished target registration error due to deformation by distributing this error across the entire surface through its minimization process of the closest point metric. However, it also added error in some areas where there was very little or no deformation. In Fig. 9 , the bottom image shows that most of the deformation on the right side has been corrected. However, on the left side of the surface, there is some new misalignment from the rotation and translation of the rigid registration. It would be at these areas where deformation would be exhibited in the finite element model. Overall, the accuracy obtained in these phantom studies is comparable to what will be needed in tumor resection of image-guided liver surgery. In order to obtain this level of accuracy in a clinical setting, there is a strong likelihood that the metric used in the ICP algorithm will need to be altered, so that false, nonexistent deformations that can arise from a rigid registration will not be present. Possible solutions include weighting each closest point calculation according to an addition metric. One of the goals for using range scanner data is to capture and correct for deformation during surgery. To be effective, the range scanner must accurately acquire shape information that can be used effectively in deformation compensation strategies. The ICP algorithm, between deformed and nondeformed surface data, results in similar transformations whether using tomographic volume data or range scan data. The transformations place the point sets very close, with a mean distance between the corresponding points of less than 2.0 mm.
C. Intraoperative acquisitionÕsurface registration metric
From the above studies, it has been shown that the position and orientation of the target surface with in the scanner's field of view plays an important role in the accuracy. In fact, there has been a definite region that has been considered ideal for accurate scanning. This area is located in the central portion of the scanner's field of view, 300-500 mm away. In order to determine the highest limits of accuracy, most of the studies were performed in this area. It will also be the location where the calibration phantom and the surgical scene will be located. Using the calibration phantom and its precise machining, further studies are being performed to employ a calibration procedure similar to the one developed by Xi.
44
V. CONCLUSION
The range scanner is an effective tool for acquiring rapid three-dimensional location data. It can be used effectively to register with CT image volumes, using both-point based and surface-based methods. It can also be tracked with an optical localization system. Studies with the calibration phantom show that registration and tracking errors are consistently less than 2 mm. However, there are some concerns regarding a large component of error that is dependent on the position and orientation of the target surface within the scanner's field of view. Calibration and correction algorithms are currently being examined, but for most of the surgery studies that will be performed, the target surface will lie relatively planar within the ideal region of the scanner's field of view. The range scan data is best suited for surface based registration techniques since it captures entire surfaces with great detail. 
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