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Introdução 
0 primeiro problema de quadrados 
 mínimos 
 registrado na história foi em 1740, 
quando Jacques Cassini construiu uma lista de dados coletados em medições as-
tronômicas feitas por vários astrônomos desde 140 A.C.. Esta lista continha 
diferentes resultados para a mesma quantidade. 0 problema 
 então, tornou-se 
achar a "melhor 
 equação" 
 que satisfizesse a esses dados. 
A primeira solução coerente apareceu em 1805, no livro de Legendre, onde o 
mesmo propôs a minimização dos erros das medições. 
Em 1809, Gauss publicou um livro de orbitas 
 planetárias, 
 onde introduziu o 
Método de Quadrados Mínimos, citando seu uso desde 1795_ 
Laplace e outros matemáticos logo adotaram o método de quadrados mínimos, 
sendo que este se tornou 
 indispensável 
 para analisar dados astronômicos. Porém, 
demorou aproximadamente um século para que o método fosse realmente adotado 
na Biologia e nas Ciências Sociais. 
0 método de quadrados mínimos é utilizado na Administração, como por 
exemplo quando em uma empresa relacionamos o custo médio por unidade pro-
duzida com a quantidade de unidades produzidas em um dia. Uma curva 
 típica 
de custo médio tem a aparência de uma parabola com a concavidade voltada para 
cima, como mostra o gráfico a seguir. 
custo médio 
por unidade 
    
 
unidades produzidas 
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Neste trabalho, no capitulo 1, veremos algumas notações, definições e pro-
priedades básicas de Algebra Linear que serão necessárias para as deduções que 
serão feitas no capitulo seguinte. No capitulo 2 será visto o método de quadrados 
mínimos para determinar uma solução aproximada de um sistema linear incom-
patível Ax = b. Para isto serão vistas dois tipos de decomposição de matrizes, a 
decomposição QR e a decomposição em valores singulares (D.V_S), e também a 
definição de pseudoinversa de uma matriz. 
Ao longo do trabalho, serão vistos alguns exemplos e ilustrações para a melhor 
compreensão dos tópicos_ 
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Capitulo 1 
Notações, Definições e Propriedades 
Básicas  
Neste capitulo veremos algumas notações, 
 definições e resultados básicos im-
portantes para o estudo do método de quadrados mínimos 
A maior parte das demonstrações serio omitidas, especialmente aquelas vistas 
nos cursos de Algebra Linear, do curso de graduação em 
 Matemática - habilitação 
Licenciatura. Para facilitar as demonstrações que serão vistas no capitulo 2, 
veremos aqui algumas definições usuais, como multiplicação de matrizes, porém 
com outro enfoque. 
1. RI' é o conjunto dos vetores 
X = 
2. xT = (x i , x2 , ..., Zn) ; vetor transposto. 
3. (x, y) : produto interno. Em geral é usado 
(x, y) = xTy = xiYi x2Y2 	 xnYn, Produto interno usual em R'. 
11 X 11 = 1/( C 3 Y) = 3-‘/7—'3C = VX1 ± 4 ± 	 7 
norma euclidiana do vetor x, com o produto interno usual de R .", 
5. Rrn" é o conjunto das matrizes  reais de ordem in x n_ 
6. dim,V : dimensão de um espaço vetorial V finitamente gerado, 
7. 0 : elemento neutro de um  espaço vetorial V. 
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Definição 1 1. MULTIPLICAÇÃO DE UMA MATRIZ POR UM VETOR 
all a12 
a21 a22 
and am2  
e x= 
TR X71 
Sejam A=  
ain 
a2rt 
x1 
 
X2 
 
Zn  
nxI 
 
Então, Ax= 
anxi 	 aux2 
amx1 	 a22X2 
aln.Xn 
a2nXn 
   
amixi 	 ani2x 2 	 a„m x, 
Tax]. 
ou seja, 
an 
 
a12 
a22 
am2 
a21 
and 
4- x2 
   
   
Portanto, 
aparecem na 
Sejam al , 
Então, 
Ax é uma combinação linear das colunas de A, e os coeficientes que 
combinação linear são as coordenadas de x. 
a2 , a, as colunas de A 
Ax = z 1a1 
 4- x2a2 	 xnan- 
Teorema 1.2. MULTIPLICAÇÃO DE MATRIZES 
Sejam A urna matriz in x ri, B urna matriz ri xpeC uma matriz in x p , tal 
que C = AB. Então a k-ésima coluna de C é uma combinação linear das colunas 
de A, cujos coeficientes são os elementos da k-ésima coluna de B, para todo k tal 
que 1 < k < p. 
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Demonstração.  
Sejam 
	
a12 	 11 	 12 
	
bip 
A = 
	 a21 a22 	 a2rt 	 NI 622 -- • b2p 
	
and am2 	 arnn 	 bra bn2 .-- 
e 
c 	 C11 C12 Clp 
C21 C22 	 C2p 
Crn1 Cra2 	 C7ryp 
Multiplicando as matrizes A e B temos: 
c 
a11511 + a12b21 + + ainbni 
a21511 + a22b21 + + a2n,bn1 
anbip + an b2p + + ain bnp 
anbip + a22b2p 	 a2nbnp 
amibu + am2 b21 + + a„bni 	 arni bip + am2 b2p + + amri bni, 
Sejam ai , bk, ck, i = 1, 
	 k = 1, .--,p, as colunas de A, B e C, respectiva- 
menta 
C = [ 	 + a2b21 + + anbni 
	
aibip + a2b2p + + anbnp 
Portanto, 
C 1 = bilai + b21a2 + + bnian 
c2 = bnai + b22a2 + + 
Cp = Npal b2p a2 	 brepan 
(1.2) 
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Assim, cada coluna ck de C é uma combinação linear das ii colunas de A, com 
coeficientes b ik , 1 < i < ri , 1 < k < p_ 
Utilizando a demonstração anterior podemos obter urna outra propriedade_ 
Propriedade 1.3. Sejam A uma matriz in x it, B uma matriz nxpeC uma 
matriz in x p, tal que C = AB. 
Então, cada coluna k de AB pode ser obtida multiplicando-se a matriz A pela 
coluna k de B. 
Demontração. 
Utilizando a definição 1.1 podemos reescrever (L2) da seguinte forma: 
ci = Abi 
c2 = Ab2 
c = Ab P 	 P 
ou seja, 
AB -= C =[ci , c2, -•., cp] = [Abu Ab2, 	 Abp] 
Definição 1.4. SISTEMAS DE EQUAÇÕES LINEARES 
Sejam at, e b números reais, com 1 < i < in e 1 < j <  ri. Então um sistema 
linear de in equações e n incógnitas é um sistema da seguinte forma: 
aux,_ + a12x2 + + ainx. = bi 
a21 x1 + a22x2 + + a2xfl = b2 
orairi + am212 + + amm x n = 
(1_3) 
(1.4) 
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a12x2 + 	 + ainx. 
a22 X2 
	
+ a2 x7, 
arn2x 2 + 
	 + a„,,x, 
sendo x i , 12 , ..., x t as incógnitas. at, os coeficientes e bi os termos independentes 
do sistema linear. 
Definição 1.5. NOTAÇÃO MATRICIAL DE UM SISTEMA LINEAR 
E MATRIZ AUMENTADA 
Seja o sistema linear de in equações en incógnitas dado acima em (1.4). 
Se definirmos: 
A= 
all an 
a22 	 a2n 
 
X = 
arni am2 
nb XTL 
 
  
b2 
e 	 b = 
bra 
então 
all an 
an a22 
!IX = 
ami am2 
r 
aln 	 Xi 
a2n 	 X2 
anin 	 Zn  
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ou seja, Ax representa o "lado" esquerdo do sistema linear (1.4) dado acima. 
Logo, o sistema linear (1.4) pode ser reescrito da seguinte forma: 
Ax = b. 
A matriz 
ail 
a21 
ami 
an 
a22 
a7 2 
ain 
a2„ 
amn 
L./ 
1,2 
bm. 
= [ A b], 
é chamada de matriz aumentada do sistema linear. 
Teorema 1.6. Seja um sistema linear Ax = b com rn equações en incógnitas.  
Este sistema poderá ter: 
• nenhuma solução; neste caso, dizemos que o sistema é Incompatível.  
• exatamente um solução; neste caso, dizemos que o sistema é Compatível 
Determinada 
• uma infinidade de soluções; dizemos que o sistema é Compatível Indetermi-
nado. 
Teorema 1.7. POSTO DE UMA MATRIZ 
Seja A urna matriz de ordem in x Tb. 
Seja B a matriz obtida a partir do escalonamento de A, B na forma escada. 
Então as afirmações abaixo são equivalentes: 
r é o número máximo de colunas linearmente independentes de A. 
• 7- é o número máximo de linhas linearmente independentes de A. 
• r é o mimero de linhas não nulas de B. 
Este número é chamado de posto(A). 
Notação: Posto(A) = r. 
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Observação: r C., min tin, n}, ou seja, posto(A) C, min {m, n} . 
Definição 1.8. Seja [A I b] a matriz aumentada do sistema Ax = b, de 
 mi 
equações e Ti incógnitas. 
Se Posto [A I b] 0 Posto (A) , então o sistema é Iincompativel. 
Se Posto [A I b] = Posto (A), então o sistema é Compatível.  
E ainda, se: 
• posto (A) = n, então o sistema é Compatível Determinado 
• se r = posto (A) < n, então existem n — r variáveis livres e o sistema é 
Compatível 
 Indeterminado. 
Definição 1.9. ESPAÇO COLUNA DE UMA MATRIZ A 
Seja A = 	 a2 , 	 an] uma matriz in x T1, sendo a1 , a2 , 	 ay, as colunas de 
A.. 0 espaço coluna de A é o subespaço de Rrn gerado pelas colunas de A, isto 6, 
é o conjunto de todas as combinações lineares das colunas de A. Ele é denotado 
por Co/(A). 
 Então, 
Col(A) = {Ax x E Rn } = tr ial + x2a2 + + xnan ; x i , x2,..., E 
O espaço coluna de A também é conhecido como Imagem de A. 
C ol (A) = I m(A) 
Definição 1.10. ESPAÇO LINHA DE UMA MATRIZ A 
Seja A E rnxn ; o espaço linha de A é o subespaço de Rn gerado pelas linhas 
de A; como as linhas de A são as colunas de AT,  então o espaço linha de A é 
dado por 
Co/(A T ) = {A.Tx E 	 = hn,(A T ). 
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Definição 1.11. ESPAÇO NULO DE UMA MATRIZ A 
Seja A E RE" ; o espaço nulo de A é o conjunto solução do sistema homogêneo 
Ax = 0; ele é subespago de 111n, e é denotado por N(A).  Então, 
N (A) = {x E Rn I Ax=0}. 
Definição 1.12. ESPAÇO NULO A ESQUERDA DE UMA MATRIZ A 
Seja A E m" ; segue-se que AT E R"'n ; o espaço nulo A. esquerda de A é 
o espaço nulo de AT , e é um subespago de Rm. Então, 
N(A T ) = {x E 	 / ATx 0}. 
Definição 1.13. OS SUBESPAÇOS FUNDAMENTAIS DE UMA MATRIZ A 
Seja A E 11:tm" ; são quatro os subespaços fundamentais de A: 
• o espaço coluna de A, ou seja, Co/(A); 
• o espaço linha de A, ou seja, Co/(A T ); 
• o espaço nulo de A, N (A); 
• o espaço nulo a esquerda de A, N(A T ). 
Teorema 1.14. Um sistema linear de equaçÕes Ax = b, é compatível se, e 
somente se b está no espaço coluna de A. 
Demonstração. 
all a12 ain 
Sejam A = a21 a22 a2n e 
 
x= 
 
[Xi 
12 
ana ag,2 a„ On 
Por (1.1), temos que 
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Ax = r 1a1 + x2a2 
	 + xnan, 
sendo al , a2 , ..., an as colunas de A 
Portanto, o sistema linear Ax =- b pode ser escrito como 
/la]. x2a2 ... 4- xnan =. b. 
Suponhamos que Ax = b seja um sistema Compatível;  então, existem valores 
11 ,12, xn que satisfazem o sistema, ou seja, b é uma combinação linear das 
colunas de A, que geram o subespago Col(A). Logo, b pertence ao espaço coluna 
de A. 
Suponhamos agora que b pertença ao espaço coluna de A, ou seja, existem 
x i , x2 , x n E R tais que 
b = 1 1 a1 + x2a2 + + xnan. 
Mas x iai + x2a2 + + xnan = Ax. 
Portanto, x é solução para o sistema Ax = b. 
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Teorema 1.15. Seja Ax = b um sistema linear de in equações en incógnitas. 
Seja posto(A) = r. 
Então: 
• diin(Col(A)) = r 
• dim(N(A)) = 
 72 - r 
• dirn(Col(AT )) = r 
• dirn(N (A T)) = in — r 
Definição 1.16. VETORES ORTOGONAIS 
Seja V um espaço vetorial com produto interno. Sejam u e v vetores em V. 
u e v são vetores ortogonais se (u, v) = O. 
Notação: u _L v 
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Definição 1.17. CONJUNTO ORTOGONAL 
Seja V um espaço vetorial com produto interno. Sejam v 1 , v2, ._., v, vetores 
em V. Se (v.„ vi) = 0, quando i j, então {vi , v2, v.„ } é urn conjunto 
ortogonal de vetores. 
Teorema 1.18. Seja V um espaço vetorial com produto interno. Seja 
{v1 , v2, 	 va } um conjunto ortogonal de vetores não nulos de V_ 
Então v1 , v2 , ___, vr, são vetores linearmente independentes. 
Definição 1.19. CONJUNTO ORTONORMAL 
Seja V um espaço vetorial com produto interno. Seja B = 	 v 2 , 	 v} 
um subconjunto de V. Se .B é urn conjunto ortogonal e HviII =- 1, i =  
então B é um conjunto ortonormal de vetores. 
Definigão1.20. MATRIZ ORTOGONAL 
Se Q é uma matriz quarirada ri x ri e QQT = QTQ = I, I: matriz identidade 
ri x ri , então Q é chamada de matriz ortogonal_ 
Segue-se que 
Q-1 = QT . 
Observação: Idet(Q)1= 1, sendo det(Q) o determinante de Q. 
Teorema 1.21. Seja Q uma matriz n x n_ As seguintes afirmações são 
equivalentes: 
a) Q é ortogonal 
b) as colunas de Q formam urn conjunto ortonormal em Rn. 
c) as linhas de Q formam um conjunto ortonormal em Rixn. 
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Propriedade 1.22. Seja A uma matriz MX  ri tal que as colunas de A formam 
um conjunto ortonormal em Rrn e as linhas de A formam um conjunto ortonorma1 
em 
Sejam u e v vetores de Ir. Então: 
a) A preserva o produto interno entre os vetores, isto 6, 
(Au, Av) = (u, v)_ 
b) A preserva a norma de v, isto 6, 
jAvM 
= !MI 
Definição 1.23. SUBESPAÇOS ORTOGONAIS 
Sejam S e W dois subespagos de r_ S e W são ortogonais se (x, y) = xTy = 0, 
para todo xeSe todo y E W. 
Notação: 8 1W. 
Definição 1.24. COMPLEMENTO ORTOGONAL DE UM SUBESPAg0 
Seja V um espaço vetorial com produto interno. Seja W um subespago de V. 
0 complemento ortogonal de W é o conjunto de todos os vetores em V que 
são ortogonais a todos os vetores contidos em W, e é denotado por W'.  Então, 
={xe V / (x, y) = 0, para qualquer y W} . 
16 
Teorema 1.25. Seja V um espaço vetorial com produto interno e W um 
subespaço de V_ Então: 
a) W' também é um subespago de V.  
W n vvi = {O} 
c) 0 complemento ortogonal de W -L é W, ou seja, (W-L ) ± = W 
V E W-L se e somente se ele é ortogonal a um conjunto de geradores de W. 
Teorema 1.26. Seja A uma matriz in x rt. O espaço linha de A e o espaço  
nulo de A são complementos ortogonais um do outro e estão contidos em Ir. E 
o espaço coluna de A é complemento ortogonal ao espaço nulo de AT , estando 
ambos contidos em 
Isto é, 
N(A) = (Co/(AT)) ± e N(A T ) = (Col(A)) ±  
Demonstração. 
Vamos mostrar apenas que N(A) = (CT ol(A T)) -L . 
Sejam w E N(A) e v E Co/(AT). 
Então Aw = 0 e v =ATx , para algum vetor X E RI'. 
Portanto, 
(w v) = wT v w T x) (WT AT)  x (24w )T x OT x , 
ou seja, 
N (A) 1 Co/(A T ). 
Isso implica que N(A) c (Co/(A T )) '  . 
Seja v E (Co/(A T)) '  ; então v é ortogonal a cada elemento do espaço linha 
de A. Ern particular, v é ortogonal a cada coluna de AT.  
Porém as colunas de A T são as linhas de A; logo v é ortogonal a cada linha 
de A. 
Portanto Av = 0, isto 6, v E N(A). 
Assim 
(Co/(AT)) '  C N(A). 
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Logo 
N(A) = (Col(ir)) ± . 
Isso prova a primeira  afirmação. A segunda segue da primeira substituindo-se 
AT pela matriz 13_ 
Teorema 1.27. Seja V um espaço vetorial de dimensão finita it com produto 
interno. Seja W um subespago de V. Então, 
V=WEI)W-L 
e 
dirn,(W)± dirn(Ws) = dirn(V) =  it 
Além disso, se {x i , x2, •••, x7.} é base de W e {xr-Fi, xr+2, 	 x,} é base de 
Wi, então {xi , x2 , ..., x,., x,.+1 , 	 xa} é base de Rn. 
Observação: V é soma direta de W e Wi, isto 6, todo vetor em V pode ser 
expresso de maneira Única como uma soma u + v, sendo u E We v E WI. 
Teorema 1.28. TEOREMA DA DIMENS -A- 0 
Seja A uma matriz in x n. Então 
dint(Col(A))± dirn(N(A)) =  it 
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Exemplo1.1. Seja A = { 2 4 
3 
5 
1 
6 E R2 x3 . EntãoA"r=  
	
2 	 4 
	
I3 	 5 
	
1 	 6 
I ER3x2 . 
Sabe-se que N(A) C 1V,  Col(AT) C 1V,  Col(A) C R2 e N(A T ) C 1V. 
N(A) = {v E R3/Av = 0} 0, pois todo sistema homogêneo é compatível,  
já que v = 0 é solução_ 
A matriz aumentada do sistema Av = O é dada por: 
2 3 1 i 0 
[ 4 5 6 i 0 
Escalonando a matriz aumentada acima, através de operações elementares, 
temos: 
	
[ 2 3 1 
	
01 r 2 	 3 	 1 I 0 
	
4 5 6 	 0 	 [o —1 4i 0 
[ 2 3 1 
	 i 0 
0 1 —4 i 0 
0 
1 
13 
—4 
0 
i 0 [
2 
0 
0 sistema tem uma infinidade de soluções: 
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x = --z e y = 4z, zE R 2 
Portanto 
13 
N(A) = {(--
2
z, 4; z); z ER} = {z( —13, 8,2); z E 
N(A) = [(-13,8, 2)] . 
Seja vi = (-13,8, 2) T 
Então dim(N (A)) = 1. 
N(A) é a reta que passa pela origem e cujo vetor direção é v1 . 
Sabemos que Co/(A T ) = 	 E 1R3 / B v E R2 satisfazendo ATv = . 
Escalonando a matriz aumentada do sistema A T v = b, obtemos: 
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	[
2 	 4 	 1 
	
3 	 5 	 1 
	
1 	 6 	 1 
bi 
52 
53 
-- 
1 	 6 	 1 	 53 
3 	 5 	 1 	 52 
2 	 4 	 1 	 51 
—* 
1 	 6 	 I 	 53 
0 	 —13 	 1 	 52 — 353 
2 	 4 	 1 	 bi 
1 6 	 1 53 1 6 	 1 	 53 
0 
[ 
—13 	 r 52 — 353 -- 0 1 	 I 	 —1 (-52 + 3b3) — ' 
0 —8 	 i 5 1 — 253 0 13 —8 	 I 	 bi — 2b3 
1 6 b3 
1 0 1 —13 (-52 + 353) 
1351 — 852 — 253 
0 0 13 
Neste caso existe uma  restrição, pois para que o sistema seja compatível de-
vemos ter 
Posto [A I b] = Posto(A). 
1 
Portanto, —13 (1351 — 852 — 25 3 ) = CL  
Deste modo 
Col(A T ) = {(b1, b2, 53) E R3 / 13b1 — 852 — 253 = 0} 
Como 53 =- —13 51 — 452, temos 2 
Co/(A T ) = (51, b2, 713 51 — 452)/51, b2 E 	 — 
= {51(1, 0, il3 ) -F 52(0, 1, —4); 	 52 E RI - 
Co/(A T ) = 01(2,  0,13) + 52(0, 1, —4); b , b2 E RI 
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(L5) 
Co/(A T) =  [(2, 0, 13), (0, 1, —4)]. 
Sejam v2 = (2,0, 13) T e ir3 = (0, 1, —4)T . 
JA, que v2 e v3 geram Co/(A T ) e são linearmente independents, pois um não 
é múltiplo escalar do outro, temos que {v 2 , va } é base do espaço coluna de A T . 
Então dirn(Col(AT )) = 2. 
Co/(24T ) é o plano gerado por v 2 e v3 , e que passa pela origem 
Observamos que (v 1 , v2 ) = 0 e (v1 , v3 ) = O, ou seja, o gerador do espaço 
nulo de A é ortogonal aos geradores do espaço coluna de AT,  ou seja 
Co/ (AT) = (N (A)) s 
e 
dim(N(A)) dim(Co/(A T)) = dim,(R 3 ) = 3. 
Observação: {vb v2 , va } é base de R3 
Sabemos que N(A T ) = E R2 / ATv = 01 e que ATv = o 6 um sistema 
compatível 
Com a matriz 
2 4 	 0 1 
3 5 	 0 
1 6 	 0 
utilizando o escalonamento feito anteriormente para obter (1.5), temos 
x + 6y = 
y = 0, 
ou seja, x = y = 0. 
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O conjunto solução é a solução trivial. 
Portanto N (A T ) = {(0, 0)} e dim(N(A T )) = 0_ 
Sabemos que Co/(A) = {Ay = b / v e /212 }. 
Escalonando a matriz aumentada do sistema Av = h, obtemos: 
[ 2 
[ 4 
3 
5 
[ 2 
0 
1 
6 
3 
1 
b2 
1 
—4 
I- 	 2 
0 
b2 
I_ 
3 
—1 
1 
4 
bi 
b2 — 2bi 
[2 
	 0 	 13 
	
0 1 	 —4 
I 	 bi 
2b1 — 
352 — 5b1 
I 	 2b1 — b2 
Neste caso, posto(A) = 2 e , portanto, não há restrição pan b. 
Logo, Co/(A) = 	 , ou seja, o espaço coluna de A é o próprio R2 _ 
Assim dim(Col(A)) = 2, e temos 
dim (N (AT)) ± dim(Col (A)) = dim (R2) = 2. 
Teorema 1.29. Sejam uma matriz A E R"Ti , x, b E R e Ax = b um 
sistema linear. Então as seguintes afirmações são equivalentes: 
• A é inversivel (det(A) 	 ). 
• Co/(A) --- R. 
• as colunas de A são linearmente independentes e geram Ra, e portanto 
formam uma base de 
• Ax = 0 tem apenas a solução trivial_ 
• Ax = b é compatível para qualquer vetor b E Rn. 
• Ax = b tem exatamente uma  solução para qualquer vetor b E R.  
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Teorema 1.30. TEOREMA DE PITAGORAS GENERALIZADO 
Se u e v são vetores ortogonais num espaço com produto interno,  então  
Mu + vil 2 = Hue ± 11 11 2 
Teorema 1.31. Seja V um espaço vetorial com produto interno e v um vetor 
em V Seja B = 
	
/725 --•1 viz} uma base ortogonal de V.  Então todo vetor 
V E V pode ser escrito como combinação linear da base B da seguinte forma: 
(v, vi ) 	 (v, vn ) 
v= 	 , + 	  
(v, v2)
, v2 + + (vn, vn) 	 v.- vi ) 	 0/2 , v2 ) 
(V, 113 
Os coeficientes a, — 	 , j = 1,2, ..., 71, são chamados de coeficientes de (vi , v3 ) 
Fourier de v. 
Teorema 1.32. Sejam V um espaço vetorial com produto interno e W um 
subespaço de V. Todo vetor v em V pode ser expresso de maneira única como: 
V = W1 4- W2 , 
pois V = W e W-L , sendo w1 E W e w2 E 
O vetor w1 é chamado de projeção ortogonal de v em W. 
Notação: w1 = projw v 
O vetor w2 é chamado de componente de v ortogonal a W. 
Notação: w2 = projwiv 
Portanto 
v= projw v +projwiv 
Ja, que w2 = v — w1 , temos projwiv = v — projwv, ou seja, 
V = prOiw V 4- (V — pT0iwV). 
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Teorema 1.33. PROJEÇÃO ORTOGONAL DE UM VETOR EM UM SUBESPAÇO 
Seja V um espaço vetorial com produto interno. Seja B = {vi , v2, v7.} 
uma base ortogonal de um subespaço W de V. Seja v E V. A projeção de v 
em W é denotada por projwv e é dada pela fórmula; 
,
(v, v2) 
v2+
v
v„v
v 
p = projwv = , 
	
vi 	+ kv i ,v i ) 	 kv 2 , v2 ) 
Teorema 1.34. TEOREMA DA MELHOR APROXIMAÇÃO 
Seja V um espaço vetorial com produto interno. Seja W um subespago de V. 
Seja u um vetor em V e suponha que u não pertença a W. Então projw u é a 
melhor aproximação de u em W, isto 6, 
I lu  — proiwu ll < I lu  — w Il , 
para qualquer vetor w em W, diferente de projwu. 
Teorema 1.35. PROCESSO DE ORTOGONALIZAÇÃO DE GRAM-SCHMIDT 
Seja V urn espaço vetorial com produto interno. Seja B = 	 u2, •.•, un} uma 
base qualquer de V. 
Sejam v1 = u1 e 
Vi) 	 (1177 , V2) 	 (1177,, V,7_1) 
V7,, = 	 ,  	 Vn_1, n 	 2. 
vo 	 0,2 , V2) 	 (Vn-1 Vn-1) 
Deste modo obtemos uma base ortogonal B = 	 v2, vn } de V. 
vi 	 v2 	 vn 
Sejam  
 , 42 = 	livid
qn 
l 	 ..” iv211  
Então =B = 	 q2, qn} é urna base ortonormal de V. 
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Observação:  
(ui , v2 ) 
1) Como proj„,a,, = 	 , 	 segue-se que v,, pode ser reescrito como: (vi, v )  
vn = Un — (Pr Oin Un P79jv2Un 	 ± Pr Olv,_ I tin) 
2) Para qualquer 1 <k 
 7/,, {v1 , v2 , vk } é uma base ortogonal que gera o 
mesmo subespaço gerado pela base {ill, u2, ...,uk} , ou seja, 
[ui , u2 , 	 uk ] = [Nri ,v 2 , ...,v k ], 1 < k <  it 
Corolário 1.36. Todo espaço vetorial V com dimensão finita tem uma base 
ortonormal. 
Teorema 1.37. PROCESSO DE GRAM-SCHMIDT MODIFICADO 
Seja V um espaço vetorial com produto interno. Seja B = fu i , u2 , 	 tin } 
uma base qualquer de V.  Por definição: 
 
1 
ch = 	 Ili. Iludi 
O próximo passo é subtrair de cada vetor u k , k = 2,3, ..., n, a projeção 
ortogonal de uk sobre qi 
Como projcu uk — (uk' qi) 	 cu. , temos que: 
( 4 1,€11) 
(uk,q1 ) 
uk uk 	  , k = 	 rt 
ql, C11) 
Deste modo obtemos novos vetores ulk , k = 2,3, n, ortogonais a 
Agora definimos 
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1 
q2
= H112 
sendo que q2 ja, é ortogonal a ch. 
Analogamente, subtralmos de cada novo vetor uk , k = 3, 4,...,72 , a projeção 
ortogonal de uk sobre ch . : 
(ukci2 ) 
u
2 	 I 
— 	
(4:12c12)q2 , 
k = 3,4, 
,  
Assim obtemos novos vetores u , k = 3,4, 	 , ortogonais a q2. 
Deste modo, sucessivamente, definimos q 3 , q4, qn , sendo 
1 
qn 
1114-111 n 
ortogonal a qi , q2 ,...,qn_i . 
Logo, B = q2, qn} é uma base ortonormal de vetores de V_ 
Eldinigdo 1.38. AUTOVETORES E AUTOVALORES 
Seja A uma matriz n, x n. Um escalar A é um autovalor ou valor característico 
de A se existe um vetor não-nulo x tal que Ax = Ax. 0 vetor x é um autovetor 
ou vetor característico  associado a A. 
Teorema 1.39. TEOREMA ESPECTRAL PARA MATRIZES SIMÉTRICAS 
Seja A E nxn simétrica. Então: 
a) A possui n, autovalores A 1 , A2, ..., An e são todos reais; 
b) os autovetores de A associados a autovalores distintos sio ortogonais 
entre si; 
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c) é sempre possível obter uma base ortonorrnal de autovetores 
{vi , V27 	 Vri }; 
d) vale a relação QT AQ = D ; 
as colunas de Q são v1 , v2 , vri e, portanto, Q é uma matriz ortogonal; 
D é uma matriz diagonal, sendo que a diagonal principal desta matriz 
é composta por Al, A27 " 
Observação;  
do  item d) acima segue-se que A pode ser decomposta na forma, A = QDQT  
Teorema 1.40. Se v é um autovetor de  ATA  associados a um autovalor não 
nulo A, então Av é urn autovetor de AA T associado ao mesmo autovalor. 
Demonstração. 
Seja A T Av = Av. Então 
AA T (Av) = A (A T Av) =A (Ay) = A.Av. 
E 
Teorema 1.41. Seja A uma matriz m x 71. Então  ATA  é urna matriz simétrica 
n x ri, tal que 
a) N (A T A) = N (A) 
Col(ATA) = Col(A T ). 
Demonstração. 
Seja A uma matriz de ordem in x ri; logo, AT é uma matriz de ordem ri x rn. 
Então,  ATA  é de ordem nxne 
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(AT A) = AT (A T ) = AT A, 
ou seja,  ATA  é uma matriz simétrica. 
a) Sera provado agora que  N(ATA) = N(A). 
Suponha que x pertença ao espaço nulo de  ATA. 
 
Então, 
Logo, 
Mas, por (L1), 
A TAx = 0, ou seja, AT (Ax) = 0 . 
Ax E N (A T) . 
Ax E Col(A). 
Então, Ax E Col(A) e Ax E N (A T ) . 
Como, pelo teorema 1.26, N (AT) é o complemento ortogonal de Co/(A), 
segue, pelo teorema 1.25, que 
Ax O. 
Logo, 
x  
Portanto, 
N(ATA) 
 c N (A). (1.6) 
Seja x pertencente a N(A);  então, 
Ax = a 
Assim, AT (Ax) = ATO = 0, ou seja, 
x E  N(ATA).  
Portanto, 
N(ATA) 
 C N(A). 	 (1.7) 
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Logo, de (1.6) e (1.7), segue-se que 
N (A) = N (A T A). 
b) Temos, do teorema 1.26, que 
Co/(A TA) = (N(A T A))' 
Mas sabemos, do resultado anterior, que N (A T A) =- N (A). 
Deste modo, 
Do teorema 1.26, 
Logo, 
Col(ATA) = (N(A))'. 
(N(A))' = Col(A T). 
Col(AT A) = Col(AT ). 
Observação: Do teorema acima, segue-se que 
Posto(ATA) = Posto(A T ) = Posto(A) = Posto(AAT). 
Teorema 1.42. Seja A uma matriz mxrteposto(A)= n. Então  ATA  é uma 
matriz ri X 7/ inversivel. 
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Capítulo 2 
Método de Quadrados Mínimos 
2.1. INTRODUÇÃO 
Neste capitulo veremos o método de quadrados 
 mínimos para a obtenção da 
solução aproximada de sistemas lineares incompatíveis e também algumas apli-
cações. 
Para isso deverão ser vistas algumas decomposições de matrizes, que são as 
"ferramentas" necessárias para a obtenção de uma solução aproximada de um 
sistema incompatível pelo método citado acima- 
2.2 0 PROBLEMA DE QUADRADOS MINIMOS 
Seja Ax = b um sistema linear de in equações e 71, incógnitas incompatível. 
JA que não existe solução para Ax = b, vamos determinar um vetor x tal que 
11Ax seja minimizada, ou seja, tal que a distância entre b e Ax seja a menor 
possível. Quanto menor for esta distancia, melhor sera a 
 solução aproximada. 
Seja 2 essa solução aproximada. Podemos dizer que AR — b é o "vetor erro" 
que resulta do fato de i ser a melhor solução aproximada do sistema Ax = b. 
Se o sistema fosse compatível e 2 fosse a solução exata, então o erro seria nulo: 
e =ASE — b = O. 
0 problema formulado como foi feito acima, isto 6, dado um sistema Ax = b 
de in equações e ri incógnitas, determinar um vetor i que minimiza 1lAx —bI
, 
 é 
chamado problema de quadrados minimos, 
Um tal vetor é chamado uma solução de quadrados mínimos de Ax = b. 
Observação: Para entender a origem do termo quadrados mínimos, seja 2 
uma solução deste tipo e e =AR — b, o vetor erro. 
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Se e = (e l , e2 , 	 em ), então a solução de quadrados mínimos minimiza 
Portanto, 
110 2 	 + + + eni.2 
	
também é minimizada, 
e para que isto ocorra, cada parcela deve ser o menor possível. 
Por isso é dado o nome de Quadrados Mínimos . 
2.2.1. SOLUÇÃO DO PROBLEMA DE QUADRADOS 
Seja W = Co/ (A). 
Se Ax = b é incompatível, então, pelo teorema 1,14, b 
 Ø  W, ou seja, b não é 
combinação linear das colunas de A 
A solução de quadrados mínimos é um vetor iE em IV tal que AI seja o vetor 
"mais proximo" do vetor b. 
Pelo teorem,a 1.34 temos que projwb é o vetor em W mais próximo de b. 
Portanto, uma solução de quadrados mínimos deve satisfazer o sistema 
Ax = projwb = p. 	 (2.1) 
Esse sistema pode ser resolvido diretamente. Primeiramente temos que cal-
cular o vetor p. Para isto precisamos antes obter uma base ortogonal do  espaço  
coluna de A que será utilizada no calculo da  projeção ortogonal de b em W. S6 
então resolveríamos o sistema Ax = p. 
Por causa das questões computacionais citadas acima, sera, dada uma nova 
abordagem para a obtenção da solução do problema. 
Pelo te,orem,a 1.34 temos que 
b—projwb E Wi 
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e pelo teorerna 1.26 que W 	 N(A T ) 
Segue-se que 
b—Ax E N (AT), 
ou seja, 
AT (b— Ax) O. 
Portanto, 
ATb — ATAx = O. 
Logo, determinar uma solução de quadrados  mínimos de Ax = b é a mesma 
coisa que achar a solução exata do sistema 
AT Ax .= AT b 
0 sistema ATAx =ATb é chamado sistema normal associado a Ax = b, e 
as equações que o compõem sip chamadas equações normais; esse sistema envolve 
n equações e a incógnitas, pois  ATA  é it x rt. 
Teorema 2.1. Seja Ax = b um sistema linear de Tit equações e it incógnitas.  
a) 0 sistema normal A.T.Ax =ATb é sempre compatível.  
b) Qualquer solução x é uma solução  do sistema normal se e somente se x é 
solução de quadrados mínimos de Ax =-- b.  
Demonstração.  
a) Consideramos a matriz aumentada  [ATA  I  AT E,' . 
As colunas de ATA geram Col(ATA), e sabemos, pela definição 1.1, que ATb 
é uma combinação linear das colunas de AT . 
Sejam a1 , a2 , a, as colunas de AT Então 
ATb =biai + b2a2 + 	 bmam, 
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ou seja, ATb é uma  combinação  linear das colunas de AT.  
Logo, 
ATb E Co/(Á T ). 
Como, pelo teorema 1.41, 
Co4AT) = Co/(A TA), 
temos que 
A.Tb E Coi(AT A), 
e pelo teorema 1.14, temos que 
ATAx = ATb é sempre compatível. 
b) Considere x1 e x2 soluções do sistema normal. Então,  
ATAx1=ATb 
Ax2.,.___ATb 
Subtraindo (2.3) de (2.2) ternos 
ATA 
 (x 1 — x2 ) =ATb—ATb = 0, 
ou seja, 
AT A — x2 ) = O. 
Portanto, (xi — x2) E N (AT A). 
Como , pelo teorema 1.41, N (AT A) =-- N (A),  concluímos que 
(xi — x2) E N(A), ou seja, 
A (xi — x2). O. 
(2.2) 
(2.3) 
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Seja xi  — x2 =-- y. Deste modo x i = y + x2 . 
Logo, Axi  — b =Ax2 — b. 
Isto significa que 11v11 2 = 	 b ii2  terá o mesmo valor tanto para x = 
quanto para x =-- X2. 
Portanto, qualquer solução de ATAx --A Tb é uma solução de quadrados ruin- 
imos de Ax = b. 
Já vimos anteriormente, nas deduçóes feitas para estabelecer o sistema normal, 
que qualquer  solução  de quadrados mínimos de um sistema Ax --r- b é solução do 
sistema normal. 
Ern alguns casos podemos garantir que um sistema linear tenha uma "Mica 
solução de quadrados  mínimos.  
0 próximo teorema nos dá um resultado útil para tais casos de unicidade- 
Teorema 2.2. Um sistema linear Ax = b tem uma única solução de quadra-
dos mínimos, se e somente se Posto(A)= n. 
E ainda, esta solução é dada por: 
x=  (ATA)  I ATb. 
Demonstração. 
Suponhamos que posto(A) = T1; então, pelo teorema 1.42, temos que  ATA  é 
inversivel. 
Assim, do sistema normal ATAx =-ATb segue-se que 
x= (ATA) 1 A Tb, 
e da unicidade da inversa de uma matriz, segue-se que x a  única solução de 
quadrados mínimos de Ax =b. 
Suponhamos agora que exista uma única solução de quadrados  mínimos de 
Ax = b. 
Se X é essa solução,  então  
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AR=projwb --= p, sendo W = Gol(A) - 
Suponhamos que posto(A) < n. 
Como, pelo teorema 1.28, rt = dim(N(A)) posto(A), segue-se que 
dirn(N(A)) > O. 
Logo, existe Tc # 0 pertencente ao espaço nulo de A, isto 6, existe R 0 tal 
que AR = O. 
Mas, + = 0 + p=p. 
Segue-se que 
A (Tc + Si) = p, 
isto 6, +2 é também solução de quadrados mínimos de Ax = b, 
e como R # 0, então R +2 # 2, o que é absurdo. 
Logo, 
posto(A)= n. 
o 
Observação: 
- 
Para obter a solução ic resolvemos o sistema ATAx =ATb. 
- Se posto(A) < n, então o sistema normal sad. indeterminado. 
Exemplo 2.1. 
Sejam 	 A --= 
sourgio 
	
[ 1 	 0 	 —1 
	
2 	 1 	 —2 
	
1 	 1 	 0
1 
	
1 	 1 	 —1 
DE 	 QUADRADOS MÍNIMOS 
e 	 b --= 
4x3 
[ g 1 
9 
3 
DE UM SISTEMA LINEAR 
4x1 
A tem as colunas linearmente independentes. Logo, posto(A) = 3, de forma 
que existe urna nnica  solução de quadrados  mínimos- 
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18 
= [ 
7 
4 
—
6 
4 
3 
— 3 
—6 
—3 
6 
ATA == 
ATb = 
1 
0 
—1 
1 
0 
—1 
2 
1 
—2 
2 
1 
—2 
1 
1 
0 
1 
1 
0 
1 
1 
—1 
1 
1 
—1 
1 
2 
1 
1 
6 
o 
9 
3 
_ 	 _ 
0 
1 
1 
1 
—1 
—2 
—1 
0 
Portanto o sistema normal A T Ax = ATb 6: 
7 4 —6 11  18 
4 3 —3 /2 = [ 12 
—6 —3 6 13 —9 
Assim, 
12 , /2 -= —3 , 13 = 9. 
Então 
[ 12 
2 ,-- —3 6 a iinica solução de quadrados mínimos do sistema Ax -= b. 
9 
Seja W = Col(A). Como projwb = Ax, então: 
	
21 01 "21 	 3 12 
3 
projwb = 
	
1-31=' 
 
1110 
 	
9 9 
	
1 1 —1 	 0 
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2.2.2. AJUSTE DE CURVAS 
A aplicação mais comum das soluções de quadrados  mínimos é o ajuste de 
curvas, como por exemplo, ajustar  funções a dados obtidos através de experi-
mentos. 
22 Sejam (xi , yi ) , (x,Y) , 	 (rm , y.,n) os in pontos resultantes de um certo 
número de medições, ou seja, quando x = x foi observado que y = y„ sendo 
i = 1,2, ...,rn. 
O nosso objetivo é encontrar uma relação funcional y = f(x) que represente 
os in pontos da melhor maneira  possível. Esta função  é chamada de curva de 
quadrados mínimos _ 
Por exemplo, se um corpo se move com velocidade constante v, a relação entre 
o tempo t e a posição y atingida pelo corpo é dada pela  equação linear 
y = ad-ut_ 
Suponha que medimos y em vários instantes t e obtivemos os seguintes resul-
tados 
0 3 5 8 10 
2 5 6 9 11 
Estes resultados estão marcados no gráfico 2.1. Percebemos que os pontos 
quase formam uma linha reta. Podem exister dois motivos pelos quais os pontos 
não estão totalmente alinhados, ja, que a relação entre teaé linear: 
1. a velocidade não ser constante, fazendo com que (2.4) seja  falsa- 
2. erros de medição_ 
Vamos levar em consideração o segundo item. Se t e y tivessem sido medidos 
corretamente, então a relação entre eles seria dada por (2.4). Como as medidas 
estão sujeitas a erros experimentais, a equação (2.4) não é satisfeita, isto 6, não 
conseguimos achar valores exatos para a e v. 
Portanto, temos que deduzir os "melhores valores possíveis" para a e v, ou 
seja, achar a reta que melhor se adapta aos dados obtidos no experimento. 
(2.4) 
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11 
eixo Y 	 lo 
9- 
8 
7- 
6- 
5- 
4- 
3- 
1- 
1 	 2 3 4 5 6 7 8 9 	 10 
eixo t 
• resultados das medidas de y nos instantes t 
Gráfico 2.1 
De forma geral, suponha que tenhamos colocado Ut pontos no plano cartesiano, 
e que a relação mais aproximada entre x e y seja dada por uma equação linear, 
ou seja, o gráfico é aproximadamente unia reta: 
Na prática, 
 os m pontos obtidos da experiência, raramente parecem estar 
alinhados com precisão sobre uma reta, mesmo quando as medições são feitas 
cuidadosamente. É inevitável o aparecimento de erros. 
Se não houvesse erro a reta passaria pelos TR pontos. 
Então valeria o sistema linear 
cx i + d= 
C-X2 d=  112 
cx,+ d = yrn . 
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Sejam 
A -= [ c x = 	 13 e 
2x1 
  
    
Y7n 
- rrixl rax2 
Assim, o sistema de in equações pode ser escrito na forma matricial 
Ax=b. 
Cada ponto (x i , yi), obtido experimentalmente, corresponde a um ponto 
cxi d) pertencente a, reta de quadrados mínimos. Portanto, y i é um 
valor observado no experimento, e cxi d é o valor obtido na reta de quadrados 
inz'reirnos. 
A diferença entre asses dois valores é 
vi  — (a/7; d) = ei 
(2_5) 
Assim, 
= cwi d ei 
sendo ei o desvio vertical do ponto (xi, y)  até a reta procurada_ 
Temos que 
   
e 
62 
é o vetor erro. 
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Exemplo 2.2. AJUSTE DE DADOS POR UMA RETA 
Um determinado experimento produziu os dados: 
P1 =  (0,0) ; P2 =  (1,2) e P3 = (2,7) . 
Se pusermos estes pontos no gráfico cartesiano, podemos suspeitar que, a 
função que procuramos, para melhor se ajustar nos dados, seja uma reta 
y 	 + th 
Suponha que exista uma reta que passe pelos  três pontos_ Deste modo temos: 
0 = d 
2 = cl + d 	 , ou seja, 
7 = e2 + d 
[ 0 
2 I 	 1 
7
 
2 
Sejam 
[0 1 
Az= 1 1 
2 1 
r ei 
 e b = [ 
 o 
2 
7 
Já, que o sistema 6 Incompatível, ou seja, b não pertence ao espaço coluna de 
A, determinaremos uma solução aproximada pelo método de quadrados mínimos. 
Escalonando a matriz A, obtemos a matriz reduzida 
[ 1 1 
0 1 
00 
, ou seja, 	 Posto(A) = 71 = 2_ 
Do teorerrta 2.2 ,sabemos que existe uma 'Mica solução de quadrados mínimos. 
Temos que 
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Portanto, 
A TA = 
	
AT 	 [ 
— 
0 12 [ 1 
	
1 	 1 
0 
1 
1 
1 
0 
1 
2 [ 3 I 
e 
ATb = 0 1 2 1 I 	 2 I = [ 196 . L 	 1  1 7 
Resolvendo o sistema ATAx = ATb, obtemos a solução  
7 
c —
2 	
e 
Portanto, a tinica solução de quadrados mínimos é 
7 
2 
X = 
1 
— 2 
Logo, a função linear que melhor se ajusta aos dados é 
7 	 1 
2 	 2 
Como a solução é aproximada, existe um vetor erro a 
Consideremos as abcissas dos pontos dados no problema, e calculemos as or-
denadas correspondentes desses pontos na reta obtida- 
para  x = 0, y 
para x =1, y = 3 
13 
para x = 2, y 
, ou seja, 
1 
2 
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os pontos Qi = (0, 
O vetor 
1 
--
2
) , Q2 = (1,3) 
13 
, Q3 = (2, -) 2 pertencem a reta. 
pertence a Col(A), 
13 
e sabemos que p = projw b = Ax, x obtido acima. 
Assim como, a reta de quadrados mínimos é a reta que melhor se ajusta aos 
dados do experimento, p é o vetor pertencente à Col(A) mais proximo do vetor 
b. 
Subtraindo p de b, obtemos o vetor erro: 
  
1 - 
—1 =e 
07 
2 I — 3 
 
   
13 
2_ 
1 
-2- 
 
  
   
= 	 ( _ 1) 2 CO 2 32 
 é minima. 
Sabemos que e = b — Ax é ortogonal ao subespago Col(A), ou seja, e pertence 
N(AT). 
   
p = 
 
— 2 
3 
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8 
7.5 
7 
6.5 
6 
5.5 
5 
4.5 
4 
3.5 
3 
2.5 
2 
1.5 
1 
0.5 
eixo Y 
-0.5 	 0.5 	 1 	 1.5 	 2 	 2.5 
eixo X 
• Dados do experimento 
Gráfico 2.2 
Algumas vezes não é conveniente ajustar os dados a uma reta, pois em certos 
experimentos já esperamos que a relação entre x e y seja dada por alguma outra 
função que não é a linear. 
Deste modo, devemos encontrar um polinômio de grau estipulado que "melhor 
se ajuste" aos dados. 
Suponha então, que temos m pontos representando os dados: 
(x1, yi) , (x2, y2)  ,..., (x7, 
 Wit), 
e queremos obter um polinômio de grau p, que "melhor se ajuste" a eles. 
Seja 
1 
-1 5 
43 
X2 1 
CL 
CO 
b= " 
cP  
Sejam 
Yi 
Y2 
(p-1-1) x 1 
-= 1 , 2 , ---,m, 
tal que p E 771 — L 
6 1 
e2 
e  
Portanto, podemos escrever as m equações na forma matricial como 
b = Ax + e, 
ou seja, 
e= b — Ax. 
Exemplo 2.3. CURVA DE QUADRADOS MÍNIMOS 
Em uma floresta tropical, foram obtidos os  seguintes dados: x é o número de 
presas e y éo número de predadores (por quilometro quadrado) durante um certo 
tempo: 
x=2,y=2 ; x=4,y=2 ; x=3,y=2 ; x=5,y=L 
Sejam 	 = (2, 2) , P2 = (4, 2) , P3 = (3, 2) , P4 = (5 , 1) 
Com os quatro pantos obtidos através das medições,  poderíamos no máximo 
ajustar nossos dados a uma curva de terceiro grau. Porém nossa expectativa para 
este experimento, é que z e y tenham uma relação quadrática. 
Portanto, nosso objetivo é achar uma curva 
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y = c1 x2 + c2x + d, 
que melhor se ajuste aos dados do experimento. 
Se nossos dados não tivessem erros,  teríamos o seguinte sistema, 
2 = 4c1 + 2c2 + d 
2 = 16c1 + 4c2 + d 
2 =- 9c1 + 3c2 + d 
1 = 25c1 5c2 + d 
ou seja, 
 
2 - 	 4 2 1 
2 	 16 4 1 
2 = 9 3 1 
1 	 25 5 1 
 
    
2 	 4 21  
2 
	
1641Sejam b 	 A =    2 	 ' 	 9 3 1 
1 	 25 5 1 
[ Cl 
e x= 
 
cl 
    
Como o sistema é Incompatível, usaremos o método de quadrados mínimos.  
As colunas de A são linearmente independentes, ou seja, posto(A) = ri --= 3. 
Assim, a solução de quadrados mínimos é ¡laic& 
Deste modo 
4 16 9 25 
ATA= 
 2 4 3 5 
1 1 1 1 
4 2 1 
16 4 1 
9 3 1 
25 5 1 
978 224 54 
224 54 14 . 
54 14 4 
e 
2 ;  4 16 9 255 	 8 2 11/13 	 [ 2 4 3 2 = 
2 
1 1 1 1 	
1 
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Resolvendo o sistema ATAx = ATb, obtemos a solução 
1 	 29 
e 	 d= . 20 . 
Portanto, existe tuna iinica solução de quadrados mínimos que é 
- 	 1 
4 
29 
X = 
20 
1 
20 _ 
Logo, a função de grau 2 que melhor se ajusta aos dados é 
1 , 29 	 1 y = 	 ± —X ± 
4 	 20 	 20 
Consideremos as abcissas dos pontos dados no problema, e calculemos as or-
denadas correspondentes desses pontos na parabola obtida. 
para x = 2, 
39 
Y 20 
para x = 4, 
para x = 3, 
para x =  5, 
37 
43 
= 20 
21 
V 20 
Portanto, 
Q4 = (5, ) 
O vetor 
37 	 43
—) os pontos Q1 --= (2, 	
' - 
—
39 ) Q2 = (4, 0 —) Q3 = (37 20 	 2 	 20 
pertencem à curva de quadrados minimos. 
e 
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39 
20 
37 
2 
43 
20 
21 
To 
2 
2 
2 1 
1 
39 
20 
37 
20 
pertence à Col (A), 
43 
20 
21 
- 
e sabemos que p = projw b = Ax, x obtido acima. 
Assim como, a curva de quadrados mínimos é a curva que melhor se ajusta aos 
dados do experimento, p é o vetor pertencente a Co/(A) mais próximo do vetor 
b. 
Subtraindo p de b obtemos o vetor erro: 
P = 
3 
20 
= e 
3 
20 
1 
20 - 
2 	
1 	 1 / 1 2 	 3 \ 2 	 3\ 2 	 \ 2 
11e11= -271) 
	 ç-Y:1) 
	 = Yo- é minima. 
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eixo y 
2.4 
2.2 
2 
1.8 
1.6 
1.4 
1.2 
1 
0.8 
0.6 
0.4 
0.2 
5 4 4.5 5 5.5 6 
eixo x 
• Dados do experimento 
Gráfico 2-3 
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2.3. DECOMPOSIÇÃO QR 
Discutiremos abaixo um tipo de decomposição de matrizes, que sera utilizado 
na obtenção de soluções de problemas de quadrados mínimos_ 
Teorema 2.3. Seja A uma matriz Trixn cujas colunas são vetores linearmente 
independentes_ Então A pode ser fatorada como 
A = QR, 
sendo Q uma matriz in x ri cujas colunas formam um conjunto ortonormal, e 
R é uma matriz triangular superior inversivel n X n. 
Demonstração. 
Seja A= 
Denotaremos por a l , a2 , ..., an as colunas de A. Como elas são linearmente 
independentes, elas formam uma base para o espaço coluna de k 
Pode ser utilizado o processo de Cram-Schmidt para obtermos um conjunto 
{qi , q2 , 	 qn} de vetores ortonormais a partir das colunas de A. 
Seja Q a matriz cujas colunas são qi , q2 , 	 qn , isto 6, 
	
Q = [qi, q2, 	 cin] 
As colunas qi , q2 , 	 qn de Q formam um base ortonormal para o  espaço 
coluna de A. 
De acordo com o teorema L31, toda coluna a„ i = 1,2, ..., n, é combinação 
linear dos vetores da base 
 {qi,  q2, 	 qn } 
=(ai ,qi) +(a1 ,q2) q2 + + (al , qn) qn 
a2 = (a2, lb) q1+ (a2, c12) c12 + + (a 2 , qn ) qn 
= (an, qi ) + (an, q2) q2 + + (an , q.) q7.- 
an a12 	 aln 
a21 a22 
	
a2n 
anal arn2 
	 - 
anin 
(2.6) 
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Para que possamos representar este sistema matriciahnente,  terá que existir 
uma terceira matriz R E .118' para conectar as matrizes A e Q. Assim sendo 
tomamos: 
(a1 	 (a2, cli) 	 (an qi) 
R = 
	 (a1,9.2) (a2,c12) 
	
(a., 42) 
• 
	
cin) (a2 , q) 
	
(an , cin) 
Pela multiplicação de matrizes vista no teorema 1.2, 
	
QR = [Qr i Qr2 	 , 
	
sendo r 1 , r2 , 
	
as colunas da matriz R. 
Portanto, 
	
Qr, = 	 qi) + (a, q2) q2 + +(aj,q„) qn, i = 1,2,.., m.  
Assim, de (2.6), 
Qri = ai . 
Logo, 
QR= A. 
Porém, R é uma matriz triangular superior, pois do processo de Gram-Schmidt, 
temos que q é ortogonal aos vetores al , a2 ,.._, aa_1 , se 72 > 2. Logo: 
	
cli.) (a2 , q1 ) 
	
cli) 
	
(a2 , q2 ) 	 (an, c12) 
(an, cin) 
Portanto, 
A = QR, 
R = 
50 
sendo Q urna matriz in x n com colunas ortonormais e R uma matriz n, x T1 
triangular superior_ 
Vamos mostrar agora que R é inverstvel. 
li 
12 
Zn 
_ 
Segue-se que QRx = QO , ou seja, Ax = O. 
Mas, Ax = xiai + x 2a2 + + xnan . 
Então,  
x2a2 	 xnan = O. 
Como as colunas ai  i = 1, ...,re, são linearmente independentes, então 
xi = x2 = = X n = O. 
Logo, x = O. 
Como x = o é a 'Utica solução do sistema homogêneo Rx = 0, então, pelo 
teorema 1.29, R é inversivel. 
LI 
Exemplo 2.4. Encontrar a  fatoração QR da matriz A, sendo Q urna matriz 
4 x 3 com colunas ortonormais, e R triangular superior de ordem 3 x 3 e inversivel_ 
Seja x= urna solução do sistema Rx = O. 
Seja A= 
1 	 0 	 0 
1 	 1 	 0 
1 	 1 	 1 
- 
li' 4x3 
Sejam al = (1,1,1,1)T , a2 = (0,1,1,1)T e a3 = (0, 0, 1,1) T , os quais são 
linearmente independentes e não ortogonais entre si. 
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Como au a2 , a3 geram o espaço coluna de A e são linearmente independentes, 
então B = 	 a2 , a..3 1 é uma base para Col(A). 
Através do processo de Gram-Schmidt calcularemos primeiramente os vetores 
ortogonais v1 , v2 , v3 , a partir de a l , a2 , a3 . 
Sejam 
= a1 = (1,1, 1, 1) T 
	
(a2 , vi ) 	 3 1 1 1) T 
V2 = a2 — 	  vi 
= 	 4— ' —4) 
	
(a3 ,vi ) 	 (a3 , v2 ) 	 ( 	 2 1 1) T  V3 =a3  	 , 
	
vi ) 	 çv2 , v2 ) 
3 1 1 2  2 1 1 	 , B = {(1,1,1,1)T , 	 , 0, — T 	 71 e uma base ortogonal 
do espaço coluna de A. 
Sejam 
vi 	 7 1 1 1 1) T 
(11 = 	 2' 2' 2,) 
V2 	 ( 3 	 1 	 1 	 1  ) T 
q2= 
 
"ITY 72' 1/72' 
V3 	 2 1 1 ) T 
113 = 1/6' V6 7 -10 
B = 	 q2 , q3 1 6 uma base ortonormal que gera o mesmo espaço gerado 
pela base B = 	 a.2 , a3 )-. 
Deste modo obtemos: 
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1 3 o 
2 
1 1 2 
2yí  
Q = [cu., q2, ch ] = 
1 1 1 
2 VU 
1 1 1 
2Vi  
- 4x3 
17=[ 
e 
qi ) 
0 
O 
QR = 
(a.2 , qi ) 
(a2042) 
O 
1 	 3 
(a3, qt) 
(as, C12) 
(a3 , q3 ) 
o 
2 
1 
I = 
3 
2 2 
3 
o 
1 
3 
3x3 
=A 
0 	 0 
3 
VT2 
o 
2 
.n,/g 
1 
3 
2 	 /0 
1 	 1 
2 
1 	 1 3,r0 
2 2 	 -,/f2 
1 	 1 1 f-6 
2 1/6 
Observação: A matriz Q pode ser calculada de outra forma, como por 
exemplo pelo método de Gram-Schmidt modificado, o qual nos dá melhor precisão 
numérica no caso de matrizes de grande porte. 
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2.4. QUADRADOS MENIMOS E DECOMPOSIÇÃO 
QR 
Seja A uma matriz inxne Ax = b um sistema linear. 
Seja Posto(A) = 
Então, do teorerna 2.2, sabemos que existe uma única solução de quadrados 
mínimos:  
= (AT A) ATb. 
Como vimos, essa solução pode ser obtida resolvendo o sistema linear 
ATAx = ATb, 
utilizando o método de Gauss (escalonando a matriz aumentada do sistema). 
Outra forma de resolver o sistema normal acima é obtido utilizando a decom-
posigão QR da matriz k 
Seja 
A = QR, Q:mxn e R:nx n, inversivel. 
Como 
QTQ=/, /:nxn 
temos 
ATA 
 = (QR)TQR = RTQTQR = RT R. 
Como  ATA  = RTR, segue-se que 
(AIA) '  ATb = (RT R) 1 (QR) T b =R-1 (RT) -1 RT QTb. 
Logo, 
5-E=R-1QTb . 
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A solução it pode ser obtida resolvendo o sistema triangular 
Rx QTb. 
Exemplo 2.5. soriao DE QUADRADOS MÍNIMOS E DECOMPOSIÇÃO QR 
Sejam A e b as mesmas matrizes do exemplo 
[06 2 1 —2 A = 	 b = 
1 1 	 0 	 9 
1 1 —1 	 3 4x3 	 4x1 
Sabemos, pelo exemplo 2.1, que a solução é única. 
Considere al = (1,2,1,1) T; a2 = (0,1, 1, 1)T e a3 = (-1, —2,0, —1) T , que são 
linearmente independentes e não ortogonais entre si. 
Como al , a2 , a3 geram o espaço coluna de A e são linearmente independentes, 
então B = {au a2 , a3} e uma base para Col(A). 
Através do processo de Gram-Schmidt, calcularemos primeiramente os vetores 
ortogonais v 1 , v2 , v3, a partir de a l , a2 , a3 . 
Sejam 
vi = al = (1,2,1,1) T 
(a2 , vi) 
	
( 4 1 3 W 
v2 — a2 (vi, vi) vi — 7' 7' 7' 7) 
	
(a3,171) 
	v3 — a3 	 vj. 
) 	
5 	 3, 5 , 5 
((va22, 
 v2
v2) 	 1 	 1 3 	 2 
	
\ v2 — (, 
	 ) (vi , vi ) 
B = {v1, v2, v3} é uma base ortogonal do espaço coluna de A.. 
Sejam 
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Ari 
( 
(1 
V 
4 
7' 
1 
7' 
13 
5 ' 5 ' 
3 
7' 
3 \ T 
7) 
2V. 
5) 
lviii 
V2 
7 
q2= 
II V  211 
v3 
5 
1/T5 
113 — 11V3i1 3 
= {q1 , q2 , qs} é uma 
pela base B = 	 a2 , as } 
Deste modo obtemos: 
base ortonormal que gera o 
. 
1 	 4 	 1 
15 v 15 —7 	 — 35 -%,/ 
	
1 	 1 
—
2
-177 — g / -g --15 11-g 7 
1 
	
/tila 3 	 1 
	
—35 	 —5 7f5 
1 	 2 
35 
mesmo espaço gerado 
e 
QT 
— 	 V35 
1 
—15 VT5 
— 35 
1 
—T5 
—V35 35 
1 
—5 v 15 
—V35 35 
2 
— 15 -1f.5 
E ainda, 
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9 
—VT.5 5 
=_- 
  
1 	 3 
o —
7
-n,/ 	 —35 \/ 
1 
0 	 0 	 —5 ,./T.5 
R = 
Resolvendo o sistema Rx = QTb: 
o 
4 
7 
1 	 3 
—
7 	
—
35
13-g 
1 ,-- 0 	 0 
 
obtemos 
x =12, x2 = —3, x3 = 9. 
Logo, 
12 1 
x = —3 
	
é a solução nnica de quadrados mínimos. 
9 
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2.5. DECOMPOSIÇÃO EM VALORES SINGULARES 
Sabemos, do teorema 1.39, que quando A é uma matriz it x it simétrica, é 
possível obtermos a seguinte decomposição de A: 
A = QDQT , 
sendo Q uma matriz ortogonal e D matriz diagonal. 
Os it autovalores reais de A formam a diagonal de D e as colunas de Q são 
constituídas por autovetores que formam uma base ortonormal de r. 
Será apresentada agora uma  decomposição geral para matrizes in xit, chamada 
de decomposição em valores singulares. 
Seja A urna matriz in x 77; então 
A= UEVT , 
U e V são matrizes ortogonais, sendo U urna matriz in x in e V urna matriz 
nxneE como dada abaixa 
A matriz E tem a seguinte forma: 
al 
, com al ) 0- 2 	 o- ,- > 0, 
Cr 
o 	 o 
in X it  
sendo r o posto de A_ 
Teorema 2.4. DECOMPOSIÇÃO EM VALORES SINGULARES 
Seja A uma matriz in x n tal que posto(A) = r. Então existem números 
reais a1 .) cr2 	 >0, {vi, v2, ..., vn} base ortonorma1 de Ir e 
{ m, 712, 	 u„.} base ortonormal de Ryn, Miss que, 
E = o 
	
Avi = o-iui , 	 = 1,2,...,r 
	
ATui = crivi , 	 -= 1, 2, 	 r 
Avi = 0, = r ± 1, ,n 
ATui = 0, i = r +1,...,rn 
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Os vetores v, v2, ..., v são autovetores de  ATA 
 e Il i , u2, ..., um sio autovetores 
de AA T . 
E ainda, 	 o-7.2 são os autovalores não nulos de ATA e AAT. 
Demonstração. 
 
Seja A uma matriz m x rt. 
Como  ATA  é uma matrix simétrica n x ri, sabemos pelo teorerna 1.39, que 
existe uma base ortonormal de n, formada por autovetores de  ATA .  
Seja 	 v2, ..., Ara} essa base ortonormal de autovetores, e sejam A1, A21 
Ar, os ri autovalores reais associados. 
Os autovalores de  ATA  são não negativos, pois para todo i = 1, ..., n temos: 
IlAv4I 2 = (Av„Av,) = (vTAT) Avz _  (ATA)  vj = vTA jvi  
= Aivr v i Ai (vi , vi ) = Ai 	 = 
Como IlAv% 11 2 )- 0, então 	 ) 0, V i = 1, ...,n 
Assuma 	 v2 , ...,v,  ordenados de modo que A1 ) A2 ?-- •-• An. 
Como, posto(A) = r e posto(A) = posto(AT A), temos que 
posto(ATA) = r. 
Como dim  (N(ATA)) = 	 r, então existem r autovetores que não  estão  
associados ao autovalor nulo. 
Portanto, 
A1 	 A2 	 .. 	 A,. > 0 e A„.+1 = 	 = An, = O. 
Para i = 1, 	 definimos cr i e ui como: 
1 
o-i = itVi 	 e ui = -Av.  
o-i 
Logo, 
Avi = criui , i = 1, 2, ..., r 
	 e 	 Avi = 0, i = r + 1, /J. 
Sejam 1 	 j r ; então, 
	
vTA TAv • vTA .v 	 (vi , vi) 3 	 z _7 3  (14, 13 	 LI d) = T1.13 = 2 	 — A 	  
e 
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	2 	 H AVill 2 	 Ai 
2 — — — = 1 , 
M ad 	 °I Ai 
	
Entdo, temos que ul, u2, 	 formam um conjunto ortonormat 
Multiplicando AT por uj obtemos: 
A 
ATui = (-1  )  AT Av = (—) vi = — = 
	
Ci 	 Cri 	 Cri 
Logo, 
ATui = o-ivi, i = 	 r. 
Sabemos que ATAvi = Aivi, portanto, pelo teorerna L40, temos que 
AA T (Avi) = Ai (Avi). 
Como Av i = ciao obtemos 
1 
AT Acr oaf, = Aio-jui, ou seja, A TAuj = — Aicriui, 
o-i 
Logo, 
ATAui = Au1 , i = 1, r, 
isto 6, os vetores ui, u2,..., u,. são autovetores de AAT associados aos auto-
valores não nulos, 
Vamos, agora estender {Ili, u2,..., ur} a uma base ortonormal 
u2,..., u„,} de Rm . 
Já que AA T E lie"' e posto(AAT) = r temos que, 
dirri(N(AA T )) = in — T. 
Av i 
o-i 
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Seja fu„.+1 , 	 urn } uma base ortonormal de N(AAT). 
Então AATui = 0, i = r +1, ...,m, ou seja, ur±i , 	 são autovetores de 
AA T associados ao autovalor nulo. 
Temos que ur÷i, 	 são ortogonais a u. 1., 112, 
Assim, ill , u2 , 	 é uma base ortonorma1 de Ir  constituída de autovetores 
de AAT. 
Como N(AAT)= N(AT),temos que 
ATui = 0, i r ± 1, ..., rn. 
Definição 2.5. VALORES SINGULARES DE A 
Os números o- 1 , a-2 , 	 são chamados de valores singulares de A. 
Notação: a, = 	 i = 1, r. 
Definição 2.6. VETORES SINGULARES DE A 
Os vetores v 1 , v2 , ..., v,, sio chamados vetores singulares à direita de A e ul , 
112, um são chamados vetores singulares à esquerda de A. 
Observação: 
1) AT tem os mesmos valores singulares que A, e os vetores singulares a direita 
(a esquerda) de AT sio os vetores singulares a esquerda (à direita) de A. 
2) Seja posto(A) = n Então: 
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vr formam uma base ortonormal para. Co/(AT). 
irn formam uma base ortonormal para N(A). 
uj,. formam uma base ortonormal para Col (A). 
ur+i, um formam uma base ortonormal para N(A T ). 
3) A decomposição em valores singulares de uma matriz A não é única, pois 
U e V não sio matrizes únicas. Isto ocorre porque as colunas de V formam um 
conjunto ortonormal de autovetores de A TA, sendo que esses autovetores nix) são 
únicos. Como as colunas de U dependem das colunas de V, temos que U também 
não é uma matriz única. Ja, a matriz E é única, pois existem valores singulares 
únicos para A TA. 
Exemplo.2.6. EXEMPLO DE DEcomposIgio EM VALORES SINGULARES 
Seja 
2 —21   
 = [1 1 
2 	 2 3x2 
Como as colunas de A são linearmente independentes, temos queposto(A) = 2. 
Cálculo dos valores singulares de A. 
1 
A TA = [ 2 
2 	 2 	 2, —2, = [ 9 9 	 matriz simétrica. 
— 1 2 2 	 2 
Os autovalores são as raizes da  equação det(AT — AI) = 0, isto é, são as 
raízes de 
9 —  det 	 1 1 =0  1 9— À  
Resolvendo a equação, obtemos as raizes 
.X 1 = 10 	 e 	 A2 = 8. 
Logo, os valores singulares de A são 
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= 	 = A/10 e a2 = N/T2 = 
Como E é urna matriz 3 x 2, temos que 
E= [
frO 0 
-Vg . 
0 	 0 
Cálculo dos autovetores associados a A 1 = 10:  
(A TA — Ai l)z = 0 , sendo z=[ x ], xeyER 
Logo, 
[9—A 1 ] [xi_ [0 9A 	 1 
	
I_ 	 1 	 y 
Resolvendo o sistema temos que x = y. 
Seja x = 1_ Então: 
	
Zi 	
[ 1 -I 
1 _I • 
Cálculo dos autovetores associados a A2 = 8: 
(ATA — A21)z -- O. 
Logo, 
	
[ 	 98  
	
9-8 1 	 [xl_[ 0 1 
1 	 l_y_l 	 [Of 
Portanto x = —y. 
Seja x = 1_ Então  
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1 
0- 1 
1 	 A 
U2 = —tiV2 -= 
0-2 
2 1 1 [ 
—2 
1 
2 
—2 
21 
V10 	 2 
2 1 
1 
1 [ 21 — 
o 
5, 
2-Vg 
5 _ 
= [ o 1 1 
1 
— 
= e 
COMO A1 A2, então (Zi, Z2) = 0. 
Entio B = { 	 Z1 	 Z2 } : base ortonormal de 1182 . 11z 2 11 
Deste modo obtemos a matriz ortogonal 
1 	 1 
V = 
1 	 1 
Pelo teorema 2_4, temos que: 
Agora, tomamos u3 E MAT), isto 6, u3 deve satisfazer Au3 = 0 e dud! = 1_ 
Resolvendo 
[ 	 2 
[ —2 
1 
1 
2 
2 [ Yz [ ° I ' 
obtemos 
N(A T ) = 1(0, —2z, z) ; z E 
Seja z = —1, então 
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o 
2 
A/g 
Segue que 
0 1 0 
2 
U = 5 Tg 
-- 5 
Logo, 
0 1 	 0 
1 1 
A/g 2 -Vitl 0 •\,/ 
A== UEVT = TA 0 
0 
A/g 
0 1 1 
5 
D 
U3 = 
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2.6. PSEUDOINIVERSA E QUADRADOS MENTIMOS 
Seja Ax = b um sistema linear com m equações e n incógnitas. 
Vimos que se posto(A) = n, existe uma única solução para o problema de 
quadrados minimos. 
Se posto(A) < n, então  posto(ATA)  <ri  e o sistema normal tem uma infinidade 
de soluções. 
Mesmo quando temos m < n, podemos ter um sistema indeterminado. Deste 
modo não atribuiremos relações de tamanho entre m e n. 
Neste caso em que posto(A) < ri, convencionou-se escolher dentre uma in-
finidade de soluções a solução de quadrados  mínimos com comprimento mínimo,  
também conhecida como solução de quadrados  mínimos  de norma minima. 
Definição 2.7. Seja Ax = b um sistema linear m x ri. A solução ótima de 
quadrados mínimos de Ax = b é a solução deste tipo R, tal que o comprimento 
é o menor possível. Ela sera denotada por x+. 
Para obtermos a solução ótima x+, definiremos a Pseudoinversa de uma 
matriz A. 
A pseudoinversa, também conhecida como a inversa generalizada de Moore-
Penrose, é uma generalização interessante da  inversa comum. 
Assim como uma matriz quadrada A com determinante não nulo possui uma 
inversa A-4 , toda matriz m x n tem uma pseudoinversa, que sera denotada por 
At 
Se Ax = b um sistema linear, com A de ordem n x n, A inversivel, então a 
solução do sistema é dada por 
x = A+ 1 6. 
Agora, suponha que Ax = b tenha in equações e n incógnitas- Será visto que 
a solução de quadrados mínimos de norma minima x+ sera dada por 
x+ = A+b. 
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Definição 2.8. PSEUDOINVERSA DE UMA MATRIZ A 
Seja A uma matriz in x ri e Posto(A) = r. Seja a decomposição em valores 
singulares A = UEVT , com a l ) a2 a,. ) 0_ Então a pseudoinversa A+ de 
A é a matriz it x in 
sendo 
[ E± = ET1 i 0 = 
0 	 1 	 0 
Então, 
A+ = VE+UT , 
C 2 
O 
0.77 1 
O 
1 
0.2 
o 
sendo que E+ possui as últimas ri — r linhas nulas e as últimas in — r colunas 
nulas. 
Observação: 
1) Como E = 
62 
ar 
O 
El I [0 i 
= 
1 
— I — 
0 	 n _ mxn 
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isto 6, E tem as Últimas in — r linha nulas e as ifitimas n — r colunas nulas, 
então EE 4 = 
2) A pseudoinversa de uma matriz A é  única, apesar das matrizes U e V não 
serem (micas, como vimos anteriormente. 
Teorema 2.9. Seja A uma matriz in x n. Seja Ax = b um sistema linear com 
in equaçÕes e ti incógnitas. Então Ax = b tem solução única x+ de quadrados 
mínimos se e somente se posto(A) = ri, sendo x+ = A+1). 
E ainda, se posto(A) < n então existe uma infinidade de soluções de quadrados 
mínimos para Ax = b, e a de norma minima é x+ = A+b. 
Demonstração. 
Seja x E an e b E Rm. Seja a decomposição em valores singulares de A 
A = UEVT, tal que U E Er", VT E Rn" e E e ErzXn . 
Já sabemos que o sistema normal tem solução única se e somente se 
posto(A) = 
Assim, basta mostrarmos que x -+ = A4b é sempre uma solução do problema 
de quadrados mínimos. 
E suficiente mostrarmos que x4" = il+b satisfaz ATAx = ATb. 
Vejamos: 
ATAx + = ATA(AI)) = (UEVT)T(UEVT)(VE+ UT)b = 
= VET UT UEV TVE ±UTb = VET EE±UT b = 
=VETUTb =ATb 
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Baste modo temos que ATAx+ = A Tb , ou seja, x+ é solução do sistema 
normal. 
Logo x+ = A±b é uma solução de quadrados minimos, e é iinica se e somente 
se posto(A) = 7/. 
Agora vamos considerar posto(A) = r 71. 
Sabemos que uma solução de quadrados mínimos minimiza 11b — Ax11 2 e que 
I lb 
 AxII 2 = I lb  UEVTx11 2 . 
Já que b — UEVTx é um vetor e, pela propriedade 1,22, U preserva a norma, 
e como UT = U-1 , temos que 
11b — UEVTx II 2 II UT  (13 — UEVTx)II2 = 11 UTb — UT UEVTx112 
11UTb —EVTx11 2 . 
Seja 
C = 
3 coordenadas de c, e por e2 o vetor com as tiltimas in — r coordenadas. 
[ c2i 
= UTb E Ile; estamos denotando por c 1 o vetor com as primeiras 
Seja 
Y = Y2 = V
Tx EV; estamos denotando por yi o vetor com as primeiras 
3 coordenadas de y, e por y2 o vetor com as atimas n — r coordenadas. 
Portanto 11 UTb — EVTx 11 2 = 	 EY 11 2 
Temos que 
Ey = 
o 
_ Yn. 
sendo que E tem as últimas in — r linhas nulas e as últimas n — r colunas nulas 
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Assim, 
El i 0 
Ey = [ — 
0 	 1 0 
Y1 
YT 
Yr+1 
_ 
ou seja, 
Ey = 
Eiyi 1 
= [ o 
Cr TYr 
o 
o 
As últimas in — r coordenadas de Ey são nulas_ 
Deste modo, 
Então, 
 
c — Ey = 
C1 
Cr 
 
cr+i 
_ ern 
Ci 
Cr 
 — 
— crrYr 
cr+i 
cra 
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CrTYT 
o 
o 
cl — Eiyi I 
c — Ey = 
C2 
Portanto, lib 
- Ax 11 2 -= 	 - EYM2 com c - Ey dado acima. 
Mas, 
E 
	
llc_ Eyll2 = 
	
(ci - aiM) 2 + E c. 
rn 
i=1 	 i=r•-1- 1 
Logo, minimi7ar 11b - Ax11 2 é o mesmo que minimizar a expressão dada acima. 
Como o vetor c2 não depende de x, segue-se que 11b - Ax11 2 é minima quando 
E (ci - CiYi) 2 = 0, ou seja, quando e1 - E1y1 = 0_ 
CE 
Isto ocorre, se y, 	 i= 1, 	 r. 
Ci  
Em termos matriciais, para que c1 - 	 = 0, devemos ter yi = (Eir l c1 ; 
isto 6, y é um vetor da forma 
y = [ Y2 
Logo, para que 11c - Ey11 seja minima, y deve ter a forma acima; as coorde- 
nadas de y2 assumem qualquer valor. 
Como y =VTx, segue-se que x = Vy- 
Logo, uma solução de quadrados mínimos de Ax = b é da forma x = Vy com 
[
(E1) -' 
Y2 
Fazendo y2 = 0, segue-se que 
x =v 	 = v o 	 o 
O 
= VE+ UTb =Ab. 
o 	 o 
Y = 
x 
Cr YT 
o 
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Logo, A+b é uma solução de quadrados mimmos que denotaremos por x+, ou 
seja, 
x+ = A+b 
Seja z outra solução de quadrados minimos. Então 
(Erc z =Vy =V [ i 1 1 , sendo que neste caso temos que fazer y2 O. 
Y2 
Deste modo 
11 2 = 	 = IIy 2 
 = M (E1) -1 C 111 2 	 11Y2 11 2 > (E1)-1  e' H2  = 11 X+ 11 2 • 
Logo, x+ obtida acima é a solução de quadrados mínimos de norma minima_ 
O 
Exemplo 2.7. DETERMINAR A SOLUÇÃO  ÓTIMA DE QUADRADOS MÍNIMOS DO 
SISTEMA 
—3x±y=5 
6x-2y=3 
6x — 2y = 1 
Seja a matriz 
—3 1 	 5 
A = [ 6-21 	 e 	 b = [ 
1 
3 
6 —2 3x2 
As colunas de A são linearmente dependentes, logo posto(A) = 1. 
Podemos também escalonar a matriz A obtendo a matriz na forma escada 
[ 1 
0 0 	 , isto 6, posto(A) =1 < n = 2 . 
0 0 
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A+ = 
31 r- 
-1(3 A/7 	 - J —10 v 10 
	  0 01 
1 	 3 	
30.-01 
	
0 	 0 0 
-VW) 10 	 _ 
Portanto existe uma infinidade de soluções de quadrados minimos. 
Deste modo resolveremos o problema de quadrados  mínimos através da pseu- 
doinversa da matriz A. 
Seja a decomposição abaixo a decomposição em valores singulares de A. 
 
	
1 2 	 2 - 
	
-5 3 	 3 
	
2 	 1 2 
3 
	
2 	 2 	 1 
	
5 	 3 	 3 _ 
   
   
A= 
3-1f.0 0 1 
0 	 0 
0 	 0 
 
   
    
Seja 
1 2 	 2 
3 
	
2 	 1 2 
3 -5 3 
	
2 	 2 	 1 
	
3 	 3 - 3 
    
    
    
= 
30-.0 0 1 
E = 	 0 0 
0 	 0 
0 0  
e  VT =  
 
    
     
     
Da definição 2.8 obtemos: 
E+ = [ 	  
0 	 0 0 2x3 
Já que A+ = VE+UT , temos que 
1 2 2 	 - 
- 5 5 5- 
2 1 2 
5 - 5- 5 
2 2 
5 5 -5 
Logo, 
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1 	 1 	 1 
30 15 	 15 
A+ = 
1 	 1 	 1 
-90 - 45 	 45_ 
Pelo teorema 2.9 temos que a nossa solução tem a forma x+= A±L) 
Assim, 
- 	 1 	 1 	 1 - 
-30 15 	 15 
[ 351 = 
 
  
1 	 1 	 1 
_ (T) _ — 45 	 45_ 
 
1 
30 
   
é a solução ótima de quadrados mínimos, ou seja, x+ é a solução de norma 
minima do sistema dado. 
Teorema 2.10. Seja A uma matriz de ordem n x n inversivel. Seja 
posto(A) = r. Então A+ = A-1 ,ou seja, temos um caso particular da pseu-
doinversa para matrizes quadradas e inversfveis. 
Demonstração. 
Pelo teorema 1.29, as colunas de A são linearmente independentes, ou seja. 
posto(A) = r = n. 
Sabemos que A =- UEV T . 
Como Aénx n, temos que U, E e VT são matrizes de ordem n x n. 
Assim, pelo teorema 1.21, U e V T são matrizes ortogonais, ou seja, pela 
definição 1.20, 
UT = U-1 e V T = V-1 
Já que det(A) $ 0 temos que 
det(A) = det(UEVT) = det(U)det(E)det(V T) 0_ 
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Pelo teorerna 1_20, det(U) = det(VT)= ±1. 
Deste modo, 
det(A) = det(E) 0, isto é, E é uma matriz inversivel. 
Portanto, E é uma matriz diagonal, tal que o-2. 0 0, i = 1, 72. 
Logo, 
= (UEVT) -1 = (VT)-1E-111-1 = VE -1 UT = 
1 O 
UT = A±. = V 
O 
E também possível definir A± por suas propriedades algébricas. Essas pro-
priedades são dadas nas condições a seguir. 
Teorema 2.11. Seja A uma matriz in x n Então existe uma única matriz 
X de ordem n x in que satisfaz as seguintes condições: 
1. AXA = A 
2. X AX = X 
3. (AX) T = AX 
4. (XA.) T = X A 
Essas condições são chamadas de Condições de Penrose. 
Demonstração. 
Seja X = A+ = VE±UT  
Então temos: 
1. AAA = UEVT(VE+U T )UEV T = UEE±EVT = UEV T = A 
2. A+21A+ = VE±UT (UEV T )VE ±UT = VE+UT = A+ 
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3. (AA+)T =-- (UEV T (VE+UTDT = (UEE+UT) T = (U(P)T = (/) T = I 
AA ± =UEVT(VE±UT) = UEE+UT = UUT = / 
4. (AA)'  = (VE+UT (UEVT ))T = (VE+EVT ) T = (VV T )T = (/)T = / 
AA = VE+UT (UEV T ) = VE+EVT = VV T = / 
Como vimos, X = A+ satisfaz as condições de Penrose_ 
Suponha que exista uma matriz Y que também satisfaça tais condições. 
Deste modo temos: 
y a yAy y Myy = yyT AT yyT (AK = y (yT AT)(xT AT) = 
=Y (AY)T(AX) T L Y AY AX Y AX 
Por outro lado temos: 
X a XAX (XA) T X = AT XT X a (AY A) T X T X = (A TY T )(A T X T )X 
= (Y A) T (XA) T X al Y AXAX  YAK  
Logo X = IT 
Portanto X = Y = A+ é a tinica matriz que satisfaz as condições de Penrose_ 
o 
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Conclusão 
0 método de quadrados mínimos é muito utilizado em várias areas, como 
na Física Experimental, Astronomia, Biologia, Administração e Estatistica. Já 
existe até mesmo um modelo de quadrados mínimos para a audição humana [1]. 
Para que este trabalho fosse realizado alguns livros foram pesquisados e assim, 
tomei conhecimento da existência de outras técnicas para a  obtenção de decom-
posições de matrizes, visando resolver o problema de quadrados mínimos.  
Essas técnicas são utilizadas para a obtenção de resultados mais precisos. Uma 
dessas ferramentas é o algoritmo de Golub-Reinsch, que é utilizado para obter os 
valores singulares após uma bidiagonalização obtida através de transformações 
de Householder_ Entretanto, essas técnicas mais refinadas não foram estudadas 
aqui, e exigem um conhecimento maior de análise numérica. 
Para completar, o trabalho que aqui se conclui exigiu que se aprendesse a 
utilizar o editor Scientific WorkPlace, o software gráfico Origin e alguns comandos 
do Maple, os quais contribuíram para uma melhor formação em informática. A 
experiência desta pesquisa trouxe  benefícios principalmente pelo aprendizado na 
produção de relatórios matemáticos e pelo aprofundamento dos conhecimentos 
adquiridos em Algebra Linear, especialmente do Método de Quadrados Mínimos. 
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