Abstract-Synthetic aperture radar (SAR) has been intensively used for sea-ice monitoring in polar regions. A computer-assisted analysis of SAR sea-ice imagery is extremely difficult due to numerous imaging parameters and environmental factors. This paper presents a system which, with some limited information provided, is able to perform an automated segmentation and classification for the SAR sea-ice imagery. In the system, both the segmentation and classification processes are based on a Markov random-field theory and are formulated in a joint manner under the Bayesian framework. Solutions to the formulation are obtained by a region-growing technique which keeps refining the segmentation and producing semantic class labels at the same time in an iterative manner. The algorithm is a general-segmentation approach named iterative region growing using semantics, which, in this paper, is dedicated to the problem of classifying the operational SAR sea-ice imagery provided by the Canadian Ice Service (CIS). The classified image results have been validated by the CIS personnel, and the resulting classifications are quite successful using the same algorithm applied to diverse data sets.
I. INTRODUCTION

S
YNTHETIC aperture radar (SAR) has been intensively used for sea-ice monitoring in polar regions and has been found to have important applications in both scientific and operational activities such as climatic research and ship navigation. In the Canadian Ice Service (CIS), daily ice charts are produced based primarily on RADARSAT-1 SAR sea-ice images. Other sources for producing daily ice charts include ERS-2, NOAA_AVHRR, SSM/I & OLS, QuikSCAT, and previous-day ice charts. Ice charts are sent to coast guards and merchant ships for route planning in sea-ice-infested regions. In producing an ice chart, ice analysts decompose the image into polygon regions, with each polygon representing a visually homogeneous area in the SAR image. A symbol called the egg code, defined by the World Meteorology Organization (WMO) [1] , is then assigned to each polygon region, summarizing the information about the type, concentration, and floe size of each ice type existing inside the region. Operationally, this analysis is done manually, and it is limited in throughput, has human bias, and does not classify at a pixel-level resolution.
Computer-assisted analysis is thus desired, the goal of which is to properly segment the image into homogeneous regions and to classify each segmented region with the correct ice type in an automated manner. This will generate an ice map where each pixel is assigned a particular ice type. Unfortunately, significant variations exist with respect to the tone (intensity) and texture appearance of the SAR sea ice due to the complexity of environmental factors and the backscattering and interaction of electromagnetic radiation with the sea ice. Moreover, the existence of notorious speckle noise adds considerable difficulty in extracting the real tone and texture features of the SAR sea ice. The task is thus extremely challenging with respect to both segmentation and classification.
The success of a SAR sea-ice analysis system is thus largely dependent upon its adaptivity to the variable tones and textures of the SAR sea ice. On the other hand, models that are relatively insensitive to the tones and textures are needed for robust descriptions of the ice types. The two issues are associated with the two processes, respectively: the low-level unsupervised segmentation on image pixels and the high-level supervised classification on segmented regions. In the latter, features other than the tone and texture need to be efficiently incorporated, as suggested by the success of human operators in discriminating the ice types using additional high-level knowledge such as floe shape and existence of fractures. Computing such features requires the low-level segmentation to produce correct regions neither oversegmented nor undersegmented. Such a balance is difficult to achieve due to the complexity of the sea-ice scenes, and hence, guidance by the high-level supervised classification is desirable for the low-level-segmentation process.
Such a bidirectional relationship between the segmentation and classification has not been explored before in the SAR seaice field. Except for a number of supervised studies [2] - [7] that directly assign each pixel with an ice-type label, most existing publications [8] - [11] deal only with the segmentation task without considering further classification of the segmented regions. As such, the features utilized in all those methods are limited to tone and texture. Some systems [12] - [15] have integrated a classification process but in a postprocessing manner that does not allow the segmentation process to benefit from the incorporation of various high-level features in the classification process.
This paper aims at designing a computer-based analysis system in support of the CIS operations. The system, with the egg code provided, performs an automated joint segmentation and classification of the corresponding polygon region in RADARSAT-1 sea-ice images. Both the segmentation and classification processes in the system are based on the Markov 0196-2892/$25.00 © 2007 IEEE [1] random-field (MRF) theory [16] and are formulated in a joint manner under the Bayesian framework. A solution to the formulation is obtained by a region-growing technique which keeps refining the segmentation and producing semantic class labels at the same time in an iterative manner. The algorithm is named iterative region growing using semantics (IRGS) [17] . Novel methods to include domain-specific knowledge are developed, integrated, and applied, and also, the features are efficiently combined to produce successful segmentation and classification of the SAR sea-ice imagery.
In the analysis process, the egg code is provided to the system, giving information about the number of classes and the associated ice types. As such, the system is not fully automated. However, the egg-code information significantly reduces the solution space and is beneficial to the reliability of the system. We currently deem this semiautomated analysis process to be more robust and, hence, more practical than the fully automated ones. The IRGS outputs pixel-based maps that are impractical for the CIS analysts to produce, and such a product would be a meaningful progress for CIS operations [14] .
The next section gives a background of the SAR sea-ice analysis research. The IRGS method is then described in Section III and applied to the SAR sea ice in Section IV. Section V presents the experiments and discussions. Section VI presents the summary and future work.
II. BACKGROUND
A. Sea-Ice Types and Chart
Sea ice is generally a mixture of freshwater ice, brine, and air. Based primarily on the age and thickness of the ice, sea-ice types are defined by WMO [1] and are summarized in Table I. Regional ice conditions are then represented by an ice chart. In an ice chart, each outlined region is associated with an egg code which is an oval-shape symbol that contains numerical information about the type, concentration (percentage of area coverage), and floe size of each ice type existing in the specified region. A detailed description can be found at the CIS website [18] . Digitized ice charts have also been used as input to the SAR classification in [19] .
B. SAR Sea-Ice Backscatters
A satellite SAR system is able to provide a continuous and regular imaging of the ice-field-overextended areas and, hence, has become a very important tool for sea-ice monitoring in many ice services around the world (i.e., Canada, U.S., and Northern Europe). For example, the primary source for sea-ice analysis in the CIS is the RADARSAT-1 ScanSAR Wide mode data acquired using a SAR instrument operating at C-band (5.3-GHz 5.6-cm wavelength) with HH polarization. The images have a swath of 500 km and have a resolution of 100 m, providing a large and yet sufficiently detailed coverage of vast ocean expanses.
The SAR backscatter is mainly dependent on two factors: the electrical property of the target ice and the roughness of the ice surface [20] . The two factors are the functions of numerous environmental variables including temperature, salinity, wind condition, ocean currents, rate of freezing, history of melting, existence of snow cover, and intrusion of sea water. Measurement of the surface roughness is also greatly influenced by the wavelength, polarization, and incidence angle of the transmitted signal [21] . Modeling of the SAR backscatters of sea ice is thus extremely difficult and becomes even more complex with the existence of speckle noise. There are many speckle-noise filters [22] - [26] in the research literature, but the filtering would possibly break down the texture details and blur the ice-region boundaries. Methods for alleviating incidenceangle fading effects have also been studied [27] , but this is an unresolved problem since the fading effect on the backscatter is a function of the ice type.
C. Review of SAR Sea-Ice Analysis
Early research on computer-assisted SAR sea-ice analysis focused on the study of tone and texture features. Mostly in a supervised manner, these efforts compared the SAR seaice tone and texture, and generally investigated the different parameters and statistics of gray-level cooccurrence matrix (GLCM) textures [2] , [3] , [6] , [7] , [28] , [29] . Some more recent papers use unsupervised segmentation techniques as they can theoretically adapt to the varying backscatters of the SAR seaice imagery more effectively. Soh and Tsatsoulis [11] applied a dynamic-thresholding and spatial-clustering algorithm to the SAR sea-ice tone. Samadani [10] modeled the tone with a mixture of gamma distributions. Clausi and Yue [8] performed clustering on GLCM and MRF texture features. Karvonen [12] developed a system based on a pulse-coupled neural network. Soh et al. [15] chose a watershed and region growing for the segmentation part of a complete analysis system named ARKTOS. Deng and Clausi [9] implemented an MRF model to account for the spatial relationship among pixels for producing segmentation results less sensitive to the SAR speckle noise. Yang et al. [30] applied a region-based MRF to polarimetric SAR sea-ice data.
Such research does not typically deal with the classification, namely, the assignment of segmented regions to specific icetype labels. The classification task, as it is domain-specific, often requires the integration of numerous domain expert knowledge and involves the design of an expert system. Various expert systems, knowledge-based [31] - [34] or probabilisticbased [35] , [36] , can be found in the literature for different applications, and one relevant work to SAR sea ice is the ARKTOS system [15] . The ARKTOS system generates facts based on the attributes computed from the segmented regions and uses the Dempster-Shafter theory for the inference of facts. The map-guided MAGSIC [14] is another SAR seaice classification system, which accumulates evidence for ice typing by exploring a correlated information between the eggcode regions in the ice chart. MAGSIC uses [9] to segment each polygon SAR region.
III. ITERATIVE REGION GROWING USING SEMANTICS (IRGS)
Traditionally, the segmentation and classification (if any) are performed separately, with the classification as a postprocessing of the segmentation. A substantial deficiency of such a simple unidirectional link between the two processes is the fact that the segmented regions may not match the real objects well enough for an accurate subsequent classification. In fact, segmentation is generally not a stand-alone problem, but ill-posed if not associated with some constraints, which can be defined from an implicit or explicit interpretation (classification). Therefore, the classification needs to be able to guide the segmentation, and hence, a bidirectional relationship between the two is desired.
The applied method here is called the IRGS and is based on [17] . A more extensive description of the segmentationonly component is presented in a chapter by Yu [37] . The method is characterized by a gradually increased edge penalty (with the difference of penalty between weak and strong edges being gradually reduced) in the objective function and a regiongrowing segmentation controllable by a labeling process. We extend such a general-segmentation method to the SAR seaice analysis by integrating a SAR sea-ice specific classification into the labeling process and by building a bidirectional relationship between segmentation and classification. The system thus allows the segmentation to benefit from the incorporation of various high-level features, such as the shape of ice floes and existence of fractures, which have been important in the operational human analysis of SAR sea-ice images. In this section, the segmentation component is described, and in Section IV, the classification, as it pertains to the SAR sea-ice imagery, is also described.
A. Markov Random Field (MRF)
The MRF [16] provides a method of modeling the joint probability distribution of the image sites in terms of local spatial interactions. In an MRF, each site s ∈ S is related to others via a neighborhood system η s . A random field X is an MRF on S with respect to the neighborhood system η s if and only if
where X is the configuration space of random field X. By the Hammersley-Clifford theorem [38] 
where C is the set of cliques which are defined as the sets of mutually neighboring sites, V c (x) is the energy of configuration x on clique c, E(x) is the total energy of configuration x, and Z is the normalizing constant. The clique-energy functions model the interactions among pixels in a neighborhood. By defining different forms of clique-energy functions, various MRFs are designed. The image-segmentation task can be formulated as a maximum a posteriori problem in which maximizing the a posteriori P (x|y) gives a solution. Here, y = {y s |s ∈ S} represents all pixel values on the image lattice S, and x = {x s |s ∈ S} represents the class labels on S. By the Bayes' rule, this is equivalent to maximizing p(y|x)P (x) in which the prior P (x) is typically modeled by an MRF [9] , [16] , [39] , [40] to incorporate a spatial-context information. For this purpose, a multilevel logistic (MLL) model has been popular [39] whose clique energy is defined as
where s and t are the neighboring sites forming a pair-site clique, and β is a positive number. With such a model, the prior P (x) is large if a local neighborhood region is dominated by one single class and small, otherwise. Based on the assumption that the value y s of each pixel s is a constant gray level (related to the corresponding class label x s ) corrupted by an additive independent noise, a Gaussian feature model can be used to give an analytical expression of p(y|x). The formulation of the segmentation task then becomes
where µ x s and σ 2 x s are the mean and variance of all pixel values in class x s , and δ(·) is the Kronecker delta function.
B. Incorporating Edge Strength
The traditional MRF segmentation model is initiated by assuming that each pixel has a random label assigned to it. Here, a region adjacency graph (RAG) is employed [16] to save computation time to assist proper initialization that helps to lead to a globally optimal solution and because region statistics are less sensitive to outliers. A watershed algorithm [41] is run to generate a preliminary oversegmented system, and the RAG is built using the watershed result. Each node in the RAG represents a region (an independent spatial grouping of pixels), and each link represents the common boundary between the regions. The edge strength between for each adjacent region pair is used in the segmentation and classification approaches.
Applying a greater penalty to weak edge and a lesser penalty to strong edge is possible instead of penalizing equally for all boundary-site pairs as in (4) . With a penalty function defined as
the IRGS method uses a sequence of objective functions in (6) (with K increasing) to approach to the segmentation formulation of (4) from the standard Gaussian mixture problem
The IRGS segmentation is an iterative process. At each iteration, the solution to the objective function (6) for a given K is obtained by a region-merging process and a region-based labeling. The merging criterion is [17] 
where Ω i and Ω j are the two regions, Ω k = Ω i Ω j , and ∂Ω i is the set of boundary sites of Ω i (i.e., ∃t ∈ η s , x s = x t ). If δE gives a negative value, Ω i and Ω j can be merged, and if δE produces a positive value, Ω i and Ω j will not be merged. When the region-merging process is completed (i.e., no remaining region pairs satisfy the merging criterion), a RAG [16] can be updated from the obtained regions. An MRF based on the RAG is used to model the region-based labeling process, and the corresponding single-node clique-energy function is
and the pair-node clique energy is
where x i is the label of region Ω i . Finding the global minimum of the summation of the above energies over the entire RAG, which is exactly (6), gives a labeling for the current iteration. A greedy combinatorial optimization process is applied.
C. IRGS Algorithm
The overall algorithm of IRGS is described in Table II . At first, an initial RAG is built based on a deliberately oversegmented result [41] . Random labels are then assigned to each node, and the iterative process begins with the feature-model parameter estimation based on the current labeling. Regionmerging and labeling processes are then performed during each iteration, and when completed, a new iteration begins with an increased edge penalty. The iterations continue until a maximum number of iterations 1 have been reached. It should be noted that the two regions Ω i and Ω j are not allowed to be 1 We set it to 100, and our experiments all converge (no further configuration changes of x) within 80 iterations. merged if they do not have the same label, the purpose of which is to suppress the merging between parts of different objects that have weak boundaries in between. This concept is known as semantic region growing [42] , [43] , and similar ideas also exist [44] . Here, the merging and labeling are iterative and, as such, is referred to as IRGS. Although the labeling process modeled by (8) and (9) has no semantic meanings, it is possible to replace it with a domain-specific labeling process and to integrate highlevel knowledge. This is presented in the next section.
IV. IRGS APPLIED TO SAR SEA-ICE IMAGERY
For the classification of SAR sea ice, the domain knowledge includes tone (intensity), texture, shape, and existence of fractures. Thicker ice generally has brighter tones than thinner ice types within the same image, but such a tendency is not reliable due to the influence of factors such as snow cover, surface roughness, and incidence variations.
Texture has the potential to be relatively insensitive to incidence variations and has attracted most of the attention in the SAR sea-ice community. Two kinds of textures, microtexture and macrotexture, are possible for ice identification. An example is shown in Fig. 2(a) . Here, the water and land areas are found predominantly in the bottom middle of the scene. Regions that are relatively dark, containing brighter lines (ice ridges caused by pressure), are gray-white ice, and the rest of the regions represent gray ice. The gray ice has noticeable coarser microtextures, whereas the gray-white ice is characterized by macrotextures formed by dark floes and bright ridges. However, microtextures are often masked by speckle noise, and macrotextures are heavily scale-dependent. Descriptive (with respect to ice types) and reliable features are difficult to extract for both kinds of textures. In this paper, texture is not considered.
A more robust feature used extensively by ice analysts is the floe shape. Thicker ice typically has well-defined elliptical floes. For example, as shown in Fig. 4(a) , it is dominated by two ice types (medium first year and thick first year). The thick first-year ice, although thicker than the other, is relatively dark. The identification of thick first-year ice thus cannot be based on the tone feature but on the existence of welldefined floes. Existence of fractures is another possible feature. Although it is not definite that the occurrence of fractures indicates thinner ice types, thin ice types such as gray and gray-white are often observed to have leads (long narrow fractures that ships can navigate through). In Fig. 2(a) , dominant leads are clearly visible in the thinner gray-ice region.
In this section, the above domain-specific knowledge is incorporated in the labeling steps of the IRGS process also by means of clique-energy functions. In addition to the generalsegmentation clique functions (8) and (9), new clique functions are designed to give decreased values if the corresponding classification of the regions tends to be consistent with the measurements and domain knowledge [35] .
A. Tone
The simplest unary property of a segmented region is the mean of the tone. However, tone is sensitive to environmental factors and imaging parameters. The SAR backscatter for various ice types has high intraclass variance, making distinction based on the absolute backscatter not possible. We have noticed, however, that there is more useful information based on the relative difference of tone rather than the absolute value, and hence, this information is more appropriately represented by a pair-node clique function rather than a single-node cliqueenergy function. The negative logarithm of the distribution of the tone difference is a reasonable choice for the form of the corresponding clique-energy function. However, this requires extensive training which is limited by the availability of ground truth data. A much simpler clique function is used here, namely
where y
is the mean tone of region Ω i , and C (td) is a positive number experimentally set. L ij is the length of the boundary between regions Ω i and Ω j and is included in this clique-energy function based on the intuition that the importance of a binary relation between two neighboring regions should be related to their common boundary length. Therefore, all pair-node clique-energy functions are weighted by this common boundary length. Similarly, the importance of a region is related to its size, and thus, all later-presented single-node clique energies are weighted by the region size (N i ).
B. Shape
Two shape features are used. The first shape feature identifies elongated shapes and is used to describe leads. The lead-shape feature is measured by y (ld) = l cross /l max , where l max is the long side of the minimum bounding rectangle, and l cross is the minimum crossing length of the segmented region in the direction normal to the long axis of the rectangle. These are shown in Fig. 1 . A detailed computation formula for the bounding rectangle can be found in [15] . Within the range [0, 1], y (ld) has a low value if elongated and a high value when not elongated. Based on this feature and certain threshold C (ld) 2 , it is then possible to determine whether the shape is elongated. We make the corresponding clique-energy function soft and define it as in (11) 
The other shape feature is a measure of the fit of a region to an elliptical shape. For each segmented region, a simple ellipsefitting algorithm is first applied. Suppose that the orientation of the computed bounding rectangle (the angle between the long axis and the horizontal direction) is denoted by θ. The long axis a and short axis b of the ellipse are, respectively a = 2 u 20 cos θ 2 + 2u 11 sin θ cos θ + u 02 sin θ 2 (12) b = 2 u 20 sin θ 2 − 2u 11 sin θ cos θ + u 02 cos θ 2 (13) where u 20 , u 11 , and u 02 are the typical second-order moments of the segmented region [45] . The center of the ellipse is set as the centroid of the region. It is then straightforward to compute for each region Ω i the ellipse-fitting error with respect to the boundary sites ∂Ω i as
where D(s, e i ) is the Euclidean distance between the boundary site s and the nearest site of ellipse e i . We then hypothesize that, for the image being analyzed, one or more ice types are characterized by ellipse-shape floes that make them different from other types (including water if there is) existing in the image. This hypothesis is tested by binary (floe versus nonfloe) clustering and a thresholding on the resulting Fisher criterion J [46] . The corresponding clique energy is defined as follows:
where N i is the number of pixels of region
is a positive number, and C (el) 2 is the threshold in determining whether the 
where Thick(x i ) is the thickness of ice type x i , T is the set of possible ice types in the current image (given by the egg code), and | · | denotes cardinality. That is, O x i gives the order of the ice type x i by increasing the thickness among all ice types existing in the current image. This function gives a decreased energy for floe regions belonging to thicker ice types subject to the existence of the two-cluster (floe versus nonfloe) problem, which is to make sure that the current image does have both floe and nonfloe regions, and hence, the incorporation of ellipseshape information is helpful. Two features are involved in the two-cluster problem. Besides the ellipse-fitting error y is also introduced and computed as the average of gradient magnitude along the region boundary ∂Ω i . These two features jointly describe a well-defined floe. The clustering process is described in Table III . The Fisher criterion J obtained at the third step in the table is then used in (15) , and the corresponding linear discriminant is used for further clustering of individual regions into floe and nonfloe types.
The most common reason for the failure of shape-based analysis methods is the fact that image segmentation often generates either oversegmented or undersegmented region that does not match well with the real objects. It is thus important to make sure that the above clustering is performed on the right scale so that such a floe-versus-nonfloe discrimination is valid and efficient. Fortunately, the IRGS produces intermediate results of different scales, and hence, it is theoretically possible to select and preserve good results during the iterations. As shown later in Section IV-D, the incorporation of domainspecific classification into the IRGS process causes a new overall objective functions other than the original (6), and the resulting merging criterion inhibits the undersegmentation phenomenon caused by merging between floes.
C. Cooccurrence of Classes
The cooccurrence of classes is another important binary relationship. Although generally applicable, in this paper, such cooccurrence information is for describing the existence of leads in ice floes only. The system considers the lead as a separate class and incorporates the cooccurrence knowledge into a pair-node clique energy as follows:
where C (co) is a positive number, L ij is the length of the boundary between the regions Ω i and Ω j , as indicated by (10) , andÔ x i is the order of the ice type x i by decreasing the thickness among all ice types (excluding new ice) existing in the current image.
D. Overall Energy and Optimization
The overall energy of the SAR sea-ice analysis system is
where
is the energy related to low-level segmentation as per (6) and
is the energy related to the high-level classification. In (20), G is the RAG, and E is the set of cliques defined over the edges in the graph (i.e., a pair of sites i, j forms a clique if i and j are connected by an edge). The computation of E high involves the region size N i and the boundary length L ij , as per (10), (11) , (15) , and (17). The introduction of N i and L ij makes E high scale proportionally with E low for images of different resolutions. Also, the lead-shape feature y (ld) is scale invariant as it is a ratio, and the ellipse-shape feature y (el) is only used in the floeversus-nonfloe clustering without introducing any resolution sensitivity to the overall objective energy function.
As in the general IRGS algorithm in Table II , the optimization consists of two cooperative processes: the region merging for segmentation and the region-based labeling for classification. For SAR sea ice, both processes aim to reduce the overall energy in (18) . The merging criterion of (7) is changed to (21) and the labeling process updates for each region i the class label x i , which satisfies the following equation: Compared to (7), the merging criterion of (21) considers the shape of the regions in addition to the regional homogeneity and boundary strength. For example, if both Ω i and Ω j are well-defined floes with a moderate length of common boundary, the merging result Ω k is likely far from the ellipse shape and, hence, is grouped in the nonfloe cluster. The related energy difference
is relatively high. Thus, this merging operation may be prohibited due to a possible positive energy difference in (21) . The merging is only allowed between regions belonging to the same class and does not change the class label. As such, O x i in (15) is fixed during the merging operations. Therefore, V (el) 1 is only proportional to the region size, no matter which of the two situations in (15) the region belongs to. If all three regions Ω i , Ω j , and Ω k belong to the same one of the two situations in (15), the energy difference in (23) is just zero since the region size of the merging result Ω k is the sum of those of Ω i and Ω j . Thus, the floe-shape information does not play a role in the merging criterion when all the three regions are floes (or nonfloes).
By the same philosophy, the energy difference related to V (co) 2 is always zero. Moreover, if the merging does not change the relative brightness between the neighboring regions of difference classes, which is usually the case, the energy difference related to V (td) 2 is also zero. This is the reason why both V do not show up in the merging criterion (21) . In the region-based labeling process, we first group the regions into several clusters based on their provisional icetype labels from previous runs, as in Table III . It is sometimes necessary to change the labels of all regions belonging to the same cluster together rather than change them individually. For example, at the initial stages of the processing in Fig. 2 , hundreds of small regions exist in the center of the image corresponding to the relatively brighter gray ice. However, such a cluster of regions is labeled as gray-white ice in the first several runs since the tone-difference knowledge indicates that brighter regions correspond to thicker ice. As the iteration continues, the two-cluster (floe versus nonfloe) hypothesis becomes true at a certain scale. Floe information begins to play a role, making it possible for this cluster of regions to change their labels to gray ice. If the labeling is on individual regions, the process will be extremely slow and may easily be trapped in an inaccurate configuration. Therefore, we first try to minimize the energy on a region cluster base. This is allowed to be an exhaustive search since the number of clusters is not more than five (in addition to water, the egg-code definition allows at most four different ice types). Individual regions are then investigated, and their labels are updated separately.
The overall algorithm is shown in Table IV .
E. Parameters and Adaptive Weighting
The parameters for clique-energy functions are selected by trial and error. Here, the trial range of weights C (td) , C
1 , C (el) 1 , and C (co) is set around one ([0.1, 10]) so that the importance of the corresponding clique-energy functions is ap -TABLE IV  ALGORITHM OF THE SAR SEA-ICE IRGS ANALYSIS   TABLE V  SUMMARY OF THE CLIQUE-ENERGY PARAMETERS  FOR HIGH-LEVEL CLASSIFICATION proximately at the same level as that of the segmentation energy in the overall objective function in (18) . The two thresholds C have physical meanings and are adjusted around intuitively reasonable values. In the trials for each parameter, only the corresponding energy function is used, and all others among (10), (11) , (15) , and (17) are taken out. Two SAR seaice images have been selected for the trials, and the obtained best parameters have been found applicable to all other 17 images tested in our experiments. The parameter values are summarized in Table V . The sensitivity of the overall solution to these parameters is reasonably low since the parameters can be adjusted around the selected values within a moderate range without changing the essence of the final result. For example, the range [0.2, 2] for C (el) 1 produces similar results. In practice, we may want to have a variable weighting instead of a constant weighting between the segmentation and classification energy terms [47] , or between different expert knowledge. For example, tone information is more reliable than others (e.g., shape) at the early stages of the process when the obtained regions are highly probable to be oversegmented. Therefore, we multiplied the two tone-related clique-energy functions V 1 (·) and V (td) 2 (·) with a weight, which decreases with increasing iterations, as shown in the following equation:
where W k is the weight for iteration k, and W 0 is an initial value set as 80 in this paper. The weight is lower-limited to one by the equation.
V. EXPERIMENTS AND DISCUSSIONS
The method is tested on 19 SAR sea-ice images, processed and provided by the CIS, of eight different scenes covering various regions such as Baffin Bay, Gulf of St. Lawrence, and Beaufort Sea, and in various seasons as well. They are all acquired by RADARSAT in ScanSAR C-band mode and have a resolution of 100 m (images of 50-m resolution are 2 × 2 blockaveraged by the CIS). Five examples are included in this paper. Due to the difficulty of obtaining the pixel-level ground truth, the experiment results are evaluated subjectively. An online meeting with experts in the CIS was held on April 26, 2006 for such an evaluation. In addition, a comparison is performed (with respect to the segmentation goal) between the proposed IRGS system and a recent SAR sea-ice segmentation approach [9] named (V-MLL) here, which uses a variable weighting between the feature model and the MLL context model.
The egg code is provided as an input to improve the effectiveness and reliability, as mentioned in Section I. However, the only egg-code information utilized by the system is the ice types existing in the egg-code region. An information of concentration and floe size has been ignored because it is highly subjective. Therefore, the system has only the knowledge of the number and names of ice classes. It is also possible to infer from the ice chart other information, such as a coarse estimate of the tone of a specific ice class, by exploring the correlations between the various egg-code regions of the same ice chart [14] . However, the success of such information extraction depends on the correctness and information richness of the ice chart. This paper deals with the individual egg-code region only.
The first test sample is shown in Fig. 2(a) . The corresponding task is a three-class segmentation and classification among water, gray ice, and gray-white ice. The center of the bottom is land, which is excluded from all computations and is represented by white regions in Fig. 2(b)-(f) . The dark region surrounding the land is water. Regions having dark ice floes with brighter ridges in between are gray-white ice, and the rest are gray ice. The difficulty of this task lies in both the segmentation and the classification parts. The segmentation is greatly influenced by heavy noise and the large intraclass variations of the gray-white ice, whereas the classification relies on floe and leads information for correct identification of ice types. The V-MLL gives a highly oversegmented result in Fig. 2(b) , and many dark gray-white ice floes are mistakenly assigned the same label as the water. The IRGS system gives a satisfactory segmentation result in Fig. 2(f) , having achieved a good balance between region consistency and detail preservation. In the result, those bright lines show the boundaries of floes detected during the process. Some leads are too narrow to be accurately captured by the initial watershed and, thus, are lost by subsequent merging processes. Although some floes and segments of leads are missing, the detected floes and leads play an important role in correctly distinguishing between gray ice and gray-white ice.
To demonstrate this, intermediate results have been included in Fig. 2(d) and (e). Early stages of the process produce results of similar level of quality as V-MLL, as shown in Fig. 2(d) , if the bright leads in the figure are also considered to be water. Here, the large population of lead labels (even in the water region) is caused by the initial large amount of tiny regions among which some happen to be elongated and dark. Because Fig. 2(d) is too oversegmented (average region size is 149), there is not a distinct cluster of floe regions, and the floe-shape energy (15) is always zero and does not play a role. As a result, the classifications of the segmented regions are mainly based on tone, and the labeling of gray ice and gray-white ice has been mistakenly reversed since the tone energy of (10) always classifies brighter regions with thicker ice types. As more iterations have been completed, tiny regions are merged, and the regions corresponding to floes begin to appear. At iteration 34, some floes are detected, as shown in Fig. 2(e) . However, the population of the detected gray-white ice floes is not yet large enough to reverse the labeling of the gray ice and gray-white ice at this stage. As the process continues, more and larger gray-white ice-floe regions are obtained, and more accurate classifications of the segmented regions are possible. The final result in Fig. 2(f) has preserved most floes detected during all the iterations and distinguished correctly between the gray ice and gray-white ice.
The previous paragraph shows how the segmentation influences the classification. On the other hand, the segmentation is also influenced by the classification in the IRGS process. Fig. 2(c) shows the IRGS result without including the highlevel knowledge clique functions of (10), (11) , (15) , and (17) . This segmentation result is better than that of the V-MLL in producing large homogeneous regions for gray ice and gray-white ice but is inferior in preserving the lead regions. By comparing Fig. 2(c) and (f), it is clear that an improvement in detail preservations has been achieved by incorporating the high-level knowledge that favors semantic meaningful configurations. For example, a lead and a gray-ice region not observed in Fig. 2 (c) appears in the top left of Fig. 2(f) due to the influence of the domain knowledge that favors the elongated shape and dark tone of the lead region and the cooccurrence of gray ice and leads.
For better understanding of the role of various high-level knowledge, different combinations of their clique functions, with others discarded, have been included in the segmentation and classification processes. Fig. 3 shows some examples. In Fig. 3(a) , only the elongated-shape energy (11) is included. As the system knows nothing about whether a lead should be bright or dark, many bright ridges are labeled as leads. For the same reason, there is no information for making decisions for other classes, and hence, the other class labels are randomly determined. Compared to Fig. 2(c) , more details have been preserved for the bright ridges by chance due to the incorporation of the elongated-shape energy which is designed to describe the lead shape. Knowledge of the cooccurrence of classes is then incorporated in Fig. 3(b) in addition to the elongatedshape energy. This knowledge favors the cooccurrence of leads and the thinner of the two ice types-gray ice. Again, bright ridges are mistakenly identified as leads, as in Fig. 3(a) , and the gray-white regions are mistakenly identified as gray since they are neighboring to the identified "leads." Greater preservation of details has been achieved by the incorporation of such knowledge, although the classification is still incorrect. To solve the problem, tone information has to be included, and the corresponding result is shown in Fig. 3(c) . The ridges are no longer mistaken as leads, but the labels of gray ice and gray-white ice are reversed. Correction of this reversal requires floe knowledge, as already mentioned in the previous paragraph. Fig. 4(a) shows another example showing the importance of the floe information. The image consists of two ice typesmedium first-year ice and thick first-year ice. The thicker of the two can be identified by dark well-defined floes and dominates the right part of the image. Again, the bright lines in Fig. 4(c) show that some of those floes have been detected and result in the correct discrimination between the two ice types. It can clearly be found that many visually obvious floe regions are not quite elliptic; thus, our ellipse description of the floe shape is not always suitable. For the segmentation quality, the V-MLL in Fig. 4(b) has preserved more details than the IRGS in Fig. 4(c) . However, it is difficult to conclude which is better due to the unavailability of the ground truth data. Fig. 5(a) consists of three classes-water, new ice, and gray ice. In the gray-ice region, in the bottom of the image, there are some small ice floes with gaps in between. The obtained IRGS result in Fig. 5(b) consists of large regions and does not preserve those gaps well. On the other hand, new ice does not have clear boundaries but ambiguous transition regions to water. The quality of the details in the new-ice regions is difficult to evaluate due to the ambiguity of those classes. In the bottom-right corner, the relatively brighter water region (probably caused by wind and incidence-angle effects) is separated from the surrounding darker water and is classified as new ice. Correct identification of this water region probably needs to rely on other features, for example, textures, as the textural appearance of this water region looks quite similar to the large water body in the left of the image. Another possible scheme is to divide the open water into two classes: one rough and one smooth. These concepts are planned as part of future work.
Two other examples are shown in Figs. 7 and 8 , respectively. Subjectively, satisfactory segmentations have been obtained, and correct ice identifications are achieved. An error has occurred in the bottom-right corner of Fig. 6 , where the multiyear ice is relatively dark due to snow cover and has been mistakenly labeled as gray ice.
Since the IRGS is region-based and the number of regions keeps decreasing by the merging process, the computation speed is much faster than the pixel-based methods such as V-MLL. For the tested images, the average execution time by IRGS is 94 s, whereas that of the V-MLL is 338 s for the same number of iterations on a Toshiba laptop of P3 800 MHz with 128MB RAM. These are both within the range of acceptable classification times in support of operational ice mapping.
VI. SUMMARY AND FUTURE WORK
We present in this paper a joint segmentation and classification system for SAR sea-ice analysis. The segmentation algorithm is based on a region-growing technique, and the classification is a region-based MRF approach. The two processes are integrated under the Bayesian framework, with both aiming at reducing a defined energy. The interactions between the two are bidirectional by letting the classification result to have some degree of control on the region-growing process. Various lowlevel features and high-level knowledge can hence be efficiently combined, and the system performs successfully with the tested SAR sea-ice images.
The proposed system performs the solution searching in a bottom-up manner on the hierarchical structure established during the process. More accurate results could also be obtained with a subsequent top-down searching and adaptive updating of the structure. Also, the ice-floe-shape descriptor may be improved by a more general class of curves [48] .
All experimental results are evaluated subjectively due to the difficulty of obtaining the pixel-level ground truth. The human expert interpretations agree with the experimental results. Although such an evaluation is qualitative, our system is a practical solution to the identifications of difficult ice types, such as gray ice and gray-white ice, which, to our knowledge, has not been explored before. Future works are required for quantitative evaluations.
