The feed forward neural network which is a model of the cerebral neural network has in-built fault tolerance. The conventional back-propagation algorithm reduces errors between the learning examples and the output of a multilayer neural network (MNN). However, it is not assured that the MNN behaves in the same manner when faults occur. For these reasons the study of fault tolerance in artificial neural networks (ANN) is valuable. The method proposed here improves the fault tolerance of the feedforward network to stuck-at-faults of weights by manipulating the activation function. Using this technique the average recognition rate is found to be 80%. This technique has the advantage that no extra hardware is required and that the complexity of the network is not increased. Also the computation time and learning cycles are reduced as there are no weight relevance calculations. This fault tolerance technique can also be suitably used for hardware implementation of artificial neural networks along with other redundancy methods.
INTRODUCTION
With advanced VLSI technology, the neural networks, consisting of large number of neuron and weighted links are implemented into a large chip or silicon plane to obtain high computational performance. The artificial neural networks (ANN) are inspired by natural neural networks in the human brain and consist of distributed processing elements with each node contributing to the final output response. Neural networks (NN) are very promising computational approach due to their high capacities in modeling and solving complex problems [1] .
Neural networks can be implemented using either analog or digital hardware [2] . The digital hardware implementation is most commonly used because it has several advantages like simple to design, higher accuracy, better repeatability and testability, lower noise sensitivity and better flexibility. In digital hardware implementation of NN, Field Programmable Gate Arrays (FPGAs) are used because they can be reconfigured by the user.
Fault tolerance is an important property of artificial neural networks, largely relevant for critical applications like aerospace (to develop high performance aircraft autopilot, autopilot enhancements, aircraft component) and defense (for weapon steering, target tracking, object discrimination) [3] . Since artificial neural networks are inspired by the human neural system, they are considered to be inherently fault tolerant since the later continues to function in spite of losing as many as 10 neurons per day. Fault tolerance is therefore a desirable property and is believed to be an intrinsic property of artificial neural networks. Although neural networks are robust to failures, neurons affecting outputs that control critical devices must be reliable. Failures of these neurons may cause incorrect signals to be sent to these critical devices. However, this inherent fault tolerance of neural networks needs to be enhanced by providing an efficient and practical method of built-in fault tolerant mechanism. The methods for improvement of fault tolerance of neural networks are divided into two main classes namely modifying training algorithm and hardware redundancy methods. In this paper, the potential calculation of neuron is modified and the gradient of the activation function is steepened to improve the tolerance of the network.
In section 2, previous work on fault tolerance of artificial neural networks is reviewed. In section 3, a simple, practical and efficient technique to improve the inherent fault tolerance of feed forward neural networks is explained. The simulation results and discussions are presented in section 4. In section 5, a summary and conclusion is given.
LITERATURE REVIEW
Techniques that prove the fault tolerant nature of feedforward neural networks is found to be limited in the literature [4] . The work by many researchers indicated that ANN is not fault tolerant always. The back propagation (BP) method was one of the earlier learning algorithms that were introduced to overcome the problem of structural credit assignment in a multilayer perceptron (MLP) network. It has been used to such an extent that a clear distinction between the architecture and the training algorithm has been lost in many cases. In BP, during training, information is propagated through the network and the obtained output response is compared with the desired (or target) response. The obtained error is propagated backwards through the network and is used to make small adjustments in the synaptic connections. The network is trained repetitively using the BP algorithm until the output error is minimized. But the results show that MLP's trained using BP learning algorithm do not improve their inherent fault tolerance ability [4] . Hence the design of a network with improved fault tolerance had drawn the attention of many researchers.
Nijhuis et al. [4] showed that fault-tolerance behavior is not self-evident but must be introduced by appropriate learning scheme. A. F. Murray [5] proposed a different technique where noise on weights is introduced to improve fault tolerance of network. H. Ito proposed fault injection approach used to train MLP's with virtual faults [6] . M. D. Emmerson and R. I. Damper [7] proposed a method to replicate all neurons in hidden layers of multi-layer perceptions in pattern recognition. D. S. Phatak and I. Koren [8] employed another technique where hidden layer neurons are replicated using the weight summation process. Partial fault tolerance was also introduced wherein they estimate the number of duplications required to tolerant all possible stuck-at faults. Y. Tohma and Y. Koyanagi [9] , and C. P. Fuhrman [10] employed the multiple modular redundancy technique. Several other researchers proposed the learning algorithms which inject intentionally the snapping of wires.
Improvements have been made to BP algorithm and modified BP algorithms were observed to have better fault tolerance. The modified BP algorithm [11] includes three techniques for improving the fault tolerance namely WRTA (Weight restriction training algorithm), MFTA (Multiple-fault training algorithm) and ADP (Addition-deletion procedure). But the disadvantage of the techniques is that extra hardware is required to implement the fault tolerance property. In the fault injection approach [12] , the requirement is to inject faults intentionally into the network. However this technique makes the network fault tolerant only to faults in a particular range. Also only single and double faults are injected and fault tolerance is proved. Another technique called the deep-learning algorithm is introduced [13] which is a modification of the back propagation algorithm. Here the fault models considered are multiple weight and neuron faults. These networks are reported to have complete fault tolerance (100%) to multiple weight and neuron faults decided by the learning errors. In the next method of fault tolerance, the constructive algorithm [14] was used. Here, the network complexity becomes high when a large network is considered. Also on decreasing the value of θ, the threshold, the network size becomes larger. Another method that improves fault tolerance uses a combination of two algorithms, the WRA (Weight Restriction Algorithm) and the DCA (Dynamic Construction Algorithm) [15] . However this technique takes a lot of computation time. Sigmoid function manipulation [16] is done for improving fault tolerance without any increase in the hardware cost or complexity of the circuit. On using genetic algorithm (GA) [17] training, it was found that the training time was faster as compared to the other methods. However, the fault tolerance required an additional detection circuit wherein the whole circuit was replicated to realize the detection circuitry. This technique, thus increased the complexity of the circuit. Sequin and Clay [18] made use of the stuck-at fault model to study fault tolerance of the network to stuck-at faults of weights or neurons. Here, during training, faults were randomly injected to the network. This is done by fixing the value of the weights to be either stuck-at zero or stuck-at one. This method is reported to have increased the fault tolerance of the network to stuck-at faults.
THE PROPOSED IDEA 3.1 Mathematical Model
When creating a functional model of the biological neuron, there are three basic components of importance. First, the synapses of the neuron are modeled as weights. The strength of the connection between an input and a neuron is noted by the value of the weight. Negative weight values reflect inhibitory connections, while positive values designate excitatory connections. The next two components model the actual activity within the neuron cell. An adder sums up all the inputs modified by their respective weights. This activity is referred to as linear combination. Finally, an activation function controls the amplitude of the output of the neuron. An acceptable range of output is usually between 0 and 1, or -1 and 1. Mathematically, this process is described in the Figure 1. 
Activation Function
The activation function acts as a squashing function, such that the output of a neuron in a neural network is between certain values (usually 0 and 1, or -1 and 1). In general, there are three types of activation functions, denoted by Φ(.) . First, there is the threshold function which takes on a value of 0, if the summed input is less than a certain threshold value, v, and the value 1 if the summed input is greater than or equal to the threshold value. 
Another sigmoid function is the logistic sigmoid function which is defined by,
A method is proposed to improve the fault tolerance of ANN that focuses on a new fault tolerant model which utilizes the inherent fault tolerant properties of neural networks. Assuming stuck-at faults of weights, a method which is based on the modification of potential calculation and manipulation of the sigmoid function is proposed to improve the fault tolerance of the implemented NNs. Here the need for extra hardware is avoided. Simple manipulation is made in the mathematical calculations of the weights of the network. MATLAB simulation of this algorithm is carried out and verified.
Sigmoid Function Manipulation
The fault tolerance technique used here is the modification of the potential calculation of the neuron and changing the gradient of the activation function. These methods are superior to the other fault tolerance methods in learning cycles and learning time because this technique does not involve the calculation of weight relevance (sensitivity of weights).
This approach is used for those faults having small absolute value, i.e.│F│. In such cases, the potential calculation in the neuron is manipulated. Learning is done on the network first. After which the modifications on the potential is made. Assume that the learning executed by STBP (Standard Back Propagation) has converged. Then for the faulty i-th neuron, (either in the hidden layer or in the output layer), let W sum denote the sum of its weights, which are obtained after the learning. Then a fault in the i-th neuron results in the variation ∆x i of its potential x i ,
where, U is the input given to the faulty weight.
W ij is weight between the neuron i and j
The fault tolerance of the network is enhanced by subtracting ∆x i from the original sum of products of the inputs u j and weights W ij that was obtained during learning, i.e.,
But to locate the faulty weight and find the corresponding input, U is very difficult. Thus, value of U is set to 0.5 and the equation is modified as, Figure 2 shows the activation function of the hidden layer neurons. On the occurrence of a fault, the potential x i of the neuron is affected. From figure 2, it can be seen that a variation dout against variation din in the saturation region is still smaller than the variation dout against din in the non-saturation region. Employing this principle to enhance fault tolerance of the hidden layer neurons, it is found that use of sigmoid function with wide saturation region is desirable. From figure 2 it can be seen that the saturation regions of fa 1 is wider than the saturation region of fa 2 . This implies that the gradient of fa 1 is steeper than fa 2 . However, this change of the sigmoid function gradient is made only after the network has converged after the initial learning. This is because; changing the gradient value before learning causes the learnt function to change. The fault tolerance method mentioned here has the advantage that extra hardware is avoided as redundancy approach is not used here. Fault tolerance is improved without an increase in the hidden layer neurons.
Algorithm
Initially the conventional learning of the network is carried out. After the learning has converged the weight values of the links in the network are obtained. These weights are used for fault tolerance improvement. Stuck-at zero (sa0) faults are injected into the links of the network randomly. Fault tolerance is achieved by bringing about modification to the gradient function by changing the value of α and also by changes in the potential calculations. Then the percentage of patterns classified correctly is studied. The same algorithm is verified for different applications. However the gradient manipulation cannot be executed during the learning as it will cause the function that is learned to change. Finally, fault tolerance of the network is analysed and fault coverage is determined. Figure 3 gives the flowchart of the algorithm used to improve the fault tolerance of the network. 
SIMULATION RESULT
The simulations are executed using PC which has 2.93GHz, 1.98GB of RAM and using MATLAB R2008a. The proposed algorithm is applied for different applications like 4-bit parity, 8-bit parity, logic gates like AND, XOR and a character recognition application TCLX.
Four bit Parity
The network for 4-bit parity is shown in figure 4 . The architecture consists of four input neurons, four hidden layer neurons and one hidden layer neuron. Here the hidden layer neurons and output layer neurons have sigmoid activation function.
The corresponding weight values were obtained after the network has converged and the set performance criteria met.
After convergence, faults are injected to the weights of the network. Then the fault tolerance algorithm was applied to the network and corresponding results were obtained. The comparison is shown in figure 5 . For relatively small numbers of damaged weight faults, the percentage of recognized patterns is high but as the stuck-at-faults in the network increases the recognition rate decreases. Percentage of faulty weights
The grey regions in the Table 1 indicate the faulty values while the remaining shows the correct values. Here it is found out that the modifying parameter, α in the range of [0.4, 0.5] has improved fault tolerance as compared to any other range.
TCLX Problem
Consider the TCLX problem described in Table 2 . Here the number of neurons in the input layer is 9 and number of neurons in the hidden layer is 4 and the output layer consists of 2 neurons. Hence the network has 9-4-2 architecture. The activation function for the hidden layer can be any of the following: 1.tan-sigmoid 2.pure linear 3. log sigmoid. Here tan sigmoid activation function is chosen [19] . The fault tolerance of the network is evaluated after injecting stuck-at-faults to the weights obtained after training the network and the results are shown in figure 6 , which infers the recognition rate is better between the range 0.4 to 0.6 .
The following Table 3 shows the results for various benchmark applications. Both the test patterns and the teacher patterns were used to determine the recognition rate. And it is found that the average recognition rate of the algorithm is 70%. The same range of α is applied for 8-8-1 even parity generator and similar results are obtained. Selection of this implementation of fault tolerance was made on the basis of reduced hardware requirement because additional neurons are not included as a part of redundancy to improve fault tolerance rather fault tolerance of the network is improved by variation of the activation function. This result is stored in a register and multiplication of other values is repeated. The adder adds the result and the value is stored in the register. The learning algorithm used is the simultaneous perturbation algorithm [20] shown in figure 7 . This algorithm is chosen because the learning is simplified as here only two stable states are used to calculate the error and to update the weights. On using the back propagation algorithm or other learning algorithms, the learning unit and the learning operation becomes very complicated The network structure is implemented using Verilog HDL and simulated using Modelsim SE 6.5. The implementations are synthesized using QuartusII 9.2 tool. The RTL of a single neuron is shown in figure 8 and table 4 gives the resource utilization summary after synthesis. 
CONCLUSION
Here a simple and effective technique to improve the fault tolerance of feed forward neural networks is analysed. Using this technique the average recognition rate is found to be 80%.
The fault tolerance method used here has the advantage that no extra hardware is required and that the complexity of the network is not increased. Also the computation time and learning cycles are reduced as this method does not calculate relevance or sensitivity of weights. As a future study, the systematic method of the influence of gradient parameter responsible for fault tolerance is to be checked. The optimal fault tolerant network is also implemented in FPGA EP2C50F67218. Advantage of this implementation scheme is that it can be used for analog problems or learning the oscillatory patterns.
