There is only one guiding solution in the search equation of Gaussian bare-bones artificial bee colony algorithm (ABC-BB), which is easy to result in the problem of premature convergence and trapping into the local minimum. In order to enhance the capability of escaping from local minimum without loss of the exploitation ability of ABC-BB, a new triangle search strategy is proposed. The candidate solution is generated among the triangle area formed by current solution, global best solution and any randomly selected elite solution to avoid the premature convergence problem. Moreover, the probability of crossover is controlled dynamically according to the successful search experience, which can enable ABC-BB to adapt all kinds of optimization problems with different landscapes. The experimental results on a set of 23 benchmark functions and two classic real-world engineering optimization problems show that the proposed algorithm is significantly better than ABC-BB as well as several recently-developed state-of-the-art evolution algorithms.
Introduction
With the continuous development of science and technology, many global optimization problems constantly exist in all most of engineering and science fields, such as queuing system [46] and structural design [4] [16] . Unfortunately, many of these problems are often characterized as non-convex, discontinuous or non differentiable, thus it is difficult to deal with them with traditional optimization algorithms. Evolution algorithms (EAs), as a powerful tool, are playing an increasingly important role in solving such kind of problems, such as Particle Swarm Optimization (PSO) [42] , Ant Colony Optimization (ACO) [18] , Differential Evolution (DE) [43] , Artificial Bee Colony (ABC) algorithm [30] . ABC is a new EA proposed by Karaboga, which is drawn inspiration from the intelligent foraging behavior of honey bees. The comparison results indicate that ABC performs competitively and effectively when compared to the selected state-of-the-art EAs, such as DE and PSO [31] . Owing to its simple structure, easy implementation and outstanding performance, ABC has received increasing interest and has been widely used in many engineering optimization problems since its invention such as network problems [36] , image problems [9] , engineering problems [29] , clustering problems [20] [32] [34] .
However, similar to other EAs, ABC also tends to suffer from the problem of poor convergence. The possible reason is that the solution search equation which is used to generate new candidate solutions, has good exploration capability but poor exploitation capability [21] [49] , and thereby it causes the problem of slow convergence speed. Therefore, the performance of ABC can be improved by enhancing the exploitation ability and finding better balance between exploration and exploitation. A large number of improved ABC variants have been presented by exploiting the valuable information from the current best solution or other good solutions. Firstly, Zhu and Kwong proposed [49] a global best (gbest)-guided ABC (GABC) algorithm based on the inspiration of PSO. In GABC, the information of the gbest solution is incorporated into the solution search equation of ABC to improve the exploitation. However, as claimed in [25] , the search equation of GABC may cause an oscillation phenomenon and thus may also degrade convergence since the guidance of the last two terms may be in opposite directions. Afterwards, Zhou [48] proposed an improved ABC with Gaussian bare-bones search equation (ABC-BB for short) algorithm based on the utilization of the global best solution to make up the defect of GABC. Moreover, they proposed an ensemble algorithm composed of ABC-BB and general opposition learning initialization strategy (GOBL), named GBABC. In ABC-BB, an important feature of the newly proposed search equation is that positions of the new food sources are sampled through a Gaussian distribution with dynamical mean value and variance value. The experimental results demonstrate the effectiveness of ABC-BB and GBABC in solving complex numerical optimization problems when compared with other algorithms.
However, in ABC-BB and GBABC, there is only one guiding individual in the search equation of Gaussian bare-bones artificial bee colony algorithm (ABC-BB), which is easy to result in the problem of premature convergence. In order to overcome this drawback, a new triangle search strategy is proposed in this paper. The candidate solution is generated among the triangle area formed by current solution, global best solution and randomly selected elite solution, which is beneficial to augment the search area and prevent premature convergence. Moreover, the probability of crossover is controlled dynamically according to the successful search experience, which can enable ABC-BB to adapt all kinds of optimization problems with different landscapes. The experimental results show that the proposed algorithm is significantly better than ABC-BB as well as several recentlydeveloped variants of PSO, DE and ABC.
The rest of this paper is organized as follows. In section 2, the related works are briefly reviewed, including the basic ABC and some improved ABCs. In section 3, we present the proposed approach in detail. Section 4 presents and discusses the experimental results. Finally, the conclusion is drawn in section 5.
Related Works

Basic ABC
The ABC algorithm is a swarm-based stochastic optimization method, which is inspired by the waggle dance and intelligent foraging behavior of honey bees. In ABC, the position of a food source denotes a possible solution of the optimization problem, and the nectar amount of each food source denotes the quality (fitness) of the corresponding solution. In order to find the best food source, three different types of bees, i.e., employed bee, onlooker bee and scout bee, are responsible for the different search tasks. Firstly, the first half of the colony consists of employed bees, which are responsible for randomly searching better food source in the neighborhood of the corresponding parent food source and then passing information of the food sources to onlooker bees. Secondly, the second half of the colony is composed of onlooker bees, which further search the better food sources according to the information provided by employed bees. Thirdly, if the quality of a food source is not improved by a preset number of times (limit), this food source is abandoned by its employed bee, and then this employed bee becomes a scout bee that begins to seek a new random food source. The original ABC algorithm includes four phases, i.e., initialization phase, employed bee phase, onlooker bee phase and scout bee phase. After the initialization phase, ABC turns into a loop of employed bee phase, onlooker bee phase and scout bee phase until the termination condition is satisfied. The details of each phase are described as follows.
Initialization phase: Similar to other EAs, ABC also starts with an initial population of SN randomly generated food sources. Each food source x i =(x i,1 ,x i,2 ,. . . ,x i,D ) are generated randomly according to Eq.(1).
where SN is the number of food sources, and SN is equal to the number of employed and onlooker bees; D is the dimensionality (variables) of the search space; a j and b j are the lower and upper bounds of the jth variable respectively; rand(0, 1) is a random real number in range of [0,1]. Then, the fitness values of the food sources are calculated by Eq.
(2).
Employed bee phase :In this phase, each employed bee generates a new food
where k ∈ {1, 2, ..., SN } and j ∈ {1, 2, ...D},are randomly chosen indexes; k has to be different from i;φ i,j is a random number in the range [-1,1]. If the new food source v i is better than its parent x i , then x i is replaced with v i . Onlooker bee phase:After receiving the information from the employed bees, the onlooker bees begin to select food sources for exploitation. The probability of selecting a food source depends on its nectar amount, which can be calculated as follows.
Where p i is the selection probability and f it i is the fitness value of the ith food source.
Once an onlooker bee completes its selection, it would also produce a modification on its chosen food source using Eq. (3) . As in the case of the employed bees, the greedy selection method is employed to retain a better one from the old food source and the modified food source as well. Scout bee phase:If a position x i cannot be improved for at least limit times, then that food source is assumed to be abandoned. Then, the scout produces a food source randomly as in Eq.(1) to replace x i .
Improved ABCs
The solution search equation plays an important role in ABC. Eq.(3) indicates that the solution search equation of ABC is good at exploration but poor at exploitation. To improve the exploitation ability and utilize the beneficial information of the current best solution, Zhu and Kwong [49] proposed a new search equation (names GABC), shown in Eq. (5) .
Where the third term in the right-hand side of Eq.(5) is a new added term called gbest term, x best,j is the jth element of the global best solution, is a uniform random number within [0,C], and C is a nonnegative constant and is suggested to set to 1.5. Although this new search equation has been shown superior to the original one, its mechanism of utilizing the gbest can still cause inefficiency to the search ability of the algorithm and slow down convergence speed. Because the guidance of the last two terms may be in opposite directions, and this can cause an oscillation phenomenon [25] . Therefore, in order to address these issues in Eq.(5), Zhou et al. [48] designed a Gaussian bare-bones search equation inspired by the concept of BBPSO, shown in Eq. (6) .
Where N (.) represents a Gaussian distribution with mean and variance ; x best is the global best solution of current population, rand j is a uniformly distributed random number within the range [0,1]; CR is a new introduced parameter which controls how many elements in expectation can be derived from its parent x i for v i . Since there is only one dimension of x i to be updated for v i in the original search equation, the introduction of CR is helpful to inherit more information from x best to enhance the exploitation. In Eq. 6) in the onlooker bee phase, the newly proposed algorithm is named ABC-BB. Moreover, Zhou [48] also proposed a general opposition learning strategy (GOBL) in the scout bee phase. By combining the ABC-BB and GOBL, they [48] proposed a new ensemble algorithm (GBABC). Similarly, Cui et al. [15] also proposed a novel search equation to avoid the oscillation phenomenon of GABC, shown in Eq. (7) .
Where P is a parameter defined by the user.
x best is the current best solution of the population, and x i is the ith food source. x k is a randomly selected food source from the population, which is different from x i . is the uniformly distributed random number in the range of [-1, 1] and is a uniform random number in the range of [0, 1.5]. j is randomly selected from 1, 2, . . . , D. Obviously, with the guidance from only one term, the novel search strategy can easily avoid the oscillation phenomenon. Moreover, parameter P could be used to control how to appropriately exploit the valuable information of the current best solution. In 2015, Gao et al. [23] also proposed a kind of Gaussian search equation, shown in Eq. (8) .
Where k is a randomly chosen index from 1,2,SN with the constraint that k = i, the meaning of the other symbol is the same as Eq. (7). Gao et al. [23] proposed a novel ensemble ABC variants by combining Eq.(8), CABC [25] , parameter adaption strategy and fitness-based neighborhood mechanism, named BCABC. The experimental results show that the performance of BCABC is better than some newly proposed state-of-the-art algorithms.
The Proposed Algorithm
In this section, we will firstly propose a novel enhanced ABC with triangle search strategy and parameter strategy, then the pseudo code of the novel ABC variants will be given.
The New Triangle Search Strategy
In the search equation Eq.(6) of ABC-BB, the new candidate v i,j is generated in the line determined by the current solution x i,j and the gbest x best,j solution. Fig.1 (a) demonstrate the evolution process of Eq.(6). However, we can see from Fig.1(a) that there is only one guiding individual (gbest) in the search equation Eq. (6), which is easy to result in the problem of premature convergence and locally convergence because the population is always guided by the global best solution monotonically. In order to overcome this drawback, a new search equation based on triangle search strategy is proposed in this paper, shown in Eq. (9) .
Where CR is the crossover probability, the meaning of N (.) and x best are the same as Eq. (6). x e is a randomly chosen from the elite solutions (the top p · SN solutions in current population, p ∈ (0, 1). In Eq.(9), the candidate solution v i,j is generated among the triangle area determined by the current solution, the global best solution and a randomly selected elite solution, which is beneficial to augment the search area, increasing information sharing and thereby prevent premature convergence. The search equation of Eq.(9) is given in Fig.1(b) . Li et at. [35] indicated that "the more information is efficiently utilized to guide the flying, the better performance the PSO algorithm will have". Now that Eq.(9) uses more elite solutions to guide the search, we have reason to believe that the novel search equation will decrease the premature problem of ABC-BB and enhance the performance of ABC-BB.
In EABC-BB, the mutation strategy uses more information of elite solutions. Because of its randomness characteristic, it may hold down the premature problem of ABC-BB and enable ABC-BB have more chance to explore more peaks denoted by different elite solutions. 
Parameter Adaption Strategy
Like other DE variants, the parameter CR also greatly affects the performance of ABC-BB [48] . The experimental results of literature [48] show that a higher value of CR is more suitable for solving unimodal problems, while a lower one is better for multimodal problems. Therefore, it is difficult to determine the optimal control parameters because they are problem dependent. In this paper, a simple self-adaptive strategy is proposed to dynamically update CR. In some well-known self-adaptive DE algorithms, such as SaDE [41] and JADE [47] , the initial value of CR is independently generated by a normal distribution of mean 0.5 and standard deviation 0.1. After a predefined number of generations, the CR is updated according to the search experiences of successful crossover probabilities. By following this idea, a new self-adaptive CR strategy is proposed as follows:
Where N (S CR , 0.1) represents a normal distribution whose mean and standard deviation areS CR and 0.1, respectively.S CR is set to be 0.3 considering that it is suitable for CR in literature [48] , then the value will be adjusted dynamically at the end of each generation as follows:S
where mean(.) is the general arithmetic average; and S CR is the set of all successful CR at generation g.
By combining the novel search equation Eq.(9) and the adaptive parameter adaption strategy, a novel ABC variants, named enhanced ABC-BB (EABC-BB for short), is proposed. The pseudo code of EABC-BB is described in Algorithm 1, where FEs is the number of consumed fitness function evaluations, and max FEs, as the stopping criterion, is the maximal number of fitness function evaluations. trial i records the unchanged times of x i 's fitness value.
Clearly, Compared to ABC-BB, EABC-BB only modifies the search equation and the parameter adaption strategy. Therefore, EABC-BB does not increase the ABC-BB's complexity any more, both EABC-BB and the ABC-BB have the same time complexity O(g max · SN· D), where g max is the maximum number of generations. 
Computational Study
In this section, the experimental results will be given. Specifically, in section 4.1, the benchmark functions will be given, then in section 4.2, the new parameter p will be analyzed. In section 4.3, the proposed EABC-BB will be compared with other recentlyproposed ABC variants. The section 4.4 give the comparisons between the EABC-BB and some newly proposed state-of-the-art EAs. At last, the new EABC-BB will be applied to solve two well-known engineering optimization problems.
Benchmark Functions
In this section, 23 well-known benchmark functions [48] with different dimensions (D=30 and D=50, respectively) are employed to validate the performance of EABC-BB. The 13 test functions are scalable problems. Among these problems, F01-F04 are unimodal func-tions, and F05 is the Rosenbrock function which is multimodal when D>3. F06 is a step function which has one minimum and is discontinuous, while F07 is a noisy quartic function. F08-F13 are multimodal functions with many local minima. The remaining 10 functions (F14-F23) are shifted and/or rotated types taken from the CEC 2005 competition [44] . The definitions of these functions are given in [48] .
Adjusting the Parameter p
In EABC-BB, only one parameter p is used whose value may affect the performance. Therefore, in the subsection, we investigate different p values to select the best one for maximizing the performance of EABC-BB. The available p values are in the range [0.05,0.2] in steps of 0.05, i.e., there are four choices for p in total. F01-F13 are selected as test functions. All the selected 13 functions are tested at D=30, the maximal number of fitness function evaluations (max FEs) is set to 5,000·D. The number of food sources SN and limit are set at 30 and 100, respectively. Each function is run 30 times, and the mean error (f (x)-f (x*)), x* is the global optimum) and standard deviation values are recorded. The experimental results are listed in Table 1 . In the last line of Table 1 , in order to compare the significance between two parameters values, the Wilcoxon singed-rank test [17] is conducted. The Wilcoxon signed-rank test is a non-parametric statistic hypothesis test, which can be used as an alternative to the paired t test when the results cannot be assumed to be normally distributed. " †", " ‡" and "≈" indicate the EABC-BB with p=0.1 is better than, worse than, and similar to the EABC-BB with other p values. As seen from Table  1 , the EABC-BB at p=0.1 performs best, while a higher or lower p value will weaken the performance of EABC-BB. Therefore, the parameter p is set at 0.1 in the following all experiments.
Comparison with Other ABCs
This subsection presents a comparative study of EABC-BB with MGABC [15] , BC-ABC [23] , ABC-BB [48] at both D=30 and 50. These three algorithms are all proposed recently and have relatively good performance according to their reports. Moreover, each of the three algorithms have proposed a kind of improved search equations, respectively. 
Note that the GBABC proposed in literature [48] is added an additional initialization method (General Opposite Based Learning, GOBL) at ABC-BB, this is unfair to the other algorithms because they are all randomly initialized. Therefore, We only use the ABC-BB for the comparison. For a fair comparison, all the competitive algorithms have the same parameter settings, i.e., SN=30, limit=100, Max FEs=5000·D for F01-F13 and max FEs=10,000·D for F14-F23.For other specific parameters, C=1.5 and P=0.3 for MGABC, CR=0.3 for ABC-BB, which are the same as in the original literatures. Each algorithm is run 30 times per function, and the mean error and standard deviation values are presented in Tables  2 and 3 for D=30 and 50, respectively. Moreover, to compare the significance between two algorithms, the paired Wilcoxon signed-rank [17] test is used. " †", " ‡" and "≈" indicated EABC-BB is better than ,worse than, and similar to its competitor according to the Wilcoxon signed-ranked test at α=0.05.
For D=30, from the results presented in Table 2 , it is clear that EABC-BB performs significantly better than the other three competitors on the majority of test functions. To be specific, EABC-BB outperforms MGABC on 17 out of 23 test functions, while MGABC only achieves better result on the F05 (Rosenbrock) and F19 (Shifted Rosenbrock). As F05 and F19 are Rosenbrock and shifed Rosenbrock functions and their global optimum is inside a long, narrow, parabolic shaped flat valley, the variables are strongly dependent, and the gradients do not generally point towards the optimum. If the population is guided by the global best solution or some other good solutions, the search will fall into some unpromising areas [14] . Therefore, EABC-BB is beaten by MGABC at these two functions. As a multi strategies ensemble algorithm, BCABC also performs better than EABC-BB on functions F01, F05, F16 and F19, while EABC-BB beats it on the other 16 functions. For ABC-BB, EABC-BB wins on16 functions and only loses on function F04 and F19. In order to investigate the scalability of EABC-BB, we also compare EABC-BB with all the competitors on the 23 test functions with 50D. The experimental results are given in Table 3 . As seen from Table 3 , EABC-BB consistently gets significantly better results than its competitors. Overall, EABC-BB outperforms MGABC, BCABC and ABC-BB on 15, 18 and 15 out of 23 functions. As can be seen from Tables 2 and 3, it is clear that EABC-BB is the best algorithm among four algorithms.
Comparison with Some Newly Proposed EAs
To further investigate the performance of EABC-BB, we compare EABC-BB with four newly proposed EAs, including DE and PSO variants and an ensemble algorithm GBABC: The stopping criterion is the same as previous subsections. Each algorithm is run 30 times per function, and the mean error and standard deviation values are given in Table  5 . From Table 5 , we can see that EABC-BB obtains significantly better results on the majority of test functions compared with other competitors. To be specific, sinDE wins on 5 test functions compared with EABC-BB, but on the other 17 test functions EABC-BB performs better.
SRPSO adopt self regulation strategy to control the premature convergence problem, which is similar to EABC-BB. Therefore, SRPSO has excellent performance. But in contrast to EABC-BB, SRPSO outperforms EABC-BB on only 6 test functions, but loses on 15 functions. SLPSO performs better than EABC-BB on only 2 functions, while EABC-BB outperforms it on other 21 test functions. GBABC is composed of ABC-BB and GOBL strategy, it outperforms EABC-BB on 5 functions and loses on 14 test functions compared with EABC-BB.
Overall, it is clear that EABC-BB is the best algorithm among 5 newly improved algorithms.
The convergence curves of MGABC, BCABC, ABC-BB and EABC-BB on four representative functions are shown in Fig.2 . As seen from Fig.2 , EABC-BB has faster convergence ability than other algorithms. The reason why EABC-BB have an advantage over Table 4 . Parameter settings for sinDE, SRPSO, SLPSO, GBABC and EABC-BB Algorithms Parameter settings sinDE N P = 30, f req = 0.25 SRPSO N = 30, winitial = 1.05, wfinal = 0.5, c1 = c2 = 1.49445, Vmax = 0.06078 * Range SLPSO M = 30 GBABC SN = 30, limit = 100, CR = 0.3 EABC-BB SN = 30, limit = 100, p = 0.1 other algorithms can be found from the novel search equation Eq.(9) and the parameter adaption strategy (see Eq. (10)). By contrast the mean value of the normal distribution of Eq.(9) with that of Eq.(6), we can found that the ratio of the current solution x i,j is 1/2 in Eq.(6) because there are only two solutions (x i and the global best solution x best ), but the ratio of x i,j in Eq.(9) is 1/3 because there are three solutions (x i , the elite solution x e and the global best solution x best ). That is to say, the EABC-BB is guide by more elite solutions and has stronger exploitation ability. Meanwhile, because different elite solutions have equal chance to be a leader, thus the premature convergence phenomenon in ABC-BB can be effectively avoided and the novel search equation can enable EABC-BB explore different function peaks denoted by different elite solutions. Moreover, the parameter CR adaption strategy can also enhance the performance of ABC-BB. 
Application to Two Real Optimization Problems
This section is about the performance evaluation of EABC-BB algorithm on the two wellknown non-linear optimization problems. The explanations of the two problems and the obtained results via EABC-BB are given in the following sub-section in details.
Pressure Vessel Design (PVD) Problem This benchmark engineering problem is an engineering optimization problem. In this problem,the total cost, including a combination of welding cost, material and forming cost, is to be minimized. The welded beam is fixed and designed to support a load. The involved variables are the thickness T s(x 1 ), thickness of the head T h(x 2 ), the inner radius R(x 3 ), and the length of the cylindrical section of the vessel L(x 4 ).The problem can be expressed as follows:
x ∈ R 4 : (0, 0, 10, 10) T ≤ x ≤ (99, 99, 200, 200) T
As can be seen, the PVD problem is a constraint problem with four constraints, i.e., g 1 , g 2 , g 3 and g 4 . As the ABC algorithm originally developed for unconstrained continuous global optimization problems, it also requires a constraint handling method while dealing with the constrained global optimization problems. This paper adopts the penalty function method introduced in literature [5] to transfer the constraint problem to a unconstrained problem.
The parameters setting are the same as literature [5] , i.e.: the maximum function evaluations (Max FEs ) is set at 500,000,the population size (SN) is set at 100.Finally, the results were obtained after running the EABC-BB algorithm 20 times for each problem. The experimental results are given in Table 6 . From Table 6 , it is clear that EABC-BB is the best algorithms to solve the PVD problem, since the EABC-BB algorithm has the ability to produce better results than the previous literature with all of the aforementioned constraint handling methods. It's worthy to note that DGABC is another DE and ABC hybrid algorithm, which is second to EABC-BB in PVD problem. Similar to GBABC, in DGABC a chaotic opposition-based population initialization method is employed, but to make a fair comparison, all algorithms except for GBABC adopt random initialization strategy.
Because GBABC has compared with some state-of-the-art EAs [48] , the comparison with GBABC can be looked on as the comparison with these EAs indirectly.
According to Table 6 , the best solution obtained by EAB-BB is x=[0.77817354 0.3847-4404 40.31987228 199.99647520], its constraints are g 1 (x)=-4.996000058099526E-09, g 2 (x)=-9.245844880001464E-05, g 3 (x)=-0.024784596171230 and g 4 (x)= -40.0035248-00000008. We can see that the solution x satisfy all constraints. The Frequency Modulated (FM) Sound Wave Synthesis Problem The FM sound wave synthesis plays an important role in modern music systems. It provides a simple and efficient method creating complex sound timbres. This subsection applies the proposed EABC-BB method to optimize the parameters of an FM synthesizer. The details of the problems are described as follows.
The FM sound synthesis aims to optimize the parameter of an FM synthesizer with a D-dimensional vector x. In this paper, we only consider the case of D=6 by the suggestions of the literature [48] . The objective of this problem is to optimize a six-dimensional vector x={a 1 ,w 1 ,a 2 ,w 2 ,a 3 ,w 3 } of the sound wave given in Eq. (19) . The problem is to generate a sound similar to the object sound. The formulas for the estimated sound wave and the target sound are given as follows: y(t) = a 1 × sin(w 1 t · θ + a 2 × sin(w 2 t · θ + a 3 × sin(w 3 t · θ)))
y 0 (t) = 1.0 × sin(5.0t · θ−1.5 × sin(4.8t · θ + 2.0 × sin(4.9t · θ)))
where θ = 2π/100, x i ∈ [−6.4, 6.35].
The goal of this problem is to minimize the sum of squared errors between the estimated sound and the target sound, as given by Eq. (20) .This problem is a highly complex multimodal one having strong epistasis, with minimum value f (x)=0. (y(t) − y 0 (t)) 2
In the experiment, EABC-BB as well as the other 11 EAs are applied to solve this problem. For all algorithms, the parameters are set according to suggestions of the literature [48] , i.e., SN=30, max FEs=200,000. Each algorithm is run 30 times, and the mean and standard deviation values are reported in Table 7 . From the results, it is clear that EABC-BB performs better than other 11 EAs in terms of the quality of the final solutions. Similar to the PVD problem, in order to make a fair comparison, we use DGABC without chaotic opposition strategy. DGABC also shows relatively good performance in FM problem, which shows again that the DE and ABC hybrid algorithm is an effective method to improve the performance of ABC and DE.
Conclusions
This paper presents an enhanced ABC-BB (EABCBB for short), which aims to overcome the premature convergence problem of ABC-BB. In EABC-BB, the solution search equation of onlooker bees is replaced with trigonometry based search equation. In this equation, the candidate is generated around the current solution, the global best solution and a randomly selected elite solution. By doing so, more function peaks represented by different elite solutions can be explored and the premature convergence problem of ABC-BB thereby can be effectively decreased. The reason is that the trigonometry method can keep up the population diversity and improve the exploration capability without lowering the exploitation ability of ABC-BB. Meanwhile, in order to overcome the crossover (CR) parameter sensitive problem in ABC-BB, a simple self-adaptive strategy is proposed to dynamically update CR according to the search experiences of successful CR probabilities. A comprehensive set of experiments is conducted on 23 benchmark functions and two well-known real-world engineering optimization problems to verify the performance of our proposed approach EABC-BB. Some other well-known ABCs and state-of-the-art EAs, such as newly developed PSO variants and DE variants, are used for comparison. The experimental results demonstrate that our approach achieve better performance in term of solution accuracy and convergence speed, thus we may reasonably conclude that the proposed EABC-BB is a new competitive algorithm. It is worthy note that another DE and ABC hybrid algorithm DGABC also show excellent performance in aforementioned two engineering optimization problems, which demonstrates again that the DE and ABC hybrid algorithm is a promising research direction if the algorithm is well designed.
