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Abstract
Bashivan, Pouya. PhD. The University of Memphis. March, 2016. Commonality and
singularity in working memory network predicting performance and individual differences.
Mohammed Yeasin, PhD.
Working memory (WM) is considered a core element of cognition, acting as a shared
resource among many different mental processes. It plays a key role in determining
individual cognitive capacity and performance limits. Despite remarkable progress, prior
works fall short in identifying which network structure in the brain limits our working
memory capacity. We investigated this issue by analyzing electrical activity of human brain
recorded from the scalp (Electroencephalogram or EEG).
In this dissertation, first we describe a novel method for constructing a graph model of
human brain activities. The nodes and edges of the graph represent cortices and
interconnecting links, respectively. Next, we present a multivariate machine learning
approach for identifying cognitive states and estimating network structure explaining
individual differences. Finally, we describe our proposed approach that preserves the spatialspectral-temporal information and capable of learning representation from EEG recording
eliminating the need of feature engineering and reliance on domain knowledge.
Main contributions of this dissertation are (but are not limited to): 1) study and
characterization of common oscillatory neural response to varying levels of memory demand
(load); 2) Identification of singular cortical structure explaining differences in WM capacity
across individuals; and 3) Development of a robust representation learning approach for
multi-dimensional time-series data. Our findings on identifying commonality and singularity
in cortical structures are critical for designing cognitively informed brain-computer interfaces
and long-term goal of designing neural prosthetics. On the other hand, our proposed
representation learning method opens up new possibilities for data driven decoding of brain
activities which is particularly capable in generalizing across individuals.
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Chapter 1 - Introduction
Working memory (WM) is considered a core element of cognition, acting as a shared
resource among many different mental processes [1]. Importantly, WM has been shown to
play a key role in determining individual cognitive capacity and performance limits during a
variety of behavioral tasks. Individuality and variation are common to all neural and
cognitive systems, human or otherwise. WM skills similarly show dramatic individual
differences (e.g.,[2] making it an ideal platform for revealing the neural basis of individuality
and variation in human cognition. Like many functionalities within the brain, WM is
composed of a distributed network of neuronal clusters each specialized in accomplishing
specific mechanisms [3]. Analyses of focal neural activations have resulted in extensive
knowledge about how different neuronal clusters (nodes of the corresponding network)
respond to varying cognitive loads [4]–[6]. On the other hand, connectivity studies related to
the human connectome have largely revealed the anatomical network across the brain [7], [8].
However, little is known about how cross-region connections (i.e. the direction of
information flow in this network) respond to varying demands while performing cognitive
tasks. This raises a suite of questions that requires further investigation. What is the effect
memory load on the information flow? Which communication links are saturated when
reaching the memory capacity limit and which ones don’t? Answers to these questions are
critical to understand the neural underpinnings of working memory capacity limits. On the
other hand, while a range of similar cognitive tasks may cause indistinguishable local activity
patterns, the prediction power could be improved by additionally considering brain
connectivity measures. In other words, cross-node interconnections provide additional
information about the patterns with which the information is transferred across the nodes
leading to a more informative model of underlying neural activity.
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Current approaches for neuroimaging data analysis require a great deal of domain
knowledge and do not efficiently use all information embedded in the data. Very few
methods are capable of network level description of cognitive events and how cross-regional
brain connections respond to varying demands during cognitive tasks. Another critical issue
in analyzing brain activities from EEG data is finding meaningful representations that are
invariant to inter- and intra-subject differences, as well as to inherent noise associated with
neural recordings. To overcome these problems, we implemented a novel data driven deep
learning enabled computational framework that achieved (but are not limited to) the
following: (i) Transform EEG recordings into a sequence of multi-spectral images (i.e.,
powers in θ, α, β bands) to capture spatial-spectral-temporal structure embedded in the EEG
data that is often ignored in existing methods and analysis techniques; (ii) Learn efficient
representations and the hierarchy of abstraction in cognitive activities from the transformed
sequence of images; (iii) Compute network descriptions from learned representations which
is built on measures of both local activations and interregional connectivity. Robustness and
generalizability of the learned representations were tested on modelling the cognitive load
during WM tasks. Furthermore, using a multivariate machine learning approach we explored
the neural origins of individual differences in WM performance.
In this chapter we first list the research aims of the research explained in this dissertation.
We then describe the potential broader impacts and the significance of our research.

1.1 Research Aims
The goal of the interdisciplinary research was to develop a unified framework for data
driven modeling of neuroimaging signals in order to investigate commonalities and
singularities related to WM performance and individual differences. In particular, we have
developed: 1) A novel unified framework for mapping neural activities to hierarchical
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representations of brain function; 2) Identified commonalities in WM network(s) by varying
the modality (e.g., auditory, visual, audiovisual) of stimulus presentation; We have pursued
these objectives via the following aims:
Aim 1: Robust modeling of mental states
State-of-the-art mental state recognition using EEG consists of feature engineering from
continuous time series and applying supervised learning algorithms to learn the
discriminative manifold between the states [9], [10]. A key challenge in correctly recognizing
mental states from observed brain activity is constructing a model that is robust to translation
and deformation of signal in space, frequency, and time, due to inter- and intra-subject
differences, as well as signal acquisition protocols. Much of the variations originate from
subtle individual differences in cortical mapping and/or functioning, giving rise to observed
differences in spatial, spectral, and temporal patterns. Moreover, EEG caps which are used to
place the electrodes on top of predetermined cortical regions can be another source of spatial
variations in observed responses due to imperfect fitting of the cap on heads of different sizes
and shapes. We investigated representation learning methods from EEG data using deep
learning which is expected to be robust to inter- and intra-subject differences, as well as to
measurement related noise.
The unified framework was implemented using two key stages described below:
Aim 1.1: Transform EEG data to a Sequence of Multi-spectral Images: Oscillatory
cortical activity related to memory operations primarily exist in three frequency bands of
theta (4-7Hz), alpha (8-13Hz), and beta (13-30Hz) [5], [11]. Aggregating spectral
measurements for all time-series to form a feature vector is the standard approach in EEG
data analysis. However, this approach ignores the inherent structure of the data in
simultaneous space, frequency, and time. To address this problem, we created a novel
representation of EEG recordings that captured spatial-spectral-temporal structure embedded
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in the data. In particular, we transformed EEG recordings (i.e., band powers in θ, α, β) into 2D multi-spatiotemporal images that preserved the spatial structure and used multiple color
channels to represent the spectral content. To account for temporal evolutions in brain
activity, we derived sequences of images from consecutive time windows.
Aim 1.2: Learning Representation and Hierarchy of Abstraction: One of the
challenges in modeling cognitive events and states from the EEG data is finding “meaningful
representations” that are invariant to inter- and intra-subject differences, as well as to inherent
noise associated with such data. To overcome this fundamental problem, we developed a
novel approach for learning representations from multi-spectral image sequences derived
from EEG data via an entirely data-driven approach. We built a deep learning based
framework that automatically learns sparse representations and the hierarchy of abstraction
in cognitive events, functions and processes. In particular, we implemented a deep recurrentconvolutional network to model and characterize events/states during fundamental mental
operations [i.e., working memory]. Empirical analyses assessed the invariance of learned
representations to inter- and intra-subject differences and to inherent noise associated with
EEG recordings. We also showed that learned features are tuned to aspects of brain signals
which were closely related to known electrophysiological markers of cognitive processing.
Aim 2: Sources of individual differences in WM network
While analysis of focal cortical activity reveals response characteristics of various neural
populations (e.g., with respect to task, time, or frequency of oscillations), little inference can
be made regarding the structure and sequence of inter-regional interactions. Understanding
the underlying functional network(s) and how the brain coordinates WM could provide
insight into mechanisms that drive individual abilities in memory capacity, reasoning, and
language comprehension. Moreover, it remains unclear whether nodes of brain networks (i.e.,
cortical regions) or interconnections among them (e.g., cross-region phase synchrony)
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determine limitations in people’s cognitive abilities. We investigated this by analyzing the
network description (containing local activities as well as interconnection strengths) in
relation to individual’s WM capacity to determine whether focal activations or inter-areal
connections account for individual cognitive skills. We performed multivariate feature
selection on sets of features extracted from the network description to determine the most
informative subnetworks and connections that predicted individuals’ behavioral WM
capacity.
Overall, our research was focused on developing novel approaches toward objective
characterization of human memory capacity and individual differences via brain activity.
However, application of our approach is not limited to WM and could easily be extended to
characterize networks of various size and complexity that underlie other important cognitive
operations (e.g., attention, learning, creativity, fluid intelligence, decision making, etc.).
1.2 Broader Impacts
The studies described here reflect an interdisciplinary blend of engineering and cognitive
neuroscience. Outcomes of these studies have enabled a deeper understanding of
inefficiencies in neural communication that underlie individual differences in memory
capacity. Outcome of this research could potentially suggest network descriptions for more
diffuse learning impairments (e.g., autism, ADHD) not easily characterized by current
neuroimaging techniques. It may also spawn a host of innovations such as personalization of
more efficient brain-machine interfaces, the earlier detection of language-learning
impairments, and guide the optimization of productivity when individuals are placed under
high cognitive demands. Tools developed during the course of our research could eventually
be translated to other supervised classification problems in which our deep-learning
framework is applied to learn discriminative (and physiologically interpretable)
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representations between various populations (e.g., identifying early neural markers of autism
or learning impairments).
1.3 Novelty
One of the key innovations in our research was to transform EEG recordings into a new
data structure that captures spatial-spectral-temporal information embedded in the data. Our
technique addressed a number of limitations inherent in EEG recording and analysis: 1)
Spatial translation in signal space due to imperfect correspondence between electrode
locations and cortical regions; 2) Inter- and intra-subject differences in spatial, spectral, and
temporal activity patterns; 3) Isolated small-sized datasets (corresponding to same or
comparable tasks) recorded with dissimilar signal acquisition protocols. The transformation
of EEG time series into multi-spectral images also provided a framework for combining
information from different EEG datasets captured with different number of electrodes.
The second innovative aspect of our approach was the data driven mechanism to learn
complex representations and the hierarchy of abstraction of brain activities from the
transformed sequence of “brain images.” Applying deep recurrent-convolutional networks to
model and characterize cognitive events/states during elemental cognitive operations [i.e.,
working memory (WM)] is not only new to the cognitive science but could eliminate the need
of feature engineering that often requires a great deal domain knowledge. Moreover, the
learned representations are invariant to inter- and intra-subject differences and immune to
inherent noise associated with EEG recordings. Furthermore, this framework allowed us to
validate the learned representations tuned to aspects of brain signals which were closely
related to known electrophysiological markers of cognitive processes.
1.4 Significance
An accurate model of brain dynamics with interpretable representations:
Conventionally, event-related brain potentials (ERPs) and spectral modulations of the EEG
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have been used to study the relation between brain responses and different cognitive
operations. Such representations of neural activity have been used to distinguish between
groups of individuals to detect abnormal responses, and characterize various disorders (e.g.,
autism, ADHD). Despite remarkable success in describing aspects of brain function, the
precision of these methods is limited by the discriminative properties of features captured in
current approaches. Presently, neuroimaging techniques rely largely on measuring local
neural activity. Only recently have robust mathematical tools become available to allow
examination of (nonlinear) interconnections across the brain. Recent studies of functional and
effective neural connectivity have improved knowledge of the anatomical and functional
neural networks within the brain [12], [13]. These studies have also highlighted the extent of
information passed through neural systems by examining the levels of cross-region
communication. It is our view that localized and connectivity analyses provide unique yet
complementary knowledge about cognitive processes. Advancing understanding of the global
brain connectivity that underlies particular human traits will have a significant, cross-cutting
impact on multiple fields including human healthcare and biomedical engineering. For
example, better characterizing the functional human connectome may increase the ability to
diagnosis certain neurological disorders, the visualization of neural dynamics, and design of
brain-computer interfaces. Our described method provides a framework for data-driven
discovery of focal and connectivity patterns.
Identifying neural correlates of cognitive load and commonalities across domains:
Identifying changes in cognitive states is challenging as they typically lack visible expression
and are thus, obscure to the external observer. Detection of subtle cognitive states (e.g.,
overload) is considered infeasible to accomplish in practical situations using indirect methods
like analysis of facial expressions. Superior detection of cognitive states is obtainable via
electrophysiological signals [14], providing an important demonstration of feasibility for the
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current approach. Knowledge of cognitive load level may be used to improve productivity of
individuals as well as to create more effective brain-machine interfaces. From a
neuroscientific point of view, cognitive load is closely related to WM load [14]–[17], which
justifies our exploration of this cognitive trait. Although many studies have examined neural
substrates of WM, a shortcoming shared by virtually all studies is the dependency of the
resulting models on specific tasks. In other words, the validity domains (i.e., generalizability)
of the models are strictly confined; they cannot be reused to estimate the load/overload in
other, even seemingly related tasks. Manipulating the domain in our experimental paradigm
(e.g., audio vs. visual stimuli), we aim to identify a more generalized model of WM that can
be used to predict load/overload much more broadly than currently possible. While a majority
of existing models are based on localized activity, our inclusion of connectivity measures in
addition to our proposed representation learning method may prove useful toward improving
the robustness as well as prediction precision.
Identifying how individual differences in network descriptions influence WM
performance: Multiple brain regions are engaged in accomplishing one cognitive task.
Dynamic interconnection of these systems in a timely manner enables robust cognition. For
example, Diffusion tensor imaging (DTI) is a non-invasive method most commonly
employed in human anatomical connectivity studies. Structural connectivity reveals possible
pathways and offers an anatomical roadmap to understand neural communication. There is
also a growing body of evidence that suggests the existence of structural differences in brain
networks of normal versus neurologically abnormal populations. These differences are
demonstrated through different properties of the generated graph models (e.g., the number of
significant connections to and from different regions of the brain) [18]. It is of great interest
to understand the functional properties of such individual differences in the connectome. In
addition, previous studies have revealed strong correlations between behavioral measures of
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WM and focal brain activity. Despite considerable heterogeneity in methodological
approaches, a convergent finding is the positive co-variation of activation levels and memory
load (e.g., [2], [5]). Activation is also larger in individuals with higher WM capacities [2],
[5]. These laid the ground work for the current research which extended previous findings
and investigated origins of working memory limitations with respect to focal activity and
connectivity. Overall, our research outcomes facilitate reliable exploration of neural
connectivity within the WM network.
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Chapter 2 -

Research Context

A fundamental building block of human cognition is working memory (WM), that is, the
amount of information temporally held and manipulated in the mind. Working memory
(WM) plays a key role in underlying mechanisms for information integration in the brain.
Studies have shown that WM performance is correlated with measures of intellectual ability
such as scholastic aptitude and fluid intelligence [19], [20]. Along with short term memory,
WM can also be used to predict academic achievement [21]. Baddeley’s [22] model remains
a common explanation for information processing in the brain. According to this model,
verbal and non-verbal information are stored within different sub-systems of WM. However,
neuroimaging work also reveals extensive overlap in brain activations between these two
mechanisms suggesting they are driven by a common mechanism (e.g., “memory buffer”)
[23]. While methodology and domain of investigation vary across studies, previous work
generally agrees that 5 – 7 items can be adequately stored and manipulated in WM at any
given time [1]. From a higher level, neuroimaging studies of WM can be divided into two
groups: localized activities and connectivity analyses. Here, we review some of the key
literature in each of these areas as well as application of deep learning for neuroimaging
applications.
2.1 Localized activity
Neurophysiological correlates of WM have been studied using various brain imaging
techniques including functional magnetic resonance imaging (fMRI), electroencephalography
(EEG) and magnetoencephalography (MEG). Using event-related brain potentials (ERPs),
Vogel et al. [2] found that a sustained component of the ERP (contralateral delay activity)
was saturated around four items in a visual WM task. Moreover, strong correlations were
found between individual WM capacity and the sustained neural activity generated during the
maintenance of information. Similar correlations were reported during memory maintenance

10

of non-musical tones [6], [24] and numbers [25] using the same neural signature. While ERP
responses capture the time-locked activity of the brain, they fail to detect neural responses
that are not directly phase-locked to the stimulus presentation (i.e., induced brain activity).
Event-related (de)synchronization (ERS/ERD) was introduced to capture such non-phaselocked induced responses by observing power changes in the EEG during
perceptual/cognitive processes [26]. The most consistent effect reported in the literature has
been the increase in α-band (8-13Hz) power with higher memory loads during WM
maintenance [11], [27]. On the contrary, in a recent study, Okuhata et al. reported opposite
changes in α-power in parietal cortex during two variants of the Sternberg task [28].
Examining human intracranial EEG recordings, Meltzer et al. [29] illustrated that the increase
and decrease in α- and θ-band (4-7Hz) power during WM were strictly localized to frontal
and parietal midline locations. These findings suggest that frequency-specific power changes
depend on cortical location, time, and nature of a given cognitive WM task.
A number of studies have also examined the effect of memory load on neural activity as
inferred from blood-oxygen-level dependent (BOLD) signals recorded via fMRI. For
example, Cohen et al. illustrated differences in activation in frontal, parietal and occipital
areas in response to different memory loads in an n-back task [4]. Furthermore, two other
studies also found similarly distributed areas associated with WM during Sternberg [30] and
visual WM [31] tasks. Recently, direct multimodal comparisons have shown that fMRI
BOLD signals are negatively correlated with α-band modulation, as recorded via EEG/MEG
[32]. This suggests a fundamental link between divergent neuroimaging methodologies,
namely, that negative BOLD responses are associated with cognitive WM activity analogous
to the oscillatory α modulations recorded via the EEG.
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2.2 Brain Connectivity
Brain networks subserving important perceptual-cognitive functions can be rapidly
reshaped with respect to the input information through conscious attentional mechanisms and
an individual’s experience or skill. Depending on stimulus characteristics and task demands,
specific pathways determine how sensory information is processed and integrated with
preexisting knowledge during the course of a cognitive operation [33], [34]. Working
memory (WM) plays a key role in underlying mechanisms for information integration in the
brain. Studies have shown that WM performance is correlated with measures of intellectual
ability such as scholastic aptitude and fluid intelligence [19], [20]. Along with short term
memory, WM can also be used to predict academic achievement [21].
The human connectome has been investigated using a range of diverse modalities
including structural and functional MRI (fMRI), diffusion tensor imaging (DTI),
magnetoencephalography (MEG) and electroencephalography (EEG). Different mathematical
algorithms including Granger causality (GC), dynamic causal modeling (DCM), transfer
entropy (TE), and phase synchronization have been utilized to study the functional/effective
connectivity across the brain. A thorough review of the different modalities and algorithms
can be found elsewhere [13], [35].
While widely used methods like GC and DCM depend on specific model structures or a
priori knowledge about the system, transfer entropy is a non-parametric method and does not
require any a priori information about the underlying process. These characteristics make TE
particularly suitable for exploratory analyses [36]. Furthermore, TE can detect nonlinear
interactions between the signals and behaves robustly against linear cross-talk which is a
common issue in EEG/MEG signals due to their volume conducted nature [36]. The TE has
previously been used to detect task-related information flow and to predict task dependent
interdependencies using MEG and EEG data [37], [38].
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Another measure capable of detecting nonlinear relationships is Phase-Locking Value
(PLV). Phase synchronization was reported as a mechanism of communication and largescale integration in the brain [39], and plays an important role in memory processes [40],
[41]. In particular, several studies have reported strong relationships between oscillatory
neural activity in alpha frequency band (~8-12 Hz) and attentional/executive brain processes
[33], [42], [43]. Focal alpha fluctuations are also implicated in the maintenance of
information in working memory (WM) and how effectively it is preserved during interference
(e.g., distraction) [11], [44]. In a previous study, the magnitude of focal oscillations was
shown to covary with memory load and correlate with WM capacity [5]. The associated
cortical regions were found in distant regions including cuneus, precuneus, fusiform gyrus,
and inferior frontal gyrus. While analysis of focal cortical activity elucidates the
characteristics of activation in various neural populations (e.g. with respect to task, time, or
frequency of oscillations), little inference can be made regarding the structure and sequence
of inter-regional interactions. Moreover, it remains unclear whether nodes of the network (i.e.
cortical regions) or interconnections among them (e.g. cross-region phase synchrony)
determine the cognitive limitations. Understanding the underlying functional network(s) and
how the human brain coordinates WM could provide important insight into mechanisms that
drive individual abilities in memory capacity, reasoning, and language comprehension.
Building on the notion that alpha band activity is widely involved in attention and top-down
control [42], [45], phase synchronization within this frequency band could have a decisive
effect on the working memory performance.
It is understood that different aspects of human cognition and perception operate in
spectrally selective domains and at different granularities of time. Relative phase coupling
between different brain regions provides a promising avenue to explore the functional brain
connectome. Spatially separate brain areas can enhance or reduce their mutual influence
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(coupling) leading to changes in information routing within brain networks [46], [47]. Indeed,
long range alpha-band phase coherence between prefrontal cortex (PFC) and parietaloccipital brain regions is posited to mediate cortical regions associated with selective
attention and WM [48], [49]. Nevertheless, the causal direction of information exchange
between parietal and frontal regions (i.e., top-down vs. bottom-up) and how such flow relates
to or restricts an individuals’ memory capacity remains unresolved [49], [50]. As neural
activity is a dynamic process in multiple dimensions (i.e. space, time, and frequency), the
outcomes of analyses are greatly affected by the choice of time window, frequency bands and
locations [5], [51]. Moreover, several connectivity studies were carried out to distinguish
network connectivity associated with stages of working memory (i.e. encoding, maintenance,
and recall) [52]–[54]. Intrinsic correlation within the WM network was found to be maximal
during higher load. In contrast, using a statistical parametric approach it was reported that the
between-region correlation decreased with increasing memory load [55]. These findings
suggested that the functional connectivity strength across the brain is modulated by memory
load. Yet to be explored is the time course of top-down and bottom-up modulations within
the WM network and how changes in interareal connectivity relate to or predict variations in
behavioral WM capacity across individuals.
2.3 Deep learning for neuroimaging
Deep neural networks have recently achieved great success in recognition tasks within a
wide range of applications including images, videos, speech, and text [56]–[60].
Convolutional neural networks (ConvNets) lie at the core of best current architectures
working with images and video data, primarily due to their ability to extract representations
that are robust to partial translation and deformation of input patterns [61]. On the other hand,
recurrent neural networks have delivered state-of-the-art performance in many applications
involving dynamics in temporal sequences, such as, for example, handwriting and speech
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recognition [57], [62]. In addition, combination of these two network types have recently
been used for video classification [63].
Despite numerous successful applications of deep neural networks to large-scale image,
video and text data, they remain relatively unexplored in neuroimaging domain. Perhaps one
of the main reasons here is that the number of samples in most neuroimaging datasets is
limited, thus making such data less adequate for training large-scale networks with millions
of parameters. As it is often demonstrated, the advantages of deep neural networks over
traditional machine-learning techniques become more apparent when the dataset size
becomes very large. Nevertheless, deep belief network and ConvNets have been used to learn
representations from functional Magnetic Resonance Imaging (fMRI) and
Electroencephalogram (EEG) in some previous work with moderate dataset sizes [64], [65].
[64] showed that adding several Restricted Boltzman Machine layers to a deep belief network
and using supervised pretraining results in networks that can learn increasingly complex
representations of the data and achieve considerable accuracy increase as compared to other
classifiers. In other works, convolutional and recurrent neural networks have been used to
extract representations from EEG time series [65]–[67]. These studies demonstrated potential
benefits of adopting (down-scaled) deep neural networks in neuroimaging, even in the
absence of extremely large, million-sample datasets, such as those available for images,
video, and text modalities. However, none of these studies attempted to jointly preserve the
structure of EEG data within space, time, and frequency.
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Chapter 3 -

Data Collection and Experimental Setup

Here we describe the common aspects of our research which are shared by the analyses
explained in future chapters. These aspects include our subject cohort, details of the
performed experiment, behavioral measurements, and EEG recording conditions and data
preprocessing.
3.1 Participants
Fifteen graduate students (8 female) participated in the study. Participants were between
24 and 33 years of age (µ±σ: 28 ± 3 yrs) and all but one were strongly right-handed as
measured by the Edinburgh Handedness Inventory (laterality index > 95%) [68]. Data for the
visual task (section 3.2.1) from two of the subjects were excluded from further analyses
because of frequent myogenic artifacts in their EEGs. All participants had normal or
corrected-to-normal vision. Subjects reported no history of visual or neuropsychiatric
disorders or were currently on medication. The experiment was undertaken with the
understanding and written, informed consent of each participant in compliance with the
Declaration of Helsinki and a protocol approved by the University of Memphis Institutional
Review Board. Participants were compensated for their time.
3.2 Stimuli and Task
We adopted a modified version of the Sternberg memory task [69]. This task is suitable
for studying WM because it can systematically be configured for different memory loads. It
also temporally separates encoding, maintenance, and recall stages of the WM process. The
experiment consists of three independent tasks presented in different blocks; all are variants
of the Sternberg task and differ only in the modality of stimulus presentation.
3.2.1 Visual Task
On each trial, subjects briefly (500ms) observed a matrix consisting of different English
characters positioned around a center point (“SET”; Figure 3-1A). Characters were displayed
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with white color over a black background. The size of each character was 1.15°; they were
distributed around a center fixation cross and within a visual angle of 2.9°. Array size varied
randomly on each trial (2, 4, 6, or 8 items). In all variations of the task, characters were
displayed in an array such that their distribution on the left and right side of the center point
were the same. After a 3s delay (i.e., maintenance stage), a “TEST” character was shown in
the center of the screen. Subjects responded via a button press to indicate if this character had
occurred in the previous memory “SET”.
On half the trials, the test item occurred in the set; the other half it did not. Subjects were
encouraged to respond as accurately as possible, and feedback was given via a colored light
on the screen, 300 ms after the participant’s response. The next trial was initiated after a 3400
ms inter-stimulus interval. Following 20 practice trials for task familiarization, subjects
completed 60 experimental trials per set-size condition.
3.2.2 Auditory Task
On each trial of the auditory block, subjects heard a random series of different characters.
Characters were selected from a subset of 15 English characters which their pronunciation
fitted well within the 300ms time window. Each of the characters had the same duration and
RMS amplitude. Duration of each character sound was 300ms and 700ms silence gaps were
inserted between each two sounds (Figure 3-1B). The length of the series, S, was set
randomly to 2, 4, 6, 8 in each trial. After a 3s delay, a “TEST” character was played. Subjects
responded by pressing a button to indicate if this character was among the “SET” or not.
Feedback was given via a colored light on the screen, 300 ms after participants’ response. On
half the trials, the test item occurred in the set; the other half it did not. Subjects completed 20
practice trials for task familiarization and 60 experimental trials per set-size condition.
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3.2.1 Audio-visual Task1
The third experimental block was a combination of the audio and visual tasks. On each
trial of audiovisual block, subjects heard a series of different characters similar to those
described for Auditory Task. An array of characters like the one described in Visual Task was
then shown 500ms after the onset of the last auditory character (Figure 3-1C). Sizes of the
visual set (S1), and auditory series (S2), were selected from a set of four combinations, (2,4),
(2,6), (4,2) and (6,2). After a 3 sec delay, the “TEST” character was presented. “TEST” was
selected randomly as auditory or visual with probability of 0.5 for each. As before, subjects
responded by pressing a button when the “TEST” character (auditory or visual) was among
the “SET” of its respective modality. Feedback was given via a colored light on the screen,
300 ms after the participant’s response. Selection of “SET” and “TEST” characters followed
the same procedure as described for Auditory and Visual Tasks.
3.3 Computing Behavioral Working Memory Capacity
The number of correct and incorrect responses for each set size were then used to
compute the WM capacity for each participant (i.e., the number of items successfully held in
memory). WM capacity was also calculated for each set size and participant using the index
K, defined as K = S(H-F), where S is the number of items in the memory array, H is the hit
rate, and F is the false alarm rate [70], [71].
3.4 Electrophysiological recordings
Neuroelectric responses were recorded using standard procedures reported by our
laboratory [72], [73] Briefly, the continuous EEG was recorded from 64 sintered Ag/AgCl
electrodes placed around the scalp at standard 10-10 locations [74] (Neuroscan, Quik-cap).
Electrodes placed on the outer canthi of the eyes and the superior and inferior orbit were used
to monitor ocular activity. Data were digitized with a sampling rate of 500Hz using an online
1

The data from this task was not analyzed and only discussed in future directions.
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filter pass-band from DC-250 Hz. Electrode impedance was maintained ≤5kΩ over the
duration of the experiment. During online acquisition, neural responses were referenced to an
electrode placed ~1cm posterior to Cz. However, data were re-referenced off-line to a
common average reference (CAR) for subsequent analyses.

Figure 3-1 – Time course of modified Sternberg WM task paradigm. Shown here are the sequence of stimulus events as
displayed on the computer screen or played into the headphones. A) Visual task: Each trial started by appearance of an array
of characters (SET) around a center point for a brief period (500 ms). SET was then replaced by a cross in the middle of the
screen for 3000 ms during which participants were asked to subvocally rehearse the characters. Next, a test character was
shown in the middle of the screen (TEST) and the participant responded by pressing one of the two buttons to indicate
whether TEST was among SET or not. B) Auditory task: Each trial started by playing a series of characters (SET) (each 300
ms long) with 700 ms delay in between. A cross was shown in the middle of the screen. After a 3 second delay a test
characeter was played (TEST) and the participant responded by pressing one of the two buttons to indicate whether TEST
was among SET or not. C) Audio-visual task: Each trial started by playing a series of characters (300 ms each, 700 ms in
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between) followed by an array of characters around a center point (SET) for a brief period (500 ms). After a 3 second delay a
test characeter was either played or shown on the screen (TEST) and the participant responded by pressing one of the two
buttons to indicate whether TEST was among SET or not.

For the analysis, EEG data were down-sampled to 250Hz, and base-line corrected by
removing the average of each channel. Ocular artifacts (saccades and blink artifacts) were
corrected in the EEG using principal component analysis (PCA) [75]. For this purpose,
artifactual segments of EEG were selected by comparing EEG amplitude against a threshold
and selecting a time window surrounding the periods where it passed the threshold. All
artifact segments were concatenated together to form a multi-channel times series. PCA was
the applied on the constructed matrix (channels × time). The first three principal components
were removed and the cleaned EEG was reconstructed from the remaining components. PCA
effectively reduces ocular artifacts while introducing minimal spectral distortion in
comparison to other methods like independent component analysis [75]. Responses were then
band-pass filtered from 1 to 45 Hz using a zero-phase (two-pass) FIR filter of order 500 for
visualization and response quantification (EEGLAB function pop_eegfiltnew). For each set
size condition, EEG data was segmented in periods of 9000ms starting from 2000ms before
presentation of “SET” to 3500ms post presentation of “TEST”. EEG data was segmented to
include the three main stages of WM (i.e. encoding, maintenance and recall) in addition to a
reference period prior to the “SET”.
Subjects were seated inside an electro-acoustically shielded booth. They were instructed
to avoid body movement and restrict their visual gaze during the task by fixating on the
center of the screen. The visual WM task was presented on an LCD monitor at a distance of 1
m. Periodic breaks (~5 min) were given between experimental blocks, which lasted ~15-16
min depending on response speed. The visual stimuli were implemented in MATLAB using
the Psychophysics Toolbox [76]. In addition to accuracy, response times (RTs) were also
recorded during the experiment, computed as the time-lapse between the appearance of the
“TEST” character and the participant’s response.
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3.5 Behavioral Results
Mean behavioral accuracy and RTs per stimulus set size are shown in Figure 3-2. Due to
non-normality of RT distributions, we used each subject’s median RT per set size. Significant
differences in accuracy and RT across set sizes were investigated using Tukey-adjusted oneway rmANOVA. Analysis revealed differences in response accuracy across conditions for
both modalities of the task (visual: F3,42 = 78.13, p < 0.0001; Auditory: F3,42 = 27.20, P <
0.0001). In the visual task, accuracy was high for small set size conditions (2, 4 items) but
degraded precipitously with increasing set size (> 6 items). In contrast, accuracy in the
auditory task monotonically decreased with increasing set size. A significant effect across
memory load conditions was also found for RT for both modalities of the task (visual: F3,42 =
5.11, p < 0.005; auditory: F3,42 = 12.31, P < 0.0001). Figure 3-2 shows the differential in
response time between adjacent set sizes. Mean slope of RT versus set size, reflecting
“behavioral throughput” [73], was 33 ms/item for set size 4 but decreased to around 10
ms/item for higher set sizes in the visual task. These rates of change in RT were almost
double (58 ms/item for set size 4 and 20 ms/item for set size 8) in the audiotory task,
demonstrating a slower neural decision path for the auditory input.
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Figure 3-2 - Behavioral performance in WM tasks. (left) Response accuracy across set sizes. Accuracy of responses
degraded precipitously for set sizes > 4; (middle) response times (RTs) across set sizes; (right) difference in response times
across conditions. errorbars = ±s.e.m.

Mean WM capacity, as measured by K, is shown as a function of set size in Figure 3-3. K
values showed significant changes across set sizes (F3,42 = 9.96, P < 0.0001). Working
memory capacity increased from set size 2 to 4 and remained constant thereafter (i.e., set size
4, 6, 8). Unlike the visual task, when performing the auditory task, K values continued to
increase (F3,42 = 13.49, P < 0.0001). Although the difference between in K values
corresponding to set size 6 and 8 was not significantly different (paired-samples t-test P =
0.32). To devise a single measure of individual WM capacity, each participant’s maximum K
value across all four set sizes were calculated. Mean K across our cohort was 3.89 (0.9) in the
visual task, indicating ~4 items (on average) can be adequately maintained in WM [2].
However, mean K was significantly higher in the auditory task 5.23 (1.30) (paired-samples ttest P = 0.003).
Moreover, the variance of K increased for higher set sizes in both modalities of the task
(Bartlett test on K values from four set sizes;  32  47.07 (visual),  32  47.96 (auditory) , P <
0.0001). Increased inter-subject variability with increasing task complexity likely reflects
larger differences in the number of stored items across individuals when the set size exceeds
the mean WM capacity.
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Figure 3-3 - Changes in working memory capacity with memory set size. Number of items stored in the memory (K) is
plotted as a function of set size. K is defined as K = S(H-F), where S is the number of items in the memory array, H is the
hit rate, and F is the fal
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Chapter 4 -

Focal Activity Analysis

Summary
Stimulus phase-locked brain activities (i.e. Event-Related Potentials or ERP) during
maintenance of information have been shown to correlate with behaviorally measured WM
capacity. However, such relationship between non-phase-locked induced responses and WM
capacity were not previously investigated. Additionally, the activities during the encoding
phase were largely neglected. We investigated the effect of memory load on encoding and
maintenance of information in working memory. Electroencephalography (EEG) signals were
recorded while participants performed a modified Sternberg memory task. Independent
Component Analysis (ICA) was used to factorize the EEG signals into distinct temporal
activations to perform spectrotemporal analysis and localization of source activities. We
found ‘encoding’ and ‘maintenance’ activities were correlated with negative and positive
changes in α-band power, respectively. Transient activities were observed during encoding of
information in the bilateral cuneus, precuneus, inferior parietal gyrus, and fusiform gyrus and
a sustained activity in the inferior frontal gyrus. Strong correlations were also observed
between changes in α-power and behavioral performance during both encoding and
maintenance. Furthermore, it was also found that individuals with higher working memory
capacity experience stronger neural oscillatory responses during the encoding of visual
objects into working memory. Our results suggest an interplay between two distinct neural
pathways and different spatiotemporal operations during the encoding and maintenance of
information which predict individual differences in working memory capacity observed at the
behavioral level.
In this chapter we first describe independent component analysis method which was used
to project the recorded EEG signals to source space. We then explain the methodology for
measuring the spectral focal activities within each of the sources and the corresponding
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statistical significance testing. The experimental results and discussion for the visual working
memory task are then presented.
4.1 Independent component analysis (ICA)
Neuroelectric signals recorded at each scalp electrode are formed by the summation of
different overlapping potentials originating from various brain sources. ICA performs linear
spatial filtering on the EEG data to isolate independent neuronal sources contributing to the
neurophysiological signal recorded at the scalp. In addition, ICA was used to factorize the
data into temporally independent components and to create dipolar scalp maps without
including any geometrical information about the head or electrode placements. ICA provides
a powerful means to isolate brain signals that index physiologically distinct processes [77]–
[81]. Application of ICA on EEG data is under the assumption that EEG dynamics can be
modeled as a collection of a number of statistically independent brain processes [82].
However, transient interactions may exist between different areas of the brain during
execution of cognitive tasks and hence, this assumption is sometimes violated. In such cases,
the ICA decomposes the signals into a set of maximally independent components by
maximizing their mutual independence [81]. The derived components are temporally
independent in a global sense, across the entire time course of the trial for all subjects and
conditions. However, it should be noted that short-lived dependencies between components
may still be present [38], especially in a transformed domain (e.g. frequency domain). In the
current study, ICA allowed us to identify maximally distinct brain sources (in a mathematical
sense) that contribute to WM processing which have otherwise been blurred in traditional
ERP studies [2].
Group-wise ICA decomposition [38] was used in this study. ICA was applied on the data
set consisting of the correct trials from all four conditions and 13 participants. Independent
components were found using the extended infomax algorithm [83]. Projection vectors

25

corresponding to each IC were then extracted from the mixing matrix ( W 1 ) and were used to
localize an equivalent dipole [84]. Electrode positions were registered to the MNI (Montreal
Neurological Institute) brain and two symmetrical dipoles were fit to each component using
the boundary element head model [85] (v12.0.2.5b). The best fitting result was then selected
for each IC. Selection of ICs for subsequent analysis was guided by four criteria, namely, we
only considered components that were (i) non-artifactual (determined based on IC scalp
topography and spectral density); (ii) whose source foci were located inside the head
boundary and cerebral cortex; (iii) whose source dipoles were clearly bilateral (ICs whose
dipoles were localized within ~10 mm were discarded). Specifically, model accuracy was
measured by assessing the residual variance (RV) of the scalp map of the best-fitting dipole.
Additionally, ICs with RV more than 10% were discarded. While anatomical locations of
each source were modeled as two point sources, only a single time course was extracted and
further analyzed from each IC. Source dipole localization was computed using the DIPFIT
plugin in EEGLAB performed on the ICA weighting matrix.
4.2 Focal activity strength
Event-related spectral perturbation (ERSP) of each ICA signal was computed to study the
time-frequency changes in the EEG across memory loads [86]. Only correct response trials
were considered in the analysis. For the current study, the ERSP is desirable as it also
captures non-phase-locked neural activity, induced by the stimulus presentation that is not
observable with traditional evoked potential averaging [87]. ERSPs were computed by
calculating the mean change in spectral power (in dB) from baseline for different frequency
and latencies using a complex Morlet wavelet transform [88], [89]. The number of cycles was
selected according to the frequency (scale) and was increased from 0.5 to 13.8 for a
frequency range of 1 to 30 Hz. It has been suggested that this approach provides better
frequency resolution at higher frequencies than a conventional wavelet approach that uses
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constant cycle length [85]. Based on these observations, we used 40 ms/0.5 Hz as the timefrequency spacing for the daughter wavelets. The baseline power spectrum was calculated for
a 2 sec reference period before the stimulus presentation. In order to compute the baseline
power, the two second baseline period for all trials was extracted and the same wavelet
transform as the one used for the whole trial analysis was applied on the dataset. Power
values were then averaged over trials and time samples to derive the baseline power spectral
density. This procedure minimized the probable effect of including post-stimulus EEG into
baseline power computation [90].
The EEGLAB toolbox was used to compute ERSP response [79]. We quantified spectral
perturbations as the mean power change within each frequency band of interest. Alpha (α) (813) Hz, and beta (β) (13- 30 Hz) frequency bands power were measured for each individual
from the ERSP. Significant deviations in wavelet power from the baseline were assessed
using bootstrap resampling. For each trial, baseline spectral estimates were calculated from
randomly selected latency windows in the specified epoch baseline which were then
averaged. This process was repeated for 200 times to produce a surrogate ‘baseline’ spectral
distribution whose specified percentiles were then taken as the statistical power [85]. Due to
the high number of comparisons needed to generate the ERSP response for each component
and condition (200 time periods × 60 frequencies), the resulting p-values were corrected
using false discovery rate (FDR) with p < 0.05 [91]. In contrast to the familywise error rate
(FWER) correction (e.g. Bonferroni correction) which controls the probability of single error
in rejection of null hypothesis, FDR works by controlling the proportion of the rejected null
hypotheses and is therefore less conservative than FWER.
4.3 Summary of Statistical analysis approach
ERSP responses were generated for each component (7 ICs) and condition (4 set sizes).
Within each ERSP response, bootstrap resampling and FDR correction (Benjamini and
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Yekutieli, 2001) were used to mask the insignificant time-frequency (200 x 60) points.
Activity patterns were identified within different frequency bands, stages and components
from these ERSPs. In order to test whether our selected features (encoding/maintenance,
alpha/beta power) were significantly changing across conditions, we conducted a one-way
repeated measures (rm)ANOVA within each IC with set size as the single factor (4 levels).
The rmANOVA tests were only conducted on the stage (encoding or maintenance),
frequency bands (alpha or beta) and ICs which showed a consistent ERSP across all set-sizes
(based on visual inspection of the time-frequency maps). Finally, we investigated correlation
between the power features and WM capacity (K). For each dependent measure, FDR
corrected correlation analysis was performed for the number of ICs which previously showed
significant change across set size (i.e., based on the initial ANOVA). For instance, in the case
of alpha-AEPC, ANOVA tests showed significance for 4 components: precunues, FG, cuneus
and IPL. Therefore the correlation analysis and the follow-up FDR correction were
performed within this set of ICs.
4.4 Experimental Results
4.4.1 Independent components of EEG
Figure 4-1 shows significant dipoles (RV < 10%) describing the IC component activity at
the scalp. Only 7 of the total 64 ICs survived our stringent selection criteria (see Methods).
Component characteristics are detailed in Table 4-1. Corresponding source dipole locations
covered brain areas including bilateral superior- and inferior parietal lobule, superior
temporal gyrus, postcentral gyrus, inferior frontal gyrus, fusiform gyrus, and cuneus. ICs are
sorted in descending order of mean projected variance. Essentially, ICs with lower indices
have more significant loadings (i.e., they describe a higher proportion of the scalp data)
compared to ICs with larger indices.
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Figure 4-1 - Dipole locations of independent component source activations during visual WM.Fitted dipoles covered
bilateral superior- and inferior parietal lobule, superior temporal gyrus, postcentral gyrus, inferior frontal gyrus, cingulate
gyrus, fusiform gyrus and cuneus. Dipoles reflect the mean center of gravity of source component activity whose residual
variance is less 10% in explaining the scalp activity. ICs which did not show significant modulations with increasing set size
are illustrated with squares.
Table 4-1 - Coordinates of the 7 Independent components with the residual variance less than 10%. ICs with lower numbers
account for higher percentage of variance in EEG. Location column shows the closest cortex area to the dipole
(www.talairach.org).
Closest Brodmann
IC#
Talairach Coord. (x,y,z)
Location
RV%
Area (BA)
1
-8/8, -55, 37
Precuneus
7
4.74
2

-47/47, 7, 24

Inferior frontal gyrus

9

5.43

3

-45/45, -59, -11

Fusiform gyrus

37

3.42

4

-19/19, -77, 34

Cuneus

7

2.40

5

-42/42, -19,47

Postcentral gyrus

3

1.82

6

-40/40, -56, 40

Inferior parietal lobule

40

8.75

7

-43/43, -55, 20

Superior temporal gyrus

39

4.18

Examining ERSP responses within each of these ICs revealed regular patterns of activity
during the encoding and maintenance stages. Figure 4-2 shows select ERSP spectrograms of
IC2, 3, and 5, respectively. The dominant activity in the frequency domain was centered
around the α-band (10 Hz) and also extended to higher frequencies in the β-band (13-30 Hz).
ERSPs extracted from fusiform gyrus (FG), inferior parietal lobule (IPL), cuneus and
precuneus showed a strong decrease in α-power starting ~250ms after the presentation of the
“SET” array that persisted ~2 seconds after the disappearance of the stimulus. Power
decrease in precuneus typically unfolded over a shorter time-window compared to the FG
(precuneus: 1500 ms; FG: > 2000 ms). In contrast, α-power in precuneus showed a similar
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decrease followed by a subsequent increase in α-power not observed in the more posterior
parietal sources (see hot colored regions, ~2500 ms). On the contrary, activity in inferior
frontal gyrus (IFG) consisted of a transient increase in β-power lasting through the encoding
period and a continuous increase in α-power that initiated at the disappearance of the stimulus
array and persisted throughout the entirety of the encoding and maintenance stages.

Figure 4-2 - Event-related spectral perturbations (ERSP) of select components. (A) Topography for each of the select IC
components. The topographic maps reflect the spatial distribution of the group ICA component signal. (B) ERSP for select
IC sources as a function of stimulus set size. Hot colors: increase in spectral power; cool colors: decrease in spectral power
from baseline. Time-frequency points with non-significant change from baseline are masked in green at the p <0.05 level
(bootstrap resampling). The vertical red and white lines mark the beginning and end of the presentation of SET respectively
(see Fig. 1). The source in FG was active during the encoding period with a significant decrease in α-power but no change
during maintenance. In contrast, IFG showed a continuous enhancement in α-power throughout the encoding and
maintenance periods and precuneus showing significant decrease in α- and β-power during the encoding and also increased
α-power during the maintenance. Dashed boxes indicate the frequency bands extracted and analyzed within each component
(cf. Figure 4-3).
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In order to objectively divide the response into encoding and maintenance processing
stages, we examined the time course of perturbations extracted from the ERSP maps within
select frequency bands. Figure 4-3 shows the α-band perturbation curve extracted from the
precuneus, IFG, FG and cuneus. Conforming to the ERSP response in Figure 4-2, a strong
decrease in the α-band power was observed within the time window following the
disappearance of the stimulus set.

Figure 4-3 - Timecourse of α-power of select components. (A) α-power (8-13 Hz) in precuneus decreased rapidly after
presentation of the stimulus but elevates higher than prestimulus level; (B) α-power in IFG builds up following the
presentation of stimulus; (C, D) α-power in FG and cuneus decreases rapidly following presentation of stimlus but unlike
precuneus activity, decays back to the prestimulus level; Vertical boxes indicate encoding (E) and maintenance (M) stages.
Shaded bands represent ±1 s.e.m.

In order to perform numerical comparisons between oscillatory responses, two indices
were computed from each ERSP within the various frequency bands: 1) Average encoding
power change (AEPC), measured as the mean dB perturbation in power during a 1000 ms
time window, starting from disappearance of the stimulus (t = 500 ms) until one second later
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(t = 1500 ms) (see Fig. 6); 2) Average maintenance power change (AMPC), measured as the
mean perturbation in power in dB unit within a 1000 ms time window, starting one second
before presentation of test character (t = 2500 ms) and extending to the presentation of the
“TEST” character (t = 3500 ms) (see Figure 4-3).
4.4.2 Encoding Perturbation
α-band AEPC became more negative with increasing set size (Figure 4-4A). This effect
was observed mainly in occipital (cuneus), parietal (IPL and precuneus) and temporal (FG)
cortices. α-AEPC decreased linearly with increasing set size from 2 to 6 and remained almost
constant thereafter. These observations were confirmed with rmANOVAs, which indicated
that on average, spectral power reduced monotonically with increasing memory load in all
four brain areas (linear contrasts; precuneus: F1,36 = 34.20, P < 0.0001; FG: F1,36 = 14.66, P <
0.001; cuneus: F1,36 = 20.84, P < 0.0001; IPL: F1,36 = 20.05, P < 0.0001). However, post hoc
Tukey-Kramer adjusted multiple comparisons showed no significant difference between set
size 6 and 8 (precuneus, P = 0.99; FG, P = 0.98; cuneus, P = 1.00; IPL, P = 0.94) indicating a
saturation in the response at higher memory loads. As with α-power, β-AEPC in precuneus
similarly decreased across set size conditions (F3,36 = 8.06, P < 0.001) (Figure 4-4B).

Figure 4-4 - Changes in EEG spectral characteristics with increasing memory load. (A) Encoding α-AEPC (8-13 Hz)
increased linearly in occipital (cuneus), posterior parietal (precuneus and IPL) and temporal areas (FG) with increasing set
size from 2 to 6 and plateaued after. (B) β-AEPC (13-30 Hz) in precuneus increased with increasing set size from 2 to 6 and
leveled out after set size 6. (C) α-AMPC (8-13 Hz) in precuneus, CG and IFG similarly increased with increasing memory
load. AEPC: Average encoding power change; AMPC: Average maintenance power change; FG: fusiform gyrus; IFG:
inferior frontal gyrus; IPL: inferior parietal lobule.
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4.4.3 Maintenance Perturbation
Figure 4-4C shows the change in average α-activity during the maintenance period (αAMPC) across set size condition. Maintenance stage activity was modulated by stimulus load
in precuneus (F3,36 = 3.40, P = 0.03) and IFG (F3,36 = 3.69, P = 0.02) (Figure 4-4C).
Paralleling the behavioral pattern (e.g., Figure 3-3), post hoc Tukey-Kramer adjusted multiple
comparisons revealed that α-AMPC in IFG increased from set size 2 to 4 and saturated
thereafter (P = 0.003). Finally, β-band synchronization that was visible from the ERSP
response of IFG did not reach significance (F3,36 = 2.24, P = 0.1).
4.4.4 Brain-behavior relations between individual WM capacity and spectrotemporal
features of the EEG
We assessed the correspondence between regional activation (neural activity in
precuneus, IPL, IFG, FG, and cuneus, i.e. α-AEPC, α-AMPC, and β-AEPC) and participants’
individual behavioral WM capacity (K) using Pearson’s correlations (Figure 4-5). Only ICs
showing significant modulations with varying set size load were considered for correlation
analysis. Correlational analyses were corrected for multiple comparisons using FDR
correction at the α = 0.05 significance level [91]. For each neural metric (i.e. α-AEPC, αAMPC, and β-AEPC), correlation analysis was performed only for those ICs which showed
reliable modulations across set sizes based on the initial ANOVA tests (α-AEPC: cuneus,
precuneus, IPL and FG; β-AEPC: precuneus; α-AMPC: precuneus and IFG).
We examined whether individual WM capacity (calculated as the maximum WM
capacity across set sizes) was related to differences in neural activity across various loads, as
suggested by previous ERP (i.e., evoked response) studies [2], [24]. Yet, we found no
significant correlation between spectral brain measures and behavior. In comparison, the
number of items stored in WM (i.e., K calculated for each set size and individual) was
correlated with α- and β-AEPC in precuneus (α-AEPC: r = -0.38, p = 0.02; β-AEPC: r = 0.30, p = 0.03) and α-AMPC in the IFG (r = 0.44, p = 0.003) (Figure 4-5A-C), such that
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larger α-activity during WM encoding and maintenance predicted improved behavioral
capacity. Correlations between response RT and accuracy with α/β power did not reach
significance. Collectively, these findings indicate that individual WM capacity, as measured
by K (but not response accuracy or RT, per se) is predicted by individual α/β neural
oscillations during both memory encoding and maintenance stages.

Figure 4-5 - Brain-behavioral correlations underlying visual WM capacity (K). Scatter plots show correlations between
number of items stored in the memory and (A) α-AEPC (8-13 Hz) extracted from precuneus (r = -0.38, p = 0.02), (B) αAMPC (8-13 Hz) in IFG (r = 0.44, p = 0.003) and (C) β-AEPC (13-30 Hz) extracted from precuneus (r = -0.30, p = 0.03).
Behavioral WM performance is negatively and positively correlated with spectral power during encoding and maintenance
respectively, suggesting individual visual WM capacity can be predicted based on oscillatory activity of the EEG. Each point
corresponds to values extracted for a subject and set size (13 subjects and 4 set sizes).

4.4.5 Control experiments and analyses
Despite PCA correction, induced brain responses are prone to ocular contamination and
residual eye movements may cause artifactual changes in the EEG’s spectrotemporal
characteristics which mascaraed as induced oscillatory responses [92]. For example, it is
possible that subjects increase eye movement with increasing memory load; such artifacts
would then co-vary with measured oscillatory α/β responses and would confound
interpretation of our data. However, contamination of electrooculogram (EOG) activity on
EEG recordings are most prevalent in prefrontal scalp locations and within lower frequency
bands (i.e., delta and theta bands) [93]; EOG power is negligible at higher frequencies of the
EEG where we observe our WM effects (i.e., α- and β-bands) [94], [95]. Furthermore, it has
been shown that artifact correction based on principal component analysis (PCA), which was
employed in this study, reduces any residual artifact within these bands even further (with
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average error of <0.1dB) [75]. Collectively, the more posterior sources and higher-frequency
modulations we report here make ocular contamination an unlikely cause of the observed
effects.
Nonetheless, we aimed to quantitatively rule out the possibility that ocular movements
may explain our data. To this end, we measured the frequency of subjects’ blinks within the
predefined 1-sec encoding and maintenance periods where prominent WM modulations were
observed in the EEG. For encoding, an ANOVA conducted on blink frequency showed a
significant difference across conditions (F3,42 = 35.94, P < 0.0001). This was driving by a
higher number of blinks in response to set size 2 than the other conditions (with a mean count
of ~25 for set size 2 compared to ~0.5 for other set sizes). Consequently, we further
compared α and β power for set size 2 responses by dividing the epochs into two data subsets:
trials that did and did not contain blinks (i.e., contaminated vs uncontaminated epochs). A
paired samples t-test showed no difference in α/β power between the two data surrogates for
either frequency band (α-AEPC; precuneus: P = 0.46; FG: P = 0.44; cuneus: P = 0.44; IPL: P
= 0.87; β-AEPC; precuneus; p = 0.36) ruling out ocular contamination as a confounding
factor. Similarly, for the maintenance period, blink frequency was invariant across conditions
(F3,42 = 1.51, P = 0.23). Together, these observations suggest that modulations in α/β activity
are unlikely to reflect residual ocular artifacts but rather, reflect induced brain activity due to
WM processing.
It is also important to note that an increased number of characters in the “SET” array may
have led to the increase in α/β-AEPC during stimulus presentation. In addition, the alpha
activity before presentation of test character (“TEST”), might be linked to the effect of alpha
on correct/incorrect detection [96]. In order to investigate this possibility, an additional
control experiment (n=4) was conducted in which we examined the changes in brain response
with a constant set size (load = 1) and changing stimulus size (i.e. 2, 4, 6, 8). This control
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condition holds memory load constant but allows us to assess variation in brain activity with
increasing stimulus complexity. No significant differences in the ROIs across set sizes were
observed in α-AEPC (precuneus: P = 0.25, FG: P = 0.45, cuneus: P = 0.34, IPL: P = 0.44), αAMPC (precuneus: P = 0.1, IFG: P = 0.27), nor β-AEPC (P = 0.76) (data not shown). Thus,
it is unlikely that modulations in the observed brain areas are determined by stimulus
properties alone. Rather, these results support the notion that the observed neural oscillatory
activity is directly related to WM processing.
4.5 Discussion
We examined oscillatory brain responses during a Sternberg visual WM task with
simultaneous presentation of the memory array. In simultaneous presentation, by changing
the number of characters presented within a fixed time (500 ms), we varied the rate of
information throughput of the corresponding brain pathways subserving WM processing.
During visual stimulus encoding, α-band power parametrically decreased with memory load
in occipital, parietal and temporal areas with a linear pattern that plateaued on set size 8
(above behavioral K capacity). Conversely, a load-dependent enhancement was observed in
the same frequency band during the maintenance period in parietal and frontal areas which
leveled out after set size 4 (around K). The distinct spectral characteristics of the brain
activity during encoding and maintenance periods implied the existence of two separate
networks engaged during each stage. Furthermore, it was shown that individual WM capacity
(K) is related to spectral characteristics of EEG (α and β oscillations) within both encoding
and maintenance stages.
Our findings are largely congruent with previous EEG and MEG studies which found a
similar increase in α-power in posterior, central, and frontal areas during WM maintenance
[11], [97]. Based on these observations, it is likely that the precuneus area acts as a buffer
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with connections to both occipital and frontal areas for hypothetically encoding and active
maintenance of visual information.
4.5.1 Psychophysiological explanations of encoding and active maintenance activity
In precuneus, the distinct spectral characteristics of the two stage activity were suggestive
of two distinct functions within the same brain region. This was evident by the load
dependent decrease and increase in α-power during encoding and maintenance stage. We
posit that these two different events may correspond to the two processing periods of our
task, describing the differential activation of encoding and maintenance of information in
WM. The decreasing and increasing α-power trends during encoding and maintenance stages
are generally in line with the gating by inhibition hypothesis [98] which suggests that
information pathways within brain networks are controlled by task-dependent gating
mechanisms. It is hypothesized that α- and γ-band oscillations play a pivotal role in this
model. Active processing is reflected through γ-band synchronization accompanied by αband de-synchronization. Conversely, inhibition of task-irrelevant regions is reflected
through elevated activity in the α-band, consistent with its putative role in attentional
suppression [99] and/or network coordination/communication [42]. Essentially, the increased
α activity observed in precuneus could be interpreted as isolation of WM by blocking the
encoding pathway and preserving its current content in the memory store.
Moreover, results presented here further suggest that these oscillatory activities, namely
in α-band, may shift into different modes of activity (excitation or inhibition) during the timecourse of a cognitive operation. The abrupt α-power increase in IFG between low and high
loads would imply that IFG is suppressed (and/or abruptly stressed) during higher processing
demands. Nevertheless, another possible explanation could be due to executive functions
reflecting “top-down” processing such as mental rehearsal and cortico-cortical interactions
[100]. This also suggests that for lower load, rehearsal remains inactive and it becomes active
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during higher memory loads through an interaction between IFG and precuneus (see
Figure 4-4C). While covariation in the functional responses between these two regions
suggests possible interaction, further causality analysis would be needed to confirm the
validity of this hypothesis.
4.5.2 Spatial distribution of encoding and maintenance pathways
Dipole localization results obtained in the current study are also generally consistent with
findings from previous neuroimaging work examining verbal working memory. Specifically,
Cohen et al. illustrated significant changes in BOLD signal in central occipital areas (BA17),
Broca’s area (BA44), and right DLPFC (BA9) during an n-back memory task, [4]. They
further hypothesized that brain areas associated with active maintenance would demonstrate
sustained activation throughout the trial, whereas those representing other WM processes
would show transient activation but would grow with increasing load level. Sustained
responses were observed in frontal (BA46/9/40) and parietal (BA40) areas and timedependent activities in visual (BA17) and parietal areas (BA40). Corroborating activation
was observed in the visual area (BA17) in which transient activation was recorded during
WM maintenance. On the other hand, activity in right DLPFC, showed a step-like function
with load similar to the IFG activation found in this study. Interestingly, load modulated
transient activity was also reported in regions directly adjacent to those with sustained
behavior in posterior parietal cortex (BA40). This suggests the co-occurrence of encoding
and maintenance activity in the same region. Kirschen et al. also found similar activation in
left frontal (BA6/9/44), bilateral inferior parietal (BA40), and occipital (BA19) using a
Sternberg task [30]. In congruence with these findings, our results reveal: 1) a transient
response which existed dominantly in sensory visual areas (cuneus) and Fusiform gyrus; 2)
continuous activity in frontal areas (IFG) which increased abruptly from low (set size 2) to
high load (set size 4, 6, and 8) (Figure 4-4C); and 3) dual stage activity in parietal areas
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(precuneus) marked by negative and positive changes in α activity during memory encoding
and maintenance, respectively.
The relative locations of dipoles found in precuneus, FG, IPL, and cuneus which all
shared the initial decrease in α-power, suggest a network extending from the visual cortices to
parietal (precuneus) and temporal (FG) cortices, akin to the well-known ventral and dorsal
visual streams (i.e., the “what/where” pathway) responsible for processing visual object
identification/recognition and spatial location [34]. The dorsal pathway may in turn activate
frontal brain areas, as suggested by the common abrupt increase in α-power (e.g., precuneus
and IFG). Conceivably, such frontal brain mechanisms may act to gate or update the WM
“buffer”. Together, this network may form and/or integrate with aspects of the so–called
phonological loop described in neurocognitive models of WM [22]. Correspondingly, a
recent meta-analysis study of working memory fMRI experiments unveiled that the most
consistent areas experiencing WM load effects were associated with bilateral networks
distributed on frontal and parietal areas and specifically the inferior frontal gyri [3] which is
quite consistent with the frontal activity observed in this study (IC2 in IFG). Additionally,
engagement of this area during verbal tasks which is confirmed almost all previous studies
comparing verbal and non-verbal memory tasks [3], could reflect verbal rehearsal as part of
the phonological loop of Baddeley’s WM model.
4.5.3 Spectrotemporal activity during encoding predicts individual WM capacity
The drop in behavioral accuracy, saturation in RT, as well as the individual WM capacity
(K) trends all indicated that the WM capacity of our subject cohort was ~4 items. Hence, if αpower truly reflects the active representations of items maintained in WM, we would have
expected no difference in power for set sizes above the capacity limit (~4). In congruence
with behavioral results, α-AMPC in precuneus and IFG indeed saturated for set sizes > 4 and

39

the maintenance activity in these areas was found to be highly correlated with K (see
Figure 4-5B).
Findings from previous ERP studies have suggested a relationship between WM capacity
and neural activity during the WM maintenance period [2], [6]. Our observations corroborate
and extend these results by implicating a possible relationship between encoding activity and
individual WM capacity (Figure 4-5A, C). Significant correlations found between K values
and encoding stage activity suggests that neurophysiological responses during stimulus
information encoding may play a key role in an individual’s success in later recall and WM
performance. Specifically, the significant correlation found between α/β-power in precuneus
and K suggests that, in individuals with lower WM capacity, encoding activity grows less
when they are exposed to higher loads. This finding may also be related to recent findings by
Lenartowicz et al. in a study on attention-deficit/hyperactivity disorder (ADHD) patients
[80]. They reported attenuated α-band de-synchronization during the encoding period in
ADHD patients and suggested that performance deficits in ADHD patients may have been
the consequence of poor vigilance and atypical encoding. In addition, they found strong
correlations between several behavioral responses including accuracy and response time with
encoding α de-synchronization. Nonetheless, while several other studies have reported
significant changes in spectral characteristics of EEG in response to changing memory load
[11], [27], [28], [101], to the best of our knowledge, no previous work has reported
correlations between individual WM capacity and spectral characteristics of the EEG. Our
findings provide novel insight into WM by revealing the significance of neuronal
spectrotemporal features (α and β oscillations) in predicting WM capacity and highlight the
importance of brain processing during stimulus encoding in dictating success in WM tasks.
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Chapter 5 -

Connectivity Analysis

Summary
Working memory (WM) plays a critical role in cognitive skills such as, learning,
reasoning, and language comprehension. WM capacity is widely used as a predictor of
academic performance and many other cognitive skills. Yet, how the human brain
coordinates this complex skill through its functional networks and also whether individual’s
WM limitations are due to contrasts in regional activation or cross-regional interconnections,
remain controversial. We hypothesized that, individual differences in behavioral WM
capacity could be explained by temporal dynamics in functional coupling, and the
information flow within the connectome of the WM network. We recorded electrical brain
activity as participants performed a visual WM task with varying degrees of cognitive load.
Functional connectivity analyses on the EEG recordings were performed to identify
prominent hubs and the temporal segmentation of inter-regional activities as WM processing
unfolds over time. We found that neural communication during memory processing occurs
predominately through short pulses of alpha-band (8-13 Hz) phase coupling that propagate in
a temporally sequential manner with feedforward (“bottom-up”) and feedback (“top-down”)
communication within a set of fronto-parietal and fronto-temporal regions of brain. We also
observed that the degree of phase coupling within fronto-parietal/temporal pathways strongly
predicts working memory capacity. Additionally, this functional connectivity could
distinguish individual with low vs. high WM capacity. These results underscore the
importance of long-range neural network communication (phase synchrony) in WM skills
and additionally the significance of temporal dynamics in functional connectivity and in
particular phase synchrony.
In this chapter, we first explain different methodologies we have used to quantify
interconnection strength between various cortical regions including transfer entropy, phase-
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locking value, and directed transfer function. We then present our results using each of these
methods for EEG recordings from the visual WM task.
5.1 Connectivity Strength
5.1.1 Transfer Entropy
We employed a non-parametric approach called “transfer entropy” to estimate graded
causal interactions across the brain. Transfer entropy is a measure of effective connectivity
based on information theory which was proposed by Schreiber [102]. It is a non-parametric
method that does not assume any model and detects nonlinear interactions. Using the concept
of Markov processes, TE was defined based on the deviation from generalized Markov
property in equation (2).

p( xt  | xt( n ) )  p( xt  | xt( n ) , yt( m) )
(n)

where xt

(5-1)

 {xt ,..., xt  n 1} and yt( m)  { yt ,..., yt  m 1} are the realizations of two stochastic

processes representing two interacting systems. xt  is the value of process x evaluated at
time t   . Equation (2) holds only if the future values of x are independent of y . Kullback
entropy is used to quantify the level of deviation from equation (2) which leads to definition
of “transfer entropy”:
TX Y   p( yt  , yt( m ) , xt( n ) ) log

p( yt  | yt( m ) , xt( n ) )
p( yt  , yt( n ) )

(5-2)

In other words, transfer entropy measures the level of dependence of future x values on y .
It was shown by Palus et al. [103] that transfer entropy can be reformulated as a conditional
mutual information equation:
TX Y  I ( xt( n ) ; yt(m) | yt( n ) )  H ( xt( n ) , yt( m ) )  H ( yt(m) , yt( m ) )  H ( xt( n ) , yt( m ) , yt(m) , )  H ( yt( m ) )

(5-3)

Intuitively, this value equals the amount of information in the future of y about the signal

x excluding the information in future of y about the process y itself. Nonetheless, unlike
mutual information, TE is asymmetric and thus can be used to distinguish causality. In order
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to decrease the variance of estimation error and to avoid detecting spurious high values of
interdependency, we compute TE for a range of lags and then average across lags. Moreover,
to study the changes in information transfer rate initiated by the cognitive task we calculate
the TE values relative to the baseline values (similar to the procedure for ERSP). The relative
transfer entropy (rTE) for each stage is then computed as below:

rTEX Y  TEX Y  TEX Y

(5-4)

base

In order to calculate TE, the probability density needs to be computed for the signal.
Therefore, prior to density estimation, the signal must first be quantized. A key factor in this
procedure is the bin size of the quantization that plays a critical role on the performance of
the algorithm. The optimal bin size should be selected based on distribution of data which
result in a relatively uniform distribution of sample points in all the bins. For instance
selecting a too small size causes the distribution of sample points to become too sparse and a
too large value will lead to overly populated bins. We select the bin size equal to the optimal
bandwidth of a Gaussian kernel density estimator [104] which is given by
h  1.06N 1/ 5

(5-5)

where  is the sample standard deviation and N is the number of samples. Conditional
mutual information was computed using the MIToolbox [105].
5.1.2 Phase-Locking Value
We quantified functional connectivity via the phase coupling between pairs of neural
sources (ICs) using their phase locking value (PLV). Given two signals, PLV measures the
inter-trial variability of the phase difference at each time instant with high temporal accuracy
[106]. In order to calculate PLV, we first band-pass filtered the signal within alpha band (813Hz) using a two-pass FIR filter (N=100) and then used the Hilbert transform to estimate
the analytic phase for each component and all trials. PLV is then computed at each time
instant t as:
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(5-6)

where ϕ𝑖 (t, n) is the phase of component i at time t in trial n. PLV approaches one if the
phase difference variations across trials is small and zero otherwise. PLV was calculated for
each participant and condition separately using their respective trial set. This produced a
running PLV time-series for each pair of ICs, reflecting the functional coupling between all
pairwise sources. PLV time courses where then smoothed using a zero-phase low-pass FIR
filter (𝑓ℎ𝑖𝑔ℎ = 2 Hz, N=100) for visualization and quantification.
In exploration of common response to the stimulus, we used randomization tests to infer
statistical significance of the PLV time courses and identify where in time, reliable functional
connectivity emerged in the WM network [106]. Therefore, for each time instant during the
course of the task, we compared the PLV against the distribution of PLV selected from
baseline period obtained from all subjects and conditions using a bootstrap based paired t-test
(see 5.2.2.1). Similarly, when investigating the effect of load on phase synchrony common
across the individuals, we subtracted the baseline PLV from the complete PLV time series. In
contrast, in analysis of inter subject differences in PLV we withdrew from baseline correction
to retain any differences in PLV across individuals.
5.1.3 Directional Connectivity Analysis: Directed Transfer Function
Functional coupling measured via PLV is symmetrical (i.e., A→B = B→A).
Consequently, PLV alone provides no insight into the directionality of information transfer
between interconnected brain regions. To determine directional flow of information between
hubs of the WM network, we used directed transfer function (DTF) [107]. The DTF is based
on a multivariate autoregressive model (MVAR) fit to the ICs and characterizes the influence
of signal i on signal j at frequency f. DTF is defined as
2

𝛾𝑖𝑗 (𝑓) = ∑𝐾

|𝐻𝑖𝑗 (𝑓)|

(5-7)
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where 𝐻𝑖𝑗 (𝑓) is (i,j) element of the transfer matrix which describes transfer of spectral
properties between the set of K signals. DTF was applied on data from select time windows
for each connection derived from PLV analysis. MVAR model order was determined through
minimization of the Akaike information criterion (AIC). Model order corresponding to
minimum AIC measure was computed for all subjects and conditions for the time windows of
significant phase-synchrony derived from PLV analysis (19.61 ± 1.4). A model order of 20
was selected for all DTF analysis. We averaged DTF values within the alpha frequency band
for each directed connection (i.e., node) of the underlying WM network identified in the IC
analysis. In order to determine the direction of interconnection between each pair of sources,
an asymmetry statistic was computed for each connection and participant. The asymmetry
statistic (𝐷𝑖↔𝑗 ) is defined as
𝛾 −𝛾

𝐷𝑖↔𝑗 = 𝛾𝑖𝑗+ 𝛾𝑗𝑖
𝑖𝑗

(5-8)

𝑗𝑖

where, 𝛾𝑖𝑗 is the average DTF in alpha frequency band from source i to j. Significance of
connection directionality was then investigated using one-sample t-tests (test against null
hypothesis of no directionality, i.e., 𝐷𝑖↔𝑗 =0). For connections showing significant functional
asymmetry, the sign of the average DTF was taken as the direction of interconnection with
positive and negative signs indicating forward and reverse flow, respectively. Links with nonsignificant asymmetry across subjects were considered bidirectional.
5.2 Experimental Results
5.2.1 Causality in shrunk network
ERSP spectrograms were computed for each of the remaining components (section 4.2).
It was observed that the dominant activity in the frequency domain was centered on the
frequency of 10 Hz. This activity consisted of a transient decrease in α-power during the
encoding and an increase during maintenance (Figure 4-2). A clear difference in duration of
α-power negativity following the presentation of “SET” was observed across the set sizes
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which could not be quantified using a fixed-length time window. Therefore, the encoding
stage was selected as the period starting from disappearance of the stimulus until the time the
power decayed back to ¼ of its maximum negativity. Accordingly, the maintenance stage
started immediately after the encoding period and extending to the presentation of “TEST”
character. Since we were interested in exploring the changes in information flow between
areas that exhibited a load effect, we only kept those ICs whose response was significantly
modulated across set sizes.
Based on our observations in section 4.4, the α-power was selected as the response
measure for each IC. This choice also corroborated with previous EEG studies which
reported load-dependent activity in α-power [11], [27]. Only four of the components showed
significant changes as revealed by a repeated measures ANOVA (Tukey-Kramer adjustments
for multiple comparisons) at an a priori α-level of P = 0.05. There areas consisted of bilateral
precuneus, cuneus, fusiform gyrus (FG), and inferior frontal gyrus (IFG) that were selected
for the subsequent TE connectivity analysis.
5.2.1.1 Computing the Transfer Entropy
Previous studies have shown that even if the amplitudes of two coupled chaotic
oscillators remain uncorrelated, their phases may synchronize [108]. Hence in this study,
instead of raw activity signals, IC phases were computed using the Hilbert transform and
were used to compute TE values. Computation of phase for a signal with no well-expressed
peak in its power spectrum can lead to spurious findings [109] and hence IC activity signals
were filtered within the α-frequency band (8-13Hz) with a band-pass zero phase FIR filter
(n=500) before applying the Hilbert transform. The reason for choosing the α-band activity
for connectivity analysis was the well-established role of the neural activity within this
frequency band in working memory [11], [27].
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Transfer entropy was used to detect nonlinear interdependencies between pairs of IC
phase signals. We computed the value of TE during baseline, encoding and maintenance
periods. In order to directly compare TE values across conditions and periods (baseline,
encoding and maintenance), an equal number of points was needed to be sampled from each.
Therefore, we chose a one second window from each of the periods as below:
1) Baseline window: starting 1000 ms before presentation of “SET”
2) Encoding window: starting from 300 ms and extending up to 1300 ms after
presentation of “SET”. The 300 ms delay was considered to exclude any possible
delays in brain response after the presentation of stimulus (see Figure 4-2).
3) Maintenance window: starting 1000 ms before presentation of “TEST”
In addition, TE values were computed for a range of lags (   1...15 ) and then averaged
across lags. This procedure was employed to decrease the variance of estimation error and to
avoid detecting spurious high values of interdependency [38]. Moreover, in order to study the
changes in information transfer rate initiated by the cognitive task it was necessary to
compute TE values relative to the baseline. Therefore, the relative transfer entropy (rTE) for
encoding and maintenance stages were computed by subtracting the baseline TE value from
each.
rTEX Y  TEX Y  TEX Y
enc

enc

base

(5-9)

rTEX Y  TEX Y  TEX Y
ma int

ma int

base

rTE values were computed for each IC pair and all trials and were then averaged over
trials for each individual and set size. Furthermore, in order to identify the specific links
between IC components whose information transfer rates were modulated by memory load,
we applied a repeated measures ANOVA test on TE values for each IC pair. The p-values
from these tests are summarized in Error! Not a valid bookmark self-reference..
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Table 5-1 – Significant test results of changes in relative TE across set sizes (X = Nonsignificant)
Source
IC
1
2
3
4
Source
IC
1
2
3
4

Encoding Period
Destination IC
1
2
3
0.002
X
X
X
0.006
0.006
0.06
0.02
X
Maintenance Period
Destination IC
1
2
3
X
X
X
X
0.04
X
X
X
X

4
X
X
X

4
0.006
0.004
0.003

A directed graph can be utilized to visualize the connections across the engaged brain
regions [13]. The nodes on this graph are the brain regions represented by the location of the
fitted dipoles and likewise, edges correspond to the links between the ICs which reached
significance according to the values from Table II. The direction of the link is determined by
the specific pair and its corresponding ANOVA. Figure 5-1 illustrates the directed graph for
connectivity during the encoding and maintenance stages. During encoding, rTE values for
three of the links including the links from nodes (i.e., ICs) 1, 3 and 4 to node 2 decreased
with increasing memory load while the links from nodes 3 and 4 to node 1 increased mainly
from set size 4 to 6. Comparatively during the maintenance stage, all the links in this graph
showed a decreasing trend in rTE which declined with increasing memory load level.
5.2.1.1 Discussion
We examined the degree of directed interaction between different brain areas whose
responsiveness co-varied with memory load. We applied group-wise ICA to decompose the
multi-channel scalp EEG into a set of temporally independent components. The set of
components whose activations co-varied with memory load was selected for subsequent
connectivity analysis. Interdependencies between these select regions of the brain were
investigated using transfer entropy. Possible neural pathways conveying stimulus/memory
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information between these areas during encoding and maintenance stages of the visual
memory task were identified.
Results obtained from connectivity analysis showed that during the encoding stage, the
information transfer rate within the pathways connecting posterior to anterior brain regions
were modulated by the memory load (Figure 5-1). However, the graph corresponding to the
maintenance stage connectivity exhibited a reversal in the directionality of this neural
pathway, resulting in modulation of prominent information flow from anterior to posterior
regions. Judging by the dominant direction of the graph edges within the encoding and
maintenance periods, these results are generally in line with the current knowledge about the
role of occipital areas (node 4) in processing visual stimulus information, parietal areas (node
1) in visual working memory and storage, and frontal areas (node 2) in executive function
and control. The reversed direction of the graph during the maintenance stage also aligns
with the notion of the reverse hierarchy theory (RHT) [110]. RHT posits that with increasing
task demand, the brain performs a progressive backward search from higher- order
information to lower-level inputs in search of representations with optimal signal-to-noise
ratio. It is possible that the reversal of TE directionality we observe (Figure 5-1) reflects a
similar cascade of “top-down” guided modulation where task-relevant visual information
must be enhanced at the input (occipital cortex) and irrelevant information pruned before
being broadcast to higher brain areas for storage (temporal-parietal cortices; IC1) and
memory retrieval (frontal cortices; IC2).
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Figure 5-1 - Connectivity during WM encoding (left column) and maintenance (right column) periods;(top) graph of load dependent
connectivity; the positive and negative changing edges are shown by solid green and dashed orange arrows, respectively. (bottom) rTE
values for the graph edges across the four set sizes; node (i.e., IC) 1: precuneus, node 2: IFG, node 3: FG, node 4: cuneus;

Moreover, during the encoding stage, rTE values increased with increasing memory load
in pathways connecting cuneus and FG to precuneus region (3 → 1) and (4 → 1) whereas, it
decreased for the other links. While this implies an increase in the information transfer in the
former it also suggests the opposite pattern between IFG and other regions. On the other
hand, during the maintenance stage, rTE values for all the links were negatively affected by
the increasing memory load. Interestingly, the decreasing trend of TE with increasing
memory load suggests a weakening in between-region connections which could also be
interpreted as inhibition of cross-talk between areas [98]. This observation is corroborated by
a previous connectivity study on fMRI data in which the mean between-region correlations
were reported to significantly decrease with increasing memory load [55].
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5.2.2 Phase-Locking Value in large-scale network
5.2.2.1 Statistical Analysis
For the behavioral data, we computed WM capacity for each subject and load level using
the index K, defined as K = S*(H-F), where S is the number of items in the memory array, H
is the hit rate, and F is the false alarm rate [71]. For each subject the maximum computed K
across WM loads was taken as their individual WM capacity.
For EEG data, we aimed to concurrently determine the functional connectivity within a
fixed spectral band (alpha band) and through space (across nodes) and time (during the time
course of WM task). For the first level of analysis, we explored the functional connectivity
that was consistent across the cohort and load levels to identify a common WM network and
time periods that exhibited significant changes in PLV from baseline. To this end, PLV
values for each trial set corresponding to (subject, load) pairs were computed. In order to
explore significant phase synchrony at each time instant during the task (0 to 3500ms),
instantaneous and baseline PLVs were compared using a bootstrap based paired t-test similar
to the approach used to assess significant changes in EEG spectral power [85]. Paired data
were resampled N=5000 times and a t-statistic was computed for each time sample. The
original t-statistic was then compared against the distribution of values obtained for the
surrogate data. The p-value is computed under the null hypothesis that the observed samples
come from the surrogate distribution (two-tailed).
For the second level of analysis (quantifying the effect of load), a bootstrap based oneway repeated measures analysis of variance (rmANOVA) was performed within each IC
connection across time samples to evaluate whether the source PLV varied across set size
conditions. Similar to the paired bootstrap-based t-test, an F-statistic was obtained for the
original and surrogate data. We chose the rmANOVA test over correlation because we were
expecting the responses to saturate and therefore have a nonlinear characteristic with load [5],
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[111]. Finally for the third level of analysis, Spearman rank correlations were used to
evaluate the correspondence between functional connectivity (i.e., PLV) and each
participant’s individual behavioral WM capacity. Given the number of statistical
comparisons, for all three analyses, the resulting p-values were corrected for multiple
comparisons using false discovery rate (FDR) [91].
Table 5-2 - Coordinates of the 7 independent components. 7 independent components were selected for connectivity
analysis. Two symmetrical dipoles were used to represent each component map, which were selected according to the shape
of the IC projection map. The dipoles reflect the depolarization of neural populations associated with the IC.

1

-8/8, -55, 37

Precuneus

Closest Brodmann
Area (BA)
7

2

-47/47, 7, 24

Inferior frontal gyrus

9

3

-45/45, -59, -11

Fusiform gyrus

37

4

-19/19, -77, 34

Cuneus

7

5

-42/42, -19,47

Postcentral gyrus

3

6

-40/40, -56, 40

Inferior parietal lobule

40

7

-43/43, -55, 20

Superior temporal gyrus

39

IC#

Talairach Coord. (x,y,z)

Location

Figure 5-2 - Spatial distribution of dipole locations for select independent components. Two symmetric dipoles were used
for each of the select independent components. Fitted dipoles were only used to estimate the location of cortical regions
associated with each IC. (PC: precuneus; IFG: inferior frontal gyrus; FG: fusiform gyrus; CU: cuneus; PCG: postcentral
gyrus; IPL: inferior parietal lobule; STG: superior temporal gyrus; R: right hemisphere; L: left hemisphere; A: anterior side;
P: posterior side).

5.2.2.1 Dynamic connectivity of the WM network
Independent component (IC) analysis applied to EEG recordings identified seven source
generators (i.e., nodes) underlying WM (Table 5-2, Figure 5-2). We estimated the phase of
single-trial ongoing neural activity using the Hilbert transform. The phase-locking value
(PLV) was subsequently applied to estimate cross-region neural synchrony throughout the
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time course of WM processing. PLV and directed transfer function (DTF) were jointly
employed to produce a temporally dynamic, directed estimation of alpha-band network
connectivity throughout the WM task. Directional connectivity analysis further revealed both
feedforward and feedback pathways between widely distributed brain regions controlling
WM processing (Figure 5-3A). We found prominent “bottom-up” connections linking
posterior [cuneus (Cu)] to temporal [Fusiform gyrus (FG)], parietal [precuneus (PC)], and
precentral [precentral gyrus (PCG)] brain regions and “top-down” link connecting parietal
regions [PC] back to the Cu (Figure 5-3A).
The temporal progression of phase synchrony within the WM network occurred quasisequentially (Figure 5-3B). Our analysis revealed temporal windows during which phase
synchrony significantly shifted from the baseline and consistently across memory loads and
participants. Phase synchrony transiently increased in majority of the nodal connections
immediately after presentation of the visual stimulus array (SET) (see Figure 5-3A, 250ms,
Figure 5-4B). Phase synchrony inside the network shifted into a suspended state shortly after
stimulus presentation extending until ~1 sec after the stimulus array (i.e., memory encoding
period) (Figure 5-3A, 1100-1600ms, Figure 5-4A). We attribute the reduction in phase
synchrony to a decline in focal activity within WM nodes during the encoding period
(Figure 5-3A, 1100ms) [5]. Finally, increased sustained phase-coupling was observed in the
maintenance period between fronto-temporal, parieto-occipital, and occipito-temporal
connections beginning ~1600 ms after stimulus presentation (Figure 5-3A, 1600ms, 3300ms).
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Figure 5-3 - Phase-locking sequence-map across the WM network through time. (A) shows the topographical map of
interconnections within the WM network at various time instants. Cool and hot colors indicate negative and positive
instantaneous PLV respectively. The direction of arrows specifies the direction of connection derived from DTF analysis
over the time window of significant phase synchrony. (B) shows the sequence of time spans containing significant PLV.
Connections are sorted from bottom to top according to the median time of each activation. Phase locking was strongest
early after the onset of SET and during the presentation. PLV declined within a majority of the network following stimulus
offset. Interconnections were again reinforced during the latter part of the WM task. White regions indicate insignificant
PLV (FDR masked, p < 0.001).

Example time courses of functional connectivity extracted from selected links are shown
in Fig. 4. PLV time courses revealed two periods of increased connectivity (0-400 ms and
1500-3500 ms) flanking a period of reduced phase synchrony. This biphasic behavior in
functional coupling (i.e., decrease and increases between memory encoding and maintenance)
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is reminiscent of the change in spectral power of the EEG during WM that we and others
have previously observed within specific brain regions [5], [112].

Figure 5-4 - PLV for exemplary connections. (A) A transient increase in PLV existed in connections between cuneus and
fusiform gyrus. (B) PLV increased in connections between fusiform gyrus and IFG during the latter maintenance stages of
the WM task.

5.2.2.2 Modulations in connectivity with WM Load
The previous analysis revealed interareal phase synchrony during the time course of WM
by identifying phase coupling that was common across all participants and memory loads
(i.e., pooling all responses). To identify load-dependent interareal synchrony through time we
further analyzed each participant’s PLV time series for each of the four different set size
conditions. PLV time series were baseline adjusted with respect to their pre-stimulus interval
by subtracting the average baseline PLV. We then tested cross-condition differences within
each connection by bootstrapping an rmANOVA (N=5000) with the single factor of load (4
levels). This analysis was used to identify where and when portions of the WM network
showed reliable modulations with increasing stimulus set size (i.e., memory load). We found
distinct time segments in which the degree of phase synchrony was strongly influenced by
WM load (Figure 5-5). Load-dependent differences in phase synchrony were observed in
short time segments that unfolded in a sequential pattern from posterior to anterior nodes; the
majority of cross-load differences were focused in earlier stages of WM processing (i.e., <
1.5 sec) during memory encoding (Figure 5-5).
55

Figure 5-5 - Load-dependent sequence of functional connectivity within the WM network. Sequence of time spans during
which PLV was significantly modulated by WM load. Connections are sorted from bottom to top according to the median
latencies of their activation. White regions indicate insignificant effect of load on PLV (FDR, p < 0.001).

5.2.2.3 Functional connectivity predicts individual differences in WM capacity
Our next aim was to examine if unique variations in functional connectivity could predict
individual differences in participants’ behavioral WM performance. We first identified each
individual’s maximum WM capacity (K) across all stimulus load conditions (Kmax) to
quantify their best task performance. We then performed Spearman rank correlations between
Kmax and PLVs obtained in each link of the functional WM connectome (see Figure 5-6A)
under the respective memory load (i.e., load level in which the individual achieved Kmax).
Correlation analysis was performed at each time instant throughout the course of WM
paradigm and corrected for multiple comparisons using FDR.
We found that the degree of functional connectivity within certain nodes of the WM
network correlated with individuals’ memory capacity but only in certain time instances and
connections. The most reliable findings were a sustained brain-behavior correlation in the FG
→ IFG connection (Figure 5-6C) and a correlation with the PC → IFG link (Figure 5-6D).
We found that individuals’ average functional connectivity within each of these two time
windows strongly predicted their best behavioral WM performance (Kmax) (PC → IFG, r =
0.87, P < 0.0001; FG → IFG, r=-0.83, P<0.001); Stronger phase-synchrony between FG and
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IFG along with weaker phase-synchrony directed anteriorly between PC and IFG were
indicative of larger memory capacity (Figure 5-6C-D). This finding demonstrates that
individuals’ behavioral WM capacity is determined by the strength of feedforward neural
pathways from parietal and temporal cortices toward frontal regions.
We further investigated whether phase synchrony within these pathways could distinguish
low from high WM performers. To test this possibility, we divided our cohort into two (low
and high) subgroups based on their behavioral performance [1st quartile (nlow = 3) vs. 4th
quartile (nhigh = 3)]. We then recomputed average PLV time courses within above mentioned
critical connections (PC → IFG and FG → IFG) separately for the two subgroups. This
allowed us to identify where in time, the dynamics of parieto-frontal brain connectivity could
distinguish better from poorer WM performers. We found clear distinction in phase
synchrony strength between the two sub groups in fronto-temporal pathway (i.e., FG → IFG)
almost continuously across the duration of WM task and during a brief window in frontoparietal pathway (i.e., PC → IFG) (Figure 5-6E-F). Divergence in phase synchrony in FG →
IFG connection was not limited to post-stimulus period and was present in part even before
the stimulus presentation (Figure 5-6A, E). This fact implies that individuals with higher WM
capacity experienced more phase synchrony in fronto-temporal pathway regardless of the
stimulus. Group differences in PC → IFG pathway peaked ~1.5 sec into the maintenance
period. Interestingly, low performers showed an increase in parieto-frontal connectivity
directed in the anterior direction (PC→IFG), whereas high performers showed a decrease.
These findings imply that while low WM performers established a parieto-frontal connection,
high performers might inhibit this same neural pathway.
Our previous study has shown that individuals’ WM capacity is predicted based on focal
activity in frontal cortex during maintenance of information [5]. Findings from the current
analysis reveals that the coordinated strength between fronto-parietal and fronto-temporal
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regions drives the succeeding focal activity in frontal cortex and therefore being a more likely
factor in determining the WM capacity.
Collectively, our findings demonstrate (i) that phase-synchrony strength between frontotemporal and fronto-parietal brain regions predict individual differences in WM capacity, (ii)
functional connectivity differentiates between low and high WM performers, and (iii)
behavioral WM skills are not necessarily governed by the magnitude of focal brain activity
within the WM network but rather, depend critically on the timing and direction of
information flow between nodal hubs.

Figure 5-6 - Individual differences in WM depend on functional coupling between fronto-parietal and fronto-temporal brain
regions. (A) Sequence of times spans during which PLV was significantly correlated with WM capacity (Kmax) extracted
from behavioral response. Green colors indicate insignificant correlations (FDR masked, p < 0.01). Cold and hot colors
indicate negative and positive correlations, respectively. (B) Topographical map of FG→IFG and PC→IFG connections. (C,
D) Brain-behavior relation between functional connectivity (PLV) and behavioral memory capacity (Kmax) for the time
span marked in A (FG→IFG, PC→IFG). (E, F) Functional connectivity strength in FG→IFG and PC→IFG pathways
distinguishes low from high WM performers during memory maintenance. Shaded regions = SEM.

5.2.2.4 Discussion
The sequence of connectivity observed in this study generally fell into three distinct
stages. The early (< 500 ms), feed-forward increased phase-locking (Figure 5-3) is
reminiscent of the widespread neural modulations occurring early during detection of visual
features [113], [114] when attentional networks are dominantly engaged. The second stage
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(500-1400ms) was characterized by suppressed PLV between fronto-parietal and interparietal regions. This intermediate stage could serve as a window of relative isolation in the
WM network, allowing for independent focal processing of perceptual information.
Following this stage, post perceptual processing dominates whereby phase-locking gradually
increases across the network (paralleling the pre-perceptual first stage, 0-500ms) which can
be interpreted as sustained fronto-parietal and fronto-temporal phase synchrony.
Our functional connectivity analysis depends, in part, on the accuracy with which the
EEG is able to reveal sources (i.e., nodes) of the WM network. Although the spatial
resolution achievable by EEG recordings is limited in practice, the locations of neural
generators observed here using ICA decomposition are congruent with other neuroimaging
(fMRI) studies examining WM-related brain activity in humans [4], [49], [51]. Phase
coupling among these neural generators subserve the communication and integration of
information required for binding the anatomically distributed neural representations into a
coherent mental object [42], [115], [116]. We observed increased phase coupling during the
initial stage of WM between occipital, parietal and temporal regions which was later
accompanied by frontal region engagement during WM maintenance (Figure 5-3). These
findings corroborate our previous studies examining other features of this dataset in which we
observed a prominent decrease in event-related alpha/beta power of the EEG in parietal,
occipital, and temporal regions during memory encoding and positive power changes in
parietal and frontal regions during maintenance [5]. Similarly, when tracing the loaddependent time modulations of brain connectivity here, we again found a sequential
propagation of connectivity differences throughout the network. The majority of these
differences were circumscribed temporally to periods during and immediately following
presentation of the stimulus array. These higher levels of communication in the alpha channel
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during stimulus presentation could imply that prominent attentional (top-down) processing
begins taking effect prior to the start of memory maintenance.
In addition, this study confirmed and extended the previous findings on the importance of
fronto-parietal and fronto-temporal connectivity on WM capacity [48]–[51], [117]–[120] by
elucidating the temporal developments of connectivity and their relation to individual
differences in behavior. Focal alpha-band activity within PC and IFG was previously found to
be correlated with individual capacity during visual WM encoding and maintenance,
respectively [5]. Our functional connectivity analysis extends these findings by revealing the
fronto-temporal and fronto-parietal connectivity to be highly correlated with individual WM
capacity (Figure 5-6). The span of this relationship in the fronto-parietal pathway was located
during a time window marking the end of memory encoding (local event-related
desynchronization) and beginning of maintenance activity (local event-related
synchronization) [5]. In contrast the relationship within the fronto-temporal pathway
extended throughout the task duration. Sustained neural activity in inferior temporal cortex
has been affiliated with maintenance of visual object information across short delays [119],
[120]. Here we also found significant alpha phase synchrony in FG → IFG during
maintenance stage of WM task (Figure 5-3A, Figure 5-4B) that was significantly correlated
with individual’s WM capacity (Figure 5-6A). In addition we found the Cu → FG pathway to
be active concurrently which implies a pathway starting from cuneus toward IFG during the
maintenance of information. Together with findings from non-human mammals [50], this
chain of interconnection activity among parietal, temporal, and prefrontal cortices shapes a
bottom-up path that strictly explains differences in working memory performance at the
behavioral level. While alpha frequency band is widely believed to be associated with topdown communication [33], [121], our results imply that feedforward (bottom-up) alpha-band
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communication between (parietal/temporal) → frontal connections is a more important factor
in determining success in WM tasks.
Our findings contrast recent studies that implicate strictly “top-down” mechanisms in
determining WM performance. Dorsolateral prefrontal cortex (dlPFC) has been suggested to
regulate memory capacity through top-down control mechanism [122], [123]. Excitatory
dlPFC input can boost WM capacity by rectifying lateral inhibition in parietal cortex during
higher memory loads [48]. This implies that interareal connections between dlPFC and
precuneus are engaged for compensatory processing when parietal cortex cannot house
higher load information on its own. Interestingly, abrupt increase in frontal alpha activity has
been observed for loads approaching and exceeding the WM capacity [5]. Fronto-parietal
alpha coherence has also been shown to decrease with increased executive demand [121].
Together, these studies suggest a top-down dynamic control mechanism on WM capacity that
is governed by dlPFC and acts as selective controller (i.e., executive mechanism) only for
higher memory loads. Therefore, the lower alpha phase synchrony in the parietal→frontal
pathway accompanied by increased synchrony in temporal→frontal pathway, particularly in
good WM performers, could be suggestive of different strategies employed for memorizing
the presented information. Correspondingly, low capacity subgroup may have relied more on
lower level visual cues (e.g., shape of characters) whereas high capacity individuals used
higher level abstract representations (i.e. lingual cues) to memorize the set of characters
present in the stimulus set.
It worth noting that individual differences could originate from a number of different
sources other than the connectivity pattern described here. Our analysis employed a groupICA approach to identify brain regions that were common across participants when
performing the WM task. Consequently, our analysis precludes the possibility that
individuals’ WM structure might also differ in the diversity of regional locations or
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functional connections not identified herein. Indeed, restructuring of brain networks is
apparent in the plasticity following learning or neurological trauma/disease in which healthy
neural tissue and pathways are recruited to compensate for aberrant function [124], [125].
Future studies are needed to investigate whether micro-structural differences in WM
network(s) emerge across individuals and/or task demands.
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Chapter 6 -

Classifying Memory Load: A Traditional Machine Learning Approach

Summary
Humans are naturally capable of understanding other people’s emotions and feelings from
facial and behavioral cues. While computational algorithms have made remarkable progress
in predicting emotions from facial expressions [126], [127], their ability in prediction of
cognitive states (e.g., confusion) and epistemic states of mind remains a challenge. On the
other hand, much progress has been made in estimating cognitive states from physiological
markers (e.g., pupil dilation, galvanic skin response, heartbeat rate, and brain activity) [128].
Notably, analyzing brain signals (“brain decoding”) for cognitive load prediction has received
much attention recently [14], [15], [129]. Gevins et al, [130] used spectral band features to
distinguish between three levels of working memory load (low, medium and high). While
they reported an accuracy of 95% when discriminating between low and high load levels,
classification performance decreased greatly when comparing adjacent load levels (e.g., medhigh ~80%). On the other hand, more recently Zarjam et al. [14], adopted a spectral feature
called wavelet entropy (WE) for the EEG signals to classify seven cognitive load states
during an arithmetic task achieving an impressive accuracy of 98%. However, no comparison
between WE and spectral power features have been conducted in the literature to evaluate the
prediction power derived from each feature set and whether or not complementary
information exists among them.
Computing or predicting changes in cognitive states using single trial EEG is critical for
next generation brain-machine interfaces. Demand for monitoring of mental states (e.g.,
cognitive overload) is important in various fields including the design and implementation of
cognitively informed software applications, and diagnosis of psychological disorders [131],
[132]. Based on the theory of cognitive load (CL), mental load is directly related to
individual’s working memory (WM) capacity [133]. Since human WM has a limited
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capacity, increasing the cognitive demand beyond this limit will result in cognitive overload,
a state of decreased task performance as well as lower learning rates [134].
A plethora of neuroimaging modalities are available to monitor brain activity in response
to cognitive tasks (e.g., fMRI, MEG, EEG). Electroencephalogram is preferred in many
applications because of its portability, lower cost, and ease of use compared to other
modalities. Different temporal and spectral characteristics of EEG are often used as
representative features of EEG that co-vary with cognitive load [5]. Among these, bandspecific power values from the EEG’s spectrum have proved to be robust markers in many
classification applications. Selection of multiple frequency bands can quickly lead to very
high dimensional feature vectors leading to curse of dimensionality and poor classification
performance. Naturally, more abstract signal representations are always desired to reduce the
feature space dimension. Wavelet entropy has recently been proposed as an abstract
representation of the spectral activity which can be used for a more compact spectral feature
set [135]. Studies investigating neural activity within the WM network have largely revealed
several cortical regions active in response to WM operations (see [3] for a review). In brief,
activity in prefrontal cortex and precuneus are mostly observed during a wide range of
cognitive and memory tasks. These regions are part of the fronto-parietal pathway, which
arguably forms the core of memory-related processing in the brain [16], [111].
Here, we built a statistical model to predict level of cognitive load from spectral features
of single trial EEG. In particular, we explored the classification performance of a support
vector machine with band-power and wavelet-entropy feature sets in predicting levels of
cognitive load and to detect cognitive overload during a WM task. Our key contributions are
the selection and fusion of different features to develop a model that can predict the cognitive
load based on single trials of a WM task. Critically, our model can distinguish between
multiple loads which covered the range within and exceeding the normal range of cognitive
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demand. In particular, detecting the overload condition is a difficult problem to solve because
overload could occur at different load levels depending on the individual’s WM capacity.
Moreover, in order to find compact representations of EEG data, we adopted a feature
selection approach using random forest and furthermore a nonlinear transformation using
deep belief network for nonlinear mapping of feature space into lower dimensions.
In this chapter, first we explain the different types of focal activity features we have
extracted from EEG. It is followed by brief introduction to feature selection and classification
methods evaluated in this chapter. We then present our classification and feature selection
methods on the data from visual WM task.
6.1 EEG Features
6.1.1 Band Power
In studies of EEG, the frequency range has conventionally been divided into multiple subbands (e.g., delta, alpha, beta). Neural oscillatory responses within each of these sub-bands
have found to be correlated with various neural mechanisms [5], [112]. Fast Fourier
transform (FFT) was employed to extract the power spectra for each EEG signal. For each
electrode and trial, the time span from SET presentation to TEST presentation was selected.
This time window contained the complete encoding and maintenance stages of WM
operation. Mean spectral power (MSP) within theta (4-7 Hz), alpha (8-13 Hz) and beta (14-30
Hz) bands were extracted by averaging the FFT magnitudes over their corresponding
frequency bands. These frequency bands were selected in relation to the numerous evidence
of their role in various cognitive functions [11], [136]. to the aggregated feature vector
consisted of 192 features (64 electrodes × 3 sub-bands).
6.1.2 Wavelet Entropy
Wavelet entropy (WE) provides information about the degree of order existing in a multifrequency signal [135]. In this framework, periodic signals with a narrow band spectrum are
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more ordered and therefore would gain lower WE values compared to more complex and
unpredictable ones. In the context of cognitive load measurement, this would be of particular
interest since higher load levels enhance the power in higher frequency bands while reducing
the lower bands power [137]. In order to compute WE, we first find the discrete wavelet
transform of the signal with N levels.
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Since the resulting normalized energy values are bounded between zero and one they can
be treated as a probability distribution. Wavelet entropy is defined as the entropy value of the
distribution of normalized energy values.
WE  
j

p

j

(6-4)

ln( p )
j

We computed the wavelet entropy of each EEG electrode signal for the duration of each
trial following the presentation of the stimulus SET.
6.2 Feature Selection with Random Forest
Performance of a computational model can be improved by choosing compact features
that are maximally relevant with minimum redundancy to the desired categories. In many
66

cases, high dimensional features usually lead to degradation of classification performance due
to the curse-of-dimensionality. In addition, large number of irrelevant features may lead to
poor generalization of the model and incur computational cost. It is always desirable to
generate compact representations of data both for storage and computational cost
optimization. In order to reduce the size of feature vector, we employed the random forest
algorithm to rank the best features for the classification task.
Random forest [138] is an ensemble method, which consists of an array of random trees
grown independently. Random forests can handle large number of features without deletion
and run efficiently on large datasets. Each tree in the ensemble is grown using data that is
randomly sampled from the training set with replacement. In addition, only a subset of
features is used to construct each tree that is also randomly selected from the complete set of
features. For each tree, one-third of data is kept out of the sample (out-of-bag) and used to
obtain an unbiased estimate of classification error of the tree. Random forest uses a
permutation process to measure the importance of each variable (feature) in categorizing data
samples and subsequently to rank the features. An ensemble of 100 decision trees was
constructed to rank the 192 features in this study and to select the top 64 features (equal to the
number of electrodes and maximum number of wavelet entropy features). To quantify the
variable importance we used the difference between the number of raised margins and the
number of lowered margins if the values of that variable were permuted across the out-of-bag
observations. This measure was computed for every tree and then averaged over the entire
ensemble and divided by its standard deviation.
6.3 Classification with support vector machine
Support vector machine (SVM) [139] is a kernel based classification/regression method
widely used in diverse applications. Among various approaches to multivariate classification,
SVM has been shown to be a practical and robust method for brain decoding [140]. SVM
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projects the data into a higher dimensional space through a kernel function and finds a
decision boundary with maximal margin.. A common nonlinear kernel used in SVM is the
radial basis function (RBF). Because of the inherent nonlinearity existing in the RBF kernel,
it can handle the nonlinear relationship between class labels and attributes. SVM maximizes
the distance between all data points and the decision boundary in the transformed space
(kernel space) and therefore is a large-margin classifier. For a D dimensional feature vector
and N number of data points, the solution coefficients are found by solving a standard
quadratic program in N+D+1 variables subject to O(N) constraints. SVM provides a sparse
solution by considering only a subset of points that are either incorrectly classified or are
classified correctly but are on or inside the margin.
All features were z-scores normalized. A SVM with RBF kernel was then used to predict
the load level from single-trials of the EEG. SVM hyper parameters consisting of
regularization penalty parameter (C) and inverse of RBF kernel’s standard deviation (  =1/ 
) were selected by grid-search through 5 fold cross-validation (C = {0.01, 0.1, 1, 10, 100}, 
= {0.1, 0.2, …, 1, 2, …, 10}). The F-score was used to determine the best hyper-parameters.
Finally, results were evaluated using a 10-fold stratified cross validation approach performed
on the complete set of trials. The reported number of support vectors was computed by
finding the average of all folds.
6.4 Deep Belief Network
To compare performance, we also trained a deep belief network (DBN) to predict the load
levels from spectral features. DBN has similar structure to multi-layer perceptron (MLP) with
the main difference in the training approach. Deep belief networks find lower dimension
representations of the data while iteratively optimize the weights to decrease the prediction
error. Parameters of each layer of DBN are pre-trained greedily by treating it as a restricted
Boltzmann machine (RBM). This improves learning by setting the initial parameters to more
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realistic values overcoming the difficulties to train deep neural networks [141]. RBM consists
of two layers of stochastic hidden units with only cross-layer connections (i.e., no within
layer connections). In spirit, RBM essentially models the distribution of its input and learns
this relation by tuning its weights in order to reduce the difference of the true (from training
data) and estimated (from model) joint probability between visible (first layer) and hidden
(second layer) units. A detailed guide on training RBM can be found in [142].
The network we used here consisted of one Gaussian-Binary RBM and two Binary RBM
layers (128, 128, 64) and a final softmax layer which mapped the data representations of the
last RBM layer to a multinomial distribution (or binomial for the overload prediction case)
for classification. The activation function of hidden layers was selected as sigmoid function.
The network was pre-trained using a greedy layer-by-layer unsupervised method [143] on the
standardized training data. We used batch stochastic gradient descent (batches of size 10
samples) with L1 regularization to reduce the overfitting during the fine-tuning stage. The
network consisted of 49,924 parameters (with 192 MSP features) and was implemented in
Theano [144].
6.5 Experimental Results
Performances for different classification approaches are presented in the Table-1. We
report the average accuracy and F-score [145] for all classes. Percent of support vectors are
tabulated in each case. Accuracy demonstrates the achieved performance in successfully
predicting the cognitive load whereas, number of support vectors provides a measure of
overlap between the various classes around the separating hyperplane in the transformed
space derived from SVM’s kernel function. Naturally, having higher accuracy and lower
number of support vectors are desired but this will usually remain as a trade-off between the
prediction error on training data and the generalization on test data. We predicted WM load
levels using mean spectral power (MSP), wavelet entropy (WE), joint MSP and WE
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(MSPWE), random forest top features of MSP (MSP64), and random forest top features of
joint MSP and WE (MSPWE64). The dataset consisted of 2670 trials of the WM task
collected from 15 subjects. Table 6-1 summarizes the classification results for various
approaches of features/classifiers for four levels of cognitive load.
Table 6-1 – Performance for predicting cogntive load via different classification approaches. Chance level precision = 28%.
SV = Support vectors.
Approach
Ratio of SV (%)
Accuracy (%)
F-score
MSP+SVM

31

90.60

0.91

WE+SVM

62

88.17

0.88

MSP64+SVM

30

90.26

0.90

MSP+DBN

-

90.35

0.90

MSPWE+SVM

44

92.13

0.92

MSPWE64+SVM

37

91.16

0.91

MSPWE+DBN

-

90.73

0.91

The best performance across all approaches was observed using the joint WE and MSP
feature sets and RBF SVM classifier. While WE features resulted in worst performance
across all approaches, considering them jointly with MSP features boosted the accuracy by
~%2. Classification using lower dimension representations (¼ of all features) still performed
comparably well, lagging by 1% behind the best performing metrics (MSPWE64+SVM).
Interestingly, training SVM with representations extracted from the top layer of DBN gave
almost equal performance to MSPWE+SVM (F-score=0.92) proving DBN as an efficient
method for finding lower dimension data representations. The confusion matrix for the
MSPWE+SVM classifier is shown in Figure 6-1. Most errors originated from
misclassification between lower load levels while the higher load levels are relatively easier
to predict. Specially the lowest load level (set size=2) is mistaken for all three other loads
which could be an indication of more signal variation across trials and individuals for the
lower loads.

70

Figure 6-1 - Confusion matrix for the best performing classifier (MSPWE+SVM)

Subsequently, we used similar models to detect the WM overload from single trial EEG.
Overload condition occurs when the induced load level (i.e. number of characters in SET)
exceeds the individual’s WM capacity. Here, trials with load level greater than the
individual’s behavioral WM capacity were considered as overloaded condition. Table 6-2
summarizes the results derived from various approaches. MSP+DBN and WE+SVM
performed best and worst respectively. Interestingly, adding WE features when
differentiating between normal load versus overload did very little in improving the results
and slightly degraded the performance of DBN.
Table 6-2 – Detection performance for cognitive overload and different feature sets. SV = Support vectors.
Feature set

Ratio of SV (%)

Accuracy

F-score

MSP+SVM

26

88.80

0.90

WE+SVM

48

80.80

0.83

MSP64+SVM

32

87.12

0.88

MSP+DBN

-

89.46

0.91

MSPWE+SVM

22

89.14

0.90

MSPWE64+SVM

30

88.16

0.90

MSPWE+DBN

-

88.78

0.90
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Figure 6-2 - Topographic maps of feature importance for theta (left), alpha (middle), beta (right) differentiating between
normal and overload conditions. Warmer colors indicate lower rank of the corresponding electrode in the specified
frequency band.

Finally, we ranked the spatial and spectral features of EEG based on their prediction
power using the random forest method. In order to investigate the spatial and spectral
mapping of our features and how they relate to prediction power, we mapped each feature’s
ranks for the three explored frequency bands over the electrode locations on the scalp. These
maps are demonstrated in Figure 6-2. Features with lower ranks contain more information
regarding the discrimination of various load conditions. Qualitatively, the frontal regions
were ranked lower in all three frequency bands; central and parietal electrodes were mostly
informative in the alpha frequency band.
6.6 Discussion
We adopted a machine learning approach to develop a cognitive load model from EEG
data with a high degree of accuracy (> 92 %). The key contributions were to use existing
techniques to develop model that can predict the outcome based on a single trial of a WM
task. Moreover, we fused the two common feature sets in EEG classification studies (spectral
power and wavelet entropy) to improve the prediction power of the model. We evaluated the
classification performance of these feature sets on single trial EEG recordings from a
challenging working memory experiment. While the SVM classifier generally performed
better in both classification problems, nevertheless, we found evidence of improved accuracy
when considering both features together. In addition, we performed feature selection using
random forest to compute the top features and to identify the underlying cortical networks
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within each frequency band. In contrast to the usual approach of finding important regions
with respect to the task (uni-variate power tests), random forest ranks the features (cortical
regions) in a semi-multivariate approach. This is done through permuting the values of a
single variable in out-of-bag set and quantifying its effect on correct classification by all the
trees in the forest. Spatial distribution of spectral features over cortical regions including
frontal theta and parietal alpha bands were largely in line with findings from other neural
spectral studies [11], [136]. The overlapping map between the unsupervised computational
approach and experimentally discovered spatial/spectral characteristics of cortical regions
suggests the applicability of such multivariable approach to explore the space of potential
relationships between brain and behavior. Moreover, our derived model could distinguish
between the overload and normal cognitive load states of individuals. This is a critical
problem since the cognitive overload condition occurs at different load levels for each
individual, which makes this distinction particularly sensitive to individual differences.
Finally, we showed that using nonlinear representation learning methods like DBN to
transform the MSP features into a compact set of features, could generate an optimally
predictive set of features of desired size. This is a particularly interesting approach which can
further be extended to compare with other decomposition methods like principal component
analysis, independent component analysis, and non-negative matrix factorization.
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Chapter 7 -

Structure Learning

Summary
When investigating network structure, majority of current approaches to brain studies are
univariate analyses corrected for multiple comparisons. While this approach has been
successful in discovering prominent activity patterns in brain, such methods ignore possible
group effects. In addition, in the univariate comparison setting, one needs to account for
multiple comparisons while seeking a significant network structure. An alternative approach
is through the usage of methods such as partial correlation or causation entropy [146] which
account for other possible links within the network. However, these methods are extremely
data-demanding and do not scale well with network size. Multivariate methods for structure
learning have attracted much attention in in recent years [147] with majority of them making
use of sparse models. The ultimate problem in sparse modeling approach is to find the
smallest subset of variables (i.e. l0-norm) which computationally hard (NP-hard problem) due
to its nonconvex combinatorial nature [148]. For this reason, approximate solutions are
typically sought using greedy search or higher order norms (lq-norm, q>0). One of the most
attractive approaches in solving the approximate problem is by using the l1-norm which is the
only norm in the lq-norm family with both sparsity-inducing and convexity properties.
One special area of research is to study the case in which the number of variables is more
than the number of observations ( p  n ). Challenges with estimation of discrete structures
is twofold; 1) computational aspects; 2) proper regularization amount. Various approaches
have been proposed to develop computationally tractable methods including l1 -penalized
approaches [149] and greedy algorithms [150]. Despite their proven practicality, a still
standing issue is the choice of proper regularization which has drastic influence on the
amount of noise (irrelevant variables) selected by the method [151]. Using generic
subsampling and high-dimensional selection algorithms, “stability selection” yields
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remarkable structure estimation while also controlling the familywise error. It has previously
been used in diverse fields of science including gene selection and neuroimaging [152],
[153].
In the field of neuroimaging, multivariate methods are gaining increasing attention. These
methods have been used for both structure learning [153]–[155] as well as state prediction
[156]. [155] employed sparse linear regression method along with cross validation to predict
the learning curve in a WM task and identified the critical connections in the brain
responsible for such learning processes. [154] used a similar approach using recursive feature
elimination to reveal most informative cortical connections distinguishing between autistic
and normal individuals.
Neural correlates of WM have been independently investigated for focal activities and
interareal connectivity. However, to the best of our knowledge, focal activations and
connectivity measures have not previously been studied jointly. Despite remarkable progress,
prior works fall short in identifying which network structure in the brain limits our working
memory capacity. Here we sought the answer to this question through supervised learning of
sparse models to uncover the network structure explaining such differences.
In this chapter we first describe the source localization method followed by the
connectivity assessment method. Next, we briefly introduce the mathematics of Lasso and
stability selection for feature selection. Our experimental results on visual and auditory WM
tasks are then presented and discussed.
7.1 Source Localization
Because of well-studied complications in inferring connectivity between EEG electrodes
due to volume conduction, it is preferred to analyze EEG signals in source space. We used a
distributed source approach to estimate the activity maps over cortical surface of the brain
without prior assumptions on activation regions. The well-established sLORETA inverse
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solution [157] was used to estimate the distributed neuronal current density underlying the
recorded sensor data. This algorithm models the inverse solution as a large number of
elementary dipoles with fixed positions distributed over nodes on a mesh of the cortical
surface and varying orientation and strength. When constrained to neocortical layers, the
aggregate strength of source activity can be projected spatiotemporally onto the
neuroanatomy, akin to functional maps in fMRI. LORETA uses Laplacian of the weighted
sources as a constraint which leads to spatially smooth solutions. The resultant activation
maps represent the transcranial current source density underlying the scalp-recorded
potentials as seen from the cortical surface. We adopt a realistic, boundary element model
(BEM) volume conductor [158] standardized to the MNI brain [159]. The model is derived
from an averaged magnetic resonance image (MRI) in Montreal Neurological Institute (MNI)
dataset. The skin, skull, and brain compartments are segmented using gray level thresholding.
Surfaces between compartments of equal isotropic conductivities are then triangulated to
form the geometric model. Comparatively, BEM is less prone to spatial errors than more
simplistic head models (e.g., concentric spherical conductor) [158].
In order to investigate the focal activities and interareal communications we divided the
complete solution surface (cortex) into multiple regions of interest (ROI). Parcellation was
based on anatomical segmentations defined in FreeSurfer's Desikan–Killiany Atlas [160] and
the OpenMEEG BEM head model [161]. Figure 7-1 demonstrates the spatial distribution of
different cortical segments. Resulting source waveforms reflect the neural activity (current)
as seen within each anatomical ROI. Multi-channel EEG for each trial (of each subject) was
projected into source space using the derived transformation.
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Figure 7-1 – Spatial distribution of labeled anatomical regions according to DKT atlas.

7.2 Magnitude Square Coherence
Coherence is a linear measure of functional connectivity between two sources in the
frequency domain. The coherence function is the cross-spectrum of two signals (e.g. X and
Y) normalized by their power spectrums.
XY ( w) 

G XY ( w)

2

(7-1)

G XX ( w) GYY ( w)

where GXY (w) is the cross-spectral density and G XX (w) and GYY (w) are auto-spectral
density functions. In order to reduce the effect of finite data size, spectra is calculated by
averaging over the estimated periodograms for eight subintervals of equal length with 50%
overlap. We used Welch’s averaged modified periodogram method as implemented in
MATLAB software suite. The frequency dependence of coherence makes it an attractive tool
for studying frequency specific relationships between sources.
7.3 Lasso Estimator





Consider a dataset containing i.i.d. data ( X (1) , Y (1) ),..., ( X ( n ) , Y ( n ) ) with univariate
response variable Y and p-dimensional covariates X. The relationship between covariates and
the response variable can be approximated with a linear model
Y  X  

(7-2)
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where Y  Y1 ,..., Yn  , X is the n  p design matrix and    1 ,...,  n  is the random noise
with i.i.d. components. The Lasso estimator [162] infers the set of variables S  k :  k  0
from noisy observations by minimizing the l1 penalized negative log-likelihood function.

ˆ   arg min   Y  X
p

2
2

p

  k

(7-3)

k 1

where     is a regularization parameter. Lasso is a computationally feasible method
with consistent variable selection. However as mentioned earlier, a remaining challenge is the
issue of choosing proper regularization factor  such that the selected variables would
reflect the true structure of the underlying model ( S ).
7.4 Stability Selection
In traditional methods, variable selection is done by selecting one model from the set of

Ŝ





;    where  is the set of considered regularization parameters. The choice of proper

regularization parameter for variable selection is critical and especially important in the
presence of unknown noise level [151]. In contrast, in stability selection for each
regularization parameter, data is perturbed many times by subsampling the original data
(without replacement usually of size n/2) and a model is fit to the data. Variables that are
frequently chosen by the model are then selected. The fundamental idea is to choose variables
consistently selected by the models fitted to (perturbed) subsamples of the original data.
Through subsampling procedure, stability selection results become less sensitive to exact
choice of regularization parameter.
When estimating the set of relevant variables, a natural goal is to select as few irrelevant
variables as possible. The choice of regularization is hence critical. An advantage of stability
selection is the ability to choose the set of regularization parameters in a way that guarantees
a certain bound on the expected number of false selections. It can be proven that, under the
assumption of exchangeable distribution of falsely selected variables for all    and better
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than random guessing selection procedure, the expected number of falsely selected variables
(V) is bounded by [151]:

q2
E (V ) 
2 thr  1 p
1

(7-4)

in which  thr is the threshold probability for variable selection, p is the number of
variables in the model, and q is the average number of selected variables. By specifying the
error boundary (i.e. E (V ) ) and threshold probability  thr , we can find q and consequently
the proper regularization parameter  . Here, we bound the per-comparison error rate (

FCER 

E (V )
) to 0.01 and find the threshold probability  thr for each    . This produces
p

a fixed-error rate curve over the  values. We then specify the stable variables at each point
on the curve and pick  values giving maximum number of selected variables with the
preselected error rate.
Another attractive property of stability selection is its consistency in selection. Consistent
variable selection for a procedure Ŝ is formalized as P( Sˆ  S )  1 as n   . We use
stability selection with randomized Lasso which is shown to attain consistency in selection
[151]. Randomized Lasso is a generalization of the Lasso. While the Lasso penalizes the
absolute value  k of every component with a penalty term proportional to  , the
randomized Lasso changes the penalty  to a randomly chosen value in the range  ,  /   .
The randomized Lasso estimator ˆ  ,W with weakness   (0,1] is:
p

k

k 1

Wk

ˆ  ,W  arg min  Y  X 2   
2

p

(7-5)

where Wk is i.i.d. random variables in [ ,1] for k  1,..., p .
7.5 Experimental Results
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We divided our subject cohort into three distinct groups based on their behaviorally
measured WM capacity (K). Figure 7-2 demonstrates the distribution of “K” values for the
subject cohort in visual and auditory tasks. Despite relatively similar distributions, the
capacity values across the two tasks (visual and auditory) were not significantly correlated
(Pearson’s r = 0.19, P = 0.49).
For this analysis we used the source space activities (section 7.1). Because of the
temporal dynamics of activities during the course of WM task, we performed our analysis on
two different one-second time windows. The first time window (“encoding”) started from
250 ms post stimulus (in the auditory task, 250 ms after the onset of last character), and the
second time window (“maintenance”) started from 2000 ms post stimulus onset. We
performed the analysis on these time windows to investigate whether the limitations could
have been originated from encoding of information in the WM or degraded retention.
For each trial, we computed the average spectral activity within encoding and
maintenance time windows by applying FFT on a one second window. Interareal connection
strength was measured using magnitude squared coherence over the same time windows. All
focal and connectivity features were then aggregated together into a single feature vector. For
each trial we set the label according to the group the corresponding individual belonged to
(low, med, or high).We then performed stability selection by training a L1-regularized
logistic regression model on random subsamples of data (N=200).
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Figure 7-2 – Distribution of individuals’ WM capacity for each task. Vertical dotted red lines determine the threshold values
used to divide subjects into three categories based on their WM capacities (low, med, and high).

We ran randomized logistic regression for  [102 ,102 ] . In order to find the best
regularization parameter, we bounded the per comparison error rate ( FCER 

E (V )
) to
p

  0.01 and computed the probability threshold  thr for all choices of  . For each  , all

variables with their scores greater than  thr
were selected. We then selected * for which

maximum number of variables were selected. In addition, following suggestions on selecting

 0.6 .
the threshold probability [151], we only considered  ’s for which  thr

Using this process we first checked the performance of classification procedure via the
achieved classification accuracy. Figure 7-3 shows accuracy values obtained for each task
and time window. Accuracy values were significantly higher for all four cases compared to
the chance level accuracies (58% and 41% for visual and auditory tasks respectively). We
then computed the stability path for each of the tasks and time windows. Figure 7-4 shows
the stability path and selected variables for each of the tasks and stages.
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Figure 7-3 –Mean and standard deviation of classification accuracy for various tasks and time windows.

Figure 7-4 – Stability path for visual and auditory tasks during encoding and maintenance of information. Selected variables
are displayed with magenta color. The dashted red line shows the  =0.01 error boundary. The red diamond shape illustrates
the regularization value for which the maximum number of variables were selected given the fixed error rate boundary.

In the visual task, we found various connections within all three frequency bands to be
among the selected features. These connections included fronto-parietal, fronto-temporal,
perieto-temporal, and within temporal connections. Notably, three of these connections were
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common between the two time windows (encoding and maintenance). These links included
the connection between left Parsopercularis and left Postcentral in theta and alpha bands and
left middle temporal and left inferior temporal in beta band (Figure 7-5).
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Figure 7-5 – Circular plot of selected connections for visual WM task during encoding and maintenance of information and
within each frequency band. Line colors represent the score of each connection determined by stability selection procedure.
Hotter colors correspond to higher score values (closer to 1).
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In the auditory task, all of the selected features were among beta band connections
(Figure 7-6). These connections were mostly between frontal, and temporal cortices. Similar
to the visual task, several of the selected connections were common between the two time
windows (encoding and maintenance). The strongest of these links were connections between
left middle temporal and left Parahippocampal, right parsorbitalis and right superior
temporal, left inferior parietal and left supramarginal. Comparing the results from both
modalities, no common links were found between the two.

Figure 7-6 - Circular plot of selected connections for auditory WM task during encoding and maintenance of information
and within each frequency band. Line colors represent the score of each connection determined by stability selection
procedure. Hotter colors correspond to higher score values (closer to 1).

Another notable observation was the void of focal activity features among the selected
features. For the specified error rate of   0.01 , none of the selected features for either of the
tasks and time windows included focal activity features. Figure 7-7 marks the selection
probability of focal activity features along the stability path. It is evident that focal activity
features are suboptimal compared to connectivity features within the same frequency bands.
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Figure 7-7 – Selection probabilities of focal activity features along the stability path. Selected variables are displayed with
magenta color. The dashted red line shows the  =0.01 error boundary.

7.6 Discussion
We investigated neural sources of working memory limitations by adopting stability
structure estimation method. Two variants of working memory experiment was conducted
which differed in modality of presentation (i.e. visual and auditory). We estimated the
structure of network best predicting the differences by examining the encoding and
maintenance periods of each task. We found that 1) connectivity features were more
informative than focal activity features about the differences in WM capacity across
individuals. 2) These links were distributed along all three frequency bands (  , ,  ) for the
visual task connecting left frontal cortices to parietal and temporal regions. 3) For the
auditory task, the selected links were all found within the beta frequency band. 4) No
common links were found between the two modalities.
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Importance of parietal and frontal regions in WM tasks has repeatedly been reported in
previous studies. Different studies have cited frontal cortex [48], parietal cortex [51], [117],
or their connection [163], [164] as potential confining structures of WM capacity. Given the
focal activities in all regions and their connections, our study identified the fronto-parietal
connection to be more informative about differences in WM capacity. Furthermore, our
results showed that the same connection strength during encoding of information could
predict such differences equally well. This finding portrays the WM limitation found for the
visual WM task to be a product of bottom-up perceptual encoding failure rather than topdown retention shortcoming. Buschman et al. [50] also showed that in a visual WM task, the
information loss appears during the encoding of information in the higher order cortical
regions including left parietal and frontal cortices. Moreover, task-related activity in beta
band has been reported in relation to speech identification [165] and auditory working
memory [166], [167]. Interestingly all connections found for the auditory WM task were
within the beta band.
The two variants of Sternberg WM task we used were different in modality of
presentation. In addition, in the visual task, all characters were displayed concurrently while
in the auditory task, characters were played sequentially. The latter difference makes any
direct comparisons between the encoding results of two tasks inappropriate. Nevertheless, we
found no overlap between the WM limiting structures found for the two modalities.
Correspondingly, the correlation between the individuals’ WM capacity between the two
tasks were also insignificant. This observation was in contrast to the common model of WM
[1], [22] which describes WM as a common core storage shared by different sensory
pathways.

87

Chapter 8 -

Deep Representation Learning from EEG

Summary
One of the challenges in modeling cognitive events from electroencephalogram (EEG)
data is finding representations that are invariant to inter- and intra-subject differences, as well
as to inherent noise associated with EEG data collection. Herein, we propose a novel
approach for learning such representations from multi-channel EEG time-series, and
demonstrate its advantages in the context of mental load classification task. First, we
transform EEG activities into a sequence of topology-preserving multi-spectral images, as
opposed to standard EEG analysis techniques that ignore such spatial information. Next, we
train a deep recurrent-convolutional network inspired by state-of-the-art video classification
techniques to learn robust representations from the sequence of images. The proposed
approach is designed to preserve the spatial, spectral, and temporal structure of EEG which
leads to finding features that are less sensitive to variations and distortions within each
dimension. Empirical evaluation on the cognitive load classification task demonstrated
significant improvements in classification accuracy over current state-of-the-art approaches
in this field.
In this chapter first we explain our proposed method for transforming multichannel EEG
into sequence of images. Next, we describe the architecture of neural networks used for
representation learning from the generated “EEG images”. We then present our experimental
results on the visual WM task dataset.
8.1 A Unified Framework
8.1.1 Making images from EEG time-series
Electroencephalogram includes multiple time series corresponding to measurements
across different spatial locations over the cortex. Similar to speech signals, the most salient
features reside in frequency domain, usually studied using spectrogram of the signal.
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However, as already noted, EEG signal has an additional spatial dimension. Fast Fourier
Transform (FFT) is performed on the time series for each trial to estimate the power spectrum
of the signal. Oscillatory cortical activity related to memory operations primarily exists in
three frequency bands of theta (4-7Hz), alpha (8-13Hz), and beta (13-30Hz) [5], [136]. Sum
of squared absolute values within each of the three frequency bands was computed and used
as separate measurement for each electrode.
Aggregating spectral measurements for all electrodes to form a feature vector is the
standard approach in EEG data analysis. However, this approach clearly ignores the inherent
structure of the data in space, frequency, and time. Instead, we propose to transform the
measurements into a 2-D image to preserve the spatial structure and use multiple color
channels to represent the spectral dimension. Finally, we use the sequence of images derived
from consecutive time windows to account for temporal evolutions in brain activity.
The EEG electrodes are distributed over the scalp in a three-dimensional space. In order
to transform the spatially distributed activity maps as 2-D images, we need to first project the
location of electrodes from a 3-dimensional space onto a 2-D surface. However, such
transformation should also preserve the relative distance between neighboring electrodes. For
this purpose, we used the Azimuthal Equidistant Projection (AEP) also known as Polar
Projection, borrowed from mapping applications [168]. The azimuthal projections are formed
onto a plane which is usually tangent to the globe at either pole, the Equator, or any
intermediate point. In azimuthal equidistant projection, distances from the center of
projection to any other point are preserved. Similarly, in our case the shape of the cap worn
on a human's head can be approximated by a sphere and the same method could be used to
compute the projection of electrode locations on a 2D surface that is tangent to the top point
of the head. A drawback of this method is that the distances between the points on the map
are only preserved with respect to a single point (the center point) and therefore the relative
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distances between all pairs of electrodes will not be exactly preserved. Applying AEP to 3-D
electrode locations, we obtain 2-D projected locations of electrodes (Figure 8-1). Width and
height of the image represent the spatial distribution of activities over the cortex. We apply
Clough-Tocher scheme [169] for interpolating the scattered power measurements over the
scalp and for estimating the values in-between the electrodes over a 32  32 mesh. This
procedure is repeated for each frequency band of interest, resulting in three topographical
activity maps corresponding to each frequency band. The three spatial maps are then merged
together to form an image with three (color) channels. This three-channel image is given as
an input to a deep convolutional network, as discussed in the following section. Figure 8-2
illustrates an overview of our multi-step approach to mental state classification from EEG
data, where the novelty resides in transforming raw EEG into sequence of images, or frames
(EEG ''movie''), combined with recurrent-convolutional network architecture applied on top
of such transformed EEG data. Note that our approach is general enough to be used in any
EEG-based classification task, and a specific problem of mental load classification presented
later only serves as an example demonstrating potential advantages of the proposed approach.

Figure 8-1 - Topology-preserving and non-topology-preserving projections of electrode locations. A) 2-D projection of
electrode locations using non-topology-preserving simple orthographic projection. B) Location of electrodes in the original
3-D space. C) 2-D projection of electrode locations using topology-preserving azimuthal equidistant projection.

8.1.2 Architecture
We adopted a recurrent-convolutional neural network to deal with the inherent structure
of EEG data. ConvNets were used to deal with variations in space and frequency domains
due to their ability to learn good two-dimensional representation of the data. Wherever
90

needed, the extracted representations were fed into another layer to account for temporal
variations in the data. We evaluated various types of layers used for extracting temporal
patterns, including convolutional and recurrent layers. Essentially, we evaluated the
following two primary approaches to the cognitive state classification problem. 1) Singleframe approach: a single image was constructed from spectral measurements over the
complete trial duration. The constructed image was then used as input to the ConvNet. 2)
Multi-frame approach: We divided each trial into 0.5 second windows and constructed an
image over each time window; delivering 7 frames per trial (see section 8.3). The sequence of
images was then used as input data to the recurrent-convolutional network. We used Lasagne2
to implement different architectures discussed in this paper. The code necessary for
generating EEG images and building and training the networks discussed in this paper is
available online3.

Figure 8-2 - Overview of our approach : (1) EEG time series from multiple locations are acquired; (2) spectral power within
three prominent frequency bands is extracted for each location and used to form topographical maps for each time frame
(image); (3) sequence of topographical maps are combined to form a sequence of 3-channel images which are fed into a
recurrent-convolutional network for representation learning and classification.

2
3

https://github.com/Lasagne/Lasagne
https://github.com/pbashivan/EEGLearn
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8.1.2.1 ConvNet Architecture
We adopted an architecture mimicking the VGG network used in Imagenet classification
challenge [170]. This network enjoys a highly scalable architecture which uses stacked
convolutional layers with small receptive fields. All convolutional layers use small receptive
fields of size 3  3 and stride of 1 pixel with ReLU activation function. The convolution layer
inputs are padded with 1 pixel to preserve the spatial resolution after convolution. Multiple
convolution layers are stacked together which are followed by maxpool layer. Max-pooling is
performed over a 2  2 window with stride of 2 pixels. Number of kernels within each
convolution layer increases by a factor of two for layers located in deeper stacks. Stacking of
multiple convolution layers leads to effective receptive field of higher dimensions while
requiring much less parameters [170].
8.1.2.2 Single-Frame Approach
For this approach the single EEG image was generated by applying FFT on the whole
trial duration (3.5 seconds). Purpose of this approach was to find the optimized ConvNet
configuration. We first studied a simplified version of the problem by computing the average
activity over the complete duration of trial. For this, we computed all power features over the
whole duration of trial. Following this procedure, EEG recording for each trial was reduced
to a single multi-channel image. We evaluated ConvNet configurations of various depths, as
described in Table 8-1. The convolutional layer parameters here are denoted as
conv<receptive field size>-<number of kernels>. Essentially, configuration A involves only
two convolutional layers (Conv3-32) stacked together, followed by maxpool layer;
configuration B adds on top of architecture A two more convolutional layers (Conv3-64),
followed by another maxpool; then configuration C adds one more convolutional layer
(Conv3-128) followed by maxpool; configuration D differs from C by using 4 rather than 2
Conv3-32 convolutional layers at the beginning. Finally, a fully-connected layer with 512
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nodes (FC-512) is added on top of all these architectures, followed by softmax as the last
layer.
Table 8-1 - Evaluated ConvNet architectures for single frame approach
ConvNet Configurations
A

B

C

D

Conv3-32
Conv3-32

Conv3-32
Conv3-32
Conv3-32
Conv3-32

input (32 × 32, 3-channel image)
Conv3-32
Conv3-32

Conv3-32
Conv3-32
maxpool
Conv3-64
Conv3-64

Conv3-64
Conv3-64
maxpool
Conv3-128

Conv3-64
Conv3-64
Conv3-128
maxpool

8.1.2.3 Multi-Frame Approach
We adopted the best performing ConvNet architecture from single frame approach for
each frame. In order to reduce the number of parameters in the network, all ConvNets share
parameters across frames. Outputs of all ConvNets are reshaped as sequential frames and
used to investigate temporal sequence in maps. We evaluated three approaches to extracting
temporal information from sequence of activity maps, inspired by a set of deep learning
techniques for video classification presented in [63]; see Figure 8-3: 1) Max-pooling over
time; 2) Temporal convolution; 3) LSTM. Finally, the outputs from the last layer are fed to a
fully connected layer with 512 hidden units followed by a four-way softmax layer. We kept
the number of neurons in the fully connected layer relatively low to control the total number
of parameters in the network. 50% dropout was used on the last two fully connected layers.
Max-pooling: This model performs max-pooling over ConvNet outputs across time
frames. While representations found from this model preserve spatial location, they are
nonetheless order invariant.
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Temporal convolution: This model applies a 1-D convolution to ConvNet outputs across
time frames. We evaluated two models consisting of 16 and 32 kernels of size 3 with stride of
1 frame. Kernels capture distinct temporal patterns across multiple frames.
Long Short-Term Memory (LSTM): Recurrent neural networks take input in the shape
of a sequence x  x1 ,..., xT  and compute hidden vector sequence h  h1 ,..., hT  and output
vector y   y1 ,..., yT  by iterating the following equations from t = 1 to T:
ht  H Wxh x t  Whh ht 1  bh 

(8-1)

y t  Why ht  b y

where the W terms denote weight matrices, b terms denote bias vectors, and H is the
hidden layer function.

Figure 8-3 - Different multi-frame architectures ; the notation here is as follow. C: 7-layer ConvNet; max: maxpool layer
across time frame features; FC: fully-connected layer; SM: softmax layer; Conv: 1-D convolution layer across time frames;
L: LSTM layer.

Given the dynamic nature of neural responses and, consequently, of EEG data, recurrent
neural networks (RNN) appear to be a reasonable choice for modeling temporal evolution of
brain activity. Long Short-Term Memory (LSTM) model [171] is a RNN with improved
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memory. It uses memory cells with an internal memory and gated inputs/outputs which have
shown to be more efficient in capturing long-term dependencies. The hidden layer function
for LSTM is computed by the following set of equations:
it   W xi x t  Whi ht 1  Wci ct 1  bi 

f t   W xf x t  Whf ht 1  Wcf ct 1  b f



c t  f t c t 1  it tanhW xc x t  Whc ht 1  bc 

(8-2)

ot   W xo x t  Who ht 1  Wco c t  bo 
ht  ot tanh(ct )

where  is the logistic sigmoid function, and the components of the LSTM model,
referred to as input gate, forget gate, output gate and cell activation vectors are denoted,
respectively, as i, f, o, and c (see [171] for details).
We experimented with up to two LSTM layers and various number of memory cells in
each layer and obtained the best results with one layer consisting of 128 cells. Only the
prediction made by LSTM after seeing the complete sequence of frames was propagated up
to the fully connected layer.
We adopted LSTM to capture temporal evolution in sequences of ConvNet activations.
Since brain activity is a temporally dynamic process, variations between frames may contain
additional information about the underlying mental state.
8.1.3 Training
Training is carried out by optimizing the cross-entropy loss function. Weight sharing in
ConvNets results in vastly different gradients in different layers and for this reason a smaller
learning rate is usually used when applying SGD. We trained the recurrent-convolutional
network with Adam algorithm [172] with a learning factor of 10-3, and decay rate of first and
second moments as 0.9 and 0.999 respectively. Batch size was set to 20. Adam has been
shown to achieve competitively fast convergence rates when used for training ConvNets as
well as multi-layer neural networks. In addition, VGG architecture requires fewer epochs to
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converge due to implicit regularization imposed by greater depth and smaller convolution
filter sizes. The large number of parameters existing in our network made it susceptible to
overfitting. We adopted several measures to address the issue. Dropout [173] with a
probability of 0.5 was used in all fully connected layers. Additionally, we used early stopping
by monitoring model's performance over a randomly selected validation set. Dropout
regularization has proved to be an effective method for reducing the overfitting in deep neural
networks with millions of parameters [56] and in neuroimaging applications [64].
Moreover, another commonly used approach for addressing the unbalanced ratio between
number of samples and number of model parameters is to artificially expand the dataset using
data augmentation. We tried training the network with augmented data generated by
randomly adding noise to the images. We did not use image flipping or zooming when
augmenting the data due to distinct interpretation of direction and location in EEG images
(corresponding to various cortical regions). We experimented with various noise levels added
to each image. However, augmenting the dataset did not improve the classification
performance and for higher noise values increased the error rates. Figure 8-4 shows the
validation loss with number of epochs over the training set. We found that the network
parameters converge after about 600 iterations (5 epochs).

Figure 8-4 - Validation loss with training epochs for all cross-validation folds. Thick blue line is the average over all folds.
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8.2 Baseline Methods
We compared our approach against various classifiers commonly used in the field,
including Support-Vector Machines (SVM), Random Forest, sparse Logistic Regression, and
Deep Belief Networks (DBN). Here we briefly describe some of the details and parameter
settings used in those methods.
SVM: SVM hyperparameters consisting of regularization penalty parameter (C) and
inverse of RBF kernel's standard deviation (   1 /  ) were selected by grid-search through
cross-validation on training set (C = {0.01, 0.1, 1, 10, 100},  = {0.1, 0.2,...,1, 2,..., 10}).
Random Forest: Random forest is an ensemble method consisting of a group of
independent random decision trees. Each tree is grown using a randomly selected subset of
features. For each input, outputs of all trees are computed, and the class with majority of
votes is selected. The number of estimators for the random forest was varied within the set of
{5, 10, 20, 50, 100, 500, 1000}.
Logistic Regression: l1-regularization was used to introduce sparsity in the logistic
regression model. Optimal regularization parameter C was selected via cross-validation on
training set, in which the logarithmic range of [10-2, 103] was searched.
Deep Belief Network: We used a three-layer Deep Belief Network (DBN). The first layer
was a Gaussian-Binary Restricted Boltzman Machine (RBM) and the other two layers were
Binary RBMs. The output of the final level was fed into a two-way softmax layer for
predicting the class label. Parameters of each layer of DBN were greedily pre-trained to
improve learning by shifting the initial random parameter values toward a good local
minimum [141]. We used the following empirically selected numbers of neurons in the three
layers that demonstrated good performance: 512, 512, and 128. The last layer was connected
to a softmax layer with 4 units. The network was fine-tuned using batch stochastic gradient
descent with L1-regularization to reduce the overfitting during training.
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8.3 Experiments on an EEG dataset
Every individual has a different cognitive processing capacity which causally determines
his/her ability in performing mental tasks. While human brain consists of numerous networks
responsible for specialized tasks, many of them rely on more basic functional networks like
working memory. Working memory is responsible for transient retention of information
which is crucial for any manipulation of information in the brain. Its capacity sets bounds on
individual's ability in a range of cognitive functions. Increasing cognitive demand (load)
beyond individual's capacity leads to overload state causing confusion and diminished
learning ability [134]. For this reason, ability to recognize individual's cognitive load
becomes important for many applications including brain-computer interfaces, humancomputer interaction, and tutoring services.
We used the data from the Visual task described in section 3.2.1. The number of
characters in the ‘SET’ determines the amount of cognitive load induced on the participant as
with increasing number of characters more mental resources are required to retain the
information. Throughout the paper, we identify each of the conditions containing {2, 4, 6, 8}
characters with loads 1-4 respectively. Recorded brain activity during the period which
individuals retained the information in their memory (3.5 seconds) was used to recognize the
amount of mental workload. Figure 3-1A demonstrates the time course of the working
memory experiment. The classification task is to recognize the load level corresponding to set
size (number of characters presented to the subject) from EEG recordings. Four distinct
classes corresponding to load 1-4 are defined and the 2670 samples collected from 13
subjects are assigned to these four categories.
Continuous EEG was sliced offline to equal lengths of 3.5 seconds corresponding to each
trial. A total of 3120 trials were recorded. Only data corresponding to correctly responded

98

trials were included in the data set which reduced the data set size to 2670 trials. For
evaluating the performance of each classifier we followed the leave-subject-out cross
validation approach. In each of the 13 folds, all trials belonging to one of the subjects were
used as the test set. A number of samples equal to the test set were then randomly extracted
from rest of data for validation set and the remaining samples were used as training set.
8.4 Results and Discussion
We examined the EEG dataset from two approaches. In the first approach (single-frame)
we extracted the power features by applying FFT on the complete duration of each trial
leading to single 3-channel image corresponding to each trial. The second approach included
dividing each trial to multiple time windows and extracting power features for each window
separately leading to conservation of temporal information rather than averaging them out
into single slice of activity map.
8.4.1 Single-frame classification
We first present our results on classification using a single frame derived by extracting
features over the complete trial duration and applying ConvNets. The purpose of this part was
to empirically seek the best performing ConvNet architecture working on images generated
from complete EEG time series. We evaluated various configurations with different number
of convolution and maxpool layers. We followed the VGG architecture for selection of
number of filters in each layer and grouping convolution layers with small receptive fields.
Table 8-1 presented earlier summarized the architectures we considered. Table 8-2 shows
the number of parameters used by each type of architecture, and the corresponding error
achieved on the test set. We found ConvNet based architectures to be superior to our baseline
methods. We can see that increasing the number of layers to seven slightly improved the
achievable error rates on the test set. The best result was obtained with architecture ‘D’
containing 7 convolution layers which was also marginally better than the baseline methods.
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While the difference in the error rates between the four configurations was not statistically
significant, we chose architecture ‘D’ because of its equal or better error rates on the subset
of subjects that were considered hard to classify (up to 12% decrease in error rates). Most of
the network parameters lie in the last two layers (fully connected and softmax) containing
approximately 1 million parameters. In VGG style network, the number of filters in each
layer is selected in a way that size of the output remains the same after each stack (filter size
 number of kernels).

To quantify the importance of projection type on our results, we additionally generated
the images using a simple orthographic projection (onto the z=0 plane) and retrained our
network. The differences between topology-preserving and non-topology-preserving
projections were mostly evident on the peripheral parts of the projected image (Figure 8-2).
In our experiments we observed slight improvement of classification error in using topology
preserving projection over non-equidistant flattening projection ~0.6%). However, this
observation could be dependent on the particular dataset and requires further exploration to
conclude. Moreover, using the equidistant projection approach helps with the interpretability
of images and feature maps when visualizing the data. Overall, our claim is that mapping
EEG data into a 2D image (specially with equidistant projections) leads to considerably better
classification of cognitive load levels as compared to standard, non-spatial approaches that
treat EEG simply as a collection of time series.
8.4.2 Multi-frame classification
For the multi-frame classification, we used ConvNet with architecture D from previous
step and applied it on each frame. We explored the four different approaches to aggregate
temporal features from multiple frames (Figure 8-3). Using temporal convolution and LSTM
significantly improved the classification accuracy (see Table 8-3). For the model with
temporal convolution, we found the network consisting of 32 kernels to outperform the one
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with 16 kernels (11.32% vs. 12.86% error). A closer look at the accuracies derived for each
individual, reveals that while both methods are achieving close to perfect classification
accuracies for eight of participants, most of the differences originated from differences in
accuracy for the remaining five individuals (Table 8-4). This observation motivated us to use
a combination of temporal convolution and LSTM structures together in single structure
which led to our best results on the dataset.
Table 8-2 - Number of parameters in convolutional layers for evaluated single-frame architectures , and the test errors
achieved by each architecture.
Model

Number of parameters

Test Error (%)

RBF SVM

-

14.68

L1-Logistic Regression

-

14.55

Random Forest

-

14.44

DBN

428k

13.59

ConvNet Arch. A

10k

13.05

ConvNet Arch. B

65.5k

13.17

ConvNet Arch. C

139.4k

13.91

ConvNet Arch. D

158k

12.39

Comparing the performance of baseline models in multi-frame and single-frame cases,
test errors were slightly lower for the single-frame setup in all classifiers except random
forest. This difference is mostly because of the negative effect of increased number of
features in multi-frame case which happens despite the existence of regularization term in all
baseline methods. On the other hand, incorporating temporal dynamics (multiple frames over
time) in our model increasingly improves the classification performance which demonstrates
the effectiveness of our model in learning from time-dependent changes. Moreover, while our
approach does not directly operate on raw EEG time-series, we drastically reduced the
amount of required data by manually extracting power features from EEG. In addition,
discovering complex temporal relationships such as those related to spectral properties in
time-series using neural networks, is still an open question which has not been fully
addressed.

101

ConvNets attain translation invariance through maxpooling which is a downsampling
procedure in nature. While this helps with creating invariant (with respect to space and
frequency) feature maps in the deeper layers of ConvNet, it might also hurt the performance
if the feature map size is reduced to a degree in which the regional activities cannot be
distinguished from each other. In a sense, there is a trade-off between the degree of
abstraction realized through layers of convolution and maxpooling and the level of detail kept
in the feature maps. In addition, ConvNets learn stack of filters which produce nonlinear
feature maps maximizing the classification accuracy. When trained on a pool of data
containing multiple individuals, the network extracts features that are maximally informative
considering the variability in the training set.
Table 8-3 - Classification results for multi-frame approach
Architecture

Test Error (%)

Validation Error (%)

Number of parameters

RBF SVM

15.34

-

-

L1-Logistic Regression

15.32

-

-

Random Forest

12.59

-

-

DBN

14.96

8.37

1.02 mil

ConvNet+Maxpool

14.80

8.48

1.21 mil

ConvNet+1D-Conv

11.32

9.28

441 k

ConvNet+LSTM

10.54

6.10

1.34 mil

ConvNet+LSTM/1D-Conv

8.89

8.39

1.62 mil

We note that performance of ConvNet+Maxpool is lower than ConvNet in single-frame
setup. Temporal maxpool selects the highest activation across the frames whereas features
extracted in the single-frame approach are similar to average values over multiple frames.
Choosing the maximum value over multiple time frames is not necessarily the best practice
when dealing with brain activity time series as it will potentially ignore the periods of
inactivation in some cortical regions. This effect is still partially observable when computing
the average of activities over all the frames. It also partially explains lower classification
errors when temporal dynamic models (1D-conv and LSTM) are added to the network.
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Table 8-4 - Classification results for each fold
Test
Subject
1D-Conv

S1

S2

S3

S4

S5

88.3

72.5

93.9

97.5

LSTM

56.7

73.5

92.2

99

Mix

88.9

76.5

93.3

99

S6

S7

S8

S9

S10

S11

S12

S13

98.3

98

98.2

100

98.5

94.5

88.5

79.5

45.9

99.4

99.5

98.9

100

100

97.7

99

88

59.1

100

98

100

98.5

99

96.8

96.5

91

46.8

8.4.3 Visualizing the learned representations
The recurrent-convolutional network in section 8.4.2 significantly reduced the
classification error rates in comparison to all baseline methods through automatic learning of
representations from the sequence of EEG images. Understanding how this model achieves
such performance is of equal importance. Viewing the learned kernels as images is a classic
approach for understanding the learned representations by the network. However, in our
network, due to the small reception field dimension of kernels (3  3), displaying the kernels
would not give much intuition about the learned representations.
Instead, we adopted deconvolutional network (deconvnet) [174]–[176] to visualize the
model's learned filters by back-propagating the feature map onto the input space. Deconvnet
iteratively approximates the convnet features in previous layer and collectively projects a
particular feature map to the input space. This reveals the structures in the input space that
excite that particular feature map. To approximately invert the convolution operation,
transpose of filters is used instead. The transposed filter is applied to the rectified map at each
stage. Maxpool layers are inverted through a bicubic interpolation operation. We computed
the back projections of feature maps derived from the last convolution layer of each stack
(corresponding to convolution layers 4, 6, and 7 in architecture 'D') for all training images.
Generally, the lower-level feature maps had a more wide-spread input activation area,
while for deeper-layer feature maps the activation areas became sparser. There was also
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strong frequency selectivity in many of the learned filters. We found some of these features to
have noticeable links to well-known electrophysiological markers of cognitive load. Frontal
theta and beta activity as well as parietal alpha are most prominent markers of
cognitive/memory load in neuroscience literature [11], [177]–[179]. Figure 8-5 illustrates the
back-projected maps for a number of filters with clear neuroscientific interpretations selected
from different depths of the network. For each filter we showed the input image, filter output
and the back projected activation for 9 images with highest activations (average activation
over all feature map pixels) across the training set. Among the first-layer features we found
one feature map capturing wide-spread theta (1st stack output-kernel7) and another frontal
beta activity (1st stack output-kernel23). In the second- and third-layer features we observed
detectors of frontal theta/beta (2nd stack output-kernel7 and 3rd stack output-kernel60, 112) as
well as parietal alpha (2nd stack output-kernel29) with increasing focal specificity of feature
maps in deeper layers. The similarity between feature maps derived from different images is
noticeable despite considerable dissimilarity in the original input images.
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Figure 8-5 - Visualization of feature maps and their input activation patterns at various depth levels of convolutional
network. The left column (Input EEG images) shows the top 9 images with highest feature activations across the training set.
The middle column (Feature Maps) shows the feature map derived in the output of the particular kernel. Right column (Back
Projections) shows the back-projected maps derived by applying deconvnet on the feature map displaying structures in the
input image that excite that particular feature map.
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Chapter 9 -

Conclusion

9.1 Summary of Contributions
The goal of this dissertation was to develop a unified framework for data driven modeling
of neuroimaging signals in order to investigate commonalities and singularities related to
WM performance and individual differences.
Chapter 4 investigated focal activation in response to varying cognitive load levels.
Spectrotemporal dynamics of brain responses revealed negative and positive power changes
primarily within α-band in frontal and parietal cortices during encoding and maintenance
stages. Possible contributions from other overlapping neural processes were reduced through
application of ICA. In line with the hypothesis of activation/inhibition role of α-activity in
brain networks, we found a systematic decrease in α-power during memory encoding
followed by an increase during WM maintenance. Correlation analysis showed that α- and βband oscillations evoked during stimulus encoding and maintenance were strongly correlated
with individual WM capacity as measured behaviorally. These results contribute to the
general understanding of brain mechanisms related to working memory and suggest that
neural oscillatory activity of the EEG changes its functional role over the time-course of a
cognitive operation.
In Chapter 5, we explored the connectivity in WM network in response to load and its
relationship to individual differences through various methods. Our results offer compelling
evidence that functional communication between parietal-frontal and temporal-frontal brain
regions predict behavioral WM skills. These findings demonstrate that interareal activation
between (rather than only within; [5]) specific brain regions of global networks dictate
behavioral performance in WM tasks. More broadly, our results underscore the importance of
long-range neural network communication in cognitively demanding tasks and might provide
a new mechanistic account for certain cognitive deficits. Our comprehensive approach to
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functional connectivity may provide new ways to investigate the neurobiological basis of
certain disorders (e.g., attention-deficit/hyperactivity [80]), intellectual differences [180], or
declines in behavioral skills due to normal cognitive aging [181].
In Chapter 6, we attempted to classify different memory (cognitive) load levels from
recorded EEG using traditional machine learning approaches. The key contributions were to
use existing techniques to develop model that can predict the outcome based on a single trial
of a WM task. Moreover, we fused the two common feature sets in EEG classification studies
(spectral power and wavelet entropy) to improve the prediction power of the model. In
addition, we performed feature selection using random forest to compute the top features and
to identify the underlying cortical networks within each frequency band. Our derived model
could also distinguish between the overload and normal cognitive load states of individuals.
This is a critical problem since the cognitive overload condition occurs at different load levels
for each individual, which makes this distinction particularly sensitive to individual
differences.
Having independently explored the focal brain responses and interareal connectivity
among them in previous chapters, in Chapter 7 we jointly examined the neural markers
derived from the two studies. We specifically sought the structural origins of individual
differences in WM performance by performing a multivariate variable selection method
(stability selection) to the pool of focal and connectivity features. Our results revealed that
when considering all features together, the connectivity features were largely more robust
predictors of singularities. Furthermore, the network structures explaining individual
differences within two versions of the WM task differentiated by the modality, were largely
independent of each other.
Finally, we then sought to use deep neural networks for efficient representation learning
from EEG time series in Chapter 8. This work was motivated by the high-level goal of finding
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robust representations from EEG data, that would be invariant to inter- and intra-subject
differences and to inherent noise associated with EEG data collection. We proposed a novel
methodology for learning representations from multi-channel EEG time-series, and
demonstrated its advantages in the context of mental load classification task. Our approach
was fundamentally different from the previous attempts to learn high-level representations
from EEG using deep neural networks. Specifically, rather than representing low-level EEG
features as a vector, we transformed the data into a sequence of topology-preserving multispectral images (EEG ''movie''), as opposed to standard EEG analysis techniques that ignore
such spatial information. We then trained a deep recurrent-convolutional networks inspired
by state-of-the-art video classification to learn robust representations from the sequence of
images. The proposed approach demonstrated significant improvements in classification
accuracy over the state-of-the-art results. Since our approach transforms the EEG data into
sequence of EEG images, it can be applied on EEG data acquired with different hardware
(e.g. with different number of electrodes). The preprocessing step used in our approach
transforms the EEG time-series acquired from various sources into comparable EEG frames.
In this way, various EEG datasets could be merged together. The only information needed to
complete this transform would be the spatial coordinates of electrodes for each setup.
9.2 Future Directions
There are several interesting problems that would be interesting to be explored.
Connectivity inference from deep networks. While there are numerous methods
available to investigate relationship between time series, all of them are restricted to pairwise
cases. Recurrent neural networks’ have shown remarkable ability to learn dependencies
between inputs (or higher level learned features) in a network of relationships. Exploiting
deep recurrent neural networks to infer connectivity within the network is an unexplored field
of which according to recent successes might be very helpful. This could potentially have a
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transformative effect on both theoretical and applied aspects of computational neuroscience.
Analysis of information transfer across the WM network can provide fresh insight into the
way we model neural activity and diagnose brain disorders. Such findings will offer a fresh
insight into brain information processing and discovering relevant “biomarkers” to
objectively describe human cognitive functions.
Brain decoding from EEG-movies. The representation learning methodology presented
in this dissertation can generally be applied to any EEG data for various brain decoding tasks.
There are currently several interesting areas which our approach may prove useful including
motor-imagery brain-computer interfaces, and diagnosis of brain disorders (e.g. ADHD,
Schizophrenia). A key challenge faced in brain decoding is the generalizability of learned
patterns across different individuals which in some cases has forced researchers towards
personally designed systems. For instance in the application of brain-computer interfaces, in
many cases these systems are designed and tested for each person individually. We attempted
to address this issue by exploiting more efficient representation learning algorithms, enabling
to learn from disparate EEG datasets (i.e. acquired through various hardwares).
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Relationship to Published Work
The chapters of this dissertation describe the work that has been published in the
following conferences and journal.


Chapter 4



o Bashivan P, Bidelman GM, Yeasin M (2013), Neural correlates of visual
working memory load through unsupervised spatial filtering of EEG,
Proceedings of 3rd NIPS workshop on Machine Learning and Interpretation in
Neuroimaging (MLINI13).
o Bashivan P, Bidelman GM, Yeasin M (2014), Spectrotemporal dynamics of
the EEG during working memory encoding and maintenance predicts
individual behavioral capacity, Eur J Neurosci, vol 40, issue 12, 3774-3784.
Chapter 5



o Bashivan P, Bidelman GM, Yeasin M (2014), Modulation of Brain
Connectivity by Memory Load in a Working Memory Network, Proceedings of
IEEE Symposium Series on Computational Intelligence (SSCI).
Chapter 6



o Bashivan P, Yeasin M, Bidelman GM (2015), Single trial prediction of
normal and excessive cognitive load through EEG feature fusion,
Proceedings of IEEE Signal Processing in Medicine and Biology (SPMB)
conference.
Chapter 8



o Bashivan P, Rish I, Yeasin M, Codella NC (2016), Learning Representations
from EEG with Deep Recurrent-Convolutional Neural Networks, 4th
International Conference on Learning Representations (ICLR) .
Appendix A
o Bashivan P, Rish I, Heisig S (2015), Mental State Recognition via Wearable
EEG, Proceedings of 5th NIPS workshop on Machine Learning and
Interpretation in Neuroimaging (MLINI15).
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Appendix A – Mental State Recognition via Wearable EEG
Abstract
The increasing quality and affordability of consumer electroencephalogram (EEG)
headsets make them attractive for situations where medical grade devices are impractical.
Predicting and tracking cognitive states is possible for tasks that were previously not
conducive to EEG monitoring. For instance, monitoring operators for states inappropriate to
the task (e.g. drowsy drivers), tracking mental health (e.g. anxiety) and productivity (e.g.
tiredness) are among possible applications for the technology. Consumer grade EEG headsets
are affordable and relatively easy to use, but they lack the resolution and quality of signal that
can be achieved using medical grade EEG devices. Thus, the key questions remain: to what
extent are wearable EEG devices capable of mental state recognition, and what kind of
mental states can be accurately recognized with these devices? In this work, we examined
responses to two different types of input: instructional (‘logical’) versus recreational
(‘emotional‘) videos, using a range of machine-learning methods. We tried SVMs, sparse
logistic regression, and Deep Belief Networks, to discriminate between the states of mind
induced by different types of video input, that can be roughly labeled as ‘logical’ vs.
‘emotional’. Our results demonstrate a significant potential of wearable EEG devices in
differentiating cognitive states between situations with large contextual but subtle apparent
differences.
Introduction
Insights about internal states of mind can be a valuable resource in many situations. They
can be used to preempt risky situations such as traffic accidents on the roads through
monitoring drowsiness in train orbus drivers [182]–[184]. EEG headsets along with other
wearable devices (e.g., those measuring galvanic skin response and heartbeat rate) can be
prescribed to monitor mental states in patients with certain psychiatric conditions such as
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anxiety or depression [185]. Another possible application involves assessing different
reaction types in response to a stimulus. Knowing whether an individual is reacting
emotionally or rationally to a speech or advertisement can be used to tailor the content or
style and to perform social analysis [186]. Much of the current research on mental state
monitoring exploits devices such as MRI scanners or medical grade EEG [187]. Despite their
superior signal quality and higher resolution, their usage difficulty has hindered their
application in real world situations. On the other hand, consumer grade EEG headsets are
affordable and easier to use, but lack the resolution and signal quality of medical grade EEG
devices.
Our general objective is to understand to what extent wearable EEG devices are
capable of mental state recognition, given their limited number of electrodes and higher
levels of noise, and what types of mental states can be accurately detected using such devices.
Herein, we focused on a specific study in an attempt to discriminate between different mental
states that we roughly denoted as ‘rational’ vs ‘emotional’. We used features extracted from
EEG signal recorded using a commercial grade EEG headset with limited number of
channels. We designed the experiment to minimize visual and auditory differences between
the stimuli representing each state. Particularly, we used two types of input, instructional
(Khan academy) versus recreational (cat) videos, in order to produce mental states along the
lines of ‘rational/logical’ versus ‘emotional’. Encouraging empirical results (around 75%
classification accuracy) were obtained using several machine-learning techniques.
Note that, however, the effect of videos on mental states is much more complex, and can
vary depending on the interpretation of the viewer so such distinctions are approximate.
Overall, this work should be considered as an initial proof-of-concept study demonstrating
promising results when using specific wearable EEG device (InteraXon MUSE) for mental
state recognition.
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Methods
Experiment and Device
We collected EEG data from sixteen individuals (6 female), between 25 and 58 years old
(41.8±11.2). Participants watched two instructional (youtube Khan Academy) and two
recreational (youtube cat) videos in two sessions. Each session contained one video from
each category. Each video was around seven minutes long. Participants were instructed to
avoid movement and excessive facial muscle movement throughout the experiment. Data for
three participants were removed from the dataset due to insufficient amount of clean data
remaining after artifact removal procedure. EEG data were collected using a four-channel dry
electrode headset (Muse, InteraXon Inc.). Four electrodes were located at standard 10-20
coordinates (T9, FP1, FP2, T10); see http://www.choosemuse.com/what-does-it-measure/ for
details. Sampling frequency was 220 Hz which facilitated the extraction of standard EEG
bands using Discrete Wavelet Transform (see section 2.3).
Preprocessing
We employed amplitude and variance filters to detect and discard sections of the EEG
record containing obvious artifacts. The amplitude of raw EEG was compared against an
empirically selected threshold value and a window surrounding the exceeding values (0.5
second pre and 1 second post) were flagged as artifacts. Secondly, variance of EEG was
computed for all consecutive one-second windows. Computed variance was also compared
against an empirically selected threshold and samples within the window were flagged if the
variance levels exceeded the empirically selected threshold. Outputs of both methods were
combined into a single measure of artifact which was used to mask out sections during the
feature extraction step.
Spectral Power Features
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Oscillatory responses are the most common and well-studied characteristics in EEG [5],
[16], [188]. In order to extract spectral characteristics we adopted the Daubechies ‘db4’
discrete wavelet transform. We applied a 6-level DWT on the continuous EEG recording for
each video and each channel giving rise to 7 time series of coefficients corresponding to
frequency bands in Table 1. We then expanded the coefficients for each level to construct a
spectrogram-like representation. Using the mask we derived from artifact detection analysis
we discarded the coefficients corresponding to segments of data containing artifacts. We
applied the mask to extracted coefficients rather than raw EEG to maintain the continuity of
signal which results in more accurate power estimation with DWT. We then computed three
types of spectral features. The average and variance of power was computed for each
frequency band and for each electrode (average power and power variance). Finally, the
hemispheric difference in observed power within each frequency band was computed.
Table A-1. Corresponding frequency bands and their classic names for each DWT level

DWT
Level
1
2
3
4
5
6
7

Frequency
Range (Hz)
110-220
55-110
27.5-55
13.75-27.5
6.88-13.75
3.44-6.88
0-3.44

Corresponding
Band Name
HH-Gamma
H-Gamma
L-Gamma
Beta
Alpha
Theta
Delta

Connectivity Features
While features such as spectral power have been used in numerous other studies, there is
growing evidence that the connection strength in neural networks is an informative marker
[13], [156]. We computed the pairwise correlation between the power within each frequency
band and electrode. While correlation is one of the simplest connectivity measures, it is
nonetheless suitable for our dataset because of its applicability to discontinued time series
(caused by artifacts throughout the recording). By using power correlations, we captured
cross-region, cross-frequency interactions in cortical activity visible in EEG recording.
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Classifying mental states
We employed a range of linear and nonlinear classifiers on our dataset to explore the data
from different angles. To extract samples from continuous EEG we applied a rolling window.
For this, we selected a window of DWT coefficients, removed parts corresponding to artifacts
and extracted the feature values from the remaining coefficients within the window. The next
sample was derived by rolling the window half the window size. We investigated various
window sizes including 5, 10, 30, 60, and 120 seconds. For spectral power features, we
averaged DWT coefficients for each band across all valid coefficients. For connectivity
features, we computed pairwise correlation for the valid data within each window.
Our classification task was predicting the class label (video type) from samples of EEG
recorded while participants viewed the video segments. We tried two approaches to learning
EEG patterns for each video type. In the first approach (intra-subject), the model was trained
and tested on data from only one participant. A two-fold cross validation was performed on
the data from the two sessions. In the second approach (inter-subject), we followed the leavesubject-out cross validation approach (13-folds) in which we trained the model on data from
all participants except one that was assigned for testing. Details for training each of the
classifiers used in our study are summarized below.
Logistic Regression
L1-regularized logistic regression is a binary linear classifier that given a set of predictors
( xi   ) and labels ( yi {1,1} ) solves the following unconstrained optimization problem:
n

l

min w 1  C  log(1  e  yi w xi )
w

T

(1)

i 1

in which w is the vector of weights and C > 0 is a penalty parameter. The L1regularization generates a sparse solution w. Optimal parameter C was selected through
cross-validation on training data in which the logarithmic range of [10-2 – 103] was searched.

126

Support-Vector Machines
Support-Vector Machines (SVM) operate by minimizing the loss function:
min
w

l
1 T
w w  C  max( 0,1  yi wT  ( xi ))
2
i 1

(2)

where w is the vector of weights, C > 0 is a penalty parameter and  (x ) is a kernel
function applied on the input data which was chosen as radial basis function here. SVM hyper
parameters consisting of regularization penalty parameter (C) and inverse of RBF kernel’s
standard deviation (  =1/  ) were selected by grid-search through cross-validation (C =
{0.01, 0.1, 1, 10, 100},  = {0.1, 0.2, …, 1, 2, …, 10}).
Deep Belief Network
We used a three-layer Deep Belief Network (DBN). The first layer was a GaussianBinary Restricted Boltzman Machine (RBM) and the other two layers were Binary RBM. The
output of the final level was fed to a two-way softmax layer for predicting the class label.
Parameters of each layer of DBN were greedily pre-trained to improve learning by shifting
the initial random parameter values toward a good local minimum [141]. Number of neurons
in the three layers were empirically selected as 1000, 500, and 100. Network was fine-tuned
using batch stochastic gradient descent with L1-regularization to reduce the overfitting effect
during training.
Random Forest
Random forest is an ensemble method consisting of a group of independent random trees.
Each tree is grown using a subset of features randomly selected. For each input, outputs of all
trees are computed and the class with majority of votes is selected. Number of estimators for
the random forest was varied between 5 and 20.
Results
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In the first approach we performed a 2-fold cross validation on data for each individual
(intra-subject). The positive label was assigned to the cat video class. The false-negative rate
(FNR), false-positive rate (FPR) and combined error rate was averaged over all folds and
participants. Window sizes ranging from 5 to 120 seconds were evaluated with SVM,
Logistic Regression, and Random forest classifiers (Fig. 1). Among the three selected
classifiers, the best result was achieved using SVM model. While performance of LR and RF
remained almost the same with different window sizes, both classification errors drastically
decreased for SVM by increasing the window duration used for sampling from EEG
recording (FPR: 31.5%, FNR: 19.8%, Combined: 25.5%). The best result was achieved for
highest window size (120 seconds).

Fig. A-1. Combined error rates, FNR, and FPR for intra-subject classification.

In the second approach, we performed a single 13-fold (leave-subject-out) cross
validation and averaged the error rates over all folds (inter-subject). Here, LR and DBN
performed best among the four selected classifiers (Fig. 2). However, looking at the two error
rates (FNR and FPR) we found that the two error rates were highly unbalanced for the DBN
classifier (FNR= 6.2%, FPR=38.3%), giving preference to categorizing data as cat videos.
While LR had a slightly higher combined error, Type I and II errors were much more
balanced (FPR: 27.9%, FNR: 23.3%, Combined: 26%).
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Fig. A-2. Combined error rates, FNR, and FPR for inter-subject classification.

Because of its inherent feature selection characteristic due to L1-regularization, the
trained logistic regression model can provide intuition about the critical features that
determine the differences between mental states (classes). The fully trained LR model had a
total of 31 non-zero weights corresponding to 7% of all features. This configuration was
obtained for almost the sparsest solution. Among these 31 features, none belonged to average
power category, one was from hemispheric power difference, six belonged to variation in
power, and 24 belonged to correlation features (Fig.3).

Fig. A-3. Selected variables derived from L1-Logistic Regression (A) Categorical distribution of L1-logistic regression
selected features (C=0.1), (B) Map of selected correlation features.

Using our best classification results with intra and intra subject approaches, we evaluated
the “predictability“ of each of participants. We used the TP and TN rates for each individual
(Fig. 4). Comparing the results for the two approaches, the intra-subject model demonstrates
a very unbalanced choice of class. For 11 of the individuals the error rate for one of the
classes was zero and the amount of error gained for the second class determined the overall
performance. However, for the inter-subject case, the errors are much more balanced. By
incorporating data from multiple individuals we included more of the variability in the input
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space to train the model which led to a more generalizable model. Among all participants,
seven individuals had both TPR and TNR greater than 60%.

Fig. A-4. Individual predictability.

Discussion, Issues and Open Questions
Despite the limited number of electrodes available in the Muse device (4 electrodes
covering prefrontal and occipital/temporal regions), we found that a model can be trained to
distinguish between two mental states with abstract contextual differences.
The window length used to generate samples from continuous EEG had a decisive effect
on the achievable performance of the trained model. Samples generated from longer time
windows tended to grasp more temporally invariant measurements. The 120 second window
for which our best results were seen might be too long for some applications. However, even
higher window sizes may still be used in applications with the goal of long term tracking.
Looking deeper at the features automatically selected by the LR model, it is noteworthy
that none of the average power features which are the most common features were selected
by the LR model. Instead we observed that pairwise connectivity measures among power
measures as well as variations in power were the preferred choices. This observation is
corroborated by recent findings on importance of cross-regional interconnections in various
neuroimaging modalities [156].
It is important to note that while evaluating the wearable device, we discovered many
sources of artifacts during our experiments, though many of them are shared with medical
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grade EEG. The largest class, as expected, was muscle artifacts. Since brain signals are on the
order of microvolts and muscle signals in the millivolt range any muscle movements in the
face or scalp are potentially problematic. Blinking and jaw clenching events are noted by the
device and are usually fairly short duration. Movements of the corregator supercilii,
orbicularis oculi, and frontalis muscles caused by squinting or emotional reactions are longer
lasting and were more difficult to detect. It was easier to get a good contact at the temporal
points without glasses, so squinting was more of an issue that might normally be expected.
Another type of muscle issue was glosso-kinetic effects caused by movement of the tongue
since the tip is negatively charged and the root is positive. Electro-ocular effects caused by
movements of the eyeballs were a constant problem. The cornea is positively charged and the
retina is negatively charged so the eyeballs are dipoles and any movement produces artifacts.
We observed a subject with nystagmus whose involuntary eye movements produced an
enormous amount of delta noise. Even during closed eye experiments some subjects
exhibited blepharospasms (eyelid fluttering) which produce artifacts. These effects are all
present in medical grade devices as well. Wearable specific effects included salt bridges and
electrode popping where a proper contact is not achieved between skin and electrode. A
moderate amount of perspiration can cause a slow change in conduction which manifests as a
very slow wave, while a larger amount can cause a total disconnection of the electrode. It was
common for inexperienced users to wear the device too low on the forehead so the electrodes
were placed over a sinus cavity rather than brain. This led to weaker than expected reading
for frontal signals. Users with thick hair typically had problems getting a good contact with
the temporal electrodes. Prescription medications and illicit drugs have response stereotypes
need to be taken into account, and the interactions between multiple medications are
particularly intractable. We also found that experienced meditation practitioners have a very
noticeable profile. Ultimately, in our experience, it was worth every effort to collect the best
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data possible rather than either discarding data with artifacts or filtering around it some other
way during analysis.
Overall, the device we tested was only wearable for a fairly short amount of time. It got
uncomfortable after more than 30 minutes or so. This makes it only useable for session-based
exercises. The tradeoff of dry electrodes over gel-based electrodes was another wearability
issue, since dry electrodes are more prone to losing contact. Most of the subject-based
artifacts we observed would also appear in medical grade devices, but scenarios such as
driving that are very good fit for wearable devices induce more of them. The limited number
of electrodes versus medical grade EEG devices is also a restriction especially when
discarding data for artifact reasons. However, we believe that with the development of novel
approaches, such as thin tattoo-type electrodes, EEG recording will become practical in a
much wider spectrum of real-life scenarios, and that recognizing mental states using
wearables devices will become much more widespread. A widely open direction for further
research is therefore to continue exploring the potential of wearable EEG for mental state
recognition, discovering which types of mental states tend to be easy or hard to recognize,
and what types of features extracted from raw data are best for characterizing those states.
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