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Abstract
In this paper, we apply the variational iteration method for solving fourth order boundary value problems. The analytical results
are in terms of convergent series with easily computable components. Several examples are given to illustrate the efficiency and
implementation of the method. Comparison is made to confirm the reliability of this technique. Variational iteration technique can
be viewed as an efficient and reliable method for solving a wide class of linear and nonlinear boundary value problems.
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1. Introduction
In this paper, we consider general fourth-order boundary value problems of the type
u(4)(x) = f (x, u, u′, u′′, u′′′) (1)
with the boundary conditions
u(a) = α1, u′(a) = α2, u(b) = β1, u′(b) = β2 (2)
where f is continuous function on [a, b] and the parameters αi and βi , i = 1, 2 are real constants. Such types
of systems arise in the mathematical modeling of viscoelastic and inelastic flows, deformation of beams and plate
deflection theory [1–3]. Various numerical methods including finite difference and B-spline were developed for
solving fourth-order boundary value problems [3]. Recently, the homotopy perturbation method [4,5] is employed
in [6] for solving such problems and the obtained results are compared with the exact solutions. J.H. He developed a
new technique for solving various nonlinear problems; this technique is known as variational iteration method [7–12].
The basic motivation of this paper is to apply variational iteration method to solve a system of integral equations.
It is shown that this method leads to a solution in the form of a rapid convergent series. The method is shown to
solve effectively, easily and accurately a large class of linear and nonlinear, ordinary, partial, deterministic differential
equations with approximate solutions which converge rapidly to accurate solutions [13–20]. In this paper, we use
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the variational iteration method for solving the fourth-order boundary value problems. We reformulate the boundary
value problems as a system of integral equations by introducing a suitable transformation. This equivalent system is
useful in applying the variational iteration method. It is shown that the variational iteration technique is reasonably
easy to implement. We would like to mention that the variational iteration technique is more efficient than the
decomposition method and the homotopy perturbation method. The fact that the variational iteration method solves the
nonlinear problems without using the Adomian polynomials is a clear advantage of this method over the Adomian’s
decomposition method. In fact, variational iteration technique developed by He [7–12] can be viewed as an effective
and reliable alternative analytical method for solving a wide class of linear and nonlinear boundary value problems
arising in various branches of pure and applied sciences.
2. Variational iteration method
To illustrate the basic concept and idea of the variational iteration technique, we consider the following general
differential equation
Lu + Nu = g(x) (3)
where L is a linear operator, N a nonlinear operator and g(x) is inhomogeneous forcing term. According to the
variational iteration method [7–12], we can construct a correct functional as follows
un+1(x) = un(x)+
∫ x
0
λ(Lun(s)+ Nu˜n(s)− g(s))ds (4)
where λ is a Lagrange multiplier, which can be identified optimally via the variational iteration method. The subscripts
n denote the nth approximation, u˜n is considered as a restricted variation. i.e. δu˜n = 0; (4) is called as a correct
functional.
The solution of linear problems can be solved in a single iteration step due to the exact identification of their
Lagrange multiplier.
For the sake of simplicity, we consider the following system of differential equations:
x ′i (t) = fi (t, xi ), i = 1, 2, 3, . . . , n (5)
subject to the boundary conditions, xi (0) = ci , i = 1, 2, 3, . . . , n.
To solve the system by means of the variational iteration method, we can rewrite the system (5) in the following
form:
x ′i (t) = fi (xi )+ gi (t), i = 1, 2, 3, . . . , n, (6)
subject to the boundary conditions, xi (0) = ci , i = 1, 2, 3, . . . , n and gi is defined in (3).
The correct functional for the nonlinear system (6) can be expressed as follows:
x (k+1)i (t) = x (k)1 (t)+
∫ t
0
λ1
(
x ′(k)1 (T ), f1(x˜
(k)
1 (T ), x˜
(k)
2 (T ), . . . , x˜
(k)
n (T ))− g1(T )
)
dT,
x (k+1)2 (t) = x (k)2 (t)+
∫ t
0
λ2
(
x ′(k)2 (T ), f2(x˜
(k)
1 (T ), x˜
(k)
2 (T ), . . . , x˜
(k)
n (T ))− g2(T )
)
dT,
...
x (k+1)n (t) = x (k)n (t)+
∫ t
0
λn
(
x ′(k)n (T ), fn(x˜
(k)
1 (T ), x˜
(k)
2 (T ), . . . , x˜
(k)
n (T ))− gn(T )
)
dT
(7)
where λi , i = 1, 2, 3, . . . , n are Lagrange multipliers, x˜1, x˜2, . . . , x˜n denote the restricted variations. Making the
above functional stationary, we obtain the following conditions:
λ′i (T )|T=t = 0,
1+ λ′i (T )|T=t = 0,
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for i = 1, 2, 3, . . . , n. Therefore, the Lagrange multipliers can be easily identified as:
λi = −1, i = 1, 2, 3, . . . , n. (8)
Substituting (8) into the correct functional (7), we have the following iteration formulae:
x (k+1)1 (t) = x (k)1 (t)−
∫ t
0
(
x ′(k)1 (T ), f1(x
(k)
1 (T ), x
(k)
2 (T ), . . . , x
(k)
n (T ))− g1(T )
)
dT,
x (k+1)2 (t) = x (k)2 (t)−
∫ t
0
(
x ′(k)2 (T ), f2(x
(k)
1 (T ), x
(k)
2 (T ), . . . , x
(k)
n (T ))− g2(T )
)
dT,
...
x (k+1)n (t) = x (k)n (t)−
∫ t
0
(
x ′(k)n (T ), fn(x
(k)
1 (T ), x
(k)
2 (T ), . . . , x
(k)
n (T ))− gn(T )
)
dT .
If we start with the initial approximations xi (0) = ci , i = 1, 2, 3, . . . , n, then the approximations can be completely
determined; finally we approximate the solution.
xi (t) = Lim
k→∞ x
(k)
i (t)
by the nth term x (n)i (t) for i = 1, 2, 3, . . . , n.
3. Application
We first show that the fourth-order boundary value problem may be reformulated as a system of integral equations.
We use the variational iteration method developed in Section 2 to solve the resultant system of integral equations.
Example 3.1. Consider the following non-linear boundary value problem of fourth order:
u(iv)(x) = u2 − x10 + 4x9 − 4x8 − 4x7 + 8x6 − 4x4 + 120x − 48
with boundary conditions u(0) = u′(0) = 0, u(1) = 1, u′(1) = 1.
The exact solution of this problem is:
u(x) = x5 − 2x4 + 2x2.
Using the transformation dudx = q(x), dqdx = f (x), d fdx = z(x), we can rewrite the above fourth order boundary
value problem as a system of differential equations:
du
dx
= q(x),
dq
dx
= f (x),
d f
dx
= z(x),
dz
dx
= u2 − x10 + 4x9 − 4x8 − 4x7 + 8x6 − 4x4 + 120x − 48
with boundary conditions.
The above system of differential equations can be written as a system of integral equations with Lagrange
multipliers λi = −1, i = 1, 2, 3, 4.
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u(k+1)(x) = 0−
∫ x
0
q(k)(t)dt
q(k+1)(x) = 0−
∫ x
0
f (k)(t)dt
f (k+1)(x) = A −
∫ x
0
z(k)(t)dt
z(k+1)(x) = B −
∫ x
0
((u(k)(t))2 − t10 + 4t9 − 4t8 − 4t7 + 8t6 − 4t4 + 120t − 48)dt
u(0)(x) = 0, q(0)(x) = 0, f (0)(x) = A, z(0)(x) = B.
Consequently, we obtain the following approximations:
u(1)(x) = 0
q(1)(x) = −Ax
f (1)(x) = A − Bx
z(1)(x) = B + x
11
11
− 4
10
x10 + 4
9
x9 + 4
8
x8 − 8
7
x7 + 4
5
x5 − 120
2
x2 + 48x
u(2)(x) = A
2
x2
q(2)(x) = −Ax + B
2
x2
f (2)(x) = A − Bx − x
12
132
+ 2x
11
55
− 2
45
x10 − 1
18
x9 + x
8
7
− 2x
6
15
+ 20x3 − 24x2
z(2)(x) = B + x
11
11
− 4
10
x10 + 4
9
x9 + 4
8
x8 − 8
7
x7 + 4
5
x5 − 120
2
x2 + 48x
u(3)(x) = A
2! x
2 + B
3! x
3
q(3)(x) = −Ax + B
2
x2 + x
13
1716
− x
12
330
+ 2x
11
495
+ 1
180
x10 − 1
63
x9 + 2
105
x7 − 5x4 − 8x3
f (3)(x) = A − Bx − x
12
132
+ 2x
11
55
− 2
45
x10 − 1
18
x9 + x
8
7
− 2x
6
15
+ 20x3 − 24x2
z(3)(x) = B + x
11
11
− 4
10
x10 + 4
9
x9 + 4
8
x8 − 8
7
x7 + 4
5
x5 − 120
2
x2 + 48x − A
2
20
x5
u(4)(x) = A
2! x
2 + B
3! x
3 − x
14
24 024
+ x
13
4290
− 1
2970
x12 − 1
1980
x11 + 1
630
x10 − 1
420
x8 + x5 − 2x4
q(4)(x) = −Ax + B
2
x2 + x
13
1716
− x
12
330
+ 2x
11
495
+ 1
180
x10 − 1
63
x9 + 2
105
x7 − 5x4 − 8x3
f (4)(x) = A − Bx − x
12
132
+ 2x
11
55
− 2
45
x10 − 1
18
x9 + x
8
7
− 2x
6
15
+ 20x3 − 24x2 + A
2
120
x6
z(4)(x) = B + x
11
11
− 4
10
x10 + 4
9
x9 + 4
8
x8 − 8
7
x7 + 4
5
x5 − 120
2
x2 + 48x − A
2
20
x5 + B
2
252
x7
u(5)(x) = A
2! x
2 + B
3! x
3 − x
14
24 024
+ x
13
4290
− 1
2970
x12 − 1
1980
x11 + 1
630
x10 − 1
420
x8 + x5 − 2x4
q(5)(x) = −Ax + B
2
x2 + x
13
1716
− x
12
330
+ 2x
11
495
+ 1
180
x10 − 1
63
x9 + 2
105
x7 − 5x4 − 8x3 − A
840
x7
f (5)(x) = A − Bx − x
12
132
+ 2x
11
55
− 2
45
x10 − 1
18
x9 + x
8
7
− 2x
6
15
+ 20x3 − 24x2 + A
2
120
x6 + B
2
2016
x8
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z(5)(x) = B + x
11
11
− 4
10
x10 + 4
9
x9 + 4
8
x8 − 8
7
x7 + 4
5
x5 − 120
2
x2 + 48x − A
2
20
x5
+ B
2
252
x7 − 1
167 374 247 040
x29 + 1
1 442 881 440
x28 −
(
1
496 910 700
+ 1
963 242 280
)
x27
−
(
1
618 377 760
− 1
55 770
)
x26 −
(
1
220 522 500
− 1
189 189 000
)
x25
−
(
1
32 432 400
+ 1
70 567 200
)
x24 −
(
1
90 169 200
+ 1
116 035 920
− 1
34 155
)
x23
+
(
1
900 900
+ 1
13 721 400
)
x22 −
(
1
8 334 900
+ 1
13 097 700
)
x21
−
(
1
8 316 000
− 1
240 240
)
x20 −
(
1
456 456
− 1
40 755
− 1
5 027 400
)
x19
+
(
1
19 305
+ 1
26 730
)
x18 −
(
1
2 998 800
− 4
50 490
− 1
16 830
)
x17
+
(
4
31 680
− 1
5040
)
x16 + 4
9450
x15 − 4
5460
x13 − 1
11
x11 + 2
5
x10 − 4
9
x9 + 1
5880
x4
u(6)(x) = A
2! x
2 + B
3! x
3 − x
14
24 024
+ x
13
4290
− 1
2970
x12 − 1
1980
x11 + 1
630
x10 − 1
420
x8 + x5 − 2x4 + A
2
6720
x8
q(6)(x) = −Ax + B
2
x2 + x
13
1716
− x
12
330
+ 2x
11
495
+ 1
180
x10 − 1
63
x9 + 2
105
x7 − 5x4
− 8x3 − A
2
840
x7 − B
2
18 144
x9.
The solution is:
u(x) = u(0)(x)+ u(1)(x)+ u(2)(x)+ u(3)(x)+ · · · .
u(x) = A
2
x2 + B
6
x3 − 2x4 + x5 − 0.002380952380952x8 + A
2
6720
x8 + AB
18 144
x9
+ 0.001587301587301x10 + (−72A + B
2)
181 440
x10 − 0.000505050501 x11 + (3A − 2B)
23 760
x11
− 0.0003367x12 + (12+ B)
35 640
x12 + (−420+ A)
10 090 080
x14 − 0.000041625043x14 + 0(x15).
Applying the boundary conditions at x = 1,
A = 3.9999999999887983 B = 3.19339870128× 10−13.
The series solution is:
u(x) = 1.999999999993x2 + 5.322233× 10−14x3 − 2x4 + x5 − 1.21431× 10−16x8
+ 7.04012× 10−17x9 + 4.03323× 10−17x10 − 3.97902× 10−17x11 − 8.94467× 10−18x12
− 3.96429× 10−7x14 + o(x15).
Table 3.1 shows the comparison between the exact solution and the series solution, along with the errors obtained
by using the proposed algorithm. Higher accuracy can be obtained by evaluating more components of u(x).
Example 3.2. Consider the following fourth order linear boundary value problem:
u(iv)(x) = u(x)+ u′′(x)+ ex (x − 3)
with boundary conditions u(0) = 1, u′(0) = 0, u(1) = 0, u′(1) = −e.
The exact solution of the problem is:
u(x) = (1− x)ex .
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Table 3.1
Error estimates
x Exact solution Series solution aError
0.0 0.0000000000 0.0000000000 0.0000E+00
0.1 0.0198100000 0.0198099999 4.579E−16
0.2 0.0771200000 0.0771199999 1.5959E−15
0.3 0.1662300000 0.1662299999 3.1641E−15
0.4 0.2790400000 0.2790399999 4.7739E−15
0.5 0.4062500000 0.4062499999 6.0507E−15
0.6 0.5385599999 0.5385599999 6.6613E−15
0.7 0.6678700000 0.6678699999 6.6613E−15
0.8 0.7884800000 0.7884799999 5.2180E−15
0.9 0.8982900000 0.8982899999 2.5535E−15
1.0 1.0000000000 0.9999999999 3.3306E−16
a Error = Exact solution − Series solution.
Using the transformation dudx = q(x), dqdx = f (x), d fdx = z(x), we r-write the above fourth-order boundary value
problem as a system of differential equations:
du
dx
= q(x),
dq
dx
= f (x),
d f
dx
= z(x),
dz
dx
= u(x)+ f (x)+ ex (x − 3)
with u(0) = 1, q(0) = 0, f (0) = A, z(0) = B.
The above system of differential equations can be written as a system of integral equations with a Lagrange
multiplier λi = −1, i = 1, 2, 3, 4:
u(k+1)(x) = 1−
∫ x
0
q(k)(t)dt
q(k+1)(x) = 0−
∫ x
0
f (k)(t)dt
f (k+1)(x) = A −
∫ x
0
z(k)(t)dt
z(k+1)(x) = B −
∫ x
0
(u(k)(t)+ f (k)(t)+ et (t − 3))dt
u(0)(x) = 1, q(0)(x) = 0, f (0)(x) = A, z(0)(x) = B.
Consequently, we obtain the following approximations:
u(1)(x) = 1+ 0
q(1)(x) = 0− Ax
f (1)(x) = A − Bx
z(1)(x) = B − Ax − (x − 4)ex − 4
u(2)(x) = 1+ 0+ A
2
x2
q(2)(x) = 0− Ax + B
2
x2
f (2)(x) = A − Bx + x
2
2! +
A
2! x
2 + 4x + (x − 5)ex + 5
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z(2)(x) = B − Ax − (x − 4)ex − 4+ B
2
x2
u(3)(x) = 1+ 0+ A
2
x2 + B
3! x
3
q(3)(x) = 0− Ax + B
2
x2 + 4− 5x − 2x2 − x
3
3! −
A
3! x
3 − (x − 6)ex
f (3)(x) = A − Bx + x
2
2! +
A
2! x
2 + 4x + (x − 5)ex + 5− B
3! x
3
z(3)(x) = B − Ax − (x − 4)ex − 4+ B
2
x2 − A
3
x3 − x
3
6
− 2x2 − 5x − (x − 6)ex − 4
u(4)(x) = 1+ 0+ A
2! x
2 + B
3! x
3 + 7− 4x + 5
2
x2 + 2
3
x3 + 1
24
x4 + A
24
x4 + (x − 7)ex
q(4)(x) = 0− Ax + B
2
x2 + 4− 5x − 2x2 − x
3
3! −
A
3! x
3 − (x − 6)ex + B
24
x4
f (4)(x) = A − Bx + x
2
2! +
A
2! x
2 + 4x + (x − 5)ex + 5− B
3! x
3 + 7+ 4x + 5
2
x2
+ 2
3
x3 + 1
24
x4 + A
24
x4 + (x − 7)ex
z(4)(x) = B − Ax − (x − 4)ex − 4+ B
2
x2 − A
3
x3 − x
3
6
− 2x2 − 5x − (x − 6)ex − 4+ B
12
x4
u(5)(x) = 1+ 0+ A
2! x
2 + B
3! x
3 + 7− 4x + 5
2
x2 + 2
3
x3 + 1
24
x4 + A
24
x4 + (x − 7)ex − B
120
x5
q(5)(x) = 0− Ax + B
2
x2 + 4− 5x − 2x2 − x
3
3! −
A
3! x
3 − (x − 6)ex + B
24
x4 − 7x − 2x2
− 5
6
x3 − 1
16
x4 − A
60
x5 − 1
20
x5 − (x − 8)ex − 8
f (5)(x) = A − Bx + x
2
2! +
A
2! x
2 + 4x + (x − 5)ex + 5− B
3! x
3 + 7+ 4x + 5
2
x2 + 2
3
x3
+ 1
24
x4 + A
24
x4 + (x − 7)ex − B
60
x4
z(5)(x) = B − Ax − (x − 4)ex − 4+ B
2
x2 − A
3
x3 − x
3
6
− 2x2 − 5x − (x − 6)ex
− 4+ B
12
x4 − 16− 14x − 5
3
x3 − 1
3
x4 − 1
60
x5 − A
40
x5 − 2(x − 8)ex
u(6)(x) = 1+ 0+ A
2! x
2 + B
3! x
3 + 7− 4x + 5
2
x2 + 2
3
x3 + 1
24
x4 + A
24
x4 + (x − 7)ex
− B
120
x5 − 8x + 7
2
x2 + 2
3
x3 + 5
24
x4 + 1
80
x5 − A
360
x6 − 1
120
x6 − (x − 9)ex − 9
q(6)(x) = 0− Ax + B
2
x2 + 4− 5x − 2x2 − x
3
3! −
A
3! x
3 − (x − 6)ex + B
24
x4 − 7x − 2x2
− 5
6
x3 − 1
16
x4 − A
60
x5 − 1
20
x5 − (x − 8)ex − 8+ B
300
x5
f (6)(x) = A − Bx + x
2
2! +
A
2! x
2 + 4x + (x − 5)ex + 5− B
3! x
3 + 7+ 4x + 5
2
x2 + 2
3
x3 + 1
24
x4 + A
24
x4
+ (x − 7)ex − B
60
x4 + a6x + 14
2
x2 + 5
12
x4 + 1
15
x5 + 1
360
x6 − 2(x − 9)ex + 18
z(6)(x) = B − Ax − (x − 4)ex − 4+ B
2
x2 − A
3
x3 − x
3
6
− 2x2 − 5x − (x − 6)ex − 4
+ B
12
x4 − 16− 14x − 5
3
x3 − 1
3
x4 − 1
60
x5 − A
40
x5 − 2(x − 8)ex B
720
x6 + B
300
x5
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Table 3.2
Error estimates
X Exact solution Series solution aError
0.0 1.0000000000 1.0000000000 0.0000E+00
0.1 0.9946538262 0.9946538264 2.0038E−10
0.2 0.9771222065 0.9771222072 7.0052E−10
0.3 0.9449011653 0.9449011333 1.3508E−9
0.4 0.8950948185 0.8950948205 2.0025E−9
0.5 0.8243606353 0.8243606378 2.5085E−9
0.6 0.728847520 0.7288475228 2.722E−9
0.7 0.6041258122 0.6041258147 2.2125W−9
0.8 0.4451081856 0.4451081875 1.8035E−9
0.9 0.2459603111 0.2489603118 7.2528E−10
1.0 0.0000000000 −9.9475983006E−14 9.9476E−14
a Error = Exact solution − Series solution.
u(7)(x) = 1+ 0+ A
2! x
2 + B
3! x
3 + 7− 4x + 5
2
x2 + 2
3
x3 + 1
24
x4 + A
24
x4 + (x − 7)ex
− B
120
x5 − 8x + 7
2
x2 + 2
3
x3 + 5
24
x4 + 1
80
x5 − A
360
x6 − 1
120
x6 − (x − 9)ex − 9− B
1800
x6
q(7)(x) = 0− Ax + B
2
x2 + 4− 5x − 2x2 − x
3
3! −
A
3! x
3 − (x − 6)ex + B
24
x4
− 7x − 2x2 − 5
6
x3 − 1
16
x4 − A
60
x5 − 1
20
x5 − (x − 8)ex − 8+ B
300
x5
− 18x − 8x2 − 14
6
x3 − 5
60
x5 − 1
90
x6 − 1
2520
x7 + 2(x − 10)ex + 20
...
The solution is given as:
u(x) = 512+ 480x + 1
2
(449+ A)x2 + 1
6
(418+ B)x3 + 1
24
(385+ A)x4
+ 1
120
(354+ B)x5 + 1
360
(161+ A)x6 +
(
146+ B
2520
)
x7 +
(
259+ 3A
40 320
)
x8
+
(
230+ 3B
362 880
)
x9 +
(
197+ 5A
3 628 800
)
x10 +
(
34+ B
7 983 360
)
x11 + (136+ 7A)
479 001 600
x12 + (16+ B)
889 574 400
x13
+ (79+ 7A)
87 178 291 200
x14 + (60+ 7B)
130 767 436 800
x15 + o(x16).
Using the boundary conditions at x = 1, we obtain
A = −0.999999954788815621, B = −2.00000015467995.
The series solution is:
u(x) = 512+ 480x + 225.00000002260595x2 + 69.3333333075535x3
+ 16.000000001883826x4 + 2.93333333204433x5 + 0.444444444573296x6
+ 0.05714285708147621x7 + 0.00634906352570326x8 + 0.0006172839493385145x9
+ 0.0000529101x10 + 4.00834x10−6x11 + 2.6931 x 10−7x12 + 1.57379× 10−8x13
+ 8.25894× 10−10x14 + 3.1577× 10−11x15 + o(x16).
Table 3.2 shows the comparison between the exact solution and the series solution obtained by using the proposed
algorithm. Higher accuracy can be obtained by evaluating more components of u(x).
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Example 3.3. Consider the following nonlinear boundary value problem of fourth order:
u(iv)(x) = sin x + sin2 x − (u′′)2
with boundary and initial conditions:
u(0) = 0, u′(0) = 1, u(1) = sin(1), u′(1) = cos(1).
The exact solution of the problem is u(x) = sin x .
Using the transformation dudx = q(x), dqdx = f (x), d fdx = z(x), the above fourth-order boundary value problem can
be written as a system of differential equations:
du
dx
= q(x),
dq
dx
= f (x),
d f
dx
= z(x),
z(x) = sin x + sin2 x − ( f (x))2
with u(0) = 0, q(0) = 1, f (0) = A, z(0) = B.
The above system of differential equations can be written as a system of integral equations with Lagrange
multipliers λi = −1, i = 1, 2, 3, 4:
u(k+1)(x) = 0−
∫ x
0
q(k)(t)dt
q(k+1)(x) = 1−
∫ x
0
f (k)(t)dt
f (k+1)(x) = A −
∫ x
0
z(k)(t)dt
z(k+1)(x) = B −
∫ x
0
(
sin(t)+ sin2(t)− ( f (k)(t))2
)
dt
u(0)(x) = 0, q(0)(x) = 1, f (0)(x) = A, z(0)(x) = B.
Consequently, we obtain the following approximations:
u(1)(x) = −x
q(1)(x) = 1− Ax
f (1)(x) = A − Bx
z(1)(x) = B − 1− 1
2
x + A2x + cos x + 1
4
sin 2x
u(2)(x) = −x + A
2
x2
q(2)(x) = 1− Ax + B
2
x2
f (2)(x) = A − Bx − 1
2
+ x + 1
4
x2 − A
2
2
x2 − sin x + 1
8
cos 2x
z(2)(x) = B − 1− 1
2
x + A2x + cos x + 1
4
sin 2x − B
2
2
x2
u(3)(x) = −x + A
2
x2 + B
6
x3
q(3)(x) = 1− Ax + B
2
x2 + 1+ 1
8
x − 1
2
x2 − 1
2
x3 + A
2
6
x3 − cos x + 1
16
sin 2x
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Table 3.3
Error estimates
x Exact solution Series solution aError
0.0 0.0000000000 9.592369E−14 9.5923E−14
0.1 0.0998334166 0.0998334945 7.7856E−8
0.2 0.1986693307 0.1986696031 2.7231E−7
0.3 0.2955202066 0.2955207315 5.2489E−7
0.4 0.3894183423 0.3894191196 7.7730E−7
0.5 0.4794255386 0.4794265100 9.7145E−7
0.6 0.5646424733 0.5646435236 1.0502E−6
0.7 0.6442176872 0.6442186501 9.6286E−7
0.8 0.7173560908 0.7173567749 6.8407E−7
0.9 0.7833269096 0.7833271803 2.7069E−7
1.0 0.8414709848 0.8414709848 1.5676E−13
a Error = Exact solution − Series solution.
f (3)(x) = A − Bx − 1
2
+ x + 1
4
x2 − A
2
2
x2 − sin x + 1
8
cos 2x + B
6
x3
z(3)(x) = B − 1− 1
2
x + A2x + cos x + 1
4
sin 2x − B
2
2
x2
− 5
16
− A2 + 67
128
x − 1
8
x2 +
(
15+ 2A2
48
)
x3 +
(
1− 2A2
8
)
x4 +
(
A4 − A2
20
)
x5
− 3
4
cos x −
(
1+ 4A2
128
)
sin 4x − 1
4
sin 2x + 1
1024
sin 8x + 2x cos x − 2 sin x
+ 1
16
x sin 4x + 1
16
cos 4x − x sin x + 1
2
x2 cos x + 1
64
x2 sin 4x + 1
128
x cos x
− 1
512
sin 4x − A2x2 cos x + 2A2x sin x + A2 cos x − 1
4
sin x sin 4x − 3
188
cos x cos 4x
u(4)(x) = −x + A
2
x2 + B
6
x3 − 1
32
− x − 1
8
x2 + 1
6
x3 + 1
48
x4 − A
2
24
x4 + sin x + 1
32
cos 2x
q(4)(x) = 1− Ax + B
2
x2 + 1+ 1
8
x − 1
2
x2 − 1
2
x3 + A
2
6
x3 − cos x + 1
16
sin 2x − B
2
24
x4.
The solution is:
u(x) = −0.03125+ x + A
2
x2 − B
6
x3 + x
48
(−48− 6x + 8x2 + x4)+ 0.03125 cos 2x
+ sin x − A
2
24
x4 + B
120
x5 + · · · .
Applying the boundary conditions at x = 1,
A = 0.00001752910368427, B = −1.00005875261186.
The series solution is given as:
u(x) = 11.3473− 262.827x − 3.47142x2 + 3.40768x3 + 0.142081x4 − 0.00277631x5
− 0.00161889x6 + 0.00079363x7 + 0.0000414643x8 + 7.28477× 10−10x9
− 6.19953× 10−7x10 − 1.23638× 10−10x11 + · · · .
Table 3.3 shows the comparison between the exact solution and the series solution obtained by using the proposed
algorithm. Higher accuracy level can be obtained by evaluating some more terms of u(x).
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4. Conclusion
In this paper, we have used the variational iteration method for finding the solution of fourth-order linear and
nonlinear boundary value problems. The technique provides analytical approximations to a rather wide class of
nonlinear equations without linearization, perturbation, or discretization, which can result in a massive numerical
computation. It may be concluded that the method is very powerful and efficient in finding analytical solutions for a
wide class of integral equations. It provides with more realistic series solutions that converge very rapidly in physical
problems. Hence, it is concluded that the variational iteration method can be used as an efficient and reliable alternative
algorithm for solving linear and nonlinear boundary value problems.
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