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a b s t r a c t
S. Smith conjectured that any two distinct longest cycles of a k-connected graphmustmeet
in at least k vertices when k ≥ 2. Here we provide evidence for the dual version of the
Smith conjecture: if C and D are largest bonds in a k-connected graph G, then the number
of components in G− (C ∪D) is at least k+2−|C ∩D|. Both conjectures have been proven
only for small k. This article establishes a linear lower bound on the number of components
of G − (C ∪ D) which holds for all values of k ≥ 7. This is stronger than the best bound
established to date for Smith’s original conjecture.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This article provides new lower bounds on the number of components remaining when two largest bonds are deleted
from a graph. It is motivated by the following 1979 conjecture of Scott Smith and its generalization to matroids.
Conjecture 1.1. If C and D are longest cycles of a k-connected graph G for k ≥ 2, then C and D meet in at least k vertices.
Conjecture 1.1 has been verified in the literature for k ≤ 6 by Grötschel [2] and Grötschel and Nemhauser [3]. Chen,
Faudree, and Gould [1] provide the following lower bound for general k, the strongest established to date.
Theorem 1.2. If G is a k-connected graph, then any two different longest cycles meet in at least ck3/5 vertices, where c =
1/( 3
√
256+ 3)3/5 ≈ 0.2615.
Smith’s Conjecture is generalized to matroids by McMurray, Reid, Wei, and Wu [5] as Conjecture 1.3 below. Here r(S)
denotes the rank of a set S in a matroid.
Conjecture 1.3. If C and D are largest circuits of a k-connected matroid M with at least 2(k − 1) elements, then r(C ∪ D) ≤
r(C)+ r(D)− k+ 1.
Considering the dual of this statement leads to a conjecture on cocircuits in matroids. Restricting that dual to graphic
matroids moves us from matroid cocircuits to graph bonds. Let us establish the necessary notation before stating the
resulting conjecture for graphs, Conjecture 1.4.
Let X and Y be disjoint non-empty sets of vertices in a graphG. Then [X, Y ] denotes the set of all edgeswith an end-vertex
in each of X and Y . The subgraph of G induced by X is denoted by G[X]. We say that [X, Y ] is a bondwhen (X, Y ) partitions
V (G) and both G[X] and G[Y ] are connected. The number of components of a graph G is denoted by ω(G), and all graphs
considered here are simple.
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Fig. 1. Bonds C = [C1, C2] (left to right edges) and D = [D1,D2] (top to bottom).
(a) Cuts C and D. (b) Cuts CS and DS .
Fig. 2. Modification of bonds C and D to edge cuts CS and DS .
Conjecture 1.4. If C and D are largest bonds of a k-connected graph G, then ω(G− (C ∪ D)) ≥ k+ 2− |C ∩ D|.
The bound of Conjecture 1.4 is tightwhen k = 2, as exemplified by a cycle graph. A slight strengthening of Conjecture 1.4,
allowing |D| = |C | − 1, is proven in [4] for k ≤ 6. This provides a dual result to those of Grötschel and Nemhauser on cycle
intersections. Here we provide a step toward Conjecture 1.4 by establishing a linear lower bound on ω(G − (C ∪ D)) for
k ≥ 7. Note that this is actually stronger than a direct dual of Theorem 1.2. Our main result is expressed by Theorem 1.5.
Theorem 1.5. If C and D are distinct bonds of a k-connected graph G, k ≥ 7, with C a largest bond and |D| ≥ |C | − 1, then
ω(G− (C ∪ D)) ≥ 1
4
(
k+ 14− 3
2
|C ∩ D|
)
.
For small values of k this is improved as follows.
Theorem 1.6. Let C and D be distinct bonds of a k-connected graph G with C a largest bond and |D| ≥ |C | − 1. If α ∈ R,
0 ≤ α ≤ 16, and 4 ≤ k ≤ 40− 2α then
ω(G− (C ∪ D)) ≥ 1
5
(
2k+ α − 3|C ∩ D|).
The remainder of this paper is dedicated to proving Theorems 1.5 and 1.6.
2. Preliminaries
We begin this section by establishing some notation. We then make several observations about maximum bonds which
will be used throughout our proofs. We then state Theorem 2.2 which is a technical variation of our main theorems. This is
proven in Section 3, where it is then used to prove Theorems 1.5 and 1.6.
Let X and Y be disjoint non-empty sets of vertices in a graph G. A path with an end-vertex in each of X and Y and no
internal vertices in X ∪ Y is called a path from X to Y . If all internal vertices of the path are contained in some vertex set V ,
we say it is a path through V .
Throughout this section we assume that G is a k-connected graph with k ≥ 2, and that C and D are distinct bonds with C
a largest bond and |D| ≥ |C | − 1. Note that ω(G− (C ∪ D)) ≥ 3 since C and D are distinct bonds. Let C1 and C2 denote the
vertex sets of the two components of G− C and D1 and D2 denote the vertex sets of the two components of G− D. We will
find it convenient to work with subscripts modulo 3, so for example C−1 = C2. With i, j ∈ {1, 2} we define CiDj = Ci ∩ Dj.
(See Fig. 1.)
Let us first make an observation concerning edge cuts which can be constructed by modification of C and D. For any
vertex set S ⊂ CiDi let CSi = Ci − S and CS−i = C−i ∪ S. Similarly let DSi = Di − S and DS−i = D−i ∪ S. We now have two new
edge cuts CS = [CS1 , CS2 ] and DS = [DS1,DS2], as illustrated in Fig. 2, with
CS = C ∪ [S, Ci − S] − [S, C−i]
= C ∪
(
[S, CiDi − S] ∪ [S, CiD−i]
)
−
(
[S, C−iDi] ∪ [S, C−iD−i]
)
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DS = D ∪ [S,Di − S] − [S,D−i]
= D ∪
(
[S, CiDi − S] ∪ [S, C−iDi]
)
−
(
[S, CiD−i] ∪ [S, C−iD−i]
)
.
So
|CS | + |DS | = |C | + |D| + 2
(
|[S, CiDi − S]| − |[S, C−iD−i]|
)
.
Since C is a maximum bond and |D| ≥ |C | − 1, we find that either
(S1) one of the edge cuts CS or DS is not a bond, or
(S2) |CS | + |DS | ≤ |C | + |D| + 1, and hence |[S, CiDi − S]| ≤ |[S, C−iD−i]|.
Using the above observation, Claim 1 of [4] shows that in any counterexample to Conjecture 1.4 the set CiDj is non-empty
for each i, j ∈ {1, 2}. Hence ω(G − (C ∪ D)) ≥ 4. We mimic that argument (presenting it here in only minimal detail) to
prove that any counterexample to Theorem 1.5 or Theorem 1.6 must have ω(G− (C ∪ D)) ≥ 4.
Lemma 2.1. Let C and D be distinct bonds of a k-connected graph G, with C a largest bond and |D| ≥ |C | − 1. If
k ≥ 7 and ω(G− (C ∪ D)) < 1
4
(
k+ 14− 3
2
|C ∩ D|
)
or
k ≥ 4 and ω(G− (C ∪ D)) < 1
5
(
2k+ 16− 3|C ∩ D|)
then ω(G− (C ∪ D)) ≥ 4.
Proof. Let ω := ω(G− (C ∪ D)), and recall that ω ≥ 3. Suppose, contrary to the lemma, that ω = 3. If
k ≥ 7 and 3 < 1
4
(
k+ 14− 3
2
|C ∩ D|
)
then
|C ∩ D| < 2
3
(k+ 2) = (k− 1)− 1
3
(k− 7) ≤ k− 1.
Similarly, if
k ≥ 4 and 3 < 1
5
(
2k+ 16− 3|C ∩ D|)
then
|C ∩ D| < 1
3
(2k+ 1) = (k− 1)− 1
3
(k− 4) ≤ k− 1.
So in either case, |C ∩ D| < k− 1.
We now suppose, without loss of generality, that C2D2 = ∅. Since there are at least k disjoint paths from C1D2 to C2D1 in
G, but |C ∩ D| < k − 1, there must be at least two disjoint paths P1 and P2 from C1D2 to C2D1 through G[C1D1]. We extend
these to disjoint trees T1 and T2 whose union spans G[C1D1] with at least one edge between them. Then the set S = V (T1)
violates conclusions (S1) and (S2) above. 
We now state the technical theorem.
Theorem 2.2. Let C and D be distinct bonds of a k-connected graph G, k ≥ 2, with C a largest bond and |D| ≥ |C | − 1. Let Ci
and Di be defined as above. If C1D2 6= ∅, C2D1 6= ∅, and |[C1D1, C2D2]| < k2 then
k ≤ ω(G− (C ∪ D))+ 3(ω(G[C1D2])+ ω(G[C2D1]))− 8+ |C ∩ D| + |[C1D1, C2D2]|.
Notice that this is not entirely symmetric. Both of our main theorems are easy if |C ∩ D| ≥ k. Hence we are concerned
with the case |C ∩ D| < k. It is possible that the edges in C ∩ D are concentrated on one ‘‘diagonal’’. That is, with one of
|[C1D1, C2D2]| ≥ k2 or |[C1D2, C2D1]| ≥ k2 . Applying Theorem 2.2 directly in this case gives the looser bound of Theorem 1.5.
For small values of kwe will consider the case |C ∩ D| ≥ k2 separately. This allows a symmetric application of Theorem 2.2
in the case |C ∩ D| < k2 , leading to the tighter bound of Theorem 1.6.
We will make use of the following specialized lemma in our counting arguments.
Lemma 2.3. Let G be a non-empty connected graph with vertex set V = X ∪ Y where X ∩ Y = ∅ and G[Y ] is edgeless. Suppose
that for each x ∈ X, x has at least one neighbor in Y , and x is a cutvertex of G separating some two vertices y1, y2 ∈ Y . Then
|Y | ≥ |X |2 + 1.
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Fig. 3. Graphs G and G′′ of Lemma 2.3.
Fig. 4. Labeling components inH and vertices sl .
Proof. We use induction on |X |. Let G satisfy the above hypotheses. Note that in the smallest nontrivial case |X | = 1, each
x ∈ X is a cutvertex of G, so we have |Y | ≥ 2 ≥ |X |2 + 1. So we assume |X | ≥ 2.
Choose x0 ∈ X such that x0 does not separate any two vertices of X in G. To see that such an x0 exists, suppose for sake
of contradiction that it does not. For each x ∈ X let H(x) denote the vertex set of a component of G− xwith H(x) ∩ X 6= ∅,
chosen tominimizeH(x)∩X . Choose x0 ∈ X to minimizeH(x0)∩X . Now any x′ ∈ H(x0)∩X must be a cutvertex of G[H(x0)]
which separates some two vertices of H(x0) ∩ X , contradicting our choice of x0.
Since x0 is a cutvertex of G, it must be that x0 separates some vertex y ∈ Y from X − {x0}. Let Y0 ⊂ Y be the collection of
all such vertices. (See Fig. 3.) Define X ′ = X − {x0}, Y ′ = Y − Y0, and G′ = G[X ′ ∪ Y ′]. Note that G′[Y ′] is edgeless. By our
choice of x0, G′ is connected. By the choice of Y0, each vertex of X ′ has at least one neighbor in Y ′. Suppose some v ∈ X ′ is
not a cutvertex of G′. Since v is a cutvertex of G separating some two vertices y1, y2 ∈ Y , it must be that v separates Y ′ from
Y0 in G. So v must separate x0 from X ′ − {v} in G[X]. This implies that v is the unique neighbor of x0 in G[X]. In this case let
X ′′ = X ′−{v}. Otherwise let X ′′ = X ′. Now G′′ = G[X ′′∪Y ′] satisfies the conditions of the lemma. Sowe get |Y ′| ≥ 12 |X ′′|+1
and
|Y | ≥ |Y ′| + 1 ≥ 1
2
|X ′′| + 2 ≥ 1
2
(|X | − 2)+ 2 ≥ 1
2
|X | + 1. 
3. Proofs
3.1. Proof of Theorem 2.2
Let C and D be distinct bonds of a k-connected graph G, k ≥ 2, with C a largest bond and |D| ≥ |C | − 1. Let Ci and Di
be defined as above, and suppose C1D2 6= ∅, C2D1 6= ∅, and |[C1D1, C2D2]| < k2 . Let H denote the set of components of
G[C1D1] ∪ G[C2D2]. Let P = {P1, P2, . . . Pm} be a maximum collection of internally disjoint paths from C1D2 to C2D1 in G,
further chosen to minimize the number of edges in
(⋃m
l=1 Pl
) ∩ [C1D1, C2D2]. Since G is k-connected, we knowm ≥ k.
Our proof proceeds by associating each of the paths P1, P2, . . . Pm with either an edge in C ∩D, a component H ∈ H , or a
special vertex set S ∈ I to be defined below. This associationwill be given by a function F : {1, 2, . . . ,m} → (C∩D)∪H∪I,
summarized at the end of Claim 1 below. We will establish that |F−1(x)| ≤ 2 for all x ∈ [C1D1, C2D2] and |F−1(x)| ≤ 1 for
the remaining x ∈ im(F). A simple counting argument then gives the desired result.
Let S ⊆ CiDi. The following definition is motivated by condition (S1) in Section 2, that either CS or DS is not a bond. We
say S is a Ci-separator if S is a cutset of G[Ci] separating some two vertices of CiD−i. Similarly we say that S is a Di separator
if S is a cutset of G[Di] separating some two vertices of C−iDi. In Fig. 4, for example, the set V (H1) is a D1-separator, V (H2)
is a C1-separator, V (H3) is both a C2-separator and a D2-separator, and V (H4) is not a separator. Let I(Ci) be the set of all
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Ci-separators, and I(Di) the set of all Di-separators, and I = I(C1) ∪ I(C2) ∪ I(D1) ∪ I(D2). We will call S an i-separator if
it is either a Ci-separator or a Di-separator.
For 1 ≤ l ≤ m let cl be the initial vertex of Pl, so cl ∈ V (Pl) ∩ (C1D2). Label sl ∈ V (Pl) such that clsl ∈ E(Pl), so sl is the
second vertex of the path Pl. Call the path Pl central if E(Pl) ∩ (C ∩ D) 6= ∅. We now have the definitions necessary to begin
building the function F .
If sl ∈ C2D1 then E(Pl) = clsl ∈ [C1D2, C2D1]. In this case define F(l) := clsl.
The remaining paths include vertices in C1D1 or C2D2. We organize these paths based on the components through which
they pass. For each H ∈ H let L(H) = {1 ≤ l ≤ m : sl ∈ V (H)}. If L(H) = {l} then define F(l) := H ∈ H .
We now deal with the cases where l ∈ L(H) and |L(H)| ≥ 2. Consider a component H ∈ H with |L(H)| ≥ 2 and
V (H) ⊆ CiDi. For each l ∈ L(H) choose vertex tl ∈ V (Pl) so that Pl(sl, tl) is a maximal subpath of Pl contained in H . If Pl is a
path through H , then tl has a neighbor in C2D1. Otherwise Pl is central and tl has a neighbor in C−iD−i. Extend the collection
of paths {Pl(sl, tl) : l ∈ L(H)} to a collection of disjoint trees {Tl}l∈L(H) whose union spans H with Pl(sl, tl) ⊆ Tl for each
l ∈ L(H). Note that there is at least one edge between Tl and H − Tl for each of these trees.
Recall that we chose paths P1, . . . Pm to minimize the number of edges in
(⋃m
l=1 Pl
)∩ [C1D1, C2D2]. Hence if Pl is a central
path then we may assume Tl has no neighbors in C2D1.
Claim 1. If Pl is central and V (Tl) ⊂ CiDi then V (Tl) is an i-separator.
Proof. We prove the case where i = 1. The case i = 2 is symmetric. Assume H ⊆ G[C1D1] and Tl ⊂ H has no neighbors in
C2D1. Since G is k-connected,
k ≤ |[V (Tl), V (G− Tl)]|
= |[V (Tl), C1D2]| + |[V (Tl), C2D2]| + |[V (Tl), C1D1 − V (Tl)]|.
From the hypothesis |[C1D1, C2D2]| < k2 we obtain |[V (Tl), C2D2]| < k2 , so
|[V (Tl), C1D2]| + |[V (Tl), C1D1 − V (Tl)]| > k2 > |[V (Tl), C2D2]|
and
|[V (Tl), C1 − V (Tl)]| > |[V (Tl), C2]|.
Consider the edge cut E = [C2 ∪ V (Tl), C1 − V (Tl)]. The above argument shows that
|E| = |C | − |[V (Tl), C2]| + |[V (Tl), C1 − V (Tl)]| > |C |.
Since C is a maximum bond in G, the set E must not be a bond. But Tl has some neighbor in C2D2, so C2 ∪ V (Tl) induces
a connected graph. So it must be that C1 − V (Tl) does not induce a connected graph. That is, Tl is a cutset of G[C1]. By
construction, every vertex of C1D1 − V (Tl) is in some tree Tj with j ∈ L(H). Each of these trees has at least one neighbor in
C1D2. Hence V (Tl)must separate some two vertices of C1D2, and V (Tl) is a 1-separator. 
Where Pl is central, define F(l) := V (Tl) ∈ I. Notice that if Pl′ and Pl are two distinct central paths, then F(l′) ∩ F(l) = ∅.
It remains to define F(l)when Pl is a path through V (H) (i.e. with all internal vertices contained in V (H)) and |L(H)| ≥ 2.
Assume,without loss of generality, thatH ⊆ CiDi. Let S = V (Tl), and consider the edge cuts CS andDS . From the observations
of Section 2we know that either one of the edge cuts CS orDS is not a bond, or |[V (Tl), C−iD−i]| ≥ |[V (Tl), CiDi−V (Tl)]| ≥ 1.
If both CS and DS are bonds, choose an arbitrary el ∈ [V (Tl), C−iD−i] ⊆ [C1D1, C2D2] and define F(l) := el.
Suppose now that at least one of CS or DS is not a bond. That is, one of G[Ci − V (Tl)], G[C−i ∪ V (Tl)], G[Di − V (Tl)], or
G[D−i ∪ V (Tl)] is not connected. By definition, each of C1, C2,D1, and D2 induces a connected graph. Since Tl has neighbors
in each of C1D2 and C2D1, we see that each of G[C−i ∪ V (Tl)] and G[D−i ∪ V (Tl)] is connected. So either G[Ci − V (Tl)] or
G[Di − V (Tl)] is not connected. Hence V (Tl) is a cutset of either Ci or Di. If V (Tl) is an i-separator, define F(l) := V (Tl).
We deal finally with the case that V (Tl) 6∈ I is a cutset of Ci or Di. Suppose V (Tl) is a cutset of Ci but does not separate
any two vertices of CiD−i. Then it must separate some vertex d ∈ CiDi − V (Tl) from all of CiD−i. Fix any such vertex d. Recall
that the trees {Th}h∈L(H) span H , and fix n such that d ∈ V (Tn). Then V (Tl)must separate V (Tn) from all neighbors of CiD−i in
H . Since by definition each tree has some neighbor in C1D2 we have i = 2. Moreover, since Tn has no neighbor in C2D1, Pn is
central. Choose an edge el ∈ E(Pn) ∩ [C1D1, C2D2] and define F(l) := el.
If V (Tl) is a cutset of Di but not an i-separator, we apply a symmetric argument. V (Tl) separates some vertex c ∈
C−iDi−V (Tl) fromall ofDi−V (Tl). Then c ∈ V (Tn)where Tn has noneighbors inC2D1. Define F(l) := el ∈ E(Pn)∩[C1D1, C2D2].
To summarize
F(l) =

E(Pl) if E(Pl) ⊆ [C1D2, C2D1]
H if L(H) = {l}
V (Tl) if {l} ( L(H), and V (Tl) ∈ I
el ∈ [C1D1, C2D2] otherwise.
Claim 2. For 1 ≤ l < l′ ≤ mwe may have F(l) = F(l′) only if F(l) ∈ [C1D1, C2D2], V (Tl) ⊆ CiDi and V (Tl′) ⊆ C−iD−i for some
i ∈ {1, 2}.
L. Sheppardson / Discrete Mathematics 309 (2009) 4116–4122 4121
Proof. Suppose for some 1 ≤ l < l′ ≤ m we have F(l) = F(l′). Then clearly F(l) = e ∈ [C1D1, C2D2]. Hence l ∈ L(H) with
|L(H)| ≥ 2, and l′ ∈ L(H ′)with |L(H ′)| ≥ 2 for some H,H ′ ∈ H . Moreover V (Tl) 6∈ I and V (Tl′) 6∈ I, and neither Pl nor Pl′ is
central. Suppose, contrary to the claim, that V (Tl)∪V (T ′l ) ⊆ CiDi. The edge e = el was chosen to satisfy one of the following
(1a) e ∈ [V (Tl), (C−iD−i)] ⊆ [C1D1, C2D2], or
(1b) e has one end in some V (Tn) ⊆ H such that V (Tl) separates V (Tn) from all neighbors of C2D1 in H .
Recalling that Tl and Tl′ are disjoint, if e ∈ [V (Tl), (C−iD−i)] then e 6∈ [V (Tl′), (C−iD−i)]. So we may assume that e = el′ was
chosen such that
(2) e has one end in some V (Tn′) ⊆ H ′ such that V (Tl′) separates V (Tn′) from all neighbors of C2D1 in H ′.
Since e has exactly one end in CiDi, we haveH ′ = H , and V (Tl′) separates V (Tn′) from all neighbors of C2D1 inH . Recall that Tl
has at least one neighbor in C2D1. Therefore n′ 6= l, (1a) does not hold, and n′ = n. Hence V (Tl) separates V (Tn) from V (Tl′),
while V (Tl′) separates V (Tn) from V (Tl), which is impossible. 
Claim 2 establishes that |F−1(x)| ≤ 2 for all x ∈ [C1D1, C2D2] and |F−1(x)| ≤ 1 for the remaining x ∈ im(F). We proceed
with a counting argument to prove the theorem.
We begin by counting paths associated with i-separators. For each i ∈ {1, 2}, let Mi = {l : F(l) = V (Tl) ∈ I(Ci)} and
Ni = {l : F(l) = V (Tl) ∈ I(Di)}. We will apply Lemma 2.3 to establish a lower bound on each of ω(G[C1D2]) and ω(G[C2D1])
based on |Mi| and |Ni|. Consider first the C1-separators. Define an auxiliary graph A as follows. Let Y be the set of components
ofG[C1D2], and letV (A) = M1∪Y . Vertices l ∈ M1 and y ∈ Y are adjacent inA if [Tl, y] 6= ∅ inG. Vertices l, j ∈ M1 are adjacent
in A if there is some path from Tl to Tj inG[C1D1] internally disjoint from all other Tiwith i ∈ M1. It is straightforward to verify
that A satisfies the conditions of Lemma 2.3. Henceω(G[C1D2]) = |Y | ≥ 12 |M1|+ 1. Symmetric arguments on D1-separators
and 2-separators show that ω(G[C2D1]) ≥ 12 |N1| + 1, ω(G[C2D1]) ≥ 12 |M2| + 1, and ω(G[C1D2]) ≥ 12 |N2| + 1.
So
ω(G[C1D2])+ ω(G[C2D1]) ≥ 12 (|Ni| + |Mi|)+ 2 (1)
and
|Mi ∪ Ni| ≤ |Mi| + |Ni| ≤ 2
(
ω(G[C1D2])+ ω(G[C2D1])− 2
)
. (2)
Recall that for each 1 ≤ l ≤ m, sl is the second vertex of the path Pl. Let p1 = |{l : sl ∈ C1D1}|, p2 = |{l : sl ∈ C2D2}|, so
k ≤ m = p1 + p2 + |[C1D2, C2D1]|. (3)
From Claim 2 and the definition of F with im(F) = H ∪ I ∪ (C ∩ D), we find
pi ≤ ω(G[CiDi])+ |Mi ∪ Ni| + |[C1D1, C2D2]|. (4)
Combining inequalities (2) and (4) gives
pi ≤ ω(G[CiDi])+ 2
(
ω(G[C1D2])+ ω(G[C2D1])− 2
)+ |[C1D1, C2D2]|. (5)
So inequalities (3) and (5) yield
k ≤ ω(G[C1D1])+ 2
(
ω(G[C1D2])+ ω(G[C2D1])− 2
)+ |[C1D1, C2D2]| + ω(G[C2D2])
+ 2(ω(G[C1D2])+ ω(G[C2D1])− 2)+ |[C1D1, C2D2]| + |[C1D2, C2D1]|
= ω(G− (C ∪ D))+ 3(ω(G[C1D2])+ ω(G[C2D1]))− 8+ |C ∩ D| + |[C1D1, C2D2]|.
This completes the proof of Theorem 2.2.
3.2. Proof of Theorem 1.5
Let C and D be distinct bonds of a k-connected graph G, k ≥ 7, with C a largest bond and |D| ≥ |C | − 1. We wish to show
that
ω(G− (C ∪ D)) ≥ 1
4
(
k+ 14− 3
2
|C ∩ D|
)
.
Ifω(G− (C ∪D)) < 4, then the conclusion holds by Lemma 2.1. So wemay assumeω(G− (C ∪D)) ≥ 4. Wemay further
assume |C ∩ D| < k, as otherwise 14
(
k+ 14− 32 |C ∩ D|
)
< 4. Assume, without loss of generality, that C1 and D1 are labeled
such that |[C1D1, C2D2]| ≤ |C∩D|2 < k2 . Applying Theorem 2.2 we obtain
k ≤ ω(G− (C ∪ D))+ 3(ω(G[C1D2])+ ω(G[C2D1]))− 8+ |C ∩ D| + |[C1D1, C2D2]|
≤ ω(G− (C ∪ D))+ 3(ω(G− (C ∪ D))− 2)− 8+ |C ∩ D| + |C ∩ D|
2
= 4ω(G− (C ∪ D))− 14+ 3|C ∩ D|
2
.
A simple rearrangement gives the desired result. 
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3.3. Proof of Theorem 1.6
Again let C and D be distinct bonds of a k-connected graph Gwith C a largest bond and |D| ≥ |C | − 1. We wish to show
that if α ∈ R, 0 ≤ α ≤ 16, and 4 ≤ k ≤ 40− 2α then
ω(G− (C ∪ D)) ≥ 1
5
(
2k+ α − 3|C ∩ D|).
If ω(G− (C ∪ D)) < 4, then the conclusion holds by Lemma 2.1. So we may assume ω(G− (C ∪ D)) ≥ 4.
We claim that we may further assume that CiDj is nonempty for each i, j ∈ {1, 2}. To see this, suppose for sake
of contradiction that, without loss of generality, C2D2 = ∅. Since C and D are bonds, each of G[C1D2] = G[D2] and
G[C2D1] = G[C2] is connected. So ω(G[C1D1]) ≥ 2. Moreover, each component of G[C1D1] has a neighbor in each of C1D2
and C2D1. Let S be the vertex set of some component of G[C1D1]. Then each of the edge cuts CS = C ∪ [S, C1D2] − [S, C2D1]
and DS = D ∪ [S, C2D1] − [S, C1D2] is a bond in G. Note that CS ∩ DS = C ∩ D and CS ∪ DS = C ∪ D. Since C is a largest
bond and |D| ≥ |C | − 1, we have |[S, C1D2]| ≤ |[S, C2D1]| ≤ |[S, C1D2]| + 1. If |[S, C1D2]| = |[S, C2D1]|, then |CS | = |C | and
|DS | = |D|, so we have CS a largest bond and |DS | ≥ |CS | − 1. If |[S, C2D1]| = |[S, C1D2]| + 1, then DS is a largest bond and
|CS | = |DS | − 1. So we may simply apply the arguments below to the bond pair CS,DS in order to obtain the desired result
for the bond pair C,D.
If |C ∩ D| ≥ k2 then
1
5
(2k− 3|C ∩ D| + α) ≤ k+ 2α
10
≤ 4
and the desired inequality is satisfied. Hence we may assume |C ∩ D| < k2 . Thus |[C1D1, C2D2]| < k2 and |[C1D2, C2D1]| < k2 .
Apply Theorem 2.2 symmetrically to find
k ≤ ω(G− (C ∪ D))+ 3(ω(G[C1D2])+ ω(G[C2D1]))− 8+ |C ∩ D| + |[C1D1, C2D2]|
k ≤ ω(G− (C ∪ D))+ 3(ω(G[C1D1])+ ω(G[C2D2]))− 8+ |C ∩ D| + |[C1D2, C2D1]|.
Summing the two inequalities gives
2k ≤ 5ω(G− (C ∪ D))− 16+ 3|C ∩ D|
so
ω(G− (C ∪ D)) ≥ 1
5
(
2k+ 16− 3|C ∩ D|).
This completes the proof of Theorem 1.6. 
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