Abstract
Introduction
Many recent applications deal with large data volumes for which methods that require multiple data passes may be infeasible. For these applications, the data stream model is often more appropriate. In this model, data arrives sequentially and can be observed only once. The number of data elements is unknown and may be unbounded. A typical goal is to continuously maintain statistics or aggregates over past data using minimal memory while keeping the desired precision of the answers. In this scenario, it may be challenging to maintain even simple statistics. Recently, numerous algorithms were developed for various problems in the data stream model. We refer readers to the books of Muthukr-Most applications tend to discard old data and base their queries only on the recent elements. Thus, the sliding window model in which only the last n elements are taken into consideration is important in data stream processing. In this model we separate past elements into two groups. Recent elements represent a window of active or non-expired elements, and the rest are expired. An active element may eventually become expired, but expired elements stay in this status forever. Only active elements are relevant for statistics or queries. The window can be sequence-based, where every insertion corresponds to a deletion of the oldest element. In timestamp-based windows, there is no restriction on the number of insertions and deletions. (Typically, each element is associated with a timestamp, and the window contains all elements with active timestamps.)
Notations
We use the following notations throughout our paper. We denote D as a stream and p i , i ≥ 0 as its i-th element. For 0 ≤ x < y we define [x, y] = {i, x ≤ i ≤ y}. Bucket B(x, y) is the set of all stream elements between p x and p y−1 : B(x, y) = {p i , i ∈ [x, y − 1]}. For function f that is defined on buckets we denote f (i, j) = f (B(i, j)). We denote N as the size of the stream and n as the size of a window. For the L p problem, we denote m as the size of a vector that is presented by a stream. An algorithm maintains -approximation of function f on stream D if at any moment the algorithm outputs f s.t. 
O(1) (log m)
O(1) (log n) O(1) f (m)). We use notation B ⊆ r A to indicate that bucket B is a suffix of A; i.e., it contains the most recent part of A. We denote by A ∪ C the union of adjacent buckets A and C.
Problems, Results and Related Work
1. f (A) ≥ 0.
f (A) ≤ poly(|A|).

f (A ∪ B) ≥ f (A) + f (B).
f (A ∪ B) ≤ C f (f (A) + f (B)) for some constant
C f ≥ 1.
5. The function f (A) admits a "sketch" which requires g f (|B|) space and is composable; i.e., the sketch for f (A ∪ B) can be composed efficiently from the sketches for f (A) and f (B).
For this class of functions, [15] presents two general results. If sketches can be computed precisely, then it is possible to maintain f with relative error
1 log n(g + log n)) bits and O(1) amortized time per element. Moreover, given an algorithm that maintainsˆ -approximation of f on D, f can be approximated on sliding windows with relative error (1 +ˆ ) 2 C 2 f + C f − 1 +ˆ , using the same space and time.
Summary of Our Results
In this paper we introduce a notion of smooth function and present technique that allows to maintain smooth functions over sliding windows. Informally, smooth functions are defined as follows. Let A be a bucket and B be its suffix; that is, B contains recent elements from A and does not contain the old elements. Consider the case when f (B) is close to f (A). If this closeness remains no matter what elements are added to both buckets and does not depend on A and B, we say that f is smooth (for formal definition see Section 2). To measure the closeness before and after insertions, we introduce two parameters α and β that depend only on function f and approximation parameter . Function f is (α, β)-
for any portion of new elements C. Assume that there exists an algorithm that computes f precisely using g space and h time per element. Our main result states that it is possible to maintain α-approximation of f over sliding windows, using O( It turns out that many functions are smooth. For instance, sum, count, min, diameter are ( , )-smooth that gives -approximations repeating previously known results [11, 15] . More interesting, we prove that weakly additive functions, L p norms, frequency moments, length of longest subsequence, and geometric mean are smooth. We apply our method to these function and obtain the following results:
• We improve the general results from [15] mentioned above. For weakly additive functions that can be computed precisely on D, the relative error is improved
. For C f = 1 it gives -approximation, similar to [15] . For larger C f the ratio between relative errors is approximately C f . The space and time complexities remain unchanged. For weakly additive functions that can be approximated on D, the relative error is improved from
• We improve the result of [15] 
bits, where M is the maximal value of an update.
• We provide the first memory-optimal algorithm for frequency moments over sliding windows for constant p > 2. The algorithm maintains ( +
• We extend the results of Sun and Woodruff [29] to sliding windows and improve (in terms of space) the recent results of Chen, Yang and Yuan [12] , providing -approximation of the length of longest increasing subsequence (LIS) in sliding windows. Our algorithm
where k is the length of LIS and L is the number of distinct elements in the window.
• We provide the first -approximation of geometric mean on sequence-based windows using O( 1 log n(k + log n)) memory. Here k is the number of bits needed to store the value of geometric mean.
Below we describe these problems in detail and discuss our and previous results. If m is small, it is easy to calculate the L p norm simply by maintaining the value of each coordinate. However, the usual assumption is that m is large and Ω(m) space is not allowed.
L p Norms and Frequency Moments
Frequency moment is a fundamental problem that is directly related to L p norms. In this paper we use the definition that was presented by Bhuvanagiri, Ganguly, Kesh and Saha [8] ,
In many papers the simpler model is considered, where a = 1 for all pairs (i, a) and a's are omitted.
The first algorithms for frequency moments were proposed in the seminal paper of Alon, Matias and Szegedy [3] . [22] presented an algorithm that maintains L p norms using polylogarithmic space.
The extension of these problems to sliding windows is straightforward. At any moment
, where x i = (i,a)∈W a and W is the current window. Similar to [15] , we restrict a to be positive. For negative a it was shown [15] that even for p = 1 and m = 1, the lower bound on the memory is Ω(n). The only known result for L p norms was presented in [15] for p ∈ [1, 2] . The algorithm maintains L p with high probability and relative error 4 (1+
We extend this result to any p and provide a better approximation ratio for p ∈ [1, 2] . We prove that L p is ( , p p )-smooth for p ≥ 1 and ( , )-smooth for p < 1, so our method can be applied. For p > 2, we apply the algorithm from [8] to show an optimal ( , δ)-approximation algorithm usingÕ(m
we use the algorithm from [22] to construct an ( + /4, δ)-approximation algorithm using O 1 log n(
Finally, for L p , 1 ≤ p ≤ 2, we improve [15] by decreasing the relative error from 4(1 +ˆ )
ploit the fact that L p p is weakly additive with C f ≤ 2 and thus ( 1+ 2 , )-smooth. However, it is also ( , p p )-smooth and, alternatively, we can achieve an -approximation using O
+ log n) bits; i.e., increasing memory usage by the factor
One may argue that for p > 2, L p p is also a weakly additive function, so we can apply the exponential histograms method. While this is true, note that the relative error that can be achieved using exponential histograms is C 2 f + C f − 1 (see [15] ). For large p the relative error becomes significantly larger then 1.
We show similar results for frequency moments. In particular, we prove that F p is ( , p p p )-smooth, and thus smooth histograms can be used to approximate frequency moments withÕ(p p m 1− 2 p ) bits. Thus, for constant p > 2 we obtain optimal results.
Length of Longest Increasing Subsequence
Let D be a stream where
the sequence is non-decreasing, but we follow the notations of the previous works.) The largest increasing subsequence LIS(D) is an increasing subsequence with maximal size k. Correspondingly, LIS(W ) on window W is defined as a largest increasing subsequence on the set of last n elements. This is a well-studied statistic that is used in bioinformatics and other fields. (See works of Gusfield [21] and Pevzner [28] .) Recent results in the streaming model include the papers by Liben-Nowell, Vee and Zhu [26] , Gopalan, Jayram, Krauthgamer and Kumar [20] and Sun and Woodruff [29] . The last paper presents memory-optimal algorithm that uses Θ(k log L k ) memory. For sliding windows Chen, Yang and Yuan [12] present an algorithm that uses Ω(n) memory.
We extend the result of Sun and Woodruff [29] to sliding windows and improve the result of Chen, Yang and Yuan [12] . Our algorithm uses O( 1 log n(k log L k + log n)) bits and provides -approximation of the length of LIS.
Geometric Mean
Let D be a stream of real numbers. Geometric mean is de-
. For sliding windows we define geometric mean as
To the best of our knowledge, this problems was not considered in the sliding windows model. While we can use exponential histograms [15] to maintain arithmetic and harmonic means, geometric mean is not an additive function, and therefore it cannot be solved by this method. We present the first approximation algorithm for geometric mean on sequence-based sliding windows that uses O 1 log n(k + log n) space, where k is the number of bits needed to store the answer.
High-Level Ideas Behind Our Approach
Let f be (α, β)-smooth for which there exists an algorithm Λ that calculates f on D using g space and h operation per element. To maintain f on sliding windows, we construct a data structure that we call smooth histogram. It consists of a set of indexes x 1 < x 2 < · · · < x s = N and instances of Λ for each bucket B(x i , N). The smooth histogram ensures the following properties of the sequence. First, the last active element should be located between first and the second elements of the sequence; that is, N) . Second, the values of f on successive suffixes should be close, namely
(There is an exception, when f drops immediately after x i , that is
, in which case we require x i+1 = x i + 1.) The first and second requirements imply that f (x 2 , N) is an α-approximation of f on W . Finally, we ensure that f is decreasing, requiring
Since f is polynomially bounded, we conclude that s = O( 1 β log n). We maintain s instances of Λ and s timestamps and indexes, thus space complexity is s(g + log n) = O( 1 β log n(g + log n)). It is easy to maintain a smooth histogram, using (α, β)-smoothness of f . We ensure that an index u becomes a successor of index v < u only if at some point we have N ) ; thus the second requirement can be maintained. To ensure the third property, we traverse the list and if
Our approach is similar to exponential histograms in the sense that both methods capture gradual lessening of f using a logarithmic number of Λ instances. However, there is a critical difference between these approaches that makes our results possible. Exponential histograms divide W into distinct blocks B 1 , . . . , B k . This requires a strong assumption about Λ, namely the ability to merge buckets. Further, the algorithm [15] requires f (B i ) to be close to j>i f (B j ), and that limits applicability of exponential histograms to additive functions. Smooth histograms maintain f on suffixes rather then on distinct parts of the window and require closeness between these suffixes, eliminating the above restrictions. The ability to work with suffixes is due to the smoothness of f ; thus it is a critical property.
Roadmap
Section 2 briefly describes smooth histograms and states our main results. In Section 3 we apply smooth histograms to approximate weakly additive functions, L p norms, frequency moments, length of largest increasing subsequence and geometric mean. Finally, in Section 4 we discuss our future work on frequency moments. Function f is (α, β) -smooth if it preserves the following properties:
Smooth Histograms Definition 1.
• If B ⊆ r A and
In this section we assume that f is (α, (b) Delete all x t , i < t < j and all instances Λ(x t , N), and shift the list accordingly.
For all i < s one of the following holds
IV. Find the smallest i such that p xi is expired and p xi+1 is active. Delete all x j , j < i and Λ j structures and change the enumeration accordingly.
Below we prove that the update procedure maintains a smooth histogram. It follows from the last operation that property 1 is preserved. Property 3 follows from the first two steps. To prove property 2, let v < N + 1 be a fixed index from X N that was not deleted during the update procedure. Let v be the successor of v in the sequence X N at step N ; i.e., for some i we had
, let u and w be two successors of v in X N +1 . By the update procedure, it must be the case that
If v ∈ X N +1 and v > v + 1, let N ≤ N be the step when v became the successor of v. An update procedure implies that Proof. The algorithm maintains a smooth histogram and outputs f (x 2 , N) as an approximation of f on the window. To prove that this is a α-approximation, let j be the index of the last active element, so the precise value is f (j, N ). If 2.(a) is correct for x 1 , then by property 1, j = x 2 and the answer is precise. Otherwise 2.(b) is correct for x 1 , and we have, since f is monotonic:
In many cases it is impossible to calculate f precisely. Below we show how to adapt approximation algorithms to sliding windows. We assume that Λ maintainsˆ -approximation of f on D,ˆ ≤ β 4 , and uses g(ˆ ) space and h(ˆ ) operations per element. We call such approximation f . IV. Find the smallest i such that p xi is expired and p xi+1 is active. Delete all x j , j < i and Λ j structures, and change the enumeration accordingly.
For all i < s, one of the following holds
It follows from the last operation that property 1 is preserved. Property 3 follows from the first two steps. To prove property 2, let v < N + 1 be a fixed index from X N that was not deleted during the update procedure. Let v be the successor of v in the sequence X N at step N ; i.e., for some i we had
, let u and w be two successors of v in X N +1 . By update procedure, it must be the case that
Also, it must be the case that f (w, N + 1)
Properties of a histogram imply that for any i, either N) . This property, the fact that f is at least a Proof. The algorithm maintains an approximate smooth histogram and outputs f (x 2 , N) as an approximation of f on the window. Let j be the index of the last active element, so the precise value is f (j, N ). If 2.(a) is correct for x 1 , then by property 1, j = x 2 and the answer is aˆ -approximation of f (j, N ). Otherwise 2.(b) is correct for x 1 , and we have
Also,
Similarly, we can approximate functions for which there exists algorithm Λ that maintains a (ˆ , δ)-approximation on D. The proof remains the same, we only need to ensure that probability of failure is at most δ. Recall that the smooth histogram uses O( 1 β log n) instances of Λ. Thus, if for each instance we limit the probability of failure by δβ log n then, by union bound, the total probability of failure will be at most δ. We obtain the following theorem. Note that the proofs above are correct for sequencebased and timestamp-based widows.
Applications
Weakly Additive Functions
Let f be a weakly additive that can be precisely computed on D using space g and time h. It was proved in [15] that f can be approximated on sliding windows with relative error C 2 f + C f − 1, space O( 1 (g + log n) log n), and amortized time O(h). Smooth histograms improve the relative error, preserving space and time complexities.
Lemma 3. Weakly additive function f with parameter
Proof. Let A be a bucket and B be its suffix such that (1 − )f (A) ≤ f (B). For any adjacent bucket C we have Proof. By applying Theorem 1, we almost obtain the result. The only problem is the logarithmic number of operations per element. This can be reduced using the fact that sketches are composable. Instead of recalculating f on buckets for each new element, we do it for every log n-th element, collecting all new elements in an auxiliary buffer. Let v be index of the first collected point. Since sketches are composable, we can compute f (u, N ) using sketch for f (u + 1, N) and p u for any v ≤ u < N. Using sketch for f (u, N ), we compute f (x i , N) for all i. The rest of the algorithm remains unchanged.
Also, it is shown in [15] that given an algorithm that maintainsˆ -approximation of f on D, f can be approximated on sliding windows with relative error (1 +ˆ ) 
. For large C f , the improvement becomes significant (relative improvement is comparable with C f ).
L p Norms
We use smooth histograms to approximate L p norms on sliding windows. Recall that for this problem D represents a vector X = x 1 , . . . , x m . Each element is a pair 1) . The value of the i-th coordinate is given by x i = (i,a)∈W a,
p . For this model Datar, Gionis, Indyk and Motwani [15] showed a (4 (1 + ) 2 + 1 + , δ)-approximation for p ∈ [1, 2] . We extend this result to any p and improve the approximation parameter for p ∈ [1, 2] . Below we prove that L p is a smooth function.
If p < 1 we have for X, Y, Z as above, assuming
The inequality follows from the assumption above and the fact that function (x + a) p − x p is decreasing for p < 1, a > 0. Now, we can apply the algorithm of Bhuvanagiri, Ganguly, Kesh and Saha [8] . Proof. The proof is identical to the proof of Corollary 3.
Length of Longest Increasing Subsequence
First, we show that our technique is applicable. 
Geometric Mean
Let D be a stream of real numbers. Recall that
. We assume that we need k bits to store the results.
Corollary 8.
There exists an algorithm that computes a -approximation of geometric mean over sequence-based sliding windows using O 1 (k + log n) log n space. 1 (k + log n) log n memory. Similarly, g is a ( , )-smooth function on D <1 , and thus we obtain a -approximation of g(W ) = 1 GM (W<1) . Dividing h by g, we obtain a 2 -approximation of the geometrical mean.
Future Work on Frequency Moments
In the current paper we prove that F p is ( , p p p )-smooth, and thus smooth histograms can be used to approximate frequency moments withÕ(p p m 1− 2 p ) bits. Thus, for constant p > 2 we obtain optimal results. However, the additional factor of p p makes the smooth-histogram approach infeasible for large p, which current paper does not handle. In a follow-up work [9] , we show how to handle frequency moments for arbitrary p. In particular, we show how to compute F p usingÕ(m 1− 1 p ) bits for any p > 2.
