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Abstract
In many applications in ﬁnance, insurance, and reinsurance, one seeks a solution of ﬁnd-
ing a covariance matrix satisfying a large number of given linear equality and inequality
constraints in a way that it deviates the least from a given symmetric matrix. One diﬃculty
in ﬁnding an eﬃcient method for solving this problem is due to the presence of the inequality
constraints. In this paper, we propose to overcome this diﬃculty by reformulating the prob-
lem as a system of semismooth equations with two level metric projection operators. We
then design an inexact smoothing Newton method to solve the resulted semismooth system.
At each iteration, we use the BiCGStab iterative solver to obtain an approximate solution
to the generated smoothing Newton linear system. Our numerical experiments conﬁrm the
high eﬃciency of the proposed method.
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1 Introduction
In this paper, we are interested in the following least squares covariance matrix (LSCM) problem
min
1
2
kX ¡ Ck2
s.t. hAi,Xi = bi, i = 1,...,p,
hAi,Xi ¸ bi, i = p + 1,...,m,
X 2 Sn
+ ,
(1)
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1where Sn and Sn
+ are, respectively, the space of n £ n symmetric matrices and the cone of
positive semideﬁnite matrices in Sn, k ¢ k is the Frobenius norm induced by the standard trace
inner product h¢,¢i in Sn, C and Ai, i = 1,...,m are given matrices in Sn, and b 2 IRm.
Mathematically, the LSCM problem (1) can be equivalently written as
min t
s.t. hAi,Xi = bi, i = 1,...,p,
hAi,Xi ¸ bi, i = p + 1,...,m,
t + 1 ¸
p
(t ¡ 1)2 + 2kX ¡ Ck2 ,
X 2 Sn
+ .
(2)
Problem (2) is a linear optimization problem with linear equality/inequality, the second order
cone, and the positive semideﬁnite cone constraints. This suggests that one may then use well
developed and publicly available softwares, based on interior point methods (IPMs), such as
SeDuMi [44], SDPT3 [48], and a few others to solve (2), and so the LSCM problem (1), directly.
This is indeed feasible on a Pentium IV PC (the computing machine that we will use in our
numerical experiments) as long as n is small (say 80 at most) and m is not too large (say 5,000).
The reason is that at each iteration these solvers require to formulate and solve a linear system
with a dense Schur complement matrix (for example, see [6]) of the size (m+1+¯ n)£(m+1+¯ n),
where ¯ n := 1
2n(n + 1).
Realizing the diﬃculties in using IPMs to solve the LSCM problem, in two recent papers,
Malick [29] and Boyd and Xiao [9] proposed, respectively, to apply classical quasi-Newton meth-
ods (in particular, the BFGS method) and the projected gradient method to the Lagrangian
dual of problem (1) as the objective function in the corresponding Lagrangian dual (dual in
short) problem is continuously diﬀerentiable. Unlike the IPMs, these two dual based approaches
are relatively inexpensive at each iteration as the dual problem is of dimension m only. The
overall numerical performance of these two approaches vary from problem to problem. They
may take dozens of iterations for some testing examples and several hundreds or thousands for
some others.
Historically, the Lagrangian dual based approach is known to the optimization and approx-
imation theory communities for a long time and has been discussed extensively during the last
three decades. Rockafellar’s monograph [42] is an excellent source to start with. The LSCM
problem (1) is a special case of the best approximation problem [14]
min
1
2
kx ¡ ck2
s.t. Ax 2 b + Q,
x 2 K ,
(3)
where X is a real Hilbert space equipped with a scalar product h¢,¢i and its induced norm
k ¢ k, A : X ! IRm is a bounded linear operator, Q = f0gp £ IR
q
+ is a polyhedral convex cone,
1 · p · m, q = m¡p, and K is a closed convex cone in X. See Deutsch [14] for a comprehensive
treatment on the best approximation problems in inner product spaces. The Lagrangian dual
2(see, e.g., Borwein and Lewis [8]) of the best approximation problem (3) takes the form
max ¡
1
2
kΠK(c + A¤y)k2 + hb,yi +
1
2
kck2
s.t. y 2 Q+ ,
(4)
where A¤ : IRm ! X is the adjoint of A, Q+ = IRp £ IR
q
+ is the dual cone of Q, and for any
x 2 X, ΠK(x) is the metric projection of x onto K, i.e., ΠK(x) is the unique optimal solution
to
min
1
2
ku ¡ xk2
s.t. u 2 K .
Deﬁne θ : IRm ! IR by
θ(y) :=
1
2
kΠK(c + A¤y)k2 ¡ hb,yi ¡
1
2
kck2, y 2 IRm . (5)
Note that ¡θ(¢) is the objective function in problem (4). This deﬁnition of θ(¢) is for the
convenience of subsequent discussions. Such a deﬁned function θ(¢) is a convex function [42,
8]. From Zarantonello [50], we know that θ(¢) is continuously diﬀerentiable (but not twice
continuously diﬀerentiable) with
rθ(y) = AΠK(c + A¤y) ¡ b, y 2 IRm
and that rθ(¢) is Lipschitz continuous. Thus, the dual problem (4) turns out to be a smooth
convex optimization problem with a simple constraint:
min θ(y)
s.t. y 2 Q+ .
(6)
Due to its wide applications in interpolation, the approximation theory community paid a
lot of attentions in the 80’s and 90’s of the last century to the best approximation problem (3)
when the inequality constraints are absent (i.e., q = 0). See, for examples, [2, 16, 26, 30, 31],
to name only a few. For a summary, see [32]. In the case when q = 0, Micchelli and Utreras
in their inﬂuential paper [31] suggested that a quasi-Newton method be used to solve the dual
problem (6), which is an unconstrained convex optimization problem. In [15], Deutsch, Li, and
Ward introduced a steepest descent method for solving the same problem. One particular well-
studied best approximation problem is the convex best interpolation problem, where K = fx 2
L2[0,1]jx ¸ 0 a.e. on [0,1]g. For the dual of the convex best interpolation problem, Newton’s
method appears to be very eﬃcient [26, 2, 16] despite the fact that θ(¢) may not be twice
diﬀerentiable. By using the superlinear (quadratic) convergence theory of Clarke’s generalized
Jacobian based Newton methods for solving semismooth equations (an important subclass of
nonsmooth equations) established by Kummer [27] and Qi and Sun [38], Dontchev, Qi, and Qi
solved the myth on the performance of Newton’s method for solving the dual of the convex best
approximation problem in [17, 18].
3Since the metric projection operator ΠSn
+(¢) over the cone Sn
+ has been proved to be strongly
semismooth in [45], the eﬀectiveness of Newton’s method for the convex best interpolation prob-
lem inspired Qi and Sun [34] to study a quadratically convergent inexact semismooth Newton
method to solve the following nearest correlation matrix problem under the W-weight (after an
equivalent transformation):
min
1
2
kX ¡ Ck2
s.t. (W¡1/2XW¡1/2)ii = 1, i = 1,...,n,
X 2 Sn
+ ,
(7)
where the positive deﬁnite matrix W 2 Sn is given as the W-weight to the problem and W1/2 is
the positive square root of W. The nearest correlation matrix problem (7) mainly comes from
the ﬁnance and insurance/reinsurance industries. Higham ﬁrst formulated this problem in [24]
and considered to apply Dysktra’s alternating projection algorithm [19] to solve it. Numerical
experiments conducted in [34, 7] demonstrate clearly that Newton’s method outperforms the
alternating projection method and the BFGS method. In Section 5, we can see that Newton’s
method combined with a conjugate gradient (CG) iterative solver is much faster than the al-
ternating projection method and the BFGS method when W is a randomly generated diagonal
matrix.
The inexact semismooth Newton method introduced in [34] can certainly be used to solve, at
least conceptually, the LSCM problem (1) in the absence of inequality constraints (i.e., m = p),
but is not applicable to the cases with inequality constraints (i.e., m > p). The reason is that
whenever there are inequality constraints in (1), its corresponding dual problem in (6) with
K = Sn
+ is no longer an unconstrained convex optimization problem. One the other hand, the
projected gradient method used by Boyd and Xiao [9] can converge at best linearly while the
rate of convergence of a BFGS type method suggested by Malick [29] is still an open question
due to the fact that θ(¢) fails to be twice continuously diﬀerentiable (for a discussion on the
convergence of BFGS type methods for problems of such a nature, see Chen [11]). Thus, a
natural question arises: can one still expect a fast convergent numerical method for solving the
least squares covariance matrix problem (1) with both equality and inequality constraints? This
paper will give an aﬃrmative answer to this question by introducing a quadratically convergent
inexact smoothing Newton method.
Just as the case for semsimooth Newton methods, smoothing Newton methods for solving
nonsmooth equations were mainly developed by the optimization community, in particular, the
complementarity community (see [21] for an introduction on complementarity problems and on
smoothing Newton methods), and have not been well received outside the optimization ﬁeld. In
this paper, we shall take the LSCM problem (1) as an example to introduce smoothing Newton
methods to the numerical linear algebra community.
The paper is organized as follows. In Section 2, we present preliminaries on matrix valued
functions. Section 3 presents a general introduction on an inexact smoothing Newton method for
solving nonsmooth equations and its convergence analysis. In section 4, we apply the introduced
inexact smoothing Newton method to the LSCM problem (1). We report our numerical results
in Section 5 and make our ﬁnal conclusions in Section 6.
42 Preliminaries on matrix-valued functions
For subsequent discussions, in this section we introduce some basic properties of matrix valued
functions related to the LSCM problem (1) and its dual.
Let F denote the feasible set of of problem (1). Assume that F 6= ;. Then problem (1) has
a unique optimal solution X. Let q = m ¡ p and Q = f0gp £ IR
q
+. Denote A : Sn ! IRm by
A(X) :=
2
6
4
hA1,Xi
. . .
hAm,Xi
3
7
5, X 2 Sn .
For any symmetric X 2 Sn, we write X º 0 and X Â to represent that X is positive semideﬁnite
and positive deﬁnite, respectively. Then
F = fX 2 Sn jA(X) 2 b + Q, X º 0g
and the dual problem of (1) takes the form
min θ(y) :=
1
2
kΠSn
+(C + A¤y)k2 ¡ hb,yi ¡
1
2
kCk2
s.t. y 2 Q+ = IRp £ IR
q
+ .
(8)
The objective function θ(¢) in (8) is a continuously diﬀerentiable convex function with
rθ(y) = AΠSn
+(C + A¤y) ¡ b, y 2 IRm ,
where the adjoint A¤ : IRm ! Sn takes the form
A¤(y) =
m X
i=1
yiAi, y 2 IRm . (9)
One classical dual approach described by Rockafellar in [42, Page 4], when specialized to problem
(1), is to ﬁrst ﬁnd an optimal solution ¯ y, if it exists, to the dual problem (8), and then to obtain
the unique optimal solution X to problem (1) via X = ΠSn
+(C+A¤¯ y). See Malick [29] and Boyd
and Xiao [9] for the worked out details.
In order to apply an optimization method to solve (8), we need the following generalized
Slater condition to hold for problem (1):
(
fAig
p
i=1 are linearly independent,
9 X0 2 F such that hAi,X0i > bi, i = p + 1,...,m and X0 Â 0.
(10)
The next proposition is a straightforward application of [42, Theorems 17 & 18].
Proposition 2.1 Under the generalized Slater condition (10), the following hold:
(i) There exists at least one ¯ y 2 Q+ that solves the dual problem (8). The unique solution to
problem (1) is given by
X = ΠSn
+(C + A¤¯ y). (11)
5(ii) For every real number τ, the constrained level set fy 2 Q+ jθ(y) · τg is closed, bounded,
and convex.
Proposition 2.1 says that one should be able to use any gradient based optimization method
to ﬁnd an optimal solution to the convex problem (8), and thus solves problem (1), as long as the
generalized Slater condition (10) holds. Note that for any given y 2 IRm, both θ(y) and rθ(y)
can be computed explicitly as the metric projector ΠSn
+(¢) has long been known by statisticians
to admit an analytic formula [43].
Since θ(¢) is a convex function, ¯ y 2 Q+ solves problem (8) if and only if it satisﬁes the
following variational inequality
hy ¡ ¯ y,rθ(¯ y)i ¸ 0 8y 2 Q+ . (12)
Deﬁne F : IRm ! IRm by
F(y) := y ¡ ΠQ+(y ¡ rθ(y)), y 2 IRm . (13)
Then one can easily check that ¯ y 2 Q+ solves (12) if and only if F(¯ y) = 0 [20]. Thus, solving
the dual problem (8) is equivalent to solving the following equation
F(y) = 0, y 2 IRm . (14)
Since both ΠQ+ and ΠSn
+ are globally Lipschitz continuous, F is globally Lipschitz continuous.
This means that though one cannot use classical Newton method to solve (14), one can still use
Clarke’s generalized Jacobian based Newton methods [27, 36, 38]. The diﬃculty is that these
Clarke’s Jacobian based Newton methods cannot be globalized because F(¢) is not the gradient
mapping of any real valued function. In this paper, we shall introduce an inexact smoothing
Newton method to overcome this diﬃculty. For this purpose, we need smoothing functions for
F(¢).
Next, we shall ﬁrst discuss smoothing functions for the metric projector ΠSn
+(¢). Let X 2 Sn.
Suppose that X has the spectral decomposition
X = Pdiag(λ1,...,λn)PT, (15)
where λ1 ¸ ¢¢¢ ¸ λn are the eigenvalues of X and P is a corresponding orthogonal matrix of
orthonormal eigenvectors of X. Then, from [43],
ΠSn
+(X) = Pdiag(max(0,λ1),...,max(0,λn))PT . (16)
Deﬁne
α := fi j λi > 0g, β := fi j λi = 0g, and γ := fi j λi < 0g.
Write P = [Pα Pβ Pγ] with Pα, Pβ, and Pγ containing the columns in P indexed by α, β, and
γ, respectively. Let φ : IR £ IR ! IR be deﬁned by
φ(ε,t) =
£
t +
p
ε2 + t2 ¤
/2, (ε,t) 2 IR £ IR. (17)
6For any ε 2 IR, let
Φ(ε,X) := P
2
6
4
φ(ε,λ1)
...
φ(ε,λn)
3
7
5PT . (18)
Then, by matrix analysis [4, 25], we have
Φ(ε,X) =
£
X +
p
ε2I + X2 ¤
/2,
where we use I to represent the identity matrix of appropriate dimension. Note that when ε = 0,
Φ(0,X) = ΠSn
+(X). By a famous result of L¨ owner [28], we know that when ε 6= 0 or β = ;,
Φ0
X(ε,X)(H) = P[Ω(ε,λ) ± (PTHP)]PT 8H 2 Sn , (19)
where “±” denotes the Hadamard product, λ = (λ1,...,λn)T, and the symmetric matrix Ω(ε,λ)
is given by
£
Ω(ε,λ)
¤
ij =
8
<
:
φ(ε,λi) ¡ φ(ε,λj)
λi ¡ λj
2 [0,1] if λi 6= λj ,
φ0
λi(ε,λi) 2 [0,1] if λi = λj ,
i,j = 1,...,n. (20)
When ε 6= 0 or β = ;, the partial derivative of Φ(¢,¢) with respect to ε can be computed by
Φ0
ε(ε,X) = Pdiag(φ0
ε(ε,λ1),¢¢¢ ,φ0
ε(ε,λn))PT .
Thus, Φ(¢,¢) is continuously diﬀerentiable around (ε,X) 2 IR £ Sn if ε2I + X2 is nonsingular.
Furthermore, Φ(¢,¢) is globally Lipschitz continuous and strongly semismooth at any (0,X) 2
IR £ Sn [46]. In particular, for any ε # 0 and Sn 3 H ! 0, it holds that
Φ(ε,X + H) ¡ Φ(0,X) ¡ Φ0(ε,X + H)(ε,H) = O(k(ε,H)k2). (21)
Recall that for a locally Lipschitz continuous function Γ from a ﬁnite dimensional real Hilbert
space X to IRn, the B-subdiﬀerential of Γ at x 2 X in the sense of Qi [36] is deﬁned by
∂BΓ(x) := fV jV = lim
k!1
Γ0(xk), xk ! x, xk 2 DΓg,
where DΓ is the set of points where Γ is Fr´ echet diﬀerentiable. The generalized Jacobian ∂Γ(x)
of Γ at x in the sense of Clarke [12] is just the convex hull of ∂BΓ(x).
Deﬁne Φjβj : IR £ Sjβj ! Sjβj by
Φjβj(ε,Z) :=
£
Z +
p
ε2I + Z2 ¤
/2, (ε,Z) 2 IR £ Sjβj. (22)
As the case for Φ(¢,¢), the mapping Φjβj(¢,¢) is also Lipschitz continuous. Then the B-subdiﬀerentials
∂BΦ(0,X) of Φ at (0,X) and ∂BΦjβj(0,Z) of Φjβj at (0,Z) 2 IR £ Sjβj in the sense of Qi [36]
are both well deﬁned and are completely characterized in [10].
The following result is proven in [10, Proposition 5].
7Proposition 2.2 Suppose that X 2 Sn has the spectral decomposition as in (15). Then V 2
∂BΦ(0,X) if and only if there exists Vjβj 2 ∂BΦjβj(0,0) such that for all (ε,H) 2 IR £ Sn,
V (ε,H) = P
2
6 6
4
PT
α HPα PT
α HPβ Uαγ ± (PT
α HPγ)
(PT
α HPβ)T Vjβj(ε,PT
β HPβ) 0
(PT
α HPγ)T ± UT
αγ 0 0
3
7 7
5PT , (23)
where U 2 Sn is deﬁned by
Uij :=
maxfλi,0g + maxfλj,0g
jλi j + jλj j
, i,j = 1,...,n, (24)
where 0/0 is deﬁned to be 1.
In order to deﬁne smoothing functions for F(¢), we need to deﬁne smoothing functions for
ΠQ+(¢). This, however, can be done in many diﬀerent ways. For simplicity, we shall only use
the function φ given by (17) to deﬁne a smoothing function for ΠQ+(¢). Let ψ : IR£IRm ! IRm
be deﬁned by
ψi(ε,z) =
½
zi if i = 1,...,p,
φ(ε,zi) if i = p + 1,...,m,
(ε,z) 2 IR £ IRm . (25)
The function ψ is obviously continuously diﬀerentiable around any (ε,z) 2 IR £ IRm as long as
ε 6= 0 and is strongly semismooth everywhere.
Now, we are ready to deﬁne a smoothing function for F(¢) itself. Let
Υ(ε,y) := y ¡ ψ (ε,y ¡ (AΦ(ε,C + A¤y) ¡ b)), (ε,y) 2 IR £ IRm . (26)
By the deﬁnitions of Υ, ψ, and Φ, we know that for any y 2 IRm, F(y) = Υ(0,y). We summarize
several useful properties of Υ in the next proposition.
Proposition 2.3 Let Υ : IR £ IRm be deﬁned by (26). Let y 2 IRm. Then it holds that
(i) Υ is globally Lipschitz continuous on IR £ IRm.
(ii) Υ is continuously diﬀerentiable around (ε,y) when ε 6= 0. For any ﬁxed ε 2 IR, Υ(ε,¢) is
a P0-function, i.e., for any (y,h) 2 IRm £ IRm with y 6= h,
max
yi6=hi
(yi ¡ hi)(Υi(ε,y) ¡ Υi(ε,h)) ¸ 0. (27)
(iii) Υ is strongly semismooth at (0,y). In particular, for any ε # 0 and IRm 3 h ! 0 we have
Υ(ε,y + h) ¡ Υ(0,y) ¡ Υ0(ε,y + h)
µ
ε
h
¶
= O(jj(ε,h)k2).
8(iv) For any h 2 IRm,
∂BΥ(0,y)(0,h) µ h ¡ ∂Bψ(0,y ¡ rθ(y))(0,h ¡ A∂BΦ(0,C + A¤y)(0,A¤h)).
Proof. (i) Since both ψ and Φ are globally Lipschitz continuous, Υ is also globally Lipschitz
continuous.
(ii) From the deﬁnitions of ψ and Φ we know that Υ is continuously diﬀerentiable around
(ε,y) 2 IR £ IRm when ε 6= 0.
Since, by part (i), Υ is continuous on IR£IRm, we only need to show that for any 0 6= ε 2 IR,
Υ(ε,¢) is a P0-function.
Fix ε 6= 0. Deﬁne gε : IRm ! IRm by
gε(y) = AΦ(ε,C + A¤y) ¡ b, y 2 IRm .
Then gε is continuously diﬀerentiable on IRm. From (19) and (20), we have
hh,(gε)0(y)hi = hh,AΦ0
X(ε,X)(A¤h)i = hA¤h,Φ0
X(ε,X)(A¤h)i ¸ 0 8h 2 IRm ,
which implies that gε is a monotone function on IRm. Let (y,h) 2 IRm £ IRm with y 6= h. Then
there exists i 2 f1,...,mg with yi 6= hi such that
(yi ¡ hi)((gε)i(y) ¡ (gε)i(h)) ¸ 0.
Furthermore, by noting that for any z 2 IRm,
φ0
zi(ε,zi) 2 [0,1], i = 1,...,m,
we obtain that
(yi ¡ hi)(Υi(ε,y) ¡ Υi(ε,h)) ¸ 0.
This shows that (27) holds.
(iii) Since it can be checked directly that the composite of strongly semismooth functions is
still strongly semismooth [22], Υ is strongly semismooth at (0,y).
(iv) Since both ψ and Φ are directionally diﬀerentiable, for any (ε,y0) 2 IR £ IRm such that
Υ is Fr´ echet diﬀerentiable at (ε,y0),
Υ0(ε,y0)(0,h) = h ¡ ψ0 ¡
(ε,z0);
¡
0,h ¡ AΦ0((ε,C + A¤y0);(0,A¤h))
¢¢
,
which, together with the semismoothness of ψ and Φ, implies
Υ0(ε,y0)(0,h) 2 h ¡ ∂Bψ(ε,z0)
¡
0,h ¡ A∂BΦ(ε,C + A¤y0)(0,A¤h)
¢
,
where z0 := y0 ¡ (AΦ(ε,C + A¤y0) ¡ b). By taking (ε,y0) ! (0,y) in the above inclusion, we
complete the proof. ¤
93 An inexact smoothing Newton method
The purpose of this section is to introduce an inexact smoothing Newton method for solving the
general nonsmooth equation
F(y) = 0, y 2 IRm ,
where F : IRm ! IRm is a locally Lipschitz continuous function, which is not necessarily the
mapping deﬁned in the last section. This inexact smoothing Newton method is largely modiﬁed
from the exact smoothing Newton method constructed in [37] for solving complementarity and
variational inequality problems. The motivation to introduce an inexact version is completely
from the computational point of view because the costs of the exact smoothing Newton method
for solving problems such as the LSCM problem (1) are prohibitive. We shall talk about more
on this in the numerical section.
Let G : IR £ IRm ! IRm be a locally Lipschitz continuous function satisfying
G(ε,y0) ! F(y) as (ε,y0) ! (0,y).
Furthermore, G is required to be continuously diﬀerentiable around any (ε,y) unless ε = 0. The
existence of such a function G can be easily proven via convolution. Deﬁne E : IR £ IRm !
IR £ IRm by
E(ε,y) :=
·
ε
G(ε,y)
¸
, (ε,y) 2 IR £ IRm .
Then solving the nonsmooth equation F(y) = 0 is equivalent to solving the following smoothing-
nonsmooth equation
E(ε,y) = 0.
Our inexact smoothing Newton method is speciﬁcally designed for solving the later.
Deﬁne the merit function ϕ : IR £ IRm ! IR+ by
ϕ(ε,y) := kE(ε,y)k2 , (ε,y) 2 IR £ IRm .
Choose r 2 (0,1). Let
ζ(ε,y) := rminf1,ϕ(ε,y)g, (ε,y) 2 IR £ IRm .
Then the inexact smoothing Newton method can be described as follows.
Algorithm 3.1 (An inexact smoothing Newton method)
Step 0. Let ˆ ε 2 (0,1) and η 2 (0,1) be such that
δ :=
p
2maxfrˆ ε,ηg < 1.
Select constants ρ 2 (0,1), σ 2 (0,1/2), τ 2 (0,1), and ˆ τ 2 [1,1). Let ε0 := ˆ ε and
y0 2 IRm be an arbitrary point. k := 0.
Step 1. If E(εk,yk) = 0, then stop. Otherwise, compute
ζk := rminf1,ϕ(εk,yk)g and ηk := minfτ, ˆ τkE(εk,yk)kg.
10Step 2. Solve the following equation
E(εk,yk) + E0(εk,yk)
·
∆εk
∆yk
¸
=
·
ζkˆ ε
0
¸
(28)
approximately such that
kRkk · minfηkkG(εk,yk) + G0
ε(εk,yk)∆εkk, ηkE(εk,yk)kg, (29)
where
∆εk := ¡εk + ζkˆ ε
and
Rk := G(εk,yk) + G0(εk,yk)
·
∆εk
∆yk
¸
.
Step 3. Let lk be the smallest nonnegative integer l satisfying
ϕ(εk + ρl∆εk,yk + ρl∆yk) · [1 ¡ 2σ(1 ¡ δ)ρl]ϕ(εk,yk). (30)
Deﬁne:
(εk+1,yk+1) := (εk + ρlk∆εk,yk + ρlk∆yk).
Step 4. Replace k by k + 1 and go to Step 1.
Lemma 3.2 If for some (˜ ε, ˜ y) 2 IR++ £ IRm, E0(˜ ε, ˜ y) is nonsingular, then there exist an open
neighborhood O of (˜ ε, ˜ y) and a positive number ¯ α 2 (0,1] such that for any (ε,y) 2 O and
α 2 [0, ¯ α], ε 2 IR++, E0(ε,y) is nonsingular, and
ϕ(ε + α∆ε,y + α∆y) · [1 ¡ 2σ(1 ¡ δ)α]ϕ(ε,y), (31)
where (∆ε,∆y) 2 IR £ IRm satisﬁes
∆ε = ¡ε + ζ(ε,y)ˆ ε
and ° ° ° °G(ε,y) + G0(ε,y)
·
∆ε
∆y
¸° ° ° ° · ηkE(ε,y)k.
Proof. Since ˜ ε 2 IR++ and E0(˜ ε, ˜ y) is nonsingular, there exists an open neighborhood O of
(˜ ε, ˜ y) such that for any (ε,y) 2 O, ε 2 IR++ and E0(ε,y) is nonsingular.
For any (ε,y) 2 O, denote
R(ε,y) := G(ε,y) + G0(ε,y)
·
∆ε
∆y
¸
.
Then (∆ε,∆y) is the unique solution of the following equation
E(ε,y) + E0(ε,y)
·
∆ε
∆y
¸
=
·
ζ(ε,y)ˆ ε
R(ε,y)
¸
.
11Thus, ¿
rϕ(ε,y),
·
∆ε
∆y
¸À
=
¿
2rE(ε,y)E(ε,y),
·
∆ε
∆y
¸À
=
¿
2E(ε,y),
·
ζ(ε,y)ˆ ε
R(ε,y)
¸
¡ E(ε,y)
À
= ¡2ϕ(ε,y) + 2εζ(ε,y)ˆ ε + 2hR(ε,y),G(ε,y)i
· ¡2ϕ(ε,y) + 2ε(rˆ ε)minf1,ϕ(ε,y)g + 2ηϕ(ε,y)1/2kG(ε,y)k,
which, implies that if ϕ(ε,y) > 1 we have
¿
rϕ(ε,y),
·
∆ε
∆y
¸À
· ¡2ϕ(ε,y) + 2ε(rˆ ε) + 2ηϕ(ε,y)1/2kG(ε,y)k
· ¡2ϕ(ε,y) + 2maxfrˆ ε,ηg
¡
ε + ϕ(ε,y)1/2p
ϕ(ε,y) ¡ ε2¢
· ¡2ϕ(ε,y) + 2
p
2maxfrˆ ε,ηgϕ(ε,y)
= 2
¡p
2maxfγˆ εηg ¡ 1
¢
ϕ(ε,y) (32)
and if ϕ(ε,y) < 1 we have
¿
rϕ(ε,y),
·
∆ε
∆y
¸À
· ¡2ϕ(ε,y) + 2ε(rˆ ε)ϕ(ε,y) + 2ηϕ(ε,y)1/2kG(ε,y)k
· ¡2ϕ(ε,y) + 2maxfrˆ ε,ηgϕ(ε,y)1/2¡
εϕ(ε,y)1/2 +
p
ϕ(ε,y) ¡ ε2¢
· ¡2ϕ(ε,y) + 2
p
2maxfrˆ ε,ηgϕ(ε,y)
= 2
¡p
2maxfrˆ ε,ηg ¡ 1
¢
ϕ(ε,y). (33)
Therefore, by inequalities (32) and (33), we have
¿
rϕ(ε,y),
·
∆ε
∆y
¸À
· ¡2(1 ¡ δ)ϕ(ε,y). (34)
By using the fact that rϕ(¢,¢) is uniformly continuous on O, we obtain from the Taylor expansion
that
ϕ(ε + α∆ε,y + α∆y) = ϕ(ε,y) + α
¿
rϕ(ε,y),
·
∆ε
∆y
¸À
+ o(α) 8(ε,y) 2 O,
which, together with (34), implies that there exists a positive number ¯ α 2 (0,1] such that for
all α 2 [0, ¯ α], (31) holds. ¤
Let
N := f(ε,y)jε ¸ ζ(ε,y)ˆ εg. (35)
12Proposition 3.3 For each ﬁxed k ¸ 0, if εk 2 IR++, (εk,yk) 2 N, and E0(εk,yk) is nonsingu-
lar, then for any α 2 [0,1] such that
ϕ(εk + α∆εk, yk + α∆yk) · [1 ¡ 2σ(1 ¡ δ)α]ϕ(εk,yk) (36)
it holds that (εk + α∆εk, yk + α∆yk) 2 N.
Proof. We prove this proposition by considering the following two cases.
Case 1. ϕ(εk,yk) > 1. In this case, ζk = r. Then, because (εk,yk) 2 N and ζ(ε,y) · r for
any (ε,y) 2 IR £ IRm, for all α 2 [0,1] satisfying (36) we have
εk + α∆εk ¡ ζ(εk + α∆εk, yk + α∆yk)ˆ ε
¸ (1 ¡ α)εk + αζkˆ ε ¡ rˆ ε
¸ (1 ¡ α)ζkˆ ε + αζkˆ ε ¡ rˆ ε
= (1 ¡ α)rˆ ε + αrˆ ε ¡ rˆ ε
= 0. (37)
Case 2. ϕ(εk,yk) · 1. Then, for any α 2 [0,1] satisfying (36), we have
ϕ(εk + α∆εk, yk + α∆yk) · [1 ¡ 2σ(1 ¡ δ)α]ϕ(εk,yk) · 1. (38)
So, for any α 2 [0,1] satisfying (36),
ζ(εk + α∆εk, yk + α∆yk) = rϕ(εk + α∆εk, yk + α∆yk).
Hence, again because (εk,yk) 2 N, by using the ﬁrst inequality in (38), for any α 2 [0,1]
satisfying (36) we have
εk + α∆εk ¡ ζ(εk + α∆εk,yk + α∆yk)ˆ ε
= (1 ¡ α)εk + αζkˆ ε ¡ rϕ(εk + α∆εk,yk + α∆yk)ˆ ε
¸ (1 ¡ α)ζkˆ ε + αζkˆ ε ¡ r[1 ¡ 2σ(1 ¡ δ)α]ϕ(εk,yk)ˆ ε
= ζkˆ ε ¡ r[1 ¡ 2σ(1 ¡ δ)α]ϕ(εk,yk)ˆ ε
= rϕ(εk,yk)ˆ ε ¡ r[1 ¡ 2σ(1 ¡ δ)α]ϕ(εk,yk)ˆ ε
= 2rσ(1 ¡ δ)αϕ(εk,yk)ˆ ε
¸ 0. (39)
Thus, by combining (37) and (39), we have proved that for all α 2 [0,1] satisfying (36),
(εk + α∆εk, yk + α∆yk) 2 N.
This completes our proof.
In order to discuss the global convergence of Algorithm 3.1 we need the following assumption.
Assumption 3.4 For any (ε,y) 2 IR++ £ IRn, E0(ε,y) is nonsingular.
13Theorem 3.5 Suppose that Assumptions 3.4 is satisﬁed. Then Algorithm 3.1 is well deﬁned
and generates an inﬁnite sequence f(εk,yk)g 2 N with the property that any accumulation point
(¯ ε, ¯ y) of f(εk,yk)g is a solution of E(ε,y) = 0.
Proof. It follows from Lemma 3.2, Proposition 3.3, and Assumption 3.4 that Algorithm 3.1 is
well deﬁned and generates an inﬁnite sequence f(εk,yk)g 2 N.
From the design of Algorithm 3.1, ϕ(εk+1,yk+1) < ϕ(εk,yk) for all k ¸ 0. Hence, the two
sequences fϕ(εk,yk)g and fζ(εk,yk)g are monotonically decreasing. Since both ϕ(εk,yk) and
ζ(εk,yk) are nonnegative for k ¸ 0, there exist ¯ ψ ¸ 0 and ¯ ζ ¸ 0 such that ϕ(εk,yk) ! ¯ ϕ and
ζ(εk,yk) ! ¯ ζ as k ! 1.
Let (¯ ε, ¯ y) be any accumulation point (if it exists) of f(εk,yk)g. By taking a subsequence if
necessary, we may assume that f(εk,yk)g converges to (¯ ε, ¯ y). Then ¯ ϕ = ϕ(¯ ε, ¯ y), ¯ ζ = ζ(¯ ε, ¯ y), and
(¯ ε, ¯ y) 2 N.
Suppose that ¯ ϕ > 0. Then, from ζ(¯ ε, ¯ y) = rminf1,ϕ(¯ ε, ¯ y)g and (¯ ε, ¯ y) 2 N, we see that
¯ ε 2 IR++. Thus, from Assumption 3.4, E0(¯ ε, ¯ y) exists and is invertible. Hence, from Lemma 3.2,
there exist an open neighborhood O of (¯ ε, ¯ y) and a positive number ¯ α 2 (0,1] such that for any
(ε,y) 2 O and all α 2 [0, ¯ α], ε 2 IR++, E0(ε,y) is invertible, and (31) holds. Therefore, there
exists a nonnegative integer l such that ρl 2 (0, ¯ α] and ρlk ¸ ρl for all k suﬃciently large. Thus
ϕ(εk+1,yk+1) · [1 ¡ 2σ(1 ¡ δ)ρlk]ϕ(εk,yk) · [1 ¡ 2σ(1 ¡ δ)ρl]ϕ(εk,yk)
for all suﬃciently large k. This contradicts the fact that the sequence fϕ(εk,yk)g converges to
¯ ϕ > 0. This contradiction shows that ϕ(¯ ε, ¯ y) = ¯ ϕ = 0. i.e., E(¯ ε, ¯ y) = 0. The proof is completed.
¤
Theorem 3.6 Suppose that Assumptions 3.4 is satisﬁed and that (¯ ε, ¯ y) is an accumulation
point of the inﬁnite sequence f(εk,yk)g generated by Algorithm 3.1. Suppose that E is strongly
semismooth at (¯ ε, ¯ y) and that all V 2 ∂BE(¯ ε, ¯ y) are nonsingular. Then the whole sequence
f(εk,yk)g converges to (¯ ε, ¯ y) quadratically, i.e.,
° ° °(εk+1 ¡ ¯ ε,yk+1 ¡ ¯ y)
° ° ° = O
¡
k(εk ¡ ¯ ε,yk ¡ ¯ y)k2¢
. (40)
Proof. First, from Theorem 3.5, (¯ ε, ¯ y) is a solution of E(ε,y) = 0. Then, since all V 2 ∂BE(¯ ε, ¯ y)
are nonsingular, from [36], for all (εk,yk) suﬃciently close to (¯ ε, ¯ y),
kE0(εk,yk)¡1k = O(1)
and
° ° ° °
µ
εk
yk
¶
+
µ
∆εk
∆yk
¶
¡
µ
¯ ε
¯ y
¶° ° ° °
=
° ° ° °
µ
εk
yk
¶
+ E0(εk,yk)¡1
·µ
rϕ(εk,yk)ˆ ε
Rk
¶
¡ E(ε,y)
¸
¡
µ
¯ ε
¯ y
¶° ° ° °
=
° ° ° °¡E0(εk,yk)¡1
·
E(εk,yk) ¡ E0(εk,yk)
µ
εk ¡ ¯ ε
yk ¡ ¯ y
¶
¡
µ
rϕ(εk,yk)ˆ ε
Rk
¶¸° ° ° °
= O
µ° ° ° °E(εk,yk) ¡ E(¯ ε, ¯ y) ¡ E0(εk,yk)
µ
εk ¡ ¯ ε
yk ¡ ¯ y
¶° ° ° °
¶
+ O(ϕ(εk,yk)) + O(kRkk). (41)
14Since E is locally Lipschitz continuous near (¯ ε, ¯ y), for all (εk,yk) close to (¯ ε, ¯ y) we have
ϕ(εk,yk) = kE(εk,yk) ¡ E(¯ ε, ¯ y)k2 = O
¡
k(εk ¡ ¯ ε,yk ¡ ¯ y)k2¢
(42)
and
kRkk · ηkkG(εk,yk) + G0
ε(εk,yk)∆εkk
· O(kE(εk,yk)k)
¡
kG(εk,yk)k + O(j∆εkj)
¢
· O(kE(εk,yk) ¡ E(¯ ε, ¯ y)k2). (43)
Therefore, by using the assumption that E is strongly semismooth at (¯ ε, ¯ y) and the relations
(41), (42), and (43), we have for all (εk,yk) suﬃciently close to (¯ ε, ¯ y) that
k(εk,yk) + (∆εk,∆yk) ¡ (¯ ε, ¯ y)k = O
¡
k(εk,yk) ¡ (¯ ε, ¯ y)k2¢
. (44)
Finally, since E is strongly semismooth at (¯ ε, ¯ y) and that all V 2 ∂BE(¯ ε, ¯ y) are nonsingular,
we have for all (εk,yk) suﬃciently close to (¯ ε, ¯ y) that
k(εk,yk) ¡ (¯ ε, ¯ y)k · O(kE(εk,yk)k),
which, together with (44) and the Lipschitz continuity of E, implies that
ϕ(εk + ∆εk,yk + ∆yk) = O(ϕ2(εk,yk)).
This shows that for all (εk,yk) suﬃciently close to (¯ ε, ¯ y),
(εk+1,yk+1) = (εk,yk) + (∆εk,∆yk).
Thus, by using (44) we know that (40) holds. ¤
4 The least squares covariance matrix problem
In this section, we apply the general inexact smoothing Newton method developed in the last
section to the least squares covariance matrix problem (1).
Let F : IRm ! IRm be deﬁned by (13). Let κ 2 (0,1) be a constant. Deﬁne G : IR£IRm !
IRm by
G(ε,y) := Υ(ε,y) + κjεjy , (ε,y) 2 IR £ IRm , (45)
where Υ : IR £ IRm ! IRm is deﬁned by (26). The reason for deﬁning G by (45) is that for any
(ε,y) 2 IR £ IRm with ε 6= 0, G0
y(ε,y) is a P-matrix (i.e., all its principal minors are positive),
thus nonsingular while by part (ii) of Proposition 2.3 Υ0
y(ε,y) is only a P0-matrix (i.e., all its
principal minors are nonnegative), which may be singular.
Let E : IR £ IRm ! IR £ IRm be deﬁned by
E(ε,y) :=
·
ε
G(ε,y)
¸
=
·
ε
Υ(ε,y) + κjεjy
¸
, (ε,y) 2 IR £ IRm . (46)
Let N be deﬁned by (35). Next, we discuss convergent properties of Algorithm 3.1 when it is
applied to solve E(ε,y) = 0.
15Theorem 4.1 Algorithm 3.1 is well deﬁned and generates an inﬁnite sequence f(εk,yk)g 2 N
with the properties that any accumulation point (¯ ε, ¯ y) of f(εk,yk)g is a solution of E(ε,y) = 0
and limk!1 ϕ(εk,yk) = 0. Additionally, if the generalized Slater condition (10) holds, then
f(εk,yk)g is bounded.
Proof. From part (ii) of Proposition 2.3 and the deﬁnitions of G and E we know that for any
(ε,y) 2 IR++ £ IRm, G0
y(ε,y), and so E0(ε,y), is a P-matrix. Then from Theorem 3.5 we know
that Algorithm 3.1 is well deﬁned and generates an inﬁnite sequence f(εk,yk)g 2 N with the
property that any accumulation point (¯ ε, ¯ y) of f(εk,yk)g is a solution of E(ε,y) = 0.
Since ϕ(εk,yk) is a decreasing sequence, limk!1 ϕ(εk,yk) exists. Let
¯ ϕ := lim
k!1
ϕ(εk,yk) ¸ 0.
If ¯ ϕ > 0, then there exists an ε0 > 0 such that εk ¸ ε0 forallk ¸ 0. For any υ ¸ 0, let
Lυ := fy 2 IRm jkΥ(ν,y) + κνyk · υ, ν 2 [ε0, ˆ ε]g.
Then it is not diﬃcult to prove that for any υ ¸ 0, Lυ is bounded. In fact, suppose that
for some υ ¸ 0, Lυ is unbounded. Then there exist two sequences fzlg and fνlg such that
liml!1 jjzljj = 1 and for all l ¸ 1, ε0 · νl · ˆ ε and kΥ(νl,zl) + κνlzlk · υ. By taking
subsequences if necessary, we may assume that liml!1 νl = ¯ ν 2 [ε0, ˆ ε] and
i 2 I1 [ I¡1 [ Iυ 8i 2 f1,...,mg,
where
I1 := fij lim
l!1
zl
i = 1, i = 1,...,mg,
I¡1 := fij lim
l!1
zl
i = ¡1, i = 1,...,mg, and
Iυ := fijfzl
ig is uniformly bounded, i = 1,...,mg.
Then, we have
Υi(νl,zl) ! ¡1 8i 2 I1, (47)
and
Υi(νl,zl) ! 1 8i 2 I¡1 . (48)
For each l ¸ 1, deﬁne hl 2 IRm as follows
hl
i =
½
0 if i 2 I1 [ I¡1 ,
zl
i if i 2 Iυ ,
i = 1,...,m.
Since, by part (ii) of Proposition 2.3, for any l ¸ 1, Υ(νl,¢) is a P0-function, by further taking
subsequences if necessary, we know that there exists i 2 I1 [ I¡1 (note that hl
j = zl
j for all
j 2 Iυ and l ¸ 1) such that
(zl
i ¡ hl
i)(Υi(νl,zl) ¡ Υi(νl,hl)) ¸ 0 8l ¸ 1,
16which is impossible in view of (47), (48), and the fact that fΥ(νl,hl)g is bounded (note that Υ
is globally Lipschitz continuous). This shows that for any υ ¸ 0, Lυ is bounded, i.e.,
fy 2 IRm jkG(ε,y)k · υ, ε 2 [ε0, ˆ ε]g
is bounded. This implies that f(εk,yk)g is bounded. Thus, f(εk,yk)g has at least one accumu-
lation point, which is a solution of E(ε,y) = 0, contradicting ¯ ϕ > 0. Therefore, ¯ ϕ = 0.
Suppose that the generalized Slater condition (10) holds. Then from Proposition 2.1 we
know that the solution set of the dual problem is nonempty and compact. Thus, E(ε,y) = 0
also has a nonempty and compact solution set. Since part (ii) of Proposition 2.3 implies that E
is a P0-function, the boundedness of f(εk,yk)g follows directly from [39, Theorem 2.5]. ¤
Assume that the generalized Slater condition (10) holds. Let (¯ ε, ¯ y) be an accumulation point
of the inﬁnite sequence f(εk,yk)g generated by Algorithm 3.1. Then, by Theorem 4.1, we know
that ¯ ε = 0 and F(¯ y) = 0, i.e., ¯ y 2 Q+ = IRp £ IR
q
+ is an optimal solution to the dual problem
(8). Let X := ΠSn
+(C + A¤¯ y). By Proposition 2.1 we know that X 2 Sn
+ is the unique optimal
solution to problem (1).
For quadratic convergence of Algorithm 3.1, we need the concept of constraint nondegeneracy
initiated by Robinson [40] and extensively developed by Bonnans and Shapiro [5]. This concept
is a generalization of the well-known linear independence constraint qualiﬁcation (or LICQ) used
in nonlinear programming. For a given closed K 2 X, a ﬁnite dimensional real Hilbert space,
as in convex analysis [41] we use TK(x) to denote the tangent cone of K at x 2 K. The largest
linear space contained in TK(x) is denoted by lin
¡
TK(x)
¢
. Let I be the identity mapping from
Sn to Sn. Then the constraint nondegeneracy is said to hold at X if
µ
A
I
¶
Sn +
µ
lin
¡
TQ(A(X) ¡ b)
¢
lin
¡
TSn
+(X)
¢
¶
=
µ
IRm
Sn
¶
, (49)
where Q = f0gp £ IR
q
+. Note that the constraint nondegenerate condition (49) is called the
primal nondegeneracy in [1]. The linearity space lin
¡
TQ(A(X) ¡ b)
¢
in (49) can be computed
directly
lin
¡
TQ(A(X) ¡ b)
¢
= fh 2 IRm jhi = 0, i = 1,...,p, i 2 Ind(X)g, (50)
where Ind(X) denotes the index set of active constraints at X:
Ind(X) := fijhAi,Xi = bi, i = p + 1,...,mg.
Let s denote the number of elements in Ind(X). Without loss of generality, we assume that
Ind(X) = fp + 1,...,p + sg.
Deﬁne b A : Sn ! IRp+s by
b A(X) :=
2
6
4
hA1,Xi
. . .
hAp+s,Xi
3
7
5, X 2 Sn . (51)
17The adjoint of b A is denoted by b A¤. By using (50), we can see that (49) is reduced to
µ b A
I
¶
Sn +
µ
f0gp+s
lin
¡
TSn
+(X)
¢
¶
=
µ
IRp+s
Sn
¶
,
which is equivalent to
b A
¡
lin TSn
+(X)
¢
= IRp+s . (52)
The characterization of lin
¡
TSn
+(X)
¢
is more involved than lin
¡
TQ(A(X) ¡ b)
¢
. Let X :=
C + A¤¯ y. Suppose that X has the spectral decomposition as in (15). Then
X = ΠSn
+(X) = Pdiag(max(0,λ1),...,max(0,λn))PT .
The tangent cone TSn
+(X), which was ﬁrst characterized by Arnold [3], takes the form
TSn
+(X) = fB 2 Sn ¯ ¯[Pβ Pγ ]TB [Pβ Pγ ] º 0g.
Consequently,
lin
¡
TSn
+(X)
¢
=
©
B 2 Sn ¯ ¯ PT
β BPβ = 0, PT
β BPγ = 0, PT
γ BPγ = 0
ª
. (53)
Thus, from (52), the constraint nondegenerate condition (49) holds if and only if for any h 2
IRp+s,
PT
α b A¤h = 0 () h = 0. (54)
Lemma 4.2 Let Φ : IR£Sn ! Sn be deﬁned by (18). Assume that the constraint nondegeneracy
(49) holds at X. Then for any V 2 ∂BΦ(0,X) we have
­
h, b AV (0, b A¤h)
®
> 0 80 6= h 2 IRp+s . (55)
Proof. Let V 2 ∂BΦ(0,X). Suppose that there exists 0 6= h 2 IRp+s such that (55) fails to
hold, i.e., ­
h, b AV (0, b A¤h)
®
· 0.
Denote H := b A¤h. Then, by Proposition 2.2, there exists Vjβj 2 ∂BΦjβj(0,0) such that
V (0,H) = P
2
6 6
4
PT
α HPα PT
α HPβ Uαγ ± (PT
α HPγ)
(PT
α HPβ)T Vjβj(0,PT
β HPβ) 0
(PT
α HPγ)T ± UT
αγ 0 0
3
7 7
5PT ,
where U 2 Sn is deﬁned by (24). Since hPT
β HPβ,Vjβj(0,PT
β HPβ)i ¸ 0 and hh, b AV (0, b A¤h)
®
· 0,
we obtain from hh, b AV (0, b A¤h)i = hH,V (0,H)i that
PT
α HPα = 0, PT
α HPβ = 0, and PT
α HPγ = 0,
i.e.,
PT
α H = PT
α b A¤h = 0.
On the other hand, since the constraint nondegeneracy (49) holds at X, from (54) we know that
h = 0. This contradiction shows that for any V 2 ∂BΦ(0,X), (55) holds. ¤
18Proposition 4.3 Let Υ : IR £ IRm ! IRm be deﬁned by (26). Assume that the constraint
nondegeneracy (49) holds at X. Then for any W 2 ∂BΥ(0, ¯ y) we have
max
i
hi(W(0,h))i > 0 80 6= h 2 IRm . (56)
Proof. Let W 2 ∂BΥ(0, ¯ y). Suppose that there exists 0 6= h 2 IRm such that (56) does not
hold, i.e.,
max
i
hi(W(0,h))i · 0. (57)
Then from part (iv) of Proposition 2.3 we know that there exist D 2 ∂Bψ(0, ¯ z) and V 2
∂BΦ(0,X) such that
W(0,h) = h ¡ D(0,h ¡ AV (0,A¤h)) = h ¡ D(0,h) + D(0,AV (0,A¤h)), (58)
where ¯ z := ¯ y¡rθ(¯ y) = ¯ y¡(AΦ(0,X)¡b). By simple calculations, we can see that there exists
a nonnegative vector d 2 IRm satisfying
di =
8
<
:
1 if 1 · i · p,
2 [0,1] if p + 1 · i · p + s,
0 if p + s + 1 · i · m
such that for any y 2 IRm,
(D(0,y))i = diyi, i = 1,...,m.
Thus, we obtain from (58) and (57) that
8
<
:
hi(AV (0,A¤h))i · 0 if 1 · i · p,
hi(AV (0,A¤h))i · 0 or hi = 0 if p + 1 · i · p + s,
hi = 0 if p + s + 1 · i · m,
which, implies
hh,AV (0,A¤h)i = hˆ h, b AV (0, b A¤ˆ h)i · 0,
where 0 6= ˆ h 2 IRp+s is deﬁned by ˆ hi = hi, i = 1,...,p + s. This, however, contradicts (55) in
Lemma 4.2. This contradiction shows that (56) holds. ¤
Theorem 4.4 Let (¯ ε, ¯ y) be an accumulation point of the inﬁnite sequence f(εk,yk)g generated
by Algorithm 3.1. Assume that the constraint nondegeneracy (49) holds at X. Then the whole
sequence f(εk,yk)g converges to (¯ ε, ¯ y) quadratically, i.e.,
° ° °(εk+1 ¡ ¯ ε,yk+1 ¡ ¯ y)
° ° ° = O
¡
k(εk ¡ ¯ ε,yk ¡ ¯ y)k2¢
. (59)
Proof. In order to apply Theorem 3.6 to obtain the quadratic convergence of f(εk,yk)g, we only
need to check that E is strongly semismooth at (¯ ε, ¯ y) and that all V 2 ∂BE(¯ ε, ¯ y) are nonsingular.
The strong semismoothness of E at (¯ ε, ¯ y) follows directly from part (iii) of Proposition 2.3
and the fact that the modulus function j ¢ j is strongly semismooth everywhere on IR. The
nonsingularity of all matrices in ∂BE(¯ ε, ¯ y) can be proved as follows.
19Let V 2 ∂BE(¯ ε, ¯ y) be arbitrarily chosen. From Proposition 4.3 and the deﬁnition of E, we
know that for any 0 6= d 2 IRm+1,
max
i
di(V d)i > 0,
which, by [13, Theorem 3.3.4], implies that V is a P-matrix, and so nonsingular. Then the proof
is completed. ¤
Theorem 4.4 says that Algorithm 3.1 can achieve quadratic convergence under the assump-
tion that the constraint nondegenerate condition (49) holds at X. Next, we shall discuss about
this assumption by considering the following special least squares covariance matrix problem
min
1
2
kX ¡ Ck2
s.t. Xij = eij, (i,j) 2 Be ,
Xij ¸ lij, (i,j) 2 Bl ,
Xij · uij, (i,j) 2 Bu ,
X 2 Sn
+ ,
(60)
where Be, Bl, and Bu are three index subsets of f(i,j)j1 · i · j · ng satisfying Be \ Bl = ;,
Be \Bu = ;, and lij < uij for any (i,j) 2 Bl \Bu. Denote the cardinalities of Be, Bl, and Bu by
p, ql, and qu, respectively. Let m := p + ql + qu. For any (i,j) 2 f1,...,ng £ f1,...,ng, deﬁne
Eij 2 IRn£n by
(Eij)st :=
½
1 if (s,t) = (i,j),
0 otherwise,
s,t = 1,...,n.
Thus, problem (60) can be written as a special case of (1) with
A(X) :=
2
6
4
fhAij,Xig(i,j)2Be
fhAij,Xig(i,j)2Bl
¡fhAij,Xig(i,j)2Bu
3
7
5, X 2 Sn (61)
and
b :=
0
B
@
feijg(i,j)2Be
flijg(i,j)2Bl
¡fuijg(i,j)2Bu
1
C
A ,
where Aij := 1
2(Eij + Eji). Then, its dual problem takes the same form as (8) with q := ql + qu.
The index set Ind(X) of active constraints at X now becomes
Ind(X) = b Bl [ b Bu ,
where
b Bl := f(i,j) 2 Bl jhAij,X i = lijg and b Bu := f(i,j) 2 Bu jhAij,X i = uijg.
Let s be the cardinality of Ind(X). Then the mapping b A : Sn ! IRp+s deﬁned by (51) takes the
form
b A(X) :=
2
6
4
fhAij,Xig(i,j)2Be
fhAij,Xig(i,j)2 b Bl
¡fhAij,Xig(i,j)2 b Bu
3
7
5 .
20Recall that the constraint nondegenerate condition (49) holds at X if and only if for any
h 2 IRp+s, (54) holds. A particular case for (54) to hold is when Be = f(i,i)ji = 1,...,ng,
Bl [ Bu = ;, and b > 0 [34, 35]. Furthermore, if Be has a band structure, (54) also holds as
long as the corresponding band of the given matrix C is positive deﬁnite [35]. In general, the
equivalent constraint nondegenerate condition (54) may fail to hold for problem (60). In [33],
Qi establishes an interesting connection between the constraint nondegeneracy and the positive
semideﬁnite matrix completions on chordal graphs.
5 Numerical results
In this section, we report our numerical experiments conducted for testing the eﬃciency of
Algorithm 3.1. The main task of Algorithm 3.1 for solving the least squares covariance matrix
problem (1), at the kth iterate, is to solve the linear system (28) with E(¢) being deﬁned by
(46). In numerical implementation, we ﬁrst obtain ∆εk = ¡εk + ζkˆ ε by the ﬁrst equation of
(28), and then apply the BiCGStab iterative solver of Van der Vorst [49] to the resulted linear
system
G0
y(εk,yk)∆yk = ¡G(εk,yk) ¡ G0
ε(εk,yk)∆εk (62)
to obtain ∆yk such that it satisﬁes (29). The cost of using the BiCGStab iterative solver to
compute ∆yk will be analyzed next.
For the sake of convenience, in subsequent analysis we suppress the superscript k. By noting
that G(ε,y) and Υ(ε,y) are deﬁned by (45) and (26), respectively, we obtain that
G0
y(ε,y)∆y = Υ0
y(ε,y)∆y + κε∆y
= ∆y ¡ ψ0
z(ε,z)(∆y ¡ AΦ0
X(ε,X)(A¤∆y)) + κε∆y
= ∆y ¡ ψ0
z(ε,z)∆y + ψ0
z(ε,z)(AΦ0
X(ε,X)(A¤∆y)) + κε∆y , (63)
where z := y ¡(AΦ(ε,X) ¡ b), X := C +A¤y, and A¤ is given by (9). Let X have the spectral
decomposition (15). Then, by (19),
Φ0
X(ε,X)(A¤∆y) = P[Ω(ε,λ) ± (PTA¤∆yP)]PT, (64)
where Ω(ε,λ) is given by (20).
From (63) and (64), we know that in order to compute the coeﬃcient matrix G0
y(ε,y) one
needs O(m2n3) ﬂops. This implies that it is impractical to use direct methods to solve the linear
system (62) even when n and m are not large, say n = 100 and m = 1,000. Given the fact that
the coeﬃcient matrix G0
y(ε,y) is nonsymmetric when problem (1) has inequality constraints, i.e.,
q 6= 0, it is natural to choose the BiCGStab as our iterative solver for solving the linear system
(62).
In order to speed up the convergence of the BiCGStab iterative solver, in the following we
shall introduce a diagonal preconditioner. Deﬁne the vector d 2 IRm as the diagonal part of the
coeﬃcient matrix G0
y(ε,y), i.e., d := diag(G0
y(ε,y)). Then from (63) and (64) we know for each
l 2 f1,...,mg that
dl = [G0
y(ε,y)]ll = [G0
y(ε,y)Il]l = 1 ¡ φ0
zl(ε,zl) + φ0
zl(ε,zl)wl + κε, (65)
21where Il 2 IRm denotes the lth column of the identity matrix I and wl is deﬁned by
wl := [AΦ0
X(ε,X)(A¤Il)]l
= hIl , AΦ0
X(ε,X)(A¤Il)i
= hA¤Il , Φ0
X(ε,X)(A¤Il)i
= hA¤Il , P[Ω(ε,λ) ± (PTA¤IlP)]PTi
= hPTAlP , Ω(ε,λ) ± (PTAlP)i. (66)
Let D 2 IRm£m be deﬁned by D := diag(d). On the one hand, the diagonal matrix D is an
obvious diagonal preconditioner for the linear system (62). On the other hand, from (65) and
(66), we know that for a large m it is expensive to compute the diagonal matrix D because its
computation needs O(mn3) ﬂops. Of course, the cost for computing D can be reduced if most of
the matrices Al’s are sparse. For instance, in problem (60), for each l 2 f1,...,mg, the matrix
Al takes the form
Al =
1
2
(Eiljl + Ejlil),
where
(il,jl) 2
8
<
:
Be if l = 1,...,p,
Bl if l = p + 1,...,p + ql,
Bu if l = p + ql + 1,...,m.
By taking account of such a special structure of Al, wl can be further simpliﬁed as follows
wl = hPTAlP , Ω(ε,λ) ± (PTAlP)i
=
1
2
[a2
ilΩ(ε,λ)(a2
jl)T + (ail ± ajl)Ω(ε,λ)(ail ± ajl)T], l = 1,...,m, (67)
where “±” denotes the Hadamard product of two vectors, ai is the ith row of P, and a2
i := ai±ai,
i = 1,...,n. Thus, in this case the diagonal matrix D can be computed directly from (65)
and (67) with a reduced cost of O(mn2) ﬂops. However, when m is much larger than n, say
m = O(n2), this cost is still too expensive. In our numerical implementation, we use an estimated
diagonal matrix of D as our diagonal preconditioner. This estimated diagonal matrix can be
obtained in O(n3) ﬂops as follows.
From (67) and the fact that
0 · (ail ± ajl)Ω(ε,λ)(ail ± ajl)T · a2
ilΩ(ε,λ)(a2
jl)T, (68)
we have the following inequality
1
2
a2
ilΩ(ε,λ)(a2
jl)T · wl · a2
ilΩ(ε,λ)(a2
jl)T , l = 1,...,m. (69)
Let ˜ w 2 IRm and ˜ d 2 IRm be deﬁned by
˜ wl := a2
ilΩ(ε,λ)(a2
jl)T , l = 1,...,m, (70)
and
˜ dl := 1 ¡ φ0
zl(ε,zl) + φ0
zl(ε,zl) ˜ wl + κε, l = 1,...,m, (71)
respectively. Then we have the following relationship between d and ˜ d.
22Proposition 5.1 Let d 2 IRm and ˜ d 2 IRm be deﬁned by (65) and (71), respectively. Then it
holds that
1
2
·
dl
˜ dl
· 1, l = 1,...,m. (72)
Proof. From (69) and (70), we obtain that
1
2
·
wl
˜ wl
· 1, l = 1,...,m,
which, together with (65), (71), and the fact that for each l 2 f1,...,mg, φ0
zl(ε,zl) 2 [0,1] shows
that (72) holds. ¤
Let e D := diag(˜ d). Proposition 5.1 says that e D is a good estimation of the diagonal part of
G0
y(ε,y). Furthermore, computing the diagonal matrix e D only requires O(n3) ﬂops, which is
independent of m. Hence, in our numerical experiments we use the diagonal matrix e D instead
of D as our diagonal preconditioner.
Remark 5.2 For the least squares covariance matrix problem (1), if all Ai’s are rank 1 matrices,
we can still apply the above technique to obtain a diagonal preconditioner with a cost of O(n3).
In our numerical experiments we compare our inexact smoothing Newton method, which is
referred as Smoothing in our numerical results, with the following methods for solving the least
squares covariance matrix problem with simple constraints (60):
(i) The projected gradient method (PGM) of Boyd and Xiao [9]. At the kth step, the PGM
computes
yk+1 := ΠQ+(yk ¡ ρrθ(yk)),
where ρ 2 (0,2). Note that in this case the Lipschitz modulus of rθ(y) is one. We take
ρ = 1.8 as it performs better than ρ = 1. The maximum number of iterations is set as
5,000 and the stopping criterion is
Resk := krθ(yk)k · 10¡5.
Note that when there are no inequality constraints, i.e., m = p, the PGM reduces to the
gradient method (GM) of Higham [24].
(ii) The BFGS-SQP method of Chen [11] and Malick [29]. In [29], Malick suggested using a
BFGS type method to solve the dual problem (8). Here we adopt a BFGS-SQP approach
introduced by Chen [11] for solving a more general LC1 problem. For the dual problem
(8), at the kth step, the BFGS-SQP method solves the following quadratic program
min hrθ(yk), ∆yki +
1
2
h∆yk,(Bk +  kI)∆yki
s.t. yk + ∆yk 2 Q+ .
(73)
We use Algorithm 3.1 to compute the subproblem (73). The maximum number of iterations
is set as 2,000 and the stopping criterion is the same as in the PGM. For cases with equality
constraints only, instead of using our own code, we run the Matlab package – SDLS, which
is an implementation of the BFGS method for the dual problem and is written by Henrion
and Malick [23].
23(iii) The inexact semismooth Newton method of Qi and Sun [34], which is referred as Semismooth
in our numerical results. This algorithm is particularly designed for the nearest correla-
tion matrix problem. In order to improve its performance and for comparison purpose,
we introduced a diagonal preconditioner by using the same technique as in our inexact
smoothing Newton method. The stopping criterion is
Resk := krθ(yk)k · 10¡6.
(iv) The inexact interior point method of Toh, T¨ ut¨ unc¨ u, and Todd [47] for solving the W-
weighted nearest correlation matrix problem (7). This inexact interior point method,
referred as IP-NCM here, uses the preconditioned PSQMR as the iterative solver and can
solve equality constrained cases when applied to problem (60). The stopping criterion is
Resk · 10¡7. Note that the “Res” deﬁned in the IP-NCM method is the relative residue
rather than the absolute residue of the resulted Karush-Kuhn-Tucker system of problem
(60).
The stopping criterion chosen for Algorithm 3.1 is
Resk := kE(εk, yk)k · 10¡6 .
The maximum number of BiCGStab steps at each iteration is set as 200. The other parameters
used in Algorithm 3.1 are set as r = 0.2, ˆ ε = 0.01, η = 0.5, ρ = 0.5, σ = 0.5 £ 10¡6, τ = 0.01,
ˆ τ = 0.5, and κ = 0.01.
We implemented all algorithms in MATLAB 7.1 running on a PC Intel Pentium IV of 2.40
GHz CPU and 512 MB of RAM. The testing examples are given below.
Example 5.1 The matrix C is the 387 £ 387 1-day correlation matrix (as of June 15, 2006)
from the lagged datasets of RiskMetrics (www.riskmetrics.com/stddownload edu.html). For
the test purpose, we perturb C to
C := (1 ¡ α)C + αR,
where α 2 (0,1) and R is a randomly generated symmetric matrix with entries in [¡1,1]. The
MATLAB code for generating the random matrix R is: R = 2.0*rand(387,387)-ones(387,387);
R = triu(R)+triu(R,1)’; for i=1:387; R(i,i) = 1; end. Here we take α = 0.1 and the
index sets
Be := f(i,i)ji = 1,...,387g, Bl [ Bu = ;, and eii = 1 for (i,i) 2 Be.
Note that this example corresponds exactly to the nearest correlation matrix problem.
Example 5.2 All the data are the same as in Example 5.1 except that eii 2 [0,1] for (i,i) 2 Be
are randomly generated. This example corresponds to the W-weighted nearest correlation problem
(7) when the weight matrix W is a randomly generated diagonal matrix. It can also come from
the local correlation stress testing [35].
24Example 5.3 All the data are the same as in Example 5.1 except that R is a randomly generated
symmetric matrix with entries in [0,1] : R = rand(387,387); R = triu(R)+triu(R,1)’; for
i=1:387; R(i,i) = 1; end.
Example 5.4 The matrix C is a randomly generated n £ n symmetric matrix with entries in
[¡1,1] : C = 2.0*rand(n,n)-ones(n,n); C = triu(C)+triu(C,1)’; for i=1:n; C(i,i) =
1; end. The index sets are the same as in Example 5.1, i.e.,
Be = f(i,i)ji = 1,...,ng and Bl [ Bu = ;.
We test the following two cases: a) eii = 1, (i,i) 2 Be and b) eii 2 [0,1], (i,i) 2 Be are randomly
generated. For each of the two cases, we take n = 500, 1,000, and 2,000, respectively.
Example 5.5 Let n = 387. The matrix C is the same as in Example 5.1, i.e., C is the perturbed
387 £ 387 correlation matrix. The index sets Bl [ Bu = ; and Be is deﬁned as Be := Be1 [ Be2
with
Be1 := f(i,i)ji = 1,...,ng and ; 6= Be2 ½ f(i,j)j1 · i < j · ng,
where Be2 consists of the indices of min(nr,n¡i) randomly generated elements at the ith row of
X, i = 1,...,n with nr = 1,5, and 10. For all (i,j) 2 Be2, eij = 0. We consider the following
two cases: a) eii = 1, (i,i) 2 Be1 and b) eii 2 [0,1] , (i,i) 2 Be1 are randomly generated.
Example 5.6 All the data are the same as in Example 5.5 except that the matrix C is a ran-
domly generated n £ n symmetric matrix with entries in [¡1,1]. We test for n = 500, 1,000,
and 2,000, respectively.
Example 5.7 Let n = 387. The data C, Be, and eii are the same as in Example 5.1, i.e., C
is the perturbed 387 £ 387 correlation matrix and eii = 1 for (i,i) 2 Be = f(i,i)ji = 1,...,ng.
The index sets Bl, Bu ½ f(i,j)j1 · i < j · ng consist of the indices of min(ˆ nr,n¡i) randomly
generated elements at the ith row of X, i = 1,...,n with ˆ nr taking the following values: a)
ˆ nr = 1 (ql = qu = 386); b) ˆ nr = 2 (ql = qu = 771); c) ˆ nr = 5 (ql = qu = 1,920); d) ˆ nr = 10
(ql = qu = 3,815); e) ˆ nr = 20 (ql = qu = 7,530). We take lij = ¡0.1 for (i,j) 2 Bl and uij = 0.1
for (i,j) 2 Bu.
Example 5.8 All the data are the same as in Example 5.7 except that
eii = α + (1 ¡ α)ω, (i,i) 2 Be ,
where α = 0.1 and ω is a randomly generated number in [0,1].
Example 5.9 The matrix C is a randomly generated n £ n symmetric matrix with entries in
[¡1,1]. The index sets Be, Bl, and Bu are the same as in Example 5.7 with ˆ nr = 1, 5, and 10.
We consider the following two cases: a) eii = 1, (i,i) 2 Be and b) eii = α+(1¡α)ω, (i,i) 2 Be,
where α = 0.1 and ω is a randomly generated number in [0,1]. We test for n = 500, 1,000, and
2,000, respectively.
25Example 5.1 Example 5.2 Example 5.3
Method Iter cputime Res Iter cputime Res Iter cputime Res
GM 37 0:44 1.0e-5 5000
∗ 1:23:00 3.3e-2 5000
∗ 1:17:41 3.9e-2
BFGS 16 0:33 7.4e-6 1203 34:35 9.8e-6 1217 25:31 8.7e-6
Semismooth 5 0:09 1.6e-7 12 0:21 4.0e-8 13 0:21 3.5e-9
IP-NCM 11 1:18 6.8e-9 18 3:07 2.6e-8 19 2:55 4.1e-8
Smoothing 5 0:10 3.2e-7 12 0:23 1.0e-7 13 0:21 1.2e-8
Table 1: Numerical results for Examples 5.1, 5.2, and 5.3
Example 5.4 n=500 n=1000 n=2000
Method Case Iter cputime Res Iter cputime Res Iter cputime Res
GM a) 57 1:53 8.5e-6 79 19:28 8.6e-6 109 2:55:10 9.5e-6
b) 5000
∗ 2:31:32 5.6e-3 2891 >10 hrs 2.4e-2 406 >10 hrs 2.8e-1
BFGS a) 19 0:48 7.4e-6 21 06:02 9.9e-6 24 48:48 6.8e-6
b) 683 23:22 1.0e-5 1400 4:51:46 1.0e-5 407 >10 hrs 1.3e-2
Semismooth a) 5 0:15 8.0e-7 6 2:04 7.5e-9 6 14:00 6.8e-8
b) 13 0:34 6.7e-9 13 4:06 2.2e-8 14 33:56 3.3e-9
IP-NCM a) 10 1:22 2.4e-8 10 8:48 1.2e-8 out of memory
b) 12 2:02 2.2e-8 12 11:30 4.1e-8 −−
Smoothing a) 6 0:18 2.0e-9 6 2:10 1.4e-8 6 14:46 1.5e-7
b) 13 0:35 1.5e-8 13 4:21 5.6e-8 14 34:26 9.8e-9
Table 2: Numerical results for Example 5.4
Our numerical results are reported in Tables 1-6. “Iter” and “Res” stand for the number of
total iterations and the residue at the ﬁnal iterate of an algorithm, respectively. “ ¤ ” means
that an algorithm reaches the set maximum number of iterations before the accuracy is achieved
while “out of memory” means that our computer runs out of memory. The maximum cputime
set for each algorithm is 10 hours. So “> 10 hrs” indicates that an algorithm is terminated
after 10 hours.
26Example 5.5 Case a) Case b)
Method nr Iter cputime Res Iter cputime Res
GM 1 857 11:30 1.0e-5 5000
∗ 1:19:27 2.0e-2
5 1038 14:41 9.9e-6 5000
∗ 1:25:03 1.3e-2
10 1034 15:47 1.0e-5 5000
∗ 1:09:47 1.2e-2
BFGS 1 87 1:26 9.3e-6 1164 37:44 9.3e-6
5 87 3:12 9.7e-6 866 1:02:02 9.9e-6
10 82 20:32 9.8e-6 870 1:18:47 9.8e-6
Semismooth 1 7 0:20 5.6e-7 14 1:01 3.2e-8
5 8 0:27 1.7e-8 14 1:06 1.2e-8
10 8 0:29 1.8e-8 14 0:58 1.7e-8
IP-NCM 1 11 1:15 7.5e-8 16 2:49 5.7e-8
5 11 1:51 3.7e-8 14 3:10 4.3e-8
10 out of memory out of memory
Smoothing 1 8 0:24 9.5e-9 14 1:04 8.0e-8
5 8 0:30 3.7e-8 14 1:09 3.6e-8
10 8 0:30 3.4e-8 14 0:56 5.3e-8
Table 3: Numerical results for Example 5.5
From the numerical results reported in Tables 1-6, we can see that for cases with equality
constraints only (Tables 1-4), Newton-type methods (Semimsooth, IP-NCM, and Smoothing) can
achieve higher accuracy than the gradient based methods (GM and BGFS). The Smoothing method
is comparable to the well-tested Semismooth method in terms of cputime. Both the Smoothing
and Semismooth methods are faster (2-8 times) than the IP-NCM method for achieving similar
accuracies. For some cases, the IP-NCM method ran out of memory. The performance of the BFGS
method varies from case to case. It is more competitive than the IP-NCM method for the tested
unweighted nearest correlation matrix problems, but is much slower than the IP-NCM method
for the weighted cases. The GM method is easy to implement, but it may converge extremely
slow or not converge at all due to truncated numerical errors. For cases with both equality and
inequality constraints (Tables 5-6), we only have three methods – PGM, BFGS-SQP, and Smoothing
to test. The performance of the BFGS-SQP method is very poor partially because it has to solve
a quadratic programming problem at each iteration and needs much more memory than the PGM
and Smoothing methods. In all tested examples with both equality and inequality constraints,
the Smoothing method is much more eﬃcient.
6 Conclusions
In this paper, we proposed a quadratically convergent inexact smoothing Newton method –
Algorithm 3.1 for solving the least squares covariance matrix problem (1). Our approach is to
reformulate the problem as a smoothing-nonsmooth system of equations. Under mild conditions,
we showed that the reformulated system enjoys a desirable non-singularity property, which is
vital for applying the BiCGStab iterative solver to the resulted smoothing Newton linear system.
27Example 5.6 n=500 n=1000 n=2000
Method Case | nr Iter cputime Res Iter cputime Res Iter cputime Res
GM a) 1 122 3:35 9.4e-6 164 35:20 9.5e-6 222 5:43:47 9.6e-6
5 177 5:26 1.0e-6 222 48:38 9.9e-6 282 7:21:23 1.0e-5
10 216 6:58 9.9e-6 268 58:36 9.7e-6 336 8:41:07 1.0e-5
b) 1 5000
∗ 2:11:30 4.8e-3 2953 >10 hrs 2.0e-2 393 >10 hrs 3.1e-1
5 5000
∗ 2:57:42 7.1e-3 2785 >10 hrs 2.1e-2 249 >10 hrs 4.8e-1
10 5000
∗ 2:27:22 7.3e-3 2887 >10 hrs 2.3e-2 402 >10 hrs 3.0e-1
BFGS a) 1 31 1:06 8.6e-6 35 8:42 8.1e-6 40 2:00:42 6.7e-6
5 41 2:53 7.1e-6 out of memory out of memory
10 out of memory −− −−
b) 1 551 18:33 9.9e-6 1363 5:07:11 9.7e-6 200 >10 hrs 5.8e-2
5 1137 1:37:19 9.6e-6 out of memory out of memory
10 out of memory −− −−
Semismooth a) 1 6 0:19 6.6e-8 6 2:05 2.3e-7 6 14:22 8.6e-7
5 6 0:22 6.4e-8 6 2:26 3.7e-7 7 19:37 6.5e-9
10 6 0:28 2.6e-7 6 2:33 8.4e-7 7 20:28 3.6e-8
b) 1 13 0:40 9.2e-9 18 5:55 4.5e-7 14 33:59 1.2e-8
5 13 1:03 6.5e-7 13 5:30 5.5e-8 14 1:03:28 6.1e-9
10 13 1:02 7.3e-9 15 7:02 2.3e-7 16 50:09 9.4e-8
IP-NCM a) 1 10 1:26 3.6e-8 10 8:54 4.4e-8 out of memory
5 10 2:24 4.8e-8 out of memory −−
10 out of memory −− −−
b) 1 12 2:07 2.7e-8 13 13:59 3.9e-8 out of memory
5 12 4:03 9.0e-8 out of memory −−
10 out of memory −− −−
Smoothing a) 1 6 0:20 1.4e-7 6 2:08 4.5e-7 7 17:14 6.7e-9
5 6 0:23 1.4e-7 7 2:51 8.5e-9 7 19:52 3.4e-8
10 6 0:25 5.6e-7 7 3:11 1.3e-8 7 21:18 1.2e-7
b) 1 13 0:40 2.0e-8 18 6:01 1.0e-6 14 34:26 3.8e-8
5 14 1:11 8.2e-9 13 5:35 1.3e-7 14 1:03:17 1.9e-8
10 13 1:04 2.6e-8 15 7:21 7.6e-7 16 52:50 2.8e-7
Table 4: Numerical results for Example 5.6
28Example 5.7 Example 5.8
Method Case Iter cputime Res Iter cputime Res
PGM a) 687 10:31 9.9e-6 5000
∗ 1:08:37 3.3e-4
b) 868 13:36 9.9e-6 5000
∗ 1:05:38 4.2e-5
c) 813 11:54 1.0e-5 5000
∗ 1:12:19 4.5e-5
d) 841 13:11 1.0e-5 5000
∗ 1:18:23 7.9e-5
e) 848 13:20 1.0e-5 5000
∗ 1:24:16 7.6e-5
BFGS-SQP a) 122 9:27 9.4e-6 399 1:11:31 9.9e-6
b) 139 56:49 1.0e-5 415 5:47:26 9.7e-6
c) out of memory out of memory
d) −− −−
d) −− −−
Smoothing a) 8 0:39 2.0e-8 12 1:01 1.0e-7
b) 8 0:59 1.9e-8 12 0:54 1.5e-8
c) 8 0:34 6.1e-8 18 1:32 1.4e-8
d) 8 0:37 8.9e-8 18 2:38 7.9e-8
e) 9 1:06 2.5e-7 25 3:26 7.7e-9
Table 5: Numerical results for Example 5.7 and Example 5.8
Example 5.9 n=500 n=1000 n=2000
Method Case |ˆ nr Iter cputime Res Iter cputime Res Iter cputime Res
PGM a) 1 105 3:26 9.6e-6 139 33:38 9.3e-6 189 5:33:36 9.5e-6
5 131 4:27 9.9e-6 166 44:20 9.6e-6 213 6:23:57 9.5e-6
10 150 5:16 9.7e-6 180 47:57 9.9e-6 229 7:02:37 9.7e-6
b) 1 809 27:53 9.9e-6 1166 4:07:01 1.0e-5 382 >10 hrs 3.8e-2
5 936 32:47 9.9e-6 1167 4:13:12 9.9e-6 372 >10 hrs 4.0e-2
10 890 31:27 9.9e-6 1114 2:03:46 9.9e-6 371 >10 hrs 1.5e-2
BFGS-SQP a) 1 44 5:46 9.5e-6 48 59:15 8.9e-6 out of memory
5 out of memory out of memory −−
10 −− −− −−
b) 1 123 29:57 9.6e-6 143 5:29:49 9.8e-6 out of memory
5 out of memory out of memory −−
10 −− −− −−
Smoothing a) 1 7 0:27 9.6e-9 8 3:26 3.3e-9 8 25:29 2.8e-8
5 7 0:31 9.6e-9 8 3:51 8.8e-8 9 29:33 1.5e-8
10 8 0:39 6.7e-9 9 4:46 6.8e-9 9 30:37 7.3e-7
b) 1 8 0:34 2.7e-7 9 3:28 6.0e-8 10 28:03 1.6e-8
5 9 0:40 2.1e-7 10 3:59 4.0e-8 10 29:49 4.3e-8
10 10 0:49 9.4e-9 11 5:08 5.5e-8 13 46:39 1.5e-8
Table 6: Numerical results for Example 5.9
29Our conducted numerical results1 clearly demonstrated that Algorithm 3.1 is very eﬃcient for
solving the least squares covariance matrix problem with simple constraints (60), for which we
introduced a simple diagonal preconditioner with a low cost.
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