Abstract
Introduction
Ground Penetrating Radar (GPR) is a type of radar, provides information for many subsurface investigation including buried object detection, preliminary research for archaeological excavation, inverse scattering, and tomographic imaging. Besides, GPR is one of the non-destructive methods which is preferred for oil reserves and natural gas exploration, conduit and pipe localization. Sensors or antenna arrays can be used for underground imaging depending on the variety of applications. The GPR imaging technique is based on the transmitting and receiving of the electromagnetic wave in the field at a few meters depth with specific steps at the centimeter level. In fact, GPR uses wave reflections in regions where dielectric discontinuities exist in underground. Dielectric discontinuities can be formed by different soil layers, buried objects or clutter. The acquisition of information about the relevant region is per-formed depending on the time delay and phase calculation of the radar pulse. Neglecting wave refraction on the ground surface during inverse calculations of circular wave propagation can lead to incorrect configuration of the GPR images and incorrect detection of the target position.
GPR B scan images consist of a combination of 1-D GPR A scan signals. GPR response is defined as combination of attenuation level in each depth index at measurement point. This response is called as 1-D GPR A scan signal. 2-D GPR B scan image is obtained by joining the received GPR A scan signal side by side in a specific step sequence. 3-D GPR C scan image is obtained by using 2-D GPR B scan images. In GPR B scan images, buried objects appear as hyperbola. The types of hyperbola differs in accordance with the material, shape and depth of buried objects.
The literature consists of few work related to detection and classification of buried objects patterns. Shihab et al. [1] used curve fitting method on the hyperboles in the GPR B scan image to determine the radius of buried cylindrical objects. Capineri et al. [2] applied Hough transform to segment linear lines owing to electrical discontinuity and determined the location of the buried objects. Caorsi et al. [3] estimated the properties of the buried cylinder material using artificial neural networks. Dolgiy et al. [4] used to determined radius of buried object via the weighted least squares method, the recursive Kalman filter technique and the maximum likelihood method. A scan signals, obtained from the reflected waves due to the dielectric difference, were separated into different frequency components to detect the existence of the object underground plane [5] . Delbo et al. [6] proposed a cascade system consisting of wavelet transform and fuzzy classification methods. Thanks to wavelet transform, the noise in the GPR B scan image is reduced and then, the hyperbolas in the image are segmented by fuzzy k means algorithm. Preprocessing algorithms were applied to reduce the noises around hyperbolas in GPR images by Gamba et al. Afterwards, GPR images were interpreted by artificial neural networks and detector design was performed [7] . Al-Nuaimy et al. [8] performed preprocessing algorithms to reduce undesired noise on the image. Artificial neural network was successful for segmentation of GPR images. At the end, Hough transformation is applied to identify hyperbolas. Effects of different noise levels on GPR images were analyzed over detection of embedded objects by using artificial neural networks [9] . Rossini et al. [10] proposed an interpolation based wavelet transform method for the detection of underground objects. The high-level statistical properties obtained from the GPR B scan images are inputs of the artificial neural network and the earth surface and buried object are distinguished in the output layer [11] . Gamba et al. [12] have proposed two different methods, namely template matching and artificial neural network, for the detection of underground objects in small dimensions. Falorini et al. [13] eliminated found noise on GPR images by means of preprocessing algorithms and then, determined the same phase polarity point using 1-D gradient filter. In this way, the location of the target objects were detected. Dell'Acqua et al. [14] implemented 3-D Radon transformations on GPR B scan images to remove buried fake targets. Gurbuz et al. [15] performed the detection of the liner patterns on the GPR images by 2-D radon transformation. Borgioli et al. [16] estimated the location of the buried object by modifying the Hough transformation with weight factors. Pasolli et al. [17] classified hyperbolic and linear patterns with support vector machines by formulating them with genetic optimization descriptor. This study is divided into three categories in terms of stages. Initially, noise on the GPR B scan images are diminished with wavelet transform and the images are segmented by the Otsu thresholding method. Hough transform is used to separate the buried object and the ground plane. GLCM, RLM and ACF features are extracted from the segmented images. Thanks to various classification algorithms, the shape of the buried objects is estimated. The remaining parts of this paper is organized as follows. The image processing and feature extraction methodologies are described in Section II. Feature reduction and classification methods are introduced in Section III. The experimental results are summarized in Section IV. Conclusions are existed in Section V.
Material and Methods
In the proposed methodology, firstly buried objects in the GPR image should be detected. As mentioned before, it is necessary for reduction of the noise by preprocessing method. Also, image segmentation is required for sensing of buried objects.
Preprocessing and Segmentation
The GPR device is exposed to electromagnetic noise and interference, which may cause deterioration of the scanned image. Pre-processing algorithms are used to reduce noise on images, remove undesired surface echo, and compensate for propagation The pre-processed image is passed through two more steps for segmentation. In order to segment buried objects with specific dielectric property and ground plane in the reconstructed image, Otsu thresholding method is applied. This distinguishable process, which allows to light up parts of an image containing potential targets, is based on the assumption that buried objects are often associated with large amplitude echoes. It is the thresholding method based on the analysis of the global image histogram and on the average of the entropy of the "object" and "background" classes. Pixels are divided into two classes as C0 and C1, according to the previously determined gray level (t). Taking into account the gray level distribution probability, C0 and C1 are calculated by using Eq. (5) and Eq. (6) 1 0 0 0 ( )
The means of C0 and C1 classes are computed as Eq. (7) and Eq. (8).
The total mean of all classes is expressed by Eq. (9).
The variances of C0 and C1 classes are calculated as Eq. (10) and Eq. (11).
The within-class variance is computed as in Eq. (12). 2 2
In Otsu method, between-class variance is minimized when the within-class variance is maximized. The between-class variance is formulated as in Eq. (13).
The Hough transformation is based on the principle of coordinate transformation in object recognition for digital image analysis. This transformation is aimed to reveal the shape of desired object using cumulative distribution procedure. In addition, Hough transform is an image analysis method used to detect linear or non-linear shapes [18] . Shapes in 2-D x-y coordinates system are converted to a space which consists of rotation angle (θ) and scaling factor (s) parameters [19] . Buried objects in GPR images show nonlinear characteristics. In the segmented images, Hough transform is applied to distinguish between ground plane and buried object. Briefly, high frequency noise in GPR images was decreased by Wavelet transform. Then, pre-processed GPR images were segmented by Otsu thresholding method. Finally, Hough transformation was used to eliminate the ground plane in segmented GPR images. All procedure results are shown in Fig. 2 . Feature Extraction and Reduction Feature extraction can be defined as a special type of dimensionality reduction technique [20] . In addition to feature extraction, the size of the feature vector may need to be changed. In order to perform classification algorithm, feature extraction is necessary for detection of buried objects. For such purpose, Gray Level Co-occurrence Matrices (GLCM) Features were obtained from segmented GPR B Scan images. The joint probability value in gray level values of some pixel sets is known as GLCM. It is calculated how many times i th pixel occurs jointly with another pixel which has same gray value of i th pixel. Too many GLCM properties can be obtained by changing the displacement vector and direction among such pixel pairs. Four GLCMs with directions (0°, 45°, 90° and 135°) are created for each sample image segment at the exact distance. Once the GLCM is normalized, we can derive statistical properties for each sample: autocorrelation, contrast, correlation, cluster prominence, cluster shade, dissimilarity, energy, entropy, homogeneity, maximum probability, sum of squares, sum average, sum variance, sum entropy, difference variance, difference entropy and inverse difference.
The run length matrix (RLM) is defined as the number of pixels in the different directions on the grey level image [21] . Run length matrix is generated for each image for 0°, 45°, 90° and 135°. Five statistical features, which are short run emphasis, long run emphasis, grey level nonuniformity, run length non-uniformity and run percentage, are extracted.
Autocorrelation function (ACF) is applied after subtracting the mean. The main purpose is to duplicate certain models in the image. Autocorrelation can be formulated as in Eq. (14) .: Copyright © 2018 Helix ISSN 2319 -5592 (Online)
where x, y are the amount of shifts in grey value in MxN image. μ is described as mean of image. In ACF, the peaks are located in the horizontal and vertical margins by least squares interpolation. Thus, ACF consists of four different parameters which are the horizontal and vertical margins.
Principle Component Analysis (PCA) is a wellknown method for extracting and resizing of features. It allows the size of the data set containing a large number of interrelated variables to be reduced in lower size while preserving the existing changes in the data as much as possible [22] . This analysis aims to determine the best transformation that can be expressed with fewer variables in the given data. After the transformation, the obtained variables are called as principle components of the first variables. The first principal component variance value is the largest and the other principal components are sorted in order of decreasing variance values. Principle axes (T1, T2, …., Tm) are orthonormal axes for p-dimensional data set. PCA basis vectors are described as eigenvectors of the covariance matrix S defined as:
Where µr represents the means of data set, xi is i th column vector. N is called as number of samples. In Eq. (16), λi is the largest eigenvalue in S samples. S samples and on top of that Nj is number of samples in j th class. The assumption for feature reduction using PCA is that subspaces are covered by the principle axes [23] . Thus, the original data vectors can be represented by the principal component vector whose size is determined as m.
Independent Component Analysis (ICA) can linearly separate the random data set into its subcomponents and provide maximum independence between each other's [24] . At the same time, the characteristics remain the same in the analysis. Basically, the data are transformed into a linear system to separate the independent components. Unlike PCA, ICA has transformation process based on correlation. ICA reduces most of the high-level statistical dependencies rather than separating the various components [25] . ICA produces independent components in a linear manner using x data set (x1(t),x2(t), ..... , xN(t) ) in Eq. (20). 
where A is an random coefficient matrix and made as independent as possible.
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where W is linear transformation matrix, u(t) represents as un-mixing data. After feature extraction and reduction process, information about the shape of buried object is inferred via various classifier methods such as Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), k-Nearest Neighbor (KNN), Artificial Neural Network (ANN), Support Vector Machine (SVM) and Decision Trees (DT).
Classification Algorithms
After the feature-extraction step, information about the material of the object is inferred by means of an SVM classifier, which has proved effective in various application fields. A brief discussion of this classifier is illustrated in the next section.
LDA is based on a method of transforming the original real matrix into a better separation space by projection method [26] . If Yi (i=1, 2, 3, …… C) is considered as a training data, w weight vector of the training data in D dimension can be classified by W weight matrix. The between-class scatter matrix is denoted as Sb, and the within-class scatter matrices is defined as Sw. Where Ni is i th class of patterns, µi is the mean of i th class and µ is the mean of total data set. The between-class distance is maximized while within-class distance of data is minimized as in objective function J.
In Eq. 24, tr is defined as trace of matrix. Langrage Multiplier method is used for maximizing the objective function in order to train LDA classifier.
QDA is a generalized type of linear discriminant analysis. In QDA, data must be separated into two classes and the data must be distributed normally. QDA assumes that the covariance of each class is the same [27] . ωi represents the i th class in the M-class data set. x is element of R k vector space. The conditional probability of ωi by x is p (ωi | x).
where p(ωi) is the probability of i th class and p(x) is the probability density of x vector for all classes. When the solution is modified by substituting Eq. (25) into Eq. (26):
  (27) In QDA, there is a parabola or hyperbolic conic surface in order to separate subspaces from each other. The discriminant function is formulated as in Eq. (28).
where μk is mean vector, the prior probability is defined as πk and covariance matrix is symbolized as ∑k. Discriminant rule is given as in Eq. (29) . In QDA rule, p(k/x) is posterior distribution.
The KNN algorithm can perform simple and comprehensive classification using neighborhood features. The error probability of the KNN algorithm for any class is greater than for the Bayes classifier [28] . For this reason, it can be generalized that half of the total information required for classification is located in the nearest neighbors. The performance of KNN varies depending on two factors [29] . First of all, it is very important to find a suitable k values for a specific problem. When the class boundaries are determined more precisely at large k values, these values are minimally affected from noise. The values of k can vary depending on classification problem. Another factor on performance of the classification algorithm is distance metric. KNN shows high accuracy in classifying data sets with large dimensions. For small data sets, high computational complexity is required due to the precision in calculating the distance. Therefore, whatever the size of the data, all distances must be calculated in the new data used for classification purposes. In distance metric calculation, Manhattan and Euclidean distance are used in Eq. (30) . Also, Mahalanobis distance is computed as in Eq. (31).
ANN is a network structure consisting of nodes and neurons with parallel processing capability [30] . Weights and biases need to be updated for desired network properties in ANN. There are two application stages in ANN such as training and testing parts. In the training phase, feature data is given as input to the network. The network weights and bias are updated according to the characteristics of the input and output layers. Transfer functions are used to reduce the linearity of the network. The training phase can take a long time. Using the network generalization feature in the test phase, it has ability to estimate output response with high accuracy. For this reason, ANN is often used to solve complex optimization and classification problems [31] . One of the most preferred training algorithms in classification problems is the backpropagation (BP) algorithm [32] .
SVM bases on statistical learning mentality. It is the supervised learning method used for classification and regression analysis [33] . SVM targets the global minimum in the training phase, depending on error parameter. SVM works on the basis of structural and empirical risk minimization in traditional neural networks. Empirical Risk Minimization (ERM) reduces the training error to the lowest, while Structural Risk Minimization (SRM) reduces the expected maximum risk. Where training data is labelled as {xi, yi}, yi
. Some hyperplanes exist to separate negative and positive classes from each other. The x points on the hyperplane provide the equality w.x + b = 0. Where w can be defined as normal to hyperplane, b/w is the perpendicular distance between hyperplane and origin and Euclidean norm of w represents ||w||. The shortest distances to the positive and negative classes are denoted as d+, d-, respectively. The total margin is calculated as d++d-. Major headings should be typeset in boldface with the first letter of important words capitalized. SVM aims to obtain the largest margin between positive and negative classes. There are some restrictions in the training phase, as in Eq. (32) When vectors allocate data space to non-linear areas SVM uses kernel functions to transfer data to a different space. Inner product in different feature space are defined as kernel function. Kernel functions increase the data size to provide more optimal vector separation. In high dimensional space transformation (Φ: x → φ(x)), dot product refers as (35) where x t is the center of kernel function and σ is radius of kernel.
T is learning-based algorithm. This algorithm iteratively evaluates the data. DT consists of one root node and many internal nodes. Each of the nodes has a labelled feature. For this reason, nodes in the decision tree are necessary to be updated in each iteration. DT heuristically uses entropy or knowledge gain in feature selection [34] . It is aimed at obtaining the best feature in the selection process. After completion of the learning process, links between nodes in the decision tree can be seen. On this count, insignificant features in the data set are reached. It also has the ability to automatically evaluate features after learning stage [35] .
Proposed Algorithm
The proposed method for detecting buried objects consists of 4 different stages. These are preprocessing, feature extraction, feature reduction and classification process respectively. GPR image in Fig. 3 contains multiple buried objects. Numerous objects can be sensed due to the overlap of the hyperbolas represented by these objects. Thus, more buried objects are detected in the ground than normal. Wavelet transform was applied to eliminate these reflections and overlaps.
It is provided that buried objects can be observed more clearly. Buried objects and ground surface were segmented by the Otsu thresholding method. Hough transformation was used to eliminate the soil surface.
In order to obtain the highest accuracy rate for buried object detection, three different features have been extracted from the segmented image. These are GLCM, RLM and ACF features. These features were given both directly as input to the classification algorithms and reduced in size using PCA and ICA. The main purpose of using PCA and ICA algorithms is to represent higher quality features from the segmented images by reducing the high dimensional features. When examined in Table 1 , it showed a positive effect on the accuracy rates of feature reduction methods. Buried objects tried to be detected by classification process. Here, 23 classification algorithms are used to achieve the highest classification performance.
Results
Implementation results and performance results of proposed algorithms are described in this section. GprMax program, an electromagnetic simulator, was used to create scenarios for buried objects. It proposes an iterative solution based on the finitedifference time-domain numerical method to Maxwell equations both in space and time. In the simulation program, the properties of the transmission and acquisition system need to be adjusted. In GPR scenarios, dipole antenna is modeled and signal center frequency is 400 MHz. It also has a 400 MHz bandwidth and a pulse length of 2.5 ns. Three different soil types were used for the ground whose dimensions were fixed to 3 × 4 m. After these settings were completed, 180 GPR scenarios were created for the proposed method.
Noise reduction in GPR images was achieved with DWT. Otsu thresholding method and Hough transformation were applied respectively for segmentation of images. GLCM, RLM and ACF matrix were extracted for detection of rectangular, cylindrical and triangular objects. For each scenario, feature vectors consisting of statistical feature values were generated. These properties were normalized prior to classification process. Using LDA, QDA, KNN, ANN, SVM and DT, buried objects with different shapes are classified. These objects have cylindrical, rectangular and triangular shapes. Copyright © 2018 Helix ISSN 2319 -5592 (Online) Table 1 , approximately 164 (91.7%) scenarios could be detected correctly. In other words the shape of the different materials in the image was determined correctly. In GPR applications, maximum tolerance is 10 cm for object position. If this tolerance is not exceeded, it is assumed that the object has been correctly detected. Scenarios were created by considering three different grounds and five different material properties in the field of view. GPR images can cause buried objects that are not found in the scenario to be detected as a result of overlapping hyperbolas created by other buried objects. 
Conclusion
In this study, a comparative analysis system of GPR images is presented. The proposed system allows to determine the buried of embedded objects. After the pre-processing and segmentation stages, different types of features were extracted and classification was performed. It has been tried to obtain the highest accuracy detection rate among proposed classifiers. Despite the reflections and overlaps in GPR images, the experimental results show up to 91.7% detection performance. The experimental results show that the proposed system has a high accuracy rate in terms of estimating the object shape even if buried objects are close to each other. This performance also depends on the number of GPR images in order to properly train the classifier in the proposed system.
