Abstract. We study the Howe dualities involving the reductive dual pairs (O(d), spo(2m|2n)) and (Sp(d), osp(2m|2n)) on the (super)symmetric tensor of
Introduction
Howe duality [H1] [H2] relates the representation theories of a pair of Lie groups/algebras. It enables the study of representations of one Lie group/algebra via the representations of its dual partner, and hence it has become a fundamental tool where representation theory of classical Lie groups/algebras is indispensable. As simple and fundamental a concept it is therefore of no surprise that the Howe duality also applies to generalizations of finite-dimensional Lie groups/algebras. We point out here the Howe dualities of finite-dimensional Lie superalgebras in [CW1] [CW2] [N2] [S1] [S2] , of infinite-dimensional Lie algebras in [W1] [W2] [KWY] [H] [FKRW] and of infinite-dimensional Lie superalgebras in [CW3] . In the above-mentioned articles, the main themes revolve around the construction of Howe dualities. In the present article we are also concerned about applications of the Howe dualities that we obtain.
Consider a Lie superalgebra whose representation theory we wish to study. Suppose that on some natural space one has a Howe duality involving this Lie superalgebra with a classical Lie group or Lie algebra as its dual partner. As the representation theory of its classical counterpart is well-understood, one expects that this should enable one to study the representations of the Lie superalgebra in question with the help of the representation theory of its classical dual partner. Of particular interest is a derivation of a character formula for this Lie superalgebra. It appears plausible that knowing the character of the total space and the characters of each of the irreducible representations of the classical group/algebra, one should in principle be able to obtain a character formula for the Lie superalgebra in question. As is well-known, character formulas for Lie superalgebras in general are rather difficult to obtain, and hence such a method could facilitate the computation of characters for certain representations of Lie superalgebras. One of the main purposes of this paper is to demonstrate for the orthosymplectic Lie superalgebra that such an approach to character formulas is indeed viable. The general idea is the following.
Let g m be a classical Lie algebra of rank m and let X be a fixed finitedimensional classical Lie algebra. Suppose on some space F m the pair (g m , X) forms a dual pair in the sense of Howe. Suppose that this is the case for every m. That is, we have for each m a (multiplicity-free) decomposition with respect to g m × X of the form
where V λ gm and V λ ′ X denote irreducible representations of g m and X, respectively. Here λ is summed over a subset of irreducible representations of g m . Since here the correspondence between irreducible representations of g m and X, given by λ → λ ′ , is one-to-one, we will write V λ X for V λ ′ X . Now suppose that g m|n is the Lie superalgebraic analogue of g m and we have an action of the dual pair g m|n × X on F m|n , which is the tensor product of F m with a Grassmann superalgebra depending on n. Thus we have similarly
where V λ g m|n denotes an irreducible representation of g m|n . Our claim is that if one knows the characters of V λ gm for every m, then one, in principle, also knows the characters for V λ g m|n . Let us now discuss the content of the present article in more detail. Let X = O or X = Sp so that X(d) denotes either the orthogonal or the symplectic group acting on C d . We have an induced action on C d ⊗ C m , thus giving rise to an action on the symmetric tensor S(C d ⊗ C m ). Now by classical invariant theory (c.f. [H1] [GW] ) the invariants of X(d) in the endomorphism ring of S(C d ⊗ C m ) is generated by quadratic invariants, which may be identified with the Lie algebra sp(2m) in the case X = O and so(2m) in the case X = Sp. This implies that (O(d), sp(2m)) and (Sp(d), so(2m)) are Howe dual pairs on S(C d ⊗ C m ) . Now let C m|n be the complex superspace of dimension (m|n). The Lie group X(d) acts in a similar fashion on the (super) symmetric tensor S(C d ⊗C m|n ). Analogously one derives the (O(d), spo(2m|2n))-and the (O(d), osp(2m|2n))-Howe duality on S(C d ⊗ C m|n ). Although these dualities appear already in Howe's classical paper [H1] , the complete decompositions of S(C d ⊗ C m|n ) with respect to these joint actions are unknown to the best of our knowledge. In [N2] a partial decomposition is obtained for X = O, with a complete answer given in the case of m = n = 1 only.
Our first main task is to give the complete decompositions of S(C d ⊗ C m|n ) with respect to these Howe dual pairs. This is achieved in the following way. By [H1] the decomposition of S(C d ⊗C m|n ) with respect to X(d) and its dual partner is reduced to the decomposition of the subspace of harmonic polynomials H with respect to the dual pair (X(d), gl(m|n)). Our task is then reduced to the construction of all (X(d), gl(m|n))-highest weight vectors in H. Our analysis of the (X(d), gl(m|n))-highest weight vectors in H relies heavily on the (gl(d), gl(m|n))-Howe duality in S(C d ⊗C m|n ) in [CW1] (see also [S1] and [S2] ) and the description of their joint highest weight vectors given in [CW1] . Another important ingredient is the construction of an explicit basis for each irreducible gl(d) × gl(m|n)-component that appears in S(C d ⊗ C m|n ). The idea to obtain a character formula for the irreducible representations of spo(2m|2n) or osp(2m|2n) is roughly as follows. In order to simplify notation we take X = Sp in what follows, but note that the same applies to X = O with minor modification. We first consider the classical duality, i.e. the case when n = 0. Thus we have an identity of characters of the form
Since now characters are polynomial functions on a Cartan subalgebra, we can write χ , where x and y denote the linear functions on the respective Cartan subalgebras. The left-hand side is the character of the algebra of polynomials in dm variables, which is a symmetric function in x and y. Now taking the limit as m → ∞ in an appropriate way one obtains a combinatorial identity involving infinitely many variables y = y 1 , y 2 , · · · , y m , · · · . Since the right-hand side is symmetric in y, we may apply to this identity the involution ω of symmetric functions that sends the complete symmetric functions to the elementary symmetric functions (see [M] ). The ω turns the left-hand side into the character of the tensor product of a polynomial algebra with a Grassmann algebra. Therefore, due to "linear independence" of the χ λ Sp(d) , it follows that (modulo some minor manipulation of the variables) the expression ω(lim m→∞ χ λ so(2m) (y)) is essentially the character of the irreducible representation of osp(2m|2n) paired with V λ Sp (d) . At this point we wish to point out our results imply that the characters of the representations of the Lie superalgebra osp(2m|2n) (respectively spo(2m|2n)), for any m, n ∈ Z + , that appear under the Howe duality are completely determined by the characters of the representations of the Kac-Moody algebra corresponding to the infinite affine matrix D ∞ (respectively C ∞ ) (see [K2] ) that appear under a similar Howe duality.
The next problem is to describe the expression χ λ so(2m) (y). For this we use the beautiful formula of Enright [E] [DES] for unitarizable irreducible representations associated to a classical Hermitian symmetric pair. The reason for this is that in our case we may express such a character in terms of Schur functions which are carried by ω to the so-called hook Schur functions of Berele and Regev [BR] . This allows us to obtain a satisfactory description of the characters.
We now come to the organization of the paper. In Section 2 we recall some basic facts on the orthogonal and symplectic groups and the orthosymplectic superalgebra, where we also take the opportunity to set the notation to be used throughout the paper. In Section 3 we recall the (gl(d), gl(m|n))-duality on S(C d ⊗ C m|n ) and construct an explicit basis for each irreducible component that appears in the decomposition of S(C d ⊗ C m|n ). In Section 4 and Section 5 we study the (O(d), spo(2m|2n))-duality and the (Sp(d), osp(2m|2n))-duality and obtain the complete decompositions of S(C d ⊗ C m|n ) with respect to their respective joint actions. In Section 6 we derive a character formula for these representations of spo(2m|2n) and osp(2m|2n) that appear in the decomposition of S(C d ⊗ C m|n ). Here we should mention that in the case of O(d) × spo(2m|2n) with d even, we are only able to derive the formula for a sum of two irreducible representations in general. We also remark that in [N1] a character formula for the oscillator representations is given. This corresponds to our case O(1). Finally in order to obtain a better description of the character formulas we are required to study Enright's formula in more detail. This is done in the Section 7. In Section 8 we study the character formulas in more detail.
Finally all vector spaces, algebras etc. are over the complex field C unless otherwise specified. By a partition we mean a non-increasing finite sequence of either all non-negative integers. A composition is a finite sequence of either all non-negative integers or all positive half-integers. Furthermore, by a generalized partition we will always mean a non-increasing finite sequence of either all integers or all half integers. By a generalized composition we will mean a finite sequence of either all integers or all half integers.
Parameterization of irreducible representations
In this section we give parameterizations of irreducible representations of the Lie groups and Lie superalgebras that we will be dealing with in this paper. For a more complete treatment of the material on Lie groups the reader is referred to [BT] .
2.1. Irreducible representations of the general linear Lie superalgebra. Let C m|n denote the complex (m|n)-dimensional superspace. The space of complex linear transformations on C m|n has a natural structure as a Lie superalgebra, which we will denote by gl(m|n). Choose a homogeneous basis for C m|n so that we may regard gl(m|n) as (m + n) × (m + n) matrices. Denote by E ij the elementary matrix with 1 in the i-th row and j-th column and 0 elsewhere. Then h = i CE ii is a Cartan subalgebra, while B = i≤j CE ij is a Borel subalgebra containing h. Recall that finite-dimensional irreducible gl(m|n)-modules are parameterized by
We will denote the corresponding finite-dimensional irreducible module by V λ m|n . Suppose that λ is a partition (or a Young diagram) with λ m+1 ≤ n. Then drawing the corresponding diagram λ may be visualized as lying in the (m|n)-hook, i.e. from n + 1-st column on the columns of λ all have lengths less than m + 1. We may interpret λ as a highest weight of gl(m|n) by associating to the diagram λ the labels λ = (λ 1 , · · · , λ m ; < λ
where λ ′ i is the length of the i-th column of the diagram λ, and < r > stands for r, if r ∈ N, and 0 otherwise. If clear from the context that λ is a Young diagram with λ m+1 ≤ n, we will mean by V λ m|n the irreducible gl(m|n)-module of highest weight λ. 
2.2.
The complex orthogonal group O(d) is the subgroup of the complex general linear group GL(d) preserving this form. The Lie algebra of
, that is, A is skew-symmetric with respect to the diagonal running from the top right to the bottom left corner.
Consider the case when d = 2k is even. We take as a Borel subalgebra b the subalgebra of so(d) contained in the subalgebra of upper triangular matrices. Furthermore we take as a Cartan subalgebra of b the subalgebra h spanned by the elementsẼ ii = E ii − E d+1−i,d+1−i , for i = 1, · · · , k. Now a finite-dimensional irreducible representation of so(d) is determined by its highest weight λ ∈ h * subject to
and identify λ with the sequence of complex numbers (λ 1 , · · · , λ k ). An irreducible representation of so(2k) is finite-dimensional if and only if its highest weight λ satisfies the conditions λ 1 ≥ λ 2 · · · ≥ λ k with either λ i ∈ Z or else λ i ∈ 1 2
When regarded as an so(d)-module we have the following possibilities:
In the first case, that is when V is the direct sum of the two irreducible so(d)-modules we denote V by V λ O(d) , where we let λ = (λ 1 , λ 2 , · · · , λ k−1 , λ k > 0). In the second case there are two possible choices of V , which we denote by V 
Next consider the case when d = 2k + 1 is odd. We take as a Borel subalgebra b the subalgebra of so(d) spanned by upper triangular matrices so that a Cartan subalgebra h of b is again spanned by the elementsẼ ii = E ii − E d+1−i,d+1−i , for i = 1, · · · , k. Now a finite-dimensional irreducible representation of so(d) is determined by its highest weight λ ∈ h * subject to
We set λ i = λ(Ẽ ii ) and identify λ with the sequence of complex numbers (λ 1 , λ 2 , · · · , λ k ). It follows that a highest weight λ of so(2k + 1) gives a finite-dimensional irreducible representation if and only λ 1 ≥ λ 2 · · · ≥ λ k and 
We put x i = e ǫ i when dealing with characters of O(d).
2.3. Irreducible representations of the symplectic group. Let d = 2k and consider the non-degenerate skew-symmetric bilnear form < ·|· > given by the
The symplectic group Sp(d) is the subgroup of GL(d) preserving < ·|· >. We take as a Borel subalgebra b the subalgebra of sp(d) that is contained in the subalgebra of upper triangular matrices and a Cartan subalgebra of b as the subalgebra h spanned by the
for i = 1, · · · , k −1. As before we let λ i = λ(Ẽ ii ) and identify λ with the sequence (λ 1 , λ 2 , · · · , λ k ). A highest weight λ of sp(2k) gives a finite-dimensional irreducible representation if and only if . We let ǫ i ∈ h * so that ǫ i (Ẽ jj ) = δ ij . We put y i = e ǫ i when dealing with characters of Sp(2k).
2.4.
Irreducible representations of the ortho-symplectic Lie superalgebra. Let C m|n be the (m|n)-dimensional complex superspace. Suppose that n is even and (·|·) is a supersymmetric non-degenerate bilinear form, i.e. it is symmetric on the even subspace C m|0 and symplectic on the odd subspace C 0|n . The orthosymplectic Lie superalgebra osp(m|n) (cf. [K1] ) is defined to be the subalgebra of gl(m|n) = gl(m|n)0 ⊕ gl(m|n)1 consisting of those linear transformations preserving the form (·|·), i.e. osp(m|n) = osp(m|n)0 ⊕ osp(m|n)1 with
where v and w are any homogeneous vectors of C m|n , degv here and further denotes the degree of the homogeneous element v and ǫ ∈ Z 2 . We will fix the bilinear form associated to matrix 
We note that osp(m|n)0 ∼ = so(m) ⊕ sp(n). Let b be a Borel subalgebra of osp(m|n) containing the Borel subalgebras of so(m) and sp(n) as chosen above so that a Cartan subalgebra h of osp(m|n) can be taken to be the subalgebra spanned by the diagonal
. Here and further the symbol [r] stands for the largest integer smaller than or equal to r. As usual, highest weight irreducible representations of osp(m, n) are parameterized by λ ∈ h * and we denote by λ i the i-th label λ(
. As usual, we will identify λ with (λ 1 , λ 2 , · · · ).
Suppose that m is an even integer and consider the following Z-gradation of osp(m|n). Let C m|0 = V ⊕ V * be a sum of two isotropic subspaces of C m|0 with respect to the restriction of the form (·|·) on C m|0 . Likewise let
. This equips osp(m|n) with a Z-gradation with g 0 isomorphic to gl(
) such that its standard Cartan subalgebra is also h. Now take a finite-dimensional irreducible
of highest weight λ ∈ h * , which we again will identify with a sequence (λ 1 , λ 2 , · · · ). We may extend V λ m 2 | n 2 trivially to a module over the parabolic subalgebra g 0 ⊕g 1 . Inducing it to an osp(m|n)-module, it is clear that it has a unique irreducible quotient, which we will denote by V λ osp(m|n) . Of course V λ osp(m|n) is not finite-dimensional in general. As such osp(m|n)-modules play an important role in the sequel, we will give a more detailed description of their parameterizations. Let
, be defined by ǫ i (Ẽ jj ) = δ ij . We will label the simple roots and coroots of osp(m|n) according to the following diagram.
and, as is customary, denotes an isotropic root. Thus if λ = (λ 1 , λ 2 , · · · , λ m+n 2 ) is the highest weight of a finite-dimensional irreducible gl(
In this section we present some results on (gl(d), gl(m|n))-duality that will be used later on. In particular, Theorem 3.4 constructs explicit bases for irreducible gl(d) × gl(m|n)-modules appearing in the decomposition of S(C d ⊗ C m|n ), and we believe the result to be new.
Consider the natural actions of gl(d|q) on C d|q and gl(m|n) on C m|n . We can form the gl(d|q) × gl(m|n)-module C d|q ⊗ C m|n . We have an induced action on the symmetric tensor S(C d|q ⊗ C m|n ). This action is completely reducible and in fact (gl(d|q), gl(m|n)) is a dual pair in the sense of Howe [CW1] (see also [S1] ). Since in this paper we will only concern ourselves with the case when q = 0, we will make this assumption in what follows. In this case we have the following decomposition
The sum in (3.1) is over all partitions of integers λ = (λ 1 , λ 2 , · · · , λ d ) of length l(λ) not exceeding d subject to λ m+1 ≤ n. Since l(λ) ≤ d we may regard λ as a highest weight for an irreducible gl(d)-module so that there is no ambiguity in V [OP] and [N] for different descriptions of these vectors.) In order to present them we need to introduce some more notation.
We let e 1 , . . . , e d denote the standard basis for the standard gl(d)-module. Similarly we let e 1 , . . . , e m ; f 1 , . . . , f n denote the standard homogeneous basis for the standard gl(m|n)-module. The weights of e i , e l and f k are denoted byǫ i , ǫ l and δ k , for 1 ≤ i ≤ d, 1 ≤ l ≤ m and 1 ≤ k ≤ n, respectively. We set
We will denote by C[x, η] the polynomial superalgebra generated by (3.2). By identifying S(C d ⊗C m|n ) with the polynomial superalgebra C[x, η] the commuting pair (gl(d), gl(m|n)) may be realized as first order differential operators as follows
Here (3.3) spans a copy of gl(d), while (3.4) spans a copy of gl(m|n).
The standard Cartan subalgebras of gl(d) and gl(m|n) are spanned, respectively, by
while the nilpotent radicals are respectively generated by the simple root vectors
We will consider two separate cases, namely m ≥ d and m < d.
We now consider the case d > m. It is readily checked that the highest weight vectors associated to Young diagrams λ with λ m+1 = 0 can be obtained just as in the previous case so that we may assume that
For m < r ≤ d, consider the following determinant of an r × r matrix: 
, where l(σ) is the length of σ in the symmetric group S r .
Theorem 3.2. [CW1]
In the case when m < d, the gl(d)×gl(m|n) highest weight vectors in C[x, η] associated to the weight λ is given by the product
where ν is defined by λ
For application purposes it is useful to construct an explicit basis for the
. This we will do now.
Recall that λ is a partition (or a Young diagram) which lies in the (m|n)-hook of length not exceeding d. Let x 1 , · · · , x m and η 1 , · · · , η n be even and odd indeterminates, respectively. We form a tableau of shape λ by filling the nodes of λ from the set {x 1 , · · · , x m , η 1 , · · · , η n } so that the resulting tableau T is (m|n)-semi-standard. This means that we first fill the nodes of a sub-diagram µ ⊆ λ with the even indeterminates {x 1 , · · · , x m } so that the resulting sub-tableau is semi-standard. Then we fill the skew-diagram λ/µ with odd indeterminates {η 1 , · · · , η n } so that its transpose is semi-standard. Let us suppose that the i-th column of T has length r and is filled from top to bottom by
We associate to (3.8) the following determinant
Proof. It is easy to see that every ∆
T is a gl(d)-highest weight vector of gl(d)-highest weight λ. Now according to [BR] the dimension of V λ m|n equals the number of (m|n)-semi-standard tableaux of shape λ and hence it is enough to show that the set {∆ T } is a linearly independent set. Now due to weight considerations it is enough to prove that the set of {∆ T }, where T is over all (m|n)-semistandard tableaux with fixed occurrence of {x 1 , · · · , x m , η 1 , · · · , η n }, is linearly independent. We proceed by induction on the number of odd indeterminates that occur inside the T 's. If that number is zero, then the conclusion of the theorem is know to be true (see e.g. [FH] ). Thus we may assume that at least one odd indeterminate occurs in all of the T 's. Now let η i be the odd indeterminate appearing in all ∆ T with i minimal. Let
. We apply to (3.10) the linear map
It is clear that the resulting sum is of the form
where Λ T is the set of all tableaux obtained from T by replacing one of the η inodes by an x m+1 -node. We may assume that all S are (m + 1|n)-semi-standard with one less odd node. Furthermore each λ S is a non-zero positive integral multiple of λ T . (Note that λ S = pλ S if and only if η i appears with multiplicity p in some column and S is obtained from T by replacing the first η i node of this column by x m+1 .) We claim that all S are distinct (m + 1|n)-semi-standard tableaux and thus by induction they are linearly independent. This implies λ S = 0 and hence λ T = 0 and we are done.
In order to prove the claim we consider two cases.
In the first case suppose that S and S ′ are obtained from the same T . But in this case S and S ′ are obviously different, since S and S ′ are obtained from T by replacing η i by x m+1 in different columns. Now suppose that S and S ′ are obtained from T and T ′ , respectively, and T = T ′ . If the positions of η i in T and T ′ are the same, then T and T ′ differ at some η s node, i = s. But then S and S ′ also differ at this particular η s -node as well. If on the other hand T and T ′ differ at some η i node, then this means that T at a node has η i , while at the same node T ′ has some η s , i = s, or x k , k = m + 1. But then in all of S ′ this particular node is always η s or x k , while in all S this particular node is either η i or x m+1 . Thus S and S ′ must be distinct.
Let λ be a Young diagram lying in the (m|n)-hook of with l(λ) ≤ d and T be an (m|n)-semi-standard tableau of shape λ. We may fill the boxes of the Young diagram λ from the set {x 1 , · · · , x d } in a way so that the resulting tableau T ′ is semi-standard. Let the i-th column of T ′ be filled by {x k 1 , · · · , x kr }. Suppose that a joint gl(m|n) × gl(d)-highest weight vector is of the form (3.7). We may replace the upper indices 1, 2, · · · , r of all the entries in
Let us call the resulting determinant ∆
) and consider the following product of determinant.
It is clear from symmetry between the upper and lower indices that when T ′ ranges over all semi-standard tableaux we obtain a basis for the gl(m|n)-highest weight vectors of highest weight λ in S(C d ⊗ C m|n ). Now let λ be a Young diagram lying in the (m|n)-hook of with l(λ) ≤ d and T and T ′ as before. Let the i-th column of T ′ and T be filled by
respectively, from top to the bottom. To the i-th column of the bi-tableau (T, T ′ ) we associate the following determinant
where again r = s+t. We set
. The following theorem gives an explicit basis for each irreducible
Proof. Given ∆ (T,T ′ ) with (T, T ′ ) fixed. By Theorem 3.3 and the Jacobson density theorem (more precisely by Burnside's theorem) we can find an element
. This implies that the set {∆ (T,T ′ ) } is linearly independent. But the number of semi-standard
Remark 3.1. The above theorem is known in the case when n = 0 (see e.g. [FH] 
, which, as in Section 3, we identify with C[x, η], the commutative superalgebra in (3.2). As the action gl(d) under this identification gets identified with certain first order differential operators as in (3.3), the action of the Lie algebra of O(d) naturally gets identified with certain first order differential operators as well.
Consider the following first order differential operators
where i, s = 1, · · · , m and k, t = 1, · · · , n. It is evident that they form a basis for the Lie superalgebra gl(m|n) and it is clear that O(d) commutes with gl(m|n).
Next consider another set of operators on C[x, η].
where 1 ≤ i ≤ s ≤ m and 1 ≤ k < t ≤ n. We note that these operators also commute with the action of
It is not hard to see that these operators together with (4.1) form a basis of the symplectic-orthogonal Lie superalgebra spo(2m|2n). In fact, using the Z-gradation of spo(2m|2n) given in Section 2, we have 
, which we again identify with C[x, η].
Introduce the following operators
where 1 ≤ i < s ≤ m and 1 ≤ k ≤ t ≤ n. It is again not hard to see that these operators together with (4.1) form a basis for the Lie superalgebra osp(2m|2n) and their actions and that of 
The proofs of Theorem 4.1 and Theorem 4.2 are based on the fact that the invariants of the classical group of the corresponding dual pair in the endomorphism ring of S(C d ⊗ C m|n ) are generated by quadratic invariants. Although in [H1] it is shown that the pairs (O(d), spo(2m|2n)) and (Sp(d), osp(2m|2n)) are indeed dual pairs on S(C d ⊗ C m|n ), the explicit decomposition of S(C d ⊗ C m|n ) was not given. We will embark on this task in Section 5.
We conclude this section by showing that the representations of spo(2m|2n) and osp(2m|2n) that appear in Theorem 4.1 and Theorem 4.2 are unitarizable. We first recall some definitions.
Let A be a superalgebra and † an anti-linear map with (ab)
Now let A be a superalgebra equipped with an anti-linear anti-involution † and let V be an A-module. A Hermitian form (·|·) on V is said to be contravariant if (av|w) = (v|a † w), for a ∈ A and v, w ∈ V . If furthermore (·|·) is positive-definite, then V is said to be a unitarizable A-module. It is clear that any unitarizable module is completely reducible. 
This gives rise to a unique contravariant Hermitian form (·|·) on C[x, η] with (1|1) = 1. Furthermore for any non-zero monomial f ∈ C[x, η] we have (f |f ) > 0, and hence (·|·) is positive-definite. Therefore C[x, η], as a representation of the Clifford superalgebra, is unitarizable. Now it is easy to see, using (4.1) along with the formulas for Sp I, Sp ∆ and O I, O ∆ in this section, that osp(2m|2n) and spo(2m|2n) are invariant under the antiinvolution † . This implies that the representations of osp(2m|2n) and spo(2m|2n) on C[x, η] are unitarizable.
Joint highest weight vectors
In this section we will describe the explicit decomposition of the space S(C d ⊗ C m|n ) under the joint actions of the relevant dual pairs. We will do so by explicitly finding a joint highest weight vector for each irreducible component. Here and further we use , · · · ,
). That is, the first m entries are 
where λ ranges over all Young diagrams with λ . For this case we introduce new even variables so that the total number of even variables is at least 
. Then as an O(d)×spo(2m|2n)-module we have the following decomposition.
S(C d ⊗ C m|n ) ∼ = λ V λ O(d) ⊗ VC d ⊗ C m|n ) ⊆ S(C d ⊗ C d 2 |n
It follows that if
where λ ranges over all Young diagrams with λ
Then if the first column exceeds we have up to a scalar multiple
Otherwise we have up to a scalar multiple
Suppose λ is such a diagram with λ m+1 > n. In this case the n-th column of λ exceeds m and hence ∆ λ ′ and n ≥ 1 the condition λ m+1 ≤ n is vacuous, the theorem is true in this case due to Proposition 5.2. But of course the case n = 0 is the well-known classical case for which the conclusion of the theorem hold as well. . We take a Young diagram λ with l(λ) ≤ d 2 so that the condition λ m+1 ≤ n here is automatic. We recall from Section 2 that the finite-dimensional irreducible representations of Sp(d) are parameterized by diagrams with length not exceeding 
. Let
. Again we will use ′ to distinguish elements in C[x ′ , η] from elements in C[x, η]. As in Section 4.1 it is easy to see that an element 
where λ is summed over all partitions of length l(λ) ≤ The above argument combined with Proposition 5.3 gives the complete description of the Sp(d) × osp(2m|2n)-duality on the space S(C d ⊗ C m|n ), which we summarize in the following theorem. 
where λ ranges over all diagrams with l(λ) ≤ d 2 and λ m+1 ≤ n. Thus as an Sp(d) × osp(2m|2n)-module we have: . But this is easy to see using the formula for such a joint highest weight vector given in Theorem 3.2.
Character formulas for irreducible unitarizable spo(2m|2n)-and osp(2m|2n)-modules
In this section we give combinatorial character formulas for the spo(2m|2n)-and osp(2m|2n)-representations that appear in the decomposition of S(C d ⊗C m|n ) of Section 5. We shall need a result of Enright [E] which we shall recall. Before this we need some preparatory material.
Consider a Hermitian symmetric pair (G, K), where G is a real classical simple Lie group. Let g and k denote the corresponding complexified Lie algebras. Fix a Cartan subalgebra h of k so that h is also a Cartan subalgebra of g. Let b be a Borel subalgebra of g containing h so that q = k + b is a maximal parabolic subalgebra of g with abelian radical u. Hence as a vector space we have q = k ⊕ u. Denote by ∆ and ∆(k) the root systems of (g, h) and (k, h), respectively, and let ∆ + be the set of positive roots determined by b. Furthermore set ∆(k) + = ∆ + ∩ ∆(k) and let ρ and ρ k denote the respective half sums of positive roots. Also let ∆(u) = {α ∈ ∆|g α ⊆ u} and put ρ u = 1 2 α∈u α. Let W and W (k) denote the Weyl groups of g and k, respectively. Now to each λ ∈ h * one can associate a subgroup W λ of W . Since we will need to explicitly compute W λ later on, we will give a detailed description of it now. The group W λ is the subgroup of W generated by the reflections s α , where α ∈ ∆(u) satisfying the following three conditions [E] [DES] :
(ii) If for some β ∈ ∆ we have (λ + ρ|β) = 0, then (α|β) = 0. (iii) If for some long root β ∈ ∆ we have (λ + ρ|β) = 0, then α is a short root.
Associated to W λ one may define a root system ∆ λ consisting of the roots γ ∈ ∆ such that s γ lies in W λ . Now we set
The group W λ (k) is defined to be the subgroup of W λ generated by reflection along the roots lying in ∆ λ (k) + . We have a decomposition of the group
Remark 6.1. Note that our definition of W λ is actually the definition of W λ+ρ in [E] and [DES] .
For µ ∈ h * being a ∆(k) + -dominant integral weight we denote the finitedimensional irreducible k-module of highest weight µ by V µ k , as usual. Now let λ ∈ h * be a ∆(k) + -dominant integral weight. We may extend V λ k to a q-module in the trivial way and consider the induced representation M λ g of g. It is clear that M λ g contains a unique maximal submodule and hence has a unique irreducible quotient, which is isomorphic to the highest weight irreducible g-module of highest weight λ. We will denote this g-module by V λ g . For ξ ∈ h * with < ξ,α >∈ R for all α ∈ ∆(k), we denote the unique ∆(k) + -dominant element in the W (k)-orbit of ξ by ξ.
We have the following character formula for an irreducible unitarizable representation V λ g . Theorem 6.1. [E] [DES] We have
, where l(w) is the length of w in W λ .
6.1. Character formula for spo(2m|2n)-modules. It follows from Theorem 4.1 in the case when n = 0 that we have the following identities of characters, for d even and odd, respectively.
( to stress its dependence on the variables
] . We will now apply Theorem 6.1 to the Hermitian symmetric pair (Sp(2m), U(m)), so that g = sp (2m) and k = gl(m). We may now rewrite chV 
, where here and further
is the subset of the Weyl group of sp(2m) defined by (6.1).
Remark 6.2. As we now need to deal with W k λ+d Combining this with (6.2) and (6.3), respectively, we have for even and odd d respectively In order to distinguish such representations at the level of characters in the case when d is odd let us take −I ∈ O(d) \ SO(d) and let ǫ denote the eigenvalue of −I so that we have ǫ 2 = 1. We may then rewrite (6.5) as
is a polynomial in x and ǫ such that when setting ǫ = 1, we obtain χ λ O(d) (x). Now it is easy to see that if λ is a Young diagram and χ
, where |λ| is the size of λ. Hence we have
The identites (6.4) and (6.6) will be our starting point for a character formula for unitary spo(2m|2n)-modules. We need the following lemma.
Lemma 6.1. Suppose that f λ (y) and g λ (y) are power series in the variables y.
(i) Suppose that d is odd and
where the summation is over the full set of irreducible finite-dimensional
Proof. We shall only show (i), i.e. for d odd, as the case of d even is analogous (in fact easier). The argument is similar to the that of [CL] . We multiply the identity (6.7) by the Weyl denominator D of the Lie group SO(d) and using the Weyl character formula for χ
Now as λ ranges over all integral dominant weights, λ + ρ ranges over all regular integral dominant weights of SO(d). Hence if λ = µ as SO(d)-dominant weights, then the set of weights {w(λ + ρ), w(µ + ρ)|w ∈ W } are all distinct. Clearly two weights λ and µ are equal as SO(d)-dominant weights if and only if µ =λ. Thus looking at the coefficient of e λ+ρ in (6.8) we obtain ǫ |λ| f λ (y)e λ+ρ + ǫ |λ| fλ(y)eλ +ρ = ǫ |λ| g λ (y)e λ+ρ + ǫ |λ| gλ(y)eλ +ρ .
Since ǫ |λ| ǫ |λ| = ǫ, we conclude that f λ (y)e λ+ρ = g(y)e λ+ρ and hence f λ (y) = g λ (y).
From the identities (6.6) and (6.4) by using Lemma 6.1 we obtain the following results for every m ∈ N:
In the case when d is odd
In the case when d is even
This allows us to define, in the case when d is odd, an element S λ sp (y 1 , y 2 , · · · ) in the ring of symmetric functions that is uniquely determined by the property that
Similarly we may define an element S λ sp (y 1 , y 2 , · · · ) + Sλ sp (y 1 , y 2 , · · · ) in the ring of symmetric functions in the case when d is even.
We now take the limit as m → ∞ in (6.4) and (6.6) and obtain the following identities, respectively.
where λ is summed over all O(d)-highest weights and y = (y 1 , y 2 , · · · ).
The identities (6.9) and (6.10) follow from the fact that setting y m+1 = y m+2 = · · · = 0, they reduce to identities (6.4) and (6.6), respectively. Thus the left-hand sides and the right-hand sides of (6.9) and (6.10) give rise to the same elements in the ring of the symmetric functions, respectively.
We can now apply the involution of the ring of symmetric functions ω (see for example [M] ), that sends the complete symmetric functions to the elementary symmetric functions, partially to the variables y m+1 , y m+1 , · · · . After that we set the variables y m+n+1 = y m+n+2 = · · · = 0 and we obtain the following identities (z l = y m+l , for l = 1, · · · , n).
Remark 6.3. We note that ω( 1≤l≤k
. This follows from the following identities:
where λ is summed over all partitions with even row lengths, and µ is summed over all partitions with even column lengths.
Let us now explain the term HS λ sp (y, z). Since setting the variables y m+n+1 = y m+n+2 = · · · = 0 the expression S λ sp (y) reduces to a finite sum whose summands are Schur polynomials with coefficients ±1, it follows that applying the involution ω to it, we obtain a sum whose summands consists of hook Schur functions with coefficients ±1. In fact if S λ sp (y 1 , y 2 , · · · ) = µ ǫ µ s µ (y 1 , y 2 , · · · ), where ǫ µ = ±1, then (cf. [CL] )
where HS µ (y 1 , · · · , y m ; z 1 , z 2 , · · · ) is the hook Schur function of [BR] in the variables y 1 , · · · , y m and z 1 , z 2 , · · · corresponding to the partition µ. Next setting the variables z n+1 = z n+2 = · · · = 0 we get the hook Schur polynomial associated to µ, which we denote by HS µ (y 1 , · · · , y m ; z 1 , · · · , z n ). One property of hook Schur polynomials is that HS µ (y 1 , · · · , y m ; z 1 , · · · , z n ) is non-zero if and only if µ lies in the (m|n)-hook, i.e. µ m+1 ≤ n. So if S λ sp (y) = µ ǫ µ s µ (y), then by HS λ sp (y, z) we mean the expression
Therefore λ in (6.11) and (6.12) is summed over all O(d)-highest weights λ such that λ m+1 ≤ n.
From Theorem 5.1, Lemma 6.1, and the identities (6.11) and (6.12) we obtain the following theorem. , · · · ,
Here yz −1 stands for the product
Remark 6.4. The expression HS λ sp (y, z) in general involves an infinite number of hook Schur functions, so the computation of these characters is a highly nontrivial task. In order to have a method to compute them, it is necessary to have an explicit description of W k,m λ+d 1 2
. We will do this in Section 7. From this we will then show in Section 8 that the coefficients of the monomials in a character of a fixed degree can be computed by computing a finite number of hook Schur functions.
6.2. Character formula for osp(2m|2n)-modules. As the arguments in this case is very similar to the one given in the previous section, we will only sketch them here.
It follows from Theorem 5.2 in the case when n = 0 that we have the following identity of characters. . We now apply Theorem 6.1 to the Hermitian symmetric pair (SO * (2m), U(m)), so that we have g = so(2m) and k = gl(m). By Theorem 6.1 we can then write chV 
is a subset of the Weyl group of so(2m). Thus we have the following identity.
(6.14)
Analogous to the proof of Lemma 6.1 one proves the following lemma.
Lemma 6.2. Suppose that f λ (x) and g λ (x) are power series in the variables x and suppose that (6.15) where the summation is over the full set of irreducible finite-dimensional characters of Sp(d) . Then f λ (x) = g λ (x), for all λ.
From Lemma 6.2 and the identity (6.14) it follows that
which then allows us to define an element S λ so (x 1 , x 2 , · · · ) in the ring of symmetric functions, uniquely determined by the property that
Taking the limit as m → ∞ (6.14) and Lemma 6.2 imply the following identity.
We apply to (6.16) the involution of symmetric functions ω partially to the variables x m+1 , x m+2 , · · · , then set the variables z n+1 = z n+2 = · · · = 0. We arrive at the following identity (z l = x m+l , for l = 1, 2, · · · ). (6.17) where HS λ so (x 1 , · · · , x m ; z 1 , · · · , z n ) is obtained by applying the involution ω to S λ so and setting the variables z n+1 = z n+2 = · · · = 0. As before it is also a sum whose summands consist of hook Schur polynomials with coefficients ±1. By Theorem 5.2 and Lemma 6.2 we then obtain the following theorem. ). Then
, where x = x 1 x 2 · · · x m and z = z 1 z 2 · · · z n .
Remark 6.5. We actually have Howe dualities of the dual pairs (
Here the infinite-dimensional Lie algebras g(C ∞ ) and g(D ∞ ) are Kac-Moody algebras corresponding to the infinite affine matrices C ∞ and D ∞ , respectively [K2] . Furthermore the characters of the representations of g(C ∞ ) (respectively g(D ∞ )) that appear in the duality determine the characters of the representations spo(2m|2n) (respectively osp(2m|2n)).
7. The Group W λ+d is defined as the subgroup of the Weyl group of sp(2m) or so(2m) generated by reflections corresponding to α ∈ ∆(u) satisfying conditions (i), (ii) and (iii) given in Section 6. We will simply refer to them as conditions (i), (ii) and (iii) We have the condition that λ
is generated by the simple roots ǫ 1 − ǫ 2 , · · · , ǫ m−1 − ǫ m , while ∆(u) consists of roots of the form
Let us first consider the case s = d 2
. In this case
We see that λ+d 1 2 +ρ has no zero coefficient, and hence condition (iii) is vacuous. It follows that for each i = 1, · · · ,
, we have for all t = 1, · · · , m
This implies by condition (ii) that if α = −ǫ k − ǫ l is such that s α ∈ W m λ+d 1 2 , then neither k nor l can be in the index set J = {1, · · · ,
and hence condition (i) is satisfied for such an α. This implies that W m λ+d (k) is equal to the permutation group of the index set I 0 and hence ∆ λ+d
and so condition (i) is satisfied. Of course here (iii) is irrelevant, as ∆ is simplylaced. Thus W m λ+d 1 2 is equal to the even sign permutation group on the index set I and hence W 
Consequences for the character formula
In this section we will use the result of Section 7 to study the character formulas of Section 6. In Section 7 we gave a description of W . From Section 7 we know that w is either a sign permutation or an even sign permutation on an index set I.
Recall the decomposition W k λ+d
is the sign or the even sign permutation group on I and W are in one-to-one correspondence with either the sign or the even sign changes of the index set I. This correspondence can be made explicit as follows. Let I = {j 1 < j 2 < · · · < j t } and set ρ = (ρ 1 , ρ 2 , · · · , ρ k ) and ρ I = (ρ j 1 , ρ j 2 , · · · , ρ jt ). Let τ be either a sign change or an even sign change of I. Let σ be the unique permutation on I which permutes the rows of the generalized composition τ (ρ I ) so that στ (ρ I ) is a generalized partition. Set w τ = στ , then w τ ∈ W k,k λ+d 1 2 is the element corresponding to τ under the abovementioned one-to-one correspondence. More explicitly, if τ changes the signs of ρ I at the rows i 1 < i 2 < · · · < i l , then σ is the permutation that moves i l to j 1 , i l−1 to j 2 , · · · , i 1 to j l . After that the remaining indices j l+1 , · · · , j t are then assigned from the indices I \ {i 1 , · · · , i l } in increasing order.
We are now in a position to describe w(λ + d with either a sign change or an even sign change of the index set I = {j 1 < j 2 < · · · < j t }. Set
and let τ w be the corresponding sign change. Let us suppose that τ w corresponds to sign changes of the subset I w ⊆ I. Suppose that
That is, τ w (µ) is obtained from µ by replacing all the rows indexed by I w with its negative. Set σ w equal to the unique permutation on {1, 2, · · · , k} that permutes the rows of generalized composition τ w (µ) so that the resulting is a generalized partition. We denote by Λ w (λ + d 
Using Proposition 8.1 we can now prove the following corollary for the characters of V 
. Due to Proposition 8.1 we will from now on write HS Λw(λ+d + ρ) is a partition with the first m + 1 rows exceeding n. But then the corresponding hook Schur polynomial is zero.
Let C [[y, z] ] denote the ring of power series in the variables y and z. We have a natural filtration of ideals determined by the leading term.
The formulas of Theorem 6.2 and Theorem 6.3 involve in general an infinite number of hook Schur polynomials. However, for a fixed monomial that appears in the character formula we can use a finite number of hook Schur polynomials to compute its coefficient. This follows from the following proposition. +ρ) (x; z) (mod F l ).
Proof. The theorem follows rather easily from Proposition 8.1. We will only prove (ii), as (i) is quite similar. We may assume without loss of generality that k ∈ I. Consider w ∈ W k,k λ+d . This means that τ w changes the sign of k. We consider the partition Λ w (λ + d and let τ w be the corresponding sign changes. Let us suppose that τ w changes signs at the following l rows: i 1 < i 2 < · · · < i l−1 < i l . Here i 1 ≥ d and l is an even non-negative integer. Then it is not hard to see that Λ w (d and τ w its corresponding sign changes at the rows i 1 < i 2 < · · · < i l−1 < i l , then (−1) l(w) = (−1) |I| . (i) Obviously if l > n, then the corresponding partition µ I cannot lie inside the (m, n)-hook. Thus the corresponding hook Schur polynomial is zero. Also clearly if l ≤ m, then µ I lies in the (m, n)-hook. Now suppose that m < l ≤ n and we have i 1 < i 2 < · · · < i l−m < i l−m+1 < · · · < i l . Proof. The proof is in the same spirit as the one in the classical case given in [H2] . The (gl(d), gl(m|n))-duality gives (3.1) and hence taking the O(d)-invariants on both sides of (3.1) gives
But it is known that V |I| HS µ I (y 1 , · · · , y m ; z 1 , · · · , z n ) 1≤i≤m,1≤l≤n (1 + y i z l ) 1≤i≤j≤m,1≤l<k≤n (1 − y i y j )(1 − z l z k ) , where λ is summed over all partitions with even row lengths, l(λ) ≤ d and λ m+1 ≤ n, and I is summed over all I as in Proposition 8.3 with µ I as in (8.1).
