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Abstract. In modeling a concurrent system, fairness constraints are
usually considered at a specific granularity level of the system, leading
to many different variants of fairness: transition fairness, object/process
fairness, actor fairness, etc. These different notions of fairness can be uni-
fied by making explicit their parametrization over the relevant entities in
the system as universal quantification. We propose a state/event-based
framework to verify LTL properties under parametric fairness, specified
by generalized strong/weak fairness formulas. We also present an on-
the-fly automata-based algorithm for model checking LTL formulas un-
der universally quantified parameterized fairness assumptions. It enables
verification of temporal properties under fairness conditions associated
to dynamic entities such as new process creations. We have implemented
our algorithm within the Maude system.
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1 Introduction
Fairness assumptions are often necessary to verify a liveness property of a con-
current system. Without fairness, unrealistic counterexamples can be produced,
such as a process that is never executed even though the process is continuously
enabled. A usual way to model check a LTL property under fairness assump-
tions is to re-formulate the property such that fairness requirements become a
conjunction of premises implying the original property [5]. Since this method is
impractical for model checking properties under complex fairness assumptions,
several specialized algorithms have been proposed, e.g., [11, 18, 15, 23].
In practice, however, descriptions of fairness are dependent on specific models
or languages. There are many different variants of the fairness concepts, such
as transition fairness [22], object/process fairness [12], actor fairness [1], etc. In
general, such variants do not coincide, even though their temporal behaviors
like strong/weak fairness are all similar. It becomes difficult to represent fairness
notions which are not directly supported by a specific modeling language or tool.
Such different variants of fairness can be unified by making explicit the
parametrization of fairness formulas over the relevant spatial entities in a sys-
tem [20]. Fairness is then expressed by a universally quantified temporal for-
mula, where variables in the formula range over the relevant entities in the
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system. We use a state/event-based version of LTL (SE-LTL) because fair-
ness notions usually involve both states and events. For example, weak process
fairness can be expressed by the universally quantified parameterized formula:
∀x ∈ Process.3enabled(x)→ 3execute(x), where enabled(x) is a state pred-
icate and execute(x) is an event predicate.
We present a framework to verify SE-LTL properties under parameterized
fairness conditions given by generalized strong (resp., weak) fairness formulas,
specified by SE-LTL formulas of the form ∀x.3Φ → 3Ψ (resp., ∀x.3Φ →
3Ψ). For parameterized fairness, the number of existing entities in the sys-
tem over which the parametrization ranges can be unbounded1 and may change
during execution. For example, in process fairness with dynamic process cre-
ation, fairness is parametric over a number of processes unknown a priori. Thus,
fairness of (infinitary) dynamic control [13] can be also easily expressed by our
parameterized fairness with universal quantification.
Our framework is based on the observation that, if a state is fixed, only a
finite number of entities or parameters are meaningful in such state for fair-
ness purposes. For example, in process algebra, meaningful parameters are the
processes in the state, and strong/weak fairness is vacuously satisfied for the
processes not existing in a system.2 A specific modeling language should be used
to determine which are the realized parameters that are meaningful on given
states of a system. We use rewrite theories [19] as a flexible modeling language,
in which many concurrent systems, including object-based systems and process
algebras, can be naturally described.
We have developed an on-the-fly model checking algorithm for SE-LTL prop-
erties that can directly handle universally quantified fairness formulas; its com-
plexity is linear in the number of fairness conditions (see Sec. 4). We have imple-
mented our algorithm within the Maude system, which is a verification frame-
work for concurrent systems specified as rewrite theories. This model checking
algorithm can verify liveness properties of complex examples with dynamic enti-
ties having an unpredictable number of fairness assumptions (see Sec. 5). To the
best of our knowledge, such parametric fairness assumptions cannot be easily
handled by other existing model checkers.
Related Work. Parameterization has long been considered as a way to de-
scribe fairness of concurrent systems. The theorem proving of liveness properties
commonly involves parameterized fairness properties. In fact, fairness notions
supported by usual modeling languages are parameterized, e.g., process fairness
[12] is parameterized by processes. However, such fairness notions are param-
eterized only by specific entities, depending on the system modeling language.
Localized fairness [20] was introduced as a unified notion to express different
variants of fairness, depending on the chosen system granularity level. Similar
1 For finite-state systems the number is finite, but it may be impossible to determine
such a number from the initial state without exploring the entire state space.
2 For example, enabled(p) is false for all states if a process p does not exist in the sys-
tem. Therefore, 3enabled(p)→ 3execute(p) is vacuously satisfied in the system.
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to our work, localized fairness can be parameterized by any entities in a sys-
tem, but generalized versions of strong/weak fairness were not discussed in [20].
Our work extends localized fairness to incorporate generalized fairness, and an-
swers the question of how to model check LTL properties under such generalized
fairness conditions.
To verify a property ϕ under parameterized fairness assumptions, the usual
method is to construct the conjunction of corresponding instances of fairness,
and to apply either: (i) a standard LTL model checking algorithm for the refor-
mulated property fair → ϕ, or (ii) a specialized model checking algorithm which
handles fairness, based on either explicit graph search [10, 18] or a symbolic al-
gorithm [15]. Approach (i) is inadequate for fairness, since the time complexity
is exponential in the number of strong fairness conditions, while the latter is
linear. Furthermore, compiling such a formula, expressing a conjunction of fair-
ness conditions, into Bu¨chi automata is usually not feasible in reasonable time
[25]. There are several tools to support the specialized algorithms such as PAT
[23] and Maria [18]. Our algorithm is related to the second approach to handle
fairness, but it does not require pre-translation of parameterized fairness, and
properly handles parametric generalized fairness. There are also other methods
to support parameterized fairness not based on standard model checking meth-
ods, such as regular model checking [3] and compositional reasoning [7].
This paper is organized as follows. Section 2 presents the necessary back-
ground about fairness and the state/event-based logic. Section 3 introduces pa-
rameterized fairness and its properties, and Section 4 presents the automata-
based model checking algorithm for parameterized fairness. Section 5 illustrates
case studies of parameterized fairness with rewrite theory specifications. Sec-
tion 6 shows experimental results, and Section 7 presents some conclusions.
2 Fairness Expressed in a State/Event-based Logic
Fairness generally means that, if a certain kind of choice is sufficiently often
provided, then it is sufficiently often taken. For example, strong fairness means
that, if a given choice is available infinitely often, then it is taken infinitely often.
Similarly, weak fairness means that, if the choice is continuously available beyond
a certain point, then it is taken infinitely often.
In order to express fairness using only logic formulas, we need a logic to
specify properties involving both states and events. Neither state-based logics
such as LTL nor event-based logics are usually sufficient to express fairness as
logic formulas on the original system, although system transformations can be
used to “encode” events in the state, typically at the price of a bigger state space.
Many modeling languages using state-based logics incorporate specific kinds of
fairness properties to avoid such problems, but the expressiveness of fairness is
then limited to the given kind of fairness thus supported.
State/event linear temporal logic (SE-LTL) [4] is a simple state/event ex-
tension of linear temporal logic. The only syntactic difference between LTL
and SE-LTL is that the latter can have both state propositions and event
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propositions. Given a set of state propositions AP and a set of event propo-
sitions ACT , the syntax of SE-LTL formulas over AP and ACT is defined by
ϕ ::= p | δ | ¬ϕ | ϕ ∧ ϕ′ | ©ϕ | ϕUϕ′, where p ∈ AP and δ ∈ ACT . Other
operators can be defined by equivalences, e.g., 3ϕ ≡ trueUϕ and ϕ ≡ ¬3¬ϕ.
The semantics of SE-LTL is defined on a labeled Kripke structure (LKS),
which is a natural extension of a Kripke structure with transition labels. The
model checking problem of SE-LTL formulas can be characterized by automata-
theoretic techniques on LKS similar to the LTL case [2, 4], which use the Bu¨chi
automaton B¬ϕ with size O(2|ϕ|) associated to the negated formula ¬ϕ, where
the alphabet of B¬ϕ is a set of subsets of the disjoint union AP unionmultiACT .
Definition 1. A labeled Kripke structure is a 6-tuple (S, S0,AP ,L,ACT , T )
with S a set of states, S0 ⊆ S a set of initial states, AP a set of atomic state
propositions, L : S → P(AP) a state-labeling function, ACT a set of atomic
events, and T ⊆ S × P(ACT )× S a labeled transition relation.
Note that in our setting each transition of an LKS is labeled by a set A of
atomic events, which enables us to describe a pattern of an event, not just an
atomic event. A labeled transition (s,A, s′) ∈ T is often denoted by s A−→ s′. A
path (pi, α) of an LKS is an infinite sequence 〈pi(0), α(0), pi(1), α(1), . . .〉 such that
pi(i) ∈ S, α(i) ⊆ ACT , and pi(i) α(i)−−→ pi(i+ 1) for each i ≥ 0. A SE-LTL formula
ϕ is satisfied by an LKS K with an initial state s0 ∈ S0, denoted by K, s0 |= ϕ,
if and only if for each path (pi, α) of K starting from s0, the path satisfaction
relation K, (pi, α) |= ϕ holds, which is defined inductively as follows:3
– K, (pi, α) |= p iff p ∈ L(s)
– K, (pi, α) |= δ iff δ ∈ α(0)
– K, (pi, α) |= ¬ϕ iff K, (pi, α) 6|= ϕ
– K, (pi, α) |= ϕ ∧ ϕ′ iff K, (pi, α) |= ϕ and K, (pi, α) |= ϕ′
– K, (pi, α) |=©ϕ iff K, (pi, α)1 |= ϕ
– K, (pi, α) |= ϕUϕ′ iff ∃k ≥ 0. K, (pi, α)k |= ϕ′, ∀0 ≤ i < k. K, (pi, α)i |= ϕ
We define fairness properties of an LKS as SE-LTL formulas. A strong fairness
(resp. weak fairness) condition with respect to an event proposition α is expressed
by the SE-LTL formula 3enabled .α → 3α (resp., 3enabled .α → 3α).
A special state proposition enabled .α is defined for each state s of K such that
enabled .α ∈ L(s) iff there exists a transition s A−→ s′ ∈ T with α ∈ A. Generalized
strong (resp., weak) fairness conditions are defined by SE-LTL formulas of the
form 3Φ→ 3Ψ (resp, 3Φ→ 3Ψ), where Φ and Ψ are Boolean formulas
that do not contain any temporal operators. Many fairness notions, that arise
in real examples, can be expressed by generalized strong/weak fairness formulas
[17]. However, imposing such fairness conditions for each relevant entity, e.g., for
each process, may require a large or even infinite set of such formulas.
3 (pi, α)i denotes the suffix of (pi, α) beginning at position i ∈ N, i.e., (pi, α)i = (pi ◦
si, α ◦ si) with s the successor function.
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3 Parameterized Fairness as Quantified SE-LTL
Besides a temporal perspective about fairness, regarding frequency of a choice,
fairness also has a spatial perspective depending on the relation between the
choice and the system structure. The variants of fairness from such system struc-
tures can be unified by making explicit their parametrization over the chosen
spatial entities in the system [20]. To specify parameterized fairness conditions,
we use first-order SE-LTL over parameterized propositions. Fairness is then ex-
pressed by a universally quantified SE-LTL formula, where variables range over
the relevant entities in the system.
In order to define parametric SE-LTL formulas, we should make the state and
event propositions parametric on the relevant entities. Such entities need not be
states: they could be process names, messages, or other data structures. There-
fore, we allow parametric state propositions p ∈ Π (resp., event propositions
δ ∈ Ω) of the form p(x1, . . . , xn) (resp., δ(x1, . . . , xm)).
Definition 2. A parameterized labeled Kripke structure over a set of parame-
ters C is a tuple K = (S, S0, Π,L, Ω, T ) such that KC = (S, S0,APC ,L,ACT C , T )
is an ordinary LKS with state propositions APC = {p(an) | an ∈ Cn, p ∈ Π,n ∈
N} and event propositions ACT C = {δ(bm) | bm ∈ Cm, δ ∈ Ω,m ∈ N}.
We can now define the set of universally quantified SE-LTL formulas with
respect to Π, Ω, and C as the set of formulas of the form ∀xk ϕ, where ϕ is a
propositional SE-LTL formula over state propositions APC∪V = {p(an) | an ∈
(C ∪ V)n, p ∈ Π,n ∈ N} and event propositions ACT C∪V = {δ(bm) | bm ∈
(C ∪ V)m, δ ∈ Ω,m ∈ N}, with V an infinite set of variables disjoint from C,
and xk = vars(ϕ) the set of variables, of size k, occurring in ϕ. The satisfaction
of such formulas in a path (pi, α) of a parameterized labeled Kripke structure
K = (S, S0, Π,L, Ω, T ) is now defined in the obvious way:
K, (pi, α) |= ∀xk ϕ ⇔ ∀(θ : xk → C). KC , (pi, α) |= θϕ
where θϕ is the propositional SE-LTL formula obtained by applying the simul-
taneous substitution θ to the variables xk in ϕ. Note that K, s0 |= ∀xk ϕ iff
K, (pi, α) |= ∀xk ϕ for each path (pi, α) starting from the initial state s0 ∈ S.
Although the parameter set C is not a subset of the set S of states, there
is however an implicit relation between C and S derived from an underlying
LKS K, in terms of a definable set. If [xkC] denotes the set of all substitutions
θ : xk → C, given a path (pi, α) of K and a quantified formula ∀xk ϕ, the definable
set D(pi,α)(ϕ) is the set of substitutions that make ϕ satisfied:
D(pi,α)(ϕ) = {θ ∈ [vars(ϕ)C] | KC , (pi, α) |= θϕ}.
In practice, the number of constants c ∈ C that occur in a state is finite. For that
reason, assuming that the sets L(s), L(s′), and A are finite for each transition
s A−→ s′, the definable sets for all state and event propositions are finite. This is
captured by the following notion of a tractable parameterized LKS.
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Definition 3. A parameterized LKS K = (S, S0, Π,L, Ω, T ) over a parameter
set C is tractable if for each path (pi, α) of K, the sets D(pi,α)(p(xn)) for each
p ∈ Π, n ∈ N, and D(pi,α)(δ(xm)) for each δ ∈ Ω, m ∈ N, are finite.
A parameterized strong (resp., weak) fairness formula from Φ to Ψ is a univer-
sally quantified SE-LTL formula ∀xk 3Φ → 3Ψ (resp, ∀xk 3Φ → 3Ψ),
where Φ and Ψ do not contain any temporal operators. The intuitive mean-
ing of a parameterized strong/weak fairness formula is that for each group of
entities (a1, . . . , ak) of a system, if certain actions or conditions are infinitely
often provided (Φ), then they are infinitely often taken (Ψ). In reality, such en-
tities in each state are finite, so that the system is often tractable. Consider sets
of strong (resp., weak) parameterized fairness formulas F = {∀xiki 3Φi →
3Ψi | i ∈ I} (resp., J = {∀xjkj 3Φj → 3Ψj | j ∈ J}), where I
and J are index sets. A path (pi, α) of K is fair under parameterized fairness
conditions F ∪J iff K, (pi, α) |= ∀xiki .3Φi → 3Ψi for each i ∈ I and
K, (pi, α) |= ∀xjkj .3Φj → 3Ψj for each j ∈ J . A SE-LTL formula ϕ is fairly
satisfied on K under F ∪J , denoted by K |=F∪J ϕ, iff K, (pi, α) |= ϕ holds for
each fair path (pi, α) under F ∪J starting from any initial state of K.
3.1 Parameter Abstraction
For a tractable LKS K over a parameter set C we can define abstraction of
substitutions θ : xk → C with respect to definable sets. The key idea is to
collapse the cofinite4 complement set of each proposition-definable set into the
abstracted substitution ⊥xn : xn → {⊥} with a fresh new constant ⊥, which
intuitively denotes a parameter that does never appear in the finite definable set.
For example, for a state proposition p(xn), each substitution θ /∈ D(pi,α)(p(xn))
is abstracted to ⊥xn : xn → {⊥}. The extended parameter set C⊥ = C ∪ {⊥}
involves the LKS KC⊥ = (S, S0,APC⊥ ,L,ACT C⊥ , T ) naturally extending KC =
(S, S0,APC ,L,ACT C , T ) to C⊥. In this case, the negated satisfaction relation
KC⊥ , (pi, α) 2 ⊥xnp(xn) holds, as ⊥xnp(xn) ∈ L(pi(0)) is impossible.
This abstraction relation can be extended to any SE-LTL formula using a
natural ordering in the abstracted domain [xkC⊥]. A partial order relation 
between substitutions θ1, θ2 ∈ [xkC⊥] is defined by:
θ1  θ2 ⇔ for each x ∈ xk, θ1(x) = ⊥ or θ1(x) = θ2(x)
Given a pair θ1, θ2 of substitutions that have a common upper bound, i.e., θ1  θ
and θ2  θ for some θ, there is the least upper bound defined by:
θ1 ∨ θ2 = (θ1 ∨ θ2)(x) = θ1(x) ∨ θ2(x) for each x ∈ xn
where c ∨ ⊥ = ⊥ ∨ c = c ∨ c = c for each c ∈ C. For substitutions θ1, θ2 with
possibly different domains, we can define the combined substitution θ1 ⊕ θ2:
θ1 ⊕ θ2(x) =
θ1(x) if x ∈ dom(θ1)r dom(θ2)θ2(x) if x ∈ dom(θ2)r dom(θ1)
θ1(x) ∨ θ2(x) otherwise
4 A set is cofinite iff the complement of the set is finite.
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The abstraction function %(pi,α),ϕ : [vars(ϕ)  C⊥] → [vars(ϕ)  C⊥] is then
inductively defined for a SE-LTL formula ϕ and a path (pi, α) as follows:
– %(pi,α),p(xk)(θ) = if θ ∈ D(pi,α)(p(xk)) then θ else ⊥xk
– %(pi,α),δ(xk)(θ) = if θ ∈ D(pi,α)(δ(xk)) then θ else ⊥xk
– %(pi,α),¬ϕ(θ) = %(pi,α),ϕ(θ)
– %(pi,α),ϕ1∧ϕ2(θ) = %(pi,α),ϕ1(θvars(ϕ1))⊕ %(pi,α),ϕ2(θvars(ϕ2))
– %(pi,α),©ϕ(θ) = %(pi,α)1,ϕ(θ)
– %(pi,α),ϕ1Uϕ2(θ) =
∨
i≥0 %(pi,α)i,ϕ1(θvars(ϕ1)) ⊕
∨
j≥0 %(pi,α)j ,ϕ2(θvars(ϕ2))
The satisfaction relation of ϕ on (pi, α) for an abstracted substitution ϑ =
%(pi,α),ϕ(θ) is naturally defined by KC⊥ , (pi, α) |= ϑϕ. The following lemma as-
serts that the satisfaction of a formula on a tractable LKS is preserved by the
abstraction function %(pi,α),ϕ of substitutions.
Lemma 1. Given a tractable LKS K over a parameter set C, a quantified SE-
LTL formula ∀xk ϕ, and a substitution θ ∈ [xk  C], for each path (pi, α),
KC , (pi, α) |= θϕ iff KC⊥ , (pi, α) |= %(pi,α),ϕ(θ)ϕ.
Proof. We show the following generalized version of the lemma by structural
induction on ϕ: KC , (pi, α) |= θϕ iff KC⊥ , (pi, α) |= ϑϕ for any path (pi, α) and
any substitution ϑ ∈ [xk  C⊥] such that %(pi,α),ϕ(θ)  ϑ  θ. For a state
proposition p(xn), KC , (pi, α) 2 θp(xn) iff θ /∈ D(pi,α)(p(xn)) iff %(pi,α),p(xn)(θ) =
⊥xn , and for each substitution ⊥xn  ϑ  θ, KC⊥ , (pi, α) 2 ϑϕ. To prove the
ϕ1Uϕ2 case, we need the following properties of %(pi,α),ϕ, which are easy con-
sequences from the definition: (i) %(pi,α)i,ϕ1(θ)  %(pi,α),ϕ1Uϕ2(θ)dom(θ1), and
(ii) %(pi,α)i,ϕ2(θ)  %(pi,α),ϕ1Uϕ2(θ) dom(θ2), for each i ≥ 0. As a result, for
each %(pi,α),ϕ1Uϕ2(θ)  ϑ  θ, if V1 = vars(ϕ1) and V2 = vars(ϕ2), we have
%(pi,α)i,ϕ1(θV1)  ϑV1 θV1 and %(pi,α)i,ϕ2(θV2)  ϑV2 θV2 , i ≥ 0. Hence,
by induction hypothesis, we have KC , (pi, α)i |= θϕ1 iff KC⊥ , (pi, α)i |= ϑϕ1, and
KC , (pi, α)j |= θϕ2 iff KC⊥ , (pi, α)j |= ϑϕ2 for each i, j ≥ 0. Thus, KC , (pi, α) |=
θ(ϕ1Uϕ2) iff KC⊥ , (pi, α) |= ϑ(ϕ1Uϕ2). The other cases are similar. uunionsq
On the other hand, as a dual of %(pi,α),ϕ, the concretization function I(pi,α),ϕ :
[vars(ϕ) → C⊥] → P([vars(ϕ) → C]) can be defined for a SE-LTL formula ϕ
as follows, where [xn  C]ϑ denotes the set {θ ∈ [xn  C] | ϑ  θ} and the
“glueing” I1  I2 of two sets I1 and I2 of concrete substitutions is defined by
I1  I2 = {θ | θdom(I1)∈ I1, θdom(I2)∈ I2}:
– I(pi,α),p(xk)(ϑ) = if ϑ ∈ D(pi,α)(p(xk)) then ϑ else [xkC]ϑrD(pi,α)(p(xk))
– I(pi,α),δ(xk)(ϑ) = if ϑ ∈ D(pi,α)(δ(xk)) then ϑ else [xkC]ϑrD(pi,α)(δ(xk))
– I(pi,α),¬ϕ(ϑ) = I(pi,α),ϕ(ϑ)
– I(pi,α),ϕ1∧ϕ2(ϑ) = I(pi,α),ϕ1(ϑvars(ϕ1)) I(pi,α),ϕ2(ϑvars(ϕ2))
– I(pi,α),©ϕ(ϑ) = I(pi,α)1,ϕ(ϑ)
– I(pi,α),ϕ1Uϕ2(ϑ) = (
⋂
i≥0 I(pi,α)i,ϕ1(ϑ)) (
⋂
j≥0 I(pi,α)j ,ϕ2(ϑ))
It is easy to check that for each θ ∈ I(pi,α),ϕ(ϑ), ϑ  θ and %(pi,α),ϕ(ϑ) =
%(pi,α),ϕ(θ). There may be no concretization for some abstracted substitution,
5
5 Consider a path (pi, α) such that D(pi,α)i(p(x)) = {i} for each i ≥ 0, where C = N.
Then, %(pi,α),3p(x)(θ) = θ for a substitution θ ∈ [{x}N], and I(pi,α),3p(x)(⊥x) = ∅.
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whereas the abstraction of a concrete substitution does always exist. However,
for a finite LKS that has only a finite set of states and a finite set of transitions,
each abstracted substitution has a corresponding concrete substitution.
Lemma 2. Given a finite tractable LKS K over a parameter set C, a quantified
SE-LTL formula ∀xk ϕ, and ϑ ∈ [xkC⊥], for each path (pi, α), I(pi,α),ϕ(ϑ) 6= ∅.
Proof. It suffices to show, by structural induction on ϕ, that for each x ∈ vars(θ),
I(pi,α),φ(ϑ){x} is cofinite if ϑ(x) = ⊥, and the singleton {ϑ(x)} otherwise. The
ϕ1 ∧ ϕ2 case comes from the fact that the intersection of two cofinite sets is
cofinite. For a formula ϕ1Uϕ2, it is enough to mention that: (i) the set of suffixes
{(pi, α)i | i ≥ 0} is finite when K is finite, and (ii) a finite intersection of cofinite
sets is cofinite. The other cases are obvious by definition and the induction
hypothesis. uunionsq
For a finite tractable LKS K, we can determine the satisfaction of ∀xk ϕ by
considering a (possibly small) finite set of substitutions. Consider a setR ⊆ [xk
C⊥] of substitutions with %(pi,α),ϕ([xkC]) ⊆ R. By definition, K, (pi, α) |= ∀xk ϕ
iff KC , (pi, α) |= θϕ for each θ ∈ [xkC], and by Lemma 1, iff KC⊥ , (pi, α) |= ϑϕ
for each ϑ ∈ %(pi,α),ϕ([xkC]). If ϑ ∈ [xkC⊥]r %(pi,α),ϕ([xkC]), by Lemma 2,
there is a concrete substitution θ ∈ [xkC] such that %(pi,α),ϕ(ϑ) = %(pi,α),ϕ(θ),
which implies KC⊥ , (pi, α) |= ϑϕ iff KC , (pi, α) |= θϕ. Consequently, we have:
Theorem 1. Given a finite tractable LKS K over a parameter set C and a
quantified SE-LTL formula ∀xk ϕ, for each path (pi, α) and a set of substitutions
R ⊆ [xkC⊥] such that R ⊇ %(pi,α),ϕ([xkC]),
K, (pi, α) |= ∀xk ϕ ⇔ ∀(θ ∈ R). KC⊥ , (pi, α) |= θϕ.
3.2 Parameter Abstraction for Parameterized Fairness
If we consider a parameterized fairness formula ∀xk ψ from Φ to Ψ , with ψ either
3Φ→ 3Ψ , or 3Φ→ 3Ψ , a set R with %(pi,α),ψ([xkC]) ⊆ R ⊆ [xkC⊥]
can be computed easily, since the abstraction with respect to Φ and Ψ , not
having temporal operators, depends only on the first step of (pi, α), namely,
a pair 〈pi(0), α(0)〉. For that reason, we can have the alternative definitions of
definable sets for propositions:
D〈s,A〉(p(xn)) = {θ ∈ [xnC] | θp(xn) ∈ L(s)}
D〈s,A〉(δ(xm)) = {θ ∈ [xmC] | θδ(xm) ∈ A}
Let p(s,A) denote the set of all paths (pi, α) such that pi(0) = s and α(0) = A.
For any path (pi, α) ∈ p(s,A), D〈s,A〉(p(xn)) (resp., D〈s,A〉(δ(xm))) is equivalent
to D(pi,α)(p(xn)) (resp., D(pi,α)(δ(xm))). If the operator ⊕ is extended to sets of
substitutions by I1 ⊕ I2 = {θ1 ⊕ θ2 | θ1 ∈ I1, θ2 ∈ I2}, given a boolean formula
Φ, the step-realized set R〈s,A〉(Φ) ⊆ [vars(Φ)C] is defined as follows:
– R〈s,A〉(p(xn)) = D〈s,A〉(p(xn)) ∪ {⊥xn}
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– R〈s,A〉(δ(xm)) = D〈s,A〉(δ(xm)) ∪ {⊥xm}
– R〈s,A〉(¬ϕ) = R〈s,A〉(ϕ)
– R〈s,A〉(ϕ1 ∧ ϕ2) = R〈s,A〉(ϕ1)⊕R〈s,A〉(ϕ2)
A step-realized set R〈s,A〉(Φ) covers any (abstracted) substitution θ ∈ [vars(Φ)
C⊥], in the sense that %(pi,α),Φ(θ) ∈ R〈s,A〉(Φ) for each path (pi, α) ∈ p(s,A).
A path-realized set R(pi,α),ψ of a parameterized fairness formula ψ from Φ
to Ψ is then defined by
⋃
i≥0R(pi,α),ψ(i), where R(pi,α),ψ(i) = R〈pi(i),α(i)〉(Φ) ⊕
R〈pi(i),α(i)〉(Ψ). The inclusion relation %(pi,α),ψ([xkC]) ⊆ R(pi,α),ψ can be shown
because it is actually the aggregation of all possible values of %(pi,α),ψ. There-
fore, %(pi,α),ψ(θ) ∈ R(pi,α)(ψ) for any substitution θ ∈ [vars(Φ) C⊥], and from
Lemma 1, we have the following localization lemma:
Lemma 3. Given a tractable LKS K over a parameter set C and a parameterized
fairness formula ∀xk ψ, for each path (pi, α) and substitution θ ∈ [xkC], there
exists ϑ ∈ R(pi,α),ψ such that KC , (pi, α) |= θϕ iff KC⊥ , (pi, α) |= ϑϕ.
Also, since the satisfaction of a parameterized fairness formula ψ does not
vary if we skip finitely many steps, from the above lemma, we can consider only
the set Rinf(pi,α),ψ of infinitely often path-realized substitutions, whose elements
belong to R(pi,α),ψ(i) for infinitely many i ∈ N. Note that Rinf(pi,α),ψ is actually
equal to R(pi,α)N ,ψ for a sufficiently large N ≥ 0 in which all substitutions with
finite occurrences are skipped. Let Rinfψ ⊆ [xkC] be the union of Rinf(pi,α),ψ for
each (pi, α) from a initial state of K. Accordingly, by Theorem 1, we then have:
Proposition 1. Given a finite tractable LKS K over a parameter set C, a pa-
rameterized fairness formula ∀xk ψ, and an initial state s0 of K, there is a finite
set Rinfψ such that K, s0 |= ∀xk ψ iff for each ϑ ∈ Rinfψ , KC⊥ , s0 |= ϑψ.
Therefore, given sets of parameterized strong/weak fairness formulas F andJ ,
we can construct an equivalent set of generalized strong/weak fairness formulas
Fˆ and Jˆ for each of the infinitely often path-realized parameters of K.
4 Automata-based Model Checking Algorithm
In the previous section we have shown that parameterized fairness can be reduced
to the equivalent finite conjunction of path-realized fairness instances. This sec-
tion presents an automata-based characterization of parameterized strong/weak
fairness in a state/event-based logic, and an on-the-fly model checking algorithm.
In the automata-theoretic approach, strong fairness conditions can be incorpo-
rated into the acceptance conditions of a Streett automaton.
Definition 4. A transition-based Streett automaton (Q,Q0, P,∆,F) is a 5-
tuple with Q a finite set of states, Q0 ⊆ Q a set of initial states, P an alphabet
of transition labels, ∆ ⊆ Q × P × Q a transition relation, and F ⊆ P(∆ ×∆)
an acceptance condition.
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A run of a Streett automaton S is an infinite sequence q0 l0−→ q1 l1−→ q2 l2−→ · · ·
of transitions starting from q0 ∈ Q0. A run σ is accepted by S iff for each pair
(G,H) ∈ F , whenever σ has transitions in G infinitely often, σ has transitions
in H infinitely often. Given two Streett automata S1 and S2, their synchronous
product S1 ×S2 is defined such that |S1 ×S2| = O(|S1| · |S2|) and L(S1 ×S2) =
L(S1) ∩ L(S2) [10]. Note that a Bu¨chi automaton B = (Q,Q0, P,∆, F ) can be
translated into an equivalent Streett automaton S(B) = (Q,Q0, P,∆, {(∆,F )}).
Given an LKS K = (S, S0,AP ,L,ACT , T ) and a set of generalized strong
fairness formulas6 G = {3Φi → 3Ψi | i ∈ I}, we can define a fair Streett
automaton SG(K) = (S, S0,P(AP unionmultiACT ), ∆,FG) such that:7
∆ = {s L(s)unionmultiA−−−−→ s′ | s A−→ s′ ∈ T}
FG = {(∆Φi , ∆Ψi) | i ∈ I}, where ∆Φ = {s B−→ s′ ∈ ∆ | B |= Φ}
Each path (pi, α) of an LKS K is in one-to-one correspondence with a run
pi(0) L(pi(0))unionmultiα(0)−−−−−−−→ pi(1) L(pi(1))unionmultiα(1)−−−−−−−→ · · · of the Streett automaton SG(K). Fur-
thermore, (pi, α) satisfies all fairness conditions of G iff the corresponding run
of (pi, α) is accepted by SG(K). Therefore, we can use a Streett automaton
SG¬ϕ(K) = SG(K) × S(B¬ϕ) to model check a SE-LTL formula in K under gen-
eralized strong/weak fairness conditions as follows:
Theorem 2. Given an LKS K, a SE-LTL formula ϕ, and a set of generalized
strong fairness formulas G, there is a Streett automaton SG¬ϕ(K) with size O(|K|·
2|ϕ|) such that L(SG¬ϕ(K)) = ∅ iff for each initial state s0, K, s0 |=G ϕ
Consequently, the model checking problem of SE-LTL formulas on a finite
tractable LKS K under parameterized strong/weak fairness conditions F ∪J is
reduced to the emptiness checking problem of the Streett automaton whose ac-
ceptance condition is defined by the generalized strong/weak fairness conditions
Fˆ and Jˆ obtained by instantiatingF andJ for each θ ∈ ⋃(∀xk ψ)∈F∪J Rinfψ .
We present an on-the-fly automata-based algorithm for parameterized fair-
ness, based on the emptiness checking algorithm for Streett automaton associ-
ated to the strong fairness conditions [10, 18]. The basic idea to check empti-
ness of a Streett automaton is to find a reachable strongly connected component
(SCC) that satisfies all Streett acceptance conditions [11]. An acceptance con-
dition (gi, hi) is satisfied in a SCC S iff there exists a transition s1
B−→ s2 in
S such that B |= gi implies the existence of some transition s′1 B′−→ s′2 ∈ S
such that B′ |= hi. Given acceptance conditions (g1, h1), (g2, h2), . . . , (gk, hk),
the emptiness checking algorithm is as follows:
1. Identify each SCC S of the automaton, typically using Tarjan’s algorithm,
or Couvreur’s algorithm [8] for early finding of SCC.
2. If S satisfies all Streett acceptance conditions, then we can generate a fair
cycle from S, e.g., by breadth-first search [18], and return a counterexample.
6 Generalized weak fairness 3Φ→ 3Ψ can be expressed by 3> → 3(¬Φ ∨ Ψ).
7 B |= Φ is defined inductively as follows: B |= p iff p ∈ B, B |= δ iff δ ∈ B, B |= ¬Φ
iff B 6|= Φ, and B |= Φ1 ∧ Φ2 iff B |= Φ1 and B |= Φ2, where p ∈ AP and δ ∈ ACT .
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3. If S is a maximal strongly connected component (MSCC)8 but some (gi, hi)
is not satisfied in S, then the bad transitions of S are identified, which
satisfy gi ∧ ¬hi and therefore prevent the satisfaction of (gi, hi).
4. If there are no bad transitions in S, then go back to Step 1 to check the next
SCC, since some acceptance condition cannot be satisfied on S. Return true
if no SCC remains.
5. Otherwise, traverse S again except for bad transitions, which leads to divid-
ing S into multiple smaller subcomponent with no bad transitions. Go back
to Step 1 to check each subcomponent recursively one by one.
However, the above algorithm cannot model check parameterized fairness on-
the-fly, since we have to traverse the entire state space first to determine all
instantiated fairness conditions for parameterized fairness.
The key to our on-the-fly algorithm for parameterized fairness conditions
∀xk1 ψ1, . . . ,∀xkn ψn is to keep track of path-realized substitutions for each ψi,
1 ≤ i ≤ n, in each SCC S. Let RS,ψi denote the union of all step-realized sets
of ψi for each transition in S. Since S involves all paths of an automaton whose
infinite suffixes are included in S, each infinitely often path-realized substitution
of such paths is contained in RS,ψi . Thanks to the localization lemma, we only
need to check fairness instances of ψi from RS,ψi in order to determine the
satisfaction of ∀xki ψi on the paths, so that fairness instances are localized to S.
That is, to decide if parameterized fairness conditions ∀xk1 ψ1, . . . ,∀xkn ψn are
satisfied on S, it is enough to consider the set of fairness instances
⋃
1≤i≤n{θψi |
θ ∈ RS,ψi}, which can be easily computed on-the-fly from the given SCC S.
A Streett automaton emptiness check can be determined in time O(|F|·(|Q|+
|∆|)) [10]. Thus, the time complexity of model checking a SE-LTL formula ϕ on
K with parameterized fairness conditions is O(f ·r · |K| ·2|ϕ|), where f and r are,
respectively, the numbers of parameterized fairness conditions and of infinitely
often path-realized parameters in K. That is, f = |F ∪J |, and r = |R|, where
R =
⋃
(∀xk ψ)∈F∪J R
inf
ψ .
5 Parameterized Fairness Case Studies
This section shows how our framework for parameterized fairness can be ap-
plied to a wide range of modeling applications, especially including nontrivial
parameterized fairness assumptions, using rewrite theories. A rewrite theory is a
formal specification of a concurrent system [19], by which many concurrent sys-
tems such as actors, process algebras, Petri nets, and the semantics of concurrent
programming languages can be naturally described.
A rewrite theory is a triple R = (Σ,E,R) such that: (i) (Σ,E) is a theory in
membership equational logic [6] with Σ a signature9 and E a set of conditional
equations and memberships, and (ii) R is a set of (possibly conditional) rewrite
rules specifying the system’s concurrent transitions between states, written l :
8 A MSCC is a SCC such that there is no other SCCs containing it.
9 i.e., Σ is a set of declarations of sorts, subsorts, constants, and function symbols.
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q → r, where l is a label, and q and r are Σ-terms. The set of concurrent states
is specified as an algebraic data type TΣ/E , i.e., each state is an E-equivalence
class [t]E of ground terms. Each rule l : q → r specifies a one-step transition
from each state t[θq] containing a substitution instance θq of q to the state
t[θr] where θq has been replaced by the corresponding instance θr, denoted by
t[l(θ)] : [t[θq]]E →R [t[θr]]E , where t[l(θ)] is called a one-step proof term.
Given a rewrite theory R = (Σ,E,R) with an initial state [t]E , the associ-
ated (tractable) LKS can be generated to model check SE-LTL properties [2].
State propositions, possibly parametrized, should be declared as operators of
sort Prop, and their semantics should be given by (possibly conditional) equa-
tions of the form tState(x
k)|= p(xn) = true, which defines that in each state
θtState(x
k) instantiated from tState(x
k) with a substitution θ, the instance propo-
sition θp(xn) holds iff θ(tState(x
k)|= p(xn)) evaluates to true. Event proposi-
tions, also possibly parameterized, can be declared as operators of sort Action
by the similar setting, using one-step proof terms as actions. For each equation
tState(x
k)|= p(xn) = true of a state proposition p(xn), if xn ⊆ xk, then the
equation can have only a finite number of matching instances with respect to
a fixed ground state term, and therefore p(xn) becomes tractable. Similarly, a
parameterized event proposition e(xm) also gets to be tractable if xm ⊆ xk for
each corresponding equation of the form tProofTerm(x
k)|= e(xm) = true.
Evolving Dining Philosophers Problem. We illustrate a rewrite theory
specification with dynamic parameterized fairness by means of the Evolving
Dining Philosophers problem [16]. This problem is similar to the famous Dining
Philosophers problem, but a philosopher can join or leave the table, so that
the number of philosophers can be dynamically changed. In this problem we
cannot decide the total fairness conditions at the outset, since they depend on
each philosopher. Although there is no limit to the number of philosophers in
the original problem, we can give an unpredictable bound using the Collatz
problem [9]. There is a global counter that symbolizes a philosophical problem,
and philosophers keep thinking the problem by changing the number n to: (i)
3n + 1 for n odd, or (ii) n/2 for n even. New philosophers can join the group
only if the global number is a multiple of the current number of philosophers. We
assume that only the last philosopher can leave the group. To keep consistency,
whenever a philosopher joins or leaves the table, the related chopsticks should
not be held by another philosopher.
Each philosopher is represented by a term ph(I, S, C), where I is the philoso-
pher’s id, S is a status, and C is the number of chopsticks held. Similarly, a
chopstick is represented by a term stk(I). The state is a triple < P, N, CF > with
P a global counter, N the number of philosophers, and CF a set of philosophers
and chopsticks. The behavior of philosophers is then described by rewrite rules
in the Maude language, specifically:
rl [wake ]: ph(I, think, 0) => ph(I, hungry, 0) .
crl [grab ]: < P, N, ph(I, hungry, C) ; stk(J) ; CF >
=> < P, N, ph(I, hungry, C + 1) ; CF > if J == left(I) or J == right(I, N) .
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crl [solve ]: < P, N, ph(I, think, 0) ; CF > => < Q, N, ph(I, think, 0) ; CF >
if P > 1 /\ Q := collatz(P) .
crl [leave ]: < P, N, CF ; ph(N, think, 0) ; stk(N) > => < P, N - 1, CF > if N > 2 .
A philosopher is eating whenever it holds 2 chopsticks, which is expressed by
the state proposition eating(I). To prove the liveness property 3eating(1), we
need weak fairness for the wake rule and strong fairness for the grab rule
for each philosopher, given by the following parameterized fairness formulas:
∀I. 3enabled(wake(I))→ 3wake(I) and ∀I. 3enabled(grab(I))→ 3grab(I).
We can model check 3eating(1) under the above parametrized fairness con-
ditions in our framework, since the state-space is finite and the propositions in
the above fairness formulas are tractable. That is, a variable I of each propo-
sition is included in either the state term or the one-step proof term for each
corresponding satisfaction equation, in particular:
eq < P, N, ph(I,think,0) ; CF > |= enabled(wake(I)) = true .
eq {’wake : ’I \ N ; SUBST} |= wake(N) = true .
Balanced Sliding Window Protocol. In this example we show how a liveness
property of a nontrivial system with an unbounded number of fairness assump-
tions can be simply verified under parameterized fairness. The balanced sliding
window protocol is a symmetric protocol that allows information to be sent re-
liably in both directions. The verification task for the balanced sliding window
protocol is not simple, since the specification involves unbounded queue data
structures and dynamic fairness conditions.
The balanced sliding window protocol description is as follows [24]: there
are two entirely symmetric processes p and q connected to each other through
a lossy channel. Packets exchanged by the processes are pairs [i, w] with i an
index number and w a data word. Process p contains an array Ip of packets
to be sent, another array Op of items to be received, and a FIFO queue Fp of
packets in transit to be received. Process p also has four variables to describe
a state of the process as follows: sp the lowest index of packet not yet received
from the other process, ap the lowest index of packet sent but not yet acknowl-
edged, lp a fixed bound allowing sending packets before being acknowledged,
lq a bound of the other process. A state of Process p is defined by a tuple
[p : sp, ap, lp, lq, Ip, Op, Fp]. Then, the behaviors of this protocol are specified by
the following rewriting rules:
crl [snd ]: [P : SP, AP, LP, LQ, IP, OP, FP] & [Q : SQ, AQ, LQ, LP, IQ, OQ, FQ]
=> [P : SP, AP, LP, LQ, IP, OP, FP] & [Q : SQ, AQ, LQ, LP, IQ, OQ, FQ [J, W]]
if SP + LP > AP /\ ([J, W] ; MAP) := IP < AP : SP + LP - 1 > .
rl [rec ]: [P : S, A, LP, LQ, I, O, [J, W] FP]
=> if $hasMapping(O, J) then [P : S, A, LP, LQ, I, O, FP]
else [P : 1st-undef(O;[J, W]), max(A, J - LQ + 1), LP, LQ, I, O;[J, W], FP] fi .
rl [los ]: [P : S, A, LP, LQ, I, O, L [J, W] G] => [P : S, A, LP, LQ, I, O, L G] .
The liveness property we are interest in is that all messages are eventually
delivered, given by the LTL formula 3success. Since the number of states are
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infinite due to the unbounded queue, we apply equational-abstraction [21] to
collapse the set of states to a finite number by identifying repeated packets.
However, we need weak fairness conditions for the sending of a packet for each
process, and strong fairness conditions for the receiving of each packet by the
process. At the level of the abstracted system all these fairness requirements
are captured by the following generalized parameterized fairness conditions that
only use state propositions: ∀(P, I, W).3in-fifo(P, I, W) → 3in-rec(P, I, W) and
∀(P, I, W).3enabled(snd(P,I,W))→ 3in-fifo(other(P),I,W).
Again, we can apply our framework to model check 3success under the above
parameterized fairness conditions, since the propositions in the fairness formulas
are tractable, owing to the fact that each variable in the propositions is included
in either the state or the one-step proof term for the corresponding satisfaction
equation, such as:
eq [P : SP, AP, LP, LQ, IP, OP, L [I, W] G] & PROC |= in-fifo(P, I, W) = true .
eq [P : SP, AP, LP, LQ, OP, M ; [I, Q] ; N, FP] & PROC |= in-rec(P, I, Q) = true .
6 Experimental Results
We have implemented our algorithm in the Maude system by extending the
existing state/event-based LTL model checker [2]. We have compared it with
other explicit-state model checkers, such as PAT [23] and SPIN [14]. We then
have tested our algorithm on complex examples involving dynamic fairness con-
ditions. The experiments in this section were conducted on an Intel Core 2 Duo
2.66 GhZ with 8GB RAM running Mac OS X 10.6. We set a timeout of 30
minutes for the experiments.
To evaluate our algorithm comparing it with other tools, we use the clas-
sical Dining Philosophers problem with the liveness property 2¬deadlock →
3eating(1), where deadlock is considered as an event proposition.10 In order
to estimate how the parameter computation affects the performance, we have
tested two different algorithms: MaudeP is the model checking algorithm for
parameterized fairness, and MaudeF is one for ground fairness where MaudeP
is implemented on top of it. Table 1 shows the verification results for each tool,
where “N” is the number of philosophers, and “Time” is the runtime in seconds.
We can observe that in the weak-fairness case, our algorithm is comparable to
Spin, and for the strong/weak fairness case, it shows similar performance with
Pat, even though the abstracted parameter computation is involved. Note that
for Spin we had to encode strong fairness conditions into the corresponding LTL
since Spin only supports weak fairness.
Most interesting cases respecting parameterized fairness are models with dy-
namic fairness which cannot be easily predicted from the initial state, e.g., the
examples in Sec. 5. In this case, however, we do not include the comparison
with the other tools, since the fairness specification in such tools is difficult by
reason of dynamic controls and complex data structures. Table 2a presents the
10 For the cases of Pat and Spin, we use a modified deadlock-free version.
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Table 1: Dining Philosophers for the property 2¬deadlock → 3eating(1)
Fairness N
MaudeP MaudeF Pat Spin
States Time States Time States Time States Time
Weak Only
(Counter Example)
6 913 < 0.1 913 < 0.1 1596 1.0 672 < 0.1
7 2418 0.2 2418 0.1 5718 5.1 2765 0.2
8 11092 1.2 11092 0.9 21148 33.5 9404 0.8
Strong/Weak
(Valid)
6 5777 5.0 5777 1.8 18101 3.9
> 30 minutes7 24475 22.7 24475 11.5 69426 16.1
8 103681 98.0 103681 77.6 260998 79.0
Table 2: Results for models with dynamic parameterized fairness
(a) Evolving Dining Philosophers
C. Nr. States Time #Fairness
6 10532 3.6 10
18 86563 44.5 12
30 86387 47.5 12
42 13258 47.3 10
48 61751 31.1 12
54 697835 385.9 12
(b) Bounded Sliding Window Protocol
Size Bound States Time #Fairness
3 1 420 0.2
123 2 1596 1.7
3 3 4095 5.7
5 1 6900 5.5
205 2 32256 42.6
5 3 123888 223.8
model checking results for the evolving Dining Philosophers problem from the
several initial Collatz numbers, where“#Fairness” is the total number of fairness
instances generated during model checking. The results for the bounded sliding
window protocol are provided in Table 2b, with different input array sizes and
window bounds. In both cases, considerably large numbers of fairness constraints
are automatically constructed, and verified within reasonable times.
7 Conclusions
The general fairness framework presented here is based on parameter abstraction.
It can be used to specify and verify a large class of fairness constrains that can be
expressed by parameterized fairness. We have presented an automata-theoretic
on-the-fly algorithm to model check SE-LTL properties under parameterized
fairness conditions, and have shown that it has reasonable performance when
compared to other existing model checkers that support fairness. Furthermore,
it answers the question of how to verify (generalized) strong/weak fairness con-
ditions for dynamic systems, in which the number of relevant parameter entities
cannot be predicted. We have shown two case studies that require a dynamic,
and unpredictable number of fairness conditions, which would be hard to handle
by other tools.
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