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Given the location of the zeros and poles of a rational function, we find a region 
that must contain at least one zero of the derivative. In some cases our results are 
best possible. 6 1988 Academx Press, Inc. 
1. INTRODUCTION 
The Ilief-Sendov conjecture concerns the way that a fixed zero of a 
polynomial P(z) attracts a zero of the derivative P’(z). Specifically it states 
that if all the zeros of P(z) lie in E: (zl s 1 and z = a is any one of these 
zeros, then P’(z) has a zero [ in the disk Iz - al 5 1. There are quite a few 
papers on this conjecture [l, 31, but it still remains unsettled. The author 
[Z] proved this conjecture in the special case that Ial = 1. Indeed the 
correct region for < is much smaller than that proposed by the conjecture. 
If P( 1) = 0, then he proved that P’(c) = 0 for some c in the disk lz - 41 5 +. 
Based on this result Schmeisser [S] and Ratti [2] proposed the sharper 
conjecture that if P(a) = 0 with la\ < 1, then P’(c) = 0 for some c in the disk 
lz-a/21 s 1 - 1~112. However, Michael Miller [3] showed that this 
Ratti--Schmeisser conjecture is false. 
In this paper we consider a similar problem for rational functions and we 
obtain sharp results in some special cases. 
2. NOTATIONS AND NORMALIZATION 
Throughout this note, R(z) is a rational function with all of its zeros in i? 
and one simple zero on the boundary. Without loss of generality we may 
rotate the complex plane and hence we assume that R(z) has a simple zero 
at z = 1. Then R(z) has the form 
R(Z)p-l)n;=I (z-~k)=N(Z), 
rIT= 1 (z-h) D(z) 
nz 1. (2.1) 
447 
0022-247X/88 $3.00 
Copyright 0 1988 by Academic Press, Inc. 
All rights of reproductmn in any form reserved. 
448 A. W. GOODMAN 
Any cancellation possible in (2.1) has already been done, and hence 
{uk} n {hk} is empty. Further, we assume uk # 1 for k = 1,2, . . . . tz, and 
b, # I for k = 1, 2, . . . . m. 
Our objective is to study the influence of the simple zero at z = 1 in 
attracting a zero of R’(z). Thus we wish to determine a minimal region that 
must always contain at least one zero < of R’(z). We will see that 
the presence of multiple zeros in the denominator of (2.1) presents a
complication that must be handled with care. 
Following the method introduced by the author in [2] we will transfer 
the problem to the w plane using 
1+; L1’- 1
u’=1_z> ;z--. w+l (2.2) 
The quantity that corresponds to S(z) under (2.2) will be denoted by s(w). 
3. THE BASIC EQUATIONS 
We assume first that all the poles of R(z) are simple. Then (2.1) yields 
(3.1) 
Then R’(c)=0 iff the right side of (3.1) is also zero. If we subject (3.1) to 
the transformation (2.2), then the condition R’(z) = 0 leads to 
w+l n (w+ i)(A,+ 1) m (w+ l)(Bk+ QEO 
-2+,;, 2(w-A,) -,;, 2(w-B,) ’ 
(3.2) 
where ak= (Ak- l)/(A,+ 1) and b,=(B,- l)/(Bk+ 1). The common 
factor (w + 1)/2 in (3.2) corresponds to z = cc under (2.2) and hence may 
be safely dropped. If we add and subtract l’s in suitable places we have 
or 
(3.3) 
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Thus the zeros of R’(z) go into the roots of (3.3), and the simple poles of 
R(z) become the simple poles of 
R(w) = rI;r.=, (W--Ak) NW) 
(w+ l)l+“-m 
n2 1. 
rI:=, (-k)-3g - 
(3.4) 
Here we are assuming that 1 + it - m >O. If q,, yap, ... . qn+m are the roots 
of (3.3) then these numbers are also roots of iT’( w) = 0. Suppose that 




B(w)= (w+ l)l+n-m kc, (W-Bk) 
+w+l)‘+“P”(w”+C;P1w”-‘+ . ..). (3.6) 
Then a brief computation gives 
Bp-fib’=(w+ 1)n-m [-wWm+n+(~-m-2C,~,)w”+“~‘+ . ..I. 
(3.7) 
If 1 +n-m=O, the factor (w+ 1) l+n-m in (3.4) becomes 1 and in this 
case 
fjjq-fiDl= -)3L2C,p,w2”-q . . . . (3.8) 
Finally if l+n-m<O, the factor (~+l)‘+~~~ in(3.4) moves to the 
numerator. With suitable changes in (3.5) and (3.6) we find that 
n- ‘+ . ..I. 
(3.9) 
Since 
cm-l= - i A,, 
k=l 
Eq. (3.9) yields 
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Since Re A, 2 0 for all k, Eq. (3.11) tells us that for some ylk denoted by q* 
we have 
(3.12) 
The expression (3.9) also leads to (3.12). If m = n + 1, then (3.8) yields 
Re rl* 20 rather than (3.12). 
THEOREM 1. Suppose thaf i?(w) is given by (3.4), where { Ak} n 
{Bk}=@, ReA,zO,fiv k=1,2 ,..., n  A,, B,# -1, and the B, are all 
simple poles. Then R’(w) has at least one zero q* .for which (3.12) holds (f 
m#n+ 1. If m=n+ 1, then i?‘(w) has at least one zero q* with Rer*zO. 
If we return to the z-plane using (2.2) we have 
THEOREM 2. Suppose that R(z) is gioen by (2.1), where { ak } n 
{bk} = @, lakl =< 1, ,for k= 1, 2, . . . . n, ak, h, # I, and the bk are all simple 
poles. If m #n + 1, then R’(z) has at least one zero [* in the disk 
(3.13) 
If m = n + 1, then there is at least one zero of R’(z) in i?. 
We observe that in Theorems 1 and 2 the poles of the rational function 
do not enter in the determination of the region in which at least one zero of 
the derivative must lie. We also note that the region is the same in the two 
cases m=n and m=n+ 1. 
4. A DANGER SPOT 
In both Theorems 1 and 2 we demanded that the poles of R be simple. 
To understand the need for this condition, we look at the example function 
z4- 1 
Nz)=(--- 
(z- l)n:=, (Z-Qk) N(z) 
(z-b)4 -D(z)’ (4.1) 
where we have a fourth-order pole at z = b. Here m = 4, n = 3, and 
m = n + 1. For this function 
bz’- 1 
R’(z)= -4(z-b)5. (4.2) 
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Thus if Jb( < 1 all of the zeros of R’(z) lie outside i?, contrary to the 
assertion of Theorem 2. 
The source of this difficulty iseasy to locate. In the computation of R’(z) 
from (4.1) a factor (z - ~5)~ disappeared on cancellation. However, if we 
look at D(z) N’(z) - N(z) D’(z) these zeros at z = b are still present. But 
this is just the expression that was treated in Eqs. (3.7), (3.8), and (3.9). 
Thus we can modify Theorems 1 and 2 to allow for poles of higher order. 
THEOREM 3. Suppose i?(w) is given by (3.4), where { Ak} n { Bk} = (21, 
ReA&Ofork=1,2 ,..., n and Ak , B, # - 1. If m # n + 1, then the equation 
B(w) iv(w) - R(w) B’(w) = 0 (4.3) 
always has at least one root n* with Re r~* 2 (n -m)/(n + m). If m = n + 1, 
then there is at least one root with Re q* 10. 
THEOREM 4. Suppose that R(z) is given by (2.11), where { ak} n 
jbkj = 0, \a,1 5 1, for k = 1,2, . . . . n and a,,b,#l. If m#n+l, then the 
equation 
D(z) N’(z) -N(z) B’(z) = 0 (4.4) 
has at least one root in the disk (3.13). If m = n + 1, then Eq. (4.4) has at 
least one root in E. 
5. ARE THE REGIONS BEST POSSIBLE? 
Since Theorems 3 and 4 are equivalent it is sufftcient o consider 
whichever one is more convenient. In this situation we look at Theorem 3. 
Suppose first hat m = n. Set 
W(w) = 
(w - Ai)” 
(w + l)(w- Bi)“’ 
AZB, (5.1) 





As B -+ A, we have in the limit 
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which has all of its 2n zeros at 7 = Ai. Since the zeros of a manic 
polynomial are continuous functions of the coefficients, we can make all of 
the zeros of (5.2) arbitrarily close to M‘ = Ai, by selecting B sufficiently close 
to A. This proves that the region Re ye 2 0 is best possible, because it 
cannot be reduced by deleting any neighborhood of any point on the 
boundary without making the assertion false. 
If nz = n + 1 set 
(w- Ai)” 
R(wJ=(w-B~)“+,’ A#& 
where A and B are real. Then 
bp-flb’=(w-Ai)“(w-Bi)“-I[-w+{(n+l)A-nB}i]. (5.4) 
Here, all the zeros satisfy Re v = 0, and as B--t A all of the zeros approach 
r] = Ai. Just as before the region Re q 2 0 is best possible. 
If m #n, n + 1, I have not been able to prove that the regions (3.12) 
and (3.13) are best possible, and it is my feeling that these regions can be 
replaced with smaller ones. 
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