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A MONTE CARLO STUDY OF COMPLEX FINITE
DISTRIBUTED LAG STRUCTURES
BY MALCOLM COHEN, ROBERT Gu.1JNGIIA\t, AND DALE HEILN*
This article uses Monte Carlo methods to assess the effectireness of estimation techniques for deterniiniig
lag structures. We conclude that for the power estimator approximation of the pa1 vnomial. both the R2
criterion and the't statistics are of only marginal help in determining the correct length or shape of the lag
structure. Restriction of sonic weights to zero proi'ides sonic indication of the oterall correctness of th
specification. Howecer, without a priori knowledge, it is impossible to dererniine whiher the restriction
compensates for nusspeczfication in the rariabie se or tue length of the lag.
1. INTROI)UCTION
Early works involving distributed lag functions made highly restrictive assump-
tions regarding the form of the lagged response. Fisher 15] assumed declining
arithmetic weights. Koyck [8]specified declining geometric weights. Recent
researchers have avoided these over-restrictive assumptions in order to fit the
real world into the framework of a lag model. Jorgenson [7] developed an
estimation technique which requires only that the distributed lag function be a
ratio of two polynomials. Almon [1] developed a technique which requires the
function to be finite. Despite their increased generality, these new techniques still
require prior specification regarding thetrueshape and length of the lag under
consideration. However, econometricians usually have very little theoretical
justification for assuming any particular shape and length of lag structure.'
The purpose of this paper is to assess, using Monte Carlo methods, whether
estimation techniques can be used to detect the true shape and length of a par-
ticular type of underlying lag structure. A common but cumbersome technique
used to estimate lags is the Almon technique which involves Lagrangian inter-
polation. A power series approximation has been suggested as an alternative but
simpler means of estimating distributed lags. This alternative and some computa-
tional problems in its use are discussed in the next section. The third section
provides a discussion of the design of our Monte Carlo experiments. Section four
presents an analysis of the results.
II. THE POWER ESTIMATOR
Almon [1] has suggested an estimation technique for approximating any
finite distributed lag using Lagrangian interpolation. A simple and equivalent
method is outlined here.2
Let,
(1) yr='I' 1 it - I +t t=l.....T
1=0
* The authors are indebted to Lester Taylor for comments on an earlier draft of the paper. Uosever,
the authors alone are responsible for any errors.
See Griliches [6] for a brief discussion of this problem.
2This presentation is drawn largely from Tinsley [10].
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where Tis the number of observations on v and v. N is the length oh the lag,ii is a
random cr1-or term with /en) iflC.IU, constant 'ariance (a) and lerocarc




We take the w7's to lie on a function which can he approsimateclhthe Kth
order polynomial,
w = in0 -f- + 0171 ± --- + fllAl i = U V
Given (4) equation (I) can he rewritten in matrix notationas,
= X Pin + r
where X is a 7 x N matrix of current and successive laggedvaluesf \:i is a
T xIvector of observations onv,u is a T xIvector of random errors, in isa K xI vectorofpolynomial coefficients, P is a power matrix definedas
iJ.,="1=0,1------VI:j=0.1..., K.3




where w = Pni. If the weights definedby (4) lie exactly on the approximating
polynomial and all the customary leastsquares assumptions are met, then
= w*.
The variance covariance matrixofPm will be
var(w*)= a2P(PX'vp) IP.
Generalization of this presentationto allow for a constant term and additional
variables is straightforward.
In general, the vectors of thematrix XP will be highly multicohhinear and of
substantially different magnitudes.Hence P'XXP will he difficultto invert
accurately, with a danger thatrounding errors may obscure the results.Tests
suggested by Longley [9] andothers confirmed the ill-conditioningofour trans- formed matrix. Toovercome this problem we used the Grani-Schrnjdtortho-
normalization process and highprecision arithmetic to estimate the inverse of the
We employ the cOflveflt ion that 00= 1.
54transformedtnatrtx.4We caution other researchers engaged in dtstnhuted lag
estimation using the power estimator that problems of nuntericat accuracy arc
likely to be acute. Warnpler [12] provides a description of the relative accuracy of
the most popular inversion algorithms. Rounding errors in the Almon technique
which involves even mote computations are likely to he as severe.
Ill. Dt.Si;OF liiivIONlFC'\RE) EXl'lRIMENIS
In order to perform the Monte Carlo experiments, we compute for an' given
lag structure and length of lag a set of observations on the dependent variable
according to
(10) ', = ;'± wx+ ',;,I =h.. T.
The variables v andare time series data on Corporate Profits After Taxes and
Gross National Product. The coefficients ;'andi2 wereobtained from an
untagged regression of Gross Private Nonresidential Investment on x and
Their values are ''= 69.8133, ,'0.3826, and ''= 0.832. In the experiments,
runs quarterly from 1951 LV to 1967 IV with additional observations on x
depending on the length of the lag. Corporate Profits was chosen as the lagged
variable sinceitis less autocorrelated than GNP. Distributed lags on non-
autocorrelated variables should be easier to detect since the effect of each individual
weight will be more pronounced. Next a set of random error terms were added to
the dependent variable in (10), for each replication within a given Monte Carlo
experiment. These pseudo-random errors were generated by a computer sub-
routine written at the Bureau of Labor Statistics. The method used is derived
from an algorithm developed by Behrenz [2], while the approach suggested by
Box and Muller [4] is used to obtain a normal distribution. The first two sample
moments of the generated numbers are tested within the program to insure
normality. The number of replications was set at 100 aFter determining that this
number would provide stable estimates of the parameters to be analyzed. Two
series of experiments using two distinct lag structures were performed. In each
series, true weights were chosen which lie on a polynomial of known degree K
and which satisfy the condition w1 = 1. Series A, using a quartic lag, was
designed to test for the effect of misspecifying the degree of the approximating
polynomial. The assumed degree is denoted as k to differentiate it froiri the true
The GS process substitutes a sophisticated form of elimination procedure for the solution of the
matrix of inner products as in more conventional regression techniques. Hasically, it operates directly
on the sectors of .V, taking each in turn and eliminating its influence from the rernainirsg vectors.It
differs fromstraightiorward elimination procedures in that it does not take the dependent variable (v)
into account at all stages, but rather tIrst transforms the vectors of X to have zero intercorrelations---
in this way dealing s%iln the problem of niulticollinearity. From a numerical standpoint, the electronic
computer cannot carry the same number of decimals in all stages of calculation. It thus appearsbeneficial
when there is wide size variance in the vectors to precondition the matrix by subtracting out integer
means converted to floating point, negative integer means being inserted in the first row of theidentity
matiix. This step greatly reduces the incidence of computer round-oil error. The interested reader
should see Longley [9], Walsh [II], Wampier [12], and Yule and Kendall [13], for more details. The
use of GS as the inversion algorithm is equivalent to using the transformationsuggested by Tinsley [10]
for generating an orthonormal set of weighting vectors.
55degree K. Throughout this series the assumed length oflag (ii) wasCorrectly specitied as the true length (N). Series B, using quadraticlag structurewas
designed to test for the eflèct of misspecifving the lcngthof Lig. Throughoutthis series the assumed polynomial degreewas correctly specified as 2.lIoth series
of experiments were run using two different variancesfor the Monte Carloerror
vector. The two values of .2 were designed to provide, tindercorrect SpecIfic1t)fl
average R2's of approximately 0.95 and 0.80. For eachvariance, experiments
A and B were run for all combinations of(a) restricting (R) and notrestricting
(NR) the nth weight to zero and (b) not rnisspecifying(NM) and Iflisspecifying(M) the variable set by omitting 2.
In each experiment we calculated fromthe 100 replications themean, standard
error, and f-ratio for /1. th,, and the's. In addition we report themean R2 and a
goodness of fit statistic definedas:
-1
(II) G = -w)
where7is the mean of the non-normalizedweights over the 100replications andis the mean ofcomputed from the 100 replications,and w1 is the true
weight. Since iv= y w1 and = I.= . The calculation in (Ii) is




computed for each regression. Both thenumerator and denominator in (Ii)are computed across all 100 regressions.The smaller G, the better thefit. We also computed R2 and a Durbin Watsonstatistic. These statisticsare discussed when they have special importance.
Before reporting the results,note that applying the restrictionw = 0 to the
estimated relation can result ina zero variance for a particular weight,or a con-






If w = 0, we can subtract(12) from (13)to eliminatein0, leaving
iii).
If, for example, k= 2 and ii = 4 then
= - 10th1- 50th
-= - 5th2
and thus w1= 0.3 and w7 - 0.1, each havingzero variance.
56IV. ANALYSIS OF TIlE RESULTS
Experiment A.Experiment A deals with theproblems which arise frommis-
specifying the degree of the approximatingpolynomial. The power estimator
reduces the number of independentvariables to be estimated whenk+ I < it.
However ifk< K the approximation mayresult in an unsatisfactory fit. Experi-
ment A is designed to detect the consequencesof such misspecification. The
results of specifying k also are noted. Table I provides atabulation of sum-
mary statistics for theMonte Carlo runs of Experiment A.
TABLE I
EXPERIMENT A---VARY!NG DEGREE ot APPROxIMAtINGPOLYNOMIAL
Summary Statistics
*NM --The equation was not misspecified.
NR --The last weight was not restricted to zero.
M The equation was rnisspecitied.




G- - is defined in the textequation (II).
The combinationofexperiments shown in Table I was runforthree different
specifications for the degree of theapproximating polynomial. The detailed
results for these experiments arepresented in Table II. We would expect,and do
in fact, obtain, the best results (asmeasured by the lowest G) when k=K=4
and with a full set of independentvariables. In addition, a very good fit isobtained
when k=6, the equation is not misspecified,andw,is restricted to zero. Lowering
the error variance has little effect onthe goodness of fit unless the equationis
appropriately specified. Here, however,the percentage improvement of G is large
but the absolute decrease in 6 issmall. None of the approximatingpolynomials
give good estimates of the complicatedlag structure when a variable isomitted
from the equation. Restricting w to zeroimproves the goodness of fit when
k and the lag structure thus hassufficient degree to simulate thepolynomial.
The truly interesting questionfrom Tables I and II is whether theregression
statistics produced by the experiments canlead us to the correct specificationof the
lag structure without prior knowledgeof K and N. Table I demonstrates thebasic
insensitivity of the R2 criterion to changesin either the parameter k orrestriction
57
k=2 k=4 k=6
* Ft2 G C
NM-NR 0.946 0.0224 0.946 0.0033 0.950 0.0174
NM--NR 0.817 0.0190 0.823 0.0134 0.828 0.0240
NM-R 0.943 0.0884 0.946 0.0007 0.949 0.0053
NM-R 0.812 0.0893 0.815 0.0017 0.82) 0.0055
M-NR 0.913 0.1078 0.919 0.1281 0.921 0.1638
M-NR 0.789 0.1068 0.792 0.1322 0.799 0.1698
M--R 0.912 0.1019 0.915 0.0959 0.917 0.1190
M-R 0.781 0.0999 0.791 0.0919 0.801 0.1135TABLE II
ExPERIMENr A-- VARYING DEGREE OF APPROXIMATING PWYNOMIAI
True and Estimated Weights'
* See Table I for glossary of abbreviations,
of the last weight tozero, although it is helpful at the more basic level ofspecifying
the variable set. The R2 criterionis of little help in choosing thecorrect degree of
the approximating polynomial.
The standard errors for both thepolynomial interpolation coefficients (the
th1's) and the non.normaljzed weights
('s) are derived from the varianceco-
variance matrix for the interpolationcoefficients. The rnulticollinearity of the
independent variables (to beexpected in time series analyses)causes the elements
of this matrix and thus bothsets of standard errors to be relatively large. This
effect is especiallypronounced for the interpolation coefficients.When k = K = 4,
they exceed their standarderrors only when there is an omitted variable, and.
even in this case for only four out of thetwenty coefficients. The non-normalized





























I0.2059 N= 110.22900.20980.2011 0.18600.15100.15620.14920.1531





70.0000 0.03910.04760.02940.03890.0595 0.05620.06210.0596 8 -0.0754 -0.0328-0.01710.01570.02470.04740.04430.04680.0445 9 -0.1194 -0.1163-0.09240.00620.0135 0.03610.03380.03140.0295 tO -0.1050 -0.2113- 0.17850.00100.0053 0.02580.02470.01580.0147
O0.1511 0.12250.2154 0.14730.15000.2031 0.19270.143901321
10.2059 N=1I 0.22600.17180.20660.19540.10960.10890.15430.1592
20.2389n = II0.27010.18360.23740.22360,09680.10000.14770.1574
30.2430 K =40.2648 0.20530.23710.2274 0.1 1470.11830.13130.1388 40.2160k = 40.2214 0.20620.20680.2038 0.12890.13110.11050.1131 50.1606 0.15190.17090.1511 0.1547 0.12010.12030.08950.0872 60.0845 0.06900.09870.0783 0.08650.08400.08290.07090.0656 70.0000 -0.01370.00380.00040.01000.03200.03050.05570.0503 8 -0.0754 -0.0816-0.0844 -0.0674-0.0592-0.0097-0.01020.04360.0406 9 --0.1194 -0.1194 -0.1219 -0.1057-0.1011 0.00010.00200.03280.0332 10 -0.1050 --0.1110-0.0495-0.0923--0.0911 0.1 199012340.01980.0225
00.1511 0.20360.13170.14340.1177 0.23270.26290.19290.1549
10.2059 0.15160.22470.25820.21230.02280.00880.10440.1414 20.2389 N= Ii0.24640.27600.24120.2201 0.1333 0.10840.10160.1172 30.2430it =Ii0.25710.23330.20930.22240.17380.16470.12890.1163 40.2160 K=40.19110.16080.18580.2221 0.12290.13050.14130.1226 50.1606 k=60.12030.12060.15350.1948 0.07170.07940.11860.1118 60.0845 0.08080.11420.09370.t232 0.07070.06490.06780.0759 70.0000 0.0414 0.0811 0.00710.01640.07840.06630.01790.0315 8 -00754 0.0558-0.0430-0,0794 -0.08840.01360.02140.00330.0110 9 --0.1194 -0.1846 -0.2109-0.l227 -0.1395-0.0906 -0.05300.03890.0371 10 -0.1050 -0.0520 -0.0885 -0.0900 -0.1012 0.17070.14570.08440.0803predominant in the first (positive) portion of the lag structure. However, with
k = K = 4, an estimated weight exceeds twice its standard error only once, unless
the standard error is decreased by either (I) restriction of w,, to zero, or (2) omission
of an independent variable. In other words, the size of the standard errors makes it
difficult to determine even the sign of either an interpolation coefficient or a lag
weight.
TABLE ill





0 0.0578 0.1189 0.0550 0.0573
(2.97) (0.55) (0.38)
1 0.0788 0.0977 0.0771 0.1031
(3.62) (2.63) (0.68)
2 0.0914 0.0187 0.0886 0.0963
(4.35) (1.78) (1.18)
3 0.0930 0.06(7 0.0885 0.0836
(4.12) (2.09) (0.97)
4 0.0826 0.0467 0.0771 0.0742
(2.79) (2.71) (1.19)
5 0.0614 0.0339 0.0564 0.0613
(1.73) (1.86) (0.97)
6 0.0323 0.0230 0.0292 0.0374
(1.08) (0.87) (0.58)
7 00000 0.0143 0.0001 0.0028
(0.67) (0.00) (0.06)
8 -0.0288 0.0076 -0.0251 -0.03(7
(0.39) (-0.97j (-0.41)
9 -0.0457 0.0030 -0.0394 -0.0490
(0.20) (--1.00) (-0.95)
10 -0.0402 0.0005 -0.0343 -0.0360
(0.05) (-0.83) (-0.32)








2 0.0222 0.0268 0.1025
(-1.38) (0.17) (0.14)
3 0.00(0 -0.0042 -0.0783
(0.88) (-0.07) (0.12)










True k= 2 k=4 k=6Given the above described difficulty in assigning confidenceintervals for
coefficients, we might still ask if information can be gained fromthe relaifre
significance of either the interpolation coefficients or thenon-normalized weights.
As pointed out above, neither R2 nor the standard error of estimateis sensitive to
misspecification in k. Therefore, the relative sizeofthe standard errorsas k is
changed is determined by changes in either (P'X'XP)or P(P'X'XP)-IJ)The
standard errors therefore increase with the number ofintercorrelated regressors
included in the equation, rather than reacting to thecorrectness of the specification
In general, the lower the number of regressors the lowerthe standard errors and
thus the higher the i-values. Furthermore, the relativesignificance ofan additional
interpolation coefficient is not systematically relatedto whether kK.
Table Ill illustrates the difficultyoftrying to determine correct lagspecifica-
tion from regression results. All the i-valuesvary inversely with k. Thus the (-values
for k = 2 are highest even though this specificationresults in the most biased
weight estimates and a serious bias in the longrun coefficient of the lagged variable.
On the other hand, when k(= 6)isoverestimated with correspondinglyhigh
variances, the expected fit of the equationis superior to when k= 2. Without
a priori knowledge of the true lag structure, there isno reason to select k = 4 as the
correct specification.
Experiment B. Experiment B deals with theconsequencesofrnisspecifying the
estimated lengthofthe lag, a. K and k bothwere set at 2. N was 11 and experiments
were run for ii = 7, n = II. and n= IS. The results of these experiments are shown
in Table IV through VI. Interpretationof these results whenn, k, and the variable
set arc correctly specified is lessstraightforward than interpretation of thecor-
rectly specified quartic lagstructure of experiment A. The general lagshape is
faithfully reproduced only when theerror variance is low. When the variance is
high, the estimator misses the modeof the distribution. Whena variable is omitted,
the lag structure isconvex to the x-axis unless w, is restrictedto zero. Surprisingly,
the high variance, restrictedequation (R) results in avery accurate estimate of the
weight structure.
TABLE IV
EXPERIMENT A---VARYING LENGTHOF LAG
Summary Statistics































































0.0100'See Table I for glossary of abbreviations.
As in experiment A, we wish to determine if the output from the distributed lag
regression provides us with information for correctly specifying the distributed lag.
In this experiment R' is sensitive only to a misspecification of the variable set and
not to misspecification of the length of the lag. The Durbin Watson is also some-
what sensitive to misspecification of the variable set (especially when2 is low), but
is useless for assessing the estimated length of lag.
The standard errors and i-values of the interpolation coefficients and non-
normalized weights provide little more information for specifying the degree of the
61
TABLE V
EXPERIMENT B---VARYING LENc.uI OF LAG




























00.1129 0.1957 0.2073 0.0619 0.0677 0.2686 0.25750.15150.1613
I0.1173 N= 110.1419 0.1415 0.1337 0.1362 0.15300.15470.17210.1763
20.1188 n=6 0.1098 0.10230.1786 0.1786 0.08160.09060.17860.1786
30.i173 K = 2 0.0994 0.08970.1966 0.1949 0.0545 0.06530.1711)0.1682
40.1120 k=2 0.1108 0.1031 0.1878 0.1853 0.0715 0.07880.14940.1452
50.1056 0.1438 0.1442 0.1520 0.1495 0.13270.13100.11360.1095





00.1129 0.1102 0.0971 0.1134 0.1446 0.1412 0.13990.122301116
10.1173 N= Ii0.1130 0.1025 0.1176 01375 0.1202 0.12180.12330.1165
20.1188 n= 110.1136 0.1057 0.1189 0.1291 0.1028 0.10660.12190.1184
30.1173 K = 2 0.1120 0.10680.1173 0.1196 0.0891 0.09400.11800.1172
40.1129 k=2 0.1081 0.1056 0.1128 0.1089 0.0791 0.08420.11170.1131
50.1056 0.1021 0.1021 0.1054 0.0969 0.0727 0.07720.10300.1059
60.0953 0.0937 0.0964 0.0951 0.0838 0.0699 0.01290.09190.0958
70.0821 0.0832 0.08840.0819 0.0694 0.0708 0.01130.07830.0826
80.0664) 0.0704 0.07830.0658 0.05390.0753 0.07250.06240.0665
90.0469 0.0554 0.0659 0.0468 0.037 1 0.0835 0.07650.04400.0473
100.0249 0.0382 0.05120.0248 0.0192 0.0954 0.08310.02320.0252
00.1129 0.1321 0.1222 0.1451 0.1160 0.0987 0.100!0.08460.0874
10.1173 N= II0.124301223 0.1314 0.1101 0.0896 0.09160.08700.0891
20.1188 n=150.1162 0.1205 0.11830.1039 0.0816 0.08390.08830.0897
30.1173 K = 2 0.1077 0.1169 0.1057 0.0974 0.0746 0.07710.08840.0892
40.1129k = 20.0988 0.1114 0.0938 0.0907 0.0686 0.07110.08740.0877
50.1056 0.0896 0.1041 0.08240.0838 0.0637 0.06600.08530.0851
60.0953 0.0800 0.0949 0.07160.0765 0.0598 0.06190.08190.0815
70.0821 0.0700 0.0839 0.0613 0.0691 0.0569 0.05850.07750.0767
80.0660 0.0597 0.0710 0.05160.0613 00551 0.05610.07180.0709
90.0469 0.0490 0.0563 0.04250.0533 0.0544 0.05450.06500.0640
100.0249 0.0380 0.0398 0.0340 0.0451 0.0547 0.05380.057 I0.0560
II0.0000 0.0266 0.02 14 0.0261 0.0366 0.0560 0.05400.04800.0470
120.0000 0.0149 0.0012 0.0187 0.0278 0.0584 0.05500.03770.0368
130.0000 0.0028-0.0209 0.01 19 0.0188 0.0618 0.05690.02630.0256
140.0000 -0.0097 -0.0448 0.0057 0.0095 0.0662 0.05970.013?0.0134approximating polynomial. As in experiment A, (-values for the interpolation
coefficients are in the main insignificantly different from zero. Theyare increased
when either a variable is omitted or w is restricted, hut not o thesame extent as
are the t values of the weights. The t-values for the non-normalized weightsmay
provide a small amount of judgmental information about the lengthof the lag.
When a = 15 and the equation is otherwise specified correctly, the 1-valuefor the
weights in periods 12 through 15 are extremely low. However, whena = 11 or 15,
weights in periods 9, 10, and 11 also have low 1-values, soone cannot determine the
actual length of the lag but only infer from the long tail of relativelyinsignificant
weights that the length may be misspecified. In addition, whenomission of a
variable resulted in decreased standard errors for thenon-normalized weights,
even the spurious weights were significantly different fromzero when r2 was
small.
Restriction of w to zero also provides some indication of theoverall correct-
ness of specification. The zero restriction can, ceteris parihus, alter the shapeof the
lag distribution and make it appear muchmore reasonable. Table VI illustrates
Iwosuch cases. In only one of the two cases in the table, however,was the more
reasonable appearing lag structure also correct and thatoccurred when the mis-
specification was in the variable set rather than inthe length of lag. Without
a priori knowledge of the true lag shape, it is impossibleto determine for what type
of misspecification the zero restriction iscompensating. When the equation is
correctly specified, the effect of the restriction is far less.
TABLE VI
EXPERIMENT B-VARYING LENGTH OF LAG
Coefficients, Weights and t Values
Full variable set Variable Omitted
V. SUMMARY
The purpose of thispaper is to assess whether the shape andlength of lags can be estimated in the absence ofa priori information. Monte Carlo experiments




































































0.0252of a polynomial by a power series expansion. By examining the measureoffit, G,
we are able to answer the question-----is it possible to estimate the true shape and
length of lag by repeated regressions with different shapes and different lengths
when the true shape and length are not known a priori? Our conclusion is that
both theR2(or R2)criterion and the t statistics are of marginal help in determining
either the correct length or shape of lag. Experiments were nmomitting a non-
lagged variable from the regression. This resulted in considerable deterioration in
the closeness of the estimated and true weights, a lowerR2or K2, and about the
same difficulty in detecting either the shape or length of lag. The Durbin Watson
statistic was not of much use except in possibly detecting a misspecified non-lagged
variable.
The significance statistics for iii anddo not provide a basis for determining
K. The t-statistics are inversely related to the magnitude rather than the correct-
ness of specification of k. Some possibility for detecting the correct length of the
lag was suggested by examining the tailofthe estimated lag. However, the possible
information gain appears extiemely slight. In general. restriction of the nth weight
to zero has a more marked effect on the weight estimates when some formof
misspecification has been made. Whether weight estimates are improved depends
upon what typeofmisspcciflcation is present.
Like any Monte Carlo studies these results may be peculiar to our particular
model and may not hold in general. The experiment is applicable at most for those
lag structures which are smooth in the sense that an approximating polynomial
can be specified of degree K such that K + 1 < N.
University of Michigan
Bureau of Labor Statistics
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