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Abstract
A test of uniformity on the shape space Skm is presented, together with modiﬁcations of the
test statistic which bring its null distribution close to the large-sample asymptotic distribution.
The asymptotic distribution under suitable local alternatives to uniformity is given. A family
of distributions on Skm is proposed, which is suitable for modelling shapes given by landmarks
which are almost collinear.
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1. Introduction
Statistical problems in which the observations are essentially of shapes of objects
arise in many ﬁelds, notably in biology, medicine and image analysis. The shape of
an object can be considered as the geometrical information on the object that
remains after allowance is made for changes of location, scale and orientation.
Accounts of the statistical theory of shape and of the analysis of shape data are given
in the books of Small [14], Dryden and Mardia [6] and Kendall et al. [8].
The set of shapes of k labelled (not totally coincident) points in Rm forms the
shape space Skm: There is a distinguished probability distribution on S
k
m called the
uniform distribution. A natural hypothesis about a probability distribution on Skm is
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that it is the uniform distribution. Mardia [11] introduced a test of uniformity on Sk2 :
It is the score test of uniformity in the family of complex Bingham distributions
introduced by Kent [10]. However, as we show in Remark 3.1, Mardia’s test and the
complex Bingham distributions do not generalize directly to Skm with m42: The aims
of this paper are (i) to derive a simple test of uniformity on Skm and to explore its
properties, (ii) to present a family of distributions on Skm which is analogous to the
complex Bingham family. These distributions are appropriate for modelling shapes
given by landmarks which are almost collinear.
The usual construction of the shape space Skm is as follows. Every set of k (not
totally coincident) labelled points x1;y; xk in Rm can be centred and scaled to give
the pre-shape
Z ¼ ftrðXH0HX0Þg1=2XH0;
where X ¼ ðx1;y; xkÞ and H is the ðk  1Þ 	 k matrix having jth row
ðhj;y; hj|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
j
;jhj ; 0;y; 0Þ; with hj ¼ f jð j þ 1Þg1=2
for j ¼ 1;y; k  1: Then Z is an m 	 ðk  1Þ matrix which satisﬁes
trðZ0ZÞ ¼ 1: ð1:1Þ
The set of such pre-shapes Z forms the pre-shape space Skm: The transformation
Z/ðz01;y; z0k1Þ0; where z1;y; zk1 are the columns of Z; identiﬁes Skm with the
unit sphere Smðk1Þ1 in Rmðk1Þ:
The shape space Skm corresponding to sets of k labelled points in R
m is obtained
from Skm by removing the effect of rotations. Thus
Skm ¼ Skm=SOðmÞ;
where the rotation group SOðmÞ acts on Skm on the left by
Z/UZ; UASOðmÞ: ð1:2Þ
For a pre-shape represented by an m 	 ðk  1Þ matrix Z in Skm; the corresponding
shape in Skm will be denoted by ½Z: The shape spaces Sk1 and Sk2 can be identiﬁed with
the sphere Sk2 and the complex projective space CPk2; respectively. The uniform
distribution on Skm is the distribution of ½Z when Z has the uniform distribution on
Skm; i.e. ðz01;y; z0k1Þ0 has the uniform distribution on Smðk1Þ1:
The reflection shape space RSkm of unoriented shapes of k labelled points in R
m is
obtained from Skm by removing the effects of both rotations and reﬂections. Thus
RSkm ¼Skm=OðmÞ;
where the orthogonal group OðmÞ acts onSkm on the left as in (1.2). We shall use fZg
to denote the reﬂection shape given by the pre-shape Z: The uniform distribution on
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RSkm is the distribution of fZg when the pre-shape Z has the uniform distribution
on Skm:
2. A test of uniformity
The ‘‘embedding approach’’ to directional statistics uses mappings of the sample
space into a suitable Euclidean space. This suggests that in studying probability
distributions on RSkm; it would be useful to map RS
k
m into a Euclidean space. One
such mapping which seems quite natural is
T : fZg/Z0Z 1
k  1 Ik1: ð2:1Þ
Then T maps RSkm into S0ðk  1Þ; the space of symmetric ðk  1Þ 	 ðk  1Þ matrices
with trace zero. Since ðUZÞ0ðUZÞ ¼ Z0Z for all U in OðmÞ; TðfZgÞ is well deﬁned. A
little algebra shows that mapping (2.1) is one-to-one.
If Z is uniformly distributed on Skm then so is ZV for all V in Oðk  1Þ; and
therefore E½TðfZgÞ ¼ V0E½TðfZgÞV for all V in Oðk  1Þ: It follows that
E½TðfZgÞ ¼ 0: Thus, one intuitively reasonable test for uniformity of a distribution
on RSkm is that which rejects uniformity when the sample mean
%T ¼ 1
n
Xn
i¼1
TðfZigÞ
of T based on independent observations fZ1g;y; fZng is far from 0: It follows from
(2.9) below that it is appropriate to reject uniformity for large values of S; where
S ¼ ðk  1Þðm½k  1 þ 2Þ
2
n trð %T2Þ: ð2:2Þ
If m ¼ 1 then this test is Bingham’s [2] test of uniformity on RPk2: For analogous
tests on the Grassmann manifolds GrðRpÞ; see also [4,13], [12, Section 13.3.2].
Remark 2.1. If m ¼ 2 then we can write zj ¼ ðxj; yjÞ0 for j ¼ 1;y; k  1: Let w ¼
ðw1;y; wk1Þ0 with wj ¼ xj þ iyj for j ¼ 1;y; k  1: Put
UðfZgÞ ¼ ww0  1
k  1 Ik1; ð2:3Þ
where w denotes the complex conjugate of w: Then fZg/UðfZgÞ maps RSk2 to
H0ðk  1Þ; the space of Hermitian ðk  1Þ 	 ðk  1Þ matrices with trace zero. This
map is the embedding j1 in the class considered by Kent [9, Section 10.3], followed
by a translation. Note that
UðfZgÞ ¼ TðfZgÞ þ iVðfZgÞ; ð2:4Þ
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where the ð j; lÞ element of VðfZgÞ is
VðfZgÞjl ¼ xjyl  xlyj; j; l ¼ 1;y; k  1:
The matrix TðfZgÞ is symmetric, whereas VðfZgÞ is skew-symmetric. &
Mardia’s [11] statistic for testing uniformity on RSk2 is
SM ¼ ðk  1Þkn trð %U2Þ;
where fZ1g;y; fZng are observations on RSk2 and %U is the sample mean of
UðfZ1gÞ;y;UðfZngÞ: It follows from decomposition (2.4) that SM can be
decomposed as
SM ¼ S þ SV ;
where S is given by (2.2),
SV ¼ ðk  1Þkn trð %V %V0Þ
and %V is the sample mean of VðfZ1gÞ;y;VðfZngÞ: Thus our statistic can be
regarded as a component of Mardia’s statistic. Under uniformity, the large-sample
asymptotic distributions of SM ; S and SV are w2ðk2Þk; w
2
ðk2Þðkþ1Þ=2 and w
2
ðk2Þðk1Þ=2;
respectively, and S and SV are asymptotically independent.
To investigate the distribution of S; we note that the above test is the score test of
A ¼ 0 in the family of distributions on RSkm which have probability density functions
(with respect to the uniform distribution) of the form
f ðfZg;AÞ ¼ expftrðAZ0ZÞ  kðAÞg; AAS0ðk  1Þ: ð2:5Þ
This family is considered in more detail in Section 3. The model with densities (2.5) is
a regular exponential model with canonical statistic T: Let
u ¼ ðz01;y; z0k1Þ0; ð2:6Þ
where z1;y; zk1 are the columns of Z: Since
trðAZ0ZÞ ¼ u0ðA#ImÞu; ð2:7Þ
Z has distribution (2.5) on RSkm with parameter matrix A if and only if 7u has the
Bingham distribution (e.g. [12, Section 9.4.3]) on the projective space RPmðk1Þ1
with parameter matrix A#Im: It follows that
kðAÞ ¼ log1F1
1
2
;
mðk  1Þ
2
;A#Im
 
; ð2:8Þ
where 1F1ð1=2;mðk  1Þ=2; Þ is a hypergeometric function of matrix argument. The
general theory of score tests, together with expansion of kðAÞ in terms of zonal
polynomials, yields the large-sample asymptotic null distribution of S: A cubic
modiﬁcation S of S and a monotone quintic modiﬁcation SK of S; which have null
distributions closer to the large-sample asymptotic distribution, can be obtained
using the general constructions of Cordeiro and Ferrari [5] and Kakizawa [7],
respectively. These results are summarized in the following theorem.
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Theorem 1. Let
S ¼ ðk  1Þðm½k  1 þ 2Þ
2
n trð %T2Þ;
where
%T ¼ 1
n
Xn
i¼1
TðfZigÞ:
If fZ1g;y; fZng are independent and uniformly distributed then
SB w
2
ðk2Þðkþ1Þ=2; n-N; ð2:9Þ
and
PðS4xÞ ¼ Pðw2ðk2Þðkþ1Þ=24xÞ þ Oðn1Þ:
Let
S ¼ 1 1
n
½B0 þ B1S þ B2S2
	 

S; ð2:10Þ
where
B0 ¼ð2k
2  3k þ 15Þp2 þ 2ð11k2  12k þ 33Þp þ 48ðk2  k þ 1Þ
6ðp þ 4Þ2ðp þ 6Þ ;
B1 ¼  ð4k
2  3k  3Þp2 þ 2ð19k2  12k  39Þp þ 24ðk þ 1Þð3k  5Þ
3ðk2  k þ 2Þðp þ 4Þ2ðp þ 6Þ ;
B2 ¼ 4ðk
2  9Þðp þ 2Þ
3ðk2  k þ 2Þðk2  k þ 6Þðp þ 4Þ2
with p ¼ mðk  1Þ; and let
SK ¼S þ
1
4n2
B20S þ 2B0B1S2 þ 2B0B2 þ
4
3
B21
 
S3
	
þ 3B1B2S4 þ 9
5
B22S
5


: ð2:11Þ
Then SK is an increasing function of S and
PðS4xÞ ¼Pðw2ðk2Þðkþ1Þ=24xÞ þ Oðn2Þ;
PðSK4xÞ ¼Pðw2ðk2Þðkþ1Þ=24xÞ þ Oðn2Þ:
The simulation results summarized in Table 1 show that, for m ¼ 2 or 3 and
kp10; the use of S is worthwhile, enabling comparison with the asymptotic
w2ðk2Þðkþ1Þ=2 distribution to be used for sample sizes as low as 6 (and lower in some
cases).
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Remark 2.2. The test which rejects uniformity for large values of S is also the
score test of uniformity (i.e. A ¼ 0Þ in any family of distributions on RSkm
having probability density functions (with respect to the uniform distribution) of
the form
f ðfZg;AÞ ¼ expftrðAZ0ZÞ þ hðfZg;AÞ  kðAÞg ZASkm AAS0ðk  1Þ;
where hðfZg;AÞ ¼ OðjjAjj3Þ and kðAÞ is the log-normalizing constant (which must
be equal—up to addition of a term of order OðjjAjj3Þ—to that given by (2.8)). &
The test of uniformity based on (2.2) is clearly invariant under the action
fZg/fZVg; VAOðk  1Þ
of Oðk  1Þ on RSkm: We now show that this test is locally most powerful invariant
for a class of distributions which includes those of the form (2.5).
Proposition 1. For any family of distributions on RSkm with densities of the form
f ðfZg;AÞ ¼ expftrðAZ0ZÞ þ hðfZg;AÞ  kðAÞg
ZASkm AAS0ðk  1Þ; ð2:12Þ
where hðfZg;AÞ ¼ OðjjAjj3Þ and kðAÞ is the log-normalizing constant, the test which
rejects uniformity for large values of S is locally most powerful invariant.
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Table 1
Minimal values of N such that for sample size nXN; a lies within an approximate 95% conﬁdence interval
(based on 10,000 simulations) for PðT4w2ðk2Þðkþ1Þ=2;aÞ with T ¼ S; S; SK
a ¼ 0:10 a ¼ 0:05
m k S S SK S S
 SK
2 3 3 3 4 6 3 3
4 12 3 3 12 3 3
5 15 2 6 16 3 6
6 18 2 16 18 3 14
7 17 6 16 12 2 19
8 22 2 24 10 2 19
9 16 4 31 10 2 31
10 26 4 24 3 2 35
3 4 9 4 4 13 4 7
5 10 2 5 5 2 17
6 8 2 9 11 3 10
7 9 5 15 5 2 17
8 9 6 21 4 2 17
9 10 3 21 2 2 18
10 9 4 25 3 2 24
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Proof. It follows from the Neyman–Pearson lemma that the most powerful invariant
test is the likelihood ratio test based on a maximal invariant statistic. The joint
density of independent shapes fZ1g;y; fZng with density (2.12) is
f ðfZ1g;y; fZng;AÞ ¼ expfn trðA %TÞ  nkðAÞ þ OðjjAjj3Þg
¼ 1þ n trðA %TÞ þ n
2
2
X
lA2
ClðA %TÞ  nkðAÞ þ OðjjAjj3Þ;
where the Cl are zonal polynomials and the sum is over ordered partitions l of 2.
Then the density fˇ of a maximal invariant statistic unðfZ1g;y; fZngÞ is
fˇðunðfZ1g;y; fZngÞ;AÞ ¼
Z
Oðk1Þ
f ðfZ1Vg;y; fZnVg;AÞ dV
¼ 1þ n
2
2
X
lA2
ClðAÞClð %TÞ
ClðIk1Þ  nkðAÞ þ OðjjAjj
3Þ
¼ 1þ njjAjj
2
S
ðk  1Þðm½k  1  1Þðm½k  1 þ 2Þ2
 nkðAÞ þ OðjjAjj3Þ;
using standard properties of zonal polynomials, together with trA ¼ tr %T ¼ 0; as in
[4, Eq. (4.12)].
Thus, the marginal likelihood ratio test is equivalent (to order OðjjAjjÞ) to the test
of uniformity based on (2.2). &
The distribution of S under local alternatives to uniformity is given by the
following theorem.
Theorem 2. Under the sequence of local alternatives Hn : A ¼ n1=2A0 to uniformity in
(2.12), where A0AS0ðk  1Þ; the large-sample asymptotic distribution of S is
SB w
2
ðk2Þðkþ1Þ=2ðlÞ; n-N; ð2:13Þ
where
l ¼ 2ðk  1Þðm½k  1 þ 2Þ trðA
2
0Þ
and w2ðk2Þðkþ1Þ=2ðlÞ denotes the non-central w2ðk2Þðkþ1Þ=2 distribution with non-centrality
parameter l:
Proof. Under Hn; the cumulant generating function of the standardized score n
1=2 %T is
kn1=2 %TðsÞ ¼ nfkðn1=2A0 þ n1=2sÞ  kðn1=2A0Þ þ Oðn3=2Þg
-D2kð0ÞðA0; sÞ þ 12 D2kð0Þðs; sÞ as n-N;
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where k is given by (2.8) and D2kð0Þ denotes its second derivative at 0: Thus
n1=2 %TB Nð2b2A0; 2b2Ik1#ImÞ; n-N;
where b2 ¼ 2=ðk  1Þðm½k  1 þ 2Þ; and (2.13) follows. &
3. A family of distributions for nearly collinear shapes
The test in Section 2 is based on the family of distributions on RSkm introduced in
(2.5). We now consider these distributions in more detail. They have densities
f ðfZg;AÞ ¼1 F1 1
2
;
mðk  1Þ
2
;A#Im
 1
expftrðAZ0ZÞg; ð3:1Þ
for some symmetric ðk  1Þ 	 ðk  1Þ parameter matrix A: It follows from (1.1) that
A and Aþ aIk1 give the same distribution (for all real a). Thus we may assume
without loss of generality that
trA ¼ 0; ð3:2Þ
so that AAS0ðk  1Þ: Family (3.1) is an exponential transformation model [1] under
the action
A/V0AV; fZg/fZVg; VAOðk  1Þ
of the group Oðk  1Þ:
In the case m ¼ 1; RSkm can be identiﬁed with the real projective space RPk2 and
density (3.1) is that of the Bingham distribution with parameter matrix A: In the case
m ¼ 2; Skm can be identiﬁed with the complex projective space CPk2 and density
(3.1) is that of the complex Bingham distribution in which the ðk  1Þ 	 ðk  1Þ
Hermitian parameter matrix is the ðk  1Þ 	 ðk  1Þ real symmetric matrix A:
Density (3.1) takes the form
f ðfZg;AÞ ¼ expftrðCKC0Z0ZÞ  kðKÞg;
where the spectral decomposition (3.5) of the parameter matrix A is A ¼ CKC0 with
C in Oðk  1Þ and K ¼ diagðk1;y; kk1Þ with k1X?Xkk1: Note that
k1  trðAZ0ZÞ ¼
Xk1
i¼2
ðk1  kiÞjjyijj2; ð3:3Þ
where ZC ¼ ðy1;y; yk1Þ: It follows that density (3.1) has a mode (which is unique if
k14k2) at the ‘‘collinear’’ reﬂection shape fh c01g; where c1 is a dominant unit
eigenvector of A and h is any unit vector in Rm: The rotation matrix C can be
regarded as a location parameter and K can be regarded as a concentration
parameter.
The set RSk1 of ‘‘collinear’’ reﬂection shapes is contained in RS
k
m: Conditioning
(3.1) on RSk1 gives the Bingham distribution on RS
k
1 ¼ RPk1 with parameter matrix
A: Thus the columns of C can be interpreted as the principal directions of this
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distribution on RSk1 and k1;y;kk1 can be interpreted as the corresponding
concentrations.
Remark 3.1. It follows from (2.7) that the family with densities (3.1) can be regarded
as a subfamily of the Bingham family on the pre-shape space Skm ¼ Smðk1Þ1: It is
natural to ask whether or not there are larger subfamilies of the Bingham family on
Skm that correspond to families of distributions on RS
k
m; i.e. families of Bingham
distributions on Skm for which the parameter matrix C in S0ðmðk  1ÞÞ satisﬁes
C ¼ ðIk1#UÞ0CðIk1#UÞ; UAOðmÞ ð3:4Þ
and C is not necessarily of the form A#Im: We now show that if m42 then there are
no such larger subfamilies of the Bingham family.
Let *C be the mðk  1Þ 	 mðk  1Þ matrix obtained by re-ordering the columns and
rows of C so that
*Cðt1Þðk1Þþi;ðu1Þðk1Þþj ¼ Cði1Þmþt;ð j1Þmþu
for 1pi; jpk  1 and 1pt; upm: Let *C be written in block form as
*C ¼
*C11 ? *C1m
^ ^ ^
*Cm1 ? *Cmm
0
B@
1
CA;
where each block *Cij is a ðk  1Þ 	 ðk  1Þ matrix. Then taking U in (3.4) to have the
form
U ¼
c s
s c 0
0 Im2
0
B@
1
CA
with c ¼ cos y and s ¼ sin y; gives
*C11 ¼ c2 *C11  scð *C12 þ *C21Þ þ s2 *C22;
*C12 ¼ c2 *C12 þ scð *C11  *C22Þ  s2 *C21;
*C1i ¼ c *C1i  s *C2i; i42;
*C21 ¼ c2 *C21 þ scð *C11  *C22Þ  s2 *C12;
*C22 ¼ c2 *C22 þ scð *C12 þ *C21Þ þ s2 *C11;
*C2i ¼ s *C1i þ c *C2i; i42:
Since y is arbitrary, we have *C11 ¼ *C22; *C21 ¼  *C12 and *C1i ¼ *C2i ¼ 0 for i42:
Extending this argument to the case where U is a rotation in the plane of any pair of
coordinate axes in Rm shows that *C11 ¼? ¼ *Cmm and that if m42 then *Cij ¼ 0 for
iaj: Thus if m42; C ¼ A#Im for some A in S0ðk  1Þ; so that the only Bingham
distributions on Skm which correspond to distributions on RS
k
m are those with
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densities of the form (3.1). It follows that Mardia’s [11] test and the complex
Bingham distributions do not generalize directly to Skm with m42:
In the case m ¼ 2; *C has the form
*C ¼ A B
B A
 !
;
where AAS0ðk  1Þ and B is a skew-symmetric ðk  1Þ 	 ðk  1Þ matrix. The
distribution on RSk2 corresponding to the Bingham distribution with parameter
matrix C is the complex Bingham distribution with Hermitian parameter matrix
Aþ iB: The family of complex Bingham distributions on RSk2 is the regular
exponential model with canonical statistic (2.3). &
Remark 3.2. The usual identiﬁcation of S32 with S
2 identiﬁes the complex Bingham
distributions on S32 with the Fisher distributions on S
2: Under this identiﬁcation, the
distributions on S32 with densities (3.1) are identiﬁed with the Fisher distributions
with mean directions in the set corresponding to shapes of collinear triangles. &
Let
A ¼ CKC0 ð3:5Þ
%T ¼ VKV0; ð3:6Þ
where A is taken to be positive-deﬁnite, C;VAOðk  1Þ and K ¼ diagðk1;y; kk1Þ;
K ¼ diagð%t1;y; %tk1Þ with k1X?Xkk140 and %t1X?X%tk1X0 be the spectral
decompositions of A and of %T; respectively. The maximum likelihood estimate #A of
A based on independent observations fZ1g;y; fZng is given by
#C ¼ V
and
%ti ¼ @log1F1ð1=2; mðk  1Þ=2;K#ImÞ
@ki

K¼ #K
; i ¼ 1;y; k  1;
where #C #K #C0 and VKV0 are the spectral decompositions of #A and %T; respectively, as in
(3.5) and (3.6). This follows from standard results on maximum likelihood
estimation in Bingham distributions (e.g. [12, Section 10.3.3]). General properties
of exponential models yield
fA : trð½ðA #AÞ#ðA #AÞIð #AÞÞpw2ðk2Þðkþ1Þ=2;ag
as a large-sample approximate 100ð1 aÞ% conﬁdence region for A; where
IðAÞ ¼ @
2log1F1ð1=2; mðk  1Þ=2;K#ImÞ
@A@A
:
Calculation of the moment generating function of 2A1=2ðIk1  Z0ZÞA1=2
and high-concentration approximations similar to those used in [3, Section 2.1]
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show that
2A1=2ðIk1  Z0ZÞA1=2B Wðp  1; Ik1Þ; k1  k2-N;
where p ¼ mðk  1Þ; Wðp  1; Ik1Þ denotes the standard Wishart distribution with
p  1 degrees of freedom, restriction (3.2) is dropped and A is assumed to be positive
deﬁnite. Then, for random samples fZ1g;y; fZng from density (3.1),
2nA1=2ðIk1  %TÞA1=2B Wðnðp  1Þ; Ik1Þ; k1  k2-N:
It follows that a high-concentration approximation to #A is
#AC
p  1
2
ðIk1  %TÞ1:
A simple ðk  1Þ-parameter subfamily of the family with densities (3.1) consists of
those densities in which the parameter matrix has rank 1 and restriction (3.2) is
dropped. Then A has the form A ¼ kl l0; where lASk2: These distributions are
precisely those members of (3.1) which restrict to Watson distributions on RSk1 : They
have densities
f ðfZg; l; kÞ ¼ M 1
2
;
mðk  1Þ
2
; k
 1
expfkðcosrÞ2g; ð3:7Þ
where Mð1=2; mðk  1Þ=2; Þ is the Kummer function 1F1ð1=2; mðk  1Þ=2; Þ
and
r ¼ cos1
Xk1
i¼1
mizi




 !
ð3:8Þ
is the Procrustes distance between fZg and fh l0g (for any h in Sm1). If k40 then
fh l0g is the modal reﬂection shape. In the case m ¼ 2; densities (3.7) are precisely
those complex Watson densities [6, Section 6.3] for which the real and imaginary
parts of the complex modal vector are linearly dependent.
The following proposition shows that the distributions with densities (3.1) provide
a simple model for reﬂection shapes obtained by concentrated isotropic Gaussian
displacements of collinear landmarks. Densities (3.7) arise when these displacements
are isotropic, independent and identically distributed.
Proposition 2. Let X1;y;Xk be random points in Rm with joint distribution
ðX01;y;X0kÞ0BNðg#l;R#ImÞ; where g is a vector in Rk which is not a multiple of
ð1;y; 1Þ0; lASm1 and R is positive definite. Put n ¼ Hg; f ¼ jjnjj1n and C ¼
jjnjj2HRH0: Let jjCjj1 denote the largest eigenvalue of C: Then, as jjCjj1-0;
(i) Z0Z-f f0;
(ii) C1=2ðZ l f0Þ0ðZ l f0ÞC1=2B w1w
0
1 þW2;
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where w1 and W2 are independent,
w1BNð0;C1=2ðIp  f f0ÞCðIp  f f0ÞC1=2Þ;
and W2 has the standard Wishart distribution with m  1 degrees of freedom;
(iii) the density of the reflection shape fZg of X1;y;Xk is
1F1
1
2
;
mðk  1Þ
2
;A#Im
 1
expftrðAZ0ZÞgð1þ OðjjCjj1=21 ÞÞ;
where
A ¼ 1
2
C1  1
f0C1f
C1f f0C1
	 

:
Proof. Put
m ¼ðf1l0;y; fk1l0Þ0;
u ¼ðz01;y; z0k1Þ0
as in (2.6). Then standard results on non-linear transformations of concentrated
multivariate normal distributions show that, as jjCjj1-0; the distribution of
jjCjj1=21 ðIp  m m0Þu tends to the normal distribution
Nð0; jjCjj11 ðIp  m m0ÞðC#ImÞðIp  m m0ÞÞ
on the tangent space to Skm at m:
With error of order OðjjCjj1=21 Þ; the log-density (with respect to the uniform
distribution on RSkm) of u is (up to the addition of a constant)
 1
2
u0ðIp  m m0ÞfB1  ðm0B1mÞ1B1m m0B1gðIp  m m0Þu
¼ 1
2
u0fB1  ðm0B1mÞ1B1m m0B1gu
¼ 1
2
½trðC1Z0ZÞ  ðf0C1fÞ1ðz00lÞ2;
where B ¼ C#Im and
z0 ¼
Xk1
i¼1
Xk1
j¼1
zjðC1Þijzi:
Then the density of fZg is approximately proportional toZ
UASOðmÞ
exp 1
2
½trðC1Z0ZÞ  ff0C1fg1fz00Ulg2
	 

dU:
Putting w ¼ Ul and using the fact that the projection U/Ul sends the uniform
distribution on SOðmÞ to the uniform distribution on Sm1; we see that this integral
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is equal to
exp 1
2
trðC1Z0ZÞ
	 

	
Z
wASm1
exp
1
2
ff0C1fg1fz00wg2
	 

dw
¼ exp 1
2
trðC1Z0ZÞ
	 

M
1
2
;
m
2
;
trðC1f f0C1Z0ZÞ
2f0C1f
 
Cexp 1
2
trðC1Z0ZÞ
	 

	 exp trðC
1f f0C1Z0ZÞ
2f0C1f
	 

trðC1f f0C1Z0ZÞ
2f0C1f
 ðm1Þ=2
;
where the asymptotic expansion [12, Appendix 1, Eq. (A.19)] of the Kummer
function has been used and the relative error is of order OðjjCjj1=21 Þ: It follows that
the density of fZg is proportional to
expftrðAZ0ZÞgð1þ OðjjCjj1=21 ÞÞ
as required. &
In the special case in which S ¼ s2Ik; so that X1;y;Xk are independent with
XiBNðZil; s2ImÞ for i ¼ 1;y; k; the exact density of the reﬂection shape fZg is
given in [6, Eq. (9.9)] as
fDMðfZg; f; kÞ ¼ M mð2 kÞ
2
;
m
2
; kð1þ cos 2rÞ
 
ekð1cos 2rÞf0ðfZgÞ;
where f ¼ jjnjj1n; k ¼ jjnjj2=4s2; r is the Procrustes distance between fZg and fl f0g
deﬁned as in (3.8), and f0 denotes the density of the reﬂection shape when X1;y;Xk
are independent and identically distributed as Nð0; ImÞ: Then
fDMðfZg; f; kÞ ¼ 2
ﬃﬃﬃﬃﬃ
k
2p
r
e2kr
2ð1þ Oðk1=2ÞÞ
¼M 1
2
;
mðk  1Þ
2
; 2k
 1
expf2kðcos rÞ2gð1þ Oðk1=2ÞÞ;
¼ f ðfZg; f; 2kÞð1þ Oðk1=2ÞÞ;
as k-N; where f ðfZg; f; kÞ is given by (3.7). Thus the concentrated isotropic
Gaussian displacement model with collinear means can be approximated by the
model with densities (3.7). The limiting distribution of fZg is given by
4kðZ l f0Þ0ðZ l f0ÞB w1w
0
1 þW2;
where w1 and W2 are independent, w1BNð0; Ip  f f0Þ; and W2 has the standard
Wishart distribution with m  1 degrees of freedom.
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