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Abstract
In recent years, deep convolutional neural network
(CNN) has achieved unprecedented success in image super-
resolution (SR) task. But the black-box nature of the neural
network and due to its lack of transparency, it is hard to
trust the outcome. In this regards, we introduce a Bayesian
approach for uncertainty estimation in super-resolution net-
work. We generate Monte Carlo (MC) samples from a pos-
terior distribution by using batch mean and variance as a
stochastic parameter in the batch-normalization layer dur-
ing test time. Those MC samples not only reconstruct the
image from its low-resolution counterpart but also provides
a confidence map of reconstruction which will be very im-
pactful for practical use. We also introduce a faster ap-
proach for estimating the uncertainty, and it can be use-
ful for real-time applications. We validate our results using
standard datasets for performance analysis and also for dif-
ferent domain-specific super-resolution task. We also esti-
mate uncertainty quality using standard statistical metrics
and also provides a qualitative evaluation of uncertainty for
SR applications.
1. Introduction
Single image super-resolution (SISR) is an ill-posed low
vision problem which generates high resolution (HR) im-
age from a low resolution (LR) image. There is a possibil-
ity of making an infinite number of HR images which can
be sub-sampled into the same LR image. Due to the ad-
vancement of deep learning techniques, the community has
developed a state-of-the-art SISR network using deep neu-
ral architectures [38]. SR has a wide range of applications
from surveillance and security [44] to medical imaging [30]
and many more. Other than improving the perceptual qual-
ity of images for human interpretation, SISR helps to boost
the performance of different automated machine learning or
computer vision task [29].
Uncertainty is a powerful tool for any prediction and re-
construction system. The confidence of the system’s out-
put will help to improve the decision-making process. It
is a useful tool for any computer vision problem. We
use the concept of uncertainty for image super-resolution.
Deep learning based SISR techniques learns features from
a dataset and features are dependent on the images of the
dataset. But real-world pictures are completely different
and contain more complex textures than the training set.
Unseen texture during test time can create inappropriate re-
construction. Due to the black-box nature of deep learning
models, it is almost impossible to know the limitation of
models or trustability of reconstructed SR image which is
further processed to other computer vision task. But we
have witnessed that some artifacts, blurriness or distortions
in an image can significantly degrade the performance of
deep learning based models [22]. Some deformation in re-
constructing LR facial image may lead to wrong output in a
recognition system or any deformed reconstruction in tumor
image may lead to the incorrect estimation of tumor size.
Uncertainty in deep learning (DL) models have a transpar-
ent and robust effect in DL-based computer vision task.
Bayesian approaches in super-resolution not only pro-
vides the reconstructed HR image but also provides the pos-
terior distribution of super-resolution. Recent progress in
Bayesian deep learning approaches uses Monte Carlo sam-
ples that come from a posterior distribution via dropout [32]
or batch-normalization [13]. Dropout during test time or
stochastic batch mean-variance during testing helps to gen-
erate MC samples [8, 33]. Monte Carlo methods for deep
learning model uncertainty estimation is successfully ap-
plied to classification, segmentation [16, 27], camera relo-
calization [17] problems. Generally, the deep learning com-
munity does not use dropout in image reconstruction appli-
cations, but batch normalization is most common in SISR,
denoising, etc. Therefore, we use batch-normalization un-
certainty to analyze SISR uncertainty.
In this article, we propose a Bayesian approach to mea-
sure the quality of reconstructed HR images from down-
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(a) HR Image
(b) Reconstructed HR Image
(c) Uncertainty Map of Reconstruction
Figure 1: This example shows the performance of the
Bayesian approach in SISR. The first image from the left
side is from ’Set5’ dataset; the middle one is a satellite [1]
image and the last one is a histopathology [21] image. The
reconstructed image is with scaling factor ×4. We gen-
erate uncertainty map and reconstruct HR image using 25
MC samples. We observe model uncertainty in edges and
geometrically complex regions like boundaries of nuclei in
histopathology sample, and the gap between two buildings
in the satellite image. We use the model trained on natu-
ral images to reconstruct the HR images of those different
domain data without any domain adaptation.
sampled LR images. For this purpose, we add widely used
batch-normalization layer in the super-resolution network,
and it helps to generate Monte Carlo (MC) samples. These
samples are different possible HR images from a single LR
image. We use the mean of those HR images to get the re-
construction, and the variation between those HR images
gives an idea about the uncertainty of reconstruction. We
estimate the uncertainty of the reconstruction from those
MC samples. We measure the quality of uncertainty using
standard statistical metrics and observe the relation between
reconstruction quality and uncertainty. We also propose a
faster approach for generating MC samples and this faster
approach can be extended to any other computer vision ap-
plications. In our method, we got MC samples in a single
feed-forward, and due to this, it is useful in real-time appli-
cations.
Our contributions in this paper are as follows:
1. We use the standard approach of uncertainty estima-
tion of DL models using batch-normalization. Our
work proposes a better and faster strategy for uncer-
tainty estimation and overcame the hurdle of variable
image size. Our procedure generates any number of
MC samples in a single shot.
2. We have demonstrated a Bayesian uncertainty estima-
tion approach for SISR, and as of our knowledge, we
are the first one to estimate uncertainty in deep learn-
ing based image reconstruction.
3. We use Monte Carlo batch-normalization (MCBN) for
uncertainty estimation in super-resolution network.
4. We have discussed the advantages of uncertainty in
SISR and its applications from medical image to satel-
lite image super-resolution. We also analyzed the un-
certainty map and its significance.
2. Related Work
2.1. Single Image Super-Resolution
SISR has extensive literature due to different studies
in the last few decades. Recent advancement of deep
learning (DL) methods has achieved significant improve-
ment in that field [5, 18, 36] and different computer vision
task [42, 41, 43, 15]. SRCNN [5] first explored the convolu-
tional neural network for establishing a non-linear mapping
between interpolated LR images and its HR counterparts.
It has achieved superior performance than other example-
based methods like nearest neighbor [6], sparse representa-
tion [39], neighborhood embedding [34], etc. VDSR [18]
proposed a deeper architecture and showed performance
improves with the increase of network depth and con-
verge faster using residual learning. After that different
DL based approaches [19, 23, 43, 24] have been proposed
and achieved state-of-the-art performance in the standard
dataset. In our work, we used VDSR [18] architecture for
uncertainty analysis as it is the first deep architecture for
SISR.
2.2. Bayesian Uncertainty
Bayesian models are generally used to model uncer-
tainty, and different approaches have been developed to
adapt NNs to Bayesian reasoning like placing a prior distri-
bution over parameters. Due to difficult in inferencing [7]
of Bayesian neural networks (BNNs), some approaches [8,
33] have been taken to approximate BNNs. Bayesian
deep learning approaches utilized MC samples generated
via dropout [32] or batch normalization [13] to approxi-
mate posterior distribution. Dropout [32] can be treated
as approximate Bayesian model as multiple predictions
through trained model by sampling predictions using differ-
ent dropout mask, and In case of batch-normalization [13],
stochastic parameters batch mean and batch variance are
used to generate multiple predictions. [33] shows batch-
normalized neural network can be approximated to the
Bayesian model. We use a batch-normalized neural net-
work for SISR as it is widely used in image reconstruction
applications.
3. Proposed Method
We propose a Bayesian approach on SISR that produces
high-resolution images along with a confidence map of re-
construction quality. In this regards, we discuss a short
background of Bayesian inference in this section. After
that, we define our network architecture and its modifica-
tion for Bayesian approximation. We also present a faster
and better approach to overcome the difficulties of estimat-
ing uncertainty in SISR applications. In the end, we discuss
metrics to measure the quality of uncertainty.
3.1. Bayesian Inference
We estimate a probabilistic function FW (I) : ILR →
IHR from a training set D = {I˜LR, I˜HR} where I˜LR =
{I˜LR1 , ..., I˜LRn} are LR image set and its corresponding
HR image set I˜HR = {I˜HR1 , ..., I˜HRn}. This function is
approximated to generate most likely high-resolution image
I
′
HR from a low-resolution test image I
′
LR. So the proba-
bilistic estimation of HR test image is described as
p(I
′
HR|I ′LR, D) =
∫
p(I
′
HR|I ′LR,W )p(W |D)dW
(1)
where W is weight parameters of a function FW (I). We
use variational inference to approximate Bayesian model-
ing. Most common approach is to learn approximate distri-
bution of weights qθ(w) by minimizing the KullbackLeibler
divergence KL(qθ(w) ‖ p(W |D)). This yields approxi-
mate distribution
q(I
′
HR|I ′LR, D) =
∫
p(I
′
HR|I ′LR, w)qθ(w)dw (2)
In a batch-normalized neural network for Bayesian
uncertainty estimation, model parameters are
WL, γL, βL, µL, σ
2
L. Here θ = {WL, γL, βL} is
learnable model weight parameters and w =
{
µL, σ
2
L
}
are stochastic parameters which are mean and variance
of each layer. qθ(w) is a joint distribution of weights
and stochastic parameters w. wi is mean and variance of
i’s sample and it need to be Independent and identically
distributed random variables.
3.2. Network Architecture
In this paper, we use very deep super-resolution (VDSR)
network [18] as a base architecture for an experimental pur-
pose to analyze uncertainty. Our method is a generalized ap-
proach, and it can be extended to any other super-resolution
network. We have used batch-normalization to measure un-
certainty, but VDSR paper has not used batch-normalization
(BN). So we introduce some changes in the main archi-
tecture. Our VDSR architecture has batch-normalization
layer after each convolutional layer except the last layer,
and no bias is used as batch-normalization normalizes the
output. BN blocks are followed by convolution and ReLU
non-linearity.
3.3. Bayesian VDSR for Uncertainty Estimation
We use batch-normalization [13] to estimate the uncer-
tainty of super-resolution network. It is commonly used in
deep networks to overcome the problem known as internal
covariate shift. Random batch members are selected to esti-
mate mini-batch statistics for training. We use this stochas-
ticity to approximate Bayesian inference. This allows us to
make a meaningful estimate of uncertainty, and it is termed
as Monte Carlo Batch Normalization (MCBN) [33]. Gen-
erally running batch mean and batch variance are estimated
in each batch normalization layer during training, but we
use batch mean and variance both during training and test-
ing. We have learnable model parameters which are opti-
mized using gradient back-propagation during training and
stochastic parameters like batch mean and variances help to
generate MC samples from the posterior distribution of the
model. We feed-forward a test image along with different
training batch for multiple times, and due to stochasticity
of batches, it creates various reconstructed HR images. We
take mean of those MC samples to get estimated reconstruc-
tion and variance for getting uncertainty map.
3.4. Faster approach
The main drawback of Bayesian uncertainty estimation
in the batch-normalized neural network is that we need to
process test image with different random batches to gener-
ate MC samples and computation time increases exponen-
tially with the increase of the number of samples in a single
batch or spatial dimension of the batch. Another challenge
is that in the case of SISR, test image size varies from thou-
sands to millions of pixel. We can not make higher spa-
tial batch size during training as it takes longer computation
time. We train our model using small batch size due to the
computational constraint. So we have to break larger im-
ages during testing for batch processing, and it can create a
patchy effect in images. Due to this, we propose a different
approach to generate MC samples in a single batch. Af-
ter training, we estimate stochastic parameters wL of each
layer using different random training batches as shown in
Algorithm 1. We use the same batch shape during train-
ing and stochastic parameter estimation. These parameters
in each batch-normalization layer are estimated for a batch,
Input: training image set I
Output: layer-wise batch mean and variance set
ŵTL = {µTL, σ2TL} of trained network. Where
L is layer no and T is maximum number of
MC samples required.
Training SR Network:
for total iterations do
forall images of I do
b number of n× n random crop;
train();
end
end
ŵTL estimation:
forall images of I do
random crop; \\ crop size= n× n ;
concat patches→ B \\ T decides patch/image;
end
shuffle(B);
batchsize= b; \\ same as training;
forall batches of B do
forward pass;
estimate ŵTL ;
end
Algorithm 1: Layer-wise batch mean and variance esti-
mation for single shot MC samples generation
and like this, we create several stochastic parameters set for
various batches. These stochastic parameters will be used
during testing for generating MC samples. One stochastic
parameter set generates one MC sample. During testing, we
concatenate the same test image based on the required num-
ber of MC samples and in batch-normalization layer we nor-
malize each image separately using different stochastic pa-
rameters as shown in Algorithm 2. Due to this, it produces
various HR image as an MC samples which come from a
posterior distribution learned from the training dataset.
Input: test image ILR, number of MC samples T ,
batch mean and variance of layer L and
inference ŵTL = µ
T
L, σ
2T
L
Output: image mean prediction IˆHR, predictive
image uncertainty σ2
concat ILR for T times (IT LR);
ITHR = Fw(I
T
LR, ŵ
T
L);
IˆHR = mean(I
T
HR);
σ2 = var(ITHR);
Algorithm 2: MCBN algorithm for SISR uncertainty
3.5. Uncertainty Quality Metrices
We evaluate quality of uncertainty using two standard
statiscal metrices, Predictive Log Likelihood (PLL) and
Continuous Ranked Probability Score (CRPS).
Predictive Log Likelihood (PLL): Predictive Log Like-
lihood is a widely accepted metric for measuring the qual-
ity of uncertainty [4, 11, 33, 8]. For a probabilistic model
Fw(x | D), PLL of an LR image iLR and HR image iHR is
defined as:
PLL(Fw(x | D), (iLR, iHR)) = log p(iHR | Fw(x | D))
(3)
p(iHR | Fw(x | D)) is a predictive probability distribution
function of iHR for an input iLR. There is no bound of PLL
and it is maximized for perfect predition of HR image with-
out any variance. Main property of this metric is that it does
not make any assumptions about distribution but it is criti-
cized for have effect of outlier on score [28].
Continuous Ranked Probability Score (CRPS): Contin-
uous Ranked Probability Score [10] is generally used to es-
timate respective accuracy of two probabilistic models. It
generalizes mean absolute error for probabilistic estimation.
CRPS is defined as
CRPS(Fw(iLR | D), iHR) =
∫ ∞
−∞
(F (y)−1(y−iHR))2dy
(4)
where F (y) is predictive cumulative distribution function,
and 1 is the Heaviside step function. The value of 1(y −
iHR) is 1 if y − iHR ≥ 0 and 0 otherwise. There is no
upper bound of crps. Perfect prediction with no variance
receives a CRPS of 0.
4. Experimental Results & Discussions
In this section, we discuss the datasets used in experi-
mental purpose and training methodology. We also address
the effect of the number of MC samples on performance and
compare our faster MC sample generation approach with
standard BN uncertainty estimation. In the end, we present
our understanding of model uncertainty for SISR applica-
tions.
4.1. Datasets
We use DIV2K [2, 35], a high-resolution, high-quality
dataset for training purpose. Total 800 training im-
ages optimize trainable parameters of the SR network,
and 100 validation images are to select the best param-
eter settings for testing. We analyze the network per-
formance using five standard benchmark testing dataset
namely Set5 [3], Set14 [40], BSD100 [25], Urban100 [12],
and Manga109 [26]. We have also experimented on satellite
images downloaded from [1] and histopathological images
from MoNuSeg challenge dataset [21].
(a) SSIM vs MC Samples (b) PSNR in dB vs MC Samples
(c) PLL vs MC Samples (d) CRPS vs MC Samples
Figure 2: The plot shows estimated values on ’Set5’ dataset
for a scale factor ×8 and MC samples vary from minimum
3 samples to 600 samples.
4.2. Training Details
We randomly extract 16 patches of size 64×64 from each
HR and bicubic interpolated LR image during training for
a batch update. We augment the patches by horizontal flip,
vertical flip, and 90-degree rotation and randomly choose
each augmentation with 50% probability. We normalize
each input into [0, 1] before feeding to the network. We train
each model for 1, 000 iterations which is equivalent to 0.8
million batch update. To ensure better convergence, we use
trained model of scale factor ×2 as initialization for other
scale factors. We use Xavier initialization [9] for initializing
model of scaling factor 2. We train our model with PyTorch
framework and update weights with Adam optimizer [20].
The learning rate is initialized to 10−4 and reduced to half
after every 400 iterations. We use mean-squared error to
optimize model parameters. We extract 64 × 64 patches
from high variance regions of validation images to choose
the best model for testing. During testing, we clip the out-
put between [0, 1] and map into an 8-bit unsigned integer
format. For a fair comparison, we remove boundary pix-
els of each test image based on the scaling factor for image
quality evaluation as described in vdsr paper [18].
4.3. Performance Analysis
4.3.1 Number of MC Samples
We get a better estimate of uncertainty and reconstruction
with the increase of the number of MC samples, but it also
increases the inference time. So proper choice of the num-
Monte Carlo
Samples Bayesian VDSR
Faster
Implementation
5 14.28 1.0
10 33.48 1.97
15 52.67 2.96
Table 1: All the values correspond to ’face’ image of size
276× 276 from ’Set14’ dataset.
ber of MC samples required for the task from this trade-
off. The minimum number of MC samples should be ca-
pable enough to give a better reconstruction than batch-
normalization without stochastic mean-variance and should
also provide a stable uncertainty map. In the figure 2, we
observe the changes of reconstruction and uncertainty qual-
ity against changes in the number of MC samples for ’Set5’
dataset. The plot shows that SSIM and PSNR index in-
creases with the increase of MC samples and later it settles
to some stable values. In the case of PLL and CRPS, it con-
verges to some stable value after initial unstable conditions.
In our experiments, We use 5, 15, and 25 MC samples for
testing.
4.3.2 Fast MC Sample Generation
We benchmark our faster approach with standard batch-
normalized (BN) uncertainty estimation. The time required
for generating MC samples in standard BN uncertainty [33]
mainly depends on the size of the image in the dataset and
the number of MC samples. We overcome these two diffi-
culties. Our approach is much faster than conventional as
shown in Table 1. We consider 5 MC sample generation for
an image using our method as a baseline and other values
in the table exhibits how many times more GPU time re-
quired for inference. Our approach takes 14.28 times lesser
execution time to generate 5 samples for an image of size
276× 276.
4.3.3 Image Quality Analysis
We used structural similarity (SSIM) [37] and peak signal-
to-noise ratio (PSNR) metrics to measure the reconstruction
quality. Table 2 shows the performance of Bayesian VDSR
for different Monte Carlo samples. We observe an improve-
ment of image quality with the increase of MC samples and
it saturates gradually. In Table 3, we also compared our
bayesian VDSR and batch-normalized (BN) VDSR with
standard deep learning based approaches like SRCNN [5],
VDSR [18]. Our training dataset, training procedure and
no bias approach are different from VDSR paper. So we
put our VDSR implementation in the table for fair compari-
son. Bayesian VDSR gives a minor improvement over BN-
VDSR. But along with this, uncertainty map comes free,
Scaling Factor ×2 ×4 ×8
MC Samples 5 15 25 5 15 25 5 15 25
Set5
SSIM 0.957530 0.957559 0.957562 0.884546 0.884700 0.884685 0.732343 0.732507 0.732317
PSNR 37.5404 37.5440 37.5472 31.4436 31.4456 31.4443 26.0340 26.0409 26.0391
PLL -11.175 -11.187 -11.184 -41.361 -41.392 -41.434 -157.733 -157.559 -157.656
CRPS 0.008191 0.008162 0.008157 0.015771 0.015711 0.015693 0.032864 0.032843 0.032823
Set14
SSIM 0.912049 0.912211 0.912232 0.768863 0.768996 0.769027 0.615298 0.615382 0.615404
PSNR 33.0858 33.1049 33.1096 28.0506 28.0637 28.0640 24.2733 24.2783 24.2816
PLL -91.007 -90.892 -90.767 -252.040 -250.839 -250.943 -568.926 -568.596 -568.283
CRPS 0.014960 0.014879 0.014857 0.026334 0.026215 0.026199 0.040444 0.040339 0.040343
BSD100
SSIM 0.894965 0.895038 0.895048 0.725807 0.725903 0.725940 0.580028 0.580055 0.580051
PSNR 31.9119 31.9164 31.9175 27.2973 27.2997 27.3012 24.4825 24.4842 24.4845
PLL -74.233 -74.226 -74.217 -195.734 -195.736 -195.730 -346.074 -345.979 -345.981
CRPS 0.016905 0.016859 0.016851 0.028345 0.028274 0.028260 0.039483 0.039417 0.039400
Urban100
SSIM 0.916389 0.916472 0.916480 0.757138 0.757218 0.757180 0.576144 0.576194 0.576157
PSNR 31.1339 31.1442 31.1457 25.3401 25.3423 25.3417 21.8184 21.8180 21.8176
PLL -472.235 -469.221 -468.409 -1553.83 -1547.44 -1545.33 -3148.43 -3140.58 -3138.79
CRPS 0.017461 0.017389 0.017373 0.033442 0.033353 0.033327 0.052008 0.051922 0.051906
Manga109
SSIM 0.973192 0.973270 0.973291 0.887527 0.887976 0.888069 0.726837 0.727066 0.727109
PSNR 37.5643 37.5966 37.6036 29.1394 29.1608 29.1634 23.3169 23.3217 23.3223
PLL -127.31 -127.00 -126.71 -796.85 -791.92 -790.55 -2640.54 -2634.91 -2632.31
CRPS 0.007538 0.007450 0.007427 0.017915 0.017773 0.017740 0.036155 0.036030 0.035989
Table 2: Average SSIM, PSNR, PLL and CRPS for different scale factor and MC samples on 5 standard dataset.
Dataset Scale Bicubic A+ SRCNN VDSR
VDSR (Our
Implementation)
BN VDSR
(Ours)
Bayesian VDSR
(Ours)
Set5
x2 33.65 / 0.930 36.54 / 0.954 36.65 / 0.954 37.53 / 0.958 37.49 / 0.957 37.54 / 0.957 37.55 / 0.958
x4 28.42 / 0.810 30.30 / 0.859 30.49 / 0.862 31.35 / 0.882 31.32 / 0.882 31.45 / 0.884 31.45 / 0.885
x8 24.39 / 0.657 25.52 / 0.692 25.33 / 0.689 25.72 / 0.711 26.00 / 0.729 26.07 / 0.732 26.04 / 0.733
Set14
x2 30.34 / 0.870 32.40 / 0.906 32.29 / 0.903 32.97 / 0.913 33.03 / 0.912 33.08 / 0.912 33.11 / 0.912
x4 26.10 / 0.704 27.43 / 0.752 27.61 / 0.754 28.03 / 0.770 28.02 / 0.767 28.07 / 0.768 28.06 / 0.769
x8 23.19 / 0.568 23.98 / 0.597 23.85 / 0.593 24.21 / 0.609 24.26 / 0.613 24.32 / 0.615 24.28 / 0.615
BSD100
x2 29.56 / 0.844 31.22 / 0.887 31.36 / 0.888 31.90 / 0.896 31.88 / 0.895 31.91 / 0.895 31.92 / 0.895
x4 25.96 / 0.669 26.82 / 0.710 26.91 / 0.712 27.29 / 0.726 27.27 / 0.724 27.30 / 0.725 27.30 / 0.726
x8 23.67 / 0.547 24.20 / 0.568 24.13 / 0.565 24.37 / 0.576 24.46 / 0.579 24.49 / 0.579 24.48 / 0.580
Urban100
x2 26.88 / 0.841 29.23 / 0.894 29.52 / 0.895 30.77 / 0.914 31.05 / 0.916 31.15 / 0.917 31.15 / 0.916
x4 23.15 / 0.659 24.34 / 0.720 24.53 / 0.724 25.18 / 0.753 25.27 / 0.754 25.35 / 0.756 25.34 / 0.757
x8 20.74 / 0.515 21.37 / 0.545 21.29 / 0.543 21.54 / 0.560 21.77 / 0.574 21.83 / 0.576 21.82 / 0.576
Manga109
x2 30.84 / 0.935 35.33 / 0.967 35.72 / 0.968 37.16 / 0.974 37.36 / 0.973 37.46 / 0.973 37.60 / 0.973
x4 24.92 / 0.789 27.02 / 0.850 27.66 / 0.858 28.82 / 0.886 28.98 / 0.885 29.20 / 0.888 29.16 / 0.888
x8 21.47 / 0.649 22.39 / 0.680 22.37 / 0.682 22.83 / 0.707 23.23 / 0.723 23.35 / 0.728 23.32 / 0.727
Table 3: Comparison table of Bayesian VDSR with other benchmarked results. Average PSNR / SSIM values for scaling
factor ×2, ×4, ×8
and it contributes a significant boost in deep learning based
super-resolution task.
4.4. Understanding Model Uncertainty
The Table 2 shows two standard uncertainty quality met-
rics PLL and CRPS for measuring uncertainty quality using
different MC samples. We observe the value of PLL and
CRPS are getting better (more stable) with the increase of
MC samples due to the availability of larger samples it can
estimate better mean and variance. Model uncertainty in-
creases with the increase of scaling factor due to the higher
shift of mean from actual value and higher variance in MC
samples.
In Figure 3 shows 3 different images from a standard
testing dataset and its reconstruction from LR image with
the different scaling factor. Along with this it also shows
uncertainty in reconstruction. In the first image, if we look
on the English letters, we can see higher uncertainty in bor-
(a) HR Image (b) Scale factor ×2 (c) Scale factor ×3 (d) Scale factor ×4 (e) Scale factor ×8
Figure 3: Figure shows reconstructed image and uncertainty map with different scaling factor. First two image is from
’Manga109’ dataset and last one is from ’Urban100’ dataset.
der of each letter for scaling factor×2, and as scaling factor
increases it becomes difficult to reconstruct the characters
perfectly for a DL models and uncertainty increases as we
can see for scaling factor ×8, model shows uncertainty all
over the characters. In the second image set of figure 3, the
reconstructed image with scaling factor ×2 does not show
any uncertainty. But we observe there is uncertainty in the
boundary of Japanese character and it increases gradually
with the increase of scaling factor. Uncertainty is maximum
for scaling factor ×8 as we can also see visually that sharp
boundary in that character has been deformed in the recon-
structed image. But in case of dotted texture in that image
shows higher uncertainty for scaling factor ×3 and there is
no uncertainty for scaling factor×2 and×8. It is due to per-
fect reconstruction for scaling factor×2 but for scaling fac-
tor×8, these texture has completely been abolished in origi-
nal low LR image due to high downsampling, and the dotted
region becomes continuous, and model upsampled that con-
tinuous texture. The last image set of Figure 3 shows the un-
certainty in the edges of windows, and it increases with the
increase of downsampling factor. In our understanding, we
observe that if some texture is present in LR image and it is
not reconstructed properly in HR image, those regions show
higher uncertainty in the reconstruction. Mainly ambiguous
regions, object boundaries, sharp regions or any deformed
reconstruction generally receive higher uncertainty. This is
very much helpful to further process those images for other
computer vision task. Features coming from those uncer-
tain regions in other computer vision task can be assigned
lower importance, and it may improve performance.
For qualitative evaluation, we compare the average un-
certainty with the quality of reconstruction. In Figure 4, we
use PSNR and perceptual loss [14] to measure the quality
of reconstruction. We use features of relu2 2, relu3 3, and
relu4 3 layer from popular VGG16 [31] model to calcu-
late perceptual loss between HR image and reconstructed
image. Perceptual loss increases with the increase of de-
formation in the reconstructed image and PSNR decreases
with the increase of pixel-wise loss. We observe a strong
relationship between uncertainty and image quality. PSNR
decreases and perceptual loss increases with the rise in un-
certainty.
5. Conclusion
In this article, we introduced a Bayesian approach to es-
timate uncertainty in batch normalized super-resolution net-
work. Stochastic batch-normalization used during test time
to generate multiple Monte Carlo samples and those sam-
ples are used to estimate uncertainty. We also propose a
faster approach to produce Monte Carlo samples and mea-
sure uncertainty quality using standard statistical metrics.
Our method is a generalized approach, and it can be applied
to any image reconstruction techniques. We show Bayesian
(a) PSNR vs Mean Uncertainty (b) VGG Feature Loss (relu2 2) vs
Mean Uncertainty
(c) VGG Feature Loss (relu3 3) vs
Mean Uncertainty
(d) VGG Feature Loss (relu4 3) vs
Mean Uncertainty
Figure 4: All the points in the plot are reconstructed images
from BSD100 dataset for a scale factor ×2 using 50 MC
samples. All the axis values are normalized between [0, 1].
uncertainty provides the reliable measure of model uncer-
tainty in SISR. We believe that uncertainty in image super-
resolution will improve the trustability of reconstructed out-
put for deployment in the high-risk task.
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