A new recursive algorithm, called the Gaussian convolution filter (GCF), is proposed for nonlinear dynamic state space models. Based on the convolution filter (CF) and similar to the Gaussian filters, the GCF approximates the posterior density of the states by Gaussian distribution. The analytical results show the ability to deal with complex observation model and small observation noise of the GCF over the Gaussian particle filter (GPF) and the lower complexity, more amenable for parallel implementation than the CF. The Simulation in the Tracking domain demonstrates the good performance of the GCF.
Introduction
To estimate the dynamic state from the history of noisy observations is the main objective of filtering, which arise in many fields including statistics, economics and engineering such as tracking and navigation. Based on the difference of the dynamic state space models, usually filtering can be divided into two categories: linear and nonlinear, which correspond to the linear Gaussian models and nonlinear and/or non-Gaussian models respectively. For linear filtering, Kalman filter (KF) [1] usually gives the optimal results. For nonlinear filtering, the extended Kalman filter (EKF) [2] is most popular. However, the linearization process of the EKF is liable to large errors threatening the convergence of the algorithm, particularly for models with high nonlinearity. A recently-popularized technique for numerical approximation, termed as the particle filter (PF) [3] [4] [5] , offers a general tool for the state estimation of nonlinear non-Gaussian systems. The core idea behind the PF is to use samples (particles) to approximate the concerned distributions. Usually the PF gives better results than the EKF and the unscented Kalman filter (UKF) [6] . However, it also has drawbacks. Firstly, the algorithm is complex and difficult to parallel implementation [7] . Secondly it is prone to divergence when the observation noise is too small [8] . Thirdly, it does not work when the likelihood function can not be obtained analytically [8] . The first drawback has been overcome by the Gaussian particle filter (GPF) [7] , which approximates the posterior distributions by single Gaussians, and avoid the resampling step, which reduces the complexity and is more amenable for fully parallel implementation in VLSI. However the second and third shortages are still within the GPF. The convolution filter (CF) [8] has circumvented the second and third drawbacks by using convolution kernels, however, the first one still remains.
In this paper, we propose a new algorithm, namely the Gaussian convolution filter (GCF), which can overcome all the three drawbacks above. The GCF is based on the convolution filtering concept, and it approximates the posterior distributions by single Gaussians. It is shown that the GCF is asymptotically optimal in the number of particle under the Gaussianity assumption. The Simulation results in the Tracking demonstrate the performance of the GCF when the observation noise is too small and the GPF fails.
Background
In this section, we first describe the problem formulation. The convolution filter is then recalled.
where  t and t  denote the known independent process and measurement noise respectively, {x t } the state of the system complying with the Markov process, {y t } the measurements of the system, and both f t and h t are known nonlinear or linear functions. Again, let
, and p(x 0 |x -1 ) = p(x 0 ) be the initial density. Here, the purpose is supposed to estimate the posterior probability density function (pdf) p(x t |Y t ) by the Bayes recursion
The Convolution Filter
Usually in PF scheme, the weight of each particle is given by the likelihood function. The observations thus operate the filter through the likelihood function which is assumed to exist and to be known. This assumption is rather restricting in practice. Moreover it rules out the non-noisy case and will also cause trouble when the observation noise is too small and also when the noise is non-additive as in the general system (1) and (2) . These drawbacks can be circumvented by using convolution kernels to weight the particles in the CF [8] . We can approximate the weights consistently by simulating the observations, and use this approximation in place of the true function in the PF, i.e. 
A brief description of the resampled CF (RCF) is given in Table 1 . 
The Gaussian Convolution Filter
In this section, we present the main results of the paper, the GCF recursion. The main idea behind the GCF is to estimate the posterior distributions by CF, and then approximate them by Gaussians.
The Measurement Update
Assume the density of prediction is approximated by a Gaussian [7] , i.e.,
where  
; ,
with the mean  and covariance . Take (7) as the importance density and get samples from it, i.e.,
Obtain the observations
and the particle weights
By substituting (7) into (4) 
where
where T A denotes the transpose of matrix A. We now give the corollary to verify the convergence of the algorithm above. Let us note that the form of corollary here is similar to that in GPF [7] , however the difference is that the one here is based on the CF.
Corollary 1: Assume that at time t, the prediction distribution is Gaussian, i.e.
The GCF measurement updates the filtering distribution by the algorithm above. Then, t  computed in (14) converges to the MMSE estimate of x t almost surely as , and the MMSE estimate given by t in (14) converges to the true MMSE estimate almost surely as . 
Recall that the prediction distribution is approximated as a Gaussian, we have
Summary of the GCF
We summarize the algorithm above in Table 2 . The GCF does away with the need of resampling step, this means that the GCF is more amenable for fully parallel implementation in VLSI than the CF. Moreover, because of the use of convolution kernels the GCF can deal with scenarios that the observation noise is too small or the likelihood function can not be obtained analytically.
Tracking Simulation Results
An example: Consider the problem of tracking a maneuvering target [9] , whose position and velocity at instant t are given by a continuous random vector x 2t ∈ R n-1 , and where the maneuver/regime of the target is represented by the discrete random variable x1k ∈ R. The state to be estimated is x t ={x 1t ; x 2t }. The model is as follows:
X 2t = Fx Figure 1 shows the absolute value of errors of the state estimates given by the GPF (denoted by asterisk-solid line) and GCF (denoted by dashed line) respectively when the observation noise variance R=5. In this case both the GPF and the GCF works well, also shown in Table 3 . However, when R is reduced, e.g. R=0.1, the GPF diverges while the proposed GCF still works well, as shown in Table 3 , where  means the divergence of the results as shown in [8] , and the RMSE 
Conclusions
The proposed Gaussian convolution filter (GCF) overcomes the drawbacks of the existing GPF, which is limited in the applications to scenarios that have non-noisy or near non-noisy observations or lack the knowledge of the likelihood function. Moreover the parallelizability of the GCF and the absence of resampling step makes it more convenient for VLSI implementation and, hence, feasible for practical real-time applications than the existing CF. Simulation results are also presented to demonstrate the performance of the GCF when the observation noise is small and the GPF fails.
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