In this paper we study the connection between Haagerup tensor product and compactness of Schur A-multiplier. In particular, we give a new characterization of elementary C * -algebra in terms of completely compact Schur A-multiplier.
Introduction
Schur multipliers, a class of maps generalising the operators of entry-wise (Schur) multiplication on finite matrices, were first abstractly studied by Grothendieck in [3] . Since then they have played an important role in operator theory. In the simplest situation they arise in the following manner: to a (discrete) set X and a function φ : X × X → C, one associates an operator S φ on the space of compact operators on the Hilbert space ℓ 2 (X); if the resulting map is (completely) bounded, we call S φ a Schur multiplier with symbol φ.
In [4] , Hladnik studied an important class of Schur multipliers: compact Schur multipliers, i.e the map S φ is a compact operator. Hladnik identified the space of Schur multipliers with Haagerup tensor product c 0 ⊗ h c 0 .
Recently, in [7] , McKee, Todorov and Turowska generalised the notion of Schur multipliers to new setting, on which we will inverstigate the generalization of Hladnik's thorem. This paper is organised as following.
In section 2, we give some basic definitions which we used in this paper, including the definition of Schur A-multiplier.
In section 3, we prove that if either X or Y is not discrete measure space, then there is no non-zero compact Schur A-multiplier. By this result, we could restrict our attention to the case X = Y = N.
In section 4, we study some properties of Haagerup tensor product. We prove a Theorem which based on the work of Smith [10] , Ylinen [12] and Saar (see [6] ), to get a complete relationship between Haagerup tensor product and completely compact maps on C * -algebras, which will be very useful for the study of the compactness of Schur A-multipliers in the later section. Furthemore, that theorem gives a new characterization of the C * -algebra of compact operators of some Hilbert space.
In second 5 and section 6, we study the complete compactness of Schur Amultipliers when A is * -isomorphic to a subalgebra of K(H), and we prove a generalisation of Hladnik's Theorem.
In Section 7, it contains our main results. We study the relationship between complete compactness and compactness, in the end we use these relations and the results of previous sections to prove that the generalization of Hladnik's Theorem is true if and only if the C * -algebra A if * -isomorphic B(H) for some finite dimensional Hilbert space H.
Revision of the Operator-Valued Schur Multiplier
For any measure space (Z, λ) and Banach space B, we let L 2 (Z, B) denote the space of all square integrable λ-measurable functions from Z into B. If B = K for some Hilbert space K, then L 2 (Z, K) is a Hilbert space. Furthermore, for any Hilbert space K, we denote the space of bounded operators on K by O(K), and denote the space of compact operators on K by O c (K) . Let (X, µ) and (Y, ν) be standard measure spaces (see [7] ), H a separable Hilbert space, and
Such functions k will often be referred to as kernels. It follows that the formula
defines a (weakly measurable) function T k ξ : Y → H, and a bounded operator T k : L 2 (Y, H) → L 2 (X, H). Moreover, by [7] we have T k ≤ k 2 and T k =0 if and only if k = 0 almost everywhere.
If X and Y are operator space, we denote the space of all completely bounded linear maps from X into Y by CB(X , Y) and write CB(X ) = CB(X , X ). For the background of operator spaces and completely bounded maps, we refer the reader to Section 1.2. In this thesis, if f is a linear map from an operator space X into an operator space Y, we use f n to denote the corresponding map from M n (X ) into M n (Y). Now we define
and note that S 2 (Y ×X, A) is a dense subspace of the minimal tensor product O c ⊗A, thus in particular it is an operator space. A function ϕ : X ×Y → CB(A, O(H)) will be called pointwise measurable if, for every a ∈ A, the function (x, y) → ϕ(x, y)(a)
It is easy to show that ϕ·k is weakly measurable and
be the linear map given by For the sake of convenience, we will not distinguish Schur A-multiplier ϕ : X × Y → CB(A, O(H)) and the corresponding linear map
when we use the terminology 'Schur A-multiplier'.
Another important notion is complete compactness which is defined as follows (see [5] ) Definition 2.2. If X and Y are operator spaces, a completely bounded map Φ : X → Y is called completely compact if for each ǫ > 0 there exists a finite dimensional subspace F ⊂ Y such that
for every x ∈ M m (X ) with x ≤ 1 for every m ∈ N.
Let us recall that a completely bounded linear map which is approximated by a net of linear maps with finite rank in the complete bounded norm is completely compact [6, Proposition 3.2]. We will use this fact without reference frequently.
If X and Y are operator spaces, we denote the set of compact (resp. completely compact) operators from X into Y by CO(X , Y) (resp. CCO(X , Y)). Remark 2.3. Let X , Y be operator spaces, ϕ : X → Y be completely bounded linear map. If Z ⊂ Y is operator space such that ϕ(X ) ⊂ Z and there is completely bounded map h : Y → Z with h(d) = d for all d ∈ Z, we define ψ : X → Z by ψ(a) = ϕ(a) for all a ∈ X , then since the composition of completely compact map and completely bounded map is completely compact, we conclude that ϕ is completely compact if and only if ψ is completely compact (the proof is easy consequence of [6, Proposition 3.2]). We will use this fact without reference in this paper. Lemma 2.4. Let X and Y be operator spaces, ϕ : X → Y a completely bounded linear map which is not completely compact. If Z is an operator space containing X as a subspace, and f : Z → X is a completely bounded surjective linear map such that f cb = 1 and f |X = I X (here I X : X → X is the identity operator defined on X ), then ϕ • f is not completely compact.
by the definition of complete compactness ϕ • f is not completely compact.
Some properties of compact Schur A-multiplier
In this section, we will prove that if (X, µ) and (Y, υ) are standard measure spaces, then there is no non-trivial compact Schur A-multiplier if either (X, µ) or (Y, υ) is non-atomic. In the following A ⊆ O(H) is C * -algebra, and we fix admissible topologies on X and Y respectively.
Furthermore, if (X, µ)(resp.(Y, υ)) is non-atomic, there are infinitely many mutually disjoint µ -measurable subsets {D n } n∈N of D X (resp. there are infinitely many
Proof. Let 0 < ǫ < 1 be a given positive number, we choose a number δ such that 0 < δ < ǫ · (µ × υ)(D). By the construction of the product measures (see [2] ), there exists a set {V n × W n : n ∈ N} of disjoint rectangles such that
It is easy to see that there is at least one n ∈ N such that
and let {E k } n k=1 be disjoint µ-measurable subsets of D X such that µ(E k ) = 1 n µ(D X ) for each k (for the existence of these sets, see [8, I.4] ). Thus we have
We claim that there are at least two distinct numbers r, m ∈ N such that
because if this was not true we would have
this contradicts (1). This contradiction proved the existence of the two distinct numbers r and m ∈ N. Now let D 1 = E r . We replace D X by E m and repeated the same argument, our proof is completed.
We list the following two lemmas for reference, their proofs are routine.
Proof. We prove that if (X, µ) is non-atomic, then S ϕ = 0 if ϕ is compact Schur A-multiplier. The other part is proved by the same argument. By Lemma 3.2, there is a ∈ A with a = 1 such that for some positive number c > 0, the measure of the set 
By (2) it is easy to see that there is at least one A k such that (µ × υ)(A k ) > 0 and we can assume that A k is compact.
Now we define the function ϑ :
Let h ∈ H be such that h = 1 and
Since (X, µ) is non-atomic, by Lemma 3.1 there are infinitely many mutually disjoint µ-measurable subsets {D n } n∈N of D X such that
Then {k n } n∈N ∈ L 2 (X × Y, O(H)) and k n 2 = a = 1 (n ∈ N); {ξ n } n∈N ⊂ L 2 (X, H) and ξ n = 1 (n ∈ N). So { T kn } n∈N is bounded. We can complete our proof by showing that {T ϕ·kn } n∈N has no Cauchy subsequence if the given ǫ is small enough. By (3), (4), Cauchy-Schwarz inequality and that (
our proof is complete.
Haagerup tensor products and completely compact maps
Let K be a fixed Hilbert space. We will study the connection between Haagerup tensor product and completely compact maps.
If {A i } i∈I is a collection of C * -algebras, we denote their C 0 (or it is called C * )direct sum by ⊕0 i∈I A i (see [1] ). For a C * -algebra A, we follow Fell and Doran [1] to call A elementary C * -algebra if A is * -isomorphic to O c (H) for some Hilbert space H; on the other hand, we call whose all entries are 0 except for the i, j-th entry, which is a. Now we take two distinct points
then Λ is completely compact by [6, Corollary 3.6], and it is easy to verify that 
If these conditions hold, we have CCO(A) =
Proof. The implication from (i) to (ii) is [6, Corollary 3.6].
(ii) implies (i): In particular, for any u ∈ A, the map x → uxu is compact, by [12] there is a faithful * -representation π of A on Hilbert space X such that π(A) ⊂ O c (X), thus if we identify A with its image in O(X), we can consider that A is a norm-closed * -subalgebra of O c (X). By Lemma 4.1 (i) holds.
Compactness and Haagerup tensor products
By the results of Section 3, the only interesting compact Schur A-multipliers are defined on X, Y = N, equipped with the counting measure. We assume that A ⊂ O(H) for some Hilbert space H, and we can drop the assumption that A is separable.
We
(for all matrix S ∈ O(ℓ 2 )). Since ℓ 2 is commutative C * -algebra, E is completely bounded. Therefore the action of Schur A-multiplier ϕ on O c (ℓ 2 (N)) ⊗ A can be regarded with 
Proof. The convergence of i∈J E(R i )E(R i ) * and i∈J E(S i ) * E(S i ) is an easy convergence of i∈J R i R * i and i∈J S * i S i . Let R i = (a N) ) ⊗ A (here we recall that E p,q (a) is the matrix whose entries are all 0 but p, q-th entry is a), thus in oder to verify (7) , it is sufficient to verify that it holds for E p,q (a) for any a ∈ A and p, q ∈ N. By (6) we have (· is the multiplication of matice)
On the other hand we have
for all p ′′ or q ′′ = p, or p ′ or q ′ = q. Now (8) and (9) imply that
Our proof is complete.
In the sequel part, we use symbol CS(A, O(H)) (resp.CCS(A, O(H))) to denote the set of compact (resp.completly compact) Schur A-multiplier. Furthermore, we define CS(A) = CS(A, A)(resp.CCS(A) = CCS(A, A)). 
such that i∈J R i R * i∈J and i∈J S * i S i converge uniformly and
By Lemma 5.1 we have
Now it is easy to verify that {E(R i )} i∈J , {E(S i )} i∈J are collections of compact operators, i∈J E(R i )E(R i ) * and i∈J E(S i ) * E(S i ) converge in norm. By [10] ,
is a completely compact map on O c (H ∞ ), and it is easy to see that there is Schur O c (H)-multiplier ϕ such that S ϕ = φ v . Therefore the map
is linear isometry with range CCS(O c (H)). Our proof is complete.
Theorem 5.4. If A is C * -algebra, then the following two conditions are equivalent:
If these conditions hold, Schur A-multiplier ϕ is completely compact if and only if there are index set J, {a i k } i∈J,k∈N and {b i k } i∈J,k∈N ⊂ A such that :
Proof. The implication from (I) to (II) was proved in the previous proposition. 
We define a i k = (R i ) k,k and b i k = (S i ) k,k for each i, k ∈ N, then it is easy to verify that {a i k } i,k∈N and {b i k } i,k∈N satisfy (1) and (2).
Applications to compact-type C * -algebra
In this section, we will use the results of last section to study the compactness of Schur A-multiplier where A is compact-type C * -algebra. We identify A = 0⊕ i∈I O c (H i ) for some collection {H i } i∈I of Hilbert spaces, take H = ⊕ i∈I H i and let f : O c (H) → A be the canonical projection, thus f is completely positive. We shall say that the pair (H, f ) is associated to A. . 
Compactness and complete compactness
In this section, we prove some results by aid of which we could identify compactness and complete compactness in some cases. We fix Ω to be a compact Hausdorff space, C(Ω) to be the space of all continuous complex-valued functions on Ω.
The proofs of the following two lemmas are standard and we ommit them:
where the norm of the right hand-side is taken from O(ℓ 2 ). In particular,
A is a C * -algebra which is * -isomorphic to a subalgebra of M n ⊗C(Ω) for some n ∈ N and compact space Ω, then compact linear map from A into A is completely compact.
Proof. Let ϕ : A → A be a compact linear map. We identify A as a C * -subalgebra of M n ⊗ C(Ω). Since M n ⊗ C(Ω) is nuclear, let {ψ m : M n ⊗ C(Ω) → M n ⊗ C(Ω)} m∈I be a net of finite-rank completely positive maps such that ψ m (a) → a for all a ∈ M n ⊗ C(Ω) provided m → ∞. Then we have ψ m • ϕ(a) → ϕ(a) for all a ∈ A. Since { ψ m •ϕ } is bounded, by Lemma 7.1 we have ψ m •ϕ−ϕ → 0. Therefore {ψ m •ϕ} is Cauchy net in O(A, M n ⊗ C(Ω)). But CB(A, M n ⊗ C(Ω)) = O(A, M n ⊗ C(Ω)), by Open Mapping Theorem we conclude that {ψ•ϕ} is Cauchy net in CB(A, M n ⊗C(Ω)) as well, it is easy to verify that ψ m • ϕ → ϕ completely. Since each ψ m • ϕ is of finite rank, ϕ is completely compact. Proposition 7.4. Let V be an operator space, and n ∈ N be fixed number. Let ϕ i,j : V → C(Ω) be completely bounded maps (i, j = 1, . . . , n), we define S ϕ : M n (V ) → M n (C(Ω)) by S ϕ ((v i,j ) n i,j=1 ) = (ϕ i,j (v i,j )) n i,j=1 .
Then S ϕ cb = S ϕ .
Proof. Let D n be the subalgebra of all the diagonal matrices in M n . We will use the idea of the proof of [9, proposition 8.6] . For any C ∈ D n , we have S ϕ (C(v i,j ) n i,j=1 ) = C(ϕ i,j (v i,j )) n i,j=1 , S ϕ ((v i,j ) n i,j=1 C) = (ϕ i,j (v i,j )) n i,j=1 C where we define the multiplication between C and elements of M n (V ) or M n (C(Ω)) by the multiplication of matrices. Since S ϕ is D n -bimodule map, by the similar argument of [9, Proposition 8.6] we can prove that S ϕ is completely bounded. Now we may get the following proposition immediately: Therefore, by Theorem 7.12 A = ⊕0 k∈I M n k , n k ≤ N for some N ∈ N. On the other hand, by Theorem 5.4, A is elementary C * -algebra, hence there is at most one n k is non-zero, (i) is proved.
