Abstract-Hovering flies are capable of achieving outstanding performances when hovering above flowers for several minutes. A new insect-based hovering control strategy is presented here for accurately stabilizing the position of a sighted twin-rotor equipped with a decoupled eye with a narrow fieldof-view of only a few degrees. The main aim of this paper is to describe how accurately hovering flight above a target can be achieved by means of this fundamental bio-inspired mechanical decoupling system between the eye and the body . The simulated gaze control system implemented on-board the aerial robot has several advantages :
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I. INTRODUCTION
Several methods have been developed during the last few years which have enabled UAVs to fly increasingly autonomously (to perform automatic taking off and landing, etc.). Most of the strategies used for this purpose were based on a combination of vision sensors and Inertial Measurement Units. For instance, [1] used a trajectometric system of measurement to determine the position and orientation of a quad-rotor. Despite the high frame rate and the good resolution of this system, the robot cannot be said to be fully autonomous because of the offboard data processing system on which it depends. A similar system involving the use of a CCD camera was developed by [2] . Another strategy consisted of using active markers placed in the environment (one under the robot and one in front of it), as described by [3] to assess the robot's attitude and position. On similar lines, using an embedded camera and a different set of geometrical markers (five), [4] provided a robot with an accurate means of estimating both its position and its orientation. A similar task was also accomplished in a study by [5] , using active markers and a simple visual sensor borrowed from a remote Wii control (Wiimote). Other methods based on the use of optical flow have been presented, as in [6] , for determining the altitude, position and speed of a robot flying above a road with specific geometric characteristics. In all these approaches, the robot's position was estimated via visual sensors, as in [1] combined with an embedded inertial measurement unit. In the latter case, the gyrometer's bias was classically compensated for by means of accelerometers (see [7] ).
The novel hovering robot presented here was assumed to have an "eye" with a controlled rotation relative to its "body". In addition, the eye was taken to have a narrow FOV of only a few degrees (a kind of fovea). The visual sensor is able to rotate and thus to change the gaze direction (the line of sight). As described in [8] , a fovea equipped with a gaze control mechanism of this kind is a considerable step forward in the computational modelling of vision, where visual and control systems with many degrees of freedom have to solve difficult problems without gaze control mechanisms. The present additional degree of freedom mimicks the characteristic mechanical decoupling between the eye and body of many animals, such as the hoverfly. The present robot's eye can be said to be a sensitive, accurate visual position-sensing device (PSD) [9] , which is able to detect the position of an edge (or a bar) within its very small field of view (here, F OV = ±5°in comparison with the FOV of more than 50°in the case of the robots used in previousreferences). This sensor's performances in an edgedetection task were a 40-fold improvement in terms of the resolution, as compared with the previous interphotodiode angular resolution [10] . The visual sensor in question can therefore be said to be endowed with hyperacuity [11] . For further details about the performances (i.e., the accuracy and calibration) of this hyperacute visual PSD, see [12] and [10] . Gaze stabilization is a difficult task because the eye control system must compensate both quickly and accurately for any sudden, untoward disturbances caused by the vagaries of the supporting head or body. This finely adapted mechanism is way beyond what can be achieved in the field of present-day robotics. The only information available on-board the present robot, in line with what occurs in its natural counterparts, is the inertial measurement provided by the biased rate gyro and the eye-in-body orientation provided by a hall effect sensor.
The aim of this paper was to present the many advantages of an airborne gaze control system for achieving accurate hovering flight. A robot with a decoupled eye is presented in the next section, along with its nonlinear dynamic model. In Section III, the original nonlinear observer used to estimate the robot's position, attitude (in terms of roll alone) and unbiased rotational speed is presented. The eye control system and the robot's overall control system based on this observer are then described. In section IV, detailed comparisons are made between the behaviour of simulated robots with and without a decoupled eye, and the advantages of implementing a feedforward gaze control process are discussed.
II. SYSTEM OVERVIEW A. Description of the twin-engine hovering robot
As shown in the CAD in figure 1 , the twin-engine aerial robot we have designed will have three degrees of freedom (a rotation around the horizontal axis, θ r , a right and left translation, X, and an eye rotation θ er with respect to the robot's body). Thanks to a mechanical decoupling between the eye and its mechanical support (the head), the eye can rotate freely in the robot's frame. In addition, the eye's orientation can be finely controlled by means of an extremely compact, fast and accurate piezo motor (PCB motor) with a very small diameter (20mm) and a very low mass (1 gram) [9] . The robot, which will weigh only about 100 grams in all, will be completely autonomous, thanks to its embedded computational resources and the onboard power supply.
As shown in figure 3 , the UAV's roll angle θ r can be controlled by applying a differential rotational speed to the propellers. The robot was assumed in the present simulations to fly at a constant altitude H. This assumption is not restrictive, since it is known that the altitude can be decoupled from the roll and lateral movements in systems of this kind, which belong to the same class as aircraft capable of performing planar vertical take-off and landing ( [6] , [5] or [2] ). As the flying robot is under-actuated, its position X on the horizontal axis is controlled by adjusting its attitude around the roll axis. The robot is therefore in a state of equilibrium when θ r = 0°. In this study, the robot was assumed to be Fig. 1 . CAD of the 100-grams micro-air vehicle, in which a miniature rotary piezomotor (PCB Motor) controls the orientation of the eye (angle θer) relative to that of the body. The orientation of the robot around the roll axis (angle θr) is controlled by applying a differential rotational speed to the propellers. The robot itself was mounted here at the tip of a rotating arm allowing to move freely in the horizontal plane.
hovering above a target on the ground. Setting our hovering control strategy in a bio-inspired minimalistic framework meant that the objective was to stabilize the under-actuated hovering robot using only a drifting rate gyro and an eye with a narrow field of view. As can be seen from Figure 2 , our robot robot has many points in common with the fly :
-A rate gyro : the fly has two gyroscopic haltere organ measuring its body's angular speed in the three degrees of rotation (pitch, roll and yaw) [13] , whereas the robot is equipped with a classical MEMS rate gyro. -An optical position sensing device : the fly's compound eye is able to locate a contrasting target placed in a small frontal part of the visual field [14] , [15] , while the robot is equipped with an eye endowed with hyperacuity [16] , with which it can accurately locate the targets occurring in its small FOV. -A neck : the fly has no less than 23 pairs of muscles with which to control its head's orientation [17] . The robot has a decoupled eye, which is actuated by means of a tiny position servomotor (rotative piezo motor). -A proprioceptive sensor in the neck : the fly has prosternal organs consisting of a pair of mechanosensitive hair fields located in the neck [18] , while the robot is equipped with a contactless magnetoresistive sensor measuring the orientation of the eye relative to the head. -A gaze stabilization : in the freely flying sand wasp, active gaze stabilization mechanisms prevent the incoming visual information from being affected by disturbances, such as large body rotations around the roll axis [19] . The robot therefore uses two bio-inspired oculomotor refexes to compensate for its own body movements. In what follows, we have used the following notations : -θ t : the angular position of the target in the inertial frame. -θ r : the robot's roll angle. -θ er : the angle between the eye and the robot in the robot's frame. This angle is mechanically constrained to a maximum value : |θ er | < θ er M AX . Similarities between the fly (a) and the hovering robot with a decoupled eye (b). These two dynamic under-actuated systems are able to measure their body's rotational speed Ωr by means of a rate gyro (in the case of the robot) and halteres (in that of the fly) and to locate a contrasting target θt placed in a small part of their FOV. The fly has no less than 23 pairs of muscles in its neck, with which to stabilize its gaze θg, whereas the robot controls the angular position of its eye θer by means of a miniature rotative piezo motor. Here, the fly and the robot are hovering over a ground target.
-θ g : the angular position of the gaze in the inertial frame θ g = θ er + θ r . -r : the retinal error defined by r = θ t − θ g . -X : the position of the robot along the horizontal axis in the inertial frame. -V x : the speed of the robot on the horizontal axis in the inertial frame. -Y : the position of the robot on the vertical axis in the inertial frame. Y was assumed to be constant (Y (t) = H ∀t). -Ω r : the robot's rotational roll speed. Estimated values are denoted by an additional hat (e.g., θ), reference values by a star (e.g., θ ) and measured values by a bar (e.g.,θ).
B. Non-linear model of the hovering robot
A classical nonlinear dynamic model was adopted for the robot in the inertial frame :
where L is the distance between the center of the robot and the propellers, I z is the inertial momentum around the roll axis, F 1 and F 2 are the thrust generated by propellers 1 and 2, respectively, and K vx is the flapping coefficient, which is assumed to be constant.
An internal speed loop makes the robot's rotational speed (Ω r ) exactly follow the rotational speed set points (Ω r ) dictated by the attitude controller (see III-E). To control the rotational speed (Ω r ), it was assumed that the propellers are controlled directly via the thrust value. The control input signal to a propeller is therefore composed of a nominal thrust and a differential thrust. The nominal thrust (T ) counteracts the gravity and the differential thrust (δ ) generates the torque responsible for the roll rotation. The propeller's control input signals are defined by
The propellers' dynamics were assumed to correspond to a first order system with a time constant equal to τ mot (see table II). Figure 3 shows the complete model of the robot including the propellers, the rate gyro, the visual sensor and the angle sensor (used to measure the eye-in-robot angle θ er ). In the dynamic simulations of the robot, which were computed with the Matlab/Simulink environment, the set of parameters presentedin table I were used.
III. HOVERING BY GAZING
Here it is proposed to describe the new control strategy used to implement robust, accurate, fast hovering flight. In the present approach, where the gaze control plays a key role ( [20] , [21] ), the "hovering-by-gazing" strategy amounts to keeping the gaze automatically oriented toward a stationary (or moving) target. This strategy is based on some bioinspired mechanisms which are known to be highly efficient in position control situations [22] . Contrary to many previous approaches ( [23] , [24] ) in which the robot's attitude was estimated from an inertial measurement unit (IMU) including a rate gyro, accelerometers and magnetometers, the robot's attitude and position and the rate gyro's bias were estimated solely from the robot's angular speedΩ r and the eye-in-robot angleθ er measured. We will now describe the eye control system and the hovering control system and explain how the two interact with each other.
A. The nonlinear observer
As shown in figure 4 , the state observer is the cornerstone of our hovering control strategy. This observer delivers four estimated states on the basis of two measurements : the eyein-robot's orientationθ er and the robot's angular speedΩ r . The observer therefore specifies the linear speed V x , the position X, the roll angle θ r and the rate gyro's bias ∆ g :
Whereθ er =θ er −θ er represents the estimation error. We decided to implement a nonlinear observer because of the strongly nonlinear equations giving the evolution of the linear speed V x and the robot's position X (see equation (2)). Non-linearities inV x give more accurate estimations during transient responses, whereas non linearities inθ er result in non steady state error in the position estimates.
T was tuned by applying the classical LQG method to the system linearised around the origin.
B. An unbiased rate gyro
To improve the efficiency of the observer, the rate gyro's bias was assessed, assuming that this bias can vary slowly. Instead of using a classical unbias method based on IMU or accelerometer measurements ( [23] , [24] , [25] ), we adopted an original method of estimating the bias based on the eyein-body measurements, which prevent the estimates from drifting. The estimated value of the rate gyro's bias therefore depends on the angleθ er defined by (2) and thus on the ability of the gaze stabilisation system. The rate gyro's bias is defined as follows :
Where Ω r is the actual rotational speed, ∆ g is the rate gyro's bias, and µ is an unknown centered noise.
C. Eye controller
The system used here to control the eye's orientation makes the robot to keep its gaze locked onto the target placed on the ground. In our bio-inspired approach, the hovering control strategy consists of merging three complementary oculomotor reflexes : -A rotational vestibulo ocular reflex, called the rVOR, yields the output signal θ er θr , which is simply equal to the opposite of the estimated roll angleθ r . -A translational vestibulo ocular reflex, called the tVOR, which depends on the estimated robot's linear position X , assuming that the robot's altitude is known. This reflex compensates for any translation applied to the robot's body by producing the output signal θ er X , which contributes to keeping the eye locked onto the target. -A visual fixation reflex (VFR), where the visual feedback loop cancels the retinal signal error r by controlling the eye's orientation θ er via the control input signal θ er V F R (see figure 5 ). It is worth noting that the ZSL function shown in figure 5 clamps the retinal error back to zero whenever the latter tends to become higher (or lower) than a specified positive (or negative) level. This ZSL, which was used in previous studies ( [12] , [21] ) serves the same purpose as the limiter block used to model the inhibition of the smooth pursuit reflex whenever the position error goes beyond a fixed threshold [26] , [27] .
1) Visual Fixation Reflex (VFR):
The VFR depicted in figure 5 plays the most important role because it makes the robot :
-hover directly above a target.
-reject any lateral disturbances (gusts of wind) -follow a moving target with a high level of accuracy The VFR controller is a simple proportional-integral controller, which keeps the retinal error close to 0°by producing a reference angle (θ er V F R ). When designing the PI controller, the pure delay resulting from the computational time and the visual sensor's latency was approximated by a first order Pade approximation.
2) Vestibulo Ocular Reflexes (VOR): As in its natural counterpart, the human oculomotor reflexes [28] , the VOR based on a feedforward control (see figure 4) causes the robot to compensate for movements of two different kinds :
-roll : the rVOR uses the estimated roll angleθ r to compensate for rotation of the body. -lateral translation : the tVOR based on the estimated robot's linear positionX minimizes the effects of lateral displacements on the retinal error r . To summarize, the reference angle θ er (see figure 4) results from the three reflexes (rVOR, tVOR and VFR) as follows : Figure 6 shows the contribution of the three reflexes during a 1-m imposed lateral displacement with respect to the target when a 20-cm lateral perturbation was applied to the robot at t = 7s. It is worth noting that during the imposed translation, the rVOR reacted first (green curve), followed by the VFR (black curve) compensating for the roll variation. In the case of a lateral perturbation without any rotational component, it can be seen, as might be expected, that the VFR reacted faster than the rVOR and tVOR reflexes. Fig. 6 . Response of the robot to a 1-m imposed lateral displacement (a) and a 20-cm lateral disturbance applied at t = 7s (90% of the disturbance is rejected within 0.9s). During the lateral displacement, the VORs react first, and elicit an eye rotation to compensate for the changes in the robot's roll behaviour. The VFR then compensate for the observer's model errors, and keep the target within the FOV. When a lateral perturbation occurs, the VFR responds by generating a rotation to keep the target within the FOV. And only a few milliseconds later, the VORs take over (when the robot begins to move to counteract the displacement due to the disturbance).
D. Rotational speed controller
A rotational speed controller was designed to make the robot's dynamics exactly follow any change in the speed rotation set points (Ω r ) imposed by the attitude-position controller (see III-E). It was assumed here that the propellers are driven directly via the thrust (see II-B).
A classical LQG controller-observer structure was used here instead of a simple PID controller, in order to includethe rate gyro's dynamics in the measurement of the robot's rotational speedΩ r , as described by :
where Ω r is the actual rotational roll speed andΩ r is the rotational speed measured by the rate gyro. An integral effect was added to reject any static errors occurring in the Ω r tracking. Lastly, the closed loop response time in the case of Ω r is less than 20ms, and the differential control noise is less than 2%.
E. Position and attitude controller
The position and attitude controller were implemented by means of another LQR controller using the states estimated by the nonlinear observer (V x , X and θ r ). Since the dynamics of the rotational speed feedback loop, which have bee previously described (see III-D), were assumed to be much faster than the attitude-position controller, they were neglected. To design the LQR state feedback, the robot's model (1) was linearised around the origin with the equilibrium control input Ω req = 0. To cancel any steady state errors, an integral effect was added to the position X. Figure 6 shows a 1-meter displacement along the X axis.
F. Control strategy for a robot with a fixed eye : F-EYE
The control strategy applied to the non-decoupled eye robot named F-EYE was exactly the same as that used in the decoupled eye robot named D-EYE. As the eye is fixed in the former case (θ er (t) = 0 ∀t), the rVOR, tVOR and VFR were disconnected. Retinal errors were therefore no longer used by the VFR but redirected to the input of the nonlinear observer via the ZSL( r ) function defined by :
IV. RESULTS OF THE SIMULATION
In the first part of this section, we simulated and compared the performances of the F-EYE robot (with a Fixed eye) and the D-EYE robot (with a Decoupled eye) subjected to the same disturbances (a lateral wind gust and a pure rotational disturbance).
The simulation parameters are given in tables I and II. To make the simulations more realistic, all the parameters used in the control algorithms differed by 10% from the model parameters. In addition, the eye's mechanical time constant was taken to be equal to 10ms, which means that the steady state of the eye's orientation was reached within about 50ms. These fast eye dynamics are perfectly compatible with the features of commercial actuators such as rotative piezo motors and fast position-servo systems based on coreless motors.
1) Lateral and rotational disturbances: Figure 7 shows the position adopted by the robot and its roll angle in response to a strong lateral 8-cm perturbation (an impulsional perturbation similar to a gust of wind) applied at time t = 2.5s and to a 20-°rotational step disturbance around the roll axis applied at t = 13s. Despite the large lateral disturbance, it can be seen from figure 7a that the D-EYE robot rejects 90% of the perturbation within 3.5s, whereas the F-EYE robot rejects the same perturbation within a much longer period of 8.2s. The faster dynamics of the D-EYE robot was obtained at the expense of a much more aggressive control of the roll dynamics (see red curve in figure 7b) , while keeping the retinal error within the ±5°(limits of the FOV (figure 8a).The roll disturbance was completely rejected by the D-EYE robot thanks to the ORs, whereas the retinal error left the F-EYE robot's FOV for 30ms and it took 1s for the error to be completely cancelled out. for non decoupled eye position for non decoupled eye Fig. 7 . Responses of the hovering robot to a lateral disturbance of 8cm applied at t = 2.5s and a strong rotational disturbance of 20°applied at t = 13s. The robot with a decoupled eye can be seen to have rejected 90% of the lateral disturbance within 3.5s, whereas the robot with a fixed eye took 8.2s to reject the same disturbance. 2) Advantage of the VORs: Figure 9 shows the response of the robot's position to a 1-m reference step input imposed by the setpoint X (see figure 4) . When the ORs were turned off, only the VFR remained active (the VORs were off). It can be clearly seen from the strong oscillatory response of the robot with no VORs shown in figure 9a and the retinal error shown in figure 9b that the robot with VORs never lost the target and showed much smoother and stiffer dynamics than the robot with no VORs. It is worth noting that the robot with no VORs finally succeeded in stabilizing, thanks to the ZSL (see figure 5) , which prevented the robot's attitude from becoming unstable when the target was lost.
V. CONCLUSION
In this paper, a new bio-inspired method of stabilizing an underactuated hovering aerial robot equipped with a decoupled eye is presented. The results of the simulations performed show that the oculomotor reflexes responsible for stabilizing the gaze and controlling the eye's orientation greatly improve the robot's ability to compensate for strong lateral or rotational (up to 20°) disturbances. Despite the small field of view of the robot's eye, the new degree of freedom introduced by the decoupled eye easily compensates for this handicap. The fast dynamics of the ORs allowed the robot keep the target within its FOV and served to determine the eye-in-robot's angular position, which unbiased the rate gyro. For this purpose, a new opproach to "unbias" the rate gyro was developed, in which the visual loop was used to assess the drift.
The method presented here could be extended in future studies to the stabilization of a robot around the pitch axis. Further research will focus on designing a complete oculomotor system with 3 degrees of freedom and means of stabilizing a hovering autonomous quadrotor with 6 degrees of freedom. However, the use of a decoupled eye goes far beyond the stabilisation of a hovering robot, and this development opens promising lines of approach for designing new methods of controlling the 3-D position of a robot by anchoring its gaze on specific objects of interest. 
