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Abstract: The present work collects a plethora of previous research work in the field of multimodal
fusion which despite a lot of research could not handle the imperfections. These imperfections could
be at any stage initiating from the imperfections in data and its sources to imperfections in fusion
strategies. Further, the work explores various applications of Neutrosophy in the field of handling
imperfections along with description of previous work in this regard. These applications include the
one which addresses the notion of imperfection and uncertainty among multimodal data which is
being collected for fusion. In this way, the present work tries to incorporate neutrosophic logic and
its applications in the field of computer vision including multimodal data fusion and information
systems. It is assumed that if the notion of uncertainty is included in multimodal research, the
development of newer algorithms for solving the problems of imperfections in multimodal systems
will provide impetus to the existing research in this field.
Keywords: Multimodal Data; Multimodal Fusion; Imperfections; Fuzzy Logic; Neutrosophic Logic;
Machine Learning.

1. Introduction
The present world is witnessing a change where the user is not only a consumer of information
but a great producer of it. Earlier website owners were the main source of information production
but in the current scenario, the social web has taken its position. This rapid development in the field
of the web is termed Web 2.0. The repositories of multimedia content (Flicker, YouTube, Picasa and
Twitter etc.) over the web is increasing at a faster pace than ever before. This plethora of content over
the web as well as on personal computers has raised the issue of its effective storage, organization,
indexing and retrieval. This multimedia content (image or video) has a multimodal (visual, textual)
nature. These multimodalities are of utmost importance since the information conveyed by pixels
covers only visual content which is totally different from tag information. These modalities must be
combined in such a way that it gives more of the information needed on time. In order to combine
the above-mentioned modalities it is important to consider the process of information fusion. This
process at the initial level is carried forward in different ways. These may be data fusion (low level),
feature fusion (intermediate level) and decision fusion (high level). When multiple sources of raw
data are combined in such a way that the new source is more informative and synthetic than the
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previous two, it is called data fusion. Feature fusion combines features extracted from different
sources into a single stand-alone feature vector. Decision fusion is clearly based on classifiers when
aid in giving unbiased and accurate results. One of the main characteristics of the fusion process is
imperfection as explained by Bloch [2001]. These imperfections are the main reason for the fusion
process to be carried out more effectively [22]. These imperfections could mainly be imprecision,
uncertainty and incompleteness. These imperfections occur at a different level of fusion. In this paper
we have reviewed work on multimodal fusion, also we have reviewed work on neutrosophic
technologies which could be employed in the field of multimodal fusion and systems. The following
figure shows the workflow:

Figure 1 Block diagram for the process of research being adopted in the present manuscript

1.1 Background:
Multimodal fusion has been attaining exponential attention in multimodal information access
and retrieval tasks and this has been well studied by Kludas and Marchand-Maillet [2011];
Souvannavong et al. [2005]; Marchand-Maillet et al. [2010] and Niaz and M´erialdo [2013] [23-26].
The facts related to this can be found in the study done by Atrey et al. [2010] [27]. The imperfections
in textual modality are partially considered in the context of multimodal systems. Most of the stateof-the-art approaches which address the notion of textual imperfections always do so using relevancy
e.g. imperfections in tags. The incompleteness issue has been well identified in the literature by Liu
et al. [2009]; Tang et al. [2009] [28-29]; Wang et al. [2010] [40] but work on imprecision and uncertainty
is left far behind e.g. noisy tags. Imperfection in different modalities has been studied by Bloch [2003]
[41]. Though various research work has been done in the field of multimodal fusion but very little
has focused on handling imperfections. Handling imperfections does not appear their primary goal
while performing multimodal fusion tasks. Below Table 1 shows the work in above-mentioned field
using different principles by various researchers around the globe.
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Table 1 A Summary of the state-of-the-art approaches for Multimodal Fusion

S No.

Work

Principle

Handling
Imperfections

1.

2.

Romberg et al.

Probabilistic latent semantic analysis on tags co-

(2012)

occurrence matrix.

Zhang et al.(2012)

Semantic BOW based on the Tag-to-Tag similarity

No

The
incomplete
data problem.

3.

Xioufis et al. (2011)

Binary BOW representation with feature selection

No

Binary BOW representing the presence/absence of

The

tags with random walks over tags.

incomplete

.
4.

Kawanabe et al. (2011)

data problem.
5.

6.

Guillaumin

et

al.

Binary BOW representation representing the

No

(2010)

presence/absence of tags.

Liu et al. (2013)

Histogram of Textual Concepts based on the Tag-

The

to-Concept similarity

incomplete
data problem.

7.

Nagel et al. (2011)

BOW based on the tf-idf values of tags.

No

8.

Li et al. (2010)

Compare Tag and annotation concepts expansion

No

vectors.
9.

Gao et al. (2010)

Probability

based

on

the

tag-concept

co-

No

Semantic Fields based on the tag-concept co-

No

occurrence.
10.

Wang et al. (2010)

occurrence.
11.

S. Poria et al. (2015)

Aggregate semantic and affective information

No

associated with data
12.

S. Poria et al. (2015)

Decision level data fusion

No

13.

S. Poria et al. (2016)

Deep neural network & multiple kernel learning

No

classifier
14.

Minghai Chen et al.

Modality fusion at word level

No

(2017)
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99

Residual learning fusion

No

Feiran Huang et al.

internal correlation among features (textual &

No

2019

visual)for joint sentiment classification

(2018)
16.

Above mentioned approaches whether related to early fusion, late fusion or transmedia fusion, do
not tackle the problem of imperfections at the feature level. Now after defining the imperfections or
uncertainties at various levels of fusion, let us understand from Table 2 what are the terms being used
to describe these data/information imperfections by prominent researchers in their work.

Table 2 A summary of terms used to describe tag imperfections in Multimodal Fusion

S No.

Work

Imperfections terms used

1.

Jin et al. (2005)

Noisy

2.

Weinberger et al. (2008)

Ambiguous

3.

Xu et al. (2009)

Ambiguous

4.

Wang et al. (2010)

Incomplete, Ambiguous

5.

Liu et al. (2009)

Incomplete, Imprecise, Noisy

6.

Kennedy et al. (2009)

Unreliable, Noisy

7.

Tang et al. (2009)

Incorrect, Noisy, Incomplete

8.

Liu et al. (2010)

Incomplete, Biased, Incorrect

9.

Zhu et al. (2010)

Noisy

10.

Yang et al. (2011)

Ambiguous, Noisy

11.

Wu et al. (2012)

Inconsistent,

Noisy,

Incomplete,

Unreliable
12.

Valentin Vielzeuf et al. (2017)

Noisy

13.

Natalia Neverova et al. (2014)

Uncertain, Noisy
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14.

A. Tamrakar (2012)

Noisy

15.

Kyung-Min Kim et al. (2018)

Ambiguous

16.

Feiran Huan et al. (2019)

Inconsistent, Noisy, Incomplete,

17.

Yagya Raj Pandeya and Joonwhoan Lee

Lack of labelling

(2019)
The motivation behind carrying out present work is the negligence of research community
towards addressing the problem of imprecision in data, which is used in designing multimodal
systems. This imprecision arises due to dependence of classifiers on incomplete and uncertain data
that leads to an imprecise decision function. This also happens when scores produced by different
classifiers are combined, fusion faces the problem of imperfection. These imperfections could lead to
imperfections in machine learning algorithms at the decision level. To achieve our goal we have
described various work done by researchers in multimodal fusion at each stage i.e. early fusion, late
fusion and transmedia fusion. We have also explained the terms that are used for showing
imperfections and imprecision in data by various researchers. Further, we have explained the
neutrosophic theory which provides a way to deal with uncertainty, imprecision and imperfections,
with a detailed description of work carried out using this theory to address the imperfections at
various levels. Our aim is to acknowledge the problem of uncertainty and imprecision in multimodal
fusion tasks and introduce new researchers working in the concerned field to the notion of
Neutrosophy and its applications in handling imperfections in multimodal fusion.
The taxonomy of research challenges and opportunities in multimodal fusion together with
potential research challenges are summarized and highlighted in this article. The main objectives of
this work include:

 To identify the problem of imperfections in multimodal fusion. Interpreting existing research
conducted in this domain.

 To interpret current studies conducted in this area of research.
 To identify a research gap in the field that needs to be further investigated by the researchers
in the field.

 To identify and introduce new researchers with the concept of neutrosophy and its
applications in multimodal fusion.

 To identify roadmap that requires investigation in future by concerned researchers in the field
of multimodal information systems.
The rest of the paper is divided into five sections, Section 2 explains research conducted in the
field of multimodal fusion, including early fusion, late fusion and transmedia fusion. It also explains
the problem of imperfection encountered in multimodal fusion. Section 3 introduces new researchers
working in the field of multimodal information access and retrieval with the concept called
Neutrosophy. It also describes the current research conducted in the field of neutrosophy which
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could be employed in multimodal systems for handling imperfections. Section 4 summarizes and
highlights the future research roadmap to multimodal fusion using Neutrosophy. Section 5 concludes
the work.
2. Taxonomy of open issues and challenges in multimodal fusion approaches:
Multimodal fusion is one of the important steps in multimodal information access and retrieval.
The accuracy of the framework depends on fusion strategies being adopted. Researchers dealing with
multimodal fusion mainly use three strategies namely;
1.

Early Fusion

2.

Late Fusion

3.

Transmedia Fusion

These strategies are well explained with their working principle in the work carried out by Mohd
Anas Wajid and Aasim Zafar [2019] [83]. The above-mentioned fusion strategies could easily be
understood by the following diagram.

Figure 2 A summary of Fusion Approaches for Multimodal Fusion

2.1 Early Fusion:
The early fusion strategy has been adopted by a number of researchers around the globe. Though
effective in many ways, it does not address the issue of imperfections while handling the data. Some
of the prominent work using early fusion are explained below and later compared in the table on the
basis of their fusion methodology being adopted.
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Li et al. [2009] have used simple concatenation of visual aspects together with textual aspects of
data for fusion [42]. Duygulu et al. [2002] have employed the correlation concept using an estimation
maximization algorithm (EM). This is used for attaching words to the segmented image regions after
the training phase is over. The model proposed is called the translation model [43].
Barnard et al. [2003] on one hand studied the joint distribution among the textual modality and
the segmented image modality and on the other hand, used it to convert it in likelihood function
between text and segmented image region [44].
According to Blei and Jordan [2003] Probabilistic Latent Semantic Analysis (pLSA) and Latent
Dirichlet Allocation (LDA) can be used for correspondence between textual modality and the
corresponding image modality. The model proposed by them is estimated using the EM algorithm
[45].
Monay and Gatica-Perez [2003] in a similar fashion have used pLSA over the concatenated set
of visual and textual modalities. The balance between the two modalities limits the size of visual
representation [46]. A pLSA based model proposed by Lienhart et al. [2009] is again used to retrieve
information in multimodal retrieval systems [47].
A. Tamrakar et al. [2012] have used BoW descriptors within Support Vector Machine (SVM).
This is done for event detection and for this they have used many early and late fusion strategies [66].
Minghai Chen et al. [2017] have done multimodal fusion at the word level. They have emphasized
Temporal Attention Layer for predicting sentiments in sentimental analysis. They have also
described the noise that is present in data of different modality [39].
L. Morency et al. [2011] have proved the effectiveness of using different modalities for sentiment
analysis. Though they have shown how the internet could be a source of information while using
different modalities like audio, video and text but they have failed to address the imperfections
present in data while carrying out the multimodal fusion [48].
How the error in sentiment classification is reduced while taking into consideration the
combination of different modalities is studied by V. Pérez-Rosas [2013]. In their study authors have
stressed that while using a single modality the error is 10% high as compared to using various
modalities together [49]. A recent development in sentimental analysis and emotion recognition has
been recorded by S. Poria et al. [2016]. Here authors have performed Emotion recognition and
sentiment analysis using convolution MKL and SVM based approach [50].
The following table shows the work done by prominent researchers in the field of information
retrieval using the early fusion strategy. Though all the approaches have their significance in fusing
multimodal data yet they fail on the grounds of handling imperfections in data.
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Table 3 A Summary of Approaches Based on Early Fusion

S No.

Work
1.

Fusion Method

Li et al. (2009)

concatenation of

Handling

Fusion

Imperfections

Level

No

textual & visual modality
2.

Duygulu et al. (2002)

Assigning words to segmented

No

image regions using translation
model.
3.

Barnard et al. (2003)

joint distribution

No

of text and segmented image
4.

Blei and Jordan (2003)

LDA on visual and textual

No

modality.
5.

Monay

and

Gatica-Perez

(2003)

pLSA for concatenating visual

No

and textual features.
.

6.

Lienhart et al. (2009)

Multimodal pLSA multilayer

No

model.
7.

Chandrika

and

Jawahar

Multimodal pLSA

No

(2010)
Early
8.

Nikolopoulos et al. (2013)

High Order pLSA.

No

9.

Wang et al. (2009)

Visual tag dictionary using

No

Fusion

GMM.
10. A. Tamrakar (2012)

Event detection using BoW

No

descriptors within SVM.
11. Minghai Chen et al. (2017)

Gated Multimodal Embedding
LSTM

with

No

Temporal

Attention
12. L. Morency et al. (2011)

Tri-model sentiment analysis

No

using Gaussian mixtures and
13. V. Pérez-Rosas et al. (2013)

HMM
BoW and OpenEAR an open

No

source software with SVM
14. S. Poria (2016)

Emotion

recognition

convolution

MKL

using

No

based

approach
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2.2 Late Fusion:
Now we describe multimodal fusion that is based on late fusion strategy. There exist a plethora
of work using this strategy but they are all based on different methodologies which are discussed
further.
Xioufis et al. [2011] in their approach worked in a different fashion. They introduced a
multimodal fusion strategy based on late fusion. Their approach is totally based on predictions
obtained by the classifiers from visual features. These predictions obtained from visual modality are
averaged. Further, these are averaged with the predictions obtained from textual modality [82].
Wang et al. [2009a] worked in line with SVM where the scores from different classifiers are fed
to SVM. The authors proposed to build two classifiers one for text modality and the other for visual
modality. A third classifier is introduced to combine the confidence of the previous two and give final
predictions [56].
Guillaumin et al. [2010] work with MKL framework which is considered to be a success for the
feature fusion method. In the first step, their proposed semi-supervised method exploits both textual
and visual features for learning a classifier. Later MKL framework is employed to predict text
modality based on the visual content provided [33].
Kawanabe et al. [2011] have used a similar approach however it differs from the use of MKL. It
deploys trained SVMs and uniform kernel weights and gives results approximately the same as MKL
method [58]. Zhang et al. [2012a] have used the same method for combining kernels learned on
textual and visual features [31].
Gao et al. [2010] have adopted a technique based on feature selection using Grouping Based
Precision & Recall-Aided (GBPRA) in classifier combination which enriches the performance of
classification [60]. Liu et al. [2011] have used Dempster’s rule for combining classifiers predictions to
achieve the best classification results [62]. Liu et al. (2013) worked on a fusion scheme termed
Selective Weighted Late Fusion (SWLF). It works towards enhancing the mean average precision by
selectively choosing the weights which in turn enhances the optimization [61].
Daeha Kim et al. (2017) have worked towards classifying human emotions using multimodal
signals and neural networks. Though the data which they have used comprises of landmark, audio
and image having various imperfections at fusion level but these are not been handled [63]. Moving
towards a similar goal of emotion recognition, Valentin Vielzeuf et al. (2017) have explored several
multimodal fusion strategies. They have used a supervised classifier to know emotion labels and later
proposed 2D and 3D Convolution Neural Network approaches for better face descriptors [64].
Natalia Neverova et al. (2014) have worked towards gestures identification giving more stress
on modality initialization and later on their fusion using late fusion strategy [65]. The work to use
late fusion with dual attention mechanism has been mentioned by Kyung-Min Kim et al. (2018). This
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approach is utilized in proposing an architecture that could be utilized in designing effective
Question-Answering (Q & A) systems [67].
Feiran Huan et al. (2019) have proposed a Deep Multimodal Attentive Fusion (DMAF), for
sentimental analysis using data from social media platforms. Authors have used late fusion strategy
for an effective fusion of modalities like image and text but when it comes to handling imperfections
their approach seems to be lacking on this ground [68]. The work done by Escalante et al. [2008] is
totally based on predictions obtained from classifiers. These are learned on textual and visual
modalities and later combined in a linear way [54].
Getting inspired by the music-video combination, Yagya Raj Pandeya and Joonwhoan Lee (2019)
have prepared a dataset that could be effectively utilized for sentiment analysis. In their approach,
they have extracted features of music and video separately, later characterized using long short-term
memory (LSTM) and for evaluating the emotions various machine learning algorithms are used [69].
Though all approaches have shown remarkable results in terms of the fusion of different modalities
however they all lack on similar grounds i.e. handling imperfections. The Table 4 presents a summary
of work using late fusion strategy compared on the basis of fusion method adopted.
Table 4 A Summary of Approaches Based on Late Fusion

S No.
1.

Work

Escalante et al. (2008)

Fusion Method
Prediction by different classifier

Handling

Fusion

Imperfections

Level

No

is combined.
2.

Xioufis et al. (2011)

Average rule used for late fusion.

No

3.

Wang et al. (2009)

Predicted features are

No

concatenated and SVM classifier
is used.
4.

Guillaumin et al. (2010)

Multiple Kernel Learning.

No

5.

Kawanabe et al. (2011)

Multiple Kernel Learning.

No

6.

Zhang et al. (2012)

Multiple Kernel Learning.

No

7.

Gao et al. (2010)

Feature selection using Grouping

No

Based Precision & Recall-Aided
(GBPRA).
8.

Liu et al. (2013)

Late fusion using selective weight

No
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Classifier predictions combined

Yes

using Dempster’s rule
10.

Daeha Kim et al. (2017)

Semi supervised learning and

No

Fusion

neural network
11.

Valentin Vielzeuf et al.

Late

Temporal multimodal fusion

No

Natalia Neverova et al.

Multi-scale deep learning and

No

(2014)

localization

(2017)
12.

13.

A. Tamrakar (2012)

14.

Kyung-Min Kim et al.

BoW descriptors within SVM.

No

Residual learning fusion

No

(2018)
15.

Feiran

Huan

et

al.

(2019)

Internal

correlation

among

No

features (textual & visual)for
joint sentiment classification

16.

Yagya Raj Pandeya and

Pre-trained

No

Joonwhoan Lee (2019)

neural networks

2.3 Transmedia Fusion:
Transmedia fusion is also referred to as intermediate fusion or cross-media fusion. The basic
notion of its functioning is to use visual features to accumulate image modality (Visually Nearest
Neighbor) and later switch to the textual modality to collect features from the neighbors. All the
approaches towards achieving transmedia fusion are listed in Table 5. It also mentions the fusion
method being employed by the researchers. Though the results of the work are fully satisfying the
goal of transmedia fusion; it does not handle imperfections present in different data modalities.
Table 5 A Summary of Approaches Based on Transmedia Fusion

S No.
1.

Work

Makadia

Fusion Method

et

al.

(2008)
2.

Torralba
(2008)

Nearest

neighbors

using

Joint

Handling

Fusion

Imperfections

Level

No

Equal Contribution.
et

al.

Grasping texts from neighbors.

No
Transmedia
Fusion
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4.

Guillaumin et al.

Metric
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learning

for

text

No

(2009)

propagation.

Li et al. (2009)

Votes are accumulated for tag

No

relevance
5.

Feiran Huan et al.

internal correlation among features

(2019)

(textual

&

visual)

for

No

joint

sentiment classification
6.

7.

8.

Daeha Kim et al.

Neural

(2017)

multimodal signals

Valentin

Vielzeuf

networks

based

on

No

Supervised classifier based on

No

et al. (2017)

audio-visual signals

Natalia Neverova

Gesture

et al. (2014)

multimodal and multiscale deep

detection

using

No

learning
9.

A. Tamrakar (2012)

using BoW descriptors within an

No

SVM approach for event detection

3. Taxonomy of Research Work Handling Imperfections Using Neutrosophy:
Neutrosophic logic has gained alarming attention since its inception. At present is has left no
areas of research untouched. Researchers all around the globe are employing its tools and techniques
for the computation of uncertainty and imprecision which was a problem since time immemorial [57]
[85-87]. But with the advent of neutrosophic sets and theory, the days are not far for computational
intelligence to achieve its verge with the address of uncertainty and indeterminacy in machine
learning algorithms and models. This theory was proposed by Florentin Smarandache [2005] which
is extensively used since then for handling imperfections at various levels in mathematics and
computer science. It is also referred to as Smarandache’s logic [84]. It states that a proposition could
have values in the range of [T, I, F] where T refers to membership degrees of truth, I refers to
membership degrees indeterminacy and F refers to membership degrees falsity. Bouzina Salah (2016)
have compared operational fuzzy logic to that of neutrosophic logic. The authors have shown how
in fuzzy logic the membership of truth and falsity gets changed into truth, falsity and indeterminacy
in neutrosophic logic. The authors argue that how a change in principle changes the whole system of
working [10].
Now we describe some of the work performed by researchers using neutrosophic sets and
systems. These works show that if we employ their strategy at an early stage in multimodal fusion
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then the problem of imperfections could easily be handled while carrying out this task. This would
also enable us to remove imperfections in machine learning algorithms which in turn will not be
transmitted to the modelling stage and our information access and retrieval will be more quick and
accurate. Now let us understand how this work is carried out and what are strategies being followed
by the researchers.
Ned Vito Quevedo Arnaiz et al. [2020] have proposed a method for dealing with unlabeled data.
Their approach involves the usage of neutrosophic sets and systems. The treatment of unlabeled data
is done by developing unsupervised Neutrosophic K-means algorithm. Their work is motivated due
to the increasing amount of unlabeled data over the internet. The authors have taken data for
experiments from a stored dataset of the City of Riobamba to show the effectiveness of their
methodology [1].
Mouhammad Bakro et al. (2020) in their paper have adopted a neutrosophic approach to digital
images. The elements of image modality are represented in the neutrosophic domain by dividing
points of the image matrix into neutrosophic sets. The authors have also studied various methods
and metrics for calculating similarity and dissimilarity between image modality. The authors have
claimed that their approach would enable researchers in searching inside images and videos [2].
Abhijit Saha et al. (2020) have addressed the problem of incomplete data using neutrosophic soft
sets taking in account various suitable examples. The authors have explained the inconsistent and
consistent association among various parameters followed by definitions such as consistent
association degree, consistent association number between the parameters, inconsistent association
number between the parameters and inconsistent association degree to measure these associations.
They have also proposed a data filling algorithm and proved its feasibility and validity [3].
Carmen Verónica Valenzuela-Chicaiza, et al. (2020) have done an analysis of emotional
intelligence using Neutrosophic psychology. The experiment is carried out using 245 randomly
selected students at the Autonomous University of Los Andes [4].
Ridvan Sahin (2014) have worked in achieving a Hierarchical clustering algorithm based on
neutrosophy. This is achieved by extending algorithms proposed for Intuitionistic Fuzzy Set (IFS)
and Interval Valued Intuitionistic Fuzzy Set (IVIFS) to Single Valued Neutrosophic Set (SVNS) and
Interval Neutrosophic Set (INS). They have extended the algorithm for classifying neutrosophic data
to show its effectiveness and applicability [5].
Yaman Akbulut et al. (2017) have worked towards enhancing the classification performance of
k-Nearest Neighbour (k-NN) by the introduction of Neutrosophy. The authors have introduced
Neutrosophic-k-NN. The authors have tested their approach on various datasets and have found
good classification results as compared to k-NN [19]. Wen Ju et al. (2013) have introduced the
Neutrosophic Support Vector Machine (N-SVM) [20].
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A. A. Salama (2014) have done significant work in the domain of image processing by employing
Neutrosophy in the field. They have proposed techniques to address imperfectly defined image
modality. The authors have also worked towards similarity metrics for neutrosophic sets like
Hamming distance and Euclidian distance. Possible applications to image processing are also
touched upon [6]. The authors in the same year have worked extensively to introduce the researchers
with neutrosophic linear regression and correlation [7].
Anjan Mukherjee et al. (2015) has studied Neutrosophy and its application in the field of pattern
recognition. The authors have proposed a weighted similarity measure between two neutrosophic
soft sets and verified its application in recognizing patterns in computer vision problems by taking
some suitable examples [8].
A. A. Salama et al. (2016) have represented image modality features in the neutrosophic domain.
For this purpose authors have stressed on textual modality. The authors have used these features
extensively in training the model so that it could easily be used in image processing tasks [9].
Nguyen Xuan Thao et al. (2017) in their work mentioned various applications of Soft Computing.
The authors have introduced a new concept of Support Neutrosophic Set (SNS) which is a
combination of fuzzy set and neutrosophic set. They have also described the operations of these sets
together with their properties [11].
Okpako Abugor Ejaita et al. (2017) have studied the uncertainties in medical diagnosis. Authors
have stressed how negligence of uncertainty at the initial stage of diagnosis could lead to fatal
problems in patients at a later stage. To overcome these authors have introduced a framework based
on Neutrosophic Neural Network for diagnosis of confusable disease [12].
A. A. Salama et al. (2018) have worked towards enhancing the quality of image modality. For
this reason authors have converted the image in the neutrosophic domain so that their contrast could
be enhanced. This approach to the neutrosophic grayscale image domain would enable image
processing to yield good results while performing information retrieval [13]. To achieve the same
goal Ming Zhang et al. (2010) have proposed an image segmentation approach based on Neutrosophy
[16]. Abdulkadir Sengur and Yanhui Guo (2011) have done colour, texture image segmentation based
on neutrosophic set and wavelet transform [17].
D. Vitalio Ponce Ruiz et al. (2019) have introduced a new concept of linguistic modelling in
Neutrosophy. This is done to remove the uncertainty which seems to be a big hurdle while modelling
linguistic terms while performing information retrieval. The modelling is performed using LOWA
operator. Their work seems to be a milestone achieved for modelling linguistic modality in
multimodal systems [14].
Elyas Rashno et al. (2019) have worked towards recognizing noisy speech. Their approach of
recognition employs Convolution Neural network (CNN) model based on Neutrosophy. They have
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proposed Neutrosophic Convolution Neural Network (NCNN) claiming that this would ease the
task of classification [18].
G. Jayaparthasarathy et al. (2019) have discussed various applications of Neutrosophy in data
mining. To illustrate their objective, authors have taken the medical domain as their field of research
[15]. A survey of machine learning in neutrosophic environment is presented by Azeddine
Elhassouny et al. (2019) [59].
Kritika Mishra et al. (2020) have performed sentiment analysis using neutrosophy. Their
proposed framework works with audio files and calculates their Single-Valued Neutrosophic Sets
(SVNS) and clusters them into positive-neutral-negative. Later, obtained results from the above
tasks are combined with sentiment analysis results obtained from textual files of the same audio file.
Their approach seems to yield good results [21]. Table 6 presents a summary of work using
neutrosophy giving more stress on author’s contribution in the field for handling imperfections.
Table 6 A Summary of Research Work for Handling Imperfections Using Neutrosophy

S No.

Author & Year

Primary Contribution

Handling
Imperfections

1.

Ned Vito Quevedo Arnaiz

Developing Neutrosophic K-

et al. (2020)

means

based

method

Yes

for

treatment of unlabelled data.
2.

Mouhammad Bakro et al.



Neutrosophic

Yes

representation of digital

(2020)

image.


Points of digital picture
matrix converted into
neutrosophic sets.

3.

Abhijit Saha et al. (2020)



Described neutrosophic

Yes

soft sets having incomplete
data.


Described consistent and
inconsistent association
between parameters.

4.

Carmen Verónica

Classical

Valenzuela-Chicaiza, et al.

tools for emotional intelligence.

statistical inference

Yes

(2020)
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5.

Ridvan Sahin (2014)

111

Hierarchical

clustering

algorithm

based

Yes

on

Neutrosophy.
6.

A. A. Salama et al. (2014)

Image

modality

processing

Yes

neutrosophic

Yes

using Neutrosophy.
7.

A. Salama et al. (2014)

Introduced
simple

regression

and

correlation.
8.

Anjan

Mukherjee

et

al.



Application of

Yes

Neutrosophy in pattern

(2015)

recognition.


Proposed weighted
similarity measure between
two neutrosophic soft sets.

9.

A. A. Salama et al. (2016)

Representing features of image
modality

in

Yes

neutrosophic

domain.
10.

Bouzina, Salah (2016)

Compared fuzzy logic with

Yes

neutrosophic logic.
11.

12.

Nguyen Xuan Thao et al.

Introduces

Support

(2017)

Neutrosophic Set (SNS).

Okpako Abugor Ejaita et al.



Addressed uncertainties in

Yes

Yes

medical diagnosis using

(2017)

Neutrosophy.


Introduced a framework
based on Neutrosophic
Neural Network.

13.

A. A. Salama et al. (2018)

Introduced
grayscale

an

approach
image

to

Yes

in

neutrosophic domain.
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D. Vitalio Ponce Ruiz et al.

112



Treatment of uncertainty

Yes

while retrieving

(2019)

information.


Linguistic modelling using
Neutrosophy.

15.

16.

G. Jayaparthasarathy et al.

Applications of Neutrosophy in

(2019)

data mining.

Azeddine Elhassouny et al.

Presented a survey of machine

(2019)

learning

in

Yes

Yes

neutrosophic

environment.
17.

Ming Zhang et al. (2010)

A neutrosophic approach to

Yes

image segmentation.
18.

Abdulkadir

Sengur

&Yanhui Guo (2011)

Color,

texture

segmentation

image

based

Yes

on

neutrosophic set and wavelet
transform.
19.

Elyas Rashno et al. (2019)



Worked to recognize noisy

Yes

speech.


A Convolution Neural
Network model based on
Neutrosophy.

20.

Yaman Akbulut et al. (2017)



Enhanced classification

Yes

performance of k-NN by
the introduction of
Neutrosophy.


Introduced Neutrosophick-NN.

21.

Wen Ju et al. (2013)

Introduced

Neutrosophic

Yes

Support Vector Machine.
22.

Kritika Mishra et al. (2020)

Sentiment

analysis

using

Yes

Neutrosophy.
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4. Future Research Trends and Directions for Handling Imperfections in Multimodal Fusion:
Based on our literature investigation and analysis of more than 80 articles, various research
trends, research directions, and potential research topics are drawn for handling imperfections in
multimodal fusion research and development. Though the direct handling of imperfection at the
fusion stage will not yield fruitful results, we recommend handling imperfections at each stage
starting from selecting data sources and collection of data in different modalities to fusing the features
together. The procedure involved in this is summarized in the following Figure 3.

Figure 3 Potential Trends and Future Directions for Multimodal Fusion Research and Development Using
Neutrosophy

5. Conclusion
The plethora of digital data over the internet has surged the need of on-time accurate
information using various intelligent information systems. This need has enabled researchers to
design multimodal information systems which mainly depend on multimodal fusion. As the data
which is collected for modelling these systems is in no way free from imperfections so is the
multimodal fusion which deals with such data. The motivation behind the current study is to
introduce researchers working in this field of multimodal fusion with the notion of indeterminacy,
uncertainty and imprecision (imperfections) present in existing approaches. This work also enables
researchers to understand the field of Neutrosophic Sets and Systems by illustrating various work
which are conducted using this theory to handle imperfections. The present works clearly mention
how the imperfections could be handled using neutrosophy in multimodal systems. Though the work
has explained well the applicability of neutrosophy in multimodal information access and retrieval
systems for handling imperfections, it has not implemented the concepts in present work. The future
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work in this regard would include the use of neutrosophic logic, neutrosophic algorithms and
converting modalities in the neutrosophic domain so that multimodal fusion is achieved addressing
the notion of imperfection. If this work is performed as explained in present paper, it would enable
the design of multimodal systems more effectively so that it could be used in other areas such as
medical diagnosis, financial market information, robotics, security, information fusion system, expert
system and bioinformatics.
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