Introduction. This is a sequel to my paper [l] . The present developments are largely independent of the previous results except in so far as given in the Appendix. Theorem 1 shows a kind of solidarity among the states of a recurrent class; it generalizes a classical result due to Kolmogorov and permits a classification of recurrent states and classes. In §2 some relations involving the mean recurrence and first passage times are given. In § §3-5 sequences of random variables associated in a natural way with a Markov chain are studied. Theorem 2 is a generalized ergodic theorem which applies to any recurrent class, positive or null. It turns out that in a null class there is a set of numbers which plays the role of stationary absolute probabilities. In the case of a recurrent random walk with independent, stationary steps these numbers are all equal to one and the result is particularly simple. Theorem 3 shows that the kind of solidarity exhibited in Theorem 1 persists in such a sequence; it leads to the clarification of certain conditions stated by Doblin (2) in connection with his central limit theorem. Using a fundamental idea due to Doblin, the weak and strong laws of large numbers, the central limit theorem, the law of the iterated logarithm, and the limit theorems for the maxima of the associated sequence are proved very simply. Owing to the great simplicity of the method it is the conditions of validity of these limit theorems that should deserve attention. Among other things, we shall show by an example that a certain set of conditions, attributed to Kolmogorov, is in reality not sufficient for the validity of the central limit theorem. Furthermore, conditions of validity for the strong limit theorems and the limit theorems for the maxima are obtained by a rather natural strengthening of corresponding conditions for the weak limit theorems. A word about the connection of these conditions with martingale theory closes the paper. K. L. CHUNG [May for all integers w^O for which the conditional probability is defined. In the following we shall simply write m = 0 in such formulas. The initial probabilities, namely the distribution of X0, are fixed but arbitrary. The notations used below are the same as in [l] . In particular kP¡? = PiXn = j, Xv ^ k, X S v < n J Xo = i), FIT = PiXn = j, Xv9±j,XSv<n \Xo = i),
»F-"' = PiXn = j, Xv * j, y£k, X S v < n | Xo = i),
Ui -2-é n la , bmij = 2_r n ht a ,
We shall confine ourselves to one recurrent class, hence all Fu = 1. 
(1) ma < °o, m,-, < co for a pair of states i and j idistinct or not) in a recurrent class, then the same is true for every pair of states idistinct or not).
Proof. We have, by the usual arguments, if i¿¿j:
Multiplying through by n" and summing from » = 1 to w= °°, we obtain 00 00 If i=j there is nothing to show. Otherwise from (3) we obtain, since is+v)p S2pisp+vp),
(6) «i,-,-^ 2 2^ <2?<í {»»,,• + v \ + ,mu S 2 [ma + ¡ma J + ,-mu . i>=i
From (4) we obtain, since is+v)p^vp,
(7) ma è ¿m« + ittiij .
Hence if (1) is true, it follows firstly from (7) that ¡m«) < <x>, ,w¡f < <=°, then from (6) that m" < °o. By symmetry we have also mffi < °°.
(ii) We shall show that (5) Í1 -jFii)ma S iftiu + mu < °°.
Since jF*t < 1, we have mff < °°.
If p>X, we use the inequality is + v)p -sp S pvis + zi)"-1 S p2p-lvisp-1 + vr-1).
We thus obtain, similarly to the above,
(1 -jFii)mij S p2 \¡mu ma + ¡ma j + iJ»¿,-.
Now we are going to use induction on [p] . Suppose that we have proved that w«_1) < =o implies mjj1"" < °o for every j. If m«' < =o then »i«-1'
Smlf < & and so by the induction hypothesis we have »îy-1)<°°. Since p > X the assumption m[f < <x> also implies that jm$ < °°. Hence it follows from (8) that tuff < °°.
(5) Henceforth j is a general index, not necessarily the specific one in (1).
Since we have proved that the implication "m[f < » implies m%' < <» " is true for all p with 0 <pS X, it is now true for all p>0, by induction on [p], (iii) We have thus far proved that if (1) is true for a pair of i and j then it is also true for the same i but all j. Hence by (i) also mffl < =° for all j. Remark 1. The two conditions in (1) cannot be replaced by one of them. It is possible that /»,,■< » but m¡i= oo. Consider for example a random walk with a reflecting barrier: E0i = 1, E",n+i = En,n_i = 1/2 for »a 1. This example also shows that some ma may be finite in a null class.
Remark 2. Let coin) be a positive, nondecreasing function of » satisfying 4>in+n') S<p(n)+Aip(n') for some constant A >0 and every pair of positive integers » and «' where A is a positive constant.
Define a generalized mo- 
iFijmij = 2DÍ I i«i¡ ' «¡j + Aj .
Kolmogorov [12] proved that if mu< oo for some j in a recurrent class, then m¡k < °° for all j and è (distinct or not) in the same class. This is part of the assertion of Theorem 1 for p = X. For p = 2 the result has an important application to Doblin's central limit theorem; see §4. Theorem 1 makes it possible to classify recurrent states and classes. One possibility is as follows. We define the "order" of a recurrent state to be the supremum of all numbers p ^ 0 for which ?»«' < «. It follows from Theorem 1 that all the states in one recurrent class have the same order, which may therefore also be called the order of the class. Obviously, a positive state or class (in the established terminology (7)) is of order «51, and a null state or class is of order ^ 1. A state or class of order 1 may be positive or null, as will appear shortly. We state the following existence theorem.
For any given p^.0 there exists a Markov chain such that all of its states form a class of order p. (') Levy [15] uses "strongly ergodic" for "positive" and "weakly ergodic" for "null."
This follows from a simple lemma (8) given by Yosida and Kakutani [16] , which asserts : Given a sequence of numbers f", n 2:1, such that /" ^ 0, 2~Lf" = 1, there exists a Markov chain for which E^ =/". To prove the existence theorem above it suffices to take in the lemma C C /» = -77 or VV+1 nv+l lg2 "
where p >0 and C and C are constants such that Jnf» = 1. In either case the state 0 is of order p ; however m-oo = °° with the first choice, while Wqo < oe with the second. For p = 0 only the second choice is possible.
2. In this section we consider a positive class and we investigate some relations involving the to,/s and also give numerical examples.
The following interesting relation is due to T. E. Harris [9] :
•Jb (11) lim iFij ma = nia.
We give a new proof here to put it into closer relationship with our developments. Putting p = X in (9) and (10), we have The last relation and (12) imply (11).
As a simple consequence, we have for every i X -< ». For further relations we note the following remarkable formula which expresses the second moment in terms of the first moments: (14) m^=mj2±^-x).
To prove (14) we have only to set/(-) -1 in (B) of the Appendix, and use (C) there:
From (14) it follows that the series converges if and only if mfi < oo. Consequently, in view of Theorem 1, all such series for different values of i converge or diverge together. If one side of (14) is infinite, so is the other. In particular if mf? = oo, then lim m a = =o.
As a counterpart to the last result we now give an example where limj,M m¡o = X. Define a Markov chain as follows:
By the Borel-Cantelli lemma the state 0 is recurrent; furthermore m0o = 2 + m2o< °° so that all the states form a positive class. Now
Hence limy,M toj0=1. We now give another example to illustrate the possible asymptotic behavior of the to«'s. This example will be used in §4 to disprove a statement attributed to Kolmogorov. Example 1. Define a Markov chain as follows: for »2:0
Pn,n+1 = Pn-
Put po = X and put
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According to the lemma of Yosida and Kakutani, we may take 3. In this section we study certain sequences of random variables associated with the Markov chain {Xn}, n ^ 0. Let /( • ) be a real-valued function defined on the non-negative integers and consider the sequence {fiXn)}, «^0. If / has a unique inverse, then the new sequence is also a Markov chain; in general this need not be true. A special case which has been frequently discussed (see [14, p. 335] and [8, p. 342] ) is the case in which /( ' ) = 8,-. for a certain i, where S is the Kronecker symbol. We shall investigate the asymptotic properties of the partial sums Sn= ¿/car.) D=0 as »->=o and prove some of the classical limit theorems for them. In the [May special case just mentioned these results are easily obtained and one might hope to extend them to the general case by a "linear extension." Such an approach however has not been carried out. Instead we shall use an idea due to Doblin [3] (9) The F", s^X, are independent random variables with a common distribution, and we have (15) Sn = E/(X,) + ¿ Fs + ¿ fiX,).
Thus the asymptotic properties of S" are closely related to those of 2~H-\ Y; whose behavior is classic. It remains to explore this relation at greater length.
We begin with a strong limit theorem which applies to any recurrent class. We state the following lemma.
Lemma. Write iP* = E^. Then for every i, j, and k we have EijEjk = Eik.
In particular E« = 1 and EijEj, = 1.
Proof. According to (D) of the Appendix we have
where the limit is finite and not zero. The lemma follows at once. For a given function/we set 1(f) = ¿ Eijfij).
3=0
It follows from the lemma that the finiteness of 7(|/| ) is independent of the choice of i. Furthermore, if g is another function and if 7(|/|)< oo, 7(|g|) < °°> 2(g) f^O, then the number 1(f)/1(g) is independent of i. (9) Here is an instance of an idea, so simple and akin to a familiar one (that of a recurrent event), and yet so new. Doblin himself seemed to have taken some time discovering it; Kolmogorov in [13] gave prominence to it. 
2¿(Fi) = E E iPilf(j) = E iPaf(j) = Kf). The same result holds if/i) <0. Hence it holds in general if 2(|/|) < oo. Replacing / by g in (19) and combining the two results we obtain the theorem.
Theorem 2 may be regarded as an ergodic theorem in the form given by E. Hopf [il, p. 47 ]. An interesting feature is its validity even though there may be no stationary absolute probabilities for the Markov chain(n). Such probabilities are given by the ergodic limits P¿ = lim"_w d~1P^i>,j^0, where d is the period of the class, provided that they are all positive-in other words, if we are in a positive class. Theorem 2 asserts that in any recurrent class, positive or null, we may take instead of the P¡ the numbers Eíj = íP*¡, JêïO, for any choice of *. Note that Ej" o 25« converges if and only if the class (10) After this paper was finished I was informed that T. E. Harris and H. E. Robbins [17] obtained a more general formulation by means of ergodic theory. In our (discrete space) case metric transitivity can also be proved by martingale theory, as pointed out by J. L. Marty. The present proof remains the simplest in this special case.
(u) For an elucidation of the matter see [17] .
[May is positive and then Eij = mu/mjj (see (7) of the Appendix). In this case the theorem specializes to Theorem 6 below, and becomes also a consequence of Birkhoff's theorem (metric transitivity can be proved by Theorem 1.1, p. 460 of [6]). These numbers £y possess another property of the stationary absolute probabilities P¡, namely, they satisfy the familiar system of equations (20) Uk = E UjPjk. 1.
This was proved by Harris [9] and Levy [14] , independently. To prove the corollary we need only note that this is the special case where E¿y is a function of i-j and where all E« = l. (Here the states are all the integers instead of the non-negative ones; only a notational change is called for.) This fact, remarkable in its probability interpretation(13), follows at once from (16) since Pff =Pjf for all i, j and v.
4. We now consider a positive recurrent class and use the same notations as in §3. If the mean of F, exists (14) we denote it by EiYi) = «,.
In particular if we take/(-) = 1 then Ys reduces to the 5th recurrence time for the state i. We denote this by Ts = va+i -v., s è 1, and we have E(E,)=m«. Let
The Zt's are independent random variables with a common distribution whose mean is Proof. Let the vs be defined as above. Let j-A 1 and let r be the smallest (") It states that in any recurrent random walk (with independent, stationary steps) on the integers, the expected number of stops at j between two consecutive stops at i is equal to one for all i and j. »>î>i such that Xn=j, r' the smallest »>r such that X"=j, and vN+i be the smallest n>r' such that Xn = i. Furthermore, let N' and N" be two random variables defined as follows : TV' is the smallest s^X such that Xn=j for at least one », v,<nSv,+i; and N" is the smallest s^X such that Xn=j for at least one n,vN'+a<nSvN'-t.s+i.
Then N' and N" have the same distribution and E(7V') = En°=i «(/2J*D"*"1</i« = 1/,E*<~.
It is clear that NSN' + N" so that E(/V) ^ 2EÍ2V') < °o. The three random variables Wi, W2, and Wz are independent. This is a slight generalization of Dublin's idea mentioned at the beginning of §3. A formal verification lies in the observation that the "elementary" probabilities concerned : Vi = a; t = t; X" = in for a + X S n S t; t = t; t' = t'; Xn = in for / + 1 S n S t'; t' = t'; vN+i = b; Xn = in for /' + 1 S » S b (16) By the definition of r and t' it is clear that »j = E(IF2)+(»,7to«)TOjj. Since/ is arbitrary we have thus proved that the existence of any pt implies that of all Pi.
Similarly, by considering the variances and using the additivity of the variances of independent random variables we see that the finiteness of any of implies that of all of.
Remark. If we set/( • ) = 1 in Theorem 3, the results reduce to part of the assertion of Theorem 1 for p = 1 and p = 2.
We are now in a position to prove the classical limit theorems for the sequence {fiXn)}. Note that, thanks to Theorem 3, the hypotheses in the following theorems are invariant if the state i is replaced by any other state. In the following we shall write pi/mu as M, and a\/mu as B. It will turn out presently that these numbers, if they exist, are in fact independent of the choice of i, thus justifying the notations. Since vi is finite with probability one, it is clear that limu,M E(| F'| >u) =0. However F"= F»' depends on ». To show that limu," E(| Y'n'\ >») =0 uniformly with respect to « we need a simple result due to Kolmogorov [12] ISn-Mn , X rx lim P {-• < x\ =-| e-*i2dy.
The proof of Theorem 5 is completely similar to that of Theorem 4 if we apply the central limit theorem for independent, identically distributed random variables with finite variances. We remark that this proof is considerably simpler in details than the one given originally by Doblin [3] , who made several unnecessary estimates. Doblin also proved that if of = 0, S" is the sum of Mn and a constant depending only on the values of X0 and X".
Corollary
1. Under the hypotheses of the theorem all o2,/'ma, OSj< °°, are equal.
2. 7//(-) is a bounded function, then Theorem 4 holds under the sole assumption that to¿,< », and Theorem 5 holds under the sole assumption that mfi < oo if we allow a degenerate normal distribution in case of = 0. 7» particular, the theorems hold if the number of states is finite without any assumption whatsoever iin a class of mutually communicating states). This follows from (A) and (B) of the Appendix. It is easy to see that 717 may exist without the series on the right side of (24) being absolutely convergent. We give the following example which will be used also in §5.
Example 2. Define a Markov chain(18) as follows:
Let fiO) =0, fi2i-X) =i, fi2i) = -i for »£1. Obviously m00 = 3 and m$=9.
It is easy to see that mn = ir2i2/2 for *s£l. Hence Ey I/O) I /ma= GO-On the other hand, both M and B are equal to zero. According to Doblin [3] , Kolmogorov stated in a letter to Fréchet in 1937 that the central limit theorem applies to Sn under the following conditions :
Apart from this indirect reference this statement has never been published to our knowledge(19). We think that it is false, as will be shown by the following example(20). On the other hand, Example 2 shows that Dublin's conditions m/f// < 00 and of< 00 do not imply (26).
5. The conditions that m«< 00 and Ui exists, sufficient for the weak law of large numbers, are not sufficient for the strong law. To see that, we need only return to Example 2. Suppose X0 = 0 with probability one. If X, = 0 for a certain v, then the probability that/(X"+i)
¡g« is equal to 6-1 6 -■ y -/^^-.
7T2 i_« i2 ir2n
Since Szn = 0 for every » ^ 0, we have then S3n+i ^ » with the above probability. It follows by the Borel-Cantelli lemma that ^3n+i^» infinitely often with (n-« n )
Remark. If the chain Xn is stationary, then under (27) the number M is simply EifiXo)).
Proof. The proof of this theorem is implicit in that of Theorem 2; it is also a corollary of that theorem for g(-) = 1. We need only note that since we are now in a positive class, This obviously implies (28) and proves the theorem. This is more than we need to prove the theorem. Finally, we prove the limit theorems concerning max0s,s» Sv and maxos"sn \S,\ respectively. Theorem 8(24) . Under the same hypotheses as in Theorem 7, we have (23) For the case of a finite number of states see Doblin [3 ] , where a sharper result is proved by a longer method. which clearly tends to zero as n->oo. This proves the theorem. We forbear from stating further limit theorems which can be proved by the same method, but add a word about the conditions (27) and (29) which appear in Theorems 6, 7, and 8. We note that they are clearly satisfied if mfi < oo and if / is a bounded function.
In particular, Theorems 6, 7, and 8 hold without any assumption (in a class of mutually communicating states) if the number of states is finite. We note furthermore that if we assume only the weaker condition that p( exists (in Theorem 6) or of < oo (in Theorems 7 and 8), then we need an inequality of the following form: for some constant c>0 and every x>0, Further, if j^k we have tPff = E?-i hF § hP'f}'^. Summing over » we obtain (2) From (1) and (2) Suppose jV^. Let v' be the smallest value of v>vx for which there exist «i and »2 such that ViKniSv', z>i<w2^z/ and Xn¡=j, X", = k. The expectation £(V -Vi) may be suggestively denoted by to(¿, j and k). Recalling that kF*j is the probability, starting from i, of reaching j before k, it is not difficult to see that (4) mii, j and k) = to,,-+ *Eí,-to,-* = ma, + jFikmk,:
Since in a recurrent class *Ey+,E¿ = l we deduce from (4) that (5) mik + mkj -ma = *£*,-(»»,■* + to*,-).
Replacing both j and k by / and / by k in (5), we have (6) to,-,-= jFjkimkj + to,-*).
From (3), (5) , and (6) we obtain then * TO,* + TO*,--TO,,- 
