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ANDREI K. SVININ
Institute of System Dynamics and Control Theory, Siberian Branch of Russian
Academy of Sciences, P.O. Box 1233, 664033 Irkutsk, Russia
Abstract. We investigate self-similar solutions of the extended discrete KP hi-
erarchy. It is shown that corresponding ansatzes lead to purely discrete equations
with dependence on some number of parameters together with equations governing
deformations with respect to these parameters. Some examples are provided. In
particular it is shown that well known discrete first Painleve´ equation (dPI) and its
hierarchy arises as self-similar reduction of Volterra lattice hierarchy which in turn
can be treated as reduction of the extended discrete KP hierarchy. It is written down
equations which naturally generalize dPI . It is shown that these discrete systems de-
scribe Ba¨cklund transformations of Noumi-Yamada systems of type A
(1)
2(n−1)
. We also
consider Miura transformations relating different infinite- and finite-field integrable
mappings. Simplest example of this kind of Miura transformations is given.
Keywords: extended discrete KP hierarchy, self-similar solutions, discrete Painleve´
equations
1. Introduction
In Refs. [14], [15] we exhibit and investigate two-parameter class of
invariant submanifolds of Darboux-KP (DKP) chain which is in fact the
chain of copies of (differential) KP hierarchy glued together by Darboux
map. The DKP chain is formulated in terms of formal Laurent series
{h(i) = z+∑∞k=2 hk(i)z−k+1, a(i) = z+∑∞k=1 ak(i)z−k+1 : i ∈ Z} and
reads as [7]
∂ph(i) = ∂H
(p)(i),
∂pa(i) = a(i)(H
(p)(i+ 1)−H(p)(i))
(1)
with {H(p)(i) : p ≥ 1} (with fixed value of i) being the currents
calculated at the point h(i) [2]. Restriction on invariant submanifold
Snl is defined by condition zl−n+1a[n](i) ∈ H+(i), ∀i ∈ Z where
H+(i) =< 1,H(1)(i),H(2)(i), ... > and a[k](i)’s are Faa` di Bruno dis-
crete iterates defined by recurrence relation a[k+1](i) = a(i)a[k](i) with
a[0](i) ≡ 1. As was shown in Refs. [14], [15], the restriction of DKP
∗ This work was supported by INTAS grant 2000-15 and RFBR grant 03-01-
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chain on Sn0 leads to linear discrete systems (see also [12])
Qr(n)Ψ = z
rΨ (2)
and
zp(n−1)∂(n)p Ψ = (Q
pn
(n))+Ψ, (3)
with the pair of discrete operators
Qr(n) ≡ Λr +
∑
k≥1
q
(n,r)
k z
k(n−1)Λr−kn
and
(Qpn(n))+ ≡ Λpn +
p∑
k=1
q
(n,pn)
k z
k(n−1)Λ(p−k)n
whose coefficients q
(n,r)
k = q
(n,r)
k (i) uniquely defined as polynomials in
coordinates ak(i) with the help of the relation
zr = a[r](i)+zn−1q
(n,r)
1 (i)a
[r−n](i)+z2(n−1)q
(n,r)
2 (i)a
[r−2n](i)+..., r ∈ Z.
The consistency condition of (2) and (3) reads as Lax equation
zp(n−1)∂(n)p Q
r
(n) = [(Q
pn
(n))+, Q
r
(n)] (4)
and can be rewritten in explicit form
∂(n)p q
(n,r)
k (i) = Q
(n,r)
k,p (i) = q
(n,r)
k+p (i+ pn)− q(n,r)k+p (i)
+
p∑
s=1
q(n,pn)s (i) · q(n,r)k−s+p(i+ (p− s)n)
−
p∑
s=1
q(n,pn)s (i+ r − (k − s+ p)n) · q(n,r)k−s+p(i). (5)
Lax equations (4) naturally contains, for n = 1, equations of the dis-
crete KP hierarchy and we call them the extended discrete KP hierarchy
[12], [14], [15].
The formula (5) is proved to be a container for many differential-
difference systems [15] (see, also [11], [13]) but to derive them from (5)
one needs to take into account purely algebraic relations
q
(n,r1+r2)
k (i) = q
(n,r1)
k (i)+
k−1∑
s=1
q(n,r1)s (i) ·q(n,r2)k−s (i+r1−sn)+q(n,r2)k (i+r1)
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= q
(n,r2)
k (i) +
k−1∑
s=1
q(n,r2)s (i) · q(n,r1)k−s (i+ r2 − sn) + q(n,r1)k (i+ r2) (6)
which are coded in permutability operator relation
Qr1+r2(n) = Q
r1
(n)Q
r2
(n) = Q
r2
(n)Q
r1
(n).
It is quite obvious that equations (5) admit reductions with the help
of simple conditions
q
(n,r)
k (i) ≡ 0, k ≥ l + 1, l ≥ 1.
which are also consistent with the algebraic relations (6).
As was shown in [14], [15], this reductions can be properly described
in geometric setting as double intersections of invariant manifolds of
DKP chain: Sn,r,l = Sn0 ∩ S ln−rl−1 . For example, the restriction of the
DKP chain on S2,1,1 yields Volterra lattice hierarchy.
Our principal goal in this Letter is to investigate self-similar solu-
tions of equations (5) supplemented by (6). In Section 2, we perform
auxiliary calculations aiming to select some quantities which do not
depend on evolution parameters if solution {q(n,r)k (i)} of the extended
discrete KP hierarchy, or more exactly its subhierarchy corresponding
to multi-time t(n), is invariant with respect to suitable scaling transfor-
mation. In Section 3, we show that self-similar ansatzes yield a large
class of purely discrete systems supplemented by equations governing
deformations of parameters entering these systems. In Section 4, we
consider the simplest example corresponding to Volterra lattice hierar-
chy and deduce dPI and some discrete equations which can be treated
as higher members in dPI hierarchy. We recover there known rela-
tionship between dPI and fourth Painleve´ equation (PIV ). In Section
5, we show one-component discrete equations naturally generalizing
dPI in a sense that they govern Ba¨cklund transformation for higher
order generalizations of PIV . Section 6 is devoted to constructing some
class of Miura transformations relating different discrete equations. We
provide the reader by simple examples of such transformations.
2. Auxiliary calculations
To prepare a ground for further investigations, we need in following
technical statement
Proposition 2.1. By virtue of relations (6) with r1 = pn, r2 = sn
and k = p+ s, the relation
Q(n,pn)p,s (i) = Q
(n,sn)
s,p (i). (7)
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with arbitrary p, s ∈ N is identity.
Proof. By direct calculations.
The formula (7), by definition of Q
(n,r)
k,p , can be rewritten in the form
∂(n)s q
(n,pn)
p (i) = ∂
(n)
p q
(n,sn)
s (i), ∀p, s ∈ N. (8)
In particular, we have
∂(n)q(n,pn)p (i) = ∂
(n)
p q
(n,n)
1 (i) = ∂
(n)
p
(
n∑
s=1
q
(n,1)
1 (i+ s− 1)
)
=
n∑
s=1
Q
(n,1)
1,p (i+ s− 1).
Each Q
(n,1)
1,p (i) is uniquely expressed as a polynomial of qk(i) ≡ q(n,1)k (i).
So, we can suppose that there exists the polynomials ξ
(n)
p (i) in qk(i)
such that
q(n,pn)p (i) =
n∑
s=1
ξ(n)p (i+ s− 1), ∀p ≥ 1 (9)
and consequently
∂(n)ξ(n)p (i) = ∂
(n)
p q1(i) = Q
(n,1)
1,p (i). (10)
For example, we can write down the following:
ξ
(n)
1 (i) = q1(i), ξ
(n)
2 (i) = q2(i) + q2(i+ n) + q1(i) ·
n−1∑
s=1−n
q1(i+ s).
Unfortunately we cannot by now to write down the polynomials ξ
(n)
3 (i),
ξ
(n)
4 (i), ... in explicit form for arbitrary n, but we believe that one can
do it for arbitrary concrete values of n. From (8) we have the following
Proposition 2.2. By virtue of equations of motion of the extended
discrete KP hierarchy,
∂(n)s ξ
(n)
p (i) = ∂
(n)
p ξ
(n)
s (i), ∀s, p ≥ 1.
Fixing any integer p ≥ 2, let us define
α
(n)
i =
p∑
k=1
kt
(n)
k ξ
(n)
k (i).
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Taking into account the above conjecture, we obtain
∂(n)s α
(n)
i = sξ
(n)
s (i) +
p∑
k=1
kt
(n)
k ∂
(n)
s ξ
(n)
k (i)
= sξ(n)s (i) +
p∑
k=1
kt
(n)
k ∂
(n)
k ξ
(n)
s (i)
=
{
s+
p∑
k=1
kt
(n)
k ∂
(n)
k
}
ξ(n)s (i), s = 1, ..., p. (11)
In what follows, we are going to investigate some class of self-similar
solutions of extended discrete KP hierarchy and the latter auxiliary
formula is of great importance from the point of view of constructing
purely discrete systems to which lead corresponding ansatzes.
3. Self-similar solutions and integrable mappings
It is evident, that linear systems (2) and (3) and its consistency rela-
tions (5) and (6) are invariant under group of dilations
q
(n,r)
k (i)→ ǫkq(n,r)k (i), tl → ǫ−ltl, z → ǫz, Ψi → ǫiΨi.
In what follows we consider dependence only on finite number of evo-
lution parameters t
(n)
1 , ..., t
(n)
p . Invariants of this group are
Tl =
t
(n)
l
(pt
(n)
p )l/p
, l = 1, ..., p − 1, ξ = (pt(n)p )1/pz,
ψi = z
iΨi, x
(n,r)
k (i) = (pt
(n)
p )
k/pq
(n,r)
k (i).
From this one gets the ansatzes for self-similar solutions
q
(n,r)
k (i) =
1
(pt
(n)
p )k/p
x
(n,r)
k (i), Ψi = z
iψi(ξ;T1, ..., Tp−1). (12)
Here x
(n,r)
k (i)’s are supposed to be unknown functions of T1, ..., Tp−1.
Direct substitution of (12) into (5) gives
∂Tlx
(n,r)
k (i) = X
(n,r)
k,l (i), l = 1, ..., p − 1 (13)
and
Y
(n,r)
k,p (i) = kx
(n,r)
k (i) + T1X
(n,r)
k,1 (i) + 2T2X
(n,r)
k,2 (i) + ...
letter7.tex; 5/11/2018; 5:15; p.5
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+(p− 1)Tp−1X(n,r)k,p−1(i) +X(n,r)k,p (i) = 0, l = 1, ..., p − 1. (14)
HereX
(n,r)
k,l (i)’s are rhs’s of (5) where q
(n,r)
k (i)’s are replaced by x
(n,r)
k (i)’s.
Moreover, we must take into account algebraic relations
x
(n,r1+r2)
k (i) = x
(n,r1)
k (i)+
k−1∑
s=1
x(n,r1)s (i)·x(n,r2)k−s (i+r1−sn)+x(n,r2)k (i+r1)
= x
(n,r2)
k (i) +
k−1∑
s=1
x(n,r2)s (i) · x(n,r1)k−s (i+ r2 − sn) + x(n,r1)k (i+ r2) (15)
which follows from (6). Corresponding auxiliary linear equations are
transformed to the following form:
∂Tlψ = (X
ln
(n))+ψ, l = 1, ..., p − 1,
ξψξ =
{
T1(X
n
(n))+ + 2T2(X
2n
(n))+ + ...
+(p− 1)Tp−1(X(p−1)n(n) )+ + (Xpn(n))+
}
ψ,
Xr(n)ψ = ξψ,
where
Xr(n) ≡ ξΛr +
∑
k≥1
ξ1−kx
(n,r)
k Λ
r−kn, r ∈ Z.
Let us now observe that if {q(n,r)k (i)} represent self-similar solution
than by virtue of (11) the quantities α
(n)
i do not depend on t
(n)
1 , ..., t
(n)
p .
Moreover, one can write
α
(n)
i (i) =
p−1∑
k=1
kTkζ
(n)
k (i) + ζ
(n)
p (i),
with ζ
(n)
k (i) = (pt
(n)
p )k/nξ
(n)
k (i).
So, one can state that α
(n)
i (i) in these circumstances do not depend
on parameters T1, ..., Tp−1.
Simplest situation in which one can easily to derive pure discrete
equations from (14) supplemented by deformation equations in a nice
form is when r = 1 and p = 2. Equations (14) are specified in this case
as1
Y
(n,1)
k,2 (i) = kxk(i) + T1X
(n,1)
k,1 (i) +X
(n,1)
k,2 (i) = 0. (16)
1 In what follows, xk(i) ≡ x
(n,1)
k
(i)
letter7.tex; 5/11/2018; 5:15; p.6
Integrable Mappings 7
In addition, one must take into account deformation equations
∂T1xk(i) = X
(n,1)
k,1 (i) = xk+1(i+ n)− xk+1(i)
+xk(i)
(
n∑
s=1
x1(i+ s− 1)−
n∑
s=1
x1(i+ s− kn)
)
. (17)
Proposition 3.1. The relations (16) read as infinite-field mapping
α
(n)
i = T1x1(i) + x1(i) ·
n−1∑
s=1−n
x1(i+ s) + x2(i) + x2(i+ n), (18)
Xk(i) = xk(i)
(
k +
n∑
s=1
α
(n)
i+s−1 −
n∑
s=1
α
(n)
i+s−kn
)
+xk+1(i+ n)
(
T1 +
2n∑
s=1
x1(i+ s− 1)
)
−xk+1(i)
(
T1 +
2n∑
s=1
x1(i+ s− (k + 1)n)
)
+xk+2(i+ 2n)− xk+2(i) = 0, k ≥ 1 (19)
with α
(n)
i ’s being arbitrary constants.
Proof. The proposition is proved by straightforward calculations. In
what follows we use the formula (9) with p = 1, 2, where qk(i)’s are
replaced by xk(i)’s. We have
X
(n,1)
k,1 (i) = xk+1(i+n)−xk+1(i)+xk(i)
(
x
(n,n)
1 (i)− x(n,n)1 (i+ 1− kn)
)
= xk+1(i+ n)− xk+1(i) + xk(i)
(
n∑
s=1
ξ
(n)
1 (i+ s− 1)
−
n∑
s=1
ξ
(n)
1 (i+ s− kn)
)
, (20)
X
(n,1)
k,2 (i) = xk+2(i+ 2n) + x
(n,2n)
1 (i)xk+1(i+ n) + x
(n,2n)
2 (i)xk(i)
−xk+2(i)− x(n,2n)1 (i+ 1− (k + 1)n)xk+1(i)− x(n,2n)2 (i+ 1− kn)xk(i)
letter7.tex; 5/11/2018; 5:15; p.7
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= xk+2(i+2n)+xk+1(i+n) ·
2n∑
s=1
x1(i+ s−1)+xk(i) ·
n∑
s=1
ξ
(n)
2 (i+ s−1)
−xk+2(i)−xk+1(i) ·
2n∑
s=1
x1(i+ s− (k+1)n)−xk(i) ·
n∑
s=1
ξ
(n)
2 (i+ s− kn).
(21)
One can easily check that substituting (20) and (21) into (16) gives
(19) with α
(n)
i given by (18). Moreover, it is already proved that α
(n)
i ’s
do not depend on t
(n)
1 , ..., t
(n)
p and therefore on T1, ..., Tp−1.
It is obvious that the system (18) and (19) admits as well as equa-
tions (17) reduction with the help of simple condition
xk(i) ≡ 0, k > l, l ≥ 1.
Then l-th equation in (19) is specified as
xl(i) ·
{
l +
n∑
s=1
α
(n)
i+s−1 −
n∑
s=1
α
(n)
i+s−ln
}
= 0.
Since it is supposed that xl(i) 6≡ 0 then the constants α(n)i are forced
to be subjects of constraint
l +
n∑
s=1
α
(n)
i+s−1 −
n∑
s=1
α
(n)
i+s−ln = 0.
4. dPI and its hierarchy
Let us consider, as a simplest example, the case corresponding to Volterra
lattice hierarchy, that is n = 2, r = 1, l = 1. Take p = 2. The equations
(16) and (17) are written down as follows:
x′i = xi(xi+1 − xi−1), ′ ≡ ∂/∂T1, (22)
xi + T1xi
{
x
(2,2)
1 (i) − x(2,2)1 (i− 1)
}
+ xi
{
x
(2,4)
2 (i)− x(2,4)2 (i− 1)
}
= 0.
(23)
Here we denote xi = x
(2,1)
1 (i). Using (7) one calculates
x
(2,2)
1 (i) = xi + xi+1,
x
(2,4)
2 (i) = xi(xi−1 + xi + xi+1) + xi+1(xi + xi+1 + xi+2).
letter7.tex; 5/11/2018; 5:15; p.8
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Taking into account these relations, the equation (23) turns into
T1xi + xi(xi−1 + xi + xi+1) = α
(2)
i ,
1 + α
(2)
i+1 − α(2)i−1 = 0.
(24)
One can rewrite (24) as
xi−1 + xi + xi+1 = −T1 + α
(2)
i
xi
, (25)
where α
(2)
i ’s are some constants forced to be subjects of the quasi-
periodicity constraint: α
(2)
i+2 = α
(2)
i − 1. One can immediately to write
down the solution of this equation: α
(2)
i = α − 12 i + β(−1)i, where α
and β are some complex constants. Provided these conditions, (25) is
dPI [4].
Observe that evolution equation (22) with (25) turns into
x′i = 2xixi+1 + x
2
i + T1xi − α(2)i .
It can be easily checked that together with (25) this lattice is equivalent
to the pair of ordinary first-order differential equations
w′1 = 2w1w2 + w
2
1 + T1w1 + a,
w′2 = −2w1w2 − w22 − T1w2 − b
(26)
with discrete symmetry transformation (cf. [6])
w1 = w2, w2 = −w1 − w2 − T1 − b
w2
, a = b, b = a+ 1,
where w1 ≡ xi, w2 = xi+1, a ≡ −α(2)i , b ≡ −α(2)i+1 for some fixed
(but arbitrary) value i = i0. In turn the system (26) is equivalent to
second-order equation
w′′ =
(w′)2
2w
+
3
2
w3 + 2T1w
2 +
(
T 21
2
+ a− 2b+ 1
)
w − a
2
2w
, w ≡ w1
with corresponding symmetry transformation
w =
w′ − w2 − T1w − a
2w
, a = b, b = a+ 1.
In fact this is PIV with Ba¨cklund transformation [6]. By rescaling T1 →√
2T1, w → w/
√
2 it can be turned to following canonical form:
w′′ =
(w′)2
2w
+
3
2
w3 + 4T1w
2 + 2(T 21 + a− 2b+ 1)w −
2a2
w
(27)
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w =
w′ −w2 − 2T1w − 2a
2w
, a = b, b = a+ 1.
As a result, we obtain the well-known relationship between dPI (25)
and PIV (27) (see, for example [5]).
Remark 4.1. The equations (26) can be interpreted as self-similar
reduction of Levi system [8]
v1t2 = (−v′1 + v21 + 2v1v2)′,
v2t2 = (v
′
2 + v
2
2 + 2v1v2)
′
with the help of the ansatz
vk =
1
(2t2)1/2
wk(T1), k = 1, 2.
Let us discuss now the higher members in dPI hierarchy. To con-
struct them, one needs to consider the cases p = 3, 4 and so on, that
is
xi + T1xi
{
x
(2,2)
1 (i) − x(2,2)1 (i− 1)
}
+ 2T2xi
{
x
(2,4)
2 (i)− x(2,4)2 (i− 1)
}
+xi
{
x
(2,6)
3 (i) − x(2,6)2 (i− 1)
}
= 0, (28)
xi + T1xi
{
x
(2,2)
1 (i) − x(2,2)1 (i− 1)
}
+ 2T2xi
{
x
(2,4)
2 (i)− x(2,4)2 (i− 1)
}
+3T3xi
{
x
(2,6)
3 (i)− x(2,6)2 (i− 1)
}
+
{
x
(2,8)
4 (i)− x(2,8)4 (i− 1)
}
= 0. (29)
We have calculated, to wit the following
x
(2,6)
3 (i) = ζ
(2)
3 (i) + ζ
(2)
3 (i+ 1)
with
ζ
(2)
3 (i) = xi
{
ζ
(2)
2 (i− 1) + ζ(2)2 (i) + ζ(2)2 (i+ 1) + xi−1xi+1
}
and
x
(2,8)
4 (i) = ζ
(2)
4 (i) + ζ
(2)
4 (i+ 1)
with
ζ
(2)
4 (i) = xi
{
ζ
(2)
3 (i− 1)
+ζ
(2)
3 (i) + ζ
(2)
3 (i+ 1) + xi−1xi+1(xi−2 + xi−1 + xi + xi+1 + xi+2)
}
.
Substituting the latter formulas into (28) and (29) we get the higher
members in dPI hierarchy in the form
T1xi + 2T2ζ
(2)
2 (i) + ζ
(2)
3 (i) = α
(2)
i ,
letter7.tex; 5/11/2018; 5:15; p.10
Integrable Mappings 11
T1xi + 2T2ζ
(2)
2 (i) + 3T3ζ
(2)
3 (i) + ζ
(2)
4 (i) = α
(2)
i ,
with corresponding constants α
(2)
i being subjected to the constraint
1 + α
(2)
i+1 − α(2)i−1 = 0. These results entirely correspond to that of the
work [3].
5. Generalizations of dPI
Let us consider one-field reductions of the system given by equations
(18) and (19) when n is arbitrary. The analogues of the equations (22)
and (23) in this case are
x′i = xi
(
n−1∑
s=1
xi+s −
n−1∑
s=1
xi−s
)
, (30)
xi + T1xi
{
x
(n,n)
1 (i)− x(n,n)1 (i+ 1− n)
}
+xi
{
x
(n,2n)
2 (i)− x(n,2n)2 (i+ 1− n)
}
= 0. (31)
We take into account that
x
(n,n)
1 (i) =
n∑
s=1
xi+s−1, x
(n,2n)
2 (i) =
n∑
s=1
xi+s−1

2n−1∑
s1=1
xi+s1+s−n−1

 .
Then the equation (31) can be cast into the form
T1xi + xi(xi+1−n + ...+ xi+n−1) = α
(n)
i ,
1 +
n−1∑
s=1
α
(n)
i+s −
n−1∑
s=1
α
(n)
i−s = 0. (32)
One can write the solution of (32) as
α
(n)
i = α−
1
(n− 1)ni+ βω
i (33)
with arbitrary constants α, β ∈ C and ω = n√1 = exp(2π√−1/n).
So, one concludes that in this case self-similar ansatz leads to equa-
tion
xi+1−n + ...+ xi+n−1 = −T1 + α
(n)
i
xi
, (34)
where the constants α
(n)
i ’s are given by (33).
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Standard analysis of singularity confinement shows that this prop-
erty for (34) is valid provided that
α
(n)
i+n − α(n)i = α(n)i+2n−1 − α(n)i+n−1. (35)
but one can show that this equation do not contradict to (32), but it
is more general. Indeed, it follows from (32) that
−1 =
n∑
s=1
α
(n)
i+s+n−1 −
n∑
s=1
α
(n)
i+s =
n∑
s=1
α
(n)
i+s+n−2 −
n∑
s=1
α
(n)
i+s−1. (36)
Second equality in (36) can be rewritten in the form
n−1∑
s=2
α
(n)
i+s+n−1 + α
(n)
i+2n−1 −
n−2∑
s=1
α
(n)
i+s − α(n)i+n−1
= α
(n)
i+n +
n∑
s=3
α
(n)
i+s+n−2 − α(n)i −
n−1∑
s=2
α
(n)
i+s−1.
From the latter one obtains (35).
Finally, let us show that equations (30), (32) and (34) are equivalent
to higher order Painleve´ equation of type A
(1)
l [10] with l = 2(n−1), i.e.
higher order generalization of PIV . Following the line of previous sec-
tion, one can observe that equations (30), (32) and (34) are equivalent
to the system
w′k = wk
(
2
n−1∑
s=1
wk+s + wk + T1
)
+ ak,
w′k+n−1 = −wk+n−1
(
2
n−1∑
s=1
wk+s−1 + wk+n−1 + T1
)
− ak+n−1
(k = 1, ..., n − 1)
(37)
supplemented by Ba¨cklund transformation
wk = wk+1, k = 1, ..., 2n − 3, w2(n−1) = −
2(n−1)∑
s=1
ws − an
wn
− T1,
ak = ak+1, k = 1, ..., 2n − 3, a2(n−1) =
n−1∑
s=1
as −
n−2∑
s=1
an+s + 1.
(38)
Here we identify wk = xi+k−1 and ak = −α(n)i+k−1. To write down the
equations (37) in symmetric form one need to introduce new variables
{f0, f1, ..., f2(n−1)} by
f2k = −wk, f2k−1 = −wk+n−1 (k = 1, ..., n − 1), f0 =
2(n−1)∑
s=1
ws + T1.
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It is evident that
∑2(n−1)
s=0 fs = T1. By straightforward calculations one
can check that the system (37) cast into following symmetric form
f ′k = fk
(
n−1∑
r=1
fk+2r−1 −
n−1∑
r=1
fk+2r
)
+ ck (k = 0, ..., 2(n − 1)) (39)
where subscripts are supposed to be an elements of Z/(2n − 1)Z. The
constants ck’s are related with ak’s by the relations
c2k = −ak, c2k−1 = ak+n−1, k = 1, ..., n − 1,
c0 =
n−1∑
s=1
as −
n−1∑
s=1
as+n−1 + 1,
2(n−1)∑
s=0
cs = 1.
The system (39) is nothing but Noumi-Yamada system of A
(1)
l type
with l = 2(n− 1). As for Ba¨cklund transformation (38), one can verify
that it coinsides with an element T = s1π
2 of the extended affine Weil
group W˜ =< π, s0, ..., s2(n−1) > [10].
For the sake of completness, let us provide the reader by suitable
information on some representation of affine Weil group of type A
(1)
l
which is useful for constructing of Ba¨cklund transformations of PIV and
PV and its generalizations. The action of automophisms {s0, ..., sl} on
the field of rational functions in variables {c0, ..., cl} and {f0, ..., fl} can
be defined as follows [10]:
sk(ck) = −ck, sk(cl) = cl + ck (l = k ± 1), sk(cl) = cl (l 6= k, k ± 1),
sk(fk) = fk, sk(fl) = fl ± ck
fk
(l = k ± 1), sk(fl) = fl (l 6= k, k ± 1).
One also defines an automorphism π by the rules π(ck) = ck+1 and
π(fk) = fk+1. It is known by [9] that this set of automorphisms define
a representation of the extended affine Weil group W˜ and represents a
collection of Ba¨cklund transformations of the system (39).
6. Miura transformations
We showed in Ref. [15] that symmetry transformation
gk :


a(i)→ z1−ka[k](ki)
h(i)→ h(ki)
on the space of DKP chain solutions is a suitable basis for construct-
ing of some class of lattice Miura transformations. In the language
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of invariant submanifolds we have gk(Skn0 ) ⊂ Sn0 and gk(Skn,r,l) ⊂
Sn,r,kl. In terms of coordinate q(n,r)s (i) one can use simple relation
q
(n,r)
s (i) = q
(kn,kr)
s (ki) but to get lattice Miura transformation in the
form q
(n,r)
k (i) = F ({q(kn,r)s (ki)}) one needs to make use algebraic rela-
tions (6). For example, Miura transformation g2(S20 ) ⊂ S10 reads
q
(1,1)
k (i) = q
(2,2)
k (2i)|(6)
= q
(2,1)
k (2i) +
k−1∑
s=1
q(2,1)s (2i) · q(2,1)k−s (2i− 2s+ 1) + q(2,1)k (2i+ 1). (40)
We believe that this approach can be applied for constructing Miura
transformations relating different integrable mappings. Let us show the
simplest example. Denote yk(i) = x
(1,1)
k (i) and βi = α
(1)
i . The equations
(18) and (19) defining integrable mapping in this case are specified as
βi = T1y1(i) + y
2
1(i) + y2(i) + y2(i+ 1), (41)
Yk(i) = yk(i) (k + βi − βi−k+1) + yk+1(i+ 1) (T1 + y1(i) + y1(i+ 1))
−yk+1(i) (T1 + y1(i− k) + y1(i− k + 1))
+yk+2(i+ 2)− yk+2(i) = 0, k ≥ 1. (42)
Denote xk(i) = x
(2,1)
k (i) and αi = α
(2)
i . Infinite-field discrete system in
the case n = 2 is
αi = T1x1(i)+x1(i)(x1(i−1)+x1(i)+x1(i+1))+x2(i)+x2(i+2), (43)
Xk(i) = xk(i) (k + αi + αi+1 − αi−2k+1 − αi−2k+2)
+xk+1(i+ 2) (T1 + x1(i) + x1(i+ 1) + x1(i+ 2) + x1(i+ 3))
−xk+1(i) (T1 + x1(i− 2k − 1) + x1(i− 2k)
+ x1(i− 2k + 1) + x1(i− 2k + 2))
+xk+2(i+ 4)− xk+2(i) = 0, k ≥ 1. (44)
Restriction of the latter system on S2,1,1 gives dPI (25), while the
restriction of the system (41) and (42) on S1,1,2 yields two-field system
βi = T1y1(i) + y
2
1(i) + y2(i) + y2(i+ 1),
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y1(i)+y2(i+1)(T1+y1(i)+y1(i+1))−y2(i)(T1+y1(i−1)+y1(i)) = 0,
(45)
2 + βi − βi−1 = 0.
One can easily write down Miura transformation relating infinite-
field mappings given by pairs of equations (41), (42) and (43), (44),
respectively, by replacing q
(1,1)
1 (i)→ yk(i) and q(2,1)1 (i)→ xk(i) in (40),
to wit
yk(i) = xk(2i) +
k−1∑
s=1
xs(2i) · xk−s(2i− 2s + 1) + xk(2i+ 1). (46)
Moreover we have βi = α2i + α2i+1. By straightforward but tedious
calculations one can check that substituting (46) into (42) gives
Yk(i)|(46) = Xk(2i) +
k−1∑
s=1
Xs(2i) ·Xk−s(2i− 2s+ 1) +Xk(2i+ 1) = 0.
As for transformation g2(S2,1,1) ⊂ S1,1,2 relating dPI with the sys-
tem (45), we have it in the form
y1(i) = x(2i) + x(2i+ 1), y2(i) = x(2i− 1)x(2i), βi = α2i + α2i+1.
7. Concluding remarks
We showed that in the simplest case corresponding to the restriction
of dynamics on phase-space of the DKP chain on invariant submani-
fold Sn,1,1 one derives one-field discrete dynamical system governing
Ba¨cklund transformation of Noumi-Yamada system of A
(1)
2(n−1) type
which is a natural higher-order generalization of PIV . As is known
higher-order generalizations of PV correspond to affine Weil groups of
type A
(1)
l with odd l.
On the other hand, these generalizations are also described by Veselov-
Shabat periodic dressing chains
r′i + r
′
i+1 = r
2
i − r2i+1 + αi, ri+N = ri, αi+N = αi
with odd N ≥ 3 for PIV and with even N ≥ 4 for PV , respectively [16],
[1]. So, in a sense PIV and PV go in parallel in these two settings. We
can expect that our approach also covers PV and its higher-order gen-
eralizations, but to save the space we leave this question for subsequent
publications.
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