Hydraulic systems have the characteristics of strong fault concealment, powerful nonlinear time-varying signals, and a complex vibration transmission mechanism; hence, diagnosis of these systems is a challenge. To provide accurate diagnosis results automatically, numerous studies have been carried out. Among them, signal-based methods are commonly used, which employ signal processing techniques based on the state signal used for extracting features, and further input the features into the classifier for fault recognition. However, their main deficiencies include the following: (1) The features are manually designed and thus may have a lack of objectivity. (2) For signal processing, feature extraction and pattern recognition are conducted using independent models, which cannot be jointly optimized globally. (3) The machine learning algorithms adopted by these methods have a shallow architecture, which limits their capacity to deeply mine the essential features of a fault. As a breakthrough in artificial intelligence, deep learning holds the potential to overcome such deficiencies. Based on deep learning, deep neural networks (DNNs) can automatically learn the complex nonlinear relations implied in a signal, can be globally optimized, and can obtain the high-level features of multi-dimensional data. In this paper, the main technology used in an intelligent fault diagnosis and the current research status of hydraulic system fault diagnosis are summarized and analyzed. The significant prospect of applying deep learning in the field of intelligent fault diagnosis is presented, and the main ideas, methods, and principles of several typical DNNs are described and summarized. The commonality between a fault diagnosis and other issues regarding typical pattern recognition are analyzed, and research ideas for applying DNNs for hydraulic fault diagnosis are proposed. Meanwhile, the research advantages and development trend of DNNs (both domestically and overseas) as applied to an intelligent fault diagnosis are reviewed. Furthermore, the fault characteristics of a complex hydraulic system are summarized and discussed, and the key problems and possible research ideas of applying DNNs to an intelligent hydraulic fault diagnosis are presented and comprehensively analyzed. which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.
Introduction
Hydraulic systems are widely used in modern machinery owing to a multitude of advantages, such as a fast response, significant load stiffness, large power density, and superior stability. A hydraulic system is often the core component of engineering equipment, such as control and power transmission systems, which are typically operated in the field. A hydraulic system can be damaged by exposure to sunshine, rain forests, and dust particles, among other factors, and by unstable working conditions such as a high load or severe impact. Therefore, such systems are prone to faults, and if certain initial abnormalities are not located and eliminated in time, they may develop into a functional disability and even lead to a dangerous condition. Therefore, it is extremely important to diagnose and remove such problems in time.
However, a proper hydraulic fault diagnosis remains a challenge. Compared with common mechanical and electrical structures, hydraulic system faults in engineering equipment are more hidden and unclear. It is therefore difficult to obtain fault information, and the mapping relationship between a fault characterization and fault cause is complex. It is thus extremely important Page 2 of 22 Dai et al. Chin. J. Mech. Eng. (2019) 32:75 to research key technologies and methods for achieving hydraulic fault diagnosis. Currently, fault diagnosis methods can be divided into three categories, mode-, knowledge-, and signalbased methods. Model-based methods must establish the model of the system before a diagnosis; hence, they require a clear understanding of the structure, principle, and mechanism of the diagnosed object [1] . They mainly include a state estimation, parameter estimation, and an equivalent space. However, for a complex hydraulic system, it is difficult to establish a model owing to coupling between the different variables. Knowledge-based methods are based on obtaining a large amount of expert knowledge to simulate an expert reasoning process of a certain model. They are suitable for situations in which the fault reasoning is clear and the decision logic is strong [2] . However, their poor incremental learning ability makes it difficult to add new knowledge to the existing system, and the learning of new samples will be at the cost of giving up original knowledge. Owing to the dynamic complexity of a hydraulic system and the lack of its fault mechanism, prior knowledge is insufficient, thus leading to fewer studies in this area.
Signal-based methods employed to carry out a diagnosis are based on state signals, such as vibrations, sound, temperature, and pressure. If the system has a fault, it should be reflected in the signal. Thus, the essential feature of a fault can be theoretically obtained, provided the features of the signal are appropriately mined and the pattern recognition method is properly carried out. Signal-based methods have been widely studied in intelligent fault diagnosis. First, it benefits from the development of sensor and storage technologies, which allow the monitoring system to collect and store large amounts of offline and online signal samples. The second reason lies in the constant innovation and high-level performance achieved by machine learning algorithms. Machine learning [3] is a type of computer program that can continuously obtain new knowledge and an optimized performance based on incremental learning. When used in a fault diagnosis, the knowledge can be automatically and self-adaptively induced and generalized from the samples obtained. It is therefore is an ideal model for feature extraction and pattern recognition.
Currently, a popular research area of machine learning is focused on deep learning, and the most promising approach is the use of deep neural networks (DNNs), which have been widely researched and used in image recognition, speech recognition, and other pattern recognition fields. Their surprising and outstanding performance has aroused the attention of experts in the area of fault diagnosis. Consequently, in this paper, the research status of different technologies and the prospect of applying signal-based hydraulic intelligent fault diagnosis methods based on a DNN are thoroughly analyzed and discussed. The remaining sections are as follows: In Section 2, the current research status on signal-based intelligent fault diagnosis methods are summarized and analyzed. In Section 3, several typical DNN models that can be potentially used in intelligent diagnosis are listed, and their structure, characteristics, and application are analyzed. In addition, the broad prospect of applying a DNN to a hydraulic fault diagnosis is presented. The research status of typical DNNs used in the field of intelligent fault diagnosis is analyzed in Section 4. In Section 5, the characteristics of complex hydraulic system faults are analyzed, and the key problems and possible research areas when applying DNNs to an intelligent hydraulic fault diagnosis are proposed and thoroughly analyzed. Finally, some concluding remarks are provided in Section 6.
Overview of Fault Diagnosis Technology
The fault diagnosis of a hydraulic system is included in a mechanical fault diagnosis. A hydraulic system fault diagnosis needs to combine the structural characteristics of the hydraulic system, the signal manifestation, and other factors. The diagnosis process has not changed. According to the content of the mechanical fault diagnosis, a signal-based intelligent diagnosis is usually a compound method with several processes. Each process and the main methods are shown in Figure 1 . As indicated in Figure 1 , the common technology during each process of a signal-based intelligent fault diagnosis will be thoroughly discussed.
Main Flow of Fault Diagnosis 2.1.1 Signal Processing and Feature Extraction
Feature extraction from a signal is intensely crucial in a fault diagnosis because it determines the result of the subsequent fault recognition. Different types of signals such as audio, vibration, temperature, and oil debris signals [4] can be used to reflect the state of a machine. Among them, a vibration signal is widely used because it has been deeply researched in theory and is easy to collect. Hence, vibration signals are taken as an example in the following analysis.
(1) Signal separation The original signal typically needs to be decomposed into several components to de-noise or separate different faults. Typical decomposition methods are shown in Figure 1 . These are mainly blind source separation methods, such as wavelet (package) decomposition, singular value decomposition (SVD), empirical mode decomposition (EMD), and ensemble empirical mode decomposition (EEMD).
Zhu et al. [5] proposed a shift-invariant sparse coding method of blind source separation, which was used to extract the pressure pulsation for hydraulic pumps and achieved excellent results. Focusing on the problem of EMD sensitivity to noise, Van et al. [6] put forward a hybrid of a non-local-mean decomposition method. However, the experiment results showed that the above methods are not ideal for a hydraulic fault. The first reason is that the features of a hydraulic composite fault are not necessarily the sum of those of a single fault. The second reason is that the same fault with a different degree of damage does not necessarily show the same frequency components, and occasionally even excites new fault features. Regarding these issues, Figure 2 demonstrates a good case, which indicates the Hilbert marginal spectrum based on the improved EEMD of different fault signals.
(2) Signal processing and feature extraction The purpose of signal processing is to realize a signal transformation and feature extraction. The extracted features, such as the time-domain, frequency-domain, timefrequency, and statistical features will be used for the fault pattern recognition.
As for a hydraulic vibration signal, owing to its nonstationary and strong time-varying characteristics, a Fourier transform cannot describe how the frequency of the signal changes over time. Goharrizi used a Fourier transform for a leakage detection of a hydraulic cylinder, although the results were unsatisfactory. The author then applied a wavelet [7] and an EMD [8] to decompose the hydraulic vibration signals. In addition, a short-time Fourier transform (STFT) was proposed by Gabor in 1946. Based on the original Fourier transform, a moving window is used during the transformation, which can realize the localization of the local frequency characteristics. Restricted by the Heisenberg uncertainty principle, it cannot achieve a high resolution in the time-and frequency-domains at the same time.
The Wigner-Ville distribution (WVD) [9] has good mathematical operation properties. When used to analyze a non-stationary signal, a good performance is demonstrated most of the time. However, the WVD has an insuperable defection-cross interference will be generated among the different frequency components. When used to detect some hydraulic faults, such as a cavitation (2019) 32:75 and composite fault, it cannot successfully extract the frequency characteristics. The wavelet transform inherits the localization idea of STFT. At the same time, it provides a time-frequency window that can automatically and adaptively change with the frequency. Through an expansion and translation operation, WT can realize a high frequency resolution at low frequency and a high time resolution at a high frequency, making it easy to focus on the details of the signal [10] . Thus, it is an ideal tool for a time-frequency analysis of a signal. However, the selection of a wavelet base has significant influence on the results of a time-frequency transformation [11] . Different wavelets are suitable for analyzing different time-frequency characteristics. For inexperienced researchers, how to choose the wavelet base is a challenge.
Consequently, signal processing methods with a multiscale expression and strong adaptive ability, such as the self-adaptive wavelet, EMD, and EEMD, have become areas of focus. In particular, the latter two are entirely self-adaptive, and thus are more suitable for the non-stability signals of a hydraulic fault. To solve the problems of an end-effect, modal aliasing, and an overshoot-undershoot of the EMD and EEMD, numerous improved algorithms have been suggested. For example, Amirat et al. [12] , Zheng et al. [13] , and Chai et al. [14] proposed methods based on a signal extension to eliminate the end-effect. In addition, Huang et al. [15] tried to improve the fitting algorithm to reduce the overshoot-undershoot phenomenon of the upper and lower envelopes, and Wang et al. [16] and Chen et al. [17] relieved the modal aliasing by optimizing the decomposing termination conditions. The improved EMD and EEMD can describe the transient characteristics of the signal more clearly, and thus they are more suitable for a hydraulic vibration signal.
(3) Feature fusion To improve the diagnosis credibility of complex equipment working in an extremely noisy environment, researchers have attempted to combine several feature extraction methods and fuse their extraction results as a basis for diagnosis. For example, Li and Wang [18] put forward an algorithm of feature linear fusion based on affinity propagation (AP) clustering. Its validity was verified on a test platform of an aero-engine rotor. In addition, Li et al. [19] combined an SVD with morphological filtering and applied it to fault feature extraction.
When different features are fused, there will be a highdimensional vector, thereby causing the consumption of large amounts of computing resources. At the same time, not all features have the same contribution to, and correlation, with a fault diagnosis. Therefore, a dimensionality reduction and sparse representation are required. As shown in Figure 1 , the main methods studied include the principal component analysis (PCA) [20] , independent component analysis (ICA), and linear discriminant analysis (LDA) [21] . The above methods are all based on the hypothesis that the samples obey a Gaussian distribution (PCA) or a linear model (ICA or LDA). Nevertheless, the actual vibration signals usually do not satisfy these conditions. Thus, some kernel methods, such as a kernel principal component analysis (KPCA) and kernel linear discriminant analysis (KLDA), have been presented to solve this problem. They use a kernel function to convert data from one space to another to relieve the difficulty of extracting nonlinear features.
In addition to kernel methods, many learning methods have also been widely studied, such as the gray relational analysis (GRA) [22] , Kalman filtering [23] , and non-negative matrix factor [24] . However, GRA needs to determine the optimal values of the indicators first, and thus is subjective. In addition, the number of calculations of the Kalman filter will increase three times with an increase in the information dimension, and a non-negative matrix decomposition focuses on the extraction of important local features and cannot fully reflect global properties of the signal.
Fault Pattern Recognition
Machine learning is a promising and widely researched classification algorithm owing to its powerful adaptive and incremental learning ability. Among them, an artificial neural network (ANN) and a support vector machine (SVM) are the two most typical classifiers.
In the field of fault diagnosis, the most researched ANNs include a back propagation (BP) network, a radial basis function (RBF) network, an auto-associative neural network (AANN), a Hopfield network, a self-organization mapping (SOM) network, and a Boltzmann machine. To overcome the proneness of following into the local optimum, scholars have put forward many new methods such as an echo state network (ESN) [25] , a probabilistic neural network (PNN) [26] , and a fuzzy neural network (FNN) [27] . Regarding complex classification problems, there are many bottlenecks that restrict improvement of the ANN performance. Among the main reasons for this, one is an over-fitting owing to a highly strict training goal. If no prior knowledge (experience) is available, it is difficult to determine what training goal is the most suitable. The second reason is that the construction and training of the network are dependent on the experience of the researchers. Thus, prior to 2006, studies related to an ANN remained stagnant, and therefore its performance showed little significant improvement.
An SVM uses an inner product kernel function instead of a nonlinear mapping to a high-dimensional space.
Thus, compared with an ANN, it shows numerous unique advantages in solving nonlinear, high-dimensional pattern recognition problems, particularly when the number of samples is small. Therefore, it has been widely studied in the field of fault diagnosis [28, 29] . Researchers have proposed many improved versions of an SVM for specific diagnostic issues, such as a Gauss kernel SVM [30] , particle swarm optimization SVM (PSO-SVM) [31] , and EEMD-SVM [32] . However, the application of an SVM to an intelligent fault diagnosis of a complex hydraulic system is limited. One reason for this is that, when faced with large-scale training samples, training of an SVM is difficult to carry out. However, in the real world, an intelligent diagnosis is always based on on-line monitoring, and there are inevitably large numbers of samples applied. As the second reason, an SVM is not suitable for a multi-classification problem. With an increase in system complexity, if also considering the fault superposition and degree of damage, it is inevitable that the number of fault modes will significantly increase.
In addition to an ANN and an SVM, other machine learning algorithms, including logistic regression [33] , decision tree [34] , Hidden Markov model [35] , and Bayesian network [36] , have been applied in fault pattern recognition and have obtained some interesting achievements.
Research Status of Fault Diagnosis for Hydraulic Systems
Fault diagnosis in a hydraulic system is a specific application of the fault diagnosis technology used in a hydraulic system. With the structure of hydraulic equipment becoming more complex, its functionality is also becoming more powerful and its level of automation is increasing, thereby requiring greater reliability of the hydraulic system. The fault diagnosis technology of a hydraulic system is being continuously developed and innovated, and a comprehensive discipline integrating hydraulic control, sensors, decision theory, statistical mathematics, signal processing, artificial intelligence, and pattern recognition has gradually been formed. In retrospect, the following three stages of development have generally occurred.
Subjective Diagnosis
A subjective diagnosis method mainly relies on technical personnel to obtain the condition information of hydraulic equipment through a direct observation or simple diagnostic instrument. Many practical diagnosis methods have been summarized, including sensory diagnosis, instrument detection, parameter measurement, a replacement component method, disassembly component method, logic chain analysis, graph theory, fault tree analysis, and section division method. For example, Lu [37] elaborated on a method for eliminating on-site faults of a hydraulic system based on a subjective diagnosis. In addition, Ji et al. [38] used graph theory and a block diagram to analyze the fault mechanism and diagnosis method of hydraulic components. Although a subjective diagnosis method achieves simplicity, rapidity, and practicability, it relies too much on the practical experience and personal professional ability of the maintenance personnel. It has a limited diagnostic ability for complex hydraulic systems, and the process of disassembling and assembling the hydraulic equipment damage the lifetime of the equipment.
Fault Diagnosis of Hydraulic System Based on Signal Processing Technology and Mathematical Model
With the development of signal processing technology and faster computer computations, a variety of mature mathematical models and signal processing methods have been introduced into the field of hydraulic diagnosis. A hydraulic fault diagnosis method based on signal processing technology extracts the corresponding features by measuring the hydraulic state parameters, and describes the corresponding relationship between the measured signals and faults through a mathematical model to achieve a diagnosis. This mainly includes a time domain analysis, frequency domain analysis, time-frequency analysis, state estimation, and parameter estimation. For example, Sepehri et al. [39, 40] used an improved Kalman filter to estimate the state of the hydraulic actuator and hydraulic system leakage. In addition, Zhu and Gao [41] discussed the relationship between the change in flow of a hydraulic system and various faults. Du and Zhang [42] and Chen et al. [43] analyzed the vibrations and noises occurring in hydraulic system components within the time or frequency domain, and judged the fault type, degree, and location through a comparison with the time-frequency characteristics of normal signals. Moreover, Jiang et al. [44] , Du et al. [45] , and Goharrizi and Sepehri [7] used a wavelet transform to analyze the vibration signal of a hydraulic pump, the pressure signal of a hydraulic cylinder, and a hydraulic actuator, respectively. The type of hydraulic fault diagnosis applied compensates the inefficiency of applying manual data statistics by applying an objective parameter measurement and through the advantage of computer signal processing. With the help of the identification capability of a mathematical model, such a diagnosis has achieved good application results in engineering fields. However, a hydraulic system is a non-linear time-varying system that has certain shortcomings, such as a difficulty in feature extraction, establishing a complex mathematical model, and other factors.
Fault Diagnosis of Hydraulic System Based on Artificial Intelligence
A technology for the diagnosis of a hydraulic system fault, which uses an artificial intelligence (AI) pattern recognition method as its main body and combines various feature extraction methods, has dominated the focus and development trend in this field. Abbott [46] designed a fault diagnosis approach of expert for a hydraulic system used on the NASA space shuttle; Crowther et al. [47] established a neural network identification model for the hydraulic system of a second-order hydraulic actuator. Amin et al. [48] combined multi-feature fusion and fuzzy decision theory to study the on-line health monitoring of hydraulic pumps. Chen et al. [49] acquired the vibration characteristics of hydraulic motors through a second generation wavelet transform and used an SVM to diagnose a fault in a hydraulic system. In addition, Saeed et al. [50] combined a PCA, an ANN, and a multi-adaptive neuro-fuzzy inference system to diagnose hydraulic pipeline faults. Domestically, Jiang et al. [51] studied a fusion diagnosis strategy for a wavelet analysis, neural network, and fuzzy logic used in a plunger pump. Mou [52] discussed the application of an expert system in the fault diagnosis of a hydraulic system used in coking coal machinery. Lu [53] analyzed and diagnosed the vibration signals of a hydraulic pump by combining an EMD method with a fuzzy C-means clustering analysis. In addition, Tang [54] studied the hydraulic system of a concrete pump truck using an EMD, Hilbert envelope spectrum, and PSO-SVM. Chen et al. [17] studied the application of an EEMD and an SVM in a hydraulic fault diagnosis. Chai et al. [14] used a PCA to deal with a variety of time-frequency characteristics, and then applied a KELM model to diagnose a fault in a hydraulic system.
Analysis and Comments
At present, with the continuing progress regarding hydraulic control theory, excavator technologies, sensor and test technologies, signal processing methods, artificial intelligence, and pattern recognition methods, fault detection and recognition technologies used in hydraulic systems have made significant progress. Based on a theoretical analysis and a summary of the practical applications in this area, the following issues should not be overlooked.
How to Minimize or Even Avoid the Influence of Human Subjectivity on the Selection of Features
Feature extraction is unavoidably dependent on the experience and knowledge of researchers because signal processing methods and their characteristic parameters are selected artificially, and rely on a large amount of manpower to extract discriminative features and analyze such features for an accurate fault recognition and classification, which is time-consuming and requires abundant expertise in terms of signal processing and analysis and fault diagnosis. Thus, finding a method that can automatically and adaptively acquire the signal features will clearly be a benefit to fault pattern recognition.
How to Realize Joint Optimization of the Feature Extraction and Pattern Recognition
Feature extraction and pattern recognition are currently conducted separately using independent models, such as a wavelet and decision tree [55] , an EMD and ANN [56] , an EMD and SVM [57] , and an EEMD and a GA-SVM [17] . With these methods, the output of the previous model is the input of the latter. Because each process is independent, a cognitive deviation of different models cannot be globally corrected.
How to Achieve High-Level Transformation and Deep Fusion of State Signal Feature
Although shallow machine learning methods can automatically recognize faults based on the extracted features, which significantly reduce the influence of manual experience and subjectivity in the recognition process and results, the shallow architecture limits the capability of automatically learning high-level features from the input. Thus, traditional machine learning methods depend highly on artificially extracted discriminative features as the input. However, it is difficult to determine the most suitable features to be extracted, and different features may directly lead to different diagnosis results, which is time consuming and unstable. Because of the structure and closed operation characteristics of the hydraulic system, a fault of a hydraulic system has certain characteristics including a concealment, a large influence of random factors, a complex mapping relationship between the signal characteristics and the system state, and thus it is extremely important to select an appropriate diagnosis method. As the latest achievement and research focus into AI, deep learning has been successfully applied to image recognition, speech recognition, and other complex pattern recognition fields. Owing to its powerful feature extraction, transformation, and fusion and pattern recognition capabilities, deep learning has received increasing attention in the field of fault diagnosis.
Deep Neural Network and Its Typical Models

Deep Neural Network
Hinton first proposed an unsupervised learning algorithm for a deep belief network (DBN) [58] , which solved the difficulty of applying a training deep model and created an upsurge in the amount of research conducted in this field. In 2013, deep learning was considered a top-ten breakthrough by MIT Technology Review. At the beginning of 2016, the Baidu deep speech recognition system was also ranked as an annual MIT ten big breakthrough. Each of the above fully reflects the research and application prospects of deep learning. Deep learning is a type of machine learning [59] . Through multi-layer nonlinear network training, deep learning can realize a complex function approximation, represent a distributed expression of the input, and learn the essential features of the samples. The essence of deep learning is to learn features that are more useful by training a model with many hidden layers (deep structures) and a massive amount of training samples to eventually improve the ability of classification or prognosis.
In general, any mapping structure has the potential to build a deep model, including a local binary pattern (LBP), a PCA, or an LDA. Thus, any nonlinear structure with more than three layers can be considered a deep model. Therefore, the connotation of deep learning is extremely wide, including numerous models and structures. Among all deep models available, the deep neural network (DNN) has been the most rapidly developed and broadly used. The advantages of the DNN are not only reflected in the increase in the number of hidden layers, but also in the optimization of the network structure and an improvement in the training method applied. Although there are many different variants of DNNs, they have essentially evolved from the basic structures of the parent class. Among these, the most researched and widely used include a stacked autoencoder (SAE), a deep belief network (DBN), a convolutional neural network (CNN), and a recurrent neural network (RNN).
Introduction to Typical DNNs
Stacked Autoencoder
An SAE [60] is used to process high-dimensional complex data, such as a dimensionality reduction or feature learning. The structure of an SAE is stacked using several autoencoders (AEs). An AE is a typical three-layer neural network consisting of an input layer, a hidden layer, and an output layer. As shown in Figure 3 , the network structure is divided into coding and decoding processes. Mapping from the input layer to the hidden layer is a coding process, and mapping from the hidden layer to the output layer is a decoding process.
Assume that the input data is X, the reconstructed data is X , and the average reconstruction error between X and X is as shown in Eq. (1), where n is the number of training samples, X i is a reconstructed sample, X i is the input, W is the weight, and b is bias. AE extracts and compresses the input features in the coding part and then restores the compressed features in the decoding part. The aim is to minimize errors between the reconstructed data and the original data to obtain the most essential characteristics of the input. The architecture of an SAE is shown in Figure 4 ; for the training, an unsupervised selflearning method is applied such that each AE is trained sequentially so that the entire network is trained. The hidden layer parameters of each AE are then stacked to construct the SAE. (2019) 32:75 In addition to the structure of the SAE mentioned above, some deformation models, such as a sparse autoencoder [61] and a denoising autoencoder [62] , have been developed. These different structural forms make the extracted features have different sparsity, robustness, and other characteristics. An SAE has been successfully applied to dimension reduction and information retrieval tasks. An SAE has a strong feature expression capability, allowing it to abstract the input in depth layer by layer and thus continuously obtain the essence of the input and a high-level feature expression, often achieving better classification results.
Deep Belief Network
A DBN is a deep neural network with multiple hidden layers, which is stacked using multiple restricted Boltzmann machines (RBMs). An RBM [63] is a typical neural network divided into a visible layer v and a hidden layer h. The nodes of the visible and hidden layers are connected by weight w, and b m and p n are the as biases of the corresponding units. The nodes of two layers are fully connected, whereas the nodes of the same layer are not connected. The structure of an RBM is shown in Figure 5 . As Figure 6 indicates, a DBN consists of unsupervised RBMs and a supervised softmax classifier. The core idea is to train each RBM through unsupervised learning, and only train a single RBM at a time, using its training result as the input of a later RBM. The unsupervised pre-training method and greedy layer-by-layer learning is helpful in avoiding a problem in which the network falls into the local optimum, and the most essential characteristics of the input information can be obtained.
A DBN has strong autonomous learning and reasoning capabilities. It emphasizes the hidden representation of the learning data and highlights the characteristic expression of the data. The DBN solves the problems inherent to the training of multi-layer neural networks with a traditional BP algorithm as follows: a) a large number of training samples with labels, b) a slow convergence speed, and c) a falling into the local optimum owing to an inappropriate parameter selection. This is helpful for solving issues that are difficult to deal with through shallow learning algorithms such as high-dimensional, complex, and non-linear expressions of large-capacity data.
Convolutional Neural Network
A CNN [64] is a multi-layer supervised learning network. As shown in Figure 7 . Its network structure is composed of alternating convolution layers and sampling layers, followed by a full-connection layer and finally a classification layer. Each convolution kernel slides on the data and performs a convolution operation in the local field concurrently, which can explore the characteristics of the original input. In general, the formula for calculating the convolution layer is as follows:
Among them, l represents the number of layers, k represents the convolution core, M j represents the input receptive field, and b indicates the bias.
The main function of a pooling operation is to reduce the resolution and dimensions of the feature map, and to some extent increase the robustness of the network to displacement, scaling, and distortion. Pooling can be divided into maximum and average pooling. The form of the lower sampling layer is shown in Eq. (3):
(3) where down(·) is a pooling function and β is a weight coefficient.
As a characteristic of the CNN, the observation features obtained using a local receptive field method are independent of the translation, scaling, and rotation. During the convolution stage, the weight sharing structure reduces the network complexity, which is more obvious when the input features have a high resolution; during the down-sampling stage, the feature is sub-sampled based on the principle of a local correlation, which can effectively reduce the amount of data processing while retaining useful structural information. In particular, the multi-dimensional vector data can be directly input into the network, which avoids the complexity of the data reconstruction during feature extraction.
Recurrent Neural Network
An RNN [65] is one of the most advanced sequential data algorithms available. Because of its internal memory, it is suitable for machine learning issues involving sequential data. According to a certain time series, the structure with rings can be expanded into a sequence network, as shown in Figure 8 , where x t is the input of time t of the network, h t represents the memory at time t, o t represents the output of time t, and the direct weight from the input layer to the hidden layer is expressed by G . The original input is abstracted as the input of the hidden layer. In addition, the weight W from one hidden layer to another hidden layer is the memory controller of the network, which is responsible for scheduling the memory, and the weight from the hidden layer to the output layer is K , and the representation learned from the hidden layer will be abstracted through it again as the final output.
The specific calculation process of the forward propagation of an RNN is as follows, where f is a non-linear transformation function, such as tanh, and g can be a softmax or other function.
The current state h t of an RNN is determined by the state h t−1 of the previous moment and the current x t . Based on its structural characteristics, it can be concluded that an RNN can best deal with an issue related to the time series. For the sequence data, the data at different times in the sequence can be input into the network in turn, and the output can be the prediction of the next time in the sequence, or the processing result of the information at the current time. RNNs solve the training problem of sequential data beautifully; hence, they have been widely used in natural language processing fields, such as speech and handwriting recognition and machine translation. 
Generative Adversarial Network
A generative adversarial network (GAN) [66] is a deep learning model and has become one of the most promising methods for applying unsupervised learning in a complex distribution in recent years. The model produces a good output through the game learning of two modules within the framework: a generative model and a discriminative model. A generative model (G) captures the distribution of the sample data, and a discriminant model (D) is a binary classifier, estimating the probability that a sample comes from the training data rather than the generated data. In addition, G and D are generally non-linear mapping functions, such as a multi-layer perceptron or a CNN. In practice, DNNs are generally used as a G or D. The main function of a GAN is image generation and data enhancement. Specifically, as shown in Figure 9 , a GAN mainly consists of two independent neural networks: a generator and a discriminator. The task of the generator is to sample a vector z from a random uniform distribution and then output the synthetic data G(z) ; the discriminator will take the real data x and synthetic data G(z) as input and output the probability that the sample is "true. "
The objective function of a GAN is shown in Eq. (6), where D(x) denotes the probability that the discriminator will consider x to be the real sample, whereas D(G(z)) denotes the probability that the discriminator will consider the synthetic sample to be false. The form of Eq. (6) can be obtained by adding the logarithms:
A GAN has been one of the few successful technologies in unsupervised machine learning, and this technology is rapidly innovating the ability to conduct generative tasks. GANs have been widely used in industry, from
interactive image editing and three-dimensional shape estimation to robot learning. They have also been applied in language tasks to improve the stability and increase the convenience of the training process. Table 1 provides a brief summary of the typical DNN models that are commonly used in pattern recognition.
Summary of Typical DNNs
The successful application of a DNN to complex pattern recognition stems mainly from the advantages of its model structure and training method.
(1) A deep structure with multiple layers is the core aspect of a DNN, which allows it to implement an advanced nonlinear transformation in a layer-bylayer manner. DNNs therefore have an excellent feature extraction capability. (2) In a DNN, the feature converter and mode classifier are integrated into a single model. Feature learning is oriented toward pattern recognition, and thus the feature transformation and classification in a DNN are jointly optimized. (3) Layer-by-layer greedy unsupervised learning is a self-adaptive learning process that greatly reduces the influence of human subjectivity on the parameter initialization and training result.
Similarity Analysis of Fault Diagnosis and Other Pattern Recognition Problems
DNNs have been used in 1D (e.g., text, time-series signal), 2D (e.g., images, time-frequency representation), and even 3D (e.g., video, 3D images) pattern recognition. Similarly, as shown in Figure 10 , when a DNN is used in hydraulic fault diagnosis, its input may be 1D data, such as a time-domain signal (Figure 10(a) ) or frequency spectrum ( Figure 10(b) ); 2D data, such as a time-frequency Figure 11 , the aforementioned signals can be used as the input of 1D DNNs, 2D DNNs, and even 3D DNNs. Figure 12 shows two realization routines (research ideas) based on 1D and 2D DNNs.
Research Status of DNNs in Intelligent Fault Diagnosis Field
In 2015, Jia et al. [85] highlighted the advantages and application future of DNNs. Scholars both domestically and abroad have carried out numerous studies on an intelligent fault diagnosis based on a DNN. Owing to the spatial limitations, only selected representative works are summarized herein.
Research Status of SAE-based Fault Diagnosis
In recent years, an increasing number of scholars have been paying attention to the use of an SAE to realize a fault diagnosis. Shao [86] developed a novel deep autoencoder feature learning method to diagnose a rotating machinery fault. The maximum correntropy is adopted to design a new deep autoencoder loss function for an enhancement of the feature learning from the measured vibration signals. In addition, an artificial fish swarm algorithm is used to optimize the key parameters of the deep autoencoder to adapt to the signal features. The proposed method was applied to the fault diagnosis of a gearbox and electrical locomotive roller bearing and achieved effective and robust diagnosis results. Chen [87] proposed a new multi-sensor data fusion technique that extracts the time-and frequency-domain features from the different sensor signals of rotating machinery, and these features are then input into multiple two-layer SAE neural networks for feature fusion. Finally, the fused (2019) 32:75 feature vectors are regarded as the machine health indicators, and are used to train a DBN for further classification. Wang [88] proposed a novel continuous sparse autoencoder (CSAE) that adds a Gaussian stochastic unit into the activation function to extract the features of nonlinear data. The proposed CSAE is applied to solve the problem of transformer fault recognition and achieve a superior correct differentiation rate. Similar studies have been extended to the fault diagnosis of complex systems, such as a motor [89] , centrifugal pump [90] , bearing [91, 92] , gearbox [93] , and rectifier [94] , and good results have been achieved. By using and improving on various SAE deformation algorithms [95] [96] [97] , scholars have made numerous achievements in terms of fault diagnosis. Since an SAE was first proposed, its main function has been featureoriented learning and a dimensionality reduction. Thus, when an SAE is used in a fault diagnosis, it can directly learn the sparse and noise reduction of the input signal, extract its robustness characteristics, and then realize a fault classification. Because of its powerful feature extraction ability, it is suitable for an end-to-end fault diagnosis and can achieve a high performance in the case of a small number of samples.
Research Status of DBN-based Fault Diagnosis
Since Tamilselvan [98] first applied a DBN to a fault diagnosis of aircraft engine in 2013, an increasing number of scholars both at home and abroad have paid attention to this field and achieved numerous research results. Tran et al. [99] fused a DBN with a TKEO algorithm and applied result to a fault diagnosis of reciprocating compressor valves. They used a GRBM instead of an RBM to overcome the disadvantage in which a traditional RBM can only input binary fault signals; they then combined a DBN with a traditional feature extraction method, achieving a higher level of accuracy. Shao et al. [100] first used a PSO algorithm to optimize the relevant parameters of a DBN, and then applied the optimized DBN algorithm to the fault diagnosis of rotating bearings. In the absence of prior fault information, a better recognition accuracy was achieved, and the difficulty of parameter selection in a DBN model was successfully resolved, providing an extremely good reference. An increasing number of studies have been conducted on DBN-based fault diagnosis, which has potential advantages when applied to high-speed trains [101] , solar cells [102] , rolling bearings [103] [104] [105] , and gearboxes [106] . Moreover, the field of application is widening. Summarizing existing studies, there are two main uses of a DBN for fault detection and recognition: one is to use it as a classifier, and the other is to integrate several steps (feature extraction, feature transformation, information fusion, and pattern recognition) into a single deep structure to realize their joint optimization and complete an intelligent diagnosis. A DBN does not require numerous labeled samples, which not only accelerates the convergence speed of the network, it also achieves excellent diagnostic results, providing technical support for an efficient and in-depth fault diagnosis.
Research Status of CNN-based Fault Diagnosis
The CNN have achieved significant success in the field of computer vision and image recognition, and has attracted the attention of numerous scholars in the area of intelligent fault diagnosis. Owing to its successful application in the image recognition field, many researchers have treated the fault diagnosis issue as an image recognition problem. Summarizing existing researches, there are mainly two types of studies: The first is converting time-series signals into two-dimensional images as the input of the CNN. Wen et al. [107] used images of vibration signals as the input of a CNN, and achieved significant improvements in their proposed fault diagnosis method. Hoang et al. [108] adopted a deep CNN structure in the fault diagnosis of rolling bearings and achieved an extremely high accuracy and robustness under noisy environments. The second is using 2D time-frequency images as the input of the CNN for a diagnosis. For example, Guo et al. [109] used the transformation results after a continuous WT as the input of a CNN to diagnose the fault of the rotating machinery. Wang et al. [110] preprocessed an original signal using STFT to obtain a timefrequency diagram, and then applied a CNN to extract the time-frequency features adaptively, to complete the diagnosis. We used a CNN to diagnose a rollingbearing fault based on a wavelet time-frequency diagram [111, 112] .
Fewer studies on a fault diagnosis based on a CNN have been conducted than those based on a DBN or an SAE, the reason for which may be that a CNN is primarily applied to deal with 2D features in its initial application. The real-time state signal is usually a 1D vector. Therefore, some researchers have tried to construct a 1DCNN to process the original signal for a fault diagnosis directly. Turker et al. [113] tested the current of a motor and used a 1DCNN to realize a real-time state monitoring and fault diagnosis. Peng et al. [114] used a 1DCNN to diagnose the faults of HST wheelset bearings with vibration signals and achieved good results. With a 1DCNN, the signal is directly input into the network, and the 1D convolution kernels can be considered different digital filters. The function of a convolution kernel is similar to the sine basis in a Fourier transform or the wavelet basis in a wavelet transform. In addition, the sliding of a kernel is the same as the translation of a wavelet. Their difference lies in the fact that these kernels are acquired automatically and self-adaptively through learning, even unsupervised learning. Thus, a 1DCNN has a better feature extraction capability without a manual intervention.
According to the existing literature, similar to a fault diagnosis method based on a DBN, there are mainly two types of methods: one is to directly use a CNN for feature extraction and fault recognition, and the other is mainly to use a CNN for fault classification. The input of the network can be a time-domain signal, frequency domain feature, time-frequency image, or other extracted feature vector. The unique topological structure of a CNN makes it highly invariant to the translation and scaling of the input sample features. Compared with a DBN and an SAE, a CNN better matches the feature scaling caused by a time shift and change in speed of the mechanical fault signal [115] .
Research Status of RNN-based Fault Diagnosis
The main difference between an RNN and a DBN, an SAE, and a CNN is that an RNN takes full account of the correlation between samples. That is, the pre-and post-samples influence the current sample, and an RNN is suitable for complex equipment or a real-time fault diagnosis. A fault diagnosis based on an RNN was used in the fault diagnosis field earlier than other deep learning methods, and after nearly 10 years of development, its achievements are widespread throughout all relevant fields. Gan [116] explored a model-based recurrent neural network (MBRNN) for use in a fault diagnosis. An MBRNN can use model-based fault detection and isolation (FDI) solutions as a starting point and improve them through training by adapting them to plant nonlinearities. The application of an MBRNN IN in the nonlinear model of an electromechanical governor used in the speed control of large diesel engines indicates that an MBRNN provides better results than "black box" neural networks. Li [117] proposed a fault diagnosis and isolation (FDI) strategy based on a dynamically driven recurrent neural network (DDRNN) architecture for use in situations in which there are thruster/actuator failures in the satellite's attitude control system. To improve the FDI performance accuracy, the proposed architecture was designed to consist of two DDRNNs. The first determines and diagnoses the presence of a faulty thruster and the second then identifies which thruster is faulty.
In recent years, owing to the powerful feature extraction and pattern recognition capabilities of deep learning, a fault diagnosis algorithm based on an RNN has again attracted extensive attention of scholars. Liu [118] proposed a novel method for a bearing fault diagnosis with an RNN in the form of an autoencoder. With this approach, multiple vibrations of the rolling bearings of the next period are predicted from the previous period by means of a gated recurrent unit (GRU) based denoising autoencoder. Then, for the given input data, the reconstruction errors between the next period data and the output data generated by different GRU-NP-DAEs are used to detect anomalous conditions and classify the fault type. Experiment results indicate that the proposed method achieves a satisfactory performance with strong robustness and high classification accuracy.
An RNN has incomparable advantages in terms of prediction [119, 120] , which has attracted significant attention in the field of deep learning-based fault diagnosis in recent years. Under the background of the large-scale and complex development of a system, an RNN fault diagnosis method will play an increasingly important role.
Difficulties and Challenges of DNNs in the Field of Hydraulic Intelligent Fault Diagnosis
Fault Characteristics of Complex Hydraulic System
Compared with common mechanical and electrical structures, a hydraulic system used in engineering equipment is a highly non-linear system, which is usually complicated in structure, with an electromechanical-hydraulic coupling, and the hydraulic loops intersect each other. The fault mechanisms and forms of the hydraulic components, such as the hydraulic pumps, cylinders, valves, and motors, are complex and diverse. Thus, a hydraulic fault diagnosis remains a challenge. In addition, the hydraulic system used in engineering equipment has the following characteristics:
(1) The sealing characteristic of the hydraulic system structure results in its faults being concealed, less measurable parameters, and susceptibility to random factors, making it difficult to obtain fault information. (2) The motion of the components, such as cylinder reciprocation, and the opening and closing of the control valves, produces a large number of excitation sources, which make the hydraulic state signal demonstrate nonlinear, time-varying, and even impact characteristics [121] . (3) Owing to the fluid resistance and pressure loss, the vibration transmission mechanism of hydraulic oil is completely different from that used in rigid parts. (4) The typical hydraulic faults include stagnation, impact, cavitation, jamming, leakage, and their composite forms. When a composite fault occurs, signals transmitted through complex channels overlap with each other. The mapping relationship between the signal characteristics and the system state is complex. Accordingly, it becomes more difficult to confirm the relationship between the reasons for and the features of a fault [122] . (5) Complex hydraulic systems consist of many subsystems, and a single component failure may cause a component, subsystem, or system failure in succession. In a short time, multiple different source faults may occur simultaneously, and simple faults occurring at the same time may lead to abnormal functions of multiple subsystems, as well as the concurrency and transformation of multiple types of faults. Therefore, the number of fault modes will rise exponentially with an increase in the system complexity. 
Key Problems of DNNs in Hydraulic Fault Diagnosis
To improve the diagnostic performance of a DNN in a complex hydraulic system further, several key problems need to be deeply studied, as listed in Figure 13 .
Expansion of Sample Set
The diagnosis capability of a DNN largely depends on the quality and quantity of the training samples. However, for a hydraulic system, compared with mechanical faults, hydraulic faults are difficult to simulate, and thus there are usually huge amounts of normal signals coexisting with a few fault signals. However, for complex pattern recognition problems such as a hydraulic system fault diagnosis, it is necessary to base a diagnosis on large numbers of samples. Therefore, how to generate more similar samples based on limited fault samples must be considered. Fortunately, in a DNN, prediction and generation models, such as an AE and a GAN, can satisfy this requirement. As mentioned in Section 3.2.1, an AE consists of two parts including an encoder and a decoder. As shown in Figure 14 , an encoder is used to transform and compress the input x into low dimensional codes y. A decoder is applied to recover y for the original input x. Then, the output of decoder, x', will be compared with x, and the difference between them will be minimized through training. Because a decoder can recover the original data, it can be used in a fault diagnosis to generate pseudo samples for the training of other deep learning models.
Similarly, as mentioned in Section 3.2.5, a GAN also includes two parts, a generator and a discriminator. The training goal is to make the samples generated by the generator similar to the real samples, such that the discriminator cannot distinguish the real samples from the generated versions. Therefore, the training process is in fact an antagonistic process between the generator and discriminator. It is also a process of identifying the essential features of the samples. Thus, the application of a GAN in a fault diagnosis can also be used to generate pseudo samples to solve the problem of unbalanced samples.
Optimization of Network Structure
(1) Reconfiguration oriented to diagnosis issue Not all DNNs can be directly used for a fault diagnosis without requiring any changes, and thus some reconfiguration measures should be studied in terms of fault diagnosis.
For example, a shift-invariance is an advantage of a CNN when applied to face recognition. It can eliminate the differences in faces caused by different positions and angles. However, for the time-frequency diagram of the signal, it must be able to locate the frequency precisely while maintaining a shift-invariance on the time axis. Taking the two time-frequency diagrams shown in Figure 15 as examples, in Figure 15 (a), there are two frequency components in the simulation signal, which are shown as two straight and parallel lines. It is difficult for a CNN to distinguish them. In Figure 15(b) , a frequency modulated signal is shown. The shapes of the two timefrequency lines are similar, and thus a CNN will mistake one for the other and take the former as the stretched (2019) 32:75 (compressed) result of the latter. Therefore, to solve this type of problem, the structure of the CNN must be reconfigured.
(2) Control of network scale First, to achieve a better diagnosis result, the scale of the issue should be matched well with that of the network. If the issue is smaller than the network, it may cause an over-fitting. If the issue is larger than the network, it may cause an under-fitting. Thus, the determination of the network scale based on the issue scale is extremely important.
Second, because a hydraulic fault diagnosis is usually a complicated pattern recognition problem, a diagnosis DNN is usually a large-scale network with a large number of neurons, and therefore a large number of parameters. However, for an intelligent built-in diagnostic device, its efficiency will be restricted by the ability and capacity of the hardware. Therefore, it is necessary to obtain a nonredundant and small-scale network structure. Related studies can be carried out from the following aspects:
1) The relationship between the width and depth of the network should be studied to find the optimal width-to-depth ratio. Here, the depth is the number of the layers and the width is the scale of a single layer. 2) By analyzing the contribution of the neurons during the feature extraction, the less-activated neurons will be found, and a more simplified structure will be obtained.
(3) Obtain different types of fusion in a network Four types of fusion in a network can be used, namely, a model fusion, signal fusion, feature fusion, and decision fusion.
1) Model fusion For a specific problem, to achieve a better recognition and classification, fusing different models in one deep network to benefit from different models comprehensively is an important method, and can be studied from the following aspects.
As shown in Figure 1 , in a traditional intelligent diagnosis, a dimensionality reduction and/or sparse processing model is often used in high dimensional data processing and feature selection. Its purpose is to highlight the main characteristics and reduce the difficulty of a calculation as well as the consumption of computing resources. Commonly used models include linear models such as a PCA, an ICA, and an SVD, and nonlinear models, such as KPCA, multi-dimensional scaling (MDS), and locally linear embedding (LLE).
In fact, in other pattern recognition areas, there have been some similar studies [123] [124] [125] . These studies have shown that a dimensionality reduction achieves an excellent performance in face recognition, and sparse processing is more effective in image processing and audio and video identification. In a previous study, (2019) 32:75 we tried to integrate a PCA into a CNN and achieved a certain effect. However, considering the nonlinear property of a hydraulic state signal, a nonlinear model may be a better choice.
For an on-line monitoring system, the precise location of the time of the fault's initiation, development, and deterioration is extremely important. In the speech recognition field, the most frequently researched hybrid acoustic models include a DBN-HMM [126] and a CNN-HMM [127] . Such studies have inspired us to combine the time-series models, such as a hidden Markov model (HMM), an RNN, and its variants, namely, long-short term memory (LSTM) and a GRU with a DNN, to describe how the system state changes during an operation. The related issues include the following:
① How to select the models based on our problem? ② At which layer should the models be applied and how can they be integrated into a DNN? ③ How can the effect be evaluated? ④ How can an integrated network be further improved?
2) Signal fusion To provide more evidence for diagnosis, we could apply the following: ① Install different sensors at different positions of the hydraulic system to obtain different state signals, including the vibration, pressure, flow, and other factors. ② Obtain different features of the same signal by applying different signal transformation methods, such as a Fourier transform, WVD, and wavelet, to obtain the frequency-domain, time-frequency, and statistical characteristics.
Integrating such multi-source or variously formed heterogeneous signals into a DNN to improve the diagnosis reliability is an area worth studying.
3) Feature fusion Feature fusion means the combinatorial application of features output from different layers.
The feature transformation process of a deep network is similar to that of a wavelet decomposition or an EMD, the decomposition of which is a multi-level separation and a refinement of features. For a diagnosis, all components and features of all levels may be valuable. In the previous study, however, the classification of a deep network, such as a CNN and an SAE, was based only on the output of the last feature transformation layer. The issues worth studying here include the following: ① Can the features of different layers reflect the characteristics of a signal from different perspectives? ② What characteristics can the output of the different layers represent? ③ How can multi-layer features be combinatorically applied to realize a more reliable hydraulic diagnosis?
4) Decision fusion
If used in a diagnosis, the last layer of a DNN should be a classifier, namely, a softmax, an SVM, a boosting, or a K-nearest neighbor (KNN) classifier. The following should be considered:
① In view of a specific deep structure, what type of classifier should be selected to match the previous feature extraction layer better, and what type of training algorithm should be designed to realize a joint optimization of the entire network? ② To improve the reliability of a diagnosis further, is it possible to configure several different classifiers in the same network to achieve a decision fusion of different classification results? If so, how can the network be trained?
All problems above regarding the optimization of a network structure will correspondingly cause a re-design of the algorithm, including the initialization of the parameters, a pre-processing of the input, a selection, and an optimization of the activation function, among others. Because these problems are extremely specific, and space is limited, the details are not elaborated in this paper.
Analysis of Diagnosis Mechanism
The purpose of an analysis regarding the diagnosis mechanism of a DNN is to answer the following questions:
① What is the layer-by-layer transformation result of a DNN? ② What is the function of each layer, each neuron, and its parameters? ③ Can the transformation result of each layer be effectively interpreted from the perspective of human cognition? Can it in turn inspire humans to have a deeper understanding of hydraulic faults? ④ Can we embed human diagnostic knowledge into a network to realize an effective combination of human knowledge and machine learning?
There have been a few similar studies in other pattern recognition fields. For example, as shown in Figure 16 , Zeiler et al. [128] analyzed the layer-by-layer transformation results of a CNN used for face recognition, and found that the layer-by-layer extraction of a CNN includes the contour (outline) information and feature position.
Taking a CNN as an example, if it is used for a fault diagnosis, its input may be a time-domain signal or a 2D time-frequency image. A diagnostic mechanism analysis may be specialized as follows:
① What is the state (size and value) of the convolution kernels obtained through training? Can they be considered digital filters as previously supposed?
If so, what features does each convolution kernel extract from its input? What are the similarities and differences between a convolution kernel and a traditional digital filter? ② What is the relation among the convolution kernels of the same layer? Can these convolution kernels extract all features of the same input? How do they work cooperatively? Is there any redundancy among the convolution results? ③ What is the relation among the convolution kernels of two adjacent layers? What features does the latter layer extract from the output of the preceding layer?
Conclusions
In this paper, the main technologies used in an intelligent fault diagnosis and the research status of hydraulic system fault diagnosis were analyzed and summarized. Based on a deep analysis of the similarities of a fault diagnosis and other pattern recognition issues, research ideas regarding a hydraulic fault diagnosis based on a DNN were presented. Based on an overview of the research status of fault diagnosis using DNNs in recent years (both domestically and abroad), the characteristics of a complex hydraulic system fault were expounded, and the key problems faced in the application of a DNN to realize a hydraulic fault diagnosis and some possible solutions were presented.
Authors' contributions
JT was in charge of the whole trial and proposed the idea; JD was responsible for the overall work, proposed the idea, performed some experiments and wrote the manuscript; SH and YW performed some of the experiments and contributed to many effective discussions regarding both ideas and paper writing. All authors read and approved the final manuscript. 
Authors' information
