ABSTRACT This work develops an intelligent walk assist robot for people with walking disabilities, where the precise tracking of the user's movement is crucial. The time-varying friction and load changes impose significant challenges on the tracking. Although the digital acceleration controller is effective to handle them, it is difficult and time consuming to manually tune the control parameters for optimal performance. This is why the automatic parameter optimization techniques are popular in the literature. Despite this, the existing parameter tuning algorithms suffer from sub-optimal performance and low computational efficiency. In this paper, an improved genetic algorithm (IGA) is proposed, which can quickly identify the optimal parameters. Our algorithm explores a few advanced genetic mechanisms including nonlinear ranking selection, arithmetic crossover operation method with competition and selection mechanisms among several crossover offspring, and adaptive change of mutation scaling. The simulation and experimental results have shown that this novel IGA algorithm can effectively reduce the tracking error from 18mm to 0.08mm and reduces the computational complexity.
I. INTRODUCTION
In daily life, walking is the most vital ability that ensures quality of life [1] ; it is also a convenient mode of exercise, helping the elderly to stay healthy [2] . As the population of the elderly grows rapidly, the provision of assistance for people with walking disabilities is highly desirable [3] . Therefore, walking assist robots continue to be an important research topic for many scholars around the world [4] - [17] .
In general, walking assist robots can be mainly classified into two categories: exoskeleton robots and walking vehicle robots. The typical exoskeleton robot includes: the exoskeleton system ''Elegs'' developed by Berkeley Bionics in USA [5] , the hybrid auxiliary leg ''HAL'' developed by Cyberdyne in Japan [6] , ''ReWalk'' developed by ReWalk Robotics in Israel [7] , ''CUHK-EXO'' developed by the Chinese University of Hong Kong [8] , and the ''exoskeleton robot'' developed by the University of Electronic Science and Technology [9] . These exoskeleton robots can walk on uneven ground, slopes and steps in a wide range of environments. However, they have limited stable regions, which makes the human-robot system susceptible to falling. Therefore, the type of walking assist robot which is more suitable for patients who have lost the walking balance ability is being developed. These walkers include: ''PAMM,'' developed by Dobowasky et al. [10] , ''AZIMUT-3,'' developed by Frémy et al. [11] , ''RT Walker,'' developed by the Northeastern University of Japan [12] , ''I -walker,'' developed by the Toronto University of Canada [13] and Tokyo University of Science [14] , ''FriWalk Robotic Walker,'' developed in the context of the European project ACANTO [15] , and the technology and walking aid robot developed by researchers in [16] . One of these walkers contains the omni-directional intelligent walking assist robot (OIWAR), developed by Wang et al. [17] , used for lower limb dyskinesia patients who have lost their walking balance.
To be user-friendly, the OIWAR provides walking assistance by following the user's directional intent based on a directional-intent recognition method [18] . Therefore, it is important to control the OIWAR so that it can precisely track the user's intention. However, the tracking accuracy of the OIWAR is affected by time-varying friction and parameter uncertainty. In the literature, many studies have proposed control methods to compensate for friction, including the model-less friction compensation method with high-gain proportional-integral-derivative [19] and the feedforward compensation method [20] . However, the control parameters of these types of controllers must be readjusted to adapt to the change of friction. This is not the case for an OIWAR, which is affected by time-varying friction. Adaptive feedback friction compensation is another general method used to address the problem of friction. A control method combining a fixed linear controller and an adaptive part to compensate for nonlinear friction is proposed in [21] ; however, the estimate of the parameters requires prior knowledge of the model structure of the object; Zhang et al. [22] assume that some of the model parameters are known and proposes an adaptive friction compensation method. Other methods include robust compensations [23] , [24] and neural network control [25] , [26] . In [23] , motion performance was improved through feedback, which must pre-know the value of the maximum static friction; this is also situation of the method proposed in [24] , in which the friction force is assumed to lie within a piecewise linear band and the friction has an upper limit. The method proposed in [25] is time-consuming; it seeks to identify friction using neural networks having hysteresis, which leads to the compensation of friction and affects the tracking accuracy of the object. Moreover, Lai et al. [25] also propose an adaptive robust controller to compensate nonlinear dynamic friction, but this method also requires that structural information of the dynamic friction model is prior information. Reference [26] develops a fuzzy obstacle avoidance system for an elderly-assistant and walking-assistant robot. Moreover, a new suppression method based on the idea of model predictive control is proposed for a walking robot [27] .
In general, very few studies on time-varying friction without prior knowledge of the friction have been published. Therefore, to address the problem of time-varying friction, we previously reported on a digital acceleration controller based on a dynamic model and designed to resolve this problem [28] . To obtain acceptable tracking accuracy with the proposed digital controller, manual selection of the control parameters is required, which is often time-consuming and far from optimal. Moreover, the effectiveness of the proposed method is affected by the dynamic model uncertainty and speed of the desired trajectory. It is quite challenging to efficiently and quickly select the proper control parameters for the digital control system. Therefore, to further improve the tracking accuracy of the robot, a parameter optimization method is required.
Various methods can be used to select the parameters, including particle swarm optimization (PSO), which often fails because it finds only the local optimal solution [29] . Simulated annealing (SA) is a global optimization algorithm which has the disadvantage of slow convergence speed [30] . The ant colony algorithm has a shortage of initial pheromones and a slow solving speed, thus, it is not an optimal option [31] . The heuristic search method [32] and the neural network algorithm [33] are other promising options [34] . Moreover, Jin et al. [35] make progress on manipulability optimization by establishing a dynamic neural control action for redundant manipulators. Using a genetic algorithm (GA) is an advantageous method due to its versatility and strong robustness, strong global search, and hidden parallelism [36] . The GA has been applied to various optimization issues [37] - [39] . Although using an ordinary genetic algorithm (OGA) is a good method to search for the best control parameters for our purposes, it still faces the problem of low computational efficiency leading to the slow convergence rate [39] . This disadvantage is especially apparent for parameters being optimized that are highly correlated. Ren et al. [40] proposed a hybrid simplex-improved genetic algorithm for global numerical optimization, which has improved the OGA's optimization accuracy and efficiency. Therefore, inspired by [40] , in our study, we propose a novel improved genetic algorithm (IGA) to search for the optimization parameters for our control algorithm. Compared to the OGA, the simplex method is introduced to improve the computational efficiency. In addition, a nonlinear ranking selection operator is adopted to first select excellent chromosomes from the parents' generation. Additionally, an arithmetic method is used to conduct the crossover operation, which particularly considers the competition phenomenon between offspring. Furthermore, an adaptive change of mutation scaling is introduced into the mutation operator to more accurately simulate the evolution process of the specie. Compared to an advanced orthogonal GA with quantization (AOGA/Q) [41] and a modified intelligent algorithm called the particle swarm optimization with interswarm interactive learning strategy (IILPSO) [42] , the IGA can significantly improve the rapidity and superiority of selected optimization parameters for the controller.
Before ending this introductory section, we highlight the main contributions of this paper in the following facts.
1) A novel IGA adopted the modified complex method is proposed to search for the optimization parameters for our control algorithm which can avoid the issues of sub-optimal performance and low computational efficiency. 2) To prevent the premature convergence or stagnation phenomenon to a certain extent during conducting the select operator. A nonlinear ranking selection is adopted which not only considers the individual's fitness but also transforms the fitness scaling. 3) To promote the generation of high quality offspring, the competition and selection among several crossover offspring mechanisms can spread over the domain for the crossover operator. Furthermore, a mutation operator with adaptive change of mutation scaling is employed which achieves a large mutation range to keep the population diversified. This paper is organized as follows. Section 2 describes the structure of the proposed OIWAR and its motion mechanism, which considers the friction of the robot. In Section 3, a digital acceleration controller integrated with the novel control parameter optimization is proposed. Section 4 and 5 describe our simulations and experiments of the proposed control method, demonstrating its feasibility and effectiveness. Conclusions are presented in Section 6.
II. THE OIWAR AND ITS DYNAMICS
To design a motion controller for the OIWAR, the physical structure was introduced, and a dynamic model was first derived. Fig. 1 shows photos of the developed OIWAR. The robot has the omni-directional movement function with the motion combination of four Mecanum wheels. Four force sensors are installed within the frame of the armrest to measure the pressure of the user. Additionally, a motion controller system and a wireless location control board was developed to control the motion of the robot. The physical parameters of the robot are shown in Table 1 . 
A. THE OIWAR AND ITS PHYSICAL PARAMETERS

B. DYNAMICS AND PROBLEM FORMULATION
For simplification, we treated the movement of the robot as a 2-dimensional (2-D) plane, as shown in Fig. 2 . Distance between the C and each force A dynamic model of the OIWAR was derived using the Newton-Euler formulation. The robot was treated as a rigid body. Based on rigid dynamic modeling theory and allowing for center of gravity (COG) shifts and load changes, the dynamics of the robot were derived using (1) as follows [28] :
where
where M is the mass of the robot, m is the mass of the load, I G is the inertia of the robot around the COG, and p = d ·sinα and q = d · cosα. K C is the nonlinear coupling relationship between the resultant force at the geometric center and the four driving forces, given by
F is the driving force matrix and F f is the friction matrix.
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It can be observed from (2) that friction is a function of the velocity and angle between the moving direction β and the robot's orientation θ . When the moving direction is parallel to the orientation, the friction is at its minimum; when the robot moves in a direction orthogonal to its orientation, the friction is at its maximum. It is difficult to find an equation that accurately represents the force of nonlinear friction exerted on Mecanum wheels. Therefore, the suppression of nonlinear time-varying friction is a challenge when studying the path tracking of a robot.
III. CONTROL DESIGN
To address nonlinear time-varying friction, COG shifts, and load changes, a digital acceleration controller was proposed and validated by the experiments presented in our previous research [26] . To further improve the tracking accuracy of the robot, we propose a parameter optimization algorithm using an IGA method as shown in Fig. 3 (within the green dashed line). 
A. DIGITAL ACCELERATION CONTROL ALGORITHM
The control force of the digital acceleration controller was set to be constant within each time interval T. For times kT + and kT, where kT + is the instant after the change of control force at time kT for one sampling period, the proposed digital acceleration control rule was expressed as [26] :
To analyze the stability of the proposed control system, the relationship between times kT + and kT for the control force, velocity, acceleration, and friction are studied first. Because the nonlinear time-varying friction is a function of the velocity and moving direction shown in (2), the following equations can be obtained:
Considering the robot dynamics for times kT + and kT with the control forces shown in (3), we obtain the continuous-time error dynamic (5) e(kT
where e(kT + ) = X Cd (kT + )− X C (kT + ) denotes the tracking error at time kT + . To guarantee asymptotic convergence to zero of the tracking error, the k p1 , k p2 , k p3 , k d1 , k d2 , and k d3 must be positive. Furthermore, because of the digitized control inputs, the actual control loop is a discrete time system with a sampling period T . Therefore, we can analyze the stability of the discrete-time control systems. For a short sampling period T , the following discrete-time error state equation can be obtained:
To ensure the asymptotic stability of the discrete-time system, k p1 , k p2 , k p3 , k d1 , k d2 , and k d3 are designed to ensure that all eigenvalues of A are within the unit circle. That is, all the solutions of (7) satisfy |z i | < 1. Then we can get the lower and the upper bounds of each control parameters.
In [26] , the value of k p1 , k p2 , k p3 , k d1 , k d2 , and k d3 were manually set within their effective ranges in the simulation and experiments. In the method discussed in this paper, to further improve the tracking accuracy of the robot, parameter optimization was proposed based on an IGA, which was used to select the values of control parameters k p1 , k p2 , k p3 , k d1 , k d2 , and k d3 .
B. A NOVEL IMPROVED GENETIC ALGORITHM FOR PARAMETER OPTIMIZATION
This section discusses the use of a novel IGA algorithm to search for the optimal value for six control parameters to minimize trajectory and path tracking errors. The basic process of an IGA involves four steps.
Step 1: Randomly generate the initial population.
Step 2: Estimate the fitness value of each chromosome in the population and select the first N p1 top-ranking chromosomes and first N p2 top-ranking chromosomes (N p2 > N p1 ).
Step 3: Perform the improved simplex method for the S 2 − S 1 ranking chromosomes and perform the genetic operations such as: selection, crossover, and mutation for other N p > N p2 chromosomes (N p : the population size).
Step 4: Stop the algorithm if the termination criterion is satisfied; otherwise return to Step 2. The termination criterion is a pre-determined maximum number of iterations.
1) GENERATION OF THE INITIAL POPULATION
Each chromosome has six genes representing the six control parameters. Each gene in the chromosome is encoded using a real floating-point. To ensure the stability of the control system, all genes are generated randomly within the lower and the upper bounds of each of the control parameters. Thus, the six control parameters (K D , K P ) in the controller shown in (3) are constructed as shown in Fig. 4 . where x = (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) denotes the variable vector and the population size is defined as N p .
2) DEFINITION OF THE FITNESS FUNCTION
The fitness function is critical for the IGA method. In this paper, we selected the trajectory tracking error and path tracking area error to define the fitness function, which is expressed as
subject to
, where e x , e y , and e θ represent the trajectory tracking errors of the robot in the x position, y position and orientation angle, respectively. The x min i and x max i represent the lower and the upper bounds of each control parameter that ensure the stability of the tracking control system. First, an initial population is chosen, and all finesses are determined. All chromosomes in the current generation are sorted from best to worst firstly according the fineness. The first N p1 top-ranking chromosomes are produced directly into the next generation. Then, the N p2 -N p1 ranking chromosomes is used to produce N p2 -N p1 new chromosomes through the simplex method.
3) GENETIC OPERATIONS
In this paper, to improve the computational efficiency, the simplex method is introduced into the GA method to produce N p2 -N p1 new chromosomes from the N p2 -N p1 ranking chromosomes. Let x j denote the point with the worst evaluation in the N p2 -N p1 ranking chromosomes. The new generated chromosome is generated by reflecting x j over the centroid x ave of the remaining N p2 -N p1 ranking points, expressed as
Other chromosome s is kept directly into the next generation. Next, the remain of the last N p -N p2 ranking chromosomes produce new N p -N p2 chromosomes in the next generation through the modified simplex strategy and the IGA operations including selection, crossover, and mutation.
a: NONLINEAR RANKING SELECTION OPERATOR
First, the solutions in the old population are selected according to their fitness; the more suitable they are, the greater the chance they will be selected. The selected solutions form a pool of parents, which are then used to produce the children needed to form the new population by crossover and mutation.
To select excellent chromosomes from the parent generation, nonlinear ranking selection is adopted in this paper. With the population pop = {x 1 , x 2 , x 3 , . . . , x Np−Np2 } of N p -N p2 chromosomes, we first sort all the individual parents from the best to the worst according to the fitness function f (
Then, we distribute the probability to each chromosome from the best to the worst by a nonlinear function, which maps the chromosome's serial number in the queue to an expected selected probability. It is called as differential reproduction. Thus, we set each chromosome x i an expected selection probability by equation (12) , which decays exponentially to order.
where q ∈ [0, 1] determine the decrement and the maximum selection probability of the best chromosome, and i = 1, 2, . . . , N p is the serial number of each chromosome. 5 depicts the variation tendency of distributed selection probability p related to the q and i. It can be noticed that the smaller the q, the slower the decrement of probability, and the larger the q, the larger the maximum selection probability of the best chromosome. After the selection probability of each chromosome is determined, the roulette wheel selection is adopted to select the excellent chromosomes. Therefore, ranking selection not only considers the individual's fitness but also transforms the fitness scaling, which can prevent the premature convergence or stagnation phenomenon to a certain extent. The crossover, the most important genetic operator, is a random mechanism for exchanging genes between two chromosomes. In natural evolution, parents often reproduce more than two offspring after crossover operation, and competition phenomenon among offspring of the same parents always occurs. Illumined by this idea, competition and selection of the excellent among the several offspring is employed in the crossover operator. Differing from the crossover operation of the simple genetic algorithm, four chromosomes are first created from the parents
according to the following formulas:
(17)
where x s , x t are the two random selected parents by previous section, ω ∈ [0, 1] is a weight and max(x s , x t ) is the vector with each element obtained by taking the maximum among the corresponding elements of x s and x t . Similarly, min (x s , x t ) denotes a vector obtained by taking the minimum value. Among these four chromosomes, the two with superior fitness values marked as y best1 and y best2 are taken as the offspring, which spread over the domain, and this crossover operator is superior to the single arithmetic and heuristic crossover. Next, we use the arithmetic method to conduct the crossover operation. Suppose that the two parents selected to conduct crossover is represented as y best1 = {y best1 }. The crossover probability is set as P c and the crossover operation is applied if a random value generated between 0 and 1 is not larger than P c . Then, the new chromosomes generated by the crossover are given as: (20) where λ 1 and λ 2 are evenly distributed random numbers between 0 and r. r (0 < r < 1) is the parameter used to determine the crossover rate of the proposed IGA; the larger the value of r, the higher the crossover rate; x max and x min are the maximum and minimum values of the control parameters, respectively, which were determined by the matrix A in (6).
c: MUTATION WITH AN ADAPTIVE CHANGE OF SCALING
Mutations occur in the genes of chromosomes that are occasionally altered. In this paper, a mutation operator with adaptive change of mutation scaling is employed. The mutation operator probability is set as P m . First, we calculated the number of individuals based on P m and the population size N P . Next, we randomly selected the individual x k = {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 } k and then the gene x r from x k to apply the mutation method. Supposing that the mutation scaling is η ∈ [0, 1], this original value x r is replaced by the mutated value x r by the following:
Based on the concept that the mutation scaling η decreases gradually during the process, a monotonously decreasing function of the mutation scaling η is formulated: where, N m denotes the number of generations, N is the current iteration, b is the parameter determining the scaling characteristic, and the weight r ∈ [0, 1]. Fig. 6 depicts the variation tendency of mutation scaling η related to r, N , and b. It can been notice that the mutation scaling η is near to one at the beginning and will be decreasing down to zero as the generation increasing. The smaller the b is, the faster the scaling η in the early generation, and the scaling η tends to static in the later generation. In contrast, the bigger the b is, the slower the scaling η in the early generation, and the scaling η declines sharply in the later generation.
4) TERMINATION CRITERION
The IGA repeats the evolution iteration to find the best solution until a predefined criterion is satisfied. In this study, we used the stopping condition based on the maximum generation number, which is set as N m .
IV. SIMULATION AND DISCUSSION
In this section, the effectiveness of the proposed method is validated through simulations.
A. SETTING NONLINEAR FRICTION IN SIMULATION
First, we analyzed the friction that the robot experiences. Because of the special features of Mecanum wheels, the friction changes as the moving direction for the body coordinates changes. As mentioned previously, it is difficult to obtain the exact model of friction. Therefore, in the simulation, we used an approximate model of friction to validate the effectiveness of the proposed control [44] , where the friction model can generally be expressed as
where f v is the viscous friction, which is
where V is the linear speed of the robot and c is the viscous friction coefficient. In this paper, c was set as 0.2 kg/s and f c denotes the sum of the Coulomb friction and the Stribeck friction, which is given as
where f max is the maximum static friction, f min is the Coulomb sliding friction, and a is the Stribeck friction coefficient. f max , f min , and a were set as 20N, 2N, and 0.5 respectively. F r is the resultant of all the drive force, which can be calculated as follows:
where, f i denotes the driving force at each wheel (i = 1, 2, 3, 4). In particular, friction model coefficients c, f max , f min , and a that are numerically different are used in the simulations to illustrate the various friction in different environments. Therefore, the friction that each wheel undergoes is expressed as:
B. DEFINITION OF THE DESIRED PATH AND THE TRAJECTORY TO TRACK
To thoroughly simulate the complex route in a practical indoor environment, the OIWAR is set to track two predefined paths. Path 1: lemniscate path which is defined in (28):
where (x 0 , y 0 ) = (5m, 5m) specifies the center of. The desired trajectory of the x position, y position, and orientation angle to be tracked is described by
The initial position of the OIWAR is set as
Path 2: a complex path that can more realistically simulate the actual environment, given in (30) .
C. SIMULATION RESULT AND DISCUSSION
To verify the superiority of the proposed IGA optimization method, we also conducted simulations using the digital acceleration controller without parameter optimization and the digital acceleration with the OGA optimization method [39] . The selection of the optimal controller parameters is important for improving the motion accuracy of the robot. Thus, the IGA and OGA parameters are selected based on experience and simple manual adjustment, which are shown in Table 2 . The parameters of the digital acceleration controller without parameter optimization were manually adjusted in the simulation based on path 1. The selected control parameters are shown in Table 3 . In addition, the parameters of the digital acceleration controller selected by the OGA and IGA are shown in Table 3 . Fig. 7 shows the trajectory and path tracking ability under the condition without parameter optimization. In contrast, VOLUME 6, 2018 the trajectory and path tracking results based on the digital acceleration controller with parameter optimization using the OGA and IGA are shown in Fig. 9. and Fig. 11. Fig. 7 shows the trajectory tracking of the x-axis, y-axis, and orientation angle and path tracking results without parameter optimization. The triangles in Fig. 7 (d) and (h) represent the orientation of the robot. The tracking responses demonstrate that the digital acceleration controller can enable the robot to track the reference trajectory and path even with time-varying friction for path 1. However, Fig. 7 (h) shows that the robot can hardly track the desired path for a changed path while using the same control parameters. Fig. 8 shows the trajectory tracking error of the x-axis, y-axis, and orientation of the robot without parameter optimization. The tracking error of the x-axis for path 1 is less than 0.003 m after 60 s whereas the tracking error of the y-axis reaches 1 m, which is unacceptable for a robot moving in a narrow indoor environment. Furthermore, the tracking error of the x-axis for path 2 reaches to 0.6m while the tracking error of y-axis reaches to 1.5m which are totally unaccepted for a walking assist robot. The tracking error of the orientation angle is less than 0.015 rad and reaches to 1.3 for path 2. The tracking error of the y-axis is larger than that of the x-axis for path 1 because the moving speed along the y-axis is higher than that of the x-axis. And the tracking results of path 2 are worse than those of path1. Therefore, the tracking accuracy is related to the reference trajectory. When the reference trajectory changes, time is required to find some more optimized parameters to match the new trajectory.
Figs 9 and 11 show the trajectory tracking of the x-axis, y-axis, and orientation angle and path tracking results with OGA and IGA, respectively. The settings and the axis definition shown in Figs. 9 and 11 are the same as those shown in Fig. 7 . In comparison with Fig. 7 , the tracking performance of the robot in Figs. 9 and 11 is significantly improved. Both the tracking error and the coverage time are significantly decreased. Specially, it can be noticed that the tracking performance of Fig. 11 is obviously superior to that shown in Fig. 9 . This result indicates that using the parameters optimization method can significantly improve the tracking performance for the digital controller and the optimization performance of the proposed IGA is superior than OGA.
To obtain a detailed analysis and to further discuss the effectiveness of the IGA method compared to OGA, the tracking error of the x-axis, y-axis, and orientation angle are plotted in Fig. 10 and Fig. 12 , the settings of which are the same as those shown in Fig. 8 . First for path 1, the tracking error of the x-axis quickly converges to a range within 0.1 mm using IGA whereas converging to a range within 0.15mm using OGA, and the rapidity and accuracy are much better than the results when only using a digital acceleration controller. In the y-axis, the tracking error of the convergence significantly decreased to a range of 25 mm and 80mm. The tracking error of the orientation angle also decreased to 7% and 10% of the value it was before, in less than 2 seconds. Furthermore, there is no need to adjust the control parameters. For path 2, we can notice that the tracking error of the robot using controller with IGA significantly less than that with OGA or without optimization. Even if the reference trajectory and path change, the selected parameters by proposed IGA can still ensure the robot waking with an acceptable tracking performance.
The tracking errors of the proposed controller, the controller without parameter optimization and controller with OGA for path 1 and path 2 are shown in Table 4 and Table 5 , respectively. It can be seen from Table 4 and Table 5 that the tracking performance is significantly improved with the IGA method.
The fitness function for 200 generations of IGA and OGA are shown in Fig. 13 . It can be noticed that both fitness of the two kinds optimization method rapidly increases in the initial stage. Compared to the OGA, which has a slow increase and get a lower fitness value in the later stage for its sub-optimal performance and low computational efficiency. The IGA can have a rapid increase and reach to a more better fitness value that can quickly identify the optimal parameters. VOLUME 6, 2018 The simulation results have shown that using the IGA method can improve the performance of a digital acceleration controller. The proposed IGA enables a better optimization by its global numerical optimization and a faster convergence by its high computational efficiency which has improved the OGA's optimization accuracy and efficiency. Therefore, this method can be used to improve the performance of the robot.
D. EXISTING OPITIMIZATION ALGORITHMS FOR COMPARATION
To show the glob-optimal performance and high computational efficiency of the proposed IGA, we compare the proposed IGA with the AOGA/Q [41] and IILPSO [42] . We adopt these two methods to optimize control parameters of the robot tracking controller depicted in subsection B. To fair the comparison, the parameters of the OGA/Q are chosen the same as IGA. Namely, N p = 60, p c = 0.4, p m = 0.03, N m = 200, number of quantization level Q = 3, factor F = 4. We performed each algorithm on each test and recorded: 1) the tracking errors, 2) the number of generations when the tracking error within the specified errors (since the tracking of y-position is worst, we define the y-position error as the limiting condition) and number of parameter evaluations. Table 6 shows the path tracking errors of the robot using the three optimization methods. We notice that the proposed IGA exhibits more accurate tracking results over other two methods. Consider the y position of path 1 as an example. The tracking error is 0.02m, which is significantly better than the results using AOGA/Q and IILPSO. These results indicate that the IGA can give a closer-to-optimal solutions compared to AOGA/Q and IILPSO.
In Table 7 , we compare the number of generations when tracking error reach to a specified range and their required number of evaluations respectively. The AOGA/Q and IILPSO require a bigger number of generations and hence require more parameter evaluations. While need a bigger number of generations and more parameter evaluations, the method lead to a large time complexity. These results suggest that the IGA have a fast coverage rate and a high computational efficiency compared to the other existing advanced optimization methods. Tables 6 and 7 show that the IGA outperformances AOGA/Q and IILPSO. The IGA was observed to have a more close-to-optimal performance and a high computational efficiency, and hence which can quickly identify the optimal parameters.
V. EXPERIMENTS AND DISCUSSION
A. EXPERIMENTAL SETUP AND DESIGN
The effectiveness of the proposed controller was investigated with experiments. The goal of these initial experiments was to determine how well the proposed controller ''assisted-asneeded'' in helping a person achieve a desired movement. Hence, path tracking is a good way to examine the proposed methods. Six healthy subjects (three females and three males) aged 28-35 yr were asked to perform the walking experiment assisted by our robot. To simulate a disabled lower limb, their right legs were fixed with a knee supporter (with an allowed bending angle). With the knee supporter, different levels of disability can be simulated with various restriction angles set. Three simulated disability levels (SDLs) were achieved as shown in Fig. 14 and are labeled as SDL1, SDL2 and SDL3. All the participants agreed to the experimental protocol and gave permission for the publication of their photographs for scientific purposes. The physical parameters of the walking assist robot are given in Table 1 . The robot was set to track a predefined path in a laboratory environment. To further validate the effectiveness of the proposed control algorithm, a route that simulates a human daily life' walking path in an actual family environment (see in Fig. 15 ) was designed to be tracked in the laboratory. The Ultra-Wideband (UWB) mini 3 modules were used as the positioning base station to obtain the location of the robot and a six-axis MPU 6050 gyroscope was used to measure the orientation of the robot as shown in Fig. 16 . The parameters of the IGA are the same as in the simulations. The control parameters of the digital acceleration controller selected by the proposed IGA and manually adjust are shown in Table 8 .
The desired trajectory is defined as follow:
The cyclodi path 1: S − A(0 ≤ t < 47)
The cyclodi path 2: A − B(47 ≤ t < 100)
The cyclodi path 3: B − C(100 ≤ t < 172) To demonstrate the superiority of the IGA, path tracking using a controller without IGA was also conducted, and the two experimental results are shown in Fig. 17 . For fair comparison, two control parameters were fix for the six subjects. The Figs 17 show that satisfactory output tracking control is achieved. In particular, the tracking errors are significantly decreased using the designed IGA, as shown in Fig. 17 , which clearly indicates that the proposed controller enabled the robot to track the desired path while providing support to the disabled users and maintaining good tracking results compared with the controller without the IGA. These results suggest that the controller was able to self-regulate its output values to adapt to changes in friction. Furthermore, the IGA method quickly found the best control parameters to enable the robot to obtain precise tracking. The position tracking errors of each subject are shown in Table IX based on the two controllers. It can be observed from Table IX that the effects of using the IGA are evident.
VI. CONCLUSION
This paper proposed an IGA method to improve the control performance of a digital acceleration controller by optimizing the control parameters. By properly defining the chromosome, using nonlinear ranking selection, an arithmetic crossover operation method competition and selection mechanisms among several crossover offspring, as well as selecting the proper fitness function, the IGA method can quickly find the best controller parameters for the controller. In particular, the proposed method can adapt to the changes in a predefined path and trajectory by an automatic and fast parameter selection function. Finally, trajectory and path tracking simulations and experiments were conducted under three conditions: with the IGA, with OGA and without the IGA. The results demonstrate that the IGA method can effectively improve the performance of a digital acceleration controller. 
