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Biopolymers, such as proteins and DNA, are polymers whose three-dimensional
conformations define their biological functions. Current emphasis on structures has
greatly advanced our understanding of the functions of biopolymers. However, there
is a need to understand the deeper link between biopolymer dynamics and function,
because in water and under cellular conditions, everything that biopolymers do can
be understood in terms of “the jigglings and wigglings of atoms”. These motions
arise from thermal noise in the solvent and due to intrinsic motion of the enzymes. In
biological systems, the motions are often highly regulated to ensure that cellular pro-
cesses are executed over the required time scales. For enzymes, which are essentially
proteins that catalyze chemical reactions or generate mechanical work, conforma-
tional fluctuations are coupled at various stages through interactions with ligands
during the catalytic cycle. We have studied two different enzymes, dihydrofolate
reductase (DHFR), which catalyzes reduction of dihydrofolate to tetrahydrofolate,
and RNA polymerase (RNAP from bacteria and Pol II from yeast), which is respon-
sible for RNA synthesis using DNA as a template. In order to study the link between
dynamics and function we have developed new methods and extended a variety of
computational techniques. For DHFR, we use both evolutionary imprints (SCA)
and structure-based perturbation method (SPM) to extract a network of residues
that facilitate the transitions between two distinct conformational states (closed and
occluded states). The transition kinetics and pathways connecting the closed and
occluded states are described using Brownian dynamics (BD) simulation. We found
the sliding motion of Met20 loop across helix 2 is involved in the forward and reverse
transitions between the closed and occluded states. We also found that cross-linking
M16-G121 inhibits both the forward and the reverse transitions. In addition, we
showed the transition states of these transitions are broad and resemble high energy
states.
For RNAP, we focus on the conformational changes of RNAP and DNA in
promoter melting process. Using BD, we show that DNA conformation changes
in promoter melting occur in three steps. We also show that internal dynamics
of RNAP is relevant to facilitate the bending of DNA. For Pol II, the structural
transitions between two initiation conformational states and between initiation state
and elongation state are studied using SPM and BD. We determine the structural
units that regulate structural transitions and describe the transition kinetics. The
combination of three different methods, SCA, SPM and BD, provide results that
are in accord with many experiments. Moreover, our description of the detailed
structural transitions in these enzymes lead to new insights and testable predictions
in these extraordinarily important enzyme functions.




Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment




Professor Devarajan Thirumalai, Chair/Advisor
Professor Sergei Sukharev
Professor John D. Weeks






I want to thank many people in bringing my dissertation research in the past
five years to a successful completion, because of whom my graduate experience has
been one that I will cherish forever.
First and foremost I’d like to thank my advisor, Professor Devarajan Thiru-
malai for giving me an invaluable opportunity to work on several challenging and
interesting projects over the past five years. He has constantly encouraged and sup-
ported me throughout my dissertation research. While giving me large degree of
freedom to pursue interesting scientific problems, he always made himself available
for help and advice. Dave was very helpful in discussing options for my future career
path, including post-doctoral positions and beyond. I learned from him many things
including how to select research topics, how to write good research papers, and how
to be a scientist. It has been a real pleasure to work with and learn from such an
extraordinary individual.
I must thank my colleagues in Thirumalai group who have enriched my gradu-
ate life in many ways and deserve a special mention. I would like to thank Dr. Dima
Ruxandra (now an assistant professor at University of Cincinnati), whose help and
guidance as a mentor in the first year of my research helped me immensely. She
taught me the statistical coupling analysis method introduced in Chapter 1. I would
like to thank Dr. Changbong Hyeon (now a professor at Korea Institute for Ad-
vanced Study), whose unflagging willingness to discuss research ideas and help in
computational modeling are valued. Thanks are also due to Dr. Margaret Shun
ii
Cheung (now an asistant professor at University of Houston), who is like a big sister
to me, and has offered me not only invaluable research ideas but also life advice, Dr.
Subramanian Vaitheeswaran for helping me with cluster computing, Dr. Edward P.
O’Brien for building up coarse-grained models for proteins, Dr. Greg Morrison, Dr.
Rinna Tehver, and Dr. Sam Cho for proofreading and offering valuable advice on
several applications. My interaction with Toan M. Ngo, Zhenxing Liu, Govardhan
Reddy, Natalia A. Denesyuk, and Lance(Zhechun) Zhang has been fruitful. I would
also like to thank them for giving useful advice for my postdoctoral interview talks.
I would like to acknowledge help and support from our staff members Debbie
Jenkins and Caricia Fisher, their help is highly appreciated.
Last but not least, I thank Prof. Sergei Sukharev, Prof. John D. Weeks, Prof.
Arthur La Porta, and Prof. Dorothy Beckett for agreeing to serve on my thesis
committee.
I owe my deepest thanks to my family - my mother and father who have always
stood by me and guided me, and have pulled me through against impossible odds at
times. Words cannot express the gratitude I owe them. I would also like to thank
my husband, Lei Zhou, this thesis would not be possible without him.
iii
Table of Contents
List of Figures vii
List of Abbreviations ix
1 Introduction 1
1.1 Biopolymer dynamics and relation to the functions . . . . . . . . . . 1
1.2 Allosteric wiring diagram (AWD) from statistical coupling analysis
(SCA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Statistical coupling energies . . . . . . . . . . . . . . . . . . . 5
1.2.2 Perturbation of the MSA . . . . . . . . . . . . . . . . . . . . . 6
1.2.3 Similarity measures . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.4 Clustering algorithm . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Structural perturbation method (SPM) . . . . . . . . . . . . . . . . . 12
1.4 Brownian dynamics simulation . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Self-organized polymer (SOP) model . . . . . . . . . . . . . . 13
1.4.2 Brownian dynamics simulations of conformational changes . . 15
1.4.3 Procedure for inducing C→O transition . . . . . . . . . . . . . 17
1.5 Thesis outline and summary . . . . . . . . . . . . . . . . . . . . . . . 18
2 Dihydropholate Reductase and allosteric signal transduction 21
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Conformation fluctuations in DHFR . . . . . . . . . . . . . . . . . . . 22
2.3 Allostery wiring diagram (AWD) . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Key residues predicted by SCA are dispersed throughout the
structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 AWD obtained using SPM overlap with that obtained from
SCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Kinetics analysis of DHFR signaling pathways . . . . . . . . . . . . . 32
2.4.1 Anticorrelated Motions of DHFR in the CS and OS states . . 32
2.4.2 Deformation of the Met20 loop in CS→OS transition . . . . . 35
2.4.3 Sliding of the Met20 loop across α2 limits the CS→OS tran-
sition rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.4 Cysteine crosslink inhibits CS→OS transition . . . . . . . . . 43
2.4.5 Deformation of the Met20 loop in the OS→CS transition . . . 44
2.4.6 Transition state emsemble . . . . . . . . . . . . . . . . . . . . 46
2.5 Residues in the AWD code for ligand binding and dynamics . . . . . 48
2.6 A small fraction of OS (CS) is present under equilibrium conditions
in the CS (OS) state . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.8 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
iv
3 Promoter melting triggered by bacterial RNA polymerase 58
3.1 Overall goals: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Transcription cycle of RNAP . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 Structures of RNAP . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5 Theoretical approaches . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.1 A network of contacts trigger the promoter melting. . . . . . 68
3.5.2 R·Pc→R·Po transition trajectories partition into fast (efficient)
and slow (inefficient) tracks: . . . . . . . . . . . . . . . . . . . 69
3.5.3 Efficient melting . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.5.4 Inefficient melting . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.5.5 Three steps in transcription bubble formation . . . . . . . . . 74
3.5.6 Scrunching is a universal mechanism in initiation: . . . . . . 77
3.5.7 Active channel widening . . . . . . . . . . . . . . . . . . . . . 80
3.5.8 Structural fluctuations are enhanced in the slow trajectories: 85
3.5.9 Deletion mutation study shows that removing S results in par-
tial formation of the R · Po . . . . . . . . . . . . . . . . . . . . 87
3.6 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.7 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.7.1 Rationale of the Hamiltonian switching method . . . . . . . . 90
3.7.2 Technical details on triggering the conformational changes . . 92
3.7.3 Persistence length of DNA . . . . . . . . . . . . . . . . . . . . 95
3.7.4 Energy changes of RNAP . . . . . . . . . . . . . . . . . . . . 97
3.7.5 Free energy profile . . . . . . . . . . . . . . . . . . . . . . . . 98
4 Eukaryote RNA polymerase II and the conformational changes involved in
transcription 100
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.2 Architecture of Pol II . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.3 NMA analysis: Pol II holoenzymes and TEC . . . . . . . . . . . . . . 105
4.3.1 Three intrinsic motions trigger the conformational transitions
of Pol II. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.3.2 Function-related structural units that promotes intrinsic mo-
tions are identified using the structural perturbation method
(SPM). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.4 Brownian dynamics simulation of the conformational transitions . . . 111
4.4.1 The global motion of Pol II is dominated by the motion of the
clamp module throughout the transitions. . . . . . . . . . . . 111
4.4.2 The clamp motion results in narrowing/widening of the DNA
channel in F1→F2 (F2→EC) transition. . . . . . . . . . . . . 112
4.4.3 Formation of multiple native contacts between the clamp and
shelf modules in the F1→F2 transition triggers the back-forth
motion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.4.4 Ordering of multiple switches in F2→EC transitions in the
active center. . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
v




2.1 Catalytic cycle of DHFR. . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Sequence conservation of DHFR. . . . . . . . . . . . . . . . . . . . . 28
2.3 Allostery wiring diagram (AWD) of DHFR obtained using SPM . . . 31
2.4 Correlated and anti-correlated motions of DHFR. . . . . . . . . . . . 35
2.5 Global RMSD during the CS→OS transition. . . . . . . . . . . . . . 36
2.6 Global and local RMSD. . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.7 Rupture of contacts during the CS→OS transition. . . . . . . . . . . 39
2.8 Sliding motion of Met20 loop. . . . . . . . . . . . . . . . . . . . . . . 40
2.9 Sliding motion in DHFR. . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.10 RMSD of the reverse transition. . . . . . . . . . . . . . . . . . . . . . 44
2.11 Transition state ensemble. . . . . . . . . . . . . . . . . . . . . . . . . 47
2.12 RMSD for crosslinking mutant during the CS→OS transition . . . . . 50
2.13 Pre-equilibrition of CS and OS state DHFR . . . . . . . . . . . . . . 51
2.14 Multiple sequence alignment of DHFR family . . . . . . . . . . . . . 56
2.15 Critical size of the MSA . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.1 Transcription Cycle of RNAP . . . . . . . . . . . . . . . . . . . . . . 60
3.2 RNA polymerase is a crab-claw shape enzyme . . . . . . . . . . . . . 61
3.3 Coenzyme: σ factor . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 DNase footprint experiment . . . . . . . . . . . . . . . . . . . . . . . 65
3.5 Structural models for the promoter DNA and RNAP. . . . . . . . . . 67
3.6 Contact maps of RNAP complex with DNA . . . . . . . . . . . . . . 69
3.7 RMSD shows the efficient and inefficient melting processes . . . . . . 72
3.8 Efficient and inefficient melting processes . . . . . . . . . . . . . . . . 73
3.9 Inefficient melting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.10 Three-step melting process . . . . . . . . . . . . . . . . . . . . . . . . 78
3.11 Scrunching mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.12 Rope-swing mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.13 Distance changes upon channel opening . . . . . . . . . . . . . . . . . 84
3.14 Molecular details of channel opening mechanism for a slow trajectory. 86
3.15 Removal of S leads to partial formation of R · Po . . . . . . . . . . . 87
3.16 Hamiltonian switching method . . . . . . . . . . . . . . . . . . . . . . 91
3.17 Effects of varing switching condition . . . . . . . . . . . . . . . . . . 94
3.18 Distribution of DNA end to end distances . . . . . . . . . . . . . . . 96
3.19 Potential energy of RNAP-DNA complex . . . . . . . . . . . . . . . 97
3.20 Free energy profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.1 Crystal structures of Pol II . . . . . . . . . . . . . . . . . . . . . . . 103
4.2 Four modules in Pol II . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3 NMA results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4 SPM analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.5 RMSD as a function of time . . . . . . . . . . . . . . . . . . . . . . . 113
4.6 Global motion in Pol II . . . . . . . . . . . . . . . . . . . . . . . . . . 115
vii
4.7 The evolution of distances of multiple contacts . . . . . . . . . . . . . 116
4.8 The evolution of distances of multiple salt-bridges . . . . . . . . . . . 118
viii
List of Abbreviations





CSE Chemical Sequence Entropy
CTWC Coupled Two-Way Clustering
DHF 7,8-Dihydropholate
DHFR Dihydrofolate Reductase
EC Pol II-DNA Elongation Complex
F1 Form 1 of 10-Subunit Pol II Core Enzyme
F2 Form 2 of 10-Subunit Pol II Core Enzyme
FENE Finite Extensible Nonlinear Elastic
FRET Frster Resonance Energy Transfer
H Hydrophobic
H2 Helix 2 of DHFR
MFPT Mean First Passage Time
MSA Multiple Sequence Analysis
MT Magnetic Tweezers
MTX Methotrexate
NADP Nicotinamide Adenine Dinucleotide Phosphate
NMA Normal Mode Analysis





PDB Protein Data Bank
Pol II RNA Polymerase II
PSI Position Specific Iterative
R Rope Domain
RMSD Root Mean Square Deviation
RNAP Bacterial RNA Polymerase
Rpb1 Subunit 1 of Pol II
Rpb5 Subunit 5 of Pol II
R·Pc RNAP-Promoter DNA Closed Complex
R·Pitc RNAP-Promoter DNA Initiation Transcription Complex




SCA Statistical Coupling Analysis
SOP Self-Organized Polymer
SPC Superparamagnetic Clustering
SPM Structural Perturbation Method
SW Swendsen-Wang
Taq Thermus Aquatics
TEC Transcription Elongation Complex
THF Tetrahydrofolate
TS Transition State




1.1 Biopolymer dynamics and relation to the functions
Polymers in solutions incessantly change both their shape and position ran-
domly by thermal agitation[1]. For biopolymers, proteins and nucleic acids, these
brownian motions dominate biological functions such as substrate binding, product
release, allosteric regulation, and motor functions. At a microscopic level, atoms
in biopolymers and their environment evolve towards equilibrium due to thermal
motions. However, the equilibrium can be changed by the external conditions - pH,
temperature, concentration - and shifts to some other states. As a result, biopoly-
mers undergo large conformational changes to evolve towards their new equilibrium
states. These conclusions also come from the accepted notion that the energy land-
scape of enzymes even in the folded state is rugged [2], and hence thermal energy
might be sufficient to access several conformational substates during a typical re-
action cycle [3]. The thermal-fluctuation driven conformational changes have been
experimentally observed, and a direct link between µs to ms protein domain motions
and enzymatic functions has been established [4, 5, 6, 7]. However, the connection
between the functional related, collective motions with local fluctuations, which are
on ps to ns time scale, is largely unknown [4, 8, 5]. A great challenge we face is
to understand the impact of molecular motions within the protein on the enzyme’s
1
catalytic properties[9, 10].
A naive scenario of dynamics for enzymes is based on two global time scales:
τE, which is the time scales for protein conformational changes, and τF , which is
the time scale for the “chemical reaction” in the enzyme. When τE
τF
>> 1, the
conformational changes of an enzyme are much slower than the chemical reaction
catalyzed by the enzyme, therefore, the conformational changes are not directly
coupled to the enzyme catalytic function. Complex reaction coordinates have to be
selected to incorporate motions of different time scales, and generate the appropriate
free energy profile. On the other hand, if τE
τF
≈ 1 the conformational changes occur
in the same time scale as the chemical reaction. The conformational fluctuations
are directly coupled to the catalytic process, and free energy profile can be easily
explored with simple reaction coordinates such as the enzyme structure.
The link between conformational dynamics and enzyme catalysis has been ex-
tensively studied for several enzymes where ligand binding regulates allostery, which
in turn controls the nature of catalysis. Regulation by allosteric enzymes involve
binding of effector molecules and changes of protein conformation in sites distant
to effector binding site [11, 12]. Dihydrofolate reductase (DHFR), is an example of
a well-studied allosteric enzyme with τE
τF
>> 1, catalyzes hydride transfer between
nicotinamide adenine dinucleotide phosphate (NADP) and 7,8-dihydrofolate (DHF).
During the reaction cycle [13], DHFR undergoes conformational changes between
closed (CS) and occluded states (OS). In recent years, experiments and simulations
([14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]) point to the fact that the reaction coor-
dinate is complex, involving a network of collective motions of active site and parts
2
of the enzyme distant from the active site. Illustration of the dynamics of the entire
enzyme is needed to obtain new insights into the understanding of the biological
function of DHFR [6, 16, 17].
We perform analysis of the complex link between structure, movement, and
catalysis of an enzyme using a number of new methods based on sequence, struc-
ture, and dynamical simulation. Statistical coupling analysis (SCA) is based on the
evolutionary information stored in protein sequences, and can be used to extract
the evolutionarily conserved and co-evolved amino acid positions in a protein family
through sequence statistics and coupling analysis [25, 26, 27]. It is based purely
on evolutionary information, which is ideal for identifying a network of residues
that facilitate allosteric transitions between various distinct states (CS and OS in
DHFR).
A structure based method, Normal mode analysis (NMA), is based on the
assumption that, in equilibrium, energy surface can be characterized by harmonic
approximation [28, 29, 30, 31, 32]. Despite the approximations, NMA has been found
to be useful to determine the function-relavent harmonic modes [29, 30, 31, 32]. We
introduced a new structural perturbation method (SPM) based on NMA, to extract
residues that caused large changes on the function-related motions in a protein
[30, 31, 32, 33].
Besides the static pictures of the allosteric wiring diagram that emerges from
the SPM, we are most interested in the transition dynamics of a protein, which are
difficult to obtain using experiments alone. Using molecular dynamics simulations,
information of the energy landscape explored during the allosteric transitions can be
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extracted. The questions of interest are: 1) What are the pathways connecting these
conformational states? 2) What are the structures of the transition state ensem-
ble (TSE)? These questions can be answered using Brownian dynamics simulation
(BD), and a coarse-grained self-organized polymer (SOP) model. The coarse-grained
models allows us to sample the energy landscape exhaustively, thus yielding reliable
estimates of thermodynamics as well as kinetics [34, 35]. For the allosteric transition
of DHFR CS→OS and the reverse transition, we can easily perform µs ∼ ms BD
to study the transition dynamics.
BD with SOP model is especially powerful for studying large biological systems
such as motor proteins and molecular machines. The size of these biopolymers
invokes long time scales (µs ∼ ms) of the conformational dynamics and makes it
impossible to perform traditional all-atom molecular dynamics simulations. Besides,
we are not interested in the detailed oscillations of atoms around the equilibrium
on the ps to ns time scales, but in the large scale motions of the biopolymers.
Therefore, coarse-graining large biopolymers using SOP is ideal for our purpose. We
have establish the link between dynamics and function for a molecule machine, RNA
polymerase, which is responsible for RNA synthesis using DNA as a template. Using
BD and SOP for protein and DNA, we can study the complex nature of the promoter
melting process, which involves RNAP induced melting of the promoter DNA by
±12 base pairs, and bending of it into the active site channel of RNAP. Although
a number of methods, biochemical experiments [36, 37, 38, 39], crystallography [40,
41], and single molecule approaches [42, 43, 44], have been used to try to understand
this process, our dynamic simulations unveil the promoter melting process in the
4
transcription initiation for the first time.
In the following section, we start with introducing the basics of SCA and SPM
methods. Then we give the theoretical framework of performing BD simulation of
conformational transitions. In section 1.5, we provide a summary of the thesis.
1.2 Allosteric wiring diagram (AWD) from statistical coupling anal-
ysis (SCA)
SCA is a statistical method for extracting the evolutionarily conserved and
co-evolved amino acid positions in a protein family based on multiple sequence
alignment. There are three key ingredients in this method: 1) defining statistical
meaningful coupling energies 2) defining reliable similarity measures 3) choosing an
efficient clustering method. In this section, we will introduce SCA based on these
key ingredients.
1.2.1 Statistical coupling energies
Based on the multiple sequence alignment (MSA) of a protein family, a statis-
tical free energy for each amino acid position, ∆Gi, is defined as the overall deviation












Here, kT ∗ is an arbitrary energy unit and Ci is the number of types of amino acid




, where nxi is the number of amino acid type x appears at position
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i and Ni is the total number of valid amino acid at position i excluding gaps.







i ). For a given MSA, we used a cutoff of ∆Gi > 10 to define
conserved residues, which is equivalent to Si < 1.
Another important definition is correlation of two positions i, j in MSA, which
is given by the change of amino acid frequencies at position i as the consequence of


















, nx′i is the number of amino acid x appear at position i in the





1.2.2 Perturbation of the MSA
Perturbations of the MSA are done by building subsets of MSA. If position
j is perturbed, the corresponding subset of MSA is gotten by retaining sequences
which have the specific type of amino acid, x, at the position j, where x is the amino
acid which appears most frequently at position j. It is obvious that the amino acid
frequencies at position i would deviate greatly from the original MSA if position i
and j are correlated under evolutionary pressure. On the other hand, ∆∆Gij is 0 if
1) j is a perfectly conserved position (pxi = p
x′
i ); 2) j is not correlated with i and all







It is worth noting that the size of subset MSA should be large enough to rep-
resent of statistical properties of the original MSA. Following Dima and Thirumalai
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[45], central limit theorem is used to determine the size of sub-alignment that con-
tain P = N ·f sequences. The number of alignments for a fixed f is k = N !
P !(N−P )! .
To obtain statistically meaningful results, the general properties of the subalign-
ments must be similar to the original MSA. In analogy with statistical mechanics,
we suggest that the smallest value of f be chosen so that the law of large numbers




















i=1 ∆Gi, σf is the width of the
distribution of ∆Gl. Failure to satisfy these criteria can give spurious results in the
applications of SCA.
1.2.3 Similarity measures
The matrix G, whose elements are the ∆∆Gij values for a protein family,
represents the response of positions i in the MSA to all allowed perturbations at site
j provided the perturbations satisfy the acceptance criteria stated above. The rows
of the matrix correspond to positions in the MSA and the columns to perturbations.
In order to reliably determine the network(s) of positions that change in a correlated
manner starting from this matrix, we used the coupled two-way clustering (CTWC)
that was developed to analyze DNA-microarray data [46]. The basic idea is to
carry out successive elementary rounds of Superparamagnetic clustering (SPC) [47].
At each step, the submatrix that contains positions and perturbations that cluster
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together in the previous iteration with large signals is extracted. An important
ingredient in the SPC technique is the choice of a similarity measure between a pair
of entries that are to be clustered. In the context of clustering of positions in an
MSA, there are at least two natural choices for similarity measures [45], (1) the
Euclidean distance and (2) the Pearson correlation coefficient. In what follows, we
give the rationale and the details for using these measures. The collection of the
∆∆Gij values (with j varying from 1 to LMSA with LMSA being the total number
of positions, including gaps, of the alignment) for a given position i in the MSA can
be thought of as a vector with LMSA components, −→vi = {∆∆Gi1, · · ·, ∆∆GiLMSA}.
Therefore, the degree of similarity between two positions i and k can be represented





For each MSA there is a spread in the magnitudes of the ∆∆Gij values (e.g., from
∼ 0.01 to ∼ 10). Thus, for a pair of small matrix elements, Dik will be small even
if the two vectors are not similar. On the other hand, for two related positions
i and k with large ∆∆Gij values, a difference in any of their components could
lead to a large Dik value that would not reflect their true similarity. Positions with
small ∆∆Gij values are of little interest because they show basically no response to
changes in other positions in the MSA.
To correct for the potentially spurious results indicated above, we use the fol-
lowing protocol: (1) We eliminate entries (positions) that show virtually no response
to the overwhelming majority of perturbations. (2) We scale the ∆∆Gij values so
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that only a few categories of the matrix elements are included in the analysis. To a
large extent, the results do not depend on the precise boundaries used in the clas-
sification of ∆∆Gij. (3) The Dik values are suitably normalized. If all or all but
one of the corresponding ∆∆Gij values are < 1.0, then the row corresponding to
position i is deleted from the input data matrix. The scaling of the ∆∆Gij values is
achieved by assigning them to two or three characteristic entries. For example, all
the small ∆∆Gij values (i.e., ∆∆Gij) are kept unchanged, while the intermediate
∆∆Gij values (i.e., 1.0 ≤ ∆∆Gij < 2.0) are assigned a value α1 and the remaining




0.5× (|−→vi |+ |−→vk |)
(1.6)
where |−→vi | is the norm of the vector −→vi . SEik is small for pairs of vectors that
have components of similar values, and it is independent of the actual magnitude of
the individual components. In addition, because positions that show reduced or no
response to the majority of the perturbations are eliminated, a small SEik value in-
dicates that the two positions show large responses to the same set of perturbations.
A second similarity measure that can be used is the Pearson correlation coefficient
Pik =
∑LMSA








is the average ∆∆Gij value for position i and σ
2
i =∑LMSA
j=1 (∆∆Gij − 〈∆∆Gi〉)2 is the variance. Just as with the Euclidean distance
similarity measure, Pik is small for two positions with little or no responses to the
majority of perturbations. Prior to calculating Pik, we eliminate all such positions.
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The procedure used is the same as described above. For two perfectly correlated
(anticorrelated) positions, Pik = 1(−1), while for uncorrelated positions, Pik = 0.
Because the Euclidean distance measure (SEik) has small values for two correlated
positions and we want to be able to use the two similarity measures interchangeably,
we replaced Pik with
SPik = 1 = |Pik| (1.8)
where |Pik| is the absolute value of Pik. Therefore, both SEik and SPik are zero
when the two positions are perfectly correlated.
The Euclidean similarity measure SEik is best suited when the individual
∆∆Gij values are not broadly distributed, that is, when the largest ∆∆Gij value
is ∼ 3.0. In such a case, the responses of each position in the alignment to the
various perturbations are similar in magnitude. Therefore, the use of the Pearson
correlation coefficient SPik would lead to the majority of positions being clustered.
On the other hand, using the SEik and the associated rescaling of entries allows us
to distinguish between positions, and therefore only a handful of positions turn out
to be clustered after the application of the CTWC procedure. It follows then that
the Pearson similarity measure is best suited for MSA for which there is a broad
distribution in the magnitude of the responses of positions to perturbations.
1.2.4 Clustering algorithm
The Swendsen-Wang cluster Monte-Carlo algorithm (SW) is used to cluster the
data points (positions or perturbations in ∆∆G matrix) so that the data points in
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the same cluster are similar to each other than to points in different clusters. Based
on an inhomogeneous Potts model, a Potts spin is assigned to each data point and
short range interactions between neighboring points are introduced. Spin-spin corre-
lations (measured by Monte-Carlo computations) serve to partition the data points
into clusters. The clustering procedure consists two main steps: First we identify
the range of temperatures where the clusters appear. Secondly, at temperatures that
are within this range, the clusters are identified [48]. In the following, the procedure
is summarized: 1) Assign to each data point i a q-state Potts spin si (we choose
q = 20). 2) Find the K-order nearest neighbors (n.n.) for each data point based on
similarity measure given above (K varies between 10 and 20). 3) Measure the nearest





), where K̂ is the average number of
neighbors per date point, and a is the average distance between all n.n. . 4) Using the
SW algorithm and the Hamiltonian H[{s}] = −∑〈i,j〉 Jijδsi,sj to calculate suscepti-
bility χ = N
T
(〈m2〉 − 〈m〉2). Here m = (Nmax/N)q−1
q−1 , Nmax = max{N1, N2, · · · , Nq}
and Nµ is the number of spins with the value µ. 5) Identify the range of tempera-
tures corresponding to the superparamagnetic phase, between Tfs, the temperature
of maximal χ, an the (higher) temperature Tps where χ diminishes abruptly. Cluster
assignment is performed at Tc =
Tfs+Tps
2
. 6) Measure at T = Tc the spin-spin corre-
lation function 〈δsi,sj〉 for all pairs of neighboring points. 7) Clusters are identified
as the data points that satisfy 〈δsi,sj〉 > θ, here θ = 0.5, and all mutual friends are
assigned to the same cluster.
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1.3 Structural perturbation method (SPM)
SPM is developed to assess the dynamics importance of each residue of a pro-
tein based on normal mode analysis (NMA) [30, 31]. The basic idea of NMA is to
build an elastic network in which harmonic potentials are used for the pairwise inter-
actions between all Cα atoms within a cutoff distance (Rc = 10Å). The Hamiltonian






C(dij − d0ij)2 (1.9)
where dij is the distance between residues i and j, and d
0
ij is the same distance in
the crystal structures. We choose a single force constant C = 10kcal/(molÅ2) for
the network.
By performing standard NMA with Eq. (1.9), we get a set of eigenvalues
and eigenvectors, among which the low normal modes usually correlate to function-
related motions [29]. For each of the mode m, we overlap the corresponding eigen-
vector vim, with the conformational changes, ∆ri = r
C
i − rOi , here, rCi and rOi are
positions of residue i in the closed and open state structures. We calculate overlap
using equation [49, 29]:
Im =
|∑3Ni=1 vim∆ri|
|∑3Ni=1 v2im ∑3Ni=1 ∆r2i |1/2 (1.10)
The transition-related normal mode is identified as the ones that overlap best with
the conformational changes. For the selected mode, the dynamic importance of
residue i can be assessed by the response of a local perturbation at i. In the context
of normal mode analysis, perturbation is realized by small changes in the force
constant of those springs that connected to residue i. The response is in terms of
12




m∆HVm, where Vm is the eigenvectors
of mode m and ∆H is the perturbed Hessian matrix. δωmi is proportional to the






∆C(dij − d0ij)2 (1.11)
where j is the index of the residue that contacts with i and ∆C = −C/2.
1.4 Brownian dynamics simulation
1.4.1 Self-organized polymer (SOP) model
The long-time scales invoked in the conformational changes in the catalytic
cycle make it necessary to use a coarse-grained self-organized polymer (SOP) model
[35, 50] for efficient sampling energy landscape. In the SOP model, the structure of
a protein is represented using only the Cα coordinates, r
P
i (i = 1, 2, ...N
P ) with NP
being the number of amino acid), while the structure of a nucleotide is represented
by the centers of mass, rNi (i = 1, 2, ...N
N) with NN being the number of nucleotides.
The state-dependent energy function in the SOP representation for a protein-nucleic
complex (energy functions for protein or nucleic acid alone can be easily derived) is



































































The label X denotes conformational states of a protein or nucleic acid, and
Y refers to protein (P) or nucleic acid (N). In Eq. (1.12), rYi,i+1 is the distance
between two adjacent Cα-atoms (centers of mass of nucleotides) and r
Y
i,j gives the
distance between the ith and jth Cα-atoms (centers of mass of nucleotides) and Ri,j
is the distance between the ith Cα-atom in the enzyme and center of mass of the j
th
nucleotide in nucleic acid. The superscript “o” denotes their values in state X.
The first term in Eq. (1.12), the finite extensible non-linear elastic (FENE)
potential, accounts for chain connectivity. The stability of the state X is described
by the non-bonded interactions (the second term in Eq.(1.12)) that assigns attractive
interaction between two residues or nucleotides that are in contact in X. Non-
bonded interactions between residues or nucleotides that are not in contact in X
are taken to be purely repulsive (the third term in Eq. (1.12)). The value of ∆i,j is
1 if i and j are in contact in state X, and is zero otherwise. A native contact implies
that the distance between the ith and jth centers is less than a cut-off distance RC .
The spring constant, k, in the FENE potential (the first term in Eq.(1.12))
for stretching a covalent bond is 20 kcal/(molÅ2), and the value of R0, which gives
the allowed extension of the covalent bond, is 2 Å. The values of the parameters
for protein and nucleic acid and for the protein-nucleic acid interactions, which are
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are given in table 1. It is worth noting that there are only a few parameters in
the SOP, which allows us to fully explore the fundamental physical processes of
biopolymers.
Table 1.1: Parameters for SOP model for protein and nucleic acid
Protein Nucleic acid Protein-Nucleic acid
R0 (Å) 2 2 2
k (kcal/(mol · Å2) 20 20 20
RC (Å) 8 14 11
εh (kcal/mol) 2 0.7 1.2
εl (kcal/mol) 1 1 1
σ (Å) 3.8 7 5.4
ζ (τ−1L ) 50 50 50
τL (ps) 3 3 3
1.4.2 Brownian dynamics simulations of conformational changes
For proteins that change conformation between closed (C) and open (O) states,
the kinetics of the transitions C→O are probed using a method that has been suc-
cessfully used to study the allosteric transitions in GroEL[52]. The basic assumption
of the method is that the local strain accumulated during ligand or cofactor binding
propagates faster than the global conformational transitions.
Using SOP model, the transition C→O (or the reverse transition) can be sim-
ulated by assuming that the dynamics of the system interested in can be adequately
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described by the Langevin equation in the overdamped limit. We start from the
C state by performing equilibrium simulations using Eq.(1.12) with X being the C
state. Then, the transition to the O state is induced by using the forces computed







where ζ is the friction coefficient, ~ri is position of the ith residue (nucleotide) at
time t, and Γi(t) is the random force. The initial (t=0) position of ith residue
(nucleotide), ri, is taken from the Boltzmann distribution at temperature T = 300K
corresponding to C,
P (~ri(0)) ∼ e−βH(~ri|C) (1.15)
where β = 1/kBT and kB is the Boltzmann constant. The random force, Γ(t),
satisfies
< Γ(t) >= 0 (1.16)
and
< Γ(t)Γ(t′) >= 2kBTζδ(t− t′) (1.17)
where the averages are over the trajectories. At long times, the ensemble of con-
formations obeys the Boltzmann distribution corresponding to the O state, so that
P (ri(t)) ∼ e−βH(ri|O). Thus, as long as the standard potential conditions are satified
[53], the conformational changes can be realized and the microscopic events that
drive the transition can be described from the ensemble of trajectories that connect
the C and O states.
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1.4.3 Procedure for inducing C→O transition
The procedure used to induce the transitions is the following. During the very
early stages of the transition between the two states, we define ~rC→Oij to be the




(K − k) · ~rCij + k · ~rOij
K
, (1.18)
where K = 100, and k = 0 at the beginning of the switching, which is then increased
by one every 1000 time steps up to 100. Thus, the switching of the energy functions
from H({~ri}|C) to H({~ri}|O) occur over 100, 000 time steps. Note that one can
vary K and k values to simulate different strain propagation time (see discussions
in [52, 54] and section 3.7.2).
Computation of time scales We estimate the time scale involved in the
transition using the following method. Using Eq.1.14, when the inertial term dom-
inates, the natural estimate of time is τ 2L = ma
2/εh. The energy εh is of the order
of 1kcal/mol, typical values for m = 3 × 10−22g for amino acid, and a = 1Å. We
roughly evaluate τL to be 0.6ps. The value of high friction coefficient used in our
simulation ζH = 50m/τL, which is equal to the ζwater of a sphere with radius 5Å












which gives τH = 50ps. A single simulation time step is converted to real time
using t = 0.16τH = 8ps. Therefore, 10
6 time steps correspond to 8 µs. During the
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stage when we use Eq. (6) a smaller time step, t = 0.016τH = 0.8ps, is chosen to
keep the system stable. The mapping of the simulation time to real time should be
considered approximate. Previous studies have shown [55, 52, 54] that the estimated
time scales are accurate to within an order of magnitude.
1.5 Thesis outline and summary
The theoretical and computational methods described above have been applied
to probe enzyme functions and the initial events in the transcription of genetic
information by RNA polymerase. In Chap. 2, we present the results of a study of
a Escherichia coli dihydrofolate reductase (DHFR) which catalyzes the reduction
of dihydrofolate (DHF) to tetrahydrofolate (THF). Using sequence-based SCA and
structural based SPM methods, we identify a network of residues that represents
the allostery wiring diagram of DHFR. Many of the residues in the allostery wiring
diagram, which are dispersed throughout the DHFR structure, are not conserved,
but shown to be linked to equilibration conformational fluctuations of DHFR. To
further probe the nature of the events that occur during the catalytic cycle, we use
SOP model to monitor the kinetics of the conformational transitions occur during
the allosteric transitions of DHFR. We find that sliding motion of an important
Met20 loop is involved in transmitting allosteric signals. Restraining Met20 loop
motion impedes the allosteric transitions of DHFR.
In Chap. 3, we present the results for a study of the promoter DNA melting
triggered by bacterial RNA polymerase (RNAP). Using coarse-grained SOP model
18
of Thermus aquatics RNAP and DNA complex structures, we performed Brownian
dynamics simulations of the promoter melting process. We find that efficient DNA
melting trajectories feature local melting of the promoter DNA around the -10 el-
ement, which is followed by sequential unzipping of DNA till the +2 site. We find
promoter DNA melting occurs in three steps. In step I, dsDNA melts locally In
step II, DNA scrunches into RNA polymerase and the downstream base pairs se-
quentially open to form the transcription bubble, which results in build up of strain.
Subsequently, the downstream dsDNA bends and the strain is relieved Entry of
the dsDNA into the RNAP requires widening of the active channel, which involves
transient movements of a subdomain of the β subunit of RNAP caused by steric
repulsion between nucleotides in the template strand and residues in the β subunit
of RNAP.
In Chap. 4, we present the results of a study of an eukaryotic RNA polymerase
from yeast (Pol II). Two methods, normal mode analysis (NMA) and Brownian
dynamics simulation using a Self-organized polymer model (SOP), are used to study
the conformational transitions of a 10-subunit yeast RNA polymerase II (Pol II)
between two forms of holoenzyme (form 1 and form 2), and between holoenzyme
(form 2) and a Pol II elongation complex (EC). NMA analysis for the structures
of Pol II holoenzyme and elongation complex reveals open-close, back-forth and
outside-in motions of the mobile clamp module. Brownian dynamics simulation
provides dynamic pathways of the conformational transitions from form 1 (F1) to
form 2 (F2), and form 2 (F2) to elongation complex (EC). In addition to the relative
motions of the four mobile modules, we discovered that breakage and/or formation
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of mutiple native contacts between Rpb1 and Rpb5 trigger the transtion from F1 to
F2, and several salt-bridges are found to be related to the conformational changes
of previously identified “switches” in the transition F2 to EC.
20
Chapter 2
Dihydropholate Reductase and allosteric signal transduction
2.1 Overview
Conformational fluctuations among a network of residues that are dispersed
through out the structure of proteins are thought to play a vital role in enzyme
catalysis. The importance of such motions has been extensively studied in E. Coli.
dihydrofolate reductase which catalyzes the reduction of dihydrofolate to tetrahy-
drofolate. During the catalytic cycle DHFR undergoes conformational transitions
between the closed (CS) and occluded (OS) states which, respectively, describe
whether the active site is closed or occluded by the Met20 loop (Fig. 2.1). The
CS→OS and the reverse transition may be viewed as allosteric transitions. Using
a sequence-based approach we first identify a network of residues that represents
the allostery wiring diagram (AWD). Many of the residues in the AWD, that are
dispersed throughout the adenosine binding domain as well as the loop domain (Fig.
2.1), are not conserved. Several of the residues in the network have been previously
shown by NMR experiments [56, 57, 58], mutational studies [59, 18, 60], and molec-
ular dynamics simulations [21, 14, 15] to be linked to catalysis or in the protein
motion. To further probe the nature of events that occur during conformational
fluctuations we use a self-organized polymer model [50] to monitor the kinetics of
the CS→OS and the reverse transitions. During the CS→OS transition, coordinated
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changes in a number of residues in the loop domain enable the Met20 loop to slide
along the α-helix in the adenosine binding domain. Sliding is triggered by pulling
of the Met20 loop by the βG-βH loop and pushing action of the βG-βH loop. The
residues that facilitate the Met20 loop motion are part of the network of residues
that transmit allosteric signals during the CS→OS transition. Replacement of M16
and G121, whose Cα atoms are about 4.3Å in the CS, by a disulfide crosslink im-
pedes that CS→OS transitions. The order of events in the OS→CS transition is
not the reverse of the forward transition. The contact Glu18-Ser49 in the OS state
persists until the sliding of the Met20 loop is nearly completed. The ensemble of
structures in the transition state (TS) in both the allosteric transitions are hetero-
geneous. The most probable TS structure resembles the OS (CS) in the CS→OS
(OS→CS) transition which is in accord with the Hammond postulate. Structures
resembling the OS (CS) are present as minor (∼ (1−3)%) component in equilibrated
CS (OS) structures.
2.2 Conformation fluctuations in DHFR
Conformational fluctuations of proteins have been argued to play a central role
in enzyme catalysis [13, 3, 61, 6]. Such a concept is appealing because the energy
landscape of enzymes even in the folded state is rugged [2], and hence thermal
energy might be sufficient to access several conformational substates during a typical
reaction cycle [3]. In recent years, results from a number of studies support the idea
that dynamic motions in a network of residues that promote catalytically-relevant
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Figure 2.1: Catalytic cycle and structures of closed and occluded states. (A) Scheme
of catalytic cycle of DHFR that shows the two key conformations adopted by the
enzyme. The Met20 loop closes the active loop in the E:NADPH:DHF complex,
while it is occluded in the E:NADP+:THF complex. (B) Structure of the closed
state (CS) (PDB code 1RX2) is on the left and the occluded state (OS) (PDB code
1RX7) is on the right. For clarity, we have explicitly labeled the structural elements
that facilitate the allosteric transitions. The major changes are localized in the
Met20 loop.
structural transitions may be encoded in the protein structure [14, 15, 16, 17, 18,
19, 20, 21, 22, 23, 24]. While it is difficult to unambiguously demonstrate whether
collective dynamics involving a network of residues facilitates catalysis [7], several
experiments and computer simulations suggest that motions of residues that are
distal to the active site are important [6, 16, 17]. In the best studied example of
E. coli dihydrofolate reductase (DHFR) the role of the conformational motions in
the enzyme in facilitating the hydride transfer has been illustrated using mutational
studies [59, 18, 60], NMR relaxation dispersion measurements [56, 57, 58] that probe
the dynamics on µs to ms time scale, molecular dynamics simulations [21, 14, 15],
and sequence analysis [14].
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DHFR catalyzes the reduction of 7,8 dihydrofolate (DHF) to 5,6,7,8 tetrahy-
drofolate (THF) [13]. By binding the co-factor, nicotinamide adenine dinucleotide
phosphate (NADPH), hydride transfer from NADPH to protonated DHF leads to
production of NADP+ and THF [62]. DHFR, which is required for normal folate
metabolism in prokaryotes and eukaryotes, plays an important role in cell growth
and proliferation in prokaryotes and eukaryotes [63]. As the result of its obvious clin-
ical importance, it has been studied extensively using a wide range of experimental
and theoretical methods [13].
High resolution crystal structures show that the E. Coli DHFR enzyme has
eight β-strands and four α-helices interspersed with flexible loops that connect the
secondary structural elements [64, 65]. The structure of DHFR can be partitioned
into adenosine binding and loop subdomains (Fig. 2.1 [65]). In the catalytic cycle,
Met20 loop changes conformation between closed (CS) and occluded (OS) states
(Fig. 2.1). Interactions through hydrogen bond network with the βF-βG loop
(residues 117-131) stabilize the CS [66].
The crystal structures of E.coli DHFR complexes in the catalytic cycle have
given a detailed map of the structural changes that occur in the enzyme [65]. In
addition, the conformational changes in E.coli DHFR in response to binding have
been inferred using various experimental techniques, including X-ray crystallogra-
phy, fluorescence, nuclear magnetic resonance (NMR) [64, 65, 57]. Comparison of
the CS and OS structures shows that the conformations of Met20 loop undergoes
the largest change during the reaction cycle. As a result, the states of DHFR are
classified using the conformations of the Met20 loop. The active site is either closed,
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or occluded depending on the conformation of the Met20 loop (Fig. 2.1). Thus, the
motion of the Met20 loop coordinates the dynamical changes in DHFR during the
different stages of the catalytic cycle.
More generally, the structural changes that occur in proteins during the reac-
tion cycle, can be thought of as allosteric transitions which are nominally associated
with large multi-domain proteins and molecular machines [11, 67]. Allosteric com-
munication between residues that are distal both in sequence and structure is im-
portant in the regulation of enzymatic reactions. Starting from the well studied case
of oxygen binding to hemoglobin [11], large scale motions have been implicated in
the function of a number of biomolecular systems [68]. More recently, even in single
domain protein families, allosteric communication is found between functional sites
that are spatially apart [26, 69, 70, 71, 45]. Here, we adopt the allosteric perspective
to study the kinetics of CS→OS and OS→CS transitions.
Although the structures of the CS and OS states are known the dynamic path-
ways connecting the two allosteric states have not been characterized [13, 3]. In this
chapter, we address the following questions: (1) Can the evolutionary footprints in
the DHFR family of sequences be used to obtain a network of residues in DHFR
that is linked to the CS→OS and the reverse transition in the enzyme? If so, what
role do these residues play in the kinetics of CS→OS and the reverse transitions?
(b) What are the pathways and the nature of the kinetics associated with transi-
tion from OS to CS and back? (c) What are the structures of the transition state
ensemble in the OS→CS transition and in the reverse reaction? We use a combi-
nation of bioinformatics methods [25, 45], and Brownian dynamics simulations of
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coarse-grained models of DHFR to address these questions. It should be emphasized
that our study focuses only on the kinetics of CS→OS and OS→CS transitions, and
not on whether the motions that drive these transitions affect hydride transfer re-
actions. The precise linkage between equilibrium or dynamics motions of proteins
and catalysis continues to be a topic of debate [6, 7].
In order to determine the network of residues in DHFR that regulates the
allosteric transitions we adopt a sequence-based method [45], which is based on
the Statistical Coupling Analysis (SCA) [26, 69, 70, 71]. The SCA identifies many
residues that are dispersed between the two subdomains as being relevant in the func-
tion of DHFR. Although several of these residues are not strongly conserved, they are
predicted to covary across the DHFR family. In order to probe allostery in DHFR,
we carried out simulations using coarse-grained Self-organized polymer (SOP) model
[50]. The Brownian dynamics simulations reveal the dynamical changes that occur
during the CS→OS and OS→CS transitions. The conformational changes in the
Met20 loop, which occur by a sliding motion along a helix in the adenosine bind-
ing domain, is preceded by coordinated rupture of interactions between Met20 and
βF-βG loops and the formation of contacts between Met20 and βG-βH loops. Sim-
ulations in which Met16 and Gly121 are crosslinked by a disulfide bond, show that
the CS→OS transition is dramatically affected. In accord with the recent NMR ex-
periments [3, 72], we find a small (∼ (1− 3)%) of OS (CS) structures are populated
by thermal fluctuations when DHFR is in the CS (OS) state. The structures of the
transition state ensemble (TSE) is broad both in the forward and reverse direction.
The presence of broad TSE and small barrier separating the CS and OS states sup-
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ports the conformational selection model that posits that due to the heterogeneous
nature of fluctuations conformations resembling the OS state are present in the CS
and vice versa.
2.3 Allostery wiring diagram (AWD)
2.3.1 Key residues predicted by SCA are dispersed throughout the
structure
We obtained 526 sequences for the DHFR family from Pfam [73] (entry 00186),
and realigned them using the Clustalw package [74]. We manually deleted certain
sequences, and generated a multiple sequence alignment (MSA) that contained 462
sequences. Each of the 462 sequences has 323 residues including gaps. With the
fraction of the sequences in the subalignment set to f=0.35 (see Methods) in the
SCA, there are 74 allowed perturbations (Sj = 0 for j = 1, 2, 3...74) at the various
positions in the DHFR family. We used the clustering protocol [47, 75] to identify the
set of co-varying residues. After rescaling the ∆∆Gij matrix (Eq. 1.2 in Methods)
(i = 1, 2, 3, ...158 and j = 1, 2, 3, ....74), and using the Euclidean similarity measure
in the coupled two-way clustering algorithm [45] we obtained a cluster of 21 residues
and a cluster of 19 perturbations. As in our previous work [45], we propose that
the residues that are clustered both in positions and perturbations constitute the
minimal robust network of residues that signal the kinetics of the CS→ OS transition
and back. The relevant network of spatially separated residues constitutes an AWD
(Fig. 2.2A), and may encode for the promoting motions.
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Figure 2.2: Sequence conservation with respect to the structure of the CS. (A) In
the CS structure on the left we have color coded the backbone to reflect the extent
of sequence conservation. Red color represents strong conservation (S(i) < 0.1)
and non-conserved residues are in blue. The residues that are clustered in the
position in the SCA (V13, I14, N18, M20, D27, L28, K38, V40, I41, M42, W47,
I50, G51, N59, I60, L62, Q65, I94, V99, Y111 and T113) are shown in the middle
structure. The colors of the residues indicate the values of the SCSE(i) with red
representing strong conservation of the chemical identity. The right structure shows
the network of residues that appear as perturbation in the SCA (D11, R12, V13,
D27, A29, K38, V40, W47, I50, G51, P53, L62, V72, S77, A84, G97, V99, Q108, and
Y111). In the three structures the cofactor (NADPH and DHF) are shown using
all-atom representation. (B) The top panel shows position dependent sequence
entropy (S(i)) obtained by aligning the E. coli DHFR against the rest of the 426
sequences. Strongly conservation (S(i) < 0.1) is observed only for a small fraction
of residues. The chemical sequence entropy, SCSE(i) in the bottom panel, shows
that for a substantial fraction of residues only the chemical identity changes. These
residues are dispersed throughout the structure.
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To determine if the residues in the network predicted by SCA merely reflect se-







a perfectly conserved residue, Si = 0. If we assume that a residue is strongly con-
served if Si ≤ 0.1, then there are very few residues with high sequence conservation.
These are G15, P21, W22, T35, G43, L54, R57, G95, and G96 (Fig. 2.2B). Sequence
entropy is too restrictive in assessing the nature of mutations that are tolerated at
a given position. The allowed variations in the amino acid substitution is better







the twenty amino acids are divided into four classes, namely, Hydrophobic (H),
Polar (P), positively charged (+), and negatively charged (-) [76]. Using chemical
sequence entropy, residues, namely, I14, G15, M20, P21, W22, D27, F31, T35, V40,
I41, M42, G43, T46, W47, S49, I50, G51, L54, R57, I60, I61, L62, S63, I91, M92,
V93, G95, G96, V99, Y100, L110, T113, I115, and F125, are strongly (SCSE ≤ 0.1)
conserved.
It is not surprising that many of the residues identified in the AWD (Fig. 2.2)
are also strongly conserved as they are associated directly with the binding surface
that stabilize the closed conformation. The SCA also identifies residues N18, L28,
K38, V72, S77, A84, G97, and Q108 that are neither highly conserved nor adjacent
to conserved residues. It appears that many of the residues in the network are
relevant for executing dynamical motions that drive the allosteric transitions in
DHFR or for cofactor binding. For example, N18 forms contact with H124 in the
CS. Similarly, during the OS→CS transition, L28 comes close to I50 upon binding of
various ligands which results in the closure of the active site cleft [77]. Residue K38,
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which is in the hinge region, facilitates rotation of the adenosine binding domain
towards the loop domain (residues M1-D37 and A107-R159) [13].
2.3.2 AWD obtained using SPM overlap with that obtained from
SCA
We perform NMA using CS structure, and calculate the overlap between the
100 lowest frequency eigen-modes to the conformational transitions between CS and
OS state structures. Minimally three modes, 14, 19 and 28, are found to have largest
values of overlap, and account for the transitions between CS and OS. We perform
SPM (see chapter 1 for details) for these modes, and select hotspot residues based
on the criteria that δω = 2 < δω > (see Fig. 2.3). For mode 14, residues in the
AWD are within GH-loop, for mode 19, they are located within the Met20 loop,
adenosine-binding loop, and GH-loop, and for mode 28, residues in the AWD are
within Met20, and FG-loop. Each of the three identified modes encodes for distinct
set of residues with large δω (Fig. 2.3). The elastic energy stored in DHFR are
dispersed throughout the structure.
The key residues in the AWD have been shown in previous theoretical and
experimental studies to be important either in catalysis or in binding of cofactors.
Benkovic and coworkers showed that mutations of residues (M42 and G121) that
are far from the active site affect the hydride transfer rates [59, 78]. Based on
equilibrium covariance matrix fluctuations of the Cα atoms obtained from all atom
MD simulations, Rod et al showed that interactions of M42 with other residues
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Figure 2.3: Allostery wiring diagram (AWD) of DHFR obtained using SPM. (a)
Overlap of the lowest 100 modes with the conformational changes in the the CS→OS
transition. Three modes 14, 19, and 28 are identified to have the largest values
of overlap. (b) δω as a function of residue numbers for mode 14. The criteria
δω = 2 < δω > is used to identify hotspot residues involved in AWD. (c) Same as
(b) except this is for mode 19. (c) Same as (b) except this is for mode 28. On the
bottom of (c), the division of important structural units, Met20 loop, α−helix 2,
FG-loop, GH-loop, are indicated and labeled. (d) The hotspot residues identified
from mode 14, model 19, and mode 28 are indicated with red, green, and yellow
spheres, respectively. Met20-loop is identified in both modes 19 and 28, and is shown
with yellow spheres.
(H45, D28, S49) would also be involved in the CS→OS conformational transition
[21]. Mutations of positions M42 and/or G121, that lead to anti-correlated motions
between the two subdomains, are found to be part of the predicted AWD. Hammes-
Schiffer used sequence conservation of a small dataset of DHFR sequences to identify
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a network of residues whose coordinated motion is apparently linked to catalysis
[14, 15]. Among them, I14 is found to be in the AWD that we have identified using
SCA. It was also found that motions of residues W22, D27, M42, I60, L62, and
T113 which forms hydrogen bond network with DHF in the active site might also
be involved in coupled promoting motions [14, 15]. Taken together, the present
and previous studies show that the AWD, that represents the network of signaling
residues in DHFR, is spread throughout the structure (Fig. 2.2). More importantly,
many non-conserved residues are part of the network. In an recent study, Mauldin et
al used NMR to characterize DHFR in complex with drugs. They found inhibitors
simultaneously modulate the closed and occluded transitions, as well as the fast
motions at distal regions of DHFR. The residues they identified to link the dynamics
and catalysis of DHFR agree well with our predictions [79].
2.4 Kinetics analysis of DHFR signaling pathways
2.4.1 Anticorrelated Motions of DHFR in the CS and OS states
The Root Mean Square Deviation (RMSD) between the closed and occluded
crystal structures of E. Coli. DHFR is only 1.18 Å. However, the RMSD of the
active Met20 loop (residues A9-L24) between the two end point structures is alomost
three times larger (≈ 3.35 Å). In order to assess the differences in the structures of
the two states at finite temperature, we equilibrated the OS and CS conformations at
300 K. Comparison of the thermally averaged contact maps shows that the closed
state differs from the occluded conformation mainly in the Met20 loop and the
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secondary structural elements that are affected by the motions (see below) of the
Met20 loop (data not shown). The largest changes occur in the βF-βG (D116-D132)
and βG-βH loop (D142-S150) loops, and the α-helix H2 of the adenosine binding
domain(residues R44-I50). The crystal structures and the thermally equilibrated
CS and OS states also show that, in the CS→OS transition the conformational
fluctuations in the Met20 loop have to be accompanied by the following changes: (1)
Contacts between the Met20 and βF-βG loops should be ruptured. (2) Interactions
between helix 2 and the Met20 loop should be disrupted, and reform in a different
location; (3) Stabilizing contacts between Met20 and βG-βH loops should form. If
these processes are disrupted then it is likely that the catalytic efficiency of DHFR
may be compromised. Indeed, experimental findings of the importance of mutating
M42, G121, S148 or any two of these residues on the hydride transfer rates can be
rationalized based solely on a static picture [21].








where ∆r̂i(t) = (~ri(t) − ~rwti )/|~ri(t) − ~rwti | is the unit vector of the displacement
of the ith Cα atom with respect to its initial value, and X is either CS or OS.
The direction of motion of the ith residue is given by ∆r̂i. If 〈Cij〉 is positive
then the motion of the two residues i and j are correlated while negative values
correspond to anti-correlation. For perfectly correlated (anti-correlated) residues
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〈Cij〉 is +1 (-1). The covariance map for the CS shows anti-correlated motion
between the Met20 loop and the adenosine binding domain, as well as between
the βF-βG and βG-βH loops (see the dark blue regions in Fig. 2.4 ). Thus, the
adenosine binding domain and the loop domains move in an anti-correlated manner.
Similar conclusions were obtained using all atom simulations of the WT DHFR [21].
The present simulations and previous MD studies [21, 23, 14, 15, 16, 17] point to the
importance of correlated motions between regions that are spatially well separated.
The cross correlations in the inter-domain motions shown in Fig. 2.4 are obtained
by averaging the structural fluctuations over 0.1 ms, and may well be relevant in
facilitating cofactor binding and solvent rearrangement needed for catalysis [80]. The
static picture alone is not sufficient to describe the kinetics of transitions between
the CS and OS. Only by probing the kinetics of conformational fluctuations in the
CS→OS (and the backward) transitions we can predict the order of events that
results in the conformational changes in the all important Met20 loop.
The bottom panel in Fig. 2.4 shows the differences in the covariance matrices
∆Cij = 〈Cij(CS)〉 − 〈Cij(OS)〉 in regions that are significantly different between
the two allosteric states. The red region between the Met20 loop and the adenosine
binding domain indicates more anti-correlated motions in OS than in CS. The blue
region between the Met20 loop and the other two loops shows less anti-correlated
motions and more correlated motions in OS than in CS.
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Figure 2.4: Correlated and anti-correlated motions in DHFR. Covariance matrix of
equilibrium fluctuations of the unit vectors constructed from the coordinates of the
Cα atoms (Eq. 2.1) of the wild type DHFR in the CS. The residues associated with
the structural elements are shown on the left. The scale on the right measures the
extent of correlation. In the bottom panel we show |CCSij −COSij | using the same scale.
For clarity, we only highlight those regions that are different in the two allosteric
states. The simplicity of the SOP model has allowed us to probe the equilibrium
fluctuations on about 0.1 msec.
2.4.2 Deformation of the Met20 loop in CS→OS transition
In order to dissect the kinetics of structural changes in the Met20 loop during
the forward (CS→OS) and the backward (CS→OS) directions we have performed
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Figure 2.5: RMSD as a function of time during the CS→OS transition. Time
dependent changes in the global RMSD (∆G(t)) for a few representative trajectories
as a function of t are given in the top panel. The dynamical changes in ∆G(t) for
one of the trajectories for the time interval enclosed by the box are shown below.
The arrows show that frequent recrossings between CS and OS states occur prior to
the completion of CS→OS transition.
a number of simulations using the procedures described in the Methods section.
Although it is clear that Met20 loop plays essential role in this transition, the order
of events that drives its conformational change is not known [13, 3]. We monitor
the Met20 loop kinetics using two surrogate reaction coordinates. One is the global
RMSD, ∆G, that is obtained by aligning the instantaneous conformation of DHFR
at time t either with the CS or the OS structure. During the CS→OS transition,
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∆G, should increase with respect to the CS and decrease with respect to OS. From
the time dependent variations in ∆G we can infer the changes in the Met20 loop
with respect to the entire structure. To determine the changes that are localized in
the Met20 loop we calculated a local RMSD, ∆L, which uses only the coordinates
of the active loop. From the time dependent changes in ∆L, which is computed
by aligning the Met20 loop and computing its RMSD (with respect to the starting
conformation) during the two transitions, we can explicitly identify the dominant
motions (translation, rotation, or twist) of the loop. The kinetics expressed in terms
of the local coordinate ∆L yields the conformational changes of only the Met20 loop.
The time dependent changes in the global RMSD, ∆G(t), with respect to the
CS show considerable dynamical heterogeneity (Fig. 2.5). The bottom panel in
Fig. 2.5, for one trajectory, shows that there are multiple recrossings across the
transition region which is suggestive of a rather broad transition region (see below).
Prior to the CS→ OS transition (t < 80µs in Fig. 2.5) ∆G(t) undergoes substantial
fluctuations which suggests that high energy states are being sampled while DHFR
is in the CS. More importantly, such fluctuations can lead to infrequent visits to
conformations that are similar to the OS state (see below). The broad distribution
of transition times and multiple recrossings attests to the plasticity of the enzyme
during the conformational transition.
Although there is great diversity in the dynamics of the individual trajectories
< ∆G(t) > and < ∆L(t) >, obtained by averaging over an ensemble of initial
conformations, can be approximately described using a two-state model (Fig. 2.6
A). Comparison of ∆G(t) and ∆L(t) shows (Fig. 2.6A) that deformations of the
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Figure 2.6: Kinetics of allosteric transitions probed using RMSD. Time dependent
changes in the global, < ∆G(t) >, and the local, < ∆L(t) >, RMSD of the Met20
loop averaged over 50 trajectories. The meaning of the symbols are given in the
insets. The RMSDs are measured with respect to the starting and ending states.
For example, < ∆G(CS) > means that the global RMSD is computed with respect
to the CS. The changes in < ∆G(t) > and < ∆L(t) > for the WT CS→OS are
shown in (A), and (B) shows the results for the CL. The structures on the right in
both (A) and (B) represent superposition of the CS, OS and the average transition
state (TS) conformations. Conformation of the Met20 loop in the CS (green), OS
(blue), and TS (red) are highlighted. The cross link between 16 and 121 is explicitly
shown in (B).
Met20 loop occurs after the global motions in the CS→OS transition. Because
the long time values of < ∆L > are less than < ∆G > values, we surmise that
the structural changes in the Met20 loop involve translation and rotational motion
towards the OS structure.
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Figure 2.7: Kinetics of rupture of individual contacts between residues in the various
substructures of DHFR during the CS→OS transition. (A) This panel shows the
changes in the distance between the residues in the Met20 loop and βF-βG loop
that rupture and form. (B) Same as (A) except the residues represent interactions
between the Met20 loop and α2. (C) shows the kinetics describing the formation of
interactions between the Met20 loop and βG-βH loop. In all cases the identifies of
the residues are shown on the right.
2.4.3 Sliding of the Met20 loop across α2 limits the CS→OS transi-
tion rate
In order to understand the mechanism of the communication during the CS→OS
transition we monitored the local movements of the Met20 loop and the helix α2
39
in the adenosine binding domain. Rupture of the contacts in the CS state (Asn18-
His45, Asn18-Ser49, and Ala19-Ser49) and formation of Glu17-Ser49 during the
CS→OS transition facilitates the sliding of Met20 along α2 (Fig. 2.7A). The rela-
tive sliding motion between α2 and the Met20 loop enables NADPH to move closer
to DHF.
Figure 2.8: Illustration of the sliding of the Met20 loop along α2. Two dimensional
projection of the distance (Ri) and angle (αi) that are kinetically sampled in the 50
trajectories during the CS→OS transition. The angles αi are defined in the text.
The monitored residues are identified on the upper right corner. The colors grey,
yellow, purple and cyan represent ensemble averages. The monotonic decrease in all
the angles shows sliding of the Met20 loop along α2. Histograms of the distance and
the angles for the residue pairs are displayed on the right and on top respectively.
In the loop subdomain, the flexible Met20 loop interacts simultaneously with
both the βF-βG and βG-βH loops 2.1. In order dissect the order of events that
occurs in the CS→OS transition we have computed the kinetics of breakage and
formation of a number of contacts involving the two loops (Fig. 2.7A-C ). By
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fitting the time-dependent changes in the formation and rupture of contacts to
single exponential kinetics we find that the rupture of contacts between Met20 loop
and βF-βG loop in CS as well as formation of contacts between residues in the
Met20 loop and βG-βH loop occur nearly simultaneously (on the µs time scale) (see
(Fig. 2.7A-C)). Only subsequently (on a time scale of about 2 µs), the interaction
between Glu17 (in Met20 loop) and Ser49 (in α2) that exists only the CS state,
takes place. Thus, the sliding of Met20 loop on α2 requires coordinated motion of
a number of residues in the loop domain.
We can further dissect the nature of the sliding motion of the Met20 loop along
α2 by simultaneously measuring the changes in the angles and the distances between
selected residues. We have computed the time-dependent changes in the distances
between Asn18-His45 (R1), Ala19-Ser49 (R2), Asn18-Met42 (R3) and Glu17-Ser49
(R4), respectively. The sliding motion is vividly illustrated using the changes in the
angles that the vectors ~R1, ~R2, ~R3 and ~R4 make with the axis of α2. Angles are
defined as αi = cos
−1(R̂i · ÛH2) i = 1, 2, 3, 4 and ÛH2 is the unit vector of the α2
helix axis. The two-dimensional projection of (Ri, αi) (i = 1, 2, 3, 4), that represents
the values of (Ri, αi) that are sampled in the kinetic trajectories, shows that αi
values decrease monotonically during the CS→OS transition. The averages over all
the trajectories for αi also show a monotonic decrease. The averages also show that
the αi values are either clustered around the CS or the OS state. In other words,
there is very little backtracking in the sliding movement of the Met20 loop along H2.
The histogram of the angels and distances sampled during the transition in Fig. 2.8
also shows the fluctuations in αi (i = 1, 2, 3, 4) are centered around the OS values
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which suggests that (in terms of these microscopic variables) that the transition
occurs when the conformation is close to the OS state. This result is also in accord
with the results in Fig. 2.7A which shows that Glu17-Ser49 only forms when the
interactions in the CS are ruptured, a process that occurs closer to the completion
of the CS → OS transition. The structural changes that accompany the sliding
motion of the Met20 loop involves concerted motion of a number of residues (see
the diagram on the left in Fig. 2.9). The figures summarize the collective motions
of residues in both the subdomains that facilitate the structural deformations in the
Met20 loop.
Figure 2.9: Structural representation of the coordinated changes in the distances of
residues that accompany the sliding motion in the CS→OS (left side) and OS→CS
(right side) transition. The arrows indicate the direction in which the structural
changes occur. The displayed structural changes were inferred from the kinetics
shown in Figs. 2.7, 2.12, and 2.8. In the forward transition the Met20 loop is
pulled by the βG-βH loop which results in it being pushed away from βF-βG loop.
The push-pull process results in the sliding of the Met20 loop. The mechanism is
approximately reserved in the OS→CS transition.
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2.4.4 Cysteine crosslink inhibits CS→OS transition
The kinetics in both the forward and the backward (see below) transitions
show that the coordinated motion in the loop subdomain plays an important role
in enabling the Met20 loop communicate with adenosine binding domain. In the
crystal structure of CS, the distance between the Cα atoms of Met16 and Gly121 is
about 4.3Å. It is possible to mutate these residues to Cys to establish a disulfide
cross link. We have simulated the kinetics of the CS→OS transition in the crosslink
mutant (referred to as CL) to assess the extent to which the motion of the Met20
loop is inhibited. Previously, it has been argued that constraining even residues that
are 28 Å apart can affect hydride transfer rates [81]. Our purpose in studying the CL
mutant is to see how the strain in the loop domain would affect the communication
between the two domains. Since the disulfide bond constrains the distance between
Met16 and Gly121 to 4.3 Å, the anti-correlated motion between Met20 loop and
βF-βG loop should be impeded. The time dependencies of < ∆L(CS|t) > and
< ∆L(OS|t) > show that the Met20 loop does not fully adopt its conformation in the
OS state (compare Fig. 2.6A and B). Similarly, the long time values of < ∆G(CS) >
and < ∆G(OS) > in the mutant are different than in the WT (see Fig. 2.6B). In
the WT, βG-βH loop are involved in the coordinated motion between two domains.
Surprisingly, the crosslink has little effect on the relative motion between βG-βH
loop and the Met20 loop. The time dependent changes that monitor the formation
of contacts between Trp22-His149 and Asn23-His149 are similar in the WT and the
crosslink mutant. Because the interactions between the Met20 loop and βG-βH loop
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are not fully inhibited in the CL, the sliding motion across α2 with the formation
of Glu17-Ser49 can occur (Fig. 2.12A) albeit less efficiently. We predict that due
to the incomplete CS→OS transition the crosslink will dramatically affect the rate
of the forward hydride transition. Experiments using CL can shed further light
on the importance of enzyme motion in catalysis which still remains controversial
[14, 15, 7].
2.4.5 Deformation of the Met20 loop in the OS→CS transition
The time constant for the local kinetics of the Met20 loop in the OS→CS
transition obtained from < ∆L(t) > (Fig. 2.10) is greater than the time scale in
which < ∆G(t) > changes. This implies that the Met20 gliding across α2 is the first
event in the OS→CS transition. In contrast, during the CS→OS transition, only in
the final stages does the Met20 loop occludes the active site.
Figure 2.10: Changes in ∆G(t) and ∆L(t) for the OS→CS transitions. Same as Fig.
2.6 except that the transition is from OS→CS. The conformation of the Met20 loop
in the TS (red) is different from that in Fig. 2.6.
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Although the initial change in the OS→CS transition involves the deformation
of the Met20 loop (Fig. 2.10) the microscopic events that drive this transition are
distinct from those seen in the CS→OS transition. Remarkably, the rupture of
Glu17-Ser49 occurs only after the formation of the contact between the Met20 loop
and α2. The time dependent changes in the contacts present only in the CS state
(Asn18-His45, Asn18-Ser49, and Ala19-Ser49) occur while Glu17-Ser49 (in the OS
state) contact still persists (Fig. 2.12B). We suggest that binding of NADPH, which
is required for THF to be released, assists in the formation of contacts between Met20
loop and βF-βG, and between Met20 loop and α2. Only after these contacts are
established the contact between Glu17-Ser49 ruptures (Fig. 2.12B). Upon rupture
of the Glu17-Ser49 contact, the Met20 loop slides back to its closed conformation,
and THF is released.
The simulations also show coordinated motions among the three loops in the
loop subdomain during the OS→CS transition (see the right side of Fig. 2.9). From
the analysis of the time-dependent changes in the distances between a number of
residues we conclude that βF-βG loop stretches the Met20 loop by forming a number
of contacts (Gly15-His124 ,Met16-Glu120, Met16-Gly121, Met16-Asp122, Met16-
Thr123, Glu17-Gly121, and Glu17-Asp122) with the Met20 loop. In concert with
these events the strain imposed on the Met20 loop by the βG-βH loop is released
by rupture of contacts (Trp22-Ser148, Trp22-His149, and Asn23-His149) with the
Met20 loop. The pull (by the βF-βG loop) and push (by the βG-βH loop) action on
the Met20 loop must take place before the Met20 loop slides back to its conformation
on the CS state (Fig. 2.7B). These results show that the pathways in the OS→CS
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transition are not the reverse of what transpires during the CS→OS transition. The
structural changes in the Met20 loop and the concerted motions of a number of
residues that drive these changes are shown on the right side of Fig. 2.9.
2.4.6 Transition state emsemble
We have used the global RMSD (∆G) as a surrogate reaction coordinate to
determine the structures of the transition state ensemble (TSE). We assume that
the transition state (TS) for a molecule is reached for the first time at tTS, if
|∆CGS(tTS)−∆OGS(tTS)| < ε(= 0.5Å) is satisfied. Our criterion places the transition
state equidistant (in terms of the global RMSD) from the CS and OS. Comparison
of the contact maps (data not shown) for the TSE, CS, and OS shows that both the
transitions exhibit major changes more with respect to the starting than the ending
state. The largest changes between the CS and OS states, which take place in the
Met20 and βF − βG loops, occur before the transition state is reached.
The heterogeneity observed in the dynamics of the CS→OS transition is also
reflected in the distribution P (tTS) of the transition time tTS (Fig. 2.11A). Surpris-
ingly, P (tTS) is approximately uniform in the CS → OS transition (Fig. 2.11A).
As a result, the TSE structures are much less heterogeneous in the forward than
in the backward direction (Fig. 2.11C). However, the spread in tTS is broader in
the forward direction compared to the backward direction. From the TSE we can






Figure 2.11: Characteristics of the transition state ensemble (TSE). (A) and (C)
show the distribution of transition times P (tTS) for the forward and reverse tran-
sition, respectively. (B) and (D) represent the distributions P (q‡) of q‡ (see Eq.
2.2) for the CS→OS and OS→CS transitions respectively. In both cases the TSE is
broad. However, the width of the TSE (inferred from P (q‡)) in the reverse direction
is larger. The fluctuation <q
‡2>−<q‡>2
<q‡>2
is 0.2 for CS→OS and 0.6 for OS→CS.
where ∆‡ = (∆CG(tTS) + ∆
O
G(tTS))/2, max(∆
‡) and min(∆‡) are the maximum and
minimum values of ∆‡ respectively. If q‡ is close to 0 (1) then the most probable TS
is starting (ending) allosteric state. For the CS→OS transition the average value of
q‡ is 0.66 (Fig. 2.11B) which implies that the TSE structures are more OS-like (see
the average TS structures in Figs. 2.6 and 2.10). Although the distribution P (q‡) for
the OS→CS is very broad (Fig. 2.11D) the most probable q‡ is closer to the CS than
to the OS. Thus, in both the transitions the average TSE structures resemble the
high energy allosteric states. This observation supports the recent inferences drawn
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from the NMR relaxation time measurements [3] that the high energy conformation
is populated (in the pre-equilibrium sense) in the both the allosteric states. From the
Hammond postulate it follows that the TSE structures should resemble the high free
energy states in accord with the present simulation results. Surprisingly, we further
predict that the TSE structures for the OS→CS transition is conformationally much
more heterogeneous than in the forward direction (Compare Figs. 2.11B and 2.11D).
2.5 Residues in the AWD code for ligand binding and dynamics
The SCA predicts a number of residues that are expected to be relevant either
in the motion of DHFR or in the function (Fig. 2.2A). Some of the residues in the
network are related to cofactor binding and interaction with the active site while
others are directly involved in accommodating the motion of the Met20 loop during
the CS→OS transition. For example, SCA identified Leu28, Ala29, and Ser63 (Fig.
2.2) all of which are involved in ligand binding or binding-involved dynamics. The
amino acid at location 29, which in E. Coli DHFR is Ala, is in contact with His28
show isomerization between two isoforms of the apoenzyme [13]. In L. casei enzyme
the conversion between the isoforms occurs only for the folate-bound complex while
in human DHFR there appears to be only conformation in the methotrexate (MTX)
DHFR complex [13]. The importance of Ser63 in maintaining hydrogen bond with
NADPH was noted in the molecular dynamics simulations [14, 15]. Similarly, Asp27
is involved in hydrogen network with DHF in the active site [77]. The network
predicted by SCA also contains Ile60 and Leu62 both of which have been recognized
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to be dynamically involved in interactions with Met20 loop. SCA also suggests that
Ile94 and Gly97 should play a role in the function of DHFR. Because SCA cannot
assess the importance of absolutely conserved residues it is likely that neighboring
residues Gly95 and Gly96 may be relevant in the reaction cycle of DHFR [14, 15].
It is noteworthy that the SCA identified a network of residues in the helical region
α2 in the adenosine binding domain as being important. The present simulations
show that the critical sliding motion of the Met20 loop along α2 completes the
allosteric transitions. Mutations in the region (Ile41-His45), that is far from the
active site, have great influence on the forward hydride transfer reaction without
affecting cofactor binding [16, 17]. It appears that the predictions of the SCA
can be rationalized in light of a number of experimental and theoretical studies
that have identified the importance of concerted motions among a sparse network
of residues on the reaction cycle of DHFR. The sequence-based approach fails to
identify key residues (Gly121 being the most important) which apparently plays a
role in catalysis [59].
2.6 A small fraction of OS (CS) is present under equilibrium condi-
tions in the CS (OS) state
Although the dominant basin of attraction corresponds to a unique native
folded state enzymes can sample other conformations, albeit not frequently, through
thermal fluctuations. Some of the conformations that are sampled in the ensemble
of the equilibrated CS can correspond to the structures in the OS [3]. Allosteric
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Figure 2.12: Dissection of the local changes in the kinetics in CL (CS→OS) and WT
(OS→CS). (A) Time-dependent changes in the distances between select residues
from the Met20 loop and α2 for the CS→OS transition in the CL. The transition
is from CS→OS. (B) Same as (A) except these represent changes that occur during
the OS→CS transition for the WT.
mechanism based on the preexisting equilibrium [82] is qualitatively different from
the induced-fit model [83] which posits that the conformational transitions in the CS
state occur only after the ligand binds. Indeed, several experiments, including the
recent reports on DHFR [3], suggest that a small population of OS conformations
are in equilibrium with the CS structures. Similarly, we expect that CS structures
should be accessible when the molecule is predominantly in the OS.
In order to probe the validity of the conformational selection model [82] we





Figure 2.13: Sampling of OS (CS) in CS (OS) state. (A) Distribution of P (∆∆G),
calculated using an ensemble of equilibrated conformations in the CS, as a function
of ∆∆G (Eq. 2.3). The negative regions represent sampling of conformations that
resemble the OS. (B) Same as (A) except P (∆∆G) is obtained from an ensemble of
equilibrated structures in OS state. Under equilibrium conditions a minor popula-
tion ∼ (1− 3)% of the product-like structures are present. The displayed structure
in (A) is OS-like while the one in (B) is CS-like.
where ∆OSG is the equilibrium RMSD of conformations in the CS with respect to the
OS structure, and ∆CSG is the corresponding RMSD with respect to the CS structure.
If DHFR is in the CS without ever sampling the OS-like structures then we expect
that ∆CSG ≈ 0. As a result, P (∆∆G) should be identically zero whenever ∆∆G < 0.
Thus, the observation of negative values of ∆∆G is an indication of preexisting OS-
like structures even under equilibrium conditions that favor CS (Fig. 2.13A). Figure
2.13A (Fig. 2.13B) shows that P (∆∆G) is non-zero for a small range of negative
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(positive) ∆∆G in the ensemble of CS (OS). The population of the micro species
CS (OS) in the OS (CS) basin is ∼ 3% (∼ 1%). Surprisingly, these estimates are
similar to the values reported by Boehr et al. [3]. The presence of higher energy
species also suggests, in accord with the Hammond postulate that the TS structure
should be OS-like in the CS→OS transition. This inference, which follows from the
conformational selection model is in accord with our simulations. We predict that
mutations that destabilize either the CS or the OS will affect the kinetics of the
allosteric transitions.
2.7 Concluding Remarks
From the perspective of allostery, it is not surprising that communication be-
tween residues that are spatially well separated facilitates the CS→OS transition
[67]. We have used sequence-based method to identify a network of mechanically
important residues that could control the kinetics of conformational transitions.
The residues in the network are dispersed both in the adenosine binding and the
loop domains. Coordinated motions among these residues and others control the
structural transitions, and perhaps the forward and backward hydride transfer re-
action. Surprisingly, several of these residues are not strongly conserved although
their chemical character are often preserved across the various species. Hydride
transfer experiments on the wild type DHFR and its mutants [6, 18] have already
pointed out the importance of many of the residues in the network. In addition, all
atom molecular dynamics simulations [14, 21] and NMR experiments [13, 3] have
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implicated the key role of the network residues in the dynamics of DHFR. Although
it is difficult to unambiguously establish a direct link between the DHFR motions
(equilibrium or dynamic) and hydride transfer reaction [7], the perturbation of these
residues will affect magnetic resonance relaxation dispersion.
The kinetics of the allosteric transitions in the forward (CS→OS) and the re-
verse (OS→CS), using the SOP model, reveal in great detail the order of events
that results in the movement of the Met20 loop. In the forward direction, several
contacts in the CS state rupture and new ones form in the OS. The concerted ki-
netics associated with these contacts, most of which are associated with the Met20,
βF-βG, and βG-βH loops facilitate the sliding motion of the Met20 loop so that
it occludes the active site (Fig. 2.1). Surprisingly, the pathways in the OS→CS
transition are not the reverse of the forward reaction. In particular, the interac-
tions between Glu17-Ser49, whose rupture facilitates the sliding of the Met20 back
to its CS position, persist till late in the OS→CS transition. In the forward direc-
tion, Glu17-Ser49 contact occurs late for the sliding motion of Met20 along α2 to
take place. The broad transition state region, both in the forward and backward
directions, attests to the inherent plasticity of enzymes in general, and DHFR in
particular. These results support the notion that mutations that inhibit the equilib-
rium fluctuations leading to the population of the minor species can adversely affect
the rates of hydride transfer reaction. Indeed, the observed decrease in the hydride
transfer rate in G121V has been rationalized using this picture [59].
Of particular importance is the link between the present studies and the recent
NMR relaxation measurements Boehr et al. [3] which showed that, at equilibrium,
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there is a small percentage of OS structures in the ensemble of CS conformations.
Similarly, when DHFR is in the OS state dynamical fluctuations populate a small
(∼ (1 − 3)%) of CS structures. Our simulation results are in accord with the
NMR experiments [3]. These results support the emerging notion that in enzymes
conformations resembling the cofactor-bound structure is already present in the
apoenzyme. The cofactors dynamically funnel the minor populations so that the
equilibrium shifts to the haloenzyme. The present simulations show that such con-
formational fluctuations occur on µs time scale. Because of the simplicity of the
SOP model the estimated time scale should be taken as a lower bound. The ability
to access the higher free energy states on (µs-ms) time scale is a consequence of the
conformational heterogeneity of the enzyme which leads to low barriers separating
the relevant kinetic states. In DHFR, this is reflected in the broad TSE with het-
erogeneous structures that results in a broad distribution of crossing times between
the allosteric states.
We also obtained the temperature (T ) dependence of the rates of the forward
and reverse transition for the WT and the forward transition for the CL. The rates
were computed by fitting the time dependence of < ∆G(t) > for T in the range
285K < T < 315K. The averaging is performed using 20 trajectories. We find
that the three rates follow the Arrhenius behavior. Because the SOP is a coarse-
grained model the activation barrier is severely underestimated. Nevertheless, the
results show that the rates of the allosteric transitions are enhanced as T increases.
To the extent the enzyme motion is linked to the hydride transfer from NADPH
to dihydrofolate, we can conclude that such motions must facilitate catalysis [84].
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Needless to say that altering T also changes reorganization free energies of the
solvent which could be a dominant factor in determining the catalytic rates [7, 80].
The SOP model, which was introduced to carry out simulations of large sys-
tems [35, 52], does not include a number of relevant interactions. Most notably, the
lack of explicit model for hydrogen bonds, prevents us from examining their role in
the allosteric transitions. The role the network of hydrogen bonds of DHFR plays
in affecting the CS→OS transition can only be vicariously gleaned using the SOP
model. On the other hand, the major advantage of the SOP model is that long
time simulations for a large number of trajectories can be carried out. Indeed, the
non-trivial prediction that the coordinated motions of specific residues throughout
the structure trigger the movement of the Met20 loop is amenable to experimen-
tal tests. The non-conserved residues identified in this work can form the basis of
future mutagenesis experiments. We believe that a combination of computational
methods (sequence-based technique, coarse-grained and all atom MD simulations),
and NMR, single molecule, and biochemical experiments are needed to fully dissect
the interplay between enzyme motion and catalysis.
2.8 Method
In order to identify the residues that are involved in transmitting allosteric
signals, we used our formulation [45] of the SCA introduced by Lockless and Ran-
ganathan [26, 69, 70]. Using PSI-blast, we obtained 501 sequences that align with
the DHFR sequence from PDB 1RX7. With clustalW, we realigned these sequences
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Figure 2.14: Multiple sequence alignment of DHFR family. 426 sequences are
aligned, and the cutoff f = 0.35 is used to obtain sub-alignment.
and manually removed sequences that are too long or too short to cause long gaps in
the MSA. The resulting 426 sequences were used to build up the multiple sequence
alignment for SCA.
The subsets of the MSA were built up using the 426 sequences with a cutoff
value of f = 0.35. According to central limit theorem, Eq. 1.3 and Eq. 1.4 must
be satisfied when the size of the subalignment N ·f is large enough. We took the
difference of 〈∆G〉f and σ2f , and found when f < fc = 0.35, these differences change
significantly, which indicates the large number law is no longer satisfied.
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Figure 2.15: Central limit theorem is used to decide a cutoff value f for the subsets
of MSA. 〈∆G〉f and σ2f are plotted in (a) and (b). In (c) and (d), the differences of
〈∆G〉f and σ2f are plotted. At f < fc = 0.35, both 〈∆G〉f and σ2f start to deviate
greatly from the values in MSA.
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Chapter 3
Promoter melting triggered by bacterial RNA polymerase
3.1 Overall goals:
Transcription initiation is the first step in gene expression. The DNA-dependent
RNA polymerase is the key enzyme in the transcription of the genetic information in
all organisms [85]. It is essential to understand how RNA polymerase facilitates the
transcription initiation. In recent years, structural studies have revealed the nature
of the RNA polymerase initiation complexes [86, 87, 88, 89, 90, 40, 41, 91, 92]. To
understand the dynamics of the transcription initiation, biochemical and generic ex-
periments in various transcription conditions have been done to trapped RNA poly-
merase in the intermediate states [93, 37, 94]. Besides, single-molecule techniques,
including single-molecule fluorescence (FRET) [95, 72], and magnetic tweezers (MT)
[96] have been employed to probe the kinetic processes during the transcription initi-
ation. The great challenge we face now is to connect the kinetics with the structural
characterizations to understand the various conformational transitions in the initi-
ation process. In this chapter, we focus on the transcription initiation triggered by
bacterial RNA polymerase (RNAP), which shares considerable sequence and even
more structural homology with its eukaryotic counterparts, e.g. RNA polymerase II
(Pol II), and discuss recent progress in transcription initiation study achieved using
both experimental and theoretical tools. Finally, I highlight some of the unsolved
58
questions and ongoing debates.
The outline of the chapter is the following: in section 3.2, we describe the
transcription cycle of RNAP. In section 3.3, we focus on the transcription initiation
step, and present the available structures of RNAP initiation complexes. In section
3.4, we review mutagenesis experimental results. In section 3.5, we present the
results of a recent study of promoter melting using Brownian dynamics simulation.
In section 3.6., we discuss the the fresh insights into the means by which RNAP
forms transcription open complex (RPo) and conclude the simulation results. In
section 3.7, we discuss various aspects of the Hamiltonian switching method.
3.2 Transcription cycle of RNAP
RNAP transcription cycle can be roughly divided into three major steps [97]
(see figure 3.1), initiation, elongation and termination. All of the three steps are
vastly complex, and include multiple intermediates. In the following, we describe
the main intermediates in transcription cycle using RNAP as an example. During
initiation, RNAP core-enzyme first associates with an co-enzyme called σ factor (Pol
II requires multiple transcription factors) to form initiation-competent holoenzyme;
σ factor is responsible for specific recognition of promoter DNA from a vast excess
of non-promoter DNA by RNAP [98], and mediates the interaction of RNAP with
promoter DNA and formation of a closed RNAP-promoter DNA complex (R·Pc).
R·Pc is in equilibrium with R·Po, a open RNAP-promoter DNA complex, in which
the promoter DNA in vicinity of the transcription start site (from -10 to +2 site
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Figure 3.1: Transcription Cycle of RNAP
with +1 denotes the transcription start site) becomes single stranded and forms
transcription bubble. R·Po then enters abortive initiation in which multiple short
transcripts (about 2-12 nucleotides in length) are synthesized and released. Abortive
initiation continues until a transcript is elongated so transcription initiation can pro-
ceed. At this stage, σ factor is released and RNA transcription elongation complex
(TEC) is formed. During elongation, nucleotides are added to TEC and the RNA
transcript grows when RNAP translocates towards DNA downstream end with oc-
casional backtrackings and pauses. At the end of elongation, the newly synthesized
RNA is released and RNAP dissociates from the DNA and the transcription is
terminated.
Among these highly regulated stages, the most complicated may be the ini-
tiation process because it involves promoter recognition, DNA unwinding and the
formation of transcription bubble inside the RNAP, where RNA synthesis occurs.
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The transcription initiation reaction pathway can be summarized as [99, 100]
R + P⇀↽R·Pc⇀↽R·Po⇀↽itc≤12→TEC, (3.1)
where R is RNAP, P is the promoter DNA (Fig. 3.5(a)), R·Pc and R·Po are the
closed and open complexes (Fig. 3.5(b)), respectively. itc≤12 is the abortive initia-
tion complex with transcript size ≤ 12nt, and TEC is the transcription elongation
complex.
3.3 Structures of RNAP
Figure 3.2: Top views of RNAP (left) and Pol II (right). Crystal structures for
RNAP and Pol II are from Taq RNAP core enzyme(PDB 1HQM), and Pol II from
yeast (PDB 1I3Q). The core enzymes of RNAP and Pol II have the crab-claw shape.
In the middle, a crab claw is shown for comparison.
Transcription initiation triggered by RNAP is carried out by RNAP holoen-
zyme (holo), which comprises core RNAP (core) plus the initiation specific subunit
σ [101, 98]. The core enzyme is a five-subunit complex α2ββ
′ω, and has a crab-claw
shape and a molecule weight of ∼ 400kDa [87]. Subunits β and β′ are two “pin-
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cers” of the crab-claw, whereas subunits αI, αII, and ω form the back wall of the
crab-claw. From the back of to the tip of the claw, RNAP is about 150 Å long, 115
Å tall and 110 Å wide. Between the two pincers, an internal DNA binding channel
of ∼ 27 Å in diameter exist, and the enzyme active site is located on the back wall
of the channel. RNAP share the crab-claw shape structure with Pol II, which has a
similar molecule weight of ∼ 500 kDa. In Pol II, the equivalent structural units for
the pincers are subunits Rpb2 and Rpb1, and for the back wall are subunits Rpb3,
Rpb11, and Rpb6 (see Fig. 3.2). The active site of the two enzymes are highly
conserved and the folds are essentially the same.
Figure 3.3: Coenzyme: σ factor
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The σ subunit is the key regulator of bacterial transcription and is required
for promoter-specific initiation of transcription [101, 98]. A primary σ70 factor (also
called “housekeeping” σ factor), transcribing most of the genes in growing cell,
comprises four major domains, σ1.1, σ2, σ3, σ4, connected by flexible linkers [98, 102].
In the holoenzyme, σ factor binds to the core and the complex is relatively stable
through specific contacts between all of the four domains as well as the linkers to
the core. On the other hand, the interaction between σ and the promoter DNA is
formed between σ2 and σ4 and the −10 and −35 elements of promoter DNA (see
Fig. 3.3 (b)-(c)). Two crystal structures, both from Darst group, give insight into
the function of σ on binding of holo to promoter DNA [102, 91]. The first is a
complex of isolated σ4 with -35 element of promoter DNA, showing a 36
o bending
of DNA around the -35 element upon binding to σ4 [102]. The second is T .Aquatics
RNAP holo complex with fork-junction promoter DNA, in which promoter DNA is
double stranded from -41 to -12 and single stranded non-template DNA from -11 to
-7 [91].
Genetic studies indicate that , σ2 and σ4 are the most conserved domains in σ
[103]. σ1.1 is poorly conserved in sequence but retains the acidic characteristics which
helps to autoinhibit the promoter recognition by free σ factor. Highly conserved
aromatic and basic residues in region 2.3 and 2.4 of σ2 interact with -10 element,
which suggest σ2 is essential for σ function such as core binding, promoter DNA
recognition and melting. σ3 interacts with extended -10 element, and stabilizes
the melted single-stranded DNA. It is concluded that σ1.2-σ3.1 contain all that is
necessary and sufficient for basic σ factor functions.
63
Based on a variety of structures for RNAP, two groups modeled the holo in
R · Po [91, 40]. By fitting elements of B-form DNA (-60 to -37), DNA from the 2.4
Å-resolution structure of the σ4/-35 element complex, DNA from the RNAP-fork-
junction DNA complex structure, and the ternary elongation complex model, Darst
and coworkers determined the relative positioning of the promoter DNA inside the
active site channel in R · Po [91]. Ebright and coworkers used systematic FRET
to determine the docking distance between promoter DNA and RNAP [40]. The
structural models constructed by both groups are essentially identical except that
Mekler et al were able to identify the position of σ1.1 which was not present in
available crystal structures of RNAP. In R·Pc, σ1.1 was found to locate in the active-
site channel, but it was displaced outside in R·Po [40].
3.4 Experimental results
RNAP structural models for R·Pc and R·Po demonstrate major conformational
changes of promoter DNA and RNAP. A number of experimental studies suggest
that the promoter DNA is double stranded in R·Pc but melts between -12 and +2
in R·Po. For RNAP, because the diameter of RNAP active channel is narrower than
the diameter of double-stranded DNA in both R·Pc andR·Po, entry of DNA into the
RNAP must require conformational changes around the active-ste channel. On the
other hand, σ1.1 must move out from the active-site channel. The proposed melting
of the promoter DNA raises a number of interesting questions that are difficult to
answer using experiments alone. (1) What is the mechanism of RNAP induced DNA
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melting? (2) What are the sequence of events in the conformational transitions from
R·Pc → R·Po?
Figure 3.4: Adapted from Fig 13.6 in [104]
Using DNase and the single-strand selective reagent potassium permanganate
(KMnO4), foot-printing experiments (Fig. 3.4) are utilized to identify the interme-
diate species of RNAP in transcription initiation [93, 37, 94]. By varying transcrip-
tion conditions such as temperature, concentration of Mg2+ or nucleotides, RNAP
is found to establish partial opened transcription bubbles with strand separation
occurs from -12 to sites upstream of +2. All of the partial opened transcription
bubbles involve upstream region from -12, which suggested that promoter melting
initiates from -10 region and propagates downstream [94].
Scanning force microscope images of the E. coli RNAP complex with lambda
PL promoter reveal bending of DNA in R·Po [42, 43, 44]. Along with the genetic
study and footprinting experiments, the following picture of the transcription bub-
ble formation has been postulated. Binding of the subunit σ2.3 of the transcription
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factor to the -10 element of the promoter DNA (Fig. 3.5(b)) results in local melting,
which results in the nontemplate strand being stabilized by σ2.3 (Fig. 3.5(b)). In
addition, local melting renders the promoter DNA flexible, thus facilitating its en-
try into the active channel. The R·Po structure further suggests that the promoter
DNA bends into RNAP active channel to form the transcription bubble [42, 43, 44].
However, based on the crystal structure of RNAP holoenzyme from Thermus ther-
mophilus, it was proposed that the β-subunit loop and σ-subunit α-helix obstruct
the promoter DNA’s pathway to the binding sites. It was argued that the β-subunit
loop serves as a “gate” that allows only single stranded DNA to go through, and the
“gate” stabilizes the DNA orientation to favor melting [92]. Although the structural
models provide plausible hypothesis of the transcription bubble formation, dynami-
cal studies are required to describe the conformational changes that accompany the
R·Pc → R·Po transition.
3.5 Theoretical approaches
We use the structural models for R·Pc and R·Po [91] from bacterial T. aquati-
cus to address the following questions: (a) What are the steps in the transcription
bubble formation, and (b) What is the nature of RNAP dynamics that enables
the downstream dsDNA entry into the enzyme? To answer these questions, we
performed Brownian dynamics simulations of the R·Pc → R·Po transition using a
coarse-grained self-organized polymer (SOP) model [35]. With the reduced descrip-
tion of the RNAP-DNA complex we performed detailed simulations of the kinetics
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Figure 3.5: Structural models for the promoter DNA and RNAP. (a) Schematics of
the base-pairing between the template (green) and non-template (yellow) strands
of the promoter. Nucleotide positions are numbered relative to the transcription
start site, +1. DNA segments that interact with RNAP, -35 and -10 elements, are
in red shaded squares. (b) Structural models on top correspond to R·Pc (left) and
R·Po (right) and are color-coded as β cyan, β′-magenta, σ-orange, αI, αII, and ω-
gray, DNA nontemplate strand-green, and template strand-yellow. The β subunit
is removed to show the interactions of the promoter with the σ subunits (bottom
left) and the transcription bubble structure on the bottom right, while on the top
row it is shown in full opacity for reference.
of the R·Pc → R·Po transition by generating a number of trajectories. Transcription
bubble forms in three distinct steps. In step I, the region near the -10 element on
the promoter DNA melts. In step II, the promoter DNA scrunches into the RNAP
active channel to form a transcription bubble, while in step III the downstream
DNA bends. Bending of the DNA is a result of downstream DNA relaxation, and
occurs only after unwinding of the dsDNA. We also show that the widening of the
channel needed to accommodate the dsDNA entry into the active channel requires
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transient expansion of key structural elements in the β subunit of RNAP, which im-
plies that the internal enzyme dynamics plays an important role in the R·Pc → R·Po
transition.
3.5.1 A network of contacts trigger the promoter melting.
The structures of the RNAP-DNA complexes used in this work [91] have 3122
residues and 150 nucleotides. The holoenzyme has 6 subunits: αI (Ala6-Glu229),
αII (Ala6-Phe225), β (Ala2-Ala1116), β′ (Ala3-Ala1499), ω (Ala2-Ala93), and σ
(Ala93-Ala438) (Fig. 3.5). The promoter DNA has 75 base pairs, -54 to +21,
labeled with respect to the transcription start site +1 (Fig. 3.5a). In R·Pc, the
promoter DNA “sits” on the top of RNAP (Fig. 3.5b) and forms stable interactions
between the σ subunit and the -10 and -35 regions. Despite the low-resolution
nature of the models, the dynamics reveal key structural changes that occur during
the R·Pc → R·Po transition. Several contacts between DNA -10 element and the
subunit σ of RNAP rupture, in particular, the contacts involving nucleotides -12 to
-8 on the template strand (Fig. 3.6). Formation of contacts between nucleotides -3
to +5 on the non-template strand and the β subunit (Fig. 3.6), nucleotides -9 to
+1 on the template strand and the β subunit (Fig. 3.6), and nucleotides +1 to 7
on the template strand and the β′ subunit(Fig. 3.6) stabilize the R·Po state.
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Figure 3.6: Contact map of RNAP complex with DNA. The vertical axis gives the
nucleotide index in the promoter DNA and the horizontal axis is the domain par-
titioning of RNAP. The 5 subunits of RNAP, αI, αII, β, β′, and σ, are labeled
underneath the residue axis. The contacts between RNAP and the DNA nontem-
plate strand are shown on the left panel and the contacts between RNAP and the
DNA template strand are shown on the right panel. In both cases, red triangles rep-
resent the contacts that exist in R·Pc but not in R·Po, and the gray circles represent
the contacts that exist in R·Po but not in R·Pc.
3.5.2 R·Pc→R·Po transition trajectories partition into fast (efficient)
and slow (inefficient) tracks:
The global nature of the R·Pc→R·Po transition is monitored by the time de-
pendent changes of the root mean square deviation ∆C(t) (∆O(t)) of the DNA
with respect to the closed (open) value. The transition times, τms, calculated using
|∆C(τm)−∆O(τm)| < ε = 0.1 Å, were used to partition the set of 30 trajectories
into fast and slow processes (Figs. 3.7(a-c) ). In the fast routes, ∆C(t) (∆O(t))
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increases (decreases) very rapidly (Fig. 3.7 (a)), which indicates (see below) that
upon opening of the DNA base pairs the transcription bubble forms efficiently. In
contrast, in the slow routes, long-lived metastable states, which are indicated by a
plateau in ∆C(t) (∆O(t)) (Fig. 3.7 (b)), are populated. The base pairs open by a
complicated pathway resulting in a decreased efficiency in the transcription bubble
formation.
What is the origin of the differences between the fast and slow trajectories?
To answer this question, we examined the time-dependent conformational changes
of the promoter DNA, which we describe using the distances, di(t), between the two
complementary nucleotides of each base pair in the promoter DNA. Here, di(t) =
|~rTi (t) − ~rNTi (t)| where ~rTi (t) and ~rNTi (t) are the positions of the ith nucleotide on
the template and the non-template strands, respectively. Since the transcription
initiation site is at i = +1 and the transcription bubble forms between i = −12
and +2 [99] , we computed di(t) for four representative base pairs, -11, -7, -3, +2
to describe the transcription bubble formation. In the R·Pc state, di(t) ≈ 11 Å for
all of the four base pairs, but in R·Po state, di(t) ≈ 18 Å, 48 Å, 53 Å, and 28 Å for
-11, -7, -3, and +2 base pairs, respectively.
3.5.3 Promoter DNA unzips sequentially from -10 element in the fast
track.
Analysis of di(t) in all the fast trajectories shows a consensus sequence of events
during the R·Pc→R·Po transition. Base pair -11 opens first at t∼10 µs, which is
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followed by disruption of interactions in -7 at t∼16µs. In both cases the equilibrium
values corresponding the structure in R·Po is reached rapidly (Fig. 3.8). At t∼24µs,
the -3 pair rips and the distance between the nucleotides attains the value in the
R·Po state. The distance d+2(t) fluctuates between 11 Å and 30 Å, and reaches 30
Å immediately after base pair -3 opens. The opening of the upstream base pairs
favor the rupture of the downstream neighbors, which establishes that the base pairs
from -12 to +2 rupture abruptly in a sequential manner by an unzipping mechanism.
Complete analysis of all the di(t)s shows that sequential unzipping starting from the
-10 site leads to rapid transcription bubble formation.
3.5.4 Initial base pair opening away from the -10 element results in
slow R·Pc→R·Po transition.
Although promoter recognition sequences are localized in the -35 and -10 re-
gions, melting of the base pair can in principle occur stochastically. However, as seen
in the fast trajectories for the transcription bubble to form efficiently, rupture must
start from the -10 element. In some trajectories, multiple base pairs melt nearly
simultaneously in a non-sequential process, which greatly impedes the transcription
bubble formation. Fig. 3.8 shows that in one of the slow trajectories, rupture of
base pairs -3 and +2 compete with the opening of the base pair -7. At t∼ 40µs,
base pair -7 remains intact while the downstream base pairs -3 and +2 rip as seen
in the increase of d−3(40 µs) and d+2(40 µs) from 11 Å to 40 Å and 11 Å to 50
Å, respectively (Fig. 3.8). At longer times, the base pairs -3 and +2 backtrack as
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Figure 3.7: Diversity of routes during the R·Pc→R·Po transition assessed by root
mean square derivation as a function of time. (a) Ten fast trajectories with mean
relaxation time τm < 30µs (see text for defination of τm). (b) Five slow trajectories
with τm > 50µs. (c) Five super slow trajectories with τm >> 50µs. In all panels
black (red) curve gives RMSD with respect to R·Pc (R·Po).
shown by the decrease in d−3 and d+2 to 11 Å, the value in the R·Pc state, resulting
in the “reseting” of the initial state, which leads to melting of the -7 base pair.
Subsequently, melting of the base pairs occur sequentially, which is manifested in
the increase of di(t) to the values in the R·Po state.
We also observed trajectories in which DNA retains double stranded form for
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Figure 3.8: Dynamics of transcription bubble formation. (a) Distance between
complementary nucleotides of the base pairs in the bubble region as functions of
time for a representative fast trajectory. Cyan, red, black and blue lines correspond
to di(t) for base pairs -11, -7, -3 and +2, respectively. Structures of the RNAP
complex at t=12µs, 16µs, and 24µ during the development of the transition bubble
are shown. (b) Same as (a) except the results are for one of the slow trajectories.
The reforming of prematurely opened base pairs -3 and 2 (black and blue curves
respectively) is highlighted in the shaded region. The structures sampled during the
R·Pc→R·Po transition are hightlighted. In both (a) and (b), the arrows indicate the
starting and ending states.
a relatively long time (3.9). Analysis of the distances dit show that all of the four
base pairs -11, -7, -3 and +2 melts all at once, however, none of the base pairs is
able to further melt and separate. The all or none behavior of the bubble formation
is inefficient in forming transcription bubble.
Taken together, the data show that the rapid formation of the transcription
bubble requires sequential unzipping from the -10 element. The importance of the
-10 element in initiating the base pair opening can be related to its interaction with
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Figure 3.9: Distance between complementary bases in the bubble region as functions
of time for a representative super slow trajectory. Snapshots of RNAP complex
structure at t=8µs and 40µs are shown. The color scheme is the same as the in
Fig.3.8.
the RNAP through the subunit σ, which is well known to be essential for DNA
melting and subsequent stabilization of the initial transcription bubble [97].
3.5.5 The transcription bubble formation in fast trajectories occurs
in three steps.
We used the time-dependent distance changes between the ith (jth) nucleotide
on the promoter sequence and jth residue on RNAP, dij(t) = |~ri(t) − ~rj(t)|, ~ri
(~rj) is the position of the i
th nucleotide (residue), to identify three steps in the
transcription bubble formation process. The overall dynamics associated with the
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bubble formation is assessed using d−1(t), which on an average (black line in Fig.
3.10 (a)) occurs in about ( 30-40 ) µs. However, there is heterogeneity in the
individual trajectories. Dissection of the events leading to the increase in d−1(t) from
about 11 Å at t=0 to 55 Å at t≈ 35µs shows that transcription bubble formation
occurs in three major steps.
Step I: The -10 element melts locally. The decreases in d−12′,Mg2+(t) (the
prime refers to the base pair number on the NT strand) (Fig. 3.10 (b)) shows that
the nontemplate strand moves towards the active region of the enzyme (amino acids
around the Mg2+ ion). In this stage, d−12,+21 also decreases (Fig. 3.10 (b)), but in
contrast to d−12′,Mg2+(t), the changes in the conformations of +21 base pair relative
to the RNAP continues to evolve throughout the transcription bubble formation
process (see below). Compared to the time needed for the bubble opening (Fig.
3.10 (a)), the characteristic time associated with the decrease of d−12′,Mg2+(t) (t∼16
µs) is short, and is the major feature of step I. Although the template strand of
the promoter DNA also moves synchronously in this step (data not shown), the
dynamics of such a process lasts over the entire duration of bubble formation(at
t∼35 µs). Therefore, we do not consider the movement of the template strand
as a major feature of step I. The correlated movement of the nontemplate and
the template strands is consistent with the assumption that local melting of DNA
in the -10 element renders it flexible. In addition, the observed stabilization of the
nontemplate strand in step I agrees with the experimental finding that the conserved
aromatic residues of subunit σ are positioned to recognize and stabilize the exposed
nontemplate strand [105, 106, 107]. Loss of base pair interaction upon melting of
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the -10 base pairs (TATAAT) results in the formation of favorable interaction of
adenine or thymine nucleotide with the aromatic side chains (Phe248, Tyr253, and
Trp256) on σ2.3 subunit as well as electrostatic interactions between DNA and the
enzyme.
Step II: DNA scrunches into the RNAP active-site channel and
forms a bubble. The transcription bubble starts to grow from the -10 to +2
base pair as the promoter sequence unzips (Fig. 3.10). The bubble region quanti-
fied in terms of center, d−1(t) increases from 11 Å to 55 Å, the value in the R·Po
state, which implies that in this step unwinding of the promoter DNA and strand
separation occurs. Meanwhile, the distance between the -10 element and the down-
stream edge of the promoter DNA (base pair +21) decreases from 110 Å to 55 Å
(see the V-shape d−12,+21 in fig. 3.10(c)). The observed decrease in Fig. 3.10 (c)
during step II is reminiscent of the scrunching mechanism (SM) proposed for the
R·Po→R·Pitc based on single molecule FRET experiments. According to SM, in
each cycle of the abortive initiation, RNAP pulls the downstream DNA into the
active channel and past its active center without substantial change in the enzyme
conformation [96, 95]. Although the R·Pitc transition formation occurs only after
the completion of the R·Pc→R·Po transition, the scrunching mechanism appears to
also drive the formation of the transcription bubble (see below).
Step III: Downstream DNA bends. In the final stage, the downstream
DNA bends to release the strain accumulated during the promoter DNA opening.
The strain release results in the increase in d−12,+21(t) after the decrease in step
II (Fig. 3.10 (c)). In addition, DNA bends and kinks in the downstream region,
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which is captured by the time-dependent changes in the angle, Ψ(t) (Fig. 3.10 (d)).
The angle Ψ(t) formed between the interacting sites localized at -35, -12, and +21.
which is relatively constant during step I and II, decreases in step III from ∼150o
to ∼100o, which is the value in the RPo state [42, 43, 44]. The substantial change
in Ψ(t) results in DNA bending.
3.5.6 Scrunching is a universal mechanism in initiation:
To illustrate whether the promoter DNA scrunches into RNAP in the R·Pc→R·Po
transition, we calculated the time-dependent distance changes, dij(t), for the same
sites that are labeled in the FRET study [95, 72, 108, 109, 110] (Fig. 3.11). The
conclusion that during the R·Pc→R·Po, the promoter DNA is scrunched follows
the arguments used in the experimental study [95]. From the decrease in the dis-
tance between the leading edge of RNAP (residue 366 of σ) and the +20 site in
downstream DNA (Fig. 3.11a), it follows that RNAP translocates relative to down-
stream DNA. The lack of distance changes dσ569,−39(t) and dσ569,−20(t) between the
upstream edge of RNAP (σ569) and upstream sites in DNA (-39 and -20) dur-
ing the course of R·Pc→R·Po transition (Figs. 3.11 (b) and (d)) implies absence
of translocation of RNAP relative to upstream promoter sites. Similarly, dσ366,−20
is unchanged during the R·Pc to R·Po transition, which implies that the leading
edge of RNAP is stationary with respect to upstream DNA. Direct measurements
of distance changes between site -15 and +15 on the promoter DNA shows that
d−15,+15(t) decreases by about 5 Å when the R·Pc→R·Po transition is completed.
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Figure 3.10: Three steps (in shaded colors) in the transcription bubble formation in
the fast traectories. (a) The time-dependent increase in d−1(t) is used to assess the
growth of the transcription bubble. The black line shows d−1(t) averaged over several
trajectories, and the individual traces represent the data for a few trajectories. (b)
Average changes in the distance between the nucleotide -12 on the non-template
strand and Mg2+ as a function of time. (c) Ensemble average changes in dij(t)
for i=-12 and j=+21 as a function of t. (d) The time-dependent change in the
angle Ψ between the interaction centers at -35, -10, and +21 shows that only after
transcription bubble forms (see (a)), the dsDNA bend (Ψ decreases in step III, which
is shaded in light blue color). (e) Schematic representation of dynamical processes
in (a)-(d). The sketches from top to bottom correspond to bubble growth (d−1(t)
increase), promoter melting (decrease in d−12,Mg2+(t)), DNA scrunching (decrease
in d−12,+12(t)), and dsDNA bending (decrease in Ψ(t)). On top right are shown the
front view of R·Pc (left) and R·Po (right) structures without the β subunit and a
few relevant nucleotides are labeled for reference.
These results show that, to a large extent, RNAP is fixed on the promoter while the
distances between downstream edge of DNA decrease. The “V” shape portion of
dσ366,+20(t) and d−15,+15(t) (Fig. 3.11 (a) and (e)) shows that the distance changes
associated with leading edge and the specific sites on DNA do not change mono-
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Figure 3.11: Dissection of DNA scrunching during Step II. Structures on the top
right, top view of R·Pc (left) and R·Po (right) structures are shown for reference.
The distances between nucleotides of the promoter DNA and RNAP as function of
time, dij(t) are on the left. In (a) - (d) the red dashed lines (solid green lines) are dij
values in R · Pc ( R · Po) state. (a) Ensemble averaged distance between nucleotide
+20 and the leading edge residue σ366 (numbering as in E. coli). (b) Change in the
distance between the trailing head residue σ569 and nucleotide -39 as a function of t.
(c) Time-dependent change in the distance between the leading edge residue σ366
and the upstream nucleotide -20. (d) Distance between the trailing edge residue
σ569 and nucleotide -20 as a function of t. (e) Average changes in d−15,+15(t) as a
function of t. (f) The sketches from top to bottom capture the distance changes
shown on the left. Structures on the top right, top view of R·Pc (left) and R·Po
(right) structures are shown for reference.
tonically in R·Pc→R·Po transition. The distance changes between labeled sites on
promoter DNA and changes in Ψ(t) (Fig. 3.10 (c) and (e)) show that the “V” shape
of the distances is largely due to the contraction (or scrunching) of the DNA in
downstream region. The subsequent increase in the variables shown in Figs. 3.11
(a) and (e) is due to the DNA bending.
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3.5.7 Active channel of RNAP opens by a “rope-swing” mechanism.
The dynamics of R·Pc→R·Po transition shows how the holoenzyme melts the
promoter sequence, and leads to efficient transcription bubble formation. Despite
the enhanced flexibility of the melted region of DNA, it remains unclear how the
promoter gains access to the binding sites in RNAP. The main DNA binding channel
in the RNAP holoenzyme (10-12 Å in diameter for T. thermophilus and 16-19 Å
for T. aquaticus) is narrow compared to the 22 Å diameter of the dsDNA. [41,
92]. Based on static structure alone, two models have been proposed to explain
how the RNAP channel expands to accommodate the dsDNA. One possibility is
that the repulsive interactions between the negatively charged σ1.1 domain and
the dsDNA result in the opening of the channel [97]. Alternatively, using high
resolution structure of the holoenzyme in the closed state, it has been suggested
that the protruding region of the β-subunit could fit into dsDNA major groove [92].
However, in absence of the crystal structure of the intermediate states during the
transcription bubble formation process or evidence from time-resolved experiments,
the mechanism of opening of the main channel remains elusive. Our simulations of
the transcription bubble formation process suggest that channel opening occurs by
a “rope-swing” mechanism (see below) is triggered by transient movements of the
structural elements of the β subunit.
Analysis of the structures reveals that Ala132-Ser387 region of the β-subunit
makes extensive contacts with the promoter DNA in R·Po but not in R·Pc, which
suggests that this region (referred to as the Rope-Swing (RS) domain) must play an
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essential role in the channel widening process. To dissect the kinetic role of the RS
domain we partition it into the N-terminal globular Swing (S) domain (Ala132-
Arg334) and the Rope (R) domain corresponding to the C-terminal helix-turn-
helix motif (Thr335-Ser387) (Fig. 3.12 (a)). The R domain is the analogue of
the helix-loop-helix fragment in T. thermophilus RNAP [92]. The widening of the
DNA binding channel is facilitated by the displacement of the RS domain as shown
by time-dependent changes in a number of quantities associated with the R, the
S domain and the β′ subunit. The closest distance, R(t), between the R and S
domains, whose value is 14 Å in R·Pc, increases past the value in the final R·Po
state over a “gating” time interval ∆τw that ranges from 19µs to about 28µs (Fig.
3.13 (b)). Over the gating time interval ∆τw the changes in the distance dAB(t) (A
is the center of mass of the RS domain and B is the center of mass of the residues
Ala105-Ala499 of the β′ subunit) as a function of t shows (Fig. 3.12 (c)) a total
increase of 7 Å during the R·Pc→R·Po transition. The 7 Å increase, which occurs
transiently (Fig: 3.12 (b) and (c)), is sufficient to enable entry of the dsDNA. The
change in dAB(t) is also accompanied by an increase of about 8
o in the angle, Ω(t)
(Fig: 3.12 (d)), between A, O, B (O is the center of mass of residues Glu1264 -
Lys1426 in the β′ subunit) at t ≈24µs, which coincides with the increase in dAB(t)
(Fig. 3.12 (c)). Both dAB(t) and Ω(t) decrease after DNA enters RNAP, which
results in a tight grip on the dsDNA. Surprisingly, the distance dOB(t) is almost
constant (Fig. 3.12 (c)). The totality of the results show that channel expansion
occurs predominantly by swinging of the RS domain with the β′ subunit being
stationary.
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Figure 3.12: Dissection of DNA scrunching during Step II. Structures on the top
right, top view of R·Pc (left) and R·Po (right) structures are shown for reference.
The distances between nucleotides of the promoter DNA and RNAP as function of
time, dij(t) are on the left. In (a) - (d) the red dashed lines (solid green lines) are dij
values in R · Pc ( R · Po) state. (a) Ensemble averaged distance between nucleotide
+20 and the leading edge residue σ366 (numbering as in E. coli). (b) Change in the
distance between the trailing head residue σ569 and nucleotide -39 as a function of t.
(c) Time-dependent change in the distance between the leading edge residue σ366
and the upstream nucleotide -20. (d) Distance between the trailing edge residue
σ569 and nucleotide -20 as a function of t. (e) Average changes in d−15,+15(t) as a
function of t. (f) The sketches from top to bottom capture the distance changes
shown on the left. Structures on the top right, top view of R·Pc (left) and R·Po
(right) structures are shown for reference.
To obtain additional insights into the channel widening mechanism, we calcu-
lated the dynamics of the molecular contacts between residues in the RS domain and
the nucleotides in the DNA. Analysis of the structural changes that occur during the
approximate time windows (∆τI (8µs to 17µs); ∆τII (17µs to 24µs); ∆τIII (24µs
to 34µs) characterizing the three steps and during ∆τw provides a molecular picture
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of the fate of the DNA during the transcription bubble formation. The interactions
between upstream nucleotides in the non-template strands and the residues in the σ
and β subunits are fully developed in τI (Figs. 6a1 and a2). For example, contacts
between -8′ and 252H (chain H is in the σ subunit) and -2′ and 349C (chain C is in
the β subunit) are fully developed in ∆τI . Similarly, certain contacts involving the
nucleotides in the template strand and the enzyme are also fully formed in ∆τI .
In the first half of Step II, prior to channel opening, the promoter DNA con-
tinues to melt from -6 to -3 and the single stranded DNA scrunches into RNAP to
contact residues on β subunit (Figs. 6(a2) and (b2)). Simultaneously, the template
strand (-2 to +2) develops interactions with residues in the S domain that are absent
(non-native) in the R·Po state (Figs. 6(c) and (d)). The formation of these transient
non-native interactions leads to build up of strain in the transcription bubble (see
Fig. 6e), which enables the channel to open (see the rise in R(t) shown in Fig. 5b
and simultaneous increase in the strain energy in Fig. 6e). In the second half of the
scrunching process, the promoter DNA melts from -2 to +2 and interactions with
the β and β′ subunits fully develop. At the end of Step II (t ≈ 24µs), which is
roughly in the middle of ∆τw, the entire transcription bubble (-10 to +2) is formed
and all the distances associated with the DNA have reached the values in the R·Po
state.
In the first stages of Step III, the downstream dsDNA (+3 to +21) bends
(see Fig. 3d showing the maximum decrease in Ψ(t) occurs in Step III). Bending
of the downstream DNA enables entry into the channel, and also results in the
decrease of accumulated strain (see the decrease in the repulsive energy in Fig. 6e).
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Figure 3.13: Molecular details of channel opening mechanism. (a1) Evolution of
the distances in a fast trajectory between nucleotides in the the non-template (NT)
strand and residues in the σ and β subunits that are formed in the R·Po state. The
color scheme is shown to the right; Chains H and C are in the σ and β subunits re-
spectively. (a2) Same as (a1), except the distances are between different nucleotides
and residues (see the box to the right). (b1) Same as (a1) except the nucleotides
are in the template strand and the residues are labeled in the box to the right. The
channel opening time interval ∆τw (≈ 19µs to ≈ 28µs) is explicitly shown. (b2)
Same as (b1) except the nucleotides and residues (see the box to the right) are
different. (b3) Same as (b1), except d−2,1031C , d−1,1033C , d+1,1033C , and d+2,1093D are
plotted in black, red, green, and blue, respectively. (c) Variation in the distances
between nucleotides on the template strand and residues on the RS domain that do
not interact in the R·Po state as a function of t. The box on the right gives the
color scheme. (d) R (yellowish green) and S (blue) domain are shown in ribbon
representation, and the promoter in the bubble region is highlighted with spheres.
The σ and β′ subunits are shown in surface representation. (e) The strain energy
between DNA and RNAP as a function of time. The three steps in the transcription
bubble formation are in red, yellow, and blue shades in (a)-(c) and (e).
Interestingly, the accumulated strain energy and R(t) both reach a maximum (Figs.
5b and 6e) prior to the start of the bending of downstream DNA. Even after the
channel closes bending continues till the value of Ψ(t) in the R·Po state is reached
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(Fig. 5c). The complex internal motions show that the excluded volume interactions
between certain regions of the template strand the RS domain enable the “gate” of
the channel to widen for the duration ∆τw until the downstream dsDNA can gain
access to the active channel.
3.5.8 Structural fluctuations are enhanced in the slow trajectories:
Rapid formation of R·Po resulting in the transcription bubble formation, which
begins with local melting of the -10 element followed by DNA scrunching into RNAP
and channel opening by the RS mechanism, is the characteristic of fast trajectories.
Premature opening of base pairs that are away from the -10 element compromises
the efficiency of the R·Pc→R·Po transition. In this case, the template strand remains
outside of RNAP while the non-template strand forms native-like contacts with the
RS domain (Fig. 3.14 (a) and (b)). As a result the interactions between the template
strand and the RS domain take considerably larger time to develop resulting in the
slowing down of the transcription bubble formation. However, the role of the RS
domain, which is prominent in the widening of the channel, is essentially the same
as in the fast trajectories. After the template strand starts interacting with the RS
domain, the sequence of events similar to that shown in Fig. 3.13 (a-d) transpire.
Interactions between the template strand sites -2 to 3 and the RS residues Ala349,
Val346, Lys167 and Asn187 (Fig. 3.14 (c)) that are absent in the R·Po state serve as
the driving force to move the RS domain and widen the RNAP main channel (Fig.
3.14 (f)). Comparison of the fast and slow trajectories shows that the structural
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Figure 3.14: (a1) Evolution of the distances in a slow trajectory between nucleotides
in the the non-template (NT) strand and residues in the σ and β subunits that are
formed in the R·Po state. The color scheme is shown to the right; Chains H and C
are in the σ and β subunits respectively. (a2) Same as (a1), except the distances are
between different nucleotides and residues (see the box to the right). (b1) Same as
(a1) except the nucleotides are in the template strand and the residues are labeled in
the box to the right. The channel opening time interval ∆τw (≈ 53µs to ≈ 60µs) is
explicitly shown. (b2) Same as (b1) except the nucleotides and residues (see the box
to the right) are different. (b3) Same as (b1), except d−2,1031C , d−1,1033C , d+1,1033C ,
and d+2,1093D are plotted in black, red, green, and blue, respectively. (c) Variation
in the distances between nucleotides on the template strand and residues on the RS
domain that do not interact in the R·Po state as a function of t. The box on the right
gives the color scheme. (d) The distance change between the closest points, residue
Pro244 and Ala122 on the RS domain and the β′ domain as a function of time
averaged over ten fast trajectories. Channel expansion occurs at t=τw ≈ 53µs (red
arrows) to accommodate downstream dsDNA only. (e) The strain energy between
DNA and RNAP as a function of time. The three steps in transcription bubble
formation are in red, yellow, and blue shades in (a)-(c) and (e).
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fluctuations in the RS domain, as measured by dAB(t) and Ω(t) are greatly enhanced
in the fast trajectories.
3.5.9 Deletion mutation study shows that removing S results in par-
tial formation of the R · Po
It is clear that the RS domain plays an important role in RNAP channel
widening process. Stabilizing interactions between the R domain and the promoter
DNA facilitate the transcription bubble formation. Excluded volume interactions
between the template strand and the RS domain transiently result in movement of
the RS domain, which results in the opening of the RNAP main channel by about 7
Å. After the promoter sequence enters the RNAP main channel, the channel closes
to pretect the dsDNA inside it.
Figure 3.15: Base-pair opening probability for promoter region -12 to +2 as a func-
tion a time. WT RNAP on the left, RNAP with deletion mutation of the rope
domain on the right. Color bar indicates the base-pair opening probability with red
and blue colors show the probability equal to 1 and 0.
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To further examine the role of RS domain in the formation of transcription
bubble, we perform deletion mutation on RNAP by removing the S domain, and
repeat our simulation. To compare the dynamics of the mutant to that of the wild-
type RNAP, we defined the base-pair opening probability of the promoter region






, where d(t)Mi,i′ is the distance between
nucleotides i and i′ in trajectory M at time t, F (d(t) is a step function which is 1 if
F (d(t) ≥ 11Å) and 0 otherwise, and N = 20 is the total number of trajectories we
collected. In Fig. 3.15, from red to blue, the opening probability decreases from 1
to 0. At t = 160, the entire transcription bubble is formed in WT (red colors) while
the base pairs opened from -12 to -5 in mutant (Fig.3, right panel). In addition, the
opening probability becomes 1 very fast from base pair -10 to -7, and the probability
increases from 0 to 1 gradually from -6 to +2, which indicates that dsDNA unzips
from -10 to +2.
Comparing to the experimental results by Darst et al for the same deletion
mutated RNAP, that the transcription bubble formed from -12 to -7 for mutant, our
results are reasonable. The partial formed bubble state (-12 to -5) is considered an
intermediate state of formation of transcription bubble [111]. Our simulation shows
that, without RS domain, the active site channel is open for downstream DNA to
enter. After finishing local melting, the promoter DNA enters the active channel
directly without further melting to overcome the energy barrier caused by exclusive
volume interaction between RS domain and downstream DNA.
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3.6 Concluding remarks
Using simulations we have shown that the the transcription-competent R·Po
complex formation, which is known to occur through a series of intermediates [38,
39], occurs in several steps and results in the transcription bubble formation. In fully
accommodating the DNA, the internal dynamics of RNAP, which is often hidden
in many conventional experiments, plays a crucial role. The proposed three step
formation of transcription bubble is similar to the time-resolved hydroxyl radical foot
printing experiments [38, 112], which characterized the formation of the complex
between the T7A1 promoter and the E. Coli. RNA polymerase. From the time
dependent changes in the appearance of protection against hydroxyl radical, they
surmised that globally there are three steps in the formation of R·Po. In the first
two stages the protection is attributed to interactions of melted (template and non-
template strands) with the RNAP, while the slower protection seen in the last stage
is due to the entry of the dsDNA (+3 to +21) into RNAP. Our work suggests that the
latter process is slow because it involves channel opening that is intimately coupled
to the internal dynamics of the RNAP. However, in a different study [39] suggested,
using analysis of hydroxyl radical and potassium permanganate (KMnO4) , that
the promoter (λRP) does not melt from -11 to +2 until after gaining entry into
RNAP. The dynamical structural and energetic changes in our simulations do not
support this picture. In particular, the stabilization of melted single strand around
the -10 element by the aromatic residues of the σ 2.3 could also prevent KMnO4
from reacting with the intermediate [113]. If this was the case then the complex
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formation mechanism would be similar to the present and previous [38] studies.
It is worth pointing out a few limitations of the present work. (1) We did not
include σ1.1, which is found to play some role in promoter recognition and accelerat-
ing the formation of open complex at some promoters [114]. It is possible that σ1.1
plays some role in the relaxation step, to help promoter DNA bend in the down-
stream region outside the bubble [97, 40], but elucidation of its precise role awaits
further studies. (2) We have used, out of necessity, coarse-grained description of the
kinetics of R·Po formation. The simplification not only underestimates the overall
time scale of the R·Pc → R·Po transition but also might lead to an oversimplification
of the dynamics.
3.7 Methods
3.7.1 Rationale of the Hamiltonian switching method
We introduce the Hamiltonian switching method to trigger the conformational
changes of biopolymers. Our basic assumption is that local strains build up locally in
a protein (i.e., caused by ligand binding in active sites) will eventually propagate to
the rest of the structure. This method assumption is based on fluctuation dissipation
theorem. Consider a constant field f (local strains caused by ligand binding) applied
to a protein in equilibrium. If the field is weak, the changes in Hamiltonian is a
linear function of the field,
< H(x) >f − < H(x) >0= fx (3.2)
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where < H(x) >f denotes the Hamiltonian of a protein when the field is applied
and < H(x) >0 is the equilibrium value in the absence of the field ([1, 53]). The
effect of the field on the protein is expressed by a potential such as Hext(x) = fx,
where quantity x, i.e. the protein conformation, is conjugate to the field f . In such
cases, the relaxation of the protein conformation x in response to a filed f is related
to a response function µ(t) (see Fig.3.16 (a-b))
Figure 3.16: Relaxation function. (a) and (b), when a constant external field is
switched on at t = 0, the average of a physical quantity xrelaxes from the equilibrium
value in the absence of the field < x >0 to that in the presence of the field < x >t.
The time dependence for t > 0 is described by the relaxation function 3.3. (c)
rc and ro are conformations for close state (ligand-unbound) state, and open state
(ligand-bound state). The corresponding Hamiltonian function is Hc and Ho.




In the context of proteins, the Hamiltonian for a closed (ligand unbound) state is
Hc at t = (−∞, 0). At time t, an external force, −∂Ho
∂~r
, is added. Here, Ho is
the Hamiltonian for the open (ligand bound) state. According to the fluctuation
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dissipation theorem, protein conformation will relax from that of the closed state to
the open state with some relaxation function (see Fig.3.16 (c)).
3.7.2 Technical details on triggering the conformational changes
It is essential to choose the Hamiltonian switching time τ to be much less than
the relaxation time of the conformational changes in order to obtain the correct
dynamics. The time scale of building up local strain upon ligand binding, τ lig,
is on the orders of ps ∼ ns, while the time required for large-scale conformational
changes, τ conf , is on the orders of µs ∼ ms. These time scales determine that τ must
be chosen so that τ ∼ τ lig ∼ τ conf . In a previous study [115], a similar Hamiltonian
switching method was used to study the rotary moter F1-ATPaseis, in which the
forces driving the conformational transition is induced in a single time step. In
our simulation of the transcription bubble formation, we used a linear formula to
implement the changes in the forces that drive the R·Pc → R·Po transition. In our
procedure the change in the dynamics is implemented using
rc→oij =
(K − k) · rcij + k · roij
K
, (3.4)
where, K = 100, and k is increased by 1 every 1000 steps from 1 up to 100. The
value K · 1000 = 100, 000. Since we use smaller time step, h = 0.016, to maintain
the simulation stability during the Hamiltonian switching period, the estimated
switching time corresponding to 0.08µs. The corresponding Hamiltonian and forces
during Hamiltonian switching can be easily calculated from rc→oij and the energy
function Eq.1.12.
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Using a linear equation and a value of K > 1 not only ensures that there is
a lag time between ligand binding and the associated response, but also eliminates
computational instabilities in the distances between certain residues that change
dramatically during the transition. The “loading” rate can be altered by varying
the number of steps used to switch from rcij to r
o
ij.
Equation 3.4 describes a simple framework for transforming a protein between
specific conformational states, which does not inherently imply any structural con-
straints in their usage with the Hamiltonian studied in this work. More generally,
we can use a exponential function to trigger conformational changes of a protein. A
simple form of the exponential function can be written as
rc→oij = e
−t/τrcij + (1− e−t/τ )roij, (3.5)
where τ is the characteristic time during which the forces from R ·Po drives R ·Pc →
R · Po transition. From t = 0 to ∞, rij changes exponentially from rcij to roij.
By varying τ , we can easily assess the effect of τ on the relaxation dynamics of
conformational changes, which can be monitored using τ conf . In the following, we
choose RNAP as an example, and test this approach for the transcription bubble
formation. We varies τ from 10, 000 steps to 320, 000 steps, which corresponds to
0.08µs to 2.56µs in real time (see Fig. 3.17).
We monitor the kinetics of transcription bubble formation as a function of τ ,
using P τu (t), which is the function of trajectories that reach the target conformation
at time t [116, 55]:







where, τ1,i denotes the first passage time for the i
th trajectory, i.e. the time when
a trajectory adopts the target conformation for the first time. The mean first pas-
sage time τMFPT to the target conformation gives the characteristic conformational
transition time τ conf . In our simulations, we find that P τu (t) can be well fit with
Figure 3.17:
Probability of successful switching as a function of time, Pu, at various switching
condition. τ = 0.08µs, 0.16µs, 0.32µs, 1.28µs, and τµs are plotted with black, red,
green, blue, and yellow lines. Linear switching is plotted in brown for reference.
The exponential fitting line for each curve is plotted using black, red, green, blue
and purple lines for τ = 0.08µs, 0.16µs, 0.32µs, 1.28µs, and 2.56µs. Squares are
shown for the fitting line to the linear switching curve.
single exponential of the form (see Fig: 3.17):
P τu (t) = 1− exp(−t/τ conf ) (3.7)
For τ = 0.08µs, τ = 0.16µst, and τ = 0.32µs, we fit Pu with τconf ≈ 45µs,
whereas for τ = 1.28µs and τ = 2.56µs, we fit τconf with 70µs and 107.5µs. As
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a reference, we fit Pu(t) obtained using linear switching (Eq: 3.4), and get τconf ∼
45µs. The comparison of τconf at various τ shows that the upper limit of τ
max is
< 1µs, beyond that, the artifacts of the switching method affect the kinetics of the
conformational transition.
3.7.3 Persistence length of DNA
Persistence length, lp, indicates the stiffness of semiflexible polymers. To en-
sure that the SOP model for DNA is reasonable, we calculate lp by fitting the
end-to-end distance distribution, P (R), to a simple analytical equation given by
Thirumalai et al in [117],








where, r = R
L
, and t = 3L
2lp
. R represents end-to-end distance, L = N ·a is the contour
length of a polymer that has N segment of size a, and C is a constant.
Using SOP model, we carried out three sets of Brownian dynamics simulations
for 1) A free 75 base-pair double stranded B-form DNA. 2) 75 base-pair DNA in R·Pc
complex. 3) 75 base-pair DNA in R·Po complex. After equilibration, we calculated
P (R) for DNA in three sets (see Fig. 3.18). For the DNA in our simulation, N = 75,
a = 3.4Å, and L = 75 × 3.4 = 255Å. With these numbers, we fit P (R) of the free
DNA to Eq. 3.8 with lp = 44.3nm, which agreed well with the experimental value,
46-50 nm, of DNA in aqueous solution. Compared to free form, P (R) for DNA
in R·Pc becomes wider and shifts to the left due to interactions with RNAP. The
structure of RNAP complex with fork-junction DNA shows that promoter DNA
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Figure 3.18: Distribution of end to end distances: (a) Free DNA, (b) DNA in R·Pc
(c) DNA in R·Po
bends by about 36o around -35 element. For DNA in R·Po, the distribution P (R)
shifts even more to the left as a result of DNA melting and bending. SOP model,
although ignores many complex interactions in DNA (hydrogen bonding, stacking,
electrostatic interaction, eta), captures the basic polymer properties for DNA, and
can produce meaningful dynamics for DNA.
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Figure 3.19: Energy of RNAP-DNA complex at function of time. From left to right,
energy in R·Pc, energy in R·Po, energy changes in a fast trajectory, and energy
changes in a slow trajectory. The total energy Vtot is plotted in black, energy for
DNA VDNA is in read, and energy between DNA and RNAP VprotDNA is in green.
3.7.4 Energy changes of RNAP
Using RNAP as an example, we also calculated the energy difference between
the two states R·Pc and R·Po (see Fig. 3.19). The total potential energy, Vtot, for
R·Pc is ∼ −400kcal/mol, and for R·Po is ∼ −650kcal/mol. rmR·Po has lower en-
ergy and is more energetically favorable. The potential energy is further divided to
energy for DNA VDNA and that between the RNAP and DNA Vprot−DNA. VDNA in-
creases from ∼ −350kcal/mol in R·Pc to ∼ −250kcal/mol in R·Po due to loss of con-
tacts in the bubble region. However, Vprot−DNA decreases from ∼ −120kcal/mol to
∼ −450kcal/mol in the R·Pc ·R·Po transition due to stabilization of single stranded
DNA in the bubble region (position -10 to +2) by RNAP. This stabilizing interac-
tion is so strong that Vtot in R·Po is lowered even thought VDNA is increased, which
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essentially decides DNA spontaneous melting and transcription bubble formation.
3.7.5 Free energy profile
To calculate free energy, we choose size of transcription bubble as a reaction
coordinate, which is defined as the average distance between the base pairs in the





, where i and i′ are complementary base pairs in the
bubble region, di, i
′ is the distance between them, and N is the number of base
pairs in the bubble (N =14 in our calculation). We carried out Brownian dynamics
simulation in R·Pc and R·Po for t = 160µs in overdamped regime. In both case,
R fluctuates as a function of time. The distribution of R, P (R), is calculated for
R·Pc and R·Po, which can fit to Gaussian function with average values < R >= 11Å
and 37.4Å, respectively. The width of the distributions P (R), σR is also obtained,
which is 0.2Å for R·Pc and 0.5Å for R·Po. The larger σR in R·Po state indicates
that promoter DNA becomes more flexible in R·Po because of bending and melting
of dsDNA. From P (R), the free energy profile can be calculated using a simple
equation, F (R) = −kBT log(P (R)), which shows minima around < R > (see Fig.
3.20, [118]).
For the R·Pc → R·Po transition, we generated 30 trajectories to sample the
conformational space. We calculated the bubble size distribution P (R), and free
energy as function of R similarly (Fig. 3.20 (c)). R increases from 11Å to 37.4Å
during the transition. Intermediate states, corresponding to the partial formed
bubbles, exist at R = 18Å and R = 25Å. The frustrated free energy profile reflects
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Figure 3.20: Free energy as a function of bubble size R: (a) For RNAP-DNA complex
in R·Pc state, R as a function of time, P (R) and F (R) are plotted from top to
bottom. Red line on P (R) plot is the Gaussian fitting. (b) Same as (a), except
these are for R·Po state. (c) Same as (a), except these are for transition from R·Pc
to R·Po. The most probable bubble size is labeled using red dashed lines, which is
∼ 11Å in R·Pc, and ∼ 37.4Å in R·Po.
the stochastic property of the transition R·Pc → R·Po.
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Chapter 4
Eukaryote RNA polymerase II and the conformational changes
involved in transcription
4.1 Overview
RNA polymerase II (pol II) is responsible for synthesis of eukaryotic mRNAs
in the course of gene transcription. In broad terms, the transcription process in-
volves three main steps: 1, promoter binding and formation of the transcription
initiation complex [119, 120, 121]. 2, synthesis of nascent RNA and transcription
elongation[122, 123, 124, 125]. 3, the cessation of nascent RNA molecule and termi-
nation of transcription[126, 127]. Among the three steps in the transcription cycle,
initiation is perhaps the most complicated since it involves transcription factors as-
sembly, recognition of the promoter DNA, unwinding of the DNA double strand,
and formation of a stable transcription bubble inside the active-site cleft of Pol II
where synthesis is carried out. All of these functions are accomplished through par-
ticipation of multiple general transcription factors, for example, TFIIB, -D, -E, -F
and -H, which bind to Pol II during transcription[119, 120]. Binding of multiple
transcription factors makes the transcription initiation in eukaryotic Pol II consid-
erably more complicated than the corresponding processes in bacteria. Elongation
and termination steps are relatively simple since the general transcription factors
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have dissociated from Pol II in these stages. Therefore, the transition from initia-
tion to elongation does not involve as many intermediate states as in the initiation
process.
Kornberg and coworkers made several important discoveries in not only solving
the structures of Pol II, but also in the elucidation of the biophysics of transcription
[128, 129, 130]. The crystal structures of Pol II holoenzymes and complexes with pro-
moter DNA have been solved. Comparing the two forms of Pol II holoenzyme[128],
four mobile modules are recognized (Fig.4.2 (a)), among which the clamp module
is found to undergo a large swinging motion, which serves as a multifunctional el-
ement in transcription[128, 131]. For the structure of a Pol II elongation complex
with DNA-RNA hybrid, closure of the clamp and ordering of a series of “switches”
in the active center are observed [129].
Despite the availability of structures of Pol II in varies conformation states,
the dynamics pathways that Pol II undergoes from one conformational state to
another in the transcription cycle remains unknown[132, 130]. Here, in order to
study the intrinsic motions of Pol II, we employed normal mode analysis (NMA)
and structural perturbation method (SPM) to identify the function-related normal
modes and residues that transmit the signals for dynamical transition from one
state to another. In addition, we performed Brownian dynamics simulations using
a self-organized polymer (SOP) model[35], to simulate the F1→F2 and the F2→EC
transitions of Pol II. Dynamics of the global motions of the three mobile modules
are analyzed, among which the clamp dynamics are found to dominate the intrinsic
dynamics of Pol II. The formation and rupture dynamics of multiple native contacts
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and salt bridges that trigger the global motions are also obtained. From both NMA
and Brownian dynamics simulation, we discovered that the open-close and back-
forth motions of the mobile clamp in F1→F2 transition accompany the transcription
initiation function of Pol II, while the open-close and outside-in motions of the
mobile clamp in F2→EC transition accompany the transcription elongation.
4.2 Architecture of Pol II
Pol II comprises 12 subunits, numbered Rpb1 to Rpb12, with a total mass of
∼ 500kDa (Fig.4.1). Among the 12 subunits, Rpb4 and Rpb7 are dispensable for
transcription, therefore are not included in the 10-subunit core enzyme of Pol II.
The crystal structures show that Pol II adopts a crab-claw shape just like RNAP
(Fig. 3.10), with the two largest subunits, Rpb1 and RPb2, being the two pincers
of the “claw”. Pol II is overall negatively charged, but between Rpb1 and RPb2,
there is a positively charged active-site cleft that forms the DNA binding channel.
Active sites locate in the floor of the active-site cleft, and are marked by a “Mg2+”
ion. It is interesting that DNA path is block by a protein “wall” in the back of the
active-site cleft, which requires DNA to bend at nearly right angles to the direction
of the incoming DNA in the active-site cleft (Fig. 4.1 (b)).
Two crystal forms of Pol II core enzyme, form 1 (F1) and form 2 (F2), have
been derived by Kornberg and coworkers [128]. By comparing the structures of the
F1 and F2, they further divided the 10-subunit Pol II into four mobile modules, i.e.
clamp, jaw-lobe, shelf and core (Fig: 4.2 (a) and (d)). The clamp module comprises
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Figure 4.1: Crystal structures of pol II (PDB entry: 1I3Q). (a) Top view of the 10-
subunit Pol II. Rpb1 and Rpb2 are labeled, between which is the active-site cleft.
The active-site is indicated with a circle and labeled. (b) Side view of the same
structure. “Wall” is circled and labeled. Dashed line shows DNA bending about
90o near the “wall” of Pol II. (c) Front view of the same structure. Rpb1, Rpb2,
and “Wall” is indicated and labeled. The yellow triangle represents the additional
subunits Rpb4/7. (d) The organization of the 10 subunits in top view. Each oval
represents a subunit and is colored using same scheme as in the structure.
the N-terminal region of Rpb1 (residues 2 to 346) and the C-terminal region of Rpb2
(residues 1151-1224), and is the most mobile module of the four [133]. The jaw-lobe
module comprises the jaw (residue 1141-1274 of Rpb1 and residues 1-39 of Rpb9)
and the lobe (residues 218-405 of Rpb2) domains. The shelf module contains part of
Rpb1 (residues 809-1140, residues 1275-1395), Rpb5, and Rpb6. The jaw-lobe and
shelf modules are less mobile than the clamp. The rest of the structure belongs to the
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Figure 4.2: Four mobile modules of pol II. (a) Pol II is shown in front view, clamp,
jaw-lobe, shelf, and core modules are colored cyan, green, yellow, and grey, respec-
tively. (b) Two forms of Pol II (F1 and F2) are overlapped to show the structural
changes. On the top, front view is shown with core modules removed for clarity. The
three modules, clamp, jaw-lobe, and shelf in F1 state are colored cyan, green, and
yellow as in (a), while in F2 they are all colored red. The rotation of the clamp and
jaw-lobe modules are indicated with grey arrows. On the bottom, side view of Pol
II is shown with core and jaw-lobe modules removed. The rotation of clamp module
is indicated with a grey arrow. (c) Same as (b) except we overlap Pol II structures
in F1 onto EC. EC structure is shown in purple and the structural changes are
indicated with arrows. (d) The division of Pol II into four modules.
core module, which occupies half of the mass of Pol II, and is relatively unchanged
in the two forms of Pol II. By aligning the structures of the core modules in the F1
and F2, it is shown that the largest structural changes are the clamp rotation about
an axis perpendicular to the paper plan of Fig. 4.2 (b, bottom panel). This rotation
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of the clamp away from the back wall and closer to the shelf module. In addition,
the jaw-lobe module rotates away from the clamp and widens the active-site cleft
between the clamp and the jaw-lobe modules for the entry of dsDNA [128].
The F1 and F2 of Pol II core enzyme provide insights into the transcription
initiation of Pol II, while the determination of the Pol II elongation complex (EC)
structure expends our knowledge of the transcription to the elongation stage [129].
Comparing structures of the F1 and EC based on the four mobile modules shows
that the clamp are rotating into the active-site cleft and make the active-site cleft
narrower in the EC. The clamp module rotates closer to the shelf module. These
structural changes may due to the presence of the DNA-RNA hybrid. In addition,
the jaw-lobe domain rotates slightly away from the active-site cleft (Fig. 4.2 (c,
bottom panel)).
4.3 NMA analysis: Pol II holoenzymes and TEC
The structures of the F1, F2 and EC illustrate the possible intrinsic motions
of Pol II relevant to the transcription function. However, we need to obtain the dy-
namic pathways connecting these functional states. Here, we analyze the dynamics
of Pol II near the attraction basins of the F1 and F2 using NMA and SPM. First,
we derive the function-related normal modes of the F1 and F2, then obtain the
important structural units involved in the dynamics of Pol II with SPM.
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4.3.1 Three intrinsic motions trigger the conformational transitions
of Pol II.
We performed NMA for Pol II in the F1 (F2), and extracted the eigenvectors
and eigenvalues of the normal modes. The low frequency modes, which are shown
to correlate with function, are overlapped to the conformational changes of Pol II
in the transition F1→F2 ( F2→EC) to identify the normal modes that are related
to the structural changes during the transitions F1→F2 and F2→EC. The largest
values of the overlap are found for mode 1 and mode 2 of the F1 (see Fig. 4.3 (a)),
and mode 1 and mode 3 of the F2 (Fig. 4.3 (b)). Interestingly, mode 1 of the F1 and
mode 1 of the F2 are essentially the same eigen-mode which describes an open-close
motion of Pol II. The width of the active DNA binding channel formed by the clamp
module on one side and the Jaw-lobe module on the other side increases or decreases
in this motion (see Fig. 4.3 (c)). In a study for bacterial RNA polymerase, it is
found that diameter of dsDNA (22 Å) is wider than the width of the active DNA
binding channel (19 Å), and the channel opens to allow dsDNA to enter during the
transcription bubble formation [41, 92]. However, for the complete 12-subunit Pol
II, the heterodimer Rpb4/7 is like a wedge that locates under the clamp module and
restricts opening motion of the clamp (Fig. 4.1 (c)). The requirement of the Rpb4/7
in the transcription initiation rules out the possibility of the clamp opening, hence
there must be some other mechanisms that facilitate the transcription initiation of
Pol II [134, 135].
Mode 2 of the F1 describes the clamp motion close to or far away from the
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Figure 4.3: (a) Overlaps of the 20 lowest frequency modes with the conformational
changes in F1→F2 calculated with Eq: 1.10. Mode 1 and mode 2 are the two
modes that overlap best with the conformational changes. (b) Overlaps of the
20 lowest frequency modes with the conformational changes in F2→EC calculated
with Eq: 1.11. Mode 1 and mode 3 are the two modes that overlap most with the
conformational changes. (c) From left to right, demonstration of open-close motion
in front view, back-forth motion in side view, and outside-in motion in top view,
respectively. Cα atoms of Pol II is shown with spheres. The open state is in white
and close state is in red, arrows are used to indicate the direction of motion.
wall (referred to as the back-forth motion, see Fig. 4.3 (c)). The back-forth motion
of clamp affects the DNA by pushing DNA into the active-site cleft to help Pol II
to translocate along DNA. The wedge-like structure of Rpb4/7 under the clamp in
the complete 12-subunit Pol II will not affect the back-forth motion of the clamp
module, which implicates that the back-forth motion plays an important role in the
transcription initiation.
Mode 3 of the F2 features the rotation of the clamp around the axis perpen-
107
dicular to the paper plan of the top view of Pol II (referred to as the outside-in
motion, see Fig. 4.3 (c)). In the F2→EC transition, the open-close motion helps
to hold DNA duplex inside the active-site cleft during the nucleoside triphosphate
(NTP) addition process while releasing it when DNA translocates [128, 136]. The
clamp head moves towards (or “in”) or away from( or “out”) the active-site cleft
in the reverse transition. It is believed that Pol II utilizes the outside-in motion to
“screw” the downstream DNA duplex towards the active center [128].
4.3.2 Function-related structural units that promotes intrinsic mo-
tions are identified using the structural perturbation method
(SPM).
Structural perturbation method (SPM) probes the response of the protein to
a perturbation at each of the residues (see section 1.3). Here, we used SPM for Pol
II and calculated the frequency changes of the three function-related normal modes
upon perturbations (see Fig. 4.4 (a)-(c)). For open-close motion, large responses are
observed upon perturbing the bridge helix, active sites, switch 1, switch 3, switch
4, and switch 5, which are all known to be important function-related sites. The
importance of the bridge helix, whose sequence is highly conserved, can be explained
based on its location in Pol II. The long bridge helix connects the two sides of the
Pol II “active-site cleft” by directly contacting the jaw-lobe on one side and the
joint of the clamp and shelf modules on the other side. The open-close motion of
Pol II active-site cleft coordinates with the elongation or shrinkage of the bridge
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Figure 4.4: Frequency changes of function-related normal mode, δω, as a function of
residue index. (a-c) SPM results are shown for open-close, back-forth, and outside-
in motions, respectively. On the right of each panel, the division of the subunits is
shown and labeled. Red dashed line shows the cutoff value, 2 < δω >. Residues
that have large δω are labeled and colored red on (d). (e) Zoom in of the red box in
(d), structures of switch 1, switch 2, switch 4, switch 5, active site, and bridge helix
are shown(d) Front view of Pol II,
helix. Hence, perturbing the bridge helix affects the communication of the jaw-lobe
and clamp modules, and the open-close motion of Pol II. It has been shown that the
bridge helix in Pol II is straight but bent and partially unfolded in bacterial RNAP
[87]. Since the bridge helix directly contacts the end of the DNA-RNA hybrid in the
Pol II elongation complex [129], it is speculated that the bent to straight transition
of the bridge helix contributes to the translocation of Pol II along DNA.
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At the active sites, a Mg2+ ion is persistently bound by three invariant as-
partates D481, D483, and D485 of Rpb1, and catalyzes the growing of RNA. Since
active site is close to the bridge helix, we think perturbing residues in active site
may affect the open-close motion through its interaction with the bridge helix. We
also identify multiple switches, switch 1, switch 3, switch 4 and switch 5, which
are known to undergo conformational changes and folding and unfolding transitions
during Pol II transition from the free form to the elongation complex (Fig. 4.4 (e))
[129]. Among the switches, switch 1, switch 4, and switch 5 forms the hinge region
that mediates rotation of the clamp related to the opening and closing of the active-
site cleft [129]. It is also shown in a genetic study that the switches are target for
inhibitors [137].
For the back-forth and outside-in motions, large responses are observed in
all of the sites that are identified in the open-close motion except the active sites
and the switch 1. For the active sites, considering the restriction of the open-close
motion in the transition initiation process by Rpb4/7, their importance is weakened
in the initiation related transition F1→F2. This is reasonable because the important
conformational changes are the promoter melting and entry of dsDNA into the Pol
II the active-site cleft, which does not involve interactions with the active site. In
addition, the switch 2, which is not identified in the open-close motion, is shown to
cause large changes on the back-forth motion upon perturbation. Since the switch
2 is a helix with the long axis almost perpendicular to the axis of the bridge helix,
it does not affect the close-open motion of the clamp.
Involvement of the structural units, active sites, bridge helix and all of the
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switches, indicate a coupling between RNA synthetic reaction and the bridge helix
mediated translocations of DNA in the transcription elongation.
4.4 Brownian dynamics simulation of the conformational transitions
4.4.1 The global motion of Pol II is dominated by the motion of the
clamp module throughout the transitions.
Brownian dynamics simulation are carried out for the 10-subunit Pol II to
study the dynamic pathways connecting conformational states F1 and F2, and F2
and EC. We obtained 37 independent trajectories for the transitions F1→F2 and
F2→EC. The global motions of Pol II in these transitions are described by the global
root mean square deviation (∆G, where G refers to global) of the Pol II conformation
with respect to the F1 state, ∆F1G , and to the F2 state, ∆
F2
G (see Fig. 4.5 (a)). Pol II
is initially in the F1 basin of attraction with ∆F1G ≈ 3Å and ∆F2G ≈ 4Å. At t ∼ 8µs,
the transition from F1→F2 is triggered. At t ∼ 10µs, ∆F1G and ∆F2G crosses each
other, meaning the Pol II conformation leaves the basin of attraction corresponding
to F1 and enters the basin of F2. The transition time, τG, is defined as the time
when |∆F1G (t) −∆F2G (t)| < 0.1Å is satisfied. The fully equilibration of Pol II in F2
is reached at t ∼ 32µs with ∆F1G and ∆F2G approaches 4Å and 3Å, respectively.
The local motions of the Pol II are similarly assessed using local RMSD (∆L).
Knowing that the position of the core module remain unchanged in the transition
F1→F2[128], we only analyzed ∆L of the rest three mobile modules, clamp, jaw-
lobe, and shelf (see Fig. 4.5 (b)-(d)). ∆L for the clamp resembles that of the ∆Gs,
111
with ∆F1L increases from 4Å in the basin of attraction of F1, to 7Å in the basin of F2,
and ∆F2L decreases from 7Å in the basin of F1, to 4Å in the basin of F2. Comparing
to the ∆Ls for the clamp module, ∆Ls of the jaw-lobe and shelf modules have much
smaller changes. For the jaw-lobe module, the ∆F1L increases only 1Å from 4Å to
5Å while the ∆F2L remains to be 4Å. For the shelf module, ∆L changes about 0.5Å.
Comparisons of the ∆G and ∆Ls show that the clamp motion dominates the Pol II
global motion.
In addition, the local transition time for three modules are similarly derived
to be τL ∼ 12µs, 9µs, and 10µs for clamp, jaw-lobe, and shelf modules, respectively.
Comparing with the global transition time, τ ∼ 10µs, the local transition of the
jaw-lobe module is finished first, which is followed by the shelf module. The motion
of the clamp module finishes last in the entire conformational transition, meaning
the clamp motion limits the speed of the F1→F2 transition.
The F2→EC transition is similarly analyzed (see Fig.4.5 (e)-(f)), and the
RMSD curves show that the clamp module continues to dominate the transition.
Large motions of the clamp module are found to play dominant role in the Pol II
conformational transitions and its functions.
4.4.2 The clamp motion results in narrowing/widening of the DNA
channel in F1→F2 (F2→EC) transition.
To study the motion of the clamp module in detail, we defined the centers of
mass of the jaw-lobe, clamp, and shelf modules to be J(t), C(t) and S(t), respectively
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Figure 4.5: RMSD as a function of time. (a) ∆G at a function of time for the F1→F2
transition. Black and red curves are for ∆F1G and ∆
F2
G , respectively. Green dashed
line shows the time when the hamiltonian is switched. (b) same as (a) except these
curves are for ∆L for the clamp module. (c) same as (a) except these curves are
for ∆L for the jaw-lobe module. (d) same as (a) except these curves are for ∆L for
the shelf module. (e) same as (a) except these curves are for ∆G in the F2→EC
transition. (f) same as (b) except these curves are for ∆G in the F2→EC transition.
(g) same as (c) except these curves are for ∆G in the F2→EC transition. (h) same
as (d) except these curves are for ∆G in the F2→EC transition.
(see Fig. 4.6 (e) and (f)). The time dependent narrowing/widening of the DNA
binding channel is described using the distance between centers of mass of the jaw-
lobe and clamp modules, dJC (see Fig. 4.6 (a)). The distance dJC ≈ 72Å at t = 0,
and decreases gradually for about 3Å upon the F1→F2 transition at 8µs. When
the F2→EC transition is triggered at t = 32µs, dJC decreases rapidly for about 7Å.
In both transitions, the clamp module moves closer to the jaw-lobe module, and
the width of the DNA binding channel is reduced. However, from the free form
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to the EC form, the negatively charged DNA interacts with the positively charged





CS, θ, is calculated to shown the dynamics of the channel (see
Fig. 4.6 (d)). The gradual decrease of 3.5 degrees in the transition F1→F2, and
the rapid decrease of 8 degrees in the transition F2→EC are observed, indicating
that narrowing of the DNA channel is required in the EC form, and this narrowing
process may be a results of the DNA binding.
As reference, the distance between centers of the jaw-lobe module and the
shelf module, dJS, and the distance between the centers of clamp module to the
shelf module, dCS, are also calculated (see Fig. 4.6 (b) and (c)). The distance dJS
changes less than 0.5Å in both transitions, meaning the jaw-lobe and shelf modules
are relatively stationary, and the distance dCS decreases about 3Å in the transition
F1→F2, indicating the clamp moves closer to the shelf module and swings away
from the back wall. Interestingly, in the transition F2→EC, dCS decreases about
1.5Å and increases back by 1.5Å, the relative distance in the EC is kept the same.
4.4.3 Formation of multiple native contacts between the clamp and
shelf modules in the F1→F2 transition triggers the back-forth
motion.
Several residues on Rpb1 are found to make contacts with the residues on
Rpb5 to trigger the back-forth motion. In detail, the distance between Asp155A
(A refers to Rpb1) and Gly122E (E refers to Rpb5) increase from 18Å in its native
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Figure 4.6: The global motion of clamp module, jaw-lobe module and shelf module.
(a) dJC as a function of time. (b) dJS as a function of time. (c) dCS as a function of
time. (d) θ as a function of time. (e) Front view of Pol II, the clamp (C), jaw-lobe
(J), and shelf (S) modules are colored cyan, green, and yellow, respectively. (f) The
organization of clamp, jaw, and shelf modules.
structure in the F1 to about 20Å upon equilibration. During the F1→F2 transition,
this distance drops slowly drop to 8Å (see Fig. 4.7 (a)). Another residue pair,
Asp156A-Lys122E, which is essentially a salt-bridge interaction, is found to have
similar distance changes in the F1→F2 transition. These large distance changes of
about 12Å are assisted by formation and rupture of other contacts. For example,
rupture of the contacts between residues Gly338A and Arg344A in switch 2, rupture
of the contacts Ile336A-Met1152B (B refers to Rpb2) and Asn339A-Met1152B be-
tween the switch 2 and the switch 4. Formation of the contacts Asn1390A-Ile1408A
and Ala1396A-Leu1409A in the switch 1.
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Figure 4.7: The evolution of distances of multiple contacts in F1→F2 transition.
(a)-(f) Distance changes between contacted residues as a function of time. Residues
involved in forming or breaking contacts are labeled on the right of each panel and
shown on the structures with red spheres. (g)-(h) Structure of Pol II in F1 is used
and side and front views are given.
Besides these contacts that are responsible for the back-forth motion of the
clamp module, there are contacts formed/ruptured in the jaw-lobe module, such
as Leu331B-Gly335B and Gly335B-Gln350B. In addition, there are contacts formed
and broken in the core module near the jaw-lobe and shelf modules, such as Lys649B-
Leu710B, Glu650B-Lue710B, Ala704B-Asp709B, Met705B-Leu710B, Gln706B-Leu710B,
Leu710B-Ser732B, Glu106H-Val114H, and Ser108H-Ala113H. All the contacts that
are not responsible for the back-forth motion are formed/ruptured relative fast (see
Fig. 4.7 (d)-(f)) while the contacts formed in or between the switches take longer
time to reach equilibrium (see Fig. 4.7 (a)-(c)).
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4.4.4 Ordering of multiple switches in F2→EC transitions in the ac-
tive center.
In the F2→EC transition, the dominant motion is the opening of the active-
site cleft through the open-close and the outside-in motion of the clamp. In order to
obtain the dynamics of the detailed conformational changes, we explicitly analyzed
the distances changes of the contacted residue pairs. It is found that the DNA-
RNA hybrid binding related transition emphasizes the ordering of several previously
identified “switches” [129] which locates near the active center (see Fig. 4.4 and 4.8).
In what follows, we will discuss the structural changes of the switches according to
the time they occur in the F2→EC transition (see Fig. 4.8).
First, rupture of the salt-bridges between residues Lys330A and Glu333A in
the switch 2 leads to unfolding of the helical turn in the switch 2, which causes
Lys330A to move closer to the switch 1 and forms of the salt-bridge between with
Glu1403A in the switch 1. (Fig. 4.8, (a) and (b)). Salt-bridges form in the switch
1 between Arg 1399A and Glu1403A, and Arg1399A and Glu1404A, which helps
the switch 1 to fold to a helical structure (Fig. 4.8 (c)). On the other hand, salt-
bridges form in the switch 4 between Arg1150B and Asp1153B, which results in the
structural transition of the switch 4 from coil to turn (Fig. 4.8, (d)). The salt-
bridge between Glu343A (switch 2) and Arg1156B (switch 4) is also formed, and
the switch 2 interacts with the switch 4. At the same time, the switch 1 and the
switch 4 become completely ordered upon the formation of the salt-bridges between
Arg1386A and Glu1403A (switch 1), and between Lys1148B and Glu1153B (switch
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Figure 4.8: The evolution of distances of multiple salt-bridges in F2→EC transition.
(a)-(d) Distance changes of the salt-bridges as a function of time. The four panels
are placed from top to bottom according to the time sequence of these events. (e)
Residues involved in forming or breaking of these salt-bridges are shown on the
structure. (f)-(g) Multiple switches that are involved in F2→EC are shown in F2
and EC. Switch 1, switch 2 and switch 4 are shown in tube and colored according
to secondary structure. Residues involved in salt-bridge formation or rupture are
shown with spheres and labeled.
4) (Fig. 4.8 (a) and (d)). To conclude, the location of the switch 2 between the
switch 1 and the switch 4 decides that the switch 2 mediates the ordering of these
switches, and the interaction between them are largely electrostatic and related to
the DNA-RNA hybrid binding.
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4.5 Concluding Remarks
By applying the two methods, NMA and Brownian dynamics simulation to
the complex Pol II system, we have obtained fundamental insights into the dynam-
ics of Pol II transitions between various states. Besides the well-known open-close
motion of the clamp, the back-forth and outside-in motions are discovered to be
involved in the conformational changes of the Pol II. We have argued that although
the requirement of the heterodimer Rpb4/7 in initiation and the fact that the het-
erodimer would restrict the open-close motion of the Pol II have ruled out the role
of the open-close motion in initiation, the back-forth and outside-in motions could
play very important roles in the initiation and elongation processes.
In addition, the finding that an interface interactions between Rpb1 and Rpb5
triggers the large scale back-forth motion in the F1→F2 indicate that it is possible
to restrict these motions by adding disulfide bonds on the interface. This is also true
for the F2→EC where multiple “switches” can be turned “on” or “off” to control the
binding affinity of the hybrid bind sites. The sequence of the events observed in the
simulations can also be tested by sequentially constraining the identified salt-bridges
and measuring the changes in the global motion.
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