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Introduction
Predicting contaminant dispersion around buildings is one of the most important subjects in the fields of wind engineering and air conditioning engineering, among others. Many investigations have been performed using wind tunnel tests to predict pollutant dispersion around buildings [1] . However, wind tunnel tests encounter several difficulties, and have many limitations in analyzing the extremely complicated turbulent diffusion process around buildings located in atmospheric boundary layers. One of these difficulties is the buoyancy treatment in dispersed pollutants. The existence of negative or positive buoyancies in pollutants largely influences flow and dispersion fields [2, 3] .
However, the similarity criteria for modeling dispersed pollutants with buoyancy have become considerably complicated [4] [5] [6] . Numerical methods based on computational fluid dynamics (CFD) could possibly overcome this difficulty and facilitate the precise investigation of the effect of buoyancy on flow and dispersion fields.
As reviewed by several papers [1, [7] [8] [9] [10] [11] [12] , a considerable amount of research has used the CFD technique to investigate pollutant dispersion around buildings. However, most of these studies treated tracer gases as neutrally buoyant (passive) scalars [13] [14] [15] [16] [17] [18] .
A few examples of these CFD studies on near-field dispersion explicitly considered pollutant buoyancy. In previous studies, light gases were often treated as thermal plumes with positive buoyancy [19] [20] [21] [22] . Demuren and Rodi [19] presented a pioneering CFD study of the flow and temperature field past cooling towers using a simple buoyancy-extended k-ε model. They found that the most important features, namely the complex flow pattern in the immediate vicinity of the tower and the downwash as strong cross winds, the formation and decay of longitudinal vortices, and the trajectory and spreading of the plume under various conditions, were simulated reasonably well.
However, it was pointed out that the lifting effect of the buoyancy on the plume in the initial region was under-predicted because of the excessive mixing, which was caused partly by an inaccurate numerical solution (numerical diffusion) and partly by the turbulence model. Olvera et al. [21] conducted a CFD study with a renormalization group (RNG) k-ε model to estimate the effects of the positive buoyancy on the flow structure and the dispersion characteristics inside the recirculation cavity region with different gas densities and exit velocities. Although they concluded that plume buoyancy could cause considerable flow disturbances by expanding the velocity defect M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 3 to greater heights and changing the cavity size and shape and flow direction, particularly inside the wake region, the prediction accuracy of the flow and concentration fields was not sufficiently validated in their study. Meanwhile, heavy gases, such as liquefied natural gas (LNG), have been treated in near-field dispersion studies as dense gases with a negative buoyancy [23] [24] [25] [26] [27] . Gavelli et al. [24] discussed the critical parameters necessary for a CFD model to accurately predict the behavior of an LNG spill in a geometrically complex domain by comparing the gas concentrations measured by experiments with those predicted by CFD using the Reynolds stress model. The study revealed that an accurate representation of the LNG spill required not only knowledge of the mass flow and evaporation rates, but also an estimate of the velocity at which the LNG is spilled and evaporated. Scargiali et al. [25] presented a CFD simulation strategy with the standard k-ε model for modeling dense cloud dispersion in urban environments.
It was confirmed that increasing the amount of heavy gas released showed down the cloud and increased the maximum concentrations and the lateral spread of the cloud caused by larger negative buoyancy effects. However, the effect was not quantitatively examined. Furthermore, very few studies analyzed light and heavy gases simultaneously.
Ohba et al. [28] conducted a validation study of the CFD models for heavy and light gas dispersion discharged from a storage tank. Diffusion patterns for the heavy, light, and neutral gases changed due to the gravitational effect on dispersion (i.e., heavy gas diffused upwind and in lateral directions like a drainage flow, whereas light gas diffused upward like a plume from a stack). However, the quantitative evaluation of the model performance was not considered for the predicted results, including the velocity field.
As mentioned earlier, although several studies for buoyant gas dispersion around building structures have been reported in the literature, very few studies (i) systematically analyzed the effect of the plume buoyancy on the turbulent flow and concentration fields, (ii) treated positive and negative buoyancies simultaneously, and with the wind tunnel experiment results. As it is well known, the approximation is accurate as long as changes in the actual density are small (|∆ρ/ρ a |≪1) [30] . However, the treating flow and dispersion field have buoyant plumes with |∆ρ/ρ a | = 0.7. Therefore, the applicability of the Boussinesq approximation for this type of near-field dispersion should be confirmed. Then, the effect of plume buoyancy on flow and concentration fields is investigated. Unsteady approaches such as unsteady RANS [31] , large-eddy simulation (LES) [16, 17] , and detached-eddy simulation (DES) [32] , may provide more precise prediction results. However, considering the lack of previous studies on nearfield dispersion with different plume buoyancies regardless of turbulence models, steady RANS is used herein as the most practical approach to provide insight into the applicability of CFD to such a dispersion field.
Flow and dispersion fields

Target configuration
The target configuration is determined based on the experiments reported by Tominaga et al. [33, 34] . Figure 1 illustrates the analyzed flow situation. A cubic building model with height H is located in the turbulent boundary layer. A squareshaped gas source with a 0.025H side length is set at the ground level in the recirculation region behind the building. The exit gas speed W S is 0.5U H , with U H defined as the upwind mean velocity at height H. Table 1 lists the cases compared in this study. The densimetric Froude numbers Fr d defined by Eq. (1) are determined, such that their absolute values are identical for the light and heavy gases.
where is the ambient air density; is the gas density; ∆ is determined as − ;
and g is the gravitational acceleration (−9.8 m/s 2 ). 
Experimental setup
The experiments were performed in a boundary layer wind tunnel at the Institute of Industrial Science in the University of Tokyo [33, 34] . 
where c 0 is the reference concentration expressed as:
where Q e is the pollutant exhaust rate.
The pollutant exhaust rate Q e in eq. (3) is defined as the volume flow rate that includes not only C 2 H 4 but also He and SF 6 . Therefore, the mass flow rate differs for pollutants with different densities. However, it is reasonable to use this reference concentration to discuss the influence of the change in plume density, because the concentration was calculated as volume concentration by measuring the output ratio of the sampling gas to the span gas including the diluents. The value of c 0 was 312.5 ppm in the experiments.
The wind velocity was measured using a tandem-type hot wire anemometer, which can discern the three-dimensional components of a velocity vector. The heat transfer from the hot wire is proportional to the Nusselt number, which is related to the fluid density. Therefore, the measured wind velocity might have some influence on the density of the measuring fluid. However, because the areas affected by the different plume densities are limited only to the upwind region from the gas exit, this influence was neglected, as will be discussed later in the paper. The sampling frequency was set to 10 Hz to obtain 4,096 data points for each measurement point. 
Numerical methods
The commercial software ANSYS FLUENT 16.0 is used for the steady RANS computations based on a control volume approach for solving flow and mass fraction equations [34] . Incompressible flow under the Boussinesq approximation, which treats density as a constant value in all solved equations, except for the buoyancy term in the momentum equation, has been considered. This approximation is accurate as long as changes in the actual density are small (|∆ / | ≪ 1) [35] . In this study, ∆ / is ±0.7
for the buoyant gases; therefore, the difference in density is greater than the suggested upper bound of the Boussinesq approximation [36] . To confirm the applicability of the Boussinesq approximation for this type of near-field dispersion is one of the objectives of the study.
The Green-Gauss cell based scheme is used for gradient discretization. The advection terms are discretized using a second-order upwind scheme [34] . The semiimplicit method for the pressure-linked equation (SIMPLE) algorithm is used for the pressure-velocity coupling [37] .
The local mass fraction of the species, Φ s , is predicted by solving a convectiondiffusion equation for the species:
Here, D is the mass diffusion coefficient for the species in the mixture, and : * is the turbulent viscosity.
The mass fraction Φ s can be converted to volume concentration C by using the following relationship:
where is the ambient air density and is the gas density.
Domain, computational grid, and boundary conditions
The boundary conditions are set by following basic available guidelines [38, 39] .
The computational domain covers a volume of 21.0H (x) × 9.7H (y) × 5.4H (z) and the
distance between the windward face of the cube and domain inlet is 5.0H ( Figure 3 ).
The domain is discretized into 1,072,080 hexahedral grids based on the preliminary grid sensitivity studies outlined in Section 4.1.
The vertical distributions of the streamwise mean velocity U and turbulent kinetic energy k are given by using the experimental data as interpolated values of approximation curves (cf. Figure 2 ). The turbulent kinetic energy k is calculated from the mean wind velocity U and the longitudinal turbulence intensity I u using Eq. (4),
where a = 1 is chosen as recommended by Tominaga et al. [39] .
The ε values are determined based on the assumption of the local equilibrium P k = ε,
where P k is the production term in the k equation. For the ground surface, the wall functions are modified according to the roughness specified by an equivalent sand-grain roughness height k s and a roughness constant C S . k s is defined using the function proposed by Blocken et al. [40] , i.e. k s = 9.793z 0 /C S , in which z 0 is estimated to be 0.0004 m by the velocity profile obtained from the experiments and Cs is taken as 0.5.
The turbulence intensity of the exhaust outlet velocity is set to 10%. 
Turbulence models
Four types of turbulence models are used and compared, namely the standard k-ε model (SKE) [41] , RNG k-ε model (RNG) [42] , realizable k-ε model (RLZ) [43] , and shear stress transport (SST) k-ω model (SST) [44] . All model constants are set to their default values in the software.
The k-ε models in the software account for the generation of k when a non-zero gravity field and a density gradient are simultaneously present, as in the case of this study, because of buoyancy G b :
where Pr t is the turbulent Prandtl number for energy (0.85 is used as the default value [34] ). This means that the turbulent kinetic energy tends to be augmented (G b > 0) for an unstable stratification ( N< NO > 0), and buoyancy tends to suppress the turbulence (G b < 0) for a stable stratification ( N< NO < 0). The effects of the buoyancy on the generation of k were relatively well understood.
However, its effect on ε was less clear [34] . The transport equation for ε is expressed as follows:
where G k is the shear production of k. The degree to which ε is affected by the buoyancy is determined by the constant C 3ε . As reviewed by Kumar and Dewan [45] , the modeling approach of this effect was historically discussed in the mechanical engineering field, but was less discussed in the wind engineering and building environmental fields. By default, in the software, the effects of buoyancy on ε are simply neglected by setting C 3ε to zero. However, optionally, C 3ε is calculated according to the following relationship [34] :
where v and u are the components of the flow velocity parallel and perpendicular to the gravitational vector, respectively. C 3ε will become 1 for buoyant shear layers, in which the main flow direction is aligned with the direction of gravity; and C 3ε will become
zero for the buoyant shear layers perpendicular to the gravitational vector. Meanwhile, Viollet [46] proposed a C 3ε treatment, in which its values are switched according to the sign of the density gradient:
Section 5 presents the impact of the C 3ε treatment on the results.
The turbulent mass flux in eq. (4) is modeled by the standard gradient diffusion hypothesis:
The turbulent Schmidt number Sc t for the reference case is set to 0.7 as the default value in the software (see Tominaga and Stathopoulos [47] ). Sections 4.3 and 5.3 present the sensitivity of Sc t to the model performance.
Validation metrics
The following validation metrics are used to quantify the agreement between the computational and experimental results [48] : the fraction of the prediction within a factor of 2 of the observations (FAC2), fractional bias (FB), and normalized mean square error (NMSE). These metrics can be expressed as follows:
•€•‚ =
where O i and P i are the observed (measured) and predicted (computed) values of a given variable for sample i, respectively; and N is the number of data points. The square brackets denote the average over the entire dataset. The allowed absolute difference W is set to 0.05 for FAC2. The ideal values of the metrics corresponding to the perfect agreement are 1.0 for FAC2 and 0 for the FB and NMSE. Although other validation metrics such as geometric mean bias (MG) and geometric variance (VG) are also available, it is sufficient to check the above three metrics as typically representative.
Previous studies suggested the following judgment criteria for these metrics for concentration: FAC2 > 0.5, |FB| < 0.3, NMSE < 4 [48, 49] . In the present study, the metrics for the mean concentration consider 55, 68, and 61 measurement points on the vertical plane (y = 0) and 40, 49, and 40 points on the horizontal plane (z = 0) for the neutral, light, and heavy gases, respectively.
Results for neutral gas
Impact of the computational grid resolution
A grid-sensitivity analysis is performed based on two additional grids: a coarser grid and a finer grid. As mentioned earlier, the basic grid had 1,072,080 cells, where each building side is assigned 23 cells. Each side of the square-shaped gas exit is assigned with five cells. The coarser grid had 428,707 cells, while the finer grid had 2,626,767 cells, where each side of the gas exit was assigned with three and seven cells each. The realizable k-ε model was adopted as the turbulence model. Figure 4 shows the outlines of the three grids. Figure 5 depicts a comparison of the results for the mean concentration on the three grids. A small deviation is found among the three grids for the lower part of the line at x/H = 0.55 and between the basic and coarse grids for the other two lines at x/H = 1.0 and 1.5, respectively. No significant grid sensitivity was found for the other parts. Therefore, the resolutions of the vicinity of the building and the gas exit adopted in the basic grid are retained for the other cases. The areas prominently affected by the different plume densities are limited only to the upwind region from the gas exit. The plume of the heavy gas spreads lower than that of the light gas. Figure 10 illustrates the streamlines and the contours of the vertical component of the velocity at the center section with different plume buoyancies. The effect of the plume buoyancies on the general velocity field is not very large. However, the vertical component of the velocity in the wake region is larger for the light gas than for the neutral and heavy gases. A slightly negative value of the vertical velocity is observed between the gas exit and the back of the building for the heavy gas. Figure 11 shows the contours of the turbulent kinetic energy k at the center section with different In the light (heavy) gas case, the value of k is much larger (smaller) than the neutral gas. Figure 13 illustrates the contours of the mean concentration at the center section obtained by CFD and the experiment for the different buoyant gas. The computational results are obtained with Sc t =0.7 and without the buoyancy effect in the ε equation (C 3ε = 0 in Eq. (8)). Note that the contour obtained by the experiment may be expressed differently from those obtained by the CFD models because the experimental measuring pitch is coarse, especially near the source. The general tendencies that the concentrations from the source exit are advected by the recirculation flow behind the building and that a high-concentration region appeared in the windward direction of the exit are well reproduced. For the light gas case, the experimental result implies that the concentration in the windward direction of the exit was lower than that for the neutral gas. Such a distribution is clearly affected by the positive buoyancy of the tracer gas.
Impact of the turbulence models
Impact of the turbulent Schmidt number
Results for the buoyant gases
Impact of the plume buoyancies on the velocity and the turbulence fields
Impact of the plume buoyancies on the concentration fields
Although the computational results successfully reproduce the impact of buoyancy on the mean concentration distributions in the experimental results, the upward spreads of the concentrations are predicted to be generally smaller than those obtained by the experiment. In contrast to the result for the light gas, the experimental result for the heavy gas shows a very high concentration in the lower part of the wake region. This tendency is well reproduced in the CFD result. Figure 14 illustrates the iso-surfaces of the mean concentration C/C 0 = 2.5 predicted by CFD for different plume buoyancies.
The volumes of the contaminated zone are quite different for the plume buoyancies (i.e., the high concentrations remained within the wake region for the light gas case and largely spread downwind for the heavy gas case). This tendency is consistent with the results obtained by the previous studies [21, 25, 28] . Especially, the rapid decrease in concentration just above the gas exit observed in the experiment (Fig. 15a) is not reproduced in the computation. This indicates that the diffusion effect in this region is underestimated in the predicted transport process of the concentrations for the light gas case. region behind the building in the horizontal plane, in contrast to that for the light gas.
That is, the diffusion effect is overestimated in the predicted transport process of the concentrations for the heavy gas case. Table 3 lists the validation metrics for the light and heavy gases. The performance of the CFD predictions for the light gas is slightly poorer than for the neutral gas (Table   2 ) with FAC2 and FB. The model performance for the heavy gas is better than for the light gas, but slightly worse than for the neutral gas with FAC2 and FB. For buoyant gases, the values of NMSE are much larger than those of the neutral gas. Although a large value of NMSE implies that the predicted results scatter significantly from the observation results, the scatter plots (not shown here) indicate that the prediction results are systematically underestimated (overestimated) for the light (heavy) gases. The cause of the prediction accuracy differences for the plume buoyancies can be interpreted as follows: Although the kinetic energy k values in the wake are overestimated by CFD for all the cases (see Figure 12 ), the diffusion effect of pollutant transport is underestimated, and therefore, the concentration is overestimated for light gas. The is because large-scale fluctuations behind the building that are not reproduced in the present steady RANS computations becomes apparent for the light gas where the plume strongly rises with positive buoyancy (see Figure 10 ) [16, 29] . On the other hand, for the heavy gases, the diffusion process (especially in the lateral direction) of pollutant transport is overestimated. This is mainly due to the overestimation of the turbulent kinetic energy in the wake region ( Figure 11 ), even though the turbulence is suppressed by density stratification through turbulence modeling.
Impact of the turbulent Schmidt number on the prediction performance for
different plume buoyancies Figure 17 shows the variation in the validation metrics with different Sc t values for different buoyant gases. For the neutral gas, the lower Sc t values provide better results for all the metrics as mentioned in Section 4.3. This tendency is consistent with that observed in previous studies [51, 52] . For the light gas, all the metrics deteriorated drastically with the increase in Sc t compared with those of the neutral gas. This implies that the facilitated turbulent diffusion due to positive buoyancy is not represented sufficiently by the present computational method, i.e., the Boussinesq approximation and the turbulence modeling of buoyancy. On the other hand, for the heavy gas, although the metrics are less sensitive to the value of Sc t , the increase in Sc t provides slightly better results. This is due to the non-apparent underestimation of the diffusion effect behind the building when using steady RANS simulations, because the diffusion M A N U S C R I P T
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24 effect should be suppressed by the negative buoyancy. The optimum value of Sc t was reported to increase with the increase of Richardson number, which expresses atmospheric stability, in a previous study [53] . Because most of the wake region is stable ( N< NO < 0) for the heavy gas, the present results are consistent with the previous findings. Furthermore, considering the good performance of CFD for the neutral gas, the relatively poor performance for the buoyant gases may be improved by modifying the modeling of G b in the k equation (Eq. (7)) and the modeling of the turbulent scalar flux (Eq. (11)), which are based on the simple gradient diffusion hypothesis [54] [55] [56] . 
Conclusions
This study performed CFD simulations for flow and dispersion fields around a cubic building model with tracer gases of three different densities being exhausted from an exit behind the building. The following conclusions can be drawn from the results of this work:
• In the neutral gas case, the realizable k-ε model showed the best agreement with the experimental data in terms of the mean concentration distributions among the four different turbulence models (i.e., standard k-ε, RNG k-ε, realizable k-ε, and k-ω SST models). • The prediction performance for the light gas was slightly poorer than that for the neutral gas, and the prediction performance for the heavy gas was better than that for the light gas, but slightly worse than that for the neutral gas. However, the scattering of the predicted values from the experimental ones for the buoyant gases were much larger than those for the neutral gas.
• For the light gas, the CFD models overestimate the concentrations in the wake region, indicating that the effect of turbulent diffusion was underestimated. On the other hand, for the heavy gas, the CFD models overestimate the concentrations outside the wake region behind the building, indicating that the effect of turbulent diffusion was overestimated.
• This tendency was closely related with the prediction accuracy of the flow and turbulence fields behind the building, which is restricted by the steady RANS computations.
• For the buoyant gases, the buoyancy modeling in the ε equation showed a negligible influence on the results, especially for the light gas.
• The sensitivity of the turbulent Schmidt number to the prediction performance was examined for different buoyant gases. The prediction performance is more sensitive to the turbulent Schmidt number for the light gas case than the neutral gas, but less sensitive for the heavy gases.
A higher-order modeling of the turbulent scalar flux will be performed in a future research to clarify further the reason why the prediction performance of pollutant concentrations is poorer for buoyant gases than for neutral gas. 
