Abstract: Although metadata are useful to obtain better clustering results on image clustering, some images do not have social tags or metadata about photo-taking conditions. In this paper, we propose an image clustering method that is robust for those missing metadata of photo images that appear in search results on the Web. The method has an integrated estimation mechanism for missing social tags or photo-taking conditions from other images in the image search result. An advantage of our method is that our approach does not require another training set that is constructed from other images that are not included in the search result. We demonstrate that the proposed method can effectively cluster images which have some missing metadata by showing the performance of on-demand clustering on a photo sharing site.
Introduction
Image data clustering is an approach for effectively browsing a lot of images without any prior supervision of partitioning [1] , [2] . There is strong demand for searching and browsing a large amount of image data via social media sites such as Flickr [3] . Therefore, a better clustering method that enables users to effectively search and browse images is required [1] . There are a lot of keyword-based image search services, and in most cases, the image search results are displayed as a ranked list structure. Keyword-based search has been established as the predominant method for discovering information on the Web [4] . This ranking functionality reflects the similarities of the metadata and the query, according to text-based retrieval models. However, it is difficult to preserve visual diversity when such models are used [1] , [3] . The ranked list only considers the relevance to the query words, and therefore it may induce similar near the top rank of it. The image search results to a user should satisfy both diversity and high precision [5] . To overcome this problem, a clustering-based approach is used for presenting diverse results in searching images by keywords.
The necessity of a clustering-based approach is, for example, that it may be difficult for a user to prepare appropriate queries for keyword-based image search engines [6] . The user-generated query may include several aspects to be matched to diverse images [1] . Most users don't know how to express those query terms 1 Graduate School of Informatics, Shizuoka University, Hamamatsu, Shizuoka 432-8011, Japan dgs11538@s.inf.shizuoka.ac.jp explicitly and in more general terms that match a number of images [5] . Indeed, the query length is typically very short. In Ref. [7] , it was reported that approximate 90% of queries their length l(q) ≤ 4. As a result, the query is often ambiguous [8] . Therefore, the result may contain a lot of different images that the user does not expect [9] . As a result, it is hard for the user to browse them.
On clustering a lot of images, we may have to consider the problem of a semantic semantic gap in content-based image retrieval (CBIR). Smeulders et al. defined the semantic gap as follows: "The semantic gap is the lack of coincidence between the information that one can extract from the visual data and the interpretation the same data have for a user in a given situation" [10] . They also argued that an important issue in CBIR is filling this semantic gap. For example, a red flower may be regarded as the same as a rising sun, and a fish the same as an airplane [11] .
The first issue is that we should consider the case that some images in the image in image search results do not have metadata. In social media site like Flickr, users can freely add tags to images. Therefore, uses can also leave the images untagged, so some images do not have tags. Also, some metadata are added by a digital camera, but these but their values are varied of them are varied, depending on the model of devices. In such case, it is difficult to calculate the similarities between images based on metadata. For example, Fig. 1 shows the image search result about "polar bear." In this search result, some images do not have tags (In this figure, we describe "no tags" for the images that do not have tags). This search results has two different kinds of photos, "stuffed doll" and "real animal." In such case, the search result might be clustered by images which have metadata and the images which don't. Furthermore, as shown here, it is difficult to distinguish images based on their meanings when such key metadata has been lost. As a result, the quality of image clustering results might be degraded and it might provide a poor visual diversity. To solve these issues, an approach to estimate the missing metadata is necessary for the purpose of better image search result clustering. The other issue is that the tags of images in the image search results are often images in image search results often imprecise and/or incomplete [12] . Also, the use of user-provided tags added to images has some drawbacks [6] . Lexical variability of a concept (e.g., "Louvre," "Le Louvre," "Louvre Museum," etc.), and the large amount of highly specific tags are among the most important disadvantages. The others are irrelevant tags to images, the difference of the language, and emerging words that that were not used before [13] .
As a result, since some images in image search results do not have tags, or sufficient metadata, the quality of clustering has degraded and is poor visual diversity. Therefore, we estimate the missing metadata and aim to present the better image search results that have sufficient visual diversity to users.
When estimating tags of image search result that are obtained from a social media site, preparing the training data set has some limitations. A limitation is that preparing an appropriate training data set that can be applied to the images that has the emerging tags about new events is difficult. Another limitation is that it is difficult to prepare an appropriate training data set that can cover all queries. The training data set are cases due to the model drivenness [14] . This is caused by the user-provided queries that often are very diverse and ambiguous. Therefore, it is demanded to realize an estimation method that does not require any training data set in advance for estimating of image tags.
Preliminary

Ranked List
In many cases, a query for image search is represented as one or several keywords related to the search result, and its result is often presented as a ranked list of the resulting images. Many modern IR systems employ their own ranking approaches. These approaches mainly consider the relevance of each item to the query but ignore the content of other items ranked in the search results. The IR systems implementing this approach are mostly appropriate when the relevant documents are very few and highrecall is required. However, this approach has some issues to be resolved (e.g., Refs. [15] , [16] ).
One major issue is that the presentation method may drop good visual diversity in the result. For instance, when a specific type or brand of car is requested by the query, it may very well be that the top n of the ranking was shared by the same image that was released by a single source (e.g., the marketing division of the company). Furthermore, it may be difficult for a user to type in the exact query that is most relevant for the retrieval. Improving the ranked list will not be the solution for this problem. Therefore, cluster-based approaches have been proposed for presenting a lot of relevant images obtained by the query [17] .
Diversity in Image Search
Some methods have been proposed to produce visually diversified image search results.
Zwol et al. [18] proposed a retrieval model which provides diverse results as a property of the model itself, rather than in a post-retrieval step. The models operating only on tags offers the highest level of diversity with no significant decrease in precision.
Leuken et al. [1] proposed clustering methods that are called Folding, Maxmin, and reciprocal election. These methods are for presenting a clustering result that maintains image diversity and representative images for each cluster. However, these methods only use low-level image features so they don't consider the meanings of images that can be figured out with supplemental metadata.
To overcome this issue, Yang et al. [19] proposed both supervised concept-based search and unsupervised search reranking to satisfy both conceptual and visual diversity of image search results. However, this approach suffers from scalability issues in a concept-based search mechanism. In this paper, we adopt a cluster-based method to satisfy the visual and semantic diversity of image search results with high scalability.
We propose a constrained agglomerative clustering method with must-link constraints for better clustering results using a multiple similarity metric [20] . Our approach tries to overcome these drawbacks by using constrained agglomerative clustering with must-link constraints.
Two measurements similar in image appearance, tags, and photo-taking conditions (e.g., tags and image appearances) are used for preparing must-link constraints. The other similarity measurement (e.g., photo-taking conditions) is used for clustering. The must-link constraint is calculated by:
where T (a, b) and I(a, b) are the tags and image similarities between two images a and b. Must-link constraints (M 1 , M 2 , ..., M r ) are made based on these values in ascending order. In constrained agglomerative clustering with must-link constraints, any two images that have must-link constraint must belong to the same cluster. These clusters are agglomerated. The method uses group average method computing for the distance between each cluster. The detail of this method was reported in Ref. [17] . However, the method implicitly assumes that all images have sufficient metadata.
Metadata Estimation
Although metadata are useful to obtain better clustering results on image clustering, some images do not have social tags or metac 2012 Information Processing Society of Japan data about photo-taking conditions. Therefore, on applying clustering methods to image search result, keeping the quality of the image clustering is an important issue. To this end, it is necessary to estimate or refine the tags of images in social media sites.
Some methods have been proposed to estimate metadata using low-level image features. Zhu et al. [12] proposed the metadata refinement method on the images in social media sites, which utilizes an approach where the tag refinement problem is formulated the tag refinement problem is formulated as a decomposition of the user-provided tag matrix into a low-rank refined matrix and a sparse error matrix. Then, the optimality is measured by four aspects: low-rank, content consistency, tag correlation and error sparsity.
Lee et al. [21] proposed the metadata estimation method, which uses the two categories based on folksonomy. This method considers the aspects of tags that are objective tags and subjective tags.
Yang et al. [14] proposed the metadata estimation method using a weighted association rule and near-duplicate clusters. This approach firstly initializes the candidate tag set from its nearduplicate cluster's document. Then, the candidate tag set is expanded by considering the implicit multi-tag associations mined from all the clusters' images, where each cluster's document is regarded as a transaction. To further reduce noisy tags, a visual similarity is also computed for each candidate tag to the test image based on new tags. Tags with very low scores can be removed from the final tag set.
These approaches can be applied to the large image data set. However, in our case, there is fewer number of image search results than the image data set for training data set. Therefore, it is difficult to apply these approaches to image search results.
Metadata for Photo-taking Condition
The Exif (Exchangeable image file format) is a commonly used metadata format for representing photo-taking conditions. The metadata is automatically generated when the picture is taken by using a typical digital camera. This metadata contains ISO speed, Aperture, Time stamp, etc.
Boutell et al. proposed a method that uses Exif metadata for sunset detection and indoor-outdoor classification [22] . The method uses a Bayesian network based on low-level image similarity and Exif. However, this method may be applied for a specific classification problem but not for a generic clustering problem.
Sinha et al. [23] proposed deriving useful semantics about the digital photo. Also, they compare its results with classical relevance models used for automatic photo annotation.
When some images do not have tags or the tags are incorrect, the estimating of the metadata based on the tag co-occurrence or distribution may be difficult. Since Exif is another metadata that is annotated by different aspects from tags, Exif could be helpful to estimate features.
Metadata Estimation Using Similar Images in the Search Result
We describe the proposed method about metadata estimation for missing metadata of images to be used in the clustering process proposed in this section. Since our proposed method should be able to be applied to queries in any domains, the proposed metadata estimation our approach does not require another training set that is constructed from other images that are not included in the search result. Instead, our approach uses similar images in the image search result. We estimate social tags or photo-taking conditions from other images in the image search result. We applied the proposed constrained agglomerative clustering method to obtain better clustering results using multiple similarities based on estimated metadata [17] . We demonstrate that the proposed method effectively estimates missing metadata by showing the performance of on-demand clustering on a photo sharing site.
Our Proposed Metadata Estimation Approach
Our approach estimates the metadata of an image p i in an image search result P = {p 0 , p 1 , ..., p n } using similarities. In this paper, we estimate two kinds of metadata: tag t i , Exif e i that the image p i has.
For example, our approach is applied to an image p i that does not have tags |t i | = 0), to estimate the correct tags t i using images p x that are similar to image p i . This approach annotates all tags t x and exif data e x to an image p i as estimated tags and exif. Potentially might wrongly add metadata that affects the performance of clustering. Therefore, we also prepared an algorithm to try to remove such noisy tags. However, in the later section, we will present that our algorithm does not need such noisy tag removal process. Figure 2 shows the algorithm to estimate metadata. The details of our proposed algorithm for metadata estimation are as follows. To estimate the appropriate metadata using similar images, we apply k-nearest neighbor method to the image p x in an image search result P that have missing metadata. For example, when an image p x does not have tags (|t x | = 0), we estimate appropriate tags using similar image. Therefore, we use an image p x as a test image and apply k-nearest neighbor method using an image search result P without p x to estimate metadata. The image search result that contains the metadata estimated images is denoted by P . Figure 3 shows a possible algorithm for removing noisy metadata. In the algorithm, it clusters the images that have each tag T = {w 0 , w 1 , ..., w l } in image search result P and denotes the clustering results as C = {C 0 , C 1 , ..., C w }, respectively. Here, since T = {w 0 , w 1 , ..., w l } is all tags w a that appear in an image search result P , |T | is the number of tags in image search result P . Here, the algorithm uses the clustering algorithm for image search results which do not need to specify the number of clusters, known as Maxmin [1] . When the number of clusters |c i | in a clustering result C y about the tag w a is less than the thresholds α, then the algorithm removes the tag w a from the images in a cluster c i . This algorithm tries to remove the incorrect tags or unneeded tags that are wrongly added by the proposed estimation method from images. In similar way, when the number of cluster |c i | in a clustering result C y about the tag w a less than the thresholds β, then the algorithm tries to refine exif value e a by using the average of exif value in cluster c i . This approach can add the appropriate exif value to images based on the similar images. In this paper, the threshold α is 0.25 and β is 0.5.
Here, we briefly describe the clustering algorithm Maxmin [1] . Maxmin tries to get visually diverse representatives as much as possible. To achieve this, it uses a maxmin heuristic on the distances between cluster representatives. First, the first representative R 1 image is randomly chosen in the image search result. The second representative image R 2 is the image with the largest distance from the R 1 . For each following representative, the image is selected that has the largest minimum distance to all the other selected representatives. This process is continued until this maximum minimal distance is smaller than a threshold. The threshold is defined as the mean distance of all images from the average image. Each image is assigned to the closest representative.
Image Similarity
We calculate the similarity between two images to consider image appearances, using the same method appearing in Leuken et al. [1] . We use six low-level image features: Color histogram [24] , Color layout [25] , Scalable color [25] , CEDD [26] , Edge histogram [25] , and Tamura [27] .
The image similarity (I) between two images a and b is calculated by:
where f is the total number of features, d i (a, b) is the similarity between a and b in terms of the i-th feature and σ 2 i is the variance of all image similarities according to the i-th feature within this set of image search results.
Photo-taking Condition Similarity
We calculate the similarity between two images to consider photo-taking conditions defined in Exif based on Ref. [23] . Sinha et al. [23] proposed a metric which quantifies the ambient light in an image. We use four Exif metadata: ISO speed, Exposure Time, Aperture, and Focal Length. ISO speed is the sensitivity of a film recording light. When the value is higher, the more sensitive picture elements are in the picture. Exposure Time is the time that a film is exposed. The higher this value is, the slower the shutter speed was. Aperture is the amount of light that passes through the camera lens. The higher this value is, the lower the amount of light to the camera lens was. Focal length is the distance between lens and picture elements. The higher this value is, the longer the focal point was. The photo-taking condition feature is calculated using LogLight Metric [23] by:
where K is the proportionality constant, ET is the Exposure time, A is the Aperture, IS O is ISO speed rating and FL is the Focal length. LogLight Metric will have a small value when the ambient light is high (the camera will have a low exposure time, small aperture and low ISO). Similarly it will have a large value if the outdoor light is small. The photo-taking condition similarity is calculated using L1-norm.
where LLM a and LLM b are the LogLight Metric of image a and b.
Tag Similarity
The method calculates the similarity between two images to consider the image semantics by using tags. To consider the tag's significance, we calculate the id f i of each tag by:
where N is the total number of images and n i is the number of images that have i-th tag in all images. We calculate the tag vector a of an image a using this id f value for each elements. The tag vector a = {id f 1a , id f 2a , ..., id f na } of an image a is calculated by:
We calculate a cosine similarity for tag similarity (T ag) by:
where a = {id f 1a , id f 2a , ..., id f na } and b = {id f 1b , id f 2b , ..., id f nb } are the tag vectors of the two images of two images a and b.
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Evaluation
In this section, we evaluate the performance of clustering image search results using our proposed estimation method. We use the ground truth by assessors, for evaluating our proposed method. In this experiment, we use two evaluation criteria: Fowlkes-Mallows index [28] and variation of information [29] .
Evaluation Criteria
Comparing two clustering results on the same data set is an important research issue itself, thus many different measures have been proposed. We adopt two clustering comparison measures that reflect different properties. We use two evaluation criteria, Fowlkes-Mallows index and variation of information. We describe them briefly below.
The Fowlkes-Mallows index [28] is a measurement based on counting pairs. Given a result set I and two clustering C and C , all possible image pairs based on I are divided over the Table 1 . This comparison can be seen as the precision and recall in clustering. A high score on the Fowlkes-Mallows index indicates that the two clustering are similar. The precision and recall for using the Fowlkes-Mallows index are calculated by:
The Fowlkes-Mallows index is the geometric mean of these two, making it a symmetric criterion by:
We use variation of information (VI), which is a theoretically based an information theoretic measure [29] . This is calculated using mutual information and entropy. For calculating the entropy, we calculate the probability that an image belongs to cluster k by:
where n k is the total number of images contained in the clustering result C. We calculate the entropy H(C) about a clustering result C by:
Next, we calculate the mutual information between two clustering results C and C . Therefore, we calculate the probability that a randomly selected image belongs to cluster k in a clustering result C and cluster k in a clustering result C by: Then, the mutual information I(C, C ) is defined by:
Variation of information VI(C, C ) is calculated based on these expressions by:
The variation of information coefficient focuses on the relationship between a point and its cluster. It measures the difference in this relationship between the two clusterings and averaged overall points. Hence, a low variation of information score indicates that two clusterings are similar.
Evaluation of Our Proposed Method
In this experiment, there are three reasons why we evaluate performance using clustering results from estimated metadata rather than using the accuracy of metadata estimation directly. First, in this paper, the goal of our research is presenting better image search results to users. Therefore, we should confirm that metadata estimation using our proposed method contributes the quality improvement on clustering image search results. Second, when our proposed method is used for estimating exif values, since exif is linear value, it is difficult to make a meaningful evaluation to the estimated exif values directly. Therefore, we evaluate the performance of clustering image search result based on estimated exif data using both our proposed metadata estimation method and clustering method. Finally, increasing the accuracy of tag estimation does not always contribute to the quality of clustering results. Image sets in this experiment contain 5771 kinds of tags and the frequency of appearance about 70 percent in these tags is once. Figure 4 shows the distribution of the tags frequency in the images. It is difficult to estimate these tags without using a training data set. Also, if an estimation method using training data set to estimate these tags is applied, it may be difficult to estimate the tags whose frequency of appearances are extremely low. However, the tags that the appearance in image search result is once are often about camera maker, time, the words by language other than English, and the other noisy tags. Therefore, the estimation of the tags whose frequency of appearances is extremely low does not contribute to improving the quality of clustering results.
To prepare a ground truth of clustering, we asked assessors to make 30 queries and to prepare clustered images to fit their natural feelings. 2 assessors make each ground truth on each query. Then, we get the ranked list of an image search result and choose the top 50 images that have non empty data for all metadata of user-provided tags and 4 metadata of exif: ISO speed, Exposure Time, Aperture, and Focal Length from the list as experimental data. As a result, we use 30 image search results for the evaluation of our proposed method. Therefore, we obtain 60 ground truths for the evaluation of clustering results. We evaluate the clustering results by two evaluation criteria.
In this experiment, we use the all images in image search results that have the metadata of tags and exif as the data for the experiment. Also, the k for k-nearest neighbor method is 5 and the image similarity are used for metadata estimation. For evaluation of robustness for missing metadata, we remove the existing metadata on some images in the data and our proposed method is then applied to these data for estimation of removed metadata. Figure 6 shows this experimental procedure.
The target metadata to be estimated are missing tags and four exif metadata: ISO speed, Exposure Time, Aperture and Focal Length. The number of the metadata to be estimated r is r = 0, 1, 2...50.
In this experiment, after the metadata estimation, we apply our constrained agglomerative clustering method proposed in Ref. [17] . The preparation of must-link constraints for that clustering method is based on two similarities in image, tag, and photo-taking condition similarities. Then the clustering method based on the other similarity is applied to images containing constrained images. In this experiment, the number of must-link constraint is 160, which is the same value used in Ref. [17] . Also, in the clustering, the used similarities for making constraints are image and tag similarities. These parameters are decided by the preliminary experiments in Ref. [17] . Then, we compare the clustering result to one of the k-nearest neighbor method as base line to evaluate the performance of our proposed method. To consider the differences among assessors' natural feeling, we have prepared two ground truths for each clustering problem and we will also show the best and worst case results to ground truths. Figures 7 and 8 show the results of clustering performance with missing tags on Fowlkes-Mallows index and variation of information. In these figures, the average value and the range of performance in two ground truths (i.e., the top value shows the best case and the bottom value shows the worst case) are shown. Note that, in Fowlkes-Mallows index, a higher value is better. However, in variation of information, the lower value is better in the performance. The r = 0 means that the value of the clustering result is based on the using original tag metadata (i.e., using the tags that are not removed or estimated). These values present the average value of the clustering result to image search results using estimated tags. These tags are estimated by five approaches. The first approach is k-nearest neighbor method by exif similarity. The second approach is k-nearest neighbor method by image similarity. The third approach is our approach that is k-nearest neighbor by image similarity with noisy tag removal (α = 1.0). This alpha is the best average score that is ranked by Fowlkes-Mallows index and variation of information in our preliminarily experiments. The fourth approach is our approach that is k-nearest neighbor by image similarity with noisy tag removal (α = 0.25). The other is the missing tag that is replaced by the values that are chosen from other images randomly.
Performance on Data with Missing Tags
On estimating tags, our proposed estimation method which uses image similarity with noisy tag removal shows the best performance in almost all cases. However, the method that removed some metadata in noisy tag removal produced slightly worse performance in this case. This means that our approach might wrongly remove some necessary tags by the noisy metadata removal. We can say our proposed method totally estimated the appropriate tags and it contributes the improvement of the clustering result in most cases.
Note that the best result is obtained in the case when the number of images that their metadata should be estimated is 0. This shows the estimation approach is helpful but it does not provide a better result than the case that all correct metadata are available.
In Figs mated is low (e.g., r is about 0...10), our approach is worse than the others. In this experiment, we used the two α values, 0.25, and 1.0, the first one is the value we predicted best before the experiment, and the other one is the best value for obtaining the highest average value through the experiment in the range of 0 ≤ r < 50. The best value of α for each query depends on the resulting images. Also, when we estimate tags using our approach, the accuracy of estimated tags to original tags is not so large. However, the rate of estimated wrong tags is about 2 percent or less. Therefore, our approach can estimate the tags that are useful for clustering. Figures 9 and 10 show the results of clustering performance with missing exif on Fowlkes-Mallows index and variation of information. In these figures, the average value and the range of performance in two ground truth (i.e., the top value shows the best case and the bottom value shows the worst case) are shown. As mentioned in the previous part, in Fowlkes-Mallows index, a higher value is better. However, in variation of information, the lower value is better in the performance. The r = 0 means the value of the clustering result using true exif metadata (i.e., using the exif that are not removed and estimated). These values present the average value of the clustering result to image search results using estimated exif. These tags are estimated five approaches. The first approach is k-nearest neighbor method by tag similarity. The second approach is k-nearest neighbor method by image similarity. The third approach is our approach that is k-nearest neighbor by image similarity with noisy exif removal (β = 0.4). This β is the best average score that is ranked by Fowlkes-Mallows index and variation of information in the preliminarily experiments. The fourth approach is our approach that is k-nearest neighbor by image similarity with noisy exif removal (β = 0.5). The other is the missing exif that is replaced by the values that are chosen from other images randomly.
Performance on Data with Missing Exif
On estimating exif, our proposed estimation method outperformed other methods in almost cases. Especially, in r = 30 or more, our proposed estimation method outperformed other methods. This means that when a lot of images without exif metadata are clustered, our proposed method works better than the other approaches.
Also, in Figs. 9 and 10, the difference between our approach and the others are very small. Furthermore, the values are not deeply depended on the value of β. The accuracy with exif estimation using our approach depends on an image data set, since exif similarities are not always helpful for better clustering. Also, our clustering algorithm should have appropriate parameters to obtain the best result in each case. The reason why the differences of the results in our approach and in "random" were small could be derived from the nature of exif metadata. The metadata used in this paper consists of a few attributes. These values are continuous values (e.g., focal length) or discrete values within limited ranges (e.g., ISO speed). When the missing exif data were just filled by the values that are chosen from other randomly selected images, a close value from the original one could often be chosen as the pseudo estimated value. Therefore, sometimes the results on randomly estimated values may perform well. In comparison on clustering methods, the results on constraint agglomerative clustering outperformed the ones on ordinary agglomerative clustering on both estimation cases. Here, Tables 2 and 3 show the average ranking value on Fowlkes-Mallows index and variation of information. The ranking value is the value of rank within five methods, e.g., when the value was best in the methods, the value was 1, regardless of the difference to others. The average ranking value is the average of the ranking value in the whole range of possible r. In those tables, our proposed method is best. Therefore, on average, our approach outperforms the others. Also, in some cases, the clustering results using estimated metadata provide better performance than true exif metadata. This shows that the estimated metadata is more useful for clustering than the true exif metadata. In this case, the noisy tag removal algorithm recalculates estimated exif data to refine the estimated exif data. The effect of containing missing exif data has been reduced by using our proposed method considering multiple similarities.
Effects of the Choice of Clustering Algorithm and Metadata Estimation
In the experiments we presented in Sections 4.3 and 4.4, our proposed constrained clustering approach has been used in all cases. There we can see differences in performance among the methods. In this section, we demonstrate how the metadata estimation performance affects the overall performance when different clustering methods have been used. In Figs. 11, 12, 13 , and 14, we show the performance of the number of estimated tags or exif based on Fowlkes-Mallows index and variation of inforc 2012 Information Processing Society of Japan mation. Here, we denote each result by combining its metadata estimation method and its clustering algorithm. On the part of metadata estimation method, "Random" means the result without metadata estimation. Instead, on "Random", the missing metadata are replaced by the values that are chosen from other images randomly. "OurApproach" means the result with metadata estimation using our proposed estimation method (α is 1.0 and β is 0.4). On the clustering algorithm part, "AGG" means the result on ordinary agglomerative clustering, and "CAGG" means the result on constrained agglomerative clustering with must-link constraints. In Figs. 11 and 12 , our proposed estimation method outperformed the clustering results in most cases. In the metadata method, our proposed estimation method outperformed the clustering results using both clustering methods. This means that the use of our proposed estimation method is useful for clustering image search result on both clustering algorithm. Also, in the clustering method, the constrained agglomerative clustering outperformed the clustering result using both estimation methods. This means that the use of constraints is useful for clustering image search result regardless of the use of tag estimation, at least on this experimental setting. In Figs. 13 and 14 , the results on our proposed estimation method are sometimes slightly better. This might be caused by the nature of exif metadata. These values are continuous values (e.g., focal length) or discrete values within limited ranges (e.g., ISO speed). When the missing exif data were just filled by the values that are chosen from other randomly selected images, a close value from the original one could often be chosen as the pseudo estimated value. Therefore, sometimes the results on randomly estimated values may perform well. In the clustering method, the constraints agglomerative clustering outperformed the clustering result using both estimation methods.
Conclusion
We proposed the metadata estimation method for clustering image search results to provide users with better search results. Our proposed method estimates the metadata in image search results that do not have tags, without using a training data set to cover diverse and ambiguous queries. Rather, we use the similar image to estimate metadata. We demonstrate the performance of our proposed method comparing to base line methods. We evaluated our proposed method based on Fowlkes-Mallows index and variation of information. On estimating tags, in many cases, our approach showed better performance in both the FowlkesMallows index and variation of information. In contrast, the observed performance differences on exif estimation were very small. We left to improve the performance in exif estimation as a future work.
In this paper, our proposed method uses low-level image, tag and photo-taking condition features. We can use the spatiotemporal information for estimating metadata such as the GIS and time stamp. Especially, using GIS information will help the algorithm to find the correlation between them and the usage of tags or deciding the place where the user took the photo. As a result, we can estimate the missing metadata and refine the incorrect metadata based on more rich information. For example, Hays et al. [30] proposed the method for estimating of geographic information from a single image using similar images. Also, Crandall et al. [31] proposed the method for mapping a large collection of geotagged photos to a world map. We can use these data as training data set for estimation in where the photo was taken. Extending the approach to effective use those data is a topic for future work.
