Abstract-Partially hidden Markov models (PHMM's) have recently been introduced. The transition and emission/output probabilities from hidden states, as known from HMM's, are conditioned on the past. This way, the HMM may be applied to images introducing the dependencies of the second dimension by conditioning. In this paper, the PHMM is extended to multiple sequences with a multiple token version and adaptive versions of PHMM coding are presented. The different versions of the PHMM are applied to lossless bilevel image coding. To reduce and optimize model cost and size, the contexts are organized in trees and effective quantization of the parameters is introduced. The new coding methods achieve results that are better than the JBIG standard on selected test images, although at the cost of increased complexity. By the minimum description length principle, the methods presented for optimizing the code length may apply as guidance for training (P)HMM's for, e.g., segmentation or recognition purposes. Thereby, the PHMM models provide a new approach to image modeling.
I. INTRODUCTION
R ECENTLY, partially hidden Markov models (PHMM's) have been introduced [1] . The PHMM combines the power of using the past as context and the power of hidden states in modeling. It differs from conventional hidden Markov models (HMM's) by conditioning the transition probabilities and emission/output probabilities on the previously observed symbols. The PHMM introduced in [1] involves a onedimensional (1-D) sequence of hidden states. The contexts, conditioning the model probabilities, may be two-dimensional (2-D) and thereby introduce the second dimension into the model. Lossless image coding may be performed by sequentially applying arithmetic coding to conditional probabilities derived from the image data based on the model.
In this paper, we develop the PHMM models further and utilize them for efficient compression of bilevel images. The PHMM in [1] was applied to this problem. A simple twopart scheme using linear quantization of the parameters was implemented. The PHMM coding is generalized here, introducing a number of adaptive schemes as well as logarithmic quantization. One of the new adaptive schemes is based on using previous lines of the image as multiple sequences (or Manuscript received August 28, 1997; revised March 17, 1999. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Thrasyvoulos N. Pappas.
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Methods to prune and control the trees are investigated.
The PHMM as presented in [1] is adaptive in the sense that the model parameters are trained or reestimated on the whole data set. In this paper, the adaptivity is extended in a number of ways. The model structure is adapted to the data by pruning the context tree and also local adaptivity is introduced. This leads to adaptive coding schemes, where parameters are adapted as we go along, avoiding the need for explicitly coding the parameters as in the original PHMM coding scheme.
With the advent of arithmetic coding, lossless coding focuses on the model description. While applying the image models to compression in this paper, the PHMM's are a new class of image models which may also be applied to, e.g., statistical pattern matching and image segmentation introducing hidden states in the image model.
In Section II, different partially hidden Markov models, including an extension to the multiple token case, are presented. Section III focuses on the parameters of the models. This involves initialization, reestimation, tree structuring, and quantization of the parameters. Two-part and adaptive versions of PHMM coding are given in Section IV. Compression results on bilevel images are presented in Section V.
II. PARTIALLY HIDDEN MARKOV MODELS
PHMM's combine hidden states and the ideas of contexts. A "context" is a weaker notion than a state. The context is specified by the past and the probability of events are conditioned on this causal context. The basic PHMM [1] is presented in this section. The description is 1-D but it may also be applied to 2-D by traversing an image line by line. The hidden states form a 1d sequence but the contexts may introduce a 2-D structure. The PHMM is extended to a multiple token version which may be applied to images on a line by line basis. A good introduction to the basic HMM is given in [2] .
A. PHMM
The PHMM could also be termed a context hidden Markov model. The HMM is based on transitions between hidden states and the emission of output symbols from the hidden states. These probabilities are conditioned on the specified context in the PHMM. denote the elements of the sequence after Let denote the hidden state of the process at time The value of the hidden state is taken from a finite set. The contexts for conditioning the transition and emission probabilities are defined by two functions on the observed data, and respectively. These functions are fixed here but they could even vary with the observation time
The functions and may be specified independently of each other. One choice is to use a subset of the causal data specified by two templates and respectively. The hidden states could also be interpreted as a function of the noncausal data given for instance by a template (For image data, causality is with respect to the image traversal which is row by row in our case.) This interpretation is used in the initialization process as explained later in Section III-B. Fig. 1 shows examples of these templates for image data.
The functions and map the causal data into a finite set of seen contexts of size and respectively. Given the context functions and the PHMM is described by a model where and are the sets of initial state, state transition and emission probabilities, respectively. The transition and emission probabilities are conditioned on the contexts given by and respectively. The so defined parameters of the PHMM model are given by
where is the total number of hidden states. As may be seen, there is no explicit description of the relation between consecutive contexts. The contexts are just obtained by the mappings and used for conditioning the probabilities of transitions and emissions.
2) Calculation and Coding of the Probabilities: An efficient method of coding is obtained by applying arithmetic coding to the sequence of conditional probabilities, Before presenting the expression we introduce the forward variable,
given by the recursion
As for the HMM, the PHMM forward recursion gives a convenient calculation of the probability of the observed sequence up to any (5) Taking the ratio of the values at and given by (4) and (5), we get the desired conditional probability (6) where is obtained from (5) . The coding based on the PHMM model may then be performed by applying arithmetic coding to the sequence of conditional probabilities (6) .
The HMM, also involves a backward variable. We generalize this for the PHMM by defining Though less obvious, the recursion below still holds [1] :
The likelihood for all the data then becomes (8) The ideal code length for measured in bits for given model parameters is given by (9) 3) Multiple Token PHMM: The multiple token PHMM is an extension of the PHMM described in the previous section. In many applications involving HMM, especially in speech recognition, it is desirable to train on multiple observation sequences (also called tokens in HMM literature) to obtain good estimates of parameters. Consider a set of observation sequences, i.e., tokens, where is sequence token) of length Initially, we assume each observation sequence is independent of every other observation sequence. The joint probability of the emission sequences for the PHMM as well as the HMM is then (10) It is obvious that the equations for the PHMM are valid for the multiple token PHMM. However some precautions must be taken when deriving the reestimation formulas (see Section III).
For images we may apply the multiple token PHMM, treating each line as a token. The context can still convey a 2-D structure. Equation (10) may still apply if we use (4) and (5) to calculate the probability of each line conditioned on the previous lines. The requirement implied is that the dependency of the pixels of line on the causal part of the image is fully described by the sequence of contexts used by the recursions (4) for that line up to the given pixel.
Using the multiple token PHMM on a line by line basis, the continuation of the sequence of hidden states from the end of one line to the beginning of the next, as implied by the ordinary PHMM, is avoided.
4) Cylinder PHMM:
Another variation of using a PHMM for modeling images on a line by line basis, called the cylinder PHMM, was introduced in [3] . The CPHMM has a well defined entropy for images. It may also be applied to image coding. The parameter description is more difficult to handle than for the other PHMM's. Furthermore, the parameter reestimation formulas to be presented in the next section do not apply. Therefore, it is not pursued further in this paper.
III. PHMM PARAMETERS
The primary task of the adaptive coding scheme is to determine the model in terms of size, structure and parameter values.
An important part of the HMM is the learning process for parameter (re-)estimation offered by the Baum-Welch reestimation procedure. The procedure was generalized for the PHMM in [1] . Here, it is extended to the PHMM multiple token case. We also investigate the problem of choosing good contexts, which thereby define the model structure and size. Quantization of the parameters is necessary for two-part coding, in which the quantized parameters must be sent to the receiver. By the minimum description length principle, optimizing for compression is also searching for good models, and optimally quantized parameters give an indication of the precision of the estimated parameters.
The parameters and (2)-(3) only depend on by the context functions defining the contexts and To make the context values explicit, the following notation is also used for these parameters:
The relation between the parameter notation of (2)- (3) and (11)- (12) is given by and Equations (11)-(12), together with (1), specify the parameters to be estimated. When using two-part coding these parameters also have to be coded.
A. Multiple Token PHMM Reestimation Formulas
The parameters are given by where and are the sets of initial state, state transition and emission probabilities, respectively.
The Baum-Welch reestimation formulas converge to a local optimum of the likelihood of all the data over the parameters [2] . The same is true for the PHMM [1] . In recognition tasks it is of interest to use multiple observation sequences (called tokens for short) during training. The corresponding HMM reestimation formulas are given in [2] . In the following the PHMM reestimation formulas for multiple tokens are presented for tokens. Superscript specifies variables related to token each of length The derivation of [1] may be generalized to the multiple token case, perceiving the tokens concatenated as one data set:
where denotes the likelihood of the th observation sequence token).
is one if and zero, otherwise, e.g., is one iff Having just one observation sequence the equations (13)- (15) are identical to the PHMM [1] reestimation formulas. Operating with only one context for transitions (only one value of and emissions (only one value of the reestimation formulas are identical to those of the HMM multiple token [2] .
The proof of convergence of the Baum-Welch reestimations [4] applies with a few modifications to the PHMM [1] , and the generalization to multiple token PHMM is straightforward. Briefly, the proofs are based on Baum's auxiliary function This function evaluates new sets of parameters from a given set of parameters and the observation sequence. We present the -function, which we shall use to evaluate different models and parameter sets. Let denote a hidden state sequence, and write and For an ordinary PHMM, i.e., single token, is given by
Based on the -function a lower bound on the decrease of ideal code length, obtained by replacing the model by is given by the inequality [4] (17)
In order to rewrite the -function in a more tractable form, two other terms known from HMM are presented in their PHMM versions. Using (P)HMM for recognition the probability of a hidden state at (with and given the observed sequence is of interest. For the PHMM it is given by (18) The probability of a hidden state transition from to given the observed sequence (including the context is
In terms of (17)- (18), (16) may be written in a normalized form as (20) where and are obtained from the single token case of (13)-(15). The reestimation formulas (13)-(15) maximizes over [1] .
B. Initialization
The model parameters need to be initialized or estimated before the reestimation procedure may be applied. The reestimation converges to a local optimum and the initialization may affect the number of iterations necessary. As in [1] we suggest perceiving the hidden states as part of the noncausal data specified by a template (Fig. 1 ). With the templates and the parameters are initialized based on the occurrence counts over the data set. Let denote the number of transitions from hidden state to when the context is For we have the initial estimate The formulas for initializing and follow the same principle. We use giving nonoccuring events a (small) initial probability in (21).
The interpretation of the hidden states as the output of a mapping of the future specified by a 2-D template may introduce a reduced model. The overlap caused by overlapping pixels in succeeding -templates specifies a subset of state transitions which are not possible. This is called the overlap constraint when strictly imposed on the model.
Using HMM for classification, the model is often trained on a data set where the hidden states are "known." Image segmentation is an example of a classification problem. The result of some conventional segmentation method could provide hidden states and be used for initializing (and training) a PHMM.
Finally, the two views of hidden states can be combined in a two-layer model. The initialization can be based on a combination of hidden states from a segmentation result and occurrence counts over the noncausal template
C. Context Optimization
The two context mappings and were in the definitions in Section II left unspecified. Optimizing for minimal code length or, equivalently, evaluating models by the minimum description length (MDL) principle, an exhaustive search of all models should be carried out. In general this is not possible.
We have limited the mappings under consideration by introducing the two templates and Thereby the model class is reduced. Following the ideas of algorithm Context [5] , we organize the template pixels of and in two trees, each level corresponding to a pixel of the given template. Defining subtrees of these specifies the mappings. Each leaf of the subtree defines a distinct context value. The choice and priority of the template pixels is important but not investigated here. A simple choice is to let an increasing geometric distance between the current pixel and the past pixels indicate decreasing importance. Greedy search is another possibility as often done in template coding; see, e.g., [6] . The subtrees defining the sets of contexts may be defined by pruning the full trees given by the templates. (If both of the trees describing and are pruned to the root, the PHMM is pruned to an ordinary HMM.) 1) Optimizing by Pruning: The reason for pruning the context trees is the cost of the model, whether or not the model is explicitly coded. The model cost problem is to some extent related to the problem that few events lead to unreliable statistics. A simple approach to tree pruning is to require a minimum number of events in a context, and prune if the node counter is below a threshold.
a) -context tree pruning: The ideal is to compare the actual code lengths of different models (subtrees). This may be done in a brute force manner. Here we present an approximation to this, based on Baum's -function (16). The -function involves only the ideal code lengths. Let denote the decrease in code length replacing model with a new model The total difference consists of the differences in ideal code length and model cost Adding the model cost difference to (17) we get (22) This inequality may be used for comparing different models. The right hand side of the inequality may be evaluated in terms of the reference model and the statistics collected in a forward-backward pass using the reference model (20). It should be noted that for the probabilities have been accumulated on the data set using (13)- (15) and (18) is copied to all its descendants which appear in the two trees formed by the union of all the contexts.
Using a simple estimate of the difference in model cost, a lower bound on the improvement in code length based on (22) is given below. Let the model represent a reduced context version, i.e., a subtree of the model Let denote a predetermined lower bound of the model cost corresponding to a single context value (when pruning). Inserting this estimate of the model cost in (22) gives (23) where is the reduction of the number of context values from model to The inequality (23) specifies the pruning rule in thealgorithm and explains the name of the algorithm. If the right hand side is positive, the reduced model is guaranteed to give a better performance than the reference model (provided the assumption that is a lower bound holds). This is a conservative rule in the sense that improvement is guaranteed when pruning, but due to the inequality advantageous pruning may be overlooked.
An avantage of using the -function in (22) and (23) is that the different contexts do not influence each other in the calculation. This means that we may evaluate the different paths of the tree independently and do not have to consider complete subtrees, as would be the case if the comparisons were based on actually doing the coding.
D. Quantization and Precision
In a two-part coding scheme the model parameters need to be quantized to finite precision before being coded and sent to the decoder. The code length for these parameters constitutes the model cost. We specify the number of discrete values for each of the parameter types and use a fixed number of bits for each index type. The quantized values and the threshold values need to be chosen. We shall restrict ourselves to linear and logarithmic quantization. The quantizer divides the interval between the specified maximum and minimum values, possibly offsetting the endpoints by a small value.
Optimizing the quantizations may be done by trying out the different possibilities, or applying the --algorithm. It may be noted that the values of each set of parameters after quantization should add up to a number not exceeding unity, or an appropriate normalization must be applied.
IV. CODING SCHEMES BASED ON PHMM
There are two basic approaches to data compression based on conditional probabilities: 1) a two-part code, where the parameters are sent in a coded form as a preamble followed by a code for the data based on these; 2) adaptive coding, where the parameters are refined by both the encoder and decoder as we go along. In the following we present the methods we have implemented.
A. Two-Part Coding Based on PHMM
Our two-part code involves the following steps: 1) Model Definition: The models to be considered are defined by the templates needed for conditioning the transitions the emissions and specifying the hidden states for the initialization A geometric distance is used for choosing the -template pixels. The -template pixels are chosen and ordered by a greedy search algorithm [6] used for ordinary template coding. 2) Initialization: The parameters are initialized by (21) based on counts for the whole image. 3) Parameter Reestimation: The parameters are reestimated using (13)-(15) with the whole image as one token, A fixed number of iterations are used. 4) Context Selection: The -and -pixels are each organized in a tree. Ordering of pixels (Step 1) defines the levels of the tree. Each set of contexts is pruned by the --algorithm (23).
5) Quantization and Coding of the Model:
Linear quantization is used for the and parameters. Logarithmic quantization is used for the parameters. The parameters are coded using and bits per variable for the and parameters, respectively. The and parameters constitute the dominant part of the model cost. A smaller number of bits is required to encode the number of the hidden states, the template pixels, the tree structure and the quantization constants.
6) Arithmetic Coding of the Data Set:
Arithmetic coding can be applied to the sequence of conditional probabilities. The conditional probabilities needed in the ideal code length (9) are obtained from (6) . There are a number of good arithmetic coding schemes which yield code lengths close to the ideal code length. Therefore, we shall just measure the ideal code length. The total code length is obtained by adding the cost of the quantized parameters to the ideal code length. The hidden part of the model in terms of size and structure is defined by the -template, possibly with the overlap constraint imposed. The templates used are given in Section V.
For the two-part coding scheme the context selection is performed by pruning the set of contexts given by the template according to the --algorithm (23). This was chosen since it is more closely related to the code length than "pruning by counts." The context pruning could be performed after any number of iterations in the reestimation procedure, but in order to simplify the optimization task the step is applied only once, either after the first or the last iteration. If the context selection is performed after the first iteration, the reduced tree structures are maintained during the remaining iterations.
For the and parameters, the best linear quantization is found by searching various combinations of the number of bits for them. Thereafter, logarithmic quantization is applied to the parameters, quantizing the smaller one of the two probabilities and within the interval defined by the overall minimum probability and
The expression where and are constants, is used to specify the quantized values.
The importance of the -parameters is negligible, as well in relation to the model as to the total parameter cost. Therefore, they are just quantized using a uniform quantizer using a fixed number of bits per parameter and not included in the optimization procedure.
The two-part PHMM coding scheme described could be improved by arranging the pixels within the -template in a tree structure, which is pruned by the same methods as those applied to the -and -template.
B. Adaptive PHMM Coding
As opposed to two-part coding, the adaptive coding scheme adjusts its parameters to local variations in the data set. Basing the adaption of parameters on causal data, the decoder can perform the same task as the encoder. Consequently, quantization is no longer needed, and the coding may be done with high precision arithmetic as long as the calculations are identical at the encoder and decoder.
The model size does not have a direct influence on the code length, as is the case in the two-part coding scheme, but rather it is related to the question of overtraining the models.
The coding principle is quite similar to the six-step procedure for the two-part coding, but differs on the folllowing three points.
1) The first segment (having lines) is coded with a traditional template based coding procedure using the -template.
2) The quantization and coding of the model in Step 5 is replaced by repeated reestimation as described below.
3) The context selection is based on counts. The basic principle in the adaptive PHMM coding scheme is to divide the data into segments of a given length. The size of the segments are determined beforehand and kept fixed throughout the image. The segments are encoded, in turn, using optimized parameters trained on causal data known both to the encoder and the decoder devices. The entire past may be used to train the model parameters for sequential coding of the next segment. This is called global adaptivity. The term local adaptivity denotes that only a recent part of the past makes up the training segment used for parameter reestimation. The size of the training and the encoding segments may be chosen independently.
Obvious choices of coding segment size for image coding are the number of lines making up a stripe or just a single line. These are referred to as stripe-level and line-level adaptive coding, respectively. An extreme case would be a single pixel coding segment, which we disregard due to the complexity of performing reestimation for each image pixel. The combination of stripe level coding with local and global training is denoted SL and SG, respectively. Line level coding is only combined with local training (LL). Local training is carried out on lines of the image. Optimized model parameters from the previous segment are only used as initial values for the next segment with stripe-level coding. For the line-level method initialization by counts is chosen. The actual optimization of the parameters is performed by applying the reestimation procedure (13)-(15) to the training segment.
The two context trees given by the pixels of the -and -template are pruned based on the occurence counts of the contexts. The pruning is applied independently to the two trees and controlled by two threshold values Counting is preferred over the --algorithm since the latter seems to be more succeptible to differences in statistical distribution between the training and the coding segment. Furthermore, it is not straightforward to determine the model cost per context value which governs the pruning rule for the --algorithm (23). In case some context values appearing in a coding segment have not occurred in the last training sequence, the most recently defined parameter values will be used.
1) Multiple Token Case:
The use of multiple tokens (Sections II-A and III-A) may be applied to any of the adaptive coding schemes. The reason for introducing a multiple token formulation for images is to avoid the dependency between hidden states to continue from one line to the next. This is obtained by considering each line as a distinct sequence token) (conditioned on the past). Therefore, only the line level adaptive version will be considered.
The implementation of the multiple token adaptive (MT) procedure is straightforward. The coding of a segment is based on a fixed number of previous tokens,
The lines previously coded are used individually for training. The next set of model parameters are determined by combining the retrieved results. Initialization is based on occurrence counts (with the exception of the very first token, i.e., line). Before parameter reestimation using (13)-(15), context pruning by counts is applied based on the counts of the previous lines.
For the line based methods (LL and MT) a segment of lines is used for intialization.
V. RESULTS
The coding schemes presented in Section IV have been applied to bilevel images. Two images with different characteristics, S09a400 (S09) and S06a400 (S06) (see Fig. 2 ) from the JBIG Stockholm test set have been tested thoroughly in order to investigate the capability of the PHMM models in relation to (bilevel) image compression. S09 is an error diffused image (1024 1024), and S06 is a mixture of (positive and negative) text and halftone (4352 3072). These are chosen as being challenging images. For text images, soft pattern matching (SPM) techniques aimed at text produce excellent compression [7] . We are looking for and examining a more general statistical model here, possibly to supplement pattern matching techniques.
A. Setting the Parameters
One of the essential problems in PHMM coding is to decide on the model structure and the method specific parameters. The -templates are chosen based on a fast greedy search for ordinary template coding [6] . The choice of the combinations of , and -templates are based on the preliminary test results in [1] and [8] . (Thus the choice of template pixels is outside the scope of the adaptive techniques presented in this paper.) The -template is used only during the initialization process. Regarding the remaining simulation parameters, several settings have been investigated in order to achieve the best overall compression. The templates chosen and the parameters used are given below along with a few results illustrating the influence of some of the choices.
In Figs. 3-5 , the templates used in the simulation process are shown. Fig. 3 represents the -template; is used for the results reported here. Fig. 4 shows the -templates for image S09 and S06, respectively. The -templates shown consist of nine pixels which give 512 distinct context values. Smallertemplates used in the tests are merely a subset of these. The first eight pixels defining is used for the results reported. Fig. 5 illustrates the -templates which define the hidden state structure. The overlap constraint is applied, i.e., for two consecutive -templates only the transitions between hidden states having the same values at overlapping pixel positions are possible. Template subscripts indicate the number of pixels in the template.
In Fig. 6 , the ideal code length (9) is shown as a function of the number of iterations for the image S09 obtained with a two-part coding scheme with different -templates. The effect of the reestimation algorithm is as expected. The likelihood of the data never decreases (reflected by the decrease in ideal code length) and it converges to a local maximum. The figure suggests that for a two-part coding scheme, bigger models will result in better performance. However, for the larger of the models there is a nonnegligible parameter overhead. The boldface curve, representing the actual code length for using uniform quantization of the model parameters (using bits), illustrates this point. The initialization method used in Fig. 6 is based on occurrence counts as described in Section III-B. For comparison Fig. 7 shows the ideal code length for the image S09 using a two-part coding scheme using and initialization by counts, the uniform distribution and a random distribution, respectively. As can be seen, the rate of convergence depends on the initialization method. The values after 50 iterations in the three cases differ by as much as ca. 40 000 bits or approximately 7% relatively. Using fewer iterations the difference is larger. Initialization by counts gives the best results.
The importance of the initialization procedure was also examined by comparing the results for the other test image, S06 using four hidden states and initialization by occurrence counts and manual segmentation, respectively. In the former case, the ideal code length levels off at 1 663 021 bits after 50 iterations, whereas the latter resulted in 1 475 367 bits, a difference of about 11%. The latter result is quite good with only four hidden states. Again, using fewer iterations the difference is larger.
B. PHMM Results
The tables show selected results for both test images. The code lengths are given in bits. The compression factor denotes the factor by which the data size is reduced. The number of iterations used in reestimation is denoted by
The context optimization technique used for the two-part coding scheme is based on the -algorithm (23) as described in Section III-C (pruning after the last iteration), whereas the optimization by counts was used to prune the context trees for the adaptive procedures (pruning after the first iteration).
Tables I and II present results of adaptive PHMM's for S09 and S06, respectively. Context pruning is based on counting specified by the thresholds
The parameters are given in the table. For S09 (Table I) , the locally adaptive stripe approach (SL) yields (slightly) better results than the globally adaptive stripe (SG) due to the locally adaptive nature of the images and lesser degree of overlearning.
The adaptive procedures perform slightly better than their two-part counterparts (Table III) for both test images. The difference between the best adaptive and the two-part results for the test image S09, given the model is about 6.3%. The parameter overhead is typically about 5-10% of the actual code length for a two-part PHMM coding scheme. In Table III , uniform quantization is used for the and parameters. bit precision was used for the parameters. For the parameters, bits were used for S09 and bits for S06. For the parameters, logarithmic quantization was used with bits for S09 and bits for S06. (When pruning based on the -algorithm, the benefit of pruning the and parameters was conservatively set at 3 and 4 bits, respectively).
The comparison of the various adaptive coding schemes is more difficult, although the multiple token (MT) procedure is seen to be less effective than the other methods. This was partly due to the fact that the MT coding scheme is the most complex procedure and therefore more difficult to optimize due to the many parameters. The numerous free parameters of the adaptive approaches make it difficult to optimize the coding procedure. Furthermore, it is likely that better MT results could be obtained if the initial probabilities were conditioned on some context when applied to the images on a line by line basis. In general, the line-level local adaptive LL procedure could be expected to perform better than the stripe level SL procedure due to a higher degree of local adaptivity. However, overtraining is a problem for the LL coding scheme, and the parameters must be chosen carefully.
The PHMM is a combination of template-based and HMM models. Comparing the PHMM results to an adaptive coding scheme with as an ordinary template without hidden states (Table IV) , we can see that the introduction of hidden states, conditioned on the past, greatly improves the performance. The PHMM also outperforms a traditional HMM. Using HMM with hidden states defined and initialized by in a two-part coding scheme without contexts, yields after 50 iterations the ideal code length of 904 481 bits and 3 260 045 bits for the images S09 and S06, respectively. In comparison, the results for the same model conditioned on and in a two-part coding scheme yields an ideal code length of 547 279 bits and 1 390 272 bits, respectively. Even though the parameter overhead for the PHMM model is bigger than for the HMM model, the difference is still quite significant.
Both the two-part and adaptive PHMM coding schemes perform better than the current JBIG standard [9] , which uses a ten-pixel template with one adaptive pixel. This is the case for both test images. The overall best compression for the images S09 and S06 is obtained with LL (Table I) and SL (Table II) coding yielding a compression factor of 1.91 and 9.69, respectively. In comparison, the JBIG standard (Table IV) has a best performance with compression factors of 1.79 and 7.85 using a static and an adaptive template of ten pixels, respectively [6] . The results are not as good as those achieved by the free tree [6] , which gives the best overall lossless compression of bilevel images. The free tree compresses S09 and S06 by a factor of 1.92 and 12.65, respectively. The free tree coder organizes the context in a tree structure, optimized for each image, which is a very time comsuming process. The structure is free in the sense that each context path may have its own choice and ordering of pixels.
The PHMM algorithms presented here are complex. The estimates of all the hidden states are mixed for each pixel and the probabilities of the hidden states are updated using a trellis structure. In two-part coding, the additional complexity of parameter reestimation is imposed on the encoder. For adaptive coding both encoder and decoder performs reestimation, though simpler than that of the two-part encoder. All in all the PHMM is much more complex than template coding as, e.g., JBIG.
The novelty of the coding schemes presented is the use of hidden states as part of the image model. The hidden states may be perceived to represent noncausal pixels capturing some of the influence of the other causal pixels.
VI. CONCLUSION
PHMM's have been generalized to the multiple token case and the parameter reestimation formulas are given. The convergence of the likelihood to a local maximum by reestimation is maintained. The methods have been applied to (bilevel) image compression in both two-part and adaptive versions. This includes applying multiple token PHMM on a line by line basis while treating each line as a token.
The PHMM conditions the transition and the output probabilities on the past, which may be expressed as contexts. For effective compression the transition and output context sets are each organized in a tree, which may be pruned. For two-part coding, effective schemes for quantization have been devised and tried out. To speed up evaluation of both the pruning and the quantization, a measure approximating code lengths for different models, based on the statistics collected for reestimation, was given. A simpler alternative is to apply context pruning on basis of the counts of context occurrences.
The coding methods have been tried out on two challenging bilevel images. Initialization by counting is fast and has better convergence than a uniform or random initialization. Reestimation improves the code length considerably.
Both the adaptive and two-part versions gave better results than JBIG on the two images (S06 and S09). On S09, all the (PHMM) adaptive variants gave better results than JBIG. The compression rates achieved were 1.82-1.91 (JBIG 1.79). On S06, the adaptive stripe PHMM achieved a compression factor of 9.69 (JBIG 7.85). The adaptive coding methods gave better results than their corresponding two-part coding methods. The PHMM schemes are much more complex than the template based JBIG scheme, though.
By the MDL principle the methods presented for tuning the models for compression may also provide tools for optimizing new models for recognition or other image processing purposes. Thus the PHMM models provide a new approach to image modeling.
