Recently, multimedia services are increasing with the widespread use of various wireless applications such as web browsers, real-time video, and interactive games, which results in traffic asymmetry between the uplink and downlink. Hence, time division duplex (TDD) systems which provide advantages in efficient bandwidth utilization under asymmetric traffic environments have become one of the most important issues in future mobile cellular systems. It is known that two types of intercell interference, referred to as crossed-slot interference, additionally arise in TDD systems; the performances of the uplink and downlink transmissions are degraded by BS-to-BS crossed-slot interference and MS-to-MS crossed-slot interference, respectively. The resulting performance unbalance between the uplink and downlink makes network deployment severely inefficient. Previous works have proposed intelligent time slot allocation algorithms to mitigate the crossed-slot interference problem. However, they require centralized control, which causes large signaling overhead in the network. In this paper, we propose to change the shape of the cellular structure itself. The conventional cellular structure is easily transformed into the proposed cellular structure with distributed receive antennas (DRAs). We set up statistical Markov chain traffic model and analyze the bit error performances of the conventional cellular structure and proposed cellular structure under asymmetric traffic environments. Numerical results show that the uplink and downlink performances of the proposed cellular structure become balanced with the proper number of DRAs and thus the proposed cellular structure is notably cost-effective in network deployment compared to the conventional cellular structure. As a result, extending the conventional cellular structure into the proposed cellular structure with DRAs is a remarkably cost-effective solution to support asymmetric traffic environments in future mobile cellular systems. key words : TDD, asymmetric traffic, distributed antenna system, WCDMA, IEEE802.16e, WiBro 
Introduction
Recently, multimedia services have been growing because of the spread of various wireless applications such as web browsers, real-time video, and interactive games [1] , [2] . Since those services may cause large traffic asymmetry between the uplink and downlink, time division duplex (TDD), which is more flexible in handling traffic asymmetry than a frequency division duplex (FDD), has been adopted in recent wireless systems. In current WCDMA-TDD, IEEE802.16e, and WiBro standards [3] - [6] , TDD systems simply fix the numbers of uplink and downlink time slots based on the average statistics of the entire cellular network * * , which causes inefficient bandwidth utilization. To fully utilize the benefits of TDD systems, different traffic requirements in each cell should be reflected in time slot allocation. However, different ratios of uplink and downlink time slots between adjacent cells additionally result in two kinds of intercell interference as discussed in [7] - [9] . Figure 1 illustrates the crossed-slot interference scenario. Suppose that Cell 1 operates in downlink period and Cell 2 operates in uplink period. Hereafter, B and M denote base station (BS) and mobile station (MS), respectively. Then, the downlink signal emitted from B (1) causes interference to the uplink signal from M (2) to B (2) , and at the same time, the uplink signal emitted from M (2) causes interference to the downlink signal from B (1) to M (1) .
The former is called BS-to-BS crossed-slot interference and the latter is called MS-to-MS crossed-slot interference.
While MS-to-MS crossed-slot interference causes minimal degradation in downlink, BS-to-BS crossed-slot interference can severely degrade the signal power to interference plus noise power ratio (SINR) performance in uplink, especially when M (2) is located near the edge of Cell 2. The reason is that the transmit power of BS is normally orders of magnitude stronger than that of MS and the propagation environment between BSs is less lossy and less fluctuating due to large antenna height [13] . As a result, the uplink and downlink performances become severely unbalanced according to the amount of traffic asymmetry. Thus, the deployment of the cellular network becomes inefficient.
After the possibility that the proper time slot allocation could mitigate the crossed-slot interference was demonstrated in [10] , many previous works have studied intelligent time slot allocation algorithms for TDD systems [11] - [15] . However, those time slot allocation algorithms require centralized controls between cells resulting in large signaling overhead, which makes them unsuitable for practical systems. In this paper, we propose a new cellular structure which is efficient for asymmetric traffic environments. The conventional cellular structure can be easily transformed into the proposed cellular structure by adopting distributed receive antennas (DRAs), and there is no need for the centralized control in the proposed cellular structure. Through analysis and numerical results, we show the proposed cellular structure balances the uplink and downlink performances under asymmetric traffic environments and reduces the network deployment cost.
The remainder of this paper is organized as follows. Section 2 describes the the proposed cellular structure and channel model considering the crossed-slot interference. Section 3 defines the statistical Markov chain traffic model for analysis and derive the average bit error probabilities of uplink and downlink. Through numerical results, the performances of the conventional cellular structure and proposed cellular structure are compared and the cost-effectiveness of the proposed cellular structure is shown in Sect. 4. Finally, the conclusions are drawn in Sect. 5.
System Model

Cellular Structure
A general concept of adopting distributed antennas to the cellular structure is introduced in [16] . As shown in [17] , we consider a distributed antenna system adopting up to six distributed antennas per cell as a reasonable example. The proposed cellular structure is illustrated in Fig. 2 ; the required number of distributed antennas in a cell is adjustable according to the traffic condition. In our cellular structure, distributed antennas are assumed to be simple receive-andforwarding devices physically connected to the corresponding BS with optical fiber, and they cost very little compared with BS since no baseband signal processing needs to be performed [16] . They are referred to as distributed receive antennas (DRAs), hereafter. DRAs in each cell are activated only in its uplink period and receives uplink signal as BS antenna. In the hexagonal cellular structure, the cell edge marked W in Fig. 2 is the farthest position from the cell center with distance R, and it is the worst-case position in point of SINR. We focus on this point for performance analysis.
Channel Model and Received Signal
We assume a single user transmission scenario such as time division multiple access (TDMA) for simplicity of analysis. Thus, only intercell interference from neighboring cells exists. However, the type of interfering source switches between BS and MS depending on whether the corresponding cell operates in uplink or downlink. The downlink signal received at the MS in the reference cell (the 0th cell) is given by
where h 
J is the total number of interfering cells in the entire network. The transmitted signal from BS, x B , and transmitted signal from MS, x M , are constrained with the maximum transmit power,
n at MS. Since the number of interfering BS(or MS) is sufficiently large and they are independent of each other, the interference plus noise is assumed to be a complex Gaussian variable z M with variance σ 2 z M by the Central Limit Theorem [17] , which is computed in the next section.
Hence, (1) can be expressed as
Similarly, the uplink signal received at the ith receiver in the reference cell (the 0th cell) is given by †
where E |n B | 2 = σ 2 n and non-crossed and crossed factors of the jth cell are defined in uplink as
The uplink signal model is also simplified into
Since DRAs also receive the uplink signal from MS and forward it to BS, the BS in the center and the N D DRAs construct (N D + 1) receiver array. Hence, the received signal vector is given by
where
Here, A T , A H and A * denote the transpose, Hermitian and conjugate of matrix A, respectively. Assuming that the channel state information is perfectly known to the receiver side, BS performs maximal ratio combining (MRC) as
Hence, the overall uplink SINR after MRC at BS is calculated by
where Γ u,i is the SINR at the ith receiver.
Crossed-Slot Interference Analysis
In this section, both downlink and uplink performances considering crossed-slot interference from neighboring cells are analyzed. We focus on average bit error probability (BEP) as a performance measure. To model the uplink/downlink crossing nature of the TDD cellular system, we firstly set up a statistical traffic model.
Statistical Traffic Model
We assume that the cellular network is homogeneous; all cell in the network behave statistically the same with each other. According to the different service requirements of MSs, incoming calls are categorized into several call classes and the system is now modeled as a multidimensional birthdeath process [18] . 
where G is a normalization constant,
, and S is the set of all possible call states.
As listed in [1] , [2] , several call classes are expected for the next generation communication system. Here, we consider two service examples (K = 2) for simplicity of analysis, which are voice call (Class-I) and data call (Class-II). A new call is determined as either Class-I call or Class-II call by the portion of Class-k call, α k . Let Δ d,k and Δ u,k denote the required number of downlink and uplink time slots for Class-k call. Note that Class-I calls require symmetric bandwidth between uplink and downlink (Δ d,1 = Δ u,1 ), while Class-II calls require asymmetric bandwidth, i.e., much larger bandwidth in downlink (Δ d,2 > Δ u,2 ). In exploiting two-dimensional Markov chain, the maximum numbers of Class-I calls and Class-II calls are respectively limited by
, where N s is the total number of time slots in a frame. Also, each call state defined as (c 1 , c 2 ) is truncated with
Crossed-Slot Interference Analysis
The source type and the amount of intercell interference experienced by the receiver in the reference cell depend on the current call states of the neighboring cells. In downlink, the average power of the interference and noise at the MS in the reference cell is calculated as [17] 
2 )
where Pr{φ
2 )}, Pr{ψ
2 )} respectively mean the conditional probabilities that the jth cell operates in downlink and uplink under the current call status of the reference cell. Note that ψ We assume simple time slot scheduling in a frame. Uplink time slots are allocated from the head slot of a frame while downlink time slots are allocated from the tail slot of a frame so that crossed-slot interference can be avoided when cell loading is low † . Given the call states of the reference cell and the jth cell (in other words, the numbers of Class-I calls and Class-II calls, c
2 in each cell are given), the probability that the jth cell also operates in downlink is min{1, number of DL slots in the jth cell number of DL slots in the 0th cell }. Thus, the probability that the interference source in the jth neighboring cell is BS can be computed as
. (12) The probability that the jth cell operates in uplink is max{0, number of crossed slots between two cells number of DL slots in the 0th cell } and the probability that the interference source in the jth neighboring cell is MS can be computed as
2 ) max 0, (c ( j)
. (13) On the other hand, the derivation of the average interference and noise power in uplink follows the same procedure with the downlink above. The average interference and noise power at the ith receiver in uplink is given as
Pr{ψ u = 1 (c
2 )} = (c
2 ) max 0,
2 ) × min 1,
. (16) To complete the derivation, we assume followings for simplicity of analysis.
• Interference source in the jth neighboring cell is assumed to be located in the center of the cell. Hence, the distance between the receiver in the reference cell and the interference source is d l,m √ 3Rl, where l denote the index of the tier to which the jth cell belongs. The lth tier consists of 6l cells in the hexagonal cellular structure.
• Compared to the large cellular area where interference sources are spread, the area of the reference cell is relatively small. Thus, the average interference and noise power at all receivers in the reference cell is assumed to be the same, i.e., σ
Based on the assumptions above,
where ζ(·) denotes a Riemann zeta function. Similarly,
Note that the smaller pathloss exponent (3 instead of 4) is † There is no difference when the uplink side and the downlink side are switched each other.
considered in the BS-to-BS crossed-slot interference case as
Finally, we can compute the average interference and noise power at MS (downlink) using (12), (13), (17), (18) in (11), and the average interference and noise power at BS (uplink) using (15), (16), (19), (20) in (14).
Bit Error Probability Analysis
In our fading channel model, both multipath fading and shadowing are considered. Thus, the overall distribution of SINR becomes composite Rayleigh-Lognormal and the probability density function (PDF) of the SINR Γ is given by [20] 
where ξ = 10 ln 10 = 4.3429, andγ (dB) and σ (dB) are the mean SINR and the standard deviation of shadowing, respectively. Firstly, we calculate downlink bit error probability. Since the PDF in (21) cannot be reduced to any closedform expression [21] , we use the Gauss-Hermite quadrature integration to calculate error probability [22] . As derived in [23] , the average bit error probability (BPSK considered) with givenγ d is computed as
where x H,p is the pth zero of the N H th-order Hermite polynomial and w H,p is the pth weight factor tabulated in Tabel 25.10 of [22] . The mean SINRγ d is expressed as
Since σ 
2 ), the resultingγ d is also a function of the call state. The overall average bit error probability of downlink is computed by weighted sum using (9), (22) , (23) as
On the other hand, the average bit error probability of uplink cannot be expressed as a simple form as in (22) since the uplink SINR in (8) is the sum of SINRs at individual DRAs. We use the sum property of the moment generating function (MGF) to derive the PDF of the overall uplink SINR. The MGF of the SINR in the ith DRA is given by [23] 
When N D number of DRAs are adopted in the cell and each uplink signals is processed through MRC, the MGF of the uplink MRC SINR is
where the 0th DRA stands for the conventional BS. Given γ u,0 ,γ u,1 , · · · ,γ u,N D , the average uplink bit error probability is calculated as
2 ) and given as γ u,i = 10 log 10
Similar to the downlink case, the overall average error probability of uplink is computed by weighted sum using (9), (27), (28) as
2 )∈S Π(c
The integration in (27) can be computed with numerical tools such as MATLAB, MATHEMATICA, and MAPLE. 
Numerical Results
2 ) is |S| = 16. The transmit powers of MS and BS are set to P M = 23 dBm and P B = 40 dBm, respectively. Noise power at the receiver is assumed to be σ 2 n = −100 dBm. Antennas adopted in BS and MS are omni-directional and antenna gain of 17 dBi is assumed at BS. Processing gain of 10 dB is considered at receivers. Log standard deviation for shadowing variable is σ = 8 dB. MATHEMATICA is used for numerical calculations derived in Sect. 3.3. The order of Hermite polynomial is set to 4 Average bit error probability versus time slot position when the new call arriving rate is λ = 0.1, the portion of data call is α 2 = 30%, and the cell radius is R = 1, 000 m. N H = 10 for reasonable computational complexity. Figure 4 shows how average bit error probabilities P e of the uplink and downlink vary with the position of the time slot in a frame. In uplink case, the first three time slots are free from crossed-slot interference (BS-to-BS crossedslot interference in uplink) since the maximum traffic asymmetry in all cells is uplink:downlink = 1:3, which happens when all time slots are reserved by Class-II calls † . The rest time slots after the third time slot can be crossed-slots depending on the call status of the neighboring cells. The closer the time slot is located to the tail slot, the more vulnerable the uplink signal becomes to the strong BS-to-BS crossed-slot interference,and the average bit error probability of the uplink increases drastically. In downlink case, however, the average bit error performance is not dominated by the position of the time slot in a frame. Moreover, the average bit error probability rather decreases in the crossedslots. This is because the MS-to-MS crossed-slot interference from the neighboring MS is weaker than the interference from the neighboring BS in most cases except when the MS is located very closely to the edge of the reference cell. Figure 5 shows how average bit error probabilities P e of the uplink and downlink vary with the cell radius R. We consider 4% as a tolerable uncoded bit error probability for successful transmissions. Generally, the average bit error probability P e increases with the cell radius R. In the point of downlink transmission, the cell can be enlarged to about R = 1, 000m satisfying average bit probability of P e,d ≤ 4%. However, with R = 1, 000m, the average bit error probability of uplink reaches 16% (i.e., P e,u 4%) in the conventional cellular structure due to the strong BS-to-BS crossedslot interference. Note that the maximum cell coverages in uplink and downlink do not match under asymmetric traffic environments. Thus, as illustrated in Fig. 5 , the cell size should be extremely small to satisfy both P e,d ≤ 4% and P e,u ≤ 4% in the conventional cellular structure, which is proved to be an inefficient solution to support asymmertic † The dotted regions cannot be achieved only with our two call classes, i.e., 1:3 and 1:1. The virtual regions are drawn for intuition assuming that there are many various call classes. 
traffic.
The reasonable solution is to adopting low cost DRAs to the conventional cellular structure to balance uplink and downlink without inefficiently reducing the cell radius. In the numerical result, the required number of DRAs to balance uplink and downlink is 4. For another example, when the tolerable bit error probability of 12% is assumed, the maximum cell size can be set to R = 4, 452m for downlink and the average bit error probability performance of uplink is matched to that of downlink adopting 2 DRAs in the proposed cellular structure. However, in the conventional cellular structure without any DRAs, the cell size is constrained within only R = 221m, which is the maximum cell size determined by uplink. Hence the conventional cellular structure requires 4, 452 2 /221 2 times more number of BSs to cover the area of the same size. Considering the notable cost gap between BS and DRA, adopting DRAs is the reasonable solution. Figure 6 shows how average bit error probability P e varies with the portion of data call among new arriving calls α 2 . The average bit error probability of downlink P e,d remains around 4% at all value of α 2 , which shows that the MS-to-MS crossed-slot interference is not a dominent factor in downlink. On the contrary, the uplink bit error performance becomes severely degraded as the portion of data call increases. Accordingly, the required number of DRAs to balance both uplink and downlink error performances also increases as α 2 . For example, 3, 5, and 6 DRAs should be adopted in a cell when the portion of data call grows to 5%, 15%, and 30%, respectively. Figure 7 shows how the new call arriving rate λ affects the average bit error probability P e . As new calls arrive more frequently, cell loading in each cell increases, which results in more crossed-slot interference under asymmetric traffic environments. Hence, the unbalance between uplink and downlink performance increases unless DRAs are adopted. When the new call arriving rate is very small (i.e., Fig. 7 Average bit error probability versus the new call arriving rate when the cell radius is R = 1, 000m and the portion of data call is α 2 = 10%. λ < 0.03), cell loading is also very low and crossed-slot interference need not be mitigated with DRAs. However, adopting DRAs for interference mitigation is necessary in most cases. For example, 3 DRAs are required in λ = 0.08 case. Note that uplink and downlink cannot be balanced even with 6 DRAs in high cell loading (i.e., λ = 0.2). Then, adjusting the cell radius R as discussed with Fig. 5 can be an alternative solution.
Conclusions
In this paper, we have addressed the problem of the conventional cellular structure under asymmetric traffic environments. The balance between uplink and downlink performances fails to be kept due to strong BS-to-BS crossedslot interference in uplink and the degraded uplink performance dominates the inefficiency in cellular network deployment. Thus, we propose to transform the conventional cellular structure into a new cellular structure adopting distributed receive antennas (DRAs), where both uplink and downlink performances are balanced. We have analyzed the average bit error performance of the proposed cellular structure compared to that of the conventional cellular structure. The numerical results show that the cell in the proposed cellular structure can remain robust to traffic asymmetry with the help of DRAs, while the conventional cell without DRAs should shrink resulting in large network deploying cost. The required number of DRAs can be calculated based on the long-term traffic parameters such as the portion of data calls and new call arriving rate. Considering the incomparable deploying costs of BSs and DRAs, the proposed cellular structure is a remarkably cost-effective solution to support asymmetric traffic environments.
