'Reliable multicast is an important component in many multicast applications (e.g., news distribution, distributed interactive simulation, distributed computing, etc.) and thus a key element in the successful deployment of multicast-capable networks like the MBONE. IP Multicast, the network protocol currently used for multicast data delivery, provides only a best-effort service, so higher layer protocols are needed to provide delivery guarantees. Traditional unicast error recovery schemes cannot be used for reliable multicast due to implosion and exposure. Implosion occurs when all receivers send acknowledgments (ACKs) simultaneously, swamping the sender. One solution is to restrict receivers to sending only negative ACKs (NACKs), i.e., request only packets that were lost (detected, for example, by a gap in the sequence number space). However, as multicast groups get large, the sender may experience NACK implosion, e.g., when a loss near the sender causes a large number of receivers to miss the same packet. The second problem, exposure, occurs when the sender re-multicasts the lost packet to the entin group, perhaps forcing many receivers to receive it again. This is a'problem if only one, or a few receivers lost the original packet.
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Two of the most prominent proposed solutions, Scalable Reliable Multicast (SRM) from LBL and Pragmatic General Multicast (PGM) from the router company Cisco, follow radically different approaches. SRM uses two application-level mechanisms to limit implosion, namely randomized back-off timers and duplicate sup pression. Any receiver may participate in recovery, and recovery messages (requests and replies) are multicast to the entire group. Before sending any such message, receivers wait for a short period (called a back-off delay), listening for messages from other receivers. If during that period they receive a similar message from someone else, they suppress their own message. Timer randomization ensures that only one (or a few) messages will be sent, thus limiting implosion. However, the back-off delay is a trade-off between implosion and recovery latency, which means that SRM is not wellsuited for delay sensitive applications and large groups. To limit exposure, SRM uses the hopcount ('lTL> field in the IP header to limit the scope of recovery messages, However, estimating the appropriate 'ITL value is hard, and even at best this is still a crude method of controlling exposure.
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NACKs upstream, towards the source. The first NACK to reach a PGM router establishes state in that router that (a) filters subsequent similar NACKs, and (b) allows guidance of retransmissions from the source to receivers that requested it. Thus, unlike SRM, PGM allows requests and retransmissions to be sent immediately and controls exposure very well, but at the expense of adding significant state in the routers. Also, PGM examines transport level sequence numbers which is (a) a violation of layering, and (b) restricts data naming with Application Level Framing (ALF).
Our scheme, which predates PGM by more than a year, also enlists help from routers. Unlike PGM, in our scheme routers anz enhanced with a small set of purefonvarding services, which donot violate layering and use only per source state at routers. Multicast routers typically maintain a mapping of <incoming link, list of outgoing links> for every source in a multicast group. When a packet arrives on the incoming link, it is replicated and forwarded on all outgoing links. In our scheme, each router marks one of the downstream links as the replier link. This is the only new state added to the router. Routers are also enhanced with twonew forwarding services. The first is a special handling of requests which eliminates implosion, and the second is the ability to perform multicast on a subtme, which eliminates exposure.
Implosion is eliminated as follows: on detecting loss, wceivers immediately multicast requests. Routes identify and forward all requests received from non-replier links to the replier link; the request from the replier link goes upstream, towards the source. This eliminates implosion by allowing only one request to move upstream. Before forwarding a request to the replier link, the router inserts its addxss and an identifier for the link the request was received on, marking what we call the "turning point" of the request. Note that a request can have only one turning point. The turning point is crucial in controlling exposure, as described next.
When a replier receives a request, it first checks if the requested data is present. If not, the request is ignored (the replier has sent a similar request itself). If the data is present, the replier delivers the data to the loss subtree using a new fonvarding service called a "directed multicast". A dmcast consists of two steps: (a) the encapsulation and unicast of a multicast packet containing the reply to the turning point router, and (b) the decapsulation and multicast of the reply on the turning point link. Thus, the replier selection and the special request forwarding service eliminate implosion, and the turning point information in conjunction with the dmcast service eliminate exposure.
This scheme has been simulated in C++ to evaluate its performance. It has also been implemented in NetBSD UNIX to evaluate its feasibility. Simulation results have shown that this scheme effectively eliminates implosion, minimizes exposure, and recovers losses faster than unicast (since replies can come from all receiveIs, not just the source). Our implementation showed equally good results: it requires about 250 lines of C-code in the UNIX kernel, and the request forwarding path adds less overhead than the regular multicast forwarding path. A paper describing our scheme was published in the proceedings of Infocom '98 and an extended technical report (which includes the kernel source code), can be found at http:lldworkin.wustl.edul-christosl.
