Abstract: This work presents an iterative learning control (ILC) based automatic train operation (ATO) algorithm to address trajectory tracking problem. The train motion dynamics is first described by a modified discrete model with position as its independent variable, since train motion dynamics repeats along position axis more exactly. ILC method is combined with error feedback to achieve trajectory tracking. Meanwhile, the case with input constraints is considered. Rigorous theoretical analysis confirms that proposed algorithm can guarantee the asymptotic convergence of train speed to desired profile along iteration axis. Its effectiveness is further verified through case studies with intensive simulations.
INTRODUCTION
With the rapid development of economy and society, railway transportation, due to its large capacity, high speed, high reliability and low energy consumption, plays a more and more important role in mass transit. To guarantee the railway network works safely and efficiently, advanced automatic train control (ATC) system, including three subsystems, i.e., automatic train operation (ATO), automatic train protection (ATP) and automatic train supervision (ATS), has been widely applied in modern railway transportation.
Recently, high speed railway is developing with great achievements worldwide, and driverless are put forward due to high safety requirement for high speed railway. Thus ATO, together with ATP and ATS, becomes indispensable. One of ATO's main tasks is to calculate desired speed profile and corresponding optimal operation curve between stations based on speed restrictions, grade conditions, constraints on traction and braking forces, etc.. Some studies have been done (Cheng & Howlett, 1993; Howlett & Pudney, 1995; Khmelnitsky, 2000) to achieve this task by optimizing energy consumption, running time, etc.. However, above approaches are essentially open loop control, which, as known to all, may lead to deteriorate, or even unstable control performance due to some unpredictable disturbances. Due to the inherent nonlinearity, exogenous disturbance and measurement noise of the train motion dynamics, it is a tough task to control a train to track desired speed profile by open loop control. Various advanced control methods have been developed to deal with this problem, such as proportional integral derivative (PID) (Murtaza & Garg, 1989) , fuzzy logic control (Chang & Xu, 2000; Fay, 2000) , linear quadratic regulators (LQRs) (Chou & Xia, 2007; Zhuan & Xia, 2007) , nonlinear output regulator (Zhuan & Xia, 2008) and H 2 /H∞ control (Yang & Sun, 2001) . Most existing approaches belong to model-based control methods (Chou & Xia, 2007; Yang & Sun, 2001; Zhuan & Xia, 2007) , thus their performances depend on train model accuracy. However, the accuracy of these simplified models is questionable, and corresponding model-based control algorithms may not be able to guarantee the performance claimed. Thus control methods for automatic train operation less dependent on model accuracy, or datadriven control methods, are of great practical and desirable significance.
It is worth noting that high speed trains and subway trains operate according to their operation diagrams strictly every day or every cycle. That is to say, the desired speed profile is pre-specified for each train, and then train follows the profile each time running along certain track. This operation pattern leaves train operation an inherent outstanding feature, that is, it runs over a certain track repeatedly. However, the majority of existing ATO methods, including methods mentioned above, neglect this significant unique characteristic of train motion, thus no matter how many times it runs, its control performance is the same without any improvement. In fact, another transportation system, freeway traffic flow system, also possesses property of repetition. To deal with such repetitive tracking control problem, iterative learning control (ILC) may be the most powerful technique. Note that ILC has been applied in freeway traffic control successfully (Hou & Xu, 2007; Hou et al, 2008) . In comparison, repetition of train motion dynamics is quite obvious. ILC, first proposed by Arimoto for a system that repeats the same task in a finite interval (Arimoto et al, 1984) , can be an ideal technique to learn from the repetitive dynamics to achieve better control performance. Furthermore, due to its simple structure, ILC requires little prior knowledge of the system and can guarantee the learning convergence. Thus it is almost a model-free method (Xu & Tan, 2003) . After development for nearly 30 years, ILC has been extensively studied with significant progress in theory (Bien & Xu, 1998; Sun & Huang, 1999; Xu & Tan, 2003) , and widely applied in many fields, such as industrial robots, induction motors, rapid thermal processing and freeway traffic control.
In view of the repetition, ILC based ATO strategies (Wang et al, 2008; Wang & Hou, 2009 ) has been proposed. Moreover, with its almost model-free feature, ILC based control method can be used without the accurate train dynamics and exogenous disturbance, which are hard to be obtained in practice. However, in aforementioned works, the train motion is regarded to be repetitive over a finite time interval, and the ILC based train operation control strategy considers all the train operation factors, such as traction force, braking point, slope angle, degree of curvature and speed restriction, to be time-dependent. In fact all of these factors are positiondependent, thus the practical train operation is repeated over a finite track interval. Furthermore, tracking performance to a desired speed profile and stopping a train at a target point can both be accomplished simultaneously.
The goal of this paper is to transform the train motion dynamics from time-dependent into position-dependent, and then design an ATO algorithm, in which ILC co-work with other existing feedback controller so that the train can track the desired speed profile perfectly, despite the presence of modelling uncertainties and repetitive exogenous disturbances. Besides, input constraints, namely constraints on traction and braking force, are also considered here to make our study closer to actual condition of train operation. This paper is organized as follows. Sections 2 gives the discrete position-dependent train motion dynamics model and formulates the automatic train operation into the trajectory tracking problem. Section 3 presents an ILC add-on to feedback control based trajectory tracking algorithm for a train. Section 4 analyzes the scenario with input constraints. Simulation results are shown in section 5. Finally section 6 concludes the paper.
TRAIN MOTION DYNAMICS AND PROBLEM FORMULATION

Model Description of Train Motion Dynamics
In most existing studies of train operation, the train motion dynamics is described by equations formulated with time as independent variable and with position and speed as dependent state variables.
where v (m/s) is train speed, u (N/kg) is traction or braking force on unit mass, s (m) is position of the train, ( ) w v (N/kg) is the general resistance on unit mass, and ( ) g s (N/kg) is the additional resistance on unit mass caused by slope angle and degree of curvature. According to Hay (1982) , ( ) w v and ( ) g s can be approximately described by the following equations respectively 2 0
where a c , v c and 0 c are resistance coefficients, depending on many factors, such as vehicle type and structure. l is a constant, and ( ) s θ is slope angle at position s .
Although above formulation is got naturally, it is often convenient to use an equivalent formulation with position as independent variable and with speed as dependent state variable (Howlett & Pudney, 1995) . What's more, additional resistance ( ) g s , according to (4), is a function of position s rather than time t , which implies that train motion dynamics repeats along position axis more exactly, thus it is more suitable to choose position-dependent train motion dynamics for designing ILC based ATO. Therefore, we give positiondependent model of train motion dynamics first.
Dividing (1) by (2), and combining (3) 
Rewriting the left side of (5) derives
v c v c g s ds
For our purposes, it is convenient to consider difference equation. Here we consider a track, with L in length, i.e.,
, and divide the whole track into a number of
, each of which is Δ in length. According to Euler Formula to discretize differential equation (6), we can obtain ( )
Let s k = ⋅ Δ , then ( 1) s k + Δ = + ⋅ Δ can be got directly. For brevity and without ambiguity at the same time, Δ will be omitted hereinafter. Therefore (7) can be rewritten as follows
where ( )
where ( ) ( )
Control Objective
The goal is to present an ILC add-on to feedback control method to deal with trajectory tracking of a train without knowing the exact train motion model and disturbances. This algorithm makes good use of historical data collected from previous running to generate a sequence of traction or braking force ( ) u k which drives speed of the train ( ) v k to converge to desired speed profile for [1, ] k K ∈ iteratively under control input constraints.
ILC ADD-ON TO FEEDBACK CONTROL MODULE
In train motion control, feedback based methods have been developed and implemented over a long period, such as methods mentioned in section 1. It would be inappropriate to replace these control algorithms with ILC completely. So we seek a combination mode of feedback and ILC, in which ILC is an add-on component to the original controller. Thus we can retain the functionality of existing feedback loop such as stabilization and robustness, meanwhile enjoy extra performance improvement from ILC. Mathematically, such a control strategy can be expressed below
where n indicates the iteration number, 1 ( ) Note that most of feedback control methods are some forms of PID control with time-variant coefficients. For simplicity, feedback controller applied here is assumed to be a simple PID controller. The feedforward ILC law is constructed as follows
where β is an iterative learning gain.
For the convergence analysis, some reasonable assumptions, which are common in ILC design, are made first.
Assumption 1. Function ( )
f ⋅ is uniformly globally Lipschitz continuous on a compact set Ω with respect to its argument,
where f k is Lipschitz constant,
⎦ is the range of output, and 2 max v is the maximum velocity a train can achieve.
Assumption 2. The re-initialization condition is satisfied throughout the repeated iterations, i.e.,
where (0 
Assumption 1 requests train motion dynamics to be globally Lipschitz continuous, which is naturally satisfied, since train motion dynamics (9) is continuous differentiable in its argument on Ω . Assumption 2 can also be satisfied, because if the repeated train running task is set to be running from one station to the next, the train always departs from one station after stopping for a while according to prescheduled timetable, i.e., (0) (0) 0
Assumption 3 is a reasonable assumption that task assigned for control should be feasible. Theorem 1. Under Assumptions 1-3, choosing the learning gain β to meet the learning convergence condition 1 2 1 β − Δ ⋅ < , the output of system (9) controlled by the ILC add-on to feedback control (10)-(12) will converge to the desired output along the iteration axis, i.e., ( ) ( )
Proof. Similar to Theorem 2.
Remark 2. If actual train speed converges to the desired one at each sampling point, the train position will also converge to desired position.
ILC ADD-ON TO FEEDBACK CONTROL MODULE WITH INPUT CONSTRAINTS
In practice, traction and braking force of the train must be constrained by its mechanical feature. 
ILC add-on feedback control algorithm with input constraints can be described as (17)- (20) 
Its block-diagram is demonstrated in Fig. 1 . Before convergence analysis, another reasonable assumption should be made. 
This assumption indicates that the control task is feasible within input constraints. In addition, for ATO system, desired trajectory is optimized according to conditions of track and mechanical features of train, including constraints on traction and braking forces. Then calculated desired trajectory can be achieved by control input within constraints naturally.
Theorem 2. Under Assumptions 1,2 and 4, choosing learning gain β to meet the learning convergence condition 1 2 1 β − Δ ⋅ < , controlled by the ILC add-on to feedback control law (17)- (20), the output of system (16) will converge to the desired output along iteration axis, i.e., ( ) ( )
Proof. In n-th iteration, the train motion dynamics can be described as ( )
Subtracting (22) from (15) and using differential mean value theorem yield the error dynamics
According to Assumption 2, (0) 0 n e = , (24) becomes
From iterative learning law (12), we have
where 
From ( 
Substituting (25) into (28) 
By subtracting (10) from desired control input ( )
Combining (27), (29) and (30), and taking absolute value on both sides derive
Since 1 Obviously, lower triangular matrix n Γ has a single repeated eigenvalue 1 2 β − Δ⋅ . If the learning convergence condition 1 2 1 β − Δ⋅ < given in Theorem 2 can be satisfied, n Γ will be a stable matrix and asymptotic convergence of ( ) Remark 4. Note that convergence condition for the control algorithms with and without input constraints are the same. However, (20) is added in control algorithm of Theorem 2 to keep the control input, i.e. traction or braking force of the train, within practical bounds of the force that a train can generate. It implies that the proposed control algorithm is robust to input constraints and plays a significant role in practical application.
NUMERICAL SIMULATIONS
This section verifies the validity of proposed learning control algorithm through numerical simulations. Due to limited space, only the algorithm with input constraints is shown.
The chosen railway track is a 36.28 km long with an upgrade of 9.68 km length. Other parameters' setting is the same with that in pure ILC. Fig. 4 gives the learning error by means of pure feedback control, pure ILC and proposed control algorithm with input constraints. Here learning error is defined as the maximum absolute error between the real train speed and Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 desired ones over the whole distance interval. From Fig. 4 we can observe clearly that the pure feedback control can not improve actual train speed error no matter how many times the train runs, however, actual train speed converges to the desired speed just after a few iterations by pure ILC and proposed algorithm. What's more, proposed algorithm generates better control performance than pure ILC evidently. 
CONCLUSIONS
In this work, an iterative learning control law in feedbackfeedforward configuration is designed to deal with trajectory tracking problem in train operation. Model of train motion dynamics is modified to be discrete position-dependent. In addition, constraints on traction and braking force are introduced, which makes proposed algorithm more suitable and practical. Through rigorous analysis, proposed ILC addon to feedback control based trajectory tracking algorithm for a train under input constraints is able to guarantee asymptotic convergence of train speed to desired profile, regardless of presence of system uncertainties, such as model mismatches.
