Purpose: The goal of this study is to characterize and improve the accuracy of 2D magnetic resonance fingerprinting (MRF) scans in the presence of slice profile (SP) and B 1 imperfections, which are two main factors that affect quantitative results in MRF. Methods: The SP and B 1 imperfections are characterized and corrected separately. The SP effect is corrected by simulating the radiofrequency pulse in the dictionary, and the B 1 is corrected by acquiring a B 1 map using the Bloch-Siegert method before each scan. The accuracy, precision, and repeatability of the proposed method are evaluated in phantom studies. The effects of both SP and B 1 imperfections are also illustrated and corrected in the in vivo studies. Results: The SP and B 1 corrections improve the accuracy of the T 1 and T 2 values, independent of the shape of the radiofrequency pulse. The T 1 and T 2 values obtained from different excitation patterns become more consistent after corrections, which leads to an improvement of the robustness of the MRF design. Conclusion: This study demonstrates that MRF is sensitive to both SP and B 1 effects, and that corrections can be made to improve the accuracy of MRF with only a 2-s increase in acquisition time.
INTRODUCTION
Magnetic resonance fingerprinting (MRF) (1) is a fast quantitative method of MR imaging that provides the simultaneous assessment of multiple tissue properties. By using pseudo-randomized acquisition patterns, such as variable flip angles (FAs) and repetition times (TRs), signals from different tissues demonstrate unique evolutions from an MRF acquisition. This signal evolution is simultaneously a function of multiple parameters of interest, such as T 1 , T 2 , off-resonance, and proton density (M 0 ). A patternrecognition algorithm is then used to match the signal to a predefined dictionary of predicted signal evolutions. The results of the pattern recognition identify the parameter combinations that most likely characterize the tissue represented in each voxel, which can be translated into multiple quantitative maps. The benefits of MRF include a rapid acquisition and relatively high scan efficiency and accuracy (1) (2) (3) , making it a promising method for clinical quantitative imaging.
The FA error resulting from slice profile (SP) imperfection and local changes in the B 1 (B þ 1 ) field has long been known to be a key source of error for quantitative MR (4) . Therefore, several methods have been proposed to correct these two effects: The B 1 effect is location-dependent and can be corrected by measuring the B 1 or flip angle map (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) , or, alternatively, by quantifying B 1 or actual FA along with other tissue parameters (3, (15) (16) (17) . The SP imperfection depends on the type and shape of the radiofrequency (RF) pulse, and on the FA (16) . When a True-FISP sequence with a short TR is used, the finite RF pulse effect (18) and off-resonance (19) could also lead to inaccurate SP and quantified relaxation times. The SP imperfection is usually corrected by measuring or simulating the SP (20, 21) , or by optimizing the RF pulse for uniform excitation (22, 23) . The goal of this study is to characterize and improve both accuracy and robustness of 2D MRF scans in the presence of SP and B 1 imperfections. Because FA is an input variable of the dictionary simulation and is usually assumed to have the same value as the nominal FA, any deviations between the actual and nominal FAs will affect the accuracy of the dictionary simulation as well as the resulting T 1 and T 2 values. Another SP-related variation is MRF specific: The SP effect may be different when different excitation pattern is used in the acquisition. A core principle in MRF is the flexibility of the excitation pattern design, which requires that quantitative results need to be independent of the excitation pattern used. Therefore, the goal of the SP correction is not only to improve accuracy but also to make the quantitative estimate relatively independent of the RF pulses and excitation patterns. Although flip-angle correction for MRF has been addressed by various methods (3, 16, 17, 24, 25) , this study proposes a general method to analyze and correct for these two effects. Similar to (16) , both B 1 and SP effects are simulated into the dictionary. Instead of using the Shinnar-Le Roux algorithm (26, 27) , this study simulates each RF pulse using the Bloch equations to include magnetization changes from excitation, gradient and off-resonance dephasing, and relaxation. In addition, because there are already three input parameters (T 1 , T 2 , and off-resonance) in the original dictionary simulation, which generates four outputs including proton density map (M 0 ) after a single template matching(1), instead of estimating B 1 the same time as other tissue parameters like (16), a B 1 map is premeasured before each MRF scan, such that in the template matching, different dictionaries are used depending on the B 1 at each voxel. Although this study demonstrates the corrections on a TrueFISP-based MRF sequence, this general correction method is independent of the sequence, and thus can be used directly in other MRF sequences without changing the sequence design (2,3).
METHODS

MRF Sequence
Even though there are now multiple variants of MRF (2, 3, 28, 29) , here an MRF sequence with a TrueFISP readout was implemented, as in the original MRF presentation (1). An adiabatic inversion pulse was followed by a series of TRs, with pseudo-randomized FA and TR patterns the same as Figure 1d in (1) . A variable density spiral trajectory was designed to have both zeroth and first-moment compensation. The spiral trajectory requires 24 interleaves to fully sample the center of kspace, and 48 interleaves to fully sample the outer kspace (2, 30) . To accelerate the acquisition, only one interleaf was used in each TR to generate an image, so that each image had an undersampling factor of 48. To improve spatial incoherence, the spiral interleaf was rotated 7.5 at each TR. A total of 3000 TRs were acquired for one MRF acquisition, resulting in 3000 undersampled images. Other imaging parameters were field of view (FOV) of 300 x 300 mm 2 , matrix size 256 x 256 for an in-plane resolution of 1.2 x 1.2 mm 2 , and slice thickness of 5 mm.
B 1 Measurement
A B 1 map was acquired separately using the Bloch-Siegert method before each MRF scan (3, 11) . Because this B 1 measurement is independent of the excitation pulse, it can be useful in separating the SP and B 1 effects. The total acquisition time for a 2D B 1 map was 1.8 s. 
Dictionary Simulation
The dictionary used in the matching algorithm was simulated in MATLAB (MathWorks, Natick, MA). In the original implementation in (1), several assumptions were made that may result in errors in the dictionary. First, the RF excitation was assumed to occur instantaneously, where in reality, the RF pulse takes a relatively large portion of the TR in a steady-state free precision (SSFP) based sequence. Additionally, the nominal FAs were used, and deviations between the actual and nominal FAs as a result of the SP and B 1 inhomogeneity will result in an error within the dictionary. The SP is characterized by the duration of the RF pulse and timebandwidth product (TBW) for a Hanning-filtered sinc pulse from the Siemens scanner (Siemens AG Medical Solutions, Erlangen, Germany). In this study, dictionaries with and without SP simulation were computed, and the T 1 and T 2 results computed using these two dictionaries were compared. The dictionary simulation without SP simulation and B 1 inhomogeneity was introduced previously (1). This dictionary was simulated using the Bloch equations assuming an isochromatic voxel. In each TR, the signal evolution resulting from RF excitation with nominal FAs, off-resonance dephasing, and relaxation during echo times (TEs) and TRs were simulated. The magnetization in each TE was saved into the dictionary, and the magnetization at the TR became the starting magnetization of the next TR.
The new dictionary for the proposed method, which includes both the SP simulation and B 1 inhomogeneity, was implemented in two steps. The SP was simulated using 50 isochromats across a distance four times wider than the nominal slice thickness to account for outof-slice excitation. Each isochromat was simulated independently for the whole sequence before summing over the SP. The simulation started with an adiabatic inversion pulse, which is a hyperbolic secant pulse with duration of 10240 us, which determined the starting magnetization of the excitation series. At the beginning of each TR, the RF pulse and slice-selection gradient were first divided into segments with a 10-us step size, as determined by the gradient raster time. The RF excitation, rotation from the slice-selection gradient and offresonance, as well as relaxation, were simulated consecutively from one segment to the next based on the Bloch equations. After all of the segments were simulated, the dephasing and relaxation for the rest of the TE and TR were simulated in one step each. The magnetization at the end of each TR was then forwarded to the next TR, where the simulation started from the RF excitation again, until all TRs were computed.
In addition to SP simulation, B 1 from the Bloch-Siegert measurement was simulated as an additional dimension of the new dictionary, with a range between 0.8 and 1.2 in steps of 0.02. The actual FAs were calculated as nominal FAs multiplied by B 1 . For each B 1 value, a total of 335134 signal time courses, each with 3000 time points, were simulated for a range of possible T 1 values (100 to 1000 ms in steps of 20, 1000 to 2000 ms in steps of 40 ms, and 2000 to 3000 ms in steps of 100 ms), T 2 values (10 to 100 ms in steps of 2 ms, 100 to 300 ms in steps of 10 ms, and 300 to 500 ms in steps of 50 ms), and off-resonance (À60 to 60 Hz in steps of 2 Hz, and À400 to À150 and 150 to 400 Hz in steps of 20 Hz to account for fat).
With such a large range of different parameters, both computing time and memory are issues. The total simulation time was 5.3 min without SP or B 1 simulation, compared with 4.7 h with the SP simulation from a single B 1 value, and 98.7 h including both the SP simulation and a full range of B 1 values on a standalone PC. The use of a high-performance cluster accelerated the simulation, as the signals are all independent and thus can be distributed to different parallel computing nodes. Specifically, the simulation was distributed to 87 computing nodes, each simulating the dictionary with one offresonance value. Meanwhile, in each node, 12 parallel computing tasks could be achieved by using the parallel computing toolbox from MATLAB. The entire dictionary with both SP and B 1 simulation could be finished in 35 minutes when both off-resonance and B 1 dimensions were parallelized. The size of the final four-dimensional dictionary was 150 GB. The singular value decomposition (SVD) method (31) or fast group matching method (32) can be applied on both dictionaries with and without SP/B 1 simulation, to reduce the size of the dictionary and facilitate the post-processing. Both methods could reduce the size of the larger dictionary to be 10 GB. In this study, the SVD method was used to compress the time domain from 3000 time points to only 200 elements in a SVD space. This compression also reduced the postprocessing time, as template matching could be directly performed in the SVD space.
B 1 Sensitivity
Because the B 1 inhomogeneity has an effect on signal amplitude, which in turn has a similar effect on the T 1 and T 2 values, a B 1 error would lead to errors in both T 1 and T 2 . The sensitivity of T 1 and T 2 to a 2% change in B 1 was investigated in the simulation. A dictionary with a B 1 scaling factor of 1.02 was matched to the dictionary with a B 1 scaling factor of 1. The resulting T 1 and T 2 values were compared with the input T 1 and T 2 values of the dictionary and the percent errors were calculated. To minimize the effect from the finite step size to the resulting percent error, the T 1 range was simulated from 100 to 2000 ms with a constant step size of 20 ms, and the T 2 was simulated from 10 to 300 ms with a constant step size of 2 ms.
Phantom Studies
All scans were performed in a 3 Tesla scanner system (Skyra, Siemens). Ten cylindrical phantoms were constructed with varying concentrations of gadopentetate dimeglumine (Magnevist) and agarose (Sigma-Aldrich, St. Louis, MO) to yield different T 1 and T 2 values ranging from 200 to 1700 ms and 30 to 106 ms, respectively. As a comparison, standard T 1 and T 2 measurements based on a single-echo, spin-echo sequence were performed. The reference T 1 method was the inversion recovery spin-echo sequence (8 inversion times, 21-3500 ms with a TE of 12 ms and a TR of 10 s). The reference T 2 method was a repeated spin echo sequence with TEs ¼ [13 33 63 93 113 153 203] ms, TR of 10000 ms, and total acquisition time of 52 min. T 1 values were calculated pixelwise by solving the equation SðTIÞ ¼ a þ bexpðÀTI=T1Þ using a three-parameter nonlinear least-squares fitting routine. T 2 values were determined pixel-wise by solving the equation SðTEÞ ¼ aexpðÀTE=T2Þ using a two-parameter nonlinear least-squares fitting routine.
The SP effects were designed by changing the RF duration and TBW of the sinc pulse used for the excitation. Because the RF duration and the TBW affect the pulse shape, which in turn affect the actual FA, MRF scans with four different RF durations and TBWs were performed to estimate the SP effect on the resulting T 1 and T 2 values: a duration of 800 us and TBW of 2, a duration of 2000 us and TBW of 8, a duration of 4800 us and TBW of 2, and a duration of 4800 us and TBW of 8. The acquisition time for these four scans were 30, 40, 50 and 50 s, respectively. The T 1 and T 2 results from each of the scans were compared with those from standard measurements in terms of the average percentage difference and the concordance correlation coefficients (CCCs).
One unique feature of the MRF is the use of pseudorandomized FA series. Theoretically, the resulting T 1 and T 2 values should be relatively independent of the choice of FAs, as long as the pattern can generate sufficient differences between the signal evolutions from different tissues. However, the SP effect on the signal time course may vary when different FA series are applied, especially when large FAs are used. The SP effect from the FA train was investigated by changing the FA amplitude, duration of the sine waveform, and the random perturbation from the original FA pattern used in ( 
In Vivo Studies
The in vivo experiments were performed in four asymptomatic volunteers in an internal review board-approved study, including written informed consent before each scan. B 1 measurement and MRF scans with RF pulses with duration of 2000 us and TBW of 8 were performed at the same slice location. The total acquisition time was 1.8 and 40 s for the B 1 and MRF scans, respectively. In the T 1 and T 2 maps from each volunteer, four whitematter regions (two in the frontal and two in the parietal white matter) and two gray-matter regions were selected. The T 1 and T 2 values in each tissue type were first averaged for each volunteer, and then the mean and standard deviation of T 1 and T 2 values among four volunteers were calculated.
Post-processing
The post-processing was the same for both phantom and in vivo studies. All of the acquired data were reconstructed using the nonuniform fast Fourier transform with separately measured spiral trajectories (33). The reconstructed images were then projected to the SVD space to match the compressed dictionary (31, 32) . For the dictionary without SP and B 1 simulation, the inner product was calculated between the signal from each pixel and each element from the dictionary. For the dictionary that contains both B 1 and the SP effects, the measured B 1 map was used to choose a subdictionary for matching at each pixel. The maximum inner-product value from the match gave rise to T 1 , T 2 , off-resonance, and M 0 values. The computing time was 3.8 s and 7.8 min for the dictionary without and with SP/B 1 simulation on a standalone PC, respectively. Figure 2 shows the T 1 and T 2 percent errors from a 2% change in B 1 over the range of T 1 from 100 to 2000 ms and T 2 from 10 to 300 ms. T 1 is relatively insensitive to such small B 1 variations except for T 2 values less than 30 ms, in which case the percent error of T 1 is approximately 5.8%. The T 2 error varies between À7.1 to 0%, with the least error noted at combinations of high T 1 , low T 2 and T 1 , or high T 2 .
RESULTS
Figures 3a and 3b demonstrate the change of T 1 and T 2 values after the SP and B 1 corrections from an RF pulse with a duration of 2000 us and TBW of 8. The B 1 map of the phantom set is smooth with an average B 1 close to 1 and a variation within the range between À2 to 3%. This only changes the T 1 values by less than 1% and T 2 by up to 5%. Therefore, the T 1 and T 2 values after SP correction and after both SP and B 1 corrections are very similar. To demonstrate the results from four different RF pulses, T 1 and T 2 values obtained from the phantom scans before correction (Figs. 3c and 3d ) and after both SP and B 1 corrections (Figs. 3e and 3f) were compared with those from the standard measurements. The CCC and average percent difference of T 1 and T 2 values between MRF and standard measurements are listed in Table 1 . Without any corrections, T 1 is underestimated and T 2 is overestimated with four of the RF pulses tested. The results from the sinc pulse with TBW of 2 deviate the most from the standard values. As indicated in Table 1 , the average percent difference compared with the standard is up to 27.9% for T 1 and 47.6% for T 2 from an RF pulse with TBW of 2. In general, after all corrections, T 1 and T 2 values from different pulses are more consistent and are in good agreement with the standard values. Figure 4 compares the T 1 and T 2 values from the phantom scans performed using the seven different flip angle series, without (a,b) and with (c,d) SP and B 1 corrections. Before any corrections are applied, T 1 and T 2 values vary with FA patterns. Furthermore, comparing results between FA1 to FA4 and FA5 to FA7, a clear deviation can be seen from the FA patterns with an increased oscillation. The average COV of all phantoms was 2.86% for T 1 and 7.52% for T 2 , respectively, before correction. After correction, the consistency of the T 1 and T 2 results across all FA series is improved, with an average COV of 1.29% for T 1 and 2.94% for T 2 , respectively. Figure 5 shows the results from the repeatability study, with bidirectional error bars representing the standard deviation of all measurements (although they are on the order of the size of the marker in each case). The MRF results are in agreement with the results from the standard measurements, with a CCC of 0.99 for both T 1 and T 2 . In addition, both MRF and standard measurements demonstrate high repeatability. The COV is 1.17% for T 1 and 3.08% for T 2 from the MRF scans. Figure 6 shows the results from one volunteer, showing the T 1 and T 2 maps without any correction 
DISCUSSION
In this work, we analyzed and corrected for the SP imperfection and local B 1 inhomogeneity in the MRF sequence with a TrueFISP readout. Although previous work (16) has solved this problem by using a train of B 1 sensitive pulses and estimating all parameters at once, we used a two-step correction in our approach. Although a separate scan to measure B 1 takes an additional 2 seconds, it reduces the sensitivity to potential tissue or system parameters, and thus reduces the amount of information and acquisition time required for the MRF scan. In addition, previous knowledge of the B 1 map reduces the dimensionality of the dictionary in pattern matching to estimate the tissue properties, which can lower the risk of mismatch and error propagation, especially in the presence of strong aliasing artifacts and with low signal-to-noise ratio from accelerated scans.
Various methods are available to measure B 1 and actual FAs. In addition to the Bloch-Siegert method, other B 1 mapping methods that are independent of the RF profile could also be used to provide a B 1 map. Actual FA measurements (5,6,13) could theoretically account for both B 1 and the SP. However, for MRF sequences with large FA variations, the scaling factor measured from a single FA may not accurate to apply to all other FAs.
The phantom studies shown here primarily demonstrate the SP effect on T 1 and T 2 values, as the B 1 variations are less than 3%. Because one often desires a fast acquisition in quantitative imaging and reduced banding artifacts from bSSFP-based sequences, the RF pulse used could be short with a poor SP. Here, it was shown that this could induce an error in the quantitative result as high as 47.6%. Even from an RF pulse with a duration of 2000 us and TBW of 8, which is usually assumed to have a high-quality SP, the average percent difference compared with the standard is 13.6 and 8.0% for T 1 and T 2 , respectively, before correction. Precalculation of the SP into the dictionary improves the quantitative results significantly. The T 1 and T 2 results are in good agreement with the standard measurements, independent of the type of RF pulse used in the scan. The phantom study also shows that, after corrections, the T 1 and T 2 results are largely independent of the choice of RF excitation pattern in the MRF scan, which provides more flexibility on how to design the excitation pattern. Although the B 1 variation is not significant in the phantom study, the quantification of B 0 in the TrueFISP-based sequence and the correction of B 1 minimize the quantitative errors caused by system variations, resulting in high reproducibility as shown in Figure 4 .
The B 1 inhomogeneity introduces a 6 20% change in the FA variation in the in vivo study, which causes the actual FA to be as high as 72
. As this study used the Bloch equations for simulation, with an incremental calculation of the RF excitation, including relaxation and dephasing from gradients and off-resonance, there is no restriction on the range of FA. However, there is a tradeoff between a high FA and a good SP because of the limit of the transmit voltage. Compared with the phantom results, B 1 variation is not negligible in the in vivo study, so both SP and B 1 corrections are essential to ensure the accuracy of the estimate. There are two main differences between the SP and B 1 effects based on the in vivo results. First, the SP effect is uniform, whereas the B 1 effect is locationdependent and not necessarily symmetric; second, the SP and B 1 have opposite effects on T 1 and T 2 values. Although we have shown an improved accuracy of T 1 and T 2 quantification after the SP and B 1 corrections in the phantom study, we have noticed that in the in vivo study, the T 1 and T 2 results after corrections deviate more from the literature-reported values. Because T 1 and T 2 quantification using traditional methods is difficult in vivo as a result of the time constraints, this large variation may be caused by the variety of methods that have been used for in vivo T 1 and T 2 measurements, in which some are more sensitive to SP and B 1 effects than others. Other groups have seen lower T 2 values after corrections for stimulated echoes (36) , SP (21), magnetization transfer (37), and finite RF pulse effect (38) . The low T 2 values may also be related to microstructures and local field inhomogeneity. Recently, a pseudo-SSFP MRF sequence that simulated intravoxel dephasing has shown increased T 1 and T 2 results (39) as compared with those from the TrueFISP-based MRF with no SP and B 1 corrections. An exact comparison of these results is the subject of a future investigation.
Finally, the main change in dictionary simulation includes the SP and contains the additional dimension sensitivity is dependent on the sequence design and acquisition parameters, such as FAs and TRs, the step size of B 1 and the size of the dictionary may change when a different sequence is used. Most of this increased computation burden happens before the data are actually acquired, and can be shared among all acquisitions of the same sequence. However, it is clear that computing clusters and graphics processing units can be used to accelerate both the dictionary simulation and the pattern-matching steps, as both steps are highly parallelizable. In addition, the use of SVD compression (31) and fast group matching (32) can both dramatically accelerate the post-processing of MRF data.
CONCLUSIONS
This study demonstrated that MRF is sensitive to both SP and B 1 effects. These effects cause deviations of actual FAs from the nominal FAs, have different sources of error, and require different correction methods. By simulating the SP into the dictionary without adding scanner time, the sensitivity to the shape of the RF pulse and FA variations can be substantially reduced. In combination with a B 1 mapping method, which further reduces the system and subject-related variations, the suggested method improves both the accuracy and robustness of the MRF results.
