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論  文  内  容  の  要  旨  
氏  名  （  橋 本  翔            ）  
論文題名 
 
次元縮約手法における負荷行列の解釈可能性向上に関する研究 
 
 
論文内容の要旨 
心理学データ，社会学データ，行動学データなどに対する分析手法として次元縮約法は広く用いられている分析法
である．その代表的なものは因子分析と主成分分析であり，これらの手法は顕在変数に影響を与えている潜在変数を
測定するモデルとして用いられている．しかしながら，因子分析あるいは主成分分析の因子分析的用法では，分析者
は結果の解釈に多大な時間と労力が必要になっている．例えば，共通因子に影響を受けている変数のみを分析に用い
るため変数選択を行うが，変数を取捨選択しながら分析を反復せねばならない．変数のクラスタリングや因子の命名
を容易にする構造の探索を行いたいのに，変数の値や構造が回転法や変数選択の結果変化するので，容易には定める
ことができない． 
そこで因子分析の負荷行列について分析者の目的ごとに解釈の容易な構造を想定した．変数選択という問題に対し
ては負荷行列の一部の行はすべてが0であることが望ましいと考えられる．変数のクラスタリングに対しては，負荷行
列は各行が数種類の行ベクトルからなっていることが望ましいと考えられる．因子の命名が可能な構造の探索に対し
ては，負荷行列が絶対値の大きい値と小さい値からなることが望ましいと考えられる．本論文の目的はこれらの構造
を達成するための新たなデータ分析法を開発することである． 
 まず初めに因子分析や主成分分析を用いるに当たり問題となっている，「共通因子で説明されるべき変数の選択」
を目的に，共通因子から強く影響を受けている変数の選択と，それによる次元縮約を同時に行う分析モデルを開発し
た。提案モデルでは，一つの変数は共通因子のみに影響を受けているか独自因子のみに影響を受けているかのどちら
であると仮定し，それぞれの変数を共通因子に説明される群と独自因子のみに影響を受けている群とに分類する． 
また，その過程で共通因子の因子負荷量と独自因子の因子負荷量が推定され，それを分析に用いることができる． 
モデルに含まれるパラメータの最適化は交互最小二乗法によって行われ，それぞれのパラメータの更新アルゴリズム
を示した．数値シミュレーションを行った結果，独自因子にのみ説明される変数が2つ以上の時に非常に高い精度で変
数選択が可能であるということが示された．実データ分析の結果からは，提案モデルを分析に用いることによって内
的整合性の高い変数群を抽出できる可能性が示唆された． 
 次に変数のクラスタリングが可能な構造を考えた。同一クラスタ内の変数がすべて同一の負荷を持つというのは現
実的な仮定ではないため，同一の負荷を持つことはそのままに，各変数の各カテゴリ異なったスケールで潜在変数を
測定していると仮定し，アンケートデータをカテゴリカルデータとして扱うことを考えた．そこで非計量主成分分析
モデルの下で，各クラスタに所属する変数はカテゴリ数量が同一次元上に存在するという制約を利用し，複数のカテ
ゴリカル変数をより少数の直線を用いて表現する手法を提案した．また提案手法のパラメータについて，反復最少二
乗法を用いた推定方法について記述した．就職希望者データの解析例からは，次元数を変化させても結果はほとんど
変わらないことを示し，またそれらの結果は先行研究と比較しても妥当性があることが示された．これらの結果から，
本研究で提案された複数のカテゴリカル変数を一本の直線として表すという手法の有用性，そしてその結果の妥当性
が示されたと考えられる． 
 最後に探索的因子分析では回転の選択に関して不明瞭な研究者の恣意性が含まれる問題を解決するために，負荷行
列が単純構造を持つことを事前情報として積極的に用いるベイジアン因子分析のモデルを提案した．提案モデルでは，
負荷行列の事前平均は0とそれ以外の比較的大きな値からなると定め，その事前情報を事前分布の形で分析に取り入れ
つつパラメータを推定するためのアルゴリズムを示した．シミュレーション分析の結果から，提案モデルでは回転手
法よりもより単純構造が強い負荷行列を推定することができることが示され，既存データの分析からはサンプルサイ
ズが少数でも適切な解を推定可能であることや，既存手法では得られなかった有用な解釈を得られる可能性があるこ
とが示された． 
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論文審査の結果の要旨 
心理統計学に生まれ育ち、多変量解析の諸方法の中でも重要な位置を占める因子分析は、複数の観
測変数が共有する少数の原因変数(共通因子)を見出すための手法であり、それと同様の目的に使える主
成分分析などとともに、多次元の変数を少数因子に要約する手法群という意味で次元縮約手法と総称
される。これらの手法に共通する点は、因子が観測変数に及ぼす影響を数値化した負荷行列が解とし
て出力され、解釈の対象となる点であるが、負荷行列の解釈が容易になることを目的として、既存手
法を改良、あるいは、新たな解析法を開発していくことが、次元縮約手法研究の潮流の一つとなって
おり、本論文は、この目的に向けた新たな解析手法の研究開発を記したものである。開発された手法
は、[1] 負荷行列への関与の有無で変数選択を行う因子分析法、[2] クラスター化された負荷行列を求
める主成分分析法、および、[3] 単純構造を持つ負荷行列を求めるベイズ因子分析法である。これら[1]、 
[2]、[3]に関する研究成果は、以下のように要約される。 
[1] 観測変数の変動を、共通因子の変動と各変数に独自に作用する独自因子の変動に帰着させるのが
因子分析の特徴であるが、変数を、共通因子に起因する群と独自因子だけに起因する群に二分するこ
とと、因子分析のパラメータ推定を、同時に達成する手法を開発している。変数の二分の結果、共通
因子に起因する群の変数だけが負荷行列に関与することになり、本手法は、解釈対象の変数を選抜す
る新たな変数選択法として位置づけられる。解法は、行列分解型の因子分析の定式化を基礎にして、
変数の二分を表すメンバーシップ行列と負荷行列・独自因子の分散等の更新を反復する交互最小二乗
アルゴリズムにより、その良好な挙動は、シミュレーションによって確認されている。実データ解析
から、開発手法が内的整合性の高い変数群を選抜することが例証されている。 
  [2] 多変量カテゴリカルデータを対象にして、カテゴリーの数量化・変数のクラスタリング・主成分
の抽出を同時に行う新たな非計量主成分分析法を考案して、その解を求めるための交互最小二乗アル
ゴリズムを開発している。この方法では、同一クラスターに分類された変数は同じ負荷量によって特
徴づけられるため、変数の数が多い場合には、負荷行列の解釈が格段に容易になることが、実データ
への適用例を通して実証されている。 
[3] 現在普及する因子分析法の負荷行列の解は、回転の不定性を持つため、解釈しやすい単純構造を
持つように負荷行列を回転する方法が採られるが、この因子回転が持つ難点は、データに関係なく定
義される単純構造の達成度関数を最大化させる点にある。こうした難点を回避して単純構造の負荷行
列を求めるために、ベイズ統計学の枠組のもとに、因子モデルのデータへの適合を表す尤度と、負荷
行列が単純構造を持つことを表す事前情報の積である事後確率を最大化する方法を開発している。解
法には、ギブスサンプラーに基づく最新のベイジアン・コンピュテーションの技法が駆使され、その
反復計算の過程で、事前情報を表す関数のパラメータもデータへの適合に合わせて更新されていくこ
とが開発手法のエレガントな特徴である。シミュレーションおよび実データへの適用によって、開発
手法が、近年の関連手法より優れた挙動を示すことが確認されている。 
行動科学をはじめ、いかなる分野においても、多数の変数を少数の因子に縮約することは必須の方
法論となるが、そのために、新たな次元縮約手法の研究開発を行って、開発手法の良好な挙動を確認
し、その性質を考究した本論文は、博士（人間科学）の学位授与に十分に値するものと判定された。 
 
