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Abstract
Every second, an enormous volume of data is being gathered from various sources and
stored in huge data banks. Most of the time, monitoring a data source requires several
parallel measurements, which form a high-dimensional sample vector. Due to the curse of
dimensionality, applying machine learning methods, that is, studying and analyzing high-
dimensional data, could be difficult. The essential task of dimensionality reduction is to
faithfully represent a given set of high-dimensional data samples with a few variables. The
goal of this thesis is to develop and propose new techniques for handling high-dimensional
data, in order to address contemporary demand in machine learning applications.
Most prominent nonlinear dimensionality reduction methods do not explicitly provide
a way to handle out-of-samples. The starting point of this thesis is a nonlinear technique,
called Embedding by Affine Transformations (EAT), which reduces the dimensionality of
out-of-sample data as well. In this method, a convex optimization is solved for estimating
a transformation between the high-dimensional input space and the low-dimensional em-
bedding space. To the best of our knowledge, EAT is the only distance-preserving method
for nonlinear dimensionality reduction capable of handling out-of-samples.
The second method that we propose is TesseraMap. This method is a scalable extension
of EAT. Conceptually, TesseraMap partitions the underlying manifold of data into a set of
tesserae and then unfolds it by constructing a tessellation in a low-dimensional subspace
of the embedding space. Crucially, the desired tessellation is obtained through solving a
small semidefinite program; therefore, this method can efficiently handle tens of thousands
of data points in a short time.
The final outcome of this thesis is a novel method in dimensionality reduction called
Isometric Patch Alignment (IPA). Intuitively speaking, IPA first considers a number of
overlapping flat patches, which cover the underlying manifold of the high-dimensional
input data. Then, IPA rearranges the patches and stitches the neighbors together on
their overlapping parts. We prove that stitching two neighboring patches aligns them
together; thereby, IPA unfolds the underlying manifold of data. Although this method
and TesseraMap have similar approaches, IPA is more scalable; it embeds one million
data points in only a few minutes. More importantly, unlike EAT and TesseraMap, which
unfold the underlying manifold by stretching it, IPA constructs the unfolded manifold
through patch alignment. We show this novel approach is advantageous in many cases. In
addition, compared to the other well-known dimensionality reduction methods, IPA has
several important characteristics; for example, it is noise tolerant, it handles non-uniform
samples, and it can embed non-convex manifolds properly.
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In addition to these three dimensionality reduction methods, we propose a method
for subspace clustering called Low-dimensional Localized Clustering (LDLC). In subspace
clustering, data is partitioned into clusters, such that the points of each cluster lie close to
a low-dimensional subspace. The unique property of LDLC is that it produces localized
clusters on the underlying manifold of data. By conducting several experiments, we show
this property is an asset in many machine learning tasks. This method can also be used for
local dimensionality reduction. Moreover, LDLC is a suitable tool for forming the tesserae
in TesseraMap, and also for creating the patches in IPA.
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Chapter 1
Introduction
Data banks have been growing larger in parallel with the recent advancements in informa-
tion technology. In addition to the large number of data samples that are being collected
every second from wide varieties of information sources, another aspect of this growth is the
dimensionality of data. An informative sample of data usually consists of several different
measurements, which form a high-dimensional vector. Hence, a data bank consisting of
these kinds of samples can usually be represented by a high-dimensional matrix.
The need to analyze large volumes of high-dimensional data is increasing. Despite the
best efforts of industrial and academic research, the ‘curse of dimensionality’ continues
to severely challenge machine learning and data mining algorithms. The term curse was
probably first used by Bellman [5]. This problem typically arises when the dimensionality of
data increases, which quickly expands the volume of the input space, such that the available
data samples become sparse. Consequently, obtaining a statistically reliable result for any
machine learning task needs a number of data samples which usually grows exponentially
with the dimensionality. Removing the curse is only possible through reducing the number
of dimensions by which a dataset is presented. Thus, there has been sustained interest in
dimensionality reduction techniques insightful enough to discover meaningful data patterns,
in order to represent the input data appropriately in low-dimensional spaces.
In a high-dimensional dataset, many various dimensions represent a set of data features,
which are typically indirect measurements of a single underlying source. In many appli-
cations, one does not have access to the underlying source of information; therefore, there
is an attempt to gather information from as many different sources as possible which are
believed to be related to the desired source. However, the gathered pieces of information
can be highly correlated, redundant, or even irrelevant.
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Considering a real-world example, suppose our task is to estimate the ages of authors
by reading their articles. Since it is unlikely that an author’s age would be mentioned, we
do not have direct access to the source of information. We can, instead, form a data vector
for each author, which consists of the frequency of the words used in the article. Now,
we need to learn an estimator function in a space of more than 10,000 dimensions1. To
learn an accurate estimator we need an adequate number of training samples to cover the
input space. Unfortunately, covering the input space is not feasible; acquiring supervised
samples is expensive, and even if we had them for free, there is no learning algorithm that
can handle such a large number of input samples. The initial observation is that there
are many words that contain no information, e.g., the articles, or the conjunction words.
Another observation is that many words are synonyms, so having both of them as the
dimensions of an article is redundant. Finally, and most importantly, many words are
conceptually related. That is, having one of them increases that probability that we will
see the other one in the text, e.g., school and teaching, or restaurant and food.
There are two approaches for reducing the dimensionality of data: feature selection (also
known as variable selection) and feature extraction. A feature selection method selects a
few dimensions of the input dataset as the most informative features of its data and then,
represents the data samples only by those selected features. Feature extraction algorithms
represent the input data by few dimensions as well; however, these methods do not select
the original dimensions and, instead, transform them to fewer dimensions. For example, in
the aforementioned age-estimator task, a feature selection algorithm chooses only a subset
of the words and represents the authors by the frequency of those words in their articles.
In contrast, a feature extraction algorithm may produce new features by combining the
frequency of subsets of the words, e.g., the value assigned to an extracted feature can be a
weighted sum of the frequency of these words: school, teacher, and student.
In feature selection, since the redundant dimensions of data are removed, there will
usually be a loss of information. This is particularly important when there are highly
correlated dimensions which measure a common hidden source, but none of them is enough
to accurately explain that source. In contrast, feature extraction can potentially exploit
all of the dimensions with the minimum possible information loss. The new computed
dimensions seldom have clear meanings by themselves; this is because they are not easily
interpretable based on the original features. Nevertheless, the outcome is low-dimensional;
therefore, the relations between the data samples can be more evident and hence, data
patterns will possibly be revealed. This property is generally considered to be an asset for
all of the pattern recognition methods.
1Usually the number of different words in a language is more than 10,000.
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1.1 Problem Statement
The focus of this thesis is mainly on dimensionality reduction by feature extraction. As
will be discussed in Section 1.3, existing dimensionality reduction methods unfortunately
suffer from certain types of shortcomings. The goal of this research, therefore, is to resolve
those problems by designing and proposing novel methods for dimensionality reduction
which address the critical requirements of contemporary machine learning applications.
The implicit assumption behind dimensionality reduction is the existence of relation-
ships between features of high-dimensional data, which cause dependency. When there is
a dependency between dimensions of a high-dimensional dataset, the data points usually
do not span the entire high-dimensional space and, rather, form manifolds in the space. A
(smooth) manifold is a topological object which, in small scale, resembles a low-dimensional
Euclidean space. That is, a small neighborhood of each point on a manifold forms an affine
subspace of a lower dimensionality.
In fact, a common assumption in dimensionality reduction is that the data points lie
on, or close to, a smooth manifold in the high-dimensional input space. Hence, the task of
dimensionality reduction can be interpreted as computing a low-dimensional embedding2 of
the underlying manifold, in which the topological properties are preserved. The embedding
of the underlying manifold can be seen as unfolding it in a low-dimensional space, such
that the pattern of the input data is preserved over the manifold, according to some
criteria. The most intuitive way to describe the pattern of the data points on a manifold
is by representing their pairwise distances. Therefore, distance preservation is a popular
criterium for preserving the data patterns in embedding.
Based on the discussion above, we define the task of dimensionality reduction as follows:
A set of n data points {xi}ni=1 in the high-dimensional Euclidean space Rd and also, a target
dimensionality r (where r  d) are given as input. Provided that the data samples are close
to an unknown low-dimensional manifold M in the input space, the goal is to represent
the input dataset in an r-dimensional space by unfolding the underlying manifoldM, such
that local pairwise distances are preserved.
2 In 1936, Hassler Whitney proved [72] that any smooth compact r-dimensional manifold can be em-
bedded in a (2r+ 1) Euclidean space; therefore, from a theoretical point of view, dimensionality reduction
by way of embedding is possible, assuming that the data points are close to a low-dimensional manifold.
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1.2 The Road Map
This thesis consists of my research on dimensionality reduction and has six chapters. Ex-
cept for the first and last, each chapter proposes a new method. These four chapters are
set in a chronological order; while the first section reflects my initial ideas in this field, the
reader may find the last chapter more mature and complex.
In the first step, we briefly survey the existing methods; the following section discusses
the popular dimensionality reduction methods, and compares them to each other. Then,
Chapter 2 explains that the nonlinear dimensionality reduction methods do not provide
an explicit way for handling out-of-samples. The first proposed method in this thesis is
Embedding by Affine Transformations (EAT), which is a nonlinear dimensionality reduction
method that is nevertheless able to map the out-of-sample points. This method achieves
its nonlinear power through utilizing kernels. How this problem can be cast as a standard
convex optimization will be shown in detail.
In Chapter 3, the concept of EAT will be extended, but with a major focus on scalability.
The most crucial drawback shared by all of the existing dimensionality reduction methods
(including EAT) is the lack of scalability. Chapter 3 suggests tessellation as a novel idea to
address this problem, and proposes TesseraMap, which is the second contribution of this
research. TesseraMap is a nonlinear dimensionality reduction method which scales well
with the input size. This method is able to map out-of-samples as well, and has a convex
optimization formula.
In the fourth chapter, a local dimensionality reduction method is proposed. In local
dimensionality reduction, instead of searching for a global solution, the points are divided
into clusters, such that each cluster is represented by few dimensions separately. The
proposed method, which is called Low-dimensional Localized Clustering (LDLC) is, in
fact, a clustering algorithm. The main idea behind this algorithm was first motivated
by the need for a suitable tessellation in TesseraMap. This method partitions the points
into clusters, which are both localized and low-rank. As explained at the end of the next
section, although current local methods are able to produce low-rank clusters, none of them
attempts to generate localized clusters on the underlying manifold of data. This may lead
to undesirable errors in machine learning tasks, such as classification. Chapter 4 provides
an efficient algorithm designed for LDLC, which rapidly converges. In addition, the most
popular techniques will be compared, in practice, for some classification tasks.
The most significant contribution of this research is Isometric Patch Alignment (IPA),
which is discussed in Chapter 5. At first glance, this dimensionality reduction method
can be seen as an extension of TesseraMap; however, there is a major difference between
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them. Both EAT and TesseraMap stretch the underlying manifold to unfold it. As will be
explained, although this approach employs the data variance, which is the closest relaxation
to the rank function in optimization, it has known flaws and there are cases for which it
fails. In contrast, IPA proposes a novel idea of patch alignment for unfolding the underlying
manifold. While the outcome of IPA is provably low-rank, it does not have the flaws of
the stretching approach. More importantly, the computational complexity of IPA does not
depend on the input size and, hence, it is capable of handling millions of data samples. IPA
has many other advantages: besides an ability to handle noisy data, bad sampling, and
non-convex manifolds, it also has a convex optimization. This thesis ends with Chapter 6,
which contains the conclusions, in addition to some suggestions about future work.
1.3 Background
Dimensionality reduction is one of the most popular approaches to circumvent the problem
of the curse of dimensionality. A dimensionality reduction method reduces the dimension-
ality of data with minimum information loss, which decreases the number of data samples
needed for a learning task and consequently, minimizes the learning cost. Overcoming the
curse of dimensionality, however, is not the only benefit of dimensionality reduction; a
typical method is usually beneficial in many ways:
- Complexity reduction: the computational complexities of many machine learning
algorithms depends on the dimensionality of the input data. By reducing the dimen-
sionality, the algorithms run faster, and also can accept more data samples.
- Noise cancellation: noise is distributed in all dimensions, and can be independent
of data. By reducing the dimensionality of data, part of the noise effect is canceled,
which improves the signal-to-noise ratio.
- Data compression: by reducing the dimensionality of a data bank, the volume of the
bank is reduced, which is an advantage in data storing and transferring.
- Visualization: observing data in a few dimensions reveals the pattern of data which
can be used in designing and analyzing learning algorithms.
In the literature of machine learning, there are many practical applications for dimen-
sionality reduction. In general, dimensionality reduction can be used to raise the classifi-
cation power [46], for example, in [23] Isomap and LLE are used for image classification, or
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in [48] Kernel PCA is employed for microarray data classification. Also, [47] used neural
networks for feature extraction and classification of hyperspectral images. In addition,
dimensionality reduction can be used in text mining applications; in [8] there are many ex-
amples in which dimensionality reduction is used for text classification. Moreover, reducing
the dimensionality of data can be helpful in indexing [31]. Finally, there are many recogni-
tion tasks in which dimensionality reduction techniques are applied for preprocessing, for
example, in [49] for image recognition, and also in [4] for speech recognition.
Many dimensionality reduction algorithms have been proposed, balancing various mo-
tivations, tradeoffs, and limitations. In this section, the most relevant methods will be
studied. First, the notation used in this thesis is introduced.
1.3.1 Notation
The matrices are shown by bold capital letters, e.g., X and ∆. The vectors are also bold
but in lowercase letters, e.g., x and δ. The scalars are not bold and they are in lowercase
letters, e.g., n and ρ. The sets are shown with Euler script capital letters, e.g., A and B.
The input data is given by a d× n matrix X, where each column xi, i ∈ {1, 2, . . . , n},
represents one data point. Here, d denotes the original dimensionality and n is the number
of data points. These points, after unfolding their underlying manifold, are represented by
matrix Y, which, like X, has n columns, but the number of rows depends on the unfolding
method. The final output is an r × n matrix denoted by Z, which is usually obtained by
projecting Y into an r-dimensional subspace, where r is the target dimensionality. Slightly
abusing the notation, we sometimes use a matrix of points as a set, e.g., xi ∈ X.
The rest of the notation is as follows:
Rd the space of real d-dimensional vectors.
Rr×d the space of real r × d matrices.
Sr+ the set of symmetric positive semidefinite r × r matrices.
Ir r × r identity matrix.
1r all-one vector of size r.
0r all-zero vector of size r.
ei the i
th column of the identity matrix.
|C| the cardinality of set C.
‖x‖ the 2-norm of the vector x, which is computed as
√
x>x.
In addition, for a matrix A:
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Aij the (i, j)
th entry of A.
A> the transpose of A.
Tr {A} the trace of A.
Rank(A) the rank of A.
vec(A) the vectorizaion operator which stacks all the columns to form one column.
A† the pseudo-inverse of A.
‖A‖F the Frobenius norm of A, which is computed from
√
Tr {A>A}.
1.3.2 Linear Methods
Perhaps the most popular techniques for dimensionality reduction are Multi-dimensional
Scaling (MDS), and Principal Component Analysis (PCA). These are, in fact, the oldest
methods as well. The earliest work on MDS was done by Young and Householder [74] in
1938, and then completed by Torgerson [64] in 1952. Also, PCA was first proposed by
Pearson [45] in 1901. The input of MDS is an n × n matrix representing the pairwise
similarities between n data points, and the goal is to find the coordinates of these points
in a space of the target dimensionality r. If this similarity matrix defines a metric on the
points, the algorithm is called metric MDS. The non-metric MDS is out of the scope of
this review. The most widely used measure of similarity between two vectors zi and zj is
their scalar product z>i zj. Classical metric MDS (cMDS) employs the scalar product as
similarity [36], and thus, it is defined by the following optimization:
min
Z∈Rr×n
∥∥G− Z>Z∥∥
F
, (1.1)
where G is the given Gram matrix of the points3. The optimization problem in Eq.1.1
has a closed-form solution based on the Singular Value Decomposition (SVD) of the input
similarity matrix. The SVD of an n×m matrix A is
A = USV>, (1.2)
where U is n×n and V is m×m and both of them are orthonomal matrices (i.e., U>U = In
and V>V = Im). The matrix S is an n ×m diagonal matrix, whose diagonal values are
the singular values of A. It can be shown [58] that the minimum squared error of the rank
r approximation of A is obtained by:
3 The Gram matrix of n data points X = {x1,x2, . . . ,xn} is defined by Gij = x>i xj or in the matrix
form it is defined as G = X>X.
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min
B∈Rn×m, Rank(B)=r
‖A−B‖F =
∥∥∥A− A˜r∥∥∥
F
, (1.3)
where A˜r = UrSrV
>
r , in which Ur is an n× r orthonormal matrix formed by r columns of
U which are associated with the largest r singular values of A, and the m× r orthonormal
matrix Vr is formed similarly from the columns of V. In the same way, Sr is an r × r
diagonal matrix, whose diagonal elements are the r largest singular values of A. The order
of diagonal elements in Sr should be the same as the order of the columns in Ur and Vr.
The optimization problem in Eq.1.1 can be solved by computing the rank r approx-
imation of G. Since the Gram matrix of the points is real symmetric, its SVD can be
obtained by computing Eigenvalue Decomposition (EVD). That is, the input Gram matrix
is decomposed as G = USU>. Based on Eq.1.3, the optimal Z for the cMDS problem
defined in Eq.1.1 can be computed as:
Z>Z = G˜r = UrSrU>r =⇒ Z = S
1
2
r U
>
r . (1.4)
Note that cMDS does not have a unique solution and any rotation of Z can be con-
sidered as an answer with the same similarity matrix. In addition to the aforementioned
application, MDS can be used to compute a low-dimensional representation for the points
with a given dissimilarity matrix. In many applications, input is an n × n Euclidean dis-
tance matrix (EDM) D consisting of the pairwise squared Euclidean distances between the
points, which represents the pairwise dissimilarities between them. In this case, the goal
of the algorithm is to find the best approximation Z, such that ∀i, j : ‖zi − zj‖2 ' Dij.
Thus, the solution is obtained by solving the following optimization:
min
Z∈Rr×n
‖DZ −D‖F , (1.5)
where DZ is the n × n EDM of Z. One way to solve this optimization is to transform it
to the form of Eq.1.1 [16]; it is only required to calculate G and GZ based on D and DZ
respectively. The following equation shows the relation between the Gram matrix of a set
of n centered points and their EDM matrix:
G = −1
2
HnDHn where Hn = In − 1
n
1n1
>
n . (1.6)
In Eq.1.6, Hn is called the centering matrix of size n, and this process is known as
double centering. Based on this equation, it is possible to transform the distance matrices
to the Gram matrices, and then compute Z using Eq.1.4.
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Another classical method for dimensionality reduction is PCA, which is closely related
to cMDS. Although these two methods have different goals, their solutions are, in fact,
very similar. The input to PCA is a set of high-dimensional observations; therefore, unlike
MDS, the coordinates of the input points are known (denoted by X). The goal of PCA
is to find r independent principal directions p1,p2, . . . ,pr forming the columns of a d× r
orthonomal matrix P, by which the input data is linearly mapped to its low-dimensional
representation, i.e., Z = P>X.
To find the principal directions, different objectives have been defined for PCA; however,
the final mappings are all the same. The most well-known objective of PCA is to search
for a set of principal directions that captures the maximum variation of data. Since the
directions are independent, the captured variation is the sum of data variances over all of
the principal directions. Translating the data points does not alter these variances; hence,
for convenience, it is assumed that the input data is centered, i.e. X1n = 0d. The following
optimization maximizes the captured variation:
max
P∈Rd×r, P>P=Ir
Tr
{
P>XX>P
}
. (1.7)
In Eq.1.7, the constraint P>P = Ir guarantees the independence of the principal di-
rections. The trace term, in fact, shows the sum of the variances in all of the r principal
directions. The inner part of the trace in Eq.1.7 can be replaced by the covariance matrix
of the input points, i.e. CX =
1
n
XX>. Suppose applying EVD to this matrix results
in CX = USU
>. It is easy to see that the optimal answer for P should be a set of r
eigenvectors of CX that are associated to the r greatest eigenvalues of CX, i.e. P = Ur.
Another application of PCA is to compute a set of coordinates for the points in an
r-dimensional subspace4, such that the reconstruction error is minimized. The objective
function, based on this approach, can be formulated as follows:
min
Z∈Rr×n, P>P=Ir
‖X−PZ‖F . (1.8)
In Eq.1.8, it is easy to show that Z = P>X and then, the optimal solution for P is
the same as the answer of Eq.1.7. Finally, in another approach, PCA can be defined as
computing a linear projection P, which preserves the pairwise distances between the points
4 An r-dimensional subspace of a d-dimensional Euclidean space is defined as {Uα+β |α ∈ Rr}, where
β ∈ Rd is an arbitrary point of the subspace and the d× r orthonormal matrix U indicates a basis for this
subspace. If β = 0d the subspace is linear and otherwise, it is affine.
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in the r-dimensional representation Z = P>X as much as possible. It can be formulated
by the following optimizations:
min
Z=P>X, P>P=Ir
‖DX −DZ‖F =⇒ min
Z=P>X, P>P=Ir
∥∥X>X− Z>Z∥∥
F
. (1.9)
The minimizations of Eq.1.9 are equivalent based on the earlier discussion regarding
cMDS [16]. The solution of this problem reveals the close relation between cMDS and
PCA. Suppose X is decomposed by SVD as X = USV>. Consequently, the input Gram
matrix G = X>X becomes G = VS>SV>. From the solution of cMDS in Eq.1.4, the
low-dimensional representation Z in Eq.1.9 can be obtained by Z = SrV
>
r . On the other
hand, from the solution of PCA in Eq.1.7, P should be equal to Ur. Therefore, Z =
P>X = SrV>r , which is exactly the same answer as cMDS.
The computational complexity of cMDS mainly depends on the computation of EVD,
which for small r is of O (rn2); however, for large values of r the practical complexity is of
O (n3). Thus, computing MDS for large datasets is not feasible. In contrast, PCA can be
computed in O (rmin{n2, d2}), which is a great advantage when d n.
Another linear method for dimensionality reduction is Locality Preserving Projection
(LPP) [43]. While both PCA and cMDS attempt to preserve the global structure of data,
LPP assumes an underlying manifold for the input data, and attempts to preserve the
pairwise neighborhoods. First, it computes an n × n adjacency matrix W for the input
points, where simply Wij = 1 if xi and xj are neighbors and zero otherwise. The neighbors
can be detected by applying k-nearest neighbor or -ball algorithms. The goal of LPP is
to find a projection P, such that in the low-dimensional representation Z = P>X the
neighborhoods are preserved. The objective can be represented as follows:
min
Z=P>X, P∈Rd×r
∑
1≤i,j≤n
‖zi − zj‖2Wij. (1.10)
In this optimization, the non-neighboring pairs of points have no effect, but when
Wij = 1, to minimize Eq.1.10, the distance ‖zi − zj‖ is required to be small. Therefore,
the minimization attempts to preserve the neighborhood between zi and zj, and so for all
other neighboring pairs as well. Note that to avoid the trivial solution Z = 0, a constraint
should be added. Using matrix notation, the optimization in Eq.1.10 can be simplified to
the following constrained minimization:
min
P>XDX>P=Ir
Tr
{
P>XLX>P
}
, (1.11)
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where D is an n × n diagonal matrix whose diagonal values are Dii =
∑
j Wij, and the
n×n matrix L is the Laplacian of W, defined by L = D−W. The constraint ZDZ> = Ir
gives special importance to the data points with more neighbors (i.e. with higher Dii),
while it makes the dimensions of Z independent. Interestingly, Eq.1.11 has a closed-form
solution. By adding the constraint as a Lagrangian term in Eq.1.11, the projection matrix
P can be calculated from the following Generalized Eigenvalue problem:
XLX>P = XDX>PS, (1.12)
where S is an r × r diagonal matrix. To minimize the objective function of LPP, matrix
P should consist of r generalized eigenvectors, which are associated to the smallest r
generalized eigenvalues obtained from Eq.1.12. Compared to PCA, LPP does not preserve
the distances, however, it is more discriminative; that is, it separates the non-similar groups
of data. Therefore, the outcome of LPP is usually better for visualization or classification
tasks. Regarding the computational complexity, LPP is of O (n3) and hence, solving the
optimization of LPP, in practice, is more time-consuming than cMDS and PCA.
In fact, most linear dimensionality reduction methods have relatively low computational
costs. Moreover, they provide transformations that can then be used to map new points
into the same low-dimensional subspace of Z and consequently, they can easily handle out-
of-sample examples. However, their effectiveness is substantially limited by the linearity
of the subspace they reveal and thus, when the underlying manifold is complex, they fail
to preserve the pattern of data in the resulting low-dimensional representation.
1.3.3 Nonlinear Methods
In order to resolve the problem of dimensionality reduction in nonlinear cases, many non-
linear techniques have been proposed. One of the pioneers of nonlinear dimensionality
reduction is Locally Linear Embedding (LLE) [50]. This method, preserves the local ge-
ometry of the underlying manifold while unfolding it. LLE, like LPP, first finds the set of
neighbors of each point in the input high-dimensional space. In fact, finding local neigh-
borhoods is a common practice in most of the dimensionality reduction algorithms that
work based on manifold discovery. Suppose Ni is the set of the neighbors of xi. LLE
requires each point, in the low-dimensional representation Z, to be described by the set of
its neighbors, in the same way it is described in the input data X:
xi '
∑
xj∈Ni
Wijxj =⇒ zi '
∑
xj∈Ni
Wijzj. (1.13)
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The first step is to find the weights Wij by which each point is linearly described by
its neighbors in the input space. The weights should be constrained to
∑
i Wij = 1. Then
in the second step, these weights are used to compute the low-dimensional representation
Z. It can be shown [50] that the optimization of LLE can be formulated as follows:
min
Z∈Rr×n, ZZ>=Ir
Tr
{
Z(In −W)>(In −W)Z>
}
. (1.14)
The constraint ZZ> = Ir is added to avoid degenerate solutions. This optimization
problem is very similar to that of PCA in Eq.1.7; however, in LLE it is minimized based on
matrix Z, instead of being maximized based on P. Therefore, similar to PCA, the problem
is solved by EVD, but in contrast to PCA, this time the rows of Z are the eigenvectors of
(In −W)>(In −W) which are associated to the smallest eigenvalues. Note that since the
first eigenvalue is always zero, the first eigenvector is ignored5, and the second to (r+ 1)th
eigenvectors are considered for making the low-dimensional representation Z.
LLE is a powerful method which is capable of unfolding nonlinear and complex mani-
folds. It should be noted that it does not preserve the distances and may change their scale
over the embedding. Computationally, LLE is as complex as cMDS, i.e. O (rn2); however,
since W is sparse, each eigenvector can be computed in sub-quadratic time of n, which
makes LLE comparably faster.
Local Tangent Space Alignment (LTSA) [76] is another nonlinear method, which at-
tempts to preserve the local geometry of the underlying manifold. For each data point and
its closest neighbors, LTSA defines a tangent subspace of dimensionality r. That is, for
the neighborhood around each point xi, LTSA searches for a center point ci, and also a
d× r orthonormal matrix Qi representing the basis of the tangent subspace. Meanwhile it
computes the coordinates of the points in the tangent spaces indicated by (Qi, ci):
∀xi ∈ X : min
ci, Qi, Θi
∥∥Xi −QiΘi − ci1>ni∥∥F . (1.15)
In this optimization Xi is a d × ni matrix consisting of ni neighbor points of xi. The
r×ni matrix Θi contains the coordinates of the points in the tangent space. This is in fact
equal to applying PCA, locally to the neighborhood of each point; ci is the mean of the
points in Xi and the matrices Qi and Θi can be calculated in closed-form. The main idea
in LTSA is to align the tangent subspaces such that they construct an unfolded manifold
5 It can be shown that skipping the first eigenvector, in fact, enforces the constraint Z1n = 0n, which
removes an extra degree of freedom from the solution.
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and then, to compute the global coordinates of the points, Z, on this manifold. To preserve
the local geometry, LTSA assumes that the local coordinates of the points on the tangent
subspaces are affinely related to their global coordinates. It can be formulated as:
min
Z,Li
∑
i
‖ZiHni − LiΘi‖2F , (1.16)
where Li represents the transformation between the local coordinates Θi to the global
coordinates Zi, and Hni is the centering matrix of size ni. Note that Z is the union of all
Zi. To avoid degenerate solutions, the constraint ZZ
> = Ir should be added, by which
LTSA enforces an independency between the dimensions in the low-dimensional space.
It can be shown [76] that the final optimization is similar to that of LLE; i.e. Z is
obtained by computing EVD for an n × n sparse matrix and taking the r eigenvectors
corresponding to the second to (r + 1)th smallest eigenvalues. Like LLE, most of the
computational burden is due to computing EVD; however, taking advantage of higher
sparsity, LTSA can be computed relatively more quickly than LLE.
Another approach for respecting the pattern of data during dimensionality reduction, is
to preserve the geodesic distances between the data points. This is in contrast with methods
like PCA and cMDS, that preserve the pairwise Euclidean distances. The geodesic distance
between two points is defined as their shortest distance on their underlying manifold. One
approach to estimate the pairwise geodesic distances is to form a neighborhood graph over
the data points, and then calculate the pairwise shortest distances for this graph. The
neighborhood graph is usually created by connecting each point to its k-nearest neighbors
in the input space, where the weight of each connection is indicated by the Euclidean
distance between its two end points. In the second step, an all-pair shortest path algorithm
should be used; since the neighborhood graph is highly sparse, the most efficient choice
is Johnson’s algorithm [28]. This algorithm employs Dijkstra’s algorithm [17] as an inner
subroutine, and if it is implemented by Fibonacci Heap [14], it will be able to compute all
of the pairwise shortest paths in O (n2(log(n) + k)).
The first algorithm which proposed this approach was Isomap [61]. In this algorithm,
first the pairwise geodesic distances are calculated to form an n×n squared distance matrix
DGeo. Then cMDS is applied to this dissimilarity matrix to compute the low-dimensional
coordinates Z. The entire process can formulated as follows:
G = −1
2
HnDGeoHn , G = US
2U> =⇒ Z = SrU>r . (1.17)
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One implicit outcome of embedding by Isomap is that the local distances are preserved.
There are other attempts to preserve the local distances, e.g., Distance Preserving Projec-
tion (DPP) [73], none of which are as powerful as Isomap. In DPP, the minimum spanning
tree of the neighborhood graph is computed and then, the points are embedded such that
the local distances on this graph are preserved by way of triangulation. DPP is an exten-
sion to an early work on two-dimensional embedding by Lee et al. [38], which has the same
triangulation approach.
In fact, there are many methods which are basically extensions of other existing meth-
ods in dimensionality reduction. For example, Linear Local Tangent Space Alignment [75]
is a linear approximation of LTSA, or LPP has been extended for nonlinear cases by Orthog-
onal Neighborhood Preserving Projections (ONPP) [34], and also Hessian Eigenmaps [18],
which is a method inspired by, and closely related to, two well-known methods: Laplacian
Eigenmaps [3], and LLE.
Although the quality of embedding in nonlinear dimensionality reduction methods is
usually satisfactory, they share one deficiency: they provide an embedding only for the
given input dataset, with no straightforward extension for out-of-sample points. This
shortcoming makes them unsuitable for supervised machine learning tasks such as classifi-
cation and regression.
1.3.4 Kernel Methods
As discussed in the previous sections, linear dimensionality reduction methods provide
mappings, which can be used to embed out-of-samples; however, they are not able to
handle nonlinear manifolds. In contrast, nonlinear methods provide high quality results
for complex datasets, yet with no direct extension for mapping out-of-sample points to
the low-dimensional embedding space. The gap between the nonlinear techniques and the
linear methods can be filled by Kernel methods.
Intuitively speaking, kernel methods first map the input data to a very high-dimensional
feature space, where each dimension is supposed to represent one feature of the data.
Suppose function φ : Rd 7→ F is used to map the data points from the input space Rd
to the feature space F. The problem is then solved in the feature space. In the kernel
methods, interestingly, the coordinates of the points in the feature space are not explicitly
required. Rather, a method should be formulated based on the inner products of the points
in the feature space and therefore, only a kernel function κ : Rd ×Rd 7→ R is needed. The
kernel function returns the inner products in F as ∀xi,xj ∈ Rd : κ(xi,xj) = φ(xi)>φ(xj).
In this way, the method is Kernelized.
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When a linear method is kernelized, it computes a linear mapping with a set of desired
properties, from the feature space to the output space. Since the mapping to the feature
space is usually nonlinear, combining the linear method with a kernel grants nonlinear
capabilities to the method in solving the problem. The computed linear mapping combined
with the mapping to the feature space can then be used for mapping any out-of-sample
point. That is, the kernelized linear method still provides a direct mapping, although this
mapping is not necessarily linear.
Most linear dimensionality reduction methods can be kernelized. For example, PCA
has been extended to Kernel Principal Component Analysis (KPCA) [25]. KPCA can be
seen as applying PCA to φ(X) = [φ(x1), φ(x2), . . . , φ(xn)], the coordinates of the input
points in the feature space, which can be formulated as:
max
P>P=Ir
Tr
{
P>φ(X)φ(X)>P
}
. (1.18)
To solve this optimization problem, without loss of generality, it is possible to assume
that the columns of the projection matrix P can be re-expressed as linear combinations
of the points in the feature space F [53], i.e. P = φ(X)Ω. This is a direct result of the
Representor Theorem [54]. Thus, Eq.1.18 can be reformulated as:
max
Ω>φ(X)>φ(X)Ω=Ir
Tr
{
Ω>φ(X)>φ(X)φ(X)>φ(X)Ω
}
=⇒ max
Ω>KΩ=Ir
Tr
{
Ω>KKΩ
}
, (1.19)
where K = φ(X)>φ(X) is called Kernel Matrix, and its elements are simply computed as
Kij = κ(xi,xj). It is clear that only having K is enough to solve Eq.1.19, and knowing φ(X)
is not necessary. In fact, usually in the kernel methods, the explicit form of the mapping
φ(·) is unknown; instead, only the kernel function κ(·, ·) is defined to represent the pairwise
similarity between the points in the feature space. Any function can be considered as a
kernel function, as long as it meets the condition of Mercer’s Theorem [42]:
∃φ : κ(x,y) = φ(x)>φ(y) ⇐⇒ ∀g :
∫
κ(x,y)g(x)g(y) dx dy ≥ 0. (1.20)
The optimization of Eq.1.19 is an eigenvalue problem (considering that Rank(K) ≥ r)
and can be computed in O (n3). Note that it is necessary to be certain that φ(X) is
centered, i.e. φ(xi) = φ(xi)− 1nφ(X)1n. Centering is basically a translation in the feature
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space, and should be applied to any new out-of-sample point as well. However, since φ(·)
is unknown, the kernel function κ(·, ·) should be modified for centering:
κ(xi,xj) = φ(xi)
> φ(xj) =
(
φ(xi)− 1
n
φ(X)1n
)> (
φ(xj)− 1
n
φ(X)1n
)
= κ(xi,xj) +
1
n2
1>nK1n −
1
n
(κ(xi,X) + κ(xj,X)) 1n,
(1.21)
where κ(xi,X) is a 1× n vector of the form [κ(xi,x1), κ(xi,x2), . . . , κ(xi,xn)]. Note that
xi and xj can be any out-of-sample point. Inheriting from PCA, KPCA provides a linear
transformation for embedding, by which all of the pairwise distances defined in the feature
space F, are preserved. Therefore, KPCA relies on the strength of its kernel function
to unfold the underlying manifold of data and to reveal low-dimensional structures in the
feature space. Unfortunately, common kernels such as RBF kernels and polynomial kernels
generally perform poorly in manifold learning problems, which is perhaps what motivated
the development of nonlinear algorithms, such as LLE and Isomap.
Another method that can be kernelized is LPP. Following the same approach from
KPCA, which in the literature is called the Kernel Trick, Eq.1.11 can be kernelized as:
min
Ω>KDKΩ=Ir
Ω>KLKΩ. (1.22)
Similar to LPP, the transformation matrix Ω can be computed by solving a generalized
eigenvalue problem. Adding the nonlinear power of kernels to LPP improves the quality
of embedding in kernel LPP [43]. Note that unlike KPCA which preserves the pairwise
distances which are defined in the feature space, kernel LPP preserves the neighborhood
of the points, which are defined in the original input space.
Another direction of research is motivated by the fact that many prominent nonlinear
dimensionality reduction algorithms can be formulated as Kernel PCA [25]. It has been
realized that the difference among many of these, apparently different, algorithms lies
mainly in the choice of kernel. In fact, the properties and behavior of each algorithm are
encoded in its kernel. For example, in Eq.1.17, the matrix G, which is calculated based on
DGeo, plays the role of a kernel matrix. Also, the outcome of λIn − (W − In)>(W − In)
in Eq.1.14 can be considered as another kernel matrix. Except kernel PCA with a closed-
form kernel, all of these algorithms are based on data-driven kernels, and therefore, have
no straightforward extension for out-of-samples. However, in [6], based on the Nystro¨m
method, a unified framework for a number of nonlinear methods has been suggested, which
can be used for embedding new out-of-samples.
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1.3.5 Using Semidefinite Programming
Weinberger and Saul in 2004 showed that the crucial problem of choosing an appropriate
kernel for dimensionality reduction can be cast as an instance of semidefinite programming
(SDP) [69]. A semidefinite programming problem is a convex optimization which can be
formulated (in the standard form) as [12]:
min
X∈Sn
Tr {CX} s.t. X  0 and ∀i = 1 . . .m : Tr {AiX} = bi, (1.23)
and in the dual form:
max
y∈Rm
b>y s.t.
m∑
i=1
yiAi  C. (1.24)
Weinberger’s approach tackles the problem of dimensionality reduction by kernel PCA.
Unlike classical kernel PCA, however, this approach avoids using a predefined closed-form
or data-driven kernel. Instead it defines a set of desired properties for the low-dimensional
representation and then estimates a kernel matrix optimally using SDP. Following this
approach, many similar solutions have been proposed [55, 57, 71, 56] for dimensionality
reduction. For example, in [69, 55] the kernel is constructed for preserving the local pairwise
distances, or in [56] it is estimated just for preserving the neighborhoods.
These algorithms usually provide a faithful embedding for the input dataset; however,
they also usually suffer from three problems. The first problem with all of these algorithms
is the computational complexity of SDP. Most widely used SDP solvers (e.g., Sedumi [59],
CSDP [9], SDPT3 [63]) are based on the Primal-Dual interior point method. Even after
exploiting the sparsity6 of the constraint matrix, each iteration of SDP takes O (n3 +m3)
time and O (n2 +m2) space, where n is the size of the SDP matrix (i.e. the number of
points) and m is the number of constraints [10]. Therefore, only problems of limited size
can be directly solved using current SDP-based algorithms.
Due to this limitation, some large-scale variations of the SDP-based methods (e.g.,
Landmark SDE [70] and Fast MVU [71]) have been proposed. These techniques are rel-
atively fast and scalable to large datasets. However, they reduce the size of SDP by way
of approximation, which results in suboptimal solutions that require post-processing by a
local gradient descent search method.
6 It is important to note that for dense constraint matrices the computational complexity of each step
is of O
(
mn3 +m3 +m2n2
)
[10].
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Another shortcoming of the existing SDP-based methods is that they provide a low-
dimensional representation only for the given input data, with no straightforward extension
for out-of-sample points. Considering the computational load of these methods, it is not
practical to include any new point in the input dataset, and rerun the algorithm. Therefore,
this shortcoming makes difficulties in many supervised machine learning tasks.
The last problem with using SDP is regarding optimizing or constraining the rank of
kernel matrices; since the rank function is not convex, there is no direct way to minimize
the rank of a kernel matrix in an optimization. Thus, applying PCA to the estimated kernel
deforms the structure of the manifold in the low-dimensional embedding and consequently,
some information will be lost.
The closest convex envelope that approximates the rank of a matrix is its trace [20]. In
practice, however, trace minimization results in folding the underlying manifold of data in a
low-dimensional subspace. To circumvent the rank optimization problem in dimensionality
reduction, the optimization is generally relaxed by another convex objective function, for
example, the total variance of the data points in the final embedding, as employed by
the MVU-inspired methods. By maximizing the variance, one attempts to unfold the
underlying manifold of data, thereby minimizing the rank of the embedding. In some
cases, however, this approach does not result in the desired low-rank solutions [55].
1.3.6 Subspace Clustering
Since a manifold locally resembles a low-dimensional subspace, it can be modeled by a
configuration of some affine subspaces. To this end, Subspace Clustering algorithms are
introduced which partition the data points into clusters, such that the points of each
cluster lie on, or close to, a low-dimensional affine subspace. This is why these methods
are also known as Local Dimensionality Reduction. Modeling a manifold by a number of
subspaces can be beneficial for many unsupervised machine learning tasks, such as data
compression, data visualization, image segmentation, and noise cancelation. In addition,
this technique can be applied to semi-supervised and even some supervised problems, such
as semi-supervised classification, image recognition, and piecewise regression.
Among the subspace clustering methods, Mixture of Probabilistic PCA (MPPCA) [62]
and Mixture of Factor Analyzers (MFA) [26] are the most popular. MPPCA is an extension
to the probabilistic view of PCA (PPCA), and MFA is an extension of Factor Analysis
(FA) [2]. From the probabilistic point of view, dimensionality reduction can be interpreted
as finding a set of Latent Variables that more likely produce the given input data. Usually
the following relation between the observations and the latent variables is assumed:
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x = Pz + µ + , (1.25)
where  represents the noise, x is the high-dimensional observation (generating the input
data), z is a low-dimensional latent variable, and the combination of the transformation
matrix P and the translation vector µ indicates the parameters of an affine relationship
between x and z. Note that x, z, and  are all random variables. The latent variable
is assumed to be z ∼ N (0, Ir) and for the noise  ∼ N (0,Ψ), in which Ψ is diagonal.
N (µ,Ψ) is the following Gaussian distribution:
p(x;µ,Ψ) = (2pi)−
d
2 |Ψ|− 12 e− 12 (x−µ)>Ψ−1(x−µ). (1.26)
It is easy to show that, under the aforementioned assumptions, the observation variable
will have a Gaussian distribution as well, such that x ∼ N (µ,Ψ+PP>). Both PPCA and
FA use Eq.1.25 to relate the random variables to each other, however, in PPCA, the noise is
assumed to be isotropic, i.e.  ∼ N (0, σId). This leads to an important difference between
them: PCA has a closed-form solution, but FA does not. MFA and MPPCA assume a
mixture of latent variables for generating the observation variable x. Since there is no
closed-form solution for their maximum likelihood optimizations, the posterior probability,
p(z|x), in these methods is calculated by Expectation-Maximization (EM). The calculated
values of the posteriors are then used for soft partitioning of the input points. Considering
that the optimization is not convex, the common practice is to run EM several times with
different random initializations.
In addition to the probabilistic methods, there are methods for subspace clustering that
have been proposed based on geometric perspectives. For example Vector Quantization
Principal Component Analysis (VQPCA) [30], in which the goal is to partition the points
to clusters such that the reconstruction distances are minimized. That is, the sum of
distances between the points and their affine subspaces should be minimized. For the
given number of clusters c, target dimensionality r, and the input data points in matrix
X ∈ Rd×n, the problem can be formulated as follows:
min
(µi,Pi,Ci)1≤i≤c
∑
1≤i≤c
∑
xj∈Ci
(
‖xj − µi‖2 −
∥∥P>i (xj − µi)∥∥2) , (1.27)
where (µi,Pi, Ci) represents the center point, orthonormal basis, and members of cluster
Ci. If all Ci are known, the other variables can be calculated using PCA, and if the subspace
parameters are known, each point should be simply assigned to the closest subspace. Thus,
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an iterative scheme can be used for solving Eq.1.27. However, due to non-convexity it may
result in local minima and therefore, the algorithm should be rerun with several random
initializations in order to find the global minimum.
There are other methods proposed for subspace clustering, such as K-Subspace Clus-
tering [68] and Generalized Principal Component Analysis (GPCA) [67]. Usually these
methods, like VQPCA, result in a firm partitioning of the points. In general, the firm par-
titioning methods are more successful than the mixture methods (MPPCA and MFA) in
forming low-rank clusters, although they tend to generate clusters that are not as localized
as those of the mixture methods.
All of these methods are different instances of the family of subspace clustering al-
gorithms (for more detail see [66] and [44]). The algorithms of this family all find low-
dimensional subspaces successfully, but fail to generate compact and localized clusters in
many cases. This is mainly because these methods do not respect the topology of the
underlying manifold.
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Chapter 2
Learning Affine Transformations for
Nonlinear Dimensionality Reduction
In this chapter, we propose a novel dimensionality reduction method, called Embedding
by Affine Transformations (EAT). Although the proposed method is a nonlinear tech-
nique, it has the advantage of linear techniques as well. A linear dimensionality reduction
method, based on its input dataset, estimates a linear transformation, that projects the
high-dimensional data points to a low-dimensional subspace. This transformation can
then be used to reduce the dimensionality of a new set of points, by projecting them
into the same subspace. Thus, the linear methods are capable of handling out-of-samples.
The effectiveness of these methods, however, is limited by the linearity of the resulting
transformation. In contrast, nonlinear techniques have been proposed which are able to
produce high quality results in nonlinear cases. Their solutions, however, are provided
only for the given input dataset and hence, they have no straightforward extension for new
out-of-sample points.
Interestingly, kernel methods, for example KPCA, have both of the advantages; they
can handle nonlinear cases by mapping the input data to a very high-dimensional feature
space, and also they are able to map out-of-samples by computing a linear transformation
from the feature space to the embedding space. It is important to note that most nonlinear
dimensionality reduction methods can be formulated as KPCA, yet they have data-driven
kernels and therefore, they do not provide a mapping to be used for out-of-sample points.
In most kernel methods the choice of kernel is crucial. For example, KPCA preserves
the pairwise distances which are measured in the feature space; therefore, its embedding
completely depends on the choice of kernel for unfolding the underlying manifold. Un-
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Figure 2.1: A two-dimensional manifold is represented in a higher-dimensional space.
Stretching out the manifold allows it to be correctly embedded in a two-dimensional space.
fortunately, common kernels, such as Gaussian or polynomial kernels, generally perform
poorly in manifold unfolding.
The proposed method, EAT, similarly to KPCA, maps the input points into a high-
dimensional feature space. The similarity ends here, however, as we explicitly search for
a linear transformation that unfolds the underlying manifold, while preserving only the
local distances measured in the input space. In contrast to KPCA, the proposed method
does not expect the kernel to reveal the underlying structure of the data in the feature
space. The kernel simply helps to make use of the blessing of dimensionality. That is,
when the dimensionality of a dataset exceeds its quantity (i.e., the number of samples), a
linear transformation can span the entire embedding space. Therefore, it is possible to find
a linear transformation that preserves the distances between the neighbors, and also pulls
the non-neighbors apart, consequently, flattening the manifold. This idea for unfolding the
underlying manifold is depicted in Fig.2.1.
The search for the desired linear transformation can be formulated as an instance of
semidefinite programming, which is convex and therefore, always converges to a global
optimum. As mentioned, the resulting transformation can be used to map out-of-sample
points into the low-dimensional embedding space.
After this brief introduction, which intuitively explains the main idea behind EAT, in
Section 2.1, the mathematical details of the proposed method are presented in four parts.
First, we will explain how local distances can be preserved. Then, in the second part, the
stretching of the underlying manifold is formulated. In the third part, EAT is kernelized,
and finally, in the fourth part, an algorithm is proposed for EAT. In Section 2.2, some
experimental results are shown, and at the end, in Section 2.3, different aspects of the
proposed method are discussed.
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2.1 The Proposed Method
We would like to find a linear transformation that preserves the distances between neighbor-
ing points, while pulling non-neighbor points as far apart as possible. In a high-dimensional
space, this transformation looks locally like an affine transformation, consisting of a ro-
tation plus a translation, which leads to a local isometry; however, for non-neighboring
points, it acts as a scaling.
Consider an input dataset consisting of n points in a d-dimensional space. The input
is denoted by a d× n matrix X = [x1,x2, . . .xn], where each column xi represents a high-
dimensional point in Rd. We wish to compute a d × d transformation matrix W, which
unfolds the underlying manifold of the data points, and embeds it into a low-dimensional
subspace, such that the input points are mapped into Y = [y1,y2, . . .yn] by:
y = W>x. (2.1)
This mapping does not change the dimensionality of the data, that is, Y has the same
dimensionality as X. Rather, the transformed data points in Y are expected to lie on, or
close to, a low-dimensional linear subspace. Therefore, to reduce the dimensionality of Y,
one may simply apply PCA to obtain the orthonormal basis of the linear subspace. First,
we must define two disjoint sets of pairs:
S ={(i, j)| xi and xj are neighbors}
O ={(i, j)| xi and xj are non-neighbors}
The first set consists of the neighboring pairs of points in the original space, for which
their pairwise distances should be preserved. These pairs can be identified, for example,
by computing a neighborhood graph using the k-nearest neighbor (KNN) algorithm. The
second set is the set of the non-neighboring points, which we would like to pull as far apart
as possible. This set can simply include all of the pairs that are not in the first set.
2.1.1 Preserving Local Distances
Assume for all (i, j) in the given set S, the target distances are known as τij. We specify
the following cost function to preserve these distances:
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∑
(i,j)∈S
(‖yi − yj‖2 − τ 2ij)2 , (2.2)
and then, we normalize it to obtain1:
Err =
∑
(i,j)∈S
(
‖yi − yj
τij
‖2 − 1
)2
. (2.3)
By substituting Eq.2.1 into Eq.2.3, we have:
Err =
∑
(i,j)∈S
(
(
xi − xj
τij
)>WW>(
xi − xj
τij
)− 1
)2
=
∑
(i,j)∈S
(
δ>ijAδij − 1
)2
, (2.4)
where δij =
xi−xj
τij
and A = WW> is clearly a positive semidefinite (PSD) matrix. It can
be verified that:
δ>ijAδij = vec(A)
>vec(δijδ
>
ij) = vec(A)
>vec(∆ij), (2.5)
where vec(·) simply rearranges a matrix into a vector by concatenating its columns, and
∆ij = δijδ
>
ij. For a symmetric matrix A we know:
vec(A) = Ddvech(A) (2.6)
where vech(·) is the half-vectorization operator, and Dd is a unique d2 × d(d+1)2 duplica-
tion matrix. Similar to the vec(·) operator, the half-vectorization operator rearranges a
matrix into a vector by concatenating its columns; however, it stacks the columns from
the principal diagonal downwards in a column vector. In other words, a symmetric matrix
of size d will be rearranged to a column vector of size d2 by the vec(·) operator, whereas
vech(·) will stack it into a column vector of size d(d+1)
2
. This can significantly reduce the
1 Eq.2.2 corresponds to the assumption that noise is additive, i.e. ‖yi − yj‖2 = τ2ij + εij where εij is
the additive noise. Then clearly εij =
(‖yi − yj‖2 − τ2ij)2. In contrast, Eq.2.3 captures a multiplicative
error, i.e ‖yi − yj‖2 = τ2ij + εij × τ2ij , hence εij =
(
‖yi−yjτij ‖2 − 1
)2
.
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number of unknown variables, especially when d is large. Dd is a unique constant matrix.
For example, for a 2× 2 symmetric matrix A we have:
vec(A) =

1 0 0
0 1 0
0 1 0
0 0 1
vech(A).
Since both A and ∆ij are symmetric matrices, we can rewrite Eq.2.5 using vech(·) and
reduce the size of the problem:
δ>ijAδij = vech(A)
>D>d Ddvech(∆ij) = vech(A)
>ξij, (2.7)
where ξij = D
>
d Ddvech(∆ij). Using Eq.2.7, we can reformulate Eq.2.4 as:
Err =
∑
(i,j)∈S
(vech(A)>ξij − 1)2 = vech(A)>Qvech(A)− 2vech(A)>p + |S|, (2.8)
where Q =
∑
(i,j)∈S ξijξ
>
ij and p =
∑
(i,j)∈S ξij, and |S| in Eq.2.8 denotes the number of
elements in S, which is constant and can be dropped from the optimization. Now, we can
decompose the matrix Q using EVD to obtain:
Q = UΛU>. (2.9)
If Rank(Q) = r, then U is a d(d+1)
2
× r matrix with r orthonormal basis vectors (i.e.
U>U = I). We denote the null space of Q by U. Any vector of size d(d+1)
2
, including vector
vech(A), can be represented using the space and the null space of Q:
vech(A) = Uα + Uβ. (2.10)
In Eq.2.10, α and β are vectors of size r and
(
d(d+1)
2
− r
)
respectively. Since Q is the
summation of ξijξ
>
ij, and p is the summation of ξij, it is easy to verify that p is in the
space of Q and therefore U
>
p = 0. By substituting Eq.2.9 and Eq.2.10 in Eq.2.8, the cost
function can be expressed as:
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vech(A)> (Qvech(A)− 2p) = α> (Λα− 2U>p) . (2.11)
The only unknown variable in this equation is α. Hence, by taking the derivative with
respect to α, and setting the result to zero, the objective function in Eq.2.11 is minimized2,
and the unknown variable α can be obtained in closed-form as:
α = Λ−1U>p. (2.12)
Interestingly, Eq.2.11 does not depend on β. That is, the transformation A, which
preserves the distances in S (local distances), is not unique. In fact, by choosing different
values for β, Eq.2.10 defines a family of transformations, all of which preserve the local
distances. In this family, we search for the one that is positive semidefinite and increases
the distances of the pairs in set O as much as possible. Now, we show how the freedom of
vector β can be exploited to search for a transformation that satisfies these conditions.
2.1.2 Stretching Non-local Distances
We define the following objective function which, when optimized, attempts to maximize
the squared distances between the non-neighbor points. That is, it attempts to stretch the
distance between xi and xj if (i, j) ∈ O.
Str =
∑
(i,j)∈O
||yi − yj||2
τ 2ij
. (2.13)
Similar to the cost function Err defined in Eq.2.4 in the previous part, we have:
Str =
∑
(i,j)∈O
(
(
xi − xj
τij
)>WW>(
xi − xj
τij
)
)
=
∑
(i,j)∈O
δ>ijAδij =
∑
(i,j)∈O
vech(A)>ξij = vech(A)
>s,
(2.14)
where s =
∑
(i,j)∈O ξij. Then, the optimization problem is:
2 Since the matrix Q in the quadratic objective function Eq.2.11 is PSD, the obtained critical point for
α is a global minimum.
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max
A0
vech(A)>s. (2.15)
Recall that vech(A) = Uα + Uβ, and α is already determined from Eq.2.12. So the
problem3 can be simplified as:
max
A0
β>U
>
s. (2.16)
Clearly if Q is full-rank, then the matrix U (i.e. the null space of Q) does not exist and
therefore, it is not possible to stretch the non-local distances. However, it can be shown
that if the dimensionality of the data is more than its quantity, Q is always rank-deficient,
and U exists. The rank of Q is at most |S|, which is because Q is defined in Eq.2.8 as a
summation of |S| rank-one matrices. Clearly, the maximum of |S| is the maximum possible
number of pairs i.e. n×(n−1)
2
; however, the size of Q is d×(d+1)
2
.
When d ≥ n matrix Q is rank-deficient. To be certain that Q is rank-deficient, one
can project the points into a high-dimensional feature space by a possibly nonlinear map-
ping φ(·). We employ the well-known kernel trick [53], using a kernel function κ(xi,xj)
that computes the inner products between the high-dimensional feature vectors without
explicitly constructing them.
2.1.3 Kernelizing the Proposed Method
Now, we show how to extend EAT to nonlinear mappings of data. Conceptually, the points
are mapped into a high-dimensional feature space F by some nonlinear mapping φ(·), and
then the desired transformation is computed in that space. This can be done implicitly
through the use of kernels.
Based on the representor theorem [54], the columns of the linear transformation W can
always be re-expressed as linear combinations of the data points in the feature space, i.e.
W = XΩ. Therefore, we can rewrite each pairwise squared distance as:
3 The primal form of the SDP defined in Eq.2.16 is: min
A0, Qvech(A)=p
−vech(A)>s.
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‖yi − yj‖2 = (xi − xj)>WW>(xi − xj)
= (xi − xj)>XΩΩ>X>(xi − xj)
= (x>i X− x>j X)ΩΩ>(X>xi −XTxj)
= (X> xi −X>xj)>Aφ(X>xi −X>xj),
(2.17)
where Aφ = ΩΩ
> is an n× n PSD matrix. We have now expressed the distances in terms
of a matrix to be estimated (i.e. Aφ) and the inner products between the data points
which can be computed via a kernel function, i.e. x>i xj = κ(xi,xj).
‖yi − yj‖2 = (κ(X,xi)− κ(X,xj))>Aφ (κ(X,xi)− κ(X,xj))
= (ki − kj)>Aφ(ki − kj),
(2.18)
where ki = κ(X,xi) = X
>xi is the ith column of the kernel matrix K = X>X. The
optimization of Aφ then proceeds just as in the non-kernelized version presented earlier,
by substituting X and W with K and Ω respectively. That is, we now have δij =
ki−kj
τij
,
and so all of the other variables are computed based on δij.
2.1.4 The Algorithm
The learning procedure of Embedding by Affine Transformations (EAT) is summarized in
Alg.1. Following it, Alg.2 explains how out-of-samples are mapped into the embedding
space. In these algorithms, we suppose that all input data points are stacked into the
columns of a d × n matrix X. Likewise, all projected data points form the columns of
matrix Y, and the r×n matrix Z denotes the low-dimensional representation of the data.
In the last line of Alg.1, the columns of P are the eigenvectors of YY> corresponding
to the top r eigenvalues which are calculated by PCA. Note that to apply PCA, Y must
be centered. It is easy to see that if X is centered (or equivalently K is double centered),
Y will be centered as well. This is the reason we center the input data at the beginning.
In addition, in the kernelized version, the kernel matrix K should be centered, which is
done by double centering HnKHn, where Hn = In − 1n1n1>n .
After the learning phase of EAT, we have the desired transformation W for unfolding
the latent structure of the data. We also have P from PCA, which is used to reduce the
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Algorithm 1 EAT - Learning
Input: X, and r
1: Center the input: X← X− 1
n
X1n1
>
n
2: Compute the pairwise distances ∀1 ≤ i, j ≤ n : τij = ‖xi − xj‖
3: Based on {τij}, create the neighborhood graph and form the sets S and O
4: Choose a kernel function κ(·, ·) and compute the kernel matrix K
5: Apply double centering to the kernel: K← HnKHn
6: Calculate the matrix Q, and the vectors p and s, from Eq.2.8 and Eq.2.14
7: Compute U and Λ by performing EVD on Q such that Q = UΛU>
8: Let α = Λ−1U>p
9: Solve the SDP problem max
A0
β>U
>
s, where vech(A) = Uα + Uβ
10: Decompose A = WW> (or in the kernelized version Aφ = ΩΩ>)
11: Compute the coordinates on the unfolded manifold Y = W>X = Ω>K
12: Apply PCA to Y and obtain the low-dimensional representation Z = P>Y
13: Return the solution Z, and the transformation matrices W (or Ω) and P
Algorithm 2 EAT - Embedding
Input: x, W (or Ω), and P
1: Compute kx = κ(X,x) (Only in the kernelized version)
2: Apply the centering to the new point: x← x−X1n or kx = Hn
(
kx − 1nK1n
)
3: Let y = W>x = Ω>Kx
4: Return z = P>y
29
dimensionality of the unfolded data. As a result, we can embed any new point x by using
Alg.2. It is important to note that the new points should be centered as well. In addition,
this centering must be the same as the centering transformation used in the learning phase,
i.e. x← x−X1n or kx = Hn
(
kx − 1nK1n
)
in the kernelized version.
2.2 Experimental Results
In order to evaluate the performance of the proposed method, we conducted several experi-
ments on synthetic and real datasets. To emphasize the difference between the transforma-
tion computed by EAT and the one that PCA provides, we designed a simple experiment
on a synthetic dataset. In this experiment, we considered a three-dimensional V-shaped
dataset illustrated in Fig.2.2 (top-left). We uniformly sampled 1000 data points from this
manifold, and divided it into two subsets: an input dataset consisting of 28 well-sampled4
points, and a test set of 972 points. EAT was applied to the input dataset, and then
the learned transformation was used to project the test set. The result is depicted in
Fig.2.2 (top-right). This image illustrates Y = W>X, which is the result of EAT in three
dimensions. It shows that the third dimension carries no information. Thus, the input
data was unfolded before applying PCA to reduce the dimensionality to two.
In addition, the bottom row of Fig.2.2 shows the results of PCA and KPCA, when
applied to the entire dataset. PCA computes a global distance preserving transformation,
and captures the directions of the maximum variation in data. Clearly, in this example,
the direction with the maximum variation is not the one that unfolds the dataset. This
is the key difference between the functionality of PCA and EAT. Kernel PCA does not
provide a satisfactory embedding either. Fig.2.2 shows the result that is generated by an
RBF kernel; we experimented on KPCA with a variety of popular kernels, but none were
able to reveal a faithful embedding of the V-shaped dataset.
Unlike kernel PCA, EAT does not expect the kernel to reveal the underlying structure of
data. When the dimensionality of data is higher than its quantity, a linear transformation
can span the entire space. This means that we can always find the transformation W to
flatten the underlying manifold. When the original dimensionality of data is high (d > n,
e.g., for images), EAT does not need a kernel in principal; however, using a linear kernel
reduces the computational complexity of the method5. In all of the following experiments,
4The original data is down-sampled by clustering to obtain 28 points.
5 In the kernelized version, W is n × n but in the original version it is d × d. Thus, computing W in
the kernelized form is less complex when d > n.
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Figure 2.2: A V-shaped manifold and the results of EAT, PCA, and kernel PCA.
we used a linear kernel when the original dimensionality of data is high (e.g., for images),
and RBF in all other cases. In general EAT is not sensitive to the type of kernel. We will
discuss the effect of kernel type and its parameters later in this section.
The next experiment is on a Swiss-roll manifold, depicted in Fig.2.3 (bottom-left). Al-
though Swiss-roll is a three-dimensional dataset, it tends to be one of the most challenging
datasets due to its complex global structure. We sampled 50 points for our training set (in
the same way that we did for the first experiment) and 950 points as an out-of-sample test
set. The results of Maximum Variance Unfolding (MVU), Isomap, and EAT6 are presented
6 In general, Kernel PCA fails to unfold Swiss-roll. LLE generally produces a good embedding, but not
on small datasets (e.g., our training set). For this reason we do not demonstrate their results.
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Figure 2.3: A Swiss-roll manifold, and the results of different dimensionality reduction
methods: MVU, Isomap, and EAT. The top row demonstrates the results on the training
set, and the bottom row shows the results of the out-of-sample test set.
in the first row of Fig.2.3. The second row shows the projection of the out-of-sample points
into a two-dimensional embedding space. EAT computes a transformation that maps the
new data points into the low-dimensional space. MVU and Isomap, however, do not pro-
vide any direct way to handle out-of-sample examples. A common approach for resolving
this problem is to learn a non-parametric model between the low-dimensional embedding
space and the high-dimensional input space.
In this approach, a high-dimensional test data point x is mapped to the low-dimensional
space in three steps: (i) the k nearest neighbors of x among the training inputs (in the orig-
inal space) are identified; (ii) the linear weights that best reconstruct x from its neighbors,
subject to a sum-to-one constraint, are computed; (iii) the low-dimensional representation
of x is computed as the weighted sum (with weights computed in the previous step) of the
embedded points corresponding to those k neighbors of x in the original space. In all of our
experiments, the out-of-sample embedding has been conducted using this non-parametric
32
Figure 2.4: The visualization of synthetic face images in two dimensions by EAT, using a
linear kernel.
model except for EAT, PCA, and Kernel PCA, which provide parametric models. It is
clear that the out-of-sample estimates of MVU and Isomap are not faithful to the Swiss-roll
shape, especially along its border.
Now we illustrate the performance of the proposed method on real datasets. Fig.2.4
shows the result of EAT when applied to a dataset of face images. This dataset consists
of 698 images, from which we randomly selected 35 images for the learning phase of EAT
and used the rest as test data. Training points are indicated with a solid blue border.
The images in this experiment have three degrees of freedom: pan, tilt, and brightness.
In Fig.2.4, the horizontal and vertical axes appear to represent the pan and tilt, respectively.
Interestingly, while there are no low-intensity images among the training samples, darker
out-of-sample points appear to have been organized together in the embedding. These
darker images still maintain the correct trends in the variation of pan and tilt across the
embedding. In this example, EAT was used with a linear kernel.
In another experiment, we conducted dimensionality reduction on a subset of the
Olivetti images dataset [51]. Face images of three different persons were used as the training
set, and images of a fourth person were tested as the out-of-sample examples. The results
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of PCA, KPCA, EAT, LLE, Isomap and MVU are illustrated in Fig.2.5. Different persons
in the training data are indicated by red squares, green triangles and purple diamonds.
PCA and Kernel PCA did not provide interpretable results even for the training set. The
other methods, however, separated the different people along different chains. Each chain
shows a smooth change between the side view and the frontal view of an individual.
The key difference between the algorithms is the way they embedded the images of the
new person (represented by blue circles). MVU, LLE, Isomap, PCA, and Kernel PCA all
superimposed these images onto the images of the most similar individual in the training
set, and by this, they clearly lost a part of the information. This is because we used
a non-parametric model for embedding the out-of-samples examples for these methods.
EAT, however, embedded the images of the new person as a separate cluster (chain), and
maintained a smooth gradient between the frontal and side views.
Finally, we attempted to unfold a globe map, shown in Fig.2.6 (top-left), into a faithful
two-dimensional representation. Since a complete globe is a closed surface and thus cannot
be unfolded, our experiment was on a half-globe. A regular mesh was drawn over the half-
globe, shown in Fig.2.6 (top-right), and 181 samples were taken for learning. EAT was
used to unfold the sampled mesh and find its transformation; the result is depicted in
Fig.2.6 (bottom-right).
Note that it is not possible to unfold a globe into a two-dimensional space while preserv-
ing the original local distances; in fact, the transformation with the minimum preservation
error is the identity function. So rather than preserving the local distances, we defined
Euclidean distances based on the latitude and longitude of the training points along the
surface of the globe; then the two-dimensional embedding became feasible. This is an in-
teresting aspect of EAT: it does not need to operate on the original distances of the data,
but can instead be supplied with arbitrary distance values (as long as they are compliant
with the desired dimensionality reduction of the data).
We used a test set consisting of 30,000 points as specified by their three-dimensional
coordinates with respect to the center of the globe. For this experiment we used an RBF
kernel with σ = 0.3. Applying the output transformation of EAT resulted in a two-
dimensional embedding shown in Fig.2.6 (bottom-left); color was used to denote elevation
in these images. Note that the pattern of the globe has not changed during the embedding
process, which demonstrates that the representation of EAT is faithful. However, the two-
dimensional embedding of the test points is distorted at the sides, which is due to the lack
of information from the training samples in these areas.
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Figure 2.5: The results of PCA, KPCA, EAT, LLE, Isomap and MVU on the dataset of
face images. Each color represents the pictures of one of four individuals. The blue circles
show the test data (pictures of the fourth individual). The bottom panel shows half of the
pictures used in the experiment.
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Figure 2.6: Unfolding a half-globe into a two-dimensional map by EAT. A half-sphere mesh
is used for training. Color is used to denote elevation. The out-of-sample test set comprises
30,000 points from the surface of Earth.
2.2.1 The Effect of Type and Parameters of Kernels
Intuitively speaking, the number of basis vectors corresponding to a particular kernel ma-
trix is equal to the rank of that matrix; in a full-rank kernel matrix (i.e. Rank(K) = n),
the number of basis vectors is equal to the number of data points and thus, a linear trans-
formation from the feature space F can span the entire n-dimensional embedding space.
That is, it is always possible to find a transformation W to unfold the underlying manifold
of the data, as far as the training data points are concerned.
For an extreme example one may consider the identity matrix as a kernel. Since it is a
full-rank kernel, it guarantees that we can find a perfect map for any training dataset; but
it will fail to map out-of-sample points correctly, because it cannot measure the similarity
between the out-of-sample points and the training examples. In other words, using a full-
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rank kernel is a sufficient condition in order to faithfully embed the training points. But
if the correlation between the kernel and the data is weak (an extreme case is using the
identity matrix as a kernel), EAT will not perform well for the out-of-sample points.
In this experiment, the effect of different kernel functions on embedding by EAT is
studied. We used a family of polynomial kernel functions7 with different degrees, and
also a family of RBF kernels8 with different σ values. The original manifold was a three-
dimensional Swiss-roll, shown in Fig.2.3 (bottom-left), from which we uniformly sampled
102 training points, and 1,000 out-of-sample points.
We define a variable ρ = Rank(K)
n
; clearly for full-rank matrices ρ = 1 and ρ < 1
shows a rank-deficiency. For each kernel function applied on the training set, we have
calculated this variable. The effects of using polynomials are illustrated in Fig.2.7. We
used polynomial functions of degrees one to ten in separate columns. Each column has
two plots; the top one shows the embedding of the training set, and the related result of
out-of-sample mapping is in the bottom panel. We indicate the degree of the polynomial
at the top, and ρ in the middle of each column.
All of the polynomials with degree greater than one have provided the same proper
embeddings in both of the learning phase and the out-of-sample mapping. The degree-one
polynomial, which is in fact a linear kernel, was not able to help EAT in this example;
the manifold was not unfolded in the first column, and so the out-of-sample embedding
also failed. This experiment interestingly shows that even with rank-deficient kernels (i.e.
small values of ρ, for example here from 0.1), unfolding is possible.
The effect of using different RBF kernels is illustrated in Fig.2.8. We used the RBF
function with different σ values. Since the magnitude of σ should be proportional to the
scale of the manifold, it is multiplied by the mean of the local distances, to be normalized.
We chose ten different σ values from a wide range 1
3
to 50. For each σ value, the result is
shown in one column.
When σ is large (more than 10), ρ is small and therefore, EAT has not been able to
find the desired transformation in the feature space that would unfold the manifold of the
training data in this experiment (the two rightmost columns in Fig.2.8). On the other
hand, when σ is very small (less than one), although the kernels are full-rank (ρ = 1) and
consequently, the embedding of the training set is faithful, EAT has failed to embed the
out-of-samples correctly (the leftmost columns in Fig.2.8). In fact, small values of σ form
kernel matrices that are very close to the identity matrix, and thus over-fitting occurs.
7i.e., κ(xi,xj) = (x
>
i xj + 1)
p.
8i.e., κ(xi,xj) = e
−‖xi−xj‖2
σ2 .
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Figure 2.7: The effect of using polynomial kernels of different degrees in EAT for embedding
a three-dimensional Swiss-roll manifold into a two-dimensional space, in the training phase
(top) and in out-of-sample mapping (bottom).
Experiments with a wide variety of other kernels on different datasets shows similar
results. Based on our experiments and this study, we suggest that an RBF kernel can
be used for any dataset. The value of σ should be selected close to the mean of local
distances. In this way, the kernel matrix is close to full-rank (ρ ≈ 1), which guarantees
a proper embedding for the training set. On the other hand, the resulting kernel is still
able to measure the similarity between nonidentical data points to avoid the over-fitting
problem. When the dimensionality of the original data is more than or equal to the number
of data points, there is no need for a kernel, but one may use a simple linear kernel (or any
other desired kernel) to reduce the computational complexity.
2.3 Conclusion and Discussion
We presented Embedding by Affine Transformations (EAT), a novel dimensionality re-
duction method, which, unlike other prominent methods, can easily embed out-of-sample
examples. This method learns a mapping from a high-dimensional feature space to a
low-dimensional embedding space. EAT is performed in two steps; first, the input data
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Figure 2.8: The effect of using RBF kernels with different σ values in EAT for embedding
a three-dimensional Swiss-roll manifold into a two-dimensional space, in the training phase
(top) and out-of-sample mapping (bottom).
is projected into the high-dimensional feature space, and then, a linear transformation is
learned that maps the data points from the feature space into the low-dimensional em-
bedding space. By unfolding the underlying manifold of the input data in the embedding
space, EAT decreases the dimensionality of the data. The search for this transformation
is cast as an instance of semidefinite programming (SDP), which is convex and always
converges to the global optimum. Our experimental results on real and synthetic datasets
demonstrated that EAT produces a robust and faithful embedding even for very small
datasets. They also showed that EAT is successful in projecting out-of-sample examples.
Solving the SDP problem is computationally intensive, which can make it inefficient to
learn EAT on large datasets. Thus, one approach for handling large datasets with EAT
would involve down-sampling the input data, by selecting a small subset as the training
input and then, embedding the rest of the data as test examples.
To form the SDP of Eq.2.16, first Q is decomposed and its null-space is computed.
Due to the large size of Q, this step is the most time-consuming part of EAT. However,
by comparing Eq.2.15 and Eq.2.16, it is clear that using the null-space of Q to represent
the SDP in the dual form, significantly reduces the number of unknown variables.
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As discussed, EAT first finds a family of projections that produce the minimum possible
error in distance preservation, and then, in the SDP problem, it chooses one of them that
stretches non-neighboring distances the most. It is important to note that it was possible
to use the neighboring distances as constraints, however, in case no feasible solution for a
given set of {τij|(i, j) ∈ S} exists, the SDP could not be solved. One might resolve this
issue by using slack variables to relax the constraints; however, the resulting SDP problem
would depend on penalty terms assigned to the slack variables, and therefore, it would
need parameter tuning. In the current setting, we have considered this problem, and if no
feasible solution exists, we use only solutions which result in a minimum error. Therefore,
without any parameter tuning, EAT preserves the local distances as much as possible.
Another feature of EAT is that it treats the distances between the data points in three
different ways. One can preserve a subset of the distances (set S), stretch another subset
(set O) and leave the third set, whose pairs are unspecified in S and O. This is in contrast
with methods like MVU that preserve local distances but stretch any non-local pairs. This
property means that EAT could be useful for semi-supervised tasks where only partial
information about similarity and dissimilarity of the input points is known.
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Chapter 3
TesseraMap: Unfolding Manifolds by
Tessellation of Linear Subspaces
In this chapter, we propose a novel method for dimensionality reduction, which we call
TesseraMap. The proposed method can be seen as an extension to EAT which scales
well with the number of data points. Similar to EAT, this nonlinear technique employs
semidefinite programming to compute a transformation between the input dataset and its
low-dimensional representation, which can be used for mapping out-of-samples.
As discussed in Chapter 1, Ham et al. showed that many popular nonlinear dimen-
sionality reduction algorithms can be formulated as KPCA [25]. This implies that the way
a method treats high-dimensional data is encoded in its kernel and, in fact, the differ-
ences between the embeddings generated by these methods are caused by their data-driven
kernels. This perspective, in addition to considering that all kernel matrices are positive
semidefinite, is perhaps what motivated the development of methods in which an appropri-
ate kernel for embedding is estimated by solving an instance of semidefinite programming
(SDP), for example MVU [69].
Semidefinite programming has recently been the center of attention in the literature of
nonlinear dimensionality reduction. However, due to the computational complexity of the
SDP solvers, the effectiveness of the SDP-based algorithms is still limited, therefore, only
small-size problems can be solved using the current methods. A few relatively scalable
versions, for example, Landmark MVU [70], Fast MVU [71], and Colored MVU [57], have
been proposed for the current SDP-based methods; however, their quality of embedding
on large datasets is not satisfactory. There are two reasons why these methods are not
able to provide faithful embeddings:
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• To reduce the size of the SDP problem, they factorize the kernel as K = USU>,
where U is known, and then they approximate the desired kernel K with a small
positive semidefinite matrix S. Since this approximation is usually done by heuristic
methods, the loss of information is inevitable and therefore, the final embedding can
be highly corrupted.
• To compensate for the information loss of approximation, they employ local search
methods, such as gradient descent, as a post-processing step. Unfortunately, this
approach does not guarantee the optimality of the final result. In fact, there is a
trade-off between the time spent on the post-processing, and the required quality for
the final embedding.
Moreover, since the kernels of these methods are data-driven, to add a new point
the kernel matrix must be completely recalculated. This is why the existing SDP-based
methods are unable to provide a straightforward extension for embedding out-of-sample
points. Unfortunately, this is an undesirable shortcoming when one employs these methods
in supervised machine learning tasks, which are trained based on training sets and then
might be used on new test sets.
In Chapter 2, we proposed Embedding by Affine Transformations (EAT), which is
solved based on a semidefinite program. EAT provides a mapping to unfold the underlying
manifold of the input data, which can be used for out-of-samples as well. Unfortunately,
EAT suffers from lack of scalability. Now, we show that in EAT, the search space of the
SDP problem can be restricted to a small face of the semidefinite cone. The formulation of
this method significantly reduces the size of the SDP problem. For this reason, TesseraMap
is fast and scalable, and it allows us to solve large problems in dimensionality reduction.
Crucially, the proposed method is not an approximation and thus, it provides an exact
solution without the need for post-processing by local gradient descent. This is in contrast
with the other large-scale SDP-based methods. In addition, inheriting from EAT, this
algorithm is able to provide a mapping that allows out-of-sample points to be sensibly
mapped into the embedding space.
The rest of this chapter is organized as follows. There are two main sections, followed
by a short discussion at the end. In Section 3.1, first we slightly reformulate EAT from
the previous chapter, and simplify it to be employed as a kernel method. Then, we con-
tinue by intuitively explaining the ideas behind TesseraMap. We mathematically describe
how the computational complexity of the SDP problem in EAT can be reduced, and de-
velop the TesseraMap algorithm. In Section 3.2, we illustrate some experimental results
on TesseraMap and comparisons conducted on the other popular methods. Finally, in
Section 3.3 we discuss different aspects of TesseraMap.
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3.1 Learning a Mapping for Unfolding
In TesseraMap, we use the kernelized version of EAT; we seek a linear mapping between a
high-dimensional feature space and the embedding space, whereby the underlying manifold
of the input data is unfolded, and thus the dimensionality of the data is reduced. The
desired transformation should be faithful to the local structure of the manifold. That is, it
preserves the distances between the neighboring points (i.e. the pairs indicated by set S).
Moreover, for unfolding, the non-neighboring points (the pairs of set O) should be pulled
apart, as already discussed in EAT. Suppose a d×n matrix X as the input dataset, which
will be embedded in Y. We explained that the transformation can be formulated as:
Y = W>φ(X) = Ω>φ(X)>φ(X) = Ω>K, (3.1)
where K is a kernel matrix of the input, and the goal is to find the linear transformation Ω.
From Eq.3.1, it is clear that if matrix K is full-rank, obtaining any result for Y is possible.
If the mapping φ : Rd 7→ F produces an adequate number of independent features for the
data points, the kernel matrix K = φ(X)>φ(X) becomes full-rank. This can always be
achieved, for example, by choosing a kernel function whose φ(·) maps the data points to
an infinite-dimensional feature space, e.g., exponential kernel functions.
The distances between the neighboring points should be preserved in Y; more formally,
they should satisfy ∀(i, j) ∈ S : ‖yi−yj‖ = τij, where τij is given (simply can be ‖xi−xj‖).
The distance between two embedded points can be expanded as follows:
‖yi − yj‖2 =‖Ω>κ(X,xi)−Ω>κ(X,xj)‖2 = (ki − kj)>ΩΩ>(ki − kj)
=(ki − kj)>A(ki − kj) = ((ki − kj)⊗ (ki − kj))> vec(A),
(3.2)
where ⊗ is the Kronecker product operator, ki = κ(X,xi) is the ith column of the kernel
matrix K = κ(X,X), and A = ΩΩ> ∈ Sn+ is an unknown positive semidefinite matrix. To
preserve the distances in the embedding space, we define the following normalized error,
and attempt to minimize it:
∑
(i,j)∈S
(‖yi − yj‖2
τ 2ij
− 1
)2
=
∑
(i,j)∈S
(
ξ>ijvec(A)− 1
)2
= ‖Ξ>Svec(A)− 1|S|‖2, (3.3)
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where, similar to EAT, ξij =
1
τ2ij
((ki − kj)⊗ (ki − kj)). For all (i, j) ∈ S, the vectors ξij
form the columns of an n2×|S| matrix ΞS . By taking the derivative of Eq.3.3 with respect
to vec(A), and setting it to zero, the following constraint for A is obtained:
ΞSΞ>Svec(A) = ΞS1|S|. (3.4)
Following the notation of EAT1, we can rewrite the constraint as Qvec(A) = p, where
Q = ΞSΞ>S and p = ΞS1|S|. Although Q is n
2 × n2, which means we have n2 constraints,
its rank does not exceed |S|. Considering that |S| ∈ O (n), the number of the constraints
can be reduced2 to O (n). Next we define the following objective function which, when
optimized, attempts to maximize the relative stretching of the distances between the non-
neighboring points specified in set O:
∑
(i,j)∈O
1
τ 2ij
‖yi − yj‖2 =
∑
(i,j)∈O
ξ>ijvec(A) = s
>vec(A), (3.5)
where s =
∑
(i,j)∈O ξij = ΞO1|O|, in which the columns of the n
2 × |O| matrix ΞO are the
vectors ξij, when (i, j) ∈ O. The problem of finding the desired transformation can be
cast as an instance of semidefinite programming as follows:
max
A0
s>vec(A) subject to Q>vec(A) = p. (3.6)
To obtain the desired transformation Ω, the solution of the convex optimization problem
Eq.3.6 should be decomposed as A = ΩΩ>. In this way, the transformation Ω is computed
that when applied to the data, preserves the local distances and pulls the non-neighbor
points as far apart as possible.
Unfortunately, the constraint matrix Q in the optimization problem Eq.3.6 is not sparse.
Therefore, the computational complexity of the SDP problem is in O (n4) [10]. This means
that only limited size problems can be directly solved by EAT.
1 In this chapter, for the sake of simplicity, we omit the use of vech(·) operator. However, the argument
is still valid for vech(·), if the duplication matrix Dn is applied. Note that due to using vec(·) instead of
half-vectorization, the sizes of Q,b and s have changed.
2 Many of the constraints defined in Eq.3.4, are redundant. To reduce the number of the constraints
to |S|, one can simply multiply both sides by Ξ>S , and solve the problem with the new constraint set
Ξ>SΞSΞ
>
S vec(A) = Ξ
>
SΞS1|S|.
44
To overcome this difficulty, we propose a novel SDP formulation by employing semidef-
inite facial reduction [11], which dramatically reduces the complexity of the semidefinite
problem. In this formulation, we restrict the search space of the SDP problem to a small
face of the semidefinite cone. This is done by decomposing the large unknown semidefinite
variable A to VBV>, where V is known and B is a small unknown positive semidefinite
matrix. We will show that such a decomposition can be done on the Gram matrix of the
points in their low-dimensional representation, crucially with no approximation.
3.1.1 The Proposed Method
TesseraMap is motivated by observing that for any given dataset, the appealing local
structure of its underlying manifold lies beyond mere pairwise neighborhood relationships
between the data points. In fact, in most cases, it is more efficient to preserve the structure
of a reasonably large chunk of data as a whole, rather than dividing it into small (possibly
pairwise) neighborhoods and preserving them, like other dimensionality reduction methods.
Based on this observation, we first perform a clustering on the input dataset, so that it is
conceptually reduced to a set of small clusters. In this way, one can imagine the underlying
manifold of the data is partitioned into a set of regions. We call each of these regions a
tessera3. The underlying manifold can then be considered as a mosaic, composed of many
tesserae. Each tessera represents a local region of the manifold, and the global structure of
the manifold can simply be described as the overall configuration, or tiling of the tesserae.
Secondly, we unfold the underlying manifold on a low-dimensional linear subspace, by
reconstructing its mosaic as a tessellation of that linear subspace. This is done by consider-
ing a neighborhood graph for the tesserae and computing a transformation, whereby non-
neighbor tesserae are pulled apart, while the distances between the neighboring tesserae
are kept fixed. This yields a low-dimensional embedding of the underlying manifold whose
local structure has been preserved.
Note that the constraints in Eq.3.6 preserve the local structure of the manifold by fix-
ing the pairwise Euclidean distances between the neighboring points. However, the desired
transformation treats the tesserae as rigid parts and only preserves the pairwise distances
between two neighboring tesserae. This also dramatically reduces the computational com-
plexity of the SDP problem.
Suppose that the input data points {xi}ni=1 are clustered into c tesserae. The set C`
holds the indices of the `th tessera, and without loss of generality we can assume that
3A tessera (plural: tesserae) is an individual tile in a mosaic.
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C1 = {1, 2, . . . , n1}, C2 = {n1 + 1, . . . , n1 + n2}, and so on, where n` = |C`|. It follows that
the input data matrix X can be represented as X = [X1,X2, . . . ,Xc] and consequently,
its low-dimensional representation is Y = [Y1,Y2, . . . ,Yc], where X` is the matrix whose
columns represent the points of the `th tessera, and Y` is an unknown matrix with the same
number of columns, representing the coordinates of the points in the embedded tessera.
Let D` be the n` × n` Euclidean Distance Matrix (EDM) of the points in X`. Also,
we suppose that the points in each tessera are close to a low-dimensional affine subspace4;
therefore, we can treat the tesserae as rigid parts and would like to preserve their structures.
That is, we would like to preserve all of the pairwise distances between the points in each
tessera. Thus we need to find Y` such that its EDM is equal to D` for 1 ≤ ` ≤ c. As is
well-known (for example see [52]), the Gram matrix of a set of centered points whose EDM
is D`, is given by double centering:
G` = −1
2
Hn`D`Hn` , (3.7)
where Hn` = In`− 1n`1n`1>n` is the centering matrix. It is clear that G` is an n`×n` positive
semidefinite matrix and therefore, can be decomposed into G` = P
>
` P`. If Rank(G`) = d`,
then P` ∈ Rd`×n` is a matrix of centered points, whose EDM is D`. We require Y` to share
the same EDM with P`, which means that there is an isometry between Y` and P`. This
isometry can be formulated by an orthonormal transformation (i.e. rotation and reflection),
and a translation. Note that the pairwise Euclidean distances in each tessera are invariant
to orthonormal transformations and translations.
∃R`, t` : Y` = R`P` + t`1>n` =
[
R` t`
] [P`
1>n`
]
, (3.8)
where R` consists of d` orthonormal columns (i.e. R
T
` R` = Id`), and t` is the translation
vector. The last term in Eq.3.8 is in fact the homogeneous coordinates of the centered
points P`. We represent this known (d` + 1)× n` matrix by P˜`. Let S` =
[
R` t`
]
be an
unknown matrix of the transformations; then Y` = S`P˜`, and therefore, we can rewrite Y
based on P˜` and S` of all tesserae:
4 Note that it is always possible to provide such a tessellation for a given dataset if the size of its
tesserae is small enough.
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Y =
[
S1 S2 . . . Sc
]

P˜1 0 . . . 0
0 P˜2 . . . 0
...
...
. . .
...
0 0 . . . P˜c
 = SU, (3.9)
where U ∈ Rγ×n is a known block-diagonal matrix, and S is an unknown matrix with
γ = c+
∑
d` columns. Finally, the Gram matrix of the embedded points will be equal to
G = Y>Y = U>S>SU = U>BU. (3.10)
Here B = (S>S) ∈ Sγ+ is an unknown symmetric positive semidefinite matrix. In
practice γ, the size of the unknown matrix B, is significantly less than n, because d`’s are
usually very small5. The matrix B has the following structure:
B = S>S =

S>1 S1 S
>
1 S2 . . . S
>
1 Sc
S>2 S1 S
>
2 S2 . . . S
>
2 Sc
...
...
. . .
...
S>c S1 S
>
c S2 . . . S
>
c Sc
 , (3.11)
so, on the diagonal of B we have the following blocks:
S>` S` =
[
R>` R` R
>
` t`
t>` R` t
>
` t`
]
=
[
Id` R
>
` t`
t>` R` ‖t`‖2
]
. (3.12)
Restricting the diagonal blocks of the unknown matrix B in the form specified by
Eq.3.12 guarantees the orthonormality of R1,R2, . . . ,Rc. Therefore, having constraints
of this form is sufficient to be certain that the pairwise distances within each tessera are
preserved in the final embedding. By combining Eq.3.1 and Eq.3.10 we can obtain A as
G = Y>Y = KΩΩ>K = KAK = U>BU
=⇒ A = (K†U>)B(K†U>)> = VBV>, (3.13)
5 If the points of a tessera do not form a low-rank matrix, we first project them into a low-dimensional
subspace using PCA, and then compute EDM on the result. In this way, we guarantee that γ  n.
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where K† is the pseudo-inverse6 of K, V = K†U> ∈ Rn×γ is known and can be calculated,
and B ∈ Sγ+ is unknown, where γ  n. Now, the optimization problem can be solved based
on the new smaller unknown variable B and therefore, the computational complexity will
be dramatically reduced.
The set {VBV> : B ∈ Sγ+} is formally called a face of the semidefinite cone Sn+; so the
substitution A = VBV> is called a semidefinite facial reduction [11]. The idea is that by
such a substitution, the search space in an SDP problem can be restricted to a small face
of the semidefinite cone. This can be applied to reformulate the SDP problem in Eq.3.6,
by substitution A = VBV>. Clearly, the new objective function can be reexpressed as:
s>vec(A) = s>vec(VBV>) = s>(V ⊗V)vec(B) = s>newvec(B), (3.14)
where s>new = s
>(V ⊗V). To form the new set of constraints we first need to be certain
that the aforementioned blocks on the diagonal of B are the identity matrices as shown in
Eq.3.12. More formally, suppose h` =
∑`−1
i=1 di + `; then we can represent the `
th diagonal
block of B by B` = B({h`,...,h`+d`−1},{h`,...,h`+d`−1}). This block should be equal to the identity
matrix of size d` and therefore, the matrix B should look like
B =

B1 . . . . . .
. ‖t1‖2 . .
. . B2 .
. . . ‖t2‖2
...
. . .
 , (3.15)
where for each tessera B` = Id` , and ‖t`‖2 is an unknown scalar which is unconstrained.
Secondly, we need to preserve the distance between neighboring tesserae. That is, we need
to preserve the distance between two neighboring points if they belong to different tesserae.
Using the notation of Eq.3.4, we can form a new matrix Ξ˘S whose columns are
{ξij : (i, j) ∈ S where i and j are not in the same tessera}. (3.16)
6 When K is full-rank, matrix inversion can be used to obtain A. But in the case that K is rank-
deficient, pseudo-inverse K† should be used. It is easy to see that the part of A which is in the null-space
of K does not affect the optimization (based on the representor theorem). Therefore, without loss of
generality, we can assume that the optimal answer for A is in the space spanned by K, and thus, by K†.
Note that if K is rank-deficient, there is no guarantee to have G in the space spanned by K. In other
words, it is possible that no linear mapping from the feature space generates the desired gram matrix G
of the tessellation. However, to minimize the difference between KAK and G, the PSD matrix A should
be computed as K†GK†. Note that, in this case, the within-tesserae distances can slightly be distorted.
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Note that this is equivalent to taking the old matrix ΞS and removing the columns ξij,
if i and j are in the same tessera. Then, the reduced constraint matrix Q˘ and vector p˘ are
computed based on the new reduced Ξ˘S . Clearly this significantly reduces the rank of Q.
The new constraint matrix and vector can be represented as:
Q˘>vec(A) = Q˘>(V ⊗V)vec(B) = Q>newvec(B) = pnew = p˘ = Ξ˘S1. (3.17)
Finally, the reduced optimization problem can be formed as:
max
B0
s>newvec(B) subject to
{
Q>newvec(B) = pnew
∀` ∈ {1, . . . , c} : B` = Id` (3.18)
The size of the new semidefinite variable is γ × γ. Let r be the maximum rank7
of the tesserae; then it is clear that γ ∈ O (rc). Considering the fact that the number
of constraints in TesseraMap is definitely less than in EAT (which was in O (n)), the
complexity of solving the SDP problem in Eq.3.18 will be indeed lower than O (n2r2c2).
This indicates that TesseraMap is at least
(
n
rc
)2
times faster than EAT.
The scalability of TesseraMap can be improved further by controlling the number of
constraints. For each tessera, the constraint B` = Id` guarantees that TesseraMap preserves
the within-tessera distances in that tessera. Therefore, the number of constraints for
preserving the within-tessera distances for all c tesserae is bounded above by O (cr2), i.e.,
the number of elements on the diagonal blocks of matrix B. Note that in TesseraMap we
have two different types of constraints: the within-tessera constraints and the between-
tessera ones. Consequently, the total number of constraints is bounded below by Ω (cr2)
because of the number of within-tessera constraints.
The number of between-tessera constraints can increase the total number of constraints,
which is not desirable for TesseraMap. In fact, this is where one should control the number
of constraints; if the number of between-tessera constraints is bounded above by O (cr2),
the order of the total number of constraints does not increase and so, will be minimized.
Considering that the number8 of neighboring pairs of tesserae is in O (c), in order to have
7 It is possible to set an upper bound r for the rank of the tesserae. That is, if the rank of a tessera is
higher than this upper bound, the points of the tessera should be projected to an r-dimensional space by
applying PCA. The upper bound can be set to the value of the target dimensionality.
8 Assuming that the underlying manifold is low-dimensional, the number of neighboring tesserae for
each tessera can be considered in O (1).
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at most O (cr2) between-tessera constraints, for each two neighboring tesserae, we should
consider at most9 r2 neighboring points. In this way, the total number of constraints will
be in O (cr2), and so, the overall complexity of solving SDP will be in O (c4r6), which
interestingly does not depend on n and thus, is highly scalable. In our experiments we
realized that a dataset consisting of n data points can usually be represented by c ∈ O (√n)
tesserae. Hence, considering that r is generally a small constant, the total complexity is
roughly of O (n2), which is n2 times faster than EAT.
3.1.2 The Effect of Full Rank Kernels
Recall that s and Q are computed from the vectors ξij =
1
τ2ij
(ki − kj) ⊗ (ki − kj). It
can be seen that the term ξ>ij(V ⊗ V ) in both vector snew and matrix Qnew makes them
independent of the choice of kernel, as long as the kernel matrix is full-rank and thus
invertible (K−1 = K† ⇒ KK† = K†K = I):
ξ>ij(V ⊗V) =
1
τ 2ij
((ki − kj)⊗ (ki − kj))> (K†U> ⊗K†U>)
=
1
τ 2ij
((ki − kj)>K†U>)⊗ ((ki − kj)>K†U>)
=
1
τ 2ij
((ei − ej)>U>)⊗ ((ei − ej)>U>)
=
1
τ 2ij
(ui − uj)> ⊗ (ui − uj)>
(3.19)
where ei is the i
th column of the identity matrix In and ui = Uei is the i
th column of
U. Crucially Eq.3.19 implies that the matrix B, obtained from the optimization problem
Eq.3.18, is independent of the choice of kernel. However, this is not the case for the
transformation Ω. In Eq.3.13 we showed how to decompose the matrix A as VBV> where
V = K†U>. Since A = ΩΩ>, the transformation Ω can be expressed as
Ω = VB
1
2 = K†U>B
1
2 . (3.20)
9 Having many distance constraints between two low-rank tesserae may remove degrees of freedom
between them, and fix them together, which is undesirable in the process of unfolding. Therefore, it is
sensible to limit the number of these constraints, for example by considering only the r nearest points
between each two neighboring tesserae.
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Now we can find the embedding of the training points, X, by:
Y = Ω>K = (B
1
2 )>UK†K. (3.21)
If K is full-rank, Y = (B
1
2 )>U, and since B is independent of the kernel function,
the embedded training set, Y, is also independent of the kernel function. In other words,
as long as the kernel K is full-rank, the result of embedding for the training set is the
same. Note that different kernels result in different transformations Ω = K†U>B
1
2 . That
is, Eq.3.20 defines a family of transformations between the high-dimensional feature space
and the embedding space; for the full-rank kernels, all members of this family yield exactly
the same result when applied to the training set. This is not, however, true when it comes
to out-of-sample points; the out-of-sample mapping is affected by the choice of kernel.
y = Ω>φ(X)>φ(xt) = (B
1
2 )>UK†κ(X,xt). (3.22)
It is worth mentioning that if only the embedding of the training set is concerned, it is
possible to assume that a full-rank kernel has been used, and based on Eq.3.19, simplify
the computations. In this way, the computed constraint matrix Qnew will be sparse, giving
rise to reduction of the complexity down to O (c3r6), or roughly O
(
n
3
2
)
. However, note
that in this case, overfitting occurs in TesseraMap, and therefore, it is not possible to map
out-of-samples properly.
3.1.3 The Algorithm
The learning phase of TesseraMap is summarized in Alg.3. At the end of this algorithm, we
use PCA to reduce the dimensionality of the embedded data to the desired dimensionality.
In other words, we compute a transformation matrix whose columns are the eigenvectors
of YY> (corresponding to the top eigenvalues), and use it to project Y and reduce its
dimensionality. Note that similar to EAT, the kernel matrix of the input data should be
double centered (line 4).
After the learning phase, the computed transformation can be used to map any new
out-of-sample point, as it was used in EAT. Note that before using Eq.3.22, the similarity
vector κ(X,xt) should be centered. Also, the same PCA projection used in the learning
phase should be applied to reduce the dimensionality of the mapped out-of-sample point.
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Algorithm 3 TesseraMap - Learning
1: Compute the pairwise distances ∀1 ≤ i, j ≤ n : τij = ‖xi − xj‖
2: Based on {τij}, compute a neighborhood graph and form the sets S and O
3: Choose a kernel function κ(·, ·) and compute the kernel matrix K
4: Apply double centering to the kernel: K← HnKHn
5: Perform clustering on X and find the tesserae {C`}c`=1,
for each tessera C`:
5-A: Calculate the EDM of X` (D`)
5-B: Calculate the Gram matrix G` from Eq.3.7
5-C: Obtain the centered points P`
5-D: Form the homogenous coordinates in P˜`
6: Compute U from Eq.3.9
7: Calculate Qnew, pnew and snew from Eq.3.17 and Eq.3.14
8: Solve the optimization
max
B0
s>newvec(B) subject to
{
Q>newvec(B) = pnew
∀` ∈ {1, . . . , c} : B` = Id`
9: Compute the mapped X in the embedding space Y = (B
1
2 )>UK†K
10: Apply PCA to Y and return the obtained low-dimensional embedding
3.2 Experimental Results
We have conducted some experiments with TesseraMap using different synthetic and real-
world datasets to evaluate its performance. TesseraMap is implemented in Matlab, and
uses SeDuMi [59] as its SDP solver. In all of the experiments, we used affinity propagation
clustering (APC) [22] to cluster the given dataset. The input to APC is a set of similarities
between the data points, which is usually the negative of the Euclidean distances between
them, and also a preference value. In all the experiments, we set the preference value as
the median of the similarities. APC does not require the user to predetermine the number
of clusters. Instead the number of clusters will be implicitly determined by the preference
value. This removes the need for tuning the clustering parameters.
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Dataset Train Size Test Size TesseraMap c Fast MVU
Dual Spiral 350 5,000 57 - -
Swiss-roll 30,000 20,000 118 108 174
World Map 15,000 30,000 32 84 128
Frey Faces 965 1,000 4 36 59
MNIST Digits 3000 20,975 6 19 -
Table 3.1: The number of samples and run times of TesseraMap and Fast MVU (in seconds).
In addition to some qualitative comparisons with popular methods, we compared the
efficiency of our method with Fast MVU [71] (with the default parameters), which is capable
of embedding large datasets. The run times of both methods are listed in Table 3.1. In the
experiments of this paper, we used linear kernels and RBF kernels κ(xi,xj) = e
−‖xi−xj‖2
σ2 .
3.2.1 Embedding Synthetic Data I - Dual Spiral Manifold
The first dataset we considered was a three-dimensional dual spiral manifold, depicted in
the left panel of Fig.3.2. It is known that some of the dimensionality reduction methods are
not able to handle non-convex manifolds [37]. Therefore, in order to evaluate TesseraMap
in the context of complex manifolds, we made the manifold non-convex, by placing a hole in
its center. We compared the TesseraMap result with that of many popular dimensionality
reduction algorithms, in the training phase and also in out-of-sample embedding.
First, we uniformly sampled 350 training points, and formed a neighborhood network,
which is shown in Fig.3.1 (top-left). Then we applied TesseraMap, MVU, PCA, Kernel
PCA, LLE, Isomap, LLTSA, LTSA, LPP, and Kernel LPP to this training set using the
same neighborhood network. For TesseraMap, Kernel PCA, and Kernel LPP, we used an
RBF kernel with σ = 0.5. Since the training dataset was small, the TesseraMap algorithm
could be applied directly and without performing clustering on the data. This means that
we simply used the new formulation Eq.3.6 to solve EAT, which does not require EVD of
Q, and is consequently less complex.
It can be seen that the embedding of TesseraMap is completely conformal for the given
training set, and having a hole on the manifold has not affected the quality of the result.
As expected, MVU has unfolded the manifold as well, and returned a similar result. In
contrast, due to the complex nonlinear structure of the manifold, all of the linear methods
(PCA, LLTSA, LPP) have failed to unfold it and therefore, their resulted embeddings are
not faithful. Even the kernelized versions of PCA and LPP have not provided a proper
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Figure 3.1: A set of 350 training points, uniformly sampled from a three-dimensional dual
spiral manifold with a large hole in its center. The results of embedding by TesseraMap,
MVU, PCA, Kernel PCA, LLE, Isomap, LLTSA, LTSA, LPP, and Kernel LPP on this
training set are shown to compare their quality.
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embedding, which is in fact due to their sensitivity to the choice of kernel; the RBF kernel
apparently does not unfold the given manifold. It should be noted that we tried many
different kernel functions, in order to improve the quality of the results of KPCA and
Kernel LPP; however, we were not able to find any closed-form kernel capable of unfolding
this manifold. Although LLE is a powerful method in the face of nonlinearity, it is known
that it has difficulties when confronted with non-convex manifolds. In this case, LLE has
collapsed segments of the manifold in the embedding space, as shown in Fig.3.1 (bottom-
left). Isomap has provided a relatively better result, although computing correct geodesic
distances on a non-convex manifold is not possible; thus, its embedding has been affected
so that the width of the unfolded manifold is 4 instead of 2 (note that Isomap is supposed
to preserve the distances on the manifold). Finally, we observe that the embedding of
LTSA is also meaningful, although it has not preserved the scales.
In the next step, we uniformly sampled 5,000 out-of-sample points from the same
manifold, depicted in Fig.3.2 (top-left), and applied the resulting mappings of TesseraMap,
PCA, KPCA, LPP and Kernel LPP to this set of points. The results are depicted in Fig.3.2.
Since none of these methods, except TesseraMap, have been able to unfold the manifold
(in the previous experiment), their results for the out-of-sample set cannot be appropriate.
In contrast, the mapping of TesseraMap was able to map out-of-sample points with the
same quality as the training set. Furthermore, in the resulting embedding the hole can be
seen clearly on the unfolded manifold, which demonstrates that TesseraMap preserves the
local pattern of data in face of complex non-convex manifolds.
3.2.2 Embedding Synthetic Data II - Swiss-roll Manifold
In this experiment, we considered a large dataset containing 30,000 training points ran-
domly sampled from a Swiss-roll. We also randomly sampled 20,000 test points from this
manifold. We applied TesseraMap to the training dataset and used APC to cluster the
data, which found c = 108 clusters in this training set. The size of the reduced matrix,
B, was nearly one percent of the original matrix A. We also applied Fast MVU to the
same training dataset. The unfolded manifolds are depicted in Fig.3.3, which illustrates
the superiority of the TesseraMap embedding.
The learning phase in TesseraMap took 118 seconds, and Fast MVU solved the problem
in 174 seconds. Nevertheless, it is clear from the outcome of Fast MVU in Fig.3.3 (bottom-
right), that it was not successful. The original manifold is evidently a rolled rectangle,
whose width is 20, however, Fast MVU has not been able to capture its rectangular shape,
and also, the width of its embedding is between 2 to 8. This experiment explains that
despite its longer run time, Fast MVU may produce comparatively low quality embeddings.
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Figure 3.2: A set of 5,000 test points uniformly sampled from the manifold, and the results
of applying the mappings of TesseraMap, PCA, LPP, LLTSA, Kernel PCA, and Kernel
LPP that were learned in the training phase.
3.2.3 Embedding Real World Data I - Map of Cities
The first real dataset we considered was a large map of randomly selected cities from
Europe, Asia, and Africa. We downloaded the World Cities dataset10, which includes the
latitude and longitude of nearly 2.7 million cities. We randomly selected 45,000 cities, and
mapped their spherical coordinates to the three-dimensional Cartesian coordinates. We
put the coordinates of 15,000 cities in the training dataset and the remaining 30,000 in the
out-of-sample test dataset. We used an RBF kernel with σ = 1 and applied TesseraMap
to the three-dimensional dataset; APC found 84 tesserae in the training set and SeDuMi
solved the SDP in 32 seconds. After training, we used the resulting transformation to
10Can be downloaded from http://geolite.maxmind.com/download.
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Figure 3.3: (a) 30,000 points sampled from the manifold with the corresponding tesserae;
(b) embedding of the training set by TesseraMap (tesselation of the linear subspace); (c)
embedding of 20,000 new out-of-sample points by Tessermap; (d) embedding by Fast MVU.
map the 30,000 test points. Fast MVU was also applied to the same dataset; the original
three-dimensional dataset together with the two-dimensional embeddings are depicted in
Fig.3.4. It can be seen that TesseraMap has produced a better result on both training and
test sets, and has been faithful to the original map. Alternatively, the two-dimensional
map generated by Fast MVU is visibly distorted, although it required 96 seconds more
than TesseraMap, to solve the problem.
3.2.4 Embedding Real World Data II - Face Images
In this experiment, we used 1965 28 × 20 pixel images of Brendan Frey’s face taken from
a short video. These images show his face in different moods: happy, angry, frowning,
and so on. We randomly split the images into 965 training and 1,000 test points, and ran
TesseraMap on this dataset. Since the original dimensionality of the data was high enough,
we simply used a linear kernel in TesseraMap. APC found c = 36 tesserae and the SDP was
solved in 4 seconds. We also applied Fast MVU to the training dataset; the embeddings
are shown in Fig.3.5. It can be observed that in the TesseraMap mapping of the training
set, images with similar facial expressions are bundled together; the same statement is true
for the out-of-sample test images, whereas Fast MVU has failed to provide an interpretable
structure in 59 seconds.
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Figure 3.4: (a) 15,000 cities sampled from Africa, Asia, and Europe with the corresponding
tesserae; (b) TesseraMap embedding of the training set; (c) embedding by Fast MVU; (d)
TesseraMap embedding of the 30,000 new out-of-sample cities.
3.2.5 Embedding Real World Data III - MNIST Digits
A challenging real world dataset was chosen in our last experiment. This set is called
MNIST [35], and contains many handwritten samples of single digits (0 to 9). Each sample
is a 28 by 28 greyscale image.
It is generally reasonable to assume that in a dataset containing different categories of
high-dimensional data, the points of each category lie on or close to an individual manifold
in the space. Consequently, the dataset can be modeled by the union of these manifolds.
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In addition, for any two disjoint categories of data, their underlying manifolds do not
intersect. That is, there is a gap between their manifolds, from which no point is sampled.
Crucially, by only considering the local patterns of data, it is not possible to relate two
disjoint manifolds together - because there is no point sampled from the gap between them,
and so the local patterns are not defined there to relate the manifolds.
As mentioned in Chapter 1, most dimensionality reduction methods supposedly pre-
serve the local patterns (e.g., LLE, LTSA, and MVU). A common practice in dimensionality
reduction is to create a neighborhood graph for the sampled points, and define the local
patterns based on this graph. Generally, this neighborhood graph is required to be con-
nected; therefore, the disjoint manifolds are attached to their closest neighbors by few,
long-distance links. In fact, this is how disjoint manifolds are handled in most dimension-
ality reduction methods. However, this approach results in placing the disjoint manifolds,
almost arbitrarily with respect to each other, in the low-dimensional representation of the
dataset. Unfortunately, this issue is inevitable, because most of these methods consider a
single underlying manifold for the entire dataset, and attempt to unfold it. Note that it
is always possible to assume that the data points are sampled only from one underlying
manifold, although this apparently non-convex manifold cannot be low-dimensional.
MNIST is a union of manifolds; the images of each digit form a manifold in the original
high-dimensional space. It is indeed possible to unfold each of these manifolds separately,
and return each embedding individually (as TessseraMap has done in Fig.3.6), but based on
the above discussion, embedding all of these submanifolds together is rather meaningless,
and does not necessarily represent the true local pattern of the data.
Considering the aforementioned issue, we selected only a subset of digits (3, 6, and 9)
which form neighboring manifolds in the original input space. From each digit, we took
1000 random samples to form a training set of size 3000 and dimensionality 784. The
training set was then clustered into 19 tesserae by APC. Since the dimensionality of the
data was not higher than the number of the data points, an RBF kernel was used. It is
important to note that this experiment has been performed completely unsupervised.
The result of this embedding is presented in Fig.3.8 (top) where the samples of each
digit are shown with a different color. In the embedding of the training set, the variation
of images apparently has been considered, while the samples of different digits have been
clearly separated11. The separation boundary of each digit is clear, and only a few samples
are misplaced - which is absolutely natural due to the fact that the images of two different
handwritten digits can be very similar. For the test set, we used all of the 20,975 image
11 Since TesseraMap is an unsupervised method that preserves all of the local distances, we do not
expect to see that all of the digits become separated in the embedding.
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Figure 3.6: The visualization of all ten digits from the MNIST dataset, each one separately
embedded by TesseraMap
samples of these three digits. The embedding of the test set is depicted in Fig.3.8 (bottom).
In addition, in Fig.3.7, a three-dimensional visualization of the training set is depicted.
As expected, three disjoint but neighboring manifolds are visualized in this figure. This
experiment demonstrates that TesseraMap can be employed in visualization tasks, even
when the input dataset consists of more than one category of data.
3.3 Conclusion and Discussion
We proposed TesseraMap, a novel algorithm for nonlinear dimensionality reduction which
is able to overcome some shortcomings shared by many other methods. In particular,
it is efficient and scalable to large datasets, and it is able to map out-of-sample points
into the embedding space. This algorithm reduces the input dataset to a tessellation, and
uses a semidefinite facial reduction technique, to unfold the global structure into a low-
dimensional subspace while preserving the local geometry of the tesserae. Experimental
results on synthetic and real-world datasets demonstrate that TesseraMap is computation-
ally efficient for dimensionality reduction, and can produce high-quality embeddings for
both training data and out-of-sample points.
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Figure 3.7: The embedding of the digits 3,6, and 9, from the MNIST dataset into three
dimensions by TesseraMap.
An implicit assumption in TesseraMap is the existence of a low-dimensional underlying
manifold for the input dataset. This is a common assumption in most dimensionality
reduction techniques, and if violated, there will be a non-negligible loss of information in
the results. Moreover, real-world datasets may consist of more than one manifold. In these
cases, TesseraMap should be applied to each manifold separately. This is a common issue
for all dimensionality reduction techniques which depend on the neighborhood graph of
the input point, e.g., MVU, Isomap, and LLE.
Another assumption in TesseraMap, and also in the other well-known methods, is
regarding the smoothness of the underlying manifold. When the underlying manifold is
smooth, if the input data points are clustered into small tesserae, the points of each tessera
will be close to a low-dimensional affine subspace, and so, form a low-rank subset of the
data points. Consequently, the sum of all d`, the rank of tesserae, will be small, which
significantly reduces the size of the SDP problem.
As mentioned earlier, if the rank of each tessera is small, TesseraMap can directly be
employed to solve the problem and find the tessellation of the embedding subspace. Since
for unfolding, the tesserae are pulled apart from each other, the rank of the tessellation is
expected to be as low as the maximum rank of the tesserae. In contrast, if the maximum
rank is high, the user should preset a target dimensionality r, and project the points of
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each tessera to an r-dimensional subspace using PCA. This is because PCA is fast and pro-
duces the lowest reconstruction error; however, it is possible to employ any other distance
preserving method, instead of PCA, in this respect. In the dimensionality reduction tasks,
the target dimensionality is usually very small. However, it is important to note that if
the given r is high, such that rc ' n, the size of the SDP problem does not decrease.
We employed APC for forming the tesserae, however it is possible to use any other
clustering method. Specially when the underlying manifold is smooth and the size of the
input data is relatively large, using fast clustering methods such as k-means is beneficial.
Unfortunately, none of these methods guarantees production of low-rank clusters. However,
based on the definition of a smooth manifold, any small localized subset of the manifold can
approximately be considered as an affine subspace of dimensionality close to the intrinsic
dimensionality of the manifold.
It is also important to consider that if the kernel matrix is not full-rank, there is
no guarantee that the transformation Ω forms a proper tessellation in the embedding
subspace. However, being full-rank is a sufficient condition, not a necessary one. This is
specifically important when the intrinsic dimensionality of the underlying manifold is low,
so a few basis vectors are required to span the low-dimensional subspace of the unfolded
manifold. That is why EAT, with low-degree polynomial kernels, was able to unfold the
three-dimensional Swiss-roll manifold in Chapter 2.
We showed that full-rank kernels produce the same embedding for the training set.
Suppose the embedding of the training set with the full-rank matrices is Ytr. The embed-
ding of the training set with a rank-deficient kernel K is in fact the reconstruction of Ytr
based on the basis vectors of K, i.e. YtrK
†K. Therefore, we would suggest to embed the
training set with an identity kernel matrix, which results in a sparse constraint matrix,
and consequently reduces the complexity of the SDP.
The above argument is also true for EAT. We should mention that the main difference
between the way EAT searches for the transformation Ω and the way TesseraMap does
is that in EAT, Q is decomposed by EVD, which due to the large size of Q would take
a long time. However, the optimization of EAT is formulated in the dual form, with a
small number of unknown variables, using vech(·) operator. In TesseraMap, we wrote
the problem in the primal form and omitted the EVD step on Q. Moreover, to reduce
the number of the constraints in TesseraMap, we would suggest applying SVD on Ξ|S| to
simplify the constraint ΞSΞ>Svec(A) = ΞS1|S|. Note that TesseraMap is an extension for
EAT, and their major difference lies in the scalability of these methods.
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Figure 3.8: The embedding of the digits 3,6, and 9, from the MNIST dataset into two
dimensions by TesseraMap; (top) the training images; (bottom) the out-of-sample points
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Chapter 4
Low-dimensional Localized
Clustering
In this chapter, we propose Low-dimensional Localized Clustering (LDLC), a novel method
for subspace clustering. The proposed method partitions the input data into clusters, such
that the points of each cluster are close to a low-dimensional subspace1. In addition, the
resulting clusters are localized on their underlying manifold. As will be explained, these
two important properties make LDLC a suitable candidate for clustering high-dimensional
data in TesseraMap.
In the world of high-dimensional data, it is generally reasonable to assume that the data
points are sampled from manifolds in a space, where each underlying manifold models one
category of the data. If two categories of data are disjoint, their corresponding manifolds
are separated, but if they share some points, their manifolds intersect one another and may
form a complex object in the space.
Based on the definition of manifold, the neighborhood of each point on its underlying
manifold is homeomorphic to a low-dimensional Euclidean space. Most nonlinear dimen-
sionality reduction methods exploit this intuition, and by preserving local structures, these
methods attempt to represent the underlying manifold of data in a low-dimensional space.
Nevertheless, there is another approach for dimensionality reduction that does not explore
the structure of the underlying manifolds. It is based on the assumption that a manifold
can be modeled approximately by a union of affine subspaces. Consequently in this ap-
proach, the high-dimensional input data is partitioned to clusters, such that the points of
1 Here, by using the term ‘subspace’ we generally mean ‘affine subspace’.
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each cluster are close to a low-dimensional subspace. As mentioned in Chapter 1, this ap-
proach, in the analysis of high-dimensional data, is called subspace clustering. Essentially
a subspace clustering algorithm can be seen as a local dimensionality reduction method;
however, it is also a clustering method, useful in various machine learning tasks.
As mentioned in the previous chapter, TesseraMap requires a clustering of data in
which the ranks of clusters2 are preferably low. Although subspace clustering seems to
be a suitable solution for obtaining the desired clusters in TesseraMap, unfortunately,
we realized that it has dubious functionality as a clustering solution. When a clustering
method is used, one might naturally expect to see a compact and localized set of points
in each cluster, however, existing subspace clustering methods do not guarantee such a
result. They may produce clusters consisting of disjoint subsets of points. Moreover, since
in subspace clustering the underlying manifolds are not considered, it is possible to observe
clusters whose points belong to disconnected parts of the manifolds. By considering the
role of subspace clustering in dimensionality reduction, however, it is expected that each
cluster gathers a subset of points localized in the low-dimensional representation of data.
Clusters consisting of subsets of points from different underlying manifolds can be prob-
lematic, for example, in semi-supervised classification. For semi-supervised classification,
it is possible to cluster all of the training points, then use the supervised data to label each
cluster. If a cluster were to contain disjoint parts of multiple manifolds, its points would
most likely have different labels which would, in turn, cause a noticeable error in the final
classification. Moreover, in most unsupervised applications, users generally prefer that
each cluster represents a compact subset of points from only one category of the data. For
example, in visualization, showing disconnected parts or different categories of the data
close to each other in one cluster is usually undesirable.
An example of non-localized clustering is depicted in Fig.4.1, where the image sam-
ples of two handwritten digits are visualized in three dimensions. The samples of digit 1
form the blue banana-shaped manifold and the red manifold of digit 3 is disc-shaped. In
Fig.4.1 (middle) we show a non-localized cluster by green points. Although this cluster is
low-rank, it consists of points from both manifolds, which is undesirable. We visualized
these points in two dimensions, and show their corresponding images in Fig.4.1 (right).
It is clear that the green cluster contains two categories of the data; therefore, it is not
suitable for classification. In addition, these two digits are mixed when we visualize them
in two-dimensions, while their corresponding manifolds are separated.
2 We define the rank of a cluster as the maximum number of affinely independent points in the cluster.
This definition, in fact, describes the affine rank of the cluster, although we simply refer to it by the term
‘rank’. The rank of a cluster can also be seen as the rank of its points after applying centering to them
(i.e., subtracting their mean).
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Figure 4.1: (left) The three-dimensional visualization of samples from two handwritten
digits, 1 and 3, with the blue and red manifolds respectively; (middle) the two-dimensional
subspace of the most similar images of both digits is shown with the green points; (right)
the two-dimensional visualization of the images corresponding to the samples of the green
subspace, which shows that it consists of two different categories of the data.
We propose LDLC as a solution for this problem. Unlike existing methods, LDLC
respects the topology of the underlying manifolds and assigns the data points to low-
dimensional subspaces such that each subspace contains a localized subset of the data
points on the underlying manifolds. As discussed earlier, this is a valuable property in
many pattern recognition tasks, and will be illustrated with some experiments.
In Section 4.1, we first define the notion of the reconstruction error, which is the main
objective to be minimized in subspace clustering. Then, we establish a connection between
clustering based on the reconstruction error, and k-means clustering. We will discuss how
minimizing the reconstruction error, as the only objective function, may result in non-
localized clusters. We also show how using the geodesic distance instead of the usual
Euclidean distance can resolve the problem. Finally, at the end of the next section, we
briefly review the most popular subspace clustering methods.
In Section 4.2, we propose our objective function and explain how it can be optimized.
Then, an efficient implementation of LDLC is presented and discussed. Finally, we validate
our method through various experiments on both synthetic and real datasets, and compare
LDLC to the other related methods in Section 4.3.
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4.1 Subspace Clustering
In this section, we mathematically define the problem of subspace clustering, and show its
relation to other relevant methods. Consider an input dataset X, consisting of n points in
a d-dimensional space. The goal is to partition these points into c clusters such that the
rank of each cluster is as close as possible to a target dimensionality r  d. We assume c
(the number of the clusters) and r are both given by the user. The data points are denoted
by d-dimensional vectors {xi}ni=1, which are in fact the columns of X. Also, we denote the
clusters by c disjoint sets of indices {C`}c`=1. That is, if point xi belongs to the `th cluster,
we simply write i ∈ C`.
Suppose set {x˜i,`| i ∈ C`} represents a rank-r estimation of the points in cluster C`. Since
it is of rank r, each estimated point can be shown as x˜i,` = U`yi,` + b`, where the d × r
matrix U` indicates an orthonormal basis (i.e. U
>
` U` = Ir), and b` ∈ Rd is a translation
vector, and together they indicate an r-dimensional affine subspace corresponding to the
cluster C`. The r-dimensional vector yi,` contains the coordinates of point xi with respect
to the subspace of cluster C`. We refer to yi,` as the embedding of point xi in cluster C`.
The error of estimation x˜i,` for this point can be defined as:
e2i,` = ‖xi − x˜i,`‖2 = ‖xi −U`yi,` − b`‖2. (4.1)
The error of estimation defined in Eq.4.1 is also called the reconstruction error. Simi-
larly, the reconstruction error for the cluster C` is defined as:
e2` =
∑
i∈C`
e2i,` =
∑
i∈C`
‖xi −U`yi,` − b`‖2. (4.2)
For rank-r clusters, the estimation is exact, and so the reconstruction error is zero. In
fact, the rank of a cluster is close to r, if for all of its points, the reconstruction error is
small. Following the same approach as PCA [29], we can compute the embedding of the
points, the basis, and the translation vector, such that the reconstruction error for the
cluster C` is minimized. First, we find the translation vector b`:
∂e2`
∂b`
=
∑
i∈C`
2b` − 2 (xi −U`yi,`) = 0 =⇒ b` = 1|C`|
∑
i∈C`
xi −U`yi,` = x` −U`y`, (4.3)
where x` =
1
|C`|
∑
i∈C`
xi, and y` =
1
|C`|
∑
i∈C`
yi,`.
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Without loss of generality we assume that the embedding of the points in each cluster
are centered (i.e. y` = 0r). Consequently, we will have b` = x`. That is, the subspace
corresponding to the cluster C` passes through the mean of its points. To compute the
embedding of the points such that the error is minimized, we replace b` in Eq.4.2. Since
U>` U` = Ir, we will have:
yi,` = U
>
` (xi − x`) . (4.4)
Note that as expected, the embedded points are centered. Now we combine Eq.4.1 and
Eq.4.4, and by replacing b`, we can reformulate the reconstruction error for the point xi
with respect to the cluster C` in the following form:
e2i,` = ‖xi −U`U>` (xi − x`)− x`‖2 = ‖
(
Id −U`U>`
)
(xi − x`) ‖2
= (xi − x`)>
(
Id −U`U>`
)
(xi − x`)
= (xi − x`)> (xi − x`)− (xi − x`)>
(
U`U
>
`
)
(xi − x`) = ‖xi − x`‖2 − ‖yi,`‖2.
(4.5)
To compute U` such that the reconstruction error is minimized, based on Eq.4.5, we
rewrite Eq.4.2 in the following form:
e2` =
∑
i∈C`
(xi − x`)>
(
Id −U`U>`
)
(xi − x`)
=
∑
i∈C`
Tr
{(
Id −U`U>`
)
(xi − x`) (xi − x`)>
}
= Tr
{(
Id −U`U>`
)∑
i∈C`
(xi − x`) (xi − x`)>
}
= Tr {C`} −Tr
{
U>` C`U`
}
(4.6)
where C` =
∑
i∈C`
(xi − x`) (xi − x`)>.
It is clear that to minimize the error e`, the term Tr
{
U>` C`U`
}
should be maximized.
This optimization can be solved by EVD; that is, the columns of U` are the eigenvectors
of C`, corresponding to its top r eigenvalues. Now, given the cluster C`, we can find its
subspace by computing U` and b`, and then the embedding of each point in its subspace
is obtained by Eq.4.4.
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In Fig.4.2, an underlying manifold is shown, which contains the cluster C`. Suppose
that the target dimensionality r is two. The two-dimensional subspace of this cluster is
represented by the center point x`, and two orthonormal vectors u`,1 and u`,2 (the columns
of U`). In addition, point xi - which does not necessarily belong to the cluster C` - and its
embedding in this cluster, yi,`, are shown.
The total reconstruction error is defined by
φrec (C,S) =
c∑
`=1
e2` =
c∑
`=1
∑
i∈C`
‖xi − x`‖2 −
c∑
`=1
∑
i∈C`
‖yi,`‖2. (4.7)
The total reconstruction error defined in Eq.4.7 only depends on two parameters:
I- The collection C = (C1, C2, . . . , Cc) consisting of c cluster sets. This determines which
point belongs to which cluster.
II- The collection S = ((b1,U1), (b2,U2), . . . , (bc,Uc)) consisting of c pairs of (b`,U`)
to represent all of the r-dimensional subspaces of the clusters.
Therefore, the goal of subspace clustering can be defined as forming subsets of the input
data (i.e. C) and computing their corresponding subspaces (i.e. S) such that they produce
the minimum possible reconstruction error φrec (C,S).
4.1.1 Connections to k-means and VQPCA
As shown in Fig.4.2, three different distances can be defined between the point xi and
the cluster C`, namely Euclidean distance, in-space distance, and null-space distance. The
relation between these three distances, is shown by Eq.4.5 as ‖xi − x`‖2 − ‖yi,`‖2 = e2i,`.
The first term, ‖xi−x`‖, is the Euclidean distance between xi and the mean of the points
in the cluster C`, measured in the d-dimensional space. The second term, ‖yi,`‖, represents
the in-space distance, which is also the distance between xi and x`, but measured in the r-
dimensional subspace of the cluster C`. Finally, the null-space distance or the reconstruction
error ei,`, is another distance between these two points which is measured in the null-space
of U`. There are two essential observations about the total reconstruction error in Eq.4.7:
I- If r is set to zero, Eq.4.4 and consequently the second term in Eq.4.7 will vanish. So,
the remaining term of the total reconstruction error, will be the sum of the Euclidean
distances between the points and the cluster centers. In this case, φrec (C,S) in Eq.4.7
represents the objective function of the well-known k-means clustering algorithm [40].
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Figure 4.2: A part of a manifold which contains the cluster ` and its computed subspace.
For the arbitrary point xi, its embedding is shown and the Euclidean, in-space, and null-
space distances are denoted.
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Figure 4.3: The results of different clustering algorithms on a sinusoidal shape toy example.
The goal is to partition this two-dimensional dataset into c = 6 clusters of rank r = 1.
II- For r > 0, the reconstruction error, φrec (C,S), will also be the objective function of
k-means clustering, but now it is done based on the null-space distances instead of
the Euclidean distances.
These observations connect the total reconstruction error in Eq.4.7 to the objective
function of k-means. This resemblance suggests an iterative approach, similar to that of
k-means (i.e. the Lloyd algorithm [39]), can be utilized to minimize φrec (C,S). That is, in
fact, the main idea behind VQPCA [30] for local dimensionality reduction. Unfortunately,
both k-means and VQPCA suffer from the same shortcoming: their clusters are not neces-
sarily localized, and it is possible that some clusters consist of more than one disjoint part
of the underlying manifolds of the data. This is illustrated in Fig.4.3 and Fig.4.4, where
two simple two-dimensional datasets are shown, and the goal is to partition the data to
clusters of rank one (i.e. r = 1). We set c = 6 for Fig.4.3, and in Fig.4.4 we have c = 4. It
is clear that both k-means and VQPCA result in clusters consisting of disconnected parts
on the underlying manifolds of the datasets.
The main problem is that both of these methods do not consider the topological shape
of the manifolds. For k-means, however, this can be solved by using geodesic distance
in the place of Euclidean distance. This substitution can be seen as mapping the data
points into a space in which the pairwise Euclidean distances between the points is the
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Figure 4.4: The results of different clustering algorithms on a spiral toy example. The goal
is to partition this two-dimensional dataset into c = 4 clusters of rank close to r = 1.
same as their geodesic distances in the original space (e.g., the ideal embedding for Isomap
[60]), and then running k-means. In this new space, inheriting from k-means, each of the
resulting clusters covers a convex subset of the manifold, which is localized and compact.
It is important to note that k-means computes the mean of each cluster, and so it needs
to have the coordinates of the points. But we only have the geodesic distances between
them and not their corresponding coordinates on their underlying manifold. Therefore,
we first compute the geodesic distances and then employ k-medoids, which only requires
the pairwise distances between the points, instead of k-means to find the medoid of each
cluster. The objective function of the k-medoids algorithm on the geodesic distances is
φgeo (C,M) =
c∑
`=1
∑
i∈C`
d 2geo (xi,m`) , (4.8)
where dgeo (xi,ml) is the geodesic distance between the point xi and the cluster medoid ml.
The medoids, which form the setM = (m1,m2, . . . ,mc), and also the collection C are the
unknown parameters. In this setting, inheriting from k-means, each cluster is a connected
part on its underlying manifold, yet like k-means, this algorithm does not consider the
rank of the clusters; consequently the reconstruction error of the clusters can be very high.
There are other methods, like VQPCA, which are able to partition the data such that
the rank of each part is minimized. As discussed in the introduction chapter, Mixture
of Probabilistic PCA (MPPCA) [62], Mixture of Factor Analyzers (MFA) [26], GPCA,
Generalized Principal Component Analysis (GPCA) [67], and k-Subspace Clustering [68]
are among them. The differences between these methods mostly lie in the models they
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assume for the clusters (or the latent variables). They generally attempt to solve non-
convex optimizations, to compute the parameters of their models, and to this end, they
usually employ iterative approaches, like Expectation Maximization (EM).
Unfortunately, none of these methods exploits the global topology of the data, and
therefore, they may produce non-localized clusters. This is illustrated in Fig.4.4 for MP-
PCA, where all of the clusters consist of disconnected parts of the manifold. Note that it
is claimed in [62] that the clusters produces by MPPCA are more localized compared to
the other methods, which is mainly due to the normal distribution model that it assumes
for the low-dimensional latent variables.
4.2 The Proposed Method
We propose a convex combination of the total reconstruction error in Eq.4.7 and the
objective function of the k-medoids algorithm applied on the geodesic distances in Eq.4.8
as the desired objective function:
ψ (C,M,S) = (1− ρ) φrec (C,S) + ρ φgeo (C,M) . (4.9)
Different values of ρ ∈ [0, 1] combine the properties of VQPCA and k-medoids applied
to the geodesic distances. When ρ approaches zero, Eq.4.9 behaves more like VQPCA. On
the contrary, when ρ is close to one, the result will be more associated with the k-medoids
clustering. The first term pushes the clusters toward r-dimensional affine subspaces, while
the second term urges them to create more localized structures on the underlying manifolds.
Alternatively this objective function can be interpreted by observing its close connection
to k-means. First recall that the squared Euclidean distance of a point from the mean of a
cluster can be rewritten as a summation of their squared null-space distance and squared
in-space distance:
‖xi − x`‖2 = e2i,` + ‖yi,`‖2. (4.10)
In this equation, the first term, ei,`, emphasizes low reconstruction error, while the
second term, ‖yi,`‖, tries to preserve locality by holding neighboring points together in each
subspace. In k-means, these two tasks have the same importance. So first, by considering
a convex combination of these two terms, we extend k-means such that it is possible to
choose different weights for these tasks:
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(1− ρ) e2i,` + ρ ‖yi,`‖2. (4.11)
The value of ρ moves the focus of clustering between these two tasks. Note that in
small scale, the second term, or in-space distance, is equal to geodesic distance. But if the
point xi is far from the cluster C`, the in-space distance ‖yi,`‖ can be less than the geodesic
distance between the point and the cluster center. Therefore in large scale, this term does
not respect the global topology of the manifolds. To address this issue in the second step,
we approximate ‖yi,`‖ in Eq.4.11 by the geodesic distance between the point xi and the
cluster medoid m`:
(1− ρ) e2i,` + ρ d 2geo (xi,m`) . (4.12)
Although this is a rough approximation, the second term still tries to preserve locality,
but instead of the cluster mean, the points are gathered around the cluster medoid m`.
Note that the proposed objective function in Eq.4.9 is just the summation of Eq.4.12 over all
clusters. This interpretation indicates the close connection between the k-means clustering
and the proposed method. We call this method Low-dimensional Localized Clustering
(LDLC), which is implemented in Alg.4.
In Alg.4, first, c random points are drawn as the initial medoids of the clusters; this will
form M. In the second step, we initially cluster the points and form C, based only on the
first set of the random medoids. Note that this clustering is done based on the geodesic
distances on the underlying manifolds:
C` = { i | 1 ≤ i ≤ n, ` = arg min
`′
d 2geo (xi,m`′)}. (4.13)
After initialization, the algorithm enters an iterative loop starting at line 3. In each
iteration, first we assume that the clusters are fixed, and calculate the subspaces such that
they minimize the objective function. This optimization step is fairly simple: in Eq.4.9
if C is kept fixed, the objective function can be separated into two independent parts,
where only the first part relies on the subspace parameters. Therefore, it can be optimized
separately based on S:
S ←− arg min
S
φrec (C,S) . (4.14)
As discussed earlier, PCA is used to compute b` and U` for all of the clusters. Therefore,
b` is the mean of the points in the cluster C`, and the columns of U` are the first r
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Algorithm 4 Low-dimensional Localized Clustering
Input: {x1,x2, . . . ,xn}, r, c Parameter: ρ
1 - Initialize the cluster medoids M
Assign c random point to the cluster medoids m1,m2, . . . ,mc
2 - Initialize the clusters C
Assign each point to the cluster with the closest medoid on the manifolds
3 - Based on the current clusters, calculate the subspaces
S ←− arg min
S
ψ (C,M,S)
4 - Based on the current clusters, calculate the medoids
M ←− arg min
M
ψ (C,M,S)
5 - Based on the current parameters, reassign the points
C ←− arg min
C
ψ (C,M,S)
6 - If any cluster has been changed go to line 4
7 - Check the objective function
While there is a noticeable improvement go back to line 3
8 - Return the final clusters C = (C1, C2, . . . , Cc)
eigenvectors of the covariance matrix of the points of C`. Thus, the optimization of line 3
has a closed-form solution. To obtain the medoids in line 4, we again separate the objective
function, and this time we use only the second part:
M ←− arg min
M
φgeo (C,M) , (4.15)
which can simply be minimized by a linear search for obtaining the optimal medoids. This
search for each individual cluster can be represented by:
m` = arg min
xi: i∈C`
∑
j∈C`
d 2geo (xj,xi) . (4.16)
In the fifth line, based on the computed parameters (i.e. S and M), the points are
reassigned to the clusters such that the objective function is minimized again. It simply
means that we assign each point to the cluster which causes the least error:
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C` = { i | 1 ≤ i ≤ n, ` = arg min
`′
(1− ρ) e2i,`′ + ρ d 2geo (xi,m`′)}. (4.17)
In fact, this is the only step in which coefficient ρ is effective; the closer its value to
one, the more localized the clusters are. After reassigning the points to the clusters, we
check if there exists a point whose cluster label has been changed. As long as such a point
exists, the algorithm iterates between lines 4 and 5.
When the clusters become stable, the algorithm proceeds to the seventh line to calculate
the objective function based on the latest parameters. Since at each step the parameters
are obtained by minimizing the objective function, it is clear that the value of the objective
function cannot increase. If the improvement in the objective function is not significant,
the algorithm stops, otherwise it returns to the third line and recalculates the subspaces.
It is possible to merge line 3 and 4, and remove line 6. In this case, the algorithm can
be implemented with one simple iterative loop, but since computing the eigenvectors at
line 3 has the most computational complexity (in order of O
(
n2·d
c
)
), it is more efficient to
implement the algorithm with two nested loops. This reduces the number of times that
EVD is needed, and therefore, reduces the computational cost significantly.
Clearly the objective function is improved at each step, and since it cannot take negative
values, it eventually converges. In practice, this convergence happens very fast - however,
the algorithm may fall into local minima. To find the global minimum, similar to k-means,
VQPCA, and all EM methods, the algorithm needs to be run several times with different
random initial values and then, the best (minimum) answer should be taken.
Fig.4.3 and Fig.4.4 show the results of the proposed algorithm, applied to two toy
examples. Evidently, the clusters are close to one-dimensional subspaces (especially in
Fig.4.3 where they are almost line-segments), and also the points in each cluster form a
connected component on the manifolds. In other words, LDLC produces low-dimensional
localized clusters of data.
4.3 Experimental Results
In the first experiment, we studied the effect of ρ in LDLC. For this purpose, we chose a
three-dimensional twin-peaks manifold (shown in Fig.4.5), and sampled n = 2000 random
points uniformly from this manifold. Since this synthetic dataset can be visualized easily,
it is possible to verify for which values of ρ the clusters are localized on the manifold. We
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Figure 4.5: The three-dimensional twin-peaks manifold used in the first experiment.
ran LDLC to partition the data points into c = 6 clusters. The geodesic distances were
calculated based on the k-nearest neighbor graph of the data points. It is worth mentioning
that LDLC is not sensitive to the choice of k, and most of the time there is a wide range
of values for k providing reasonable estimates of the geodesic distances, and all of them
similarly preserve locality. In this experiment, we observed that values in the range of
4 ≤ k ≤ 20 produce similar results, and so we set the number of neighbors k = 8.
For each value of ρ, we initialized the method with 100 different random seeds of
medoids. Each run took less than a minute on one core of a 3.2GHz CPU. As shown in
Fig.4.6, for ρ = 0 the method behaves similarly to VQPCA, and therefore, despite the
lowest reconstruction error, the clusters are not localized. By increasing ρ, the clusters
become more localized on the manifold. The reconstruction error, however, will grow
as ρ increases, as depicted in Fig.4.6 (bottom-right). It is crucial to note that for very
small values of ρ, it is possible to observe non-localized clusters. In our experiments we
observed that the value of ρ = 0.01 usually serves the best (i.e. achieves the minimum
reconstruction error while the clusters are still localized). The result of MPPCA (again
after 100 initializations) is also shown in Fig.4.6. It is clear that MPPCA has one non-
localized cluster (indicated by the brown color). This is while LDLC with ρ = 0.01 produces
completely localized clusters with slightly lower reconstruction error. It is also worth
pointing out that MPPCA generally runs slower than LDLC.
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Figure 4.6: The result of clustering by LDLC applied to the twin-peaks manifold for
different values of ρ. The goal is to return c = 6 clusters of rank close to r = 2. For
the sake of visualization, results are shown from the top view. The result of MPPCA is
also shown in the bottom row. The bottom-right plot shows the reconstruction error of
MPPCA compared to that LDLC for different values of ρ.
4.3.1 Olive Oil Dataset - The Effect of c
The next experiment was conducted on a real dataset. This set contains the measurements
of eight fatty acids in the Italian olive oils [27]. We applied the proposed method with ρ =
0.01, and compared it to k-means, k-medoids applied to the geodesic distances, MPPCA,
and VQPCA. In this experiment we studied the relation between the number of clusters,
c, and the reconstruction error. For each input parameter c, we randomly initialized all
of the algorithms 100 times to obtain more stable results. The geodesic distances were
calculated based on k = 10, and the target dimensionality r was set to two.
The scatter plots in Fig.4.7 show the reconstruction errors of each method on all 100
random seeds for the numbers of clusters varying from 1 to 20. In addition, the line plots
in this figure indicate the mean of the reconstruction errors of the methods for different
numbers of clusters. Clearly, the mean of the error values decreases when the number
of clusters increases, and as expected VQPCA has the minimum error in the majority of
the cases. Interestingly, the error of LDLC is almost as low as the error of VQPCA. This
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Figure 4.7: Studying the reconstruction error versus the number of clusters, c, on the
olive oil dataset. Results of five different clustering methods are compared. The target
dimensionality is r = 2. The scatter plots show the error of all random seeds, while the
line plots indicate the mean of the errors.
illustrates that although LDLC has a constraint to enforce the locality of the clusters, its
reconstruction error is still low. Another interesting observation in this experiment was
that LDLC generally converged with fewer number of iterations than VQPCA, which is
due to the nested loops design of LDLC in Alg.4.
4.3.2 Wine Quality Dataset - The Effect of r
In this experiment, we studied the relation between the target dimensionality r and the
reconstruction error. For this purpose another real dataset was used, which consists of
1599 Portuguese red wines, for each of which eleven different chemical characteristics have
been measured [15]. Again ρ was set to 0.01, and the comparison was done based on 100
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Figure 4.8: Studying the reconstruction error versus the target dimensionality, r, on the
wine quality dataset. MPPCA, VQPCA and LDLC, are used to partition the points into
c = 10 clusters. The scatter plots show the error of all random seeds, while the line plots
indicate the mean of the errors.
initializations. Due to the large number of samples in this dataset, a wide range of values
for k had similar results. We chose k = 8 in calculating the geodesic distances. The number
of clusters was set to ten. Fig.4.8 shows the reconstruction error of each method for the
target dimensionality r = 1 . . . 10.
As expected, the errors decrease as the target dimensionality increases. Note that when
the target dimensionality is close to the original dimensionality d = 11, the performance
of VQPCA is superior. In fact, we always expect to see the minimum error for VQPCA.
However, when r is small, the search space is more complex, and it is more likely that
VQPCA falls into local minima, while LDLC and MPPCA converge relatively faster and
to lower errors. This is illustrated in Fig.4.9. As shown, when the target dimensionality is
high, LDLC outperforms MPPCA, both in run time and reconstruction error.
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Figure 4.9: Comparing the run time (in seconds) of the different methods versus the target
dimensionality on the wine quality dataset. The number of data points is n = 1599, and
the number of clusters is c = 10. We ran each method with 100 random initializations.
4.3.3 Wine Type Dataset - Classification
In many cases, for each class of data there exists an underlying manifold from which the
samples of that class are taken. Therefore, each class can be approximated by a number
of affine subspaces. This enables subspace clustering algorithms to classify the data points
in a semi-supervised manner. That is, both labeled and unlabeled samples are used for
computing the subspaces. Then the label of each subspace is determined by majority
voting on its labeled samples, and consequently the data will be classified. The locality of
the clusters on their underlying manifolds, however, is crucial in this task.
In this experiment, we examined data classification as a potential application of LDLC.
We show that clusters consisting of disconnected parts of different manifolds may generate
a noticeable error in classification. We clustered 178 wine samples which belong to three
different cultivars in Italy. This is a real dataset [21] whose samples are labeled vectors of
13 measurements. First, we normalized these measurements, and then we applied LDLC,
MPPCA, and VQPCA, each with 100 random seeds. The parameters were ρ = 0.01, c =
3, r = 2, and k = 4. To evaluate the quality of the clustering results, we have considered
two criteria. The first one is Purity [41], which is simply the percentage of the points
correctly classified (as explained earlier). This measure is mathematically defined as:
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Purity(C,L) = 1
n
c∑
`=1
c′
max
g=1
|C` ∩ Lg| , (4.18)
where collection L = {Lg}c′g=1 indicates the classes of the data, such that Lg contains
the indices of the points of the gth class. Note that the number of the classes, c′, is not
necessarily equal to the number of clusters, c. The value of purity for bad clusterings is
close to zero, while for perfect clustering (i.e. each cluster only consists of points from one
class), purity is one. The second measure is Normalized Mutual Information (NMI) [41].
This measure is defined as:
NMI(C,L) = 2 I(C;L)
H(C) +H(L) (4.19)
where
I(C;L) =
c∑
`=1
c′∑
g=1
|C` ∩ Lg|
n
log
(
n |C` ∩ Lg|
|Lg| |C`|
)
, (4.20)
is the mutual information between the classes of the data and its clusters. The denominator
stands for normalization, and is defined based on entropy:
H(C) = −
c∑
`=1
|C`|
n
log
( |C`|
n
)
. (4.21)
The value of NMI is normalized between zero and one; if a clustering is randomly done,
and does not provide information about the classes, NMI will be zero. Similar to purity,
NMI gets its highest value for a perfect clustering. The results of comparisons between
LDLC, MPPCA and VQPCA, based on these criteria, are shown in Table 4.1.
As expected, VQPCA has the minimum reconstruction error, however, with the worst
classification error (lowest purity). The reconstruction error of LDLC is slightly better
than that of MPPCA, however the classification error of MPPCA is much larger than
that of LDLC. Moreover, based on NMI it is clear that the clustering done by LDLC
provides more information about the classes of the data. Based on this experiment, we
can conclude that being localized is an important property for clustering, especially if it is
used for classification.
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LDLC MPPCA VQPCA
φrec (C,S) 2.8722 2.8793 2.8295
Purity 0.9045 0.8202 0.5618
NMI 0.7222 0.6465 0.2779
Table 4.1: The evaluation of the clustering results for the wine type dataset, and the
reconstruction error of LDLC, MPPCA and VQPCA.
LDLC MPPCA VQPCA
φrec (C,S) 51.2 51.4 51.3
Purity 0.972 0.956 0.908
NMI 0.7257 0.6898 0.6390
Table 4.2: The evaluation of the clustering results for the MNIST dataset, and the recon-
struction error of LDLC, MPPCA and VQPCA.
4.3.4 MNIST Dataset - Image Recognition
As shown in the previous experiment, the proposed method can be used for classification;
hence, we applied it to images of MNIST [35] for handwritten digit recognition. For each
digit in {0, 3, 6, 9} we drew 750 random 28 × 28 image samples, which formed an input
dataset of size 3000 and dimensionality 784. The target dimensionality was set to ten (as
suggested in [62]), and we partitioned the images into eight clusters (roughly two subspaces
for each digit). Note that this time the number of clusters are more than the number of
classes. Again the number of initialization seeds was 100 and ρ = 0.01. The reconstruction
error, purity and NMI of each method are shown in Table 4.2. This time, not only does
LDLC outperform the other methods in the quality of clustering (i.e. purity and NMI), but
it also has the best reconstruction error. This is evidenced that having localized clusters
is an important and useful property in semi-supervised and supervised tasks.
The number of the images of each digit that LDLC has assigned to each of the eight
clusters are shown in Fig.4.10. Interestingly, each digit is represented by two localized
subspaces. The maximum classification error was 5.94% in the sixth cluster, and the
minimum was 1.44% in the second cluster. In fact, there are some similar images of the
digit 0 and digit 6, which cause the error in the sixth cluster.
84
1 2 3 4 5 6 7 8
0
50
100
150
200
250
300
350
400
450
Clusters
N
um
be
r o
f s
am
pl
es
 
 
Digit 0
Digit 3
Digit 6
Digit 9
Figure 4.10: The result of digit recognition on the MNIST dataset by the proposed method.
The stacked bar plot shows the number of the images from each digit in each of c = 8
clusters of rank r = 10.
4.3.5 Frey Face Images - Locality Checking
In this experiment, we studied the number of non-localized clusters while the total number
of clusters c was increasing. We ran this experiment on 500 face images of Brendan Frey.
We applied clustering to these 20× 28 images for c = 2 . . . 10. In addition, we used three
different values for ρ to observe how it affects the locality of the clusters. The target
dimensionality is two and k = 6. Again a wide range of values for k was acceptable,
and produced similar results. After clustering, we applied the Breadth-First Search (BFS)
algorithm on the connectivity graph defined base on the k-nearest neighbors, and counted
the number of connected components for each cluster. In this way, we obtained the number
of non-localized clusters for each method, which are shown in Table 4.3.
Clearly, for ρ = 0.1 the clusters are localized, but for smaller values of ρ, non-localized
clusters appear for 7 ≤ c ≤ 9. In VQPCA there are almost always a number of non-localized
clusters. In LDLC, however, the number of non-localized clusters in each partitioning is at
most one. Finally, we can see that MPPCA always has more non-localized clusters than
LDLC, although it is claimed that this method tends to generate localized clusters [62].
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c 2 3 4 5 6 7 8 9 10
MPPCA 1 0 1 0 1 0 1 1 2
VQPCA 1 2 0 1 2 2 0 5 5
ρ = 0.01 0 0 0 0 0 1 1 1 0
ρ = 0.05 0 0 0 0 0 1 0 1 0
ρ = 0.10 0 0 0 0 0 0 0 0 0
Table 4.3: Studying the number of non-localized clusters for different methods applied to
the Frey face image dataset.
4.3.6 Comparison to APC Used in TesseraMap
As explained in the introduction of this chapter, one motivation to design LDLC was the
requirement that TesseraMap has for a suitable clustering method. In the previous chapter
we used APC, mainly because it is robust, and does not need the number of clusters as a
parameter. Our experiments with TesseraMap showed that APC can fulfill the requirement
for clustering, however, it does not necessarily produce low-rank clusters. For this section,
we have conducted two experiments, by which we are going to illustrate how LDLC can
outperform APC, and why it is a more suitable choice for clustering in TesseraMap.
First, we considered a three-dimensional Swiss-roll, and uniformly sampled n = 2000
data points from this manifold. We applied APC to these points, which resulted in 20
clusters. After that, we set r = 2 and c = 20, and ran LDLC, MPPCA, VQPCA, k-
means, and k-medoids. The average run time (in seconds) for each method is shown in
Table 4.4. As expected k-medoids and k-means have the shortest run time, which is due
to their low computational complexity. After these methods, LDLC took the shortest time
for clustering. In contrast, APC needed the longest time for converging; it is roughly one
hundred times slower than LCLC. The reconstruction errors, φrec (C,S), of each method
are also presented in Table 4.4. Since the only goal of VQPCA is to minimize the cluster
ranks, it has produced the lowest reconstruction error. After that, LDLC has the minimum
reconstruction error, which is smaller than one third of the reconstruction error in APC.
We used the obtained clusters for TesseraMap, to reduce the dimensionality of the
data to r = 2. The results are shown in Fig. 4.11. The importance of localized clusters
is evident in this experiment. Despite their low reconstruction error, both MPPCA and
VQPCA failed to produce localized clusters, and therefore, TesseraMap was not able to
unfold the Swiss-roll manifold using their clusters.
86
LDLC APC k-means k-medoids MPPCA VQPCA
Run time 0.5458 50.8374 0.0535 0.0128 8.7535 1.0328
φrec (C,S) 0.0168 0.0612 0.0532 0.0680 0.0248 0.0072
2D Loss 0.0001 0.0002 0.0005 0.0007 0.0127 0.1942
Error 0.0006 0.0043 0.0071 0.0104 0.0133 0.5979
Stretch 7.3329 7.0606 7.0098 6.9612 4.0455 0.7245
Table 4.4: The evaluation of different clustering methods on Swiss-roll.
We applied PCA to the result of TesseraMap for each method, and then calculated the
variance of the data captured in the first two dimensions, and normalized it by the total
variance. In this way we measured the amount of variance that has been lost to reduce
the dimensionality from three to two. These values are indicated by 2D Loss in Table 4.4.
The smallest loss belongs to LDLC which is 0.0001 of the total variance. This value
confirms that the combination of TesseraMap and LDLC has been successful in unfolding
the manifold in two dimensions. In contrast, using VQPCA has caused almost 20% loss of
the total variance. In other words, one fifth of the variance has been captured in the third
dimension, and so unfolding has failed in this case.
In addition, we measured the normalized preservation error and stretch - which have
been defined in the previous chapter - for each clustering method (shown as Error and
Stretch respectively in Table 4.4). Note that the measurements were done in the two-
dimensional representations. Clearly LDLC has the best results (the lowest Error with the
highest Stretch). It is interesting that APC has achieved the second best, which confirms
the value of this method for TesseraMap.
A similar experiment was conducted on an MNIST dataset, consisting of n = 1000 ran-
dom images from each digit in {3, 6, 9}. APC partitioned these images into 19 clusters, and
hence, we applied the other methods with the same number of clusters, and this time we set
r = 5. The average run time of each method is presented in Table 4.5. As expected based
on the previous experiment, k-medoids is still the fastest. However, this time, due to the
high dimensionality of the input data (d = 784), the run time of the other methods (except
APC) has been significantly increased. Again, after k-means and k-medoids, LDLC has
the minimum run time. Since the labels are available for this dataset, we can evaluate the
quality of clustering. Confirming our previous experiments, based on the criteria of Purity
and NMI, LDLC has the highest quality in clustering. Regarding the reconstruction error,
it is clear from Table 4.5 that although VQPCA has still produced the lowest-rank clusters,
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Figure 4.11: The results of TesseraMap on a three-dimensional Swiss-roll manifold, using
different clustering methods to partition the data into c = 20 clusters.
LDLC has the second lowest reconstruction error, slightly greater than that of VQPCA.
We used the obtained clusters for applying TesseraMap. The resulting preservation error,
stretch, variance loss, and final rank of embedding are shown in Table 4.5. Variance loss
is calculated for r = 5 dimensions (i.e. it shows the sum of variance lost in the dimen-
sions higher than five, normalized by the total variance). Evidently, from the final rank
of embedding and also the variance loss, LDLC was more successful in aiding TesseraMap
in reducing the dimensionality of data. The change of variance loss with respect to the
number of dimensions is also depicted in Fig.4.12.
Based on this figure, we can divide the methods into two groups; the first group in-
cludes LDLC, VQPCA, and MPPCA, which reduce the dimensionality of data significantly
faster than the methods in the second group: APC, k-medoids, and k-means. This obser-
vation was naturally expected; the methods in the first group attempt to produce low-rank
clusters, while the methods of the second group do not consider the rank.
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LDLC APC k-means k-medoids MPPCA VQPCA
Run time 3.7784 19.2738 3.3733 0.0419 11.1600 4.4502
Purity 0.9850 0.9577 0.9740 0.9753 0.9547 0.9630
NMI 0.5111 0.4677 0.4872 0.4985 0.4964 0.4921
φrec (C,S) 17.4234 18.3383 17.7434 18.4624 17.4607 17.3032
5D Loss 0.0312 0.0888 0.0501 0.1544 0.0715 0.0652
Rank 11 56 30 81 12 11
Error 0.7726 0.8305 0.8060 0.7778 0.7906 0.7584
Stretch 3.4705 1.9493 2.8490 1.1596 1.5899 1.8359
Table 4.5: The evaluation of different clustering methods on MNIST.
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Figure 4.12: Change of variance loss with respect to the number of dimensions for
TesseraMap using different clustering methods.
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Combining the result of this experiment with that of the previous one on Swiss-roll, we
conclude that having the property of being both low-rank and localized is beneficial for the
clustering used in TesseraMap. These experiments confirm that LDLC produces clusters
with both properties and is, hence, suitable for TesseraMap.
4.4 Conclusion and Discussion
In this chapter we suggested a new approach for clustering, proposing a novel method called
Low-dimensional Localized Clustering (LDLC). This method clusters the data points into
low-rank affine subspaces such that the points in the same cluster are localized on their
underlying manifold. Our proposed method belongs to the family of subspace clustering al-
gorithms. This is why we described the importance and applications of subspace clustering
in Chapter 1, and briefly reviewed some of the most popular algorithms.
By applying clustering to data, one usually expects to see compact and localized subsets
of the data points as the output clusters, although most conventional methods do not
guarantee this beneficial property. This is because they do not take into account locality on
the manifolds and consequently, the topology of the manifolds will not be preserved. LDLC,
however, explicitly enforces this property in clustering by utilizing geodesic distances.
The proposed method exploits k-medoids on geodesic distances to respect the topology
of the underlying manifolds. To the best of our knowledge, this is the first attempt to
combine the concepts of low-rank subspaces and locality on the manifolds. It is important
to note that the subspaces are calculated based on the coordinates of the points in the
original input space, and the locality of each cluster is defined based on the coordinates
of its points on the underlying manifolds. That is why there is no direct way to add this
property to the conventional subspace clustering methods.
We showed that LDLC can also be interpreted as an extension of the k-means clustering
algorithm; that is, the user can set the focus of clustering between producing low-rank clus-
ters and forming localized clusters. In addition, LDLC inherits the simplicity of k-means;
the objective function of LDLC can be optimized in three straightforward steps. Unfortu-
nately, there is no simple optimization problem when one combines geodesic distances in
other methods.
We implemented an algorithm to minimize the objective function of LDLC. Since in
each step the objective function is minimized, the algorithm always converges. In addition,
due to the nested design of the algorithm, it rapidly converges in few iterations. It has been
experimentally demonstrated that the algorithm is also fast in comparison to competing
90
methods. The most time-consuming step is to compute the first r principal components
of each cluster, which takes O
(
n2·d
c
)
in total. Consequently, one run of LDLC for a
large dataset (for example, n ≈ 10, 000) will not take more than 10 seconds on a today’s
conventional personal computer.
There are two parameters used in the proposed method: ρ and k. The values used for
the parameter ρ are generally low (e.g., ρ ≤ 0.1), although the values close to zero are
risky and may produce non-localized clusters. We explained in the last experiment how
it is possible to check whether the clusters are localized. Therefore, in addition to cross-
validation, it is possible to add a half-interval search for ρ in the algorithm, such that it
always guarantees that each cluster forms a single connected component on the k-nearest
neighborhood graph of the points. Moreover, based on our experimental results, a very
small number of non-localized clusters may exist in the output of LDLC, which can be
detected and separated to form new localized clusters on the same subspace.
The second parameter is k, which is used to create the k-nearest neighborhood graph.
Several methods for choosing a proper k for an input dataset exist, and many studies have
been done on this subject. Interestingly, LDLC is not sensitive to the choice of k, and in the
experiments we observed that there is always a wide range of values which provide similar
results. This is because we only utilize geodesic distances to make the clusters localized
and hence, the accuracy of these distances is not crucial for this task. However, note that
the parameter k should be chosen such that it roughly reveals the global topology of the
manifolds; therefore, choosing small values (e.g., k ≤ 3) or large values which connect most
of the points to each other (e.g., k ≥ n
10
) might not reflect the shape of the manifolds, so
misleading the algorithm.
Finally, our experiments showed that LDLC is able to maintain balance between the
reconstruction error and the locality of the output clusters, such that the total reconstruc-
tion error is less than or comparable to that of the best methods available, such as VQPCA,
while the clusters remain localized. In addition, some applications of LDLC, such as semi-
supervised classification, image recognition and naturally, dimensionality reduction, were
examined in the experiments.
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Chapter 5
Dimensionality Reduction by
Isometric Patch Alignment (IPA)
In this chapter, we introduce another novel technique for nonlinear dimensionality reduc-
tion, called Isometric Patch Alignment (IPA). This method can be seen as an extension
to TesseraMap, with scalability being improved. Nevertheless, IPA employs a new idea
for unfolding the underlying manifold of data, which greatly enhances its capability in
reducing the dimensionality of data, compared not only with TesseraMap, but also with
other distance-preserving methods.
Many dimensionality reduction algorithms have been proposed to overcome the curse
of dimensionality; the vast majority of these methods, however, suffer from lack of scalabil-
ity. The computational complexity in most popular methods, for example, Locally Linear
Embedding (LLE) [50], Hessian LLE (hLLE) [18], Laplacian Eigenmap (LE) [3], Local
Tangent Space Alignment (LTSA) [76], and t-Distributed Stochastic Neighbor Embedding
(t-SNE) [65], grows at least with the quadratic order of the input size, which consequently
limits the number of data points to n ∼ 50, 000 on a personal computer. This order of com-
plexity is cubic for the traditional methods, i.e. Principal Component Analysis (PCA) [29]
and classical Multidimensional Scaling (cMDS) [16], and also for Kernel PCA (KPCA) [53]
and for Isomap [61]. It is even higher for more sophisticated methods, such as Maximum
Variance Unfolding (MVU) [69], Minimum Volume Embedding (MVE) [55], and Structure
Preserving Embedding (SPE) [56], where embedding datasets containing more than 2000
points is almost infeasible. We have previously addressed this shortcoming by propos-
ing TesseraMap, which is at least an order of O (n) times faster than the other distance
preserving methods (i.e. Isomap, MVU, and MVE).
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As discussed in Chapter 3, TesseraMap achieves its peak efficiency when the kernel
matrix is full-rank; if the kernel matrix is rank-deficient, sparsity in the constraint ma-
trix cannot be exploited, and also the pseudo-inverse of the kernel should be computed.
Moreover, the number of between-tesserae constraints should be controlled, as they can
potentially increase the computational complexity of solving the SDP.
We propose IPA as a solution to the aforementioned challenges. Similar to TesseraMap,
IPA reduces the dimensionality of data by unfolding its underlying manifold while preserv-
ing the local distances. In addition, both of these methods provide solutions based on
convex optimizations, in situations that many well-known methods cannot handle; for ex-
ample in the presence of noise or non-uniform samples, or when the underlying manifold
of data is non-convex.
Similar to the notion of tesserae in TesseraMap, IPA preserves patches of data; we ini-
tially partition the input data into preferably low-rank clusters (e.g., by LDLC), and then,
for each of them, a low-dimensional representation is separately computed, which is called
a patch. In this way, the input data is conceptually reduced to a set of patches. However,
there is an essential difference between the patches and the tesserae: in IPA, the neighbor-
ing patches overlap each other and thus, they share some of their points, but in TesseraMap
all tesserae are disjoint. We mathematically prove that stitching two neighboring patches
on an adequate number of boundary points will align them in a low-dimensional subspace.
Based on this intuition, stitching all neighboring patches will construct an unfolded in-
stance of the underlying manifold, and consequently places the data points in a subspace
with a dimensionality as low as the intrinsic dimensionality of the underlying manifold. In
addition to the notion of patch, TesseraMap and IPA are different in two other aspects:
Scalability: Both IPA and TesseraMap have a depth-one divide and conquer ap-
proach: the large volume of input data is first divided into relatively smaller subsets,
which are then embedded separately. This dramatically reduces the total computational
cost of embedding. Moreover, the computational complexity of realizing a tessellation in
TesseraMap, or of stitching the patches in IPA, is independent of the size of input, which al-
lows them to scale well for the input size. For TesseraMap, this independence is attainable
if, first, a full-rank kernel is used, and second, the number of between-tesserae constraints
is controlled. The computational complexity of IPA, however, is always independent of the
number of samples, allowing it to handle one million data points in only a few minutes on
a conventional personal computer.
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Producing low-rank results: A common practice among various dimensionality
reduction methods is to learn a kernel matrix in which a set of desired properties for the
final embedding is encoded, and then to apply EVD to this matrix for obtaining a low-
dimensional representation of the points [25]. In practice, however, those desired properties
will be corrupted by EVD. This is because many methods, such as LLE, LE, hLLE, and
Isomap, do not directly consider the target dimensionality in the learning of the kernel
matrix and, in fact, only a few methods, such as MVU and MVE, attempt to reduce the
final rank explicitly. Considering that the rank function is not convex, numerical search
approaches, such as those used in MVE, do not guarantee optimality and would take a long
time to return a stable result. The closest convex objective function that approximates
the rank of a matrix is its trace [20]; however, in practice, minimizing the trace of a
kernel matrix may fold the underlying manifold of data, which is not acceptable in most
applications, namely visualization. Therefore, to circumvent the rank optimization problem
in dimensionality reduction, the objective function is generally relaxed by other convex
functions, such as total variance (as employed by TesseraMap). Relaxing the objective
function, however, coincides with counter-examples, e.g., MVU increases the dimensionality
of star-shaped datasets. Our solution in IPA is to learn a kernel matrix for rearranging the
patches, such that the neighbors can be stitched together. We mathematically prove that
our approach produces a low-rank embedding of the underlying manifold, and therefore,
applying EVD does not distort it.
Setting aside these two important differences, IPA shares a set of advantages with its
predecessor, TesseraMap, compared to the other well-known methods. We briefly explain
each of these advantages separately:
Distance preservation: The underlying manifold of data can be described by local
pairwise distances. IPA is an isometric method, and therefore, it preserves local distances.
Distance preservation is a valuable property in many complex tasks where the Euclidean
distance between two points is meaningful. For example, unlike IPA, commonly used
methods such as LLE, LTSA, SPE, and t-SNE, fail in sensor network applications and also
in finding molecular structures.
Convex optimization: Unlike many well-known methods, such as the large-scale
variations of MVU, Landmark MVU (lMVU)[70] and Fast MVU (fMVU)[71], and also
MVE and t-SNE, we implement IPA without any numerical approximation. To find a
global embedding, all of the patches are rearranged in a common space, such that the border
points of the neighboring patches are matched accordingly for stitching. We show that this
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rearrangement can be computed by solving a relatively small semidefinite program, which
is convex and hence, always converges rapidly to a unique solution.
Noise tolerance: The quality of embedding in most dimensionality reduction meth-
ods is highly affected by noisy points, for example, in MVU and Isomap. In IPA, however,
the noisy points are embedded in their own patches, and therefore, the effect of noise is
diminished in finding the global embedding. This reduces the sensitivity of IPA to the
effect of both noise and outliers.
Handling non-convex manifolds: If the underlying manifold of data is non-convex,
for example, when the manifold contains a hole, the quality of embedding is affected in
many popular methods, such as Isomap and MVU[18] [37]. This is mainly due to the global
embedding approach in these methods. In contrast, IPA embeds the patches locally and
thus, non-convexity of the manifold does not affect its final outcome.
Low sensitivity to data distribution: In real world applications the sampling of
data is rarely uniform. Non-uniform sampling can create holes in the manifold, which, as
mentioned earlier, is undesirable for dimensionality reduction. Most popular methods are
sensitive to the distribution of data, even if they do not require a convex manifold (e.g.,
LTSA, and LLE). A change of distribution over the same manifold may result in different
embeddings for many methods, such as PCA, Isomap, LTSA, and LLE. However, IPA
considers the local distribution of data separately over each patch, which is more likely to
be uniform, and during stitching the global distribution is unseen, thus having no effect.
These beneficial properties make IPA suitable for real-world datasets, especially when
the input data is naturally clustered (for example in a protein structure determination
task). Our experimental results demonstrate the capabilities of IPA for dimensionality
reduction and for data visualization both qualitatively and quantitatively, compared to
the other well-known techniques.
The rest of this chapter is organized as follows. First, in Section 5.1 we develop the
proposed method, and then we prove its functionality. This section eventually refines IPA
to a simple algorithmic representation. After that, in Section 5.2 we will present some
experimental results to demonstrate the quality of embedding by IPA on both synthetic
and real-world datasets.
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5.1 The Proposed Method
Analogous to the other proposed methods in this thesis, in IPA we assume that the input
high-dimensional data points lie on, or close to, a smooth manifold with a low intrinsic
dimensionality. First, the input data points are clustered. Intuitively speaking, clustering
divides the underlying manifold of the data into several regions, each of which is repre-
sented by the points of one cluster. In the next step, we expand each cluster so that it
includes some of the points of its neighboring clusters. In this way, the neighboring re-
gions now overlap around their borders, and therefore, they share some of the data points.
Then, for each region we consider a patch, which is, in fact, an isometric embedding of
that region in a low-dimensional Euclidean space. Each patch contains a low-dimensional
representation of the points of its corresponding cluster. IPA considers a common space
for the patches and rearranges them such that the embedded data points which are shared
between the neighboring patches, match accordingly, and then it stitches the neighboring
patches together. As can be imagined, stitching two patches on their overlapping parts
will align them. Thereby, IPA aligns all of the patches, and consequently constructs an
unfolded instance of the underlying manifold, which results in reducing the dimensionality
of the data. These steps are depicted in Fig. 5.1 for two neighboring patches.
Any simple clustering algorithm such as k -means can be applied for partitioning, es-
pecially if the manifold is smooth. For example 20,000 data points of the dataset shown
in Fig. 5.1 (top-left) are partitioned into 25 clusters using k -means. Since it is expected
that an isometric embedding of each region forms a low-dimensional patch, it is preferred
to have clusters whose ranks are as close as possible to the intrinsic dimensionality of the
manifold. Therefore, for complex manifolds, employing subspace clustering algorithms can
be beneficial. To have more localized clusters on the underlying manifold of data, with low
reconstruction errors, using LDLC is recommended.
As mentioned earlier, to stitch the neighboring patches, IPA requires them to overlap
around their boundaries. Sometimes the input data is naturally divided into overlapping
clusters (e.g., in the structure of protein), but generally, we need to expand the clusters
to be certain that the neighboring clusters have some points in common. Most clustering
algorithms assign a membership value to the points with respect to each cluster, which can
be used for sharing the points between the neighboring clusters. For example in k-means,
a point is shared with another cluster if the distance of that point to its cluster center and
its distance to the center of the other cluster are approximately equal. This is shown for
two clusters in Fig. 5.1 (top-right), where the blue points are the shared points between
the red cluster and the green cluster. Similarly, if LDLC is used for partitioning, the
Geodesic distance of the points to the medoids can be used to find the shared points. Also,
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Expanding 
Patching 
Stitching 
Figure 5.1: The four steps of applying IPA to a simple manifold: the input data is first
clustered (top-left), then the clusters are expanded to overlap (top-right), each expanded
cluster is separately embedded into a low-dimensional space to form a patch (bottom-
right), and finally, IPA rearranges the patches and stitches them together to construct the
unfolded manifold (bottom-left).
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another approach for expanding a cluster could involve finding the neighboring points of
its members (e.g., by computing the k -nearest neighbors), and adding them to that cluster.
The rest of this section is as follows. First, we describe how the patches should be
formed from the expanded clusters. Then, we mathematically explain how IPA rearranges
the patches by solving a convex optimization. Following that, we prove that stitching the
neighboring patches on an adequate number of overlapping points will align them. Finally,
we present an implementation of IPA as an algorithm.
5.1.1 Creating the Patches
Let us begin by introducing the mathematical notations used in IPA. Suppose the input
data X = {xi}ni=1 ,xi ∈ Rd is partitioned into c preferably low-rank clusters. After ex-
panding, we refer to these clusters as C1, C2, . . . , Cc. We denote the set of shared points
between cluster Ci and cluster Cj by Ci∩j = Ci ∩ Cj, and if this set is not empty, we call
them neighbors. For example in Fig. 5.1 (top-right), if we refer to the red cluster as Ci
and to the green cluster as Cj, then Ci∩j is shown by the blue strip shared between them.
Based on this neighborhood notion, we create a connectivity graph G over c vertices with
the edge set of E , such that (i, j) ∈ E ⇔ Ci∩j 6= ∅. In IPA we assume that G is connected;
otherwise, IPA should be applied to each of its connected components separately. For each
(i, j) ∈ E , the number of shared points between Ci and Cj is indicated by ni,j = |Ci∩j|.
Also, for each cluster Ci, the number of its neighboring clusters is indicated by di.
Since the underlying manifold is smooth, the region of each cluster can be approximated
by an r-dimensional patch, where r is the target1 dimensionality. Therefore, in the second
step, we map the points of each cluster Ci into an r-dimensional Euclidean space by a
distance preserving function fi : Rd 7→ Rr, to form its corresponding patch2 Pi = fi(Ci).
If PCA is used for this mapping, fi will be an affine transformation. For example, in
Fig. 5.1 (bottom-right), the two-dimensional patches of the red cluster and the green
cluster are shown, which are computed using PCA. In general, it is possible to employ
more sophisticated methods, such as Isomap or MVU for fi. This, particularly, could be
beneficial for large clusters, or for instances when some clusters are not low-rank.
1 IPA attempts to reduce the dimensionality of input data to r. The target dimensionality can be given
by a user, or may be set based on the ranks of clusters. For a survey of methods estimating the intrinsic
dimensionality, see Chapter 3 of [36].
2 A patch is a low-dimensional isometric embedding of one region, from the underlying manifold;
however, for convenience, we denote the patches by their data points, and therefore, we simply refer to
the patches by Pi, i ∈ {1, 2, . . . , c}.
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It should be noted that Pi is an r × |Ci| matrix in which each column represents one
point of Ci. Although both Ci and Pi refer to the same set of points, the cluster Ci denotes
a subset of the input data points in the d-dimensional space, while the patch Pi contains
an r-dimensional representation of those points.
For each pair of neighboring clusters Ci and Cj, their shared points in Ci∩j are mapped
to patch Pi by fi, and then separately to patch Pj by fj; thus, they may have different
coordinates in their patches. We define Pi,j = fi(Ci∩j) as an r × ni,j matrix consisting of
the coordinates of the shared points between Ci and Cj in the patch Pi, and Pj,i = fj(Ci∩j),
denoting their coordinates in the patch Pj. Note that Pj,i and Pi,j are generally different
matrices, but they have the same size of r × ni,j.
5.1.2 Rearranging the Patches
IPA receives low-dimensional patches and, to construct the unfolded manifold, rearranges
all of them in a common space, which we call the unfolding space, and in that space, stitches
the neighbors together. Suppose that the unfolding space is Rp. The dimensionality of the
unfolding space, p, will be discussed shortly; for now, we assume only that p ≥ r. First,
we mathematically define rearranging:
Definition 1. Rearranging patch Pi:
Transferring Pi as a solid block to the unfolding space Rp by an isometry consisting of a
p× r orthonormal matrix Ri followed by a p-dimensional translation vector ti.
By rearranging the patch Pi, each data point x in the cluster Ci will be mapped to
a p-dimensional point y = Rifi(x) + ti. It is important to note that if a data point
is shared among two or more patches, it will be mapped to more than one point, and
may have different coordinates in the unfolding space. Since rearranging preserves the
pairwise distances, the pattern of the data remains intact inside each patch. Ideally, if
after rearranging, the overlapping areas of the neighboring patches precisely match, the
pattern of the data will be preserved along their borders as well. In that case, each shared
point is mapped to some points with the same coordinate in the unfolding space. In
contrast, if a shared point has different coordinates in that space, the pattern of the data
will be distorted. To evaluate this distortion, we define the following error term:
Definition 2. The matching error:
For two neighboring patches Pi and Pj, the matching error is defined as follows:
e2i,j =
∥∥∥(RiPi,j + ti1>ni,j)− (RjPj,i + tj1>ni,j)∥∥∥2
F
, (5.1)
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where ‖.‖F is the Frobenius norm and 1n is a vector consisting of n ones. Based on this,
the total normalized matching error is defined as:
e2 =
∑
(i,j)∈E
1
ni,j
e2i,j. (5.2)
If the shared points precisely match, the matching error will be zero, and we would
expect to see no distortion in the pattern of the data. In practice, however, exact match
is not possible; therefore, IPA attempts to reduce the distortion by stitching the patches:
Definition 3. Stitching:
Rearranging the patches such that the sum of the matching errors of the neighboring ones
is minimized, and then unifying the coordinates of the shared points in the unfolding space,
by mapping each point x, that is shared among mx patches, to the mean of its coordinates:
y =
1
mx
∑
∀i: x∈Ci
Rifi(x) + ti, (5.3)
In stitching, we would like to compute c orthonormal matrices R1,R2, . . . ,Rc, and also
c translation vectors t1, t2, . . . , tc such that the total normalized matching error defined in
Eq.5.2 is minimized. Suppose T = [t1, t2, . . . , tc] represents an unknown p× c translation
matrix, and R = [R1,R2, . . . ,Rc] to be an unknown p × rc matrix, whose blocks are the
orthonormal Ri matrices. To facilitate matrix operations on the unknown matrices, we
employ selection vectors and matrices. We define the selection vector ei such that ti = Tei.
That is, ei selects the i
th translation vector ti from the matrix T. This c×1 selection vector
is the ith column of the identity matrix Ic, whose i
th element is one and zero otherwise.
By extending the notion of selection, we define the rc× r selection matrix Ei to select the
matrix Ri from the unknown matrix R by: Ri = REi. This matrix consists of c blocks of
size r× r; its ith block is the identity matrix Ir, and the rest are zeros. It can also be seen
as putting together the columns (ri − r + 1), (ri − r + 2), . . . , (ri) of the identity matrix
Irc. Using the selection vectors and matrices, we can simplify Eq.5.1 into:
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e2i,j =
∥∥∥(REiPi,j + Tei1>ni,j)− (REjPj,i + Tej1>ni,j)∥∥∥2
F
=
∥∥∥R (EiPi,j − EjPj,i) + T (ei − ej) 1>ni,j∥∥∥2
F
= Tr
{
(EiPi,j − EjPj,i)>R>R (EiPi,j − EjPj,i)
}
+ Tr
{
1ni,j (ei − ej)>T>T (ei − ej) 1>ni,j
}
+ 2 Tr
{
1ni,j (ei − ej)>T>R (EiPi,j − EjPj,i)
}
,
(5.4)
and by substituting pi,j =
1
ni,j
Pi,j1ni,j (the mean of Pi,j) in Eq.5.4 we have:
e2i,j = Tr
{
R>R (EiPi,j − EjPj,i) (EiPi,j − EjPj,i)>
}
+ ni,j Tr
{
T>T (ei − ej) (ei − ej)>
}
+ 2 ni,j Tr
{
T>R
(
Eipi,j − Ejpj,i
)
(ei − ej)>
}
.
(5.5)
Now we can rewrite the total normalized matching error as:
e2 = Tr
R>R ∑
(i,j)∈E
1
ni,j
(EiPi,j − EjPj,i) (EiPi,j − EjPj,i)>

+ Tr
T>T ∑
(i,j)∈E
(ei − ej) (ei − ej)>

+ 2 Tr
T>R ∑
(i,j)∈E
(
Eipi,j − Ejpj,i
)
(ei − ej)>

= Tr
{
R>RLX
}
+ Tr
{
T>TLG
}
+ 2 Tr
{
T>RZ
}
.
(5.6)
The rc×rc symmetric matrix LX , the c×c symmetric matrix LG, and the rc×c matrix
Z are computed from:
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LX =
∑
(i,j)∈E
1
ni,j
(EiPi,j − EjPj,i) (EiPi,j − EjPj,i)>
LG =
∑
(i,j)∈E
(ei − ej) (ei − ej)>
Z =
∑
(i,j)∈E
(
Eipi,j − Ejpj,i
)
(ei − ej)> .
(5.7)
Note that the positive semidefinite matrix LG in Eq.5.7 has the following form:
LG =

di, i = j;
−1, (i, j) ∈ E;
0, otherwise,
(5.8)
and is in fact the Laplacian matrix of the connectivity graph G. In addition, from Eq.5.7
it is clear that LG1c = 0. Since G is connected, only one eigenvalue of its Laplacian is zero,
which is related to the direction of 1c. In other words, the rank of LG is (c − 1), and its
null-space is spanned by vector 1c.
Stitching the patches in order to construct the manifold in the unfolding space amounts
to minimizing the total matching error in Eq.5.6. First, we partially optimize the error by
taking its derivative with respect to T and setting it to zero:
∂e2
∂T
= 2 TLG + 2 RZ = 0, (5.9)
and we obtain TLG = −RZ. Note that LG  0, and Eq.5.6 is a convex quadratic function
of T. Therefore, the resulting critical point in Eq.5.9 is indeed a global minimum. Adding
a constant vector to all of the translation vectors in T does not alter the amount of error.
To remove this extra degree of freedom in the optimization, we restrict the translation
vectors by centering them with T1c = 0. Therefore, we will have:
T [LG 1c] = − [RZ 0] =⇒ T [LG 1c]
[
L>G
1>c
]
= − [RZ 0]
[
L>G
1>c
]
=⇒ T (LGL>G + 1c1>c ) = −RZL>G =⇒ T = −RZL†G (5.10)
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where L†G = L
>
G
(
LGL>G + 1c1
>
c
)−1
is the pseudo-inverse of LG. Note that LG is not full-rank,
but since its null-space is spanned only by 1c, the summation of LGL>G + 1c1
>
c becomes
full-rank, and consequently, the inverse always exists.
From Eq.5.10 it is clear that T and R are linearly related. This leaves us to find the
unknown matrix R. By substituting T in the total matching error of Eq.5.6 we will have:
e2 = Tr
{
R>RLX
}
+ Tr
{
L†GZ
>R>RZL†GLG
}
− 2 Tr
{
L†GZ
>R>RZ
}
= Tr
{
R>RLX
}
+ Tr
{
R>RZL†GLGL
†
GZ
>
}
− 2 Tr
{
R>RZL†GZ
>
}
= Tr
{
R>RLX
}−Tr{R>RZL†GZ>}
= Tr
{
R>R
(
LX − ZL†GZ>
)}
= Tr
{
R>RK
}
= Tr {AK} ,
(5.11)
where we used the fact that L†G = L
†
GLGL
†
G. In addition, we have the rc × rc positive
semidefinite3 matrix K = LX − ZL†GZ>, which is calculated for the input data.
In Eq.5.11, we introduced an unknown rc× rc positive semidefinite matrix A = R>R.
Suppose A is partitioned into c by c blocks of r × r matrices, such that the block (i, j)
contains R>i Rj. In other words, we have E
>
i AEj = R
>
i Rj (remember that Ri = REi). To
impose the orthonomality constraint on Ri, it suffices to set the block (i, i) to the identity
matrix Ir, or equivalently E
>
i AEi = Ir. That is, A has c blocks of r × r identity matrices
on its main diagonal to guarantee that each Ri is an orthonormal matrix. Note that
there is no constraint on the non-diagonal blocks of A. To calculate the isometry maps
that minimize the total normalized matching error, one can solve the following standard
semidefinite programming problem:
min
A0
Tr {AK} s.t. A =

Ir ?
Ir
. . .
? Ir
 (5.12)
3 From Eq.5.4 we can derive that e2i,j = ‖RBi,j‖2F , where Bi,j = EiPi,j −EjPj,i −ZL†G (ei − ej) 1>ni,j .
Therefore, we can rewrite the total normalized error as e2 =
∑
(i,j)∈E
1
ni,j
Tr
{
ABi,jB
>
i,j
}
. Eventually we
will have K =
∑
(i,j)∈E
1
ni,j
Bi,jB
>
i,j , which is a sum of positive semidefinite matrices, and so it should be
positive semidefinite as well.
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After solving this SDP optimization, the matrix of mappings, R, can be calculated by
decomposing A. Since A is rc× rc, the resulting R will have rc rows and columns. This
means that in order to achieve the minimum error in rearranging the patches, they are
mapped to an rc-dimensional space; therefore setting p = rc provides enough degrees of
freedom to construct the unfolded manifold. This is expected because each patch uses r
orthonormal vectors as its basis, thus the maximum possible affine rank of the configuration
of all c patches will be rc (considering that T is linearly related to R, the translations do
not increase the rank).
One might ask why IPA does not construct the unfolded manifold in an r-dimensional
space. It is important to note that in many cases, r dimensions do not provide enough
degrees of freedom for rearranging the patches, such that the topology of the underlying
manifold is preserved in the constructed manifold. For example, a circle can be approx-
imated by many one-dimensional patches; however, rearranging these patches in a one-
dimensional space results in a line segment, which does not have the topological structure
of the circle. Therefore, at least two dimensions are needed for a proper rearrangement in
this example. This is why IPA might need more than r dimensions in the unfolding space;
however, as discussed, p = rc is always enough. After stitching, Eq.5.3 can be used to
obtain the coordinates of any point x, linearly based on R:
y =
1
mx
∑
∀i: x∈Ci
Rifi(x) + ti =
1
mx
∑
∀i: x∈Ci
REifi(x) + Tei
=
R
mx
∑
∀i: x∈Ci
Eifi(x)− ZL†Gei = R f(x),
(5.13)
or in the matrix form
Y = R F(X), (5.14)
where f(x) = 1
mx
∑
∀i: x∈Ci Eifi(x)− ZL†Gei and so F(X) = [f(x1), . . . , f(xn)] can be calcu-
lated for all of the n input data points. In Eq.5.14, Y, which contains the coordinates of
the points after unfolding, is rc-dimensional. Therefore, if we want to represent the data
into a lower-dimensional space, we should apply PCA at the end.
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5.1.3 Patch Alignment by Stitching
In this part, we explain why the rank of the embedded data points on the constructed
manifold (i.e. Y) is much lower than their dimensionality, rc, and is, in fact, close to
the target dimensionality, r. We proceed by considering the effect of stitching on two
neighboring patches.
By attaching two patches, one may form a new object whose rank is higher than
the dimensionality of both patches. For example, two one-dimensional patches (i.e. line
segments), which are attached on a single shared point, can form a V-shaped (or more
precisely, an X-shaped) object which is obviously of rank two. Similarly, two attached
planar patches can form an object of rank four, three, or two. In general, attaching two
rank-r patches together, forms an object whose rank is at least r and at most 2r. However,
the following theorem proves that under a certain condition, stitching aligns the patches,
such that the overall rank does not increase.
Theorem 1. If the cross-covariance matrix of the shared points between two r-dimensional
patches is full-rank, stitching them in an arbitrarily higher-dimensional space aligns them
in an r-dimensional subspace.
Proof. Consider two neighboring r-dimensional patches Pi and Pj. To stitch them, we
should minimize their matching error:
e2i,j =
∥∥∥RiPi,j −RjPj,i + (ti − tj)1>ni,j∥∥∥2
F
. (5.15)
First, we compute (ti − tj) by taking the derivative4 and setting it to zero:
∂e2i,j
∂(ti − tj) = 0 ⇒ ti − tj = Rjpj,i −Ripi,j. (5.16)
Now, by substituting Eq.5.16 in Eq.5.15 we have:
e2i,j =
∥∥∥RiPi,j −RjPj,i + (Rjpj,i −Ripi,j)1>ni,j∥∥∥2
F
=
∥∥RiPi,j −RjPj,i∥∥2F
=Tr
{
P
>
i,jPi,j + P
>
j,iPj,i
}
− 2 Tr
{
P
>
i,jR
>
i RjPj,i
}
,
(5.17)
4 Note that e2i,j is a convex quadratic function of (ti − tj), so the critical point is a global minimum.
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where Pi,j = Pi,j
(
Ini,j − 1ni,j 1ni,j1>ni,j
)
is the centered version of the shared points between
the two patches in Pi. Since the first term is constant, to minimize the error it is only
necessary to maximize the second term, which can be rewritten as:
Tr
{
P
>
i,jR
>
i RjPj,i
}
= Tr
{
R>i RjM
}
= Tr
{
R>i RjUSV
>}
= Tr
{
(RiV)
>(RjU)S
}
= Tr
{
Q>i QjS
}
=
r∑
α=1
q>iαqjα sα,
(5.18)
where M = Pj,iP
>
i,j is the cross-covariance matrix of the shared points. SVD has been
applied to M for obtaining the r × r orthonormal matrices U and V and also for the
diagonal matrix S. Clearly in Eq.5.18, Qi = RiV and Qj = RjU are p × r orthonormal
matrices; we represent their columns by qiα and qjα respectively. Note that in this proof,
we have no assumption regarding p except that p ≥ r.
Given that M is full-rank5, all the diagonal elements of S are greater than zero (sα > 0).
Since qiα and qjα are normal vectors, it is easy to show that q
>
iαqjα sα ≤ sα. The equality
only happens if ∀α ∈ {1, 2, . . . , r} : qiα = qjα , which indicates that Eq.5.18 is maximized
when Qi = Qj. Therefore, we denote both of them by a single matrix Q consisting of r
orthonormal columns. Since U and V are orthonormal square matrices we have:
Ri = QV
> and Rj = QU>; (5.19)
Suppose Pi and Pj are stitched together. Using Eq.5.14, we can put all of their points
in the following p-dimensional matrix:
Yi∪j = R F(Ci ∪ Cj) = [Ri Rj] F(Ci ∪ Cj) = Q
[
V>U>
]
F(Ci ∪ Cj) = Q ∆, (5.20)
in which it is clear that the rearranged points lie on an r-dimensional subspace, which is
spanned by the r columns of the orthonormal matrix Q. In other words, the attached
patches are now aligned in an r-dimensional subspace.
5 For each two neighboring patches IPA requires at least r+ 1 points in common. In fact, it is sufficient
to consider r + 1 shared points whose coordinates are affinely independent in both patches.
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Intuitively speaking, when the patches of a manifold are rearranged such that the
neighbors can be stitched together, the expectation is to see them aligned in a subspace
of dimensionality close to that of the patches. Therefore, the final configuration can be
imagined as the underlying manifold of the input data, unfolded in a low-dimensional
subspace. This is the main reason why IPA reduces the dimensionality of data.
5.1.4 The Algorithm
A simple pseudo-code for the proposed method is presented in Algorithm 5. As previously
discussed, first the input data should be partitioned into c clusters, where c is given as
input. This can be done either by subspace clustering or by any other clustering method.
The target dimensionality r can be given as an input, or can be set based on the maximum
rank of the clusters. In the next step, all of the clusters are expanded to guarantee that
the neighboring clusters have enough shared points. After that, the neighboring patches
are detected, and the connectivity graph G and its Laplacian matrix LG are formed. Then,
the expanded clusters are embedded to an r-dimensional space to form the patches. This
embedding is usually done by PCA; however, it is also possible to use any other distance-
preserving dimensionality reduction method, such as Isomap or MVU, to improve the
embedding quality, although with a higher computational cost.
After calculating the coordinates of the embedded shared points (Pi,j), all of the known
variables (Z,LX , and K) are computed to set up the SDP optimization of Eq.5.12. The
SDP problem can be solved by any standard solver to obtain A and, subsequently, R,
by decomposing it. Finally, the rc-dimensional coordinates of the points in the unfolding
space will be calculated, and then, by applying PCA, the unnecessary dimensions will be
removed to represent the data in a low-dimensional space.
5.2 Experimental Results
To examine the different aspects of the proposed method, we conducted several experiments
on IPA and compared its results to those of other prominent methods. These experiments
can be divided into three parts: we start by studying the properties of IPA by applying it
to synthetic datasets, then we show the quality of IPA for embedding real-world image sets,
and finally as an interesting application, we will explain how IPA can be used for protein
structure determination. All of the implementations were in Matlab, and the codes were
executed on one core of a 3.2 GHz processor.
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Algorithm 5 Isometric Patch Alignment (IPA)
Inputs: X, c and r
1: // Partitioning X into low-rank clusters
2: {C1, .., Cc} ← Clustering(X, c, r)
3: for all i ∈ {1, 2, . . . , c} do
4: Ci ← Expand(Ci) // Expanding the clusters
5: Compute the embedding function fi
6: end for
7: E ← ∅
8: for all i, j ∈ {1, 2, . . . , c} do
9: Ci∩j ← Ci ∩ Cj
10: if Ci∩j 6= ∅ then
11: Add (i, j) to E // Forming the neighborhood graph
12: Pi,j ← fi(Ci∩j)
13: end if
14: end for
15: Compute the Laplacian matrix LG from Eq.5.8
16: L†G ← L>G
(
LGL>G + 1c1
>
c
)−1
// Computing pseudo-inverse
17: Compute the matrices Z and LX from Eq.5.7
18: K ← LX − ZL†GZ>
19: Calculate F(X) from Eq.5.13
20: Solve the SDP problem in Eq.5.12 to obtain A
21: Apply eigen-decomposition to A to find R
22: Y ← R F(X) // Unfolding X
23: Return PCA(Y) // Removing unnecessary dimensions
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5.2.1 Synthetic Datasets
As mentioned earlier in the introduction, using IPA has many advantages. Now we illus-
trate them separately via the results of our experiments on some synthetic datasets. Since
the ground truth is usually known for the synthetic datasets, we decided to perform our
comparisons based on them, rather than real-world datasets.
Handling non-convex manifolds
The first experiment was conducted on a modified Swiss-roll. Although Swiss-roll is a three-
dimensional toy example, it tends to be one of the most challenging synthetic datasets
due to its complex global structure. In addition, the complexity and challenge of this
experiment has been augmented by considering a non-convex holed Swiss-roll. The hole
has a rectangular shape, as depicted in Fig.5.2 (top-left). For this experiment, to have a
better visualization of the data pattern, we sampled 700 data points from a regular grid
over the manifold.
Non-convex datasets are, in fact, quite common [19], either because of the structure
of the dataset itself or due to scarcity of samples. This can severely hamper the use
of most existing methods (argued in [18]). For example, as shown in the right side of
Fig.5.2, in this experiment we see that MVU, Isomap, and tSNE, have been unable to
capture the rectangular shape of the hole, and have instead resulted in circular/ellipitcal
holes. Although LTSA and LLE have found the rectangular hole, they have changed the
scales, thereby distorting the dataset in Fig.5.2 (bottom-left). In contrast, IPA has been
apparently successful in both finding the rectangular hole, and in preserving the pattern
of the data over this non-convex manifold.
Superior quality of embedding
Despite the observable qualitative difference between the embeddings in Fig.5.2, we con-
ducted a quantitative study on this experiment. We used two well-known criteria to study
the quality of embedding for each method.
The first criterion is the k-nearest neighbor intersection, in which for each data point,
two sets of k-nearest neighbors are formed; one set contains the neighbors in the input
space and the other set in the embedding space. Then, these sets are compared together
[13]; the more points they have in common, the better the quality of the embedding is.
Mathematically speaking, it can be computed by
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Figure 5.2: Different embeddings of a three-dimensional non-convex manifold.
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ψKNN = 1 − 1
kn
n∑
i=1
|Nxi ∩Nyi |, (5.21)
where Nxi is the set of indices of the k-nearest neighbors of xi in the input space, and
in a similar way, Nyi is the k-nearest neighbor set of yi, where yi is the low-dimensional
representation of xi in the unfolding space. To form an error measure, ψKNN is normalized
between zero and one, where zero indicates that all of the k-nearest neighbor sets are the
same, and so the neighborhood is completely preserved during the embedding.
The other criterion is the mean relative rank error (MRRE) [36], that is based on the
notion of proximity rank. To compute the proximity rank of the points with respect to
point xi, first all n − 1 points in {xj}j 6=i are sorted in ascending order based on their
distance to xi (i.e. ‖xi − xj‖). Then, the rank of the jth input data point is computed as
the position xj in this ordered list, which is denoted by rxi (j). In a similar way, ryi (j)
is computed based on the distances in the unfolding space. There are two different error
measures can be defined for this criterion:
MRREX ,
1
β
n∑
i=1
∑
j∈Nxi
|rxi (j)− ryi (j) |
rxi (j)
MRREY ,
1
β
n∑
i=1
∑
j∈Nyi
|ryi (j)− rxi (j) |
ryi (j)
,
(5.22)
where β is used for scaling between zero and one, and given by:
β = n
k∑
α=1
|n+ 1− 2α|
α
. (5.23)
We assessed the quality of embedding for all the compared methods in Fig.5.2 by the
aforementioned measures. The results are depicted in Fig.5.3. As shown, the errors of
IPA and TesseraMap are significantly less than the errors of the other methods. In other
words, the neighborhood of each point is better preserved by the proposed methods in
embedding. Although based on MRRE, IPA and TesseraMap have similar qualities, based
on the KNN intersection measure, the quality of embedding by IPA is slightly better than
that of TesseraMap. It shows that the approach of IPA in using the overlapping patches
can improve the quality, compared with the tessellation approach in TesseraMap.
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Figure 5.3: Evaluating the quality of embedding for different methods applied to the
modified Swiss-roll. The KNN Intersection and mean relative rank errors are measured for
different values of neighborhood size: 1 ≤ k ≤ 100.
Based on this experiment, we can sort the quality of embedding in the following order:
IPA (best), TesseraMap, tSNE, Isomap, MVU, LLE, and LTSA (worst). Since LLE and
LTSA change the scales, they have the worst results in this experiment. The errors of
Isomap, MVU and tSNE are very similar; although they have better results compared to
LLE and LTSA, the magnitude of error in these methods is apparently higher than that of
IPA and TesseraMap. It is important to note that for large neighborhood sizes preserving
the neighborhood while the manifold is being unfolded, is not possible. This is the reason
why for k ≥ 50 the errors increase for IPA.
Scalability
To illustrate the scalability of IPA, we sampled 1,000,000 points randomly from the same
manifold (i.e. the holed Swiss-roll depicted in Fig.5.2). To the best of our knowledge,
no dimensionality reduction method is able to handle this number of data points. Most
dimensionality reduction methods (e.g., Isomap, LTSA, LLE) need to compute EVD for
a matrix of size n × n which in practice is in O(n3). In IPA the most complex step is
to solve a SDP of size rc × rc with cr2 constraints. Since our constraints are sparse and
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Figure 5.4: Embedding 1,000,000 points from the modified Swiss-roll manifold by IPA
(top) and 10,000 points by Fast MVU (bottom).
rank-one, each step of optimization will take O(c3r6). Considering that in dimensionality
reduction r is usually small and also n c, this implies that IPA is dramatically faster and
more scalable than other prominent methods. Comparing the best case of TesseraMap,
where the kernel matrix is full-rank and the number of the between-tesserae constraints
are controlled, this method and IPA share the same order of computational complexity.
However, the number of constraints and the size of the SDP matrix in TesseraMap are
always greater than in IPA, which in practice, makes IPA even faster than TesseraMap.
We used k -means clustering to partition the points into 50 clusters, and embedded them
by PCA into r = 2 dimensional patches. The final embedding is shown in Fig.5.4 (top), in
which the hole has a rectangular shape and the Swiss-roll is perfectly unfolded. The overall
running time was 202 seconds (182 seconds for clustering plus 20 seconds for running IPA).
Since it was not possible to run the other algorithms for this size of data, we chose Fast
MVU, the scalable version of MVU, for comparison. However, even for Fast MVU handling
more than 50,000 points is infeasible, and hence, we only considered 10,000 points, with
30 landmarks. Fast MVU took 31 seconds for computing an initial solution, and then
used 10,000 iterations of fine tuning in 95 seconds. It is worth mentioning that the total
running time of IPA for this dataset with 30 clusters (instead of landmarks) would not be
greater than five seconds and also, it was about 14 seconds for TesseraMap. The result of
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Fast MVU is shown in Fig.5.4 (bottom); on its two-dimensional representation of the given
input manifold, the pattern of the data is clearly distorted. Although the postprocessing
step in Fast MVU was the most time-consuming part of the embedding, it has not been
able to fine-tune the final embedding properly.
Noise Tolerance
To study the effect of noise, we chose a simple manifold which is depicted in Fig.5.5 (top-
left), and drew 1500 random samples from it. First we applied IPA, TesseraMap, MVU,
Isomap, LTSA, and LLE to the original manifold. The results are shown in the top row
of Fig.5.5. Since the manifold is simple, all of the obtained results are acceptable. Then
we added a Gaussian noise with the variance of 0.001. The noisy data points are shown in
Fig.5.5 (middle-left). All of the aforementioned methods were again applied to the noisy
dataset. The resulting embeddings are shown in the middle row of Fig.5.5. It is clear
that MVU and LTSA are highly sensitive to noise; LLE has been affected too, but still
its embedding is acceptable. In contrast, IPA, TesseraMap and Isomap have been able to
cancel the effect of noise, and result in the expected embedding (i.e. the results shown in
the first row). The main reason that MVU is not able to tolerate this small amount of noise
is that the noise makes some short-cuts on the surface of the manifold, which forces MVU
to bend the manifold on itself. If a large neighborhood size (k > 50 ) were considered for
LTSA, the effect of noise might have been reduced; however, the set of neighboring points
of each point would not form a low-rank (here two-dimensional) affine subspace, and the
embedding could ruin the pattern of the data.
Low sensitivity to data distribution
We used the non-noisy manifold of the previous experiment, to investigate the effect of
non-uniform sampling on the embedding. This time, we drew 1350 points from one half
of the manifold (purple side), and 150 points from the other half (red side), as shown in
Fig.5.5 (bottom-left). That is, the density of the points in the first half of the manifold
is 9 times the density of the other half. Unlike the result of the previous experiment, this
time the embedding of MVU is acceptable, but the results of Isomap, LTSA and LLE have
been distorted. The embeddings are depicted in the bottom row of Fig.5.5. This simple
experiment illustrates that the embeddings of Isomap, LTSA, and LLE depend on the
distribution of data and therefore, different sampling from the same manifold may change
their results. In contrast, IPA, TesseraMap, and MVU are robust with respect to sampling
and data distribution.
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Rank minimization
The third toy example that we used, was a star-shaped object consisting of four twisted
rectangular segments joining in its center in a three-dimensional space (depicted in Fig.5.6).
It has been shown ([55]) that the methods which unfold by maximizing the variance (for
example, MVU), fail to embed this simple dataset into low dimensions. Applying MVU
to this set resulted in a three-dimensional star, which is shown in Fig.5.6 (right). Thus,
applying PCA to obtain the final embedding in two dimensions will change the length of
the segments and so the distances cannot be preserved.
The result of TesseraMap is depicted in Fig.5.6 (middle). Since TesseraMap unfolds
by maximizing the variance, it has the same issue as MVU and its embedding is not of
rank two. However, TesseraMap uses the idea of tessellation, and since attaching each two
neighboring tesserae is similar to attaching the patches in IPA, this method tends to align
the tesserae. Therefore, in this embedding, the third eigenvalue of the covariance matrix
of the points is smaller than that of MVU. That is, in TesseraMap, the third dimension
contains less information, compared to MVU. It is clear that IPA has perfectly embedded
the star in the target dimensionality (r = 2), and has been able to preserve the length of
the segments. This experiment simply shows a major difference between the approaches
for minimizing the rank.
5.2.2 Real World Image Sets
After inspecting the characteristics of IPA on the synthetic datasets, and comparing it to
TesseraMap and also the other methods, we conducted some experiments on the real-world
image datasets. We studied the quality of embedding on two real-world datasets. Since
real data usually has a complex structure, LDLC is applied for clustering the data points
into low-dimensional patches.
Visualizing the Frey face images
The first dataset consisted of 1965 face images in different moods. These images were
partitioned into 30 patches of dimensionality r = 2. LDLC was applied with 10 random
seeds, which in total took 23 seconds, and then IPA embedded the images in 5 seconds.
The resulting embedding is shown in Fig.5.7, where the orientation of the faces is totally
captured, while the images showing similar moods are gathered together.
116
Figure 5.6: A three-dimensional star-shaped object and its embedding by IPA, TesseraMap
and MVU, with their eigenvalue spectra.
To study the effect of target dimensionality on the rank of final embedding, we repeated
this experiment for r = 2, 3, . . . , 7, and for each value of r, we computed the eigenvalue
spectrum of the embedded points separately. For each spectrum, we calculated the per-
centage of variance covered in each dimension. The results are depicted in Fig.5.8. For
example, when the target dimensionality was set to two, the final embedding was of rank
four, and PCA was able to capture 80% of the total variance, or when r = 8, the rank of
the final embedding was 14, and embedding in seven dimensions could cover at least 90%
of the data variation. In Fig.5.8, it can be seen that the rank of the final embedding is
always close to the target dimensionality, which in fact validates Theorem 1 in practice.
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Figure 5.7: Embedding Frey face images into two dimensions by IPA.
Visualizing the MNIST Dataset
For the last experiment on the images, to challenge IPA on a complex dataset, we considered
MNIST, which contains many handwritten samples of all digits. As discussed in Chapter 4,
for this dataset, instead of one underlying manifold, there exists a union of manifolds from
which the images are sampled. In Chapter 3 we showed the embedding of these manifolds
separately, and also for digits 3, 6, and 9 together. Like TesseraMap, IPA preserves the
local distances; thus, for the same reason that we explained for TesseraMap, we do not
expect to observe that IPA separates all of the digit classes in its embedding. However,
since TesseraMap was able to embed the underlying manifolds of digits 3, 6, and 9 all
together, we conducted the same experiment on IPA.
From those three digits, we took 1500 samples. These points were partitioned into 30
patches for IPA, and then embedded by different methods. The first two dimensions of
the embedding were used for visualization in Fig.5.9 where the samples of each digit are
shown with a different color. In addition, some of the images are shown in Fig.5.10. In the
embedding of IPA, the variation of the images is considered, while the samples of different
digits are clearly separated.
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Figure 5.8: The resulting eigenvalue spectra of the embedded Frey images for different
target dimensionalities.
In this experiment, it is clear from the results that the underlying manifold of these three
digits are connected to each other; however, tSNE has separated them in the embedding.
Therefore, its embedding does not represent the true pattern of the original data. To study
the quality of the different embeddings in this experiment, we computed the MRRE and
KNN Intersect measures for each method. Moreover, to see the effect of r, we repeat the
experiment for r ∈ {2, 3, 5, 10}. It is important to note that the intrinsic dimensionality
of these manifolds is more than 50, and consequently, the task of dimensionality reduction
on this set is really challenging. The results are shown in Fig.5.11.
As shown, when the target dimensionality is low (i.e. r = 2 or r = 3), since the loss
of information is high - especially for IPA in applying PCA to form the patches - the
neighborhoods are not preserved completely. But, as the target dimensionality increases
toward the intrinsic dimensionality of the data, IPA outperforms the other methods.
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Figure 5.9: The embedding of three digits 3-6-9 from the MNIST dataset in two dimensions
by different methods. From each of the digits 500 data points have been used as the input.
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Figure 5.10: The visualization of the images of 3,6, and 9 from the MNIST dataset in two
dimensions. For each different method some sample images of the digits are shown.
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Figure 5.11: Measuring the quality of embedding for different methods applied to MNIST,
for the target dimensionality r = 2, 3, 5, and 10. First column of the plots shows the
k-nearest neighbor intersection error, and the second and third columns show the mean
relative rank error of the original space and the embedding space respectively. The plots
in each row represent the measurements for one target dimensionality.
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5.2.3 Protein Structure Determination
Computing the three-dimensional structure of biomacromolecules such as proteins is one
of the most important and challenging problems in structural bioinformatics. In protein
Nuclear Magnetic Resonance (NMR), the structure of a protein is calculated from a set of
experimentally-determined short-range upper bounds between proximal hydrogen atoms
and the domain knowledge about proteins, such as bond angles and bond lengths [24].
Theoretically, any distance preserving dimensionality reduction method can be employed
to compute the three-dimensional coordinates of the atoms in a protein. However, since
the size of protein molecules, i.e., the number of atoms, is usually in the range of a few
thousands, the scalability of the employed method is crucial. Therefore, employing cur-
rent distance preserving methods, such as MVU, for determining the three-dimensional
structure of a large protein molecule is usually very time-consuming.
Here, we observe that IPA is naturally suitable for the protein structure determination
problem. Based on the domain knowledge, all the pairwise distances between the atoms
within certain substructures of protein molecules, such as peptide planes, tetrahedral car-
bons, and aromatic rings are completely known. IPA considers these substructures as
the low-dimensional patches of data and treats them as rigid parts. Consequently, each
protein molecule is virtually considered as a set of interconnecting patches [1]. The neigh-
boring patches have one or more atoms in common, for example, two consecutive peptide
planes can be modeled as two patches that share the corresponding alpha carbon. More-
over, based on the short-range upper bounds between the hydrogen atoms, the distances
between hydrogen atoms are constrained.
Interestingly, not only can IPA be employed for the protein structure determination
problem, but it can also significantly reduce the problem size. Imagine the planar indole
functional group in the Tryptophan side chain that contains 16 atoms; this group is, in
fact, a two-dimensional patch and hence, can be represented by two columns of a matrix
Ri. That is, the size of the PSD variable is only increased by two, instead of 16.
We tested IPA on several protein datasets made from the protein structures deposited
in the Protein Data Bank [7]. These datasets were made as follows: (i) the downloaded
structures were parsed and the ground-truth coordinates were recorded, (ii) all hydrogen
atom pairs closer than 6 A˚ were enumerated, and to make the test more realistic half of
the pairs were randomly discarded, and (iii) upper bounds were formed by adding 10%
multiplicative noise. We assume that IPA has access to all the protein conformation-
independent distances between atoms as the domain knowledge. Based on that, to solve
the protein structure, we first form the patches of the input protein molecule and then
determine their shared points.
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Some of the solved structures together with the reference structures from PDB are
shown in Fig. 5.12. As can be seen in this figure, for each case, the two structures are very
close, which shows that IPA was able to mitigate the effect of the added noise to the upper
bounds. It is important to note that many other methods, such as LTSA, LLE, and tSNE,
are not suitable to be used in this application.
5.3 Conclusion and Discussion
We proposed Isometric Patch Alignment (IPA) as a novel dimensionality reduction method
with a low computational cost. In IPA, the input data is first partitioned into a number of
clusters, from which a set of overlapping low-dimensional patches is created. Then all of
the patches are rearranged such that the shared points between the neighboring ones are
matched accordingly. We showed that the rearrangement can be computed by solving a
small semidefinite program which has a unique solution.
In addition, we proved that stitching two neighboring patches on an adequate number of
common points aligns them in a low-dimensional subspace, which implies that rearranging
the patches of the underlying manifold unfolds it. Finally, by performing a wide range of
experiments, we demonstrated the superiority of IPA to conventional methods in different
applications, including in manifold learning, in data visualization, and also in the protein
structure determination problem.
In the partitioning step, although low-rank clusters are preferred, IPA does not neces-
sarily require the clusters to be low-rank. In fact, any clustering method can be used for
partitioning in IPA. If the points of a cluster lie near a low-dimensional affine subspace
we simply embed them by PCA and compute a low-dimensional patch for that cluster.
However, if the points of a cluster cannot be approximated by any low-dimensional flat,
we should use a nonlinear distance-preserving dimensionality reduction method, such as
MVU or Isomap, for embedding. Generally, if the intrinsic dimensionality of a cluster is
not low, no such dimensionality reduction method is able to embed the cluster to a low-
dimensional patch while the local distances are preserved. In that case, the cluster should
be partitioned further into two or more new clusters; otherwise, due to preserving the local
pattern of the data within the cluster, the dimensionality of its patch cannot be low, which
may increase the dimensionality of the final embedding by IPA.
In Alg.5, the target dimensionality, r, is a given input. For convenience, we assumed
that r is constant for all of the patches. However, it is possible to consider a different
dimensionality for each patch. That is, one may consider an intrinsic dimensionality ri for
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Figure 5.12: Superimposition of protein structures determined by IPA in orange and ref-
erence structures from PDB in green.
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cluster Ci; therefore, its points would be embedded into an ri× |Ci| patch Pi. In that case,
the entire argument of this chapter is still valid, with small modifications, namely on the
definition of the selection matrix Ei and also on the constraint matrix.
During rearrangement, the pattern of data is completely preserved inside the patches;
however, it can be distorted along the border of the patches, where they are stitched
together. For a non-flat cluster, this distortion is more evident if the size of the cluster is
larger. This is the main reason why a divide and conquer approach, based on only a small
number of clusters (in an extreme case, by dividing the manifold into two pieces), would
fail, and hence, it is suggested that more clusters be used for the complex manifolds.
Theorem 1 explains that stitching two neighboring patches aligns them. Using this
theorem, it is evident that if the neighborhood graph G is a tree, the unfolded manifold will
be constructed exactly in an r-dimensional subspace of the unfolding space. Nevertheless, if
G contains cycles, more than r dimensions are needed to represent the unfolded manifold.
Based on our experiments, we observed that in practice, the maximum dimensionality
needed to represent the unfolded manifold is 2r.
Interestingly, from Eq.5.14 we can simply compute the Gram matrix of the embedded
points as G = Y>Y = F(X)>AF(X). It shows that the Gram matrix G is linearly related
to the PSD matrix A. This gives flexibility in modifying the optimization problem of IPA;
for example, one can add the trace of G (i.e. the objective of MVU) in the cost function.
In addition, it is possible to add new constraints, such as upper-bounds on the distances,
or even to add angle constraints.
Last, it should be mentioned that one can use IPA for mapping out-of-samples. For
a given out-of-sample test point x, it is enough to decide which clusters or patches it
belongs to. Then, based on Eq.5.13, the new coordinates of the point x are obtained from
y = 1
mx
∑
∀i: x∈Ci Rifi(x) + ti, or simply by assuming a single cluster for each test point
we have x ∈ Ci ⇒ y = Rifi(x) + ti. Therefore, IPA, similar to EAT and TesseraMap, is
capable of handling out-of-samples.
126
Chapter 6
Conclusion and Discussion
We have proposed three novel methods for dimensionality reduction and also developed
a new technique for subspace clustering. In all of these methods, we modeled the high-
dimensional input data from a geometric point of view. That is, we assumed that there
exists an underlying manifold from which the input data points have been sampled. We
provided three solutions for unfolding the underlying manifold, thereby reducing the di-
mensionality, in which the local distances are preserved. All of these solutions were formu-
lated as instances of semidefinite programming. Despite similar approaches, our proposed
methods have distinct motivations and address different shortcomings in dimensionality
reduction.
Our first proposed method in dimensionality reduction is Embedding by Affine Trans-
formations (EAT). The capabilities of linear and nonlinear methods are combined in EAT.
This method computes a linear transformation for unfolding, which can be used to map
out-of-samples. We explained that EAT can be kernelized, such that, unlike the other
kernel methods, unfolding does not depend on the choice of kernel. That is, EAT is able
to nonlinearly map the new samples.
The second method that we proposed for dimensionality reduction is TesseraMap.
TesseraMap shares the same approach with EAT in solving the problem; however, it does
so with a dramatically enhanced scalability. While the high computational cost of solving
SDP in EAT limits the number of input points to, at most, 1000 samples, in TesseraMap
datasets consisting of 50,000 points can be handled in less than ten minutes. The scala-
bility of TesseraMap is not only an improvement compared with EAT; it is generally an
asset in dimensionality reduction, considering that most prominent methods, especially the
distance preserving techniques, cannot embed more than 10,000 points.
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Both EAT and TesseraMap compute a linear mapping that, when applied, pulls the
non-neighboring points apart, thereby unfolding the underlying manifold. Although this
approach is computationally efficient for relaxing rank optimization, it does not guarantee
the generation of an embedding with the lowest possible rank. Hence, we proposed Iso-
metric Patch Alignment (IPA), which constructs an unfolded instance of the underlying
manifold by partitioning the manifold to a number of overlapping flat patches and aligning
them together. We showed that in some cases, the rank of the final embedding by IPA can
be lower than that of TesseraMap. Note that IPA and TesseraMap employ similar tech-
niques for reducing the computational complexity of their convex optimizations, although
in practice, the ratio of the number of data points that IPA can embed, with respect to
TesseraMap in the same amount of time, is about 100.
In addition to these three methods in dimensionality reduction, we have proposed
a novel technique in subspace clustering, called Low Dimensional Localized Clustering
(LDLC). This method finds clusters of the high-dimensional input points, such that each
cluster not only can be modeled by a low-dimensional affine subspace, but can also form
a localized subset of the underlying manifold of the data. The clustering result of LDLC
is an invaluable asset for both IPA and TesseraMap. In addition, we showed that this
method has the potential for many applications in machine learning.
We tested all the proposed methods in practice, and ran several experiments on both
synthetic and real-world datasets to study their functionalities. Many comparisons to other
prominent methods have been conducted, and the results have been analyzed qualitatively
and quantitatively. We believe the final outcome of the research for this thesis, IPA, is
superior in both efficiency and quality of embedding compared with all other existing
dimensionality reduction methods.
6.1 Future Work
We proposed four methods for handling high-dimensional data in machine learning, each
of which can be extended further or in other directions. In addition, new questions arise
with potential answers which may motivate new areas of research. We list some of these
directions and questions:
• What kind of kernel function would work well with EAT and TesseraMap? Although
we explained that having full-rank kernel matrices is beneficial for embedding, we
showed some examples in which rank-deficient kernel matrices could work as well.
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One might expect to observe less over-fitting by using rank-deficient kernels. There-
fore, perhaps by using a mixture of kernels, it might be possible to maintain a balance
between over-fitting and unfolding.
• Can we sensibly define an embedding error for dimensionality reduction? Is there
a bound for this error on the embeddings produced by the proposed dimensionality
reduction methods? Conducting this kind of analysis even on a simple manifold, for
example a Swiss-roll, can be beneficial.
• How can we run these methods on a set of parallel processors? We expect that the
iterative nature of LDLC is suitable for parallel processing. Also, the clustered form
of IPA and TesseraMap can be an advantage in designing a parallel algorithm for
dimensionality reduction.
• Is it possible to propose an algorithm for LDLC using convex optimizations?
• Is there a way to partition input data into low-rank clusters, such that the points
of each cluster are sampled from a convex subset of the underlying manifold? It is
beneficial to have an algorithm which, similar to k-means, partitions the input space
into convex regions, and meanwhile, minimizes the ranks of the output clusters.
• Is it possible to extend or modify IPA from a probabilistic point of view, rather than
from a geometric point of view? For example, one might start by considering different
latent variables and by mixing them, find a low-dimensional representation for the
data.
• Is there a bound for the rank of embedding produced by EAT, IPA, or TesseraMap?
Suppose a manifold is given by its mathematical formulation. How large is the rank
of embedding produced by these methods, considering infinitely many samples from
the manifold?
• Is there a method to reduce the distortion in the data pattern along with the border of
two neighboring patches in IPA? In IPA, we map each shared point to the mean of its
coordinates in the different patches. A nonlinear combination of these coordinates
might possibly improve the results. That is, one could exploit other methods for
stitching the patches, which may result in new dimensionality reduction methods.
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