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Abstract
Assume ZF(j) and there is a Reinhardt cardinal, as witnessed by the
elementary embedding j : V → V . We investigate the linear iterates
(Nα, jα) of (V, j), and their relationship to (V, j), forcing and definability,
including that for each infinite α, every set is set-generic over Nα, but Nα
is not a set-ground.
Assume second order ZF. We prove that the existence of super Rein-
hardt cardinals and total Reinhardt cardinals is not affected by small
forcing. And if V [G] has a set of ordinals which is not in V , then V [G]
has no elementary embedding j : V [G]→M ⊆ V (even allowing M to be
illfounded). 1
1 Introduction
A Reinhardt cardinal, introduced by William Reinhardt in [11] and [12], is the
critical point of an elementary embedding j : V → V . Kunen showed in [9]
that if V |= ZFC then there is no such j. So Reinhardt embeddings (that
is, j : V → V ) are considered with background theory ZF(j) (for the basic
definitions §1.1 below), possibly augmented with fragments of AC. We work
throughout in ZF or variants thereof such as ZF(j) or ZF2, indicating any choice
assumptions where they are adopted.
This paper primarily investigates the iterates of V under an elemenetary
j : V → V . Let M0 = (V, j). In Definition 3.2 we define the αth iterate
Mα = (Nα, jα) of M0 for each α ∈ OR. These are analogous to the iterates of
(L(Vλ+1), k) in the context of I0, investigated by Woodin in [20], and Moham-
mad Golshani posed a question of the nature of the Mα on the discussion board
Mathoverflow.
∗Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Founda-
tion) under Germany’s Excellence Strategy EXC 2044-390685587, Mathematics Mu¨nster:
Dynamics-Geometry-Structure.
1 This paper originates from a set of rather informal notes [16], published on arxiv.org
(v1 of arXiv:2002.01215). The current paper is vn of (the same) arXiv:2002.01215, where
n > 1. Some of the results from the original notes, regarding definability and constructibility
of embeddings j : Vδ → Vδ and related facts, and those on extenders under ZF and definability
of V -critical points from a proper class of weak Lo¨wenheim Skolem cardinals, are to appear
in the papers [6] and [14]. The original notes together with some errata can be seen at
https://sites.google.com/site/schlutzenberg/home-1, but it is in general better to refer to the
current paper and the two just cited. Of course, the original notes also remain available on
arxiv.org, as mentioned above.
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In [7], many variants of and facts related to Kunen’s ZFC inconsistency
result are discussed. This paper makes a contribution toward understanding
those issues under ZF, a question posed in [7]. The analysis of the iterates Mα
will show that some of the conclusions proven in [7] fail in a strong way under
ZF(j) + j : V → V . On the other hand, we are able to establish a partial ZF
generalization of Woodin’s ZFC theorem [7, Theorem 5] excluding elementary
j : V [G]→ V .
We prove the following facts. In Theorem 3.14, we show that every set is
set-generic over Nα. The key to this is using a slight variant of a forcing due to
Schindler (the latter being related to the Bukowsky forcing, and also to Vopenka
and the extender algebra). In particular, for the iteration map i0α : V → Nα,
i0α ↾ Vβ is set-generic over Nα, and this has the consequence that there are
interesting generic extensions of V , including that cr(j) is a virtual Berkeley
cardinal (see Definition 3.15 and Corollary 3.16). In Theorem 3.19, we show
that, however, for α ≥ ω, Nα is not a set-ground of V (note Nn = V for
n < ω). It is well known that every set is also set-generic over HOD. We show
in Theorem 3.7 that HOD ⊆ Nω, and in fact Hull
(V,Mω)(Nω) = Nω (where the
hull is computed in V , with the predicate Mω (including jω) from parameters
in Nω), but there are α ∈ OR with HOD 6⊆ Nα.
By [7, Theorem 12], under ZFC2, if j : V → M is elementary with M
transitive then V = HullV (rg(j)). This fails trivially in the case that (V, j) |=
ZFR (where M = V ), since then HullV (rg(j)) = rg(j). However, because
HullV (Nω) = Nω, we get a non-trivial failure, as we have the iteration map
i0ω : V → Nω, and Nω 6= V . We will also prove a stronger fact in Theorem
3.21, that for every set X , V 6= Hull(V,Mω)(Nω ∪X). At the same time we will
establish a strengthening of Suzuki’s theorem [17] that j is not definable from
parameters (which was strengthened in other ways in [6] and [14]): we show
that j ↾OR is not definable from parameters and the predicate (Nω, jω).
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It follows in particular that if there is a Reinhardt, then for all sets X ,
V 6= HOD(X). And if V is total Reinhardt or there is a Berkeley cardinal, a
similar proof gives that V 6= HODA(X) for any class A and set X . But in fact
much more is now known; see Remark 3.22.
In §4 we prove some facts regarding small forcing and (very) large cardi-
nals. Theorem 4.6 asserts that if P ∈ V and G is (V,P)-generic and (V [G], j) |=
ZFR+“P is wellorderable and card(P)+-DC holds”, then (V, j ↾V ) |= ZFR. As-
sume ZF2. By Theorem 4.7, if G is set-generic over V and V [G] has a super
Reinhardt cardinal, then so does V . A similar fact is proven for total Rein-
hardtness. Theorem 4.4 is a variant of the ZF+ DCδ ground definability result
of Gitman-Johnstone [2], in which we assume some DC in the generic extension,
but not (at least not explicitly) in the ground model (but we assume that the
forcing in question is small).
Theorem 2.3 is a generalization of Woodin’s ZFC2 theorem [7, Theorem 4]
that if G is set-generic over V then there is no elementary j : V [G] → V . We
prove assuming ZF2 that if G is set-generic over V and V [G] has some set of
ordinals not in V , then there is no elementary j : V [G]→M ⊆ V , even allowing
M to be illfounded. This fact appears to be new even in the ZFC context; the
2The fact that j ↾ OR is not definable over V from parameters (but without any extra
predicate) can be established by essentially standard methods, but by a method closer in
nature to the one we give here for the more general fact, than it is to Suzuki’s; see Remark
3.20.
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results in [7] seem to rely on stationary set combinatorics which does not seem
to be available in this generality.
There are many questions that are open, and some of these are mentioned
throughout. We would like to thank Gabriel Goldberg and Toshimichi Usuba
for their feedback regarding certain questions in the notes [16] (upon which the
material here is based), and other helpful suggestions.
1.1 Basic definitions
OR denotes the class of ordinals and Lim the limit ordinals.
The language LA1,...,An of set theory with predicates A1, . . . , An is the first or-
der language with binary predicate symbol ∈ and predicate symbols A1, . . . , An.
The theory ZF( ~A) is the theory in L
∈, ~A
with all ZF axioms, allowing all formu-
las of L
∈, ~A
in the Separation and Collection schemes (so each Ai represents a
class).
ZFR (ZF+ Reinhardt) is the theory ZF(j˜)+“j˜ : V → V is Σ1-elementary”.
And ZFR(A) is the theory ZF(j˜, A)+“j˜ : (V,A) → (V,A) is Σ1-elementary”.
Essentially by [8, Proposition 5.1], ZFR(A) proves j˜ is fully elementary (as a
theorem scheme).
Second order set theory is denoted ZF2 (see [1]). Models are of the form
(V,∈, P ), where (V,∈) |= ZF and P is a collection of classes/subsets of V ,
satisfying the ZF2 axioms. Given a transitive W and P ⊆ P(W ), we write
(W,P ) |= ZF2 iff (W,∈, P ) |= ZF2. When we “work in ZF2”, we mean that we
work in such a model W , and all talk of proper classes refers to elements of P .
Let δ ∈ Lim. The cofinality of δ, regularity, singularity are defined as usual
(in terms of cofinal functions between ordinals). We say δ (or Vδ) is inaccessible
iff there is no (γ, f) such that γ < δ and f : Vγ → δ is cofinal in δ.
Work in ZF2. Then κ ∈ OR is Reinhardt iff there is a class j such that
(V, j) |= ZFR and κ = cr(j). Following [1], κ ∈ OR is super-Reinhardt iff for
every λ ∈ OR there is a class j such that (V, j) |= ZFR and cr(j) = κ and
j(κ) ≥ λ. And OR is total Reinhardt if for every class A there is κ ∈ OR such
that κ is (< OR, V, A)-reflecting, meaning that for every λ ∈ OR there is a class
j such that (V, j, A) |= ZFR(A) and cr(j) = κ and j(κ) ≥ λ. And δ is Berkeley
if for all transitive sets M with δ ∈ M , and all η < δ, there is an elementary
j :M →M with η < cr(j) < δ.
Let j : Vδ → Vδ or j : V → V be Σ1-elementary, for a limit δ or δ = OR.
We write κ0(j) = cr(j) and κn+1(j) = j(κn(j)) and κω(j) = supn<ω κn.
Let C be a class. Then ODC(X) denotes the class of all sets y such that y
is definable from the predicate C and parameters in OR ∪X . And HODC(X)
denotes the class of all y such that the transitive closure of {y} is ⊆ ODC(X).
And OD(X) = OD∅(X) and HOD(X) = HOD∅(X). And for a structure M
and X ⊆ M , HullM (X) denotes the collection of elements x ∈ M such that x
is definable over M from (finitely many) parameters in X .
2 Generic j : V [G]→M ⊆ V
Woodin proved the following theorem:
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Fact 2.1 (Woodin). Assume ZFC. Let G be set-generic over V . Then there is
no elementary j : V [G]→ V .
Of course in the case that G ∈ V , this reduces to Kunen’s inconsistency.
There are also various generalizations of this result in [7]. We generalize this
theorem below in a few ways. First, we replace the assumption that ZFC holds
in V with ZF plus the requirement that G adds a set of ordinals to V (which
of course holds in the ZFC context, if G /∈ V ). Second, we only require that
M ⊆ V , not that M = V or M is eventually stationarily correct or anything
further, and so in particular, we allow M to be illfounded. The proof also gives
an alternate proof of Woodin’s result, for the case that G /∈ V ; note that we do
not use any stationary set combinatorics. The same kind of argument can be
used in certain other places where the stationary set argument is traditionally
used, for example, in Usuba’s ZFC proof that the mantle coincides with the
κ-mantle if κ is extendible.
Lemma 2.2. Assume ZF. Let G be (V,P)-generic for some forcing P ∈ V
and let α ∈ OR. Let θ ∈ OR be such that V has no surjection P<ω × α → θ.
Suppose (M,E,N, j) are such that M,E ∈ V and N, j ∈ V [G], N is transitive
and rudimentarily closed, HVθ ⊆ N , and j : (N,∈) → (M,E) is elementary.
(Note we allow (M,E) to be illfounded.) Then:
1. j ↾α ∈ V ,
2. P(α) ∩N = P(α) ∩ V .
Proof. Part 2: This follows directly from part 1. For P(α) ∩ V ⊆ HVθ ⊆ N by
assumption, and supposing X ∈ N ∩ P(α), for each ξ < α, we have
ξ ∈ X ⇐⇒ N |= “ξ ∈ X” ⇐⇒ (M,E) |= “j(ξ) ∈ j(X)”,
but since (M,E) ∈ V and j ↾α ∈ V (by part 1), therefore X ∈ V .
Part 1: We prove a couple of claims.
Claim 1. V [G] |=“there is no surjection f : P<ω × α→ θ”.
Proof. Suppose otherwise, and fix f˜ ∈ V with f˜G = f and p0 ∈ G such that
p0 P“f˜ : Pˇ
<ω × αˇ → θˇ is surjective”. We define a function g ∈ V . For
(p, ~q, ξ, γ) in P× P<ω × α× θ, set
g(p, ~q, ξ) = γ ⇐⇒ p ≤ p0 and p P f˜(~ˇq, ξˇ) = γˇ.
Note A = dom(g) ⊆ P× P<ω × α and g : A→ θ is surjective, impossible.
In V [G], we have j ↾ θ : θ → ORM . Fix k˜ ∈ V with k˜G = j ↾ θ and p0 ∈ G
with p0 P“k˜ : θˇ → OR
Mˇ”. 3 Working in V , for p ∈ P with p ≤ p0, define
Xp ⊆ θ and jp : Xp → OR
M the function giving all values of k˜ decided by p;
that is, for ξ < θ,
jp(ξ) = x ⇐⇒ x ∈ OR
M and p
P
k˜(ξˇ) = xˇ,
and Xp = dom(jp). So Xp, jp ∈ V .
3Here ORM = {x ∈M
∣∣ (M,E) |= “x is an ordinal”}, and M might be illfounded.
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Claim 2. There is p ∈ G such that p ≤ p0 and Xp has ordertype β > α.4
Proof. We have θ =
⋃
p∈G,p≤p0
Xp. Suppose the claim fails. In V [G], define
a surjection f : P × α → θ by setting f(p, ξ) = the ξth element of Xp, in the
case that Xp is defined and has ordertype > ξ, and f(p, ξ) = 0 otherwise. This
contradicts Claim 1.
So fix p as in Claim 2. Let α′ be the αth element of Xp. So Y = Xp ∩ α′
has ordertype α. Let π : α → Y be the increasing enumeration of Y . Then
α, Y, π ∈ HVθ ⊆ N . Since N is transitive,
N |= “π : α→ Y is the increasing enumeration of Y ”,
so applying j,
(M,E) |= “j(π) : j(α)→ j(Y ) is the increasing enumeration of j(Y )”.
Let jY = j ↾Y ∈ V = jp ↾Y ∈ V . Note that jY (π(ξ)) = j(π(ξ)) = j(π)(j(ξ))
for each ξ < α,5 and so6 j ↾α = j(π)−1◦jY ◦π, and since jY , π, j(π), (M,E) ∈ V ,
we get j ↾α ∈ V .
From the lemma, we can deduce:
Theorem 2.3. Assume (V, P ) |= ZF2. Let G be (V,P)-generic for some P ∈ V .
Suppose there are α ∈ OR and X ⊆ α with X ∈ V [G]\V .
Then there is no (j,M) ∈ P [G] with M ⊆ V and j : V [G]→M elementary.
Hence, there is no j ∈ P [G] such that j : V [G]→ V is elementary.
Question 2.4. Is it consistent that there is j : V [G] → M ⊆ V as in the
statement of Theorem 2.3, if we instead have P(α)∩V [G] ⊆ V for each α ∈ OR?
Does it follow that V <OR ∩ V [G] ⊆ V ? What about in the case that M = V ?
What about the converse direction, i.e. an embedding j : V → V [G], where
G is set-generic over V |= ZF?
In the next section we will see that if ZFR is consistent, then one can get
j : V → M ( V where every set is (individually) set-generic over M ; this fact
should be compared with [7, §4].
3 The iterates of (V, j)
3.1 Basic properties
Remark 3.1. As the reader familiar with inner model theory will see, the
methods in this section are heavily based on analyses of HOD via direct limit
systems of mice, and related methods from the study of Varsovian models. The
present context actually provides a nice introduction to some of those ideas,
which avoids various issues (iteration trees, fine structure, comparison).
4Note that the proof does not use AC.
5Here j(pi)(j(ξ)) is a slight abuse of notation; it should really be (j(pi)(j(ξ)))M , i.e. the
x ∈M such that M |=“x = j(pi)(j(ξ))”.
6 The notation “j(pi)−1” involves a similar abuse.
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We start with an easy observation. Assume (V, j) |= ZFR and let λ = κω(j).
Then for each X ∈ Vλ (i) there is no cofinal f : ω → λ with f ∈ ODX , and (ii)
j ↾λ /∈ ODX .
For suppose f is ODX . Then there is in fact some such f which is definable
from (X,λ), by minimizing on other ordinal parameters. Taking n < ω large
enough, then jn(X) = X , so jn(f) = f , so jn(f(k)) = f(k) for each k < ω. But
rg(f) is unbounded in λ, and λ is the least fixed point of jn which is > cr(jn),
a contradiction. And from j ↾λ we can define 〈κn〉n<ω, which we have just seen
is not ODX , so j ↾λ is not ODX .
Now in the study of L(Vλ+1) under I0, (see [20], for example), the iterates of
(L(Vλ+1), j) are an important focus. And Mohammad Golshani asked, on the
discussion board Mathoverflow, what properties might hold of the intersection
of the models Nα which we now define.
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Definition 3.2 (Iterates Mα). Assume (V, j) |= ZFR. Set M0 = (V, j). We
define, for α ≤ β ∈ OR, the αth iterateMα = (Nα, jα), where Nα is a transitive
proper class and jα : Nα → Nα a Reinhardt embedding of Nα (so (Nα, jα) |=
ZFR) and iαβ :Mα →Mβ is elementary (literally a class functionNα → Nβ , but
elementary with respect to the predicates jα, jβ), and such that iαγ = iβγ ◦ iαβ
for all α ≤ β ≤ γ, and iαα = id, as follows. Given Mβ, set Mβ+1 = (Nβ , jβ(jβ))
and iα,β+1 = jβ ◦ iαβ . Given Mβ for all β < η where η is a limit, set Mη as the
direct limit, and iαη the direct limit map.
By elementarity, Nα is extensional. Assuming that Nα is wellfounded, we
identify it with its transitive collapse.
We introduce some symbols to the ZFR language to express these notions in
formal language. For example, M˜ represents the function α 7→Mα defined under
ZFR as above. So with the models above and α ∈ ORV , we have (M˜α)(V,j) =
Mα, and if Mα is wellfounded then (M˜β)
Mα = Mα+β . We write N˜α, j˜α, i˜αβ
similarly. (This literally overloads the symbol j˜ with two interpretations, but
when we write j˜ without a subscript, it always refers to the original function
j˜0.) ⊣
We now work in a model (V, j) |= ZFR.
As pointed out by Hamkins on Mathoverflow (see Footnote 7), the usual
proof of linear iterability with respect to a single normal measure gives the
following (iterability also holds in the I0 case and generalizations thereof, but
the proof is finer there; see [20] and [15]):
Lemma 3.3. For all α ∈ OR, Mα is a wellfounded (we take it transitive),
Mα = (Nα, jα) |= ZFR, and iβα :Mα →Mβ is elementary and ∈-cofinal.8
Proof. Everything is proved by induction. We get the elementarity because
M0 = (N0, j0) |= ZFR, so for each n < ω there is a club class of α such that
(V N0α , j ↾V
N0
α ) 4n (N0, j), which easily gives that i01 is elementary with respect
to M0,M1, not just N0, N1, and likewise for larger indices.
7For the discussion see https://mathoverflow.net/questions/185253/reinhardt-cardinals-
and-iterability. Note there is a slight difference in notation; we are writing Nα for what
he refers to as Mα there.
8Note that the elementarity is with respect to Mα = (Nα, jα) and Mβ = (Nβ , jβ), not just
Nα, Nβ .
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Now suppose that η ∈ OR and Mη is illfounded, and η is least such. Then
ORMη is illfounded (consider ranks of elements). Since Mα+1 and Mα have the
same universe, η is a limit ordinal. Let λ ∈ OR be least with i0η(λ) in the
illfounded part of ORMη . There is α < η and λ1 ∈ OR such that λ′ = i0α(λ) >
λ1 and iαη(λ1) is in the illfounded part of Mη. Let η
′ = i0α(η) ≥ η. By
elementarity of i0α, Mα |=“η′ is the least γ ∈ OR such that M˜γ is illfounded”.
Since Mα is wellfounded, (M˜β)
Mα = Mα+β and α + η
′ = η, so η′ = η and
M˜Mαη = Mη. By elementarity, Mα |=“λ
′ is the least ξ ∈ OR with i˜0η(ξ) in the
illfounded part of M˜η”. But i˜
Mα
0η = iαη, and we chose α with iαη(λ1) in the
illfounded part of Mη, a contradiction.
Lemma 3.4. Let x ∈ Mω and m < ω with x ∈ rg(imω). Then imn(x) = x for
all n ∈ [m,ω).
Proof. Let x¯ be such that imω(x¯) = x. Then Mm |=“x = i˜0ω(x¯)”, so letting
(x¯′, x′) = imn(x¯, x), elementarity gives Mn |=“x
′ = i˜0ω(x¯
′)”, but i˜Mn0ω = inω, so
by commutativity, x′ = imω(x¯) = x.
By the lemma, the following definition makes sense:
Definition 3.5. For x ∈ Mω let x∗ = limn<ω inω(x) = imω(x) for any/all
m < ω with x ∈ rg(imω). ⊣
Lemma 3.6. For x ∈Mω, we have x∗ = iω,ω+ω(x) = i˜0ω
Mω
(x).
Proof. Given x, let x¯ and m < ω with imω(x¯) = x. Then Mm |=“˜i0ω(x¯) = x”,
so since x∗ = imω(x), by elementarity we have Mω |=“˜i0ω(x) = x∗”, but i˜
Mω
0ω =
iω,ω+ω, so iω,ω+ω(x) = x
∗.
We now establish that Nω is closed under definability in V . Note that the
notation Hull(V,Mω)(X) refers to definability in V with Mω as a predicate, from
parameters in X .
Theorem 3.7. Let κn = cr(jn) and λ = κω(j). Then:
1. HOD ⊆ HullV (Nω) = Hull
(V,Mω)(Nω) = Nω,
2. V HODλ = V
HODNω
λ and V
HOD
λ+1 ⊆ V
HODNω
λ+1 .
3. λ is greatly Mahlo in HOD and weakly compact in HODNω .
4. λ is Nω-Berkeley in V .
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5. (λ+)HOD ≤ (λ+)Nω < λ+
6. If κ+0 is regular or cof(κ
+
0 ) = κ0 then cof((λ
+)Mω ) = ω.
7. If cof(κ+0 ) < κ0 then cof((λ
+)Mω ) = cof(κ+0 ).
9Note this generalizes the (folklore?) fact that λ is HOD-Berkeley, mentioned in [6, §***].
7
Proof. Part 1: We just need to see that Hull(V,Mω)(Nω) ⊆ Nω. We prove this by
induction on rank of elements of Hull(V,Mω)(Nω). So let X ∈ Hull
(V,Mω)(Nω)
with X ⊆ Nω; we must see that X ∈ Nω. Let ϕ be a formula in LM˙ and
p ∈ Nω be such that for x ∈ Nω, we have x ∈ X iff V |= ϕ(x, p;Mω), with
Mω interpreting the predicate symbol M˙ . Then for n < ω, x ∈ X iff Mn |=
ϕ(x, p; M˜ω) iff Mω |= ϕ(x∗, p∗; M˜ω) iff Mω |= ϕ(˜i0ω(x), i˜0ω(p), M˜ω), so X is
computed by Mω, so X ∈ Nω, as desired.
Part 2: Because limn<ω cr(inω) = λ, we easily have V
HOD
λ = V
HODNω
λ . If
A ∈ V HODλ+1 then just note that A
∗ ∈ HODNω and A∗∩Vλ = A, so A ∈ V HOD
Nω
λ+1 .
Part 3: Since λ = cr(jω) and jω ↾HOD
Nω : HODNω → HODNω is elementary,
we easily get that λ is weakly compact in HODNω , hence greatly Mahlo in
HODNω , which by part 2 implies λ is greatly Mahlo in HOD.
Part 4: By Lemma 3.4, for everyM ∈ Nω, there is n < ω such that jm(M) =
M for all m ∈ [n, ω), and since λ = supm<ω cr(jm), this suffices.
Parts 5–7: These facts now follow easily by considering the direct limit
producing (λ+)Mω . We have (λ+)Mω < λ+ because there is a surjection from
ω × λ→ (λ+)Mω computable directly from the direct limit. If κ+0 is regular or
cof(κ+0 ) = κ0 then jmn (where m ≤ n < ω) is discontinuous at κ
+
m, and since
(λ+)Mω is the direct limit of an ω-sequence of these, this ordinal has cofinality
ω. In the other case, jmn and jmω is continuous at (κ
+
0 ).
Question 3.8. Is/can we have V HODλ+1 = V
HODNω
λ+1 ? Or V
HOD
λ+1 = V
Nω
λ+1? Is λ
Woodin in HOD? Weakly compact in HOD? Reflecting in HOD?10 These
properties seem (to the author) reasonable to ask about, since λ has them in
Mω and HOD ⊆ Mω. If Vλ ⊆ HOD then λ is clearly Woodin in HOD, since it
is Woodin (and more) in Nω.
3.2 Every set is generic over Nα
By Vopenka, every set is set-generic over HOD. Moreover:
Lemma 3.9. Every set in V is set-generic over Mω.
Proof. One way to prove this is to use a Vopenka argument, as done in [15].
But we want to generalize the theorem later to Mα for arbitrary α, and there
we will not have HOD ⊆ Mα. So we use a different argument, which seems to
be more generalizable.
We will show directly that for each β ∈ OR and eachX ⊆ VMωβ , with X ∈ V ,
we can add X set-generically to Mω. This suffices, because letting α ∈ OR, we
can apply this to X = i0ω“Vα, and then V
Mω [G]
α = Vα (and G adds j ↾Vα also).
The forcing P we use is the natural adaptation of Schindler’s forcing (to
appear in [13]) to the current setting (and Schindler’s forcing is related to the
forcings of Vopenka, Bukowsky and Woodin’s extender algebra; cf. 3.23).
Work in Mω. Let L be the class of all infinitary Boolean formulas ϕ in
propositional symbols Px, for each x ∈ Vβ . That is, L is the minimal class
generated by the following rules:
1. For each x ∈ Vβ , we have a corresponding propositional symbol Px ∈ L
(with x 6= y =⇒ Px 6= Py).
10Recall that κ is a reflecting cardinal iff κ is inaccessible and for every stationary A ⊆ κ
there are stationarily many regular κ¯ < κ such that A ∩ κ¯ is stationary in κ¯.
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2. If ϕ ∈ L then ¬ϕ ∈ L.
3. If A is a set and A ⊆ L then
∨
A ∈ L and
∧
A ∈ L.
Working for a moment in a possibly larger universe, given ϕ ∈ L and a set
X ⊆ VMωβ , we define satisfaction X |= ϕ recursively in the obvious manner:
X |= Px iff x ∈ X , X |= ¬ϕ iff ¬(X |= ϕ), X |=
∨
A iff X |= ϕ for some ϕ ∈ A,
and X |=
∧
A iff X |= ϕ for all ϕ ∈ A.
Recall x∗ = iω,ω+ω(x) = i˜
Mω
0ω (x) in M0. Work again in Mω. For ϕ ∈ L, let
Eϕ = {X ⊆ Vβ∗
∣∣ X |= ϕ∗}.
Let L′ be the class of formulas ϕ ∈ L such that Eϕ 6= ∅. Given ϕ, ψ ∈ L
′,
set ϕ ≡ ψ iff Eϕ = Eψ. So there are only set-many (in fact at most Vβ∗+2-
many) equivalence classes. Let P be the partial order whose conditions are the
equivalence classes [ϕ], and with [ϕ] ≤ [ψ] ⇐⇒ Eϕ ⊆ Eψ. This is a partial
order (forcing equivalent to a partial order ⊆ Vβ∗+2).
Now work in V and let X ⊆ Vβ . Let
GX = {[ϕ] ∈ P
∣∣ ϕ ∈ L′ and X |= ϕ}.
Here if ϕ, ψ ∈ L′ and ϕ ≡ ψ then X |= ϕ ⇔ X |= ψ. For suppose that
X |= ϕ ∧ ¬ψ. Let n < ω be large enough that inm(ϕ ∧ ¬ψ) = ϕ ∧ ¬ψ and
inm(β) = β for all m ∈ [n, ω). Then note that
V |= “There is X ′ ⊆ Vβ such that X
′ |= ϕ ∧ ¬ψ”
(as witnessed by X). Therefore, applying inω, we have
Mω |= “There is X
′ ⊆ Vβ∗ such that X
′ |= (ϕ ∧ ¬ψ)∗”.
But then for any such X ′, we have X ′ |= ϕ∗ and ¬(X ′ |= ψ∗) (as (ϕ ∧ ¬ψ)∗ =
ϕ∗ ∧ ¬(ψ∗)), so Eϕ 6= Eψ, a contradiction.
Now we claim that GX is (Mω,P)-generic; and then it is easy to see that
Mω[GX ] =Mω[X ]. For GX is easily a filter, so we just need to verify genericity.
So let D ∈ P(P)∩Mω be dense. We must see that GX ∩D 6= ∅. Note that since
D is a set, for each ξ ∈ OR, Mω has the set
E = {ϕ ∈ L′ ∩ Vξ
∣∣ [ϕ] ∈ D},
and taking ξ large enough, D = {[ϕ]
∣∣ ϕ ∈ E}. Now ∨E ∈ L. We must see that
X |=
∨
E, because then X |= ϕ for some ϕ ∈ E, and therefore GX ∩D 6= ∅.
So suppose X |= ¬
∨
E. Let n < ω with in,n+1(E, β) = (E, β). Then
V |= “There is X ′ ⊆ Vβ such that X
′ |= ¬
∨
E”,
Mω |= “There is X
′ ⊆ Vβ∗ such that X
′ |= (¬
∨
E)∗”.
So ¬
∨
E ∈ L′. By the density of D, there is ϕ ∈ E such that [ϕ] is compatible
with [¬
∨
E]. So let ψ ∈ L′ with [ψ] ≤ [ϕ] and [ψ] ≤ [¬
∨
E]. Then ∅ 6= Eψ ⊆
Eϕ ∩ E¬
∨
E . So let Y ∈Mω, with Y ⊆ Vβ∗ , witness that Eϕ ∩ E¬
∨
E 6= ∅. Then
Y |= ϕ∗ and Y |= (¬
∨
E)∗, but note (¬
∨
E)∗ = ¬
∨
(E∗) ≡
∧
{¬̺
∣∣ ̺ ∈ E∗}
and ϕ ∈ E, so ϕ∗ ∈ E∗, so Y |= ϕ∗ and Y |= ¬ϕ∗, contradiction.
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We can immediately deduce:
Corollary 3.10. Suppose (V, j) |= ZFR. Let α < ω2. Then every set in V is
set-generic over Mα.
Proof. We have this for α < ω + ω, by Theorem 3.9. Consider then α = ω + ω.
By Theorem 3.9, applied in Mω, we get that every set in Mω is set-generic
over Mω+ω. Therefore given any α ∈ OR, we can find a set-generic extension
Mω+ω[G] of Mω+ω such that V
Mω+ω[G]
α = VMωα . But then for any set X ∈ V ,
by taking α high enough, we get that X is set-generic over Mω+ω[G]. So we
have added X by a 2-step iteration over Mω+ω, which suffices. Clearly this
generalizes to all α < ω + ω.
We next generalize these initial facts to arbitrary iterates.
Definition 3.11. For a limit α, say x is α-eventually stable (α-es) iff x ∈⋂
ξ<αMξ and there is ξ < α such that iξγ(x) = x for all γ ∈ [ξ, α). Say that
x is hereditarily α-eventually stable (α-hes) iff every y ∈ trancl({x}) is α-es.
For α-es x, let x∗α = limξ<α iξα(x). Note here that iξα(x) = iγα(x) whenever
ξ ≤ γ < α and ξ witnesses the α-eventual stability of x. ⊣
Definition 3.12. Given an ordinal α > 0, the eventual ordertype eot(α) of α
is the least χ such that α = ξ + χ for some ξ < α. ⊣
Note that (i) α is a successor iff eot(α) = 1 iff eot(α) is a successor; (ii)
eot(α) = eot(eot(α)); (iii) α = ξ+eot(α) for all sufficiently large ξ < α. Clearly
η = eot(α) ≤ α ≤ κα, and if η < κα then η∗α = η, whereas if η = α = κα then
α < α∗α = κα∗α :
Lemma 3.13. Suppose (V, j) |= ZFR. Let α be a limit ordinal. Then:
1. Nα = {x
∣∣ x is α-hes}
2. x∗α = iα,α+η∗α(x) = i˜
Mα
0η∗α
(x) where η = eot(α).
Proof. First note that all ordinals are α-es, since Mα is wellfounded.
Now let x ∈ Mα; we show that x is α-hes. We have Mα ⊆ Mξ for each
ξ < α. Assume by induction that every y ∈ trancl(x) is α-es. So we need to see
x is α-es. Let ξ < α be such that x ∈ rg(iξα) and ξ + η = α where η = eot(α),
and iξγ(η) = η for all γ ∈ [ξ, α). We claim that iξγ(x) = x for all γ ∈ [ξ, α). For
x = iξα(x¯) = i˜
Mξ
0η (x¯) for some x¯, so iξγ(x) = iξγ (˜i
Mξ
0η )(iξγ(x¯)) = i˜
Mγ
0η (iξγ(x¯)),
but γ + η = α, so i˜
Mγ
0η (iξγ(x¯)) = iγα(iξγ(x¯)) = iξα(x¯) = x, as desired.
Now let x ∈ Mα and η = eot(α). We must see that x∗α = iα,α+η∗α(x). Let
ξ < α be such that (i) ξ + η = α, (ii) x ∈ rg(iξα), and (iii) iξγ(x, η) = (x, η) for
all γ ∈ [ξ, α). Then (x∗α, η
∗
α) = iξα(x, η); let x¯ be such that iξα(x¯) = x. Since
Mξ |=“x = i˜0η(x¯)”, applying iξα, we get
Mα |= “x
∗
α = i˜0η∗α(x)”,
so iα,α+η∗α(x) = x
∗
α, as desired.
Theorem 3.14. Suppose (V, j) |= ZFR and let τ ∈ OR. Then every set in V
is set-generic over Mτ .
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Proof. By induction on τ . Successor steps are trivial, so let τ be a limit and
χ = eot(τ). We write x∗ = x∗τ = iτ,χ∗τ (x) throughout (as computed in (V, j)).
Let α ∈ OR and β = sup i0τ“α. Let X = i0τ“Vα. It suffices to see that X is
set-generic over Mτ . We will just use the fact that X ⊆ V
Mτ
β .
Now X is set-generic overMξ for each ξ < τ . Fix δ ∈ OR such that for each
ξ < τ , there is an (Mξ,Col(ω, V
Mξ
δ ))-generic G such that X ∈Mξ[G].
Work in Mτ . Let L be as before (with Px for each x ∈ Vβ). Let Q =
Col(ω, Vδ∗). For ϕ ∈ L, let Eϕ be the Q-name for the set of all X ∈ P(V
M˜χ∗
β∗ )∩
V Q such that X |= ϕ∗. Let L′ be the class of all ϕ ∈ L such that Q Eϕ 6= ∅
(equivalently, there is p ∈ Q such that p Eϕ 6= ∅). Given ϕ, ψ ∈ L′, let ϕ ≡ ψ
iff Q Eϕ = Eψ. Let [ϕ] be the equivalence class of ϕ ∈ L′. Let P be the
partial order whose conditions are the equivalence classes [ϕ], with [ϕ] ≤ [ψ] iff
Q Eϕ ⊆ Eψ.
Now work in V . Let GX = {ϕ ∈ L′
∣∣ X |= ϕ}. We claim that G is
(Mτ ,P)-generic; it follows that Mτ [GX ] = Mτ [X ]. This is proven like before.
Let D ∈ P(P) ∩Mτ be dense. Let E ∈ Mτ be a such that D = {[ϕ]
∣∣ ϕ ∈ E}.
We need to see that X |=
∨
E, so suppose otherwise. Then for all sufficiently
large ξ < τ ,
Mξ |= let Y = V
M˜χ
β ; then Col(ω, Vδ) ∃X
′ ⊆ Yˇ such that X ′ |= ¬
∨
E,
(as witnessed by X , by induction and choice of δ), which gives that
Mτ |= “let Y = V
M˜χ∗
β∗ ; then Q ∃X
′ ⊆ Yˇ such that X ′ |= (¬
∨
E)∗.
So (¬
∨
E) ∈ L′, so [¬
∨
E] ∈ P.
Work in Mτ . By the density of D and since [¬
∨
E] ∈ P, there is ϕ ∈ E
such that [ϕ] is compatible with [¬
∨
E]. Let [ψ] ∈ P with [ψ] ≤ [ϕ] and
[ψ] ≤ [¬
∨
E]. Let G be Col(ω, Vδ∗)-generic. Then in V [G], there is X
′ such
thatX ′ |= ψ∗, and by the definition of≤, thereforeX ′ |= ϕ∗ andX ′ |= (¬
∨
E)∗,
so X ′ |=
∧
̺∈E∗ ¬̺, so X
′ |= ¬ϕ∗, a contradiction.
We deduce the existence of some interesting forcing extensions under ZFR.
Recall the notion of virtual large cardinals from [3].
Definition 3.15. δ is virtually Berkeley iff for every transitive M with δ ∈M
and every η < δ, there is a forcing P which forces the existence of an elementary
j : M → M with η < cr(j) < δ. Say that δ is Vα-preserving-virtually Berkeley
iff δ is virtually Berkeley, as witnessed by forcings P which preserve Vα. ⊣
Corollary 3.16. Suppose (V, j) |= ZFR. Let κ = cr(j) and λ = κω(j). Then
there are partial orders P0,P1 ∈ V such that:
1. κ is Vκ-preserving-virtually Berkeley.
2. P0 Vκˇ = Vˇκ and there is an elementary k : Vκˇ → Vκˇ such that
(a) κω(k) = κˇ (hence cof(κˇ) = ω) and
(b) (Vˇλ, jˇ ↾ Vˇλ) is the ωth iterate of (Vˇκ, k).
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3. for each β < κ there is λ¯ ∈ (β, κ) such that P1 forces that Vˇ¯λ = Vˇλ and
(λ¯+) = κˇ and there is a rank-into-rank embedding k : Vˇ¯λ → Vˇ¯λ such that
(Vˇλ, jˇ ↾ Vˇλ) is the κˇth iterate of (Vˇ¯λ, k).
Proof. The corresponding things are forceable over Mω (for parts 1 and 2) and
over M(λ+) (for part 3) with respect to λ, respectively. So the elementarity of
i0ω and i0(λ+) pulls them back to M0 = (V, j).
3.3 Intersections of iterates
We consider now intersections of the form
⋂
ξ<τ Nξ.
Definition 3.17. Suppose (V, j) |= ZFR and let τ be a limit ordinal and β < τ .
Let x ∈
⋂
ξ<τ Nξ. Then x is (β, τ)-stable iff iβγ(x) = x for all γ ∈ [β, τ). ⊣
Theorem 3.18. Suppose (V, j) |= ZFR and let τ be a limit ordinal and χ =
eot(τ). Let J =
⋂
ξ<τ Nξ. Let ξ < τ be such that χ is (ξ, τ)-stable and either
(i) χ < cr(jξ), or
(ii) κξ < χ = τ = κτ = supγ<τ κγ .
Let µ = cofMξ(τ) = cofMξ(χ), so iξγ(µ) = cof
Mγ (χ) for all γ ∈ [ξ, τ). Then:
1. J is transitive, proper class with Nτ ⊆ J and (J,Mτ ) |= ZF.
2. if µ > ω then Nτ = J .
3. if µ = ω then Nτ ( J |=“cof(γ) = ω for all Nτ -regular γ ∈ [κτ , κτ+ω)”.
Proof. Part 1: J is clearly transitive with Nτ ⊆ J . And (J,Mτ ) is a class of
Mξ = (Nξ, jξ) for each ξ < τ . So J satisfies Powerset: if X ∈ J and ξ < τ then
because J is a class of Mξ, we have P(X) ∩ J ∈ Mξ; therefore P(X) ∩ J ∈ J .
Likewise, for each α ∈ OR, we have Vα∩J ∈ J and 〈Vβ ∩ J〉β<α ∈ J . Separation
(with respect to the predicateMτ ) is similar to Powerset, and Collection follows
from the preceding remarks.
Part 2: Suppose µ > ω. Let x ∈ J . By Lemma 3.13 and transitivity,
it suffices to see that x is τ -es. Suppose not. Then for each γ < τ there is
γ′ ∈ (γ, τ) such that iγγ′(x) 6= x.
Work in Mξ, where cof(χ) = µ > ω. We have ξ + χ = τ . Define a sequence
〈ξn〉n<ω as follows: Set ξ0 = 0. Given ξn, let ξn+1 be the least ξ
′ ∈ (ξn, η) such
that i˜
Mξ
ξnξ′
(x) 6= x. Then since cof(χ) > ω, we have (supn<ω ξn) = ξω < χ. So
x ∈ N˜ξω , so by Lemma 3.13, x is ξω-es, a contradiction.
Part 3: Suppose µ = ω. Work in Mξ. Let 〈ξn〉n<ω with supn<ω ξn = χ and
ξ0 = 0. Define 〈ξ′n〉1≤n<ω by i˜
Mξ
ξn
(ξn) and ξ
′
0 = 0. Note 〈ξ
′
n〉n>m ∈ Mξ′m (by
commutativity of the maps), so in fact 〈ξ′n〉n<ω ∈ J . Note ξn ≤ ξ
′
n < ξ
′
n+1 < χ
(since χ is (ξ, τ)-stable) and supn<ω ξ
′
n = supn<ω ξn = χ.
Renaming, we may assume 〈ξn〉n<ω ∈ J . Now let γ ∈ [κτ , κτ+ω) be regular
in Nτ . We need J |=“cof(γ) = ω”. We may assume γ ∈ rg(iξτ ); let iξτ (γ¯) = γ.
So Mξ |=“γ¯ is regular”. Let γ¯n = iξ,ξ+ξn(γ¯), so iξ+ξn,τ (γ¯n) = γ. Let
ζ¯n+1 = sup iξ+ξn,ξ+ξn+1“γ¯n.
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Now ζ¯n+1 < γ¯n+1. For jξ+ξn(γ
′) > γ′, for all γ′ ∈ [κξ+ξn , κξ+ξn+ω). But
jξ+ξn : Mξ+ξn → Mξ+ξn , so by the regularity of jξ+ξn(γ¯n) in Mξ+ξn , and since
jξ+ξn ↾ γ¯n ∈Mξ+ξn , we get
(sup jξ+ξn“γ¯n) < jξ+ξn(γ¯n),
and by commutativity, therefore ζ¯n+1 < γ¯n+1. Let ζn+1 = iξ+ξn+1,τ (ζ¯n+1).
Then supn<ω ζn+1 = γ, and note 〈ζn+1〉n<ω ∈ J , using 〈ξn〉n<ω ∈ J .
3.4 The (infinite) iterates Nτ are not set grounds of V
In contrast to the fact that every set is generic over Nτ , we have:
Theorem 3.19. Suppose (V, j) |= ZFR. Then:
1. For all τ ∈ OR with τ ≥ ω, Nτ is not a set ground of V .
2. For ξ < τ ∈ OR, we have:
(a) iξτ ↾V
Nξ
α ∈ Nτ for all α < κξ+ω.
(b) If ξ + ω ≤ τ then iξτ ↾κξ+ω /∈ Nτ .
Proof. Part 2a: If τ < ξ + ω this is immediate because Nτ = Nξ. So suppose
ξ + ω ≤ τ . Let n < ω be such that α < κξ+n. Then k = iξ,ξ+n ↾V
Nξ
α ∈ Nξ+n =
Nξ, and note iξτ ↾V
Nξ
α = iξ+n,τ ◦ k = iξ+n,τ (k) ∈ Nτ .
Part 2b: Suppose first τ = ξ + ω. Then iξ,ξ+ω“κξ+ω is cofinal in κξ+ω+ω,
and cofNξ+ω(κξ+ω) = κξ+ω = cr(jξ+ω). But cof
Nξ+ω(κξ+ω+ω) = ω, because
κξ+ω+ω = κ˜
Mξ+ω
ω . Therefore iξ,ξ+ω ↾κξ+ω /∈ Nξ+ω.
Now suppose τ > ξ+ω. Since iξ+ω,τ is computed by Mξ+ω, and by commu-
tativity, if iξτ ↾κξ+ω ∈ Nτ ⊆ Nξ+ω, then iξ,ξ+ω ↾κξ+ω ∈ Nξ+ω, a contradiction.
Part 1: By part 2, i0τ ↾κω is a set of ordinals in V \Nτ , and i0τ : V → Nτ is
elementary. So by Theorem 2.3, Nτ is not a set-ground of V .
3.5 Non-definability of j ↾OR
Remark 3.20. Recall that Suzuki [17] showed that no elementary j : V → V
is definable from parameters (and generalizations of this are established in [6]
and [14]). Actually, another standard kind of argument shows that j ↾OR is not
definable from parameters: Suppose otherwise. Then j ↾HOD : HOD → HOD
is definable from some parameter x. But using Vopenka (or maybe a slight
adaptation of to ZF, if not is not standard; see Fact 3.24), there is a HOD-set-
generic filter Gx such that HOD[Gx] = HODx.
11 So j ↾HOD is amenable to
HOD[Gx]. But this is impossible by results in [7].
We improve this observation here, showing that j ↾OR cannot be definable
from parameters over the structure (V,Mω), that is, allowingMω as a predicate.
Also, it is shown in [7, Theorem 12] under ZFC2 that if j : V → M is an
elementary with M wellfounded, then V = HullV (rg(j)). But the proof relies
strongly on AC. It trivially fails with respect to j when (V, j) |= ZFR (we have
rg(j) = HullV (rg(j)) by elementarity). It also fails with respect to j = i0ω, as
11We cannot expect that x ∈ HOD[Gx] in general, since HOD[Gx] |= ZFC, and x is arbitrary.
However, the usual arguments still give HOD[Gx] = HODx.
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shown in the following theorem (but since Nω 6= V , this time it is not trivial).
Note that HullM (X) was defined in §1.1.
Theorem 3.21. Assume (V, j) |= ZFR. Then:
1. For no set X is V = Hull(V,Mω)(Nω ∪X).
2. j ↾OR and i0ω ↾OR are not definable from parameters over (V,Mω).
Proof. Part 1: Suppose X ∈ V and V = Hull(V,Mω)(Nω ∪ X). Let kn = inω ↾
X<ω, for n < ω. So rg(kn) ⊆ Nω. Let ~k = 〈kn〉n<ω. Then (X,
~k) ∈ V , so by
Theorem 3.9, we have (X,~k) ∈ Nω[G] for some set-generic extension Nω[G] of
Nω. We will show that Nω[G] = V , contradicting Theorem 3.19.
Let Y ∈ V . By our contradictory assumption, there is α ∈ OR and n < ω
such that Y is encoded into t = Th
(V,Mω)
Σn
((Nω ∩ Vα) ∪X). So it suffices to see
t ∈ Nω[G]. We have (Nω ∩ Vα) ∪ X ∈ Nω[G], so we just need to verify the
appropriate instance of Separation.
So let ϕ be Σn and ~y ∈ (Nω ∩ Vα)<ω and ~x ∈ X<ω. For each m < ω, note
[(V,Mω) = (Nm,Mω) |= ϕ(~y, ~x)] ⇐⇒ [(Nω,Mω+ω) |= ϕ(imω(~y), imω(~x))].
But imω(~x) = km(~x) for all m < ω, and imω(~y) = ~y
∗ = iω,ω+ω(~y) for all
sufficiently large m < ω. Therefore
[(V,Mω) |= ϕ(~y, ~x)] ⇐⇒ ∃ℓ < ω∀m ≥ ℓ [(Nω,Mω+ω) |= ϕ(~y
∗, km(~x))].
Since 〈km〉m<ω ∈ Nω[G] and iω,ω+ω ↾(Nω ∩ Vα) ∈ Nω, we get t ∈ Nω[G].
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Part 2: Arguing as above, note that for each x ∈ V , letting xn = inω(x),
and letting Nω[G] be a set-generic extension such that 〈xn〉n<ω ∈ Nω[G], we
get that every set A ⊆ Nω which is definable over (V,Mω) from parameters in
Nω ∪ {x}, is in Nω[G].
Now suppose i0ω ↾OR is definable over (V,Mω) from elements of Nω ∪ {x}.
Then by the previous paragraph, i0ω ↾ OR is amenable to Mω[G]. But then
much as in the proof of Lemma 2.2, we can show that i0ω ↾OR is amenable to
Mω, contradicting Theorem 3.19. That is, fix α ∈ OR. We can find an X ∈Mω
and β ∈ OR with X ⊆ β and X of ordertype α, such that i0ω ↾ α ∈ Mω. Let
π : α → X be the increasing enumeration. Then i0ω(π), i0ω(X) ∈ Nω+ω ⊆ Nω,
and i0ω(π) : i0ω(α) → i0ω(X) is the increasing enumeration of i0ω(X). Since
i0ω◦π = i0ω(π)◦i0ω ↾α, and i0ω ↾X = rg(π) ∈ Nω, we therefore get i0ω ↾α ∈ Nω,
as desired.
Finally suppose j ↾OR is definable over (V,Mω) from elements of Nω∪{x}.13
Note j ↾ κω /∈ Nω, since otherwise cof
Nω(κω) = ω. But j ↾Nω : Mω → Mω is
elementary. So we can just use essentially the same argument as in the previous
paragraph for a contradiction (but slightly easier).
12Of course, in Nω [G] we can compute the relevant truth of (Nω ,Mω+ω), just noting that
whenever (Vξ , Vξ ∩Mω) 4n (V,Mω), then (V
Nω
i0ω (ξ)
, V
Nω
i0ω(ξ)
∩Mω+ω) 4n (Nω ,Mω+ω). (In
the notes [16], at this point it was claimed that we could alternatively use the definability of
set-grounds here to allow Nω [G] to compute Nω, but this was an oversight, since AC fails,
and it is not clear to the author whether one can get around that failure here.)
13Note this doesn’t immediately contradict the previous paragraph, because from j ↾OR
alone it doesn’t seem that one can directly compute i0ω ↾OR. We can compute i0n ↾OR for
n < ω, since this is the same as j ◦ . . . ◦ j ↾OR. But for i0ω ↾OR it seems we need the direct
limit of all jn ↾OR.
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Remark 3.22. An immediate corollary is that there is no X ∈ V such that
V = HOD(X). And if (Vδ, Vδ+1) |= ZF2+“δ is total Reinhardt”, then there
is no A ⊆ Vδ and X ∈ Vδ such that Vδ = (HODA(X))
(Vδ,A). For just let
j : (Vδ, (A,X)) → (Vδ, (A,X)) be elementary, and run the obvious variant of
the preceding proof.
But suppose (V, j) |= ZFR. In the notes [16, v1 on arxiv.org], the author
asked whether possibly V = HullV (OR ∪ rg(j)), or V = HullV (Mω ∪ rg(j)),
and whether AC can be set-forceable over V . These questions have since been
answered: Goldberg [5] and Usuba [19] have independently shown that AC is
not set-forceable (not by considering the iterates Mα, but by a more direct
combinatorial method). In particular, there is no class A and set X such that
V = HODA(X). Goldberg’s proof also gives that if there is a Berkeley cardinal
then AC is not set-forceable, and he also showed that (i) V = HullV (Mω∪rg(j)),
but (ii) V 6= HullV (OR ∪ rg(j)).
By an easier argument than that for (i), we have Hull(V,j)(Nω) = V , in
contrast to the fact that Hull(V,Mω)(Nω) = Nω. For i0ω is computable from j,
and given x ∈ V , we have x = (i0ω)−1(x′) where x′ = i0ω(x) ∈ Nω.
Remark 3.23. Assume ZF. Let x ⊆ Vα. We recall the definition of the Vopenka
algebra Vop for extending HOD generically to HODx = HOD({x}). Define Vop
′
in V as follows. Conditions are non-empty OD subsets of Vα+1; the ordering is
A ≤ B ⇐⇒ A ⊆ B. Then Vop ∈ HOD is the natural coding of Vop′ as a set of
ordinals. Let π : Vop→ Vop′ be the natural isomorphism. Now (with x ⊆ Vα),
define the filter Gx = {p ∈ Vop
∣∣ x ∈ π(p)}.
Then by the ZFC arguments, we have:
Fact 3.24. Gx is (HOD,Vop)-generic and HOD[Gx] = HODx.
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Although every set is set-generic over Nτ for every τ < OR, this fails at
τ = OR, and although HOD ⊆ Nω, there is τ < OR with HOD 6⊆ Nτ :
Theorem 3.25. Suppose (V, j) |= ZFR. Let J =
⋂
α∈ORNα. Then:
1. J is a transitive proper class and V Nτκτ 4 V
Nτ
κτ+ω
4 J for each τ ∈ OR.
2. For all α ≤ β < OR, iαβ ↾J : J → J is elementary.
3. j ↾V Jκω : V
J
κω
→ V Jκω is not set-generic over J .
4. HOD 6⊆ J .
Proof. Part 1 is straightforward, noting in particular that V Nτκτ+ω = V
Nτ+ω
κτ+ω ⊆ J .
Part 2: Note that J is defined in the same manner over Mα = (Nα, jα) as
over Mβ, so iαβ(J) = J .
Part 3: Let R = (Vκω , j ↾ Vκω ). Note R is iterable with iterates Rα =
(VMακα+ω , jα ↾V
Mα
κα+ω
) = (V Jκα+ω , jα ↾V
J
κα+ω
). But then if R ∈ J [G], we can form the
iteration 〈Rα〉α∈OR there, and considering some sufficiently large limit α, this
14 The fact that x ∈ HOD[Gx], in the case that x ⊆ γ ∈ OR, is of course due to Vopenka.
The author is not sure who first proved the entire result. Let ϕ be a formula, η, γ ∈ OR
and A = {ξ < γ
∣∣ ϕ(x, ξ, η)}. We need A ∈ HOD[Gx]. For ξ < γ let t′ξ = {y
∣∣ y ∈
Vα+1 and ϕ(y, ξ, η)}. So t′ξ ∈ Vop
′. Let pi(tξ) = t
′
ξ. Note
〈
tξ
〉
ξ<γ
∈ HOD, and tξ ∈ Gx iff
x ∈ t′ξ iff ξ ∈ X, so X ∈ HOD[Gx].
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collapses all cardinals in (κα, κα+ω] in J [G], although each κα+n+1 is inaccessible
in J and hence also in J [G], a contradiction.
Part 4: Let G be (V,Col(ω, Vκω ))-generic. Let H = HOD
V [G]. By the
homogeneity of the collapse, H ⊆ HOD. Let x ∈ V [G] be a real coding R.
Then by Fact 3.24, R ∈ H [Gx] = HOD
V [G]
x is a set-generic extension of H . Let
ξ ∈ OR with VopV [G] ⊆ ξ. So (ξ+n+1)H[Gx] = (ξ+n+1)H . Since R ∈ HCH[Gx], in
H [Gx] we can iterate R, and Rξ+H has cardinality ξ
+H there, and ξ+H = κξ+H .
So P(ξ+H) ∩ J also has cardinality ξ+H there. So H 6⊆ J .
3.6 No Berkeley cardinal in HODA(X)
We now adapt the proof of the previous section to show that if there is a Berkeley
cardinal (see [1]) then there is no class A and set X such that V = HODA(X).
However, as mentioned in Remark 3.22, one can prove much more.
Theorem 3.26. Let Ω ∈ OR be such that VΩ |= ZF+“There is a Berkeley car-
dinal”. Then there is no A ⊆ VΩ such that (VΩ, A) |= ZF(A)+“V = HODA(X)
for some set X”.
Proof sketch. Suppose otherwise and work in (VΩ, A). Let β be Berkeley. Let
λ ∈ OR, λ > β, be such that (Vλ, A ∩ Vλ) 410 (V,A) and cof(λ) > ω (note β is
a limit of inaccessibles, so there are certainly ordinals of cofinality > ω). Let
j : (Vλ, A ∩ Vλ)→ (Vλ, A ∩ Vλ)
be elementary with cr(j) < β. By elementarity, there is X ∈ Vλ such that
(Vλ, A ∩ Vλ) |=“V = HODA(X)”, where here HODA(X) is defined locally from
A; that is, for every x ∈ Vλ, there is ξ < Vλ such that x is definable over
(Vξ, A ∩ Vξ) from parameters in X ∪ ξ.
Now we adapt the proof in the Reinhardt cardinal context to (Vλ, A∩Vλ, j).
We have j ↾Vα ∈ Vλ for each α < λ, and j“Vλ is ∈-cofinal in Vλ. Consider the
structure M0 = (Vλ, A ∩ Vλ, j0) where j = j0. Define M1 = j
+
0 (M0) as usual,
and note M1 = (Vλ, A ∩ Vλ, j1), where j1 = j
+
0 (j0). There are unboundedly
many α < λ of cofinality ω which are fixed by j. Fix such an α. Note that
k = j0 ↾Vα is fully elementary as a map
k : (Vα, A ∩ Vα, j0 ↾Vα)→ (Vα, A ∩ Vα, j0(j0 ↾Vα)).
Therefore j : M0 →M1 is cofinal Σ1-elementary.
Also since these bounded fragments of j0 are fully elementary, these facts
are lifted by j0, and so iterating, j1 : M1 → M2 is also cofinal Σ1-elementary,
etc. (In particular, j1 also coheres A.) This proceeds through all n < ω. Let
imn :Mm →Mn be the iteration map.
Given α < λ, let α′ = supn<ω i0n(α). Then α
′ < λ, so note that the sequence
~jα = 〈i0n(j ↾Vα)〉n<ω ∈ Vλ. The map α 7→
~jα is Σ1-definable overM0. It is now
easy to adapt the usual proof to see that Mω and the maps inω :Mn →Mω are
uniformly Σ1-definable over Mn, and Mω is wellfounded, with OR
Mω = λ.
We can now run the rest of the Reinhardt proof for a contradiction (of course
using HODA(X) in place of HOD(X), which works because each jn coheres
A).
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4 Reinhardts and small forcing
In this section we consider a different question regarding Reinhardt cardinals:
Question 4.1. Suppose G is (V,P)-generic for some P in V , and (V [G], j) |=
ZFR. Is there a k such that (V, k) |= ZFR? Does j ↾V work? What if we assume
that P ∈ Vcr(j)? Note that the iterates Nα don’t seem to help here, since V is
not a proper set-generic extension of Nα.
We don’t know the answer to this question, but we establish some related
facts here. The forcing arguments in this section relate to Laver [10].
Definition 4.2. For a set X , X-AC is the statement that for every function f
with domain X , there is a choice function for f . ⊣
Remark 4.3. The following is a straightforward adaptation of the standard
ground definability arguments of Laver, Woodin and Hamkins. Gitman and
Johnstone also proved a related fact in [2, Main Theorem 1]. They show in
particular that (∗) if V |= ZF + δ-DC, where δ is a cardinal, card(P) < δ, and
G is (V,P)-generic, then V is definable over V [G] from the parameter P(δ)V .
Actually, they prove something more general, in that they only assume that P
admits a gap at δ, not actually that card(P) < δ. We will prove below, however,
a different generalization of (∗). The argument is very similar to both of those
mentioned above.
Theorem 4.4. Let M |= ZF and P ∈M . Let G be (M,P)-generic, and C be the
set of conditions of P. Suppose C is wellorderable inM [G] andM [G] |=“γ+-DC”
where γ = cardM [G](C). Then M is definable over M [G] from the parameter
P(C2)M .15
This improves on (∗) above, in that we do not assume that M |= γ+-DC.
(But of course, [2] only demands that P admits a gap at δ, not that card(P) < δ.)
Proof. Work in M [G]. Let λ > η be a cardinal such that there is no surjection
f : Vα → λ with α < λ. The following claim completes the proof:
Claim 3. Vλ∩M is the unique transitive N ⊆ Vλ such that (i) λ = OR∩N , (ii)
Vα ∩N ∈ N for each α < λ, (iii) N |= Separation, Pairing, Union, Powerset,
(iv) C ∈ N and P(C4)N = P(C4)M , (v) There is a partial order Q ∈ P(C2)N
and an (N,Q)-generic H such that Vλ = N [H ].
Proof. We show by induction on ξ that V Nξ = V
M
ξ . This is trivial by induction
if ξ is a limit. So assume it holds at ξ ∈ [ω, λ). Given A ⊆ N and B ∈ N , we
say that A is B-amenable to N iff A∩ rg(π) ∈ N for every function π ∈ N such
that π : B → N .
Let A ⊆ Vξ. We must show that A ∈M iff A ∈ N . We do this by proving:
1. A ∈M iff A is C2-amenable to M ,
2. A ∈ N iff A is C2-amenable to N ,
3. for all π : C2 → VMξ = V
N
ξ , we have π ∈M iff π ∈ N .
15The author does not know whether P(C)M suffices instead of P(C2)M .
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Putting these things together, we get A ∈M iff A ∈ N , as desired.
Note first that we have the Forcing Theorem with respect to Σ0 formulas,
and definability of the Forcing Relation for Σ0 formulas, over V
M
λ and N ; this
follows from Separation and that λ is closed enough.
Parts 1,2: It suffices to consider part 2. For the non-trivial direction, suppose
that A /∈ N ; we show A is not C2-amenable to N . We have Vλ = N [H ]. So let
A˙ ∈ N be such that A˙H = A. Since A ⊆ V Nξ and A /∈ N , there is p0 ∈ H such
that N |= p0 Q“A˙ ⊆ Vˇξ but A˙ /∈ Vˇ ”.
Now in V , where Q ⊆ C is wellordered and |C|+-AC holds, let f : C → V Nξ
be such that for each p ≤Q p0, f(p) is some x such that
N |= p does not decide (w.r.t. Q) whether xˇ ∈ A˙.
Let f˙ ∈ N be such that f˙H = f . Let p1 ∈ H , p1 ≤ p0, such that N |=
p1 Q“f˙ : Cˇ → Vˇξ, and for each p ≤
Qˇ pˇ0, Vˇ thinks that p does not decide
whether f˙(p) ∈ A˙”.
In N , define f∗ : C
2 → N , where for (p, q) ∈ C2, if q ≤Q p ≤Q p1 then
f∗(p, q) is the unique x such that q f˙(pˇ) = xˇ, if there is such an x (and say
(p, q) is good), and f∗(p, q) = ∅ otherwise.
Let R = rg(f∗) ∈ N . We claim that R ∩ A /∈ N , which completes the proof
of part 2. So let S ∈ P(R)N . For each p ≤ p1 there is q ≤ p such that (p, q) is
good, and so x = f∗(p, q) ∈ R; but then there are also p′ ≤ p and p′′ ≤ p such
that p′ xˇ ∈ A˙ and p′′ xˇ /∈ A˙. So by density, there will be some such x
such that x ∈ A iff x /∈ S. So R ∩ A 6= S, as desired.
Part 3: Let πN : C2 → VMξ = V
N
ξ , with π
N ∈ N . Let πM : C2 → VMξ , with
πM ∈M . We show that πN ∈M and πM ∈ N .
Work in M [G], where |C| = |C2| = γ and γ+-DC holds. We construct
a continuous increasing sequence 〈Xα〉α<γ+ of sets such that X0 = rg(π
N ),
X0 ∪ rg(πM ) ⊆ X1, Xωα+2n+1 ∈ M , Xωα+2n+2 ∈ N , Xα ⊆ VMξ = V
N
ξ ,
|Xα| ≤ γ and Xα is extensional for each limit α.
Given X = Xωα+2n, first let Y ⊆ VMξ be some set with X ⊆ Y and |Y | = γ
and such that for all x, y ∈ X , if x 6= y then there is z ∈ Y such that z ∈ x
iff z /∈ y. Then let Xωα+2n+1 ∈ M be some Y ′ such that Y ⊆ Y ′ ⊆ VMξ and
Y ′ is the surjective image of W in M ; this exists because Vλ = V
M
λ [G], so M
can find a small covering set. For Xωα+2n+2 it is likewise. Make the sequence
continuous. By γ+-DC, we can proceed through γ+ sets; note that γ-DC ensures
here that at limit stages α, we still have |Xα| = γ.
Now since λ is large, the sequence is in Vλ. So let X˙
N ∈ N and X˙M ∈ VMλ
be names for it. Then we can find p ∈ G such that for cofinally many α < γ+,
inM , p decides the value of X˙α, and forces that the sequence is continuous. Let
DM ∈M be the cofinal set on which p decides this. Then 〈Xα〉α∈D ∈M . Note
that DM is closed. We get a similar club DN ∈ N . Let α ∈ DM ∩DN be a limit
ordinal. Then Xα ∈M ∩N , Xα is extensional, and M,N both have surjections
C2 → Xα (since M [G] has a surjection C → Xα+1, M has one C2 → Xα+1,
and likewise N has one C2 → Xα+2).
Since X = Xα is extensional, we can let X¯ be the transitive collapse of X ,
and π : X¯ → X the uncollapse map. Then X¯, π ∈ M ∩ N (note the recursion
defining the collapse maps take less than λ many steps, by choice of λ). Note
that N,M have surjections from C2 to X¯. Since X¯ is transitive, it follows
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that X¯ is coded by subsets of C4 in M,N . But P(C4)M = P(C4)N . So let
σ : C2 → X¯ be a common surjection. Then π ◦ σ : C2 → X is a common
surjection. Now πM ∈M , so (π ◦ σ)−1 ◦ πM ∈ P(C4)M = P(C4)N , so πM ∈ N .
Similarly πN ∈M .
This completes the proof of the theorem.
Theorem 4.5. Let η ∈ OR and P ⊆ Vη and G be (V,P)-generic. Suppose
(V [G], j) |= ZFR where η < κ = cr(j), and V [G] |=“X-AC” where X = Vη.
Suppose j ↾V : V → V . Then j is amenable to V .
Proof. Suppose not and let α ∈ OR be such that j ↾Vα /∈ V . Let β = j(α). Let
k˜ be such that k˜G = j ↾Vα+5. We may assume that P forces “k˜ : ˇVα+5 → ˇVβ+5
is elementary and k˜ ↾ Vˇα /∈ Vˇ ”.
In V [G], fix a function f : P → V Vα such that f(p) is some x such that
V |= ¬∃y [p
P
k˜(xˇ) = yˇ]; such f exists by X-AC in V [G]. Let f˜ ∈ V be such
that f˜G = f and V |= P f˜ : Pˇ→ Vˇα.
In V , define the partial function f∗ :p P× P→ Vα by
f∗(p, q) = unique x such that q P f˜(pˇ) = xˇ,
if q ≤ p and there is such an x ∈ Vα, and f
∗(p, q) is undefined otherwise. Let
D = dom(f∗).
Let g∗ = j(f∗) ∈ V and let p0 ∈ P be such that V |= p0 P k˜(fˇ∗) = gˇ∗.
Since P ∈ Vκ and by elementarity, g∗ : D → Vj(α) and j ◦ f∗ = g∗. Let p1 ≤ p0
with V |= p1 P k˜ ◦ fˇ∗ = gˇ∗. Fix q ≤ p1 with (p1, q) ∈ D. Let x = f∗(p1, q). So
by choice of f, x, V |= ¬∃y [p1 P k˜(xˇ) = yˇ]. But then letting y = g∗(p1, q) we
have V |= p1 P k˜(xˇ) = yˇ, contradiction.
We can now deduce that one cannot force a “new” Reinhardt cardinal κ
such that κ-DC holds in the generic extension with small forcing:
Theorem 4.6. Let P ∈ V and G be (V,P)-generic and C the set of P-conditions.
Suppose (V [G], j) |= ZFR+“C is wellordered and γ+-DC holds where card(C) =
γ”. Then (V, j ↾V ) |= ZFR.
Proof. By 4.4, V is definable over V [G] from V Vη+1, so j ↾ V : V → V . So by
4.5, j is amenable to V . And (V, j ↾V ) satisfies the ZF axioms because (V [G], j)
does and (V, j ↾V ) is definable from parameters over V [G].
Theorem 4.7. Assume (V, P ) |= ZF2. Let G be (V,P)-generic where P ∈ V .
Then:
1. If κ is super Reinhardt in (V [G], P [G]) then there is κ′ ∈ ORV which is
super Reinhardt in (V, P ).
2. If P ∈ Vδ and (V
V [G]
δ , V
V [G]
δ+1 ) is total Reinhardt, then (Vδ, Vδ+1) is total
Reinhardt.
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Proof. Part 2: Let δ ∈ OR with P ∈ Vδ and G be (V,P)-generic and suppose
that (V
V [G]
δ , V
V [G]
δ+1 ) is total Reinhardt. In V , fix A ⊆ Vδ. In V [G], let κ < δ be
(< δ, (Vδ, A))-reflecting with P ∈ Vκ. Let
j : (Vδ[G], (Vδ , A))→ (Vδ[G], (Vδ, A))
be elementary with cr(j) = κ. We claim that j ↾Vδ ∈ V and hence, j witnesses
what we need in V . It suffices to see that for each α < δ, we have j ↾Vα ∈ V ,
because we have a name j˙ ∈ V for j, and Vδ is inaccessible, which gives j ∈ V
as usual.
So fix α < δ with α = j(α) and let k˙ ∈ Vδ be such that k˙G = j ↾Vα. We may
assume α > κ. We may assume that P forces “k˙ : Vα → Vα is elementary”. Let
ξ ∈ (α + ω, δ) with k˙ ∈ Vξ. Note that the forcing facts in the following claim
are defined from the relevant parameters over Vξ:
Claim 1. There are Y, σ, η ∈ V , with Y ⊆ Vα and such that (i) for each p ∈ P,
if there is x ∈ Vα such that p does not decide (with respect to P) the value of
k˙(xˇ) then there is x ∈ Y with this property, (ii) η < κ, and (iii) σ : Vη → Y is
a surjection.
Proof. (The first part here is motivated by Usuba’s discussion of Lo¨wenheim-
Skolem cardinals in [18].) In V [G], there is some X 4 Vξ
16 with P, k˙ ∈ X
and such that the transitive collapse X¯ of X is in V
V [G]
κ . For in V [G], let
ℓ : V
V [G]
δ → V
V [G]
δ be elementary with cr(ℓ) = κ and ℓ(κ) > ξ and ℓ(Vδ) = Vδ.
Then ℓ“Vξ 4 ℓ(Vξ) = Vℓ(ξ), and ℓ“Vξ ∈ Vδ[G], and ℓ“Vξ has transitive collapse
Vξ ∈ V
V [G]
j(κ) . So Vδ[G] |=“There is X 4 Vℓ(ξ) with ℓ(P, k˙) ∈ X and such that
the transitive collapse X¯ of X is in V
V [G]
ℓ(κ) ”. So pulling back, in V [G] we get an
X 4 Vξ with P, k˙ ∈ X and such that the transitive collapse X¯ of X is in V
V [G]
κ .
Let ˙¯X ∈ V be a name for X¯; we may take ˙¯X ∈ Vκ. Let π : X¯ → X be the
uncollapse map. Let π˙ ∈ V be a name for π.
Now we may assume that P forces “π˙ : ˙¯X → Vˇξ”. Using the forcing relation
in V , looking at all outputs forceable for π˙, we can find some Y ⊆ Vα such that
X ∩ Vα ⊆ Y and η < κ and a surjection σ : Vη → Y which works.
Let τ = j(σ) ∈ V , so τ = j ◦ σ. Let p ∈ G force “j˙ : Vˇδ → Vˇδ is elementary
with cr(j˙) = κˇ and j˙ ↾ Vˇα = k˙ and τˇ = j˙(σˇ) = j˙ ◦ σˇ”. Note that p forces the
value of k˙(xˇ) = j˙(xˇ) for every x ∈ rg(σ). But then by the claim, p forces the
value of k˙(xˇ) for every x ∈ Vα. Therefore j ↾Vα ∈ V , as desired.
Part 1: Let V [G] be a set-generic extension such that κ is super-Reinhardt
in V [G]. Note then that if j : V [G] → V [G] is elementary with cr(j) = κ,
then j(κ) is also super-Reinhardt in V [G] (consider j(k) for various k). And
super Reinhardt easily implies supercompact. So (see [18]) V [G] |=“There is
a proper class of supercompact cardinals”, so V [G] |=“There is a proper class
of Lo¨wenheim-Skolem cardinals”, so all set-grounds of V [G] are definable from
parameters over V [G]. Taking κ′ super-Reinhardt then above the defining pa-
rameter, and j′ : V [G] → V [G] with cr(j′) = κ′, it follows that j′ ↾V : V → V .
But then essentially the same argument as above shows that j′ is amenable to
V , as required.
16We write Vξ for rank segments of V and V
V [G]
ξ
for those of V [G].
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Remark 4.8. Goldberg has shown [4, Theorem 6.12] that assuming ZF+DCVλ+1
and j : Vλ+3 → Vλ+3 is Σ1-elementary, one can prove Con(ZFC + I0). It is not
known at present, however, whether ZFR proves Con(ZFC+ I0).
Assume ZF + k : V → M is elementary with M transitive, κ = cr(k),
κ1 = k(κ), and k ↾Vκ1 ∈M , and
j : Vλ+3 → Vλ+3 is Σ1-elementary
with κ < cr(j) < κω(j) ≤ λ < κ1. Then there is P ⊆ Vκ forcing DCVλ+1 , and
j extends Σ1-elementarily to j
+ : V
V [G]
λ+3 → V
V [G]
λ+3 , so we can apply Goldberg’s
result above. To force DCVλ+1 , one can use a kind of argument used by Woodin
to force DC from supercompacts. That is, let P be the finite support product
of Col(ω, Vα), over all α < κ. Let G be (V,P)-generic. We claim V [G] |= DCVα
for all α < κ1, which suffices.
For first note that for every x ∈ Vκ1 , there is κ
′ < κ1 and a Σ1-elementary
π : Vκ → Vκ′ with x ∈ rg(π) and π(cr(π)) = κ. For π′ = k ↾Vκ1 : V
M
κ1
→ VMκ′
is Σ1-elementary where κ
′ = sup k“κ1, and k(x) ∈ rg(π′), and π′(cr(π′)) = κ1,
and π′ ∈M . So the existence of such a map π′ pulls back under k, yielding a π
as desired.
Now let R ∈ V
V [G]
κ1 be a finitely extendible relation, and R˙ ∈ Vκ1 with
R˙G = R. Let π : Vκ → Vκ′ be Σ1-elementary with R˙G ∈ rg(π) and π(κ¯) = κ
where κ¯ = cr(π). Let π(P¯, ¯˙R) = (P, R˙) and G¯ = G ∩ Vκ¯. Note that every dense
subset of P¯ in Vκ is a pre-dense subset of P, so G¯ is (Vκ, P¯)-generic. Note that π
extends to a Σ1-elementary π
+ : Vκ[G¯]→ Vκ′ [G] with π
+(G¯) = G. Let R¯ = ¯˙RG¯.
So π+(R¯) = R. But R¯ is countable in V [G], so V [G] has an infinite branch b
through R¯, and π“b is a branch through R.
Recall that by [1], ZF+“δ0 is the least Berkeley cardinal” implies the failure
of cof(δ0)-DC fails (in fact of cof(δ0)-AC). If j : V → V is elementary then as
mentioned in [6] and §3.2, κω(j) is somewhat Berkeley. These and the other
considerations in this section lead to the following conjecture:
Conjecture 4.9. ZFR+DC has consistency strength strictly greater than that
of ZFR.
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