ABSTRACT. In this paper we consider a discrete Klein-Gordon (dKG) equation on Z d in the limit of the discrete nonlinear Schrödinger (dNLS) equation, for which small-amplitude breathers have precise scaling with respect to the small coupling strength ǫ. By using the classical Lyapunov-Schmidt method, we show existence and linear stability of the KG breather from existence and linear stability of the corresponding dNLS soliton. Nonlinear stability, for an exponentially long time scale of the order O(exp(ǫ −1 )), is also obtained via the normal form technique, together with higher order approximations of the KG breather through perturbations of the corresponding dNLS soliton.
INTRODUCTION
Nonlinear oscillators with weak linear couplings on the d-dimensional cubic lattice are described by the discrete Klein-Gordon (dKG) equation
where ǫ is the small coupling strength, ∆ is the discrete Laplacian operator on ℓ 2 (Z d ), and V (u) is a nonlinear potential for each oscillator. The total energy of the nonlinear oscillators conserves in time t and is given by the Hamiltonian function 
For illustrative purposes, we deal with the class of hard anharmonic potentials in the form
where p ∈ N is assumed for analyticity of the vector field. There exists the unique global solution u(t) ∈ C 2 (R, ℓ 2 (Z d )) to the Cauchy problem for the dKG equation (1.1) with (1.3) equipped with the initial datum (u,u) ∈ ℓ 2 (Z d ) × ℓ 2 (Z d ), where u stands for {u n } n∈Z d . Because our main results are formulated for small initial datum (u,u), most of the results are applicable for general anharmonic potentials expanded as
if α p = 0. The general anharmonic potential V is classified as soft if α p < 0 and hard if α p > 0. Discrete breathers are time-periodic solutions localized on the lattice. Such solutions can be constructed asymptotically by exploring the two opposite limit: the anti-continuum limit ǫ → 0 of weak coupling between the oscillators [17] and the continuum limit ǫ → ∞ of strong coupling [4] . Compared to these asymptotic approximations, we explore here a different limit of the dKG equation to the discrete nonlinear Schrödinger (dNLS) equation, where the weak coupling between the oscillators is combined together with small amplitudes of each oscillator. To be precise, we assume the scaling (1.5) u n = ǫ (1.6)ü n + u n + ǫu
where the tilde notations have been dropped. By using a formal expansion u n (t) = a n (ǫt)e it +ā n (ǫt)e −it + O(ǫ), the following dNLS equation for the complex amplitudes is derived from the requirement that the correction term O(ǫ) remains bounded in ℓ 2 (Z d ) on the time scale of O(ǫ −1 ):
(1.7) 2ia ′ n + γ p |a n | 2p a n = (∆a) n , n ∈ Z d , where the prime denotes the derivative with respect to the slow time variable τ = ǫt and the numerical coefficient γ p is given by (1.8) γ p = 1 + 2p 1 + p = (2p + 1)! p!(p + 1)! .
The asymptotic relation between the dKG equation (1.6) and the dNLS equation (1.7) was observed first in [25] and was made rigorous by using two equivalent analytical methods in our previous work [23] . Discrete breathers of the dKG equation (1.1) are approximated by discrete solitons (standing localized waves) of the dNLS equation (1.7) in the form a n (τ ) = A n e
Ωτ , where the time-independent amplitudes satisfies the stationary dNLS equation (1.9) ΩA n + γ p |A n | 2p A n = (∆A) n , n ∈ Z d .
The elementary staggering transformation (1.10) A n = (−1) nÃ n , Ω = −4d −Ω relates the defocusing version (1.9) to the focusing version
In the recent past, existence and stability of discrete solitons in the focusing version (1.11) has been studied in many details depending on the exponent p and the dimension d. Various approximations of discrete solitons of the dNLS equation (1.11) are described in [8] . Let us review some relevant results on this subject. |a k − a n | 2 − 1 p + 1
is the conserved energy, N (a) = n∈Z d |a n | 2 is the conserved mass, and ν > 0 is fixed. The existence of a ground state as a minimizer of the constrained variational problem (1.12) was proven in Theorem 2.1 in [26] for every E ν < 0. By Theorem 3.1 in [26] , if p < Variational and numerical approximations for d = 1 were employed to analyze the structure of discrete solitons of the stationary dNLS equation (1.11) near the critical case p = 2 [11, 18] . It was shown for single-pulse solitons that although the dependence Ω → ν is monotone for p = 1, it becomes non-monotone for p 1.5 covering the whole range ν > 0 for p < 2 and featuring the excitation threshold for p 2. Further analytical estimates on the excitation threshold in the stationary dNLS equation were developed in [7, 9, 10] .
Spectral stability of discrete solitons in the dNLS equation (1.7) was analyzed in the limit Ω → ∞, which can be recast as the anti-continuum limit of the dNLS equation. It was shown for d = 1 in [22, 24] (see Section 4.3.3 in [21] ) that the single-pulse solitons are stable in the limit Ω → ∞ for every p ∈ N. Asymptotic stability of singlepulse solitons for d = 1 and p 3 was also proven in the same limit in [1] after similar asymptotical stability results were obtained for small solitons of the dNLS equation in the presence of a localized potential [6, 16] .
Spectral and orbital stability of single-pulse discrete solitons in the dNLS equation (1.7) is determined by the monotonicity of the dependence Ω → ν according to the well-known Vakhitov-Kolokolov criterion [13, 21] . It was shown in [15] that this criterion is related to a similar energy criterion for spectral stability of discrete breathers in the dKG equation (1.1). If ω is a frequency of the discrete breathers and H is the value of their energy, then the monotonicity of the dependence ω → H is related to the monotonicity of the dependence Ω → ν in the dNLS limit. Further results on the energy criterion for spectral stability of discrete breathers in the dKG equation (1.1) are given in [12, 27] . In spite of many convincing numerical evidences, the orbital stability of single-pulse discrete breathers is still out of reach in the energy methods.
The purpose of this paper is to make precise the correspondence between existence and linear stability of discrete breathers in the dKG equation (1.1) and discrete solitons in the dNLS equation (1.7). This work clarifies applications mentioned in Section 4 of our previous paper [23] . We show how the Lyapunov-Schmidt reduction method can be employed equally well to study existence and linear stability of small-amplitude discrete breathers near the point of their bifurcation from the dNLS limit under reasonable assumptions on existence and linear stability of the discrete solitons of the dNLS equation. We also show how normal form methods (see [2, 3, 5, 19, 20] ), combined with the Lyapunov-Schmidt reduction, are implemented to provide higher order approximation of the discrete breathers, in the same dNLS limit. These results represent a considerable improvement with respect to the corresponding results in [19] . Long-time nonlinear stability of small-amplitude discrete breathers then follows, assuming the discrete soliton to be a nondegenerate minimizer of the variational problem (1.12).
The remainder of this paper consists of three sections. Section 2 proves the existence of discrete breathers obtained via the Lyapunov-Schmidt decomposition. Section 3 describes the linear stability results obtained by the extension of the same technique. Section 4 gives the normal form arguments towards the long-time nonlinear stability of small-amplitude breathers. 
. By scaling the time variable as τ = ωt with ω = 2π/T , it is convenient to consider 2π-periodic solutions
with parameter ω, such that u(t) = U (ωt). Breather solutions can be equivalently represented by the Fourier series
Since U is real, the complex-valued Fourier coefficients satisfy the constraints:
If the periodic solution has zero initial velocity, i.e., U ′ (0) = 0, then it follows from reversibility of the dKG equation (1.1) in time 1 that the periodic solution is even in time, which implies
As a consequence of the two symmetries, the Fourier coefficients are real, hence the representation (2.1) becomes Fourier cosine series with real-valued coefficients:
After the scaling transformation (1.5), breather solutions to the scaled dKG equation (1.6) satisfy the following boundary-value problem:
The boundary-value problem (2.5) can be rewritten in real-valued Fourier coefficients as
At ǫ = 0, bifurcation of breathers is expected at ω m = 1/m, m ∈ N, from which the lowest bifurcation value ω 1 = 1 gives a branch of fundamental (single-period) breathers. If the solution branch ω(ǫ) and {A (m) (ǫ)} m∈N ∈ ℓ 2,2 (Z; ℓ 2 (Z d )) is parameterized by ǫ, then we are looking for the branch of fundamental breathers to satisfy the limiting conditions:
The limiting conditions (2.7) are not sufficient for persistence argument. In order to define uniquely a continuation of the solution branch in ǫ, we consider the stationary dNLS equation in the form:
where Ω is parameter and γ p is a numerical coefficient given by (1.8). We restrict consideration to the case of dNLS solitons given by real A, for which we introduce the Jacobian operator for the stationary dNLS equation (2.8) at A: Assuming existence of a dNLS soliton A in the stationary dNLS equation (2.8) for some Ω ∈ R\[−4d, 0] and invertibility of J Ω at this A in (2.9), we will prove existence and uniqueness of the branch ω(ǫ) and {A (m) (ǫ)} m∈N ∈ ℓ 2,2 (Z; ℓ 2 (Z d )) of fundamental breathers satisfying the limiting conditions:
The following theorem gives the existence and uniqueness result for the breather solutions. 
where U (τ, ǫ) is given by the Fourier series (2.1) with amplitudes {A (m) (ǫ)} m∈Z satisfying symmetries (2.2) and (2.3) . Formally, at the leading order (2.7), we have:
and evaluating the integral at the only nonzero term for k = p + 1 yields the limiting dNLS equation (2.8) for
Proof. In order to solve the breather equation (2.6) as ǫ → 0 near the limiting solution (2.7), we proceed with the classical Lyapunov-Schmidt decomposition (see for example [4, 25] ). We introduce the Hilbert spaces
and the dual spaces under the Fourier series (2.1):
The breather solution U is an element of X 2 , which is uniquely identified by the sequence A inX 2 . In other words, a solution is given by a sequence of Fourier coefficients
The Sobolev norm in spaceX 2 is given by
Let us introduce also the linear operator L ω : X 2 → X 0 , which is given in Fourier space byL ω :X 2 →X 0 :
We define the linear subspace
In the Fourier space, we setV 2 as a kernel ofL ω=1 inX 2 andŴ 2 its orthogonal complement inX 2 =V 2 ⊕Ŵ 2 . In a similar way, we introduce the range subspace W 0 for the operator L ω=1 , which is a subspace X 0 whose codimension is equal to the dimension of V 2 , so that X 0 = V 0 ⊕ W 0 , and similarlyX 0 =V 0 ⊕Ŵ 0 . Any element ofX 2 can be decomposed into (2.14)
The breather equation (2.6) for Fourier coefficients can be written in the abstract form:
where
The nonlinear equation (2.15) is projected ontoV 0 andŴ 0 , thus yields the following two equations:
The former one is known as the kernel equation and the latter one is known as the range equation. We shall solve the range equation for small ǫ assuming that |ω − 1| = O(ǫ) by using the implicit function theorem. Exploiting the fact thatV 0 andŴ 0 are invariant under ∆ and thatL ω=1 A ♯ = 0 by definition, the range equation in (2.16) takes the form
The perturbed linear operatorL ω − ǫ∆ can be inverted onŴ 0 for ǫ small enough if |ω − 1| = O(ǫ). Indeed, first write using Neumann series
whereL −1 ω is well defined onŴ 0 thanks to the diagonal form:
Let us introduce a parametrization of ω by (2.19)
where Ω is fixed independently of ǫ. It follows by elementary computation that there exists ǫ * (Ω) that only depends on Ω such that for every ǫ ∈ (0, ǫ * (Ω)),
thus obtaining the estimate
and consequently ǫL
Since X 2 is a Banach algebra with respect to multiplication andX 2 is a Banach algebra with respect to convolution, the nonlinear term N (A) in (2.17) is closed inX 2 . By writing the range equation as the fixed-point equation for
and using the implicit function theorem thanks to the parametrization (2.19) and the uniform bound (2.20), we conclude that for every ǫ ∈ (0, ǫ 0 ), Ω ∈ R, and A ♯ ∈V 2 ⊂X 2 , there exists a unique solution A ♭ ∈Ŵ 2 ⊂X 2 to the fixed-point equation (2.21) such that the mapping (A ♯ , Ω, ǫ) → A ♭ is C ω and the solution is as small as O(ǫ) thanks to the leading order approximation
which provides the bound
Cǫ, for some ǫ-independent C. Inserting the parametrization (2.19) and the mapping (A ♯ , Ω, ǫ) → A ♭ into the kernel equation in (2.16) and dividing by ǫ, we obtain
Thanks to the computations in Remark 2.2 and the bound (2.23), one can rewrite the kernel equation explicitly in terms of the real-valued amplitude A (1) as follows:
where R(A (1) , Ω, ǫ) :
is C ω and bounded as ǫ → 0 thanks to the bound (2.23). Thanks to the assumptions of the theorem, A ∈ ℓ 2 (Z d ) is a root of
is a bounded and invertible operator on ℓ 2 (Z d ). By the implicit function theorem, there exists ǫ 1 < ǫ 0 such that for every ǫ ∈ (0, ǫ 1 ) and Ω ∈ R for which A ∈ ℓ 2 (Z d ) exists in (2.25) 
for some ǫ-independent C. Combining (2.23) and (2.27) with the decompositions (2.14) and (2.19) yields bounds (2.11) and (2.12).
STABILITY VIA LYAPUNOV-SCHMIDT DECOMPOSITION
Linearizing u(t) = U (τ )+w(t) of the dKG equation (1.6) at the breather solution U (τ ) ∈ H 2 per ([−π, π]; ℓ 2 (Z d )) with τ = ωt yields the linearized dKG equation:
By Floquet theorem, every solution of the 2π-periodic linear equation (3.1) can be represented in the form w(t) = W (τ )e λt , where λ ∈ C is the spectral parameter and
is an eigenfunction of the spectral problem:
The spectral problem (3.2) can be formulated in the Hamiltonian form JH ′′ (U ) f = λ f , where
by the Fourier series:
With the help of (2.1) and (3.3), the spectral problem (3.2) is rewritten in Fourier coefficients as
No symmetry reductions exist generally for the Fourier coefficients {B (m) } m∈Z .
At ǫ = 0 and ω = 1, the spectral problem (3.4) admits a double set of eigenvalues λ defined by (3.5)
where Σ + = Σ − and each eigenvalue has infinite multiplicity due to the lattice Z d . In terms of the Floquet multipliers (3.6) µ := e λT = e 2πλ/ω , all eigenvalues at ǫ = 0 and ω = 1 correspond to the same Floquet multiplier µ = 1. 2ib
where Λ ∈ C is the spectral parameter and
is an eigenfunction, yields the spectral problem:
Note that the spectral problem (3.8) is also written in the Hamiltonian form J H ′′ (A) f = 2Λ f , where
The first diagonal entry in H ′′ (A) coincides with the Jacobian operator (2.9) for the stationary dNLS equation (2.8). A) ). In either case, the stability theory in linear Hamiltonian systems [13, 21] is applied to conclude that there exist finitely many eigenvalues Λ with Re(Λ) = 0 in the spectral problem (3.8). The continuous spectrum of J H ′′ (A) coincides with the purely continuous spectrum of J H ′′ (0) and is located on
The following theorem guarantees the persistence of simple isolated eigenvalues of the spectral problem (3.8) outside σ c (J H ′′ (A)) in the spectral problem (3.4) near λ = 0.
Theorem 3.1. Under the assumption of Theorem 2.1, assume that Λ ∈ C is a simple isolated eigenvalue of the spectral problem (3.8) 
There exists ǫ 0 > 0 and C 0 > 0 such that the spectral problem (3.4) for every ǫ ∈ (0, ǫ 0 ) admits a unique C ω branch of the eigenvalueeigenvector pair with λ(ǫ) ∈ C and {B (m) (ǫ)} m∈N ∈ ℓ 2,2 (Z; ℓ 2 (Z d )) satisfying the bounds
Proof. We adopt the same Hilbert spaces as those used in the proof of Theorem 2.1. Any element ofX 2 can be decomposed into (3.13)
We assume that ω(ǫ) and {A (m) (ǫ)} m∈Z are given by Theorem 2.1 with the error bounds (2.11) and (2.12). Let us introduce the linear operatorM λ,ω :X 2 →X 0 :
The spectral problem (3.4) for Fourier coefficients can be written in the abstract form:
where S(A(ǫ), B) is the linear map on B obtained from the nonlinear term N (A). Since p ∈ N, the map F (B, λ, ǫ) :X 2 × C × R →X 0 is C ω in its arguments. Projecting equation (3.15) ontoV 0 andŴ 0 yields the following range and kernel equations, respectively:
The range equation in system (3.16) can be solved in the same way as the range equation in system (2.16). By using the implicit function theorem, for every ǫ ∈ (0, ǫ 0 ), Λ ∈ C, and B ♯ ∈V 2 ⊂X 2 , there exists a unique solution B ♭ ∈Ŵ 2 ⊂X 2 of the range equation ΠV 0 F (B ♯ + B ♭ , ǫΛ, ǫ) = 0 such that the mapping (B ♯ , Λ, ǫ) → B ♭ is C ω and the solution is as small as O(ǫ) thanks to the bound
Cǫ, for some ǫ-independent C. Inserting ω = 1− 1 2 ǫΩ+O(ǫ 2 ), λ = ǫΛ, and the C ω mapping (B ♯ , Λ, ǫ) → B ♭ into the kernel equation in system (3.16) and dividing by ǫ, we obtain the following system of two equations on the two amplitudes (B (1) , B (−1) ):
is a linear map on (B (1) , B (−1) ) with C ω coefficients which are bounded as ǫ → 0 thanks to the bound (3.17). In the derivation of numerical coefficients in (3.18), we have used the following explicit computation:
1 2π
At ǫ = 0, the system (3.18) becomes the spectral problem (3.8) in variables B (±1) = b + ± ib − . It is assume that Λ is a simple isolated eigenvalue in the spectral problem (3.8) with 2Λ / ∈ σ c (J H ′′ (A)) and a related eigenvector
For ǫ = 0, the eigenvalue Λ becomes the characteristic root of the linear system (3.18). By the analytic perturbation theory for closed linear operators (see Theorem 1.7 in Chapter VII on p. 368 in [14] ), simple characteristic roots and the associated eigenvectors are continued in ǫ as C ω functions. This completes justification of the bounds (3.10) and (3.11).
Remark 3.3. If 2Λ ∈ iR\σ c (J H ′′ (A)), the bound (3.10) is not sufficient to guarantee that the eigenvalue λ remains on iR.
In order to obtain a definite prediction that the simple isolated eigenvalue Λ ∈ iR of the spectral problem (3.8) persist as a simple isolated eigenvalue λ ∈ iR of the spectral problem (3.4), we use the Krein signature theory for linearized Hamiltonian systems. Consider the linearized dKG equation (3.1) and define
It is straightforward to verify that k(w) is independent of t. Let us represent the eigenvalue-eigenvector pair by w(t) = W (τ )e λt with λ ∈ C and
The following lemma reproduces the main result of the Krein theory. 9 Lemma 3.1. Let λ ∈ C be a simple isolated eigenvalue in the spectral problem (3.2) with the eigenvector
Proof. The spectral problem (3.2) can be formulated in the Hamiltonian form JH ′′ (U ) f = λ f , where f = (W, Q), J * = −J = J −1 , and
so that if Re(λ) = 0 then K(W, λ) = 0. If λ ∈ iR\{0} is a simple isolated eigenvalue, then we claim that K(W, λ) = 0. Indeed, if we assume K(W, λ) = 0, then there exists a generalized eigenvector from solution of the nonhomogeneous equation
since the condition of the Fredholm alternative theorem is satisfied:
Therefore, λ is at least a double eigenvalue in contradiction with the assumption that λ is simple. Therefore, K(W, λ) = 0.
Equipped with Lemma 3.1, we can now prove an analogue of Theorem 3.1 about persistence of simple isolated eigenvalues on iR.
Theorem 3.2. Under the assumption of Theorem 2.1, assume that Λ ∈ iR\{0} is a simple isolated eigenvalue of the spectral problem (3.8) with
There exists ǫ 0 > 0 and C 0 > 0 such that the spectral problem (3.4) for every ǫ ∈ (0, ǫ 0 ) admits a unique C ω branch of the eigenvalue-eigenvector pair with λ(ǫ) ∈ iR and {B (m) (ǫ)} m∈N ∈ ℓ 2,2 (Z; ℓ 2 (Z d )) satisfying the bounds (3.10) , (3.11) , and (3.12) .
Proof. By Remark 3.3, we only need to prove that λ(ǫ) = ǫΛ + O(ǫ 2 ) remains on iR. By smoothness of the branch of eigenvalue-eigenvectors in ǫ, we can compute the limit ǫ → 0 for the Krein quantity K(W, λ) in (3.20) . We obtain
which is the Krein quantity for the spectral problem (3.8). Since Λ ∈ iR\{0} is simple and isolated, the Krein quantity for the spectral problem (3.8) enjoys the same properties as in Lemma 3.1. In particular, it is real and nonzero. By continuity in ǫ, K(W, λ) is nonzero for every ǫ ∈ (0, ǫ 0 ), so that by Lemma 3.1, the eigenvalue λ(ǫ) = ǫΛ + O(ǫ 2 ) of the spectral problem (3.2) satisfies Re(λ) = 0.
Remark 3.4. Theorem 3.1 and 3.2 imply that the spectral stability of dNLS solitons is transferred to the spectral stability of dKG breathers if bifurcations of new isolated eigenvalues from the continuous spectrum in (3.9) do not result in the appearance of new eigenvalues with Re(λ) = 0 in the spectral problem (3.8). Such arguments follow from the Krein theory [21]. In the anti-continuum limit of the dNLS equation (1.7), one can find conditions excluding bifurcations of new isolated eigenvalues from the continuous spectrum of the spectral problem (3.8) [24].

LONG-TIME NONLINEAR STABILITY VIA RESONANT NORMAL FORMS
Normal forms are used to reveal important aspects in the dynamics of a given evolution equation. Typically, these are obtained via near-identity nonlinear transformations, exploiting a natural small parameter of the system.
The resonant normal form we are constructing here is based on the scheme already illustrated in [2, 5] : this scheme is suitable for infinite dimensional Hamiltonian systems and can be implemented by working at the level of either the Hamiltonian fields (as we decide to do, following [2] ) or the Hamiltonian function (as in [5] , where the norm of the fields are derived).
In what follows we first present a result according to which the Hamiltonian of our problem can be put into a resonant normal form up to an exponentially small remainder. The truncated normal form represents a generalized dNLS equation in the same spirit as in [20] . We then give a theorem about the existence of a breather for the dKG equation, exponentially close to discrete soliton of the normal form; we stress here that such an estimate is a significant improvement with respect to the one obtained in [19] where the two objects were proven to be only order one close in the small parameter. As a last step, under additional hypothesis that the dNLS soliton is a minimizer in the variational problem (1.12) we state a stability result for the discrete breathers on an exponentially long time scale. The proofs of the above mentioned results are illustrated respectively in Subsections 4.3, 4.4 and 4.5.
4.1. Setting, preliminaries and normal form result. We consider the Hamiltonian corresponding to the scaled model (1.6)
where v j =u j . The Hamiltonian (4.1) can be obtained scaling both the variables (u n ,u n ) according to (1.5), and the original Hamiltonian original energy (1.2) by ǫ
p . In the following, (4.1) will be considered as a nearly integrable Hamiltonian system
where G is an integrable Hamiltonian and F is a perturbation of order O(ǫ) (4.3)
Remark 4.1. The construction can be generalized adding higher order perturbation terms; for example, by considering the Hamiltonian corresponding to the expanded potential (1.4)
We need some preliminary notations (for a wider treatment of the topic we refer to Section 5 of [2] ). We consider z := (u, v) in the complexified phase space P = ℓ 2 (C) × ℓ 2 (C) with the usual ℓ 2 norm, which makes it Hilbert with the usual inner product. Given 0 < R < 1 and 0 < d , we restrict to a ball around the origin B R,d := {z ∈ P s.t. z < R(1 − d)}. In order to measure the size of complex valued functions g and Hamiltonian vector fields X g on such a generic ball, we make use of the supremum norm
.
In rough words, we want to construct a normal form K which possesses a second conserved quantity given by the ℓ 2 norm G H = K + P , {K, G} = 0 ;
this additional conserved quantity corresponds to the invariance under the rotation symmetry, given by the periodic flow Φ t G of the Hamiltonian field X G . In this sense, the normal form K is a generalized dNLS model (see also [20] ); the additional conserved quantity G for K turns out to be an approximated conserved quantity for H, whose variation can be kept bounded on exponentially long times. This is stated in the Normal Form Theorem: 
which puts the Hamiltonian (4.1) into the resonant normal form
Moreover, for any initial datum z 0 ∈ B R,3d , there exists a positive constant C such that the variations of G and Z are bounded as follows
for exponentially long times (4.9) |t| T * := exp 1 µ .
The normal form algorithm is based on the linear operator T X associated to a generating sequence {X s } r s=1 , where X s = O(ǫ s ), which acts recursively on G as follows
and on F as follows (4.10)
Indeed, the recursive definition of F r has to be coherent with the notation, according to which F r = O(ǫ r ). Such a linear operator also provides the close-to-the-identity nonlinear transformation (4.11)
The generating sequence X , and the corresponding canonical transformation T X , will be determined in order to put the Hamiltonian in resonant normal form up to order O(ǫ r ), namely (4.12)
The generating sequence X = {X s } and the normal form terms Z = r s=1 Z s are determined by the homological equations
where X s , Z s and Ψ s are all homogeneous terms of order ǫ s , with (4.14)
At first order r = 1, we obtain again equation (2.8) as leading order approximation of the Klein-Gordon breather. Indeed we have to put into normal form the initial perturbation Ψ 1 := F 1 . The first normal form term Z 1 represents its average, and it turns out that at first order the Hamiltonian K (1) can be given by the corresponding dNLS model (4.15)
once usual complex coordinates ψ j are introduced (4.16)
Indeed, to get (4.15) one has first to express the Hamiltonian in canonical complex coordinates (ζ, η) defined by
so that the quadratic part of K (1) reads
To average the nonlinearity one follows the same calculations already used in the Remark 2.2
thus that the nonlinear term reads
and its standard shape is recovered introducing the complex variable (4.16) which allows to rescale the prefactor 2 −p . Discrete solitons of (4.15) with frequency close to one
are then extremizer of Z 1 := ǫ −1 Z 1 constrained to constant values of the norm G = ν, thus providing again (2.8) with Ω = Ω(ν).
4.2.
High order approximation and nonlinear stability results. Let us consider K := H − P in (4.6) and its equations
In order to generalize the discrete soliton approximation for any r 2, we rewrite the ansatz (4.17) as
where A is the real amplitude of the soliton 2 , which is assumed to be small enough to belong to the domain of validity of the normal form (4.6); once inserted in (4.18) , it provides the equation for A 
while f 1 is the perturbation due to the normal form steps r 2
we recall that, due to {G, Z} = 0, the vector field X Z is equivariant under the action of e iθ X Z Ae
The next Proposition represent the higher order version of Theorem 2.1, under the same assumption on A and J Ω : it claims the existence of the breather for the Klein-Gordon close to the discrete soliton of the normal form K.
Theorem 4.2.
Let us assume A a solution of (2.8) with Jacobian J Ω in (2.9) invertible in ℓ 2 (Z d , R). Then: (1) there exists ǫ * 1 < ǫ * such that for any 0 < ǫ < ǫ * 1 there exists a unique solution A(Ω, ǫ) of (4.20) , which is analytic in ǫ. Moreover, the following estimates hold true
is the differential of f evaluated at A(Ω, ǫ) and C a suitable constant independent of ǫ.
2 please notice the use of the gothic font instead of the calligraphic one to distinguish between the objects of the generalized dNLSgiven by the higher order normal form -to those of the standard dNLS 
with suitable constants c and C independent of ǫ. sup
with suitable constants c and C independent of ǫ.
We now assume a stronger condition than the invertibility of the Jacobian operator J Ω ; we require A to be a nondegenerate minimizer for Z 1 constrained to constant values of the norm G. Under this assumption, which implies invertibility of J Ω , it follows that for ǫ sufficiently small also the discrete soliton A obtained in Proposition 4.1 is a nondegenerate minimizer for Z := ǫ −1 Z constrained to the sphere S := {G(z) = ν}, with E sufficiently small (as required by the normal form construction). As a consequence, A is an orbitally stable periodic orbits (see [3, 19, 26] ) for the normal form K = G + Z: we are going to show that for the full system H = G + K + P it is orbitally stable for exponentially long times and that the same holds true for the Klein-Gordon breathers.
Let us introduce with A := {A (m) } and denote with O(A) the closed curve described by the Klein-Gordon breather
The next Theorem provides the orbital stability of O(A):
with a suitable constant c independent of ǫ.
4.3.
Proof of Theorem 4.1 (Normal Form Theorem). We give a short sketch of the proof, which would be long and technical if all the details were included. The estimates here included can be obtained by following [5, 2] . Recursive estimates, which are the most technical aspect of the whole construction, need estimates on the initial size of the perturbation F ; since our approach combines estimates of both functions and vector fields, we need also an initial estimates of X F . We thus introduce the main quantities E and ω 1 providing the initial estimates and that it can be easily derived
Thus we can define E as follows
In a similar way, after computing explicitely the vector field X F , one gets
with C d ≫ 1 depending on the dimension of the lattice, so that 1 R sup
which gives the following definition of ω 1 (4.29) 
together with
Given the above estimates, we can obtain the inclusions (4.5); indeed, if we ask for (4.37)
then the deformation is bounded by
which tells us that the deformation is O(Rǫ). The remainder R (r+1) in (4.12), at an arbitrary step r, is given by
by exploiting (4.36) and the initial estimates, the following bounds on the vector fields hold true
, which give
The exponential estimate (4.6) is derived from (4.38) by expanding M r 2 as This remarkable property allows to write the Range equation aŝ
is at least linear in A ♭ , hence a small perturbation with respect toL ω=1 . The usual leading order approximation proviede by the Implicit Function Theorem gives then
for some constant C independent of ǫ. The Kernel equation, after dividing by ǫ, takes the form
where we have introduced the scaled functions Z s := ǫ −s Z s . Please notice that in the small remainder we have included not only the smallness of the vector field ∂ η R (r+1) , but also
