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RESUMO
Este trabalho tem como objetivo explorar a área de aprendizado por reforço profundo,
que tem apresentado grandes evoluções nos últimos anos e é considerada por diversos
pesquisadores a área mais próxima da chamada Inteligência Artificial Geral ou Inteligência
Artificial Forte. Uma variação do jogo da velha é apresentada e um modelo é proposto
para o treinamento de um agente inteligente capaz de jogar este jogo, de tal forma que
as ações do agente combinam uma parte numérica com uma parte categórica. Para isto,
este trabalho introduz grande parte da modelagem encontrada na área de Aprendizado
por Reforço Profundo. São exploradas diversas configurações para o treinamento deste
agente a fim de validar a que apresenta o melhor desempenho no jogo. A pontuação é
calculada com base em partidas contra um agente proposto ao longo do trabalho que age
em partes de forma aleatória e em partes de forma inteligente. Por fim, são apresentados
os resultados obtidos nos experimentos, desafios encontrados e propostas de melhoria para
trabalhos futuros.
Palavras-chave: aprendizado por reforço. aprendizado de máquina. aprendizado pro-
fundo. rede neural.
ABSTRACT
This work aims to explore the area of Deep Reinforcement Learning, which has shown
major developments in recent years and is considered by many researchers the closest
area to the so-called Artificial General Intelligence. A variation of the tic-tac-toe game is
introduced and a model is proposed for training an intelligent agent capable of playing this
game, such that the agent’s actions combine a numerical part with a categorical one. For
this, this work introduces much of the modeling found in the area of Deep Reinforcement
Learning. Several configurations for the training of the agent are explored to validate
the one that presents the best performance in the game. The agent score is calculated
based on matches against an agent, introduced throughout this work, that acts in parts
at random and in parts intelligently. Finally, the results obtained in the experiments,
challenges faced and proposals for improvement for future work are presented.
Keywords: reinforcement learning. machine learning. deep learning. neural network
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1 INTRODUÇÃO
A área de aprendizado por reforço (SUTTON; BARTO, 2018) consiste em treinar
um agente a partir de experiências e interações observadas em um ambiente, ao receber
recompensas por cada ação feita. Esta área é fortemente inspirada na psicologia humana
e, por isso, é considerada umas das áreas mais promissoras para alcançar a chamada
Inteligência Artificial Forte (GOERTZEL, 01 Dec. 2014; ROCHA; COSTA; REIS, 2020),
que consistiria em uma inteligência capaz de aprender qualquer tarefa que um ser humano
também é capaz.
Ao longo do tempo, diversos avanços na área vêm sendo feitos. Uma das primeiras
aplicações de aprendizado por reforço foi na resolução do jogo da velha, como por exemplo
(MICHIE, 1961), em que foi desenvolvido um sistema mecânico com o auxílio de caixas
de fósforo chamado de MENACE (Matchbox Educable Noughts and Crosses Engine), ilus-
trado na figura 1. Neste sistema, cada caixa de fósforo representa um certo estado do
tabuleiro e possui uma certa quantidade de peças coloridas internamente, representando
cada ação possível naquele estado. Em cada jogada, uma peça é retirada aleatoriamente
e a ação correspondente é realizada. Caso o sistema ganhe ou empate o jogo, para cada
caixa utilizada para realizar os movimentos, mais peças das cores utilizadas são adici-
onadas. Caso o sistema perca o jogo, as peças amostradas são removidas das caixas
correspondentes, desincentivando estes movimentos de serem realizados novamente em
jogos futuros. Este é um exemplo de aprendizado por reforço, em que o sistema interage
com o jogo, dando recompensas positivas para jogadas com resultados ganhadores e de
empate, e recompensas negativas para jogadas com resultados perdedores.
Figura 1 – Recriação do sistema MENACE
Diversos trabalhos foram desenvolvidos além do MENACE com foco no jogo da ve-
lha. Alguns exemplos: (GATTI; EMBRECHTS, 2013) explora o uso de redes neurais
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para a resolução do jogo da velha e de uma variante sua; (FAUSSER; SCHWENKER,
2011) aplica um ensemble (comitê) de M agentes treinados e combinados para a decisão
de qual ação tomar em cada passo para alguns jogos de tabuleiro, incluindo o jogo da
velha; (STEEG; DRUGAN; WIERING, 2015) utiliza o método de diferenças temporais
(discutido na seção 2.1.3) para explorar uma variação tridimensional do jogo da velha;
e (WANG; EMMERICH; PLAAT, 2018) utiliza uma variação do Q-Learning (discutido
também na seção 2.1.3) para treinar agentes que aprendem a jogar jogos de forma mais
genérica, aprendendo a jogar vários jogos de uma vez, incluindo o jogo da velha.
Outros jogos também foram sendo explorados ao longo do tempo. Esta é uma área
com grande interesse de pesquisa, pois é simples treinar agentes, com técnicas de apren-
dizado por reforço, a partir da interação com um simulador, com o objetivo de conseguir
pontuações cada vez melhores. Exemplos são o treinamento de um agente para jogar di-
versos jogos do videogame Atari 2600 (MNIH et al., 2013), treinamento de um agente para
jogar o jogo Gamão (TESAURO, 1995) ou mesmo um agente, conhecido como AlphaGo
(SILVER et al., 2016), para jogar o famoso jogo Go.
Outras possíveis aplicações incluem o controle de veículos autônomos (KIRAN et al.,
2021), em que o agente é responsável por controlar a direção do veículo a partir de sensores
ao redor do mesmo; robótica (KOBER; BAGNELL; PETERS, 2013; GU et al., 2016),
para o treinamento do controle de peças robóticas; e mercado financeiro (FISCHER, 2018;
CHARPENTIER; ELIE; REMLINGER, 2020; YANG et al., 2020), criando estratégias de
investimento ou de trading de ativos financeiros.
Para popularizar o estudo da área e o desenvolvimento de novos modelos, alguns
ambientes com tarefas e interações prontas foram implementados, como os do OpenAI
Gym (BROCKMAN et al., 2016), com exemplos na figura 2, e o MuJoCo (TODOROV;
EREZ; TASSA, 2012), com exemplos na figura 3.
Figura 2 – Exemplos de ambientes do OpenAI Gym
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Figura 3 – Exemplos de ambientes MuJoCo
1.1 PROBLEMA EXPLORADO
O problema explorado ao longo deste trabalho é uma variação do famoso jogo da velha,
conhecida como Jogo da Velha com Aposta (DEVELIN; PAYNE, 2010; FRANKO,
2019).
Nesta variação, dois jogadores competem em um tabuleiro idêntico ao do jogo da velha,
que deve ser preenchido com três peças de um mesmo jogador na mesma linha, coluna
ou diagonal. Porém, diferentemente da versão original, os jogadores não alternam turnos.
Estas são as regras do jogo:
1. Cada jogador começa com uma quantidade C de moedas (C = 100 ao longo dos
experimentos deste trabalho).
2. No começo de cada rodada, cada jogador deve apostar um valor entre 0 e o valor
atual que possui de forma escondida, sem que seu oponente saiba este valor. Eles
sabem apenas quantas moedas cada um possui.
3. As apostas são reveladas e o jogador que tiver o maior valor possui o direito de fazer
um movimento no tabuleiro.
4. Este mesmo jogador deve dar o valor apostado para seu oponente.
5. As rodadas se seguem até um jogador possuir 3 peças em sequência, como no Jogo
da Velha clássico.
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Caso haja empate na aposta, o jogador que possuir mais moedas na rodada atual leva
a vantagem. Caso ambos possuam a mesma quantidade, há um sorteio de qual jogador
terá a vantagem na jogada.
Uma visualização do início deste jogo encontra-se na figura 4, no qual o jogador DRL-
Player apostou 41 moedas e ganhou a possibilidade de fazer um movimento no tabuleiro
após ganhar a aposta contra seu oponente HumanPlayer, que apostou 31 moedas. Como
cada jogador começou com 100 moedas, o jogador DRLPlayer agora possui 59 = 100 -
41 moedas, após fazer uma jogada na posição 3, enquanto o jogador HumanPlayer possui
141 = 100 + 41 moedas.
Figura 4 – Visualização do jogo em um terminal
Este jogo se mostra desafiador por alguns motivos. Estratégias do Jogo da Velha tra-
dicional não se aplicam diretamente nesta variação, pois os jogadores não alternam turnos
e, caso um jogador possua muitas moedas, há estratégias que o permitem garantidamente
jogar pelo menos duas vezes seguidas, às vezes garantindo a vitória.
Além disso, há o elemento da surpresa: um jogador pode precisar apostar um valor
alto para realizar certo movimento, e, caso seu oponente queira impedir tal movimento,
precisa apostar um valor mais alto ainda. Mas o valor apostado pelo primeiro jogador
pode ser baixo de propósito, fazendo com que ele receba muitas moedas de seu oponente
e jogue com esta vantagem nas rodadas seguintes.
Alguns outros trabalhos nessa área de jogos com aposta foram realizados, como (DE-
VELIN; PAYNE, 2010), que segue uma abordagem combinatória, e (ARTHURS; BIRN-
BAUM, 2016), que também utiliza aprendizado por reforço profundo e segue uma meto-
dologia similar à adotada neste trabalho, mas com uma modelagem diferente. O Jogo da
Velha foi escolhido para este trabalho justamente por ser um dos jogos adversários mais
simples
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1.2 OBJETIVOS DO TRABALHO
Os principais objetivos deste trabalho são explorar parte da literatura do campo de
aprendizado por reforço profundo, além de propor uma modelagem para o problema apre-
sentado, junto com sua implementação e resultados obtidos.
No contexto deste jogo apresentado, se faz necessário um modelo capaz de processar
um estado e retornar uma ação híbrida, com uma parte numérica (valor a ser apostado)
e uma parte discreta (posição no tabuleiro). Alguns modelos existem com este propósito,
como por exemplo o P-DQN (XIONG et al., 2018) e o modelo proposto em (WEI; WICKE;
LUKE, 2018), em que o espaço de ações é parametrizado e a parte contínua é condicionada
à parte discreta, ou seja, só é escolhida após a escolha da parte discreta e seu domínio
pode variar em função desta.
Neste trabalho, é proposto mais um modelo, combinando características do modelo
conhecido como DDPG (LILLICRAP et al., 2015) e de técnicas de exploração utilizadas
no DQN (MNIH et al., 2013), para ser possível ter como saída uma ação com partes
tanto discreta como contínua. Nesta proposta, os dois componentes (contínuo e discreto)
são computados a partir de um mesmo modelo, como detalhado na seção 2.4. Isto é
possível pois não há dependência entre o domínio do valor apostado com o domínio da
posição escolhida no tabuleiro, isto é, o valor apostado não influencia em quais posições
do tabuleiro podem ser jogadas e vice-versa. Esta modelagem faz com que haja um
reaproveitamento das features calculadas a partir do estado atual (quantidade de moedas
de cada jogador e configuração do tabuleiro) para a escolha de cada componente da ação
a ser tomada.
A nível de experimentos, o objetivo consiste em treinar alguns agentes com este modelo
proposto, variando alguns hiperparâmetros, e comparar seus resultados. Além disso,
uma análise da qualidade das ações iniciais do melhor agente é apresentada, assim como
métricas de treinamento e de validação.
Em aplicações reais, há a possibilidade de combinar modelos estatísticos com estra-
tégias estabelecidas manualmente, que poderiam melhorar o desempenho do agente, mas
estas não são exploradas neste trabalho.
Um exemplo clássico de estratégia desenvolvida por humanos é a Tit For Tat para o
dilema do prisioneiro iterado (AXELROD, 1985). Em cada rodada, dois agentes interagem
escolhendo uma ação cooperativa ou uma desertora. Cada combinação gera recompensas
potencialmente diferentes para cada agente, de tal forma que, no longo prazo, é mais
vantajoso para cada agente escolher a ação colaborativa. Foram realizados alguns torneios
abertos para a comunidade, em que várias estratégias foram submetidas, e a conhecida
como Tit For Tat, que consiste basicamente em começar colaborando e depois replicando




Para a criação de um agente capaz de realizar movimentos dentro do jogo, uma mo-
delagem foi proposta utilizando conceitos de algumas áreas do aprendizado por reforço
profundo. Inicialmente, foram utilizados modelos clássicos de aprendizado por reforço.
Porém, estes modelos logo se tornam inviáveis com o aumento do tamanho dos espaços de
estados e de ações do ambiente do jogo. Assim, é necessário modelar os estados e as ações
de forma aproximada. Para isto, redes neurais são apresentadas, utilizadas e combinadas
com técnicas anteriores. Por fim, modelos mais complexos são utilizados e adaptados para
o Jogo da Velha com Aposta.
2.1 APRENDIZADO POR REFORÇO
Como introduzido anteriormente de forma breve, o aprendizado por reforço é uma
área do aprendizado de máquina que consiste na interação de um agente com um ambi-
ente. Este agente observa um estado no ambiente, toma uma ação, transiciona para um
novo estado e recebe uma recompensa nesta transição. Uma visualização desta dinâmica
encontra-se na figura 5.
Figura 5 – Interação de um agente com um ambiente
Agente observa estado St e recompensa Rt, toma uma ação At e vai para um novo estado
St+1 recebendo uma nova recompensa Rt+1.
O principal objetivo então de um agente treinado a partir de técnicas de aprendizado
por reforço é o de encontrar uma política π : S → A que aprende qual ação a ∈ A
tomar a partir de cada estado s ∈ S a fim de maximizar uma função objetivo baseada
nas recompensas observadas.
Uma política pode ser determinística, na qual, para cada estado s, é associado
exatamente uma ação a = π(s), ou estocástica, na qual, para cada estado s, é associada
uma distribuição de probabilidade π(a|s) para todas as ações a ∈ A.
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Estas definições, assim como técnicas para encontrar tais políticas, são melhores dis-
cutidas nas seções a seguir.
2.1.1 Markov Decision Processes
Um Markov Decision Process (mais conhecido como MDP e traduzido como Processo
de Decisão de Markov) (BELLMAN, 1957; HOWARD, 1960; SUTTON; BARTO, 2018)
é uma formalização das noções de agente, estado, recompensa e ambiente descritos ante-
riormente, utilizando também a propriedade markoviana apresentada na seção A.2.
Nesta formulação, um agente interage com um ambiente em uma sequência de passos
discretos. A cada passo t, o agente observa um estado St ∈ S do ambiente e toma uma
ação At ∈ A(s). No passo seguinte t + 1, ele recebe uma recompensa Rt+1 ∈ R ⊂ R e
observa um novo estado St+1 ∈ S.
Um MDP pode ser definido então como uma tupla < S,A, p >, em que:
• S é o conjunto de estados possíveis observados pelo agente
• A é o conjunto de ações possíveis a serem tomadas pelo agente
• p(s′, r|s, a) é a função de probabilidade, também chamada de função de transição,
que define a dinâmica do MDP. Consiste na probabilidade de observar um novo
estado s′ ∈ S e uma recompensa r ∈ R no instante seguinte à tomada da ação
a ∈ A no estado s ∈ S, ou seja, é outro jeito de escrever Pr(St = s′, Rt = r|St−1 =
s, At−1 = a)
É comum, em algumas formulações de MDP, definir a função de transição sem a
dependência das recompensas. A partir desta definição acima, poderíamos calcular esta
nova função como uma distribuição marginal:
p(s′|s, a) = Pr(St = s′|St−1 = s, At−1 = a) =
∑
r∈R
p(s′, r|s, a) (2.1)
Conhecendo a função de transição do MDP, é possível calcular diversas outras infor-
mações, como o valor esperado da recompensa em uma transição entre estados.
2.1.2 Funções de Bellman
Dado um MDP, é necessário entender que função objetivo será maximizada. Para
isso, é necessário entender a natureza do problema, se ele é episódico, ou seja, tem
uma quantidade finita de passos por episódio (como por exemplo o jogo proposto neste
trabalho), ou infinito, ou seja, potencialmente a interação do agente com o ambiente
pode não ter fim (como por exemplo um robô aprendendo a andar).
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Para um problema episódico, pode-se definir o retorno esperado a partir do instante t
e para um instante terminal T como:
Gt = Rt+1 +Rt+2 + · · ·+RT (2.2)
Para um problema infinito, não existe instante terminal T e uma soma infinita fa-
cilmente diverge. Por isso, é introduzida uma constante denominada taxa de desconto,
representada por γ, que pode ser usada para alterar a equação 2.2:
Gt = Rt+1 + γRt+2 + γ




= Rt+1 + γ
∞∑
k=0
γkR(t+1)+k+1 = Rt+1 + γGt+1
(2.3)
, no qual 0 ≤ γ < 1. Se as recompensas são finitas, isto é, Rt < Rmax, o valor de Gt















É fácil ver que o valor de γ influencia o peso dado a cada recompensa no futuro. Valores
de γ próximos de 0 fazem o agente olhar para instantes mais próximos e praticamente
ignorar o futuro mais distante, enquanto valores de γ mais próximos de 1 fazem o agente
considerar mais as recompensas futuras.
A partir da recompensa esperada Gt, é conveniente definir mais duas funções. Levando
em consideração uma política π a ser seguida, a equação 2.5 é definida como função de
valor, enquanto a equação 2.6 é definida como função de ação-valor.






,∀s ∈ S (2.5)





γkRt+k+1|St = s, At = a
]
,∀s ∈ S, a ∈ A
(2.6)
Vale notar que a função de ação-valor pode ser calculada para qualquer par (s, a),
mesmo que a não seja uma ação a ser tomada a partir da política escolhida π.
É possível escrever a função de valor de um estado em função dos estados seguintes,
assim como a função de ação-valor para os estados e ações seguintes. Estas funções escritas
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dessa forma recursiva são chamadas de funções de Bellman. A função de valor pode
ser escrita como:
vπ(s) = Eπ [Gt|St = s]
















p(s′, r|s, a) [r + γvπ(s′)] ,∀s ∈ S
(2.7)
Um MDP possui uma função de valor e uma função de ação-valor ótimas, definidas
como a própria função avaliada com a melhor política possível:
v∗(s) = max
π
vπ(s),∀s ∈ S (2.8)
q∗(s, a) = max
π
qπ(s, a),∀s ∈ S, a ∈ A (2.9)
2.1.3 Q-Learning
Um problema das equações de Bellman como apresentadas até o momento é que é
necessário conhecer a função de transição p do MDP, o que na maior parte dos problemas
não é verdade. Para resolver este problema, algumas abordagens que não requerem um
modelo do ambiente são apresentadas. A primeira delas é utilizando métodos de Monte
Carlo.
Seja Gt um valor observado para o retorno a partir do tempo t até o fim de um episódio
e α uma constante indica o tamanho de um passo. É possível calcular uma estimativa
V (St) para v∗(s) de forma iterativa a partir de uma média móvel exponencial para um
número suficiente de episódios como:
V (St)← αGt + (1− α)V (St) = V (St) + α(Gt − V (St)) (2.10)
Um problema imediato com este método é que é necessário esperar um episódio inteiro
terminar para realizar atualizações para as estimativas das funções de valor. Quando o
episódio é muito longo, isto pode ser muito ineficiente e, para problemas infinitos, isto é
inviável.
Uma outra abordagem mais utilizada é a partir de um método chamado de Temporal
Difference (SUTTON, 1988) (mais conhecido como TD e traduzido como Diferença Tem-
poral). Este método possibilita a atualização da estimativa para a função de valor após
cada instante t da interação entre agente e ambiente, e não após cada episódio, a partir
do uso de uma técnica chamada bootstrap, em que uma estimativa é atualizada a partir
de outras estimativas. A equação de atualização apresentada por este método é então:
V (St)← V (St) + α(Rt+1 + γV (St+1)− V (St)) (2.11)
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A partir dessa abordagem, um dos principais algoritmos em Aprendizado por Re-
forço foi desenvolvido, chamado de Q-Learning (WATKINS, 1989; WATKINS; DAYAN,
1992). Ele utiliza uma atualização parecida com a apresentada na equação 2.11, mas com
a atualização da estimativa Q(St, At) para q∗(s, a):




Q(St + 1, a)−Q(St, At)
]
(2.12)
O algoritmo completo pode ser encontrado no Algoritmo 1. Ele utiliza uma forma de
explorar o espaço de estados conhecida como ε-greedy, no qual, com probabilidade ε, uma
ação aleatória é tomada e, com probabilidade (1− ε), a melhor ação calculada é tomada
em cada instante.
Uma vez que Q(s, a) é calculado para todas os estados e ações, a política pode ser





Entrada: Tamanho do passo α ∈ (0, 1] e ε > 0
Saída: Q(s, a),∀s ∈ S, a ∈ A
Q(s, a) inicializado de forma arbitrária exceto para estados terminais, onde
Q(terminal, ·) = 0
para cada episódio faça
S ← estado inicial
enquanto S não é terminal faça
Escolha ação A a partir de S usando uma estratégia ε-greedy com Q
Realize ação A, observe recompensa R e próximo estado S ′
Q(S,A)← Q(S,A) + α [R + γmaxaQ(S ′, a)−Q(S,A)]
S ← S ′
fim
fim
Outros métodos foram propostos na literatura também utilizando esta abordagem com
TD. Exemplos são SARSA (SUTTON; BARTO, 2018; RUMMERY; NIRANJAN, 1994) e
Expected SARSA (SUTTON; BARTO, 2018), que tentam levar em consideração não só o
melhor valor da função de ação-valor para escolha da próxima ação, mas também o método
de exploração utilizado, mas tais métodos não são tão utilizados quanto o Q-Learning.
Vale comentar também que o Q-Learning é um método conhecido como off-policy ,
no sentido em que ações podem ser tomadas a partir de qualquer política, mesmo uma
que não utilize a função Q(s, a) atual. Isto permite que este algoritmo seja utilizado para
um agente aprender com experiências passadas e inclusive de outros agentes.
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Um problema de todos estes métodos é que a função a ser calculada possui um domí-
nio extremamente grande. Para a função Q, é necessário o cálculo de |S| × |A| valores.
Por ser um método iterativo, cada valor deve ser atualizado um número suficiente de
vezes para obter convergência. O número de iterações deste algoritmo facilmente explode,
tornando-o inviável para tais cenários. Neste contexto, algumas técnicas devem ser uti-
lizadas, seja para discretizar o espaço de estados e ações, como por exemplo as técnicas
conhecidas como Tile Coding (SUTTON; BARTO, 2018) ou Coarse Coding (SUTTON,
1996; SUTTON; BARTO, 2018), ou para aproximar as funções calculadas a partir de
estados e funções. Esta segunda opção é a mais utilizada, sendo comum utilizar modelos
aproximativos baseados em redes neurais.
2.2 APRENDIZADO PROFUNDO
Esta é uma subárea do Aprendizado de Máquina, na qual redes neurais são utilizadas,
mais especificamente redes neurais profundas, isto é, com pelo menos duas camadas.
2.2.1 Redes Neurais
Uma rede neural (GOODFELLOW; BENGIO; COURVILLE, 2016) é um modelo pa-
ramétrico, criado a partir de fortes inspirações no cérebro humano. Este modelo consiste
em um conjunto de unidades, chamadas de neurônios, conectadas entre si, formando
um grafo de computação a partir de uma entrada. Estas conexões possuem parâmetros
chamados de pesos.
É comum agrupar os neurônios em camadas, de tal forma que uma camada recebe
sinais x ponderados pelos pesos w da camada anterior e combinados de forma linear em
cada neurônio. Após esta combinação, é aplicada uma função de ativação não linear
g a este sinal. É importante que esta função de ativação seja não linear, caso contrário
a combinação de diversas funções lineares resultaria em uma única função linear. Uma
visualização de uma rede neural simples em camadas pode ser vista na figura 6.
As redes neurais possuem diversos tipos de arquitetura, dentre elas redes feed-forward,
convolucionais, recorrentes, entre outras. Cada rede costuma ser mais utilizada para um
domínio de problemas. Por exemplo, redes convolucionais se tornaram muito conhecidas
com a aplicação na classificação de imagens, assim como outras tarefas na área de visão
computacional. Redes recorrentes possuem propriedades que a tornam adequadas para
modelar entradas e/ou saídas sequenciais. Esta característica as torna apropriadas para a
área de processamento de linguagem natural, expressa por textos escritos e comunicados
entre seres humanos. O desenvolvimento de novas arquiteturas é uma área de pesquisa
muito explorada, com o advento de redes cada vez mais complexas e potentes. Como
exemplo, pode-se citar a criação das redes conhecidas como Transformers (VASWANI et
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Figura 6 – Ilustração de uma rede neural
Exemplo de uma rede neural com três features de entrada, duas camadas ocultas e uma
saída
al., 2017), muito utilizadas para modelagem de sequências, que possuem diversas vanta-
gens sobre as redes recorrentes.
Embora as redes neurais fossem conhecidas há várias décadas, elas ficaram um tempo
sem muita pesquisa ativa, enquanto não havia uma maneira eficiente de treiná-las, até o
desenvolvimento do chamado backpropagation (RUMELHART; HINTON; WILLIAMS,
1986). Este é um algoritmo de propagação da função de custo em relação a cada um dos
parâmetros, combinando técnicas de programação dinâmica com resultados de cálculo
diferencial.
Mesmo com o desenvolvimento do backpropagation, treinar uma rede neural sempre
foi considerado uma tarefa custosa. Por este motivo, este modelo tem se tornado cada
vez mais utilizado nos últimos anos, com o poder computacional cada vez maior, tanto
para processamento quanto para armazenamento, assim tornando conjuntos massivos de
dados cada vez mais acessíveis.
Um exemplo de rede neural é a chamada AlexNet (KRIZHEVSKY; SUTSKEVER;
HINTON, 2012), que foi a rede ganhadora da competição do ImageNet (DENG et al.,
2009) na edição de 2012. Esta é uma competição em que um conjunto de 1,2 milhão de
imagens deve ser classificado em 1000 classes distintas. A arquitetura da rede apresentava
camadas convolucionais e ela foi treinada em GPU já naquela época.
2.2.2 Otimização da função de custo
Para o treinamento de uma rede neural, assim como vários outros modelos de apren-
dizado de máquina, é necessário otimizar uma função de custo que expressa o quão bem
ela, parametrizada por um conjunto de parâmetros sendo ajustados, consegue representar
a distribuição da saída em função da entrada.
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Formalmente, dada uma função de custo L(y, ŷ), é necessário minimizar seu valor,
sabendo que ŷ = f̂(x; θ), sendo θ é o conjunto de parâmetros da rede neural. Para
otimizar esta função, diversas técnicas podem ser utilizadas, sendo a técnica do gradiente
descendente a mais famosa.
Esta é uma técnica iterativa, na qual é calculado o gradiente da função de custo em
relação a cada parâmetro e é feita uma atualização em cada um destes parâmetros. Este
procedimento se repete um número máximo de vezes ou até a função de custo convergir
para algum valor. Matematicamente, pode-se escrever esta atualização de forma vetorial
como:
θt+1 = θt − α∇θtL(θt) (2.14)
, no qual θt representa o conjunto de parâmetros na iteração t, α representa uma taxa de
aprendizado, que indica o tamanho da atualização em cada iteração, e∇θtL(θt) representa
o gradiente de L quando avaliado com o conjunto de parâmetros θt em relação a cada um
dos parâmetros de θt.
Na prática, atualização da equação 2.14 se torna um problema porque o cálculo de L
requer o cálculos a partir de todos os pontos do conjunto de dados. Para contornar este
problema, uma alternativa é utilizar o chamado gradiente descendente estocástico,
que considera apenas um ponto do conjunto de dados por vez. Esta variação cria outro
problema, que é a grande variabilidade das atualizações, devido às diferentes contribuições
de cada ponto do conjunto de treinamento.
Para considerar as vantagens de ambas as abordagens, foi desenvolvida uma combina-
ção destes métodos, conhecida como gradiente descendente em mini-batch, no qual
é utilizada apenas uma amostra de um tamanho fixo como estimativa da função de custo
para o conjunto todo. Esta alteração torna a atualização muito mais eficiente, porém em
geral requer mais iterações para uma convergência melhor, além de introduzir ruídos na
curva do custo ao longo das iterações.
Porém, mais um problema que surge é o de ajuste da taxa de aprendizado. Uma
taxa de aprendizado muito pequena faz com que o ajuste dos parâmetros se dê de forma
mais lenta, enquanto uma taxa de aprendizado muito grande faz com que o otimizador
não consiga convergir para bons ótimos locais da curva da função de custo. Com esse
problema em mente, algumas técnicas foram desenvolvidas para tornar a taxa de apren-
dizado adaptativa, entre elas: AdaGrad (DUCHI; HAZAN; SINGER, 2011), RMSProp
(HINTON; SRIVASTAVA; SWERSKY, 2013) e Adam (KINGMA; BA, 2017).
O otimizador utilizado neste trabalho é o Adam. Ele utiliza dois parâmetros β1 e β2
para manter médias móveis exponenciais do gradiente e do quadrado do gradiente, respec-
tivamente, e utiliza essas médias para automaticamente adaptar a taxa de aprendizado e
para utilizar a ideia de momento, em que atualizações de iterações passadas influenciam
na atualização atual do otimizador.
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2.3 APRENDIZADO POR REFORÇO PROFUNDO
A partir das ideias discutidas, é possível combinar a modelagem de redes neurais com
as ideias de aprendizado por reforço para calcular as funções de valor e de ação-valor de
forma aproximada, dada uma entrada representando um estado ou um par de estado e
ação.
2.3.1 Deep Q-Learning
A primeira ideia discutida é a de Deep Q-Learning (MNIH et al., 2013), que combina
diretamente as ideias discutidas sobre Q-Learning com aproximações via redes neurais
profundas, além de introduzir algumas técnicas para estabilizar o processo de treinamento.
Esta ideia é utilizada pelos autores para a construção de uma rede neural convolucional
para treinar agentes capazes de jogar diversos jogos de Atari 2600 sem que nenhuma
regra do jogo fosse codificada, apenas com as interações do agente com o ambiente do
jogo. Posteriormente, esta rede foi estendida e aplicada a 49 jogos de Atari 2600 (MNIH
et al., 2015), atingindo performance comparável ou melhor que a de um humano em 29
destes jogos.
Recapitulando, para o conhecimento de Q(s, a) para todo par de estado e ação, é
necessário o cálculo de |S| × |A| posições. Neste problema específico, o tamanho do
espaço de estados é dado por |S| = (2C + 1)3N2 = 3956283, sendo C a quantidade de
moedas inicial de cada jogador (100 para os experimentos deste trabalho) e N o tamanho
do lado do tabuleiro (3 para o tabuleiro clássico do jogo da velha), dado que um jogador
pode ter entre 0 e 2C moedas e cada posição do tabuleiro pode estar vazia, preenchida
pelo jogador 1 ou pelo jogador 2, enquanto o tamanho do espaço de ações se dá por até
|A| = (2C+1)N2 = 1809, dado que um jogador pode apostar entre 0 e o número atual de
moedas (que pode ser até 2C) e fazer um movimento em qualquer posição do tabuleiro.
Isto combinado resulta em mais de 7 bilhões de pares de estado e ação, tornando inviável
a execução do algoritmo 1.
A ideia conhecida como Deep Q-Learning consiste em aprender uma função Q(s, a; θ),
parametrizado por θ, como uma aproximação para Q(s, a). A proposta apresentada pelo
artigo que introduz esta ideia, e a utilizada neste trabalho, é realizar esta aproximação
a partir de uma modelagem com uma rede neural profunda, conhecida então como Deep
Q-Network (DQN). Um exemplo de um diagrama de uma DQN encontra-se na figura 7.
Após o cálculo dos valores aproximados para Q(s, a; θ), é utilizada alguma estratégia
de escolha da ação a ser tomada pelo agente. Em geral, utiliza-se a mesma estratégia
comentada na seção 2.1.3, conhecida como ε-greedy.
Uma ideia utilizada junto com o artigo foi a de Experience Replay (LIN, 1992), que
consiste em um buffer de experiências passadas utilizado para o treinamento do modelo.
Uma experiência consiste em uma tupla < st, at, rt+1, st+1 >, no qual st e at consistem
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Figura 7 – Comparação entre Q-Learning e Deep Q-Learning
Comparação entre Q-Learning, em que todos os pares (s, a) são calculados, e Deep
Q-Learning, em que, para cada estado s, são calculados os valores de Q(s, a)
para toda ação a possível. Fonte: https://www.analyticsvidhya.com/blog/2019/04/
introduction-deep-q-learning-python/. Acesso em 04/03/2021.
em um estado e na ação tomada naquele estado em um determinado instante t, enquanto
rt+1 e st+1 consistem na recompensa recebida e no novo estado observado após a tomada
da ação. Este buffer possui um certo tamanho B, de forma a armazenar as últimas B
tuplas de experiência. Para o treinamento então, são amostradas algumas tuplas para o
ajuste dos parâmetros. Esta ideia é útil para fazer o modelo aprender a partir de uma
média de várias experiências passadas, evitando assim ficar preso nos conhecidos feedback
loops e tornando o aprendizado mais suave.
Além do Experience Replay, foi introduzida também a ideia de Target Networks a
partir de um problema observado de instabilidade no treinamento do modelo. A equação
da função de custo pode ser expressa a partir de um erro quadrático médio (ver A.3),
como apresentado pela equação 2.15, sendo θ o conjunto de parâmetros da rede:





Q(s′, a′; θ)−Q(s, a; θ)
]2 (2.15)
Esta equação compara o valor atual calculado para Q(s, a) com o valor calculado
a partir de uma transição para um próximo estado, conhecido como target e calculado
como y = r′+γmaxa′ Q(s′, a′; θ). Esta abordagem possui um problema devido à natureza
dinâmica do treinamento: quando uma atualização é feita em θ, não só o valor de Q(st, at)
muda, mas também o valor de Q(st+1, a), para qualquer ação a, e, consequentemente, o
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do target y. Sendo assim, foi introduzida uma segunda rede Q̂ conhecida como target
network, com arquitetura idêntica à rede original Q, com o intuito de se manter com seus
parâmetros fixos, sendo atualizados a cada K iterações como uma cópia dos parâmetros
da rede original.
A combinação de todos essas propostas encontram-se no algoritmo 2. Vale comentar
que o algoritmo de otimização utilizado calcula o gradiente da função de custo em relação
a θ, não a θ−, portanto o target yj é considerado constante para o treinamento.
A partir da versão inicial da DQN, surgiram diversas variações procurando atacar
alguns problemas ainda encontrados. Por exemplo, os valores calculados para Q(s, a; θ)
tendem a superestimar o valor real de Q(s, a) (THRUN; SCHWARTZ, 1993), problema
que motivou a variação conhecida como Double DQN (HASSELT; GUEZ; SILVER, 2015).
Outro exemplo bem conhecido é a variação conhecida como Dueling DQN (WANG et al.,
2016), em que é feita a decomposição Q(s, a) = V (s) + A(s, a), sendo A(s, a) um termo
que indica a vantagem (advantage) de tomar uma ação a no estado s, quando comparado
com as demais ações. Cada termo desses é aprendido de forma individual, resultando em
melhores estimativas e melhores políticas em cenários em que ações diferentes possuem
valores similares para a função de ação-valor.
Algoritmo 2: Deep Q-Learning
Buffer D de experience replay inicializado com tamanho B
Rede neural Q inicializada com parâmetros θ aleatórios
Rede neural target Q̂ inicializada com parâmetros θ− = θ
para cada episódio faça
s1 ← estado inicial
para t = 1, T faça
Escolha ação at a partir de st usando uma estratégia ε-greedy com Q
Realize ação at, observe recompensa rt+1 e próximo estado st+1
Guarde a tupla < st, at, rt+1, st+1 > em D
Amostre tuplas de experiência < sj, aj, rj+1, sj+1 > de D
Faça yj =
rj+1 se episódio acaba em j + 1rj+1 + γmaxa′ Q̂ (sj+1, a′; θ−) caso contrário
Atualize θ com um passo do otimizador para [yj −Q (sj, aj; θ)]2




2.3.2 Deep Deterministic Policy Gradient
Um problema de uma DQN é que ela, embora consiga aproximar o valor de Q(s, a),
as ações ainda precisam ser categóricas. Em um problema em que a ação é uma variável
contínua, uma DQN não consegue ser bem utilizada. Para isso, alguma discretização
no espaço de ações precisaria ser feito. Para contornar este problema, alguns modelos
foram propostos, como por exemplo o Dyna-MLAC (COSTA; CAARLS; MENASCHÉ,
2015). Neste trabalho, é explorado o Deep Deterministic Policy Gradient, ou DDPG
(LILLICRAP et al., 2015).
A ideia deste modelo é basicamente estender a DQN para permitir um espaço de ações
contínuo, e, para fazer isso, o DDPG utiliza uma arquitetura Actor-Critic (BARTO;
SUTTON; ANDERSON, 1983), em que dois modelos são treinados: um ator, responsável
por aprender uma política µ(s; θµ) para o agente, isto é, quais ações devem ser tomadas
em cada estado, e um crítico, responsável por avaliar a qualidade de um par de estado e
ação, ao estimar Q(s, a; θQ) para a função de ação-valor. Estes dois modelos são ilustrados
na figura 8.
O treinamento do DDPG é bem similar ao treinamento da DQN. Também é utilizada
a técnica de Experience Replay, além das Target Networks para ambos ator e crítico.
O modelo do crítico é treinado utilizando o target y como uma estimativa do valor
correto, assim como na DQN, e os parâmetros são ajustados a partir de uma função de
custo de erro quadrático médio.
Já o ator é treinado com as estimativas do próprio crítico, a partir do gradiente da
política (SUTTON et al., 2000). A rotina completa de treinamento encontra-se no algo-
ritmo 3. Neste algoritmo, J representa a recompensa total esperada, já descontada com
o fator de desconto γ. O cálculo de ∇θµJ como o produto de dois gradientes na equação
2.16 é derivado no apêndice em (SILVER et al., 2014).
Uma forma mais simples de implementar a atualização dos parâmetros do ator é
utilizar o negativo da saída do próprio crítico como função de custo. Desta forma, quanto
maior o valor reportado pelo crítico, melhor é a ação retornada pelo ator, e menor deve
ser a função de custo. De forma análoga, quanto menor o valor do crítico, pior é a ação
retornada pelo ator, e maior deve ser a função de custo.
É introduzida uma nova estratégia de exploração, já que a estratégia ε-greedy é utili-
zada quando há um número finito de ações a serem escolhidas. Para um espaço de ações
contínuo, o DDPG utiliza um processo estocásticoN conhecido como Ornstein–Uhlenbeck
(UHLENBECK; ORNSTEIN, 1930), que consiste em um passeio aleatório com uma certa
tendência.
Mais uma diferença entre o DDPG e a DQN é a mudança da forma de atualizar as
redes target. Na DQN, as redes target são atualizadas com os parâmetros da rede original
a cada K iterações. As redes do DDPG são atualizadas em todas as iterações, mas a
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Figura 8 – Ilustração da estrutura de Actor-Critic do DDPG
Ilustração da estrutura de Actor-Critic do DDPG. O ator gera uma ação a a partir do
estado s, e é adicionado um ruído à ação realizada. Após tomar esta ação, o crítico avalia
a qualidade desta ação a partir deste estado e essa informação é usada para o treinamento
do ator. Fonte: http://finrl.org/algorithms/ddpg.html. Acesso em 04/03/2021.
partir de uma média móvel exponencial com parâmetro τ , com a equação de atualização
expressa por θ̂ ← τθ + (1− τ)θ̂, geralmente com τ  1.
2.4 ADAPTAÇÃO PARA O PROBLEMA
Para o problema do Jogo da Velha com Aposta, é necessário definir quais são os
estados e as ações do jogo. Um estado é definido como s = [c1, c2, b1, b2, . . . , b9], no qual
ci representa a quantidade de moedas do jogador i e bj ∈ {0, 1, 2} indica se a posição j
do tabuleiro está vazia, quando bj = 0, ou preenchida pela peça do jogador k, quando
bj = k, para k ∈ {1, 2}.
Uma ação poderia ser escrita como a = [x,m], em que x indica o valor apostado e m
indica a posição no tabuleiro a ser preenchida, caso a aposta seja vencedora.
Dada esta configuração, um modelo é então proposto, combinando o modelo DDPG
com técnicas de exploração utilizadas no DQN (ε-greedy), para calcular a política e a
função de ação-valor de forma aproximada, dado que parte da ação é numérica (valor a
ser apostado) e parte é categórica (posição no tabuleiro). Um comparativo entre os 3
modelos pode ser encontrado na figura 9.
Seguindo então esta abordagem, um ator recebe o estado s e retorna uma ação a, como
na figura 10, em que a aposta é um valor entre 0 e 1, representando uma porcentagem
da quantidade atual de moedas do jogador a ser apostada, enquanto as demais saídas são
probabilidades de fazer um movimento em cada posição do tabuleiro. Posições com peças
já jogadas sempre recebem probabilidade 0. Estas saídas são então concatenadas em um
vetor representando a ação computada.
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Algoritmo 3: Deep Deterministic Policy Gradient
Buffer D de experience replay inicializado com tamanho B
Redes Q(s, a; θQ) e µ(s; θµ) inicializadas com parâmetros θQ e θµ aleatórios
Redes target Q̂(s, a; θQ̂) e µ̂(s; θµ̂) inicializadas com parâmetros θQ̂ = θQ e θµ̂ = θµ
para cada episódio faça
s1 ← estado inicial
N processo aleatório para exploração
para t = 1, T faça
Escolha ação at = µ (st; θµ) +Nt
Realize ação at, observe recompensa rt+1 e próximo estado st+1
Guarde a tupla < st, at, rt+1, st+1 > em D
Amostre tuplas de experiência < sj, aj, rj+1, sj+1 > de D
Faça yj =
rj+1 se episódio acaba em j + 1rj+1 + γQ̂(sj+1, µ̂(sj+1; θµ̂); θQ̂) caso contrário
















∇aQ(s, a; θQ) |s=sj ,a=µ(sj) ∇θµµ (s; θµ) |s=sj (2.16)
Atualize as redes target :
θQ̂ ← τθQ + (1− τ)θQ̂




Esta forma de computar a ação a ser realizada, a partir de um único modelo para
ambos componentes numérico (valor da aposta) e categórico (posição do tabuleiro), cria
um reaproveitamento das features calculadas na última camada oculta da rede do ator, o
que não seria o caso se cada componente fosse computado a partir de um modelo próprio.
Vale comentar que o ator, pelo modelo se basear no DDPG, aprende uma política
determinística, isto é, sempre retorna a mesma ação a ser realizada em um determinado
estado. Existem modelos como o Soft Actor-Critic (mais conhecido como SAC) (HA-
ARNOJA et al., 2018) que possibilitam o aprendizado de uma política estocástica, em
que é aprendida uma distribuição de probabilidade para as ações a partir de um estado.
Algumas variações foram propostas ao longo dos últimos anos permitindo a modelagem
de ações híbridas (CHRISTODOULOU, 2019; DELALLEAU et al., 2019), com parte
contínua e parte discreta, mas esses modelos não foram explorados neste trabalho.
Já o crítico recebe um par de estado e ação e retorna um valor Q, representando a
qualidade deste par, como ilustrado na figura 11.
Sobre a arquitetura das redes, ambas foram implementadas originalmente com 2 cama-
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Figura 9 – Comparativo entre DQN, DDPG e modelo proposto
Comparativo entre os atores dos modelos: a) DQN, em que a saída do modelo é uma ação
discreta, b) DDPG, em que a saída do modelo é uma ação contínua e c) o modelo proposto
neste trabalho, em que a saída do modelo é uma ação híbrida, com um componente discreto
e um componente contínuo.
Figura 10 – Diagrama da rede proposta do ator
Diagrama da rede proposta para o ator do agente (tanto para a rede original quanto para
a rede target). Nomes das camadas seguem o padrão do framework PyTorch.
das ocultas, cada uma contando com uma camada completamente conectada e uma função
de ativação não-linear, neste caso uma Parametric Rectified Linear Unit, ou PReLU (HE
et al., 2015), uma variação da função Rectified Linear Unit, ou ReLU (NAIR; HINTON,
2010), amplamente utilizada. Esta variação mostrou bons resultados com o pequeno custo
de introduzir apenas mais 1 parâmetro por camada. O ator possui uma saída composta
de duas partes, o valor apostado, implementado com uma função sigmoide, que retorna
valores entre 0 e 1, e a posição no tabuleiro, implementada como uma softmax, em que
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são atribuídas probabilidades a todos os possíveis resultados. No crítico, a saída é sim-
plesmente uma camada completamente conectada, por sua saída ser um valor numérico.
A atualização das redes target é feita da mesma forma que no DDPG, em que é
realizada de forma suave em cada iteração, a partir de uma média móvel exponencial com
parâmetro τ .
A exploração de novas jogadas é uma combinação das estratégias de exploração de
ambos DQN e DDPG, em que o processo estocástico N , implementado com o processo
Ornstein–Uhlenbeck, é utilizado para gerar perturbações na escolha da aposta, que é
depois arredondada para o inteiro mais próximo, enquanto o ε-greedy é utilizado na escolha
da posição do tabuleiro a ser jogada.
Em relação às recompensas, elas foram implementadas da seguinte forma: uma
pequena recompensa negativa é dada a cada movimento, incentivando o agente a encerrar
o jogo mais rápido, e uma recompensa com maior valor absoluto é dado no final do jogo
caso o jogador ganhe (valor positivo) ou perca (valor negativo). Caso haja empate, a
recompensa final é nula. Os valores exatos utilizados nos experimentos são apresentados
na seção 3.2.
Figura 11 – Diagrama da rede proposta do crítico
Diagrama da rede proposta para o crítico do agente (tanto para a rede original quanto
para a rede target). Nomes das camadas seguem o padrão do framework PyTorch.
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3 EXPERIMENTOS
3.1 AGENTE BASE PARA COMPARAÇÃO
Inicialmente um agente completamente aleatório foi implementado, tanto em relação
ao valor apostado quanto em relação ao movimento realizado no tabuleiro caso a aposta
fosse vencedora. A ideia deste agente era de ele ser diverso o suficiente para fornecer
experiências variadas para o agente sendo treinado, de forma com que alguns cenários
improváveis surgissem e gerassem tuplas de experiência para o agente reforçar o que fazer
e o que não fazer.
Algumas versões do agente foram treinadas contra este agente aleatório, porém as
métricas não eram muito boas, tanto a taxa de vitórias quanto o valor da função de custo
dos modelos do ator e do crítico, que estabilizaram em uma época próxima do início e
depois voltaram a aumentar, mesmo com valor menores da taxa de aprendizado.
Além disso, um comportamento foi observado: o agente inteligente treinado contra este
agente aleatório começava jogando valores plausíveis, mas permitia que o oponente logo
possuísse uma quantidade suficiente de moedas para garantidamente ganhar o jogo. Por
exemplo, caso um jogador possua mais de 175 moedas, ele pode jogar 3 vezes seguidas
com as seguintes apostas: 25, 50 e 100. Sendo assim, ele pode realizar movimentos
preenchendo 3 casas em sequência no tabuleiro e ganhando o jogo. Da mesma forma, se o
jogador possui mais de 150 moedas, ele pode garantidamente jogar pelo menos duas vezes
seguidas, com as apostas 50 e 100, ganhando o jogo caso duas casas no tabuleiro estejam
vagas em uma linha, coluna ou diagonal que já possua uma de suas peças.
Pensando nisso, foi desenvolvido um agente semi-aleatório que joga de forma ale-
atória no início, mas consegue identificar tais oportunidades de vitória garantida. Em
tais casos, este agente aposta os valores exatos para conseguir jogar todas as rodadas até
ganhar.
Este agente se mostrou muito mais rico no treinamento do agente por aprendizado por
reforço, como será mostrado adiante, fazendo com que o agente treinado realizasse jogadas
que levando em consideração não somente o instante atual, mas também as recompensas
futuras do final do jogo.
3.2 CONFIGURAÇÃO DOS EXPERIMENTOS
Todo o código do projeto foi escrito na linguagem Python, utilizando o framework Py-
Torch (PASZKE et al., 2019) para a implementação e treinamento das redes neurais. O
código está disponível publicamente no GitHub. 1. Foi utilizada como base a implemen-
1 https://github.com/tiagomontalvao/gambling-tic-tac-toe
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tação do modelo DDPG fornecida no repositório de um curso online na área (UDACITY,
2019).
Foi utilizado para o treinamento a técnica de gradient clipping (PASCANU; MIKO-
LOV; BENGIO, 2013), na qual é atribuído um valor máximo para o módulo dos gradientes
do erro em relação a cada parâmetro e, caso o módulo se torne maior, ele será atualizado
para este valor máximo. Esta técnica evita um problema conhecido como gradiente ex-
plosivo, em que o gradiente da função de custo durante o treinamento se torna tão grande
que começa a apresentar instabilidades numéricas e até fica impossível de armazenar em
memória, motivada por redes neurais recorrentes, mas que apresenta bons resultados em
outras arquiteturas (ZHANG et al., 2020).
Os modelos possuem um conjunto relativamente grande de hiperparâmetros a serem
configurados. Alguns deles foram explorados, utilizando como base valores amplamente
utilizados na literatura. O modelo final possui a seguinte configuração:
• Otimizador utilizado: Adam
• Learning rate do otimizador: 10−4
• Tamanho das redes neurais: camadas com largura 256
• Recompensa por movimento: -0.05
• Recompensa por ganhar/perder o jogo: ±1
• Taxa γ de desconto do MDP: 1.0
• Tamanho do batch amostrado do experience replay : 1024
• Tamanho do buffer de experience replay : 106
• Valor do gradient clipping : 5
• Constante τ de atualização do modelo target : 10−3
• Parâmetros do processo Ornstein-Uhlenbeck: µ = 0, θ = 0.2 e σ = 0.1
Além disto, a estratégia ε-greedy foi utilizada, com um ε começando com o valor 1.0
e decaindo exponencialmente ao longo das épocas até o valor mínimo de 0.01, ou seja,
no início do treinamento, 100% das posições escolhidas no tabuleiro são aleatórias, e esta
porcentagem decai até chegar em 1%. Este parâmetro é zerado quando o agente encontra-
se em modo de avaliação, ou seja, fora do treinamento nenhuma ação é aleatória.
Com esta arquitetura, ambos os modelos do ator e do agente possuem aproximada-
mente 128K parâmetros.
Todos os modelos dos agentes foram treinados em uma máquina com processador
AMD Ryzen 7 3800X (3.9GHz de clock e 32MB de Cache) utilizando uma GPU RTX
2070 com 8GB de VRAM.
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3.3 RESULTADOS OBTIDOS
Ao todo foram treinados 7 versões do agente, alterando algumas configurações de
treinamento e hiperparâmetros. As configurações experimentadas foram:
• Agente oponente ao agente proposto treinado: aleatório / semi-aleatório / auto
aprendizagem (contra si mesmo)
• Arquitetura da rede: quantidade de camadas e tamanho de cada camada
• Taxa de aprendizado: valores experimentados 10−3 e 10−4
• Valor base para a ação do agente (o valor apostado quando o agente retorna 1 na
saída da aposta do ator): quantidade atual de moedas do jogador ou total do jogo
(200, neste caso)
Todos os modelos foram treinados por 100 mil épocas. Cada treinamento completo de
100 mil épocas levou entre 15 e 40 horas, com o maior tempo ocorrendo quando o agente
foi treinado contra outro agente idêntico.
O quadro 1 apresenta um comparativo do desempenho dos 7 agentes treinados, com
o resultado médio da execução de 10000 episódios para cada uma dessas versões, além da
configuração de cada um desses agentes.






















v1 Idêntico 10−3 (400, 300) Qtd. atual 0.7043 0.5325
v2 Aleatório 10−3 (400, 300) Qtd. atual 0.8572 0.5465
v3 Idêntico 10−3 (400, 300) Total (200) 0.8475 0.5792
v4 Aleatório 10−3 (400, 300) Total (200) 0.9039 -0.0666
v5 Semi-aleatório 10
−4 (400, 300) Total (200) 0.8453 0.7872
v6 Semi-aleatório 10
−4 (400, 300) Qtd. atual 0.9203 0.8872
v7 Semi-aleatório 10
−4 (256, 256, 256) Qtd. atual -0.6613 -0.7485
Configuração e performance de cada versão para os 7 agentes treinados. O modelo v6 foi
o que apresentou melhor performance em ambos cenários, jogando tanto contra o agente
aleatório como contra o agente semi-aleatório.
Segundo este quadro, o melhor modelo foi treinado contra o agente semi-aleatório, o
que faz sentido, pois o agente aleatório não apresenta muita dificuldade como oponente no
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jogo. A taxa de aprendizado foi variada entre modelos, mas não apresentou uma grande
influência na performance final. A arquitetura da rede não foi tão explorada, e pode ser
considerada como ponto de melhoria em trabalhos futuros. A base de moedas utilizada
no melhor modelo é em relação à quantidade atual de moedas do jogador, isto é, um valor
de 0.2 indica que a jogada é de 20% da quantidade atual, e não da quantidade total de
moedas (200).
Vale comentar que, pela complexidade de tempo de treinar estes modelos, cada ce-
nário foi treinado uma única vez, mas treinamentos posteriores poderiam dar resultados
diferentes, pela característica estocástica do treinamento. Entretanto, pode-se observar
que o melhor modelo é condizente com o esperado para alguns hiperparâmetros, como
discutido acima.
A partir de agora, a versão (v6) que obteve melhor performance será analisada mais
a fundo. Algumas métricas foram acompanhadas ao longo do treinamento. São elas: a
pontuação do agente sendo treinado contra um agente semi-aleatório, como mostrado (v6)
na figura 12, e as funções de custo de cada modelo (ator e crítico), como mostrado para
o mesmo agente na figura 13.
Figura 12 – Pontuação do melhor agente ao longo dos episódios
Pontuação do melhor agente ao longo dos episódios ao competir com um agente semi-
aleatório (em azul) e média móvel de 10 pontos (em laranja)
O gráfico da figura 12 foi construído da seguinte forma: a cada 100 épocas de treina-
mento, o agente jogava contra o agente semi-aleatório 10 vezes. Cada vitória contribui +1
para a pontuação e cada derrota contribui com -1. Empates são neutros na pontuação.
A pontuação dessa rodada de validação então é a média de todas as 10 partidas. Essas
rodadas foram executadas ao longo do treinamento e representam o gráfico azul.
É possível observar a melhora na performance do agente ao longo dos episódios. No
início, o agente perdia a maior parte dos jogos para o agente semi-aleatório, mas logo
foi aprendendo com base nas suas experiências e foi capaz de ganhar de seu oponente na
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maior parte das vezes.
Figura 13 – Função de custo do melhor agente ao longo dos episódios
Função de custo dos modelos do ator (em azul) e do crítico (em laranja) do melhor agente
ao longo dos movimentos feitos durante o treinamento
O gráfico da figura 13 foi construído monitorando o valor das funções de custo de ambos
ator e crítico ao longo do treinamento. A função de custo do crítico foi implementada a
partir do MSE apresentado no algoritmo 3 e a função de custo do ator foi calculada como
o negativo da saída do próprio crítico, assim como apresentado textualmente na seção
2.3.2.
Este gráfico apresenta um comportamento curioso nas primeiras atualizações dos mo-
delos. O modelo do crítico se mantém com a função de custo praticamente constante
ao longo do treinamento todo, embora esta função tenha caído bastante nas primeiras
dezenas de atualizações, aumentou um pouco até o movimento 30000 e depois voltou a
cair lentamente.
Já o modelo do ator apresentou um aumento brusco em seu valor para as primeiras
centenas de movimentos do agente, mas depois seguiu caindo até o final do treinamento,
momento em que continuava uma tendência de queda. É possível que este valor caísse mais
caso o treinamento se prolongasse por mais tempo. Este aumento inicial não é desejado,
mas reflete a dificuldade encontrada em treinar tais agentes, que, dependendo da con-
figuração aplicada e dos hiperparâmetros escolhidos, pode apresentar uma instabilidade
grande no treinamento.
3.4 DESAFIOS
Algumas versões do agente foram treinadas utilizando um conceito de auto apren-
dizagem, em que ele joga contra si mesmo. Porém, esta forma de treinamento acabou
apresentando problemas na convergência do modelo e não se demonstrou uma boa al-
ternativa para este problema. Talvez alguma configuração adicional de hiperparâmetros
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pudesse fazer este modo de treinamento ser mais bem sucedido, mas não foi o caso para
os experimentos realizados.
A implementação deste agente é relativamente complexa, com vários detalhes a serem
levados em consideração. Por conta disso, algumas performances de agentes treinados
inicialmente estavam bem pobres devido a problemas de implementação encontrados, que
foram consertados para os modelos apresentados no comparativo deste trabalho.
Uma questão a ser levantada é a velocidade baixa para iterar nas versões dos modelos.
Como cada treinamento levava em torno de 1 dia completo, se tornou um problema fazer
pequenas experimentações com hiperparâmetros. Por isso, eles não foram mais estressados
do que o apresentado aqui. Caso o treinamento fosse mais rápido, seria mais fácil gerar
mais versões dos modelos para seguir com a validação do melhor encontrado.
Um último desafio a ser levantado é a natureza do problema, que apresenta diferenças
grandes na qualidade de uma jogada para variações pequenas na aposta feita. Essa
falta de suavidade é um problema para a rede neural conseguir aproximar. Na figura 14
são apresentados os valores calculados no modelo do crítico para a primeira jogada no
tabuleiro. Para cada possível primeira jogada no tabuleiro, é desenhado um gráfico com
o valor de cada possível aposta. Neste caso, apostas muito grandes no início do jogo são
desencorajadas. Isto ocorre a partir de um certo valor, por volta de 70, em que o valor
calculado pelo crítico cai drasticamente.
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Figura 14 – Valores do crítico para a primeira jogada
Valores do crítico para a primeira jogada possível no tabuleiro, considerando a posição no
tabuleiro (cada gráfico) e a aposta (o eixo horizontal de cada gráfico)
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4 CONCLUSÃO
Ao longo deste trabalho, o problema do Jogo da Velha com Aposta foi proposto
e, para um agente poder ser treinado com técnicas de aprendizado por reforço profundo,
foi necessário explorar uma gama grande de modelos e métodos.
Primeiro foi discutido um pouco do histórico da área de aprendizado de máquina, com
foco em aprendizado por reforço. Depois, alguns conceitos básicos para entendimento
da modelagem. Então, modelos e algoritmos de aprendizado por reforço e aprendizado
profundo foram apresentados, junto com um modelo puramente estatístico proposto para
o problema, isto é, sem regras fixas definidas manualmente, que deve levar em consideração
uma ação híbrida, com parte categórica e parte numérica. Por último, os resultados dos
agentes treinados foram discutidos junto com os desafios encontrados ao longo do trabalho.
4.1 TRABALHOS FUTUROS
Diversas melhorias podem ser implementadas ao longo das etapas do trabalho. A
primeira delas é a experimentação dos modelos do agente com diferentes arquiteturas.
Por exemplo, a forma como as moedas e o tabuleiro se relacionam na entrada das redes
neurais do ator e do crítico poderia ser diferente. Uma possibilidade é adicionar uma
outra camada para cada um desses componentes antes de combiná-los em uma camada
posterior. Assim como poderiam haver mais camadas no final da rede neural do ator para
cada componente (aposta e movimento no tabuleiro).
Outro ponto ainda sobre a arquitetura da rede a ser explorado é a inclusão de cama-
das convolucionais para processamento do tabuleiro. Por ser uma representação de um
tabuleiro físico, existe uma noção de ordem espacial, que é bem capturada por operações
de convolução.
Sobre a modelagem via aprendizado por reforço profundo, o modelo utilizado como
base (DDPG) pode ser incrementado com técnicas sumarizadas no modelo Rainbow (HES-
SEL et al., 2017), como, por exemplo, Experience Replay com prioridades nas experiên-
cias, fazendo o agente atualizar seus parâmetros focando em tuplas de experiência mais
relevantes, para alguma definição de relevância. Um outro modelo a ser experimentado
é o Twin Delayed DDPG (mais conhecido como TD3) (FUJIMOTO; HOOF; MEGER,
2018), que é construído em cima do DDPG e utiliza algumas técnicas que melhoram sua
estabilidade e performance.
Uma possibilidade de alteração no treinamento do agente é considerar a parte discreta
da ação de fato como probabilidade, amostrando a posição jogada no tabuleiro a partir
destas probabilidades. Esta estratégia pode substituir a exploração do agente via ε-greedy.
Enquanto o agente inteligente foi treinado jogando várias partidas contra um agente
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chamado de semi-aleatório, uma outra possibilidade seria treinar contra um outro agente
com os mesmos componentes (ator, crítico, etc), deixando com que a política de exploração
proposta fizesse os agentes realizarem jogadas distintas. Um trabalho futuro seria o de
realizar este auto-treinamento de forma adequada, fazendo com que resultados melhores
potencialmente fossem alcançados, uma vez que o treinamento se daria contra um agente
cada vez mais qualificado. Esta é a técnica utilizada pelos famosos AlphaGo Zero (SILVER
et al., 2017), agente capaz de jogar o jogo Go, considerado mais difícil que o xadrez, e que
fez com que ele conseguisse resultados melhores que o de humanos e o de agentes treinados
anteriormente por outras técnicas, pelo AlphaZero, agente genérico capaz de jogar outros
jogos além do Go, dado que nenhuma regra do jogo é codificada diretamente no agente,
e pelo AlphaStar (VINYALS et al., 2019), agente capaz de jogar o jogo StarCraft II,
considerado um dos jogos mais difíceis de estratégia em tempo real, com espaços de estados
e de ações muito grandes (aproximadamente 1026 ações possíveis por instante). Estes
agentes são sucessores do AlphaGo 1 (SILVER et al., 2016), que foi treinado utilizando
como base movimentos de jogadores humanos experientes no Go, e joga contra outro
agente idêntico a partir de certo instante.
Mesmo com todas estas alterações, o agente ainda possui um problema por aprender
uma política completamente determinística, isto é, dado um estado do jogo, ele sempre
irá realizar a mesma ação. Variações podem ser exploradas para introduzir um grau de
aleatoriedade nas escolhas das ações, como o uso do modelo Soft Actor-Critic, que possui
um ator que aprende uma política estocástica, e suas variações que permite a modelagem
de ações híbridas.
Mais uma possibilidade de trabalho futuro seria o de estudar mais a fundo a dinâmica
do problema para potencialmente chegar a soluções ótimas, assim como existem no jogo
da velha tradicional em que um jogador ótimo nunca perde. A partir desta estratégia,
seria possível inclusive treinar um agente jogando contra, de tal forma que as experiências
seriam mais ricas e gerariam modelos melhores.
Por fim, seria interessante implementar um sistema online com o jogo e com o agente
treinado, criando uma exposição do agente a outros jogadores com estratégias potencial-
mente diversas. Desta forma, o agente poderia continuamente ser treinado e melhorado.
Seria possível também realizar um torneio com vários agentes, como a que revelou a estra-
tégia Tit For Tat (AXELROD, 1985), para avaliar de forma mais assertiva a performance
de cada um.
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APÊNDICE A – CONCEITOS BÁSICOS
A.1 TIPOS DE APRENDIZADO DE MÁQUINA
Toda a ideia do treinamento de um agente inteligente passa pela área de Inteligência
Artificial. Neste trabalho, é explorada uma subárea conhecida como Aprendizado de Má-
quina, cujo principal objetivo é a combinação de modelos estatísticos com a aplicação de
algoritmos para realizar o aprendizado de parâmetros capazes de aproximar distribuições
de conjuntos de dados (modelos generativos) ou as saídas esperadas, dadas certas entradas
(modelos discriminativos).
Dentro desta subárea, existem três grandes grupos de aprendizados, mais detalhados
a seguir.
A.1.1 Aprendizado supervisionado
Este é o tipo mais comum de aprendizado. Nele, o objetivo é aprender uma função
que mapeia entradas x ∈ X em saídas y ∈ Y a partir de um conjunto de exemplos de
mapeamentos D =< (x1, y1), (x2, y2), . . . , (xm, ym) >. Um exemplo de tarefa que pode ser
resolvida com aprendizado supervisionado é o de identificar se uma imagem corresponde
a um cachorro ou a um gato, ou então identificar qual o preço estimado de uma casa a
partir de algumas características, chamadas features, desta casa, como por exemplo o
número de quartos, área construída, localização, entre outros.
A primeira tarefa de identificação de imagens em classes é um exemplo de uma tarefa
de classificação, em que a saída esperada y é uma variável aleatória categórica.
Já a segunda tarefa de estimar o preço de uma casa é um exemplo de uma tarefa
de regressão, em que a saída y é uma variável aleatória contínua, mesmo que possua
algumas limitações de domínio (neste caso y > 0).
Tarefas de classificação e de regressão utilizam modelos muitas vezes similares, como
por exemplo K vizinhos mais próximos (FIX; HODGES, 1989; ALTMAN, 1992), árvores
de decisão e redes neurais (como visto na seção 2.2.1). Além destes modelos, existem
outros muito utilizados, como SVM (CORTES; VAPNIK, 1995) e Regressão Logística
para a tarefa de classificação, e Regressão Linear para a tarefa de regressão.
Seja qual for o tipo de tarefa, é necessário uma forma de aprender os melhores pa-
râmetros do modelo que resolvem esta tarefa. Para isto, o problema de aprendizado
supervisionado pode ser formulado como um problema de otimização, em que a função
objetivo a ser minimizada é uma função de custo L(y, y∗), no qual y = f(x) é o valor
obtido a partir da função real a ser aprendida e ŷ = f̂(x) é o valor encontrado a partir da
estimativa obtida para esta função.
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A função mais utilizada para as tarefas de classificação é a entropia cruzada, calcu-
lada como:
l(y, ŷ) = −
∑
i
yi log ŷi (A.1)
, no qual ŷ é o vetor de probabilidades calculadas pelo modelo e y é o vetor com todos os
valores nulos, exceto pelo índice que indica a real classe daquele ponto. Para um conjunto








Para tarefas de regressão, a função mais utilizada para o cálculo da função de custo é o
erro quadrático médio (também conhecido como MSE). Para um conjunto deM exemplos,






(yi − ŷi)2 (A.3)
A.1.2 Aprendizado não supervisionado
Enquanto no aprendizado supervisionado o conjunto de dados possui um rótulo para
cada exemplo, isto é, um valor y associado, o aprendizado não supervisionado tem como
objetivo encontrar padrões em conjuntos de dados da forma D =< x1, x2, . . . , xm >, em
que cada exemplo possui apenas um conjunto de features, porém sem rótulos.
As duas tarefas mais conhecidas são as tarefas de clustering e de redução de di-
mensionalidade.
A tarefa de clustering resume-se em encontrar grupos de exemplos similares no con-
junto de dados. Por exemplo, para um conjunto de imagens de animais, uma tarefa
possível seria a de agrupar estas imagens em grupos de animais semelhantes (sejam da
mesma espécie, mesma família, mesma ordem, etc), sem que haja um conjunto de valo-
res considerados corretos. Alguns exemplos de algoritmos de clustering são o K-Means
(LLOYD, 1982; BOTTOU; BENGIO, 1995) e o DBSCAN (ESTER et al., 1996).
A tarefa de redução de dimensionalidade consiste em calcular um mapeamento f :
Rn → Rk, k < n, isto é, em uma projeção dos exemplos do conjunto de dados, original-
mente com n dimensões, em um conjunto de dimensão k menor que n.
Alguns exemplos de algoritmos de redução de dimensionalidade são a Análise em
Componentes Principais, ou PCA (F.R.S., 1901; HOTELLING, 1933), em que um ma-
peamento linear é computado de forma a maximizar a variância ao longo de cada eixo
da base ortonormal calculada no espaço de dimensão menor, e o t-Distributed Stochastic
Neighbor Embedding, ou t-SNE (MAATEN; HINTON, 2008), em que um mapeamento
não-linear é calculado para esta projeção e é muito utilizado para gerar visualizações
bidimensionais de espaços de dimensões maiores.
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A.1.3 Aprendizado por reforço
Aprendizado por reforço é a terceira grande subárea, com uma grande diferença para
as anteriores: diferente do aprendizado supervisionado, não existe um rótulo especifi-
cando qual a melhor ação a ser realizada em cada estado e, diferente do aprendizado não
supervisionado, o objetivo não é modelar a distribuição de um conjunto de dados.
O aprendizado por reforço consiste em um agente interagindo com um ambiente e
aprendendo a tomar ações a partir de observações e recompensas recebidas, com o objetivo
de maximizar a soma destas recompensas ao longo do tempo. Esta subárea tem como
inspiração a forma como os seres humanos (assim como outros animais) aprendem com
experiências ao longo da vida e reforçam quais ações são boas e quais são ruins para serem
tomadas em um determinado cenário.
Diversos modelos foram propostos, cada um para um tipo de problema, como por
exemplo um espaço de ações contínuo ou discreto, computação de uma política de ação
determinística ou estocástica, entre outros. Mais detalhes sobre as principais definições,
os principais modelos e métodos são discutidos na seção 2.1.
A.2 CADEIAS DE MARKOV
A base da modelagem de aprendizado por reforço se dá a partir dos modelos marko-
vianos. Um modelo com esta característica é tal que possui a propriedade markoviana,
onde a probabilidade de um certo estado ocorrer depende somente do estado anterior e
não do histórico de estados.
Mais formalmente, seja S um conjunto de estados, uma cadeia de Markov em tempo
discreto é uma representação de um processo estocástico, no qual, dado um instante t,
vale a propriedade:
P (Xt = st|Xt−1 = st−1, . . . , X2 = s2, X1 = s1) = P (Xt = st|Xt−1 = st−1) (A.4)
, no qual Xt é uma variável aleatória representando o estado observado no instante t e
s1, s2, . . . , st ∈ S.
Existem algumas variações dessa definição, como a cadeia de Markov em tempo con-
tínuo, no qual o tempo de transição entre estados é dado por uma variável aleatória de
distribuição exponencial, que possui a propriedade de falta de memória, permitindo que
o histórico de estados não interfira nas transições atual e futuras.
Cadeias de Markov possuem inúmeros usos, um dos mais famosos sendo no algoritmo
Pagerank (BRIN; PAGE, 1998) que foi a base do mecanismo de busca do Google.
