. Introduction
The optimum size of plot in field experimentation depends on the relationship between fixed costs and costs varying with number of units, and on soil variability.
Perhaps the most useful measure of soil heterogeneity yet devised is that of Smith (1938) , who showed empirically that the logarithm of t he variance between plots of a given size was linearly related to the logarithm of the size of the plot. In the present paper we consider only the relationship between size and variability. The objects of the paper are, firstly, to show hOTN' efficient estimates of the constants in this relationship may be determined, and secondly, to illustrate a general method of determining efficient linear estimates when the data are, as in the present instance, correlated and of unequal variability. Koch and Rigney (1951) demonstrated that the regression coefficient of the logarithm of variance on the logarithm of plot size cou.1d be estimated from experimental data in which treatment effects are present, as well as from the data of uniformity trials. They noted that Smith had recommended that, in determining the regression coefficient £, the variances of the different sized plots should be weighted by their respective degrees of freedom. In fact, since the variance estimates for different size of plot, both in uniformity trials and experimental data, are built up from common components, they are frequently highly correlated, so that a simple weighting by degrees of freedom is not accurate. Koch and Rigney point out this diffiCUlty for experiment a' data, but do not seem to have realized that their arguments apply with equal force to uniformity trial data. e . ; . Paper No. 57 of the Agricultural Journal~)eries of the Rockefeller Foundation.
• -2 -The present paIEr presents a method of weighting observed variances of differentsized plots which leads to an unbiased estimate £. with asymptotically minimum variance.
It is applicable both to uniformity trial data and to experimental data; in the letter case the analysis of variance is in effect reconstructed to simulate one derived directly from uniformity trial data, in the manner suggested by Koch and Rigney" 2? Estimat1.on from Uniformity Trial Data Koch and Rigney showed that a uniformity trial subdivided to simulate a spli-l::,· plot or lattice design could be analyzed in the manner shol\Tll below; a randomized block arrangem:mt could similarly be superimposed on the trial, though it would not prOVide so much information about the relationship of variabj.lity to plot size. bcd-l) and the variance bet'lj·Jeen subplots over the entire area is
These formul8.s a!'8 formally identical :bo those given by Koch and Rigney, who expressed their results in terms of components of variance.
Smith's reg:"e ssion coefficient b is defined by the fa rmula
where x is the number of units per plot, V is the variance among plots one unit in size, and V x is the variance of mean per unit area for plots of size x units~For purposes of estimating optimum plot size, the coefficient b is alone of interest.
In the computations suggested bj-Koch and Rigney, the values of V x are obtained by 
•
The t-7eights wjk will have to be estimated from the data and will be to that extent inaccurate; but apart from this source of error, the effect of which we do not consider, the estimate will be of minimum variance; this variance is in fact , Likewise the variance of V 2 is estimated as
and its covariances with V3 and V4 are proportional to this. Thus we find the I covariance matrix of the V. to be as follows:
The j.nverse matrix is found to be even simpler in form; as may be verified, it is Thus, for data from uniformity trials" the sum of the ""eights is
while for data from split-plot experiments, the sum of the weight s will be The sum of squares for departure from regression is also altered, to
It should be observed that the key to these computations is the covariance I matrix of the variances Vi of the plots of different sizes. Because these variances are expressed as linear combinations of the original mean squares, which are independent, and not in terms of the variance components, \>Jhich are correlated with one another, the resulting covariance matrix, and its inverse, take on a relatively simple form.
Estimation from experimental data
t']hen variance components are to be estimated from experimental data, the estimates are calculated in the same way as from uniformity trial data. However" since a number of comparisons are given over to the estimation of treatment effects, the different plot and block variances are estimated "t17ith fewer degrees of freedom, and hence Ie ss precision, than they could have been in a uniformity trial. Apart from this complication, for l>7hich allowance must be made in determining the l'11eights
for the various components, the determination of a linear unbiased estimate with asymptotic minimum variance fol101'11S the same lines as that given in the previol'.s section. The method is illustrated by the analysis for a split-plot experiment in the form given by Koch and Rigney. It will be noted that, in this model, it il':
assumed that block-treatment interactions do not exist.
Replications
Treatments (1) Error (1) Total between whole plots
Treatments (2) freedom, its variance is as given in the previous section.
In estimating the rrean square for blocks (i.e. whole plots) we must allow for the fact that, of the d(c-l) comparisons between blocks within replications, only (c-l)(d-1) are available for estimating the variance, the other c-l containing treatment effects. Thus, as before, the estimated variance between blocks is
but its estimated variance is now increased to
The variance of V 3 has similarly to be adjusted by a factor d~l •
The analysis now proc89ds as for uniformity trials, and the j .... "lverse matrix is as given above, provided we redefine
..; A = 2bcd(a-1)V4
. Numerical e~amT he computations required in the prQposed method are illustrated in a numerical example, :Bhe data for which, set out in Table 1 , ' lATere kindly furnished by D. D.
I>1ason. Table 1 Soybean Yield Trial Conducted by C. A. Brim" Uo S. Department of Agriculture" at Willard" North Carolina" 1956. Using the method proposed in the present paper, y and x are as before. The weights are the elements w jk of the information matrix of the y. To obtain these numbers it is convenient first to calculate = 11,100,600,000 He now compute the set
Degrees of
In the same way we compute the X k :
X. e As a matter of interest, the variance of b 1 was also determined. This variance is given by~~j
where the w J are the elements of the inverse of the weight matrix; in oth6"~V(;,:'c'~;,.
they are the elements of the covariance matrix of the y. 's. He then require to minimize Vx/r, subject to the condition that r(Kl+K2:;~; 02 fiXed. This is equivalent to minimizing 't.rith respect to x. If F(x) can be determined from experimental data for a few values of x, its minimum may be fairly easily determined graphically. 
