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Проведен анализ требований к встроенным системам управления с про-
граммируемой логикой (ВСУПЛ) и путей их реализации. Оценена скорость 
падения вероятности безотказной работы ВСУПЛ при накоплении отказов. 
Предложен метод имитационного моделирования, основанный на струк-
турно-пространственной модели представления ВСУПЛ как инструмента 
оценки и выбора конфигураций отказоустойчивых структур. Приведен при-
мер исследования структурно-пространственной адаптации для однока-
нальной, дублированной и трехканальной мажоритарной структуры. 
 
Введение. Отказоустойчивость является одним из наиболее значи-
мых свойств необслуживаемых и критичных к отказам систем (аэрокос-
мической техники, информационно-управляющих систем, важных для 
безопасности АЭС). В качестве требований к современным структурам 
ВСУПЛ аэрокосмического применения, на основании анализа докумен-
тов ITT, NASA [1], выделим следующие: возможность сохранения рабо-
тоспособности при различных параметрах агрессивной среды; возмож-
ность обработки различных данных (обеспечивать контекстное пере-
ключение, усовершенствование алгоритмов данных и адаптацию после 
запуска); массово-габаритные, энергетические и стоимостные требова-
ния (возможность использования коммерческих COTS-компонентов). 
Таким образом, для проектирования систем необходимо выбирать эле-
ментную базу, которая способна к функциональной и надежностной адап-
тации, с возможностью использования COTS-подхода и ядер интеллекту-
альной собственности. Такой элементной базой являются микросхемы 
ПЛИС (CPLD и FPGA). Эти микросхемы представляют собой структуры со 
смешанной зернистостью (возможностью реконфигурации на различных 
уровнях) [2, 3]. Их настройка возможна путем коммутации каналов связи на 
уровне элементов логических ячеек (таблиц перекодировки, триггеров, 
мультиплексоров и т.д.) и на уровне регулярной архитектуры ПЛИС (кана-
лов, связующих логические ячейки, ячеек ОЗУ, выводов) [3]. Путем полной 
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или частичной реконфигурации можно выполнить их адаптацию к отказам. 
Номенклатура современных ПЛИС велика, а разработчику доступны биб-
лиотеки стандартных элементов как от производителей микросхем, так и от 
сторонних разработчиков. Проект на ПЛИС является программно-
аппаратным комплексом, поскольку при его разработке используются паке-
ты САПР, и позволяет реализовать ВСУПЛ как систему на одном кристал-
ле. Однако доступные САПР не поддерживают возможность надежностной 
адаптации ПЛИС, а также выбора наилучших конфигураций ВСУПЛ по 
показателю отказоустойчивости [4]. 
Цель статьи. Разработка методики имитационного моделирования 
ВСУПЛ и способа структурно-пространственной адаптации таких си-
стем при кратных отказах их элементов. 
Пространственная реконфигурация ВСУПЛ. Исследуем процесс из-
менения вероятности безотказной работы ВСУПЛ при накоплении отказов и 
реконфигурации при появлении отказов трех ячеек для CPLD микросхемы 
фирмы Xilinx XCR3032XL емкостью 32 макроячейки и 36 выводов. Распре-
деление логических ресурсов ПЛИС между функциональными областями 
трех исследуемых структур представлено в табл. 1.  
Таблица 1 
Распределение ресурсов микросхемы между функциональными областями структур 
Тип микро-
схемы 
Число 
ячеек 
Число 
выводов 
Число логических ресурсов  
для функциональной области структуры 
XCR3032XL 32 36 Канал обработки информации (25% от ем-
кости микросхемы) – 8 ячеек 
Набор входов или выходов  
(15% от числа выводов) – 5 выводов 
Средства контроля, диагностирования  
и реконфигурации (25% от емкости канала 
обработки информации) – 2 ячейки 
Коммутатор каналов  
(50% от набора выводов) – 3 ячейки 
Мажоритарный орган  
(75% от набора выводов) – 4 ячейки 
 
При моделировании рассматриваются 6 структур: одноканальные (struc-
ture 1 и structure 2), дублированные (structure 3 и structure 4) и трехканальные 
мажоритарные (structure 5 и structure 6). Структуры с одинаковым количе-
ством каналов отличаются наличием общих (structure 1, structure 3, structure 
5) или индивидуальных входов (structure 2, structure 4, structure 6) к каждой 
функциональной области структуры. Результаты расчетов, проведенных с 
помощью аналитической модели [5], представлены в табл. 2 и на рис. 1. 
При реконфигурации с целью обхода отказавших элементов необхо-
димо учитывать, что число возможных отказавших ячеек и эффективное 
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поле реконфигурации уменьшается. В том случае, если микросхема про-
должает свою работу после реконфигурации, она начинает свою работу при 
единичной вероятности безотказной работы. Однако, при обнаружении 
следующего отказа вероятность сохранения безотказной работы будет 
меньше, чем при предыдущем отказе. Это обусловлено тем, что эффектив-
ная площадь микросхемы, т.е. площадь, доступная для расположения про-
екта, после каждого отказа и реконфигурации уменьшается. Таким образом, 
вероятность отказа ВСУПЛ, определяемая отношением числа отказов всех 
функциональных областей (величина постоянная) к числу отказов всей 
микросхемы (эта величина уменьшается), будет расти. Выражение для ве-
роятности отказа канала при одиночных отказах будет иметь вид 
   FAULTSRECCHIPСН NNCCEP  , 
где СCH – число отказов всех функциональных областей; СCHIP – число 
отказов всей микросхемы; NREC – номер реконфигурации, а NFAULTS – 
число отказов, после которых проводится реконфигурация.  
 
Рис. 1. Вероятность безотказной работы структур в процессе работы  
 при реконфигурации после появления единичного отказа 
Таблица 2 
Вероятность безотказной работы после реконфигурации 
Вероятность сохра-
нения работоспособ-
ного состояния 
Номер реконфигурации 
1 2 3 4 5 
P1 0,5331 0,5052 0,4739 0,4385 0,3982 
P2 0,3907 0,3517 0,3076 0,2574 0,1997 
P3 0,5001 0,4664 0,4283 0,3845 0,3341 
P4 0,4541 0,4154 0,3713 0,3205 0,2616 
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P5 0,5920 0,5605 0,5243 0,4824 0,4334 
P6 0,4567 0,4064 0,3480 0,2797 0,1991 
Методика имитационного моделирования (МИМ). Вероятность без-
отказной работы при внезапных отказах может быть описана аналитическими 
зависимостями [5]. Однако их запись весьма трудоемка, так как ограничива-
ется исходными данными о типе отказоустойчивой структуры, кратности 
отказа, законе генерации координат кластерных отказов. Имитационная модель 
представляет собой развитие концептуальной структурно-пространственной 
модели ВСУПЛ. МИМ, используя аппарат моделирования методом Монте-
Карло, позволяет производить моделирование на любом наборе входных 
данных. Разработанный подход к генерации аналитических зависимостей для 
вероятности безотказной работы основан на допущении о прямоугольной 
геометрии функциональных областей структур. Имитационная модель позво-
ляет изменять пространственные характеристики функциональных областей 
и отказов, производить оценку устойчивости структур для смеси кластеров 
(кратных отказов) различных конфигураций, вводить кластеры различных 
конфигураций для каждой области элементарных структур ПЛИС. 
Предлагаемая модель является событийной, так как рассматривает реак-
цию системы на отказы. Если сгенерированный кластерный отказ попадает в 
функциональную область, она переходит в неработоспособное состояние. 
Затем оценивается влияние состояния этой области на состояние всей ВСУ, 
имплементированной в ПЛИС: в том случае, если неработоспособная область 
представляет собой нерезервированную часть структуры ВСУПЛ, то вся 
ВСУПЛ переходит в неработоспособное состояние. Факторами, влияющими 
на вероятность безотказной работы, выделены следующие: логическая ем-
кость всей микросхемы; доля логической емкости микросхемы на реализа-
цию отказоустойчивой структуры и доля ресурса на определенные функцио-
нальные области; конфигурация функциональных областей; взаимное распо-
ложение резервированных и нерезервированных областей в ПЛИС. 
При имитационном моделировании вводится набор случайных ве-
личин (с.в.) [6]: с.в., описывающая множество возможных размерностей 
кластеров (т.е. выделяется наиболее вероятная размерность или выбира-
ется закон генерации размерностей); с.в., описывающая распределение 
кластеров в этом множестве определенной размерности (выделяется 
наиболее вероятная конфигурация кластера определенной размерности 
или выбирается закон генерации конфигураций кластеров определенной 
размерности); с.в., определяющая координаты кластерного отказа. 
Имитационное моделирование включает в себя два этапа. Первый 
этап – введение исходных параметров модели: размерности микросхе-
мы и отдельных ее структурных элементов, распределение логической 
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емкости микросхемы между функциональными областями структур, 
настройка пространственного закона генерации кластеров. Распределе-
ние ресурсов производится путем перекодировки физической структуры 
ВСУПЛ, представленной в файле трассировки откомпилированного про-
екта, на логическую структуру, представляющую собой прямоугольное 
имитационное поле, состоящее из объектов отказа, которые, в свою оче-
редь, представляют собой объединения некоторых структурных элемен-
тов ПЛИС. Для моделирования некоторого гипотетического проекта 
распределение ресурсов возможно путем, аналогичным представленным 
в аналитическом моделировании. Второй этап – проведение собственно 
имитационного эксперимента с заданной точностью и достоверностью. 
Структурно-пространственная адаптация (реконфигурация) 
ВСУПЛ. На основании структурно-пространственной модели представ-
ления ВСУПЛ и метода имитационного моделирования предлагается 
структурно-пространственный метод адаптации ВСУПЛ к отказам раз-
личной кратности (пример такой адаптации для распределения ресурсов 
микросхемы согласно табл. 1 представлен на рис. 2). 
 
 
 Рис. 2. Вероятность сохранения работоспособного состояния структур в процессе 
работы при реконфигурации после появления единичного отказа 
 
 От известных методов адаптации предлагаемый отличается тем, что 
адаптация осуществляется не только путем реконфигурации (пространствен-
ного переразмещения) функциональных областей структуры в обход отка-
зов, но и выбором при реконфигурации структуры с наивысшим показате-
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лем вероятности безотказной работы ВСУПЛ. Для заданного распределе-
ния ресурсов микросхемы ПЛИС между функциональными областями 
(т.е. для готового проекта одноканальной структуры ВСУПЛ) метод ими-
тационного моделирования позволяет проводить выбор структур при фик-
сированной геометрии областей, а также выбор наилучшей конфигурации 
для каждой из структур. Как видно из графика рис. 2, целесообразно из-
начально конфигурировать систему в мажоритарную структуру с индиви-
дуальным набором входов к каждой функциональной области. При обна-
ружении второго отказа целесообразно реконфигурировать ВСУПЛ к ма-
жоритарной структуре с общим набором входов. 
Выводы. В статье предложен метод структурно-пространственной 
адаптации ВСУПЛ при кратных отказах, а также средство ее поддержки – 
имитационная модель ВСУПЛ, устойчивых к таким отказам. Метод и мо-
дель позволяют производить надежностную адаптацию и выбор ВСУПЛ по 
наилучшей вероятности безотказной работы. Дальнейшее направление раз-
работок в данной области связано с созданием комплекса программно-
технических средств, интегрированных в стандартные пакеты САПР. 
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