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Abstract
We consider the periodic homogenization of the linearized elasticity problem with slip displacement
conditions for a two-scale composite of two solids. Such interface jumps in displacement arise e.g. in
contact problems with imperfect bonding. Motivated by applications in carbon-fibre-reinforced
concretes, we aim to investigate the impact of the length of the carbon fibres on the effective
properties, which is why we assume one of the materials to be connected, whereas the other one
is either connected or disconnected. The method of periodic unfolding is applied, deriving some
new compactness results in passing, to determine the macroscopic limit problems rigorously, which
show significant differences for the two cases.
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1. Introduction
In a two-scale composite of two solids, we consider the upscaling in the context of periodic
homogenization of the linear elasticity problem with slip displacement conditions in normal and
tangential direction at the internal interface, and Dirichlet and Neumann boundary conditions at
separate parts of the outer boundary. While one of the components is assumed globally connected,
we consider two distinct cases for the other component: globally connected or disconnected.
The problem is motivated by recently proposed concretes reinforced with short carbon fibres,
cf. [1], [2], [3]. Similarly to carbon-fibre-reinforced ceramics, the bonding of the fibres to the
concrete matrix is rather weak, so that it cannot be modelled as a perfect bond. Hence, we apply
general linear slip displacement conditions. Moreover, the carbon fibres in this new material occur
as single fibres and they are rather short (of the order of 1 cm in length). Therefore, the question
arises what connectivity should be assumed in the homogenization setting. We investigate the
impact of this choice by considering the two different connectivities alluded to above as extreme
cases.
Related to our choice of internal interface condition, there are several authors studying homog-
enization problems with jumps on the interface and focus on the disconnectedness of one of the
subdomains. In [4], [5] and [6], thermal diffusion with homogeneous Dirichlet boundary conditions
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on the outer boundary is considered. To derive the homogenized solution in the first paper, Tartar’s
method of oscillating test functions [7] was applied and, in the second and third, the periodic un-
folding method [8] was used. Moreover, in this scalar diffusion setting, scaling of the interfacial term
was considered systematically in [9] in terms of two-scale convergence [10, 11]. Nonlinear variants
of these problems were considered more recently by [12], [13] and [14]. In [15], the (vector-valued)
elasticity problem with prescribed interface jumps in displacements and tractions and Neumann
condition on a part of the external boundary was studied. A related vector-valued problem with
perfect bonding was recently considered by [16].
As mentioned above, the connectivity of the domain is known to have a significant impact.
This is highlighted in [9] in terms of two-scale-convergence compactness results. We refer to [4],
[5], [12] and [6] for the impact in terms of the upscaled system of equations.
Although the periodic homogenization of linearized elasticity is well-known for standard (inter-
nal and external) boundary conditions in the literature, cf. e.g. [17] and [18], difficulties arise due
to the fact that the slip displacement conditions only yield Robin-type interface conditions, which
complicates the a-priori estimates of the symmetric gradient. In the disconnected case, we can re-
solve this issue by choosing an appropriate solution space and using standard extension operators.
In the connected case, we use the recently developed extension operators from [19] to handle the
homogeneous Dirichlet boundary conditions at the external boundary.
The paper is organized as follows. In section 2, we state the problem for a composite with
periodic microstructure, for which we prove the existence and uniqueness of the solution in the
connected and disconnected case in section 3. In section 4, we derive the homogenized problems in
both cases, where general compactness results are proven first, which may be of general interest in-
dependent of the particular boundary-value problem considered here. A comparison and discussion
of the limit problems is given in section 5.
2. Statement of the problem for a composite with periodic microstructure
We consider a composite of two materials with a periodic microstructure and distinguish two
cases. In the disconnected case, one material is connected, whereas the other one is not. On the
other hand, in the connected case, the composite consists of two globally connected materials. We
choose a bounded connected Lipschitz-domain Ω ⊂ R3, which can be represented as a union of
axis-parallel cuboids and which has corner coordinates in Q3.
In order to describe the periodic microstructure, we define the reference cell Y = [0, 1]3 ⊂ R3
and two subsets Y0, Y1 ⊂ Y such that Y ◦0 ∩ Y ◦1 = ∅, ΣY := Y0 ∩ Y1 Lipschitz-continuous and
Y = Y0 ∪ ΣY ∪ Y1. In the disconnected case, we assume that Y0 ⊂⊂ Y , i.e. ∂Y0 ∩ ∂Y = ∅, and, in
the connected one, we prescribe that the boundary of Y0 resp. Y1 on opposite faces is the same and




ξ∈Λε ε (Yα + ξ) is the Y -periodically extended domain Yα scaled with ε, α = 0, 1,
• Σε :=
⋃
ξ∈Λε ε (ΣY + ξ) is the Y -periodically extended interface ΣY scaled with ε,
• Ωε = Ωε0 ∪ Ωε1 ∪ Σε is the union of the scaled cells,
where Λε := {ξ ∈ Z3 : ε (Y + ξ) ⊂ Ω}. The idea is that Ωε0 represents one material and Ωε1 the other
one. We split the external boundary into two parts ∂Ω = Γ1∪Γ2, where Γ1 and Γ2 are disjoint sets
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and Γ1 has positive measure. In both cases, we only admit the scaling factor ε in such a way that
ε−1Ω can be represented as a finite union of axis-parallel cuboids with corner coordinates in Z3.
Thus, we can guarantee that the domain Ω can completely be filled up with scaled reference cells.
This condition can be relaxed but we assume it in what follows to avoid well-known technicalities
induced by otherwise non-matching boundaries of Ω and its ε-periodic approximation. Due to the
choice of ε, there holds Ωε = Ω, Γ1 = Γ1∩∂Ωε and Γ2 = Γ2∩∂Ωε. Let n be the normal to Σε with
orientation from Ωε0 to Ω
ε
1 and ν the outward-pointing normal to Γ2.
We consider the linear elasticity equation with slip displacement conditions on the interface of
the materials. We let uε : Ω

















where the symmetric gradient e(uε) = (ekl(u
ε))1≤k,l≤3 is the linear strain tensor and A
ε(x) =
(aεijkh(x))1≤i,j,k,h≤3 is a tensor of fourth order, which describes the properties of the materials of
the solid. In order to formulate the slip displacement conditions, we introduce some additional
notation:
• uεn := uε · n resp. uετ i := u
ε · τ i, i = 1, 2, the projection of the displacement field in normal
resp. tangential direction of the interface,
• σεn := (σε · n) · n resp. σετ i := (σ
ε · n) · τ i, i = 1, 2, the projection of the normal stress in
normal resp. tangential direction of the interface,
• [ϕ]Σε := (ϕ1 − ϕ0) |Σε the jump on the interface,
where ϕα := ϕ|Ωεα is the restriction of ϕ to Ω
ε
α and ϕα|Σε is the trace of ϕα (we write only ϕα if it
is clear) for α = 0, 1.
With this notation, the linear elasticity problem is given by
−∇ · σε = f ε in Ωε0 ∪ Ωε1,
uε = 0 on Γ1,
σε · ν = g on Γ2,
(1)






















= 0, i = 1, 2,
(2)
where the constants KN,KT > 0 are the normal and tangential stiffness, respectively, and σ
Σε
is the stress tensor of the interface. We refer to [20] for more details on the slip displacement
conditions.
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For simplification, we choose Aε ∈M(α, β, Y ) (see Definition 2.1 below) with












where A( · ) = (aijkh( · ))1≤i,j,k,h≤3 ∈ M(α, β, Y ) and all components aijkh are Y -periodic for all
i, j, k, h ∈ {1, 2, 3}. Under additional assumptions we can assume a more general tensor A depen-
dent on both the microscopic and the macroscopic coordinate, see Remark 4.15 and Remark 4.21.
Definition 2.1. Let α, β ∈ R with 0 < α < β and let O be an open set in R3. We denote by
M (α, β,O) the set of all tensors B = (bijkh)1≤i,j,k,h≤3 such that
(i) bijkh ∈ L∞ (O) for all i, j, k, h ∈ {1, 2, 3}
(ii) bijkh = bjikh = bkhij for all i, j, k, h ∈ {1, 2, 3}
(iii) α|m|2 ≤ Bmm for all symmetric matrices m
(iv) |B(x)m| ≤ β|m| for all matrices m

























for quadratic matrices m = (mij)1≤i,j≤3 and m̃ = (m̃ij)1≤i,j≤3.
We test problem (1) with some sufficiently smooth function ϕ, use integration by parts, the
boundary conditions, the fact that σε is symmetric and the jump of the normal stress on Σε is
zero, meaning that σε0 = σ
ε
1 on Σ
ε and thus σε0, σ
ε
1 coincide with σ


























f ε · ϕ0 dx+
∫
Ωε1
f ε · ϕ1 dx+
∫
Γ2∩∂Ωε0





Note that we have not yet introduced the function spaces, which complete the weak formulation.
This is done in the next section and it will turn out that different function spaces are required de-
pending on the connectedness of Ωε0. Throughout the paper, we denote by C a constant independent
of ε whose value may change from line to line and we write D(Ω) := C∞0 (Ω) and D(Ω) := C∞(Ω).
3. Existence of solutions
Before we can apply homogenization methods to obtain the upscaled problem, we have to justify
the existence, uniqueness and uniform boundedness of the solution. In subsection 3.1, we introduce
the complete weak form and we prove the result for the disconnected case and in subsection 3.2
for the connected case.
4
3.1. Existence result for disconnected case
First of all, we notice that Γ2∩∂Ωε0 = ∅ and Γ2∩∂Ωε1 = Γ2 in the disconnected case, so the third
term on the right-hand side in (3) disappears. Since infinitesimal rotations do not induce forces,
we assume that there are no rotations, meaning that the curl, ∇ × · , has to be zero. Therefore,
we define the solution space for the disconnected case as












,∇× u0 = 0 in Ωε0},
endowed with the norm




3×3 + ε‖ [u]Σε ‖
2
[L2(Σε)]3
for all u ∈ Wd(Ωε), whereby H1(O, Γ̃) := {u ∈ H1(O) : u = 0 on Γ̃} for some open set O with










(∇u0 − (∇u0)T ) =
1
2
(∇u0 + (∇u0)T ) = e(u0)
for all u ∈ Wd(Ωε). Before we prove that Wd(Ωε) is a Banach space, we gather some estimates.
Lemma 3.1. For every v ∈ Wd(Ωε), there holds

















for constants C > 0 independent of ε.
Proof. Both estimates follow by scaling and summation from standard results for the trace operator





defines a Banach space.
Proof. Using the fact that u1 = 0 on Γ1 for u ∈ Wd(Ωε), it is easily proven that ‖ · ‖2Wd(Ωε)
defines a norm on Wd(Ωε). Let {u(k)}k be a Cauchy sequence in Wd(Ωε). With the help of [17,
Theorem 4.2], we can construct a global extension operator on domains with holes, which do not
intersect the boundary of the reference cell. More precisely, there exists a linear extension operator
Pε : [H
1(Ωε1)]
3 → [H1(Ω)]3 such that
‖Pεv‖[H1(Ω)]3 ≤ c1‖v‖[H1(Ωε1)]
3 ,












for all v ∈ [H1(Ωε1)]3, where the constants c1, c2, c3 do not depend on ε. Korn’s inequality for
functions with zero trace on part of the boundary yields
‖u1‖2[H1(Ωε1)]




















Therefore, {u(k)0 }k and {u
(k)
1 }k are Cauchy sequences in the Banach spaces H1(Ωε0) resp. H1(Ωε1).
Thus there exits u0 ∈ H1(Ωε0) and u1 ∈ H1(Ωε1) with u
(k)
0 → u0 and u
(k)
1 → u1 for k → ∞. It
remains to show that u = (u0, u1) ∈ Wd(Ωε). Due to the continuity of the trace operator, u1 is




0 ), we get

































∂xj (u0)i + ∂xi(u0)j
)
for all i, j ∈ {1, 2, 3}, which shows that ∇× u0 = 0.








. Then, there exists a unique weak solution
u ∈ Wd(Ωε) of (3) for all admissible 0 < ε ≤ 1.
Proof. Our aim is to apply the Lax–Milgram Theorem. Let ε > 0. We denote the left-hand side















[uτ i ]Σε τ
i
)
· (v1 − v0) dS(x)




f ε · v dx+
∫
Γ2
g · v1 dS(x).
First of all, we prove that a is a continuous coercive bilinear form. The linearity in both components
is clear. It is easy to compute that a is coercive using the properties of Aε and the splitting of u0 and
u1 in normal and tangential part. The continuity can be shown with the help of the boundedness
of Aε and Hölder’s inequality. It remains to prove that F is linear and continuous. The linearity
is clear. Let v ∈ Wd(Ωε). Using the same estimate as in (6) for v0 and (5) for v1, we obtain
‖v0‖2[L2(Ωε0)]
3 ≤ C‖v‖2Wd(Ωε), (7)
‖v1‖2[L2(Ωε1)]
3 ≤ C‖e(v1)‖2[L2(Ωε1)]
3×3 ≤ C‖v‖Wd(Ωε). (8)
Thus, Hölder’s inequality leads to
|F (v)| ≤ C‖f ε‖[L2(Ωε)]3‖v‖Wd(Ωε) + ‖g‖[L2(Γ2)]3‖v1‖[L2(Γ2)]3 . (9)
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It remains to estimate ‖v1‖2[L2(Γ2)]3 in (9) by the norm ‖v‖Wd(Ωε). We use the extension operator








|F (v)| ≤ C
(
‖f ε‖[L2(Ωε)]3 + ‖g‖[L2(Γ2)]3
)
‖v‖Wd(Ωε).
Therefore, all assumptions of the Lax–Milgram theorem are fulfilled and we get the existence and
uniqueness of the solution.
In [4] and [22], a similar approach to the proof of existence of solutions was chosen in the scalar
case, where Poincaré’s inequality instead of Korn’s inequality is used. The following two theorems
show the uniform boundedness of the weak solutions with respect to two different norms.
Theorem 3.4. Let uε ∈ Wd(Ωε) be the weak solution of (3) and ‖f ε‖[L2(Ωε)]3 ≤ C̃ for an ε-
independent constant C̃. Then, there exists an ε-independent constant C with
‖uε‖Wd(Ωε) ≤ C
for all admissible 0 < ε ≤ 1.
Proof. We use the estimates in the proof of Theorem 3.3 with v = uε to get
min{α,KN,KT}‖uε‖2Wd(Ωε) ≤ a(u
ε, uε) = F (uε) ≤ C
(
‖f ε‖[L2(Ωε)]3 + ‖g‖[L2(Γ2)]3
)
‖uε‖Wd(Ωε),
which proves that ‖uε‖Wd(Ωε) ≤ C̃ for a constant C̃ > 0 independent of ε.






for a constant C̃ > 0 independent of ε.
Proof. If we choose v = uε in the estimates (7) and (8) and note that the constants there are
independent of ε we get the desired result.
3.2. Existence result for connected case
In the connected case, we do not have to restrict the solution space as much as in the discon-
nected case. Therefore, we define the solution space for the connected case as












Using [19, Theorem 4.4], which states Korn’s inequality for a constant independent of ε, the space






becomes a Banach space. Note that the norms on Wd(Ωε) and Wc(Ωε) are identical.
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. Then there exists a unique solution uε ∈
Wc(Ωε) of (3) for all admissible 0 < ε ≤ 1.
Proof. We prove this statement via Lax–Milgram theorem like in Theorem 3.3. Let ε > 0 and the
mapping a be defined as in Theorem 3.3. The same proof shows that a is a coercive continuous
bilinear form. The right-hand side of (3) is slightly different from before, so we define the mapping




f ε · v dx+
∫
Γ2∩∂Ωε0
g · v0 dS(x) +
∫
Γ2∩∂Ωε1
g · v1 dS(x). (10)
We have to prove that F ∈ Wc(Ωε)′, i.e. F is linear and continuous. The linearity is clear. Let
v ∈ Wc(Ωε). Using Hölder’s inequality and Korn’s inequality ([19, Theorem 4.4] applied on Ωε0 and
Ωε1), we obtain∣∣∣∫
Ωε
f ε · vdx








In order to estimate the boundary terms, we use the extension operator Lεα from Ω
ε
α to Ω defined
in [19, Theorem 3.4]. Therefore, we can apply the trace operator on Lεαvα, use the estimates of the
trace operator and the Korn’s inequality ([19, Theorem 4.4]) to get the desired estimate
‖vα‖[L2(Γ2∩∂Ωεα)]3 ≤ C‖L
ε
α(vα)‖[H1(Ω)]3 ≤ C‖vα‖[H1(Ωεα)]3 ≤ C‖e(vα)‖[L2(Ωεα]3×3 .
Summarizing the previous estimates, we get the continuity of the mapping F
|F (v)| ≤ C
(
‖f ε‖[L2(Ωε)]3×3 + ‖g‖[L2(Γ2)]3
)
‖v‖Wc(Ωε).
Lax–Milgram Theorem guarantees the existence and uniqueness of the solution.
Theorem 3.7. Let uε ∈ Wc(Ωε) be the weak solutions of (3) and ‖f ε‖[L2(Ωε)]3 ≤ C̃ for an ε-
independent constant C̃. Then, exists a constant C independent of ε such that
‖uε‖Wc(Ωε) ≤ C
for all admissible 0 < ε ≤ 1.
Proof. The proof is analogous to the proof of Theorem 3.4.
4. Periodic homogenization
This section is devoted to the rigorous upscaling of the problem in the disconnected (subsec-
tion 4.2) and connected case (subsection 4.3). We mainly use the periodic unfolding method, which
is briefly introduced together with some standard results for convenience first (subsection 4.1).
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4.1. Introduction to periodic unfolding method
The periodic unfolding method was formally introduced by Doina Cioranescu, Alain Damlamian
und George Griso in 2002. The main idea is to write the function, which is defined on Ωε, as a
function of micro- and macro-scale, which makes it easier to work with perforated domains which
change with ε. We refer to [8], [23] and [5] for the definitions and theorems in this section and
further results. The first paper considers a fixed domain, the second a perforated domain with
connected or disconnected holes and the third a domain consisting of two components.
To define the periodic unfolding operator T εi , i = 0 or 1, we need another representation of
x ∈ Ω. Let x ∈ R3. We denote by [x] the unique linear combination of the integers ξj ∈ Z
and the periodicity vectors bj ∈ R3, which are in our case the unit vectors ej for j = 1, 2, 3, i.e.
[x] =
∑3










Definition 4.1. Let i = 0 or 1. For a Lebesgue-measurable function φ on Ωεi , the periodic unfolding
operator T εi is defined as











for a.e. (x, y) ∈ Ω̂ε × Yi,
0 for a.e. (x, y) ∈ Πε × Yi,
where Ω̂ε =
⋃
ξ∈Λε ε(ξ + Y ) and Π
ε = Ω \ Ω̂ε.
Due to our assumption, there holds Ω̂ε = Ωε and Πε = ∅ for admissible ε. Note that the
definition of the periodic unfolding operator does not require Ω to be representable as a union
of axis-parallel cuboids. We denote by
˜̃
f the extension of the function f to Ω by zero and by
MO(φ) = 1|O|
∫
O φ dy the mean value of the function φ over the domain O, where O is a set with
finite measure. We summarize a number of well-known results on periodic unfolding in our notation
for future reference.
Proposition 4.2. The operator T εi : L2(Ωεi )→ L2(Ω× Yi), i = 0, 1, is linear and continuous and














φ(x) dx for all φ ∈ L2(Ωεi ),
(iii) ‖T εi (φ)‖L2(Ω×Yi) ≤ |Y |
1
2 ‖φ‖L2(Ωεi ) for all φ ∈ L
2(Ωεi ),
(iv) T εi (φ)→ φ strongly in L2(Ω× Yi) for all φ ∈ L2(Ω),
(v) if {φε} is a sequence in L2(Ω) with φε → φ strongly in L2(Ω), then T εi (φε) → φ strongly in
L2(Ω× Yi),





, then T εi (φε)→ φ strongly in L2(Ω× Yi),
(vii) if φε ∈ L2(Ωεi ) with ‖φε‖L2(Ωεi ) ≤ C and T
ε
i (φ




|Y |MYi(φ) weakly in L
2(Ω),
(viii) if φ ∈ H1(Ωεi ), then ∇y [T εi (φ)] = εT εi (∇φ) and T εi (φ) ∈ L2(Ω, H1(Yi)).
The next result shows the equivalence between classic two-scale convergence of a sequence
[10, 11] and the weak convergence of the unfolded sequence.
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Theorem 4.3. Let {φε} be a bounded sequence in L2(Ω). The following assertions are equivalent:
(i) {T ε(φε)} converges weakly to φ in L2(Ω× Y ),
(ii) {φε} two-scale converges to φ, which we denote by φε 2−→ φ for convenience.
Due to the equivalence, we often use assertions (i) and (ii) of Theorem 4.3 synonymously.
Remark 4.4. The results are still true for vector- and matrix-valued functions, if we use the
period unfolding operator for every component and the standard inner product for vectors and the
Frobenius inner product for matrices.
4.2. Homogenization in the disconnected case
In section 4.2.1, we prove some general compactness results via the periodic unfolding method,
which we apply in section 4.2.2 to derive the homogenized problem for the disconnected case.
4.2.1. Compactness results for the disconnected case




, for which we











































Since the domain Ωε1 is connected, we can apply [24, Theorem 4.43] to get, up to a subsequence,






































: ∇× u = 0 a.e. in Ωε0}.
The next lemma states the connection between the curl and symmetric gradient of some function
φ and of the unfolded function T ε(φ).




. Then, there holds
(i) ∇y × T εi (φ) = εT εi (∇× φ),
(ii) ey(T εi (φ)) = εT εi (e(φ)).
Proof. These are simple computations using the linearity of T εi .
The strategy of the proof of Theorem 4.7 follows [5, Theorem 2.18].







3×3 ≤ C (11)




















, for which (11) holds. Then, there holds due to
Proposition 4.2 (iii)




















is a Hilbert space, there
















∇yu0 = 0 a.e. in Ω× Y0.
This proves that u0 is independent of y.
We can even derive from ∇× uε0 = 0 that the limit satisfies ∇× u0 = 0.
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. Then, the weak limit satisfies ∇× u0 = 0.





write ϕε := (ψiη
ε
i )1≤i≤3 := ϕ(x,
x
ε ). Since
T ε0 (ϕεi ) = T ε0 (ψi)T ε0 (ηεi ) = T ε0 (ψi)ηi −→ ψiηi strongly in L2(Ω× Y0) (12)
there holds∫
Ωε0
uε0 · ϕεdx =
∫
Ω×Y0
T ε0 (uε0) · (T ε0 (ψi)T ε0 (ηi))1≤i≤3 dydx −→
∫
Ω×Y0





. Thus, the trace of T ε0 (ϕε) with respect to ∂Y0 exists for all ε > 0 and we
can apply the trace theorem to calculate
‖T ε0 (ϕε)− ϕ‖[L2(Ω×∂Y0)]3 ≤ C
(






The convergences (12) and










, the traces exist and we can compute, using the convergences from above,∫
∂Ωε0











(u0 × ϕ) · n dS(y)dx (14)
Now, for test functions with ∇y × ϕ = 0, there holds, using the identity for the divergence of a








(uε0 × ϕε) · n dS(x) +
∫
Ωε0












(u0 × ϕ) · n dS(y)dx+
∫
Ω×Y0




u0 · ∇y × ϕdydx+
∫
∂Ω×Y0
(u0 × ϕ) · n dydS(x) +
∫
Ω×Y0







ϕ(x, y) dydx. (15)
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If we choose ψ1 = ψ2 = ψ3 = Ψ for some Ψ ∈ D(Ω), η2 = η3 = 0 and η1(y) = ay1, where a ∈ R3,











which shows, due the fundamental lemma of the calculus of variations, that (∇× u0)1 = 0. Using
similar functions for the other components, we get ∇× u0 = 0.
In the next theorem, we compute the limit of the symmetric gradient of uε0, where the strategy









: ∇y × v = 0 a.e. in Ω× Y0
}
.







3×3 ≤ C (16)



















Furthermore, there holds MY0(û0) = 0.




. If we apply the Poincaré–Wirtinger inequal-








With Lemma 4.6 and ∇× uε0 = 0 a.e. in Ωε0, we get that
∇y × Zε0 =
1
ε
∇y × T ε0 (uε0) = T ε0 (∇× uε0) = T ε0 (0) = 0


















such that up to a subsequence















[MY0(T ε0 (uε0))−MY0(T ε0 (uε0))] = 0
for all ε, we receive MY0(û0) = 0.
Due to Proposition 4.2 (viii), there exists the trace of the unfolding operator with respect to y
and we can prove the following result.







(T ε1 (uε1)− T ε0 (uε0)) · (T ε1 (ϕ1)− T ε0 (ϕ0)) dS(y) dx =
∫
Σε
(uε1 − uε0) · (ϕ1 − ϕ0) dS(x).
Proof. The proof is similar to that of [5, Lemma 2.14].
A direct consequence is the following corollary.











Proof. The statement follows directly from Theorem 4.10, if we choose ϕ = uε.
4.2.2. Passage to the limit for the disconnected case
In this section, we apply the results proven in the section before to derive the homogenized









: ∇y × u = 0 a.e. in Ω× Y0,MY0(u) = 0
}































for all u = (u1, û1, u0) ∈ Z(Ω, Y1,Γ1). Having introduced this notation, we can formulate the limit
problem. Afterwards, we rewrite the limit problem with the help of auxiliary cell problems and
show that the solution is unique.
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Theorem 4.12. Let {uε} be a sequence of weak solutions of the problems (3) with uε ∈ W(Ωε)






































































f dy · v0 dx+
∫
Γ2
g · v1 dS(x) (18)
for all v = (v1, v̂1, v0) ∈ Z(Ω, Y1,Γ1).
Proof. Let {uε} be a sequence of weak solutions of problem (3) with uε ∈ Wd(Ωε). We apply






Using the theorems from section 4.2.1, the convergences (17) follow directly. We rewrite the weak
formulation of problem (3) using Theorem 4.10 and Proposition 4.2 (i) and (ii) to get the unfolded









































T ε0 (f ε) · T ε0 (ϕ0) dydx+
∫
Γ2
g · ϕ1 dS(x). (19)
We choose the test functions
ϕ0 = ϕ
ε







and ϕ1 = ϕ
ε
















: v is equal to 0 in a neighbourhood of Γ1}, w0, w1, v0 ∈


















such that ∇× ϕε0 = 0. Then, ϕε ∈ Wd(Ωε),









Let α = 0 or 1. Since T εα (wαi )T εα (ψ̂αi )→ wαi ψαi strongly in L2(Ω×Yα) for all i = 1, 2, 3, there holds





Every component of the symmetric gradient of ϕεα is of the form
ekl(ϕ
ε

































If we apply the periodic unfolding operator to ekl(ϕ
ε
α), we get









k (y)] = ekl(vα) + (ey(v̂α))kl
strongly in L2(Ω× Yα) with v̂α = (wαi (x)ψαi (y))1≤i≤3. So





We estimate the interface term with respect to the normal direction using Hölder’s inequality,

















2 ‖uε1 − uε0‖L2(Σε)ε‖(T ε0 (wαi )ψαi )1≤i≤3‖[L2(Ω×ΣY )]3 ≤ Cε.
Therefore, this integral converges to zero. The analogous result holds for the terms with τi, i = 1, 2
instead of n. Since


















This yields the convergence of the traces of T ε0 (v0) with respect to y. Similarly, we receive for v1









































f dy · v0 dx+
∫
Γ2
g · v1 dS(x). (20)
Since D(Ω̄,Γ1) is dense in H1(Ω,Γ1) and D(Ω)×H1per(Y1) is dense in L2(Ω, H1per(Y1)), the homog-









To improve this result, we choose as a test function











Y -periodically extended to R3.































T ε0 (f ε) · T ε0 (ϕ0) dydx









→ ekl(v0)(x) = (ey(e(v0(x)y))kl.




A(y)ey(û0)e(v0) dydx = 0.




A(y)ey(û0)ey(v̂0) dydx = 0.






































f dy · v0 dx+
∫
Γ2
g · v1 dS(x).
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Since {v ∈ [D(Ω)]3 : ∇×v = 0 a.e. in Ω} is dense in L2curl(Ω), we get the desired result. Using that
the solution is unique, which we prove below, all the convergences above hold true for the whole
sequence.
In the next theorem, we rewrite the homogenized problem from Theorem 4.12 as a macroscopic
problem with an auxiliary cell problem.
Theorem 4.13. Let {uε} be as in Theorem 4.12. We can reformulate the homogenized problem

















KN(u1 · n− u0 · n)n+KT
2∑
i=1
(u1 · τ i − u0 · τ i)τ i
)











f dy · v1 dx+
∫
Γ2



















































= 0 on ΣY .
(22)
Proof. This result follows by standard arguments. We refer to [19] to see the steps of the proof in
detail.
Similar to [17, Theorem II.1.1], it can be proven that there exist αhom, βhom ∈ R with 0 <
αhom < βhom such that Ahom1 ∈ M(αhom, βhom,Ω). With this fact we are able to prove the
uniqueness of the solution of (21).








of the macroscopic problem
(21) are unique.






of the problem (21). If we choose as test function v1 = u1 − w1 and v0 = u0 − w0, we
can estimate, using that Ahom1 is coercive and Korn’s inequality for functions which are zero on














[u1 − u0 − w1 + w0] · τ iτ i
)
· (u1 − w1 − u0 + w0) dS(y) dx





Thus, u1 = w1. Using this and ‖u1 − u0 − w1 + w0‖2[L2(Ω)]3 = 0, we receive u0 = w0, which proves
the uniqueness of the solution.
Remark 4.15. We can generalize the result using Aε = A(·, ·ε) ∈ M(α, β,Ω) instead of A
ε =
A( ·ε) ∈ M(α, β, Y ) and under the additional assumption that T
ε
1 (A
ε) → B1 a.e. in Ω × Y1 and
T ε0 (Aε) → B0 a.e. in Ω × Y0. Then, B1 ∈ M(α, β,Ω × Y1) and B0 ∈ M(α, β,Ω × Y0) and the
















KN(u1 − u0) · nn+KT
2∑
i=1
(u1 − u0) · τ iτ i
)











f dy · v1 dx+
∫
Γ2













































· n = 0 on ΣY
a.e. in Ω.
4.3. Homogenization in the connected case
In section 4.3.1, we prove a convergence result, which we apply in section 4.3.2 to derive the
homogenized problem for the connected case. In order to handle the different boundary conditions
at the exterior boundary, we use a special extension operator established in [19] in the context
of two-scale convergence. For some general introduction to the two-scale convergence method, we
refer to [25], and we note that the two-scale convergence and weak convergence of the unfolded
sequence are equivalent (cf. Theorem 4.3).
4.3.1. Compactness result for the connected case
The following theorem gives us some information about the two-scale limit of the solutions uεα,
α ∈ {0, 1}.




with uεα = 0 on Γ1 ∩ ∂Ωεα
and
‖e(uεα)‖[L2(Ωεα)]3×3 ≤ C





















where ·̃ is the extension to Ω defined in [19, Theorem 3.5] and T ε is the unfolding operator from
[23, Definition 1.2].




with the properties of the assumption. Using Korn’s










with uεα = 0 in ∂Ω
ε
α ∩ Γ1. The extension













































4.3.2. Passage to the limit in the connected case




]3 × [L2(Ω, H1per,0(Y0))]3 × [H1(Ω,Γ1)]3 × [L2(Ω, H1per,0(Y1))]3









for all u = (u0, û0, u1, û1) ∈ V(Ω, Y,Γ1).
Theorem 4.17. Let {uε} be a sequence of weak solutions of the problem (3) with uε ∈ Wc(Ωε)



































where ·̃ is the extension to Ω defined in [19, Theorem 3.5] and T ε is the unfolding operator from
[23, Definition 1.2]. Furthermore, the restriction u = (u0, û0|Ω×Y0 , u1, û1|Ω×Y1) ∈ V(Ω, Y,Γ1) is the
















KN(u1 · n− u0 · n)n+KT
2∑
i=1
(u1 · τ i − u0 · τ i)τ i
)











f dy · v1 dx+
∫
Γ2
g · h0v0 dS(x) +
∫
Γ2
g · h1v1 dS(x)
for all v ∈ V(Ω, Y,Γ1).
Proof. Let {uε} be the sequence of the solutions of problem (3). We have already proven in
Theorem 3.6 and Theorem 3.7 the existence, uniqueness and uniform boundedness of this sequence.
So we can apply Theorem 4.16, which proves the convergences in (23). We choose some test
functions ϕε of the form




1 := v1 + εw
ε
1



























































f ε · ϕε0 dx+
∫
Ωε1
f ε · ϕε1 dx+
∫
Γ2∩∂Ωε0
g · ϕε0 dS(x) +
∫
Γ2∩∂Ωε1
g · ϕε1 dS(x).
Let α = 0 or 1. Using the fact that













and similar argumentation as in the disconnected case, we receive




















A (e(uα) + ey(ûα)) (e(vα) + ey(wα)) dydx.
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We receive the convergence of the interface term from Lemma 4.18 and the fact that the terms



















f dy · vα dx.
For the proof of the convergence of the boundary integral we refer to section 7.6.2 in [19]∫
Γ2∩∂Ωεα
g · ϕεα dS(x) −→
∫
Γ2
g · hαvα dS(x)
for some hα ∈ L2(Γ2). Under further assumption on the boundary ∂Ω and the exterior boundaries
of Y0 and Y1 we can formulate the limit functions h0 and h1 explicitly (see [19, Theorem 7.17]).

















, we get the desired homogenized problem












for the functions û0, û1 and the test functions in
the limit problem, which does not change the limit problem. Since the solution is unique, which
we prove below, all the convergences above hold true for the whole sequence.
We want to prove the limit result for the interface term used in the proof of the last theorem.
Lemma 4.18. Let {uε} be the sequence as in Theorem 4.17. Then, there holds up to a subsequence

































· (v1 − v0) dS(y)dx,
whereby only n and τ i, i = 1, 2, depend on y.











T ε(ũε1)iT εb (ni)T εb (nj)T ε(v1)j dS(y)dx.
Using the fact that T εb (n)(x, y) = n(y) for all (x, y) ∈ Ω × ΣY and Proposition 4.2 applied to v1,









u1 · nn · v1dS(y)dx.
Following the same steps of the proof for all other summands of (25), we get the desired result.
We want to split the problem (24) into a micro- and macroscopic problem.
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Theorem 4.19. Let {uε} be as in Theorem 4.17. We can reformulate the homogenized problem
















KN(u1 · n− u0 · n)n+KT
2∑
i=1
(u1 · τ i − u0 · τ i)τ i
)











f dy · v1 dx+
∫
Γ2
g · h0v0 dS(x) +
∫
Γ2




















































= 0 on ΣY ,
χlmα is Y-periodic with MYα(χlmα ) = 0.
for α ∈ {0, 1}.
Proof. This result can be shown in the same way as in the proof of Theorem 4.13.







R with 0 < αhom0 < βhom0 , 0 < αhom1 < βhom1 such that Ahom0 ∈ M(αhom0 , βhom0 ,Ω), Ahom1 ∈
M(αhom1 , β
hom
1 ,Ω). With this fact we are able to prove the uniqueness of the solution of (26).




of the macroscopic problem
(26).
Proof. The proof is analogous to that of Theorem 4.14.
Remark 4.21. As in the disconnected case, we can generalize the result under the assumptions
that Aε = A(·, ·ε) ∈ M(α, β,Ω) and T
ε
1 (A
ε) → B1 a.e. in Ω × Y1 and T ε0 (Aε) → B0 a.e. in
Ω × Y0. The homogenized problem is the same as above but the cell problems and the definition
of the homogenized tensors Ahom0 and A
hom
1 need to be adjusted in an analogous fashion as in
Remark 4.15.
5. Comparison of the homogenized problem in the disconnected and connected case
and discussion
In this section, we state and compare the strong formulations of the upscaled problems in the
disconnected and connected case and discuss their differences.
In the disconnected case, we only know so far that the solution u0 is unique if ∇ × u0 = 0
(see Theorem 4.14). Thus, we have to prove that a general solution already satisfies the curl-
free condition, which is physically expected owing to the coupling of u0 and u1 through the slip
23
displacement conditions. (The disconnected components cannot undergo rigid-body motions due
to the bond to the connected part.) By using the unique decomposition of functions v ∈ L2(Ω),
namely v = ∇p +∇ × w for some functions p, w (for more details we refer to [27]), the interface
term yields the desired result. In the disconnected case (cf. eq. (21)), the strong formulation is








KN(u1 − u0) · nn+KT
2∑
i=1
(u1 − u0) · τ iτ i dS(y) =
∫
Y1




KN(u1 − u0) · nn+KT
2∑
i=1
(u1 − u0) · τ iτ i dS(y) =
∫
Y0
f dy in Ω,
Ahom1 e(u1) · n = g on Γ2,
u1 = 0 on Γ1,








KN(u1 − u0) · nn+KT
2∑
i=1
(u1 − u0) · τ iτ i dS(y) =
∫
Y1








KN(u1 − u0) · nn+KT
2∑
i=1
(u1 − u0) · τ iτ i dS(y) =
∫
Y0
f dy in Ω,
Ahom0 e(u0) · n = gh0 on Γ2,
Ahom1 e(u1) · n = gh1 on Γ2,
u1 = 0 on Γ1,
u0 = 0 on Γ1.
Apart from the different boundary conditions at the exterior boundary, the main difference is
that, in the disconnected case, there is no contribution of any homogenized tensor Ahom0 . This
means that no stress is transmitted globally by the material occupying the disconnected domain.
Moreover, adding the two equations stated in Ω for the disconnected case makes the interfacial
terms disappear and leaves only the total volumetric forcing given by f in the homogenized elasticity
equation for u1. Nevertheless, as f is a force density w.r.t. volume, the density of the material
does play a role. Similarly, inertial effects are expected to have an impact in the associated time-
dependent case.
In terms of the application to concretes reinforced with short carbon fibres, it is unlikely that
the disconnected case is the correct model. However, it may be anticipated that modelling the
carbon fibres as connected in only one spatial dimension but not in the other two might lead to
a mixture of the two cases, which may lead to appropriate models if realistic unit cells are used.
This, together with simulation results comparing to experimental data, is planned as future work.
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