Abstract. We construct stable vector bundles on the space P(S d C n+1 ) of symmetric forms of degree d in n + 1 variables which are equivariant for the action of SLn+1(C), and admit an equivariant free resolution of length 2. For n = 1, we obtain new examples of stable vector bundles of rank d − 1 on P d , which are moreover equivariant for SL2(C). The presentation matrix of these bundles attains Westwick's upper bound for the dimension of vector spaces of matrices of constant rank and fixed size.
Introduction
It is notoriously difficult to construct rank-r non-splitting vector bundles (i.e. not isomorphic to the direct sum of line bundles) on P N if r is small with respect to N . A famous conjecture of Hartshorne entails that the task is in fact impossible when r < N/3. As for the meaning of the word small here, it basically refers to any value of r N − 1 (say for N 4). For instance, no example of non-splitting vector bundle of rank r N − 3 is known, at least if we work in characteristic zero, which we tacitly assume from now on. Moreover, only two sporadic (yet quite important) constructions are available for r = N − 2, that are due to Horrocks-Mumford (for N = 4) and Horrocks (for N = 5). Once such a vector bundle is constructed, one can pull it back via any finite self-map of P N to obtain a new bundle. Together with the method of affine pull-backs developed by Horrocks (cf. [Hor78] , see also [AO95] ), this essentially exhausts the set of techniques currently available, to the best of our knowledge.
The situation improves slightly when r = N − 1. In this range, basically two classes of bundles are known: instanton bundles and Tango bundles (we refer to [OSS80] for a treatment of these classical cases). These have been recently generalized by Bahtiti, cf. [Bah15b, Bah15a, Bah16] . More examples are given by Cascini's weighted Tango bundles, see [Cas01] , and by the Sasakura bundle of rank 3 on P 4 , cf. [Ang17] . That is roughly the list of all the examples known so far in this realm.
From another perspective, one may try to construct vector bundles starting from their presentation matrix. Such matrix will have constant corank r when evaluated at any point of P N . While the opposite procedure (constructing a matrix from a bundle) is also interesting, as we tried to show in [BFM13, BFL17] , it is not quite clear how to construct matrices of constant corank r N −1, especially so if we impose constraints on the matrix, for instance that it should have a given size, say a × b, or that its coefficients should have a fixed degree, notably degree one. A simple calculation (cf. [Wes87] ) implies (say a b) that such a matrix can exist a priori only if r + 1 divides (a − 1)!/(b − r − 1)!. Under such divisibility condition, some matrices of linear forms of size (b − r + 1) × (b − r + n − 1) and constant corank n − 1 where given in [Wes90] , attaining the upper bound for the dimension of vector spaces of matrices of constant rank and fixed size. The construction is a bit obscure to us, and in any case it says very little about the bundle itself.
The goal of this paper is to introduce a simple technique to construct non-splitting vector bundles on P N . For this, one has to view P N as the space of homogeneous forms of degree d on P n for some (d, n), and use a little representation theory of G = SL n+1 (C).
The resulting bundles satisfy a much stronger property than just being non-splitting, namely they are stable in sense of Mumford-Takemoto, or slope-stable. Also, by construction they are homogeneous for the action of G and again by definition their dual bundles are presented by a matrix of linear forms which is equivariant for G.
For n = 1, one has N = d and our bundles have rank d − 1. As we will see, for d 4 these bundles turn out to be different from all the bundles of rank d − 1 on P d constructed so far (except for the single case of the classical Tango bundle).
Also, the matrix of linear forms will have size (b − r + 1) × (b − r + n − 1) and constant corank n − 1, thus giving a new approach to achieve Westwick's bound.
Finally, for n = 1 and d = 3, our bundles agree with the SL 2 (C)-invariant instantons defined and studied in [Fae07] . These instantons are parametrized by N in the sense that the second Chern class (the so-called the "charge") of an SL 2 (C)-invariant instanton over P 3 = P(V 3 ) must equal m 2 for some integer m 2, and given such m there is one and only one such instanton. This instanton is precisely W m,3 . However our results generalize the construction and simplify some of the proofs given in that paper.
For higher n, our bundles have rank bigger than the dimension N = d+n n − 1 of the ambient space. Nevertheless, they seem interesting as are they stable, homogeneous for the action of a rather big group operating on P N , but still of much smaller rank than most SL N +1 (C)-homogeneous bundles. To study them we will pull back to P n via the Veronese map and use the theory of SL n+1 (C)-homogeneous bundles in terms of quiver representations developed in [OR06] .
We now state our results more precisely. For an integer n 1, let V be a complex vector space of dimension n + 1 and let G ≃ SL n+1 (C) denote the general linear group of automorphisms of V . The representation theory of G is governed by the fundamental weights λ 1 , . . . , λ n of G, in the sense that an irreducible representation of G is uniquely determined by its dominant weight λ = a 1 λ 1 + · · · + a n λ n , where a i ∈ N for all i. We write V λ for this representation. By convention, the standard representation is V λ 1 and we often write V = V λ 1 . We also abbreviate V d for V dλ 1 . Now suppose n 2, and take integers d e. The Littlewood-Richardson rule gives:
From (1) we extract a G-invariant non-zero morphism:
Assume that e is a multiple of d, say e = (m − 1)d; the inclusion of the second summand V (md−2)λ 1 +λ 2 from the decomposition (1) into the product
which is a matrix of linear forms. We put
The sheaves W m,d constitute the main object of study of this paper. Here is our main result about them. 
that fits into:
If n = 1 (so that V ≃ C 2 ) formula (1) simplifies significantly and reads:
The second summand is just the symmetric power V md−2 , and the space of symmetric forms
The following analogue of Theorem 1 is our second result. 
The bundles we construct here, as well as the presentation matrices defining them, are actually defined over P n Q and therefore over Z. However one cannot reduce modulo an arbitrary prime number p to obtain bundles defined in characteristic p (unless p is high enough), as the rank of the defining matrices may drop modulo p.
The presentation matrices can be defined in an algorithmic fashion simply by using the action of the Lie algebra of SL n+1 (C). We provide an ancillary file containing a Macaulay2 package to do this on a computer.
The paper is structured as follows. In §1 we prove that the maps appearing in the sequence defining W m,d compose to zero, and that the resulting equivariant complex is exact at the sides. In §2 we prove our main result for n = 1, i.e. for the case of SL 2 (C)-bundles. This is intended to guide the reader through the argument, which is a bit different (and much simpler) in this case. Also, this allows to quickly exhibit our SL 2 (C)-bundles, which are the most interesting ones as far as the search of low-rank bundles on P d is concerned. In §3 we treat the case of higher n, where the treatment of homogeneous bundles via representations of quivers comes into play. In §4 we show that our bundles are always new except for the case of the classical Tango bundle.
We would like to thank L. Gruson and G. Ottaviani for fruitful comments.
The equivariant complex
Recall the fundamental sequence appearing in Theorem 1:
and its analogue for the case n = 1, from Theorem 2:
In this section we show that these maps form equivariant complexes of vector bundles.
Lemma 1.1. For n 2, the space of G-invariant morphisms Hom(
In particular, the same is true for the composition of the two maps
The same result holds for n = 1, the space Hom(V md−2 , S m V d ) G , and the composition
Proof. In virtue of Schur's lemma, it is enough to show that the irreducible representation V (md−2)λ 1 +λ 2 does not appear in the decomposition of S m V d . We follow the standard notation from [FH91] and denote by H i the diagonal matrix E i,i , and by L i the linear operator such that L i (H j ) = δ ij , so that the fundamental weights of G are λ i = L 1 + . . . + L i , for i = 1, . . . , n. The Lie algebra g of G is generated by E i,j , E j,i , and H i − H j with the standard commutation relations
Now suppose that V is generated by x 1 , . . . , x n+1 ; then the space of symmetric d-forms V d has a basis defined by 
On the other hand, G also acts on the symmetric power S m V d ; with our notation, S m V d has a basis defined by monomials of type y y 2 , and this makes it (up to a constant) the only candidate for being the highest weight vector of V (md−2)λ 1 +λ 2 . Notice however that:
cannot be a highest weight in S m V d , and V (md−2)λ 1 +λ 2 cannot appear as irreducible summand in its decomposition.
For the second part of the statement, notice that
Finally, in the case of SL 2 (C), recall that the Lie algebra g of G is generated by X, Y , and H, with [H, X] = 2X, [H, Y ] = −2Y , and [X, Y ] = H; the same proof as above applies with minor modifications which we omit.
In the study of the sequences (2) and (4), it is useful to restrict them to the closed orbit of the G-action on PV d , namely the Veronese variety. For this, let v n,d be the Veronese map PV → PV d given by the complete linear system |O PV (d)|, and put
The idea behind this is that PV is a G-homogeneous space and the pull-back of W n,d to PV is a G-homogeneous bundle. This remark enables to prove several results concerning this pull-back. The next observation is that many of our key statements extend to the whole ambient space PV d by continuity and G-equivariance, because the G-orbit of any point of PV d contains X d in its Zariski closure.
Restricting (2) and (4) to X d and pulling back via PV ≃ P n → X d we get the sequences:
respectively, where in both cases
is a vector bundle on P n which is homogeneous under G, the map φ m,d is the pull-back to P n of Φ m,d , and similarly ψ m,d is the pull-back of Ψ m,d .
Studying these restricted sequences we obtain the following:
Proof. Let us consider a different Veronese embedding than before, namely the one of
On the projective space PV (m−1)d we have the Euler sequence with the natural surjection
This surjection, pulled-back via v n,(m−1)d to P n , becomes the obvious epimorphism:
This map is precisely the morphism
follows, because the rank of the map can only increase with respect to the value on the closed orbit.
Remark 1.3. The restricted morphism ψ m,d also corresponds to the natural surjection P k (F ) ։ F of the bundle of k-jets (also known as principal parts sheaf ) of a vector bundle F onto F itself. Indeed in [Per96] it is shown that the k-jets of line bundles on a projective space PV have the simple form
Lemmas 1.1 and 1.2 entail that both sequences (2) and (4) are equivariant complexes, exact at the sides. In the next two sections we will show that exactness holds in the middle, as well, and this will conclude the proof of our main results.
The case of binary forms
This section is devoted to the special case G = SL 2 (C). We start by proving our main theorem in this case. In §4 we will draw a few more remarks about our bundles of rank d − 1 on P d , which we see as the space of binary forms of degree d.
The equivariant matrix of linear forms.
Recall from the proof of Lemma 1.1 that the Lie algebra sl 2 (C) is generated by X, Y , and H, with [H, X] = 2X, [H, Y ] = −2Y , and [X, Y ] = H; moreover, we consider V as being generated by x 1 and x 2 , so that V d has a basis defined by
and acting with Y on v (j−1) , one obtains
As the highest weight vector of V md−2 is y 1 z 2 − y 2 z 1 , a basis of the representation
is given by the set {v (1) , . . . , v (md−1) } with coefficients c i,j defined by c 1,1 = −1, c 2,1 = 1 and for 2 j md − 1
Resolving the recurrence relation, one finds
These coefficients can be simplified when describing the matrix Φ m,d . In fact, given j d + 2, the coefficient c i,j vanishes if i j − d or i j + 2 and for j − d + 1 i j + 1 all coefficients c i,j are multiple of the product
Moreover, a basis of the representation V md−2 in V d ⊗V (m−1)d can also be obtained starting from the lowest weight vector y d z (m−1)d+1 − y d+1 z (m−1)d and acting with X. In this way, one obtains a recurrence relation analogous to (7) that reveals a symmetry of the coefficients appearing in the matrix Φ m,d . Taking into account these remarks, the matrix representing
where
Proof of Theorem 2.
We proceed in several steps, articulated along the next subsections, which we briefly outline here. First, we show exactness of the equivariant complex. Then, we pull-back to P 1 via the Veronese embedding of
We finally deduce the stability of W m,d . (ψ m,d ). This is a vector bundle defined by the exact sequence:
We first show that:
To see this, note that for each t 0 the map ψ m,d induces an equivariant surjection:
all the surjections for t 1 being induced by the case t = 0, which in turn is obvious.
which easily implies (8). Next, we rewrite the exact sequence defining V m,d as:
2.2.3. The pulled-back kernel bundle. Next we want to prove:
To check this, note that (3) gives, via the same argument that we mentioned to define Ψ m,d , an equivariant map:
The highest weight vector defining the irreducible representation V d−2 as a direct summand of V (m−1)d ⊗ V md−2 is the following:
Acting k times with Y gives
Hence, the map ϑ m,d is described by the following matrix:
It is clear that this matrix is injective at one (and hence at any) point of P 1 . Now, again (3) says that
does not occur in this direct sum. Then, by the same argument as in end of the proof of Lemma 1.1, the composition of maps
is zero. Therefore, we get an injective map − m) ) again with strictly higher slope, which is absurd because this bundle is semistable on P 1 . Now we prove that W m,d is actually slope-stable. Indeed, assume W m,d has a nontrivial filtration by subsheaves, whose quotients are slope-stable sheaves. We write the associated graded object in the form:
where r i are positive integers and F 1 , . . . , F s are stable sheaves on P d , with F i not isomorphic to F j for i = j. For any g ∈ G, we get a linear automorphism of P d which we still denote by g and an isomorphism g
and since each F i is stable all such morphisms are of the form g i ⊗ id F i , for some linear isomorphism g i : C r i → C r i . In other words, there are G-representations R 1 , . . . , R s such that:
Let us now look at the pull-back of the filtration to P 1 via v 1,d . By semi-stability of V m,d and homogeneity of the F i each F i pulls back to T i ⊗ O P 1 (d(1 − m) ), for some G-representation T i . So the associated graded object is of the form
Therefore, (9) gives s = 1 and R 1 = V d−2 and T 1 ≃ C, or T 1 ≃ V d−2 and R 1 ≃ C. We want to exclude the former case, the latter corresponding the fact that W m,d is stable. But if R 1 = V d−2 and T 1 ≃ C, we get that F 1 is a line bundle on P d which implies
However, a straightforward computation on the equivariant complex shows that the second Chern class of W m,d (m − 1) is non-zero, so this is impossible (see the next subsection for more details on the Chern classes of W m,d ). The proof of Theorem 2 is thus complete.
Remark 2.1. For d = 3 our result agrees with the resolution-theoretic approach to the construction of SL 2 (C)-equivariant instantons achieved in [Fae07] . In fact, in that paper the classification of instantons on P 3 which are invariant for any linear action of SL 2 (C) on P 3 was completed. No such classification is available to our knowledge for equivariant vector bundle on higher-dimensional projective spaces.
We postpone to §4 a more detailed study of our SL 2 (C)-equivariant bundles, where we will show in Proposition 4.3 that, as soon as d 4 and m 3, the W m,d 's are not isomorphic to any previously known rank d − 1 bundle on P d .
The general case
This section is devoted to the proof of Theorem 1; the steps are similar to what is done in the previous case of G = SL 2 (C), however the situation is much more complicated this time, as we have to deal with representations whose highest weight is not just a multiple of λ 1 , but a linear combination of λ 1 , λ 2 , and in some cases also λ 3 . We exploit the theory of representations of Lie groups and of quiver representations.
We illustrate the proof in the next subsections; we start by recalling some facts about the equivalence of categories between G-homogeneous bundles and quiver representations. Then, similarly to what we did in the previous section, we work on the pulled-back bundle.
3.1. Quiver representations. The category of G-homogeneous bundles on P n is naturally equivalent to the category of representations of the parabolic subgroup P of G such that P n ≃ G/P ; this equivalence sends indecomposable bundles to irreducible representations.
The semisimple part of P , denoted by R, is a copy of SL n (C); an irreducible representation of R can be extended to P by letting the unipotent part act trivially. Homogenous bundles corresponding to these irreducible representation of R are called completely reducible. A completely reducible bundle is canonically determined by its P -dominant weight, which is of the form λ = a 1 λ 1 + a 2 λ 2 · · · + a n λ n , where a 1 ∈ Z and a 2 , . . . , a n ∈ N, and is therefore denoted by E λ ⊗ C k(λ) , where the tensor product accounts for its multiplicity. If the multiplicity is 1 we simply write E λ for E λ ⊗ C.
The natural numbers a i for i 2 are the coefficients in the basis (λ 2 , . . . , λ n ) of the dominant weight of the representation of R corresponding to the bundle. Notice that, given a weight λ as above, if we set µ i := a i + . . . + a n for i = 1, . . . , n, we have:
where Γ µ is the Schur functor defined by the partition µ = (µ 2 . . . µ n ), and Ω P n the cotangent bundle. In particular,
E λn = T P n (−1), and E λ 2 = Ω P n (2).
A fundamental fact is that, when λ is also G-dominant, that is, when a 1 0 in the definition of λ above, the bundle E λ is globally generated and satisfies
Any G-homogeneous bundle E on P n admits a filtration of the form:
where F k = E k−1 /E k is completely reducible for all k = 1, . . . , s. We write:
the graded homogeneous vector bundle associated with E. We can compute the graded bundle associated with Γ σ V ⊗ O P n for any partition σ = (σ 1 . . . σ n ). The result is probably folklore, but the reader can find a detailed proof in [Re12, Proposition 3]. We have that:
the sum extended over all ν obtained from σ by removing any number of boxes from its Young diagram, with no two in any column.
There is a third category that is equivalent to the two above, namely the category of finite dimensional representations of a certain quiver Q P n with relations, see [BK90, OR06, Bor10] , and the already quoted [Re12] among many other references. The vertices of Q P n are given by R, the semisimple part of P , and correspond to completely reducible bundles E λ ; we label them with their highest weight λ. The arrows encode the unipotent action, that is, the data of the extensions of F k and F j induced by the filtration (10), for k, j = 1, . . . , s; we label them with the weights ξ 1 , . . . , ξ n of the cotangent bundle Ω P n . The relations on Q P n are the commutative ones.
3.2. Exactness of the equivariant complex. As noticed before, Lemmas 1.1 and 1.2 together entail that the sequences (2) and (5) are complexes, exact at the sides; once again, we need to show that exactness holds in the middle, as well. We work on the restricted sequence (5), then extend the result to (2) by semicontinuity.
We split (5) into two short exact sequences:
where L m,d is an G-homogeneous bundle on P n , defined as the kernel of ψ m,d by:
We study the bundle L m,d more in detail; rewrite (13) twisted by O P n (−d):
Two immediate remarks are in order. First, the bundle L * m,d (d) is generated by an irreducible module of global sections, and this implies that L m,d is indecomposable. Second, the map induced on global sections by the surjection
is an isomorphism, and from this we deduce the cohomology vanishings:
From formula (11) we compute:
Combining (14) and (15), and recalling that O P n (m) = E mλ 1 , we compute the graded bundle associated to L m,d (−d), and from it:
Therefore, in the filtration (10) of L m,d , the index s is s = (m−1)d, and the completely reducible quotients F k are:
Notice that all summands in (16) are completely reducible homogeneous bundles and they all appear with multiplicity 1 in the decomposition. Moreover the first summand (i.e. k = 1) is the only one satisfying:
Let us now look at the associated quiver representation; we will denote by [E] the representation associated to a homogeneous bundle E. Computing the action of the nilpotent part of the parabolic P , we see that the support of both quiver representations
] is connected with all arrows in the same direction, namely the one associated with the first weight ξ 1 of the cotangent bundle Ω P n . In other words, the support of these two quiver representations is an A p -type quiver contained in:
. . . 
Now consider the two equivariant morphisms
and their composition. The induced map on global sections is an equivariant map of irreducible representations V (md−2)λ 1 +λ 2 → V (md−2)λ 1 +λ 2 , so it is either zero or an isomorphism. If it were zero, then φ m,d would factor through the kernel K m,d of π m,d , whose graded object is
Hence we would get a non-zero map from an irreducible G-module to the space of global sections of a bundle whose graded object has no summands with this particular G-module as its space of global sections, a contradiction. We conclude that the composition π m,d • φ m,d induces an isomorphism on global sections. Therefore, it is a surjective morphism of sheaves because E (md−2)λ 1 +λ 2 is completely reducible of multiplicity 1 and associated with a dominant weight, and is thus globally generated. Now let us finally prove that φ m,d : 
where all maps are equivariant,
is an equivariant quotient of K m,d and in view of (17), the completely reducible bundles occurring in gr(Q ′ m,d ) are all of the form E (md−2k)λ 1 +kλ 2 , for some k ∈ {2, . . . , (m − 1)d}. In particular for some k 2 we get a surjection:
We observe that the surjection (18) necessarily factors through:
and none of these summands F ℓ has non-trivial maps to F k for k = ℓ. Now, by definition of the filtration, we have an exact sequence
and composing the injection F k ֒→ G k with the surjection G k ։ F k we obtain an isomorphism. Indeed, if the composition were zero then the same would be true for map
, and this in turn entails a splitting L m,d ≃ G k−1 ⊕ E k−1 , for some k 2, which is a contradiction because we have already proved that L m,d is indecomposable.
3.3. Indecomposability and rank computation. Notice that the vector bundle V m,d is indecomposable, again because its dual V * m,d is generated by an irreducible module of global sections, and thus W m,d is indecomposable, as well.
Moreover, rk(W m,d ) = rk(V m,d ), and this rank, using the dimension formula [FH91, p. 224], equals:
3.4. Slope-stability and quiver µ-stability. To conclude the proof of Theorem 1 we need to show that W m,d is slope-stable. Once again, we prove our result on the closed orbit, and exploit the connection between slope-stability of a homogeneous bundle and µ-stability "à la King" of the associated quiver representation, see [Kin94] . Given a homogenous vector bundle E and its associated quiver representation [E], we define Let us first suppose that n 3. From the short exact sequence (12) we deduce the equality gr(
The graded bundle gr(L m,d ) was already computed in (16). Moreover, from formula (11) we have:
so all in all:
where we remark that all summands in both (19) and (20) appear with multiplicity 1. The subquiver of Q P n corresponding to the support of the representations
The short exact sequence (12) is associated to the following sequence of quiver representations:
Computing the action of the nilpotent part of the parabolic, it is easy to see that all maps of type C → C in the quiver representations mentioned above are non-zero. Indeed, if any of them were zero, then the support of the quiver representation would disconnect and hence the bundle would decompose, which we already know is impossible; this is apparent for the ξ 1 -type arrows, whereas for the ξ 2 -type arrows one needs to remember the commutativity relations holding on Q P n .
What do the subrepresentations of [V m,d ] look like? The graded bundle gr(V m,d ) has two types of summands; we call A k := E (md−1−2k)λ 1 +(k−1)λ 2 +λ 3 the first type, with k = 1, . . . , md − 1, and B k := E (md−2k)λ 1 +kλ 2 the second one, k = md − d + 1, . . . , md − 1. For the reader's convenience, we re-draw the support of [V m,d ]:
] is either of the A p -type:
, and so on until:
or else it is of the hook form:
where again all maps of type C → C above are non-zero. We have that A k = Γ k,1 Ω P n ⊗ O P n (md), therefore, denoting by µ(E) the usual slope of sheaves, we compute that:
] of A p -type will satisfy:
For the hook type subrepresentations we compute that, since
n . In particular:
] itself concludes the proof of stability for n 3.
In the case n = 2, all summands of type A k in formulas (19) and (20) must be substituted with summands of type E (md−1−2k)λ 1 +(k−1)λ 2 , and the quiver representations (and subrepresentations) look the same as in the previous case. Also, µ(B k ) = md − 
Further remarks
Let us point out some cohomological features of our equivariant bundles. We denote by H p * (F) the cohomology module ⊕ t∈Z H p (P N , F(t)) of a coherent sheaf F over P N . This is an artinian module over the polynomial ring R = C[x 0 , . . . , x N ] if F is locally free and 0 < p < N . Recall that, once the values of n and d are fixed, we have N = Finally, it is clear that H
) for all p = 2, . . . , N − 1, so the lemma is proved.
We now focus our attention on the case of binary forms, when n = 2 and N = d; as we mentioned in the introduction, few classes of indecomposable vector bundles of rank d − 1 on P d are known, namely the classical mathematical instantons, Tango bundles, their generalizations by Cascini [Cas01] and Bahtiti [Bah15b, Bah15a, Bah16] , and the Sasakura bundle of rank 3 on P 4 [Ang17] .
In what follows we show that as soon as d 4 our equivariant bundles are new, except for a single case that we illustrate. Set 
The statement follows from splitting (4) into two short exact sequences followed by a fairly cumbersome computation. Let us now prove ii). Given integers γ > 0 and α β, we refer to F γ,α,β as the vector bundle arising from Bahtiti's construction of generalized weighted Tango bundles; this includes Cascini's weighted Tango bundles, which are indeed homogeneous for SL 2 (C) acting on the space of binary forms. Let us recall that F = F γ,α,β fits into the long exact sequence:
The image of the middle map is usually denoted by Q γ,α,β (−2γ). We conclude that F γ,α,β is not isomorphic to W m,d .
We turn now our attention to the dual bundle F * of F γ,α,β . Let us assume that F * is isomorphic to some twist of W m,d and prove that this forces W m,d to be a Tango bundle and m = 2, γ = 1, α = β = 0. Because of Lemma 4.2, and since c 1 (F) = 0, already we should have N m,d ≃ F * .
By the long exact sequence above, using again the argument of Lemma 4.1, we see that the R-module H 2 * (F * ) is cyclic, generated in degree −3γ. This, together with Lemma 4.1, implies 3γ = 2m − 1.
Next, the statement on the relations of the module H Finally, let us consider the case of finite self-maps f of P d . If f is defined by homogeneous polynomials of degree e, then the resolutions of f * W m,d and f * F * γ,α,β are pull-back by f of the resolutions of W m,d and F * γ,α,β . Note that a line bundle of the form O P d (p) appearing in any of these resolutions is pulled-back by f to O P d (ep). So our argument excluding that W m,d and F * γ,α,β are isomorphic remains valid as all factors appearing in that argument get multiplied by e. Also, given our map f we have:
for some integers s and 0 = a 1 > a 2 · · · a s . By the projection formula, we exclude directly that W m,d ≃ F γ,α,β as H 1 * (f * W m,d ) = 0 but H 1 * (f * F γ,α,β ) = 0. Finally we prove iii). Let S denote the Sasakura bundle; from the monadic description given in [Ang17] we compute that the cohomology module H 2 * (S) is generated in degree −4. The cohomology module H 2 * (S * ) of the dual bundle is isomorphic to the previous one up to a shift, and is generated in degree 1. Applying the same reasoning as in part (ii), we see that Lemma 4.1 implies that 2m − 1 = −4 in the case of S, and m = 1 in the case of S * , and none of these two are possible.
