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A FREE ENERGY SATISFYING DISCONTINUOUS GALERKIN METHOD
FOR ONE-DIMENSIONAL POISSON–NERNST–PLANCK SYSTEMS
HAILIANG LIU† AND ZHONGMING WANG‡
Abstract. We design an arbitrary-order free energy satisfying discontinuous Galerkin (DG)
method for solving time-dependent Poisson-Nernst-Planck systems. Both the semi-discrete and
fully discrete DG methods are shown to satisfy the corresponding discrete free energy dissipa-
tion law for positive numerical solutions. Positivities of numerical solutions are enforced by an
accuracy-preserving limiter in reference to positive cell averages. Numerical examples are pre-
sented to demonstrate the high resolution of the numerical algorithm and to illustrate the proven
properties of mass conservation, free energy dissipation, as well as the preservation of steady states.
1. Introduction
In this paper, we develop an arbitrary-order free energy satisfying numerical method for solving
the initial boundary value problem of the Poisson–Nernst–Planck (PNP) system,
∂tci = ∇ · (∇ci + qici∇ψ) x ∈ Ω, t > 0 (1.1a)
−∆ψ =
m∑
i=1
qici + ρ0(x), x ∈ Ω, t > 0, (1.1b)
ci(0, x) = c
in
i (x), x ∈ Ω, (1.1c)
∂ψ
∂n
= σ,
∂ci
∂n
+ qici
∂ψ
∂n
= 0, x ∈ ∂Ω, t > 0, (1.1d)
where ci = ci(t, x) is the local concentration of i
th charged molecular or ion species with charge qi
(1 ≤ i ≤ m) at the spatial point x and time t, Ω ⊂ Rd denotes a connected closed domain with
smooth boundary ∂Ω, ψ = ψ(t, x) is the electrostatic potential governed by the Poisson equation
subject to the Neumann boundary data σ and the charge density that consists of both fixed charge
ρ0 and mobile ions, the latter being a linear combination of all the concentrations ci. Here n is the
unit outward normal vector on the domain boundary ∂Ω. In this system, the diffusion coefficient,
the thermal energy and the dielectric coefficient have been normalized in a dimensionless manner.
The side conditions are necessarily compatible, i.e.,∫
Ω
(
m∑
i=1
qic
in
i (x) + ρ0(x)
)
dx+
∫
∂Ω
σds = 0, (1.2)
for the solvability of the problem.
The PNP system is a mean field approximation of diffusive molecules or ions, and consists
of Nernst-Planck (NP) equations that describe the drift and diffusion of ion species, and the
Poisson equation that describes the electrostatics interaction. In the process of charge transport
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the fluxes of charge carriers are driven exclusively by processes of diffusion and electric drift. This
description using the flux traces back to Nernst [44] and Planck [45], and is accurate for modeling
systems with point charges. Applications of this system are found in electrical engineering and
electronkinetics [17,26,28,39,40,42], electrochemistry [23], and biophysics [18,25].
Three main properties of the solution to (1.1) are the non-negativity, mass conservation and the
free energy dissipation, i.e.,
cini (x) ≥ 0 =⇒ ci(t, x) ≥ 0 ∀t > 0, x ∈ Ω, (1.3a)∫
Ω
ci(t, x) dx =
∫
Ω
cini (x) dx ∀t > 0, (1.3b)
d
dt
F = −
m∑
i=1
∫
Ω
c−1i |∇ci + qici∇ψ|
2dx+
∫
∂Ω
∂tσψds, (1.3c)
where the free energy F is defined by
F =
∫
Ω
m∑
i=1
cilogcidx+
1
2
∫
Ω
|∇xψ|
2dx. (1.4)
The free energy contains both entropic part and the interaction part: cilogci is the entropy related
to the Brownian motion of each ion species, and 12
∫
Ω |∇xψ|
2dx is the electrostatic potential of
the Coulomb interaction between charged ions. For the PNP system, the density is expected to
converge to the equilibrium solution in a closed system (e.g. σ = 0) regardless of how initial data
are distributed.
These nice mathematical features are crucial for the analytical study of the PNP system. For
instance, by some energy estimate with the control of the free energy dissipation, the solution
is shown to converge to the thermal equilibrium state as time becomes large, if the boundary
conditions are in thermal equilibrium (see, e.g., [22]). Long time behavior was studied in [8], and
further in [1, 6] with refined convergence rates. Results for the drift-diffusion model regarding
existence and asymptotic studies in the case of different boundary conditions may be found in
[19–21].
1.1. Existing and proposed methods. Due to the wide variety of devices modeled by the PNP
equations, computer simulation for this system of differential equations is of great interest. In ad-
dition to being more computationally efficient, PNP models more easily incorporate certain types
of boundary conditions that arise in physical systems, such as boundaries of fixed concentration or
electrostatic potential. However, the PNP equations present difficulties when computing approxi-
mate solutions: it is a strongly coupled system of m+1 nonlinear equations, so that computational
efficiency plays a critical role in applications of a numerical solver. The transport equations are
often convection-dominated, numerical simulation may produce negative ion concentrations or
oscillations in the computed solution, if not properly addressed.
In the literature, there are different numerical approximations available for the steady state
Poisson-Nernst-Planck equations, see e.g. [2, 9, 26, 39, 42]. Computational algorithms for time-
dependent PNP systems have also been constructed for both one-dimensional and two or three-
dimensional models in various chemical/biological applications, and have been combined with the
Brownian Dynamics simulations. The proposed algorithms range from finite difference methods
[11–13,27,41,50,51,54] to finite element methods [16,37,38,43,46]. Many of existing algorithms are
introduced to handle specific settings in complex applications, in which one may encounter different
numerical obstacles, such as discontinuous coefficients, singular charges, geometric singularities,
and nonlinear couplings to accommodate various phenomena exhibited by biological ion channels.
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For a broader overview of proposed algorithms, we refer the interested reader to a recent review
article [53].
Given the existing rich literature, the most distinct feature of this work is the use of properties
(1.3a)-(1.3c) as a guide to design an arbitrary high order algorithm to efficiently simulate the
solution at large times. The most related works to the present one are [30, 31, 43] and in spirit
[14, 15, 22, 34–36]. The second order finite difference method introduced in [30] satisfies all three
properties in (1.3) at the discrete level. For the class of nonlinear Fokker-Planck (NFP) equations
∂tc = ∇x · (f(c)∇x(ψ(x) +H
′(c))), (1.5)
with the potential ψ given, the high order discontinuous Galerkin method introduced in [31] is
shown to satisfy the discrete entropy dissipation law. If the potential ψ is governed by the Poisson
equation such as (1.1b), f(c) = c and H(c) = c log c, then (1.5) becomes the PNP system (1.1)
with single species. A finite element method to the PNP system is recently introduced in [43] using
a logarithmic transformation of the charge carrier densities, while the involved energy estimate
resembles the physical energy law that governs the PNP system in the continuous case. The
main objective of this work is to develop a high order DG method that incorporates mathematical
features (1.3) to handle the coupling of the Poisson equation and the NP system so that the
numerical solution remains faithful for long time simulations.
The discontinuous Galerkin (DG) method we present here is a class of finite element methods,
using a completely discontinuous piecewise polynomial space for the numerical solution and the test
functions. One main advantage of the DG method is the flexibility afforded by local approximation
spaces combined with the suitable design of numerical fluxes crossing cell interfaces. More general
information about DG methods for elliptic, parabolic, and hyperbolic PDEs can be found in the
recent books and lecture notes see,e.g. [24,47,48]. The DG discretization we use here is motivated
by the direct discontinuous Galerkin (DDG) method proposed in [32,33]. The main feature in the
DDG schemes lies in numerical flux choices for the solution gradient, which involve higher order
derivatives evaluated across cell interfaces. The entropy satisfying methods recently developed
in [30,31,34–36] are the main references for the present work.
The main results in this paper include the formulation of an arbitrary-order DG methods,
proofs of the discrete free energy dissipation and mass conservation for both semi-discrete and
fully discrete DG methods, and an accuracy-preserving limiter to ensure the positivity preserving
property for ci. Numerical results are in excellent agreement with the analysis.
We point out that different boundary conditions are used in applications, and they are important
in driving the system out of equilibrium and produce the non-vanishing ionic fluxes. The numerical
method presented in this work can be easily modified to incorporate different boundary conditions,
through selection of appropriate boundary fluxes (see section 2).
1.2. Related models. The PNP system has many variants by simply altering the definition of
the charge carrier flux. For example, the PNP system coupled with the Navier-Stokes equation is
a basic model in the study of electronkinetics [28]. It reduces to simpler models when some of ion
species become trivial or steady. For example, in the case of m = 1, if c1 = c with q1 = 1, we have
∂tc = ∇ · (∇c+ c∇ψ) x ∈ Ω, t > 0, (1.6a)
−∆ψ = c+ ρ0(x), x ∈ Ω, t > 0, (1.6b)
c(0, x) = cin(x), x ∈ Ω, (1.6c)
∂ψ
∂n
= σ,
∂c
∂n
+ c
∂ψ
∂n
= 0, x ∈ ∂Ω, t > 0. (1.6d)
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It may well be the case that when some species still evolve in time, the others are already at
the steady states due to different time scales. For example, in the case of m = 2, if c1 = c and
c2 = S(x) with q1 = 1 = −q2, we obtain
∂tc = ∇ · (∇c+ c∇ψ) x ∈ Ω, t > 0, (1.7a)
0 = ∇ · (∇S − S∇ψ) x ∈ Ω, t > 0, (1.7b)
−∆ψ = c+ ρ0(x) + S(x) x ∈ Ω, t > 0, (1.7c)
c(0, x) = cin(x), x ∈ Ω, (1.7d)
∂ψ
∂n
= σ,
∂S
∂n
− σS = 0,
∂c
∂n
+ σc = 0, x ∈ ∂Ω, t > 0. (1.7e)
If all ion species are at the equilibrium states ci = λie
−qiψ, with λi =
∫
Ω c
in(x)dx
∫
Ω e
−qiψdx so that
the total density remains as given initially, the Poisson equation thus becomes a Poisson-Boltzmann
equation(PBE) of the form
−∆ψ =
m∑
i=1
(
qi
∫
Ω
cini (x)dx
)
e−qiψ∫
Ω e
−qiψdx
+ ρ0(x), x ∈ Ω,
∂ψ
∂n
∣∣∣
∂Ω
= 0. (1.8)
We should point out that the numerical method presented in this paper may be used as an iterative
algorithm to numerically compute the reduced system (1.7) and the nonlocal PBE (1.8), which
plays essential roles in chemistry and biophysics.
In a larger context, the concentration equation also links to the general class of aggregation
equations with diffusion
∂tc+∇ · (c∇(G ∗ c)) = ∆c, (1.9)
which has been widely studied in applications such as biological swarms [4, 7, 52] and chemotaxis
[5, 10]. For chemotaxis, a wide literature exists in relation to the Keller-Segel model (see [5, 10]
and references therein). The left-hand-side in (1.9) represents the active transport of the density
c associated to a non-local velocity field u = ∇(G ∗ c). The potential G is usually assumed to
incorporate attractive interactions among individuals of the group, while repulsive (anti-crowding)
interactions are accounted for by the diffusion in the right-hand-side. Of central role in studies of
model (1.9), and also particularly relevant to the present research, is the gradient flow formulation
of the equation with respect to the free energy
F [c] =
∫
Ω
c log cdx−
1
2
∫
Ω
∫
Ω
G(x− y)c(x)c(y)dxdy. (1.10)
1.3. Contents. This paper is organized as follows: in Section 2, we present the DG method for
the one dimensional case, and discuss how to deal with different types of boundary conditions;
Section 3 is devoted to theoretical analysis for both semi-discrete and fully discrete schemes. We
give the details of the numerical algorithm in Section 4, including how to compute the potential
ψh, and the positivity preserving limiter. Numerical results are presented in Section 5. Finally,
concluding remarks are given in Section 6. Further numerical implementation details are given in
the appendix.
2. DG discretization in space
2.1. The DG scheme. In this section we present a DG scheme for (1.1). We consider a domain
Ω = [a, b] and a mesh, which is not necessarily uniform i.e., a family of N control cells Ij such that
Ij = (xj−1/2, xj+1/2) with cell center xj = (xj−1/2 + xj+1/2)/2. We set
a = x1/2 < x1 < · · · < xN−1/2 < xN < xN+1/2 = b,
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and ∆xj = xj+1/2 − xj−1/2.
Define the discontinuous finite element space
Vh = {v ∈ L
2(Ω), v|Ij ∈ P
k(Ij), j = 1, · · · , N},
where P k denotes polynomials of degree at most k. We rewrite the PNP system as follows
∂tci = ∂x(ci∂xpi), i = 1, · · · ,m, (2.11a)
pi = qiψ + log ci, (2.11b)
−∂2xψ =
m∑
i=1
qici + ρ0(x), (2.11c)
subject to initial data ci(0, x) = c
in
i (x), which are necessarily to meet the compatibility requirement:∫
Ω
(
m∑
i=1
qic
in
i (x) + ρ0(x)
)
dx =
∫
∂Ω
σds.
The DG scheme is to find cih, pih, ψh ∈ Vh such that for all vi, ri, η ∈ Vh, i = 1, · · · ,m,∫
Ij
∂tcihvidx = −
∫
Ij
cih∂xpih∂xvidx+ {cih}
(
∂̂xpihvi + (pih − {pih})∂xvi
) ∣∣∣
∂Ij
, (2.12a)∫
Ij
pihridx =
∫
Ij
(qiψh + log cih)ridx, (2.12b)∫
Ij
∂xψh∂xηdx−
(
∂̂xψhη + (ψh − {ψh})∂xη
) ∣∣∣
∂Ij
=
∫
Ij
(
m∑
i=1
qicih + ρ0
)
ηdx, (2.12c)
where ∂̂xpih = Fl(pih) and ∂̂xψh = Fl(ψh), with the flux operator Fl defined by
Fl(w) := β0
[w]
h
+ {∂xw} + β1h[∂
2
xw]. (2.13)
Here we have used the notation: [q] = q+ − q−, and {q} = (q+ + q−)/2, where q+ and q− are the
values of q from the right and left cell interfaces, respectively. The parameters β0 and β1 in Fl(w)
are chosen to enforce the free energy satisfying property. The details of how to choose β0 and β1
are given and justified in Section 3.
For the ODE system (2.12), we prepare initial data cinih by the projection of c
in
i on the discon-
tinuous finite element space Vh so that∫
Ij
cinih(x)v(x)dx =
∫
Ij
cini (x)v(x)dx, ∀v ∈ P
k(Ij), i = 1, · · · ,m. (2.14)
2.2. Boundary conditions. The boundary conditions are a critical component of the PNP model
and determine important qualitative behavior of the solution. Various boundary conditions may
be used with the PNP equations. Here we consider the simplest form of boundary conditions for
the concentration and for the electric potential field. For the concentration, one usually ignores
any chemical reactions at the solid boundaries and assumes a no flux condition [41,43,46], i.e.,
∂ci
∂n
+ qici
∂ψ
∂n
= 0, x ∈ ∂Ω, t > 0.
However, it should be noted that it is possible to account for reactions through, for example, using
the Butler–Volmer reaction kinetics [3]. The boundary conditions for the electrostatic potential
are however not unique and greatly depend on the problem under investigation. Usually, one ends
up either specifying the potential or the charge density on the boundary, which corresponds to
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Dirichlet or Neumann boundary conditions, respectively; or using Robin boundary conditions
which model capacitors at the boundary. Any combination of these boundary conditions can be
applied to ψ. Therefore, at the domain boundary the numerical flux needs to be treated with care
so that the pre-specified boundary conditions are properly enforced.
To incorporate the boundary condition (1.1d), we set at both x1/2 and xN+1/2,
Fl(pih) = 0, {pih} = pih, {cih} = cih i = 1, · · · ,m, (2.15)
Fl(ψh) = σ, {ψh} = ψh. (2.16)
For other types of boundary conditions, we only need to modify the boundary fluxes accordingly.
For instance, for Dirichlet boundary conditions of the form
ψ(t, a) = ψl, ψ(t, b) = ψr; ci(t, a) = cil, ci(t, b) = cir,
we define {cih}, {ψih}, Fl(ψih) and Fl(pih) at the boundary in the following way,
at x1/2 (2.17)
{cih} =
1
2
(c+ih + cil), {ψh} =
1
2
(ψl + ψ
+
h ),
F l(ψhx) = β0(ψ
+
h − ψl)/h+ ψ
+
hx,
F l(pih) = −β0(qiψl + log cil − p
+
ih)/h+ p
+
ihx,
at xN+1/2 (2.18)
{cih} =
1
2
(cir + c
−
ih), {ψh} =
1
2
(ψr + ψ
−
h ),
F l(ψhx) = β0(ψr − ψ
−
h )/h+ ψ
−
hx,
F l(pih) = β0(qiψr + log cir − p
−
ih)/h + p
−
ihx,
where β0 is the penalty parameter to be chosen.
2.3. Comments on the generalization for multidimensional case. It is straightforward to
extend DG formulation (2.12) to multi-dimensional spaces. Let Ω be a convex, bounded polygonal
domain in Rd(d = 2, 3). We partition Ω into computational elements denoted by Th = {K}, and
h denotes the characteristic length of all the elements of Th. As usual, we assume the mesh is
conforming and the subdivision is regular. We set the DG finite element space as
Vh = {v ∈ L
2(Ω) : ∀K ∈ Th, v|K ∈ P
k(K)},
where P k(K) is the space of polynomial functions of degree at most k on K. With such an
approximation space, the semi-discrete DG scheme is to find cih, pih, ψh ∈ Vh such that for all
vi, ri, η ∈ Vh, i = 1, · · · ,m,∫
K
∂tcihvidx = −
∫
K
cih∇xpih · ∇xvidx+
∫
∂K
{cih}
(
∂̂npihvi + (pih − {pih})∂nvi
)
ds, (2.19a)∫
K
pihridx =
∫
K
(qiψh + log cih)ridx, (2.19b)∫
K
∇xψh · ∇xηdx−
∫
∂K
(
∂̂nψhη + (ψh − {ψh})∂nη
)
ds =
∫
K
(
m∑
i=1
qicih + ρ0
)
ηdx, (2.19c)
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where ∂̂npih = Fln(pih) and ∂̂nψh = Fln(ψh), with the flux operator Fln defined on the interface
e by
Fln(w) := β0
[w]
he
+ {∂nw}+ β1he[∂
2
nw]. (2.20)
Here the normal vector n is assumed to be oriented from K1 to K2, sharing a common edge (face)
e, and he is the characteristic length of e. ∂nw and ∂
2
nw denote the first and second order derivative
along direction n, respectively. The average {w} and the jump [w] of w on e are as follows:
{w} =
1
2
(w|K1 + w|K2), [w] = w|K2 − w|K1 ∀e ∈ ∂K1 ∩ ∂K2.
For e in the set of boundary edges, each numerical solution has a uniquely defined restriction on e,
while boundary conditions can be weakly enforced through the boundary fluxes in the same way
as in the one-dimensional case (see Section 2.2). Most of the one-dimensional analysis presented
in this work can be easily carried over to the multi-dimensional case, as long as both the bound
Γ(β1, 1) as in (3.24), and some mesh-dependent inverse inequalities such as those in Lemma 3.2
can be established. However, for this coupled nonlinear system the implementation of the multi-
dimensional algorithm is much more involved, and will be left in future work.
3. Properties of the PNP system and the DG method
3.1. Properties of the continuous PNP system. Under the zero flux condition for ci in (1.1d)
and the evolution law (1.1a), the total mass for each ci(i = 1, · · · ,m) is conserved in the sense
that
d
dt
∫
Ω
ci(t, x)dx =
∫
Ω
∇x · (∇ci + qici∇ψ)dx
=
∫
∂Ω
(
∂ci
∂n
+ qici
∂ψ
∂n
)
ds
= 0.
Furthermore, assume the Dirichlet boundary condition is given and homogeneous, then the stability
of the solution to the PNP system is known [6,8] to be given by the energy law of the form
d
dt
{∫
Ω
m∑
i=1
ci(logci − 1) +
1
2
|∇xψ|
2dx
}
= −
∫
Ω
m∑
i=1
ci|∇x(logci + qiψ)|
2dx,
where the functional, ∫
Ω
m∑
i=1
ci(logci − 1) +
1
2
|∇xψ|
2dx
is the energy and ∫
Ω
m∑
i=1
ci|∇x(logci + qiψ)|
2dx ≥ 0
is the rate of dissipation. For the Neumann boundary conditions, we show the corresponding
energy law by a formal calculation. First, the free energy (1.4) by the Poisson equation can be
rewritten as
F = F1 + F2 :=
m∑
i=1
∫
Ω
cilogcidx+
1
2
∫
Ω
|∇xψ|
2dx.
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We formally calculate the change rate of each part of the free energy
d
dt
F1(t) =
m∑
i=1
∫
Ω
(1 + logci)∂tcidx
= −
m∑
i=1
∫
Ω
∇x(logci) · (∇xci + qici∇xψ)dx
= −
m∑
i=1
∫
Ω
(
c−1i |∇xci|
2 + qi∇xci · ∇xψ
)
dx
and
d
dt
F2(t) =
∫
Ω
∇xψ · ∂t(∇xψ)dx
=
∫
∂Ω
ψ∂t(∂nψ)ds +
∫
Ω
ψ∂t(−∆ψ)dx
=
∫
∂Ω
ψ∂tσds +
m∑
i=1
∫
Ω
ψ(qi∂tci)dx
=
∫
∂Ω
ψ∂tσds −
m∑
i=1
∫
Ω
∇x(qiψ) · (∇xci + qici∇xψ)dx
=
∫
∂Ω
ψ∂tσds −
m∑
i=1
∫
Ω
qi∇xψ · ∇xcidx−
m∑
i=1
∫
Ω
q2i ci|∇xψ|
2dx.
Putting together we obtain
d
dt
F =
∫
∂Ω
ψ∂tσds −
m∑
i=1
∫
Ω
c−1i |∇xci + qici∇xψ|
2dx.
For the case of ∂tσ = 0 we have
d
dt
F = −
m∑
i=1
∫
Ω
c−1i |∇xci + qici∇xψ|
2dx ≤ 0.
Remark 3.1. In the special case that σ = 0 and ρ0 = 0, both F1 and F2 are each decreasing in
time, with
d
dt
F1 = −
∫
Ω
m∑
i=1
c−1i |∇xci|
2dx−
∫
Ω
|∆ψ|2dx ≤ 0,
d
dt
F2 = −
∫
Ω
(
m∑
i=1
q2i ci
)
|∇xψ|
2dx−
∫
Ω
|∆ψ|2dx ≤ 0.
This can be verified by a direct calculation as
−
m∑
i=1
∫
Ω
qi∇xψ · ∇xcidx =
∫
Ω
(∆ψ)
m∑
i=1
(qici)dx−
∫
∂Ω
σ
m∑
i=1
(qici)ds
= −
∫
Ω
|∆ψ|2dx.
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3.2. Properties of the semi-discrete DGmethod. For someM(x) > 0, we define the weighted
bilinear operator
AM (u, v) =
N∑
j=1
∫
Ij
M∂xu∂xvdx+
N−1∑
j=1
({M}(ûx[v] + {vx}[u]))j+1/2 ,
and the associated energy norm
‖v‖2M,E =
N∑
j=1
∫
Ij
Mv2xdx+
N−1∑
j=1
β0
h
(
{M}[v]2
)
j+1/2
.
When M = 1, we denote ‖v‖1,E = ‖v‖E . We also introduce the notation,
Γ(β1,M) := sup
u∈P (k−1)([−1,1])
2(u(1) − 2β1∂ξu(1))
2∫ 1
−1 wj(ξ)u
2(ξ)dξ
(3.21)
with
wj(ξ) = min
{
M(xj +
h
2
ξ),M(xj+1 −
h
2
ξ)
}
.
We recall the following estimates.
Lemma 3.1. (cf. [35]) If β0 > Γ(β1,M){M} at each interface xj+1/2, j = 1, · · · , N − 1, then
AM (v, v) ≥ γ‖v‖
2
M,E +
1
2
∫
I1∪IN
Mv2xdx (3.22)
for some γ ∈ (0, 1). We also have
Γ(β1,M) ≥
2h([∂xw] + β1h[∂
2
x])
2(∫
Ij
+
∫
Ij+1
)
M(∂xw)2dx
. (3.23)
Remark 3.2. The additional terms 12
∫
I1∪IN
Mv2xdx were not used in [35]; here we need them to
control boundary contributions.
In the case of M = 1, the bound Γ(β0, 1) is obtained in [29]:
Γ(β1, 1) = k
2
(
1− β1(k
2 − 1) +
β21
3
(k2 − 1)2
)
, (3.24)
which achieves its minimum k2/4 at β1 =
3
2(k2−1) .
We first examine the existence and uniqueness of ψh from solving (2.12c). Note that for Neumann
boundary data, only σa and σb are pre-specified so that
σa − σb =
∫ b
a
ρ(t, x)dx, ρ(t, x) = ρ0(x) +
m∑
i=1
qici(t, x),
yet ψ(t, a) and ψ(t, b) are not given, the exact solution is unique up to an additive constant.
Theorem 3.1. Assume that β0 > Γ(β1, 1), then for each given ρ, there exists a unique ψh to
(2.12c) with (2.20) and (2.16), up to an additive constant.
Proof. It suffices to prove the uniqueness since existence is equivalent to uniqueness for this finite
dimensional problem. Let η = ψh1 − ψh2 for two different solutions ψhi, then
A1(η, η) = 0.
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On the other hand, Lemma 3.1 ensures that there exists γ ∈ (0, 1) such that
A1(η, η) ≥ γ‖η‖
2
E = γ
 N∑
j=1
∫
Ij
η2xdx+
N−1∑
j=1
β0
h
[η]2j+1/2
 .
Hence η must be a constant. 
We next prove the conservation of cih and the semi-discrete free energy dissipation law.
Theorem 3.2. 1. The semi-discrete scheme is conservative in the sense that each total con-
centration cih(i = 1, · · · ,m) remains unchanged in time,
d
dt
N∑
j=1
∫
Ij
cih(t, x)dx = 0, t > 0. (3.25)
2. Suppose that ∂tσ = 0 and cih(t, x) > 0 in each Ij, the semi-discrete free energy
F =
N∑
j=1
∫
Ij
[
m∑
i=1
cihlogcih +
1
2
(
m∑
i=1
qicih + ρ0
)
ψh
]
dx+
1
2
∫
∂Ω
σψhds
satisfies
d
dt
F = −
m∑
i=1
Acih(pih, pih). (3.26)
Moreover,
d
dt
F ≤ 0,
provided β0 is suitably large, and β1 = 0 in Fl(ψh) defined in (2.20) and (2.16).
Proof. 1. The conservation (3.25) follows from taking vi = 1 in (2.12a) with summation over j.
2. Set
ρh(t, x) =
m∑
i=1
qicih(t, x) + ρ0(x).
A direct calculation using
∑N
j=1
∫
Ij
∂tcihdx = 0 and the assumption of σt = 0 gives
d
dt
F =
N∑
j=1
∫
Ij
m∑
i=1
(1 + ln cih + qiψh)∂tcihdx+
1
2
N∑
j=1
∫
Ij
[ρh∂tψh − ∂tρhψh]dx+
1
2
∫
∂Ω
σ∂tψhds
=
N∑
j=1
∫
Ij
m∑
i=1
(ln cih + qiψh)∂tcihdx+
1
2
N∑
j=1
∫
Ij
[ρh∂tψh − ∂tρhψh]dx+
1
2
∫
∂Ω
σ∂tψhds.
From (2.12b) with ri = ∂tcih it follows that∫
Ij
(ln cih + qiψh)∂tcihdx =
∫
Ij
pih∂tcihdx.
Summing (2.12a) in i, j with vi = pih gives
N∑
j=1
∫
Ij
m∑
i=1
∂tcihpihdx = −
N∑
j=1
∫
Ij
m∑
i=1
cih|pihx|
2dx−
N−1∑
j=1
m∑
i=1
({cih}[pih](p̂ihx + {pihx}))j+1/2,
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since p̂hx, 1
2
= p̂hx,N+ 1
2
= 0. Next we sum (2.12c) over all cell index j to obtain
A1(ψh, η) =
N∑
j=1
∫
Ij
ρhηdx+
∫
∂Ω
σηds. (3.27)
In one dimensional case, ∫
∂Ω
σηds = σbη
−
N+1/2 − σaη
+
1/2.
Taking derivative of (3.27) with respect to t we also have
A1(∂tψh, η) =
N∑
j=1
∫
Ij
∂tρhηdx. (3.28)
Thus (3.27) with η = ∂tψh subtracted by (3.28) with η = ψh gives
N∑
j=1
∫
Ij
[ρh∂tψh − ∂tρhψh]dx+
∫
∂Ω
σ∂tψhds = A1(ψh, ∂tψh)−A1(∂tψh, ψh)
= β1h
N−1∑
j=1
([∂2xψh][∂tψh]− [∂
2
x∂tψh][ψh])j+1/2
= 0
since β1 = 0 in the numerical flux Fl(ψh) defined in (2.20).
Putting all together we obtain
d
dt
F = −
N∑
j=1
∫
Ij
m∑
i=1
cih|pihx|
2dx−
N−1∑
j=1
m∑
i=1
({cih}[pih](p̂ihx + {pihx}))j+1/2
= −
m∑
i=1
Acih(pih, pih)
≤ 0,
if at each interface β0 > maxi Γ(β1, cih){cih}, as shown in Lemma 3.1.
Remark 3.3. For (β0, β1) in the numerical flux formulation (2.20), we use β0 > k
2 and β1 = 0
for Fl(ψh). For Fl(ph) we need to pick
β0 > Γ(β1, cih){cih}
for numerical solutions cih. For sufficiently small h, variation of cih near each interface is relatively
bounded by a factor 2, hence it suffices to choose
β0 > 2Γ(β1, 1) = 2k
2
(
1− β1(k
2 − 1) +
β21
3
(k2 − 1)2
)
,
where (3.24) has been used. For k > 1, one choice is β1 =
3
2(k2−1)
so that β0 > 2Γ(β1, 1) = k
2/2.
Therefore it suffices to take β0 > k
2 in (2.20) for both Fl(ψh) and Fl(ph). The choices of (β0, β1)
in our numerical simulation all fall within the range β0 > k
2.

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3.3. Properties of the fully discrete DG method. In order to preserve the free energy dis-
sipation law at each time step, the time step restriction is needed when using an explicit time
discretization. We now discuss this issue by taking the Euler first order time discretization of
(2.12) with uniform time step ∆t: find cn+1ih , ψ
n+1
h ∈ Vh such that for any vi, ri, η ∈ Vh,∫
Ij
Dtc
n
ihvidx = −
∫
Ij
cnih∂xp
n
ih∂xvidx+ {c
n
ih}
(
∂̂xpnihvi + (p
n
ih − {p
n
ih})∂xvi
) ∣∣∣
∂Ij
, (3.29a)∫
Ij
pnihridx =
∫
Ij
(qiψ
n
h + log c
n
ih)ridx, (3.29b)∫
Ij
∂xψ
n
h∂xηdx−
(
∂̂xψnhη + (ψ
n
h − {ψ
n
h})∂xη
) ∣∣∣
∂Ij
=
∫
Ij
[
m∑
i=1
qic
n
ih + ρ0
]
ηdx. (3.29c)
Here and in what follows, we use the notation for any function wn(x) as
Dtw
n =
wn+1 − wn
∆t
.
We recall some basic estimates:
Lemma 3.2. (cf. [31, Lemma 3.2]) The following inequalities hold for any v ∈ Vh:
N∑
j=1
∫
Ij
v2xdx ≤
k(k + 1)2(k + 2)
h2
N∑
j=1
∫
Ij
v2dx, (3.30a)
N−1∑
j=1
[v]2j+1/2 ≤
4(k + 1)2
h
N∑
j=1
∫
Ij
v2dx, (3.30b)
N−1∑
j=1
{vx}
2
j+1/2 ≤
k3(k + 1)2(k + 2)
h2
N∑
j=1
∫
Ij
v2dx. (3.30c)
Based on these estimates we show several properties of the fully discretized scheme.
Theorem 3.3. 1. The fully discrete scheme (3.29) is conservative in the sense that each total
concentration cnih(x)(i = 1, · · · ,m) remains unchanged in time,
N∑
j=1
∫
Ij
cnihdx =
N∑
j=1
∫
Ij
cn+1ih dx, i = 1, · · · ,m, t > 0. (3.31)
2. Assume that cnih(x) > 0 in each Ij . There exists µ
∗ > 0 such that if the mesh ratio
µ = ∆t∆x2 ∈ (0, µ
∗), then the fully discrete free energy
Fn =
N∑
j=1
∫
Ij
[
m∑
i=1
cnihlogc
n
ih +
1
2
(
m∑
i=1
qic
n
ih + ρ0
)
ψnh
]
dx+
1
2
∫
∂Ω
σψnhds
satisfies
DtF
n ≤ −
1
2
m∑
i=1
Acnih(p
n
ih, p
n
ih). (3.32)
Moreover,
Fn+1 ≤ Fn, (3.33)
provided that β0 is suitably large, and β1 = 0 in Fl(ψh) defined in (2.20) and (2.16).
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Proof. Set
ρnh =
m∑
i=1
qic
n
ih + ρ0,
and sum over j in (3.29) to obtain∫
Ω
Dtc
n
ihvidx = −Acnih(p
n
ih, vi), (3.34a)∫
Ω
pnihridx =
∫
Ω
(qiψ
n
h + log c
n
ih)ridx, (3.34b)
A1(ψ
n
h , η) =
∫
Ω
ρnhηdx+
∫
∂Ω
σηds. (3.34c)
1. Taking vi = 1 in (3.34a) yields (3.31).
2. Taking vi = p
n
ih in (3.34a), and ri = Dtc
n
ih in (3.34b), respectively, and summing over m, we
obtain ∫
Ω
m∑
i=1
(Dtc
n
ih)p
n
ihdx = −
m∑
i=1
Acnih(p
n
ih, p
n
ih)
and ∫
Ω
m∑
i=1
pnih(Dtc
n
ih)dx =
∫
Ω
m∑
i=1
(qiψ
n
h + log c
n
ih)Dtc
n
ihdx.
From (3.34c) we see that
A1(ψ
n+1
h − ψ
n
h , η) =
∫
Ω
(ρn+1h − ρ
n
h)ηdx. (3.35)
This with η = ψnh and ρ
n
h =
∑m
i=1 qic
n
ih + ρ0(x) yields∫
Ω
m∑
i=1
qiψ
n
h(c
n+1
ih − c
n
ih)dx =
∫
Ω
(ρn+1h − ρ
n
h)ψ
n
hdx = A1(ψ
n+1
h − ψ
n
h , ψ
n
h). (3.36)
These relations lead to∫
Ω
m∑
i=1
log cnih(c
n+1
ih − c
n
ih)dx = −∆t
m∑
i=1
Acnih(p
n
ih − p
n
ih)−A1(ψ
n+1
h − ψ
n
h , ψ
n
h). (3.37)
Note that (3.34c) with η = ψn+1h − ψ
n
h subtracted by (3.35) with η = ψ
n
h gives∫
Ω
[ρnh(ψ
n+1
h − ψ
n
h)− (ρ
n+1
h − ρ
n)ψnh ]dx+
∫
∂Ω
σ(ψn+1h − ψ
n
h)ds
= A1(ψ
n
h , ψ
n+1
h − ψ
n
h)−A1(ψ
n+1
h − ψ
n
h , ψ
n
h) = 0.
Also taking η = ψn+1h + ψ
n
h in (3.35) we obtain∫
Ω
(ρn+1h − ρ
n
h)(ψ
n+1
h + ψ
n
h)dx = A1(ψ
n+1
h − ψ
n
h , ψ
n+1
h + ψ
n
h).
Adding these up leads to∫
∂Ω
σ(ψn+1h − ψ
n
h)ds+
∫
Ω
(ρn+1h ψ
n+1
h − ρ
n
hψ
n
h)dx = A1(ψ
n+1
h − ψ
n
h , ψ
n+1
h + ψ
n
h). (3.38)
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With (3.37) and (3.38) we proceed to evaluate
Fn+1 − Fn =
m∑
i=1
∫
Ω
[
cn+1ih logc
n+1
ih − c
n
ihlogc
n
ih
]
dx+
1
2
∫
∂Ω
σ(ψn+1h − ψ
n
h)ds
+
1
2
∫
Ω
(ρn+1h ψ
n+1
h − ρ
n
hψ
n
h)dx
=
m∑
i=1
∫
Ω
log cnih(c
n+1
ih − c
n
ih)dx+
m∑
i=1
∫
Ω
cn+1ih log
(
cn+1ih
cnih
)
dx
+
1
2
A1(ψ
n+1
h − ψ
n
h , ψ
n+1
h + ψ
n
h)
= −∆t
m∑
i=1
Acnih(p
n
ih, p
n
ih) +
m∑
i=1
∫
Ω
cn+1ih log
(
cn+1ih
cnih
)
dx+
1
2
A1(ψ
n+1
h − ψ
n
h , ψ
n+1
h − ψ
n
h)
= −∆t
m∑
i=1
Acnih(p
n
ih, p
n
ih) +
m∑
i=1
∫
Ω
cnih log
(
cn+1ih
cnih
)
dx+Gn
≤ −∆t
m∑
i=1
Acnih(p
n
ih, p
n
ih) +G
n,
where the non-positivity of the second term is based on logX ≤ X − 1 and the conservation of∑m
i=1
∫
Ω c
n
ihdx. Here
Gn =
m∑
i=1
∫
Ω
(cn+1ih − c
n
ih) log
(
cn+1ih
cnih
)
dx+
1
2
A1(ψ
n+1
h − ψ
n
h , ψ
n+1
h − ψ
n
h) =: G
n
1 +G
n
2 ,
which is non-negative, yet small.
It remains to figure out a sufficient restriction on the mesh ratio µ = ∆t/(∆x)2 so that
Gn ≤
∆t
2
m∑
i=1
Acnih(p
n
ih, p
n
ih). (3.39)
In (3.34a), we take vi = Dtc
n
ih and use the Young inequality ab ≤
1
4ǫa
2 + ǫb2 to obtain
N∑
j=1
∫
Ij
v2i dx = −
N∑
j=1
∫
Ij
cnih∂xp
n
ih∂xvi dx−
N−1∑
j=1
{cnih}
(
∂̂xpnih[vi] + {∂xvi}[p
n
ih]
)∣∣∣
x
j+12
≤
1
4ǫ1h2
N∑
j=1
∫
Ij
(cnih)
2|∂xp
n
ih|
2 dx+ ǫ1h
2
N∑
j=1
∫
Ij
|∂xvi|
2 dx
+
1
4ǫ2h
N−1∑
j=1
{cnih}
2|∂̂xpnih|
2
∣∣∣
x
j+12
+ ǫ2h
N−1∑
j=1
[vi]
2
∣∣
x
j+12
+
1
4ǫ3h3
N−1∑
j=1
{cnih}
2[pnih]
2
∣∣
x
j+12
+ ǫ3h
3
N−1∑
j=1
{∂xvi}
2
∣∣
x
j+12
.
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The use of inequalities (3.30) in Lemma 3.2 leads to
ǫ1h
2
N∑
j=1
∫
Ij
|∂xvi|
2 dx+ ǫ2h
N−1∑
j=1
[vi]
2
∣∣
x
j+12
+ ǫ3h
3
N−1∑
j=1
[∂xvi]
2
∣∣
x
j+12
≤ (k + 1)2(k(k + 2)ǫ1 + 4ǫ2 + k
3(k + 2)ǫ3)
N∑
j=1
∫
Ij
v2i dx
=
3
4
N∑
j=1
∫
Ij
v2i dx,
if we choose ǫi as
(4ǫ1)
−1 = k(k + 1)2(k + 2), (4ǫ2)
−1 = 4(k + 1)2, (4ǫ3)
−1 = k3(k + 1)2(k + 2).
This gives
1
4
N∑
j=1
∫
Ij
v2i dx ≤
k(k + 1)2(k + 2)
h2
N∑
j=1
∫
Ij
(cnih)
2|∂xp
n
ih|
2 dx (3.40)
+
k3(k + 1)2(k + 2)
h3
N−1∑
j=1
{(cnih)}
2[pnih]
2
∣∣
x
j+12
+
4(k + 1)2
h
N−1∑
j=1
{cnih}
2|∂̂xpnih|
2
∣∣∣
x
j+12
.
It is clear that the first two terms are bounded by h−2‖cnih(·)‖∞‖p
n
ih‖
2
cnih,E
. We next show that the
last term is also bounded by h−2‖cnih(·)‖∞‖p
n
ih‖
2
cnih,E
, up to constant multiplication factors. Note
that
|∂̂xp
n
ih|
2
∣∣
x
j+12
=
∣∣∣∣{∂xpnih}+ β0 [pnih]h + β1h[∂2xpnih]
∣∣∣∣2
≤ 2
(
β20
[pnih]
2
h2
+
(
{∂xp
n
ih}+ β1h[∂
2
xp
n
ih]
)2)
.
From (3.23) it follows that
(
{∂xp
n
ih}+ β1h[∂
2
xp
n
ih]
)2∣∣∣
x
j+12
≤
Γ(β1, c
n
ih)
2h
(∫
Ij
+
∫
Ij+1
)
cnih|∂xpih|
2dx.
Hence
N−1∑
j=1
{cnih}
2|∂̂xpnih|
2
∣∣∣
x
j+12
≤
2
h
max{β0,Γ(β1, c
n
ih){c
n
ih}}‖c
n
ih(·)‖∞‖p
n
ih‖
2
cnih,E
=
2β0
h
‖cnih(·)‖∞‖p
n
ih‖
2
cnih,E
.
Upon insertion into (3.40) we obtain
N∑
j=1
∫
Ij
v2i dx ≤
C(k, β0)||c
n
ih(·)||∞
h2
‖pnih‖
2
cnih,E
,
where
C(k, β0) := 4(k + 1)
2
(
k(k + 2)max{1, k2/β0}+ 8β0}
)
. (3.41)
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Note that
Gn1 ≤
m∑
i=1
∫
Ω
(cn+1ih − c
n
ih)
2
cnih
dx =
m∑
i=1
∫
Ω
v2i
cnih
dx(∆t)2
≤ µ∆t
C(k, β0)||c
n
ih(·)||∞
mini,x cnih
m∑
i=1
‖pnih‖
2
cnih,E
≤ µ∆t
C(k, β0)||c
n
ih(·)||∞
γmini,x c
n
ih
m∑
i=1
Acnih(p
n
ih, p
n
ih)
≤
∆t
4
m∑
i=1
Acnih(p
n
ih, p
n
ih),
if the mesh ratio satisfies
µ ≤
γmini,x c
n
ih
4C(k, β0)maxi ||cnih(·)||∞
.
It remains to bound Gn2 . From (3.35) it follows that for ξ := ψ
n+1
h − ψ
n
h ,
A1(ξ, ξ) =
m∑
i=1
qi
∫
Ω
(cn+1ih − c
n
ih)ξdx = ∆t
m∑
i=1
qi
∫
Ω
viξdx ≤ ∆t
m∑
i=1
|qi|‖vi‖‖ξ‖. (3.42)
Note that A1(·, ·) is a symmetric bilinear operator (since β1 = 0 in (2.20) for ψh), and also that
A1(ξ, ξ) = 0 if and only if ξ ≡ const, therefore
c = inf
{ξ∈Vh,ξ 6=const}
h2A1(ξ, ξ)
‖ξ‖2
,
is positive. A simple rescaling suggests that c is also independent of h. Hence ‖ξ‖2 ≤ c−1h2A1(ξ, ξ),
which when inserted into (3.42), set C1 =
∑m
i=1 q
2
i /c
2, leads to
A1(ξ, ξ) ≤ C1(∆t)
2h2
m∑
i=1
‖vi‖
2 ≤ C1C(k, β0)max
i
||cnih(·)||∞(∆t)
2
m∑
i=1
‖pnih‖
2
cnih,E
≤ C1(∆t)
2C(k, β0)maxi ||c
n
ih(·)||∞
γ
m∑
i=1
Acnih(p
n
ih, p
n
ih)
≤
∆t
4
m∑
i=1
Acnih(p
n
ih, p
n
ih),
as long as the time step also satisfies
∆t ≤
γ
4C1C(k, β0)maxi ||cnih(·)||∞
.
Collecting the above estimates on Gni (i = 1, 2) we obtain (3.39), if we take
µ∗ =
γ
4C(k, β0)maxi ||cnih(·)||∞
min{C−11 h
−2,min
i,x
cnih}.
This ends the proof. 
Remark 3.4. In Theorem 3.3, cih(x) is assumed to be positive in each cell Ij to make pih =
qiψh+ log cih well defined. In numerical simulations, we enforce this by imposing a limiter defined
in (4.50), based on positive cell averages. As shown in [31], such a limiter does not destroy the
order of accuracy. Moreover, positivity of cell averages for each cih is achieved for β0 > 1 and
16
β1 ∈ (1/8, 1/4) when the coupling potential ψ is zero. For the general PNP system, we numerically
identify parameter pairs (β0, β1) so that cell averages remain positive, as confirmed in Example 1.
In our numerical simulation with k = 1, 2, 3, we use the second order explicit Runge-Kutta
method (RK2, also called Heun’s method) for time discretization to solve the ODE system of the
form a˙ = L(a,t):
a(1) = an +∆tL(an, tn),
a∗ = a(1) +∆tL(a1, tn+1), (3.43)
an+1 =
1
2
an +
1
2
a∗.
Corollary 3.1. Consider the RK2 time discretization(3.43). Assume that cnih(x) and the inter-
mediate states c
(1)
ih and c
∗
ih are all positive in each Ij. There exists µ
∗ > 0 such that if the mesh
ratio µ = ∆t
∆x2
∈ (0, µ∗), then the fully discrete free energy
F (cnh, ψ
n
h) =
N∑
j=1
∫
Ij
[
m∑
i=1
cnihlogc
n
ih +
1
2
(
m∑
i=1
qic
n
ih + ρ0
)
ψnh
]
dx+
1
2
∫
∂Ω
σψnhds
satisfies
Fn+1 ≤ Fn,
provided that β0 is suitably large, and β1 = 0 in Fl(ψh) defined in (2.20) and (2.16).
Proof. From (3.33) in Theorem 3.3 it follows that
F ∗ := F (c∗h, ψ
∗
h) ≤ F
(1) := F (c
(1)
h , ψ
(1)
h ) ≤ F
n := F (cnh, ψ
n
h). (3.44)
Note from (3.34), Fn can also be written as
Fn =
N∑
j=1
∫
Ij
m∑
i=1
cnihlog (c
n
ih) dx+
1
2
A1 (ψ
n
h , ψ
n
h) .
Hence
Fn+1 =
N∑
j=1
∫
Ij
[
m∑
i=1
(
1
2
cnih +
1
2
c∗ih
)
log
(
1
2
cnih +
1
2
c∗ih
)]
dx+
1
2
A1
(
1
2
ψnh +
1
2
ψ∗h,
1
2
ψnh +
1
2
ψ∗h
)
,
where by (3.43), we have used
cn+1ih =
1
2
cnih +
1
2
c∗ih; ψ
n+1
h =
1
2
ψnh +
1
2
ψ∗h.
Using the fact that A1(w,w) is a convex functional in w in the sense that
A1(θu+ (1− θ)v, θu+ (1− θ)v) ≤ θA1(u, u) + (1− θ)A1(v, v),∀θ ∈ [0, 1],
which may be verified by the following identity
θA1(u, u) + (1− θ)A1(v, v) −A1(θu+ (1− θ)v, θu+ (1− θ)v) = θ(1− θ)A1(u− v, u− v)
and A1(u− v, u− v) ≥ 0 from (3.22). Thus
A1
(
1
2
ψnh +
1
2
ψ∗h,
1
2
ψnh +
1
2
ψ∗h
)
≤
1
2
A1(ψ
n, ψn) +
1
2
A1(ψ
∗, ψ∗). (3.45)
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Since c log c is convex in c, we also have(
1
2
cnih +
1
2
c∗ih
)
log
(
1
2
cnih +
1
2
c∗ih
)
≤
1
2
cnihlog (c
n
ih) +
1
2
c∗ihlog (c
∗
ih) (3.46)
Equations (3.45) and (3.46) imply that
Fn+1 ≤
1
2
Fn +
1
2
F ∗.
This together with (3.44) leads to Fn+1 ≤ Fn, as claimed. 
Remark 3.5. Corollary 3.1 suggests that the DG scheme (2.12) with the time evolution by the
strong stability preserving (SSP) Runge-Kutta method [49] does not increase the free energy at
each time step, as long as the time step is suitably small. Hence high order SSP Runge-Kutta time
discretization can be used for high order DG simulations, e.g., k ≥ 4.
Remark 3.6. The time step restriction ∆t ∼ O(∆x)2 is obviously a drawback of the explicit time
discretization. Usually one would use implicit in time discretization for diffusion and explicit time
discretization for the nonlinear drift term (called IMEX in the literature) so that the time step
restriction could be relaxed. Unfortunately, formulation (2.11) does not support such a separation.
3.4. Preservation of steady states. If we start with initial data c0ih, already at steady states,
i.e., logc0ih+ qiψ
0
h(x) = Ci, it follows from (3.29b) that p
0
ih = Ci. Furthermore, (3.29a) implies that
c1ih = c
0
ih ∈ Vh, which when inserted into (3.29c) gives ψ
1
h = ψ
0
h (up to an constant, fixed to 0);
hence logc1ih + qiψ
1
h(x) = Ci. By induction we have
logcnih + qiψ
n
h(x) = Ci ∀n ∈ N.
This says that the DG scheme (3.29) preserves steady states. Moreover, we can show that in some
cases the numerical solution tends asymptotically toward a steady state, independent of initial
data. More precisely, we have the following result.
Theorem 3.4. Let the assumptions in Theorem 3.3 be met, and (cnih, p
n
ih, ψ
n
h) be the numerical
solution to the fully discrete DG scheme (3.29), then the limits of (cnih, p
n
ih, ψ
n
h) as n→∞ satisfy
p∗ih = Ci, logc
n
ih + qiψ
n
h(x) ∈ Ci + V
⊥
h ,
where Ci are some constants.
Proof. Since Fn is non-increasing and bounded from below, we have
lim
n→∞
Fn = inf{Fn}.
Observe from (3.32) that
Fn+1 − Fn ≤ −
∆t
2
m∑
i=1
Acnih(p
n
ih, p
n
ih) ≤ 0.
When passing to the limit n→∞ we have limn→∞
∑m
i=1Acnih(p
n
ih, p
n
ih) = 0. This and the coercivity
of Acnih(p
n
ih, p
n
ih) imply the limit of p
n
ih, denoted by p
∗
ih, must be constant in each computational
cell and the whole domain. These when inserted into (3.29b) gives the desired result. The proof
is complete. 
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4. Numerical Implementation
4.1. Computing ψh. In order to compute a unique ψh, we fix ψ(a) as being given, and define
Fl(ψh)(a) = β0
(ψ+h − ψ(a))
h
+
1
2
(σa + ψ
+
hx), {ψ} = (ψ
+
h + ψ(a))/2, (4.47a)
Fl(ψh)(b) = σb, {ψ} = ψ
−
h . (4.47b)
We add (2.12c) over all j = 1 · · ·N and use the modified boundary condition (4.47) to obtain the
following
A(ψh, v) = L(v), ∀v ∈ Vh, (4.48)
where
A(ψh, v) = A1(ψh, v) +
[(
β0
ψ+h
h
+
1
2
ψhx
)
v+ +
1
2
ψ+h v
+
x
]
x1/2
and
L(v) =
∫ b
a
ρ(x)v(x)dx +
[(
β0
ψ(a)
h
−
1
2
σa
)
v+ +
1
2
ψ(a)v+x
]
x1/2
+ σbv
−
N+1/2.
Lemma 4.1. For β0 ≥ max{Γ(β1, 1), k
2}, and ρ given, there exists a unique ψh to (2.12c) with
(2.20) and the boundary fluxes in (4.47).
Proof. For the same reason as mentioned earlier, it suffices to prove the uniqueness. Let v =
ψh1 − ψh2 for two different solutions ψhi, i = 1, 2, then
A(v, v) = 0.
Note that
A(v, v) = A1(v, v) +
β0
h
(v+1/2)
2 + (vvx)
+
1/2
≥ γ‖v‖2E +
1
2
∫
I1
v2xdx+
β0
2h
(v+1/2)
2 −
h
2β0
(v+x )
2
1/2
≥ γ‖v‖2E +
β0
2h
(v+1/2)
2, (4.49)
provided that β0 is large enough so that
β0 ≥ sup
v∈P k(I1)
h(vx)
2
1/2∫
I1
v2xdx
= sup
η∈P k−1([−1,1])
2u2(1)∫ 1
−1 u
2(ξ)dξ
= Γ(0, 1) = k2.
Hence every term on the right of (4.49) must be zero, which yields v ≡ 0. Uniqueness thus
follows. 
Remark 4.1. The above result provides a guide for the choices of (β0, β1) in numerically solving
the Poisson equation. We shall take β1 = 0 in solving the Poisson equation so that to also ensure
the entropy dissipation property (see Theorem 3.2), hence it suffices to take β0 > k
2 = Γ(0, 1).
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4.2. Positivity-preserving limiter. In the scheme formulation involving the projection of pi =
qiψ + logci, concentrations cih needs to be strictly positive at each time step, and we follow [31]
to enforce positivity through some accuracy-preserving limiter based on positive cell averages.
Let wh ∈ P
k(Ij) be an approximation to a smooth function w(x) ≥ 0, with cell averages w¯j > δ
for δ being some small positive parameter or zero. We then consider another polynomial in P k(Ij)
so that
wδh(x) = w¯j +
w¯j − δ
w¯j −minIj wh(x)
(wh(x)− w¯j), if min
Ij
wh(x) < δ. (4.50)
This reconstruction maintains same cell averages and satisfies
min
Ij
wδ(x) ≥ δ.
Lemma 4.2 (cf. [31]). If w¯j > δ, then w
δ satisfies the estimate
|wδ(x)− wh(x)| ≤ C(k) (||wh(x)−w(x)||∞ + δ) , ∀x ∈ Ij ,
where C(k) is a constant depending on k. This says that the reconstructed wδ(x) in (4.50) does
not destroy the accuracy when δ < hk+1.
4.3. Algorithm. The algorithm can be summarized in following steps.
1. (Initialization) Project cini (x) onto Vh, as formulated in (2.14), to obtain c
0
ih(x).
2. (Reconstruction) From cnih(x), apply, if necessary, the reconstruction (4.50) to c
n
ih to ensure
that in each cell cnih > δ.
3. (Poisson solver) Solve (2.12c) to obtain ψnh subject to the modified boundary fluxes (4.47).
4. (Projection) Solve (2.12b) to obtain pnih.
5. (Update) Solve (2.12a) to update cn+1ih with some Runge-Kutta (RK) ODE solver.
6. Repeat steps 2-5 until final time T .
The implementation details are deferred to Appendix A.
5. Numerical Examples
In this section, we present a selected set of examples in order to numerically validate our DDG
scheme. In §5.1, we construct an example with exact solution known, and examine the order of
accuracy by numerical convergence tests, while we quantify l1 errors defined by
‖uh − uref‖l1 =
N∑
j=1
∫
Ij
|uh(x)− uref (x)|dx,
with the integral on Ij evaluated by a 4-point Gaussian quadrature method and uref being the
exact solution. Long time simulation is also performed to illustrate how the positivity of cell
averages propagates when using proper choices of (β0, β1). §5.2 is devoted to demonstrate the
mass conservation, energy dissipation and preservation of the steady state. In §5.3 and §5.4, we
apply the DDG scheme to a non-monovalent system and a reduced single species system.
5.1. Cell average and convergence test. In Ω = [0, 1], we consider
∂tc1 = ∂x(∂xc1 + q1c1∂xψ) + f1,
∂tc2 = ∂x(∂xc2 + q2c2∂xψ) + f2,
−∂2xψ = q1c1 + q2c2,
∂xψ(t, 0) = 0, ∂xψ(t, 1) = −e
−t/60,
∂xci + qici∂xψ = 0, x = 0, 1,
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with
f1 =
(50x9 − 198x8 + 292x7 − 189x6 + 45x5)
30e2t
+
(−x4 + 2x3 − 13x2 + 12x− 2)
et
,
f2 =
(x− 1)(110x9 − 430x8 + 623x7 − 393x6 + 90x5)
60e2t
+
(x− 1)(x4 − 2x3 + 21x2 − 16x+ 2)
et
.
This system, with q1 = 1 and q2 = −1, admits exact solutions
c1 = x
2(1− x)2e−t,
c2 = x
2(1− x)3e−t,
ψ = −(10x7 − 28x6 + 21x5)e−t/420.
We also set ψ(t, 0) = 0 to pick out a particular solution since ψ is unique up to an additive constant.
This extra condition is numerically enforced according to (4.47).
We first test positivity of cell averages for P 2 polynomials with (β0, β1) = (4, 1/12) in (2.20) for
pih. Note that the reconstruction is necessary in this example since ci = 0 < δ at x = 0, 1. Our
simulation with the reconstruction (4.50) up to T = 100 indicates that the cell averages remain
positive.
Table 5.1 displays both l1 errors and orders of convergence when using P
k elements at T = 0.1.
We observe that order of convergence is roughly of k+1. Figure 5.1 shows the numerical solution
at different times. In the top of Figure 5.1, we observe that the numerical solutions (dots) match
the exact solutions (solid line) at t = 1 very well. At t = 5, our numerical approximation still
captures the solution profile very well when the magnitude of the concentrations is close to zero
(∼ 10−4). In the presence of the source terms f1 and f2, one should not expect to have either
mass conservation or free energy decay.
Table 5.1. Error table of Example 1 at T = 0.1
(k, β0, β1) h c1 error order c2 error order ψ error order
(1, 2,−)
0.2 0.023279 – 0.031295 – 0.0033241 –
0.1 0.0037603 2.5043 0.0059588 2.2582 0.0009351 1.8578
0.05 0.00065589 2.4414 0.0012548 2.1909 0.0002603 1.8718
0.025 0.00012745 2.3635 0.00028581 2.1343 6.9808e-05 1.8987
(2, 4, 1/12)
0.2 0.0028937 – 0.0030675 – 0.0012417 –
0.1 0.00018926 3.6436 0.00024835 3.4352 0.00010034 3.4636
0.05 1.391e-05 3.4981 2.2705e-05 3.3395 9.1444e-06 3.3808
0.025 1.4824e-06 3.2301 2.4238e-06 3.2277 9.2476e-07 3.3057
(3, 15, 1/4)
0.2 0.0030963 – 0.0029231 – 0.0011002 –
0.1 0.00023282 4.0764 0.00021924 3.9254 7.4195e-05 4.3897
0.05 1.7512e-05 4.2480 1.6857e-05 4.0196 5.4161e-06 4.6393
0.025 6.4483e-07 4.7633 8.3344e-07 4.3381 1.1946e-07 5.5027
5.2. Mass conservation and free energy dissipation. We consider the following problem on
the domain [0, 1],
∂tci = ∂x(∂xci + qici∂xψ), i = 1, 2
−∂2xψ = q1c1 + q2c2,
∂xψ = 0, ∂xci = 0, i = 1, 2, x = 0, 1,
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Figure 5.1. Numerical solution versus exact solution at t = 1 and t = 5
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Solid line: exact solutions; dots: numerical solutions
where q1 and q2 are set to be 1 and −1, respectively, with initial conditions
cin1 (x) = 1 + π sin(πx), c
in
2 (x) = 4− 2x,
which satisfies the compatibility condition (1.2).
With zero flux for concentration c1 and c2, this model example is to test the conservation of
total mass and free energy decay. In Figure 5.2 (top), we see the snapshots of c1, c2 and ψ at
t = 0, 0.01, 0.1, 0.8, 1. We observe that the solutions at t = 0.8 and t = 1 are indistinguishable.
Obviously the solution is converging to the steady state, which has constant c1 = 3, c2 = 3 and
ψ = 0. Figure 5.2 (bottom) shows the energy decay (see the change on the right vertical axis)
and conservation of mass (see the left vertical axis). We see that the total mass of c1 and c2 stays
constant all the time while the free energy is decreasing monotonically. In fact the free energy
levels off after t = 0.2, at which the system is already in steady state.
5.3. Non-monovalent system and nonzero fixed charge. We consider the following non-
monovalent system (monovalent if q1 = −q2 = 1) with nonzero fixed charge ρ0 in [0, 1].
∂tc1 = ∂x(∂xc1 + q1c1ψx),
∂tc2 = ∂x(∂xc2 + q2c2ψx),
−∂2xψ = q1c1 + q2c2 + ρ0,
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Figure 5.2. Temporal evolution of the solutions
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with q1 = 1, q2 = −2 and ρ0 = 12(x − 0.5)
2. The initial and boundary conditions are
cin1 (x) = 2 + 12(x − 0.5)
2, cin2 (x) = 1 + 2x,
∂xci + qici∂xψ = 0, x = 0, 1,
∂xψ(t, 0) = ∂xψ(t, 1) = 0,
where the compatibility condition (1.2) is satisfied since
∫ 1
0 (q1c
in
1 + q2c
in
2 + ρ0)dx = 0.
In Figure 5.3 (top) are the snapshots of c1, c2 and ψ at t = 0, 0.01, 0.1, 0.8, 1. Figure 5.3 (bottom)
shows the energy decay (see the change on the right vertical axis) and conservation of mass (see the
left vertical axis). The concentrations c1 and c2 have different total mass but both are conserved
in time. We observe that the system is at steady states after t = 0.2, which are no longer constants
due to the nonzero fixed charge ρ0.
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Figure 5.3. Non-monovalent system and nonzero fixed charge
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5.4. Single species. Finally we consider the reduced model (1.6) of single species. The problem
is
∂tc = ∂x(∂xc+ c∂xψ), x ∈ [0, 1], t > 0,
−∂2xψ = c, x ∈ [0, 1],
subject to initial and boundary conditions
c(0, x) = 2− x; ∂xψ(t, 0) = 0; ∂xψ(t, 1) = −3/2; ∂xc+ c∂xψ = 0, x = 0, 1,
which satisfies the compatibility condition (1.2).
Figure 5.4 displays the dynamic behavior of c (top left) and of ψ (top right), as well as the mass
conservation and energy decay (bottom). Note that the steady state of the concentration c is not
a constant in this case due to the nonzero boundary flux ∂xψ(t, 1), i.e., ions are attracted to the
boundary x = 1.
6. Concluding remarks
In this paper, we developed an arbitrary high order DG method to solve initial boundary value
problems for the Poisson-Nernst-Planck system, which is a mean field type model for concentrations
of chemical species. The semi-discrete DG method has been shown to conserve the mass and satisfy
the corresponding discrete free energy dissipation law. The fully discrete DG method with the
Euler forward time discretization also satisfies the free energy dissipation law under a restriction
on the time step relative to the square of the spatial mesh size. Moreover, the free energy does not
increase at each time step for the RK2 method (3.43) as well as for the strong stability preserving
(SSP) Runge-Kutta method of any high order. The method also preserves the steady states. These
Figure 5.4. Single species
0 0.2 0.4 0.6 0.8 1
1
1.5
2
2.5
x
c 1
 
 
t=0
t=0.01
t=0.1
t=0.8
t=1
0 0.2 0.4 0.6 0.8 1
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
x
ψ
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1.5
1.5
1.5
to
ta
l m
as
s
t
Decay of free energy  and conservation of mass
 
 
0.45
0.452
0.454
F
total mass of c1
free energy F
nice properties are also confirmed by our numerical tests. For proper choices of numerical flux
parameters (β0, β1) in our numerical experiments, we find that each cell average remains positive
if it is initially positive. This is needed to update numerical solutions at each time step so they
are positive. In future work we will apply our method to multi-dimensional problems and explore
more efficient ways to preserve positivity of numerical solutions.
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Appendix A.
In this appendix, we give details related to the implementation of the method.
The kth order basis functions in a 1-D standard reference element ξ ∈ [−1, 1] are taken as the
Legendre polynomials {Ll(ξ)}
k
l=0. The numerical solutions cij(t, x), pij(t, x) and ψi(t, x) in each
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cell Ij, after dropping subscript h for convenience, can be expressed as
cij(t, x) =
k∑
l=0
clij(t)Ll(ξ) = L
⊤(ξ)cij(t),
ψj(t, x) =
k∑
l=0
ψlj(t)Ll(ξ) = L
⊤(ξ)ψj(t),
pij(t, x) =
k∑
l=0
plij(t)Ll(ξ) = L
⊤(ξ)pij(t),
using the map x = xj +
h
2 ξ, with notation L
⊤ = (L0, L1, · · · , Lk) and cij = (c
0
ij , · · · , c
k
ij)
⊤. With
such an expression, the numerical fluxes at xj+1/2 become
h∂̂xpi = β0(L
⊤(−1)pi,j+1 − L
⊤(1)pij) + (L
⊤
ξ (−1)pi,j+1 + L
⊤
ξ (1)pij)
+ 4β1(L
⊤
ξξ(−1)pi,j+1 − L
⊤
ξξ(1)pij),
h∂̂xψ = β0(L
⊤(−1)ψj+1 − L
⊤(1)ψj) + L
⊤
ξ (−1)ψj+1 + L
⊤
ξ (1)ψj ,
ψ̂ =
1
2
(L⊤(1)ψj + L
⊤(−1)ψj+1).
This when substituted into (2.12c) gives
Aψj−1 +Bψj +Cψj+1 = hK
m∑
i=1
qicij +
h2
2
Q1∑
n=1
ωnρ0(xj + hsn/2)L(sn), , 2 ≤ j ≤ N − 1, (A-1)
where
A =− L(−1)(β0L(1)− Lξ(1))
⊤ − Lξ(−1)L
⊤(1),
B =2
∫ 1
−1
LξL
⊤
ξ dξ + L(−1)(β0L(−1) + Lξ(−1))
⊤+L(1)(β0L(1)− Lξ(1))
⊤
+ Lξ(−1)L
⊤(−1)− Lξ(1)L
⊤(1),
C =− L(1)(β0L(−1) + Lξ(−1))
⊤ + Lξ(1)L
⊤(−1),
K =
h
2
∫ 1
−1
L(ξ)L⊤(ξ)dξ.
Here Q1-point Gauss quadrature rule on the interval (−1, 1) is used to integrate ρ0(xj+hξ/2)L(ξ).
We choose Q1 ≥
k+2
2 points so that the quadrature rule has accuracy of at least O(h
k+2) order.
Boundary conditions are specified in section 2.2. Note that the resulting (k + 1)N × (k + 1)N
matrix is a sparse block matrix, which can be inverted efficiently.
We then compute (2.12b) by the same quadrature rule
Kpij = qiKψj +
h
2
Q1∑
n=1
ωnlog(L
⊤(sn)cij)L(sn). (A-2)
Finally we simplify (2.12a) to get the following ODE system
Kc˙ij =
2
h
R1 +
1
2h
(R2 +R3), 2 ≤ j ≤ N − 1, (A-3)
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where
R1 = −
Q2∑
n=1
ωnL
⊤(sn)cijL
⊤
ξ (sn)pijLξ(sn),
R2 = (L
⊤(1)cij + L
⊤(−1)ci,j+1)(−D
⊤pij + E
⊤pi,j+1)L(1)
− (L⊤(1)ci,j−1 + L
⊤(−1)cij)(−D
⊤pi,j−1 + E
⊤pij)L(−1) = R
+
2 −R
−
2 ,
R3 = (L
⊤(1)cij + L
⊤(−1)ci,j+1)(L
⊤(1)pij − L
⊤(−1)pi,j+1)Lξ(1)
+(L⊤(1)ci,j−1 + L
⊤(−1)cij)(L
⊤(1)pi,j−1 − L
⊤(−1)pij)Lξ(−1) =: R
+
3 +R
−
3 .
Here
D = β0L(1)− Lξ(1) + 4β1Lξξ(1), E = β0L(−1) + Lξ(−1) + 4β1Lξξ(−1).
In the evaluation of R1, we choose Q2 ≥
k+4
2 points. In implementation, since Q2 > Q1, we simply
use Q2 Gaussian quadrature points in integrating both ρ0 and log(ci).
At two end cells, R1 is still valid. The zero flux conditions (1.1d) are used to obtain R2 and
R3, i.e., at j = 1, we use R2 = R
+
2 , R3 = R
+
3 , and at j = N we use R2 = −R
−
2 , R3 = −R
−
3 . The
discrete ODE system is then solved by the RK2 method (3.43).
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