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Abstract
As a very well-known classical fact, non-minimum phase zeros of the process put
some limitations on the performance of the feedback system. The source of these
limitations is that such non-minimum phase zeros cannot be cancelled by unstable
poles of the controller since such a cancellation leads to internal instability. The
aim of this paper is to propose a method for fractional-order cancellation of non-
minimum phase zeros of the process and studying its properties. It is specially
shown that the proposed cancellation strategy increases the phase and the gain
margin without leading to internal instability. Since the systems with higher gain
and phase margin are easier to control, the proposed method can be used to arrive
at more effective controls.
Key words: Non-minimum phase zero; unstable pole-zero cancellation;
fractional-order system; Riemann surface.
1 Introduction
Non-minimum phase zeros appear unavoidably in some important processes
such as steam generators [1], aircrafts [2], flexible-link manipulators [3], and
continuous stirred tank reactors [4]. As a very well-known classical fact, non-
minimum phase zeros of the process limit the performance of the feedback
system in different ways [5]-[8]. For instance, these limitations can be con-
cluded from the classical root-locus method [9], asymptotic LQG theory [7],
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and waterbed effect phenomena [10]. In the field of linear time-invariant (LTI)
systems, the source of these limitations is that the non-minimum phase zero
of the process cannot be cancelled by unstable pole of the controller since such
a cancellation leads to internal instability [11].
So far, various methods have been developed for the control of processes with
non-minimum phase zeros (see, for example, [12]-[14] and the references therein
for more information). Clearly, according to the high achievement of feedback
control systems, it is strictly preferred to develop more effective methods to
the control of non-minimum phase systems based on the feedback strategy.
The aim of this paper is to propose a modified feedback control strategy for
non-minimum phase processes, which is based on subjecting the non-minimum
phase zero of the process to a kind of cancellation. More precisely, it will be
shown that the non-minimum phase zero (unstable pole) of the process can
partly be cancelled by fractional-order pole (zero) of the controller without
leading to internal instability. It will also be shown that the non-minimum
phase zero of the process can be cancelled to an arbitrary degree by the pole
of the fractional-order controller, only at the cost of using a more complicated
setup. Interesting observation, which is also supported by mathematical dis-
cussions, is the fractional-order cancellation of the non-minimum phase zero
can considerably increase the phase and gain margin, and consequently, make
the system easier to control.
The rest of this paper is organized as follows. Section 2 contains the main
results of paper. Proposed method for fractional-order cancellation of the non-
minimum phase zero is presented in this section and it is shown that the
proposed cancellation strategy can improve the robustness of the feedback
system. Effect of this method on time-domain undershoots in the step response
of both open-loop and closed-loop systems is also discussed in Section 2. Three
illustrative examples are studied in Section 3, and finally, Section 4 concludes
the paper.
2 Main results
Consider a LTI process with transfer function P (s), input u(t) and output
y(t). Suppose that P (s) has a positive real zero of order one at s = λ, that
is P (λ) = 0 and P ′(λ) 6= 0 where λ is a positive real number. Such a transfer
function can be decomposed as
P (s) =
(
1−
s
λ
)
P˜ (s). (1)
In the above equation the term 1 − s/λ can be expanded using fractional
powers of s in infinite many different ways. A straightforward approach is to
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write it as
1−
s
λ
=
[
1−
(
s
λ
)1/2] [
1 +
(
s
λ
)1/2]
=
[
1−
(
s
λ
)1/4] [
1 +
(
s
λ
)1/4] [
1 +
(
s
λ
)1/2]
=
[
1−
(
s
λ
)1/8] [
1 +
(
s
λ
)1/8] [
1 +
(
s
λ
)1/4] [
1 +
(
s
λ
)1/2]
= . . . ,
which yields
1−
s
λ
=
[
1−
(
s
λ
)1/v] log2(v/2)∏
k=0
[
1 +
(
s
λ
)2k/v]
, (2)
where log2(v/2) is the base 2 logarithm of v/2, and v can be considered equal
to any number in the form of v = 2h, h = 1, 2, 3, . . .. The expression in the
right-hand side of (2) has exactly 1 + log2(v) roots distributed on a Riemann
surface with v Riemann sheets, where the origin is a branch point of order
v − 1 [15]. Note that among these roots only the root of 1 − (s/λ)1/v = 0 is
located on the first Rimann sheet and other roots are located on other sheets
[15].
Substitution of (2) in (1) and dividing both sides of the resulted equation to
Qλ,v(s) ,
log
2
(v/2)∏
k=0
[
1 +
(
s
λ
)2k/v]
, (3)
yields
Pf(s) ,
P (s)
Qλ,v(s)
=
[
1−
(
s
λ
)1/v]
P˜ (s). (4)
Note that P (s) and Pf(s) are exactly the same (in the sense that they have
the same poles and zeros and DC gains) except that Pf(s) has a weaker non-
minimum phase zero at s = λ. In fact, the zero of Pf(s) at s = λ is weaker than
the zero of P (s) at s = λ since it makes the system less non-minimum phase
(see the discussions below). In the rest of this paper when the process transfer
function is applied in series with a system with transfer function 1/Qλ,v(s) we
say that the process is subjected to a fractional-order pole-zero cancellation.
In the following we discuss on the effects of fractional-order cancellation of the
non-minimum phase zero of the process on the time and frequency domain
characteristics of both open-loop and closed-loop systems.
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2.1 Effect of the fractional-order unstable pole-zero cancellation on phase
margin
For two main reasons non-minimum phase zeros of the process put a limitation
on the robust stability of the feedback system: First, they push the Bode phase
plot of the open-loop transfer function downward by injecting a negative phase
to the loop, and second, they increase the crossover frequency of the Bode
magnitude plot of the open-loop transfer function by increasing its magnitude
at all frequencies. These two reasons together decrease the phase and the
gain margin of the feedback system. In the following, we show that applying
the proposed fractional-order cancellation strategy to the non-minimum phase
zero of the process can increase the phase margin of the feedback system by
partly removing both of the above-mentioned reasons.
Without any loss of generality consider the following processes:
P1(s) = K
1
(1 + s/γ1)(1 + s/γ2)
, (5)
P2(s) = K
1− s/λ
(1 + s/γ1)(1 + s/γ2)
, (6)
P3(s) = K
1− (s/λ)1/v
(1 + s/γ1)(1 + s/γ2)
, (7)
where K, γ1, γ2, and λ are positive real constants such that γ1 << λ << γ2,
and v is an integer constant greater than unity. As it can be observed, P1(s)
is minimum phase, P2(s) has a non-minimum phase zero at s = λ, and P3(s)
has a weaker non-minimum phase zero (compared to the non-minimum phase
zero of P2(s)) at s = λ (note that P3(s) is obtained by applying the proposed
fractional-order unstable pole-zero cancellation to P2(s)).
Effect of the proposed cancellation strategy on the phase margin can be de-
duced from the Bode plots, which are asymptotically depicted in Figure 1.
In this figure PM1, PM2, and PM3 denote the phase margins correspond-
ing to P1(s), P2(s), and P3(s), respectively. Figure 1 clearly shows that at
frequencies smaller than λ all Bode plots are almost the same but at frequen-
cies larger than λ the Bode magnitude plot of P3(s) decays faster than the
Bode magnitude plot of P2(s) while its Bode phase plot decays slower than
the Bode phase plot of P2(s). It turns out that fractional-order cancellation
of the non-minimum phase zero will increase the phase margin and simulta-
neously decrease the gain crossover frequency (note that in Fig. 1 we have
PM3 > PM2 and ωc2 < ωc3). In the same manner it can be easily verified
that fractional-order cancellation of the non-minimum phase zero will also
increase the gain margin.
As we know, in dealing with feedback systems non-minimum phase zeros of
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Fig. 1. The Bode phase and magnitude plot of the transfer functions given in (5)-(7)
the process put a limitation on the gain of the controller (recall from the
root-locus method that closed-loop poles move toward the open-loop zeros
as the gain is increased). On the other hand, the above discussions showed
that the gain margin of the feedback system is increased by applying the
proposed fractional-order cancellation to the non-minimum phase zero of the
process. Hence, it is possible to use controllers with larger gains in the loop
when such a cancellation is applied. It turns out that the proposed fractional-
order cancellation strategy can partly remove one of the limitations put on
the performance of the feedback system by non-minimum phase zeros of the
process. Finally, note that although the results of this section are obtained
based on studying the Bode plots of two special transfer functions, these are
quite general observations and can be easily extended to other cases.
2.2 Effect of the fractional-order unstable pole-zero cancellation on the time-
domain undershoot
In this section we show that applying the proposed fractional-order unsta-
ble pole-zero cancellation to a non-minimum phase process will reduce the
time-domain undershoots in its step response. Note that it can be easily con-
cluded from the previous discussions that the overshoots in the step response
of the closed-loop system will be decreased by subjecting the non-minimum
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phase zero of the process to the proposed fractional-order pole-zero cancella-
tion. More precisely, in Section 2.1 we showed that the proposed method for
fractional-order cancellation of non-minimum phase zeros has the property
that always increases the phase margin, and as we know increasing the phase
margin naturally decreases the time-domain overshoots.
Studying the effect of the proposed cancellation strategy on time-domain un-
dershoots is more complicated. Consider again the process with transfer func-
tion P (s) as given in (1). Assuming that the system input, u(t), is equal to
the step function and the system is initially at rest, the relative undershoot
rus is defined as [16]:
rus(y(.)) , − inf
t∈(0,∞)
{
y(t)
y
}
, (8)
where y is equal to the steady-state value of y(t). Clearly, the above definition
provides us with a reasonable criterion to compare the undershoot of different
systems. The Laplace transforms of y(t) and u(t), respectively denoted as Y (s)
and U(s), satisfy the following relation with the process transfer function:
Y (s) =
∫
∞
t=0
y(t)e−stdt = P (s)U(s). (9)
Substitution of s = λ in (9) and considering the fact that P (s) has a zero at
s = λ yields: ∫
∞
t=0
y(t)e−λtdt = 0. (10)
Suppose that y(t) reaches its steady-state value at t = T , that is y(t) = y for
t > T (clearly, the step response of a LTI system cannot reach its steady-state
value at a finite time, but in practice T can be approximated with the settling
time of the system step response). Using this assumption equation (10) can
be written as ∫ T
0
y(t)e−λtdt+
∫
∞
T
ye−λtdt = 0, (11)
or equivalently, ∫ T
0
−
y
y
e−λtdt =
∫
∞
T
e−λtdt =
e−λT
λ
. (12)
Now, according to (8) equation (12) yields
∫ T
0
ruse
−λtdt ≥
e−λT
λ
, (13)
which tunes out
rus ≥
1
eλT − 1
. (14)
Equation (14) concludes that the lower bound of the relative undershoot is
decreased by increasing the frequency of the non-minimum phase zero, λ,
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and/or the settling time, T . Both P (s) and Pf(s) (as defined in (4)) have a
zero at s = λ but it is expected that the settling time of the (step) response of
a system with transfer function Pf(s) be larger than the settling time of the
(step) response of a system with transfer function P (s). This statement can
easily be concluded from the fact that the settling time of the step response of a
system is decreased by increasing its gain crossover frequency (or equivalently,
its bandwidth). Since the gain crossover frequency of Pf(s) is always smaller
than the gain crossover frequency of P (s) it is expected that the response of a
system with transfer function P (s) settles down faster than the response of a
system with transfer function Pf(s). Hence, according to (14) the lower bound
on the relative undershoot is decreased by subjecting the non-minimum phase
zero of the process to the proposed fractional-order cancellation. Note that
although decreasing the lower bound of undershoot does not necessarily mean
that the undershoot itself will also be decreased, it shows the potential of the
proposed approach for this purpose.
The above result can be extended to feedback systems. The key idea is to
note that the bandwidth of the closed-loop system is directly proportional to
the gain crossover frequency of the open-loop transfer function. Since applying
the fractional-order unstable pole-zero cancellation to the given non-minimum
phase process located in a feedback system decreases the gain crossover fre-
quency of the open-loop transfer function, we can conclude that the bandwidth
of the closed-loop system is also decreased by performing such a cancella-
tion. As a result, decreasing the bandwidth of the closed-loop system leads
to increasing the settling time of the system response to step command and
consequently decreasing the lower bound on the relative undershoot.
2.3 Internal-stability analysis of the feedback system containing fractional-
order unstable pole-zero cancellation
Previous discussions showed that the proposed strategy for fractional-order
cancellation of the non-minimum phase zero of the process can affect some
important characteristics of the feedback system. Specially, it was shown that
such a cancellation increases the phase and gain margin (and consequently, im-
proves the robustness of system) and potentially can decrease the undershoots
in time-domain response. In this section we show that the proposed fractional-
order unstable pole-zero cancellation method has the advantage that can be
used in feedback systems without leading to internal instability.
Consider the feedback system shown in Fig. 2 where P (s) is the process trans-
fer function defined in (1) and C(s) is the controller. Clearly, the system is
internally unstable if C(s) has a pole at s = λ (i.e., an unstable pole-zero
cancellation occurs in the loop). This fact can be concluded by calculating,
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e.g., the transfer function from r to u, which definitely has an unstable pole
at s = λ. Now, assume that instead of the term 1 − s/λ the denominator
of C(s) contains the term Qλ,v(s) =
∏log
2
(v/2)
k=0
[
1 + (s/λ)2
k/v
]
, which is equiv-
alent to a fractional-order pole-zero cancellation between C(s) and P (s). In
this case, instead of the pole at s = λ the transfer function from r to u has
poles at the roots of Qλ,v(s) = 0, which are distributed on a Riemann surface.
Important point that should be noted here is that the stability of a system
with fractional-order characteristic equation Qλ,v(s) = 0 cannot be studied
simply by investigating the roots of this equation at the right half-plane of
the complex s-plane. In fact, according to the stability test of Matignon [17]
a system with fractional-order characteristic equation
Qλ,v(s) =
log
2
(v/2)∏
k=0
[
1 +
(
s
λ
)2k/v]
= 0, (15)
is stable if and only if all roots of the equation Q˜λ,v(w) = Qλ,v(s)|s1/v=w = 0
lie in the angular sector defined by
| arg(w)| >
π
2v
, (16)
in w-plane (in other words, Qλ,v(s) = 0 must not have any poles in the closed
right half-plane of the first Riemann sheet). It can be easily verified that the
roots of Q˜λ,v(w) = 0 are as follows:
w = ejpi/2
k
λ1/v, k = 1, 2, . . . , log2(v/2). (17)
Since all of these roots are located in the sector of stability defined in (16) we
can conclude that the proposed fractional-order pole-zero cancellation method
does not change the status of internal stability of the feedback system (stability
of all other possible transfer functions in Fig. 2 can be concluded in the same
manner). For example, consider the feedback system shown in Fig. 2 and
suppose that
P (s) =
s− 1
s+ 2
. (18)
Clearly, in this example C(s) = 1/(s − 1) leads to internal instability, while
assuming
C(s) =
1
Q1,2(s)
=
1
s1/2 + 1
, (19)
the transfer function from the reference input to control is obtained as
U(s)
R(s)
=
s+ 2
(s1/2 + 1)(s+ s1/2 + 1)
, (20)
which is stable (note that substitution of s1/2 = w in the denominator of (20)
leads to the characteristic equation (w+1)(w2+w+1) = 0, all roots of which
are located in the sector of stability defined as | arg(w)| > π/4).
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Fig. 2. The feedback system under consideration
According to the previous discussions, the structure shown in Fig. 3 can be
used for fractional-order unstable zero-pole cancellation and feedback control
of the non-minimum phase process with transfer function P (s), which has
a non-minimum phase zero at s = λ. In this structure, the final controller is
equal to the series combination of C(s) and 1/Qλ,v(s). In the proposed method
first Qλ,v(s) should be determined simply by assigning a suitable integer to v
(v ≥ 2). The results obtained in Section 2.1 (and presented in Fig. 1) show that
the phase-lag of the transfer function P (s)/Qλ,v(s) is decreased by increasing
the value of v, that is the transfer function P (s)/Qλ,v(s) becomes less non-
minimum phase (and consequently, an easier problem to control) as the value
assigned to v is increased. However, simulation results show that in many cases
using v = 2 or v = 4 leads to satisfactory results.
After determining Qλ,v(s) the controller C(s) can be designed using any classi-
cal method assuming that the transfer function of process is equal to P (s)/Qλ,v(s).
Note that since P (s)/Qλ,v(s) is a fractional-order transfer function, the con-
troller can be designed in two different ways: One can apply an order-reduction
algorithm to P (s)/Qλ,v(s) to arrive at an integer-order approximate transfer
function and then use a classical controller design algorithm, or one can di-
rectly use the methods available to design a controller for the given fractional-
order process. Note also that since P (s)/Qλ,v(s) has a smaller bandwidth
compared to P (s), the controller designed for P (s)/Qλ,v(s) naturally applies
more control effort compared to the similar controller designed for P (s). A rea-
sonable approach to remove this difficulty is to apply the proposed fractional-
order pole-zero cancellation method to both the non-minimum phase zero and
a pole of process (an example of this type is studied in Example 3 of Section
3). Finally, note that when P (s) has multiple non-minimum phase zeros, say
at λ1, λ2, . . . , λn, it is possible to consider a separate fractional-order pole-zero
canceller for each non-minimum phase zero.
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Fig. 3. Proposed structure for fractional-order cancellation of the non-minimum
phase zero of the process
2.4 Notes on realization of the proposed fractional-order pole-zero canceller
One effective approach to realize the fractional-order pole-zero cancellerQλ,v(s)
is to approximate it with an integer-order transfer function using an order re-
duction algorithm (the Matlab function invfreqs is used for this purpose in
this paper). Note that although the approximate transfer function obtained
by using this method does not guarantee the (partial) cancellation of any non-
minimum phase zero or unstable pole of the process, it can be used and will
work in practice. The reason for this statement is that the proposed fractional-
order pole-zero canceller actually affects the frequency response of the process
in a certain manner, and consequently, any other system that applies the sim-
ilar effects can be used instead. Hence, in practice, we can simply substitute
Qλ,v(s) with an integer-order transfer function which has almost the same
frequency response as Qλ,v(s) in the bandwidth of the process.
3 Illustrative examples
Three illustrative examples are presented in this section in order to confirm
the results obtained in previous section.
Example 1. The aim of this example is to show that fractional-order can-
cellation of the non-minimum phase zero of a process leads to decreasing the
undershoot and increasing the settling time of its step response. For this pur-
pose consider three processes with the following transfer functions
P1(s) =
1− s
(1 + s/2)(1 + s/3)
, (21)
P2(s) =
P1(s)
1 + s1/2
=
1− s1/2
(1 + s/2)(1 + s/3)
, (22)
P3(s) =
P1(s)
(1 + s1/2)(1 + s1/4)
=
1− s1/4
(1 + s/2)(1 + s/3)
. (23)
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Fig. 4. Unit step response of three processes with transfer functions given in
(21)-(23), corresponding to Example 1
The corresponding unit step responses are shown by y1(t), y2(t), and y3(t) in
Fig. 4. As it can also be concluded from (14), it is observed that applying the
proposed fractional-order pole-zero cancellation has decreased the undershoot
in the unit step response at the cost of increasing the settling time. Since the
zero of P3(s) is less non-minimum phase compared to the zero of P2(s), y3(t)
exhibits smaller undershoot and larger rise time compared to y2(t).
Example 2. In this example we show that applying the proposed fractional-
order pole-zero cancellation strategy to a non-minimum phase process can
improve the robust stability of the corresponding feedback system, and conse-
quently make the control problem easier. Consider the feedback system shown
in Fig. 3 and assume that
P (s) =
4(1− s)
(s+ 0.1)(s+ 4)
, (24)
and C(s) = 1. Figure 5 shows the Bode magnitude and phase plot of P (s),
P (s)/Q1,2(s), and P (s)/Q1,4(s). It can be easily verified that in this example
P (s), P (s)/Q1,2(s), and P (s)/Q1,4(s) lead to the phase margins 2.7
◦, 32.7◦,
and 50.3◦, and the gain margins 0.2149 dB, 4.401 dB, and 8.958 dB, respec-
tively. As it is observed the proposed cancellation method has effectively in-
creased the phase and the gain margin.
Example 3. In this example we show that the proposed fractional-order un-
stable pole-zero cancellation strategy can enhance the performance of the feed-
back system by simultaneous decrement of overshoots, undershoots and the
control effort. In order to make a fair comparison, we study the behavior of
feedback system with and without using the proposed cancellation method,
where in both cases C(s) in Fig. 3 is calculated optimally by using the LQG
servo-controller design algorithm.
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Fig. 5. Bode plot of P (s) (solid curve), P (s)/Q1,2(s) (dotted curve), and
P (s)/Q1,4(s) (dash-dotted curve), corresponding to Example 2.
Fig. 6. Inverted pendulum, corresponding to Example 3
Linearizing the nonlinear equations governing the inverted pendulum shown
in Fig. 6 around the unstable equilibrium point at (x, θ) = (0, 0) leads to the
following unstable non-minimum phase transfer function [9]:
P (s) =
X(s)
U(s)
=
1
M
(s− z)(s + z)
s2(s− p)(s+ p)
, (25)
where
p =
√
g
l
+
mg
Ml
, z =
√
g
l
. (26)
In the following we design an LQG servo-controller for the linearized process
by using and without using the proposed fractional-order unstable pole-zero
canceller assuming that M = m = 0.1 kg, l = 1 m, and g = 9.8 m/s2.
First, consider the feedback system shown in Fig. 2. The Matlab function lqg
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can be used to design a controller for this system such that the cost function:
J = E
 limT→∞ 1T
∫ T
0
[xT, u]R
x
u
+ qe2
 dt
 , (27)
is minimized, where x is the state vector of process, u is the control applied
to process, and e is the tracking error defined as r − (y + n). Without any
loss of generality, it is assumed that in the problem under consideration R is
a diagonal matrix of suitable dimension where all non-zero entries are equal
to unity, and q = 1. Moreover, it is assumed that the process noise w (which
is not shown in Fig. 2) and measurement noise n are Gaussian white noises
with covariance
E

w
n
 [wT, n]
 =M, (28)
where, again without the loss of generality, it is assumed thatM = diag[0.1, . . . , 0.1].
In dealing with the feedback system shown in Fig. 3 the LQG servo-controller
can be designed in the same manner assuming that the transfer function of
process is equal to P (s)/Qλ,v(s).
The simplest possible approach to control a process with the transfer function
given in (25) using the feedback system shown in Fig. 3 is to consider Qλ,v(s)
equal to s1/2+z1/2. It can be shown that although this choice can considerably
decrease the overshoots and undershoots in the response of feedback system
to step command, it will apply more control effort compared to the case such
a cancellation is not applied. To remove this difficulty, the fractional-order
pole-zero canceller in Fig. 3 (i.e., the box with transfer function 1/Qλ,v(s))
can be substituted with:
Qp,2(s)
Qz,2(s)
=
s1/2 + p1/2
s1/2 + z1/2
. (29)
Note that using the above canceller is equivalent to the half cancellation of
both unstable pole and non-minimum phase zero. Now, according to the pre-
vious discussions, the LQG servo-controller should be designed for a system
with the open-loop transfer function:
(s1/2 − z1/2)(s+ z)
Ms2 (s1/2 − p1/2) (s+ p)
. (30)
For this purpose first we should approximate the transfer function given in
(30) with an integer-order transfer function by using an order-reduction algo-
rithm. The main reason for working with such an approximate integer-order
transfer function is that the standard LQG design algorithm can be applied
only to linear processes modelled by integer-order transfer functions. In order
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to approximate (30) with an integer-order transfer function first we apply the
Matlab function invfreqs to the fractional-order transfer function
s1/2 − z1/2
M (s1/2 − p1/2) (s+ p)
, (31)
and then we add a zero (located at s = −z) and two poles (located at s =
0) to the resulted transfer function. Clearly, it is also possible to apply the
invfreqs command directly to (30), but that would lead to less accurate results
compared to the proposed approach. The solid and dashed curve in Fig. 7
show the Bode plots of (31) and its approximation, respectively (in this figure
the approximation is performed in the frequency range [10−2, 102] rad/s, where
the degree of the numerator and denominator of the approximating transfer
function is considered equal to 6). As it can be observed in Fig. 7 the two
plots are in a fair agreement.
The LQG servo-controller is designed for P (s) and Qp,2(s)P (s)/Qz,2(s) (as
described above) and the responses of corresponding feedback systems to the
unit step command are shown in Fig. 8. In this figure the solid curve shows the
cart position when the fractional-order unstable pole-zero canceller given in
(29) is applied, and the dotted curve shows the cart position without using such
a canceller. This figure clearly shows that the proposed method can effectively
improve the response of feedback system by decreasing the overshoots and
undershoots.
Note that in order to simulate the feedback system at the presence of fractional-
order unstable pole-zero canceller given in (29) we have approximated the can-
celler with an integer-order transfer function and then we have used it in the
connection shown in Fig. 3 (in this example the approximation is performed
in the frequency range [10−3, 104] rad/s and the order of the numerator and
denominator of the approximating transfer function is considered equal to 4).
Figure 9 shows the control effort with and without using the fractional-order
pole-zero canceller given in (29). Interesting observation is that applying this
fractional-order pole-zero canceller also decreases the control effort. More pre-
cisely, energy of the control signal with and without using the fractional-order
unstable pole-zero canceller is equal to 483.5 and 693.5.
4 Conclusion and discussion
In this paper we showed that although the unstable pole-zero cancellation
between controller and process is impractical and leads to internal stability,
the fractional-order pole-zero cancellation is possible and can be effective. A
method for designing fractional-order unstable pole-zero cancellers is proposed
14
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−20
−10
0
10
m
a
gn
itu
de
 (d
B)
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−100
0
100
200
300
400
log ω
ph
as
e 
(de
gre
e)
Fig. 7. Bode phase and magnitude plot of (31) (solid curve) and its approximation
(dashed curve), corresponding to Example 3
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Fig. 8. Position of the LQG-controlled cart with (solid curve) and without (dotted
curve) using the fractional-order unstable pole-zero canceller given in (29), corre-
sponding to Example 3
and it is specially shown that the proposed method can increase the phase
and the gain margin, and consequently, improve the efficiency of the classical
controller design algorithm under consideration. Effect of the proposed method
on time-domain responses of the non-minimum phase open-loop system is
studied and it is shown that it can decrease the overshoots and undershoots
in its step response.
There are still many other questions to be answered. For example, the fractional-
order unstable pole-zero cancellation strategy can be performed in many other
ways. However, it is not exactly known which one is more effective. Moreover,
the controller can also be designed using many different methods. It is ex-
pected that the proposed fractional-order pole-zero cancellation method be
more effective when a certain controller design algorithm is used, but it is not
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Fig. 9. Control effort with (solid curve) and without (dotted curve) using the frac-
tional-order unstable pole-zero canceller given in (29), corresponding to Example
3
known which one is that. In fact, the proposed approach may also be effective
even when the process is minimum phase or stable. These the questions that
can be considered as the subject of future studies.
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