We have fit the fundamental plane (FP) to early-type galaxies in 20 nearby clusters (cz ∼ 4000 − 11000 km s −1 ) using our own photometry and spectroscopy as well as measurements culled from the literature. We find that the quality-of-fit to the average fundamental plane (FP) varies by a factor of two among these clusters. About half the clusters fit the FP well, 0.05 ∼ < r.m.s.[log(σ)] ∼ < 0.07, while the rest do not, 0.08 ∼ < r.m.s.[log(σ)] ∼ < 0.10. The peculiar velocity (PV) distribution of these two sets of clusters is distinctly different. The clusters with low scatter about the FP are found to be at rest with respect to the cosmic microwave background (CMB) within our measurement errors (∼ 250 km s −1 ). Only clusters in the poor-fit group show large PVs, implying these velocities are artifacts of an improper fit, rather than true indications of physical motion. Furthermore, we find that all X-ray bright clusters in our sample fit the FP well, suggesting that early-type galaxies in the most massive, virialized clusters form a more uniform population than do cluster ellipticals as a whole.
The Fundamental Plane of Ellipticals
The high correlation of the structural and kinematic properties of ellipticals suggests that these galaxies formed by similar processes and are largely virialized. Assuming structural symmetry, isotropic velocities, v 2 = σ 2 , a constant mass-to-light ratio (M/L), and structural homology a tight correlation is expected for virialized systems :
where σ 2 = the velocity dispersion within the galaxies, r = a fiducial radius, and SB the average surface brightness within r. In log space this expression relating basic physical properties collapses to a plane and, hence, is called the fundamental plane (Djorgovski & Davis 1987; Lucey, Bower, & Ellis 1991) . In terms of observables the FP becomes log(r e ) = α log(σ 0 ) + β µ e + Const,
with α = 2, β = 0.4 representing the virial plane. Standard units of measure are km s −1 for the central velocity dispersion, σ 0 , arcseconds for the r 1/4 −law half-light radius, r e , and magnitudes per arcsec 2 for the average surface brightness within that radius, µ e .
Empirically, ellipticals occupy a narrow range within this three-dimensional parameter space indicating they are a homologous family. The observed FP, however, is misaligned with the virial prediction. Ellipticals are better described by, α ∼ 1.4 and β ∼ 0.3. While ellipticals appear virialized, this tilt of the FP, implies the assumptions used in Eqn. 1 are not quite true of ellipticals. Nonetheless, their uniformity makes these galaxies important standard candles since the observed r e provides a direct indication of distance (Dressler 1987; Dressler et al.1987; Lucey & Carter 1988) . The small scatter about the FP translates to ∼ 19% error in the distance to individual galaxies (Jørgensen, Franx, & Kjaergaard 1996; Hudson et al.1997; present work) . Thus the FP appears as good a distance indicator for ellipticals as the Tully-Fisher (TF) relation is for spirals (de Carvalho & Djorgovski 1989 ).
Therefore, the FP is a powerful tool for measuring relative cluster distances from which deviations from Hubble flow (e.g. PVs) can be measured for individual clusters. However, these distances are only meaningful when an accurate and unbiased estimator is used. A concern is that different methods, which trace different components of the mass distribution, have yielded discrepent results. Recent FP analyses (Hudson et al.1999 ) and the brightest cluster galaxy (BCG) survey of Lauer & Postman (1994) , reveal large bulk peculiar motions on the scales of galaxy clusters, but in different directions. Furthermore these results are not consistent with TF surveys in either direction or magnitude (Aaronson et al.1986; Courteau et al.1993; Giovanelli et al.1996; Dale et al.1997) . In order to gain insight into the cause of these apparent disagreements, we have compiled a sample of early-type galaxy data in 20 clusters. Measured distances to clusters are more accurate than to individual galaxies by a factor of the root number of galaxies observed (∼ 5% for this sample). Hence, flows on cluster scales can in principle be accurately determined. Furthermore, this sample will allow us to investigate the effects of possible systematic errors on a cluster-by-cluster basis.
The Data
Spectra have been obtained with the Nessie multifiber instrument on the KPNO Mayall 4m, and imaging with a large format (2048 2 ) Tek CCD on the KPNO 0.9m. Photometry has been corrected for atmospheric extinction, Galactic absorption (Burstein & Heiles 1984) , (1 + z) 4 cosmological dimming, and k correction ∼ (1 + z), which we calculate for an average elliptical galaxy spectrum (Coleman, Wu, & Weedman 1980) and the R filter. We work in R band to help minimize the effects of cluster differences in age and metallicity which can cause shifts in the FP at shorter wavelengths (Guzmán & Lucey 1993; Gregg 1995) . Effective radii are calculated by fitting an r 1/4 −law to isophotes, which were obtained using the ELLIPSE task in IRAF.
Redshifts and central velocity dispersions are measured by matching the galaxy spectra with G and K class stellar templates, using the Fourier-quotient technique (Sargent et al.1977 ) adapted for use in IRAF by Kriss (1992) . Aperture corrections have been applied to the velocity dispersions, due to the fact that the fibers, which are of fixed diameter, sample larger portions of galaxies at larger distances, systematically lowering measured velocity dispersions. The applied aperture correction is σ ∝ r −0.04 (Franx, Illingworth, & Heckman 1989; Jørgensen, Franx, & Kjaergaard 1995b) . We use the angular diameter−distance relation with q 0 = 0.5 to estimate all corrections as a function of z.
Our observations have yielded useful photometry and spectroscopy for 132 E+S0 galaxies in 8 Abell clusters. Merging our data with recently published observations, increases the number of galaxies to 428 in 20 clusters. Table 1 lists the literature sets as well as abbreviations used hereafter. All data have been normalized to the SLHS97 system using 57 galaxies in four clusters common to both samples. The details of our observations and this conversion including seeing and aperture corrections will be decribed in detail in Gibbons et al.1999 . For some clusters, e.g. A400, our sample size is limited because we exclude objects with strong emission lines and evidence of a strong disk component. We retain only galaxies which are clearly cluster members and which have excellent spectroscopic S/N. Average galaxy FP errors for clusters are comparable between the three data sets except for A400, whose spectra are of lower quality than the other clusters. However, excluding this cluster from our analysis does not alter our results.
Fitting to All Data Simultaneously
In this section we present the method used to fit the FP to all the galaxy data simultaneously. We solve a set of equations with 428 galaxies in 20 clusters: log(r e ) = α log(σ) + β µ e + γ i , i = 1, 20 .
The shifts in intercepts, ∆γ i , reflect the offsets in log(r e ), which translate into the relative distances between clusters.
Because one is seeking high precision in relative distances it may seem most prudent to minimize the residuals about the FP in the direction of the distance dependent parameter, log(r e ). This particular projection (used in Eqn. 3) also yields the lowest observed scatter due to the strong correlation between r e and µ e (Figure 1) . However, Lucey, Bower, & Ellis (1991) as well as Jørgensen, Franx, & Kjaergaard (1996) have recognized that minimizing the residuals of log(r e ) will introduce a bias into the fit because the errors in log(r e ) and µ e are correlated, since µ e is a function of r e (See also Akritas & Bershady 1996) .
Therefore, like SLHS97, we isolate the only parameter with independent errors. Explicitly, we write the FP solely as a function of r e , f (r e ) = (r e − β µ e − γ i )/α , and solve for the coefficients, which minimize the absolute residuals, n j=1 |log(σ) j − f j (r e )|, where n = the total number of galaxies. With this method, galaxies which lie far off the main relation have effectively less weight than they would with ordinary least squares minimization.
We solve this system of equations allowing 22 free parameters; 20 cluster intercepts, γ i 's, plus common α and β. In this way, we find the FP which best fits the entire sample of galaxies, further reducing the influence of anomalous galaxies. To ensure the best solution within parameter spaces of such high complexity (22 dimensions) requires an efficient searching algorithm. We adopt simulated annealing, because it converges towards the global minimum while avoiding becoming trapped in local minima (Metropolis et al.1953; Kirkpatrick, Gelatt, & Vecchi 1983; Vanderbilt & Louie 1984) . The convergence is quite rapid and most of the time is spent sampling the region near best fit.
Results
The FP Derived from the Present Sample : Our best-fit FP is α = 1.43±0.04, β = 0.327±0.005; in agreement with that found by Hudson et al.(1997) , and shown in Figure 1a . However, nine of the twenty clusters show nearly twice the r.m.s. scatter about the best fit FP compared to the other eleven. When we fit each cluster separately, we find that these same clusters each fail to define a tight FP. We therefore refit for FP based on the eleven best-fit clusters to find essentially no difference in the FP coefficients, α = 1.42±0.04, β = 0.335±0.005. The overall scatter in log(σ), r.m.s. = 0.059, is equivalent to a 19% error in distance to individual galaxies. Errors in cluster distances range from 2 − 13% dependent on the individual r.m.s. and n gal . We estimate the errors on α and β by fixing γ i , varying α and β, and constructing maps of χ 2 vs. α and β. In calculating χ 2 , we assume the overall scatter about FP represents well ǫ, the error in log(σ). Then
The one sigma errors, corresponding to ∆χ 2 = 1, are read directly from these curves.
In Figure 1b we plot for a given cluster the probability of observing an r.m.s.[log(σ)] less than that observed assuming all galaxies in a cluster are randomly chosen from the general population. The square of the r.m.s. is essentially a χ 2 statistic (y-axis). Poor fits fall in the upper tail. On average we would expect 1 in 20 clusters to appear in the 5% tail. The chance of observing as many as 9 is exceedingly small. We conclude our sample has not been drawn from a single distribution and the FP fits for clusters with r.m.s. ∼ > 0.07 are statistically poor as they have only a ∼ < 5% chance of being worse than observed. The eleven cluster FP is therefore our most reliable fit.
Distances and Peculiar Velocities : To derive distances, we must fix the scale between FP relative and absolute distances. We begin with the null hypothesis that the clusters are at rest in the CMB frame. Heliocentric redshifts, as determined from our spectra, are converted to CMB redshifts using the vector 369.5 km s −1 , l = 264.
• 4, b = 48.
• 4 in Galactic coordinates (Kogut et al.1993 ).
We then find the angular diameter − redshift normalization which minimizes the one-dimensional r.m.s. peculiar velocity, σ 1D , of the clusters. This procedure places Coma nearly at rest, so that we would have recovered a similar result had we anchored the physical scale by assuming no peculiar motion for Coma (which has traditionally been done). Our result does not change whether we minimize σ 1D for the eleven best-fit clusters or for all twenty.
What follows is an astonishing result (Figure 2) . The clusters which fit FP well are at rest with respect to the CMB with reduced χ 2 < 1 while the poor-fit clusters with r.m.s. ∼ > 0.07 show large scatter in their PVs. 3
The ratio of the reduced χ 2 about zero PV for the subsample of poor-fit clusters to that of the subsample of low-r.m.s. clusters is 5.8 . An F test rules out at greater than the 99% level having randomly selected the two subsamples from an underlying distribution with the same intrinsic scatter. In addition, linear regression of |PV| vs. r.m.s. shows non-zero positive correlation which is more than 99.9% significant.
Discussion
We have observed that our sample of clusters divides naturally into two groups with radically different PV distributions. That the low-r.m.s. clusters are at rest in the CMB frame is a strong indication the large PVs detected for some of the poor-fit clusters are due to deviations from FP. In turn, these deviations lead to spurious PV signals. Therefore we have most likely discovered a quantitative means of discriminating between clusters for which the FP is a meaningful distance indicator versus those for which it is not.
The correlation between the scatter of a cluster's galaxies about the FP and the cluster's measured PV with respect to the CMB most likely has not been seen before for two reasons. First, only within the last few years has a large enough sample with high-quality data become available for in depth exploration of systematic errors. Second, any PV results are sensitive to the nature of the fit. We find that minimizing in the direction of log(r e ) not only changes the coefficient on log(σ) significantly (α = 1.08), it also smears the r.m.s. distribution, demonstrating the significant bias caused by the correlated errors between the structural parameters r e and µ e (although we still find a positive correlation between |PV| and r.m.s. even when using this biased minimization scheme).
We can rule out several sources of systematic errors as the cause of our result. There is no correlation with either cluster distance or with the number of observed galaxies per cluster (Table  1) . The clusters which we observed ourselves and the sample which was culled from the literature are equally divided between the two (good and bad) cluster groups. We are also confident that we are not afflicted by contamination problems; we are sampling the most highly clustered galaxy types and our redshift criterion is |z−z mean | ∼ < 3σ, σ = cluster velocity dispersion. Although we can not claim zero background contamination, with a simplified model of the general galaxy distribution, observed cluster profiles, and spiral fraction (SF), we calculate the expected contamination to be less than one galaxy per cluster.
Addition of an Mg2 line index term to diminish cluster-to-cluster differences in the age/metallicity of the stellar populations does not improve the fits. We find no strong evidence for curvature along the FP. In addition, the galaxies in each cluster cover similar ranges in log(σ) so that we expect any error introduced by sampling different portions of the FP, is at most a minor affect in our final fits and distance measurements.
The most convincing hint at an explanation for the character of the scatter within these clusters comes from X-ray observations of intracluster gas (Figure 3 ). How well a cluster can be described by an FP, we find, is correlated with L x . We infer that within massive, well-virialized clusters the elliptical population tends toward homology earlier and/or more rapidly; evidence that elliptical formation is more strongly driven in the most dense environments (de Carvalho & Djorgovski 1992; Whitmore, Gilmore, & Jones 1993) . We also find that FP fit versus SF shows a weak trend in the same direction as would be expected given the X-ray data.
Conclusions
Using high quality data and a robust fitting techinique, we have determined that clusters of galaxies show a large range in quality-of-fit of their member galaxies to the FP. The size of the r.m.s. about the FP appears to be an intrinsic cluster property. The r.m.s.−L x correlation suggests that within the most virialized clusters, the elliptical population tends toward kinematical and structural uniformity.
The clusters which best fit the FP, and hence, have the most reliable PV estimates, are, within the errors, at rest within the CMB frame. This result strongly suggests that making a cut on the r.m.s. scatter about the FP is the best pre-filter for using the FP of cluster ellipticals as an accurate relative distance indicator.
The average random motion of clusters atop the Hubble flow, represented by σ 1D , is believed to be driven by gravity and the underlying mass distribution and therefore provides constraints on the density parameter, Ω (See for example, Borgani et al.1997; Watkins 1997; Bahcall & Fan 1998) . However, these constraints are only meaningful when an accurate and unbiased distance estimator is used. In a forthcoming paper, we will apply the FP scatter pre-filter to reassess the constraining power that nearby clusters have on large-scale flows and the density parameter of the Universe.
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The most X-ray bright clusters (L x ∼ > 10 44 erg s −1 ) are labelled. The clusters for which there exist no X-ray data are shown along the left side of the panel. L x from White, Jones, & Forman (1997) .
