Breast cancer currently accounts for 32% of cancer incidence and 18% of cancer mortality f o r women in the United States. There were 182,000 new cases of breast cancer in the United States in 1993 and 46,000 deaths. Five y ear survival rates are generally very high (93%) for breast cancer staged as being localized, falling to 72% for regional disease and only 18% for distant disease 1]. The early detection of breast cancer is clearly a key ingredient o f a n y strategy designed to reduce breast cancer mortality.
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Despite advances in resolution and lm contrast, check screen/ lm mammography remains a diagnostic imaging modality where image interpretation is very di cult. Breast radiographs are generally examined for the presence of malignant masses and indirect signs of malignancy such a s the presence of microcalci cations and skin thickening. Unfortunately, i t i s u n l i k ely that major improvements in imaging performance will be achieved by t e c hnical advances in screen/ lm radiography alone. It has been suggested that as normally viewed, mammograms display only about 3% of the information they detect! 4]. The major reason for poor visualization of small malignant masses is the minor di erence in x-ray attenuation between normal glandular tissues and malignant d i s e a s e 2]. This fact makes the detection of small malignancies problematical, especially in younger women who have denser breast tissue. Although calci cations have high inherent attenuation properties, their small size also results in a low subject contrast 3]. As a result, the visibility of small tumors, and any associated microcalci cations, will always be a problem in mammography a s i t i s c u r r e n tly performed using analog lm.
Digital image processing techniques have been applied previously to mammography. The focus of past investigations has been to enhance mammographic features while reducing the enhancement of noise. Gordon and Rangayyan 5] used adaptive neighborhood image processing to enhance the contrast of features relevant t o m a m m ography. This method enhanced the contrast of mammographic features as well as noise and digitization e ects. Dhawan et al. 6, 7, 8] have made signi cant contributions towards solving problems encountered in mammographic image enhancement. They developed an adaptive neighborhood-based image processing technique that utilized low-level analysis and knowledge about a desired feature in the design of a contrast enhancement function to improve the contrast of speci c features. Recently, T ahoces et al. 9 ] developed a method for the enhancement o f c hest and breast radiographs by automatic spatial ltering. In their method, they used a linear combination of an original image and two smoothed images. The process was completed by nonlinear contrast stretching. Thus spatial ltering for enhanced edges was accomplished while minimally amplifying noise.
Brzakovic et. al 10] developed an automated system for the detection and classi cation of particular types of tumors in digitized mammograms. Their system identi ed regions corresponding to possible tumors by m ultiscale image processing based on fuzzy pyramid linking. Regions were classi ed by means of deterministic or Bayes classi er and several metrics. They concluded that their system was very useful in detecting regions that need further analysis, but was somewhat less reliable in recognition.
Chan et. al 11, 12] investigated the application of computer-based methods for the detection of microcalci cations in digital mammograms. Their system was based on a di erence-image technique in which a signal-suppressed image was subtracted from a signal-enhanced image to remove the background in a mammogram. Signal-extraction techniques adapted to the known physical characteristics of microcalci cations were used to isolate them from the remaining noise background. They found that their method could achieve a true-positive cluster detection rate of approximately 80% at a false-positive detection rate of one cluster per image.
In an earlier study related to this paper, computer simulated images were used to optimized multiscale wavelet based processing techniques 13]. Mathematical phantom images contained a gaussian-shaped signal in half of the regions and included several levels of random noise. Signal intensity and noise levels were varied to determine a detection threshold contrast-to-noise ratio (CNR). An index of the ratio of output to input contrast to noise ratios was then used to optimized wavelet based image processing algorithms. Computed CNRs were found to correlate well with signal detection by h uman observers in both the original and processed images.
Our approach to feature analysis and contrast enhancement i s m o t i v ated in part by recently discovered biological mechanisms of the human visual system 14]. Both multi-orientation and multiresolution are known features of the human visual system. Speci cally, there exist cortical neurons which respond speci cally to stimuli within certain orientations and frequencies. In this paper we exploit the orientation and frequency selectivity o f m ultiscale wavelet transforms to make mammographic features more obvious through localized contrast gain. This paper is organized into two parts. In the rst part we present a mathematical foundation for an approach to accomplish image contrast enhancement b y m ultiresolution representations of the dyadic wavelet transform. We formulate two examples in which a linear enhancement o p e r a t o r i s shown mathematically equivalent to traditional unsharp masking with a Gaussian low-pass lter. A formal analysis of wavelet lter selection and associated artifacts is carried out. Then we s h o w t h a t transform coe cients, modi ed within each l e v el of scale by nonlinear operators, can make m o r e obvious unseen or barely seen features of mammography without requiring additional radiation. In addition, we i n troduce an edge-preserved denoising stage based on wavelet shrinkage with adaptive thresholding, and demonstrate that noise suppression and contrast enhancement can be achieved simultaneously within the same framework.
In the second part, we analyze arbitrary regions of interest (ROI) of a digital mammogram by ( o vercomplete) Deslauriers-Dubuc interval wavelets, this could provide radiologists with an interactive capability for local processing of suspicious lesions within large image matrix sizes. We demonstrate that features extracted from this multiscale representation can support an adaptive mechanism for accomplishing local contrast enhancement. Our results are compared with traditional image enhancement t e c hniques by measuring the local contrast of known mammographic features.
Thus we p r e s e n t t wo distinct methods of accomplishing the enhancement of mammographic features in digital mammography. By improving the visualization of breast pathology we can improve c hances of early detection while requiring less time to evaluate mammograms for most patients.
PART 1 : DYADIC WAVELET ANALYSIS
Image contrast is an important factor in the subjective quality of radiographic images. A comprehensive survey of algorithms for contrast enhancement is presented in 15]. Histogram modication techniques 16, 17] have been attractive due to their simplicity and speed. A transformation function is rst derived from a desired histogram and the histogram of an input image. The transformation function is usually nonlinear and for continuous functions, a lossless transformation may be achieved. However, for digital radiographs having a nite number of gray l e v els, some information loss due to quatization errors is typical. For example, a subtle edge may be merged with its neighboring pixels and disappear. Methods that incorporate local context into the transformation process may also have problems. For example, simple adaptive histogram equalization 18] with a xed contextual region (window) cannot adapt to features of distinct sizes. Most edge enhancement algorithms share a common strategy: edge detection and subsequent \crispening". Unsharp masking sharpens edges by substracting a portion of a Laplacian ltered component from an original image. This technique was justi ed as an approximation of a deblurring process in 19]. Loo et al. 20 ] studied an extension of this technique in the context of radiographs. In addition, an extension based on Laplacian tering was proposed in 21]. However, these (unsharp masking) techniques were limited by their linear and single scale nature, and are less e ective f o r images containing diverse features typically found in mammography. In an attempt to overcome these limitations, a local contrast measure and nonlinear transform functions were introduced in 5], and subsequently re ned in 22].
More recently, t h e a d v ancement o f w avelet theory has sparked researchers in the application of image contrast enhancement 23, 24, 25, 26, 27, 28, 29] . These early studies revealed promising results, but were more experimental in design. In this part, we provide a concise mathematical analysis of a dyadic wavelet transform, and reveal its connection to the traditional technique of unsharp masking. In addition, we propose a simple nonlinear enhancement function and analyze the problem of artifacts. We next describe an explict denoising stage that preserves edges using wavelet shrinkage 33] with adaptive thresholding. In addition, we present a t wo dimensional extention for digital mammography and special procedures developed for accomplishing denoising and enhancement without orientation distortion. Finally, sample results are shown and comparisons made using both digitalized mammograms and synthetic signals.
One dimensional discrete dyadic wavelet transform A fast algorithm 31] for computing 1-D discrete dyadic wavelet transform (DDWT) is shown in Figure 1 . The left side shows the structure of decompsition, and the right, reconstruction. For an N-channel structure, there are N ; 1 high-pass or band-pass channels and a low-pass channel. Thus, the decomposition of a signal produces N ; 1 sets of wavelet coe cients and a coarse signal.
In Figure 1 , decomposition lters di er from reconstruction lters. However, this structure is equivalent t o t h e m ultichannel structure shown in Figure 2 . This computational structure makes obvious the potential for parallel processing to support an interactive user interface for computed assisted diagnosis.
Channel frequency responses C m (!) can be written as This formula shows that the discrete Laplacian operator can be implemented by substracting from the value of a central point its average neighborhood. Thus, an extended formula 20] can be written ass
where h(i j) is a discrete averaging lter, and denotes convolution. For example, in 20] an equal-weighted averaging mask was used:
h(x y) = ( 1=N 2 jxj < N = 2 jyj < N = 2 0 otherwise:
Another way to extend the prototype formula 21] came from the idea of a Laplacian-of-Gaussian lter, which expands Equation (4) intõ s(x y) = s(x y) ; k s(x y) g(x y)] = s(x y) ; k s(x y) g(x y)] (6) where g(x y) is an Gaussian function, and g(x y) is a Laplacian-of-Gaussian lter.
Finally, w e m e n tion that both extensions (Equations (5) and (6)) are limited to a single scale.
unsharp masking is included within a DDWT framework
Next, we prove that unsharp masking with a Gaussian lowpass lter can be included in a dyadic wavelet framework for enhancement b y considering two special cases of linear enhancement.
In the rst case, transform coe cients of channels 0 m N ; 1 (7) Since C N (!) is approximately a Gaussian lowpass lter, Equation (7) may be seen as the 1-D counterpart of Equation (5) .
In the second case, transform coe cients of a single channel p, 0 p < N are enhanced (multiplied) by a gain G p > 1, thus
Using the lter class of Equation (1), the input-output relationship of the system de ned in Equation (8) (9) where i] is the impulse response of an approximate Gaussian lter. Similarily, Equation (9) may be seen as the 1-D counterpart of Equation (6) . The inclusion of these two forms of unsharp masking clearly demonstrate the exibility a n d v ersatility of this dyadic wavelet framework. Figure 3 shows an example of linear enhancement using uniform gains across scales. This example clearly demonstrates an increase of local contrast marked by a steeper slope and localized emphasis (undershooting and overshooting). Note that the observed undershooting and overshooting associated with the strong edge is much larger than that of the weaker edge. Therefore, linear enhancement techniques are especially well suited for the enhancement of microcalci cations.
Nonlinear enhancement b y functional mapping
However, linear enhancement tends only to emphasize strong edges, which can lead to ine cient usage of the dynamic range available on a display screen. For example, mammograms enhanced by a linear operator containing a single obvious (high intensity) macrocalci cation will result in gross rescaling with the available dynamic range. This makes the detection of subtle features of importance to mammography more di cult. Below, we s h o w h o w this problem may b e solved by a simple nonlinear method. Linear enhancement can be seen as a mapping of wavelet coe cients by a linear function E m (x) = G m x. A direct extension of linear enhancement i s a nonlinear mapping function, described next.
lter selection and enhancement function design For linear enhancement, selection of the lters G(!) ( a n d t h us K(!)) make little di erence. However, the selection of lters is critical for the nonlinear case. We c hose a discrete Laplacian operator as the lter G(!) Our guidelines for designing a nonlinear enhancement function were:
(1) An area of low c o n trast should be enhanced more than an area of high contrast. This is equivalent t o s a ying that small values of w m i] should be assigned larger gains.
(2) A sharp edge should not be blurred.
In addition, an enhancement function may be further subjected to the constraints:
(1) Monotonicity, in order not to change the position of local extrema, nor create new extrema.
(2) Antisymmetry, E(;x) = ;E(x), in order to preserve phase polarity for \edge crispening".
A simple piecewise linear function that satis es these conditions is shown in Figure 4 ,
x ; (K ; 1)T if x < ;T Kx if jxj T x + ( K ; 1)T if x > T (10) where K > 1. Note that for T maxfjw n]jg, e v ery wavelet coe cient w i l l b e m ultiplied by a gain of K 0 , reducing the function to a linear function. This implies that our nonlinear algorithm includes unsharp masking as a subset.
threshold selection For each level m, an enhancement operator E m has two parameters: threshold T m and gain K m . In our experimental studies, gain was the same value across levels such that K m = K 0 0 m N ; 1, and T m was set in two distinct ways according to the two considerations mentioned earlier in this section.
(1) For the purpose of enhancing weak features, we set threshold T m = t maxfjw m n]jg, where 0 < t < 1 w as user speci ed. By setting a small t across levels, we assured that weak features at distinct scales were always favored and e ectively enhanced. Figure 5 show s a n umerical example of nonlinear enhancement. Note that enhancement of both edges is accomplished (especially the weak edge).
(2) To make e cient use of the dynamic range of the computer screen, thresholds were bound in the following way: At e a c h l e v el, the magnitudes of wavelet coe cients were quantized into 1024 bins, and a distribution (histogram) h was computed. For a user speci ed t, 0<t<1, an actual threshold T m was computed such that P N;1 n=k h n] = P N;1 n=0 h n] t. Thus, the threshold T m divided the range of wavelet coe cients into two regions. The region with values larger than the threshold T m was then compressed, and the lower region stretched. Figure 6 shows sample result for the digital mammogram shown in Figure 10 (a).
We claim that our multiscale algorithm provides a marked improvement o ver traditional techniques in two respects:
1. The e cient m ultiscale (or multimask) decomposition localizes searches for features existing within distinct scales, making the traditional (try-and-fail) strategy of window selection unnecessary.
2. The nonlinear algorithm enhances small features within each scale without blurring the edges of larger features. Thus making possible the simultaneous enhancement of features of various size.
Furthermore, artifacts possibly created by a nonlinear enhancement operator can be limited by judicious selection of lter and design constraints. For example, the arguments presented below assure that no new extrema (artifacts) will be created within each c hannel.
1. Filters are zero-phase. No spatial shifting of features exists in the transform space.
2. E(x) is a monotonically increasing function, and thus will not produce new extrema points.
3. The reconstruction lters are simply zero-phase smoothing lters. The nonlinear enhancement methods described above d o n o t t a k e i n to account the presence of noise. In general, noise exists in a digitized image due to the imaging device and quantization. As a result of nonlinear processing, noise may be ampli ed and may diminish the bene ts of contrast enhancement. In the next section, we present a method to accomplish denoising.
Incorporating denoising into enhancement
Unfortunately, denoising is a very di cult problem. Fundamentally, there is no absolute boundary to distinguish a feature from noise. Even if there are known characteristics for a particular type of noise, it may be theoretically impossible to completely seperate the noise from features of interest. Therefore, denoising methods may be seen as ways to suppress very high frequency and incoherent components of an input signal.
A v ery simple method of denoising that is equivalent t o l o w-pass ltering is naturally included in a d y adic wavelet framework. That is, simply discard several channels of high spatial frequency, and enhance channels of lower frequency. The problem associated with this linear denoising approach is that edges are blurred signi cantly, rendering it unsuitable for contrast enhancement. In order to achieve edge-preserved denoising, more sophisticated methods based on wavelet analysis have been proposed. Mallat and Hwang 32] connected noise behavior to singularities. Their algorithm was based on a multiscale edge representation. The algorithm traced modulus wavelet maxima to evaluate local Lipschitz exponents and deleted maxima points with a negative Lipschitz value. In addition, Donoho 33] proposed nonlinear wavelet shrinkage. This algorithm reduced wavelet coe cient v alues towards zero based on a level-depedent threshold.
A denoising stage based on wavelet shrinkage can be incorporated into our enhancement algorithm. However, there are two arguments which f a vor shrinking gradient coe cients instead of Laplacian coe cients 34].
In the previous section, we argued that nonlinear enhancement should be performed on Laplacian coe cients. Therefore, in order to incorporate denoising into our enhancement algorithm, we s p l i t 
where G d (!) = 2 j sin(!).
Denoising by w avelet shrinkage 33] can then be incorporated into this structure as illustrated in Figure 7 , where the shrinking operator can be written as C(x) = sign(x) ( jxj ; T n if jxj > T n 0 otherwise: For our application to digital mammography, w e h a ve c hosen a shrinking operator that is a piecewise linear and monotonically non-decreasing function, that will not introduce artifacts.
Two dimensional extension
For processing digital mammograms, the one dimensional structures presented above w ere simply extended for two dimensions. We rst adopted the method proposed by Mallat 31] , shown in Figure 8 , where lter L(!) = 1+jH(!)j 2 2 , and H(!), K(!) a n d G(!) w ere the same lters used in the 1-D case.
However, experimentally we observed that if we simply modi ed the two o r i e n ted wavelet coecients independently, orientation distortions were introduced. These potentially disastrous artifacts were avoided by applying a denoising operation to the magnitude of gradient coe cients, and then applying a nonlinear enhancement operation on the sum of the Laplacian coe cients, as shown in Figure 9 . For the two oriented gradient coe cients wx 1 and wy 1 , the magnitude M and phase P were computed as M = q wx 2 1 + wy 2 1 and P = arctan(wy 1 =wx 1 ), respectively. The denoising operation was then applied to M, obtaining M 0 . The denoised coe cients were then simply restored as wx 0 1 = M 0 cos(P) a n d wy 0 1 = M 0 sin(P ), respectively. F or the enhancement operation, notice that the sum of two Laplacian components is isotropic. Therefore, we computed the sum of the two Laplacian components as S = wx 2 + wy 2 and C = wx 2 =S. A nonlinear enhancement operator was then applied to S only, producing S 0 . T h us, the two restored components were wx 0 2 = S 0 C and wy 0
Experimental results
In this section, we present some samples of our experimental results. In our study, l m radiographs of the breast were digitized using a sampling size of 210 microns, on a Kodak laser lm digitizer, with 10-bit quantization (contrast resolution). Figure 10 (a) shows a digital mammogram of size 400x512 containing a stellate lesion. Figure  10 (b) shows a nonlinear enhancement of the radiograph. The structure of the lesion is more clearly shown, as well as the boundary tissue of the breast. The local e ect of contrast enhancement can be appreciated more precisely by the detail of the scan line comparison shown in Figure 11 . Figure 12 (a) shows a digital mammogram of size 512x512 containing stellate lesions. Figure  12 (b) shows the image after processing by nonlinear enhancement. The structure and borders of the lesions are well de ned, as are the vascular, nipple and glandular tissues. The bene t of contrast enhancement can be seen by the subtle variations of the scan line pro le compared in Figure 13 .
PART 2 : INTERVAL WAVELETS
We next describe a method for accomplishing an interactive paradigm for adaptive contrast enhancement 23, 24, 25, 26, 28] . In this study, w e h a ve i n vestigated Deslauriers-Dubuc interpolation wavelets 35, 36] constructed on the interval to compute a multiscale representation. Mammograms were reconstructed from transform coe cients modi ed at each l e v el by local and global nonlinear operators. This representation was attractive because it subdued the \edge e ects" of traditional multiresolution representations (based on perodization of a nite signal to a signal on a line or simply adding zeros to extend a signal on a line). The shape of the basis functions for these representations can be symmetric o r a n tisymmetric, and allow for perfect reconstruction. In this paper, we applied this analysis to decompose an arbitrary region of interest of a mammogram, so that a selected region could be analyzed independent of its surrounding context.
In many applications, a signal has nite length, such that the signal lives on the interval 0 1], or in the two dimmensional case, an image. Cohen 
Deslauriers-Dubuc interpolation
In this study we i n vestigated multiresolution representations of the Deslauriers-Dubuc fundamental functions 35, 36] . Figure 14 shows a fundamental solution of Deslauriers-Dubuc interpolation and its associated wavelet (D = 3 ) . Donoho 38] showed how to adapt the Deslauriers-Dubuc interpolating transform to \life on the interval". Suppose that j k is a scaling function on the line. The scaling functions on the interval interv j k can be derived as follows: (1) In addition, Donoho 38] showed that if j 0 is a non-negative i n teger satisfying 2 j 0 > 2D+2 (de ning non-interacting boundaries), then there exists a collection of functions interv j k and interv j k such that Tables 1 and 2 show the discrete lters used in our study for the case of D = 3. Figure 15 shows the boudaries of the associated interval wavelets. An example of the processing structures for the one dimensional case is shown is Figure 16 .
Enhancement techniques
To accomplish multiscale contrast enhancement, both local and global techniques for image enhancement w ere applied to each m ultiresolution representation. For the interval wavelet basis, there were four components in the transform space: horizontal, vertical, diagonal, and a DC component, 
Experimental results and discussion
Preliminary results have shown that the multiscale processing techniques described above can make unseen or barely seen features of a mammogram more obvious without requiring additional radiation. Our study suggests that these techniques can improve the visualization of features of importance to mammography and assist the radiologist in the early detection of breast cancer.
Mathematical models of phantoms were constructed to validate our enhancement techniques against false positives arising from possible artifacts introduced by our enhancement methods and to evaluate contrast improvement quantitatively. Our models included features of regular and irregular shapes and sizes of interest in mammographic imaging, such as microcalci cations, cylindrical and spicular objects, and conventional masses. Techniques for \blending" a normal mammogram with the images of mathematical models were developed. The purpose of these experiments was to test the performance of our processing techniques on inputs known \a priori" using mammograms where the objects of interest were deliberately obscured by normal breast tissues. The \imaging" justi cation for \blending" is readily apparent a cancer is visible in a mammogram because of its (slightly) higher X-ray attenuation which causes a lower radiation exposure on the lm in the appropriate region of a projected image. Figure 18 (a) shows an example of a mammogram whereby the mathematical phantom shown in Figure 18 (b) has been blended into a clinically-proven, cancer-free mammogram Figure 18(a) . The image shown in Figure 18 (c) was constructed by adding the amplitude of the mathematical phantom image to the cancer free mammogram followed by local smoothing.
Before applying our processing techniques, a computer simulated phantom was developed to both characterize and optimize each w avelet based enhancement algorithm 13], such as the levels of analysis, threshold (T) and gain (c) parameter values. This early study enabled us to compute an enhancement factor (EF) which w as used to quantitatively measure algorithm performance. EF was de ned as the ratio of output to input contrast noise ratios (CNR). The study found that computed EF values correlated well with the feature detection performance of radiologists.
In addition, radiologists at Shands Hospital at the University of Florida validated that processing the blended mammogram with our local enhancement techniques introduced no signi cant artifacts and preserved the shapes of the known mammographic features (calci cations, dominant masses, and spicular lesions) contained in the original mathematical phantom. Enhancement b y m ultiscale edges provided a signi cant improvement i n l o c a l c o n trast for each feature included in the blended mammogram. A quantitative measure of contrast improvement can be de ned by a C o n trast Improvement Index (CII), CII = C Processed C Original where C Processed and C Original are the contrast values for a region of interest in the processed and original images, respectively.
In this paper we adopted a version of the optical de nition of contrast introduced by Morrow et al. 39] . The contrast C of an object was de ned by C = f;b f+b where f was the mean gray-level value of a particular object in the image (foreground), and b was the mean gray-level value of a surrounding region (background). This de nition of contrast has the advantage of being independent of the actual range of gray levels in the image. For each feature included in the mathematical phantom, local masks were de ned to separate the foreground and background regions of each feature in the blended mammogram. Figure 19 (a) shows the result after processing the blended mammogram with adaptive histogram equalization (AHE). Figure 19 Figure 20 were rescaled by the same linear transformation. Table 3 shows the contrast values for the original and enhanced mammographic features shown in Figure 19 , while Table 4 shows the values for CII. From the two tables we observed that both GAIN and EDGE enhancement methods performed signi cantly better than unsharp masking (UNS) and adaptive histogram equalization (AHE). Figure 21 demonstrats the improvement o f l o c a l c o n trast accomplished by GAIN for a sample scan line pro le taken from cross sections of each features. Figure 22 shows the improvement o f local contrast for the same scan line accomplished by the EDGE method. Note that in all cases contrast was improved while preserving the overall shape of each feature pro le. By applying wavelets constructed on the interval, we can more e ciently accomplish enhancement of an arbitrary region of interest (ROI) of a digital mammogram. Figure 23(a) shows the enhancement of an arbitrary region of interest using adaptive gain processing of an DD interval wavelet interpolation basis. Figure 23(b) shows the enhancement of an arbitrary region of interest using multiscale edges of the same interval wavelet basis. The decomposition of the selected ROI was computed by processing horizontal and vertical \scan lines". Enhancement w as then achieved by modifying only the coe cients within the ROI, and then simply reconstructing.
By constraining the enhancement to a speci c region, computation costs were greatly reduced. For example, Table 5 shows the comparison of actual computation time for processing an entire mamogram (complete image matrix) versus a selected ROI.
In summary, methods for accomplishing adaptive c o n trast enhancement b y a m ultiscale representation were investigated. Contrast enhancement w as applied to features of speci c interest to mammography including masses, spicules and microcalci cations. Multiresolution representations provided an adaptive m e c hanism for the local emphasis of such features blended into digitized mammograms. In general, improvements in image contrast based on multiscale processing were superior to those obtained using competitive algorithms of unsharp masking and adaptive histogram equalization.
Using Deslauriers-Dubuc interpolation interval wavelets, we demonstrated the enhancement of arbitrary regions of interest. This can provide radiologists with an interactive capability f o r enhancing only suspicious regions of a mammogram, at a reduced computational cost.
CONCLUSION
In both studies above, multiresolution representations provided an adaptive m e c hanism for the local emphasis of features of importance to mammography. In general, improvements in image contrast for multiscale image processing algorithms were superior to those obtained using existing competitive algorithms. These initial results are encouraging and suggest that wavelet based image processing algorithms could play an important role in improving the imaging performance of digital mammography.
However, in Part 2, features blended into the mammograms were \idealized" representations of the types of objects that are of primary interest to mammographers. The resultant mammographic images were appropriate for the purpose of demonstrating improved image contrast made possible by w avelet based image processing algorithms. Furthermore, these images were also useful for comparing multiscale wavelet based algorithms with existing image processing algorithms. The test results obtained in this study, h o wever, cannot be directly extrapolated to clinical mammography. In addition, it is also important to study possible image artifacts introduced by n e w w avelet lters which m a y adversely a ect imaging performance by increasing the false positive r a t e .
Thus, it is essential that further studies are performed to identify the most promising approaches of multiscale based image processing algorithms. The identi cation of the most appropriate basis functions for enhancing speci c types of mammographic features needs further investigation. The best way of selecting wavelet coe cients for enhancement, and their degree of enhancement, also merit systematic analysis. Ultimately, h o wever, the objective o f a n y image processing is to improve the visibility of clinically signi cant features in mammograms. Accordingly, the most promising algorithms require evaluation using clinical mammograms. In the near future, such tests will be designed to measure the ability o f m ultiscale image processing to signi cantly improve the sensitivity, speci city and overall accuracy of mammographic interpretation. Figure 8 : Two dimensional dyadic wavelet transform (two l e v els shown). Support of interior wavelet, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
Support of right wavelet, [14] [15] . 
