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Abstract
In this paper we investigate the compressible Navier-Stokes-Cahn-Hilliard equations
(the so-called NSCH model) derived by Lowengrub and Truskinowsky. This model
describes the flow of a binary compressible mixture; the fluids are supposed to be
macroscopically immiscible, but partial mixing is permitted leading to narrow transition
layers. The internal structure and macroscopic dynamics of these layers are induced
by a Cahn-Hilliard law that the mixing ratio satisfies. The PDE constitute a strongly
coupled hyperbolic-parabolic system. We establish a local existence and uniqueness
result for strong solutions.
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1. Introduction and main result
In this paper we are concerned with the compressible Navier-Stokes-Cahn-Hilliard equa-
tions (the so-called NSCH model) derived by Lowengrub and Truskinowsky, see (1.2)-(1.8)
below. This system is a diffuse interface model for the flow of a binary mixture of com-
pressible, viscous, and macroscopically immiscible fluids. Our main objective is to prove
existence and uniqueness of local (in time) strong solutions of this system. Before giving
the precise mathematical formulation and stating our main result we provide some physical
background of the model.
One way to describe the flow of immiscible fluids and the motion of interfaces between
these fluids is based on the assumption that Euler or Navier-Stokes equations apply to both
sides of the interface and across this interface certain jump conditions are prescribed. How-
ever such a model breaks down when near interfaces a molecular mixing of the immiscible
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fluids occurs in such a large amount that the model of sharp interfaces cannot be maintained.
Another problem of such models concerns the description of merging and reconnecting in-
terfaces. One way out is to replace the sharp interface by a narrow transition layer, that is
one allows a partial mixing in a small interfacial region.
For this purpose one first introduces the mass concentrations ci = Mi/M with M =
M1 +M2, where Mi denotes the mass of the fluid i in the representative volume V . Notice
that this implies c1+ c2 = 1 as well as 0 ≤ ci ≤ 1. A basic hypothesis is the identification of
an order parameter c with a constituent concentration, e.g. c = c1, or with the difference of
both concentrations, c = c1 − c2 ≡ 2c1 − 1. Choosing the latter case, c varies continuously
between −1 and 1 in the interfacial region and takes the values −1 and 1 in the absolute
fluids. Let u1, u2 denote the velocities of the corresponding fluids and ρ˜1 :=
M1
V , ρ˜2 :=
M2
V
the associated apparent densities which both fulfil the equation of mass balance. Then,
introducing the total density ρ := ρ˜1+ ρ˜2 and the mass-averaged velocity ρu := ρ˜1u1+ ρ˜2u2,
we obtain the equation of mass balance for ρ and u,
∂tρ+∇·(ρu) = 0, (t, x) ∈ J × Ω.
The total energy EG(t) in a volume G ⊂ Ω is to be given as the sum of kinetic energy and
(specific) Helmholtz free energy, that is it is assumed that
EG(t) :=
∫
G
1
2
ρ|u|2 + ρψ(ρ, c,∇c) dx.
Here ψ denotes the specific Helmholtz free energy density at a given temperature, which
may depend on ρ, c and ∇c. If we choose ψ(ρ, c,∇c) as follows
ψ(ρ, c,∇c) := ψ(ρ, c) + 12ε(ρ, c)|∇c|
2,
also being known as the Cahn-Hilliard specific free energy density, then the convected ana-
logue of the Cahn-Hilliard equation can be derived (using the second law of thermodynam-
ics/local dissipation inequality etc., see [18]), that is
∂t(ρc) +∇·(ρuc) = ∇·(γ(ρ, c)∇µ), (t, x) ∈ J × Ω.
The generalised chemical potential µ is given by
µ = ∂cψ − ρ
−1∇·
(
ρ
∂ψ
∂∇c
)
≡ ∂cψ − ρ
−1∇·(ρε(ρ, c)∇c) , ∂cψ = ψc(ρ, c) +
1
2εc(ρ, c)|∇c|
2.
Here the parameter ε(ρ, c) > 0measures the interfacial thickness and γ(ρ, c) > 0 the mobility
of the concentration field c. Further, it is supposed that the stress tensor T is given as the
sum of a viscous and non-viscous contribution, that is T := S + P with
S(ρ, c, u) := 2η(ρ, c)D(u) + λ(ρ, c)∇·u I, D(u) := 12 (∇u+∇u
T ),
where I denotes the identity, S the Cauchy stress tensor with viscosity coefficients η(ρ, c)
and λ(ρ, c), and P the non-hydrostatic Cauchy stress tensor, which is assumed to be of the
form
P(ρ, c) := −ρ2∂ρψ I − ρ∇c⊗
∂ψ
∂∇c
= −ρ2∂ρψ I − ρε(ρ, c)∇c⊗∇c,
∂ρψ = ∂ρψ +
1
2ερ(ρ, c)|∇c|
2.
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The given function π := ρ2ψρ constitutes the pressure and the extra contribution−ρ∇c⊗
∂ψ
∂∇c
in the stress tensor represents capillary forces due to surface tension. Thus the Navier-Stokes
equations read as
∂t(ρu) +∇·(ρu⊗ u)−∇·(S + P) = ρfext, (t, x) ∈ J × Ω,
where fext stands for external forces. A complete derivation of this model can be found in
[18], cf. also [11] and [2].
We point out that the basic energy identity is obtained by multiplying the momentum
equation in (1.2) by u, integrating over Ω, integration by parts, and using the identity
∇·P ≡ −ρ∇(ψ + ρ∂ρψ) + ρ µ∇c. This leads to the result
d
dt
EΩ(t) +
∫
Ω
S : D dx+
∫
Ω
γ(ρ, c)|∇µ|2 dx =
∫
Ω
ρfext · u dx, ∀t > 0. (1.1)
To become more specific, let Ω ⊂ Rn be a bounded domain with boundary Γ := ∂Ω
of class C4 decomposing as Γ = Γd ∪ Γs with dist(Γd,Γs) > 0, where one of these sets
may be empty. The outer unit normal of Γ at position x is denoted by ν(x). Further, let
J = [0, T ] be a compact time interval. The two-component (binary) viscous compressible
fluid is characterized by its total density (of the mixture) ρ : J ×Ω→ R+, its mean velocity
field u : J×Ω→ Rn, and the mass concentration difference of the two components (the order
parameter) c : J × Ω → R. Collecting the equations from above, the unknown functions ρ,
u, and c are governed by the Navier-Stokes-Cahn-Hilliard (NSCH) system
∂t(ρu) +∇·(ρu⊗ u)−∇·S −∇·P = ρfext, (t, x) ∈ J × Ω,
∂t(cρ) +∇·(cρu)−∇·(γ(ρ, c)∇µ) = 0, (t, x) ∈ J × Ω,
(1.2)
∂tρ+∇·(ρu) = 0, (t, x) ∈ J × Ω, (1.3)
with
S = 2η(ρ, c)D(u) + λ(ρ, c)∇·u I, P = −
(
π + 12ρ
2ερ(ρ, c)|∇c|
2
)
I − ρε(ρ, c)∇c⊗∇c,
µ = ∂cψ − ρ
−1∇ · (ε(ρ, c)ρ∇c), ψ = ψ(ρ, c) + 12ε(ρ, c)|∇c|
2, π = ρ2∂ρψ.
(1.4)
These equations have to be complemented by initial conditions
u(0, x) = u0(x), c(0, x) = c0(x), ρ(0, x) = ρ0(x), x ∈ Ω, (1.5)
and boundary conditions. Two natural boundary conditions are of interest for u, namely
the non-slip condition
u = 0, (t, x) ∈ J × Γd (1.6)
and the pure slip condition
(u|ν) = 0, QS · ν = 2η(ρ, c)QD(u) · ν = 0, (t, x) ∈ J × Γs (1.7)
with Q(x) := I − ν(x)⊗ ν(x). As boundary conditions for c, we consider
∂νµ(ρ, c)(t, x) = 0, ∂νc(t, x) = 0, (t, x) ∈ J × Γ, (1.8)
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meaning that no diffusion through the boundary occurs and the diffuse interface is orthogonal
to the boundary of the domain.
Note that problem (1.2)-(1.8) has a quasilinear structure, since among others ρ is present
in front of ∂tu and ∂tc.
We are looking for strong solutions in the Lp-setting. More precisely, we seek solutions
(u, c, ρ) ∈ Z(J) := Z1 ×Z2 ×Z3 where
Z1 := H
3/2
p (J ; Lp(Ω;R
n)) ∩H1p(J ; H
2
p(Ω;R
n)) ∩ Lp(J ; H
4
p(Ω;R
n)),
Z2 := H
1
p(J ; Lp(Ω)) ∩ Lp(J ; H
4
p(Ω)),
Z3 := H
2+1/4
p (J ; Lp(Ω)) ∩ C
1(J ; H2p(Ω)) ∩C(J ; H
3
p(Ω)),
(1.9)
and
p ∈ (pˆ,∞), pˆ := max {4, n} . (1.10)
Here and in the sequel the symbols Hsp and W
s
p refer to Bessel potential spaces and Sobolev-
Slobodeckij spaces, respectively. We also write Zi(J) and Z(J) to indicate the time interval.
To motivate the chosen solution class, let us first consider the equation for c in the base
space Lp(J ; Lp(Ω)), which is a natural choice when looking for strong solutions. Since µ
contains second order derivatives of c w.r.t. the spatial variables, the equation is of fourth
order in space and hence Z2 is the natural regularity class for c. Observe that the Cahn-
Hilliard equation contains a third order term of ρ, that is we need ρ ∈ Lp(J ; H3p(Ω)) at least.
Since ρ is governed by the hyperbolic equation (1.3), there is no gain of regularity, that is
u ∈ Lp(J ; H4p(Ω;R
n)) is required. To obtain this regularity for the velocity, we are in turn
forced to study the Navier-Stokes equation in the base space Lp(J ; H
2
p(Ω;R
n)) at least. Note
that if c ∈ Z2 we have due to the mixed derivative theorem (cf. [21])
c ∈ Z2 = H
1
p(J ; Lp(Ω)) ∩ Lp(J ; H
4
p(Ω)) →֒ H
1/2
p (J ; H
2
p(Ω)),
and thus the natural regularity class for ∇·P , which contains second order terms of c, is the
space
Xn1 (J) := H
1/2
p (J ; Lp(Ω;R
n)) ∩ Lp(J ; H
2
p(Ω;R
n)).
Considering ∇·P as input for the Navier-Stokes equation, that is taking Xn1 (J) as the base
space for this equation one expects that u belongs to the space Z1, from the maximal Lp-
regularity point of view. Finally, once we have u ∈ Z1 the continuity equation yields ρ ∈ Z3
as we will show below. Note that the Navier-Stokes and the Cahn-Hilliard equation are
strongly coupled as ∂tu, ∇·S(u), and ∇·P are of the same order. The condition (1.10) on p
ensures the validity of several embeddings which are needed for deriving suitable estimates
for the nonlinear terms.
Our main result on the system (1.2)-(1.8) is the following.
Theorem 1.1 Let Ω ⊂ Rn be a bounded domain with compact C4-boundary Γ decomposing
disjointly as Γ = Γd∪Γs with dist (Γd,Γs) > 0, J0 = [0, T0] with T0 ∈ (0,∞), and p ∈ (pˆ,∞).
Let further the following assumptions be satisfied.
(i) ε, η, λ ∈ C4(R2), ψ ∈ C5(R2), γ ∈ C2(R2);
(ii) η, 2η + λ, ε, γ > 0 in R2;
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(iii) fext ∈ Xn1 (J0) = H
1/2
p (J0; Lp(Ω;R
n)) ∩ Lp(J0; H2p(Ω;R
n));
(iv) (u0, c0, ρ0) ∈ V := W
4− 2
p
p (Ω;Rn)×W
4− 4
p
p (Ω)× {ϕ ∈ H3p(Ω) : ϕ(x) > 0, ∀x ∈ Ω};
(v) the subsequent compatibility conditions hold:
u0|Γd = 0, (u0|ν)|Γs = 0, QS|t=0,Γs · ν|Γs = 0, ∂νc0 = 0, ∂νµ(ρ0, c0) = 0,
−∇·S|t=0,Γd = (∇·P + ρfext)|t=0,Γd ∈W
2− 3
p
p (Γd;R
n),
− (∇·S|t=0|ν)|Γs = (∇·P − ρ∇u · u+ ρfext|ν)|t=0,Γs ∈W
2− 3
p
p (Γs),
−QS(∇·S)|t=0 · ν|Γs = QS(∇·P − ρ∇u · u+ ρfext)|t=0,Γs · ν|Γs ∈W
1− 3
p
p (Γs;R
n).
Then the system (1.2)-(1.8) possesses a unique strong solution w = (u, c, ρ) on a maximal
time interval J∗ := [0, T
∗), T ∗ ≤ T0 if the solution is not global; the solution w belongs to
the class Z(J1) for each interval J1 = [0, T1] with T1 < T ∗, or to the class Z(J0) if the
solution exists globally. The maximal time interval J∗ is characterized by the property:
lim
t→T∗
w(t) does not exist in Vp, (1.11)
where Vp is defined as the space of all (u1, c1, ρ1) ∈ V such that the compatibility conditions in
(v) hold with (u0, c0, ρ0) being replaced by (u1, c1, ρ1). Moreover, for fixed fext not depending
on t the solution map w0 7→ w(·) generates a local semiflow on the phase space Vp.
Our result is on the original Lowengrub-Truskinovsky system. A similar model has recently
been studied by Abels and Feireisl [2]. They proved existence of global weak solutions, but
not uniqueness, for a simplified version of the Lowengrub-Truskinovsky system where the
Helmholtz free energy (in our notation) is given by
F =
∫
Ω
(
ρψ(c, ρ) +
1
2
|∇c|2
)
dx,
that is ε = 1/ρ, see also Anderson [5, p. 151]. The approach in [2] does not seem to extend
to the original Lowengrub-Truskinovsky system, since the energy estimates, on which the
method in [2] is based, do not provide any bound for ∇c in vacuum zones, i.e. where
ρ = 0. A similar model for incompressible fluids was studied by Boyer [6], Liu and Shen
[17], Starovoitov [26], and Abels [1].
The basic tool in our proof of Theorem 1.1 is the contraction mapping principle. We
proceed as follows. Regarding u as given and assuming sufficient regularity, the continuity
equation, as well-known in the literature, can be solved by means of the method of char-
acteristics provided that the condition (u|ν)|Γ ≥ 0 is satisfied, see e.g. [25]. Inserting the
solution ρ = L[u]ρ0 into the equations for u and c reduces the original system to a non-local,
fully nonlinear, strongly coupled system for u and c. This problem then is locally solved by
means of a fixed point argument using maximal regularity for the linearized problem. The
unique solution (u, c) is found in the class Z1 ×Z2, and this in turn gives rise to ρ ∈ Z3 via
the relation ρ = L[u]ρ0.
When looking at the reduced problem for (u, c) one realizes that it is impossible to
derive a contraction inequality in the space Z1 × Z2. To overcome this difficulty we will
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work with a larger base space of the fixed point mapping. This idea was independently
introduced by Kato and Lax in the context of quasilinear hyperbolic symmetric systems and
has already often been used in the literature, see e.g. [19], [25], [10]. It turns out that the
space Z1(J)× Z2(J) defined by
Z1(J) := H
5/4
2 (J ; L2(Ω;R
n)) ∩ H12(J ; H
1
2(Ω;R
n)) ∩ L2(J ; H
3
2(Ω;R
n)),
Z2(J) := H
3/4
2 (J ; L2(Ω)) ∩ L2(J ; H
3
2(Ω))
is a suitable choice for the contraction property.
There is still another problem that arises in setting up the fixed point argument, it is
due to the nonlinear boundary condition ∂νµ(ρ, c) = 0. It seems that for the derivation of
the desired contraction property one requires that the identity ∂νµ = 0 is preserved under
the fixed point mapping. To overcome this difficulty we add the variable µ, that is we work
with triples (u, c, µ) and view the reduced problem for (u, c) as a problem for (u, c, µ). Since
c ∈ Z2(J) and
µ = ∂cψ − ρ
−1∇·(ερ∇c) ,
the natural regularity class of µ is given by
µ ∈ Zµ(J) := H
1/2
p (J ; Lp(Ω)) ∩ Lp(J ; H
2
p(Ω)).
As differences of c are considered in Z2(J), the natural space for the contraction estimate
for µ will be
Zµ(J) := H
1/4
2 (J ; L2(Ω)) ∩ L2(J ; H
1
2(Ω)).
We put
µ0 := µ|t=0 = ψc(c0, ρ0) +
1
2εc(c0, ρ0)|∇c0|
2 − ρ−10 ∇·(ε(c0, ρ0)ρ0∇c0) . (1.12)
Let further u• be the trace of ∂tu at t = 0 which is obtained from (1.2)-(1.5). Note that
∂tu ∈ H
1/2
p (J ; Lp(Ω;R
n)) ∩ Lp(J ; H
2
p(Ω;R
n)) →֒ C(J ;W
2− 4
p
p (Ω;R
n)),
see e.g. [30], so that W
2− 4
p
p (Ω;Rn) is the natural space for u•. For T ∈ (0, T0] (with T0 > 0
being fixed) we set J := [0, T ] and will consider the set
ΣT := {(u, c, µ) ∈ Z1(J)×Z2(J)×Zµ(J) : (u, ∂tu, c, µ)(0) = (u0, u•, c0, µ0),
u = 0 on J × Γd, (u|ν) = 0 and QD(u) · ν = 0 on J × Γs,
∂νc = ∂νµ = 0 on J × Γ, and
‖(u, c, µ)− (u, c, µ)‖Z1(J)×Z2(J)×Zµ(J) ≤ 1},
(1.13)
in which local solutions (u, c, µ) of the reduced problem will be sought. Here (u, c, µ) ∈
Z1(J0) × Z2(J0) × Zµ(J0), with J0 = [0, T0], is a triple of certain reference functions with
(u, ∂tu, c, µ)(0) = (u0, u•, c0, µ0). We will show that for sufficiently small T the fixed point
mapping associated with the reduced problem leaves ΣT invariant and is a strict contraction
in Z1(J)×Z2(J)×Zµ(J). Therefore the contraction mapping principle applies, since ΣT is
a closed subset of Z1(J)× Z2(J)× Zµ(J), see Lemma 2.1 below.
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The paper is organized as follows. In Section 2 we fix some notation and provide some
auxiliary results. In Section 3 we describe our reformulation of the system (1.2)-(1.8) as
a fixed point problem. Section 4 is devoted to the maximal regularity property for the
linearized problem. In particular we establish maximal regularity in the non-standard higher
regularity class Z1(J) for the subproblem for u, i.e. the linearized Navier-Stokes problem.
In Section 5 we study the continuity equation. We prove regularity results for ρ given a
velocity u ∈ Z1(J) and derive a contraction estimate in the space
Z3(J) := H
2
2(J ; L2(Ω)) ∩ C
1(J ; H12(Ω)) ∩ C(J ; H
2
2(Ω)).
In Section 6 we prove the crucial contraction estimate for the Cahn-Hilliard subproblem in
the space Z2(J) × Zµ(J). The proof of Theorem 1.1 is completed in Section 7, where we
make use of the estimates from the preceding sections to carry out the fixed point argument.
The paper concludes with generalizations of the main result (Section 8).
2. Preliminaries
We begin by fixing some notation. If X is a Banach space and Ω is a Lebesgue measurable
subset of Rn, then for 1 < p < ∞ and s > 0 the symbols Hsp(Ω;X) and W
s
p(Ω;X) stand
for the Bessel potential spaces resp. Sobolev-Slobodeckij spaces of X-valued functions on
Ω. For the Lebesgue spaces and spaces of continuous or Hölder continuous functions we use
standard notation. Furthermore, if F(I;X) is any function space with I = [0, T ] ⊆ R+, we
set 0F(I;X) := {v ∈ F(I;X) : (∂kt v)|t=0 = 0, k = 0, 1, 2, . . . , whenever the trace exists}
and 0F(I;X) := {v ∈ F(I;X) : (∂kt v)|t=T = 0, k = 0, 1, 2, . . . , whenever the trace exists}.
Recall that a Banach space X belongs to the class HT , if the Hilbert transform is bounded
on L2(R;X).
Let X be a complex Banach space and A be a closed linear operator in X . Then A is
called pseudo-sectorial if (−∞, 0) is contained in the resolvent set of A and the resolvent
estimate |t(t + A)−1|B(X) ≤ C, t > 0, holds, for some constant C > 0. If in addition the
null space N (A) = {0}, and the domain D(A) as well as the range R(A) of A are dense in
X then A is called sectorial. The class of sectorial operators in X is denoted by S(X), and
by φA we mean the spectral angle of A ∈ S(X). For 1 ≤ p < ∞, and γ ∈ (0, 1) the space
(X,DA)γ, p denotes the real interpolation space (X,DA)γ, p, whereDA stands for the domain
of A equipped with the graph norm. We say that an operator A ∈ S(X) admits bounded
imaginary powers and write A ∈ BIP(X) if the imaginary powers Ais form a bounded C0-
group on X . The type θA of this group is called the power angle of A; there holds θA ≥ φA.
We refer to [8] for properties of operators from the classes S(X) and BIP(X) (and other
important subclasses of S(X)).
The following proposition can be found in [21].
Proposition 2.1 Let 1 < p <∞, 1/p < β < 1, suppose A is an invertible pseudo-sectorial
operator in X with φA < π/2, and set u(t) = e
−Atx, x ∈ X. Then the following statements
are equivalent:
(i) x ∈ DA(β − 1/p, p); (ii) u ∈ Lp(R+;DA(β, p)); (iii) u ∈W
β
p(R+;X).
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Next we collect several embeddings for the function spaces (1.9) which will be used fre-
quently in what follows. By the mixed derivative theorem, see [21], we have the embeddings
Z1 →֒ H
1+θ/2
p (J ; H
(1−θ)2
p (Ω;R
n)) ∩ Hθp(J ; H
(1−θ)2+2
p (Ω;R
n)),
Z2 →֒ H
θ
p(J ; H
4(1−θ)
p (Ω)), Zµ →֒ H
θ/2
p (J ; H
2(1−θ)
p (Ω)),
Z3 →֒ H
(2+1/4)θ
p (J ; H
3(1−θ)
p (Ω)), θ ∈ (0, 1).
(2.1)
For p > pˆ and 0 < β < 1/4− 1/p Sobolev embeddings imply
Z1 →֒ W1 := C
5/4+β(J ; C(Ω;Rn)) ∩ C3/4+β(J ; C1(Ω;Rn)) ∩C1/4+β(J ; C2(Ω;Rn)),
Z2 →֒ W2 := C
1/2+β(J ; C(Ω)) ∩ C1/4+β(J ; C1(Ω)) ∩Cβ(J ; C2(Ω)),
Z3 →֒ W3 := C
1(J ; C(Ω)) ∩ C1/2(J ; C1(Ω)) ∩C(J ; C2(Ω)),
Zµ →֒ Wµ := C
1/4+β(J ; Lp(Ω)) ∩C
β(J ; C(Ω)) ∩ Lp(J ; C
1(Ω)).
(2.2)
Lemma 2.1 Under the above assumptions on Ω and p, the set ΣT as defined as in (1.13)
is closed in the space Z1(J)× Z2(J)× Zµ(J).
Proof. The assertion of this lemma follows from the above Sobolev embeddings (p > pˆ > 2),
and the subsequent abstract lemma. 
Lemma 2.2 Let X, Y be Banach spaces with Y →֒ X densely and Y being reflexive. Then
for any r > 0 the ball Br(0) := {y ∈ Y : ‖y‖Y ≤ r} is closed with respect to the topology of
X.
A proof of Lemma 2.2 can be found, e.g., in [14].
Lemma 2.3 Let J = [0, T ] be a compact interval with T ≤ T0 and T0 being fixed, 1 < q <∞,
α ∈ (1q , 1), 0 < ε < 1−α, and X be a Banach space of class HT . Then for any v ∈ 0H
α
q (J ;X)
and any ϕ ∈ Cα+ε(J ;B(X)) the product ϕv belongs to the space 0Hαq (J ;X) as well and there
holds
‖ϕv‖
0Hαq (J;X)
≤ C
(
‖ϕ‖C(J;B(X))‖v‖0Hαq (J;X) + ‖ϕ‖Cα+ε(J;B(X))‖v‖Lq(J;X)
)
, (2.3)
where the constant C is independent of T, ϕ, and v.
Proof. Set g1−α(t) = t
−α/Γ(α), t > 0. The Riemann-Liouville fractional derivative of v is
defined as
∂αt v := ∂t
∫ t
0
g1−α(t− τ)v(τ) dτ, t ∈ J.
It has been shown in [30], see also [31], that v 7→ ‖∂αt v‖Lq(J;X) defines an equivalent norm for
the space 0H
α
q (J ;X), whenever X belongs to the class HT . For v and ϕ as in the statement
of the lemma we further have the product rule
∂αt (ϕv)(t) = ϕ(t)∂
α
t v(t) +
∫ t
0
[−g′1−α(t− τ)]
(
ϕ(t)− ϕ(τ)
)
v(τ) dτ, t ∈ J,
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which can be obtained by simple algebra assuming that ϕ ∈ C1(J ;B(X)) and an approxi-
mation argument. A version of this product rule can already be found in [29, Lemma 2.2].
We may now estimate as follows.
‖ϕv‖
0Hαq (J;X)
≤ C1‖∂
α
t (ϕv)‖Lq(J;X) ≤ C1
(
‖ϕ∂αt v‖Lq(J;X)
+
α
Γ(1 − α)
‖
∫ t
0
(t− τ)−α−1
(
ϕ(t)− ϕ(τ)
)
v(τ) dτ‖Lq(J;X)
)
≤ C1
(
‖ϕ‖C(J;B(X))‖∂
α
t v‖Lq(J;X)
+
α
Γ(1 − α)
‖ϕ‖Cα+ε(J;B(X))‖
∫ t
0
(t− τ)ε−1‖v(τ)‖X dτ‖Lq(J)
)
≤ C2
(
‖ϕ‖C(J;B(X))‖v‖0Hαq (J;X) + ‖gε‖L1(J)‖ϕ‖Cα+ε(J;B(X))‖v‖Lq(J;X)
)
,
which implies the desired estimate with a constant that can be chosen independent of T ∈
(0, T0], since v has vanishing trace at t = 0. 
3. Formulation of the fixed point problem
In this section we describe how the original problem is reformulated as a fixed point
problem. The basic idea is to rewrite the Navier-Stokes equations as well as the Cahn-Hilliard
equation in (1.2) such that the left-hand side becomes linear and the nonlinearities on the
right-hand side can be estimated appropriately to make the fixed point argument work. As
already mentioned in the introduction we view the Cahn-Hilliard equation, together with
the law for µ, as a system for the pair (c, µ). We further point out that the linearisation is
carried out in such a way that the elliptic operator appearing in the Cahn-Hilliard equation
maintains its divergence structure and can be viewed as the square of an elliptic operator.
This feature will be essential to establish the desired contraction inequality for the Cahn-
Hilliard problem in the space Z2(J)× Zµ(J), see Section 6.
The governing equations for u, c, and µ can be rewritten as
ρ0∂tu+A(D)u + B(D)c+ Cµ = F1(w, ρ), (t, x) ∈ J × Ω,
ε0ρ0
γ0
∂tc−∇·(ε0∇µ) = F2(w, ρ), (t, x) ∈ J × Ω,
−µ−∇·(ε0∇c) = Fµ(w, ρ), (t, x) ∈ J × Ω,
u = 0, (t, x) ∈ J × Γd,
((u|ν)|Γs ,QD(u) · ν|Γs) = 0, (t, x) ∈ J × Γs,
∂νc = ∂νµ = 0, (t, x) ∈ J × Γ,
u = u0, c = c0, (t, x) ∈ {0} × Ω,
(3.1)
where now w = (u, c, µ), a0 := a|t=0 for a ∈ {η, λ, γ, ε, π}. Further A(D) and B(D) are
second order operators, and C is a multiplication operator; they are defined by
A(D)u := −∇·
(
2η0D(u) + λ0∇·u I
)
,
B(D)c := [ρ20∂ρε0 + ρ0ε0]∇c0 · ∇
2c,
Cµ := −ρ0∇c0µ.
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The nonlinearities F1, F2, and Fµ are given by
F1(w, ρ) := B1(w, ρ)u +B2(w, ρ)c+B3(w, ρ)ρ +Bµ(w)µ +Blow(w, ρ),
F2(w, ρ) :=
ε0
γ0
{
∂t
(
[ρ0 − ρ]c
)
−∇·(cρu)−∇·
(
[γ0 − γ]∇µ
)}
+
ε20
γ0
∇(γ0ε0 ) · ∇µ,
Fµ(w, ρ) := ∇·([ε− ε0]∇c) + ρ
−1ε∇ρ · ∇c− ∂cψ,
(3.2)
where
Blow(w, ρ) := −ρ∇u · u− ∂c(ρψ + ρ
2∂ρψ)∇c+ ρfext,
B1(w, ρ)φ := (ρ0 − ρ)∂tφ−∇·
(
2[η0 − η(ρ, c)]D(φ) + [λ0 − λ(ρ, c)]∇·φ I
)
,
B2(w, ρ)φ :=
(
[ρ20∂ρε0 + ρ0ε0∇c0]∇c0 − [ρ
2∂ρε+ ρ0ε0∇c0]∇c
)
∇2φ,
B3(w, ρ)φ := −∂ρ(ρ
2∂ρψ)∇φ, Bµ(w, ρ)φ := −(ρ0∇c0 − ρ∇c)φ.
(3.3)
Observe that Bi(w0, ρ0) ≡ 0 holds for i = 1, 2, µ and the term ∂c(ρψ + ρ
2∂ρψ)∇c is of
lower order. Moreover, ∂ρ(ρ
2∂ρψ) depends only on ρ, c, and ∇c. For the ’freezing of
the coefficients’ in the quasilinear terms in the Navier-Stokes equation we may use the
fixed functions c0 and ρ0, as by imposing p > 4, cf. the condition (1.10), the embeddings
c0 ∈ W4−4/pp (Ω) →֒ H
3
p(Ω) →֒ C
2(Ω) hold. These are necessary to ensure A(D)u ∈ Xn1 (J)
for given u ∈ Z1(J).
Problem (3.1) can be viewed as an abstract equation for w = (u, c, µ) of the form
Lw = (F1(w, ρ), u0,F2(w, ρ), c0,Fµ(w, ρ)) =: F(w, ρ), ρ = L[u]ρ0, (3.4)
where L stands for the linear operator on the left-hand side of (3.1) with the components
being ordered in such a way that we first have the equations for u, then for c, and finally for
µ. Further, L[u]ρ0 denotes the solution operator to the equation of conservation of mass,
see Section 5, and Fi, i = 1, 2, µ, comprises the nonlinearity Fi as well as the corresponding
zero boundary data,
F1(w, ρ) := (F1(w, ρ), 0, 0), F2(w, ρ) := (F2(w, ρ), 0), Fµ(w, ρ) := (Fµ(w, ρ), 0). (3.5)
We will show that equation (3.4) defines a nonlinear mapping G : ΣT → Z1(J) × Z2(J) ×
Zµ(J) (see (1.13) for the definition of ΣT ) according to
G : w 7→ w′ := (u′, c′, µ′), Lw′ = F(w, ρ), w = (u, c, µ), ρ = L[u]ρ0, (3.6)
which for a sufficiently small T leaves ΣT invariant and becomes a strict contraction with
respect to the weaker topology of Z1 × Z2 × Zµ.
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4. Maximal regularity for Cahn-Hilliard and a viscous fluid
To make our fixed point argument work, we have to show that the linearized problem
with the operator L on the left-hand side, that is the problem
ρ0∂tu+A(D)u + B(D)c+ Cµ = f(t, x), (t, x) ∈ J × Ω,
ε0ρ0
γ0
∂tc−∇·(ε0∇µ) = g(t, x), (t, x) ∈ J × Ω,
−µ−∇·(ε0∇c) = gµ(t, x), (t, x) ∈ J × Ω,
u = hd(t, x), (t, x) ∈ J × Γd,
((u|ν),QD(u) · ν) = hs(t, x), (t, x) ∈ J × Γs,
∂νc = h1(t, x), ∂νµ = hµ(t, x), (t, x) ∈ J × Γ,
u = u0(x), c = c0(x), (t, x) ∈ {0} × Ω,
(4.1)
has the property of maximal regularity in the described setting. This means we have to
prove that for any right-hand side data in the natural regularity classes and subject to
the necessary compatibility conditions the linear problem (4.1) possesses a unique solution
(u, c, µ) ∈ Z1(J) × Z2(J) × Zµ(J). Since in the linearized system the problems for u and
(c, µ) decouple, one can first solve the Cahn-Hilliard problem in (4.1) and insert its solution
into the terms B(D)c and Cµ which become data for the equation of u, which is solved in the
second step. Thus the linearized problem reduces to the study of two separated problems.
We begin with the linear Cahn-Hilliard problem, that is with the system for (c, µ). The
corresponding maximal regularity result is the following.
Theorem 4.1 Let Ω be a bounded domain in Rn with C4-boundary Γ, let J = [0, T ] be
a compact time interval, and p > max{1, n3 } with p 6=
5
3 , 5 . Further, assume that ρ0,
γ0, ε0 ∈ H3p(Ω) and ρ0(x), γ0(x), ε0(x) > 0 for all x ∈ Ω. Then the linear Cahn-Hilliard
subproblem in (4.1) possesses a unique solution (c, µ) ∈ Z2(J) × Zµ(J) if and only if the
data g, gµ, h, hµ, c0 satisfy the following conditions
1. g ∈ X2(J) := Lp(J ; Lp(Ω)), gµ ∈ Xµ(J) := H1/2p (J ; Lp(Ω)) ∩ Lp(J ; H
2
p(Ω));
2. (h1, hµ) ∈ Y1(J) × Yµ(J), with Yk(J) := W
1− k
4
−
1
4p
p (J ; Lp(Γ)) ∩ Lp(J ;W
4−k− 1
p
p (Γ)),
k = 1, 3, and Yµ(J) := Y3(J);
3. c0 ∈W
4− 4
p
p (Ω);
4. ∂νc0 = h1|t=0 in W
3− 5
p
p (Γ) for p >
5
3 , and ∂νµ0 = hµ|t=0 in W
1− 5
p
p (Γ) for p > 5, where
µ0 := gµ|t=0 −∇ · (ε0∇c0).
Moreover, the terms B(D)c and Cµ in the first equation of (4.1) belong to Xn1 (J) provided
that p > pˆ.
Proof. This result is well-known and follows, e.g., from [7], see also [23] and [24]. The
last assertion is a consequence of the mixed derivative theorem and multiplier theorems for
fractional Sobolev spaces. 
The remaining equations of (4.1) represent a linear problem for u, as the terms B(D)c
and Cµ are determined by the previous theorem. The following theorem gives necessary and
sufficient conditions for the unique solvability of the u-problem in the maximal Lp-regularity
class and is well-known, it follows, e.g., from the results in [7].
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Theorem 4.2 Let Ω be a bounded domain in Rn, n ≥ 1, with C2-boundary Γ decomposing
disjointly as Γ = Γd ∪ Γs with dist (Γd,Γs) > 0, J = [0, T ], and p ∈ (1,∞) with p 6= 3/2, 3.
Further, assume that ρ0 ∈ C(Ω), η0, λ0 ∈ C1(Ω) and ρ0(x), η0(x), 2η0(x) + λ0(x) > 0 for
all x ∈ Ω. Then the subproblem for u in (4.1) possesses a unique solution
u ∈ H1p(J ; Lp(Ω;R
n)) ∩ Lp(J ; H
2
p(Ω;R
n)),
if and only if the data f˜ = f − B(D)c− Cµ, hd, hs, u0 satisfy the following conditions.
1. f˜ ∈ Lp(J ; Lp(Ω;Rn));
2. (hd, hs) ∈ Y0,d(J ;R
n)× Y0,s(J)× Y1,s(J ;R
n) with hs := (hs1, hs2) and
Yi,k(J ;E) := W
(2−i− 1
p
) 1
2
p (J ; Lp(Γk;E)) ∩ Lq(J ;W
2−i− 1
p
p (Γk;E)), i = 0, 1, k = d, s;
3. u0 ∈W
2− 2
p
p (Ω;Rn);
4. u0|Γd = hd|t=0 in W
2− 3
p
p (Γd;R
n) if p > 3/2;
5. (u0|ν)|Γs = hs1|t=0 in W
2− 3
p
p (Γs), QD(u0) · ν|Γs = hs2|t=0 in W
1− 3
p
p (Γs;R
n) if p > 3.
The (non-standard) higher maximal regularity results for u we need read as follows. Here
we use the notation
Bdu = u|Γd , Bsu =
(
(u|ν),QD(u) · ν
)
|Γs
.
Theorem 4.3 Let Ω be a bounded domain in Rn, n ≥ 1, with C3-boundary Γ decomposing
disjointly as Γ = Γd ∪ Γs with dist (Γd,Γs) > 0. Let J = [0, T ] and assume that ρ0, η0,
λ0 ∈ C2(Ω) ∩ H32(Ω) as well as ρ0(x), η0(x), 2η0(x) + λ0(x) > 0 for all x ∈ Ω. Then the
subproblem for u in (4.1) possesses a unique solution in
Z1,B(J) :=
{
v ∈ Z1(J) : Bdv ∈W
5
4
2 (J ; L2(Γd;R
n)),
Bsv ∈W
5
4
2 (J ; L2(Γs))×W
3
4
2 (J ; L2(Γs;R
n))
}
,
Z1(J) = H
5/4
2 (J ; L2(Ω;R
n)) ∩ H12(J ; H
1
2(Ω;R
n)) ∩ L2(J ; H
3
2(Ω;R
n)),
if and only if the data f˜ := f − B(D)c − Cµ, hd, hs = (hs1, hs2), u0 satisfy the following
conditions
1. f˜ ∈ H1/42 (J ; L2(Ω;R
n)) ∩ L2(J ; H12(Ω;R
n));
2. (hd, hs1, hs2) ∈ Y0,d(J ;Rn)× Y0,s(J)× Y1,s(J ;Rn) with Yk,i(J ;E) :=
W
1
2
(3−k− 1
2
)
2 (J ; L2(Γi;E)) ∩ L2(J ;W
3−k− 1
2
2 (Γi;E)), k = 0, 1, i = d, s, E ∈ {R
n,R};
3. u0 ∈W22(Ω;R
n);
4. u0|Γd = hd|t=0 in W
3/2
2 (Γd;R
n);
5. (u0|ν)|Γs = hs1|t=0 in W
3/2
2 (Γs), QD(u)|t=0 · ν|Γs = hs2|t=0 in W
1/2
2 (Γs;R
n).
Theorem 4.4 Let Ω be a bounded domain in Rn, n ≥ 1, with C4-boundary Γ decomposing
disjointly as Γ = Γd ∪ Γs with dist (Γd,Γs) > 0. Let J = [0, T ] and p > max{
4
3 ,
n
3 } with
p 6= 32 , 3. Further, assume that ρ0, η0, λ0 ∈ C
2(Ω) ∩ H3p(Ω) as well as ρ0(x), η0(x),
2η0(x) + λ0(x) > 0 for all x ∈ Ω. Then the subproblem for u in (4.1) possesses a unique
solution in
Z1,B(J) :=
{
v ∈ Z1(J) : Bdv ∈W
2− 1
2p
p (J ; Lp(Γd;R
n)),
Bsv ∈W
2− 1
2p
p (J ; Lp(Γs))×W
3
2
−
1
2p
p (J ; Lp(Γs;R
n))
}
,
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if and only if the data f˜ := f − B(D)c − Cµ, hd, hs = (hs1, hs2), u0 satisfy the following
conditions
1. f˜ ∈ Xn1,Γ(J) := {ϕ ∈ X
n
1 (J) : ϕ|t=0,Γd ∈W
2−3/p
p (Γd;R
n), (ϕ|t=0|ν)|Γs ∈W
2−3/p
p (Γs),
QD(ϕ)|t=0,Γs ∈W
1−3/p
p (Γs;R
n)};
2. (hd, hs1, hs2) ∈ Y0,d(J ;R
n)× Y0,s(J)× Y1,s(J ;R
n) with Yk,i(J ;E) :=
W
2− k
2
−
1
2p
p (J ; Lp(Γi;E)) ∩ Lp(J ;W
4−k− 1
p
p (Γi;E)), k = 0, 1, i = d, s, E ∈ {Rn,R};
3. u0 ∈W
4− 2
p
p (Ω;Rn);
4. u0|Γd = hd|t=0 in W
4− 3
p
p (Γd;R
n);
5. (u0|ν)|Γs = hs1|t=0 in W
4− 3
p
p (Γs), QD(u)|t=0 · ν|Γs = hs2|t=0 in W
3− 3
p
p (Γs;R
n);
6. ρ0|Γd∂thd|t=0 +A(D)u|t=0,Γd = f˜|t=0,Γd in W
2− 3
p
p (Γd;R
n) and
ρ0|Γs∂ths1|t=0 + (A(D)u|t=0|ν)|Γs = (f˜|t=0|ν)|Γs in W
2− 3
p
p (Γs) if p >
3
2 ;
7. ∂ths2|t=0 + QD(ρ
−1
0 A(D)u)|t=0,Γs · ν|Γs = QD(ρ
−1
0 f˜)|t=0,Γs · ν|Γs in W
1− 3
p
p (Γs;R
n) if
p > 3.
We will only give a proof for the last theorem. Theorem 4.3 can be proved by the same
methods, the proof being even much simpler than that for the last theorem, due to the lower
degree of regularity.
Proof of Theorem 4.4. The necessity part is a consequence of trace theory and Sobolev
embeddings. The compatibility conditions follow by taking all possible temporal and spatial
traces in the differential equation as well as the boundary and initial conditions. Note that
the higher time regularity of hd, hs1, hs2 results from the additional time regularity of Bdv
and Bsv.
Concerning the sufficiency part, we know already from Theorem 4.2 that the subproblem
for u in (4.1) possesses a unique solution u in the regularity class Z1(J) so that it only
remains to show that u enjoys the higher regularity properties stated in Theorem 4.4. To
achieve this, one can use the well-known localization technique, flattening of the boundary,
and perturbation arguments (see e.g. [7]) to reduce the problem to associated full and half
space problems with constant coefficients. For these types of problems explicit solution
formulas are available, which allow us to prove the desired extra regularity of u. For the
sake of brevity, we will only deal with the model problem in the half space that comes from
the boundary condition on Γs. The other half space case and the full space case are even
simpler and can be treated in the same way.
The problem in the half space Rn+ := R
n−1×R+ we have to study in order to be able to
treat the local problems involving the boundary segment Γs reads as follows
∂tu+ u− η0∆u− (λ0 + η0)∇∇·u = f(t, x, y), t ∈ J, x ∈ R
n−1, y > 0,
−∂yu
t = θ(t, x), un = ϑ(t, x), t ∈ J, x ∈ Rn−1, y = 0,
u = u0(x, y), t = 0, x ∈ R
n−1, y > 0,
(4.2)
where we have set u = (ut, un) ∈ Rn−1 × R. The outer unit normal in this case is given by
ν = (0, . . . , 0,−1)T . For the sake of convenience we added the zeroth order term u on the
left-hand side of the PDE, which is always possible, since we have a compact time interval.
Transferring the regularity assumptions from the original problem to this half space problem
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we obtain
f ∈ H1/2p (J ; Lp(R
n
+)) ∩ Lp(J ; H
2
p(R
n
+)), f
n
|t=0,y=0 ∈W
2−3/p
p (R
n),
∂yf
t
|t=0,y=0 ∈W
1−3/p
p (R
n;Rn−1), u0 ∈W
4−2/p
p (R
n
+;R
n),
ϑ ∈W
(4−1/p) 1
2
p (J ; Lp(R
n−1)) ∩ Lp(J ;W
4−1/p
p (R
n−1)), ∂βxϑ ∈ Y0(J),
θ ∈W
(3−1/p) 1
2
p (J ; Lp(R
n−1;Rn−1)) ∩ Lp(J ;W
3−1/p
p (R
n−1;Rn−1)), ∂βx θ ∈ Y1(J ;R
n−1),
Yi(J ;E) := W
(2−i−1/p) 1
2
p (J ; Lp(R
n−1;E)) ∩ Lp(J ;W
2−i−1/p
p (R
n−1;E)), i = 0, 1,
where ∂βx with β ∈ N
n−1, |β| ≤ 2, denotes tangential derivatives up to order 2. Moreover,
the corresponding compatibility conditions take the form
un0|y=0 = ϑ|t=0 ∈W
4−3/p
p (R
n), −[∂yu
t
0]|y=0 = θ|t=0 ∈W
3−3/p
p (R
n;Rn−1),
[∂tϑ+ ϑ]|t=0 − η0[∆u
n
0 ]|y=0 = [(λ0 + η0)∂y∇·u0 + f
n
|t=0]|y=0 ∈W
2−3/p
p (R
n) if p >
3
2
, (4.3)
[∂tθ + θ]|t=0 + η0[∂y∆u
t
0]|y=0 = −[(η0 + λ0)∂y∇x∇·u0 + ∂yf
t
|t=0]|y=0 ∈W
1−3/p
p (R
n;Rn−1)
if p > 3.
By maximal regularity with Lp(J ; Lp(R
n
+;R
n)) as base space for the PDE we know al-
ready that u ∈ Z˜(J) := H1p(J ; Lp(R
n
+;R
n))∩Lp(J ; H2p(R
n
+;R
n)). Differentiating all equations
of (4.2) with respect to the tangential variables, we see that ∂βxu ∈ Z˜(J) for all |β| ≤ 2, by
maximal Lp(J ; Lp(R
n
+;R
n))-regularity. Therefore
u ∈ H1p(J ; H
2
p(R
n−1; Lp(R+))) ∩ Lp(J ; H
2
p(R
n−1; H2p(R+))).
Hence it remains to show that the normal derivatives ∂jyu, j ∈ {1, 2}, lie in Z˜(J) and that
∂tu ∈ H
1/2
p (J ; Lp(R
n
+;R
n)) ∩ Lp(J ; H2p(R
n
+;R
n)). To establish this regularity, we will derive
a solution formula for (4.2) from which the regularity can be read off.
To begin with, it is useful to consider v := ∇·u, which solves the problem
∂tv + v − (2η0 + λ0)∆v = ∇x · f
t + ∂yf
n, t ∈ J, x ∈ Rn−1, y > 0,
−∂yv = ψ, t ∈ J, x ∈ R
n−1, y = 0,
v = ∇·u0 =: v0, t = 0, x ∈ R
n−1, y > 0,
(4.4)
where
ψ = −∇x · ∂yu
t
|y=0 − ∂
2
yu
n
|y=0
= ∇x · θ + (2η0 + λ0)
−1[fn|y=0 − ∂tϑ− ϑ+ η0∆xϑ− (η0 + λ0)∇x · θ],
in view of the identity
−(2η0 + λ0)∂
2
yu
n = η0∆xu
n + (η0 + λ0)∇x · ∂yu
t − ∂tu
n − un + fn.
Observe that ψ belongs toW1/2−1/4pp (J ; Lp(R
n−1))∩Lp(J ;W2−1/pp (R
n−1)), which comes from
fn|y=0 having the least regularity. Further, the compatibility condition −[∂yv0]|y=0 = ψ|t=0
is satisfied if p > 3/2, by the first three conditions in (4.3). A solution formula for (4.4) is
well-known, cf. [21], however we need a representation which allows to verify the desired
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higher regularity and thus takes into account the corresponding compatibility conditions.
To be precise, the aim is to show the regularity
∂yv, B
1/2v ∈ H1/2p (J ; Lp(R
n
+)) ∩ Lp(J ; H
2
p(R
n
+)), (4.5)
where the operator B is defined as B = Ba = −∆x + a−1I with domain D(B) = H2p(R
n−1)
and a = 2η0 + λ0; actually here we have to take the natural extension of B to the corre-
sponding space of functions that also depend on t and y. In what follows we will use the
same symbol for both objects, whenever there is no danger of confusion. Having established
(4.5) we will be able to infer the desired regularity of u from the model problem for u with
right-hand side depending on v which we consider below.
We introduce the operator A1/2 =
1
2B − ∂
2
y with domain D(A1/2) = {ϕ ∈ H
2
p(R
n
+) :
ϕ|y=0 = 0}. Let φ denote the unique solution of
−∂2yφ+
1
2
Bφ = e−(B/2)
1/2yg, y > 0, g := g(v0) := [
1
2Bv0 − ∂
2
yv0]|y=0,
φ(0) = v0|y=0,
(4.6)
which is given by
φ = Φ(y)v0|y=0 +
y
2 (
1
2B)
−1/2Φ(y)g = Φ(y)v0|y=0 +A
−1
1/2
Φ(y)g, (4.7)
where Φ(y) denotes the analytic semigroup e−(B/2)
1/2y. Then φ belongs to W3−2/pp (R
n
+),
since v0|y=0 ∈ W
3−3/p
p (R
n−1), g ∈ W1−3/pp (R
n−1), and by the mapping properties of Φ, see
Proposition 2.1. It follows from the construction of φ that v0−φ ∈ A
−1/2
1/2 DA1/2(1−1/p, p) =
{ϕ ∈W3−2/pp (R
n
+) : ϕ|y=0 = A1/2ϕ|y=0 = 0}, whenever traces make sense.
We next define for α > 0 the operators Sα(t) := e
−α(B/2)t, and Tα(t) := e
−αAt, where we
have set A := A1 = B − ∂2y with domain D(A) = D(A1/2). Let further G = ∂t with domain
D(G) = 0H
1
p(J ;X) := {ϕ ∈ H
1
p(J : X) : ϕ|t=0 = 0} and Fα := (α
−1G + B)1/2, α > 0,
with domain D(Fα) = D(G
1/2) ∩D(B1/2) = 0H1/2p (J ; Lp(R
n−1)) ∩ Lp(J ; H1p(R
n−1)). These
operators are sectorial, invertible and belong to BIP
(
Lp(J ; Lp(R
n−1))
)
with power angles
θG ≤ π/2 and θFα ≤ π/4, respectively; here we apply the Dore-Venni Theorem similarly as
in [21] to show that Fα enjoys the claimed properties. By means of these operators v can
be written as
v = v1 + e
−FayF−1a [ψ − ∂yv1|y=0],
v1 := Ta(t)[v0 − φ] + Sa(t)φ
+ Ta ∗
{
∇·f − e−Fay(∇·f|y=0 − Sa(·)∇·f|y=0,t=0)− Sa(·)Φ(y)∇·f|y=0,t=0
}
(t)
+ tSa(t)Φ(y)
[
∇·f|y=0,t=0 −
1
2Bv0|y=0 + ∂
2
yv0|y=0
]
+ y2 e
−FayF−1a
[
∇·f|y=0 − Sa(t)∇·f|y=0,t=0
]
.
To see that v possesses the regularity as mentioned, we remark that ∇ · f belongs
to H1/4p (J ; Lp(R
n
+)) ∩ Lp(J ; H
1
p(R
n
+)) and thus, by trace theory, we obtain ∇ · f|y=0 ∈
W1/4−1/4pp (J ; Lp(R
n−1)) ∩ Lp(J ;W1−1/pp (R
n−1)), ∇ · f|t=0,y=0 ∈ W
1−5/p
p (R
n−1). The verifi-
cation of the desired regularity for v is quite similar to the argument given below for ut,
which is why we omit the details here.
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Relying on the regularity of v just shown, it is now not so difficult to infer the claimed
regularity properties of u. In fact, u can be considered as the solution of
∂tu
t + ut − η0∆u
t = (λ0 + η0)∇xv + f
t(t, x, y) =: ht(t, x, y), t > 0, x ∈ Rn−1, y > 0,
∂tu
n + un − η0∆u
n = (λ0 + η0)∂yv + f
n(t, x, y) =: hn(t, x, y), t > 0, x ∈ Rn−1, y > 0,
−∂yu
t = θ(t, x), un = ϑ(t, x), t > 0, x ∈ Rn−1, y = 0,
ut = ut0(y, x), u
n = un0 (y, x) t = 0, x ∈ R
n−1, y > 0.
where we split again u = (ut, un) and f = (f t, fn), and view ∇v, the regularity of which is
known by means of the results above, as an inhomogeneity. Therefore, the problem for ut
and un decouples and we have the representations
ut = ut1 + e
−Fη0yF−1η0
[
θ − ∂yu
t
1|y=0
]
,
ut1 := Tη0(t)[u
t
0 − φ
t] + Sη0(t)φ
t
+ Tη0 ∗
{
ht − e−Fη0y(ht|y=0 − Sη0(·)h
t
|y=0,t=0)− Sη0(·)Φ(y)h
t
|y=0,t=0
}
(t)
+ tSη0(t)Φ(y)
[
ht|y=0,t=0 −
1
2Bu
t
0|y=0 + ∂
2
yu
t
0|y=0
]
+ y2 e
−Fη0yF−1η0
[
ht|y=0 − Sη0(t)h
t
|y=0,t=0
]
,
and
un = un1 + Tη0 ∗
{
hn − e−Fη0y
(
hn|y=0 − Sη0(·)h
n
|y=0,t=0
)
− Sη0(·)Φ(y)h
n
|y=0,t=0
}
(t)
+ Tη0(t)[u
n
0 − φ
n] + y2 e
−Fη0yF−1η0
[
hn|y=0 − Sη0(t)h
n
|y=0,t=0
]
+ e−Fη0y[ϑ− un1|y=0],
un1 := Sη0(t)φ
n + tSη0(t)Φ(y)
[
hn|y=0,t=0 −
1
2
Bun0|y=0 + ∂
2
yu
n
0|y=0
]
.
Here, B = Bη0 and φ = (φ
t, φn) ∈ W4−2/pp (R
n
+;R
n−1) × W4−2/pp (R
n
+) denotes the so-
lution of (4.6) with the data given there replaced by (Φ(y)g(u0), u0|y=0), which implies
u0 − φ ∈ A−1DA(1 − 1/p, p) = {ϕ ∈ W4−2/pp (R
n
+;R
n) : ϕ|y=0 = Aϕ|y=0 = 0}. To under-
stand where this regularity comes from, one first verifies that u0|y=0 ∈ W
4−3/p
p (R
n−1;Rn),
g(u0) ∈ W
2−3/p
p (R
n−1;Rn), and Φ(·)g(u0) ∈ W
2−3/p
p (R
n
+;R
n), by applying Proposition 2.1.
Further, due to the second representation of φ, see (4.7), taking the derivative ∂y corresponds
to applying B1/2 in terms of regularity, and therefore Bφ, ∂2yφ ∼ Φ(y)Bu0|y=0+BA
−1
1/2Φ(y)g,
where both terms lie in W2−2/pp (R
n
+;R
n).
Observe that the compatibility conditions were incorporated in the above solution for-
mulas to the result that θ|t=0 = ∂yu
t
1|y=0,t=0, ∂tθ|t=0 = ∂t∂yu
t
1|y=0,t=0, ϑ|t=0 = u
n
1|y=0,t=0,
and ∂tϑ|t=0 = ∂tu
n
1|y=0,t=0.
The solution formulas allow us to verify the desired additional regularity of u, that is
∂kxiu, ∂
k
yu ∈ Z˜(J), k = 1, 2, and ∂tu ∈ H
1/2
p (J ; Lp(R
n
+;R
n)). We will give the argument for
the component ut. The component un can be discussed similarly. In what follows we will
also use the symbol Z˜(J) for functions taking values in Rn−1.
We first study the term w1 := Tη0(t)[u
t
0 − φ
t]. Here taking the derivatives ∂t, ∂
2
xi , or ∂
2
y
corresponds to applying A. Therefore, from A[ut0 − φ
t] ∈ DA(1 − 1/p, p) we conclude that
w1 ∈ H2p(J ; Lp(R
n
+;R
n−1)) ∩ Lp(J ; H4p(R
n
+;R
n−1)).
The third term in the representation of ut1, namely w3 := Tη0 ∗{. . .}, is more involved. To
begin with, observe that {. . .}|y=0 = 0, which along with {. . .} ∈ Lp(J ; H
2
p(R
n
+;R
n−1)) leads
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to Aw3 ∈ Z˜(J). Moreover, it is easy to see that Sη0(t)Φ(y)h
t
|y=0,t=0 ∈ Z˜(J), e
−Fη0y(ht|y=0−
Sη0(t)h
t
|y=0,t=0) ∈W
1/2+1/2p
p (J ; Lp(R
n
+;R
n−1)) ∩ Lp(J ; H2p(R
n
+;R
n−1)), and since ht belongs
to H1/2p (J ; Lp(R
n
+;R
n−1))∩Lp(J ; H2p(R
n
+;R
n−1)), we may conclude from the identity ∂tw2 =
T ∗A{. . .}+ {. . .} the desired regularity.
The next term we study is w2 := Sη0(t)φ
t, it even lies in Z˜2(J) := H2p(J ; Lp(R
n
+;R
n−1))∩
Lp(J ; H
4
p(R
n
+;R
n−1)). To see this, observe first that we have φt ∈ W4−2/pp (R
n
+;R
n−1) and
Sη0(t)[Bφ
t]|y=0 ∈ Lp(J ;W
2−1/p
p (R
n;Rn−1)) ∩W1−1/2pp (J ; Lp(R
n;Rn−1)), by Proposition 2.1.
Further, as we have the relations ∂tw2 ∼ Bw2, ∂
2
xiw2 ∼ Bw2, and ∂
2
yw2 ∼ Bw2, it is
sufficient to consider vˆ := Bw2, which solves
∂tvˆ + vˆ − η0∆vˆ = 0, t > 0, x ∈ R
n−1, y > 0,
vˆ|y=0 ∈W
1−1/2p
p (J ; Lp(R
n;Rn−1)) ∩ Lp(J ;W
2−1/p
p (R
n;Rn−1)),
vˆ|t=0 ∈W
2−2/p
p (R
n
+;R
n−1).
By maximal Lp-regularity it follows that vˆ ∈ Z˜(J), and hence w2 ∈ Z˜2(J).
We next investigate the term w4 := tSη0(t)Φ(y)[h
t
|y=0,t=0 −
1
2Bu
t
0|y=0 + ∂
2
yu
t
0|y=0] =:
tSη0(t)Φ(y)w˜00 =: tw˜. It belongs to Z˜
2(J) as well. In fact, observe that w˜00 lies in
W2−3/pp (R
n;Rn−1) and w˜ ∈ Z(J), as w˜ solves the problem above with right side 0, boundary
data S(t)w˜00, and initial data Φ(y)w˜00, where the data possess the regularity stated above.
Moreover, w4 solves the problem above with right side w˜, boundary data tS(t)w˜00, and
initial data 0. Because of this observation we are able to rewrite w4 as follows.
w4(t, y) = e
−Fη0ytSη0(t)w˜00 +
1
2F
−1/2
η0
∫ ∞
0
[e−Fη0 |y−s| − e−Fη0(y+s)]w˜(t, s) ds
≡ e−Fη0y(G+ 12B)
−1Sη0(t)w˜00 + . . . ,
and this representation reveals the claimed regularity.
Finally, we have to look at w5(t, y) :=
y
2F
−1
η0 e
−Fη0y[ht|y=0 − Sη0(t)h
t
|t=0,y=0]. Having in
mind that [ht|y=0−Sη0(t)h
t
|t=0,y=0] ∈ 0W
1/2−1/4p
p (J ; Lp(R
n;Rn−1))∩Lp(J ;W2−1/pp (R
n;Rn−1))
and thus
e−Fη0y[. . .] ∈ 0W
1/2+1/2p
p (J ; Lp(R
n
+;R
n−1)) ∩ Lp(J ; H
2
p(R
n
+;R
n−1))
as well as the embedding
0W
1/2+1/2p
p (J ; Lp(R
n
+;R
n−1)) →֒ 0H
1/2
p (J ; Lp(R
n
+;R
n−1)),
one easily verifies that ∂tw5, Bw5, ∂
2
yw5 ∈ H
1/2
p (J ; Lp(R
n
+;R
n−1)) ∩ Lp(J ; H2p(R
n
+;R
n−1))
which shows
w ∈ H3/2p (J ; Lp(R
n
+;R
n−1)) ∩H1p(J ; H
2
p(R
n
+;R
n−1)) ∩ Lp(J ; H
4
p(R
n
+;R
n−1)).
This completes the proof. 
5. The continuity equation
In this section the equation of conservation of mass is carefully studied concerning the
regularity dependence on u, that is we are interested in the optimal regularity of the density
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ρ we can expect, given a certain regularity of the velocity u. Since a third order term of ρ
appears in the Cahn-Hilliard equation, which is supposed to be in X2(J) = Lp(J ; Lp(Ω)),
we need ∂xi∂xj∂xkρ ∈ Lp(J ; Lp(Ω)), i, j, k ≤ 3, at least. A similar situation occurs in the
Navier-Stokes equation, since here first order terms of ρ have to be in Lp(J ; H
2
p(Ω)). We will
see that this regularity and even more can be gained from the assumption u ∈ Z1(J).
Lemma 5.1 Let Ω be a bounded domain in Rn, with C4 boundary Γ, J0 = [0, T0] with
T0 > 0 being fixed or J0 = R+, J = [0, T ] ⊂ J0 a compact time interval, and pˆ < p < ∞.
Let u ∈ Z1(J0) be a fixed function. Further, assume that ρ0 ∈ H
3
p(Ω) with ρ0(x) > 0 for all
x ∈ Ω, and u ∈ Z1(J) satisfies ‖u− u‖0Z1(J) ≤ 1 as well as (u|ν) ≥ 0 on Γ. Then problem
(1.3) supplemented with initial condition ρ(0) = ρ0 possesses a unique non-negative solution
ρ ∈ Z3(J), which defines a linear solution operator L[u] according to ρ(t) = L[u](t)ρ0, and
there exists a constant ς > 0 independent of T and u such that
‖ρ‖Z3(J) ≤ ς. (5.1)
Before we give the proof we make an important comment on how to get estimates that
are independent of T . This will be crucial also for the following sections. Suppose that
J and J0 are as in Lemma 5.1. Let w = (u, c, µ) ∈ Z1(J0) × Z2(J0) × Zµ(J0) be a triple
of fixed functions and consider an arbitrary triple w = (u, c, µ) ∈ Z1(J) × Z2(J) × Zµ(J)
satisfying ‖w − w‖
0Z1(J)×0Z2(J)×0Zµ(J) ≤ 1, that is we have in particular (u, ∂tu, c, µ)(0)−
(u, ∂tu, c, µ)(0) = 0. Set ‖w‖Z1(J0)×Z2(J0)×Zµ(J0) =: ω. Let Y (J) denote a function space
with the property Z1(J)×Z2(J)×Zµ(J) →֒ Y (J) and assume that ‖v‖Y (J) ≤ ‖v‖Y (J0) for
all v ∈ Y (J0). Let us further assume that there exists a bounded extension operator E+ from
0Y (J) to 0Y (J0) satisfying ‖E+‖B(0Z1(J0)×0Z2(J0)×0Zµ(J0),0Z1(J)×0Z2(J)×0Zµ(J)) =: m+ <∞,
where m+ does not depend on T . These assumptions make it possible to estimate as follows
‖w‖Y (J) ≤ ‖w − w‖0Y (J) + ‖w‖Y (J0) ≤ ‖E+(w − w)‖0Y (J0) + CEω
≤ CE‖E+(w − w)‖0Z1(J0)×0Z2(J0)×0Zµ(J0) + CEω
≤ CEm+‖w − w‖0Z1(J)×0Z2(J)×0Zµ(J) + CEω ≤ CEm+ + CEω =: k <∞.
(5.2)
In particular this applies to functions w ∈ ΣT , and it is also clear that in this way we get
a uniform estimate for u from Lemma 5.1. In fact, the function spaces under consideration
satisfy the above conditions; corresponding extension operators with uniform bound w.r.t.
T can be constructed for these functions spaces (with vanishing traces at t = 0) by means
of standard reflection techniques.
Proof of Lemma 5.1. Existence and uniqueness of ρ ∈ C1(J ; Lp(Ω))∩C(J ; H3p(Ω)) as well
as the independence of the corresponding estimate of ρ on T and u has been shown in [14,
Lemma 4.1]. Hence we only have to verify the additional regularity ρ ∈ H2+1/4p (J ; Lp(Ω)) ∩
C1(J ; H2p(Ω)).
Step I - ρ ∈ C1(J ; H2p(Ω)) This regularity just follows from ρ ∈ C(J ; H
3
p(Ω)) and u ∈
Z1(J) and the equation
∂t∂xi∂xjρ = −∂xi∂xj∂xkρuk − ∂xj∂xkρ∂xiuk − ∂xi∂xkρ∂xjuk − ∂xkρ∂xi∂xjuk
− ∂xi∂xjρ∂xkuk − ∂xjρ∂xi∂xkuk − ∂xiρ∂xj∂xkuk − ρ∂xi∂xj∂xkuk,
where we made use of Einstein’s summation convention.
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Step II - ρ ∈ H
2+ 1
4
p (J ; Lp(Ω)). This regularity follows from ∇ · ∂tu ∈ H
1/4
p (J ; Lp(Ω)),
which is ensured by the embedding Z1(J) →֒ H1+1/4p (J ; H
1
p(Ω;R
n)), and the equation
∂2t ρ = −∇∂tρ · u− ρ∇·∂tu− ∂tρ∇·u−∇ρ · ∂tu, (5.3)
by a bootstrap argument. In fact, the idea is to study the regularity of the right-hand
side of (5.3) which is at most the one mentioned above. Since we do not yet know ∇∂tρ ∈
H1/4p (J ; Lp(Ω)) appearing on the right side of (5.3), we first look at the equation
∂xi∂tρ = −∂xi∂xkρuk − ∂xkρ∂xiuk − ∂xiρ∂xkuk − ρ∂xi∂xkuk
in H1p(J ; Lp(Ω)). Since ρ ∈ C
1(J ; Lp(Ω)) and u ∈ Z1(J) ⊂ H1p(J ; H
2
p(Ω;R
n)), one easily
infers that ρ ∈ H2p(J ; H
1
p(Ω)). To show the regularity ρ ∈ H
2+1/4
p (J ; Lp(Ω)), we argue again
with equation (5.3), but now using the newly gained regularity for ρ, together with the
regularity of u. 
The next lemma concerns the estimate of differences of solutions of the equation of mass.
The proof is analogous to [14, Lemma 4.3]; recall that
Z1(J) = H
5/4
2 (J ; L2(Ω;R
n)) ∩ H12(J ; H
1
2(Ω;R
n)) ∩ Lp(J ; H
3
2(Ω;R
n)),
Z3(J) = H
2
2(J ; L2(Ω)) ∩ C
1(J ; H12(Ω)) ∩ C(J ; H
2
2(Ω)).
Lemma 5.2 Let Ω, J , J0, ρ0, and u be as in the previous lemma. Suppose that u1, u2 ∈
Z1(J) with ‖ui − u‖0Z1(J) ≤ 1 and (ui|ν) ≥ 0 on Γ, i = 1, 2. Further let ρi = L[ui]ρo ∈
Z3(J), i = 1, 2. Then there is a constant κ1(T ) > 0 with the property κ1(T )→ 0 as T → 0,
such that
‖ρ1 − ρ2‖0Z3(J) ≤ κ1(T )‖u1 − u2‖0Z1(J). (5.4)
Proof. Suppose that (ui, ρi) ∈ Z1(J) × Z3(J) solve the equation of conservation of mass.
Letting ̺ := ρ1 − ρ2 and v := u1 − u2, (̺, v) satisfies
∂t̺+∇·(̺u1) = −∇·(ρ2v), (t, x) ∈ J × Ω,
̺|t=0 = 0, x ∈ Ω.
(5.5)
Observe that the right-hand side ∇· (ρ2v) belongs to L2(J ; H22(Ω)), since the difference v
is considered in 0Z1(J). To establish the estimate (5.4), one only has to adopt the proof
of [14, Lemma 4.3] by using [14, Lemma 4.2]. Time regularity, i.e. ∂t̺ ∈ C(J ; H
1
2(Ω)) ∩
H12(J ; L2(Ω)), follows from the equation directly. 
6. An estimate in a weaker norm for Cahn-Hilliard
In this section we will derive an estimate in Z2 × Zµ for differences of solutions (c, µ)
to the Cahn-Hilliard problem in (3.1). This estimate will be crucial for proving the strict
contraction property of the fixed point mapping G which was introduced in Section 3.
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Let w1, w2 ∈ ΣT , ρi = L[ui]ρ0, and w′i = G(wi), i = 1, 2. The Cahn-Hilliard subproblem
for (c′i, µ
′
i) reads as
ε0ρ0
γ0
∂tc
′
i −∇·(ε0∇µ
′
i) = F2(wi, ρi), (t, x) ∈ J × Ω,
−µ′i −∇·(ε0∇c
′
i) = Fµ(wi, ρi), (t, x) ∈ J × Ω,
∂νc
′
i = ∂νµ
′
i = 0, (t, x) ∈ J × Γ,
c′i|t=0 = c0, x ∈ Ω.
Next we set c′ := c′1 − c
′
2, µ
′ := µ′1 − µ
′
2, u := u1 − u2, c := c1 − c2, ρ := ρ1 − ρ2, and µ :=
µ1 − µ2, and define the operators Mϕ :=
ε0ρ0
γ0
ϕ with domain D(M) := Y := L2(J ;X) and
X := L2(Ω), Gϕ := ∂tϕ with natural domain D(G) := 0H
1
2(J ;X), and Aαϕ := −∇· (α∇ϕ),
α ∈ {ε0, γ0 − γ1, γ1 − γ2, ...} with domain D(Aα) := {v ∈ H22(Ω) : ∂νv = 0}. Further, let
Aα denote the natural extension of Aα to L2(J ;X) with domain D(Aα) = L2(J ;D(Aα)).
Then M , G, Aε0 + I are sectorial and invertible operators, and M , Aε0 + I are self-adjoint.
Moreover, these operators belong to the class BIP (Y ) (which coincides with H∞ (Y ), since
Y is a Hilbert space) with power angles θM = 0, θG = π/2, and θAε0+I = 0, respectively.
Inserting the second PDE into the first one and taking differences we obtain the following
problem for c′.
MGc′ +Aε0 [Aε0c
′ − Φ2] = Φ1 (6.1)
where we set
Φ1 :=
ε0
γ0
(
Gφ1 −∇·φ2 +Aγ0−γ1µ−Aγ1−γ2µ2
)
+
ε20
γ0
∇(γ0ε0 ) · ∇µ,
φ1 := (ρ0 − ρ1)c− ρc2, φ2 := ρ1u1c+ c2u1ρ+ c2ρ2u,
Φ2 := Fµ(w1, ρ1)− Fµ(w2, ρ2) ≡ −Aε1−ε0c−Aε1−ε2c2 + ρ
−1
1 ε1∇c1 · ∇ρ
+ [ρ−11 ε1∇c1 − ρ
−1
2 ε2∇c2] · ∇ρ2 − [∂cψ(ρ1, c1)− ∂cψ(ρ2, c2)].
Once we have an estimate for the difference c′ in Z2(J), we obtain an estimate for the
difference µ′ in Zµ(J) by using
µ′ = Aε0c
′ − Φ2. (6.2)
We have the following result.
Lemma 6.1 Let Ω ⊂ Rn, n ≥ 1, be a bounded domain with C4 smooth boundary Γ, J =
[0, T ] a compact time interval, and p ∈ (pˆ,∞). Assume that
(i) ρ0 ∈ H3p(Ω), c0 ∈W
4−4/p
p (Ω);
(ii) ε ∈ C4(R2), γ ∈ C2(R2), ψ ∈ C5(R2);
(iii) (ui, ci, µi) ∈ ΣT , ρi = L[ui]ρ0 ∈ Z3(J), i = 1, 2, and the pair (c′, µ′) ∈ 0Z2(J)×0Zµ(J)
solves (6.1), (6.2).
Then there exists a constant κ2(T ) > 0 with κ2(T )→ 0 as T → 0, such that
‖(c′, µ′)‖
0Z2(J)×Zµ(J) ≤ κ2(T )‖(u, c, µ)‖0Z1(J)×0Z2(J)×Zµ(J). (6.3)
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Proof. a) Let G and Aε0 be defined as above. Then G
3/4 is also a sectorial operator, it
is invertible and belongs to BIP(Y ) with θG3/4 ≤ 3π/8, and D(G
3/4) = 0H
3/4
2 (J ; L2(Ω)).
Moreover, (Aε0 + I)
3/2 is sectorial, belongs to BIP(Y ) with θ(Aε0+I)3/2 = 0, and (Aε0 +
I)3/2 = (Aε0 + I)
1/2(Aε0 + I). Since G
3/4 and (Aε0 + I) commute, the Dore-Venni Theorem
(see [21]) implies that B := G3/4 + (Aε0 + I)
3/2 with domain
D(B) = D(G3/4) ∩D((Aε0 + I)
3/2) = 0H
3/4
2 (J ; L2(Ω)) ∩ L2(J ;D((Aε0 + I)
3/2)),
D((Aε0 + I)
3/2) = {φ ∈ H32(Ω) : ∂νφ = 0}
is invertible, sectorial, and belongs to BIP(Y ) with angle θB ≤ max{θG3/4 , θ(Aε0+I)3/2} =
3π/8. Let further F := MG + A2ε0 with domain D(F ) = D(G) ∩D((Aε0 + I)
2). Maximal
Lp-regularity of the Cahn-Hilliard problem then implies that F ∈ Lis(D(F ), Y ).
A crucial point in the following argument will be that all subsequent constants C, Ci
etc., which may differ from line to line, are always independent of the unknowns and T .
This is possible due to working in function spaces with time trace zero at t = 0. (The point
is that functions lying in such spaces can be extended to R+, where the extension operator
is bounded by a constant independent of T .)
b) We next derive an estimate for c′ in 0Z2(J) which is in terms of the operators just
defined (see (6.5) below), and thus more appropriate for inferring the desired estimate for
c′ from problem (6.1). Note first that Φ2 ∈ 0H1/2p (J ; Lp(Ω)) ∩ Lp(J ; H
2
p(Ω)), c
′ ∈ 0Z2(J),
and ∂ν(Aε0c
′ − Φ2) = 0 at J × Γ, see also the estimates below. From (6.1) it follows that
c′−(Aε0+I)
1/2B−1Φ2 ∈ D(F ); in fact we have (Aε0+I)
1/2B−1Φ2 ∈ 0Z2(J) as well as ∂νc
′ =
0, ∂ν(Aε0 + I)
1/2B−1Φ2 = 0 at J ×Γ, since there holds (Aε0 + I)
1/2B−1 = B−1(Aε0 + I)
1/2
and Φ2 ∈ 0H1/2p (J ; Lp(Ω)) ∩ Lp(J ; H
2
p(Ω)), and
∂νAε0(c
′ − (Aε0 + I)
1/2B−1Φ2) = ∂ν(Aε0c
′ − Φ2) +G
3/4∂νB
−1Φ2
+ ∂νB
−1(Aε0 + I)
1/2Φ2 = 0 at J × Γ.
We may thus estimate as follows.
‖c′‖
0Z2(J) ≤ C‖c
′‖D(B)
≤ C
(
‖c′ − (Aε0 + I)
1/2B−1Φ2‖D(B) + ‖(Aε0 + I)
1/2B−1Φ2‖D(B)
)
≤ C
(
‖B(c′ − (Aε0 + I)
1/2B−1Φ2)‖Y + ‖(Aε0 + I)
1/2Φ2‖Y
)
= C
(
‖L(G1/4 + (Aε0 + I)
1/2)−1F
(
c′ − (Aε0 + I)
1/2B−1Φ2
)
‖Y
+ ‖(Aε0 + I)
1/2Φ2‖Y
)
with L := BF−1(G1/4 + (Aε0 + I)
1/2). Note that, by reasoning as above, the operator
H := G1/4+(Aε0+I)
1/2 with domainD(H) := D(G1/4)∩D((Aε0+I)
1/2) = H1/42 (J ; L2(Ω))∩
L2(J ; H
1
2(Ω)) is sectorial, invertible, and belongs to BIP (Y ) with power angle θH ≤ π/8.
We now claim that
‖Lψ‖Y ≤ C˜‖ψ‖Y , ψ ∈ D(H). (6.4)
To see this, we rewrite L as
L = BG1/4F−1 +BF−1(Aε0 + I)
1/2 = BHF−1 +BF−1
[
(Aε0 + I)
1/2, F
]
F−1.
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Computation of the commutator results in
[
(Aε0 + I)
1/2, F
]
=
[
(Aε0 + I)
1/2,M
]
G =: K0G
where K0 is a bounded operator. This can be seen by using the functional calculus for
sectorial operators. Thus L can be represented as
L = BHF−1 + [BF−1]K0[GF
−1]
which implies (6.4), in view of the regularity assumptions on ρ0, γ0, and ε0.
Combining the preceding estimates we obtain
‖c′‖
0Z2(J) ≤ C1
(
‖H−1F (c′ − (Aε0 + I)
1/2B−1Φ2)‖Y + ‖(Aε0 + I)
1/2Φ2‖Y
)
.
Observe that c˜ := c′ − (Aε0 + I)
1/2B−1Φ2 solves
F c˜ = Φ1 −MG
1/4[(Aε0 + I)
1/2G1/2B−1]G1/4Φ2 +G
1/4[Aε0G
1/4B−1]G1/4Φ2
+ [Aε0(Aε0 + I)
1/2B−1]Φ2 =: Φ3,
where the operators inside the brackets [. . .] are bounded. Hence the norm of c′ can be
estimated by
‖c′‖
0Z2(J) ≤ C1
(
‖H−1Φ3‖Y + ‖(Aε0 + I)
1/2Φ2‖Y
)
. (6.5)
c) In order to estimate the first term on the right of (6.5) we will use duality relations.
In what follows 〈·, ·〉 denotes the inner product of Y = L2(J ;X) = L2(J ; L2(Ω)). Since
Aε0 + I ∈ H
∞ (Y ) is self-adjoint, we have
((Aε0 + I)
1/2)∗ = (A∗ε0 + I)
1/2 = (Aε0 + I)
1/2,
i.e. (Aε0 + I)
1/2 is self-adjoint as well. One also readily verifies that G∗ = −G with domain
D(G∗) = 0H12([0, T ];X) := {v ∈ H
1
2([0, T ];X) : v|t=T = 0}.
Using (G1/4)∗ = (G∗)1/4, cf. [12, Proposition 5.1], we are able to compute D((G1/4)∗)
by complex interpolation leading to D((G1/4)∗) = [Y,D(G∗)]1/4 = H
1/4
2 (J ; L2(Ω)). Observe
that (G∗)1/4 and (Aε0+I)
1/2 commute and belong to BIP (Y ) with power angles θ(G∗)1/4 ≤
π/8 and θ(Aε0+I)1/2 = 0, respectively. As above, we may conclude by the Dore-Venni theorem
that (G∗)1/4 + (Aε0 + I)
1/2 with natural domain is invertible and belongs to BIP (Y ). In
particular, there exists a constant m > 0 such that
‖(G∗)1/4ψ‖Y + ‖(Aε0 + I)
1/2ψ‖Y ≤ m‖(G
∗)1/4ψ + (Aε0 + I)
1/2ψ‖Y ,
for all ψ ∈ D((G∗)1/4) ∩ D((Aε0 + I)
1/2). The operator H = G1/4 + (Aε0 + I)
1/2, which
was introduced in Step b), is densely defined, closed, and invertible, which implies existence
of (H−1)∗ and (H−1)∗ = (H∗)−1 ∈ B(Y,D(H∗)), where D(H∗) = {y′ ∈ Y : ∃z ∈ Y :
〈Hy, y′〉 = 〈y, z〉 ∀y ∈ D(H)}. Furthermore, in view of the dense embedding D(H) →֒ Y ,
which entails uniqueness of z ∈ Y , we obtain
D(H∗) = {y ∈ Y : (G1/4)∗y + (Aε0 + I)
1/2y = z ∈ Y }.
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The equation (G1/4)∗y + (Aε0 + I)
1/2y = z can be uniquely solved in Y , that is for every
z ∈ Y there exists a unique y ∈ D((G∗)1/4) ∩D((Aε0 + I)
1/2); but this implies
D(H∗) = D((G∗)1/4) ∩D((Aε0 + I)
1/2) = H1/42 (J ; L2(Ω)) ∩ L2(J ; H
1
2(Ω)).
d) We are now prepared to estimate the two terms on the right-hand side of (6.5). The
first term can be rewritten as
‖H−1Φ3‖Y = sup{|〈H
−1Φ3, ψ
′〉| : ‖ψ′‖Y ≤ 1}
= sup{|〈Φ3, ψ〉| : ψ = (H
∗)−1ψ′ ∈ D(H∗), ‖H∗ψ‖Y ≤ 1},
(6.6)
so that it boils down to consider the inner product 〈Φ3, ψ〉 with ψ ∈ D(H∗). By definition
of Φ3 we have
〈Φ3, ψ〉 = 〈Φ1, ψ〉 − 〈M [(Aε0 + I)
1/2G1/2B−1]G1/4Φ2, (G
∗)1/4ψ〉
+ 〈[Aε0G
1/4B−1]G1/4Φ2, (G
∗)1/4ψ〉+ 〈[Aε0 (Aε0 + I)
1/2B−1]Φ2, ψ〉
and thus
|〈Φ3, ψ〉| ≤ |〈Φ1, ψ〉|+ (C1‖Φ2‖Y + C2‖G
1/4Φ2‖Y )‖(G
∗)1/4ψ‖Y ,
where we used boundedness of the operators M(Aε0 + I)
1/2G1/2B−1, Aε0G
1/4B−1, and
Aε0(Aε0 + I)
1/2B−1.
Next we deal with the term 〈Φ1, ψ〉, where we aim at getting rid of one spatial derivative
(it is actually the divergence operator occurring in Aγ0−γ1 etc.) by using the divergence
theorem and the boundary conditions ∂νµ = ∂νµ2 = 0 and (φ2|ν) = 0 (recall that (ui|ν) = 0,
i = 1, 2), so that all boundary integrals vanish. We obtain
〈Φ1, ψ〉 = 〈
ε0
γ0
(
Gφ1 −∇·φ2 + Aγ0−γ1µ−Aγ1−γ2µ2
)
+
ε20
γ0
∇(γ0ε0 ) · ∇µ, ψ〉
= 〈 ε0γ0G
3/4φ1, (G
∗)1/4ψ〉+ 〈φ2,∇(
ε0
γ0
ψ)〉+ 〈[γ0 − γ1]∇µ,∇(
ε0
γ0
ψ)〉
− 〈[γ1 − γ2]∇µ2,∇(
ε0
γ0
ψ)〉+ 〈(
ε20
γ0
∇(γ0ε0 ) · ∇µ, ψ)〉
(6.7)
and thus
|〈Φ1, ψ〉| ≤ C1
(
‖G3/4φ1‖Y + ‖φ2‖Y + ‖γ0 − γ1‖C(J×Ω)‖∇µ‖Y
+ ‖γ1 − γ2‖L∞(J;L2(Ω))‖∇µ2‖L2(J;L∞(Ω;Rn)) + C2‖∇µ‖Y ‖ψ‖Y
≤ . . .+ C2T
1/4‖∇µ‖Y ‖ψ‖D((G∗)1/4),
where Hölder’s inequality and the embedding ψ ∈ D(G∗) →֒ L4(J ; L2(Ω)) entered.
Taking the supremum w.r.t. ‖H∗ψ‖Y ≤ 1, we get
‖c′‖
0Z2(J) ≤ C
(
‖G3/4φ1‖Y + ‖φ2‖Y + ‖γ0 − γ1‖∞‖∇µ‖Y
+ ‖γ1 − γ2‖L∞(J;L2(Ω))‖∇µ2‖L2(J;L∞(Ω;Rn)) + T
1/4‖∇µ‖Y
+ ‖Φ2‖Y + ‖G
1/4Φ2‖Y
)
+ ‖(Aε0 + I)
1/2Φ2‖Y
≤ C
(
‖G3/4φ1‖Y + ‖φ2‖Y + (‖γ0 − γ1‖∞ + T
1/4)‖µ‖Zµ(J)
+ ‖γ1 − γ2‖L∞(J;L2(Ω)) + ‖Φ2‖Zµ(J)
)
. (6.8)
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Before continuing with this estimate, we collect some embeddings which are frequently used
below. Moreover, as compositions of nonlinear functions with ci, ui, ρi occur, we will also
need some preliminary considerations to this matter.
e) We first remind the reader that the spaces Wi(J) were defined in (2.2). Set p1 :=
2p/(p− 2), α := 1/4(1− n/p), and let δ ∈ [0, 1/4) and θ ∈ (0, 1). Since p > pˆ = max{4, n},
we have α > 0, c0 ∈W4−4/pp (Ω) →֒ C
2(Ω), ρ0 ∈ H3p(Ω) →֒ C
2(Ω), and the embeddings
c0 − c1 ∈ 0W2(J), ρ0 − ρ1 ∈ 0W3(J), H
1
2(Ω) →֒ Lp1(Ω),
u ∈ 0Z1(J) →֒ 0C
δ+1/2(J ; L2(Ω;R
n)) ∩ 0C
δ+1/4(J ; Lp1(Ω;R
n)) ∩ H1/22 (J ; H
2
2(Ω;R
n)),
c ∈ 0Z2(J) →֒ H
3
4
θ
2 (J ; H
3(1−θ)
2 (Ω))
→֒ 0H
1/2
2 (J ; H
1
2(Ω)) ∩ 0H
1/4+α
2 (J ; H
1
p1(Ω)) ∩ 0C
δ(J ; L2(Ω)),
µ ∈ 0Zµ(J) →֒ L4(J ; L2(Ω)) ∩ L2(J ; Lp1(Ω)),
ρ ∈ 0Z3(J) = 0H
2
2(J ; L2(Ω)) ∩ 0C
1(J ; H12(Ω)) ∩ 0C(J ; H
2
2(Ω)).
(6.9)
In what follows we will extensively use the inequality (here X belongs to the class HT )
‖φ‖
0H
γ
p(J;X) ≤ T
1−γ‖φ‖
0H1p(J;X)
, ∀φ ∈ H1p(J ;X), p ∈ (1,∞), γ ∈ [0, 1). (6.10)
To treat differences of nonlinear functions, we need some obvious, but very useful estimates.
Let α ∈ C2(Rn
2+n+2;Rm), m ∈ N, (ui, ci, µi) ∈ ΣT , and ρi = L[ui]ρ0, i = 1, 2. Then there
exist constants k, C > 0 which are independent of the triples (ui, ci, µi), i = 1, 2, and T such
that
2∑
l=0
∣∣∇l[α(ui, ci, ρi,∇(ui, ci, ρi))(t, x) − α(uj , cj , ρj ,∇(uj, cj , ρj))(t, x)]∣∣
≤ k0
3∑
l=0
|∇l(ui, ci, ρi)(t, x) −∇
l(uj , cj , ρj)(t, x)| (6.11)
with k0 := Cmax{sup|y|≤k |α
′(y)|, sup|y|≤k |α
′′(y)|, sup|y|≤k |α
′′′(y)|} and i, j ∈ {1, 2, 0}.
This is possible due to the embedding Z(J) →֒ C(J ; C2(Ω;Rn+2)) and the estimates (5.2),
(5.1).
After these preparations we are now able to estimate differences of the nonlinear functions
in (6.8) in the function spaces under consideration. We have (with some δ ∈ (0, 1/4))
‖γ0 − γ1‖
0C(J×Ω)
≤ k0
(
‖c0 − c1‖
0C(J×Ω)
+ ‖ρ0 − ρ1‖
0C(J×Ω)
)
≤ C(T 1/2 + T ),
‖γ1 − γ2‖0C(J;L2(Ω)) ≤ k0(‖c‖0C(J;L2(Ω)) + ‖ρ‖0C(J;L2(Ω))) ≤ k˜0(T
δ‖c‖
0Z2(J) + T ‖ρ‖0Z3(J)).
In a similar manner we deal with G3/4φ1 and φ2 occurring in (6.8),
‖G3/4φ1‖Y ≤ C‖φ1‖
0H
3/4
2 (J;L2(Ω))
≤ C(T 1−β‖ρ0 − ρ1‖
0C1(J;C(Ω))
‖c‖
0Z2(J)
+ T 1−β‖ρ‖
0C1(J;L2(Ω))‖c2‖H3/42 (J;C(Ω))
) ≤ CT 1−β(‖c‖
0Z2(J) + ‖ρ‖0Z3(J)),
3
4 < β < 1,
‖φ2‖Y ≤ k0T
1/2
(
T 1/2+δ‖u‖
0Z1(J) + T
δ‖c‖
0Z2(J) + T ‖ρ‖0Z3(J)
)
.
Looking at the definition of Φ2, one realizes that it consists of the highest order term
−Aε1−ε0c and lower order terms that provide a factor of the type T
a, a > 0, due to more
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time regularity. Although ρ is measured w.r.t. space in H22(Ω), the term ρ1ε1∇c1 · ∇ρ is
still of lower order, since we have continuity w.r.t. the time variable, cf. the definition of
Z3(J) and estimate (5.4). Using (6.11) and the embeddings (2.2), (6.9) one finds after some
tedious computations the following estimate
‖Φ2‖Zµ(J) ≤ C1‖ε0 − ε1‖C1/4(J;C(Ω))∩C(J;C1(Ω))‖c‖0Z2(J) + C2‖∇(ε1 − ε2)‖Zµ(J)·
‖∇c2‖C1/4+β(J;C(Ω))∩C(J;C1(Ω)) + C2‖ε1 − ε2‖L2p/(p−2)(J;H12(Ω))‖∆c2‖Lp(J;C1(Ω))
+ C2‖ε1 − ε2‖H1/42 (J;L2p/(p−2)(Ω))
‖∆c2‖C1/4+β(J;Lp(Ω)) + C3(‖ρ‖Zµ(J) + ‖∇ρ‖Zµ(J)
+ ‖c‖Zµ(J) + ‖∇c‖Zµ(J)) ≤ C1k0(T
1/4+β + T 3/4 + T 1/2)‖c‖
0Z2(J)
+ C2k0(T
1/4‖c‖
0Z2(J) + (T
1/2 + T 1/4)‖ρ‖
0Z3(J))
+ C3(T
1/4‖c‖
0Z2(J) + (T
1/2 + T 1/4)‖ρ‖
0Z3(J)).
By means of (5.4) we may then replace all difference terms involving ρ = ρ1 − ρ2 by corre-
sponding terms with u = u1 − u2, thereby obtaining
‖c′‖
0Z2(J) ≤ κ
′
2(T )(‖u‖0Z1(J) + ‖c‖0Z2(J) + ‖µ‖Zµ(J)).
Finally, as already mentioned, we easily find an estimate for µ′ in Zµ(J) by using the
equation µ′ = Aε0c
′ − Φ2; this gives
‖µ′‖Zµ(J) ≤ ‖Aε0c
′‖Zµ(J) + ‖Φ2‖Zµ(J) ≤ C‖c
′‖
0Z2(J) + ‖Φ2‖Zµ(J)
≤ Cκ′2(T )(‖u‖0Z1(J) + ‖c‖0Z2(J) + ‖µ‖Zµ),
which completes the proof by summarizing both estimates. 
7. The final step in the proof of Theorem 1.1
We recall that in Section 3 the original problem (1.2)-(1.8) was equivalently rewritten as
Lw = F(w, ρ), ρ = L[u]ρ0,
where w = (u, c, µ), ρ = L[u]ρ0 is the solution of the continuity equation, and where the
linear operator L and the nonlinear operator F (w, ρ) are as defined as in Section 3. By
Lemma 5.1, we know that for any T ∈ (0, T0], J = [0, T ], and T0 > 0 being fixed, we have
‖ρ‖Z3(J) ≤ ς for all u ∈ Z1,Γ(J), ρ0 ∈ H
3
p(Ω), ρ0 > 0,
where we set Z1,Γ(J) := {u ∈ Z1(J) : (u|ν)Γ ≥ 0 and ‖u − u‖0Z1(J) ≤ 1}, u ∈ Z1(J0) is a
fixed function, and ς > 0 does not depend on T and u. Furthermore, due to the Theorems 4.1
and 4.4 we have maximal regularity for the associated linear problem, that is the operator L
is an isomorphism from the desired class of maximal regularity to the corresponding space
of data. More precisely, we have
L ∈ Lis(Z1,B(J)×Z2(J)×Zµ(J),D1(J)×D2(J)× Dµ(J)),
D1(J) := {ϕ ∈ X1,n,Γ(J)× Y0,d(J ;R
n)× Y0,s(J)× Y1,s(J ;R
n)×W4−2/pp (Ω;R
n) :
ϕ fulfils 4.-7. of Theorem 4.4},
D2(J) := {ϕ ∈ X2(J)× Y1(J)×W
4−4/p
p (Ω) : ϕ fulfils 4. of Theorem 4.1 },
Dµ(J) := {ϕ ∈ Xµ(J)× Yµ(J) : ϕ fulfils 4. of Theorem 4.1 }.
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Using this property and Lemma 5.1 as well as the assumptions in Theorem 1.1, it is not
difficult to verify that F (see (3.5) for its definition), maps Z1,B(J)×Z2(J)×Zµ(J)×Z3(J)
to D1(J)×D2(J)×Dµ(J), see also the estimates below. Now, for any w from the set
ΣT = {(u, c, µ) ∈ Z1(J)×Z2(J)×Zµ(J) : (u, ∂tu, c, µ)(0) = (u0, u•, c0, µ0),
u = 0 on J × Γd, (u|ν) = 0 and QD(u) · ν = 0 on J × Γs,
∂νc = ∂νµ = 0 on J × Γ, and
‖(u, c, µ)− (u, c, µ)‖Z1(J)×Z2(J)×Zµ(J) ≤ 1}
(see below for the definition of (u, c, µ)), we have w ∈ Z1,B(J)×Z2(J)×Zµ(J), by definition
of ΣT . Thus the problem Lw′ = F(w, ρ) with ρ = L[u]ρ0 has a unique solution w′ ∈
Z1,B(J)×Z2(J)×Zµ(J), that is the fixed point mapping G, which was introduced in (3.6),
is well-defined as a mapping from ΣT to Z1,B(J) × Z2(J) × Zµ(J). We will show that for
sufficiently small T the fixed point mapping G leaves ΣT invariant and becomes a strict
contraction in Z1(J)× Z2(J)× Zµ(J).
We now choose the reference function w := (u, c, µ) as the unique solution of
Lw = (F1(w0, ρ0), u0,F2(w0, ρ0), c0,Fµ(w0, ρ0)) (7.1)
on the time interval J0 = [0, T0] with w0 := (u0, c0, µ0) and µ0 as in (1.12). Note that
Fi(w0, ρ0), i = 1, 2, µ, comprises only terms of lower order so that the right-hand side of
(7.1) belongs to D1(J0) × D2(J0) × Dµ(J0), in particular all compatibility conditions are
satisfied. Theorem 4.1 and 4.4 guarantee existence and uniqueness of (u, c, µ) in Z1,B(J0)×
Z2(J0)×Zµ(J0) for any T0 ∈ (0,∞).
We recall that for any function space Y (J) with the properties Z1(J)×Z2(J)×Zµ(J) →֒
Y (J), ‖v‖Y (J) ≤ ‖v‖Y (J0) for all v ∈ Y (J0), and such that there exists a bounded extension
operator E+ from 0Y (J) to 0Y (J0) with a bound ‖E+‖ which is uniform w.r.t. T ∈ (0, T0],
we have ‖(u, c, µ)‖Y (J) ≤ k for any (u, c, µ) ∈ ΣT where k does not depend on T , see the
remarks after Lemma 5.1. Moreover, as in the proof of Lemma 6.1, all subsequent constants
C, Ci, Cij , i, j ∈ N, which may differ from line to line, are always independent of the
unknowns and T ∈ (0, T0], which is again due to working in function spaces with vanishing
temporal traces at t = 0.
Step 1: Contraction. Let wi := (ui, ci, µi) ∈ ΣT , i = 1, 2, ρi = L[ui]ρ0. In this part of
the proof, we denote by w′ = (u′, c′, µ′) the unique solution of
Lw′ = (F1(w1, ρ1)−F1(w2, ρ2), 0,F2(w1, ρ1)−F2(w2, ρ2), 0,Fµ(w1, ρ1)−Fµ(w2, ρ2)).
As in Section 6, we set again u := u1 − u2, c := c1 − c2, µ := µ1 − µ2, and ρ := ρ1 − ρ2. To
obtain an estimate for w′ in 0Z1(J)× 0Z2(J)× 0Zµ(J), we just apply the maximal regularity
result Theorem 4.3 to the equation for u′ and Lemma 6.1 to the problem for (c′, µ′) leading
to
‖c′‖
0Z2(J) + ‖µ
′‖
0Zµ(J) ≤ κ2(T )‖(u, c, µ)‖0Z1(J)×0Z2(J)×0Zµ(J)
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with κ2(T )→ 0 as T → 0, and
‖u′‖
0Z1(J) ≤M1
{
‖B(D)c′)‖X1(J) + ‖Cµ
′‖X1(J) + ‖Blow(w1, ρ1)−Blow(w2, ρ2)‖X1(J)
+ ‖B1(w1, ρ1)u1 −B1(w2, ρ2)u2‖X1(J) + ‖B2(w1, ρ1)c1 −B2(w2, ρ2)c2‖X1(J)
+‖B3(w1, ρ1)ρ1 −B3(w2, ρ2)ρ2‖X1(J) + ‖Bµ(w1, ρ1)µ1 −Bµ(w2, ρ2)µ2‖X1(J)
}
≤M1Cκ2(T )‖(u, c, µ)‖0Z1(J)×0Z2(J)×0Zµ(J)
+M1{‖Blow(w1, ρ1)−Blow(w2, ρ2)‖X1(J) + . . .}, (7.2)
where we set X1(J) := H
1/4
2 (J ; L2(Ω;R
n)) ∩ L2(J ; H12(Ω;R
n)), which coincides with the n-
dimensional case of Zµ(J). Moreover, in view of Lemma 5.2, each difference ρ = ρ1 − ρ2
occurring above can be estimated by means of u = u1 − u2,
‖ρ‖
0Z3(J) ≤ κ1(T )‖u‖0Z1(J).
Subsequently, it is crucial that M1, the operator norm of L
−1
1 , is independent of the time
interval J = [0, T ], T ∈ (0, T0], but might depend on the fixed time T0. This is due to the
fact that we have spaces with zero initial data, which comes from looking at differences of
functions with the same initial data. This property will also be used in the estimates below,
where constants occur due to embedding and interpolation inequalities.
We now continue to estimate the second term on the right of (7.2). Note that Bi(w0, ρ0) ≡
0, i = 1, 2, µ (see (3.3) and the remarks below), and recall the embeddings (2.1), (2.2), and
(6.9). For Bµ, one easily finds
‖Bµ(w1, ρ1)µ1 −Bµ(w2, ρ2)µ2‖X1(J) ≤ ‖ρ0∇c0 − ρ1∇c1‖C1/4+β(J;C(Ω))‖µ‖H1/42 (J;L2(Ω))
+
‖ρ0∇c0 − ρ1∇c1‖C(J;C(Ω))‖µ‖L2(J;H12(Ω)) + ‖ρ0∇c0 − ρ1∇c1‖C(J;C1(Ω))‖µ‖L2(J;L2(Ω))+
‖ρ1∇c1 − ρ2∇c2‖Lp1(J;L2(Ω;Rn))‖µ2‖Lp(J;C1(Ω)) + ‖ρ1∇c1 − ρ2∇c2‖L2(J;H12(Ω;Rn))‖µ2‖C(J×Ω)
+ ‖ρ1∇c1 − ρ2∇c2‖H1/42 (J;Lp1 (Ω;Rn))
‖µ2‖C1/4+β(J;Lp(Ω)),
where again p1 := 2p/(p− 2), and this can be further estimated from above by
(
C1(T
1/4−β + T 1/2) + C2(T
1/2 + T ) + C3T
1/4
)
‖µ‖Zµ(J) + C4T
1/p1‖c‖
0Z2(J)+
C4T
1+1/p1‖ρ‖
0Z3(J)+C5(T
1/4‖c‖
0Z2(J)+T
1/2+1‖ρ‖
0Z3(J))+C6(T
α‖c‖
0Z2(J)+T ‖ρ‖0Z3(J)).
Here we get uniform estimates (w.r.t. elements of ΣT ) for the norm of terms of the structure
’function - initial value’ by using the reference functions from the definition of ΣT , e.g. (with
ρ(u) := L[u]ρ0)
‖ρ1∇c1 − ρ0∇c0‖C1/4+β(J;C(Ω)) ≤‖ρ1∇c1 − ρ(u)∇c‖C1/4+β(J;C(Ω))
+ ‖ρ(u¯)∇c¯− ρ0∇c0‖C1/4+β(J;C(Ω));
the second term is independent of w, and for the first one we use the condition ‖(u, c, µ)−
(u, c, µ)‖Z1(J)×Z2(J)×Zµ(J) ≤ 1 from the definition of ΣT .
Turning to the Blow-term we have
∃(u˜, c˜, µ˜) ∈ ΣT s.t. Blow(w1, ρ1)−Blow(w2, ρ2) = B˜low(u˜, c˜, ρ˜)(u, c, ρ,∇u,∇c) ∈ X1(J)
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where ρ˜ = L[u˜]ρ0 and B˜low ∈ B(Z(J),Mµ(J ;Rn+2 × Rn×(n+1))) with Mµ denoting the
multiplier space Mµ(J ;E) = C
1/4+β(J ; C(Ω;E)) ∩ C(J ; C1(Ω;E)) of Zµ(J). Note that
H1/42 (J ; L2(Ω)) = W
1/4
2 (J ; L2(Ω)), so that here we can use well-known results on pointwise
multipliers for vector-valued Besov spaces, see e.g. [4]. We obtain
‖Blow(w1, ρ1)−Blow(w2, ρ2)‖X1(J) ≤ C1‖u‖H1/42 (J;H12(Ω;Rn))∩L2(J;H22(Ω;Rn))
+ C2‖c‖H1/42 (J;H12(Ω))∩L2(J;H22(Ω))
+ C3‖ρ‖H1/42 (J;L2(Ω))∩L2(J;H12(Ω))
≤ C1(T
3/4 + T 1/2)‖u‖
0Z1(J) + C2T
1/4‖c‖
0Z2(J) + C3(T
1/2 + T 3/4T 1/2)‖ρ‖
0Z3(J).
Next, we write the difference B1(w1, ρ1)u1 −B1(w2, ρ2)u2 as
[B1(w1, ρ1)−B1(w0, ρ0)]u + [B1(w1, ρ1)−B1(w2, ρ2)]u2
and get
‖[B1(w1, ρ1)−B1(w0, ρ0)]u‖X1(J) ≤ C1‖ρ1 − ρ0‖M(J;R)‖∂tu‖Zµ(J)
+ C2‖(ρ1 − ρ0, c1 − c0)‖M(J;R2)‖∇
2u‖Zµ(J) + C3‖∇(ρ1 − ρ0, c1 − c0)‖M(J;Rn×2)‖∇u‖Zµ(J)
≤ C1(T
3/4−β+T 1/2)‖u‖
0Z1(J)+C2(T
1/4+T 1/4+β)‖u‖
0Z1(J)+C2(T
3/4+T 1/2)‖u‖
0Z1(J)
and
‖[B1(w1, ρ1)−B1(w2, ρ2)]u2‖X1(J) ≤ C1(‖ρ‖H1/42 (L2(Ω))
‖∂tu2‖C1/4+β(J;C(Ω;Rn))
+ ‖ρ‖C(J;H12(Ω))‖∂tu2‖L2(J;C1(Ω;Rn))) + C2(‖(ρ, c)‖Lp1(J;H12(Ω))‖u2‖Lp(J;C3(Ω;Rn))
+ ‖(ρ, c)‖
H
1/4
2 (J;L2(Ω))
‖u2‖C1/4+β(J;C2(Ω;Rn))) + C3‖∇(ρ, c)‖Zµ(J)‖∇u2‖M(J;Rn×n))
≤ C1(T
1+3/4 + T )‖ρ‖
0Z3(J) + C2(T
1/p1 + T 1/2)‖c‖
0Z2(J)
+ C2(T
1/p1+1 + T 3/4+1/2)‖ρ‖
0Z3(J) + C3T
1/4‖c‖
0Z2(J) + C3(T
1/2 + T 1/2+3/4)‖ρ‖
0Z3(J).
As the operator B2 is of similar type, we are able to deal with the difference
B2(w1, ρ1)c1 −B2(w2, ρ2)c2 = [B2(w1, ρ1)−B2(w0, ρ0)]c+ [B2(w1, ρ1)−B2(w2, ρ2)]c2
in the same way.
We finally consider the difference B3(w1, ρ1)ρ1 − B3(w2, ρ2)ρ2. Using again (6.11) and
the embeddings, we may proceed as follows
‖B3(w1, ρ1)ρ1 −B3(w2, ρ2)ρ2‖X1(J) ≤ ‖[B3(w1, ρ1)−B3(w2, ρ2)]ρ1‖X1(J)
+ ‖B3(w2, ρ2)ρ‖X1(J) ≤ C1‖(ρ, c)‖Zµ(J) + C2‖ρ‖Zµ(J)
≤ C1T
1/2‖c‖
0Z2(J) + (C1 + C2)(T
3/4+1 + T 1/2+1)‖ρ‖
0Z3(J).
These estimates show that there exists a κ3(T ) independent of w
′ and wi, i = 1, 2, and with
the property κ3(T )→ 0 as T → 0 such that
‖(u′, c′, µ′)‖
0Z1(J)×0Z2(J)×0Zµ(J) ≤ κ3(T )‖(u, c, µ)‖0Z1(J)×0Z2(J)×0Zµ(J).
Step 2: Self-mapping. We may proceed similarly as in the previous part, however we are
now concerned with higher regularity estimates. To begin with, let w = (u, c, µ) ∈ ΣT be
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given. We have to show that w′ = (u′, c′, µ′), given as the solution of Lw′ = F(w, ρ) with
ρ = L[u]ρ0, lies in ΣT as well, that is ‖w
′−w‖
0Z1,B(J)×0Z2(J)×0Zµ(J) ≤ 1. By the Theorems
4.1 and 4.4 the following estimate is available.
‖w′ − w‖
0Z1,B(J)×0Z2(J)×0Zµ(J) ≤M
{
‖F1(w, ρ) − F1(w0, ρ0)‖0X1,n,Γ(J)
+ ‖F2(w, ρ)− F2(w0, ρ0)‖X2(J) + ‖Fµ(w, ρ)− Fµ(w0, ρ0)‖0Xµ(J) }
≤M
{
‖Blow(w, ρ) −Blow(w0, ρ0)‖0X1,n,Γ(J) + ‖B1(w, ρ)u‖0X1,n,Γ(J)
+ ‖B2(w, ρ)c‖0X1,n,Γ(J) + ‖Bµ(w, ρ)µ‖0X1,n,Γ(J) + ‖B3(w, ρ)ρ −B3(w0, ρ0)ρ0‖0X1,n,Γ(J)
+ ‖F2(w, ρ)− F2(w0, ρ0)‖X2(J) + ‖Fµ(w, ρ)− Fµ(w0, ρ0)‖0Xµ(J)
}
.
We begin with estimating the differences of F2 and Fµ. By means of the estimate from
Lemma 2.3, combined with (6.11) and (6.10) we obtain
‖F2(w, ρ) − F2(w0, ρ0)‖X2(J) ≤ ‖
ε0
γ0
‖C(Ω)
(
‖ρ0 − ρ‖C(J;C(Ω))‖∂tc‖X2(J)
+ ‖∂tρ‖X2(J)‖c‖C(J;C(Ω)) + T
1/p‖ρuc− ρ0u0c0‖C(J;C1(Ω;Rn))
+ ‖γ0 − γ‖C(J;C(Ω))‖µ‖Zµ(J) + ‖γ0 − γ‖Lp(J;C1(Ω))‖µ‖C(J;H1p(Ω))
)
+ ‖ ε
2
0
γ0
‖C(Ω)‖
ε0
γ0
‖C1(Ω)‖∇[µ− µ0]‖X2(J)
≤ C1T + C2T
1/p + C3T
1/p + C4[T
1/2+β + T ] + C5[T
1/p+1/4+β + T 1/p+1/2] + C6T
1/4
and
‖Fµ(w, ρ)− Fµ(w0, ρ0)‖Xµ(J) ≤ C1(‖ε0 − ε‖0Z2(J)‖∆c‖C(J×Ω)
+ ‖ε0 − ε‖C(J×Ω)‖∆c‖Z2(J) + ‖ε0 − ε‖Lp(J;C1(Ω))‖∆c‖C(J;H1p(Ω)))
+ C2‖(ρ,∇ρ, c,∇c)− (ρ0,∇ρ0, c0,∇c0)‖0Z2(J)
≤ C1
{
C11[T
1/2 + T 1/p+1] + C12[T
1/2+β + T ] + C13[T
1/p+1/4+β + T 1/p+1/2]
}
+ C2
{
T 1/2 + T 1/p+1 + T 1/4 + T 1/2+1/p + T 1/p
}
.
We give some details for the treatment of one of the critical terms involving a vector-
valued Bessel potential space, where we have to use Lemma 2.3. In order to estimate
‖Fµ(w, ρ)−Fµ(w0, ρ0)‖Xµ(J) we have to estimate, among others, the term (ε− ε0)∆c in the
space 0H
1/2
p (J ; Lp(Ω)). Setting m = ε− ε0 we proceed as follows.
‖m∆c‖
0H
1/2
p (J;Lp(Ω))
≤ ‖m(∆c−∆c¯)‖
0H
1/2
p (J;Lp(Ω))
+ ‖m(∆c¯−∆c0)‖
0H
1/2
p (J;Lp(Ω))
+ ‖m∆c0‖
0H
1/2
p (J;Lp(Ω))
≤ C
(
‖m‖C(J×Ω¯)
[
‖∆c−∆c¯‖
0H
1/2
p (J;Lp(Ω))
+ ‖∆c¯−∆c0‖
0H
1/2
p (J;Lp(Ω))
]
+ ‖m‖C1/2+ǫ(J;C(Ω¯))
[
‖∆c−∆c¯‖Lp(J×Ω) + ‖∆c¯−∆c0‖Lp(J×Ω)
]
+ ‖m∆c0‖C1/2+ǫ(J;C(Ω¯))
)
;
here ǫ > 0 can be chosen sufficiently small so that m belongs to the required spaces. Using
the definition of ΣT , the structure ofm, and additional regularity ofm, it is then not difficult
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to see that each of the five terms can be estimated by a quantity that is independent of c
(and ρ) and tends to 0 as T → 0.
To obtain a similar estimate for differences of Blow and the Bi-terms, i = 1, 2, µ, 3, we
are able to proceed in the same way as above, since X1,n,Γ(J) coincides with Xµ(J)
n for
functions with vanishing initial traces, and the terms occurring in these differences have the
same structure as above, namely higher order terms multiplied by a ’small’ difference as
well as lower order terms with more time regularity. Therefore, the desired estimates for the
remaining terms can be derived similarly as above, so that we will omit the details here.
Finally, putting together all estimates from above we obtain an inequality of the form
‖(u′, c′, µ′)− (u, c, µ)‖
0Z1(J)×0Z2(J)×0Zµ(J) ≤ κ(T )
with κ(T ) independent of w,w′ and tending to 0 as T → 0. Therefore, choosing T so small
that κ(T ) ≤ 1, the fixed point mapping enjoys the self-mapping property.
To conclude, we have seen that for sufficiently small T the mapping G : ΣT 7→ ΣT is
a strict contraction w.r.t. the topology of Z(J), hence by Lemma 2.1 and the contraction
mapping principle admits a unique fixed point (u, c, µ) in Z1(J) × Z2(J) × Zµ(J). This
fixed point together with ρ = L[u]ρ0 ∈ Z3(J) yields a unique local in time strong solution
(u, c, ρ) ∈ Z(J) of problem (1.2)-(1.8). This solution can be extended by the standard
method of successively repeating the above arguments on intervals [ti, ti+1]. Either after
finitely many steps we reach T0, or we have an infinite strictly increasing sequence which
converges to some T ∗(u0, c0, ρ0) ≤ T0. In case limi→∞(u, c, ρ)(ti) =: (u(T ∗), c(T ∗), ρ(T ∗))
exists in the phase space Vp, we may continue the process, which shows that the maximal
time is characterized by condition (1.11). This completes the proof of Theorem 1.1. 
8. The nonlinear problem with inhomogeneous boundary
conditions
In this section we will discuss the case of inhomogeneous boundary conditions and how
these lead to some restrictions. We now consider (1.2)-(1.5) with the following inhomoge-
neous boundary conditions, that is we replace (1.6)-(1.8) by
u = hd(t, x), (t, x) ∈ J × Γd,
(u|ν)|Γs = hs1(t, x), QS · ν ≡ 2ηQD(u) · ν|Γs = hs2(t, x), (t, x) ∈ J × Γs,
∂νc = h1(t, x), ∂νµ = hµ(t, x), (t, x) ∈ J × Γ,
(8.1)
where hd and hs := (hs1, hs2) have to be subject to the conditions
(hd(t, x)|ν(x))|Γd ≥ 0, ∀(t, x) ∈ J × Γd, hs1(t, x) ≥ 0, ∀(t, x) ∈ J × Γs,
in order to ensure that Lemma 5.1 is applicable to solve the continuity equation (1.3).
The homogeneous boundary conditions were very convenient to find the estimate (6.3),
that is to estimate (c′, µ′) in a weaker topology. In fact, to get (6.7) we used the fact that
certain boundary integrals vanish in view of the homogeneous boundary conditions. This is
no longer true, however, those additional terms for which we cannot argue as above are of
lower order, so that we are able to estimate them ’directly’ instead of integrating by parts to
get rid of one spatial derivative. For instance, one has to deal with the term 〈 ε0γ0Aγ1−γ2µ2, ψ〉
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where ‖H∗ψ‖Y ≤ 1. Hölder’s inequality yields
|〈 ε0γ0Aγ1−γ2µ2, ψ〉| ≤C(ε0, γ0)‖ψ‖L2(J;L2(Ω))‖Aγ1−γ2µ2‖L2(J;L2(Ω))
≤CT 1/4
(
‖γ1 − γ2‖Lp1(J;Lp1(Ω))‖∆µ2‖Lp(J;Lp(Ω))
+ ‖∇[γ1 − γ2]‖Lp1(J;L2(Ω;Rn)) · ‖∇µ2‖Lp(J;C1(Ω;Rn))
)
≤CT 1/4
(
C1‖(c, ρ)‖Lp1(J;Lp1(Ω)) + C2‖∇(ρ, c)‖Lp1(J;L2(Ω;Rn))
)
≤CT 1/4
(
‖c‖
0Z2(J) + ‖ρ‖0Z3(J)),
since H12(Ω) →֒ Lp1(Ω), p1 = 2p/(p− 2).
Another problem arises from the boundary condition 2ηQD(u) · ν = hs2 on Γs, which
becomes nonlinear when η = η(ρ, c). According to Theorem 4.4 this boundary equation has
to be considered in Y1,s(J ;Rn) := W
3
2
−
1
2p
p (J ; Lp(Γs;R
n)) ∩ Lp(J ;W
3− 1
p
p (Γs;R
n)), in partic-
ular, the coefficient η(ρ, c) has to be in this space as well (this space forms a multiplication
algebra for p > pˆ). However, looking for c ∈ Z2(J) and ρ ∈ Z3(J), we obtain by trace theory
that
c|Γs ∈W
1− 1
4p
p (J ; Lp(Γs)) ∩ Lp(J ;W
4− 1
p
p (Γs)),
ρ|Γs ∈W
2+ 1
4
−
1
3p
p (J ; Lp(Γs)) ∩ C(J ;W
3− 1
p
p (Γs)),
and comparing these regularities with Y1,s(J ;Rn), one perceives that c|Γs does not possess
enough time regularity. Hence, permitting non-zero boundary data hs2 would lead to the
restriction η = η(ρ). But from the physical point of view it is more reasonable to consider
viscosities depending on c to model different viscosities for different phases. We therefore
abstain from considering boundary data hs2 6= 0 in the theorem below.
The subsequent theorem is an extension of Theorem 1.1 that takes into account inhomo-
geneous boundary data.
Theorem 8.1 Let Ω be a bounded domain in Rn, n ≥ 1, with compact C4-boundary Γ
decomposing disjointly as Γ = Γd ∪ Γs with dist (Γd,Γs) > 0, J0 = [0, T0] with T0 ∈ (0,∞),
and p ∈ (pˆ,∞). Assume further that the following conditions are satisfied.
(i) ε ∈ C4(R2), ψ ∈ C5(R2), γ ∈ C2(R2); η, λ ∈ C4(R2);
(ii) η, 2η + λ, ε, γ > 0 in R2;
Then for each fext ∈ Xn1 (J0) and initial data w0 = (u0, c0, ρ0) in
V := W
4− 2
p
p (Ω;R
n)×W
4− 4
p
p (Ω)× {ϕ ∈ H
3
p(Ω;R+) : ϕ(x) > 0, ∀x ∈ Ω}
and boundary data
hd ∈ Y0,d(J ;R
n), (hd|ν) ≥ 0, hs = (hs1, hs2) ∈ Y0,s(J)× {0}, hs1 ≥ 0,
h1 ∈ Y1(J), hµ ∈ Yµ(J),
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satisfying the compatibility conditions (CP)
u0|Γd = hd|t=0 ∈W
4−3/p
p (Γd;R
n), (u0|ν)|Γs = hs1|t=0 ∈W
4−3/p
p (Γs), QS|t=0 · ν|Γs = 0,
∂νc0|Γ = h1|t=0 ∈W
3−5/p
p (Γ), ∂νµ(ρ0, c0)|Γ = h2|t=0 ∈W
1−5/p
p (Γ),
ρ0|Γd∂thd|t=0 −∇·S|t=0,Γd = (∇·P|t=0 − ρ0∇u0 · u0 + ρ0fext|t=0)|Γd ∈W
2− 3
p
p (Γd;R
n),
ρ0|Γd∂ths1|t=0 − (∇·S|t=0|ν)|Γs = (∇·P|t=0 − ρ0∇u0 · u0 + ρ0fext|t=0|ν)|Γs ∈W
2− 3
p
p (Γs),
∂ths2|t=0 −QS(ρ
−1
0 ∇·S)|t=0,Γs · ν|Γs
= QS(ρ−10 ∇·P|t=0 −∇u0 · u0 + fext|t=0)|Γs · ν|Γs ∈W
1− 3
p
p (Γs;R
n),
there is a unique solution w = (u, c, ρ) of (1.2)-(1.5), (8.1) on a maximal time interval
J∗ := [0, T
∗), T ∗ ≤ T0, if the solution is not global; the solution w belongs to the class
Z(J1) for each interval J1 = [0, T1] with T1 < T ∗, or to the class Z(J0) if the solution exists
globally. The maximal time interval J∗ is characterized by the property:
lim
t→T∗
w(t) does not exist in Vp,
where Vp is defined as the space of all (u1, c1, ρ1) ∈ V such that the compatibility conditions
(CP) hold with (u0, c0, ρ0) being replaced by (u1, c1, ρ1). Moreover, for fixed fext, hd, hs, h1,
hµ not depending on t the solution map w0 → w(·) generates a local semiflow on the phase
space Vp.
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