Decentralized output-feedback neural control for systems with unknown interconnections.
An adaptive backstepping neural-network control approach is extended to a class of large-scale nonlinear output-feedback systems with completely unknown and mismatched interconnections. The novel contribution is to remove the common assumptions on interconnections such as matching condition, bounded by upper bounding functions. Differentiation of the interconnected signals in backstepping design is avoided by replacing the interconnected signals in neural inputs with the reference signals. Furthermore, two kinds of unknown modeling errors are handled by the adaptive technique. All the closed-loop signals are guaranteed to be semiglobally uniformly ultimately bounded, and the tracking errors are proved to converge to a small residual set around the origin. The simulation results illustrate the effectiveness of the control approach proposed in this correspondence.