Abstract-US Tsunami Warning Centers use real-time bottom pressure (BP) data transmitted from a network of buoys deployed in the Pacific and Atlantic Oceans to tune source coefficients of tsunami forecast models. For accurate coefficients and therefore forecasts, tides and background noise at the buoys must be accounted for through detiding. In this study, five methods for coefficient estimation are compared, each of which handles detiding differently. The first three subtract off a tidal prediction based on (1) a localized harmonic analysis involving 29 days of data immediately preceding the tsunami event, (2) 68 preexisting harmonic constituents specific to each buoy, and (3) an empirical orthogonal function fit to the previous 25 h of data. Method (4) is a Kalman smoother that uses method (1) as its input. These four methods estimate source coefficients after detiding. Method (5) estimates the coefficients simultaneously with a two-component harmonic model that accounts for the tides. The five methods are evaluated using archived data from 11 DART Ò buoys, to which selected artificial tsunami signals are superimposed. These buoys represent a full range of observed tidal conditions and background BP noise in the Pacific and Atlantic, and the artificial signals have a variety of patterns and induce varying signal-to-noise ratios. The root-mean-square errors (RMSEs) of least squares estimates of source coefficients using varying amounts of data are used to compare the five detiding methods. The RMSE varies over two orders of magnitude among detiding methods, generally decreasing in the order listed, with method (5) yielding the most accurate estimate of the source coefficient. The RMSE is substantially reduced by waiting for the first full wave of the tsunami signal to arrive. As a case study, the five methods are compared using data recorded from the devastating 2011 Japan tsunami.
Introduction
To collect data needed to provide coastal communities with timely tsunami warnings, the National Oceanic and Atmospheric Administration (NOAA) has deployed an array of Deep-ocean Assessment and Reporting of Tsunamis (DART Ò ) buoys at strategic locations in the Pacific and Atlantic Oceans (GONZÁ TITOV et al. 2005; SPILLANE et al. 2008; MOFJELD 2009) . When a tsunami event occurs, data from these buoys are analyzed at US Tsunami Warning Centers (TWCs) using the Short-term Inundation Forecast for Tsunamis (SIFT) application TITOV 2009 ). The SIFT application was developed by the NOAA Center for Tsunami Research to rapidly and efficiently forecast tsunami heights at specific coastal communities. SIFT compares DART Ò buoy data with precomputed models as one step in creating the forecast. Matching precomputed models with data requires that any tidal components and background noise in the data be either removed or compensated for in some manner, an operation that we collectively refer to as detiding. To facilitate the operational needs of SIFT, detiding of data from DART Ò buoys must be done as soon as possible after the data become available.
In the course of developing the SIFT application, we have entertained multiple methods for detiding DART Ò buoy bottom pressure (BP) data nearly in real time. In this article we compare five such methods using archived data collected by 11 DART Ò buoys. These buoys are deployed in both the Pacific and Atlantic Oceans in places with different tidal regimes. Besides the dominant tides, the archived data contain background noise, i.e., other BP fluctuations of the kind that would be present during an actual tsunami event. We take data from periods when no known significant tsunamis occurred and introduce an artificial tsunami signal. Each signal is patterned after a precomputed computer model for an actual tsunami event. The magnitude of the artificial event is controlled by a source coefficient a. We consider five different methods for extracting the artificial tsunami signal, each of which handles detiding in a different manner. We assess how well each of the five methods allows us to extract the known a. By repeating this scheme for many different combinations of DART Ò data and artificial tsunami signals, we can evaluate how well the five methods work under idealized conditions (thus, while we make use of observed tidally dominated data, we do not take into consideration confounding factors, an important one being a mismatch between the actual tsunami event and our model for it). The remainder of the article is organized as follows. In Sect. 2 we review the format of BP measurements from DART Ò buoys as received by US TWCs. We next describe construction of simulated tsunami events, which are formed by adding archived data from 11 representative buoys to associated models for tsunami signals (Sect. 3). We give details about the five methods for extracting tsunami signals in Sect. 4. The first two are well-known methods based on harmonic models. The next two are nonstandard linear filters that utilize either empirical orthogonal functions or Kalman smoothing in conjunction with a local-level state space model. The final method, which is based on a regression model that includes terms for both the tsunami signal and tidal components, proves to be the method of choice in the study described in Sect. 5. We compare the five methods using DART Ò buoy data collected during the devastating 2011 Japan tsunami in Sect. 6. We state our conclusions and discuss our results in Sect. 7.
Bottom Pressure Measurements From DART

Ò
Buoys
A DART Ò buoy actually consists of two units: a surface buoy and a unit located at the bottom of the ocean with a pressure recorder (GONZÁ ; NOAA DATA MANAGEMENT COMMITTEE 2008; MOFJELD 2009 ). The bottom unit stores measurements of water pressure integrated over nonoverlapping 15-s time windows, for a total of 60 Â 4 ¼ 240 measurements every hour. These internally recorded measurements only become fully available when the bottom unit returns to the surface and is recovered for servicing (time between servicings can be as long as 2 or 3 years). We refer to the internally recorded data as the 15-s stream. Normally the buoy operates in standard reporting mode in which the bottom unit packages together one measurement every 15 min (a 60-fold reduction in data) over a 6-h block for transmission via acoustic telemetry up to the surface buoy once every 6 h. The surface buoy then relays the data up to the Iridium Satellite System for dissemination to the outside world. We refer to data collected in standard reporting mode as the 15-min stream. When a typical tsunami event occurs, the bottom unit detects a seismic event, which causes the DART Ò buoy to go into event-reporting mode. The transmission of the 15-min stream is suspended while the DART Ò buoy is in event reporting mode. As part of this mode, the bottom unit averages together four consecutive 15-s measurements and transmits these averages up to the surface buoy. We refer to these data as the 1-min stream. An additional 2 h of 1-min data are transmitted on the hour during the event reporting mode. When the outside world first gets access to the 1-min stream, there can be a gap between it and the most recent value of the 15-min stream ranging up to almost 6 h. After the on-hour data transmission, an additional 1 to 2 h of 1-min data before the event will be available. If we assume that tsunami events commence at random within the 6-h reporting cycle for the 15-min stream, then the average size of this gap will be 3 h. The data that are thus typically available during a tsunami event are a portion of the 15-min stream prior to the event and a 1-min stream that becomes available piece by piece in real time as the event evolves and that contains at least 1 h of data occurring before the event.
Scenarios and Artificial Tsunami Signals
The goal of this article is to objectively compare different methods for extracting tsunami signals in near real time. A conceptual model for what is recorded by a DART Ò buoy during a tsunami event has three components: a tsunami signal, tidal fluctuations, and background noise. The latter is due to seismic, meteorological, measurement, and other nontidal effects (CARTWRIGHT et al. 1987; NIILER et al. 1993; WEBB 1998; CUMMINS et al. 2001; MOFJELD et al. 2001; ZHAO and ALFORD 2009 Table 1 . Their locations are displayed in Fig. 1 . These particular buoys were chosen because the data they collect represent four well-known types of tides, hence offering the study of detiding over a broad range of ocean tidal conditions. All data were obtained from NOAA's National Geophysical Data Table 1 Eleven representative DART Ò buoys used in the detiding study. The buoy locations are shown by triangles in Fig. 1 The tidal range is a mean daily range as estimated from the harmonic constituents described in Sect. 4.1 for the second harmonic method (MOFJELD et al. 2004) . The type of tide is also based upon these constituents (PARKER 2007) . The start/stop dates are those associated with the bottom pressure data retrieved from the particular buoy, and the column marked 'days' gives the number of days spanned by the data Vol. 172, (2015) Detiding DART Ò Buoy Data for Operational Tsunami Forecasting 1655
Buoy
Center (NGDC; the reader is referred to MUNGOV et al. (2012) , for details about data collection and processing). The units for the data archived by NGDC are in pounds per square inch absolute (psia), which we convert to water depth in meters by multiplication by 0:67 m/psia (this conversion factor is based on a standard ocean, but its value does not impact any of the results we present). As documented in Table 1 , we have from 321 to 998 days of 15-s streams for each of the 11 buoys. We use these streams to construct 'scenarios' mimicking the tidal fluctuations and background noise that might have been present in 15-min and 1-min streams available during an actual tsunami event. To do so for a particular buoy, we start by selecting a random starting time t 0 . The first part of the scenario associated with t 0 consists of a 29-day segment of a 15-min stream extracted by subsampling from the 15-s stream immediately prior to t 0 . To mimic typical operational conditions, we create a 3-h gap prior to t 0 by eliminating part of the constructed 15-min stream. Using data from the 15-s stream occurring immediately after t 0 , we form a 1-day segment of a 1-min stream by averaging four adjacent values. The constructed 15-min and 1-min streams constitute one scenario. For each buoy we form a total of 1,000 scenarios with starting times t 0 chosen at random without replacement from the set of all possible starting times (for example, as indicated in Table 1 for buoy 21416, this set ranges from 29 days after 25 July 2007 up to 1 day prior to 1 July 2009). Use of randomly selected starting times means that meteorological effects, which can vary significantly among the scenarios, are included. Figure 2 shows an example of one scenario. (There are occasional missing values in the 15-s streams archived by NGDC. These can lead to gaps in a constructed 15-min stream in additional to the usual 3-h gap prior to t 0 . All of the detiding methods in our study can handle these gaps. If, however, the missing values lead to gaps in the constructed 1-min stream, we have elected to disregard the chosen t 0 and randomly pick a new one merely to simplify evaluation of the performance of the various detiding methods. Thus, a Figure 1 Locations of 11 DART Ò buoys (triangles) and 42 unit sources (solid circles). All but two of the unit sources are located in subduction zones, which are shown by solid curves (the remaining two are near New Zealand and Venezuela in areas where the plate boundary does not have subduction characteristics, but is nonetheless capable of lesser seismic events). The unit sources that are used with DART Ò buoys 44401, 51406, and 51407 are remote, and dashed curves are used to show the buoy/unit source pairings via a great circle; the pairings associated with the remaining eight buoys are linked by solid lines Percival et al. Pure Appl. Geophys. given scenario can have gaps at arbitrary times in its 15-min stream, but none in its 1-min stream.) With tidal fluctuations and background noise being handled using actual data from DART Ò buoys, we now turn our attention to simulating tsunami signals and combining these with the other two components to simulate the 1-min streams observed during a tsunami event. Let y be a vector containing a simulated 1-min stream observed during a tsunami event starting at time t 0 and lasting for 1 day (the bar over y is a reminder that the 1-min stream is produced from four-point averages of the 15-s stream). We model this vector as
where x, g 1 ; . . .; g K , and e are vectors representing, respectively, tidal fluctuations, components derived from K ! 1 unit sources (these collectively serve to model the tsunami signal), and background noise, while a 1 ; . . .; a K are K nonnegative scalars known as source coefficients (PERCIVAL et al. 2011) . Forming the g k s is discussed in detail in TITOV et al. (1999) and GICA et al. (2008) , and the following overview is taken from PERCIVAL et al. (2011) . Tsunami source regions are defined along subduction zones and other portions of oceans from which earthquake-generated tsunamis are likely to occur (see the solid curves on Fig. 1 ). Each source region is divided up into a number of unit sources, each of which has a fault area of 100 Â 50 km 2 . For each pairing of a given DART Ò buoy with a particular unit source, a model g k has been calculated predicting what would be observed at the buoy from time t 0 and onwards based upon the assumption that the tsunami event was caused by a reverse-thrust earthquake with standardized moment magnitude M W ¼ 7:5 starting at t 0 and located within the unit source. The source coefficient a k is used to adjust the standardized magnitude in the model to reflect the magnitude in an actual tsunami event. The sum of the a k s is a measure of the overall strength of the tsunami event and provides initial conditions for models that predict coastal inundation. As discussed in PERCIVAL et al. (2011) , given K candidate unit sources and based on varying amounts of data, a least squares procedure can be used to obtain statistically tractable estimates of the a k s under the assumption that the tidal fluctuations x are known to reasonable accuracy.
To focus on detiding, we assume a simplified version of Eq. (1), namely,
i.e., the simulated 1-min stream involves just a single unit source and a single source coefficient. The scenarios for a given buoy are stand-ins for x þ e. We take the unit source-based g and multiply it by a to form an artificial tsunami signal ag. From an examination of actual tsunami events, we set a ¼ 6 as a representative source coefficient. Figure 3 shows an example of constructing a simulated tsunami event based upon the 1-min stream shown in Fig. 2 and a unit source chosen for DART Ò buoy 52402.
For each of the 11 buoys in our study, we picked from 3 to 7 unit sources with different orientations with respect to the buoy-these choices are listed in Tables 2 and 3 and depicted as solid circles in Fig. 1 Fig. 4 (here the coefficient a is adjusted separately for each signal merely for plotting purposes-the actual range for all 47 gs is listed in Tables 2 and 3 and varies from 0.2 to 13.1 cm). Each plot shows a 120-min segment of a given artificial tsunami signal ag, one point for each minute, but a different segment for each signal. For use later on, five hand-picked points are colored red. From left to right, the first four of these points mark the approximate occurrence of a quarter, a half, three-quarters and all of the first full wave comprising the signal (Tables 2, 3 . This stream is assumed to consist of tidal fluctuations and background noise summed together, i.e., x þ e from Eq. (2). The middle plot shows ag with a set to 6, where g is based on ki060b, one of the unit sources associated with 52402 (see Table 2 ). The bottom plot is a simulated tsunami event y formed by adding ag to x þ e 1658 D. B. Percival et al. Pure Appl. Geophys. most) point marks 1 h past the end of the first full wave.
Each of the 11 buoys is represented once in Fig. 4 , except for buoy 32411, which has two signals associated with it that are visually quite different (left-hand and middle plots on second row). One of these two depicted signals (cs027b, left-hand plot, second row) is generated from the same 100 Â 50 km 2 region as the signal depicted for 51406
(left-hand plot, bottom row). Again these two signals are visually quite different. These duplicate-buoy/ duplicate-unit-source pairings illustrate the fact that each signal depends upon both the location of the buoy and the location of the unit source. Figure 5 shows 120-min segments of 12 simulated tsunami events, each of which make use of the artificial tsunami signals shown in the corresponding plots of Fig. 4 . These events were formed by adding ag (with a now set to 6) to the 1-min stream from a randomly chosen scenario for each buoy (the scenario chosen for buoy 52402 is the same one used in It is easy to visually pick out the tsunami signal in some plots, but harder in others, which illustrates the facts that the signal-to-noise ratio varies substantially (even though a ¼ 6 in all cases) and that our ability to clearly distinguish between signal and noise is compromised for certain signal shapes. There are 47 pairings of buoys with unit sources; however, only 42 distinct unit sources are involved because 5 of them (cs027b, cs049b, cs053b, ki055b, and at056b) are associated with two buoys. The locations of the 42 unit sources are shown by solid circles in Fig. 1 . Each buoy/unit source pairing leads to an artificial tsunami signal g. The columns labeled as '1=4,' '1=2,' '3=4,' and 'full' give the approximate number of minutes from t 0 that pass until a quarter of the first full wave, a half, three-quarters, and the first full wave of the signal appear (these points are hand-picked). The 'period' column gives a rough measure of the duration of the first full wave (it is equal to 4=3 times the difference between the full-wave and quarter-wave points). The 'range' column gives the difference between the largest and smallest values in the signal g. The 12 buoy/unit source pairings that lead to the signals shown in Figs. 4 and 5 are indicated by daggers 
Methods for Handling Tides in Bottom Pressure Measurements
Here we describe five methods that take BP measurements y and use them to estimate the source coefficient a in Eq. (2). Each method deals with the tidal fluctuations x in a different manner. The first four methods do so by predicting or estimating the fluctuations using, say,x. This prediction is then subtracted from y to yield detided BP measurements:
where ¼ e þ x Àx is an error term encompassing both background noise and inaccuracies in predicting the tidal fluctuations. Given the detided measurements, we then use the ordinary least squares (OLS) method to estimate a, yielding the estimator Tables 2, 3 ). There are five hand-picked red points in each plot. These are associated with varying amounts of data related to the first full wave of the signal, namely, the first quarter of the full wave, half, three-quarters, all the full wave, and 1-h past the end of the first full wave
where g T denotes the transpose of the vector g. The fifth method is different from the other four in that it uses OLS to create d and to estimate a jointly. The inversion algorithms for estimating source coefficients from multiple buoys currently in SIFT (PERCIVAL et al. 2011) and under development (PER-CIVAL et al. 2014) are based on least squares methods, but go beyond OLS by including nonnegativity constraints and penalties to induce automatic unit source selection. These algorithms assume the model of Eq. (1) for the multiple buoys, but proceed under the assumption that the BP measurements have been adjusted so that tidal fluctuations have been removed as much as possible. For studying how best to detide, it suffices to use a single buoy and the simplified model of Eq. (2), and there is no real gain in using anything other than the OLS estimator of Eq. (3).
The first two of the five methods are based on harmonic modeling, which we describe in Sect. 4.1. The third method is based on empirical orthogonal functions (Sect. 4.2), while the fourth employs Kalman smoothing, but makes use of harmonic modeling for initialization purposes (Sect. 4.3). Section 4.4 describes the fifth method, which in part involves a simplified version of harmonic modeling.
Harmonic Modeling Methods
The harmonic prediction method is the standard one used by NOAA to predict the tides at coastal stations. For detiding DART Ò data, it can be thought of as the classic method of tidal prediction. It assumes that the tides are sums of sinusoidal constituents, each with its own frequency. To make tidal predictions at a DART Ò station, the amplitude and phase lag of each constituent are determined via a tidal analysis of observed BP data. The first detiding method is a harmonic prediction method that carries out the tidal analysis in the following manner. Consider one of the scenarios described in Sect. 3. Each scenario consists of a 1-day segment of a 1-min stream starting at time t 0 , which is preceded by 29 days (less 3 h) of a 15-min stream. Without loss of generality, set t 0 ¼ 0 to simplify the discussion, and let y n denote an observation from the 15-min stream, but with n indexing the underlying 15-s stream from which the 15-min stream is subsampled; i.e., the actual time associated with y n is n D, where D ¼ 15 s. Assuming y n to be tidally dominated, we entertain a harmonic model of the form
for n ¼ À780; À840; . . .; À166920; À166980 (note that index n ¼ À780 corresponds to the last value in the observed 15-min stream, which occurs prior to the 3-h gap, while n ¼ À1;66;980 indexes the first value, which occurs 29 days prior to t 0 ¼ 0). In the above l is an unknown overall mean level; x m is one of M known tidal frequencies; B m and C m are unknown coefficients that can be used to deduce the amplitudes A m and phase lags / m ; e n is an error term (hopefully small). We use an OLS fitting procedure to estimate l, B m , and C m via, say,l,B m , andĈ m . If we replace l, B m , and C m by their estimates, we can then use the right-hand side of Eq. (5) with the error term set to zero to predict what the tidal fluctuation should be at any desired time index n. After an artificial tsunami signal is added to the 1-min stream of the scenario to form a tsunami event, we detide this stream by forming
for n ¼ 0; 4; . . .; 5756; 5760, where y n is an element from the 1-min stream y. For 29 days of prior data, we make use of M ¼ 6 tidal frequencies x 1 ; . . .; x 6 commonly referred to as N2, M2, S2, Q1, O1, and K1 (see, e.g., Table 1 in RAY and LUTHCKE 2006) . The d n s given above form the elements of the vector d used to form the estimatorâ of Eq. (3).
The first row of Fig. 6 shows detided BP measurements d n corresponding to the simulated tsunami event shown in the bottom plot of Fig. 3 . Visually there is evidence that this detiding is not entirely satisfactory: there is a systematic drift downwards over the first hour that arguably is due to unmodeled tidal fluctuations and thus should not be present in d n . As described in the caption to the figure, the five black circles mark various time points associated with the artificial tsunami signal. If we place the data from t 0 up to one of these five time points into the vector d and create the corresponding vector g, we can obtain an estimate of the source coefficient a using Eq. (3). The resulting estimatesâ are listed in the first row of Table 4. Recalling that the true value of a is 6, we see that, not unexpectedly, the better estimates are associated with larger amounts of data. Looking at estimates based on varying amounts of data is of considerable operational interest. As more BP measurements become available as a tsunami event evolves, we can expect in general to get better estimates of a, but at the expense of a delay in issuing timely warnings. Determining how much an estimate of a is likely to improve by waiting for more data is vital for managing the trade-off between accuracy and timeliness. For this example, there is improvement in waiting until the first full wave occurs, but none in waiting an hour past that time.
The second detiding method is based on a harmonic analysis that, for a given buoy, is based on all the 15-s data listed for it in Table 1 . This 'blanket' harmonic model has the same form as Eq. (4), but now the time index n increases in steps of 1 rather than 60, and we use M ¼ 68 sinusoidal constituents. For optimal accuracy of this type of an analysis, the measurements should span at least 1 year, which Table 1 indicates is true for all buoys with the exception of 41420 (this buoy has 321 days of data, slightly less than a year). The tidal predictions are made by adjusting the lunar harmonic constants for perigean (8.85-year) and nodal (18.6-year) variations in the moon's orbit, computing the height associated with each constituent at the times of interest and then summing these heights to yield the prediction. Detiding of the 1-min series in a scenario is accomplished using an equation similar to Eq. (6), the only difference being that the overall mean level l is estimated using the scenario's 15-min stream rather than being pre-specified. A particular strength of the second detiding method is that it requires minimal use of the 15-min stream (it is only used to estimate l). In one extreme case, this stream was entirely missing for buoy 21416 over a 6-week period prior to 15 January 2009, when a Kuril Islands event triggered reporting of the 1-min stream. If the 15-min stream is not available, it is possible to estimate l using just the 1-min stream, but care would be needed Fig. 3 . Each plot corresponds to one of the five methods under study. From top to bottom, these are 1 a 6-constituent harmonic analysis (HA) based on 29 days of the 15-min stream before t 0 (the start of the 1-min stream), 2 a 68-constituent HA based on all available 15-s data, 3 an empirical orthogonal function approach, 4 a Kalman smoother approach, and 5 a 2-constituent local HA with joint estimation of the source coefficient a. In plots (3) to (5), there are five color-coded curves, each corresponding to detiding based upon one of five different amounts of data [some curves in (4) and (5) are partially obscured because they are virtually identical to other curves]. Red indicates use of data from t 0 up to a quarter of the first full wave (FFW) of the tsunami signal; green to half of the FFW; cyan to three quarters; magenta to the end of the FFW; black to 1 h past the end of the FFW. The five ending times are shown by black circles (the first four are listed in Table 2 to ensure that the tsunami signal does not unduly distort the estimate. A number of software packages are available to do tidal analyses of observations and to make the tidal predictions, a standard one being the Foreman FORTRAN 77 package (FOREMAN 1977 (FOREMAN , revised 2004 . For our study, we used tidal predictions generated by NGDC (see MUNGOV et al. 2012 for details).
The second row of Fig. 6 shows detided BP measurements d n produced by this second harmonic method. In contrast to the first method, we no longer see a systematic drift downwards over the first hour; however, the d n s during that hour are systematically elevated above zero, which is questionable. The five estimatesâ corresponding to different amounts of data are listed in the second row of Table 4 . These estimates are worse than the ones we obtained from the first harmonic method except when using the largest amount of data; however, we should not rely on this single example to draw conclusions about the relative merits of the two harmonic methods; see the discussion in Sect. 5.
When tidal predictions are subtracted from BP measurements, fluctuations always remain in the tidal bands. They are due to nonstationary fluctuations, nonlinear tides, and tidal constituents not accounted for in the tidal analysis. Of these, internal tides are certainly significant. They are generated around the ocean margins and shallow ridges and then propagate elsewhere in the ocean (e.g., CUMMINS et al. 2001; ZHOU and ALFORD 2009) . The residual tides limit the degree to which the total tide can be removed from BP data through simple subtraction of a predicted tide, even when the tidal analysis is performed on the same time series (as is the case here).
Empirical Orthogonal Function Method
The two best known approaches for detiding data are to subtract off a prediction from a harmonic model (as described in the previous section) and to subject the data to a linear time-invariant (LTI) high-pass filter. To isolate a tsunami signal without distortion, the high-pass filter should retain components with periods as long as 2 h. The so-called 'edge effects' of such a filter distort at least 1-h sections at the beginning and at the end of the tsunami signal. Thus, an LTI filter cannot reliably isolate a tsunami signal immediately after it is registered by a DART Ò buoy, whereas it is desirable to make use of these data as soon as possible following the start of a tsunami event. Moreover, most digital filters are designed to work with regularly sampled data and are not easy to adapt if there are gaps in the data. While the BP unit in a DART Ò buoy internally records a measurement once every 15 s, only gappy segments of these data (or 1-min averages thereof) are typically available externally following an earthquake event.
In this section and the next, we explore two approaches to detiding involving linear (but not timeinvariant) filters. These approaches are tolerant of data gaps and are less prone to edge effects, thus overcoming the two problems we noted about standard LTI high-pass filters. The first approach is based on extracting the tidal component in a segment of data by back-and-forth projection onto a specific subspace in an N-dimensional space of vectors. The subspace is spanned by the empirical orthogonal functions (EOFs) of segments of length N of archived 15-min streams from DART Ò buoys (TOLKOVA 2009 (TOLKOVA , 2010 . The following description of this approach is based on TOLKOVA (2010), to which we refer the reader for more details. The EOF method relies on the premise that, due to the structure of tides in the deep ocean, the subspace spanned by the leading EOFs of tidally dominated There are five different estimates for each method. These estimates correspond to use of different amounts of data, which are indicated by black circles in Fig. 6 and described in the caption to that figure. Agreement betweenâ and a ¼ 6 tends to get better as the amount of data increases. The fifth method ('Joint Est.,' a two-constituent local harmonic analysis with joint estimation of the source coefficient a) does best overall in this example data segments of up to 3-days in length is fairly universal across various DART Ò buoys. Oceanic tidal energy is concentrated in the long-period, diurnal, and semidiurnal frequency bands centered around 0, 1, and 2 cycles per day (cpd). The effective diurnal band is from 0.8 to 1.1 cpd and the semidiurnal, from 1.75 to 2.05 cpd, so the bandwidth for both bands is 0.3 cpd (MUNK and CARTWRIGHT 1966) . Tidal motion thus has two inherent time scales: 1 day (the apparent tidal quasiperiod) and 3.3 days (the shortest tidal segment from which we can in theory resolve individual constituents within either of the two major bands). Since tides at different locations vary only in the fine structure of the tidal bands, the premise behind the EOF method says that the subspace spanned by the leading EOFs of tidal segments is essentially the same at all DART Ò locations as long as the segment length is so short as to not allow resolution of the fine structure in the tidal bands.
TOLKOVA (2010) Figure 7 shows the resulting eight vectors.
Three steps are needed to accomplish detiding using the f m vectors. For the sake of argument, suppose the vector y contains a segment from a 1-min stream of length N ¼ 1; 471 (i.e., approximately 1 lunar day). First, we project this segment onto the vectors f m to obtain M coefficients
y. Second, we estimate the tidal component by taking the M vectors, multiplying them by their corresponding coefficients, and then adding together the resulting scaled vectors. Finally, this estimate of the tidal component is subtracted from y, yielding the detided data d. Mathematically, we can write
where F is a N Â M matrix whose columns are f 0 ; . . .; f MÀ1 , and c is a vector containing the M coefficients. Letting y n and F m;n denote, respectively, the nth element of y and the ðm; nÞth element of F and momentarily regarding We can generalize this technique to handle the case of irregular sampling by the following simple procedure, which ignores the distinction between the 1-min and 15-min streams. For a span of N ¼ 1; 471 min of interest, construct a vectorỹ of length N that contains all available values from either one of the streams. Let w n ¼ 1 if the nth elementỹ n ofỹ is actually available from one of the streams, and let w n ¼ 0 if it is not available. We set c such that
is minimized with respect to c 0 ; . . .; c MÀ1 . Minimization of (8) is a least squares problem whose associated normal equations are
where H is an N Â M matrix whose ðn; mÞth element is w n f m;n . The system (9) has a numerically viable solution as long as the symmetric M Â M matrix H T H is not poorly conditioned. In this case, the detided data are contained in
The third row of Fig. 6 shows detided BP measurements d n produced by the EOF method. In contrast to the two methods based on harmonic analysis, the values that are subtracted from the 1-min stream to accomplish EOF detiding depend upon the stream itself and hence can change as different amounts of this stream are utilized, as this example illustrates. In particular, we see a systematic upward drift when utilizing data less than or equal to the first full wave, but this drift disappears when we use data 1 h past the end of the first full wave. The five estimatesâ corresponding to different amounts of data are listed in the third row of Table 4 . For the three largest amounts of data, these estimates are an improvement in this example over the ones we obtained from the two harmonic methods.
Kalman Smoothing Method
Kalman smoothing (KS) has been used in numerous applications as a method for optimally smoothing time series as new values of the series become available over time. The optimality of this procedure is contingent upon our ability to adequately describe the underlying dynamics of the time series in terms of a so-called state space model. KS-based detiding has been advocated before (see CONSOLI et al. 2014 and references therein), but the approach we describe here for detiding data from DART Ò buoys differs from previous approaches in important aspects (for detailed expositions on KS, see BROCKWELL and DAVIS 2002; DURBIN and KOOPMAN 2012; SHUMWAY and STOFFER 2011) . Our KS approach is a two-stage procedure. As before, let y n represent the 1-min stream from a given scenario to which we have added an artificial tsunami signal. The first stage is to detide y n using the first harmonic modeling method, yielding the detided series d n , n ¼ 0; 4; 8; . . . via Eq. (6). Merely to simplify the equations that follow, we reindex this first-stage detided series by definingd n ¼ d 4n , n ¼ 0; 1; 2; . . .. The second stage applies KS tod n , for which we assume a local level model (also called a random walk plus noise model; see BROCKWELL and DAVIS 2002; DURBIN and KOOPMAN 2012) . This model consists of two equations, the first of which is known as the state equation and the second, the observation equation. The state equation takes the form
where l 0 is the initial state, and f n is a white noise sequence with mean zero and variance r 2 f . The observation equation takes the form
where d n is another white noise sequence with mean zero, but now with time-varying variance r equations known as the Kalman recursions that gives the best (in the sense of minimum mean square error) linear estimates of the unknown state l 1 ; . . .; l n . We denote these estimates asl 1jn ; . . .;l njn . For a fixed index m n, the estimatel mjn of l m changes as n increases, i.e., as more and more of the first-stage detided series becomes available. Givend 0 ; . . .;d n , we define the KS-based detided series to bê
The corresponding estimate of the source coefficient a is given by Eq. (3), where now the vector d contains thed m variables.
The unknown parameters that we must set to implement KS-based detiding are l 0 , r (estimates for the last three variances are handled in an analogous manner). We determined a setting for the final parameter r 2 f in the following manner. For all 1,000 scenarios for a given pairing of a buoy and an artificial tsunami signal with the source coefficient a ¼ 6, we used the KS detiding method to compute source coefficient estimatesâ i , i ¼ 1; . . .; 1; 000, over a grid of values for r 2 f and for various amounts of data. We then determined which value minimized P i ðâ i À 6Þ 2 . Different pairings of buoys and signals and different data lengths led to different minimizing values. We set r 2 f ¼ 6:25 Â 10 À13 after considering a large collection of representative pairings and data lengths-while this value was not optimal for all such pairings and lengths, it performed well overall. The fourth row of Fig. 6 shows detided BP measurementsd n produced by the KS method. The starting point for this method is the detided series shown in the first row, which was produced by the first harmonic modeling method. A comparison of these two detided series shows that the KS method has eliminated the downward trend that is evident in the first 70 min of the detrended series produced by harmonic modeling. In contrast to the first three methods, there is no evidence in the KS detided series of a drift or offset that might be attributable to lingering tidal fluctuations. Similar to EOF detiding, KS detided values can change as different amounts of the 1-min stream are utilized, but the changes in the KS method are smaller than those for the EOF method in this example. The five KS-based estimates ofâ corresponding to different amounts of data are listed in the fourth row of Table 4 . For this example, these estimates are closer to the true value a ¼ 6 than the ones corresponding to the first three methods.
Harmonic Modeling Method with Joint Source Coefficient Estimation
The four detiding methods we have considered so far are similar in that they all produce a detided series d. We then use d to produce an estimateâ of the source coefficient via the OLS estimator of Eq. (3). The fifth and final method estimates the tidal component jointly with the source coefficient based on just the 1-min stream (merely to simplify the description below, we assume this stream to be gap free, but it is easy to reformulate this method to handle gaps). This joint estimation method is based on the model
where y is an N dimensional vector containing a portion of the 1-min stream from a scenario to which the artificial tsunami signal 6g has been added; 1 is a vector of ones; c m is a vector whose elements are cos ðx m n DÞ, n ¼ 0; . . .; N À 1, with x 2 and x 1 being, respectively, the tidal frequency M2 and the average of the O1 and K1 frequencies and with D ¼ 1 min; s m is analogous to c m , but with sines replacing cosines; e is a vector of errors (presumed to have mean zero and a common variance); and l, B 1 , C 1 , B 2 , C 2 , and a are unknown parameters. In essence, this method estimates the tidal component via a two-constituent harmonic model, which works best because the small amount of available data is not sufficient to differentiate more constituents (we checked this assertion by considering harmonic models with other than two constituents, but the two-constituent harmonic model worked best overall for joint estimation of a; we also considered polynomial models of various orders). Equation 11 can be rewritten as Vol. 172, (2015) Detiding DART Ò Buoy Data for Operational Tsunami Forecasting 1667
where X is an N Â 6 design matrix whose columns are subject to the invertibility of X T X (in the study discussed in Sect. 5, no instances of noninvertibility were encountered). We can take the detided series for this method to be
A strength of this detiding method is that, in contrast to the other four methods, it does not make any use of the 15-min stream, which, as we have noted before, was entirely missing in one actual tsunami event.
The fifth row of Fig. 6 shows detided BP measurements d produced by the joint estimation method, with the five estimates ofâ corresponding to different amounts of data being listed in the fifth row of Table 4 . Although in this example the detided series for this and the KS method are visually similar to each other, the joint estimation-basedâ estimates are always closer to the true value of a ¼ 6 than the KS-based estimates.
Comparison of Five Detiding Methods
Here we compare the five detiding methods described in the previous section by considering how well each method estimates the source coefficient a from simulated tsunami events constructed as per Eq. (2) (an example of one such event is shown in Fig. 3 ). For each of the 47 buoy/unit source pairings listed in Tables 2 and 3 , we constructed 1,000 simulated events based upon the 1,000 scenarios created for each buoy. For each such event and for five different amounts of data from the 1-min stream ranging from a quarter of the first full wave (1/4 FFW) of the tsunami signal up to an hour past the end of the FFW, we estimated a using the five detiding methods, thus yielding 47 Â 1;000 Â 5 ¼ 235;000 estimated coefficients for each method. The task at hand is to summarize how well each method did.
We start by considering results for the pairing of buoy 52402 with unit source ki060b (this same combination is used in all or part of Figs. 2, 3, 4 , 5, and 6 and in Table 4 ). Figure 8 has five rows, one for each of the five methods. The dots in a given row show the 1,000 estimatesâ derived from data just up to 3/4 FFW. Ideally, we would like to see estimates that cluster tightly around the true value a ¼ 6 (indicated by a blue dashed line). The scatter in the estimates for the two methods based on harmonic analysis (top two rows) is much larger than that for the three remaining methods. With only a few exceptions, this pattern persists for all 47 buoy/unit source pairings and for all five amounts of data and tells us that these two methods are not competitive with the other methods.
The distribution of the estimates in each row of Fig. 8 is summarized on the right-hand side by a boxplot (CHAMBERS et al. 1983) . The central box in each boxplot has three horizontal lines, which indicate, from bottom to top, the lower quartile, the median, and the upper quartile of the data. The short horizontal line below the central box is the lower hinge, which indicates the estimateâ that is closest to-but not less than-the value of the lower quartile minus 1.5 times the interquartile distance (the upper quartile minus the lower quartile). The upper hinge has a similar interpretation, with 'not less than' replaced by 'not greater than' and with 'lower quartile minus' replaced by 'upper quartile plus.' Any estimatesâ that happen to be either smaller than the lower hinge or greater than the upper hinge are indicated by circles. Because the variability in the estimates for the first two methods is so much greater than those for the three remaining methods, only the boxplots for the former are clearly visible in Fig. 8 . Figure 9 shows boxplots just for the latter three methods on a common scale, but now for all five amounts of data rather than just data up to 3/4 FFW. These boxplots show that the EOF estimates tend to be biased low when using data less than or equal to 3/4 FFW, whereas the KS estimates are biased high, but to a lesser degree (the boxplots show medians, but there would be no noticeable differences had we shown sample means rather medians in Fig. 9 ). By contrast, there is little evidence of bias in the jointestimation estimates. For estimates based on data up to the FFW or smaller amounts, the spreads of the distributions are generally greatest for the EOF estimates and smallest for the joint-estimation estimates. Figure 10 summarizes the spreads in the distributions involved in Figs. 8 and 9 via root-mean- (dots) given by, from top to bottom, 1 a 6-constituent harmonic analysis (HA) based on 29 days of the 15-min stream before t 0 (the start of the event), 2 a 68-constituent HA based on all available 15-s data, 3 an empirical orthogonal function approach, 4 a Kalman smoother approach, and 5 a 2-constituent local HA with joint estimation of the source coefficient a. Each estimate is based on data up to three quarters of the first full wave from one of the 1,000 scenarios for buoy 52402, to which has been added an artificial tsunami signal based on unit source ki060b with source coefficient a ¼ 6. The dots for the estimates for scenario 943 are surrounded by a red triangle (this scenario is used as an example in Figs. 2, 3 , and 6 and in Table 4 ). The boxplot on each row summarizes the distribution of the correspondingâ estimates (see text for details)
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By this measure the two methods based on harmonic analysis are about an order of magnitude worse than the best method (joint estimation). With almost no exceptions, this poor RMSE performance persists through all 47 buoy/unit source pairings and all five amounts of data under study. The joint estimation method outperforms the EOF and KS methods, but the former becomes competitive when the largest amount of data is used and the latter, for the smallest and two largest amounts. Increasing the amount of data from 1/4 FFW to FFW results in approximately half an order of magnitude drop in RMSE for all five methods ( Table 2 indicates that the time it takes to collect the extra data from 1/4 FFW to FFW is 14 min for this particular buoy/unit source pairing). Figure 11 is similar to Fig. 10 , but now shows RMSE plots for the 12 representative buoy/unit source pairings shown in Figs. 4 and 5. To simplify this figure, we do not show results for the two noncompetitive methods based upon harmonic analysis. The joint estimation method tends to outperform the EOF and KS methods when more than 1/4 FFW of data is involved, but not uniformly so (the pairing of buoy 51407 with unit source cs100b in the middle plot on the bottom row offers a counterexample). The KS method generally outperforms the EOF method. There are a number of instances in which RMSE increases for the EOF and KS methods when the amount of data increases from 1/4 FFW to 1/2 FFW. This pattern is counterintuitive since more data should imply a more stable estimate of a; however, this behavior is confirmed by an analytic theory in which the tsunami's partial waves are regarded as a filter on the tides. Figure 12 has five plots, one for each amount of data under study, with points indicating ratios of amount of data used Figure 9 Boxplots for 1,000 estimatesâ based on simulated tsunami events constructed from buoy 52402 and unit source ki060b. The estimates are based on, respectively, the EOF, KS, and joint estimation methods (top to bottom) and data up to (from left to right) a quarter of the first full wave ('qw'), half of the full wave ('hw'), three-quarters ('tqw'), the full wave ('fw'), and 1 h past the end of the first full wave ('hr') Figure 10 Root-mean-square errors for 1,000 estimatesâ based on simulated tsunami events constructed from buoy 52402 and unit source ki060b. For each of five methods, RMSEs are shown for estimates based on data up to (from left to right) a quarter of the first full wave ('qw'), half of the full wave ('hw'), three-quarters ('tqw'), the full wave ('fw'), and 1 h past the end of the first full wave ('hr') RMSEs involving all 47 12-buoy/unit source pairings. The ratios are formed by taking the RMSE for the EOF, KS, or joint estimation method and dividing it by the best RMSE among all five detiding methods. A ratio of one for a particular method indicates that it is the best method. The top plot is for 1/4 FFW and shows the KS and joint estimation methods about evenly divided for bestmethod honors. The buoys are ordered such that those that are separated most in distance from their unit sources (51406, 51407 and 44401) are on the right-hand side of the plots. The KS method generally outperforms the joint estimation method for these buoys, which tend to have lower signal-tonoise ratios than the buoy/unit source pairings on the left-hand side of the plot. As the amount of data increases beyond 1/4 FFW (four bottom plots), there are increasingly fewer pairings where the joint estimation method fails to be the method of choice. We also note that the disparity among the three methods tends to decrease as the amount of data increases.
Finally, we note that, as alternatives to RMSE as a summary measure, we also considered the mean absolute error P i jâ i À 6j=1; 000, the maximum absolute error maxfjâ i À 6jg, and the maximum absolute negative error, i.e., maxfjâ i À 6jg with i ranging over values such thatâ i \6. These last two measures are based on worst case scenarios, which are of considerable operational interest; in particular, the last measure focuses on worst case underestimation of a, which can lead to forecasting coastal inundations that are too small. All three additional measures lead to the same conclusions we drew using the RMSE: the joint estimation method is generally to be preferred over the EOF and KS methods, and the two methods involving only harmonic analyses are not competitive. 1 hour beyond full wave Figure 12 Ratio of RMSEs to best RMSE for five different amounts of data under study (top to bottom plots), for 47 buoy/unit source pairings and for three methods (EOF, KS, and joint estimation, but with the best method chosen from among these three and the two methods based on harmonic analysis). The ordering of pairings from left to right in the plots is the same as the ordering from top to bottom in Tables 2 and 3 1672 D. B. Percival et al. Pure Appl. Geophys.
Example: March 2011 Japan Tsunami
Here we apply the five detiding methods to data collected during the devastating 2011 Japan tsunami, which was generated by the great Mw 9.0 earthquake that occurred on 3 March at 05:46:23 UT (t 0 ) (TANG et al. 2012; WEI et al. 2013 WEI et al. , 2014 . Several DART Ò buoys recorded this event, including buoy 52402. Figure 13 shows the data from 52402 we make use of here. The data consist of a 15-min stream starting 29 days prior to t 0 and ending 2.0 h before t 0 as well as a 1-min stream starting 1.8 h prior to t 0 and ending a day after t 0 (there is a small gap in the 15-min stream around 14 days prior to t 0 ).
The first method uses a 6-constituent harmonic analysis based on the 29 days of data prior to the event time t 0 (these are mostly from the 15-min stream, but there are 1.8 h from the 1-min stream). The top plot in Fig. 14 shows the corresponding detided series, which is the difference between data from the 1-min stream recorded after t 0 and predicted values based on the fitted harmonic model. This series shows rapid fluctuations starting about 10 min after t 0 and dissipating after about 90 min. These are evidently due to seismic noise from the earthquake. Ignoring this noise, the detided series starts at a positive intercept and then rises almost linearly until about 210 min, at which point the tsunami signal becomes evident. The five black circles are subjectively chosen markers of a quarter of the first full wave (FFW), a half, three quarters, the end of the FFW, and 1 h past the end of the FFW (these occur at, respectively, 225, 232, 236, 245, and 305 min after t 0 ). The true tidal fluctuations are of course unknown, but a reasonable conjecture is that the linear increase in evidence here is actually a tidal component that the first method failed to properly extract.
The second method uses a 68-constituent harmonic analysis based on 465 days of data collected by buoy 52402 between 13 December 2006 and 21 March 2008, i.e., well before the 2011 Japan tsunami. The detided series, shown below the top plot in Fig. 14 , is again the difference between data from the 1-min stream and predicted values based on the fitted harmonic model, but with the mean level of the predictions adjusted using the 29 days of data prior to t 0 . In comparison to the first method, there is now only a slight linear increase in the first 3 h, but the positive intercept is larger.
The third method is EOF-based and yields detided series that depend on the amount of the 1-min stream after t 0 we wish to detide. The middle plot in Fig. 14 shows five detided series color coded to indicate the amount of data used (red, green, cyan, magenta, and black for data ending, respectively from left to right, at the locations of the five solid circles and starting 1,470 min earlier). Differences between the displayed detided series at the same location in time are typically small, but do get as large as 5.7 cm. Ignoring seismic noise, all five detided series are relatively flat out to 150 min, after which they exhibit a noticeable dip prior to the arrival of the tsunami signal. While we might be tempted to regard this dip as a remanent tidal component, caution is in order since true tidal fluctuations are unknown. The fourth method-Kalman smoothing-is similar to the EOF method in that the detided series depends on the amount of the 1-min stream to be detided, but is dissimilar in that detiding involves data prior to t 0 only indirectly because the starting point for the KS method is the detided series provided by the first method. The next-to-bottom plot in Fig. 14 shows five detided series color coded in the same manner as before. The differences between the detided series at the same point in time are again typically small, with the largest difference now being 0.7 cm. There is only a slight hint here of the dip readily apparent in the EOF detided series.
Similar to the EOF and KS methods, the final method (a two-constituent local harmonic analysis with joint source coefficient estimation) yields detided series that depend upon the amount of the 1-min stream to be detided, but, in contrast, it makes no direct or indirect use of any data prior to t 0 . This method, however, does depend upon a suitable model for the tsunami signal. PERCIVAL et al. (2014) discuss selection of unit sources for the Japan tsunami using an objective automatic method. The selection is based on data from three DART Ò buoys (21401, 21413 and 21418) located much closer to the epicenter of the earthquake than buoy 52402 is. These buoys registered the tsunami signal within 5 min after t 0 , well before it arrived at buoy 52402 more than 3 h later. The automatic method selected seven unit sources g 1 ; . . .; g 7 to model the tsunami signal. Accordingly, we need to adjust the joint estimation method to make use of seven unit sources rather than just one. We do so by suitably redefining the design matrix X and the vector of coefficients a in Eq. (12). Thus, X is now of dimension N Â 12, with its first five columns being as before and with its next seven columns now being g 1 , ..., g 7 ; correspondingly, a is augmented to dimension 12, with its last seven elements being the source coefficients for the unit sources. After these adjustments to X and a, we produce the detided series using the same equations as before (13 and 14). The bottom plot in Fig. 14 shows detided series for the joint estimation method (five in all corresponding to different amounts of data). These series are visually quite similar to the KS detided series, but the largest difference between the joint detided series is larger (3.6 cm) than for the KS series (0.7 cm). It is important to note that, in contrast to the other four methods, the joint estimation method is dependent upon a suitable model for the tsunami signal. To demonstrate this fact, the two plots in Fig. 15 show detided series using the joint estimation method, but based upon different models. The top plot is the same as the bottom plot in Fig. 14 , for which the detided series utilize a model involving seven unit sources. In the bottom plot the detided series use a model based on only one of these seven sources (ki026b). The magnitude of the earthquake that generated the 2011 Japan tsunami was so large that it is physically unrealistic for the signal to be well modeled by a single unit source (PAPAZACHOS et al. 2004) . The detided series from this presumably inadequate model Fig. 13 using the method based on a two-constituent local harmonic analysis with joint estimation of source coefficients. The top plot here is identical to the bottom plot of Fig. 14 , for which the detided series are based on a model for the tsunami signal that is the linear combination of seven unit sources selected by an objective automatic procedure (PERCIVAL et al. 2014) . In the bottom plot, the detided series are based on a single unit source that is presumably an inadequate description of the underlying tsunami signal. See the Fig. 6 caption for an explanation of the black circles and color-coded curves in these plots have low-frequency fluctuations in the first 3 h that are not evident in the top plot (or in the KS-based detided series, which are shown in the next-to-bottom plot of Fig. 14) . These fluctuations are best attributed to a failure on the part of the joint estimation method due to an inappropriate model.
Conclusions and Discussion
We have undertaken a comprehensive comparison of five methods for estimating the source coefficient a based upon DART Ò buoy bottom pressure (BP) data collected during a tsunami event (this coefficient reflects the strength of the event and is used to provide initial conditions for predicting coastal inundation). Any method for estimating a must deal with the fact that the variability in BP data is typically dominated by tidal fluctuations; hence, all viable methods must detide the data in some explicit or implicit manner. The five methods under study have been entertained as part of the on-going development of the SIFT application, a tool developed at NOAA for use by US Tsunami Warning Centers for real-time assessment of tsunami events. The clear method of choice is a scheme by which a is estimated jointly in a regression model that accounts for the tidal components using sinusoidal constituents involving the tidal frequency M2 and the average of the O1 and K1 frequencies. This method is particularly convenient from an operational point of view in that it does not make direct use of data occurring prior to a tsunami event, as is true in varying degrees for the four other methods under study. Among the four remaining methods, the Kalman smoothing (KS) method performed best overall in our study. In some cases, the EOF method is competitive with the joint estimation and KS methods, but the two methods based on only harmonic analyses proved to be markedly inferior to the other three methods. Note that we evaluated the performance of the EOF method using a specific set of eight basis vectors adapted for use within the SIFT system. We limited this set to eight vectors due to the fact that only this number of vectors defines a location-independent tidal subspace, should the set be derived using data from a single buoy, as was the case here (TOLKOVA 2010) . Expanding the set of vectors by deriving them from multiple buoys might allow for more accurate detiding.
Explanations as to why the five methods performed as they did are not cut and dry, but we offer the following speculative comments. The individual narrowband components of harmonic analysis models are contained within a broadband continuum of socalled tidal band fluctuations, which encompass both tidal fluctuations and certain components of the background noise that can adversely impact extraction of tsunami signals. The poor performance of the two harmonic analysis methods can be attributed to inadequate removal of tidal band fluctuations (the more complex 68-constituent method offers a more complete coverage of the totality of these fluctuations and hence outperforms the simpler six-constituent method). The EOF and KS methods offer more complete removal of the tidal band fluctuations, the former, through basis vectors specifically designed to capture these fluctuations, the latter, through a filtering operation that is effective in removing fluctuations left over from the first harmonic analysis method. The EOF and KS methods are substantial improvements over the two harmonic analysis methods; however, none of these exploit the structure of tsunami signals, which is at the heart of the more successful joint estimation method.
Despite the fact that our study points to the joint estimation method as the method of choice, some caution is in order. A presumption behind our study is that the model for the tsunami signal is known perfectly, which is obviously unrealistic in practice. The issue of model mismatch must therefore temper our conclusions, a point that is reinforced by the discussion surrounding Fig. 15 . For graphical presentation of detided series within SIFT, the fact that the KS method does not depend on an assumed model for the tsunami signal-but often compares favorably with the joint estimation method-suggests its use. As currently implemented, the KS method uses the output from the 29-day harmonic analysis method as its starting point. In cases where the 15-min stream is not available over much of the preceding 29 days, the blanket harmonic method could provide a model-free detiding for display purposes, as could the EOF method if the 15-min stream were available going back about a lunar day from the start of the tsunami signal. There is thus potential use within SIFT for all five methods we have studied. As of this writing, the current version of SIFT supports the 29-day harmonic analysis, EOF, and KS methods, and there are plans to implement the joint estimation method within an overall scheme for automatically selecting unit sources to serve as models for the tsunami signal.
