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Abstract 
Homotopy theory for monoid presentations originated by Squier is developed by means of 
homotopy reduction systems. Two types of asphericity are considered and a relation to the 
low-dimensional homology is established. If a monoid presentation has a complete homotopy 
reduction system that is essentially finite, then the monoid has the homology finiteness property 
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1. Introduction 
To attack the word problem and other decision problems for monoids and groups, 
rewriting techniques are considered to be most powerful tools. If a monoid A4 is de- 
fined by a finite complete rewriting system, then we can solve the word problem 
for A4 by the normal form method. But, as Squier [21] showed, since not all the 
monoids with solvable word problem admit finite complete systems, this method is 
not almighty. In his next paper [22] which was published after his death, Squier in- 
troduced a more general finiteness property on finitely presented monoids. He con- 
sidered some relations called the homotopy relations between paths in the derivation 
graph associated with a finite monoid presentation. If the full homotopy relation is 
finitely generated, the presentation is said to be of finite homotopy type (finite deriva- 
tion type in [22]). He proved that this finiteness condition is an intrinsic property of 
the monoid not depending on its individual presentation. Moreover, he proved that if 
a monoid M is presented by a finite complete system, then A4 has finite homotopy 
type. 
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Recently, Cremanns and Otto [5] and Lafont [14] showed that if a monoid has finite 
homotopy type then it satisfies the homological finiteness property FP3. Moreover, 
Cremanns and Otto [6] proved that the converse is true for groups, that is, a group 
satisfying FP3 has finite homotopy type. They found a close relation between the 
homotopy theory of derivation graphs and the classical theory of relational identities 
for group presentations [ 15,171. 
More geometric approaches to monoid presentations have been made by several 
authors [ 10,18,20]. In particular, Pride [ 193 introduced a notion of picture and inves- 
tigated homotopy and homology of monoid presentations. He obtained essentially the 
same results as above. 
In this paper we try to go one step further. We consider rewriting of paths in the 
derivation graph and introduce a notion of homotopy reduction system. If a homotopy 
reduction system B is complete, we get a unique normal form of a given path. Thus 
the homotopy equivalence modulo B of given paths will be decided by a normal form 
algorithm. This may be considered as rewriting method in the two-dimensional word 
problem in the sense of Burroni [4]. 
We introduce two kinds of asphericity, strict asphericity and coated asphericity. 
Asphericity for monoid presentations has been considered by other authors [lo, 191. 
Our strict asphericity defined by homotopy triviality is the strongest among them. 
Coated asphericity is a weaker property than strict asphericity and it is shown that 
if a monoid A4 admits a coated aspherical presentation, then M has finite homotopy 
type. 
A remarkable point is a connection with low-dimensional homology. A suitable 
subset of critical pairs of a complete homotopy reduction system forms a base of the 
forth free module F4 for a free resolution of the monoid. From this construction we 
can show that if a finitely presented monoid M admits a complete homotopy reduction 
system that is essentially finite, then it satisfies FP4. 
The paper is organized as follows. In Section 2 we review the basic definitions 
introduced by [22] and introduce important notions, homotopy group(oid) and strictly 
asphericity. In Section 3 we introduce a notion of homotopy reduction system, which 
will play a central role in this paper. The first and simplest example of complete 
reduction system is the left (right) canonical reduction. The strict asphericity of a 
presentation is characterized by the left canonical reduction system. In Section 4 we 
introduce another complete system called the coated left canonical reduction. Also we 
introduce a notion of coated asphericity and prove that a coated aspherical presentation 
has homotopy finite type. In Section 5 we treat monoids presentation without left 
cycles. The results of this section are essentially due to Adjan [1,2]. Combining with 
the results in the preceding section, we get a result on presentations with single non- 
subspecial relation, In Section 6 we study a finiteness property about critical pairs of 
paths. It is used to construct a free resolution of the monoid in the next section, where 
one of main theorems in this paper on the homology finiteness property FP4 is proved. 
In the last section we give some remarks for further study. 
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2. Homotopy relations on the derivation graphs 
Let C be a finite alphabet and C* be the free monoid generated by C. An element 
x of C” is a string al,. . . ,ae with al,. . . , al E C and called a word over C of length d. 
The length of x is denoted by 1 x and the empty word is denoted by 1. We set 1 
C+ = C* - { 1). Let E be a set of equations in Z, that is, E is a symmetric relation 
on Z*. We suppose that E has no trivial equation (u, U) with u E C*, that is, E is 
irreflexive. Let =E denote the congruence on C* generated by E, that is, =E is the 
smallest compatible equivalence relation containing E. Let M = c*/‘E be the quotient 
monoid. The image of x E C* in A4 is denoted by X. We say M is presented by a 
presentation (C,E) and write as A4 = M(C,E). 
We define a graph r = T(Z,E) called the derivation graph of (C, E) as follows: the 
set of vertices is C*, and for e = (u, v) E E and x, y E C*, (x; U, II; y) is an edge fi-om 
xuy to xuy. We call x (resp. y) the left (right) skirt of e. Sometimes an equation 
e = (u,u) E E is identified with the naked edge (1; U, v; 1). 
Since E is symmetric, if e =(x; U, v; y) is an edge, then (x; v, U; y) is also an edge, 
which is called the reverse of e and written e- ‘. Clearly, x =E y holds if and only if 
there is a directed path from x to y in r. Thus an equivalence class with respect to 
=E forms a connected component of r. 
Let P(x, y) denote the set of (directed) paths from the source x to the target y in 
r and P(r) the set of all the paths in r. The source and the target of a path p are 
denoted by a(p) and z(p), respectively. For two paths p and q such that z(x) = o(y), 
the path p o q connecting p and q is defined in the obvious manner. For a path 
p=el oe20.. .o e, its reverse p-l = e;’ 0. -1 “oe2 oe, -’ is a path from z(p) to (T(P). 
A path p with o(p) = z(p) is called a closed path with base point o(p) = z(p). The 
set P(x,x) of closed path with base point x is denoted simply by P(x). A cycle is a 
simple closed path, that is, a closed path which does not pass the same edge twice. 
The trivial cycle ix with base point x is the cycle of length 0 at x. 
The free monoid C* acts on P(r) on the both sides as follows: Let z, w E C*. For 
an edge e=(x; u,u;y) define 
z . e . w = (zx; u, V; yw), 
and for a path p=el oe2o...oe, define 
z+p.w=(z.el .w)o(z.e2.w)o...o(z.e,.w). (2.1) 
We give priority to the operator . over o and we sometimes omit the symbol +. So the 
right-hand side of (2.1) can be written simply as zelw o ze2w o . . . o ze,w. 
Two paths p and q with the same source and the same target are called parallel, 
and written as pf)q. 
An equivalence relation - on P(r) is a homotopy relation [22], if it is contained 
in 11 and satisfies the following four conditions: 
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(Hl) For any x&C* and et =(ut,ut), Q=(zQ,u~)EE, 
et . xu2 0 utx . e2 N utx ’ e2 0 et . xv2. 
(H2) For any p, q E P(r) and x, Y E C*, 
p N q implies x . p . y - x . q . y. 
(H3) For any p, q,r,s E P(r) with z(r) = o(p) = o(q) and cr(s) = z(p) = z(q), 
p-q implies ropes-roqoa 
(H4) For any e = (u, v) E E, 
eoe U. -‘~j 
Let - be a homotopy relation. The equivalence class of p EP(T) modulo the re- 
lation - is written as [p]_ or simply as [p]. The quotients P(r)/- is denoted by 
n_(r) = rc_(C, E). The operation o of P(r) induces the operation o of n_(r) by 
[PI O [41= [PO 41. 
This is well-defined, because pl o q1 N p2 o q2 follows from p1 - p2 and q1 N q2, in 
virtue of (H3). Action of C” on rrN(r) is also induced in virtue of (H2); 
We can also consider the quotients P(x, y)/- and P(x)/-, which are denoted by 
rc,(x,y) and rc,(x), respectively. Then, rc,(r) = Ux,yEZ* rc_(x,y) forms a groupoid 
and rc,(x) forms a group with operation o (see Higgins [7] for general theory of 
groupoids). The group n+,(x) is called the homotopy group at x with respect to -. 
Moreover, rca(x) denotes the homotopy group at x with respect to -a. Summarizing 
we have 
Proposition 2.1. Let N be a homotopy relation of (C,E). Then G(C,E) forms a 
groupoid and n,(x), x E C* forms a group with operation 0. C* acts on zN(Z,E) 
with distributive law: 
for x, y E C* and p, q E C,(C) E) such that xz( p)y = xa(q)y. 
The parallelism ]I is the largest homotopy relation. Since homotopy relations are 
closed under intersection, for any subset B of 11, there is the smallest homotopy relation 
wB containing B, called the homotopy relation generated by B. The homotopy relation 
-a generated by the empty set is the smallest homotopy relation. If p NO q, we say 
two paths p and q are strictly homotopic. If there is a finite subset B of 11 such that 
wB = II, r (or the presentation (Z,E)) has finite homotopy type (finite derivation 
type in terms of [22]) and B is called a (finite) homotopy base for it. If the empty set 
generates 11, that is, -a = I], r (or (C, E)) has trivial homotopy or is strictly aspherical. 
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Fig. 1. Commuting disjoint paths. 
A notion of asphericity for monoid presentations has been introduced by other authors 
[ 10,191, and our strict asphericity is the strongest among them. 
Proposition 2.2. For a presentation (C,E), the following are equivalent: 
(1) (C,E) is strictly aspherical. 
(2) p -0 ix for any cycle p at x E C”. 
(3) The group Q(X) is trivial for all x E C*. 
Proof. (C, E) is strictly aspherical, if and only if p -0 q for any parallel paths p and q. 
It is clear that (1) implies (2) and (2) is equivalent to (3). Suppose (2) holds and let 
p and q be parallel paths in r. Then, p o q-’ YJ i,(,), hence p -0 p 0 q-’ 0 q -0 i,(,) 0 
q = q, implying (1). 0 
In the sequent of this section, N is a homotopy relation. 
Proposition 2.3. Let pi E P(xi, yi) for i = 1,2. Then for any z E C*, we have (Fig. 1) 
PlZX2 0 YlZP2 -x1zp2 0 p1qY2. 
Proof. Let ni be the lengths of the paths pi. If IZ~ = 0 or n2 = 0, the assertion is trivial. 
Suppose ni > 0 for i = 1,2. We proceed by induction on n1 + n2. Let pi = ei o pi, where 
ei are edges from xi to wi and pi are paths from wi to yi for i = 1,2. By (Hl ) and 
(H2) we have 
elzx2 0 wlze2 -xlze2 0 elzwz. 
By induction hypothesis we have 
elzw2 owlzp~~x~zpi 0 wy2 
and 
PbX2 0 YlZP2 N wzp2 0 p:zy2. 
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It follows that 
~12x2 0 y1zp2 N elzx2 0 wzp2 0 pizy2 
N xlze2 0 elzw2 0 wlzpi 0 pizy2 
N xlze2 0.w~~ 0 em2 0 ~‘1~2 
N x1zp2 0 PlTY2. 0 
Corollary 2.4. The homotopy group x(l) at the identity 1 is an abelian group. 
Proof. Apply Proposition 2.3 to closed paths p1 and q1 at 1 and the trivial word 
z=l. 0 
Let p be a path from ~1~x2 to yizy2. We say that the word z is not afSected by p, if 
(1) ~1~x2 = yizy2 and p is the trivial path ix,=*, or 
(2) p is either of the form e . zx2 o q or of the form xiz . e o q, where e is an edge 
and z is not affected by q. 
Corollary 2.5. Zf z is not affected in a path p from xlzx2 to ylzy2, then there are paths 
PI from x1 to y1 and p2 from x2 to y2 such that p - p1 .zx2 o ylz. p2 N xlz. p2 o p1 .zy2. 
Proof. We prove by induction on the length / of p. If 8 = 0, then assertion is trivial. 
Let e > 0 and we suppose that p = e .zx2 o q or xiz ’ e o q and z is not affected by q. By 
induction hypothesis q N qlzxz o ylz . q2 with some paths ql and q2. If p = e . zx2 o q, 
then set pi = e 0 ql and p2 = q2. On the other hand if p =xlz . e o q, then set p, = q1 
and ~2 = e 0 q2. In either case we have p N p1 . zx2 o ylz ‘~2. The other relation can be 
proved similarly. 0 
We write the path PI . zx2 0 ylz . p2 as ~1% ~2. Since the associative law 
(Pl %, P2) #a P3 N PI %, (P2 #a P3 > 
holds, 
PI #z, P2 #Z, . . ’ I&_, pn 
represents a unique path up to homotopy equivalence. 
We say q E P(T) is a subpath of p E P(r), if p= p1ox.q. yo p2 for suitable 
~1, p2 E P(r) and x, y E C*. Proposition 2.3 may be rephrased that two disjoint sub- 
paths homotopically commute. 
Let C and % be alphabets and E and F be systems of equations over C and E, 
respectively. Let ri = T(.Z,E) and r2 = T(B,F). A morphism f of presentations from 
(Z,E) to (B,F) is a pair of mappings fz : Z* -+ E* and fE : E + P(r2) such that fz is 
a morphism of monoids and o(f&e))= fz(a(e)), z(fE(e))= fz(z(e)) for any eE E. 
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The mapping f~ is naturally extended to the mapping of P(ri ) to P(rz), for which 
we use the same symbol fE. To simplify the notation we sometimes use the same f 
for both fz and fE. A morphism f is non-degenerate if f(e) is not a trivial path for 
any eEE. 
Proposition 2.6. Let f : (.Z,E) + (E, F) be a morphism of presentations. Let B c 111 
be a subset of parallel paths of r, = F(C,E) and ~2 be a homotopy relation of 
r2 = T(E,F). If f2(B) c ~2, then f induces a mapping f”: TC,(C,E) -+ TT,,(E,F) 
satisfying 
(1) _T(P”d=f”(P)o.T(q)~ 
(2) f”wP.Y)=f(x).AP).f(Y)> 
for p, q EP(F) with z(p) = a(q) and x, y E C *. In particular, f induces a mapping 
f : m_,(Zc, E) ---t 7c,, (&F) satisfying (1) and (2). 
Proof. By [22, Theorem 3.61, f induces a mapping _?. The properties (1) and (2) can 
be easily shown. 0 
When CCB and E c F, the morphism f : (Z,E) + (E,F) defined by f(a) = a for 
a E .Z and f(e) = e for e E E induces the embedding f : T(Z, E) -+ r(E, F). Thus, we 
naturally regard T(C, E) as a subgraph of r(E”, F). 
3. Homotopy reduction systems and the left canonical reduction 
In this section (C, E) is a fixed monoid presentation and r = T(C, E). 
A subset B of I] is a homotopy reduction system; B is a set of pairs of parallel paths, 
and an element (p, q) of B is called a rule and written p N> q. For two paths p and q, 
we write p ->B q, if there are words x, y E C*, paths ~1, p2 E P(F) and r N> s E B such 
that 
p=plo(x.r.y)op2, q=p1 O(~~~~Y)OP2. 
In other words, if the left-hand side r of a rule appears as a subpath in p, then q is 
obtained from p by replacing r by the right-hand side s. The reflexive and transitive 
closure and the reflexive, symmetric and transitive closure of N>B is denoted by ->i 
and -=s~, respectively. 
B is noetherian, if there is no infinite sequence of reductions: 
B is confluent, if for any paths p, q and r such that p -$ q and p ->i r, there is a 
path s such that q +-z s, r ->z s, A path p is irreducible with respect to B, if there 
is no q such that p N>B q. Thus, p is irreducible if and only if it has no subpath that 
is the left-hand side of a rule from B. 
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Fig. 2. A critical pair of overlapping type (case x = y’ = 1). 
Proposition 3.1. Let B be a noetherian and con.uent system. Then for any path p, 
there is a unique irreducible path i, such that p ->,*i, and for any parallel paths p 
and q, p -+$ q if and only if j? = 4. 
Proof. Standard (see Book and Otto [3] or Huet [9]). 0 
The unique irreducible path Ij in Proposition 3.1 is the canonical form of p with 
respect to B. 
Two paths p and q are coaxal, if there are x, x’, y, y’ E C* such that x . p .x’ = 
y . q . y’. The foursome (x, x’, y, y’) is an adjuster for p and q. Clearly, p and q are 
coaxal if and only if p = xlrx2 and q = ylr y2 for some path r and xi, x2, yr, y2 E C*. 
An adjuster with the length lxx’yy’l minimal is unique and called the minimal adjuster 
for p and q. If (x, x’, y, y’) is minimal, x or y and x’ or y’ are empty words. 
Let pi -z> 41, p2 +- q2 E B. Suppose PI= pi o tl, p2 = t2 o pi with coaxal tl and 
t2 and nontrivial pi and pi, In this situation we say that pl+ q1 overlaps with 
p2 -.s- q2 on the Zeft. Let (X,X’, y, y’) be the minimal adjuster for tl and t2. Then we 
havex.p~.x’oy.p~.y’=x.p~.x’oy.p2.y’(=p)andp~>BX.q1.X’Oy.p~.y’, p->B 
x . pi . x’ o y . q2 . y’ (Fig. 2). We call the pair 
of paths a critical pair of overlapping type. Next suppose p1 = pi o tl o py and tl 
and p2 are coaxal. Let (x, x’, y, y’) be the minimal adjuster for them. Then we have 
x.p1 .x’=x.p{. Xfoy.P2.y’OX.J7;.X (‘p) and pN>BX’ql’Xt, p->BX’p;- 
x’oy.q2.y’ox.pr.x’ (Fig. 3). We call 
(x.q1 .x’, x.p; .x’oy.q2.y’ox.p;.x’) 
a critical pair of inclusion type. A critical pair (r,s) is resolvable, if there is a path t 
such that r ->i t and s +-i t. 
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Fig. 3. A critical pair of inclusion type (case x = y’ = 1). 
Proposition 3.2. A noetherian reduction system is conjkent, if and only if all the 
critical pairs are resolvable. 
Proof. By the general theory of reduction systems (see [3] or [9]), a noetherian system 
is confluent if and only if it is locally confluent. It is easy to see that a system is locally 
confluent if and only if all its critical pairs given above are resolvable. 0 
The relation +z?~ 
A system B is called 
If B is complete, then 
by Proposition 3.1. 
is contained in the homotopy relation NE generated by B. 
complete, if it is noetherian and confluent and +>*= El -‘B. 
Proposition 3.3. A noetherian conjkent system B is complete, fund only ifit satisfies 
(1) For any XEC* and edges el=(ul,vl), ez=(uz,v2) in r, el .XUZ ovlx.e2 
<~2>; 241x. e2 0 el . x212. 
(2) For any edge e=(u,v) in r, e o e-l <-->,*i,. 
Proof. Clearly the conditions are necessary. It is easy to see that the relation <y>B* 
satisfies (H2) and (H3) in Section 2. If the conditions are satisfied, then <y>B* also 
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satisfies (Hl) and (H4), and hence it is a homotopy relation containing B. It follows 
that <zg* 3 -B, and consequently <y>B* = NB. 0 
We consider the following three subsets of 11: 
BO = {e o e-l +i, le=(u,v)EE}, 
and 
Thus, by a rule from Bt a subpath of the form utx . e2 o el . xv2 is transformed to 
et ke2. 
An equation (u, U) E E is special, if u = 1 or v = 1. The system E (or the presentation 
(C, E)) is special, if all the equations in it are special. E is non-special, if every equation 
in it is not special. 
Theorem 3.4. If (Z, E) is non-special, then B = BO U Be is a complete reduction system 
such that -B = -0. 
Proof. An application of a rule from BO decreases the length of a path. A rule utx . 
e~oe~~xv~~>e~~xu~ov~x~e~ from Be changes the left skirts from (#1x,1) to (1,orx) 
partially, and thus decreases the lexicographic ordering of the sequence of the left skirts 
of a path. This observation shows that B is noetherian. It is clear that -B = -0. 
We shall show the confluence of B. Clearly B has no critical pair of inclusion type be- 
cause of non-existence of special equations in B. Let e = (u, v) E E, then e o e-l o e + e 
in two ways applying the rule e o e-l-> i, and applying the rule e-l o e N> i,. Thus we 
have a critical pair (e, e), but this is already resolved. Next let et = (ut, VI ), e2 = (~2, ~2) 
EE andxEZ*. From the path urx.e;’ outx.e2 oet ‘xv2 on which the left-hand sides 
of the rules e;‘e2->i,, and uIxe2oelxv2+elxu2 ovlxe2 overlap, we have a critical 
pair 
(et . xv2, 241x . e2 -loel .xuzouIx.e2) 
which is resolvable, because 
-1 ulx.e~loel ‘xu20vlx’e2N>~el ‘xu20ulx.e2 oulx-e2N>Bel ‘xv2 
(Fig. 4). Similarly, the critical pair produced from the overlapping path utx . e2 o el . 
xv2 oe, -’ . xv2 is resolvable. 
Finally let es = (us, us) E E and y E Z*. From the overlapping path ~1x2~ y. e3 o u~x. 
e2 . yv3 o et . x~2yv3 we have a critical pair 
(UlX. e2 . yu3 ofdlx. v2y. e3 Oel ‘xu2yu3, ulxu2y * e3 eel ‘xu2yv3 oulx. e2yv3), 
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Fig. 4. A resolvable critical pair (1). 
which is resolvable too because 
qx . e2 . yu3 0 u1xu2y. e3 0 el .xV2yV3 +~#ulx .ezyy Oel .xVzyU3OV1XV2Y ‘e3 
->B el ‘XU2yu3 0 ulx ’ e2 ’ yu3 o vixv2y ’ e3 
and 
uixu2y. e3 0 el . XU2yV3 0 Vlx. e2 . yU3 ->B elxu2yu3 0 ulxu2ye3 o vlxe2yu3 
w>B elxu2yu3 0 ulxe2yu3 o vlxu2yq 
(Fig. 5). Since all the critical pairs are resolvable, B is confluent by Proposition 3.2. 
It is clear that the conditions of Proposition 3.3 are satisfied for B, and thus we find 
that B is complete. 0 
The system B in Theorem 3.4 is called the left canonical reduction system. B is 
noetherian and -B = -a even if R is not non-special. But, unfortunately, when R con- 
tains a special equation e = (u, 1 ), B is not confluent. In fact we have a critical pair 
(e-l . u o u . e, i,) of inclusion type which comes from the path e o e-l and cannot be 
resolved (Fig. 6). To make B to be confluent, we have to add the rule e-l .u o we+&, to 
B. But this yields new unresolvable critical pairs. Continuing this completion procedure 
will take you to a mess. 
In this section we confine ourselves to treating non-special systems. Then, any path 
p has the canonical form I; which we call the left canonical form of p. Any path p 
has the unique left canonical form j? such that P-OF. A path from x to y of the left 
canonical form is a left canonical path from x to y. A cycle which is left canonical is 
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UI x 
Ul a x el 
v-l x. 
U4 5 x e, 
ez u3 
II v-2 y e3 -> v; 
Fig. 5. A resolvable crit al pair (2). 
U 
e x e-' 
IA 
e2 
11, III KY e, 
Fig. 6. An unresolvable critical pair. 
a left canonical cycle. Dually, Bo U B, is a complete system called the right canonical 
reduction system. 
Corollary 3.5. For parallel paths p and q, p -0 q if and only if j = 4. In particular, 
for a closed path p at x E C*, p ~0 ix if and only if fi = ix. 
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Corollary 3.5 means that we can decide the equivalence p -0 q for given paths p 
and q by the normal form algorithm; first compute the canonical forms @ and 4 by 
reductions using Bo U Be and check if j = 4. Thus we may say that the word problem 
for the groupoid ns(C,E) is solvable if (C,E) is finite (and non-special). 
For x, y E C the length of a shortest path from x to y is the distance between x and 
y and denoted by dE(x, y). If there is no path from x to y, dE(x, y) = CO. 
Corollary 3.6. Zf d = dE(x, y) < M, then there is a left canonical path from x to y of 
length d. 
Proof. If p is a shortest path from x to y, then the left canonical path j is also a 
shortest path of which length is the same as of p. 0 
If a path p has no subpath of the form xey o q ox’e-‘y’ with edge e = (u, v), where 
the subword v of a(q) =xvy is not affected in q, then p is called reduced. If p is 
not reduced and has such a subpath xey o q ox/e-’ y’, then by the proof of Corollary 
2.5, we have q+&q, . vy ox’v . q2 for a path q1 from x to x’ and a path q2 from y 
to y’. Hence, xey o q ox’e-‘y’w>i,q1uy o .x’ey ox’e-’ ox’uqz. The last path is reduced 
to qluy ox’uqz by the rule eoe-‘N>iU from Bo. 
Corollary 3.7. A left canonical path is reduced. Two parallel reduced paths p and q 
such that p -0 q have the same length. A shortest path between x and y is reduced. 
Proof. If a path p is not reduced, then it can be reduced to a shorter path by Bo U Be 
as we have seen above. Thus, the first and the last assertions follow. If p is reduced, 
then the left canonical path j? has the same length as p, because a rule from Bo 
cannot be applied during the reduction from p to 5. The second assertion follows from 
this. 0 
Corollary 3.8. The following statements for a non-special presentation (Z,E) are 
equivalent: 
(1) (C, E) is strictly aspherical. 
(2) For every x, a cycle at x is reducible to i, under BO U Be. 
(3) For every x, ix is an only left canonical cycle at x. 
(4) For every x, ix is an only reduced cycle at x. 
(5) For any x, y with x =E y, there is a unique left canonical path from x to y. 
(6) For any x, y, a left canonical path from x to y is a shortest path between x 
and y. 
(7) For any x, y, a reduced path from x to y is a shortest path between x and y. 
Proof. Easy (use Proposition 2.2, Corollaries 3.5 and 3.7). 0 
By symmetry these statements are also equivalent to the statements (2), (3), (5) and 
(6) replaced ‘left’ by ‘right’. 
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Proposition 3.9. Let f : (C,E) + (E,F) be a morphism of (not necessarily non- 
special) jinite presentations. Suppose that there is a recursive function 0 such that 
the inequality 
dE(x, Y) I @(dF(f(x)> f(v))) 
holds for all x, y E Z* with x =E y. If the word problem for (E, F) is solvable, it is 
solvable for (C, E). 
Proof. Let x, y E C*. If f(x) #F f(y), then x #E y. Suppose f(x) =F f(y). Compute 
d’ = d&f(x), f (y)) and d = O(d’). Checking all the possible paths starting from x of 
length Id, we can decide if x =E y or not. 0 
A morphism f : (C, E) -+ (Z, F) of non-special presentations is left canonical, if it 
is non-degenerate and for any left canonical path p in fi = T(C, E), f(p) is left 
canonical in & = T(B, F). 
Proposition 3.10. A left canonical morphism f : (C, E) + (E, F) induces an injective 
morphism f”: zo(Tl) + 7co(r2) of groupoids. 
Proof. By Proposition 2.6, f induces a morphism f”: no(c) 4 q(G). Let p be a let? 
canonical cycle at x in rt such that f(p) -0 ifcX). Since f(p) is left canonical in r2 
by assumption, it must be a trivial cycle by Corollary 3.5. Hence p is a priori trivial, 
because f is non-degenerate. This implies that f” is injective. 0 
Theorem 3.11. Let f : (C,E)+ (8,F) be a left canonical morphism of finite non- 
special presentations. If (E, F) is strictly aspherical, then (C, E) is also strictly as- 
pherical. If moreover the word problem is solvable for (&F), then it is solvable for 
(&E). 
Proof. Let p be a left canonical cycle in fi . Then, by assumption f(p) is a trivial 
cycle, and hence, p is also trivial. By Corollary 3.8, (C,E) is strictly aspherical. Next 
let x, y E C* and p be a canonical path from x to y of length e. Since (C,E) is strictly 
aspherical, p is the shortest path in rt by Corollary 3.8, and by assumption f(p) is 
also the shortest path from f(x) to f(y) in 5 Thus, d&,y)=~ F dF(f(x),f(y)) 
because f is non-degenerate. By Proposition 3.9, (C,E) has a solvable word problem 
provided so does (E,F). 0 
4. Coated left canonical reduction systems 
Let x, y E C*. We say that x overlaps with y on the left if there is u (# 1) E Z* such 
thatx=xtu, y=uyl forsomexl,ylEZ*, where xi or yt is nonempty. Let OVL(x, y) 
be the set of all such words U. If y overlaps with x on the left, x overlaps with y on 
the right. If x overlaps with y on the left or right, we just say that x overlaps with y. 
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Fig. 7. A coated left reduction rule. 
Since it is sometimes convenient to include the perfect overlapping, we use notation 
OVL(x, y) which means the set 
m(n,y)={uEC+~x=xlu,y=uyl,xl,ylEC*}. 
= OW% Y) 
{ 
if X#Y, 
OVL(x,y)U {x} if x=y. 
Let (Z,E) be a non-special presentation. For e=(u,v) E E, let 1=&e) (resp. 
p = p(e)) be the maximal common prefix (resp. suffix) of u and u. We call I (resp. p) 
the left (resp. right) coat of e. 
Let el =(ur,ul) and e2 =(u~,vz) be equations from E. Let p (resp. 2) be the right 
(resp. left) coat of el (resp. ez); ur =u{p, ur =u’,p, u2 =&, u2 =,&I;. For a word 
y E OVL(p, 1); p = $7, ,I = ylz’, we consider the pair 
b, =(u~p’.e2oelA.‘v~, el .A’u~ov~p’.e2) 
of parallel paths form u’,p’y;l’ui to vip’yl’u; in r (Fig. 7). Let B, be the set of all 
these pairs b, of paths in r for every er, e2 E E and y above. 
An equation of the form (u, v) (or (v, u)) with u E .Z* and u E UC* n Z*u is called 
subspecial. A special equation is subspecial (v = 1 above). A system E is non-subspecial 
if it contains no subspecial equation. 
Theorem 4.1. Zf E is non-subspecial, then the reduction system B = Bo U Be U B, is 
complete. 
Proof. Since the proof is similar to that of Theorem 3.4, we just give a sketch. For 
a path P=xreryloxze2y20 ... we consider the sequence (xl, ;11,x2, j/2,. . .) of words, 
where li is the left coat of ei for i = 1,2,. . . . We can see that an application of any 
rule in B decreases the length-lexicographic ordering of the sequence. This shows that 
the system is noetherian. 
To see the confluence of the system we have to show that every critical pair is resolv- 
able. For example, a critical pair (el s A’& 24{p’-e;‘oe~~l’u~ov’,p’~e2) 
which comes from the overlapping of the rules e;’ o e2+ i,, E BO and b, E B, above is 
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resolvable, bacause 
uip’. e;l oe, .~‘~~ov~p’~e2~~~~e~i’v~ov’,p’e~~ov’,p’~e2 
+B~ el . A’&. 
Other types of critical pairs are also resolved. 0 
We remark that if E has a subspecial equation e = (v, u) with v = uv’ = v”u, then the 
critical pair (e-l . 0’ 0 v” . e, i,) which comes from the path e o e-l cannot be resolved 
and B = Bo U Be U B, is not confluent. 
The system B in Theorem 4.1. is called the coated left canonical reduction system. 
The canonical path with respect to B is a coated left canonical path. A coated left 
canonical path is a left canonical path. 
Corollary 4.2. Let E be a non-subspecial system, then for any path p there is a 
unique coated left canonical path j?. For any parallel paths p and q, p-B, q, tf and 
only if j = q. 
If B, generates 11, we say the presentation (C, E) is coated aspherical. If E is finite, 
B, is also finite. Thus, a coated aspherical finite presentation is of finite homotopy 
type, and a monoid with coated aspherical finite presentation has finite homotopy type. 
Corollary 4.3. The following statements for a non-subspecial presentation (C, E) are 
equivalent: 
(1) (C, E) is coated aspherical. 
(2) The group nNBJx) is trivial for any x E C*. 
(3) Any cycle at every x is reducible to ix under the reduction system B= 
BoU Bd UB,. 
(4) For every x, the trivial cycle ix is an only coated left canonical cycle at x. 
(5) For any x, y with x =E y there is a unique coated left canonical path from x 
to y. 
(6) For any x, y a coated left canonical path is a shortest path between x and y. 
Let 2 be the left coat of (u, v) E E; u = Au’, v = lv’. A prefix ;1’ of i is left strippable 
subcoat, if for any equation e = (r,s) EE with the right coat p; r = r’p, s = s’p, any 
word y in OVL(r, A’) has length 5 IpI (thus y is a suffix of p). This condition is 
satisfied if and only if for any e = (r,s) E E above 
(1) 2’ cannot be written as 1’ = J,“pl”’ with 2” E OVL(r’, 2’) and A”’ E C*. 
In particular, 2’ is left strippable if 
(2) IJ’l I IPI, or 
(3) OVL(r’, 2’) = 0. 
Suppose that a left strippable subcoat A’ = n’(e) is chosen for every equation e = (u, v) 
from E ; u = A’u’, v = 2’0’. For the equation e we consider the equation e’ = (u’, v’) and 
define a new system E’ consisting of such equations e’. We call E’ the 
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Fig. 8. q is coated left reducible. 
system of equations obtained by stripping the left subcoats A’ = (A’(e) 1 e EE) of E. 
Let f : (C, E) + (C, E’) be a morphism of presentations defined by f(a) = a for LI E C 
and f(e) = 1’ . e’ for e E E. 
Note that E’ is non-special if E is non-subspecial. The following theorem and corol- 
laries hold for E that is not necessarily non-subspecial, if we interpret a (coated) left 
canonical path as an irreducible path with respect to Bo U Be ( U B,). 
Theorem 4.4. Let E, E’ and f be as above. If p is a coated left canonical path in 
r = T(C,E), then f(p) is a left canonical path in r’ = T(Z,E’). 
Proof. Let p be a path in r such that f(p) is not left canonical in r’. First suppose 
that f(p) contains a subpath e’ o (e’)-’ with e’ = (u’, v’) E E’; f(p) = p’ o x(e’ o (e’)-’ ) 
z o p”. Then, x =x’Iz’, e = (A’u’, 2’~‘) E E and f(e) = A’e’. Hence p contains the sub- 
path eoe-’ and is not coated left canonical. Next suppose f(p) = p’ o q o p” with 
q=x.(z4{y.eioe { . yvi)z, where ei = (u:, vi ), ei = (ui, vi) E E’ and x, y,z E C*. Let 
er=(ur,vr) and ez=(uZ,vz)EE be such that f(el)=Aiei, f(e2)=$ei, ul=A’,u’,, 
v1 = ,$vi, u2 = &ui and v2 = 2;~;. Let p be the right coat p of el; ur = uyp with er. 
Then x =x’&, and since Ai is left strippable, 1; is a suffix of py; py = ~‘1:. Thus, 
q = x’(u~p’A.~  ei o AI, . ei . yvi)z (Fig. 8), and hence, p has a subpath uyp’ . ei o el . yv2 
and cannot be coated left canonical. 0 
Corollary 4.5. If (Z, E’) is non-special and strictly aspherical, then (TX, E) is coated 
aspherical. If, moreover, E is jinite, then (C,E) has finite homotopy type. 
Proof. Let p be a coated left canonical cycle in r, then f(p) is a left canonical cycle 
in r’ by Theorem 4.4. By assumption f(p) is trivial. Since f is non-degenerated, p is 
also trivial. By Corollary 4.3, (C,E) is coated aspherical. q 
Corollary 4.6. If (C, E’) is non-special and strictly aspherical, then for any x, y E C*, 
dE(x, y) = d&, y), and the coated left canonical path in r is the shortest path. 
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Proof. Let p be a coated left canonical path from x to y in r then f(p) is a left 
canonical path from x to y in r’ of the same length as p. Since (C,E’) is strictly 
aspherical, f(p) is the shortest path in r’. Hence p is a shortest path in r and we 
find &(x, v) = &(x, y). Cl 
By Proposition 3.9 and Corollary 4.6 we have 
Corollary 4.7. If (Z,E’) is non-special and strictly aspherical and has the solvable 
word problem, then (.Z,E) also has the solvable word problem. 
For a nonempty word x, l(x) (resp. v(x)) denotes the initial (resp. final) letter of x. 
Example 4.8 (cf. Howie and Pride [8]). Let Zi be a subset of Z and El a subset 
of E. Suppose that 
Z(U) = l(v) E Ci for any (u,v) E El 
and either 
v(u),v(v)$Ci or v(~)=v(v)~Ci for any (u,v)~E. (4.1) 
Define A= (A(e)) by 
if e = (u, v) E El, 
if e@El. 
Then A is a strippable system of left subcoats. For e = (u, v) E El let e’ = (u’, v’) be 
determined by u = r(u)u’ and v = r(v)v’. Let 
E’=(E-EI)U{e’IeEE1}, 
and let f : (C, E) + (Z, E’) be a morphism defined by 
f(a)=a for aEC, 
and 
f(e)= { f(e)e, 
Then, by Theorem 4.4, for a coated let? canonical path p in r, f(p) is a left canonical 
path in r’ = T(C, E’). 
If moreover in (4.1) above, v(u), v(v) $! Ci for any (u, v) E E, then for a left canonical 
path p in r, f(p) is a left canonical path in r’. Therefore, f is a left canonical 
morphism. 
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5. The left graphs and left cycles 
Let (C,E) be a non-special presentation. Define a graph Te = T’(E) as follows. The 
set of vertices is Z and the set of edges is E; (u, u) E E is an edge from the initial 
letter r(u) of u to the initial letter r(r) of u. Te is called the left graph associated 
with E. Dually we define the right graph r, = Z’,(E). E has a left (resp. right) cycle, 
if Te (resp. r,) has a nontrivial cycle. E has a cycle if it has a let? or right cycle. 
Let x, y E C* with a = r(x) and b = r(y) and let p be a path from x to y in the 
derivation graph r = T(C, E). We associate a path r(p) from a to b in re with the 
path p as follows. If p is a trivial path, z(p) is also trivial. Let p = e o p’ with edge 
e. If the initial letter a is not affected by e, then z(p) = z(p’). If e = (u, u) . x’ with 
Z(U) = a, then z(p) = E o z(p’), where E is the edge from Z(U) to z(u) in r, corresponding 
to (u, v). We call z(p) the left path associated with p. The right path is defined dually. 
Theorem 5.1 (Adjan [l]). Suppose a presentation (C,E) has no left cycle. Zf p is a 
reduced path from x to y in r, then a common prejix of x and y is not affected 
by P. 
Proof. Let w be a common prefix of x and y. We proceed by induction on the length 
6’ of p. Let w’ be the longest prefix of x which is not affected by p. If Iw’] > Iw], the 
result holds. So we suppose (w’] < Iw]. Then, w = w’w” and p = w’ . q, where w” # 1 
and q is a path in r from w”x to w”y affecting a = z(w”). The path z(q) in Te is a 
nontrivial closed path, because q affects r(w”x). Since rt has no cycle, z(q) contains a 
subpath E o E-~. Corresponding to it there is a subpath of q of the form ez o q’ o e-‘z’, 
with e = (u, u) E E and z,z’ E C*. Then, q’ is a reduced path from uz to uz’ with length 
less than e. By induction hypothesis, u is not affected by q’. But this means q is not 
reduced in r, a contradiction. 0 
The following result was already stated in [lo]. 
Corollary 5.2. Zf a presentation (JS, E) has no left cycle, then it is strictly aspherical. 
Proof. Let p be a reduced path from x to x itself. Then x is not affected by p by 
Theorem 5.1. Hence p must be trivial, because there is no special equation in E. By 
Corollary 3.8, (C,E) is strictly aspherical. 0 
Remark 5.3. The monoid Ms given in Katsura and Kobayashi [ 121 has no cycle (so 
it is strictly aspherical) but does not admit a finite complete presentation. In particular, 
it implies that having finite complete presentation is a strictly stronger property on 
monoids than having homotopy finite type. 
Let E be a non-subspecial system and E’ be the stripped system obtained from E 
as in Section 4. If E’ happens to have no left cycle, then E is coated aspherical by 
Corollary 4.5. 
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Example 5.4. Let E = {aulb = aulb, buza = bvza} and E’ = {uIb = v,b, u2a = u2u} 
with ui,u2,v1,v2~C*. If E’ has no left cycle, then E is coated aspherical (recall 
Example 4.8). For example, E = {aab = abb, baa = bba} is coated aspherical. 
If E consists of only two equations e and its reverse e-‘, we dare to write E = {e} 
and say that the monoid M(C,E) is presented by a single equation. For presentations 
with single equation, we have 
Corollary 5.5. A presentation (Z, {e}) with a single non-subspecial equation e is 
coated aspherical. 
Proof. Let e = (u, v) and il and p are its left and right coats respectively. By symmetry 
we may suppose 111 5 ]pl, then 1 is strippable. Let e’ = (u’, u’) be the stripped equation; 
u = Au’, U= 3Lv’. Since e is not subspecial, e’ is not special and {e’} has no left cycle. 
Therefore, (Z, {e’}) is strictly aspherical and thus (C, {e}) is coated aspherical by 
Corollary 4.5. 0 
Moreover, we have the following. 
Corollary 5.6. Let e be a non-subspecial equation e with left coat 3, and right coat p. 
If OVL(p, 1) = 0, then (C, {e}) is strictly asphericial. 
Proof. If OVL(p, 2) = 0, then the set B, of rules for (C, {e}) is empty. Hence, there is 
no difference between coated asphericity and strict asphericity for (C, {e}). The result 
follows from Corollary 5.5. 0 
If (C, E) has no left cycle, then for any x, y E C* with x =E y, there is a unique 
left canonical path p from x to y by Corollary 5.2. In the sequent we shall show that 
the path p can be obtained by Adjan’s procedure [2,16]. Let (C, E) be a presentation 
without left cycle and let rl be its left graph. 
Let n, y E C*. We define a left decomposition A&, y) of x directed to y by induction 
as follows. Let z be the maximal common prefix of x and y; x = zx’, y = zy’. If y’ = 1, 
then Ac(x, y) = y *x’. Else if x’ = 1, then Ae(x, y) is not defined. Suppose x’ # 1 and 
y’ # 1. Let a = 1(x’) and b = l(y’). If there is no path from a to b in T/, then Ae(x, y) 
is not defined either. Let c be the vertex next to a along the path from a to b (there 
is a unique path from a to b because I’, is a tree), and let (u, v) E E be the edge from 
a to c in r,. If u is a prefix of x’, then A&, y) = z * u * w with head u, where uw =x’. 
Otherwise, define Ae(x, y) = z * Ae(x’, u). 
The left decomposition A(x, y) is, if it is defined, either of the form 
y *x’ 
where x’ E C* and x = yx’, or of the form 
&,*x1 *“‘*Xk*U*W, 
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where x0 is the maximal common prefix of x and y, xi is a proper prefix of Ui for 
some (Ui,Vi)EE for i=l,..., k, (u, v) E E for some V, and x = ~0x1 . . . xkuw in c*. In 
the latter form the word u is the head of the decomposition. 
The following procedure defined by using recursive calls returns a left canonical 
path from x to a word which is left divisible by y. 
Procedure dt(x, y) 
begin 
. p.=11; 
if&(x, y) is not defined then stop with failure; 
if&(x, y) = y *x’ then return p with success; 
if&(x,y)=xg*xi *...*xk*u*w with (u,v)~E, then begin 
p:=poxoxl.. ‘xk ’ (u, u) ’ w 0 d&,x1 . . .&UW, y); 
return p with success; 
end; 
end. 
Theorem 5.7 (Adjan [2]). The procedure J&(X, y) stops with success if and only if 
x is left divisible by y. Moreover, if it returns p with success then p is the left 
canonical path from x to yx’ with x’ E C*. 
Proof. First suppose that the procedure returns p with success. We shall show that 
p is the left canonical path from x to yx’ by induction on the number n of recursive 
calls. If n=O, then x= yx’ and p=i,, and the assertion is true. Suppose n >O, then 
we have the decomposition 4(x, y) =x0 * x1 * . . . * xk * u * w with (u, a) E E, and 
p=xl-Jx1 .. .xk.(u,v)‘wo . . . . where (u, v) E E. The following three cases are possible: 
(1) k = 0 and xcvw is divisible by y, and p =x0 (u, v) . w. 
(2) The decomposition of z =x0x1 . . . xkvw directed to y is 
&(z, y) =x0 * xi * . * . * Xk-_l * u’ * w’, 
where xk is a proper prefix of the head u’ with (u’, v’) E E. 
(3) The decomposition of z =x0x1 . ~Xkuw directed to y is 
where Xk is a proper prefix of XL. 
In case (1 ), p is clearly a left canonical path. In Case (2) p =x0x1 . . . xk .(u, v).w o q, 
where q = ~0x1 . . ‘xk-_l ‘(d,d)‘do “.. By induction hypothesis, q is a left canonical 
path. Hence, p is a left canonical path because (u, v) and (u’, v’) overlap in p. Case 
(3) is similar to (2). 
Conversely suppose that x is divisible by y and p is the left canonical path from x 
to yx’ with x’ E Z*. We shall show that the procedure J&(X, y) returns p with success 
by induction on the length 8 of p. If / = 0, then x = yx’ and &(x, y) returns ix with 
success. If 8 = 1, then x =xcuw where xc is a proper prefix of y, (u, v) E E, xovw = yx’ 
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and p =xo(u, v)w. Then, A&, y) =x0 *u*w, and thus &&, y) returns p. Now suppose 
e > 1 and p = e o q, where e =x” . (u, u) . x”’ is an edge from x = x”ux”’ to z =x”vx”’ 
and q is a path from z to yx’. By induction hypothesis &(z, y) returns q with success. 
Let Ac(z, y) =x0 * xi * . . . * xk * u’ * w’ with head u’. Since p is left canonical, x” is a 
proper prefix of ~0x1 . . . xk * u’. Hence, x” =x0x1 . . .x&+~ with j 5 k, where xj+i is a 
proper prefix of xi+1 if j + 1 5 k and is a proper prefix of u’ if j + 1 = k + 1. Then 
A&c,y)=xl)*x~ *... * Xj * Xj+i * u * w with head u. Therefore d/(x, y) returns p with 
success. 0 
Corollary 5.8. Zf x is divisible by y; x = yx’, and &(x, y) =x0 * x1 * . . . * xk * u * w 
with head u; (u, v) E E, then the first edge of the left canonical path from x to yx’ 
in Z is 
Unfortunately, when x is not left divisible by y, &‘l(x, y) may run forever without 
stopping with failure. So, &02,(x, y) is not an algorithm but only a semi-algorithm. 
6. Critical pairs and reduction cycles 
A homotopy reduction system B is reduced, if p is irreducible under B - {(p, q)} 
and q is irreducible under B for any (p, q) E B. If B is reduced, there is no critical 
pair of inclusion type. B is simple, if any (p, q) E B cannot be written as 
p = p’ 0 xry 0 p”, q = p’oxsyop” 
with paths p’, p” and x, y E C” such that at least one of p’, p”, x and y is non-trivial. 
These p’, p”, x and y are the coat of (p, q). Two reduction systems B1 and B2 are 
equivalent, if NB, = -B* . 
Proposition 6.1. (1) For any complete homotopy reduction system B, there is a re- 
duced complete system B equivalent to B such that IBI 5 IBI. 
(2) For any system B, there is a simple system B’ such that IB’I = 1BI and 
NB c NBI . Zf B generates I(, so does B’, and moreover, zf B is complete (resp. 
reduced), B’ is also complete (resp. reduced). 
Proof. The reduced system B can be obtained in a similar manner to the case of 
string rewriting systems as follows (see [ 1 l] or [3]). If the left-hand side p of a rule 
(p, q) E B is reducible under B - {(p, q)}, then remove it from B. If the right-hand 
side q is reducible under B, then replace it by (p, q), where i is a irreducible form 
of q. Continue this procedure until B becomes reduced. To get the simple system B’ 
from B, just strip the coats of every rules of B. 0 
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Let B be a reduction system. Let r and s be two subpaths of a path p; p= 
q o xry o t = q’ o x’sy’ o t’ with paths q, t, q’, t’ and x, y,x’, y’ E C*, The subpath r is left 
to s in p if the length of q is shorter than that of q’. A sequence of reductions is 
left-most, if in each step of the reductions a rule is applied to a left-most applica- 
ble subpath. If the system B is simple and reduced, a left-most applicable subpath is 
unique, and so a sequence of the left-most reductions is unique starting with given 
path. 
Let p and q be parallel paths in r = T(C,E). A sequence of two-way reductions 
from p to q is a sequence 
h : jlo -6>B p2 +>B ’ ’ . <v>B p,, 
withqs=pandq,=q.HerePi_t+>Pifori=l,..., II is a one-step reductions with 
respect to B U B-l, BP1 = {b-l 1 b E B}, where b -’ is the reverse reduction of b. The 
path p is the source and q is the target of h and are denoted by a(h) and z(h), 
respectively. The h is a (homotopy) reduction cycle, if o(h)=z(h). 
Let h be a sequence of (two-way) reductions between parallel paths p and q. 
Let x, y E C* and s and t be paths such that z(s)=x~(p)y and o(t)=xz(p)y. Then, 
s o xpy o t and s o xqy o t are parallel paths and we have a sequence of reductions 
s ox ’ h . y o t between them, which coincides with h on the subpath p and does not 
affect the outside. Let g be another sequence of reductions from q to r, then h * g 
denotes the conjunction of them; h $? g is the reduction sequence from p to r. We give 
less priority to the operator ~2 over . and o , thus, for example, (s ox . h . y o t) 12 g 
is written as so xhy o t fi g. The reverse sequence of reductions of h is denoted by 
h-l; (hbg)-‘=g-‘ah-‘. 
Let c = (p, q) be a critical pair which comes from a path r by one-step reductions 
hl : r N>B p and hz : r N>B q. If B is complete, there are sequences of reductions from 
p to i and q to i, where i is the canonical form of r. Let h3 and ha be the left- 
most reductions from p and q to i respectively. Then, we have a cycle of two-way 
reductions: 
H(~)=h~M~!2hhq%‘kh;~, (6.1) 
which is called the reduction cycle associated with c. 
Let B be a homotopy reduction system for (C,E) generating the parallelism 11. 
We suppose that Bn (Bo n Bc) = 8. Let 2; be the set of critical pairs associated with 
B = Bo U Be U B. Since Bl is infinite, a fortiori, B is infinite and c is also infinite. But, 
if E and B are finite, a finite number of critical pairs are substantial as we shall see 
in the sequent. 
Let bl = (p, q) E Be, where 
p = ulxe2 0 eIxv2, q = elxu2 0 vlxe2, (6.2) 
with et = (~1, vt ) and e2 = (2.42, ~2) E E. Let b2 = (s, t) be a rule in B which overlaps 
with bl on the left, that is, s = wetz 0s~ with w,z E Z* such that z is a prefix of xv2 
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Fig. 9. A weak overlapping (1) 
or xv2 is a prefix of z. If z is a prefix of x, we say that they overlap weakly, otherwise 
we say that they overlap strongly. Here, we include the case where s2 is a trivial path, 
though in this case it produces a critical pair of inclusion type. 
If bl overlaps weakly with b2 on the left, then x = zx’ for some x’ E C* and wp o 
s2x’v2 = wuIxe2 0 sx’v2 
jl = wbl OS~X’V~: 
and 
(Fig. 9). Then there are one-step reductions 
wp 0 s&v2 +& wq 0 s2x’v2 (6.3) 
j2 = wulxe2 0 bzx’v2: wulxe2 osx1v2 N>B wu1xe2 0 tx’v2, (6.4) 
and we have a critical pair (wq OS~X’V~, wulxez o tx’v2). This critical pair is always 
resolvable because we have the following reductions: 
J.; : wq 0 s2xtv,2 = weIxu2 0 wvlxe2 0 s2xfv2 
w>B*, weixq 0 s2x’u2 0 r(s)x’e2 = sx’q 0 r(s)x’ez 
+B tx’u2 0 z(t)x’ex, (6.5) 
and 
ji: wulxe2 o tx’v2 “>& tx’u2 o z(t)x’e2. (6.6) 
If bl weakly overlaps with b2 on the right, that is, s =st oze2w and z is a suffix of 
x; x=x/z, then we have uix’si o pw = ulx’s o elxv2w (Fig. 10) and we have a critical 
pair (ulx’t o elxvzw, U~X’S~ o qw). This critical pair is also resolvable as follows: 
ji: ulx’t o elxv2w N>& elx’o(t) o vlx’t, (6.7) 
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Fig. 10. A weak overlapping (2). 
and 
ji: ulx’sl 0 qw = ulx’sl 0 elxuzw 0 ulxezw 
+B*, elx’u(s) 0 vlx’q 0 qxezw = elx’a(s) 0 111x’s 
->B elx’o(t) 0 qx’t. (6.8) 
Lemma 6.2. Zf E and B are jinite, then there are only a finite number of strong 
overlappings between Be and B. 
Proof. Let L=max{max(,,jE~ lo(p max(,,) EB Iz(p)I}. Let b2 = (s, t) E B and s = 
wetz o s2 with et E E and let bl = (p, q) E Be be given as (6.2). If bl overlaps strongly 
with b2 on the left, then 1x1~ Izj < L. Since there are only a finite number of rules 
in Be such that 1x1 <L, there are only a finite number of critical pairs which come 
from such strong overlappings. We can say the same thing on right strong 
overlappings. 0 
A critical pair of overlapping type other than the one included above comes from 
the inclusion between Bo and B or the inclusion of a rule from Bc in a rule from B. 
If B is finite, clearly, there are only a finite number of such inclusions. We state this 
result as follows. 
Lemma 6.3. Zf B isJinite, then there are only a jnite number of critical pairs coming 
from the inclusion between rules from Bo and from B and the inclusion of rules from 
Bd in rules from B. 
Theorem 6.4. Assume that E is non-special and B = Bo U Be U B is noetherian. Then B 
is complete, tf and only tf the following four types of critical pairs are all resolvable: 
critical pairs coming from (1) overlapping between rules from Bo and B, (2) overlap- 
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ping between rules inside B, (3) strong overlapping between rules from Bd and B, and 
(4) inclusion between rules from Bo and B and inclusion of rules from BC in rules 
from B. 
Proof. 3 is complete if and only if all the critical pairs are resolvable. Every crit- 
ical pair made from rules in Bo UBt is resolvable because Bo U Bc is complete by 
Theorem 3.4. Any critical pair which comes from weak overlapping of rules from Be 
and B is resolvable as we saw above. All the other critical pairs are resolvable by 
assumption. 0 
Remark 6.5. If B is reduced, then there is no critical pair of type (4) in Theorem 6.4. 
If E contains a special equation e = (u, 1 ), then as stated after the proof of Theorem 3.4, 
we have a critical pair of inclusion type 
(e-l .uou.e,i,) (6.9) 
which is not resolvable within rules from Bo U Be. So, in order for B to be complete, 
there must be a reduction 
h: e-‘.uou.e->$ i,. (6.10) 
Theorem 6.4 is extended to presentations not necessarily non-special as follows. 
A noetherian system B = Bo U Be U B is complete, if and only if all the critical pairs 
of types (l)-(4) in Theorem 6.4 are resolvable, and for any special equation e = (u, 1) 
in E, there is a reduction (6.10). 
If a reduction system B is expressed as B= Bo U Be UB with finite system B, it is 
(left) essentially Jinite. 
Corollary 6.6. Assume that both E and B are finite and B = Bo U Be U B is noetherian, 
then it is decidable whether B is complete. 
Proof. BO is finite because E is finite. The numbers of critical pairs of type (1) and 
(2) in Theorem 6.4 are finite, because B is finite. The numbers of critical pairs of type 
(3) and (4) are also finite by Lemmas 6.2 and 6.3. Even if E is not non-special, the 
number of critical pairs of the form (6.9) is finite. By Theorem 6.4 (and Remark 6.5) 
the completeness of B is equivalent to the resolvability of all such pairs and it can be 
decided. 0 
7. Lowdimensional homology 
Let a monoid M be given by a presentation (C, E). For x E C*, X denotes the image 
of x in M as before. Let R be an orientation of E, that is, R is an asymmetric 
relation such that E=RUR-‘, where R-‘={(v,u)I(u,u)~R)}. The oriented R is 
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called a rewriting system for M. Let A = ZM be the monoid algebra of M over 27. 
The additive group H is considered to be a right A-module by the trivial action: 
1 *x= I 
for x EM. The algebra A itself is considered to be the free cyclic right A-module 
Fs. There is a natural stujection E : Fi + Z, which is an A-homomorphism defined by 
E(l)= 1. 
Let Ft be the free right A-module generated by the set C. We write (u) for the 
generator of Fl corresponding to a E C. For a word x = at . . . a,, E C”, we define an 
element (x) of Fl by 
(x)=(at).a2. .+a, + (4 .a3 ..-a,+...+ (a,). 
Let F2 be the free right A-module generated by the set R. By (r) we denote the 
corresponding generator to I E R. 
Let B be a homotopy base for (C,E). Let F3 be the free right A-module generated 
by B. Again (b) denotes the generator corresponding to b E B. For e = (u, u) E E define 
(r ) if r=(u,v)ER, 
(e)={-(r) if r=(v,u)ER. 
Let p=xlelyt o... ox,,e,y, be a path in r = T(Z,E), where xi, yi E C* and ei E E. 
Then, define an element (p) of F2 by 
Now, we define three A-homomorphisms dl : Fl 4 FO, a2 : F2 -+ Fl and a3 : F3 --+ F2 
bY 
- 
a,((a))=a-i 
for a E Z, 
a2W) = (4 - (4 
for a rule r = (u, v) E R, and 
a3<(b))= (P) - (4) 
for b = (p, q) E B. Easily we find 
E 0 al = al 0 a2 = a2 0 a3 = 0, 
and hence we have a complex: 
F&F2AFl %FOLh--tO. (7.1) 
Theorem 7.1 (Cremanns and Otto [5], Lafont [14] and Pride [19]). The complex (7.1) 
is exact. 
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Proof. See Lafont [14]. 0 
Theorem 7.2. If a finitely presented monoid A4 has jinite homotopy type, then it 
satisjes FP3. If M has a strictly asphericalpresentation, then there is a free resolution 
over R: 
0+F2%F,%F0~~4, 
and M has cohomological dimension at most 2. 
(7.2) 
Proof. The modules Fo and Fl are finitely generated because C and R are finite. If 
M has finite homotopy type, then B can be finite, and F3 is finitely generated. This 
exactly means that M satisfies FP3. If the presentation is strictly aspherical, then B = 0 
and the complex (7.1) becomes (7.2). 0 
By Corollaries 5.2 and 5.6 we have the following corollaries. 
Corollary 7.3. A monoid that admits a presentation without left or right cycle has 
cohomological dimension at most 2. 
Corollary 7.4. Let M be a monoid dejined by a single non-subspecial equation e with 
left coat ,? and right coat p. Zf OVLJp, 2) = 0, then A4 has cohomological dimension 
at most 2. 
Next suppose that E is non-special and there is a homotopy reduction system B 
for (C, E) such that B= Bo U Be U B is reduced, simple and complete. The (coated) 
left canonical reduction is such a system for non-(sub)special presentations. We may 
suppose that B rl B-’ = 0 and (B U B-’ ) n (Bo U Be) = 0. Moreover, we suppose that B 
generates the parallelism I], that is, B is a homotopy base. As above F3 is the free right 
A-module generated by B. 
For a sequence h of two-way reductions we define an element (h) of F3 in the follow- 
ing way. For a one-step two-way reduction h = t o xby o t’ with x, y E Z*, t, t’ E P(r) 
and b=(r,s)EBUB-‘, we define (h) by 
( 
0 if bEBoUBeU(BoUBg)-I, 
(h) = (b) .u if bEB, (7.3) 
(b-l) .(-7) if b-’ E B. 
For reductions h = hl $? hz, where hl is a one-step reduction, we define inductively as 
(h) = (hi) + (hz). 
By definition we easily have 
Lemma 7.5. (1) If h is a sequence in Bo U Be U B;’ U B;‘, then (h) = 0. 
(2) (hl *hz) = (hl) + (hz) f or reductions hl and hz with z(hl)=o(hz). 
Y. KobayashilJournal of Pure and Applied Algebra I30 (1998) 159-195 187 
(3) (soxhyot) =(h) .Lf or reductions h from p to q, paths s, t and x, y E C* such 
that ~(s)=x.o(p). y and a(t)=x.z(p>. y. 
Proposition 7.6. For a sequence h of two-way homotopy reductions from p to q we 
have 
as(W)= (P) - (4). 
In particular, for a reduction cycle h, we have a,( (h)) = 0. 
(7.4) 
Proof. If h : p -+ q is a one-step reduction; h = t o xby 0 t’ with x, y E C*, t, t’ E P(r) 
and b=(r,s)EBU?‘, then p=toxryot’ and q=toxsyot’, and we have 
(P) - (4) = C(r) - N1.Y. 
If b=(r,s)EBo, that is, r-eoe-‘, s = i,, e = (u, v) E E, then (r) = (e) - (e) = 0 = (s), 
and we have (p) - (q) = 0. If b E Be, that is, r = ulx . e2 o el ‘xv2, s=ei .xu2ovix.e2, 
x E C*, ei = (ui, vi), e2 = (~2, ~2) E E, then (r) = (e2) + (el) .ZG and (s) = (ei) .ZiG + 
- 
(e2). Since xv2 = ZG in M, we see (p) - (q) = 0. So, when b E Bo U Be, the both sides 
of (7.4) are 0. If b E B, then (h) = (b) .L by (7.3), and 
W4)=W - @))T=(P) - (4). 
If b E B,’ U B,’ U B-l, similarly the equality holds. Thus the assertion holds for 
one-step reduction. 
If h = hl T!? h2 with a one-step reduction hl, then by induction we have 
a,((h))=a3((hl))+a3((hz)) 
= (P) - (z(hlN + (Mh2)) - (4)) 
= (P) - (4). 0 
Let c be the set of critical pairs associated with B, and let C(C c) be the set of 
critical pairs of type (l)-(3) in Theorem 6.4 (since B is reduced we need not consider 
the critical pairs of type (4)). Now we define a free A-module F4 and a boundary map 
dq : F4 -+ F3 as follows. Let F4 be the free right A-module generated by C, and let (c) 
denote the generator corresponding to c E C. The A-homomorphism 84 is defined by 
a4w) = (f-w 
for c E C, where H(c) is the reduction cycle associated with c. Thus, if c = (p, q) comes 
from a path r by one-step reductions hl : r +?>B p, and h2 : r w>~q, and if h3 : p +$ f 
and h4 : q G= $ i are the left-most reductions to the canonical path i, then H(c) is given 
as (6.1) and we have 
M(c)) = (hi) - (hz) + @s) - (W 
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By Proposition 7.6 we find 
as 0 dq = 0, 
and we have a complex: 
F4++F~%F2dz,F$+F0~Z+0. (7.5) 
We shall prove this complex is exact under the assumption that B is complete. 
For x E C* let 2 be the minimal (with respect to some fixed compatible well-order 
of C*, for instance, the length-first lexicographic order) word in the congruence class 
x of x modulo E. We define a path p”(x) from x to i with respect to B by induction 
as follows. Firstly, if x = 2, then j(x) is the trivial cycle at x. Let x = ax’ with a E C 
and x’ E C*. If x #.? and x’ = (x’); then choose any path from x to 2. Otherwise, since 
we may suppose that a path J?(x’) from x’ to (x’)* and a path $(a(~‘)-) from a(~‘)- 
to P are already chosen by induction with respect to the fixed order, we define 3(x) 
to be the path a. p”(Y) o j(a(x’)-). By our construction we have 
P(V) =x * p”(Y) O iw> 
for any x, y E C*. 
(7.6) 
The canonical path from x E Z* to y E Z* is denoted by fi(x, y). Since i? is complete, 
there is a unique such path as far as a path exists between x and y. 
To prove the exactness of (7.5) we shall define two additive mappings 13 :F2 -+ F3 
and 14 : Fs + F4. First we define 13 :F2 --f F3 in the following way. For a pair of a rule 
Y = (u, V) E R and an element X E M, since r. li: o j(uZ) and p”(ti) are parallel paths 
from ti to (WC); we have the left most reductions 
hi :r.~o~(V~)N>$~(~,(UX)-) (7.7) 
and 
h2 : j(z4.q ->$ j?(ti, (ux)3. (7.8) 
We define 13 by Q(Y.~)= (hi)-(h 2 ) on the set R x M and extend it additively on F2. 
Next we shall define a mapping 24 :F3 + F4. We need the following lemmata. 
Lemma 7.7. Let 
hj:p+&? (i=1,2) (7.9) 
be two sequences of reductions from a path p to its canonicalpath fi. Then, (hl) -(h2) 
is in Im(&). 
Proof. We proceed by noetherian induction. Let ki : p w>g pi be the first one-step 
reduction of hi for each i = 1,2; hi is the conjunction of ki and the rest hj : pi +P$ fi. 
Let ki : p1 ->$ q and ki : p2 ->$ q be reductions from p1 and p2 to some path q. 
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Fig. 11. The inductive scheme for (hl, h2). 
Then, there is a sequence k of reductions from q to 3 (= 4) (Fig. 11) because i? is 
complete. By induction hypothesis 
(A;) - (ki’ 0 k) = (hj) - (ki’) - (k) 
are in Im(&) for i= 1,2. Since 
(hl) - (h2) = (kl) + (a - @2) - (4) 
= (kl) + (6) - @2) - (a + w4 - (6) - w + w> 
it suffices to prove that there exist paths ki, ki and q such that 
JC = (h) + (kj) - (kz) - (k;) (7.10) 
is contained in Im(&). 
First suppose that kl and k2 are disjoint, that is, the subpaths on which the rules are 
applied do not overlap. Then there are a path q and one-step reductions ki : p1 “zBq 
and ki : p2 +~q such that (kl) = (ki) and (k2) = (ki). Thus K in (7.10) is 0. 
Next suppose that kl and k2 overlap. If kl = k2, then p1 = ~2, and we may let 
q = pl = p2 and ki and ki be trivial. We can ignore this case. If kl # k2, then there 
is a critical pair c = (T,s) E c induced by reductions ji : t -zgr and j2 : t N>~S such 
that kl = p’ o y. ji . z o p” and k2 = p’ o y. j2 . z o p”. The following three cases must 
be considered: 
(1) Suppose that ji and j2 are reductions by rules in Bo U Be. Then there are q 
and reductions ki : p1 -s-$ q and ki : p2 -?$ q by rules from BCJ U Be, since B. U Be is 
complete. Hence, JC = 0. 
(2) Suppose that ji is a reduction by a rule bi E Bd as (6.3) and j2 is a reduction 
by a rule b2 E B as (6.4), and bl overlaps weakly with 62 on the left. Then, there are 
reductions ji and jl from r and s to some q’ given as (6.5) and (6.6), respectively. 
Easy calculations how that 
(A ) + (A) - (j2) - (A) = 0. 
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Let k,! = p’ o yjiz o p” (i = 1,2) and q = p’ o yq’z o p”. Then, we find 
K=((ji)+ (jI) - (j2) - (ji)).Z=O 
by Lemma 7.5(3). If bi overlaps weakly with b2 on the right, then there are reductions 
j’, and ji given as (6.7) and (6.8), and similarly we see that K = 0. 
(3) Otherwise, c is in C. Let ji : r ->$ i and ji : s -+ ~>$i= i be the left-most 
reductions, and let k{ = p’ o y. j’, . z o p”, ki=p’oy.j$.zop” and q=p’oyfzop”. 
By the definition of & we have 
a4cW= (h) - (j2) +((A) - (A)>. 
Hence rc=((ji) + (j’,) - (j2) - (ji)).Z is in Im(a,). 
The proof is complete. 0 
Corollary 7.8. For any reduction cycle h, (h) is in Im(&). 
Proof. We proceed by noetherian induction. Let 
h:... +>BPi_i +>gpi <->BPi+i +>B”‘, 
where pi = pj if i E j (mod n), be a reduction cycle of size n. Let pk be a maximal 
path among pi (i = 1 , . . . , n) with respect to the noetherian partial order ->g, then 
h,’ : pk G-3 pk.-l and h2 : pk -22~ p&l are one-step reductions. Let h’, : pk__l -is=; q 
and hi : pk+l ->$ q be reductions to the canonical path q of Pk. Then, by Lemma 7.7, 
(hi) + (h’,) - (h2) - (h:) is in Im(&). Let h’ be the cycle reduction obtained from h 
by replacing h,’ by h’, and h2 by (hi)-‘. By induction hypothesis (h’) is in Im(a,). 
Hence, 
(h) = (h’) - (hi) - (h;) + (h2) + (h:) 
is contained in Im(a,). 0 
With a path p from x to y we associate a sequence of reductions E?(p) from 
p o p”(y) to F(x) by induction as follows. First let p = w. (u, u) . z be an edge, where 
w, z E C* and e = (u, u) E E. There is a reduction sequence hl from wu . i(z) o w. e .,I? 
to w . e. z o WZI. p”(z) in Bt. Let h2 be the left-most reduction from w + e. z” o w. j(G) 
to fi(wz&,w(uz)-) and let h3 be the left-most reduction w. j(G) to $(wzZ,w(uz)“) 
(Fig. 12). Define I?(p) by 
I?(p)=h,’ ~~(wv~“)~~xuP”(z)~(~~A~~~)~P”(w(~~)-). 
Next, let p = p1 o p2 with an edge ~1, then define 
g(P)= Pl ofi(p2Mmp1) 
(Fig. 13). In virtue of (7.6), it can be checked that g(p) is a sequence of reductions 
from p 0 f?(y) to j?(x). 
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Fig. 12. Constructing p(w e . z). 
Fig. 13. Constructing A(p). 
Lemma 7.9. Let p and q be paths such that z(p)=o(q) and x,y~ C*. Then we 
have 
(1) @(poq)) = (E?(P)) + (E?(q)). 
(2) @(P-9) =-C@(p)). 
(3) (f% P’Y)) = @(Pm. 
Proof. By definition we have 
fi(poq)= Pofi(q)*&P)~ 
from which (1) follows using Lemma 7.5. (2) follows from (1). Let p be a path from 
u to v. By definition we have 
fi(xpy) = h,’ o j(x@) tix@(y) oE?(xpy), 
where hl is reductions from xuj(y) o xpj to xpy ox@(~) by rules from Be (Fig. 14). 
Moreover, since B is simple we have 
fGP5) =x J%Pj) 0 z%(X(~Y)-l)~ 
Hence, by Lemma 7.5 we obtain (3). 0 
Lemma 7.10. For any path p we have 
(E-j(P)) = 13((P)). 
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Fig. 14. A decomposition of f?(xpy) 
Fig. 15. The reduction cycle induced by b. 
Proof. It suffices to show the equality for a positive edge p E R. Z* because of 
Lemma 7.9 and the additivity of 13. Let p=(u,u).x for XE C* and r=(u,o) E R. 
Then, (A(p)) = (fi(r.2)). On the other hand (p)=(r) .X and rs((p))= (ht) - (hi), 
where hl and h2 are given as (7.7) and (7.8) respectively. Since fi(r ~2) = ht o hT1 by 
definition of E?, we have the desired equality. 0 
Now we define an additive mapping 14 : F3 -+ F4 as follows. Let b = (p, q) E B and 
x E C* with a(p)=o(q)= u and z(p) =z(q) = v. Then, h=t?(p-2)-l frb.20 $(uZ)fi 
I?(q .T) is a reduction cycle (Fig. 15). By Corollary 7.8, there is 8 E F4 such that 
c?,(e)=(h) = -(f?(pG)) +b.x+ (E?(qZ)). 
Choose one such 1’3 for every b. X and define 14 by zq(b. X) = 8 on the set B x M, and 
extend it additively to a mapping 14 :F3 + F4. By definition we have 
a40r4(b.Z)=b.X+ (I?(qG)) - (ii(p (7.11) 
Lemma 7.11. We have 
13 0 a, + d4 0 24 = 1,. 
Y. Kobayashil Journal of Pure and Applied Algebra 130 (1998) 159-195 193 
Proof. Let b = (p, q) E B and x E C* with o(p) = o(q) = u and r(p) = z(q) = u. Then, 
a4 o z4(b .x) is given by (7.11). On the other hand by Lemma 7.10 we have 
(@(q.Z)) - (~(P.Z)) = 13((q.q) - ~3((P~.f)) 
= 13((q) .x - (P) .f) (7.12) 
and by Proposition 7.6 we get 
a3(b.X)=(p).x- (q).x. (7.13) 
By (7.11), (7.12) and (7.13) we find 
as desired. 0 
Due to Lemma 7.11 we see that the complex (7.5) is exact at Fs and we finally 
obtain the following result to our expectations. 
Theorem 7.12. If B = Bo u Be U B is a complete reduction system, then the complex 
(7.5) is exact. 
Remark 7.13. If E contains special equations, then add the critical pairs c of the form 
(6.9) to C. Let F4 be the free module generated by this extended C. The boundary 
homomorphism 84 is also extended by defining ad(c) = (h) for such a critical pair c, 
where h is the reduction (6.10). Then the complex (7.5) modified in this way is exact. 
If E is finite and B is a finite system such that B= Bo UBe U B is complete, then 
the set C of substantial critical pairs is a finite set and F4 is finitely generated. The 
dual arguments are also possible for the system B = Bo U B, U B. Thus we have the 
following result on homology finiteness. 
Theorem 7.14. Zf M is given by a finite presentation which admits a jinite homotopy 
base B such that B = Bo U Be U B (or B = Bo U B, U B) is a complete system, then M 
satisfies FP4. 
The following is a consequence of Theorems 4.1 and 7.14. 
Corollary 7.15. Zf M is given by a jinite non-subspecial presentation that is coated 
aspherical, then M satisfies FP4. 
Finally, we obtain the following by Corollaries 5.5 and 7.15. 
Corollary 7.16. If M is given by a non-subspecial single relation, then M satis- 
fies FP4. 
194 Y. Kobayashil Journal of Pure and Applied Algebra 130 (1998) 159-19.5 
8. Remarks for further study 
In this paper we proved that if a finite monoid presentation (C,E) has a complete 
homotopy reduction system that is essentially finite, then the monoid M(Z,E) presented 
by (C,E) satisfies FP4. This corresponds Squier’s result [21] that the monoid satisfies 
FP3 if it admits a finite complete string rewriting system. It is known that if the monoid 
has a finite complete string rewriting system, then it satisfies FP, (see [13]). So it is 
natural to ask the following question. Does a finitely presented monoid satisfy FP,, 
if it admits a homotopy base which forms an essentially finite complete homotopy 
reduction system?. 
It seems possible to construct a theory of homotopy relations between (two-way) 
homotopy reductions. Let (Z,E) be a monoid presentation and let r = T(C,E). We 
define another graph rh as follows. The vertex set is the set P(T) of paths in r and 
a one-step homotopy reduction h : p + q is an edge from p to q. The inverse edge 
h-’ is the reverse reduction. We leave the problem untouched to define a suitable 
homotopy equivalence between paths in rh so that the existence of a finite homotopy 
base in rh implies FP4. 
No doubt, we can go this way up to higher dimension along the line indicated by 
Burroni [4], but the notations will become more and more complicated and for the 
present we do not have good examples which would justify further generalization. 
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