INTRODUCTION
We became interested in this problem because we wanted to calibrate our laser range cameras. Laser range cameras are powerful tools for defining the Cartesian coordinates of surfaces of objects in an environment. The camera scans a laser beam over a scene and determines the distance (r) by the time required for the beam to reach an object and return.
The beam is directed back and forth ($1 and up and down (e) by two rotating mirrors.
Thus, the data measured by the camera has the form (r,$,O). The geometry of the camera can be used to map the measured data to Cartesian coordinates (x,y,z) .
Since the geometry of the camera may not be known precisely, the cameras can be calibrated by comparing the calculated surface shapes to the known surface shapes. The most simple surface is a plane and many physical objects have planar surfaces. Thus, an important problem in the calibration of range cameras is to find the best (least squares) fit of a plane to a set of 3D points.
For many least squares problems, the uncertainty is in one of the variables [for example, y = f(x) or z = f(x,y)]. However, for this problem, the uncertainty is in the geometric transformation from measured data to Cartesian coordinates and all three of the calculated variables are uncertain.
When we seek the best least squares fit of a plane to the data, we obtain an over determined system (we have four equations to determine three unknowns). By neglecting one of the equations at a time, we can obtain four different solutions for the unknown parameters. However, we cannot average the 4 planes to obtain a single best estimate. To obtain a solution without neglecting any of the equations, we solve an eigenvalue problem and use the eigenvector associated with the smallest eigenvalue to determine the unknown parameters. We have performed numerical experiments that compare our eigenvalue method to the approach of neglecting one equation at a time.
ESTIMATION OF A BEST HYPERPLANE
We will generalize our problem from three dimensions to n dimensions. We assume that we receive estimates of points (p) in an n dimensional space:
The data will be a set of points (pj), where j ranges from 1 to m:
A hyperplane is defined by the following equation:
If the parameter vector a is a unit vector, d is the perpendicular distance from the origin to the plane. Although Eq. (3) has n + 1 parameters (the n vector a and the scalar d), only n of the parameters are free when a is a unit vector. If we divide Eq. (3) by the distance (d), Eq. (3) depends on the n parameters (ai /d). We will solve for the parameters (ai /d) and use the normalization condition to determine d and the vector a.
Since the data will not all lie on the hyperplane, we can define an error (ej) for each point:
We will choose the parameters to minimize the weighted sum of the squares of the errors Using Eq. (4), L may be written:
where:
The A matrix is symmetric (Aik z= Aki).
For the parameters that minimize L, the partial derivative of L with respect to each parameter is zero:
Thus, we have n + 1 equations to determine the n parameters (ai Id).
Define the real symmetric matrix (D) by:
where the components of the row vector B are defined by Eq. (8) and the components of the matrix A are defined by Eq. (7). Using D, Eqs. (9) and (10) may be written:
where the column vector y is defined by:
and the components of the column vector a are the n parameters (ai ). Eq. (12) will not have a nonzero solution unless the matrix D is singular and in general the matrix D will not be singular. To approximate the solution of Eq. (12), we consider an eigenvalue problem:
We will consider the solution of Eq. (14) that corresponds to the eigenvalue with the smallest magnitude to be the best approximate solution to Eq. (12). Suppose that y is the eigenvector that corresponds to the eigenvalue with the smallest magnitude. Define p by:
Then: d = y , /P ai = yi+, /p, for i = 1 to n . We have developed a method for obtaining a least squares fit of a hyperplane to uncertain data. In this section, we will apply our method to synthetic data sets in three dimensions. We will compare the results for our eigenvalue method with a partial information approach (neglecting one equation at a time). The partial infomation approach does not produce a single solution (it produces four different solutions for the unknown parameters). We will find that the parameters determined by our eigenvalue method are within the range of the four sets of parameters determined by the partial information approach.
NUMERICAL EXPERIMENTS
We consider a plane in three dimensional space with parameters: a = (0.5774, 0.5774, 0.5774) and d = 1.0. To create a synthetic data set, we calculate 81 data points with random errors that are proportional to a parameter ((3) . Given the data set and the weights (w, = 1/81), we can calculate the B vector and the A matrix and solve the eigenvalue problem. The parameters a and d are displayed in Table 1 for five values of CT. As (3 increases, two of the parameters (a1 and a2) decrease and two increase (a3 and d).
The parameter values have small variations as the error parameter (0) increases.
Table 1. The parameters a and d for five synthetic data sets.
For a problem in three dimensional space, the matrix D is 4 by 4. We can obtain four solutions to the over determined problem by neglecting one row at a time. When the error parameter is zero, the matrix D is singular and both approaches give the same result.
When the error parameter is positive, the matrix D i s not singular and the two approaches give different results. We compare our eigenvalue method with the approach of neglecting one equation at a time in Figures 1 and 2 . Figure 1 displays the values of the parameter a1 calculated using the two approaches (the eigenvalue method results are denoted by a plus symbol while the partial information results have a square symbol) for several values of the error parameter. Figure 2 displays the values of the parameter d calculated using the two approaches for several values of the error parameter. The partial information approach produces four sets of results that have considerable dispersion. Our eigenvalue method automatically produces a single result that lies within the range of the four sets of parameters determined by the partial information approach. The partial information approach neglects information and determines four different planes. Our eigenvalue method does not neglect any information and automatically produces a single result that is an "average" of the four planes determined by the partial information approach. 
CONCLUSIONS
We have developed a method for obtaining a least squares fit of a hyperplane to uncertain data. The method uses standard techniques (eigenvalues and eigenvectors) to estimate the parameters for the hyperplane. We have estimated parameters for five sets of synthetic data. The parameter values have small variations as the error parameter increases.
Our method appears to be robust (capable of producing good estimates of parameters for noisy data sets). 
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