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1 Introduction
One of the most celebrated results in analytic number theory is the prime
number theorem pi(x) ∼ Li(x) := ∫ x
2
dt
log t
for the number of primes up to x.
As Gauss already noticed, this should be a very good approximation, and it
says that n should be prime with probability 1
logn
. The prime number the-
orem for arithmetic progressions is the generalization pi(x; q, a) ∼ 1
ϕ(q)
Li(x),
where pi(x; q, a) counts the primes up to x in an arithmetic progression qn+a
with q and a coprime. Bounding the diﬀerence between pi(x; q, a) and its
asymptotic approximation is a central question in the theory of primes, and
the famous generalized Riemann hypothesis predicts that pi(x; q, a) deviates
from 1
ϕ(q)
Li(x) by at most a constant times
√
x log x, which is essentially the
best that can be hoped for.
It is also important to understand the biases in the distribution of primes
into residue classes, and this is what comparative prime number theory stud-
ies. In this thesis, we give a detailed exposition of Rubinstein and Sarnak's
breakthrough paper from 1994 on comparative number theory. Among other
things, Rubinstein and Sarnak assigned a (logarithmic) density to the pos-
itive integers m for which pi(m; q, a) > pi(m; q, b), showed that it is always
positive, and gave a simple criterion for determining which of the progres-
sions qn + a and qn + b leads this prime race more often than the other.
The work assumes the generalized Riemann hypothesis and the linear inde-
pendence of the imaginary parts of the nontrivial zeros of L-functions over
rational numbers.
1.1 History and Motivation
One of the simplest objects of study in comparative number theory is the
function pi(x) − Li(x). It turns out to be negative for all x below a huge
bound,which is possibly around 10300, but Littlewood showed in 1914 that
pi(x) − Li(x) is greater than
√
x
log x
(and similarly smaller) for inﬁnitely many
integers x [2],[17].
Nevertheless, one could suspect that the distribution of primes into two dif-
ferent arithmetic progressions with the same diﬀerence is very even, but
surprisingly one sees a similar lack of uniformness of distribution. For the
primes of the form 4n± 1, this phenomenon is Chebyshev's bias, noticed by
Chebyshev in 1853, and it is a special case of the prime races studied in this
thesis. Chebyshev noticed that the progression 4n − 1 tends to have more
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primes than 4n+1, and similarly the primes of the form 3n−1 are usually in
the lead over the primes 3n+ 1,1, when counted up to a limit. Some data is
presented below to make this surprising diﬀerence more concrete (computed
with pari/gp).
x pi(x; 3,−1) pi(x; 3, 1) pi(x; 4,−1) pi(x; 4, 1)
100 13 11 13 11
1000 87 80 87 80
10000 617 611 619 609
20000 1137 1124 1136 1125
30000 1634 1610 1633 1611
100000 4807 4784 4808 4783
200000 8995 8988 9006 8977
300000 13026 12970 13016 12960
1000000 39266 39231 39322 39175
10000000 332384 332194 332398 332180
50000000 1500653 1500480 1500681 1500452
According to the table, the primes p ≡ −1 (mod 3) and p ≡ −1 (mod 4) seem
to always hold the lead. Actually, there are some points at which the primes
p ≡ 1 (mod 3) are more numerous (the smallest one being 608981813209),
but they are very rare [9]. For the primes p ≡ 1 (mod 4), there are also
some points (such as 26861) at which they are ahead, but again the intervals
are short and sparse. This is an interesting phenomenon, and one does not
directly see any reason for the symmetry to break down. However, if one also
studies other prime races, for instance races modulo 5 and 8, a pattern starts
to form. By looking at the following plots, it seems that the progressions
5n ± 1 have less primes than 5n ± 2, and 8n + 1 has less primes than the
others (mod 8), which have roughly an equal number of them.
1 Chebyshev did not mention the primes 3n± 1 but he conjectured the unevenness in
the distribution of the 4n − 1 and 4n + 1 primes in an interesting way: ∑p(−1) p−12 xp
should tend to −∞ as x→ 1 [20].
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Plots of pi(x; 5, a) − 1
4
pi(x) for a = 1, 2, 3, 4 (in that order), in the range
x ∈ [0, 105], y ∈ [−20, 20].
Plots of pi(x; 8, a) − 1
4
pi(x) for a = 1, 3, 5, 7 (in that order), in the range
4
x ∈ [0, 105], y ∈ [−31, 31].
Remarkably, 1 and −1 are precisely the quadratic residues (mod 5), and
similarly 1 is the only odd square (mod 8). This is not a coincidence, but
explaining the bias towards the nonresidues rigorously is a diﬃcult task. It
was already shown by Littlewood [17] that both the primes 3n+1 and 3n−1
(and similarly modulo 4) hold the lead inﬁnitely many times, but this says
nothing about the relative frequencies of these events. Knapowski and Turán
[15] formulated in their series of eight papers on comparative number theory
many questions about the discrepancy of the number of primes in diﬀerent
residue classes, and obtained partial results, but many questions were left
unanswered. In order to address these prime races more carefully, we must
ﬁrst quantify what it means for one sequence of primes to lead over the other
more of the time. This actually leads to measure theory, thus giving an
interesting and a bit unexpected connection.
One way to measure the proportion of integers in a set A (which is to us the
set of integers x > 0 for which pi(x; q, a) > pi(x; q, b), denoted by Pq;a,b)
2 is
the asymptotic density
d(A) := lim
x→∞
#([1, x] ∩ A)
x
,
if the density exists (#B is the number of elements in B). This is of course
the simplest interesting density for a subset of the positive integers. However,
it turns out not to be the right density for our purposes; in fact, Kaczorowski
[13] showed that it does not (always) exist for the sets Pq;a,b we are interested
in. This means in particular that the lower asymptotic density of these sets
must be less than 1, giving rise to the question whether the densities of these
sets are strictly between zero and one even if the appropriate density is used.
The numerics in the tables and graphs above give us some hint about the
correct density. It seems that the prime races do not reveal themselves sig-
niﬁcantly on the linear scale, but rather on a logarithmic one. For example,
the integers up to which the primes 3n+ 1 lead over the primes 3n− 1 seem
to be logarithmically sparse. This gives reason to suspect that the right way
to measure the discrepancy is to use the logarithmic density, written in its
2Also the more general prime races between primes congruent to a1, .., ar (mod q) are
considered in this thesis, but for simplicity we concentrate on the case r = 2 now.
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discrete form as
δ(A) = lim
x→∞
1
log x
∑
a∈A
a≤x
1
a
,
where the weight 1
a
has been assigned to an integer a. One of the rea-
sons for using this density is that the excess of the 3n − 1 primes in the
logarithmic scale (meaning that the spacing on the x-axis grows exponen-
tially) is x
e
x
2
(pi(ex; 3,−1)−pi(ex; 3, 1)), which has an explicit formula involving
trigonometric sums over the zeros of Dirichlet L-functions. Remarkably, we
can control this quantity knowing only an estimate for the number of zeros
of the L-functions in a given region and assuming that they have real part
1
2
(unless they are trivial) and are not related to each other in a too regular
manner.
1.2 Rubinstein and Sarnak's Paper and Recent Work
We gave some heuristics above, but Rubinstein and Sarnak [28] were able
to prove in 1994 the following beautiful theorem (and its generalization), as-
suming two standard hypotheses:
Theorem. Assume the generalized Riemann hypothesis and the grand sim-
plicity hypothesis. If a and b are positive integers, coprime to an integer
q ≥ 1, the set Pq;a,b := {x > 1 : pi(x; q, a) > pi(x; q, b)} has a positive logarith-
mic density, and it satisﬁes δ(Pq;a,b) > δ(Pq;b,a) if and only if a is a quadratic
nonresidue (mod q) and b is not. Moreover, if η(x) is any function such that
η(x) tends to inﬁnity as x → ∞, the set {pi(x; q, a) − pi(x; q, b) >
√
x
η(x) log x
}
has the same logarithmic density as Pq;a,b has.
We will prove this and some other theorems from the paper [28] in this thesis,
completing practically all the details. The Generalized Riemann hypothesis
(GRH) asserts that all the nontrivial zeros of the Dirichlet L-functions have
real part 1
2
. The other assumption, the grand simplicity hypothesis (GSH),
says that the imaginary parts of all the nontrivial zeros of the L-functions
(in the upper half-plane) are linearly independent over the rationals. Very
roughly, the GRH allows us to use the explicit formula, established in Chap-
ter 2, for the number of primes in a convenient way, while the GSH assures
that we have some control over this explicit sum over the zeros of the L-
functions.
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In Chapter 4, we give an outline of the proof of the Main Theorem (which is
a generalization of the theorem above to prime races between several residue
classes and is also based on the paper [28]) of this thesis before proving it, so
we say here only a couple of words about the proof. The GRH is employed to
show that the normalized excess in the number of primes a (mod q) compared
to the primes b (mod q) has a limiting distribution, or measure, µa,b. The
GSH tells that the Fourier transform µˆa,b has an explicit formula, from which
we can analyze its properties, and hence properties of µa,b itself. Questions
about the logarithmic densities are reduced to questions about the symmetry
of µa,b. The formula also shows that the biases in the prime races diminish
as q →∞.
Rubinstein and Sarnak [28] also used the formula for µˆa,b to compute (assum-
ing the GRH and the GSH) logarithmic densities of several sets Pq;a,b and
other prime races; in particular δ(P3,−1) = 0.9990...; δ(P4,−1) = 0.9959....
These very large densities arise from the facts that the smallest zeros of the
corresponding L-functions are lather large in terms of imaginary part, but
we will not deal with computational aspects here.
This is as far as we will go in this thesis, but many more questions arise, some
of which have been answered, while others remain unsettled. A good sur-
vey of conjectures and theorems is [20]. We mention just one open problem:
When exactly is the prime race between the progressions qn + a1, ..., qn + ar
even in the sense that each of the r! possible orders has 1
r!
as its logarithmic
density? These races for r ≥ 3 are known as Renyi-Shanks races. Rubin-
stein and Sarnak determined the cases when this race is unbiased so that its
distribution function is symmetric with respect to permutations, but this is
a stronger condition than evenness of the race.
It is also worth mentioning that the prime races have been generalized in
many ways; for example, Nathan Ng [26] considered in 2000 the prime races
between the prime divisors of polynomials. It is known for example that the
set of primes p that divide x3 + 2 for some x has density 2
3
, and one may
then consider the diﬀerence between the number of these primes and twice
the number of other primes.
Very little is known about the prime races without one or both of the deep,
but widely believed, conjectures GRH and GSH. There are actually reasons
to believe that most results about the prime races could not be achieved
unconditionally; Ford and Konyvagin [7] showed that if the GRH is false in a
suitable way, then in any prime race between three progressions at least one
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order occurs just ﬁnitely many times.
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2 Explicit Formula and Its Corollaries
2.1 Functional Equation of the L-functions
Let χ be a Dirichlet character (mod q) for a positive integer q ≥ 1; that is,
χ : Z → C satisﬁes χ (ab) = χ (a)χ (b) for all a, b ∈ Z, χ(n) = 0 if and only
if n and q are not coprime, and χ has period q. We associate with χ the
Dirichlet L-function deﬁned by
L (s, χ) :=
∞∑
n=1
χ (n)
ns
(1)
for < (s) > 1. This is a Dirichlet series whose coeﬃcients are χ (n), and it
turns out to play a fundamental role in the study of the distribution of prime
numbers (mod q), similar to the role of the Riemann zeta function ζ (s) in
estimating the number of primes up to x, denoted by pi (x).3 We recall a few
basic facts about the functions L(s, χ) before discussing the functional equa-
tion; the proofs of these properties can be found for example in Karatsuba's
book [14] (pages 10, 64-69). More generally, everything in Chapter 2 can
be found in one or more of the books by Davenport (pp. 59-102, 115-120)
[5], Ingham (pp. 68-85) [11], Karatsuba (pp. 10, 102-124 ) [14], Murty (pp.
309-310, 331-370) [24].
The series deﬁning a Dirichlet L-function converges absolutely and uniformly
on compact subsets of {s : <(s) > 1} since the integral ∫∞
1
x−σdx converges
3In fact, ζ(s) is the L-function corresponding to the principal character(mod q), up to
the factor (1− 1ps1 )
−1...(1− 1psk )
−1, where pi are the primes not coprime to q.
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for σ > 1 (we write s = σ+it according to Riemann's classical notation). The
L-function is therefore analytic in this region. When χ 6= χ0  the principal
character satisfying χ (a) = 1 for a and q coprime  we can actually say much
more. Then it is easily seen that
∑q
n=1 χ (n) = 0, so the sum
∑
n≤x χ (n)
is bounded in modulus by a constant, and thus the series deﬁning L(s, χ)
converges uniformly on compact subsets of {s : < (s) > 0} by the standard
partial summation formula∑
n≤x
anf(n) = A(x)f(x)−
∫ x
1
A(t)f ′(t)dt, (2)
where A(t) =
∑
n≤t an, the summation is over the positive integers on [1, x],
and f is continuously diﬀerentiable. To see this, take an = χ(n) and f(t) =
t−s; this gives as x→∞
L(s, χ) =
∫ ∞
1
∑
n≤x χ(n)
xs+1
dx 1, σ ≥ σ0 > 1.
The partial summation formula will be applied frequently later on in this
thesis. Due to locally uniform convergence, the series of an L-function de-
ﬁnes an analytic function in the half-plane of positive real part.
In order to study the distribution of primes into residue classes with the help
of the L-functions, we deﬁne the Chebyshev function corresponding to χ;
ψ (x, χ) :=
∑
n≤x
χ (n) Λ (n) , (3)
with Λ (n) = log p for n = pα a prime power and 0 otherwise. The size of
ψ (x, χ) for all χ (mod q) is very intimately related to the size of pi (x; q, a) ,
the number of primes up to x that are congruent to a (mod q) with a and q
coprime, but the functions ψ (x, χ) are easier to deal with.
Let us also deﬁne the functions
ψ(x; q, a) :=
∑
n≤x
n≡a (mod q)
Λ(n) =
1
ϕ(q)
∑
χ (mod q)
χ¯(a)ψ(x, χ),
which are related to pi(x; q, a) by
pi (x; q, a) =
∑
n≤x
1P(q;a)(n) log n
log n
=
ψ(x; q, a)
log x
+
∫ x
2
ψ(t; q, a)
t log2 t
dt+O(
√
x log x),
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where P(q; a) is the set of primes congruent to a (mod q), and we used partial
summation with an = 1P(q;a)(n), f(t) =
1
log t
and the fact that
∑
p≤x
p≡a (mod q)
log p
diﬀers from ψ(x; q, a) by at most O(
√
x log x).4 The study of pi (x; q, a) is
therefore reduced to that of ψ (x; q, a) , and in particular the assumption
ψ (x; q, a) ∼ x
ϕ(q)
implies, by using the previous formula and applying partial
integration to 1 and 1
log2 t
, that
pi (x; q, a) ∼ x
ϕ(q) log x
+
1
ϕ(q)
∫ x
2
1
log2 t
dt ∼ 1
ϕ (q)
∫ x
2
dt
log t
:=
1
ϕ (q)
Li (x) ,
which actually proves to be a much better estimate than the approximation
x
ϕ(q) log x
, although they are asymptotically equal.
As mentioned earlier, Gauss claimed that
∫ x
2
dt
log t
should give a good esti-
mate for the number of primes up to x on probabilistic grounds. Riemann
conﬁrmed Gauss' prediction assuming some properties of his zeta function
ζ, but proving those properties was left for Hadamard, de la Vallée Poussin,
and others. For more history, see [25].
The objective of Chapter 2 is to derive the following explicit formula, which
will be applied to prove the Main Theorem of Chapter 4.
Theorem 2.1. (Explicit formula) Let q be ﬁxed, χ a primitive character
(mod q),5 and T ≥ 1. If χ is an odd character (i.e. χ(−1) = −1) and x− 1
2
is an integer greater than 1, we have
ψ (x, χ) = −
∑
|ρ|<T
xρ
ρ
− L
′ (0, χ)
L (0, χ)
+
∞∑
m=1
x1−2m
2m− 1 +O
(
x log2(xT )
T
)
, (4)
where the sum is taken over all the zeros of L(s, χ) in the region {s : 0 <
<(s) ≤ 1} with absolute value less than T . In the case where χ is even (i.e.
χ(−1) = 1) and non-principal, and x − 1
2
is an integer greater than 1, we
have
ψ (x, χ) = −
∑
|ρ|<T
xρ
ρ
− log x− b (χ) +
∞∑
m=1
x−2m
2m
+O
(
x log2(xT )
T
)
, (5)
4The last fact follows just from the upper bound
√
x+ 3
√
x+ ...+ k
√
x √x+(log x) 3√x
for the number of perfect powers up to x, where k = blog2 xc.
5That is, it is not induced in the natural way by any character of smaller modulus,
meaning that χ(n) = χ′(n) whenever (n, q) = 1 for some character χ′ with modulus
q′ < q.
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where b (χ) is a constant [5].
In both cases, letting T →∞ we immediately obtain
Corollary 2.2. With the notations of the previous theorem (in particular, x
is half more than a positive integer),
ψ (x, χ) = −
∑
ρ
xρ
ρ
− (1− a) log x− b(χ) +
∞∑
m=1
xa−2m
2m− a, (6)
where a equals 1 for an odd character χ and 0 for an even one, b(χ) is a
constant, and the sum runs over the zeros of L(s, χ) in a symmetric way
(that is, we are summing over the zeros ρ with |ρ| < T and taking the limit).
Notice that all the terms except the sum over the zeros are rather irrelevant;
the last sum is bounded by a constant by comparison with a geometric series,
so everything except the main term is O(log x).
Although the formulas (4) and (5) are much more practical than the corollary,
since they lack inﬁnite sums over zeros, (6) is strictly speaking the explicit
formula as it has no error term.
A few remarks about the explicit formula are in order. If x was allowed to be
an arbitrary positive real number in (4) and (5), the formulas would not be
valid, since the error term in these formulas actually depends on the inverse
of the fractional part of x. In addition, the order of summation is relevant
in (6) to assure the convergence of the series. In our applications a suitable
choice of T in the explicit formula is of the order
√
x since then we get
ψ(x, χ) = −
∑
|ρ|<√x
xρ
ρ
+O(
√
x log2 x),
where the error term is essentially as good as we want 6 but the sum over the
zeros is still rather short. This is the setting which we apply at the end of
the chapter to deduce |ψ(x, χ)|  √x log2 x from the generalized Riemann
hypothesis.
To derive the explicit formula, we will establish a product formula for L (s, χ),
or actually for a close relative of it. For this, we ﬁrst need to extend L (s, χ)
to an analytic function deﬁned in the whole complex plane and to derive a
functional equation for it.
6Even the assumption of the generalized Riemann hypothesis leaves the possibility that
intervals of the form [x, x +
√
x] might not contain prime powers (although they should
contain); see [35].
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Theorem 2.3. Let χ be a primitive character (mod q) for q > 1, and let
a = 0 if χ is even and a = 1 otherwise. Let
ξ (s, χ) :=
( q
pi
) s+a
2
Γ
(
s+ a
2
)
L (s, χ) .
Then ξ extends to an entire function satisfying the functional equation
ia
√
q
τ (χ)
ξ (s, χ) = ξ (1− s, χ¯) (7)
where for a character λ (mod q)
τ (λ) :=
q∑
m=1
λ (m) e
2piim
q
is a Gauss sum.
A proof of the functional equation that yields the analytic continuation fol-
lows the ideas already presented in Riemann's famous memoir of 1860 for
deriving the functional equation of the ζ function [27], which was extended
to the case of L-functions by de la Vallée Poussin.
The proof exploits the properties of the Jacobi theta function, but for the
sake of brevity, we omit it.
From the functional equation it is evident in which region the zeros of L (s, χ)
must lie. By the Euler product
L(s, χ) =
∏
p
(
1− χ(p)
ps
)−1
, (8)
whose proof for σ > 1 follows easily from the fundamental theorem of arith-
metic, one has L (s, χ) 6= 0 for < (s) > 1 ([14], page 51). Hence also
L (s, χ) 6= 0 for < (s) < 0 unless χ is even and s = 0,−2,−4, ... or χ is
odd and s = −1,−3,−5, ... since, as already mentioned, the Gamma func-
tion is zero-free and has poles precisely at the negative integers and at 0.
The search for the zeros of the L-functions can therefore be restricted to the
region {s : 0 ≤ < (s) ≤ 1}. Already the slight improvement that the bound-
ary of this critical strip does not contain any zeros is essentially equivalent
to the prime number theorem for arithmetic progressions.
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2.2 Hadamard Products for Entire Functions
The objective of this subsection is to employ the Hadamard product formula
to derive the product expansion
ξ (s, χ) = eA(χ)+B(χ)s
∏
ρ
(
1− s
ρ
)
e
s
ρ , (9)
where ξ is as in the previous subsection, A(χ) and B(χ) are constants de-
pending only on χ, and the product runs through all the zeros ρ of L (s, χ) ,
ordered according to increasing modulus.
After we have established this, by taking the logarithmic derivative, we get
a sum identity connecting L
′(s,χ)
L(s,χ)
to the zeros ρ of L (s, χ). The logarithmic
derivative of L (s, χ) will, on the other hand, be seen to have a direct connec-
tion to ψ (x, χ) via an integral representation, so the results claimed above
will lead to the explicit formula.
As the subsection title indicates, the product formula for ξ (s, χ) is a special
case of a more general theorem, due to Hadamard, concerning representa-
tions of entire functions as products involving their zeros.
In order to have a suitable product representation for f , we must assume that
f does not grow true rapidly, or more precisely that f is an entire function
of ﬁnite order. This means that there exists a ﬁnite number α such that
max
|s|=R
|f(s)| ≤ cαeRα
for all R. If a is the inﬁmum of such values of α, we say that a is the order of
f . We will restrict ourselves to entire functions of order 1, as these are the
only ones we need, but the theory presented here is quite similar for functions
of any ﬁnite order.7
We are now ready to formulate the following theorem (see [33], pages 147-153
for a proof).
Theorem 2.4. (Hadamard) Let f be an entire function of order 1 that has
a zero of order ` ≥ 0 at 0, and the other zeros of f are a1, a2, ... in increasing
7In the following claim, the factors exp( san ) should be replaced with exp(
s
an
+ 12
(
s
an
)2
+
...+ 1m
(
s
an
)m
) where m is the smallest integer not smaller than the order of f .
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order by modulus, with multiplicities. Then there exist constants A and B
such that
f (s) = s`eA+Bs
∞∏
n=1
(
1− s
an
)
e
s
an (10)
for all s ∈ C.
The proof is omitted as it is quite long, entirely complex analytic and the re-
sult is rather well-known. Besides Hadamard's product formula, we will need
Jensen's formula in the next subsection. It connects the number of zeros of
f inside a disk to the average of log f (s) on that disk. Jensen's formula is
also a useful ingredient in proving Hadamard's formula.
Lemma 2.5. (Jensen's formula). Let f be an entire function that has
no zeros on the circle |s − z0| = R, and suppose f(z0) 6= 0. Let n (r) be the
number of zeros of f within B(z0, r); then
1
2pi
∫ 2pi
0
log |f (z0 +Reiϕ) |dϕ− log |f (z0) | = ∫ R
0
n (r)
r
dr.
For a proof, see the book [33] of Stein and Shakarchi, pages 154-156.
We now show that Hadamard's formula (10) leads to the important product
representation (9) of ξ (s, χ) by straightforward estimation. Indeed, ξ (s, χ)
was shown to be entire in the previous section, so we just need to show that
it is of order 1. The functional equation ξ (s, χ) = τ(χ)
ia
√
q
ξ (1− s, χ¯) with a = 0
or a = 1 allows us to restrict our considerations to the half-plane σ ≥ 1
2
.
From
ξ (s, χ) = pi−
s+a
2 q
s+a
2 Γ
(
s+ a
2
)
L (s, χ) , a =
{
0 if χ is even
1 if χ is odd
we conclude that ξ (s, χ) is the product of two exponential functions, the
term
Γ
(
s+ a
2
)
≤ ec1|s| log |s|,
(using the Stirling's approximation log Γ (s) = s log s− s+ 1
2
log s+O (1) for
|s| → ∞ and arg (s) bounded away from pi; for a proof see [14], pages 44-45),
and the term
L (s, χ) = s
∫ ∞
1
A (x)x−s−1dx,
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where A (x) =
∑
n≤x χ (n) by partial summation. This gives |L (s, χ) | ≤
2ϕ (q) |s|, so |ξ (s, χ) | ≤ eC|s| log s, implying that ξ (s, χ) is of order 1 (since the
deﬁnition shows that ξ(s, χ) grows exponentially when s is real and positive).
We thus obtained the product formula (9), which turns out to be a key
element in proving the explicit formula later on.
2.3 Number of Zeros of L-functions
We formulate a fundamental formula for the zeros of an L-function. This
will be used frequently in Chapter 4 while proving the Main Theorem.
Theorem 2.6. For the number of nontrivial zeros of the function L (s, χ),
with χ a primitive character and the modulus of the zeros not greater than
T , we have
N (T ) =
T
pi
log
qT
2pi
− T
pi
+O (log T ) (11)
(The modulus q is assumed to be ﬁxed, so there is no need to indicate depen-
dence on it.)
We ﬁrst record a few immediate but useful consequences.
Corollary 2.7. We have ∑
0<|γ|<T
1
γ
= O(log2 T ) (12)
∑
|γ|>T
1
γ2
= O
(
log T
T
)
(13)
N(T + c)−N(T ) = O(log T ) (14)
|ρn| ∼ pin
log n
, (15)
where γ denotes the imaginary part of a zero of L(s, χ), c is a constant and
ρn is the nth nontrivial zero in the order of increasing modulus (it does not
matter if some zeros have equal modulus).
Proof. The proof is just partial summation. See [11], pages 70-71 (there
N(T ) counts the number of zeros of the ζ-function, but the proof is the
same).
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A proof of the formula for N(T ) can be found for instance in Davenport's
book [5]. The proof is based on applying the argument principle to the ξ-
function and estimating the contributions of diﬀerent terms in the deﬁnition
of ξ(s, χ).
2.4 Explicit Formula
The Hadamard product (9) for ξ(s, χ) will be the key to our proof of the
explicit formula. By taking the logarithmic derivative of (9), we get
ξ′(s, χ)
ξ(s, χ)
= B(χ) +
∑
ρ
(
1
s− ρ +
1
ρ
)
,
and plugging this in the deﬁnition of ξ(s, χ), this leads to
L′(s, χ)
L(s, χ)
= B(χ)− 1
2
log
q
pi
− Γ
′( s+a
2
)
Γ( s+a
2
)
+
∑
ρ
(
1
s− ρ −
1
ρ
)
, (16)
where a = 0 if χ is even and a = 1 if χ is odd. This formula connects the
logarithmic derivative of the L-function to a sum over its zeros. Before we
can utilize it, though, we need to derive an integral representation for ψ(x, χ)
that connects it to the logarithmic derivative of L(s, χ).
This is a special case of the useful and well-known Perron's formula, which
we now formulate.
Theorem 2.8. (Perron's formula). Let f(s) =
∑∞
n=1
an
ns
be a Dirichlet
series converging absolutely in the half-plane <(s) = σ > 1 such that
(i) an  Φ(n), where Φ is increasing, and
(ii) f(s) = O( 1
(σ−1)α ) for some α > 0 as σ → 1+. Then for any T ≥ 1, 1 <
c < c0 and x half more than a positive integer one has
A(x) :=
∑
n≤x
an =
1
2pii
∫ c+iT
c−iT
f(s)
xs
s
ds+O
(
xc
T (c− 1)α
)
+O
(
xcΦ(2x) log x
T
)
,
and the constants inside the big O depends only on the upper bound c0 for c.
A proof can be found in Karatsuba's book [14] on pages 64-66.
Perron's formula is often very useful as it tells that if one controls a Dirichlet
series f(s) well enough, that is, one is able to give upper bounds for it or to
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apply the residue theorem to it, then one knows how the partial sums of the
coeﬃcients behave. We are going to apply Perron's formula to the Dirichlet
series
L′(s, χ)
L(s, χ)
= −
∞∑
n=1
χ(n)Λ(n)
ns
, σ > 1,
which is obtained just by diﬀerentiating the Euler product logL(s, χ) =
log
∏
p
(
1− χ(p)
ps
)−1
. Its coeﬃcients are bounded by log n, and L
′(s,χ)
L(s,χ)
is at
most
∞∑
n=1
log n
nσ

∫ ∞
1
log t
tσ
dt (σ − 1)−1
as σ → 1+ (actually, L(1, χ) 6= 0, so L′(s,χ)
L(s,χ)
is bounded in a neighborhood of
1). Hence setting c = 1 + 1
log x
, c0 = 3, we arrive at
ψ(x, χ) = − 1
2pii
∫ c+iT
c−iT
L′(s, χ)
L(s, χ)
xs
s
ds+O
(
x log2 x
T
)
, (17)
since then xc  x. With the representation (17) of ψ(x, χ) in terms of the
logarithmic derivative of the L-function now derived, we can exploit the sum
formula for the logarithmic derivative of L(s, χ). In what follows, we follow
the ideas presented in the books of Murty [24] and Davenport [5].
Assume that χ is odd. Let R be the rectangular curve whose vertices are
c± iT and −K ± iT (c is still 1 + 1
log x
), where K is an even positive integer
that will go to inﬁnity subsequently. Exploiting the representation of L
′(s,χ)
L(s,χ)
as the sum (16), we get by the residue theorem
− 1
2pii
∫
R
L′(s, χ)
L(s, χ)
xs
s
ds = −
∑
ρ∈R¯
Res
s=ρ
(
L′(s, χ)
L(s, χ)
xs
s
)
−
∑
1−2m∈R¯
Res
s=1−2m
(
L′(s, χ)
L(s, χ)
xs
s
)
= −
∑
ρ∈R¯
lim
s→ρ
(
(s− ρ)L
′(s, χ)
L(s, χ)
xs
s
)
−
∑
1−2m∈R¯
lim
s→1−2m
(
(s− (1− 2m))L
′(s, χ)
L(s, χ)
xs
s
)
= −L
′(0, χ)
L(0, χ)
−
∑
ρ∈R¯
xρ
ρ
−
K
2∑
m=1
x1−2m
2m− 1 , (18)
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where the sum is over the nontrivial zeros ρ inside R¯ (where R¯ is the rectan-
gle enclosed by R), and the latter sum arises from the trivial zeros. We just
used the fact that (x−x0)f
′(x)
f(x)
→ 1 as x → x0 where x0 is a zero of f , which
follows by writing f(x) = (x− x0)kg(x) with g(x0) 6= 0.
Let R1 = [−K + iT,−K − iT ], R2 = [c + iT,−K + iT ] and R3 = [−K −
iT, c− iT ]. If we show that the integrals of L′(s,χ)
L(s,χ)
xs
x
over these three sides of
R are of size  x log2 x
T
, the explicit formula follows as the fourth side of the
rectangle contributed ψ(x, χ)+O
(
x log2 x
T
)
by (17) . By symmetry, it suﬃces
to consider the integrals over R1 and R2.
We ﬁrst consider the integral over R1. We will use the following estimate.
Lemma 2.9. For σ ≤ −1, we have∣∣∣∣L′(s, χ)L(s, χ)
∣∣∣∣ log |s| (19)
when the distance of s to the trivial zeros of L(s, χ) is at least 1
2
.
Proof. We have ξ
′(s)
ξ(s)
= ξ
′(1−s)
ξ(1−s) by the functional equation, and since the
logarithmic derivative of a product is the sum of logarithmic derivatives,
ξ′(s)
ξ(s)
= L
′(s,χ)
L(s,χ)
+ 1
2
log q
pi
+
Γ′( s+1
2
)
Γ( s+1
2
)
(the middle term is the logarithmic derivative
of
(
q
pi
) s+1
2 ). Stirling's formula (or one version of it; see [14], page 45) says
Γ′(z)
Γ(z)
= log z +O
(
1
z
)
for | arg z| < pi, so
L′(s, χ)
L(s, χ)
=
L′(1− s, χ¯)
L(1− s, χ¯) +O(log |s|) (20)
when s is uniformly bounded away from the poles of
Γ′( s+1
2
)
Γ( s+1
2
)
. For σ ≥ 2 we
may use the identity
L′(s, χ)
L(s, χ)
=
∞∑
n=1
χ(n)Λ(n)
ns

∞∑
n=1
log n
nσ
≤
∞∑
n=1
log n
n2
 1
to deduce (19), and then (20) yields the lemma for σ ≤ −1.
The integral over R1 is now at most∫ T
−T
∣∣∣∣L′(−K + it)L(−K + it)
∣∣∣∣ x−K|K + iT |  1KxK
∫ T
−T
log(K2 + t2)dt
 logK
KxK
· T log T. (21)
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Similarly, the integral over R2 ∩ {σ ≤ −1} is not greater than∫ −1
−K
∣∣∣∣L′(t+ iT )L(t+ iT )
∣∣∣∣ xt|t+ iT |dt 1T
∫ ∞
1
log(t2 + T 2)x−tdt
 log T
T
∫ ∞
1
(log t)x−tdt
 log T
T
. (22)
To estimate the integral over the segment [−1+ iT, c+ iT ], we need a lemma.
Lemma 2.10. There exists a sequence Tn tending to inﬁnity, such that n <
Tn < n+ 1 for all n ∈ Z+, and satisfying∣∣∣∣L′(s, χ)L(s, χ)
∣∣∣∣ log2 Tn
when =(s) = Tn and −1 ≤ σ ≤ 2.
Proof. We employ formula (16) and Stirling's formula Γ
′(z)
Γ(z)
= log z +O
(
1
z
)
to see that
L′(s, χ)
L(s, χ)
=
∑
ρ
(
1
s− ρ +
1
ρ
)
+O(log T )
when −1 ≤ σ ≤ 2 and =(s) = T (notice that s is not close to the poles of
Γ). We estimate the sum over the zeros in several parts:∑
|ρ|≥2|s|
(
1
s− ρ +
1
ρ
)
 |s|
∑
|ρ|≥2|s|
1
|ρ|2 − |s||ρ|
 |s|
∑
|ρ|>2T
2
|ρ|2  log T,
because of the relations |s| ≤ |ρ|
2
and T ≤ |s| < T + 2, and Corollary 2.7.
Furthermore, again by exploiting the formula for N(T ) and the fact that the
zeros ρ with |s − ρ| = k have imaginary part between k − 1 and k + 1 or
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−k − 1 and −k + 1 for k  1, we compute∑
|s−ρ|>1
1
2 |s|≤|ρ|≤2|s|
(
1
s− ρ +
1
ρ
)
 |s|
∑
k≤3|s|
∑
|s−ρ|∈(k,k+1]
1
2 |s|≤|ρ|
1
k|ρ|

∑
k≤3|s|
N(|s|+ k + 1)−N(|s|+ k − 1)
k
 log T
3|s|∑
k=1
1
k
 log2 T,
We also bound ∑
|ρ|≤ 1
2
|s|
(
1
s− ρ +
1
ρ
)
 |s|
∑
|ρ|≤ 1
2
|s|
1
|ρ||s− ρ|

∑
|ρ|≤ 1
2
|s|
1
|ρ|  log T.
Lastly, in order to bound the sum where |s− ρ| < 1, we use the fact that the
interval [n, n + 1] can be partitioned into intervals so that L(s, χ) vanishes
only when =(s) is at an endpoint of an interval and so that their number is
at most cq log T for some cq > 0 (this is immediate from Corollary 2.7, which
said N(T +1)−N(T ) ≤ cq log T ). Choose Tn to be a midpoint of the longest
of these subintervals of [n, n + 1]. Then |ρ − Tn|  1logn for all zeros ρ, and
therefore ∑
ρ:|s−ρ|≤1
(
1
s− ρ +
1
ρ
)
 |s|
∑
|s−ρ|≤1
1
|s||ρ− s|
 log T ·max
ρ
1
|s− ρ|  log
2 T
when T = Tn = |s|.
Putting it all together, we see that for the Tn chosen above, the lemma
holds.
Now, returning to the proof of the explicit formula, we see that the integral
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of −L′(s,χ)
L(s,χ)
xs
s
on the segment [−1 + iTn, 1 + 1log x + iTn] is bounded by∫ 1+ 1
log x
−1
log2 Tn
xt
|t+ iTn|dt
log2 Tn
Tn
∫ 1+ 1
log x
−1
xtdt
 x log
2 Tn
Tn
. (23)
As the integral over R1 approaches zero as K →∞, taking the limit in (18),
we obtain
− 1
2pii
∫
C
L′(s, χ)
L(s, χ)
xs
s
ds = −
∑
ρ∈C¯
xρ
ρ
− L
′(0, χ)
L(0, χ)
+
∞∑
m=1
x1−2m
2m− 1 ,
where C is otherwise as R but extends to inﬁnity on the left, C¯ is again the
region inside C, and the last term grows logarithmically in x. Notice that in
the sum, C¯ can be replaced with C¯ ∩ {s : 0 ≤ σ ≤ 1} because the nontrivial
zeros lie in this domain. Now if Tn is given by Lemma 2.10 and chosen so
that Tn ≤ T ≤ Tn + 1, combining the previous equation with (17) and the
estimates (21), (23) for the integral over R2, we conclude
ψ(x, χ) = −
∫ c+iTn
c−iTn
L′(s, χ)
L(s, χ)
xs
s
ds+O
(
x log2 x
T
)
+O
(
x log2 Tn
Tn
)
= −
∑
ρ∈C¯
xρ
ρ
− L
′(0, χ)
L(0, χ)
+
∞∑
m=1
x1−2m
2m− 1 +O
(
x log2(xT )
T
)
= −
∑
|ρ|<T
xρ
ρ
− L
′(0, χ)
L(0, χ)
+
∞∑
m=1
x1−2m
2m− 1 +O
(
x log2(xT )
T
)
. (24)
We used the fact that the zeros ρ with Tn ≤ =(ρ) ≤ Tn + 1 satisfy
∣∣∣xρρ ∣∣∣ xT
and their number is O(log T ). This ﬁnishes the proof of Theorem 2.1 for odd
characters.
The case of an even character is almost identical, with only very minor
changes: K is then odd, x1−2m should be replaced with x−2m in (18), and
−L′(0,χ)
L(0,χ)
should be replaced with −b(χ) − log x, since it is the residue of
−L′(s,χ)
L(s,χ)
xs
s
at s = 0 due to the expansions
L′(s, χ)
L(s, χ)
=
1
s
+ b(χ) + ... and
xs
s
=
1
s
+ log x+ ...
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In addition, as noticed at the beginning of the chapter, letting T →∞ proves
the explicit formula (6) with an inﬁnite sum over the zeros.
In the case of χ(n) = 1 for all n (which is the previously excluded trivial
character inducing the Riemann ζ function), very similar arguments turn
out to work, and an analogous formula holds:
ψ(x) :=
∑
n≤x
Λ(n) = x−
∑
|ρ|<T
xρ
ρ
+O
(
x log2(xT )
T
+ log x
)
; (25)
this leads to the prime number theorem with error term, among other things.
For a proof, see the book [14] of Karatsuba, for instance.
2.5 Generalized Riemann Hypothesis
With the explicit formula proved, we turn to some rather immediate con-
sequences of it. The generalized Riemann hypothesis, or the GRH, states
that
L(s, χ) 6= 0 for s ∈ {s : 0 ≤ σ < 1
2
} ∪ {s : 1
2
< σ ≤ 1}
for every Dirichlet character χ (it would of course suﬃce to state that there
are no zeros with 1
2
< σ ≤ 1). This extremely important conjecture is directly
connected to the size of the function ψ(x; q, a) via the following result.
Theorem 2.11. The GRH is equivalent to8
ψ(x; q, a) =
x
ϕ(q)
+O(
√
x log2 x)
for any ﬁxed coprime a and q.
Proof. First assume the GRH. We know that
ψ (x; q, a) =
1
ϕ (q)
∑
χ (mod q)
χ¯(a)ψ (x, χ) , (26)
8This result was proved in a similar way for ψ(x) assuming the (ordinary) Riemann
hypothesis by Helge von Koch in 1901, but it remains essentially the best result we know.
One can thus say that the (generalized) Riemann hypothesis is true if and only if the
primes (in arithmetic progressions) are distributed as uniformly as possible. [24]
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and by choosing T =
√
x in (25), we have for the term ψ(x, χ0) that
9
|ψ(x, χ0)− x| ≤
∣∣∣∣∣∣
∑
|ρ|<√x
x
1
2
ρ
∣∣∣∣∣∣+O(√x log2 x),
since <(ρ) = 1
2
. Moreover, ∑
|ρ|<√x
1
ρ
 log2 x.
by (12). Similarly, exploiting the truncated versions of the explicit formula,
that is (4) and (5), with T =
√
x, we get
ψ(x, χ) = O(
√
x log2 x)
for non-principal characters χ. Now one of the terms in (26) is x+O(
√
x log2 x)
and the others are O(
√
x log2 x), which proves the claim.
Conversely, assume that |ψ(x; q, a)− x
ϕ(q)
|  √x log2 x for all coprime a and
q. Then choosing q = 1, we get |ψ(x, χ0)− x| 
√
x log2 x for the principal
character χ0 (mod q), so by (26) the functions
fx(a) :=
1
ϕ(q)
∑
χ (mod q)
χ6=χ0
χ¯(a)ψ(x, χ)
are O(
√
x log2 x). By reversing the order of summation, we see that∑
a∈Z×q
χ∗(a)fx(a) = ψ(x, χ∗)
for any character χ∗ 6= χ0 so ψ(x, χ) = O(
√
x log2 x) for non-principal χ.
Then we may use partial summation in the following way:
L′(s, χ)
L(s, χ)
= −
∞∑
n=1
χ(n)Λ(n)
ns
= ϕ(q)
∫ ∞
1
ψ(x, χ)
xs+1
dx
 ϕ(q)
∫ ∞
1
log2 x
x
1
2
+σ
dx <∞
9Notice that ψ(x, χ0) and ψ(x) diﬀer by a bounded amount. Also notice that although
the GRH does not directly speak about ζ, the ordinary Riemann hypothesis is just a
special case, since L(s, χ0) and ζ(s) are equal up to a ﬁnite number of factors 1− 1psi .
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for σ > 1
2
and χ 6= χ0. This means that L′(s,χ)L(s,χ) has no poles in that half-plane,
so the L-functions corresponding to non-principal characters are zero-free
there. The function L(s, χ0) is just a ﬁnite product
∏
p|q(1− 1ps ) times ζ(s),
and we have
ζ ′(s)
ζ(s)
+ ζ(s) = −
∞∑
n=1
Λ(n)− 1
ns
=
∫ ∞
1
ψ(x)− x
xs+1
dx

∫ ∞
1
log2 x
x
1
2
+σ
dx <∞,
so ζ
′
ζ
(s) + ζ(s) is also analytic in the half-plane σ > 1
2
, completing the
proof.
In the main chapter of the thesis, the GRH is a fundamental assumption, as
is mentioned in the Introduction.
2.6 Grand Simplicity Hypothesis
Another assumption that has to be made in Chapter 4 is the grand simplicity
hypothesis (GSH):{
γ ≥ 0 : L
(
1
2
+ iγ, χ
)
= 0, χ a character (mod q)
}
is a set that is linearly independent over the rationals for any q (we also
interpret that these zeros may not occur twice and must be simple).
Two very particular corollaries are that the zeros σ = 1
2
are simple, and that
L(1
2
, χ) 6= 0 but even both of these are still open problems, although they
are widely believed to be true [19]. It has to be remarked that a rational
dependence between some zeros of L-functions would be astonishing, since
even no algebraic dependencies between the nontrivial zeros have been found
or believed to exist, so the GSH is likely to be true. Furthermore, it is
easily seen that the n-dimensional measure of the sequences (x1, ..., xn) ∈ Rn
having a rational linear relation among them is zero for any n, so there ought
to be no rational dependence between the nontrivial zeros if they are "random
enough". In the Prime Races chapter, the GSH is required to assure that
trigonometric sums of the form∑
γ>0
cχ
eiγ log x
1
2
+ iγ
,
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where the sum is over the positive imaginary parts of the zeros of L(s, χ) on
σ = 1
2
, behave like sums of random variables, and leads to a formula for the
value distribution of the sum.
3 Lemmas from Measure Theory and Proba-
bility Theory
In this chapter, we recall some concepts from measure theory, probability
theory and real analysis required in the next chapter on the prime races.
3.1 Measure Theory
All the facts presented in this subsection can be found in [30] or [34]. The
reader is assumed to be familiar with basic measure theory, that is sigma
algebras, measures (which to us are always nonnegative), measurability, in-
tegration with respect to a measure, and monotone and dominated conver-
gence. We state the measure theoretic lemmas that will be applied in the
next chapter to measures related to the prime races.
The following corollary of Fubini's theorem (or the FubiniTonelli theorem to
be more accurate) is a useful relation between probability density functions
and expectation.
Lemma 3.1. (A corollary of Fubini's theorem) Let f : X → R be a
nonnegative µ-measurable function, where X is σ-ﬁnite. Then∫
X
fdµ =
∫ ∞
0
µ({x ∈ X : f(x) > t})dt. (27)
Borel measures and distributions, that is, continuous linear functionals on
C0(Rd) (the space of compactly supported continuous functions on Rd)10,
are closely related by the Riesz representation theorem, which we are going
to use several times.
Lemma 3.2. (Riesz representation theorem) [30] Let T be a positive
linear functional on C0(Rd); that is, T maps continuous compactly supported
functions to real numbers and T (f) ≥ 0 for f ≥ 0. Then there exists a unique
Borel measure µ for which
T (f) =
∫
Rd
f(x)dµ(x) (28)
10Distributions can be deﬁned in other spaces as well, but this is the case that is relevant
for our purposes.
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for all continuous compactly supported functions f .
Two measures µ and ν on the same σ-algebra and measure space are in a
sense comparable if one of them (say µ) is absolutely continuous with respect
to the other: µ(A) = 0 whenever ν(A) = 0. In this case, if µ and ν are also
σ-ﬁnite, we have the following theorem.
Lemma 3.3. (Radon-Nikodym theorem) [30] If µ is absolutely contin-
uous with respect to ν, one has
µ(A) =
∫
A
fdν (29)
for all µ-measurable A and an (almost everywhere) unique nonnegative ν-
measurable f .
This f = dµ
dν
is called the Radon-Nikodym derivative of µ with respect to
ν. Sometimes we denote µ = f(x)dν(x) to indicate that the measures are
related by (29) (the Lebesgue measure can be denoted just by dx). If µ is
a Borel measure on Rd which is absolutely continuous with respect to the
Lebesgue measure md, we denote the Radon-Nikodym derivative by µ(x). In
this way, we have naturally assigned a function to the measure µ. Since
µ(A) =
∫
A
µ(x)dx
by deﬁnition, µ(x) can be called the probability density function of the mea-
sure µ if µ is a probability measure. Conversely, given a nonnegative inte-
grable function f : X → R, formula (29) does indeed deﬁne a measure, so
functions can be interpreted as measures. Absolute continuity of measures
will be important when dealing with measures related to the prime races.
We are also going to need the notion of the weak convergence of measures.
We say that the measures µn, n = 1, 2, ... on (Rd,Bor(Rd)) converge to a
measure µ deﬁned on the same measure space weakly if∫
Rd
fdµn →
∫
Rd
fdµ (30)
for all bounded continuous functions f : Rd → R.
A theorem of fundamental importance in the next chapter is the portman-
teau theorem, which gives equivalent characterizations of the convergence of
probability measures. For a proof, see [29].
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Lemma 3.4. (Portmanteau theorem) Let µn, n = 1, 2, ... and µ be Borel
probability measures on Rd. Then the following are equivalent.11
(i) µn → µ weakly, that is,
∫
Rd fdµn →
∫
Rd fdµ for all bounded continuous
functions f : Rd → R.
(ii)
∫
Rd fdµn →
∫
Rd fdµ for all bounded Lipschitz functions f : R
d → R.
(iii) limn→∞ µn(A) = µ(A) for all sets A with µ(∂A) = 0.
One more measure theoretic lemma is needed to prove Theorem 4.1 in the
following chapter. If ν is a Borel probability measure with compact support,
then for integrable functions f we can deﬁne the functional ν(f) =
∫
Rd fdν
associated to ν.
Lemma 3.5. (Functionals arising from measures) Let νn, n = 1, 2, ...
be Borel probability measures on Rd with compact supports. Assume that
the limit Λ(f) := limn→∞ νn(f) exists and is ﬁnite for all bounded Lipschitz
functions f ∈ Lipb(Rd). Then there exists a Borel probability measure µ such
that Λ(f) =
∫
Rd fdµ for all f ∈ Lipb(Rd)
This lemma will allow us to construct the weak limit of a sequence of measures
related to the prime race. In the space C0(Rd) the claim would just be a trivial
consequence of the Riesz representation theorem, but we need the lemma for
a bigger space. In Lipb(Rd) functionals do not generally arise from measures,
so we must exploit the condition. Notice that if we could choose f to be a
characteristic function above, we would obtain Λ(1A) = limn→∞ νn(A) for all
Borel sets A, so Λ(1A) would be a measure by the Vitali-Hahn-Saks theorem
(see [3]). Therefore we modify the proof of the Vitali-Hahn-Saks theorem in
[3] to prove this lemma. We start with the following
Lemma 3.6. (Schur) Let an,k be nonnegative real numbers such that ak :=
limn→∞ an,k exist and
lim
n→∞
∞∑
k=0
an,k <∞.
Then
lim
n→∞
∞∑
k=0
|an,k − an| = 0.
11The equivalence of (i) and (ii) is rather surprising as many functions such as x 7→ sinx2
are bounded and continuous but not even uniformly approximable with Lipschitz functions.
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For a proof, see [31]. Next we prove the original lemma about functionals.
Proof of Lemma 3.5. Evidently Λ is a positive linear functional. We may
write f = f+ + f− where f+ ≥ 0, f− ≤ 0 and the functions are bounded and
Lipschitz, so, without loss of generality, f ≥ 0. Let us prove that Λ satisﬁes
the monotone convergence theorem in the following sense: Whenever fn ≥ 0
are bounded and Lipschitz, fn+1 ≥ fn and fn → f ∈ Lipb(Rd) pointwise, we
have Λ(fn)→ Λ(f). For this, write gn = fn+1− fn ≥ 0, where f0 := 0. Then
fn =
∑n−1
k=0 gk, and by monotone convergence for the measures νn, we have
lim
n→∞
∞∑
k=0
νn(gk) = lim
n→∞
∞∑
k=0
∫
Rd
gkdνn
= lim
n→∞
∫
Rd
fdνn = Λ(f) <∞.
Hence Schur's lemma gives
lim
n→∞
∞∑
k=0
|νn(gk)− Λ(gk)| = 0.
In particular, by monotone convergence for νn,
0 = lim
n→∞
∣∣∣∣∣
∞∑
k=0
νn(gk)−
∞∑
k=0
Λ(gk)
∣∣∣∣∣
= lim
n→∞
|νn(f)−
∞∑
k=0
Λ(gk)| = |Λ(f)−
∞∑
k=0
Λ(gk)|
This means that Λ(fN) =
∑N−1
k=0 Λ(gk)→ Λ(f) as N →∞, proving the claim
about monotone convergence.
Now let µ be a Borel measure such that for compactly supported continuous
functions f we have Λ(f) =
∫
Rd fdµ; such a measure exists by the Riesz
representation theorem. Let f ∈ Lipb(Rd) be nonnegative, and let fn be
compactly supported continuous functions such that fn ≤ fn+1 and fn → f
pointwise (let fn be equal to f in the ball B(0, n) and supported on B(0, n+1)
in such a way that fn is Lipschitz and satisﬁes 0 ≤ fn ≤ f). Then f is the
monotone limit of the functions fn, so Λ(fn)→ Λ(f). On the other hand, by
monotone convergence for µ and the fact that fn vanishes outside a compact
set,
lim
n→∞
Λ(fn) = lim
n→∞
∫
Rd
fndµ =
∫
Rd
fdµ.
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Thus Λ arises from a Borel measure, as wanted. By setting f(x) = 1 for all
x, we see that µ is a probability measure.
3.2 Probability Theory
We need some results and concepts from probability theory subsequently. A
good general reference concerning probability theory is [12]. Let (Ω,F , µ) be
a measure space, where µ is a probability measure. A function f : Ω→ R is
called a random variable if it is measurable in this space.12
In Rd we may deﬁne a natural density (when it exists) by
P (A) := lim
x→∞
1
(2x)d
m({A ∩ [−x, x]d}), (31)
where m is the Lebesgue measure on Rd. Intuitively, P (A) tells the asymp-
totic proportion of Rd covered by A. Although P is ﬁnitely additive, it is
unfortunately not a measure.
A sequence f1, f2, ... of random variables in (Rd,Bor(Rd)) is said to be asymp-
totically independent if
P ({fi1 ∈ Bi1 , ..., fin ∈ Bin}) =
n∏
k=1
P ({fik ∈ Bik}) (32)
for any indices i1 < ... < in and Borel sets Bi1 , ..., Bin . Intuitively, this means
that the f ′is do not correlate: knowledge of the value of fi does not aﬀect the
value distribution of fj for i 6= j (and similarly for larger collections of fi's).
In connection with the grand simplicity hypothesis, which tells that the
imaginary parts of the zeros of the L-functions are in a way random, the
Kronecker-Weyl theorem turns out to be of crucial importance. We remark
that in many sources it is only formulated in a special case.
Lemma 3.7. (Kronecker-Weyl theorem) [22] Let γ1, .., γn ∈ R and G =
{(γ1y (mod 1), ..., γny (mod 1)) : y ∈ R}. Then the closure G¯ is a subtorus
of Rn/Zn of dimension r (that is, isomorphic to Rr/Zr), where r is the
dimension of the Q-vector space spanned by γ1, .., γn, and moreover, G is
uniformly distributed on this subtorus, meaning that
lim
Y→∞
∫ Y
0
f(γ1y (mod 1), ..., γny (mod 1)))dy →
∫
G¯
f(y)dµG¯(y) (33)
12A more standard notation in this setting would be P for the probability measure and
X for a random variable. However, these notations are reserved in the following chapter.
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for all bounded continuous functions f on Rr. Here µG¯ is the normalized
Haar measure on G¯.13
In particular, the Kronecker-Weyl theorem implies the following lemma,
which will be applied in the next chapter where γi will be the imaginary
parts zeros of L-functions.
Lemma 3.8. (Independence of cosines) The functions 1, cos(γ1x), ..., cos(γnx)
are asymptotically independent if γ1, ..., γn are linearly independent over Q.
Proof. We must verify the equation (32), where fk(x) = cos(γkx). It is
well-known that it suﬃces to consider the cases Bi = (−∞, ti) as these
sets generate the Borel sigma algebra. We may assume ti < 1 as otherwise
fi(x) ∈ Bi for all x. Now cos(γx) > ti if and only if
γx
2pi
(mod 1) ∈ (− arccos ti, arccos ti).
If we denote Ii = [−1, 1] \ (− arccos ti, arccos ti), our task is to prove
P
({γ1x
2pi
(mod 1) ∈ I1, ..., γnx
2pi
(mod 1) ∈ In
})
=
n∏
k=1
P
({γkx
2pi
(mod 1) ∈ Ik
})
,
and this is by Weyl's criterion on equidistribution (See [32], pages 108-112.
There n = 1 but the general case is similar.) the same as claiming that the
set
G :=
{
(
γ1x
2pi
(mod 1), ...,
γnx
2pi
(mod 1)) : x ∈ R
}
is equidistributed in Rn/Zn in the sense used in the Kronecker-Weyl theorem.
The Kronecker-Weyl theorem now gives the claim, as r = n in that theorem
by our assumption, so the statement is proved.
3.3 Fourier transform
The Fourier transform of an integrable function f : Rd → C is
fˆ(ξ) :=
∫
Rd
e−ix·ξf(x)dx. (34)
13It can be shown that on any locally compact abelian group there is up to a constant
unique measure that is translation invariant and for which measure of sets can be approx-
imated using open or compact sets, and this is called the Haar measure. For a proof of
the existence and uniqueness of the Haar measure, see [18].
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We mention this because various normalizations are used depending on the
author. The reader is assumed to know the basic formulas for the Fourier
transform in Rd, including the inversion formula and the Fourier transform
of the Gaussian function (which is ê−ax2 =
√
pi
a
e−
ξ2
4a for a > 0). Further-
more, the reader should know that the Fourier transform of a convolution is
a product of Fourier transforms, and that in L2(Rd) the Fourier transform is
a bijection.
We shall also need the Fourier transform of a Borel measure µ, deﬁned by
µˆ(ξ) :=
∫
Rd
e−ix·ξdµ(ξ).
If µ is absolutely continuous with respect to the Lebesgue measure, and µˆ is
integrable, the function µ(x) is deﬁned and can be recovered:
µ(x) =
1
2pi
∫
Rd
eix·ξµˆ(ξ)dξ.
Finally, the Fourier transform is even deﬁned for tempered distributions,
that is, continuous linear functionals from S(Rn) to C where S(Rn) is the
Schwartz space consisting of functions whose all derivatives decay faster than
polynomially. The deﬁnition is
Tˆ (ϕ) = T (ϕˆ)
for tempered distributions T and Schwartz functions ϕ.14
We also need a theorem connecting the convergence of Fourier transforms to
the convergence of the original functions.
Lemma 3.9. Levy's theorem [12]: For random variables fn, f : Rd → R
the convergence fˆn → Xˆ pointwise as n→∞ implies fn → f in distribution15
if fˆ is continuous.
3.4 Bessel function
In the next chapter we are going to need the basic Bessel function to compute
Fourier transforms of certain measures. A good source on Bessel functions is
14This is seen to be a generalization of the earlier deﬁnitions using Parseval's formula.
15That is, the distribution functions of fn converge to the distribution of X at the points
where the distribution function of f is continuous
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[16]. The Bessel function of order zero (henceforth referred to as the Bessel
function) is by deﬁnition
J0(z) :=
∞∑
m=0
(−1)m
4m(m!)2
z2m, (35)
a function that is analytic in the complex plane due to locally uniform conver-
gence of the series. The Bessel function arises in computing several integrals;
for instance
J0(x) =
1
2pi
∫ pi
−pi
eix sin tdt, (36)
which will be utilized later on.
4 The Prime Races
4.1 Deﬁnitions and the Statement of the Main Theorem
Let a1, ..., ar ∈ Z×q be distinct and deﬁne
Pq;a1,...,ar = {x ≥ 2 : pi(x; q, a1) > pi(x; q, a2) > ... > pi(x; q, ar))}
as the set of real numbers x ≥ 2 for which the number of primes up to x
is distributed into residue classes (mod q) in such a way that the number
of primes ai (mod q) is greater than that of the primes ai+1 (mod q) for
i = 1, ..., r− 1. The set Pq;a1,..,ar is called the prime race between the residue
classes a1, ..., ar, in this order. One of the main questions in comparative
prime number theory, and the main topic of this thesis, is the study of the
sizes of these sets. It turns out that the right measure for the sets is the
logarithmic density δ(P ) which is deﬁned for Lebesgue measurable sets P ⊂
[1,∞) by ﬁrst setting
δ∗(P ) = lim inf
X→∞
1
logX
∫
[1,X]∩P
dt
t
(37)
δ∗(P ) = lim sup
X→∞
1
logX
∫
[1,X]∩P
dt
t
(38)
(these are the lower and upper logarithmic densities, respectively) and then
δ(P ) = δ∗(P ) = δ∗(P ) whenever the limits coincide. The measure ν = dtt ,
with respect to which we integrate in the above formulas, is called logarithmic
since ν([a, b]) =
∫ b
a
dt
t
= log b − log a for b ≥ a ≥ 1. Note that if P consists
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of intervals [Pi, Pi + 1), where Pi's are integers (this happens for example if
P = Pq;a1,...,ar), then
δ(P ) = lim
x→∞
1
log x
∑
Pi≤x
log
(
1 +
1
Pi
)
= lim
x→∞
1
log x
∑
Pi≤x
1
Pi
+O
(
lim
x→∞
1
log x
∑
Pi≤x
1
P 2i
)
by the Taylor series of log(1 + y), and the last term is just zero. Also notice
that δ([1,∞)) = 1, which explains the word density.
The size of the density δ(Pq;a1,..,ar) is closely related to whether ai are squares
or nonsquares (mod q), but to be more precise, we will need the function
c(q, a) := −1 +
∑
b∈[0,q−1]
b2≡a (mod q)
1.
This quantity is equal to−1 if and only if a is a quadratic nonresidue (mod q).
In addition, if q = 4 or q is a prime power or twice a prime power, there ex-
ists a primitive root (mod q), and using this we see that c(q, a) is just the
Legendre symbol. It is also important to note that if a is a quadratic residue
(mod q), then c(q, a) = c(q, 1), so the value does not depend on a. This is
elementary number theory; see Gauss' book [8], pages 67-71. We occasion-
ally use the notations R and N for the quadratic residues and nonresidues
(mod q), respectively (so, for instance, Pq;R,N describes the race between the
primes in R and the primes in N).
With these deﬁnitions, the Main Theorem of this thesis says
Main Theorem. Assume the generalized Riemann hypothesis (GRH) and
the grand simplicity hypothesis (GSH). Then δ(Pq;a1,...,ar) exists and is strictly
positive. In fact, for any function η(x) tending to inﬁnity, the set{
x ≥ 2 : pi(x; q, ai+1) > pi(x; q, ai) +
√
x
η(x) log x
, i = 1, ..., r − 1
}
also has δ(Pq;a1,...,ar) > 0 as its logarithmic density.
Moreover, we have δ(Pq;a,b) > 12 if a is a quadratic nonresidue (mod q) and b
is a quadratic residue (mod q), and δ(Pa,b) = 12 if a and b are both quadratic
residues or nonresidues.
If r = 3 and there exists ω ∈ Z×q such that ω3 ≡ 1 (mod q), a2 ≡ a1ω (mod q)
and a3 ≡ a1ω2 (mod q), the prime race is even in the sense that δ(Pq;aσ(1),aσ(2),aσ(3)) =
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6
for any permutation σ of {1, 2, 3}. 16
For q = 4, pα, 2pα, where p is a prime, the race between the residues and the
nonresidues evens out as the modulus increases, in the sense that δ(Pq;N,R)→
1
2
as q →∞.
Rubinstein and Sarnak proved the claims above in their seminal paper and
with the same assumptions calculated that, for example, δ(P4;3,1) = 0.9959...
and δ(P3;2,1) = 0, 9990..., so the prime races (mod 4) and (mod 3) are led
by the nonresidues extremely often, but still the quadratic residues are way
ahead inﬁnitely many times. Although the Main Theorem cannot be formu-
lated in terms of the asymptotic density, we note that the lower asymptotic
densities of Pq;a1,...,ar must be positive, for otherwise the logarithmic densi-
ties would also be zero. The diﬀerence
√
x
η(x) log x
between the prime counting
functions is almost the best one can hope for, since the GRH implies that the
diﬀerences are  √x log x. Finally, we remark that Rubinstein and Sarnak
proved that any prime race evens out so that δ(Pq;a1,...,ar) → 1r! as q → ∞,
but the proof for δ(Pq;N,R) is similar but less technical.
Throughout this chapter, we follow Rubinstein and Sarnak's paper [28], but
our exposition is much longer due to the amount of detail. We do not give
numerics for the densities, but parts (i) and (ii) already give some exact den-
sities, such as δ(P5;1,−1) = 12 and δ(P7;1,2,4) =
1
6
, again under GRH and GSH.
We also do not address generalizations to prime ideals or prime geodesics
unlike in Rubinstein and Sarnak's paper.
In order to compare the numbers of primes congruent to ai (mod q), deﬁne
the auxiliary function
E(x; q, a) =
ϕ(q)pi(x; q, a)− pi(x)√
x
log x, (39)
which is the scaled excess or deﬁcit of primes congruent to a (mod q), and
the vector-valued function
Eq;a1,...,ar(x) = (E(x; q, a1), ..., E(x; q, ar)) ,
which is scaled so that by the GRH its norm is bounded by O(log2 x) (q-
dependence is not indicated). We are studying the prime race in the loga-
rithmic scale, so we also set
Eq;a1,...,ar(y) := Eq;a1,..,ar(ey).
16It is a conjecture that the the two cases mentioned are the only ones in which the
prime race is even, that is δ(Pq;aσ(1),..,aσ(r)) =
1
r! for any permutation σ; see [20].
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We use the shorthand notation E(y) whenever there is no danger of confusion.
The existence of the limiting distribution of Eq;a1,...,ar is a crucial step in
proving the existence of the logarithmic densities. This limiting distribution
is the measure, or distribution, deﬁned as
µ(A) := lim
x→∞
1
x
m({y ∈ (0, x) : Eq;a1,...,ar(y) ∈ A})
whenever the limit exists. This is the asymptotic probability that Eq;a1,...,ar(y) ∈
A. However, we do not know a priori at all when this limit exists (except
in the trivial case if A or its complement has measure zero). We will prove
that the limiting distribution exists for all regular enough sets by ﬁrst con-
structing a measure µq;a1,...,ar related to the distribution of Eq;a1,...,ar and then
showing that this measure is actually the limiting distribution. Therefore we
need the following theorem.
Theorem 4.1. With the assumption of the GRH, there exists a probability
measure µq;a1,...,ar deﬁned on the Borel sets of Rr such that
lim
Y→∞
1
Y
∫ Y
2
f(Eq;a1,...,ar(y))dy =
∫
Rr
f(x)dµq;a1,...,ar(x) (40)
for all bounded continuous functions f : Rr → R. 17
Notice that if we could choose f to be the characteristic function of the set
{x ∈ Rr : x1 > x2 > ... > xr}, we would obtain
δ(Pq;a1,...,ar) = µq;a1,...,ar({x ∈ Rr : x1 > x2 > ... > xr}),
which would not only prove that Pq;a1,...,ar has a logarithmic density but
also give information on its density in terms of µq;a1,...,ar . However, a major
obstacle for using this is that f was assumed to be bounded and continuous.
Hence, we will derive an explicit formula for the Fourier transform µˆq;a1,...,ar(ξ)
of the measure and use it to study the properties of µq;a1,...,ar(x).
18
17We will see that this convergence of integrals is actually equivalent to µq;a1,..,ar being
the distribution function of Eq;a1,...,ar if µq;a1,...,ar is shown to be absolutely continuous
with respect to the Lebesgue measure.
18A measure µ naturally gives rise to a function µ(x), as remarked in Chapter 3, if it is
absolutely continuous with respect to the Lebesgue measure. We are able to show this for
µq;a1,...,ar assuming the GSH.
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4.2 Outline of the Proof
With enough deﬁnitions available, we give an outline of the proof of the Main
Theorem and the estimate for µq;a1,...,ar , which is formulated in subsection
4.8, as their proofs involve numerous steps. The formulations of all the the-
orems and lemmas involved are found from the places where they are needed.
In order to prove the Main Theorem,
1. We will ﬁrst prove Theorem 4.1; for this
1.1 We will derive an explicit formula for E(x; q; a) with a small error term,
owing to our assumption of the GRH (Lemma 4.2).
1.2 We deﬁne ET (y) for T ≥ 1 by truncating the explicit formula for the
components of E(y). We shall show that the error ε in the approximation
E(y) = ET (y) + ε(y) has a small mean square (Lemma 4.3).
1.3 We will show (Lemma 4.4) that for the the functions ET (y) we can ﬁnd
corresponding Borel probability measures νT such that
lim
Y→∞
1
Y
∫ Y
2
f(ET (y))dy =
∫
Rr
f(x)dνT (x) (41)
for all bounded continuous functions f : Rr → R. 1.4 We show (Lemma 4.5)
that if f is Lipschitz, then the left-hand side of (40) is equal to limT→∞ νT (f),
where νT (f) is the distribution corresponding to νT , and the latter limit is
shown to exist and to be ﬁnite.
Finally, we use Lemma 3.5 to obtain a measure µq;a1,..,ar so that (40) holds
for Lipschitz functions. We get the general case by the portmanteau theorem
(Lemma 3.4). After that, the proof of Theorem 4.1 is ﬁnished.
2. Next, we prove Theorem 4.7, which is a formula for µˆq;a1,...,ar in terms of
Bessel function products, using GSH. In order to do this,
2.1 We start with Lemma 4.6 that will allow us to deal with the Fourier
transform of the value distributions of trigonometric polynomials whose fre-
quencies are rationally independent.
2.2 We notice that the components of E(y) are limits of trigonometric poly-
nomials with rationally independent frequencies (by the GSH), and we take
Fourier transforms of them and apply the uncorrelatedness result. By sim-
plifying the formula, we arrive at the Bessel product.
3. We prove Theorem 4.8, which extracts some important properties of
µq;a1,...,ar from those of its Fourier transform. In particular, µq;a1,...,ar is shown
to be absolutely continuous with respect to the r-dimensional Lebesgue mea-
sure (or the Lebesgue measure on the hyperplane x1 + ... + xϕ(q) = 0 in the
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case r = ϕ(q)), and the Radon-Nikodym derivative µq;a1,...,ar(x) is shown to
extend to an entire function on Cr (or to an analytic function on a hyperplane
if r = ϕ(q)). Furthermore, µq;a1,...,ar is seen to be symmetric with respect to
the point (−c(q; a1), ...,−c(q; ar)), and this is crucial in proving several parts
of the Main Theorem.19
After that, we are in a position to prove all the parts of the Main Theo-
rem except the vanishing of the bias as q →∞. We already concluded that
µq;a1,...,ar is absolutely continuous, and this together with the portmanteau
theorem tells that µq;a1,...,ar is actually the limiting distribution of Eq;a1,...,ar(y)
for sets whose boundary has zero Lebesgue measure (in particular, the limit-
ing distribution exists in this case). Moreover, the Radon-Nikodym derivative
does not vanish in a large set (as it is seen to be entire), so we may use
its symmetry to prove the desired inequalities for the densities. We get the
stronger statement about the set where pi(x; q, ai+1) − pi(x; q, ai) >
√
x
η(x) log x
almost for free, owing to our scaling of Eq;a1,...,ar(x).
The reason for the part of the main theorem concerning r = 3 to be true is
that then µq;a1,...,ar(x) is invariant under permutations of the ai's.
20
4. Lastly, we show that the bias in Pq;N ;R (which should be the most biased
prime race (mod q)) vanishes as q →∞. To show this, we estimate the loga-
rithm of µˆq;N,R(ξ) (which also has a Bessel product formula), and show that
it approaches − ξ2
2
as q → ∞ uniformly on compact sets. We conclude that
µq;N,R(ξ) approaches the Gaussian
1√
2pi
e−
ξ2
2 in the L1-norm. As a corollary,
we see that δ(Pq;N,R)→ 12 as q →∞.
In addition to the Main Theorem, we shall prove
5. The tail of the measure µq;a1,..,ar , that is µq;a1,...,ar(|x| ≥ R) where R is
large, is bounded from above by exp(−Cq
√
R) and from below by exp(−Cq exp(R)).
This is Theorem 4.10.
5.1 The upper bound follows just by considering the measures νT constructed
in Lemma 4.4.
5.2 For the lower bound, which is only proved for µq;N,R as the proof is tech-
nical, we study the function Fε(ξ), which is the average of R(e
x) over the
range [ξ − ε
2
, ξ + ε
2
] and R(y) is the scaled excess of quadratic nonresidue
primes up to y. The parameter ε is very small. We show (Lemma 4.11) that
19f is symmetric with respect to a if f(a− x) = f(a+ x) for all x ∈ Rr.
20We could also show that these are the only cases when µq;a1,..,ar is symmetric in the
ai's, but the lack of symmetry would telll nothing about the densities.
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if
max
0≤γ≤ε−1
‖γmε
2
‖ ≤ d
log ε−1
, (42)
then Fε(
m+1
2
ε) > cε−1 log ε−1, where c, d > 0 are some constants and ‖ · ‖
denotes the distance to the nearest multiple of 2pi and γ denotes a zero of
the function L(s, χ1).
5.3We denote the set of integers m ∈ [2
ε
, M
ε
] satisfying (42) by GM and apply
the pigeonhole principle to show that the size of GM grows linearly in M .
5.4We use Lemma 4.12 to prove that form ∈ GM the interval [(m+ 12) ε2 , (m+
3
2
) ε
2
] has a subset of not too small measure in which R(ex) is large.
5.5 The previous lemma together with the bound on |GM | proves that R(ex)
is large in a subset of [0,M ], whose measure we can bound from below.
5.6 Letting M → ∞, the measure µq;N,R arises as the limiting distribution
of R(ex), and we get the desired estimate for it.
4.3 Existence of the Limiting Distribution
Recall from Chapter 2 the deﬁnition
ψ(x;χ) =
∑
n≤x
χ(n)Λ(n)
where Λ is von Mangoldt's function. From Chapter 2 we have the explicit
formula
ψ(x, χ) = −
∑
|ρ|≤X
xρ
ρ
+O
(
x log2(xX)
X
+ log x
)
for x ≥ 2 and X ≥ 1, where ρ = βχ+ iγχ runs through all the zeros of L(s, χ)
on 0 < <(s) < 1. Assuming the GRH, we may suppose βχ = 12 to get
ψ(x, χ) = −√x
∑
|γχ|≤X
xiγχ
1
2
+ iγχ
+O
(
x log2(xX)
X
+ log x
)
. (43)
Let E(x; q, a) = log x√
x
(ϕ(q)pi(x; q, a) − pi(x)) and c(q, a) as before. We need
the following lemma
Lemma 4.2. We have 21
E(x; q, a) = −c(q, a) +
∑
χ 6=χ0
χ¯(a)
ψ(x, χ)√
x
+O
(
1
log x
)
. (44)
21In what follows, q is a constant so we are not concerned with the q-dependence of
error terms.
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Proof. First observe that
ψ(x; q, a) =
∑
n≤x
n≡a (mod q)
Λ(n) =
1
ϕ(q)
∑
n≤x
Λ(n)
∑
χ (mod q)
χ(n)χ¯(a)
=
1
ϕ(q)
∑
χ (mod q)
χ¯(a)ψ(x, χ)
since 1
ϕ(q)
∑
χ (mod q) χ¯(a)χ(n) = 1 if n ≡ a (mod q) and zero otherwise.
Denoting
θ(x; q, a) :=
∑
p≤x
p≡a (mod q)
log p,
and θ(x) := θ(x; 1, 0), we have
ψ(x; q, a)− θ(x; q, a) =
∑
p2≡a (mod q)
p≤√x
log p+O( 3
√
x log2 x)
= (c(q, a) + 1)
√
x
φ(q)
+O
( √
x
log x
)
(45)
by the prime number theorem in arithmetic progressions, footnote 4 and the
deﬁnition of c(q, a). Also, applying partial summation to the characteristic
function 1P of primes and to the characteristic function 1Pq;a of the primes in
an arithmetic progression, we get
E(x; q, a) =
log x√
x
(ϕ(q)pi(x; q, a)− pi(x))
=
log x√
x
∑
n≤x
(
ϕ(q)1Pq;a(n) log n− 1P(n) log n
)
(log n)−1
=
ϕ(q)θ(x; q, a)− θ(x)√
x
+
log x√
x
∫ x
2
ϕ(q)θ(t; q, a)− θ(t)
t log2 t
dt. (46)
In the above formula, using (45) and the orthogonality of characters, the ﬁrst
term is
ϕ(q)ψ(x; q, a)−√x(c(q, a) + 1)− ψ(x) +√x+O(
√
x
log x
)√
x
= −c(q, a) +
∑
χ (mod q) χ¯(a)ψ(x, χ)− ψ(x)√
x
+O
(
1
log x
)
= −c(q, a) +
∑
χ 6=χ0 (mod q) χ¯(a)ψ(x, χ)√
x
+O
(
1
log x
)
, (47)
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which is what Lemma 1 requires. We now show that the integral term of
(46) can be included into the error term O
(
1
log x
)
. We have
log x√
x
∫ x
2
ϕ(q)θ(t; q, a)− θ(t)
t log2 t
dt
=
log x√
x
∫ x
2
−c(q, a) + t− 12 ∑χ 6=χ0 (mod q) χ¯(a)ψ(t, χ) +O( 1log t)√
t log2 t
dt. (48)
using (47). Since∫ x
2
1√
t log2 t
dt =
[
2
√
t
log2 t
]x
2
+
∫ x
2
4√
t log3 t

√
x
log2 x
+
∑
k≤log2 x
∫ 2k
2k−1
1√
t log3 t

√
x
log2 x
+
∑
k≤log2 x
2
k
2
k3

√
x
log2 x
, (49)
we can neglect the terms −c(q, a) and O( 1
log t
) in the numerator of the inte-
grand in (48). Dealing with the rest of the terms inside the integral must
be done a bit more carefully, since the inequality ψ(x, χ) √x log2 x is not
suﬃciently strong now. However, we show that ψ(x, χ) is on average  √x,
that is,
ψ1(x, χ) :=
∫ x
2
ψ(t, χ)dt x 32 . (50)
Indeed, choosing X = x in (43) and integrating over [2, x] yields
ψ1(x, χ) =
∑
|γχ|≤x
∫ x
2
t
1
2
+iγχ
1
2
+ iγχ
dt+O(x log2 x)
 x 32
∑
|γχ|≤x
1
|1
2
+ iγχ||32 + iγχ|
+O(x log2 x) x 32
since
∑
γχ
1
1
4
+γ2χ
converges.
Due to this, partial integration and (49) give
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∫ x
2
ψ(t, χ)
t log2 t
dt =
[
ψ1(t, χ)
t log2 t
]x
2
+
∫ x
2
ψ1(t, χ)(log t+ 2)
t2 log3 t
dt

√
x
log2 x
+
∫ x
2
1√
t log2 t
dt

√
x
log2 x
using (49). Hence all the terms in the integral in (48) are 
√
x
log2 x
. This
completes the proof of the lemma. 
By combining the explicit formula for ψ(x;χ) with the previous lemma, we
obtain
E(x; q, a) = −c(q, a)−
∑
χ 6=χ0
χ¯(a)
∑
|γχ|≤T
xiγχ
1
2
+ iγχ
+ εa(x, T,X)
for 2 ≤ x ≤ T ≤ X, where
εa(x, T,X) := −
∑
χ 6=χ0
χ¯(a)
∑
T≤|γχ|≤X
xiγχ
1
2
+ iγχ
+O
(√
x log2X
X
+
1
log x
)
.
(51)
We shall prove that the remainder term εa(x, T,X) has a small mean square.
Lemma 4.3. For Y ≥ 2, we have the inequality∫ Y
2
|εa(ey, T, eY )|2dy  Y log
4 T
T
+
log4 T
T
.
Proof. When we substitute x = ey, X = eY and expand the square of (51),
we get the square of the sum term, the square of the error term, and twice
their product. The integral of the square of the error term is

∫ Y
2
(
Y 2e
y
2
eY
+
1
y
)2
dy 
∫ Y
2
(
1
e
y
2
+
1
y
)2
dy  1.
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The integral of the product of the sum term and the error term multiplied
by two is by the Cauchy-Schwarz inequality
 2
∫ Y
2
(
1
e
y
2
+
1
y
) ∑
χ 6=χ0
χ¯(a)
∑
T≤|γχ|≤eY
eiγχy
1
2
+ iγχ
dy

(∫ Y
2
(
1
e
y
2
+
1
y
)2
dy
) 1
2
∫ Y
2
∣∣∣∣∣∣
∑
χ 6=χ0
χ¯(a)
∑
T≤|γχ|≤eY
eiγχy
1
2
+ iγχ
∣∣∣∣∣∣
2
dy

1
2
.
The ﬁrst factor above is bounded by a constant while the second one is the
square root of the main term.
Hence it is enough to estimate the main term  the integrated square of the
sum in (51):
∫ Y
2
∣∣∣∣∣∣
∑
χ 6=χ0
χ¯(a)
∑
T≤|γχ|≤eY
eiyγχ
1
2
+ iγχ
∣∣∣∣∣∣
2
dy
=
∫ Y
2
∑
χ6=χ0
λ6=χ0
χ¯(a)λ(a)
∑
T≤|γχ|≤eY
T≤|γλ|≤eY
eiy(γχ−γλ)
(1
2
+ iγχ)(
1
2
− iγλ)

∑
χ6=χ0
λ 6=χ0
∑
T≤|γχ|≤eY
T≤|γλ|≤eY
1
|γχ||γλ| min
(
Y,
1
|γχ − γλ|
)
(52)
by interchanging the sum and the integral and using the standard estimate
| ∫ b
a
eitdt| ≤ min(|b− a|, 1|a| + 1|b|).
We use the asymptotic formula from Chapter 2 for the nth zero in the order
of magnitude: |γχ(n)| ∼ npilogn for the imaginary part of the nth zero in the
order of increasing magnitude to ﬁnd that the sum (52) is less than

∑
χ6=χ0
λ6=χ0
∑
T≤|γχ(m)|
T≤|γλ(n)|
1
|γχ(m)||γλ(n)| min
(
Y,
1
|γχ(m)− γλ(n)|
)

∑
χ6=χ0
λ6=χ0
∑
m/ logm≥T
n/ logn≥T
logm log n
mn
min
(
Y,
1
|γχ(m)− γλ(n)|
)

∑
χ6=χ0
λ6=χ0
∑
m≥T log T
n≥T log T
logm log n
mn
min
(
Y,
1
|γχ(m)− γλ(n)|
)
. (53)
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As the asymptotic γχ(n) ∼ pinlogn for the nth zero is not strong enough to
give any bounds on |γχ(n) − γλ(m)|−1 (and ignoring the minimum in (52)
produces a divergent series), one needs to be a bit careful in estimating the
sum.
Th asymptotic formula forN(T ) together with the observation n = N(|γχ(n)|)+
O(1) immediately gives
pin+O(log n) = |γχ(n)|(log |γχ(n)|+ c(q))
for some constant c(q), and we solve
|γχ(n)| = pin+O(log n)
W (ec(q)(pin+O(log n)))
,
whereW is the Lambert function deﬁned as the real solution toW (x)eW (x) =
x for x ≥ −e−1. 22
Implicit diﬀerentiation gives W ′(x) = 1
eW (x)+x
= 1
x+ x
W (x)
. In particular,
W (x+ h)−W (x) = h
x+ ξ + x+ξ
W (x+ξ)
for some ξ ∈ [0, h] by the mean value theorem. If h log x, we get |W (x+
h)−W (x)|  log x
x
. Therefore,
|γχ(n)| = pin
W (ec(q)pin) +O( logn
n
)
+O(log n) =
pin
W (ec(q)pin)
+O(log n).
As the derivative of h(x) := x
W (ax)
is 1
W (ax)+1
, we get for a > 0, x, y large
enough, and x− y ≥ log3 x that
h(x)− h(y) ≥ x− y
1 +W (ax)
 x− y
log x
using the elementary estimate W (x) log x. We thus arrived at the follow-
ing useful bound:
1
|γχ(m)− γλ(n)| 
1
h(pim)− h(pin) +O(logm)
 1m−n
logm
+ logm
 logm log n|m− n| (54)
22Indeed, A = x(log x + c) is equivalent to Aec = ecx log(ecx), which by substituting
ey = ecx becomes yey = Aec, so y = W (Aec) and x = e−ceW (Ae
c) = AW (Aec) . Clearly
W (x)  log x.
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for |m − n| ≥ log3(max{m,n}) and m,n greater than a constant. By sym-
metry, it suﬃces to consider the terms n ≤ m, and the contribution of the
terms with n ∈ [m− log3m,m] in (53) is at most
 Y
∑
m≥T log T
∑
n∈[m−log3m,m]
logm log n
mn
 Y
∫ ∞
T log T
∫ x
x−log3 x
log x log y
xy
dxdy
 Y
∫ ∞
T log T
log x
x
(log3 x)
log x
x
dx
 Y
∫ ∞
T log T
log5 x
x2
dx
 Y log
4 T
T
.
To see the validity of the last estimate, we consider more generally In(X) =∫∞
X
logn x
x2
dx. Applying the substitution x = ey and integrating by parts we
have
In(X) =
∫ ∞
logX
yne−ydy = O
(
lognX
X
)
+
∫ ∞
logX
nyn−1e−ydy
= nIn−1(X) +O
(
lognX
X
)
,
so I0(X) 1X implies In(X) log
nX
X
, and in particular I5(T log T ) log4 TT .
Thus it suﬃces to consider the terms satisfying (54).
Using (54) for |m− n| ≥ 1 and denoting T ′ = T log T , (53) is bounded by
 Y log
4 T
T
+
∑
m,n≥T ′
m 6=n
logm log n
mn
· logm log n|m− n|
 Y log
4 T
T
+
∫∫
x,y≥T ′
|y−x|>1
log2 x log2 y
xy|y − x| dxdy. (55)
We may assume that T ′ is large enough and consider the integral only for
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y > x by symmetry. We have∫
x,y≥T ′
y≥x+1
log2 x log2 y
xy|y − x| dxdy =
∫ ∞
T ′
log2 x
x
∫ ∞
x+1
log2 y
y|y − x|dydx
=
∫ ∞
T ′
log2 x
x
∫ ∞
1
log2(t+ x)
(t+ x)t
dtdx. (56)
Here the inner integral is bounded as follows:∫ ∞
1
log2(t+ x)
(t+ x)t
dt =
∫ x
1
log2(t+ x)
(t+ x)t
dt+
∫ ∞
x
log2(t+ x)
(t+ x)t
dt
≤ log2(2x)
∫ x
1
1
(t+ x)t
dt+
∫ ∞
x
2 log2(t+ x)
(t+ x)2
dt
 log
2 x
x
∫ x
1
1
t
dt+
log2 x
x
 log
3 x
x
,
where we used 1
t(t+x)
≤ 2
(t+x)2
for t ≥ x and I2(X) log2XX .
Thus the integral (56) is dominated by∫ ∞
T ′
log5 x
x2
dx = I5(T
′) log
5 T ′
T ′
 log
4 T
T
since T ′ = T log T . This completes the proof.
Based on the previous lemmas, we approximate E(y) with
ET (y) := (ET (ey; q, a1), ..., E
T (ey; q, ar)), (57)
where ET (ey; q, ai) is the truncated sum
ET (ey; q, ai) = −c(q, ai)−
∑
χ 6=χ0
χ¯(ai)
∑
|γχ|≤T
eiyγχ
1
2
+ γχ
.
In order to prove Theorem 4.1, we will show that
lim
Y→∞
1
Y
∫ Y
2
f(ET (y))dy (58)
is given by integration against a Borel measure, and we use this later to
deduce the same formula for E(y).
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Lemma 4.4. For every T ≥ 2, there is a Borel probability measure νT such
that
lim
Y→∞
1
Y
∫ Y
2
f(ET (y))dy =
∫
Rr
f(x)dνT (x). (59)
for every bounded continuous function f : Rr → R. Moreover, the support of
νT is contained in B(0, cq log
2 T ) for some constant cq > 0.
Proof. Let us ﬁrst derive a representation of ET (y) as a ﬁnite sum of complex
exponentials, which depend on the zeros of the L-functions. Let γ1, ..., γN
be the imaginary parts of all the zeros of the functions L(s, χ) on <(s) = 1
2
where χ 6= χ0 and 0 ≤ γk ≤ T . Since L(12 + iγk, χk) = 0 (we denote by χk the
character corresponding to the zero 1
2
+ iγk) if and only if L(
1
2
− iγk, χ¯k) = 0,
we may pair up the zeros 1
2
+ iγk with their conjugates so that E
T (ey; q, ai)
becomes
− c(q, ai)−
N∑
k=1
(
χ¯k(ai)
eiγky
1
2
+ iγk
− χ(ai) e
−iγky
1
2
− iγk
)
= −c(q, ai) +
N∑
k=1
(
2<
(
χ¯k(ai)
eiγky
1
2
+ iγk
))
.
Hence
ET (y) = 2<
(
N∑
k=1
bke
iγky
)
+ b0, (60)
where
b0 = (−c(q, a1), ...,−c(q, ar))
and
bk = −
(
χ¯k(a1)
1
1
2
+ γk
, ..., χ¯k(ar)
1
1
2
+ γk
)
,
and the real part of a vector naturally means the vector formed by the real
parts of its components. Let g : RN/ZN → R be the continuous 1-periodic
function deﬁned by
g(y1, ..., yN) = f
(
2<
(
N∑
k=1
bke
2piiyk
)
+ b0
)
. (61)
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Then (58) is the limit
lim
Y→∞
1
Y
∫ Y
2
g
(γ1y
2pi
, ...,
γNy
2pi
)
dy. (62)
The Kronecker-Weyl theorem (see the previous chapter) tells us that if we
denote by G the subgroup
G = {(γ1y
2pi
, ...,
γNy
2pi
) mod 1 : y ∈ R}
of the torus RN/ZN and by G¯ is its topological clousure, then (62) converges
to ∫
G¯
g(x)dmG¯(x)
where mG¯ is the normalized Haar measure on the set G¯ (which is itself
isomorphic to some torus Rk/Zk, where k is the dimension of the space
spanned by γ1, .., γN , again by the Kronecker-Weyl theorem).
Now the map
f 7→
∫
G¯
g(x)dmG¯(x)
is a positive linear functional deﬁned on bounded continuous functions (f and
g are related by (61)), so by the Riesz representation theorem (see Chapter
3), the functional may be written as∫
G¯
g(x)dmG¯(x) =
∫
Rr
f(x)dνT (x), (63)
where νT is a Borel measure (the deﬁnition of g depends on T ) and f is
compactly supported and continuous. Since
|ET (y)| 
∑
|γχ|≤T
1
|1
2
+ iγχ|  log
2 T,
the deﬁnition of νT is irrelevant outside some ball B(0, cq log
2 T ), so we may
assume that the support of the measure is contained in such a ball. For the
same reason, the values of f outside some compact set are irrelevant in (58),
so we get the case of bounded continuous functions f . By choosing f ≡ 1
(that is, g ≡ 1) in (63), we see that νT is a probability measure. This ﬁnishes
the proof.
We will ﬁrst prove Theorem 4.1 in the case where f is a Lipschitz function,
and subsequently use it to prove the general case.
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Lemma 4.5. For Lipschitz functions f : Rr → R we have
lim
Y→∞
1
Y
∫ Y
2
f(E(y))dy = lim
T→∞
νT (f),
where
νT (f) :=
∫
Rr
f(x)dνT (x)
is the distribution associated with νT and the limits are ﬁnite.
Proof. Now that we have Lemmas 4.2 and 4.3, we may calculate, denoting
εT (y) := E(y)− ET (y) and cf for a Lipschitz constant of f , that
1
Y
∫ Y
2
f(E(y))dy
=
1
Y
∫ Y
2
f(ET (y) + εT (y))dy
=
1
Y
∫ Y
2
f(ET (y))dy +O
(
cf
Y
∫ Y
2
|εT (y)|dy
)
=
1
Y
∫ Y
2
f(ET (y))dy +O
(
cf√
Y
(∫ Y
2
|εT (y)|2dy
) 1
2
)
using Jensen's inequality for the function x 7→ x2. By Lemma 4.2, we can
continue to estimate
1
Y
∫ Y
2
f(E(y))dy =
1
Y
∫ Y
2
f(ET (y))dy +O
(
cf
(
log2 T√
T
+
log2 T√
Y T
))
→ νT (f) +O
(
cf
(
log2 T√
T
))
(64)
as Y →∞, because of Lemma 4.3. Therefore,
νT (f) +O
(
cf
(
log2 T√
T
))
≤ lim inf
Y→∞
1
Y
∫ Y
2
f(E(y))dy
≤ lim sup
Y→∞
1
Y
∫ Y
2
f(E(y))dy
≤ νT (f) +O
(
cf
(
log2 T√
T
))
,
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which implies that the lim inf and lim sup are ﬁnite, and as T →∞ we ﬁnd
that
lim
Y→∞
1
Y
∫ Y
2
f(E(y))dy
exists and equals
lim
T→∞
νT (f),
and both limits are ﬁnite since the diﬀerence of (58) from νT (f) is at most a
constant for a ﬁxed T .
Now we derive Theorem 4.1 for Lipschitz functions with the help of the
lemma on functionals from Chapter 3.23 We may choose νn := ν
n (νT only
depends on bT c), and then Lemma 4.5 together with Lemma 3.5 tells that
limT→∞ νT (f) arises from a Borel probability measure µ, so Theorem 4.1
follows in the Lipschitz case.
Now we prove the general case. We know that
lim
Y→∞
1
Y
∫ Y
2
f(E(y))dy = lim
T→∞
∫
Rr
f(x)νT (x)dx =
∫
Rr
f(x)dµ(x) (65)
for Lipschitz functions f : Rr → R. Let µY be the Borel probability measure
µY (A) :=
1
Y
m({y ∈ [0, Y ] : E(y) ∈ A}).
It is a Borel measure because the Lebesgue measure m is, and it is clearly a
probability measure as well. Using the deﬁnition of the integral, we see that∫
Rr
1A(x)dµY (x) =
1
Y
∫ Y
0
1A(E(y))dy,
where 1A is the characteristic function of A. By linearity, the same holds for
simple functions, and applying monotone convergence yields∫
Rr
f(x)dµY (x) =
1
Y
∫ Y
0
f(E(y))dy,
and when this is substituted to (65), the portmanteau theorem tells that (65)
holds also for all bounded continuous functions on Rr, completing the proof
of Theorem 4.1, with µq;a1,...,ar := µ.
23The following argument and the lemma on functionals are not written explicitly in
Rubinstein and Sarnak's paper.
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4.4 A formula for the Fourier transform of the Measure
of the Prime Race
As mentioned in the outline of the proof of the Main Theorem, we derive a
representation for the Fourier transform µˆq;a1,...,ar as a product involving the
Bessel function and the zeros of the L-functions. This formula allows us to
prove several properties of µq;a1,..,ar , which will be used to prove inequalities
about the logarithmic densities. It is not a coincidence that a product formula
exists for the Fourier transform of the density function of a sum, in this case
E(y), whose terms are expected to behave randomly. We formulate a lemma
on the Fourier transforms of asymptotically independent random variables,
which we will soon apply to the explicit formula.
Lemma 4.6. Let X1, ..., Xn : R→ Rr be random variables. Then
EP (e
i(X1+...+Xn)·ξ) =
n∏
k=1
EP (e
iXk·ξ), (66)
where EP is the expectation with respect to the asymptotic density on R,
ξ ∈ Rr, and · is the inner product.
Proof. By deﬁnition,
EP (e
i(X1+...+Xn)·ξ) =
∫
Rr
eix·ξpX1+...+Xn(x)dx,
where pZ is the density function of Z with respect to P . Since X1, ..., Xn are
independent with respect to P , it is well-known that pX1+...+Xn = pX1 ∗ ... ∗
pXn (see [1], pages 7-8; the claim is formulated for measures there, but the
proof does not use countable additivity). Since the Fourier transform of a
convolution is the product of the Fourier transforms, we obtain
EP (e
i(X1+...+Xn)·ξ) = p̂X1 ...p̂Xn .
Again by deﬁnition p̂Xk = EP (e
iXk·ξ), so the claim follows.
Now we formulate the product formula for the Fourier transform of the mea-
sure µq;a1,...,ar .
Theorem 4.7. Under the GRH and the GSH, for ξ ∈ Rr we have
µˆq;a1,...,ar(ξ) = exp
(
i
r∑
j=1
c(q, aj)ξj
) ∏
χ (mod q)
χ6=χ0
∏
γχ>0
J0
2|∑rj=1 χ(aj)ξj|√
1
4
+ γ2χ
 ,
(67)
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where J0(z) is the Bessel function (see Chapter 3) and c(q, aj) is as before.
Here and on later occurrences, γχ denotes the imaginary part of a nontrivial
zero of L(s, χ) on <(s) = 1
2
.
Proof. Let us write the formula (57) for ET (ey; q, aj) in a form where the
terms are real, using the fact that L(1
2
+iγ, χ) = 0 if and only if L(1
2
−iγ, χ¯) =
0:
ET (ey; q, aj) = −c(q, aj)−
∑
0<γχ≤T
χ6=χ0
(
χ¯(aj)
1
2
+ iγχ
eiγχy +
χ(aj)
1
2
− iγχ e
−iγχy
)
We will use the formula
(α + iβ)(a+ bi)eix + (α− iβ)(a− bi)e−ix
= α((a+ bi)eix + (a− bi)e−ix) + iβ((a+ bi)eix − (a− bi)eix)
= 2α
√
a2 + b2 sin(x+ ϕ) + 2β
√
a2 + b2 cos(x+ ϕ),
where we applied the identity A sinx+B cosx =
√
A2 +B2 sin(x+ϕ), where
tanϕ = b
a
, and arctanx+ arctan 1
x
= pi
2
and cosx = sin(pi
2
− x).
Denoting χ¯(aj) = αj + iβj and employing the previous formula with α+ iβ =
χ¯(aj) and a+ bi = (
1
2
+ iγχ)
−1, we arrive at
ET (ey; q, aj) = −c(q, aj)−
∑
0<γχ≤T
χ6=χ0
2√
1
4
+ γ2χ
(αj cos(γχy + ϕ) + βj sin(γχy + ϕ))
for some ϕ depending on γχ. Let γ1, γ2, ... be the imaginary parts of the
nontrivial zeros of the L-functions (mod q), where χ 6= χ0, in increasing
order and with γk > 0. Also let X0 = (−c(q; a1), ...,−c(q, ar)) and let Xj for
j = 1, 2, ... be the vector
−2√
1
4
+ γ2j
(α1 cos(γjy + ϕ) + β1 sin(γjy + ϕ), ..., αr cos(γjy + ϕ) + βr sin(γjy + ϕ)).
Then the random variables X0, X1, X2, ... are independent with respect to
P . Indeed, Lemma 3.8 tells that under the GSH, the functions sin(γjy)
are asymptotically independent, so the functions
√
a2k + b
2
k sin(γjy + ψj) are
asymptotically independent as well for any ak, bk, ψj, since sin(γjy + ψj)
is just a shifted version of sin(γjy). By the formula A cosx + B sinx =√
A2 +B2 sin(x + ψ), where ψ is chosen suitably, we see that ak cos(γjy +
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ϕj) + bk sin(γjy + ϕj) are asymptotically independent. These functions are
the components of Xj, so the asymptotic independence is veriﬁed (X0 is con-
stant and hence independent of everything). We may thus exploit Lemma 4.6.
Let us compute the left-hand side of (66), where Xj are as above and n is
chosen so that γj ≤ T if and only if j ≤ n. If PY is the truncated version of
P , that is
PY (A) :=
1
Y
m({A ∩ [0, Y ]}),
one has ∫
R
e−iE
T (y)·ξdP (y) = lim
Y→∞
∫
R
e−iE
T (y)·ξdPY (y)
= lim
Y→∞
1
Y
∫ Y
0
e−iE
T (y)·ξdy
=
∫
Rr
e−ix·ξdνT (x) = ν̂T (ξ)
by the deﬁnition (31) of the asymptotic density and the formula (59) applied
to x 7→ eix·ξ ((59) holds for complex functions as well since we may apply it
to the real and imaginary parts).
Next, we compute the right-hand side of (66). The density function of X0
with respect to P is the Dirac measure δv, v = −(c(q, a1), ..., c(q, ar)), whose
Fourier transform is e−iξ·v. We also need the asymptotic density of cos γy
(for γ > 0). We have P (cos γy > t) = (2pi
γ
)−1( 2
γ
arccos t) = 1
pi
arccos t for
t ∈ [−1, 1], since the function y 7→ cos γy has period 2pi
γ
and for y ∈ (−pi
γ
, pi
γ
)
the inequality cos γy > t is equivalent to y ∈ (− 1
γ
arccosx, 1
γ
arccosx). The
density function is given by the derivative
d
dt
P ({y ∈ R : cos(γy) < t}) = d
dt
(
1− 1
pi
arccosx
)
=
1
pi
√
1− t2
when t ∈ [−1, 1] and 0 otherwise. The density function of cos(γy + ϕ) is
identical to this, as the function is the same up to a shift. When cos(γy+ϕ) =
x, we have sin(γy+ϕ) = s
√
1− x2, where s = 1 with asymptotic probabailty
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1
2
and s = −1 also with probabilty 1
2
, so by the deﬁbition of Xj
EP (e
iXj ·ξ) =
∫
Rr
e−iXj(x)·ξdP (x)
=
1
2
∫ 1
−1
exp
 2i√
1
4
+ γ2j
r∑
k=1
ξk(αkt+ βk
√
1− t2))
 dt
pi
√
1− t2
+
1
2
∫ 1
−1
exp
 2i√
1
4
+ γ2j
r∑
k=1
ξk(αkt− βk
√
1− t2))
 dt
pi
√
1− t2 ,
for j ≥ 1, because making the substitution x = cos(γkt + ϕ) means that
dP (x) must be replaced with dP (cos γyk < t), which was computed above.
With the formula ei(a+b) + ei(a−b) = 2eia cos b and the substitution t = sin θ,
that is dt√
1−t2 = dθ, this becomes
1
pi
∫ pi
−pi
exp
 2i√
1
4
+ γ2j
r∑
k=1
ξkαk sin θ
 cos
 2√
1
4
+ γ2j
r∑
k=1
ξkβk cos θ
 dθ.
In order to simplify this integral, we show that the formula
1
pi
∫ pi
−pi
eiA sin θ cos(B cos θ)dθ = J0(
√
A2 +B2)
holds. To see this, observe that∫ pi
−pi
eiA sin θ+iB cos θdθ +
∫ pi
−pi
eiA sin θ−iB cos θdθ
=
∫ pi
−pi
ei
√
A2+B2 sin(θ+ϕ)dθ +
∫ pi
−pi
ei
√
A2+B2 sin(θ+ϕ′)dθ
= 2piJ0(
√
A2 +B2)
by the formula for combining sines and cosines and by the integral represen-
tation (36) of the Bessel function. We obtained
∫
Rr
e−iXj(x)·ξdP (x) = J0
2|∑rj=1 ξjχ¯(aj)|√
1
4
+ γ2χ
 ,
as
√
A2 +B2 = |A+Bi| = |2∑rk=1 ξk(αk + iβk)| and αk + iβk = χ¯(ak) in the
case under consideration. Furthermore, we evaluated the Fourier transform
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of X0, so ∫
Rr
e−iX0(x)·ξdP (x) = exp
(
i
r∑
j=1
ξjc(q, aj)
)
,
and hence the right-hand side of (66) becomes
exp
(
i
r∑
j=1
ξjc(q, aj)
) ∏
0<γχ≤T
χ6=χ0
J0
2|∑rj=1 ξjχ¯(aj)|√
1
4
+ γ2χ
 .
This converges to the desired Bessel product as T → ∞, since the prod-
uct is seen to be convergent from J0(z) = 1 − z22 + O(z4) and the fact that∏
k(1 − ak) converges (to a nonzero value) if
∑
k ak converges (this follows
from 1− x ≤ e−x). Therefore it remains to show that ν̂T (ξ), the right-hand
side of (66), converges to µˆq;a1,...,ar(ξ). We know that ν
T → µq;a1,...,ar weakly
since µ(f) = limT→∞ νT (f) Lemma 4.5 and Theorem 4.1 for bounded Lips-
chitz functions, and the portmanteau theorem gives the same convergence for
bounded continuous functions. This implies ν̂T → µˆq;a1,...,ar weakly. However,
now ν̂T converges pointwise to the Bessel product by Lthe above argument
and weakly to µˆq;a1,...,ar , so the latter convergence is also pointwise and the
limits coincide. This proves Theorem 4.7.
By repeating the proofs presented so far, mostly just changing the notations,
we get for q = 4, pα or 2pα that there is a measure µq;R,N for the race between
the quadratic residues and nonresidues satisfying Theorem 4.1 and Theorem
4.7 in the form
µˆq;R,N(ξ) = e
iξ
∏
γ>0
J0
 2ξ√
1
4
+ γχ
 , (68)
where γ runs through the nontrivial zeros of L(s, χ1) and χ1 is the real, non-
principal character (mod q). The analogue of Theorem 4.1 is (80), and the
argument of Theorem 4.7 works up to notation for the distribution of any
trigonometric series with linearly independent frequencies γk. The constant
coeﬃcient of (80) is −1, and this accounts for the factor eiξ, similary as
the constant −c(q, a) in (44) accounts for the exponential in (67). In fact,
the proof of Theorem 4.7 for µˆq;R;N is even a bit easier than for µˆq;a1,..,ar in
the sense that we do not need probability density functions of vector valued
random variables.
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4.5 Comparison of Densities
We will soon see that the function µˆq;a1,..,ar is symmetric with respect to the
point (−c(q, a1), ...,−c(q, ar)), and consequently the measure of the prime
races is symmetric with respect to the same point, which will lead to bias
towards nonsquares (mod q). Also some other properties of the measure
are needed, and they are stated in the following theorem (the claims of the
theorem are mentioned in [28] but not explicitly proved there).
Theorem 4.8. Assume ﬁrst r < ϕ(q). We have
(i) |µˆq;a1,...,ar(ξ)|  e−cq |ξ|2 for some constant cq > 0 when ξ ∈ Rr.
(ii) µq;a1,..,ar is absolutely continuous with respect to the r-dimensional Lebesgue
measure, and its Radon-Nikodym derivative µq;a1,...,ar(x) is an entire function
in Cr (that is, each component function is entire in its complex variable).
(iii) µq;a1,..,ar does not vanish on any subset of Rr of positive r-dimensional
Lebesgue measure (here Rr is interpreted as a subset of Cr consisting of those
vectors that have real components).
Assume now r = ϕ(q). Then
(i) |µˆq;a1,...,ar(ξ)|  e−cq |ξ|2 for some constant cq > 0 when ξ1 + ...+ ξr = 0.
(ii) µq;a1,...,ar is absolutely continuous with respect to the Lebesgue measure
on T = {ξ ∈ Rr : ξ1 + ... + ξr = 0}, and its Radon-Nikodym derivative is
analytic in T ′ = {ξ ∈ Cr : ξ1 + ...+ ξr = 0}.
(iii) µq;a1,..,ar does not vanish on any subset of T of positive r−1-dimensional
Lebesgue measure.
In addition, in both cases we have
(iv) µq;a1,...,ar(x) is symmetric with respect to the point (−c(q, a1), ...,−c(q, ar)).
24
Proof. (i) Notice that in the formula (67) for µˆq;a1,...,ar(ξ), the ﬁrst factor
has absolute value 1, and by an elementary computation, the Bessel function
satisﬁes J0(x) ≤ 1− x210 for x ∈ [−2, 2] and |J0(x)| ≤ 1 for all x. Therefore,
|µˆq;a1,...,ar(ξ)| 
∏
χ (mod q)
χ6=χ0
∏
γχ>0
(
1− |
∑r
j=1 χ(aj)ξj|2
5(1
4
+ γ2χ)
)
≤ exp
− ∑
χ (mod q)
χ6=χ0
∑
γχ>0
|∑rj=1 χ(aj)ξj|2
5(1
4
+ γ2χ)
 ,
24Note that symmetry with respect to a point is diﬀerent from symmetry with respect
to permutations of variables, which is what one part of the Main Theorem is about.
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because of the inequality 1 − x ≤ e−x. We choose a constant Mq > 0 such
that
∑
γχ>0
1
5( 1
4
+γ2χ)
≥ Mq for all characters χ (mod q). Then our expression
is at most
exp
− ∑
χ (mod q)
χ6=χ0
Mq
∣∣∣∣∣
r∑
j=1
χ(aj)ξj
∣∣∣∣∣
2
 . (69)
This seems to decay like a Gaussian function, but actually it is not even triv-
ial that it is integrable. Indeed, functions such as exp(−(ξ1 + ... + ξr)2) are
not integrable since this function is greater than e−1 in the set {(ξ1, .., ξr) :
|ξ1 + ...+ ξr| < 1} which has inﬁnite r-dimensional Lebesgue measure.
We will ﬁrst show that the system of linear equations
r∑
j=1
χ(aj)ξj = 0, χ ∈ {χ1, ..., χϕ(q)−1}, (70)
where χi are the non-principal characters (mod q), does not have any nonzero
solution, and then we employ this fact to show that for some constant cq > 0
there always exists some χ 6= χ0 such that∣∣∣∣∣
r∑
j=1
χ(aj)ξj
∣∣∣∣∣ ≥ cq|ξ|. (71)
To prove the ﬁrst claim, let m1, ...,mϕ(q)−1 be a set of non-congruent integers
(mod q) that are coprime to q and contain a1, ..., ar. Then a nontrivial
solution to (70) implies a nontrivial solution to the more general system
χ1(m1)x1 + ...+ χ1(mϕ(q)−1)xϕ(q)−1 = 0
χ2(m1)x1 + ...+ χ2(mϕ(q)−1)xϕ(q)−1 = 0
...
χϕ(q)−1(m1)x1 + ...+ χϕ(q)−1(mϕ(q)−1)xϕ(q)−1 = 0, (72)
where x1, .., xϕ(q)−1 ∈ C (we just added some columns to the system). In
other words, the existence of a nonzero solution tells that the matrix A =
(χi(mj))
ϕ(q)−1
i,j=1 is not invertible. Let m0 be a number coprime to q that is not
congruent to m1, ...,mϕ(q)−1, and denote by χ0 the principal character. Let
B be the matrix B = (χi(mj))
ϕ(q)−1
i,j=0 , which is obtained from A by adding
one row and one column. We ﬁrst show that B is invertible.
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Observe that the vectors (χ0(mi), χ1(mi), ..., χϕ(q)−1(mi)) are pairwise or-
thogonal since their inner products are of the form∑
χ (mod q)
χ(mi)χ¯(mj) = 0
by the orthogonality of characters, so the columns of B are linearly indepen-
dent (because pairwise orthogonal vectors are linearly independent). Hence
the rank of B is ϕ(q), so B is invertible. Moreover, the ﬁrst column of B
consists of ones only, so by Cramer's rule detB = detA, meaning that A
is invertible since B is. However, then the system (70) has no nontrivial
solution.
Our next task is to show that not all the sums in (70) are small. Suppose
that all the sums under consideration are smaller than |ξ|
Cq
√
ϕ(q)−1 . Then the
linear system
ϕ(q)−1∑
j=1
χi(aj)ξj = bi i = 1, ..., r
has a solution for some bi such that |bi| < |ξ|
Cq
√
ϕ(q)−1 , and at least one bi
is non-zero. Choose Cq = ‖A−11 ‖ (the operator norm of A−11 ), where A1 =
(χi(aj))
r
i,j=1 is now known to be invertible. the other hand, if b = (b1, .., br)
and ξ = (ξ1, ..., ξr), the solution (to the system (72)) is ξ = A
−1
1 b, but then
|ξ| = |A−11 b| ≤ ‖A−11 ‖|b| < Cq
√
b21 + ...+ b
2
r ≤ |ξ|, a contradiction. Therefore
(71) follows, and thus we have proved (i).
(ii) We ﬁrst show the existence of the Radon-Nikodym derivative. By (i),
we know that µˆq;a1,..,ar ∈ L2. The Fourier transform is a bijection in L2, sôˆµq;a1,..,ar(−x) ∈ L2. However, as a distribution, this is the measure µq;a1,..,ar
(in the previous chapter we have given measures an interpretation as dis-
tributions), so this is the Radon-Nikodym derivative (see previous chapter),
also denoted by µq;a1,..,ar . It remains to show that it is entire, or equivalently
that the Fourier transform of µˆq;a1,..,ar(ξ) is entire in Cr. By (i), µˆq;a1,..,ar(ξ)
decays like e−cq |ξ|
2
for ξ ∈ Rr, so the truncated integral∫
B(0,r)
µˆq;a1,..,ar(ξ)e
ix·ξdξ
can be diﬀerentiated repeatedly under the integral sign with respect to any
ξi (these are the components of ξ) and it converges uniformly to the Fourier
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transform of µˆq;a1,...,ar as R → ∞. It is well-known that a uniform limit of
analytic functions is analytic (see [33], page 53-54), so ̂ˆµq;a1,..,ar(ξ) is entire
in each of its variables, completing the proof.
(iii) This feature is common to all entire functions in Cr. Assume that
µq;a1,..,ar vanishes in A ⊂ Rr where mr(A) > 0. Then, by Fubini's theorem,
for each coordinate direction ei in Rr there exists a line `i parallel to ei and
intersecting A in a set of positive one dimensional measure (for otherwise
integrating over all the segments in one direction would produce zero, while
the integral of µq;a1,...,ar is 1 as it is a probability measure). However, the
restriction of µq;a1,..,ar onto `i is entire as a function of one complex variable,
so it cannot vanish on an interval unless it is constant. We conclude that
µq;a1,..,ar is constant in each of its variables. This is a contradiction since
µq;a1,..,ar is a probability density function, so its integral is 1. Hence the
counter assumption was false.
(iv) To see that µq;a1,...,ar is symmetric with respect to the point A :=
(−c(q, a1), ...,−c(q, ar)) (regardless whether r < ϕ(q)), notice that
µˆq;a1,...,ar(−ξ) = exp
(
−2i
r∑
j=1
c(q, aj)ξj
)
µˆq;a1,...,ar(ξ).
By taking the inverse Fourier transform on both sides, we obtain
µq;a1,...,ar(ξ) = µq;a1,...,ar(2A− ξ),
so µq;a1,...,ar(ξ) is symmetric with respect to A.
We are left with the case r = ϕ(q).
(i) Again (69) is an upper bound for the Fourier transform µˆq;a1,...,ar(ξ), but
it no longer decays in every direction as it gets the same value at ξ and
ξ + λ(e1 + ...+ er) for any λ, where (ei) is the standard basis of Rr. This is
due to the fact that
∑ϕ(q)
i=1 χ(ai) = 0 for χ 6= χ0. Nevertheless, we know that
the system
ϕ(q)∑
j=1
χ(aj)ξj, χ ∈ {χ0, ..., χϕ(q)−1} (73)
has no nontrivial solution since the corresponding matrix is the invertible
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matrix B mentioned above. This leads to∣∣∣∣∣∣
ϕ(q)∑
j=1
χ(aj)ξj
∣∣∣∣∣∣ ≥ cq|ξ|
for some cq > 0 and for χ 6= χ0 whenever ξ1 + ...+ ξϕ(q) = 0. Indeed, one has
|ξ| = |B−1Bξ| ≤ ‖B−1‖|Bξ|
= ‖B−1‖
√√√√√ϕ(q)∑
i=1
∣∣∣∣∣∣
ϕ(q)∑
j=1
χi(aj)ξj
∣∣∣∣∣∣
2
≤ Cq max
i≤ϕ(q)
∣∣∣∣∣∣
ϕ(q)∑
j=1
χi(aj)ξj
∣∣∣∣∣∣ ,
and since ξ1 + ... + ξϕ(q) = 0, we have i 6= ϕ(q) in the maximum, so the
condition (71) is fulﬁlled for at least one χ 6= χ0.
(ii) For brevity, let us write µ = µq;a1,...,ar .We concluded that |µˆ(ξ)|  e−cq |ξ|2
when r = ϕ(q) and ξ ∈ T := {x1 + ... + xr = 0}. Let Λ : Rr−1 → T be the
linear transformation Λ(x1, ..., xr−1) = (x1, ..., xr−1,−x1 − ... − xr−1) whose
inverse projects the hyperplane T onto Rr−1. Then µˆ(Λ(x)) ∈ L2(Rr−1). On
the other hand, if µ1(A) := µ(Λ(A)) for all measurable A, then cµˆ◦Λ = µ̂1 ∈
L2(Rr−1) for some c (that arises from the change of variables y = Λ(x)). By
the same argument as in the case r < ϕ(q), we get ̂̂µ1(−x) ∈ L2(Rr−1) and
that as a distribution this equals µ1. Therefore µ1 is absolutely continuous
with respect to mr−1 with Radon-Nikodym derivative belonging to L2(Rr−1),
so its variant µ is absolutely continuous with respect to the Lebesgue mea-
sure mT on the plane, and µ(x) ∈ L2(T ). Since µˆ(x) decays like a Gaussian
function in T , the same holds for µ̂1 in Rr−1, so for the same reason as before,
µ1(x) is analytic in Cr−1, and hence µ(x) is analytic in T ′.
(iii) As µq;a1,...,ar(x) is analytic in T
′, a very similar proof as for r < ϕ(q)
shows that it cannot vanish on any set E ⊂ T with mT (E) > 0, or equiva-
lently mr−1(Λ−1(E)) > 0. Thus the theorem is proved.
We are now in a position to prove the claims of the Main Theorem about the
densities. Deﬁning
µY (A) :=
1
Y
m({y ∈ [0, Y ] : E(y) ∈ A}),
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we can ﬁnally say that µq;a1,...,ar gives the value distribution of E(y) in the
sense that
µq;a1,...,ar(A) = lim
Y→∞
µY (A) (74)
for all Borel sets A with mr(∂A) = 0 if r < ϕ(q) and for all Borel sets A with
mT (∂A) = 0 if r = ϕ(q). Indeed, Theorem 4.1 can be written in the form∫
Rr
f(x)dµY (x)
Y→∞−−−→
∫
Rr
f(x)dµq;a1,...,ar(x) (75)
for all bounded continuous functions f : Rr → R, which means µY →
µq;a1,...,ar weakly. If r < ϕ(q), the portmanteau theorem then gives (75)
whenever µq;a1,..,ar(∂A) = 0, and the absolute continuity proved above gives
(75) when mr(∂A) = 0. If r = ϕ(q), the formula (74) holds for all Borel sets
A ⊂ T with µq;a1,...,ar(∂A) = 0 and by the previous theorem this is satisﬁed
when mT (∂A) = 0.
In particular, if r < ϕ(q), we may choose A = {x1 > ... > xr}. We get
δ(Pq;a1,..,ar) = lim
X→∞
1
logX
∫
Pq;a1,...,ar∩[log 2,X]
dx
x
= lim
Y→∞
1
Y
∫ Y
2
1{x1>...>xr}(E(y))dy
= lim
Y→∞
1
Y
m({y ∈ [2, Y ] : E(y) ∈ {x1 > ... > xr}})
= µq;a1,..,ar({x1 > ... > xr})
=
∫
{x1>...>xr}
µq;a1,...,ar(x)dx, (76)
and if this was equal to zero, µq;a1,.,,,.ar would vanish on a subset of Rr of
inﬁnite measure, which is impossible by part (iii) of Theorem 4.8. The same
computation up to notation together with Theorem 4.8 works if r = ϕ(q)
(we choose A = T ∩ {x1 > ... > xr}). Therefore δ(Pq;a1,..,ar) > 0.
To show the claim that the set
Qa1,...,ar :=
{
x ≥ 2 : pi(x; q, ai+1)− pi(x; q, ai) >
√
x
η(x) log x
, i = 1, ..., r − 1
}
has logarithmic density equal to δ(Pq;a1,...,ar), one considers the set
Aε := {(x1, ..., xr) ∈ Rr : xi+1 − xi > ε, i = 1, ..., r − 1},
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whose boundary has r-dimensional measure zero, so µq;a1,...,ar(Aε) = limY→∞ µY (A)
holds. Choose ε > 0, and let M be such that 1
η(x)
< ε for x ≥ M .
The logarithmic density assigns value zero to any bounded set, so the set
Qq;a1,...,ar∩ [M,∞) has the same logarithmic density as the original set. Mim-
icking the computation (76), we have
δ(Qq;a1,...,ar) = δ(Qq;a1,...,ar ∩ [M,∞))
≥ lim
Y→∞
1
Y
∫ Y
M
1Aε(E(y))dy
= µq;a1,...,ar(Aε).
since 1Aε(E(y)) = 1 implies y ∈ Qq;a1,...,ar for Y ≥ M . However, the last
expression converges to µq;a1,...,ar(A0) as ε → 0 by the continuity of mea-
sures. We already know that µq;a1,...,ar(A0) = δ(Pq;a1,...,ar), so δ(Qq;a1,...,ar) ≥
δ(Pq;a1,...,ar). Since the converse inequality is trivial, the claim follows.
Next, let a be a quadratic nonresidue and b a quadratic residue (mod q). From
part (iv) of Theorem 4.8, we know that µa,b is symmetric with respect to the
point (−c(q, a),−c(q, b)). Now if we draw a line through (−c(q, a),−c(q, b))
that is parallel to the line x2 = x1, the plane R2 is divided into two half-planes
H1 and H2 (H1 is the upper one of these) such that∫
H1
µa,b(x)dx =
∫
H2
µa,b(x)dx =
1
2
,
by symmetry. Since −c(q, a) = 1 and −c(q, b) < 0, the center of symmetry
(−c(q, a),−c(q, b)) lies in the set {(x1, x2) : x1 > x2}. Therefore∫
{x1>x2}
µa,b(x)dx =
∫
H1
µa,b(x)dx+
∫
{x1>x2}\H1
µa,b(x)dx ≥ 1
2
.
If equality held, the integral of µa,b would be zero on a strip of inﬁnite two-
dimensional Lebesgue measure, which contradicts the part (iii) of Theorem
4.8 and proves δ(Pq;a,b) >
1
2
. One also sees that δ(Pq;N,R) >
1
2
since the Bessel
product formula for µˆq;R,N is symmetric with respect to ξ = −1 and µq;R,N is
an entire function by a similar but easier argument than above (the claims
of Theorem 4.8 can be veriﬁed explicitly in this case).
Assume then that a and b are both quadratic residues or nonresidues (mod q).
As we remarked on page 33, c(q, a) = c(q, b) in this case. Therefore, by part
(iv) of Theorem 4.8, µˆa,b is symmetric with respect to the point (r, r), where
61
r = −c(q, a). Therefore we can compute
1 =
∫
{x1>x2}
µq;a,b(x1, x2)dx1dx2 +
∫
{x1<x2}
µq;a,b(x1, x2)dx1dx2
=
∫
{x1>x2}
µq;a,b(x1, x2)dx1dx2 +
∫
{r−x1<r−x2}
µq;a,b(r − x1, r − x2)dx1dx2
= 2
∫
{x1>x2}
µq;a,b(x1, x2)dx1dx2 = 2δ(Pq;a,b),
where we used the symmetry with respect to (r, r) in the penultimate step.
Thus δ(Pq;a,b) =
1
2
. 
4.6 Vanishing of the Bias as q →∞
We shall now prove the part of the Main Theorem, which says that the log-
arithmic density of the set where the quadratic nonresidue primes (mod q)
have the lead approaches 1
2
as q →∞ (q is still of the form 4, pα or 2pα).
Fix some constant M , and restrict ξ to be at most M in modulus. Taking
the logarithm of the formula (68) for the Fourier transform of µq;R,N , we get
for large values of q
log µˆq;R,N(
ξ√
log q
) =
iξ√
log q
+
∑
γ>0
log J0
 2ξ√
1
4
+ γ2
√
log q

=
iξ√
log q
+
∑
γ>0
log
(
1− ξ
2
(log q)(1
4
+ γ2)
+D(ξ)
)
where |D(ξ)|  ξ4
log2 q
 M4
log2 q
by the power series of J0. Then by the Taylor
series of the logarithm,
log µˆq;R,N(
ξ√
log q
) =
iξ√
log q
− ξ
2
log q
∑
γ>0
1
1
4
+ γ2
+O
(
M4
log2 q
∑
γ>0
1
(1
4
+ γ2)2
)
.
The sum
∑
γ>0
1
1
4
+γ2
is related to the logarithmic derivative of L(s, χ1) by
∑
γ>0
1
1
4
+ γ2
=
1
2
log q +
L′
L
(1, χ1) +O(1)
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where C stands for Euler's constant. Indeed, this is formula (16) from Chap-
ter 2 for the real character χ1 when we notice that∑
ρ
(
1
1− ρ +
1
ρ
)
=
∑
γ>0
1
1
4
+ γ2
and B(χ) = −∑γ>0 11
4
+γ2
(for this, see Davenport's book [5], pages 82-83).
In addition, one has L
′
L
(1, χ1) log log q (the following proof is from [10]). To
see this, we take the logarithmic derivative of the Euler product of L(s, χ1),
and then set s = 1, to get
L′
L
(1, χ1) = −
∑
p
χ1(p) log p
p− χ1(p) = −
∑
p
χ1(p) log p
p
+O(1),
where we just applied 1
x
− 1
x+h
= h
x(x+h)
. By partial summation, this gives
L′
L
(1, χ1) =
∫ ∞
2
θ(x, χ1)
x2
dx+O(1) =
∫ ∞
y
θ(x, χ1)
x2
dx+O(log y) +O(1),
(77)
where θ(x, χ1) =
∑
p≤x χ1(p) log p. We choose y = log
4 q and use the estimate
θ(x, χ) √x log2(qx), which is implied by the GRH (in Chapter 3 this was
proved without indicating q-dependence for ψ(x, χ), which diﬀers from θ(x, χ)
by at most 2
√
x log x. A proof of the result with q-dependence can be found
in [24] on page 370). We obtain the result L
′
L
(1, χ1)  log log q from (77)
since ∫ ∞
y
(log q + log x)2
x
3
2
dx = O
(
log2 q√
y
+
(log q) log log q√
y
+ 1
)
.
Because of ∑
γ>0
1
(1
4
+ γ2)2
≤ 4
∑
γ>0
1
(1
4
+ γ2)
,
we now get, for |ξ| ≤M ,
log µˆq;R,N
(
ξ√
log q
)
=
iξ√
log q
− ξ
2
2
(
1 +O
(
log log q
log q
)
+O(
M4
log q
)
)
= −ξ
2
2
+O
(
M√
log q
+
M2 log log q
log q
+
M6
log q
)
,
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which approaches − ξ2
2
as q → ∞. Therefore µˆq;R,N( ξ√log q ) → e−
ξ2
2 as q →
∞ pointwise, so by Levy's theorem from Chapter 3, √log q µq;R,N( x√log q )
converges in distribution to the probability density function of the normal
distribution, which is 1√
2pi
e−
x2
2 . In particular,∫ ∞
0
µq;R,N(x)dx =
∫ ∞
0
√
log q µq;R,N(
x√
log q
)dx→ 1√
2pi
∫ ∞
0
e−
x2
2 dx =
1
2
as q → ∞. The integral above is δ(Pq;R;N), so we have proved that is ap-
proaches 1
2
. Obviously δ(Pq;N,R) = δ([1,∞)) − δ(Pq;R,N), so this also ap-
proaches 1
2
, proving the statement. 
4.7 Symmetries of the Prime Races
We will demonstrate the remaining part of the Main Theorem, namely that
the condition given for r = 3 in the Main Theorem implies that the prime
race is even; more precisely,
Theorem 4.9. The function µq;a1,...,ar(x1, ..., xr) is invariant under permu-
tations of (x1, ..., xr) if one of the following holds:
(i) r = 2 and a1a2 is a quadratic residue
(ii) r = 3 and there is an element ω ∈ Z×q such that
ω3 ≡ 1 (mod q), a2 ≡ a1ω (mod q), a3 ≡ a2ω (mod q).
Notice that δ(Pq;a1,...,ar) is symmetric in the ai's if µq;a1,...,ar is. Indeed,
δ(Pq;a1,..,ar) =
∫
A
µq;a1,...,ar(x)dx,
where A = {(x1, ..., xr) ∈ Rr : x1 > x2 > ... > xr}, so the symmetry of
µq;a1,...,ar implies that the order of ai's does not matter for the density. It is
by no means clear that if µq;a1,...,ar is not symmetric in the ai's, then all of the
densities δ(Pq;a1,...,ar) cannot be equal. This is believed to be true, though,
but it is an open problem; see [20].
Proof. We want to show that the Bessel product formula for µq;a1,...,ar is
symmetric in its variables in the cases mentioned above. One sees by multi-
plying out that |χ(a1)ξ1 + χ(a2)ξ2|2 = |χ(a2)ξ1 + χ(a1)ξ2|2, so the Bessel
product factor is symmetric in the case (i). In the case (ii), if σ is a
permutation of {1, 2, 3}, then by comparing the coeﬃcients, one sees that
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|χ(a1)ξ1 + χ(a2)ξ2 + χ(a3)ξ3|2 = |χ(aσ(1))ξ1 + χ(aσ(2))ξ2 + χ(aσ(3))ξ3|2 for all
ξ1, ξ2, ξ3 ∈ R if and only if
<(χ(ai)χ¯(aj)) = <(χ(aσ(i))χ¯(aσ(j)))
for all 1 ≤ i < j ≤ 3. If condition (ii) is satisﬁed, we need to prove
<(wi−j) = <(wσ(i)−σ(j))
for all i < j, where w = χ(ω) is a cubic root of unity. If σ is an identical
permutation or (123) or (231), this certainly holds. If σ is a transposition,
say (12), then the claim is true because of <(w) = <(w−1). Hence the claim
holds for all permutations.
If condition (i) of the theorem holds, then also the exponential factor in
the Bessel product of (46) is symmetric in ξ1, ξ2, so µˆq:a1,a2(ξ1, ξ2) is also
symmetric, and then µq;a1,a2 is symmetric as well. If condition (ii) holds,
then c(q, a3) = c(q, a2) = c(q, a1) since c(q, a) depends only on whether a is a
quadratic residue (mod q) and a3 ≡ ω2a1, a2 ≡ ω−2a3 (mod q). This means
that the exponential factor of the formula for µˆq;a1,a2,a3 is symmetric, and we
already observed that the Bessel product is symmetric. Since µˆq;a1,a2,a3(ξ) is
now symmetric in its variables, so is µq;a1,a2,a3(ξ). This ﬁnishes the proof of
the last assertion of the Main Theorem.
4.8 Asymptotics of the Measures of the Prime Races
We consider the rate of decay of µq;a1,...,ar at inﬁnity, or more precisely, the
decay of µq;a1,...,ar({|x| ≥ R}) as a function of R. It turns out that this func-
tion goes to zero at least subexponentially, but at most double-exponentially.
Based on what is known for special prime races (see [23] for the race between
pi(x) and Li(x), which is not discussed in this thesis but behaves similarly),
it is suspected that an estimate of the form exp(− exp(−cq
√
R)) is close to
reality [28]. This explains why the behavior of the prime races (for example
the race between the primes 3n − 1 and 3n + 1 mentioned in the introduc-
tion) is seen only in extremely large scales. For simplicity, the lower bound
is proved only for the race between the quadratic nonresidues and residues.
Theorem 4.10. Assuming the GRH and the GSH, one has
µq;a1,...,ar({|x| ≥ R}) exp(−cq
√
R) (78)
for some cq > 0. For q equal to 4, an odd prime power or twice an odd prime
power,
µq;R,N({x ≥ R}) exp(− exp(cqR)). (79)
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The same holds for µq;N,R.
The proof of the upper bound follows by combining some earlier lemmas and
theorems. Indeed, we have by (64) the inequality
µ(f) = νT (f) +O
(
cf
log2 T
T
)
,
where cf is a Lipschitz constant for f , ν
T is as in Lemma 4.4, and
µ(f) := lim
Y→∞
∫ Y
2
1
Y
f(E(y))dy.
We choose f(x) = 1−min{1, d(x,A)}, where A = B(0, R)c is the complement
of the ball B(0, R) and d(x,A) is the distance of x from A. Then f is Lipschitz
with constant 1, so
|µ(f)− νT (f)| ≤ c log
2 T
T
for some absolute constant c. By Lemma 4.4, νT is supported in the ball
B(0, cq log
2 T ) for some cq , so if R = 1 + cq log
2 T, the supports of f and νT
are disjoint. Then
µ(f) ≤ c log
2 T
T
.
Since f(x) ≥ 1B(0,R)c(x), the deﬁnition of µ(1B(0,R)c) gives
lim
Y→∞
1
Y
m({y ∈ (0, Y ] : E(y) ∈ B(0, R)c}) ≤ c log
2 T
T
.
The limit on the left is equal to µq;a1,...,ar(B(0, R)
c) by (74), so our choice of
R gives
µq;a1,...,ar(B(0, R)
c) e−c′q
√
R,
which was to be shown.
The lower bound is signiﬁcantly more tedious to prove. Let χ1 be the non-
trivial real character (mod q), and let
R(x) :=
log x√
x
∑
p≤x
χ1(p) =
log x√
x
(piq;R(x)− piq;N(x))
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be the comparison function of this prime race. With this notation, along
with the notations used before, Lemma 4.1 results in
R(x) =
1
ϕ(q)
(∑
a∈R
E(x; q, a)−
∑
a∈N
E(x; q, a)
)
=
1
ϕ(q)
∑
a∈R
(
−c(q, a) +
∑
χ 6=χ0
χ¯(a)
ψ(x, χ)√
x
)
− 1
ϕ(q)
∑
a∈N
(
−c(q, a) +
∑
χ 6=χ0
χ¯(a)
ψ(x, χ)√
x
)
+O
(
1
log x
)
= −1 + 1
ϕ(q)
∑
χ 6=χ0
(∑
a∈R
χ¯(a)−
∑
a∈N
χ¯(a)
)
ψ(x, χ)√
x
+O
(
1
log x
)
= −1 + ψ(x, χ1)√
x
+O
(
1
log x
)
,
where we used the fact that |R| = |N |, c(q, a) = 1 for a ∈ R and c(q, a) = −1
for a ∈ N , 25 interchanged summations, and used the following:
∑
a∈R
χ¯(a)−
∑
a∈N
χ¯(a) = −
∑
a∈Z×q
χ¯(a) + 2
∑
a∈R
χ¯(a) =
∑
x∈Z×q
χ¯2(x) =
{
0 if χ2 6= χ0
ϕ(q) if χ2 = χ1.
Using the explicit formula (5) from Chapter 2 for ψ(x, χ1), we can further
write
R(ey) = −1−
∑
|γ|≤X
eiγy
1
2
+ iγ
+O
(
e
y
2 log2(eyX)
X
)
, (80)
where 1
2
+ iγ runs through the zeros of L(s, χ1) on 0 < <(s) < 1.26 Since
25This holds generally only for q = 2, 4, a prime power or twice a prime power
26The occurrence of −1 in this formula produces the factor eiξ in the Bessel product
(68).
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1
2
+ iγ is a zero of L(s, χ1) if and only if
1
2
− iγ is, we can rewrite the sum as
R(ey)−O
(
1 +
e
y
2 (y + logX)2
X
)
= −
∑
0≤γ≤X
(
eiγy
1
2
+ iγ
+
e−iγy
1
2
− iγ
)
= −2
∑
0≤γ≤X
<
(
eiγy
1
2
+ iγ
)
= −2
∑
0≤γ≤X
(
γ sin γy
1
4
+ γ2
+
1
2
cos γy
1
4
+ γ2
)
= −2
∑
0≤γ≤X
γ sin γy
1
4
+ γ2
+O(1)
= −2
∑
0≤γ≤X
sin γy
γ
+O(1)
because
∑
γ
1
γ2
= O(1). This representation of R(ey) in terms of a weighted
sum of the sines of the zeros γ is central to the proof of the lower bound for
the tail of the measure, since
µq;R,N({x ≥ λ}) = lim
x→∞
1
x
m({y ∈ [0, x] : R(ey) ≥ λ}) (81)
by the same argument that we used to prove this formula for µq;a1,...,ar . From
the formula for R(ey) one can guess, although it is not trivial to prove, that
R(ey) oscillates on both sides of 0 as y varies, meaning that both the quadratic
nonresidue primes and the residue primes hold the lead for some time. This
was already shown in the proof of the Main Theorem.
To consider R(ey) more carefully, let ε be a small positive number, m a
positive integer, and ξ ≥ 2 + ε
2
. Deﬁne Fε(ξ) as the average of R(e
y) over
y ∈ [ξ − ε
2
, ξ + ε
2
]. We show that these averages are large assuming a certain
condition, so the function R(ey) is also large on some intervals. We formulate
this as a lemma.
Lemma 4.11. We have Fε(m+12 ε) > c log ε
−1 when
max
0≤γ≤ε−1
‖γmε
2
‖ ≤ d
log ε−1
,
where c, d > 0 are certain constants and ‖ · ‖ denotes the distance to the
nearest multiple of 2pi and γ denotes a zero of the function L(s, χ1).
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Proof. We begin by simplifying the deﬁnition of Fε(ξ).
Fε(ξ) :=
1
ε
∫ ξ+ ε
2
ξ− ε
2
R(ey)dy
= −2
ε
∫ ξ+ ε
2
ξ− ε
2
∑
0≤γ≤X
sin γy
γ
dy +
1
ε
O
(∫ ξ+ ε
2
ξ− ε
2
(
1 +
e
y
2 (y + logX)2
X
)
dy
)
=
2
ε
∑
0≤γ≤X
cos((ξ − ε
2
)γ)− cos((ξ + ε
2
)γ)
γ2
+
1
ε
O
ε+
(
e
1
2
(ξ+ ε
2
) − e 12 (ξ− ε2 )
)
(ξ + 1 + logX)2
X

=
4
ε
∑
0≤γ≤X
sin γξ sin γε
2
γ2
+
1
ε
O
ε+
(
e
1
2
(ξ+ ε
2
) − e 12 (ξ− ε2 )
)
(ξ + 1 + logX)2
X

→ 4
ε
∑
0≤γ
sin γξ sin γε
2
γ2
+O(1)
as X →∞. We deﬁne
F ∗ε (ξ) :=
4
ε
∑
0≤γ≤ε−2
sin γξ sin γε
2
γ2
; (82)
then F ∗ε (ξ) = Fε(ξ) + O(1). The function F
∗
ε (ξ) is an almost periodic ver-
sion of the average function (as a trigonometric polynomial, F ∗ε has a certain
set of almost periods that are repeated with arbitrary precision, though
not exactly).
Notice that for 0 < ε < 1,
F ∗ε (
ε
2
) =
4
ε
∑
0≤γ≤ε−2
sin2 γε
2
γ2
≥ 4
ε
∑
0≤γ≤ε−1
sin2 γε
2
γ2
≥ 4ε cos 1
2
∑
0≤γ≤ε−1
(
sin γε
2
γε
)2
≥ 4ε cos 1
2
∑
0≤γ≤ε−1
1
32
≥ c0 log ε−1,
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since
∣∣γε
2
∣∣ ≤ 1
2
implies
∣∣∣ sin γε2γε ∣∣∣ > 13 , and the number of γ's on [0, ε−1] is
 ε−1 log ε−1 by the asymptotic formula for the number of zeros. We re-
mark that here Rubinstein and Sarnak's paper makes a very minor mistake
in considering F ∗ε (ε), which does not behave as nicely as F
∗
ε (
ε
2
) because there
is much oscillation. In my MathOverﬂow question [21], I was informed that
the matter is ﬁxed just by considering F ∗ε (
ε
2
).
Using | sinx| ≤ x, we estimate
|F ∗ε ((m+ 1)
ε
2
)− F ∗ε (
ε
2
)|
=
4
ε
∣∣∣∣∣∣
∑
0≤γ≤ε−2
(sin((m+ 1)γε
2
)− sin γε
2
) sin γε
2
γ2
∣∣∣∣∣∣
≤ 2
∑
0≤γ≤ε−2
∣∣∣∣(sin((m+ 1)γε2 )− sin γε2 )γ
∣∣∣∣
≤ 2 max
0≤γ≤ε−2
‖γmε
2
‖
∑
0≤γ≤ε−2
1
γ
≤ max
0≤γ≤ε−2
‖γmε
2
‖c1 log2 ε−1,
where ‖ · ‖ is the distance to the nearest multiple of 2pi, and we used
| sin a − sin b| ≤ ‖a − b‖, which holds for a, b ∈ [0, pi) by the mean value
theorem and can be extended to other values by the periodicity of the sine.
Now we choose d = c0
2c1
in the lemma we are proving. Then F ∗ε ((m+ 1)
ε
2
) ≥
c0
2
log ε−1. This implies, for some constant c2 > 0 and small values of ε, the
bound
Fε
(
m+ 1
2
ε
)
> c2 log ε
−1,
so the lemma is proved.
Let m be an integer on [2
ε
, M
ε
], where M is an integer variable tending to
inﬁnity later on. We would like to ﬁnd many values of m such that the
condition of Lemma 4.11 is satisﬁed, since this would give us intervals on
which R(ey) is large (we formulate this soon as Lemma 4.12). Therefore,
deﬁne
GM :=
{
m ∈
[
2
ε
,
M
ε
]
: max
0≤γ≤ε−2
‖γmε
2
‖ ≤ D
}
,
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where D = d
log ε−1 and d is as before. We use pigeonhole principle to derive
a lower bound on |GM |. Consider the vectors xm = (γ1m4pi , ..., γNm4pi ) mod 1,
which lie in [0, 1]N . Divide this cube into boxes of side length 1
k
, where k is the
smallest integer such that 1
k
≤ D
2
. The number of these boxes is kN ≤ ( 3
D
)N
for small values of ε (recall that D depends on ε). Thus, there will be at
least [
M − 2
ε(6c1c
−1
0 log ε
−1)N
]
vectors xm in some box. If m1, ...,m` are the corresponding indices, then the
components of the vectors xmi − xm1 , i = 1, ..., ` satisfy the required bound
for their distance from a multiple of 2pi, so
|GM | ≥
[
M − log 2
ε(6c1c
−1
0 log ε
−1)N
]
. (83)
As a function of M , which is a free (large) parameter, this bound is linear.
To transform bounds on |GM | to information about the positivity of R(ey),
we also consider the squares of the quadratic averages of R(ey) deﬁned by
qm :=
1
ε
∫ m+2
2
ε
m
2
ε
R(ey)2dy.
We need the following lemma.
Lemma 4.12. If m ∈ GM , the set{
y ∈
[
m
2
ε,
m+ 2
2
ε
]
: R(ey) ≥ 1
2
c2 log ε
−1
}
has Lebesgue measure not less than
εc22 log
2 ε−1
4qm
.
Proof. Denote
ν(λ) = ε−1m
({
y ∈
[
m
2
ε,
m+ 2
2
ε
]
: R(ey) ≤ λ
})
,
which is the probability distribution function for R(ey) on the interval under
consideration. By deﬁnition,
∫∞
−∞ ν
′(λ)dλ = 1, and the expectation of ν ′ is∫ ∞
−∞
λν ′(λ)dλ =
∫ ∞
−∞
ν(λ)dλ =
1
ε
∫ m+2
2
ε
m
2
ε
R(ey)dy = Fε((m+ 1)
ε
2
) ≥ c2 log ε−1
71
by partial integration (ν is compactly supported) and a corollary of Fubini's
theorem (Lemma 3.1) if m ∈ GM . The variance is given by∫ ∞
−∞
λ2ν ′(λ) = qm,
again by Fubini's theorem. Because of∫ c2
2
log ε−1
−∞
λν ′(λ) ≤ c2
2
log ε−1
∫ c2
2
log ε−1
−∞
ν ′(λ) =
c2
2
log ε−1ν
(
1
2
c2 log ε
−1
)
and the fact ν(λ) ≤ 1, we must have∫ ∞
1
2
c2 log ε−1
λν ′(λ) ≥ 1
2
c2 log ε
−1.
Applying the Cauchy-Schwartz inequality, we deduce
1
2
c2 log ε
−1 ≤
∫ ∞
1
2
c2 log ε−1
λ
√
ν ′(λ) ·
√
ν ′(λ)dλ
≤
(∫ ∞
1
2
c2 log ε−1
λ2ν ′(λ)
) 1
2
(∫ ∞
1
2
c2 log ε−1
ν ′(λ)
) 1
2
≤ √qm ν
(
1
2
c2 log ε
−1
) 1
2
,
or
ν
(
1
2
c2 log ε
−1
)
≥ c
2
2 log
2 ε−1
4qm
,
which proves the claim. 
This lemma gives us a lower bound on the measure of the set in which the
the function R(ey) is large;
m({y ∈ [2, M + 2
2
ε] : R(ey) ≥ 1
2
c2 log ε
−1}) ≥
∑
m∈GM
εc22 log
2 ε−1
4qm
. (84)
Applying the inequality ∑
m∈GM
1
qm
∑
m∈GM
qm ≥ |GM |2,
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which is a special case of the Cauchy-Schwartz inequality, we get for (84) a
lower bound of
≥ |GM |2 1∑
m∈GM qm
εc22 log
2 ε−1
4
. (85)
One has ∑
2≤mε≤M
qm ≤ 1
ε
∫ M+2
2
ε
2
R(ey)2dy ≤ c3M
ε
,
since applying Cauchy-Schwarz in the form (
∑n
i=1 ai)
2 ≤ n∑ni=1 a2i one gets∫ M
2
R(ey)2dy q
∑
q∈Z×q
∫ M
2
E(ey; q, a)2dy,
and by choosing T to be a constant in Lemma 4.3, the upper bound of order
M is obtained.
Consequently
∑
m∈GM qm ≤ c3Mε−1, so the previous estimate (85) is at least
≥ |GM |
2
c3M
ε2c22 log
2 ε−1
4
≥
[
M − 2
ε(6c1c
−1
0 log ε
−1)N
]2
ε2c22 log
2 ε−1
4c3M
by (83). We conclude, combining (84) with the previous inequality and with
bxc ≥ x
2
, that
2M
ε(M − 2)2m({y ∈ [2,
M + 2
2
ε] : R(ey) ≥ 1
2
c2 log ε
−1}) ≥ c
2
2 log
2 ε−1
4c3(6c1c
−1
0 log ε
−1)2N
.
As M →∞, we know by (81) that the left-hand side approaches
µq;R,N([
1
2
c2 log ε
−1,∞)).
Choosing λ = 1
2
c2 log ε
−1, we have, as before, N = N(ε−2)  ε−2 log ε−2 
exp(Aλ) for some constant A > 0. Therefore,
µq;R,N([λ,∞)) = µq;N,R([1
2
c2 log ε
−1,∞)) ≥ A1λ
2
(A2λ)2 exp(A3λ)
≥ exp(exp(−aλ))
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for a suitable constant a > 0 depending on q and any large λ. This com-
pletes the proof of the lower bound for the logarithmic density of the set
on which the nonresidue primes lead over the residue primes. The proof of
the lower bound of µq;N ;R((−∞, λ)) is the same, except we have F ∗ε (− ε2) −ε−1 log ε−1 by the same argument, and then we consider F ∗ε (−(m+1) ε2) for
the same values of m. 
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