Abstract: High Performance Computing (HPC) is the recently developed technology in the field of computer science, which evolved due to meet increasing demands for processing speed and analysing/processing huge size of data sets. HPC brings together several technologies such as computer architecture, algorithm, programs and system software under one canopy to solve/handle advanced complex problems quickly and effectively. It is a crucial element today to gather and process large amount of satellite (remote sensing) data which is the need of an hour. In this paper, we review recent development in HPC technology (Parallel, Distributed and Cluster Computing) for satellite data processing and analysing. We attempt to discuss the fundamentals of High Performance Computing (HPC) for satellite data processing and analysing, in a way which is easy to understand without much previous background. We sketch the various HPC approach such as Parallel, Distributed & Cluster Computing and subsequent satellite data processing & analysing methods like geo-referencing, image mosaicking, image classification, image fusion and Morphological/neural approach for hyperspectral satellite data. Collective, these works deliver a snapshot, tables and algorithms of the recent developments in those sectors and offer a thoughtful perspective of the potential and promising challenges of satellite data processing and analysing using HPC paradigms.
INTRODUCTION High Performance Computing (HPC) is the recently
developed technology in the field of computer science, which evolved due to meet increasing demands for processing speed. HPC brings together several technologies such as computer architecture, algorithm, programs and system software under one canopy to solve advanced complex problems quickly and effectively. This technology focuses on developing and implementing methods like parallel processing, cluster processing and distributed processing for solving problems. Parallel processing is a computing approach to increase the rate at which the set of data is processed by processing different parts of the data at the same time [1] . Unlike other methods where data in inputted in memory system in a step by step manner, distributed processing uses parallel processing on multiple machines, where data is distributed to all parts of the memory system at once. Parallel computing may be seen as a particular tightly coupled form of distributed computing [2] and distributed computing may be seen as a loosely coupled form of parallel computing [3] . In cluster computing many CPUs hooked up via high speed internet connections to a central server which gives each of them several task [1] . With the advancement of satellite remote sensing technology we are getting high spatial, spectral and radiometric resolution images with a huge data available. But problems occur when Remote Sensing image processing speed falls far behind which means that abundant data cannot be translated into useful information in time. Recently, application of HPC technology is getting more importance in remote sensing research work. The utilization of HPC systems in remote sensing applications has become more and more widespread in recent years [4] . HPC is able to improve the computing speed to a great extent in massive data processing, which makes itself an effective way to solve the problem of processing efficiency in remote sensing data. In this paper we present various techniques and methods of High Performance Computing for remotely sensed satellite image processing and analyzing. The following sections briefly describe the High Performance Computing technology for remote sensing data processing and analyzing methods.
PARALLEL COMPUTING
Parallel processing is the simultaneous processing of the same task on two or more microprocessors in order to obtain faster results. The computer resources can include a single computer with multiple processors, or a number of computers connected by a network, or a combination of both. The processors access data through shared memory. With the help of parallel processing, a number of computations can be performed at once, bringing down the time required to complete a project. Parallel processing is particularly useful in projects that require complex computations [5] . Han S.H. et al. (2009) explained that parallel processing system denotes a multipleprocessor computer system consisting of centralized multiprocessors or multi-computers [6] . Figure-1 shows task based parallel processing workflow of automatic geometric correction (step 0), image matching (step 1) and Digital Surface Model generation (step n) using various data / block.
In parallel computing more than one processor is required to perform any task. There are two basic types of parallel computer systems i.e., shared memory multi-computers (SMMC) and message passing multi-computers (MPMC) [7] .
The difference between these two types is based on their memory storage unit. In SMMC memories are shared among computers, which means multi-computers share a uniformly coded storage unit and data exchange is realized by addressing operations. Whereas, MPMC uses network to connect computers or processors and each computer has its own storage unit which cannot be accessed by other computers [8] . 
Image fusion
Image fusion is the process of merging multi-spectral image having high spectral resolution and pan-chromatic image having high spatial resolution (co-georeferenced). There are different algorithms and operations used for image fusion like Brovey, SFIM, HFM, Wavelet, HIS, Gram-Schmidt, PCA, etc. Yang J. H., et al., (2010) explained that the parallel processing framework can be applied to most image fusion algorithms, which are divided into three categories such as component substitution (CS), modulation based fusion techniques and multi resolution analysis (MRA) based fusion techniques [9] . On satellite image fusion, algorithms can be examined in main four steps i.e., i) Co-register of MS and Pan image, ii) Upscale (interpolation) of MS image, iii) Gather spatial image in Pan image and iv) Merge spatial details with MS image [10] . They analyzed fourteen data fusion methods, execute both serial and parallel algorithms and compare execution times and quality performances. After experimenting serial and parallel algorithm they concluded that all parallel algorithms performed on average 4.4 times faster than serial algorithms with minimum 1.75 and 4.4 times faster. Yang Jinghui et al., (2012) proposed that the parallel processing mechanism can divide an entire image into different blocks which are dispatched to different processing units [11] . Thus the processing efficiency is improved. Although, splitting the computation to more processing threads shortens the executing time but, it also increases the additional cost caused by inefficient memory usage when number of threads increases. In order to check the efficiency of different fusion methods, Alper et al., (2013) [10] . SAM is used to measure the angle between the spectral vector of fused MS bands and original MS bands to analyze the spectral similarity [12] . Smaller results express high similarity between the images and higher express low similarity [13] . They further explained that the variation in performance of each test differs according to characteristics of methods and their algorithms, hardware limits, cache memory usage, hyper threading etc. They concluded that the best result is observed on Gram-Schmidt followed by IHS-Wavelet hybrid method.
Image classification
Image classification is the most important part of digital image processing. The intent of the classification process is to categorize all pixels in a digital image into one of several land cover classes or themes. This categorized data may then be used to produce thematic maps of the land cover present in an image [14] . There are two types of image classificationsupervised and unsupervised. Supervised classification makes use of the training samples. While in unsupervised classification natural clustering or grouping of the pixel values i.e., gray levels of the pixels are observed. Smit M. et al., (2000) described that technology to rapidly process imagery data into useful information products has not kept pace with the rapidly growing volume and complexity of imagery data increasing available from government and commercial sources. Significant processing speed improvements have been achieved by implementation of classification methods on the highly parallel integrated virtual environment (HIVE) -a Beowulf class system using parallel virtual machine software [15] . Kato Z. et al., (1999) dealt with the problem of unsupervised classification of images modeled by Markov Random Fields (MRF). They worked on parameter estimation methods related to monogrid and hierarchical MRF models using some iterative unsupervised parallel segmentation algorithms. They described algorithms which have been tested on image segmentation problems [16] . Also comparative tests have been tested on noisy synthetic data and on real satellite images. The algorithms were implemented on a Connection Machine CM200 [17, 18] . They compared the obtained parameters and segmentation results to the supervised results presented by Kato Z. et al., (1996) in the given Table 1 [19] .
Table 1. Comparison of supervised and unsupervised classification (Number of misclassifed pixels)
The result shows that unsupervised algorithms provide results comparable to those obtained by supervised segmentations, but they require much more computing time due to hyper parameter estimation and they are slightly more sensitive to noise. The main advantage is that unsupervised methods are completely data-driven where only input parameter is the number of classes.
Image mosaicking
Hongyu Wang (2005) has explained that image mosaicking is the process of combining a set of small images into a larger composite image [20] . However, it is very complex to mosaic multiple small images because individual images must be projected into a common coordinate space, overlap between images has to be calculated, the images should be processed so that the backgrounds match, and images composed while using a variety of techniques to handle the presence of multiple pixels in the same output space. To accomplish these tasks, a suite of software tools called Montage has been developed. The modules in this suite can be run on a single processor computer using a simple shell script, and can additionally be run using a combination of parallel approaches. These include running MPI versions of some modules, and using standard grid tools. In the latter case, processing workflows are automatically generated, and appropriate data sources are located and transferred to a variety of parallel processing environments for execution. As a result, it is now possible to generate large-scale mosaics ondemand in timescales that support iterative, scientific exploration [21] . Yan Ying Wang et al., (2010) described that image mosaic for large scale RS images, the registration and blending of mosaic is I/O sensitive and time consuming. They proposed an Optimized Image Mosaic Algorithm with Parallel I/O and Dynamic Grouped Parallel Strategy Based on Minimal Spanning Tree to solve the problems associated with image mosaicking. An effective parallel strategy of data splitting is adopted in the time-consuming part, registration and blending. In addition, the multi-thread parallel I/O strategy which is overlapping I/O and computing time is adopted to speed up the algorithm efficiency. Its outstanding parallel efficiency and perfect linear speedup is shown through experimental and comparative analysis [22] . [23] . The computational performance of the proposed methods is demonstrated using real analysis scenarios based on the exploitation of AVIRIS data using two parallel computer systems and SGI Origin 2000 multicomputer located at the Barcelona Supercomputing Center (BSC) and the Thunderhead Beowulf cluster at NASA's Goddard Space Flight Center (NASA/GSFC). They developed a new parallel morphological /neural approach for hyper spectral image classification and specifically discuss implementation aspects using several commodity cluster-based architectures. They proposed methods for hyper spectral analysis which can be included in the category of spectral un-mixing and classification approaches respectively [24] . Valencia D. et al., (2007) described classification problem of spectral mixing, and then introduce a morphological operations to solve the problem using SOM (Self Organizing Map) and end member extraction-based approach/ algorithms [23] . Based on the morphological concept they proposed Automated End member Extraction Algorithm (AMEE) method, and allows soft classification of hyper spectral images in fully automated fashion. In addition to this they discussed parallelization strategies for AMEE and SOM algorithms. The proposed parallel algorithm fully exploits the underlying parallelism inherent in image processing methods which, minimizes the communication between processors [25] . Execution time (in seconds) of the AMEE algorithm at the SGI Origin 2000 multi-computer for several combinations of number of iterations. I MAX , and number of processors, N is given in the Table 2 & 3.
Morphological /neural approach for hyperspectral satellite image processing
Valencia D. et al., (2007) demonstrated new parallel processing methodologies for hyper spectral image processing based on neural architectures and morphological concepts
Table 2. AMEE algorithm (time in seconds) in SGI origin 2000 (From Valencia D. et al., 2007).
Execution time (in seconds) of the AMEE algorithm at the Thunderhead Beowulf cluster for several combinations of number of iterations. I MAX and number of processors N. They concluded that parallel computing at the massively parallelism level, supported by message passing, provides a unique framework to accomplish the above goals. For this purpose, computing systems made up of arrays of commercial off-theshelf computing hardware are a cost-effective way of exploiting this sort of parallelism in remote sensing applications. Specifically, the proposed MPI-based parallel implementation minimizes inter-processor communication overhead and can be ported to any type of distributed memory system. 
Model

CLUSTER COMPUTING
A computer cluster is a group of interconnected CPU's which are employed to process large datasets. The interconnection can be of many different types including via LAN, ftp server, Bluetooth network, Wi-Fi, etc. Computer cluster emerged as a result of convergence of a number of computing trends including the availability of low cost microprocessors, high speed networks and software for high performance distributed computing [1] . Clusters are usually deployed to improve performance and availability over that of single computer, while typically being much more cost effective than single computers of comparable speed or availability [26] . A cluster computing system is a compromise between a massively parallel processing system and a distributed system [27] . The architecture of cluster computing is given in the Figure 2 . China has built a powerful cluster system which is designed to process massive remote sensing data of HJ-1 satellites automatically every day [28] . To verify the performance of cluster system, image registration has been chose to experiment with one scene of HJ-1 CCD sensor. The experiments of imagery registration show that it is an effective system to improve the efficiency of data processing, which could provide a response rapidly in applications. Wang Xuezhi et al., (2010) have developed a web based data processing system based on Geospatial Data Abstraction Library (GDAL) which made the use of cluster computing and parallel computing [29] . The system achieved not only the online processing of 14 vegetation indices like NDVI and EVI, but also the online gap-fill algorithm for Landsat-7 SLCoff datasets.
Yang C.T. and Hung C.C. (2000) present the basic programming techniques by using PVM (Parallel Virtual Machine) to implement a message-passing program to utilize the parallelism of cluster of SMPs (Symmetric Multi Processor) [27] . The matrix multiplication of the parallel ray tracing problems is illustrated and the experiments are also demonstrated on Linux SMPs cluster. The program for matrix multiplication is given below:
for (i = 0; i < N; i ++ ) { /* can be parallelized */ for (j = 0; j < M; j++ ){ /* can be parallelized */
The matrix multiplication algorithm is implemented in PVM (Parallel Virtual Machine) using the master-slave paradigm. The experimental results showed that the highest speedup were 10.89 and 13.67 respectively for matrix multiplication of the PVMPOV (an unofficial version of Pov-ray), when the number of processors is 16, by creating 16 tasks on SMPs cluster. The results of this study will make theoretical and technical contributions to the design of a PVM program of a Linux SMP clusters for remote sensing data processing. It also shows that Linux/PVM cluster can achieve high speedups for applications.
DISTRIBUTED COMPUTING
Distributed computing is the process of aggregating the power of several computing entities to collaboratively run a single computational task in a transparent and coherent way, so that they appear as a single centralized system. Connecting users and resources in a transparent, open and scalable way is the main goal of distributed operating system [30] . Godfrey B.(2002) has described that distributed computing works by splitting the larger into smaller chunks which can be performed at the same time independently of each other [31] . The two main entities in distributing computing are the server and the many clients. A central computer, the server will generate work packages which are passed onto worker clients. The clients will perform the task, detailed in a work package data and when it has finished the completed work package will be passed back to the server. The working process of semi distributed scheduling policy is given in the Figure 3 .
Processing image data generated by new remote sensing systems can severely tax the computational limits of the classic single processor systems that are normally available to the remote sensing practitioner. Operating on these large data sets with a single computer system, sometimes simplifying approximations are used that can limit the precision of the final result. Recent work at Pacific Northwest National Laboratory strongly suggest that a distributed network of inexpensive PCs can be designed that is optimal to deal with intensive computationally problems. The new type of distributed computing will remove computational constraints; image processing algorithms for remote sensed images are now being considered [32] .
Geo referencing is basic function of remote sensing data processing. It is a process of assigning geographic information N  I MAX =1  I MAX =3  I MAX =5  I MAX =7  1  311  947  1528  1925  4  124  321  557  685  16  45  95  144  156  36  26  46  61  71  64  19  29  41  43  100  12  20  26  29  144  9  15  20  23  196  6 to an image. Knowing where an image is located in the world allows information about features contained in that image to be determined. This information includes location, size and distance. But it is very time consuming and computationally intensive process. To improve the efficiency of processing Yincui Hu et al., (2005) focuses on parallelization of remote sensing data on a grid platform [33] . As an important new field in the distributed computing arena, Grid computing focuses on intensive resource sharing, innovative applications, and, in some cases, high performance orientation. They performed their experiments on MODIS level 1B data. Two strategies were followed by them for geo referencing process viz. parallel rectification on grid and data partition strategy. They explained three components to rectify image, i.e. transformation model selection, coordinate transformation and resampling to correct every part of the large image. The partition strategy influences the process of efficiency and determines the merge strategy. According to feature of algorithm the applied backward decomposing techniques which comprises four steps i.e. partitioning the output array into equal sized block, computing geographical range of every block, finding GPCs triangulations contained with geographical range and extract block from original data in accordance with these triangulation. This extracted block is the data that will be distributed to producers. The experiment shows that data-parallel geo-reference is efficient especially for large-size data. The large data is decomposed into small parts and distributed to the Grid. The experiments indicate that Grid is efficient for data-parallel geo-reference.
Shamim Akhter et al., (2005) described a parallel approach in cluster computing and MPI (Message Passing Interface) parallel programming and provide results of experiments on studying the porting of remote sensing algorithm [34] . They used MPI as programming tool and all the codes were tested Beowulf cluster using GNU C compiler with the MPICH. implementation of MPI. They performed their experiment in compressed ASTER image and uncompressed MODIS image. The tasks are allocated to slave processor by a master processor. After getting data from input file, server put these data into 2D array which is distributed to different processors using either of two procedures, first, distributed each input pixel of a particular remote sensing image to corresponding processor and distributed row or column of that image at a time to the corresponding processor. Figure 4 shows flow of task allocation by master processor. From these two experiments with a simple processing at two images size difference, it is observed that there is a point of convergence of all curves for a given image with an increasing number of operations applied.
CONCLUSIONS & FUTURE SCOPE
Methods discussed above are some of the techniques that are the subset of High Performance Computing (HPC) techniques that are being employed today to process large amounts of data. Thus different approaches can be employed for different projects. Parallel processing is particularly useful in projects that require complex computations. Parallel processing framework can be applied to most image fusion algorithms and hyper spectral image processing based on neural architectures and morphological model. Distributed computing is particularly useful when large amounts of data have to be processed within a given time period, keeping in mind the economic restrictions. A distributed network of inexpensive PCs can be designed that is optimal to deal with the type of computationally intensive problems encountered in processing remotely sensed images. Cluster computing is one of the most widely used HPC approach for processes such as geo-referencing, image transformation, image mosaicking, etc. Currently most of these approaches are limited to military
