Abstract. We consider the possible disentanglements of holomorphic map germs f : (C n , 0) → (C N , 0), 0 < n < N , with nonisolated locus of instability Inst(f ). The aim is to achieve lower bounds for their (homological) connectivity in terms of dim Inst(f ). Our methods apply in the case of corank 1.
Introduction
The reduced homology of the Milnor fiber F of an isolated hypersurface singularity {f = 0} ⊂ (C n+1 , 0) is known to be concentrated in degree n. This is a consequence of the pioneering work by Milnor [13] and the result has later been generalized by Hamm to isolated complete intersection singularities [6] .
More generally for possibly non-isolated singularities Kato and Matsumoto have shown in [9] that the dimension d of the singular locus determines the range n−d ≤ q ≤ n of degrees q in which H q (F ) can be nonzero. We give a proof of the obvious generalization of this result to complete intersection singularities.
In this article we describe an analogue of this result for disentanglements of finite map germs. In this analogy the term "non-isolated singularity" corresponds to "non-isolated instability". The restriction we will have to make is to consider only the case of corank 1 germs, whose multiple point spaces have expected dimension. In this situation the latter are complete intersections and we can study their behavior under the induced deformations using the generalized Kato-Matsumoto Theorem. Then, we apply a spectral sequence argument due to Goryunov and Mond [5] to compute the rational homology of the disentanglement.
Unfortunately, passing through the spectral sequence argument looses the information about the homotopy type of the disentanglement as well as its integer homology groups.
We briefly outline the main theorem of this article and recall the common definitions of the objects involved. Consider a finite, holomorphic map germ
Let (Inst(f ), 0) ⊂ (C N , 0) be the instability locus of f (see Definition 1.5) and let d = dim(Inst(f ), 0). In this article we will mostly be concerned with non-isolated instability, i.e. the case d > 0. We may choose an unfolding F : (C n , 0) × (C, 0) → (C N , 0) × (C, 0), (x, u) → (f u (x), u)
of f = f 0 and a good, proper representative F : X × U → Y × U thereof in a sense made precise below. Using stratification theory and Thom's isotopy lemmas one can show that the image F (X) is a topological fiber bundle with fiber f u (X) over all u = 0 in some small disc D ⊂ U around the origin. In case that F is a C 0 -stabilization (see Definition 1.5) of f , we call the space Z u := f u (X) a disentanglement of f . However, since our considerations also involve multiple point spaces and their induced deformations, our requirements on the choice of a good representative are stronger than those in the original definition of disentanglements. Also note that, contrary to the case of isolated instability, our notion of Milnor fiber really depends on the chosen unfolding F and not only on the map germ f . Theorem 1.1. In the setup described above, the reduced homology with rational coefficients H q (Z u , Q) of a disentanglement Z u = f u (X) of a dimensionally correct corank 1 map germ f : (C n , 0) → (C N , 0) can only be nonzero in degrees q with q = k(n + 1) − (k − 1)N − s for 1 < k ≤ N N −n and 0 ≤ s ≤ dim Inst(f ). In particular in the case N = n + 1 one has n − dim Inst(f ) ≤ q ≤ n as the range for possibly nonzero Betti numbers.
Two more points in the statement of this theorem need clearification. The first one is the notion for a map germ f to be dimensionally correct. This means that the multiple point spaces of f have the expected dimension, as explained in Definition 1.11. The second one is the condition on f to have corank 1. The corank of a map germ centered at the origin is defined as (1) corank f = n − rank df (0), where, as usual, df denotes the differential of f . The dimensionally correct and corank ≤ 1 conditions in the statement of Theorem 1.1 ensure that the multiple point spaces are complete intersections of the expected dimensions, with singularities only over the instability locus; and that the multiple point spaces of a stable perturbation are smoothings of these complete intersections. This is explained in [11] , which, together with [5] , forms the basis of this article. We close this section by giving some introductory examples:
admits deformations to the germs
and to their stabilizations. For each k, these deformations may be obtained by taking suitable curves in the parameter space of the unfolding
The curve with parameter t given by t → (a, b) = (0, t) gives a family with generic fiber S k and special fiber S ∞ . Fixing a = t 2 and b = t produces stabilizations of S ∞ , with a different second Betti number for each k. The statement on the Betti numbers follows from the fact the generic maps on these families are precisely the stabilizations of S k (the ones obtained by fixing a small enough b = 0 and letting a = t). Since S k has A e -codimension k, and Mond's conjecture holds for germs (C 2 , 0) → (C 3 , 0), the second Betti number of the image of these stabilizations is k. The germ S ∞ also admits deformations to the "nodal edge"
which can be retracted to a simple node curve. This gives a stabilization of a germ of a parametrized surface singularity having non trivial homology in dimension 1. 
admits deformations to the A-finite singularities
Each B k has codimension k, and thus admits a deformation to a singularity whose image has the homotopy type of a wedge of k spheres of dimension two. We shall illustrate this by taking suitable curves in the parameter space of the deformation
with coordinates (a, b, c) ∈ C 3 . The curve t → (a, b, c) = t · (1/10, −1, 1) produces a stabilization f t , depicted at the left top corner of Figure 2 , which exhibits non-trivial homology in dimensions 1 and 2.
t → (0, t, 0) yields, for each t = 0, a singularity of type B 1 . The curve t → (−t, 1, 0) is a stabilization of B 1 and exhibits two cross-caps and homology in dimension 2. The curve t → (−t, t, 0) is similar, but it collapses to B ∞ .
Similarly, the curve t → (0, 0, t) yields a singularity of type B 2 for each t = 0. The curve t → (−t, 0, 1) is a stabilization of B 2 , with two cross-caps and rank of H 2 (Z t ) = 2 (One of the cycles cannot be seen on the real numbers. You may think of this cycle, however, as obtained by glueing two disks by their boundaries, along the non-visible curves that continue the visible double-point curves after the cross-caps).
In all the processes above, one always chooses a suitable representative of the unfolding and a Milnor ball B, which in turn restricts the range of admissible parameters in the unfolding. This will be made precise in Section 2, but is already indicated in the illustrations in Figure 2 . We would like to remark on the importance of the choices of neighbourhoods for the different disentanglements. Suppose the ball B around the origin in Z 0 ⊂ C 3 has been chosen to allow the necessary range t ∈ [0, 1] ⊂ R in the deformations to B 1 and B 2 individually. Then, nevertheless, the curve
can not be an admissible family with the given choice of B. Over t ∈ (0, 1) one has only stable fibers, which suggests that restricted to this range of parameters one has a trivial family. However, this is not the case: As we saw before, one has h 2 (Z t ∩ B) = 1 for t close to 0, but h 2 (Z t ∩ B) = 2 for t close to 1. In fact, one of the two cycles generating the second homology group grows as t decreases from 1 to 0 and eventually leaves the chosen ball B. The nodal edge as a stabilization of the cuspidal edge is a particular case of the following construction: Example 1.4. One can produce map-germs f : (C n , 0) → (C n+1 , 0) with instability locus of dimension d, and a stabilization f s which exhibits non-trivial homology at dimension n − d, as follows: Pick any A-finite unstable germ g :
, 0) of corank one and g s a stabilization of g. Now let f and f s be dparametric trivial unfoldings of g and g s . Since g is A-finite but not stable, it follows that the instability locus of g is the origin. On one hand, the space T = C d × {0} corresponding to the trivial parameters of f must be contained in the instability locus of f , because it is non trivially unfolded by f s , just as g is non trivially unfolded by g s at the origin. On the other hand, unfoldings of stable germs are stable, because their unfoldings are also unfoldings of the original germ and hence trivial. From this it follows that the instability locus of f is T , and that f s is a stabilization of f .
Since g s is a stabilization of a finitely determined non stable map, it has the homotopy type of a bouquet of spheres of dimension n − d. Our claim follows because f s is a trivial unfolding of g s , and therefore the image of g s is a deformation retract of the image of f s .
1.1.
A-equivalence and unfoldings. In this work, maps and (multi-)germs of maps are considered up to A-equivalence, i.e. biholomorphisms in source and target. Standard references for are [1] and [2] .
Throughout the text, a (multi-)germ is a germ of map the form f : (C n , S) → (C N , y), where S is a finite set and f (S) = {y}. Two map germs
such that the following diagram commutes:
.
There is an obvious analogous statement for maps f : X → Y between complex manifolds. Given such a holomorphic map f : X → Y , an unfolding of f on r parameters is a map germ
such that for u = 0 we obtain f 0 = f . Two unfoldings are called A-equivalent as unfoldings if they are A-equivalent via two germs of biholormorphism of the form Φ = φ × id C r and Ψ = ψ × id C r . An unfolding F of f is called trivial if it is A-equivalent, as an unfolding, to the trivial unfolding f × id C r .
Replacing biholomorphisms by homeomorphisms, we obtain the definitions of topological A-equivalence and topologically trivial unfoldings.
Finally, a finite map is stable if it is stable at every point. Topological stability is defined in the obvious analogous manner.
The instability locus Inst(f ) is the subspace of points y ∈ Y where (f, f −1 (y)) is not stable. It is well known that Inst(f ) is a complex closed subspace of Y . Definition 1.6. A stabilization of a germ f is a one-parameter unfolding of f , having a representative
It is well known that in the nice dimensions of Mather [12] all multi-germs admit a stabilization. Away from the nice dimensions, every multi-germ admits a topological stabilization.
Multiple point spaces.
Here we introduce the main objects needed for our result: the multiple point spaces of a finite map. Our exposition is close to [15] in spirit, but its contents can be extracted from previous work like [11] .
, for all i = j. The k-th multiple point space of a stable map f : X → Y is the analytic closure
The space D k (f ) is taken with the reduced analytic structure and the definition extends to stable multi-germs by taking representatives.
The multiple point space of a finite multi-germ f :
For every k, the projection which drops the i-th coordinate takes strict multiple points to strict multiple points. For any finite map X → Y , one can see that these projections induce maps
For formal reasons, it is convenient to extend this notation to the spaces D 1 = X and D 0 = Y , to the maps i,2 : D 2 → X dropping the i-th coordinate, and to the map
We also write
The following well known result makes precise which diagonal points are added when defining double points via passing to a stable unfolding. A proof which is consistent with this approach can be found in [15] .
In the case of corank one germs, the multiple point spaces can be computed directly without taking stable unfoldings. Every corank one map germ (C n , 0) → (C p , 0) can be taken, by a suitable change coordinates in the source and target, to a map of the form
A set of generators for the ideal defining D k for such a map was given By Marar and Mond in [11] (see Proposition 2.16). These generators are as follows: Lemma 1.9. In the setting above, the multiple point space
by the vanishing of the iterated divided differences
Now that we know explicit generators for monogerms, we can deduce the following: Observe that, to check if a finite map is dimensionally correct, it is enough to check dimensions from D 2 to the smallest k such that D k = ∅. This is because D k = ∅ forces the higher multiplicity spaces to be empty, and hence to have the expected dimension.
We gather some results from [5] and [11] describing the relation between stability and multiple point spaces in the corank one setting. 
via isomorphisms which commute with the maps
Lemma 1.13. For every finite map f , the maps
Proof. It suffices to show the claim for i,k , because every k is a composition of those. Recall that the spaces D k are obtained by glueing the corresponding spaces for representatives of multigerms at S = f −1 ({y}), and thus it suffices to show the claim for multigerms. Observe that the restriction of a finite map is finite and the maps i,k are restrictions of those of any unfolding. Hence, since every finite multigerm admits a stable unfolding, we may assume that f is a stable finite multi-germ. In this case, the maps 
Milnor fibrations and disentanglements
In this section we shall discuss two setups in parallel which may be seen as two branches of a common theoretical trunk: Smoothings of non-isolated singularities and disentanglements for finite map germs. Both setups fit into the commutative diagram (2) 
, we can easily verify that also F is finite and hence has an analytically closed image (Z, 0) ⊂ (C N +1 , 0) equipped with a projection h to the base of the unfolding. Forgetting about F we obtain a deformation of (Z 0 , 0) over (C, 0) in the classical sense.
We will usually write y for the standard coordinates of (C N , 0) and (y, u) for those of (C N +1 , 0) with u the deformation parameter. The function h is the restriction of u to the total space (Z, 0) of the deformation.
2.1. The fibration theorems. Next, we will make precise what we understand to be the Milnor fiber in this situation closely following [10] . By abuse of notation we will denote by Z 0 , Z, and h a set of representatives of the corresponding germs defined on some product
and ∆ an open disc around the origin in the deformation base C. One starts out by endowing (Z, 0) with a Whitney stratification Σ = {S α } α∈A , in which (Z 0 , 0) appears as union of strata. If (2) is a smoothing of (Z 0 , 0), then Z \ Z 0 is itself necessarily smooth in a neighborhood of the origin and in this case we have a unique open stratum which we will call S 0 := Z \ Z 0 . When (2) arises from an unfolding
, then the open stratum S 0 might not coincide with Z \ Z 0 , since in most cases the deformation of the image (Z 0 , 0) induced from the unfolding F is not a smoothing of (Z 0 , 0). For the existence of complex analytic Whitney stratifications see e.g. [18] .
As a second step one refines the stratification in order to also fulfill Thom's a hcondition. This is the crucial ingredient in order to establish the fibration theorems, see [17] .
Definition 2.1. Let h : (Z, p) → (C, q) be a holomorphic map germ and Σ = (S α ) α∈A a stratification of (Z, p). Consider a sequence of points (p i ) i∈N in a stratum S α converging to p ∈ S β such that the sequence of tangent spaces
also converges. From this one also obtains the sequence of relative tangent spaces
Passing to a subsequence, we may assume that also the K i converge to a limit K ∞ ⊂ T ∞ . We say that the stratification Σ satisfies the a h -condition at p, if for any such sequence one has
where
The existence of such stratifications in the complex analytic setting has been shown in [8] .
In a third step we restrict to proper representatives by choosing a Milnor ball. This is a real analytic function. We can apply the Curve Selection Lemma to deduce that ρ has no critical values on some small interval (0, ε 0 ] with respect to the stratification Σ in a neighborhood of the origin. We may assume this neighborhood to be Y × ∆ again. Consequently,
are again Whitney stratified spaces. Let
be their boundaries. They inherit a Whitney stratification ∂Σ from Σ by intersecting each stratum S α with ρ −1 ({ε 0 }). Moreover, the restriction 
is a topological fibration, where ∆ η is the disc around the origin of radius η.
Definition 2.4. In a given deformation of a space (Z 0 , 0) as in (2) and Theorem 2.3, we call
the Milnor fiber of h on (Z, 0). If (2) arises from a stabilization F of a holomorphic map germ f , then we will speak of the disentanglement of f (X) in the given unfolding F .
Remark 2.5. The notions of this section are mostly of topological nature. A priori, the space germs (Z, 0), and (Z 0 , 0) are germs of complex spaces, i.e. they might have a non-reduced scheme structure. However, when considering their Whitney stratifications, we only consider their reduced models and the reduced structure of the strata and consequently everything that follows is to be understood purely topologically.
In this note, we will also encounter the case in which (2) arises from a deformation of a non-reduced space (Z 0 , 0). In this situation, also the total space (Z, 0) might have a non-reduced structure. But since we are primarily interested in the topological properties of the map h, we may pass to the reduced model of (Z, 0) and also consider the reduced structure on all fibers h −1 ({t}) on any chosen representative.
2.2.
Induced deformations of multiple point spaces. In the setting we will encounter when dealing with the multiple point spaces, we do not have the freedom to choose the shape of Z inside Z since multiple point spaces and their deformations appear as preimages of the canonical projections to the unfolding of the original map germ, which had been chosen beforehand: Suppose as usual that we are given a representative
of an unfolding of a finite holomorphic map germ f = f 0 and let Z ⊂ Y × ∆ be its image and D k the multiple point spaces:
Consider the squared distance ρ from the u-axis in C N +1 as before. On all the spaces D k this already fixes the function with respect to which our proper representatives are about to be chosen:
From the finiteness and analyticity of all the maps ε k we easily deduce the following three properties of all the ρ k :
(1) ρ k has an isolated zero on the central fibers
, resp. Z × {0}, at the origin. (2) There exists ε 0 > 0 such that for each 0 < ε ≤ ε 0 and all k > 0 the restriction ε 0 ] ). We will from now on assume that ε 0 has been chosen small enough to fulfill all these requirements simultaneously with those formulated in the previous section.
Recall Theorem 1.12, Corollary 1.14 and Corollary 1.15: If (4) 2.3. Non-isolated complete intersection singularities. Suppose we are given a smoothing of a nonisolated singularity (Z 0 , 0) ⊂ (C N , 0) as in (2) . There are essentially two different ways to construct transversal, isolated singularities from nonisolated ones. In the first case one considers the singular part of the link ∂Z 0 = ρ −1 ({ε 0 }) ∩ Z 0 as e.g. in [16] and also the original work by Kato and Matsumoto [9] . In the other case, which is for example exhibited in [10] , one takes hyperplane slices at the central point 0 ∈ Z 0 , which are transverse to the singular locus. A detailed description of the sense of transversality underlying this choice is outlined in [7] , section 2. Unfortunately, the article only deals with hypersurfaces, but the methods applied there carry over naturally. For the general case as in (2) one eventually obtains the following theorem by Lê, [10] , Theorem 2.1:
There is an open Zariski dense set Ω in the space of affine hyperplanes of C N at 0 such that if l = 0 belongs to Ω, there exists an analytic curve
2 in an open neighborhood W of 0 ∈ C 2 , such that for any ε > 0 small enough and η > 0, ε η, the mapping
is a topological fibration.
As usual, B ε and B η denote the balls of radius ε and η in C N and C 2 respectively. It is evident from the proof that we can replace B ε by ρ −1 k ([0, ε]) for a suitable real analytic function ρ k , which fulfills the requirements formulated in section 2.2. The verification of this fact along the lines of [10] is left to the reader. See also [7] .
The curve C 0 is the image of the so-called Polar curve of the linear form l relative to h on Z:
For a fixed value t ∈ C, |t| small enough, the restriction of l to the interior of
has only isolated critical points -the intersection points of Γ with h −1 ({t}). One can furthermore show (see [7] ) that for a generic choice of l these critical points are non-degenerate, i.e. Morse. But we shall not need that fact.
What is more important for our purposes is the fact that the hyperplane L = {l = 0} can also be chosen to be transversal to the stratification Σ of the total space Z at 0. Consequently, if (Z 0 , 0) was a non-isolated singularity with singular locus Sing(Z 0 , 0) of dimension d, then the transversal singularity defined by (2) is a smoothing of an ndimensional, non-isolated singularity (Z 0 , 0) ⊂ (C N , 0) with singular locus Sing(Z 0 ) of dimension d at 0 and L = {l = 0} is a hyperplane meeting the requirements of Theorem 2.3 with transversal singularity (Z 0 , 0). Let ρ be a non-negative real analytic function on a neighborhood of the origin in C N , which defines a good proper representative h : Z → ∆ of the deformation of
) and the associated transversal singularity Z 0 . Then up to homotopy we obtain the space Z t from Z t by attaching handles of real dimension n.
The idea behind the proof of this theorem is to use the squared distance function λ := |l| 2 from the hyperplane L as a real Morse function on Z t . This is a manifold with boundary and we therefore have to pass to stratified Morse theory. Perturbing the equation l slightly, we may assume that the complex function l has only Morse critical points on the interior of Z t and it is easily seen that outside L ∩ Z t , the function λ has real Morse singularities of index n = dim C Z t precisely at the critical points of l. The difficulty in the proof does therefore not arise from the critical points of λ in the interior of Z t , but from critical points of λ on the boundary ∂Z t . More precisely: The harder part of the proof is to show that these critical points do not contribute to changes in the homotopy type when passing through their associated critical values.
In order to understand why this is the case, recall the following foundational notions of Morse theory on manifolds with boundary. Let f : M → R be a smooth function on a manifold M and let M ⊂ M ⊂ M be an open submanifold with boundary ∂M . For a point p ∈ ∂M choose a smooth function t : (M , p) → (R, 0) defining the boundary, i.e.
(∂M , p) = (t −1 ({0}), p) and (M , p) = (t −1 ((−∞, 0]), p).
Definition 2.8. We say that p ∈ ∂M is a boundary critical point for f on M , if p is a regular point of f on M and a critical point of the restriction f | ∂M , i.e. if in the tangent space T p M the equation
holds for some a = 0. The point p is an outward (resp. inward ) critical point of f on M if the coefficient a in (8) is positive (resp. negative). Moreover, a boundary critical point p is a Morse point if the restriction f | ∂M has a Morse critical point at p.
The following lemma should be well known. It is a special case of the more general stratified Morse theory, see [3] . On the other hand, when we approach c = 1/ √ 2, the critical value coming from the critical point on the forehead, we attach a 1-cell to M c−ε . This is the case, because the critical point on the forehead is inward pointing and the Morse Index of the restriction of z to ∂M is 1. Figure 3 . Slicing Kenny's head. Lemma 2.11. In the setting of Theorem 2.7, let λ = |l| 2 be the squared distance from L. We say that p ∈ ∂Z ∩ h −1 (∆ δ \ {0}) is a relative boundary critical point of λ, if it is a boundary critical point on the fiber
of h over t = h(p). We can choose an ε > 0 small enough such that i) there are no relative boundary critical points in a neighborhood of ∂Z 0 . ii) there exists a δ > 0 such that whenever p ∈ ∂Z is a relative boundary critical point, then it is an outward critical point of Z h(p) .
From the proof of this lemma we first extract a further technicality as a statement of its own. Lemma 2.12. Let V be a finite dimensional vector space over a field K with K = R or C. Let (W n ) n∈N be a sequence of subspaces in V converging to a limit space W and let (Φ n ) n∈N and (Ψ n ) n∈N be linear forms on V converging to linear forms Φ and Ψ respectively with Ψ = 0. Suppose we have for each n ∈ N Φ| Wn = a n · Ψ| Wn for some sequence of numbers (a n ) n∈N in K. Then (a n ) n∈N converges to some a ∈ K and
Proof. Let v ∈ W be a vector with Ψ(v) = 0 and choose a sequence of vectors (v n ) n∈N with v n ∈ W n and lim n→∞ v n = v. Then due to continuity
for some a ∈ K. We immediately deduce that for n big enough
so in particular (a n ) n∈N converges. It follows a posteriori that therefore also
Proof. (of Lemma 2.11.) We may choose the representative Z so that we can assume that h has no critical points on Z outside Z 0 and also ρ does not have critical points on Z outside {ρ = 0}. Since Z 0 is a union of strata and the hyperplane L is chosen transversal to the stratification, this holds in particular for Z 0 and Z 0 . For a point p ∈ S α ⊂ Z let Z h(p) = h −1 ({h(p)}) be the fiber of h through this point. We denote its tangent space by
In particular K(p) = T p S α , whenever p ∈ Z 0 , since h is constant on Z 0 . The a hcondition moreover assures that for any sequence of points (p n ) n∈N ⊂ S α converging some p ∈ S β one has lim
whenever the limit exists.
We first show i). Certainly dλ(p) = 0 at any p ∈ L. However, by the choice of L and ε with respect to Z we have that for any p ∈ ∂Z 0 , p ∈ S β ⊂ Z 0 , the real differentials dl(p), dl(p), and dρ(p)
are linearly independent over R on T p S β . This is equivalent to saying that dl(p) and d 1,0 ρ(p)
are linearly independent over C, where d 1,0 ρ(p) is the holomorphic part of the differential of ρ considered as a map to C. Now suppose there was a sequence (p n ) n∈N of points in some adjacent stratum S α converging to p and such that at each p i one has
for some sequence of complex numbers c n . Passing to a subsequence, if necessary, we may assume that the limit lim n→∞ K(p n ) = K exists. Applying Lemma 2.12 we obtain a contradiction to the linear independence of dl(p) and d
We infer that there exists an open neighborhood U of ∂Z 0 in Z such that for each stratum S α and every point q ∈ U ∩ S α the differentials dl(q) and d 1,0 ρ(q) are linearly independent over C.
It is now easy to see from the the formula
that on this open neighborhood also dλ and dρ must be linearly independent, whenever l = 0, i.e. outside L. The points on L ∩ Z ∩ U on the other hand can not be relative boundary critical points, since they are critical points of λ on the fiber Z t already.
Concerning ii): It has been shown in [19] , Lemma 2.3.8, that we can choose ε > 0 small enough such that on Z 0 the following holds: Whenever in a point p ∈ ∂Z 0 , p ∈ S β , we have a linear dependence
then a ≥ 0 with equality if and only if p ∈ ∂Z 0 . We briefly recall the argument. It can be shown that
is a real semianalytic set. If the point 0 ∈ Z was in C − , then we can choose a real analytic path γ : [0, t 1 ) → C − with γ(0) = 0 and γ(t) / ∈ C − ∩ L for all 0 < t < t 1 . Comparing the integrals
we see that a(τ ) = dλ(γ(τ ))γ(τ ) dρ(γ(τ ))γ(τ ) has a Laurent expansion at τ = 0 and hence either a(τ ) or 1/a(τ ) extends to a real analytic function α on [0, t 1 ). Since both λ and ρ only assume non-negative values, the leading coefficient of this function must be positive -a contradiction to a < 0 in the construction of C − .
We can now finish the proof of ii). Suppose there exists a point p ∈ ∂Z 0 , which is the limit point of a sequence (p n ) n∈N of relative boundary critical points in the open stratum S 0 . Then at each point p n we have
with a n ≤ 0. Another application of Lemma 2.12 shows that in this case we would have
S α the stratum containing p and a = lim n→∞ a n ≤ 0. If a < 0 this is a contradiction to (9) . If a = 0, then dλ(p) = 0. But then p ∈ L and we saw in i) that p can not be a limit of relative boundary critical points. We deduce that there exists an open neighborhood V of ∂Z 0 in Z such that no point in V is a relative inward boundary critical point. Choose δ > 0 small enough such that
Proof. (of Theorem 2.7) Fix an ε > 0 and choose δ > 0 as in Lemma 2.11. Choose t ∈ ∆ δ , t = 0 and consider λ = |l| 2 on Z t . Taking a slight perturbationl of the equation l, we may assume thatλ = |l| 2 is a Morse function on the manifold with boundary Z t , see [3] [Chapter 1, example 2.2.4]. We may also choose a regular value l 0 ofl on Z t close to 0 and recenterl at l 0 so that Z t is smooth, while retaining the Morse properties. Furthermore, since all the boundary critical points of λ on Z t were outward andλ can be chosen arbitrarily close to λ in the Whitney topology of smooth functions, also the boundary critical points ofλ are outward. With these choices we replace l byl and λ byλ in what follows.
Since l : Z t → C is proper, the set of critical values is closed and we find η > 0 such that
As remarked earlier, the real valued function λ has real Morse singularities of index n = dim C Z t at each of the complex Morse points of l in the interior of Z t . Consequently, up to homotopy, we attach an n-cell to Z ≤c t each time c passes through one of the critical values of these points. On the other hand, whenever c crosses a critical value of a boundary critical point p ∈ ∂Z t , the homotopy type of Z ≤c t does not change according to Lemma 2.9, because p is an outward critical point. This finishes the proof. Corollary 2.13. Suppose h : (Z, 0) → (C, 0) as in Theorem 2.7 is the smoothing of a complete intersection singularity. Then the associated Milnor fiber Z t has the homotopy type of a bouquet of spheres of real dimension in the range from n − d to n. In the extremal case n = d this means we allow finitely many components.
Proof. We do induction on the dimension d of the singular locus of (Z 0 , 0). If d = 0, then (Z 0 , 0) is an isolated singularity and this is nothing but Hamm's result [6] . If n = d, then h : (Z, 0) → (∆, 0) is a branched covering, and in this case Z t consists only of finitely many points. Now suppose the theorem has been established for d in the range 0 ≤ d < k for some k and we are given a nonisolated singularity (Z 0 , 0) with singular locus of dimension k. According to Theorem 2.7 the space Z t has the homotopy type of Z t with attached handles of real dimension n. Since Z t is the Milnor fiber of a non-isolated complete intersection singularity with singular locus of dimension k − 1, the claim follows.
Alternating Homology
In this section we finally proof our Main Theorem 1.1. A key ingredient will be a spectral sequence coming from the alternating homology of the multiple point spaces, which we now recall. The original construction of [5] uses cohomology, but there is an analogous one for homology. Both are dual to each other when using coefficients in a field (Q in our case), so we have chosen homology, as it is more visual. We restrict our exposition to the objects which are needed for the proof of our main theorem. Proofs and more details about alternating homology are found in [4] and [14] .
3.1. The Spectral Sequence for the homology of the Image. Given a finite map f : X → Y , let C q (D k ) be the module of q-dimensional singular chains on the multiple point space D k , with coefficients in Q. Recall that, for convenience, this includes the case of X = D 1 . For k ≥ 2, the natural action of the symmetric group
. We also have two morphisms from each C q (D k ): the usual boundary operator
and the morphism ϕ :
, respectively. These restricted morphisms give rise to a double complex . . .
Associated to this double complex there is a spectral sequence E •,• , whose first page has entries the homology groups
of the column complexes. Since we are working over Q, we may form the alternating projection operator
and, because Alt commutes with the boundary operator ∂, we have a natural extension of Alt to the homology groups H q (D k ) and isomorphisms
The fact that we can regard
leads to a crucial observation:
The importance of the alternating homology becomes clear in the next theorem. 
in alternating homology from the double complex above converges to the homology of Z.
Proof. Since we are working over the field Q, homology and cohomology of the multiple point spaces are dual. The same holds for the alternating subgroups. Hence the page E While computing the spectral sequence explicitly might be quite involved, we can give estimates for the vanishing of the rational homology of Z from information about the first page. The result follows from the computation of the spectral sequence: Each homology group H r (Z t ) has a filtration, whose successive quotients are isomorphic to quotients of subspaces of entries in the r-th diagonal in (10) . The given bounds on nonzero homology groups come from the first and the last possible intersection of the diagonals with the area of possibly nonzero terms. The vertical index in this diagram is q, the horizontal one k. We write × for a zero term and • for a possibly nonzero term. 
