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Abstract
In this paper, we completely solve a conjecture on the minimum algebraic connectivity of connected graphs with fixed girth
(see [S. Fallat, S. Kirkland, Extremizing algebraic connectivity subject to graph theoretic constraints, Electron. J. Linear Algebra 3
(1998) 48–74]).
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1. Introduction
Let G = (V, E) be a simple graph with vertex set V = {v1, v2, . . . , vn} and edge set E . Let d(vi ) denote the
degree of the vertex vi ∈ V (G) (i = 1, 2, . . . , n), and D = D(G) = diag(d(v1), d(v2), . . . , d(vn)) be the diagonal
matrix of vertex degrees. The Laplacian matrix L(G) = D(G) − A(G) is the difference of D(G) and the adjacency
matrix A(G). It is easy to see that L(G) is a positive semidefinite symmetric matrix with the smallest eigenvalue 0
and the corresponding eigenvector is the column vector of all ones, which is denoted by e. Denote its eigenvalues by
λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G) = 0,
which are always enumerated in non-increasing order and repeated according to their multiplicity. Fiedler [8] showed
that the second smallest eigenvalue of L(G) is 0 if and only if G is disconnected. Thus the second smallest eigenvalue
of L(G) is popularly known as the algebraic connectivity of G and is usually denoted by α(G). Let Pn and Cn denote
a path and a cycle with n vertices, respectively. If v ∈ G, let Lv(G) be the principal submatrix of L(G) formed by
deleting the row and column corresponding to vertex v.
Let Y ∈ Rn be a column vector. It will be convenient to associate with Y a labelling of G in which vertex v is
labelled Y (v). Such labellings are sometimes called valuations of the vertices of G. If X is a unit eigenvector of G
corresponding to α(G), we commonly call it a Fiedler vector of G. It is obvious that XT e = 0 and
α(G) = XT L(G)X =
∑
viv j∈E
(X (vi )− X (v j ))2 = min
Y∈Rn\{0}
YT e=0
Y T L(G)Y
Y TY
.
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Fig. 1. Cn,g : Lollipop.
The algebraic connectivity and Fiedler vectors have been well studied, we refer the readers to [1,3,4,6–11,14–16]
for references on these topics.
For the algebraic connectivity of connected graphs, Fallat and Kirkland [6] posed the following conjecture:
If G is a connected graph on n vertices with girth g ≥ 3, then α(G) ≥ α(Cn,g), where Cn,g is the lollipop graph
shown in Fig. 1, obtained by appending a g cycle Cg to a pendant vertex of a path on n − g vertices, and that equality
holds if and only if G is isomorphic to Cn,g .
That conjecture was verified in [6] for the case that g = 3. In [7], Fallat et al. proved that the conjecture holds
whenever n ≥ 3g − 1. This paper will give an affirmative answer for that conjecture.
The technique used in this paper relies on the analysis how the algebraic connectivity behaves under perturbation.
Throughout this paper, we shall denote by Φ(B) = Φ(B, x) = det(x I − B) the characteristic polynomial of the
square matrix B. In particular, if B = L(G), we write Φ(L(G)) by Φ(G) or Φ(G, x) for convenience.
2. Lemmas and results
Let G be a graph and G ′ = G + e the graph obtained from G by inserting a new edge e into G. It follows by the
well-known Courant–Weyl inequalities (see., e.g., [5] Theorem 2.1) that the following is true.
Lemma 2.1. The Laplacian eigenvalues of G and G ′ interlace, that is,
λ1(G
′) ≥ λ1(G) ≥ λ2(G ′) ≥ λ2(G) ≥ · · · ≥ λn(G ′) = λn(G) = 0.
The following is a well-known result from Fiedler [9].
Lemma 2.2. Let G = (V, E) be a connected graph, X be a Fiedler vector. Let v be a cut vertex of G, and
G0,G1, . . . ,Gr be all components of the graph obtained from G by removing the vertex v and all incident edges.
Then:
(1) If X (v) > 0, then exactly one of the components Gi contains a vertex negatively valuated in X. For all vertices
v j in the remaining components X (v j ) > X (v).
(2) If X (v) = 0 and there is a component Gi containing both positively and negatively valuated vertices then there
is exactly one such component, all the remaining being zero valuated.
(3) If X (v) = 0 and no component contains both positively and negatively valuated vertices, then each component
Gi contains either only positively valuated, or negatively valuated, or only zero valuated vertices.
Let G be a connected graph with a Fiedler vector X . An edge uv is called a characteristic edge of G if
X (u)X (v) < 0. The following result is attributed to Fiedler [9]. Bapat and Pati [3] gave another proof.
Lemma 2.3. Let G be a connected graph. Let X be a Fiedler vector. Then the subgraph induced by the vertices v in
G for which X (v) ≥ 0 is connected (similarly the subgraph induced by the vertices v in G for which X (v) ≤ 0 is also
connected). In particular, if X has no zero entry then the set of characteristic edges form a cut in G.
Lemma 2.4 ([12]). Let G1 = (V, E1) be a graph on n vertices and G2 = (V, E2) be a graph obtained from G1 by
removing an edge and adding a new edge that was not there before. Then
λi (G1) ≥ λi+1(G2) and λi (G2) ≥ λi+1(G1), 1 ≤ i ≤ n − 1.
Suppose that G is a connected graph and that v is a cut vertex of G. For a connected component C of G at v, the
bottleneck matrix for C of G is the inverse of the principal submatrix of L(G) induced by the vertices of C , denoted
by (L(C))−1.
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Lemma 2.5 ([6]). Let G be a connected unicyclic graph, and let C be a connected component at some vertex u, which
contains vertices on the cycle. For each vertex vi on the cycle, suppose that there are mi components at vertex vi not
including the vertices on the cycle. Let Bi be the collection of vertices of the mi components at vertex vi . Modify C to
form C˜ by replacing those mi components by a single path on |Bi | vertices at vertex vi . Let the new graph be denoted
by G˜. Then (L(C))−1  (L˜(C˜))−1, where (L(C))−1 and (L˜(C˜))−1 denote the bottleneck matrix for C of G and C˜
of G˜, respectively.
If G = v, then let Φ(Lv(G)) = 1. We have the following
Lemma 2.6 ([13]). Let G1 and G2 be two vertex-disjoint graphs, and G = G1u : vG2 be the graph obtained by
joining the vertex u of the graph G1 to the vertex v of the graph G2 by an edge. Then
Φ(G) = Φ(G1)Φ(G2)− Φ(G1)Φ(Lv(G2))− Φ(G2)Φ(Lu(G1)).
Remark. Suppose that a loop has contribution one to the degree of the corresponding vertex. By reasoning similar to
that of Lemma 2.6 (see [13]), it is easy to see that the above result still holds when G1 and G2 have loops.
The next result is concerned with some kind of graph perturbation.
Lemma 2.7. Let u and v be two vertices of a graph G. Suppose that two new paths P : vvkvk−1 · · · v1 and
Q : uul · · · u1 of length k, l (k, l ≥ 1) are attached to G at u and v, respectively, to form a new graph Hk,l , where
u1, u2, . . . , ul and v1, v2, . . . , vk are distinct new vertices. Let X be a Fiedler vector of Hk,l and let
H ′k+l = Hk,l − vvk + u1vk
H ′′k+l = Hk,l − uul + v1ul .
If X (v1)X (u1) ≥ 0, then we have either
α(Hk,l) ≥ α(H ′k+l) or α(Hk,l) ≥ α(H ′′k+l).
Proof. Suppose that V (G) = {u, v, w1, w2, . . . , wh}. Then
|V (Hk,l)| = k + l + h + 2.
Let Y be a valuation of the vertices of H ′k+l such that{
Y (vi ) = X (vi )+ X (u1)− X (v), i = 1, . . . , k;
Y (w) = X (w), w ∈ V (H ′k+1), w 6= vi , i = 1, 2, . . . , k.
It is easy to see that
Y T L(H ′k+l)Y = XT L(Hk,l)X
and
Y T e = k(X (u1)− X (v)).
Take
Z = Y − k
n
(X (u1)− X (v))e.
Then, we have
ZT e = 0 and ZT L(H ′k+l)Z = XT L(Hk,l)X.
Consider
ZT Z = Y TY − k
2
n
(X (u1)− X (v))2
= 1+ 2(X (u1)− X (v))
k∑
i=1
X (vi )+ k(n − k)(X (u1)− X (v))
2
n
. (2.1)
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By reasoning similarly as above, we also can construct a valuation Z˜ of the vertices of H ′′k+l from X such that
Z˜e = 0, Z˜T L(H ′′k+l)Z˜ = XT L(Hk,l)X
and
Z˜T Z˜ = 1+ 2
l∑
i=1
X (ui )(X (v1)− X (u))+ l(n − l)(X (v1)− X (u))
2
n
. (2.2)
We distinguish the following three cases.
Case 1. If X (u1)X (v1) > 0, then we can suppose that X (u1) > 0 and X (v1) > 0. From Lemma 2.3, we conclude
that {
X (ui ) ≥ 0 (i = 2, . . . , l), X (u) ≥ 0;
X (vi ) ≥ 0 (i = 2, . . . , k), X (v) ≥ 0. (2.3)
Thus, we have
l∑
i=1
X (ui ) > 0,
k∑
i=1
X (vi ) > 0. (2.4)
If X (v) = 0, then from Eq. (2.1) and the above inequalities (2.4), we have ZT Z > 1. Thus, α(Hk,l) > α(H ′k+l).
If X (u) = 0, then from (2.2) and (2.4), we have Z˜T Z˜ > 1. Thus we have α(Hk,l) > α(H ′′k+l).
From Eq. (2.3) and the above discussion, we can now suppose that both X (u) > 0 and X (v) > 0. From (2.3) and
(1) of Lemma 2.2, we conclude that
X (u) < X (ul) < · · · < X (u1)
and
X (v) < X (vk) < · · · < X (v1).
Thus we have either
X (u1) > X (v) or X (v1) > X (u).
Then from Eqs. (2.1) and (2.2), we have either
ZT Z > 1 or Z˜T Z˜ > 1.
Thus, we have either
α(Hk,l) > α(H
′
k+l) or α(Hk,l) > α(H ′′k+l).
Case 2. X (u1) = X (v1) = 0. From L(Hk,l)X = α(Hk,l)X , we have
X (v) = X (vk) = · · · = X (v1) = 0
and
X (u) = X (ul) = · · · = X (u1) = 0.
From Eq. (2.1), we have ZT Z = XT X = 1. Thus we have α(Hk,l) ≥ α(H ′k+l).
Case 3. X (u1) = 0, X (v1) 6= 0 or X (u1) 6= 0, X (v1) = 0. Using Eqs. (2.1) and (2.2) and the above two equations
in Case 2, we have either
α(Hk,l) > α(H
′
k+l) or α(Hk,l) > α(H ′′k+l).
The proof is complete. 
Let Bn be the matrix of order n obtained from L(Pn+1) by deleting the row and column corresponding to some
end vertex of Pn+1, and Hn be the matrix of order n obtained from L(Pn+2) by deleting the rows and columns
corresponding to two end vertices of Pn+2.
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Lemma 2.8. Set Φ(P0) = 0,Φ(B0) = 1,Φ(H0) = 1. We have
(1) xΦ(Bn) = Φ(Pn+1)+ Φ(Pn);
(2) Φ(Pn+1) = (x − 2)Φ(Pn)− Φ(Pn−1), (n ≥ 1);
(3) Φ(Pn) = xΦ(Hn−1), (n ≥ 1);
(4) Φ(Cn) = 1xΦ(Pn+1)− 1xΦ(Pn−1)+ 2(−1)n+1, (n ≥ 3, x 6= 0);
(5) Φ(Pm, x)Φ(Pn, x) − Φ(Pm−1, x)Φ(Pn+1, x) = Φ(Pm−1, x)Φ(Pn−1, x) − Φ(Pm−2, x)Φ(Pn, x), (m ≥ 2, n ≥
1, x 6= 2).
Proof. We first prove that (1) and (2) hold. Considering the characteristic polynomial of Bn , we have
Φ(Bn) =
∣∣∣∣∣∣∣∣∣∣
x − 1− 1 1 0 · · · 0
1 x − 2 1 · · · 0
0 1 x − 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · x − 1
∣∣∣∣∣∣∣∣∣∣
= Φ(Pn)− Φ(Bn−1).
Thus we have
Φ(Bn−1) = Φ(Pn)− Φ(Bn). (2.5)
From Lemma 2.6, we have
Φ(Pn+1) = (x − 1)Φ(Pn)− xΦ(Bn−1). (2.6)
Substituting Eq. (2.5) into Eq. (2.6), we have
Φ(Pn+1) = (x − 1)Φ(Pn)− xΦ(Pn)+ xΦ(Bn)
= −Φ(Pn)+ xΦ(Bn).
Hence, (1) holds. Substituting (1) into Eq. (2.6), (2) holds.
Secondly, we prove that (3) holds by employing induction on n. If n = 1, 2, the result is obvious. Suppose that
n ≥ 3. From (2) and induction, we have
Φ(Pn) = (x − 2)Φ(Pn−1)− Φ(Pn−2)
= x(x − 2)Φ(Hn−2)− xΦ(Hn−3)
= x[(x − 2)Φ(Hn−2)− Φ(Hn−3)]
= xΦ(Hn−1).
Thus, (3) holds.
Thirdly, we prove that (4) holds. Expanding the determinant Φ(Cn) by the first row, we have
Φ(Cn) =
∣∣∣∣∣∣∣∣∣∣
x − 2 1 0 · · · 1
1 x − 2 1 · · · 0
0 1 x − 2 · · · 0
...
...
...
. . .
...
1 0 0 · · · x − 2
∣∣∣∣∣∣∣∣∣∣
n×n
= (x − 2)Φ(Hn−1)−
∣∣∣∣∣∣∣∣∣∣
1 1 0 · · · 0
0 x − 2 1 · · · 0
0 1 x − 2 · · · 0
...
...
...
. . .
...
1 0 0 · · · x − 2
∣∣∣∣∣∣∣∣∣∣
(n−1)×(n−1)
− Φ(Hn−2)+ (−1)n+1
= (x − 2)Φ(Hn−1)− Φ(Hn−2)+ (−1)n+1 − Φ(Hn−2)+ (−1)n+1
= (x − 2)Φ(Hn−1)− 2Φ(Hn−2)+ 2(−1)n+1.
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Fig. 2. Uk,l .
Combining the above equation with (2) and (3), we have
Φ(Cn) = x − 2x Φ(Pn)−
2
x
Φ(Pn−1)+ 2(−1)n+1
= 1
x
[(x − 2)Φ(Pn)− Φ(Pn−1)− Φ(Pn−1)] + 2(−1)n+1
= 1
x
Φ(Pn+1)− 1xΦ(Pn−1)+ 2(−1)
n+1.
Thus, (4) holds.
Finally we prove that (5) holds. From (2), we have
Φ(Pm) = (x − 2)Φ(Pm−1)− Φ(Pm−2) (2.7)
Φ(Pn+1) = (x − 2)Φ(Pn)− Φ(Pn−1). (2.8)
From Eq. (2.8), we immediately have
(x − 2)Φ(Pn) = Φ(Pn+1)+ Φ(Pn−1). (2.9)
From Eqs. (2.7) and (2.9), we have
(x − 2)Φ(Pm)Φ(Pn) = [(x − 2)Φ(Pm−1)− Φ(Pm−2)][Φ(Pn+1)+ Φ(Pn−1)].
Thus, we have
(x − 2)[Φ(Pm)Φ(Pn)− Φ(Pm−1)Φ(Pn+1)]
= (x − 2)Φ(Pm−1)Φ(Pn−1)− Φ(Pm−2)[Φ(Pn+1)− Φ(Pn−1)]. (2.10)
From (2), we have
Φ(Pn+1)+ Φ(Pn−1) = (x − 2)Φ(Pn).
Substituting the above equation into Eq. (2.10), (5) holds. The proof is complete. 
In what follows, we consider the algebraic connectivity of connected unicyclic graphs.
Lemma 2.9. Let Cg : w1w2 · · ·wgw1 (wiwi+1 ∈ E(Cg), 1 ≤ i ≤ g − 1, w1wg ∈ E(Cg)) be a cycle of length g.
Suppose that two new paths P : w1vkvk−1 · · · v2v1 and Q : wiulul−1 · · · u2u1, (i 6= 1) of length k, l are attached to
Cg at w1 and wi , respectively, to form a new connected unicyclic graph Uk,l shown in Fig. 2, where u1, u2, . . . , ul
and v1, v2, . . . , vk are distinct new vertices. Let Cn,g = Uk,l − wiul + v1ul , (n = k + l + g). Then we have
α(Uk,l) > α(Cn,g).
Proof. Without loss of generality, we may suppose that k ≥ l ≥ 1. Applying Lemma 2.6 with u = wi , v = ul ,
G1 = Ck+g,g and G2 = Pl to Uk,l , where Ck+g,g is a lollipop graph obtained from Uk,l by deleting vertices
u1, u2, . . . , ul and all of their incident edges, Pl = u1u2 · · · ul , we have
Φ(Uk,l) = Φ(Ck+g,g)Φ(Pl)− Φ(Ck+g,g)Φ(Bl−1)− Φ(Lwi (Ck+g,g))Φ(Pl).
Similarly, applying Lemma 2.6 with u = v1, v = ul , G1 = Ck+g,g and G2 = Pl to Cn,g , we have
Φ(Cn,g) = Φ(Ck+g,g)Φ(Pl)− Φ(Ck+g,g)Φ(Bl−1)− Φ(Lv1(Ck+g,g))Φ(Pl).
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Thus we have
Φ(Uk,l)− Φ(Cn,g) = Φ(Lv1(Ck+g,g))Φ(Pl)− Φ(Lwi (Ck+g,g))Φ(Pl)
= Φ(Pl)[Φ(Lv1(Ck+g,g))− Φ(Lwi (Ck+g,g))]. (2.11)
We distinguish the following two cases:
Case 1. k ≥ 2. Applying Lemma 2.6 with u = w1, v = vk , G1 = Cg and G2 is obtained from Pk−1 : v2 · · · vk by
attaching a loop at v2, we have
Φ(Lv1(Ck+g,g)) = Φ(Cg)Φ(Bk−1)− Φ(Cg)Φ(Hk−2)− Φ(Hg−1)Φ(Bk−1).
Applying Lemma 2.6 with u = w1, v = vk , G1 is obtained from Pg−1 by attaching a loop at the two end vertices,
respectively, G2 is the path Pk : v1v2 · · · vk , we have
Φ(Lwi (Ck+g,g)) = Φ(Hg−1)Φ(Pk)− Φ(Hg−1)Φ(Bk−1)− Φ(Hi−2)Φ(Hg−i )Φ(Pk).
Thus, we have
Φ(Lv1(Ck+g,g))− Φ(Lwi (Ck+g,g)) = Φ(Cg)Φ(Bk−1)− Φ(Cg)Φ(Hk−2)
−Φ(Hg−1)Φ(Pk)+ Φ(Hi−2)Φ(Hg−i )Φ(Pk).
Combining the above equation with (1) and (3) of Lemma 2.8, we have for x 6= 0,
Φ(Lv1(Ck+g,g))− Φ(Lwi (Ck+g,g)) =
1
x
Φ(Pk)
[
Φ(Cg)− Φ(Pg)+ 1xΦ(Pi−1)Φ(Pg−i+1)
]
.
Substituting the above equation into Eq. (2.11), we have for x 6= 0,
Φ(Uk,l)− Φ(Cn,g) = 1xΦ(Pk)Φ(Pl)
[
Φ(Cg)− Φ(Pg)+ 1xΦ(Pi−1)Φ(Pg−i+1)
]
= (−1)n−1x2
k−1∏
i=1
(λi (Pk)− x)
l−1∏
i=1
(λi (Pl)− x)
[
g−1∏
i=1
(λi (Cg)− x)
−
g−1∏
i=1
(λi (Pg)− x)−
i−2∏
j=1
(λ j (Pi−1)− x)
g−i∏
j=1
(λ j (Pg−i+1)− x)
]
. (2.12)
Without loss of generality, we may suppose that i − 1 ≤ [ g2 ], where [ g2 ] is the largest integer no more than g2 . Then
α(Cg) = 4 sin2 pig ≤ 4 sin
2 pi
2(i − 1) = α(Pi−1), (see [2]).
From Lemma 2.1, we have
α = α(Cn,g) ≤ min{α(Cg), α(Pk+l)} ≤ min{λg−2(Pg), α(Pi−1)}.
Note that Pg−i+1 and Pi−1 can be obtained from Pg by deleting a suitable edge. From Lemma 2.1 and the above
equalities, we have α ≤ λg−2(Pg) ≤ λg−i−1(Pg−i+1).
If α ≥ α(Pg−i+1) then α ≥ α(Pg). Thus from Eq. (2.12) and the above discussion, we conclude that
(−1)n−1(Φ(Uk,l;α)− Φ(Cn,g;α)) > 0.
From Lemma 2.4, we have α ≤ λn−2(Uk,l). So we have α(Uk,l) > α, the result follows. In the following, we
suppose that α < α(Pg−i+1). From (5) of Lemma 2.8, we have
Φ(Pi−1)Φ(Pg−i+1)− Φ(Pi )Φ(Pg−i ) = Φ(P0)Φ(Pg−2i+2)− Φ(P1)Φ(Pg−2i+1)
= −xΦ(Pg−2i+1).
By reasoning similarly as above, we have
Φ(Pi )Φ(Pg−i )− Φ(Pi+1)Φ(Pg−i−1) = −xΦ(Pg−2i−1)
· · ·
Φ(P[ g2 ]−1)Φ(Pg−[ g2 ]+1)− Φ(P[ g2 ])Φ(Pg−[ g2 ]) = −xΦ(Pg−2[ g2 ]+1).
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Thus, we have for i − 1 < [ g2 ],
Φ(Pi−1)Φ(Pg−i+1)− Φ(P[ g2 ])Φ(Pg−[ g2 ]) = −x
[ g2 ]∑
j=i
Φ(Pg−2 j+1). (2.13)
Since g−2 j +1 < g− i +1, (i ≤ j ≤ [ g2 ]), from Lemma 2.1 and the above assumption α < α(Pg−i+1), we have
α < α(Pg−i+1) < α(Pg−2 j+1),
(
i ≤ j ≤
[g
2
])
.
Then, we have
[ g2 ]∑
j=i
(−1)g−2 jΦ(Pg−2 j+1;α) = (−1)g
[ g2 ]∑
j=i
Φ(Pg−2 j+1;α) > 0.
Combining the above inequalities with Eq. (2.13), we have
(−1)g−1[Φ(Pi−1;α)Φ(Pg−i+1;α)− Φ(P[ g2 ];α)Φ(Pg−[ g2 ];α)] ≥ 0,
with equality if and only if i − 1 = [ g2 ].
Thus, from Eq. (2.12) we have
(−1)n−1[Φ(Uk,l;α)− Φ(Cn,g;α)] ≥ (−1)n−1Φ(Pk;α)Φ(Pl;α)
[
Φ(Cg;α)− Φ(Pg;α)
+ 1
α
Φ(P[ g2 ];α)Φ(Pg−[ g2 ];α)
]
.
In the following, we only need to prove that
(−1)g−1
[
Φ(Cg;α)− Φ(Pg;α)+ 1
α
Φ(P[ g2 ];α)Φ(Pg−[ g2 ];α)
]
> 0, (2.14)
for 0 < α < α(Pg−i+1) ≤ α(Pg−[ g2 ]).
If g = 3, 4, it is easy to see that Eq. (2.14) holds. In what follows, we suppose that g ≥ 5.
If g is odd, then from (2) and (4) of Lemma 2.8, we have for x 6= 0
Φ(Cg)− Φ(Pg)+ 1xΦ(P[ g2 ])Φ(Pg−[ g2 ]) =
1
x
Φ(Pg+1)− 1xΦ(Pg−1)+ 2− Φ(Pg)+
1
x
Φ(Pg−1
2
)Φ(Pg+1
2
)
= 1
x
[−2Φ(Pg)− 2Φ(Pg−1)+ 2x + Φ(Pg−1
2
)Φ(Pg+1
2
)]. (2.15)
Furthermore, from Lemma 2.6 and (1), (2), (5) of Lemma 2.8, we have
−2Φ(Pg)− 2Φ(Pg−1)+ 2x + Φ(Pg−1
2
)Φ(Pg+1
2
)
= −2Φ(Pg−1
2
)Φ(Pg+1
2
)+ 2Φ(Pg+1
2
)Φ(B g−3
2
)+ 2Φ(Pg−1
2
)Φ(B g−1
2
)
− 2Φ(Pg−1
2
)Φ(Pg−1
2
)+ 4Φ(Pg−1
2
)Φ(B g−3
2
)+ 2x + Φ(Pg−1
2
)Φ(Pg+1
2
)
= 2
x
Φ(Pg+1
2
)[Φ(Pg−3
2
)+ Φ(Pg−1
2
)] + 2
x
Φ(Pg−1
2
)[Φ(Pg−1
2
)+ Φ(Pg+1
2
)] + 2x
− 2Φ(Pg−1
2
)Φ(Pg−1
2
)+ 4
x
Φ(Pg−1
2
)[Φ(Pg−3
2
)+ Φ(Pg−1
2
)] − Φ(Pg−1
2
)Φ(Pg+1
2
)
= 4
x
Φ(Pg−1
2
)Φ(Pg+1
2
)+ 2
x
Φ(Pg−3
2
)Φ(Pg+1
2
)− 2Φ(Pg−1
2
)Φ(Pg−1
2
)
+ 6
x
Φ(Pg−1
2
)Φ(Pg−1
2
)+ 4
x
Φ(Pg−3
2
)Φ(Pg−1
2
)− Φ(Pg−1
2
)Φ(Pg+1
2
)+ 2x
= 4
x
Φ(Pg−1
2
)[Φ(Pg+1
2
)+ 2Φ(Pg−1
2
)+ Φ(Pg−3
2
)] − 2Φ(Pg−1
2
)Φ(Pg−1
2
)
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+ 2
x
[Φ(Pg−3
2
)Φ(Pg+1
2
)− Φ(Pg−1
2
)Φ(Pg−1
2
)] − Φ(Pg−1
2
)Φ(Pg+1
2
)+ 2x
= 4Φ(Pg−1
2
)Φ(Pg−1
2
)− 2x − 2Φ(Pg−1
2
)Φ(Pg−1
2
)− Φ(Pg−1
2
)Φ(Pg+1
2
)+ 2x
= 2Φ(Pg−1
2
)Φ(Pg−1
2
)− Φ(Pg−1
2
)Φ(Pg+1
2
).
Substituting the above equation into Eq. (2.15), we have for g is odd
Φ(Cg)− Φ(Pg)+ 1xΦ(P[ g2 ])Φ(Pg−[ g2 ]) =
1
x
[2Φ(Pg−1
2
)Φ(Pg−1
2
)− Φ(Pg−1
2
)Φ(Pg+1
2
)].
Note that
0 < α < α(Pg−i+1) ≤ α(Pg+1
2
).
We have (2.14) holds for g is odd.
If g is even, by reasoning similar to that of the case g is odd, we have
Φ(Cg)− Φ(Pg)+ 1xΦ(P[ g2 ])Φ(Pg−[ g2 ]) =
1
x
[2Φ(Pg
2−1)Φ(Pg2 )− Φ(Pg2 )Φ(Pg2 )].
Thus (2.14) holds for g is even.
Case 2. If k = 1, then l = 1. From Lemma 2.6, it is easy to calculate that
Φ(U1,1) = (x − 1)2Φ(Cg)+ (2− 2x)Φ(Pg)+ Φ(Pi−1)Φ(Pg−i+1)
and
Φ(Cg+2,g) = (x2 − 3x + 1)Φ(Cg)− (x − 2)Φ(Pg).
Thus, we also have
Φ(U1,1)− Φ(Cg+2,g) = 1x
[
Φ(Cg)− Φ(Pg)+ 1xΦ(Pi−1)Φ(Pg−i+1)
]
.
By reasoning similar to that of Case 1, the result follows. 
Now we give the proof of the above mentioned conjecture.
Theorem 2.10. Let G be a connected graph on n vertices with girth g ≥ 3. Then α(G) ≥ α(Cn,g), where Cn,g is the
lollipop graph shown in Fig. 1, and that equality holds if and only if G is isomorphic to Cn,g .
Proof. From Lemma 2.1, we only need to prove that the result holds for connected unicyclic graphs with girth g. In
the following, we assume that G is such a graph. If n ≤ g+ 1 or G = Cn,g , the result is obvious. In the following, we
suppose that G 6= Cn,g , n ≥ g + 2 and label the vertices of the cycle Cg of G by v1, v2, . . . , vg . Then the component
(if it exists) at vertex vi not containing the vertices of the cycle is a forest, denoted by Ti , (1 ≤ i ≤ g).
For the graph G, suppose that there exactly exist k (1 ≤ k ≤ g) vertices, say vi1 , vi2 , . . . , vik of Cg such that|V (Ti j )| 6= 0 for j = 1, 2, . . . , k. Without loss of generality, we distinguish the following two cases:
Case 1. 2 ≤ k ≤ g. From Lemma 2.5, there exists some connected unicyclic graph U kn,g with the property: there
are exactly two connected components at each vertex of vi1 , vi2 , . . . , vik , the component not including the vertices on
the cycle is a path, such that α(G) ≥ α(U kn,g). If k = 2, the result holds from Lemma 2.9. If k ≥ 3, there is a pair of
vertices at which the hypothesis of Lemma 2.7 holds, and using Lemma 2.7 we can produce another unicyclic graph
U k−1n,g such that α(U kn,g) ≥ α(U k−1n,g ). If k − 1 ≥ 3, continuing as in the above process, we can finally construct k − 2
unicyclic graphs U k−1n,g ,U k−2n,g , · · ·U2n,g such that α(U kn,g) ≥ α(U k−1n,g ) ≥ · · · ≥ α(U 2n,g). From Lemma 2.9, the result
follows.
Case 2. k = 1. By reasoning similar to that of Lemma 2.5 (see [6]), it is easy to see that if k = 1 and G 6= Cn,g ,
then α(G) > α(Cn,g). The proof is complete. 
Corollary 2.11. Let G be a connected graph on n vertices with girth g ≥ 3. Then α(G) ≥ α(Cn,3), and the equality
holds if and only if G is isomorphic to Cn,3.
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Proof. From Corollary 3.3 and Lemma 3.5 of [6], it is easy to see that over all connected graphs on n ≥ 4 vertices,
the graph of smallest algebraic connectivity is Pn , and the graph of second smallest algebraic connectivity is the ‘Y-
shaped’ graph, say Yn , formed by adding a pendant vertex and edge to a next-to-pendant vertex of Pn−1. Since Cn,3 is
formed from Yn by adding an edge between pendant vertices having the same valuation in a Fiedler vector, it is easy
to see that α(Cn,3) = α(Yn). If G 6= Cn,3, is a graph on n vertices having girth n − 1 ≥ g ≥ 3, then G contains a
spanning tree T 6= Yn, Pn , so that α(G) ≥ α(T ) > α(Yn) = α(Cn,3). If g = n, then G = Cn . From Lemma 2.8
of [7], α(Cn) > α(Cn,3), the result follows. 
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