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Abstract
For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we denote by MC the operator defined on X ⊕ Y by
[
A C
0 B
]
.
In this article, we study defect set DΣ = (Σ(A) ∪ Σ(B)) \ Σ(MC) for different spectra including the
spectrum, the essential spectrum, Weyl spectrum and the approximate point spectrum. We then apply the
obtained results to the stability of such spectra (DΣ = ∅) and the classes of operators C for which stability
holds of MC using local spectral theory.
© 2005 Published by Elsevier Inc.
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1. Introduction
Let X and Y be Banach spaces and let L(X,Y ) denote the space of all bounded linear oper-
ators from X to Y . When Y = X we write L(X,X) = L(X). For T ∈ L(X), let N(T ), R(T ),
σ(T ), σr(T ), σl(T ), σap(T ), σcom(T ) and σs(T ), denote the null space, the range, the spectrum,
the right spectrum, the left spectrum, the approximate point spectrum, the compression spectrum
and the surjectivity spectrum of T , respectively.
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by [
A C
0 B
]
.
In the case where X and Y are finite-dimensional, we have obviously σ(MC) = σ(A) ∪ σ(B)
and this latter fact is not generally true in the infinite-dimensional case.
The stability of the spectrum and the description of different spectra of MC have motivated
several mathematicians. For instance, if H and K are Hilbert spaces, Du and Pan [8] give a
description of
⋂
C∈L(K,H)σ (MC) by showing that⋂
C∈L(K,H)
σ (MC) = σap(A) ∪ σs(B) ∪
{
λ ∈C: α(B − λ) = β(A − λ)}, (1)
where α(B) and β(A) are the nullity of B and the deficiency of A, respectively. Han et al.
[11] extended Eq. (1) to the more general setting of Banach spaces. Since clearly, for every
C ∈ L(K,H) we have σ(MC) ⊂ σ(A) ∪ σ(B), the following auxiliary questions arise naturally
from Eq. (1).
Question 1. Under which conditions on A and B does
σ(MC) = σ(A) ∪ σ(B) (2)
for arbitrary C?
Question 2. Given A and B . For which operators C ∈ L(Y,X) does equality (2) hold?
The same questions can be stated using different spectra (essential spectrum, approximate
point spectrum, Weyl spectrum, . . .).
Considerable attention has been devoted the questions above, see, for instance, [3,6–9,11–13,
16].
Let Σ(·) be any of the spectra above such that Σ(MC) ⊂ Σ(A) ∪ Σ(B). Our aim is describe
the defect set
DΣ = (Σ(A) ∪ Σ(B)) \ Σ(MC).
One observes easily that DΣ = ∅ precisely when Σ(MC) = Σ(A) ∪ Σ(B).
In this paper, we investigate the stability of different spectra of MC using tools from local
spectral theory. If Σ is a specified spectrum, we rely Σ(MC), Σ(A) and Σ(B).
We recall in Section 2 some basic definitions and known results from local spectral theory.
We devote Section 3 to the defect set for different spectra. It is in particular shown that DΣ ⊂
S(A∗)∩S(B) for Σ ∈ {σ,σe}, thatDσω ⊆ (S(A)∩S(B∗))∪ (S(A∗)∩S(B)), where σω denotes
the Weyl spectrum. We apply then our results to obtain the stability of σ(MC), σe(MC) for some
classes of operators A and B including quasitriangular operators. Some theorems from [6,7] are
extended.
In Section 4, we consider the set H3(A,B,Σ) of all C such that Σ(MC) = Σ(A) ∪ Σ(B).
We give sufficient conditions to get elements in H3(A,B,Σ) for Σ ∈ {σ,σe, σap, σβ} and some
other spectra.
994 E.H. Zerouali, H. Zguitti / J. Math. Anal. Appl. 324 (2006) 992–10052. Preliminaries from local spectral theory
Let D(λ, r) be the open disc centered at λ ∈ C and with radius r > 0, the corresponding
closed disc is denoted by D(λ, r). A bounded linear operator T ∈ L(X) is said to have the single
valued extension property (SVEP, for short) at λ ∈C if there exists r > 0 such that for every open
subset U ⊂ D(λ, r), the constant function f ≡ 0 is the only analytic solution of the equation
(T − μ)f (μ) = 0 ∀μ ∈ U.
We use S(T ) to denote the open set where T fails to have the SVEP and we say that T has the
SVEP if S(T ) is the empty set, [10].
The operator T is said to satisfy the Bishop’s property (β) at λ ∈ C if there exists r > 0
such that for every open subset U ⊂ D(λ, r) and for any sequence (fn)n of analytic X-valued
functions on U with (T −μ)fn(μ) → 0 as n → ∞ uniformly on compact subsets of U , we have
fn(μ) → 0 as n → ∞ uniformly on compact subsets of U . Let σβ(T ) be the set of all points
where T does not have Bishop’s property (β). Then T is said to satisfy the Bishop’s property (β),
precisely when σβ(T ) = ∅ [4].
The operator T is said to have the decomposition property (δ) at λ ∈ C if there exists an
open neighborhood U of λ such that for every finite open cover {U1, . . . ,Un} of C, with σ(T ) \
U ⊆ U1, we have
XT (U1) + · · · +XT (Un) = X. (3)
Where XT (F ) is the vector space of all elements x ∈ X for which there exists an analytic
function f :C \ F → X such that (T − μ)f (μ) = x, for μ ∈C \ F .
Similarly we define the δ-spectrum to be
σδ(T ) =
{
λ ∈C: T does not satisfy decomposition property (δ) at λ}
and we say that T has the decomposition property (δ) if σδ(T ) = ∅.
Properties (β) and (δ) are known to be dual to each other in the sense that T has (δ) if and
only if T ∗ satisfies (β). It is also known that (β) characterizes operators with decomposable
extensions [2]. Property (β) is hence conserved by restrictions while (δ) is transferred to quotient
operators. See also [15] for more details.
Recall that T ∈ L(X) is said to be decomposable provided that for every finite open cover
{U1, . . . ,Un} of C, there exists X1, . . . ,Xn closed T -invariant subspaces of X such that
σ(T |Xi) ⊆ Ui for i = 1, . . . , n, and X1 + · · · + Xn = X. (4)
The class of decomposable operators contains all normal operators and more generally all spec-
tral operators. Operators with totally disconnected spectrum are decomposable by the Riesz
functional calculus. In particular, compact and algebraic operators are decomposable.
A local version of decomposability can be defined as follows. An operator T is decomposable
at λ if there exists an open neighborhood U of λ such that for every finite open cover {U1, . . . ,Un}
of C, with σ(T ) \ U ⊆ U1, there exists X1, . . . ,Xn closed T -invariant subspaces of X such that
Eq. (4) holds.
For T ∈ L(X), we shall denote
σdec(T ) = {λ ∈C: T is not decomposable at λ}.
Note that σβ(T ), σδ(T ) and σdec(T ) are closed subsets of σ(T ) and clearly
S(T ) ⊆ σβ(T ) ⊆ σdec(T ) = σβ(T ) ∪ σδ(T ) and σβ(T ) = σδ(T ∗).
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3.1. The spectrum and the essential spectrum
It is well known that when X and Y are finite-dimensional, then equality (2) holds for every
C ∈ L(Y,X).
Equality (2) was proved in infinite-dimensional case when B has the SVEP, [12, Theorem 2.1].
The same result can be deduced by duality when A∗ has the SVEP. See also [7, Theorem 2.3].
When the equality fails to be true, it is then natural to describe the defect set Dσ = σ(A) ∪
σ(B) \ σ(MC).
In [9, Theorem 2.5], the spectrum of MC was relied to the spectrum of A and B and to the
sets in which A∗ and B do not have the SVEP.
Theorem 3.1. Let A ∈ L(X), B ∈ L(Y ) be given. Then
σ(MC) ∪
(S(A∗) ∩ S(B))= σ(A) ∪ σ(B) (5)
for every C ∈ L(Y,X).
From the following expression[
A C
0 B
]
=
[
I 0
0 B
][
I C
0 I
][
A 0
0 I
]
(6)
it follows that if MC is invertible, then A is left invertible and B is right invertible. Hence in the
previous theorem more is given
σ(MC) ∪
(
σ(A) \ σap(A)
)∩ (σ(B) \ σs(B))= σ(A) ∪ σ(B). (7)
The latter result can be reformulated as
Dσ ⊂ (σ(A) \ σap(A))∩ (σ(B) \ σs(B))⊂ S(A∗) ∩ S(B). (8)
In particular, when A∗ or B has the SVEP, equality (2) can be deduced from Eq. (8).
Remark 3.1. We mention that the inclusion Dσ ⊂ S(A∗) ∩ S(B) may be strict. Indeed, let MC
be given by
A = S ⊕ 0 ∈ L(H 2 ⊕ H 2), B = S∗ ⊕ 0 ∈ L(H 2 ⊕ H 2) and C = (I − SS∗) ⊕ 0.
Here and through all the paper S is the usual shift operator on the Hardy space H 2. Then
σ(MC) =
{
λ ∈C: |λ| = 1}∪ {0},
and
Dσ = {λ ∈C: 0 < |λ| < 1} = S(A∗) ∩ S(B) = {λ ∈C: |λ| < 1}.
We also derive from Eq. (8) the following result.
Corollary 3.1. [3, Proposition 10] Let A, B and C be given. Assume that there exists λ ∈ (σ (A)∪
σ(B)) \ σ(MC), then σr(A) ∩ σl(B) \ (σl(A) ∪ σr(B)) contains a neighborhood of λ.
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(S(A∗) ∩ S(B)) \ σl(A) ∪ σr(B) is an open set. The corollary follows then from Eq. (8). 
We deduce:
Corollary 3.2. If (σr(A) ∩ σl(B)) \ (σl(A) ∪ σr(B)) has no interior point, then Eq. (2) holds for
every C.
Let T ∈ L(X) be with closed range and let α(T ) = dimN(T ) and β(T ) = dimX/R(T ) be
the nullity and the deficiency, respectively. We recall that T ∈ L(X) is said to be left Fredholm
(respectively right Fredholm) if R(T ) is a closed complemented subspace such that α(T ) < ∞
(respectively N(T ) is complemented such that β(T ) < ∞). A semi-Fredholm operator is an
operator that is either left Fredholm or right Fredholm. The index of a semi-Fredholm operator
T is defined as ind(T ) = α(T )−β(T ). We say that T is Fredholm if it is both left Fredholm and
right Fredholm. The left essential spectrum σle(T ), the right essential spectrum σre(T ) and the
essential spectrum σe(T ) are defined by
σle(T ) = {λ ∈C: T − λ is not left Fredholm},
σre(T ) = {λ ∈C: T − λ is not right Fredholm},
σe(T ) = {λ ∈C: T − λ is not Fredholm}.
From Eq. (6), it is clear that
σle(A) ∪ σre(B) ⊆ σe(MC) ⊆ σe(A) ∪ σe(B) (9)
and the previous inclusion turns out to be an equality for every C ∈ L(Y,X) when A∗ or B has
the SVEP, see [7, Theorem 2.3].
In the next theorem we extend the previous result. From Eq. (9), it is not hard to see that
Dσe = (σe(A) ∪ σe(B)) \ σe(MC) ⊆ σe(A) ∩ σe(B). (10)
In fact, more can be said:
Theorem 3.2. For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we have:
σe(MC) ∪
(S(A∗) ∩ S(B))= σe(A) ∪ σe(B) ∪ (S(A∗) ∩ S(B)). (11)
In particular,
Dσe ⊆ S(A∗) ∩ S(B).
Proof. Suppose λ0 ∈ (σe(A) ∪ σe(B)) \ σe(MC), then MC − λ0 is Fredholm. It follows that
A − λ0 is left Fredholm and B − λ0 is right Fredholm.
We claim that λ0 ∈ S(A∗) ∩ S(B). Indeed, for the sake of contradiction assume that λ0 /∈
S(A∗) ∩ S(B).
Case 1. If λ0 /∈ S(A∗), we derive from [10, Corollary 12], that ind(A− λ0) 0. Since A− λ0 is
left Fredholm then α(A − λ0) < ∞. Then it follows from ind(A − λ0) 0 and α(A − λ0) < ∞
that β(A − λ0) < ∞. Thus A − λ0 is Fredholm and so B − λ0 is.
Case 2. If λ0 /∈ S(B), the proof follows similarly. 
E.H. Zerouali, H. Zguitti / J. Math. Anal. Appl. 324 (2006) 992–1005 997The inclusion in Theorem 3.2 may be strict in general. This can be seen with MC given by
A = S, B = S∗ and C = I − SS∗.
Equation (10) and Theorem 3.2 lead to the next corollary which refines Proposition 3.2 in [6].
Corollary 3.3.
Dσe ⊂ S(A∗) ∩ S(B) ∩ σe(A) ∩ σe(B).
It follows that:
Corollary 3.4. If S(A∗) ∩ S(B) ∩ σe(A) ∩ σe(B) = ∅, then for every C ∈ L(Y,X)
σe(MC) = σe(A) ∪ σe(B). (12)
Corollary 3.5. If σp(A∗) or σp(B) has no interior points, then for every C ∈ L(Y,X)
σe(MC) = σe(A) ∪ σe(B).
Using the Calkin homomorphism π an immediate adaptation of the proof of Corollary 3.1 is:
Corollary 3.6.
S(π(A)∗)∩ S(π(B))⊆ (σre(A) ∩ σle(B))∖ (σle(A) ∪ σre(B)). (13)
In particular,
(i) If λ ∈Dσe then (σre(A) ∩ σle(B)) \ (σle(A) ∪ σre(B)) contains a neighborhood of λ.
(ii) If (σre(A)∩σle(B)) \ (σe(A)∪σe(B)) has no interior point, then Eq. (12) holds for every C.
The following classes were considered in [6]:
S+(X) =
{
T ∈ L(X): α(T − μ) β(T − μ) if at least one of these quantities is finite},
S−(X) =
{
T ∈ L(X): α(T − μ) β(T − μ) if at least one of these quantities is finite}.
Applying Theorem 3.2, we retrieve the following result from [6].
Corollary 3.7. [6, Proposition 3.3] If A ∈ S+(X) or B ∈ S−(Y ), then the equality
σe(MC) = σe(A) ∪ σe(B)
holds for every C ∈ L(Y,X).
Proof. Let λ ∈ σe(MC) \ σe(A)∪ σe(B), then α(A− λ) < ∞. Now if A ∈ S+(X) it comes from
Theorem 4.4 that A∗ does not have the SVEP at λ. Then using [1, Theorem 2.8] we derive that
β(A − λ) = +∞, which is impossible.
The case B ∈ S−(Y ) goes similarly. 
An operator A ∈ L(H) is said to be quasitriangular if there exists a sequence {Pn}n0
of finite rank projections in L(H) that converges strongly to the identity and such that
‖PnAPn − APn‖ → 0. We deduce the following result in the line of Corollary 4 in [13].
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then for every B and C, we have
σe(MC) = σe(A) ∪ σe(B).
Proof. We claim that if A is quasitriangular, then (σe(A) \ σle(A)) = ∅. Indeed, Let λ ∈
(σe(A) \ σle(A)), since A − λI is left Fredholm but not Fredholm, we have β(A − λ) = ∞
and α(A − λ) < ∞. This provides a pseudohole with negative index, which contradicts [18,
Theorem 1.31]. Now the corollary derives from (13). 
In [22], the authors introduced the notion of the weak decomposition property (δw) and gave a
new class of operators which extends the class of operators with the decomposition property (δ).
For T ∈ L(X), we say that T has the weak decomposition property (δw), if for every finite open
cover {U1, . . . ,Un} of C, we have
XT (U1) + · · · +XT (Un) (14)
is dense in X.
Corollary 3.9. Let A ∈ L(X), B ∈ L(Y ) be given. Suppose that A or B∗ has the weak decompo-
sition property (δw), then
σ(MC) = σ(A) ∪ σ(B), σe(MC) = σe(A) ∪ σe(B)
for every C ∈ L(Y,X).
Proof. If A has the weak decomposition property (δw), then it follows from [22, Corollary 2.2]
that S(A∗) = ∅, the result comes now from Theorems 3.1 and 3.2. 
3.2. The Weyl spectrum
A bounded linear operator T is said to be Weyl if it is Fredholm of index zero. The Weyl
spectrum is defined as
σω(T ) = {λ ∈C: T − λ is not Fredholm of index zero}.
It is clear from Eq. (6) that
σω(MC) ⊆ σω(A) ∪ σω(B).
Theorem 3.3. For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we have
Dσω ⊆ [S(A) ∩ S(B∗)]∪ [S(A∗) ∩ S(B)]. (15)
Proof. Let λ ∈Dσω , then MC − λ is Fredholm of index zero. Hence A − λ is left Fredholm and
B − λ is right Fredholm. If λ /∈ S(A∗) ∩ S(B), then it follows from the proof of Theorem 3.2
that A − λ and B − λ are Fredholm. Thus 0 = ind(MC − λ) = ind(A − λ) + ind(B − λ) (the
second equality follows from (6)). If ind(A − λ) > 0 then ind(B − λ) < 0. Hence from [10,
Corollary 12] we obtain λ ∈ S(A) ∩ S(B∗). Now if ind(A − λ) < 0 then similarly we show that
λ ∈ S(A∗) ∩ S(B) which leads a contradiction. 
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σω(MC) = σω(A) ∪ σω(B).
The following corollary applies, in particular, if either A or B is compact or normal and more
generally a decomposable operator.
Corollary 3.11. If A and A∗ (or B and B∗) have the SVEP, then
σω(MC) = σω(A) ∪ σω(B).
Recall that Weyl’s theorem holds for an operator T ∈ L(X) if
σ(T ) \ σω(T ) = π00(T ),
where π00(T ) consists of all isolated points of σ(T ) which are eigenvalues of finite multiplicity.
And T is called isoloid ( finite-isoloid) if every isolated point of σ(T ) is an eigenvalues of T
(if every isolated point of σ(T ) is in π00(T )). It is well known that every hyponormal operator is
isoloid [21, Theorem 2].
Note that Weyl’s theorem holds for A and B does not imply, in general, Weyl’s theorem holds
for
[
A 0
0 B
]
, see [16]. Corollary 3.10 together with [16, Lemma 10] yields to the following.
Corollary 3.12. Suppose that A and B are isoloid and have the SVEP. If Weyl’s theorem holds
for A and B then Weyl’s theorem holds for [A 00 B ].
Note that in the last corollary and in the light of Corollary 3.10 the conditions A and B have
the SVEP may be changed to A and B , A and A∗ or B and B∗ have the SVEP.
Theorem 3.4. Let A and B have the SVEP. Suppose that A is isoloid and B is finite-isoloid. Then
if Weyl’s theorem holds for A and B then Weyl’s theorem holds for MC for every C.
Proof. It follows from Corollary 3.12 that Weyl’s theorem holds for
[
A 0
0 B
]
. Since B has the
SVEP and is finite-isoloid, then we have from [5, Theorem 2.2] thatYB({λ}) is finite-dimensional
for each isolated point λ of σ(B). Now we can deduce the result from [7, Theorem 2.5]. 
It also may happen that MC have Weyl’s theorem while
[
A 0
0 B
]
does not satisfy it. Indeed, for
A = S, B = S∗ and C = I − SS∗, then MC is unitary without eigenvalues and hence satisfies
Weyl’s theorem, while
[
A 0
0 B
]
does not satisfy it.
Proposition 3.1. Let A ∈ L(X), B ∈ L(Y ) and let C ∈ L(Y,X) be such that AC = CB . Then
Weyl’s theorem holds for [A 00 B ] if and only if it holds for MC .
Proof. We have
MC =
[
A 0
0 B
]
+
[
0 C
0 0
]
.
Since
[ 0 C
0 0
]
is nilpotent and commute with
[
A 0
0 B
]
, then the result follows at once from [17,
Theorem 3]. 
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The inclusion
σap(A) ⊆ σap(MC) ⊆ σap(A) ∪ σap(B) (16)
is not hard to obtain and leads to the inclusion
Dσap ⊆ σap(B). (17)
In the next theorem, more is obtained:
Theorem 3.5. Let A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) be given, then
Dσap ⊆ S(A∗) ∩ σap(B). (18)
Proof. Suppose that 0 ∈ Dσap , hence by Eq. (6) A is left invertible. We claim that A is not
invertible. Otherwise, using again Eq. (6) will give B is also left invertible and this provides
a contradiction. To conclude now, it suffices to see that A∗ is onto noninvertible, and hence
by [10, Theorem 2], A∗ does not have the SVEP at zero. Finally 0 ∈ S(A∗) and the proof is
complete. 
Corollary 3.13. If A∗ has the SVEP, then for every B and C, we have
σap(MC) = σap(A) ∪ σap(B).
Arguing as in Corollary 3.8 we retrieve a result from [13].
Corollary 3.14. [13, Corollary 4] If A is a quasitriangular operator, then for every B and C, we
have
σap(MC) = σap(A) ∪ σap(B).
By duality, we have:
Proposition 3.2.
Dσs ⊆ σs(A) ∩ S(B).
In particular, If B has the SVEP or if B∗ is quasitriangular, then
σs(MC) = σs(A) ∪ σs(B).
Inclusion (18) may be strict as it can be observed for MC given by
A = S, B = S∗ and C = 0.
Here
∅ =Dσap ⊂ σap(B) ∩ S(A∗) = D(0,1).
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Proposition 3.3. For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we have
σβ(A) ⊆ σβ(MC) ⊆ σβ(A) ∪ σβ(B).
Proof. The first inclusion is trivial since MC |X ⊕ {0} = A and the Bishop’s property (β) is
preserved by restriction. For the second inclusion, the proof is the same as that of [12, Proposi-
tion 3.3]. 
Proposition 3.3 implies that Dσβ ⊂ σβ(B). In fact more can be given:
Theorem 3.6. For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we have
σβ(A) ∪ σβ(B) ∪ σs(A) = σβ(MC) ∪ σs(A). (19)
Hence
Dσβ ⊆ σs(A) ∩ σβ(B). (20)
Proof. It suffices to show that
σβ(B) ⊆ σβ(MC) ∪ σs(A).
Let λ /∈ (σβ(MC) ∪ σs(A)). Then there exists r > 0 such that for every open subset
U ⊂ D(λ, r) and for any sequence (hn)n of analytic (X ⊕ Y)-valued functions on U with
(MC − μ)hn(μ) → 0 as n → ∞ uniformly on compact subsets of U , we have hn(μ) → 0 as
n → ∞ uniformly on compact subsets of U .
We can take r small enough such that D(λ, r) ∩ σs(A) = ∅. Let (gn)n0 be a sequence of
analytic Y -valued functions on U ⊂ D(λ, r) such that (B − μ)gn(μ) → 0 as n → ∞ uniformly
on compact subsets of U .
From Leiterer’s theorem [14], it follows that there exists a sequence (fn)n0 of analytic
X-valued functions such that
(A − μ)fn(μ) = −Cgn(μ), for all μ ∈ U.
Therefore, for hn = fn ⊕ gn we have
(MC − μ)
(
hn(μ)
)= 0 ⊕ gn(μ) → 0 as n → ∞
uniformly on compact subsets of U . It follows from MC satisfies Bishop’s property (β) at λ
that hn(μ), and so gn(μ) → 0 as n → ∞ uniformly on compact subsets of U . This ends the
proof. 
Corollary 3.15. If A− λ is surjective, then MC satisfies Bishop’s property (β) at λ if and only if
A and B satisfy Bishop’s property (β) at λ.
Corollary 3.16. If int(σs(A)) = ∅, then MC satisfies Bishop’s property (β) if and only if A and
B satisfy Bishop’s property (β).
Example 3.1. One might expect that to take a smaller subset than σs(A) in equality (20). But this
is not true in general. To see this, let MC be given by A = S, B = A∗ and C = I − AA∗, then
σs(A) = D(0,1), σβ(A) = ∅ and σβ(B) = D(0,1).
Since MC is a unitary operator, we get σβ(MC) = ∅. However, equality holds in (20).
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the above results the following.
Proposition 3.4. For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we have
σδ(B) ⊆ σδ(MC) ⊆ σδ(A) ∪ σδ(B), Dσδ ⊂ σδ(A) ∩ σap(B).
Theorem 3.7. For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we have
σδ(A) ∪ σδ(B) ∪ σap(B) = σδ(MC) ∪ σap(B).
We give an immediate consequence of the above results.
Theorem 3.8. Let A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) be given. Then
(i) σβ(A) ∪ σδ(B) ⊆ σdec(MC) ⊆ σdec(A) ∪ σdec(B).
(ii) σdec(A) ∪ σdec(B) ∪ (σs(A) ∪ σap(B)) = σdec(MC) ∪ (σs(A) ∪ σap(B)).
(iii) Dσdec ⊆ σδ(A) ∩ σβ(B).
The second inclusion in (i) can be strict. Indeed if we take Example 3.1, then σdec(MC) = ∅
and σdec(A) = σdec(B) = D(0,1). We notice here that the inclusion in (iii) turns out be an equal-
ity.
A direct corollary is:
Corollary 3.17. Let A satisfying (δ) and B with Bishop’s property (β), then for every C, the
operator MC is decomposable if and only if A and B are decomposable.
Remark 3.2. Using the same argument as in the case of Bishop’s property (β), similar results
are valid for the SVEP. For A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X) we have
S(A) ∪ S(B) ∪ σs(A) = S(MC) ∪ σs(A).
If int(σs(A)) = ∅, then
S(MC) = ∅ ⇐⇒ S(A) = S(B) = ∅.
Example 3.2. Let MC be such that A = S∗ and B = S. Then,
S(MC) = S(A)
for every C ∈ L(X).
4. For which C does the equality hold
We devote this section to provide operators C such that
Σ(MC) = Σ(A) ∪ Σ(B),
where Σ runs over usual spectra.
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H1(A,B) =
{
C ∈ L(Y,X) such that C ∈ R(δA,B)
}
,
H2(A,B) =
{
C ∈ L(Y,X) such that MC is similar to M0
}
, and
H3(A,B,Σ) =
{
C ∈ L(Y,X) such that Σ(MC) = Σ(A) ∪ Σ(B)
}
.
It is not difficult to see that
H1(A,B) ⊆ H2(A,B) ⊆ H3(A,B,Σ). (21)
Moreover, H3(A,B,Σ) is norm closed, in the case where T → Σ(T ) is upper semi-continuous
(for example, when Σ ∈ {σ,σe}).
Several papers were devoted to the inclusions (21), see for example [3,9,19,20]. These inclu-
sions can be strict, see for instance [9].
4.1. Σ = σ
Let LA and RB denote the left and the right multiplication by A and B , respectively. The
generalized derivation induced by A and B is defined by δA,B = LA − RB.
Theorem 4.1. For A ∈ L(X), B ∈ L(Y ), λ ∈C and n 1, we have:
(a) If C ∈ N(RnB−λ), then S(B) ⊆ S(MC) and hence
σ(MC) = σ(A) ∪ σ(B).
(b) If C ∈ N(LnA−λ), then S(A∗) ⊆ S(M∗C) and hence
σ(MC) = σ(A) ∪ σ(B).
Proof. Let C ∈ L(X,Y ) be such that C(B−λ)n = 0. Let μ0 ∈ S(B) and f be a nonzero analytic
Y -valued function on some neighborhood U of μ0 such that
(B − μ)f (μ) = 0, for all μ ∈ U.
Using C(B − λ)n = 0, we obtain for μ ∈ U ,
0 = C(B − λ)nf (μ) = C
n∑
p=0
(
n
p
)
(B − μ)p(μ − λ)n−pf (μ) = (μ − λ)nCf (μ).
Thus Cf (μ) = 0 for every μ ∈ U and hence (MC − μ)(0 ⊕ f (μ)) = 0 for all μ ∈ U . Therefore
μ0 ∈ S(MC). Hence S(B) ⊆ S(MC) and the result follows from (5).
Assertion (b) is obtained similarly. 
Corollary 4.1. For A ∈ L(X) and B ∈ L(Y ) if σp(RB) ∪ σp(LA) = ∅, then
σ(MC) = σ(A) ∪ σ(B)
for some C ∈ L(Y,X).
Let for T a bounded operator N∞(T ) =⋃n1 N(T n) be the generalized kernel, then
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N(δA,B) + H3(A,B,σ ) ⊆ H3(A,B,σ ),
in particular
N(δA,B) +
⋃
λ∈C
N∞(RB − λ) ∪
⋃
λ∈C
N∞(LA − λ) ⊆ H3(A,B,σ ).
Proof. Let C1 ∈ N(δA,B) and C2 ∈ H3(A,B,σ ). We have MC1+C2 = MC2 +
[ 0 C1
0 0
]
. Since[ 0 C1
0 0
]
is nilpotent and commutes with MC2 , then
σ(MC1+C2) = σ(MC2) = σ(A) ∪ σ(B). 
The next theorem, which can be found in [3], follows from Theorem 4.1, Proposition 4.1 and
[3, Lemma 7]. Remark that H3(A,B,σ ) has no linear structure.
Theorem 4.2. [3] For A ∈ L(X), B ∈ L(Y ) we have
cl
[
H3(A,B,σ ) + N(δA,B) +
⋃
λ∈C
N(LA−λ) +
⋃
λ∈C
N(RB−λ)
]
⊆ H3(A,B,σ ).
4.2. Σ = σe
In a similar way as for the case Σ = σ and using the Calkin homomorphism, we get:
Theorem 4.3. For A ∈ L(X), B ∈ L(Y ), λ ∈C and n 1. If C ∈ N(RnB−λ) ∪ N(LnA−λ), then
σe(MC) = σe(A) ∪ σe(B).
Corollary 4.2. For A ∈ L(X), B ∈ L(Y ) we have
cl
[
H3(A,B,σe) + N(δA,B) +
⋃
λ∈C
N(LA−λ) +
⋃
λ∈C
N(RB−λ)
]
⊆ H3(A,B,σe).
4.3. Σ ∈ {S, σβ, σδ, σdec}
Arguing as in Theorem 4.1 we get:
Theorem 4.4. For A ∈ L(X), B ∈ L(Y ), λ ∈C and n 1, we have:
(a) If C ∈ N(RnB−λ), then
σβ(MC) = σβ(A) ∪ σβ(B), S(MC) = S(A) ∪ S(B).
(b) If C ∈ N(LnA−λ), then
σδ(MC) = σδ(A) ∪ σδ(B), S
(
M∗C
)= S(A∗) ∪ S(B∗).
(c) If C ∈ N(LnA−λ) ∩ N(RnB−λ), then
σdec(MC) = σdec(A) ∪ σdec(B).
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