Abstract-In ad-hoc networks, the optimal hop size is a trade-off between the transmission errors and the number of hops required. This paper investigates the optimal hop size and transmission strategy in networks with overlaid base stations. The objective is to maximize the minimum throughput any user achieves, excluding traffic that it relays. The optimum depends on the routing algorithm used, and a specific receiver-based algorithm is proposed. Optimal parameters are derived using a simplified model, and are shown by simulation to out-perform systems with the optimal positioninvariant hop size. For this choice of objective, improvement is obtained by using one hop size for the base station and another for relays.
I. INTRODUCTION
Recently, ad-hoc networks have also been combined with cellular networks, forming multihop cellular networks (MCN), to enhance performance in terms of power requirements, selforganization, coverage and capacity [1] [2] [3] [4] [5] [6] [7] . This work analyzes the uplink of MCN where all traffic goes to the base stations.
A fundamental issue we investigate is that of finding the hopsize, or reception range, a parameter required by many routing algorithms in finding a path through the network. Other works on purely ad-hoc networks have considered the impact of traffic load (in particular, intensity of nodes) on the optimal reception range, and it has been reported that the reception range should decrease with an increase in traffic intensity [8] [9] [10] [11] . We address the question of optimal reception range for the cellular ad-hoc networks, which have the following new ingredients, which may all impact in different ways:
1) all traffic in a cell is directed towards the base station 2) For a uniform intensity of nodes in the cell, the traffic intensity itself increases towards the base station 3) The base station is a sink: all traffic must be received by it, and it does not need to transmit to any other node (implying it has more time to listen) 4) There is a fairness issue: nodes further from the base station require service, and cannot be completely sacrificed for the sake of high network throughput. In this paper, we seek a method to determine the optimal hop size, as a parameter to be used in network routing algorithms. Since there is a central base station, it is natural to consider routing algorithms that start at the base station, and work outwards to the edge of the cell, and the "reception range" determines which nodes are considered connected to a given node. We also seek to determine the optimal transmission probability for a node. Our optimality criterion is to maximize the minimum throughput over all nodes in the network.
In agreement with prior work, we find that the optimal reception range in the ad-hoc part of the network decreases with the intensity of nodes, but we also find that the base station should be treated differently: we assign it a different reception range. The base station reception range decreases with an increase in node intensity, but not nearly as fast as the ad-hoc reception range.
Finding the optimal reception ranges, and transmit probabilities, is a complicated task as it is coupled with that of finding the optimal routes in the network. We make a number of simplifying modelling assumptions, and in particular, formulate a two-hop numerical/analytical model (in section V), which enables good choices of parameters to be found numerically much faster than by brute-force optimization for a particular routing scheme. We validate this model by comparing results obtained with bruteforce optimization of a particular routing scheme. In fact, this routing scheme is of some interest in itself, and is a further contribution of the present paper.
II. PROBLEM FORMULATION
In this paper, for simplicity, we consider a single cell with unit radius (r max = 1), and a centrally located base station (bs), as shown in Fig. 1 . The nodes (ms) are spatially distributed as a uniform, two-dimensional Poisson process. This follows [8] [9] [10] [11] , but is in contrast to [4, 5] where the nodes are assumed to form a continuum and relays can always be found in the straight line from source to destination. Node density is given by λ/π per unit area. All the nodes transmit with constant (equal) transmit powers and no fading is assumed; thus, the power received from a unit-power transmitter at distance d is simply d −n where n is the path loss exponent.
Transmission is time-slotted, and a node cannot transmit and receive simultaneously. In each slot, node i transmits a packet with probability p t (i), which is constant in time, but varies over nodes. This includes both its own data (with probability p 0 ) and relayed data (with probability p t (i) − p 0 ). We require each node to retransmit forwarded packets that are lost, but make no assumption about the node's own packets; losses can be ignored or packets retransmitted. We assume nodes are greedy and relays always have data to forward.
Spread-spectrum multiple access with a fixed carrier to interference ratio (CIR) requirement α is assumed. Multiple packets can be received successfully simultaneously [12] , and any packet received will be successfully decoded if its CIR is greater than α. All links are assumed to have independent spreading codes. The probability that CIR > α is denoted by p s , and by [13, 10, 14] CIR is given by
where Y 0 is the received signal power, Y i the received power from the ith interferer, L is the processing gain, and N 0 is the thermal noise. Traditional routing assigns a fixed cost to each link. However, for wireless networks, the appropriate costs depend on the route eventually chosen, and so other methods must be used. Many algorithms [15] seek a path from transmitter to receiver with a specified maximum hop size. We take a similar approach, but using a different maximum hop size, D bs , for the final hop to the base station. The maximum hop size for other nodes is D ms .
Given a particular routing scheme and a particular realization of points of the Poisson process, we can compute an average throughput for each node. A node's throughput is defined as the probability of successfully transmitting its own data in a given slot. Successful transmission for node i requires three events: the node transmits its own data (probability p 0 ); the receiver j is not transmitting (probability 1 − p t (j)); the interference at the receiver is sufficiently low that CIR(j) > α (probability p s (i)). Under the assumption that these events are independent, user i's throughput is thus
To calculate the expected throughput, averaged over all realizations of the Poisson process, consider a test node, located at distance r from bs, fixed for all realizations of the Poisson process. This requires a change in notation: denote the average probability of transmission, average success probability, and average throughput, respectively, by p t (r), p s (r), and u(r). Thus, we now have three functions of distance from the base station, rather than functions of nodes for a particular realization.
Given a routing scheme, one would like to find p 0 , D bs and D ms , to solve the following problem:
In the next section, we propose a specific routing scheme, and address this problem for that scheme.
III. ROUTING ALGORITHM The proposed routing algorithm grows a tree starting from the base station (bs). Nodes are added in increasing order of their distance to bs. A node is added by selecting the node to which it will transmit. The choice of relay seeks to optimize multiple objectives in decreasing order of priority: a receiver, j, should not receive from a node further than D j away; loads should be balanced; the maximum hop length should be minimised; the hop count should be minimised. Here, D j is D ms , unless j is the base station, when it is D bs .
The algorithm uses the following quantities: d(i, j) is the distance between nodes i and j; the path P (j) = (P j,Nj , . . . , P j,0 ) = (j, . . . , bs) is the ordered list, of length N j , of nodes which carry a packet from node j to the base station; m j = max n (d(P j,n , P j,n−1 )) is the maximum hop length on path P (j); m i,j = max(d(i, j), m j ) is the maximum hop length which would result from relaying packets from i via j; f (j) is the number of flows relayed by the most heavily loaded node on path P (j), that is, the number of nodes n such that P j,1 = P n,1 ; A is the set of allocated nodes. Note that f (j) and A increase as more nodes are added to the tree, while the other quantities are constant.
Two greedy passes are used; nodes which cannot be connected in the first pass without violating the receive range constraint are pushed onto a queue to be processed in the second pass. In each pass, a subroutine AdOneOf() is called. The algorithm can now be stated as follows: For this reason, we introduce an analytic/numerical model in the next section, allowing us to obtain the required parameters much more quickly. This model is motivated by observing from Fig. 2 that the throughput is lowest for the nodes whose data is relayed by the receiver at r ≈ D bs . Call these the "bottleneck nodes". To see why, note that nodes at r ≤ D bs will share all the load from traffic generated in the ad-hoc region, and the relay nodes at r ≈ D bs have the largest p t (r); of relays directly connected to the base station, they require the most retransmissions.
V. ANALYTICAL AND NUMERICAL MODELLING

A. Two-hop model
The bottleneck nodes identified in the preceding section suggests that it may be enough to consider the two-hop path depicted in Fig. 3 
. The throughput of A is u
is the probability that node O will forward data in any slot. In this model, we assume all such forwarded data comes from node A, and is to be forwarded directly to bs. The distance R is a parameter to be optimised that we will then relate to a choice for D ms . Below, we will refer to R as the "average reception range at distance D bs from the base station". Fig. 4 . A closed form approximation to p t (r) will now be derived.
For nodes far from bs, we assume that all packets originating outside a circle of radius r must cross the annulus depicted in Fig. 1 ; thus, the number of forwarded flows at r is proportional to the area outside the circle. The number of available relays decreases in proportion to r. The transmit probability is thus p t (r) = p f (r) + p 0 , where
κ(R) ≡ 0.427/R 1.424 , and R(r) is the average reception range at a node at distance r from the base station. The function κ(R) is to account for the fact that paths are more wiggly when R is small, and an explanation for the given form is found in the appendix. We remark that κ(R) is a property of the routing algorithm, but we found it via Monte-Carlo simulation much more quickly than brute-force optimization of D bs and D ms , since we take p s = 1, and are just counting flows. The appendix shows this can be done for just one large value of λ, as the function is not too sensitive with λ.
Computing R(r) is simplified by our assumption that it is constant in the ad-hoc part of the network. This seems reasonable since D ms is constant in our algorithm, so the average reception range will also be constant; note that R ≈ (2/3)D ms . Thus, we set R(r) = R, the same value used in the two-hop model (see Fig. 3 ).
Near bs, (3) breaks down. Each node at distance r < D bs must be a single hop from a relay with distance r > D bs . Forwarding nodes with r < D bs − R, must have hop-size greater than R to the next node further out, so these nodes will forward little traffic. Load balancing in the algorithm causes the traffic to be shared fairly uniformly for nodes with D bs − R < r < D bs . Since all packets originating in the region with r > D bs must eventually be forwarded by a node one hop from bs, we can equate the incoming and relayed traffic:
. Thus the uniform forwarding probability
The resulting piecewise approximation is shown by the dotted lines in Fig. 4 . With formulas for p f (r), and hence p t (r), we can now address the issue of success probability. and d i is the distance of (random) node i to the receiving point. By Campbell's theorem [16] , the characteristic function of Y is
When traffic is spatially uniform, λ t is constant, and when n = 4 the cumulative distribution function (cdf) of Y for a receiver at distance r is [10] 
In our work, λ t (r) is based on p t (r), and in our two-hop model, F (r) Y (y) must be estimated at r = 0 and r = D bs . Evaluating the integral in (5) by standard quadrature techniques is potentially unstable. However, for r = 0, it can be obtained using the Gnu Scientific library routine for integration of an oscillatory integrand [17] . For r = D bs , those routines were again insufficient, and we approximated λ t as locally uniform, equal to the average λ t on the circle with radius R centred at r = D bs , and used (6) . From the characteristic function, F (r) Y (y) can be obtained by numerically inverting the characteristic function [18] , which was found to be stable.
From
Y (y) and equation (1), p s (r) can be found as
and p 
A. Statistics of interference
Given a collection of nodes and their transmit probabilities p
Y (y) at any point can be computed directly by numerical inversion [18] , since the Laplace transform for F (r) Y (y) can be found in closed-form. For a large number of nodes, computing p s using numerical inversion is faster than direct computation using the recursive algorithm of [14] . Y (y) with that obtained from simulation with the same input parameters, averaged over 250 realizations. Fig. 6 shows the amount of successfully forwarded traffic using parameters estimated in Table II , as compared with Fig. 4 which used p s ≈ 1. Fig. 6 shows p t (r) is not flat for r < D bs , but peaks at r = D bs , where there are the most retransmissions.
B. Optimal hop sizes
Optimization was carried out both using brute-force MonteCarlo simulation and the two-hop model. The brute-force search exhaustively tested a grid of (D ms , D bs ) pairs and performed a one-dimensional search for the optimal p 0 . This is feasible for small λ, and is how the results in Table I and Fig. 2 were generated. For the two-hop model, optimal parameters were estimated using the conjugate gradient algorithm in [17] . Table II shows the results obtained from the two-hop model and the corresponding results from simulation using the estimated parameters. For λ = 100, we can compare with the results from brute-force optimization. The values of D bs and D ms are good approximations, but p 0 is underestimated. This is due to the approximation of p f (r) used in the model. This suggests that a one-dimensional search for optimal p 0 should be performed after D bs and D ms have been found.
Thus, the results estimated by the two-hop model can be used as a guide for a cellular operator in determining the appropriate ranges, based only on the current traffic intensity λ. The main observation is that D bs > D ms .
VII. CONCLUSION
Reception range is an important property of packet-oriented multihop cellular networks. The minimum user's throughput can be increased by allowing different target ranges for the base station and other relays. The target range for the base station should be larger than the other relays', since the base station, as the traffic sink in the uplink, is never busy relaying data. As the traffic density increases, D ms decreases as greater receive power is required to overcome the increased interference; however, D bs must decrease more slowly, as the number of relays with r < D bs needs to be sufficient to forward all the traffic from ad-hoc region to the base station.
A receiver-based routing algorithm which utilises the concept of reception range is proposed. Furthermore, an approximate model is introduced for fast estimation of the optimal parameters.
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APPENDIX I ESTIMATE OF κ
The factor κ measures expected number of times the traffic outside r is forwarded by relays in an annulus of radius r. 
