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Abstract
The spectrum of the Dirichlet-Laplace operator dened on a bounded domain in
a smooth and complete surface consists in a strictly positive sequence, increasing to
innity. The aim of this thesis is to approximate numerically the rst eigenvalues of this
operator using a nite element based method, then to address the following optimization
problem: what is the domain which minimizes the k-th eigenvalue among all domains
of a given area, and what is this eigenvalue equal to? This latter has its roots in the
Faber-Krahn and Krahn-Szeg® theorems, which answer the question for the rst and the
second eigenvalue of a domain in the Euclidean space. For higher eigenvalues and other
underlying surfaces like the sphere and hyperbolic space, shape optimization has been
performed to provide domains which are candidates to be solutions. This gives rise to
some observations about the comparison of eigenvalues of domains in various surfaces.
The problem of locating a circular obstacle inside a ball to maximize the rst eigenvalues
is also addressed in this document.
Keywords: Spectral geometry; Dirichlet-Laplace operator; Eigenvalues; Numerical ap-
proximations; Shape optimization; Finite Element Method; Uzawa Algorithm.
iii

Résumé
Le spectre de l'opérateur de Laplace-Dirichlet déni sur un domaine borné d'une
surface lisse et complète est une suite strictement positive, croissante, tendant vers l'inni.
Le but de cette thèse est d'approcher les premières valeurs propres de cet opérateur
de manière numérique à l'aide d'une méthode d'éléments nis, puis de considérer le
problème d'optimisation suivant : quel est le domaine qui minimise la k-ème valeur propre
parmi tous les domaines d'aire donnée, et que vaut cette valeur propre ? Ce dernier
trouve son origine dans les théorèmes de Faber-Krahn et Krahn-Szeg®, qui règlent le
cas de la première et de la deuxième valeur propre d'un domaine de l'espace euclidien.
Des méthodes en optimisation de forme ont été élaborées pour proposer des domaines
candidats à être solution pour des valeurs propres plus élevées ainsi que pour d'autres
surfaces sous-jacentes comme la sphère et l'espace hyperbolique. Cela a donné lieu à
des observations sur la comparaison de valeurs propres associées à des domaines sur
diérentes surfaces. Le problème du placement d'un obstacle circulaire à l'intérieur d'une
boule an de maximiser les premières valeurs propres est aussi abordé dans cette thèse.
Mots clés : Géométrie spectrale ; Opérateur de Dirichlet-Laplace ; Valeurs propres ;
Approximations numériques ; Optimisation de forme ; Méthode des éléments nis ; Algo-
rithme d'Uzawa.
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Chapter 1
Introduction
This thesis is mainly concerned with an optimization problem from the eld of spectral
geometry. The notions involved in its denition are addressed within this framework.
However, the approach chosen to deal with this problem comes mostly from numerical
analysis. This context made of two dierent areas of mathematics is present throughout
this document. In order to be understandable for people who are less familiar with one
of them, some relatively elementary notions from both are recalled. As an illustration,
special care is taken to develop explicitly geometric notions as well as to outline the part
of the Finite Element Method required for this work.
To get quickly to the heart of the matter in this introduction, some notions are
postponed to the next sections where they are properly dened. However when this
happens, the corresponding claim is carefully indicated. After setting the framework of
the topic with a few motivations, this introduction deals with the issues addressed in this
thesis, through theoretical statements, state-of-the-art results and personal contributions.
Context and motivations
Let (M,g) be a smooth, complete Riemannian manifold 1 and let ΩM ⊂ M be a
domain, namely a bounded open set in M . Moreover assume that g is smooth. Although
this introduction takes place in any dimension, only two-dimensional manifolds are con-
sidered in the rest of this thesis. Let ∆g denote the Laplace operator
2
. The underlying
problem is this:
(P)


Find a map u := uΩM : ΩM → R, u 6≡ 0, and a scalar λ := λΩM such that
−∆gu = λu in ΩM ,
u = 0 on ∂ΩM .
1. The fundamental denition of a Riemannian manifold is not repeated in this document. See [dC76,
Denition 5-10.5a] for a denition.
2. See Subsection 2.1.3 and Equation (3.1) for its expression using local coordinates.
1
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The spectral theorem
3
ensures that there exist a strictly positive sequence
0 < λ1,ΩM ≤ λ2,ΩM ≤ ...↗ +∞,
tending to +∞ and a sequence of functions (un,ΩM )n∈N\{0}, forming a Hilbert basis of
L2(ΩM ), such that for all n ∈ N\{0}, (λn,ΩM , un,ΩM ) is a solution of (P). Of course, these
eigenvalues λn,ΩM and eigenfunctions un,Ω highly depend
4
on the underlying domain
ΩM . In this case, the set of all the eigenvalues forms the spectrum of the Laplace operator
on ΩMit is also called the spectrum of ΩM for convenience. In this thesis, a numerical
study of the spectrum is proposed, from the approximation of eigenvalues of certain
domains in various manifolds to the optimization of eigenvalues with respect to the
domain.
Two domains which have the same spectrum are called isospectral. One of the inter-
esting properties of the spectrum is its invariance under isometries
5
, meaning that two
isometric domains are isospectral. The converse statement does not hold as proved by
J. Milnor who exhibited a pair of 16-dimensional isospectral at tori which are not iso-
metric [Mil64]. With regard to the particular case of two-dimensional domains, M. Kac
asked his famous question Can one hear the shape of a drum? 
6
[Kac66]. A negative
answer in the form of two isospectral planar domains was later given by C. Gordon,
D. Webb and S. Wolpert in [GWW92] and followed thereafter by families of isospectral
planar domains [BCDS94]. See Figure 1.1. Both rely on qualitative arguments avoiding
explicit computations of the spectrum of the domains involved. Actually, the behaviour
of the spectrum of a domain subject to small perturbations has been intensively studied,
resulting in numerous theorems. The classical references [BGM71], [Bér86] and [Cha84]
present a qualitative study in spectral geometry. It shows that the spectrum is a useful
tool for comparing several domains, which is observed using numerical experiments for
two and three-dimensional domains [Reu06]. This observation gave rise to the develop-
ment of applications for shape recognition.
As M. Kac already knew [Kac66], geometric and topological properties of a smooth
and bounded planar domain can be derived from its spectrum. More generally for a do-
main ΩM in a manifold of dimension N ∈ N\{0} with boundary ∂ΩM regular enough, the
asymptotic behaviour of large eigenvalues give information about some of the domain's
features. An illustration of this is the famous Weyl asymptotic formula
7
,
λ
N/2
k,ΩM
∼ (2pi)
N
ωN
k
volg(ΩM )
, as k →∞,
3. See Theorem 3.1.2.
4. This dependence is also indicated using the notation λn(ΩM ).
5. The denition of an isometry implies directly that there exist two charts within the coecients of
the metric of two isometric Riemannian manifolds are equal. Hence, the expressions (3.1) of the Laplace
operator in both surfaces are the same.
6. As stated in [CH53, Section V.5], every eigenfrequency fk of a drum corresponds to
√
λk,Ω, where
λk,Ω is the k-th eigenvalue associated to the domain Ω representing the drumhead.
7. See [Cha84, Section VII.3] where ∂ΩM is supposed to be piecewise smooth.
3Figure 1.1: The isospectral domains given in [GWW92].
where ωN denotes the volume of the unit ball of R
N
and volg the volume measured
using the metric g. Another general formula involving the spectrum and properties of
the underlying domain is given in [MS67], namely
(4pit)
N
2
∑
k≥1
e−λk,ΩM t = volg(ΩM ) +
(4pit)
1
2
4
vol(∂ΩM ) +
t
3
∫
ΩM
K − t
6
∫
∂ΩM
J + o(t
3
2 ),
where J is the mean curvature of the boundary ∂ΩM and K is the scalar curvature.
Individual eigenvalues can also deliver information. As an illustration, consider the
characterization of the eigenvalues given by the Rayleigh quotient and the Min-max
theorem
8
, namely
λk,ΩM = min
Ek∈Vk
max
v∈Ek\{0}
∫
ΩM
|∇v|2 dVg
∫
ΩM
v2 dVg
,
where Vk denotes the set of all subspaces Ek of H10 (ΩM ) of dimension k. In particular
for k = 1,
λ1,ΩM = min
u∈H10 (ΩM )\{0}
∫
ΩM
|∇u|2 dVg
∫
ΩM
v2 dVg
.
Together with symmetric decreasing rearrangements of functions
9
, it leads to the Faber-
Krahn inequality, conjectured by Lord Rayleigh [Ray45].
8. See also Denition 3.3.1 and Theorem 3.3.2.
9. See [Kes06] for symmetrization techniques.
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Theorem 1.1.1 (Faber-Krahn inequality, [Fab23], [Kra25]). Let ΩRN ⊂ RN be a bounded
open set of volume V > 0 and Ω∗
1,RN
⊂ RN be the open ball of same volume. Then,
λ1(Ω
∗
1,RN ) ≤ λ1(ΩRN ),
with equality if and only if ΩRN = Ω
∗
1,RN
.
This result also holds in the sphere and in hyperbolic space as mentioned in [Cha84,
Section IV.2]. Note it will be recovered numerically for these three surfaces in Sec-
tion 5.2. About arbitrary Riemannian manifolds, a theorem from [PS09] asserts that
in the neighbourhood of each non-degenerated critical point p of the scalar curvature,
there exist small extremal domains for the rst eigenvalue which are close to a geodesic
ball centred at p. By extremal domains, the authors mean that the derivative of the rst
eigenvalueseen as a real valued function of a volume preserving deformationvanishes.
With regard to the second eigenvalue, the analogous result to the Faber-Krahn inequality
is the Krahn-Szeg® inequality.
Theorem 1.1.2 (Krahn-Szeg® inequality, [Kra26]
10
). Let ΩRN ⊂ RN be a bounded open
set of volume V > 0 and Ω∗
2,RN
⊂ RN be the domain consisting of two disjoint open balls
of volume V/2. Then,
λ2(Ω
∗
2,RN ) ≤ λ2(ΩRN ),
with equality if and only if ΩRN = Ω
∗
2,RN
.
Its proof follows directly from the Faber-Krahn inequality together with the Courant
nodal theorem
11
and a rescaling argument. The latter makes use of the invariance under
homothety of the functional
12
Ω 7−→ λk,RN (Ω) vol(Ω)2/N , k ∈ N \ {0}, (1.1)
dened on regular bounded domains in R
N
.
For a volume V = 1, the minimal value reached by the ball Ω∗
1,RN
⊂ RN is given by
λ1(Ω
∗
1,RN ) = ω
2/N
N j
2
N/2−1,1,
where jN/2−1,1 denotes the rst zero of the N/2 − 1 Bessel function JN/2−1, whereas
λ2(Ω
∗
2,RN ) = 2
2/N λ1(Ω
∗
1,RN ),
see [Cha84, Section IV.2, Remark 4]. The denition of the Bessel functions and their
detailed study make explicit the eigenvalues for the ball of R
N
. However, except for very
10. G. Pólya attributed the result to G. Szeg® in his paper [Pól55], but this inequality was also
pusblished independently by I. Hong [Hon54] one year earlier.
11. A nodal domain of a function u dened on a domain ΩM is a connected component of the set
ΩM \ {x ∈ ΩM | u(x) = 0}. This theorem asserts that the number of nodal domains of an eigenfunction
uk associated to λk is at most k, for all k ∈ N. See [CH53, Section VI.6].
12. It follows from direct computations.
5specic domains such as a rectangle in the plane, getting explicit values is unfeasible for
general domains. This is a rst reason to deal with the spectrum of the Dirichlet-Laplace
operator using a numerical approach.
Another argument to consider computational approximations is related to the op-
timization problem generalizing the Faber-Krahn and Krahn-Szeg® inequalities to any
eigenvalue λk, namely
(Popt)


Find an open set Ω∗k,M ⊂M of volume V > 0, such that
λk(Ω
∗
k,M) ≤ λk(ΩM ),
for all open sets ΩM ⊂M of volume V .
Indeed, for any integer k ≥ 3, no analogous results to the Faber-Krahn or to the Krahn-
Szeg® inequalities exist. Nevertheless, legitimacy of the problem (Popt) has been enhanced
by a recent result by D. Bucur [Buc12] for quasi-open setsinstead of open setsin R
N
,
N ≥ 1, also reached independently by D. Mazzoleni and A. Pratelli [MP13]. This result
claims that a solution exists in such a class of domains for any k. Furthermore, it ensures
the optimizer to be bounded and to have nite perimeter.
Several numerical experiments have been performed to nd a candidate to be the
optimizer in (Popt). E. Oudet is a precursor in this eld with his work [Oud04]. It is
restricted to the domains in R
2
minimizing the rst ten eigenvalues. It suggestsas
expected by the mathematical communitythat the candidate associated to the third
and fourth eigenvalues are a disc and two disc of dierent area respectively. Thereafter,
his results were improved by P. R. S. Antunes and P. Freitas in their paper [AF12],
where they found a dierent shape for the candidate associated to the seventh eigenvalue.
They also extended the results to the rst fteen eigenvalues, see Figure 1.2, as well as
to Neumann and Robin boundary conditions with J.B. Kennedy in [AFK13]. With
regard to Neumann-Laplace eigenvalues which form a positive sequence 0 = µ0(ΩM ) <
µ1(ΩM ) ≤ µ2(ΩM ) ≤ ...↗ +∞, the relevant optimization problem is to maximize the k-
th eigenvalue µk among all domains of a given volume. The counterpart to Faber-Krahn
inequality is the Szeg®-Weinberger inequality [Wei56]. It claims, for domains of volume
1, that
µ1(Ω) ≤ µ1(Ω∗∗1,RN ) = ω2/NN p2N/2,1,
where Ω∗∗
1,RN
is a ball of volume 1 in R
N
and pN/2,1 denotes the rst zero of the derivative
of the function t 7→ t1−N/2JN/2. M. S. Ashbaugh and R. D. Benguria extended this
inequality to domains contained in a hemisphere of S
N
, as well as to smooth domains in
D
N
[AB01].
Moreover, a theorem by A. Girouard, N. Nadirashvili, and I. Polterovich [GNP09] is
the analogous result to the Krahn-Szeg® inequality in dimension 2. It asserts, for simply
connected planar domains of volume 1, that
µ2(Ω) < 2µ1(Ω
∗∗
1,RN ) vol(Ω
∗∗
1,RN ),
with equality attained in the limit by a family of domains degenerating to a disjoint
union of two identical disks.
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Figure 1.2: Planar domains minimizing the fth (left) up to the fteenth (right) eigen-
value among domains of a given volume from [AF12].
Issues addressed in this thesis and ensuing results
The two main topics of this thesis are the numerical approximation of eigenvalues
of the Laplace operator on domains in surfaces, and their numerical optimization with
respect to the domain. The numerical method used to perform approximation of eigen-
values is based on the Finite Element Method. To take into consideration the curvature
of a general manifold, the computations take place in the open set of a chart. Contrary
to classical surface discretization which interpolates a surface in R
3
see [JU08], the
advantage is that surfaces which are non-embeddable in R
3
, such as hyperbolic space,
can be considered. The metric contribution is then introduced into the components of
the matrices involved in the approximated problem. Indeed, the eigenvalues appearing
in a nite linear system are used to approximate the desired eigenvalues of the Laplace
operator. For this purpose, a Lanczos method is performed. The surfaces chosen for
numerical approximations of eigenvalues are R
2
, the sphere S
2
, hyperbolic space through
the Poincaré disc model D
2
and a family of surfaces with non-constant curvature.
The optimization problem (Popt) is addressed numerically by minimizing the rst
fteen eigenvalues for a domain in R
2
to recover the results in [AF12]. Then, the analo-
gous optimization problem in the sphere S
2
and in the Poincaré disc model D
2
are carried
out numerically. It leads to Table 1.1
13
repeated from the main part of this document.
Note the value reported for the thirteenth eigenvalue is slightly larger in the sphere than
hyperbolic space. Moreover, the optimizers Ω∗k,D2 , k = 1, . . . , 15, in the Poincaré disc
are displayed in Figure 1.3.
The shape optimization process to deal with (Popt) relies on a descent method algo-
rithm, which takes advantage of the Hadamard Variational Formula (4.6) given subse-
quently. The volume constraint
14
appearing in (Popt) is handled with a Uzawa Algorithm,
which is a new approach. The optimal domain is obtained by nding a saddle point of
a Lagrangian L of the form L(Ω, µ) = λk(Ω) + µ(vol(Ω) − V ), where the notations are
precisely dened in Chapter 4. Up to now, optimization on surfaces dierent from the
plane does not seem to have been studied numerically. As a comparison in R
2
, the Finite
Element Method is also used in [Oud04] to compute eigenvalues approximation, whereas
an algorithm based on the Method of Fundamental Solutions
15
is employed in [AF12].
13. The values displayed in this table are computed with masslumping (the notion of masslumping is
recalled in Denition 2.2.9).
14. The invariance under homothety of the functional given by (1.1) allows to bypass this volume
constraint for optimization in R
2
. Indeed, dierent values in the volume constraints lead to the same
optimal domain in (Popt) up to a rescaling transformation.
15. [BT05] and [FHM67] are classical references on this issue.
7Table 1.1: Numerical approximation of λk(Ω
∗
k,M), for Ω
∗
k,M the optimizer of volume 0.1
in M = S2, R2, D2 for the k-th eigenvalue, k = 1, . . . , 15.
k λk(Ω
∗
k,S2) ⊂ S2 λk(Ω∗k,R2) ⊂ R2 λk(Ω∗k,D2) ⊂ D2
1 180.855 181.7 182.639
2 364.356 363.9 364.827
3 460.927 463.0 464.068
4 639.377 647.8 653.612
5 784.251 785.3 789.829
6 888.975 890.5 894.214
7 1063.127 1065.1 1089.251
8 1199.235 1200.1 1207.212
9 1330.355 1340.6 1341.360
10 1439.525 1448.2 1445.205
11 1583.765 1605.5 1632.550
12 1738.957 1743.7 1757.700
13 1890.493 1888.4 1887.360
14 1999.437 2022.2 2026.394
15 2125.772 2111.6 2148.878
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Figure 1.3: Optimizers of volume 0.1 in D
2
for the k-th eigenvalue, k = 1, . . . , 15, left to
right, then downwards. The point in the domains denotes the origin of D
2
.
Contrary to the former, this is a meshless method, representing computer memory and
computational time savings.
Another optimization problem is about the placement of a circular obstacle inside a
domain. This issue is discussed in [Hen06, Section 3.5]. In this thesis, the maximization
of an eigenvalue of a ball with respect to the location of a circular obstacle inside is
addressed numerically. After validation for the rst and second eigenvalues in the plane,
in the sphere and in the Poincaré disc which are theoretically known
16
, investigations
are carried out for the third, fourth and fth eigenvalues in these three surfaces. Note
the optimal placement seems to be related to the extremal points of the corresponding
eigenfunction dened on the ball without obstacle.
As regard with the numerical optimization of eigenvalues with respect to the domain,
this work does not claim to deliver a proof of the optimality of a domain but only
approximate candidates to be an optimizer. Indeed, on the one hand the algorithm
reaches localand not globalminima, and on the other hand it is in general almost
unfeasible to prove theoretically that a domain is in fact a solution. Even for k = 3 in
R
2
, it is not yet proven that the disc is the optimizer, despite numerical conrmations
and agreement
17
in the mathematical community. Notice that not only can an explicit
expression for the boundary of the optimal domain not be guessed for k ≥ 5, but it is
16. The rst and second eigenvalues are maximal when the obstacle is located at the centre of the
ball. For λ1, this result is stated in [Her63] for R
2
and in [AA05] for S
2
and for D
2
. It is extended to λ2
in [ESK08].
17. As stated in Open Problem 8 from [Hen06]. This reference also states that S. A. Wolf and
J. B. Keller proved that the disc in R
2
is a local minimizer for λ3 [WK94]. However, computations
together with numerical experiments by A. Berger seem to invalidate that the ball in R
3
minimizes λ3.
9also very likely that no such explicit description is possible. However, some interesting
properties can be derived, such as the fact that the candidate obtained numerically to be
the domain minimizing the thirteenth eigenvalue in the plane is not symmetric [AF12].
Another curiosity raised by numerical investigations is given by the comparison of the
value of the rst eigenvalue λ1(Ω
∗
1,M ) associated to the optimal domain Ω
∗
1,M in various
curved surfaces M . For this numerical experiment, the sphere S2 whose curvature equals
1, the upper sheet H of a hyperboloid whose curvature lies between 0 and 1, the plane
and the Poincaré disc whose curvature equals -1 are addressed. The optimizer is a ball
centred at the point of maximal curvature for Hin each of these surfaces and for a
volume of 0.01, the following inequalities hold
λ1(Ω
∗
1,S2) < λ1(Ω
∗
1,R2) < λ1(Ω
∗
1,D2) < λ1(Ω
∗
1,H)
and the corresponding values are
1816.57 < 1816.80 < 1817.6 < 1819.10.
It could have been expectedat least for small volumesthat there is a ranking of
such eigenvalues with respect to the curvature. But the eigenvalue resulting from the
experiment in the upper sheet of a hyperboloid is not between those coming from the
plane and the sphere. It is even higher than the eigenvalue of the ball in the Poincaré
disc. A same ranking appears also for the second and for higher eigenvalues. Such kinds
of observations were possible thanks to numerical investigations.
Organisation of the thesis
This document is organized in ve chapters and three appendices. After this intro-
duction, Chapter 2 presents basic notions and tools from geometry, the Finite Element
Method and the Lanczos method to nd eigenvalues associated to a nite linear sys-
tem. The third chapter deals with the underlying problem, that is, the computation
of eigenvalues of the Dirichlet-Laplace operator. After its theoretical statement and its
numerical approximation, the estimation of the error between an exact eigenvalue and its
approximation is performed and also illustrated using numerical examples. It is followed
by numerical validations for specic domains such as a ball in R
2
and by experiments
in the plane R
2
, the sphere S
2
, the Poincaré disc D
2
and a manifold with non-constant
curvature. The problem of locating an obstacle in a ball to minimize its rst eigenvalues
is also addressed, as well as a comparison of the rst eigenvalues of a ball in R
2
, S
2
and
D
2
. It is based on the prepublication [Str12a]. Then, Chapters 4 and 5 are devoted
to the optimization problem (Popt). The former introduces shape optimization required
to establish the main formula to deform a domain and also the Uzawa algorithm to
extend the problem on domains in manifolds. The latter states the problem theoret-
ically and displays numerical results: some validations to recover optimal candidates
already obtained in [AF12] and some investigations in S
2
and D
2
, together with some
optimizations in a sheet of a hyperboloid. The numerical results presented in Chapter 5
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are those in [Str12b]. Finally, the document ends with three appendices: the rst one
deals with some notions of functional analysis, especially Sobolev spaces which are the
suitable framework for the underlying and optimization problems. Appendix B provides
a detailed example of the optimization of an eigenvalue with respect to a domain in a
manifoldnamely λ7(ΩM ) for ΩM in the Poincaré disc D
2
, whereas some additional
numerical values are displayed in Appendix C.
Chapter 2
Fundamental tools
This chapter is devoted to recall some classical notions and tools about various con-
cepts involved in the following chapters. This thesis takes place between two main elds
of mathematics, namely geometry and numerical analysis. To be as accessible as possible,
a choice has been made to present some basic notions required from both. Notations very
common in mathematics are used in this chapter in order to avoid needless complexity,
even if they do not coincide with the usual ones which exist in these particular elds.
However, special care has been taken to mention the more frequent notations when it
happens.
This chapter is divided into three parts: the rst one is about Riemannian geome-
try and calculus on a manifold. In this part, some classical tools are introduced in the
framework of a manifold and the expression of the volume element, of the gradient of a
function and of the Laplace operator are explicitly established in local coordinates using
a chart (U,α). Precisely, performing the computations using a chart is a specicity of our
approach and it is particularly helpful for the numerical implementation of our method.
The second section is a short introduction to the Finite Element Method, restricted to
the aspects and results that are useful in the sequel. It leads to consider approximation
of functional spaces by discretized spaces, and to approach the computation of integrals
using quadrature rules. The notion of masslumping is also addressed. Finally, the last
section is concerned with the Lanczos method, used to solve nite dimensional eigen-
problems. In each part, some classical references about these topics are given.
Throughout this chapter, N ∈ N\{0} stands for the dimension of the ambient space.
2.1 About dierential geometry and calculus on manifolds
In this section, M denotes a dierentiable manifold of dimension N . Assume that
M is smooth, that is, M is of class C∞, although less regularity would be sucient.
Moreover, (M,g) denotes a Riemannian manifold of dimension N .
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2.1.1 Dierential forms, volume element and integration on a manifold
This subsection begins with the denition of several notions and tools useful to intro-
duce operators and integration on a manifold, and with some of them properties. The
reference book they are derived from is [Boo75], especially its chapter V. Refer to it
for the proofs of the results presented below as well as for some complements intention-
ally skipped here. With regard to the development of the notion of integration over a
manifold, see [dC94, Chapter 4]. Thereafter, a more technical part is dedicated to the
expression of the volume element in local coordinates.
In this subsection, V denotes a vector space over R of dimension N and V ∗ its dual
space. Although only dimension N = 2 is needed for our purpose, this topics is exposed
in any dimension, because it does not add any extra diculties.
Denition 2.1.1 ( Derived from [Boo75, Denition V-5.1] ). A tensor φ on V is a
multilinear map
φ : V × · · · × V︸ ︷︷ ︸
r times
×V ∗ × · · · × V ∗︸ ︷︷ ︸
s times
−→ R,
where r ∈ N denotes the covariant order of φ and s ∈ N its contravariant order.
Notation 2.1.2. From now on, r ∈ N and s ∈ N always stand for non-negative integer.
The set of all tensors of covariant order r and contravariant order s is denoted by T rs (V ).
It is a vector space over R of dimension N r+s, see [Boo75, Theorem 5.2] for a proof. In
the following, only covariant tensors are used, that is s = 0, and the set of all covariant
tensors of order r is denoted by T r(V ) instead of T r0 (V ). Set T 0(V ) = R by convention.
Notation 2.1.3. Throughout this document, vectors and vector elds are denoted using
bold font. Moreover, the transpose of a matrix A is denoted by AT and the transpose of
the inverse A−1 of a matrix A by A−T .
Denition 2.1.4 ( [Boo75, Denition V-5.3] ). A C∞(M)-covariant tensor eld of order
r ∈ N on a manifold M is a function φ : M → ∪p∈MT r(TpM), p 7→ φp, such that for all
C∞(M)-vector elds X1, . . . ,Xr, the map
φ(X1, . . . ,Xr) :M → R
p 7→ φp(X1(p), . . . ,Xr(p)),
is a C∞(M)-function.
The set of all C∞(M)-covariant tensor elds of order r on M is denoted by T r(M).
Set T 0(M) = C∞(M) by convention.
Denition 2.1.5 ( [Boo75, Denitions V-5.4 and V-6.12] ). A covariant tensor φ ∈
T r(V ), of order r ∈ N is symmetric, respectively alternating, if for each v1, . . . ,vr ∈ V ,
φ(v1, . . . ,vi, . . . ,vj , . . . ,vr) = φ(v1, . . . ,vj , . . . ,vi, . . . ,vr), ∀ 1 ≤ i, j ≤ r,
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respectively
φ(v1, . . . ,vi, . . . ,vj , . . . ,vr) = −φ(v1, . . . ,vj , . . . ,vi, . . . ,vr), ∀ 1 ≤ i, j ≤ r.
By extension, a tensor eld is symmetric, respectively alternating, if it has this property
at each point. Moreover, an alternating covariant tensor eld of order r on a manifold
M is called an exterior dierential form of degree r, or simply a r-form.
Remark 2.1.1. The set of all symmetric tensors, respectively alternating tensors, forms a
subspace of T r(V ), denoted by Σr(V ), respectively Λr(V ). Moreover, Σr(V ) ∩ Λr(V ) =
{0}. The same remark holds for a manifold M instead of V , with the notations Σr(M),
respectively Λr(M).
Remark 2.1.2. Let {e1, . . . ,eN} be a basis of V and φ 6= 0 be a alternating covariant
tensor of order r = N on V . Then, a direct computation involving the multilinearity of
φ gives, for all v1, . . . ,vN ∈ V , with vi =
∑N
j=1Ci,jej , i = 1, . . . N ,
φ(v1, . . . ,vN ) = detC φ(e1, . . . ,eN ),
where C is the matrix with component Ci,j on the i-th row and j-th column.
Denition - Proposition 2.1.6 ( [Boo75, Denition V-6.1 and Theorem V-6.2] ). Let
φ ∈ T r(V ) and ψ ∈ T s(V ) be two covariant tensors. The product of φ and ψ, denoted
φ⊗ ψ is a tensor of order r + s dened by
φ⊗ ψ(v1, . . . ,vr,vr+1. . . . ,vr+s) = φ(v1, . . . ,vr)ψ(vr+1, . . . ,vr+s),
for all v1, . . . ,vr+s ∈ V . The product denes a mapping (φ,ψ) 7→ φ ⊗ ψ of T r(V ) ×
T s(V )→ T r+s(V ) which is bilinear and associative.
By extension, the product of two covariant tensor elds on a manifold M is dened
at each point p ∈M , using the previous denition on the vector space TpM :
Denition - Proposition 2.1.7 ( [Boo75, Theorem V-6.3] ). Let φ ∈ T r(M), and
ψ ∈ T s(M) be two covariant tensor elds over a manifold M . The product of φ and ψ,
denoted φ⊗ ψ, is a covariant tensor eld of order r + s on M dened by
φ⊗ ψ(p) = φp ⊗ ψp, ∀p ∈M.
The product denes an application T r(M)×T s(M)→ T r+s(M), (φ,ψ) 7→ φ⊗ψ, which
is bilinear and associative.
Remark 2.1.3. The tensor product of alternating tensors on V is not, in general, an
alternating tensor on V . It leads to introduce another notion of product, which veries
this property.
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Denition 2.1.8 ( [Boo75, Denition V-6.5 and Lemma V-6.6] ). The mapping ∧ :
Λr(V )× Λs(V )→ Λr+s(V ), (φ,ψ) 7→ φ ∧ ψ, dened by
φ ∧ ψ(v1, . . . ,vr+s) = 1
r!s!
∑
σ∈S(r+s)
sgn(σ)φ⊗ ψ(vσ(1), . . . ,vσ(r+s))
for all v1, . . . ,vr+s ∈ V , where S(N) denotes the set of all permutations of {1, . . . , N}
and sgn(σ) denotes the signature of σ, is called exterior product or wedge product of φ
and ψ. This product is bilinear and associative.
Remark 2.1.4 ( [Boo75, Corollary V-6.7] ). It is a straightforward calculation to see that
if φi ∈ Λri(V ), ri ∈ N, i = 1, . . . , k, then for all v1, . . . ,vr1+···+rk ∈ V
φ1 ∧ · · · ∧ φk(v1, . . . ,vr1+···+rk)
=
1
r1! . . . rk!
∑
σ∈S(r1+···+rk)
sgn(σ)φ1 ⊗ · · · ⊗ φk(vσ(1), . . . ,vσ(r1+···+rk)).
Denition 2.1.9 ( [Boo75, Denition V-7.5] ). AmanifoldM is orientable if it is possible
to dene a C∞(M)-N -form φ on M which is not zero at any point. In this case, M is
said to be oriented by φ.
Theorem 2.1.10 ( [Boo75, Theorem V-7.7] ). Let (M,g) be an orientable Riemannian
manifold. Corresponding to an orientation of M there is a uniquely determined N -form
Φ which gives the orientation and which has the value +1 on every oriented orthonormal
frame.
Denition 2.1.11. The N -form Φ of the previous theorem is called volume element and
is denoted
1
by dVg.
Notation 2.1.12. Let T (V ) = ⊕∞i=0T r(V ) and Λ(V ) = ⊕∞i=0Λr(V ). These two direct
sums are actually associative algebra, see [Boo75, Corollary V-6.8]. Moreover it holds
that Λ(V ) = ⊕Ni=0Λr(V ), see [Boo75, Theorem V-6.10].
Theorem 2.1.13 ( [Boo75, Denition V-6.11] ). Let V and W be two nite dimensional
vector spaces and F∗ : W → V be a linear mapping. Then, the mapping F ∗ : T (V ) →
T (W ) dened by, F ∗(φ)(w) = φ(F∗(w)) for all φ ∈ T (V ) and w ∈ W , takes Λ(V ) into
Λ(W ) and is a homomorphism of these (exterior) algebras.
In particular, if α denotes the map of a chart (U,α) in a neighbourhood of a point
p ∈ M , the derivative T·α−1 : RN → ∪q∈UTqM of α−1 is a linear mapping. Thus it can
be employed to transport the volume element from M to RN using T·α−1∗.
The required tools are now at our disposal to give the expression of the volume element
in local coordinates. This expression is intensively used in the sequel and especially in the
numerical implementation. That is the reason why the following development is made
1. This notation comes from its use in measure theory, as it appears later.
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explicitly, although it is a particular case of Remark 2.1.2. Let (M,g) be a Riemannian
manifold oriented by the volume element dVg, and let (α,U) be a chart of M in the
neighbourhood of a point p ∈M . Let {E1(p), . . . ,EN (p)}p∈U denote 2 the basis of TpM
such that
TpαEi(p) = ∂xi α(p), ∀i = 1, . . . , N, (2.1)
where {∂xi}Ni=1 denotes the usual local coordinates 3. However, there is no particular
reason for {E1(p), . . . ,EN (p)}p∈U to be orthonormal with respect to the Riemannian
metric g(p), so in general dVg(E1(p), . . . ,EN (p)) 6= 1. Thus, we consider an orthonormal
(with respect to g(p)) basis {F1(p), . . . ,FN (p)}p∈U of TpM , that is g(p)(Fi(p),Fj(p)) =
δij . So, it allows us to express the vectorsEi(p), i = 1, . . . , N , using the basis {Fk(p)}Nk=1:
Ei(p) =
N∑
k=1
Ai,k(p)Fk(p), Ai,k ∈ R, 1 ≤ i, k ≤ N,
or equivalently,

 | |E1(p) · · · EN (p)
| |


︸ ︷︷ ︸
=: E(p)
=

A1,1(p) · · · A1,N (p)..
.
.
.
.
.
.
.
AN,1(p) · · · AN,N (p)


︸ ︷︷ ︸
=: A(p)

− F1(p) −..
.
− FN (p) −


︸ ︷︷ ︸
=: F (p)
.
At each point p ∈ M , the metric g can be represented by a matrix G(α(p)) using the
local coordinates, that is
Gi,j(α(p)) = g(p)(Ei(p),Ej(p)), 1 ≤ i, j ≤ N. (2.2)
Then,
Gi,j(α(p)) = g(p)
(
N∑
k=1
Ai,k(p)Fk(p),
N∑
k=1
Aj,k(p)Fk(p)
)
=
N∑
k=1
Ai,k(p)Aj,k(p) = (A(p)A
T (p))i,j . (2.3)
2. Although α does not appear in the notation of Ei(p), i = 1, . . . , N , these vectors actually depend
on the chart.
3. Actually, the local coordinates do not depend on the point α(p) where they are estimated. They
are sometimes denoted by
{
∂
∂xi
}N
i=1
.
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Besides,
dVg(E1(p), . . . ,EN (p)) = dVg

 N∑
k1=1
A1,k1(p)Fk1(p), . . . ,
N∑
kN=1
AN,kN (p)FkN (p)


=
N∑
k1,...,kN=1
A1,k1(p) · · ·AN,kN (p)dVg(Fk1(p), . . . ,FkN (p))
σ(i):=ki
=
∑
σ∈S(N)
sgn(σ)A1,σ(1)(p) · · ·AN,σ(N)(p)
= detA(p) =
√
detG(α(p)), (2.4)
where the last equality comes from equality (2.3).
There is still a manipulation remaining, consisting in expressing the volume element
in α(U) ⊂ RN , where U is the open set of the chart. Since p 7→ Tα(p)α−1∗dVg is an
N -form 4 on RN by Theorem 2.1.13, it can be written at a point p ∈ α(U) as
Tα(p)α
−1∗dVg = f(p) dx1(p) ∧ · · · ∧ dxN(p), (2.5)
where f : α(U)→ R is a C∞(α(U))-function to be determined and {dxj}Nj=1 is the dual
basis of {∂xk}Nk=1, that is, dxj (∂xk) = δj,k, where δjk denotes the Kronecker symbol.
First, notice that, for p ∈ U ,
Tα(p)α
−1∗dVg (∂x1, . . . ,∂xN ) := dVg
(
Tα(p)α
−1∂x1, . . . , Tα(p)α−1∂xN
)
= dVg(E1(p), . . . ,EN (p))
=
√
detG(α(p)) (2.6)
where the last equality comes from (2.4). Then, for any vi =
∑N
ki=1
vi,ki∂xki ∈ RN ,
i = 1, . . . , N , it holds that
Tα(p)α
−1∗dVg(v1, . . . ,vn)
= Tα(p)α
−1∗

 N∑
k1=1
v1,k1∂xk1, . . . ,
N∑
kN=1
vN,kN∂xkN


=
N∑
k1,...,kN=1
v1,k1 · · · vN,kNTα(p)α−1∗dVg (∂xk1 , . . . ,∂xkN )
=
∑
σ∈S(N)
sgn(σ)v1,σ(1) · · · vN,σ(N)Tα(p)α−1∗dVg (∂x1, . . . ,∂xN )
(2.6)
=
√
detG(α(p))
∑
σ∈S(N)
sgn(σ)v1,σ(1) · · · vN,σ(N).
4. This N-form is called pullback of dVg by α
−1
. It is more often denoted by α−1∗dVg.
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On the other hand,
dx1 ∧ · · · ∧ dxN (v1, . . . ,vN )
= dx1 ∧ · · · ∧ dxN

 N∑
k1=1
v1,k1∂xk1, . . . ,
N∑
kN=1
vN,kN∂xkN


=
N∑
k1,...,kN=1
v1,k1 · · · vN,kN dx1 ∧ · · · ∧ dxN (∂xk1, . . . ,∂xkN )
=
∑
σ∈S(N)
sgn(σ)v1,σ(1) · · · vN,σ(N) dx1 ∧ · · · ∧ dxN (∂x1, . . . ,∂xN )︸ ︷︷ ︸
=1
.
Finally, the volume element can be expressed in local coordinates by
Tα(p)α
−1∗dVg(v1, . . . ,vn) =
√
detG(α(p)) dx1 ∧ · · · ∧ dxN (v1, . . . ,vN ), (2.7)
for all v1, . . . ,vN ∈ RN . Hence, f =
√
detG in equality (2.5).
Following [dC94, Chapter 4], the notion of integrals over a Riemannian manifold
(M,g) can be now addressed. The aim is to compute integrals of a function over α(U),
for a given chart (α,U) using the expression of the volume element in local coordinates.
Indeed, it will be useful again for the numerical computations involved in the sequel.
Before dealing with integrals of a function, let us rst dene the integral of an N -form
over a bounded subset of R
N
.
Denition 2.1.14. Let φ be an N -form in an open subset D ⊂ RN with compact
support K contained in U . If φ is written as φ = fdx1∧ · · · ∧dxN , for a C∞(D)-function
f , then the integral of φ over D is dened by∫
D
φ =
∫
K
f dx1 . . . dxN ,
where dx1 . . . dxN denotes the Lebesgue measure on R
N
.
The map α of a chart allows to extend this denition to an oriented manifold. To avoid
convergence problems, it is convenientalthough generally not requiredto assume the
support of the N -form to be compact. It holds for instance if M is compact. Moreover,
make rst the assumption that the support of the N -form is contained in an open set of
a chart.
Denition 2.1.15. Let (M,g) be an oriented Riemannian manifold 5, φ be a N -form on
M having compact support in the open set U of a chart (α,U). The integral of φ over
M is dened by ∫
M
φ =
∫
α(U)
T·α−1∗φ.
5. The metric g does not play any role in this denition.
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The orientability of the manifold ensures that this denition does not depend on the
choice of the map. The choice of an orientation for M xes the sign of the integral.
Finally, if φ has compact support, but not completely inside the open set of a chart,
then to integrate φ over the entire manifold, a partition of unity {ψi} compatible with
the covering by the open sets of the charts is required. Indeed, it allows to apply the
previous denition to each ψiφ. The integral of φ over M is then the sum of the integrals
of the ψiφ over M .
Now, the denition of an integral of a function f : M → R over a Riemannian
manifold (M,g) follows naturally.
Denition 2.1.16. Let (M,g) be an oriented Riemannian manifold, and let dVg be the
associated volume element. A function f :M → R is integrable over M if f has compact
support in M . Furthermore, the integral of f over M is the integral of the N -form 6
fdVg.
Remark 2.1.5. Assume f to be as in the previous denition. If the support of f is
compact and included in the open set U of a chart (α,U), then,∫
M
fdVg =
∫
α(U)
T·α−1∗(fdVg) =
∫
α(U)
f ◦ α−1
√
detG dx1 . . . dxN ,
by equation (2.7). This formula will be intensively used for the eigenvalue problem on a
Riemannian manifold.
The classical and expected properties of the integral dened above are proved in
[Boo75, Section VI-2].
2.1.2 Expression of the gradient in local coordinates
This subsection is based on the second chapter of [GHL04].
Denition 2.1.17 ( [Cha84, Denition I-1] ). Let f : M → R be a function of class
C∞(M). The gradient of f , denoted ∇ f is the vector eld on M dened by
g(p)(∇ f(p),Z(p)) = Z(f)(p), ∀Z ∈ χ(M), ∀p ∈M,
where χ(M) denotes the vector space of all vector elds of class C∞(M).
Remark 2.1.6. The Riesz representation Theorem (Theorem A.1.3) ensures that the gra-
dient of a function f is well dened.
Proposition 2.1.18. Let f, h ∈ C∞(M). Then,
∇(f + h) = ∇ f +∇h,
∇(fh) = f∇h+ h∇ f .
6. The N-form fdVg has compact support in M .
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Remark 2.1.7. Let (α,U) be a chart of M in the neighbourhood of a point p ∈M . As in
the previous subsection with equation (2.2), consider the family of matrices {G(α(p))}p∈U
representing the metric g at each point p ∈ U in the usual local coordinates {∂xi}Ni=1.
Let us carry out an analogous development as the one that gave the expression of the
volume element in local coordinates. The gradient of a function f ∈ C∞(M) can be
expressed at a point p ∈ U in the basis {Ei(p)}Ni=1 dened in equation (2.1), that is
∇ f(p) =
N∑
k=1
βk(p)Ek(p),
thus, for all i = 1, . . . , N ,
g(p)(∇ f(p),Ei(p)) =
N∑
k=1
βk(p)Gk,i(α(p)).
For p ∈ U , the denition of the gradient applied to Z(p) = Ei(p), i = 1, . . . , N , and the
denition of {Ei(p)}Ni=1, yield
g(p)(∇ f(p),Ei(p)) = Ei(f)(p) = Tα(p)α
−1∂xi(f)(p) = ∂xi(f ◦ α−1)(α(p)).
Hence, for all i = 1, . . . , N ,
∂xi(f ◦ α−1)(α(p)) =
N∑
k=1
βk(p)Gk,i(α(p)),
that is,
∇us(f ◦ α
−1)(α(p)) = GT (α(p))∇ f(p),
where ∇us denotes the usual gradient operator acting on functions dened on an open
set of R
N
. Finally, the gradient of f in local coordinates is given, for all p ∈ U , by 7
∇ f = G−T∇us(f ◦ α−1) ◦ α,
or by
∇ f = G−1∇us(f ◦ α−1) ◦ α, (2.8)
thanks to the symmetry of G since it represents a metric.
In order to dene the divergence and the Laplace operators on a Riemannian manifold
(M,g), several tools need to be introduced.
Denition 2.1.19 ( [GHL04, Denition 1.52 bis] ). Let U ⊂ M be an open set of M .
The Lie bracket is the mapping [·, ·] : χ(U)× χ(U)→ χ(U) dened by
[X,Y ] =XY − Y X, X,Y ∈ χ(U).
7. As mentioned before, G−T denotes the transpose of the inverse of the matrix G.
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Remark 2.1.8. The Lie bracket is a R-bilinear, anticommutative mapping, and satises
the Jacobi identity, that is,
[X, [Y ,Z]] + [Y , [Z,X ]] + [Z, [X,Y ]] = 0. ∀X,Y ,Z ∈ χ(U).
Denition 2.1.20 ( [GHL04, Denitions 2.49 and 2.50] ). A connection on M is a
mapping ∇ : χ(M) × χ(M) → χ(M), denoted by (X ,Y ) 7→ ∇XY , such that for all
X,Y , ξ, ζ ∈ χ(M) and for all f ∈ C∞(M):
(i) ∇ξ(fX + Y )(p) = ξ(f)(p)X(p) + f(p)∇ξX(p) +∇ξY (p);
(ii) ∇fξ+ζ(X)(p) = f(p)∇ξX(p) +∇ζX(p).
Moreover, ∇XY is said to be torsion-free if it also satises
(iii) [X,Y ] (p) = (∇XY −∇YX)(p).
Theorem 2.1.21 ( [GHL04, Theorem 2.51] ). Let (M,g) be a Riemannian manifold.
Then, there exists a unique torsion-free connection ∇ satisfying for all X ,Y , ξ ∈ χ(M),
ξ(g(X ,Y )(p)) = g(∇ξX(p),Y (p)) + g(X(p),∇ξY (p)).
Denition 2.1.22 ( [GHL04, Denition 2.53] ). The connection dened in the above
theorem is called the Levi-Civita connection.
Remark 2.1.9. It can ben shown
8
that the Levi-Civita connection is characterized by
g(∇XY ,Z) = 1
2
(X(g(Y ,Z)) + Y (g(Z ,X))−Z(g(X ,Y ))
+ g(Z, [X,Y ])− g(X , [Y ,Z]) + g(Y , [X,Z])) .
for all X,Y ,Z ∈ χ(M). Henceforth, ∇ denotes the Levi-Civita connection on (M,g).
Denition 2.1.23 ( [GHL04, Denition 2.67] ). Let c : I → M be a smooth curve. A
vector eld along c is a curve X : I → TM , such that X(t) ∈ Tc(t)M , for any t ∈ I.
The vector space of all vector elds along c is denoted by χc(M).
Denition - Proposition 2.1.24 ( [GHL04, Theorem 2.68] ). Let c : I → M be
a smooth curve. There exists a unique operator, denoted by
D
dt and called covariant
derivative, dened on the vector space of all vector elds along c, which satises to the
following conditions:
(i) for all X ∈ χc(M), f ∈ C∞(I),
D
dt
fX(t) = f(t)
D
dt
X(t) + f ′(t)X(t);
8. See the proof of [GHL04, Theorem 2.51].
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(ii) if there exists a neighbourhood of t0 in I such that X is the restriction to c of a
vector eld Y dened on a neighbourhood of c(t0) in M , then
D
dt
X(t0) = ∇c′(t0)Y (c(t0)).
Denition 2.1.25 ( [GHL04, Denitions 2.71 and 2.77] ). Let c : I → M be a smooth
curve. A vector eld X along c is said to be parallel if DdtX(t) ≡ 0. A curve γ on M is
called a geodesic if γ′(t) is a parallel vector eld along γ, that is, if Ddtγ
′(t) ≡ 0.
2.1.3 Divergence and Laplace operators in local coordinates
Now the divergence operator, then the Laplace operator are dened using the notions
introduced in the previous subsection, following [Cha84, Chapter I].
Denition 2.1.26 ( [Cha84, Denition I.2] ). Let X ∈ χ(M) be a vector eld of class
C∞(M). For all p ∈M , consider the mapping ψp : TpM → TpM dened by
ξ 7→ ψp(ξ) = ∇ξX.
The divergence of X, denoted by divX, is the mapping from M to R dened by
divX(p) = trace (ψp),
for all p ∈M .
Remark 2.1.10. With the notations of the previous denition, for all p ∈M , there exists
a bijection φ : RN → TpM , v 7→ φ(v), depending on the chart (α,U) containing p, given
by
φ(v)(f) = v(f ◦ α−1), ∀f ∈ Ck(M), k ≥ 1.
The trace in Denition 2.1.26 is the trace of the matrix representing
9
the linear mapping
φ−1 ◦ ψp ◦ φ.
Proposition 2.1.27. Let X,Y ∈ χ(M) be two vector elds of class C∞(M). Then,
(i) divX ∈ C∞(M);
(ii) div(X + Y ) = divX + divY ;
(iii) div(fX) = f divX + g(∇ f ,X), for all f ∈ C∞(M).
Denition 2.1.28 ( [Cha84, Denition I.3] ). Let f ∈ C∞(M). The Laplace operator of
f , or laplacian of f , is the function ∆f : M → R, dened by
∆f = div(∇ f).
Sometimes ∆ is denoted by ∆g to specify the dependency upon g.
9. It makes sense since the trace of a matrix is invariant under change of basis.
22 CHAPTER 2. FUNDAMENTAL TOOLS
Proposition 2.1.29. Let f, h ∈ C∞(M). Then,
(i) ∆f ∈ C∞(M);
(ii) ∆(f + h) = ∆f +∆h;
(iii) div(h∇ f) = h∆f + g(∇ h,∇ f);
(iv) ∆(fh) = h∆f + g(∇ f ,∇h) + f∆h.
As for the volume element and the gradient, the expression of the divergence operator
and of the Laplace operator in the local coordinates {∂xi}Ni=1 will be useful for the main
part of the document. For this purpose, consider a chart (α,U) in the neighbourhood of
a point p ∈M and denote by G(α(p)) the matrix representing g(p) in this basis.
If the vector eld X ∈ χ(M) of class C∞(M) can be written using local coordinates
as X =
∑N
j=1 ξj∂xj , then
divX =
1√
det(G)
N∑
j=1
∂xj
(
ξj
√
det(G)
)
.
Moreover, if f ∈ Ck(U), k ≥ 2, then
∆f =
1√
det(G)
N∑
j,k=1
∂xj
(
Gj,k
√
det(G)∂xkf
)
, (2.9)
where Gj,k denotes the (j, k)-component of the inverse G−1 of the matrix G.
To derive properly these expressions, a development
10
involving Christoel symbols
has to be carried out. It is built throughout the rst section of [Cha84, Chapter I].
2.1.4 Results of calculus on a manifold
The following reminders from [Cha84, Section I.2] are classical results of vector cal-
culus in the framework of a Riemannian manifold.
Theorem 2.1.30 (Divergence Theorem I). IfX ∈ χ(M) is a vector eld of class C∞(M)
with compact support in M , then ∫
M
divX dVg = 0,
where dVg denotes the volume element given in Denition 2.1.11.
Assume moreover that M is oriented and has a boundary ∂M with induced (N − 1)-
volume element denoted by dσ. The notion of boundary ∂M can be found in [Boo75,
Denition VI.4.1], whereas to dene dσ, the exterior dierentiation of a dierential form
is required. For this latter, we refer to [Boo75, Section V.8].
10. It is a similar development as the one derived for the expression of the volume element and of the
gradient in local coordinates, but it is more technical.
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Theorem 2.1.31 (Divergence Theorem II). Let X ∈ χ(M) be a vector eld of class
C∞(M ) with compact support on M . Then,∫
M
divX dVg =
∫
∂M
g(X ,n) dσ,
where n denotes the outward unit normal (with respect to g) vector eld on the boundary
∂M .
Theorem 2.1.32 (Green's formula). Let f, h ∈ C∞(M ) be two functions such that h∇f
has compact support on M . Then,∫
M
h∆f dVg =
∫
∂M
h g(∇f ,n) dσ −
∫
M
g(∇ f ,∇h) dVg,
where n denotes the outward unit normal (with respect to g) vector eld on the boundary
∂M .
2.2 Some notions about the Finite Element Method
2.2.1 Denitions
This section is mainly from the book [Cia78] and [EG02], but this recall is restricted
to the notions useful for the future applications to our problem. The former reference
book is classic in this eld and covers the topic very broadly. Most of the following
denitions are derived from its second chapter. Throughout this section, Ω denotes a
domain of R
N
, that is a bounded open set of R
N
.
Denition 2.2.1. A mesh M of a domain Ω ⊂ RN is a subdivision in a nite number
of subsets Ki, i = 1, . . . , I, such that
(i) Ω¯ =
I⋃
i=1
Ki;
(ii) Every Ki, i = 1, . . . , I, is closed and has a non-empty interior
◦
Ki;
(iii) Every Ki, i = 1, . . . , I, has a Lipschitz boundary ∂Ki;
(iv)
◦
Ki ∩
◦
Kj = ∅ for all Ki,Kj , i, j = 1, . . . , I, i 6= j.
Remark 2.2.1. If the sets Ki, i = 1, . . . , I, consist of N -simplices, then usually an addi-
tional condition on M is required:
(v) For all Ki,Kj , i, j = 1, . . . , I, i 6= j, the intersection Ki ∩Kj is either empty, or is
a shared vertex, or is a shared face (edge).
Two examples of forbidden situations involving subsets K of a mesh are presented in
Figure 2.1.
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Ki
Kj
Ki′
Kj′
Figure 2.1: The couples of 2-simplices (or triangles) {Ki,Kj} and {Ki′ ,Kj′} does not
satisfy the condition (v). Moreover, the couple {Ki′ ,Kj′} does not verify (iv) neither.
Denition 2.2.2. A nite element in R
N
is a triple (K,P,Σ) where:
(i) K is a closed subset of RN with a non-empty interior and a Lipschitz boundary;
(ii) P is a space of real-valued functions dened over the set K;
(iii) Σ is a nite set of linearly independent linear forms σi : P → R, i = 1, . . . ,M .
Moreover, Σ is P -unisolvent, that is for all real numbers αi, i = 1, . . . ,M , there exists a
unique function p ∈ P which satises
σi(p) = αi, i = 1, . . . ,M.
Remark 2.2.2. The P -unisolvence property implies in particular that there exist functions
ϕloci , i = 1, . . . ,M , which satisfy
σj(ϕ
loc
i ) = δij , i, j = 1, . . . ,M.
Denition 2.2.3. With the previous notations, the functions ϕloci , i = 1, . . . ,M , are
called local shape functions.
Denition 2.2.4. Let (K,P,Σ) be a nite element in RN . If there exist M points
s1, . . . , sM ∈ K, called nodes, such that for all p ∈ P ,
σi(p) = p(si), i = 1, . . . ,M,
then the triple (K,P,Σ) is called a Lagrange nite element.
Remark 2.2.3. In this context, the local shape functions ϕloci , i = 1, . . . ,M , satisfy
ϕloci (sj) = δij , i, j = 1, . . . ,M,
where δi,j denotes the Kronecker symbol.
A family of examples is given by the Lagrange nite elements of type Pk, k ∈ N,
whose denition is recalled here.
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Denition 2.2.5. Let Pk, k ∈ N, denote the space of all polynomial in N variables with
real coecents and of degree lower or equal to k, that is
Pk :=

p : RN → R : p(x1, . . . , xN ) = ∑
i1+···+iN≤k
αi1,...,iNx
i1
1 · · · xiNN , αi1,··· ,iN ∈ R

 .
A nite element (K,P,Σ) is called a Lagrange nite element of type Pk in RN , or simply
nite element of type Pk, if
◦ K is a N -simplex;
◦ P = Pk|K ;
◦ The set of nodes {si}Mi=1 appearing in Denition 2.2.4 coincides with the set
S :=
{(
i1
k
P loc1 , . . . ,
iN+1
k
P locN+1
)
, 0 ≤ i1, . . . , iN+1 ≤ k, 0 < i1 + · · ·+ iN+1 ≤ k
}
,
where P loc1 , . . . , P
loc
N+1 denote the vertices of K.
Remark 2.2.4. It makes sense to consider Lagrange nite elements of type Pk since the
P -unisolvence property is readily veried 11 for such a nite element. Moreover, for
k,N ∈ N, it holds that
M := #S = dimPk =
(
N + k
k
)
.
Usually, nite elements of type Pk for k = 1, 2, are used. See Figure 2.2. An advantage
provided by such elements is that if (Kˆ, Pˆ , Σˆ) and (K,P,Σ) are two nite elements of
type Pk, then they can be compared in the following way.
b b
b b
b b
b b b
s1
s2
s3 s1
s2
s3
s4
s5
s6
Figure 2.2: Lagrange nite element of type P1 (left) and of type P2 (right) in R2.
Denition 2.2.6. Two Lagrange nite elements (Kˆ, Pˆ , Σˆ) and (K,P,Σ) are called ane-
equivalent if there exists an invertible ane mapping F : RN → RN , F (xˆ) = B(xˆ) + b,
B ∈MN (R), b ∈ RN , such that
◦ K = F (Kˆ);
◦ P = {p : K → R, p = pˆ ◦ F−1, pˆ ∈ Pˆ};
◦ si = F (sˆi), i = 1, . . . ,M .
11. See for instance [EG02, Sections 2.2 and 2.3].
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See Figure 2.5 for an illustration in a particular case. In the sequel, nite elements
of type P1 are used to approximate the spectrum of the Dirichlet-Laplace operator. The
fact that every couple of such elements is ane-equivalent is crucial for the numerical
implementation.
2.2.2 The Galerkin method
Let (V, (·|·)) be a Hilbert space, a : V ×V → R a symmetric, continuous, V -elliptic 12
bilinear form and l : V → R a continuous linear form. Consider the following linear
abstract variational problem
(P
abs
)
{
Find u ∈ V such that
a(u, v) = l(v), ∀v ∈ V,
which admits a unique solution by the Lax-Milgram Theoreom
13
. The Galerkin method
consists in approximating (P
abs
) by dening similar problems in each element of a family
(Vh)h of nite dimensional subspaces of V :
(P
abs,h)
{
Find uh ∈ Vh such that
a(uh, vh) = l(vh), ∀vh ∈ Vh.
Since Vh ⊂ V , there exists a unique solution to (Pabs,h) thanks to the same result. The
usual way to get (Vh)h is to create a family of associated meshes (Mh)h of Ω. The
subscript h stands for the dependence on the geometry of the mesh, more precisely
h := max
K∈Mh
hK = max
K∈Mh
diam(K),
where the (abusive) notation K ∈ Mh denotes the fact that K is the geometric set of a
nite element (K,Σ, P ) of the mesh Mh (K will denote the geometric subset of a nite
element for the remainder of this section and this notation will be used in the sequel).
The parameter h is usually called the diameter of the mesh Mh. The famous Céa's
Lemma
14
indicates that if the following approximation property
lim
h→0
inf
vh∈Vh
‖v − vh‖V = 0, ∀v ∈ V, (2.10)
holds, then the approximated solution uh tends to u for the norm ‖·‖V . Indeed, on the
rst hand, the linearity of l and bilinearity of a imply a(u− uh, vh) = 0 for all vh ∈ Vh.
On the other hand, if Cell and Ccont denote respectively the V -ellipticity constant and
the continuity constant
15
of a, then
Cell ‖u− uh‖2V ≤ a(u− uh, u− uh) = a(u− uh, u− vh) ≤ Ccont ‖u− uh‖V ‖u− vh‖V .
12. The V -ellipticity is recalled in Denition A.1.4.
13. See Theorem A.1.5 in the appendix.
14. See [Cia78, Theorem 2.4.1].
15. It means that α = Cell and C = Ccont respectively in Denition A.1.4.
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So,
‖u− uh‖V ≤
Ccont
Cell
inf
vh∈Vh
‖u− vh‖V .
In order to verify the condition imposed by (2.10), a standard assumption is to ask the
family (Mh)h to be regular in the following sense:
Denition 2.2.7. A family of meshes (Mh)h of Ω is called regular if it veries:
(i) h approaches 0 ;
(ii) There exists a constant γ > 0 such that
∀h,∀K ∈ Mh, hK
ρK
≤ γ,
where ρK denotes the diameter of the largest sphere inscribed in K.
Obviously, the rst condition is necessary in order to approximate V increasingly
better by the family (Mh)h. However, the condition (ii), which forces elements not to
be too at, has to be added to allow global convergence of functions in Vh to functions
in V . This fact is stated more precisely in Theorem 2.2.8 for particular choices of V and
Vh. See also Figure 2.3
hK
ρK
K
Figure 2.3: A triangle K with diameter hK and whose the largest circle inscribed in K
has a ray of length ρK .
In the sequel, the spectrum of the Dirichlet-Laplace operator is approximate within
this framework. More precisely, the suitable choice for the space V is the Sobolev space 16
H10 (Ω) over a polygonal domain Ω ⊂ R2. Moreover, a mesh made of nite elements of
16. See Denition-Proposition A.2.11.
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1
ϕh,i
MhPi
Figure 2.4: Shape function ϕh,i.
type P1 is used to set
Vh =
{
vh ∈ C0
(
Ω
) ∣∣ vh|∂Ω ≡ 0, vh|K ane for all triangles K of the mesh Mh
}
.
(2.11)
Let Nh be the number of nodes
17 Pi of all the elements K forming the mesh Mh.
For all i = 1, . . . , Nh, let ϕh,i denote the functions given by
ϕh,i ∈ Vh, ϕh,i(Pj) = δij , ∀ 1 ≤ i, j ≤ Nh, (2.12)
where δij is the classical notation for the Kronecker symbol. See Figure 2.4, where a
shape function ϕh,i is represented. It is straightforward that {ϕh,i}Nhi=1 is a basis of Vh,
so every vh ∈ Vh can be written as
vh(x) =
Nh∑
i=1
vh(Pi)ϕh,i(x), ∀x ∈ Ω. (2.13)
Thus, it denes an interpolation operator Πh : V → Vh, v → Πh(v) = vh. Besides, the
local interpolation operator Πh,K over K can be dened analogously by
Πh,K(v) =
3∑
i=1
v(si)ϕ
loc
i , ∀v ∈ V,
where the notations of dentions 2.2.3 and 2.2.4 are used. Then, there exists a constant
C > 0 such that the following upper bounds 18
‖v −Πh,Kv‖Hm0 (K) ≤ C h
2−m
K
(
hK
ρK
)m
‖v‖H20 (K) , m = 0, 1, 2,
17. By extension, these points are called nodes of the mesh Mh.
18. A more general statement of this result can be found in [EG02, Theorem 2.7.2].
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holds for all v ∈ H2(K), where the Sobolev space H2(K) and the semi-norm ‖·‖Hm0 (K)
are both dened in the appendix (see A.2.9 and A.2.17). The ratio hK/ρk appears in this
last expression, thus, to extend this local result to the whole domain Ω, the condition
(ii) in the denition 2.2.7 of a regular family of meshes is necessary. A classical result
for global convergence is [Cia78, Theorem 3.2.1], which can be transcribed here in our
context as follows.
Theorem 2.2.8. Let Ω be a polygonal domain, let V be the space H10 (Ω) and let Vh be
dened by (2.11). Consider a regular family (Mh)h of meshes consisting of Lagrange
nite elements of type P1, and the interpolation operator Πh over Ω. Then, there exists
a constant C, independant of h, such that for all v ∈ H2 ∩H10 (Ω),
‖v −Πhv‖Hm(Ω) ≤ C h2−m ‖v‖H20 (Ω) , m = 0, 1,
where the norms ‖·‖Hm(Ω) and ‖·‖H20 (Ω) are given in Denition A.2.9 and in Proposi-
tion A.2.17.
2.2.3 Numerical implementation: quadrature rule and storage
Let us come back to the problems (Pabs ) and (Pabs,h ) dened at the beginning of the
previous subsection, with the particular choices V = H10 (Ω) and Vh dened by (2.11)so
nite element of type P1 is appropriate, with its basis {ϕh,i}Nhi=1 given by (2.12). The
notation uh ∈ RNh is abusively used again for the vector whose j-th component (uh)j
is the value of the solution uh to (Pabs,h ) at node Pj , j = 1, . . . , Nh, of a meshMh of Ω,
that is
uh(x) =
Nh∑
j=1
(uh)j ϕh,j(x), ∀x ∈ Ω. (2.14)
It is sucient to verify the equality on Vh appearing in (Pabs,h ) only for each basis
functions ϕh,i. Hence, thanks to the bilinearity of a, the problem (Pabs,h ) can be rewritten
as
(P
abs,h)


Find uh ∈ RNh such that
Nh∑
j=1
a(ϕh,j , ϕh,i) (uh)j = l(ϕh,i), ∀i = 1, . . . , Nh.
Finally, denoting by A ∈MNh(R) the matrix dened by
Ai,j = a(ϕh,j , ϕh,i), i, j = 1, . . . , Nh,
and by b ∈ RNh the vector dened by
bi = l(ϕh,i), i = 1, . . . , Nh,
the nal formulation of problem (Pabs,h ) is
(P
abs,h)
{
Find uh ∈ RNh such that
Auh = b.
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In order to solve this problem, the rst task to perform is to build the matrix A and the
vector b. Frequently, the components Ai,j of A consist of integrals involving ϕh,i and
ϕh,j . Moreover, A is symmetric. For example, in Chapter 3, a matrix M ∈ MNh(R)
arises, whose components are dened by
Mi,j =
∫
Ω
ϕh,jϕh,i, i, j = 1, . . . , Nh,
as mentioned
19
by the equation (3.4). Since the support of the basis function ϕi is
reduced
20
to the triangles K such that Pi belongs to K, it follows that
Mi,j =
∑
(K,P,Σ)∈Mh
Pi,Pj∈K
∫
K
ϕh,jϕh,i, i, j = 1, . . . , Nh.
Nevertheless, instead of computing each component of M one by one, a more suitable
way of proceeding is to add the contribution of each triangle K ofMh to the components
corresponding to the associated nodes of K. It means that for each K, whose vertices
are denoted P loc1 , P
loc
2 , P
loc
3 , a local matrix M
loc
K ∈M3(R) is built, such that
M locK i,j =
∫
K
ϕlocj ϕ
loc
i , i, j = 1, . . . , 3,
where ϕloci is the basis function taking value 1 at P
loc
i , i = 1, 2, 3. The algorithm of
construction of a symmetric matrix is given by (I denotes the number of triangles K in
the mesh Mh)
Matrix construction abstract algorithm
Initialize M ← 0;
for K = 1 to I do
Compute the 3 by 3 local matrix M locK ;
for i = 1 to 3 do
Assemble the local matrix into the global matrix by performing:
for j = i to 3 do
M [Pi, Pj ]←M [Pi, Pj ] +M locK [i, j];
end j;
end i;
end K;
Algorithm 1.
19. Actually, the equation reported in this remainder corresponds to the particular case where the
underlying manifold is an open set of R
2
, since the volume element dVg appearing in equation (3.4), is
here the Lebesgue measure. The general case is not considered in this section for the sake of clarity. See
Chapter 3 for details.
20. An important aspect of the Finite Element Method is that the support of the basis functions ϕi
is small, in order to make the computation of these integrals numerically inexpensive.
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Two points deserve to be developed: the numerical computation of the local matrix
and the step of assembling and storage of the local matrix into the global matrixthis
is discussed later.
As mentioned before, the Finite Element Method will be applied to our problem with
nite elements of type P1. It is easy to show that every such element (K,P,Σ) is ane
equivalent to the element (Kˆ, Pˆ , Σˆ), called reference element, dened by
Kˆ := {(xˆ1, xˆ2) ∈ R2 : xˆ1, xˆ2 ≥ 0, xˆ1 + xˆ2 ≤ 1};
Pˆ := P1|Kˆ ;
Σˆ := {(1, 0), (0, 1), (0, 0)},
with associated local shape functions ϕˆloci , i = 1, 2, 3, dened for xˆ ∈ Kˆ, by
ϕˆloc1 (xˆ1, xˆ2) = xˆ1;
ϕˆloc2 (xˆ1, xˆ2) = xˆ2;
ϕˆloc3 (xˆ1, xˆ2) = 1− xˆ1 − xˆ2.
Indeed, denoting clockwise by P loc1 , P
loc
2 and P
loc
3 the vertices of Kor equivalently, the
nodes of Σ, it is sucient to take in Denition 2.2.6 the function FK := F : R
2 → R2,
dened by
FK(xˆ) =
3∑
i=1
ϕˆloci (xˆ)P
loc
i , ∀xˆ ∈ Kˆ,
so that the local shape functions ϕloci dened on K satisfy ϕˆ
loc
i = ϕ
loc
i ◦ FK , i = 1, 2, 3,
and
detDFK(xˆ) =
(
P loc1 − P
loc
3
∣∣∣P loc2 − P loc3 ) > 0,
since K is a (non at) triangle and Fk is orientation preserving. So, the Jacobian de-
terminant of FK does not depend on the point xˆ where it is computed. See Figure 2.5.
The property of ane-equivalence is extensively used to transport the computation of
integrals over K onto Kˆ. Indeed, for an integrable function Ψ : K → R dened on K,
the change of variables x = FK(xˆ) gives∫
K
Ψ(x) dx = detDFK(xˆ)
∫
Kˆ
Ψ ◦ FK(xˆ) dxˆ.
So building the whole matrix M reduces to apply a quadrature rule to approximate
integrals only over Kˆ. In the sequel, we employ a quadrature rule of the form 21
∫
Kˆ
Ψ ◦ FK(xˆ) dxˆ ' 1
6
3∑
l=1
Ψ ◦ FK(λˆl), (2.15)
21. The 1/6 factor comes from the product of a uniform weight 1/3 and the area of Kˆ equal to 1/2.
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Kˆ xˆ
K
FK(xˆ)
FK
P loc3
P loc1
P loc2
Figure 2.5: The mapping Fk takes the set Kˆ of the reference element into the set K of
an element (K,P,Σ). FK is the explicit invertible ane mapping in Denition 2.2.6 that
makes (Kˆ, Pˆ , Σˆ) and (K,P,Σ) ane-equivalent.
with two dierent choices of integration points λˆl, namely
λˆ1 = (1, 0), λˆ2 = (0, 1), λˆ3 = (0, 0), (2.16)
and λˆ′1 =
(
0,
1
2
)
, λˆ′2 =
(
1
2
, 0
)
, λˆ′3 =
(
1
2
,
1
2
)
. (2.17)
Remark 2.2.5. The approximation (2.15) with the choice of integration points given
by (2.16) is actually an equality if ψ is a polynomial function of degree at most 1,
whereas with the choice of integration points given by (2.16), it is exact for all polynomial
functions of degree at most 2. See [QSS07, Subsection 9.9.2].
Denition 2.2.9. The approximation (2.15) with the choice of integration points given
by (2.16) denes a quadrature rule using masslumping. By opposition, the choice of
integration points given by (2.17) makes (2.15) a quadrature rule without masslumping.
The notion of masslumping is addressed within the framework of eigenvalues opti-
mization in Subsection 3.5.1.
The terminology of the last denition comes from the form taken by the matrix M ,
called mass matrix in elasticity theory: the component Mi,j , i, j = 1, . . . , Nh, can be
computed over the reference element Kˆ and then approximated using a quadrature rule
of the form (2.15), that is
Mi,j =
∑
(K,P,Σ)∈Mh
Pi,Pj∈K
∫
K
ϕh,j(x)ϕh,i(x)dx =
∑
(K,P,Σ)∈Mh
Pi,Pj∈K
∫
K
ϕloclocK(j)(x)ϕ
loc
locK(i)(x)dx
=
∑
(K,P,Σ)∈Mh
Pi,Pj∈K
detDFK
∫
Kˆ
ϕˆloclocK(j)(xˆ)ϕˆ
loc
locK(i)
(xˆ)dxˆ
' 1
6
∑
(K,P,Σ)∈Mh
Pi,Pj∈K
detDFK
3∑
l=1
ϕˆloclocK(i)(λˆl)ϕˆ
loc
locK(j)
(λˆl),
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where locK(i) ∈ {1, 2, 3} denotes the local numbering in K of the node i, 1 ≤ i ≤ Nh.
The quadrature rule whose integration points are given by (2.16) leads to Mi,j = δi,j ,
where δi,j denotes the Kronecker symbol, since ψ = ϕh,jϕh,i and ϕˆ
loc
locK(i)
(λˆl) = δlocK(i),l.
Thus, all non-zero component of the mass matrix M are lumped on the diagonal. With
the other choice (2.16) of integration points, M is no longer diagonal, but still remains
sparse
22
so a judicious way of storage must be used. It leads us to the second point we
wanted to develop in the algorithm 1.
Assume two points of a triangle K are locally numbered P loclocK(i) and P
loc
locK(j)
, and
globally numbered Pi and Pj . Adding naively the contribution M
loc
K locK(i),locK(j)
of this
element to the associated component Mi,j of the global matrix would imply to handle
a large and sparse Nh by Nh matrix M . Instead, a standard storage for the matrix M ,
known as Compressed Sparse Row (CSR)
23
, is used. It consists in storing a sparse m by
n matrix A with nz non-zero components, using three vectors: a real vector aa of size nz
containing the non-zero values of A, and two integers vectors ia and ja with respective
size m+ 1 and nz to determine the location in A of these non-zero elements. Precisely,
using square brackets to indicate a component of a vector as it is in a standard computer
program, it yields:
◦ aa[i] is the i-th non-zero value of A listed left-to-right, then top-to-bottom, i =
1, . . . , nz;
◦ ia[i] is the index in aa of the rst non-zero element of row i in A, i = 1, . . . ,m, and
ia[m+1] = nz+1 by convention and for practical reasons. In other words, the non-
zero components lying on the i-th row of A are stored in aa[ia[i]], . . . ,aa[ia[i+1]-1];
◦ ja[i] is the index of the column in A of the i-th component of aa, i = 1, . . . , nz.
Thus, if Ai,j 6= 0 is the k-th non-zero element of A, then aa[k] = Ai,j , ia[i] ≤ k < ia[i+1]
and ja[k] = j.
To compare the amount of memory needed to store the matrix M using or not the
CSR method, consider for a moment a mesh Mh with Nh points inside the underlying
domain as a graph Γ = (V,E). The degree deg(v) of a vertex v ∈ V is the number of edges
e ∈ E such that v belongs to e, or equivalently, the number of neighbours of v. Denoting
by d := maxv∈V deg(v) the maximal degree of Γ, then at most 2dNh + (Nh + 1) =
(2d + 1)Nh + 1 memory locations are needed, compared with Nh
2
without using CSR.
Usually, d is small, so large is the gain.
The assembling of the local matrix M locK into the global matrix M has to be carried
out with caution, see [Saa03, Section 2.3].
2.3 The Lanczos method
Throughout this section, A ∈MN (R) denotes a N by N symmetric matrix with real
components.
22. No rigorous denition is known to the author. However, in [GMS92], the authors refer to the
following informal denition due to J. H. Wilkinson: a sparse matrix is any matrix with enough zeros
that it pays to take advantage of them.
23. It is also known as Compressed Row Storage (CRS), see [Saa03, Section 3.4].
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2.3.1 Denition and basic properties
Given such a matrix A, the spectral theorem in nite dimensional space reads as
follows.
Theorem 2.3.1. Let A ∈MN (R), be a symmetric, denite, positive matrix. Then, there
exist 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λN ∈ R≥0, and x1, . . . ,xN ∈ RN consisting in a orthonormal
basis of R
N
, such that
Axk = λkxk,
for all k = 1, . . . , N .
Notation 2.3.2. Throughout this document, the eigenvalues of A are numbered in
ascending order and when confusion can occurs, the associated matrix is precised by
indicating λ(A) instead of λ, for instance.
Moreover, in this section, (·|·) denotes the usual inner product on RN , and ‖·‖ denotes
the resulting Euclidean norm.
This theorem states the existence of eigenvalues and eigenvectors, whereas the Lanc-
zos method provides increasingly better estimates of extremal eigenvalues of A through
a family of matrices Tk ∈ Mk(R). This method is so called 24, after the Hungarian
mathematician K. Lánczos, and there exist several variants to it.
The aim is to apply this method to a problem involving a large and sparse matrix A,
a case in which it is ecient. It is specially indicated
25
when we are interested in the
rst or last eigenvalues and eigenvectors of A. To get quickly to the heart of the matter,
consult [GVL96, Chapter 9], or to go deeper into this topic, [CW02] provides a detailed
outline in various situations depending in particular on the properties of the matrix A.
This subsection is based on both references. Finally, [LSY98] is useful for the software
implementation.
Let us try to understand where this method comes from. First, recall the notion of
Rayleigh quotient and the Min-max Theorem, given in the nite dimensional context.
Denition 2.3.3. The Rayleigh quotient is dened for a matrix A and a non-zero vector
x ∈ RN , by
RA(x) =
(Ax|x)
(x|x) .
Theorem 2.3.4 ( Min-max Theorem, [CW02, Theorem 8.1.2] ). With the previous no-
tations and denoting by Si the set of all subspace of RN of dimension i ≤ N , it yields
λi = min
V ∈Si
max
x∈V \{0}
RA(x),
24. Sometimes reference is made to the Arnoldi-Lanczos Method, after the name of the American
engineer Walter Edwin Arnoldi, which is a generalization of the Lanczos Method for any matrix.
25. The reasons will be clear when the algorithm will be given
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in particular,
λ1 = min
x 6=0
RA(x),
λN = max
x 6=0
RA(x).
Assume that an orthonormal basis {qi}1≤i≤N of RN is at our disposal and denote by
Qk, 1 ≤ k ≤ N , the N by k matrix whose i-th column is the vector qi. For 1 ≤ k ≤ N ,
set
mk := λ1(Q
T
kAQk),
Mk := λk(Q
T
kAQk).
Using the Min-max Theorem,
mk = min
x6=0
(AQkx|Qkx)
(x|x) = minx6=0
(AQkx|Qkx)
(Qkx|Qkx) ≥ λ1(A),
Mk = max
x6=0
(AQkx|Qkx)
(x|x) = maxx 6=0
(AQkx|Qkx)
(Qkx|Qkx) ≤ λN (A),
where the second equalities hold since {qi}1≤i≤N is orthonormal. In particular, mN =
λ1(A) and MN = λN (A) because A and Q
T
NAQN are by denition similar. The Lanczos
method consists in choosing iteratively the qi in order to obtain increasingly better
estimates of λ1(A) and λN (A). Given {qi}1≤i≤N , for k < N , qk+1 must be chosen in
a judicious way. To this end, consider xk ∈ span{q1, . . . , qk} such that RA(xk) = mk.
Since ∇RA(x) is pointing into the steepest (positive) direction of the surface given by
{(x, RA(x)),x ∈ RN \ {0}} at point x, in order to obtain mk+1 < mk, qk+1 could be
chosen such that
∇RA(xk) ∈ span{q1, . . . , qk+1}. (2.18)
In a similar way for Mk+1, denoting by yk ∈ span{q1, . . . , qk} the vector satisfying
RA(yk) = Mk, the following extra condition on qk+1 could be imposed
∇RA(yk) ∈ span{q1, . . . , qk+1}. (2.19)
Thanks to the equality
∇RA(x) = 2
(x|x)(Ax−RA(x)x),
obtained after easy computations, notice that ∇RA(x) ∈ span{x, Ax}, thus if
span{q1, . . . , qk} = span{q1, Aq1, . . . , Ak−1q1}, (2.20)
and if qk+1 satises span{q1, . . . , qk+1} = span{q1, Aq1, . . . , Akq1}, both conditions
(2.18) and (2.19) hold simultaneously and it yields mk+1 < mk and Mk+1 > Mk.
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Denition 2.3.5. Let A ∈MN (R) be a matrix and v ∈ RN be any vector. The k-order
Krylov matrix associated to A and v is the N by k matrix dened by
K(A,v, k) =
[
v, Av, A2v, . . . , Ak−1v
]
,
for all k = 1, . . . , N , and its range
K(A,v, k) = span
{
v, Av, A2v, . . . , Ak−1v
}
,
is called k-order Krylov subspace associated to A and v.
With this terminology, the task to be performed is to nd a not too expensive manner
to build an orthonormal basis for the Krylov subspaces K(A, q1, k). For this purpose,
starting from an arbitrary q1 with Euclidean norm equals 1, set q˜2 := Aq1− (Aq1|q1)q1
in order to have a new vector in the span of {q1, Aq1} orthogonal to q1. If q˜2 6= 0, set
q2 := q˜2/‖q˜2‖. The following vectors are built by orthogonalizing with respect to the
last two basis vectors and then normalized, namely, for k ≥ 2,
q˜k+1 = Aqk − (Aqk|qk)qk − (Aqk|qk−1)qk−1,
qk+1 =
1
‖q˜k+1‖ q˜k+1.
Then it is sucient to guarantee the orthonormality of the families {qi}1≤i≤k, for all
k = 1, . . . , N . Indeed, by induction on k, if {qi}1≤i≤k is orthonormal, then qk+1 is
orthogonal to qk and qk−1 by construction, and for 1 ≤ i ≤ k − 2,
(qk+1|qi) = 1‖q˜k+1‖(Aqk − (Aqk|qk)qk − (Aqk|qk−1)qk−1|qi) =
1
‖q˜k+1‖(qk|Aqi)
=
1
‖q˜k+1‖(qk|qi+1‖q˜i+1‖+ (Aqi|qi)qi + (Aqi|qi−1)qi−1) = 0,
where the second equality comes from the symmetry of A, and the third one from the
denition of qi+1, from the orthonormality of {qi}1≤i≤k and from the fact that Aqi
belongs to K(A,v, k). Actually, for i = 1, q0 should be set to 0 so that the last term in
the last inner product makes sense.
If for some 1 ≤ k ≤ N − 1, q˜k+1 = 0, then the process breaks down. But, it
means that {q1, . . . , qk} spans an invariant subspace of A, or equivalently, that k =
rank (K(A, q1, N)). Thus, in order to nd each eigenvalue of A it is sucient to ask q1
to have a non-zero projection on every eigenvector of A. Such a condition holds with
probability 1, so no special choice of q1 is needed in practice. More precisely, by noticing
in the previous development that Aqk can by written in terms of solely qk−1, qk and
qk+1, it yields readily, for all k = 1, . . . , rank (K(A, q1, N)),
AQk = QkTk + q˜k+1ek
T ,
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where ek ∈ Rk is the last canonical basis vector of Rk, and
Tk =


α1 β1 0 . . . 0
β1 α2
.
.
.
.
.
.
.
.
.
0
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
. βk−1
0 . . . 0 βk−1 αk


∈Mk(R),
where
αk = (Aqk|qk), k = 1, . . . , N,
βk = (Aqk+1|qk), k = 1, . . . , N − 1.
Moreover, the condition (2.20) expressing that {qi}1≤i≤k is a basis of K(A, q1, k) holds,
since it clearly holds for k = 1 and by induction on k = 1, . . . , N , if it is true for
j = 1, . . . , k, then
qk+1 = Aqk − αkqk − βk−1qk−1 ∈ span{qk−1, qk, Aqk} ⊂ span{q1, . . . , Ak−1q1, Akqk}
by induction assumption. Finally, since there exist c1, . . . , ck ∈ R such that qk = c1q1 +
· · · + ckAk−1q1, it implies Aqk ∈ span{Aq1, . . . , Akq1}.
Denition 2.3.6. With the previous notations, the matrix Tk is called Lanczos matrix
of order k, the vectors qk are called Lanczos vectors. Moreover, an eigenvalue µ of Tk
is called a Ritz value of A and the vector v := Qku, where u is the eigenvector of Tk
associated to µ, is called a Ritz vector of A and by extension, (µ,v) is called a Ritz pair
of A.
If the process reaches k = N , then AQN = QNTN and so the Ritz values of A are the
eigenvalues of A, and the associated eigenvectors are the Ritz vectors. Thus, the problem
is reduced to compute the eigenvalues of a tridiagonal matrix. However, in practice N is
large and the process stops for k  N . The quality of the approximation of the extremal
eigenvalues of A by those of Tk is stated in a result by Y. Saad, which reads, adapted in
our notations, as follows:
Theorem 2.3.7 ( [Saa80, Theorem 2] ). For m ≤ N such that qm provided by the
Lanczos method is not zero, let µ1 < · · · < µm be the eigenvalues of Tm, {xk}1≤k≤m be
an orthonormal family of eigenvectors of A associated to λ1, . . . , λm. Assume that q1 has
a non-zero projection on every xk, k = 1, . . . ,m. If
26 µi−1 < λi for some i = 1, . . . ,m,
then
0 ≤ µi − λi ≤ (λN − λi)
(
Ki
Tm−i(γi)
tanα(xi, q1)
)2
26. For i = 1, there is no additional condition, so set µ0 = −1.
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where
Ki =
i−1∏
j=1
λN − µj
λi − µj ,
and where Tm−i denotes the Chebyshev polynomial of the rst kind of degree m− i given
by
Tm−i(x) =
1
2
(
(x+
√
x2 − 1)m−i + (x−
√
x2 − 1)m−i
)
,
γi = 1 + 2(λi+1 − λi)/(λN − λi) and α(xi, q1) denotes the angle between xi and q1.
This result emphasizes the inuence of the initial vector q1 on the approximation
through its angle with the rst eigenvectors of A, but mainly, it raises the convergence
rate through the Chebyshev polynomial Tm−i in γi. The behaviour of Tk, as k tends to
∞, is well known: in our context, if √(γj − 1)/2 (m− j) > 1, then it holds 27 that
Tm−i(γi) ∼ e2(m−i)
√
(γi−1)/2 .
2.3.2 Implementation of the method
As before, let q1 be an initial arbitrary vector of Euclidean norm equals 1. For
practical reason, notice that for k < rank (K(A, q1, N)),
‖q˜k+1‖qk+1 = q˜k+1 = Aqk − αkqk − βk−1qk−1, (2.21)
and taking the inner product against qk+1 implies
‖q˜k+1‖ = (Aqk|qk+1) = βk.
The Lanczos algorithm can now be expressed as follows:
Lanczos basic Algorithm
q1 given.
Initialize β0 ← 1; q0 ← 0; q˜0 ← q1; k ← 0;
while βk 6= 0
qk+1 ← q˜k/βk; k ← k + 1; αk ← (Aqk|qk);
q˜k ← Aqk − αkqk − βk−1qk−1;
βk ← ‖q˜k‖;
end
Algorithm 2.
27. See [Par80, Appendix B]. Here, we recall that m should be large in order to get a good approxi-
mation of the spectrum of A.
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Actually, βk = 0 never occurs on a computer. To approximate numerically the rst k
eigenvalues of A, we x 28 m > k and use the Lanczos algorithm until computing βm. At
this step, m Ritz pairs (µ1,v1), . . . , (µm,vm) of A are at our disposal as approximations
of the corresponding eigenpairs of A. The Ritz values are numbered in ascending order.
Noticing that if Tku = µu, then the vector v = Qku veries
‖Av − µv‖ = ‖AQku−Qkµu‖ = ‖(AQk −QkTk)u‖ = ‖q˜k+1ekTu‖
= ‖q˜k+1‖|(u)k| = |βk||(u)k|,
where the last equality comes from (2.21), and where (u)k denotes the k-th component of
the vector u. The stopping criterion used numerically consists in controlling the quantity
|βk||(ui)k|, with vi = Qmui. In general, this criterion is not satised (after reaching m
the rst time). Thus, the process restarts using a judicious choice of q1, involving the
orthonormal vectors previously computed, until convergence (actually, an implicit shifted
QR algorithm is achieved). A detailed description of the exact implementation can be
found in [LSY98], which goes beyond the scope of this subsection whose aim was to
understand the grounds of this method. Moreover, this way of restarting the process is
designed to get good estimates of the associated eigenvectors.
Remark 2.3.1. Besides, rounding errors due to nite precision on a computer induce a loss
of orthogonality for the vectors qk. But Paige in [Pai71] noticed that this loss is caused by
combination of rounding errors together with convergence for the eigenvalues. There exist
modied Lanczos methods carrying out a re-orthogonalization but the counterpart price
is a bearable extra memory place and additional computational time. But there too, some
variantsas one carrying block computationsexist in order to be more ecient . . .
In the sequel, to approximate the spectrum of the Dirichlet-Laplace operator, a linear
system has to be solved, which is of the form
Su = λMu, (2.22)
where S,M ∈ MN (R) are symmetric and positive denite matrices 29, and (λ,u) ∈
R>0 × RN are a sought eigenpair, with λ belonging to the smallest eigenvalues. To
transform this system into one appearing in Theorem 2.3.1, we perform the Cholesky
decomposition of M into
M = LTL,
where L ∈MN (R) is an upper triangular symmetric matrix. Setting v := Lu, it yields
L−TSL−1v = λv,
and since L−TSL−1 is symmetric, the Lanczos method can be applied. To solve this
system avoiding the explicit computation of L−1, we successively
(i) solve the triangular system Lw = v;
28. In [LSY98, Section A.1.4], they recommend to assign m = 2k.
29. From elasticity theory, the matrix S is called stiness matrix.
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(ii) compute x := Sw;
(iii) solve the triangular system LTy = x.
Finally, the eigenvector u in (2.22) can be recoverd by solving the triangular system
Lu = v.
Thus, as shown by the implementation of the algorithm, the user must only provide
a routine performing a matrix-vector product to apply the Lanczos methodtogether
with the ARPACK package
30
in order to solve numerically the system given by (2.22).
30. It is described in [LSY98].
Chapter 3
Computation of eigenvalues of the
Dirichlet-Laplacian
This chapter is based on the prepublication [Str12a], which can makes redundancies
occur with the previous chapter. The goal of this article is to compute numerically
the spectrum of the Dirichlet-Laplace operator on a domain in a surface
1
using a nite
element based method. This algorithm is detailed and an estimation of the error made in
approximating an eigenvalue is presented and checked on theoretically known examples.
Then, the results of computations are exhibited, especially for domain in surfaces dierent
from R
2
.
In the present chapter, more details are given about the tools and notions used
in [Str12a]. In particular, the existence of solutions is established for the eigenvalue
problem consisting in nding a non-zero map u : ΩM → R and a scalar λ ∈ R, such that
−∆gu = λu, on the domain ΩM , with Dirichlet boundary conditions. The variational
formulation of the problem is derived into details, followed by a discussion about the
equivalence with the initial formulation of the problem, through the regularity of ∂ΩM .
This variational formulation is suitable for the numerical computations based on the
approximation of the problem, which is the subject of the second section. Then, the
error made in doing this approximation, both for the eigenvalues and the eigenfunctions,
is presented in the third and fourth section. Finally, the examples exhibited in the
article are repeated. It consists in numerical validations for a ball in R
2
together with
some experiments for balls of various volumes in the sphere S
2
and in hyperbolic space.
A comparison between the eigenvalues of the Dirichlet-Laplace operator on these balls in
these three surfaces is carried out. Perforated balls and a family of surfaces of revolution
with various curvatures are other examples presented here.
1. Precise denition of the notions approached in this short introduction are given in details in the
rst section below.
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3.1 Theoretical statement of the problem
Let (M,g) be a smooth, complete Riemannian manifold of dimension 2 and ΩM ⊂ M
be a domain, namely a bounded open set in M . First, assume that ∂ΩM is regular
enough
2
and that g is smooth. These assumptions on ∂ΩM and g are weakened later.
Analogously to Subsection 2.1, a Riemannian metric g being an inner product on each
tangent space of the manifold, it can be represented at each point x of M by a matrix
G(pi(x)) ∈ M2(R) using a chart (U, pi), where ΩM ⊂ U ⊂ M and pi : U → R2 is a
dieomorphism onto its range. Denote by x1, x2 the local coordinates, and by ∆g the
Laplace operator given for all f ∈ C∞(M) by
∆gf =
1√
det(G)
2∑
j,k=1
∂xj
(
Gjk
√
det(G)∂xkf
)
, (3.1)
where Gjk is the (j, k)-component of the inverse of the matrix G as outlined in Subsection
2.1.3. Consider the following problem
(P)


Find a map u := uΩM : ΩM → R, u 6≡ 0, and a scalar λ := λΩM such that
−∆gu = λu in ΩM ,
u = 0 on ∂ΩM .
Denition 3.1.1. The map u is called an eigenfunction associated to the eigenvalue λ.
The couple (u, λ) is called an eigensolution or an eigenpair.
Let C∞c (ΩM ) denote the space of C∞(ΩM )-functions with compact support in ΩM ,
Hk(ΩM ) the Sobolev space of order k ∈ N \ {0}, and H10 (ΩM ) the closure in H1(ΩM )
of C∞c (ΩM ). The space Hs(Ω), for a domain Ω and a scalar s ∈ R, briey appears
subsequently in the discussion about the regularity of the solutions to the problem (P).
For a complete denition of Sobolev spaces and connected notions, see Subsection A.2
in the appendix.
The spectral theorem is the main tool to prove the existence of eigensolutions. For a
proof of this classical result, see for example [Bre11, Theorem 6.11].
Theorem 3.1.2 (spectral theorem). Let (E, (·|·)) be a separable Hilbert space of innite
dimension and T be a positive, self-adjoint and compact operator on E. Then, there
exist a sequence (xm)m∈N\{0} of eigenvectors dening a Hilbert basis of E and a sequence
(µm)m∈N\{0} of associated eigenvalues converging to 0, such that Txm = µmxm.
To prove the existence of eigensolutions to the problem (P) let us rst consider
f ∈ L2(ΩM ) and u a solution to the problem
(Pf )


Find u ∈ H2(ΩM ), such that
−∆gu = f in ΩM ,
u = 0 on ∂ΩM .
2. For instance assume that ∂ΩM is smooth.
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The Green Formula
3
shows that u belongs to H10 (ΩM ) and is solution of the problem
(WPf )


Find u ∈ H10 (ΩM ) such that∫
ΩM
g(∇u,∇v) dVg =
∫
ΩM
fv dVg, ∀v ∈ H10 (ΩM ),
where dVg denotes the volume element on M and ∇ the gradient associated to g, as
dened in Section 2.1. Using the developments made in that section, the volume element
dVg can be written in terms of Lebesgue measure using the local coordinates in pi(U) as
dVg =
√
detGdx1dx2, and the gradient of a function v ∈ H10 (ΩM ) is given by
∇v = G−1∇us(v ◦ pi−1),
where∇us = (∂x1, ∂x2) denotes the usual gradient in R
2
in the sense of the distributions
theory, see Section A.2 in the appendix. The left hand side of the equality in (WPf ) can
be rewritten over Ω := pi(ΩM ) using the bilinear form
a : H10 (Ω)×H10 (Ω) → R
(u, v) 7→ a(u, v) =
∫
Ω
∇uTG−1∇v
√
detG,
and the right hand side with the linear form
lf : H
1
0 (Ω) → R
v 7→ lf (v) =
∫
Ω
fv
√
detG.
In order to apply the Lax-Milgram Theorem
4
in this context, assume the components
Gi,j , i, j = 1, 2, of the matrix G to satisfy
(H1) Gi,j is bounded on ΩM for i, j = 1, 2;
(H2) there exists C > 0 such that detG ≥ C on ΩM .
A sucient condition for these assumptions to hold is that there exists a compact
set K such that ΩM ⊂ K ⊂ U . Indeed, the components Gi,j , i, j = 1, 2, and thus
detG are continuous maps. With these assumptions, the bilinear form a is continuous,
H10 (ΩM )-elliptic
5
, with constant of ellipticity denoted by Cell . The linear form lf is
continuous, thanks to the Poincaré's inequality
6
. So, the Lax-Milgram Theorem holds:
there exists a unique solution u ∈ H10 (ΩM ) to the problem (WPf ).
3. See Section A.2 in the appendix.
4. See Theorem A.1.5.
5. See Denition A.1.4.
6. It is recalled in Proposition A.2.16.
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It is natural at this point to consider the space L2(Ω) endowed with the scalar product
(·|·)H given by
(v|w)H =
∫
Ω
v(x)w(x)
√
detG(x) dx, ∀v,w ∈ L2(Ω), (3.2)
where x = (x1, x2). The assumptions made on g ensure this space, denoted by H, to be
a Hilbert space and the norm ‖ · ‖H to be equivalent to ‖ · ‖L2(Ω). For convenience, C−
and C+ denotes the two positive constants such that, for all f ∈ L2(Ω),
C−‖f‖L2(Ω) ≤ ‖f‖H ≤ C+‖f‖L2(Ω). (3.3)
Thus, with these notations, the following operator is well dened
TD : H → H
f 7→ u,
where u is the solution to the problem (WPf ). Moreover, TD satises the assumptions
of the spectral theorem: rst, TD is positive since for f ∈ H and u solution of (WPf ),
(TDf |f)H =
∫
Ω
fu
√
detG = lf (u) = a(u, u) ≥ 0,
by H10 (ΩM )-ellipticity of a. Actually, TD is strictly positive since f 6≡ 0 implies u 6≡ 0.
Secondly, TD is self-adjoint since for f, g ∈ H, and u = TDf , w = TDg, the equality in
(WPf ) applied to v = w gives
a(u,w) = lf (w),
and in (WPg) applied with v = u,
a(w, u) = lg(u),
thus
(f |TDg)H = lf (w) = a(u,w) = lg(u) = (TDf |g)H .
Finally, to see that TD is compact, we rst show that TD is bounded in H
1
0 (Ω): let f ∈ H
and u = TDf . The equality in (WPf ) applied to v = u gives
Cell‖u‖2H10 (Ω) ≤ a(u, u) = lf (u) ≤ ‖f‖H‖u‖H ≤ C
2C2+‖f‖H10 (Ω)‖u‖H10 (Ω),
where C > 0 is the constant appearing in the Poincaré's inequality. So
‖TDf‖H10 (Ω) = ‖u‖H10 (Ω) ≤
C2C2+
Cell
‖f‖H10 (Ω).
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Since TD : H → H10 (Ω) is bounded, i : H10 (Ω) ↪→ L2(Ω) is compact by the Rellich's
Theorem
7
and since ‖ · ‖H and ‖ · ‖L2(Ω) are equivalent, TD is compact. The spectral
theorem can be applied in that context: there exist a sequence (un)n∈N\{0} of eigenvectors
dening a Hilbert basis ofH and a sequence (µn)m∈N\{0} of positive associated eigenvalues
converging to 0, such that TDun = µnun for all n ∈ N \ {0}.
The equality TDun = µnun means that u = µnun is a solution to (WPun), that is∫
ΩM
g(∇u,∇v) dVg =
∫
ΩM
unv dVg ∀v ∈ H10 (ΩM ),
Using the notations λn,Ω := 1/µn and un,Ω := un for all n ∈ N \ {0}, this means that
there exist a strictly positive sequence
0 < λ1,Ω ≤ λ2,Ω ≤ ...↗ +∞,
tending to +∞ and a sequence of functions (un,Ω)n∈N\{0}, forming a Hilbert basis of H,
such that for all n ∈ N \ {0}, (λn,Ω, un,Ω) is solution of the problem
(WP)


Find u ∈ H10 (ΩM ), u 6≡ 0, and λ ∈ R such that∫
ΩM
g(∇u,∇v) dVg = λ
∫
ΩM
uv dVg, ∀v ∈ H10 (ΩM ).
Denition 3.1.3. The problem (WP) is a weak formulation of the problem (P). A
couple (u, λ) solution of (WP) is called a weak solution or a weak eigenpair. The scalar
λ is called a weak eigenvalue and the function u a weak eigenfunction.
In the sequel, the dependence on the domain is sometimes explicitly indicated by
specifying (weak-)eigenvalue of ΩM or (weak-)eigenfunction of ΩM and will be denoted
by λn(ΩM ). On the contrary when no ambiguity is possible, the subscript indicating the
domain will be omitted, as in un.
Remark 3.1.1. The orthogonality in H is the orthogonality in L2(ΩM ) endowed with the
measure given by the volume element dVg.
A natural question which arises now is to know when a weak eigenpair (λ, u) is
a solution to the initial problem (P). Actually, it depends on the regularity of the
boundary of the domain ΩM , or equivalently on the boundary of the domain Ω, since pi
is supposed to be a dieomorphism. Without going into details, the rest of this subsection
is dedicated to a discussion about several cases.
First, if ∂ΩM is at least of class C2, all the previous computations hold (in particular,
the Green Formula and the well denition of the spaces used). Moreover, if (λ, u) is a
weak solution, then u is solution of (WPλu). And by the Theorem 8.12 in [GT01], u is
also in H2(ΩM ) ∩H10 (ΩM ). Thus, for all ϕ ∈ C∞c (ΩM ),∫
ΩM
−∆guϕdVg = λ
∫
ΩM
uϕdVg,
7. See Theorem A.2.18 in the appendix.
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by the Green Formula. Finally, by denition of C∞c (ΩM ), the equality −∆gu = λu holds
in Ω and (u, λ) is also an eigensolution.
Remark 3.1.2. As stated in Theorem 8.13 in [GT01], the regularity of the eigenfunction
u is the same as the regularity of the boundary of the domain. More precisely, if ∂ΩM is
of class Ck+2, then u is of class Ck+2(ΩM ), for all k ∈ N. In particular, ∂ΩM of class C∞
implies u of class C∞(ΩM ).
If Ω is only supposed to have a polygonal boundary, the Green Formula still holds,
so an eigenpair (u, λ) is also a weak eigenpair, as stated in [Gri85, Theorem 1.5.3.1].
The converse is not necessarily true, and depends on the largest angle ω of the polygon
described by ∂Ω. In this situation, the condition u ∈ H1+pi/ω(Ω) holds, see [Gri92,
Corollary 2.4.4 and Remark 2.4.6]. In particular, if Ω is a convex polygonal set, a weak
eigenpair is also an eigenpair.
Keeping this in mind, we focus in the sequel on the problem (WP) and its solutions
to avoid ambiguity.
3.2 Numerical processing of the problem
A nite element method is used to solve numerically the problem (P). The Galerkin
method
8
consists in reformulating (WP) as a similar problem in a family of nite di-
mensional functional subspaces Vh ⊂ H10 (Ω) associated to a family of meshes Mh:
(WPh)
{
Find uh ∈ Vh, uh 6≡ 0, and λh ∈ R such that
a(uh, vh) = λh(uh|vh)H , ∀vh ∈ Vh.
Note that because of the regularity of pi, (WPh) can be expressed in terms of functions
directly dened on Ω.
Denition 3.2.1. The problem (WPh) is an approximated problem of the problem
(WP). A couple (uh, λh) solution of (WPh) is called an approximated solution or an
approximated eigenpair. The scalar λh is called an approximated eigenvalue and the
function uh an approximated eigenfunction.
Existence of approximated solutions holds thanks to the nite dimension of Vh and
the inclusion Vh ⊂ H10 (Ω): there exist a strictly positive sequence
0 < λh,1,Ω ≤ λh,2,Ω ≤ ... ≤ λh,Nh,Ω ,
where Nh = dimVh and a sequence of functions (uh,n,Ω)n=1,...,Nh , being an orthonormal
basis of Vh, such that for all n = 1, . . . Nh, (λh,n,Ω, uh,n,Ω) is solution of the problem
(WPh). The subscript h stands for the dependence on the geometry of the mesh, more
precisely
h := max
K∈Mh
hK = max
K∈Mh
diam(K),
8. See Subsection 2.2.2 for more details.
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whereK is the geometric element of a nite element (K,Σ, P ) of the meshMh. Moreover,
the family of spaces (Vh)h is supposed to be associated to a regular family (Mh)h of
meshes in the sense of Denition 2.2.7. For the computations, a nite element method
made of triangles of type P1 is used, as dened in Denition 2.2.5. It implies, for all h,
that
Vh =
{
vh ∈ C0
(
Ω
) ∣∣ vh|∂Ω ≡ 0, vh|K ane for all triangles K of the mesh Mh
}
.
Following the classical process of the nite element method, consider a basis {ϕh,i}Nhi=1 of
Vh, given by
ϕh,i ∈ Vh, ϕh,i(Pj) = δij , ∀ 1 ≤ i, j ≤ Nh,
where Pi denotes the nodes ofMh inside Ω and δij the Kronecker symbol, 1 ≤ i, j ≤ Nh,
as recalled in Section 2.2. With these notations, every function vh ∈ Vh can be written
as
vh(x) =
Nh∑
i=1
vh(Pi)ϕh,i(x), ∀x ∈ Ω,
and the bilinear form a and the linear form l are completely determined by the values
a(ϕh,j , ϕh,i) and l(ϕh,i) respectively, 1 ≤ i, j ≤ Nh. So, introducing the matrices M ∈
MNh(R) and S ∈MNh(R) given by
Mi,j =
∫
Ω
ϕh,jϕh,i dVg, ∀1 ≤ i, j ≤ Nh, (3.4)
Si,j = a(∇ϕh,j ,∇ϕh,i), ∀1 ≤ i, j ≤ Nh, (3.5)
the approximated problem can be reformulated as
(WPh)
{
Find uh ∈ RNh ,uh 6= 0 and λh ∈ R such that
Suh = λhMuh.
By coercivity of a, S is positive denite. This problem is then solved numerically with a
Lanczos process from the ARPACK library, as recalled in Section 2.3.
Remark 3.2.1. The integrals appearing in the computation of matrices M and S are
approximated using quadrature formula: both without masslumping (nodes of an element
coincide with the middle of its edges) and also for M , with masslumping (nodes of an
element coincide with the vertices, that makes M to be diagonal). See Subsection 2.2.3.
The approximated problem is used numerically and so, the solutions obtained are only
approximated eigenpairs. Thus, it is natural to wonder how close are the approximated
solutions to the exact ones. Of course, it depends on the domain Ω and on the quality
of the mesh Mh. It is the main point of the next subsection.
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3.3 Estimation of the error |λh,k − λk|
Two results are given in this section: the rst one gives a bound on the error
|λh,k − λk| from [RT83, Chapter 6] and [Bof10, Chapters 7 and 8]. This section fol-
lows the presentation made in [RT83, Chapter 6], although a slight adaptation of context
is necessary to take into consideration the inuence of the metric g in the bilinear form
a and in the norm ‖·‖H . The second result, from [BO87], is more precise in the case of
a multiple eigenvalue but more complicated. It is given without proof.
The notations of the previous sections are used again. Besides, assume that the
domain Ω has a polygonal boundary to consider only the error made by the approximation
of H10 (Ω) by Vh and not the error due to the approximation of Ω itself.
First, let us recall a classical and important result.
Denition 3.3.1. For v ∈ H10 (Ω), v 6= 0, the Rayleigh quotient is dened by
R(v) = a(v, v)
(v|v)H
=
∫
Ω
∇vTG−1∇v dVg
∫
Ω
v2 dVg
.
Proposition 3.3.2 (Min-max Theorem). For all k ∈ N \ {0},
λk = min
Ek∈Vk
max
v∈Ek\{0}
R(v),
where Vk denotes the set of all subspaces Ek of H10 (Ω) of dimension k.
Proof. On the rst hand, denoting by M(λk) the subspace spanned by the k rst eigen-
functions (if λk is not simple, for example λk−i+1 = · · · = λk = · · · = λk+j , pick any i
associated eigenfunctions), and writing v =
∑k
j=1 αjvj an element of M(λk),
min
Ek∈Vk
max
v∈Ek\{0}
R(v) ≤ max
v∈M(λk)\{0}
R(v)
= max
(α1,...,αk)6=(0,...,0)
∑k
j=1 α
2
ja(uj , uj)∑k
j=1 α
2
j
= max
(α1,...,αk)6=(0,...,0)
∑k
j=1 α
2
jλj∑k
j=1 α
2
j
≤ λk,
by H-orthonormality of the eigenfunctions. In particular, notice that over M(λk), the
Rayleigh quotient is maximal at uk and R(uk) = λk. On the other hand, for Ek ∈ Vk, it
is always possible, by an orthogonality process, to choose v∗ ∈ Ek such that (v∗|ui)H = 0
for all i = 1, . . . , k − 1. Such a vector can be written v∗ =∑j≥k αjuj , so
min
Ek∈Vk
max
v∈Ek\{0}
R(v) ≥ min
Ek∈Vk
R(v∗) =
∑
j≥k α
2
jλj∑
j≥k α
2
j
≥ λk.

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This result being valid in a more general framework, it holds of course also for the
approximated eigenvalues (with a similar proof), namely for all k = 1, . . . , Nh,
λh,k = min
Eh,k∈Vh,k
max
vh∈Eh,k\{0}
R(vh),
where Vh,k denotes the set of all subspaces Eh,k of Vh of dimension k. Furthermore, the
following inequality holds for all k = 1, . . . , Nh,
λk ≤ λk,h , 1 ≤ k ≤ Nh. (3.6)
Indeed, since Vh ⊂ H10 (Ω), all subspace of Vh of dimension k is also a subspace of H10 (Ω)
of dimension k, and
λk = min
Ek∈Vk
max
v∈Ek\{0}
R(v) ≤ min
Ek∈Vh,k
max
vh∈Ek\{0}
R(vh) = λh,k,
The converse estimation is the main part to establish the error |λh,k − λk|. In that aim,
we follow the presentation in [RT83]. Let us introduce Πh : H
1
0 (Ω) 7→ Vh the elliptic
projection operator uniquely determined by
a(v −Πhv, vh) = 0, ∀vh ∈ Vh.
Both following lemmas do not need to be adapted from [RT83], but they are given with
a proof, for the sake of completeness.
Lemma 3.3.3 ( [RT83, Lemma 6.4-1] ). Set σh,k := inf
v∈M(λk)
‖v‖H=1
‖Πhv‖H for all integers
k ≥ 1. If σh,k > 0, then for all integer 1 ≤ k ≤ Nh,
λh,k ≤ λk
σ2h,k
.
Proof. Let M(λk) be the subspace spanned by the k rst eigenfunctions. Since σh,k > 0,
dim(ΠhM(λk)) = k. Choosing Eh,k = ΠhM(λk) in the Min-max Theorem yields
λh,k ≤ max
vh∈ΠhM(λk)\{0}
R(vh) = max
v∈M(λk),‖v‖H=1
a(Πhv,Πhv)
‖Πhv‖2H
≤ max
v∈M(λk),‖v‖H=1
a(v, v)
‖Πhv‖2H
,
by homogeneity of R and by denition of the elliptic projection operator Πh. Since
λk = max
v∈M(λk)
R(v),
it implies
λh,k ≤ max
v∈M(λk),‖v‖H=1
a(v, v)
‖Πhv‖2H
≤ λk sup
v∈M(λk),‖v‖H=1
1
‖Πhv‖2H
=
λk
σ2h,k
.

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Lemma 3.3.4 ( [RT83, Lemma 6.4-2] ). For all integer k ≥ 1, there exists a constant
C1 := C1(k) > 0, independent of h, such that for all subspaces Vh of V of dimension
k ≤ Nh,
σ2h,k ≥ 1− C1 sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖2H10 (Ω) .
In particular, the inequality holds for C1 = 2Ccont
√
kλ−11 , where Ccont is the constant of
continuity of a.
Remark 3.3.1. For all u, v ∈ H10 (Ω), it holds that
a(u, v) =
∫
Ω
∇uTG−1∇v
√
detG ≤ sup
x∈Ω
√
detG(x) ‖u‖H10 (Ω) ‖v‖H10 (Ω) .
So, a bound for the continuity constant of a is given by Ccont ≤ supx∈Ω
√
detG(x) which
is nite by assumption.
Proof. Let v ∈ M(λk), ‖v‖H = 1. Let us write v as v =
∑k
j=1 αjuj with
∑k
j=1 α
2
j = 1,
by orthonormality. So,
1− ‖Πhv‖2H = (v −Πhv|v +Πhv)H = −‖v −Πhv‖2H + 2 (v −Πhv|v)H ,
thus,
‖Πhv‖2H ≥ 1− 2 (v −Πhv|v)H .
Besides, since λj > 0 for all j ∈ N \ {0},
(v −Πhv|v)H =
k∑
j=1
αj (v −Πhv|uj)H =
k∑
j=1
αjλ
−1
j a(v −Πhv, uj).
The equality a(v −Πhv, vh) = 0 holds in particular for vh = Πhuj , so,
(v −Πhv|v)H =
k∑
j=1
αjλ
−1
j a(v −Πhv, uj −Πhuj),
and by denition of Ccont , the Minkowski inequality yields
(v −Πhv|v)H ≤ Ccont ‖v −Πhv‖H10 (Ω)
k∑
j=1
|αj|λ−1j ‖uj −Πhuj‖H10 (Ω)
≤ Ccont ‖v −Πhv‖H10 (Ω)

 k∑
j=1
α2jλ
−2
j

1/2

 k∑
j=1
‖uj −Πhuj‖2H10 (Ω)

1/2
≤ Ccont ‖v −Πhv‖H10 (Ω) λ
−1
1
√
k sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖H10 (Ω) .
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Denoting by C1 = 2Ccont
√
kλ−11 , it holds that
‖Πhv‖2H ≥ 1− C1 sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖2H10 (Ω) .

The next proposition states that an approximated eigenvalue λh,k converges to the
corresponding eigenvalue λk. It is the main result we wanted to develop. Furthermore,
if the associated eigenfunctions are suciently regular, namely at least H2(Ω), then it
leads to an order of convergence O(h2) for |λh,k − λk|.
Proposition 3.3.5. For all integer 1 ≤ k ≤ Nh, and for h > 0 small enough, there
exists a constant C2 > 0 independent of the subspace Vh of dimension k, such that
0 ≤ λh,k − λk ≤ C2 sup
v∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖2H10 (Ω) .
In particular, the inequality holds with
C2 = 2C1
C2cont
C2
ell
λk = 4
√
k
C3cont
C2
ell
λk
λ1
,
where C1 is the constant appearing in Lemma 3.3.4 and Ccont , resp. Cell , denotes the
constant of continuity of a, resp. of H10 (Ω)-ellipticity of a.
Remark 3.3.2. The properties of the mesh and of the elements used, involving piecewise
linear functions, ensure
9
that
lim
h→0
inf
vh∈Vh
‖v − vh‖H10 (Ω) = 0, ∀v ∈ H
1
0 (Ω).
Proof of proposition 3.3.5. For all v ∈ H10 (Ω),
Cell ‖v −Πhv‖2H10 (Ω) ≤ a(v −Πhv, v −Πhv)
= a(v −Πhv, v − vh)−
=0︷ ︸︸ ︷
a(v −Πhv,Πhv − vh)
≤ Ccont ‖v −Πhv‖H10 (Ω) ‖v − vh‖H10 (Ω) ,
hence,
‖v −Πhv‖H10 (Ω) ≤
Ccont
Cell
inf
vh∈Vh
‖v − vh‖H10 (Ω) , ∀v ∈ H
1
0 (Ω). (3.7)
Besides, by an argument similar to the one in the proof of Lemma 3.3.4 involving the
Minkowsky inequality, for all v ∈M(λk) such that ‖v‖H = 1, it yields
‖v −Πhv‖H10 (Ω) ≤

 k∑
j=1
‖uj −Πhuj‖2H10 (Ω)

1/2 ,
9. see Subsection 2.2.2.
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so, taking into consideration Remark 3.3.2 applied to each uj and Πhuj of the above
sum, and taking the supremum over all v ∈M(λk) such that ‖v‖H = 1, it holds that
lim
h→0
sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖H10 (Ω) = 0.
So, by Lemma 3.3.4, for h > 0 small enough, σh,k > 0 so that the assumption of Lemma
3.3.3 holds. Finally, it yields
λh,k ≤ λk
σ2h,k
≤ λk
1− C1 sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖2H10 (Ω)
.
For x > 0 suciently small, it is clear that
1
1− x ≤ 1 + 2x,
and applied with
x = C1 sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖2H10 (Ω) ,
which is as small as desired since C1 does not depend on h, it leads to the expected
result, that is,
λh,k ≤

1 + 2C1 sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖2H10 (Ω)

λk
(3.7)
≤

1 + 2C1C2cont
C2
ell
sup
v∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖2H10 (Ω)

λk.

Remark 3.3.3. This result implies in particular that if λk is simple, then λh,k is also
simple, for h > 0 small enough.
Notice that the error |λh,k − λk| depends on the square of the distance between the
k rst eigenspaces and the approximated space Vh. Because Vh involves piecewise linear
functions, for a function v ∈ H2(Ω), there exists 10 a constant C3 > 0 independent of h,
such that
‖v −Πhv‖2H10 (Ω) ≤ C3h
2 ‖v‖2H20 (Ω) ,
10. See Theorem 2.2.8.
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where ‖·‖H20 (Ω) is dened in Proposition A.2.17. Thus, if the eigenfunctions are in H
2(Ω),
applying this inequality to v =
∑k
j=1 αjuj ∈M(λk), ‖v‖H = 1, yields
sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖2H10 (Ω) ≤ C3h
2
∥∥∥∥∥∥
k∑
j=1
αj∆uj
∥∥∥∥∥∥
2
L2(Ω)
≤ C3h2
∥∥∥∥∥∥
k∑
j=1
αjλjuj
∥∥∥∥∥∥
2
L2(Ω)
≤ C3λ2kh2 ‖v‖2L2(Ω) ≤
C3
C−
λ2kh
2, (3.8)
where C− is the constant in the equivalence (3.3) of the norms ‖·‖2L (Ω) and ‖·‖H . So,
the estimation
|λh,k − λk| ≤ O(h2),
is obtained if the eigenfunctions are in H2(Ω). This case arises for example if Ω is convex,
see [Gri85, Theorem 3.2.1.2] and the discussion at the end of Subsection 3.1.
Remark 3.3.4. Actually, the convergence of λk depends only on the regularity of the
eigenfunctions of the associated eigenspace and not about all the previous eigenfunctions,
see [KO06] for details.
As mentioned, a more precise bound valid in a general case is now exhibited. It can
be found in [BO87, Theorem 3.1]. For convenience for the rest of the present subsection
only, the eigenvalues are numbered without multiplicity, that is, for k ∈ N \ {0}, λk,1 =
· · · = λk,qk =: λk denotes the k-th eigenvalue of multiplicity qk, and uk,i, i = 1, . . . , qk,
denotes the eigenfunctions associated to λk. Moreover, we indicate by Ek the eigenspace
associated to λk and use a similar notation, with a subscript h, for the approximated
eigenvalues, eigenfunctions and eigenspaces.
Theorem 3.3.6 ( [BO87, Theorem 3.1] ). There exist two positive constants C and h0,
both independent of k, such that, for h ≤ h0,
λh,k,i − λk,i ≤ Ck,i(h)2, i = 1, . . . , qk, k ∈ N \ {0},
where
k,i(h) := inf
v∈Ek
a(v,v)=1
a(v,uh,k,j )=0, j=1,...,i−1
inf
vh∈Vh
a(v − vh, v − vh)1/2.
3.4 Estimation of the error ‖uh,k − uk‖H1
0
(Ω)
Let us give a bound on the error ‖uh,k − uk‖H10 (Ω) by adapting slightly the work
from [RT83, Chapter 6], similarly as what is performed in the previous section. The
main restriction in the following development is that λk is supposed to be simple. How-
ever, a stronger result from [BO87], holding for a multiple eigenvalue, is mentioned
without proof. The regularity of the eigenfunctions is also addressed, where the order of
convergence is O(h). The notations of the previous section are used.
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Except for Theorem 3.4.3 at the end of the subsection, let us assume that λk is simple.
So it makes sense to consider
ρh,k = max
1≤j≤Nh
j 6=k
λk
λh,j − λk .
Lemma 3.4.1. For h > 0 small enough and a convenient choice of uh,k,
‖uh,k − uk‖H ≤ 2(1 + ρh,k) ‖uk −Πhuk‖H ,
where the norm ‖·‖H comes from the inner product previously introduced in equation
(3.2).
Proof. Set vh,k = (Πhuk|uh,k)H uh,k and let us nd an upper bound for the two rst
terms in the right hand side of the following inequality
‖uh,k − uk‖H ≤ ‖uh,k − vh,k‖H + ‖vh,k −Πhuk‖H + ‖Πhuk − uk‖H . (3.9)
For the rst one, by denition of vh,k,
vh,k − uh,k = ((Πhuk|uh,k)H − 1)uh,k,
and since the family {uhi}Nhi=1 is orthonormal for (·|·)H , it yields
‖vh,k − uh,k‖H = | (Πhuk|uh,k)H − 1|.
The triangle inequality applied twice gives
=1︷ ︸︸ ︷
‖uk‖H −‖uk − vh,k‖H ≤
=|(Πhuk,uh,k)H|︷ ︸︸ ︷
‖vh,k‖H ≤
=1︷ ︸︸ ︷
‖uk‖H + ‖uk − vh,k‖H ,
which can also be written as,∣∣∣ ∣∣(Πhuk, uh,k)H ∣∣− 1∣∣∣ ≤ ‖uk − vh,k‖H .
Upon changing the sign of uh,k, assume that (Πhuk, uh,k)H ≥ 0, and then
‖vh,k − uh,k‖H ≤ ‖uk − vh,k‖H ≤ ‖uk −Πhuk‖H + ‖Πhuk − vh,k‖H .
Thus, an upper bound for the rst term in (3.9) composed by the second and third terms
has been found. It remains to show that
‖Πhuk − vh,k‖H ≤ ρh,k ‖uk −Πhuk‖H .
For this purpose, let us write Πhuk in the orthonormal basis {uh,j}Nhj=1 of Vh:
Πhuk − vh,k =
Nh∑
j=1
(Πhuk|uh,j)H uh,j − (Πhuk|uh,k)H uh,k =
Nh∑
j=1
j 6=k
(Πhuk|uh,j)H uh,j.
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So,
‖Πhuk − vh,k‖2H =
Nh∑
j=1
j 6=k
(Πhuk|uh,j)2H . (3.10)
Besides, by denition of the solutions uk and uh,j , and of the operator Πh, it holds that,
for all j = 1, . . . , Nh,
λh,j (Πhuk|uh,j)H = a(Πhuk, uh,j) = a(Πhuk − uk, uh,j) + a(uk, uh,j)
= a(uk, uh,j) = λk (uk|uh,j)H .
Removing λk (Πhuk|uh,j)H both sides and then dividing by λh,j − λk (possible for h > 0
small enough by convergence of λh,j to λj , j = 1, . . . , Nh) for all j dierent from k, it
yields
(Πhuk|uh,j)H = ρh,k (uk −Πhuk|uh,i)H ,
and nally in (3.10),
‖Πhuk − vh,k‖2H = ρ2h,k
Nh∑
j=1
j 6=k
(uk −Πhuk|uh,j)2H ≤ ρ2h,k
Nh∑
j=1
(uk −Πhuk|uh,j)2H
= ρ2h,k ‖uk −Πhuk‖2H .

The following theorem is the main result we wanted to develop.
Theorem 3.4.2. For h > 0 small enough, there exists a constant Cvect > 0, such that
‖uh,k − uk‖H ≤ Cvect sup
v∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖H .
Proof. The assumptions on the metric g implies that ‖·‖H is equivalent to ‖·‖L2(Ω), which
is itself equivalent to ‖·‖H10 (Ω) by the Poincaré's inequality, since Ω is bounded. So, there
exists a constant C(g) such that,
‖uk −Πhuk‖2H ≤ C(g) ‖uk −Πhuk‖2H10 (Ω)
(3.7)
≤ C(g)C
2
cont
C2
ell
inf
vh∈Vh
‖uk − vh‖2H10 (Ω)
≤ C(g)C
2
cont
C2
ell
sup
v∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖2H10 (Ω) , (3.11)
where the fact that uk ∈M(λk), ‖uk‖H = 1, is used for the last inequality. Moreover,
a(uh,k − uk, uh,k − uk) = λh,k + λk − 2λk (uk|uh,k)H
= λh,k + λk
(
1− 2 (uk|uh,k)H
)
= λh,k + λk(‖uh,k − uk‖2H − 1),
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hence
‖uh,k − uk‖2H10 (Ω) ≤
1
Cell
a(uh,k − uk, uh,k − uk)
≤ 1
Cell
(
λh,k − λk + λk ‖uh,k − uk‖2H
)
.
On the rst hand, Proposition 3.3.5 yields
λh,k − λk ≤ C2 sup
v∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖2H10 (Ω) ,
on the other hand, for h > 0 small enough, Lemma 3.4.1 and inequality (3.11) imply,
‖uh,k − uk‖2H ≤ 4(1 + ρh,k)2 ‖uk −Πhuk‖2H
≤ 4(1 + ρh,k)2 C(g) C
2
cont
C2
ell
sup
v∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖2H10 (Ω) .
By gathering all the constants in Cvect as follows,
Cvect :=
(
1
Cell
(
C2 + λk 4 (1 + ρh,k)
2 C(g)
C2cont
C2
ell
))1/2
,
it nally yields,
‖uh,k − uk‖2H10 (Ω) ≤ C
2
vect sup
v∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖2H10 (Ω) .

As a consequence, if the eigenfunctions uj belong to H
2(Ω) for all j = 1, . . . , k, the
order of convergence for ‖uh,k − uk‖H10 (Ω) is
‖uh,k − uk‖H10 (Ω) ≤ Cvect supv∈M(λk)
‖v‖H=1
inf
vh∈Vh
‖v − vh‖H10 (Ω)
≤ Cvect sup
v∈M(λk)
‖v‖H=1
‖v −Πhv‖H10 (Ω)
≤ Cvect
(
C3
C−
)1/2
λkh,
where the last inequality comes from (3.8). So, the order of convergence in the norm
‖·‖H10 (Ω) is O(h) in the case of a simple eigenvalue and for suciently regular eigenfunc-
tions.
Let us nally give a more precise bound valid even if the multiplicity of λk equals
m ≥ 1. The result presented at the end of the last subsection is completed as follows.
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Theorem 3.4.3 ( [BO87, Theorem 3.1] ). The eigenfunctions uk,i can be chosen such
that, for h ≤ h0,
‖uh,k,i − uk,i‖H10 (Ω) ≤ Ck,i(h).
where
k,i(h) := inf
v∈Ek
a(v,v)=1
a(v,uh,k,j )=0, j=1,...,i−1
inf
vh∈Vh
a(v − vh, v − vh)1/2,
3.5 Numerical experiments on surfaces
The main idea is to use a chart (U, pi) of the manifold (M,g) and to make the compu-
tations in the open set pi(U) ⊂ R2 endowed with the metric induced by g. The examples
of manifolds (M,g) presented in this section are R2, the sphere S2, the Poincaré disc D2
and a family of surfaces of revolution with various non-constant curvatures. After some
numerical validations for two domains of R
2
known theoretically, namely a ball and a
square, a comparison of the rst eigenvalues of a ball in R
2
, S
2
and D
2
is carried out.
Finally, a last example is considered. It consists in removing a small ball, namely the
obstacle, from a ball of radius 1. We focus on the behaviour of the rst ve eigenvalues
with respect to the position of the obstacle inside the ball in R
2
, in S
2
and in D
2
.
For each of these cases, and when there is no ambiguity about the current space, B
denotes the ball centred at the origin of volume 1 (for the volume element induced by
the corresponding metric g). If not stated otherwise, the discretization of B is carried
out by a triangulation with triangles of type P1 as mentioned previously. From 500
equidistributed points on the boundary, 20225 nodes are built altogether.
3.5.1 About the use of masslumping
The numerical approximations of the eigenvalues presented in this document are
frequently computed both with and without masslumping. This subsection is dedicated
to a brief discussion about this notion. The previous notations are used.
The equation (3.6) points out that the eigenvalue λk,h associated to the approximated
space Vh ⊂ H10 (Ω) is above the exact one λk. It is always the case when the approxima-
tion is computed without masslumping. However, some approximations computed with
masslumping are below the theoretical value. It is due to the fact that the use of mass-
lumping may provide only an approximated value of λk,h and thus does not represent a
contradiction to the equation (3.6). Indeed, integrals of polynomial functions of degree
2 are involved to compute an approximated eigenvalue λk,h, while the quadrature rule
with masslumping is exact up to degree 1 only as mentioned in the Remark 2.2.5. On
the contrary, not using masslumping gives the exact value of λk,h. Hence, the eigenvalue
given without masslumping always provides an upper bound for the exact eigenvalue.
Unfortunately, the approximated eigenvalue computed with masslumping does not
furnish a lower bound for the exact eigenvalue in general. Indeed, in [AD03] the authors
use masslumping to evaluate the eigenvalues associated to two meshes of a square in R
2
:
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one providing an approximated eigenvalue below the exact one, the other an approxi-
mated eigenvalue above. Nevertheless, their other numerical simulationsusing meshes
having some nice properties seem to show that the eigenvalues approximated with
masslumping are below when the associated eigenfunctions belong to H2(Ω). But no
theoretical result is derived when masslumping is used.
3.5.2 Numerical validations
This subsection deals with a square and a ball in R
2
, and a hemisphere of S
2
. These
domains having associated eigenvalues that are known theoretically, they have been cho-
sen to verify that the program runs correctly. Furthermore, a ball in the Poincaré disc
D
2
is also considered in order to study and compare the asymptotic behaviour when the
volume goes to zero. The canonical representation of D
2
(and of R
2
) are chosen. The
matrix GD2(u, v), representing the hyperbolic metric at each point (u, v) of D
2
is given
by
GD2(u, v) =
4
(1− u2 − v2)2 I,
where I denotes the 2 by 2 identity matrix. For the sphere, the stereographic map (U, piN )
is used, where U = S2 \ {(0, 0, 1)} and
piN : U → R2
(x, y, z) 7→ piN (x, y, z) = 1
1− z (x, y).
The corresponding matrix GS2 evaluated in a point (u, v) ∈ R2 is given by
GS2(u, v) =
4
(1 + u2 + v2)2
I.
First, the knowledge of the exact value of λk(B), for B in the plane R
2
enables to
check the validity of the program (see [CH53,  V.5]). The rst ten eigenvalues λk(B)
are reported in Table 3.1, where jn,k denotes the k-th root of the Bessel function Jn. It
also contains the corresponding values obtained numerically for comparison.
Remark 3.5.1. Notice that the present experiments substantiate the suggestion in [AD03],
surmising that the eigenvalues obtained with masslumping stay below the exact ones.
To verify numerically that the estimation of the error eh,k := |λk − λh,k| is of order
h2 as mentioned in the previous section, we shall consider a domain Ω where the exact
eigenvalues are known as well as an exact boundary approximation is possible. Moreover,
the eigenfunctions must be in H2(Ω), which is the case if Ω is convex as mentionned
before. A mesh renement is then carried out: each triangle is divided in four similar
triangles in order to have nested meshes with smaller and smaller parameter h, so at
each renement, h is halved.
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Table 3.1: Exact value of λk(B), k = 1, . . . , 10, for B ⊂ R2 and numerical approximation
obtained.
Eigenvalue
Exact value for
B ⊂ R2
Approximation obtained
with (left) and without
(right) masslumping
λ1 j
2
0,1pi ' 18.168 18.167 18.170
λ2 j
2
1,1pi ' 46.125 46.117 46.131
λ3 j
2
1,1pi ' 46.125 46.117 46.140
λ4 j
2
2,1pi ' 82.858 82.831 82.889
λ5 j
2
2,1pi ' 82.858 82.839 82.897
λ6 j
2
0,2pi ' 95.729 95.697 95.775
λ7 j
2
3,1pi ' 127.885 127.829 127.967
λ8 j
2
3,1pi ' 127.885 127.829 127.967
λ9 j
2
1,2pi ' 154.625 154.542 154.697
λ10 j
2
1,2pi ' 154.625 154.546 154.796
In R
2
we consider the square S := [0, 1] × [0, 1]. A simple separation of variables
shows that the spectrum of S is the set{
(k2 + l2)pi2 | l, k ∈ N \ {0}} .
The experimental error eh,1 obtained seems to verify the Theorem 3.3.6 (the slopes in
Figure 3.1 are approximatively equal to 2).
For the sphere, no simple example with exact boundary approximation has been
found. However, it is known that the rst eigenvalue of −∆g on S2 is 2 and that the
coordinate functions in R
3
are associated eigenfunctions (see [Cha84, Section II.4, Propo-
sition 1]). In particular, they have a hemisphere as a nodal domain, and so the rst
eigenvalue of a hemisphere is also 2, that is,
λ1(Bpi/2(S)) = 2,
where Bpi/2(S) is the ball centred in S = (0, 0,−1) of radius pi/2 in S2, that is the southern
hemisphere. Notice that the order of convergence in that case is the same, despite of the
approximation of the domain. For both examples, the computed error eh,1 is represented
in Table 3.2 and in Figure 3.1.
When considering the case of the Poincaré disc, the following asymptotic result is
carried out: the value of λ1,D2(B
D2
 (0, 0)) vol(B
D2
 (0, 0)) is expected to be close to the
same quantity for the ball in R
2
(equipped with the canonical metric), where BD
2
 (0, 0)
denotes the ball of a small radius  centred at (0, 0) in the Poincaré disc. Thanks to the
60 CHAPTER 3. COMPUTATION OF EIGENVALUES
Table 3.2: Error resulting from the approximation of λ1(S) ' 19.739, on nested meshes
of the square S ⊂ R2 (left) and of λ1(Bpi/2(S)) = 2, on nested meshes of the hemisphere
Bpi/2(S) ⊂ S2 (right).
h
eh,1(S) with (left) and with-
out (right) masslumping
h
eh,1(Bpi/2(S)) with (left) and
without (right) masslumping
0.2
√
2
22
-0.164 0.488 0.492 -0.072 0.171
0.2
√
2
23
-0.041 0.122 0.253 -0.020 0.046
0.2
√
2
24 -0.010 0.030 0.135 -0.006 0.012
0.2
√
2
25
-0.003 0.008 0.0706 -0.002 0.003
0.2
√
2
26
-0.0006 0.0019 0.0380 -0.0004 0.0007
Figure 3.1: Graph of h 7→ eh,1(S) (left) and of h 7→ eh,1(Bpi/2(S)) (right) in a logarithmic
scale. The blue plain curves correspond to computations whithout masslumping and the
red dashed ones to computations with masslumping.
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Figure 3.2: Graph of vol(BMr (0, 0)) 7→ λ1,D2(BMr (0, 0)) vol(BMr (0, 0)) for M = S2, D2.
The blue plain curves correspond to computations without masslumping and the red
dashed ones to computations with masslumping. The plot on the right is a detail for
small volumes.
invariance under homothety of the functional Ω 7→ λk,R2(Ω) vol(Ω), k ∈ N \ {0}, dened
on regular bounded domains in R
2
,
λ1,R2(B
R2
 (0, 0)) vol(B
R2
 (0, 0)) = λ1,R2(B
R2) vol(BR
2
) = j20,1pi ' 18.168.
The obtained value for the approximation of the smallest ball BD
2
3·10−4(0, 0) is 18.196 with-
out masslumping and 18.123 with masslumping. The obtained curve is increasing with
respect to the volume of the ball. The same analysis holds near the point (0, 0,−1) ∈ S2,
for the sphere. The corresponding values obtained are 18.191, respectively 18.118, and
the curve is decreasing with respect to the volume of the ball, see Figure 3.2. Asymptot-
ically, these values are consistent with those computed for λ1(B), with B ⊂ R2.
3.5.3 Comparison of balls in R2, in S2 and in D2
Of course, some other eigenvalues can also be computed. The rst forty eigenvalues
of the ball B in the manifolds R2, S2 and D2 have been performed. It pointed out that
for a xed subscript k, sometimes λk(B) is smaller in R
2
than in S
2
(k = 11, 12, 16,
17, 20, 21, 26, 27, 31, 32, 33, 34, 39 and 40), whereas it is smaller in D
2
than in R
2
for
some other subscripts (k = 11, 12, 16, 20, 21, 24, 25, 31, 32, 37 and 38). See Figure 3.3
displaying these forty eigenvalues, and Table 3.3 where the rst twenty eigenvalues are
reported
11
. It leads to compare (theoretically) the spectrum of a ball of volume V in the
sphere S
2
and in R
2
. The spectrum of the ball B in S2 is not known explicitely, but the
spectrum of a hemisphere, that is V = 2pi, is well known, see [BB80, pp. 243  244]: all
k(k + 1), k ∈ N∗ is an eigenvalue with multiplicity k. Besides, the spectrum of the ball
11. A complete table with all the forty eigenvalues is given in the Appendix. See Table C.1.
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of same volume in R
2
is obtained in ranking the rst zeros jn,k of the Bessel functions
and rescaling by the corresponding factor, namely 0.5. We expect that the number of
subscripts k for which λk(B) is smaller in R
2
than in S
2
to be innite, and that the
reverse inequality holds, replacing S
2
by D
2
.
Open question 1. The inequalities
λk,R2(B) ≤ λk,S2(B) (3.12)
and
λk,D2(B) ≤ λk,R2(B) (3.13)
holds for an innity of subscripts k, where B denotes the ball of volume 1 in the corre-
sponding space.
Of course, the other natural question arising at that point, is to know if the converse
inqualities to (3.12) and (3.13) hold.
Open question 2. Is the number of subscripts k for which
λk,R2(B) ≥ λk,S2(B),
respectively
λk,D2(B) ≥ λk,R2(B),
innite?
A way to tackle theoretically these problems, at least for R
2
and the sphere, is to
compare the eigenvalues of a ball of volume 2pi in these three spaces as mentioned above.
Indeed, the spectrum is explicitly known in that case. The diculty is to rank the zeros
of the Bessel functions in order to study the asymptotic behaviour of these functions.
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Table 3.3: Computation of λk(B), k = 1, . . . , 20, for the ball B in R
2
, in S
2
and in the
Poincaré disc D
2
.
Eigenvalue
Approximation with (left) and without (right) masslumping in
R
2
S
2
D
2
λ1 18.167 18.170 17.343 17.346 18.974 18.977
λ2 46.117 46.131 44.879 44.892 47.327 47.340
λ3 46.117 46.140 44.879 44.901 47.327 47.349
λ4 82.831 82.889 81.631 81.689 84.025 84.084
λ5 82.839 82.897 81.640 81.697 84.034 84.092
λ6 95.697 95.775 92.782 92.858 98.528 98.607
λ7 127.829 127.967 127.139 127.277 128.583 128.722
λ8 127.829 127.967 127.139 127.277 128.583 128.722
λ9 154.542 154.697 150.382 150.532 158.583 158.741
λ10 154.546 154.796 150.385 150.629 158.587 158.843
λ11 180.790 181.066 181.096 181.374 180.679 180.955
λ12 180.790 181.066 181.097 181.374 180.680 180.955
λ13 222.383 222.803 217.423 217.835 227.224 227.653
λ14 222.440 222.855 217.478 217.886 227.283 227.707
λ15 235.074 235.544 228.408 228.866 240.102 240.592
λ16 241.513 242.007 243.303 243.801 240.102 240.592
λ17 241.514 242.007 243.303 243.801 241.550 242.033
λ18 299.020 299.776 293.707 294.450 304.240 305.009
λ19 299.020 299.777 293.707 294.452 304.240 305.011
λ20 309.835 310.650 313.603 314.428 306.687 307.494
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Figure 3.3: Graph of k 7→ λk(B) for the ball B in R2 (red points), in S2 (black crosses) and in the Poincaré disc D2 (blue
triangles).
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3.5.4 Numerical experiments in non-constant curvature
Investigations have also been carried out in manifolds with non-constant curvature
using a family of surfaces of revolution obtained by rotating (around the y-axis) a family
of curves t ∈ R 7→ (0, α(t), β(t)) ∈ R3. Without loss of generality, assume α˙2 + β˙2 = 1.
Direct calculations show that the corresponding matrix associated to the metric in a
point (t, θ) ∈ R×]− pi, pi[ is
G(t, θ) =
(
1 0
0 β2(t)
)
,
and that the curvature is
κ(t) = −β
′′(t)
β(t)
.
In particular, B is an Euclidean ball and the surface of revolution is smooth if α(0) =
β(0) = 0 and β˙(0) = 1. Such conditions are for example satised by
β(t) = t+ bt3,
where b is a real parameter which gives a control of the curvature
κ(t) = − 6b
1 + bt2
,
(only negative values of bso β˙2 ≤ 1give surfaces of revolution embedded into R3).
Some values in a range from -1 to 1 are assigned to the parameter b in the expression of β.
It results to various curved manifolds: negative curvature for b positive, zero curvature
for b = 0, and positive curvature for b negative. Results for λk(B), k = 1, . . . , 9, are
collected in Table 3.4 and Figure 3.4. The values corresponding to the zero curvature
case b = 0 are consistent with those computed for B ⊂ R2. An eigenfunction associated
to the rst eigenvalue for the parameter b = −0.5 is plotted in Figure 3.5. Notice that
this function is a radial function and that its amplitude (1.802) is smaller than the one
(1.926) of the corresponding eigenfunction for the zero curvature space, as expected.
3.5.5 Ball with an obstacle
In this last subsection, the domain considered is a ball of radius 1 in R
2
, in S
2
and
in the Poincaré disc D
2
in which lies an obstacle consisting in a ball of radius 0.01. This
problem is addressed in a slightly dierent setting in [HKK01] as well as in [CGI
+
00]
where numerical simulations are performed. In the present document, the idea is to
move radially the obstacle from the centre to the boundary in order to see where λk(Bx)
is maximal, where Bx denotes the ball with this obstacle centred at (x, 0). Thanks to
symmetries of the ball, it is obviously sucient to move the obstacle along the positive
part of the x-axis.
66 CHAPTER 3. COMPUTATION OF EIGENVALUES
λ1
λ2
λ3
λ4
λ5
λ6
λ7
λ8
λ9
Figure 3.4: Plot of λk(B), k = 1, . . . , 9, with respect to the parameter b dening the
family of surfaces of revolution. The line at b = 0 emphasizes the results for the zero
curvature space.
Figure 3.5: Plot of u1(B), for the parameter b = −0.5.
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Table 3.4: Approximation of λ1(B), in a family of manifolds with non-constant curvature
controlled by the parameter b: the rst line in every cell corresponds to values with
masslumping, the second one to values without masslumping).
b -1 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4
λ1(B)
12.232 12.972 13.662 14.313 14.931 15.521 16.087
12.235 12.974 13.664 14.315 14.933 15.524 16.090
b -0.3 -0.2 -0.1 0 0.1 0.2 0.3
λ1(B)
16.633 17.160 17.671 18.167 18.650 19.120 19.579
16.636 17.163 17.674 18.170 18.653 19.123 19.582
b 0.4 0.5 0.6 0.7 0.8 0.9 1
λ1(B)
20.028 20.468 20.898 21.320 21.735 22.142 22.542
20.031 20.471 20.901 21.323 21.738 22.145 22.546
J. Hersch in [Her63] proved that the maximum of λ1(Bx) is reached by B0 in R
2
, that
is when the obstacle is at the centre of the ball. The same stands in S
2
and in D
2
, as
stated in [AA05]. A. El Sou and R. Kiwan extended this result to the second eigenvalue
in R
2
, in S
2
and in D
2
, see [ESK08]. Numerically, these results have been recovered and
some investigations have been carried out for λk(Bx), k up to 5, in R
2
, in S
2
and in D
2
.
The results are collected in Tables 3.5, 3.6 and 3.7. Five dierent domains corresponding
to ve dierent locations for the obstacle are displayed. Notice that the choice B0.98 to
represent an obstacle at the boundary of the ball comes from numerical reasons. But such
a location for the obstacle is not expected to realize the maximum of λk(Bx) for any k,
since the eigenfunctions uk(Bx) are zero on the boundary of B.
In R
2
, for k = 3, some more accurate computations have been made to locate with
precision the centre of the obstacle. In order to do that, the radius of the obstacle ball
has been reduced to 0.001. The maximum of λ3,R2(Bx) is about 16.558, and is attained
for an obstacle centred near (0.447, 0). Notice that this position for the centre of the
obstacle corresponds more or less to the point where u3(B1) attains its extremum, namely
(0.481, 0), where u3(B1) denotes the third eigenfunction dened on the ball of radius 1
without obstacle and normalized in R
2
. It is in accordance with the formula in Theorem 1
of [Oza81]. It claims, for all simple eigenvalue λk,R2(B1) of the non-perforated domain,
that
λk,R2(Bx) = λk,R2(B1) +
2pi
| log r|uk(B1)(x)
2 +O(| log r|−2),
where uk(B1) denotes the eigenfunction associated to λk,R2(B1). An analogous formula
holds for multiples eigenvalues as stated in [Flu95, Theorem 9]. See also Appendix C.2
for additional numerical simulations about the placement of an obstacle.
Qualitatively in S
2
and in D
2
, similar results are found: for k = 1 or 2, λk,D2(Bx) is
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maximal for x = 0 as expected, whereas for k = 3, 4 or 5, the maximum corresponds to
x 6= 0.
Table 3.5: Approximation of λk,R2(Bx), k = 1, . . . , 5, for various obstacles centred at
x = 0, 0.25, 0.5, 0.75 and 0.98.
Eigenvalue
Approximation obtained for the domain
B0 B0.25 B0.5 B0.75 B0.98
λ1 7.890 7.378 6.560 6.001 5.787
λ2 14.6925 14.6924 14.688 14.685 14.684
λ3 14.695 16.163 17.003 15.612 14.705
λ4 26.382 26.394 26.398 26.389 26.385
λ5 26.385 26.652 28.743 27.588 26.419
Table 3.6: Approximation of λk,S2(Bx), k = 1, . . . , 5, for various obstacles centred at
x = 0, 0.25, 0.5, 0.75 and 0.98.
Eigenvalue
Approximation obtained for the domain
B0 B0.25 B0.5 B0.75 B0.98
λ1 7.575 7.084 6.271 5.688 5.452
λ2 14.716 14.713 14.709 14.705 14.704
λ3 14.716 16.205 17.198 15.735 14.729
λ4 27.497 27.510 27.517 27.507 27.500
λ5 27.500 27.725 29.595 28.626 27.542
Table 3.7: Approximation of λk,D2(Bx), k = 1, . . . , 5, for various obstacles centred at
x = 0, 0.25, 0.5, 0.75 and 0.98.
Eigenvalue
Approximation obtained for the domain
B0 B0.25 B0.5 B0.75 B0.98
λ1 7.568 7.091 6.352 5.836 5.635
λ2 13.486 13.485 13.481 13.479 13.478
λ3 13.489 14.737 15.521 14.326 13.498
λ4 23.288 23.297 23.302 23.294 23.290
λ5 23.290 23.518 25.297 24.472 23.323
Chapter 4
Preliminaries to optimization of
eigenvalues with respect to the
domain
This chapter is dedicated to dene notions and tools about the optimization process
to reach a domain with a minimal associated k-th Dirichlet-Laplace eigenvalue among
all domains of a given volume. These concepts are not new, even though they are
adapted and presented in our context. It paves the way for the next chapter, where the
optimization problem is stated and the numerical results are displayed.
The main reference is [MS76]. It is a prepublication of more than two hundreds
pages. A lot of denitions and notions whose scope is beyond this thesis are dened to
achieve [MS76, Theorem 5.2] which is the main result to derive the central formula (4.6).
Another goal of this chapter, and especially its rst section, is to provide the reader some
selected portions of it in a judicious sequence, focusing only on its relevant parts for our
goal. Indeed, the extracted notions displayed here are scattered throughout the abundant
and very detailed results of this reference. Section 4.1 represents an easier and quicker
way to enter this matter. In particular, certain parts of some proofs, especially about
existence results are only sketched. Moreover, the scope of some of their very general
assertions are restricted for the sake of clarity. However, special care is taken to describe
how the results are reported in the present document.
The main consequence of the consideration of the metric in the shape optimization
process, compared to the planar case, is that the volume constraint is unavoidable in
a curved manifold. A Uzawa algorithm is chosen to deal with this constraint. It is
introduced in the second section and applied to the considered optimization problem.
The third section deals with some technical aspects to make use numerically of the
optimization formula (4.6) derived in Section 4.1. Indeed, some theoretically non-existent
obstacles arise with the numerical implementation. Some of them are presented in that
section.
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4.1 Details of the shape optimization step
First, a theoretical framework for the shape optimization is introduced, relying on
an analysis of the perturbations of a domain. A reference on this topic is the general
work [MS76]. Hadamard was a precursor in the domain: the well known Hadamard
variational formula from his work [Had68] represents the basis of the main tool to seek
a minimizing domain in a judicious way. It provides a variational computation with
respect to the domain for an eigenvalue of an elliptic operator. The aim of this section
is to adapt this formula in our context, namely in an open set of R
2
, endowed with the
metric given by G, as presented before. For that purpose and in order to ensure that this
remarkable formula does not come as a complete surprise, the tools introduced in [MS76]
are used, omitting sometimes the proof of some of their classical properties, for the sake
of clarity. However, in such situations precise references in [MS76], [All07] and [HP05] are
given. Although the development in the two last references reaches almost the same goal
as ours, we consider more general deformations of the initial domain to be consistent with
the context of the main result, namely Proposition 4.1.11 and especially Formula 4.6.
4.1.1 Dierentiation with respect to the domain
Let J : F → R be a functional dened over a set of feasible shapes Ω. In general, this
functional J is called cost functional, because the goal is to nd a domain Ω∗ such that
J(Ω∗) ≤ J(Ω), ∀Ω ∈ F .
In a classical framework, for example for a regular mapping f : Rn 7→ R, a way to obtain
a local minimum f(x∗) of f is to nd the points where the derivative of f vanishes.
If the derivative of f is known explicitly, descent methods can be then applied to nd
x∗ numerically. By analogy, the main idea is to set a framework in which a notion
of dierentiation for the cost functional J makes sense. For that purpose, the set of
all feasible shapes must admit a structure of normed vector space. A classical way of
proceeding is to consider an initial domain
1 Ω0 ∈ F and to restrict the feasible shapes
to some deformations of it in the following way: let consider θ ∈W 1,∞(R2,R2) which is
bounded and has a bounded derivative
2
. The mapping θ can be interpreted as a vector
eld over R
2
, called in this context deformation eld. The set of all feasible shapes from
Ω0 is then
F(Ω0) :=
{
Ωθ = (id+θ)(Ω0) : θ ∈W 1,∞(R2,R2)
}
, (4.1)
where (id+θ)(Ω0) = {x + θ(x) : x ∈ Ω0}, see Figure 4.1. The following lemma states
that for θ small enough, id+θ is a dieomorphism, that is a dierentiable bijection with
a dierentiable inverse, and so that a deformation is reversible in the sense that from Ωθ,
one can reach Ω0 back.
1. In the sequel, Ω0 is a polygonal set.
2. In the sense of the distributions theory. See Section A.2 in the appendix for any notion on Sobolev
spaces.
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Ωθ
Ω
x
x+ θ(x)
Figure 4.1: An initial domain Ω and the resulting Ωθ under the deformation eld θ.
Lemma 4.1.1 ( [All07, Lemma 6.13] ). For all θ ∈ W 1,∞(R2,R2), ‖θ‖W 1,∞(R2,R2) < 1,
the mapping T = id+θ : Ω0 7→ Ωθ is a dieomorphism such that T−1−id∈W 1,∞(R2,R2).
Proof. First, let show that T is a bijection: denoting by ‖ · ‖ the Euclidean norm on R2,
for all x,y ∈ R2, it holds that
‖θ(x)− θ(y)‖ =
∣∣∣∣∣∣
1∫
0
Dθ(y + t(x− y))(x− y) dt
∣∣∣∣∣∣ ≤ ‖θ‖W 1,∞(R2,R2) ‖x− y‖,
so θ is a contraction mapping since ‖θ‖W 1,∞(R2,R2) < 1. Moreover, for y ∈ R2, it is
straightforward that the mapping given by S(x) = y−θ(x) is also a contraction mapping,
and so it admits a unique xed point x0, that is S(x0) = x0. Thus, y = T (x0) and T
is onto. Besides, for x,y ∈ R2, x 6= y, one gets
‖T (x)− T (y)‖ ≥ ‖x− y‖ − ‖θ(x)− θ(y)‖ ≥
(
1− ‖θ‖W 1,∞(R2,R2)
)
‖x− y‖ > 0,
so T is one-to-one.
It remains to show that T−1 − id belongs to W 1,∞(R2,R2). First, since T−1 − id =
(id−T ) ◦ T−1, one gets ∥∥T−1 − id∥∥
L∞(R2,R2)
= ‖θ‖L∞(R2,R2) < 1. Besides, the condition
‖θ‖W 1,∞(R2,R2) < 1 implies (DT )−1 =
∑
j≥0
(−Dθ)j <∞ and so T−1 is dierentiable with
D(T−1) = (DT )−1 ◦ T−1. Finally,
D(T−1 − id) = (DT )−1 ◦ T−1 − I = ((DT )−1 − I) ◦ T−1 =

∑
j≥1
(−Dθ)j

 ◦ T−1,
where I is the 2 by 2 identity matrix. Hence,
∥∥D(T−1 − id)∥∥
L∞(R2,R2)
≤
‖Dθ‖L∞(R2,R2)
1− ‖Dθ‖L∞(R2,R2)
,
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which completes the proof. 
Remark 4.1.1. The set of all the mappings T appearing in Lemma 4.1.1 is denoted by
T = {T : R2 → R2 | T − id∈W 1,∞(R2,R2) and T−1 − id∈W 1,∞(R2,R2)} . (4.2)
The space W 1,∞(R2,R2) is commonly used as class of regularity for the deformation θ.
However, we could have worked with bounded mappings in C2(R2,R2) having bounded
derivative as well, or with mappings inW 2,∞(R2,R2). It would have been more consistent
with the last result, which adapts the Hadamard Variational Formula involving an open
set of class C2, or of class W 2,∞.
The geometric interpretation of the next proposition is: if two small enough defor-
mation elds θ1 and θ2 have the same normal component on ∂Ω0, then the deformated
domains (id+θ1)(Ω0) and (id+θ2)(Ω0) are the same up to the second order. But to
state it properly, the notions of dierentiability usually used in the context of shape
optimization are required. They are recalled here.
Denition 4.1.2. Let B1 and B2 be Banach spaces and F be a mapping from an open
set U ⊂ B1 into B2. The mapping F is called Fréchet dierentiable at an element u ∈ U
if there exists a bounded linear mapping DF (u) : B1 → B2 such that
‖F (u+ h)− F (u)−DF (u)h‖B2 = o
(‖h‖B1) .
The linear mapping DF (u) is called the Fréchet derivative of F at u.
The Fréchet derivative, veries the usual properties of a derivative, in particular the
product rule and the chain rule hold, see [Car67, Chapter 2].
Denition 4.1.3 ( [All07, Denition 6.15] ). Let Ω0 be a bounded open set in R
2
and
J be a mapping from the set of all feasible shapes F(Ω0) given by (4.1) into R. The
mapping J is called dierentiable with respect to the domain in Ω0 if the mapping
Ψ : W 1,∞(R2,R2) −→ R
θ 7−→ J ((id+θ)(Ω0)) ,
is Fréchet dierentiable at 0.
The Fréchet derivative of Ψ at 0 is denoted in this case by J ′(Ω0) in order to have,
using Denition 4.1.2:
J ((id+θ) (Ω0)) = J (Ω0) + J
′ (Ω0) θ + o
(
‖θ‖W 1,∞(R2,R2)
)
. (4.3)
Remark 4.1.2. At that point, it is possible to guess that the functional which maps
θ ∈ W 1,∞(R2,R2) into id+θ in T , where T is the set of deformations dened by (4.2),
will be often used in the sequel. So, it might be tempting to dierentiate it, but T is not
a Banach space. Actually, admitting a more general denition of the dierentiability, it is
possible to give a sense to the derivative of θ ∈W 1,∞(R2,R2) 7→ (id+θ)(Ω0) ∈ F(Ω0), for
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an open set Ω0 ⊂ R2 and F(Ω0) given by (4.1). But the main issue is that a multivalued
functional taking values in W 1,∞(R2,R2) is obtained, and that the identity id dened on
W 1,∞(R2,R2) is one of these possible values. Howewer, this topic is beyond the scope
of this thesis. See [MS76, Chapters 2 and 3] where this notion of dierentiability is
developed with caution.
In our context, the metric considered on R
2
comes from a parametrisation and can
be given, at each point x ∈ R2 by a matrix G(x) satisfying the assumptions recalled at
the beginning of Section 5.1. Denoting by (·|·)G the corresponding inner product, the
proposition briey discussed above can be given as follows.
Proposition 4.1.4 ( [All07, Prop. 6.17] ). Let Ω0 ⊂ R2 be a domain of class C1,
n be the outward unit normal (with respect to (·|·)G) vector eld on ∂Ω0 and J be a
mapping dierentiable with respect to the domain in Ω0. If θ1, θ2 ∈W 1,∞(R2,R2) satisfy
θ2 − θ1 ∈ C1(R2,R2) and (θ1|n)G = (θ2|n)G on ∂Ω0, then the derivative J ′(Ω0) satises
J ′(Ω0)θ1 = J ′(Ω0)θ2.
To prove this proposition, some classical results in dynamical systems are needed but
not repeated here. See [HSD04, Chapter 17] and [Ma09] for a more general framework
and for proves. For a vector eld θ ∈ W 1,∞(R2,R2) ∩ C1(R2,R2), and x ∈ R2, let us
consider the dierential equation with initial conditions:
(Eθ,x)


dy
dt
= θ (y(t)) ,
y(0) = x.
Since θ is of class C1(R2,R2), there exists a unique solution y : I → R2 dened on an
open interval I ⊂ R containing 0 by the Cauchy-Lipschitz's Theorem. By the Gronwall's
Lemma, it is actually dened on I = R because θ is bounded. Thus, the ow
ϕθ : R× R2 −→ R2
(t,x) 7−→ ϕθ(t,x) = y(t),
where y is the unique solution of (Eθ,x) is well dened. It follows that for all t ∈ R,
ϕθ(t, ·) is a bijection of inverse ϕθ(−t, ·), and of regularity C1(R2,R2).
In addition, the following lemma is helpful.
Lemma 4.1.5 ( [All07, Lemma 6.20] ). Let Ω0 be a regular domain in R
2
, n be the
outward unit normal (with respect to (·|·)G) vector eld on ∂Ω0 and θ ∈ W 1,∞(R2,R2).
If (θ|n)G = 0 on ∂Ω0, then, ϕθ(t,Ω0) = Ω0, for all t ∈ R.
Proof. Set t ∈ R and x ∈ ∂Ω0. By uniqueness of the solutions y to (Eθ,x), since dy/dt =
θ(y(t)) is tangent to ∂Ω0 (for (·|·)G) by assumption, the fact that the integral curves are
tangent to θ implies ϕθ(t,x) ∈ ∂Ω0. Conversely, for all x′ ∈ ∂Ω0, x := ϕθ(−t,x′) ∈ ∂Ω0
by the same argument and is such that ϕθ(t,x) = x
′
. So ϕθ(t, ∂Ω0) = ∂Ω0.
By uniqueness of the solutions y to (Eθ,x), an initial condition x ∈ Ω0 implies that
the solution remains in Ω0 by the rst part above, that is ϕθ(t,x) ∈ Ω0. Conversely, for
all x′ ∈ Ω0, x := ϕθ(−t,x′) ∈ Ω0 is such that ϕθ(t,x) = x′. So, ϕθ(t,Ω0) = Ω0. 
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Proof of the proposition 4.1.4. Set θ := θ2 − θ1 ∈ C1(R2,R2), so that (θ|n)G = 0 and by
the previous lemma, ϕθ(t,Ω0) = Ω0. For x ∈ R2, using the same notations as before for
(Eθ,x) and ϕθ, let us introduce the mappings
Γ1 : V(0) −→ W 1,∞(R2,R2)
t 7−→ Γ1(t) = ϕθ(t, ·) − id,
Γ2 : W
1,∞(R2,R2) −→ R
α 7−→ Γ2(α) = J ((id+α) (Ω0)) ,
Γ : R −→ R
t 7−→ Γ(t) = Γ2 ◦ Γ1(t),
where V(0) is a small neighbourhood of 0 in R, such that ϕθ(t, ·) − id belongs to
W 1,∞(R2,R2) for all t ∈ V(0). Actually, ϕθ(t, ·) ∈ C1(R2,R2) implies that ϕθ(t, ·) and
Dϕθ(t, ·) exist. Moreover, ϕθ(t, ·)− id is uniformly bounded since
‖ϕθ(t,x)− x‖ =
∥∥∥∥
∫ t
0
θ(y(s))ds
∥∥∥∥ ≤ ‖θ‖L∞(R2,R2) ε, ∀x ∈ R2,
where ε is the diameter of V(0), and the same computation applied to Dϕθ(t,x), which
is the ow associated to (EDθ,x)
3
, proves that ϕθ(t, ·)− I is uniformly bounded 4.
Then, notice that Γ(t) = J (ϕθ(t,Ω0)) = J (Ω0) is constant, by Lemma 4.1.5. So,
taking the (usual) derivative yields
d
dt
J (ϕθ(t,Ω0)) = 0, ∀t ∈ R.
Let us now compute the Fréchet derivative of Γ1 at 0 and of Γ2 at 0. For all x ∈ R2, a
simple limited development of the solution y to (Eθ,x) of order 1 at 0 yields
y(t) = y(0) +Dy(0)t+ o (|t|) ,
which is equivalent to
ϕθ (t,x) = x+ θ(x)t+ o (|t|) .
By denition, the Fréchet derivative of Γ1 at 0 is the bounded linear mapping DΓ1(0) :
R→W 1,∞(R2,R2) dened by
Γ1(t) = Γ1(0) +DΓ1(0)t+ o(|t|) ,
or equivalently,
ϕθ (t, ·)− id= ϕθ(0, ·) − id+DΓ1(0)t+ o (|t|) .
3. See for example [Ma09, Proposition 3.22].
4. See [MS76, Theorem 3.1] for a complete proof. However, their proof requires the notion of dier-
entiability touched on in Remark 4.1.2.
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So, DΓ1(0) = θ. Besides, since J is dierentiable with respect to the domain in Ω0, the
Fréchet derivative of Γ2 at 0 is J
′ (Ω0) by denition. Finally, by the chain rule applied
at t = 0, since Γ1(0) = 0, it yields
0 =
d
dt
(J(ϕθ(0, ·)) = d
dt
(Γ2 ◦ Γ1(0)) = J ′ (Ω0) θ.
As θ = θ2 − θ1, the proof is completed by linearity. 
The following lemma, given without proof, is useful throughout the rest of this section.
It is concerned with the derivative of a composition of a mapping g, depending on θ, with
the deformation id+θ. Hence, with the previous notations, if g is applied over Ωθ, then
g ◦ (id+θ) is dened on Ω0. And in order to integrate g over Ωθ, it is particularly helpful
to carry out this composition to dierentiate the integral on the xed domain Ω0, instead
of Ωθ.
Lemma 4.1.6 ( [HP05, Lemma 5.3.3] ). Let g : W 1,∞(R2,R2) → L1(R2) be Fréchet
dierentiable at 0 such that g(0) ∈ W 1,1(R2) and Ψ : W 1,∞(R2,R2) → T be dened by
Ψ(θ) = id+θ. Then Φ : W 1,∞(R2,R2) → L1(R2) given by θ 7→ g(θ) ◦ Ψ(θ) is Fréchet
dierentiable at 0 ∈W 1,∞(R2,R2) and the expression of its derivative is given by
DΦ(0)θ = D(g ◦Ψ)(0)θ = Dg(0)θ + (∇g(0) |θ )G .
Remark 4.1.3. See [HP05, Lemma 5.3.3] for a proof in case of (·|·)G being the usual inner
product in R
2
. Looking at a sketch of the proof, starting from
‖g(θ) ◦Ψ(θ)− g(0) −Dg(0)θ − (∇g|θ)G‖L1(R2) ,
the term g(0) ◦ (id+θ)− g(0)− (∇g(0)|θ)G appears. This last term is equal after calcu-
lations to o(‖θ‖W 1,∞(R2,R2)). Besides, other terms arise which are bounded from above
by o(‖θ‖W 1,∞(R2,R2)).
The following result sets the assumptions to dierentiate with respect to θ under the∫
sign in a general context.
Proposition 4.1.7. Let Ω ⊂ R2 be a bounded measurable set and f : W 1,∞(R2,R2) →
L1(R2) be Fréchet dierentiable at 0 ∈W 1,∞(R2,R2). Then, the mapping
Φ : W 1,∞(R2,R2) −→ R
θ 7−→ Φ(θ) =
∫
Ω
f(θ)(x)
√
detG(x) dx,
is Fréchet dierentiable at 0 ∈W 1,∞(R2,R2) and
DΦ(0)θ =
∫
Ω
Df(0)θ(x)
√
detG(x) dx.
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Proof. First, notice that the notions of measurability of Ω or integrability over Ω coincide
for the measures dx and
√
detG(x) dx, thanks to the assumptions on G.
To show the continuity of the linear mapping W 1,∞(R2,R2)→ R given by
θ 7→
∫
Ω
Df(0)θ(x)
√
detG(x) dx,
notice that∣∣∣∣∣∣
∫
Ω
Df(0)θ(x)
√
detG(x) dx
∣∣∣∣∣∣ ≤ C ‖Df(0)‖L1(R2) ‖θ‖L∞(R2,R2) ≤ C ′ ‖θ‖W 1,∞(R2,R2) ,
where C and C ′ are two positive constants by assumption on f . Then, the following
equality must be proven for θ ∈W 1,∞(R2,R2),∣∣∣∣∣∣Φ(θ)− Φ(0)−
∫
Ω
Df(0)θ(x)
√
detG(x) dx
∣∣∣∣∣∣ = o(‖θ‖W 1,∞(R2,R2)),
or equivalently,∫
Ω
(f(θ)(x)− f(0)(x))
√
detG(x) dx =
∫
Ω
Df(0)θ(x)
√
detG(x) dx
+ o(‖θ‖W 1,∞(R2,R2)).
Since f is Fréchet dierentiable at 0,
f(θ)− f(0) = Df(0)θ + o(‖θ‖W 1,∞(R2,R2)),
and because Df(0)θ belongs to L1(R2) for all θ ∈W 1,∞(R2,R2), it yields
∫
Ω
(f(θ)(x)− f(0)(x))
√
detG(x) dx
=
∫
Ω
Df(0)θ(x)
√
detG(x) + o(‖θ‖W 1,∞(R2,R2)) dx.
Finally, since Ω is bounded, then
∫
Ω o(‖θ‖W 1,∞(R2,R2)) = o(‖θ‖W 1,∞(R2,R2)), that com-
pletes the proof. 
Assume now that the integral to be dierentiated also depends on a moving domain.
This is the topic of the next result.
4.1. DETAILS OF THE SHAPE OPTIMIZATION STEP 77
Corollary 4.1.8. Let Ω ⊂ R2 be a bounded measurable set and f : W 1,∞(R2,R2) →
L1(R2) be such that f(θ) ◦ (id+θ) is Fréchet dierentiable at 0 ∈ W 1,∞(R2,R2). Then,
the mapping
Φ : W 1,∞(R2,R2) −→ R
θ 7−→ Φ(θ) =
∫
Ωθ
f(θ)(x)
√
detG(x) dx,
where Ωθ := (id+θ)Ω, is Fréchet dierentiable at 0 ∈W 1,∞(R2,R2) and
DΦ(0)θ =
∫
Ω
[Df(0)θ(x) + div(θ(x)f(0)(x))]
√
detG(x) dx.
Proof. As before, the measure
√
detG(x) dx has no particular inuence compared to the
usual Lebesgue measure. Using the substitution of variables in a Lipschitz's framework
5
,
it yields
Φ(θ) =
∫
Ω
f(θ) ◦ (id+θ)(x)|detDx(id+θ)(x)|
√
detG(x) dx,
where Dx(id+θ)(x) = I+Dxθ(x) denotes the jacobian matrix of x ∈ R2 7→ (id+θ)(x) ∈
R
2
at x. Introduce the mappings
ϕ1 : W
1,∞(R2,R2) −→ L1(R2)
θ 7−→ ϕ1(θ) = f(θ) ◦ (id+θ),
ϕ2 : W
1,∞(R2,R2) −→ R
θ 7−→ ϕ2(θ) = |det(I +Dxθ)|,
and set ϕ = ϕ1 ·ϕ2. The absolute value in the expression of ϕ2 is actually not necessary
for small θ ∈ W 1,∞(R2,R2) because of the continuity of the determinant. Applying
Proposition 4.1.7 to the integrand ϕ(θ) leads to
DΦ(0)θ =
∫
Ω0
Dϕ(0)θ(x)
√
detG(x) dx.
Now, we compute Dϕ(0)θ. On the rst hand, by Lemma 4.1.6 applied to g = f ,
Dϕ1(0)θ = Df(0)θ + (∇f(0)|θ)G .
On the other hand, if L∞(R2,R4) denotes the space of the 2 by 2 matrices whose
components belong to L∞(R2) , endowed with the norm given by ‖H‖L∞(R2,R4) :=
ess supx∈R2{
∑
1≤i,j≤2 |Hi,j(x)|}, the Fréchet derivative at 0 of
α1 : W
1,∞(R2,R2) −→ L∞(R2,R4)
θ 7−→ α1(θ) = I +Dxθ,
5. See for example [MS76, Lemma 4.1].
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is given by θ 7→ Dxθ since ‖Dxθ‖L∞(R2,R4) ≤ ‖θ‖W 1,∞(R2,R2) and since α1(θ) − α1(0) =
Dxθ, whereas the Fréchet derivative at I of
α2 : L
∞(R2,R4) −→ R
H 7−→ α2(H) = det(I +H),
is given by H 7→ trace(H) by a classical result 6. Hence, by the chain rule,
Dϕ2(0)θ = Dα2(I) (Dα1(0)θ) = trace(Dxθ) = div(θ),
where the last equality comes from the denition of the divergence in
(
R
2, (·|·)G
)
, see
Denition 2.1.26. Finally, applying the product rule yields
Dϕ(0)θ =Dϕ1(0)θ ϕ2(0) + ϕ1(0)Dϕ2(0)θ
=Df(0)θ + (∇f(0)|θ)G + f(0) div(θ) = Df(0)θ + div(θf(0)),
the last equality being stated in Proposition 2.1.27. 
The next proposition is an adaptation of the previous results to the framework of the
dierentiation with respect to the domain.
Proposition 4.1.9. Let Ω0 ⊂ R2 be a bounded measurable set and f ∈ W 1,1(R2). Con-
sider the functional
J : F(Ω0) −→ R
Ω 7−→ J(Ω) =
∫
Ω
f(x)
√
detG(x) dx.
Then, J is dierentiable with respect to the domain at Ω0, and for θ ∈W 1,∞(R2,R2),
J ′(Ω0)θ =
∫
Ω0
div(θ(x)f(x))
√
detG(x) dx,
where div is the divergence operator dened on
(
R
2, (·|·))
G
.
Proof. By denition of the derivative with respect to the domain, we have to compute
the Fréchet derivative of θ ∈ W 1,∞(R2,R2) 7→ J((id+θ)(Ω0)) ∈ R at θ = 0. By Corol-
lary 4.1.8, since the integrand does not depend on θ, it yields
J ′(Ω0)θ =
∫
Ω0
div(θ(x)f(x))
√
detG(x) dx.

6. For a more general statement, see for example [MS76, Lemma 4.2].
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An example of application of this last result consists in the derivative with respect to
the domain of the functional given by vol. The expression obtained is helpful for taking
into consideration the volume constraint in the optimization process. For that matter,
it is sucient to assume that Ω0 is polygonal.
Corollary 4.1.10. Let Ω0 ⊂ R2 be a polygonal set. The functional
vol : F(Ω0) −→ R
Ω 7−→ vol(Ω) =
∫
Ω
√
detG(x) dx,
is dierentiable with respect to the domain at Ω0 and its derivative is given, for θ ∈
W 1,∞(R2,R2), by
vol′(Ω0)θ =
∫
∂Ω0
(θ(x) |n(x))G
√
detG(x) dσ, (4.4)
where n(x) is the outward unit normal (with respect to (·|·)G) vector on the boundary
∂Ω0 at the point x and dσ is the corresponding curve element on ∂Ω0.
Proof. With f ∈ W 1,1(R2) such that f ≡ 1 in a neighbourhood of Ω0, Proposition 4.1.9
gives
vol′(Ω0)θ =
∫
Ω0
div(θ(x))
√
detG(x) dx =
∫
∂Ω0
(θ(x) |n(x) )G
√
detG(x) dσ,
the last equality being obtained by applying the Divergence Theorem, see Theorem 2.1.31,
thanks to the regularity of ∂Ω0.
7

4.1.2 Application to J(Ω) = λk(Ω)
Let Ω0 be an initial domain. The purpose of this subsection is to apply the dieren-
tiation results to the cost functional given by
J : F (Ω0) → R
Ω 7→ J(Ω) = λk(Ω) := λk,Ω, (4.5)
where F(Ω0) still denotes the set of all feasible shapes dened by (4.1). To show that
J is dierentiable with respect to the domain, the results from [HP05] must be slightly
adapted. On the one hand, the metric g is taken into account in the computations, in the
other hand, a deformation eld θ of class W 1,∞(R2,R2) is considered in the Hadamard
Variational Formula. The methodology in [HP05,  5.6 and 5.7], consisting in deriving
informally the formula in a rst step and proving it rigorously afterwards provides a
good explanation of where does this variational formula comes from. However, the way
7. See [MS76, Thorem 4.2] for a statement with less regularity.
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to obtain the expression λ′k(Ω0)θ relies on a regularity assumption of the associated
eigenfunction uk(Ω0) that is not justied here. A rigorous proof of this assumption may
be found in [HP05, Section 5.7, pp. 210211].
Proposition 4.1.11. Let Ω0 ⊂ R2 be a bounded open set of class C2 and λk(Ω0) be the
eigenvalue appearing in (Popt) which is supposed to be simple, with associated eigenfunc-
tion denoted by uk(Ω0). Then, the functional
λk : F(Ω0) −→ R
Ω 7−→ λk(Ω)
is dierentiable with respect to the domain at Ω0 and its derivative is given, for θ ∈
W 1,∞(R2,R2), by
λ′k(Ω0)θ = −
∫
∂Ω0
(
∂uk(Ω0)(x)
∂n(x)
)2
(θ(x) |n(x))G
√
detG(x) dσ. (4.6)
where n(x) is the outward unit normal (with respect to (·|·)G) vector on the boundary
∂Ω0 at the point x and dσ is the curve element on ∂Ω0.
Remark 4.1.4. The regularity assumption on the boundary of Ω0 can be weakened. In-
deed, assuming Ω0 of class W
2,∞(R2) is sucient. See [MS76, Theorem 5.2] applied to
the operator dened by u 7→ −∆gu − λku. 8 In this theorem of Murat-Simon, another
result holds for Ω0 of class W
1,∞(R2)for instance a polygonal set. However it does
not provide an explicit formula which could be used numerically.
Proof. For convenience, set uk(θ) : (id+θ)(Ω0) → R and let λk(θ) ∈ R be the solution
of (WP) on Ωθ := (id+θ)(Ω0). With these notations we have to compute the Fréchet
derivative of λk at 0 ∈ W 1,∞(R2,R2). Since Ω0 is of class C2, the weak eigenfunction
uk(0) of (WP) over Ω0 satises uk(0) ∈ H2(Ω0), and so, is also an eigenfunction of (P),
see [GT01, Theorem 8.12]. Assume for the moment that λk, uk, ∇uk and ∆guk are
Fréchet dierentiable at 0 ∈ W 1,∞(R2,R2). Thus, dierentiating at 0 ∈ W 1,∞(R2,R2)
the equality
−∆guk(θ)(x) = λkuk(θ)(x), ∀x ∈ Ω0,
yields
−∆g (Duk(0)(x)) = (Dλk(0)) uk(0)(x) + λk(0)Duk(0)(x), ∀x ∈ Ω0.
Then multiply by uk(0) the last equality and integrate over Ω0
−
∫
Ω0
uk(0)(x)∆g (Duk(0)(x))
√
detG(x) dx =
=
∫
Ω0
[
(Dλk(0)) u
2
k(0)(x) + λk(0)uk(0)(x)Duk(0)(x)
]√
detG(x) dx. (4.7)
8. Their result can be applied to this operator since the solution of −∆gu− λku = 0 is unique.
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Since the eigenfunctions are normalized for the norm ‖·‖H , Corollary 4.1.8 applied to
θ 7→
∫
(id+θ)(Ω0)
u2k(θ) ◦ (id+ θ)(x)
√
detG(x) dx,
whose integrand θ ∈ W 1,∞(R2,R2) 7→ u2k(θ) ◦ (id+θ) is Fréchet dierentiable at 0 by
Lemma 4.1.6, implies∫
Ω0
[
2uk(0)Duk(0)θ + div(θ u
2
k(0))
]
(x)
√
detG(x) dx = 0. (4.8)
The Divergence Theorem 2.1.31 provides the equality∫
Ω0
div(θ u2k(0))(x)
√
detG(x) dx =
∫
∂Ω0
u2k(0)(x) (θ(x)|n(x))G
√
detG(x) dx
and since uk(0) vanishes on ∂Ω0, (4.8) becomes∫
Ω0
uk(0)(x)Duk(0)θ(x)
√
detG(x) dx = 0. (4.9)
Thus, equality (4.7) may be rewritten as
−
∫
Ω0
uk(0)(x)∆g (Duk(0)(x))
√
detG(x) dx = Dλk(0).
By applying the Green Formula twice to the left hand side and after noticing that two
terms are vanishing because uk(0) ≡ 0 on ∂Ω0 and because of equality (4.9), it follows
Dλk(0) =
∫
∂Ω0
∂uk(0)
∂n
Duk(0)
√
detGdσ. (4.10)
Now, we compute Duk(0) on ∂Ω0. From Lemma 4.1.6, it holds that
D (uk(θ) ◦ (id+θ)) (0)θ = Duk(0)θ + (∇uk(0)|θ)G . (4.11)
Moreover, uk(θ) ◦ (id+θ) : Ω0 → R is constant equal to zero on ∂Ω0, hence for x ∈ ∂Ω0,
it yields
∇uk(0)(x) = n(x) (∇uk(0)(x)|n(x))G = n(x)
∂uk(0)(x)
∂n
,
and combining with (4.11) restricted to ∂Ω0 it follows
Duk ∂Ω0(0)θ = −
∂uk(0)
∂n
(n|θ)G .
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This last equality plugged in (4.10) gives the expecting formula for Dλk(0).
The assumptions asserting that λk, uk, ∇uk and ∆guk are Fréchet dierentiable
at 0 ∈ W 1,∞(R2,R2) still should be justied to complete the proof. In the sequel,
only a sketch of the proof is outlined following [HP05]. The idea is to show that θ ∈
W 1,∞(R2,R2) 7→ (λk(θ), uk(θ)) ∈ R ×H1(R2) is equal to another mapping which is of
class C∞. For that purpose, we introduce the operator Ψ :W 1,∞(R2,R2)×H10 (Ω0)×R→
H−1(Ω0)× R dened by
Ψ(θ, v, λ) = (− div(A(θ)∇v det(I +Dxθ))− λv det(I +Dxθ),
∫
Ω0
v2 det(I +Dxθ)− 1).
where A(θ) = (I+Dxθ)
−1(I+Dxθ)−T . Notice that the problem displaced over Ω0 using
the substitution of variables y = (id+θ)x can be expressed by the equality
Ψ(θ, uk(θ) ◦ (id+θ), λk(θ)) = (0, 0).
Proving that Ψ belongs to the C∞ class is not the most dicult part but is technical.
Then, the Open Mapping Theorem implies that the Fréchet derivative of Ψ with respect
to (v, λ) is an isomorphism. To complete the proof, a version of the Implicit Function
Theorem is used to show that there exists a mapping θ ∈W 1,∞(R2,R2) 7→ (v(θ), λ(θ)) ∈
H10 (Ω0) × R of class C∞ dened on a neighbourhood V of 0 in W 1,∞(R2,R2), and that
there exists a neighbourhood O of (0, uk(0), λk(0)) in W 1,∞(R2,R2)×H10 (Ω0)×R such
that, v(0) = uk(0), λ(0) = λk(0) and
Ψ−1({(0, 0)}) ∩ O = {(θ, v(θ), λ(θ)) : θ ∈ V} .
Thus, θ ∈ W 1,∞(R2,R2) 7→ (v(θ), λ(θ)) ∈ H10 (Ω0) × R coincides with the function
θ ∈ W 1,∞(R2,R2) 7→ (u(θ) ◦ (id+θ), λk(θ)) ∈ H10 (Ω0) × R, which shows the Fréchet
dierentiability of the eigenvalue and eigenfunction with respect to θ, as well as it justies
the computations involving the Fréchet derivatives of ∇uk(θ) and ∆guk(θ). 
Remark 4.1.5. Another proof in a regular context with an approach coming from the
Riemannian geometry can be found in [ESI07], where the Corollary 2.1 corresponds to
the statement of the adapted Hadamard Variational Formula given above. However, it
provides abstract formulas, whereas its translation in the open set of a chart is required
for the numerical applications.
4.1.3 Taking the multiplicity into consideration
The fact that a multiple eigenvalue is not Fréchet-dierentiable is well known, see for
instance [Hen06, Subsection 2.5.1]. So, general deformations as dened in (4.1) are not
possible anymore, but given a xed θ ∈W 1,∞(R2,R2), feasible shapes must be restricted
to shapes of the form Ωtθ = (id+tθ)(Ω0), for t > 0 small enough. Thus, in order to deal
with a similar formula as (4.6) when multiplicity occurs, directional derivatives are used.
This is a classical approach in such a context. The following result is proved in a general
context, see [Mun00, Theorem 4.3.1], and stated in [Hen06] for the eigenvalue problem
of the Laplace operator in the Euclidean case.
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Proposition 4.1.12 ( Adapted from [Hen06, Theorem 2.5.8] ). Let Ω0 ⊂ R2 be a bounded
open set of class C2 and λk(Ω0) be the eigenvalue appearing in (Popt) of multiplicity
m ≥ 1, with associated eigenfunctions denoted by uk1(Ω0), . . . , ukm(Ω0). Then, for a
small ε > 0, the functional
λk : (−ε, ε) → R
t 7→ λk(Ωtθ)
has a derivative at t = 0, that is for all θ ∈W 1,∞(R2,R2), the limit
lim
t→0
λk(Ωtθ)− λk(Ω0)
t
exists and is one of the eigenvalues of the m by m matrix D, whose components are
dened by
Di,j = −
∫
∂Ω0
(
∂uki(Ω0)(x)
∂n(x)
∂ukj(Ω0)(x)
∂n(x)
)
(θ(x) |n(x))G
√
detG(x) dσ. (4.12)
for i, j = 1, . . . ,m, where n(x) is the outward unit normal (with respect to (·|·)G) vector
on the boundary ∂Ω0 at the point x and dσ is the curve element on ∂Ω0.
Remark 4.1.6. When the eigenvalue λk(Ω0) is simple, that is m = 1, this result corre-
sponds to Proposition 4.1.11.
In our context, looking at the multiplicity for an eigenvalue makes sense, since for
k ≥ 2, the k-th eigenvalue λk(Ω∗) associated to the domain Ω∗k minimizing λk(Ω) among
all domain Ω of xed volume, is expected to have multiplicity m > 1, at least for
the Euclidean case, see [Hen06, Open problem 1]. When multiplicity occurs, another
approach is to consider the sub-dierential of λk(Ω), see for instance [Cox95] about this
topic.
4.2 Dealing with the volume constraint: the Uzawa algo-
rithm
Having the formula (4.6) at our disposal, the optimization problem (Popt) can be now
addressed. Formally, because the functional Ω 7→ vol(Ω)λk(Ω), is in general not invariant
under homothety in (R2, (·|·)G), the volume of the shape Ω has to be controlled during
the optimization process. For this purpose, introduce the Lagrangian L of the problem
(Popt), given by
L : F(Ω0)× R → R
(Ω, µ) 7→ L(Ω, µ) = J(Ω) + µ(vol(Ω)− V0),
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where the functional J is given by (4.5) and F(Ω0) still denotes the set of all feasible
shapes from an initial domain Ω0 of class C2 and of volume V0 satisfying 0 < V0 <
vol(pi(U)) =: V , where (U, pi) denotes the chart of M such that Ω0 ⊂ pi(U). The positive
parameter µ is called the Lagrange multiplier for the problem (Popt). Instead of dealing
with the optimization problem and its volume constraint, we have to nd a saddle point
of L without constraint, that is to nd (Ω′, µ′) ∈ F(Ω0)× R, such that
L(Ω′, µ) ≤ L(Ω′, µ′) ≤ L(Ω, µ′), ∀(Ω, µ) ∈ F(Ω0)×R. (4.13)
This fact is more precisely stated in the next lemma. A general study of the Lagrangian
can be found in [FG82] and in [IK08] with applications to optimization problems of
various types, or in [Cia82, Chapter 9], [All07, Chapter 3] and [IK08, Section 4.6], with an
application to the Uzawa algorithmthe method that will be implemented numerically
to nd a saddle point of the Lagrangian.
Lemma 4.2.1.
9
With the previous notations, if (Ω∗, µ∗) ∈ F(Ω0)×R is a saddle point
of the Lagrangian, then the set Ω∗ is a solution to problem (Popt).
Proof. The inequality
L(Ω∗, µ) ≤ L(Ω∗, µ∗), ∀µ ∈ R,
in the denition of a saddle point (4.13), can be rewritten as
(µ − µ∗)(vol(Ω∗)− V0) ≤ 0, ∀µ ∈ R,
and so, vol(Ω∗) = V0. Moreover, the other inequality in (4.13) yields
J(Ω∗) ≤ J(Ω) + µ∗(vol(Ω)− V0), ∀Ω ∈ F(Ω0),
and, restricting to Ω ∈ F(Ω0) of volume V0, it gives J(Ω∗) ≤ J(Ω). Thus, Ω∗ is solution
of (Popt). 
The idea behind the Uzawa algorithm is the following: assume that the second com-
ponent µ∗ ∈ R of a saddle point of L is at our disposal. Finding a minimizer Ω∗ of
the problem (with constraint) (Popt) is equivalent to nd the rst component Ω∗ of the
saddle point, ie a solution to the so called primal problem (without constraint):
(Pµ∗)
{
Find a set Ω∗ ∈ F(Ω0), such that
L(Ω∗, µ∗) ≤ L(Ω, µ∗), ∀Ω ∈ F(Ω0).
The point is rst to be able to nd µ∗. It comes readily 10 that µ∗ satises
inf
Ω∈F(Ω0)
L(Ω, µ∗) = sup
µ∈R
inf
Ω∈F(Ω0)
L(Ω, µ).
9. Lemma 4.2.1 is a version adapted to the context of dierentiation with respect to the domain
of [Cia82, Theorem 9.3-2].
10. The aim is to show that inf and sup commute when the denition of µ∗ is used. See for example
[Cia82, Theorem 9.3-1].
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So, the following dual problem has to be solved:
(Q){ Find µ∗ ∈ R, such that L(µ∗) = supµ∈R L(µ),
where L : R→ R, is given by
µ 7→ L(µ) = inf
Ω∈F(Ω0)
L(Ω, µ).
Thus, to nd numerically the solution Ω∗, two sequences
(
Ω(n)
)
n∈N and
(
µ(n)
)
n∈N are
built simultaneously using a descent (or gradient) method. For this purpose, the expres-
sions of the derivative (with respect to the domain) of the Lagrangian with respect to
Ω and the (classical) derivative of the Lagrangian with respect to µ are required. Their
computation comes readily thanks to the equations (4.4) and (4.6) derived in the last
subsections: for Ω ∈ F(Ω0), θ ∈W 1,∞(R2,R2) and µ ∈ R, it holds that
∂L
∂Ω
(Ω, µ)θ =
∫
∂Ω
(
µ−
(
∂uk(Ω)(x)
∂n(x)
)2)
(θ(x)|n(x))G
√
detG(x)dσ, (4.14)
∂L
∂µ
(Ω, µ) = vol(Ω)− V0. (4.15)
The initialization of the algorithm consists in an arbitrary Lagrange multiplier µ(0) > 0
and in an arbitrary polygonal domain Ω(0) of volume V0. Formula (4.14) is useful to nd
a minimizer Ω(n+1) of (Pµ(n)) (without volume constraint anymore), whereas Formula
(4.15) is useful to nd a maximizer of (Q). More precisely, these two steps are performed
as follows:
(i) compute Ω(n+1);
To nd the inmum of Ω 7→ L(Ω, µ(n)), one wants equation (4.14) to vanish, for
all deformation elds θ. Numerically, the domains Ω used are polygonal sets, so
the only points controlled are their vertices P
(n)
i , i = 1, . . . , N∂Ω(n) . Following the
idea of a descent algorithm, the new position P
(n+1)
i of P
(n)
i is the point on the line
passing through P
(n)
i in the direction
11
of n(P
(n)
i ) at a distance di, given by
di =
∫
∂Ω(n)

µ(n) −
(
∂uk(Ω
(n))(x)
∂n(x)
)2 (θ(x)|n(x))G√detG(x)dσ, (4.16)
where θ ∈W 1,∞(R2,R2) is such that:
◦ θ(Pi) = n(Pi);
◦ θ(Pj) = 0, for j 6= i.
In the Euclidean case, this can be simply
12
written as P
(n+1)
i = P
(n)
i − din(P (n)i ).
11. See Remark 4.2.1 below for the numerical implementation of n(Pi).
12. For a general manifold of dimension 2, it is more complicated. This aspect is the aim of Section 4.3.
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(ii) compute µ(n+1);
In the same spirit, the next Lagrange multiplier in the Uzawa algorithm is given by
µ(n+1) = µ(n) + c(vol(Ω(n))− V0),
where c > 0 is a xed parameter.
(iii) if a given stopping criterion is not reached
13
, back to step (i).
This optimization process is summarized in the following algorithm.
Uzawa Algorithm (in our shape optimization context)
Given µ(0) > 0, Ω(0) a domain of volume V0 and tol a thresold.
n← 0; crit← 2 tol;
while crit > tol
Compute Ω(n+1) using a descent method given by (4.16);
Compute µ(n+1) ← µ(n) + c(vol(Ω(n))− V0);
update crit;
end
Algorithm 3.
Remark 4.2.1. Let us clarify some relevant points for numerical implementation. First,
the value for the parameter c at step (ii) has been xed at 1000 after some calibration
experiments. Furthermore, the stopping criterion chosen is to ask the ratios
L(Ω(n+k), µ(n+k))− L(Ω(n), µ(n))
L(Ω(n), µ(n)) , k = 1, . . . , 10,
to be all smaller than a certain small tolerance ε > 0. This equates to ask the last
ten computed values of the Lagrangian to vary little compared to the tolerance ε. This
latter has been adjusted at ε = 10−6. Although the volume is note preserved all along
the algorithm, notice that the volume of the nal domain is very close to V0 as stated by
Lemma 4.2.1 and illustrated in an example in Appendix B.
Finally, the outward unit normal (with respect to (·|·)G) vector n on the boundary
∂Ω at a vertex Pi of Ω is implemented numerically from a generalization to surfaces of
the idea in [ESG82]: n is dened at a vertex P of a polygonal set in (R2, (·|·)G) by 14
n(P ) =
∑
K∈E(P )
vol(K)∇ϕK,P∥∥∥∥∥ ∑K∈E(P )vol(K)∇ϕK,P
∥∥∥∥∥
,
where:
◦ E(P ) denotes the set of elements K whose P is a vertex;
13. See Remark 4.2.1.
14. This vector depends on the metric through the gradient terms ∇ϕK,P .
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K
∇ϕK,P
∂Ω
P
Figure 4.2: The blue arrow represents the contribution of the element K to the normal
vector at point P lying on the boundary ∂Ω. The red dotted lines are parallel to the side
opposite P , and orthogonal to n in the Euclidean plane.
◦ ϕK,P is the element shape function over K, taking value 1 at P .
It means that the contribution of an element to the normal vector at one of its vertices
lying on the boundary consists in the gradient of the element shape function associated to
the mentioned vertex, weighted by the volume of the element. In [ESG82], this denition
of a normal vector is stated in the Euclidean plane, namely where G = I the 2 by 2
identity matrix. Geometrically, this gradient points in the orthogonal direction of the
side opposite the vertex in question, see Figure 4.2.
4.3 Technical aspect about the way to move the boundary
of a domain in a surface
The last section shows that the consideration of the metric modies deeply the pro-
cessing of the optimization problem, compared to the Euclidean case in R
2
. The main
illustration is the introduction of a Lagrange multiplier to solve the issue of lack of in-
variance under homothety of the functional Ω → λk(Ω). However, another technical
consequence, is the displacement of a node P
(n)
i lying on the boundary of ∂Ω
(n)
given
by the equation (4.16) which is repeated here: for all i = 1, . . . , N∂Ω(n) , the point P
(n)
i
becomes, in the next step of the optimization, the point P
(n+1)
i lying on the line passing
through P
(n)
i in the direction of n(P
(n)
i ) at a distance d
(n)
i given by
d
(n)
i =
∫
∂Ω(n)

µ(n) −
(
∂uk(Ω
(n))(x)
∂n(x)
)2 (θ(x)|n(x))G√detG(x)dσ,
where θ ∈W 1,∞(R2,R2) is such that:
◦ θ(P (n)i ) = n(P (n)i );
◦ θ(P (n)j ) = 0, for j 6= i.
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θ(P
(n)
i )
P
(n)
j
P
(n)
i
P
(n+1)
i
Ω(n)
∂Ω(n)
d
(n)
i
Figure 4.3: The blue arrows represent the deformation eld θ which transport the point
P
(n)
i onto the point P
(n+1)
i for the next step of the optimization process.
Because of the discretization, the deformation eld θ is supposed to be linear between
two adjacent vertices, so the above integral reduces to
d
(n)
i =
∫
e
(n)
i,−∪e
(n)
i,+

µ(n) −
(
∂uk(Ω
(n))(x)
∂n(x)
)2 (θ(x)|n(x))G√detG(x)dσ,
where e
(n)
i,− and e
(n)
i,+ denote the two dierent edges of ∂Ω
(n)
containing P
(n)
i . See Fig-
ure 4.3. This integral is approximated numerically using the trapezoidal rule on each edge
e
(n)
i,− and e
(n)
i,+. Once the computation of the amplitude of the displacements di completed
for all i = 1, . . . , N∂Ω(n) , the locus of P
(n+1)
i still has to be determined. Indeed, contrary to
the Euclidean case where the new position is simply dened by P
(n+1)
i = P
(n)
i −din(P (n)i ),
it is less straightforward for a general metric represented by G. In this latter, the Eu-
clidean distance δ
(n)
i > 0 corresponding to the amplitude d
(n)
i has to be determined, that
is, if γ : [0, 1]→ [P (n)i , P (n+1)i ], t 7→ P (n)i + t(P (n+1)i −P (n)i ), denotes the parametrization
of the Euclidean segment [P
(n)
i , P
(n+1)
i ] whose extremities are P
(n)
i and P
(n+1)
i , where
P
(n+1)
i = P
(n)
i − δ(n)i n(P (n)i ), then δ(n)i has to be chosen such that
d
(n)
i =
1∫
0
‖γ˙(t)‖G dt :=
1∫
0
[(
P
(n+1)
i − P (n)i
)T
G(γ(t))
(
P
(n+1)
i − P (n)i
)]1/2
dt
= δ
(n)
i
1∫
0
[
n(P
(n)
i )
T G(γ(t)) n(P
(n)
i )
]1/2
dt.
Approximating the right hand side using the trapezoidal rule leads to
d
(n)
i '
δ
(n)
i
2
(
1 +
[
n(P
(n)
i )
T G(P
(n+1)
i ) n(P
(n)
i )
]1/2)
, (4.17)
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where we used the fact that n(P
(n)
i ) is unitary. The required quantity δ
(n)
i also appears in
G(P
(n+1)
i ), which cannot be determined explicitly in general. So, thanks to the regularity
assumption on the metric g, the components Gi,j : R
2 → R of G are smooth, and it holds
that
Gi,j(P
(n+1)
i ) = Gi,j(P
(n)
i ) +DGi,j(ξi,j)(P
(n+1)
i − P (n)i ), i, j = 1, 2,
for some ξi,j between P
(n)
i and P
(n+1)
i . The approximations ξi,j ' P (n)i and a few
computations yield
d
(n)
i '
δ
(n)
i
2
(
1 +
[
1 + δ
(n)
i (nDGn)(P
(n)
i ) n(P
(n)
i )
]1/2)
,
where (nDGn)(P
(n)
i ) is just a compressed notation for
(nDGn)(P
(n)
i ) = n(P
(n)
i )
T
(
DG1,1(P
(n)
i )n(P
(n)
i ) DG1,2(P
(n)
i )(P
(n)
i )
DG2,1(P
(n)
i )n(P
(n)
i ) DG2,2(P
(n)
i )(P
(n)
i )
)
n(P
(n)
i ).
Hence, it nally reduces to nd the zero of the function denes from R>0 into itself by
δ
(n)
i 7→
δ
(n)
i
2
(
1 +
[
1 + δ
(n)
i (nDGn)(P
(n)
i ) n(P
(n)
i )
]1/2)
− d(n)i ,
which is carried out using a Newton-Raphson's method.
Remark 4.3.1. Other alternatives to determine the locus of P
(n+1)
i have been studied,
the most natural
15
being the displacement along the geodesic passing through P
(n)
i and
tangent to n(P
(n)
i ). The drawback is that a dierent routine providing the geodesics
of the current surface must be given for each dierent surface. This is considerably
more onerous than computing the derivatives of the components Gi,j , i, j = 1, 2, of
the matrix G. However, it has been implemented for the sphere S2 where it is easy and
reasonably ecient to determine exactly the new position P
(n+1)
i of P
(n)
i using a geodesic
displacement, but experimental computations provide results of similar quality as when
the points are displaced as explained in the present section.
The arguments that the user has to provide to the program is
◦ an initial domain consisting of two lists: one for the coordinates of each vertex on
the boundary of the initial domain in the open set of the chart, and one for the
edges, each of them being represented by couples of positive integers corresponding
to the number of the nodes at its extremities;
◦ the expression of the metric in the open set of the chart, that is a function taking
in argument a point x in the open set of the chart and returning the matrix G(x)
representing the metric at the corresponding point on the surface;
◦ a function returning the derivatives of the components Gi,j of G at a point x in
the open set of the chart.
15. Because geodesics generalize the notion of lines used for the shape optimization in the Euclidean
case.

Chapter 5
Optimization of eigenvalues of the
Dirichlet-Laplacian with respect to
the domain
This chapter is based on the prepublication [Str12b], that involves possible redundan-
cies with previous chapters. His goal is to answer, using numerical methods, the following
classical question
1
: what is the domain Ω∗k of the manifold (M,g) which minimizes λk(Ω)
among all domains of a given area, and what is the value of the corresponding λk(Ω
∗
k)?
Existence of optimal shapes in the class of quasi-open sets of R
d
, d ∈ N, has been
recently proved, see [Buc12] and [MP13]. Moreover, it has been shown that they are
bounded and have nite perimeter. However, results giving explicit domains for this
optimization problem exist only for the subscripts k = 1 or 2. In R2, the Faber-Krahn
inequality
2
states that the domain minimizing λ1 among all domain of xed volume is a
disc. The same result still holds in the sphere S
2
and in the Poincaré disc D
2
. For k = 2
in R
2
, the analogous result, due to Krahn and Szeg®
3
asserts that the optimal domain
Ω∗2 is the union of two identical discs. For higher order eigenvalues and other manifolds,
almost no explicit results exist. This is a good motivation to investigate this problem.
The diculty to nd optimal shapes is the main reason to deal with it numerically.
E. Oudet is a precursor in this eld with his work [Oud04]. It is concerned with domains
in R
2
and Dirichlet boundary conditions, and it uses the Finite Element Method and a
descent algorithm to nd optimal shapes. Other approaches can be found in the litera-
ture, as one based on the Method of Fundamental Solutions
4
, used by P. R. S. Antunes
and P. Freitas [AF12]. Their work improves Oudet's results and extends it to other
boundary conditions as well as higher order eigenvalues optimization. The algorithm
used is based on the method explained in Chapter 3 for the computation of the eigen-
1. The notations of the previous chapter are used again. Moreover, the concepts appearing in that
article are given more accurately in the sequel.
2. Theorem 1.1.1.
3. Theorem 1.1.2.
4. [BT05] and [FHM67] are classical references on this issue.
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values and eigenfunctions, and consists in shape optimization to nd a candidate to the
optimal domain. This step, including a Uzawa algorithm to take into consideration the
volume constraint to work in manifolds dierent from R
2
, was detailed in Chapter 4.
Actually, optimization on surfaces dierent from the plane does not seem to have been
studied numerically.
In the rst section, the optimization problem is stated, while some numerical results
are presented in the second section, which come from [Str12b]. To check the validity of
the program, a comparison is carried out with the results in [AF12] of the shapes obtained
for the optimizers in R
2
of the rst fteen eigenvalues. Furthermore, a validation is made
for small domains in the sphere S
2
and in the Poincaré disc D
2
, where a similar behaviour
is expected. To illustrate various types of curvature, other examples in the sphere S
2
, in
the Poincaré disc D
2
and in a hyperboloid are also carried out.
5.1 Theoretical statement of the optimization problem
In spite of redundancies with the previous chapter, let us recall the main tools and
notations about the underlying problem.
Let (M,g) be a smooth, complete Riemannian manifold of dimension 2 and of volume
VM ∈ (0,∞], let ΩM ⊂M be a domain in M , let ∆g denote the Laplace operator given
by (2.9) and (U, pi) denote a chart where ΩM ⊂ U ⊂ M and pi : U → R2 is a
dieomorphism onto its range. As before, the metric g is represented at each point
x ∈ M by the matrix G(pi(x)) using the chart (U, pi). In order to use the results of
Chapter 3, assume that there exists a compact set K such that ΩM ⊂ K ⊂ U . So, the
assumptions (H1) and (H2) on the metric g hold, that is the components Gi,j , i, j = 1, 2,
of the matrix G satisfy:
(H1) Gi,j is bounded on ΩM for i, j = 1, 2;
(H2) there exists C > 0 such that detG ≥ C on ΩM .
Besides, with regard to the regularity of ∂Ω, the assumption asserting that Ω := pi(ΩM )
has a polygonal boundary is sucient to derive the weak formulation (WP) of the under-
lying problem (P), dened in Section 3.1, and is eective in the numerical computations.
As before, the notation H stands for the space L2(Ω) endowed with the scalar product
dened by (3.2) in Section 3.1. The Spectral Theorem implies henceforth that there
exist a sequence (uk)k∈N\{0} of weak eigenfunctions dening a Hilbert basis of H and a
sequence (λk)k∈N\{0} of associated weak eigenvalues such that
0 < λ1 ≤ λ2 ≤ · · · ↗ ∞.
The framework for the optimization problem is now set up: For k ∈ N \ {0} and a
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certain xed volume 0 < V < VM :
(Popt)


Find a set Ω∗k ⊂M of volume V , such that the k-th eigenvalue λk
appearing in problem (WP) satises
λk(Ω
∗
k) ≤ λk(Ω),
for all sets Ω ⊂M of volume V .
Remark 5.1.1. The main aspect of the discussion about the relation between the solutions
and the weak solutions of the eigenvalue problem made at Section 3.1 lies in the regularity
of ∂Ω or in the convexity of Ω. During the opimization process, the convexity of the
polygonal domains are not guaranteed, so it might happen that over a solution Ω∗ of
the optimization problem, the problem (P) does not make sense. This is the main
reason why the underlying problem consists in (WP) instead of (P), also with the fact
that this formulation is used numerically. Nevertheless, from now on, the scalar λ(Ω∗)
resulting from the optimization process is abusively called an eigenvalue instead of a
weak eigenvalue.
A natural question which arises now is the existence of a solution to the optimization
problem. To answer it, the studies in [Buc12] and [MP13] expand the scope of the
optimization problem to the class of quasi-open sets of R
2
. Indeed, in that framework
his result
5
ensures the existence of a bounded solution Ω∗k for each k ∈ N \ {0}. So, it
makes sense to study (Popt) numerically.
With regard to the approximated problem, the discretization using the Finite Element
Method is described in Section 3.2, in particular it leads to solve the approximated
problem (WPh) dened in that section.
The main steps of an iteration of the optimization algorithm take place as follows:
I. Establishing a mesh given by the discretization of a boundary;
II. Solving the nite dimensional eigenproblem given in (WPh);
III. Moving the boundary nodes of the mesh and hence get a new do-
main.
The rst step consists in meshing a domain enclosed by a polygonal curve into tri-
angles, to be compatible with the type of elements used. At the very beginning of the
algorithm, an arbitraryor guessedclosed curve is given. At the second step, the eigen-
value problem is solved numerically using a Lanczos process, as explained in Chapter 3
and recalled in Section 2.3. Finally, the third main step deals with the shape optimization
itself. The domain is modied through a displacement of the nodes lying on its boundary.
Hence, a new discretization of the boundary is obtained and if a stopping criterion is not
reached, the algorithm goes back to step I. The point of this third step is to deform the
domain in a clever way, in order to get a sequence of domains with increasingly lower
associated eigenvalue. It is explained in Chapter 4.
5. His result extends to R
N
, N ≥ 1.
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5.2 Numerical computations
The aim of this subsection is to present the numerical computations obtained using
the algorithm described above, to compare them with results from the literature and to
investigate new examples on surfaces. It corresponds to Section 4 of the prepublication
[Str12b].
5.2.1 Surfaces studied numerically
As mentioned in the previous section, the main idea is to use a chart (U, pi) of the
manifold (M,g) and to make the computations in the open set pi(U) ⊂ R2 endowed with
the corresponding metric. The manifolds (M,g) considered in this section are R2, the
sphere S
2
, the Poincaré disc D
2
and the upper sheet H ⊂ R3 of a hyperboloid.
The canonical representation of R
2
and D
2
are chosen. Recall that the metric tensor
GD2 evaluated in a point (u, v) ∈ D2 is given by
GD2(u, v) =
4
(1− u2 − v2)2 I ,
where I denotes the 2 by 2 identity matrix. For the sphere, the stereographic map (U, piN )
is used, where U = S2 \ {(0, 0, 1)} and
piN : U → R2
(x, y, z) 7→ piN (x, y, z) = 1
1− z (x, y).
The corresponding metric tensor GS2 evaluated in a point (u, v) ∈ R2 is given by
GS2(u, v) =
4
(1 + u2 + v2)2
I .
The upper sheet of the hyperboloid dened by the equation x2 + y2 − z2 = −1 is
parametrized by (R>0×]0, 2pi[, α), where α is given by
α−1 : R>0×]0, 2pi[ → R3
(r, θ) 7→
(
r cos(θ), r sin(θ),
√
1 + r2
)
.
The corresponding metric tensor GH induced by the Euclidean metric of R
3
on H and
evaluated in a point (r, θ) ∈ R>0×]0, 2pi[ is given by
GH(r, θ) =

1 + 2r21 + r2 0
0 r2

 .
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Figure 5.1: Plot of the optimizer for λ5(Ω
∗
5,S2) among all domain of volume 0.1 in the
sphere S
2
.
5.2.2 Numerical investigations
First, the program has been used to nd the optimizer Ω∗k,R2 , k = 1, . . . , 15, for the
rst fteen eigenvalues in R
2
. Even if the volume constraint is not necessary in this
case, no modications have been done to compare the results with those in the article
[AF12, p. 13]. Beginning with various initial discretized boundaries, the best shapes
obtained match the ones in [AF12]. They are presented in Table 5.1, each eigenvalue being
computed with and without masslumping. A discussion about the use of masslumping
is done in Subsection 3.5.1. See also [AD03].
Another numerical experiment consists in computing the optimizers for small domains
in the sphere and in the Poincaré disc. The optimizer for the k-th eigenvalue is denoted
in the sphere by Ω∗k,S2 , and in the Poincaré disc by Ω
∗
k,D2 . Similar optimizers as in R
2
are expected. Such computations have been made, with a xed volume V0 = 0.1, see
Table 5.2. The domains in the Poincaré disc are also exhibited in this table. However
the visualization of domains in the sphere being not always practical, only one is shown
here, see Figure 5.1. All these results conrm the above expectation.
Then the value of the volume V0 has been increased up to 2 for domains in the sphere
and in the Poincaré disc. The relation between vol(Ω∗k,S2) and λk(Ω
∗
k,S2) is exhibited in
Figure 5.2.
Several remarks can be added to the results of these tables. A rst observation is
about the domains obtained having two connected components, namely the candidates for
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Table 5.1: Numerical approximation of λk(Ω
∗
k,R2), k = 1, . . . , 15, for Ω
∗
k,R2 ⊂ R2 the
optimizer of volume 1 for the k-th eigenvalue and corresponding shapes. The last column
contains the eigenvalues λk(Ω˜) from [AF12].
k
λk(Ω
∗
k,R2) with (up)
and without (down)
masslumping
Ω∗k,R2 λk(Ω˜) in [AF12]
1
18.16
-
18.17
2
36.32
-
36.39
3
46.27
-
46.30
4
64.56
-
64.78
5
78.46
78.2
78.53
6
88.89
88.52
89.05
7
106.40
106.14
106.51
8
119.84
118.9
120.01
9
133.71
132.68
134.06
10
144.39
142.72
144.82
11
160.32
159.39
160.55
12
173.97
172.85
174.37
13
188.47
186.97
188.84
14
201.64
198.96
202.22
15
210.65
209.63
211.16
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Table 5.2: Numerical approximation of λk(Ω
∗
k,M), for Ω
∗
k,M the optimizer of volume 0.1
in M = S2 and D2 for the k-th eigenvalue, k = 1, . . . , 15.
k
λk(Ω
∗
k,S2) ⊂ S2 with
(up) and without
(down) masslumping
λk(Ω
∗
k,D2) ⊂ D2 with
(up) and without
(down) masslumping
Ω∗k,D2
1
180.746 182.591
180.855 182.639
2
363.523 363.266
364.356 364.827
3
460.671 463.821
460.927 464.068
4
635.875 645.270
639.377 653.612
5
782.932 788.515
784.251 789.829
6
887.979 892.784
888.975 894.214
7
1062.208 1085.715
1063.127 1089.251
8
1197.243 1199.010
1199.235 1207.212
9
1328.802 1338.065
1330.355 1341.360
10
1437.185 1441.793
1439.525 1445.205
11
1580.123 1622.091
1583.765 1632.550
12
1736.980 1752.412
1738.957 1757.700
13
1886.076 1884.925
1890.493 1887.360
14
1996.383 2019.539
1999.437 2026.394
15
2120.629 2138.361
2125.772 2148.878
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Figure 5.2: Plot of λk(Ω
∗
k,S2) with respect to vol(Ω
∗
k,S2) for k = 1, . . . , 15.
the optimizer of the second and the fourth eigenvalue. The ratio between the volume of
their connected components has been performed in R
2
, in the sphere and in the Poincaré
disc. First for the plane: theoretically, the ratio for the second eigenvalue is 1 by the
Krahn-Szeg® Theorem. Moreover, if the optimizer for the fourth eigenvalue is the union
of two discs, in accordance with the numerical results, this ratio is
j20,1
j21,1
' 0.394,
by a result from B. Colbois and A. El Sou [CES12]. Numerically, we found 0.390.
Although no such results exist in S
2
and in the Poincaré disc, due to the non-invariance
by homothety of Ω 7→ vol(Ω)λk(Ω) in these manifolds, the corresponding ratios have been
computed for comparison. In S
2
, they are about 0.997 and 0.392 respectively, whereas
for the Poincaré disc, they are about 0.999 and 0.387.
Besides, another remark is related to the evolution of λk(Ω
∗
k,E), k = 1, . . . , 15, with
respect to the volume of Ω∗k,M for the three models M = R
2,S2,D2. In the plane, this
relation is of the form λk(Ω
∗
k,R2) = cstk/ vol(Ω
∗
k,R2), k = 1, . . . , 15, where cstk is a positive
constant, explicitly known for k = 1 and 2 by the Faber-Krahn and the Krahn-Szeg®
Theorems. The corresponding plots for S
2
are given in Figure 5.2. In each case, the
shape of the optimizer does not change considerably for close volume, as illustrated in
Figure 5.4, for λ10(Ω
∗
10,S2). To compare the three models, see Figure 5.3 which shows the
evolution for the rst two eigenvalues. Notice that these eigenvalues decrease less in the
Poincaré disc than in R
2
and in the sphere, where the slope is the deepest.
Finally, some computations in the upper sheet H of the hyperboloid have been per-
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Figure 5.3: Plot of λk(Ω
∗
k,M) with respect to vol(Ω
∗
k,M) for k = 1, 2 and M = R
2,S2,D2,
in a logarithmic scale. The blue dotted curve, the red plain curve and the dashed black
curve concern the Poincaré disc, R
2
and the sphere respectively. The modulus of the
slope for the Poincaré disc is less than 1, whereas it is equal to 1 for R
2
and it is larger
than 1 for the sphere.
Figure 5.4: Plot of the optimizers for λ10(Ω
∗
10,S2) and vol(Ω
∗
10,S2) = 0.1, 0.2, . . . , 0.9, 1
and 2.
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formed. The Gaussian curvature of this model is given by
κ(r, θ) =
1
(1 + 2r2)2
.
In particular, the Gaussian curvature is non-constant, strictly positive and attains its
maximum at the point (0, 0) with κ(0, 0) = 1. Not surprisingly, numerical experiments
show that the optimizer Ω∗1,H for λ1 is a disc centred at (0, 0, 1). But, although the
curvature lies between 0 and 1 in the hyperboloid, this eigenvalue is larger than the
rst eigenvalue of a ball of same volume in the plane (curvature 0), which is larger than
the rst eigenvalue of a ball of same volume in the sphere (curvature 1). For instance,
denoting by BM,0.01 the ball of volume 0.01 in M , it yields numerically
λ1(BS2,0.01) ' 1816.57 <
λ1(BR2,0.01) ' 1816.80 <
λ1(BD2,0.01) ' 1817.67 <
λ1(BH,0.01) ' 1819.10.
For the second eigenvalue, the obtained candidate Ω∗2,H for the optimizer is two discs
of same volume, tangent at the point (0, 0, 1). The eigenvalue computed is about 3643.50.
So, as for the rst eigenvalue, the same ranking with respect to the space occurs for the
second eigenvalue.
Since the Gaussian curvature is radial and maximum at (0, 0), an optimizer Ω∗k,H
having its centre of mass at the origin is expected. The results found for the rst two
eigenvalues conrm this property. We focused also on the cases k = 4 and k = 13 since
the corresponding optimizer found in the spaces previously studied are not symmetric.
Numerically, for a volume equals 0.1, the candidates for the optimizer are those expected
(same shape as the corresponding domains found before) and their centre of mass are at
(0, 0, 1) (actually at a distance of about 10−9 of this point). See Figure 5.5. Looking at
the eigenvalues obtained, both λ4(Ω
∗
4,H) ' 658.329 and λ13(Ω∗13,H) ' 1905.911 are above
the corresponding eigenvalues in R
2
, in S
2
and in D
2
.
In conclusion, the algorithm presented in this chapter gives the same optimizers in
R
2
as those found previously by the community, and permits to extend the study to
other surfaces, even if they do not embed into R
3
. It can thereby give a intuition in some
cases not yet well known theoretically. Thus, some particularities arise quickly because
few results exist, as the fact that the eigenvalues of the optimizers for domains in the
hyperboloid lie above those in R
2
and in S
2
.
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Figure 5.5: Plot of the optimizers Ω∗4,H for the fourth eigenvalue (above), and Ω
∗
13,H for
the thirteenth eigenvalue (below), among all domain of volume 0.1. Their center of mass,
indicated by a red cross, lie at the origin.

Appendix A
Some notions on functional analysis,
distributions theory and Sobolev
spaces
The present appendix is intended to serve as a referral for fundamental notions em-
ployed in this document. It takes place aside from the other chapters, for sake of clarity
for most of the readers who are familiar with these notions and who might have seen this
reminder more as a way of losing track than as a gain of comprehension if it was inside
the main content. It is concerned with functional analysis, especially distributions theory
and Sobolev spaces. It is from various books, namely [Bre11], [Kre78], [Hör83], [Rud73]
and [Sch66], which could be considered as references on these topics. Refer to them for
the proof of the results reported here. The notations of this appendix come from [Sch66].
A.1 General notions and results about Hilbert spaces
In this section, (H, (· |·)) denotes a Hilbert space over R, H∗ the topological dual
space of H, and V and W two Banach spaces. Moreover, let B(V ;W ) be the set of all
bounded linear operators dened on V and taking values in W , and B(V ), instead of
B(V ;V ), be the set of all bounded linear operators dened from V to itself.
Denition - Proposition A.1.1 ( [Rud73, Theorem 4.10] ). If T ∈ B(H), then there
exists a unique bounded linear operator T ∗ ∈ B(H), called adjoint operator of T , satis-
fying
(Tx|y) = (x|T ∗y), ∀x, y ∈ H.
T is called self-adjoint if T = T ∗.
Denition A.1.2 ( [Rud73, Denition 4.16] ). A bounded linear operator T ∈ B(V ;W )
is called compact if for all bounded subsets A ⊂ V , T (A) ⊂W has a compact closure.
Remark A.1.1. An equivalent denition of a compact operator can be readily deduced:
A bounded linear operator T ∈ B(V ;W ) is called compact if every bounded sequence
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{xn}n in V contains a subsequence {xni}ni such that {T (xni)}ni converges to a point of
W .
Theorem A.1.3 (Riesz Representation Theorem, [Kre78, Theorem 3.8-1] ). The topo-
logical dual space H∗ of H is canonically isomorph to H, that is, for every bounded linear
functional l ∈ H∗, there exists a unique tl ∈ H such that
l(v) = (v|tl), ∀v ∈ H,
and ‖l‖H∗ = ‖tl‖H .
Denition A.1.4 ( [Bre11, Denition in Section 5.3] ). A bilinear form a : H ×H → R
is said to be
(i) continuous, if there is a constant C > 0 such that |a(u, v)| ≤ C ‖u‖H ‖v‖H , for all
u, v ∈ H;
(ii) coercive or H-elliptic, if there is a constant α > 0 such that a(v, v) ≥ α ‖v‖2H , for
all v ∈ H.
Theorem A.1.5 (Lax-Milgram Theorem, [Bre11, Corollary 5.8] ). Let a : H ×H → R
be a continuous, coercive, bilinear form and l ∈ H∗ be a bounded linear form. Then,
there exists a unique element u ∈ H such that
a(u, v) = l(v), ∀v ∈ H.
Moreover, denoting by J : H → R the functional given by J(v) = 12a(v, v) − l(v), if a is
symmetric, then u ∈ H is characterized by the property
J(u) = min
v∈H
J(v).
A.2 Distributions theory and Sobolev spaces
Throughout this section, N ∈ N denotes the dimension of the ambient space RN ,
N ≥ 2.
Denition A.2.1. A domain is a bounded open set of R
N
.
Henceforth, Ω denotes a domain of RN and K a compact set of RN , although some
denitions or results may be extended to a more general context, for instance for un-
bounded open sets. However, the framework within Sobolev spaces are used in the main
part of the document takes place in a domain Ω ⊂ RN .
Notation A.2.2 ( [Sch66, Chapter I] ). In the sequel, the following notations are used:
Cc =
{
φ ∈ C(RN ) | suppφ is a compact set of RN} ,
Cc,Ω = {φ ∈ Cc | suppφ ⊂ Ω} ,
C∞c =
{
φ ∈ C∞(RN ) | suppφ is a compact set of RN} ,
C∞c (K) = {φ ∈ C∞c | suppφ ⊂ K} ,
C∞c (Ω) = {φ ∈ C∞(Ω) | suppφ is a compact set in Ω} .
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Denition A.2.3. The space C∞c , respectively C∞c (Ω), is called space of test functions,
respectively space of test functions on Ω.
Following the approach in [Sch66, p. 24], the space C∞c (K) is endowed with the
following topology: a sequence (φj)j of functions in C∞c (K) converges to 0 in C∞c (K)
if the sequences (φj)j and (∂
αφj)j , converge uniformly to 0 in R
N
, for all multi-indices
α = (α1, . . . , αN ) ∈ NN where
∂α =
∂α1+···+αN
∂xα11 · · · ∂xαNN
.
This denes a notion of sequential continuity on C∞c (K). This topology is dened by the
family of semi-norms:
Nα(φ) = sup
x∈RN
‖∂αφ(x)‖
RN
, α ∈ NN .
If Cc,K is endowed with the topology of the uniform convergence, then the topology
induced by Cc,K on C∞c (K) is coarser than this new one on C∞c (K). Indeed, if (φj)j ,
φj ∈ C∞c for all j, converges to 0 for this new topology, it converges also uniformly to 0.
Denition A.2.4 ( [Sch66, Section I.2] ). A distribution T is a linear form on C∞c , which
is sequentially continuous, that is, if (φj)j is a sequence of functions in C∞c , with suppφj
in a compact subset K for all j, which converges to 0 in C∞c (K), then (T (φj))j converges
to 0 in R.
Notation A.2.5. A distribution is said to be a continuous linear form on C∞c , and for a
test-function φ ∈ C∞c , the notation 〈T, φ〉 is frequently used instead of T (φ). Moreover,
it follows readily that the set of all distributions forms a vector space, denoted by C∞′c 
analogously C∞′c (Ω), obtained by substituting RN by Ω, denotes the set of all distributions
on Ω.
Theorem A.2.6 ( [Hör83, Theorem 2.1.4] ). A linear form T on C∞c is a distribution if
and only if for every compact set K ⊂ RN , there exist a constant C > 0 and a positive
integer d ∈ N such that
|〈T, φ〉| ≤ C
∑
α∈NN ,
|α|≤d
sup
x∈K
|∂αφ(x)|, ∀φ ∈ C∞c (K).
where |α| =∑Nj=1 αj .
The weak topology in C∞′c shall be used: a sequence (Tj)j , Tj ∈ C∞
′
c for all j, converges
to T if (〈Tj , φ〉)j converges to 〈T, φ〉, for every φ ∈ C∞c .
Theorem A.2.7 ( [Hör83, Theorem 2.1.8] ).
1
Let (Tj)j be a sequence, Tj ∈ C∞
′
c . If the
limit
〈T, φ〉 := lim
j→∞
〈Tj , φ〉
1. The analogous result holds in C∞
′
c (Ω).
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exists for every φ ∈ C∞c , then T ∈ C∞
′
c . Thus, (Tj)j converges to T in C∞
′
c . So, C∞
′
c is a
complete vector space.
Denition - Proposition A.2.8 ( [Hör83, Denition 3.1.1] ). Let T ∈ C∞′c be a distri-
bution. For every multi-index α = (α1, ..., αN ) ∈ NN , the derivative in the sense of the
distributions theory of T , or simply derivative of T , denoted by ∂αT , is the distribution
dened by
〈∂αT, φ〉 = (−1)|α|〈T, ∂αφ〉, ∀φ ∈ C∞c ,
where |α| =∑Nj=1 αj .
Remark A.2.1 (Distributions dened on a dierentiable manifold [Sch66, Section I.5] ).
The notion of distribution can be generalized to the context of a N -dimensional dier-
entiable manifold M of class C∞. Similarly, the following
C∞c (M) = {φ ∈ C∞(M) | suppφ is a compact set}
is dened and the associated space of distributions on M is denoted by C∞′c (M). This
latter space has properties analogous to C∞′c , except for certain aspects:
◦ A smooth vector eld is needed to dene derivative of distributions on M ;
◦ A function f : M → R can generally not be regarded as a distribution on M : a
volume element
2 dΦ must be chosen beforehand.
The book [Heb96] provides more details about distributions and Sobolev spaces on a
Riemannian manifold.
Denition A.2.9 (Sobolev spaces Wm,p(Ω) [Heb96, Denition 2.1], [AF03, Deni-
tion 3.2] ). Let m ∈ N and p ∈ [1,∞]. The function space Wm,p(Ω) dened by
Wm,p(Ω) =
{
u ∈ Lp(Ω) | ∂αu ∈ Lp(Ω), α ∈ NN , |α| ≤ m} ,
and endowed with the norm
‖u‖Wm,p(Ω) =

 ∑
α∈NN ,|α|≤m
‖∂αu‖pLp(Ω)

1/p ,
if p 6=∞, or
‖u‖Wm,∞(Ω) = max
α∈NN ,|α|≤m
‖∂αu‖L∞(Ω) ,
if p =∞, is called Sobolev space of order m. 3
If p = 2, Wm,2(Ω) is denoted by Hm(Ω).
Remark A.2.2. For m ∈ N, we dene Wm,∞(RN ,RN ′) as the space of all mappings
ψ : RN → RN ′ , (x1, . . . , xN ) 7→ ψ(x1, . . . , xN ) = (ψ1(x1, . . . , xN ), . . . , ψN ′(x1, . . . , xN )),
such that ψi ∈Wm,∞(RN ), for all 1 ≤ i ≤ N ′.
2. See Subsection 2.1.1.
3. For an unbounded open set Ω, the spaces Wm,p(Ω) can also be dened from Lp(Ω), in particular,
Wm,p(RN) also makes sense.
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Theorem A.2.10 ( [AF03, Theorems 3.3 and 3.6] ). For all m ∈ N and p ∈ [1,∞], the
Sobolev spaces (Wm,p(Ω), ‖ · ‖Wm,p(Ω)) are Banach spaces. Moreover, for all m ∈ N and
p ∈ [1,∞[, (Wm,p(Ω), ‖ · ‖Wm,p(Ω)) are separable. In particular, for all m ∈ N, Hm(Ω)
are separable Hilbert spaces endowed with the inner product given by
(u|v)Hm(Ω) =
∑
α∈NN ,|α|≤k
(∂αu|∂αv)L2(Ω) .
Denition - Proposition A.2.11 ( [Heb96, Denition 2.6], [AF03, Denition 3.2] ).
For a positive integer m ∈ N, set the following notations:
◦ Hm0 (Ω) denotes the closure of C∞c (Ω) in Hm(Ω);
Endowed with the inner product induced by Hm(Ω), Hm0 (Ω) is a Hilbert space.
◦ H−m(Ω) denotes the topological dual space of Hm0 (Ω).
By the Riesz Representation Theorem A.1.3, H−m(Ω) can be identied to Hm0 (Ω).
Moreover, the following result characterizes a distribution T on Ω belonging to H−m(Ω).
Proposition A.2.12 ( [AF03, Theorem 3.9] ). A distribution T on Ω belongs to H−m(Ω)
if and only if there exist functions fα ∈ L2(Ω) such that T can be written as
T =
∑
α∈NN ,|α|≤m
∂αfα, fα ∈ L2(Ω).
Analogously, the space Hm0 (R
N ) can be dened by taking the closure of C∞c in
Hm(RN ), for m ∈ N. It leads that Hm0 (RN ) = Hm(RN ). In the same way, H−m(RN )
represents the topological dual space of Hm0 (R) and a characterization using the Fourier
transform holds.
Sobolev spaces are also dened for fractional order s ∈ R. Several ways exist to
introduce them leading to equivalent denitions. For instance [Ada75, Chapter 7] uses
complex interpolations to dene W s,p(RN ) over the whole space as a rst step, then
over a suciently smooth domain Ω ⊂ RN thanks to continuation operators. Following
[DNPV12, Section 2], we present in this appendix an approach starting from a kind
of generalization of the Hölder condition for Lp(Ω). Sobolev spaces of fractional order
between 0 and 1 are dened rst, then extended to any positive real number.
Denition A.2.13. Let Ω ⊂ RN be an open set. For σ ∈ (0, 1) and p ∈ [1,∞), the
Sobolev space of order σ denoted by W σ,p(Ω) is the functional space dened by
W σ,p(Ω) =
{
u ∈ Lp(Ω) | (x, y) 7→ |u(x)− u(y)|
|x− y|Np +σ
∈ Lp(Ω× Ω)
}
,
and endowed with the norm
‖u‖Wσ,p(Ω) =
(
‖u‖pLp(Ω) +
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+σp dxdy
)1/p
.
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As expected, the following proposition derived from [DNPV12, Proposition 2.1 &
Corollary 2.3] holds.
Proposition A.2.14 (derived from [DNPV12] ). For an open subset Ω ⊂ RN , and two
scalars σ ∈ (0, 1) and p ∈ [1,∞), Sobolev spaces (W σ,p(Ω), ‖·‖Wσ,p(Ω)) are Banach spaces.
Moreover, for σ ≤ σ′ < 1, there exists a positive constant C := C(n, s, p) such that for
every measurable function u : Ω→ R,
‖u‖Wσ,p(Ω) ≤ C‖u‖Wσ′,p(Ω), (A.1)
meaning that
W σ
′,p(Ω) ⊆W σ,p(Ω). (A.2)
Furthermore, if ∂Ω is a polygon, the equation (A.1) and the inclusion (A.2) can be
extended to σ′ = 1.
The denition of Sobolev spaces for s ∈ R ∩ (1,∞) can be given.
Denition A.2.15. Let Ω ⊂ RN be an open set, s ∈ (0,∞) and p ∈ [1,∞). Setting
s = m+ σ, with m ∈ N and σ ∈ [0, 1) the Sobolev space of order s denoted by W s,p(Ω)
is the functional space dened by
W s,p(Ω) =
{
u ∈Wm,p(Ω) | ∂αu ∈W σ,p(Ω), α ∈ NN , |α| = m} ,
and endowed with the norm
‖u‖W s,p(Ω) =

‖u‖pWm,p(Ω) + ∑
|α|=m
‖∂αu‖Wσ,p(Ω)

1/p .
Remark A.2.3. From the previous results, it comes readily that Sobolev spaces W s,p(Ω)
are also Banach spaces for s ∈ R+, and for s = m ∈ N, that Denition A.2.15 coincides
with Denition A.2.9.
Let us go back to Hm0 (Ω) for a positive integer m ∈ N and a domain Ω, and dene
another norm, equivalent to the norm induced by Hm(Ω), on this function space.
Proposition A.2.16 (Poincaré's Inequality [AF03, Theorem 6.30] ). There exists a
positive constant C := C(Ω) > 0, such that for all φ ∈ C∞c (Ω),
‖φ‖L2(Ω) ≤ C

 ∑
α∈NN ,|α|=1
‖∂αφ‖2L2(Ω)

1/2 .
It extends
4
, using a density argument, to every u ∈ H10 (Ω), that is
‖u‖2L2(Ω) ≤ C

 ∑
α∈NN ,|α|=1
‖∂αu‖2L2(Ω)

1/2 .
4. For this result, it is necessary that Ω has nite width, that is Ω is bounded in one direction.
Moreover, this assertion still holds for 1 ≤ p <∞ instead of p = 2.
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Proposition A.2.17 ( [AF03, Corollary 6.31] ). The semi-norm on Hm(Ω) given by
‖u‖Hm0 (Ω) =

 ∑
α∈NN ,|α|=m
‖∂αu‖2L2(Ω)

1/2 , u ∈ Hm(Ω),
is a norm on Hm0 (Ω), equivalent to the standard norm ‖·‖Hm(Ω).
Finally, let us recall some results about Sobolev spaces, which shall be very helpful
in the main part of the document.
Theorem A.2.18 (Particular case
5
of the Rellich-Kondrachov Theorem [AF03, Theorem
6.3] ). Let Ω be a domain of R2. The injection H10 (Ω) ↪→ L2(Ω) is compact. Moreover,
if Ω has a Lipschitz boundary, then the injection H1(Ω) ↪→ L2(Ω) is compact.
Let us assume henceforth that Ω is regular, for example, ∂Ω is of class C1. Consider
the mapping u 7→ u|∂Ω dened on C
1
c (Ω), namely the functional space C1(Ω) with compact
support in Ω, taking values in L2(∂Ω). Using a density argument, it can be extended
to H1(Ω) in a bounded linear operator called the trace operator, or simply trace, on
∂Ω, and also denoted by u 7→ u|∂Ω . The following properties
6
of the trace operator are
worthwhile:
1. If u belongs to H1(Ω), then u|∂Ω is in H
1/2(∂Ω) and there exists a constant C > 0
such that ∥∥∥u|∂Ω
∥∥∥
H1/2(∂Ω)
≤ C ‖u‖H1(Ω) , ∀u ∈ H1(Ω);
2. The trace operator dened from H1(Ω) surjects onto H1/2(∂Ω);
3. The kernel of the trace operator is H10 (Ω);
4. In that framework, the Green Formula holds:∫
Ω
∂u
∂xi
v = −
∫
Ω
u
∂v
∂xi
+
∫
∂Ω
uv (n|ei) dσ, ∀u, v ∈ H1(Ω),
where n denotes the ouward unit vector eld normal to ∂Ω. By extension:
−
∫
Ω
∆uv =
∫
Ω
(∇u|∇v)−
∫
∂Ω
∂u
∂n
v dσ, ∀u, v ∈ H2(Ω),
where
∂u
∂n
:= (∇u|n) is the normal derivative of u.
5. The statement in [AF03] is more general.
6. See [AF03, Chapters 5 and 7].

Appendix B
A complete example: the
optimization of λ7 in the Poincaré
disc
The motivation to present an example in the Poincaré disc D
2
comes from the need
to take the metric into consideration to deal with it. Moreover, displaying the resulting
domains is convenient in this manifold. On the other hand, the choice of λ7 depends on
various reasons, including the fact that it is the rst non symmetric optimizer among
other local minima we can reach starting from various initial domain.
B.1 Starting from various initial domains
The method of optimization described in the main part of the document is based on
a descent algorithm, which provides local minima. Starting from various initial domains
is necessary to enhance the eectiveness of the method to nd global minima. In this
example, four dierent initial domains of volume 0.1 are considered: a square Ωs, a disc
Ωd, two squares of same volume Ω2s and tow discs of same volume Ω2d. The square and
the disc are centred at the origin, whereas the connected components in the two other
examples are (arbitrarily) centred at (0,±0.2). Each domain's boundary is discretized
uniformly using 100 points, except for Ω2s, whose boundary contains 104 points, that is
each edge is subdivided into 13 pieces. Then, a mesh is built. See gure B.1.
Remark B.1.1. The mesh created for these domains does not take the metric into con-
sideration.
Each of these initial domains leads to a dierent candidate for the optimal domain.
To be consistent with the notations in the main part of the document, let Ω∗
dom
denote
the domain returned by the algorithm starting from Ωdom , for dom being s, d, 2s and
2d. See Figure B.2.
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Figure B.1: Plot of the four dierent initial domains Ωs, Ωd, Ω2s and Ω2d, for the optimization of λ7 in D
2
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Figure B.2: Plot of the four candidates for the optimal domain of λ7 with volume 0.1 in D
2
, starting respectively from Ωs
(top left), Ωd (top right), Ω2s (bottom left) and Ω2d (bottom right).
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Let us discuss the shape of the domains obtained. On the rst hand, we recognize
the candidate for the optimal shape obtained in Subsection 5.2.2, namely Ω∗s. On the
other hand, both examples starting from the disconnected domains Ω2s and Ω2d seem to
lead to the same candidate. An interesting result is the theorem from Wolf and Keller
recalled below. According to its authors, it is about how to nd the minimizing planar
domain if it is disconnected, and the minimum value of λk in this case. Let us introduce
their notations. Let D∗k be a domain in R
2
which minimizes λk among all domains of unit
area, and let λ∗k = λ(D
∗
k) be the minimum value of λk. Let rD be the domain obtained
from the domain D by multiplying all its lengths by the positive real number r.
Theorem B.1.1 ( [WK94, Theorem 8.1] ). Assume that D∗k ⊂ R2 is the union of two
disjoint domains, each of positive area. Then
λ∗k = λ
∗
i + λ
∗
k−i = min
1≤j≤(k−1)/2
(λ∗j + λ
∗
k−j).
Here i is a value of j ≤ (k − 1)/2 which minimizes λ∗j + λ∗k−j. Furthermore
D∗k =
((
λ∗i
λ∗k
)1/2
D∗i
)⋃((λ∗k−i
λ∗k
)1/2
D∗k−i
)
.
It means that, in the plane, if a candidate to be an optimal domain for λk has two
connected components, then each of its connected components is an optimal domain for
λi and λk−i, for 1 ≤ i ≤ (k − 1)/2, up to the suitable rescaling. Drawing a parallel in
the hyperbolic case is undoubtedly very precarious, but Ω∗2s and Ω
∗
2d can be compared to
the candidates to be the optimizer of λ3 and λ4, which seem to be a disc and two discs
respectively. Moreover, looking at the volume of the approximated balls appearing in
Figure B.2, we observe that the two larger balls have almost the same volume, and the
ratio with the smallest ball (about 0.390 for Ω∗2d and 0.401 for Ω
∗
2s) ts quite well the
comparison made in Section 5.2.2 for λ4 (the ratio was 0.387). Qualitatively, it seems
that the algorithm starting from a disconnected domain may reach a domain consisting
of connected components obtained for eigenvalues of smaller order, illustrating somehow
this result in the Poincaré disc.
Once the candidate to be an optimal domain is obtained, two successive renements
of the mesh are performed: during a renement, every triangle is divided into four similar
triangles by connecting the middle of each of its edges, as illustrated in Figure B.3. Thus,
the diameter of the mesh, as dened in Subsection 2.2.2, is halved
1
at each renement,
so one may expect the error to be divided by 16 at the end. The values for λ7 associated
to each domain Ω∗s, Ω∗d, Ω
∗
2s and Ω
∗
2d, are collected in Table B.1.
The domain Ω∗s has the smallest seventh eigenvalue among the four domains obtained.
Henceforth, only this example is considered. Its value is not exactly the same as the cor-
responding value in Table 5.2 because the discretizations are not the same. As mentioned
in Section 4.2, the Lagrange multiplier should converge. It is the case as shown in Fig-
ures B.4 and B.5, where the evolution of the Lagrange multiplier during the optimization
1. The same renement is used consecutively for the numerical checkings in Subsection 3.5.2.
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1
2
3
4
P3
P2
P1
Figure B.3: The triangle with vertices P1, P2 and P3 is split into four similar triangles
numbered from 1 to 4 by connecting the middle of each of its edges (respresented here
using the blue dashed line segments).
Ω∗ Ω∗s Ω∗d Ω
∗
2s Ω
∗
2d
λ7(Ω
∗)
1065.435 1262.799 1126.055 1121.961 with masslumping
1066.916 1266.005 1130.169 1124.818 without masslumping
Table B.1: Value of λ7(Ω
∗), for the candidate Ω∗s, Ω∗d, Ω
∗
2s and Ω
∗
2d of volume 0.1.
process is represented, together with the evolution of the volume, the eigenvalue and the
value of the cost functional. Besides, observe that the volume converges to the initial
volume as requested by the constraint imposed in the optimization problem. Moreover,
the value obtained after the renements is not plotted, which explains the gap between
the optimal value and the last value represented at the extremity of the curve.
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Figure B.4: Evolution of the volume of the domain (top) and of the cost functional L (bottom) with respect to the iteration
of the optimization process starting from Ωs.
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Figure B.5: Evolution of the eigenvalue of the domain (top) and of the Lagrange multiplier (bottom) with respect to the
iteration of the optimization process starting from Ωs. The eigenvalue is computed without masslumping.
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k λk(Ω
∗
s)
1 213.121
2 462.824
3 566.903
4 738.546
5 1059.066
6 1063.027
7 1066.916
8 1497.089
Table B.2: Value of the rst eight eigenvalues of Ω∗s computed without masslumping.
B.2 Taking the multiplicity into consideration
As recommended in [LSY98, Section A.1.4], to perform an approximation of the k-
th eigenvalue, a few additional eigenvalues to the rst k ones are computed to avoid
splitting a cluster of eigenvalues. Computing the rst eight eigenvalues is sucient to
notice that λ7(Ω
∗
s) and λ8(Ω
∗
s) are distant enough from each other. The rst eight
eigenvalues associated to Ω∗s are reported in Table B.2. The multiplicity of the seventh
eigenvalue appears: λ5(Ω
∗
s), λ6(Ω
∗
s) and λ7(Ω
∗
s) are within a range of about 0.74%. So,
instead of using Formula (4.6) which holds only for a simple eigenvalue, Formula (4.12)
is this time performed to take into consideration the multiplicity of λ7(Ω
∗
s) during the
shape optimization step. However, note this latter formula does not give a clue about
which directional derivative choosing among the threein this caseeigenvalues of the
matrix D appearing in (4.12).
Thus, after detecting that multiplicity occurs by checking that the eigenvalue to be
optimized and the previous one are in a range of 1% 2, the optimization process is split
into three processes: one using the smallest eigenvalue of the matrix D for dening the
direction of the deformation in the shape optimization, a second one using the largest, and
a last one using Formula (4.6) valid for a simple eigenvalue. Nevertheless, no signicant
improvement can be noticed by taking into account the multiplicity of the eigenvalue to be
optimized, compared to the optimization process using Formula 4.6. Indeed, neither the
value, namely 1068.794 (1065.521 and 1066.916 using respectively the smallest eigenvalue
of D, the largest eigenvalue D and using Formula 4.6), nor the shape of the optimal
domains resulting seem really dierent from each other. Moreover, an additional cost is
induced by such a modication. Indeed, the normal derivative of an eigenfunction uj ,
j = 1, . . . , k,such a quantity appears in both Formulas 4.6 and 4.12is determined by
solving the system resulting from∫
∂Ω(n)
∂uj
∂n
v dσ =
∫
Ω(n)
g(∇uj ,∇v) dVg − λ
∫
Ω(n)
ujv dVg, ∀v ∈ H1(Ω(n)),
2. This threshold is arbitrary and may be reached even when no multiplicity occurs.
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where Ω(n) denotes the current domain and the other notations are the same as in the
main part of the document. In the algorithm, the computation of the normal derivative of
the eigenfunction takes place after the computation of the eigenfunction itself and of the
eigenvalue. So numerically, nding ∂uj/∂n consists in solving a linear problem
3
of size
Nn by N∂Ω(n) , where Nn is the number of nodes of the current domain Ω
(n)
and N∂Ω(n) is
the number of nodes on the boundary of Ω(n). Thus, for an eigenvalue of multiplicity m,
m systems have to be solved to nd the partial derivative of the associated eigenfunctions.
Besides, as explained in Section 2.3 about the Lanczos method, the approximation of
the associated eigenfunctions are also performed by the algorithm. They are displayed
in Figure B.6.
Figure B.6: First seven eigenfunctions of Ω∗s.
3. After processing the Galerkin method as explained in Section 2.2.2.

Appendix C
Some additional numerical values
This appendix is devoted to collect additional values resulting from numerical ex-
periments. For the sake of clarity, they are aside from the main part of the document.
The knowledge of these values is not essential for the general comprehension, but can be
useful for a future accurate study or comparison.
C.1 Computation of the rst forty eigenvalues of a ball of
volume 1 in R
2
, in the sphere S
2
and in the Poincaré
disc D2
Figure 3.3 represents the values of λk,R2(B), λk,S2(B) and λk,D2(B) for k = 1, . . . , 40,
where B denotes the ball of volume 1 in the manifold indicated in subscript. The corre-
sponding values are presented in Table C.1 below.
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Table C.1: Computation of λk(B), k = 1, . . . , 40, for the ball B in R
2
, in S
2
and in the Poincaré disc D
2
.
Eigenvalue
Approximation with (left) and without (right) masslumping in
R
2
S
2
D
2
λ1 18.167 18.170 17.343 17.346 18.974 18.977
λ2 46.117 46.131 44.879 44.892 47.327 47.340
λ3 46.117 46.140 44.879 44.901 47.327 47.349
λ4 82.831 82.889 81.631 81.689 84.025 84.084
λ5 82.839 82.897 81.640 81.697 84.034 84.092
λ6 95.697 95.775 92.782 92.858 98.528 98.607
λ7 127.829 127.967 127.139 127.277 128.583 128.722
λ8 127.829 127.967 127.139 127.277 128.583 128.722
λ9 154.542 154.697 150.382 150.532 158.583 158.741
λ10 154.546 154.796 150.385 150.629 158.587 158.843
λ11 180.790 181.066 181.096 181.374 180.679 180.955
λ12 180.790 181.066 181.097 181.374 180.680 180.955
λ13 222.383 222.803 217.423 217.835 227.224 227.653
λ14 222.440 222.855 217.478 217.886 227.283 227.707
λ15 235.074 235.544 228.408 228.866 240.102 240.592
λ16 241.513 242.007 243.303 243.801 240.102 240.592
λ17 241.514 242.007 243.303 243.801 241.550 242.033
λ18 299.020 299.776 293.707 294.450 304.240 305.009
λ19 299.020 299.777 293.707 294.452 304.240 305.011
λ20 309.835 310.650 313.603 314.428 306.687 307.494
Eigenvalue
Approximation with (left) and without (right) masslumping in
R
2
S
2
D
2
λ21 309.839 310.650 313.607 314.429 306.691 307.494
λ22 324.787 325.470 316.046 316.711 333.280 333.983
λ23 324.803 325.911 316.059 317.141 333.298 334.435
λ24 384.120 385.371 378.916 380.150 380.312 381.556
λ25 384.125 385.372 378.920 380.152 380.312 381.558
λ26 385.633 386.892 391.878 393.159 389.297 390.566
λ27 385.634 386.893 391.879 393.159 389.302 390.568
λ28 423.475 425.004 413.099 414.591 433.568 435.138
λ29 423.677 425.173 413.295 414.754 433.778 435.313
λ30 436.168 437.804 424.086 425.682 447.897 449.579
λ31 468.795 470.659 472.890 474.803 460.862 462.698
λ32 468.800 470.659 472.891 474.803 460.867 462.698
λ33 477.519 479.450 478.020 479.921 482.228 484.183
λ34 477.520 479.450 478.024 479.921 482.229 484.183
λ35 531.227 533.605 519.654 521.981 542.510 544.946
λ36 531.227 533.619 519.654 521.996 542.510 544.959
λ37 556.639 558.653 541.658 543.616 548.257 550.861
λ38 556.684 559.959 541.695 544.891 548.258 550.861
λ39 559.239 561.890 571.948 574.659 571.185 573.260
λ40 559.240 561.891 571.949 574.659 571.238 574.601
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C.2 Placement of a circular obstacle inside a ball in R
2
, in
S2 and in D2
This section is a complement to Subsection 3.5.5. It is concerned with some additional
numerical results about the placement of a circular obstacle inside a ball in R
2
, in S
2
and in D2. In each of these surfaces, the domain is a ball of radius 1 from which a
smaller ballcalled the obstaclehas been removed. In this appendix, obstacles of
radius r = 0.1, 0.01 and 0.001 are considered for the computation of the eigenvalues 3, 4
and 5. Thanks to symmetry of the domain, it is sucient to consider obstacles centred at
a point (x, 0) ∈M . Hence, let denote by Brx,M the ball of radius r, centred in (x, 0) ∈M .
Furthermore, let λr,∗k,M be the maximumwith respect to the location of the obstacleof
the k-th eigenvalue and let (xr,∗k,M , 0) be the centre of the obstacle of radius r where this
maximum is attained.
Tables C.2, C.3 and C.4 present the value of λr,∗k,M together with the position of the
centre xr,∗k,M , for k = 3, 4, 5, for r = 0.1, 0.01, 0.001 and for M = R
2,S2,D2.
Moreover, Figures C.1 to C.9 show the evolution of λk,M(B
r
x,M ) with respect to the
location x of the centre of the obstacle, for k, M and r as above. In each of these gures,
three couples of graphs are plotted corresponding to the three dierent values 0.1, 0.01
and 0.001 of the radius r of the obstacle. The blue plain curves correspond to computa-
tions without masslumping and the red dashed ones to computations with masslumping.
Eigenvalues computed for the radius 0.1 are larger than those for the radius 0.01, which
are larger than those for the radius 0.001 as expected by domain monotonicity. Moreover,
the maximum of each graph is emphasized with a small vertical blue dashed segment,
whereas the long vertical black dashed segment indicates the abscissa of the point where
uk,M(B1) attains its maximum, where uk,M (B1) denotes the k-th eigenfunction dened
on the ball of radius 1 without obstacle in M .
Observe that for k = 3 and 5, as r becomes smaller and smaller, the maximum of
λr,∗k,M is achieved by a point closer and closer to a point maximizing uk(B1). On the
contrary for the fourth eigenvalue, the position of the obstacle has less inuence on λr,∗4,M .
Indeed, u4(B1) has nodal lines passing through the centre of the ball. Hence, adding a
small obstacle near a nodal line with Dirichlet condition on its boundary does not aect
too much the eigenfunction and a fortiori the eigenvalue. Because of the orthogonality
of the eigenfunctions, the same argument does not apply for the fth eigenfunction. In
that case, the obstacle is not near a nodal line. See Figure C.13 representing the rst
fteen eigenfunctions uk,R2(B1).
Finally, Figures C.10 to C.12 display a comparison inM = R2,S2,D2 of the evolution
of the k-th eigenvalue λk,M(B
0.001
x,M ) with respect to the location x of the centre of the
obstacle, k = 3, 4, 5. The small variations of the curves plotted seem to be caused by
sudden modications of the mesh near the obstacle.
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Table C.2: Maximal value λr,∗
k,R2
of the k-th eigenvalue of the ball in R2 with an obstacle
centred at (xr,∗
k,R2
, 0), k = 3, . . . , 5.


centre of
the optimal
obstacle

 Approximations obtained for theEigenvalue optimal domain with an obstacle of radius
0.1 0.01 0.001
λr,∗
3,R2
(xr,∗
3,R2
) 20.206 (0.38) 17.139 (0.43) 16.558 (0.447)
λr,∗
4,R2
(xr,∗
4,R2
) 27.400 (0.43) 26.403 (0.44) 26.389 (0.444)
λr,∗
5,R2
(xr,∗
5,R2
) 31.838 (0.41) 28.765 (0.5) 28.204 (0.52)
Table C.3: Maximal value λr,∗
k,S2
of the k-th eigenvalue of the ball in S2 with an obstacle
centred at (xr,∗
k,S2
, 0), k = 3, . . . , 5.


centre of
the optimal
obstacle

 Approximations obtained for theEigenvalue optimal domain with an obstacle of radius
0.1 0.01 0.001
λr,∗
3,S2
(xr,∗
3,S2
) 20.596 (0.4) 17.288 (0.44) 16.681 (0.452)
λr,∗
4,S2
(xr,∗
4,S2
) 28.622 (0.45) 27.517 (0.46) 27.501 (0.463)
λr,∗
5,S2
(xr,∗
5,S2
) 31.706 (0.39) 29.746 (0.46) 29.257 (0.487)
Table C.4: Maximal value λr,∗
k,D2
of the k-th eigenvalue of the ball in D2 with an obstacle
centred at (xr,∗
k,D2
, 0), k = 3, . . . , 5.


centre of
the optimal
obstacle

 Approximations obtained for theEigenvalue optimal domain with an obstacle of radius
0.1 0.01 0.001
λr,∗
3,D2
(xr,∗
3,D2
) 18.161 (0.39) 15.600 (0.44) 15.101 (0.453)
λr,∗
4,D2
(xr,∗
4,D2
) 24.102 (0.43) 23.302 (0.46) 23.291 (0.455)
λr,∗
5,D2
(xr,∗
5,D2
) 28.654 (0.45) 25.436 (0.53) 24.911 (0.548)
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Figure C.1: Evolution of the third eigenvalue λ3,R2(B
r
x,R2) with respect to the abscissa x
of the location (x, 0) of the centre of the obstacle.
Figure C.2: Evolution of the fourth eigenvalue λ4,R2(B
r
x,R2) with respect to the abscissa
x of the location (x, 0) of the centre of the obstacle.
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Figure C.3: Evolution of the fth eigenvalue λ5,R2(B
r
x,R2) with respect to the abscissa x
of the location (x, 0) of the centre of the obstacle.
Figure C.4: Evolution of the third eigenvalue λ3,S2(B
r
x,S2) with respect to the abscissa x
of the location (x, 0) of the centre of the obstacle.
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Figure C.5: Evolution of the fourth eigenvalue λ4,S2(B
r
x,S2) with respect to the abscissa
x of the location (x, 0) of the centre of the obstacle.
Figure C.6: Evolution of the fth eigenvalue λ5,S2(B
r
x,S2) with respect to the abscissa x
of the location (x, 0) of the centre of the obstacle.
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Figure C.7: Evolution of the third eigenvalue λ3,D2(B
r
x,D2) with respect to the abscissa x
of the location (x, 0) of the centre of the obstacle.
Figure C.8: Evolution of the fourth eigenvalue λ4,D2(B
r
x,D2) with respect to the abscissa
x of the location (x, 0) of the centre of the obstacle.
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Figure C.9: Evolution of the fth eigenvalue λ5,D2(B
r
x,D2) with respect to the abscissa x
of the location (x, 0) of the centre of the obstacle.
Figure C.10: Comparison of the evolution of the third eigenvalue λ3,M (B
0.001
x,M ) with
respect to the abscissa x of the location (x, 0) of the centre of the obstacle in M =
R
2,S2,D2.
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Figure C.11: Comparison of the evolution of the fourth eigenvalue λ4,M (B
0.001
x,M ) with
respect to the abscissa x of the location (x, 0) of the centre of the obstacle in M =
R
2,S2,D2.
Figure C.12: Comparison of the evolution of the fth eigenvalue λ5,M (B
0.001
x,M ) with respect
to the abscissa x of the location (x, 0) of the centre of the obstacle in M = R2,S2,D2.
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C.3 Representation of the rst fteen eigenfunctions on a
ball in R
2
.
The rst fteen eigenfunctions on a ball in R
2
are displayed in this section. As pre-
dicted by the separation of variables providing the analytic solutions, the eigenfunctions
associated to a simple eigenvalue are radial functions, whereas they are periodic functions
for multiple eigenvalues. In the latter case, the nodal linesnamely the curves where an
eigenfunction vanishesare lines passing through the centre.
Figure C.13: First fteen eigenfunctions on a ball in R
2
.
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