A Class of Hamiltonians for a Three-Particle Fermionic System at
  Unitarity by Correggi, M. et al.
ar
X
iv
:1
50
5.
04
13
2v
2 
 [m
ath
-p
h]
  2
 Se
p 2
01
5
A Class of Hamiltonians for a Three-Particle Fermionic System at
Unitarity
M. Correggi1, G. Dell’Antonio2,3, D. Finco4, A. Michelangeli3,5, A. Teta2
1. Dipartimento di Matematica e Fisica, Universita` degli Studi Roma Tre
Largo San Leonardo Murialdo 1, 00146 Roma, Italy
2. Dipartimento di Matematica, ”Sapienza” Universita` di Roma
P.le A. Moro 5, 00185 Roma, Italy
3. Scuola Internazionale Superiore di Studi Avanzati
Via Bonomea 265, 34136 Trieste, Italy
4. Facolta` di Ingegneria, Universita` Telematica Internazionale Uninettuno
Corso V. Emanuele II 39, 00186 Roma, Italy
5. Institute of Mathematics, LMU Munich
Theresienstr. 39, 80333 Munich, Germany
October 10, 2018
Abstract
We consider a quantum mechanical three-particle system made of two identical fermions of
mass one and a different particle of mass m, where each fermion interacts via a zero-range force
with the different particle. In particular we study the unitary regime, i.e., the case of infinite two-
body scattering length. The Hamiltonians describing the system are, by definition, self-adjoint
extensions of the free Hamiltonian restricted on smooth functions vanishing at the two-body
coincidence planes, i.e., where the positions of two interacting particles coincide.
It is known that for m larger than a critical value m∗ ≃ (13.607)−1 a self-adjoint and lower
bounded Hamiltonian H0 can be constructed, whose domain is characterized in terms of the
standard point-interaction boundary condition at each coincidence plane.
Here we prove that for m ∈ (m∗,m∗∗), where m∗∗ ≃ (8.62)−1, there is a further family of self-
adjoint and lower bounded Hamiltonians H0,β , β ∈ R, describing the system. Using a quadratic
form method, we give a rigorous construction of such Hamiltonians and we show that the elements
of their domains satisfy a further boundary condition, characterizing the singular behavior when
the positions of all the three particles coincide.
1 Introduction
The theoretical analysis of the quantum mechanical three-body problem with pairwise zero-range
interactions is a subject to considerable interest in the physics of cold atoms. This is essentially due
to the recently achieved possibility to realize experimental conditions where the interaction is well
described by a zero-range force, in particular in the unitary limit. Roughly speaking, unitary limit
means that the two-body interaction is characterized by a zero-energy resonance or, equivalently,
by an infinite value of the scattering length. The correct definition of the model, the occurrence of
the Efimov effect and the analysis of the stability problem, i.e., the existence of a finite lower bound
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for the Hamiltonian, have been widely studied both in the physical [BH, CMP, CT, CW, KM, TC,
WC1, WC2] and in the mathematical [CDFMT, DFT, FM, FT, MS, M1, M3, M4] literature.
Here we consider the 2 + 1 fermionic problem, where two identical fermions of mass one interact
with a particle of different nature and mass m at unitarity. Setting ~ = 1, the formal Hamiltonian
of the system reads
H = − 1
2m
∆x0 −
1
2
∆x1 −
1
2
∆x2 + µδ(x1 − x0) + µδ(x2 − x0), (1.1)
where the fermions are labelled by 1, 2 and µ ∈ R. We denote vectors in Rd by bold-face symbols
x, while we will set x = |x|. Extracting the center of mass motion and introducing the relative
coordinates yi = x0 − xi, i = 1, 2, we can reduce to study the formal operator
H = −∆y1 −∆y2 −
2
m+ 1
∇y1 · ∇y2 + µδ(y1) + µδ(y2). (1.2)
Due to the symmetry constraint, the Hamiltonian acts on the Hilbert space given by square integrable
functions which are antisymmetric under exchange y1 → y2, i.e.,
L2f (R
6) =
{
Ψ ∈ L2(R6)
∣∣ Ψ(y1,y2) = −Ψ(y2,y1)} . (1.3)
There are several possible ways to give the formal expression (1.2) a mathematically rigorous
meaning, where the formal coupling constant µ must be replaced by a new renormalized parameter.
A typical approach which exploits the theory of self-adjoint extensions of symmetric operators goes
through the analysis of the symmetric operator given by the free kinetic energy of the three particles
acting on the domain of regular functions vanishing on the planes {yi = 0}, i = 1, 2, i.e., where
the point interaction is supported. Such operators are not self-adjoint but only symmetric, and
they admit a huge number of self-adjoint extensions (both deficiency indices equal +∞). Among
all possible extensions a special role is played by a rather small class, the so-called Skornyakov Ter-
Martirosyan (STM) operators, which are the natural generalization to the three-body case of the
Schro¨dinger operator with a point interaction in the two-body case, and come up with a domain of
functions that, as we shall discuss in a moment, have the expected asymptotic behaviour prescribed
by physical heuristics, whenever two particles come on top of each other.
This is a major point that we want to emphasize already at this qualitative stage, before proceed-
ing with the details and remarking it further once the appropriate notation will be set up. Indeed,
the result of our work here is two-fold. On the one hand we construct a class of self-adjoint operators
for our three-body system (see Proposition 2.1), by means of the corresponding quadratic forms,
which are all of the STM form, namely reproduce the “physical” boundary condition in the vicinity
of the coincidence planes {yi = 0}, and in which the scattering length of the two-body, zero-range
interaction is set to infinity (the so-called “unitary regime”). On the other hand, we show that, pre-
cisely in the same regime of masses determined in the physical literature through formal arguments,
in the domain of each such Hamiltonian certain (“most singular”) wave-functions display a further
asymptotic behaviour in the vicinity of the triple coincidence point {y1 = y2 = 0}, a behaviour that
we can cast in the form under which is usually known in the physical literature (see Proposition 2.2
and Remark 2.8).
The existence, for a special regime of masses, of additional STM extensions besides the natural
(“Friedrichs”) extension that we constructed and studied in a previous work of ours [CDFMT] was
already known in the case of finite scattering length. We now build these extra STM extensions also
at unitarity, we reproduce for each of them the physical triple-point asymptotics, and we show that
in the present case of infinite scattering length the regime of masses for the existence of such STM
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extensions is larger than the corresponding regime found recently in the mathematical literature
[M3, M4] for finite scattering length, and it coincides precisely with the regime of masses predicted
by physical heuristics.
In order to develop these arguments, let us quickly revisit first the construction of a point in-
teraction between two particles in 3 dimensions and then the natural STM generalisation for three
particles. For a two-particle system it is known (see, e.g., [AGH-KH]) that, extracting the center
of mass motion and denoting by x the relative coordinate, the self-adjoint operator describing the
Hamiltonian hα with zero-range interaction has a domain consisting of functions Ψ(x), which have
the following asymptotics when x→ 0:
Ψ(x) =
q
4π|x| + αq + o(1), as |x| → 0, (1.4)
where q ∈ C is a complex number uniquely associated with Ψ and α ∈ R labels the self-adjoint
extension. Moreover, hα acts as the free Laplacian outside the origin. More precisely, the Hamiltonian
can be defined as follows
D(hα) =
{
ψ ∈ L2(R3)
∣∣ ψ = φ+ qG, φ ∈ H˙2(R3), q ∈ C, φ(0) = αq} ,
hαψ = −∆φ, (1.5)
where
G(x) :=
1
4π|x| (1.6)
and H˙n(Rd) denotes the homogeneous space of functions u such that |k|nuˆ(k) ∈ L2(Rd). We recall
that functions in H˙n(Rd) are in particular continuous, so that the value of the function at the origin
φ(0) is well defined. Moreover it can be easily seen that the condition φ(0) = αq in (1.5) is equivalent
to (1.4). The physical meaning of the parameter α is related to the notion of scattering length, which
for such model equals (−4πα)−1. The free Hamiltonian is recovered for α → ∞, while particularly
relevant for our purposes is the case α = 0, corresponding to infinite scattering length. Notice that
the Hamiltonian h0 admits a zero-energy resonance, provided by the function (1.6). Indeed G locally
belongs to D(h0) or, more precisely, it satisfies all the conditions in (1.5) but the required decay at
|x| → ∞ to ensure that the function belongs to L2(R3) (G /∈ L2(R3) but G ∈ L2loc(R3)). Moreover,
according to the action of the operator described in (1.5)
h0G = 0.
The above considerations lead to define a STM operator H˜α for our 2 + 1 fermionic system on a
domain given by functions Ψ belonging to
H2f
(
R
6 \ ∪i=1,2{yi = 0}
) ∩ L2f (R6),
such that
Ψ(y1,y2) =
(−1)i+1ξ(yj)
4π|yi| + α(−1)
i+1ξ(yj) + o(1), as |yi| → 0, i, j = 1, 2, i 6= j, (1.7)
where ξ is a smooth (i.e., C∞0 (R
3)) complex function defined on R3, uniquely associated with Ψ.
Moreover, H˜α acts as the free Hamiltonian outside the planes {yi = 0}. The STM operator is
symmetric but not self-adjoint and then one can investigate the existence of possible self-adjoint
extensions.
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In [CDFMT] we have approached the problem using the theory of quadratic forms in Hilbert
spaces (for a different approach see, e.g., [M1, M3, M4]). In particular we have introduced the
following quadratic form which can be easily seen (see, e.g., [CFT]) to be the most natural one
associated to the STM operator H˜0
D [F0] =
{
u ∈ L2f (R6)
∣∣ u = w + Gξ, w ∈ H˙1f (R6), ξ ∈ H˙1/2(R3)} , (1.8)
F0[u] = F [w] + 2Φ0[ξ], (1.9)
F [w] =
∫
R6
dk1dk2
(
k21 + k
2
2 +
2
m+1k1 · k2
)
|wˆ(k1,k2)|2 , (1.10)
Φ0[ξ] = 2π
2
√
m(m+ 2)
m+ 1
∫
R3
dp p |ξˆ(p)|2 +
∫
R6
dpdq
ξˆ∗(p)ξˆ(q)
p2 + q2 + 2m+1p · q
, (1.11)
where fˆ denotes the Fourier transform of f (recall that the label 0 does not stand for the free
Hamiltonian but rather for the Hamiltonian with α = 0, i.e., with infinite two-body scattering
length). Moreover the “potential” generated by the “charge” ξ (we will often use this terminology
borrowed from electrostatics) is defined by
(
Ĝξ
)
(k1,k2) =
ξˆ(k1)− ξˆ(k2)
k21 + k
2
2 +
2
m+1k1 · k2
. (1.12)
One of the result proven in [CDFMT] is that there exists a critical value of the mass m⋆, approxi-
mately given by
m⋆ ≃ 0.0735 = (13.607)−1, (1.13)
such that, if m > m⋆ the quadratic form F0 is closed and bounded from below (in fact positive)
on its domain, so defining a self-adjoint operator H0 which turns out to be the Friedrichs extension
of H˜0. On the other hand, for m < m
⋆ it is shown that the form is unbounded from below, which
implies that the operator can not be at the same time self-adjoint and bounded from below (see,
e.g., [FT, Proposition 4.1]).
In the stable case m > m⋆, H0 is the following operator
D(H0) =
{
u ∈ L2f (R6)
∣∣ u = w + Gξ, w ∈ H˙2f (R6), ξ ∈ D0,∫
R3
dk′ wˆ(k′,k) =
(
Γ̂0ξ
)
(k)
}
H0u = Hfreew, (1.14)
where Hfree is the free Laplacian in the center of mass coordinates, i.e., the multiplication operator
by k21 + k
2
2 +
2
m+1k1 · k2 in Fourier transform, Γ0 is the self-adjoint operator in L2(R3) associated
with the closed and positive quadratic form Φ0, i.e.,
(
Γ̂0ξ
)
(p) := 2π2
√
m(m+ 2)
(m+ 1)2
p ξˆ(p) +
∫
R3
dq
ξˆ(q)
p2 + q2 + 2m+1p · q
, (1.15)
and D0 is its natural domain of self-adjointness. It is easy to verify that if u ∈ D(H0) then the
condition (1.7) is satisfied for ξ ∈ D0 and α = 0. Indeed, applying the Fourier transform, (1.7) can
be translated into the boundary condition∫
|k′|≤N
dk′ uˆ(k,k′) = N ξ(k) + o(1), as N →∞, (1.16)
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which is satisfied by any function in D(H0). Such results extend to the case of N fermions of one
species interacting with a different test particle, although in that case the condition on the mass for
stability is not optimal.
At least at a numerical or heuristic level, it is however known, as discussed, e.g., in [CT, WC1],
that there are other possible extensions of the STM operator for α = 0 (for the characterization of
the extensions in the case α 6= 0 see [M3, M4]). More precisely, there exists m⋆⋆ > m⋆, approximately
given by
m⋆⋆ ≃ 0.116 = (8.62)−1,
such that for
m⋆ < m < m⋆⋆ (1.17)
there exists a family of self-adjoint extensions of H˜0 whose domains are given by functions decom-
posing as in D(H0) but with singular charges ξ not belonging to H
1/2(R3). More precisely, their
asymptotic behavior is characterized as follows
ξˆ(k) = ξ˜n(k)Y
n
1 (ϑk, ϕk) , n = −1, 0, 1 (1.18)
with
ξ˜n(k) ∝ q
k2−s
+
βq
k2+s
+ o(k−2−s), as k →∞, (1.19)
where Y nl denotes the spherical harmonics of indices (l, n), q is a complex number, β ∈ R is a
parameter labeling such operators and 0 < s = s(m) < 1 is another parameter depending on the
mass m (see next Section for further details). Notice that the 3 dimensional Fourier anti-transform
of k−2+s does not belong to H˙1/2(R3) for any s > 0, since the function does not decay sufficiently
fast as k →∞. In terms of self-adjoint extensions the one studied in [CDFMT] belongs to the family
and is (formally) recoverd for β = +∞. Such an extension has indeed the smallest possible domain
(Friedrichs extension), whereas the one with β = 0 show the largest domain (Krein extension).
It is worth noticing that the parameter s(m) is determined by requiring that a charge of the form
k−2+s Y n1 (ϑk, ϕk) is formally in the kernel of the operator (1.15) (see eq. (2.1) below). As we shall
see, the existence of charges of the form (1.18), (1.19) implies a further boundary condition satisfied
by the wave function at the triple coincidence point y1 = y2 = 0. Therefore, following the analogy
with the two-body case, one can say that in the special case β = 0 the Hamiltonian exhibits a
“three-body resonance”.
The aim of this paper is to give a rigorous construction of such self-adjoint extensions. Following
the line of [CDFMT], the method of the proof is again based on the theory of quadratic forms in
Hilbert spaces. In Section 2 we give the precise formulation of the problem and state the main
results. The proofs are postponed in Section 3. The Appendices collect some technical results used
in the rest of the paper.
Acknowledgments. This work was partially supported by the MIUR-FIRB grant 2012 “Dispersive
dynamics: Fourier analysis and variational methods”, code RBFR12MXPO (D.F.), the MIUR-FIR
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in Residence” grant (A.M.). Part of this work has been carried out during a visit of A.M. and M.C.
at CIRM (Fondazione Bruno Kessler), Trento, funded by a 2013 Research in Pairs CIRM grant, as
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by a “CAS-LMU Research in Residence” grant.
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2 Main Results
In this section we formulate the main results contained in the paper. First we introduce a suitable
quadratic form and prove its closedness. Next we derive the self-adjoint operator associated with
such form which turns out to be a self-adjoint extension of the STM operator. Finally the end of the
Section is devoted to some comments and remarks.
2.1 Quadratic form
We introduce here the main object under investigation, namely the quadratic form F0,β and study
its properties. We start by defining the critical masses which will play a crucial role in the following
analysis. For any s ∈ [0, 1], we consider the equation
π
√
m(m+ 2)
(m+ 1)2
+
∫ 1
−1
dt t
∫ ∞
0
dp
ps
p2 + 1 + 2m+1 tp
= 0, (2.1)
As we mentioned in the introduction, such an equation follows by imposing that the function
k−2+s Y n1 (ϑk, ϕk) is formally in the kernel of the operator (1.15) and therefore it corresponds to
a “three-body resonance” condition.
One can show (see proposition A.2) that (2.1) has a unique solution m(s), monotonically increasing
in s. We call s(m) the inverse function of m(s), namely the unique solution of (2.1) w.r.t. s, for
given m > 0. The most relevant quantities are introduced in the next definition.
Definition 2.1 (Critical masses).
We define the critical masses m⋆ < m⋆⋆ as
m⋆ := m(0) ≃ 0.0735, m⋆⋆ := m(1) ≃ 0.116. (2.2)
From now on we fix the value of the mass m in such a way that
m⋆ < m < m⋆⋆. (2.3)
We also denote for short
β := {βn}n∈{−1,0,+1} , (2.4)
with βn ∈ R ∪ {+∞}. The quadratic form we are going to study is the following
D [F0,β] =
{
u ∈ L2f (R6)
∣∣ u = w + Gη,w ∈ H˙1f (R6), η ∈ H−1/2(R3), η = ξ + +1∑
n=−1
qnΞ
−
n ,
ξ ∈ H˙1/2(R3), qn ∈ C
}
, (2.5)
F0,β[u] = F [w] + 2Φ0[ξ] +
+1∑
n=−1
βn |qn|2 (2.6)
with
Ξ̂−n = ξ˜−Y n1 , ξ˜
−(k) =
1
k2−s(m)
(2.7)
Before stating the main result it is worth discussing further the above expression of the quadratic
form. First of all the quadratic form discussed in [CDFMT] is obtained for βn = +∞, which in turn
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implies qn = 0 for all n. Moreover the quadratic form F0,β is a perturbation of the quadratic form
associated with the free Hamiltonian Hfree, which is supported on the coincidence planes {yi = 0},
i.e., a zero-range perturbation. Concerning the regularity class of the charges, we stress that the
assumption η ∈ H−1/2(R3) is a necessary condition implied by the requirement
u = w + Gη ∈ L2f (R3) , with w ∈ H˙1f (R6). (2.8)
This fact will be discussed in details in Appendix B. Notice that k−1/2Ξ−n (k) is L2-summable for
large k if and only if
s(m) < 1, or equivalently, m < m⋆⋆. (2.9)
We also note that the assumption η ∈ H−1/2(R3) imposes a further constraint on the behavior of
the charge ξˆ(k) only for k small. More precisely, for 0 < s(m) ≤ 1/2 the charge ξˆ must compensate
the singularity at the origin of ξ˜− in order to have ηˆ ∈ L2loc(R3) (recall that η ∈ H−1/2(R3) implies
ηˆ ∈ L2loc(R3)). For 1/2 < s(m) < 1 one has ξ˜− ∈ L2loc(R3) and then also ξˆ ∈ L2loc(R3). Therefore, in
this case we have ξ ∈ H1/2(R3).
The main result about the quadratic form F0,β is formulated in the next theorem, proved in Section
3.1.
Theorem 2.1 (Closedness of F0,β).
For any m⋆ < m < m⋆⋆ and β, the quadratic form F0,β is closed and bounded from below on the
domain D [F0,β].
Remark 2.1 (Boundedness from below of F0,β).
From the proof of Proposition 3.1 it is clear that the quadratic form F0,β is positive for βn ≥ 0 for
any n = −1, 0,+1, while if βn < 0 for some n a lower bound is explicitly given by
E0(m) = −
[
2(1− s(m)) D1c1 +D2(D1 + 1)
D1D2c1
max
n∈{−1,0,+1}
|βn|
]1/s(m)
, (2.10)
where c1,D1,D2 are finite constants inherited from previous inequalities in the proof (see Section 3.1
and specifically (3.13) and (B.4)). Notice that E0 → −∞ as m→ m⋆ and E0 → 0 as m→ m⋆⋆.
Remark 2.2 (Parameter s(m)).
By direct inspection of the proof one can realize that the parameter s(m) can be replaced with any
positive real number 0 < s < 1, i.e., not solving the algebraic equation (2.1), and the closedness of
F0,β would not be affected. On the other hand, the corresponding self-adjoint operator is an extension
of the STM operator if and only if s = s(m) (see next Section 2.2).
2.2 Self-adjoint extensions of the STM operator
We are now able to introduce the operator associated with F0,β. We set
D (H0,β) =
{
u ∈ L2f (R6)
∣∣ u = w + Gη,w ∈ H˙2f (R6), η ∈ H−1/2(R3), η = ξ + +1∑
n=−1
qnΞ
−
n ,
Γ0ξ ∈ L2(R3), qn ∈ C,
∫
R3
dk′ wˆ(k′,k) =
(
Γ̂0ξ
)
(k),
βnqn = 2 lim
ε→0
(
Ξ−n ,Γ0ξ
)
L2(R3ε)
}
H0,βu = Hfreew, (2.11)
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where Γ0ξ is given by the following expression(
Γ̂0ξ
)
(p) := 2π2
√
m(m+ 2)
(m+ 1)2
p ξˆ(p) +
∫
R3
dq
ξˆ(q)
p2 + q2 + 2m+1p · q
, (2.12)
and we have denoted for short
R
d
ε :=
{
k ∈ Rd
∣∣ k ≥ ε} . (2.13)
In the previous definitions Γ0 has to be understood as the formal action of the integral operator
(2.12), without any reference to its counterpart as operator on a Hilbert space. Note however that if
Γ0 given in (2.12) is properly restricted to its maximal domain within the Hilbert space L
2(R3), then
it coincides with positive, self-adjoint operator associated with the quadratic form Φ0 with maximal
domain (Friedrichs extension). A closer inspection on the condition Γ0ξ ∈ L2(R3) reveals that it
is certainly satisfied by H1−functions since both the diagonal and off-diagonal term in (2.12) can
be easily bounded by the H1−norm of ξ. However, there exist H1/2−functions ξ so that both the
diagonal and off-diagonal terms are not in L2(R3) but their sum, i.e., Γ0ξ, is finite almost everywhere
and defines a function in L2(R3). Concerning the operator H0,β, in Section 3.2 we prove the following
theorem.
Theorem 2.2 (Self-adjointness of H0,β).
For any m⋆ < m < m⋆⋆ and β, the operator H0,β with domain D(H0,β) is self-adjoint and bounded
from below, and its quadratic form is F0,β.
Remark 2.3 (Comparison with [M2]).
As already pointed out, in [M2] it was studied the case α ∈ R by an operator theoretical approach:
by studying the deficiency indeces of the STM operator, it is proven that the STM operator admits a
one parameter family of self-adjoint extensions whenever
m < m˜⋆⋆, with m˜⋆⋆ ≃ 0.0812 (2.14)
A direct comparison with our result immediately shows that the region above m⋆ where such self-
adjoint extensions exist is narrower, since trivially
m˜⋆⋆ < m⋆⋆. (2.15)
It is important to remark however that the threshold m⋆⋆ is the one obtained by heuristic arguments
in the physics literature (see [W, p. 45] or [E]) for the unitary regime α = 0.
Remark 2.4 (Operator theoretical approach).
The possible discrepancy with the result obtained in [M2] motivates a comment about the differences
in the approach to the problem. Indeed the work [M2] is based on a standard operator theoretical
analysis of the deficiency indeces of the STM operator for α ∈ R. More precisely the deficiency
spaces turn out to be subspaces of the space of charges η, living on the coincidence planes {xi = xj}.
Such methods apply as well to the case α = 0. However what makes the extension non trivial is that,
while for α 6= 0 the condition η ∈ L2(R3) is required and the usual theory of operators in Hilbert spaces
can be applied, on the opposite for α = 0 the space of charges is much larger, i.e., η ∈ H−1/2(R3)
(see Appendix B). At the level of quadratic forms this can be easily understood by observing that if
α 6= 0 an additional term proportional to α ‖η‖2L2(R3) arises and therefore the assumption η ∈ L2(R3)
can not be avoided to obtain a meaningful expression. Obviously for α = 0 such a term is absent
and the only constraint to η is Gη ∈ L2loc(R6), which yields the condition η ∈ H−1/2(R3) as proven
in Appendix B.
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In the next proposition we establish the relation between H0,β and the STM operator.
Proposition 2.1 (STM extensions).
The operator H0,β with domain D(H0,β) is a self-adjoint extension of the STM operator H˜0.
The domain of H0,β contains also charges with a singular behavior for k → ∞. More precisely,
denoting
ν(m) :=
8π
m+ 1
∫ ∞
1
dp
1
p
∫ 1
0
dt t2
∫ 1/p
0
dq
q1−s(m)
(q2 + 1)2 − 4
(m+1)2
q2
, (2.16)
we prove the following result.
Proposition 2.2 (Charge asymptotics).
The domain D(H0,β) (recall (2.4) and (2.11)) contains charges η(k) such that
ηˆ(k) =
1∑
n=−1
η˜n(k)Y
n
1 (ϑk, ϕk),
η˜n(k) ∼
k→∞
qn
k2−s(m)
+
rn
k2+s(m)
+ o(k−2−s(m)) , (2.17)
rn =
βn
ν(m)
qn. (2.18)
The above propositions will be proved in Section 3.2. Here we notice that (2.18) represents a further
boundary condition (see the analogy with (1.4)) satisfied by the elements of D(H0,β), besides the
standard boundary condition characterizing the STM operator (1.7). Condition (2.18) is equivalent
to the boundary condition known in the physical literature characterizing the behavior of the wave
function at short distances (see, e.g., [WC1]).
Let us conclude this Section on our main results with a few additional remarks that clarify the
relevance of our work.
Remark 2.5 (Boundedness from below of H0,β).
The lower bound discussed in Remark 2.1 clearly applies to H0,β too, and therefore H0,β is a positive
operator if βn ≥ 0, whereas it is semi-bounded if some βn < 0, with the r.h.s. of (2.10) providing a
bound from below.
Remark 2.6 (Parameter s(m) and STM extensions).
As anticipated in the Remark 2.2 the specific choice s = s(m) is crucial only to capture STM-type
operators. The above Proposition indeed guarantees that, if such a choice is made, H0,β extends the
STM operator. However one can also realize that the converse is true, namely if s 6= s(m) then there
is still a self-adjoint operator H0,β which however is not an extension of H˜0. A simple way to prove
this is by looking at the first boundary condition in (2.11): whenever s = s(m), the formal action of
Γ0 on Ξ
−
n identically vanishes (see (3.52)), i.e., Γ0Ξ
−
n = 0, so that the condition can be rewritten∫
R3
dk′ wˆ(k′,k) =
(
Γ̂0η
)
(k), (2.19)
i.e., on the r.h.s. ξ can be replaced with η, the full charge. This qualifies the STM extensions, since
if it applies, any wave function in D(H0,β) has the STM behavior (1.7) on the planes where the
interaction is supported, i.e.,
Ψ(y1,y2) =
(−1)i+1η(yj)
4π|yi| + α(−1)
i+1η(yj) + o(1), as |yi| → 0, i, j = 1, 2, i 6= j. (2.20)
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Obviously the same does not hold for a generic s 6= s(m), since the boundary condition can not be
cast in the (2.19) form.
Remark 2.7 (Self-adjoint extension above m⋆⋆).
As discussed in the previous Remark the self-adjoint extensions considered in this paper exist only
for m < m⋆⋆. For m > m⋆⋆ no such extension exists and the STM operator is in fact essentially
self-adjoint. The unique self-adjoint extension is for m > m⋆⋆ the one studied in [CDFMT], or the
one corresponding formally to β = +∞: by taking β = +∞ we mean that q = 0 for any charge η and
therefore functions in the domain of the operator have no singularity at the triple point {x1 = x2 = 0}
(see next Remark 2.8).
Remark 2.8 (Asymptotics at the triple coincidence point).
The second boundary condition in (2.11) can be interpreted also as a prescription about the asymptotic
behavior of singularities in position space at y1 = y2 = 0, i.e., when the positions of the three particles
coincide. Indeed, if we look at the behavior of the potentials generated by ξ˜− and ξ˜+, we have by
scaling
G(ξ˜−Y n1 )(µy1, µy2) =
1
µ2+s
G(ξ˜−Y n1 )(y1,y2), G(ξ˜+Y n1 )(µy1, µy2) =
1
µ2−s
G(ξ˜+Y n1 )(y1,y2).
Therefore we have
Gη(µyˆ1, µyˆ2) ∼
µ→0
1
µ2
(
g1(m)
q
µs
+ g2(m)
βq
ν(m)
µs + o(µs)
)
, (2.21)
where we have denoted by yˆi any unit vector in R
3, i.e., such that |yˆi| = 1, and1
g1,2(m) =
1
(2π)3
∫
R3
dk1dk2
eik1·yˆ1+ik2·yˆ2
k21 + k
2
2 +
2
m+1k1 · k2
{
Y1,n(ϑ1, ϕ1)
k
2±s(m)
1
− Y1,n(ϑ2, ϕ2)
k
2±s(m)
2
}
. (2.22)
We see that the coefficients of the two more singular terms must be proportional as is customary
stated in the physical literature [WC1, note 43].
Remark 2.9 (Further extensions for ℓ > 1).
A priori one could imagine of reproducing the analysis performed here within any sector with angular
momentum ℓ > 1 odd, and therefore costruct other families of self-adjoint extensions of the STM
operator with a larger domain in the subspace of charge with angular momentum ℓ > 1. Obviously
this would introduce further threshlolds m⋆⋆ℓ depending on ℓ for the existence of such extensions,
which are allowed only for m < m⋆⋆ℓ . However the analysis contained in Appendix A shows that m
⋆⋆
ℓ
is a decreasing function of ℓ (see Lemma A.1), i.e., m⋆⋆ℓ ≤ m⋆⋆3 for any ℓ ≥ 3 odd, and already for
ℓ = 3 one has (A.9)
m⋆⋆3 < m
⋆. (2.23)
Hence all those possible extensions are certainly unbounded from below. This is why we do not
investigate this question further.
It is worth to comment further on the peculiar structure of the 3-body Hamiltonians constructed
and discussed in this work, which is typical for self-adjoint extensions of bounded-below symmetric
operators (in our case, the operator H˜0 we started with). Our findings first of all recover the natural
self-adjoint Hamiltonian of STM type H0,∞ (that is, β =∞ in the present notation): this is precisely
1Note that by rotational invariance g1,2 are both independent of yˆ1,2.
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the Hamiltonian associated with the quadratic form F0 defined in (1.8)-(1.11). Next to it, for each
fixed m in the considered regime, all other Hamiltonians H0,β have been obtained by enlarging the
domain of the quadratic form F0, as done in (2.5)-(2.6), and this enlargement consisted of adding
each time a one-dimensional subspace of charges spanned by a function that has, radially in the
momentum coordinate, the singularity ξ−(k) = k−2+s(m). This is a general fact for the quadratic
form of each extension of a semi-bounded symmetric operator, that is, such a form is defined also
on a suitable additional one-dimensional subspace of the defect subspace of the initial operator (see,
e.g., [AS, B]).
In our case, we see that the singular behaviour of the extra charge qualifies the domain of the
extended quadratic form. We then demonstrated that for each such enlarged forms the domain of
the corresponding self-adjoint Hamiltonian not only reproduces the standard STM condition at the
coincidence hyperplane, but it is further characterised by an additional relation between the extra
(singular) charge and the regular charge – this is the second condition in (2.11). Last, and physically
most relevant, we cast this constraint on the singular charge in a form (2.18) that, when applicable,
has a natural interpretation as boundary condition of the three-body wave function at the triple
coincidence point (2.21).
In short we may say that, fixed m, each Hamiltonian of the class considered in this work is
eventually characterised by the worse (most singular) behaviour that the wave-functions of its domain
undergo in the vicinity of the triple coincidence point.
3 Proofs
3.1 Closedness of the quadratic form
This Section is devoted to the proof of the closedness of the quadratic form F0,β on the domain
D [F0,β] given by (2.5).
The first trivial but useful observation it that the quadratic form Φ0 acting on the charge is invariant
under rotations, i.e., it is block diagonal in the subspace decomposition of the Hilbert space induced
by eigenvectors of the angular momentum. More precisely, let us introduce the subspaces
Hℓ =
{
η ∈ L2(R3) | ηˆ(k) =
ℓ∑
n=−ℓ
η˜ℓ,n(k)Y
n
ℓ (ϑk, ϕk)
}
(3.1)
and
Hℓ,n =
{
η ∈ L2(R3) | ηˆ(k) = η˜ℓ,n(k)Y nℓ (ϑk, ϕk)
}
. (3.2)
We can thus consider separately the closure of the form restricted to any given subspace Hℓ,n of the
charge space. Indeed, for any admissible charge η in D [F0,β], the decomposition
ηˆ(k) =
∑
ℓ∈N
ℓ∑
n=−ℓ
η˜ℓ,n(k)Y
n
ℓ (ϑk, ϕk), (3.3)
implies the splitting [CDFMT, Lemma 4.2]
Φ0[ξ] =
∑
ℓ∈N
ℓ∑
n=−ℓ
Φ0[ξ˜ℓ,n], (3.4)
11
where (recall that Pℓ is the ℓ−th Legendre polynomial)
Φ0[ξ˜ℓ,n] := 2π
2
√
m(m+ 2)
m+ 1
∫ ∞
0
dp p3 |ξ˜ℓ,n(p)|2
+ 2π
∫ 1
−1
dt Pℓ(t)
∫ ∞
0
dp p2
∫ ∞
0
dq q2
ξ˜∗ℓ,n(p)ξ˜ℓ,n(q)
p2 + q2 + 2m+1pqt
. (3.5)
Note that the angular momentum decomposition (3.3) is not the one associated with the whole wave
function u but the one inherited from the function η of the singular term Gη.
On the other hand it is obvious from the definition that for any u ∈ D [F0,β] such that u = w+Gη,
with
η ∈
⊕
ℓ 6=1
Hℓ
⋂H−1/2(R3), (3.6)
then
F0,β[u] = F0[u], (3.7)
i.e., the only subspace on which the quadratic form F0,β differs from F0 is the one identified by the
condition η ∈ H1. We thus restrict our analysis to the quadratic forms
D
[
F (n)0,β
]
=
{
u ∈ D [F0,β] | η ∈ H1,n ∩H−1/2(R3), η = ξ + qΞ−n , ξ ∈ H˙1/2(R3), q ∈ C
}
, (3.8)
F (n)0,β [u] = F [w] + 2Φ0[ξ] + β |q|2 . (3.9)
where n = −1, 0,+1 and β ∈ R. Note that the n−dependence of F (n)0,β is in fact trivial, namely it
appears only in the domain decomposition whereas the action of both forms F (n)0,β and Φ(1)0 does not
depend on n. Hence if one proves closedness of each form F (n)0,β separately, Theorem 2.1 is proven as
well. From now on we will simplify the notation by redefining
Φ0 := Φ
(1)
0 , Ξ
− := Ξ−n . (3.10)
Proposition 3.1 (Closedness of F (n)0,β ).
For any n = −1, 0,+1, β ∈ R and m⋆ < m < m⋆⋆, the quadratic form F (n)0,β is closed and bounded
from below on D [F (n)0,β ].
Proof. The proof is slightly simpler in the case β ≥ 0, that we will consider first, since boundedness
from below is much easier to show. All the terms of the quadratic form are indeed positive in this
case and the only one whose positivity is non-trivial is Φ0, but the assumption m > m
⋆ directly
implies Φ0 ≥ 0 (see [CDFMT, Proposition 3.1]).
Let us then consider a sequence ui ∈ D [F (n)0,β ] such that F (n)0,β [ui−uj]→ 0 for i, j →∞ and ui → u
in L2f (R
6) for i → ∞. Since ui ∈ D [F (n)0,β ], there exist wi ∈ H˙1f (R6), ξi ∈ H˙1/2(R3) and qi ∈ C such
that
ui = wi + G
(
ξi + qiΞ
−) . (3.11)
Moreover using the lower bound in [CDFMT, Eq. (3.13)] for Φ0, we have
F (n)0,β [ui − uj] ≥ F0[wi − wj ] + 2Φ0[ξi − ξj]
≥ D1
∫
R6
dk1dk2
(
k21 + k
2
2
) |(wˆi − wˆj)(k1,k2)|2 +D2 ∫
R3
dp p
∣∣∣(ξˆi − ξˆj)(p)∣∣∣2 (3.12)
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D1 =
m
m+ 1
, D2 = 4π
2
√
m(m+2)
m+1 (1− Λ1(m)) (3.13)
where Λ1(m) < 1 as long as m > m
⋆. Hence∫
R6
dk1dk2
(
k21 + k
2
2
) |(wˆi − wˆj)(k1,k2)|2 −→
i,j→∞
0 (3.14)
and ∫
R3
dp p |(ξˆi − ξˆj)(p)|2 −→
i,j→∞
0. (3.15)
Due to (3.14), there exists gˆ ∈ L2f (R6) such that∫
R6
dk1dk2
∣∣∣∣√k21 + k22 wˆi(k1,k2)− gˆ(k1,k2)∣∣∣∣2 −→i→∞ 0 (3.16)
and for any ε > 0 ∫
R6ε
dk1dk2 |wˆi(k1,k2)− wˆ(k1,k2)|2 −→
i→∞
0, (3.17)
where Rdε is defined in (2.13) and w ∈ H˙1(R6) with
wˆ(k1,k2) =
gˆ(k1,k2)√
k21 + k
2
2
. (3.18)
Analogously, from (3.15) there exists νˆ ∈ L2(R3) such that∫
R3
dp
∣∣∣√p ξˆi(p)− νˆ(p)∣∣∣2 −→
i→∞
0,
∫
R3ε
dp
∣∣∣ξˆi(p)− ξˆ(p)∣∣∣2 −→
i→∞
0, (3.19)
where ξ ∈ H˙1/2(R3) and
ξˆ(p) =
νˆ(p)√
p
. (3.20)
Notice that (3.19) also implies∫
R6ε
dk1dk2
∣∣∣Ĝξi(k1,k2)− Ĝξ(k1,k2)∣∣∣2 −→
i→∞
0. (3.21)
From (3.17), (3.19) and the L2−convergence of ui to u, we have convergence of G(qiΞ−) in L2(R6ε).
Hence qi is a Cauchy sequence in C and there exists q ∈ C such that qi → q and G(qiΞ−)→ G(qΞ−)
in L2(R6ε) for i→∞. Thus we obtain
u = w + G (ξ + qΞ−) , (3.22)
which means u ∈ D [F (n)0,β ]. It is now straightforward to verify that F
(n)
0,β [ui] → F
(n)
0,β [u] as i → ∞,
concluding this first part of the proof.
In other case β < 0 we have to be more careful in bounding from below the form. For any λ > 0,
from (3.12) we have
F (n)0,β [u] + λ‖u‖2L2(R6)
≥ (D1 − δ1)
∫
R6
dk1dk2
(
k21 + k
2
2
) |wˆ(k1,k2)|2 + (D2 − δ2)∫
R3
dp p
∣∣∣ξˆ(p)∣∣∣2 +Qλ(u) (3.23)
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where
Qλ(u) := δ1
∫
R6
dk1dk2
(
k21 + k
2
2
) |wˆ(k1,k2)|2 + δ2∫
R3
dp p
∣∣∣ξˆ(p)∣∣∣2 + λ‖w + Gη‖2L2(R6) + β|q|2 (3.24)
and δi ∈ (0,Di), i = 1, 2. For the estimate of Qλ we first notice that∫
R6
dk1dk2
(
k21 + k
2
2
) |wˆ(k1,k2)|2 ≥ λ∫
k2
1
+k2
2
>λ
dk1dk2 |wˆ(k1,k2)|2 =: λ ‖w‖2λ,1 (3.25)
and ∫
R3
dp p
∣∣∣ξˆ(p)∣∣∣2 ≥ λ∫
p>
√
λ
dp
1
p
∣∣∣ξˆ(p)∣∣∣2 =: λ ‖ξ‖2λ,2 . (3.26)
Therefore
Qλ(u) ≥ λ
(
δ1‖w‖2λ1 + δ2‖ξ‖2λ,2 + ‖w + Gη‖2λ,1
)
+ β|q|2
≥ λ
[
(δ1 + 1)‖w‖2λ,1 − 2‖w‖λ,1‖Gη‖λ,1 + ‖Gη‖2λ,1 + δ2‖ξ‖2λ,2
]
+ β|q|2
= λ
[(√
δ1 + 1‖w‖λ,1 − 1√
δ1 + 1
‖Gη‖λ,1
)2
+
δ1
δ1 + 1
‖Gη‖2λ,1 + δ2‖ξ‖2λ,2
]
+ β|q|2
≥ λ
(
δ1
δ1 + 1
‖Gη‖2λ,1 + δ2‖ξ‖2λ,2
)
+ β|q|2 (3.27)
where we have used the inequality ‖a + b‖2 ≥ ‖a‖2 + ‖b‖2 − 2‖a‖‖b‖. Using the lower bound in
Lemma B.1 we have
‖Gη‖2λ,1 ≥ c1‖ξ + qΞ−‖2λ,2 ≥ c1‖ξ‖2λ,2 + c1|q|2‖Ξ−‖2λ,2 − 2c1|q|‖ξ‖λ,2‖Ξ−‖λ,2. (3.28)
Then, proceeding as before, we find
Qλ(u) ≥ λ
[(
δ1c1
δ1 + 1
+ δ2
)
‖ξ‖2λ,2 − 2
δ1c1
δ1 + 1
|q|‖ξ‖λ,2‖Ξ−‖λ,2 + δ1c1
δ1 + 1
|q|2‖Ξ−‖2λ,2
]
+ β|q|2
≥ λ δ1δ2c1
δ1c1 + δ2(δ1 + 1)
|q|2‖Ξ−‖2λ,2 + β|q|2. (3.29)
An explicit computation of ‖Ξ−‖2λ,2 yields
‖Ξ−‖2λ,2 =
∫ ∞
√
λ
dk k−3+2s(m) =
λ−1+s(m)
2(1− s(m)) . (3.30)
Inserting (3.30) in (3.29), we conclude that there exists λ0 > 0 such that Qλ(u) > 0 for any λ > λ0.
Taking into account (3.23), this implies that the form is lower bounded. Furthermore, proceeding as
in the case β ≥ 0, one can easily show that the form is also closed, concluding the proof.
3.2 Self-adjoint extensions
We now construct the self-adjoint operator associated with the quadratic form F0,β. Thanks to
the rotational invariance, we can restrict to one single form F (n)0,β , for n = −1, 0,+1 and find the
associated self-adjoint operator H
(n)
0,β .
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Proposition 3.2 (Self-adjointness of H0,β).
For any n = −1, 0,+1, β ∈ R and m⋆ < m < m⋆⋆, the unique self-adjoint operator H(n)0,β associated
with the closed and bounded from below quadratic form F (n)0,β coincides with the restriction of H0,β to
Hn.
Proof. By quadratic form theory the domain of the operator H
(n)
0,β corresponding to F (n)0,β is given by
D
(
H
(n)
0,β
)
=
{
u ∈ D
[
F (n)0,β
] ∣∣∣ ∃ψ ∈ L2(R6),F (n)0,β [v, u] = (v, ψ),∀v ∈ D [F (n)0,β ]} , (3.31)
and moreover ψ =: H
(n)
0,βu.
We notice that any u ∈ D
(
H
(n)
0,β
)
must decompose as
u = wu + Gηu, ηu = ξu + quΞ− (3.32)
with w ∈ H˙1f (R6), ηu ∈ H1,n and qu ∈ C. Now we characterize the domain D
(
H
(n)
0,β
)
, by picking
some special subclasses of vectors v ∈ D [F (n)0,β ]:
(a) Let us first pick some v ∈ H1f (R6), i.e., a wave function with no singular part. In this case we
obtain for any u in the domain D
(
H
(n)
0,β
)
F (n)0,β [v, u] = F [v,wu] =
∫
R6
dk1dk2
(
k21 + k
2
2 +
2
m+1k1 · k2
)
vˆ∗(k1,k2)wˆu(k1,k2)
= (v, ψ)L2
f
(R6) , (3.33)
for some ψ ∈ L2f (R6). Since this is finite for any v it implies that(
k21 + k
2
2 +
2
m+1k1 · k2
)
wˆu(k1,k2) ∈ L2f (R6),
i.e., wu ∈ H˙2f (R6). Moreover a straightforward consequence is that
H
(n)
0,βu = ψ = Hfreewu. (3.34)
(b) Now we take
v = wv + Gξv,
for some ξv ∈ H1/2(R3) ∩H1,n, and we obtain via (3.34)
F (n)0,β [v, u] = F [wv , wu] + 2Φ0[ξv, ξu] = (v, ψ)L2
f
(R6) = (wv + Gξv ,Hfreewu)L2
f
(R6) . (3.35)
Now, even if their sum belongs to L2(R6) neither wv nor Gξv does. Still, since
(wv,Hfreewu)L2
f
(R6) = F [wv, wu] <∞,
we must have ∫
R6
dk1dk2
(
ξˆ∗v(k1)− ξˆ∗v(k2)
)
(Hfreewu) (k1,k2)
k21 + k
2
2 +
2
m+1k1 · k2
< +∞.
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On the other hand Hfreewu ∈ L2(R6) for any wu and therefore Gξv ∈ L2(R6). Hence we can
write
(wv + Gξv,Hfreewu)L2
f
(R6) = (wv,Hfreewu)L2
f
(R6) + (Gξv,Hfreewu)L2
f
(R6) .
Since both terms on the r.h.s. are separately finite, we arrive at
2Φ0[ξv, ξu] = (Gξv,Hfreewu)L2
f
(R6)
The previous equation can be rewritten as:
Φ0[ξv, ξu] =
(
ξv, wu|y2=0
)
L2(R3)
. (3.36)
the r.h.s. of (3.36) is finite under our hypothesis. This statement will be proved in (3.48)
contained in Lemma 3.1.
Before going on we have to discuss the regularity of ξu according to qu. If qu = 0, then ηu = ξu
and ξu ∈ H1/2(R3). Since Φ0 is closed and positive, identity (3.36) together with (3.48) imply
that ξu ∈ D0 and
Φ0[ξv, ξu] = (ξv,Γ0ξu)L2(R3) ,
where with a small abuse of notation we have denoted the restriction of Γ0 to H1,n by the same
symbol, so that we obtain the boundary condition
wu(y, 0) = (Γ0ξu) (y). (3.37)
We remark that this boundary condition implies more regularity on ξu than the one assumed a
priori in the domain definition (2.11): next Lemma 3.1 shows that a consequence of (3.37) is
Γ0ξu ∈ H1/2(R3). (3.38)
On the opposite if qu 6= 0, we should distinguish two cases according to s.
• If 1/2 < s(m) < 1 then the same argument as before applies since by definition ξu ∈
H1/2(R3);
• If 0 < s(m) < 1/2 we can decompose
ξu = ξ< − Ξ<, (3.39)
where ξ< ∈ H1/2(R3) and Ξ< ∈ H˙1/2(R3) are given by (recall the notation (3.10))
ξˆ< := ξˆu + qu1{k≤ε}Ξ̂−(k), (3.40)
and
Ξ̂<(k) := qu1{k≤ε}Ξ̂−(k). (3.41)
Then the condition (3.36) becomes
Φ0[ξv, ξ<] =
(
ξv, wu|y2=0
)
L2(R3)
+Φ0[ξv,Ξ<],
where all the three terms are separately finite. Now we notice that although Ξ< /∈ L2(R3)
we have Γ0Ξ< ∈ L2(R3) where Γ0 stands now for the formal action of the integral operator
(2.12) due to the cut-off we have introduced.
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Φ0[ξv,Ξ<] = (ξv,Γ0Ξ<)L2(R3) ,
and we obtain
Φ0[ξv, ξ<] =
(
ξv, wu|y2=0 + Γ0Ξ<
)
L2(R3)
. (3.42)
Since wu|y2=0 + Γ0Ξ< ∈ L2(R3) by (3.48), this implies that ξ< must belong to D0 and
the boundary condition (3.37) is satisfied as well. Notice however that since in this case
ξu /∈ L2(R3) the expression Γ0ξu should be meant as the formal action of the operator, i.e.,
(2.12).
(c) To complete the derivation of D , it remains to verify what is the condition implied by a more
generic v, decomposing as v = wv + G(ξv + qvΞ−n ): in this case we get
F (n)0,β [v, u] = F [wv , wu] + 2Φ0[ξv, ξu] + βq∗vqu = (v, ψ)L2
f
(R6)
= (wv,Hfreewu)L2
f
(R6) +
(G (ξv + qvΞ−n ) ,Hfreewu)L2
f
(R6)
. (3.43)
After a cancellation, using (3.37) we arrive at
2Φ0[ξv, ξu] + βq
∗
vqu = 2
(
ξv + qvΞ
−
n ,Γ0ξu
)
L2(R3)
. (3.44)
Now we would like to decompose the scalar product into the sum of two scalar products in order
to exploit the cancellation with the term 2Φ0 on the l.h.s., but in order to do that we have to
make a distinction according to the value of s(m):
• If 1/2 < s(m) < 1 since ξv ∈ H1/2(R3) we can break the scalar product obtaining
βqu = 2
(
Ξ−n ,Γ0ξu
)
L2(R3)
, (3.45)
i.e.,
lim
ε→0
(
Ξ−n ,Γ0ξu
)
L2(R3ε)
=
(
Ξ−n ,Γ0ξu
)
L2(R3)
by dominated convergence and (2.11) is proven.
• If 0 < s(m) < 1/2 , we have to go through a limit procedure: for any ε > 0, we have(
ξv + qvΞ
−,Γ0ξu
)
L2(R3)
= (ξ<,Γ0ξu)L2(R3) + (Ξ>,Γ0ξu)L2(R3)
= Φ0[ξ<, ξu] + (Ξ>,Γ0ξu)L2(R3) ,
where
Ξ> := Ξ
−
n − Ξ< (3.46)
The l.h.s. is finite therefore in order to prove that this decomposition is meaningful it is
sufficient to prove that (Ξ>,Γ0ξu)L2(R3) is finite. By (3.38), we have∣∣∣(Ξ>,Γ0ξu)L2(R3)∣∣∣ ≤ ‖Ξ>‖H−1/2(R3) ‖Γ0ξu‖H1/2(R3)
≤ c ‖Γ0ξu‖H1/2(R3)
(∫ ∞
ε
dk k−3+2s(m)
)1/2
<∞.
17
Due to the definition of Ξ> in (3.44), we get
βq∗vqu = 2Φ0[Ξ<, ξu] + 2q
∗
v
(
ξ˜−,Γ0ξu
)
L2(R3ε)
. (3.47)
Notice that as ε→ 0 the first term on the r.h.s. vanishes:
|Φ0[Ξ<, ξu]| ≤ C ‖ξu‖H˙1/2(R3)
∫ ε
0
dk k−1+2s(m) ≤ Cε2s(m) −→
ε→0
0,
since ξu ∈ H˙1/2(R3) by hypothesis and (2.11) is proven.
Lemma 3.1.
Let u ∈ D
(
H
(n)
0,β
)
and wu be its regular part of u, then
wu(y, 0) ∈ H1/2(R3). (3.48)
Proof. We first note that u ∈ D
(
H
(n)
0,β
)
implies the decomposition u = wu + Gη with wu ∈ H˙2f (R6).
However by decomposing Gη into high and low frequency contributions one immediately obtains that
wu+G<η ∈ L2f (R6) , and therefore also wu+G<η ∈ H2f (R6) holds, where G<η stands for the potential
of the charge η cut for momenta k21 + k
2
2 ≤ ε2, ε > 0, i.e.,
Ĝ<η(k1,k2) := 1{k2
1
+k2
2
≤ε2}
ηˆ(k1)− ηˆ(k2)
k21 + k
2
2 +
2
m+1k1 · k2
.
Then by standard Sobolev trace theorems, the trace (wu + G<η)(y, 0) belongs to H1/2(R3). To
complete the proof it only remains to show that (G<η)(y, 0) belongs to H1/2(R3). This can be
proven by direct inspection thanks to the assumption η ∈ L2(R3). In order to show it, we write
g(y) := (G<η) (y, 0) = 1
(2π)3
∫
k2
1
+k2
2
≤ε2
dk1dk2
eik1y (ηˆ(k1)− ηˆ(k2))
k21 + k
2
2 +
2
m+1k1 · k2
,
and compute
gˆ(k) =
∫
R3
dk2
1{k2+k2
2
≤ε2} (ηˆ(k)− ηˆ(k2))
k2 + k22 +
2
m+1k · k2
,
so that
|gˆ(k)| ≤ C1{k≤ε}
∫
k2≤ε
dk2
|ηˆ(k)− ηˆ(k2)|
k2 + k22
≤ C1{k≤ε}
[
|ηˆ(k)|+ ‖η‖H−1/2(R3)
(∫ ε
0
dk2
k22
√
1 + ε2
(k2 + k22)
2
)1/2]
,
≤ C1{k≤ε}
[
|ηˆ(k)|+ ‖η‖H−1/2(R3) k−1
]
,
which compactly supported and square integrable as k → 0, thanks to the hypothesis on η, i.e.,
η ∈ H−1/2(R3), then g is square integrable. Since gˆ is compactly supported then g ∈ Hp(R3) for
p ≥ 0
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We now prove Proposition 2.1 and, as in the above analysis, we restrict ourselves to the operator
H
(n)
0,β .
Proof of Proposition 2.1. Let u ∈ D(H(n)0,β ) with ξu ∈ C∞0 (R3) ∩H1,n, then we want to show that
H
(n)
0,βu = Hfreewu,
wu(y, 0) = (Γ0ηu) (y), (3.49)
which is equivalent to prove that
qu = 0. (3.50)
Notice that we have taken a smooth charge ξu as in the definition of H˜0 but a direct inspection of
the following argument reveals that it could be applied as well to any ξu, e.g., in H
3/2(R3).
The only non trivial point is the analysis of the second boundary condition, which must result in
a trivial identity. Indeed we shall now prove that, for any such ξu, one has
lim
ε→0
(
Ξ−n ,Γ0ξu
)
L2(R3ε)
= 0.
The simplest way to prove it is by noting that the order of the integrals in the above expression can
be exchanged:
lim
ε→0
(
Ξ−n ,Γ0ξu
)
L2(R3ε)
= lim
ε→0
∫
R3ε
dp Ξ−n (p)
{
2π2
√
m(m+2)
(m+1)2 p ξ̂u(p) +
∫
R3ε
dq
ξ̂u(q)
p2 + q2 + 2m+1p · q
}
= lim
ε→0
[
2π2
√
m(m+2)
(m+1)2
∫
R3ε
dp p Ξ−n (p)ξ̂u(p) +
∫
R3ε
dpdq
Ξ−n (p)ξ̂u(q)
p2 + q2 + 2m+1p · q
]
= lim
ε→0
(
Γ0Ξ
−
n , ξu
)
L2(R3ε)
= 0,
where we have exchanged the order of integration thanks to the finiteness of both integrals, as one
can easily prove by exploiting the regularity of ξu and Cauchy-Schwarz inequality:∣∣∣∣ ∫
R3ε
dp p Ξ−n (p)ξ̂u(p)
∣∣∣∣ ≤ C[(∫
R3
dp p3
∣∣∣ξ̂u(p)∣∣∣2)1/2(∫ ∞
1
dp p−3+2s(m)
)1/2
+
(∫ 1
0
dp p2s(m)
)1/2(∫
p≤1
dp
∣∣∣ξ̂u(p)∣∣∣2)1/2] ≤ C ‖ξu‖H1(R3) ,
for any 0 < s(m) < 1. As last thing, we prove that Γ0Ξ
−
n = 0. For simplicity from now on we make
a little abuse of notation, setting
Γ0 := Γ0|H1,n , (3.51)
and compute
(
Γ0ξ˜
−
)
(p) = 2π2
√
m(m+ 2)
(m+ 1)2
1
p1−s
+ 2π
∫ 1
−1
dt t
∫ ∞
0
dq
qs
q2 + p2 + 2m+1 tpq
=
2π
p1−s
[
π
√
m(m+ 2)
(m+ 1)2
+
∫ 1
−1
dt t
∫ ∞
0
dq
qs
q2 + 1 + 2m+1tq
]
= 0, (3.52)
where in the last step we have used the definition of s(m) (see (2.1)).
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We conclude the Section with an investigation of the asymptotic behavior of charges in D(H
(n)
0,β ).
Proof of Proposition 2.2. Let η be an admissible charge belonging to D(H
(n)
0,β ) and ξ its regular part,
then we can find ξ of the form
ξˆ>(k) =
(
A
k2+s(m)
1{k≥R} + χ(k)
)
Y n1 (ϑk, ϕk), (3.53)
with χ ∈ H1/2(R3) and
|χ(k)| ≤ C
kγ
, γ > 2 + s(m), (3.54)
for 0 < s(m) < 1/2. The same argument can be repeated when 1/2 < s(m) < 1 taking the whole ξ
as above. For such regular parts the overall charge η is
ηˆ(k) =
(
q
k2−s(m)
+
A
k2+s(m)
1{k≥R} + χ(k)
)
Y n1 (ϑk, ϕk) :=(
qξ˜−(k) +Aξ˜+(k)1{k≥R} + χ(k)
)
Y n1 (ϑk, ϕk) (3.55)
where
ξ˜+(k) :=
1
k2+s(m)
(3.56)
and the coefficient A must satisfy the second boundary condition, i.e.,
βq = lim
ε→0
(
ξ˜−,Γ0ξ
)
L2(R3ε)
= lim
ε→0
[
A
(
ξ˜−,Γ0
(
1{k≥R}ξ˜+
))
L2(R3ε)
+
(
ξ˜−,Γ0χ
)
L2(R3ε)
]
= A lim
ε→0
(
ξ˜−,Γ0
(
1{k≥R}ξ˜+
))
L2(R3ε)
. (3.57)
The vanishing of the second term can be proven as in the proof of Proposition 2.1. Since the diagonal
term in the expression is absolutely convergent∣∣∣∣ ∫
R3ε
dk
1
k1−s(m)
χ(k)
∣∣∣∣ ≤ C ∫ ∞
ε
dk k−γ+1+s(m) < +∞, (3.58)
thanks to (3.54), then the order of the integrals in the off-diagonal term can be exchanged and
Γ0ξ˜
− = 0 appears.
Then it remains to compute the integral in (3.57). Using (2.1) which provides cancellations and
scale invariance w.r.t. R, we have
lim
ε→0
(
ξ˜−,Γ0
(
1{k≥R}ξ˜+
))
L2(R3ε)
=
∫ ∞
R
dp
1
p
[
2π2
√
m(m+2)
(m+1)2
+ 2π
∫ 1
−1
dt t
∫ ∞
R/p
dq
q−s(m)
q2 + 1 + 2m+1qt
]
= −2π
∫ ∞
1
dp
1
p
∫ 1
−1
dt t
∫ 1/p
0
dq
q−s(m)
q2 + 1 + 2m+1qt
= ν(m). (3.59)
In order to see that ν(m) is finite it suffices to estimate the large p asymptotics of the last inte-
gral, which behaves like p−1+s(m), so that the integrand goes asymptotically as p−2+s(m), which is
integrable. Moreover splitting the integral over t one gets
ν(m) =
8π
m+ 1
∫ ∞
1
dp
1
p
∫ 1
0
dt t2
∫ 1/p
0
dq
q1−s(m)
(q2 + 1)2 − 4
(m+1)2
q2
, (3.60)
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which shows that ν(m) > 0.
Then going back to (3.57)
A =
βq
ν(m)
, (3.61)
and asymptotically
η1(k) ∝ q
k2−s(m)
+
βq
ν(m)
1
k2+s(m)
+ o(k−2−s(m)). (3.62)
A Critical Masses
In this Appendix we study equation (2.1) and we prove that the critical masses m⋆, m⋆⋆, are well
defined and m⋆ < m⋆⋆. Some of these properties were proved in [CDFMT] and [FT] in a lesser
generality but we prefer to give the analysis here for sake of completeness.
Let us denote by Fℓ(m, s) : [0,+∞)× [0, 1]→ R the following function:
Fℓ(m, s) := π
√
m(m+ 2)
(m+ 1)2
+
∫ 1
−1
dt Pℓ(t)
∫ ∞
0
dp
ps
p2 + 1 + 2m+1 tp
=: Fℓ,1(m) + Fℓ,2(m, s). (A.1)
Lemma A.1 (Properties of Fℓ).
For odd ℓ the function Fℓ enjoys the following properties:
a) Fℓ is continuous and bounded;
b) for fixed s, Fℓ(·, s) is an increasing function; moreover Fℓ(0, s) < 0 and limm→∞ Fℓ(m, s) = 2π2;
c) for fixed m, Fℓ(m, ·) is a decreasing function;
d) for fixed (m, s), we have Fℓ(m, s) < Fℓ+2(m, s).
Proof. Continuity in the interior of the domain of definition follows from the integrability of the
integrand. Some remarks are in order when s → 1 or m → 0. Using the parity of Legendre
polynomials we can cast Fℓ in the following form:
Fℓ(m, s) = π
√
m(m+ 2)
(m+ 1)2
+
∫ 1
0
dt Pℓ(t)
∫ ∞
0
dp ps
(
1
p2 + 1 + 2m+1 tp
− 1
p2 + 1− 2m+1 tp
)
= π
√
m(m+ 2)
(m+ 1)2
− 4
m+ 1
∫ 1
0
dt t Pℓ(t)
∫ ∞
0
dp
ps+1
(p2 + 1 + 2m+1tp)(p
2 + 1− 2m+1 tp)
, (A.2)
and we see that the limit s → 1 is harmless by dominated convergence. When m → 0 a summable
singularity appears in the integral with respect to t, that is as t→ −1 we have∫ ∞
0
dp
ps
p2 + 1 + 2tp
∼ 1√
t+ 1
.
Due to the integrability of the singularity, Fℓ is finite and continuous by dominated convergence and
property a) is proved.
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In order to prove b), it is convenient to use a series representation of Fℓ, that is:
Fℓ(m, s) = π
√
1− 1
(m+ 1)2
+
∫ 1
−1
dt Pℓ(t)
∫ ∞
0
dp
ps
p2 + 1
∞∑
k=0
(
− 2
m+ 1
tp
p2 + 1
)k
= π
√
1− 1
(m+ 1)2
+
∞∑
k=0
( −2
m+ 1
)k ∫ 1
−1
dt tk Pℓ(t)
∫ ∞
0
dp
ps+k
(p2 + 1)k+1
.
Notice that for even k ∫ 1
−1
dt tk Pℓ(t) = 0
and therefore only the odd terms actually appear in the series. In facts, we have
Fℓ(m, s) = π
√
1− 1
(m+ 1)2
−
∞∑
n=0
(
2
m+ 1
)2n+1 ∫ 1
−1
dt t2n+1 Pℓ(t)
∫ ∞
0
dp
ps+2n+1
(p2 + 1)2n+2
. (A.3)
Moreover, using the definition of Legendre polynomial
Pℓ(t) =
1
2ℓℓ!
dl
dtl
(t2 − 1)ℓ,
and integrating by parts, we have
∫ 1
−1
dt t2n+1 Pℓ(t) =

0, if 2n + 1 < ℓ,
1
2l
(
2n+ 1
ℓ
)∫ 1
−1
dt t2n+1−ℓ (1− t2)ℓ, if 2n + 1 > ℓ.
With the change of index 2n + 1− ℓ = 2k in the series, (A.3) becomes
Fℓ(m, s) = π
√
1− 1
(m+ 1)2
+
− 1
2ℓ
∞∑
k=0
(
2
m+ 1
)2k+ℓ(2k + ℓ
ℓ
)∫ 1
−1
dt (1− t2)ℓ t2k
∫ ∞
0
dp
ps+2k+ℓ
(p2 + 1)2k+ℓ+1
. (A.4)
Since in (A.4) it appears, up to a global sign, an absolutely convergent, positive term series of
monotone functions, then Fℓ,2 is negative and increasing. Since Fℓ,1 is increasing the also Fℓ is
an increasing function of m for fixed s. Clearly Fℓ,1(0) = and Fℓ,2(0, s) < 0 due to the above
representation. Notice that the finiteness of the series is not obvious but we know that this is the
case due to the integral representation and the above remarks. Concerning the behavior at infinity,
by representation (A.2) we have
Fℓ,2(m, s) = − 4
m+ 1
∫ 1
0
dt t Pℓ(t)
∫ ∞
0
dp
ps+1
(p2 + 1 + 2m+1tp)(p
2 + 1− 2m+1 tp)
.
Since
1
p2 + 1− 2m+1p
≤ m+ 1
m
1
p2 + 1
,
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we have
|Fℓ,2(m, s)| ≤ 4
m+ 1
∣∣∣∣∫ 1
0
dt t Pℓ(t)
∣∣∣∣ ∫ ∞
0
dp
ps+1
(p2 + 1)(p2 + 1− 2m+1p)
≤ 4
m
∣∣∣∣∫ 1
0
dt t Pℓ(t)
∣∣∣∣ ∫ ∞
0
dp
ps+1
(p2 + 1)2
,
then
lim
m→∞Fℓ,2(m, s) = 0
and b) is proved. In order to prove property c), it is sufficient to prove that each term of the
representation of Fℓ,2 by series in (A.4) is a monotone function of s due to the positivity of coefficients.
This is straightforward since∫ ∞
0
dp
ps+2k+ℓ
(p2 + 1)2k+ℓ+1
=
∫
R
dx
e(2k+ℓ+1)x
(e2x + 1)2k+ℓ+1
esx =
∫
R
dx
esx
(2 cosh x)2k+ℓ+1
= 2
∫ ∞
0
dx
sinh(sx)
(2 cosh x)2k+ℓ+1
and c) follows from the monotonicity of sinh. Last we prove d). Since only Fℓ,2 actually depends on
ℓ , we have to prove Fℓ,2(m, ·, s) < Fℓ+2,2(m, ·, s). We rewrite Fℓ,2(m, ·, s) extracting the first term
of the series.
Fℓ,2(m, ·, s) = − 1
2ℓ
(
2
m+ 1
)ℓ ∫ 1
−1
dt (1− t2)ℓ
∫ ∞
0
dp
ps+ℓ
(p2 + 1)ℓ+1
− 1
2ℓ
∞∑
k=0
(
2
m+ 1
)2k+2+ℓ(2k + 2 + ℓ
ℓ
)∫ 1
−1
dt (1− t2)ℓ t2k+2
∫ ∞
0
dp
ps+2k+2+ℓ
(p2 + 1)2k+2+ℓ+1
. (A.5)
This has to be compared with:
Fℓ+2,2(m, ·, s) = − 1
2ℓ+2
∞∑
k=0
(
2
m+ 1
)2k+2+ℓ(2k + 2 + ℓ
ℓ+ 2
)
×
×
∫ 1
−1
dt (1− t2)ℓ+2 t2k
∫ ∞
0
dp
ps+2k+2+ℓ
(p2 + 1)2k+2+ℓ+1
. (A.6)
A comparison between (A.5) and (A.6) shows that d) holds true if
1
2ℓ+2
(
2k + 2 + ℓ
ℓ+ 2
)∫ 1
−1
dt (1− t2)ℓ+2 t2k < 1
2ℓ
(
2k + 2 + ℓ
ℓ
)∫ 1
−1
dt (1− t2)ℓ t2k+2,
that is
1
4
(2k + 2)(2k + 1)
∫ 1
−1
dt (1− t2)ℓ+2 t2k < (ℓ+ 2)(ℓ+ 1)
∫ 1
−1
dt (1− t2)ℓ t2k+2. (A.7)
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We rewrite the l.h.s. of (A.7) integrating by parts twice
(2k + 2)(2k + 1)
4
∫ 1
−1
dt (1− t2)ℓ+2 t2k = 1
4
∫ 1
−1
dt (1− t2)ℓ+2 d
2t2k+2
dt2
=
1
4
∫ 1
−1
dt
d2
dt2
(1− t2)ℓ+2 t2k+2
= (ℓ+ 2)(ℓ+ 1)
∫ 1
−1
dt (1− t2)ℓ t2k+4 − ℓ+ 2
2
∫ 1
−1
dt (1− t2)ℓ+1 t2k+2
< (ℓ+ 2)(ℓ+ 1)
∫ 1
−1
dt (1− t2)ℓ t2k+2 − ℓ+ 2
2
∫ 1
−1
dt (1− t2)ℓ+1 t2k+2,
and d) is proved.
Proposition A.2 (Critical masses).
Equation (2.1) defines a continuous increasing function m(s). Moreover the critical masses m⋆, m⋆⋆,
are well defined by (2.2) and they satisfy m⋆ < m⋆⋆.
Proof. For fixed odd ℓ, let us consider equation
Fℓ(m, s) = 0. (A.8)
By Dini’s theorem, and due to a) and b) of Lemma A.1, equation (A.8) defines a continuous function
mℓ(s) : [0, 1]→ [0,+∞). Moreover it is monotone increasing in s by c). Notice also that the functions
mℓ(s) are decreasing in ℓ due to d). We set m(s) := m1(s) and
m⋆ := m(0), m⋆⋆ := m(1)
and m⋆ < m⋆⋆ follows from the monotonicity of m(s).
Notice that if ℓ is even then Fℓ,2 > 0 and (A.8) has no solutions. Furthermore one could try repeating
the arguments in this paper for ℓ > 1, introducing sℓ(m) as the inverse of and mℓ(s) and
Ξ̂−ℓ,n = ξ˜
−
ℓ Y
n
ℓ , ξ˜
−
ℓ (k) =
1
k2−sℓ(m)
which are the cornerstones of our construction. The proofs would work without modifications and
we could construct extension of the STM operators with singular charge asymptotic for several ℓ. In
order to be able to do so, it is necessary that the intervals [m⋆ℓ ,m
⋆⋆
ℓ ] overlap for different ℓ, where we
have put
m⋆ℓ := mℓ(0), m
⋆⋆
ℓ := mℓ(1). (A.9)
A numerical analysis shows that
m⋆⋆3 = 0.0142.
Since m⋆⋆3 < m
⋆ no overlap is possible due to monotonicity properties already proved.
24
B Admissible Charges and Form Domain
In this Appendix we investigate the conditions to impose on the charge η so that it belongs to
D [F0,β]. It is clear that in order for the decomposition (2.5) to make sense and to fulfill the request
u ∈ L2f (R6), it must be
Gη ∈ L2loc(R6), (B.1)
where we have removed the fermionic restriction since it is satisfied by construction. In next Lemma
we are going to show that this is equivalent to assume that∫
R3
dp 1{p≥ε} p−1 |ηˆ(p)|2 <∞, (B.2)
for any ε > 0. In other words we will prove that
Gη ∈ L2loc(R6)⇐⇒ η ∈ H−1/2loc (R3). (B.3)
Lemma B.1.
For any ε > 0 there exist two constants 0 < c1, c2 <∞, such that
c1
∫
R3
dp 1{p≥ε} p−1 |ηˆ(p)|2 ≤
∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε}
∣∣∣Ĝη(k1,k2)∣∣∣2
≤ c2
∫
R3
dp 1{p≥ε} p
−1 |ηˆ(p)|2 . (B.4)
Proof. By the definition (1.12) we have (we drop for simplicity theˆdenoting the Fourier transform)∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε} |Gη(k1,k2)|2 =
∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε}
|η(k1)− η(k2)|2
(k21 + k
2
2 +
2
m+1k1 · k2)2
.
(B.5)
The r.h.s. of the above expression is bounded by
4
∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε}
|η(k1)|2
(k21 + k
2
2 +
2
m+1k1 · k2)2
≤ 4
∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε}
|η(k1)|2
(k21 + k
2
2 − 2m+1k1k2)2
≤ 4
∫
R3
dq
1
(1 + q2 − 2m+1q)2
∫
R3
dk1 1{k1≥ε} k
−1
1 |η(k1)|2 , (B.6)
which yields the r.h.s. of (B.4).
The corresponding lower bound is a bit more involved and requires a deeper inspection of the off-
diagonal term containing η(k1)
∗η(k2). We introduce in the integrand the characteristic function of
the set k2/k1 ≥ a, where a > 1 is a parameter to be chosen later, which is clearly admissible thanks
to the positivity of the integrand. Dropping the positive term proportional to |η(k2)|2, we obtain∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε} |Gη(k1,k2)|2
≥
∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε}1{k2/k1≥a}
|η(k1)|2
(k21 + k
2
2 +
2
m+1k1 · k2)2
− 2
∫
R6
dk1dk2 1{k1≥ε}1{k2≥ε}1{k2/k1≥a}
|η(k1)||η(k2)|
(k21 + k
2
2 +
2
m+1k1 · k2)2
=: (I) + (II). (B.7)
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For the diagonal term (I) we have
(I) =
∫
R3
dk1 1{k1≥ε} |η(k1)|2
∫
R3
dk2 1{k2/k1≥a}
1
(k21 + k
2
2 +
2
m+1k1 · k2)2
≥
∫
R3
dk1 1{k1≥ε} |η(k1)|2
∫
R3
dk2 1{k2/k1≥a}
1
(k21 + k
2
2 +
2
m+1k1k2)
2
= 4π
∫ ∞
a
dq
q2
(1 + q2 + 2m+1q)
2
∫
R3
dk1 1{k1≥ε}k
−1
1 |η(k1)|2
=: c0(a)
∫
R3
dk1 1{k1≥ε}k
−1
1 |η(k1)|2 (B.8)
where a c0(a) → l0, with 0 < l0 < ∞, for a → ∞. For the off-diagonal term we use Schur’s test.
Denoting by K the integral operator in L2(R6) with (non-symmetric) kernel
K(k1,k2) = 1{k2/k1≥a}
k
1/2
1 k
1/2
2
(k21 + k
2
2 +
2
m+1k1 · k2)2
, (B.9)
we have
|(II)| ≤ 2
∫
R3
dk1 1{k1≥ε}k
−1/2
1 |η(k1)|
∫
R3
dk2 1{k2≥ε}k
−1/2
2 |η(k2)| K(k1,k2)
≤ 2 ‖K‖
∫
R3
dk1 1{k1≥ε}k
−1
1 |η(k1)|2 (B.10)
and
‖K‖ ≤
[
sup
k1∈R3
∫
R3
dk2 K(k1,k2)
]1/2[
sup
k2∈R3
∫
R3
dk1 K(k1,k2)
]1/2
. (B.11)
Let us estimate the first integral in the r.h.s. of (B.11)∫
R3
dk2 K(k1,k2) ≤
∫
R3
dk2 1{k2/k1≥a}
k
1/2
1 k
1/2
2
(k21 + k
2
2 − 2m+1k1k2)2
≤ 4π
∫ ∞
a
dq
q5/2
(1 + q2 − 2m+1q)2
=: c1(a) (B.12)
where a1/2c1(a)→ l1, with 0 < l1 <∞, for a→∞. Analogously, for the second integral we find∫
R3
dk1 K(k1,k2) ≤ 4π
∫ 1/a
0
dq
q5/2
(1 + q2 − 2m+1q)2
=: c2(a) (B.13)
where a7/2c2(a)→ l2, with 0 < l2 <∞, for a→∞. Therefore we obtain
|(II)| ≤ 2
√
c1(a) c2(a)
∫
R3
dk1 1{k1≥ε}k
−1
1 |η(k1)|2 . (B.14)
Taking into account of (B.8), (B.14) we have
(I) + (II) ≥ 1
a
(
a c0(a)− 1
a
√
a1/2c1(a) a7/2c2(a)
)∫
R3
dk1 1{k1≥ε}k
−1
1 |η(k1)|2 . (B.15)
Fixing a sufficiently large, we conclude the proof.
26
The condition (B.2) does not give any information on the integrability of ηˆ close to the origin. It is
therefore more convenient to exploit an equivalent but slightly different decomposition of functions
in D [F0,β], where the potential G is replaced by Gλ, λ > 0, defined as follows(
Ĝλη
)
(k1,k2) =
ηˆ(k1)− ηˆ(k2)
k21 + k
2
2 +
2
m+1k1 · k2 + λ
. (B.16)
More precisely, any u ∈ D [F0,β] is decomposed as u = wλ+Gλη, with wλ ∈ H1f (R6). Since u ∈ L2f (R6),
one has simply to require that
Gλη ∈ L2f (R6) (B.17)
for any η admissible, i.e., belonging to D [F0,β]. Next Lemma B.2 shows that this is equivalent to
the requirement
η ∈ H−1/2(R3), (B.18)
which has to be satisfied by any charge in (2.5).
Lemma B.2.
For any λ > 0, there exist two constants 0 < c1, c2 <∞ independent of λ, such that
c1 ‖η‖2H−1/2λ (R3) ≤ ‖Gλη‖
2
L2(R6) ≤ c2 ‖η‖2H−1/2λ (R3) (B.19)
where
‖η‖2
H
−1/2
λ (R
3)
=
∫
R3
dk
|ηˆ(k)|2√
k2 + λ
.
Proof. The r.h.s. of the inequality can be proven as in [FT, Proposition 6.1] via an estimate analogous
to (B.6).
For the l.h.s. we first bound from below ‖Gλη‖2L2(R6) by cutting the integral domain where
k2 ≤ a
√
k21 + λ, where a is any positive number to be chosen later large enough. Dropping one of
the positive term coming from |η(k1)− η(k2)|2, we get
‖Gλη‖2L2(R6) ≥
∫
R6
dk1dk2 1{k2≥a
√
k2
1
+λ
} |ηˆ(k1)|2
(k21 + k
2
2 +
2
m+1k1 · k2 + λ)2
− 2
∫
R6
dk1dk2 1{k2≥a
√
k2
1
+λ
} |ηˆ(k1)||ηˆ(k2)|
(k21 + k
2
2 +
2
m+1k1 · k2 + λ)2
=: (III) + (IV ). (B.20)
The positive term (III) can be estimated from below as
(III) ≥
∫
R3
dk1 |ηˆ(k1)|2
∫
R3
dk2 1{k2≥a
√
k2
1
+λ
} 1
(k21 + k
2
2 +
2
m+1k1k2 + λ)
2
= 4π
∫
R3
dk1
|ηˆ(k1)|2√
k21 + λ
∫ ∞
a
dq
q2
(1 + q2 + 2m+1
k1√
k2
1
+λ
q)2
≥ c0(a) ‖η‖2H−1/2λ (R3) (B.21)
where c0(a) has been defined in (B.8). For the negative term (IV ) we write
|(IV )| = 2
∫
R3
dk1
|ηˆ(k1)|2
(k21 + λ)
1/4
∫
R3
dk2
|ηˆ(k2)|2
(k22 + λ)
1/4
Kλ(k1,k2) ≤ 2 ‖Kλ‖ ‖η‖2H−1/2λ (R3) (B.22)
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where Kλ is the integral operator in L
2(R3) with kernel
Kλ(k1,k2) = 1{k2≥a
√
k2
1
+λ
} (k
2
1 + λ)
1/4(k22 + λ)
1/4
(k21 + k
2
2 +
2
m+1k1 · k2 + λ)2
. (B.23)
We use again Schur’s test to estimate ‖Kλ‖.∫
R3
dk2Kλ(k1,k2) ≤ 4π(k21 + λ)1/4
∫ ∞
a
√
k2
1
+λ
dk2
k22 (k
2
2 + λ)
1/4
(k21 + k
2
2 − 2m+1k1k2 + λ)2
= 4π
∫ ∞
a
dq
q2
(
q2 + λ(k21 + λ)
−1)1/4
(1 + q2 − 2m+1 k1√k2
1
+λ
q)2
≤ 4π
∫ ∞
a
dq
q5/2
(
1 + q−2
)1/4
(1 + q2 − 2m+1q)2
=: c˜1(a), (B.24)
where a1/2c˜1(a)→ l˜1, with 0 < l˜1 <∞, for a→∞. Moreover
∫
R3
dk1Kλ(k1,k2) ≤ 4π(k22 + λ)1/4
∫ √k22−λa2
a
0
dk1
k21 (k
2
1 + λ)
1/4
(k21 + k
2
2 − 2m+1k1k2 + λ)2
= 4π
∫ q(a)
0
dq
q2(q2 + λ(k22 + λ)
−1)1/4
(1 + q2 − 2m+1 k2√k2
2
+λ
q)2
, (B.25)
where q(a) =
√
k2
2
−λa2
a
√
k2
2
+λ
≤ a−1. Therefore∫
R3
dk1Kλ(k1,k2) ≤ 4π
∫ 1/a
0
dq
q2(q2 + 1)1/4
(1 + q2 − 2m+1q)2
=: c˜2(a), (B.26)
where a3c˜2(a) → l˜2, with 0 < l˜2 < ∞, for a → ∞. Hence we obtain the estimate ‖Kλ‖ ≤√
c˜1(a) c˜2(a). We can now conclude the proof proceeding along the same line of Lemma B.1.
According to the decomposition u = wλ + Gλη, with wλ ∈ H1f (R6), for any u ∈ D [F (n)0,β ], and the
charge decomposition η = ξ< + Ξ>, with ξ< ∈ H1/2(R3) and Ξ> ∈ H−1/2(R3), introduced in (3.40)
and (3.41), in the following proposition we derive an equivalent expression for our quadratic form.
Proposition B.1 (Alternative expression of F (n)0,β ).
For any β and λ > 0, the quadratic form (3.8), (3.9) can be equivalently rewritten as
D [F (n)0,β ] =
{
u ∈ L2f (R6)
∣∣ u = wλ + Gλη,wλ ∈ H1f (R6), η ∈ H−1/2(R3), η = ξ< + Ξ>,
ξ< ∈ H1/2(R3)
}
, (B.27)
F (n)0,β [u] = Fλ[wλ]− λ ‖u‖2L2
f
(R6) + 2Φλ[ξ<] + 2Φ0[Ξ<]− 4ℜΦ0[ξ<,Ξ<] + 2λℜ
(
GΞ>,Gλξ<
)
L2(R6)
+λ
(
GΞ>,GλΞ>
)
L2(R6)
+ β|q|2, (B.28)
where
Fλ[w] = (w, (Hfree + λ)w) , (B.29)
Φλ[ξ] = 2π
2
√
m(m+ 2)
m+ 1
∫
R3
dp
√
p2 + λ |ξˆ(p)|2 +
∫
R6
dpdq
ξˆ∗(p)ξˆ(q)
p2 + q2 + 2m+1p · q+ λ
.(B.30)
and Φ0[·, ·] denotes the bilinear form associated to Φ0[·].
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Proof. Uniqueness of the decomposition u = wλ+Gλη follows from the fact that wλ ∈ H1f (R6) while
Gλη /∈ H1f (R6), for any η. Moreover the domain is independent of λ as a consequence of the regularity
of (Gλ − Gµ)η for any λ, µ > 0. Indeed, the resolvent identity yields
(Gλ − Gµ)η = (µ− λ) (Hfree + µ)−1 Gλη,
which is clearly in the domain of Hfree, i.e., H
2
f (R
6), any time Gλη ∈ L2f (R6). It remains then to
show that the equivalence holds true also for µ = 0. In this case it suffices to set
w := wλ + (Gλ − G) η, (B.31)
which belongs to H˙1f (R
6), if wλ ∈ H1f (R6) and Gη ∈ L2loc(R6), and this follows from the condition
ξ ∈ H˙1/2(R3) and a direct inspection of the other term GΞ−.
The expression of the quadratic form is a direct consequence of the above definition and therefore
we give only a sketch of the computation. Writing w = wλ + (Gλ − G)η and η = ξ< + Ξ>, we find
F (n)0,β [u] = (wλ, (Hfree + λ)wλ)L2(R6) − λ‖u‖2L2
f
(R6) + λ
(
G(ξ< + Ξ>),Gλ(ξ< + Ξ>)
)
L2(R6)
+ 2Φ0[ξ< − Ξ>] + β|q|2
= Fλ[wλ]− λ‖u‖2L2
f
(R6) + 2Φ0[Ξ<]− 4ℜΦ0[ξ<,Ξ<] + 2λℜ
(
GΞ>,Gλξ<
)
L2(R6)
+ λ
(
GΞ>,GλΞ>
)
L2(R6)
+ β|q|2 + λ
(
Gξ<,Gλξ<
)
L2(R6)
+ 2Φ0[ξ<] (B.32)
By an explicit computation we obtain
λ
(
Gξ<,Gλξ<
)
L2(R6)
+ 2Φ0[ξ<] = 2Φλ[ξ<] (B.33)
and then (B.28) is proved. Notice that all the terms of the quadratic form in (B.28) are separately
finite thanks to the properties of ξ<, Ξ< and Ξ>.
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