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A non-conventional finite element formalism is proposed to solve the dynamic Landau-Lifshitz-Gilbert micromagnetic equations. 
Two bidimensional test problems are treated to estimate the validity and the accuracy of this finite element approach. 
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I. INTRODUCTION 
HE LANDAU-LIFSHITZ-GILBERT (LLG) equation [1] 
describes the magnetization dynamics of ferromagnetic 
systems. The equation reads as: 
( ) ( )0 ,µ γ α= − × + ×effv m H m v  (1) 
where m is the local magnetization vector, t= ∂ ∂v m , γ is the 
gyromagnetic factor, α is the Gilbert damping constant and 
Heff is the effective field obtained by variational derivation of 
the total energy Etot with respect to m(r) [2]. This field results 
from the main interactions in a micromagnetic system and can 
be written as the sum of four fields: exchange field Hex, 
anisotropy field Hanis, magnetostatic field Hm and applied field 
Happ. 
 One important hypothesis of micromagnetism is that the 
local magnetization vector must be constant in magnitude [3]. 
Thus a constraint  
2( ) 1 0g = − =m m  (2) 
is imposed on the magnetization. Moreover the so-called 
Brown condition 0n∂ ∂ =m on the surface S of the magnetic 
body has to be taken into account. 
 From a mathematical point of view, the local form (1) 
with the constraint (2) and the boundary conditions constitute 
the so-called “strong form” of the problem to solve. An option 
for solving numerically this kind of problems is the finite 
element (FE) method [4], [5]. As the FE approach calculates 
the solution of a “weak formulation”, one must transform the 
strong form into a weak form. The methodology is always the 
same: the partial differential equation is multiplied by a “test 
function” and integrated over the domain of calculus. An 
important point is the choice of the test functions. It will be 
shown latter that the dynamics of the magnetic system might 
be altered if not proper test functions are chosen.  
II.  MOTIVATION 
Usually, the weak form of (1) is obtained by projecting the 
physical equations onto vector test functions φ belonging to 
the same vector space as the one in which the solution is 
sought [6], [7]. As a first step we take into account only the 
exchange field 0(2 )ex SA Mµ= ∆exH m . The following weak 
form for LLG (noted WF1) is obtained: 
( )( ) 2 0,ex
lS l l
A γd d
M x x
α
Ω Ω
⎛ ⎞∂ ∂⋅ − × Ω − × ⋅ Ω =⎜ ⎟∂ ∂⎝ ⎠∑∫ ∫
m φφ v m v m  (3) 
Ω being the magnetic domain, Aex the exchange constant and 
MS the spontaneous magnetization. The solution m of WF1 
must satisfy (2), a constraint that is very difficult to deal with 
[6]. Furthermore, even when a correct method for its treatment 
is used, unfortunately, because of the interpolation of the 
magnetization using Lagrange polynomials, this condition is 
fully respected only at the nodes of the finite element 
discretization, and only partially in the elements. 
 To avoid the problems resulting from the constraint 
Alouges proposed in 2006 an unusual weak formulation for 
the LLG equations [8]. He considered that due to the 
constraint (2) the vector fields (m,v) belong to mutually 
orthogonal subspaces, namely v is in the tangent space to m at 
each mesh node. Based on this, he adapted the projection 
method by choosing vector test functions w that also belong to 
this typical subspace. He replaced thus the “classical” test 
functions φ by m×w, such as m⋅w=0, without loss of 
generality. Taking into account these, a new weak form (WF2 
hereafter) is obtained from (3), again only for the exchange 
term:  
( ) 2 Ω 0.ex
S
Ad d
M
γα
Ω Ω
⋅ + × Ω+ ∇ ⋅∇ =∫ ∫w v m v m w  (4) 
The main advantage of WF2 is that the constraint (2) is 
implicitly verified because the solution v is in the tangent 
subspace to m. Such a problem is easier to treat than (3). Once 
v calculated the local magnetization vector can be easily 
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reconstructed.  
The estimation of the integral in the exchange term is more 
sensitive to interpolation errors as the number of terms in m 
and ∇m is large. As in WF1 the exchange term contains both 
m and its space derivative, whereas in WF2 only ∇m occurs, 
WF1 is more sensitive to this kind of errors than WF2. 
We implemented and tested both weak formulations. In the 
following we present the results for a first 2D test case 
consisting of a 2x2nm square, in which the magnetic moments 
are coupled by exchange. A sinusoidal magnetic distribution 
is imposed at the beginning of the simulation. At equilibrium 
all the moments should be aligned.  
The dynamics of the magnetization was calculated with 
WF1 and WF2. The relaxation process towards equilibrium 
calculated by WF1 and WF2 is compared with the one 
obtained by a finite difference (FD) approach , earlier 
implemented in the GL_FFT software (by J.C. Toussaint, © 
Institut Néel) [9]. The value of the damping parameter was 
taken to be 0.02. 
 
 
Fig. 1.  Evolution of a) the average value of the mx magnetization component 
and b) the energy density as a function of time. The time is expressed in 
arbitrary units. The evolution of the FD and the WF2 curves are quite similar, 
for both mx and Etot, whereas the blue curve corresponding to WF1 is clearly 
over-damped.  
 
The comparison (Fig. 1) shows that although the 
equilibrium states are the same, the paths followed by the 
magnetization in the relaxation process are quite different. 
Using WF1, one notices a faster decrease of the energy than 
with the WF2 approach and the FD approach. The WF1 
motion is artificially over-damped, most likely because of the 
treatment of the constraint (2). 
III. WEAK FORMULATION FOR MICROMAGNETISM 
The results for the first test case encouraged us to 
implement a FE formulation based on Alouges’s idea 
including all four field terms. Thus a complete weak 
formulation is obtained: 
{ }02 0.ex
S
d d
A
d d
M
α
γ µ γ
Ω Ω
Ω Ω
⋅ Ω + ⋅ × Ω
+ ∇ ⋅∇ Ω− ⋅ Ω =
∫ ∫
∫ ∫
w v w m v
w m w H m
 (5) 
Here H{m} stands for the sum of the magnetostatic, applied 
and anisotropy field. There are two possible ways of finding 
the magnetostatic field in FE: by using either a magnetic 
vector potential approach including the Coulomb gauge, or 
more simply, using a magnetic scalar potential approach. In 
both cases the regularity of the magnetic potential at infinity is 
imposed [10]. To treat this, a spatial transformation [11] is 
used, converting the infinite exterior domain into a finite one 
[6]. 
 v is expressed as a finite difference of the solutions at 
times n and n+1, thus the magnetization vector at time n+1 is 
obtained by 
n+1 n tδ= +m m v  (6) 
and must be normalized at each mesh node. 
A. Time Integration Scheme 
An explicit Euler scheme requires very small time steps. In 
a FE approach, due to the non-homogeneity of the spatial 
discretization, the time step is bounded by the size of the 
smallest mesh element, leading thus to its dramatic reduction, 
and thus decreasing the efficiency of the method. To avoid it 
we adopted a classical θ-scheme [12]. The magnetization in 
the exchange term has been expressed as tθδ+m v . 
Consequently the weak formulation (5) is modified as follows: 
( )
{ }0
2
2
0.
ex
S
ex
S
Ad δt d
M
A d d
M
γα θ
γ µ γ
Ω Ω
Ω Ω
⋅ + × Ω + ∇ ⋅∇ Ω
+ ∇ ⋅∇ Ω− ⋅ Ω =
∫ ∫
∫ ∫
w v m v w v
w m w H m
 (7) 
where 0≤θ≤1. In particular, for θ=0 one retrieves an explicit 
scheme, for θ=1/2 a Crank-Nicholson-like scheme, and finally 
θ=1 represents an implicit integration scheme. In the 
simulations we used θ=1/2 because its accuracy is better than 
for the implicit one (θ=1), although is not of order 2 in time 
due to normalization. 
As a physical system relaxing towards equilibrium loses 
energy, one should verify that the above mentioned 
integration scheme indeed describes a dissipative process. In 
other terms, one has to check whether the energy difference 
∆En between two consecutive time steps is negative. { } { } { }n+1 n n nn { }E E E E δt E∆ = − = + −m m m v m  (8) 
 For sake of simplicity, only the exchange term is kept in 
the following proof. In this context, the system’s energy reads 
as n n 2{ } ( )
ex
E A= ∇∫m m at each time step n.  
 By the substitution of w by v in (7), a mathematically valid 
operation as they belong to the same subspace, we get the 
following property: 
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( )22 n2 2ex ex
S S
A A
d δt d d
M M
γ γα θ
Ω Ω Ω
Ω + ∇ Ω = − ∇ ⋅∇ Ω∫ ∫ ∫v v v m  (9) 
By introducing this in (8), the expression of ∆En is obtained: 
( )22 2n 21 .2 exS
AE δt d δt d
M
γα θ
Ω Ω
⎛ ⎞∆ = − Ω− − ∇ Ω⎜ ⎟⎝ ⎠∫ ∫v v  (10) 
It is readily seen that by choosing θ∈[1/2, 1] the system’s 
energy is guaranteed to decrease in time. A general proof 
taking into account all the field terms was established and will 
be published elsewhere.
 
IV. RESULTS 
In thin films with a perpendicular magnetocrystalline 
anisotropy of moderate strength (FePd alloys, Co(0001) or 
Co/Pt multilayers) particular equilibrium configurations at 
remanence are observed, made of a periodic modulation of the 
perpendicular component of the magnetization that leads to 
parallel stripe domains [13]. Such magnetic bodies are thus 
well adapted to 2D micromagnetic simulations since the 
magnetization is nearly invariant along the stripes’ direction 
(Oz axis) and is periodic in the other in-plane direction (Ox 
axis). 
Because of the periodic character of the structure the 
simulated system can be reduced to only a region that has the 
length equal to the equilibrium period. The equilibrium period 
is determined by the material parameters describing the 
system. The material parameters used in our simulations are: 
Aex=2⋅10-11 J/m, µ0MS=1 T, Kanis=5⋅105 J/m3. Using these 
values, the equilibrium period of the magnetic system was 
determined to be around 200nm. Thus the simulated geometry 
consists of a rectangular body with the length of 200nm and 
height of 40nm. A schematic representation of the model 
system is given in Fig. 2: 
 
Fig. 2.  Schematic representation of the stripe domain structure. The symmetry 
properties permit to reduce the size of the simulated system to only a unit, of 
height h=40nm and length L=200nm.  
 
The magnetization dynamics towards equilibrium was 
calculated with several values of the damping parameter by 
using the WF2 based approach and compared to those 
obtained with the FD software GL_FFT. We present hereafter 
only the study realized with the last value of the damping 
parameter (0.03) because of its relevance in testing the 
accuracy of the WF2 implementation.  
As initial magnetization configuration a sinusoidal profile 
was chosen: 
0, cos 2 , sin 2 .x y z
x xm m m
L L
π π⎛ ⎞ ⎛ ⎞= = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  (11) 
Figure 3a) shows the time evolution of the magnetization 
component oriented along the Oz direction. The oscillations 
are related to the value of the damping parameter (α=0.03), 
and indicate a highly non-linear dynamic behavior.  
In Fig. 3b) the time evolution of the total energy is shown, 
consistent with a dissipation process towards equilibrium. 
There is a small energy difference around 1% between the 
equilibrium values. The residual discrepancy may be 
attributed to the different ways to evaluate the total energy: 
FD uses local estimations of the magnetization vector and the 
effective field, whereas in FE the energy expression  
[ ] ( )2 2
0 0
1
1
2
ex anis
S S
totE A d K d
M d M dµ µ
Ω Ω
Ω Ω
⎡ ⎤= ∇ Ω+ − ⋅ Ω⎣ ⎦
− ⋅ Ω − ⋅ Ω
∫ ∫
∫ ∫
K
app m
m u m
m H m H
 (12) 
is applied to the magnetization field interpolated on each 
element. 
 
 
Fig. 3.  Temporal evolution of a) the average value of the mz magnetization 
component and b) the total energy density. The results issued by the GL_FFT 
software and the WF2 approach are in very good agreement. For the 
equilibrium energy value there is a difference of 1% between the results. For 
the magnetization component, even though only the first oscillations are 
reproduced exactly by the WF2 approach, the characteristic times are the 
same. 
 
Several intermediate configurations are represented in Fig. 
4 to illustrate the good agreement between FD and WF2. In 
the first part of the motion, where the oscillation amplitude of 
mz is very large the domain walls are quite distorted. As the 
equilibrium approaches the final structure of the vortex walls 
is formed and they oscillate around the equilibrium position 
until the system stabilizes.  
The last configuration represents the equilibrium state. The 
magnetization mainly lies in the Oxy plane, forming the 
magnetic domains parallel to the easy axis. As expected from 
the value of the quality factor (1.25) a complex wall structure 
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is formed: in the center the domain wall corresponds to a 
vortex structure, whereas near the surfaces two flux closure 
domains with opposite magnetization orientation appear. The 
walls are separated by a distance of L/2. The maximum 
misalignment between the FD and FE equilibrium 
configurations was determined. The most important 
discrepancies lie in the region where the domain walls are 
placed, but overall, the angle between the magnetization 
calculated with the two approaches does not exceed 0.05 rad. 
It is important to notice that for small damping values 
(α≈510-2) the relaxation process is quite complex. Sometimes 
the domain walls can become so distorted that, if not proper 
values for the space discretization are used, unphysical 
processes might occur. As a rule of thumb, in micromagnetic 
simulations the maximum mesh size must be smaller than the 
minimum of any of the characteristic lengths: the exchange 
and the Bloch length [2]. In our case the exchange length is 
lex=5.01 nm and the Bloch length lB=6.32 nm. Taking these 
into consideration, the simulations have been carried out using 
a mesh size of 2 nm, thus smaller than the value given by the 
rule of thumb. This however is required because for example 
in the third configuration in Fig. 4, the vortex core extends 
only over 4 nm. In this case a mesh size of 5 nm would not be 
recommended in order to prevent the non-physical reversal of 
the vortices.  
 
Fig. 4.  Magnetization distribution calculated by FD (left) and WF2 (right) at 
several time steps (the time being expressed in arbitrary units). The mx and my 
magnetization components are represented by arrows and the mz component 
by a color scale. 
 
V. CONCLUSIONS 
 This study emphasizes that the essential point in the 
micromagnetic modeling by finite elements is not the one 
related to meshing, but the problem of implementing correct 
weak formulations. 
We proposed and compared two weak formulations, WF1 
obtained by direct projection of the LLG equations and WF2 
obtained by a more sophisticated method. The property of the 
integration scheme to be dissipative was demonstrated only 
for the latter one. We showed, for a simplified test case that 
WF1 is intrinsically more dissipative that WF2, and thus is not 
adapted for the description of magnetization dynamics for 
realistic damping values (α=10-2). 
In the case of a 2D stripe system the WF2 implementation 
was shown to reproduce with high accuracy the magnetization 
dynamics obtained with a finite difference approach. A good 
agreement was obtained for averaged quantities, like the 
magnetization and the total energy as a function of time, and 
also for local ones, like magnetization vector distributions. 
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