



Version of attached ﬁle:
Accepted Version
Peer-review status of attached ﬁle:
Peer-reviewed
Citation for published item:
Wei, Guangfen and Thomas, Sanju and Cole, Marina and Racz, Zoltan and Gardner, Julian (2017)
'Ratiometric decoding of pheromones for a biomimetic infochemical communication system.', Sensors., 17 (11).
p. 2489.
Further information on publisher's website:
https://doi.org/10.3390/s17112489
Publisher's copyright statement:
This is an open access article distributed under the Creative Commons Attribution License which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is properly cited. (CC BY 4.0).
Additional information:
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or charge, for
personal research or study, educational, or not-for-proﬁt purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in DRO
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full DRO policy for further details.
Durham University Library, Stockton Road, Durham DH1 3LY, United Kingdom















Abstract:  Biosynthetic  infochemical  communication  is  an  emerging  scientific  field  employing 
molecular compounds for information transmission, labelling, and biochemical interfacing; having 
potential  application  in diverse  areas  ranging  from pest management  to  group  coordination  of 
swarming  robots. Our  communication  system  comprises  a  chemoemitter module  that  encodes 
information  by  producing  volatile  pheromone  components  and  a  chemoreceiver  module  that 
decodes the transmitted ratiometric information via polymer‐coated piezoelectric Surface Acoustic 
Wave  Resonator  (SAWR)  sensors.  The  inspiration  for  such  a  system  is  based  on  the 
pheromone‐based  communication  between  insects.  Ten  features  are  extracted  from  the  SAWR 
sensor  response  and  analysed  using  multi‐variate  classification  techniques,  i.e.,  Linear 
Discriminant Analysis  (LDA),  Probabilistic Neural Network  (PNN),  and Multilayer  Perception 
Neural Network (MLPNN) methods, and an optimal feature subset is identified. A combination of 
steady state and transient features of the sensor signals showed superior performances with LDA 
and MLPNN. Although MLPNN gave excellent  results  reaching 100%  recognition rate at 400  s, 
over all time stations PNN gave the best performance based on an expanded data‐set with adjacent 
neighbours. In this case, 100% of the pheromone mixtures were successfully  identified  just 200 s 
after  they were  first  injected  into  the wind  tunnel. We believe that this approach can be used for 
future chemical communication employing simple mixtures of airborne molecules. 




For over half a  century,  biomimetics  has  evolved as a  research discipline  studying biological 





subsequently  translated  into  robust  behavioural  responses  under  turbulent,  real‐world 
conditions[2].  Insects use  their antennae  to detect  the nature,  intensity, and gradient direction of 
volatile chemical compounds. This form of communication using chemicals alone has promoted the 
development of a new class of  technology  for  labeling,  information  transmission and biochemical 















































































































































































































































































































































































The  basic  configuration  of  the  communication  system  involves  a  microsystem,  called  the 
chemoemitter module, which  is capable of producing and releasing a precise mixture of ratiometric 
biosynthetic pheromone compounds, and a sensor system, called the chemoreceiver module, which is 








The  chemoemitter  module  comprises  of  a  neMESYS  high‐precision  multi‐channel  syringe 
pump (Cetoni GmbH, Korbussen, Germany) that drives a micro‐machined evaporator (or “artificial 
gland”)  releasing pheromones  into  the  chamber. Precisely  controlled dilution  and mixing  of  the 
compounds is used to produce the pheromone blends with encoded ratiometric information. These 







coated  with  a  chemically‐  selective  functional  coating  (i.e.,  polymer)  to  concentrate  vapour 
molecules  on  the  device  surface.  Polyethylene  (PE),  polystyrene‐co‐butadiene  (PSB),  and 
polyethylene‐co‐vinyl  acetate  (PEVA)  were  selected  based  on  their Volatile  Organic  Compound 
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been  identified  as  a  blend  of  several  compounds  including‐(Z,E)‐9,11‐tetradecadienyl  acetate 
((Z,E)‐9,11‐14:OAc), (Z)‐9‐tetradecenyl acetate(Z9‐14:OAc), (E)‐11‐tetradecenyl acetate (E11‐14:OAc), 
and tetradecyl acetate (14:OAc) [9,10]. However,  the  female pheromone  composition of  this moth 
varies heavily depending upon the origin of the strain [9,10,18]. A summary of the sex pheromone 
compositions  of  Spodoptera  littoralis  has  been  reported  in  [18], which  shows  that Z9‐14:OAc  and 
E11‐14:OAc forms the two major secondary components, whose ratios vary immensely depending 
on  the origin of  the  strain. Hence E11‐14:OAc and Z9‐14:OAc were chosen as the two pheromone 
compounds  to  encode  the  ratiometric  information,  so  as  to  validate  the  performance  of  the 
infochemical communication system. These pheromone compounds were biosynthesized by Dimov 
et  al.  [19]  using  a  silicon‐glass  based  microreactor  coated  with  anti‐adsorption  polyelectrolyte 
multilayer. This MEMS based biosynthetic reactor forms part of an ‘‘artificial gland’’, as described in [12], 







effective decoding method  to  recover  any  ratiometric  information  successfully. This helps  in  the 
conservation of blend information between the source and the receiver.   
Table  1.  Ratios  of  the  two  pheromones  used  to  demonstrate  the  basic  principle  of  ratiometric 
infochemical communication. 
Ratios  1:0  2:1 1:1 1:2  0:1
Categories  R1  R6  R2  R7  R3  R8  R4  R9  R5  R10 
E11‐14:OAc volume (μL)  1  2  0.66  1.33  0.5  1  0.33  0.66  0  0 
Z9‐14:OAc volume (μL)  0  0  0.33  0.66  0.5  1  0.66  1.33  1  2 
Before the start of each experiment, normal clean air was pumped into the odour chamber for 
the  purpose  of  purging  the  chamber  to  remove  any  residual  volatile  vapours  from  previous 
measurements.  This  allowed  the  sensor  signals  to  return  to  their  initial  ambient  conditions.  A 


















measurement,  (0.33μL  Z9‐14:OAc  and  0.66μL  E11‐14:OAc)  showing  sensing,  reference  and 
difference  signals of  a PSB‐coated dual  sensor. The  sensor  response during venting  and baseline 
establishment is also shown.   
For  the  low‐volume 5  ratios, measurements were  repeated  six  times  and  for high‐volume 5 
ratios, measurements were repeated three times, all randomly. Responses of the three sensors to 10 
categories of all the repeats were recorded, which added up to a total of 3 (sensors) × 5 (low‐volume 
ratios) × 6 (repeats) + 3 (sensors) × 5 (high‐volume ratios) × 3 (repeats) = 3×45 signal profiles. The 3D 
plot of the time trajectory based on two sensors of the SAWR sensor array is shown in Figure 4a. It 






error  of  the  sensor  responses  from  the  average.  Based  on  the  calculated  results,  the  deviation 
percentage  of  each  sensor  is  random  and  widely  distributed when  there  is  no  injection  of  the 
pheromone  ratios  (because  the baseline of  frequency  shift  is  around  zero). After  the  injection of 
pheromone,  the  sensor deviation decreases. When a  sensor  starts  to  respond,  the deviation  level 
decreases rapidly and reaches a relatively stable level, which is lower than 10%. Minimum deviation 
occurs at the highest frequency shifts for most sensors. Good repeatability is shown by PEVA and 
PSB based SAWR sensors  towards  the steady‐state  level. However,  the deviation  level  is high  for 













shows  the  time dependent  trajectory based on  the  first  two principal components  (PC1 and PC2). 
With time, the data points of each category group together. Starting from t = 250 s, it can be observed 
that high concentration ratio points are separated clearly  from  the  low concentration ratio points. 
The 10 categories do show considerable intertwining. R1, R2, and R10 overlap each other clearly. The 















Features  are  extracted  from  the  sensor  responses  in  order  to  obtain  good  decoding 
performances,  such  as  high  rate  and  speed  of  recognition,  mainly  showing  the  effectiveness  of 
decoding and classifying the transmitted information [20–22]. Table 2 lists the features selected and 
analyzed in this study. It has been shown elsewhere that the response of polymer‐based chemical 
sensor  can  be  approximated  by  a  first‐order  exponential  model  [23].  Similarly,  the  frequency 
response of the SAWR sensors can be expressed in terms of the rise time, as shown in Equation (1): 
݂ሺݐሻ ൌ ݂ሺ∞ሻሾ1 െ expሺെݐ/߬ሻሿ  (1) 
where  ݂ሺ∞ሻ  is the frequency shift at the stationary state and is expected to be the maximum value, 
and  ߬  is  the  characteristic  rise  time. Rearranging  the  equation,  the  rise  time  ߬  is  inferred  as  the 
reciprocal of derivative of the logarithm of response signal. 
߬ ൌ െ1/ሼdሼlnሾ݂ሺ∞ሻ െ ݂ሺݐሻሿሽdݐ ሽ  (2) 









Original signal  Orig  ࢌ࢏࢐ሺtሻ 
Standardized score  Zscore  ࢠ࢏࢐ሺtሻ ൌ ሾࢌ࢏࢐ሺtሻ െ ૄ࢐ሺtሻሿ/ો࢐ሺtሻ 
Autoscaled value  AS  ࡭ࡿ࢏࢐ሺtሻ ൌ ࢌ࢏࢐ሺtሻ/ۺ࢏ሺtሻ,where ۺ࢏ሺtሻ 	ൌ ൣ∑ ሺࢌ࢏࢐ሺtሻ	ሻ૛૜࢐ୀ૚ ൧૚/૛






Simple scaling by concentration ratio XC  ࢄ࡯௜௝ሺtሻ ൌ ࢌ࢏࢐ሺtሻ/۱௜,۱௜ ൌ ቄ 1, ݅ ൌ 1,2,3, … ,302, ݅ ൌ 31,32,… ,45	 
Logarithm of frequency  LnF  ࡸ࢔ࡲ࢏࢐ሺtሻ ൌ ܔܖሺ|ࢌ࢏࢐ሺtሻ |ሻ 
1st order derivative of frequency  Deriv  ࡰࡲ࢏࢐ሺܜሻ ൌ ࢊࢌ࢏࢐ሺtሻ/ࢊ࢚ 
The time constant 1  ߬1 ࣎૚࢏࢐ሺtሻ ൌ െ૚/൛ࢊ൛ܔܖൣࢌ࢏࢐ሺ∞ሻ െ ࢌ࢏࢐ሺtሻ൧ൟ/ࢊ࢚ൟ 
The time constant 2  ߬2 ࣎૛࢏࢐ሺtሻ ൌ ૚/ ቈࢊࢌ࢏࢐ሺtሻࢊ࢚
૚
ࢌ࢏࢐ሺ∞ሻ቉ ൌ ࢌ࢏࢐ሺ∞ሻ/ ቈ
ࢊࢌ࢏࢐ሺtሻ
ࢊ࢚ ቉ 











typical  linear  classification  technique  applied  in  electronic  nose  applications  [20,26]. Other  than 
these  linear  techniques,  nonlinear  techniques,  including  artificial  neural  networks  (ANN)  and 
probabilistic neural networks (PNN), are the most studied recognition methods in gas sensing area 
[27]. These powerful nonlinear classifiers are adopted and studied as the decoding methods in the 





The  infochemical  codes  (or  labels)  are  associated  with  discrimination  capabilities  (e.g., 
inter‐class distance) by  signal  classification methods. Both LDA and PCA are  linear classification 
techniques,  which  are  able  to  present  the  points  in  a  transformed  space  and  show  inner‐class 
distance and inter‐class distance. Figure 4c,d show the data points at t = 650 s after injection of the 
pheromone blends  in  the 3D space of Principal Components  (PCs), and  the space of Discriminate 
Functions  (DFs).  In  the  PC  space,  the  data‐points  are  distributed  based  on  the major  variation 












that  is  closely  related  to  the  Bayes  classification  rule  and  the  Parzen  nonparametric  probability 
density  function estimation  theory. PNNs offer a way  to classify multi‐dimensional vectors using 
probability density functions (often Gaussian). 
It is not necessary to calculate the full probability density function when using Parzen windows 
for  classification;  it  is  sufficient  to  evaluate  it  at  the  test  vector  point.  The  following  equation 
expresses the method for finding the needed value, extended to the n‐dimensional case: 
௔݂ሺܺሻ ൌ 1 ሺ2πሻ
೛
మ⁄ σ௣ሺ1 ݊௔⁄ ሻ෍exp ሺെ





where  ௔݂ሺܺሻ  is the value of the probability density function of class A at point X,  ݅  is the number of 
the  training  vector,  ݌   is  the  number  of  components  in  the  training  vector,  σ   is  a  smoothing 





The second  layer sums  these contributions  for each class of  inputs  to produce as  its net output a 
vector of probabilities. Finally, a transfer function is applied to the output of the second layer and 
picks the maximum of these probabilities and produces a binary “1” for that class and a “0” for other 
classes. The 10  ratios are  encoded as numbers  ranging  from1  to 10. The  input  is  the verification 








The  smoothing parameter  σ  is  also  the  standard deviation of  the Gaussian,  and  it must be 
pre‐selected to provide an appropriate width for the distribution. If the value chosen for  σ  is small, 
then each Gaussian is narrow; whereas, if the value of  σ  is made larger, the Gaussian functions are 
spread out  and  flattened, producing  a  smoother probability density  function  estimate. Here,  the 
classification  accuracy  was  found  to  be  relatively  insensitive  to  the  exact  value  of  σ.   As  σ 
approaches 0, a nearest neighbour classifier is in effect approximated. As it approaches infinity, the 









ܦ௜ ൌ ቄmin൛dist൫s୩, s୨൯; ݆ ൌ 1,⋯N୧, j ് k, k ൌ 1,⋯N୧ൟቅ , ݅ ൌ 1,⋯ c   






The  Rumelhart  back‐propagation  (BP) multilayer  neural  network  is  a widely  used  pattern 



















Each  extracted  feature  in  Table  2  is  used  as  the  input  of  the  LDA,  PNN,  and  MLPNN 
recognition  algorithms.  The  Leave‐One‐Out  verification  method  is  adopted  and  the  average 
recognition rates based on the features are shown in Figure 6. 
It  was  observed  that  the  AS  and  Ratio  features  were  not  effective  for  recognition,  as  the 
















shown  in  Figure  6.  However,  recognition  rates  using  the  transient  features  are  higher  at  the 
beginning. A combination of features has the potential to improve the overall recognition rate. 
Combinations of  features are also  fed  into  the LDA, PNN, and MLPNN algorithms, and  the 
results are shown in Figure 7. The used features are Orig, Zscore, LnF, Deriv,  ߬1, and  ߬2. 
Figure  7  shows  the  recognition  rate of LDA, PNN,  and MLPNN using  the  combinations of 
steady features and transient features. Figure 7a shows the LDA recognition rate of combination of 
the  Orig  feature  with  others  and  the  Orig‐߬2   combination  shows  the  fastest  recognition  rate, 
reaching 100% ratio at 700 s. Feature combination does improve recognition compared with Figure 6, 
especially  for  combinations  with  dynamic  features.  Figure  7b  shows  the  combination  of  the 




A  combination  of  Orig  with  other  features  shows  improved  results  in  Figure  7d  and  the 
performances  are  similar  reaching  over  90%  ratio  at  800  s.  Figure  7e  shows  that  the  Z‐LnF 




Perception Neural Network  (MLPNN)  recognition based on  combination of  feature. From  left  to 
right, LDA recognition ratio based on two feature combinations with (a) Orig; (b) Z; (c) LnF, PNN 
recognition  ratio  based  on  two  feature  combinations with  (d) Orig;  (e)  Z;  (f)  LnF,  and MLPNN 
recognition ratio based on two feature combinations with (g) Orig; (h ) Z; and (i) LnF. 
Figure 7g–i (third row) shows the recognition rate of MLPNN using the combined features. The 





In  summary,  combining  a  steady  state  feature  and  a  transient  feature  can  improve  the 
recognition rate for LDA and MLPNN algorithms, but less so for the PNN algorithm. 
6.3. Decoding Based on Sequential Forward Feature Selection 
Feature subset selection (FSS)  is an  important  feature  selection technique that can be used to 
find an optimal subset of features that maximizes information content or predictive accuracy [24]. 
Sequential search algorithms are computer‐intensive  strategies that reduce the number of states to 
be visited during  search by  applying  local  search. The  simplest methods  are  sequential  forward 
selection (SFS) and sequential backward selection (SBS) [31]. In this work, the SFS approach has been 
adopted for the sake of expediency. 
The input feature set is designed as {Orig, Zscore, AR,  ܣܵ, LnF, Deriv,  ߬1,  ߬2}. The recognition 
rate with  SFS  based PNN  and MLPNN  classification  algorithms  are  calculated  and  the  features 
selected  are  shown  in  Table  3.  Compared  to  Figure  7,  there  is  no  clear  improvement  of  the 
recognition  rate. Again,  it can be  seen  that  transient  features play greater  roles  than  steady  state 
features during earlier stage to improve the recognition rate, while steady features play higher roles 
lately. Among the steady features, Orig and LnF show up more than others. Deriv shows more than 





Features  Recognition Rate  Features Recognition Rate   
150  Deriv  51.1%  LnF  35.6% 
200  Deriv, τ1  57.8%  LnF, τ1, τ2  60.0% 
250  Deriv, τ1, τ2  64.4%  Deriv, τ1, τ2  57.8% 
300  Zscore,τ1  64.4%  Orig, LnF  57.8% 
350  Orig  62.2%  LnF, τ2  64.4% 
400  Orig  64.4%  Orig, Deriv  68.9% 
450  Deriv  62.2%  LnF, Deriv  73.3% 
500  Zscore, Deriv  68.9%  Deriv  60.0% 
550  Zscore  64.4%  Orig  62.2% 
600  Orig  66.7%  AS  73.3% 
650  Orig  66.7%  LnF  75.6% 
700  Orig  75.6%  Orig, AS, LnF, Deriv  82.2% 
750  Zscore  86.7%  LnF, Deriv  84.4% 
800  LnF  93.3%  Orig, AS  88.9% 
850  Orig, τ1  100.0%  LnF  84.4% 
900  Orig  97.8%  LnF  84.4% 
950  Orig  97.8%  AS  80.0% 
6.4. Expanding Input Samples with Neighbours 
The  challenge  of  this  ratiometric  decoding  problem  is  the  limitation  of  pre‐tested  sensor 
responses.  This  confined  data‐set  has  restricted  the  recognition  rate  and  recognition  speed. 
However,  as  the  data  acquisition  interval  is  far  less  than  the  sensor  response  time,  the  closest 
data‐points in time also are closest in values. Therefore, nearest neighbour is adopted as the input of 
recognition algorithms. By utilizing this approach, the whole sample set is expanded to 90. Together 




described  above.  But  for MLPNN,  the  expanding  of  dataset  brings  an  extremely  long  training 
period. Therefore, only the LDA and PNN are applied in this section. 













Based  on  the  above  analysis,  when  considering  the  recognition  rate  and  the  amount  of 
computation, the PNN based on the expanded data‐set is preferred as the final real‐time decoding 
approach. Information at each time is recognized by PNN. 
To  verify  the  decoding  approach,  the  sensor  frequency  shifts  are  processed with  the  time 








The  total  recognition  ratio  is  illustrated  in  Figure  8b.  The  recognition  ratio  achieves  100% 
around 270 s and slightly down to 90% during the period of 300 s to 360 s, because R3 and R5 mixed 
together, as shown  in Figure 8d. After 360s, the recognition ratio stays at 100% till the end. Hence, 





as  molecular  messengers  is  presented  and  infochemical  transferring  experiments  have  been 
performed.  Information has been  ratiometrically  encoded using binary mixtures of  two kinds of 
pheromones with different concentrations, and then  released into a small wind tunnel mimicking 
the  infochemical  transfer  process.  These  uniquely  encoded  chemical  signals  were  successfully 





analyzing  the  SAWR  sensor  responses. LDA, PNN,  and MLPNN  algorithms  have  been  used  to 
analyze different  sets of  sensor  features. Orig, Zscore,  LnF, Deriv,  ߬1,  ߬2  are  useful  features  and 
selected as a good feature subset, including steady state and transient values. Results show that the 
combination  of  steady  state  and  transient  features  improve  the  LDA  and  MLPNN  recognition 
performances.  A  sequential  forward  feature  selection  method  was  combined  with  the  three 
algorithms to improve optimal feature selection. Important selected features are Orig and LnF. Orig 
worked  best  for  PNN,  and  LnF  for MLPNN.  MLPNN  shows  improved  performance  based  on 
combinations of steady and transient features with large computation consumption.   
Significant  improvement  was  achieved  by  using  the  adjacent  neighbouring  data‐points  to 
expand the data‐set. The SFS based PNN obtains 100% ratio at 200 s with a time interval of 50 s. SFS 
is  time  consuming. Final real‐time decoding is performed by PNN using only Orig  feature and a 
greatly improved recognition performance is achieved. Decoding ratio of 100% is obtained at about 
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