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Abstract
Let (W,S) be a Coxeter system and σ be an automorphism of the Coxeter graph of (W,S). Then σ
extends to a group automorphism of W and gives rise to a subgroup Wσ in W consisting of elements
fixed by this automorphism σ . In this paper, we prove that Wσ is a Coxeter group, and that the Bruhat
order on Wσ is the restriction of that on W .
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let (W,S) be a Coxeter system, and  be the length function on W with respect to S.
For s, s′ ∈ S, let m(s, s′) be the order of the product ss′. A bijection σ :S → S is called
a Coxeter graph automorphism of (W,S) if σ satisfies
m
(
σ(s), σ
(
s′
))= m(s, s′) for all s, s′ ∈ S. (1.1)
Let σ be a Coxeter graph automorphism of (W,S). Then σ extends to a group automor-
phism of W , denoted by same symbol σ , satisfying
σ(s1s2 · · · sr ) = σ(s1)σ (s2) · · ·σ(sr )
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M. Nanba / Journal of Algebra 285 (2005) 470–480 471for any sequence s1, s2, . . . , sr ∈ S. Then (σ (w)) = (w) for all w ∈ W .
Let Wσ be the subgroup of W consisting of elements fixed by a Coxeter graph automor-
phism σ ;
Wσ =
{
w ∈ W | σ(w) = w}. (1.2)
For each 〈σ 〉-orbit X ⊂ S, we denote by WX the parabolic subgroup of W . If WX is
finite, then WX has a unique longest element wX . Define Sσ by
Sσ =
{
wX | X: 〈σ 〉-orbit, WX: finite
}
. (1.3)
Theorem 1.1 (R. Steinberg [5]). Let (W,S) be a Coxeter system, and let σ be a Coxeter
graph automorphism of (W,S). Then (Wσ ,Sσ ) is a Coxeter system.
R. Steinberg [5] proved this theorem by using the root system of (W,S). In this paper,
we give another proof by using the Exchange Condition, which characterizes the Coxeter
system (see N. Bourbaki [1]).
If (W,S) is a Coxeter system, a partial order , called the Bruhat order, is defined as
follows: Let T = {wsw−1 | w ∈ W, s ∈ S}. For w,w′ ∈ W , define w  w′ if there exist
elements t1, . . . , tk ∈ T such that
w′ = tktk−1 · · · t1w,
and
(ti ti−1 · · · t1w) (ti−1 · · · tiw) (i = 1,2, . . . , k).
Since (Wσ ,Sσ ) is a Coxeter system, Wσ has the Bruhat order with respect to Sσ . The
main theorem of this paper gives a relationship between the Bruhat order on W and that
on Wσ .
Theorem 1.2. The Bruhat order on Wσ with respect to Sσ is the restriction of the Bruhat
order on W with respect to S. That is, if σ is the Bruhat order on Wσ with respect to Sσ ,
and  is the Bruhat order on W with respect to S, then,
w σ w′ if and only if w w′ for w,w′ ∈ Wσ .
A typical example of a pair (W,Wσ ) is W =S2n (Coxeter group of type A2n−1) and
Wσ = {w ∈S2n | w(i)+w(2n+1− i) = 2n+1 (i = 1,2, . . . ,2n)}. Then Wσ is a Coxeter
group of type Bn. In this case, Theorem 1.2 is mentioned in [4].
2. Preliminaries
In this section, we present several properties of the Coxeter system which we need to
prove Theorem 1.1 and Theorem 1.2. Throughout this paper, (W,S) is a Coxeter system
472 M. Nanba / Journal of Algebra 285 (2005) 470–480and σ is a Coxeter graph automorphism (see (1.1)). Also we use the notation x1 · · · xˇi · · ·xr
to represent the product x1 · · ·xi−1xi+1 · · ·xr .
Let (W,S) be a Coxeter system. For a subset X ⊆ S, let WX = 〈X〉 be the parabolic
subgroup of W generated by X as before. Let WX (respectively, XW ) be the set of distin-
guished left (respectively, right) coset representatives:
WX = {w ∈ W | (ws) (w) for all s ∈ X},
XW = {w ∈ W | (sw) (w) for all s ∈ X}.
Then any w ∈ W can be written uniquely as a product w = w˜w′ (respectively, w = w′′ŵ)
of w˜ ∈ WX and w′ ∈ WX (respectively, ŵ ∈ XW and w′′ ∈ WX) with (w) = (w˜)+ (w′)
(respectively, (w) = (w′′)+ (ŵ)). In this decomposition, w˜ is called the WX-part of w,
and ŵ is called the XW -part of w.
Lemma 2.1. Let w,w′,w′′ ∈ W and w = sqsq−1 · · · s1 be a reduced expression of w ∈ W .
Assume that (sjw′) (w′) and (sjw′w′′) (w′w′′) (for all j ). Then:
(1) Let w′′ = s′′1 s′′2 · · · s′′r (s′′i ∈ S) be an arbitrary expression. Then, for each j with
1 j min(q, r), there exist indices 1 i1 < i2 < · · · < ir−j  r such that w′w′′ =
sj · · · s1w′s′′i1 · · · s′′ir−j .
(2) (w′′) q = (w).
Proof. Fix a reduced expression w′ = s′1 · · · s′p of w′. Since (sjw′)  (w′) for j =
1,2, . . . , q , we see that w′ ∈ XW for X = {s1, . . . , sq} and sj · · · s1w′ = sj · · · s1s′1 · · · s′p
is reduced. In particular, (sj · · · s1w′) = p + j .
(1) We prove (1) by induction on j . If j = 1, then (s1w′w′′)  (w′w′′) implies that
w′w′′ can be expressed in the form:
(a) w′w′′ = s1s′1 · · · sˇ′k · · · s′ps′′1 · · · s′′r for some k or
(b) w′w′′ = s1s′1 · · · s′ps′′1 · · · sˇ′′k · · · s′′r for some k
(see Theorem 3.1). If w′w′′ is of the form (a), then w′ = s1s′1 · · · sˇ′k · · · s′p and this is a
contradiction. Thus w′w′′ is of the form (b), and the assertion of (1) holds for j = 1.
Suppose that the assertion of (1) holds for j < min(q, r). By the induction hypothesis,
there are indices 1 i1 < · · · < ir−j  r such that
w′w′′ = sj · · · s1w′s′′i1 · · · s′′ir−j .
(Note that r − j  1.) Then the condition (sj+1w′w′′) (w′w′′) implies that w′w′′ can
be written in one of the following form:
(a) w′w′′ = sj+1sj · · · sˇk · · · s1s′1 · · · s′ps′′i1 · · · s′′ir−j for some k,
(b) w′w′′ = sj+1sj · · · s1s′ · · · sˇ′ · · · s′ps′′ · · · s′′ for some k or1 k i1 ir−j
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If w′w′′ is of the form (a) or (b), then sj+1sj · · · s1w′ = sj · · · sˇk · · · s1s′1 · · · s′p or
sj+1sj · · · s1w′ = sj · · · s1s′1 · · · sˇ′k · · · s′p , which contradicts to (sj+1 · · · s1w′) = p + j + 1.
Thus w′w′′ is of the form (c), and the assertion (1) holds for j + 1.
(2) Let (w′′) = r . Assume to the contrary that (w) > r , and set w = sr · · · s1. Then
sr · · · s1 is a reduced expression of w, since w = sqsq−1 · · · s1 is a reduced expression of w.
Applying (1) to w and w′w′′, we have
w′w′′ = sr · · · s1w′ = ww′,
and

(
w′w′′
)= (ww′)= (sr · · · s1w′)= p + r.
But we see that

(
sr+1w′w′′
)= (sr+1ww′)= p + r + 1 > (ww′)= (w′w′′).
This contradicts to the assumption (sr+1w′w′′) (w′w′′). 
Applying Lemma 2.1 to w′ = e, we have the following corollary:
Corollary 2.2. Let w = sq · · · s1 be a reduced expression of w ∈ W and w′′ ∈ W an element
such that (sjw′′) (w′′) for any j . Then we have:
(1) Let w′′ = s′′1 · · · s′′r be an arbitrary expression. For each j with 1 j min(q, r), there
exist indices 1 i1 < · · · < ir−j  r such that w′′ = sj · · · s1s′′i1 · · · s′′ir−j .
(2) (w′′) q = (w).
Remark 2.3. Let X be a subset S and WX the parabolic subgroup generated by X. If there
exists y ∈ WX such that (sy) (y) for all s ∈ X, then w  y for all w ∈ WX , where 
is the Bruhat order on WX . That is, y ∈ WX is the maximal element in the Bruhat order
on WX . This assertion can be proved by using induction on (w) and Property Z (see
Theorem 4.1).
Proposition 2.4. Let X be a subset of S.
(1) Suppose that WX is a finite subgroup. If w ∈ W satisfies (sw) (w) for all s ∈ X,
then there exists an element w˜ ∈ W such that w = wXw˜ and (w) = (wX) + (w˜),
where wX is the longest element of WX .
(2) Suppose that WX is an infinite subgroup. Then there exists no element w ∈ W such
that (sw) (w) for all s ∈ X.
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tion such that w′ ∈ WX, w˜ ∈ XW and (w) = (w′) + (w˜). To prove (1), it is sufficient
to show that w′ = wX . In other words, we show (sw′)  (w′) for all s ∈ X. To the
contrary, assume that there exists s ∈ X such that (sw′) > (w′). Let w′ = s1 · · · sp and
w˜ = sp+1 · · · sp+q be reduced expressions. Then w = s1 · · · sp+q is a reduced expression
of w. Since (sw) (w) for s ∈ X, there exists an index i such that 1 i  p + q and
w = ss1 · · · sˇi · · · sp+q
by the Exchange Condition. Since (sw′) > (w′) by assumption, this index i must satisfy
p + 1 i  p + q . Set w′′ = ss1 · · · sp , then we have w′′ ∈ WX and
w′′−1w = sp+1 · · · sˇi · · · sp+q ∈ WX · w.
This is a contradiction because w˜ is the XW -part of w.
(2) Suppose that WX is infinite, then there is no y ∈ WX such that (sy)  (y) for
all s ∈ X. Indeed, if there is an element y ∈ WX as before, then y ∈ WX is the maximal
element in the Bruhat order on WX , and all elements of WX can be expressed as subwords
of a reduced expression of y (see Theorem 4.1(3)). This implies that WX is finite.
Assume that there exists w ∈ W such that (sw) (w) for all s ∈ X. Let the decompo-
sition w = w′w˜ be as in (1). Then by the same argument as (1), we have that (sw′) (w′)
for all s ∈ X. This is a contradiction, because there exists no such element in WX , if WX is
infinite. 
In what follows, let σ be a Coxeter graph automorphism of (W,S), and 〈σ 〉 be the group
generated by σ . And let wX be the longest element of WX , if a parabolic subgroup WX is
finite.
Lemma 2.5. Let X be a 〈σ 〉-orbit. For w ∈ Wσ , the following are equivalent:
(1) There exists s ∈ X such that (sw) (w).
(2) (sw) (w) for all s ∈ X
Proof. We prove only (1) ⇒ (2). (The other implication is obvious.)
Suppose that (sw)  (w) for some s ∈ X and take s′ ∈ X. Since X is a 〈σ 〉-orbit,
there exists k ∈ Z such that s′ = σk(s). Then we have

(
s′w
)= (σk(s)w)= (σk(sw))= (sw) (w). 
From these properties, we obtain the following result:
Proposition 2.6. Let (W,S) be a Coxeter system, and σ be a Coxeter graph automorphism
of (W,S). Then:
(1) If X ⊆ S is a 〈σ 〉-orbit and WX is finite, then wX ∈ Wσ .
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(w) = (wX1) + · · · + (wXr ).
Proof. (1) Let wX = s1 · · · sr be a reduced expression. Then si ∈ X for all 1 i  r (see
[3, Theorem 5.5]). Since X is a 〈σ 〉-orbit, we have σ(si) ∈ X for all 1  i  r . Thus
σ(wX) = σ(s1) · · ·σ(sr ) ∈ WX . So we have σ(wX) = wX , because (σ (wX)) = (wX)
and the longest element in WX is unique.
(2) We use induction on (w) to prove (2). If (w) = 0, then w = e. Therefore the
assertion is obvious in this case.
Let (w) 1 and let w = s1 · · · sq be a reduced expression of w, where q = (w). Since
(s1w) < (w), we see that (sw) < (w) for all s ∈ X1, where X1 is the 〈σ 〉-orbit of s1.
Then Proposition 2.4 implies that WX1 is finite, and w has the decomposition w = wX1w′
such that w′ ∈ W and (w) = (wX1)+ (w′). It follows from (1) that w′ ∈ Wσ . Applying
the induction hypothesis to w′, there exist wX2, . . . ,wXq ∈ Sσ such that w′ = wX2 · · ·wXr
and (w′) = (wX2)+· · ·+(wXr ). Thus we have the decomposition w = wX1wX2 · · ·wXr
such that (w) = (wX1) + (wX2) + · · · + (wXr ). 
Corollary 2.7. Let (W,S) be a Coxeter system, and let σ be a Coxeter graph automor-
phism. Let X be a 〈σ 〉-orbit. Then:
(1) Wσ ∩ WX = {e,wX} if WX is finite.
(2) Wσ ∩ WX = {e} if WX is infinite.
Proof. Suppose that WX is finite. Then it is obvious by Proposition 2.6(1) that Wσ ∩WX ⊇
{e,wX}. Assume that w ∈ Wσ ∩ WX is w = e. Since w = e, there exists s ∈ X such that
(sw) (w). Then Lemma 2.5(1) implies that (sw) (w) for all s ∈ X. Thus w = wX .
Suppose that WX is infinite. Assume that w ∈ Wσ ∩WX is w = e. By the same argument
as the preceding case, we have (sw)  (w) for all s ∈ X. But this is a contradiction to
Proposition 2.4(2). 
3. Proof of Theorem 1.1
In this section, we give a new proof to Theorem 1.1 by using the following result:
Theorem 3.1 (see N. Bourbaki [1]). Let W be a group, and S be a subset of W such that
S generates W and m(s, s) = 1 for all s ∈ S. Then the pair (W,S) is a Coxeter system if
and only if (W,S) satisfies the Exchange Condition:
(EC) Let w ∈ W and w = s1 · · · sq be an arbitrary expression. If (sw) (w) for s ∈ S,
then there exists j with 1 j  q such that sw = s1 · · · sˇj · · · sq .
It follows from Proposition 2.6(2) that Sσ generates Wσ . Thus we have the length func-
tion σ with respect to Sσ . To prove that (Wσ ,Sσ ) satisfies the Exchange Condition, we
need to analyze σ .
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bitrary expression with respect to Sσ . Suppose that there exists an element s ∈ X such
that (sw′) (w′). Then there exists an index k such that wXw′ = wX1 · · · ˇwXk · · ·wXr .
Furthermore we have (wX) (wXk ), and (wXw′) = (w′) − (wX).
Proof. For the s ∈ X given in the statement, we choose an index k such that
(swX1 · · ·wXk) (wX1 · · ·wXk) (3.1)
and
(swX1 · · ·wXk−1) > (wX1 · · ·wXk−1). (3.2)
We set w˜ = wX1 · · ·wXk−1 , and let wXk = s1 · · · sq be a reduced expression. Then si ∈
Xk for all 1  i  q . Since X is a 〈σ 〉-orbit, it follows from (3.1), (3.2) and Lemma 2.5
that (s′w˜) > (w˜) and (s′w˜wXk )  (w˜wXk ) for all s′ ∈ X. Applying Lemma 2.1, we
conclude that (wX) (wXk ) and there exist indices 1 i1 < · · · < iq−p  q such that
w˜wXk = wXwX1 · · ·wXk−1si1 · · · siq−p ,
where p is the length of wX . Since sij ∈ Xk for all subindices j , we have si1 · · · siq−p ∈
Wσ ∩ WXk . Thus we must have si1 · · · siq−p = e or wXk by Corollary 2.7. If si1 · · · siq−p =
wXk , then wX = e. This is a contradiction. 
Proposition 3.3. Let  be the length function on W with respect to S, and let σ
be the length function on Wσ with respect to Sσ . Let w = wX1 · · ·wXr ∈ Wσ , where
wX1, . . . ,wXr ∈ Sσ . Then we have that σ (w) = r if and only if (w) = (wX1) +· · · + (wXr ).
Proof. Define wr,wr−1, . . . ,w1 ∈ Wσ as follows:
wr = w, wr−k = wXk · · ·wX1w = wXk+1 · · ·wXr (1 k  r).
Note that w1 = wXr .
First, we show the only if -part. Since σ (w) = r , it is easy to show that σ (wk) = k for
1 k  r . We use induction on index k to prove that (wk) = (wXr−k+1) + · · · + (wXr )
for 1 k  r .
If k = 1, the assertion is obvious.
For k  1, we assume that
(wk) = (wXr−k+1) + · · · + (wXr ). (3.3)
If there is an element s ∈ Xr−k such that (swk) (wk), then Proposition 3.2 implies that
there is an index r − k + 1 j  r such that
wk+1 = wXr−kwk = wXr−k+1 · · · ˇwXj · · ·wXr .
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implies that (wk+1) = (wXr−kwk) = (wXr−k ) + (wk). By (3.3), we have (wk+1) =
(wXr−k ) + (wXr−k+1) + · · · + (wXr ).
Conversely, we prove that σ (w) = r if (w) = (wX1) + · · · + (wXr ). Since we have
an expression w = wX1 · · ·wXr , that σ (w) r is clear. To prove the equality, we assume
to the contrary that σ (w) = t  r . Then there exist wX′1, . . . ,wX′t ∈ Sσ such that w =
wX′1 · · ·wX′t .
Since (w) = (wX1) + · · · + (wXr ), it is easy to see that
(wr−k) = (wXk+1 · · ·wXr ) = (wXk+1) + · · · + (wXr ) (3.4)
for all 0 k  r and, for each 0 k  r − 1,
(swr−k) = (swXk+1 · · ·wXr ) = 
(
(swXk+1)wXk+2 · · ·wXr
)
 (swXk+1) + (wXk+2) + · · · + (wXk )
 (wXk+1) + · · · + (wXr ) = (wr−k) (3.5)
for all s ∈ Xk+1. Now, we assume that the following claim is true:
Claim 3.4. For each k with 1 k  t , there exist 1 j1 < j2 < · · · < jt−k  t such that
wr−k = wX′j1 wX′j2 · · ·wX′jt−k .
Applying the above claim to k = t , we have wr−t = e. Then (3.4) implies that wXt+1 =· · · = wXr = e. This is a contradiction. 
Proof of Claim 3.4. We use induction on k.
If k = 0, we have (swr) (wr) for all s ∈ X1, by (3.5). Applying Proposition 3.2 to
wX1 and wr = w = wX′1 · · ·wX′t , we see that there exists index j such that
wr−1 = wX1w = wX′1 · · · ˇwX′j · · ·wX′t .
Therefore the claim holds for k = 0.
We assume that the claim holds for k  0. Then there exist 1 j1 < · · · < jt−k  t such
that wr−k = wX′j1 · · ·wX′jt−k . By (3.5), we can apply Proposition 3.2 to wXk+1 and wr−k ,
and then we obtain that there exists 1 s  t − k such that
wr−k−1 = wXk+1wr−k = wX′j1 · · · ˇwX′js · · ·wX′jt−k .
Thus, the claim holds for k + 1. 
Corollary 3.5. Let w ∈ Wσ and wX ∈ Sσ .
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case, (wXw) = (w) − (wX).
(2) σ (wXw)  σ (w) if and only if there exists s ∈ X such that (sw)  (w). In this
case, (wXw) = (w) + (wX).
Remark 3.6. For a Coxeter system (W,S), (sw)  (w) implies (sw) < (w) and
(sw)  (w) implies (sw) > (w), where w ∈ W and s ∈ S. Hence we never have the
equality σ (wXw) = σ (w) for all wX ∈ Sσ and w ∈ Wσ .
Proof of Corollary 3.5. (1) It is obvious from Proposition 3.2 that σ (wXw)  σ (w)
if there exists s ∈ X such that (sw)  (w). Thus we show the converse. Let w =
wX1 · · ·wXr be a reduced expression with respect to Sσ . Then (w) = (wX1) + · · · +
(wXr ) from Proposition 3.3. Assume that σ (wXw)  σ (w), and (sw) > (w) for all
s ∈ X. Then we have w ∈ XW , and (wXw) = (wX) + (w) = (wX) + (wX1) + · · · +
(wXr ). By Proposition 3.3, wXw = wXwX1 · · ·wXr must be a reduced expression. Thus
σ (wXw) > σ (w). This is a contradiction to σ (wXw) σ (w).
(2) Similarly, let w = wX1 · · ·wXr be a reduced expression. Then, by Proposition 3.3,
(w) = (wX1) + · · · + (wXr ). If (sw) (w) for an element s ∈ X, then we have w ∈
XW by Lemma 2.5. Thus, we obtain (wXw) = (wX)+ (w) = (wX)+ (wX1)+ · · ·+
(wXr ). Then we have a reduced expression of wXw such that wXw = wXwX1 · · ·wXr
by Proposition 3.3. Therefore σ (wXw)  σ (w). Conversely, we assume σ (wXw) 
σ (w) and (sw) < (w) for all s ∈ X. Then by choosing a reduced expression of w with
respect to Sσ , and applying Proposition 3.2 to this reduced expression and wX , we have
σ (wXw) < σ (w). This is a contradiction. 
Now, we show by using the preceding results that (Wσ ,Sσ ) satisfies the Exchange Con-
dition.
Proof of Theorem 1.1. Let wX ∈ Sσ and w ∈ Wσ , and suppose that σ (wXw) σ (w).
Let w = wX1 · · ·wXr be an arbitrary expression. Since σ (wXw)  σ (w), there exists
s ∈ X such that (sw)  (w) by Corollary 3.5(1). Then there exists an index k such
that wXw = wX1 · · · ˇwXk · · ·wXr by Proposition 3.2. Thus the pair (Wσ ,Sσ ) satisfies the
Exchange Condition. This completes the proof of Theorem 1.1. 
4. Proof of Theorem 1.2
In this section, we give a proof of Theorem 1.2 by using characterization of Bruhat
order:
Theorem 4.1 (V. Deodhar [2]). Let (W,S) be a Coxeter system and  be a relation on W .
Then the following are equivalent:
(1) The relation  is the Bruhat order on W .
(2) (a) w  e if and only if w = e (w ∈ W).
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Property Z(s,w1,w2): For w1,w2 ∈ W and s ∈ S such that (sw1)  (w1) and
(sw2) (w2), one has w1 w2 ⇔ sw1 w2 ⇔ sw1  sw2.
(3) Let w′ = s1s2 · · · sr be a fixed, but arbitrary, reduced expression. Then w  w′ if
and only if there exist indices i1, . . . , it with 1  i1 < · · · < it  r such that w =
si1si2 · · · sit .
Proof of Theorem 1.2. It is enough to show that the restriction to Wσ of the Bruhat order
 on W satisfies the conditions (a) and (b) in Theorem 4.1(2).
It is obvious that the restriction  satisfies Theorem 4.1(2)(a).
To prove the condition (b), take elements wX ∈ Sσ and w1,w2 ∈ Wσ satisfying
σ (wXw1)  σ (w1) and σ (wXw2)  σ (w2). Let wX = sk · · · s1 be a reduced ex-
pression. Then s1, s2, . . . , sk ∈ X. Since σ (wXw1)  σ (w1), we see that (wXw1) =
(w1) − (wX) by Corollary 3.5(1). Thus (si · · · s1w1)  (si−1 · · · s1w1) for 1  i  k.
Similarly, (si · · · s1w2) (si−1 · · · s1w2) for 1 i  k. In particular, since X is a 〈σ 〉-or-
bit, (s1w2)  (w2) and Lemma 2.5 imply that (siw2)  (w2) for 1  i  k. Now,
using induction, we show that, for 1 i  k, the following condition (∗∗i ) holds:
w1 w2 ⇔ si · · · s1w1 w2 ⇔ si · · · s1w1  si · · · s1w2. (∗∗i )
If i = 1, then (s1w1) (w1), (s1w2) (w2) and Property Z(s1,w1,w2) imply that
the condition (∗∗1) holds.
Suppose that i > 1 and the condition (∗∗i−1) holds. Since (sisi−1 · · · s1w1) 
(si−1 · · · s1w1) and (siw2)  (w2), Property Z(si, si−1 · · · s1w1,w2) implies that
si−1 · · · s1w1  w2 is equivalent to si · · · s1w1  w2. Thus w1  w2 is equivalent
to si · · · s1w1  w2. And since (si · · · s1w1)  (si−1 · · · s1w1) and (si · · · s1w2) 
(si−1 · · · s1w2), Property Z(si, si−1 · · · s1w1, si−1 · · · s1w2) implies that si−1 · · · s1w1 
si−1 · · · s1w2 is equivalent to si · · · s1w1  si · · · s1w2. Thus w1  w2 is equivalent to
si · · · s1w1  si · · · s1w2. Thus the condition (∗∗i ) holds.
It is follows from the condition (∗∗k) that the restriction satisfies the condition (b) in
Theorem 4.1(2). 
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