A novel formalism for determining the source-induced noise in Stokes parameter measurements is derived for sources with Gaussian statistics. The formalism is based on a concise expression for the autocovariance functions of the Stokes parameters in terms of the second-order correlation properties of the optical field. At the output of an optical system, source-induced noise can result not only from the intensity fluctuations of the source but also from phase or polarization fluctuations. To describe the effect of the system, another formalism for the propagation of the second-order correlation properties of the optical field is derived. We apply the formalisms to analyze source-induced noise at the output of a birefringent medium, and in coherencemultiplexing networks.
INTRODUCTION
Over the past two decades broadband sources with very short temporal coherence have been used in many applications. In one group of applications, low-coherence sources in conjunction with an interferometer have been used for characterizing the transmissive or reflective properties of different systems. Examples include lowcoherence reflectometry 1, 2 and low-coherence tomography. 3, 4 In these applications the low temporal coherence is critical in achieving high spatial resolution. Another group of applications is low-coherence multiplexing of sensors 5, 6 and communication channels in fiberoptic networks. [7] [8] [9] These applications allow a number of users to simultaneously share a wavelength band and were considered as possible alternatives to wavelengthdivision multiplexing in local area networks. The crosstalk performance of low-coherence multiplexing networks improves as the source bandwidth increases.
An inherent drawback of low-coherence sources is the relatively high optical noise they induce in an optical network. Light from low-coherence sources is characterized by both amplitude and phase fluctuations. The amplitude fluctuations give rise to intensity noise at the output of a square-law detector, referred to as optical noise. Optical noise is enhanced in networks that comprise multiple paths as the source phase noise is translated into amplitude noise. Another contribution to noise enhancement can occur in the presence of polarization-dependent loss due to conversion of polarization fluctuations into intensity noise. Unlike other noise mechanisms, such as thermal noise or shot noise, source-induced optical noise scales with the mean optical power. Hence, the ratio of mean detected signal to source-induced optical noise can not be improved by increasing the source power. In many situations, source-induced noise becomes the limiting factor on overall system performance. For example, the capacity of optical communication channels incorporating coherence multiplexing was shown to be fundamentally inferior to those based on wavelength-division multiplexing strictly because of source-induced optical noise. [9] [10] [11] [12] In low-coherence reflectometry the optical noise associated with a single, relatively strong reflection may limit the sensitivity of the measurement system. 13, 14 The statistical properties of the source-induced noise at the detector output are described by fourth-order moments of the incoming optical field. The incoming field may consist of several contributions, possibly originating from different sources. Each of these contributions was individually filtered by the response of a specific path within the network. Therefore a general description of the source-induced noise becomes complicated. Significant simplification is obtained when considering thermallike sources, since the analytic signals associated with their optical fields are well modeled by circular Gaussian random processes. 15 The high-order statistics of such random processes can be expressed in terms of their second-order moments, considerably reducing the complexity of the evaluauation of source-induced noise.
Several previous studies have thoroughly investigated the statistical properties of optical noise induced by sources of Gaussian statistics at the output of optical networks. The majority of these studies considered the noise associated with measurements of the output intensity. Wentworth 16 and Tur et al. 17 derived expressions for the power spectral density of the output intensity for optical systems with discrete impulse responses. An equivalent expression for systems with general impulse responses was derived by Weissman, 18 who also extended this analysis to non-Gaussian sources. 19, 20 In many practical situations we are interested in observables other than the overall output intensity. For example the capacity of coherence multiplexing was shown to improve by implementing differential detection. 8, 21 The formalisms of Refs. 16 and 17 had to be modified to evaluate the signal-to-noise ratio (SNR) performance of this configuration. 21 Other examples include polarization-sensitive low-coherence reflectometry 22, 23 and polarization-sensitive, low-coherence tomography for medical applications. [24] [25] [26] [27] In the latter two examples high-spatial-resolution characteristics are obtained from measurements of the reflected-light Stokes parameters. Differential detection can be shown to be formally equivalent to measurement of a Stokes parameter.
In this work we describe a formalism that permits the evaluation of the source-induced optical noise in Stokes parameter measurements for Gaussian sources. The optical noise that accompanies a Stokes parameter measurement is characterized by its autocovariance function. There are two main results of the present work. First, a concise expression for the autocovariance functions of the Stokes parameters is obtained in terms of the secondorder correlation properties of the optical field. Second, we derive a formalism for the propagation of these second-order correlation properties through linear, timeinvariant systems. Hence the Stokes parameters' autocovariance at the system output is expressed in terms of the statistical properties of the input field and the transfer properties of the system. We then apply the formalism to analyze an implementation of coherence multiplexing of communication channels based on polarization control. This approach was previously proposed in Ref. 28 , and its noise performance was quantified in the context of multiplexing fiber sensors. 6 Our analysis shows that polarization-coherence multiplexing is advantageous over previously reported scalar implementations in terms of signal-to-optical-noise ratio.
This paper is organized as follows: The derivation of the concise expression for the Stokes parameters' autocovariance functions is described in Subsection 2.A. A formalism for finding the autocovariance of the Stokes parameters at the output of linear time-invariant systems is described in Subsection 2.B. The specific case of systems with discrete impulse response is discussed in Subsection 2.C. The usefulness of the proposed formalism is demonstrated for a section of high-birefringence fiber and for coherence-multiplexing networks in Subsections 3.A. and 3.B., respectively. Section 4 describes the analysis of polarization-coherence multiplexing.
Concluding remarks are given in Section 5.
THEORY A. Autocorrelation of the Stokes Parameters
T denote a Jones column vector describing light from a broadband source. It is assumed that E x (t) and E y (t) are analytic signals that are jointly circular complex Gaussian random processes. 15 We also assume that these random processes are ergodic, so that time averaging and ensemble averaging are interchangeable. We define the instantaneous coherency matrix of E(t) as
Setting ϭ 0 in Eq. (1) and averaging over time or ensemble yields the widely used version of the coherency matrix (see, for example, Ref. 15 ). The instantaneous coherency matrix can be expanded in terms of the Pauli spin matrices as
where is a vector of the identity matrix and the three Pauli spin matrices ( 0 , 1 , 2 , 3 ), and S ϵ ͓S 0 , S 1 , S 2 , S 3 ͔ is a vector of expansion coefficients whose elements are given by
The matrices k are taken in the same order as in Ref. 29 , namely
For ϭ 0 the elements of S(t, ) become the instantaneous Stokes parameters. 30 The classical Stokes parameters are obtained from S(t, ) by setting ϭ 0 and averaging over time or ensemble. 31 Accordingly, with ͗ ͘ denoting averaging, the classical Stokes parameters will appear below as ͗S k (t, 0)͘ ϵ ͗S k (0)͘. For brevity the absolute time argument is omitted whenever averaging is performed, leaving only the time-difference argument. We are interested in the autocovariance function of the Stokes parameter k, which can be expressed as
Here 
With the use of Eq. (2) we obtain
where k k is again a vector of four matrices. Using identities of Pauli spin matrices, we can show that
Defining N k ϵ k mod 2 k div 2 , where is the Kronecker product and div and mod denote, respectively, integer division and division remainder, we then have from Eq. (7)
presses the autocorrelation function of the Stokes parameters in terms of the vector S(t, ). The function can be further simplified by use of the high-order moment theorem for complex Gaussian random processes. 15 According to this theorem any high-order moment of a Gaussian random process can be expressed by use of moments of the first and second orders only. Application of the fourth-order moment theorem yields, after some algebraic manipulations, a very simple expression for the autocovariance functions of the Stokes parameters of a Gaussian field:
The details of the derivation are described in Appendix A. The averaged vector ͗S()͘, which consists of second-order moments of the optical field, contains all the required information for obtaining the autocovariance function of the Stokes parameters. For k ϭ 0, Eq. (9) is equivalent to the result in Ref. 18 . In Subsection 2.B we will determine the autocovariance function at the output of a linear, time-invariant optical network. To that end we will first address the issue of the transfer of ͗S()͘ through the network.
B. Transfer of ŠS()‹ through a Linear, Time-Invariant Optical Network
Let E in (t) denote the Jones vector of the light at the input of a linear, time-invariant optical medium. The transfer properties of the medium are described by a frequencydependent Jones matrix denoted here as H () or by its inverse Fourier transform H(t). Below we refer to H(t) as the impulse-response matrix of the medium. The field at the output of the medium can be expressed as
where ͕H jk (t), k ϭ 1,2; j ϭ 1,2͖ are the matrix elements of H(t) and * denotes convolution. Equation (10) can be written concisely in the form of a matrix convolution
With the use of Eq. (10) we can now write the coherency matrix at the output of the medium in terms of the input coherency matrix
( 1 1 ) Expanding the input and output coherency matrices in terms of ͕ k , k ϭ 0...3͖ and averaging both sides we obtain
Further simplification can be obtained by transforming the variables of integration according to tЈ Ϫ tЉ → and tЈ → :
Defining a 4 ϫ 4 generalized Mueller matrix M() with elements
we can write Eq. (13) in the form of matrix convolution:
Equation (15) can be viewed as a generalized Mueller relation expressing second-order correlation functions of the output optical field in terms of their input counterparts. Equations (9) and (15) enable the determination of the autocovariance of the Stokes parameters at the output of an optical medium for a given input field. It can be shown that Eq. (15) is a generalization of the result in Ref. 18 for k 0. In various practical situations the system under consideration has multiple input and output ports. In these cases the optical field at a given output comprises multiple contributions that we denote as ͕E out n (t), n ϭ 1...N͖, where N is the number of input ports. In situations where different input ports are connected to different independent sources ͗E out n (t ϩ )E out m † (t)͘ ϭ 0 for any and n m. Under these conditions it can be readily shown that
where
Denoting the impulse-response matrix that describes the path from input port n to the output by H n (t) and the corresponding generalized Mueller matrix as M n (), we obtain from Eq. (15)
Here S in n (t, ) are the expansion coefficients of the instantaneous coherency matrix at input n,
C. Systems with Discrete Impulse Response
In many practical situations the optical system can be assumed to have a discrete impulse response of the form
where h l is a 2 ϫ 2 matrix of transmission coefficients. Substituting Eq. (18) into Eq. (14) yields
Further simplification is obtained by interchanging the order of summation, integration, and trace:
OUTPUT INTERFEROMTERIC NOISE FOR SPECIFIC NETWORKS A. Birefringent Medium
The system we consider in this example is a homogeneous birefringent medium with principal axes oriented at 45°. The source is assumed to be linearly polarized along the x axis. The differential group delay (DGD) between the medium's principal axes is denoted as 0 . The impulseresponse matrix of this system is given by
The input is described by
where ⌫ in E () denotes the autocorrelation function of the input field. Using Eq. (15) we obtain the corresponding output vector:
Using Eq. (9), we find the autocovariance of the output intensity:
The power spectrum of the interferometric noise of the output intensity is given by the Fourier transform of Eq. (25) as
Here,
denotes the power spectrum of the input source intensity noise. Similarly, the interferometric noise power spectrum for k ϭ 1 accompanying measurement of the Stokes parameter S 1 may also be determined. Equations (9) and (24) yield
In the incoherent limit the DGD is far longer than the source coherence time, and there is no overlap between ⌫ in E ( Ϫ 0 ) and ⌫ in E ( ϩ 0 ). Equation (27) then reduces to
Using Eq. (20), can find the corresponding generalized Mueller matrix M() as
The formalism of Section 2 can be adopted to analyze any polarization-independent 2 ϫ 2 network. In such situations C 0,out I () describes the autocovariance of the total output intensity and C 1,out I () describes the autocovariance of the signal obtained by differential detection. 21, 32 Specifically the example analyzed in this section is equivalent to a single Mach-Zehnder interferometer (MZI). In previous studies 17 the interferometric noise power spectrum of the intensity at a single output arm of a MZI was derived. This would be equivalent to placing a polarizer aligned with the x axis at the output of the 45°-oriented birefringent medium.
The generalized Mueller matrix then becomes Following steps similar to those used in deriving Eq. (26) we reproduce the result of Ref. 17 for the interferometric noise power spectrum:
B. Coherence Multiplexing
Coherence multiplexing has been studied over the past two decades as an architecture for asynchronous multiplexing of a large number of users in optical communications networks. 7, 9, 33, 34 In a typical scheme, each transmitter consists of a low-coherence source such as a superluminescent light-emitting diode or an erbiumdoped fiber amplifier, and a MZI. To reduce cross talk and interferometric noise, the differential delays of the MZIs, ͕ n , n ϭ 1...N͖, must be judiciously chosen with respect to the coherence time of the sources c . 7, 16 All sums and differences of any two delays, and the delays themselves, should be spaced by several c . Data are transmitted either by amplitude modulation 33 or through modulation of the differential phase of the MZI. 8 One of the MZI outputs from each transmitter is linked through an N ϫ N coupler to all receivers as described in Fig. 1 . Each receiver consists of another MZI whose delay can be tuned to match that of any transmitter to well within c . Therefore, between any transmitter and any receiver there are four different optical paths. When the receiver MZI is tuned to a given transmitter, two of the four paths are of nearly equal optical length, and the corresponding optical fields add up coherently. In contrast, when the receiver is not tuned, all four signals add up incoherently.
The capacity and performance of coherence multiplexing were shown to be critically limited by interferometric noise arising from beating between incoherent signals. 8, [10] [11] [12] 21 The SNR of the detected electrical signal degrades with N 2 (Refs. 21 and 27) and may be improved by using differential detection at the receiver output. 21 The capacity enhancement of differential detection has also been demonstrated experimentally. 8 We illustrate the use of the formalism of Section 2 in estimating the SNR at the receiver output in a specific implementation of coherence multiplexing. In this implementation the source is connected to one input of the transmitter MZI. Data are imparted to the transmitted light by modulating the differential phase at the transmitter MZI and retrieved by differential detection of the two receiver outputs. 8 The output of a differential detector with an integration time T, at t ϭ 0, can be described by W ϭ ͐ 0 T S 1 (tЈ, 0)dtЈ, and the corresponding SNR is given by SNR ϭ ͗W͘ Fig. 1 . Configuration for scalar implementation of coherence multiplexing.
for the incoherent limit
We assume a worst-case scenario in which the polarizations of all signals are aligned. In addition we assume that each transmitter is connected to a different source and that all sources have an identical autocorrelation function ⌫ in E (). Consider a receiver whose MZI is tuned to the differential delay of transmitter m. The impulse-response matrix describing the path from transmitter n to the receiver is given by
In Eq. (31) n ϭ 0, is the data-carrying-modulating phase, and we have not included the common attenuation of the N ϫ N coupler. It can be shown that the differential detector output is
where I in is the launched optical power of the matched transmitter. Using Eqs. (31) and (14) we obtain the generalized Mueller matrices M n (). Equations (17) and (23) are then used to determine ͗S out ()͘: The autocovariance C 1 I () is then obtained from ͗S out ()͘ by using Eq. (9) . It is a sum of terms, each proportional to
where a,b denote the differential delay in a specific transmitter or the sum or difference of two such delays. Significant simplification is achieved in the incoherent limit with the careful choice of ͕ n ͖. Since all sums and differences of any two delays and the delays themselves are spaced by several c , all terms for which a b can be neglected. Hence we obtain 
The output SNR for a large number of simultaneous users is given by
Noting that T ϭ 1/(2B e ), where 2B e is the double-sided electronic bandwidth, 35 we obtain the same result as obtained by Ref. 21 .
We have checked the formalism proposed in Section 2 in two known, specific cases for which the source-induced noise statistics had been previously studied. In both cases, the systems were linear, time invariant and with discrete impulse responses, and the noise statistics was evaluated at the incoherent limit. In previous fundamental works expressions for the output noise statistics for similar situations were derived. 16, 17 In both references, the noise statistics was expressed as a sum over all fourth-order moments of field contributions at the receiver, and a set of selection rules was required to determine which moments contribute to the noise. Even more intricate selection rules were needed for analysis of differential detection. 36 In the formalism described above, these selections rules are automatically observed by maintaining only terms in ⌫ in E ( Ϫ a )⌫ in E ( Ϫ b )* for which a ϭ b in evaluating C k I (), thereby significantly simplifying the calculation. Furthermore, the proposed formalism is particularly convenient for calculating the noise statistics in differential detection, since it is equivalent to finding the noise statistics for the Stokes parameter S 1 . Accordingly such calculation does not require specific selection rules, in contrast to the cases in Refs. 21 and 36.
SIGNAL-TO-NOISE-RATIO ENHANCEMENT IN POLARIZATION-COHERENCE MULTIPLEXING
The principles of coherence multiplexing can be implemented by using the differential delays of highbirefringence (Hi-Bi) fibers instead of MZIs, as pointed out in Refs. 5, 6, and 28. A schematic of a possible implementation is shown in Fig. 2 . In the transmitter light from a low-coherence source is launched into a Hi-Bi fiber. The light is linearly polarized and oriented at 45°with respect to the principal axes of the Hi-Bi fiber. In a manner similar to that described in Section 3, data are encoded through differential phase shifts of either 0 or between the two principal axes of the Hi-Bi fiber. Since power is split evenly between the two axes, and the differential delay is far longer than the source coherence time, the light coming out of the transmitter is completely depolarized.
The signals from all N users are combined by a regular (nonpolarization-maintaining) N ϫ N coupler. For simplicity we assume that the effects of polarization-mode dispersion (PMD) are negligible, so that the delay between the two replicas of the input field from each source remains unchanged. However, the polarizations arriving at the receiver are random and different for each user. At the receiver there is a second section of a Hi-Bi fiber whose DGD is tuned to cancel the DGD of the chosen transmitter. A polarization controller preceding the Hi-Bi fiber is adjusted to eliminate any polarization transformation that occurs between the chosen transmitter and the receiver. The DGDs of different users are designed in the same manner as the differential delays of the MZIs in Section 3. As a result the light from the chosen transmitter becomes polarized again, while light from all other users remains unpolarized.
The state of polarization of the reconstructed signal is Ϯ45°with respect to the principal axis of the receiver Hi-Bi fiber, depending on the modulating phase. A broadband polarimeter is used to measure the Stokes parameter S 2 that carries the transmitted data. Note that such a polarimeter can be constructed from a fixed polarization controller, a polarization beam splitter, and a differential detector.
Implementation of this variant of coherence multiplexing raises some practical concerns since polarization control is necessary. When a particular receiver switches between users, the state of its polarization controller must be adjusted in addition to its DGD. Furthermore, dynamic polarization control is required to compensate for variations in the incoming state of polarization. On the other hand, the output SNR is improved, as we show below.
We denote the arbitrary polarization transformation between transmitter n and receiver m by the general unitary matrix U n ϭ ͓ Ϫb n * a n * a n b n ͔, where ͉a n ͉ 2 ϩ ͉b n ͉ 2 ϭ 1. The overall impulse-response matrix from input n to the polarimeter of receiver m is given by
For the chosen transmitter U n ϭ I, and the detected signal can be shown to be four times stronger than that of the scalar implementation
Again Eq. (14) is used to obtain the generalized Mueller matrices M n (), and Eqs. (17) and (23) are used to determine ͗S out ()͘:
The autocovariance C 2,out I () is then obtained from ͗S out ()͘ by use of Eq. (9):
And the noise variance then is
Hence, the SNR for a large number of users and worstcase polarization conditions is
This result reflects an improvement of the SNR by a factor of four with respect to relation (36).
SUMMARY
In this paper, a formalism is derived for calculating the optical noise induced by Gaussian sources in Stokes parameter measurements. The formalism is based on a concise expression for the autocovariance of the Stokes parameters, and a Mueller-like relation for the propagation of the second-order moments of the optical field. It represents a generalization of previous results that were limited to measured intensity or differential intensity. The formalism can be applied to systems with continuous or discrete impulse responses. In the latter case, it offers significant simplification over previous methods when applied to complex networks, in the incoherent limit. These previous methods used a set of selection rules to determine which of the fourth-order moments contributed to the noise. Even more intricate selection rules were needed for analysis of differential detection. In the proposed formalism these selection rules are automatically observed by maintaining only terms of the form ͉⌫ in E ( Ϫ a )͉ 2 in evaluating the autocovariance of the Stokes parameters. Furthermore, the proposed formalism is particularly convenient in differential detection since it is equivalent to finding the noise for the Stokes parameter S 1 , and no selection rules are required.
To check the formalism we used it to calculate the source-induced noise at the output of a birefringent medium and in a coherence-multiplexing network. The results were consistent with those of previous studies. The formalism was also used to analyze, to our knowledge for the first time, the noise in a polarization-coherencemultiplexing network. It was found that in worst-case polarization conditions, this approach offers SNR improvement of 6 dB over previously reported configurations.
Finally, it should be noted that while the current study was limited to sources with Gaussian statistics, a similar theory can be derived for other types of sources as well. Theories for evaluating the noise that accompanies intensity measurements exist for a laser source with phase noise 37 or for a general source. 19, 20 Generalization of the proposed formalism to encompass non-Gaussian sources in Stokes parameter measurements can be useful in many applications, such as PMD measurements, PMD mitigation, polarimetry, and ellipsometry.
APPENDIX A
The autocorrelation function for the Stokes parameter k is given by Eq. (8) as
where the matrices N k are given by N k ϵ k mod 2 k div 2 or, explicitly,
(A2) Since the two polarization components of the optical field are taken to be jointly circular Gaussian random processes, we can apply the fourth-order-moments theorem to express ⌫ k I () in terms of second-order moments. As an example we shall now demonstrate how to find ⌫ 0 I (); the autocorrelation functions of the rest of the Stokes parameters are similarly obtained. Using the definition S k (t, ) ϭ E † (t) k E(t ϩ ) and Eqs. (A1) and (A2), we obtain for ⌫ 0 I () 
The expression in Eq. (A6) can be simplified significantly by adding and subtracting the following terms: 1 2 ͗E x *͑t͒E x ͑ t ϩ ͒͗͘E y ͑ t ͒E y *͑t ϩ ͒͘ ϩ c.c., 1 2 ͗E x *͑t͒E y ͑ t ϩ ͒͗͘E y ͑ t ͒E x *͑t ϩ ͒͘ ϩ c.c.,
