




















Abstract: Vehicle  classification  (VC)  is  an  underlying  approach  in  an  intelligent  transportation 
system and  is widely used  in various applications  like the monitoring of traffic flow, automated 
parking systems, and security enforcement. The existing VC methods generally have a local nature 
and can classify the vehicles if the target vehicle passes through fixed sensors, passes through the 
short‐range  coverage monitoring  area,  or  a  hybrid  of  these methods. Using  global  positioning 
system (GPS) can provide reliable global information regarding kinematic characteristics; however, 
the  methods  lack  information  about  the  physical  parameter  of  vehicles.  Furthermore,  in  the 
available studies, smartphone or portable GPS apparatuses are used as the source of the extraction 
vehicle’s kinematic characteristics, which are not dependable for the tracking and classification of 
vehicles  in  real  time. To deal with  the  limitation of  the  available VC methods, potential global 
methods  to  identify  physical  and  kinematic  characteristics  in  real  time  states  are  investigated. 
Vehicular Ad Hoc Networks (VANETs) are networks of intelligent interconnected vehicles that can 
provide traffic parameters such as type, velocity, direction, and position of each vehicle in a real 










several distinct  classes. There  are different definitions  available  for VC  in  the  literature. Table  1 
presents  a  summary  of  the  existing  definitions  to  further  clarify  the  phenomenon.  VC  is  a 
fundamental part of  intelligent  transportation systems and  is widely used  in various applications 
like the monitoring of traffic flow [1,2], automated parking systems [3,4], security enforcement [5], 

























The manual count  is  the simplest VC method. However,  these methods are  time‐consuming 
and subject to errors. Vision‐based methods are the most widely studied and used approaches for 
VC and  traffic monitoring. Vision‐based methods extract visual attributes such as the color,  lines, 
and  textural patterns  as  features  in  the video  to detect  and  track vehicles  [37]. Vision‐based VC 
includes  several  steps  such  as  image  segmentation,  feature  extraction,  training,  and  pattern 
recognition. The main purpose of  image segmentation  is  to extract  the object of  interest  from  the 
background based on  some useful  cues  such  as pixel  color  [38,39],  edges—obtained  from  image 
gradients  [40]—and  pixel  intensity  (gray  level)  [41,42].  Training  data  are  used  for  the  pattern 
recognition  and  classification  stages. Particular  care must be  taken when using  the vision‐based 
methods  to  respect  the  privacy  and  anonymity  of  individuals  involved  [23]. A  comprehensive 
review of the vision‐based methods was conducted by Wang et al. [43]. 





using dual‐loop detectors  [47,48]. Thought  loop detectors are  relatively  inexpensive and perform 
automatic classification, but  they do not do well  in high congestion  [23]. Piezoelectric sensors are 
used to detect the weight of the vehicle and the axle configuration [19,49]. The piezoelectric detectors 
are  used  alone  or  in  combination  with  Weight‐In‐Motion  (WIM)  systems.  The  drawback  of 




reflected  infrared  light  by  each  vehicle  and  compare  the  data  with  the  database  to  find  the 





and  computers  that  is  installed  on  a  bridge  structure. WIM measures  the dynamic  axle  load  of 






It  is  shown  that  the  methods  based  on  the  fixed  location  sensors  could  provide  valuable 
information  in  combination  with  other  methods  [59,60].  The  vision‐based  methods  can  provide 
information about  the make and brand of a vehicle  that could be used  to extract other  information 
such  as  gross  weight  and  axle  properties  [61,62].  Besides  the  mobility  state  of  vehicles,  speed 
acceleration and direction also could be retrieved within the coverage area of the camera [59,63]. The 
studies state  that  the use of a GPS‐based positioning system  is  the most reliable way  to extract  the 







In  recent decades,  autonomous driving  has drawn  huge  attention  from  both  academia  and 
industry and great effort has been put  into designing vehicles with  the capability  to self‐navigate 
urban streets [64–68]. Nowadays, autonomous and autopilot vehicles are fleeting on the roads and 
they  are  expected  to  revolutionize  the  transportation  system  in  an  unprecedented manner.  The 
Google driverless  car was  the  first  autonomous  case  to  be driven  in  an urban  context  [69]. The 
Daimler Smart EQ concept is another example of a fully automated vehicle in which a driver is no 
longer  needed  [70].  Tesla Motors  developed  a  semi‐autonomous  vehicle,  called  Tesla  autopilot, 




using  sensing  devices,  then  stored  within  a  centralized  onboard  hardware  unit  for  further 
processing. All autonomous or autopilot vehicles fall within this grouping. 
Smart vehicles are an emerging application of automotive  technology,  capable of  sensing and 
monitoring  their  surroundings  and mobilizing  on‐demand  services.  Based  on  the  USA National 
Highway Traffic Safety Administration (NHTSA), smart vehicles can be classified into five stages of 
autonomy that ranges from no automation (Level 0) to full automation (Level 5) [72]. The five stages of 




















































as  well  as  access  to  an  anonymous  a  privacy‐preserving  scheme  for  sharing  information  and 
exchanging  data,  have  provided  a  unique  combination  of  properties, making  smart  vehicles  an 
attractive  choice  for many  high‐tech  applications.  VC  can  benefit  from  these  technologies  to  a 
significantly greater extent. 
Arguably, the adoption of smart technologies in the design and manufacturing of new vehicles 
motivated  the  development  and  adoption  of  intelligent  systems  for  vehicle  identification  and 
classification.  The  existing VC  approaches,  except  for GPS‐based methods,  generally  have  a  local 
nature and can classify the vehicles if the target vehicle passes through fixed sensors, passes through 
the short‐range coverage monitoring area, or a hybrid of  these methods. Collecting real  time  traffic 
information as well as providing global access to sensor data are two crucial requirements for a reliable 
VC method. 
The  parameters  of  interest  in  VC methods  generally  count,  shape—i.e.,  height, width  and 
length—speed, axle weight and spacing, acceleration/deceleration. The present paper  intended  to 







that  have  aroused  great  interest  worldwide  in  the  last  decade  [75].  VANETs  are  a  network  of 
intelligent  interconnected  vehicles  and  are  composed of  an Onboard Unit  (OBU)  and  a  stationary 
access point, termed roadside units (RSUs) [76]. OBU is a device fitted to each vehicle, which basically 
includes  memory,  a  processing  unit,  a  GPS  receiver,  and  an  antenna  for  short‐range  Internet 
connection  [77]. The OBU  provides  a  vehicle  to  vehicle  (V2V)  communication  or  vehicles  to RSU 
infrastructures  (V2I)  [78].  All  transactional  data  during  the  trip  are  recorded within  a  hardware 
module called an event data recorder (EDR), which is a form of black box within the vehicle [79]. Each 
vehicle sends periodic data into its adjacent vehicles [80]. Privacy preservation and security assurance 
















results  of  the  feasibility  study  show  that,  in  a  VANET  system,  the mobility  information—e.g., 
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Shukla and Saini [83]                 
Yousaf et al. [84]                 
Jain et al. [85]                 
Daigavane et al. [86]                 
Buch et al. [63]                 
Abdulrahim and Salam 
[87] 
               
Chandran and Raman [88]                 
Hadi et al. [89]                 
Atiq et al. [90]                 
Mokha and Kumar [91]                 
Chandran and Raman [88]                 
Narhe and Nagmode [92]                 
Moussa [93]                 
Bhardwaj and Mahajan 
[94] 
               
Misman and Awang [95]                 
Ahmed et al. [96]                 
Borkar and Malik [97]                 
The presented review of the available literature on VC shows that most of the research to date 
mainly  focuses  on  vision‐based methods.  In  these  review  papers,  no  particular  attempts were 




they  only  mentioned  instruments  like  mobile  sensory  devices,  such  as  GPS  receivers  and 




Borkar  and Malik  [97]  reviewed  the  application  of  acoustic  signals  to  estimate  vehicular  speed, 







finding a reliable method to extract  the mobility  information parameters—e.g., position,  traveling 
lane, speed, and acceleration/deceleration—as well as physical characteristics—e.g., weight, height 
and length—of fleeting vehicles in real time and in a global manner, as addressed in this manuscript. 
However,  as  the  study was  expanded,  it was  realized  that  there  is  not  any  review  study  that 
provides  the  same  breadth  and  depth  of  knowledge  we  have  come  to  expect  to  address  the 
aforementioned  objectives.  As  a  result,  a  stepwise  procedure  was  followed  to  evaluate  the 
effectiveness of the existing methods used in the characterization, identification, and classification of 
vehicles in their normal operating conditions, on the one hand, and to investigate the new potential 
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options  that might  provide  solutions  for  on‐road  vehicle  classification,  on  the  other  hand.  The 
findings indicated that the available vehicle classification methods are unable to provide real time 
global physical  and mobility data  for  on‐road  vehicles  in  their normal  operating  condition. The 
present  review covers  the  literature on  the  topic and sheds  light on potential  innovative  ideas  to 
streamline  and  improve  the quality  and  reliability of  the  extracted vehicular data. As  far  as  the 
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non‐intrusive sensors are easier than intrusive sensors and the monitoring data are not affected by 
pavement  quality  [98].  Intrusive  sensors  are  typically  installed  in  holes  on  the  road  surface,  by 
tunneling under the road surfaces or anchoring to the surface of the road [99]. Both intrusive and 
non‐intrusive sensors are sensitive  to adverse environmental conditions,  the  implementation  is of 
high  capital  cost and  they  require  expensive maintenance  [100]. Off‐roadway  sensors are mobile 
sensors  that can be employed via aircraft or satellite, or  in vehicles equipped with GPS  receivers 
[101]. Further details on the classification of sensors will follow. 
2.1. Vision‐Based Methods 
Vision‐based methods are widely studied  for VC and  the  largest number of studies on  fixed 
location  VC  belong  to  video  image  detection.  The  cameras  used  for  collecting  data  can  be 
surveillance video  systems, omnidirectional  cameras  [102] aerial  images  [103,104], Closed‐Circuit 






Image  segmentation  is  one  of  the  fundamental  techniques  in  image  processing. 
Velazquez‐Pupo et al.  [14] presented a high‐performance vision‐based system with a single static 
camera.  In  this  approach, moving  objects  are  first  segmented  by  the  Gaussian Mixture Model 
(GMM)  and,  after  feature  extraction,  tracking  is  performed with  a Kalman  filter.  The  proposed 
system  can be  run  in  real  time with an F‐measure of up  to 98.190%, and an F‐measure of up  to 
99.051% for midsize vehicles. Chen et al. [109] used a recursively updated GMM for segmentation. A 






camera.  A  robust  video‐based  system  to  detect,  track,  classify  and  count  vehicles  using 
marker‐controlled watershed segmentation, a Gabor filter and a support vector machine (SVM). The 
experimental results showed a significantly improved performance in the watershed segmentation 
in  relation  to  vehicle  detection.  Audebert  et  al.  [103]  presented  a  deep  learning‐based 
segment‐before‐detect method  to process  the big data of  a VC obtained  from  remote  sensing. A 
deep,  fully  convolutional  network  was  trained  and  the  learned  semantic maps  were  used  for 
segmentation. A Convolutional Neural Network  (CNN) was  trained  for VC. Zhang  et  al.  [112] 
described  an  image  enhancement  process  using  threshold  segmentation  and  noise  elimination. 
Features are extracted using Gabor extraction, then a SVM is used for classification. 
Shadow  removal  is  an  image processing  step  aimed  at  enhancing  the quality of  a video or 
image  for  computer  systems.  Jehad  et  al.  [113] developed  a  fast  vehicle detection  and  counting       
method using a video camera. A system is presented for extracting traffic data using video image 
processing using background  subtraction,  shadow  removal, and pixel analysis. The  results  show 
that the algorithm is capable of counting 95% of the vehicles, even in the case of some shaking in the 
video feed. Asaidi et al.  [114] presented  two approaches to enhance automatic  traffic surveillance 
systems. A contrast model is proposed to remove dynamic shadows. It is shown that the proposed 




[116]  proposed  a  length‐based  method  for  the  real  time  classification  of  moving  vehicles  in 
multi‐lane  traffic  video  sequences.  Background  subtraction,  edge‐based  shadow  removal, 
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thresholding  segmentation  algorithms  are  followed  with  the  horizontal  projection  to  classify 
vehicles. The  experimental  results  show  that  the  classification  accuracies  for  the  large  and  small 





One‐Class  SVM  (OC‐SVM)  classification.  Velazquez‐Pupo  et  al.  [14]  used  a  real  time  video 
surveillance  system  for  the  classification  and  counting  of  vehicles using  the  codebook model  and 
occlusion  handling.  The  histograms  of  oriented  gradient  followed  by  a  SVM  are  used  to  classify 
vehicles by their type. 




for VC. Texture  features are used  to overcome  the disadvantages of color and  intensity  features. 
Jayadurga  et  al.  [126]  enhanced  the  performance  of  vehicle  classifiers  in  a  highly  textured 
background. A hybrid texture feature extraction, including statistical and spectral texture features, is 
used without pre‐processing for classification. A classification accuracy of 90.1% was achieved and 
the  result was compared with different methods  from similar works  in  the  literature. Chen et al. 
[105] applied a recursively updated GMM algorithm  to  identify vehicles based on  their  type and 
color  using  texture  features.  Multi‐dimensional  smoothing  transform  is  used  to  improve  the 
segmentation  performance.  Good  recognition  rates  were  achieved  for  pragmatic  VC.  The 
non‐invasive features of SIFT are usually used to detect key points. The used characteristics in SIFT 





that  is  faster  than SURF and SIFT and  less affected by  image noise. Song et al.  [129] proposed a 
trajectory clustering framework for vehicle analysis using the ORB algorithm. A matching method 
based on Hamming distance is used. Finally, a clustering method is proposed to classify vehicles. 
The  accuracy  of  the  proposed method  can  reach  up  to  95%.  Furthermore,  vehicle  type  can  be 






VMMR.  Vehicles’  front‐  or  rear‐facing  images  are  embedded  into  Based  on  SURF  (BOSURF) 
histograms, which  are used  to  train multiclass  SVMs  for  classification. The  experimental  results 
prove the superiority of the proposed work in terms of both processing speed and accuracy. 
VC is the final step for the identification of vehicle classes. Support vector machine (SVM) and 
Neural Network  (NN) methods are widely used  for  the classification of  the extracted  features.  In 
Table  4,  some  of  the  most  common  soft‐computing  methods  used  for  pattern  recognition, 
classification, training, or prediction in VC are presented. 



























tree  [145]  nearest  neighbor  [146–148],  decision  tree  learning  [149],  extreme  learning  machine 








radar  systems  for  VC.  A  Doppler  signature  is  captured  once  the  vehicle  passes  through  the 
scattering region. The vehicles are separated based on size categories. Lee et al.  [155] proposed a 
Frequency‐Modulated Continuous Wave  (FMCW)  radar  system  to extract  three distinctive signal 
features from vehicles’ cross‐sections. SVM was used for the classification of the extracted features. 
Through the field measurement results, an accuracy higher than 90% was achieved. Abdullah et al. 
[50]  examined Automatic Target Classification  (ATC)  for  feature  extraction.  The  combination  of 
Z‐score  and NN  is  adapted  for  the  classification  of  the  extracted  features.  The  obtained  results 
demonstrate that an enhanced performance was achieved by using a large number of features. Chen 
et al. [156] employed Synthetic Aperture Radar (SAR) for the tracking and classification of vehicles. 
Target  echo  signals  are decomposed  into many  Intrinsic Mode  Functions  (IMF) using  ensemble 
empirical mode  decomposition  (EEMD).  The  experimental  shows  up  to  a  90%  success  rate  for 
classification. Saville et al. [146] surveyed wide‐band, wide‐aperture, and polarimetric radar data for 
VC. A  10‐VC  experiment  in  the  spectrum  parted  linked  image  test  algorithm was  used  for  the 
verification. 
LiDAR is a remote sensing technology that can generate Doppler for detecting distributed or 




al.  [52] proposed  a novel  feature  extraction method  based  on  the Target Trait Context  (TTC)  to 
enhance the shortcomings of thermal images for VC. The validation results show that the proposed 
TTC feature outperforms the previous methods. Khamayseh et al. [53] proposed a robust framework 
for person–vehicle  classification  from  infrared  images. The  traffic  observations  from  an  infrared 
smart  surveillance  system  are  collected by  Situational Awareness  (SA). The  experimental  results 
prove  the  effectiveness  of  the proposed  framework. Mei  et  al.  [54]  introduced  a  visual  tracking 
method  by  casting  tracking  as  a  sparse  approximation  problem.  The  approach  was  validated 
through a vehicle tracking and classification task using outdoor infrared video sequences. 
Aerial  images are a popular source of  information  in the remote sensing  field. Aerial  images 
have a high resolution and can cover a large area of interest. Several studies have focused on using 
aerial  images  for  VC.  Li  et  al.  [104]  employed  Regions with  a  Convolutional Neural Network 
(R‐CNN)  features  to  recognize  small  vehicles  from  aerial  images.  Feature  map  selection  and 





for  segmentation,  detection,  and  classification  of  vehicles  in  aerial  images.  A  deep,  fully 
convolutional network was trained and the learned semantic maps are used for segmentation. 
2.3. Magnetic Sensors 
Magnetic sensors can detect  the distortion  in  the Earth’s magnetic  field caused by a passing 
vehicle  [159]. Magnetic  loop  detectors  are  the most  commonly  used  sensors  in  VC  and  traffic 
monitoring  [160].  Magnetic  loops  are  generally  installed  in  the  form  of  single‐loop  detectors, 
dual‐loop  detectors,  and  asymmetrical  shapes—e.g.,  rectangular  loops.  Several  studies  have 
researched the use of single‐loop detectors for VC. 
Lamas‐Seco et al. [20] modeled an inductive loop detector to study the influence of significant 
vehicle  characteristics on  inductive  signatures. The  obtained  results  for both prototypes  and  the 
inductive sensor simulator exhibited similar characteristics, validating the model used in their work. 
Coifman  et  al.  [161]  refined  non‐conventional  techniques  for  estimating  speed with  single‐loop 
detectors. The obtained results from this method were compared with the ones obtained from video 
and  dual‐loop  detectors.  This work  successfully  leverages  the  existing  investment  deployed  in 
single‐loop detector  count  stations. Meta  et  al.  [46] presented  a VC method  that uses  the  signal 
generated by a single inductive loop detector. A VC algorithm is introduced that take advantage of 
Discrete  Fourier  Transform  (DFT),  Principal  Component  Analysis  (PCA)  and  backpropagation 
neural network (BPNN) classifiers. The recognition rate was 94.21% for the VC. 
Dual‐loop detectors are formed by two consecutive single‐loop detectors spaced several meters 
apart.  These  detectors  are  widely  employed  to  obtain  average  speed,  occupancy,  and  flow 
information  in  traffic management systems. Wu et al.  [47] presented a method  that considers  the 




relative  to  the best  conventional method. Wei  et al.  [162] presented a hybrid method  to  identify 
traffic phases using  the variables obtained  from dual‐loop  inductive sensors. The hybrid method 
incorporates  the  level  of  service  approaches  and  K‐means  clustering  methods  to  improve  the 
clarification of the traffic flow phase. The result indicates that, compared with the existing models, 
the accuracy is increased from 42% to 92%. Li et al. [163] investigated statistical inference in relation 














method  fulfills  the  requirements  regarding  robustness,  low‐cost,  high  processing  speed,  low 
memory  consumption,  and  capability.  He  et  al.  [165]  proposed  an  approach  to  overcome  the 
shortcomings of  the  conventional data  aggregation  from  single‐point  sensor data. A  filter–filter–
wrapper model  is  adopted  to  evaluate  and determine non‐redundant  feature  subsets. C‐support 




an analysis of magnetic  sensors  implementable  in a microcontroller  system. A new  classification 
method for a single magnetic sensor‐based technique using the NN classifier is designed. Li et al. 
[142] proposed an online VC method using a magnetic sensor. Eight features are extracted, then the 
decision  tree model  is  trained based on  the Classification and Regression Tree  (CART) algorithm 
with a Minimum Number of Split (MNS) samples. Finally, the trained decision tree model is pruned 
with a Minimum Error Pruning  (MEP)  rule. The  results show  that  the proposed method enables 
online  vehicle  type  classification  with  the  advantages  of  high  classification  accuracy,  sample 
robustness and less execution time. Yang and Lei [167] developed a vehicle detection system using 
low‐cost  triaxial  anisotropic  magneto‐resistive  sensors.  A  novel  fixed  threshold  state  machine 
algorithm  based  on  signal  variance  is  proposed.  The  experimental  results  have  shown  that  the 











Piezoelectric  sensors  are  made  of  materials  that  convert  pressure  to  electrical  charges  in 
response  to  vibrations  or  mechanical  impacts.  Piezoelectric  sensors  are  embedded  below  the 
pavement surface at each lane, covered with flush epoxy resin for traffic counting and to estimate 
axle  spacing.  Furthermore,  vehicle  speed  and  inter‐axle  distance  can  be  determined when  two 
piezoelectric sensors are activated by the same vehicle. These sensors can operate alone or within a 
WIM system. The generated signals from piezoelectric sensors are collected in a junction box at the 
roadside. Piezoelectric sensors are sensitive  to  temperature and surface conditions due  to voltage 
variations. Rajab et al.  [19] presented a VC  technology by utilizing a single‐element piezoelectric 
sensor placed diagonally on a traffic lane. Diagonally placed piezoelectric strip sensors and machine 
learning  techniques  are  used  to  accurately  classify  vehicles.  Testing  on  several  highway  sites 
indicated  up  to  97%  classification  accuracy.  Santoso  et  al.  [171]  proposed  a  piezoelectric  sensor 
system for measuring traffic flow. A piezoelectric sensor system made of Polyvinylidene Fluoride 
(PVDF)  film, plastered with metal  electrodes,  for data  acquisition  and  transferring measurement 
data is introduced for measuring traffic flow. The output shows the number and type of vehicles in 
the form of a digital code. 
Strain  gauge  sensors  are  embedded  in  the  structure  to measure  the  strain  response  of  the 
pavement. The patterns in the dynamic strain response are different for various vehicles; thus, by 
using  pattern  recognition  and  classification  methods,  the  correct  group  of  vehicles  can  be 
distinguished. Al‐Tarawneh et al. [172] developed a VC system based on novel  in‐pavement fiber 
optic  Bragg  grating  (FBG)  sensors.  Strain  change  was monitored  by  the  embedded  3‐D  Glass 
Fiber‐Reinforced Polymer‐Packaged Fiber Bragg Grating Sensors (3‐D GFRP‐FBG) sensors. The VC 
system was comprised of SVM  learning algorithms. The  field  testing results  from real  traffic data 
show that the developed system could accurately estimate VC with 98.5% accuracy. 
Seismic sensors are used to capture ground vibrations generated by moving vehicles. Networks 
of  seismic  sensors  are used  to  collect data  to  localize  and  identify vehicle  types. Du  et  al.  [173] 
applied the Fractal Dimension (FD) to extract the features of the seismic signals for ground targets. 
The FD  is based on a morphological covering  (MC) method  to extract  the  features of  the seismic 
signals  for ground  target classification. The experimental  results demonstrated  that  the proposed 
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methods  achieved  90%  accuracy  for VC.  Zhou  et  al.  [174]  introduced  a  feature  extracted  from 
ground  vehicle‐induced  seismic  signals.  This  feature was  extracted  from  seismic  signals  using 
short‐time power  spectral density  (STPSD)  from wheeled  and  tracked vehicle distinction.  It was 
verified using mixed datasets from field experiments and the SensIT that is a platform for wireless 
vehicle detection. Table 5 shows the advantages and disadvantages of each VC method.
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Table 5. Pros and cons of VC methods. 
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vehicle  for  transmitting and  receiving signals have provided a unique combination of properties, 
making  smart  vehicles  as  an  attractive  choice  for many  high‐tech  applications.  VC  can  greatly 
benefit from these technologies. The objective and purpose of this research is to study the capability 
of  different  vehicle‐assisted  techniques  to  extract  the  kinematic  and  physical  characteristics  of 
vehicles  in  real  time and  in a global manner. This  information can be used  for a wide variety of 
applications such as parking management, traffic control, safety, and accident avoidance [149]. 
Vehicular  networks  are  an  emerging  technology  for  intelligent  transportation  systems  to 
facilitate communication among adjacent vehicles within urban and highway scenarios. VANETs 
are a  class of mobile  sensor networks  in which vehicles along  the  road behave as mobile  sensor 
nodes [175]. The application of VANETs aims to make the vehicles equipped with an onboard unit 








various applications  in  transportation and  traffic engineering  [177]. VANET  is a mobile network 
environment  that  enables  communication  between  vehicles  and  roadside  units  (RSUs)  for  data 
sharing  [175].  A  VANET‐based  traffic  information  system  consists  of  vehicles,  RSUs  and 
Certification Authorities (CA). The system is generally equipped with an OBU, antenna, GPS, and 
other  sensing  devices  [178].  An  OBU  is  a  small  computer  mounted  on  a  vehicle  to  integrate 
computing, positioning, communication, and human  interface modules  [179]. An OBU may have 
other interfaces, such as Universal Serial Bus (USB) and Bluetooth, to link it to computing devices 
(e.g.,  laptops,  smartphones,  and Personal Digital Assistants  (PDAs)). RSUs  are  the  infrastructure 
placed along the roadside to provide V2V connectivity [180]. V2V connectivity enables vehicles to 
share  traffic‐related  information  through  short‐range  wireless  communication  [181].  CAs  are 
responsible  for  issuing certificates  to vehicles, which can be  in  the  form of electronic  licenses and 
anonymous  key  pairs  [182].  In  a  VANET  system,  CAs  can  be  governmental  transportation 
authorities or vehicle manufacturers  [182]. The  research on VANET has gained  intensive  interest 
from both academia and industry over the years. With the use of VANET, large amounts of data can 
be collected, which are further discussed below. 
In  a  VANET  system,  the  mobility  information—e.g.,  position,  traveling  lane,  speed,  and 
acceleration  and deceleration—as well as  the physical  characteristic parameters of vehicles—e.g., 
weight, height and length—are used for a wide variety of applications such as parking management, 









acceleration  and deceleration  as well  as  the other kinematic parameters  to obtain more  accurate 
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results. Nayak  et  al.  [189]  proposed  a  position‐based  high‐speed  vehicle  detection  algorithm  in 
VANET.  The  proposed  algorithm  determines  the  driving  lane  of  a  vehicle  and  detects  speed 
violations  based  on  the  permitted  speed  in  that  lane.  The  lane  changes  of  a  vehicle  are  also 
considered using  the directional  indicators  of  the  vehicle. VANET  can deliver  the profile  of  the 
vehicle and driver in a secure and trusted manner. 








proper  application.  Boeira  et  al.  [199]  designed  a  fifth‐generation  wireless  scheme  for  node 
positioning. 
Vehicles  in a VANET using GPS signals may  face  the deterioration or complete  loss of GPS 
signals  due  to  high  speed  or  congestion.  Wisitpongphan  et  al.  [200]  developed  an  extended 






routing,  quickly  outdating  the  position  information.  Therefore, Alwan  et  al.  [201]  proposed  an 
improvement to the position‐based routing mechanisms through the real time estimation of vehicle 
position  and  possible  changes  in  the  frequency  of  exchanged  data  based  on  the  extracted  high 
accuracy  position.  On  the  other  hand,  vehicular  traffic  congestion  is  an  extremely  important 
challenge  that can diminish  the effectiveness of underlying communication by causing broadcast 











can  be  affected  due  to  precipitation,  light  variation,  or  the  presence  of  trees  and  other  vehicles 
blocking  the  target vehicles. The  images  can  also be of poor quality  and  the  results may not be 
reliable enough for vehicle identification [139]. 
Automatic number plate  recognition  is  a  real  time  system  that  is used  to  recognize  the  license 
numbers of vehicles automatically. Automatic number plate recognition is a method that uses optical 
character recognition to read vehicles’ license plates. Automatic number plate recognition methods have 
a significant error rate and a high transaction processing cost  [27,94].  Jain et al.  [204] provided a new 
algorithm  for  recognizing  license  plates  for  traffic  surveillance. Mathematical morphology  and  an 
artificial neural network (ANN) were applied to improve the localization and character segmentation. It 
was indicated that the algorithm has 97.06%, 95.10%, and 94.12% classification accuracy for license plate 
localization,  segmentation  and  character  recognition,  respectively.  Du  et  al.  [205]  conducted  a 
comprehensive  review of  the  recent  advantages  in  automatic number plate  recognition. Reviews by 
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vehicle  can  be  determined  [208].  Mitra  and  Mondal  [203]  proposed  two  schemes  for  the 
identification, authentication, and tracking of vehicles using VIN in a VANET. Some modifications 
are made to  include a larger number of vehicle manufacturers. VIN includes 17 characters within 



















[203].  However,  in  the  IoV  paradigm,  vehicles  are  considered  as  smart  devices  with  a  strong 
capability for computation, storage, and learning, keeping their communication function operating 
constantly  [212].  Pathak  et  al.  [213]  discussed  the  advantages  of  using  the  IoV  paradigm  in  an 







networks  using  a  real‐world  taxi GPS  dataset. Moreover,  an  IoV‐aided  local  traffic  information 
collection  architecture  is  proposed  for  optimal  traffic  information  transmission.  The  simulation 
results and theoretical analysis show the efficiency and feasibility of our proposed models. Gu et al. 





did  not  show  a  significant  improvement  over  the  past  decade. While  the  publication  rate  is 
somewhat erratic, the general trend depicted a slight decline  in some of  the areas. Moreover,  it  is 
shown  that  the  available methods  are  incapable  of  providing  a  real  time  performance  for  the 
detection, tracking, and identification of a target vehicle in a global manner. Future work in the field 
of VC will  probably  focus  on developing  collaborative  systems  that  run  in  the wireless  ad  hoc 
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networks  of  fixed  or mobile  computing devices  that  rely  on  vehicular  sensors  such  as  cameras, 
LiDAR, radars, ultrasonic, and other onboard diagnostic sensors. 
The  currently  available  methods,  except  GPS‐based  ones,  failed  to  produce  the  global 
parameters of  target vehicles. However,  the applied GPS‐based VC methods are only  capable of 
providing  real  time kinematic  characteristics of vehicles, while  their physical parameters  such as 
shape, axle data and weight are not revealed  in GPS‐based methods. Moreover,  to  the best of the 
authors’  knowledge,  no  research  work  on  GPS  exists  in  the  literature  that  comprehensively 
addresses  a  standard  framework  completely  devoted  to  dealing with  the  requirements  of  VC. 






automotive  technologies,  in  order  to  incorporate  smart  vehicular methods  in VC. Among  these 
methods, the authors strongly believe that VANET plays a groundbreaking role. 
5. Conclusions 
The  available  VC  methods  reviewed  in  this  paper  have  valuable  features  and  potential. 
However, the concept and technical principles of these methods remained largely unchanged and 
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