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Global Lie-Tresse theorem
Boris Kruglikov and Valentin Lychagin
Abstract
We prove a global algebraic version of the Lie-Tresse theorem which
states that the algebra of differential invariants of an algebraic pseu-
dogroup action on a differential equation is generated by a finite number
of rational-polynomial differential invariants and invariant derivations. 1
Introduction
According to the Erlangen program of F.Klein a geometry is characterized by
the invariants of a transitive transformation group. Finite generation property
for algebraic invariants was the topic of D. Hilbert’s XIV problem.
For infinite groups of S. Lie and E.Cartan (as well as for usual Lie groups)
[Li1, C1] (see also [SS, S1, AM]) the Noetherian property generally does not hold
for the algebra of differential invariants (of arbitrary order), and instead finite-
ness is guaranteed by the Lie-Tresse theorem, which uses invariant functions
and invariant derivations as generators.
This theorem is a phenomenological statement motivated by Lie and Tresse
[Li2, Tr1]. It was rigorously proved for un-constrained actions of pseudogroups
(i.e. on regular strata in the space of jets) in [Kum], see also [Ov, Ol1, MMR,
SSh]. This was generalized for pseudogroup actions on differential equations
(which can be, for instance, singular strata of un-constrained actions) in [KL2].
Algorithmic construction of differential invariants via Gro¨bner basis technique
(in the case of free actions) is done in [OP].
In all these approaches the regularity issue plays a significant role and the
generating property of the algebra A of differential invariants (as well as the
very definition of A) holds micro-locally, i.e. on open domains in the space of
infinite jets J∞ (usually these domains are not Zariski open or G-invariant, and
their jet-order and size depend on the element of A).
In the present paper we overcome this difficulty by considering algebraic
actions of Lie pseudogroups (essentially all known examples are such) and re-
stricting to differential invariants that are rational functions in jets of certain
order ≤ l and polynomial in higher jets. These invariants will separate the
regular orbits and will be finitely generated in the Lie-Tresse sense globally.
1MSC numbers: 53A55, 58H10; 35A30, 58A20. Keywords: algebraic group, pseudogroup
action, rational invariant, differential invariant, invariant derivation, Tresse derivative, differ-
ential syzygy, separation of orbits, Spencer cohomology.
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The set of singularities is algebraic in J∞, i.e. given by a finite number of
finite jet-order relations, specifying when the generators are not defined (denom-
inators vanish) or are dependent (some determinants vanish). This is one of our
results on stabilization of singularities . Then we prove the Lie-Tresse theorem
in the complement to these singularities. This global result is an enhancement
of the micro-local smooth situation2 since the latter can be easily deduced by
an application of the implicit function theorem.
Rational differential invariants are natural in the classification problems,
and all known examples are such (see the discussion in §4.3 about appearance
of roots). Our paper justifies this experimental observation.
It is important to stress that the separation property holds globally and this
gives a method to distinguish between different regular orbits of the pseudogroup
actions. This implies, in particular, a possibility to solve algebraic equivalence
problems via the differential-geometric technique (see e.g. [BL]).
0.1. Algebraic pseudogroups
A Lie pseudogroup G ⊂ Diff loc(M) acting on a manifold M consists of a
collection of local diffeomorphisms ϕ, each bearing its own domain of definition
dom(ϕ) and range im(ϕ), that satisfies the following properties:
1. idM ∈ G and dom(idM ) = im(idM ) =M ,
2. If ϕ, ψ ∈ G, then ϕ ◦ ψ ∈ G whenever dom(ϕ) ⊂ im(ψ),
3. If ϕ ∈ G, then ϕ−1 ∈ G and dom(ϕ−1) = im(ϕ),
4. ϕ ∈ G iff for every open subset U ⊂ dom(ϕ) the restriction ϕ|U ∈ G,
5. The pseudogroup is of order l if this is the minimal number such that ϕ ∈ G
whenever for each point a ∈ dom(ϕ) the l-jet is admissible: [ϕ]la ∈ Gl.
Property 5 means that the pseudogroup is defined by a Lie equation of
differential order l, i.e. the embedding Gl ⊂ J l(M,M) uniquely determines the
higher groupoids {Gk}k≥l (defined below) by the prolongation technique, and
it even determines G. Analytic pseudogroups transitive on M are always Lie
pseudogroups as follows from the Cartan-Kuranishi theorem (see also Remark
2 in §1.2). In most part of the text below we will simply write ”pseudogroup”.
In this paper we assume throughout that the action of G on M is transitive,
i.e. any two points on M can be superposed by a pseudogroup element. In this
case property 5 in the above list can be removed from the assumptions, without
altering any of our results (we however do not use this). In the intransitive case
some of our results still hold under additional assumptions.
2In the local case one restricts to a neighborhood Uˆ = pi−1
∞,0(U) ⊂ J
∞ for an open set
U ⊂M , while in the micro-local case Uˆ = pi−1
∞,k
(U) ⊂ J∞ for some open set U ⊂ Jk.
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A transformation ϕ ∈ G defines a map (l-th prolongation) of the space of
jets of dimension n submanifolds ϕ(l) : J l(M,n) → J l(M,n), which obeys the
following property:
(ϕ ◦ ψ−1)(l) = ϕ(l) ◦ (ψ(l))−1.
This action on J∞(M,n) induces the action of G on the space of functions
F(J∞(M,n)), which is the main object of our study. The alternatives for F
are: smooth or analytic functions, rational functions or polynomials with respect
to the coordinates on the fibers of the bundle J∞ → J1 (fibers of the bundle
πi+1,i : J
i+1 → J i have a natural affine structure for i ≥ 1). We will use a
(reasonably minimal) combination of these.
Let us denote the stabilizer of order k of the point a ∈ M by Gka = {ϕ ∈
Gk : ϕ(a) = a} (in the transitive case dependence on a is not essential: these
sub-groups are conjugate). The group Gka acts on the k-jets of dimension n
submanifolds at a, which is an algebraic manifold Jka (M,n), see §1 for details.
Definition 1. The G action on M is called algebraic if for the order l of the
pseudogroup the stabilizer Gla is an algebraic group acting algebraically on J
l
a.
Actually we require that Gla is an algebraic subgroup of the differential group
Dla (see §1.2 for more details). It is then straightforward to check that the
prolonged action of Gka on J
k is also algebraic for all k ≥ l.
We want more than this, namely we wish to consider a differential equation
E as a submanifold in jets, such that Ek ⊂ Jk is G-invariant for all k (in the
general setup, for which our results are valid, the action of G is defined only on
E and is not induced by an ambient action).
In this case we have an action of Gka on Eka = π−1k (a) and we call it algebraic
if Eka ⊂ Jka for any point a ∈ M is an algebraic (nonsingular) submanifold on
which Gka acts algebraically. We call E algebraic differential equation in this
case. Notice that this property concerns the behavior only with respect to the
derivatives, so for instance sin-Gordon uxy = sinu or Liouville uxy = e
u are
algebraic differential equations from this perspective.
Without loss of generality we can assume that the maximal order of E is
≤ l. Then the assumption that E l is algebraic and irreducible implies the same
property for the prolongations Ek = (E l)(k−l) provided the system is formally
integrable (this is relevant for overdetermined systems only, see §1.1). These
will be the standing assumptions of this paper.
0.2. Main results and discussion
Like in the classical invariant theory, the pseudogroup actions possess the
algebra A of differential invariants, which are simply the invariant functions of
the prolonged action in jets ϕ(k) ∈ Diff loc(Jk), ϕ ∈ G, for all k. Generally the
number of independent differential invariants is infinite. But micro-locally A
can be finitely generated via the Lie approach with a finite number of invari-
ant derivations and a finite number of differential invariants, or via the Tresse
method using differentiation of some invariants by the others (see §1.4).
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We call a closed subset S ⊂ Jk Zariski closed if its intersection Sa with every
fiber Jka , a ∈ M , is Zariski closed. The same concerns subsets S ⊂ Ek. If S
is G-invariant, it projects onto M (the action is assumed transitive). Formally
integrable equations correspond to compatible systems and are discussed in §1.
Our first result is the analog of the Cartan-Kuranishi theorem (that regu-
larity is guaranteed by a finite number of conditions) for pseudogroup actions.
Theorem 1. Consider an algebraic action of a pseudogroup G on a formally
integrable irreducible differential equation E over M . Suppose G acts transitively
on M . Then there exists a number l and a Zariski closed invariant proper subset
Sl ⊂ E l such that the action is regular in π−1∞,l(E l \ Sl) ⊂ E∞, i.e. Ek \ π−1k,l (Sl)
for any k ≥ l is algebraically fibered by the orbits of Gk (in particular the orbits
are closed and have the same dimension). In other words, there exists a rational
geometric quotient (Ek \ π−1k,l (Sl))/Gk ≃ Y k.
Consequently, we have the following stabilization of singularities: By Rosen-
licht’s theorem [R1] (see §2.1) the action on Ek has a geometric quotient outside
a proper set Sk of singularities for all k > 0. Then for some number l (which
can exceed the order of the pseudogroup G), we have: πk,l(Sk) ⊂ Sl for k ≥ l.
Denote byPl(E) the algebra of functions on E∞ (this means ∪kπ∗∞,k(F(Ek)))
that are smooth in the base variables, rational in the fiber variables of πl : J
l →
M and polynomial in the higher jets of order k > l.3 We will look for differential
invariants among such functions, which we call rational-polynomial.
Our second main result is the global Lie-Tresse theorem for pseudogroup ac-
tions on differential equations (it includes the important case of un-constrained
action, when E l = J l is the entire jet-space).
Theorem 2. With the assumptions of the previous theorem, there exists a num-
ber l and a Zariski closed invariant proper subset S ⊂ E l such that the algebra
Pl(E)G of differential invariants separates the regular orbits from E∞ \ π−1∞,l(S)
and is finitely generated in the following sense.
There exists a finite number of functions I1, . . . , It ∈ Pl(E)G and a finite
number of rational invariant derivations ∇1, . . . ,∇s : Pl(E)G → Pl(E)G such
that any function from Pl(E)G is a polynomial of differential invariants ∇JIi,
where ∇J = ∇j1 · · ·∇jr for some multi-indices J = (j1, . . . , jr), with coefficients
being rational functions of Ii.
The number l might not be the same as in Theorem 1 and is usually greater
than the stabilization jet-level of G and E . It is determined by the stabilization
in cohomology as shown in Section 2. The set S includes the previous singularity
locus Sl but it can be bigger (for instance, it can include points where the rank
of differentials of the generating invariants∇JIi of order ≤ l drop). The number
t can be taken equal to the codimension of the regular orbit in E l plus 1. The
3Ultimately, when l → ∞, we get functions that are smooth in the base variables and
rational on the fibers. The theory applies to this class as well (and is simpler).
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number s does not exceed the dimension of the affine complex characteristic
variety of E (this notion is defined in Section 1).
Let us remark that the derivations ∇j not always can be taken as Tresse
derivatives/horizontal vector fields — in Section 4 we show examples, where
growth of the dimension of the algebra of differential invariants on Ek is a
polynomial in k of degree < n, and the number of invariant derivations is s < n.
In the above approach we remove not only the genuine singular orbits but
also some regular ones. We can minimize the amount of removed regular orbits
(shrink S) at the price of increasing the number of basic invariants Ii.
Remark 1. It is not enough to consider only polynomial invariants, as readily
follows from Nagata’s counter-example to Hilbert XIV: the algebra of polyno-
mial invariants needs not be finitely-generated [PV]. Hilbert’s finiteness prop-
erty holds for reductive groups, but the sub-groups Gkx arising in the pseudogroup
actions are seldom such. In addition, the polynomial invariants often do not sep-
arate the regular orbits, that’s why we need rational invariants (however regular
orbits can be separated by polynomial relative differential invariants).
Some other results proved in this paper are: finiteness theorems for invariant
derivations, differential forms and other natural geometric objects (tensors, dif-
ferential operators, connections etc). We also prove finite generation property
for differential syzygies and higher syzygies, interpreting this as a G-invariant
Cartan-Kuranishi theorem.
Let us remark that the results of the paper hold true for some other classes
of functions. Namely if the manifold E l and the G-action is real or complex
analytic, then we can consider the field R(E) consisting of functions that are
analytic in the base variables and rational on the fibers of π∞ : J
∞ → M .
Our theory of differential invariants applies to this class as well, and we can
conclude finiteness and separation property. Similarly, it holds if the action of
G is transitive on Ek and is algebraic on the fibers of E∞ → Ek.
If E l is a complex analytic Stein space (for l ≫ 1) and G a complex-reductive
Lie group acting upon it by symmetries, then results of [GM] imply existence of
rational quotient on a finite jet-level. Then the results of Section 3 yield a global
structure theorem in the class of meromorphic functionsM(E), i.e. meromorphic
rational differential invariants are finitely generated in the Lie-Tresse sense and
they separate the regular orbits.
The classes Pl(E), R(E) and M(E) are sufficiently rich, yet controllable.
Differential invariants in the larger space of smooth functions C∞(E) can fail to
satisfy the finiteness property of the generalized Lie-Tresse theorem globally.
0.3. Overview of the problem and Outline of the paper
Differential invariants play an important role in the solution of the equiva-
lence problem for geometric structures (Ka¨hler and Einstein metrics, projective
and conformal structures, webs etc) and integration of differential equations.
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Their investigations have origin in the works by Lie, Halphen, Tresse and
Cartan, with later advances by Sternberg, Kobayashi, Chern and Tanaka to
name a few. This includes the theory of representations and the structure of
infinite pseudogroups [C1, SS, GS1, Kum, RK].
Structure description of the algebra of differential invariants, in spite of the
recent interest and progress, was mainly micro-local or was limited to locally
free and un-constrained actions (i.e. action on the whole space of jets), see
[Th, KJ, KL4, OP, Man].
Many classical irrational algebraic expressions (containing roots) are local or
even micro-local but not global invariants; we claim that all global G-invariants
are generated by rational differential invariants.
To see this consider the well-known formula for the curvature of curves,
which illustrates the difference between micro-local and global approaches.
Example. The proper motion group E(2)+ = SO(2)⋉R
2 acts on the curves
in Euclidean R2(x, y). The classical curvature
κ =
y′′(x)√
(1 + y′(x)2)3
is not an invariant of E(2)+ (indeed, the reflection (x, y) 7→ (−x,−y) preserves
the circle x2 + y2 = r2 but transforms κ 7→ −κ; κ = ±r−1), but its square κ2 is
a bona fide rational differential invariant.
Notice however that the Lie groupE(2)+ is connected, and that κ is invariant
under the action of its Lie algebra (resp. local Lie group). What happens is that
under the lifted action of S1 on the space of 1st jets, the derivative y′(x) becomes
infinite and changes the branch, whence the change of sign.
In this paper we show that this is the common situation with the algebraic
actions and establish the structure theorem for the algebra of differential in-
variants (with Lie-Tresse generating property). The specification of behavior of
differential invariants (rational-polynomial) makes it possible to obtain the first
global result on the subject.
Structure of the paper is as follows. In Section 1 we discuss the basics from
the geometric theory of differential equations, including symbolic modules, char-
acteristics, Spencer cohomology and prolongations, and we also introduce pseu-
dogroups, actions, and define differential invariants and invariant derivations.
Most of these notions are standard, but we make some important specifications
for the needs of the present paper.
In Section 2 we introduce our main tools: symbolic calculus of the differen-
tial invariants, together with the corresponding Spencer-like cohomology that
count the differential invariants. Working in the algebraic category we recall
Rosenlicht’s theorem and the notion of quotient by the action. Then we prove
stabilization (a Noetherian property) for this symbolic system, and deduce sta-
bilization of cohomology. We also establish existence of invariant derivations
(under no additional assumptions like those of [Kum]).
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In Section 3 we combine Rosenlicht’s theorem with the results from Section 2
to obtain our main results. We also generalize the results to obtain finiteness of
other geometric quantities for the algebraic actions of pseudogroups. In partic-
ular, we prove finite generation property of the module of invariant derivatives,
and indicate, when we can choose n independent invariant derivatives, in which
case they coincide with invariant derivations. We briefly indicate how to over-
come the restriction that G is algebraic: essentially one needs to separate only
the orbits in low level jets because the prolonged actions are always algebraic
in higher jets. Then we discuss differential syzygy and their finiteness. Finally
we bound the growth of the Hilbert function. This implies rationality of the
Poincare´ series, solving the problem of V. Arnold on counting the number of
moduli of geometric structures with respect to transitive pseudogroup actions.
An example of a pseudogroup action presented at the end of Sections 2 and
3 illustrates all the introduced notions and claims.
In Section 4 we perform some calculations. We start by recalling the basic
methods to compute differential invariants, and then we present some new ex-
amples. They are chosen to demonstrate importance and sharpness of our main
assumptions. In particular, we show that dropping the assumption of algebraic
action or considering non-transitive actions can lead to violation of separation
or finite generation property in the Lie-Tresse theorem (both local and global
versions). The examples are also of independent interest as they are related to
classical geometric problems.
Notations in Section 1 will be used generously, so that A can denote Pl(E)G,
R(E)G, M(E)G or C∞(E)G depending on the context. For definiteness we
address mostly the case of smooth functions (globally or micro-locally), the
other definitions being analogous. Starting from Section 2 however we restrict
A to be our main algebra of rational-polynomial invariants (if not specified
otherwise) and the same concerns derivations and other invariant objects.
1. Pseudogroup actions
In this section we discuss the general introduction of pseudogroups, differen-
tial equations and actions developing the ideas of [GS2, SS, S2]. In some parts
the exposition follows [KL4].
1.1. Jets and the geometric theory of PDEs
For a smooth manifold M of dimension m denote by Jk(M,n) the space of
k-jets ak = [N ]
k
a of n-dimensional submanifolds N ⊂ M through a, taken over
all points a ∈M . Every submanifold N of dimension n determines uniquely the
jet-extension jk(N) = {[N ]ka : a ∈ N} ⊂ Jk(M,n).
We have J0(M,n) = M and J1(M,n) = Grn(TM). The natural projec-
tions πk,k−1 : J
k(M,n) → Jk−1(M,n) allow us to define the projective limit
J∞(M,n) = lim Jk(M,n).
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The fibers F (ak−1) = π
−1
k,k−1(ak−1) for k > 1 carry a canonical affine struc-
ture [Go, KLV], associated with the vector structure described below.
Denote τ = TaN = [N ]
1
a and ν = TaM/TaN (both are determined by a1).
Let ak ∈ Jk(M,n), ak−1 = πk,k−1(ak). Then TakF (ak−1) ≃ Skτ∗ ⊗ ν and we
get the exact sequence:
0→ Skτ∗ ⊗ ν → TakJk(M,n)
(πk,k−1)∗−→ Tak−1Jk−1(M,n)→ 0.
Thus the affine structure of F (ak−1) is modeled on the vector space S
kτ∗ ⊗ ν.
IfM is the total space of a vector bundle π :M → B of rankm−n, the space
Jkπ ⊂ Jk(M,n) is an open dense subset consisting of jets of local sections, i.e.
submanifolds N transversal to the fibers of π.
A system of differential equations (PDE) of maximal order l is a sequence
E = {Ek}0≤k≤l of submanifolds Ek ⊂ Jk(M,n) with E0 = M such that for all
0 ≤ k < l the following conditions hold:
1. πEk+1,k : Ek+1 → Ek are smooth fiber bundles.
2. Denote L(ak+1) = Takjk(N) for ak+1 = [N ]
k+1
a . The first prolongations
(Ek)(1) = {ak+1 ∈ Jk+1 |L(ak+1) ⊂ TakEk}.
are smooth subbundles of πk+1 and Ek+1 ⊂ (Ek)(1).
The higher prolongations are defined either by requiring the higher contact
of jk(N) with Ek or inductively. We let E i+l = (E l)(i) and assume that the
projections πk+1,k : Ek+1 → Ek are (affine) bundles for k ≥ l— this is equivalent
to formal integrability (compatibility) of the system E [S2, Go].
Consider a point al ∈ E l with ai = πl,i(al) for i < l. It determines the
symbolic system {gi}∞i=0 by the formula
gi = TaiE i ∩ F (ai−1) ⊂ Siτ∗ ⊗ ν for i ≤ l
and gi = g
(i−l)
l = gl ⊗ Si−lτ∗ ∩ Siτ∗ ⊗ ν for i > l. By the above conditions
the symbols gi form smooth vector bundles over E l and gi ⊂ g(1)i−1. This latter
inequality alone determines a symbolic system g, see [KL1].
The Spencer δ-complex for the PDE system E at a point al ∈ E l (or for the
symbolic system g) is
· · · → gi+1 ⊗ Λj−1τ∗ δ−→ gi ⊗ Λjτ∗ δ−→ gi−1 ⊗ Λj+1τ∗ δ→ · · ·
where δ is the Spencer operator given by δ(pi ⊗ v⊗ω) = ipi−1 ⊗ v⊗ (p∧ ω) for
p ∈ τ∗, v ∈ ν, ω ∈ Λjτ∗ (clearly Siτ∗ ⊗ ν is generated by the elements pi ⊗ v).
The cohomology Hi,j(E ; al) = Hi,j(g) of the above complex at the term
gi ⊗Λjτ∗ is called the Spencer δ-cohomology group. The formal integrability of
the system E is equivalent to the regularity condition (the symbolic system g is
a bundle over E l) and to vanishing of certain curvature type tensors Wk(E) ∈
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Hk−1,2(E), see [Ly] (in particular, if the system E is involutive, i.e. Hi,j(E) = 0
for i ≥ l, and πl+1,l : E l+1 → E l is onto, then E is formally integrable [S2, Go]).
In general some Wk can be nonzero, and then one needs to perform the
Cartan-Kuranishi completion to involution. This usually results in shrinking of
the equation E as a submanifold in J∞(M,n) and removing singular strata. In
our algebraic situation this boils down to enlarge the proper Zariski closed sub-
variety Sl, so we will suppose from the beginning that E is formally integrable.
1.2. Lie pseudogroups
The construction of the previous Section yields as a partial case the jet space
for maps Jk(M,M) ⊂ Jk(M ×M,m). This contains, as an open dense subset,
the jet-space for diffeomorphisms Dk(M) consisting of k-jets of m-dimensional
submanifolds N ⊂M ×M , which diffeomorphically project to both factors.
This Dk(M) equipped with the partially defined composition operation is
a Lie groupoid , basic for the definition of a general finite order pseudogroup.
Its stabilizer at a, Dka is called the differential group of order k. Let us remark
that Dka is an affine algebraic group because it is an automorphism group of the
space of k-jets with the fixed point.
Definition 2. A Lie pseudogroup of order l is given by a Lie equation, which
is a collection of sub-bundles Gj ⊂ Dj(M), 0 < j ≤ l, such that the following
properties are satisfied:
1. If ϕj , ψj ∈ Gj, then ϕj ◦ ψ−1j ∈ Gj whenever defined,
2. Gj ⊂ (Gj−1)(1) and ρj,j−1 : Gj → Gj−1 is a bundle for every j ≤ l.
We assume transitivity of the pseudogroup action, i.e. G0 = D0(M) =M ×M .
Assumption 1 implies that idjM ∈ Gj and ϕj ∈ Gj ⇒ ϕ−1j ∈ Gj .
Pseudogroups G = {Gj} defined by this approach, with Gl+j = (Gl)(j) for
j > 0, can be studied for integrability by the standard prolongation-projection
method [GS1, GS2, Kur, KLV, S1]. We will assume formal integrability from
the beginning, so that Gk is a bundle over Gk−1 for any k > 0.
Remark 2. By Cartan’s first fundamental theorem [SS] every Lie algebra sheaf
is a sheaf of infinitesimal automorphisms of a transitive finite order structure.
This is equivalent to the claim that transitive finite order pseudogroups are iden-
tical with Lie pseudogroups.
Denote Gja = {ϕj ∈ Gj |ϕ0(a) = a} the isotropy subgroup of Gj . Transitiv-
ity implies that the subgroups Gja ⊂ Dja(M) are conjugate for different points
a ∈M . By our assumption these Gja are algebraic subgroups of Dja for j ≤ l. It
follows that the prolongations Gka ⊂ Dka(M) are also algebraic for all k > l.
Remark 3. For our basic theorems (description of orbits and invariants in E)
we only need the action of Gk, so they are true for general pseudogroups, and
from now on we will talk only of pseudogroups (instead of Lie pseudogroups).
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Definition 3. The symbol of the pseudogroup G at a point ϕj ∈ Gja is
gj(ϕj) = Ker
[
(ρj,j−1)∗ : TϕjG
j → Tϕj−1Gj−1
] ⊂ Sj(T ∗aM)⊗ TaM.
Notice that contrary to finite-dimensional Lie groups (which can be ab-
stract), the infinite pseudogroups always come equipped with their natural rep-
resentations. In our setup Gk acts on Jk(M,n) via the action of local diffeo-
morphisms on submanifolds ϕk : [N ]
k
a 7→ [ϕ(N)]kϕ(a).
An important example is given by the natural bundles π : M → B, with
G being lifted from the pseudogroup Diff loc(B) on the base. Here J
∞π is the
bundle of formal geometric structures [ALV] and the global Lie-Tresse theorem
yields the framework for classification of differential invariants for the geometric
structures of a given type.
1.3. Differential invariants and invariant derivations
The equivalence problem is to decide when a submanifold N1 ⊂ M can be
transformed to a submanifold N2 ⊂ M by a map ϕ ∈ G (if an equation E
is imposed, both submanifolds Ni must be solutions of it)
4. A sub-problem
is related to equivalence of ∞-jets of submanifolds – then in many cases (alge-
braic, analytic, germs of submanifolds given by elliptic equations etc) the formal
equivalence implies the local and eventually the global one.
Thus we have to distinguish between G-orbits in E∞ ⊂ J∞(M,n) and this is
precisely what the differential invariants (i.e. functions constant on these orbits)
do. Consider the algebra of smooth functions C∞(E∞), which is the inverse limit
of the algebras C∞(Ek) via the maps π∗k,k−1. In many cases it is convenient to
work with the sheaf C∞loc(Ek) of germs of such smooth functions.
Definition 4. A function f ∈ C∞loc(Ek) is a differential invariant of order k if
it is invariant with respect to the G-action on Ek. The algebra of differential
invariants of order k is denoted by Ak, and A = limAk is the algebra of all
smooth differential invariants.
Thus the algebra of differential invariants is filtered A = ∪Ak via the natural
inclusions π∗k+1,k : Ak → Ak+1. In addition to the usual algebraic operations A
has the following: for any smooth function Φ with r arguments and a collection
I1, . . . , Ir ∈ A we get Φ(I1, . . . , Ir) ∈ A (whenever the composition is defined).
We will not consider arbitrary smooth invariant functions, but will restrict
to rational-polynomial invariant functions, which are defined globally and form
a subalgebraPl(E)G ⊂ C∞(E∞) (as in the Introduction). In this case the above
composition Φ must be taken rational-polynomial as well. However the above
algebraic operations are not usually enough to finitely generate A or Pl(E)G.
Sophus Lie proposed to produce higher order invariants via invariant deriva-
tions ∇ of the algebra of differential invariants ([Li2, §4.4]). He suggested that
a finite number of them ∇1, . . . ,∇n is enough to generate the entire algebra A.
4The equivalence problems of geometric structures on a manifold can be set up to be a
partial case of our general setting for equivalence of submanifolds.
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Consider the bundle τk = π
∗
k,1(τ) on the jet-space J
k(M,n), which is the
pull-back of the tautological bundle τ over J1(M,n). Its fiber at the point ak
can be identified with the horizontal space L(ak) defined in §1.1. Let v 7→ vˆ
denote this natural lift τ(a1)→ τk(ak).
Denote by C∞(τk) the C
∞(Jk)-module of sections of τk, and let C
∞(τk|Ek)
be its restriction to the equation in order k. Its elements are finite sums
∑
fivi,
where fi ∈ C∞(Ek) and vi are sections of the bundle τk.
Pullback π∗k+1,k injectively maps these modules and simultaneously extends
their rings. The C∞(E∞)-module of horizontal vector fields (also: C-fields
[KLV]) is the inductive limit
C∞(E∞, τ) = lim
→
C∞(τk|Ek).
The C∞(E∞)-module of horizontal 1-forms C∞(E∞, τ∗) is defined similarly.
The horizontal differential dˆf of a function f ∈ C∞(Ek) at ak+1 ∈ Ek+1 is
given by dˆf = dakf |L(ak+1). This gives the map
dˆ : C∞(E∞)→ C∞(E∞, τ∗).
The action of horizontal vector fields on functions comes from the natural
pairing between τ and τ∗:
ξ(f) = iξdˆf = iξˆdf, ξ ∈ C∞(E∞, τ), f ∈ C∞(E∞).
This action is linear and satisfies the Leibniz rule. Therefore any horizontal
vector field ξ is a derivation of the algebra of functions C∞(E∞).
In addition such derivations, when naturally extended to derivations of the
exterior algebra Ω•(E∞) (by the condition of commutation with de Rham d),
preserve the Cartan ideal CΩ ⊂ Ω•(E∞), generated by 1-forms U(f) = df − dˆf ,
f ∈ C∞(E∞) [KLV]. For the jets of sections J∞π (and equations in them) the
C-fields are combinations of the total derivatives of the first order.
Definition 5. Invariant derivatives are G-invariant elements of the module
C∞(E∞, τ) (according to the natural action of the pseudogroup G on it). We
denote the space of invariant derivatives by D(E , τ).
The space D(E , τ) has the natural structure of a module over the algebra
of invariant functions. We have two possibilities for this module: (micro-local)
smooth or global rational-polynomial depending on the choice of the algebra A.
The space D(E , τ) is also a Lie algebra acting on A from the left. So we get
Proposition 3. Every ∇ ∈ D(E , τ) determines a G-invariant derivation
∇ : A → A.
As noted above these derivations of the algebra A are special: they preserve
the Cartan ideal CΩ of the equation; equivalently they preserve the Cartan
distribution C ⊂ TE∞ generated by the C-fields.
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Definition 6. Consider the Lie algebra of C-fields on E∞ as derivations of the
algebra of functions C∞(E∞). Let N be its Lie subalgebra leaving invariant the
subalgebra of differential invariants A ⊂ C∞(E∞) and N0 ⊂ N be the ideal of
the fields that act trivially on A. Define the invariant derivations as the quotient
Der(E , τ) = N/N0.
For completeness we should have included G into the notation for both
D(E , τ) and Der(E , τ), but we skip it for simplicity sake. As with the former,
the module of invariant derivations Der(E , τ) over A can be smooth of rational-
polynomial depending on the choice of the algebra A.
Proposition 3 yields the homomorphism (of both Lie algebra and A-modules
structures)
ι : D(E , τ)→ Der(E , τ),
which in general is neither injective nor surjective. We will investigate these
two spaces and relations between them in Sections 2.3, 3.3.
1.4. Particular case: Tresse derivatives
Let us first write the constructions from the previous section in local coor-
dinates. We identify M with the total space of a fiber bundle π :M → B with
dimB = n. Then Jkπ ⊂ Jk(M,n) is a local chart near ak = [N ]ka if the fibers
of π are transversal to the germ of the submanifold N ⊂M at a.
Choose local coordinates (xi, uj) on M adapted to π, i.e. xi are coordinates
on the base and uj are coordinates on the fibers. These local coordinates on π
induce the canonical coordinates (xi, ujσ)0≤|σ|≤k on J
kπ, where for a submanifold
N given as graph u = h(x) we have: ujσ([h]
k
a) =
∂|σ|hj
∂xσ
(a).
In the local chart J∞(π) ⊂ J∞(M,n) the derivatives (horizontal vector
fields) can be written as
∑
fiDi, where
Di = ∂xi +
∑
j;σ
ujσ+1i∂ujσ : C
∞(Jkπ)→ C∞(Jk+1π)
are the total derivative operators.
The horizontal differential has the following form in these coordinates:
dˆf =
∑
Di(f) dxi.
The same formulae apply for the restriction to the equation E .
An important particular case of derivations of the algebra C∞(E∞) consti-
tute derivatives a` la Tresse, which we now introduce.
Consider n functions f1, . . . , fn on Ek such that the open5 set
E ′k+1 = {ak+1 ∈ Ek+1 : df1 ∧ . . . ∧ dfn|L(ak+1) 6= 0} (1)
5When we turn to the algebraic situation, then ’open’ becomes ’Zariski open’.
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is dense in Ek+1. Then we define differential operators
∂ˆi : C
∞(Ek)→ C∞(E ′k+1),
by the formula
df |L(ak+1) =
n∑
i=1
∂ˆi(f)(ak+1) dfi|L(ak+1),
The expressions ∂ˆi(f) = ∂ˆf/∂ˆfi are called the Tresse derivatives of f with
respect to fi. These derivations enjoy the commutativity property [∂ˆi, ∂ˆj ] = 0.
Proposition 4. If f1, . . . , fn are G-differential invariants, then the operators
∂ˆi = ∂ˆ/∂ˆfi : Ak → Ak+1 are invariant derivations.
On G-invariant set E ′k+1 we can re-write the condition in (1) as
dˆf1 ∧ . . . ∧ dˆfn 6= 0,
i.e. the Jacobian DF = ‖Di(fj)‖ is non-degenerate. For any other f ∈ A we
have:
dˆf =
∑
i
∂ˆi(f) dˆfi.
Thus
dˆ =
∑
dxi ⊗Dxi =
∑
dˆfi ⊗ ∂ˆ/∂ˆfi,
which yields the expression of the Tresse derivatives as C-fields:
∂ˆi =
∑
j
(
DF−1
)
ij
Dxj ,
This formula can be interpreted as the chain rule in total derivatives.
1.5. Characteristics and involutivity
Let g = ⊕gk be a symbolic system (it can correspond to a differential equa-
tion E , but in this section we discuss pure algebraic results) that is a collection
of subspaces gk ⊂ Skτ∗ ⊗ ν subject only to one constraint gk ⊂ g(1)k−1 (in terms
of the Spencer cohomology this writes as Hk,0(g) = 0). For a vector space V
let us denote by SV = ⊕SiV the ring of homogeneous polynomials on V ∗.
For v ∈ τ define the map δv : Sk+1τ∗ ⊗ ν → Skτ∗ ⊗ ν by the formula
δv(p) = 〈v, δp〉. More generally given vij ∈ V and v =
∑
vi1 · · · vir ∈ SrV
define δv =
∑
δvi1 · · · δvir : Sk+rτ∗ ⊗ ν → Skτ∗ ⊗ ν.
The R-dual (or C-dual if we work over the field of complex numbers) system
g∗ = ⊕g∗k is an Sτ -module with the structure given by
(v · κ)p = κ(δvp), v ∈ Sτ, κ ∈ g∗, p ∈ g.
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This module, called the symbolic module, is Noetherian and the Spencer coho-
mology of g dualizes to the Koszul homology of g∗ [GS1].
The characteristic ideal is defined by I(g) = Ann(g∗) ⊂ Sτ . Notice that
passing to the moduleM = Sτ/I(g) results in the shift of indices in the homol-
ogy: Hi,j(g)∗ = Hi,j(g
∗) = Hi+1,j−1(M) – the Koszul homology of M.
A symbolic system has maximal order l if Hk,1(g) = 0 for k > l (the coho-
mology H∗,1 counts the orders). Referring to [KL3] for the general definition in
the case of systems of different orders, we adapt the following version here: a
symbolic system g is involutive from the level k0 if H
k,j(g) = 0 for k ≥ k0 and
all j. By the Poincare´ δ-lemma [S2] any symbolic system of fixed orders is invo-
lutive starting from some k0. The bound k0 can be taken universal, depending
only on n = dim τ and the orders of g.
The affine real characteristic variety of g (or of E) is the set of p ∈ τ∗ \ {0}
such that for every k there exists a w ∈ ν\{0} with pk⊗w ∈ gk. This is a conical
affine variety. The affine complex characteristic variety is defined similarly: the
set of p ∈ τ∗
C
such that ∃w ∈ νC with pk ⊗ w ∈ gCk \ {0}. Its projectivization
is the (complex) characteristic variety CharC(g) ⊂ PCτ∗ (the set of all w for
characteristic [p] = C p form the kernel sheaf over the characteristic variety).
Relation of the characteristic variety to the characteristic ideal I(g) = ⊕Ik
is given by the formula:
CharC(g) = {p ∈ PCτ∗ | f(pk) = 0 ∀f ∈ Ik, ∀k}.
Note that dimension d of the affine complex characteristic variety equals to
the Chevalley dimension of the symbolic module g∗. Recall also that a sequence
of elements v1, . . . , vs ∈ τ is called regular if vi is not a zero divisor in the
Sτ -module g∗/(v1, . . . , vi−1)g
∗ for all i ≤ s.
An element v ∈ τ is regular for sufficiently prolonged system g iff the hy-
perplane PAnn(v)C does not contain the characteristic variety CharC(g). More
generally, a sequence (v1, . . . , vi) is regular iff Char
C(g) meets PAnn(v1, . . . , vi)
C
transversally. In other words, the projection of the characteristic variety along
annihilator to P(〈v1, . . . , vi〉C)∗ is surjective for i < d and injective elsewise.
It follows that there exists a sequence (v1, . . . , vn) in τ that is regular for the
module g∗[k0] = ⊕i≥k0g∗i . This implies (see [AB] or the appendix with a letter of
Serre in [GS1]) that all Koszul homology of g
∗ w.r.t. the sequence (v1, . . . , vn),
or equivalently with coefficients in τ , vanish except perhaps for the zero grad-
ing (equivalently g∗[k0] is a Cohen-Macaulay module over Sτ). Dualizing this
statement we obtain again that the positive Spencer cohomology ⊕k≥k0Hk,+(g)
vanishes. When g ⊂ Sτ∗ ⊗ ν the zero cohomology vanishes as well.
The above theory is applicable to the pseudogroup G, which is a particu-
lar case of an equation (nonlinear Lie equation). The corresponding symbolic
group g induces the characteristic variety CharC(g) ⊂ PCT ∗, T = TaM , which
(contrary to the case of a general equation E) has the same projective type at
different points ϕk ∈ Gka.
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2. The structure of the space of G-orbits
In this section we study the orbits of the pseudogroup G action on Ek as the
jet-level k grows and we prove that the local behavior of differential invariants
is governed by a certain symbolic system. We keep throughout our general
assumptions that the action G is algebraic on E and transitive on the base M ,
though in some cases these assumptions can be relaxed.
Together with the pseudogroup G we will consider its Lie algebra sheaf G
defined as follows. Consider an isotopy ϕt ∈ G, t ∈ (−ε, ε), ϕ0 = idM , i.e. a path
in the pseudogroup through the unity smoothly depending on the parameter t,
and letX(a) = ddt
∣∣
t=0
ϕt(a) be the vector field defined in a neighborhood U ⊂M
contained in the domain of ϕt. It is clear that the collection of all such X form
a subsheaf G of the sheaf of all germs of vector fields on M , and moreover that
X ∈ G satisfy the linearized equation of the pseudogroup at the unity.
It is not clear in general that G gives all smooth solutions of this linear
equation (cf. [SS]), but we do not rely upon this property, as we only need the
jets of the fields X from G to describe the differential invariants of G. Indeed,
the differential invariants I ∈ A satisfy the Lie equation X(k) ·I = 0, where X(k)
is the prolongation of X ∈ G to the space of k-jets, and they are determined by
it if the pseudogroup G is connected.
Starting from this section we write A instead of Pl(E)G ⊂ R(E)G (with l
being for some time undetermined) unless otherwise specified.
2.1. Quotient by the algebraic groups on a finite jet level
Let us begin with some basic facts about actions of an algebraic Lie group
G on an algebraic variety X ; see [PV, SR] for details. Such X comes natu-
rally equipped with the sheaf of functions, whose section algebra OX(U) over a
(Zariski) open subset U ⊂ X consists of the restrictions of the regular functions.
A surjective open morphism onto another algebraic variety p : X → Y is
called a geometric quotient if the fibers p−1(y) are G-orbits and for every open
subset U ⊂ Y the map OY (U)→ OX(p−1(U))G is an isomorphism of algebras.
A geometric quotient is necessary a categorical quotient, i.e. any morphism
ρ : X → Z constant along the orbits of G can be factorized through p, namely
ρ = f ◦ p for a morphism f : Y → Z. Thus in categorical sense if the geometric
quotient Y = X/G exists, then it is unique.
However the geometric quotient does not always exist due to the presence
of singular orbits (regular orbits have the maximal possible dimension and they
fiber a neighborhood after possibly restricting to an open dense subset). A way
out of this difficulty is to remove the singular orbits.
Theorem 5. [Rosenlicht] For an algebraic action of the Lie group G on an
irreducible variety X a finite set of rational invariants separates general orbits.
Let us remark that while in the original paper [R1] the field of definition
is allowed to be R, in other sources [PV, SR] the standing assumption is that
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the field is algebraically closed. However the statement over C implies the one
over R via the complexification argument as follows. If the action is real, the
invariants for the complexification can be chosen real rational functions (the real
and imaginary parts of a rational invariant are G-invariant as well). If they form
a coordinate system near a regular orbit in the complexification, they will also
form a coordinate system when restricted to the totally real part (a Zariski open
set of which consists of regular orbits by the analytic continuation argument).
Corollary 6. Under the above assumptions, on a nonempty open set X0 ⊂ X
the action of G admits a geometric quotient p : X0 → Y0.
To interpret (and explain) geometrically the above corollary, let us first treat
the situation over C (we refer to [E, La] for details on the involved notions).
Consider the field of rational invariants R(X)G and let its elements y1, . . . , yd
separate the general G-orbits. Denote by R[y] the polynomial ring generated
by them. Let Y = SpecR[y] be its spectrum (i.e. the set of all prime ideals in
R[y] equipped with the Zariski topology), and let Ym = maxSpecR[y] be the
maximal spectrum (i.e. the subset of all maximal ideals). If I is the polynomial
ideal generated by the relations among {yi}di=1 in C[y1, . . . , yd], the space Ym
can be identified with the locus Z(I) = {z ∈ Cd(y1, . . . , yd) : f(z) = 0 ∀f ∈ I}
with the coordinate ring R[y] = C[y1, . . . , yd]/I. Since I is obviously radical, it
corresponds bijectively to Ym = Z(I) by Hilbert’s Nullstellensatz.
Embedding R[y] ⊂ R(X)G ⊂ R(X) induces a dominant rational mapping
p¯ : X → Ym, p¯(x) = (y1(x), . . . , yd(x)) (dominant means that the image is
Zariski dense; indeed, if there is a polynomial relation on the image, it shall be
among the relations on {yi}di=1 defining I). Since maxSpecR[y] is Zariski closed
in SpecR[y], we can also treat p¯ : X → Y as a dominant rational mapping.
This morphism p¯ is the rational quotient of X by G, having the universal
property similar to the described above categorical quotient. The base Y0 of
the geometric quotient can be embedded into Y as a nonempty open subset.
Codimension of the general orbit of G on X equals d = dimYm and can be also
described as the transcendence degree of the field R(X)G.
Consider now the situation over R. Here the maximal spectrum does not
reflect the geometry of Ym, so we consider the variety Z(I) ⊂ Rd instead (it is
a Zariski closed subset in maxSpecR[y]). Notice that I is a (finitely generated)
polynomial ring with real coefficients (as X and yi are real) that is related to
its complex counterpart IC as follows: I = IC ∩ R[y1, . . . , yd].
Lemma 7. The ideal I ⊂ R[y1, . . . , yd] is real radical and prime.
Recall [D] that the real radical of an ideal I in a (commutative) ring R is
R
√
I = {f ∈ R | ∃m,n ∈ N, ki ∈ R+, ui ∈ R (1 ≤ i ≤ n) : (1 +
n∑
i=1
kiu
2
i )f
m ∈ I}
and I is real radical whenever R
√
I = I.
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Proof. Clearly, if f = f(y1, . . . , yd) ∈ R[y1, . . . , yd] satisfies the above
relation, then f(x) = 0 ∀x ∈ X whence f ∈ I, where we shorten f(x) =
f(y1(x), . . . , yd(x)). Thus I is real radical.
If for f, g ∈ R[y1, . . . , yd] we have f · g ∈ I, then f(x) · g(x) = 0 ∀x ∈ X
and (real) irreducibility of X implies that either f(x) = 0 ∀x ∈ X or g(x) = 0
∀x ∈ X , i.e. f ∈ I or g ∈ I. This I is prime. 
Now the ideal of Y = Z(I) ⊂ Rd(y1, . . . , yd) is I by the real version of
Nullstellensatz [D], and Y is real irreducible with the coordinate ring R[y] =
Rd[y1, . . . , yd]/I. Since I is prime, R[y] is an integral domain and its field of
quotients is easily identified with R(X)G. Thus we obtain the rational quotient
p¯ : X → Y in the real case too (if Y Cm is the rational quotient of the complexified
action, then Ym = Y
C
m ∩ Rd is its real slice, so the above arguments show the
variety Y C is rationally equivalent to the complexification of the real variety Y ).
Let us now apply this general theory to our (real) case. Since the action of
G on E is transitive on the base, all orbits project onto M . So to study the
space of orbits on the level of k-jets it is enough to restrict to one fiber Eka and
the action of Gka on it. We have:
Lemma 8. The algebraic manifold Eka is irreducible for all k (and a ∈M).
Proof. Let us use the induction on k. The base of induction k = l holds
by our hypothesis. Assume the claim on the jet-level (k − 1). Since (also by
hypothesis) E is formally integrable, Eka is an affine bundle over Ek−1a . Let f, g
be two polynomials in k-jets (with fixed point a), and assume (f · g)(ak) = 0
∀ak ∈ Eka , and also f 6≡ 0.
For any point ak such that f(ak) 6= 0 consider the fiber through it: F (ak−1) =
π−1k,k−1(ak−1), ak−1 = πk,k−1(ak). Since it is affine (and hence irreducible),
(f · g)|F (ak−1) = 0 implies g|F (ak−1) = 0. But f(ak) 6= 0 for Zariski generic
ak ∈ Eka , so g = 0 on all fibers over a Zariski open set in Ek−1a . This by irre-
ducibility of Ek−1a implies that g is identically zero. 
Our original assumption is that the real algebraic variety Eka is irreducible,
but this implies that its complexification is irreducible as a complex algebraic
variety. Indeed, consider the real ideal I(Eka ) in the algebra of (inhomogeneous)
polynomials on Jka , corresponding to Eka . The corresponding complex ideal
I(Eka ) ⊗ C in the algebra of complex polynomials P(CN)∗, N = dim Jka , has
the zero-locus CEka ⊂ CJka , which is the complexification of Eka . This complex
variety is irreducible if I(Eka )⊗C is prime, i.e. the algebra P(CN)∗/(I(Eka )⊗C)
is an integral domain. Assume that F ·G = 0 mod(I(Eka )⊗C) for two complex
polynomials F,G. Multiplying this by F¯ G¯ and restricting to the real variety Eka
we get |F |2 · |G|2 = 0 along Eka . By real irreducibility this yields the required
alternative F = 0 or G = 0.
Thus by the Rosenlicht’s theorem, the algebraic action has a geometric quo-
tient outside a G-stable Zariski closed (and so nowhere dense) subset.
Proposition 9. For every k there exists a proper closed set Sk ⊂ Ek such that
the complement admits the geometric quotient
(Ek \ Sk)/Gk ≃ Y k0 .
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Notice that Sk is Zariski closed in the sense that Sk ∩ Eka is Zariski closed
for every a ∈M . Then we identify (Ek \ Sk)/Gk with (Eka \ (Sk ∩ Eka ))/Gka and
the above algebraic machinery applies.
2.2. A symbolic system associated to G-orbits
The orbit of the G-action through a k-jet ak ∈ Ek is Gk · ak ⊂ Ek. Let
∆k(ak) = Tak(G
k · ak) be the tangent differential system. This is easily seen to
coincide with the distribution of evaluations of k-jets of the Lie algebra sheaf G
of the pseudogroup G at the point ak: ∆k(ak) = {X(k)ak : X ∈ G}.
The distribution ∆k|E′
k
⊂ TE ′k is obviously integrable on the set of regular
orbits E ′k ⊂ Ek. Differential invariants of order k are its first integrals. Notice
that πk,k−1 : E ′k → E ′k−1. We call a point ak regular if ak ∈ E ′k. By Rosenlicht’s
theorem [R1, SR] the set of regular points E ′k is Zariski open, and the above first
integrals separate the regular orbits of Gk (recall that the action of Gk on Ek is
equivalent to the vertical action of Gka on Eka ).
For a point a∞ ∈ E∞ consider a collection of subspaces
̟k = Ker
(
dπk,k−1 : ∆k(ak)→ ∆k−1(ak−1)
) ⊂ Skτ∗a ⊗ νa.
Proposition 10. There exists an integer l and a G-invariant Zariski open sub-
set E ′′l ⊂ E l such that π∞,l(a∞) = al ∈ E ′′l implies ̟k+1 ⊂ ̟(1)k for all k ≥ l.
When the point a∞ is fixed, this corresponds to Lemmata 22.5 and 23.1 of
[Kum] (see also the idea of B.Malgrange on p.357; at this point nothing more
than the usual regularity is assumed in loc.cit.). It is possible to show that with
our algebraic assumptions, his proof extends to all points a∞ in a Zariski open
subset, but we prove it independently for completeness.
Proof. Denote by Gka1 the algebra of k-jets of vector fields from G vanishing
at a1 (this is a finite-dimensional Lie algebra). For any point a ∈ M consider
the bundle Stka over Eka , whose fiber over ak is st(ak) = {X(k) ∈ Gka1 : X
(k)
ak = 0}.
Consider the bundle V τa over E1a ⊂ Grn(TaM) whose fiber over a1 is End(τa)
(recall that we identify a1 with τa). Define the map ψk : St
k
a → V τa by the
formula X 7→ daX . Both spaces Stka and V τa are algebraic and so is the map ψk
(clearly Im(ψk) ∩ End(τa) is a vector subspace in End(τa) ⊂ V τa ∀a1 ∈ E1a).
By Chevalley’s theorem on constructible sets [E, Corollary 14.7] the Zariski
closure Ψka of Im(ψk) has this image as an open dense subset (in the usual
topology). Since the sequence of algebraic varieties Ψka is nested (decreasing
because X
(k+1)
ak+1 = 0 ⇒ X(k)ak = 0) it stabilizes: for some l we have Ψka = Ψla
for k ≥ l. We can choose a finite number of rational sections of Stla whose
ψl-images span Ψ
l
a. The open set over which the sections are defined is (E ′′l )a,
and uniting these over all a ∈ M we obtain the set E ′′l ⊂ E l. For every ak ∈
Ek with πk,l(ak) = al ∈ E ′′l we get: ψk(st(ak)) is the stable (independent of
k) subspace ψl(st(al)) ⊂ End(τa). In other words, for any πk+1,k(ak+1) =
ak with πk,l(ak) ∈ E ′′l and X ∈ st(ak) there exists X˜ ∈ st(ak+1) such that
ψk+1(X˜
(k+1)) = ψk(X
(k)), i.e. daX˜ = daX .
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The proposition claims that the sequence 0 → ̟k δ→ ̟k−1 ⊗ τ∗ is exact.
By injectivity of the Spencer δ-differential at the first term, this is equivalent to
δξ : ̟k → ̟k−1 ∀ξ ∈ τ . Consider X ∈ G with the lift qk = X(k)ak ∈ ∆(ak) to the
point ak ∈ Ek such thatX(k−1)ak−1 = 0, i.e. qk ∈ ̟k (in particular,Xa = 0). We can
modifyX by the above X˜ to achieve daX = 0. For Y ∈ G with ξ = Y (a) ∈ τa the
Lie bracket LYX = [Y,X ] lifts to qk−1 = [Y,X ]
(k−1)
ak−1 at ak−1 ∈ Ek−1. Moreover
qk−1 depends only on the values ξ and qk, and [Y,X ]
(k−2)
ak−2 = 0. This means that
qk−1 ∈ ̟k−1, and provided ak is regular, we conclude: δξ(qk) = qk−1.
Let us explain the above abstract argument in local coordinates (xi, uj) on
M , when the submanifolds write as N = {u = h(x)}. The vector fields from G
have the form X = αi(x, u)∂xi + β
j(x, u)∂uj and their prolongations are
X(k) = αiD(k+1)i +
∑
|σ|≤k
Dσ(ϕjX)∂ujσ ,
where D(k+1)i = ∂xi +
∑
|σ|≤k u
j
σi∂ujσ is the truncated total derivative, Dσ =
Di1 · · · Dis for a multi-index σ = (i1, . . . , is) is the iterated total derivative and
ϕjX = β
j − αiuji is the generating function6 of (the lift of) X . In other words,
the generating function (section) ϕX ∈ C∞loc(J1(M,n), ν) is given by the formula
ϕX(a1) = Xa mod τa, where a1 = [N ]
1
a, τa = TaN .
Denote restriction of ϕX to the submanifold N by ϕ
j
X|h = β
j
|h − αi|hhji (x),
where αi|h(x) = α
i(x, h(x)), βj|h(x) = β
j(x, h(x)). The condition X ∈ st(ak) is
equivalent to αi(a) = 0, ϕjX|h ∈ µka; here µa is the (maximal) ideal of functions
vanishing at a ∈ M . If k ≥ l, then X modulo st(ak+1) can be presented as a
vector field from G with αi(a) = 0 and daαi|τa = 0. In this case
[Y,X ](k−1)ak−1 = [Y
(k−1), X(k−1)]ak−1 = LY (α
i
|h)aD(k)i
+
∑
|σ|≤k−1
(LYDσ(ϕjX|h))ak∂ujσ =
∑
|σ|=k−1
(Dσ(LY ϕjX|h))ak∂ujσ
If X corresponds to qk ∈ ̟k and Y to ξ ∈ τa, then the last expression corre-
sponds to qk−1 = δξ(qk) ∈ Sk−1τ∗a ⊗ νa, and it belongs to ̟k−1. 
Remark 4. Thus ̟(a∞)≥l = {̟k(a∞)}∞k=l is a symbolic system from the level
l. Define ˜̟ k = ̟k for k ≥ l and ˜̟ k = {δξ ˜̟ k+1 : ξ ∈ τ} successively for
k = l − 1, . . . , 0. The new system ˜̟ = { ˜̟ k}k≥0 is symbolic (from the level 0);
we call it the completed symbolic system.
The next statement can have a different meaning of l (and E ′′l ) than that
used in Proposition 10 (the one from above will be denoted l0 below).
Theorem 11. There exists an integer l and a G-invariant Zariski open subset
E ′′l ⊂ E l such that π∞,l(a∞) = al ∈ E ′′l implies ̟k+1 = ̟(1)k for all k ≥ l.
6In several sources, e.g. [Ol1], ϕ is called characteristic, but in our case this would lead to
a confusion with characteristic covectors, and we use the terminology adapted in [KLV].
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The proof below has the following idea. We consider the algebra A of polyno-
mials on the bundle τ∗ over E∞ with coefficients in the field of rational functions
on E∞ (i.e. the algebra of sections of Sτ). Then we define the space M of sec-
tions of the sheaf ̟∗[l0] over E∞ with the same rational coefficients and prove
it is a Noetherian module over A (this is done via evaluations at generic points
since ̟∗[l0] is a Noetherian module over Sτ). Then the generating set gives the
required G-invariant neighborhood in E∞ and the symbolic property for ̟∗.
Proof. Fix a point a ∈ M (its choice is not important because the pseu-
dogroup G acts transitively on M). We will work with algebraic manifolds Eka ,
which we can complexify. Since the statement over C clearly implies that one
over R, we assume till the end of the proof that all our systems are complex.
Consider the tautological bundle τ over E1a ⊂ Grn(TaM) and denote the
space of its rational sections by Γ(τ). Similarly, Γ(Sτ) is the algebra of sections
of the associated symmetric bundle, and it can be identified with the graded
commutative algebra of functions on the bundle τ∗, that are polynomial on the
fibers. Extending the coefficients to the field R(E∞a ) of rational functions on
E∞a , we obtain the graded commutative algebra
A = R(E∞a )⊗R(E1a) Γ(Sτ) =
∞∑
i=0
Ai, where Ai = R(E∞a )⊗R(E1a) Γ(Siτ)
(here and below by an abuse of notations τ(a∞) = a1 ≡ τa is the lifted to E∞
tautological bundle and τ∗a is its dual).
Consider the space Ω1(Eka ) of rational 1-forms on Eka and its subspace Ω1h(Eka )
consisting of the forms vanishing on ∆k. The latter is generated by differentials
of the rational 1st integrals of the distribution ∆k, which by Rosenlicht’s theo-
rem are the rational invariants of Gka on Eka . Both are vector spaces over R(Eka )
and the factor-space Ω1(Eka )/Ω1h(Eka ) can be identified with the space of rational
sections of ∆∗k. Extending the coefficients yields the space
Γt(∆
∗
k) = R(Eta)⊗R(Eka ) [Ω1(Eka )/Ω1h(Eka )], k ≤ t ≤ ∞.
Furthermore the distribution dual to the distribution ̟k is given by
̟∗k(ak) = CoKer(dπ
∗
k,k−1 : ∆
∗
k−1(ak−1)→ ∆∗k(ak)),
and its module of rational sections with coefficients extended to the t-th jets is
Γt(̟
∗
k) = R(Eta)⊗R(Eka ) [Ω1(Eka )/(Ω1(Ek−1a ) + Ω1h(Eka ))].
Let π∗E̟
∗
k be the pullback to E∞a of the system ̟∗k on Eka (symbolic from the
jet-level l0 that is the number from Proposition 10). Define ̟
∗
[l0]
=
∑
k≥l0
π∗E̟
∗
k
(alternatively consider ˜̟ ∗ =
∑
k≥0 π
∗
E ˜̟
∗
k the dual completed system). Consider
the vector space over R(E∞a )
M = Γ∞(̟
∗
[l0]
) =
∞∑
k=l0
Mk, Mk = Γ∞(̟
∗
k) = Γ∞(∆
∗
k)/Γ∞(∆
∗
k−1).
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This M is a graded module over A. To see this notice that on the Zariski open
set π−1∞,k(E ′k) ⊂ E∞ the set {̟i, l0 ≤ i ≤ k} is a symbolic system, meaning that
δ∗ : τ ⊗̟∗i−1 → ̟∗i , i > l0. Since the restriction map (where the second space
of sections of the restricted system is defined similar to the first space)
Γ∞(̟
∗
k)→ Γ∞(π∗E̟∗k|π−1∞,k(E ′k))
is an isomorphism (because the value of a rational section is entirely determined
by its values on a Zariski open subset), we conclude that the morphism δ∗
induces the rational map A1 ⊗Mk → Mk+1 (this follows from evaluation at
a generic point) and hence by iteration the rational map Al ⊗ Mk → Mk+l
compatible with the algebra structure on A =
∑
Al. This proves the claim.
Moreover the module M is a quotient of the Noetherian graded A-module
R(E∞a )⊗Γ(S[l0]τ ⊗ ν∗), where S[l0]τ = ⊕k≥l0Skτ (due to the projection dual to
the injective map ̟ →֒ Sτ∗⊗ ν). Consequently the A-module M is Noetherian.
This means that there exists a basis ω1, . . . , ωs in M such that any element
ω ∈M is a linear combination ω =∑s1 fiωi for some (unique) fi ∈ A.
Let E ′′a ⊂ E∞a be the Zariski open set of all points a∞, where the basis
elements ω1, . . . , ωs are defined (= finite) and linearly independent (over the
ring Sτa). Since the coefficients of these elements are rational functions, this
set is given by a finite jet condition, meaning there exists a number l and a
Zariski open nonempty set E ′′l,a such that E ′′a = π−1∞,l(E ′′l,a). In what follows we
also assume that the coefficients of ωi are from the field R(E la).
We claim that if the evaluation ω(a∞) is defined (= finite) at a∞ ∈ E ′′a ,
then all the coefficients of the decomposition ω(a∞) =
∑s
1 fi(a∞)ωi(a∞) are
also defined. Indeed, the opposite case means that we can decompose fi =∑
j
pij
qij
rij , where pij , qij are polynomial functions on E∞a , rij are sections of Sτa
nonvanishing at a∞, and qst(a∞) = 0 for some s, t (as usual, the numerators pij
and denominators qij have no common factors).
Let Q be an irreducible factor of the polynomial qst such that Q(a∞) = 0.
By the Hilbert zeros theorem pst does not vanish identically on the algebraic
variety Q = 0 (in finite jets: all the involved polynomials are defined on a
finite jet level, so Hilbert’s theorem applies). Similarly the other numerators
and denominators either have the factor Q or do not vanish identically on this
variety. Thus we can perturb the point a∞ ∈ E ′′a to a point a′∞ ∈ E ′′a such that
among the irreducible factors of pij , qij only Q vanishes at a
′
∞. Let k be the
maximal degree of the factor Q among all denominators qij . Then the relation∑
ij Q
k pij
qij
rijωi = Q
kω evaluated at a′∞ is a linear relation (nontrivial: not all
coefficients of the left-hand side vanish) among the generators ωi(a
′
∞). This is
prohibited at a′∞ ∈ E ′′a , and this contradiction implies the claim.
Next, we claim that for ω ∈ Γk(̟∗k) = Γk(∆∗k)/Γk(∆∗k−1), k ≥ l, the coeffi-
cients of decomposition ω =
∑s
1 fiωi are rational functions on Eka . Indeed, both
ω and ωi satisfy this, so if some fi depend on a jet-coordinate of order > k,
we can Taylor-expand in this variable and get linear relations among ωi. This
contradicts to the choice of ωi (it is a basis).
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For every a∞ ∈ E ′′a and every ωo ∈ ̟(a∞) there is an element ω ∈ M that
evaluates to ω(a∞) = ωo. Let ωo =
∑s
1 fi(a∞)ωi(a∞) be the corresponding
decomposition. By the above, all coefficients are defined. Moreover, by the pre-
vious remark the evaluation at a∞ boils down to evaluation at ak = π∞,k(a∞).
Therefore we conclude that ̟∗l (a∞) generates all ̟
∗
k(a∞) for k ≥ l.
In other words, the first Koszul homology vanish in the range k ≥ l (in fact,
it vanishes in the range k ≥ r, where r is the biggest degree of ωi). By duality,
this implies vanishing of the first Spencer cohomology H1,i(̟(a∞)) = 0 for
i ≥ l. This means precisely that ̟k+1 = ̟(1)k for all a∞ ∈ E ′′a .
Finally the generating property is clearly G-invariant, so letting E ′′ = G ·
E ′′a = π−1∞,l(E ′′l ) for E ′′l = Gl · E ′′l,a we obtain the required Zariski open set. 
Thus we have proved that for a Zariski open (nonempty) set in E∞ the
symbolic system̟(a∞)≥l0 (or the completed symbolic system ˜̟ (a∞)) is stable.
By the Poincare´ δ-lemma [S2] we conclude the following
Corollary 12. There exist l ∈ Z+ and a Zariski open E ′′ = π−1∞,l(E ′′l ) ⊂ E such
that the Spencer cohomology groups Hi,j(̟), i ≥ l, j ≥ 0, vanish ∀ a∞ ∈ E ′′.
2.3. Existence of invariant derivations
Recall that τk = π
∗
k,1τ at the point ak ∈ Ek can be identified with the
horizontal plane L(ak) ⊂ Tak−1Ek−1, so we have two bundles τk and τ∗k over Ek.
Define the family of subspaces
α∗k(ak) = {dˆakf |f ∈ Ak−1} ⊂ τ∗k (ak).
This is a sub-distribution in the distribution of evaluations of G-invariant hor-
izontal 1-forms on the Zariski open set E ′′k . Pullback by the projection induces
the inclusions α∗k(ak) ⊂ α∗k+1(ak+1) for ak+1 ∈ F (ak). Thus we have the canon-
ically defined limit
α∗(a∞) = lim
k→∞
α∗k(ak) = ∪α∗k(ak).
This increasing flag of distributions on E∞ stabilizes in finite jets:
Theorem 13. There exists a number l and a Zariski open non-empty subset7
E ′′l ⊂ E l such that α∗l ⊂ τ∗l |E′′l is a regular smooth sub-distribution and that rank
of α∗k at ak ∈ π−1k,l (E ′′l ) is independent of k ≥ l and a choice of the point ak.
The proof uses the same arguments as in Theorem 11 and so is omitted.
Define the following distributions (they are regular smooth on E ′′k ):
α∨k (ak) = Ann(α
∗
k(ak)) ⊂ τk(ak) and αk(ak) = τ(ak)/α∨k (ak)
7To keep the notations simple, we denote the required subset in the set of regular points
by the same symbol E ′′
l
⊂ E ′
l
(we also abuse the notations by re-defining l several times).
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Then we define the limits
α∨(a∞) = lim
k→∞
α∨k (ak) and α(a∞) = lim
k→∞
αk(ak).
Notice that the distribution α is dual to α∗, but it is not a sub-distribution in
τ in a natural way. Thus its sections can be represented by horizontal vector
fields (C-fields) defined modulo the sections of α∨.
It is important to notice that these latter sections by definition annihilate
the algebra A of differential invariants (they correspond to N0 of Definition 6),
so independently of the representative from α∨ such C-fields map A to itself. In
addition, these derivations have filtration +1, i.e. mapAi → Ai+1 for sufficiently
large i, and so produce new differential invariants from any given set.
Denote the stable rank of the distribution αl|E′′
l
by s = sup dimα(α∞), this
is also the rank of the distribution α∗.
Theorem 14. On an open dense subset E ′′∞ ⊂ E∞ there exist s = dim(α) in-
dependent invariant derivations ∇i : A → A, i = 1, . . . , s. Any other derivation
can be expressed as a linear combination of these with coefficients from A.
In this statement the algebra A of differential invariants is defined as Pl(E)G
with l from Theorem 13 increased by 1. Derivations ∇i are rational (in the fiber
jet-variables) sections of the bundle α over the Zariski open set E ′′∞ = π−1∞,l(E ′′l ),
the module of these sections is defined as in the proof of Theorem 11.
Proof. The natural pairing between α = τ/α∨ and α∗ corresponds to
derivations: for v ∈ α and dˆf ∈ α∗ their inner product is ivdˆf = v(f), f ∈ A.
This paring is non-degenerate by the duality (or definition of α∨).
Thus any basis dˆf1, . . . , dˆfs of α
∗ (with some choice of differential invariants
{fi}si=1 in A) gives rise to a basis of α (at a generic point), which consists of
invariant derivations with rational functional coefficients. The construction is
similar to the Tresse derivatives from Section 1.4.
Indeed, we have f1, . . . , fs ∈ Al and can suppose that rank(dˆf1, . . . , dˆfs) = s
on E ′′l (otherwise we shrink this set by removing a Zariski closed subset). Let
us complete this collection to a horizontal basis by some functions gs+1, . . . , gn,
namely we get rank(dˆf1, . . . , dˆfs, dˆgs+1, . . . , dˆgn) = n on E ′′l (again it is possible
that the latter set should decrease).
Now we form the Tresse derivatives ∂ˆ/∂ˆf1, . . . , ∂ˆ/∂ˆfs, ∂ˆ/∂ˆgs+1, . . . , ∂ˆ/∂ˆgn,
consisting of the horizontal vector fields (derivatives) dual to the above basis of
horizontal differentials. While the C-fields ∂ˆ/∂ˆfi depend on the choice of gj , the
derivations ∇i = ∂ˆ/∂ˆfi modα∨ do not depend on it. They map A to itself and
can be represented by combinations of total derivatives with coefficients being
rational functions in jets of order ≤ l+ 1 (but this representation by horizontal
vector fields is non-canonical, they are defined modulo α∨; see example in §4.2).
Suppose that ∇ ∈ Der(E , τ) is any other invariant derivation. Since the
above set of derivations is maximal we can decompose ∇ = I1∇1 + · · ·+ Is∇s.
Then Ii = ∇(fi) ∈ A, and we are done. 
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Remark 5. It follows from the proof of the above theorem, that the basis deriva-
tions ∇1, . . . ,∇s can be always chosen to mutually commute.
The derivations∇i from Theorem 14 do not coincide in general with invariant
derivatives, interpreted as G-stable horizontal vector fields on E∞. However, it
is possible to identify the invariant derivations with invariant C-fields under
some additional assumptions. One occasion is this: If Gk is reductive, then its
stabilizer at generic point ak is such (theorems 7.12 and 7.15 in [PV]) and so
there exists an invariant complement to α∨ (lifted to L(ak) at all ak ∈ Ek).
Another possibility is given by a condition from [KL2] similar to Kumpera’s
hypothesis H3 [Kum]. If
Reg2k(E , G) = {ak ∈ Ek | ∃ak+1 ∈ Ek+1 : ∆k(ak) ∩ L(ak+1) = 0}
is open and dense in Ek (for k = l and so for all larger k), then the number of
invariant derivatives (horizontal vector fields) is n.
We return to this question in Section 3.3, where a sufficient condition for
equality D(E , τ) = Der(E , τ) will be given in Theorem 21.
2.4. Symbolic cohomology of the orbit spaces
Consider the space of orbits Y˜ k = Ek/Gk. In general this space has a
complicated structure, but our action is algebraic and transitive on the base,
so Y˜ k = Eka/Gka is a rational quotient and the singularities are nowhere dense.
Moreover Y k = (Y˜ k)0 ⊂ Y˜ k is the geometric quotient of the G-action on an
open subset of Eka (subscript 0 denotes the regular part as in §2.1).
Denote by dk the fiber of the projection TY
k → TY k−1. This and the
previous symbol spaces are united into the following commutative diagram (all
terms evaluated at respective points determined by a regular point ak ∈ E ′k)
0 0 0y
y
y
0−−−−→ ̟k −−−−→ ∆k −−−−→ ∆k−1 −−−−→ 0
λ
y
y
y
0−−−−→ gk −−−−→ TEk −−−−→ TEk−1 −−−−→ 0y
y
y
0−−−−→ dk −−−−→ TY k −−−−→ TY k−1 −−−−→ 0y y y
0 0 0
(2)
Its rows are exact by definition and since the last two columns are exact, the
first column is exact too. The morphism λ is given by the action of the Lie
algebra sheaf G of the pseudogroup G.
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Proposition 15. Letting Θj(ak) = {dakf | f ∈ Aj} ⊂ T ∗akEk we have:
dk = (Θk/Θk−1)
∗,
Proof. The epimorphism Θk → d∗k is obvious. We have to prove that its
kernel is Θk−1. Since only evaluations of the differentials are involved, we can
change (in this proof only) the algebra Ai to the field of rational differential
invariants of order i, which we denote by the same symbol.
Let us choose a transcendental basis h1, . . . , hs of the fieldAk−1 and complete
it to a basis h1, . . . , hs, f1, . . . , ft of the field Ak. We want to prove F ∈ Ak,
dakF |gk = 0 ⇒ dakF = dakH for some H ∈ Ak−1 at a generic point ak ∈ Ek
(where the above functions are defined and have independent differentials).
We can express F = Q(h1, . . . , hs, f1, . . . , ft) for some algebraic function Q
(this can involve algebraic extensions). Then dakF |gk =
∑
Qfi(ak) · dakfi = 0
implies Qfi(ak) = 0. Let H = Q(h, ck) ∈ Ak−1 be the function obtained by
freezing the argument f : ck = f(ak). Then dakH = dakF . 
With this representation, d∗k = Θk/Θk−1 are interpreted as the space of
symbols of differential invariants (at regular points). Then the Koszul homo-
morphism g∗k ⊗ τa → g∗k+1 (obtained from the epimorphism Skτa ⊗ ν∗a → g∗k)
induces the natural map
δ∗ : d∗k ⊗ τ → d∗k+1, (3)
which is interpreted as the symbol of the invariant derivation.
Let us now combine the exact 3-sequences of the first column (2) with the
corresponding Spencer δ-complexes into the commutative diagram (k ≥ n+ l):
0 0 0y y y
0−−−−→ ̟k δ−−−−→ ̟k−1 ⊗ τ∗ δ−−−−→ ̟k−2 ⊗ Λ2τ∗ δ−−−−→ . . .y
y
y
0−−−−→ gk δ−−−−→ gk−1 ⊗ τ∗ δ−−−−→ gk−2 ⊗ Λ2τ∗ δ−−−−→ . . .y
y
y
0−−−−→ dk δ−−−−→ dk−1 ⊗ τ∗ δ−−−−→ dk−2 ⊗ Λ2τ∗ δ−−−−→ . . .y y y
0 0 0
(4)
The cohomology of the bottom complex, induced by the map δ dual to (3),
will be called the symbolic cohomology of the orbit spaces (its vanishing in the
stable range implies stabilization of certain Spencer-like D-cohomology), and
will be denoted Hi,j(d) according to the bi-grading.
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Theorem 16. There exists a number l and a Zariski open subset E ′′l ⊂ E l such
that for all points ak with πk,l(ak) = al ∈ E ′′l the δ-cohomology groups Hi,j(d)
vanish in the range i ≥ l, j ≥ 0.
Proof. When l is at least the involutivity order for E , i.e. Hi,j(g) = 0 for i ≥
l, j ≥ 0, then the standard diagram chase (snake lemma) implies isomorphism
of the δ-cohomology groups Hi,j+1(̟) = Hi+1,j(d). If in addition l satisfies the
assumption of Corollary 12 and Theorem 14, then we get Hi,j(d) = 0 in the
range i ≥ l, j ≥ 0 over the same Zariski open set E ′′l (common for both Corollary
12 and Theorem 14). 
Thus for k ≥ l the number dim dk grows polynomially (this Hilbert poly-
nomial will be discussed in §3.5). Consequently, the number of independent
differential invariants of order ≤ k (generators in Ak) grows regularly, and this
is the underlying phenomenon for the Lie-Tresse theorem.
2.5. An example of computations
To illustrate the introduced notions let us consider the pseudogroup G
parametrized by 2 functions of 1 argument and acting on M = R3 as follows:
g · (x, y, z) =
(
X(x), y + Y (x),
u
X ′(x)
)
.
This corresponds to the action of the (local) diffeomorphism group on R2(x, y)
preserving the foliation {x = const} and the length along these fibers, lifted to
R3(x, y, u) via the induced action on densities on the base of the foliation: u dx.
If we restrict to Y ≡ 0 this becomes the well-studied example by S. Lie,
A.Tresse and A.Kumpera [Kum]. This example is rather simple8: there is
only one singular obit {u = 0} and the algebra of invariants is generated by 1
differential invariant and two invariant derivations.
In the presence of Y the situation is more interesting. We will consider
the action on the submanifolds transversal to the fibers of the projection π :
R3(x, y, u)→ R2(x, y), so we study the differential invariants in the space J∞π.
The Lie algebra sheaf of G is
G = {α(x)∂x + β(x)∂y − α′(x)u∂u : a, b ∈ C∞(R)}.
The pseudogroup G is determined by the algebraic differential equations
∂X
∂y
=
∂X
∂u
=
∂Y
∂u
=
∂U
∂y
= 0,
∂Y
∂y
= 1,
∂U
∂u
· ∂X
∂x
= 1, u
∂U
∂u
= U,
and so is algebraic. Hence the lifted action in Jkπ are algebraic for all k > 0.
It is easy to see that this G-action on J0π = M has two orbits: regular
(open) E ′0 = {u 6= 0} and singular (closed) S0 = {u = 0} (the function u is a
8Though the Lie-Tresse-Kumpera pseudogroup is not transitive (and so formally our the-
orems are not applicable), this is the case where our theory still works.
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relative invariant of the action). The quotient J0π/G is the two-point Sierpin´ski
space, while the geometric quotient E ′0/G is the one-point space.
Denote by St(ak) the stabilizer of the pseudogroup Ga at the point ak, and
by Is(ak) = Lie(St(ak)) ⊂ Ga the isotropy algebra. Using the jet-notations Xi
for X(i) and Yi for Y
(i), we have for a ∈ E ′0: St(a) = {X = x, Y = 0, X1 = 1},
and the action of St(a) on F (a) is:
(ux, uy) 7→ (Ux, Uy) = (ux −X2u− Y1uy, uy).
Thus all orbits are regular, and there is 1 first order differential invariant
I1 =
uy
u
.
Next St(a1) = {X = x, Y = 0, X1 = 1, X2 = −I1Y1} and its action on F (a1) is:
(uxx, uxy, uyy) 7→ (Uxx, Uxy, Uyy) = (uxx + ...−X3u, uxy − Y1uI2, uyy),
where by ... we denote inessential terms, and
I2 = DyI1
is another invariant. The orbits are regular iff I2 6= 0, i.e. E ′2 = {u 6= 0, I2 6= 0}.
On the singular stratum S2 = {u 6= 0, I2 = 0} dimensions of the orbit drop.
In higher jets the behavior stabilizers: E ′k = π−1k,2(E ′2) and St(ak) = {X =
x,X1 = 1, X2 = · · · = Xk = 0, Y = Y1 = · · · = Yk−1 = 0, Xk+1 = −I1Yk}, and
the action of the stabilizer on F (ak) is
ui,k+1−i 7→ Ui,k+1−i =


uk+1,0 + ...−Xk+2u, i = k + 1
uk,1 − YkuI2, i = k
ui,k+1−i, i < k
(with jet-notations ui,j for ∂
i
x∂
j
yu). This can be also obtained from the Lie
algebra action, since Is(ak) acts on F (ak) by shifts along the fields ∂uk+1,0 , ∂uk,1 .
The invariant derivations are
∇1 = Dy(I1)Dx −Dx(I1)Dy, ∇2 = Dy
and we get the following differential invariants according to their orders:
I1; I2 = ∇2I1; I3a = ∇1I2, I3b = ∇2I2;
I4a = ∇1I3a, I4b = ∇1I3b, I4c = ∇2I3b; . . .
This algebra separates the regular orbits of G.
The symbolic system from §2.2 is:
̟0 = 〈∂u〉, ̟1 = 〈dx ⊗ ∂u〉, ̟k = 〈dxk ⊗ ∂u, dxk−1dy ⊗ ∂u〉, k ≥ 2.
The completed symbolic system differs only in ˜̟ 2 = τ
∗ ⊗ ν. In general, this
differs from the symbol of the pseudogroup gk ⊂ SkT ∗M ⊗ TM , but in our
example we can identify ̟k ≃ gk for k ≥ 2 ( ˜̟ k ≃ gk for k ≥ 1).
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Notice that for ξ = ∂y we have δξ : ̟2 6→ ̟1, and ̟k becomes the symbolic
system starting from the jet-level 2 over E ′′2 = E ′2. Moreover ̟k+1 = ̟(1)k for
k ≥ 2; in fact, the stabilization level for both Proposition 10 and Theorem 11
is l = 2 in this case. The δ-complex for this symbolic system has the form
0→ ̟k+2 δ→ ̟k+1 ⊗ τ∗ δ→ ̟k ⊗ Λ2τ∗ → 0,
where τ∗ = R2(dx, dy) and so (we omit ⊗∂u in both sides)
δ(dxk ⊗ ω) = k dxk−1 ⊗ dx ∧ ω,
δ(dxk−1dy ⊗ ω) = dxk−1 ⊗ dy ∧ ω + (k − 1) dxk−2dy ⊗ dx ∧ ω.
Therefore the symbolic system is involutive: Hk,i(̟) = 0, k ≥ 2, 0 ≤ i ≤ 2.
For the completed symbolic system ˜̟ the only non-trivial cohomology are:
H0,0( ˜̟ ) = R, H1,1( ˜̟ ) = R.
In E ′k, i.e. when I2 6= 0, we obviously have α∗k = τ∗, so α∨k = 0 and αk = τ(ak)
for k ≥ 2 in the notations of §2.3.
Next, for the objects of §2.4 we have Θk = 〈dIiσ : i ≤ k〉 and
d0 = 0, d1 = 〈dy ⊗ ∂u〉,
dk = 〈dxk−2dy2, dxk−3dy3, . . . , dx dyk−1, dyk〉 ⊗ ∂u, k ≥ 2
(these shall be considered as quotient spaces, not subspaces of gk = S
kτ∗ ⊗ ν).
The middle complex in diagram (4) is exact, and the only non-trivial symbolic
cohomology of the bottom complex is
H1,0(d) = R = H1,1( ˜̟ ).
3. Differential invariants
In this section we prove our main results on the structure of the algebra
A = Pl(E)G of global rational-polynomial differential invariants of an algebraic
pseudogroup G action. We also prove finiteness of other invariant quantities
(infinite-dimensional in the usual sense) in the spirit of the Lie-Tresse theorem.
3.1. Stabilization of singularities and separation of orbits
Let us begin by proving the affine property for the projections of orbits. Let
l be the maximal among the following integers: the stabilization jet level l from
Theorem 11, the involutivity levels of E and G, the number of Theorem 16 and
the stabilization level of the distribution α∗ from Theorem 13 increased by 1.
Proposition 17. With jet-level k starting from this number l, the regular orbits
Gk+1 · ak+1 ⊂ E ′′k+1 are affine bundles over the regular orbits Gk · ak ⊂ E ′′k .
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Notice that the action of Gk+1 is affine in the fibers F (ak) ∩ Ek+1, but this
is not enough for the above claim (consider for instance the orbits of a linear
Lie group action on the vector space).
Proof. The invariant derivations from Theorem 14 act ∇i : Ak → Ak+1 for
k ≥ l (note that if the coefficients of ∇ are of order p, then ∇(f) has order ≥ p).
By Theorem 16 Hk,0(d) = 0 and so δ : dk+1 → dk ⊗ τ∗ is a monomorphism or
equivalently δ∗ : d∗k ⊗ τ → d∗k+1 is an epimorphism.
Recall from §2.4 that this map (3) is the symbol of invariant derivation
operation. From §2.3 we know that δ∗ : d∗k ⊗ α∨ → 0, whence we obtain the
epimorphism δ∗ : d∗k ⊗ α→ d∗k+1.
Thus starting from the level l, when the amount of invariant derivations is
stabilized, given a maximal collection of differential invariants of order ≤ k the
invariant derivations applied to them generate the symbols of all differential
invariants of order k+1 at every point ak+1 ∈ E ′′k+1 (if there exists a differential
invariant of order (k+1) independent of the collection ∪i∇i(Ak)∪Ak, then one
can obtain a new independent derivation and the collection ∇i is not maximal).
Now given a basis {fkj } in Ak the symbols of fkj and of ∇i(fkj ) generate the
symbols of the invariants fromAk+1 at the regular points. In other words, at any
point ak+1 ∈ E ′′k+1 the differentials dfk+1j can be expressed via the differentials
dfkj and d∇i(fkj ). Since the latter are affine in the coordinates on the fibers
F (ak) ∩ Ek+1 and the orbits are the integral leaves of the kernel distribution of
the differentials of the invariants, the claim follows. 
Now we collect the obtained knowledge to prove our first main result.
Proof of Theorem 1. Let l be as chosen before Proposition 17 (this
number is taken to exceed the order of involutivity of the equation E). Since
the action of G is transitive on the base, all orbits in Ek project onto M . So to
study the space of orbits on the level of k-jets Y˜ k it is enough to restrict to one
fiber Eka and the action of Gka on it: Y k = (Y˜ k)0 = E ′′k ∩ π−1k (a)/Gka.
Points of this space are orbits Gka ·ak and by Proposition 17 the fibers of the
bundle Gk+1a · ak+1 → Gka · ak are affine. Since these are the orbits of the action
in the affine fibers Ek+1 ∩ π−1k+1,k(ak), the quotient – fibers of the projection
Y k+1 → Y k are affine, i.e. this latter is an affine bundle for all k ≥ l.
In particular, there are no (higher) singularities over the set of regular points
E ′′l = E l\Sl. All the singular orbits belong to the stratum π−1∞,l(Sl) ⊂ E∞, which
has finite codimension. The Zariski closed variety Sl = E l \E ′′l is the usual locus
of singularities for algebraic actions, see [SR], to which we added the set of
singularities of the (rational) invariant derivations and differential invariants.
Proposition 9 provides the geometric quotient E ′′k /Gk ≃ Y k for all k. For
k ≥ l the singularities are stabilized to belong to π−1k,l (Sl), so the quotients form
a tower of affine bundles Y k+1 → Y k ∀k ≥ l, and the claim is proved. 
Note that the above arguments not only prove Theorem 1, but also the
separation property of Theorem 2 for rational differential invariants.
Indeed, the differential invariants can be chosen affine in the fibers of Y k+1 →
Y k, k ≥ l, so they separate the orbits in higher jets provided the orbits of
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Gla-action in E la are separated by the rational invariants. But this latter is
guaranteed by the Rosenlicht’s theorem (we again use separation of complex
generic orbits by complex rational invariants, and then take real and imaginary
parts of the latter to separate the real orbits).
Actually, by Rosenlicht’s theorem the field of rational differential invariants
R(E ′′k )G coincides with the field of rational functions on the quotient variety
R(Y k). Yet for k > l we can separate the G-orbits in E ′′k by a smaller algebra of
differential invariants, namely by A = Pl(E)G due to the above affine property.
3.2. Global Lie-Tresse theorem
Now we prove the second main result. Let l be the same integer as chosen
at the beginning of Section 3.1.
Proof of Theorem 2. By the choice of l there exists on the level l a
maximal collection of independent rational invariant derivations ∇1, . . . ,∇s :
A → A, where s = codimα∨ is the number from Theorem 14. They act by
shifting the filtration Ak ⊂ A by +1 for k ≥ l. More generally, for a multi-index
J the iterated derivations map the algebra of differential invariants to itself
∇J : Ak → Ak+|J|, k ≥ l.
Since the geometric quotient Y l = E ′′l ∩π−1l (a)/Gla is finite-dimensional, the
transcendence dimension (t − 1) of R(E ′′l ∩ π−1l (a))G ≃ R(Y l) is finite. Then
by Rosenlicht’s theorem there exist rational differential invariants I1, . . . , It−1
of order l generating a subfield in R(E ′′l ∩π−1l (a))G such that any other element
in this field is obtained by a (finite) algebraic extension. By the theorem on
primitive element9 there exists an element It of this field (that is a rational
differential invariant) such that the collection I1, . . . , It−1, It rationally generate
the whole field R(E ′′l ∩ π−1l (a))G.
We claim that for k ≥ l all differential invariants of order k are polynomial
functions of ∇J (Ij) with rational coefficients of the invariants Ij , where the
length |J | ≤ k − l. We shall prove this by induction on k with the base of
induction k = l being trivially true. Suppose the assumption holds on the level
k and consider the differential invariants of order k + 1.
By Proposition 17 the orbits of the action of Gk+1 on E ′′k+1 are affine bundles
over the orbits of Gk on E ′′k . Thus Ak+1 is generated by differential invariants
that are affine in the coordinates on the fibers F (ak). The set Ak∪{∇i(Ak)}si=1
also consists of the invariants affine in the same coordinates, and the first set is
functionally dependent on the second by the vanishing of symbolic cohomology
of the orbit spaces Hk,0(d) = 0 (see the proof of Proposition 17).
Denote by Ikj the basis of differential invariants we obtained on the jet level
k. Then any differential invariant f ∈ Ak+1, which is affine in the πk+1,k-fiber
variables, can be written as
f = h0 + h1 I
k+1
1 + · · ·+ hrk Ik+1rk ,
9Over characteristic 0 this theorem states that a finite extension E of a field K is generated
by one element E = K(α), see e.g. [La, V.§4: Theorem 4.6].
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where the set {Ik+1b = ∇ib(Ikjb ), 1 ≤ b ≤ rk} is a rational basis on E ′′k+1 chosen
among the invariants ∇i(Ikj ) of order k + 1 (with some indices ib, jb) and hs,
0 ≤ s ≤ rk, are some functions on k-jets.
Now if X ∈ G is a vector field from the Lie algebra sheaf of G and X(k) its
k-jet lift, then differentiating the above linear relation on f along X(k+1) we get
LX(k)(h0) +
rk∑
b=1
LX(k)(hb)I
k+1
b = 0,
so linear independence of Ik+1b implies that hs are differential invariants.
Similarly, any f ∈ Ak+1, which is a polynomial of degree qk in the πk+1,k-
fiber variables, can be expressed as
f =
∑
|σ|≤qk
hσI
k+1
σ , (5)
where we sum by multiindex σ = (i1, . . . , irk) and I
k+1
σ =
∏rk
c=1(I
k+1
c )
ic . Again
hσ ∈ Ak are differential invariants. Substituting the expression of hσ via the
basic invariants Ij on E ′′l and their invariant derivatives, given by the induction
assumption, we express f as a polynomial of the invariant derivatives of Ij up to
order (k+1− l), with coefficients being rational functions of Ij (we remark that
while the differential invariants can be chosen affine in the highest derivatives,
their behavior with respect to other jets of order > l is inevitably polynomial).
Now notice that the commutators of the invariant derivations are invariant
derivations, so we can decompose
[∇i,∇j ] =
s∑
k=1
̺kij∇t, (6)
where ̺kij are differential invariants of order ≤ l+1. Therefore any composition
∇i1 · · ·∇iq (Ij) can be algebraically expressed via ∇J(Ij) with an ordered multi-
index J . This yields algebraic expression of differential invariants in Ak+1 via
∇J(Ij), which is polynomial in the entries with |J | > 0 and rational in Ij , and
so fulfils the induction step.
This finishes the proof of finiteness property in the Lie-Tresse sense. The
separation property is also proved by induction. Indeed, the proof of separation
by rational invariants from the end of §3.1, works also for differential invariants
rational in order ≤ l and polynomial in order > l. This proves Theorem 2. 
Remark 6. In the proof we have chosen a collection I1, . . . , It, which taking
into account the invariant derivations ∇1, . . . ,∇s is often excessive. There ex-
ists a minimal collection of differential invariants and invariant derivations gen-
erating the algebra A, but the structure of this set is yet unknown. See some
partial results by P.Olver and co-authors in [Ol3].
We have an alternative: either to represent Pl(E)G with the minimal number
of basic invariants and derivations, or to reduce S in size (by decreasing the locus
of dependencies for generators of the algebra of differential invariants).
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As noticed in the Introduction, the global Lie-Tresse theorem implies the
familiar micro-local Lie-Tresse theorem. Indeed for an open set U∞ = π
−1
∞,l(Ul)
(Ul ⊂ E ′′l needs not be G-invariant, this is a feature of the micro-local analysis)
restriction of the collection A∞ of rational-polynomial invariants form a basis of
differential invariants. On every finite level k ≥ l a differential invariant of order
k is functionally dependent on a basis in Ak and so can be expressed through
it by the implicit function theorem.
We can even make this expression without shrinking the neighborhood Uk
(standard in the application of implicit function theorem). Indeed, the function
constant on the orbits can be expressed by the coordinates on the geometric quo-
tient Yk (or its part corresponding to Uk) by the categorical property discussed
in §3.1 (the geometric quotient is a categorical quotient).
3.3. Invariant derivations and other geometric structures
The Lie algebra of rational invariant derivations Der(E , τ) is finitely gener-
ated as an A-module, namely we have by Theorem 14:
dimADer(E , τ) = s.
We shall discuss a relation of this to the Lie algebra D(E , τ) of invariant
derivatives. We first introduce the latter as a module of sections of a distribution
over A in the spirit of Section 2.3.
Let αkH(ak) ⊂ τk(ak) be the subspace of vectors invariant with respect to
the stabilizer Gak of the point ak ∈ Ek. Since τk ≃ τ via the natural projection
πk, we have the following: ak+1 ∈ F (ak) implies αk+1H (ak+1) ⊃ αkH(ak). Thus
we have the canonically defined limit
αH(a∞) = lim
k→∞
αkH(ak) = ∪αkH(ak).
Moreover the stabilization occurs on a finite jet-level.
Proposition 18. There exists a number l and a Zariski open non-empty subset
E ′′l ⊂ E l such that αlH ⊂ τl|E′′l is a regular smooth sub-distribution and that rank
of αkH(ak) is independent of k ≥ l and the point ak ∈ π−1k,l (E ′′l ) .
The proof uses the same arguments as in Theorem 11 and so is omitted. Denote
the stable rank of the distribution αlH |E′′l by sH = sup dimαH(α∞).
Corollary 19. There exists sH = dimαH invariant derivatives of the G-action
generating the module D(E , τ) of invariant derivatives over the algebra A.
Proof. Elements of the A-module D(E , τ) are the rational sections of the
distribution α over E ′′∞. Existence of the basis of sH = dimAD(E , τ) rational
invariant derivatives follows similarly to Theorem 14.
Alternatively, consider the Gk-action on the bundle τk over Ek, which we
denote by Ek × τ . It is equivalent to the Gka-action on Eka × τa for any point
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a ∈ M . This latter is algebraic and so by Rosenlicht’s theorem there is a
geometric quotient
(Ek × τk \ Sˆk)/Gk = (Eka × τa \ Sˆk ∩ (Eka × τa))/Gka ≃ Yˆ k.
As before the singularity locus Sˆk stabilizes meaning that πk,l : Sˆk → Sˆl for
k > l (in fact, we occasionally obtain that Sˆ fibers over the singularity locus S
for the differential invariants).
There is the natural algebraic morphism Yˆ k → Y k. Dimension of its fibers
corresponds to the number of invariant derivatives on the level k, so this is an
integer between 0 and n that (non-strictly) monotonically grows with k. Clearly
it stabilizes at the number sH and the claim follows. 
We would like to have a sufficient condition for sH = n. For this we introduce
the following notion.
Definition 7. An equation E is called ample if for almost all ak ∈ Ek (k starts
with the order of involutivity) no irreducible component of the characteristic
variety CharC(E , ak) ⊂ PCτ∗a belongs to one hyperplane.
Notice that in this definition we can restrict to k being the (maximal) order
of E , since prolongation does not change the characteristic variety.
In the case Ek = Jk (no constraints on N) the condition of ampleness clearly
holds. Moreover, ampleness is the condition of general position for the projective
variety CharC(E , ak) of fixed dimension provided it is nonempty; the opposite
case reduces to algebraic actions of Lie groups on finite-dimensional manifolds.
Proposition 20. If E is ample, then the map δv = iv ◦ δ : gk+1 → gk is onto
for every non-zero vector v ∈ τ (k starts with the order of involutivity).
Proof. By [S2] Char
C(E) is the support of the symbolic module ME = g∗
over Sτ and every element qk ∈ gCk is a finite linear combination qk =
∑
λip
k
i ⊗ζi
with λi ∈ C, pi ∈ CharC(E), ζi from the kernel sheaf. Given v ∈ τ \ 0 a
generic qk has characteristic covectors pi /∈ v⊥C in this sum (by ampleness).
Then for qk+1 =
∑ λi
k+1 〈pi, v〉−1pk+1i ⊗ζi ∈ gCk+1 we have δv(qk+1) = qk, whence
δv(g
C
k+1) = g
C
k . The claim for the real case follows. 
Theorem 21. Assume that E is ample and that the number of functionally
independent G-differential invariants is infinite. Then there exist n independent
invariant derivatives ∇1, . . . ,∇n ∈ D(E , τ).
In the case10 dimA < ∞, the G-action is eventually transitive (orbits have
finite codimension in E∞); some such systems were investigated in [KL2] (in fact
it is enough to assume dimA > n in the theorem).
10Here by dimA we understand the maximal number of functionally independent differential
invariants (recall that any function of differential invariants is a differential invariant itself, so
the dimension of A as a vector space is either 1 or ∞).
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Proof. We claim that s = dimα = n under the assumptions of the theorem.
Assume the opposite s < n. Then for some independent differential invari-
ants fi, 1 ≤ i ≤ s+1, we have: ωs = dˆf1∧. . .∧ dˆfs−1∧ dˆfs 6= 0 at a generic point
ak+1 ∈ E ′′k+1, and ωs ∧ dˆfs+1 = 0. Moreover by the assumptions for all i ≤ n:
dˆf1 ∧ . . . ∧ dˇfi ∧ . . . ∧ dˆfs+1 = σiωs, where σi are some differential invariants.
Let σ0i = σi(ak+1) be the (constant) values. Let k ≥ l. Changing fs+1
to another differential invariant fs+1 −
∑s
i=1(−1)s−iσ0i fi we get the following
equalities at ak+1: dˆf1 ∧ . . . ∧ dˇfi ∧ . . . ∧ dˆfs+1 = 0 for i ≤ n.
We can suppose (by increasing k and using dimA = ∞) that dfs+1|gk 6= 0.
Then by Proposition 20 there exists θ ∈ gk+1 such that δvθ 6∈ Ker(dfs+1|gk) for
generic v ∈ τ . Moreover, since our claim concerns the ranks we can work over
C and so choose θ = pk+1 ⊗ ζ, where the covector p ∈ τ∗
C
is characteristic and ζ
is from the kernel sheaf (compare the proof of Proposition 20).
By a small perturbation we can achieve p|Kerωs 6= 0 (because E is ample)
and we also have ρ = dfs+1(θ¯) 6= 0 for θ¯ = pk⊗ ζ ∈ gk by the above assumption.
Finally we can change the differential invariants {fi}si=1 in such a way that the
above constraints hold, and in addition dfi(θ¯) = 0, 1 ≤ i ≤ s, at the point ak+1.
Let us now deform the point ak+1 ∈ Ek+1 to aǫk+1 = ak+1+ǫ θ (θ ∈ Sk+1τ∗⊗ν
is as above and we use the affine structure in the fibers). Since the set E ′′k+1
is Zariski open, the point aǫk+1 still belongs to this set for small ǫ. Then the
horizontal (s+ 1)-form ωs ∧ dˆfs+1 at the point aǫk+1 equals
dˆf1 ∧ . . . ∧ dˆfs ∧ dˆfs+1 = ǫρ(k + 1)ωs ∧ p 6= 0
for ǫ 6= 0. This contradicts the choice of s. Thus s = n.
Consequently there exist n differential invariants f1, . . . , fn satisfying the
condition dˆf1 ∧ . . . ∧ dˆfn 6= 0 in an open dense neighborhood U ⊂ E∞, which
implies existence of n invariant derivatives ∇i = ∂ˆ/∂ˆfi, i = 1, . . . , n, by the
construction a` la Tresse, see §1.4. 
Corollary 22. Under the above assumptions we have Der(E , τ) = D(E , τ). 
In general we can have sH = dimαH < n (see example in §4.2). To see a
relation between this number and s, let us recall a subbundle α∨k ⊂ τk from
Section 2.3. By the proof of Theorem 21 elements of α∨k annihilate the char-
acteristic variety CharC(E , ak) at every point ak. These vectors act trivially on
the symbolic module of the equation E :
α∨ ⊂ {v ∈ τ : v⊥ ⊃ CharC(E)}
(in other words, v to the right are all non-regular elements for the module g∗).
In addition, (rational) sections of α∨ act trivially on the algebra A.
Every invariant derivative is also an invariant derivation. This morphism ι
leads to the exact sequence
0→ α∨H −→ αH ι−→ α,
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where α∨H = αH ∩ α∨ is the kernel of ι. Thus if we denote s∨H = dimα∨H
the maximal number of independent invariant derivatives acting trivially on
differential invariants, we conclude:
sH − s∨H ≤ s.
Similar as invariant derivatives (and derivations) are finitely generated, we
can consider other invariant tensors. For instance, invariant horizontal 1-forms
form a module over the algebraA (containing Γ∞(α∗) ≃ Der(E , τ) as a submod-
ule). They correspond to (rational-polynomial) sections of the limiting distri-
bution of the Gk-invariant forms τ∗k over Ek. This module is finitely generated
in the Lie-Tresse sense, and there is a natural pairing between the elements of
this module and the module D(E , τ) with values in A.
Likewise we can prove finiteness of the module of invariant q-forms for any q
(an important example: closed invariant (n− 1)-forms, which are invariant con-
servation laws). More generally any tensorial module of fixed type, for instance(
(⊗pτ)⊗ (⊗qτ∗))G with fixed p, q, is finitely generated.
What about the whole tensor algebra (all possible valencies)? Let us restrict,
for instance, to
∑
p,q((⊗pτ)⊗ (⊗qτ∗))G (a combination of symmetric and skew-
symmetric powers is also possible), calling its sections over E ′′∞ the A-module of
horizontal tensors T(E , τ).
Is this module finitely generated in the Lie-Tresse sense? We do not know
the answer in general, but understand the generic situation.
Theorem 23. Let E be ample (for instance the whole space of jets), and the
number of scalar differential invariants of the pseudogroup G action be infinite.
Then the module T(E , τ) of G-invariant horizontal tensors on E∞ is finitely
generated over the algebra A in the Lie-Tresse sense globally.
Proof. Indeed, by Theorem 21 there are n invariant derivatives ei = ∇i, so
by dualization there are n invariant 1-forms ei = ωi. We can decompose any
(p, q)-tensor T ∈ T(E , τ) through these
T = T
j1...jp
i1...iq
ej1 ⊗ . . .⊗ ejp ⊗ ei1 ⊗ . . .⊗ eiq .
The coefficients are scalar differential invariants iff T is an invariant horizontal
tensor. Thus the claim follows from the global Lie-Tresse theorem. 
In a similar manner we can prove finiteness of other natural geometric ob-
jects: lifted connections, higher order differential operators etc.
3.4. Differential syzygies and the quotient equation
An algebraic relations among the generators of the algebra A = Pl(E)G, i.e.
among the basic invariants Ii and derivations ∇j , is called a differential syzygy.
Syzygies have the form Q({∇J(Ii)}) = 0, where J are multi-indices and the
polynomial Q depends on a finite number of arguments.
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Obviously the space of such Q carries the structure of a module over the
algebra of invariant differential operators Diff(E , τ) generated by11 the algebra
A and invariant derivations ∇j . The Maurer-Cartan relations (6), applied to
any generator of A, are among the syzygies, so modulo those relations we can
restrict to relations with ordered multi-indices J . This reduces the amount of
arguments for Q, and also allows to write
Diff(E , τ) = {
∑
fJ∇J},
where the summation is finite, fJ ∈ A and the multi-indices are ordered (a choice
of the order does not play a role here). Notice that the action of a derivation
∇j on a differential syzygy Q produces another differential syzygy with possibly
a bigger number of arguments. Thus we get the D-module12 of syzygies syzG∞.
(obviously the ring structure of syzG∞ is surpassed by the D-module structure,
as e.g. Q2 is obtained from the syzygy Q by multiplication by Q ∈ A)
To our knowledge the first result on finiteness (and rationality) of differential
syzygies (in the case of free un-constrained pseudogroup actions) is due to [OP]
in the micro-local case. We generalize it to the global context.
Theorem 24. The D-module syzG∞ of differential syzygies is finitely-generated,
i.e. there exist a finite number of polynomials Qk ∈ syzG∞ such that any other
syzygy Q =
∑
kQk for some invariant differential operators k ∈ Diff(E , τ).
Before proving the theorem, let us recast it into the language of differential
algebra, which significantly simplifies the proof.
Let us change the generating set of A so that the invariant derivations ∇j
commute. This is always possible to do in E ′′ according to Remark 5: we can
find a collection of differential invariants f1, . . . , fs, in addition to I1, . . . , It, such
that ∇j = ∂ˆ/∂ˆfj (equality as for derivations, i.e. modulo α∨) for j = 1, . . . , s in
the notations of the proof of Theorem 14.
Notice that passing from a general basis of derivations {∇j} to a basis of
commuting derivations is equivalent to quotient by the Maurer-Cartan relations
above, and this does not change the finite generation property.
Consider now the jet-space J∞(Rs(x),Rt(y)) with coordinates xj on the base
and the jet-coordinates yiJ = DJ(yi) and let P be the algebra of polynomials on
it. This algebra is filtered by Pk – the algebra of polynomials on Jk. We map
Ψ : P → A so: Ψ(xj) = fj, Ψ(yi) = Ii and we extend the map as a differential
homomorphism. Then Dxj corresponds to ∇j and so Ψ(yiJ) = ∇J (Ii). We
identify
syzG∞ = Ker(Ψ) ⊂ P .
Proof of Theorem 24. Denote Sk = Ker(Ψ)∩Pk and S = ∪kSk = syzG∞.
Because Ψ is a homomorphism, commuting with derivations (meaning Ψ◦Dxj =
11The are two obvious choices for the invariant differentiations: derivatives D(E, τ) and
derivations Der(E, τ). We choose the latter, because the primary goal is to generate A.
12Here D means a module over the algebra Diff(E, τ). Notice that the algebra Diff(E, τ) is
generated by A and ∇j , and so is finitely generated by Ii and ∇j .
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∇jΨ), this S is a filtered ideal in P and it is D-stable: DJ(Sk) ⊂ Sk+|J|.
Moreover it is radical because the algebraA has no zero divisors. In the language
of [Ri] S is an algebraic differential perfect ideal.
Thus by the Ritt-Raudenbush differential algebra version of the Hilbert basis
theorem [Ri] (see also Malgrange’s version of Cartan-Kuranishi theorem [Ma]),
S is finitely generated as a D-module (now D means over the algebra of C-
differential operators in the (x, y)-space): there exist polynomials Q1, . . . , Qp ∈
S (defining the decomposition into prime ideals) such that any other syzygy
Q ∈ S is a linear combination ∑kQk for some differential operators in total
derivatives k =
∑
bkσDσ, bkσ ∈ P .
Alternatively we could prove the claim by generating every Sk. On a finite
level existence of a finite basis follows from the classical Hilbert’s basis theorem.
Increasing k above l we notice that the basic syzygies can be taken affine in the
highest derivatives (similarly as Ak is generated over Ak−1 by the invariants
affine in k-th order jets). The stabilization of singularities happens similarly to
Theorem 11, and the symbolic behavior of the syzygies is controlled by the same
symbolic sequence for differential invariants (in fact by the dual) as in §2.4
0→ dk → dk−1 ⊗ τ∗ → dk−2 ⊗ Λ2τ∗ → . . .
Vanishing of the first cohomology Hk,1(d) = 0, k ≥ l, means that the symbols
of k-th order differential syzygy is given by the combination of the symbols of
the syzygies of order < k, and the lower order terms are then reconstructed
recursively. 
The theorem gives us an exact sequence of algebras
0→ syzG∞ −→ P −→ A→ 0,
where P is the free graded differential algebra with s derivations and t dependent
variables. Finite generation property of the (first) syzygy module means that
it is an epimorphic image of a free graded differential algebra P ′, which is
an algebra of polynomials on another jet-space J∞(Rs
′
(x′),Rt
′
(y′)): syzG∞ =
Ψ′(P ′). Then we obtain the second syzygy module as the kernel of Ψ′:
0→ syzG∞,(2) −→ P ′ −→ P −→ A→ 0.
This ideal in P ′ is again finitely generated as a D-module. Then we can compute
the third syzygy module syzG∞,(3) etc and establish finiteness of all higher G-
invariant syzygies (i.e. relations between relations etc). The derived sequence
will be a free resolution of the differential algebra A.
We can interpret the finite generation property of Theorem 24 as a G-
equivariant version of the Cartan-Kuranishi theorem: The module of syzygies is
a system of differential equations on differential invariants, where the dependent
variables are I1, . . . , It and derivations are ∇1, . . . ,∇s (in the above notations,
when ∇j = ∂ˆ/∂ˆfj , then f1, . . . , fs play the role of independent variables). The
second syzygies are interpreted as the compatibility conditions for these differ-
ential equations.
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To see this, let us assume (for simplicity), as in the above proof, that
the generators are chosen so that ∇j commute. Then S = syzG∞ ⊂ P . Let
Jk(Rs(x∗),Rt(y∗)) = (Jk(Rs(x),Rt(y)))∗ and Qk be its subset annihilated by
Sk. Denote J∞(Rs(x∗),Rt(y∗)) = lim
→
Jk(Rs(x∗),Rt(y∗)) ⊃ Q = lim
→
Qk. We
have the natural projections πQi,j : Qi → Qj for i > j, and the image of πi,0 in
J0 is a nonempty Zariski open set.
Theorem 25. Outside a finite codimension set of singularities Q is a formally
integrable system of differential equations, called the quotient equation.
Proof. OverC the statement is an easy corollary of Hilbert’s Nullstellensatz:
since there exists 1-1 correspondence between radical polynomial ideals and
affine varieties (of their zeros), the formal integrability follows from D-closedness
of the ideal S (recall from the former proof that it is radical, S = √S). Finite
generation property of S yields finite codimension of the singularity set in Q.
Over R the claim follows from Dubois’ real Nullstellensatz [D] (see also [Ris]):
the ideal of the zero variety of the ideal S is the real radical R√S. The latter
can be defined as the space of all f ∈ P such that fm(1 +∑ kiu2i ) ∈ S for
some integer m > 0, reals ki > 0 and functions ui ∈ P . Applying Ψ we get
Ψ(f)(1 +
∑
kiΨ(ui)
2) = 0, which implies f ∈ S. Thus our syzygy ideal is real
radical S = R√S and so the ideal of the family of varieties Qk is D-closed. This
implies Qk+1 ⊂ Q(1)k (outside singularities) and the theorem is proved. 
We can also consider the relations in the Lie algebra Der(E , τ) of differential
syzygies. It is finitely generated by the commutator relations (Maurer-Cartan
equations for the pseudogroup) and the differential syzygies syzG∞ .
3.5. Asymptotic of the dimensions: Arnold’s conjecture
The growth of the dimensions of the space of differential invariants is an
important invariant characterizing the freedom in the equivalence problem.
Recall that the value of dim dk at generic point of Ek counts the number of
independent differential invariants of pure order k. It equals dim Y k−dim Y k−1,
where the number dim Y k is the transcendence degree of the field R(Eka )G
k
a
(maximal number of independent differential invariants of order ≤ k).
The Hilbert function
HEG(k) = dim dk
is a polynomial for large k ≫ 1 by virtue of Theorem 16. We extend it to
the polynomial P EG(z), z ∈ C. Introducing in the same way HE(k) = dim gk,
HG|E(k) = dim̟k (k ≫ 1), the exact sequence of the first column (2) implies
that
HEG(z) = HE(z)−HG|E(z). (7)
Moreover, following [KL2] we can write the Hilbert polynomial for differential
invariants via the Lie equation for the pseudogroup G and its stabilizer St (the
terms are defined similarly to the above):
HEG(z) = HE(z)−HG(z) +HSt(z).
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Let dE be dimension of the affine complex characteristic variety of E and cE
be its degree. Then (7) implies that for some d˜ ≤ dE (and c˜ ≤ cE if d˜ = dE)
HEG(z) = (cE z
dE + . . . )− (c˜ zd˜ + . . . )
and in particular HEG is a polynomial of degree d ≤ dE (the latter estimate
explains why we can restrict to s ≤ dE invariant derivations).
This instantly implies rationality of the Poincare´ function13 that counts mod-
uli of the equivalence problem (the series converges for |z| < 1)
P EG(z) =
∞∑
k=0
dim dk · zk,
answering in affirmative the question of V.Arnold [A, Problem 1994-24] (cf.
[Sar] for the un-constrained micro-local case) on the open stratum of E :
Theorem 26. For a transitive action of an algebraic pseudogroup G on E, the
Poincare´ function P EG(z) is equal to
R(z)
(1− z)d+1 on E
′′
∞ for some polynomial R(z)
and the same number d as above. 
Arnold asked in general at which points a∞ ∈ E∞ the Poincare´ series for
the moduli14 of the problem
∑∞
k=0 dim dk(a∞) · zk is rational. This function
on E∞ with values in formal power series depends discontinuously on a∞, and
the generic stratum E ′′∞ is where it is continuous (constant in a∞ but not in z).
As demonstrated in the last example of Section 4 the behavior at the singular
strata can be much more complicated.
Remark 7. We can also study growth of the G-moduli for other geometric ob-
jects: tensors, differential operators etc. Similarly, the Poincare´ series, corre-
sponding to any of these structures, is rational on the generic stratum.
Notice that the Poincare´ functions of the equation PE(z) =
∑∞
k=0 dim gk ·zk,
and the orbit spaces PG|E(z) =
∑∞
k=0 dim̟k · zk are related to the Poincare´
function of the moduli: P EG(z) = PE(z)− PG|E(z).
Example from Section 2.5 revisited. In this example with the pseu-
dogroup G = Diff loc(R) ⋉ C
∞(R) acting on M = R3 we have constructed the
differential invariants and invariant derivations. In this case the singularities are
stabilized on the jet-level l = 2, S∞ = π
−1
∞,2(S2), but the differential invariants
can be taken polynomial in jets of order > 0, so that A = P0(E)G (in addition
the invariants are rational on the fiber of the map J0π = R3(x, y, u)→ R2(x, y)).
13Notice that the Hilbert and Poincare´ functions are related by HEG(k) =
1
k!
dk
dzk
∣
∣
∣
z=0
P EG(z).
14Some people interpret these as the micro-local differential invariants, but we believe that
the moduli are meant to be the actual global invariants.
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The algebra A of differential invariants on E = J∞π is generated by I1 and
∇1,∇2. The differential syzygies among them are generated by the relations
∇1I1 = 0, [∇1,∇2] = I3a
I2
∇2 − I3b
I2
∇1
(these in turn imply [∇1,∇2]I2 = 0⇔ ∇2I3a = I4b = ∇1I3b).
The transcendence degree of the field of rational differential invariants of
order ≤ k is equal to 1 + 1 + 2 + 3 + · · · + (k − 1) = 1 + (k2) (this is just the
number of independent differential invariants; we have exactly (k − 1) of those
of pure order k), and so the Poincare´ function is
P EG(z) = z + z
2 + 2z3 + 3z4 + · · · = z(z
2 − z + 1)
(z − 1)2 .
To obtain the quotient equation of §3.4 we pass from the invariant derivations
(∇1,∇2) to the Tresse derivatives associated to the invariants (I1, I2):
D
DI1
= − I3b
I2I3a
∇1 + 1
I2
∇2, D
DI2
=
1
I3a
∇1
(the coefficients are found by computing the action on I1, I2).
Denote I1 = ξ, I2 = η, I3a = v, I3b = w, so that
D
DI1
= ∂ξ,
D
DI2
= ∂η. Apply-
ing the above Tresse derivatives to v, w we get 4 equations involving I4a, I4b, I4c.
Excluding these 3 parameters we obtain the (undetermined) differential equa-
tion
η vξ = v wη − w vη.
It is point equivalent (by the transformation U = −1v , V =
w
v , X = ξ, Y =
1
2η
2)
to the differential equation
UX = VY ,
and this is our quotient equation Q. Its Poincare´ function is equal to
PQ(z) = 2 + 3z + 4z
2 + 5z3 + · · · = 2− z
(1− z)2 .
4. Examples and counter-examples
In this section we give new examples illustrating importance of our assump-
tions, and discuss how to calculate the algebra of scalar differential invariants.
4.1. On calculation of differential invariants
There are two approaches to calculate differential invariants of a pseudogroup
action. Both are essentially microlocal, as one uses the Lie algebra sheaf while
the other the local pseudogroup (a germ of unity).
The first method is related to solution of the Lie equation LXˆ(I) = 0, where
X ∈ G is the element of the Lie algebra sheaf of G and I a function on E . This is
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a linear PDE, and in some cases with additional symmetry it can be effectively
solved for lower order invariants. The equation for invariant derivations is also
linear, so if these two steps are resolved, the Lie-Tresse theorem will yield the
algebra A. But in general to find the solutions is a difficult task.
The other approach is to use parametrization of the pseudogroup (the method
of moving frames) and to exclude the parameters along the orbit, to obtain the
expressions of differential invariants. The calculations here are more algorithmic
as the action is affine in the highest derivatives, so provided the arising algebraic
equations can be solved, the algebra A can be computed. However there are
restrictions of the method: the group G shall be nicely parametrized and the
action has to be locally free (the standard technical assumption).
To calculate the global rational-polynomial invariants any combination of
these methods can be applied, with an essential input coming from the construc-
tive invariant theory. Indeed, the action of G prolonged to the k-jets reduces
to an algebraic action of the Lie group Gka on the algebraic manifold Eka . One
searches for rational-polynomial invariants of this action.
This is still a difficult but much more feasible task, because due to Theorem
2 we are looking for invariants in the smaller space of rational-polynomial differ-
ential functions. In the first approach the rational solutions of linear PDEs can
be found by applications of the methods of differential algebra and differential
Galois theory. In the second approach the Gro¨bner basis methods are useful.
Remark 8. The method of constructing differential invariants from a cross-
section became popular recently [OP]. Globally it is restrictive as not all pseu-
dogroups admit such sections (whence the assumption of freeness of the action).
Even on the level of finite jets, for the action of algebraic Lie groups the section
may not exist. However there always exists a quasi-section (an irreducible subva-
riety intersecting a generic orbit in finite number of points), see [PV, Proposition
2.7]. These can be used for constructive approach to differential invariants.
Let us notice that, according to the approach of Sections 2.3, 3.3, the invari-
ant derivations can be also constructed via the invariant theory. The construc-
tion suggests that invariant derivations can appear lower in jet-level than a set
of differential invariants with independent horizontal differentials (yielding the
Tresse derivatives). This is actually observed in computations [OP, KL4, Man].
Yet another scenario occurs. Sometimes it is difficult to compute all gener-
ators of the algebra A, but one can find some set of differential invariants and
a basis of invariant derivations (for instance, as Tresse derivatives of the first n
invariants). If the separation property holds for the obtained collection, it can
be used to generate the entire algebra of differential invariants.
Theorem 27. Let rational differential invariants {Iα}α∈A separate the G-orbits
in E∞. Then they generate (by the usual algebraic operations) the entire algebra
A of differential invariants.
Proof. Let A˜k ⊂ Ak be the subalgebra generated (as indicated) by {Ij}
in jet-order ≤ k. This is a subalgebra of usual invariant functions O(E ′′k )G
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separating generic G-orbits, so by the categorical property (see Lemma 2.1 [PV])
it generates Ak. The claim follows because k is arbitrary. 
This statement is useful in applications, when a priori some high order dif-
ferential invariants separating the generic G-orbits are known (for instance on
the basis of the principle of n invariants [ALV]). Then also the lower order in-
variants will be obtained via syzygies of the initial differential invariants (even
though invariant differentiations raise the order of invariants, their combinations
can result in a differential invariant of a lower order).
4.2. Examples of calculations
As we mentioned in the Introduction most of the classical examples are
related to calculation of micro-local differential invariants. To establish equiva-
lence it is necessary that they are preserved, but it is not always sufficient.
The first non-trivial equivalence result involving an infinite pseudogroup was
the classification of 2nd order ODEs with respect to point transformations. This
was initiated by S. Lie and R. Liouville and essentially finished by A. Tresse [Tr2],
see an overview in [Kr]. In the latter reference the invariants are written via
rational generators, and this implies solution of the global equivalence problem
(for non-singular ordinary differential equations of order 2).
Differential invariants for some other problems involve algebraic roots, and so
can be re-written via rational generators. For instance the celebrated E.Cartan’s
5-variables paper [C2, p.170] contains a relative invariant I such that I
4 is a
bona fide differential invariant (this is how it is claimed in loc.cited, but in fact
already I2 is an invariant [AK]). More on this will be said in the next section.
In some purely algebraic problems differential invariants turn out useful, see
[Ol2]. It is important to use global invariants (as algebraic classifications are
always global). On this way the classical equivalence problem for binary and
ternary forms was solved in [BL], and a more general problem on equivalence
under an irreducible algebraic action of a reductive Lie group can be also solved.
Let us discuss some other examples illustrating our conditions and methods.
Example. Consider the flex equation E that appeared in [GL]:
u2yuxx − 2uxuyuxy + u2xuyy = 0.
The group G = SL3×Diff(R) acts on E by symmetries, where the first factor
corresponds to projective transformations of B = R2(x, y) and the second factor
corresponds to invertible changes of the dependent variable u 7→ U(u).
Here the characteristic variety at the point a1 = (x, y, u, ux, uy) (since the
equation is quasi-linear CharC(E , a2) ⊂ CPT ∗B does not depend on a choice of
a2 ∈ F (a1)) is given by the linear equation
CharC(E , a1) = {[px : py] |uypx = uxpy} ⊂ CP1.
However even though this variety belongs to a hypersurface (in our case: a
point), there is no such horizontal direction at a0 = (x, y, u) that annihilates
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all characteristics at all points a1 ∈ F (a0). And this implies existence of 2
invariant derivatives. To simplify the argument let us change G to its normal
subgroup (second component) G2 = Diff(R); the differential invariants of G are
then G1-invariant differential invariants of G2.
For the pseudogroup G2 we have: the invariant derivatives are Dx,Dy and
the basic differential invariant is w = ux/uy with the only relation (differential
syzygy which is the flex equation written via w) – the equation of gas dynamics
wx = wwy . (8)
To include the first component G1 = G/G2 = SL3 we re-write the Lie algebra
of the first component via w. Here are the generators of g1 = Lie(G1):
∂x, ∂y, x ∂x − w ∂w, y ∂y + w ∂w, x ∂y − ∂w, y ∂x + w2∂w,
x2∂x + xy ∂y − (xw + y) ∂w, xy ∂x + y2∂y + (xw2 + yw) ∂w .
Thus we have an action of a finite-dimensional Lie group on the equation (8)
and the validity of the Lie-Tresse theorem in such situation is known.
For completeness let us provide the exact formulae for differential invariants.
They are micro-locally generated by
I6 =
9w32w6 − 200w43 − 72w22w3w5 + 300w2w23w4 − 45w22w24
R4/3
and
∇1 = 6w2
R1/3
Dy − w2w4 − (4/3)w
2
3
w22R
1/3
(Dx − wDy)
where R = 9w22w5 − 45w2w3w4 + 40w33 and wi = Diy(w).
The module of invariant derivatives D(E , τ) is generated by ∇1 and
∇2 = R
1/3
w22
(Dx − wDy)
The last derivative belongs to α∨H and so is trivial as a derivation, i.e. it does
not generate new invariants (it is a Cauchy characteristic), so that Der = 〈∇1〉.
It is interesting to note that ∇1(mod∇2) coincides with the classical Study
derivative from the theory of curves on the projective plane, see [St] and [Kl,
§42]. The global rational differential invariants are generated by I36 and I−16 ∇1.
Example. Consider the natural action of the pseudogroup G = Diff loc(R)×
R × R on R3 = R2(x, y) × R1(u). The corresponding Lie algebra sheaf G is
transitive and has generators
f(x) ∂x, ∂y, ∂u.
For the action of G on un-constrained jets J∞(R2) there are two invariant
derivatives 1uxDx,Dy and the basic differential invariant uy, so that the algebra
of differential invariants PG1 = 〈uy, uxy/ux, uyy, . . . 〉 is generated by them.
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The differential equation E = {ux = 0} ⊂ J∞(R2) is G-invariant, and the
global Lie-Tresse theorem applies. But for the action of G on E there is only one
invariant derivative Dy (together with its multiples by differential invariants).
The algebra of differential invariants A = P1(E)G = 〈uy, uyy, uyyy, . . . 〉 is freely
generated by Dy and uy.
Remark 9. This example shows that the number of invariant derivatives needs
not to be n = dim τ .
On the other hand there can be more invariant derivatives than one can expect
from the characteristic variety of E , and as in the previous example we get
D(E , τ) ) Der(E , τ). Indeed, if we consider the subgroupR3 ⊂ G of translations,
then Dx is an invariant derivative on E , but it acts trivially on A.
Example. Consider now a bigger pseudogroup G on R3 = R2(x, y)×R1(u)
with the transitive Lie algebra sheaf G given by
f(x, y) ∂x, ∂y, ∂u.
This algebra acts transitively in the complement to the equation E = {ux = 0},
so there are no differential invariants. There are however invariant horizontal
fields in accordance with Theorem 21 (of course it is not possible to find them
neither as derivations, as the latter are trivial, nor as Tresse derivatives). They
form a 2-dimensional commutative Lie algebra (indeed, any third field should
be a linear combination of these with coefficients being differential invariants)
D(J∞, τ) =
〈 1
ux
Dx,Dy − uy
ux
Dx
〉
.
Restriction to E yields non-trivial algebra of differential invariantsA = P1(E)G =
〈uy, uyy, uyyy, . . . 〉, it is generated almost in the same way as above, except that
we shall take [Dy] = Dy mod〈Dx〉 as an invariant derivation. This is the only in-
variant derivation up to multiplication by a differential invariant, Der = 〈[Dy ]〉.
But it is invariantly defined only as the equivalence class – there are no
invariant horizontal vector fields at all D(E , τ) = 0 !
Example. The Liouville equation uxy = e
u is automorphic: the pseu-
dogroup of symmetries G = Diff loc(R) × Diff loc(R) generated by the transfor-
mations x 7→ X(x), y 7→ Y (y) acts transitively on the space of solutions (the
corresponding Lie algebra sheaf embedded into D(J0), J0 = R2(x, y)× R(u) is
generated by a(x)∂x−a′(x)∂u, b(y)∂y−b′(y)∂u for arbitrary functions a(x), b(y)).
This means that there are no differential invariants: A = R.
It is easy to check that there are no invariant derivatives (horizontal vector
fields) as well. This is in agreement with Theorem 21 since its both assumptions
fail here: A is not infinite-dimensional and the Liouville equation is not ample.
4.3. Roots in differential invariants
By our main theorem we can use only rational functions in description of
global differential invariants. However books are full of examples of differential
invariants with algebraic roots, see e.g. [Th, Ol1, Ol2, KJ, KL4, Man].
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This visible contradiction can be resolved in two ways. First of all many of
the wide-spread invariants with roots are not invariants in the global sense, but
only micro-local invariants. Equivalently they are invariants of the Lie algebra
(satisfy the linear PDE LX(I) = 0) or invariants of the local Lie group (where
the size of the neighborhood of unity in U ⊂ G, for which g∗I(a∞) = I(a∞) ∀g ∈
U , depends on the point a∞ ∈ E∞). See the example from the Introduction.
Another possibility is that the roots are in proper place, but the classifi-
cation deals with coverings in global problem like orientations or spin. Action
of quotients of algebraic groups which are not themselves algebraic can lead to
similar problems. Let us explain appearance of roots in two examples.
Example. Consider the action of the proper motion groupE(2)+ = SO(2)⋉
R2 on the space of oriented curves in M = R2. The action lifts to the space of
jets J∞(M, 1). We can chose local coordinates onM such that dx gives positive
orientation and dy positive co-orientation on the graph-curves y = y(x). These
induce canonical coordinates (x, y, y1, y2, . . . ) in the open chart J
∞(R,R) ⊂
J∞(M, 1), and we write the curvature and the invariant derivation
κ =
y2
(1 + y21)
3/2
,
d
ds
=
1√
1 + y21
d
dx
. (9)
Both are invariant with respect to E(2)+ and they generate the algebra of
differential invariants.
If the curves are not orientable or we act by the entire motion group E(2) =
O(2) ⋉ R2 (both conditions imply that the curves are not co-orientable), then
κ is not an invariant and we shall change the above pair of generators to
κ2 =
y22
(1 + y21)
3
, ∇ = κ d
ds
=
y2
(1 + y21)
2
d
dx
. (10)
It seem that (10) satisfies but (9) contradicts our version of Lie-Tresse the-
orem. Of course, (10) are also rational invariants of E(2)+ action, but they
do not distinguish orbits (for instance, the upper and lower half-circles both
oriented from left to right). What is the problem?
To understand this consider the stabilizer S1 = SO(2) ⊂ E(2)+ of the point
(0, 0) ∈ M . It acts on the fiber of the projection J2 → M , which is S1 × R in
the case of oriented curves and is RP 1 × R in the case of non-oriented curves.
The action is (φ, h) 7→ (φ+ t, h) and so h ∈ R is (a rational) invariant.
However this is the case of the jet-space J2(M, 1), while in the affine chart
the action writes (y1, y2) 7→ (y1 cos t−sin ty1 sin t+cos t ,
y2
(y1 sin t+cos t)3
), t ∈ S1. The affine chart
consists of one piece RP 1 \ {1} in the non-oriented case, but it has two pieces
S1\{±1} in the oriented case. Since the two half-circles (= two lines) constitute
a reducible variety, there is no contradiction with our Lie-Tresse theorem. In
fact on one component (that’s to say e.g. dx gives the orientation) we can use
the rational generators (10) and they do separate orbits.
Example. Another occurrence of roots is the classical algebraic problem of
characterizing quadrics on the plane:
u = ax2 + 2bxy + cy2 + 2dx+ 2ey + f = 0. (11)
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The group G = E(2)× R∗ acts on the plane (x, y) by the first component, and
on the function u (quadric) by the second (rescalings). The invariants are (in
[PV] the cubic roots of these are given, but then they are ill-defined over C)
I1 =
(ac− b2)3
∆2
, I2 =
(a+ c)3
∆
, where ∆ =
∣∣∣∣∣∣
a b d
b c e
d e f
∣∣∣∣∣∣ .
We can obtain the invariants also through the action of G on the Monge equation
E characterizing quadrics (as functions y = y(x))
V = y5y
2
2 − 5y2y3y4 + 409 y33 = 0.
Remark 10. This V together with U = y2 are the basic projective relative
differential invariants of the curves on the projective plane. The basic absolute
invariant R · V −8/3 (with R = U4V · y7 + . . . a differential polynomial of order
7 [H], see also [KL4]) in this case contains the cubic root, but can be changed
to the global rational differential invariant R3/V 8.
Indeed, the action has 3 (micro-local) differential invariants (they contain
roots – which can be eliminates as above – but will be of temporal use)
κ =
y2
(1 + y21)
3/2
, κ′ =
d
ds
κ, κ′′ =
d2
ds2
κ;
d
ds
=
1√
1 + y21
d
dx
.
They satisfy the following differential syzygy (our equation E)
κ′′′ = 5
κ′κ′′
κ
− 40
9
κ′3
κ2
− 4κ2κ′
with the solution given implicitly s =
∫
(C1κ
8/3 + C2κ
10/3 − 9κ4)−1/2dκ. Ex-
tracting constants (first integrals) from this expression we get two invariants of
the solution space Sol(E):
j1 =
3κκ′′ − 5κ′2 + 9κ4
κ8/3
, j2 =
3κκ′′ − 4κ′2 + 18κ4
κ10/3
.
Expressed in jet-coordinates they equal
j1 =
3y2y4 − 5y23
y
8/3
2
, j2 =
3y21y2y4 − 4y21y23 − 6y1y22y3 + 9y42 + 3y2y4 − 4y23
y
10/3
2
.
The bona fide rational invariants of this algebraic problem are J1 = j
3
1 , J2 = j
3
2
(they separate orbits and correspond to the previous invariants I1, I2, when y
is expressed through x from (11)), while roots in the above formulae are the
results of intermediate calculations.
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4.4. Non-algebraic situation
If we drop the requirement of algebraic action, some of the results continue
to hold. Namely the prolonged action is affine and so algebraic in higher jets.
Thus the finite-generation property will hold over a neighborhood in finite jets,
where we have the property for the corresponding Lie group action.
However the separation property for the orbits can fail, so that the algebra
of differential invariants will distinguish only between the closures of the orbits.
Example. Consider the action of the 5-dimensional Lie group G = R4⋊R1
on M = R4(x1, x2, x3, x4) with the Lie algebra g = 〈∂x1 , . . . , ∂x4 , ξ〉, where
ξ = (x2∂x1 − x1∂x2)− λ(x4∂x3 − x3∂x4) and λ is a generic irrational number.
The action is transitive and the stabilizer group Gx is one-dimensional. We
embed G into the diffeomorphism group of R5(x1, x2, x3, x4, u) or equivalently
let G act on the space J∞(M) of jets of functions on M . The space Jkx (M) has
coordinates uσ with the multi-index σ of length |σ| ≤ k.
The first of them u = u∅ is obviously an invariant
15 of G. On the jet-level
k = 1 we have 3 more differential invariants: I ′1 = u
2
1 + u
2
2, I
′′
1 = u
2
3 + u
2
4
and I ′′′1 = arctan(u4/u3) + λ arctan(u2/u1). The last invariant I
′′′
1 is however
micro-local and has to be omitted in the list of global invariants.
Geometric explanation of the absence of one invariant in the global sense is
the following: T ∗ = R4 = R2(u1, u2) × R2(u3, u4) has an invariant foliation by
tori which are the product of concentric circles in the factors, and the orbit of
ξ on every torus is an irrational winding with the slope λ, whence the closure
of almost every orbit is 2-dimensional.
Thus already on this step we observe that the algebra of micro-local invari-
ants differs from the algebra of global differential invariants. Also notice that
the omitted non-global invariant I ′′′1 is not a rational function and this is in
agreement with the fact that the field ξ ∈ g is not a replica in the sense of
Chevalley [Ch] and G is not algebraic.
Consider the prolongations ξ(k) of the last vector field of g. This field rep-
resent the action of G in Jkx = ⊕k0SkT ∗, where T = TxM . It is semi-simple,
and every summand is invariant. Restriction to T has the purely imaginary
spectrum Sp(ξ(1)|T ) = {±i,±λ i}, and consequently the spectrum on SjT is
the j-multiple Minkowski sum of Sp(ξ(1)|T ) with itself (elements in the sum
enter with multiplicity): Sp(ξ(k)|Jkx ) = {±s i± λ t i | 0 ≤ s, t ≤ s+ t ≤ k} (some
elements enter with multiplicity).
In complex coordinates z = x1 + ix2, w = x3 + ix4 the first order invariants
are I ′1 = |uz|2 and I ′′1 = |uw|2. The higher order invariants are
Ipqrs =
1
upzu
q
z¯u
r
wu
s
w¯
∂p+q+r+su
∂zp∂z¯q∂wr∂w¯s
, p+ q + r + s ≥ 2
(to get real invariants one has to take the real and complex parts unless p = q,
r = s; also we can let p ≤ q and r ≤ s if p = q). The algebra of differential
15This makes the group action intransitive, but it is irrelevant for this example. Simply add
the 6th generator ∂u to g, or observe that all our constructions work without this.
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invariants A is generated by these, and has the following invariant derivatives
(again to stay in the real category one separates the real and imaginary parts):
∇z = 1
uz
Dz, ∇z¯ = 1
uz¯
Dz¯ , ∇w = 1
uw
Dw, ∇w¯ = 1
uw¯
Dw¯.
Then A is finitely generated by I ′1, I ′′1 , I1100, I1010, I0011 and ∇z,∇z¯,∇w,∇w¯ (the
minimal set of generators is I ′1, I
′′
1 and ∇z ,∇z¯,∇w,∇w¯ since 6 of the 10 second
order differential invariants occur as the coefficients of the commutators of the
invariant derivatives).
Thus we see that the Lie-Tresse theorem holds, though the invariants from
the algebra A do not separate the G-orbits.
4.5. Singular systems
In classification problems we describe the differential invariants character-
izing the regular orbits. Complement to the regular set consists of singular
orbits, but can be stratified into invariant equations E(α), for each of which the
G-action produces its own algebra of differential invariants. Provided the equa-
tion is regular, irreducible and the action is transitive, the Lie-Tresse theorem
applies in our global version, and the description of this algebra is finite.
However, some singularities can be more complicated, for instance if the
projection of the equation to M is not surjective or the action of G is not
transitive, and for them the theorem could fail. To illustrate this we discuss an
example of conservative vector fields with isolated singularities. On the formal
level the latter set is a subset of jets with fixed point E ⊂ J∞0 (R2n,R2n), and so
can be considered only as a generalized equation (a subset in the space of jets
that does not project onto the base).
Example. Consider the equivalence problem for Hamiltonian systems near
a non-degenerate linearly stable equilibrium point (the point is isolated and we
take it to be 0). In this equivalence problem the pseudogroup consists of local
diffeomorphisms of the germ of 0.
Equivalently the problem is this: the pseudogroup G consists of germs of
symplectic diffeomorphisms of (R2n, ω0) preserving 0. Its subgroup acts on the
equation E consisting of the germs of functions H vanishing at 0 to order 2 with
the operator AH = ω
−1d20H having purely imaginary spectrum. In addition, we
assume that Sp(AH) = {±iλ1, . . . ,±iλn} has no resonances of any order.
The equation is indeed singular, as it is projected to J1(R2n) to one point,
E ⊂ π−12,1(0). But in addition, the condition of absence of resonances is non-
algebraic (but the closure of E is semi-algebraic).
We change, as usual, germs to jets to get the formal normal form of H . This
is the well-known Birkhoff normal form [B]: there are canonical coordinates
(Darboux coordinates for the symplectic form ω0) x1, y1, . . . , xn, yn such that
with the notations τi = x
2
i + y
2
i , τ
σ = τσ11 · · · τσnn , the infinite jet of H is
j∞0 (H) =
∑
aστ
σ.
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The coefficients aσ are the differential invariants of the problem.
One can write them in jet coordinates, though the formulae are rather com-
plicated. For instance, for n = 1 the first invariant a1 corresponds to the Hessian
I2 = H11H22 −H212
(we write x1, x2 instead of x1, y1 and denote derivatives by the subscripts). The
next differential invariant is
I4 = (3H22H2222−5H2222)H311+
(−3H212H2222+(30H122H222−12H22H1222)H12
+ 6H222H1122 + (−9H2122 − 6H112H222)H22)H211 +
(
12H312H1222+
(−24H112H222 + 6H22H1122 − 36H2122)H212 +
(−12H222H1112 + (54H122H112
+ 6H222H111)H22
)
H12 + 3H
2
22(−3H2112 − 2H122H111 +H22H1111)
)
H11
− 12H412H1122 + (36H122H112 + 12H22H1112 + 4H222H111)H312−
3H22(12H
2
112+H22H1111+8H122H111)H
2
12+30H
2
22H12H112H111−5H322H2111
and we get 1 new invariant in any even order. Thus the Lie-Tresse deriva-
tive does not exist in this case (otherwise it would produce invariants in any
sufficiently high order).
One might get an impression that there is an invariant 2nd order differential
operator (which does the job of the usual invariant derivative in this case), and
indeed the operator
∆ = H22D21 − 2H12D1D2 +H11D22+
I−12 (−H11H122H22 +H12H11H222 −H222H111 + 3H12H112H22 − 2H212H122)D1
+I−12 (−2H212H112+3H12H122H11+H111H22H12−H11H22H112−H211H222)D2
satisfies the identity
[∆, XˆF ]|E = 0
for any function F ∈ C∞(R2) vanishing at 0 to the 2nd order (XF is the
Hamiltonian field with the generating function F ).
Remark 11. The symbol of ∆ is canonical: using ω0 it is identified with the
operator AH , and further raising of the indices yields the Hessian 2-form d
2
0H.
However the restrictions of the fields from the pseudogroup XˆF to E do no
commute with ∆, and this is the reason this operator does not map I2k → I2k+2.
Proposition 28. There does not exist a differential operator which maps the
algebra of differential invariants to itself.
Proof. Let us discuss the case of the 2nd order, the general case is similar.
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The space of differential invariants of order ≤ 2k is A2k = C∞(I2, . . . , I2k)
(here we can equally well consider the spaces of smooth or rational or polynomial
functions). If the operator exists it maps ∆ : A2k → A2k+2.
In particular, for k = 1 we get the following. Let us decompose ∆ =
∆2 + ∆1 + ∆0, where ∆i are differential operators of pure order i (working
in coordinates such a splitting is possible). Then ∆(1) = ∆0, so this latter is a
differential invariant, and can be omitted. The symbol of ∆2 =
∑
aijDiDj
is also an invariant, and so is a multiple of the operator from Remark 11:
aij = (−1)i+jλH3−i,3−j . Then we have:
∆f(I2) = f
′(I2)∆(I2) + f
′′(I2)
∑
aijDi(I2)Dj(I2).
This implies that the third order expression
∑
aijDi(I2)Dj(I2) is a differential
invariant (in general, we shall also consider the case ord(λ) > 3 but this leads
to the same result by restricting to larger k), which is impossible unless λ = 0.
Thus ∆ = ∆1, but there are no invariant differential operators of order 1
because its symbol would have been invariant and hence zero (alternatively: it
would have mapped A2k → A2k+1 = A2k). 
For n > 1 the algebra of differential invariants of order ≤ k is A2k =
C∞(Ii12 , I
i1i2
4 , . . . , I
i1...ik
2k ) (1 ≤ ij ≤ n numerate different differential invariants
in different orders), and we get a similar result. Hence we conclude:
Corollary 29. The space of differential invariants A∞ of formal Hamiltonian
systems at a non-degenerate linearly stable non-resonant equilibrium point is not
finitely generated, even in the generalized Lie-Tresse sense.
Let us also notice that the Poincare´ function of this equivalence problem
P EG(z) =
∞∑
k=0
(
n+ k − 1
k
)
z2k =
1
(1 − z2)n
does not satisfy the conclusion of Theorem 26. This is often the case with
classification problems arising in singularity theory.
5. Conclusion
Differential invariants can be interpreted as invariant non-linear differential
operators. The problem of their description and significance was discussed by
O.Veblen in the International Congress of Mathematicians 1928 [Ve].
The structure of the algebra of differential invariants encodes the structure
of the pseudogroup and its action. It plays the same role in local differential
geometry as the invariant theory in the classical algebra. With this in mind we
can informally summarize the main results of the present paper as follows:
Hilbert and Rosenlicht theorems allow to treat the quotient of an al-
gebraic variety by an algebraic group action as an algebraic variety.
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Our global version of the Lie-Tresse theorem allows to treat the quo-
tient of an algebraic differential equation by an algebraic pseudogroup
action as an algebraic differential equation.
The meaning of the latter is explained in Section 3.4.
Calculations of differential invariants have several applications: equivalence
problem, homogeneity detection, image recognition, variational calculus, com-
puter vision, numerical computing, relativity theory, fluid dynamics and many
more [ALV, Ol3]. Cartan’s equivalence method can be considered as an impor-
tant approach to compute differential invariants, but can in turn be obtained
as a partial case of the general differential invariants theory [Va].
Differential invariants provide vital tools in integration of differential equa-
tions. Traditionally related to the symmetry methods (and establishing exact
solutions), they find usage in the transformation theory (e.g. Laplace and Dar-
boux transformation), variational bi-complex (and conservation laws), higher
symmetries and commuting flows (Lax pairs). Our approach encompasses not
only the groups of point symmetries, but also contact symmetries and in some
cases internal symmetries (the setup can require extension of the base manifold).
We almost ignored the computational aspect of the theory (see §4.1). This
uses several algebraic methods (including Gro¨bner basis and differential algebra,
see [HK]). In practice symbolic packages are helpful. For some calculations in
Section 4 we used Maple package DifferentialGeometry by I. Anderson.
Our examples were chosen simple to illustrate the power and limitation of the
main results. More substantial calculations will appear in future publications.
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