In deterministic compressive sensing, one constructs sampling matrices that recover sparse signals from highly incomplete measurements. However, the so-called squareroot bottleneck limits the usefulness of such matrices, as they are only able to recover exceedingly sparse signals with respect to the matrix dimension. In view of the flat restricted isometry property (flat RIP) proposed by Bourgain et al., we provide a partial solution to the bottleneck problem with the Gabor system of Legendre symbols. When summing over consecutive vectors, the estimate gives a nontrivial upper bound required for the bottleneck problem.
Introduction and Motivation
In this paper we discuss the following sum: Given a prime p ∈ N and n ∈ Z/pZ, suppose that M 1 , M 2 ⊂ Z/pZ are two sets of consecutive numbers with |M 1 | ≤ |M 2 | ≤ √ p, we would like to estimate
where χ : Z/pZ → C is a non-principal character. The sum in (1) is related to deterministic compressive sensing, character sums, and Weil's exponential sum estimates. From all prior works, one can easily derive an upper bound of p 3/2 for (1). However, as such an estimate is not sufficient for our purpose, we shall prove that it is possible to improve the estimate to p 3/2−α under certain mild assumptions, where α ∈ (0, 1/2) depends on |M 1 | and n.
Deterministic Compressive Sensing and Flat Restricted Isometry Property.
Introduced in [6] and refined in [5] , the Restricted Isometry Property (RIP) is defined as follows:
Definition 1.1. An n × m matrix A satisfies (S, δ S )-RIP if the following statement is true: Let A T , T ⊂ {1, . . . , m} be the n × |T | submatrix obtained by extracting the columns of A which corresponds to the elements in T . Then for any subset T with |T | ≤ S and any coefficient sequence {c j } j∈T , we have (2) (1 − δ S ) c 2 2 ≤ A T c 2 2 ≤ (1 + δ S ) c 2 2 . For sampling schemes satisfying RIP, one is able to retrieve sparse signals efficiently from highly incomplete measurements because of the equivalence between the following optimization problems:
where x 0 denotes the number of nonzero entries of x, and (P 1 ) min x 1 subject to Ax = b.
(P 0 ) and (P 1 ) do not yield the same solution in general, but for matrices satisfying RIP with small constant δ, the two problems will be equivalent provided that the signal itself is sparse, [4] . (P 0 ) is a non-convex optimization problem, whereas (P 1 ) is convex and is readily solvable. Thus, solving (P 1 ) is much more preferable to solving (P 0 ). Using probabilistic estimates, one can show that given > 0, there exists a random matrix A ∈ C M ×N satisfies (S, δ S )-RIP with M 1− S M with exponentially high probability. However, deterministically one is not able to obtain such strong results: Very few methods are available other than the coherence estimate, and it is extremely hard to extend the order S to S √ M . Such difficulty is denoted as the square-root bottleneck. Bourgain et al. [3] proposed a new class of matrices satisfying RIP of high order, breaking the bottleneck by constructing a family of matrices satisfying (S, δ S )-RIP with S ∼ M 1/2+ , where is of the order of 10 −28 . Mixon [9] improved the to the order of 10 −24 , more than 8, 000 times better than the original result. One key ingredient of their proofs is the following notion of flat RIP. Definition 1.2 (flat RIP). Let u 1 , . . . , u N be the columns of an n×N matrix Φ. Suppose that for every j, u j 2 = 1. Φ satisfies the (k, δ)-flat RIP if for any disjoint J 1 , J 2 ⊂ {1, . . . , N } with |J 1 |, |J 2 | ≤ k we have
For the theory of deterministic compressive sensing, the coherence parameter µ of the given matrix is important: Definition 1.3. Given a matrix Φ = (φ 1 | φ 2 | · · · | φ r ) with unit column vectors, the coherence parameter µ of Φ is defined to be
The following lemma takes a slightly weaker form of flat RIP. Lemma 1.4. Let k ≥ 2 10 and s be any positive integer. Assume that the coherence parameter of Φ is µ ≤ 1/k, and for some δ and any disjoint J 1 , J 2 with |J 1 |, |J 2 | ≤ k, one has
then Φ satisfies RIP of order (2sk, 44sδ log k)-RIP.
By Lemma 1.4, matrices satisfying flat RIP also satisfy RIP of high order, which provides insights on how to approach this problem from a new direction.
Motivated by this, we aim to construct deterministic matrices with bottleneck-breaking RIP from the Gabor system of Legendre symbols. Our formulation follows from (4): given a prime p ∈ N, consider {u l,
Note that the expression in inside the final absolute value of (5) is exactly (1) when Ω 1 (n 1 ), Ω 2 (n 2 ) are consecutive numbers. In order to use Lemma 1.4, we aim to show that (1) is less than p 3/2−α for some α > 0. 
where S, T ⊂ Z/pZ. In particular, the following estimate is given:
Note that the estimate is only nontrivial for |S|, |T | √ p. Chung also commented on a conjecture for the case |S| √ p: for any fixed > 0 and |S| > p , there exists δ > 0 such that | a,b∈S
Friedlander and Iwaniec [8] gave a partial answer to the conjecture above, proving the inequality when S is contained in an interval I of length √ p and satisfies |S| ≥ I r/(r+1) p 1/4r+ for some r ≥ 2 using the Burgess estimate. Note that the results here do not apply to (1) even if Ω 1 (n 1 ) = Ω 2 (n 2 ), since there is an additional summation over Z/pZ. In particular, the sum (1) has the trivial estimate
we will have that (1)≤ p 3/2 . In our case, the summation is three dimensional, complicating the issue. However, we shall show that if we add sufficiently large spins on the sum, there are indeed additional cancellations occurring.
Main Results
Theorem 2.1. Let p be a prime, and n ∈ Z/pZ. Suppose n ∼ p 1/2+δ , where δ ∈ (0, 1/2), and
where α = σ + (δ − σ)/2, and the big-O notation A(p) = O(p 3/2−α ) means that there exists a constant K, independent of p, such that lim sup p:prime A(p) p 3/2−α ≤ K. From this theorem, we derive the following corollaries: Corollary 2.2. With the assumptions above, we have
where n = n 1 − n 2 . Corollary 2.3. With the same assumptions above, we have, for a fixed k ∈ Z/pZ,
Proof. of Corollary 2.2: Given n ∈ Z/pZ, we compute Assuming Ω 1 (n 1 ), Ω 2 (n 2 ) are both intervals in Z/pZ, we see that
where j = 1, 2. Thus, taking the absolute value on both sides, we get this estimate.
The proof of Corollary 2.3 follows verbatim.
Remark 2.4. Using Hölder's inequality and the Fourier transform of the Fejér's kernel, we can show that the expression in (6) is less than p |Ω 1 (n 1 )||Ω 2 (n 2 )|, which equals p 3/2 when |Ω 1 (n 1 )| = |Ω 2 (n 2 )| = √ p.
To prove Theorem 2.1, we will approximate sin(π|M j |(s + t j )/p) and sin(π(s + t j )/p) with piece-wise linear functions. Then, by summing over all pieces, we shall show that the contribution as a whole is less than p 3/2−α . Definition 2.5. We define the following piece-wise polynomials p u
.
As we assume that |M 2 | ≥ |M 1 |, the piece-wise linear function of | sin(π|M 2 |(s + n)/p)| changes directions most frequently. Thus, we first start with the intervals in which the function does not change direction before expanding into larger intervals. In particular, we define the following intervals: Definition 2.6. An interval in Z/pZ with the form [ pj |M 2 | −n, p(j+1) |M 2 | −n], j ∈ {−|M 2 |/2, . . . , |M 2 |/2} is called an y j -interval, by which we denote I y j . An interval in Z/pZ with the form [ pi
is called an x j -interval, by which we denote I x i . Here, we abuse the notation by denoting the set of numbers {a ∈ Z/pZ :
Proof of Theorem 2.1
In this section, we track only the main terms occurring during the calculation. The error terms will be dealt with in Section 6.
First, we see that
,
In our proof, we would like to smooth out {x i } i , {y j } j by {z i = i} i , {w j = j} j to simplify the approximation process. By doing so, we split the sum into the following parts:
We shall estimate on each of the four terms to show that (8) is of order O(p 3/2−α ). Proposition 3.1. We have the following estimates:
(a)
With the estimates in Proposition 3.1, we can prove Theorem 2.1:
Proof. of Theorem 2.1: From Proposition 3.1, we see that
Since the choice of is arbitrary, we can optimize α to be σ + (δ − σ)/2, which is what we claimed.
We first consider the case when s is positive. The case when s is negative is similar, and the proof for positive indices can be modified verbatim. We consider the term S in (8) to be the main term, while the rest are considered as correction terms. We shall first compute all three correction terms before dealing with the main term.
Estimates of Correction Terms
First, we shall prove Proposition 3.1 (a).
Proof. of Proposition 3.1 (a):
Assuming that |x i | ≤ p and |M
Around the singular point s = −n, we make sure to take out an even number of y jintervals so the cancellations still occur in the remaining x i -interval. Thus, the summation range is |s
To prove Proposition 3.1 (b), we need the following lemma:
Proof. Since both f and g are monotone in (a, b), we may approximate the summation of both f and g with their respective integrals. Moreover,
Thus,
Proof. of Proposition 3.1: Fixing i, consider
As for E 3 , by Lemma 5.3,
Combining (17) and (18), we see that the total contribution is
Estimates of the Main Term
To estimate S in (8), we start by computing the expression of the sum in one y j -interval.
5.1.
Estimates within y j -Intervals.
Lemma 5.1. Given j > 0, the sum of the main term within the y j -interval satisfies 
Thus, we would like to compute
where we recall thatỹ j = py j |M 2 | − n. Note thatỹ j+1 −ỹ j = p |M 2 | , and also log( j+1 j ) = log(1
Thus, we see that, using (13),
Combining all of the above, we get that
where
. In (14), we have four explicit terms remaining, namely
Further simplifying the expressions, we have
To this point, we have computed all the main terms, and we have
To estimate the effect of f 1 , f 2 , f 3 , f 4 , f 4 , we refer to the following proposition which shall be proved in Section 6.
Proposition 5.2. The following estimates hold:
Proposition 5.2 shows that the first five terms in (16) sums up to be of the order O(p 3/2−σ−2 ). Thus, it remains to show that the final four terms in (16) can be well controlled.
Note that
Combining all the terms above, we see that |i|>p j∈J x i E(j) = O(p 3/2−σ− ). Choosing = (δ − σ)/2, we see that it is indeed of the order p 3/2−α .
5.2.
Estimates within x i -Intervals. Within a given I x i , p u 1 , p l 1 , p l 2 do not change signs, but p u 2 does between I y j and I y j+1 . Thus, the main terms in Lemma 5.1 flip signs across different y j -intervals.
Note that between consecutive y j -intervals, either y j+1 = y j or y j+1 = y j + 2 by construction. Moreover, y 0 = x 0 = 0. In this section, we replace {y j } j by {z j } j where z j = j. Then, we have
In particular, we may split the sum into
We present the following approximation lemma:
With this lemma, we have the following corollary:
Corollary 5.4. The contribution of the correction term satisfies
Proof. Fixing i, consider the inner sum
Again, we approximated {x i } i by {w i = i} i . The contribution of the difference is, by Lemma 5.3,
Combining (17) and (18), we see that the total contribution is p 2−(1/2+δ) log(|M 1 |) ∼ p 3/2−δ log(p).
|M 2 |n/p will not be an integer unless n = 0. Suppose for now that |M 1 |||M 2 |. Then we see that there will be |M 2 |/|M 1 | − 1 complete y-intervals within. Also, the left and right incomplete y-intervals will combine to have the same length of a complete y-interval.
Define
All three terms are decreasing with respect to y j . Thus,
consists of three alternating series.
, and J i x = |M 2 |/|M 1 |. Thus, the case when |M 2 |/|M 1 | is an even number will be superior to the one with odd numbers.
With the three terms carrying over, we need the following lemma:
Within an x i -interval, the contribution is
Proof. First, note that
where A, B, C satisfy
Thus, we have
For 2p|M 1 | π 2 j , by letting 2a = i|M 2 | |M 1 | + |M 2 |n p , 2b = (i+1)|M 2 | |M 1 | + |M 2 |n p , and t = 1/2, we have
Combining the three terms, we see that
Main Terms
Estimates. Now, we are prepared to prove our theorem.
Proof. of Theorem 2.1:
The calculations above accounts for most of the intervals, but we need be more careful around the singularities of p l 1 and p l 2 , namely s ∼ 0 and s ∼ −n. Let's suppose |x i | ≤ p and |M 1 | ∼ p 1/2−σ , σ ∈ (0, 1/2), then |s| ≤ px i |M 1 | ∼ p 1/2+ +σ . Note that n ∼ p 1/2+δ where δ > + σ, δ ∈ (0, 1/2). Thus,
Around the singular point s = −n, we make sure to take out an even number of y jintervals so the cancellations still occur in the remaining x i -interval. Thus, the summation range is |s + n| ≤ kp |M 2 | for some k ∈ N. Then, (20)
Thus, adding the two parts, we get
where α = min{ +σ, δ − }. Now, since is arbitrary, we can optimize α to be σ +(δ −σ)/2. For different components of p l 1 (s), p l 2 (s), the same arguments work verbatim by re-enumerate the x i and y j -intervals, so the same estimate holds. Note that n ∼ p 1/2+δ where δ ∈ (0, 1/2), so p − n ∼ p.
Error Terms
In this section, we show that the contributions from f 1 , f 2 , f 3 , f 4 , f 4 are all negligible. In increasing order of difficulty, we shall start with f 4 and end with f 1 . The remaining error terms can be summed trivially over J x i and {i : i ≥ p }, and the proof will be omitted. . 6.1. Estimates for f 4 . First, we note that
Lemma 6.1. For fixed integers l, k > 0, one has
where the constant depends on l, k.
With Lemma 6.1, we can prove Proposition 5.2 (a).
Proof. of Proposition 5.2 (a): From (21), we can use Lemma 6.1, choosing the parameter s to be 0, 1, 2 respectively for the three terms. Noting that |M 1 | ≤ |M 2 |, we get the desired estimate bound.
Proof. of Lemma 6.1:
where we note that x i+1 = x i + 1. For the second equation, denoting
where we note that 1
Now, by Hölder's inequality, we can derive the result. 6.2. Estimates for f 3 and f 4 . We are going to use the comparison lemma: If f (x) is monotone, then
Lemma 6.2. The following statements are true:
The constant of the big-O notation is independent of |M 2 | and p.
Proof. For f 3 , we have that
For f 4 , note that 1 s(s+n) = 1 n ( 1 s − 1 s+n ) is monotone.
− p/|M 2 | (ỹ j + (n + 1))(ỹ j+1 + (n + 1))
n(ỹ j +ỹ j+1 ) + (n + 1) 2 − 1 (ỹ j+1 + 1)(ỹ j + 1)(ỹ j + (n + 1))(ỹ j+1 + (n + 1))
Proposition 6.3.
Proof. Note that, by Lemma 6.2,
Then, summing over all possible x i , we see that
which concludes the proof.
6.3. Estimates for f 2 .
Proposition 6.4.
Summing over t from pj |M 2 | to py(j+1)
The other term can be obtained similarly. Now,
6.4. Estimates for f 1 .
Proposition 6.5. i≥p
Proof. Since (p, |M 2 |) = 1, we see that the fractional part of {py j /|M 2 |}
. We denote the fractional part of a number x by {x} = x − x . Let {p/|M 2 |} = δ, and {py j /|M 2 |} = j , then
Without loss of generality, we may assume that δ ≤ 1/2. Since f 1 changes signs from one y j -interval to another, it is important to identify where |f 1 | attains δ.
In order to do that, we first introduce the notion of the critical zone.
Definition 6.6. Given δ ≤ 1/2, the critical zoneĀ ⊂ S 1 , the unit circle, is defined as A = [1 − δ, 1). The discrete counterpart A ⊂ Z/|M 2 |Z is A = {x ∈ Z/|M 2 |Z : x |M 2 | ∈Ā}.
We should note that {pj/|M 2 |} ∈ A if and only if |f 1 (j)| = δ. Thus, the problem now depends on when {pj/|M 2 |} lies in A so as to account for cancellation. Now, we note that there are effectively |M 2 |/|M 1 | y j -intervals within one x i -interval. Also, the corresponding y j -intervals in consecutive x i -intervals have different signs. In particular, y j+2|M 2 |/|M 1 | -interval and y j -interval have the same sign. Since we assume that |M 1 | is even, 2|M 2 | |M 1 | Z/|M 2 |Z is an additive subgroup of order |M 1 |/2. Also, for any given j, {[{py k /|M 2 |}]} j+2|M 2 |/|M 1 |−1 k=j are distinct representatives of the coset.
As p is a unit in Z/|M 2 |Z, we can replace the representatives by {−k} |M 1 |/2 k=1 . Also, we see that between each coset, the number of elements inside the critical zone A differs by at most 1. Thus, the excessive parts that are not cancelled contribute at most |M 2 |/|M 1 |.
For the boundary contribution of one x i -interval, we see that the incomplete sums on both sides combine to represent the coset |M 2 |/|M 1 |.
The argument above applies for summation over the whole group, but in our case we need to avoid the singularity at −n, which splits the summation range into 2 parts. Nonetheless, we shall show that the intuition still holds true even with segmented sums.
If γ = {p/|M 2 |} < p −1/2+σ , then |f 1 (j)| = δ for at most p σ times, so the contribution is √ p|M 2 | = O(p).
First, when we split the summation range into 2 parts, note that since the complete summation gives at most the order of |M 2 |/|M 1 |, it suffices to estimate for one part and get the estimate of the other part by subtraction.
As it suffices to estimate for the range −n ≤ s ≤ p/2, we are looking at the following quantity I = 
As a result, the contribution from each ends is at most |M 2 |/|M 1 |, which concludes our proof.
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