Abstract: This paper proposes a novel linear quadratic regulator (LQR) weight selection algorithm by synthesizing the algebraic Riccati equation (ARE) with the Lagrange multiplier method for command following applications of a 2 degree of freedom (DoF) torsion system. The optimal performance of LQR greatly depends on the elements of weighting matrices Q and R. However, normally these weighting matrices are chosen by a trial and error approach which is not only time consuming but cumbersome. Hence, to address this issue, blending the design criteria in time domain with the ARE, we put forward an algebraic weight selection algorithm, which makes the LQR design both simple and modular. Moreover, to estimate the velocity of a servo angle, a high gain observer (HGO) is designed and integrated with the LQR control scheme. The efficacy of the proposed control scheme is tested on a benchmark 2 DoF torsion system for a trajectory tracking application. Both the steady state and dynamic characteristics of the proposed controller are assessed. The experimental results accentuate that the proposed HGO based LQR scheme can guarantee the system to attain the design requirements with minimal vibrations and tracking errors.
Introduction
Due to their inherent stability and robustness characteristics, Linear Quadratic Regulator, a cornerstone of Model Predictive Control and Linear Quadratic Guassian/Loop Transfer Re-covery (LQG/LTR) Control, finds its applications in many of the engineering and scientific domains [1] [2] . The LQR technique is a structured control technique, which can be easily extended to a multi variable system. Moreover, minimizing the quadratic cost function which integrates both states and inputs of the system via penalty matrices, LQR offers an optimal response between speed of response and amount of control input. In the last few decades, several results on LQR: hybrid LQR [3] , fuzzy LQR [4] , switched LQR [5] , to name a few, have been reported in the literature. Moreover, LQR has been successfully applied for a large number of complex systems namely, a double inverted pendulum [6] , fuel cell systems [6] , and aircraft [7] .
However, two major challenges of the LQR design have been the subject of investigation in the last five decades: the choice of Q and R weighting matrices, and the solution of ARE. Both the tasks are known to be highly dependent on the dynamic order of the system and certain operational condition. Since the optimal performance of LQR largely depends on weighting matrices, several results have been reported on optimal selection of Q and R matrices. Sunar and Rao [9] , initializing the design variable as diagonal entries of Q and R matrices, proposed a methodology for selecting the state and input matrices of LQR applied to integrated structure design. To save the computational cost with minimal loss in accuracy, they used a substructure decomposition technique. Ohta et al. [10] , as an alternate approach, investigated the inverse problem of the LQR controller for a single input system. As a simulation study on a roll autopilot system, they proved that the performance of LQR could be improved if negative diagonal state weights were used in the performance index. Ochi and Kani [11] put forward a new way of placing the LQR poles by solving the differential equations obtained from the Hamilton matrix. Even though this method guarantees that the poles can be located exactly at the desired positions, it does not assure the positive definiteness of the weighting matrix. Moreover, the method does not consider the eigen vector assignment problem and is computationally expensive. Based on the asymptotic modal properties of multivariable LQ regulators, Hiroe et al. [12] proposed a zero addition decoupling (ZED) method, to select the weights of the LQ regulator. The validity of the ZED method was demonstrated on a decoupleing control of an industrial turbine. Choi and Seo [13] presented a new LQR design technique which has the capability to assign not only the eigen values to the desired location but eigen vectors in the least square sense. Moreover, this method can also guarantee the frequency domain characteristics of conventional LQR. Ang et al. [14] , using modal control analysis to assess the effect of energy weights on damping ratios, put forward a finite element LQR control technique and applied to vibration control of piezoelectric composite plates. As an alternate approach, several authors have also assessed the efficacy of evolutionary computation techniques like GA and PSO to solve the LQR optimization problem. For instance, Robanti et al. [15] investigated the efficacy of GA to solve the weight optimization problem of LQR on a multi-machine power system. Comparing the performance of GA optimized LQR with those of Bryson's method and a trial and error based method, they reported that the weights optimized via GA yield the best response of all three methods. However, high computational cost and large number of parameter tuning make GA less competitive than particle swarm optimization (PSO). Panda and Pathy [16] , comparing the performance of both GA and PSO based controller designs for a flexible AC transmission system, reported that the PSO based controller yields better performance than that of GA. Similarly, Tasi et al. [17] employed PSO to optimize the gains of a state feedback controller and proved that the tracking performance of PSO optimized LQR is better than that of the linear matrix inequality (LMI) based LQR for automatic fighter tracking problems. Kumar and Jerome [18] , utilizing adaptive PSO(APSO) to solve the LQR weight optimization problem and validating the performance of APSO optimized LQR on a benchmark inverted pendulum, reported that the performance of APSO based LQR is better than those of PSO and GA based LQRs.
Nevertheless, high dependency on the parameters of the optimization problem and high computation time limit the use of evolutionary computation technique to solve many of the real world optimization problem. Hence, in this paper, we make an attempt to solve the weight selection problem of LQR by exploring the fundamental relation between the ARE and the Lagrange optimization technique. Computing the solution of ARE, the transformation matrix, as a function of design requirement in time domain and state model, the proposed algebraic approach yields simple mathematical relations for Q and R matrices. The proposed algebraic weight selection algorithm is tested on a benchmark Quanser 2 DoF torsion system for reference following applications. 2 DoF torsion system, which consists of torsional load attached to the shaft of the DC motor via flexible coupling, emulates the dynamics of high gear ratio harmonic drives and light weight transmission shafts. The control objective is to position the torsion module to the desired angle by manipulating the control input given to the DC servo. The system also consists of, along with the optical encoders attached to the shaft and torsion module measure the angular positions, an HGO to estimate the angular velocities. The weights of the LQR are optimized using the proposed algebraic approach and the dynamic and steady state characteristics of the LQR controller framework to follow the reference input is assessed for two test cases namely: sine and square inputs.
The remainder of the paper is structured as follows: Section 2 gives the problem definition and Section 3 describes the algebraic approach for choosing the elements of Q and R matrices based on ARE. Section 4 presents the modeling of the 2-DoF torsion system and the HGO based LQR design control scheme. Section 5 explains the experimental results of the 2 DoF torsion system for tracking applications, and the paper ends with the concluding remarks in Section 6.
Problem definition
Consider a linear time invariant (LTI) multivariable system:
where
are system matrix, input matrix, output matrix and feed-forward matrix, respectively. X is the state vector, u is the control input vector, and Y is the output vector. The objective of the conventional LQR design is to take the states to the desired trajectory by minimizing the following cost function.
[ ]
where Q and R are state and input weighting matrices. The compositions of Q and R elements have large influence on system performance. If the weighting matrices are selected as diagonal matrices, the quadratic performance index is simply a weighted integral of the states and inputs [19] . These weighting matrices are considered as the tuning parameters of LQR by observing Q as state error penalty and R as penalty on control input. The elements of Q and R matrices depend on the number of state and input variables respectively. For the LQR to yield stable response, Q should be a positive semi definite matrix and R should be a positive definite matrix. The solution of following ARE, transformation matrix P, can be used to obtain the state feedback gain of LQR.
LQR computes the optimal control input given in (5) .
where K is the state feedback gain matrix determined using the following Lagrange multiplier optimization technique.
Since the choice of Q and R weighting matrices affect convergence of a quadratic function, it is important to select these matrices by ensuring that both the state and input constraints are met in addition to the stability criteria [20] . However, normally, a trial and error method is used to choose the values of Q and R matrices, which is laborious and time consuming. Hence, to address this weight selection problem in the following section, we formulate an algebraic approach to arrive at simple mathematical relations for these weighting matrices.
Algebraic approach for Q and R matrices selection
Consider an LTI system represented in controllable canonical form as given below. 
We formulate the methodology with the assumption that the system (A, B, C) is both controllable and observable. Selecting the penalty matrices Q and R as diagonal matrices reduces the cost function to a quadratic term and simplifies the optimization problem. Hence, the penalty matrices are assumed to be: 
The solution of ARE, transformation matrix P, is a symmetric matrix, which can be represented as: 
Substituting the weighting matrices and a transformation matrix in (6) 
The coefficients of P matrix, namely 16 (11) According to LQR control law, the closed loop state equation of the system can be represented as
The actual characteristic equation of the system can be written as: 
. (15) Since the system considered here has two identical torsion modules, the desired characteristic equation of the sixth order system is assumed as
where . and T n are the desired damping ratio and natural frequency of the system. 17) Comparing Equations (15) and (17), the expressions for p 16 
The element in 2 nd row and 2 nd column of (11) 
Similarly, from the element available in 6 th row and 6 th column of (11) 
The expressions (25), (28), (32), (36), (39) and (41) exhibit the relation between Q and R weighting matrices of LQR and the design requirements in time domain and state model. Equation (42) summarizes the expressions for weighting matrices. The elements of Q matrix can be obtained using the desired specifications by fixing the value of R matrix which is taken as scalar in the present example because the plant taken for experimentation is a single input multi output system. It can be observed that the expression (42) yields a simple relation to select the elements of penalty matrices according to the design criteria given in time domain. Hence, from the design perspective, knowing the desired damping ratio, natural frequency of the system and the state space matrices of the plant, one can determine the elements of weighting matrices and in turn the optimal controller gain (K) can be obtained using (6) by solving the ARE. In the next section, the validation of the proposed algebraic weight selection algorithm on a 2 DoF torsion system for tracking application is presented.
LQR tracking control of 2 DoF torsion system
The 2 DoF torsion system, as shown in Fig. 1 , consists of a DC motor whose shaft is attached to a series of torsion modules via flexible linkage. Table 1 gives the nominal plant parameters of the 2 DoF torsion system. When the voltage given to the motor is varied, the corresponding shaft position varies, which in turn alters the position of the torsion modules. Figure 2 depicts the proposed LQR controller framework for tracking control of torsion system. The system consists of an LQR controller whose weights are determined using the algebraic approach and an HGO which estimates the unmeasured angular velocities. The following section explains the need and design of HGO in torsion system. 
High gain observer
To implement LQR control, full state vector information must be available for feedback. The 2 DoF torsion system has six state variables, namely three angular positions and three angular velocities. The torsion angular positions can be measured accurately using the position encoders. However, the angular velocities are normally determined either by differentiating the measured angular position or through tachometers in practical cases. In both the cases, the velocity signal is contaminated by noise, and this degrades the performance of the closed loop torsion system [21] . Hence, an HGO is included in the feedback path to estimate the angular velocities of torsional loads.
The state variables of the system can be grouped as position and velocity vectors, namely
The output vector is:
The equation of motion of torsion system can be expressed in state space form as:
The structure of the HGO is: 
In the absence of disturbance signal, the asymptotic error convergence can be achieved by selecting the observer gain matrix given in (56) as Hurwitz [22] . Moreover, to guarantee the convergence of the error dynamic equation, the eigenvalues of matrix F should be located on the left half of s-plane. 
Experimental results and discussion
The test bed consists of a Quanser SRV02 rotary servo base unit, Q8 data acquisition board, power amplifier and two torsion modules. Fig. 3 illustrates the connection diagram of experimental setup. The rotary servo base unit contains a 10 V DC motor equipped with the internal gearbox. The torsional load consists of two inertial disc masses which are located at different anchor points along the support bar. To measure the angular positions, both the DC motor and the torsion modules have optical encoders, which offer a resolution of 4096 counts per revolution. The Q8 USB hardware-in-loop (HIL) data acquisition board has 8 digital inputs and 8 pulse width modulated (PWM) digital outputs, and it is capable of reaching 4 kHz sampling rate. The control algorithm implemented in SIMULINK communicates with the hardware using QUARC interfacing software. In addition, the system contains a Volt-PAQ power amplifier, which provides a regulated ±10 V at 1 A, to amplify the control signal given to the DC motor. By substituting the plant parameters given in Table 1 into the state space model given in (45) and (46), the following state space matrices are obtained. The design requirement of the control scheme is that it should provide a tracking response, which has an overshoot of less than 10% and a settling time of 0.6 sec. Moreover, the tracking error should be less than 5 deg (2% criterion of the torsion load angle), and the control effort should not reach the saturation level when the above criteria are met. To compute the state feedback gain for the above design requirement, first, the damping ratio of the system is determined using the 2% criterion of settling time, and it is calculated as 0.1. Then, using the corresponding damping ratio and natural frequency, the desired characteristic equation is formulated, and with the aid of the proposed algebraic approach the following Q and R weighing matrices are obtained. 
Trajectory tracking
To test the tracking response of the controller, a square trajectory with amplitude of 300 deg at a frequency of 0.1 Hz is given as a reference signal. Fig. 4 shows both the simulated and experimental tracking response of the controller for the square wave trajectory. Simulated angular position response has an overshoot of 4.16% with a settling time of 0.88 sec, whereas the overshoot of the experimental output is 9.6% with a settling time is 0.92 sec. It is worth to note that the experimental results meet the design requirements both interms of steady state error and overshoot. However, there is a small deviation in real time output from the simulated one due to the presence of noise in measurement. To assess the reference following performance of the control scheme, the integral square error (ISE) is calculated and given in Table 2 . Fig. 5 illustrates the estimated velocities of the torsion system using HGO and Table 3 gives the tracking error of HGO for all three velocities. Minimum value of IAE suggests that the estimated output is very close to the actual output. The control input applied to motor for tracking the desired tracjectory and the error between the reference trajectory and actual trajectory signal are shown in Fig. 6 . The maximun tracking error is found to be less than 1.5 deg, which accentuates that the controller effectively follows the given trajectory.
Sinusoidal trajectory
The performance of the controller framework to track the continuously changing reference signal is validated using a sinusoidal signal of amplitude 300 deg at a frequency of 0.1 Hz. Fig. 7 , which shows the sinusoidal tracking response, highlights that the LQR controller closely tracks the reference trajectory. The estimated velocities of HGO and the control signal applied to DC servo along with the tracking error are shown in Figs. 8 and 9 , respectively. It can be seen that the rate of convergence of the system is faster with the maximum tracking error of 0.3 deg, which is negligible in case of torsional position control applications. Moreover, the error converges exactly to desired trajectory variations with very minimal spikes occuring concurrently at random intervals due to the presence of noise in real time. 
Conclusion
Even though the optimal performance of LQR is highly dependent on weighting matrices Q and R, normally, these weighting matrices are chosen based on the trial and error approach, which is not only tedious but also time consuming. Hence, in this paper, to address the weight selection problem of LQR, we have put forward an algebraic weight selection algorithm, by synthesizing the ARE with the Lagrange optimization technique. Simple mathematical expressions for weighting matrices have been obtained as a function of the design criteria and state model. The efficacy of the proposed methodology has been tested on a benchmark 2 DoF torsion system for tracking applications. To estimate the angular velocities of servo and torsional loads, an HGO has been integrated with the LQR design. Two test cases namely sine and square trajectories have been given as a reference signal and the efficacy of the control scheme to follow the input with minimal vibration and error has been assessed. The experi-
