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Abstract
It is proved that if the length of a commutative matrix subalgebra is maximal then this subalgebra is
maximal under inclusion. The examples are given showing that the converse does not hold. To establish this
result, we prove several fundamental properties of the length function.
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1. Introduction
A ringA, which is a vector space over a ﬁeld F, is called an algebra over F or F-algebra, if
for any λ ∈ F and arbitrary a, b ∈A it is true that λ(ab) = (λa)b = a(λb). The algebra is called
ﬁnite-dimensional if the corresponding vector space has a ﬁnite dimension over F. The algebra is
called ﬁnitely generated if all its elements can be represented as ﬁnite linear combinations with
coefﬁcients from the ﬁeld F of ﬁnite products of some ﬁnite set of its elements. This system is
called a system of generators. It is easy to see, that any ﬁnite-dimensional algebra is generated
by its basis, i.e., it is ﬁnitely generated. Let us denote by S = {a1, . . . , ak} a ﬁnite system of
generators in algebraA.
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Notation 1.1. Let 〈S〉denote the linear span of the setS, i.e., the set of all ﬁnite linear combinations
of elements from S with coefﬁcients from F.
Deﬁnition 1.2. A length of the word ai1 . . . ait , where aij ∈S, aij /= 1, is equal to the number t .
IfA is an algebra with 1, then we assume that 1 is the word in elements of the setS of the length
0.
Notation 1.3. Let Si denote the set of all words in the alphabet {a1, . . . , ak} of the length not
greater than i, i  0.
Notation 1.4. Let us denote by Li(S) a linear span of the words fromSi , L(S) = ⋃∞i=0 Li(S)
is the linear span of all words in the alphabet {a1, . . . , ak}. Note that L0(S) = F, ifA is unitary,
and L0(S) = 0, otherwise.
Remark 1.5. Since S is the system of generators for the algebra A, then any element of A
can be represented as a ﬁnite linear combination of the words in the alphabet {a1, . . . , ak}, i.e.
A = L(S). From the definition ofSi we have that
Li+j (S) = 〈Li(S)Lj (S)〉,
and
L0(S) ⊆ L1(S) ⊆ · · · ⊆ Lh(S) ⊆ · · · ⊆ L(S) =A.
Since the algebraA is ﬁnite-dimensional, we have that there exist a number h, such thatLh(A) =
Lh+1(A).
Deﬁnition 1.6. The length of the generating systemS is a minimal nonnegative integer k, such
that Lk(S) = Lk+1(S). Let us denote the length of the generating systemS by l(S).
Remark 1.7. If for some h  0 we have Lh(S) = Lh+1(S) then
Lh+2(S) = 〈L1(S)Lh+1(S)〉 = 〈L1(S)Lh(S)〉 = Lh+1(S)
and also Li(S) = Lh(S) for all i  h. Therefore l(S) is correctly deﬁned. SinceS is a gener-
ating system for the algebraA, we have Lh(S) = L(S) =A.
Deﬁnition 1.8. The length of the algebraA is deﬁned to be l(A) = maxS l(S), wheremaximum
is taken over all generating systems for this algebra.
Deﬁnition 1.9. The word v ∈ Lj (S) is called reducible overS, if there exist a number i < j ,
such that v ∈ Li(S) and Li(S) /= Lj (S).
Notation 1.10. Let Mm,n(F) denote the vector space of m × n-matrices over a ﬁeld F. By Mn(F)
we denote the algebra of matrices of the order n over F, Tn(F) is the algebra of upper-triangular
matrices of the size n over F, Dn(F) denotes the algebra of diagonal matrices of the order n over
F, and Nn(F) denotes the subalgebra of nilpotent matrices in Tn(F).
By I we denote an identity matrix and by Ei,j we denote the (i, j)th matrix unit, i.e., the
matrix with 1 on the (i, j)th position and 0 elsewhere.
1792 A.E. Guterman, O.V. Markova / Linear Algebra and its Applications 430 (2009) 1790–1805
The length of the algebra of 3 × 3-matrices was ﬁrstly studied by Spencer and Rivlin [15,16]
in connections with the possible applications in mechanics. The following bounds for the length
of the matrix algebra are due to Paz and Pappacena.
Theorem 1.11 [12, Theorem 1, Remark 1]. Let F be an arbitrary ﬁeld. Then l(Mn(F))  (n2 +
2)/3	.
Theorem 1.12 [11, Corollary 3.2]. Let F be an arbitrary ﬁeld. Then l(Mn(F)) < n√
2n2/(n − 1) + 1/4 + n/2 − 2.
It was proved by Paz, see [12], that the upper bound for the length of a commutative matrix
subalgebra in Mn(C) is equal to n − 1, here C denotes the ﬁeld of complex numbers.
In Sections 2–5 we give some basic algebraic properties of the length function, which are
necessary for the further investigations of the length of commutative matrix subalgebras. In
particular, in Section 2 we show, that the length of a generating system is invariant with respect
to invertible linear transformations of this system. In Section 3 we prove that, the length of an
algebra is not changed under the adjunction of identity element. In Section 4 we obtain upper
and lower bounds for the length of a direct sum of several matrix algebras and block-triangular
matrix algebras. As a corollary the upper bounds for the lengths of subalgebras of the triangular
matrix algebra are found. In Section 5 the length behavior under the ground ﬁeld extensions is
investigated, in particular, we study the case of the algebraic closure of a given ﬁeld. In Section
6 we generalize the result by Paz on the length of commutative matrix algebras to the case of
an arbitrary ground ﬁeld. In Section 7 we characterize the class of algebras over an algebraically
closed ﬁeld, for which this bound is achieved, namely, it is shown that such algebras are maximal
under the inclusion and are generated by a nonderogatory matrix. In Section 8 it is demonstrated
that there are maximal commutative subalgebras of nonmaximal length. Also in Section 7 the
length of an arbitrary ﬁnite-dimensional local algebra is estimated by a linear function in the
nilpotency index of its Jacobson radical.
In this work we assume that all algebras under consideration are associative and ﬁnite dimen-
sional. Also, since in Section 3 we prove that the length does not change under the adjunction
of the identity element, starting from Section 4 we assume that the algebraA contains the unity
element 1A ∈A, 1A /= 0.
2. Transforming systems of generators
Proposition 2.1. Let F be an arbitrary ﬁeld andA be a ﬁnite-dimensional algebra over F. IfS =
{a1, . . . , ak} is a generating system of this algebraA and C = {cij } ∈ Mk(F) is a nonsingular
matrix, then the set of the coordinates of the vector
C
⎛
⎜⎝
a1
...
ak
⎞
⎟⎠ =
⎛
⎜⎝
c11a1 + c12a2 + · · · + c1kak
...
ck1a1 + ck2a2 + · · · + ckkak
⎞
⎟⎠ , (1)
i.e. the set
Sc = {c11a1 + c12a2 + · · · + c1kak, . . . , ck1a1 + ck2a2 + · · · + ckkak},
is a system of generators for the algebraA and l(Sc) = l(S).
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Proof. Let us prove the equality Ln(S) = Ln(Sc) by the induction on n.
The base: n = 1. By the definition we have that for any γ1, . . . , γk ∈ F the inclusion γ1a1 +
· · · + γkak ∈ L1(S) holds. Therefore, L1(Sc) ⊆ L1(S).
Since the matrix C is nonsingular, there exists the matrix D :=C−1. We denote the elements
of this matrix by dij , i.e., D = (dij ). Then by (1)
ai = (di1, di2, . . . , dik)
⎛
⎜⎝
c11a1 + c12a2 + · · · + c1kak
...
ck1a1 + ck2a2 + · · · + ckkak
⎞
⎟⎠ ∈ L1(Sc), for all i = 1, . . . , k,
according to the definition of linear span.Therefore,L1(S) ⊆ L1(Sc).HenceL1(Sc) = L1(S).
The step. Let us assume that n > 1 and the statement of the proposition holds for all m < n.
Therefore,
Ln(S) = 〈L1(S)Ln−1(S)〉 = 〈L1(Sc)Ln−1(Sc)〉 = Ln(Sc). 
Proposition 2.2. Let F be an arbitrary ﬁeld and A be a ﬁnite-dimensional algebra with unity
over F. Assume thatS = {a1, . . . , ak} is a system of generators for this algebra such that 1A /∈
〈a1, . . . , ak〉. Then for any γ1, . . . , γk ∈ F the set
S1 = {a1 + γ11A, . . . , ak + γk1A}
is a generating system of the algebraA and l(S1) = l(S).
Proof. As in the previous statement, we prove the equality Ln(S) = Ln(S1) for all n by the
induction on n.
The base. Since 1A ∈ L0(S) = L0(S1), we have L1(S1) = L1(S).
The step. Let us assume that n > 1 and the statement is true for all m < n. Then by the equality
Ln(S) = 〈L1(S)Ln−1(S)〉 = 〈L1(S1)Ln−1(S1)〉 = Ln(S1), 
the result follows.
Proposition 2.3. Let F be an arbitrary ﬁeld,A be a ﬁnite-dimensional F-algebra without unity
and let S = {a1, . . . , ak} be a system of generators for the algebra A. Then there exists a
generating systemS′ forA such that the following conditions hold:
1. S′ ⊆S;
2. dim L1(S′) = |S′|;
3. l(S′) = l(S).
Proof. By definition for any generating system we have L0(S) = 0 and L1(S) = 〈S〉.
Consider those elements ai1 , . . . , aim, in S that form a basis of 〈S〉. Then we deﬁne S′ ={ai1 , . . . , aim}. Therefore, conditions 1 and 2 hold.
As in the previous statement, we prove the equalityLn(S) = Ln(S′) for all n by the induction
on n.
The base. Since L0(S) = 0 = L0(S′), then L1(S) = 〈S〉 = 〈S′〉 = L1(S′).
The step. Let us assume that n > 1 and the statement is true for all r < n. Then by the equality
Ln(S) = 〈L1(S)Ln−1(S)〉 = 〈L1(S′)Ln−1(S′)〉 = Ln(S′),
and the condition 3 follows. 
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Proposition 2.4. Let F be an arbitrary ﬁeld, A be a ﬁnite-dimensional F-algebra with a unity
1A and let S = {a1, . . . , ak} be a system of generators for the algebraA. Then there exists a
generating systemS′ forA such that the following conditions hold:
1. S′ ⊆S;
2. 1A /∈ 〈S′〉
3. dim L1(S′) = |S′| + 1;
4. l(S′) = l(S).
Proof. By definition for any generating system we have L0(S) = 〈1A〉 and L1(S) = 〈S ∪
{1A}〉. Consider the set S1 = {1A, a1, a2, . . . , ak}. Successively removing those elements of
S1 that are linearly dependent with the elements with smaller indices we obtain a set S2 =
{1A, aj1 , aj2 , . . . , ajm}. By construction S2 is a basis of L1(S). That is, let us deﬁne S′ =
S2 \ {1A} = {aj1 , aj2 , . . . , ajm}. Then 1A /∈ 〈S′〉 and
L1(S) = 〈S ∪ {1A}〉 = 〈S′ ∪ {1A}〉 = 〈S′〉 + 〈1A〉 = 〈S′〉 ⊕ 〈1A〉 = L1(S′). (2)
Hence, conditions 1–3 hold.
As in the previous statement, we prove the equalityLn(S) = Ln(S′) for all n by the induction
on n.
The base follows from Eq. (2).
The step. Let us assume that n > 1 and the statement is true for all r < n. Then by the equality
Ln(S) = 〈L1(S)Ln−1(S)〉 = 〈L1(S′)Ln−1(S′)〉 = Ln(S′),
and the condition 4 follows. 
Corollary 2.5. LetF be an arbitrary ﬁeld andA be a ﬁnite-dimensionalF-algebrawith orwithout
a unity. Then we can always assume that a system of generators of the algebraA does not contain
linearly dependent elements.
3. Length behavior and the unity adjunction
Theorem 3.1. Let F be an arbitrary ﬁeld and A be a ﬁnite-dimensional algebra without unity
over the ﬁeld F. We deﬁne the F-algebraA1 =A⊕ F with the following operations:
(a1, f1) + (a2, f2) = (a1 + a2, f1 + f2),
f1(a, f2) = (f1a, f1f2),
(a1, f1)(a2, f2) = (a1a2 + f2a1 + f1a2, f1f2),
a, a1, a2 ∈A, f1, f2 ∈ F.
ThenA1 is a ﬁnite-dimensional F-algebra with the unity (0, 1) and l(A) = l(A1).
Proof. It is straightforward to check that A1 is an F-algebra. A1 is ﬁnite-dimensional, since
dimFA1 = dimFA+ 1.
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The element (0, 1) is unity in the algebraA1, since for any a ∈A, f ∈ F we have
(a, f )(0, 1) = (a0 + f 0 + 1a, f 1) = (a, f ),
(0, 1)(a, f ) = (0a + 1a + f 0, 1f ) = (a, f ).
Let us prove now the equality l(A) = l(A1).
1. At ﬁrst we show that l(A1)  l(A).
To do this we take a system of generatorsS1 = {b1, . . . , bk} inA1 such that l(S1) = l(A1).
By the definition of A1 the elements bi = (ai, fi), where ai ∈A and fi ∈ F, i = 1, . . . , k.
Without loss of generality by Proposition 2.4 we can assume that 1A1 /∈ 〈S1〉 and dim L1(S1) =|S1| + 1 = k + 1.
Then by the proposition 2.2 the setS0 = {(a1, 0), . . . , (ak, 0)} is a system of generators for
A1, and for this set it holds that
l(S1) = l(S0) (3)
and dim L1(S0) = dim L1(S1) = k + 1. It follows that all the elements a1, . . . , ak are linearly
independent inA. Let us denoteS = {a1, . . . , ak}. We have that for any m  1
Lm(S) = 〈Sm〉∼=〈{(v, 0), v ∈Sm}〉 = 〈Sm0 \S00〉. (4)
By the definition ofS0 we have
Lm(S0) = 〈Sm0 \S00〉 ⊕ 〈S00〉. (5)
Since 〈S00〉 ∼= F, it follows that for any m  1
dim Lm(S0) = dim Lm(S) + 1. (6)
By Eq. (3) we have that form = l(S1) it holds that dim Lm(S0) = dimA1. Then form = l(S1)
we have that
dim Lm(S) = dim Lm(S0) − 1 = dimA1 − 1 = dimA.
Therefore the setS is a generating system forA and
l(A1) = l(S0) = l(S)  max
S
l(S) = l(A).
2. Let us prove the opposite inequality, l(A)  l(A1). To do this we take a generating sys-
tem S = {a1, . . . , ak} inA with the length l(S) = l(A). Proposition 2.3 allows us to assume
that dim L1(S) = |S| = k. Let us consider the subset S0 = {(a1, 0), . . . , (ak, 0)} in A1. By
its construction, 1A1 = (0, 1) /∈ 〈S0〉 and dim L1(S0) = k + 1. Moreover, for any m  1 the
generating systemsS andS0 satisfy the conditions (4)–(6). Hence for m = l(S) we have
dim Lm(S0) = dim Lm(S) + 1 = dimA+ 1 = dimA1.
Therefore the setS0 is a generating system forA1 and
l(A) = l(S) = l(S0)  max
SA1
l(SA1) = l(A1). 
Corollary 3.2. Let F be an arbitrary ﬁeld andA be a subalgebra in Mn(F), such that I /∈A. If
A1 = 〈A, I 〉, then l(A1) = l(A).
Therefore, without loss of generality we can further assume that all algebras which we consider
contain the unit element.
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4. The length of the direct sum of algebras
LetA and B be ﬁnite-dimensional algebras over a ﬁeld F. ByA⊕B we denote the algebra
of pairs (a, b), a ∈A, b ∈ B with the addition, multiplication and multiplication by scalars
deﬁned coordinate-wise in the following way: ∀(a1, b1), (a2, b2), (a, b) ∈A⊕B and ∀α ∈ F
we have
(a1, b1) + (a2, b2) = (a1 + a2, b1 + b2),
α(a, b) = (αa, αb),
(a1, b1)(a2, b2) = (a1a2, b1b2).
The following bounds for the direct sum of algebras are proved in [9, Theorem 2]. We plan
to apply them several times to prove our results and therefore we include the proof here for
completeness.
Theorem 4.1 [9, Theorem 2]. LetA andB be two ﬁnite-dimensional algebras over a ﬁeld F with
the lengths lA and lB, correspondingly. Then the following inequalities are true:
max{lA, lB}  l(A⊕B)  lA + lB + 1. (7)
Proof. Let us denote p = lA, q = lB. To prove the lower bound we consider two generating sys-
tems {a1, . . . , ak} and {b1, . . . , bm} for algebrasA andB, correspondingly, with the lengthsp and
q, correspondingly. Then the set {(a1, 0), . . . , (ak, 0), (0, b1), . . . , (0, bm)} will be a generating
system inA⊕B of the length max{p, q}.
Let us consider an algebraA⊕B and take the arbitrary generating system
S = {(c1, d1), . . . , (cn, dn)}.
We are going to prove that any word in elements fromS of the length p + q + 2 is reducible.
We denote N = p + q + 2. Assume that v = (ci1 , di1) . . . (ciN , diN ) = (ci1 . . . ciN , di1 . . . diN ),
ij ∈ {1, . . . , n}, j = 1, . . . , N . Since the length ofA is equal top, the word ci1 . . . cip+1 is reduc-
ible, i.e., ci1 . . . cip+1 = α1ci1 . . . cip + · · · + αM−1cn + αM1A. Since the length ofB is equal to
q, the word dip+2 . . . diN is reducible, i.e., dip+2 . . . diN = β1dip+2 . . . diN−1 + · · · + βK−1dn +
βK1B. If we substitute the representations for ci1 . . . cip+1 and dip+2 . . . diN into v, then we obtain
the equality
{
(ci1 . . . cip+1 , di1 . . . dip+1) − α1(ci1 . . . cip , di1 . . . dip ) − · · ·
−αM−1(cn, dn) − αM(1A, 1B)
}{
(cip+2 . . . ciN , dip+2 . . . diN ) − βK(1A, 1B)
−βK−1(cn, dn) − · · · − β1(cip+2 . . . ciN−1 , dip+2 . . . diN−1)
} = (0, x)(y, 0) = 0.
Therefore the word v can be represented as a linear combination of the words of smaller length.
Since v is chosen arbitrary, we get l(A⊕B)  p + q + 1. 
There are examples showing that both bounds are sharp, see [9, Examples 4, 5].
Corollary 4.2 [9, Corollary 3]. LetA be a subalgebra in the algebra of block-triangular matrices,
i.e., all matrices inA have the form
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A =
⎛
⎜⎜⎝
A1,1 A1,2 . . . A1,k
0 A2,2 . . . A2,k
. . ...
0 0 . . . Ak,k
⎞
⎟⎟⎠ ,
where Ai,j ∈ Mni,nj (F), n1 + n2 + · · · + nk = n, and all matrices Ai,i form subalgebras in
Mni,ni (F) of lengths li , i = 1, . . . , k. Then for l(A) we have the following inequalities:
max{l1, . . . , lk}  l(A) 
k∑
j=1
lj + k − 1.
As a direct consequence we have the following result:
Corollary 4.3. Let F be an arbitrary ﬁeld and A be an arbitrary subalgebra in Tn(F). Then
l(A)  n − 1.
Proof. Any subalgebra of the triangular matrix algebra is a block-triangular algebra, where all
blocks are 1 by 1. Since l(F) = 0, we have an estimate l(A)  0 + n − 1 = n − 1. 
In [9, theorem 1] it was proved that ifA = Tn(F), then this bound is achieved.
5. The length function and ﬁeld extensions
Consider a ﬁeld F which is not algebraically closed. Let AF be a ﬁnite-dimensional uni-
tary F-algebra. Let us deﬁne the algebra AF in the following way: AF = (AF ⊗F F)F. That
is, the following rule deﬁnes multiplication by elements of F in F-algebra BF = AF ⊗F F: for
a ∈ BF, f ∈ F the product is deﬁned f · a = (1 ⊗ f ) · a. Here ⊗ denotes the tensor product,
see [13, §9] for the details.
Proposition 5.1. l(AF)  l(AF).
Proof. Denote l = l(AF). By the definition of the length of an algebra there exists a generating
system for AF of the length l, denote it S = {a1, . . . , ak}. We then prove that S′ = {a1 ⊗
1F, . . . , ak ⊗ 1F} is a generating system forAF of the length greater than or equal to l.
The setS′ is a generating system for the algebraAF¯ by the construction of the coefﬁcient ﬁeld
extension of an algebra. Let us prove, that l(S)  l(S′). Since l(S) = l, then there exists a word
v = v(a1, . . . , ak) of length l, which is irreducible in Ll(S). Suppose, that v ⊗ 1F is reducible in
Ll(S
′). Then there exist words v′1, . . . , v′m ∈ Ll−1(S′) and elements α1, . . . , αm ∈ F, such that
v ⊗ 1F¯ =
∑m
i=1 αiv′i . However, by the definition of the generating systemS
′ any word
v′i = (ai1 ⊗ 1F) · · · (aij ⊗ 1F) = (ai1 · · · aij ) ⊗ 1F,
i.e. any word v′i is of the following form v′i = vi ⊗ 1F for some vi ∈ Ll−1(S). Then v ⊗ 1F =∑m
i=1 vi ⊗ αi . It follows that αi ∈ F and v =
∑m
i=1 αivi . Consequently, αi = 0, i = 1, . . . , m,
since the word v was taken to be irreducible in Ll(S). Therefore v′ is irreducible in Ll(S′).
Hence, l = l(S)  l(S′), which means that l(AF)  l(A). 
In order to show that this inequality may be sharp let us compute the length of the diagonal
matrix algebra over different ﬁelds.
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For further discussions we need the following class of matrices:
Deﬁnition 5.2. Let F be an arbitrary ﬁeld. A matrix C ∈ Mn(F) is called nonderogatory provided
that
dimF(〈I, C,C2, . . . , Cn−1〉) = n.
Remark 5.3. The following easy observation is pointed out in [5, Section 4.4.17]: Let F be
an arbitrary ﬁeld. A matrix C ∈ Mn(F) is nonderogatory if and only if its minimal polynomial
coincides with its characteristic polynomial.
Theorem 5.4. Let F be an arbitrary ﬁeld. If |F|  n, then l(Dn(F)) = n − 1.
Proof. It follows from Corollary 4.3 that for any ﬁeld F it holds that l(Dn(F))  n − 1. Let us
construct a generating system for the algebra Dn(F) providing the lower bound. The condition
of the theorem provides us with a matrix A ∈ Dn(F) such that its diagonal elements are pairwise
distinct. Thus theminimal polynomial of thematrixA coincideswith its characteristic polynomial,
i.e. A is a nonderogatory matrix. From the definition of a nonderogatory matrix we derive the
linear independence of I, A,A2, . . . , An−1 and consequently these powers form a basis ofDn(F).
That is, if we consider a generating systemS = {A}, then l(S) = n − 1. 
Example 5.5. LetAF = Dn(F2), n > 2. It is shown in [10, Theorem 6.1] that l(A) = [log2(n)],
but |F2| = ∞, and hence by Theorem 5.4 l(AF) = n − 1. However [log2(n)] < n − 1 for n > 2.
Thus the length of an algebra can increase while passing from a ﬁeld to its closure.
6. The upper bound for the length of commutative subalgebras in Mn(F)
In his paper [12] Paz obtained, that the length of any commutative subalgebra in Mn(C) is less
or equal to n − 1. In this section we generalize this bound to the case of an arbitrary ﬁeld.
Theorem 6.1. Let F be an arbitrary ﬁeld andA be a commutative subalgebra in Mn(F). Then
l(A)  n − 1.
Proof. It can be checked directly that the proof of [12, Theorem 2] uses only the fact that the
ground ﬁeld is algebraically closed, but not any other properties of the ﬁeld of complex numbers.
Consequently, the theorem holds true for an arbitrary algebraically closed ﬁeld. Hence, for any
given ﬁeld F it follows from Proposition 5.1 that l(A)  l(AF)  n − 1. 
Lemma 6.3 provides the sharpness of the bound in Theorem 6.1 and is based on the following
result of Gerstenhaber.
Theorem 6.2 [18, Theorem 1, 3]. Let F be an arbitrary ﬁeld, and assume that A, B ∈ Mn(F)
are such matrices that AB = BA. LetA(A,B) denote the subalgebra in Mn(F) generated by A
and B. Then dimFA(A,B)  n.
Lemma 6.3. Let F be an arbitrary ﬁeld and letA be a commutative subalgebra inMn(F). If there
exists a nonderogatory matrixA ∈A thenA is a subalgebra generated byA, and l(A) = n − 1.
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Proof. Let us ﬁrst prove that A generates A. Since matrices I, A,A2, . . . , An−1 are linearly
independent (by the definition of a nonderogatory matrix), then dimFA  n. Let us consider a
matrix B ∈A. Then AB = BA. Let L(A) denote the subalgebra of Mn(F), generated by the
matrix A and L(A,B) denote a subalgebra of Mn(F), generated by the matrices A, B. Evidently
L(A) ⊆ L(A,B) ⊆A. From Gerstenhaber’s Theorem (Theorem 6.2 of this paper) we obtain
dimF L(A,B)  n. Consequently, L(A,B) = L(A). Therefore, B ∈ 〈I, A,A2, . . . , An−1〉, i.e.
B is a value of a polynomial inA,A = L(A) andA is a maximal commutative subalgebra. It also
follows from the linear independence of matrices I, A,A2, . . . , An−1 that l(A) = n − 1. 
7. Commutative matrix subalgebras of the maximal length
The investigation of commutative subalgebras inmatrix algebra is a classical subject of research
and dates back to thework of Schur, [14]. Further results can be found in [14,1–3,6,7,17,18]. In this
section we show, that the length of a commutative subalgebra is equal to the maximal possible
its value, n − 1, if and only if this subalgebra is generated by a nonderogatory matrix. As a
consequence in Corollary 7.10 we prove that commutative subalgebras of the maximal length
in Mn(F) are maximal under inclusion. Note that not all maximal commutative subalgebras are
generated bynonderogatorymatrices, i.e., are of themaximal length, consider for example, Schur’s
algebra (see Example 8.1).
Remark 7.1. Assume that C is a nonderogatory matrix. Then it can be checked directly that
C + αI is also a nonderogatory matrix for any α ∈ F. Therefore, an algebraA without a unit is
generated by a nonderogatory matrix if and only if the unitary algebraA1 = 〈I, A| A ∈A〉 is
generated by a nonderogatorymatrix. Thus the fact that an algebra is generated by a nonderogatory
matrix does not depend on the existence of a unit element in this algebra, and without the loss of
generality we can assume that I ∈A.
Lemma 7.2. Let F be an arbitrary ﬁeld and let A ⊆ Mn(F) be a commutative block-diago-
nal matrix subalgebra with blocksAi ⊆ Mni (F), i = 1, . . . , k. If l(A) = n − 1, then l(Ai ) =
ni − 1 for any i = 1, . . . , k.
Proof. The commutativity of A implies that all Ai are also commutative. Hence for any i =
1, . . . , k it holds that l(Ai )  ni − 1. Suppose there exist such a number i0 ∈ {1, . . . , k} that
l(Ai0) < ni0 − 1. Then it follows from Corollary 4.2 that
l(A) 
k∑
j=1
l(Aj ) + k − 1 <
k∑
j=1
(nj − 1) + k − 1 = n − 1.
This contradiction proves the lemma. 
Proposition 7.3. Let F be an arbitrary ﬁeld. A commutative subalgebra A in M2(F) is of the
maximal length if and only if it is generated by a nonderogatory matrix.
Proof. Let A ∈A be an arbitrary matrix. If the matrix A is not nonderogatory (is derogatory),
i.e. dim(〈I, A〉) = 1, then A = aI, a ∈ F. That is, if there exists A ∈A, A /= aI , then A is
generated by a nonderogatory matrix A. In this case l(A) = 1. And subalgebra generated by the
identity matrix is of the length 0. 
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Proposition 7.4. Let F be a ﬁeld, containing at least n distinct nonzero elements, let V be a
subspace in Fn and for any i = 1, . . . , n there exists such vi ∈ V that vii /= 0. Then there exists
such v ∈ V that vi /= 0 for all i = 1, . . . , n.
Proof. We use the induction on n.
The base. For n = 1 the proposition holds.
The step. Assume, that n > 1 and for subspaces of Fn−1 the proposition is valid. It follows
that there exists such v0 ∈ V that v0i /= 0, i = 1, . . . , n − 1. If v0n /= 0, then we assign v = v0.
Otherwise there exists v1 ∈ V, v1n /= 0. Consider v0 + av1, a ∈ F, a /= 0. Let yi(x) = v1i x +
v0i , i = 1, . . . , n − 1. For every i it holds by the induction hypothesis that v0i /= 0. Hence, the
linear equation yi(x) = 0 has at most one solution in F for any given i, i = 1, . . . , n − 1. Conse-
quently, if X = {x ∈ F| ∃i ∈ {1, . . . , n − 1} : yi(x) = 0}, then |X|  n − 1. It follows from the
condition on the ﬁeld F, that there exists a ∈ F, a /= 0 such that v0i + av1i /= 0, i = 1, . . . , n − 1.
Now, v0n + av1n = av1n /= 0 by the choice of a /= 0 and by the choice of v1. Therefore, the vector
v0 + av1 satisﬁes the required condition. 
The following two notions are actual for our further considerations, see for example [13, §4]
for the more details.
Deﬁnition 7.5. An associative algebra is called local, if it has a unique maximal right ideal.
Deﬁnition 7.6. The Jacobson’s radical of an associative ring is the intersection of all its maximal
right ideals.
Remark 7.7. It iswell known, that the set of all noninvertible elements of a local algebra coincides
with its Jacobson’s radical; the Jacobson’s radical J of anArtinian ring is nilpotent, i.e. there exists
such a numberN , that JN = (0), but JN−1 /= (0), here JN denotes the set of products of elements
from J of length N , the number N is called the index of nilpotency of the ideal J , see for example
[13, §4.4]. In particular, the Jacobson’s radical J of a ﬁnite-dimensional algebra is nilpotent.
In order to deal with Theorem 7.9 the following lemma is important. Also this lemma will be
helpful to deal with Examples 8.1–8.3 in Section 8.
Lemma 7.8. Let F be an arbitrary ﬁeld and letA be a ﬁnite-dimensional local F-algebra. Let
J (A) denote the Jacobson’s radical ofA, and N denote the index of nilpotency of J (A). Then
l(A)  N − 1.
Proof. Let us show that any word of length N is reducible inA, which means that the length of
any generating system is less than N .
Consider N elements a1, . . . , aN in the algebraA. Up to the permutation of indices we would
assume that the elements a1, . . . , ak are invertible, and elements ak+1, . . . , aN ∈ J (A). Let 1A
denote the unit of the algebraA. By the main theorem on equivalence of different definitions of
local rings, see [13, §5.2], there exist such α1, . . . , αk ∈ F, that ai − αi1A ∈ J (A), i = 1, . . . , k.
Then
(a1 − α11A) · · · (ak − αl1A)ak+1 · · · aN = 0,
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by the definition of the index of nilpotency of an ideal. Expanding this expression and carrying
all summands, but ﬁrst, to the right side of the equality, we obtain that either a1 · · · aN = 0, or
a1 · · · aN =
k∑
i=1
αia1 · · · ai−1ai+1 · · · aN + summands of smaller length,
i.e. anywordof lengthN is reducible in termsofDefinition 1.9.Consequently, l(A)  N − 1. 
Theorem 7.9. Let F be an algebraically closed ﬁeld. A commutative subalgebraA in Mn(F) is
of the maximal length if and only if it is generated by a nonderogatory matrix.
Proof. Sufﬁciency follows from Lemma 6.3.
Assume l(A) = n − 1. Let us show that in this caseA is generated by a nonderogatorymatrix.
We use the induction on n to prove the theorem.
The base. For n = 1 any unitary subalgebra A of M1(F) coincides with M1(F) = F and is
generated by the nonderogatory element 1. For n = 2 the statement follows from Proposition 7.3.
The step. Assume that for commutative subalgebras in Mk(F), k < n, the theorem is valid.
Our proof is divided into two cases:
1.Assume there exists amatrixA inA, which has at least two different eigenvalues. Let λ be an
eigenvalue ofA of multiplicity s. Hence 0 < s < n by the assumptions of this case. We denote the
minimal polynomial ofA byμA(t) = (t − λ)mg(t),where g(λ) /= 0, m  s < n.Then it follows
from the Theorem on Jordan normal form that there exists such an invertible matrix V ∈ Mn(F)
thatA0 = V −1AV =
(
As 0
0 An−s
)
, whereAs ∈ Ms(F) is a Jordan matrix, corresponding to λ, and
An−s ∈ Mn−s(F) is a Jordan matrix, corresponding to other eigenvalues of A. By the Theorem
on the general form of matrix commuting with a given matrix, see [8, §16.6], we obtain that all
matrices commuting with A0 are also block-diagonal and consist of two blocks.
We introduce the algebra AV = V −1AV = {V −1AV |A ∈A}. It is straightforward that
l(A) = l(AV ), andA is generated by a nonderogatory matrix if and only ifAV is generated
by a nonderogatory matrix. Let us show that the algebraAV is a block-diagonal algebra, i.e., a
direct sum of certain s × s and (n − s) × (n − s) matrix subalgebras.
Let us consider the matrices Bj = (A0 − λ)jg(A0) ∈AV . Hence there exist scalars βj ∈ F
such that Es =
(
Is 0
0 0
)
= ∑mj=0 βjBj . Hence, Es ∈AV . Therefore, the matrix En−s =(
0 0
0 In−s
)
= I − Es ∈AV . It follows thatAV = EsAV ⊕ En−sAV .
From Lemma 7.2 we obtain that blocks of AV are of lengths s − 1 and n − s − 1, corre-
spondingly. Then by the induction hypothesis the blocks are generated by nonderogatory matri-
ces. Hence, there are matrices C1 =
(
Cs 0
0 0
)
∈AV and C2 =
(
0 0
0 Cn−s
)
∈AV , where Cs ∈
Ms(F), Cn−s ∈ Mn−s(F) are nonderogatory matrices generating the corresponding subalgebras.
Let C(α) = C1 + C2 + αEn−s . Let us show that there exists α ∈ F such that the eigen-
values of the matrices C1 and C2 + αEn−s are distinct, consequently, the matrix C1 + C2 +
αEn−s is nonderogatory. Denote by X ⊆ F the set of all solutions x of one of the equations
x + γ 1i = γ 2j , i = 1, . . . , s, j = 1, . . . , n − s, where γ 11 , . . . , γ 1s are the eigenvalues of the ma-
trix C1 and γ 21 , . . . , γ
2
n−s are the eigenvalues of the matrix C2. Then |X|  s(n − s) 
[
n2
4
]
.
Since F is inﬁnite, then there exists α0 ∈ F, α0 /∈ X. In this case the set of the eigenvalues
of the matrix C1 does not intersect the set of the eigenvalues of the matrix C2 + α0En−s .
Hence, χC(α0)(t) = χC1(t)χ(C2+α0En−s )(t) = μC1(t)μ(C2+α0En−s )(t) = μC(α0)(t) and the matrix
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C(α0) ∈AV is nonderogatory. Therefore, the algebraA is generated by a nonderogatory matrix
VC(α0)V −1.
2. Assume any matrix in A has a unique eigenvalue of multiplicity n. Since any ﬁnite set
of commuting matrices over an algebraically closed ﬁeld has a common eigenvector (see [4,
Chapter 1, §1.3, Lemma 1.3.17]), then there exist such a nonsingular matrix V ∈ Mn(F) that
AV = V −1AV ⊆ Tn(F). Note that any matrix C ∈AV has the form C = γ I + CN, CN ∈
Nn(F). Hence AV
⋂
Dn(F) = 〈I 〉, AV ⋂Nn(F) = J , where J denotes Jacobson’s radical of
AV .
If for any k = 1, . . . , n there exists a matrix Ck = {c(k)ij } in J with c(k)k,k+1 /= 0, then it follows
from Proposition 7.4 that there exists a linear combination of matrices Ck – a matrix C = {cij }—
such that all ck,k+1 /= 0. Thematrices I, C, . . . , Cn−1 are linearly independent. Indeed, letm < n.
We denote Cm = {c(m)ij }. In these notations it holds that c(m)ij = 0 if j < i + m and c(m)i,i+m /= 0
since c(m)i,i+m are equal to products of some of c
(1)
i,i+1 = ci,i+1 /= 0. Thus no one of I, C, . . . , Cn−1
is a linear combination of the others, i.e., they are linearly independent. Therefore the matrix C
is nonderogatory, and bothAV andA are generated by nonderogatory matrices.
Suppose there exists l ∈ {1, . . . , n − 1} such that for anyB = {bij } ∈ J it holds that bl,l+1 = 0.
Let Bk = {b(k)ij } ∈ J, k = 1, . . . , n − 1. The matrix B1B2 . . . Bn−1 can possess with a nonzero
entry only on position (1, n). This entry is equal to b(1)12 b
(2)
23 . . . b
(n−1)
n−1,n. By our assumption one of
the factors is always equal to zero. It follows that the product of any n − 1 matrices in J is equal
to 0. Then by Lemma 7.8 l(A) = l(AV )  n − 2, which contradicts its maximality. 
Corollary 7.10. Let F be an algebraically closed ﬁeld. If the length of a commutative subalgebra
A in Mn(F) is equal to n − 1, thenA is maximal under inclusion.
Proof. It follows fromTheorem 7.9 that if l(A) = n − 1, thenA is generated by a nonderogatory
matrix. Consequently, from Gerstenhaber’s Theorem (Theorem 6.2 of this paper) we obtain that
A is a maximal under inclusion commutative subalgebra. 
Remark 7.11. Theorem 7.9 and Corollary 7.10 are valid over an arbitrary ﬁeld. The detailed
proof will appear elsewhere.
8. Examples
In this sectionwe show that there aremaximal commutative subalgebras of nonmaximal length,
including some classical algebras.
Example 8.1. Let us consider a subalgebraA1 ⊆ Mn(F), consisting of all matrices of the form
A =
⎛
⎜⎜⎜⎝
a11 a12 . . . a1n
0 a11 . . . 0
...
...
...
0 0 . . . a11
⎞
⎟⎟⎟⎠ .
It is proved in [1, Example 2] thatA1 is a maximal commutative subalgebra in Mn(F). It is
local and the index of nilpotency of the radical is equal to 2. Then it follows from Lemma 7.8
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that l(A1)  1. Straightforward computations show that A1 is not isomorphic to a ﬁeld, i.e.,
l(A1) /= 0. Hence, l(A1) = 1.
Example 8.2 (Schur algebra [14]). This is a commutative subalgebra in Mn(F) of the maximal
possible dimension.
Let n = k + m, k,m ∈ N and |k − m|  1. LetAS ⊆ Mn(F) be the following commutative
subalgebra:
AS =
{(
xIk Z
0 xIm
)∣∣∣∣ x ∈ F, Z ∈ Mk×m(F)
}
Its dimension dimF(AS) = 1 + km = [n2/4] + 1 is the highest possible for a commutative
matrix subalgebra, consequently,AS is a maximal commutative subalgebra of Mn×n(F).AS is
local and J (AS) consists of those matrices in which x = 0. Therefore, N(J (AS)) = 2 and
l(AS)  1. Straightforward computations show that AS is not isomorphic to a ﬁeld. Thus
l(AS) /= 0. Hence, l(AS) = 1.
Example 8.3 (Courter’s algebra [2]). This is a famous maximal commutative subalgebra in
M14(F). The dimension dim(AC) = 13. And it was found by Courter in order to disprove the
Gerstenhaber’s conjecture that the dimension of a maximal commutative subalgebra in Mn(F) is
always greater than or equal to n, see [1,2,3]. Let us note that it is the minimal such example.
Consider the set J consisting of all matrices of order 14 of the following form:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 O2×10 O2
0 0
x11 0
0 x11
x12 0
0 x12
x21 0 O10 O10×2
0 x21
x22 0
0 x22
z11 z12
z21 z22
y11 y12 z11 z12 z21 z22 0 0 0 0 x11 x12 0 0
y21 y22 0 0 0 0 z11 z12 z21 z22 x21 x22 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where xij , yij and zij are arbitrary elements of F, Ok×m denotes the zero matrix of size k × m,
and Op denotes the zero matrix of order p. It follows from the definition of the set J that it is
closed under multiplication and consists of pairwise commuting matrices. Let matrix δ ∈ J . It
can be partitioned into blocks as follows:
δ =
⎛
⎝O2 O OA O10 O
Y B O2
⎞
⎠ .
Let
δ′ =
⎛
⎝O2 O OA′ O10 O
Y ′ B ′ O2
⎞
⎠
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also be a matrix from J . Then
δ′δ =
⎛
⎝ O2 O OO O10 O
B ′A O O2
⎞
⎠ .
Consequently, the product of any three matrices from J is zero. Consider AC = 〈I, J 〉, here
I ∈ M14(F) is a 14 × 14 identity matrix. ThenAC is a local commutative subalgebra of M14(F)
of dimension 13with the index of nilpotency of the radical equal to 3. It is shown in [1, Example 4]
thatAC is a maximal commutative subalgebra. It follows from Lemma 7.8 that l(AC)  2. Let
us consider the subsetS ofAC consisting of the followingmatricesX11 = E3,1 + E4,2 + E13,11,
X12 = E5,1 + E6,2 + E13,12, X21 = E7,1 + E8,2 + E14,11, X22 = E9,1 + E10,2 + E14,12,
Z11 = E11,1 + E13,3 + E14,7, Z12 = E11,2 + E13,4 + E14,8, Z21 = E12,1 + E13,5 + E14,9,
Z22 = E12,2 + E13,6 + E14,10 and the identity matrix. Each of these matrices has zeros in the
lower left corner (the elements from the intersection of the 13-th and 14-th rows with the ﬁrst and
second columns).Hence,L1(S) /=AC . But those elements can be obtained on the second step for
example as follows: E13,1 = X11Z11, E13,2 = X11Z12, E14,1 = X21Z11 and E14,2 = X22Z22.
Consequently,S is a generating system forAC and l(S) = 2. Hence, l(AC) = 2.
Corollary 8.4. These examples also show that the bound obtained in Lemma 7.8 is sharp.
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