We develop a theory of amorphous interfaces in glass-forming liquids. We show that the statistical properties of these surfaces, which separate regions characterized by different amorphous arrangements of particles, coincide with the ones of domain walls in the random field Ising model. A major consequence of our results is that super-cooled liquids are characterized by two different static lengths: the pointto-set ξ P S which is a measure of the spatial extent of cooperative rearranging regions and the wandering length ξ ⊥ which is related to the fluctuations of their shape. We find that ξ ⊥ grows when approaching the glass transition but slower than ξ P S . The wandering length increases as s
Introduction
Developing a theory of the glass transition remains one of the most fundamental challenge of statistical physics and condensed matter. The interest in this problem actually goes well beyond the physics of molecular super-cooled liquids. The reason is that glassy behaviour is ubiquitous; it appears in a large variety of contexts: from physical systems like colloids and granular material to central problems in other branches of sciences like computer science, economics and biology. Recent years have witnessed important and substantial progress in its understanding. Several theoretical approaches have grown in importance and in the level of detailed predictions and explanations [1] . In particular, the Random First Order Transition (RFOT) theory originally introduced by Kirkpatrick, Thirumalai and Wolynes [2] has been boosted from new theoretical ideas and techniques [3, 4, 5] and innovative simulation studies [6, 7, 8, 9, 10, 11, 12] . The initial idea of Kirkpatrick, Thirumalai and Wolynes that super-cooled liquids are in a mosaic state, a kind of micro phase separated state in which the number of possible phases is huge, has been made concrete and testable in analytical computations and numerical simulations. We understand now how to define and-measurethe spatial extent of amorphous order, i.e. the length-scale over which particles (or molecules) in super-cooled liquids are arranged in an ordered, even though apparently chaotic, fashion. Numerical simulations have shown that this length ξP S , called point-to-set, grows upon super-cooling and plays an important role in the static and dynamical behaviours. In this work we unveil the existence of a second static length-scale, that together with ξP S is central to the physics of super-cooled liquids and rules the relaxation within the RFOT picture. The main physical ingredient of RFOT are the surface tension Υ and the configurational entropy density sc(T ). The former is a measure of the extra free-energy cost paid when two different amorphous phases are in contact through a common surface. The latter quantifies the multiplicity of amorphous phases in which the liquid can freeze. The mosaic state results from the competition between the configurational entropy gain due to local fluctuations between all possible amorphous states (all different type of "tiles" of the mosaic) and the surface energy loss due to the mismatch at the boundary between two amorphous states. A lot of analytical and numerical works have been devoted to characterise the spatial extent of the "tiles" of the mosaic, also called cooperative rearranging regions (CRR). Very few investigations have instead focused on their interfaces, for which no clear picture has arisen yet. Analytical studies based on Kac-models describe these interfaces as flat [13, 14] , whereas numerical works instead suggest that these interfaces wander similarly to domain walls in disordered magnets [7, 15, 16] . Their width has been directly measured in recent numerical simulations and showed to grow mildly when temperature is lowered [8, 11, 17, 18, 19, 20] . The physical reason for this growth is still to be elucidated though. Basic questions remain unanswered: How much do these interfaces fluctuate? How do their fluctuations depend on temperature, in particular do interfaces become rougher or flatter approaching the glass transition? How does their width compare with the other characteristic length, the point-to-set length, which measures the spatial extent of CRRs? In order to answer all these questions, fully characterise the real space structure of super-cooled liquids and the mosaic state advocated by RFOT theory it is crucial to develop a complete theory of fluctuating interfaces between amorphous states. This task is particularly timely since amorphous interfaces have started to be directly probed in recent numerical simulations on pinned particle systems [8, 11, 17, 18, 19, 20] , and the first experimental results obtained by using optical traps in colloidal liquids have just come out [21] . In this work we develop such a theory, obtain detailed pre-
Significance
Cooperative rearranging regions (CRR) represent a fundamental ingredient of the theory of glass-forming liquids. In recent years, theoretical, numerical and experimental studies determined their spatial extent and its variation approaching the glass transition. In this work we characterize their shape. We show that when temperature is lowered, concomitantly to the growth of the size of CRRs, the boundary of CRRs becomes rougher and more fluctuating. We reveal that two distinct static lengths accompany the glass transition: the point-to-set and the wandering length. They respectively measure the spatial extent and the fluctuations of the shape of CRRs.
dictions and provide explanations for previous numerical findings. We show that interfaces are rough because pinned by self-induced disorder and that they are characterised by wandering exponents identical to the ones of domain walls in the Random Field Ising Model (RFIM), thus strengthening the relationship between super-cooled liquids and the RFIM found in [22, 23, 24, 25, 26] . These results allow us to establish that super-cooled liquids are characterized by two different static lengths, ξP S and ξ ⊥ , which measure respectively the spatial extent and the fluctuations of the shape of CRRs. Their scaling with respect to sc is different: ξP S ∝ sc(T ) −1/(3−θ) with θ > 1, whereas ξ ⊥ ∝ sc(T ) −1/2 . Therefore, when sc decreases approaching the glass transition, boundary fluctuations grow but less strongly than the linear size. The resulting shape of CRRs is shown pictorially in Fig. 1 .
In order to study amorphous interfaces we adapt the theoretical protocol that has been used to characterize the size of CRRs [4] . We focus on equilibrated configurations, C , constrained to have a high overlap behind an infinite plane with a reference equilibrium configuration, C. This can be operativly realised by taking an equilibrium configuration, pinning all particles behind a plane and resampling the configuration of the remaining free particles. The overlap field between C and C is bound to be high close to the plane and to reach a low value, characteristic of bulk behavior, far from it. We define the amorphous interface for a given C as the surface separating the high overlap region from the low overlap one. Within RFOT theory, the physics behind the formation of amorphous interfaces is similar to wetting [27] : on the one hand it is favourable for the system to change amorphous state (or CRRs) beyond the plane because this allows a net gain in configurational entropy sc. On the other hand, this leads to a free-energy loss due to the Υ. However, since the loss term scales as the surface, whereas the gain term scales as the volume, the former cannot counterbalance the latter and the drop in the overlap field is always favourable. Understanding how this takes place and how the resulting amorphous interfaces fluctuate is one of the main aim of this work. An important remark on the procedure proposed above is that although ξP S is finite, it holds ξP S ξ ⊥ when sc is small, as we shall show. Thus, the curvature of CRRs is negligible on the scale over which interfaces fluctuate. On this scale the approximation of considering that the average profile of interfaces is flat and infinite, i.e. taking the overlap high behind an infinite plane, is justified. For simplicity, we shall first restrict our study to this case and take later into account the finite extension of CRRs. In the following we only focus on the temperature regime below the mode coupling transition temperature, TMCT , where high and low overlap states are well-defined and it makes sense to use the concept of configurational entropy. We shall come back in the conclusion to the regime close to TMCT . As noticed in several works, see [28, 29, 24] and refs therein, the overlap plays the role of an order parameter and the configurational entropy acts like a field favoring the low overlap state. In consequence, the situation is similar to the case of the ferromagnetic Ising model in a field, H, below the critical temperature. The counterparts of high and low overlaps are positive and negative magnetisations, whereas the configurational entropy plays the role of a negative field H. This analogy has been proved to be instructive in understanding the physics of glass-forming liquids [29, 24] . In consequence, we start our analysis by discussing the physical picture one obtains from it. Whithin this framework, pinning particles behind a wall amounts to forcing all spins behind a wall to point up. In this way, one induces an interface between the positively magnetized region close to the wall and the nega- is of the order ξ P S whereas the external shape is rough and fluctuating over the length-scale ξ ⊥ . tive magnetized region favored by H far from the wall. It is well known that in this case the effective Hamiltonian for the interface position h(x) (h is the distance between the interface and the plane at position x in the d − 1 planar dimensional space) reads [30] :
where σ is the surface-energy cost. The statistics of the interface is obtained by integrating over all interface configurations weighted by their corresponding Boltzmann weight with the constraint h(x) ≥ 0. At zero temperature H is minimized by choosing h(x) = 0 for all x, i.e. the interface is flat and stuck on the plane. For finite temperatures the interface fluctuate to gain entropy. In two dimensions the interface is a line and the functional integral can be mapped into a quantum mechanical problem that can be solved exactly [27] . One finds that is entropically favorable for the interface to wander over a length ξ ⊥ ∝ H −1/3 perpendicular to the plane and a length ξ ∝ H −2/3 parallel to the plane. In three dimensions the wandering is logarithmic only, and in four and higher dimensions the interface is flat [31] . In conclusion, the analogy with the ferromagnetic Ising model suggests that 3D amorphous interfaces are essentially almost flat and ξ ⊥ diverges logarithmically with sc. A previous analysis based on Kac models also lead to a similar conclusion: interfaces are flat and characterized by ξ ⊥ ∝ − ln sc (for energetic reasons) [13, 14] . However, a crucial physical ingredient has not been taken into account yet: self-induced quenched disorder. The specific reference configuration naturally introduces quenched randomness in the problem, which plays a very important role in the physics of super-cooled liquids as already shown in [22, 23, 24, 25, 26] . Note that in a super-cooled liquid there is no frozen-in disorder: it is the configuration from which the system has to escape in order to flow that plays the role of C, i.e. of self-induced disorder. As it is known for random manifolds in random environments, disorder leads to a huge enhancement of the wandering of the interface, so large that thermal fluctuations become completely irrelevant. It is reasonable to expect that a similar phenomenon could also take place for amorphous interfaces. Indeed, by using replica field theory we show that the Hamiltonian governing the long-wavelength fluctuations of amorphous interfaces is given by (1) plus a random potential term dx VR (h(x), x), whose statistical properties are Model. The scaling theory of the the RFIM then allow us to work out the behavior of the wandering length ξ ⊥ , which we find to diverge as the square root of 1/sc in three dimensions. In the following we derive the mapping to the RFIM. The resulting effective action for amorphous interfaces and the corresponding scaling theory for ξ ⊥ are presented in the next section.
Derivation and Mapping to the RFIM
The starting point of our analysis is considering the statistical field theory for the overlap field p(z, x), which measures the similarity between two equilibrium configurations: the first is free whereas the second is constrained to coincide with the first behind a plane (z is the distance from the plane and x are the coordinates along the plane). This boundary condition leads naturally to the existence of an interface, whose position along the z axis, h(x), corresponds to the region in space where p(z, x) jumps from the high value enforced by the constraint close to the plane to the low value favored by the configurational entropy. Our aim in the following is to obtain the effective field theory on h(x) starting from the one on p(z, x). Following previous works that derived effective interface Hamiltonian [30] we assume that the most relevant configurations of p(z, x) are the ones corresponding to a single interface positioned in h(x). This is natural since having more than one interface is unlikely. In consequence, henceforth we only focus on configurations p h (z, x) = qEA for 0 < z < h(x) and zero for z > h(x), where qEA is the typical overlap of two configurations in the same amorphous state (it is associated with the local Debye-Waller factor characterizing molecular motion in the glass-forming liquid). We neglect the smoothness of the decrease from one to qEA just after the wall and from qEA to zero at z h(x). Both simplifications are inessential to establish the effective field theory of h(x), as we shall discuss later. The effective Hamiltonian HR[h(x)] is obtained evaluating the action for the overlap field for p = p h (z, x):
where we have made explicit the dependence on the reference equilibrium configuration C that introduces the quenched disorder. In order to show that HR[h(x)] coincides with (1) plus a random potential term, dx VR (h(x), x), whose variance is the one characteristic of domain walls in the RFIM, we compute the average and the variance of HR[h(x)]. We shall show that the former is equal to H[h(x)] and the latter,
2 is proportional to the volume, V h 1 ,h 2 , of the space embedded by the two interfaces described by h1(x) and h2(x). This is indeed the result expected for the RFIM case, where the correlator of the random potential is VR (h1(x), x) VR (h2(x), x)∝|h1(x1) − h2(x2)|δ(x1 − x2) [32] . The computation of the cumulants of HR[h(x)] is performed by introducing n different copies (or real replicas) of the system in presence of the same "disorder" C and averaging the replicated system over C. Following Ref. [26] we define the action of the replicated system by the identity 
[ 2 ] where
etc.. Similarly, in order to obtain S2[p1, p2] one subdivides all replicas in two groups, such that pa is equal to p1 and p2 for replicas respectively belonging to the first and the second group. In this case S2[p1, p2] is simply the part of the action proportional to n1n2 and can be therefore easily selected in the limit n1, n2 → 0. The technical procedure to follow in order to compute Sr[{pa}] was derived in [26] . In the following we just quote the final result: Sr[{pa}] is obtained as the free energy of the replicated field theory for n + 1 copies α ∈ [0, n] of the system, in which one fixes the overlaps qα0 with the reference configuration labelled by β = 0 to be equal to pa and integrates out all the others. As in Ref. [26] the integration is performed by saddle-point (a more careful evaluation of the functional integral is not expected to give rise to any qualitative change). We use as action of the replicated field theory the Landau's one proposed in Ref. [33] :
where it has been defined v(q) = tq 2 /2 − (u + w)q 3 /3 + yq 4 /4, the main temperature dependence is in t ∼ kB(T −T0)/E0, E0 is the liquid's energy scale, and T0 is a constant. From previous analyses we know that v(q) + uq 3 /3 develops a secondary minimum below TMCT in correspondence of the EdwardsAnderson overlap value qEA. The height of this minimum is the configurational entropy sc(T ). In order to compute the first cumulant we take pa = p h (z, x). Because of the resulting replica symmetry we solve the saddle point equations assuming q ab = q ∀a = b and n → 0. We first consider the case of a flat interface, i.e. h(x) = h, p h (z, x) = p(z) = qEAθ(h − z) where the latter is the Heaviside function. In this case q only depends on z and its saddle point equation reads:
By numerically solving this equation 1 we found that an interface profile for p h induces a similar interface profile q h (z) = I(z − h), where I is constant until z = h and then decreases rapidly to zero, see Fig. 1 . This physically makes sense since replicas that are forced to have a high overlap with a reference configuration until a distance h from the wall are expected to also have a high cross-overlap. By plugging these profiles into the replicated action and focusing on the term proportional to n one naturally finds two contributions, one that is proportional to the volume between the wall and the interface and 
where Σ is the cost per unit surface of creating an interface and L d−1 the wall surface. In order to compute Σ correctly one should take into account an optimized and smooth form of the interface along the z direction. We do not need to worry about this complication since the term linear in h, the one we are interested in, is independent of it. Let us now also include in the analysis long-wavelength fluctuations of h(x). Simple arguments show that in this case q(z, x) has to follow "adiabatically" the profile of p h (z, x) = qEAθ(h(x) − z), i.e. q(z, x) = I(z −h(x)) up to sub-leading corrections in gradients of h(x). By plugging this expression in the action one finally obtains that HR[h] at large length-scales and for h 1 is precisely equal to H[h] defined in eq. 1, with σ = c and H = sc, plus a constant term equal to Σ times the wall surface. Having obtained the first part of our technical results, we now turn to the study of the fluctuations of HR[h]. As discussed above, we have to consider two groups of replicas having an overlap profile with the reference configuration p h 1 and p
respectively. As before we start by focusing on flat interfaces positioned at h1 and h2. Without loss of generality we will consider h1 < h2. By writing the saddle-point equation on q ab for n1, n2 → 0 one finds that the overlap between replicas of the same group satisfies equation (4) where the role of p h is played by p h 1 and p h 2 respectively. The overlap q12 between replicas of different groups satisfies the equation:
[ 6 ]
Our numerical solutions 3 show that q12 assumes a profile very similar to p h 1 , i.e. the interface profile closer to the wall: q12 is equal to qEA for z < h1 and has a sharp drop to zero just after, see Fig.2 . By plugging all the overlap profiles in the replicated action one finds that the second cumulant S2[p1, p2] reads
Using this result and in the limit h1 1, h2 1, h1 − h2 1 we obtain that the variance of the fluctuations δS[p|C] =
S[p|C] − S[p|C]
C reads:
where V h 1 ,h 2 is the volume embedded by the surfaces h1 and h2. As discussed previously, if one considers long wave-length fluctuations of h1(x), h2(x), the overlaps q h 1 , q h 2 , q12 follow adiabatically the solutions obtained for flat profiles. By plugging the corresponding solutions into the action one finds that S2 acquires an extra contribution due to the gradient terms which can be neglected at leading order since scales as the area of the interfaces and not as the volume V h 1 ,h 2 . In consequence, result (8) also holds for non-flat interfaces.
Effective Hamiltonian and Scaling Theory
We now collect all previous results and write down the effective Hamiltonian governing the long-wavelength fluctuations of amorphous interfaces. It is a random functional of h(x) whose average and variance are the ones computed previously. We do not have computed higher cumulants but these are not expected to be relevant (in a renormalization group sense). Hence, for simplicity we shall take them equal to zero in the following. The final model for amorphous interfaces reads:
[ 9 ] where VR(h(x)) is a random Gaussian potential with zero mean and Σ is independent of the shape of the interface profile. The variance of VR(h(x)) reads
Note that the variance is positive, as it should, since in the regime we are interested in, i.e. T close to TK , the configurational entropy sc is small 4 . The model we ended up is identical to the one describing domain walls in the RFIM in presence of an external field. We can therefore use previous insights developed in this case, in particular the scaling theory of [31] , to work out the behavior of amorphous interfaces. The fluctuations of the interfaces are determined by the balance between two competing mechanisms. An interface closer to the wall leads to a gain of configurational entropy and hence to an effective attractive interaction Wa( ). In fact the transition from high to the low overlap state at a distance from the wall leads to a free energy density gain (per unit surface) equal to Wa( ) = Wa(0) + sc . On the other hand, because of the random field disorder the interface wanders over increasingly large length-scales in order to find an optimized configuration that goes through favourable energetic regions, as it is known for the RFIM. Forcing the interface to wander no more than a distance from the wall induces a constraint and hence to a less optimized configuration, i.e. to a higher energy. As discussed in [31] this produces an effective repulsive potential between wall and interface (per unit surface) equal to Wr( ) = Wr(0) + b τ . The balance between these two mechanisms sets the value of the typical distance of the amorphous interface from the wall:
. On length-scales smaller than ξ ⊥ , the effective attraction due to the configurational entropy can be neglected and the interface fluctuations are similar to the ones of a free interface [31] . Thus, moving along the plane one encounters over lengthscales ξ ∝ ξ [31, 32] . This leads to a width of amorphous interfaces scaling as
In consequence, we finally find that amorphous interfaces wander in three dimensions over a length ξ ⊥ ∝ s
Physical consequences, predictions and comparison to numerical experiments
Until now we have considered amorphous interfaces between regions of high overlap and low overlap separated by an infinite plane. This can be achieved by pinning particles behind a wall as discussed in the introduction (more on this later one). However, in a bulk glass-forming liquid the length which characterizes the spatial extent of amorphous order and the linear size of the CRRs is finite. It is called point-to-set and within RFOT scales as ξP S ∝ s [2] . The growth of ξP S is due to a mechanism completely different from the one associated to ξ ⊥ and, accordingly, the growth law is different. In three dimensions, within a Kac-like (instanton) approach one finds θ = d − 1 = 2 [34, 33] , scaling arguments by Kirkpatrick, Thirumalai and Wolynes suggest θ = [2], whereas some numerical results seem to indicate θ = 2 [15, 16] . Although a conclusive result on the value of θ is still missing, all indications point forward a value of θ such that 1/(d − θ), is larger than 1/2 in three dimensions. In consequence, we do find as anticipated that CRRs, i.e. the regions over which the system is coherently in one amorphous state, are separated by interfaces that are rough but fluctuate less than the typical size of the regions, see Fig. 1 for a pictorial representation. This remains true for higher dimensions. Interestingly, for d = 2 the exponents of ξP S and ξ ⊥ become equal
is the lower critical dimension for the glass transition, as also suggested by other arguments [24, 25] . The existence of two different static length-scales governing the physics of super-cooled liquids, ξP S and ξ ⊥ , is a major fact to take into account in understanding the outcomes of simulations and experiments in glass-forming liquids, in particular when probing static correlations. Our findings make clear that lengths extracted by different ways of pinning, in particular the wall geometry versus the spherical geometry, probe different physical lengths. This naturally provides an explanation for the difference found in numerical simulations between these two cases. In fact it was shown that the lengths probed using these two pinning geometries grow in a different way, more mildly in the former case as indeed expected from our results [17, 19] . Moreover, the decay of the overlap at the center of the cavity was found to be quite different from the decay of the overlap from the wall. In the first case, it becomes sharper at lower temperature (it can be fitted by an increasingly more compressed exponential) [7, 12, 19] , whereas in the latter the form remains unchanged and exponentiallike [11, 19] . These differences have a natural explanation within the physical picture arising from our theory in which two growing static lengths, ξ ⊥ and ξP S , intervene. Since the ratio ξ ⊥ /ξP S decreases by lowering the temperature, the CRRs are better and better defined on the scale ξP S and therefore the decay at the center of the cavity becomes indeed sharper and sharper at lower temperature. Instead, the decay of the overlap from the wall is governed by the length-scale ξ ⊥ only (the point-to-set length does not play any role). In this case it is natural to expect scaling with respect to ξ ⊥ , as also shown for manifolds in random media, and hence a decay that does not change form, in particular does not become sharper by lowering the temperature. Note that another case in which taking into account the existence of two different static lengthscales is crucial to explain numerical data has been discussed recently in [35] : in order to rationalize the finite size scaling of the specific heat for pinned systems in a cavity geometry one needs to consider both ξ ⊥ and ξP S . To test our scaling predictions it would be worth pushing further numerical simulations to obtain the dependence ξ ⊥ on sc for realistic model of super-cooled liquid. The RFIM character of amorphous interfaces that follows from our theory is already well supported by the numerical results of [15, 16] which found a roughening exponent ζ 0.62 − 0.75 and energy fluctuations scaling as 2ζ . These two results compare extremely well with our predictions, which also lead to the same scaling of energy fluctuations and ζ = 2/3 0.66.
Conclusion
In this work we showed that amorphous interfaces are rough in three dimensions and we obtained the scaling with the configurational entropy of the length-scale over which they wander. Their statistical properties are identical to the ones of domain walls in random ferromagnets, a fact that strengthens even more the relationship between the physics of supercooled liquids and of the RFIM discussed in [22, 23, 24, 25, 26] . One of our major results is that there are two different static length-scales governing the physics of super-cooled liquids: the point-to set length ξP S , related to the spatial extent of CRRs, and the wandering length ξ ⊥ related to the fluctuations of their external shape. Our findings are in good agreement with previous numerical results, some of which were considered contradictory but find a natural explanation within our theory. We focused on the regime below TMCT where CRRs are well-formed and configurational entropy and interfaces are meaningful concepts. Approaching TMCT we expect Υ, and hence c, to decrease. This makes fluctuations more favorable. At a certain point, when they become so large that the long-wavelength theory with a simple square gradient term is not suitable anymore, the description of the interface we used might break down. We suspect that close to TMCT this leads to different scaling forms and is associated to the fractal, or stringy, nature of CRRs found in [36] . Finally, in view of the recent studies of the glass transition in [37, 38, 39, 40, 41] it is interesting to remark that our theory predicts a highly non-trivial dimensional dependence. In particular we find ξ ⊥ ∝ s −(5−d)/(1+d) c and, hence, an upper critical dimension du = 5. In higher dimensions amorphous interfaces are flat, ξ ⊥ does not increase and, hence, only one static growing length-scale accompanies the glass transition. This is a striking change in the nature of the glass transition that would be worth testing numerically. In conclusion, the predictions obtained in this work provide a full characterization of the shape of cooperative rearranging regions in super-cooled liquids. They are instrumental in interpreting, understanding and devising new numerical simulations and experiments on static correlation in glass-forming liquids and clarify differences and relationships between the plethora of static lengths studied in recent years. An issue worth studying further, that we leave for future work, is whether in cases more accessible to experimental investigations, such as free surfaces instead of amorphous walls, the length ξ ⊥ can be probed [42] .
