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Abstract
Exchange rate predictability in long-horizons has turned into a debatable topic. Many were the
ones achieving evidence of higher predictive power by economic models as larger periods were
considered, while others argued against this premise. The main problem resides in the data
properties that the regressors used exhibit, more specifically, overlapping observations, highly
persistent regressors, and endogeneity, which affect the statistical inference. Consequently, if
the biases are wrongfully corrected, invalid conclusions will be reached. Bearing this in mind,
this analysis applies suitable tests aimed at overcoming these issues, after which it is inferred
that mean-based regressions present weak statistical evidence on larger predictability in longer
horizons. Lastly, a quantile regression is implemented, contemplating all potential biases. This
innovative procedure finally provides results favoring long-horizon predictability.
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I. Introduction
The foreign exchange market, widely known as the Forex market, is the over-the-counter market
in which not only investors but also standard citizens, trade one currency for another for a large
range of reasons, from standard tourism to investment trading. Being the largest trading market
in the world in terms of volume, and also the most liquid one, many are the traders which rely on
this market as to hedge against interest rate risk, or even speculate on geopolitical phenomena. The
Forex market, as it is known today, was the result of the fall of the Bretton Woods agreement, in
which most currencies were finally able to float freely, and, therefore, become a potential subject
of predictability models as to possibly create trading opportunities. These investment strategies can
be accomplished through the spot market, the forwards or the futures markets. As there has been
strong evidence on weak short-run predictability of exchange rates, this analysis focuses on long-
horizon predictability, which can be valuable in futures and forwards markets that bet on future
values of the exchange rate.
Even though much of the currency price is set by demand and supply, another indirect driver in
this process regards the central bank of the respective currency, whose main goal is to reduce
the exchange rate volatility present in the market, as to lead to a more stable financial flow and
economic growth. This is based on the implicit relationship between the exchange rate and the
money supply, controlled through the interest rate. For instance, if, by chance, there is a need to
depreciate the currency, then an increase in the money supply will do so. It produces an interest
rate decrement that will enhance the exchange rate. Considering the variables taken as relevant
in exchange rate analysis by investors, and the role that the central banks may play in the change
in the price of the currencies, an analysis was developed aimed at predicting the return of the
exchange rates in long-horizons. This way, the change in the exchange rate was regarded as the
dependent variable, which, thereafter, was regressed on three predictors that concerned all factors
above referenced: the industrial production (IP), the money stock (M1) and the WTI (West Texas
Index).
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The main drawback linked to this predictability procedure is associated with the data properties
of the variables set as independent. In fact, as latter literature concludes, most of these regres-
sions present serial correlation in the errors due to overlapping observations, endogeneity and high
persistence in the process, which produce biases in the inferences. When these biases are wrong-
fully corrected, researchers may be led to invalid conclusions on the evidence of predictability in
long-horizons. This analysis is innovative in the way that it applies a new filtering procedure, the
IVX, which is capable of overcoming all biases produced by the data properties already considered.
Thereafter, a quantile regression was considered, through which it is concluded that there is, in fact,
evidence of long-horizon predictability in exchange rates, especially in the extreme quantiles. Ad-
ditionally, even though developed economies have a lower degree of predictability, these present
a better performance at longer horizons, which contrast with the developing countries that present
larger predictive power, although it is more focused in shorter-horizons.
This analysis is organized as follows. Section II comprises the literature linked to the topic, which
motivates this research. Section III considers all the data required to proceed, as well as the
economies subject to this empirical analysis. In Section IV, all methodology is presented, from
the most simple model, that does not account for all biases, to the quantile regression method,
which considers all potential biases. Section V presents the results, which are capable of corrob-
orating the premises defended in previous literature as discussed in Section II. Finally, Section VI
sums up the results and concludes.
II. Literature Review
For many years exchange rate predictability was a subject of research with no significant results.
Meese and Rogoff (1983), for example, provided a monthly post-sample fit analysis for different ex-
change rates. Years later, in Meese and Rogoff (1988), changes in the exchange rate were regressed
on real interest rate differentials in order to predict the real dollar/Deutsche mark exchange rate.
Finally, Engle and Hamilton (1990) exploited non-linearities in the exchange rate, while Diebold
and Nason (1990) resorted to non-parametric estimates of the conditional mean weekly percentage
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change in the nominal exchange rate. In all cases, the random walk with and/or without a drift
outperformed the more sophisticated approaches. The random walk and standard economic model
comparison, also known as the Meese-Rogoff puzzle 1, was further evaluated in Rossi (2005),
where the properties of the variables were regarded as the source of the apparent unpredictabil-
ity in the economic regressions. As these characteristics were taken into account, the forecasting
superiority of the random walk was shown to not be as significant as previously inferred.
Mark (1995) encountered statistical evidence on exchange rate predictability, in the quarterly rates
between the U.S. dollar, the Canadian dollar, the Deutsche mark, the Swiss franc and the Japanese
yen from 1973 to 1991. Assuming the purchasing-power-parity and uncovered-interest-parity hold,
the model regressed the change in the exchange rate on the difference between the fundamental
value of the exchange rate, that is, the result of a monetary model where the exchange rate is moved
by a linear combination of the log relative money stock and the log relative real income, and its spot
rate. From the experiment, it was inferred that the model performed better than the random walk
and that it displayed increasing predictive power. In fact, not only the regression produced lower
Root-Mean-Squared-Errors than the benchmark model (the random walk), but this difference also
became larger as longer horizons were considered. Additionally, the coefficients, the t-statistics
and the R2 were also achieving higher values when the prediction horizons increased.
The diversity of the results is a direct consequence of the data issues that the analysis aimed to
overcome, as well as the method that they used to achieve so. To begin with, the strong persistence
present in the regressors will be considered, which leads the coefficients to be biased away from
zero and the distribution skewed to the right. On the one hand, Mark (1995) carried out a Monte
Carlo simulation where inference was drawn from Gaussian and non-parametric bootstrap distribu-
tions, under the null of no predictability in log exchange rates and assuming co-integration between
the fundamental and the spot rate. On the other hand, according to Rossi (2005), the variables are
not only highly persistent, but these also present evidence of a not fully co-integrated process. This
1The Meese-Rogoff puzzle is the process in which exchange rate models cannot outperform the random walk in
out-of-sample forecasting of exchange rates. The origin of the puzzle goes back to the 1983 Meese and Rogoff paper.
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is crucial for the procedure in hand, as the closer the root is to unity, the more the estimated error
conflicts the economic model’s estimation when compared to the random walk. The effect pro-
duced by these two data characteristics may have biased the results achieved by researches that did
not account for these properties.
Rossi (2005) proposed a test for equal predictive ability between the random walk and the Meese-
Rogoff models, which was robust to high persistence. It considered a local-to-unity variable and
when applied to the puzzle, the random walk was found to perform better at forecasting, even
though the resulting improvements were not regarded as statistically significant at all horizons and
all currencies. In Berkowitz and Giorgianni (2001), two different simulations were performed. In
the first, critical values were computed through Monte Carlo simulations under the assumption
of no co-integration, that is, the exchange rates were assumed to be independent of economic
fundamentals. In the second, an unrestricted bivariate VAR was fitted to generate the critical values,
in which the co-integration assumption was relaxed and an exact unit root was assumed. The
critical values of the first experiment were lower than those from the second simulation but higher
than the ones obtained by Mark (1995), only encountering evidence of predictability for the U.S.
dollar/Swiss franc exchange rate. In conclusion, inference depends on the assumptions and if there
is no co-integration and its existence is assumed, then the regression may come close to a spurious
regression.
Secondly, this research resorts to variables that are endogenous and, therefore, create a significant
bias in the estimated coefficients. Hjalmarsson (2011) developed a new econometric method that
relies on a simple modification of the regression. The residuals resulting from an AR(1) of the
regressor are used as an explanatory variable in the main regression. In the end, the final regression
does not present evidence of endogeneity and the results are affected: when there is no adjustment
and the standard Newey-West standard errors are used, it is concluded that predictability increases
with longer horizons; when applying the modification and scaling the t-statistic by the prediction
horizon, there is evidence of a reduction in predictability. Hjalmarsson also investigated the power
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properties of the statistic and observed that its predictive power decreased as the horizon increased.
Lastly, the existence of overlapping observations, due to the aggregation of the dependent variable
at longer horizons, also influences the results. It creates serial correlation in the regression errors
(Moving Average (MA) behavior) which, in turn, leads to wrong inferences. To overcome this
problem, Mark (1995) provided a Covariance-Matrix estimator robust to serial correlation in the
errors.
For the purpose of exchange rate predictability, a Quantile Regression Model was also applied.
Recently, these models have become one important tool in many areas of research because of its
out of sample performance and ability to provide a complete picture of the statistical relationships.
For instance, Taylor (2007) applied an exponentially weighted quantile regression to forecast daily
supermarket sales, which outperformed the conventional mean regression. Additionally, Bulligan
et al. (2017) resorted to quantile regressions on the inflation rate, in which a better description
and superior forecast of the conditional distribution of the inflation rate was achieved. In fact, the
variable’s distribution presented variations throughout time, which could not be captured by the
benchmark model. Finally, quantile forecasts of volatilities have become increasingly important
due to new emerging products based on the volatility index. Park et al. (2017) achieved a new
parametric quantile forecast which produced improved predictability of the forecast intervals of
volatilities.
Koenker and Basset (1978) were the first to introduce the conditional quantile regression models,
as a way to better respond to cases in which the impact of a given regressor will depend on the
outcome level of the response variable. That is, in situations where there is a need to achieve a
model in which the estimator distribution would change according to the parametric class of the
distribution of the regressand. It is important to note that, even though quantile models seem to have
better outcomes, these may not be the most suitable procedures. There may exist variables whose
data characteristics are not fit for quantile estimation. In these specific cases, the mean regression
will correspond to the most suitable tool. In conclusion, there was an increasing need to create
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methods that could identify cases in which quantile models would be the best approach.
In order to analytically identify variables that are predictable through quantile regressions, the
Quantile Information Criterion (QIC) was introduced. Huarng and Yu (2014) applied the coeffi-
cient of variation as the information criterion - the ratio of the standard deviation and the mean of
the variable - in order to measure the dispersion of the variable’s distribution. According to Huarng
et al. (2014), variables with large variations tend to be difficult to predict. Aiming to achieve a
method that could determine which variables could be, in fact, predicted, Huarng and Yu (2014)
accomplished thresholds on the coefficient of variation: if the coefficient lied outside the thresh-
olds’ range, the variable could not be forecasted; otherwise it would be possible to predict. So that
the thresholds could be computed, two different and independent data sets were used: a sample
data set and a target data set. The sample data determined the thresholds for the QIC which would,
thereafter, understand if the variable in the target data set could be predicted. In the end, the ef-
fectiveness of this criterion was evaluated by comparing its results to the criterion developed by
Huarng et al. (2014). In this case, there was evidence of an increased forecasting performance.
III. The Data
Monthly data was obtained from the Federal Reserve Bank of St.Louis. This data includes the
United States and other economies with which the dollar is priced against. These countries were
grouped into two distinct sections according to their economic, financial and geographical charac-
teristics: developed economies and developing economies. Regarding the Developed Economies,
these are the Euro Area, as a monetary union; the United Kingdom, a European country which has
never participated in monetary arrangements; Japan, which is representative of the Asian economies
and, finally, Canada, that establishes close ties with the United States. In terms of the Develop-
ing Economies, these were chosen depending on their different geographical and cultural aspects:
Brazil, Mexico, India, Poland, and Turkey. These represent Latin and Central America, South Asia,
Western Europe, and Western Asia, respectively. It is important to highlight that all economies con-
sidered have a floating type of exchange rate regime, as these are the only ones that can be subject
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to this sort of analysis.
In the model construed, the influence that productivity, money stock, and the oil prices have on the
exchange rate is being analyzed. In order to measure productivity, the Industrial Production In-
dex was used instead of the Gross Domestic Product, since the latter is only available at a quarterly
frequency and the present analysis uses monthly data. In terms of the money stock, the M1 was ex-
tracted, being given by the currency plus checkable deposits. Finally, the influence of the oil prices
on the exchange rate was also explored through the West Texas Index (WTI). This variable not
only aims to determine the impact of the oil prices on the subject of analysis but also represent the
macroeconomic conditions of the distinct periods that may have had an influence on the exchange
rates. The periods evaluated for each country varied according to data availability.
IV. Methodology
The first stage of this research will focus on the impact of the level of industrial production, the
money stock and oil prices at a given period t, on the change of the logarithm of the exchange rate
between the United States’ dollar and the other economies’ currency, h periods ahead. Considering
the data available for each distinct economy, the change of the logarithm of the exchange rate
(∆et+h) was regressed on the respective industrial production index (yt), the money stock (mt) of
the economy and on the WTI (oilt), for 12-, 24- and 36-months a-head. The first difference was
imposed as to consider the returns of the exchange rate as the dependent variable of the regression.
Taking this into account, the regression is given by:
∆et+h = c+ β1yt + β2mt + β3oilt + ut+h (1)
The estimation of the model presented in (1) was submitted to different procedures so that the
problematic data properties could be taken into account, that is, the overlapping observations, high
persistence and endogeneity. In fact, these will affect the validity of the results. The first issue to be
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tackled involved the computation of the Newey-West (NW) and the Hansen-Hodrick (HH) standard
errors, which aimed to overcome the bias created by serial correlation in the errors. Although
these new methods also attempt to consider the other two potential problems (strong persistence
and endogeneity), these do not accomplish the expected results. In fact, Kostakis et al. (2018)
were capable of demonstrating an over-rejecting of the null when highly persistent variables were
employed as predictors with these types of standard errors. They concluded that the presence of
overlapping observations in long-horizon predictive regressions impacts the empirical size of the
t-test with the NW and HH standard errors and, consequently, the power to reject the null is also
affected. As the predictive horizon increases, the statistics become even more oversized and, in the
end, it may even lead to a spurious regression.
The biases produced by endogeneity and high persistence will now be considered, not only because
these properties tend to be common in the variables under analysis, but also due to the invalid
statistical inference these may produce. The procedures that will be further discussed are based on
Hjalmarsson (2011), in which the root of the AR(1) process was regarded as being a local-to-unity,
drifting closer to unity as the sample size increases, that is, ρ = 1 + c/T . On the one hand, this
method may be more flexible when compared to a pure unit-root. Nevertheless, it should still be
regarded as restrictive, since the processes considered cannot be implemented on variables that are
less persistent than the local-to-unity case. As to understand if the variables used follow this type of
behavior, an AR(1) was estimated for each one of the regressors. Thereafter, two different methods
were performed: one assumed the value of c to be known, another applied the Bonferroni method
developed by Campbell and Yogo (2006) as to overcome the fact that c is difficult to estimate and,
most of the times, unknown.
Regarding endogeneity, for each of the regressors considered, Hjalmarsson (2011) first suggests
the computation of the correlation between the residuals from an AR(1) process and the residuals
from a single-predictor regression. According to Hjalmarsson (2011), if the resulting correlation is
different than zero, then it can be inferred that endogeneity is present in the process. Thereafter, a
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simple modification to the regression is performed, where the dependent variable is regressed not
only on the predictor that is being evaluated but also on the residuals that were computed from the
AR(1) model above. Afterwards, under the null of no predictability and exogenous regressor, the
test statistic is scaled, that is, it is divided by the square root of the horizon considered. This new
robust statistic will follow a standard normal distribution. Even though this procedure may seem
more successful at overcoming the present biases than the NW and the HH standard errors, when
evaluating the size properties of this test, Hjalmarsson (2011) found that the scaled test statistic
presented an over-rejection when upon endogenous variables with negative correlations. This is
the reason why an alternative method was constructed, in which the assumption on the known c
was dropped and Bonferroni methods were implemented. Taking this into account, a confidence
interval for c through a unit-root test developed by Chen and Deo (2009) was computed, being
based on a restricted likelihood approach.
This way, for each value of c achieved, the respective t-statistic was computed. Considering all
possible values of the t-statistic, the most conservative values were extracted, more precisely, the
maximum and the minimum t-statistic. Each one of the statistics were then used for comparison
depending on the type of test. If, on the one hand, the null hypothesis of no predictability was
tested against H1 : βq > 0, then the scaled minimum t-statistic was used. If, on the other hand, the
alternative hypothesis was given byH1 : βq < 0, the maximum scaled test statistic was applied. The
statistics were then compared to the critical values of the standard normal distribution. According
to Xu (2017), the scaling performed by Hjalmarsson (2011) in local-to-unity cases tends to over-
estimate the standard error if the predictor ends up being just weakly dependent. Additionally,
under the null hypothesis of no predictability, when resorting to the asymptotics allowing for long
horizons and several levels of persistence, Xu concluded that the scaled t-statistic of Hjalmarsson
(2011) converged to zero if h(1−ρ)→∞, where ρ is the parameter of the AR(1) and h the forecast
horizon. This way, if the predictor is not as highly persistent, even if there is statistical evidence of
predictability in the first periods, the significance will disappear as longer horizons are considered.
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In order to overcome this insignificance in longer horizons, Xu resorted to an implied test in which
the implications of the short-run predictability model were tested using Bootstrap critical values.
As to introduce the different levels of persistence that the regressors may present, the parameter
of the AR(1) process was established as being ρ = 1 + cn−r, where c only takes non-positive
values, and r accomplishes the different levels of persistence. A similar implied test presented by
Rossi (2007) was conducted, nevertheless, it only concerned the local-to-unity specification. In
this situation, the method introduced by Xu is more suitable, as it allows for different levels of
persistence. In this experiment, the asymptotic distribution of the implied test is computed not
only for the predictability hypothesis but also for the non-predictability hypothesis, controlling for
the size under the various degree of persistence. The test developed has shown that its predictive
power does not vanish as longer prediction horizons are regarded, independently of the level of
persistence, which corresponded to a drawback in the process developed by Hjalmarsson (2011).
Additionally, not only the test was shown to be more powerful than the scaled test of Hjalmarsson,
but there were also conducted simulations that corroborated the premises of a significant power
gain of the implied test over other widely-used tests. The predictability of the rates was tested
through the implied test, which was compared against one-sided and two-sided Bootstrap critical
values at the 5% level.
Besides the scaled OLS-regression, the Hjalmarsson and Xu methods, there is another approach
aimed at solving potential biases created by high persistence, the Extensive Instrumental Variable
(IVX) approach. If in the procedures performed above there was a certain rigidity on the type of
roots that the regressors may present, this new test will provide a higher level of flexibility. This
new process consists of constructing an instrumental variable that explicitly controls the degree of
persistence of the variable and, this way, account for very general time series characteristics: from
pure stationary to pure non-stationary processes, including all other intermediate persistence pos-
sibilities. This feature is considered to be an advantage, as it can be implemented on any variable,
independently of its time-series properties. Moreover, the test statistic accomplished presents good
finite-sample properties, allowing for valid inference: the estimator follows a normal distribution
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and the test statistics a chi-squared distribution under the null. Finally, whereas all different proce-
dures above, which only rely on univariate models, the IVX is applicable for multivariate predictive
regression systems.
As to avoid potential biases in the inference created by strong persistence and endogeneity in the
macroeconomic variables taken into account, a final method was introduced, the IVX-QR devel-
oped by Lee (2016). This is an association of the quantile regressions with the most suitable
procedure in overcoming the biases. In fact, one common issue between the mean regressions and
the quantile-type approach resides in its biasedness in inferences produced by variables with these
kinds of properties. Additionally, according to the limit theory of ordinary QR with persistent re-
gressors, the distortions produced become even larger as predictors with stronger endogeneity, high
degrees of persistence and extreme quantiles associated with fat-tails are regarded. According to
Lee (2016), the distortions produced by these data properties can be represented by a non-standard
inference given by λ(τ) ∗ ηLUR(c).The λ(τ) is the sum of a linear dependence effect and the trun-
cated mean of regressions errors that, in the end, accounts for the endogeneity that is set to be
removed in order to have valid inferences in a QR. This parameter can also be computed through
−corr[(1(u0tτ < 0), uxt]. On the other hand, ηLUR(c) represents the non-stationary distortion,
being a local unit root t-statistic. As to overcome this problem, an IVX filtering method was con-
sidered, where most of the discriminatory power is kept unchanged. This way, after the quantile
regression is estimated, a valid inference can be formed alongside suitable size properties, in which
the estimator will follow an asymptotic mixed normal distribution. Taking this into account, the
regression will be represented in the following way:
∆et+h = β0 + β
′
1xt + ut+h (2)
xt+h = Rnxt + ux(t+h) (3)
Rn is the component that introduces the persistence flexibility, being given by Rn = IK + C/nα,
where α is a positive number. Different values of α and C represent distinct levels of persistence,
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which can be categorized as follows.
• I0 - Stationary: α = 0 and |1 + ci| < 1, ∀i
• MI - Midly Integrated: α ∈ (0, 1) and ci ∈ (−∞, 0), ∀i
• I1 - Local to Unity and Unit Root: α = 1 and ci ∈ (−∞,∞), ∀i
• ME - Mildly Explosive: α ∈ (0, 1) and ci ∈ (0,∞), ∀i
As in the IVX, one of the main advantages of this procedure relies on the possible implementation
of this method to a large range of persistent variables, from the stationary to the lightly explosive
predictor. Independently of the degree of persistence in the regressor, the goal of the IVX-QR is to
create an instrumental variable of intermediate persistence by filtering a persistent and potentially
endogenous predictor. In the end, considering the different categories of persistence, if the regressor
is I0 or MI , the original level of persistence is kept, whereas cases in which the predictor is I1 or
ME. For the first, it is turned into a MI process, while the second becomes similar to an OLS for
mean regression cases.
As previously stated, the distortion produced by the variables in the analysis is calculated through
λ(τ) ∗ ηLUR(c). So that the biases created could be corrected, two different procedures could be
implemented. One is very similar to the Hjalmarsson (2011), in which the size distortion is tackled
through an induced confidence interval of the estimator by computing another confidence interval
for c. Even though it is capable of achieving the correct size, this Bonferroni method is only valid
for local-to-unity cases and, therefore, cannot be considered for variables with lower persistence.
Another, that is suitable for this analysis, is the IVX filtering technique. It intents to filter persistent
regressors (xt) to generate zt, at the same time that local power does not suffer any significant
changes and a proper size correction is achieved. zt depends on a filtering coefficient, F , and a first
difference operator:




This equation leads to a range of results that go from the setting of the first difference to a level
data with no need for filtering. In fact, if F = 0k, then zt = ∆x
(h)
t . This first difference is
implemented in many cases, however, even though the standard normal or chi-square distribution
are achieved, there is a reduction in the convergence rate linked to lower local power. Conversely,
when F = Ik, then zt = xt, where a size distortion is associated with an unchanged statistical
power and convergence rate. Finally, for this particular case, the filtering element will be given by
the auto-regressive component in the IVX,Rnz, which is determined by Ik+Cz/nδ = 1+c(δ, n)/n,
with c(δ, n) = n1−δcz. This way, δ ∈ (0, 1) and cz is negative. The IVX superiority comes from
the exploitation of the advantages from resorting to a level and a first difference. In fact, the
discriminatory power, from the first, and the size correction, from the second are accounted for
in the filtering. Taking this into account, it is now necessary to determine the values of (Cz, δ)
to construe the IVX. This is such that the standard normal limit theory for the t-statistic of the
parameter will hold for any δ ∈ (0, 1) as the sample size increases, that is, n→∞. The c(δ, n)→
−∞, leading ηLUR(c) to converge to a standard normal distribution.
Bearing this in mind, it is inferred that, for a specific finite value of n, the chosen value of |n1−δcz|
has to be large enough for the standard normal limit theory of tβ1,τ to hold. Lee (2016) defends
that δ should be large enough to not compromise the local power, but needs to be small enough so
that the standard normal distribution can be accomplished, as lower δ are able to better correct size
distortions. So that this puzzle could be overcome when assuming a finite sample for a local unity
regressor, a value for δ ∈ (0, 1) was chosen with a normalized cz that controls the size distortion
even after considering a tolerated Type I error bound. Lee (2016) tabulated the values of c(δ, n)
and λ(τ) that, for a 5% test level, have suitable tail approximations. Depending on the value of
λ(τ), which is easily computed through the residuals, as previously shown, the c(δ, n) is picked. In
the analysis performed by Lee (2016), the value chosen for cz was −5 and, after normalizing this
value and picking a fitted value for c(δ, n), the δ could finally be computed through the following
expression: δ = 1− [log(−c(δ, n))− log(5)]/log(n). This way, only λ(τ) is estimated. This is an
advantage, as choosing a specific value for cz avoids certain invalid problems with I0−MI .
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Now that all parameters needed to perform the IVX-QR are all computed, its estimation and tests
can be accomplished. Taking this into account, the first step comprises the estimation of the IVX-
QR with dequantiling, that is, through ytτ = β
′
1,τxt−h + u01tτ , where ytτ = yt − β
QR
0,τ (τ) as to
achieve a zero-intercept quantile regression. βQR0,τ (τ) corresponds to the coefficients resulting from
the quantile regression with intercept. Thereafter, so that the t-statistic can be computed, the only
component that is missing is the standard error of the coefficient, which is calculated through the
usual standard error formula for quantile regressions. It requires the distribution of the residuals,
more precisely, the density at that given quantile. Nevertheless, it is known that, after all biases
considered, it will follow a normal distribution.
V. Results
In the first stage of this analysis, the change in the logarithm of the exchange rate k periods a-head
(∆et+k) was regressed on the Industrial Production (yt), M1 (mt) and the oil prices (oilt). This re-
gression was robust to the serial correlation in the errors produced by the overlapping observations
through the implementation of the Newey-West and Hansen-Hodrick standard errors 2. In order to
determine if there is statistical evidence favoring a higher predictive power in larger horizons, the
increasing or decreasing behavior of the t-statistics was observed. If there was an enhancement
of the absolute value of the statistic towards the critical value that would provide statistical sig-
nificance, then it would be inferred that there would exist enough evidence that could satisfy the
premise of a higher predictability in longer horizons. Otherwise, the opposite would be concluded.
Additionally, as defended in past literature, the performance of the coefficients, the R2 and the Ad-
justed R2 was also considered as a parameter, in such a way that an existent positive relationship
between these values and the horizons would mean an increasing ability to forecast the exchange
rates. An example of the analysis performed is shown in figure 1, where the different statistics for
the Euro Area and India are evaluated through the different horizons.
2Table 3 to 6 - Annex
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Regarding the developed economies 3, there is an overall positive correlation between the t-statistics
of the distinct variables and the horizons. For the Industrial Production in the NW, only the United
Kingdom has no positive correlation between the horizons and the t-statistic, leading to an inability
to reject the null. The same is observed in the HH, with the exception that Japan is unable to
accomplish significance. Regarding the M1, all economies have an increasing behavior of the
absolute statistic in the NW, however, only Canada and the Euro Area are capable of achieving a
rejection of the null. In the HH case, only the Euro Area stands outside the critical value interval.
Finally, for the WTI, only the United Kingdom and the Euro Area have an increasing absolute t-
statistic, moving in the same direction as the critical value of statistical significance. In the end, only
these two economies are able to achieve significant coefficients. In fact, Japan and Canada have
their statistics exhibiting behavior in the opposite direction of the critical values, and, consequently,
these are not able to accomplish significance. The only difference to the HH is that the United
Kingdom is incapable of having significant coefficients.
Concerning the coefficients, it is also verified that the longer the horizon, the higher the absolute
value of the coefficients: the positive coefficients become even more positive and the negative
coefficients achieve even more negative values. This occurs for all variables and for every horizon
for economies such as the Euro Area and Canada. Japan and the United Kingdom have a similar
trend for all cases, except for one and two situations, respectively. Regarding the goodness-of-fit
measures, all present increasing trends as the horizons become larger, except for Japan, whose
values decrease from the first to the second period considered. Lastly, it ought to be highlighted
that the HH standard errors may follow the same trend as the NW, but these tend to have a lower
rejecting power over the null than the latter. In fact, all statistically significant cases in the HH
are also significant in the NW case, but there were situations in which the HH type of standard
error would not reject the null, while the NW was capable of achieving so. This behavior is also
extendable to the developing economies, as it will be shown below.
3Figure 2 and 3 - Annex
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Moving on to the developing economies 4, the t-statistic behavior tends to be diverse. If, on the one
hand, Turkey has all statistics favoring a larger predictive power linked to significant coefficients,
on the other hand, Brazil only has M1 with a positive relationship between the horizons and the
t-statistics, even though it is not capable of achieving significance for both NW and HH. The same
pattern is observed for India and for Mexico, which have predictive evidence in the Industrial
Production and the WTI, respectively, although significance is not accomplished for the HH case. In
terms of the change in the coefficients throughout the horizons 4, an increase in absolute value for all
variables and all horizons for economies such as Turkey and Mexico is observed. Poland has only
reducing coefficients for larger horizons for yt, while India and Brazil present the same decreasing
behavior for oilt. Concerning the goodness-of-fit measures, all economies verify a positive trend
between the measures and the larger horizons, except for India, whose values decrease from the
24-month to the 36-month horizon.
Now that the robust standard errors through the NW and HH methods were considered, the results
on the Hjalmarsson will be stressed , which aimed to better repress the biases created by endoge-
nous and persistent variables in cases of overlapping observations. In terms of the presence of a
unit-root 5, all countries analyzed had a root close to unity, independently of being regarded as a
developed or developing economy. Thus, it can be inferred that the Hjalmarsson methods, which
could only be applied to local-to-unity cases, can be resorted to the sample in analysis. Next, so that
the Hjalmarsson method could be performed, the correlation between the residuals of the AR(1)
and the OLS regression on each regressor was computed 5. It should be noted that the developing
economies tended to reach higher values of correlations than the developed economies, although
the values achieved were considered to be low for most of the cases.
The Hjalmarsson statistic was thereafter computed 6. When performing the predictability anal-
ysis of before and comparing these results with the ones from the NW and HH standard errors,
4Figure 3 to 6 and Table 3 to 6 - Annex
5Table 6 - Annex
6Figure 2 to 5 and Table 3 to 5 - Annex
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an abrupt change in the number of cases in which a higher predictive power for longer horizons
is linked to significance is observed. In fact, all developed economies have evidence against the
presence of exchange rate predictability, except for the Euro Area which has an increasing absolute
t-statistic growing towards the critical value, accomplishing significance afterwards. When com-
paring the developed economies with the developing ones, it is clear that, for a 95% confidence
interval, the latter ones have a higher rate of rejection of the null. In fact, Brazil has the exact
opposite behavior of the developed economies: all variables present values favoring the exchange
rate forecasting premise. Conversely, India has the same pattern as the developed economies and
the remaining developing cases do not present higher predictive power, even though these exhibit
significant coefficients. Mexico, however, only has significance in the Industrial Production.
In conclusion, as this procedure accounts for endogeneity and persistence, there is an under-
rejection of the null, which may imply biases in the NW and the HH results. Moreover, it is also
observed that developing economies tend to reject more the null than the developed economies.
Regarding the Bonferroni method 7, the Euro Area, Japan and Brazil have evidence against signif-
icance upon the minimum statistic. It tends to move in the opposite direction of the critical value
that provides significance, as larger horizons are considered. The remaining economies, although
these have evidence of a growing predictive power, it is not sufficient to accomplish significance.
Conversely, the maximum threshold on the Bonferroni has all developing economies, with the ex-
ception of Brazil, exhibiting evidence against long-horizon predictability. The statistic varies in the
opposite direction of the maximum critical value. In the developed economies, however, there is
behavior favoring higher predictive power, even though significance could not be achieved.
Aside from the Hjalmarsson case, the implied test by Xu 8 was also performed as to achieve a
higher degree of flexibility in the inference. In terms of the change of the statistics across larger
predictive horizons, it is clear the change is not very significant, as it can be observed in Table 1
7Table 3 to 5 - Annex
8Tables 7 and 8 - Annex
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Euro Area M1
Horizon T_IM Test_Right Test_Left Test_Two
12 -0,5524 1 0 1
24 -0,5521 1 0 1
36 -0,5517 1 0 1
India M1
Horizon T_IM Test_Right Test_Left Test_Two
12 0,4901 0 1 1
24 0,4903 0 1 1
36 0,4905 0 1 1
Table 1: Implied Test of Xu example: Euro Area and India M1
9. In fact, there are situations in which the implied test does not change throughout the different
periods considered, as it is the case of the United Kingdom and Brazil for the Industrial Production
and M1, respectively. The significance of the statistics against the right-sided, left-sided and two-
sided Bootstrap critical values for a 5% significance level will then be evaluated. Important to note
that, as it will be verified, this method tends to have more situations in which there is significance,
when compared to the Hjalmarsson test.
Considering the different variables, the Industrial Production has no significance for all developed
economies, except for Canada, which reaches values above all critical values for the 36-month
horizon. Regarding the developing economies, India and Brazil have no cases of significance,
whereas Turkey and Mexico, which achieve significant tests for the right-sided and two-sided tests
for the 24- and 36-month horizon. Poland has a similar behavior, but aside from the 24- and 36-
month horizon, the 12-month horizon is also significant. Concerning the WTI, only Turkey has all
horizons significant for the left and two-sided test, while Poland has the 12- and 24-month left test
significant. All other economies have no cases of significance. Finally, for the M1 the results are
diverse. If, on the one hand, Brazil has no cases of significance, on the other hand, Turkey and the
Euro Area have all horizons significant for the right and two-sided tests, while India has all left and
two-sided tests above the critical value. All in all, all other situations have the 24- and 36-month
horizon significant for the left/right sided test, along with the two-sided one. It can be inferred that
9In Table 1 if the test presents a 0, it means significance could not be achieved, while 1 represents the opposite.
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there is a higher tendency for the implied test to have a significant coefficient for longer horizons
than for shorter ones.
The IVX was, thereafter, computed, accomplishing the highest level of flexibility when it comes
to the degree of persistence of the regressor 10. An overall observation of the results leads to the
conclusion that, through the imposition of the IVX, there is a large decrease in the variation of the
t-statistic throughout the different horizons when compared to the procedures performed before.
For example, the Euro Area has an almost constant statistic for the Industrial Production and the
WTI, as well as the United Kingdom, whose values suffer a very short variation when considering
longer horizons. Additionally, there is a sudden reduction in the ability to reject the null of no
predictability. For instance, in the developed economies, only the Euro Area in the M1 is capable of
achieving increasing absolute t-statistics, converging towards the critical value and accomplishing
significant coefficients. All the other cases have their statistics stand inside the confidence interval,
presenting a very low variation between horizons. Regarding the developing economies, almost
all of them have the same behavior as the developed ones, except for Mexico and Turkey, whose
statistics have a relevant decrease in value, going in the opposite direction of statistical significance.
The predictive power decreases with larger horizons, to the point where Turkey started out with
significant coefficients and, at longer horizons, these ended up being insignificant.
Figure 1: Industrial Production of the Euro Area and India (developed and developing economies)
10Figure 2 to 5 and Table 3 to 5 - Annex
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From the results above, it is concluded that, through the IVX, the economies tend to present little
evidence of statistical predictive power in exchange rate forecasting. Thus, when accounting for
all biases produced by the issues discussed above in a standard mean-regression, the independent
variable under analysis ends up achieving a low degree of potential predictability. Since this last
procedure corresponds to the one that best accounts the data problems in hand, it was thereafter
considered for the quantile regression application 11. The empirical results of the IVX quantile re-
gression on exchange rate predictability will then be examined. First of all, this analysis comprised
single and multiple-predictor regressions for horizons already studied in the procedures above (12-
, 24- and 36-months) and for quantiles that ranged from the 10% to the 90% with a 10% step.
The single variable regressions were computed as to more easily compare them with the cases in
which it was only possible to achieve single predictor regressions. Thereafter, the multiple predic-
tor quantile regression was accomplished to fully take advantage of the properties of the IVX-QR,
more specifically, the possibility to regress the dependent variable in more than one regressor. Fi-
nally, it was also possible to compare the results between the single and multiple variable quantile
regressions in terms of predictive power. An overall view of the empirical results of this method
can clearly infer that the regressions with a single variable still have difficulty on achieving signif-
icant coefficients, as in the methods previously analyzed, while the multiple predictor regression
is capable of providing a more complete understanding of the potential predictive power of the
predictors.
Focusing on the multiple-predictor regression, similarly to the results achieved by Lee (2016), there
is a slight tendency for extreme quantiles to have t-statistics outside the confidence interval. Never-
theless, this behavior is not as strong as in the case of Lee (2016). In fact, the developing economies
have their significant cases uniformly distributed throughout the different quantiles, while the de-
veloped economies have them more concentrated on quantiles ranging from the 10% to the 30% and
from the 70% to the 90% quantile. This is consistent with the results previously discussed. Impor-
tant to note that, once again, the developing economies present a higher predictive power than the
11Table 9 to 18 - Annex
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10% 20% 30% 40%
t-stat beta t-stat beta t-stat beta t-stat beta
United Kingdom
IP
12 3.6136** 0.2475 1.9539** 0.1155 0.2984 0.1534 -0.2005 -0.0991
24 0.4731 0.0395 0.465 0.3021 -0.2347 -0.1389 -0.52 -0.2874
36 -0.6993 -0.0552 -0.1328 -0.088 0.2229 0.1414 -0.5436 -0.3349
M1
12 -5.7887** -0.0855 -3.5428** -0.0451 -3.6674** -0.4065 -1.7631** -0.1877
24 3.0998** 0.0506 3.6466** 0.4636 1.4174 0.1642 0.2755 0.0298
36 6.0994** 0.0925 1.8576** 0.2367 -0.8373 -0.1021 -0.1084 -0.0124
WTI
12 2.6143** 0.0599 2.5542** 0.047 3.8182** 0.612 2.3003** 0.3542
24 -4.7893** -0.1085 -4.9221** -0.8681 -1.3349 -0.2145 0.2457 0.0369
36 -6.8288** -0.146 -3.9146** -0.7029 0.797 0.1345 0.5117 0.081
Turkey
IP
12 -1.7171** -0.4594 1.7104** 0.4697 3.7758** 0.1006 2.2433** 0.5909
24 -2.8495** -0.1007 -0.5631 -0.1544 2.3792** 0.6213 3.385** 0.0923
36 -6.513** -0.1935 -4.9061** -0.1402 -6.365** -0.1833 -6.4313** -0.2002
M1
12 1.6534** 0.0001 -1.9434** -0.0001 -3.6706** 0 -3.7541** -0.0003
24 2.4473** 0 0.323 0 -1.8474** -0.0001 -3.0581** 0
36 -1.5778 0 2.1462** 0 2.2922** 0 1.598 0
WTI
12 -1.6419 -0.4446 -2.2032** -0.5507 -3.7834** -0.0918 -3.9348** -0.9434
24 -0.6814 -0.022 -1.8234** -0.4331 -4.3823** -0.9916 -4.9101** -0.116
36 6.371** 0.157 1.0052 0.0231 1.4299 0.0331 0.7636 0.0191
Table 2: T-statistics from the Multiple IVX-QR - Euro Area and India (10% to 40% Quantile)
developed ones, which is observable through the comparison between Turkey, which has almost all
coefficients significant, and the United Kingdom that finds some trouble in accomplishing statistics
outside the critical value range, specially in the Industrial Production. This difference, however, is
less predominant than in the procedures above, as the developed economies present a higher level
of statistical significance - Table 2. Additionally, when comparing the predictive power between the
variables in hand, it is verified that the Industrial Production and M1 accomplish significance more
frequently than the WTI. Finally, it ought to be referred that, for the economies with the highest
number of significant coefficients, the horizons that have the strongest evidence of predictability
are the longer ones, as it occurs with the developing countries. Conversely, the countries with the
lowest number of significant coefficients have their shorter horizons presenting higher evidence of
exchange rate predictability.
VI. Conclusion
This paper explores different methods of exchange rate predictability, which aim to control all bi-
ases created by common data properties in the regressors used, such as serial correlation in the
errors produced by overlapping observations, strong persistence and endogeneity. The first method
focused on the first issue through the imposition of NW and HH standard errors, concluding that,
even though not most of the economies have statistical evidence favoring a higher predictive power
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when considering larger horizons, it corresponded to the procedure that was able to achieve the
highest number of statistically significant prediction cases. The only problem associated with the
NW and HH standard errors was the biasedness that these inferences suffer from not considering
the presence of high persistence and endogeneity in the process. Bearing this in mind, the follow-
ing econometric experiments aimed at better overcoming the issues associated with the previous
inference. The Hjalmarsson statistic presented a reduced number of cases in which there was evi-
dence of long-horizon exchange rate predictability, a situation that could also be verified in the Xu
method. The latter was better at controlling the high persistence of the regressors and, this way,
inference suffered less from the data properties present.
Finally, the IVX procedure was performed, and this was the case in which the least number of
economies had statistics increasing in absolute value towards the critical value, as to achieve sig-
nificance. This experiment was the one that better overcame the biases created by all data problems
considered, by explicitly controlling the persistence of the variables. Considering that this method
was the best to account for all issues, it was the one used to achieve an unbiased quantile regres-
sion. By resorting to an IVX-filtering, the quantile regression was thereafter computed as to finally
achieve a better unbiased forecasting of exchange rates. The higher degree of predictability could
only be achieved in the multiple-predictor context, as the single-variable regression still presented
a low number of cases in which there was significance. From what can be observed, the multiple
variable regression clearly outperforms the mean-type approaches. Even when accounting for all
the data characteristics that could produce invalid inferences, the mean regressions end up having
a reduced predictive power over the variable in analysis. In terms of significance, the developing
economies present a uniform distribution of the significant coefficients, being strongly predominant
over the number of insignificant coefficients. Thereafter, the developed ones tend to exhibit a lower
ability to reject the null when compared to the later. The larger predictive power is, however, more
concentrated on the extreme quantiles - below the 30% and above the 70%.
In conclusion, even though this method was based on an in-sample analysis, an out-of-sample
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development of this procedure may be of a fundamental value not only for the financial markets
but also for future policies of central banks. In fact, this new method has shown to be better
at predicting long-horizon exchange rate returns when compared to procedures presented in past
literature. Additionally, it is easily manageable and applicable in different contexts. This way, an
out-of-sample analysis can be considered to be an interesting area of research to follow this one.
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Annex
Figure 2: NW/HH/Hjalmarsson/IVX statistics of the Euro Area and United Kingdom
26
Figure 3: NW/HH/Hjalmarsson/IVX statistics of Japan, Canada and India (IP and M1)
27
Figure 4: NW/HH/Hjalmarsson/IVX statistics of India (WTI), Brazil, Turkey and Poland (IP)
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R^2 Adjusted R^2 12 Months 24 Months 36 Months Unit-Root
EuroArea
IP 0,108 0,109 0,0306 0,0114 0,00070751 1,0006
M1 0,263 0,265 0,0676 0,0364 4,5156E-08 1,0063
WTI 0,502 0,507 0,168 0,1351 0,043 0,998
United Kingdom
IP 0,032 0,033 0,0854 0,0633 0,0499 1,0002
M1 0,067 0,068 0,00039703 0,0019 0,0197 1,0061
WTI 0,115 0,115 0,1148 0,1379 0,1027 0,9979
Japan
IP 0,05 0,051 0,0081 0,0161 0,0053 1,0002
M1 0,039 0,039 0,0185 0,057 0,0978 1,0043
WTI 0,09 0,091 0,0096 0,0093 0,0277 0,9981
Canada
IP 0,036 0,036 0,0961 0,0239 0,000062839 1,0013
M1 0,068 0,068 0,0079 0,0032 0,001 1,0062
WTI 0,136 0,137 0,3737 0,3978 0,4334 0,9981
India
IP 0,034 0,034 0,3014 0,4447 0,3629 1,0038
M1 0,051 0,051 0,0155 0,1599 0,1195 1,0104
WTI 0,027 0,027 0,1197 0,1335 0,0907 0,9977
Brazil
IP 0,018 0,018 0,2975 0,3552 0,3572 1,0002
M1 0,038 0,038 0,1067 0,165 0,1807 1,0052
WTI 0,065 0,066 0,2738 0,3332 0,3519 0,9979
Turkey
IP 0,411 0,414 0,194 0,1532 0,173 1,0033
M1 0,583 0,587 0,0014 0,000081094 0,0039 1,0131
WTI 0,693 0,697 0,2078 0,3174 0,3775 0,9977
Poland
IP 0,249 0,25 0,075 0,1217 0,1578 1,0038
M1 0,399 0,402 0,0614 0,0635 0,0479 1,0095
WTI 0,528 0,531 0,4116 0,3803 0,3305 0,9976
Mexico
IP 0,138 0,139 0,3296 0,1137 0,0189 1,0009
M1 0,143 0,144 0,02 0,0505 0,0713 1,009
WTI 0,166 0,167 0,1888 0,223 0,2295 0,9978
Table 6: Hjalmarsson Modification parameters (correlation between the residuals from the AR(1) and the residuals from the single-predictor regres-
























































































































































































































































































































































































































































































































































































































T_IM Test_Right Test_Left Test_Two
EuroArea
12 Months -1,3882 0 0 0
24 Months -1,4124 0 0 0
36 Months -1,4246 0 0 0
United Kingdom
12 Months -1,3828 0 0 0
24 Months -1,3991 0 0 0
36 Months -1,4104 0 0 0
Japan
12 Months 1,3065 0 0 0
24 Months 1,2981 0 0 0
36 Months 1,2869 0 0 0
Canada
12 Months 1,6538 0 0 0
24 Months 1,6988 0 0 0
36 Months 1,7369 0 0 0
India
12 Months 1,5794 0 0 0
24 Months 1,5874 0 0 0
36 Months 1,5851 0 0 0
Brazil
12 Months -0,6438 0 0 0
24 Months -0,6361 0 0 0
36 Months -0,6284 0 0 0
Turkey
12 Months -5,1671 0 1 1
24 Months -4,7231 0 1 1
36 Months -4,2647 0 1 1
Poland
12 Months -1,7345 0 1 0
24 Months -1,6709 0 1 0
36 Months -1,6086 0 0 0
Mexico
12 Months -1,5254 0 0 0
24 Months -1,4828 0 0 0
36 Months -1,4391 0 0 0
Table 8: Xu statistics for the WTI
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