The Common Object Request Broker Architecture (CORBA) provides several advantages over existing communication protocols (like remote procedure call or sockets) such as location, operating system and programming language transparencies. However the core of CORBA, the Object Request Broker (ORB), which is responsible for providing such transparency, has problems like messaging overhead and over-use of networking bandwidth. By default, a CORBA client application performs a remote invocation for every request. For many data intensive distributed applications, this default remote invocation of CORBA objects by clients is not acceptable as it would result in performance degradation. Caching enables clients to invoke operations locally on distributed objects instead of fetching them from remote servers.
The Common Object Request Broker Architecture (CORBA) provides several advantages over existing communication protocols (like remote procedure call or sockets) such as location, operating system and programming language transparencies. However the core of CORBA, the Object Request Broker (ORB), which is responsible for providing such transparency, has problems like messaging overhead and over-use of networking bandwidth. By default, a CORBA client application performs a remote invocation for every request. For many data intensive distributed applications, this default remote invocation of CORBA objects by clients is not acceptable as it would result in performance degradation. Caching enables clients to invoke operations locally on distributed objects instead of fetching them from remote servers.
Although caching has been substantially addressed in several areas (e.g. microprocessors, database systems [3, 4, 8] , network file server [2, 7] , web systems [9] ), very little work has been done in CORBA environments. CORBA systems have specific requirements for object caching, including functional requirements related to architecture, model considerations (distributed objects are semantic entities containing data and operations), and non-functional requirements (scalability, availability, and reliability).
Two issues need to be considered when designing a caching approach: (i) the design of an eviction technique (when the objects to be removed whenever the cache is full), and (ii) the design of a consistency technique (which will keep objects in the cache consistent with the server objects). This paper provides solutions to these two issues in the context of CORBA environments. An extension of the LRU algorithm, called enhanced LRU (LRU+), is proposed and is aimed at minimising the overall overhead by distribution of sorting process. This paper also presents a variation of optimistic two phase locking (O2PL) for consistency control, which does not require a lock at the client side by applying a per-process caching design. With the experiments we have performed in Orbix, we demonstrate that the proposed CORBA caching approach provides an important performance gain: caching with half buffer saves up to 45% of access time and the caching with full buffer saves up to 50% of access time.
The paper is organised as follows. The next section describes some of the existing approaches that dealing with the issues of cache replacement and data consistency and applies our approach in context. Section 2 discusses the proposed caching architecture, and Section 3 describes a suitable caching approach for CORBA environ-ments. Section 4 provides details about the implementation of the proposed algorithms. It also details a series of tests which demonstrate the performance gain when caching is used in CORBA applications. Finally, Section 5 presents our conclusion and outlines our future work.
Related Work
Much work has been done in the area of caching, particularly in the areas of microprocessors, database systems and World Wide Web. Here we briefly explain some of these caching techniques, more details can be found in [10] .
Cache Replacement
When a cache buffer is full, some data must be evicted. Which data need to be evicted remains an issue for the developers. There are several cache replacement algorithms that could be applied to the CORBA environment: LRU, LFU, and SIZE policy. The Least Recently Used (LRU) algorithm is probably the most widely used cache replacement algorithm for handling objects. This policy removes as many objects as required to obtain sufficient space for the newly accessed object [3] . This may involve one or many replacements. Each time an object is accessed, the object is promoted to the head of most frequently used chain and some actions need to be taken to keep track of the accessed data item. Since a sorted list is used, there is a cost to keep the objects in order. There are many variants of the LRU policy, such as LRU-K that models aging objects, LRU-MIN that includes size as part of removal scheme, and LRU-THOLD that incorporates threshold size [9] .
The Least Frequently Used (LFU) algorithm evicts objects which are accessed least frequently [3] . Each object is assigned with frequency access count. Objects are sorted in ascending order according to their frequency count. Eviction starts from object with the least frequency of access. Finally, in the SIZE policy, objects are removed based on their size, with the largest object removed first [9] . As for LRU algorithm, some techniques are required to keep the data size in order. If two objects have equal size, which is generally rare, then the order of removal is based on their last access time. One of the major limitation of this approach is to keep track of the object size as well as the access time. There is another variant of SIZE policy that uses ÐÓ ¾´Ë Þ µ, known as ÄÇ ¾´Ë Þ µ.
Caching Consistency Algorithms
Data in a server can be updated and this makes the cached objects inconsistent. Some techniques are used to control the cache consistency, such as the locking of objects, to avoid well know problems of "dirty read" and "lost update" [10] . Three locking techniques are discussed: Callback Locking, Server-based Two Phase Locking, and Optimistic Two Phase Locking.
The Callback Locking algorithm was proposed in the context of the Andrew file system to maintain the consistency of cached files [6] . A client must obtain a lock from the server before accessing a data page rather than at the commit time. The lock is retained even after a transaction is terminated. When a transaction accesses a cached object without a retained lock (i.e. client's first request or cache object has been evicted from cache buffer) or with the wrong lock (the transaction wants to update an object that has only a read lock), it will need to obtain a proper lock from the server. The server broadcasts a message to all clients that have incompatible locks on the object and requests them to release the locks [8] . In the Server Based Two Phase Locking the server's copy of each object (or page) is treated as the primary copy of that object. Client transactions must obtain the proper lock from the server before they are allowed to access a data item the same as the Callback Locking. A variant of this approach, called Caching 2PL (C2PL), is proposed and allows data to be cached at clients across transaction boundaries. Consistency is maintained using the "check-on-access" policy: when a transaction requests a read lock for a page that is cached at its client side, it sends the Log Sequence Number found on its copy of the page along with the lock request. The server responds to the lock request with the latest copy of the page along with the response, if it determines that the site's copy is no longer valid. Deadlocks in Caching 2PL are resolved by aborting the youngest transaction involved in the deadlock [4] .
The Optimistic Two Phase Locking (O2PL) schemes allow inter-transaction caching of data pages and an optimistic form of lock caching [4] . The O2PL algorithms defer the detection of con-flicts among locks cached at multiple sites until transaction commit time. Client updates are performed locally, but they are not permitted to migrate back to the server's buffer until the associated update transaction enters its commit phase. The client's read operation is executed locally as well, in case there is a cache miss (data not found in cache or data is invalid), the client requests the server to obtain the latest copy of the data. The server is responsible for keeping track of where pages are cached in the system. The client informs the server when it drop a page from its buffer pool by piggy-backing the information on the next message that it sends to the server. Thus, the server's data is conservative.
Our approach
SIZE policy gives equal priorities to objects with the same size, which is unrealistic. We believe that the SIZE approach is not useful in the context of CORBA environments. As for LFU policy, there is no fair-go for recently cached object to stay in the cache longer if they are just accessed. The LRU algorithm has a limitation when dealing with the update of objects in the middle of chain.
Based on the characteristic of cache replacement algorithms as shown in Table 1 , we have opted to use the LRU approach and extend it to include an appropriate data structure (e.g. double linked list) to improve some of the LRU limitations. The new approach is called Enhanced LRU (LRU+). LRU+ combines the idea of LRU with update admission. The LRU algorithm does the house-keeping associated with sorting the cached objects at eviction time, hence it is subject to the overhead of sorting. However, LRU+ migrates house keeping activities to the time when an object is updated or cache-hit by only moving that object to the end of list. In this way, the overall latency is reduced by performing house-keeping activities at update time.
We have compared three locking consistency protocols, as shown in Table 2 , and found that Caching 2PL always accesses the remote servers. Consequently, frequent remote access has significant impact on the overall system performance. Callback Locking retains locks even after a transaction terminates, which unnecessarily induces poor performance. We found that Optimistic 2PL to be the most appropriate consistency algorithm. It has a callback feature and it does not retain locks. However assigning locks in the client side, as is done by Optimistic 2PL, has the same drawbacks as the Callback Locking. We believe that the implementation of a lock manager in the client side is impractical. Therefore, in the context of CORBA environments, our aim is to design a new algorithm based on the optimistic 2PL with some enhanced features, including the use of perprocess design (i.e. each client has its own cache manager).
Architecture
This section describes the caching architecture and its model, and shows how each component communicate with each other. As illustrated in Figure 1 , the cache architecture has the following components: cache manager, evictor, servant manager, monitor and lock manager. The cache manager is responsible for deciding whether the client should perform local access or remote access. When a client makes a read request, the cache manager will contact the evictor. If the data is found and is valid, the cache manger will return the data to the client. All write requests are passed through to the server. The evictor is responsible for cache replacement. When the cache buffer is full, some cache data items need to be evicted. Initially, the evictor is empty, when a client first performs a read operation, it fetches data from server side and evictor is created. In the next read operation, the client will contact the cache manager. It is the task of the cache manager to contact evictor; and if the data is not found or invalid, it contacts the server for the data and put the latest data into evictor. The servant manager is responsible for coordinating the server resource and callback operation. When the client contacts the server for the first time, a cache manager is constructed on the client side. The servant manager is informed that a cache manager is created. If a client makes a write request, the servant manager will notify all the clients of the update and invalidate the data.
The role of the monitor is to control the consistency of objects. It is an independent process which monitors the operations accessing the server. An enhanced optimistic lock algorithm is embedded in the monitor. The lock manager locks the operation before accessing the server site's data. The operation is unlocked once it is completed. The design of lock manager is illustrated Figure 2 shows the interaction between each component of our caching architecture. The client first makes a read request that is handled by the caching manager. The caching manager contacts the evictor, and because the evictor is empty at the beginning of the process, the caching manager decides to contact the server for an object copy. The monitor intercepts a client request and acknowledges the lock manager to assign a lock for the operation. The lock manager first checks the operation and assigns the proper lock. Then the operation is passed to the server. 
Cache Design
This section provides details of the CORBA caching approach we discussed in the previous section. Generic algorithms, which deal with the issues of cache management, eviction, callback strategy, filtering and locking, are described.
Cache Management
The cache manager manages the client resources such as cache object and communicates with the evictor and the server objects. The simplified algorithm of the cache manager for the read and update operations are shown in Algorithms 1 and 2. 
Algorithm 1 Read

LRU+ Cache Replacement
As explained earlier, the evictor is based on the LRU+ algorithm, which is an extension of LRU to include a double linked list. When an object is dropped from the evictor, the client will not inform the server. If the next operation requires an object which is not available in the evictor, the client will contact the server to import the object. The LRU chain of operations in the evictor is stored as a double linked list. A hash table is constructed to quickly find objects. The hash function is based on string search with some improved features. One of these features is to convert the string value into integer and perform hash (n) searches to find the correct slot of an object. At the same time, the object key is retained as string format. If the object location is empty, it returns an empty location. In the case of conflicts, a linear search will be performed on the object. Figure 3 . whether this is valid or not) , the object value, the object access time, the link pointer to the previous object and the link pointer to the next object. The two links embedded within every object of the list is used for quickly removing the object from the list. Each object is treated as a CORBA::Any type because objects with different types cannot be linked together.
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Figure 3. Evictor Pattern
When an object is locked in the list, it may be located in the middle of the list. Because the list is implemented as a queue, a hash function is used to perform lookup. As shown in Figure 3 , if the key is found, the object's links with the previous and the next objects in the queue are removed. The object is then promoted to the tail of queue. When a new object arrives and the cache buffer is full, the first object in the queue will be removed, otherwise the new object is appended to the end of the queue. When the server wants to invalidate an object in the evictor and this object is not found in the queuer, then the evictor will simply ignore the server notice. If the object is found in the evictor, then the object will be invalidated.
Let us give more details on the example illustrated in Figure 3 . When a client refers to an object with key S6, a hash function is performed. If the data with key S6 is found, the object can be promoted to the top of the LRU chain immediately. In this case, the previous link (S3) and forward link (S4) are destroyed. A new link with the and the data S6 is added to the tail of the queue.
Locking and Filtering
The lock manager is a part of the monitor. It assigns locks to operations when they access server data. It also unlocks operations once they have finished processing the data. Because operations process the data quickly, there is no need to retain the lock on the cache. Our algorithm is a combination of Caching 2PL and O2PL, where each client does not have its own local lock manager, the lock manager is located on the server side. For a read operation, when the client accesses the local cache data, no locks will be required. If the cache data is not found in the cache buffer or the cache data is invalid, the client will need to make a remote access call to the server. The lock manager, which is implemented in the server, assigns a Log Sequence Number according to the operation. The lock manager will need to know the data used by operations. The process is different in write operation where the client always makes a remote call to update data in the server side (the primary data copy). In this way, the server does not need to wait for other clients, which are holding the data, to reply or send ready-to-commit request to it. This approach differs from O2PL in that the client updates are not performed locally, which will save a lot of message exchanges to confirm the lock. The server is responsible for keeping track of the object's location in the system.
Filters are used to intercept messages. They are generally used by developers to specify additional information about the execution of operations (e.g. code to be executed before or after the execution of an operation). There are two types of filters: per-process filters and per-object filters. A per-process filter allows control of all application and attribute calls leaving or entering a client's or server's address space, while the per-object filter only concerns individual objects. In our design, we use the per-process filter to implement our monitor.
To illustrate the design of the proposed filter, we will briefly describe some of its elements. As shown in Figure 4 , Filter class has ten methods to monitor transaction and reception of an operation. The operations outRequestPreMarshal, outRequestPostMarshal, inReplyPostMarshal and inReplyPreMarshal are in client's address space. The outRequestPreMarshal operations are used before the operation's parameters have been added to the request queue. outRequestPostMarshal is used after the operation's parameters have been added to the request queue. inRequestPreMarshal, inRequestPostMarshal, outReplyPreMarshal and outReplyPostMarshal are in server's address space. inRequestpreMarshal is used before the operation has been sent to the target object and before the operation's parameters have been removed from the request queue. inRequestPostMarshal is used before the operation sent to the target and after the operation's parameter has been removed from in-queue. The outReplyPreMarshal is used before the return value has been added to the out queue. outReplyPostMarshal is used after the return value and out parameter has been added to the out-queue. The other two methods outReplyFailure and inReplyFailure are used when there is an failure during the process. 
Implementation and Testing
This section shows how the proposed caching approach is implemented in Orbix, a system which is widely used for building scalable heterogeneous distributed applications. This section also describes the workload generator, testing and the results obtained.
Implementation Details
We considered a scenario of bank application with multiple read and update operations. A typical scenario involves an instance of bank creating account objects and registering all account instances to the server as client proxies are being created. The instance of the bank server notifies the client when an update occurs on the interest of that client. Notifications are done by invoking the appropriate interface's method defined in client proxy.
The caching manager inherits almost all the classes and is generated by the Orbix standard proxy factory class (AccountProxyFactoryClass). A single instance of the proxy factory class needs to be created if a user defined proxy (caching manager) is constructed. Orbix will communicate with the factory whenever it needs to create a proxy for an interface, in any of three events: 1) when a reference to an object of that interface (e.g. account) is passed back as out or inout parameter or a return type, or when a reference to a remote object enters an address space via an in parameter; 2) when the :: bind () function is called; 3) when the CORBA::Orbix.string to object () is called for that interface.
In our design, the inRequestPostMarshal and outReplyPreMarshal filter operations (see Figure 4 ) are used for locking and unlocking operations. We have implemented them by inheriting the super class Filter and rewriting the inRequestPostMarshal and outReplyPreMarshal methods so that they will perform appropriate functions.
The Lock Manager uses Sun Solaris OS's mutex to protect share data. The maximum share lock limit is 1000 different objects in our lock manager. The method WHICH LOCK is used to assign lock number to different function calls.
The class Server Manager inherits from the class Register, allowing the Server Manager to callback the clients. Callbacks happen only if one of the clients performs a write operation. This section focuses on he part of the Server Manager related to the write operation.
Workload Generation
We have studied workloads in databases, World Wide Web and distributed file systems. Although it is hard to generate a perfect workload, we designed our workload based on our initial assumption that the use of our proposed system is used in distributed applications. Therefore, the distributed file system workload seems to be the most suitable. The Princeton workload [1, 2] was selected for evaluation of the proposed caching approach implemented in our banking application. This workload has the following parameters: number of object invocations per client, inter-access times, object creation rate, temporal locality, access type and transfer data size. The number of object invocations per client, in the Princeton trace is 50000 objects (which will take up 16 hours). Due to the resource limitation in our OS system, a 1000 object invocation per-client is used. For the inter-access times, within some period, a request of client will be made. The interaccess times in the Princeton workload is one second. Since 1 second is too long for all the testing, we used 0.1 second in our workload. For the object creation rate, every time a request is generated, the request can be on the same existing object or a new object. The object creation rate decides how many new objects should be created. Ahmada et al. [1] suggests 0.5% for an object creation rate. This was found to be insufficient for evaluating our system. Blaze [2] suggests a 4.16% for a file creation rate. An object creation rate of 5% was chosen. Temporal locality suggests which object needs to be accessed in the previous generated object, however the access time previously used in [1] is too long. Based on the number of selected objects, we recalculate the figure as shown in Table 3 . For the access type, the access type determines the read and write operations of object. The read-write rate of 4:1 in [1] is selected for our workload generation. Finally, for data transfer size, we use the average data size of 16 KB in Toronto study [5] .
Percentage 1000 objects Chosen object accessed in the last n seconds 46.4% 3 53.4% 6 We implemented the workload generator. The inter-access rate decides the time stamp of an operation generated by event. Once the event is generated, the object creation rate is used to determine whether the new object should be created or an existing object accessed. In the case of accessing an existing object, the access type is generated by the access type rate read-write 4:1. Temporal locality is applied after it is decided whether to perform object access or object creation. The first object is created without determining its creation rate.
Testing and Result
Before the test experiment is setup, a buffer size test is performed. When the buffer size increases, the cache miss rate decreases. We define a full buffer size to be the point at which the miss rate cease to decrease with increasing buffer size. Fig-ure 5 shows the full buffer size for 1000 objects is 60 objects. We select the half of that size which has around 30 objects as our buffer size. We also tested the full buffer size situation. The experiment is conducted on Solaris 2.6. The available memory in server side is 250 MB. Each client has 30 objects and 60 objects buffer size separately. The maximum number of clients is 20. Current network bandwidth is 10 MB. As shown in Figure 6 , the performance of caching approach is obviously better than that of the no-caching approach for 1000 objects with average data size equal to 16 KB. Caching with half buffer size can save up to 45.5% of the access time, while caching using full buffer size can save up to 50% of the access time. A full buffer size caching only shows slightly better performance than it yields in the half buffer size caching. Both the half buffer caching and full buffer caching outperform the no-caching. This phenomena shows the efficiency of our hash table. Based on the results compiled in Figure 6 , we found out that when numbers of clients increases to 20, the no-caching approach causes exhaustive invocations on the server side and the server becomes saturated and crashes when it reaches its memory limit of 250MB. On the other hand, the caching test did not reach the memory limit in the same situation. This happens as lot of read requests are handled on the client side. This proves our previous statement that caching reduce network congestion.
The problem of server crashing in the nocaching test, we believe to be a symptom of memory limitation. More testing is being conducted to measure performance when the number of object invocations per-client increases or decreases. 500 object invocations per-client and 1500 object invocations per-client tests are performed in our experiment. A new temporal locality for each 500 objects and 1500 objects are recalculated separately. The full buffer size and half buffer size the same as in Figure 6 , which is 60 objects and 30 objects separately. Based on the results depicted in Figures 7 and 8 , we found that caching approach definitely outperforms the no-caching approach, as a lot of client requests are performed locally if the object is cached in client side. Only when the object is not found in client side or the object is invalidated, will the client perform a remote request. This contrasts with the no-caching approach which causes more network congestion as the number of objects increases. For 1500 object invocations per-client, the no-caching test crashes the server when the number of clients is equal to 5. By monitoring our testing process, we found out that the server reaches the current memory limit. caching is always better than half buffer caching, because full buffer caching has less or no eviction. The probability that the object can be fetched from cache, in full buffer size caching, is higher than for half buffer size caching, as full buffer size caching has more available space for objects.
The result is affected by the workload as well. In our implementation of evictor, if the object is referred frequently, then the object can be fetched quickly since it is alway at the tail of the queue. No further operation is needed. Another reason is that half buffer (30 objects) and full buffer (60 objects) in 500 objects invocation per client allows more space. As as a result, the 500 object invocation has less access time than that of the 1000 objects and 1500 objects.
Conclusion
In this paper, we have reviewed some of the important caching approaches. We then proposed an appropriate eviction algorithm for CORBA caching and suggested LRU+ algorithm to include a double linked list and a hash table. When an object is referred in the middle of the queue, the object can be removed quickly from the queue. We also examined the consistency algorithm based on locking mechanisms and propose a variation of Optimistic 2PL. In this algorithm, clients are not required to get or retain a lock, while at the same time, objects remain consistent by using a per-process design.
Our future work consists of implementing the proposed caching approach in several other ORBs (e.g. OmniORB, TAO, and Visibroker) to contribute to an ORB vendor independent approach using standard inceptor. We also plan to further study the caching issue and try to make the network caches in local area network work together as cooperative clusters.
