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Abstract
Hybrid Reynolds-Average Navier-Stokes (RANS)-Large-Eddy Simulations (LES) tech-
niques are now seen by the aeronautical industry as the most promising turbulence-
resolving approaches for complex high-Reynolds-number turbulent flows with regard to
cost and accuracy. However, connecting RANS and LES simulated flows is a challenging
task and needs special attention in order to increase simulation robustness and accuracy.
This thesis presents a new low-Reynolds-number 𝑘 − 𝜔 based zonal hybrid RANS-LES
turbulence model with which novel interface methodologies for connecting RANS and LES
regions are explored. The emphasis of the work reported in the thesis is on RANS-LES
interface techniques for grey-area mitigation and reduction of log-layer mismatch since
these are the two most important issues to resolve in hybrid RANS-LES modeling in
order to meet industry requirements for robustness and accuracy.
The proposed hybrid RANS-LES model was applied to Decaying Homogeneous Isotropic
Turbulence (DHIT) and channel flow for calibration purposes. It was concluded from the
simulations of fully developed channel flow that a wall distance based LES length scale
was superior in reducing the log-layer mismatch compared to other LES length scales
discussed in the literature.
It was shown from simulations of spatially developing boundary layer flow and flow
over a wall-mounted hump that a RANS-LES interface technique combining commutation
terms, introduced in the 𝑘 and 𝜔 equations to reduce the turbulent viscosity, and synthetic
turbulent fluctuations substantially mitigates the grey area as compared to commonly
used RANS-LES interface methods and gives results that are in good agreement with
experimental data.
In simulations of a plane mixing layer flow, commutation terms were introduced in the
𝑘, 𝜔 and momentum equations in order to represent the transfer of energy between modeled
and resolved turbulent scales at the wall-normal RANS-LES interface, located at the
trailing edge of the flat plate. It was found that the commutation terms in the momentum
equations are able to trigger the equations to resolve turbulence, thus mitigating the
RANS-to-LES transition region and improving the prediction of the resolved turbulent
stresses. These were in good agreement with experimental data.
Moreover, the proposed hybrid RANS-LES model has been successfully used to simulate
a transonic flow in a rectangular duct with shock-induced corner flow separations.
Keywords: Hybrid RANS-LES, zonal RANS-LES, embedded LES, RANS-LES interfaces,
grey-area mitigation, log-layer mismatch, LES, LES length scale, aeronautics
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Part I
Extended Summary
The work presented in this thesis takes an aeronautical perspective. The simulated flows,
chosen to demonstrate the proposed simulation techniques, are essential to improving the
physical modeling of flows in aeronautical applications. The proposed modeling techniques
have been demonstrated mostly for incompressible flows using an incompressible flow
solver. However, as future work, the methods developed are planned to be implemented
into the compressible flow solver Edge and applied to aeronautical applications.
The scope of this thesis is the development of a low-Reynolds-number 𝑘−𝜔 based zonal
hybrid RANS-LES method and novel RANS-LES interface methodologies for grey-area
mitigation and reduction of the log-layer mismatch. Attention is paid to the two latter
issues since these are the most important to resolve in hybrid RANS-LES modeling in
order to meet industry requirement for robustness and accuracy.
The development of the proposed hybrid RANS-LES method is motivated by the
outcome of paper A. It was concluded in the work reported that enhanced hybrid RANS-
LES modeling was needed to improve the prediction of the analyzed shock/boundary-layer
interaction flow. In paper B, the proposed zonal hybrid RANS-LES model is outlined,
calibrated and validated in Decaying Homogeneous Isotropic Turbulence (DHIT) and
simulations of channel flow. In paper C, the proposed model is applied to the compressible
shock/boundary-layer interaction flow that was analyzed in paper A. The proposed model
was applied in papers D to F to a wider range of flows with a focus on hybrid RANS-LES
modeling techniques for reduction of the log-layer mismatch and the grey area.
The thesis is organized as follows. An introduction is given below to turbulent flows and
how turbulent flows can be simulated. The emphasis is on hybrid RANS-LES modeling.
The numerical methods used in this thesis are presented in chapter 2. The proposed
hybrid RANS-LES model is presented in chapter 3, as is the proposed RANS-LES interface
methodologies for grey-area mitigation and reduction of the log-layer mismatch. Chapter
4 discusses the flow cases used for calibration and validation of the proposed model.
The appended papers are summarized and commented in chapter 5. Finally, chapter 6
summarizes the outcomes of the thesis work and gives some concluding remarks.
1 Introduction
This chapter introduces turbulent flows. Common simulation techniques for turbulent
flows are presented with an emphasis on hybrid RANS-LES modeling, which is the primary
topic of this thesis. The chapter is concluded with a section in which the motivation for
this thesis work is given.
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1.1 Turbulent flows
Almost all engineering flows and the flows around us are turbulent. Turbulent flows you
meet in daily life are e.g. the flow in the creek you pass when you go to work, the air
stream around you when you ride your bike and the rotational flow you induce in your cup
when you mix the coffee and milk with your spoon at breakfast. Examples of turbulent
flows associated with technical applications are e.g. flows around cars and aircraft, flows
in pipes and ventilation systems.
Fluid flows can be categorized as laminar or turbulent. In order to distinguish between
laminar and turbulent flows, we use one of the most essential numbers in fluid mechanics,
the so-called Reynolds number.
𝑅𝑒 =
𝜌𝑉 𝐿
𝜇
(1.1)
where 𝑉 is a characteristic velocity scale, 𝐿 is a characteristic length scale, 𝜌 is the fluid
density and 𝜇 is the fluid kinematic viscosity. The Reynolds number should be interpreted
as the ratio of inertial forces to the viscous forces. For turbulent flows, the inertial forces
are much larger than the viscous forces.
At which Reynolds number a flow is considered as turbulent depends on the application
and how the characteristic velocity and length scales are chosen. For example, in pipe flow,
the flow is considered turbulent when 𝑅𝑒𝐷 = 𝜌𝑈𝑏𝑢𝑙𝑘𝐷/𝜇 > 2300, where 𝑈𝑏𝑢𝑙𝑘 and 𝐷 are
the bulk velocity and the pipe diameter, respectively. For a zero-pressure-gradient flat-plate
boundary-layer flow, the flow is considered turbulent when 𝑅𝑒𝑥 = 𝜌𝑈∞𝐿𝑥/𝜇 > 500.0000,
where 𝐿𝑥 is the streamwise location on the plate and 𝑈∞ is the free stream velocity.
The Reynolds number is used to indicate whether a flow is turbulent, but there is
no specific definition of a turbulent flow. Nevertheless, a turbulent flow has certain
characteristics.
Looking at a turbulent flow, e.g. the steam coming from the tea pot, it can be seen that
it looks chaotic, irregular and three dimensional. The turbulent eddies are unsteady as
they change in time. However, the turbulence is deterministic and can be mathematically
described by the Navier-Stokes equations. It can also be observed that the smallest
turbulent eddies are much larger than the fluid molecules and that the large turbulent
eddies break down into smaller turbulent eddies and eventually dissipates (into heat).
This process is called the cascade process and is shown in Fig. 1.1.
The cascade process means that the largest and most energy containing eddies repre-
sented by I in Fig. 1.1, which extract energy from the mean flow, will continuously break
down to smaller eddies. The breakdown of larger eddies to smaller eddies continues until
the size of the eddies reaches the Kolmogorov scale in the so-called dissipative region,
represented by III in Fig. 1.1. The eddies in the dissipative region are small so that
the viscous forces (stresses) kills the eddies and the kinetic energy of the small eddies
are transferred to internal energy (heat). From the cascade process it is shown that the
turbulence consumes energy. Hence, the turbulence has to be fed by energy from the
mean flow field in order to be sustained.
Region II in Fig. 1.1, the inertial subrange, can be seen as a transfer region in wave
number space between region I, with the energy-containing eddies, and region III, where
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Figure 1.1: Spectrum of turbulent kinetic energy. I: Range for the largest turbulent eddies,
II: Inertial subrange and III: Dissipative range, the smallest turbulent eddies. 𝐸 is the
energy per wave number and 𝜅 is the wave number.
the eddies dissipate into internal energy. The eddies in the inertial subrange region are
independent of the eddies in regions I and III. Moreover, the difference in spatial and
temporal scales between regions I and III is dependent on the Reynolds number. The
larger the Reynolds number, the larger difference between the scales in the two regions.
Thus, as the eddies in region II are independent of the eddies in regions I and III, the
wave number range in the inertial subrange increases with an increased Reynolds number.
It should also be noted that the turbulence in the inertial subrange (II) and the
dissipative region (III) is isotropic, which means that it has no preferred direction, i.e.
𝑢′2 = 𝑣′2 = 𝑤′2 and 𝑢′𝑣′ = 𝑢′𝑤′ = 𝑣′𝑤′ = 0.
Even though the cascade process assumes large eddies break down into smaller eddies,
it should be mentioned that a parallel, but usually much smaller, process is present
where smaller eddies merge to larger eddies, so-called backscatter. Moreover, it should be
mentioned that the transfer of kinetic energy to internal energy not only takes place for
the dissipative scales. A small amount of kinetic energy is also transferred from the large
scale eddies, present in region I, to internal energy. In the cascade process, this energy
transfer is assumed to be zero.
Turbulence acts as a diffusive source in the flow and contributes to increased mixing.
For example, two temperature streams will mix more rapidly in a field with strong
turbulence than in a field with a lower level of turbulence. The turbulence itself is also
diffusive, which means that regions of strong turbulence will spread to regions with a
lower level of turbulence.
To summarize the characteristics of a turbulent flow, the following keywords are
commonly used [1]: irregularity, three-dimensional, diffusive, large Reynolds numbers,
dissipative and continuum.
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1.2 Simulation of turbulent flows
A mathematical description of a flow is given by the Navier-Stokes equations. The
local flow properties of complex flows can be determined by descritizing and solving the
Navier-Stokes equations using numerical methods.
In Direct Numerical Simulations (DNS) of turbulent flows, i.e. numerically solving
the Navier-Stokes equations without any modeling assumptions, the spatial and temporal
discretization of the flow being analyzed must be adapted so that the full range of the
spatial and the temporal scales present in the turbulent flow is resolved, as shown in
Fig. 1.2. The spatial resolution needed in DNS is determined by the Kolmogorov length
scale present in region III in Fig. 1.1. Furthermore, the time step needed is determined
by the Kolmogorov time scale. Determined by the Kolmogorov length, time and velocity
scales, the Courant-Friedrichs-Lewy (CFL) number is 1. Due to the fine grids and small
time steps needed, DNS is applicable only to simple fundamental flows such as channel
flow [2] and boundary layer flow [3] at low Reynolds numbers.
Figure 1.2: Spectrum for turbulent kinetic energy overlaid by turbulence modeling
techniques with ranges of resolved and modeled turbulence. Horizontal dashed grey lines:
modeled turbulence; solid black lines: resolved turbulence.
To make simulations of complex high Reynolds-number flows possible, filters are
applied to the Navier-Stokes equations to reduce the spatial and temporal resolution
requirements needed for DNS. The application of filters gives rise to more unknowns than
the number of equations that are available, creating the so-called closure problem. These
unknowns correspond to the Reynolds stress tensor that must be modeled in order to
close the equation system. The models used to represent the Reynolds stress tensor are
the so-called turbulence models.
Different turbulence modeling approaches are given in Table 1.1 and are presented
together with the energy spectrum for turbulent kinetic energy in Fig. 1.2. The modeling
approaches span from Reynolds-Average Navier-Stokes (RANS), where all turbulent scales
are modeled based on mean flow quantities, to Large-Eddy Simulation (LES), where the
large scale turbulence is resolved and only the turbulent scales smaller than the local grid
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size (subgrid scales (SGS)) are modeled.
Table 1.1: Turbulence modeling techniques, based on [4].
Simulation
technique
Turbulence
resolving
Industrial
readiness
RANS No Yes
URANS Yes1 Yes
HRLM Yes Limited
LES Yes Limited
DNS Yes No
1Only the very large turbulent scales are resolved.
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RANS is based on mean flow quantities and considers the flow field to be steady state.
However, unsteady RANS (URANS), i.e. RANS equations in which the transient term
is retained, have the ability to resolve the largest scales of a turbulent flow, e.g. that
which are caused by time dependent boundary conditions or statistically unsteady vortex
shedding. The time step needed for URANS simulations is determined by low frequency
phenomena and should be much larger than the turbulent time scales, which are taken
care of by the turbulence model. Theoretically, in URANS simulations, the time scales of
the resolved large scale turbulence should be clearly separated from the time scales of
the modeled turbulence, namely the so-called scale separation. The assumption is rarely
fulfilled, however.
In LES, spatial filtering is used to separate the resolved turbulence from its modeled
counterpart. A flow quantity is thereby decomposed into a resolved part and an unresolved
part. The amount of resolved turbulence is determined by the filter width. For finite-
volume discretization codes, which are used in this thesis, the filter width is the same
as the local cell size, i.e. a box filter (implicit filtering). For accurate LES predictions,
the filter width should be chosen so that the cut-off wave number (𝜅𝑐) is located in the
inertial sub-range, i.e. in the energy spectrum where the turbulence is said to be isotropic
and exhibits a −5/3-decay. Thus, for wave numbers smaller than 𝜅𝑐, the turbulence is
resolved, and for larger wave numbers, the turbulence is modeled. Since LES resolves the
large-scale turbulence (note that the smallest scales resolved with LES are much smaller
than those scales resolved with URANS as seen in Fig. 1.2), the size of the grid cells must
not be larger than the size of the eddies to be resolved. The time step must be small
enough to be able to resolve the frequency of the turbulent fluctuations that are to be
resolved. Hence, a much finer grid and a smaller time step is needed for LES than for
URANS simulations.
It is important to note that, since the range of the scales in the inertial subrange
(region II in Fig. 1.1) increases with an increased Reynolds number, as explained in
Section 1.1, the spatial and temporal resolution for LES also needs to be increased. This
is the bottleneck of LES, it becomes computational very costly at high Reynolds numbers.
The largest eddies are the most energy-containing eddies that feed the cascade process
with the turbulent kinetic energy extracted from the mean flow, as described in Section 1.1.
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An accurate prediction of these large eddies is therefore essential to successfully simulate
turbulent flows.
The largest turbulent scales in the energy spectrum are not isotropic. These turbulent
scales are resolved with LES but are modeled based on mean flow properties with RANS.
Moreover, the largest turbulent scales are strongly dependent on the source of origin. In
the case of a geometrically induced flow separation, the eddy size is related to the size of
the geometry causing the separation, e.g. the height of a backward facing step. For an
attached boundary layer, the eddy size is proportional to the distance from the wall.
The more turbulent energy the modeling approach is able to resolve, the better ability
it has to predict non-equilibrium flows and thus to adapt to a specific flow situation, as
shown in Table 1.1.
Since RANS/URANS models are based on mean flow quantities, they need to be tuned
to give accurate predictions for specific flow situations. This means essentially that RANS
models are tuned to give a Reynolds stress tensor, based on mean flow quantities, that
matches a specific flow situation. If the flow situation does not match the flow situation
for which the RANS model is tuned, the model will most likely give a poor prediction of
the flow. Typically, RANS models fail to give accurate predictions of non-equilibrium
flows, such as massively separated flows where the large-scale turbulence is induced by a
complex geometry.
Hence, taking the step from RANS to LES, the ability to accurately predict a wider
range of flows, separated as well as attached flows, is much increased since LES resolves
the large scale turbulence. On the other hand, the computational cost for applying LES
to wall bounded flows at high Reynolds numbers is tremendously high as stated by e.g.
Spalart [4, 5], due to the required spatial and temporal resolution, and will not be possible
to use for industrial applications within the next decades.
To overcome the computational cost associated with LES simulations of wall bounded
flows, many researchers have proposed turbulence modeling approaches in the recent
decades where URANS and LES are combined, so called hybrid RANS-LES model-
ing1(HRLM), see e.g. [6–12]. Generally, unsteady RANS is applied in the near-wall region
and LES is applied in the off-wall region and in regions of separated flow. Thus, the
strength of the RANS models to accurately predict attached flows at a low computational
cost is combined with the strength of LES to predict the non-equilibrium separated flows
in regions where the turbulent scales are much larger than in the near-wall region. Hybrid
RANS-LES modeling is the focus in this thesis.
1.3 Hybrid RANS-LES modeling
Since the time that Spalart et al. [6] presented the Detached-Eddy Simulation (DES)
concept in 1997, extensive research effort has been dedicated to the development of hybrid
RANS-LES methods. Two main categories of HRLM have developed: non-zonal methods
and zonal methods.
1 Even though the turbulence modeling category is called hybrid RANS-LES, RANS in this con-
text implicitly means unsteady RANS (URANS). However, hybrid RANS-LES is a well established
nomenclature and will therefore be used throughout this thesis.
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This section will give an introduction to hybrid RANS-LES modeling. First, non-zonal
and zonal RANS-LES modeling approaches will be schematically described as well as
typical shortcomings related to simulations where RANS and LES are combined. In
the next subsections, an introduction is given to non-zonal methods and zonal methods
including a brief review of different methods for applying turbulent fluctuation at LES
inflow boundaries and RANS-LES interfaces. Finally, subgrid-scale modeling methods for
grey-area mitigation are presented.
The most common and relatively mature hybrid RANS-LES methods use an explicit
RANS-LES interface between the two modeling types, as in DES. However, during the
past decade, a number of seamless hybrid RANS-LES methods have been proposed, for
example Partially-Average Navier-Stokes (PANS, see e.g. [13]) and Partially-Integrated
Transport Method (PITM, see e.g. [14]). These methods are seamless in the sense that
no explicit RANS-LES interface is present to distinguish between RANS and LES modes.
Both approaches are based on RANS models, which are modified to adapt to a scale
resolving model, i.e. LES-like behaviour, where the turbulent fluctuations are strong
and the grid resolution supports resolved turbulence. Otherwise the turbulent scales are
modeled. Another example of turbulence-resolving modeling involving RANS and LES
behaviour without any explicit interfaces is the Scale-Adaptive Simulation model (SAS,
see e.g. [15]), which should be seen as an URANS model with scale-resolving capability.
This thesis is concentrated to hybrid RANS-LES methods with an explicit RANS-LES
interface.
In non-zonal methods, RANS is applied near solid walls in order to relax the resolution
requirement in the near-wall region, compared to LES, and LES is applied in off-wall
regions as well as in regions of separated flow, as shown in Fig 1.3. These methods
automatically switch from RANS to LES based on a comparison between the local RANS
and LES length scales. In general, the hybrid RANS-LES model simulates the flow using
RANS if the local RANS length scale is smaller than the local LES length scale. Otherwise
the flow is simulated using LES.
Figure 1.3: Schematic of non-zonal hybrid RANS-LES. Flat plate at high incidence. The
attached boundary layer on the pressure side of the flat plate is modeled with RANS. The
off-wall flow region and the separated flow is modeled with LES.
Even though hybrid RANS-LES simulations are computationally much less expensive
than LES simulations, hybrid RANS-LES are order of magnitudes more costly compared
7
to RANS simulations, which are used as common praxis in the aeronautical industry
today. With zonal hybrid RANS-LES approaches, where prescribed LES regions are
embedded in a surrounding RANS region and applied only to specific regions of interest,
e.g. regions of separated flow, it is possible to further reduce the computational costs
compared to non-zonal HRLM. A schematic of a zonal approach, referred to as embedded
LES, is presented in Fig. 1.4.
Figure 1.4: Schematic of RANS and LES regions in zonal hybrid RANS-LES (embedded
LES) with wall-normal and wall-parallel RANS-LES interfaces indicated.
In non-zonal hybrid RANS-LES methods, the same basic transport equations for
the turbulent quantities are often used in the RANS and LES regions. The turbulence-
resolving LES mode of non-zonal hybrid RANS-LES methods is given by length-scale
substitutions in the background RANS model, i.e. the RANS length scale is changed
to a LES length scale based on the local grid size in suitable terms in the transport
equation(s) for the turbulent quantities, see Section 1.3.2. This method is also used in
zonal approaches. However, it is not unusual in zonal HRLM that different turbulence
models are used in the RANS and LES regions, e.g. a 𝑘 − 𝜔 turbulence model can be
applied in the RANS region while an algebraic subgrid scale model is applied in the LES
region.
It should be noted that, in the case the same basic transport equations are used in
both RANS and LES regions, the turbulent quantities represent RANS levels in the
RANS region and subgrid-scale levels in the LES region. For example, when a transport
equation for turbulent kinetic energy is used in both regions, the turbulent kinetic energy
represented in the RANS region is much larger than in the LES regions since only the
subgrid-scale turbulent kinetic energy is modeled in LES.
1.3.1 Shortcomings in hybrid RANS-LES modeling
Across a RANS-to-LES interface, the hybrid RANS-LES model changes the modeling
mode from RANS to LES. In other words, the modeling is switched from a non-turbulence-
resolving method to a turbulence-resolving method.
Consider a RANS-LES interface where the main flow direction is across the interface
from RANS to LES. Even though, the modeling mode is switched instantly across a single
grid plane, the resolved turbulent stresses are not instantly fully developed. A certain
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transition region downstream of the RANS-LES interface is needed for the LES simulated
flow to establish fully developed resolved turbulent stresses. This transition region is the
so-called ”grey area”, as mentioned by Spalart et al. when they proposed DES [6], and
grey-area mitigation is thus ways to shorten the length needed to reach fully developed
LES flow.
There are two reasons for the grey area to occur. First, in the RANS simulated flow,
there are no or only weak natural instabilities that represent turbulent fluctuations and
resolved turbulent stresses. These instabilities have to be developed in the LES region over
a certain distance. Second, the turbulent viscosity from the RANS region, which is higher
than in LES, is convected into the LES region across the interface. Hence, even though
the RANS mode is switched over the interface to LES and the turbulent viscosity on the
LES side becomes a modeled turbulent subgrid scale property, the turbulent viscosity is
higher in the LES region near the interface than if the whole flow had been simulated
using pure LES. The actual turbulent viscosity near the interface on the LES side of the
interface is thus a heritage from the RANS region and its high level will act to damp the
development of resolved turbulent stresses in the LES region.
It should be noted that, for flows where no or only weak natural fluctuations are
present (e.g. attached boundary layer flows or free mixing layer flows), the grey area can
be much more pronounced than in flows where strong natural fluctuations are present (e.g.
large-scale separation flows) since the strong natural fluctuations trigger the equations
to resolve the turbulence even though a high turbulent viscosity is convected from the
RANS region.
In hybrid RANS-LES modeling, if the RANS mode is switched to LES inside the
boundary layer, the grey area gives rise to the phenomenon known as log-layer mismatch.
It means that the LES predicted velocity profile does not match the RANS predicted
velocity profile due to the mismatch in the predicted turbulent stresses on each side of
the RANS-LES interface. The mismatch is due to the rapid reduction of the turbulent
viscosity across the RANS-LES interface and an under-prediction of the resolved stresses
on the LES side of the interface. As a result of the log-layer mismatch, the skin friction is
almost always under-predicted.
Different strategies are commonly used to remedy the grey area and the log-layer
mismatch. Either turbulent fluctuations can be added at the inlet or onto the embedded
wall-normal RANS-LES interface to overcome the grey-area caused by the absence of
resolved turbulence in the RANS region. Methods to achieve a rapid reduction of the
turbulent viscosity on the LES side of the interface can also be applied. Sometimes, a
combination of the methods mentioned is used.
1.3.2 Formulation of hybrid RANS-LES methods
In the original DES model [6], which is based on the Spalart-Allmaras (SA) one-equation
turbulence model, the destruction term in the transport equation for the turbulent
viscosity is modified. In this term, the RANS length scale, namely the wall distance 𝑑, is
present. When the LES mode is applied in DES, the wall distance is changed to the LES
length scale based on the local grid size. Since the LES length scale is smaller than the
RANS length scale in the LES region, the destruction term takes larger values. Hence,
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the turbulent viscosity is reduced in the LES region and the momentum equations start
to resolve the turbulence.
For the SA model, the destruction term is the only possible term where a length scale
substitution can take place. However, for some turbulence models, alternative length
scale substitutions are possible since the turbulent length scale can be present in more
than one term in the background RANS model.
Yan et al. [16] explored different alternatives for modifications to the 𝑘 − 𝜔 model
by Wilcox [17]. Three different formulations were explored. First, the length scale
substitution was applied only to the dissipation term in the equation for the turbulent
kinetic energy. The second was as the first case, but, in addition, the turbulent viscosity
was manipulated to explicitly include the length scale. Third, the length scale substitution
was only applied to the turbulent viscosity.
It was highlighted in the study that there is possibility for the model, in its LES
formulation, to reduce to a Smagorinsky model [18]. This means that, under local
equilibrium conditions, i.e. when the production balances the dissipation, the turbulent
viscosity can be expressed as 𝜈𝑡 = (𝐶Δ)
2 |𝑆|, where 𝐶 is a constant (often called 𝐶𝐷𝐸𝑆 in
DES type models), calibrated in Decaying Homogeneous Isotropic Turbulence (DHIT, see
below), Δ is the filter width and |𝑆| = (2𝑆𝑖𝑗𝑆𝑖𝑗)
0.5
, where 𝑆𝑖𝑗 is the strain rate tensor.
In formulation one, where both 𝑘 and 𝜔 equations are involved through the turbulent
viscosity, local equilibrium must be satisfied in both equations simultaneously. This is not
possible in RANS mode, but possible in LES mode due to the length scale substitution.
This is shown in Section 3.1.2. This formulation is used in e.g. DES based on Menter’s
Shear-Stress-Transport 𝑘 − 𝜔 model by Strelets [19]. This formulation is also used in the
hybrid RANS-LES model developed in thesis.
Looking at the length scale substitution, where only the turbulent viscosity is involved
(the third formulation), this formulation cannot re-create a Smagorinsky-like turbulent
viscosity since production and dissipation/destruction do not balance in the 𝑘 and 𝜔
equations simultaneously. For the second formulation, which reduces to a one-equation
model for the subgrid-scale turbulent kinetic energy, it is straight forward to show that this
model can be expressed in terms of a Smagorinsky turbulent viscosity. This formulation
is used e.g. in X-LES by Kok et al. [8]. Even though all three formulations cannot reduce
to a Smagorinsky-like turbulent viscosity, all three formulations give similar results for
the computed test case, a NACA0012 profile at a 60-degree angle of attack.
Calibration of 𝐶𝐷𝐸𝑆, which was done using DHIT, gave quite different results for the
different formulations. The lowest value was achieved for the formulation only involving
the dissipation term, and the highest value was given for the case where the length scale
substitution was applied to both the dissipation term and the turbulent viscosity. The
𝐶𝐷𝐸𝑆 values were in the range of 0.70 − 0.95. The authors interpreted the differences
in 𝐶𝐷𝐸𝑆 values as an indication of the inherent dissipation of the turbulence model
formulation, i.e. dissipation of turbulence. A low value of 𝐶𝐷𝐸𝑆 indicates a higher
inherent dissipation compared to a formulation given a high 𝐶𝐷𝐸𝑆 value. Moreover, the
authors linked the level of inherent dissipation to the term to which the length-scale
modification has been applied. Applying the LES length scale only to the dissipation
term in the 𝑘-equation, i.e. giving the lowest 𝐶𝐷𝐸𝑆 value and the highest inherent model
dissipation, only the right part of the energy spectrum is affected, i.e. region III in
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Fig. 1.1. Hence, this change affects the dissipation of turbulence from kinetic energy to
heat through the molecular viscosity. As a secondary effect, the subgrid-scale turbulent
kinetic energy is decreased, which in turn leads to a lower level of turbulent viscosity. In
contrast, when both the destruction term in the 𝑘-equation and the turbulent viscosity
are changed, the generation of the subgrid-scale turbulent kinetic energy is cut-off at
the source since the turbulent viscosity is used to compute the turbulent stresses in the
production term. This in turn, gives a more rapid effect on the reduction of turbulent
viscosity compared to when only the dissipation term is changed. The authors concluded
that the production and destruction terms can be described as having a strong and weak
effect, respectively, on the turbulent dissipation.
It can be concluded from the work referred to that different length scale substitutions
are possible when formulating the turbulence-resolving mode of hybrid RANS-LES models
and that the models can be based on different underlying RANS models. Moreover, the
reference work concludes that numerical tests, such as DHIT, are preferable to analytic
derivations, which can give contradictory values of 𝐶𝐷𝐸𝑆, in order to determine 𝐶𝐷𝐸𝑆.
Since the 𝐶𝐷𝐸𝑆 value is dependent on the discretization scheme used in the solver and
the inherent numerical dissipation, its value is, to some extent, dependent on the code in
which the hybrid RANS-LES model is implemented.
Non-zonal methods
The original DES formulation by Spalart et al. [6], based on the Spalart-Allmaras one
equation model [20] (SA), switches from RANS to LES by taking the local minimum of
the turbulent length scale of the SA model, the wall distance, 𝑑, the LES length scale
that is used, and the maximum length of the local cell size, Δ𝑚𝑎𝑥 (see Eq. 3.20). Later,
Strelets [19] proposed DES based on Menter’s SST 𝑘 − 𝜔 model [21] (MSST), where
the turbulent RANS length scale is based on 𝑘 and 𝜔, 𝑙𝑡𝑢𝑟𝑏 = 𝑘
1/2/ (𝛽∗𝜔). Contrary to
DES based on the SA model, where 𝑙𝑅𝐴𝑁𝑆 = 𝑑, the RANS length scale in DES based
on the MSST model is based on 𝑘 and 𝜔, the RANS-LES switch in MSST-based DES is
dependent on the flow field and not only the grid.
In the original DES formulation, the RANS-LES interface location is determined by
the grid. With a drastic grid refinement in the streamwise and/or spanwise directions,
e.g. to resolve a trailing edge separation on an aircraft wing or a shock-induced boundary
layer separation, DES gives an undesirable switch from RANS to LES inside the boundary
layer if Δ𝑚𝑎𝑥 < 𝛿𝐵𝐿, where 𝛿𝐵𝐿 is the boundary layer thickness. This leads to a reduction
of the turbulent viscosity in the LES region, and often to a local under-prediction of the
LES-resolved turbulent stresses, since the grid is not fine enough to support resolved
velocity fluctuations and the near wall URANS region does not provide the LES region
with any (or only weak) turbulent fluctuations. This modeling issue is commonly called
Modeled Stress Depletion (MSD) [11], which in the worst case can lead to what is known
as Grid Induced Separation (GIS) [22] due to the unphysical reduction of the turbulent
stresses.
To prevent LES from penetrating into the boundary layer, and thus avoid MSD and
GIS, Menter and Kuntz [22] proposed the use of a shielding function based on either
of the 𝐹1 or 𝐹2 blending functions used in MSST. Later, Spalart et al. [11] proposed
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Delayed DES (DDES) with a generalized shielding function, 𝑓𝑑, which does not rely on
any specific background RANS model but only requires the use of a turbulent viscosity.
Both methods effectively prevent LES content from entraining into the boundary layer
and thus safely model the boundary layer with RANS.
In flows such as shallow flow separations, there is a strong coupling between the
incoming boundary layer turbulence and the separation bubble. Resolved boundary layer
turbulence is needed in hybrid RANS-LES simulations of such flows, at least in the outer
part of the boundary layer, in order to accurately predict the flow. Hence, the LES flow
content must be available in the incoming boundary layer, which implies that the model
must switch from RANS to LES inside the boundary layer. With the aim of achieving
such a capability, and to minimize the the log-layer mismatch in a non-zonal hybrid
RANS-LES framework, Shur et al. [12] proposed Improved DDES (IDDES). Compared to
DDES, IDDES has an additional wall-modeled LES (WMLES) capability, where the base
RANS model acts as the wall model in WMLES mode. In IDDES, the WMLES mode is
used if the boundary layer turbulence is strong, e.g. when it is generated by a synthetic
turbulence generator and the grid is fine enough to support resolved boundary layer
turbulence; otherwise, the DDES model is returned and the boundary layer is modeled in
RANS mode.
As in DES, different background RANS models are also used in DDES and IDDES,
where the most commonly used background RANS models are the SA and MSST models,
especially for aeronautical applications. The DES variants have to be tuned depending on
the background RANS model. For example, Gritskevich et al. [23] re-calibrated DDES and
IDDES models to be based on MSST instead of SA. Gritskevich et al. [23] also proposed
a simplified version of the IDDES model with negligible differences, when compared to
the original formulation based on the SA model.
In addition to the DES-type models mentioned above, there are other similar non-
zonal hybrid RANS-LES models, such as the eXtra-Large Eddy Simulation (X-LES)
by Kok et al. [8] and the algebraic zero-equation hybrid RANS-LES model (HYB0) by
Peng [10]. Contrary to the DES-type methods, where the destruction term in the SA
model and the dissipation term in the 𝑘-equation in the MSST model are modified, both
the dissipation term in the 𝑘-equation and the turbulent viscosity are modified in the
TNT 𝑘 − 𝜔 model [24] used as the base RANS model in X-LES. The HYB0 model is
designed as a wall-modeled LES model whereas DES and DDES are designed to model
the entire boundary layer in RANS mode.
Zonal methods and inflow/interface turbulent fluctuations
As mentioned in Section 1.3, the aim of zonal RANS-LES/embedded LES approaches
is to concentrate the turbulence resolving methods to regions of interest, e.g. regions of
separated flow, in order to reduce the computational cost compared to LES and non-zonal
hybrid RANS-LES simulations. There are two main strategies for embedded LES. Using
the same nomenclature as in Shur et al. [25], embedded LES approaches can be categorized
as two-stage semi-coupled or one-stage fully coupled.
Semi-coupled approaches use a precursor RANS simulation in order to provide the
boundary conditions for the subsequent turbulence-resolving simulation. Since the two
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simulations are not performed simultaneously, this approach is not suitable for flows
where the flow downstream of a wall-normal RANS-to-LES interface strongly affects the
upstream RANS flow. With fully coupled approaches, the RANS and the LES regions are
computed simultaneously so that information between the two regions can be exchanged.
Due to the absence of resolved turbulence in the RANS region, addition of turbulent
fluctuations is often needed at the wall-normal LES inflow boundary to mitigate the grey
area. A common and versatile approach is to use synthetic turbulent fluctuations, i.e.
artificial turbulent fluctuations generated to mimic the physical turbulent fluctuations of
the actual flow. Another approach is to recycle turbulent fluctuations from a downstream
location in the flow, rescale the fluctuations and add them at the upstream wall-normal
RANS-LES interface. A third approach is to use precursor simulations or data bases,
based on e.g. DNS or LES, and add these (rescaled) fluctuations at the RANS-LES
interface.
The latter method is limited since DNS and LES are restricted to low Reynolds-number
flows due to the high computational cost associated with these simulation techniques.
Scaling of turbulent fluctuations for a wide Reynolds number range is non-trivial and
probably not possible for high Reynolds numbers. Hence, the practical use of precursor-
based methods for industry applications are limited.
Quéméré and Sagaut [26] successfully demonstrated fully coupled zonal RANS-LES
simulations of flow over a flat plate with a blunt trailing edge to efficiently compute
aeroacoustic sources. The trailing edge separation region, simulated as a three-dimensional
region with LES, was coupled to the surrounding two-dimensional RANS region, repre-
sented by the upstream flat plate boundary layer and the freestream flow. The turbulent
inlet fluctuations to the LES region, applied at a wall-normal RANS-LES interface, were
taken from an auxiliary LES computation.
On the basis of the idea of combining two-dimensional RANS and three-dimensional
LES, Terracol [27] also demonstrated trailing edge separation flow for aeroacoustic purposes.
He applied the proposed approach to flow over a flat plate with a blunt trailing edge and
a NACA0012 airfoil. Two different approaches for applying inlet turbulent fluctuations to
the LES region, which was limited to the trailing edge separation region, were compared:
a recycling method and a method with synthetic turbulent fluctuations. Both methods
applied the turbulent fluctuations at wall-normal RANS-LES interfces. It was concluded
that both methods gave a good reproduction of the turbulent structures seen in the
reference LES (where the entire domain was simulated with LES without any inclusion of
RANS regions) in the separated trailing edge region. However, the frequency at which
the recycling was made was clearly represented as peaks in the pressure spectrum in the
trailing edge wake, leading to the conclusion that the methodology using the synthetic
inlet turbulent fluctuations was better suited for aeroacoustic applications.
Fully coupled zonal RANS-LES simulations of a three-dimensional highly curved inlet
duct were made by Mary [28] using an overlapping grid technique to find an efficient
simulation method for predicting strongly separated inlet flows. To reduce the grid size,
only half of the channel leading into the curved duct was simulated using a symmetry
condition. Inlet fluctuations to the LES region were taken from a database. The inlet
fluctuations were rescaled to fit turbulent time and length scales for the simulated flow.
It was concluded that the full domain must be simulated (i.e. no symmetry plane can
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be used) and that it was not possible to use generalized turbulent fluctuations from the
database that was employed to achieve accurate results. Moreover, dominant low-frequency
fluctuations in the flow needed a very large statistical dataset: i.e. data representing a
long physical time period, typically in the order of seconds, to accurately represent the
flow.
Deck successfully demonstrated Zonal Detached-Eddy Simulation (ZDES) for the
flow over a multi-element airfoil [9, 29]. A combination of RANS and DES was used in
attached and separated flow regions, respectively. The predicted turbulence-resolving
flow is remarkably good, but no turbulent fluctuations were added at the embedded
RANS-DES interfaces. It should be noted that the DES used by Deck is slightly modified
compared to the original DES [6]. The LES length scale Δ𝑣𝑜𝑙 (or ΔΩ in later version [29,
30]) is used instead of Δ𝑚𝑎𝑥. Furthermore, Deck switched off the low-Reynolds-number
damping functions, that are present in the SA-RANS model [20], in LES mode.
Zhang et al. [31] demonstrated fully coupled zonal RANS-LES simulations of a wing-
flap airfoil configuration, where the attached flow was simulated with two-dimensional
RANS and the separated cove and trailing edge flow were simulated with LES. At the
inlet boundaries to the LES-simulated flow regions, forcing was used. Zhang et al. [31]
concluded that, by using a zonal partitioning of the multi-element airfoil, they reduced the
computational cost by approximately 50% compared to a full LES computation. However,
the LES computation referred to was made on a relatively coarse grid and a narrow
domain in the spanwise direction.
A wide range of flows simulated with a fully coupled zonal RANS-IDDES [12] approach
is given in Shur et al. [25]. Examples of simulated flows are: plane mixing-layer flow,
trailing edge flow and flow over a wall-mounted hump. Two methods for synthetic
turbulence generators are outlined, one for aerodynamic purposes and one for aeroacoustic
purposes. Both methods applies the synthetic turbulent fluctuations at wall-normal
RANS-LES interfaces. Moreover, both methods have the aim of reproducing typical
near-wall turbulent structures for application to WMLES and with the capability to
rapidly recover wall-bounded flows from a fully developed RANS state to a fully developed
turbulence-resolving state. The latter method, adapted for acoustic applications, is
designed to suppress the spurious noise generated by the synthetic turbulence generator
by inserting an internal damping layer in the LES region downstream of the wall-normal
RANS-LES interface.
Semi-coupled zonal RANS-LES simulations of the wall-mounted hump flow have
also been demonstrated with good results by Davidson and Peng [32]. In their work,
boundary condition data for the subsequent LES were taken from an MSST precursor
RANS simulation. The LES was based on PANS [33] and anisotropic synthetic turbulent
fluctuations were applied at the wall-normal LES inlet boundary [34, 35].
In the above mentioned zonal approaches, the mean flow was approximately orthogonal
to the RANS-to-LES interface. However, for a wall-parallel interface, where the mean
flow is almost parallel to the RANS-LES interface, the grey area issue, often lead to the
log-layer mismatch, which is also important. This was advocated by e.g. Davidson and
Peng [7] and Nikitin et al. [36] (using DES as a wall-modeled LES) in simulations of fully
developed channel flow.
To reduce the log-layer mismatch in fully developed channel flow, Davidson and
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Dahlström [37] used forcing at the wall-parallel RANS-LES interfaces to add turbulent
fluctuations. The turbulent fluctuations were taken from a precursor DNS of a generic
boundary layer and rescaled to match the simulated flow conditions. The work by Davidson
and Billson [35] presents fully developed channel flow simulations where synthetic turbulent
fluctuations were added at the wall-parallel RANS-LES interfaces. In both these works,
the log-layer mismatch was substantially reduced, even though very coarse grids were
used in the LES region of the simulated channel flows.
Additional turbulent energy is introduced by superimposing synthetic turbulent fluc-
tuations to the RANS mean flow field at the RANS-to-LES interface. Hence, a transfer of
modeled turbulent kinetic energy to resolved turbulent kinetic energy (i.e. a reduction
of the modeled turbulent kinetic energy) must be forced to avoid an excess of turbulent
kinetic energy (and turbulent viscosity) on the LES side of the interface.
Hamba [38] used filtered DNS data to explore the commutation error, due to the
non-commutivity of the spatial derivative and the filter applied in RANS and LES, at
the RANS-LES interface. He argued that the commutation error can be large across
the RANS-LES interface and thus must be considered. Girimaji and Wallin [39] applied
Hamba’s theory to PANS simulations of Decaying Homogeneous Isotropic Turbulence
(DHIT). They showed that the proposed commutation terms can be used to give the
required transfer of modeled-to-resolved/resolved-to-modeled turbulent kinetic energy
without any use of empirical constants.
The commutation terms proposed by Hamba were further explored by Davidson [40,
41] in combination with synthetic turbulent fluctuations at wall-normal interfaces in
hybrid RANS-LES simulations in order to reduce the RANS turbulent viscosity to SGS
levels and to promote a rapid growth of the turbulence-resolving LES flow.
Subgrid scale modeling for grey-area mitigation
Most commonly, hybrid RANS-LES methods reduces to a Smagorinsky-like m odel in
LES mode. Hence, the subgrid scale turbulent viscosity is proportional to the square of
the LES filter width, 𝜈𝑡 ∝ Δ
2 |𝑆|. An excess of the subgrid scale turbulent viscosity can
be avoided by adapting the filter width to the local flow situation, which is advantageous
for a rapid development of the resolved turbulent fluctuations.
In SA-based DES simulations of flow over a flat plate at a high incidence made by
Breuer et al. [42], it was concluded that the formation of the resolved turbulence in the
free shear layer, emanating from the leading edge of the flat plate, was better predicted
using Δ𝑣𝑜𝑙 (see Eq. 3.21) than with Δ𝑚𝑎𝑥 (see Eq. 3.20), due to the lower level of the
subgrid-scale turbulent viscosity produced with Δ𝑣𝑜𝑙.
On the basis of stronger physical arguments for the behaviour of free shear layers,
Chauvet et al. [30] proposed a LES length scale involving the local vorticity field, ΔΩ (see
Eq. 3.22), where the filter width is expressed as the square root of the plane perpendicular
to the spin axis of the local vorticity. The formulation of this length scale was later
generalized to unstructured grids by Deck [29]. Improved predictions have been made
with this LES length scale, using hybrid RANS-LES simulations of e.g. a controlled
propulsive jet [30] and plane free shear layers [29].
The vorticity-based LES length scale was further developed by Mockett et al. [43] in
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order to limit the influence of the smallest edge of the local cell, which is dominant in the
original formulation [29, 30]. Further, Shur et al. [44] proposed a flow sensor to detect
early shear layers in order to design a universal LES length scale for attached, separated
and free shear-layer flows. When a shear layer flow is detected, the vorticity-based LES
length scale by Mockett et al. [43] is used; otherwise, the original length scale of e.g.
DDES is applied.
Moreover, Mockett et al. [43] combined their vorticity based LES length scale with
alternative SGS models, which better adapts to the local flow field as compared to the
commonly used Smagorinsky model, resulting in a reduced RANS-to-LES transition region
and an improved prediction of a free shear-layer flow. With a stochastic subgrid-scale
model and a high-pass filtered subgrid-scale model, Kok and van der Ven [45] showed that
it is possible to accelerate the transition from RANS to LES in a plane shear layer flow
and in a vortex breakdown flow over a delta wing with a sharp leading edge.
Peng et al. [46, 47] introduced a velocity-gradient-based term (i.e. the Leonard term)
in the SGS modeling in conjunction to conventional eddy-viscosity based models. The
Leonard term plays a role in the instantaneous energy backscatter, and thus enables to
enhance the resolved turbulent fluctuations in the LES region.
1.4 Motivation and aeronautical industry needs
Flows around aircrafts are characterized by high Reynolds numbers and separated flow,
e.g. at maneuvering conditions or at landing conditions when landing gears are ex-
tracted and high-lift devices are deployed. Further, for transonic and supersonic aircraft,
shock/boundary-layer interaction phenomena can be present, which can cause flow induced
noise and structure fatigue as well as affect the aircraft performance. Many of these
phenomena are unsteady and are characterized by large scale turbulence.
With increased computational resources available for industry, Computational Fluid
Dynamics (CFD) and RANS techniques serve today as the main tool for design and
analysis of aircraft aerodynamics. Moreover, CFD is commonly used in multi-disciplinary
applications such as fluid-structure interaction and aero acoustics. However, as stated in
Section 1.2 above, RANS methods perform well for attached and mildly separated flows.
Hence, applying RANS methods to massively separated flows, as those described above,
often results in poor flow predictions.
Since most of the flow simulations in the aeronautical industry today are performed
using RANS modeling techniques, there are many flight conditions that are poorly
predicted or not possible to simulate with industry standard techniques. However, due
to the high costs associated with wind tunnel testing and full scale flight tests, high
fidelity CFD methods, such as LES based turbulence modeling approaches and high order
methods, are good candidates for reducing these costs.
Pure LES of full scale aircrafts are not affordable today and will not be affordable
for many decades ahead [4, 5]. High order methods have been demonstrated in complex
turbulent flows, but there are still bottlenecks associated with these methods that must
be resolved in order to be able to use them as industry standard tools. Owing to the
much reduced resolution requirement in space and time for hybrid RANS-LES methods
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as compared to LES and the fact that the computer capacity will likely not develop as
rapidly as it has done during the last decades, hybrid RANS-LES modeling seem to be the
best candidate today for simulating complex industrial turbulent flows at high Reynolds
numbers at an affordable computational cost [5].
This thesis is motivated by the needs for improved simulation accuracy and increased
computational efficiency for the complex turbulent flows present in aeronautical appli-
cations. Using hybrid RANS-LES modeling techniques thus fulfills these requirements.
Even though hybrid RANS-LES simulations have been used for the past two decades,
the interface connecting the RANS and the LES simulated flows is still a challenging
task that needs special attention in order to increase simulation robustness and accuracy
in industrial applications. The focus of this thesis is therefore RANS-LES interface
methodologies and how hybrid RANS-LES models can be adapted to give improved
turbulence-resolving capability in the RANS-LES interface region for increased accuracy
and robustness.
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2 Governing equations and numerical
methods
This chapter introduces the governing equations for turbulent flows, the filtered Navier-
Stokes equations. As mentioned in the introduction, it is today not affordable to conduct
DNS for flows of engineering interest. The equations need to be filtered in order to reduce
the spatial and temporal resolution. The filtered Navier-Stokes equations are presented
for incompressible and compressible flows and the CFD solvers used in this thesis, to
numerically solve the filtered Navier-Stokes equations, are briefly described.
In hybrid RANS-LES simulations, RANS and LES are combined. The RANS equations
are time-averaged (Eq. (2.1)) whereas a spatial filter (Eq. (2.2)) is used in the LES
equations. That means that two different filtering approaches are combined in the same
simulation. Hybrid RANS-LES is seen as a pragmatic, but well established, approach
used to solve the problem with the high computational cost associated with LES of
wall-bounded flow at high Reynolds numbers.
The two filter types, time-averaging and spatial filtering, can be interpreted in hybrid
RANS-LES such that different sized spatial filters, Δ, are applied in order to model
different ranges of turbulent scales, i.e. differently sized turbulent eddies. Hence, RANS
should represent a large sized spatial filter (much larger than the spatial filter applied in
LES) that models a much wider range of turbulent scales than LES, ranging from the
largest turbulent scales, represented by the RANS length scale, to the smallest turbulent
scales. The filter size in LES is much smaller, and thus only the smaller turbulent scales
are modeled. With this interpretation of the different filter types, the URANS modeled
flow in hybrid RANS-LES simulations can be referred to as Very Large Eddy Simulation
(VLES), as in Davidson and Peng [7].
Using the analogy with different sized spatial filters for RANS and LES, the filter size
is reflected, for eddy-viscosity-based modeling, in the level of the turbulent viscosity (the
larger the turbulent length scale, the higher the level of turbulent viscosity), which is
the only quantity referring to the modeled turbulence that is fed into the Navier-Stokes
equations. Navier-Stokes equations, either in RANS mode or in LES mode, only ”feel”
the turbulent viscosity, which can be large or small depending on the filter width applied,
resulting in a LES resolving flow or a RANS simulated flow. It is important to note that,
in the RANS region, e.g. close to the wall, the turbulent viscosity is lower in hybrid
RANS-LES simulations than in pure RANS, see e.g. Davidson [40]. Due to the lower
RANS turbulent viscosity in hybrid RANS-LES, the very large scale turbulence is resolved
in the near-wall region unlike pure (U)RANS. Hence, it seems reasonable to view the
RANS part of hybrid RANS-LES as a VLES.
From now on, (⋅) means time-averaging when RANS is applied and spatial filtering
when LES is used. The time-averaging used to derive the RANS equations can for an
arbitrary quantity Φ be expressed as
Φ = lim
𝑇→∞
1
𝑇
∫
𝑇/2
−𝑇/2
Φ𝑑𝑡, Φ = Φ + Φ′ (2.1)
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where Φ′ denotes the fluctuating part of Φ. Spatial filtering of the quantity Φ, here using
a 1D filter for simplicity, reads
Φ(𝑥, 𝑡) =
1
Δ𝑥
∫
𝑥+0.5Δ𝑥
𝑥−0.5Δ𝑥
Φ(𝜉, 𝑡) 𝑑𝜉, Φ = Φ + Φ′′ (2.2)
where Φ′′ denotes the modeled part of Φ. Moreover, since finite volume discretization is
used in this thesis, the spatial filter is represented by the local control volumes based on
the computational grid, so-called implicit filtering.
Using eddy-viscosity models, e.g. the PDH-LRN model [48] described in Section 3
below, the subgrid scale turbulent stresses are modeled using Boussinesq’s assumption
−𝜌𝑢′𝑖𝑢
′
𝑗 = 𝜇𝑡 (
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖
−
2
3
𝜕𝑢𝑘
𝜕𝑥𝑘
𝛿𝑖𝑗)−
2
3
𝜌𝑘𝛿𝑖𝑗 (2.3)
where 𝜇𝑡 = 𝜌𝜈𝑡 is the turbulent viscosity given by the turbulence model, 𝜌 is the density
and 𝑘 is the turbulent kinetic energy. Note that for incompressible flow, 𝜕𝑢𝑘/𝜕𝑥𝑘 = 0 due
to the continuity. In hybrid RANS-LES, 𝜇𝑡, represents either a RANS or a SGS turbulent
viscosity depending on the modeling mode used.
2.1 Incompressible flows
The instantaneous incompressible filtered Navier-Stokes equations used in the flow simu-
lations included in this thesis read
𝜕𝑢𝑖
𝜕𝑥𝑖
= 0 (2.4)
𝜕𝑢𝑖
𝜕𝑡
+
𝜕 (𝑢𝑖𝑢𝑗)
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
(𝜈
𝜕𝑢𝑖
𝜕𝑥𝑗
− 𝜏𝑖𝑗) (2.5)
where 𝜏𝑖𝑗 = 𝑢𝑖𝑢𝑗 − 𝑢𝑖𝑢𝑗 denotes the subgrid scale turbulent stresses, which need to
be modeled. In Eq. (2.4) and (2.5), constant density and viscosity are assumed. The
turbulent stresses are computed using Boussinesq’s assumption
𝜏𝑖𝑗 = 𝑢
′
𝑖𝑢
′
𝑗 = −2𝜈𝑡𝑆𝑖𝑗 (2.6)
where 𝜈𝑡 is the turbulent viscosity, 𝑘 is the turbulent kinetic energy and
𝑆𝑖𝑗 = 1/2 (𝜕𝑢𝑖/𝜕𝑥𝑗 + 𝜕𝑢𝑗/𝜕𝑥𝑖) is the strain rate tensor. In the flow solver used, see below,
the term involving 𝑘 in Eq. (2.3) is included in the pressure. Moreover, the turbulent
cross-diffusion term 𝜕/𝜕𝑥𝑗 (𝜈𝑡𝜕𝑢𝑗/𝜕𝑥𝑖) is omitted due to stability problems in RANS.
The single-block structured in-house solver CALC-LES was used to solve the incom-
pressible Navier-Stokes equations presented in Eq. (2.4) and (2.5). The solver offers
different spatial discretization schemes of first and second order: central differencing, van
Leer and a hybrid scheme. Different schemes were applied depending on the application.
The discretization schemes used in the simulations are specified in the papers appended
to this thesis. The time advancement is made with a second order Crank-Nicolson
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scheme. An implicit, fractional-step technique with an efficient multigrid Poisson solver
[49] was used on a non-staggered grid arrangement. For a more detailed description of
the numerical procedure, see Davidson and Peng [7].
2.2 Compressible flows
In addition to the filters given in Eq. (2.4) and (2.5), it is convenient to introduce Favré-
averaging to the Navier-Stokes equations for compressible flow in order to avoid modeling
of extra unknown terms. The Favré average is a density weighted average which, defined
for an arbitrary quantity Φ, reads
Φ̃ =
Φ𝜌
𝜌
, Φ = Φ̃ + Φ′′ (2.7)
where Φ′′ is the subgrid scale part of Φ. The Favré average is applied to the velocities,
the total energy and the temperature.
The Favré-averaged compressible Navier-Stokes equations with modeling assumptions,
used in the compressible flow simulations included in this thesis, is outlined below. The
continuity, momentum and energy equations, with ( ̃⋅) denoting Favré-averaging, read
𝜕𝜌
𝜕𝑡
+
𝜕 (𝜌?̃?𝑖)
𝜕𝑥𝑖
= 0 (2.8)
𝜕 (𝜌?̃?𝑖)
𝜕𝑡
+
𝜕 (𝜌?̃?𝑖?̃?𝑗)
𝜕𝑥𝑗
= −
𝜕𝑝
𝜕𝑥𝑖
−
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
(2.9)
𝜕 (𝜌 ̃𝑒0)
𝜕𝑡
+
𝜕 (𝜌 ̃𝑒0?̃?𝑗)
𝜕𝑥𝑗
= −
𝜕𝑝?̃?𝑗
𝜕𝑥𝑗
+
𝜕
𝜕𝑥𝑗
[(𝜇 +
𝜇𝑡
𝜎𝑘
)
𝜕𝑘
𝜕𝑥𝑗
− 𝑞𝑗 − ?̃?𝑖𝜏𝑖𝑗] (2.10)
where 𝑝 is the static pressure, 𝜇 is the molecular dynamic viscosity computed using
Sutherland’s law and 𝜇𝑡 is the turbulent dynamic viscosity given by the turbulence model.
The stresses are computed using Boussinesq’s assumption
𝜏𝑖𝑗 = −(𝜇 + 𝜇𝑡)(
𝜕?̃?𝑖
𝜕𝑥𝑗
+
𝜕?̃?𝑗
𝜕𝑥𝑖
−
2
3
𝜕?̃?𝑘
𝜕𝑥𝑘
𝛿𝑖𝑗)+
2
3
𝜌𝑘𝛿𝑖𝑗 (2.11)
where 𝑘 is the modeled turbulent kinetic energy defined as
𝑘 =
1
2
𝑢′′𝑘 𝑢
′′
𝑘 (2.12)
The static pressure 𝑝 = (𝛾 − 1) 𝜌 ( ̃𝑒0 −
1
2 ?̃?𝑘?̃?𝑘 − 𝑘). The total energy is computed as
̃𝑒0 = ̃𝑒 +
1
2
?̃?𝑘?̃?𝑘 + 𝑘 (2.13)
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where ̃𝑒 is the internal energy. Fourier’s heat law is applied to compute the the heat
fluxes, which gives
𝑞𝑗 = −(𝜅 + 𝜅𝑡)
𝜕 ̃𝑇
𝜕𝑥𝑗
, 𝜅 = 𝐶𝑝
𝜇
𝑃𝑟
, 𝜅𝑡 = 𝐶𝑝
𝜇𝑡
𝑃𝑟𝑡
(2.14)
where 𝜅 and 𝜅𝑡 are the viscous and turbulent thermal conductivities, respectively, 𝑃𝑟 and
𝑃𝑟𝑡 are the viscous and turbulent Prandtl numbers, respectively, and 𝐶𝑝 is the specific
heat coefficient for a constant pressure process.
The unstructured flow solver Edge [50] was used to solve the compressible Navier-
Stokes equations given above. For steady state problems, Edge uses an explicit three-stage
Runge-Kutta scheme with agglomerated multi-grid and residual smoothing for conver-
gence acceleration. A dual time-stepping approach is applied for unsteady simulations,
combining the Runge-Kutta method with an implicit second-order scheme for physical
time advancement. A second order central differentiating scheme has been used for the
spatial discretization of the momentum equations and the turbulent transport equations.
22
3 Development of a zonal hybrid RANS-LES
approach
The chapter presents the zonal RANS-LES model developed during this thesis work.
It also describes, the RANS-LES interface methodologies that are used to reduce the
log-layer mismatch and to mitigate the grey area when the model is switched from RANS
to LES.
3.1 Hybridization of the PDH-LRN 𝑘 − 𝜔 model
In this section the choice of the background RANS model for the proposed hybrid RANS-
LES model is motivated. The background RANS model is presented and briefly described.
The LES mode of the proposed model is formulated, and this is followed by a résumé of
the LES length scales used with the proposed hybrid RANS-LES model in this thesis.
3.1.1 The background RANS model
Paper A reported simulations of transonic flow in a rectangular duct. The reported flow
case involves shock/boundary-layer interaction (SBLI). Local recirculation bubbles are
present in the corners of the rectangular duct where the shock is located. The paper
made a comparison of several models, including RANS models and turbulence-resolving
approaches. Most of the models had difficulty to accurately predicting the onset of
the separation bubble caused by the shock, due to an inaccurately predicted incoming
boundary layer. It was concluded that the near-wall modeling is essential for the studied
flow case, due to the SBLI phenomenon, as well as for the prediction of local recirculation
bubbles. Among the models employed in the study, none of the hybrid RANS-LES models
used gave an accurate prediction of the flow. The Low-Reynolds-Number 𝑘 − 𝜔 RANS
model by Peng et al. [48] (PDH-LRN), on the other hand, performed well and was able
to appropriately represent the flow field.
In hybrid RANS-LES modeling, the PDH-LRN model is thus selected as the background
RANS model with the aim to improve the prediction of the reported flow case using a
hybrid RANS-LES modeling approach. Moreover, one of the purposes of this thesis is
to find a suitable RANS base model for flows where local and shallow separation occurs,
typically flows present in inlets of fighter jets. The fact that the PDH-LRN model is
designed and intended for recirculating flows is desirable for it to be used as a background
RANS model for further exploration in hybrid RANS-LES computations.
The PDH-LRN model is developed from Wilcox’s low-Reynolds-number 𝑘 − 𝜔 model
[51]. Along with a re-calibration of model constants and damping functions, compared to
Wilcox’s model, an additional turbulent cross-diffusion term was added in the 𝜔-equation
in the PDH-LRN model. Contrary to Menter’s BSL and SST models [21], where the
cross-diffusion term is activated in the off-wall region (the region where 𝑘 − 𝜖 is applied),
the cross-diffusion term in PDH-LRN is active in both the near-wall and off-wall regions.
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The transport equations and the turbulent viscosity for the PDH-LRN 𝑘 − 𝜔 model read
𝐷𝜌𝑘
𝐷𝑡
= 𝜏𝑖𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
−𝐷𝑘 +
𝜕
𝜕𝑥𝑗
[(𝜇 +
𝜇𝑡
𝜎𝑘
)
𝜕𝑘
𝜕𝑥𝑗
] (3.1)
𝐷𝜌𝜔
𝐷𝑡
= 𝐶𝜔1𝑓𝜔
𝜔
𝑘
𝜏𝑖𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
−𝐶𝜔2𝜌𝜔
2 (3.2)
+
𝜕
𝜕𝑥𝑗
[(𝜇 +
𝜇𝑡
𝜎𝜔
)
𝜕𝜔
𝜕𝑥𝑗
] + 𝐶𝜔
𝜇𝑡
𝑘
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
𝜇𝑡 = 𝐶𝜇𝑓𝜇
𝜌𝑘
𝜔
(3.3)
In Eqs. (3.1) and (3.2), 𝐷/𝐷𝑡 on the left hand side of the transport equations is the
material derivative; 𝐷/𝐷𝑡 = 𝜕/𝜕𝑡 + 𝑢𝑖𝜕/𝜕𝑥𝑖. It should be noted that, close to the wall,
the derivatives of 𝑘 and 𝜔 are often of opposite signs, giving that the cross-diffusion
term sometimes acts as a sink term in the 𝜔-equation. In the near-wall region, 𝑘 is thus
increased due to the reduction of 𝜔 and, in turn, increased turbulent viscosity is achieved.
The functions 𝑓𝑘, 𝑓𝜔 and 𝑓𝜇 (see Eqs. (3.4)-(3.6)) are the low-Reynolds-number
damping functions used in the 𝑘 and 𝜔 equations and in the expression for the turbulent
viscosity. These functions use the turbulent Reynolds number (see Eq. (3.7)) as the
governing parameter, which is seen as an advantage compared to any wall distance
related quantity. Wall distance based quantities can be ambiguous to define for complex
geometries, whereas the turbulent Reynolds number is well defined since no geometrical
properties are involved. On the other hand, in a hybrid RANS-LES perspective, the wall
distance has been shown to be a suitable parameter to involve in the formulation of the
LES length scale [12]. Thus, in turbulence-resolving simulations, it might be necessary
to include the wall distance. The low-Reynolds-number damping functions used in the
PDH-LRN model reads
𝑓𝑘 = 1 − 0.722 ⋅ exp [−(
𝑅𝑡
10
)
4
] (3.4)
𝑓𝜔 = 1 + 4.3 ⋅ exp[−(
𝑅𝑡
1.5
)
1/2
] (3.5)
𝑓𝜇 = 0.025 + {1 − exp[−(
𝑅𝑡
10
)
3/4
]} (3.6)
{0.975 +
0.001
𝑅𝑡
⋅ exp [−(
𝑅𝑡
200
)
2
]} .
The turbulent Reynolds number is defined as
𝑅𝑡 =
𝑘
𝜈𝜔
(3.7)
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and the closure constants for the PDH-LRN model are
𝜎𝑘 = 0.8 𝜎𝑤 = 1.35 𝐶𝜇 = 1.0 𝐶𝑘 = 0.09
𝐶𝜔1 = 0.42 𝐶𝜔2 = 0.075 𝐶𝜔 = 0.75
3.1.2 The LES mode
As highlighted in Yan et al. [16] and in Section 1.3.2, different alternative length scale
substitutions can be possible in the background RANS model in order to achieve a hybrid
RANS-LES model. In the PDH-LRN model, all three possibilities described in Yan et
al. [16] can be used. Alternative one is chosen in the hybridization of the PDH-LRN
model, i.e. only the dissipation term in the transport equation for the turbulent kinetic
energy equation is modified. The 𝜔-equation is left untouched, as is the expression for
the turbulent viscosity. Hence, both 𝑘 and 𝜔 will be used to compute the subgrid scale
turbulent viscosity and are thus involved in the LES mode of the PDH-LRN based model.
This is the same strategy as is used for DES based on MSST by Strelets [19].
The dissipation term in the PDH-LRN model is rewritten to explicitly include the
turbulent length scale. The hybridization of the PDH-LRN model is made by changing
the turbulent length scale depending on whether the flow should be modeled in RANS
mode or LES mode. The dissipation term of the PDH-LRN model with the turbulent
length scale reads
𝐷𝑘 = 𝐶𝑘𝑓𝑘𝜌𝑘𝜔 = 𝜌𝑓𝑘
𝑘3/2
𝑙𝑡𝑢𝑟𝑏
(3.8)
The turbulent length scale is chosen according to the modeling mode, i.e. 𝑙𝑡𝑢𝑟𝑏 = 𝑙𝑅𝐴𝑁𝑆
or 𝑙𝑡𝑢𝑟𝑏 = 𝑙𝐿𝐸𝑆 for RANS and LES, respectively.
𝑙𝑅𝐴𝑁𝑆 =
𝑘1/2
𝐶𝑘𝜔
(3.9)
𝑙𝐿𝐸𝑆 = Ψ𝑃𝐷𝐻𝐶𝐿𝐸𝑆Δ (3.10)
With 𝑙𝑡𝑢𝑟𝑏 = 𝑙𝑅𝐴𝑁𝑆, the original PDH-LRNmodel is returned. When 𝑙𝑡𝑢𝑟𝑏 = Ψ𝑃𝐷𝐻𝐶𝐿𝐸𝑆Δ,
the LES mode of the proposed hybrid RANS-LES model is achieved. Δ is the LES length
scale and 𝐶𝐿𝐸𝑆 = 0.70 was calibrated using decaying homogeneous isotropic turbulence
(DHIT). These results are presented in more detail in paper B. Different formulations
of the LES length scale Δ have been evaluated in this thesis in an attempt to reduce
the log-layer mismatch and mitigate the grey area. Since the PDH-LRN model uses
low-Reynolds-number damping functions, the correction function, Ψ𝑃𝐷𝐻, is added to
the LES formulation, as recommended by Spalart et al. [11]. Modeling constants and
damping functions in the proposed hybrid RANS-LES model are unchanged as compared
to the PDH-LRN model [48].
Contrary to RANS modeling where all turbulent scales are modeled, only the subgrid
scale turbulence is modeled in LES. Thus, the local turbulent Reynolds numbers in LES
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may become much lower as compared to RANS, which can activate the low-Reynolds-
number damping functions. Since the amount of modeled subgrid scale turbulence is
dependent on the grid resolution, the local turbulent Reynolds number and the turbulent
viscosity are dependent of the grid resolution as well. The amount of damping achieved
by the damping functions is hence dependent on the grid resolution, a dependency which
should be avoided. The purpose of the correction function, Ψ𝑃𝐷𝐻, is to eliminate the low-
Reynolds-number damping made by the damping functions in the LES region and to keep
them in the RANS region. At local equilibrium, the introduction of Ψ𝑃𝐷𝐻 is equivalent to
deactivating the damping functions in LES mode. However, the damping functions should
be used when RANS is applied. Through the introduction of the correction function in
the LES length scale, the same set of model constants/equations can thus be used in
both the RANS and LES regions. The correction function will now be derived for the
PDH-LRN model in accordance with the work of Mockett [52].
A generalized form of the Smagorinsky turbulent viscosity can be formulated for the
PDH-LRN model using the function 𝐴𝑃𝐷𝐻 and the correction function Ψ𝑃𝐷𝐻.
𝜈𝑡 = 𝐴𝑃𝐷𝐻 (Ψ𝑃𝐷𝐻𝐶𝐿𝐸𝑆Δ)
2 𝑆 (3.11)
To return the original formulation of the Smagorinsky turbulent viscosity, the correction
function should cancel the low-Reynolds-number dependency of 𝐴𝑃𝐷𝐻, i.e. 𝐴𝑃𝐷𝐻Ψ
2
𝑃𝐷𝐻 =
const. Assume that the proposed model is in LES mode, the simulated flow is away from
the wall and that the turbulent transport equations are in local equilibrium, i.e. when
production and dissipation/destruction are in balance in the 𝑘 and 𝜔 equations. Note
that, in RANS mode, the 𝑘 and 𝜔 equations cannot be in local equilibrium simultaneously.
However, due to the formulation of the dissipation term in the 𝑘-equation in LES mode,
local equilibrium can be fulfilled away from the wall for the 𝑘 and the 𝜔 equations, as
seen in Fig. 3.1. The budgets seen in Fig. 3.1 are computed using the LES mode of the
proposed hybrid RANS-LES model with the LES length scale Δ𝑑𝑤 (see Eq. (3.23)) in
fully developed channel flow at 𝑅𝑒𝜏 = 950 [53].
The 𝑘 and 𝜔 equations in LES mode at local equilibrium reads
𝜈𝑡𝑆
2 = 𝑓𝑘
𝑘3/2
Ψ𝑃𝐷𝐻𝐶𝐿𝐸𝑆Δ
(3.12)
𝜈𝑡𝑆
2 =
𝐶𝜔2
𝐶𝜔1
1
𝑓𝜔
𝜔𝑘 (3.13)
The turbulent viscosity, as expressed in Eq. (3.3), can be used to get an expression for
the specific dissipation rate, 𝜔.
𝜈𝑡 = 𝐶𝜇𝑓𝜇
𝑘
𝜔
⟹ 𝜔 = 𝐶𝜇𝑓𝜇
𝑘
𝜈𝑡
(3.14)
The subgrid scale turbulent kinetic energy can be expressed by combining Eq. (3.13) and
(3.14).
𝑘 = √
𝐶𝜔1
𝐶𝜔2
𝑓𝜔
𝐶𝜇𝑓𝜇
𝜈𝑡𝑆 (3.15)
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(b) 𝑘-eq., 𝑦+ ≥ 200.
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(c) 𝜔-eq., near-wall.
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(d) 𝜔-eq., 𝑦+ ≥ 200.
Figure 3.1: LES of fully developed channel flow, 𝑅𝑒𝜏 = 950. Budgets of subgrid-scale
properties for PDH-LRN using Δ𝑑𝑤. : production; : dissipation/destruction; :
turbulent diffusion; : viscous diffusion. : cross diffusion. (a) and (b) 𝑘-equation,
(c) and (d) 𝜔-equation.
Inserting Eq. (3.15) in (3.12) forms an expression for the PDH-LRN Smagorinsky-like
turbulent viscosity.
𝜈𝑡 =
1
𝑓2𝑘
(
𝐶𝜔2
𝐶𝜔1
𝐶𝜇𝑓𝜇
𝑓𝜔
)
3/2
(Ψ𝑃𝐷𝐻𝐶𝐿𝐸𝑆Δ)
2 𝑆 (3.16)
Recapitulate Eq. (3.11) and identify the terms in Eq. (3.16). The expression for the
function 𝐴𝑃𝐷𝐻 can hence be written.
𝐴𝑃𝐷𝐻 =
1
𝑓2𝑘
(
𝐶𝜔2
𝐶𝜔1
𝐶𝜇𝑓𝜇
𝑓𝜔
)
3/2
(3.17)
As seen, 𝐴𝑃𝐷𝐻 depends on the damping functions, which in turn are functions of the
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local turbulent Reynolds number. To achieve 𝐴𝑃𝐷𝐻Ψ
2
𝑃𝐷𝐻 = 𝑐𝑜𝑛𝑠𝑡, 𝐴
∗
𝑃𝐷𝐻 is introduced
to represent 𝐴𝑃𝐷𝐻 when 𝑅𝑡 →∞.
𝑅𝑡 →∞⟹ 𝑓𝑘, 𝑓𝜔, 𝑓𝜇 → 1
𝐴∗𝑃𝐷𝐻 = (
𝐶𝜔2𝐶𝜇
𝐶𝜔1
)
3/2
(3.18)
In correspondence with 𝐴∗𝑃𝐷𝐻, we seek a function Ψ
∗
𝑃𝐷𝐻 = 1, i.e. Ψ𝑃𝐷𝐻 without any
low Reynolds-number correction. The formulation of the correction function, including
numerical limiters, can now be outlined.
(
Ψ
Ψ∗
)
2
=
𝐴∗
𝐴
⟹ Ψ𝑃𝐷𝐻 = min
⎡
⎢
⎣
10, 𝑓𝑘(
𝑓𝜔
𝑓𝜇
)
3/4
⎤
⎥
⎦
(3.19)
The upper limit of Ψ is chosen according to Spalart et al. [11]. The damping functions
and the derived correction function are plotted in Fig. 3.2 as a function of the turbulent
Reynolds number.
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Figure 3.2: Damping functions and correction function used in PDH-LRN. : 𝑓𝑘; :
𝑓𝜔; : 𝑓𝜇; : Ψ𝑃𝐷𝐻.
It is important to note that the flow is not in local equilibrium for 𝑦+ < 20, see FIg. 3.1.
Hence, due to the assumption made in the derivation of Ψ𝑃𝐷𝐻, the LES mode of the
proposed hybrid RANS-LES method should not be applied very close to the wall. The
proposed model should only be used as a hybrid RANS-LES, where RANS is applied for
𝑦+ < 𝑦+𝑙𝑖𝑚𝑖𝑡, where 𝑦
+
𝑙𝑖𝑚𝑖𝑡 > 20.
3.1.3 The LES length scale
Four different LES length scales from the literature have been evaluated in this thesis and
are presented in Eqs. (3.20) to (3.23). There are two reasons for the evaluation. The first
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is to find a LES length scale that in a zonal hybrid RANS-LES formulation can contribute
to a reduction of the log-layer mismatch. The second is to find a suitable LES length
scale that reduces the transition region from RANS to LES in free shear layer flows.
The motivation for various length scale formulations stems from different needs and
is dependent on the flow condition considered. As mentioned above, the subgrid scale
turbulent viscosity is proportional to the square of the LES length scale. Using different
length scale formulations can thus significantly affect the level of turbulence viscosity
produced by the model and, hence, the model’s capability to resolve turbulence. A rapid
formation of turbulence-resolving flow, when switching the hybrid RANS-LES model from
RANS to LES, is a key issue in reducing the log-layer mismatch and mitigating the grey
area. The LES length scale is therefore an essential component in hybrid RANS-LES
modeling and important to address.
As motivated by Spalart et al. in the formulation of DES [6], Δ𝑚𝑎𝑥 (Eq. 3.20) is
chosen so that the boundary layer is protected from LES content and to reduce the
risk for Modeled-Stress Depletion (MSD) and Grid-Induced Separation (GIS). Moreover,
Spalart et al.[6] motivated the use of the local maximum cell size with the fact that the
grid cannot resolve smaller turbulent scales than the local maximum grid size. Another
commonly used length scale, especially in pure LES models, is based on the cubic root of
the control volume (Eq. 3.21).
Δ𝑚𝑎𝑥 = max (Δ𝑥,Δ𝑦,Δ𝑧) (3.20)
Δ𝑣𝑜𝑙 = (Δ𝑥Δ𝑦Δ𝑧)
1/3
(3.21)
Consequently, due to the relation between the subgrid scale turbulent viscosity and the
filter width, the use of Δ𝑚𝑎𝑥 on stretched grids will produce higher levels of turbulent
viscosity compared to Δ𝑣𝑜𝑙, which e.g. was highlighted by Breuer et al. [42]. The cell
volume based LES length scale, Δ𝑣𝑜𝑙, is also used in some modes of ZDES by Deck [9,
29] in order to speed up the formation of resolved turbulence. However, the use of Δ𝑣𝑜𝑙
was criticized by Spalart [54] due to its weak physical interpretation. Davidson and Peng
also demonstrated the effect of a different filter width in their zonal formulation [7]. They
motivated their choice of the minimum cell size, Δ = min (Δ𝑥,Δ𝑦,Δ𝑧), instead of Δ𝑣𝑜𝑙,
by a considerably better performance in channel flow.
The vorticity based LES length scale by Chauvet et al. [30] given by Eq. (3.22) is
suitable for free shear layer flows since the filter width is adapted so that it aligns with
the plane perpendicular to the local vorticity spin axis. Compared to Δ𝑚𝑎𝑥 and Δ𝑣𝑜𝑙,
Δ𝜔 is advantageous if stretched grids are used in the free shear layer due to its lower
turbulent viscosity. However, if cube sized grid cells are used, which is recommended in
regions with separated flow, all three length scales reduce to Δ = ΔΩ = Δ𝑣𝑜𝑙 = Δ𝑚𝑎𝑥.
ΔΩ = √𝑁2𝑥Δ𝑦Δ𝑧 +𝑁2𝑦Δ𝑥Δ𝑧 +𝑁2𝑧Δ𝑥Δ𝑦 (3.22)
𝑁 =
Ω
∥ Ω ∥
, Ω = ∇× 𝑢
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As mentioned in the introduction of this thesis, Shur et al. [12] proposed IDDES with
the aim of achieving a non-zonal WMLES functionality where no log-layer mismatch
is present. The LES length scale Δ𝑑𝑤 presented in Eq. (3.23) is an essential part of
the IDDES formulation since it contributes very much to the reduction of the log-layer
mismatch. In Shur et al. [12], they evaluated Δ𝑑𝑤 in LES of fully developed channel
flow with the Smagorinsky model at 𝑅𝑒𝜏 = 400 and with an algebraic WMLES method
at 𝑅𝑒𝜏 = 18000. In both simulations, Δ𝑑𝑤 gave a much improved prediction of the
time-averaged velocity profiles compared to the standard LES length scale Δ𝑣𝑜𝑙. However,
for other Reynolds numbers, Shur et al. [12] state that Δ𝑑𝑤 does not work satisfactorily
with regards to the log-layer mismatch and argue that more empiricism is needed, which
resulted in the IDDES formulation [12]. In this thesis, Δ𝑑𝑤 is used with the proposed
zonal hybrid RANS-LES model based on PDH-LRN. The LES length scale reads
Δ𝑑𝑤 = min (max [𝐶𝑑𝑤𝑑𝑤, 𝐶𝑑𝑤Δ𝑚𝑎𝑥,Δ𝑛𝑠𝑡𝑒𝑝] ,Δ𝑚𝑎𝑥) (3.23)
where 𝑑𝑤 is the wall distance, 𝐶𝑑𝑤 = 0.15, Δ𝑛𝑠𝑡𝑒𝑝 is the grid cell size in the wall-normal
direction and Δ𝑚𝑎𝑥 is according to Eq. (3.20).
The Δ𝑑𝑤 length scale consists of three components: the near wall component, Δ𝑑𝑤 =
𝐶𝑑𝑤Δ𝑚𝑎𝑥; the component related to the flow away from the wall Δ𝑑𝑤 = Δ𝑚𝑎𝑥 and the
component bridging the two components as described below. As seen, Δ𝑑𝑤 returns the
LES length scale used in DES and DDES in regions away from the wall, which is motivated
by the facts that the small turbulent eddies are assumed to be statistically isotropic
and that the grid in these regions should be designed so that Δ𝑚𝑎𝑥 = Δ𝑥 = Δ𝑦 = Δ𝑧.
The component bridging the near-wall and off-wall components is Δ𝑑𝑤 = 𝐶𝑑𝑤𝑑𝑤 or
alternatively Δ𝑑𝑤 = Δ𝑛𝑠𝑡𝑒𝑝 if Δ𝑛𝑠𝑡𝑒𝑝 > 𝐶𝑑𝑤𝑑𝑤. The LES length scale grows linearly
in this bridging region, and the grid is preferably designed so that Δ𝑑𝑤 = 𝐶𝑑𝑤𝑑𝑤.
Δ𝑑𝑤 = Δ𝑛𝑠𝑡𝑒𝑝 is seen by Shur et al. [12] as an undesirable but necessary fallback in order
not to let Δ𝑑𝑤 return too large a LES length scale if the grid is highly stretched (with a
stretching ratio larger than 1 + 𝐶𝑤) in the wall-normal direction.
The LES length scales described in this section have been applied to the flow cases
described in Chapter 4. The length scales presented in Eqs. (3.20) to (3.23) have been
applied to fully developed channel flow to evaluate their ability to reduce the log-layer
mismatch. The wall distance based length scale, Δ𝑑𝑤 has also been applied to channel
flow simulated as embedded LES, to the flow over a wall-mounted hump and to the
spatially developing boundary layer flow. In the transonic duct flow, Δ𝑑𝑤 was applied but
with Δ𝑛𝑠𝑡𝑒𝑝 omitted as in Gritskevich et al. [23]. The arguments for omitting Δ𝑛𝑠𝑡𝑒𝑝 are
that its contribution is weak for properly designed hybrid RANS-LES grids and that this
grid measure is not easily defined in unstructured solvers. An alternative to Δ𝑛𝑠𝑡𝑒𝑝 in
unstructured solvers is Δmin = min(Δ𝑥,Δ𝑦,Δ𝑧) since Δmin and Δ𝑛𝑠𝑡𝑒𝑝 should be similar
inside the boundary layer, presuming that strong grid refinement is not applied in the
tangential wall directions. In the mixing layer flow, the effect of Δ𝑚𝑎𝑥 and ΔΩ on the
RANS-to-LES transition region is evaluated.
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3.2 RANS-LES interface methodologies
This section describes the RANS-LES interface methodologies used in this thesis. The
purpose of the methodologies presented is to promote the development of resolved turbu-
lence on the LES side of the interface in order to shorten the RANS-to-LES transition
region.
3.2.1 Commutation error at the RANS-LES interfaces
A commutation error occurs in hybrid RANS-LES simulations since the hybrid filter does
not commute with the spatial derivative. Due to the non-commutivity, an additional
term appears when computing the spatial derivative of a physical quantity 𝑓, as shown in
Eq. (3.24).
𝜕𝑓
𝜕𝑥𝑖
=
𝜕𝑓
𝜕𝑥𝑖
−
𝜕Δ
𝜕𝑥𝑖
𝜕𝑓
𝜕Δ
(3.24)
It has been shown that the commutation error can be large at the RANS-LES inter-
face [38, 55]. In this thesis the effect of commutation terms at wall-normal and wall-parallel
RANS-LES interfaces is explored in simulations of channel flow, hump flow, boundary
layer flow and mixing layer flow. The two different RANS-LES interfaces are schematically
shown in Fig. 1.4 in Section 1.3.
The commutation terms for the convection terms in the 𝑘 and 𝜔 equations, based on
Hamba’s [38] derivation are used. Moreover, a commutation term for the convection term
in the momentum equations is applied. Only the commutation error due to the switch of
modeling mode at the RANS-LES interface is taken into account in this thesis. Due to
the moderate stretching in the LES region of the grids used, the commutation error due
to the non-homogeneous grid in the LES region is therefore neglected since this effect is
assumed to be much smaller than the effect of switching the modeling mode.
Using Eq. (3.24), the commutation term, 𝑆𝑐𝑘, for the convection in the modeled 𝑘
equation can be formulated as
𝜕𝑢𝑖𝑘
𝜕𝑥𝑖
=
𝜕𝑢𝑖𝑘
𝜕𝑥𝑖
−
𝜕Δ
𝜕𝑥𝑖
𝜕𝑢𝑖𝑘
𝜕Δ⏟
𝑆𝑐𝑘
(3.25)
A corresponding term can be formulated for the convection in the 𝜔 equation. The
𝜔 equation is derived by transforming the 𝑘 and 𝜖 equations. It is assumed that the
dissipation rate (𝜖) is not affected across the RANS-LES interface. This means that the
viscous dissipation rate dominates over the viscous dissipation rate due to the resolved
turbulence. Since the simulations presented are performed on grids much coarser than
DNS resolution grids, which are required in order to achieve an accurate dissipation rate
due to the resolved turbulence, the assumption is valid. To achieve the 𝜔 equation, start
from the 𝜖 equation and multiply by 1/ (𝐶𝑘𝑘)
𝑑𝜔
𝑑𝑡
=
𝑑
𝑑𝑡
(
𝜖
𝐶𝑘𝑘
) =
1
𝐶𝑘𝑘
𝑑𝜖
𝑑𝑡
+
𝜖
𝐶𝑘
𝑑(1/𝑘)
𝑑𝑡
=
1
𝐶𝑘𝑘
𝑑𝜖
𝑑𝑡
−
𝜔
𝑘
𝑑𝑘
𝑑𝑡
(3.26)
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From Eq. (3.26) it can be seen that the source term in the 𝜔 equation is given by the
source term in the 𝜖 equation multiplied by 1/ (𝐶𝑘𝑘) and the source term in the 𝑘 equation
multiplied by −𝜔/𝑘. This leads to the following commutation term in the 𝜔 equation
𝜕𝑢𝑖𝜔
𝜕𝑥𝑖
=
𝜕𝑢𝑖𝜔
𝜕𝑥𝑖
−
𝜕Δ
𝜕𝑥𝑖
𝜕𝑢𝑖𝜔
𝜕Δ
=
𝜕𝑢𝑖𝜔
𝜕𝑥𝑖
+
𝜔
𝑘
𝜕Δ
𝜕𝑥𝑖
𝜕𝑢𝑖𝑘
𝜕Δ
=
𝜕𝑢𝑖𝜔
𝜕𝑥𝑖
+
𝜔
𝑘
𝑆𝑐𝑘⏟
𝑆𝑐𝜔
(3.27)
By adding the commutation terms in the 𝑘 and 𝜔 equations on the LES side of the
RANS-LES interface, the aim is to reduce the RANS-to-LES transition region by reducing
the turbulent viscosity on the LES side of the RANS-LES interface. The source term 𝑆𝑐𝑘,
added to the 𝑘 equation, acts to reduce the modeled turbulent kinetic energy for a flow
across a RANS-to-LES interface. Since the source term in the 𝜔 equation has the opposite
sign to the source term in the 𝑘 equation, the commutation term increases the specific
dissipation rate. Hence, for a flow across the interface with the direction from RANS to
LES, a reduction of the turbulent viscosity will be obtained with a possibility to mitigate
the grey area. With a flow from LES to RANS, the turbulent viscosity will be increased
since the commutation terms will contribute to an increase in 𝑘 and a reduction in 𝜔.
The commutation term introduced in the 𝑘 equation contributes to a change in the
modeled turbulent kinetic energy across the RANS-LES interface. This change should
be compensated with a change of the resolved turbulent kinetic energy. For example,
when the modeled turbulent kinetic energy is reduced across a RANS-to-LES interface
due to 𝑆𝑐𝑘, the resolved turbulent kinetic energy should be reduced by the same amount
across the interface. This energy transfer is achieved by introducing a source term in
the momentum equations, which should represent a commutation term in the transport
equation for the resolved turbulent kinetic energy.
The transport equation for resolved turbulent kinetic energy is derived by subtracting
the time-averaged momentum equations from the instantaneous momentum equations
to get the momentum equations for a fluctuating velocity. Each term in this equation
are multiplied by 𝑢′𝑖 and time-averaged. The source terms introduced in the momentum
equations are in this thesis based on the source term 𝑆𝑐𝑘, representing the commutation
error for the convection term in the 𝑘𝑠𝑔𝑠 equation. The time-average of the source term in
the momentum equations for the fluctuating velocity multiplied by the velocity fluctuation
should thus be found in the transport equation for resolved turbulent kinetic energy, i.e.
⟨𝑆𝑐𝑘⟩. The source term introduced in the momentum equations can take the form
𝑆1𝑖 = 𝑆
𝑐
𝑘
𝑢′𝑖
⟨𝑢′𝑚𝑢
′
𝑚⟩
(3.28)
Consider now to multiply Eq. (3.28) with 𝑢′𝑖 and time average
⟨𝑆𝑐𝑘
𝑢′𝑖
⟨𝑢′𝑚𝑢
′
𝑚⟩
𝑢′𝑖⟩ ≃ ⟨𝑆
𝑐
𝑘⟩
⟨𝑢′𝑖𝑢
′
𝑖⟩
⟨𝑢′𝑚𝑢
′
𝑚⟩
= ⟨𝑆𝑐𝑘⟩ (3.29)
where the correlation between 𝑆𝑐𝑘 and 𝑢
′
𝑖 is assumed to be weak. As seen, Eq. (3.29) is
equal to the time-average of Eq. (3.25), but with opposite sign, as it should. The two
terms have opposite signs, indicating that the enhanced turbulent fluctuations corresponds
to a reduced modeled 𝑘𝑠𝑔𝑠.
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To ensure that 𝑆1𝑖 has the same sign as the velocity fluctuation itself in order to act
as a modeled generator of turbulence at the RANS-LES interface and thus enforce the
velocity fluctuations, the sign function is introduced. Finally, the used source term in
the momentum equations reads
𝑆𝑐𝑚𝑜𝑚,𝑖 = sign (𝑢
′
𝑖) ∣𝑆
𝑐
𝑘
𝑢′𝑖
⟨𝑢′𝑚𝑢′𝑚⟩
∣ . (3.30)
A similar term was proposed by Davidson [40] and used in zonal PANS simulations of
channel flow.
It should be noted that the introduction of 𝑆𝑐𝑚𝑜𝑚,𝑖 requires a running time-average in
order to compute the velocity fluctuations. In the simulations presented in this thesis,
typically 1000 time-steps were used to establish the time-averaged velocities from a fully
developed flow. The number of time-steps needed to establish the flow with the source
term introduced in the momentum equations differed between the simulated flows. Due to
the periodicity in fully developed channel flow simulations, 10 000 time steps were needed
to establish the interface fluctuations given by 𝑆𝑐𝑚𝑜𝑚,𝑖. In the embedded LES simulations
of channel flow, boundary layer flow and mixing layer flow much fewer time-steps could be
used since the turbulence is not recycled as in the simulations of fully developed channel
flow. Typically, 1000 time steps were needed in the latter flow simulations.
The source term introduced in the momentum equations (Eq. (3.30)) is added only on
the LES side of the interface, following the strategy to enforce the velocity fluctuations at
the same time as the modeled turbulent kinetic energy (and the turbulent viscosity) is
reduced by the source term introduced in the 𝑘 (and 𝜔) equation on the LES side of the
interface.
It is important to note that the proposed methodology does not involve any empirical
constants or functions. Moreover, it is a general method that can be applied to any
transport equation based hybrid RANS-LES turbulence model. To discretize the source
term 𝑆𝑐𝑘 around the RANS-LES interface, a finite difference approximation is applied as
in Hamba [38], see the sections below.
Wall-normal interface
In simulations where a wall-normal interface is used, as schematically shown in Fig. 1.4,
the discretized form of 𝑆𝑐𝑘 reads
𝑆𝑐𝑘 =
𝜕Δ
𝜕𝑥
𝜕𝑢𝑘
𝜕Δ
= (
Δ𝐿𝐸𝑆 −Δ𝑅𝐴𝑁𝑆
Δ𝑥
)
𝑢𝑅𝐴𝑁𝑆𝑘 − 𝑢𝐿𝐸𝑆𝑘𝐿𝐸𝑆
Δ𝑅𝐴𝑁𝑆 −Δ𝐿𝐸𝑆
(3.31)
=
𝑢𝐿𝐸𝑆𝑘𝐿𝐸𝑆 − 𝑢𝑅𝐴𝑁𝑆𝑘
Δ𝑥
where Δ𝑥 is the distance between the cell centers at the RANS and LES locations, here
indicated by the subscript 𝑅𝐴𝑁𝑆 and 𝐿𝐸𝑆, respectively, on each side of the interface, as
shown in Fig. 3.3.
The value of 𝑘𝐿𝐸𝑆 is the estimated SGS turbulent kinetic energy computed according
to Eq. (3.32). The value of 𝑘 (without any subscript in Eq. (3.31)) is set to the value at
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(a) Strategy 1. (b) Strategy 2.
(c) Strategy 3. (d) Strategy 4.
Figure 3.3: Strategies for the wall-normal RANS-LES interface. RANS and LES cells,
adjacent to the RANS-LES interface, with source terms for commutation error (𝑆𝑐𝑘, 𝑆
𝑐
𝜔
and 𝑆𝑐𝑚𝑜𝑚.𝑖) and synthetic turbulent fluctuations (𝑆
𝑠
𝑚𝑜𝑚,𝑖).
the current cell 𝑖, and not to its RANS value. This is done in order to achieve a smooth
reduction of 𝑘 across a RANS-to-LES interface and to avoid stability problems.
𝑘𝐿𝐸𝑆 = (
𝜈𝑠𝑔𝑠
Δ
) , 𝜈𝑠𝑔𝑠 = (𝐶𝑠Δ)
2 |𝑠| , 𝐶𝑠 = 0.1 (3.32)
The filter width, Δ, used to estimate 𝑘𝐿𝐸𝑆 in Eq. (3.32) corresponds to the filter width
used for the LES length scale in the dissipation term in the transport equation for the
turbulent kinetic energy (Eq. (3.1)). It should be noted that there is no explicit dependency
of Δ in Eq. (3.31)) since it is assumed that Δ and 𝑘 varies linearly between the RANS
and the LES locations. Hence, the RANS and LES length scales in the nominator and
the denominator cancel each other. However, Δ is implicitly involved in 𝑆𝑐𝑘 since it is
assumed that 𝑘 varies between Δ𝑅𝐴𝑁𝑆 and Δ𝐿𝐸𝑆.
Four combinations are presented in Fig. 3.3 for how the source terms representing
the commutation error and synthetic turbulent fluctuations have been applied at the
wall-normal RANS-LES interface in this thesis. In strategy 1, commutation terms are
added in the 𝑘 and 𝜔 equations in order to rapidly reduce the turbulent viscosity on the
LES side of the RANS-LES interface. In strategy 2, commutation terms are added in
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the 𝑘, 𝜔 and momentum equations. The source term in the momentum equations acts as
a modeled turbulence generator in order to further promote the growth of the resolved
turbulence. With strategy 3, synthetic turbulent fluctuations are added as source terms
in the momentum equations (𝑆𝑠𝑖,𝑚𝑜𝑚) at the wall-normal RANS-LES interface (or inlet
plane) without any commutation terms. Strategy 4 uses the commutation terms in the 𝑘
and 𝜔 equations to reduce the turbulent viscosity on the LES side of the interface, and
synthetic turbulent fluctuations (see Section 3.2.2) are added to the momentum equations
as source terms in order to speed up the formation of the turbulence resolving flow.
Table 3.1 shows applications in this thesis to which the different interface strategies
have been applied. If no commutation terms are added in the 𝑘 and 𝜔 equations and no
synthetic turbulent fluctuations are added at the wall normal RANS-LES interface or the
inlet plane, this is indicated by 0 in the table. The strategies used for the wall-parallel
RANS-LES interfaces are also included. These strategies are described in the following
section.
Table 3.1: Methodologies applied to the RANS-LES interfaces for different flow cases.
Flow case Strategy for wall-normal
interface or inlet plane
Strategy for wall-parallel
interfaces
DHIT N/A N/A
Channel flow1, 𝑅𝑒𝜏=8000 N/A 0, 1, 2, 3
Channel flow2, 𝑅𝑒𝜏=950 4 N/A
Channel flow2, 𝑅𝑒𝜏=8000 3, 4 0, 1, 2, 3
Hump 4 0
Boundary Layer 3, 4 0, 1, 2, 3
Mixing layer 0, 1, 2 N/A
Transonic duct flow 0 0
1Fully developed channel flow
2Channel flow simulated as embedded LES.
The influence of the distance Δ𝑥 on the commutation terms in the 𝑘 and 𝜔 equations
has been analyzed by Davidson [56], where he concludes that the larger the Δ𝑥, the
weaker the effect of the commutation terms. In this work, Δ𝑥 is the distance between the
adjacent cell centers at each side of the RANS-LES interface. Even though the proposed
commutation term gives a strong impact on the production of the modeled turbulent
kinetic energy with such a small distance Δ𝑥 between the RANS and LES locations, this
distance, between the adjacent cells, and this is also so for complex grids.
At a wall-normal RANS-LES interface, where the upstream flow is simulated with
RANS and the downstream flow is simulated using a near-wall RANS layer and an off-wall
LES region, as shown in Fig. 1.4, the commutation terms should, formally, only be added
in the off-wall LES region since this is where the commutation error appears.
In hybrid RANS-LES simulations of e.g. channel flow with a near-wall RANS region,
the turbulent viscosity in this region is less than the turbulent viscosity is when the flow
is simulated only with RANS. This is because of the entrainment of LES content from
then neighboring LES region in the former case, see e.g. Davidson [40]. From a modeling
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point of view it could thus be argued that not only the turbulent viscosity in the LES
region should be reduced across the wall-normal interface in embedded LES but also the
turbulent viscosity in the near-wall RANS region. This reduction can be made using
Eq. (3.31).
In this thesis, the commutation terms in the 𝑘 and 𝜔 equations have been applied in
both the near-wall RANS region and the off-wall LES region at embedded wall-normal
interfaces and inlet boundaries. The argument is as described above: to reduce the
turbulent viscosity also in the near-wall RANS region in order to rapidly adapt to
the lower RANS turbulent viscosity given in the hybrid RANS-LES region. In these
simulations, synthetic turbulent fluctuations are added at the RANS-LES interface in the
near-wall RANS region.
Wall-parallel interface
A wall-parallel interface is shown schematically in Fig. 1.4. Similar to the discretization
of the wall-normal interface, the wall-parallel interface is discretized as follows
𝑆𝑐𝑘 =
𝜕Δ
𝜕𝑦
𝜕𝑣𝑘
𝜕Δ
= (
Δ𝐿𝐸𝑆 −Δ𝑅𝐴𝑁𝑆
Δ𝑦
)
𝑣𝑅𝐴𝑁𝑆𝑘 − 𝑣𝐿𝐸𝑆𝑘𝐿𝐸𝑆
Δ𝑅𝐴𝑁𝑆 −Δ𝐿𝐸𝑆
(3.33)
=
𝑣𝐿𝐸𝑆𝑘𝐿𝐸𝑆 − 𝑣𝑅𝐴𝑁𝑆𝑘
Δ𝑦
As in Eq. (3.31), 𝑘𝐿𝐸𝑆 is computed according to Eq. (3.32) and 𝑘 without any subscript
is taken at cell 𝑗. Moreover, Δ𝑦 is the distance between the cell centers adjacent to the
RANS-LES interface. Note that it is assumed in Eq. (3.33) that the velocity 𝑣 is positive
across a RANS-to-LES interface. Thus, at the upper wall in the channel flow, the sign of
𝑆𝑐𝑘 has to be taken care of so that this term acts as a sink term in the 𝑘 equation for a
flow going from RANS to LES.
In this thesis, three strategies for applying the commutation terms in the 𝑘, 𝜔 and the
momentum equations at the wall-parallel RANS-LES interface have been evaluated, as
shown in Fig. 3.4, where 𝑣𝑖𝑛𝑡 is the velocity at the RANS-LES interface.
(a) Strategy 1. (b) Strategy 2. (c) Strategy 3.
Figure 3.4: Strategies for the wall-parallel RANS-LES interface. RANS and LES cells,
adjacent to the RANS-LES interface, with source terms for commutation errors (𝑆𝑐𝑘, 𝑆
𝑐
𝜔
and 𝑆𝑐𝑚𝑜𝑚.𝑖).
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In the first strategy shown in Fig. 3.4 (a), the commutation terms in the 𝑘 and 𝜔
equations have been applied only on the LES side of the interface when the flow direction
across the interface is from RANS to LES. When the flow direction is from the LES to the
RANS region, the commutation terms are set to zero. In the second strategy, as shown
in Fig. 3.4 (b), the commutation terms have been added on both sides of the interface.
When the direction of the flow across the interface is from the RANS to the LES region,
the commutation terms on the LES side of the interface reduce the turbulent viscosity
in the LES region. When the flow direction across the interface is from LES to RANS,
the commutation terms are added on the RANS side on the interface in order to increase
the turbulent viscosity in the RANS region. The third strategy shown in Fig. 3.4 (c) is
similar to strategy 1, but the source term 𝑆𝑐𝑚𝑜𝑚,𝑖 in the momentum equations is added
on the LES side of the interface. Table 3.1 in the previous section summarizes to which
flow cases the different interface strategies have been applied. A 0 in Table 3.1, indicates
that no commutation terms are added at the wall-parallel RANS-LES interfaces.
It was observed that, instantaneously, the magnitude of the commutation term in the
momentum equations, 𝑆𝑐𝑚𝑜𝑚.𝑖, can take values of the same order as the magnitude of the
convection term and the diffusion term, which caused stability problems. Therefore, in
the simulation where 𝑆𝑐𝑚𝑜𝑚.𝑖 is applied at the wall-parallel interface, the commutation
term in the momentum equations has been limited to the minimum of the magnitude of
the convection and diffusion terms.
Due to the formulation of the RANS flux (𝑣𝑅𝐴𝑁𝑆𝑘) for the turbulent kinetic energy in
Eq. (3.33) and the fact that the modeled turbulent kinetic energy is larger on the RANS
side of the interface than on the LES side, the contribution from the commutation terms
will be stronger on the RANS side of the interface than on the LES side.
3.2.2 Synthetic turbulence
Synthetic turbulent fluctuations (STF) are superimposed onto the RANS mean flow field
at the interface in order to trigger the equations to resolve turbulence and to reduce the
RANS-to-LES transition region. In this thesis, STF are imposed on embedded wall-normal
RANS-LES interfaces as well as on inflow boundaries. The flow cases to which STF have
been applied in this thesis are presented in Table 3.1 above.
Anisotropic synthetic turbulent fluctuations, based on a modified von Karman spec-
trum, are used in this thesis. The methodology used to generate the STF is presented in
the work by Davidson [40, 57] and Davidson and Peng [32].
Two different approaches have been used to apply the STF in the simulations. When
the STF are applied at an inlet boundary, as in the boundary layer simulations and
the simulations of the hump flow, the STF are added directly to the mean velocities in
the inlet boundary condition. In simulations in which STF are applied to an embedded
wall-normal interface, as in the simulations of channel flow, the STF are applied as source
terms in the momentum equations. With the addition of STF, turbulent kinetic energy
is added to the simulation. To avoid an excess of turbulent kinetic energy at the LES
side of the interface, the modeled turbulent kinetic energy on the LES side of RANS-LES
interface has been manipulated either by a prescribed constant, 𝑓𝑘,𝑖𝑛𝑡, as in paper B, or
with the use of commutation terms, as in paper D-F, as shown in Fig. 3.3 (d).
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The procedure for generating the STF is summarized below.
1. A precursor RANS simulation is made using the PDH-LRN model [48] in order to
get profiles of velocities, turbulent kinetic energy and specific dissipation rate at the
inlet or at the embedded wall-normal interface to which the STF should be applied.
2. Choose a suitable Reynolds stress tensor.
3. The Reynolds stress tensors and the turbulent length scale 𝑙𝑡,𝑠 are used as input for
the generation of the synthetic turbulence.
4. The synthetic turbulence generator assumes homogeneous turbulence, hence the
Reynolds stress tensor can be prescribed only in one point. In this thesis STF
are applied only to attached boundary layers where the shear stress is the most
important stress component. Therefore, the Reynolds stress tensor is chosen at the
point where the turbulent shear stress is largest.
5. As a last step, the turbulent fluctuations are scaled based on the profiles from the
precursor RANS simulation.
The Reynolds stress tensor in step 2 in the list above is taken in paper B from DNS of
fully developed channel flow. In papers D-F, the Reynolds stress tensor is computed from
the Wallin and Johansson EARSM model [58] using 𝑢, 𝑘 and 𝜔 from the precursor RANS
simulation.
At step 3 above, the turbulent length scale 𝑙𝑡,𝑠 = 0.5𝛿𝑖𝑛 and 𝑙𝑡,𝑠 = 0.8𝛿𝑖𝑛 were used
for the embedded LES of channel flow and hump, respectively, in paper B, where 𝛿𝑖𝑛 is
the boundary layer thickness at the embedded RANS-LES interface/inlet location and is
taken from a precursor RANS simulation. In paper D, 𝑙𝑡,𝑠 = 𝑘
(3/2)/𝜔, where 𝑘 and 𝜔 are
taken from the precursor PDH-LRN RANS simulation. This turbulent length scale gave
good results in the simulations of channel flow and hump flow. However, it was observed
in papers E and F that 𝑙𝑡,𝑠 = 𝑘
(3/2)/𝜔 gave too small a turbulent length scale for the
simulated boundary layer flow. Therefore, 𝑙𝑡,𝑠 = 0.22𝛿𝑖𝑛, was chosen for all simulations in
these two papers.
As the last step in the procedure for generating the STF, scaling of the fluctuations is
used in order to mimic the actual flow characteristics as well as possible. No scaling was
applied for the channel flow in paper B. For the hump flow in paper B, the STF was scaled
using the PDH-LRN profile for the turbulent kinetic energy, (𝑘/𝑘𝑚𝑎𝑥)𝑅𝐴𝑁𝑆. In paper
D-F, the STF were scaled using the maximum shear stress, (∣𝑢′𝑣′∣ / ∣𝑢′𝑣′∣
max
)
1/2
𝑅𝐴𝑁𝑆
,
which was taken from the precursor RANS simulation.
To compute the time correlation for the synthetic turbulence generator used described
in [57], the bulk velocity and the turbulent length scale 𝑙𝑡,𝑠 are used. Thus, no additional
parameters are needed than those described in the list above. It should be noted that,
with the commutation terms combined with the procedure described for generating STF,
the only ”free” parameter in the RANS-LES interface method used is the turbulent length
scale.
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4 Flow cases for calibration and validation
This chapter summarizes the flow cases used in the thesis for calibration and validation
of the proposed zonal hybrid RANS-LES approach. A brief introduction describing the
purpose and motivation is given for each flow case, and the most important outcomes are
presented.
The simulations of the transonic flow in a rectangular duct have been performed with
the unstructured compressible flow solver Edge, see Section 2.2. All other flow cases have
been simulated using the incompressible structured flow solver CALC-LES presented in
Section 2.1.
4.1 Transonic flow in a rectangular duct
Shock/boundary-layer interaction (SBLI) flows are commonly encountered in aeronautical
applications and appears e.g. in phenomena such as buffeting on aircraft wings and in
high-speed inlet configurations. For high-speed inlets, SBLI can typically take place inside
the inlet duct, which can have a severe impact on the engine/inlet stability if it is not
controlled.
Transonic flow in ducts is often associated with SBLI and flow separation in the duct
corners. It has been found to be challenging to use CFD methods to predict such flows,
especially using hybrid RANS-LES and DES methods, which was shown in e.g. papers A
and C.
The present flow case is formed by a rectangular duct with a convergent-divergent
nozzle used to accelerate the flow from subsonic speed to supersonic speed. A 𝜆-shape
shock wave downstream of the nozzle at Mach 1.4 interacts with the boundary layer,
which consequently leads to local recirculation bubbles in the duct corners, as shown in
Fig. 4.1. The walls are parallel in the shock region and the cross-sectional area is constant
with 𝐻 = 178 mm and 𝑊 = 117 mm in height and width, respectively. The center line
length of the duct is 𝐿 = 1030 mm.
(a) Side view of shock wave with 𝜆-foot. (b) Oil-ﬂow visualization on bottom
wall.
Figure 4.1: Experiment. Flow from left to right. Visualization of (a) shock wave and (b)
shock-induced corner separation bubbles. In (b), the third line from left indicates the
shock location. Crosses indicate locations where wall pressures were measured.
The computational domain can be seen in Fig. 4.2. Two computational grids have been
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used, one coarse and one fine. The fine grid is shown in Fig. 4.2, where the RANS and
LES zones used in the simulations with the proposed zonal hybrid RANS-LES model are
also indicated. The grids are of a hexahedral type with about 3.2 and 7.6 million nodes,
respectively, in the different grids. Both grids have a refined region in the streamwise
(𝑥−) direction to resolve the shock wave. For both grids, the first wall-normal grid node
is generally located at 𝑦+ < 2. Compared to the coarse grid, the number of nodes in the
wall-normal directions in the fine grid is doubled in the bulk region.
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Figure 4.2: Computational grid with RANS and LES zones used in PDH-LRN based
zonal RANS-LES simulations. Blue: RANS; black: buffer zone; red: LES. Left grid:
xy-plane, flow from left to right. Right grid: yz-plane, grid cross-section.
The zonal hybrid RANS-LES simulations performed with the proposed model are
made as follows. A buffer zone, in which the turbulent length scale is gradually switched
from RANS to LES, is defined in between the RANS and the hybrid RANS-LES zones.
The buffer zone helps to eliminate possible discontinuities in the transition from RANS
to LES mode and is patched between 𝑥𝑏1 and 𝑥𝑏2 in the streamwise direction upstream
of the shock. In simulations 𝑥𝑏1 = 470 mm and 𝑥𝑏2 = 520 mm, see Figs. 4.2 and 4.4 (a).
The LES length scale Δ = Δ𝑑𝑤 was used in the LES region, as described in Section 3.1.3.
Bottom-wall pressures and streamwise velocities in the duct center plane are available
from the experiment [59]. Velocity profiles and wall pressure distributions from the
simulations are compared to the experiment in papers A and C at a distance of Δ𝑥
relative to the shock location, as illustrated by the lines in Fig. 4.1 (b). Only a comparison
of wall-pressure distributions is presented in this extended summary. Measured at
the center line of the duct, the shock wave in the experiment occurs at 𝑥 = 659 mm
(Δ𝑥 = 0), i.e. 205 mm downstream of the nozzle exit. The Reynolds number, based on
the displacement thickness and the local freestream velocity, 𝑈0, at Δ𝑥 = −30 mm is
𝑅𝑒𝛿∗ = 13 600.
Current state-of-the-art hybrid RANS-LES models have been applied to the present
SBLI flow case and are compared to the proposed hybrid RANS-LES method based on
the PDH-LRN 𝑘 − 𝜔 model [48]. The turbulence models applied are given in Table 4.1
together with the computational grids used.
In addition to the hybrid RANS-LES methods applied to the present SBLI flow case,
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Table 4.1: Turbulence models and grids used in simulations of the SBLI duct flow.
Turb. model Type Grid
PDH-LRN 𝑘 − 𝜔 HRLM, zonal fine
SA-DES HRLM, non-zonal coarse
SA-DDES HRLM, non-zonal fine
SA-DDES HRLM, non-zonal coarse
SA-IDDES HRLM, non-zonal fine
HYB0, zero-eq. HRLM, non-zonal fine
HYB0, zero-eq. HRLM, non-zonal coarse
PDH-LRN RANS coarse
Hellsten’s 𝑘 − 𝜔 + EARSM RANS coarse
Spalart-Allmaras one-eq. RANS coarse
Menter’s SST 𝑘 − 𝜔 RANS coarse
different RANS models were evaluated. It was concluded that well established RANS
models, such as the Spalart-Allmaras one equation model [20] and Menter’s SST 𝑘 − 𝜔
model [21], failed to accurately predict the SBLI flow. Both models predict an unphysical
asymmetric flow field and a collapsed shock wave, which have also been shown by Bruce
et al. [60]. Both Hellsten’s 𝑘 − 𝜔 model [61] combined with EARSM [58] and the low-
Reynolds-number 𝑘 − 𝜔 model by Peng et al. [48] predicted the pressure distribution
across the shock reasonably well in the center plane of the duct. However, among the
RANS models evaluated, the local corner separation bubbles were best predicted using
the PDH-LRN model. The PDH-LRN model was therefore chosen as the background
RANS model in the proposed hybrid zonal RANS-LES model.
The 𝜆-shaped shook wave and the wall pressure distribution across the shock given
by the proposed hybrid zonal RANS-LES model are shown in Fig. 4.3. The shape of
the instantaneous shock wave is in good agreement with experimental data given in
Fig. 4.1 (a). As shown in the time-averaged wall pressure distribution across the shock
(Fig. 4.3 (b)), weak secondary shocks are present with the proposed hybrid RANS-LES
model. This is due to the slightly over-predicted corner separation bubbles shown in
Fig. 4.4 (a), which contributes to an enhanced flow acceleration to supersonic flow and
the weak secondary shocks downstream of the main shock. The secondary shocks are not
observed in the wall pressure distribution from the experiment, but can be noticed in the
Schlieren visualization in Fig. 4.1 (a). Using SA-IDDES on the other hand, a much more
unsteady shock is predicted giving a less distinct pressures rise across the shock as seen
in Fig. 4.3 (b). An unphysical collapsed shock is given with SA-DDES and HYB0 (not
shown) leading to the prolonged and weak pressure rise across the shock.
Using IDDES, most of the corner separation bubbles are simulated in LES mode (not
shown here, but shown in paper C). With the proposed model, the RANS and LES zones
are prescribed so that only the outer part of the corner separation bubbles are simulated
in LES, which seems to be advantageous for the grid used. Since the grid resolution is very
fine in the duct corners, as can be seen in Fig. 4.2, IDDES switches to its WMLES mode
but the proposed model is kept in (U)RANS mode. However, the grid is probably not
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(a) Side view of shock wave with 𝜆-foot.
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(b) Wall pressure.
Figure 4.3: Shock characteristics. (a) Instantaneous shock pattern at duct center plane
using zonal PDH-LRN. Visualized as the magnitude of density gradients. (b) Time-
averaged wall pressure along centerline across the shock using the fine grid.
fine enough to support the high level of resolved turbulence needed in the WMLES mode
of IDDES to compensate for the low turbulent viscosity level (modeled turbulence) given
by the model. Hence, the more pronounced shock motion observed in the SA-IDDES
simulations is probably related to the poor modeling of the corner separation bubbles.
Even though the inner part of the corner separation bubbles is simulated in RANS
mode with the proposed model, a large part of the highly turbulent flow downstream of
the shock is resolved, as can be seen in Fig. 4.4 (b), where the Q-criterion has been used
to visualize the resolved turbulent structures.
(a) Surface streamlines at bottom wall. (b) Q-criterion, 𝑄𝐻2/𝑈20 = 1.
Figure 4.4: PDH-LRN based zonal RANS-LES using the fine grid. (a) Time-averaged
surface streamlines in the SBLI region. Black line indicates shock location. Red lines
indicate the buffer zone shown in Fig 4.2. (b) Resolved turbulent structures with skin
friction displayed on the duct walls.
4.2 Decaying Homogeneous Isotropic Turbulence
The constant 𝐶𝐿𝐸𝑆 used in the LES mode of the proposed hybrid RANS-LES model was
calibrated using Decaying Homogeneous Isotropic Turbulence (DHIT). Experimental data
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by Comte-Bellot and Corrsin [62] were used as the reference.
DHIT was computed on two grids to investigate the effect of grid density on 𝐶𝐿𝐸𝑆. Each
grid, with a domain size of (2𝜋)3, consisted of 323 and 643 cubic shaped cells, respectively.
Periodic boundary conditions were applied in all directions, and the simulation was
initiated with a prescribed velocity field with zero mean velocity.
To reach adequate start values for 𝑘 and 𝜔, 4000 iterations were computed with a frozen
velocity field, which was used as an initial condition for the unsteady DHIT simulation.
The simulations were performed using a second order central differencing scheme for the
continuity and momentum equations and a first order hybrid scheme for the 𝑘 and 𝜔
transport equations. The initial velocity fields were generated by a widely used computer
program from the group of Professor Strelets in St. Petersburg. Spectra are presented at
two non-dimensional time steps: 𝑇 = 0.87 and 2.0.
The criteria used to select the best suited 𝐶𝐿𝐸𝑆-value are according to Bunge [63]. In
short, this means that the 323 grid is given priority over the 643 grid. The 323 grid is
seen as more representative for grids used in practical hybrid RANS-LES simulations of
complex geometries/flows. Furthermore, 𝑇 = 2 has precedence over 𝑇 = 0.87.
Energy spectra from DHIT simulations at two different time-steps using the proposed
model with 𝐶𝐿𝐸𝑆 = 0.70 are presented in Figure 4.5.
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Figure 4.5: Energy spectra from DHIT using the LES mode of the PDH-LRN based
hybrid RANS-LES model, 𝐶𝐿𝐸𝑆 = 0.70. : 32
3 grid; : 643 grid; ∘: Experiments
[62].
The simulations presented show, according to the selection criteria, that 𝐶𝐿𝐸𝑆 = 0.70
is the best value for the proposed model. Moreover, it is noted that the calibrated 𝐶𝐿𝐸𝑆-
value is very similar to other well known base RANS models used for hybrid RANS-LES
modeling, such as the Spalart-Allmaras one equation model [20] and Menter’s SST 𝑘 − 𝜔
model [21].
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4.3 Fully developed channel flow
Fully developed channel flow has been simulated at a Reynolds number based on friction
velocity, 𝑢𝜏 = √𝜏𝑤/𝜌, and half channel height 𝛿 equal to 𝑅𝑒𝜏 = 𝑢𝜏𝛿/𝜈 = 8000. The
purpose of this test case is to validate that the proposed model resolves turbulence
in a wall-bounded flow. Moreover, an assessment of different LES length scales and
commutation terms applied at the RANS-LES interface is made with the proposed model
in order to evaluate the model’s sensitivity to log-layer mismatch and how different
RANS-LES interface methodologies can be used to remedy this issue.
The computational domain used in the simulations has dimensions of (𝑥, 𝑦, 𝑧) /𝛿 =
(3.2, 2, 1.6) with a grid resolution of (𝑛𝑥, 𝑛𝑦, 𝑛𝑧) = (64, 96, 64) cells. In viscous units, the
grid reads (Δ𝑥+,Δ𝑦+,Δ𝑧+) = (400, 1.7 − 1050, 200). Periodic boundary conditions are
applied in the streamwise and spanwise directions, as seen in Fig. 4.6.
Figure 4.6: Computational setup for fully developed channel flow.
To verify the sensitivity of the domain size, two additional grids were used with
the dimensions (𝑥, 𝑦, 𝑧) = (6.4, 2, 1.6) and (3.2, 2, 3.2), where the same Δ𝑥+, Δ𝑦+ and
Δ𝑧+ values are used as for the above grid. Comparisons (not shown) of time-averaged
streamwise velocity profiles, turbulent viscosity and modeled and resolved turbulent shear
stress on the three grids show negligible differences. All results presented in this thesis
are computed on the small domain.
The zonal formulation was chosen to evaluate the influence of the switch location
on the log-layer mismatch. The RANS-LES interface was prescribed at four locations:
𝑦+ = 130, 𝑦+ = 270, 𝑦+ = 550 and 𝑦+ = 1120 (indicating the cell face) and the influence
of the LES length scales Δ𝑚𝑎𝑥, Δ𝑣𝑜𝑙, ΔΩ and Δ𝑑𝑤 (Eqs. (3.20) to (3.23)) was evaluated.
As highlighted in Section 3.2.1, the commutation error across the RANS-LES interface
can be large. The effect of commutation terms in the 𝑘, 𝜔 and momentum equations,
indicated by 𝑆𝑐𝑘, 𝑆
𝑐
𝜔 and 𝑆
𝑐
𝑚𝑜𝑚.𝑖 in Fig. 4.6, was therefore evaluated at the RANS-LES
interfaces.
The effect of different LES length scale on the log-layer mismatch is shown in Fig. 4.7 (a).
It can be concluded that Δ𝑑𝑤, is superior to the other LES length scales evaluated in
reducing the log-layer mismatch. A distinct log-layer mismatch is given by the three
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other LES length scales. With Δ𝑑𝑤, the most rapid reduction of the turbulent viscosity
is given across the RANS-to-LES interface (not shown), which contributes to the quick
development of the resolved turbulent shear stress shown in Fig. 4.7 (b). It can be observed
that Δ𝑣𝑜𝑙 and ΔΩ performs in a similar way, whereas Δ𝑚𝑎𝑥 considerably degrades the
model’s capability to develop resolved turbulent shear stress on the LES side of the
RANS-LES interface. The lower level of resolved shear stress given by Δ𝑚𝑎𝑥 is also
reflected in the velocity profile, where a more pronounced log-layer mismatch is given
with this LES length scale.
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(a) Different LES length scales.
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(b) Different Δ, 𝑦+𝑠𝑤𝑖𝑡𝑐ℎ = 250.
Figure 4.7: Fully developed channel flow, 𝑅𝑒𝜏 = 8000. Comparison of different LES length
scales, 𝑦+𝑠𝑤𝑖𝑡𝑐ℎ = 270 (indicated by black dashed line). (a) Streamwise time-averaged
velocity. (b) Resolved (solid) and molded+viscous (dash-dotted) turbulent shear stress.
For all the LES length scales evaluated, there is a tendency towards an increased
log-layer mismatch when the RANS-LES interface is moved closer to the wall, as can
be seen in paper B. With Δ = Δ𝑑𝑤, the effect of the interface location on the log-layer
mismatch is weak, as seen in Fig. 4.8 (a), which is an important aspect from a modeling
robustness point of view. With the RANS-LES switch located at 𝑦+ = 270, as shown
in Fig. 4.7 (a), the centerline velocity is over-predicted, due to the log-layer mismatch,
by about 6% for Δ𝑚𝑎𝑥, Δ𝑣𝑜𝑙 and ΔΩ but only by 1% for Δ𝑑𝑤. With the RANS-LES
switch located at 𝑦+ = 130 (not shown), the over-prediction of the centerline velocity is
as high as 11% for Δ𝑣𝑜𝑙 and ΔΩ but only 1.5% for Δ𝑑𝑤. It can thus be concluded that
among the LES length scales evaluated, the wall distance based LES length scale Δ𝑑𝑤
best reduces the log-layer mismatch and is the most robust with respect to the location of
the wall-parallel RANS-LES interface. Therefore, Δ𝑑𝑤 is seen as the most suitable LES
length scale for wall-bounded flows and is applied in such flows in this thesis.
Even though Δ𝑑𝑤 reduces the log-layer mismatch, a weak log-layer mismatch is still
present. Therefore, the methodology based on commutation terms applied at the RANS-
LES interface, following the recommendation by Hamba [38] described in Section 3.2.1,
has been explored. The commutation terms presented in Eq. (3.25), (3.27) and (3.30)
were applied. The effect of the commutation terms on the streamwise velocity profiles is
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(b) Effect of commutation term.
Figure 4.8: Fully developed channel flow, 𝑅𝑒𝜏 = 8000, using Δ = Δ𝑑𝑤. Streamwise
time-averaged velocity. Switch locations indicated by black dashed lines. (a) Comparison
between different RANS-LES switch locations. (b) Effect of commutation terms, 𝑦+𝑠𝑤𝑖𝑡𝑐ℎ =
270
presented in Fig. 4.8 (b). A slight improvement is seen when the commutation terms is
applied on the LES side of the interface for both Δ𝑑𝑤 and the other LES length scales
evaluated. Applying the commutation terms on both the RANS and LES sides of the
interface gives a greater log-layer mismatch with Δ𝑑𝑤. A similar trend is also observed
for the other LES length scales evaluated as can be seen in paper E.
The effect of the commutation terms in the momentum equations is weak, and only
marginal differences are seen between the simulations where the commutation terms
are applied on the LES side of the interface in the 𝑘 and 𝜔 equations and the 𝑘, 𝜔
and momentum equations, respectively. The weak effect of the commutation terms in
the momentum equations is explained by the restriction needed on this term to avoid
numerical instabilities as described in Section 3.2.1.
Finally, it can be concluded that the effect of the LES length scale dominates over the
effect of the applied commutation terms with regard to log-layer mismatch, even though
the commutation terms applied contribute to further alleviating the log-layer mismatch.
Moreover, it has been shown that Δ𝑑𝑤 is superior to other LES length scales presented in
literature when applied to channel flow.
4.4 Channel flow simulated as embedded LES
Channel flow at 𝑅𝑒𝜏 = 950 and 8000 was simulated using an embedded LES approach.
An upstream RANS region is coupled with a downstream hybrid RANS-LES region,
as shown in Fig. 4.9, or with a full LES region. Across the embedded RANS-LES
interface, the RANS level of turbulent kinetic energy and specific dissipation rate is
manipulated to match the downstream SGS levels. To speed up the establishment of the
downstream turbulence-resolving LES flow, synthetic turbulent fluctuations are applied
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at the embedded RANS-LES interface.
Figure 4.9: Channel flow simulated as embedded LES. Computational domain with
interfaces.
The main purpose of this flow case is to evaluate the proposed model in a wall-
bounded flow where synthetic turbulent fluctuations are added to the mean flow field
at a wall-normal RANS-LES interface. The flow case has also been used to evaluate
different RANS-LES interface methodologies for mitigating the grey area in embedded
LES simulations.
The profiles of 𝑢, 𝑘 and 𝜔, taken from precursor PDH-LRN RANS simulations of
fully developed channel flow were applied at the inlet boundary. Two different interface
methodologies were used in the simulations for 𝑅𝑒𝜏 = 950. Firstly, in paper B, the amount
of subgrid scale turbulent kinetic energy and specific dissipation rate was prescribed. The
evaluated ratio of LES subgrid scale turbulent kinetic energy to RANS turbulent kinetic
energy was in the range of 0.05 ≤ 𝑓𝑘,𝑖𝑛𝑡 ≤ 0.20. Moreover, the added synthetic turbulent
fluctuations in paper B had a constant distribution of the normal stresses across the
embedded RANS-LES interface. The distribution of the shear stress was constant across
the interface but with a changed sign for the upper half of the channel. Secondly, in papers
D and F, commutation terms in the 𝑘 and 𝜔 equations were applied at the wall-normal
RANS-LES interface instead of the prescribed ratio of SGS to RANS turbulent kinetic
energies. Furthermore, the synthetic turbulent fluctuations were scaled with the shear
stress profile from the precursor RANS simulation of fully developed channel flow. In all
simulations, Δ = Δ𝑑𝑤 is used in LES mode.
In the simulations at 𝑅𝑒𝜏 = 950, the region downstream of the embedded RANS-LES
interface was simulated without any near-wall RANS layer. This flow case was used
to validate the simulation approach with DNS data as a reference. The simulations
at 𝑅𝑒𝜏 = 8000 summarize both the wall-normal and wall-parallel RANS-LES interface
methods used in this thesis. This Reynolds number is also more relevant for full scale
industrial applications and are therefore presented in this extended summary.
Expressed in viscous units, the grid for 𝑅𝑒𝜏 = 8000 reads (Δ𝑥
+,Δ𝑦+,Δ𝑧+) =
(400, 0.7 − 980, 200). The wall-normal and spanwise dimensions are (𝑙𝑦, 𝑙𝑧) /𝛿 = (2, 1.6)
with (𝑛𝑦, 𝑛𝑧) = (96, 64) cells. Streamwise domain lengths of 𝑙𝑥/𝛿 = 12.8 and 25.6 were
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Figure 4.10: Channel flow using embedded LES, 𝑅𝑒𝜏 = 8000. Effect of embedded wall-
normal RANS-LES interface. Colors in (a) apply for all sub-figures. Dashed black line
indicates the wall-normal interface.
computed with 𝑛𝑥 = 256 and 512 cells, respectively, in order to reach a fully developed
channel flow. Results for 𝑛𝑥 = 256 is presented in this extended summary. Results for
𝑛𝑥 = 512 is included in paper F.
The impact of the commutation terms and the synthetic turbulent fluctuations at the
wall-normal interface is strong as shown in Fig. 4.10. A rapid reduction of the turbulent
viscosity is obtained across the interface due to the commutation terms, and a rapid
growth of the resolved turbulent stresses is given for the downstream flow due to the
synthetic turbulence.
The commutation term is compared to the production term, 𝑃 𝑘, in the 𝑘 equation at
the wall-normal and wall-parallel interfaces, in Fig. 4.11. The commutation term at the
wall-normal interface is stronger than the commutation term added at the wall-parallel
interfaces. Except at the peak of the production term in the 𝑘 equation, the commutation
term at the wall-normal interface is as large as 10-15 times the production term, which
explains the strong reduction of the turbulent viscosity across the interface. Moreover, a
much stronger reduced magnitude of the production term in the 𝑘 equation is observed
when the commutation terms in the 𝑘 and 𝜔 equations are applied at the wall-normal
interface than in the reference simulation, where no commutation terms are applied. The
small peaks observed in the commutation term at the wall-normal interface at 𝑦+ = 550
is a consequence of the commutation terms applied at the wall-parallel interface.
It can be concluded from the simulations presented that the commutation terms
evaluated do not give a clear advantage with respect to grey area mitigation over the
simulation in which no commutation terms are applied. None of the simulations reach a
fully developed state. However, the slope of the friction velocity far downstream of the
wall-normal interface is similar in all simulations, indicating that the recovery lengths also
should be similar. Moreover, it has been shown that the commutation terms effectively
reduce the turbulent viscosity on the LES side of the RANS-LES interface and that the
added synthetic turbulent fluctuations rapidly establish a turbulence-resolving LES flow.
This was also shown in Davidson [41], where commutation terms were applied in the 𝑘
and 𝜔 equations.
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(a) At wall-normal the interface, 𝑥/𝛿 = 0.925.
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(b) At the wall-parallel interface, 𝑥/𝛿 = 5.025.
Figure 4.11: Channel flow using embedded LES, 𝑅𝑒𝜏 = 8000. Commutation (solid) and
production (dashed) terms in the 𝑘 equation. Dashed black line indicates the wall-parallel
interface. In (a), the lines representing simulations with the commutation terms applied
in the 𝑘, 𝜔 and momentum equations overlap. Colors as in Fig. 4.10.
4.5 Hump flow
The flow over a wall-mounted hump, as described in Fig. 4.12, is simulated using a two-
stage semi-coupled embedded LES approach in order to evaluate the proposed modeling
approach in separated flow. The flow is characterized by a large-scale separation on
the lee side of the wall-mounted hump as well as a free shear layer emanating from the
crest of the hump. The flow over the hump separates at 𝑥 ∕ 𝑐 = 0.65 and reattaches at
𝑥 ∕ 𝑐 = 1.1. The Reynolds number based on the free stream velocity and the hump chord
is 𝑅𝑒𝑐 = 936 000.
𝑥𝑠/𝑐 𝑥𝑟/𝑐
Wall-parallel
RANS-LES
interface
Interface, 𝑥𝑖𝑛𝑡/𝑐
RANS
zonal
RANS-LES
𝑐ℎ/𝑐
𝐻/𝑐
Figure 4.12: Hump configuration. Computational domain with interface (𝑥𝑖𝑛𝑡/𝑐 = 0.60),
flow separation (𝑥𝑠/𝑐 = 0.65) and re-attachment (𝑥𝑟/𝑐 = 1.1) lines. Not to scale.
Precursor RANS simulations of the whole domain were made using Menter’s SST 𝑘−𝜔
model (paper B, simulations performed by Prof. Strelets group in St. Peterburg) and the
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PDH-LRN RANS model (paper D) from which the turbulent properties at the inlet were
taken. The inlet velocity profiles were taken from a precursor embedded LES simulation
performed by ANSYS. Synthetic turbulent fluctuations were applied at the inlet plane. A
RANS layer is applied in the near-wall region, and the wall-parallel RANS-LES switch
is prescribed at a specific grid line. Three different switch locations were evaluated:
𝑗 = 26, 32 and 36, corresponding to 𝑦+ = 112, 260 and 450, respectively, at the interface
(𝑥/𝑐 = 0.60). The LES length scale Δ = Δ𝑑𝑤 was used in all simulations.
In paper B, the ratio of SGS to RANS turbulent kinetic energy was prescribed in the
range 0.05 ≤ 𝑓𝑘,𝑖𝑛𝑡 ≤ 0.20 and the synthetic turbulent fluctuations were scaled with the
inlet turbulent kinetic energy profile. It was concluded in that paper that the level of
𝑓𝑘,𝑖𝑛𝑡 at the inlet plane had only a minor effect on the downstream flow. In paper E,
the commutation terms in the 𝑘 and 𝜔 equations were applied at the inlet boundary and
the fluctuations were scaled by the inlet shear stress profile from the precursor RANS
simulation.
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(c) Shear stress, 𝑥/𝑐 = 1.0.
Figure 4.13: Hump flow using embedded LES, Δ = Δ𝑑𝑤. (a) Skin friction along the
bottom wall. (b) Streamwise velocity. (c) Turbulent shear stress, resolved (solid line)
modeled+viscous (dash-dotted line).
As can be seen in Fig. 4.13, where the interface methodology presented in paper D is
applied, there is a general good agreement of the simulated flow and the experiment. The
flow in the separated flow region agrees very well with the experimental data, whereas a
small deviation in the skin friction is observed in the recovery region downstream of the
flow separation. Almost negligible differences are observed in the predicted skin friction
and the velocity profiles in the separated flow region between the different wall parallel
RANS-LES interface locations. A slightly better prediction of the shear stress is given
when the RANS-LES interface is prescribed at 𝑦+ = 112, which is expected since more
of the separated flow is simulated as LES. The small differences between the flow cases
presented are due to the fact that the commutation terms at the inlet plane are also
applied in the RANS region as motivated in Section 3.2.1. Even though only profiles at
𝑥/𝑐 = 1.0 are presented in this extended summary and in paper D, the profiles are very
well captured in general in the whole domain with the proposed model.
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4.6 Spatially developing boundary layer flow
Simulation of spatially developing boundary layers is essential in the aeronautical industry
in order to achieve accurate predictions of aircraft drag. Moreover, the ability to accurately
predict the resolved turbulence in the outer part of the boundary layer is important for
predictions of shallow flow separation, typically present over the trailing edge of a wing,
since the behaviour of those separations is strongly coupled to the upstream boundary
layer turbulence. The spatially developing boundary layer is therefore simulated in this
thesis with a wall-parallel RANS-LES interface located inside the boundary layer.
As for the hump flow, the spatially developing boundary layer flow is simulated using
a two-stage semi-coupled embedded LES approach. The Reynolds number range covered
by the simulations is approximately 3000 ≤ 𝑅𝑒𝜃 = 𝑈𝑖𝑛𝑓𝜃/𝜈 ≤ 6000, where 𝜃 is the
momentum thickness. Profiles of 𝑢, 𝑣, 𝑘 and 𝜔, from a precursor RANS simulation using
the PDH-LRN model, are prescribed at the inlet boundary. The RANS values of the
turbulent kinetic energy and the specific dissipation rate of 𝑘 are manipulated at the
inlet boundary using the commutation terms in the 𝑘 and 𝜔 equations, as described
in Section 3.2.1, in order to reach typical SGS levels. Synthetic turbulent fluctuations
are imposed at the inlet boundary to obtain a rapid development of the downstream
turbulence-resolving LES flow. The flow is simulated with a near-wall RANS layer and an
off-wall LES region. The wall-parallel RANS-LES interface is located at 𝑦+ = 220. The
LES length scale Δ = Δ𝑑𝑤 is used in all simulations.
Figure 4.14: Schematic of the computational set-up for spatially developing boundary
layer flow.
Two grids were used for the simulations. Grid 1 is designed by Onera in the EU-
FP7 Go4Hybrid and the Garteur AG54 projects. The computational domain used
consists of (𝑛𝑥, 𝑛𝑦, 𝑛𝑧) = (580, 124, 64) cells. The dimensions of the computational
domain in the streamwise, spanwise and in the wall-normal directions are, respec-
tively, 𝐿𝑥/𝛿𝑖𝑛 = 102, 𝐿𝑧/𝛿𝑖𝑛 = 3.1 and 𝐿𝑦/𝛿𝑖𝑛 = 43. The grid reads in viscous units
(Δ𝑥+,Δ𝑦+,Δ𝑧+) = (114 − 230, 1 − 3688, 57). The grid is stretched in the streamwise
direction so that Δ𝑥/Δ𝑧 = 2 at the inlet and Δ𝑥/Δ𝑧 = 4 at 𝑥/𝛿𝑖𝑛 = 72 (𝑅𝑒𝜃 = 6000).
Grid 2 uses the same node distribution in viscous units at the inlet as grid 1 but with a
constant Δ𝑥/Δ𝑧 = 2 in the streamwise direction in order to evaluate the influence of the
growing Δ𝑥/Δ𝑧 used in grid 1. For grid 2, (𝑛𝑥, 𝑛𝑦, 𝑛𝑧) = (872, 124, 60). The simulated
length is approximately 𝑥/𝛿𝑖𝑛 = 72 for both grids.
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In paper E, where simulations with the two grids were compared, it was concluded that
Δ𝑥/Δ𝑧 > 2 should be avoided. With grid 1, where 2 ≤ Δ𝑥/Δ𝑧 ≤ 4, a much pronounce
skin friction deviation was observed as compared to the Cole-Fernholz correlation, which
was used as reference. This deviation was not observed with grid 2, whereΔ𝑥/Δ𝑧 = 2. The
simulations presented in this extended summary and in paper F are therefore computed
using grid 2.
From the skin friction coefficient presented in Fig. 4.15 (a), it can be concluded that
the proposed model performs well. All simulations are within ±5% to the reference
correlation for 𝑅𝑒𝜃 > 4500, irrespective of the methodology used at inlet boundary and
the wall-parallel RANS-LES interface. Moreover, it can be concluded that it is preferable
to apply the commutation terms in the 𝑘 and 𝜔 equations at the inlet to achieve a more
rapid re-establishment of the turbulence in the hybrid RANS-LES region. It is furthermore
not recommended to apply the commutation terms in the 𝑘 and 𝜔 equations on the RANS
side of the wall parallel interface since this gives too low a skin friction compared to the
reference correlation.
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(c) Turbulent shear stress.
Figure 4.15: Boundary layer. (a) Skin-friction distribution. (b) Streamwise velocity
at 𝑅𝑒𝜃 = 5200. (c) Turbulent shear stress at 𝑅𝑒𝜃 = 5200. Markers are experimental
data [64]. Vertical dashed black line indicates the wall-parallel interface.
The streamwise velocity and the turbulent shear stress at 𝑅𝑒𝜃 = 5200 are presented in
Fig. 4.15 (b) and (c). Both the velocity profiles and the profiles of turbulent shear stress
are in good agreement with the experimental data [64]. Because of Δ = Δ𝑑𝑤, only a weak
log-layer mismatch is observed. A slight over-prediction of the free stream velocity is seen
for the simulation where the commutation terms are applied in the 𝑘 and 𝜔 equations on
both sides of the wall-parallel RANS-LES interface. This corresponds well to the lower
skin friction predicted with this simulation. It can also be seen in Fig. 4.15 (c) that the
slowest growth of the resolved turbulent shear stress is given in this simulation whereas
the development of the resolved shear stress is similar in the other simulations.
4.7 Mixing layer flow
Mixing layer flows and free shear flows are often encountered in aeronautical applications.
Examples of typical applications where mixing layers appear are jet flows, separated flow
in aircraft inlets and over aircraft wings. In this thesis, the mixing layer flow, investigated
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experimentally by Delville [65], has been simulated as a one stage fully coupled embedded
LES, as shown in Fig. 4.16. The purpose of the flow case is to evaluate the grey area
mitigation methodologies based on the commutation terms in the 𝑘, 𝜔 and momentum
equations as presented in Section 3.2.1. Moreover, the effect of different LES length
scales on the downstream development of LES resolved turbulence after the embedded
RANS-LES interface is evaluated as is the effect of different discretization schemes.
Figure 4.16: Mixing layer. Computational domain with embedded RANS-LES interface.
The computational domain includes an infinitely thin flat plate, with different boundary
layers on each side, and the region downstream of the flat plate trailing edge where the
two boundary layers mix. The technique used to simulate the infinitely thin flat plate
was implemented in CALC-LES in Matsfelt [66]. The boundary layers on each side of
the flat plate have different freestream velocities and different Reynolds numbers. The
experimental boundary layer properties at the trailing edge are presented in Table 4.2.
The boundary layers on each side of the flat plate are simulated with RANS. The
wall-normal embedded interface, where the simulation switches from RANS to LES, is
located at the trailing edge of the flat plate. The mixing layer flow downstream of the
trailing edge is simulated using LES. The inlet boundary layer profiles, applied on each
side of the flat plate, have been computed in separate RANS boundary layer simulations to
achieve similar boundary layer profiles at the trailing edge as in the reference experiment.
Table 4.2: Flow conditions of the boundary layers at 𝑥 = −10 mm. Data from experi-
ment [65].
Measure Notation High velocity BL Low velocity BL
Velocity 𝑈∞ 41.54 m/s 22.40 m/s
Thickness 𝛿 9.6 mm 6.3 mm
Displacement thickness 𝛿1 1.4 mm 1.0 mm
Momentum thickness 𝜃 1.0 mm 0.73 mm
Shape factor 𝐻 1.35 1.37
Re-number based on 𝜃 𝑅𝑒𝜃 2900 1200
Turbulence level 𝑢′/𝑈∞ ∼ 0.3% ∼ 0.3%
The grids used in the simulations are similar to the grids designed by NLR for the
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FP7 Go4Hybrid project and the Garteur AG54 project. The grid on each side of the flat
plate is symmetric with 𝑦 = 0 located at the plate. The wall-normal grid resolves the
boundary layers down to 𝑦+ = 1. The flat plate has a length of 0.149 m, consisting of
20 cells in the streamwise direction, and the domain for the mixing layer downstream of
the flat plate trailing edge is 1 m. In the simulations, 𝑥 = 0 at the trailing edge of the
flat plate. The height of the domain on each side of the flat plate is ℎ = 0.15 m. The
spanwise extension of the domain is 𝑧max = 0.15 m. In the mixing layer region, the mesh
is equidistant in the streamwise 𝑥 direction and the spanwise 𝑧 direction. For the coarse
and fine grids Δ𝑥 = Δ𝑧 = 3.1250 mm and 1.5625 mm, respectively. The computational
domains have (𝑛𝑥, 𝑛𝑦, 𝑛𝑧) = (354, 146, 48) and (674, 146, 96) cells, respectively.
The commutation terms in the 𝑘, 𝜔 and momentum equations are applied at the wall-
normal embedded RANS-LES interface at 𝑥 = 0 mm. As a reference, a simulation is used
where no commutation terms are applied at the interface. This simulation is compared
to simulations where the commutation terms are applied in the 𝑘 and 𝜔 equations and
in the 𝑘, 𝜔 and momentum equations, respectively. The LES length scale used in the
simulations is Δ𝑚𝑎𝑥 and ΔΩ, see Eqs. (3.20) and (3.22).
The growth of the mixing layer thickness, expressed as vorticity thickness and momen-
tum thickness, is presented in Fig. 4.17. The vorticity thickness and momentum thickness
are defined in Eqs. (4.1) and (4.2).
𝛿𝜔 =
𝑈𝑎 − 𝑈𝑏
(𝜕𝑈/𝜕𝑦)
𝑦=0
(4.1)
𝜃 = ∫
∞
−∞
𝑈 − 𝑈𝑏
𝑈𝑎 − 𝑈𝑏
(1 −
𝑈 − 𝑈𝑏
𝑈𝑎 − 𝑈𝑏
)𝑑𝑦 (4.2)
In Eqs. (4.1) and (4.2), 𝑈𝑎 and 𝑈𝑏 are taken as the streamwise velocity at 𝑦 = −ℎ and
𝑦 = ℎ.
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Figure 4.17: Mixing layer. Growth of vorticity thickness and momentum thickness.
The grey area mitigation methodologies used are more decisive on the fine grid than
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on the coarse grid, especially when Δ = Δ𝑚𝑎𝑥. Without any commutation terms at the
RANS-LES interface and Δ = Δ𝑚𝑎𝑥, both the vorticity thickness and the momentum
thickness are much under-predicted. Applying the commutation terms in the 𝑘 and 𝜔
equations at the embedded interface, the results are improved using Δ𝑚𝑎𝑥. However,
with the commutation terms also added in the momentum equations, both the vorticity
thickness and the momentum thickness are much improved. With Δ = ΔΩ, the effect of
the commutation terms at the RANS-LES interface is much weaker than for Δ = Δmax
on both grids. This is mainly due to the lower turbulent viscosity given by the vorticity
based LES length scale, as seen in Fig. 4.18 (a), which contributes to a rapid formation of
the resolved turbulence without any aid from the commutation terms.
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(c) Commutation and production
terms.
Figure 4.18: Mixing layer. Turbulent viscosity, resolved streamwise turbulent fluctuations
along the 𝑥-direction and commutation terms in the 𝑘-equation. Colors as in Fig. 4.17.
The commutation term in the momentum equations, clearly act as a turbulence
generator at the interface, as seen in Fig. 4.18 (b). With 𝑆𝑐𝑚𝑜𝑚,𝑖, the predicted turbulent
normal stress in the streamwise direction is in very good agreement with the experimental
data using Δ𝑚𝑎𝑥 on both grids. The commutation term in the momentum equations also
increases the production of the modeled turbulent kinetic energy at the interface. The
peak in the turbulent viscosity at the interface shown in Fig. 4.18 (a) is thus due to the
commutation term in the momentum equations. Owing to the same mechanism, there is a
quicker growth of the SGS turbulent viscosity shortly downstream of the trailing edge with
the commutation term applied in the momentum equations, compared to the simulation
where the commutation terms are added only in the 𝑘 and 𝜔 equations. Differences are
also observed in the commutation terms in the 𝑘 equation, as seen in Fig. 4.18 (c). With
𝑆𝑐𝑚𝑜𝑚,𝑖 applied, the magnitude of the commutation term in the 𝑘 equation takes larger
values than if the commutation terms are applied only in the 𝑘 and 𝜔 equations.
It can be concluded that the proposed model, with the RANS-LES interface method-
ologies presented in this thesis, is able to predict the simulated mixing layer in reasonable
agreement with experimental data. It has been shown that the LES length scale has a
large impact on the extension of the RANS-to-LES transition region. However, it is not
obvious that the LES length scale that gives the lowest turbulent viscosity (ΔΩ in this
thesis) is the best suited length scale to predict the simulated mixing layer flow. The
overall prediction of the simulated mixing layer flow is best made using Δ = Δ𝑚𝑎𝑥 pro-
vided that the interface methodologies presented in this thesis are applied. Furthermore,
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the discretization scheme used is critical. In all simulations presented in this extended
summary, a second order central differentiating scheme (CDS) was used. Additional
simulations have been made using a blend of 2% and 5% second order upwind scheme with
98% and 95% CDS, respectively. With the use of upwinding, almost no resolved turbulent
stresses are developed with Δ𝑚𝑎𝑥, and the vorticity and the momentum thicknesses are
much under-predicted. This suggests that the turbulence-resolving capability is very
sensitive to numerical diffusion.
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5 Summary of papers
This chapter briefly summarizes the work done in the papers appended in the thesis.
Comments are also given to some of the papers to highlight possible improvements and
future work.
5.1 Paper A
”Feasibility of Hybrid RANS-LES of Shock/Boundary-Layer Interaction in a Duct”
The paper presents an assessment of RANS and hybrid RANS-LES models applied to
transonic flow in a rectangular duct. Two computational grids were used, one coarse
and one refined. The main focus of the paper was to predict the shock/boundary-layer
interaction (SBLI) and the corner separation bubbles induced by the shock at Mach 1.4
using hybrid RANS-LES methods.
All the hybrid RANS-LES models studied in the paper failed to capture the underlying
physics of the shock-induced corner flow separation. The standing shock wave is collapsed
in association with the prediction of the corner flow separation. One of the RANS
models evaluated, the PDH-LRN model [48], predicted the SBLI flow in reasonably good
agreement with the experimental data.
The modeling demands that special attention be paid to the RANS-LES interface in
relation to the local grid resolution. Even in the SA-DDES model, the use of a shielding
function is not justified in the region of the separation zone. The shielding function has
played a role as desired in the boundary layer upstream of the SBLI zone but does not
respond properly to the separated region, which predicted a much earlier onset of the
corner flow separation and made the corner separation bubble largely over-predicted. The
poorly predicted shock wave and corner separation bubble in the SA-DDES simulation is
not only due to the DDES formulation but also to the underlying SA RANS model. The
location of the simulated bubble onset is concluded to be very important and essential in
the prediction of corner bubble size. Moreover, it is concluded that too early a predicted
onset and an exaggerated corner bubble will break down the shock wave and form an
unphysical re-compression shock.
The study of the current SBLI flow showed that a time step corresponding to an
acoustic CFL number of 1 is required in the bulk flow at the shock for the grids used in
order to capture the fluctuations in the SBLI zone. Using the refined grid, large differences
were found in the prediction of the corner separation and shock intensity, as compared to
the coarse grid.
Comments
None of the evaluated hybrid RANS-LES models gave results in reasonable agreement
with experimental data. It was concluded that the modeling of the incoming boundary
layer to the SBLI region and the corner separation bubbles must be improved as must
also the LES predicted separated flow downstream of the shock. Due to the PDH-LRN
RANS model’s ability to predict the SBLI flow, it was chosen as the background RANS
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model in the hybrid RANS-LES modeling development work presented in the subsequent
papers appended to this thesis.
5.2 Paper B
”Hybrid RANS-LES Modeling Using a Low-Reynolds-Number 𝑘 − 𝜔 Based Model”
With the knowledge gained from the work reported in paper A, paper B presents the
derivation of the new hybrid RANS-LES model based on PDH-LRN. Moreover, the
paper presents results of the calibration of the LES mode of the model which was done
using Decaying Homogeneous Isotropic Turbulence (DHIT), giving the LES constant
𝐶𝐿𝐸𝑆 = 0.70. The proposed hybrid RANS-LES model was validated made in fully
developed channel flow at 𝑅𝑒𝜏 = 8000, channel flow simulated with embedded LES at
𝑅𝑒𝜏 = 950 and in flow over a wall-mounted hump.
In simulations of fully developed channel flow, different LES length scales were evaluated
in order to find possible solutions to reduce the log-layer mismatch, which is almost always
present in hybrid RANS-LES simulations with the outer part of the boundary layer
simulated with LES. The model’s sensitivity to the location of the wall-parallel RANS-
LES interface was also evaluated. It was concluded that the wall distance based LES
length scale Δ𝑑𝑤 (see Eq. 3.23) substantially reduces the log-layer mismatch compared to
other well established LES length scales used in the literature. Moreover, it was shown
that there is a weak dependency on the location of the RANS-LES interface with respect
to the log-layer mismatch for Δ𝑑𝑤.
In the embedded LES simulations of channel flow, the upstream RANS region and the
downstream LES region were simulated simultaneously and coupled with a wall-normal
RANS-LES interface onto which synthetic turbulent fluctuations were added in order to
reduce the transition region from RANS to LES. No near-wall RANS layer was applied
in the LES region. Across the RANS-LES interface, the convective and diffusive fluxes
of 𝑘 and 𝜔 were manipulated to speed up the transition from RANS to LES. A ratio of
modeled to resolved turbulent kinetic energy was prescribed at the RANS-LES interface.
The ratio in the range 0.05 ≤ 𝑓𝑘,𝑖𝑛 ≤ 0.20 was evaluated.
The hump flow was simulated as a two-stage semi-coupled embedded LES, where a
precursor RANS simulation with Menter’s SST 𝑘 − 𝜔 (MSST) served as inlet boundary
conditions for 𝑘 and 𝜔 and a precursor embedded LES simulation served with boundary
conditions for the velocities. Synthetic turbulent fluctuations were applied at the inlet
plane and the ratio of modeled to resolved turbulent kinetic energy was prescribed as in
the above simulations of channel flow.
The flow fields from the embedded LES simulations of channel flow and hump flow
agree reasonably well with available DNS data (channel flow) and experimental data
(hump flow). For the hump flow, an additional simulation was made with MSST as the
background RANS model for reference. It was concluded that using PDH-LRN and MSST
as background RANS models give similar predictions of the flow.
It can thus be concluded from paper B that, with the use of Δ𝑑𝑤 in the proposed
hybrid RANS-LES model, channel flow can be well predicted. Moreover, the paper shows
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that the proposed hybrid RANS-LES model is able to predict the separated flow on the
lee side of the wall-mounted hump.
5.3 Paper C
”Prediction of Transonic Duct Flow Using a Zonal Hybrid RANS-LES Modeling Approach”
In the work reported in paper C, the hybrid RANS-LES model presented in paper B
is applied to the transonic duct flow, with SBLI described in paper A, using a zonal
approach. The flow domain upstream of the SBLI region are simulated with RANS
whereas the SBLI region and the subsequent flow is simulated as hybrid RANS-LES
with a prescribed near-wall RANS layer and an off-wall LES region. Upstream of the
SBLI region, a buffer zone is patched in which the turbulent length scale is blended in
the streamwise direction from its RANS level to its LES level in order to avoid possible
discontinuities in the transition from RANS to LES. Simulations of the proposed model
are compared to Spalart-Allmaras based DDES and IDDES, the PDH-LRN RANS model
and to experimental data.
The simulations clearly indicate that the onset of the corner separation bubble relative
to the shock location is one of the key issues for accurately predicting the SBLI flow. The
incoming boundary layer, the shock intensity and the shock foot shape are also closely
interconnected, and an accurate prediction of these SBLI flow properties is shown to be
challenging using hybrid RANS-LES simulations.
The proposed hybrid RANS-LES model produced a 𝜆-shape shock foot and a pressure
rise across the shock, which are in reasonable agreement with experimental data. The
simulation has slightly exaggerated the corner separation bubbles, which subsequently led
to a more pronounced cross flow.
The paper reports large differences in how the models have simulated the corner flows.
The SA-IDDES model adapted reasonably well to the recirculating flow and resolved a
large part of the corner flow in LES mode. On the other hand, the SA-DDES model,
produced high levels of turbulent viscosity in the corner separation bubbles and much
less resolved turbulent structures. As compared to the PDH-LRN based HRLM and the
experimental data, the SA-IDDES predicted a weaker 𝜆-foot, which caused a slightly
less distinct pressure rise in the wall pressure distribution across the shock. In the zonal
simulations with the proposed model, the RANS and LES zones were prescribed so that
the outer part of the corner separation bubbles were simulated in LES mode, which seems
advantageous for the grid used, as this gave an improved prediction of the SBLI flow.
Comments
The motivation for using the zonal approach presented in the paper was to ensure an
accurate modeling of the attached boundary layer flow upstream of the SBLI region.
This was achieved with RANS. However, since the corner separation bubbles are partly
embedded in the incoming boundary layer, it would be advantageous to trigger resolved
turbulence in the boundary layer upstream of the shock, e.g. by adding synthetic turbulent
fluctuations, to improve the prediction of the flow in the subsequent SBLI region. Even
though the blending function, used to avoid discontinuities is the modeled turbulent
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quantities, rapidly switches the turbulent length scale from RANS to LES it contributes
to delay the development of resolved turbulence compared to when the turbulent length
scale is switched across a single grid plane.
In some of the presented simulations, large scale turbulent structures, emanating from
the interaction between the shock wave and the corner flow separations, caused pressure
fluctuations and high local velocities at the outlet boundary. To avoid such fluctuations
and thereby speed up the convergence in each time step, it is recommended to extend the
duct further downstream of the SBLI region so that no large scale turbulence is present
at the outlet boundary.
5.4 Paper D
”Hybrid Reynolds-Averaged Navier-Stokes/Large-Eddy Simulation Modeling Based on a
Low-Reynolds-Number 𝑘 − 𝜔 Model”
This paper describes improved predictions of the embedded LES simulated channel flow
at 𝑅𝑒𝜏 = 950 and the hump flow. Results of fully developed channel flow at 𝑅𝑒𝜏 = 8000
from paper B are also included.
Compared to the simulations of channel flow and hump flow simulated as embedded
LES presented in paper B, the wall-normal RANS-LES interface methodology is changed.
The RANS-LES interface methodology used in this paper is based on commutation terms
as in Hamba [38] instead of the prescribed ratio of modeled to resolved turbulent kinetic
energy used in paper B. With commutation terms at the wall-normal RANS-LES interface
in channel flow and the inlet plane in the hump flow, the use of ”free” empirical constants
is eliminated. Moreover, the synthetic inlet fluctuations are scaled with the turbulent
shear stress profile. The integral length scale needed for the generation of synthetic
turbulent fluctuations is computed in this paper as the maximum turbulent length scale
at the inlet/RANS-LES interface based on 𝑘 and 𝜔 from a precursor RANS simulation.
In paper B, the length scales were computed as 𝑙𝑡,𝑠 = 0.3𝛿𝑖𝑛, where 𝛿𝑖𝑛 is the boundary
layer thickness of the incoming flow.
With the new RANS-LES interface methodology, the prediction of the resolved turbu-
lent stresses was improved in comparison with the data given in paper B for both the
channel flow and the hump flow. Moreover, the skin friction and the velocity profiles
predicted in the flow separation region of the hump flow were in very good agreement
with experimental data.
5.5 Paper E
”Grey-area mitigation using commutation terms at the interfaces in hybrid RANS-LES
modeling”
The paper presents simulations, using the proposed hybrid RANS-LES model, of fully
developed channel flow at 𝑅𝑒𝜏 = 8000 and spatially developing boundary layer flow in the
range 3000 ≤ 𝑅𝑒𝜃 ≤ 6000 with commutation terms also introduced at the wall-parallel
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RANS-LES interfaces. The commutation terms are introduced in the 𝑘, 𝜔 and momentum
equations at the RANS-LES interfaces with the aim of mitigating the grey area. Four
different LES length scales were evaluated together with the commutation terms in the 𝑘
and 𝜔 equations in fully developed channel flow.
It is concluded that, for flows where the mean flow aligns with the RANS-LES interface,
the effect of the proposed commutation terms, with respect to the mitigation of the grey
area, is weak. Moreover, it is concluded from simulations of fully developed channel flow
that the choice of LES length scale has a much stronger effect on the mitigation of the
log-layer mismatch than does the addition of commutation terms.
In the simulations of spatially developing boundary layer flow that are presented, it is
shown that the commutation terms in the 𝑘 and 𝜔 equations applied at the inlet are needed
in order to allow the LES simulated flow to recover a physical skin friction distribution. A
weaker effect of the commutation terms applied at the wall parallel interface is observed
on the skin-friction distribution. Moreover, two grids have been used with different cell
stretching in the streamwise direction, 2 ≤ Δ𝑥/Δ𝑧 ≤ 4 and Δ𝑥/Δ𝑧 = 2 (same Δ𝑧 is used
for both grids) and it is concluded that for Δ𝑥/Δ𝑧 > 2, the predicted 𝐶𝑓-distributions
do not align well with the Fernholz-Coles correlation for the simulated Reynolds number
range.
5.6 Paper F
”A hybrid RANS-LES interface method for grey-area mitigation in turbulence-resolving
simulations”
In paper F, the low-Reynolds-number 𝑘 − 𝜔 based hybrid RANS-LES turbulence model
was used to evaluate the effect of commutation terms at the RANS-LES interfaces, in
order to mitigate the grey area. The proposed methodology is evaluated in embedded LES
simulations of channel flow, boundary layer flow and mixing layer flow. The commutation
terms were applied to the convection terms in the 𝑘, 𝜔 and momentum equations at wall
normal and wall parallel RANS-LES interfaces. The LES length scale Δ𝑚𝑎𝑥 and ΔΩ are
evaluated for the mixing layer flow.
The effect of the commutation terms in the 𝑘 and 𝜔 equations is to reduce the turbulent
viscosity on the LES side of the interface and increase the turbulent viscosity on the RANS
side of the RANS-LES interface. The commutation terms in the momentum equations act
as a turbulence generator in order to compensate the reduction of the modeled turbulent
kinetic energy with resolved turbulent kinetic energy across the RANS-to-LES interface.
At the wall-normal embedded interface in the channel flow simulations and at the
inflow boundary in the boundary layer simulations, the commutation terms in the 𝑘 and
𝜔 equations are applied along with synthetic turbulent fluctuations. Commutation terms
in the 𝑘, 𝜔 and momentum equations are applied at the embedded interface in the mixing
layer flow without any synthetic turbulent fluctuations.
In all three flow cases presented, the commutation terms in the 𝑘 and 𝜔 equations
applied to the wall-normal interfaces rapidly reduce the turbulent viscosity. It is also
concluded that the magnitude of the commutation term at these interfaces in the 𝑘
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equation is much larger than the magnitude of the production term. At the wall-parallel
RANS-LES interfaces (channel flow and boundary layer flow), the magnitudes of the
commutation and production terms in the 𝑘 equation are the same.
The effect on the RANS-to-LES transition region due to the introduction of the
commutation terms at the LES inlet is much weaker in the channel flow simulations than
in the boundary layer simulations. In the boundary layer simulations, the different wall
parallel interface methods give clear differences in the predicted skin friction distributions.
The shortest recovery length with a reasonably well predicted skin friction level is given
when no commutation terms are applied at the wall-parallel interface. However, all the
simulations predict a skin friction distribution within 5% compared to the Coles-Fernholz
correlation, which was used as the reference.
With the use of the commutation terms in the 𝑘, 𝜔 and momentum equations at the
embedded interface in the mixing layer simulations, a capability to quickly establish accu-
rate resolved stresses was proven in the paper. It can be concluded that the commutation
terms in the 𝑘 and 𝜔 equations reduce the turbulent viscosity at the trailing edge of
the flat plate. However, this is not sufficient to achieve a rapid start-up of the resolved
turbulence immediately downstream of the flat plate trailing edge using Δ = Δ𝑚𝑎𝑥. The
turbulent fluctuations generated with the commutation terms in the momentum equations
are needed to reduce the grey area. Since ΔΩ produces a lower turbulent viscosity at the
trailing edge of the flat plate, a more rapid development of the resolved turbulence is
observed with this length scale, and the effect of the commutation term in the momentum
equations is weaker. Moreover, it is concluded that the choice of discretization scheme is
critical for an accurate prediction of the simulated mixing layer. A pure central scheme
is needed to prevent damping of the developing natural instabilities in the mixing layer
simulations. With a blend of a 5% second order upwind scheme with a 95% central
scheme, only weak or resolved turbulent stresses were developed, and the growth rate of
the mixing layer is much delayed.
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6 Concluding remarks
A low-Reynolds-number 𝑘 − 𝜔 based hybrid RANS-LES model is developed and verified
with an emphasis on the exploration of the inherent RANS-LES interface methodologies for
grey-area mitigation and log-layer mismatch reduction with the aim to improve predictions
of complex turbulent flows, typically observed in aeronautical applications. The RANS-
LES interface methodologies are based on commutation terms for the convection term in
the 𝑘, 𝜔 and momentum equations as well as synthetic turbulent fluctuations. The grey
area mitigation methodology explored does not involve any ”free” empirical constants
and is not tuned for the turbulence model used in the simulations presented.
The hybrid RANS-LES approaches proposed were applied to decaying homogeneous
isotropic turbulence (DHIT) and channel flow for calibration purposes. Moreover, simula-
tions of flow over a wall-mounted hump, spatially developing boundary layer flow, plane
mixing layer flow and flow in a duct involving shock/boundary-layer interaction with local
corner flow separations were successfully performed with results in good agreement with
experimental data. The characteristic physics of the flows mentioned and the associated
turbulence modeling challenges are all good representatives for the CFD challenges present
in the design and analysis of existing and future aeronautical applications.
The proposed hybrid RANS-LES model was implemented in the structured incompress-
ible flow solver CALC-LES and in the unstructured compressible flow solver Edge. The
assessments of the proposed RANS-LES interface methodologies were made in CALC-LES.
With the use of commutation terms at the RANS-LES interface in the 𝑘 and 𝜔
equations, it was shown that 𝑘 and 𝜔 can be rapidly adapted from their RANS level to
their subgrid scale (SGS) level on the LES side of the interface, giving an SGS adapted
turbulent viscosity. Moreover, for a flow passing across the interface from LES to RANS,
it was shown that the commutation terms in the 𝑘 and 𝜔 equations contribute to an
increased turbulent viscosity on the RANS side of the interface. With a commutation
term also introduced in the momentum equations, which together with the commutation
term in the 𝑘 equation represents the transfer of energy between modeled and resolved
turbulent scales, it has been shown that the RANS-LES methodology explored is able to
trigger the equations to resolve turbulence and thus reduce the RANS-to-LES transition
region.
When combining synthetic turbulent fluctuations with commutation terms in the 𝑘 and
𝜔 equations at the inlet section in simulations of spatially developing boundary layer flow,
it is concluded that the RANS-to-LES transition region is substantially reduced compared
to when no commutation terms are used. The predicted skin-friction distribution in the
boundary layer simulations deviated less then 5% from the Coles-Fernholz correlation used
as a reference. This simulation approach was also successfully applied to the flow over the
wall-mounted hump. In embedded LES simulations of plane mixing layer flow, the use
of commutation terms in the 𝑘 and 𝜔 equations, as well as in the momentum equations
(without any synthetic turbulent fluctuations) at the wall-normal RANS-LES interface
located at the flat plate trailing edge, gave a quick development of the resolved turbulence
with resolved streamwise normal stresses in very good agreement with experimental data.
However, a less clear advantage of the commutation terms applied at the wall-normal
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RANS-LES interface, with respect to grey-area mitigation, was observed in the embedded
LES simulations of channel flow at 𝑅𝑒𝜏 = 8000.
Four LES length scales from the literature were evaluated in fully developed channel
flow, with the conclusion that the wall distance based LES length scale by Shur et al. [12]
is superior in reducing the log-layer mismatch. It was further concluded that the effect of
the commutation terms applied at the wall-parallel RANS-LES interface is weaker than
on the wall normal interfaces. In addition, the choice of LES length scale has a much
greater effect on the log-layer mismatch than the introduction of commutation terms at
the wall-parallel RANS-LES interface.
Future challenges in hybrid RANS-LES modeling are strongly related to a further
understanding of the coupling between the RANS and the LES simulated flows and
how this can be improved to serve industrial aeronautical needs. This thesis contributes
hybrid RANS-LES methodologies in the direction of industrial needs. The robustness
and accuracy of the proposed approaches have been demonstrated, which are essential
in achieving a more simulation-based design and analysis process for the aeronautical
industry. This gives the possibility to reduce the use of costly wind tunnel tests and full
scale flight tests.
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