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Abstract
This paper proposes a unified framework for the investigation of constrained learning theory
in reflexive Banach spaces of features via regularized empirical risk minimization. The focus is
placed on Tikhonov-like regularization with totally convex functions. This broad class of regu-
larizers provides a flexible model for various priors on the features, including in particular hard
constraints and powers of Banach norms. In such context, the main results establish a new gen-
eral form of the representer theorem and the consistency of the corresponding learning schemes
under general conditions on the loss function, the geometry of the feature space, and the mod-
ulus of total convexity of the regularizer. In addition, the proposed analysis gives new insight
into basic tools such as reproducing Banach spaces, feature maps, and universality. Even when
specialized to Hilbert spaces, this framework yields new results that extend the state of the art.
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1
1 Introduction
A common problem arising in decision sciences is to infer a functional relation from the observation
of a finite number of realizations (xi, yi)16i6n of random input/output samples from an unknown
common distribution P [28, 41, 65, 68]. Given a loss function ℓ and a set C of functions from the
input set X to the output set Y, the problem is formalized as follows
infimize
f∈C
R(f), R(f) =
∫
X×Y
ℓ(x, y, f(x))P (d(x, y)). (1.1)
Since P is not known, the goal is to devise a consistent learning scheme, that is, a rule that assigns to
each sample (xi, yi)16i6n an estimator fn ∈ C such that, R(fn) → inf R(C) as n becomes arbitrarily
large.
In this paper, we consider estimators defined by Tikhonov-like regularization. Given an empirical
approximation Rn of the riskR and a parameter space F, we consider a hypothesis space of functions
from X to Y described through a linear operatorA : F → YX . An estimator is defined by the problem
minimize
u∈F
Rn(Au) + λnG(u), (1.2)
where (λn)n∈N inR++ is a vanishing sequence andG : F → [0,+∞] is a regularizer, that is, a function
modeling some known properties of the target. The above approach is classical, and related to the
theory of regularized M-estimators [66] and regularized empirical risk minimization [68]. Many
popular learning algorithms are off-springs of this approach, including support vector machines,
ridge regression, and sparsity based methods [68, 81], to name a few.
The goal of this paper is to study the theoretical properties of a large family of learning schemes of
the form (1.2) designed for problem (1.1). In particular, we consider very general forms of constraint
sets, parameterizations of the hypothesis space, and regularizers. Flexibility in the choice of these
quantities plays a crucial role in the incorporation of the information potentially available on the
problem at hand. More precisely, we assume C to be a large set of functions defined by pointwise
constraints on the function values, e.g., the set of positive functions, the parameter (feature) space
F to be a reflexive Banach space, and the regularizer to be a totally convex function. Moreover, we
take Y as a subset of a Banach space, so as to deal with multi-task learning [35, 80] and regression
with functional response [55, 37]. Within this context, our contribution is twofold: we analyze the
variational problem (1.2), characterizing the form of its solutions, and establish sufficient conditions
for the consistency of the corresponding estimators.
Problem in (1.2) is usually analyzed in reproducing kernel Hilbert spaces. Indeed, in this setting,
the characterization of the form of the minimizers is well known and is typically referred to as
representer theorem [43, 58]. It provides explicit expressions for the minimizers in terms of the
corresponding reproducing kernel [31]. The case of hypothesis spaces which are Banach spaces is
much less studied; see, e.g., [78, 79, 80]. A first contribution of our paper is to further develop
these studies providing a refined analysis of the reproducing property in reflexive Banach spaces,
considering also the question of universality [22, 23, 52] in the presence of constraints. A crucial
difference with respect to the Hilbert space setting is that in Banach spaces, feature maps, rather
than the kernel, become the natural quantities to study the problem, since the kernel may even not
exist. Indeed, we prove a new form of the representer theorem for general probability measures
and extended-valued convex regularizers that characterizes the minimizers in terms of the feature
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map, the subgradient of the loss, and the subgradient of the regularizer. Moreover, we show that the
computation of the solution of (1.2) can be reduced to that of the dual optimization problem, which
is finite dimensional and convex. This fact can be quite helpful in making Banach space problems
more practical numerically, in contrast with, for instance, the results in [80] that lead to solving a
nonlinear system of equations.
Regarding the statistical analysis, our primary concern is to provide minimal but explicit condi-
tions on problem (1.2) to ensure consistency of its minimizers with respect to problem (1.1). For
that purpose, a stability approach [30, 62] turns out to be natural. Indeed, while different strate-
gies can be considered, e.g., based on covering numbers, fat-shattering dimensions [28, 71, 72], or
Rademacher complexities [7, 49], these results provide conditions in terms of the complexity mea-
sures that need to be made explicit. As we comment later in the paper (see Remark 4.9), in the
general setting considered here, this turns out to be a problem in its own right; moreover, stronger
assumptions on the probability measure and on the loss are usually required. Finally, we note that
approaches using Rademacher complexities do not seem to be applicable outside of the setting of
Euclidean space-valued functions and separable losses, since no suitable comparison principle [45,
Theorem 4.12] exists.
Our stability approach allows us to bypass these difficulties and directly obtain explicit conditions
under the general assumptions outlined above. More precisely, our statistical analysis is based on a
sensitivity theorem characterizing the dependence of the solution of problem (1.2) on the underlying
probability measure. The analysis is conducted in terms of the feature map and it relies on various
tools of convex analysis, geometry of Banach spaces, and probability in Banach spaces. The modulus
of total convexity of the regularizer G and the Rademacher type of the dual of F play a key role,
but we remark that the existence of the kernel is not required. Overall, we establish a non trivial
extension of the approach in Hilbert spaces considered in [30, 62].
The contributions of the paper are the following.
• We consider a constrained risk minimization problem and a general form of learning schemes
based on Tikhonov-like regularization with totally convex regularizers and Banach function
spaces of Banach space-valued functions.
• We advance the theory of reproducing Banach spaces and study the problem of universality
under constraints.
• We analyze the variational problem defining Tikhonov regularization, and provide a novel
characterization of its solutions, generalizing previous forms of the representer theorem.
• We provide minimal explicit sufficient conditions for consistency using a stability argument.
Notation is provided in Section 2. Section 3 is devoted to the study of Banach spaces of vector-
valued functions and their description by operator-valued feature maps; universality is studied in the
presence of constraints and the representer and sensitivity theorems are established. In Section 4,
the regularized learning scheme is formalized and the main consistency theorems are presented. Fi-
nally, the Appendix contains technical results on the Lipschitz continuity of convex functions, totally
convex functions, Tikhonov-like regularization, and concentration inequalities in Banach spaces.
3
2 Notation and basic facts
We set R+ = [0,+∞[ and R++ = ]0,+∞[. Let B 6= {0} be a real Banach space. The closed ball of B
of radius ρ ∈ R++ centered at the origin is denoted by B(ρ). Let p ∈ [1,+∞]. The conjugate of p is
p∗ =

+∞ if p = 1
p/(p − 1) if 1 < p < +∞
1 if p = +∞.
(2.1)
Convex Analysis
Let F : B → ]−∞,+∞]. The domain of F is domF = {u ∈ B ∣∣ F (u) < +∞} and F is proper if
domF 6= ∅. Suppose that F is proper and convex. The Moreau subdifferential of F is the set-valued
operator
∂F : B → 2B∗ : u ∈ B 7→ {u∗ ∈ B∗ ∣∣ (∀v ∈ B) F (u) + 〈v − u, u∗〉 6 F (v)}, (2.2)
and its domain is dom ∂F =
{
u ∈ B ∣∣ ∂F (u) 6= ∅}. Moreover, for every (u, v) ∈ domF × B, we set
F ′(u; v) = limt→0+(F (u + tv) − F (u))/t. If F is proper and bounded from below and C ⊂ B is such
that C ∩ domF 6= ∅, we put ArgminC F =
{
u ∈ C
∣∣ F (u) = inf F (C)}, and when it is a singleton we
denote by argminC F its unique element. Moreover, we set
(∀ǫ ∈ R++) ArgminǫC F =
{
u ∈ C ∣∣ F (u) 6 inf F (C) + ǫ} . (2.3)
We denote by Γ0(B) the class of functions F : B → ]−∞,+∞] which are proper, convex, and lower
semicontinuous. We set Γ+0 (B) =
{
F ∈ Γ0(B)
∣∣ F > 0}.
Geometry of Banach spaces
We say that B is of Rademacher type q ∈ [1, 2] [46, Definition 1.e.12] if there exists T ∈ [1,+∞[, so
that for every n ∈ Nr {0} and (ui)16i6n in B,∫ 1
0
∥∥∥ n∑
i=1
ri(t)ui
∥∥∥qdt 6 T( n∑
i=1
‖ui‖q
)1/q
, (2.4)
where (ri)i∈N denote the Rademacher functions, that is, for every i ∈ N, ri : [0, 1] → {−1, 1} : t 7→
sign(sin(2iπt)). The smallest T for which (2.4) holds is denoted by Tq. Since every Banach space is of
Rademacher type 1, this notion is of interest for q ∈ ]1, 2]. Moreover, a Banach space of Rademacher
type q ∈ ]1, 2] is also of Rademacher type p ∈ ]1, q[.
The Banach space B is called smooth [25] if, for every u ∈ B there exists a unique u∗ ∈ B∗ such
that ‖u∗‖ = 1 and 〈u, u∗〉 = 1. The smoothness property is equivalent to the Gaˆteaux differentiability
of the norm on B \ {0}. We say that B is strictly convex if, for every u and every v in B such that
‖u‖ = ‖v‖ = 1 and u 6= v, one has ‖(u+ v)/2‖ < 1. The modulus of convexity of B is
δB : ]0, 2] → R+
ε 7→ inf
{
1−
∥∥∥u+ v
2
∥∥∥ ∣∣∣ (u, v) ∈ B2, ‖u‖ = ‖v‖ = 1, ‖u − v‖ > ε}, (2.5)
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and the modulus of smoothness of B is
ρB : R+ → R+
τ 7→ sup
{1
2
(‖u+ v‖+ ‖u− v‖)− 1 ∣∣∣ (u, v) ∈ B2, ‖u‖ = 1, ‖v‖ 6 τ}. (2.6)
We say that B is uniformly convex if δB vanishes only at zero, and uniformly smooth if
limτ→0 ρB(τ)/τ = 0 [11, 46]. Now let q ∈ [1,+∞[. Then B has modulus of convexity of power
type q if there exists c ∈ R++ such that, for every ε ∈ ]0, 2], δB(ε) > cεq, and it has modulus of
smoothness of power type q if there exists c ∈ R++ such that, for every τ ∈ R++, ρB(τ) 6 cτ q
[11, 46]. A smooth Banach space with modulus of smoothness of power type q is of Rademacher
type q [46, Theorem 1.e.16]. Therefore, the notion of Rademacher type is weaker than that of uni-
form smoothness of power type, in particular it does not imply reflexivity (see the discussion after
[46, Theorem 1.e.16]).
If p ∈ ]1,+∞[, the p-duality map of B is JB,p = ∂(‖·‖p/p) [25], and hence
(∀u ∈ B) JB,p(u) =
{
u∗ ∈ B∗ ∣∣ 〈u, u∗〉 = ‖u‖p and ‖u∗‖ = ‖u‖p−1}. (2.7)
For every u ∈ B and every λ ∈ R+, JB,p(λu) = λp−1JB,p(u) and JB,p(−u) = −JB,p(u). For p = 2 we
obtain the normalized duality map JB. Moreover, if B is reflexive, strictly convex, and smooth, then
JB,p is single-valued and its unique selection, which we denote also by JB,p, is a bijection from B
onto B∗ and JB∗,p∗ = J−1B,p.
Totally convex functions
Totally convex functions, were introduced in [17] and further studied in [18, 19, 77]. This notion lies
between strict convexity and strong convexity. Suppose that B is reflexive and let F : B → ]−∞,+∞]
be a proper convex function. The modulus of total convexity of F [20] is
ψ : domF × R→ [0,+∞] :
(u, t) 7→ inf {F (v)− F (u)− F ′(u; v − u) ∣∣ v ∈ domF, ‖v − u‖ = t} (2.8)
and F is totally convex at u ∈ domF if, for every t ∈ R++, ψ(u, t) > 0. The function F is totally
convex if it is totally convex at every point of its domain. Let ψ be the modulus of total convexity of
F . For every ρ ∈ R++ such that B(ρ) ∩ domF 6= ∅, the modulus of total convexity of F on B(ρ) is
ψρ : R→ [0,+∞] : t 7→ inf
u∈B(ρ)∩domF
ψ(u, t), (2.9)
and F is totally convex on B(ρ) if ψρ > 0 on R++. Moreover, F is totally convex on bounded sets if,
for every ρ ∈ R++ such that B(ρ) ∩ domF 6= ∅, it is totally convex on B(ρ). Let φ : R→ [0,+∞] be
such that φ(0) = 0 and domφ ⊂ R+. We set
φ̂ : R→ [0,+∞] : t 7→
{
0 if t = 0
φ(t)/|t| if t 6= 0. (2.10)
The upper-quasi inverse of φ is [53, 77]
φ♮ : R→ [0,+∞] : s 7→
{
sup
{
t ∈ R+
∣∣ φ(t) 6 s} if s > 0
+∞ if s < 0. (2.11)
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Note that, for every (t, s) ∈ R2+, φ(t) 6 s⇒ t 6 φ♮(s). We set
A0 =
{
φ : R→ [0,+∞]
∣∣domφ ⊂ R+, φ is increasing on R+,
φ(0) = 0, (∀t ∈ R++) φ(t) > 0
}
(2.12)
and
A1 =
{
φ ∈ A0
∣∣∣ φ̂ is increasing on R+, lim
t→0+
φ̂(t) = 0
}
. (2.13)
Suppose that F is totally convex at u ∈ domF . Then ψ(u, ·) ∈ A0 and ψ(u, ·)̂ ∈ A0. Moreover, if
additionally ∂F (u) 6= ∅, then ψ(u, ·)̂ ∈ A1. Suppose that B is uniformly convex with power type,
then, for every r ∈ R++, ‖·‖r is totally convex on bounded sets (See Appendix A.2).
Lebesgue spaces of vector-valued and operator-valued functions
When a Banach space is regarded as a measurable space it is with respect to its Borel σ-algebra.
Let (Z,A, µ) be a σ-finite measure space and let Y be a separable real Banach space with norm |·|.
We denote by M(Z,Y) the set of measurable functions from Z into Y. If p 6= +∞, Lp(Z, µ;Y)
is the Banach space of all (equivalence classes of) measurable functions f ∈ M(Z,Y) such that∫
Z |f |pdµ < +∞ and L∞(Z, µ;Y) is the Banach space of all (equivalence classes of) measurable
functions f ∈ M(Z,Y) which are µ-essentially bounded. Let f ∈ Lp(Z, µ;Y). Then ‖f‖p =( ∫
Z |f |pdµ
)1/p
if p 6= +∞, and ‖f‖∞ = µ- ess-supz∈Z |f(z)| otherwise. If p ∈ ]1,+∞[, Lp(Z, µ;R) is
uniformly convex and uniformly smooth, and it has modulus of convexity of power type max{2, p},
and modulus of smoothness of power type min{2, p} [46, p. 63] and hence it is of Rademacher type
min{2, p}. If Z is countable, A = 2Z , and µ is the counting measure, we set lp(Z;Y) = Lp(Z, µ;Y)
and lp(Z) = Lp(Z, µ;R). Let Y and Z be separable real Banach spaces. We denote by L (Y,Z) the
Banach space of continuous linear operators from Y into Z endowed with the operator norm. A
map Φ: Z → L (Y,Z) is strongly measurable if, for every y ∈ Y, the function Z → Z : z 7→ Φ(z)y is
measurable. In such a case the function Z → R : z 7→ ‖Φ(z)‖ is measurable [34]. If p 6= +∞,
Lp[Z, µ;L (Y,Z)] is the Banach space of all (equivalence classes of) strongly measurable func-
tions Φ: Z → L (Y,Z) such that ∫Z ‖Φ(z)‖pµ(dz) < +∞ and L∞[Z, µ;L (Y,Z)] is the Banach
space of all (equivalence classes of) strongly measurable functions Φ: Z → L (Y,Z) such that
µ- ess-supz∈Z ‖Φ(z)‖ < +∞ [10]. Let Φ ∈ Lp[Z, µ;L (Y,Z)]. Then ‖Φ‖p =
( ∫
Z ‖Φ(z)‖pµ(dz)
)1/p
if
p 6= +∞, and ‖Φ‖∞ = µ- ess-supz∈Z ‖Φ(z)‖ otherwise.
Probability
Let (Ω,A,P) be a probability space, let P∗ be the associated outer probability. For every ξ : Ω → R
and t ∈ R, we set
[ξ > t] =
{
ω ∈ Ω ∣∣ ξ(ω) > t}; (2.14)
the sets [ξ < t], [ξ > t], and [ξ 6 t] are defined analogously. Let (Un)n∈N and U be functions from Ω
to B. The sequence (Un)n∈N converges in P-outer probability to U , in symbols Un P
∗→ U , if [67]
(∀ε ∈ R++) P∗
[‖Un − U‖ > ε]→ 0, (2.15)
and it converges P∗-almost surely (a.s.) to U if
(∃Ω0 ⊂ Ω) P∗Ω0 = 0 and (∀ω ∈ Ωr Ω0) Un(ω)→ U(ω). (2.16)
The probability space (Ω,A,P) is complete if, for every A ∈ A such that P(A) = 0, and every B ⊂ A,
we have B ∈ A.
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3 Learning in Banach spaces
Basic tools such as feature maps, reproducing kernel Hilbert spaces, and representer theorems have
played an instrumental role in the development of Hilbertian learning theory [42, 58, 62]. In recent
years, there has been a marked interest in extending these tools to Banach spaces; see for instance
[36, 78, 80] and references therein. The primary objective of this section is to further develop the
theory on these topics.
3.1 Banach spaces of vector-valued functions and feature map representations
Sampling based nonparametric estimation naturally calls for formulations involving spaces of func-
tions for which the pointwise evaluation operator is continuous. In the Hilbert space setting, this
framework hinges on the notions of a reproducing kernel Hilbert space and of a feature map, which
have been extensively investigated, e.g., in [21, 62]. On the other hand, the study of reproduc-
ing kernel Banach spaces has been developed primarily in [78, 80]. However, in the Banach space
setting, the continuity of the pointwise evaluation operators, the existence of a kernel, and the exis-
tence of a feature map may no longer be equivalent and further investigation is in order. Towards
this goal, we start with the following proposition which extends [21, Proposition 2.4].
Proposition 3.1 Let X be a nonempty set, let Y and F be separable real Banach spaces, and let A : F →
YX be a linear operator. Then the following are equivalent:
(i) A : F → YX is continuous for the topology of pointwise convergence on YX .
(ii) There exists a map Φ: X → L (Y∗,F∗) such that
(∀u ∈ F)(∀x ∈ X ) (Au)(x) = Φ(x)∗u. (3.1)
(iii) ranA can be endowed with a Banach space structure such that the point-evaluation operators on
ranA are continuous, A : F → ranA is continuous, and the quotient operator of A is a Banach
space isometry from F/ kerA onto ranA.
Proof. Set W = ranA and N = kerA. Let πN : F → F/N : u 7→ u + N be the canonical projection
operator and let A˜ : F/N → YX be the unique linear map such that A = A˜ ◦ πN. Then A˜ is injective
and ran A˜ = ranA. Moreover, for every x ∈ X , we define the point-evaluation operator evx : W →
Y : f 7→ f(x). We recall that A is continuous for the topology of pointwise convergence on YX if and
only if, for every x ∈ X , evx ◦A : F → Y is continuous.
(i)⇒(ii): Set Φ: X → L (Y∗,F∗) : x 7→ (evx ◦A)∗.
(ii)⇒(i): Let x ∈ X . Then, by (3.1), evx ◦A = Φ(x)∗ is continuous.
(i)⇒(iii): Since N is a closed vector subspace of F, the quotient space F/N is a Banach space
with the quotient norm πNu 7→ ‖πNu‖F/N = infv∈N ‖u− v‖. Thus, we endow W with the Banach
space structure transported from F/N by A˜, i.e., for every u ∈ F, ‖Au‖ = ‖A˜πNu‖ = ‖πNu‖F/N.
Denote by |·| the norm of Y. Let x ∈ X and f ∈ W. Then there exists u ∈ F such that f = Au,
and hence (∀v ∈ N) |f(x)| = |(evx ◦A)(u+ v)| 6 ‖evx ◦A‖ ‖u+ v‖. Taking the infimum over N, and
recalling the definition of the quotient norm, we get |f(x)| 6 ‖evx ◦A‖‖πNu‖F/N = ‖evx ◦A‖‖f‖.
Hence, evx : W → Y is continuous. Finally, A : F →W is continuous since A = A˜ ◦ πN.
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(iii)⇒(i): Let x ∈ X . SinceA : F →W is continuous and evx : W → Y is continuous, evx ◦A : F →
Y is likewise.
Definition 3.2 In the setting of Proposition 3.1, if A is continuous for the topology of pointwise
convergence on YX , then the unique map Φ defined in (ii) is the feature map associated with A and
F is the feature space.
Definition 3.3 Let X be a nonempty set and let Y be a separable real Banach space. LetW be a real
Banach space of functions from X to Y. Then
(i) W is a pre-reproducing kernel Banach space if, for every x ∈ X , the point-evaluation operator
evx : W → Y : f 7→ f(x) is continuous [60].
(ii) W is a reproducing kernel Banach space if it is a reflexive, strictly convex, and smooth pre-
reproducing kernel Banach space.
Remark 3.4
(i) Proposition 3.1 establishes that pre-reproducing kernel Banach spaces can always be built via
feature map representations. We note that pre-reproducing kernel Banach spaces are called
function Banach spaces in [16].
(ii) Equation (3.1) is equivalent to
(∀u ∈ F)(∀x ∈ X )(∀w∗ ∈ Y∗) 〈u,Φ(x)w∗〉 = 〈(Au)(x),w∗〉, (3.2)
which shows that A is injective if and only if
{
Φ(x)w∗
∣∣x ∈ X , w∗ ∈ Y∗} is dense in F∗. Note
that this last denseness condition (hence the injectivity of A) is usually required in the the
current literature on reproducing kernel Banach spaces [78, 79, 80]. We do not need this
assumption.
Proposition 3.5 Let (X ,AX , µ) be a σ-finite measure space, let Y and F be separable real Banach
spaces, let A : F → YX be linear and continuous for the topology of pointwise convergence on YX , and
let Φ: X → L (Y∗,F∗) be the associated feature map. Then the following hold:
(i) Φ: X → L (Y∗,F∗) is strongly measurable if and only if ranA ⊂M(X ,Y).
(ii) Let p ∈ [1,+∞] and suppose that Φ ∈ Lp[X , µ;L (Y∗,F∗)]. Then ranA ⊂ Lp(X , µ;Y) and, for
every u ∈ F, ‖Au‖p 6 ‖Φ‖p‖u‖.
Proof. (i): It follows from Pettis’ theorem [32, Theorem II.2] and (3.2) that Φ: X → L (Y∗,F∗) is
strongly measurable if and only if, for every u ∈ F, Au is measurable.
(ii): Let u ∈ F and note that, by (i), Au is measurable. Moreover, by (3.1), (∀x ∈ X ) |(Au)(x)| =
|Φ(x)∗u| 6 ‖Φ(x)‖ ‖u‖.
We now define a notion of universality for spaces of vector-valued functions [22, 23] with respect
to a constraint set.
Definition 3.6 Let (X ,AX ) be a measurable space, let Y be a separable uniformly convex real
Banach space, and let W be a vector space of bounded measurable functions from X to Y. Let
C ⊂ M(X ;Y) be a convex set.
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(i) W is ∞-universal relative to C if, for every probability measure µ on (X ,AX ) and for every
f ∈ C ∩ L∞(X , µ;Y), there exists (fn)n∈N ∈ (C ∩ W)N such that supn∈N ‖fn‖∞ < +∞ and
fn → f µ-a.e.
(ii) Let p ∈ [1,+∞[. The spaceW is p-universal relative to C if, for every probability measure µ on
(X ,AX ), C ∩W is dense in C ∩ Lp(X , µ;Y).
When C =M(X ;Y) the reference to the set C is omitted.
Definition 3.7 Let (Y, |·|) be a real normed vector space. The Attouch-Wets topology [6, 12] on the
class CY of nonempty closed subsets of Y is that induced by the following family of pseudometrics
(∀ ρ ∈ R++)(∀ (C1,C2) ∈ C 2Y) distρ(C1,C2) = sup
|w|6ρ
|dC1(w) − dC2(w)|, (3.3)
where dC(w) = infy∈C |y− w| is the distance function to the set C.
The following proposition shows that Definition 3.6 is an extension of the standard notion of
universality in the context of reproducing kernel Hilbert spaces [23, 52, 62].
Theorem 3.8 Let (X ,AX ) be a measurable space, let Y be a separable uniformly convex real Banach
space, and let W be a vector space of bounded measurable functions from X to Y. Let (C(x))x∈X be a
family of closed convex subsets of Y containing 0, let C = {f ∈M(X ,Y) ∣∣ (∀x ∈ X ) f(x) ∈ C(x)}, and
let p ∈ [1,+∞[. Consider the following properties:
(a) W is∞-universal relative to C.
(b) W is p-universal relative to C.
Then the following hold:
(i) Suppose that x 7→ C(x) is measurable [24]. Then (a)⇒(b).
(ii) Suppose that X is a locally compact Hausdorff space and let C0(X ;Y) be the space of continuous
functions from X to Y vanishing at infinity [14]. Suppose thatW ⊂ C0(X ;Y) and that x 7→ C(x)
is continuous with respect to the Attouch-Wets topology. Consider the following property:
(c) C ∩W is dense in C ∩ C0(X ;Y) for the uniform topology.
Then (a)⇔(b)⇔(c).
Proof. (i): Suppose that (a) holds and let µ be a probability measure on (X ,AX ). We have W ⊂
L∞(X , µ;Y). We derive from (a) and the dominated convergence theorem that C ∩ W is dense in
C ∩L∞(X , µ;Y) for the topology of Lp(X , µ;Y). Next, let f ∈ C ∩Lp(X , µ;Y) and let ǫ ∈ R++. Since
L∞(X , µ;Y) is dense in Lp(X , µ;Y) for the topology of Lp(X , µ;Y), there exists g ∈ L∞(X , µ;Y)
such that ‖f − g‖p 6 ǫ/2. The function
PC(g) : X → Y : x 7→ PC(x)(g(x)) (3.4)
is well defined [40, Proposition 3.2] and its measurability follows from the application of [24,
Lemma III.39] with ϕ : X × Y → R : (x, y) 7→ −|y − g(x)| and Σ = C : X → 2Y. Then PC(g) ∈ C and,
for every x ∈ X , since {0, f(x)} ⊂ C(x),{
|PC(x)(g(x))| 6 |PC(x)(g(x)) − g(x)|+ |g(x)| 6 2|g(x)|
|PC(x)(g(x)) − f(x)| 6 |PC(x)(g(x)) − g(x)|+ |g(x) − f(x)| 6 2|g(x) − f(x)|.
(3.5)
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Therefore PC(g) ∈ L∞(X , µ;Y) and ‖PC(g)− f‖p 6 2‖f − g‖p 6 ǫ.
(ii): (c)⇒(a): Let µ be a probability measure on (X ,AX ) and let f ∈ C ∩L∞(X , µ;Y). We denote
by K (X ;Y) the space of continuous functions from X to Y with compact support. Since X is com-
pletely regular, we derive from Lusin’s theorem [33, Corollary 1 in III.§15.8] and Urysohn’s lemma,
that there exists a sequence (gn)n∈N in K (X ;Y) such that gn → f µ-a.e. and supn∈N ‖gn‖∞ 6 ‖f‖∞.
Let n ∈ N and define the function PC(gn) : X → Y : x 7→ PC(x)(gn(x)). Let us prove that PC(gn) is
continuous. Let x0 ∈ X . Since limx→x0 C(x) = C(x0) in the Attouch-Wets topology, there exist a
neighborhood U1 of x0 and t ∈ R++ such that, for every x ∈ U1, inf |C(x)| < t. Moreover there
exist a neighborhood U2 of x0 and q ∈ R++ such that, for every x ∈ U2, gn(x) ∈ B(q). Now,
fix r ∈ [3q + t,+∞[. Then, for every x ∈ U1 ∩ U2, since r > 3q + inf |C(x)|, it follows from [53,
Corollary 3.3 and Theorem 4.1] that
|PC(gn)(x)− PC(gn)(x0)|
6 |PC(x)(gn(x)) − PC(x)(gn(x0))|+ |PC(x)(gn(x0))− PC(x0)(gn(x0))|
6 φ♮
(
2r|gn(x)− gn(x0)|
)
+ |gn(x)− gn(x0)|+ φ♮(2r dist2q+t(C(x),C(x0))), (3.6)
where φ ∈ A0 is the modulus of uniform monotonicity of the normalized duality map of Y on B(r),
and, for every ρ ∈ R++, distρ is as in Definition 3.7. Hence, since limx→x0 dist2q+t(C(x),C(x0)) = 0,
limx→x0 |gn(x)− gn(x0)| = 0, and lims→0+ φ♮(s) = 0 by Proposition A.5(v), the continuity of PC(gn)
at x0 follows. In addition, since 0 ∈
⋂
x∈X C(x), the support of PC(gn) is contained in that of
gn. Therefore, for every n ∈ N, PC(gn) ∈ C ∩ K (X ;Y), ‖PC(gn)‖∞ 6 2‖gn‖∞ and, (∀x ∈ X )
|PC(x)(gn(x))− f(x)| 6 2|gn(x)− f(x)|. Hence PC(gn)→ f µ-a.e. It follows from (c) that, for every
n ∈ N, there exists fn ∈ C ∩ W such that ‖fn − PC(gn)‖∞ 6 1/(n + 1). Therefore supn∈N ‖fn‖∞ 6
supn∈N(1 + ‖PC(gn)‖∞) 6 1 + 2‖f‖∞ and fn → f µ-a.e.
(b)⇒(c): We follow the same reasoning as in the proof of [23, Theorem 4.1]. By contradiction,
suppose that C ∩ W is not dense in C ∩ C0(X ;Y). Since C ∩ W is nonempty and convex, by the
Hahn-Banach theorem, there exists f0 ∈ C ∩ C0(X ;Y) and ϕ ∈ C0(X ;Y)∗, and α ∈ R such that
(∀f ∈ C ∩W) ϕ(f) < α < ϕ(f0). (3.7)
Now, by [33, Corollary 2 and Theorem 5 in III.§19.3] there is a probability measure µ on X and a
function h ∈ L∞(X , µ;Y∗) such that
(∀ f ∈ C0(X ;Y)) ϕ(f) =
∫
X
〈f(x), h(x)〉dµ(x) . (3.8)
Since ϕ 6= 0, we have h 6= 0. Moreover h ∈ Lp∗(X , µ;Y∗). Therefore
(∀ f ∈ C ∩W) 〈f, h〉p,p∗ < α < 〈f0, h〉p,p∗. (3.9)
Let Hα− = {f ∈ Lp(X , µ;Y) | 〈f, h〉p,p∗ 6 α}. Then Hα− is a closed half-space of Lp(X , µ;Y). There-
fore, by (3.9), C ∩W ⊂ Hα− and f0 /∈ Hα−. Hence, C ∩W is not dense in C ∩ Lp(X , µ;Y).
Remark 3.9 The Attouch-Wets topology considered in the statement of Theorem 3.8 is also called
bounded Hausdorff topology and is in fact a generalization of the Hausdorff topology to non-compact
sets.
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In the next proposition we show that in the Banach space setting, the duality map (see Section 2)
is instrumental to properly define a kernel. This will require the involved Banach spaces to satisfy
additional geometric properties.
Proposition 3.10 Under the assumptions of Proposition 3.1, let Φ: X → L (Y∗,F∗) be defined by
(3.1) and set W = ranA. Let B(Y∗,Y) be the set of operators mapping bounded subsets of Y∗ into
bounded subsets of Y. Suppose that F is reflexive, strictly convex, and smooth, and let p ∈ ]1,+∞[.
ThenW is a reproducing kernel Banach space and there exists a unique Kp : X ×X → B(Y∗,Y), called
kernel, such that
(∀u ∈ F)(∀x ∈ X )(∀ y∗ ∈ Y∗)
{
Kp(x, ·)y∗ ∈ W
〈Au, JW ,p(Kp(x, ·)y∗)〉 = 〈(Au)(x), y∗〉.
(3.10)
Moreover, we have
(∀x ∈ X )(∀x′ ∈ X ) Kp(x, x′) = Φ(x′)∗ ◦ J−1F,p ◦Φ(x). (3.11)
Proof. Let N = kerA. Proposition 3.1 implies thatW is isometrically isomorphic to F/N. Define
Kp : X × X → B(Y∗,Y) : (x, x′) 7→ Φ(x′)∗ ◦ J−1F,p ◦ Φ(x) . (3.12)
Then (3.1) yields
(∀x ∈ X )(∀ y∗ ∈ Y∗) Kp(x, ·)y∗ = AJ−1F,p(Φ(x)y∗). (3.13)
Since F is reflexive, strictly convex, and smooth, F/N andW are likewise. Defining A˜ and πN as in
the proof of Proposition 3.1, we have A˜∗ ◦ JW ,p ◦ A˜ = JF/N,p and JF,p = π∗N ◦ JF/N,p ◦ πN. Hence,
A∗ ◦ JW ,p ◦A = JF,p. Therefore, it follows from (3.13) and (3.1) that, for every (x, u) ∈ X × F,
(∀ y∗ ∈ Y∗) 〈Au, JW ,p(Kp(x, ·)y∗)〉 =
〈
Au, JW ,p(AJ
−1
F,p(Φ(x)y
∗))
〉
(3.14)
= 〈u,Φ(x)y∗〉
= 〈(Au)(x), y∗〉. (3.15)
Finally if a kernel satisfies (3.10), it satisfies (3.14) and hence (3.13), and thus coincides with Kp.
Remark 3.11
(i) Equation (3.10) is a representation formula, meaning that the values of the functions inW can
be computed in terms of the kernel Kp, which is said to be associated with the feature map Φ.
(ii) Definition 3.3(ii) is more general than [80, Definition 2.2], since the latter requires that both
F and Y be uniformly convex and uniformly smooth. Thus, Proposition 3.10 extends [80,
Theorems 2.3 and 3.1]. To this respect, we note also that what is essential to properly de-
fine a kernel is that the duality map is single valued and bijective, and this is equivalent to
require strict convexity and smoothness only. Moreover, in Proposition 3.10, the kernel is
built from a feature map, a general p-duality map, and without any density assumption (see
Remark 3.4(ii)), which results in a more general setting than that of [78, 80]. Finally, we
emphasize that, when dealing with kernels in Banach spaces, there is no reason to restrict
oneself to the normalized duality map. Rather, allowing general p-duality maps usually makes
the computation of the kernel easier, as the following two examples show.
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Remark 3.12 In the setting of Proposition 3.10, consider the scalar case Y = R [78]. Then, for
every x ∈ X , Φ(x)∗ ∈ F∗ and the kernel becomes
Kp : X × X → R : (x, x′) 7→
〈
J−1
F,p(Φ(x)
∗),Φ(x′)∗
〉
. (3.16)
Moreover, for every x ∈ X , Kp(x, ·) = A[J−1F,p(Φ(x)∗)], and formula (3.10) turns into
(∀u ∈ F)(∀x ∈ X ) 〈Au, JW ,p(K(x, ·))〉 = (Au)(x) . (3.17)
It follows from the definitions of Kp and JF,p that
(∀ (x, x′) ∈ X ×X ) Kp(x, x) = ‖Φ(x)‖p
∗
and |Kp(x, x′)| 6 Kp(x, x)1/pKp(x′, x′)1/p∗ . (3.18)
Example 3.13 (generalized linear model) Let X be a nonempty set, let Y be a separable real Ba-
nach space with norm |·|, let K be a nonempty countable set, let r ∈ [1,+∞[. Let (φk)k∈K be a family
of functions from X to Y, which, in this context, is usually called a dictionary [30, 61]. Assume that
for every x ∈ X , (φk(x))k∈K ∈ lr∗(K;Y) and denote by ‖(φk(x))k∈K‖r∗ its norm in lr
∗
(K;Y). Set
A : lr(K)→ YX : u = (µk)k∈K 7→
∑
k∈K
µkφk (pointwise). (3.19)
Let x ∈ X . By Ho¨lder’s inequality we derive that, for every u ∈ F, |(Au)(x)| 6 ‖u‖r‖(φk(x))k∈K‖r∗ ,
which implies that evx ◦A is continuous. Therefore, Proposition 3.1 ensures that
ranA =
{
f ∈ YX
∣∣∣ (∃u ∈ lr(K))(∀x ∈ X ) f(x) = ∑
k∈K
µkφk(x)
}
(3.20)
can be endowed with a Banach space structure for which the point-evaluation operators are contin-
uous. Moreover
kerA =
{
u ∈ lr(K)
∣∣∣ (∀x ∈ X ) ∑
k∈K
µkφk(x) = 0
}
(3.21)
and, for every u ∈ lr(K), ‖Au‖ = infv∈kerA ‖u− v‖r. Hence, for every f ∈ ranA,
‖f‖ = inf
{
‖u‖r
∣∣∣ u ∈ lr(K) and (∀x ∈ X ) f(x) = ∑
k∈K
µkφk(x)
}
. (3.22)
Let us compute the feature map Φ: X → L (Y∗, lr∗(K)). Let x ∈ X , let y∗ ∈ Y∗, and denote by
〈·, ·〉r,r∗ the canonical pairing between lr(K) and lr
∗
(K). Then, for every u ∈ lr(K),
〈u,Φ(x)y∗〉r,r∗ = 〈Φ(x)∗u, y∗〉 = 〈(Au)(x), y∗〉 =
∑
k∈K
µk〈φk(x), y∗〉, (3.23)
which gives Φ(x)y∗ = (〈φk(x), y∗〉)k∈K. Since L (Y∗, lr∗(K)) and lr∗(K;Y) are isomorphic Banach
spaces, the feature map can be identified with
Φ: X → lr∗(K;Y) : x 7→ (φk(x))k∈K. (3.24)
We remark that ranA is p-universal if, for every probability measure µ on (X ,AX ), the span of
(φk)k∈K is dense in L
p(X , µ;Y). Now suppose that r > 1. Since lr(K) is reflexive, strictly convex,
and smooth, Proposition 3.10 asserts that ranA is a reproducing kernel Banach space and that the
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underlying kernelKr : X ×X → B(Y∗,Y) can be computed explicitly. Indeed, [25, Proposition 4.9]
implies that the r-duality map of lr(K) is
Jr : l
r(K)→ lr∗(K) : u = (µk)k∈K 7→ (|µk|r−1 sign(µk))k∈K (3.25)
Moreover, J−1r : l
r∗(K)→ lr(K) is the r∗-duality map of lr∗(K) (hence it has the same form as (3.25)
with r replaced by r∗). Thus, for every (x, x′) ∈ X × X and every y∗ ∈ Y
Kr(x, x
′)y∗ = Φ(x′)∗
(
J−1r (Φ(x)y
∗)
)
=
∑
k∈K
|〈φk(x), y∗〉|r
∗−1 sign(〈φk(x), y∗〉)φk(x′). (3.26)
In the scalar case Y = R, this becomes
Kr(x, x
′) =
〈
J−1r (Φ(x)),Φ(x
′)
〉
r,r∗
=
∑
k∈K
|φk(x)|r
∗−1 sign(φk(x))φk(x
′). (3.27)
Example 3.14 (Sobolev spaces) Let (d, k,m) ∈ (N r {0})3 and let p ∈ ]1,+∞[. Let X ⊂ Rd be a
nonempty open bounded set with regular boundary and consider the Sobolev space Wm,p(X ;Rk),
normed with ‖ · ‖m,p : f 7→
(∑
α∈Nd,|α|6m ‖Dαf‖pp
)1/p
. Recall that, if mp > d, then Wm,p(X ;Rk) is
continuously embedded in C(X ;Rk) [1]. Therefore
(∃ β ∈ R++)(∀x ∈ X )(∀f ∈Wm,p(X ;Rk)) |f(x)| 6 ‖f‖∞ 6 β‖f‖m,p. (3.28)
Moreover Wm,p(X ;Rk) is isometrically isomorphic to a closed vector subspace of [Lp(X ;Rk)]n, for
a suitable n ∈ N, normed with ‖·‖p : (f1, . . . , fn) 7→
(∑n
i=1 ‖fi‖pp
)1/p
. Therefore, Wm,p(X ;Rk) is
uniformly convex and smooth (with the same moduli of convexity and smoothness as Lp). This
shows that Wm,p(X ;Rk) is a reproducing kernel Banach space and also that the associated feature
map Φ is bounded. Likewise, Wm,p0 (X ;Rk) is a reproducing kernel Banach space endowed with the
norm ‖∇·‖p, where this time ∇ : Wm,p0 (X ;Rk) → Lp(X ;Rk×d) is an isometry. For simplicity, we
address the computation of the kernel for the space W 1,p0 (X ;R). In this case, the p-duality map is
1
p
∂‖∇·‖pp = −∆p : W 1,p0 (X ;R)→
(
W 1,p0 (X ;R)
)∗
, (3.29)
where ∆p is the p-Laplacian operator [5, Section 6.6]. Therefore, it follows from (3.16) that
(∀ (x, x′) ∈ X 2) Kp(x, x′) = u(x′), where u 6= 0 and −∆pu = evx . (3.30)
In the case when X = [0, 1], the kernel can be computed explicitly as follows
(∀ (x, x′) ∈ X 2) Kp(x, x′) =

(1− x)x′(
xp−1 + (1− x)p−1)1/(p−1) if x′ 6 x
(1− x′)x(
xp−1 + (1− x)p−1)1/(p−1) if x′ > x
(3.31)
Finally, using a mollifier argument [1, Theorem 2.29], Wm,p0 (X ;R)+ is dense in C0(X ;R)+. Hence,
by Theorem 3.8,Wm,p0 (X ;R) is universal relative to the cone of R+-valued functions.
Remark 3.15 Proposition 3.10 and the results pertaining to the computation of the kernel are of
interest in their own right. Note, however, that they will not be directly exploited subsequently since
in the main results of Section 4.1 knowledge of a kernel will turn out not to be indispensable.
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3.2 Representer and sensitivity theorems in Banach spaces
In the classical setting, a representer theorem states that a minimizer of a Tikhonov regularized em-
pirical risk function defined over a reproducing kernel Hilbert space can be represented as a finite
linear combination of the feature map values on the training points [58]. The investigation in Ba-
nach spaces was initiated in [50] and continued in [79, 80]. In this section representer theorems
are established in the general context of Banach spaces, totally convex regularizers, vector-valued
functions, and approximate minimization. These contributions capture and extend existing results.
Moreover, we study the sensitivity of such representations with respect to perturbations of the prob-
ability distribution on X × Y.
Definition 3.16 Let X and Y be nonempty sets, let (X × Y,A, P ) be a complete probability space,
and let PX be the marginal probability measure of P on X . Let Y be a separable reflexive real Banach
space with norm |·| and Borel σ-algebra BY. Υ(X × Y × Y) is the set of functions ℓ : X × Y × Y →
R+ such that ℓ is measurable with respect to the tensor product σ-algebra A ⊗BY and, for every
(x, y) ∈ X ×Y, ℓ(x, y, ·) : Y → R is continuous and convex. A function in Υ(X ×Y ×Y) is a loss. The
risk associated with ℓ ∈ Υ(X × Y × Y) and P is
R : M(X ,Y)→ [0,+∞] : f 7→
∫
X×Y
ℓ
(
x, y, f(x)
)
P (d(x, y)). (3.32)
In addition,
(i) given p ∈ [1,+∞[, Υp(X × Y × Y, P ) is the set of functions ℓ ∈ Υ(X × Y × Y) such that
(∃ b ∈ L1(X×Y, P ;R))(∃ c ∈ R+)(∀(x, y,w) ∈ X×Y×Y) ℓ(x, y,w) 6 b(x, y)+c|w|p; (3.33)
(ii) Υ∞(X × Y × Y, P ) is the set of functions ℓ ∈ Υ(X × Y × Y) such that
(∀ρ ∈ R++)(∃ gρ ∈ L1(X × Y, P ;R))
(∀ (x, y) ∈ X × Y)(∀w ∈ B(ρ)) ℓ(x, y,w) 6 gρ(x, y); (3.34)
(iii) ΥY,loc(X × Y × Y) is the set of functions ℓ ∈ Υ(X × Y × Y) such that
(∀ρ ∈ R++)(∃ Lip(ℓ; ρ) ∈ R++)(∀(x, y) ∈ X × Y)(∀(w,w′) ∈ B(ρ)2)
|ℓ(x, y,w) − ℓ(x, y,w′)| 6 Lip(ℓ; ρ)|w − w′|. (3.35)
Remark 3.17
(i) The properties defining the classes of losses introduced in Definition 3.16 arise in the calculus
of variations [38]. Let p ∈ [1,+∞] and suppose that ℓ ∈ Υp(X×Y×Y, P ). Then the risk (3.32)
is real-valued on Lp(X , PX ;Y). Moreover, since for every (x, y) ∈ X × Y, ℓ(x, y, ·) is convex
and continuous, R : Lp(X , PX ;Y) → R+ is convex and continuous [38, Corollaries 6.51 and
6.53].
(ii) If ℓ ∈ Υp(X × Y × Y, P ) then ℓ(x, y, ·) is bounded on bounded sets. Hence, by Proposi-
tion A.1(ii), ℓ(x, y, ·) is Lipschitz continuous relative to bounded sets.
(iii) If q ∈ [p,+∞], then Υp(X × Y × Y, P ) ⊂ Υq(X × Y × Y, P ).
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(iv) Suppose that ℓ ∈ ΥY,loc(X × Y × Y) and that there exists f ∈ L∞(X , PX ;Y) such that R(f) <
+∞. Then ℓ ∈ Υ∞(X × Y × Y, P ) and (i) implies that R : L∞(X , PX ;Y) → R+ is convex and
continuous.
(v) The following are consequences of Propositions A.1(ii) and A.2(ii):
(a) Suppose that ℓ ∈ Υ1(X × Y × Y, P ) and let c ∈ R+ be as in Definition 3.16(i). Then
ℓ ∈ ΥY,loc(X × Y × Y) and supρ∈R++ Lip(ℓ; ρ) 6 c. Hence ℓ is Lipschitz continuous in
the third variable, uniformly with respect to the first two. Moreover, in this case, the
inequality in (3.33) is true with b = ℓ(·, ·, 0).
(b) Let p ∈ ]1,+∞[, let ℓ ∈ Υp(X ×Y ×Y, P ), and suppose that the inequality in (3.33) holds
with b bounded and some c ∈ R+. Then ℓ ∈ ΥY,loc(X × Y × Y) and ℓ(·, ·, 0) is bounded.
Moreover, for every ρ ∈ R++, Lip(ℓ; ρ) 6 (p − 1)‖b‖∞ + 3cpmax{1, ρ p−1}.
(c) Let ℓ ∈ Υ∞(X × Y × Y, P ). Then the functions (gρ)ρ∈R++ in (3.34) belong to L∞(P ) if
and only if ℓ ∈ ΥY,loc(X ×Y ×Y) and ℓ(·, ·, 0) is bounded. In this case, for every ρ ∈ R++,
Lip(ℓ; ρ) 6 2‖gρ+1‖∞.
Example 3.18 (Lp-loss) Consider the setting of Definition 3.16 and let p ∈ [1,+∞[. Suppose that
Y ⊂ Y, that ∫X×Y |y|pP (d(x, y)) < +∞, and that
(∀ (x, y,w) ∈ X × Y × Y) ℓ(x, y,w) = |y − w|p. (3.36)
Then ℓ ∈ Υp(X × Y × Y, P ). Moreover, suppose that Y is bounded and set β = supy∈Y |y|. Then
ℓ ∈ ΥY,loc(X × Y × Y) and (∀ρ ∈ R++) Lip(ℓ; ρ) 6 p(ρ + β)p−1. Indeed, the case p = 1 is
straightforward. If p > 1, it follows from (A.7) that, for every y ∈ Y and every (w,w′) ∈ Y2,∣∣|w − y|p − |w′ − y|p∣∣ 6 pmax{|y − w|p−1, |y − w′|p−1}|w − w′|. Therefore, for every (w,w′) ∈ B(ρ)2
and every y ∈ Y, ∣∣|w − y|p − |w′ − y|p∣∣ 6 p(ρ+ β)p−1|w − w′|.
Now we propose a general representer theorem which involves the feature map from Defini-
tion 3.2.
Theorem 3.19 (Representer) Let X and Y be nonempty sets, let (X × Y,A, P ) be a complete proba-
bility space, and let PX be the marginal probability measure of P on X . Let Y be a separable reflexive
real Banach space with norm |·|, let F be a separable reflexive real Banach space, let A : F →M(X ,Y)
be linear and continuous with respect to pointwise convergence on YX , and let Φ be the associated fea-
ture map. Let p ∈ [1,+∞], let ℓ ∈ Υp(X × Y × Y, P ), let R be the risk associated with ℓ and P , and
suppose that Φ ∈ Lp[X , PX ;L (Y∗,F∗)]. Set F = R ◦ A, let G ∈ Γ+0 (F), let λ ∈ R++, let ǫ ∈ R+, and
suppose that uλ ∈ F satisfies
inf ‖∂(F + λG)(uλ)‖ 6 ǫ. (3.37)
Then there exists hλ ∈ Lp∗(X × Y, P ;Y∗) such that
(∀ (x, y) ∈ X × Y) hλ(x, y) ∈ ∂Yℓ
(
x, y, (Auλ)(x)
)
(3.38)
and
(∃ e∗ ∈ F∗) ‖e∗‖ 6 ǫ and e∗ − EP (Φhλ) ∈ λ∂G(uλ), (3.39)
where Φhλ : X × Y → F∗ : (x, y) 7→ Φ(x)hλ(x, y) and, for every (x, y,w) ∈ X × Y × Y, ∂Yℓ(x, y,w) =
∂ℓ(x, y, ·)(w). Moreover, the following hold:
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(i) Suppose that p 6= +∞. Let (b, c) be as in Definition 3.16(i). If p = 1, then ‖hλ‖∞ 6 c; if p > 1,
then ‖hλ‖1 6 (p− 1)‖b‖1 + 3pc(1 + ‖Φ‖p−1p ‖uλ‖p−1).
(ii) Suppose that p = +∞, that ℓ ∈ ΥY,loc(X × Y × Y) and let ρ ∈ ]‖uλ‖,+∞[. Then hλ ∈ L∞(X ×
Y, P ;Y∗) and ‖hλ‖∞ 6 Lip(ℓ; ρ‖Φ‖∞).
Proof. Set
Ψ: Lp(X × Y, P ;Y)→ [0,+∞] : g 7→
∫
X×Y
ℓ(z, g(z))P (dz). (3.40)
Since ℓ ∈ Υp(X×Y×Y, P ),Ψ is real-valued and convex. Place Lp(X×Y, P ;Y) and Lp∗(X×Y, P ;Y∗)
in duality by means of the pairing
〈·, ·〉p,p∗ : (g, h) 7→
∫
X×Y
〈g(z), h(z)〉P (dz). (3.41)
From now on, we denote by Lp and Lp
∗
the above cited Lebesgue spaces, endowed with the weak
topologies σ(Lp, Lp
∗
) and σ(Lp
∗
, Lp), derived from the duality (3.41). Moreover, since ℓ > 0, it
follows from [57, Theorem 21(c)-(d)] that Ψ: Lp → R is lower semicontinuous and
(∀g ∈ Lp) ∂Ψ(g) = {h ∈ Lp∗ ∣∣ h(z) ∈ ∂Yℓ(z, g(z)) for P -a.a. z ∈ X × Y}. (3.42)
Next, since Φ ∈ Lp[X , PX ;L (Y∗,F∗)], it follows from Proposition 3.5(ii), that A : F → Lp(X , PX ;Y)
is continuous. Therefore the map Â : F → Lp defined by
(∀u ∈ F) Âu : X × Y → Y : (x, y) 7→ (Au)(x) (3.43)
is linear and continuous. Moreover,
(∀u ∈ F)(∀h ∈ Lp∗) 〈Âu, h〉p,p∗ =
∫
X×Y
〈u,Φ(x)h(x, y)〉P (d(x, y)) = 〈u,EP (Φh)〉. (3.44)
Note that, in (3.44), EP (Φh) is well defined, since Φh is measurable [34, Proposition 1.7],
and, for every (x, y) ∈ X × Y, ‖Φ(x)h(x, y)‖ 6 ‖Φ(x)‖|h(x, y)|. Hence, by Ho¨lder’s inequality∫
X×Y ‖Φ(x)h(x, y)‖P (d(x, y)) < +∞, and (3.44) implies that Â∗ : Lp
∗ → F∗ : h 7→ EP (Φh). Now,
since F = Ψ ◦ Â, applying [77, Theorem 2.8.3(vi)] to Ψ: Lp → R and Â : F → Lp and, taking into
account (3.42), we get
∂F (uλ) = Â
∗(∂Ψ(Âuλ))
=
{
EP (Φh)
∣∣ h ∈ Lp∗, h(x, y) ∈ ∂Yℓ(x, y, (Auλ)(x)) for P -a.a. (x, y) ∈ X × Y}. (3.45)
Using (3.37) and [77, Theorem 2.8.3(vii)], there exists e∗ ∈ B(ε) such that e∗ ∈ ∂(F +
λG)(uλ) = ∂F (uλ) + λ∂G(uλ). Hence, in view of (3.45), there exists hλ ∈ Lp∗ satisfying
hλ(x, y) ∈ ∂Yℓ(x, y, (Auλ)(x)) for P -a.a. (x, y) ∈ X × Y and e∗ − EP [Φhλ] ∈ λ∂G(uλ). Since
P is complete, and for every (x, y) ∈ X × Y, dom ∂Yℓ(x, y, ·) 6= ∅, we can modify hλ so that
hλ(x, y) ∈ ∂Yℓ(x, y, (Auλ)(x)) holds for every (x, y) ∈ X × Y.
(i): Let (x, y) ∈ X × Y. Since hλ(x, y) ∈ ∂Yℓ(x, y, (Auλ)(x)),
|(Auλ)(x)| = |Φ(x)∗uλ| 6 ‖Φ(x)‖‖uλ‖. (3.46)
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By Definition 3.16(i), there exists b ∈ L1(X × Y, P ;R)+ and c ∈ R++ such that, for every w ∈ Y,
ℓ(x, y,w) 6 b(x, y) + c|w|p. Therefore, it follows from Proposition A.2 and (3.46) that, if p = 1, we
have |hλ(x, y)| 6 c and, if p > 1, we have |hλ(x, y)| 6 (p − 1)b(x, y) + 3pc(‖Φ(x)‖p−1‖uλ‖p−1 + 1).
Hence, using Jensen’s inequality, ‖hλ‖1 6 (p− 1)‖b‖1 + 3cp(1 + ‖Φ‖p−1p ‖uλ‖p−1).
(ii): Let (x, y) ∈ X × Y be such that ‖Φ(x)‖ 6 ‖Φ‖∞, and set τ = ρ‖Φ‖∞. We assume
τ > 0. Then (3.46) yields |(Auλ)(x)| < τ . Thus, since B(τ) is a neighborhood of (Auλ)(x) in
Y, ℓ(x, y, ·) is Lipschitz continuous relative to B(τ), with Lipschitz constant Lip(ℓ; τ) and hλ(x, y) ∈
∂Yℓ(x, y, (Auλ)(x)), Proposition A.1(i) gives |hλ(x, y)| 6 Lip(ℓ; τ).
Remark 3.20
(i) Condition (3.37) is a relaxation of the characterization of uλ as an exact minimizer of F + λG
via Fermat’s rule, namely 0 ∈ ∂(F + λG)(uλ).
(ii) Using different methods, [80, Theorem 5.7] gives a representer theorem which holds only
for reproducing kernel Banach spaces of vector-valued functions, discrete probabilities, and
ǫ = 0 (see the following Remark 3.23). By contrast, Theorem 3.19 is formulated for general
probability measures and in terms of the feature map. This underlines the fact that the kernel
plays no role in the representation and does not even need to exist.
(iii) Theorem 3.19 is sufficiently general to deal with an offset space [31]. To see this, let F1 and
F2 be separable reflexive real Banach spaces, let A1 : F1 →M(X ,Y) and A2 : F2 →M(X ,Y)
be linear operators which are continuous with respect to pointwise convergence on YX , let
Φ1 : X → L (Y∗,F∗1) and Φ2 : X → L (Y∗,F∗2) be the feature maps associated with A1 and A2
respectively, and let G1 ∈ Γ+0 (F1). Suppose that, in Theorem 3.19, F = F1 × F2, ǫ = 0, and
(∀u = (u1, u2) ∈ F1 × F2) Au = A1u1 +A2u2 and G(u) = G1(u1). (3.47)
Then, setting uλ = (u1,λ, u2,λ), (3.38) and (3.39) yield
(∀ (x, y) ∈ X × Y) hλ(x, y) ∈ ∂Yℓ
(
x, y, (A1u1,λ)(x) + (A2u2,λ)(x)
)
(3.48)
and
−EP (Φ1hλ) ∈ λ∂G1(u1,λ) and EP (Φ2hλ) = 0. (3.49)
This gives a representer theorem with offset space F2. If we assume further that F1 and F2 are
reproducing kernel Hilbert spaces of scalar functions, that G1 = ‖ · ‖2, and that p < +∞, the
resulting special case of (3.48) and (3.49) appears in [31, Theorem 2].
Corollary 3.21 In Theorem 3.19, make the additional assumption that F is strictly convex and smooth,
that there exists a convex even function ϕ : R→ R+ vanishing only at 0 such that
G = ϕ ◦ ‖·‖, (3.50)
and that uλ 6= 0. Let r ∈ ]1,+∞[. Then there exist e∗ ∈ F∗, hλ ∈ Lp∗(X × Y, P ;Y∗), and ξ(uλ) ∈
∂ϕ(‖uλ‖) such that ‖e∗‖ 6 ǫ, (3.38) holds, and
JF.r(uλ) =
‖uλ‖r−1
λξ(uλ)
(e∗ − EP [Φhλ]). (3.51)
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Proof. Note ∂ϕ(R++) ⊂ R++ since ϕ is strictly increasing on R++. It follows from Theorem 3.19
that there exist hλ ∈ Lp∗(X × Y, P ;Y∗) and e∗ ∈ F∗ such that (3.38) and (3.39) hold. Next, we
prove that
(∀u ∈ F) ∂G(u) = {u∗ ∈ F∗ ∣∣ 〈u, u∗〉 = ‖u‖ ‖u∗‖ and ‖u∗‖ ∈ ∂ϕ(‖u‖)}. (3.52)
It follows from [9, Example 13.7] that, for every u∗ ∈ F∗, G∗(u∗) = ϕ∗(‖u∗‖). Moreover, the
Fenchel-Young identity entails that, for every (u, u∗) ∈ F × F∗, we have
u∗ ∈ ∂G(u)⇔ ϕ(‖u‖) + ϕ∗(‖u∗‖) = 〈u, u∗〉
⇔ 〈u, u∗〉 = ‖u‖‖u∗‖ and ‖u∗‖ ∈ ∂ϕ(‖u‖) . (3.53)
Set u∗λ =
(
e∗ − EP (Φhλ)
)
/λ. Since uλ 6∈ {0} = ArgminFG =
{
u ∈ F ∣∣ 0 ∈ ∂G(u)} and u∗λ ∈ ∂G(uλ),
then u∗λ 6= 0. Now put v∗λ = ‖uλ‖r−1u∗λ/‖u∗λ‖, then (3.52) yields 〈uλ, v∗λ〉 = ‖uλ‖r and ‖u∗λ‖ ∈
∂ϕ(‖uλ‖). Moreover, ‖v∗λ‖ = ‖uλ‖r−1. Hence, (2.7) yields v∗λ = JF,r(uλ) and (3.51) follows.
Remark 3.22 In Corollary 3.21 let ϕ = |·|r. Then (3.51) specializes to
JF,r(uλ) =
1
rλ
(
e∗ − EP (Φhλ)
)
. (3.54)
If F is a Hilbert space, r = 2, and ǫ = 0, we obtain the representation uλ = −(2λ)−1EP (Φhλ), which
was first obtained in [31, Corollary 3].
Remark 3.23 Let ǫ = 0 and let P = n−1
∑n
i=1 δ(xi,yi) be the empirical probability measure associated
with the sample (xi, yi)16i6n ∈ (X ×Y)n. In this context, we obtain a representation for the solution
uλ to the regularized empirical risk minimization problem
minimize
u∈F
1
n
n∑
i=1
ℓ(xi, yi, Au(xi)) + λG(u). (3.55)
Indeed (3.39) implies that there exists (w∗i )16i6n ∈ (Y∗)n such that
1
λ
n∑
i=1
Φ(xi)w
∗
i ∈ ∂G(uλ) (3.56)
We observe that the coefficients (w∗i )16i6n, solve the dual problem
min
(w∗i )16i6n∈(Y
∗)n
λG∗
( 1
λ
n∑
i=1
Φ(xi)w
∗
i
)
+
1
n
n∑
i=1
ℓ∗(xi, yi,−nw∗i ), (3.57)
of (3.55), where ℓ∗(xi, yi, ·) is the conjugate of ℓ(xi, yi, ·). Thus, if G∗ is differentiable and Y is finite
dimensional, (3.55) can be solved via the finite dimensional convex problem (3.57), by inverting
(3.56), which yields
uλ = ∇G∗
(
1
λ
n∑
i=1
Φ(xi)w
∗
i
)
. (3.58)
If G is as in Corollary 3.21, then (3.58) gives uλ = J
−1
F,r
(∑n
i=1 Φ(xi)w
∗
i
)
. Thus, uλ, can be expressed
in terms of the feature vectors (Φ(xi))16i6n, for some vector coefficients (w
∗
i )16i6n ∈ (Y∗)n. This
covers the classical setting of representer theorems in scalar-valued Banach spaces of functions [79,
Theorem 3] and improves the vector-valued case of [80, Theorem 5.7]. The dual variational frame-
work (3.57) requires less restrictions and offers more flexibility in terms of solution methods than
the fixed point approach proposed in [36], [78, Theorem 23], and [80, Section 5.3].
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Example 3.24 We recover a case-study of [50]. Let φ : R+ → R+ be strictly increasing, continuous,
and such that φ(0) = 0 and limt→+∞ φ(t) = +∞. Define ϕ : R → R+ : t 7→
∫ |t|
0 φ(s)ds, which is
strictly convex, even, and vanishes only at 0. Assume that limt→0 ϕ(2t)/ϕ(t) < +∞, let (Ω,S, µ) be a
measure space, and let F = Lϕ(Ω, µ;R) be the associated Orlicz space endowed with the Luxemburg
norm induced by ϕ. We recall that F∗ = Lϕ∗(Ω, µ;R), the Orlicz space endowed with the Orlicz
norm associated to ϕ∗ [56]. Moreover, in this case the normalized duality map JF∗ = J
−1
F
: F∗ → F
can be computed. Indeed, by [56, Theorem 7.2.5], we obtain that, for every g ∈ F∗, there exists
κg ∈ R++ such that JF∗(g) = ‖g‖φ−1(κg|g|) sign(g). Given (gi)16i6n ∈ (F∗)n, (yi)16i6n ∈ Rn, and
λ ∈ R++, the problem considered in [50] is to solve
minimize
u∈F
1
n
n∑
i=1
ℓ(yi, 〈u, gi〉) + λϕ(‖u‖). (3.59)
This corresponds to the framework considered in Corollary 3.21 and Remark 3.23, with X = F∗,
Y = Y = R, P = n−1∑ni=1 δ(gi,yi), and (∀g ∈ X )(∀u ∈ F) (Au)(g) = 〈u, g〉. Since, in this case, for
every g ∈ X , Φ(g) = g, we derive from (3.58) that there exist κ ∈ R++ and (αi)16i6n ∈ Rn such that
uλ = ‖uλ‖φ−1
(
κ
∣∣∣ n∑
i=1
αigi
∣∣∣) sign( n∑
i=1
αigi
)
and −nλφ(‖uλ‖)αi ∈ ‖uλ‖∂ℓ(yi, ·)(〈uλ, gi〉). (3.60)
We conclude this section with a sensitivity result in terms of a perturbation on the underlying
probability measure.
Theorem 3.25 (Sensitivity) In Theorem 3.19, make the additional assumption that G is totally con-
vex at every point of domG and let ψ be its modulus of total convexity. Take hλ ∈ Lp∗(X × Y, P ;Y∗)
such that conditions (3.38)-(3.39) hold. Let P˜ be a probability measure on (X × Y,A) such that
ℓ ∈ Υ∞(X × Y × Y, P˜ ) and Φ is P˜X -essentially bounded. Define
R˜ : M(X ,Y)→ [0,+∞] : f 7→
∫
X×Y
ℓ(x, y, f(x))P˜ (d(x, y)) and F˜ = R˜ ◦ A. (3.61)
Let ǫ˜ ∈ R++ and let u˜λ ∈ F be such that inf ‖∂(F˜ + λG)(u˜λ))‖ 6 ǫ˜. Then the following hold:
(i) hλ ∈ L1(X × Y, P˜ ;Y∗).
(ii) ψ(uλ, ·)̂(‖u˜λ − uλ‖) 6
(‖EP˜ (Φhλ)− EP (Φhλ)‖+ ǫ+ ǫ˜)/λ.
Proof. (i): Let γ be the norm of Φ in L∞[X , P˜X ;L (Y,Z)] and let ρ ∈ ]γ‖uλ‖,+∞[. Since ℓ ∈
Υ∞(X × Y × Y, P˜ ), there exists g ∈ L1(X × Y, P˜ ;R) such that
(∀ (x, y) ∈ X × Y)(∀w ∈ B(ρ+ 1)) ℓ(x, y,w) 6 g(x, y). (3.62)
Let (x, y) ∈ X × Y be such that ‖Φ(x)‖ 6 γ. Then |(Auλ)(x)| 6 ‖Φ(x)‖‖uλ‖ 6 γ‖uλ‖ < ρ.
Therefore, since hλ(x, y) ∈ ∂Yℓ(x, y, (Auλ)(x)), it follows from Proposition A.1(i)-(ii) and (3.62)
that |hλ(x, y)| 6 2 sup ℓ(x, y,B(ρ+ 1)) 6 2g(x, y). Hence hλ ∈ L1(X × Y, P˜ ;Y∗).
(ii): Let (x, y) ∈ X × Y. Since hλ(x, y) ∈ ∂Yℓ(x, y, (Auλ)(x)), we have
〈u˜λ − uλ,Φ(x)hλ(x, y)〉 = 〈(Au˜λ)(x) − (Auλ)(x), hλ(x, y)〉
6 ℓ(x, y, (Au˜λ)(x))− ℓ(x, y, (Auλ)(x)). (3.63)
19
Since Φ is P˜X -essentially bounded and hλ ∈ L1(X × Y, P˜ ;Y∗), Φhλ is P˜ -integrable. Integrating
(3.63) with respect to P˜ yields〈
u˜λ − uλ,EP˜ (Φhλ)
〉
6 R˜(Au˜λ)− R˜(Auλ). (3.64)
Moreover, (3.39) and (A.9) yield
〈u˜λ − uλ, e∗ − EP (Φhλ)〉+ λψ(uλ, ‖u˜λ − uλ‖) 6 λG(u˜λ)− λG(uλ). (3.65)
Summing the last two inequalities we obtain〈
u˜λ − uλ,EP˜ (Φhλ)− EP (Φhλ) + e∗
〉
+ λψ(uλ, ‖u˜λ − uλ‖)
6 (F˜ + λG)(u˜λ)− (F˜ + λG)(uλ). (3.66)
Since there exists e˜∗ ∈ F∗ such that ‖e˜∗‖ 6 ǫ˜ and 〈uλ − u˜λ, e˜∗〉 6 (F˜ + λG)(uλ)− (F˜ + λG)(u˜λ), we
have (F˜ + λG)(u˜λ)− (F˜ + λG)(uλ) 6 ǫ˜‖uλ − u˜λ‖. This, together with (3.66), yields
λψ(uλ, ‖u˜λ − uλ‖) 6 (ǫ+ ǫ˜)‖u˜λ − uλ‖+ ‖EP˜ (Φhλ)− EP (Φhλ)‖‖u˜λ − uλ‖ (3.67)
and the statement follows.
4 Learning via regularization
We study statistical learning in Banach spaces and present the main results of the paper.
4.1 Consistency theorems
We first formulate our assumptions. They involve the feature map from Definition 3.2, as well as the
loss and the risk introduced in Definition 3.16.
Assumption 4.1
(i) (Ω,S,P) is a complete probability space, X and Y are two nonempty sets, A is a sigma algebra
on X ×Y containing the singletons, (X,Y ) : (Ω,S,P)→ (X ×Y,A) is a random variable with
distribution P on X × Y, and P has marginal PX on X .
(ii) Y is a separable reflexive real Banach space, ℓ ∈ ΥY,loc(X × Y × Y), R : M(X ,Y) → [0,+∞]
is the risk associated with ℓ and P , and there exists f ∈ L∞(X , PX ;Y) such that R(f) < +∞.
For every ρ ∈ R++, Lip(ℓ; ρ) is as in (3.35).
(iii) C is a nonempty convex subset ofM(X ,Y).
(iv) F is a separable reflexive real Banach space, q ∈ [2,+∞[, F∗ is of Rademacher type q∗ with
Rademacher type constant Tq∗ .
(v) A : F →M(X ,Y) is linear and continuous with respect to pointwise convergence on YX , Φ is
the feature map associated with A, Φ ∈ L∞[X , PX ;L (Y∗,F∗)].
(vi) G ∈ Γ+0 (F), G(0) = 0, the modulus of total convexity of G is ψ, ψ0 = ψ(0, ·), and G is totally
convex on bounded sets.
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(vii) (λn)n∈N is a sequence in R++ such that λn → 0.
(viii) (Xi, Yi)i∈N is a sequence of independent copies of (X,Y ). For every n ∈ N r {0}, Zn =
(Xi, Yi)16i6n and
Rn : M(X ,Y)× (X × Y)n → R+ : (f, (x1, y1), . . . , (xn, yn)) 7→ 1
n
n∑
i=1
ℓ(xi, yi, f(xi)). (4.1)
The function ε : R++ → [0, 1] satisfies limλ→0+ ε(λ) = 0. For every n ∈ N r {0} and every
λ ∈ R++, the function un,λ : (X × Y)n → F satisfies
(∀z ∈ (X × Y)n) un,λ(z) ∈ Argminε(λ)F (Rn(A·, z) + λG). (4.2)
In the context of learning theory, X is the input space and Y is the output space, which can
be considered to be embedded in the ambient space Y. The probability distribution P describes a
functional relation from X into Y and R quantifies the expected loss of a function f : X → Y with
respect to the underlying distribution P . The set C models a priori constraints. Since M(X ,Y) is
poorly structured, measurable functions are handled via the Banach feature space F and the feature
map Φ. Note that the resulting space of functions is only a pre-reproducing kernel Banach space in
the sense of [60], since a kernel is not required. Under the provision that the range of A is universal
relative to C (see Definition 3.6) every function f ∈ C can be approximately represented by a feature
u ∈ F via f ≈ Au. Since the true risk R depends on P , which is unknown, the empirical risk Rn
is constructed from the available data, namely a realization of Zn. In (4.2), un,λ is obtained by
approximately minimizing a regularized empirical risk. Regularization is achieved by the addition
of the convex function G, which will be asked to fulfill certain compatibility conditions with the
constraint set C, e.g., domG = A−1(C). The objective of our analysis can be stated as follows.
Problem 4.2 (consistency) Consider the setting of Assumption 4.1. The problem is to approach
the infimum of the risk R on C by means of approximate solutions
un,λn(Zn) ∈ Argminε(λn)F (Rn(A·, Zn) + λnG) (4.3)
to the empirical regularized problems
minimize
u∈F
Rn(Au,Zn) + λnG(u), (4.4)
in the sense that R(Aun,λn(Zn))→ inf R(C) in probability (weak consistency) or almost surely (strong
consistency), under suitable conditions on (λn)n∈N.
Definition 4.3 Let p ∈ [1,+∞]. Then C in Assumption 4.1 is p-admissible if C ⊂ Lp(X , PX ;Y), or if
C ∩ Lp(X , PX ;Y) 6= ∅ and there exists a family (C(x))x∈X of closed convex subsets of Y such that
C = {f ∈ M(X ,Y) ∣∣ (∀x ∈ X ) f(x) ∈ C(x)}.
We are now ready to state the two main results of the paper (see Section 4.2 for proofs).
Theorem 4.4 Suppose that Assumption 4.1 holds, set ς = ‖Φ‖∞, and write ε = ε1ε2, where ε1 and
ε2 are functions from R++ to [0, 1]. Let p ∈ [1,+∞] and suppose that ℓ ∈ Υp(X × Y × Y, P ), that C
is p-admissible, that ranA is p-universal relative to C, and that A(domG) ⊂ C ∩ ranA ⊂ A(domG),
where the closure is in Lp(X , PX ;Y). Then the following hold:
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(i) Assume that ℓ(·, ·, 0) is bounded and let (∀n ∈ N) ρn ∈
[
ψ♮0
(
(‖ℓ(·, ·, 0)‖∞+1)/λn
)
,+∞[ . Suppose
that
Lip(ℓ; ςρn)ε1(λn)→ 0 and ε2(λn) = O
(
Lip(ℓ; ςρn)
n1/q
)
, (4.5)
and that
(∀τ ∈ R++) Lip(ℓ; ςρn)(ψ̂ρn)♮
(
τLip(ℓ; ςρn)
λnn1/q
)
→ 0. (4.6)
Then R(Aun,λn(Zn))
P∗→ inf R(C). Moreover, if
(∀τ ∈ R++) Lip(ℓ; ςρn)(ψ̂ρn)♮
(
τLip(ℓ; ςρn) log n
λnn1/q
)
→ 0, (4.7)
then R(Aun,λn(Zn))→ inf R(C) P∗-a.s.
(ii) Assume that p ∈ ]1,+∞[ and that the function b associated with ℓ in Definition 3.16(i) is bounded,
and let (∀n ∈ N) ρn ∈
[
ψ♮0
(
(‖ℓ(·, ·, 0)‖∞ + 1)/λn
)
,+∞[ . Suppose that
ρ p−1n ε1(λn)→ 0, ε2(λn) = O
(ρ p−1n
n1/q
)
, and (∀τ ∈ R++) ρ p−1n (ψ̂ρn)♮
(
τρ p−1n
λnn1/q
)
→ 0. (4.8)
Then R(Aun,λn(Zn))
P∗→ inf R(C). Moreover, if
(∀τ ∈ R++) ρ p−1n (ψ̂ρn)♮
(
τρ p−1n log n
λnn1/q
)
→ 0, (4.9)
then R(Aun,λn(Zn))→ inf R(C) P∗-a.s.
(iii) Assume that p = 1 and let (∀n ∈ N) ρn ∈
[
ψ♮0((R(0) + 1)/λn),+∞
[
. Suppose that
ε1(λn)→ 0, ε2(λn) = O
( 1
n1/q
)
, and (∀τ ∈ R++) (ψ̂ρn)♮
(
τ
λnn1/q
)
→ 0. (4.10)
Then R(Aun,λn(Zn))
P∗→ inf R(C). Moreover, if
(∀τ ∈ R++) (ψ̂ρn)♮
(
τ log n
λnn1/q
)
→ 0, (4.11)
then R(Aun,λn(Zn))→ inf R(C) P∗-a.s.
(iv) Suppose that S = ArgmindomG(R ◦ A) 6= ∅. Then there exists a unique u† ∈ S which minimizes
G on S; moreover, Au† ∈ C and R(Au†) = inf R(C). Furthermore, suppose that the following
conditions are satisfied:
ε1(λn)→ 0, ε2(λn)
λn
→ 0, and 1
λnn1/q
→ 0 . (4.12)
Then ‖un,λn(Zn)− u†‖ P
∗→ 0 and R(Aun,λn(Zn)) P
∗→ R(Au†). Finally, suppose in addition that
(log n)/(n1/qλn)→ 0 . (4.13)
Then ‖un,λn(Zn)− u†‖ → 0 P∗-a.s. and R(Aun,λn(Zn))→ R(Au†) P∗-a.s.
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Remark 4.5
(i) In the setting of Example 3.18, ℓ(·, ·, 0) is bounded if Y is a bounded subset of Y.
(ii) A(domG) ⊂ C∩ranA ⊂ A(domG) is a compatibility condition betweenG and C. It is satisfied
in particular when domG = A−1(C), since A(A−1(C)) = C ∩ ranA. On the other hand, ranA
is trivially∞-universal relative to C when C ⊂ ranA, or ranA ⊂ C and ranA is∞-universal.
(iii) For every ρ ∈ R++, dom (ψ̂ρ)♮ is an interval containing 0 with nonempty interior. Indeed,
it follows from Assumption 4.1(vi) that Argmin
F
G 6= ∅, hence 0 ∈ dom ∂G. Therefore,
Proposition A.6(viii) ensures that, for every ρ ∈ R+, ψρ ∈ A1. Thus, Proposition A.5(vii) yields
(ψ̂ρ)
♮ ∈ A0 and the statement follows from Proposition A.5(ii).
(iv) Let (sn)n∈N and (ρn)n∈N be sequences in R++ and suppose that ρ = infn∈N ρn > 0. Then
(ψ̂ρn)
♮(sn) → 0 ⇒ sn → 0. Indeed, for every n ∈ N, ρ 6 ρn ⇒ ψρn 6 ψρ ⇒ ψ̂ρn 6 ψ̂ρ ⇒
(ψ̂ρ)
♮ 6 (ψ̂ρn)
♮. Therefore (ψ̂ρn)
♮(sn)→ 0⇒ (ψ̂ρ)♮(sn)→ 0⇒ sn → 0 by Proposition A.5(iv).
Next we consider an important special case, in which the consistency conditions can be made
explicit.
Corollary 4.6 Suppose that Assumption 4.1 holds, set ς = ‖Φ‖∞, and write ε = ε1ε2, where ε1 and ε2
are functions from R++ to [0, 1]. Let p ∈ [1,+∞] and suppose that ℓ ∈ Υp(X × Y × Y, P ), that C is
p-admissible, that ranA is p-universal relative to C, that A(domG) ⊂ C ∩ ranA ⊂ A(domG), where
the closure is in Lp(X , PX ;Y). In addition, assume that{
F is uniformly convex with modulus of convexity of power type q
G = η‖·‖r +H, where η ∈ R++, r ∈ ]1,+∞[ , and H ∈ Γ+0 (F).
(4.14)
Let β be the constant defined in Proposition A.9, and set m = max{r, q}. Then the following holds:
(i) Assume that ℓ(·, ·, 0) is bounded and set (∀n ∈ N) ρn =
(
(‖ℓ(·, ·, 0)‖∞ + 1)/(ηβλn)
)1/r
. Suppose
that
Lip(ℓ; ςρn)ε1(λn)→ 0, ε2(λn) = O
(
Lip(ℓ; ςρn)
n1/q
)
, and
Lip(ℓ; ςρn)
m
λ
m/r
n n1/q
→ 0. (4.15)
Then R(Aun,λn(Zn))
P∗→ inf R(C). Moreover, if
Lip(ℓ; ςρn)
m log n
λ
m/r
n n1/q
→ 0, (4.16)
then R(Aun,λn(Zn))→ inf R(C) P∗-a.s.
(ii) Assume that p ∈ ]1,+∞[, that the function b associated with ℓ in Definition 3.16(i) is bounded,
and that
ε1(λn)
λ
(p−1)/r
n
→ 0, ε2(λn) = O
(
1
n1/qλ
(p−1)/r
n
)
, and
1
λ
pm/r
n n1/q
→ 0. (4.17)
Then R(Aun,λn(Zn))
P∗→ inf R(C). Moreover, if (log n)/(λpm/rn n1/q) → 0, then R(Aun,λn(Zn)) →
inf R(C) P∗-a.s.
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(iii) Assume that p = 1 and that
ε1(λn)→ 0, ε2(λn) = O
( 1
n1/q
)
, and
1
λ
m/r
n n1/q
→ 0. (4.18)
Then R(Aun,λn(Zn))
P∗→ inf R(C). Moreover, if (log n)/(λm/rn n1/q) → 0, then R(Aun,λn(Zn)) →
inf R(C) P∗-a.s.
Remark 4.7 Corollary 4.6 shows that consistency is achieved when the sequence of regularization
parameters (λn)n∈N converges to zero not too fast. The upper bound depends on the power type of
the modulus of convexity of the feature space, the exponent of the norm in the regularizer, and the
Lipschitz behavior of the loss. Note that a faster decay of (λn)n∈N is allowed when q = 2.
Remark 4.8 The class of regularizers considered in Corollary 4.6 includes the elastic-net penalty
both in the setting of generalized linear models [30] and multiple kernel learning [63]. The proofs
of Theorem 4.4 and Corollary 4.6 are based on a stability analysis, which combines the sensitivity
Theorem 3.25 with a Banach space-valued Hoeffding’s inequality (Theorem A.17). The strength
of such a method is that it can be applied in very general situations, since it does not require any
structure on the input space and no hypotheses on the probability measure. We highlight that the
analysis can be applied even to unbounded output spaces if Hoeffding’s inequality is replaced by
Markov’s inequality.
Remark 4.9 In the setting of general regularizers and/or Banach feature spaces, the literature on
consistency of regularized empirical risk minimizers is scarce.
(i) In [62, Theorem 7.20] only continuous, real-valued regularizers are considered and consis-
tency is established under the provision that local Rademacher complexities can be suitably
bounded and an appropriate variance bound holds [8]. However, it is not clear whether this
result is useful for other regularizers apart from the squared norm.
(ii) A well-studied method to prove consistency of regularized empirical risk minimization is based
on covering numbers [28, 71, 72]. However, it should be stressed that the application of such
method in the vector-valued setting would require the following additional assumptions: (a)
the input space is a locally compact topological space and the feature map is continuous with
respect to the uniform operator topology and takes compact operators as values (this implies
the finiteness of the related covering numbers); (b) the covering numbers decay polynomially
(this usually requires smooth kernels); and (c) an appropriate variance bound for the loss is
available.
(iii) In [59], the consistency of an ℓ1-regularized empirical risk minimization scheme is studied in a
particular type of Banach spaces of functions, in which a linear representer theorem is shown
to hold. Note that, in general reproducing kernel Banach spaces, the representation is not
linear; see Corollary 3.21 and [79, 80]. In [61], consistency and learning rates are provided
for classification problems andG = ‖·‖, under appropriate growth assumptions on the average
empirical entropy numbers.
(iv) In [48] a class of regularizers inducing structured sparsity is considered and associated statis-
tical bounds are provided.
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We complete this section by providing an illustration of the above consistency theorems to learn-
ing with dictionaries in the context of Example 3.13. The setting will be a specialization of Assump-
tion 4.1 to specific types of feature maps and regularizers. Our analysis extends in several directions
that of [30].
Example 4.10 (Generalized linear model) Suppose that Assumption 4.1(i)-(iii) hold. Let K be a
nonempty at most countable set, let r ∈ ]1,+∞[, and let F = lr(K). Let ς ∈ R++, let (φk)k∈K be a
dictionary of functions inM(X ,Y) such that, for PX -a.a. x ∈ X ,
∑
k∈K |φk(x)|r
∗
6 ςr
∗
, and set
A : F → YX : u = (µk)k∈K 7→
∑
k∈K
µkφk (pointwise). (4.19)
Let Φ: X → lr∗(K;Y) : x 7→ (φk(x))k∈K be the associated feature map. For every k ∈ K, let ηk ∈ R+
and let hk ∈ Γ+0 (R) be such that hk(0) = 0. Define
G : F → [0,+∞] : u = (µk)k∈K 7→
∑
k∈K
gk(µk), where (∀k ∈ K) gk = hk + ηk| · |r. (4.20)
Let (λn)n∈N be a sequence in R++ such that λn → 0 and let (Xi, Yi)i∈N be a sequence of independent
copies of (X,Y ). For every n ∈ Nr{0}, let Zn = (Xi, Yi)16i6n, and let un,λn(Zn) be defined according
to (4.2) as an approximate minimizer of the regularized empirical risk
1
n
n∑
i=1
ℓ
(
Xi, Yi, (Au)(Xi)
)
+ λnG(u). (4.21)
The above model covers several classical regularization schemes, such as the Tikhonov (ridge regres-
sion) model [41], the ℓ1 or lasso model [64], the elastic net model [30, 81], the bridge regression
model [39, 44], as well as generalized Gaussian models [2]. Furthermore the following hold:
(i) F is uniformly convex with modulus of convexity of power type max{2, r} (see Section 2).
Moreover, ranA ⊂M(X ,Y),
(∀x ∈ X )(∀u ∈ F) |Φ(x)∗u| = |(Au)(x)| 6 ‖u‖r‖(φk(x))k∈K‖r∗ 6 ς‖u‖r, (4.22)
and therefore ‖Φ‖∞ 6 ς. Now suppose that infk∈K ηk > 0. Then, in view of Proposition A.9, G
is totally convex on bounded sets. Altogether, Assumption 4.1 holds with q = max{2, r}.
(ii) Let p ∈ [1,+∞] and suppose that one of the following holds:
(a) C = A(lr(K) ∩×k∈Kdomhk).
(b) C =M(X ,Y) and span{φk}k∈K is p-universal (Definition 3.6).
Then C is p-admissible (Definition 4.3), A(domG) ⊂ C ∩ ranA ⊂ A(domG) (where the
closure is in Lp(X , PX ;Y)), and ranA is p-universal relative to C. Indeed, as for (ii)(a), C ⊂
ranA ⊂ Lp(X , PX ;Y), hence C is p-admissible and ranA is p-universal relative to C. Moreover,
A(domG) ⊂ C ⊂ A(domG) since, for every u ∈ lr(K)∩×k∈Kdomhk and every ǫ ∈ R++, there
exists u¯ ∈ RK with finite support, such that ‖u− u¯‖r 6 ǫ and ‖Au−Au¯‖p 6 ς‖u− u¯‖r 6 ςǫ.
On the other hand, it follows from Theorem 3.8(ii) that, if C = M(X ,Y), (ii)(b) is satisfied
when X is a locally compact topological space and span{φk}k∈K is dense in C0(X ,Y) endowed
with the uniform topology.
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(iii) Let C be as in item (ii)(a) or (ii)(b), let η ∈ R++, and suppose that (∀k ∈ K) ηk > η. Then
consistency can be obtained in the setting of Corollary 4.6, where q = max{2, r} = m. In
particular, in items (ii) and (iii) of Corollary 4.6, we have λ
pm/r
n n1/q = λ
p
nn1/r, if r > 2; and
λ
pm/r
n n1/q = λ
2p/r
n n1/2, if r 6 2. Moreover, by Theorem 4.4(iv), weak consistency holds if
1/(λnn
1/max{2,r})→ 0, and strong consistency holds if (log n)/(λnn1/max{2,r})→ 0.
(iv) Suppose that r ∈ ]1, 2] and that the loss function is differentiable with respect to the third vari-
able. Then, by exploiting the separability of G, for a given sample size n, an estimate un,λn(zn)
can be constructed in l2(K) using proximal splitting algorithms such as those described in
[27, 69].
Remark 4.11 Let us compare the results of Example 4.10 to the existing literature on generalized
linear models.
(i) In the special case when K is finite, r > 1, and G = ‖ · ‖rr, [44] provides an excess risk bound
which depends on the dimension of the dictionary (the cardinality of K) and the level of
sparsity of the regularized risk minimizer; see [15] for a recent account of the role of sparsity
in regression.
(ii) In the special case when r = 2 and, for every k ∈ K, hk = wk|·| with wk ∈ R++ in (4.20), we
recover the elastic net framework of [30]. This special case yields a strongly convex problem in
a Hilbert space. In our general setting, the exponent r may take any value in ]1,+∞[. Note also
that our framework allows for the enforcement of hard constraints on the coefficients since the
functions (hk)k∈K are not required to be real-valued. We highlight that, when specialized to
the elastic net regularizer, Theorem 4.4(iv) guarantees consistency under the same conditions
as in [30, Theorem 2].
4.2 Proofs of the main results
We start with a few properties of the functions underlying our construct. To this end, throughout
this subsection, the following notation will used.
Notation 4.12 In the setting of Assumption 4.1,
F = R ◦ A and (∀n ∈ Nr {0}) Fn : F × (X × Y)n → R+ : (u, z) 7→ Rn(Au, z). (4.23)
In addition, ς = ‖Φ‖∞, and, for every n ∈ Nr {0} and λ ∈ R++,
αn,λ : R++ × R++ → R+
(τ, ρ) 7→ ςLip(ℓ; ςρ)
λ
(
4Tq∗
n1/q
+ 2
√
2τ
n
+
4τ
3n
)
. (4.24)
Now let τ ∈ [1,+∞[ and n ∈ N r {0}. Then, since 2√2τ 6 1 + 2τ 6 3τ and n1/q 6 n1/2 6 n, we
have
(∀ ρ ∈ R++) αn,λ(τ, ρ) 6 τς(4Tq
∗ + 5)Lip(ℓ; ςρ)
λn1/q
(4.25)
Proposition 4.13 Suppose that Assumption 4.1 is satisfied. Then the following hold:
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(i) F : F → R+ is convex and continuous.
(ii) Let n ∈ Nr {0} and z ∈ (X × Y)n. Then Fn(·, z) : F → R+ is convex and continuous.
(iii) G is coercive and strictly convex.
(iv) For every λ ∈ R++, F + λG admits a unique minimizer.
Proof. (i): Remark 3.17(iv) ensures that R : L∞(X , PX ;Y)→ R+ is convex and continuous. In turn,
Proposition 3.5(ii) implies that A : F → L∞(X , PX ;Y) is continuous.
(ii): The argument is the same as above, except that P is replaced by the empirical measure
(1/n)
∑n
i=1 δ(xi,yi), where z = (xi, yi)16i6n.
(iii): It follows from Assumption 4.1(vi) and Proposition A.6(ix) that G is coercive; its strict
convexity follows from the definition in (2.8).
(iv): By (i) and (iii), F + λG is a strictly convex coercive function in Γ+0 (F). It therefore admits a
unique minimizer [77, Theorem 2.5.1(ii) and Proposition 2.5.6].
The strategy of the proof of Theorem 4.4 is to split the error in three parts, i.e.,
R(Aun,λ(Zn))− inf R(C)
= (F (un,λ(Zn))− F (uλ)) + (F (uλ)− inf F (domG)) + (inf F (domG)− inf R(C)),
where uλ = argminF(F + λG). (4.26)
Note that Proposition 4.13(iv) ensures that uλ is uniquely defined. The first term on the right-hand
side of (4.26) is known as the sample error and the second term as the approximation error. Proposi-
tion A.12(ii) ensures that the approximation error goes to zero as λ→ 0. Below, we start by showing
that inf R(C)− inf F (domG) = 0, if ranA is universal with respect to C and some compatibility con-
ditions between G and C hold. Next, we study the sample error. Note that F (un,λ(Zn))−F (uλ) may
not be measurable, hence the convergence results are given with respect to the outer probability P∗.
Proposition 4.14 Let X and Y be nonempty sets, let (X × Y,A, P ) be a probability space, let PX be
the marginal of P on X , and let Y be a separable reflexive real Banach space. Let ℓ ∈ Υ(X ×Y,Y), and
let R : M(X ,Y) → [0,+∞] be the risk associated with ℓ and P . Let C ⊂ M(X ,Y) be nonempty and
convex. Let p ∈ [1,+∞] and assume that C is p-admissible and that there exists g ∈ C ∩ Lp(X , PX ;Y)
such that R(g) < +∞. Then inf R(C) = inf R(C ∩ Lp(X , PX ;Y)).
Proof. Suppose that C = {f ∈ M(X ,Y) ∣∣ (∀x ∈ X ) f(x) ∈ C(x)}. Let f ∈ C be such that R(f) <
+∞. For every n ∈ N, set An =
{
x ∈ X
∣∣ |f(x)| 6 n}, let Acn be its complement, and define fn : X →
Y, fn = 1Anf + 1Acng. For every n ∈ N and x ∈ X , fn(x) ∈ C(x) and |fn(x)| 6 max{n, |g(x)|}, hence
fn ∈ C ∩ Lp(X , PX ;Y). Moreover,
(∀n ∈ N) |R(fn)−R(f)| 6
∫
Acn×Y
|ℓ(x, y, g(x)) − ℓ(x, y, f(x))|P (d(x, y)). (4.27)
Set h : (x, y) 7→ |ℓ(x, y, g(x)) − ℓ(x, y, f(x))|. Since R(f) < +∞ and R(g) < +∞, we have h ∈
L1(X × Y, P ). Since 1Acn×Yh → 0 pointwise and 1Acn×Yh 6 h, it follows from the dominated
convergence theorem that the right-hand side of (4.27) tends to zero, and hence R(fn) → R(f).
This implies that inf R(C ∩ Lp(X , PX ;Y)) 6 R(f).
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Proposition 4.15 Let X and Y be nonempty sets, let (X ×Y,A, P ) be a probability space, let PX be the
marginal of P on X , and let Y be a separable reflexive real Banach space. Let C ⊂ M(X ,Y) be nonempty
and convex and let p ∈ [1,+∞]. Suppose that ℓ ∈ Υp(X × Y,Y, P ), that Φ ∈ Lp[X , PX ;L (Y∗,F∗)],
and that A(domG) ⊂ C∩ranA ⊂ A(domG), where the closure is in Lp(X , PX ;Y). Let R : M(X ,Y)→
[0,+∞] be the risk associated with ℓ and P . Then the following hold:
(i) inf F (domG) = inf R(C ∩ ranA).
(ii) Suppose that C is p-admissible and ranA is p-universal relative to C. Then inf F (domG) =
inf R(C).
Proof. (i): By Remark 3.17(i), R is continuous on Lp(X , PX ;Y) and hence inf R(A(domG)) =
inf R(A(domG)). Therefore, since A(domG) ⊂ C ∩ ranA ⊂ A(domG), the assertion follows.
(ii): Suppose first that p < +∞. Since R is continuous on Lp(X , PX ;Y) and C ∩ ranA is dense
in C ∩ Lp(X , PX ;Y), inf R(C ∩ ranA) = inf R(C ∩ Lp(X , PX ;Y)). Thus, since C is p-admissible,
Proposition 4.14 gives inf R(C ∩ Lp(X , PX ;Y)) = inf R(C) and hence inf R(C ∩ ranA) = inf R(C).
The statement follows from (i). Now suppose that p = +∞. Let f ∈ C ∩ L∞(X , PX ;Y). By
Definition 3.6(i), there exists (fn)n∈N ∈ (C ∩ ranA)N and ρ ∈ R++ such that supn∈N ‖fn‖∞ 6
ρ and fn → f PX-a.s. It follows from (3.34) that (∃ gρ ∈ L1(X × Y, P ;R))(∀(x, y) ∈ X × Y)
|ℓ(x, y, fn(x)) − ℓ(x, y, f(x))| 6 2gρ(x, y). By the dominated convergence theorem, R(fn) → R(f).
Thus, inf R(C ∩ ranA) = inf R(C ∩ L∞(X , PX ;Y)) and we conclude as above.
Proposition 4.16 Suppose that Assumption 4.1 holds and that Notation 4.12 is in use. Write ε = ε1ε2,
where ε1 and ε2 are functions from R++ to [0, 1], let λ ∈ R++, and define uλ = argminF(F + λG). Let
τ ∈ R++, let n ∈ Nr {0}, and let ρ ∈ [‖uλ‖,+∞[. Then the following hold:
(i) P∗
[
‖un,λ(Zn)− uλ‖ > ε1(λ) + (ψ̂ρ)♮
(
αn,λ(τ, ρ) +
ε2(λ)
λ
)]
6 e−τ .
(ii) P∗
([‖un,λ(Zn)‖ 6 ρ]∩[F (un,λ(Zn))−F (uλ) > ςLip(ℓ; ςρ)(ε1(λ)+(ψ̂ρ)♮(αn,λ(τ, ρ)+ ε2(λ)
λ
))])
6e−τ .
(iii) Suppose that ℓ ∈ Υ1(X × Y × Y, P ) and let c ∈ R+ be as in Definition 3.16(i). Then
P∗
[
F (un,λ(Zn))− F (uλ) > ςc
(
ε1(λ) + (ψ̂ρ)
♮
(
αn,λ(τ, ρ)+
ε2(λ)
λ
))]
6 e−τ . (4.28)
Proof. (i): Let z = (xi, yi)16i6n ∈ (X × Y)n. Since
un,λ(z) ∈ Argminε1(λ)ε2(λ)F (Fn(·, z) + λG), (4.29)
it follows from Proposition 4.13(ii) and Ekeland’s variational principle [47, Corollary 4.2.12] that
there exists vn,λ ∈ F such that ‖un,λ(z)− vn,λ‖ 6 ε1(λ) and inf ‖∂(Fn(·, z) + λG)(vn,λ)‖ 6 ε2(λ). We
note that ℓ ∈ Υ∞(X ×Y ×Y) by Remark 3.17(iv). Hence, setting P˜ = (1/n)
∑n
i=1 δ(xi,yi), we derive
from Theorems 3.19(ii) and 3.25(ii) that there exists a measurable and P -a.s. bounded function
hλ : X × Y → Y∗ such that ‖hλ‖∞ 6 Lip(ℓ; ςρ) and
‖vn,λ − uλ‖ 6 (ψ̂ρ)♮
(
1
λ
∥∥EP [Φhλ]− 1
n
n∑
i=1
Φ(xi)hλ(xi, yi)
∥∥+ ε2(λ)
λ
)
. (4.30)
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Thus, for every z ∈ (X × Y)n
‖un,λ(z)− uλ‖ 6 ε1(λ) + (ψ̂ρ)♮
(
1
λ
∥∥EP [Φhλ]− 1
n
n∑
i=1
Φ(xi)hλ(xi, yi)
∥∥+ ε2(λ)
λ
)
. (4.31)
Now consider the family of i.i.d. random vectors (Φ(Xi)hλ(Xi, Yi))16i6n, from Ω to F
∗. Since
max16i6n ‖Φ(Xi)hλ(Xi, Yi)‖ 6 ςLip(ℓ; ςρ) P-a.s., Theorem A.17 gives
P
[∥∥∥EP[Φ(X)hλ(X,Y )]− 1
n
n∑
i=1
Φ(Xi)hλ(Xi, Yi)
∥∥∥ > λαn,λ(τ, ρ)]6 e−τ . (4.32)
Hence, since (ψ̂ρ)
♮ is increasing by Proposition A.5(vii), a fortiori we have
P
[
ε1(λ) + (ψ̂ρ)
♮
(
1
λ
∥∥∥∥EP [Φhλ]− 1n
n∑
i=1
Φ(Xi)hλ(Xi, Yi)
∥∥∥∥+ ε2(λ)λ
)
> ε1(λ) + (ψ̂ρ)
♮
(
αn,λ(τ, ρ) +
ε2(λ)
λ
)]
6 e−τ . (4.33)
Thus (i) follows from (4.31) and (4.33).
(ii): Let ω ∈ [‖un,λ(Zn)‖ 6 ρ]. Since ‖uλ‖ 6 ρ and ‖un,λ(Zn(ω))‖ 6 ρ, we have ‖Auλ‖∞ 6 ςρ and
‖Aun,λ(Zn(ω))‖∞ 6 ςρ. Hence, we derive from Assumption 4.1(ii) that F (un,λ(Zn(ω))) − F (uλ) 6
Lip(ℓ; ςρ)‖Aun,λ(Zn(ω))−Auλ‖∞ 6 ςLip(ℓ; ςρ)‖un,λ(Zn(ω)) − uλ‖. Thus, (ii) follows from (i).
(iii): It follows from Remark 3.17(v)(a) that ℓ is globally Lipschitz continuous in the third variable
uniformly with respect to the first two and that supρ′∈R++ Lip(ℓ; ρ
′) 6 c. Hence, we derive from
(3.32) that R is Lipschitz continuous on L1(X , PX ;Y) with Lipschitz constant c. As a result,
(∀ω ∈ Ω) F (un,λ(Zn(ω)))−F (uλ) 6 c‖Aun,λ(Zn(ω))−Auλ‖∞ 6 ςc‖un,λ(Zn(ω))− uλ‖. (4.34)
Thus, the statement follows from (i).
The following technical result will be required subsequently.
Lemma 4.17 Let α : R+ → R+ and let γ ∈ R++ be such that, for every τ ∈ ]1,+∞[, α(τ) 6 γτ . Let
φ ∈ A0, let (η, ǫ) ∈ R++ × R+, and suppose that φ♮(2γ) < η and φ♮(2ǫ) < η. Set τ0 = φ(η−)/(2γ).
Then φ♮(α(τ0) + ǫ) < η.
Proof. Recalling Proposition A.5(vi), we derive from the inequalities φ♮(2γ) < η and φ♮(2ǫ) < η that
τ0 > 1 and φ(η
−) > 2ǫ, respectively. Therefore, since γτ0 = φ(η
−)/2, we have α(τ0) + ǫ 6 τ0γ + ǫ =
φ(η−)/2 + ǫ < φ(η−). Again, by Proposition A.5(vi), we obtain that φ♮(α(τ0) + ǫ) < η.
Proposition 4.18 Suppose that Assumption 4.1 holds, that Notation 4.12 is in use, and that ℓ(·, ·, 0)
is bounded. Write ε = ε1ε2, where ε1 and ε2 are functions from R++ to [0, 1]. Let (∀n ∈ N) ρn ∈[
ψ♮0
(
(‖ℓ(·, ·, 0)‖∞ + 1)/λn
)
,+∞[ . Then the following hold:
(i) Let λ ∈ R++, and set uλ = argminF(F + λG) and let ρ ∈
[
ψ♮0
(
(‖ℓ(·, ·, 0)‖∞ + 1)/λ
)
,+∞[ . Let
τ ∈ R++ and let n ∈ Nr{0}. Then
P∗
[
F (un,λ(Zn))− inf F (domG) > ςLip(ℓ; ςρ)
(
ε1(λ) + (ψ̂ρ)
♮
(
αn,λ(τ, ρ) + ε2(λ)/λ
))
+ F (uλ)− inf F (domG)
]
6 e−τ . (4.35)
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(ii) Suppose that (4.5) and (4.6) hold. Then F (un,λn(Zn))
P∗→ inf F (domG).
(iii) Suppose that (4.5) and (4.7) hold. Then F (un,λn(Zn))→ inf F (domG) P∗-a.s.
Proof. (i): Since for every zn = (xi, yi)16i6n ∈ (X × Y)n, Fn(0, zn) 6 ‖ℓ(·, ·, 0)‖∞ and F (0) 6
‖ℓ(·, ·, 0)‖∞, it follows from Proposition A.16 that ‖un,λ(Zn)‖ 6 ρ and ‖uλ‖ 6 ρ. Thus, Proposi-
tion 4.16(ii) yields P∗
[
F (un,λ(Zn))−F (uλ) > ςLip(ℓ; ςρ)
(
ε1(λ)+(ψ̂ρ)
♮
(
αn,λ(τ, ρ)+ε2(λ)/λ
))]
6 e−τ ,
and (4.35) follows.
(ii): Because of (4.25), conditions (4.5)-(4.6) imply that
(∀τ ∈ [1,+∞[) ςLip(ℓ; ςρn)
(
ε1(λn) + (ψ̂ρn)
♮
(
αn,λn(τ, ρn) + ε2(λn)/λn
))→ 0. (4.36)
Therefore, it follows from (4.35) and Proposition A.12(ii) that for every (η, τ) ∈ R++ × [1 +∞[,
there exists n¯ ∈ N such that, for every integer n > n¯, P∗[F (un,λn(Zn)) − inf F (domG) > η] 6 e−τ .
Hence, for every (η, τ) ∈ R++×[1,+∞[, limn→+∞ P∗
[
F (un,λn(Zn))− inf F (domG) > η
]
6 e−τ . The
convergence in outer probability follows.
(iii): Let η ∈ R++ and let ξ ∈ ]1,+∞[. It follows from (4.5) and (4.7) that there exists an integer
n¯ > 3 such that, for every integer n > n¯, we have
Lip(ℓ; ςρn)(ψ̂ρn)
♮
(2ςξ(4Tq∗ + 5)Lip(ℓ; ςρn) log n
λnn1/q
)
< η and Lip(ℓ; ςρn)(ψ̂ρn)
♮
(
2
ε2(λn)
λn
)
< η .
(4.37)
Let n ∈ N be such that n > n¯ and set γ = ς(4Tq∗ + 5)Lip(ℓ; ςρn)/(λnn1/q). We derive from (4.25)
that (∀ τ ∈ [1,+∞) αn,λn(τ, ρn) 6 τγ. Then, since 1 6 ξ log n, it follows from Lemma 4.17 that
τ0 = ψ̂ρn
((
η
Lip(ℓ; ςρn)
)−) λnn1/q
2ς(4Tq∗ + 5)Lip(ℓ; ςρn)
⇒ Lip(ℓ; ςρn)(ψ̂ρn)♮
(
αn,λn(τ0, ρn) +
ε2(λn)
λn
)
< η. (4.38)
Now set
Ωn,η =
[
F (un,λn(Zn))− inf F (domG) > ςLip(ℓ; ςρn)ε1(λn)+ ςη+F (uλn)− inf F (domG)
]
. (4.39)
Item (i) yields
P∗Ωn,η 6 exp
(
− ψ̂ρn
((
η
Lip(ℓ; ςρn)
)−) λnn1/q
2ς(4Tq∗ + 5)Lip(ℓ; ςρn)
)
. (4.40)
We remark that, by Proposition A.5(vi)-(vii), the first condition in (4.37) is equivalent to
ψ̂ρn
((
η
Lip(ℓ; ςρn)
)−) λnn1/q
2ς(4Tq∗ + 5)Lip(ℓ; ςρn)
> ξ log n . (4.41)
Thus it follows from (4.40) and (4.41) that
∑+∞
n=n¯ P
∗Ωn,η 6
∑+∞
n=n¯ 1/n
ξ < +∞. Hence, using
the Borel-Cantelli lemma (which holds for outer measures too) we conclude that F (un,λn(Zn)) →
inf F (domG) P∗-a.s.
The next proposition considers the case of a globally Lipschitz continuous loss ℓ, and does not
require the boundedness of ℓ(·, ·, 0).
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Proposition 4.19 Suppose that Assumption 4.1 holds, that Notation 4.12 is in use, and that ℓ ∈
Υ1(X × Y × Y;P ). Let c ∈ R+ be as in Definition 3.16(i) and write ε = ε1ε2, where ε1 and ε2 are
functions from R++ to [0, 1]. Let (∀n ∈ N) ρn ∈
[
ψ♮0((R(0) + 1)/λn),+∞
[
. Then the following hold:
(i) Let λ ∈ R++, set uλ = argminF(F +λG) and let ρ ∈
[
ψ♮0
(
(F (0)+ 1)/λ
)
,+∞[ . Let τ ∈ R++ and
let n ∈ Nr{0}. Then
P∗
[
F (un,λ(Zn))− inf F (domG) > ςc
(
ε1(λ) + (ψ̂ρ)
♮
(
αn,λ(τ, ρ) + ε2(λ)/λ
))
+ F (uλ)− inf F (domG)
]
6 e−τ . (4.42)
(ii) Suppose that (4.10) holds. Then F (un,λn(Zn))
P∗→ inf F (domG).
(iii) Suppose that (4.10) and (4.11) hold. Then F (un,λn(Zn))→ inf F (domG) P∗-a.s.
Proof. (i): By Proposition A.16, ‖uλ‖ 6 ρ. Thus, (4.42) follows from Proposition 4.16(iii).
(ii)-(iii): Using (i), these can be established as in the proof of Proposition 4.18(ii)–(iii).
Proposition 4.20 Suppose that Assumption 4.1 holds, that Notation 4.12 is in use, and that S =
ArgmindomG F 6= ∅. Let u† = argminu∈S G(u) and write ε = ε1ε2, where ε1 and ε2 are functions from
R++ to [0, 1]. For every λ ∈ R++, set uλ = argminF(F + λG). Let ρ ∈
]
supλ∈R++ ‖uλ‖,+∞
[
and let
τ ∈ R++. Then, for every sufficiently small λ ∈ R++ and every n ∈ Nr{0},
P∗
[
‖un,λ(Zn)− u†‖ > ε1(λ) + (ψ̂ρ)♮
(
αn,λ(τ, ρ) +
ε2(λ)
λ
)
+ ‖uλ − u†‖
]
6 e−τ . (4.43)
Moreover, assume that (4.12) is satisfied. Then the following hold:
(i) For every sufficiently large n ∈ N,
P∗
[
F (un,λn(Zn))−F (u†) > ςLip(ℓ; ςρ)
(
ε1(λn)+(ψ̂ρ)
♮
(
αn,λn(τ, ρ)+
ε2(λn)
λn
))
+λn
]
6 2e−τ .
(4.44)
(ii) un,λ(Zn)
P∗→ u† and F (un,λn(Zn)) P
∗→ inf F (domG).
(iii) Suppose that (4.13) holds. Then F (un,λn(Zn)) → inf F (domG) P∗-a.s. and un,λn(Zn) → u†
P∗-a.s.
Proof. First note that items (i) and (v) in Proposition A.14 imply that u† is well defined and that
supλ∈R++ ‖uλ‖ < +∞. Now, let λ ∈ R++ and let n ∈ N. Since ‖uλ‖ 6 ρ, it follows from Proposi-
tion 4.16(i) that
P∗
[
‖un,λ(Zn)− uλ‖ > ε1(λ) + (ψ̂ρ)♮
(
αn,λ(τ, ρ) + ε2(λn)/λn
)]
6 e−τ (4.45)
and, since ‖un,λ(Zn)− u†‖ 6 ‖un,λ(Zn)− uλ‖ + ‖uλ − u†‖, (4.43) follows. Note also that Proposi-
tion A.6(viii) implies that ψ̂ρ ∈ A0.
(i): Let η ∈ R++ be such that supλ∈R++ ‖uλ‖ + η 6 ρ. It follows from (4.12), (4.25), and
Proposition A.5(v), that ε1(λn)+ (ψ̂ρ)
♮
(
αn,λn(τ, ρ)+ ε2(λn)/λn
)→ 0. Hence, there exists n¯ ∈ N such
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that for every integer n > n¯, ε1(λn)+(ψ̂ρ)
♮
(
αn,λn(τ, ρ)+ε2(λn)/λn
)
6 η. Now, take an integer n > n¯
and set Ωn =
[‖un,λn(Zn)− uλn‖ 6 η]. Then Ωn ⊂ [‖un,λn(Zn)‖ 6 ρ] and it follows from (4.45)
that P∗(Ω \ Ωn) 6 e−τ . Hence, we deduce from Proposition 4.16(ii) that
P∗
[
F (un,λn(Zn))−F (uλn) > ςLip(ℓ; ςρ)
(
ε1(λn)+(ψ̂ρ)
♮
(
αn,λ(τ, ρ)+ε2(λn)/λn
))]
6 2e−τ . (4.46)
On the other hand, Proposition A.14(iv) implies that, for n sufficiently large, F (uλn) − F (u†) 6 λn,
which combined with (4.46) gives (4.44).
(ii): This follows from (4.43) and (4.44), as in the proof of Proposition 4.18(ii).
(iii): Let η ∈ R++ and ξ ∈ ]1,+∞[. Using (4.12) and (4.13) we obtain a version of (4.37) in
which ρn ≡ ρ. The proof of the fact that F (un,λn(Zn)) → F (u†) P∗-a.s. then follows the same line
as that of Proposition 4.18(iii). Next, let n ∈ N be sufficiently large so that
(ψ̂ρ)
♮
(
2ςξ(4Tq∗ + 5)Lip(ℓ; ςρ) log n
λnn1/q
)
< η and (ψ̂ρ)
♮
(
2ε2(λn)
λn
)
< η . (4.47)
Using Lemma 4.17, upon setting τ0 = (ψ̂ρ(η
−)λnn
1/q/(2ς(4Tq∗ + 5)Lip(ℓ; ςρ)), we obtain
(ψ̂ρ)
♮
(
αn,λn(τ0, ρ) + ε2(λn)/λn
)
< η. It then follows from (4.43) and (4.47) that, for n sufficiently
large,
P∗
[
‖un,λn(Zn)− u†‖ > ε1(λn)+η+‖uλn − u†‖
]
6 exp
(
− ψ̂ρ(η
−)λnn
1/q
2ς(4Tq∗ + 5)Lip(ℓ; ςρ)
)
<
1
nξ
. (4.48)
The conclusion follows by the Borel-Cantelli lemma.
Proof of Theorem 4.4. We first note that Proposition 4.15(ii) asserts that inf F (domG) = inf R(C).
(i): This follows from Proposition 4.18(ii)–(iii).
(ii): Remark 3.17(v)(b) implies that, for every ρ ∈ R++, Lip(ℓ; ρ) 6 (p − 1)‖b‖∞ +
3cpmax{1, ρ p−1} and ℓ(·, ·, 0) is bounded. Hence conditions (4.8) and (4.9) imply (4.5)-(4.6) and
(4.7) respectively. Therefore, the statement follows from (i).
(iii): This follows from Proposition 4.19(ii)–(iii).
(iv): This follows from Proposition 4.20(ii)–(iii).
Proof of Corollary 4.6. Since F is uniformly convex of power type q, F∗ is uniformly smooth with
modulus of smoothness of power type q∗ [46, p. 63] and hence of Rademacher type q∗ (see Section 2)
in conformity with Assumption 4.1(iv). Moreover, by (4.14), the modulus of total convexity ψρ of G
on B(ρ) is greater then that of η‖·‖r. Hence, by Proposition A.9,
(∀ρ ∈ R+)(∀t ∈ R+) ψρ(t) >

ηβtr if r > q
ηβtq
(ρ+ t)q−r
if r < q
(4.49)
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and, for every ρ ∈ R+ and every s ∈ R+,
(ψ̂ρ)
♮(s) 6

(
s
ηβ
)1/(r−1)
if r > q
2qρmax
{(
s
ηβρr−1
)1/(q−1)
,
(
s
ηβρr−1
)1/(r−1)}
if r < q.
(4.50)
(i): It follows from (4.49) that
(∀n ∈ N) ψ♮0
(‖ℓ(·, ·, 0)‖∞ + 1
λn
)
6
(‖ℓ(·, ·, 0)‖∞ + 1
ηβλn
)1/r
= ρn. (4.51)
Now fix τ ∈ R++ and assume that supn∈N Lip(ℓ; ςρn) > 0. Since Lip(ℓ; ςρn)m/(λm/rn n1/q) →
0 and m > 2, we have Lip(ℓ; ςρn)/(λ
m/r
n n1/q) → 0. Moreover, since m/r > 1, we have
Lip(ℓ; ςρn)/(λnn
1/q) → 0 and, therefore, since ρn → +∞, there exists n¯ ∈ N r {0} such that,
for every integer n > n¯, τLip(ℓ; ςρn)/(λnn
1/q) 6 ηβρr−1n . Suppose that q > r and take an integer
n > n¯. Evaluating the maximum in (4.50), we obtain
(ψ̂ρn)
♮
(
τLip(ℓ; ςρn)
λnn1/q
)
6 2q
(
τρ q−rn
ηβ
Lip(ℓ; ςρn)
λnn1/q
)1/(q−1)
. (4.52)
Therefore, substituting the expression of ρn yields
Lip(ℓ; ςρn)(ψ̂ρn)
♮
(
τLip(ℓ; ςρn)
λnn1/q
)
6 2qτ
1
q−1
(
(‖ℓ(·, ·, 0)‖∞ + 1)q/r−1
(ηβ)q/r
Lip(ℓ; ςρn)
q
λ
q/r
n n1/q
) 1
(q−1)
. (4.53)
On the other hand, if q 6 r, (4.50) yields
Lip(ℓ; ςρn)(ψ̂ρn)
♮
(
τLip(ℓ; ςρn)
λnn1/q
)
6
(
τ
ηβ
)1/(r−1)(
Lip(ℓ; ςρn)
r
λnn1/q
)1/(r−1)
. (4.54)
Thus, altogether (4.53) and (4.54) imply that there exists γ ∈ R++ such that, for every integer n > n¯
Lip(ℓ; ςρn)(ψ̂ρn)
♮
(
τLip(ℓ; ςρn)
λnn1/q
)
6 γτ1/(m−1)
(
Lip(ℓ; ςρn)
m
λ
m/r
n n1/q
)1/(m−1)
. (4.55)
It therefore follows from (4.15) that the right-hand side of (4.55) converges to zero and hence
that (4.6) is fulfilled. Likewise, (4.16) implies (4.7). Altogether the statement follows from Theo-
rem 4.4(i).
(ii): It follows from Remark 3.17(v)(b) that ℓ(·, ·, 0) is bounded and that, for every ρ ∈ R++,
Lip(ℓ; ρ) 6 (p− 1)‖b‖∞ + 3cpmax{1, ρ p−1}. Set (∀n ∈ N) ρn =
(
(‖ℓ(·, ·, 0)‖∞ + 1)/(ηβλn)
)1/r
. Then
(∃ γ ∈ R++)(∀n ∈ N) Lip(ℓ; ρn) 6 γ/λ(p−1)/rn . Thus, the statement follows from (i).
(iii): Fix τ ∈ R++ and set (∀n ∈ N) ρn =
(
(R(0) + 1)/(ηβλn)
)1/r
. Then (4.49) yields (∀n ∈ N)
ψ♮0 ((R(0) + 1)/λn) 6 ρn. Since m/r > 1, 1/(λ
m/r
n n1/q) → 0 implies 1/(λnn1/q) → 0. Moreover,
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since ρn → +∞, there exists n¯ ∈ N r {0} such that, for every integer n > n¯, τ/(λnn1/q) 6 ηβρr−1n .
Suppose that q > r and take an integer n > n¯. Evaluating the maximum in (4.50), we obtain
(ψ̂ρn)
♮
(
τ
λnn1/q
)
6 2q
(
τρ q−rn
ηβ
1
λnn1/q
) 1
q−1
= 2qτ
1
q−1
(
(R(0) + 1)q/r−1
(ηβ)q/r
1
λ
q/r
n n1/q
) 1
q−1
. (4.56)
On the other hand, if q 6 r, (4.50) yields
(ψ̂ρn)
♮
(
τ
λnn1/q
)
6
(
τ
ηβ
1
λnn1/q
)1/(r−1)
, (4.57)
Thus (4.17), together with (4.56) and (4.57) imply that (4.10) is fulfilled. Likewise, the assump-
tion log n/(λ
m/r
n n1/q) → 0 implies that (4.11) holds. Altogether, the statement follows by Theo-
rem 4.4(iii).
A Appendix
A.1 Lipschitz continuity of convex functions
Proposition A.1 Let B be a real Banach space and let F : B → [0,+∞] be proper and convex. Then the
following hold:
(i) [54, Proposition 1.11] Let u0 ∈ B, and suppose that there exist a neighborhood U of u0 and c ∈
R+ such that, (∀u ∈ U) |F (u)− F (u0)| 6 c‖u− u0‖. Then ∂F (u0) 6= ∅ and sup ‖∂F (u0)‖ 6 c .
(ii) [77, Corollary 2.2.12] Let u0 ∈ B, and suppose that, for some (ρ, δ) ∈ R2++, F is bounded on
u0 +B(ρ+ δ). Then F is Lipschitz continuous relative to u0 +B(ρ) with constant
2ρ+ δ
ρ+ δ
1
δ
supF (u0 +B(ρ+ δ)). (A.1)
Proposition A.2 Let B be a real normed vector space, let p ∈ [1,+∞[, let b ∈ R+, let c ∈ R++, and let
F : B → R+ be a convex function such that F 6 c‖·‖p + b. Then the following hold:
(i) Let u ∈ B. Then ∂F (u) 6= ∅ and
sup ‖∂F (u)‖ 6
{
c if p = 1
3cpmax{1, ‖u‖p−1}+ (p − 1)b if p > 1. (A.2)
(ii) Let ρ ∈ R++. Then F is Lipschitz continuous relative to B(ρ) with constant{
c if p = 1
3cpmax{1, ρ p−1}+ (p− 1)b if p > 1. (A.3)
Proof. (i): Let (ǫ, δ) ∈ R2++. Since F 6 c‖·‖p + b, then, F is bounded on u + B(ǫ + δ) and it
follows from Proposition A.1(ii) that F is Lipschitz continuous relative to u + B(ǫ) with constant
(2ǫ+ δ)(ǫ+ δ)−1δ−1
(
c(‖u‖ + ǫ+ δ)p + b). Then Proposition A.1(i) entails that ∂F (u) 6= ∅ and
sup ‖∂F (u)‖ 6 2ǫ+ δ
ǫ+ δ
1
δ
(
c(‖u‖+ ǫ+ δ)p + b). (A.4)
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Letting ǫ→ 0+ in (A.4), we get
sup ‖∂F (u)‖ 6 c
(‖u‖
δ
+ 1
)
(‖u‖+ δ)p−1 + b
δ
. (A.5)
If p = 1, letting δ → +∞ in (A.5) yields sup ‖∂F (u)‖ 6 c. Now, suppose that p > 1 and set
s = max{‖u‖, 1}. Then, since ‖u‖ 6 s, (A.5) implies that
sup ‖∂F (u)‖ 6 c
(s
δ
+ 1
)
sp−1
(
1 +
δ
s
)p−1
+
b
δ
6 c
(s
δ
+ 1
)
sp−1eδ(p−1)/s+
b
δ
, (A.6)
where we took into account that (1 + δ/s)s/δ 6 e. By choosing δ = s/(p− 1), we get sup ‖∂F (u)‖ 6
3cpsp−1 + (p− 1)b/s and (A.3) follows since 1/s 6 1.
(ii): Let (u, v) ∈ B(ρ)2. It follows from (i) that ∂F (u) 6= ∅ and ∂F (v) 6= ∅. Let u∗ ∈ ∂F (u) and
v∗ ∈ ∂F (v). Then F (v)− F (u) > 〈v − u, u∗〉 and F (u)− F (v) > 〈u− v, v∗〉. Hence |F (u)− F (v)| 6
max{‖u∗‖, ‖v∗‖}‖u− v‖ and the statement follows by (i).
Proposition A.3 Let B be a real Banach space, let ρ ∈ R++, let p ∈ ]1,+∞[, let b ∈ R+, let c ∈ R++,
and set F = c‖·‖p + b. Then F is Lipschitz continuous relative to B(ρ) with constant cpρ p−1.
Proof. Let (u, v) ∈ B2 and let u∗ ∈ JB,p(u). Then (2.7) yields ‖u‖p − ‖v‖p 6 p〈u− v, u∗〉 6
p‖u∗‖‖v − u‖ = p‖u‖p−1‖u− v‖. Swapping u and v yields∣∣‖u‖p − ‖v‖p∣∣ 6 pmax {‖u‖p−1, ‖v‖p−1}‖u− v‖, (A.7)
and the claim follows.
A.2 Totally convex functions
Let F be a reflexive real Banach space and let G : F → ]−∞,+∞] be a proper convex function.
Following (2.8), we denote by ψ : domG × R → [0,+∞] the modulus of total convexity of G and,
following (2.9), for every ρ ∈ R++ such that B(ρ) ∩ domG 6= ∅, we denote by ψρ : R → [0,+∞]
the modulus of total convexity of G on B(ρ). G is totally convex at u ∈ domG if, for every t ∈
R++, ψ(u, t) > 0. Moreover, G is totally convex on bounded sets if, for every ρ ∈ R++ such that
B(ρ) ∩ domG 6= ∅, G is totally convex on B(ρ), meaning that ψρ > 0 on R++. Total convexity and
standard variants of convexity are related as follows:
• Suppose that G is totally convex at every point of domG. Then G is strictly convex.
• Total convexity is closely related to uniform convexity [70, 76]. Indeed G is uniformly convex
on F if and only if, for every t ∈ R++, infu∈domG ψ(u, t) > 0 [77, Theorem 3.5.10]. Alterna-
tively, G is uniformly convex on F if and only if (∀t ∈ R++) infρ∈R++ ψρ(t) > 0.
• In reflexive spaces, total convexity on bounded sets is equivalent to uniform convexity on
bounded sets [19, Proposition 4.2]. Yet, some results will require pointwise total convexity,
which makes it the pertinent notion in our investigation.
Remark A.4 Let u0 and u be in domG. Then (2.8) implies that
G(u)−G(u0) > G′(u0;u− u0) + ψ(u0, ‖u− u0‖). (A.8)
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Moreover, if u∗ ∈ ∂G(u0), 〈u− u0, u∗〉 6 G′(u0;u− u0) and therefore
G(u)−G(u0) > 〈u− u0, u∗〉+ ψ(u0, ‖u− u0‖). (A.9)
Thus, ∂G(u0) 6= ∅⇒ ψ(u0, ‖u− u0‖) < +∞.
The following proposition collects some properties of the classes A0 and A1 introduced in (2.12)
and (2.13) that are used to study the modulus of total convexity.
Proposition A.5 Let φ ∈ A0. Then the following hold:
(i) domφ is an interval containing 0.
(ii) domφ♮ = [0, supφ(R+)[.
(iii) Suppose that φ̂ is increasing on R+. Then domφ
♮ = R+ and φ is strictly increasing on domφ.
(iv) Suppose that (tn)n∈N ∈ RN+ satisfies φ(tn)→ 0. Then tn → 0.
(v) φ♮ is increasing on R+ and lims→0+ φ
♮(s) = 0 = φ♮(0).
(vi) Let (s, t) ∈ R+×R++. Then φ♮(s) < t⇔ s < φ(t−).
(vii) Suppose that φ ∈ A1. Then int(dom φ) 6= ∅, φ̂ ∈ A0, φ̂ is right-continuous at 0, and (φ̂)♮ ∈ A0.
Proof. (i): This follows from (2.12).
(ii): For every s ∈ R+, [φ 6 s] ⊂ domφ. Therefore, if domφ is bounded, φ♮ is real-valued.
Now, suppose that domφ = R+. Let s ∈ R+ with s < supφ(R+). Then there exists t1 ∈ R+
such that s < φ(t1). Moreover, since φ is increasing, t ∈ [φ 6 s] ⇒ φ(t) 6 s < φ(t1) ⇒ t 6 t1.
Hence, φ♮(s) = sup[φ 6 s] 6 t1 < +∞. Therefore [0, supφ(R+)[ ⊂ dom φ♮. On the other hand, if
s ∈ [supφ(R+),+∞[, then [φ 6 s] = domφ and hence φ♮(s) = +∞.
(iii): For every t ∈ [1,+∞[, φ(t) > tφ(1) > 0. Hence supφ(R+) = +∞ and therefore (ii) yields
domφ♮ = R+. Let t ∈ domφ and s ∈ domφ with t < s. If t > 0, then 0 < φ(t) = tφ̂(t) 6 tφ̂(s) =
(t/s)φ(s) < φ(s); otherwise, (2.12) yields φ(t) = φ(0) = 0 < φ(s).
(iv): Suppose that there exist ε ∈ R++ and a subsequence (tkn)n∈N such that (∀n ∈ N) tkn > ε.
Then φ(tkn) > φ(ε) > 0 and hence φ(tn) 6→ 0.
(v): See [77, Lemma 3.3.1(i)].
(vi): Suppose that t 6 φ♮(s). Then for every δ ∈ ]0, t[ there exists t′ ∈ R+ such that φ(t′) 6 s and
t − δ < t′, hence φ(t − δ) 6 φ(t′) 6 s. Therefore 0 < supδ∈]0,t[ φ(t − δ) = φ(t−) 6 s. Conversely,
suppose that t > φ♮(s). Let t′ ∈ ]φ♮(s), t[. Then (2.11) gives φ(t′) > s, and hence φ(t−) > s.
(vii): By (2.12) and (2.13), int(domφ) 6= ∅, φ̂ ∈ A0, and φ̂ is continuous at 0. Let s ∈ R++. In
view of (v), to prove that (φ̂)♮ ∈ A0, it remains to show that (φ̂)♮(s) > 0. By continuity of φ̂ at 0,{
t ∈ R+
∣∣ φ̂(t) 6 s} is a neighborhood of 0 and hence (φ̂)♮(s) = sup{t ∈ R+ ∣∣ φ̂(t) 6 s} > 0.
The properties of the modulus of total convexity are summarized below.
Proposition A.6 Let F be a reflexive real Banach space, let G : F → ]−∞,+∞] be a proper convex
function the domain of which is not a singleton, let ψ be the modulus of total convexity of G, and let
u0 ∈ domG. Then the following hold:
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(i) Let c ∈ ]1,+∞[ and let t ∈ R+. Then ψ(u0, ct) > cψ(u0, t).
(ii) ψ(u0, ·) : R→ [0,+∞] is increasing on R+.
(iii) Let t ∈ R+. Then
ψ(u0, t) = inf
{
G(u) −G(u0)−G′(u0;u− u0)
∣∣ u ∈ domG, ‖u− u0‖ > t}. (A.10)
(iv) Suppose that G is totally convex at u0. Then ψ(u0, ·) ∈ A0 and ψ(u0, ·)̂ ∈ A0.
(v) domψ(u0, ·) is an interval containing 0; moreover, if ∂G(u0) 6= ∅, then int domψ(u0, ·) 6= ∅.
(vi) Suppose that ∂G(u0) 6= ∅. Then limt→0+ ψ(u0, ·)̂(t) = 0.
(vii) Suppose that ∂G(u0) 6= ∅ and that G is totally convex at u0. Then ψ(u0, ·) ∈ A1.
(viii) Let ρ ∈ R++ and suppose that G is totally convex onB(ρ). Then ψρ ∈ A0 and ψ̂ρ ∈ A0. Moreover,
if B(ρ) ∩ dom ∂G 6= ∅, then ψρ ∈ A1.
(ix) Suppose that u0 ∈ ArgminF G and that G is totally convex at u0. Then G is coercive.
Proof. (i): Suppose that u ∈ domG satisfies ‖u− u0‖ = ct and set v = (1 − c−1)u0 + c−1u =
u0 + c
−1(u − u0). Then v ∈ domG and ‖v − u0‖ = t. Therefore, since G is convex and G′(u0; ·) is
positively homogeneous [9, Proposition 17.2],
ψ(u0, t) 6 G(v) −G(u0)−G′(u0; v − u0)
6 (1− c−1)G(u0) + c−1G(u)−G(u0)− c−1G′(u0;u− u0)
= c−1
(
G(u) −G(u0)−G′(u0;u− u0)
)
.
Hence cψ(u0, t) 6 ψ(u0, ct).
(ii): Let (s, t) ∈ R2++ be such that t < s, and set c = s/t. Then using (i), we have ψ(u0, t) 6
c−1ψ(u0, ct) 6 ψ(u0, s).
(iii): Suppose that u ∈ domG satisfies ‖u− u0‖ > t and set s = ‖u− u0‖. Then by (ii) we have
ψ(u0, t) 6 ψ(u0, s) 6 G(u)−G(u0)−G′(u0;u− u0).
(iv): Since ψ(u0, 0) = 0, (ii) yields ψ(u0, ·) ∈ A0. Moreover, it follows from (i) that ψ(u0, ·)̂ is
increasing, hence ψ(u0, ·)̂ ∈ A0.
(v): The first claim follows from the fact that ψ(u0, ·) is increasing and ψ(u0, 0) = 0. Next,
since domG is not a singleton, there exists u ∈ domG,u 6= u0. Finally, Remark A.4 asserts that
∂G(u0) 6= ∅⇒ ψ(u0, ‖u − u0‖) < +∞.
(vi): Since (i) asserts that ψ(u0, ·)̂ is increasing, limt→0+ ψ(u0, ·)̂(t) = inft∈R++ ψ(u0, ·)̂(t). Sup-
pose that inft∈R++ ψ(u0, ·)̂(t) > 0. Then there exists ǫ ∈ R++ such that, for every t ∈ R++,
ψ(u0, t) > ǫt. Let u ∈ domG r {u0}. For every t ∈ ]0, 1], define ut = u0 + tv, where v = u − u0.
Then ǫt‖v‖ = ǫ‖ut − u0‖ 6 ψ(u0, ‖ut − u0‖) 6 G(u0 + tv) − G(u0) − G′(u0; tv). Hence, since
G′(u0; ·) is positively homogeneous, ǫ‖v‖+G′(u0; v) 6 (G(u0+ tv)−G(u0))/t. Letting t→ 0+ yields
ǫ‖v‖+G′(u0; v) 6 G′(u0; v), which contradicts the facts that G′(u0; v) ∈ R and ǫ‖v‖ > 0.
(vii)–(viii): The claims follow from (iv) and (vi).
(ix): Since 0 ∈ ∂G(u0), (A.9) yields (∀u ∈ domG) ψ(u0, ‖u− u0‖) 6 G(u) − G(u0). On the
other hand, since G is also totally convex at u0, (iv)-(v) imply that there exists s ∈ R++ such that
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0 < ψ(u0, s) < +∞ and (∀t ∈ [s,+∞[) ψ(u0, t) > tψ(u0, s)/s. Therefore, for every u ∈ domG such
that ‖u− u0‖ > s, we have G(u) > G(u0) + ‖u− u0‖ψ(u0, s)/s, which implies that G is coercive.
Remark A.7 Statements (i), (ii), (iii), and (v) are proved in [20, Proposition 2.1] with the additional
assumption that int domG 6= ∅, and in [18, Proposition 1.2.2] with the additional assumption that
u0 is in the algebraic interior of domG.
Example A.8 Let F be a uniformly convex real Banach space and let φ ∈ A0 be real-valued, strictly
increasing, continuous, and such that limt→+∞ φ(t) = +∞. Define (∀t ∈ R) ϕ(t) =
∫ |t|
0 φ(s)ds. Then
[76, Theorem 4.1(ii)] and [19, Proposition 4.2] imply that G = ϕ ◦ ‖·‖ is totally convex on bounded
sets (see also [70, Theorem 6]).
We now provide an example of computation of the modulus of total convexity on balls.
Proposition A.9 Let q ∈ [2,+∞[ and let F be a uniformly convex real Banach space with modulus of
convexity of power type q. Let r ∈ ]1,+∞[ and for every ρ ∈ R+, denote by ψρ the modulus of total
convexity of ‖·‖r on the ball B(ρ). Then there exists β ∈ R++ such that
(∀ρ ∈ R+)(∀t ∈ R+) ψρ(t) >
βt
r if r > q
βtq
(ρ+ t)q−r
if r < q.
(A.11)
Hence ‖·‖r is totally convex on bounded sets and, if r > q, it is uniformly convex. Moreover, for every
ρ ∈ R+ and every s ∈ R+,
(ψ̂ρ)
♮(s) 6

(
s
β
)1/(r−1)
if r > q
2qρmax
{(
s
βρr−1
)1/(q−1)
,
(
s
βρr−1
)1/(r−1)}
if r < q.
(A.12)
Proof. Let (u, v) ∈ F2. We derive from [74, Theorem 1] that
(∀u∗ ∈ JF,r(u)) ‖u+ v‖r − ‖u‖r > r〈v, u∗〉+ ϑr(u, v), (A.13)
where
ϑr(u, v) = rKr
∫ 1
0
max{‖u+ tv‖, ‖u‖}r
t
δF
(
t‖v‖
2max{‖u+ tv‖, ‖u‖}
)
dt
and Kr ∈ R++ is the constant defined according to [74, Lemma 3, Equation (2.13)]. Since δF(ε) >
cεq for some c ∈ R++, then
ϑr(u, v) >
rKrc
2q
‖v‖q
∫ 1
0
max{‖u+ tv‖, ‖u‖}r−qtq−1dt. (A.14)
Suppose first that r > q. Since, ∀ t ∈ [0, 1], max{‖u+ tv‖, ‖u‖} > t‖v‖/2,
ϑr(u, v) >
rKrc
2q
‖v‖q
∫ 1
0
tr−q
2r−q
‖v‖r−qtq−1dt = rKrc
2r
‖v‖r
∫ 1
0
tr−1dt =
Krc
2r
‖v‖r. (A.15)
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Now, suppose that r < q. Then since, for every t ∈ [0, 1], max{‖u+ tv‖, ‖u‖} 6 ‖u‖+ ‖v‖,
ϑr(u, v) >
rKrc
2q
‖v‖q
∫ 1
0
1
max{‖u + tv‖, ‖v‖}q−r t
q−1dt >
rKrc
q2q
‖v‖q
(‖u‖ + ‖v‖)q−r . (A.16)
Let ψ be the modulus of total convexity of ‖·‖r. Then it follows from (A.15) and (A.16) that
(∀u ∈ F)(∀ t ∈ R+) ψ(u, t) >

Krc
2r
tr if q 6 r
r
q
Krc
2q
tq
(‖u‖+ t)q−r if q > r.
(A.17)
Let ρ ∈ R++ and set β = (r/max{q, r})Krc/2max{q,r}. Then we obtain (A.11) by taking the infimum
over u ∈ B(ρ) in (A.17). Thus, if r > q, the modulus of total convexity is independent from ρ, and
hence ‖·‖r is uniformly convex on F. On the other hand, if r < q, we deduce that ‖·‖r is totally
convex on bounded sets. Hence,
(∀ t ∈ R+) ψ̂ρ(t) >
βt
r−1 if r > q
βtq−1
(ρ+ t)q−r
if r < q.
(A.18)
A simple calculation shows that, if r < q,
(∀ t ∈ R+) ψ̂ρ(t) > νρ(t), where νρ(t) = βρ
r−1
2q
min
{
(t/ρ)q−1, (t/ρ)r−1
}
. (A.19)
The function νρ is strictly increasing and continuous on R+, thus ν
♮
ρ = ν−1ρ . Since for arbitrary
functions ψ1 : R+ → R+ and ψ2 : R+ → R+ we have ψ1 > ψ2 ⇒ ψ♮1 6 ψ♮2, we obtain (A.12).
Remark A.10
(i) An inspection of the proof of Proposition A.9 reveals that the constant β is explicitly available
in terms of r and of a constant depending on the space F. In particular, it follows from [74,
Equation (2.13)] that, when r ∈ ]1, 2],
Kr > 4(2+
√
3)min{r(r− 1)/2, (r− 1) log(3/2), 1− (2/3)r−1} > 14(1− (2/3)r−1), (A.20)
and when r ∈ ]2,+∞[
Kr > 4(2 +
√
3)min{1, (r − 1)(2−
√
3), 1− (2/3) r2 }14(1 − (2/3) r−12 ) . (A.21)
As an example, for the case F = lr(K) and ‖·‖rr, with r ∈ ]1, 2], since F has modulus of
convexity of power type 2 with c = (r − 1)/8 [46], we have β > (7/32)r(r − 1)(1 − (2/3)r−1).
(ii) In [73, Theorem 1] and [11, Lemma 2 p. 310] the case r = q is considered. It is proved that
‖·‖r
F
is uniformly convex and that its modulus of uniform convexity, say ν, satisfies ν(t) > βtr,
for every t ∈ R++.
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A.3 Tikhonov-like regularization
In this section we work with the following scenario.
Assumption A.11 F is a reflexive real Banach space, F : F → ]−∞,+∞] is bounded from below,
G : F → [0,+∞], domG is not a singleton, and domF ∩ domG 6= ∅. The function ε : R++ → [0, 1]
satisfies limλ→0+ ε(λ) = 0 and, for every λ ∈ R++, uλ ∈ Argminε(λ)F (F + λG).
We study the behavior of the regularized problem
minimize
u∈F
F (u) + λG(u) (A.22)
as λ→ 0+ in connection with the limiting problem
minimize
u∈F
F (u). (A.23)
We present results similar to those of [4] under weaker assumptions and with approximate solu-
tions of (A.22), as opposed to exact ones. In particular, Proposition A.12 does not require the family
(uλ)λ∈R++ to be bounded or F to have minimizers. Indeed, although these are common requirements
in the inverse problems literature, where the convergence of the minimizers (uλ)λ∈R++ is relevant,
from the statistical learning point of view this assumption is not always appropriate. In that con-
text, as discussed in the introduction, it is primarily the convergence of the values (F (uλ))λ∈R++ to
inf F (F) which is of interest. On the other hand, when (uλ)λ∈R++ is bounded and when additional
convexity properties are imposed on G, we provide bounds and strong convergence results.
Proposition A.12 Suppose that Assumption A.11 holds. Then the following hold:
(i) limλ→0+ inf(F + λG)(F) = inf F (domG).
(ii) limλ→0+ F (uλ) = inf F (domG).
(iii) limλ→0+ λG(uλ) = 0.
Proof. (i): Since domF ∩ domG 6= ∅, inf(F + λG)(F) < +∞. Let u ∈ domG. Then
(∀λ ∈ R++) inf F (domG) 6 F (uλ) 6 F (uλ) + λG(uλ) 6 inf(F + λG)(F) + ε(λ)
6 F (u) + λG(u) + ε(λ). (A.24)
Hence, inf F (domG) 6 limλ→0+
(
inf(F+λG)(F)+ε(λ)
)
6 limλ→0+
(
inf(F+λG)(F)+ε(λ)
)
6 F (u).
Therefore, limλ→0+
(
inf(F + λG)(F) + ε(λ)
)
= inf F (domG), and the statement follows.
(ii): This follows from (i) and (A.24).
(iii): By (i) and (A.24) we have limλ→0+ F (uλ) + λG(uλ) = inf F (domG) which, together with
(ii), yields the statement.
Remark A.13 Assume that inf F (F) = inf F (domG). Then Proposition A.12 yields limλ→0+ F (uλ) =
inf F (F) and limλ→0+ inf(F + λG)(F) = inf F (F). In particular the condition inf F (F) =
inf F (domG) is satisfied in each of the following cases:
(i) The lower semicontinuous envelopes of F + ιdomG and F coincide [4, Theorem 2.6].
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(ii) domG ⊃ domF and F is upper semicontinuous [9, Proposition 11.1(i)].
(iii) Argmin
F
F ∩ domG 6= ∅.
Proposition A.14 Suppose that Assumption A.11 holds and set S = ArgmindomG F . Suppose that F
and G are weakly lower semicontinuous, that G is coercive, and that ε(λ)/λ→ 0 as λ→ 0+. Then
S 6= ∅ ⇔ (∃ t ∈ R)(∀λ ∈ R++) G(uλ) 6 t. (A.25)
Now suppose that S 6= ∅. Then the following hold:
(i) (uλ)λ∈R++ is bounded and there exists a vanishing sequence (λn)n∈N in R++ such that (uλn)n∈N
converges weakly.
(ii) Suppose that u† ∈ F, that (λn)n∈N is a vanishing sequence in R++, and that uλn ⇀ u†. Then
u† ∈ ArgminS G.
(iii) limλ→0+ G(uλ) = inf G(S).
(iv) limλ→0+
(
F (uλ)− inf F (domG)
)
/λ = 0.
(v) Suppose that G is strictly quasiconvex [9, Definition 10.25]. Then there exists u† ∈ F such that
ArgminS G = {u†} and uλ ⇀ u† as λ→ 0+.
(vi) Suppose that G is totally convex on bounded sets. Then uλ → u† = argminS G as λ→ 0+.
Proof. Assume that S 6= ∅ and let u ∈ S. For every λ ∈ R++, F (uλ)+λG(uλ) 6 F (u)+λG(u)+ε(λ),
so that uλ ∈ domG and
G(uλ) 6
F (u)− F (uλ)
λ
+
ε(λ)
λ
+G(u) 6 G(u) +
ε(λ)
λ
. (A.26)
Thus, since (ε(λ)/λ)λ∈R++ is bounded, so is (G(uλ))λ∈R++ . Hence (uλ)λ∈R++ is in some sublevel set
of G. Conversely, suppose that there exists t ∈ R++ such that supλ∈R++ G(uλ) 6 t. It follows from
the coercivity of G that (uλ)λ∈R++ is bounded. Therefore, since F is reflexive, there exist u
† ∈ F and
a sequence (λn)n∈N in R++ such that λn → 0 and uλn ⇀ u†. In turn, we derive from the weak lower
semicontinuity of F and Proposition A.12(ii) that
F (u†) 6 limF (uλn) = limF (uλn) = inf F (domG). (A.27)
Moreover, since G is weakly lower semicontinuous,
G(u†) 6 limG(uλn) 6 limG(uλn) 6 t. (A.28)
Hence u† ∈ domG and it follows from (A.27) that u† ∈ S.
(i): This follows from the reflexivity of F and the boundedness of (uλ)λ∈R++ .
(ii): Arguing as above, we obtain that (A.27) holds. Moreover, for every u ∈ S, it follows from
(A.26) that, since G is weakly lower semicontinuous and ε(λn)/λn → 0,
G(u†) 6 limG(uλn) 6 limG(uλn) 6 G(u) < +∞. (A.29)
Inequalities (A.27) and (A.29) imply that u† ∈ S and that (ii) holds.
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(iii): It follows from (A.29) and (ii) that G(uλn)→ inf G(S).
(iv): Let λ ∈ R++. Since uλ is an ε(λ)-minimizer of F + λG, for every u ∈ domG, we have
F (uλ)− inf F (domG)
λ
+G(uλ) 6
F (u)− inf F (domG)
λ
+G(u) +
ε(λ)
λ
. (A.30)
In particular, taking u = u† in (A.30) yields
F (uλ)− inf F (domG)
λ
+G(uλ) 6 G(u
†) +
ε(λ)
λ
. (A.31)
Since ε(λ)/λ→ 0, passing to the limit superior in (A.31) as λ→ 0+, and using (ii) and (iii), we get
lim
λ→0+
F (uλ)− inf F (domG)
λ
+G(u†) 6 G(u†), (A.32)
which implies (iv), since F (uλ)− inf F (domG) > 0.
(v): It follows from (i) and (ii) that ArgminS G 6= ∅. Since S is convex and G is strictly quasicon-
vex, ArgminS G reduces to a singleton {u†} and (ii) yields uλ ⇀ u† as λ→ 0+.
(vi): Since (uλ)λ∈R++ is bounded, it follows from [77, Proposition 3.6.5] (see also [19]) that
there exists φ ∈ A0 such that
(∀λ ∈ R++) φ
(‖uλ − u†‖
2
)
6
G(u†) +G(uλ)
2
−G
(uλ + u†
2
)
. (A.33)
Hence, arguing as in [26, Proof of Proposition 3.1(vi)] and using (v) and the weak lower semiconti-
nuity of G, we obtain uλ → u† as λ→ 0+.
Remark A.15 If Argmin
F
F ∩ domG 6= ∅, then S = ArgmindomG F = ArgminF F ∩ domG and
ArgminS G = ArgminArgmin
F
F G (see [4, Theorem 2.6] for related results).
The following proposition provides an estimate of the growth of the function λ 7→ ‖uλ‖ as λ→ 0+
when the condition ArgmindomG F 6= ∅ is possibly not satisfied.
Proposition A.16 Suppose that Assumption A.11 holds, that G is convex with modulus of total con-
vexity ψ, and that there exists u ∈ F such that Argmin
F
G ∩ dom F = {u}. Then
(∀λ ∈ R++) ‖uλ − u‖ 6 ψ(u, ·)♮
(
F (u)− inf F (domG) + ε(λ)
λ
)
. (A.34)
Proof. Let λ ∈ R++. Since F (uλ) + λG(uλ) 6 F (u) + λG(u) + ε(λ), we have
G(uλ)−G(u) 6 F (u)− F (uλ) + ε(λ)
λ
6
F (u)− inf F (domG) + ε(λ)
λ
. (A.35)
Hence, recalling (A.9) and noting that u ∈ Argmin
F
G ⇔ 0 ∈ ∂G(u), we obtain ψ(u, ‖uλ − u‖) 6
(F (u)− inf F (domG) + ε(λ))/λ and the claim follows.
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A.4 Concentration inequalities in Banach spaces
This section provides the Banach space valued versions of the classical Hoeffding inequality. The
proof is similar to those of [62, Theorem 6.14 and Corollary 6.15], which deal with the Hilbert
space case (see also [75]). A closely related result is [13, Corollary 2.2].
Theorem A.17 (Hoeffding’s inequality) Let (Ω,A,P) be a probability space and let B be a separable
real Banach space of Rademacher type q ∈ ]1, 2] with Rademacher constant Tq. Let (β, σ) ∈ R2++,
let n ∈ N r {0}, let (Ui)16i6n be a family of independent random variables from Ω to B satisfying
max16i6n ‖Ui‖ 6 β P-a.s., and let τ ∈ R++. Then the following hold:
P
[∥∥∥∥ 1n
n∑
i=1
(Ui − EPUi)
∥∥∥∥ > 4βTqn1−1/q + 2β
√
2τ
n
+
4τβ
3n
]
6 e−τ . (A.36)
Proof. For every i ∈ {1, . . . , n}, set Vi = Ui − EPUi, so that EPVi = 0, ‖Vi‖ 6 2β P -a.s., and
EP‖Vi‖q 6 (2β)q. Set σ = 2β. It follows from Jensen’s inequality and [45, Proposition 9.11] that(
EP
∥∥∥∥ n∑
i=1
Vi
∥∥∥∥)q 6 EP∥∥∥∥ n∑
i=1
Vi
∥∥∥∥q 6 (2Tq)q n∑
i=1
EP‖Vi‖q 6 (2Tq)qnσq. (A.37)
Hence EP
∥∥∑n
i=1 Vi
∥∥ 6 2Tqσn1/q. Now let t ∈ R+. Then
n∑
i=1
EP
(
et‖Vi‖ − 1− t‖Vi‖
)
=
n∑
i=1
+∞∑
m=2
tm
m!
EP‖Vi‖m−q‖Vi‖q 6 n
(
e2tβ − 1− 2tβ) (A.38)
and, using [62, Theorem 6.13] (see also [75, Theorem 3.3.1]), we obtain that, for every ε ∈ R++,
P
[∥∥∥∥ n∑
i=1
Vi
∥∥∥∥ > nε] 6 exp(− tεn+ 2tσTqn1/q + n(e2tβ − 1− 2tβ)) . (A.39)
For every ε ∈ R++ such that εn − 2Tqσn1/q > 0, the right-hand side of (A.39) reaches its minimum
at
t¯ =
1
2β
log(1 + α), where α =
(
εn− 2Tqσn1/q
)
/(2nβ) . (A.40)
Moreover, as in [62, Theorem 6.14], one gets
−t¯εn+ t¯(bqn)1/qσ + n
(
et¯β − 1− t¯β) 6 −3n
2
α2
α+ 3
. (A.41)
Now set
γ =
τ
3n
and ε =
2τβ
3n
(√
6/γ + 1 + 1
)
+
2Tqσ
n1−1/q
. (A.42)
Then εn− 2Tqσn1/q > 0 and (A.40) yield
α =
3γn
2τβ
(
ε− 2Tqσ
n1−1/q
)
= γ +
√
γ2 + 6γ, (A.43)
so that α2 = 2γ(α+3) = 2τ(α+3)/(3n). Thus, (A.39) and (A.41) yield P
[∥∥∑n
i=1 Vi
∥∥/n > ε] 6 e−τ .
From (A.42), substituting the expression of γ into that of ε, we obtain
ε =
√
8τβ2
n
+
4β2τ2
9n2
+
2τβ
3n
+
2Tqσ
n1−1/q
6
4τβ
3n
+ 2β
√
2τ
n
+
2Tqσ
n1−1/q
, (A.44)
and the statement follows.
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