Twentieth-century psychologists have been pessimistic about teaching reasoning, prevailing opinion suggesting that people may possess only domain-specific rules, rather than abstract rules; this would mean that training a rule in one domain would not produce generalization to other domains. Alternatively, it was thought that people might possess abstract rules (such as logical ones) but that these are induced developmentally through self-discovery methods and cannot be trained. Research suggests a much more optimistic view: even brief formal training in inferential rules may enhance their use for reasoning about everyday life events. Previous theorists may have been mistaken about trainability, in part because they misidentified the kind of rules that people use naturally.
features and relations. By taking this position of extreme domain specificity, Thorndike (9) was as pessimistic about training effects as previous thinkers had been optimistic.
Training the mind means the development of thousands of particular independent capacities.... The amount of identical elements in different mental functions and the amount of general influence from special training are much less than common opinion supposes.
Thorndike's work was enormously effective in destroying the theoretical rationale for the 19th-century curriculum, which consisted mostly of languages and mathematics and other subjects deemed useful for formal discipline and which largely excluded the natural sciences and other fields because of their emphasis on mere content. But Thorndike's work was really more effective than it should have been, inasmuch as it rarely dealt with reasoning per se. Instead, he studied transfer of training from tasks such as canceling letters in a written message to canceling parts of speech, and estimating areas of rectangles of one size and shape to estimating areas of rectangles of another size and shape. In more recent work in the problem-solving tradition, however, the same conclusion has been reached on the basis of tasks that most people would classify as reasoning tasks. For example, solution of the "Towers of Hanoi" problem (requiring people to move objects from one location to another while preserving size relations among the objects at every location at every point during the move) does not generalize to other, formally identical problems (10) .
The major psychologist to study reasoning in the period between Thorndike's work and the revolution in thought in the 1960s that saw the shift from a behaviorist viewpoint to an informationprocessing one was Piaget. Piaget, agreeing with the classical philosophers that everyday reasoning is governed by abstract rules, argued that much reasoning is hypothetico-deductive, handled for the most part by what he called "propositional operations" and by "formal operational schemes." The former are operations in deductive logic; the latter, methods whereby propositional operations are applied to reasoning situations that occur with great regularity in the environment. Formal operations include the probability scheme, an elaborate set of rules for applying probabilistic concepts to uncertain events, such as those produced by randomizing devices. In Piaget's view, both the propositional operations and the formal operational schemes develop in early adolescence. Before that, children possess only various concrete operations for solving problems, that is, problem-solving rules that are tied to particular content domains. Although Piaget argued that people use inferential rules, he insisted that teaching rules at a high level of abstraction was not possible and that teaching rules in several concrete domains could not accelerate their acquisition in an abstract form. He argued that learning of such rules was dependent on spontaneous cognitive development resulting from active self-discovery.
Piaget's views about both propositional and formal operations have been undermined by recent research (3). Piaget's view of propositional operations is cast into doubt because even adults accept invalid arguments when their world knowledge encourages it. For example, given, "All oak trees have acorns. This tree has acorns. Is it an oak?", many adults insist it must be. Defenders of Piaget point out that errors of this type may reflect only vagaries in the interpretation of the arguments, such as the addition or omission of premises due to implicit knowledge. Our knowledge of oaks and acorns, for example, may invite the assumption that only oaks have acorns. Thus, although the conclusion that the tree is an oak is fallacious according to formal logical principles (it is an instance of the fallacy of "affirming the consequent"), it is actually valid within the context of the invited assumptions.
Although it is reasonable to assume that people often do make 626 mistakes because of invited inferences, such interpretive mistakes cannot account for errors produced by college students on deductive reasoning problems in which arbitrary symbols and relations are used. The best known of these problems is Wason's selection task (11) . In this task subjects are informed that they will be shown cards that have numbers on one side and letters on the other, and are given a rule such as, "If a card has a vowel on one side, then it has an even number on the other." Subjects are then presented with four cards, which might show A, B, 4, and 7, and are asked to turn over only those cards that they have to in order to determine whether the rule holds. The correct answer in this example is to turn over the cards showing A and 7. The logical rule used in such problems is a conditional, "ifp then q," and the relevant cases are p (because ifp is the case it must be established that q is also the case) and not-q (because if it is not the case that q then it must be established that it is also not the case that p). It has been shown with a wide variety of subject populations that when people are presented with such problems with arbitrary relations and no clear semantic interpretation, only a small minority can produce the correct answer. In the face of evidence that people sometimes seem incapable of using formal logical principles, a view similar to Thorndike's extreme domain specificity has arisen. Since subjects can solve concrete problems in realistic contexts but often cannot solve arbitrary problems, the assertion is sometimes made that all reasoning takes place by domain-specific rules and that more abstract rules play no part in everyday reasoning (12).
Piaget's assertion that people use formal operational schemes such as the probability scheme comes from his work showing that even children can use intuitive versions of the laws of probability to predict the behavior of randomizing devices (13) . But the assumption that these rules generalize to everyday events has been buffeted by recent work, especially that of Kahneman and Tversky and others studying problem-solving heuristics (14, 15). These investigators have shown that for many inductive reasoning tasks that require statistical principles, such as the law of large numbers is that the base rate or regression principle, and the conjunction principle, people often fail to use such rules. For example, in one study (14) it was shown that subjects did not recognize that a deviant ratio of male to female births was more likely at a hospital with 15 births per day than at a hospital with 45 births per day.
In another study (14) subjects were told that 100 people, all of whom were either lawyers or engineers, had been interviewed by psychologists. The subjects were to read what they were told were thumbnail descriptions of the people written by psychologists and asked to guess whether each person described was a lawyer or an engineer. Some subjects were told that the sample of 100 consisted of 70 lawyers and 30 engineers and some were told that the sample consisted of 30 lawyers and 70 engineers. Subjects based their guesses as to occupation almost exclusively on the similarity of the description to their stereotypes for lawyer versus engineer and were little influenced by the frequency of engineers and lawyers in the sample. This was true even when the description was designed to be nondiagnostic with respect to occupation, that is, not suggestive either of an engineer or a lawyer. It should be noted that performance typically is not improved on such problems by various manipulations designed to encourage good work, including monetary incentives for correct answers. Such results have suggested to some that any statistical rules that people may have for the behavior of randomizing devices may not exist at a sufficiently general level to make contact with everyday life problems not involving such devices.
W~hether or not these rules exist at a general level, however, both Piaget and theorists who espouse a position of extreme domain specificity are in agreement that teaching abstract rules should be SCIENCE, VOL. 238 ineffective and that training in a given domain should produce little transfer to other domains. We attempt to show that this pessimistic view of the trainability of inferential rules is mistaken.
Teaching Statistical Reasoning
Our initial work on the use and trainability of inferential rules focused on a set of statistical rules that are derivable from the law of large numbers. We and our colleagues have found that people reason in accordance with the law of large numbers in a wide range of tasks and domains. For example, generalization often proceeds in accordance with the principle that larger samples are required when generalizing about populations that are more variable with respect to a given attribute than when generalizing about populations that are less variable (16).
We did, however, find substantial domain specificity of the use of the law of large numbers. There was a hierarchy of usage such that subjects were very likely to use the law of large numbers for reasoning about the behavior of randomizing devices, less likely to use it for reasoning about objectively measurable events such as athletic performance and job and academic achievement, and unlikely to use it for reasoning about subjective events such as judgments about a person's friendliness or honesty (17) . For example, subjects understood that a small sample of a slot machine's behavior is a poor guide to its behavior in general. They were less likely to apply the law of large numbers to a small sample of an athlete's behavior (for example, to assume that performance at a tryout might not be typical of general ability) and still less likely to apply the law of large numbers to social behavior (for example, to assume that friendliness expressed over a brief time period might not be typical of a person's friendliness in general).
It seems to us that subjects' failure to use the law of large numbers reflects not so much the lack of a general rule, but rather the difficulty of seeing its applicability to events of various kinds. Randomizing devices are by definition those whose behavior cannot be understood by application of causal laws; thus causal laws and other rules do not seriously compete with statistical rules for the "right" to analyze the problem. Objectively measurable events such as sports contests and various achievements normally are understood by the use of various rules about causality, but such events are also sufficiently "codable" (often using literally numerical codes) that people can apply a formal rule such as the law of large numbers. But for purely subjective events, it can be difficult to define the appropriate units for events or to code them on the same scale. One implication of the codability interpretation of domain specificity is that manipulations of the codability of events would be expected to affect people's ability to apply the law of large numbers. And in fact, Nisbett et al. (15) found that when they made it easier to code events in problems in such a way that their inherent uncertainty was made more apparent, or simply when the events were made easier to compare by suggesting a unit of comparison, a higher proportion of subjects applied the law of large numbers to the problems.
Another finding consistent with the view that people actually possess an abstract version of the law of large numbers is that subjects often justified their statistical answers, across problems having widely varying content, by invoking quite abstract versions 30 OCTOBER 1987 of the law of large numbers. This fact demonstrates that people do understand the rule in the abstract and that they know how to describe correctly how it can be mapped onto a solution for a given problem.
One way of providing evidence that people can use purely abstract rule systems would be to teach the rule system in order to see if people can apply it to a wide range of events for which it is applicable. Two different means of teaching would be persuasive on this point: (i) brief formal instruction in the abstract rule system and (ii) brief instruction in use of the rule system in a single domain. If purely formal instruction is effective across a wide variety of content domains, this would suggest a preexisting rule system and an ability to apply improvements to it to many domains. If training in a given domain generalizes substantially to other domains, this would suggest a substantial ability to abstract the rule, or rather, improvements to it, from particular content and would further imply a preexisting ability to apply uninstructed versions of the rule to a broad range of content.
We have examined the effects of teaching the law of large numbers both in the abstract and with examples drawn from a given broad domain (18) . Abstract instruction in the law of large numbers consisted of defining the notions of sample, population, and parameter, and illustrating that as sample size increases, the sample usually resembles the population more closely. Training on examples consisted of showing how to use the law of large numbers to solve a number of problems. In one problem, subjects read about the director of a ballet company who uses an audition to select new dancers. "Usually we're extremely excited about the potential of two or three of these young people-a young woman who does a brilliant series of turns or a young man who does several leaps that make you hold your breath. Unfortunately, most of these young people turn out to be only somewhat better than the rest. I believe many of these extraordinarily talented young people are frightened of success." Subjects were invited to appreciate the relevance of the law of large numbers to the problem in addition to the director's exclusively causal view: they were encouraged to think of each ballet dancer as possessing a population of ballet movements and to think of the audition as providing samples of that population; then since the sample is relatively small, the population value might well be different, especially when the sample value is quite extreme. (The measure in this case was simply the director's evaluation of each individual movement.) Examples were drawn exclusively from one of the following broadly defined domains-(i) manifestly probabilistic problems such as those involving random generating devices (for example, a problem in which the first few cards drawn from a shuffled deck in a board game are all from a particular category and subjects must realize that such a small sample result may not be indicative of the overall proportion in the category), (ii) objectively measurable events such as those involving achievements of some kind (for example, a problem about whether the performance of graduates of a particular law school in general could be safely estimated on the basis of the performance of just two particular graduates), or (iii) subjective judgments such as those assessing someone's sense of humor or kindness (for example, a problem in which the subjects must realize that a first impression of a person might not be a good indication of that individual's personality, at least not in comparison to impressions reached after a longer acquaintance).
Some subjects received no training at all, some received abstract rule training only, some examples training only, and some received both rule and examples training (19) . Each of the two separate training procedures took less than 30 minutes. All subjects were then tested on their ability to apply the law of large numbers to a variety of problems in all three domains. Subjects in one variant of ARTICLES 627 the experiment were University of Michigan students; subjects in another variant were New Jersey homemakers, most with secondary education only, who were paid for their participation. Results from the two variants were entirely comparable and are reported together.
Subjects' open-ended answers to the test problems were coded and two dependent variables were created. "Frequency" was defined as the overall probability that a subject responded to a test problem by incorporating statistical concepts such as sample size, variability, or uncertainty, without regard to whether the subject used these concepts properly. "Quality" was defined as the conditional probability that a subject gave a "good statistical answer," that is, one in which the subject had made appropriate use of statistical principles, identifying the metric, the sample, the population, and their correct relation to one another.
Three results support the view that people possess an abstract version of the law of large numbers and that improvements to it can transfer to a wide range of problem content. First, purely abstract rule training produced improvement in both the frequency and the quality of statistical answers. Second, the abstract rule training effect was substantial across all three problem domains: training improved statistical reasoning for problems that people rarely think of in terms of probability just as much as it did for problems that people almost always think of in probabilistic terms. On average, rule training increased the percentage of statistical answers from 42 to 56 and increased the percentage of statistical answers judged by coders to be of high quality from 54 to 67 (20) . Third, training on examples readily generalized to domains very different from the trained domain. Indeed, generalization across domains was literally as great as generalization within domains. This seems hard to explain without assuming that instruction in the particular examples served to improve the abstract rule system underlying solution of all problems.
A follow-up study with Northwestern University students examined the effect of "examples" training with narrower domains (21). Subjects were taught how to apply the law of large numbers either to a variety of sports problems or to a variety of problems having to do with ability testing. For example, in the sports training condition, subjects were asked to explain the fact that, after the first 2 weeks of the major league baseball season, the top batter typically has an average as high as .450, yet no batter has ever had as high an average as that at the end of the season. After subjects had tried their hands at the problem (usually providing exclusively causal, though not necessarily wrong, answers such as "the pitchers make the necessary adjustments"), they were shown the investigators' analysis which pointed out that, whatever causal factors might be involved, it is also relevant to note that 2 weeks provides a relatively small sample of a batter's ability and that batting averages that are highly discrepant from the average should therefore be more common than they are with a large sample.
Subjects' performance was then examined either in the trained domain or in the untrained domain, either immediately or after a delay of 2 weeks. Figure 1 presents the statistical reasoning score, that is, the average quality of the answer for each of five different problems. The remarkable domain independence of training effects is evident for subjects tested immediately. There was no significant advantage to being trained in a given domain: performance was as good for the untrained domain as for the trained domain. After a delay, there was a substantial degree of domain specificity. Even then, however, there remained a significantly greater ability to apply the rule across domains after the delay than without any training at all.
It should be noted that the full degree of improvement initially observed in the trained domain is still observed after 2 weeks. It is unlikely either that the full retention of training within a domain or 628 the improved performance across domains is due to retention of problem details and consequent mapping of details from the example problems to the new test problems by construction of analogies. In separate studies (21), it was found that ability to spontaneously recall details, or even the gist of the training examples, was extremely low after 2 weeks. We suspect that subjects learned improvements to the abstract rule system initially, as well as some specific abilities to apply the rule system to a particular content domain. After a delay, the increments to both general and specific rules were fully retained, and thus performance on the trained domain was as high as it was initially. Only the increments to general rules could be passed along directly to the untrained domain, and thus performance in the untrained domain was poorer after a delay-though nevertheless better than in the absence of training.
Teaching Logical Reasoning
Since highly abstract statistical rules can be taught in such a way that they can be applied to a great range of everyday life events, is the same true of the even more abstract rules of deductive logic? We can report no evidence indicating that this is true, and we can provide some evidence indicating that it is not.
A purely syntactic rule system provides no information about which inferences among infinitely many valid inferences are usefuil. For example, given the statement, "If a burglar is breaking into one's house, then one should call the police," it is valid though hardly useful to infer, "If it's not the case that one should call the police, then a burglar is not breaking into one's house." In our view, when people reason in accordance with the rules of formal logic, they normally do so by using pragmatic reasoning schemas that happen to map onto the solutions provided by logic.
One type of pragmatic reasoning schema that could mimic the logic of the conditional is the "causal schema" identified by Kelley (5). He proposed that, when making causal attributions, people sometimes rely on very abstract rules about the kind of relations that obtain when the particular type of causality in question is of the necessary sort, the sufficient sort, or neither. We have found support for Kelley's contention. For example, people use different procedures for establishing whether a causal hypothesis is true depending on whether they assume that the type of causality they are examining is necessary and sufficient, necessary but not sufficient, sufficient but not necessary, or neither necessary nor sufficient (22) . The checking procedure for one of the causal schemas is identical to that for the conditional, namely, the sufficient but not necessary type of cause. To falsify such a hypothesis, one may either establish that the effect q is not present when the putative cause p is present, or establish that the cause p is present when the effect is not. The checking procedures for one of the other causal schemas, namely, the necessary and sufficient schema, are the same as those for the biconditional.
Another type of pragmatic reasoning schema is what might be called the contractual schema. The concept of a permission establishes that one will not be allowed to do actionp unless permission q has been obtained. The concept of an obligation establishes that if situation p occurs then one is obliged to do action q. As it happens, the procedures for checking whether an infraction of a permission or obligation has occurred are the same as those for checking whether the conditional obtains. For example, one must establish that q has occurred (permission has been obtained) when one finds that action p has been carried out, and one must establish that action p has not been carried out when one knows that q (permission) has not occurred.
If people actually make use of schemas such as those for permis- Several studies indicate that this is true (23). For example, many subjects who were given no context were unable to solve a simple conditional problem about deplaning airport passengers who were required to show a form. They were required to check whether the rule, "If the form says 'entering' on one side, then the other side includes cholera among the list of diseases," was violated by different instances. Almost all subjects readily solved the problem, however, when they were provided with a "permission" rationale, to wit, they were told that the form listed diseases for which the passenger had been inoculated, and a cholera inoculation was required to protect the entering passengers from the disease. Another study examined the effects of training in the logic of the conditional on subjects' ability to solve both arbitrary conditional problems and problems evoking permission and obligation schemas (24) . Neither abstract rule training nor examples training showing how to use the conditional for solving particular concrete problems was effective. It is not the case that the training procedures were inherently useless, however, because when subjects were given both of the training procedures, this resulted in a very significant improvement in their performance. This is in sharp contrast to the statistical training studies, where both abstract rule training and examples training were effective alone. We believe that abstract logical training by itself was ineffective because the subjects had no preexisting logical rules corresponding to the conditional. (Or, more cautiously, any such rules are relatively weak and not likely to be applied in meaningful contexts.) Showing subjects how to use the rule to solve example problems was ineffective for the same reason. It was only when subjects were given both types of training that they could make use of either. The training procedures and problems used were far from exhaustive of reasonable approaches to teaching the conditional, but the results suggest that it may be difficult to teach logical rules by the straightforward techniques used to teach what we call pragmatic inferential rules.
In marked contrast to the effects of teaching abstract logical rules, training in the obligation schema was highly effective in improving performance both on problems that were suggestive of the obligation rule and on arbitrary problems that could be mapped onto it. We believe that this is the case because the obligation-based training could be attached to a preexisting knowledge structure whereas the purely syntactic training could not.
Our work suggests that the formal discipline view may well be correct in essence, but that it has misidentified the knowledge structures that underlie reasoning about everyday life events. There are abstract rules, and these can be trained abstractly. The rules may not be those of formal logic, however, but instead may be pragmatic inferential rules having to do with particular types of relationships and inferential goals. These structures are more specific than logical 30 OCTOBER 1987 rules, but they are abstract in that they are not bound to any content domain.
Implications for Higher Education
It appears that inferential rules can be taught in the laboratory, and taught in such a way that they are reasonably enduring. Does higher education serve to teach these inferential rules in the same way, with similar or even greater durability? The answer appears to be yes, for both statistical rules and pragmatic reasoning schemas such as causal schemas and contractual schemas.
Teaching statistics. Fong et al. (18) examined the effects of differing amounts of statistical education on answers to a problem asking subjects to explain why a traveling saleswoman is typically disappointed on repeat visits to a restaurant where she experienced a truly outstanding meal on her first visit. Subjects who had no background in statistics almost always answered this problem with exclusively nonstatistical, causal answers such as "maybe the chefs change a lot" or "her expectations were so high that the food couldn't live up to them." Subjects who had taken one statistics course gave answers that included statistical considerations, such as "very few restaurants have only excellent meals, odds are she was just lucky the first time," about 20 percent of the time. Beginning graduate students in psychology, who had taken one to three courses in statistics, gave statistical answers about 40 percent of the time. Doctoral-level scientists at a research institution gave statistical answers about 80 percent of the time. (Though we do not wish to create the impression that these scientists would necessarily think in statistical terms so often in real life contexts! In this case, performance in the laboratory undoubtedly outstrips competence in the world.) Training affected the quality of statistical answers as much as it did their frequency. Subjects with but one statistics course rarely gave an answer that did much more than just point to the chance nature of the quality of any one meal; subjects with many courses often defined meals as the sampling unit, defined the population as all possible meals in the restaurant, invoked the notion of variability in meal quality within a restaurant, and so on.
The study just described was correlational. Another study of higher education by Fong et al. (18) was experimental, and replicated the effects. They conducted a telephone survey of opinions about sports. The subjects were males who were enrolled in an introductory statistics course at the University of Michigan. Some subjects were randomly selected and "surveyed" during the first 2 weeks of the term, the others at or near the end of the term. In addition to filler questions on National Collegiate Athletic Association rules and National Basketball Association salaries, subjects were asked questions for which a statistical approach was relevant. For example, subjects were asked to explain why the rookie of the year in baseball usually does not perform as well in his second year. Most subjects answered this question in a purely nonstatistical way, invoking causal notions such as "too much press attention" and "slacking off." Some subjects answered the question in a partly or completely statistical way, for example, "there are bound to be some rookies who have an exceptional season; it may not be due to any great talent advantage that one guy has over some of the others-he just got a particularly good year." The statistics course markedly increased the frequency and quality of statistical answers to this question and to two of four other questions that were asked.
Teaching logic. If it is correct that systems offormal deductive logic are alien and hard to teach, then one might expect that even an entire course in formal logic would have little effect on students' ability to deal with problems that can be solved by the use of the conditional or biconditional. To test this, Cheng et a!. (24) Effs ofgraduate training. Graduate programs provide an excellent opportunity to examine the effects of intensive training in particular types of inferential rules. Different fields emphasize different rule systems, and, unlike undergraduate school, where students are exposed to many different disciplines, the narrow focus of graduate programs might make it possible to show distinct patterns of inferential gains.
Lehman, Lempert, and Nisbett (25) studied the effects of 2 years of graduate education in four different fields in which inferential rules are taught that are extensions of the naturally induced pragmatic rules we have identified. Graduate students in these fields were tested on several different kinds of inferential skills: (i) statistical reasoning about both scientific content (such as statistically flawed studies in the natural and social sciences) and everyday life content (such as the sports or restaurant meal problems described above), (ii) methodological reasoning dealing with different types of confounded variable problems, for example, self-selection problems (26), sample bias problems,' and inferential uses of control groups (27), for both scientific content and everyday life content, and (iii) 630 ability to solve both arbitrary and meaningful problems involving the conditional and biconditional. Four fields at the University of Michigan were examined-psychology, medicine, law, and chemistry. Two different studies were conducted, one with a cross-sectional design (that is, first-year students in each field were compared with third-year students) and one with a longitudinal design (that is, firstyear students in each field were tested and, after 2 years of training, tested again). The expectations were that training in the probabilistic sciences of psychology and medicine would result in an enhanced ability to apply statistical and methodological rules to both scientific content and everyday life problems. In addition, because psychology and medicine must deal with all kinds of causal patterns involving necessity and sufficiency, it was expected that training in these fields would also improve ability to solve conditional and biconditional problems. The field of chemistry, dealing as it does primarily with necessary and deterministic causes, was expected to produce little improvement in ability to apply rules for dealing with uncertainty or with the conditional. It was also expected that training in law would produce little improvement in ability to apply rules for dealing with uncertainty. Training in law, however, was expected to produce improvements in the ability to reason about problems that could be solved either by use of the conditional or by use of the biconditional. This is because law students are taught about contractual relations.
Initial differences among the three groups were very slight for all types of reasoning studied. Figure 2 shows that the effects of 2 years of training conformed closely to the pattern just described. The effects of training on ability to use statistical rules and confounded variable rules were marked, for both psychology and medical students, both for scientific problems and for everyday life problems. (The effects for both types of rules were almost identical and results were combined in Fig. 2 .) The change for psychology students was particularly great, resulting in approximately an 80 percent increase in ability to apply both types of rules for both studies. The change for medical students was also statistically significant for both studies. Neither law students nor chemistry students improved in reasoning using either statistical rules or confounded variable rules, for either type of content, when studied by either type of design.
For problems involving the logic of the conditional, it may be seen in Fig. 3 that psychology, medicine, and the law were all effective, and about equally so, producing about a 30 percent improvement. Changes for the cross-sectional study were not statistically significant, whereas all changes for the more sensitive longitudinal study were. Chemistry training had no effect on conditional problems in either study.
To increase generalizability, the cross-sectional version of the study was replicated at the University of California at Los Angeles for psychology and chemistry students. The results were similar. Chemistry students showed no gain for statistical or methodological problems or for conditional problems. Psychology students improved in all three.
The Future of Formal Discipline
Taken together, the results of our studies suggest that the effects of higher education on the rules underlying reasoning may be very marked. In fact, the effects may be marked enough to justify the teaching of some rule systems invoking precisely the principles of formal training and general transfer that have long been invoked for logic, grammar, and other formal systems.
Our results also suggest that contrary to the pre-2Oth-century view of formal discipline, higher education does not train the mind as physical exercise trains the muscles. For example, although law
