Abstract-LFSR reseeding forms the basis for many test compression solutions. A seed can be computed for each test cube by solving a system of linear equations based on the feedback polynomial of the LFSR. Despite the availability of numerous LFSR-reseeding-based compression methods in the literature, relatively little is known about the effectiveness of these seeds for unmodeled defects. We use the recently proposed output deviation measure of the resulting patterns as a metric to select appropriate LFSR seeds. Experimental results are reported using test patterns for stuck-at faults derived from selected seeds. These patterns achieve higher coverage for stuck-open and transition faults than patterns obtained using other methods.
I. INTRODUCTION
A number of fault models such as stuck-at, transition delay, and shorts/opens are typically used today to get high defect coverage [1] . As a result, the test data volumes for today's integrated circuits are prohibitively high. For example, the test data volume for transition-delay faults is 2-5 times higher than that for stuckat faults [2] , and test patterns for such sequence-and timingdependent faults are more important for newer technologies [3] . Moreover, due to shrinking process technologies, the physical limits of photolithographic processing, and new materials such as copper interconnects, many new types of manufacturing defects cannot be accurately modeled using known fault models [4] . Although efficient methods exist today for fault-model-oriented test generation [5] , [6] , there is a lack of understanding on how best to combine the test sets thus obtained, i.e., derive the most effective union of the individual test sets, without increasing the test data volume excessively by simply using all the patterns for each fault model. As a result, the 2005 ITRS document predicts that the test data volume and test application time for integrated circuits will be as much as thirty times larger in 2010 than it is today [7] . Test compression is therefore essential to reduce the test data volume and testing time.
A category of test compression techniques rely on the use of a linear decompressor such as an LFSR or an XOR network. These methods exploit the fact that test cubes for modeled faults in full-scan circuits contain very few specified (care) bits; a test cube with many don't-care bits can be easily generated using an LFSR with a compact seed or by using a simple XOR "expander" network. Such compression techniques have been implemented in commercial tools such as TestKompress [8] .
LFSR reseeding has long been recognized as an efficient test compression technique [9] . A test cube, whose length equals the number of controllable inputs (primary inputs and scan cells) in the circuit, can be encoded with high probability into a compact seed of typical length S max + 20, where S max equals the number of specified bits in the test cube [9] . A seed can be computed for each test cube by solving a system of linear equations based on the feedback polynomial of the LFSR. The solution space for the system of linear equations is quite large, especially for test cubes with few specified bits. For example, if the LFSR has n stages and the number of care bits in the test cube is m, the number of solutions is at least 2 n−m . All patterns derived from the possible solutions (LFSR seeds) cover the original test cube. However, these patterns differ from each other in their ability to detect unmodeled defects. Therefore, it is important to select LFSR seeds that can be used to target a larger number of defects.
The choice of LFSR seeds for compression methods are either random, e.g. as an outcome of Gauss-Jordan Elimination [10] , or designed for better seed compression [11] . To enhance the effectiveness of LFSR reseeding for unmodeled defects, new techniques are needed for pattern modeling and seed selection. This paper uses the "output deviation" [12] as a surrogate coverage-metric for pattern grading for LFSR reseeding. A flexible, but general, probabilistic fault model [13] is used to generate a probability map for the circuit, which can subsequently be used for LFSR seed selection. Seeds for the LFSR are selected for a precomputed set of test cubes to ensure that the resulting test patterns provide high output deviations. We show that such patterns provide high coverage for different fault models.
It has been shown that n-detection test sets, where each stuckat fault is targeted by n > 1 different patterns, are effective for detecting unmodeled defects [14] . As n increases, the defect coverage usually improves compared with other test generation methods. Therefore, in this paper, we choose n-detect test cubes as inputs to the LFSR-encoding procedure, and use the proposed seed selection technique to select effective seeds.
The remainder of this paper is organized as follows. Sections II provides an overview of the probabilistic fault model and the theory of output deviations. Section III presents the proposed seed selection procedure. The design of experiments and experimental results are reported in Section IV. Section V concludes the paper and outlines directions for future work.
II. PROBABILISTIC FAULT MODEL & OUTPUT DEVIATIONS
The confidence level (CL) of a single-output gate encompasses all the different input combinations of the gate, and for a given input combination, it provides the probability that the gate output is correct for the corresponding input combination. The probability that a gate output is correct can be different for the various input combinations [12] , [13] .
The confidence level R i of a gate G i with m inputs and a single output is a vector with 2 m components, defined as: component of R i denotes the probability that the gate output is correct for the corresponding input combination. We associate signal probabilities p i,0 and p i,1 with each line i, where p i,0 and p i,1 are the probabilities for line i to be at logic 0 and 1, respectively. To reduce the amount of computation, signal correlations due to reconvergent fanout are not considered.
Let i be the output of a two-input gate G, and let j and k be its input lines. If G is a NAND gate, we have:
Likewise, the signal probabilities can be easily computed for other gate types. Figure 1 shows a circuit consisting of three gates G 1 , G 2 , and G 3 with different CLs. Table I lists the signal probabilities for three different input vectors. The fault-free values at the output z are also listed in the first column of Table I .
For any logic gate (or primary output) g in a circuit, let its faultfree output value for any given input pattern t j be d, d ∈ {0, 1}. The output deviation ∆ g,j of g for input pattern t j is defined as p g,d , where d is the complement of d. Intuitively, the deviation for an input pattern is a measure of the likelihood that the gate output is incorrect for that input pattern. The output deviations for the three patterns in Table I are highlighted. Output deviations can be determined without explicit fault grading, hence the computation is feasible for large circuits and large test sets.
We use the following arbitrarily chosen set of CLs for our experiments. These vectors are defined separately for each gate type. For example, for a 2-input NAND gate, we use (1) low CL: (10) , 0.7 (11) ), and (2) high CL: (10) , 0.85 (11) ). These CLs are chosen to reflect the fact that, when both inputs are noncontrolling, the probability for the gate to produce the correct output is lower than for other input combinations. Since both sets of CLs yield similar results, we only report results obtained using the "high CL" values.
The output deviation metric was used in [12] to select effective test patterns from a large repository n-detect test set. Test selection is important for time-constrained and wafer-sort environments that have strict budgets on test data volume and test time. If highly effective test patterns are applied first, defective chips will fail earlier, reducing test application time in an abort-atfirst-fail environment. Experimental results in [12] show that for the same test length, test patterns selected using output deviations are consistently more effective than patterns selected using other methods, in terms of the coverage for resistive shorts, wired- AND/OR bridging faults, and gate exhaustive metrics [15] .
III. SEED SELECTION
Given the scan chain architecture for the circuit under test, LFSR feedback polynomial, and phase shifter (if any), the operation of the LFSR and phase shifter can be symbolically simulated to determine a system of linear equations for each test cube. The resulting system of linear equations has the form A y = z, where A is a matrix that can be derived from the LFSR feedback polynomial and the phase shifter, z is a column vector corresponding to the specified bits in the test cube, and the solution for the vector y is the seed. Fig. 2 shows an external-XOR LFSR [1] with the feedback polynomial x 5 + x 3 + x + 1, and a 1-stage phase shifter. The state of the LFSR can be represented using a vector S = (s 1 , s 2 , . . . , s N ) t , where N is the size of the LFSR and s 1 (s N ) corresponds to the leftmost (rightmost) stage. The j-th state of the LFSR is derived recursively as S j = H S j−1 , j = 1, 2, . . ., where H is the state transition matrix for the LFSR.
The j-th output of the 1-stage phase shifter shown in Fig. 2 can be represented as
Vector P represents the operation of the phase shifter. If stage j of the LFSR is connected to the XOR gate, the j-th row in P is set to '1'. For the phase shifter in Fig. 2 , we have P = (10100) t . For example, the second output of the phase shifter is
For the test cube 101xxxxx (the leftmost bit '1' is loaded into the first scan cell that is next to the scan out pin), we can obtain a system of linear equations as shown in Fig. 3(a) . Gauss-Jordan Elimination [10] can be used to transform a set of columns in A into an identity matrix (these columns are referred to as pivots) while the remaining columns are free-variables, as shown in Fig.  3(b) . The set of solutions for the pivots can be represented as a linear combination of the free-variables, as shown in Fig. 3(c) . To obtain multiple seeds for each test cube, we first make random assignments to free-variables and then compute pivots.
The high-level flow of LFSR seed selection is shown in Fig. 4(a) . Given a set of test cubes T , we generate N s seeds for 
each test cube (Lines 2-6). Each seed is expanded into a fullyspecified test pattern (Line 4)
. All seeds and their corresponding patterns are stored in two sets, S and V respectively. In Line 8, test patterns in V are sorted and a new sorted test set V is obtained. To obtain a seed set, in Lines 9-13, we sequentially select the top most pattern in V and its corresponding seed. Once a test pattern is selected (Line 10), all other test patterns that are derived from the same test cube in Line 4 are removed from V (Line 12). Procedure 1 in Fig. 4(a) is generic. A different sort method in Procedure Sort Pattern leads to a different seed set.
In this paper, we use output deviation as a metric for seed selection, i.e., test patterns in V are sorted according to their output deviations, such that test patterns with high deviations can be selected earlier than test patterns with low deviations. As shown in Fig. 4(b) , for each primary output (PO), all test patterns in T are sorted in descending order based on their output deviations. The result is stored in a matrix X with M columns and |T | rows, where M is the number of POs (Line 1). The element in the i-th row and the j-th column of X is the test pattern that has the i-th highest output deviation at the j-th PO. Fig. 5 illustrates this sorting procedure. From matrix X, a new ordered test set T can be obtained. For the example in Fig. 5 , the resulting sorted test set is T = {t 1 , t 3 , t 5 , t 2 , t 4 , t 6 }.
To evaluate the effectiveness of a set of seeds for defect screening, we consider the fault coverage obtained using the test patterns that are derived from the seeds for different fault models, including stuck-at faults, stuck-open faults, and transition faults. To detect sequence-dependent transition and stuck-open faults, we use the launch-on-shift (LOS) and launch-on-capture (LOC) schemes to apply a test pattern pair (p 1 , p 2 ) to the CUT. These methods are also referred to as skewed-load and broadside testing [1] , respectively. Fig. 6 provides an example. Given a test cube from the n-detect test set, a seed is computed and a test pattern p 0 is derived from the seed.
In the LOS scheme, p 2 is obtained by shifting p 1 one clock cycle. Since errors are captured by p 2 , we should apply the ndetect test cubes as the second test pattern for improved fault coverage, and use p 2 for seed selection. Hence, as shown in Fig. 6(b) , p 1 is obtained by shifting the first L − 1 bits of p 0 (L is the length of the scan chain), and p 2 is identical to p 0 . In the LOC scheme, as shown in Fig. 6 (c), p 2 is obtained by capturing the responses of p 1 , and p 1 is identical to p 0 .
For the LOS scheme, output deviations are computed directly using the test patterns in V (Fig. 4(a) , Line 8) . The resulting seed set is referred to as S dev1 . For the LOC scheme, we first obtain the responses of the patterns in V , and then compute output deviations using these responses. We also assume that the combinational primary inputs remain unchanged for p 1 and p 2 . The resulting seed set is referred to as S dev2 .
For comparison purposes, we also generate three other seed sets, referred to as S rand , S greedy , and S comp . S rand is obtained by randomly generating one seed for each test cube. S greedy is generated by sorting test patterns in V by the number of hard stuck-at faults that they detect. Hard faults are ones that are not detected by a predefined number (ranging from 128 to 256 for the different benchmarks) of pseudo-random patterns. The detection count is obtained using fault simulation without fault dropping.
S comp is used as a baseline to evaluate the impact on storage requirement for the deviation-based seed selection method. In [11] , a Huffman-encoding-based compression method is proposed. The LFSR is divided into multiple blocks, with each block having k stages (the last block may have less stages if the k cannot divide the LFSR size N ). Consequently, each N -bit LFSR seed is divided into multiple k-bit segments. Each segment can be viewed as a k-bit symbol and these symbols are compressed using Huffman encoding. To improve the encoding efficiency, when generating seeds for S comp , the system of linear equations is solved to ensure that the most significant bits of the symbols are biased toward 0. Hence, seeds in S comp have more "0" bits than seeds in other seed sets, which may result in lower defect coverage. To evaluate the impact of the seed-selection method on the effectiveness of seed compression, we used the method from [11] to compress S dev1 , S dev2 , and S comp .
IV. EXPERIMENTAL RESULTS
In this section, we evaluate the effectiveness of the proposed seed-selection procedure for the ISCAS-89 circuits. For each benchmark, we first obtain an n-detect set of test cubes as described in Figure 1 of [16] . During the ATPG process, after a new set of test cubes is generated, the ATPG tool randomly fills don't-cares in these test cubes and performs fault simulation to drop faults that are fortuitously detected by these patterns and have been detected n times. Next, a procedure called Xize is invoked to identify as many bits as possible that can be relaxed to don't-cares without any loss of n-detect fault coverage. Due to space limits, we only report results obtained with n = 5.
From the n-detect test cubes, the seed sets described in Section III are generated. For each circuit, four cases are considered corresponding to four fault models: (1) stuck-at faults; (2) stuckopen faults detected using the LOS scheme; (3) transition faults detected using the LOS scheme; (4) transition faults detected using the LOC scheme. The fault coverage for these fault models are obtained using patterns derived from the different seed sets.
The LOC transition fault simulator assumes two constraints: (1) primary inputs remain unchanged during the two capture cycles, and (2) primary outputs are not probed to detect faults. This is because for at-speed testing, low-speed testers usually cannot drive or probe pins at the functional frequency, which is much faster than the test frequency. The LOS fault simulators do not assume these constraints. We use LOS and LOC fault simulators, and an ATPG tool from industry, as provided by our partners.
Figures 7-8 show the fault coverage obtained for various test lengths for different fault models for several ISCAS-89 circuits.
For stuck-open and transition faults, the deviation-based approach appears to be the most promising. The seeds selected using the proposed approach provide higher defect coverage with a smaller number of patterns. For stuck-at faults, the results for the various methods are comparable. This is expected because the precomputed test sets are tailored for stuck-at coverage.
It can be seen from Cases 2 and 3 that, as the number of test patterns applied to the CUT increases, the difference in the fault coverage for the different seed sets decreases, i.e., the fault coverage tends to converge to a maximum level. This is because, by first applying test patterns derived from effective LFSR seeds, we can cover most easy-to-detect stuck-open and transition faults using the first few test patterns (40%-50% for most benchmark circuits). In Case 4, the fault coverage for the complete set of patterns is relatively low, because the second test pattern p 2 is not directly generated by the n-detect ATPG tool. These observations suggest that, in order to obtain high defect coverage with a small number of test patterns, we should only apply a subset of the n-detect test patterns (with seeds determined using output deviations) and then add top-off ATPG patterns targeting the remaining hard-to-detect faults. The high coverage provided by a small number of high-deviation patterns (for different fault models) leads to a reduction in the test data volume that is required to predict high defect coverage.
Finally, we compare the storage requirement for S dev1 (S dev2 ) and S comp , as shown in Table II . The compression results for S dev2 and S dev1 are identical for all the benchmark circuits. In Table II , columns named "Vol." denote the resulting seed volume in bits after compression, and columns named "Comp%" indicate the corresponding compression percentage relative to the set of seeds. As can be seen, the test data volume for the proposed deviation-based seed selection technique is only slightly higher than the test data volume for [11] , while achieving significantly higher defect coverage. It is also noteworthy that the seed volume reported in Table II only includes the seed data stored on the tester. For large industrial designs, the area overhead of the onchip Huffman decoder may be prohibitively large, rendering the compression scheme of [11] infeasible.
V. CONCLUSIONS
We have proposed the use of output deviations as a metric to select effective LFSR seeds. These seeds lead to high-deviation patterns, which provide high defect coverage than patterns derived from other seeds. We have also shown that the patterns generated using the proposed method have negligible impact on test data volume. To evaluate defect coverage, we have determined the coverage of stuck-open and transition faults provided by a set of n-detect stuck-at patterns. In ongoing work, we are studying the problem of selecting LFSR polynomials to increase the defect coverage. 
