It is a well known but puzzling result that zones within star formation regions sometimes show molecular hydrogen emission at very high (∼100 km s −1 ) velocities. These kinds of observations are somewhat difficult to explain because non-magnetized, J-type shock waves of velocities above ∼20 km s −1 mostly dissociate the molecules present in the preshock medium, and therefore produce almost no H 2 emission. We quantify this result by presenting models of steady shock waves moving into a molecular environment, which show that the H 2 molecules are indeed dissociated in the immediate postshock region for higher shock velocities. We argue that the total destruction of molecules by high-velocity shocks is a direct result of the assumption of an instantaneous 'turning on' of the flow that is generally done in computing shock models. We present models in which a shock wave gradually accelerates over a period of ∼1000 yr as would be expected, for example, from the 'turning on' of an outflow from a young star. We find that such shock waves are indeed able to accelerate significant masses of molecular material to velocities of ∼100 km s −1 , and are a plausible explanation for widely observed high-velocity H 2 emission.
measurements (Noriega-Crespo et al. 1997 ) at infrared wavelengths. These results appear to indicate that the atomic/ionic and the molecular emission come from basically the same shock structures, even though the shocks producing the optical emission should in fact not be producing a substantial amount of H 2 emission.
The two solutions that have been proposed for this problem are that the H 2 emission could be produced in the magnetic precursor of a J-shock (Hartigan et al. 1989) or in a high-velocity C-shock (Smith & Brand 1990) . However, these two options are partially problematic because they require a very-low preionization fraction (for the existence of a magnetic precursor) or a quite-high magnetic field (for a C-shock transition to occur at high velocities).
In the present paper we discuss a third option for explaining the high-velocity H 2 emission associated with the heads of HH jets. We propose that the observed HH objects are the result of the interaction between a slowly-accelerating outflow and the surrounding, molecular environment. Such an accelerating outflow will have a bow shock with a shock velocity that monotonically increases as a function of time. A similar idea has been applied to wind-driven bubbles by Hartquist & Dyson (1989) , in whose model the shock acceleration results from changes in the density of the ambient medium.
An accelerating shock will have an early, non-dissociative regime (in the time period during which the shock velocity is <20 km s −1 or so), in which the shocked environmental gas is compressed into C 2002 RAS a dense, molecular layer. At later times (when the shock velocity is >20 km s −1 ), the total mass of the molecular layer remains approximately constant (as the new material entering through the shock is no longer molecular), but is accelerated to velocities close to the instantaneous velocity of the shock wave. This high-velocity molecular layer will then slowly leak away from the working surface of the jet, producing an H 2 emitting region within the head of the jet.
We explore the formation of high-velocity molecular layers with 1D models of accelerating, non-magnetized shocks (Sections 2 and 3). We then discuss the dynamical properties of such a molecular layer when embedded in a real, multi-dimensional working surface of a jet (Section 4), and we describe the expected observational properties of the high-velocity molecular gas (Section 5). In a future paper, we will present detailed axisymmetric and 3D simulations of this kind of flow.
T H E S H O C K M O D E L
The compressible Euler equations are solved with the Flux-Vector Splitting method (Van Leer 1982) in one dimension. Since our goal is to study the abundance of H 2 we include a hydrogen-helium chemistry consisting of the following species: H, H + , H 2 , H (Millar, Farquhar & Willacy 1997) , with the exception of the collisional dissociation of H 2 by H and H 2 impact, for which we mainly use the fits of Lepp & Shull (1983) . The low-density limit of the H on H 2 dissociation rate is fitted to the data of Dove & Mandy (1986) ; further details are given in the appendix. For the shock models in the next section, we take as initial chemical conditions the equilibrium abundances resulting from our chemical network for the initial density and temperature of each model. In all models we assume a visual extinction of A v = 100 for photochemical rates.
The chemical rate equations are integrated in parallel with the equations of fluid dynamics following Lim, Rawlings & Williams (2001) ; however, an operator splitting technique is included to increase code efficiency (since chemical and radiative energy loss rates can limit the dynamical time step) and reduce diffusivity in the solution (resulting from small Courant-Friedrich-Levy numbers). The time step of the integration (δt) is determined by the Courant condition, which is used to march forward the Euler equations; however, chemical and radiative rates may have time-scales much shorter than this. We therefore integrate these rates separately by dividing δt into an arbitrary number of smaller sub-steps for each cell, updating the chemical abundances and gas enthalpy at each of these sub-steps. This has the advantage that stability of the chemical and thermal processes may be enforced by choosing the size of the sub-steps according to the relevant rates. Obviously, for each cell, the sum of the sub-steps must equal δt. We then proceed to march forward the Euler equations for another iteration and repeat the process.
Radiative energy losses are included explicitly for all collisional and radiative recombination processes in our chemical network. Atomic cooling is included using a parametrization function analogous to that of Biro, Raga & Cantó (1995) , and H 2 cooling with the fit of Hollenbach & McKee (1979) . So-called runaway cooling can cause regions of gas to collapse to unphysical densities in a single grid cell, this stems from the assumption of optical thinness -in reality the gas becomes optically thick to the cooling radiation at some density and cannot cool efficiently. Some prescriptions have been devised to control this effect in plane-parallel calculations (S. Lorusso & C. Giovanardi, private communication), but we adopt a simple exponential drop in the cooling surface above number density n = 10 8 cm −3 , which cuts off the cooling by n = 8 × 10 8 m −3 . In our simulations, this cut-off is only important in the far postshock region after the detailed physical modelling has taken place and the chemical composition of the gas is in a more-or-less steady state.
In order to resolve the cooling regions of the postshock gas, we implement a binary adaption technique which halves the size of gridcells in regions where a large gradient in any conserved variable is detected.
We simulate the effect of an accelerating shockfront by applying a force to the gas in each grid cell that is analogous to a uniform gravitational field. This force is applied in the direction of the lefthand boundary. We impose a reflection condition upon the left-hand boundary of the grid that simulates the application of a 'piston' to the gas at this location and thus any disturbance or shock will emanate from this point. A free-flow boundary condition is applied at the right-hand grid boundary, no disturbance is allowed to reach this boundary as this would result in unphysical behaviour. Using the definition of force as rate-of-change-of-momentum, the acceleration appears as a source term in the momentum equation affecting the momentum per unit mass in all cells equally. This source term increases the velocity of the gas in the direction towards the reflection boundary. This combination of boundary conditions and source terms allows us to simulate the effect of a variable velocity 'piston' moving into a stationary medium (the calculation is, of course, performed in the non-inertial frame comoving with the piston). We consider in this paper only constant accelerations, and the resulting time-dependent disturbances that grow from the reflection boundary are described in the next section for a variety of physical conditions and rates of acceleration.
AC C E L E R AT I N G S H O C K S

Confirmation of models against earlier work
Before moving on to study time-dependent shocks, we first quantify the dissociation behaviour of H 2 (in our dynamical model and chemical network) by performing a series of steady-shock simulations in which the flow is instantaneously turned on. The destruction of H 2 in shocks can be divided into low-and high-density regimes owing to a density dependence in the rate coefficients for dissociation by H and H 2 impact (Lepp & Shull 1983) . At low densities (n(H 2 ) ∼100 cm −3 ) these dissociation rates become quite small and H 2 destruction is dominated by the impact of energetic electrons (Hollenbach & McKee 1980) . We thus divide our models into these two regimes. Fig. 1 shows the column density of H 2 that accumulates behind the shock in four simulations. Panel (a) of this figure shows models of the low-density case (n(H 2 ) = 100 cm −3 in the preshock gas). Hollenbach & McKee (1980) predict that electron impact will dissociate most of the H 2 at shock speeds above ≈50 km s −1 and we indeed find that this is the case in our models. For the sub-critical model the column density of H 2 in the postshock region is far greater than in the super-critical model and displays a much greater rate of increase. One would not expect observable quantities of molecular gas to accumulate behind the 60 km s −1 shock within a reasonable period of time, and certainly not for higher shock speeds. Panel (b) shows corresponding models of the high-density case (n(H 2 ) = 10 4 cm −3 ): the critical shock speed for this regime is ≈24 km s −1 (Kwan 1977) and the two models shown have shock speeds of 20 and 30 km s −1 . These shocks display qualitatively similar behaviour to the low-density case. (It should be noted that the inflow speeds in these models have been modified to give a jump across the leading shock of the velocities given. This is necessary because the gas Figure 1 . The computed column density of H 2 behind a steady shock. Panel (a) shows the case of the shock in low-density gas in which n(H 2 ) = 100 cm −3 for two steady-shock velocities: 40 km s −1 (solid line) and 60 km s −1 (dashed line). Panel (b) shows the case for the shock in highdensity gas in which n(H 2 ) = 10 4 cm −3 , for steady-shock velocities of 20 km s −1 (solid line) and 30 km s −1 (dashed line).
immediately behind the leading shock is not stationary with respect to the grid as a result of the strong postshock cooling.) We show with these models the importance of the critical shock speed in the fast H 2 problem. There is clearly a speed above which one would not expect to see molecular emission from a shock, and this speed is quite low compared with some observed velocities of such emission. With this in mind, we proceed to consider accelerating shocks.
Accelerating shocks in the low-density case
We first consider a piston accelerating into low-density gas of n(H 2 ) = 100 cm −3 at a temperature of T = 20 K. These are values typical of astrophysical simulations and one would expect that all molecular hydrogen would be dissociated at shock speeds above ≈50 km s −1 (Hollenbach & McKee 1980) . This is substantially higher than the limiting shock speed for high-density gas of 24 km s −1 (Kwan 1977) . The grid has a physical size of 5.12 × 10 14 cm with seven binary refinement levels, the coarsest grid level corresponding to 64 equally-spaced cells. We accelerate the grid linearly from 0 to 100 km s −1 in 1000 yr (a plausible turn-on time for a stellar jet) and subsequently hold the velocity steady at that value. Fig. 2 , panel (a) shows the time evolution of the accelerating shock in the form of a plot of the distance from the reflection boundary to the shockfront against time. There follows a description of the various features of this graph.
Initially, the disturbance is subsonic and continuous. As the grid accelerates past the sound speed (0.35 km s −1 ), a shockwave forms with the usual compression ratio of approximately a factor of 4. No significant cooling is taking place at this time, but the rate of postshock cooling increases with the postshock temperature. At this early stage, the shock strength is insufficient to dissociate H 2 and a molecular layer builds up against the reflection boundary. The density of this layer increases as the shock accelerates owing to both weak cooling (due to low temperatures) and compression by the increasing ram-pressure of the preshock gas. The shockfront moves linearly away from the reflection boundary until the cooling and ram pressure cause the postshock region to collapse (at t ≈ 100 yr) compressing the molecular layer to ≈6 × 10 5 cm −3 . This collapse continues for 180 yr as the cooling rate in the postshock gas increases with density: material immediately behind the shock cools more slowly and allows the shockfront to re-establish a forward motion against the in-falling environment. At t ≈ 400 yr, the cooling regions enter another collapse phase. It is possible that this process could lead to a slow oscillatory instability, but this is suppressed by the acceleration of the shock. It should be noted that, owing to such instabilities, the velocity jump across the leading shock is not necessarily represented by the speed of the in-falling environment. However, during the acceleration phase the perturbation in this jump is small compared with the inflow speed.
As noted by Hollenbach & McKee (1980) , in low-density gas, dissociation of H 2 takes places largely by the impact of energetic electrons. There is, however, a very-low ionization level of the preshock gas leading to a dearth of such colliders, until large numbers of electrons are produced by the ionization of H at ≈50 km s −1 . As the speed of the shock approaches 50 km s −1 , the shock enters a 'bouncing instability' driven by the ionization of H and dissociation of H 2 . These processes sink energy from the postshock gas, reducing the pressure and consequently the speed of the shockfront. The temperature of the postshock region is thus lower and ionization/dissociation occurs more slowly -this allows the postshock temperature to increase again and an oscillatory instability forms. Again the instability is suppressed by the acceleration of the shock, and by t ≈ 600 yr the oscillation has disappeared since the postshock gas is hot enough to dissociate the preshock medium fully without a significant perturbation to the pressure behind the shock.
At this point the cooled molecular layer in the far postshock region is cut off from the immediate postshock region by a layer of partiallyionized atomic hydrogen, which is undergoing strong (or runaway) cooling. This layer serves to protect the cooled molecular gas from the high-temperature material in the immediate postshock region C 2002 RAS, MNRAS 335, [817] [818] [819] [820] [821] [822] [823] [824] and prevent any further dissociation of the gas close to the reflection boundary.
Again, an approximate steady state is achieved: the inflow undergoes a strong shock, H 2 dissociates slowly in the immediate postshock region as the density in this region is low immediately after the shock. The gas thus cools slowly until it enters the runaway cooling layer -this strong cooling is assisted by dissociation of the H 2 and ionization of H as the density increases. The dramatic increase in density completely dissociates the H 2 and the temperature remains high enough to ionize the remaining gas. The gas then cools moderately until another region of catastrophic cooling is enteredthis time due to radiative recombination of H + . Finally, the gas falls on to a quiescent layer of neutral gas that lies against the reflection boundary.
This situation continues until the acceleration phase is over, at which point the shock enters another strong bouncing instability which is no longer damped. This final instability is by far the strongest with an amplitude of ≈5 km s −1 in the shock speed. The right-hand side of Fig. 2(a) shows that this instability develops from 1000 to 1400 yr, and from the figure it can clearly be seen that there is a superposition of several modes of oscillation. This is in qualitative agreement with the study of Imamura, Wolff & Durisen (1984) , although a quantitative comparison is difficult owing to the complexity of the physical processes included in our models compared with the simple power-law cooling function assumed in the cited paper. Such a comparison is also beyond the scope of this paper, which is primarily concerned with the acceleration to high velocity of significant quantities of molecular hydrogen. We reserve a detailed study of these oscillations to a future paper in which we will consider their effect on dissociation speed-limits in both steady and time-dependent shocks.
The final (unsteady) situation is shown in Fig. 3 , which shows a time-slice of the simulation after 2000 yr. Although the details of this shock structure vary with model conditions, the qualitative behaviour is generally representative of the numerical models presented in this paper; we thus describe this structure in detail. In the final configuration, the gas moves through several regimes; moving downstream from the shock front we have the following general zones.
(i) Leading shock and immediate postshock gas. The total number density in this region is ≈400 cm −3 , and the temperature is ≈10 6 K. Although some ionization of H, radiative cooling and H 2 dissociation take place in this region, the majority occur in zone (ii).
(ii) Dissociation layer. This is a very-thin layer (10 11 -10 12 cm) in which most of the dissociation and ionization takes place. After these processes the density has risen to ≈10 4 cm −3 , and the temperature is ≈10 5 K. (iii) Strong cooling layer. In this region the gas is dense enough to cool very strongly, increasing the density to 10 5 -10 −6 cm −3 . (iv) Neutral H layer. This is composed of quiescent cooled neutral gas that was accumulated by the shock at speeds higher than the critical shock speed for dissociation of H 2 .
(v) Molecular H layer. This material was accumulated prior to the critical shock speed. This layer is composed almost entirely of molecular hydrogen, it is cool, quiescent and moving with the grid at 100 km s −1 . Panel (b) of Fig. 2 shows the column density of H 2 in the postshock regions. As would be expected from a linear acceleration, the column density increases parabolically until ∼500 yr, at which point postshock dissociation becomes significant and the column density levels off. In fact, some H 2 accumulated at earlier times is dissociated by the high postshock temperatures between 600 and 800 yr. It is clear from this graph that the onset of strong oscillatory instabilities has an effect on the deposition of H 2 into the postshock regions. This is not a critical part of the results presented here, but is quite interesting and this effect will be investigated as part of the future study mentioned above. By 1500 yr, the H 2 column density has reached a steady, and potentially observable, value.
The primary result of our study is the existence of zone (v). This is a region composed of molecular gas that is able to survive to high velocity because of the gradual acceleration of the shock. As shown in the previous section, this zone does not arise in shock models in which the flow is instantaneously turned on. Of course after the acceleration phase there is a strong leading shock which is capable of dissociating all the H 2 in the preshock medium. Indeed dissociative and radiative processes proceed extremely rapidly in zones (i)-(iii). This, however, does not affect the molecular material in zone (v) owing to the presence of a thick layer of cool atomic hydrogen immediately behind the cooling strata (zone iv).
The molecular gas in zone (v) is at high density and thus the rate coefficient for collisional dissociation is somewhat sensitive to temperature increases. Our models suggest that an acceleration rate of greater than ∼5 km s −1 yr −1 (representing a turn-on time to achieve 100 km s −1 of only 20 yr) can cause dissociation of the molecular layer by adiabatic heating (this estimate is, of course, dependent upon our rate file and cooling functions; it should be noted that this value is currently very approximate). In addition, instabilities in the leading shock can drive weaker shocks into the molecular layer, which may cause dissociation. These ideas will be quantified in a future study -we are currently concerned only with the existence of the molecular layer.
Accelerating shocks in the high-density case
The low-density case is a relatively straightforward numerical calculation, this is not the case for higher densities, primarily owing to the fact that the cooling distances are far shorter at 10 4 cm −3 , typically being around 10 11 cm in a 100 km s −1 shock. (This is a value that is difficult to determine exactly in our system as it depends upon the density, temperature and chemical composition of the gasall of these quantities are strongly varying in our shocks, which are inherently time-dependent and, furthermore, subject to oscillatory instabilities.) Accelerating a shock to 100 km s −1 on the timescales we are considering involves scalelengths of the order of 10 14 -10 15 cm. In order to attain some resolution of the cooling distance, at least in the leading shock, it was necessary to use a twelve-level grid that is otherwise identical with the grid used in the low-density case; with this grid we can resolve a distance of ≈1.95 × 10 9 cm with the highest grid level. Even with this very high resolution, we are forced to accept that further downstream (where the gas density can reach 10 8 -10 9 cm −3 ) the cooling distances are under-resolved. However, most of the strong cooling takes place behind the leading shock and the material far downstream is relatively quiescent. A further limitation upon the model is due to the effect (on the Courant condition) of the very small cells in refined regions of the grid. These cells limit the time integration of the model to small values of δt, so we have increased the acceleration of the grid in order to reduce the total integration time of the entire model to a feasible level. The grid speed now reaches 100 km s −1 in 100 yr. Fig. 4 shows a plot of the time-dependent column density of H 2 through a plane-parallel accelerating shock model with the parameters above. It can be seen that the behaviour of the column density is qualitatively very similar to that shown in Fig. 2(b) with a parabolic rise to a value which remains approximately constant at speeds above the critical shock speed (24 km s −1 in this case). In fact, the qualitative behaviour of the high-density accelerating shock is very similar to that of the low-density case but given the numerical difficulties of the calculation it is probably unwise to discuss this in great detail. Our primary result is the existence of the cool molecular layer travelling at high speed, and since the column density through this layer is determined by largely geometric considerations (i.e. the distance travelled by the shock at speeds lower than the critical shock speed), one would be inclined to believe this Figure 4 . Accumulated H 2 column density behind a shock accelerating into high-density gas (n(H 2 ) = 10 4 cm −3 ). number. One can also easily imagine the situation in which an accelerating outflow from a YSO could begin in the high-density regime, at low speed, close to the accreting object and subsequently (having accumulated a molecular layer) accelerate out into the star-forming cloud in which it encounters conditions more appropriate to the low-density models. From Figs 2(b) and 4, it is clear that, even in the simple cases we consider here) the column density obtained is likely to produce observable consequences and in a later section we discuss the circumstances under which one may see molecular emission from such time-dependent shocks.
D E PA RT U R E S F RO M T H E P L A N E -PA R A L L E L C O N F I G U R AT I O N
In the previous section, we have seen that a slowly-accelerating shock develops a dense, cool layer of high-velocity molecular gas. The question that we study in this section is what will happen to this cool layer in the bow shock around the head of a jet.
In order to have an idea of the time evolution of the dense layer, we describe the simple configuration shown in the schematic diagram of Fig. 5 . We model the bow shock as a plane disc of outer radius r j . The material coming through the bow shock piles up against the contact discontinuity (separating the environment from the jet material, see Fig. 5 ) and leaves the working surface through the sides.
If one assumes that the gas escapes sideways at the local sound speed c l , the mass M trapped in the working surface is then described by the differential equation:
where ρ 0 and v 0 are the density and velocity of the preshock material, ρ l and c l are the density and sound speed for the layer of gas within the working surface, and h is the thickness of the layer. Actually, a factor of order unity should be included in the second term of the right-hand side term of equation (1) to include the density drop that results from the acceleration to a sonic sideways velocity, but such factors are not completely relevant given the very approximate nature of our model. The thickness h of the layer can be eliminated from equation (1) by considering that the mass within the working surface is given by: . Schematic diagram of the shock structure in the accumulated layer of dense gas. Ambient gas passing through the shock (from the top of the diagram) piles up against the contact discontinuity that separates the envelope gas from the jet, and escapes through the sides (as indicated by the arrows). v j and r j are the velocity and radius of the jet, respectively.
which, combined with equation (1), gives:
and
For an accelerating outflow with a known velocity law v 0 (t) (and, therefore, with a known mass-input rateṀ 0 (t), see equation 4), equation (3) can be integrated to give
For example, for a linear velocity law v 0 (t) = u 0 × (t/t 0 ) (with constant u 0 and t 0 ),Ṁ 0 (t) would also be a linear function, and equation (6) can be straightforwardly integrated to obtain
M(t) =ṁ
0 t e t 0 t + t e (e −t/te − 1) ,
where we have defined the constanṫ
Let us now assume that at a time t 0 the accelerating shock attains a velocity u 0 ≈ 24 km s −1 , so that at larger times it becomes a dissociative shock (this corresponds to the high-density case in the previous section). Therefore, for t > t 0 the postshock layer stops accumulating molecular material, and the evolution of the molecular mass will then follow equation (3) withṀ 0 = 0. From equation (6) we then obtain that the mass of the molecular layer decays as
where, for the case of a linear v 0 (t), M(t 0 ) can be obtained from equation (7). For the limit of t 0 t e , equation (7) gives a mass 
where n 0 = ρ 0 /(1.3m H ) is the number density of atomic nuclei of the preshock medium. In other words, a uniformly accelerating shock wave will sweep up a mass of order 10 −3 solar masses of molecular material before becoming a dissociative shock, as it goes through the molecular cloud core (of density ∼10 5 cm −3 ) from which the outflow source was formed.
From equation (7), it is possible to show that for the t 0 t e limit, the value of M(t 0 ) is given by the right-hand side of equation (10) multiplied by a factor t 0 /(2t e ). So, in order to be able to push the largest possible amount of molecular material (without dissociating it) with our shock, we need to have an acceleration time t 0 (this is the time needed for the shock velocity to grow linearly from 0 to 20 km s −1 ; see above) at least of the order of t e = (1590 yr) r j 10 16 cm
It is also possible to show that the above results are not modified strongly if one assumes different acceleration laws for the shock wave. For example, for an exponential law of the formṀ 0 (t) = e t/t 0 from equation (6) 
which gives numerical values similar to the ones of equation (7) when evaluated at t = t 0 (also see equations 10 and 11).
O B S E RVAT I O NA L P RO P E RT I E S
In the previous two sections, we have shown that an accelerating shock leads to the formation of a fast molecular layer, and that for parameters typical for an outflow moving into a molecular cloud core this layer can have molecular masses of the order of 10 −3 M (see Section 4). Dividing equation (10) 
for the column density of atomic nuclei of the fast molecular layer. It is clear that this column density is high enough for emission from this region to be detected. Also, as shown in Section 4, this molecular region will leak out from the working surface only over a time-scale of ∼1000 yr, so that a substantial molecular mass is likely still to be present in many of the observed outflows from young stars. What is not so clear is whether or not the temperature of this region will be high enough for the rotational levels giving rise to the IR H 2 lines to be excited. From the plane-parallel shock models described in Section 3, we predict that this region is very cool, and will not have strong IR molecular line emission.
However, this result is not likely to hold in a real, multidimensional head of a jet. For example, part of the material inside the working surface will be leaking out sideways (see Section 4), and interacting with the shocked environment and the jet cocoon. In this region, weak shocks and turbulent mixing should introduce a substantial amount of dissipation that is likely to heat the molecular gas. Also, numerical simulations of radiative jets (see, for example, Downes & Ray 1999) show that the working surfaces of radiative jets are highly unstable (at least for some parameters), developing a number of secondary, internal shocks, which would also heat the gas within the working surface quite substantially. Finally, the likely presence of inhomogeneities in the environment surrounding the head of the jet is likely to result in complex shock wave structures being driven into the fast molecular gas within the working surface.
Therefore, we argue that if the working surface contains molecular material that has been accelerated to velocities of ∼100 km s −1 it will be basically impossible to keep this material out of harms way, and that there will inevitably be shocks of different strengths driven into it. Such shocks would easily excite the molecular levels necessary for the emission of the H 2 IR lines.
C O N C L U S I O N S
We have shown that an observable postshock column density of molecular hydrogen can be obtained in shock models with (in principle) arbitrarily-high shock speeds by accelerating the shock from a standstill to some final speed. The high-speed molecular gas is that which passes through the shock while it is still weak enough to allow H 2 to survive in the postshock region. This provides an upper limit on the H 2 column density which is approximately the double integral of the chosen acceleration function from zero to the critical shock speed for H 2 dissociation. Although the acceleration functions chosen in this paper are somewhat arbitrary, we wish only to demonstrate that the acceleration mechanism can produce fast H 2 . Since the acceleration curves of stellar jets and molecular outflows are, at this point, completely uncertain, a detailed quantitative study of various acceleration laws is largely pointless. We also note that our 1D simulations are of a highly simplistic nature, and that more complex situations (such as a series of moderate acceleration events) are likely to produce much larger column densities than, say, a constant linear acceleration.
We also present an analytical model of the behaviour of a layer of molecular gas that has accumulated (by the mechanism above) in the head of a stellar jet. This model confirms the numerical result that an observable postshock column density is obtained and also enables us to make some predictions of the survival time of the H 2 layer. We argue that since the leakage time-scale of the molecular layer is determined by its sound speed, many observed outflows from young stars are likely to contain high-speed molecular gas from the initial acceleration phase of the outflow. Although our numerical simulations predict that the fast molecular layer will be cool and hence unobservable, this is only a consequence of the simple plane-parallel nature of the models. In a real multi-dimensional situation, the working surface in a radiative shock wave is highly unstable; in addition, observations of the last few years have revealed a high level of inhomogeneity in almost all regions of the inter-stellar medium. It will therefore be highly unlikely that our fast molecular layer will remain at such a low temperature that it cannot be detected. We will explore these multidimensional situations in a later paper.
Again, we emphasize that the amount of molecular gas that can be accumulated by an accelerating shock is obviously dependent on the particular acceleration curve of that shock. We have chosen here simple acceleration laws to demonstrate the H 2 accumulation mechanism -although the acceleration curves of real jets will be a very difficult parameter to determine, it is unlikely that they undergo an instantaneous 'switching-on' as has been assumed in all previous shock models. Indeed, fast molecular emission may provide a probe of the acceleration history of particular jets.
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Unfortunately, until recently, chemical data bases have tended only to quote this upper limit for the rate coefficient with the result that H 2 collisional rates have been significantly over-estimated in many studies of hot, dense, initially-molecular gas.
For reaction (A1), the density dependence of the rate coefficient is strongest over the range 10 3 < n < 10 5 cm −3 and n crit ∼ 10 4 cm −3 , whilst for reaction (A2) the density dependence is strongest over the range 10 3 < n < 10 7 cm −3 and n crit ∼ 10 5 cm −3 at 10 4 K. A limitation of these early studies is that they considered the collisional dissociation process to be a linear chain of vibrational excitations. Thus, whilst acknowledging that direct excitation from low-lying states into the vibrational continuum is possible, in practice they only included single-step ( v = 1) excitations, so that all dissociations occur from the highest (v = 14) state. Lepp & Shull (1983) addressed these simplifications, by including direct collisional dissociation from all the lower vibrational states, as well as collisional de-/excitation between all the levels. Their results (obviously) imply faster rate coefficients in the low-density limit. They found that the rate begins to increase from its low-density limit when the rotational states in the v = 0 or 1 state, with energies greater than about 0.5 eV, are excited. This effectively leads to a somewhat reduced critical density of about 10 4 cm −3 for both reactions. Lepp & Shull (1983) have fitted the dissociation rate coefficient, k D (n, T ), to an analytical function which takes the form: for T < 7291 K.
It is stated that this formalism is accurate to within a factor of two over the temperature range 2000 < T < 10 5 K and is flexible to updated estimates of the forms of k H and k L . Indeed, from their fig. 1 we can see that the Lepp and Shull model predicts very similar values for the two collisional dissociation reactions over most of the temperature and density range of relevance within shocks. Dove & Mandy (1986) re-assessed the low-density limit (that is to say, direct dissociation out of the v = 0, J = 0 level, when n n crit ) for the H-atom collisional dissociation reaction (only) by employing an ab initio quantum mechanical potential for H 2 -H together with classical mechanics to calculate the rate coefficient. This treatment, which considered both the production of classically unbound states as well as quasi-bound states that subsequently dissociate on short time-scales, yielded values of the rate coefficient in the low-density limit that are larger than those calculated by Lepp and Shull for T > 5000 K, but smaller than the Lepp and Shull values at lower temperatures.
In the low-density (single-step) limit, the reaction can be described correctly as a two-body process, so that the rate coefficient is again independent of density. Fitting an Arrhenius form to the data given in Dove & Mandy (1986) we find for reaction (A1): k L = 4.69 × 10 −14 T 0.746 e −55065/T , which is accurate to within a few per cent over the range: 2000 < T < 10 5 . An important realization of this and subsequent studies has been that, as the reaction He + H 2 → H + H + He is not efficient, then it might be expected that the collisional dissociation by H 2 (which, like He, is a closed-shell species) may also be much less efficient than these theoretical studies suggest.
For the reaction H 2 + H 2 → H + H + H 2 we have used the formulation used by Lepp and Shull, but for the low-density limit we use the expressions given in equation (1) and table 1 of Martin, Keogh & Mandy (1998) .
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