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I. INTRODUCTION
One of the main goals in nuclear and particle physics is to unravel ultimately the nucleon structure in terms of quarks and gluons, the fundamental degrees of freedom of quantum chromodynamics (QCD). Due to the nonperturbative nature of QCD at hadronic scales, it is not possible yet to calculate the structures of hadrons directly from first principles of QCD. The lepton-nucleon and lepton-nucleus deep inelastic scattering is an important experimental approach and has been widely employed for more than 40 years. During the last decade or so, both experimental and theoretical studies have revealed the nontrivial effects of quark intrinsic transverse momentum, especially spin-related, probed by the semi-inclusive deepinelastic scattering (SIDIS) processes.
In polarized and unpolarized SIDIS processes, azimuthal modulations of cross sections were found to be sizable [1] [2] [3] [4] . The intrinsic transverse momenta of the quarks are expected to play an important role in the observed modulations [5, 6] . To incorporate the intrinsic transverse momentum carried by the partons in the description of the SIDIS processes, transverse momentum dependent (TMD) parton distribution functions (PDFs) and fragmentation functions (FFs) were proposed [7, 8] . TMD PDFs and FFs include dependence on the transverse momentum of the partons in addition to the longitudinal momentum used in the traditional onedimensional PDFs and FFs and can provide a more complete understanding of the nucleon structure. A TMD factorization formalism was developed, incorporating the TMD PDFs and FFs [9] [10] [11] [12] . Within the TMD factorization framework, plus additional simplifications and assumptions, the 18 structure functions comprising the SIDIS differential cross section are expressed as the convolutions of TMD PDFs and FFs [13] (naive x-z factorization). TMD PDFs and FFs have been parametrized and utilized in the phenomenological studies of the world data of SIDIS and e + e − annihilation [14] [15] [16] [17] . An example showing the power of this factorization scheme is the agreement between the model description and the experiment for the Sivers and Collins effects [14] . The Sivers effect emerges from the convolution of the Sivers TMD PDF and * xy33@phy.duke.edu † Deceased.
the unpolarized TMD FF. The Collins effect is from the convolution of the transversity TMD PDF and the Collins TMD FF. Sivers and Collins effects are related to different azimuthal modulations in SIDIS differential cross sections with transversely polarized nucleons [13, 14] . Nontrivial azimuthal modulations in unpolarized SIDIS processes arise from the convolution of unpolarized TMD PDF and FF with factors involving the quark intrinsic transverse momentum, known as the Cahn effect [18] , and the convolution of the Boer-Mulders function and the Collins function, known as the Boer-Mulders effect [8] . Various TMD PDFs provide valuable anatomy of the nucleon structure. For instance, the Boer-Mulders TMD PDF describes the distribution of transversely polarized quarks inside an unpolarized nucleon [14] .
While factorization originates in the high-energy limit (Q QCD or Q M nucleon ) [19, 20] , and at low Q 2 the description using hadronic degrees of freedom is more widely used [21] , the applicability of the quark-parton model with factorization in modest Q 2 ranges has been observed in quark-hadron duality [22, 23] . One needs to note that, at modest Q 2 ranges, higher-twist terms suppressed by powers of (1/Q) would be larger than those in the range of large Q 2 and could bring non-negligible effects [15] .
While SIDIS measurements on the proton have been carried out by a number of experiments [14] [15] [16] [17] [22] [23] [24] [25] [26] [27] and more data will be available, SIDIS data on the neutron are rather limited. Since there is no stable neutron target, using a polarized 3 He target as an effective polarized neutron target for experimental studies related to the spin structure of the neutron is uniquely advantageous, due to the dominant neutron spin contribution to the 3 He spin [28] . The SIDIS experiment E06-010 in Hall A of Jefferson Lab (JLab) was carried out with a 5.9 GeV polarized electron beam and a transversely polarized 3 He target between October 2008 and February 2009. The experiment covered a kinematic range 0.12 < x bj < 0.45, 1 < Q 2 < 4 (GeV/c) 2 , 0.45 < z h < 0.65, and 0.05 < P t < 0.55 GeV/c. Studies on the data of E06-010 for single-spin asymmetries (SSAs) and double-spin asymmetries (DSAs) have been carried out [29] [30] [31] [32] . These first SIDIS asymmetry results from 3 He as an effective neutron target were related to TMD PDFs such as transversity, Sivers, pretzelosity, trans-helicity (g q 1T ), and TMD FFs such as Collins.
The unpolarized SIDIS differential cross section, while the spin-dependent azimuthal modulations are canceled, still involves nontrivial modulations from the Cahn and Boer-Mulders effects. The unpolarized SIDIS differential cross section in the quark-parton model as well as the parametrization of the related TMD PDFs and FFs are presented in Sec. II. As in the studies of the world data [5, [15] [16] [17] , the SIDIS cross section is expressed in the functional form based on the quark-parton model with naive x-z factorization, and the transverse momentum dependence is described as a Gaussian distribution. In global analyses fitting different types of data (multiplicities and/or asymmetries) in different kinematic ranges, very different values were extracted for the width of the quark intrinsic transverse momentum k 2 ⊥ . Namely, k 2 ⊥ is at the level of 0.2 GeV 2 in Refs. [5, 17] , at the level of 0.5 GeV 2 in Ref. [16] , and less than 0.05 GeV 2 in Ref. [15] . While the multiplicities and asymmetries from experiments have been fit with ratios of combinations of the theoretical cross sections, as in the studies of the world data [5, [15] [16] [17] , the corresponding study for the absolute cross sections is rather limited. In addition to the fact that the absolute cross sections provide more complete information than multiplicities and asymmetries (ratios of combinations of the polarized and unpolarized cross sections), TMD evolution also has a much stronger effect on the absolute cross sections [33] . In recent years, the unpolarized SIDIS processes have attracted considerable interest due to providing special insights into the TMD evolution effect [34] .
In this paper, using the E06-010 experimental data, we present the first extraction of the unpolarized SIDIS differential cross sections from a 3 He target, comparisons with different models, the study of azimuthal modulations in the extracted cross sections, and the constraints on the phenomenological parameters from the data in this study. In this paper, the units GeV/c and GeV are not discriminated for conciseness of expressions.
II. QUARK-PARTON MODEL AND SEMI-INCLUSIVE DEEP-INELASTIC SCATTERING PARAMETRIZATION
The processes of interest are the unpolarized SIDIS e(l) + N (P ) → e (l ) + π ± (P h ) + X(P X ), where the variables in the parentheses are the four-vector momenta, e is the beam electron, N is the target nucleon, e is the scattered electron being detected, π ± is the detected hadron (charged pion), and X is the final-state particles not being detected. The unpolarized SIDIS differential cross section is expressed as dσ dx bj 
where α is the electromagnetic fine-structure constant, A = [1 + (1 − y) 2 ], B = 2(2 − y) √ 1 − y, C = 2(1 − y), x bj = Q 2 /(2P · q), y = (P · q)/(P · l), z h = (P · P h )/(P · q), q = l − l , and Q 2 = −q 2 [13, [15] [16] [17] . The angle φ S is the azimuthal angle of the nucleon spin direction, and can be integrated out in the unpolarized SIDIS process yielding an additional 2π factor for the F UU . The reference frame and the definition of the azimuthal angle φ h between the lepton scattering plane and the hadron plane follow the "Trento Conventions" as in Ref. [35] . The transverse momentum of the detected hadron is denoted as P t .
The structure function F UU involves a convolution of the unpolarized TMD PDF f q (x bj ,k ⊥ ) and TMD FF D q (z h ,p ⊥ ), where k ⊥ is the intrinsic transverse momentum of the parton and p ⊥ is the transverse momentum of the fragmenting hadron with respect to the parton. The structure function F 
A unit vector is defined for convenience as h ≡ P t /|P t |. The structure functions are given below with the momentum conservation condition P t = z h k ⊥ + p ⊥ :
Phenomenologically, the Gaussian ansatz is often utilized in TMD parametrizations. The unpolarized TMD PDF f q (x bj ,k ⊥ ) and unpolarized TMD FF D q (z h ,p ⊥ ) are expressed as is limited [36] , and flavor independence has been assumed in most of the studies. The Boer-Mulders TMD PDF and Collins TMD FF are parametrized as in Ref. [15] .
III. EXPERIMENT
The experiment E06-010, as introduced in Sec. I and in published studies of this experiment [29] [30] [31] [32] , produced data sets with a polarized 5.9 GeV electron beam and a transversely polarized 3 He gas target. The scattered electrons were recorded by the BigBite spectrometer [37] [38] [39] and the electroproduced pions (π ± ) were recorded by the High Resolution Spectrometer (HRS) [40] . To study the unpolarized SIDIS processes, the data with opposite polarization states were combined. The charge difference between the two opposite beam polarizations for the entire experiment was less than 10 ppm [32] . The net 3 He polarization after the data combination is less than 0.5%.
In the experiment, the target system consisted of a 40-cmlong glass cell containing about 10 atm of 3 He gas polarized by the technique of spin-exchange optical pumping [41] . The direction of the 3 He polarization was flipped every 20 minutes. At each flip, the percentage of the 3 He polarization was measured and recorded. The temperature and density of the 3 He gas in the target cell was monitored and recorded in the data together with the information from the detectors.
The BigBite spectrometer was placed to the beam right facing the beam dump. The central polar angle of the BigBite was set at 30
• in the laboratory frame. The angular acceptance of the BigBite was (−140, 140) mrad for the in-plane angle and (−240, 240) mrad for the out-of-plane angle. BigBite's polar and azimuthal angular acceptance ranges in the laboratory frame were 23
• to 40
• and 245
• to 300
• , respectively. The momentum acceptance range of BigBite was from 0.6 GeV to 2.5 GeV. A set of fiducial cuts were applied to the events in BigBite to suppress the edge effect associated with the acceptance. The fiducial cuts further reduced the acceptance of BigBite and are discussed in Sec. IV A.
The BigBite spectrometer consisted of a single dipole magnet, eighteen planes of multiwire drift chambers in three groups, and a scintillator plane between the leadglass preshower and shower calorimeters. Knowledge of the magnetic field and the information from the drift chambers were used to reconstruct the tracks of charged particles. The trigger was formed by summing the signals from the preshower and shower calorimeters. The preshower and shower energy deposition with the reconstructed momentum were utilized for the particle identification (PID) in BigBite [37] [38] [39] 42] .
The HRS was placed to the beam left. In the laboratory frame, the central polar angle of the HRS was set at 16
• . The angular acceptance range of the HRS was relatively small: (−30, 30) mrad for the in-plane angle and (−60, 60) mrad for the out-of-plane angle. In the laboratory frame, the polar and azimuthal angular acceptance ranges of the HRS were 13.5
• to 18.5
• and 78
• to 102
• , respectively. The momentum acceptance range of the HRS was set in the range (1.0% ± 4.5%) × 2.35 GeV. The fiducial cuts applied to the HRS are discussed in Sec. IV A.
The HRS was configured for hadron detection. The trigger was provided by two scintillator planes. Four detectors in the HRS were used for PID: a CO 2 gasČerenkov detector for electron identification, an aerogelČerenkov detector for pion identification, a ring imagingČerenkov (RICH) detector for π ± , K ± , and proton identification, and two layers of lead-glass calorimeter for electron-hadron separation [40, 42, 43] .
In this experiment, only one configuration was used. The beam energy, angle, and momentum settings of the BigBite spectrometer and the HRS were kept the same throughout the production runs. The experiment covered a kinematic range 0.12 < x bj < 0.45, 1 < Q 2 < 4 (GeV/c) 2 , 0.45 < z h < 0.65, and 0.05 < P t < 0.55 GeV/c in this configuration.
IV. DATA ANALYSIS
The data analysis for the unpolarized SIDIS differential cross section is more complicated than that for the asymmetry studies due to the need for a thorough understanding and description of the experimental acceptance as well as a good control of the systematic uncertainties, because some of which were less important due to the cancellation in the asymmetry studies. Dedicated developments and updates of the detector models in the simulation enabled a good description of the experimental acceptance, and have been successfully used in single electron channels as well as coincidence SIDIS channels. Detailed studies of the systematic uncertainties have been carried out thoroughly for the cross section extraction and the overall systematic uncertainty is mostly under 10%. In addition, radiative corrections, exclusive tail subtractions, and bin-centering corrections have been applied. In this section, the general procedures of the data analysis will be presented first. Then each element comprising the entire analysis will be discussed.
A. General procedures of data analysis
In each run of the experiment, the beam charge, the data-acquisition (DAQ) livetime, and the target temperature were recorded in the data together with the information on the detected particles from the detectors. The number of beam electrons was calculated from the recorded beam charge for each run. The target number density was calculated in each run based on the filling density of 3 He gas in the target, the target geometry and the target temperature values at different parts of the target cell. Conventionally the data luminosity is defined as the product of the number of beam-electrons N e , the target number density ρ tar , and the target length l tar . In each run, due to the DAQ livetime, the luminosity corresponding to the recorded data (effective data-luminosity) is the product of the conventional data luminosity and the DAQ livetime f live . To include the livetime correction in the data normalization procedure, we defined the effective data luminosity L d as in the following expression:
The individual runs were combined together in the analysis and the effective data luminosity related to each of the combined runs were summed to normalize the data when extracting the differential cross sections. The beam current was measured by the beam current monitors (BCMs) in Hall A [40] . The beam current was calculated by using the signal from the two rf cavities of the BCMs in this experiment. The rf cavities were calibrated by the "OLO2" cavity which measured the beam current at the injector [42] . The beam charge was from the integration of the beam current and had a precision at the level of 1%.
The overall detection efficiencies of the detectors were also included in the normalization of the data. The use of the elastic electron-proton (ep) calibration runs and the inclusive DIS channel to determine these overall efficiencies is discussed in Secs. IV B and IV C.
The study of the experimental acceptance was the most difficult part of the data analysis. Several fiducial kinematic cuts on the electron and hadrons were applied in addition to the general tracking-quality cuts and the PID cuts. Details of the general tracking-quality cuts can be found in the published studies of this experiment [29] [30] [31] [32] and the theses [42, 44] . The fiducial kinematic cuts were applied to suppress the systematic uncertainties related to the description of the experimental acceptance by using the Monte Carlo (MC) simulation. These cuts were varied around the central values when estimating the systematic uncertainties.
For the electron events recorded by the BigBite spectrometer, the momentum cuts were 0.9 < P e < 2.5 GeV. In addition to the consideration of acceptance, the high value of 0.9 GeV was set to suppress the large systematic uncertainties in the low-momentum range. The dominant systematic uncertainties in the low-momentum range came from two sources. They are the drifts of the total-shower-energy threshold for the BigBite trigger during the experiment and the photon-induced electron contamination, which will be discussed in Sec. IV D.
The fiducial cuts on the angles for the electron events were 25
• < θ e < 37
• and 250
• < φ e < 295
• . The fiducial momentum cuts for the π ± events in the HRS were 2.26 < P hrs < 2.41 GeV. The fiducial angular cuts for the π ± events were 14
• < θ hrs < 18
• and 81
• < φ hrs < 99
• . Several cuts were applied to select the SIDIS events: fourmomentum-transfer squared Q 2 > 1 GeV 2 , invariant mass W > 2.3 GeV, and the mass of undetected final-state particles W > 1.6 GeV, assuming scattering on a nucleon.
The in-plane and the out-of-plane angular acceptance range of the HRS with the fiducial cuts were (−26, 26) mrad and (−45, 45) mrad, respectively. The in-plane and the out-of-plane angular acceptance range of BigBite with the fiducial cuts were (−90, 100) mrad and (−200, 180) mrad, respectively. The relatively large angular acceptance range of the scattered electrons detected by BigBite provided a relatively large angular acceptance range of the virtual photon q. The range of the φ h angle was much larger than the angular acceptance of the HRS because it is defined with respect to q. The ranges of kinematic variables φ h ,x bj ,z h ,Q 2 and P t from the data with the fiducial cuts, the PID cuts, and the SIDIS-event-selection cuts can be seen in Sec. IV E where the kinematical correlations of these variables are presented. The range of φ h allowed up to 10 bins to examine the φ h dependence of the SIDIS differential cross sections.
There was a small amount of N 2 gas with known density in the 3 He target cell. The backgrounds from the N 2 gas were subtracted by using the N 2 reference cell runs taken with N 2 -filled target. A proper scaling was applied based on the effective luminosity ratios between these runs and the 3 He production runs.
B. Monte Carlo simulations
For a full description of the experimental acceptance of E06-010, a model for the BigBite spectrometer used in E06-010 for electron detection has been developed and incorporated into the SIMC package [45] which was initially developed for JLab Hall C experiments and used for the semi-inclusive studies in Hall C [22] . It was adapted for this experiment [46] . It contains a realistic description of various detectors including the HRS used in the experiment E06-010 for hadron detection. The energy-loss, multiscattering, and pion decay processes have also been included in the SIMC package. The radiation length and materials in the simulation were defined based on the configuration of experiment E06-010.
The external radiative effects included the energy loss and multiscattering for the particles before and after scattering and were included in the analysis relying on the SIMC package. The internal radiative effects are more closely related to the change of the Born cross sections, including the vacuum polarization, vertex correction, and contributions from higherorder Feynman diagrams. The internal radiative effects were evaluated by using additional packages based on the process being studied.
The BigBite detector model was tested by using the calibration runs of elastic ep scattering at incident electron beam energies of 1.23 and 2.4 GeV (Fig. 1) , as well as the inclusive DIS channel from the 3 He production data at 5.9 GeV (Fig. 2) by using the singles trigger of BigBite. The inclusive DIS data from the H 2 reference cell runs and the 3 He production runs at 5.9 GeV with the singles trigger of the HRS have been used to test the description of the HRS experimental acceptance (Figs. 3 and 4) .
In the simulation of elastic ep scattering, the form factors from Ref. [47] were used. The internal radiative effects were based on Ref. [48] . The results from the simulation used the same luminosity values as the total effective data luminosity of the combined data. In the simulations, only the elastic ep process was included, thus only the invariant mass W peak of the proton was observed in both the simulation and the data while the peaks from higher resonances are only observed in the data. In both panels of Fig. 1 , the numbers of events from the simulation were scaled with an overall factor of 73% to obtain the agreement on the proton W peaks between the simulation and the data. This factor was used as the overall detection efficiency of electron events in the BigBite spectrometer. The elastic ep data were under the same general tracking-quality cuts, electron PID cuts, and angular fiducial cuts as used for the electron events in inclusive DIS and SIDIS. The same kinematic cuts were applied to the simulation. The same binning was used for the comparisons between the data and the simulation. Good agreements between the data and the simulation for the proton W peaks are observed in Fig. 1 .
The HRS with the setting for the production runs could not access the elastic ep scattering, because the scattered electrons were outside the acceptance range of the HRS. To test the acceptance description for the HRS, the inclusive DIS data from the H 2 reference cell runs and the 3 He production runs at 5.9 GeV beam energy were used. The structure functions for the inclusive DIS channels were taken from a widely used model [49] . The model provided a good description of the 035209-6 unpolarized inclusive DIS cross sections for the 3 He target in experiment E06-014 [50, 51] which had a similar kinematic range.
In the kinematic range of the HRS, the contribution from the quasi-elastic radiative tail was estimated to be negligible using the simulations. The photon-induced electron contamination was estimated to be negligible by comparing the electron and positron yields in the HRS with negative and positive polarities. The difference introduced by using different methods for internal radiative effects (Mo and Tsai [52] and POLRAD [53] ) was less than 1%. An overall scaling factor of 100% was used in the simulations in Figs. 3 and 4 . This overall efficiency at 100% is close to what was found in experiment E06-014 (99.95%) [50] . The N 2 background in the 3 He runs were subtracted by using the N 2 runs. The efficiency of the PID cuts (PID-cut efficiency) and the remaining contamination from negatively charged hadrons and the photon-induced electron after the PID cuts were corrected for by using the expression below:
where f eff (PID) is the PID-cut efficiency and f contam is the fraction of the remaining contamination. The PID-cut efficiency f eff (PID) = N 1 /N 0 is the ratio of the number of good events after the PID cuts (N 1 ) over the number of good events before the PID cuts (N 0 ). The fraction of the contamination f contam = N contam /N is the ratio of the number of events from the contamination N contam over the total number of events N after the PID cuts. After the PID cuts, the total number of events consisted of the good events and the contamination events (N = N contam + N 1 ). The methods to determine the ratios f eff (PID) and f contam have been well established in the previous studies of this experiment [29] [30] [31] [32] [42] [43] [44] . In Figs. 3 and 4, the fiducial kinematic cuts on the HRS and the cuts selecting the DIS events (Q 2 > 1 GeV 2 and W > 2.3 GeV) were applied. Agreements between the data and the simulation are observed.
In the kinematic range P e > 1.6 GeV of the BigBite spectrometer, the contribution from the quasi-elastic radiative tail and the photon-induced electron contamination were less than 2%, but both increased to large values in lower momentum ranges. This has been observed in experiment E06-014 [50, 51] as well. The determination of the photoninduced electron contamination was done by comparing the positron yield in BigBite with the reversed magnetic field and the electron yield in the production runs. In experiment E06-010, the photon-induced electron contamination involved larger uncertainties in the inclusive channel than in the semi-inclusive coincidence channel, as the runs for subtracting this contamination provided limited statistics for the inclusive channel (due to large prescale factors) while providing high statistics for the semi-inclusive channels. In addition, we also found different methods for internal radiative effects (Mo and Tsai [52] and POLRAD [53] ) and different models for the quasi-elastic cross sections (from Refs. [49, 54] ) gave quite different estimations for the quasi-elastic radiative tails in the range P e < 1.6 GeV. The estimation for the fraction of events from the quasi-elastic tail could differ up to ∼10% around P e = 1.0 GeV, while the differences were less than 1% in the range P e > 1.6 GeV.
Considering the complications above for the inclusive DIS channel in the kinematic range P e < 1.6 GeV in BigBite, we only present the comparison of the data and the simulation in the range P e > 1.6 GeV in Fig. 2 as an additional test for the acceptance description of BigBite besides the elastic ep channels. The same general tracking-quality cuts, the electron PID cuts, and all the fiducial cuts on the electron side were applied to the data. The same cuts on the kinematic variables in addition to the fiducial cuts were applied to the data and the simulation to select the DIS events; namely, Q 2 > 1 GeV 2 and W > 2.3 GeV. The same overall scaling factor (73%) as in the elastic ep simulations was used to obtain the agreement between the data and the simulation. The subtraction of the N 2 background and the corrections for the PID-cut efficiency and the contamination were carried out in the same way as in the HRS case. Agreements between the data and the simulation are observed.
All the production runs of the experiment were combined in the comparison between the data and the simulation for the 3 He inclusive DIS channel. We found that the overall detection efficiency combining all the production runs was about 100% for the HRS and about 73% for BigBite (consistent with the value found in the elastic ep channel). These overall detection efficiencies were used in the data normalization procedure in Sec. IV C.
C. Data corrections and cross-section extraction
A number of corrections needed to be applied to the data in order to extract the differential cross sections; namely, for the efficiency, contamination and background subtraction and the acceptance. To compare the experimental results with the theoretical and phenomenological models, the radiative corrections and the bin-centering corrections need to be applied in addition. The differential cross section from the data in a specific bin before the radiative corrections and the bin-centering corrections is denoted dσ /dPHS data and can be expressed as follows:
where N data is the number of events from the data in this bin, f corr is the factor for the data corrections, L d is the effective data luminosity, L s is the phase-space simulation luminosity, and N phs the number of events from the phase-space simulation in this bin. In this paper, the differential phase space dPHS = dx bj dydz h dφ S dP 2 t dφ h is used for the results. The data-correction factor f corr included the correction for the efficiency and the contamination and background and can be expressed as
where f contam (i) is the contamination fraction of the ith type and f eff (j ) is the efficiency of the j th type. The fraction f contam (i) was defined as the ratio of the number of events from the ith type of contamination and background over the total number of events. The types of contamination and background included the events from the radiative tails of the exclusive channels, the N 2 background, and the remaining contaminations after the PID cuts.
The types of efficiencies included the PID-cut efficiencies and the overall detection efficiencies of BigBite and the HRS. The correction for the π ± decay was included in Eq. (12) as f eff (decay) which was evaluated for each bin as in Eq. (21) .
The acceptance corrections were included in the method of using the phase-space simulation to convert the numbers of events to differential cross sections. This method requires a good description of the acceptance of BigBite and the HRS, which were checked by using the elastic ep scattering and the inclusive DIS channels as in Sec. IV B. The acceptance corrections were based on the Monte Carlo simulation with the same kinematic cuts as applied to the data. The number of events in each bin from the simulation weighted by the theoretical cross section (N sim ) divided by the phase-space (nonweighted) simulation with the same kinematic cuts in the same bin (N phs ) becomes the (averaged) theoretical cross section in this bin. The same was done for the data events N data , forming a quantity (N data /N phs )(L s /L d ) in each bin from which the experimental cross section can be determined. The luminosities (L d and L s ) were used to normalize the numbers of events, both for the data (N data ) and the simulation (N phs ). The numbers of events in a specific bin of data, weighted and phase-space (nonweighted) simulations are expressed as
where PHS d is the phase space in the data for a specific bin, and PHS s is the phase space in the simulations. The factor f acc,d represents the acceptance effect in the data, and f acc,s represents the acceptance effect in the simulations. The factor L d is the total effective data luminosity, and L s is the luminosity in the simulations. The quantities PHS i and f acc,i are related to the acceptance, the fiducial and kinematic cuts and the boundaries of the specific bin, where i = d (s) represents the quantities in the experiment (simulation). The description of experimental acceptance has been tested by using known channels as in Sec. IV B. The tested framework of simulation provided agreement between PHS s f acc,s and PHS d f acc,d with less than 10% uncertainties. A cut on the total shower energy was applied to the data and the simulations in addition to the fiducial cuts due to the complicated and time-dependent drifts of the total shower energy threshold for the BigBite trigger during the experiment. To address this issue, a total shower energy cut of E tot > 900 MeV was used, high enough to override the fluctuations of threshold-related inefficiency, but not too high to significantly reduce the kinematic range and the valuable data. A description of the total shower energy deposition was developed and included in the BigBite model of simulation, based on the experimental data from the BigBite calibration runs and checked by the production runs. The correction for the efficiency of this cut was included in the ratio N data /N phs in which the numbers of events from the data (N data ) and from the phase-space simulation (N phs ) were obtained with the same E tot cut and kinematic cuts.
The radiative corrections (RCs) were applied to the differential cross sections of the data in addition to the data corrections in Eq. (11) . The radiative corrections were based on the ratios of the weighted simulations with and without radiative effects. The external radiative effects were included by using the SIMC package as illustrated in Sec. IV B. The internal radiative effects were included by using the HAPRAD package [55] . The internal radiative effects based on Mo and Tsai [52] built in SIMC were used as a comparison and to estimate systematic uncertainties, as in Ref. [22] .
The numbers of events in a specific bin of weighted simulations with and without radiative effects (N rad sim and N nr sim ) are expressed as below:
where PHS s is the phase space in the simulations for this specific bin, f acc,s is the acceptance factor in the simulations, and L s is the luminosity in the simulations. In the simulations, each generated event had its own kinematics. Before the scattering the energy and direction of the electron were set according to the beam configuration, the target particle was fixed. When the external radiative effects were turned on, the electron went through materials and had a certain energy loss and direction change. After the scattering, the scattered electron and electroproduced hadron went through materials and experienced certain amounts of energy loss and direction change. Thus, when the external radiative effects were turned on, an event had two sets of kinematics, one set at the interaction point was for weightingfactor calculation and the other set that went to the detector models determined whether this event was accepted. When the external radiative effects were turned off, the two sets of kinematics were the same.
A value of differential cross section (dσ/dPHS) was calculated for each event as the weighting factor using its kinematics at the interaction point. For the simulation without radiative effects, dσ/dPHS was the Born differential cross section. For the simulation with radiative effects, dσ/dPHS was the internally radiated differential cross section by using the HAPRAD package [55] on top of the Born differential cross section. A Monte Carlo simulation using a uniform sampling in the phase space dPHS gave a numerical integration of the weighting factor dσ/dPHS in a defined total phase space PHS s . In this study, when generating the events in the simulations, a phase space larger than (and containing) the acceptance range was used. Due to the acceptance effect, not all the generated events could pass through the detector models and be accepted.
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When a specific bin was under study, only the events with kinematics within the boundaries of the bin were selected. The combined effect from the acceptance, the bin boundaries, and the kinematic cuts is symbolized as the factor f acc,s in Eqs. (16) and (17) .
The averaged differential cross sections from the simulations with and without radiative effects in a specific bin are denoted as dσ /dPHS (sim, rad) and dσ /dPHS (sim, nr), respectively. The number of events in a specific bin is proportional to the averaged differential cross sections. The ratio C rc = N rad sim /N nr sim is used as the radiative correction coefficient for this specific bin.
Different models for the Born differential cross section would result in different C rc , and the proper coefficients C rc can be determined when the simulation with radiative effects match the data [after the corrections in Eq. (12)]. The matching was found by tuning certain parameters in a certain phenomenological model until the difference between the data and the simulation in each bin was close to or less than the corresponding total experimental uncertainty. Then in each bin, the coefficient C rc was applied to the differential cross section from the data [right-hand side of Eq. (11)] as
where σ bin expt represents the differential cross section extracted experimentally after the RCs.
The bin-centering corrections (BCCs) were evaluated in each bin. The need for the BCCs and the calculation are presented in the following paragraphs. The values of kinematic variables in a bin were determined by averaging the experimental data. For example, the value of a variable x in a certain bin was determined by
where x is the averaged value of x, N data is the total number of events in this bin and x i is the x value of the ith event.
The symbol x stands for any kinematic variable. The averaged values of the kinematic variables (x bj , z h , Q 2 , φ h , and P t ) from the simulation were consistent with the data mostly within 0.5%.
The differential cross section extracted from the data in a specific bin (σ bin expt ) using Eqs. (11) and (18) The BCC for the data in one bin is defined as
where σ BCC expt is the SIDIS differential cross section extracted experimentally, after the bin-centering correction with experimental central values of kinematic variables, and can be compared with the differential cross section in models evaluated at the same central values of kinematic variables.
A phenomenological model with a set of tuned parameters was used for the RCs and BCCs. The parameters were tuned in an iterative process. The comparisons of the Born differential cross section from this model and from the data with all the corrections are shown in Sec. V A. Using the model with parameters from the multidimensional fitting in Sec. V E changed the RCs and BCCs by less than 1% in all the bins.
The contribution from the exclusive channels e + p → e + π + + n and e + n → e + π − + p were evaluated by using simulations with cross-section models tested in the kinematic range of this experiment [22] . The contributions from the exclusive channels were from 2% to 7.5% in the π + production channel and 0.5% to 3% in the π − production channel.
The contribution of the π ± from the decay of the gluonexchange-produced ρ (diffractive ρ) is not a part of the SIDIS process and should be subtracted. The contribution of the π ± from the decay of quark-exchange-produced ρ is part of the SIDIS process and should not be subtracted. We have simulated the contribution of the π ± from the decay of the ρ, in the same way as in Ref. [22] . The model for the exclusive production of ρ was from PYTHIA [56] and was further tuned according to the ρ 0 cross section from a CLAS experiment at JLab as described in Ref. [22] . Comparing this simulation with the data, it was found that the fraction of the events from the ρ decay was mostly less than 5% in experiment E06-010. While the level of 5% was not completely negligible, the contribution from the decay of the diffractive ρ was considered to be negligible considering a recent study from CLAS [57] . In Ref. [57] , the quark-exchange production of ρ was found to be dominant while the diffractive ρ from the gluon-exchange was found to be negligible. The fraction of the events from the decay of diffractive ρ was expected to be much smaller than 5% in the kinematic range 0.45 < z h < 0.65 of this experiment, thus at a negligible level.
In the experiment, the μ ± from the decay of a π ± could not be discriminated from the π ± in the HRS and was assumed to be a π ± event. When a π ± event decays to a μ ± and a neutrino, the kinematics of this event is changed. This effect was evaluated by using simulations. The SIMC package has an established component simulating the probability of the decay and the kinematic change of each π ± event. The probability of the decay was calculated based on the length of the track of an event and the π ± lifetime. The kinematic change was evaluated by generating the momentum and angles of the μ ± in the center-of-mass frame of the decaying π ± , from which the kinematics of the μ ± in the laboratory frame were calculated. In the center-of-mass frame of the decaying π ± , the momentum of the μ ± followed the four-momentum 035209-9 conservation and the angles were generated with a uniform probability distribution in the solid angle. The μ ± was recorded as a π ± if it was in the acceptance of the HRS model, and was rejected otherwise.
The effect of the decay of π ± was treated as one of the efficiency factor as
where N sim (decay) and N sim (no decay) are the numbers of events recorded in the simulation with decay effect turned on and off, respectively. The N 2 background in the SIDIS processes were evaluated using the N 2 reference runs. The N 2 background was around 10% depending on the kinematics.
The PID of electrons in BigBite was based on the combination of a cut in the preshower energy deposition and a 2D cut in the ratio of total-shower-energy deposition and the reconstructed momentum in order to suppress the π − contamination. The PID cuts were optimized to maximize the PID-cut efficiency and minimize the π − contamination. The fractions of the remaining π − contamination and the PID-cut efficiencies were estimated based on fitting and discriminating the π − and electron spectra in the preshower calorimeter. The PID-cut efficiencies increased from 70% to 98% and the fractions of the remaining π − contamination decreased from 6% to less than 0.1%, in increasing momentum range of BigBite.
A more significant contamination in the electron events was the photon-induced electrons from the pair-production. The π 0 meson, from the electroproduction, decays into two photons. The high-energy photons create the photon-induced electron contamination through the pair-production process. The percentage of this contamination in the total electron events was determined by comparing the positron yield in BigBite with the reversed magnetic field and the electron yield in the production runs. The photon-induced electron contamination increased from <1% to 40% when the electron + SIDIS production channel. The red circles are from the data, the black solid lines are from the model [17] , the blue dashed lines are from the model [15] , and the green dotted lines are from the model [16] . The error bars represent the statistical uncertainties of the data. The error band on the bottom of each panel represents the experimental systematic uncertainty. The P t (in unit of GeV) and x bj ranges of each plot are presented at the top and the bottom of the panel, respectively. momentum range of BigBite decreased from >1.6 GeV to 0.7 GeV.
The PID of π ± in the HRS was based on the combination of the gasČerenkov, the aerogelČerenkov, and the lead-glass calorimeter signals. The PID-cut efficiency and the contamination after the PID cuts have been evaluated and included in the correction. The contamination to the π − events (<0.5%) came from the negatively charged non-pion hadron and electron. The contamination to the π + events (<1%) predominantly came from the positively charged non-pion hadron. The PID-cut efficiency for π ± in the HRS was around 95%. The overall detection efficiency of BigBite was evaluated by using the elastic ep scattering as in Sec. IV B. Two beam energies, 1.23 and 2.4 GeV, were used in the elastic ep runs, covering the low-and high-momentum acceptance of the BigBite spectrometer. The overall efficiency was also checked by using the inclusive DIS channel in the 3 He production data in a broad momentum range. The overall efficiency was estimated to be 73% to 75%. The overall efficiency of the HRS was estimated to be close to 100%, as in Sec. IV B.
D. Systematic uncertainties
The systematic uncertainties related to electron detection in BigBite were dominated by the photon-induced electron contamination and the efficiency of the total-shower-energy cut which was applied to remove the effect from the drift in the calorimeter threshold.
The photon-induced electron contamination was determined by the ratio of the positron yield and electron yield in each bin. The positron yield was from the runs with reversed magnetic field of BigBite. The electron yield was from the production runs. The acceptance of the positrons in the runs with reversed magnetic field of BigBite was the same as the acceptance of electrons in the production runs. The uncertainty in determining the positron yield was large in the low-momentum range of BigBite due to the large 035209-11 uncertainties from the PID-cut efficiency for the positrons and the large uncertainties from the π + contamination. The large π + contamination (up to 50% in the range of P e < 1 GeV) made the process of fitting and discriminating the π + and positron spectra much more difficult than the process for the π − and electron spectra in the production runs. The events with a lower electron momentum deposited a lower total-shower energy and were more strongly affected by the total-shower-energy cut. Using the simulation to correct for the efficiency of the total-shower-energy cut involved increasing uncertainties in a decreasing momentum range of BigBite.
To evaluate the systematic uncertainties above, the PID cuts and the total-shower-energy cut have been varied (varied cut sets) around the central values (central cut set). In each bin, the number of events from the data and data corrections were found with each set of cuts. The data corrections were applied as in Eq. (11) . The root-mean-square value of the differences of the results with the varied cut sets and with the central cut set has been used to define the systematic uncertainty.
The total systematic uncertainties related to the electron detection in BigBite are in the range from 3% to 10% depending on the kinematics.
The systematic uncertainties of the PID of π ± events in the HRS were determined to be less than 2% by using the well-established techniques in the previous studies of this experiment [29] [30] [31] [32] 42, 43] .
In the coincidence channel for SIDIS, the systematic uncertainties in the experimental acceptance corrections by the simulation were determined by putting a series of kinematic cuts besides the central optimized set to both the data and the simulation. The total systematic uncertainties from the acceptance corrections are between 5% to 10% depending on the kinematics. The systematic uncertainties related to the exclusive tail subtractions and the SIDIS radiative corrections have been evaluated in the same manner as in Ref. [22] . Specifically, different models of the exclusive channels and the difference between the HAPRAD and the SIMC for the radiative corrections have been used to define the systematic uncertainties. The systematic uncertainties for these items are between 2% to 6% depending on the kinematics.
The systematic uncertainties of the results related to the central-value uncertainties of the variables (x bj , z h , Q 2 , φ h , P t ) have been evaluated by inserting the variable uncertainties into the bin-centering corrections, thus reflected in the extracted cross sections. The systematic uncertainties related to the bin-centering corrections are less than 3% with a kinematic dependence.
The main contributions of the systematic uncertainties are listed in Table I .
E. Kinematical correlations and binning
In the production run of E06-010, only one experimental configuration was used. Kinematical correlations are shown in Fig. 5 . Due to the kinematical correlations, strict onedimensional (1D) binning in which only one variable changes while all the other variables stay intact is prohibited.
In this paper, a set of pseudo-one-dimensional (pseudo-1D) bins is used for presenting the results. Pseudo-1D means that, when the binning is in one variable, for example, x bj , the difference between one bin and another is not only in x bj , but in all the variables (x bj , z h , Q 2 , φ h , P t ) due to kinematical correlations. Pseudo-1D bins in x bj has 10 consecutive bins with almost equal statistics. The central values of the kinematic variables in the pseudo-1D bins are presented in Table II . As shown in Fig. 5 and Table II the acceptance in this experiment had strong kinematic correlations. In increasing range of x bj , z h , and Q 2 also increased, while P t decreased. The kinematic range of φ h centered around the angle of π (180 • ), due to the experimental configuration. The central values of φ h and x bj were weakly correlated. In the range of φ h closer to the center more events were with smaller x bj compared with the range of φ h farther from the center.
A set of two-dimensional (2D) bins is used to present the P t dependence of the cross sections. The set of 2D bins (10 × 10) consists of 10P t bins in 10 ranges of x bj . The boundaries of the bins are set to make each bin contain almost equal statistics.
A set of three-dimensional (3D) bins is used to present the φ h dependence of the cross sections. The data are binned into two ranges of P t first. In each of the P t ranges, five x bj bins are defined. In each of the 2 × 5 ranges of P t vs x bj , 10φ h bins are defined. Each bin of the 2 × 5 × 10 set has almost equal statistics.
V. RESULTS
The extracted unpolarized SIDIS differential cross sections and the cross-section ratios are compared with models in different bin sets in the following sections. Fitting the extracted differential cross sections from these data demonstrates the data's constraint on the parameters describing the SIDIS process. The plane-wave impulse approximation (PWIA) treatment of the 3 He nucleus in the SIDIS process is adopted in this study, thus the modeled SIDIS cross section from 3 He is the same as the sum of the modeled SIDIS differential cross sections from two protons and one neutron. The collinear PDF 035209-14 from CTEQ10 [58] and the collinear FF from DSS [59] were used in the modeled SIDIS differential cross sections.
In the multidimensional bin sets, models from three studies [15] [16] [17] are compared with the data. The modeled SIDIS differential cross sections were calculated as in Eq. (1) by using the parameters k 2 ⊥ and p 2 ⊥ from these three studies. The parametrizations of the Boer-Mulders TMD PDF and the Collins TMD FF were taken from Ref. [15] , giving a negligible (less than 2%) contribution to the SIDIS differential cross sections.
In Ref. [15] , the multiplicity data and azimuthal-modulation data from HERMES [24, 26] were simultaneously fit. The multiplicity data from COMPASS [25] were further normalized before combining with the azimuthal-modulation data from COMPASS [27] for the simultaneous fit. The Gaussian width k 2 ⊥ was set as a free fitting parameter while the Gaussian width p The Boer-Mulders TMD PDF and Collins TMD FF were also parametrized and included in the fitting in the study [15] . The SIDIS differential cross sections using the parameters k h GeV 2 are denoted as "Barone2015" representing the model from Ref. [15] in the comparisons between the data and the models (Figs. 6-9) .
In Ref. [16] , the multiplicity data from HERMES [24] and COMPASS [25] were fit while the azimuthal-modulation data were not included in the fitting process. The results of fitting the HERMES data were k [16] in the comparisons between the data and the models (Figs. 6-9) .
In Ref. [17] , k 
0.37 GeV 2 from a HERMES study [60] were fixed when carrying out simultaneous fitting of the nucleon magnetic moments and the semi-inclusive SSAs. We denote this set of parameters as "Bacchetta2011" representing the model from Ref. [17] in the comparisons between the data and the models (Figs. 6-9, 11, and 12) .
In all the bin sets, some of the kinematic variables were not separated in multiple ranges and were treated as in a single bin (single-binned variables). The central values and ranges of the single-binned variables changed in different bins due to the kinematic correlations. The central values of the variables were determined by using Eq. (19) . We kept the single-binned-variables in the definition of the differential cross sections and kept the differential phase space in the results as dPHS = dx bj dydz h dφ S dP 2 t dφ h in all the bin sets. The method to extract the differential cross section for a specific bin was discussed in Sec. IV C.
In all the bin sets the data corrections in Eqs. (11) and (18) were carried out in the same way for individual bins. The BCCs defined in Eq. (20) were carried out differently in pseudo-1D bins and multidimensional bins.
In pseudo-1D bins, the central values of all the kinematic variables were the experimental averages using Eq. (19) . The BCCs were evaluated by using these central values of the kinematics. The differential cross sections from the model were at the same central values of the kinematics.
In the multidimensional bin sets, the dependence of the differential cross section on one kinematic variable (φ h or P t ) was examined in multiple ranges of other variables. To remove the effect of kinematical correlations, BCCs were evaluated with range-by-range sets of kinematics. In each range, the corresponding set of kinematic variables was put in the model σ theory = σ model (vars) of Eq. (20) the range-by-range sets of kinematics, the variable of interest (φ h or P t ) had the experimental-averaged value for each bin, while all the other variables had the experimental-averaged value at the central bin in this range.
We did not combine different ranges of the multidimensional bin sets to give one distribution of the variable of interest, for minimizing the model dependence introduced in the BCCs.
A. Cross sections in pseudo-1D bins
The comparisons of the SIDIS differential cross sections from the data and the quark-parton model in pseudo-1D x bj bins are shown in Fig. 10 
where a = 1.55 and b = 2.2 are tuned from the values in one set of the HERMES data analysis inherited and cited by Ref. [17] . The Boer-Mulders TMD PDF and Collins TMD FF parametrizations were taken from Ref. [15] . The effect of the Boer-Mulders terms in the total SIDIS cross sections were found to be less than 2% in magnitude and opposite in sign for the π ± electroproduction channels. Terms with twists higher than those included in Sec. II were neglected. The model calculates the sum of the cross sections from two protons and one neutron as an approximation for the 3 He nucleus.
Agreement between the data and the model is observed. The cross sections and corresponding kinematic variables are presented in Tables III and IV in Appendix.
B. φ h dependence of cross sections
The differential cross sections of SIDIS were extracted in 3D bins (2 × 5 × 10) to examine the φ h dependence of the cross sections in 2 × 5 ranges of P t vs x bj . Bin-centering corrections were used to remove the difference of all the variables except φ h from one bin to another in each of the P t vs x bj ranges, therefore the 10φ h bins in a certain range of P t and x bj differ only in the values of φ h . The comparisons of the SIDIS differential cross sections from the data and the models from Refs. [15] [16] [17] are presented in Figs. 6 and 7 .
Comparisons between the data and the model from Ref. [17] with and without modulations are in Figs. 11 and 12 to zero. The comparisons show that the model from Ref. [17] compares the best with the data, while the model from Ref. [16] deviates the most from the data in most of the kinematic ranges.
The cross sections and corresponding kinematic variables are presented in Tables V and VI in Appendix.
C. P t dependence of cross sections
To present the P t dependence of the SIDIS cross sections, 2D bins (10 × 10) of x bj vs P t are used. Bin-centering corrections were used to remove the difference of all the variables except P t from one bin to another in each range of x bj , therefore the 10P t bins in a certain range of x bj differ only in the values of P t . The comparisons of the SIDIS differential cross sections from the data and the models from Refs. [15] [16] [17] are presented in Figs. 8 and 9 . The comparisons show that the model from Ref. [17] compares the best with the data, while the model from Ref. [16] deviates the most from the data in most of the kinematic ranges. In the highest x bj ranges (corresponding to the lowest P t ranges), the model from Ref. [16] gives better comparison than the models from Refs. [15, 17] , but still has sizable deviations from the data.
The cross sections and corresponding kinematic variables are presented in Tables VII and VIII in Appendix.
D. Ratios of cross sections
The comparisons of the ratios (from the data and the model) of SIDIS π + production cross sections over SIDIS π − production cross sections in pseudo-1D x bj bins are shown in Fig. 13 . The model parameters are the same as in Sec. V A. The systematic uncertainties from the acceptance and efficiency of electron detection in BigBite are not included in the bottom systematic error band, because the electron part is the same in the SIDIS π ± production. In the plot, the error bars of the data points are for the statistical uncertainties of the data. The error bars of the model points are for the model uncertainties. In this study, the model uncertainties are defined by the quadrature combination of the differences of the ratios with and without the contribution from the Boer-Mulders terms, changing the width k production channels have opposite signs, and the changes of the cross-section ratios due to turning off the Boer-Mulders contributions are 1% to 4%. The flavor dependence of the widths has not been included in the model, thus the widths do not differ in channels of the π ± production. Theoretically, if the π ± SIDIS production cross sections have the same transverse-momentum dependence, their ratios at the same kinematics will be independent of the widths. Due to the very small differences between the central values of variables in the π ± production channels, the effect of changing k
⊥ was nonzero but less than 0.1%. Results from the data are consistent with the model without a flavor dependence of k 2 ⊥ and p 2 ⊥ as assumed in most of the global analysis for SIDIS [15] [16] [17] .
E. Azimuthal modulation and stand-alone data fitting
Fitting the φ h distribution in each of the 2 × 5 ranges of P t vs x bj in the 3D bins (2 × 5 × 10), with a simple function A (1 − B cos φ h ), provides a naive probe for the azimuthal modulation effect in the data. The parameter B indicates the size of the modulation. The parameter Bs in all ranges are presented in Fig. 14. Due to a limited φ h range in the data and a large number of fitting parameters being used (A and B in one P t and x bj range differ from A and B in another range), the data do not provide good constraints on the values for B.
Azimuthal modulation effects in the unpolarized SIDIS channel arise from the relative magnitudes of F 
where
The Boer-Mulders parts after convolution can be found in Ref. [15] .
The parameters being fit are the Gaussian widths k (Fig. 15 ) and the functional form including only the structure function F UU (Fig. 16) , come from the specific model formulation; namely, F cos φ h UU and F cos 2φ h UU as in Eqs. (23) and (24) . These specific functional forms, when applied to the data in this study, would result in the intrinsic transverse momentum width k 2 ⊥ of the quarks in the nucleon being consistent with zero at small central values, which contradicts the results from the global analyses [15] [16] [17] . The effect of including the Boer-Mulders terms as parametrized in Ref. [15] was tested to be negligible (less than 2% in the kinematic range of this study). To examine the data's constraint on the intrinsic widths with relaxed model formulations, two adjusted functional forms were used to do the fitting in the 3D bins with the φ h information. The first one includes the structure functions F UU and F 
VI. CONCLUSION
We report the first measurement of the unpolarized SIDIS differential cross section of π ± production from a 3 He target in a kinematic range 0.12 < x bj < 0.45, 1 < Q 2 < 4 (GeV/c) 2 , 0.45 < z h < 0.65, and 0.05 < P t < 0.55 GeV/c.
In the multidimensional bin sets, the data are compared with three models from Refs. [15] [16] [17] while the 3 He nucleus approximated as two protons and one neutron in a plane-wave picture. In most of the kinematic ranges, the model from Ref. [17] compares the best with the data while the model from Ref. [16] deviates the most from the data. In the highest x bj ranges (corresponding to the lowest P t ranges), the model from Ref. [16] gives the best comparison with the data. Azimuthal modulations in unpolarized SIDIS are observed to be consistent with zero within the experimental uncertainties in this study. Using the specific functional form as in the global analysis [15] , the fitting results show that the width of quark intrinsic transverse momentum k 2 ⊥ is much smaller than the results from the global analyses of other types of data [5, [15] [16] [17] . With relaxed model formulation, k 2 ⊥ and p 2 ⊥ are under looser constraint individually, while the combined quantity P 2 t is constrained by the P t behavior of the data. The widths k 2 ⊥ and p 2 ⊥ in the structure functions, related to the azimuthal modulations are determined consistently by using the extracted cross sections with and without the information of φ h .
Apparently, a simple model at the lowest twist was able to describe the main features of the data. The applicability of the simple model to semi-inclusive experiments on the proton and deuteron targets in modest Q 2 ranges was also observed by other JLab experiments [22, 23] . While one might naively expect large contributions from the higher-twist terms in the modest Q 2 range, they have not been found to be significant experimentally. It is possible that the contributions of the highertwist terms in the SIDIS process are not as large as expected. It is also possible that the higher-twist contributions have been absorbed into the lowest-twist model by changing the parameters ( k 2 ⊥ and p 2 ⊥ ). On the other hand, besides the general agreement between the simple model and the data in this study, sizable differences exist in some of the kinematic ranges. These differences might be related to the higher-twist terms.
Clearly, high-precision data in the modest Q 2 range with a full azimuthal angular coverage will, in addition to study the leading-twist TMDs, provide opportunities to study the details of the higher-twist terms and their effects on the azimuthal angular modulations. The future 12 GeV SIDIS programs at JLab with SoLID combining high luminosities and a large acceptance including a full azimuthal angular coverage [61, 62] will provide high-precision data of the SIDIS differential cross sections as well as the azimuthal modulations in multidimensional bins covering a broad kinematic range. These data will significantly advance the development of the TMD phenomenology and our understanding of the TMD physics.
