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Abstract
A neural net based implementation of propositional [0,1]-valued multi-adjoint logic programming
is presented, which is an extension of earlier work on representing logic programs in neural networks
carried out in [A.S. d’Avila Garcez et al., Neural-Symbolic Learning Systems: Foundations and Ap-
plications, Springer, 2002; S. Hölldobler et al., Appl. Intelligence 11 (1) (1999) 45–58]. Proofs of
preservation of semantics are given, this makes the extension to be well-founded.
The implementation needs some preprocessing of the initial program to transform it into a homo-
geneous program; then, transformation rules carry programs into neural networks, where truth-values
of rules relate to output of neurons, truth-values of facts represent input, and network functions are
determined by a set of general operators; the net outputs the values of propositional variables under
its minimal model.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Fuzzy logic is a powerful mathematical tool for dealing with modeling and control
aspects of complex processes, as well as with uncertain, incomplete and/or inconsistent
information. On the other hand, neural networks have a massively parallel architecture-
based dynamics which are inspired by the structure of human brain, adaptation capabilities,
and fault tolerance.
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The main advantages of fuzzy logic systems are the capability to express nonlinear
input/output relationships by a set of qualitative if-then rules, and to handle both numerical
data and linguistic knowledge, especially the latter, which is extremely difficult to quantify
by means of traditional mathematics. The main advantage of neural networks, on the other
hand, is the inherent learning capability, which enables the networks to adaptively improve
their performance [1]. The key properties of neuro-fuzzy networks are the accurate learning
and adaptive capabilities of the neural networks, together with the generalization and fast
learning capabilities of fuzzy logic systems.
In this work, we introduce a hybrid approach to handling uncertainty, which is expressed
in the rich language of multi-adjoint logic but is implemented by using ideas borrowed from
the world of neural networks.
The handling of uncertainty inside our logic model is based on the use of a gener-
alised set of truth-values, usually a (finite or infinite) subset of the real unit interval [0,1],
instead of the Boolean constants {v,f }, in this respect it is an approach to fuzzy logic
programming which, in particular, extends [20]. On the other hand, multi-adjoint logic
programming [13] is a generalization of residuated logic programming [4] in that several
different implications are allowed in the same program. In this respect, as far as we are
concerned, the only existing approach which allows for more than one type of implication
in the programs is [2,18], although there are considerable differences in the underlying
logic used: their logic of bunched implications was developed as an attempt to obtain a
direct decomposition of implication in absence of structural rules in linear logic, similar to
the splitting of conjunction into an additive and a multiplicative part, whereas multi-adjoint
logic builds on the framework of fuzzy and residuated logic, as a means to facilitate the
task of the specification.
Considering several implications in the same program is interesting because it provides
a more flexible framework for the specification of problems, for instance, in situations in
which connectives are built from the users preferences. In these contexts, it is likely that
knowledge is described by a many-valued logic program where connectives have many-
valued truth functions and, perhaps, aggregation operators (such as arithmetic mean or
weighted sum) where different implications could be needed for different purposes, and
different aggregators are defined for different users, depending on their preferences.
In this paper, following ideas in [15], we present a neural-like implementation of multi-
adjoint logic programming with the advantage that, at least potentially, we can calculate in
parallel the answer for any query. It is remarkable that no learning capability is considered
in this work, in which an implementation of the minimal model semantics is given. Learn-
ing is expected to be a key point when facing the general goal of this line of research, the
development of a multi-adjoint approach to abductive logic programming.
An important point of the implementation is a preprocessing of the initial program to
transform it into a homogeneous program; the ideas under this definition are based on [6].
For simplicity in the presentation, we will only describe the implementation for [0,1]-
valued programs, although the general framework of multi-adjoint logic is lattice-valued.
The structure of the paper is as follows: In Section 2, the preliminary definitions are
introduced, together with the syntax and semantics of multi-adjoint logic programs; in Sec-
tion 3, the translation from multi-adjoint programs into homogeneous programs is given,
the preservation of the semantics is proved, and the complexity of the translation is stud-
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ied; then, in Section 4, the model of neural network is described; it is in Section 5 where
the translation from homogeneous programs to neural net is given. The paper finishes with
some examples in Section 6, and then some conclusions are drawn.
2. Preliminary definitions
Multi-adjoint logic programming is a general theory of logic programming which allows
the simultaneous use of different implications in the rules and rather general connectives in
the bodies; a preliminary version was presented in [13], where models of these programs
were proved to be post-fixpoints of the immediate consequences operator, which turned out
to be monotonic under very general hypotheses. In addition, the continuity of the imme-
diate consequences operator was studied, and some sufficient conditions for its continuity
were obtained. A procedural semantics, under these conditions, for multi-adjoint logic pro-
grams, together with its completeness result was given in [14].
To make this paper as self-contained as possible, the necessary definitions about multi-
adjoint structures are included in this section. For motivating comments, the interested
reader is referred to [13].
The first interesting feature of multi-adjoint logic programs is that a number of different
implications are allowed in the bodies of the rules. The basic definition is the generalization
of residuated lattice given below:
Definition 1. Let 〈L,〉 be a lattice. A multi-adjoint lattice L is a tuple (L,,←1,
&1, . . . ,←n,&n) satisfying the following items:
(1) 〈L,〉 is bounded, i.e. it has bottom and top elements;
(2) &iϑ = ϑ&i = ϑ for all ϑ ∈ L for i = 1, . . . , n;
(3) (&i ,←i ) is an adjoint pair in 〈L,〉 for i = 1, . . . , n; i.e.
(a) Operation &i is increasing in both arguments,
(b) Operation ←i is increasing in the first argument and decreasing in the second
argument,
(c) For any x, y, z ∈ P , we have that x  (y ←i z) holds if and only if (x&i z)  y
holds.
The need of the monotonicity of operators ←i and &i is clear, if they are to be inter-
preted as generalised implications and conjunctions. The third property in the definition
corresponds to the categorical adjointness; but can be adequately interpreted in terms of
multiple-valued inference as asserting that the truth-value of y ←i z is the maximal x sat-
isfying x&i z  y , and also the validity of the following generalised modus ponens rule
[7,8]:
If x is a lower bound of ψ ←i ϕ, and z is a lower bound of ϕ then a lower bound y of
ψ is x&iz.
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Although the multi-adjoint paradigm was developed for multi-adjoint lattices, for the
sake of simplicity, in this specific implementation we will restrict our attention to [0,1]
with its standard ordering.
Example 1. The three pairs of connectives (&P ,←P ), (&G,←G), (&L,←L) given below
are adjoint pairs on the real unit interval, which are called, respectively, product, Gödel and
Łukasiewicz connectives:
x ←P y =
{
x/y if y > x
1 otherwise ; x&P y = x · y,
x ←G y =
{1 if y  x
x otherwise ; x&Gy = min(x, y),
x ←L y = min(1 − y + x,1); x&Ly = max(0, x + y − 1).
Definition 2. A multi-adjoint program is a set of weighted rules 〈F,ϑ〉 satisfying the fol-
lowing conditions:
(1) F is a formula of the form A ←i B where A is a propositional symbol called the
head of the rule, and B is a well-formed formula, which is called the body, built from
propositional symbols B1, . . . ,Bn (n 0) by the use of monotone operators.
(2) The weight ϑ is an element (a truth-value) of [0,1].
Facts are rules with body1 1 and a query (or goal) is a propositional symbol intended as a
question ?A prompting the system.
Once we have given the syntax of our programs, the semantics is given below.
Definition 3. An interpretation is a mapping I from the set of propositional symbols Π to
the lattice 〈[0,1],〉.
Note that each of these interpretations can be uniquely extended to the whole set of
formulas, and this extension is denoted as Iˆ . The set of all the interpretations is denoted IL.
The ordering  of the truth-values L can be easily extended to IL, which also inherits
the structure of complete lattice and is denoted . The minimum element of the lattice IL,
which assigns 0 to any propositional symbol, will be denoted .
Definition 4.
(1) An interpretation I ∈ IL satisfies 〈A ←i B, ϑ〉 if and only if ϑ  Iˆ (A ←i B).
(2) An interpretation I ∈ IL is a model of a multi-adjoint logic program P iff all weighted
rules in P are satisfied by I .
1 It is also customary to use write  instead of 1, and even not to write any body.
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(3) An element λ ∈ L is a correct answer for a program P and a query ?A if for any
interpretation I ∈ IL which is a model of P we have λ I (A).
The operational approach to multi-adjoint logic programs used in this paper will be
based on the fixpoint semantics provided by the immediate consequences operator, given
in the classical case by van Emden and Kowalski [19], which can be generalised to the
framework of multi-adjoint logic programs by means of the adjoint property, as shown
below:
Definition 5. Let P be a multi-adjoint program. The immediate consequences operator,
TP :IL → IL, maps interpretations to interpretations, and for I ∈ IL and A ∈ Π is defined
by
TP(I)(A) = sup
{
ϑ &i Iˆ (B) | 〈A ←i B, ϑ〉 ∈ P
}
.
As usual, it is possible to characterise the semantics of a multi-adjoint logic program
by the post-fixpoints of TP; that is, an interpretation I is a model of a multi-adjoint logic
program P iff TP(I)  I . The TP operator is proved to be monotonic and continuous under
very general hypotheses, and it is remarkable that these results are true even for non-
commutative and non-associative conjunctors, although these facts will not be stressed
here.
Regarding continuity, the result below was proved in [13].
Theorem 1. If all the operators occurring in the bodies of the rules of a program P are
continuous, and the adjoint conjunctions are continuous in their second argument, then TP
is continuous.
Once we know that TP can be continuous under very general hypotheses, then the least
model can be reached in at most countably many iterations beginning with the least inter-
pretation, that is, the least model is TP ↑ ω().
Regarding the implementation as a neural network, to be introduced later, it will be
useful to introduce the homogeneous rules, in order to provide a simpler and standard
representation for any multi-adjoint program.
Definition 6. A weighted rule is said to be homogeneous if it has one of the following
forms:
• 〈A ←i &i (B1, . . . ,Bn),ϑ〉,
• 〈A ←i @(B1, . . . ,Bn),1〉,
• 〈A ←i B1, ϑ〉,
where B1, . . . ,Bn are propositional symbols, &i are the adjoint conjunctions and @ is an
aggregator.
In this definition of homogeneous rules, we consider the last form to be different from
the first, although formally the latter is a particular case of the former. The reason to do so
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is related to the number of steps of computation generated by each of them; this fact will
be clarified in the next section.
The homogeneous rules represent exactly the simplest type of (proper) rules we can have
in our program. In some sense, homogeneous rules allow a straightforward generalization
of the standard logic programming framework, in that no operators other than ←i and &i
are used.
3. Obtaining a homogeneous program
The purpose of this section is to give a procedure for translating a multi-adjoint logic
program into one containing only homogeneous rules, in order to provide a simpler and
standard neural network representation
3.1. Handling rules
We will state a procedure for transforming a given program into another (equivalent) one
containing only facts and homogeneous rules. It is based on two types of transformations:
The first one handles the main connective of the body of the rule, whereas the second one
handles the subcomponents of the body.
T1. A weighted rule 〈A ←i &j (B1, . . . ,Bn),ϑ〉, in which the implication of the rule and
the conjunction in the body do not form an adjoint pair, is substituted by the following
pair of formulas:
〈A ←i A1, ϑ〉〈
A1 ←j &j (B1, . . . ,Bn),1
〉
where A1 is a fresh propositional symbol, and 〈&j ,←j 〉 is an adjoint pair.
For the case 〈A ←i @(B1, . . . ,Bn),ϑ〉 in which the main connective of the body of
the rule happens to be an aggregator, and ϑ = 1 the transformation is similar:
〈A ←i A1, ϑ〉〈
A1 ←i @(B1, . . . ,Bn),1
〉
where A1 is a fresh propositional symbol.
T2. A weighted rule 〈A ←i Θ(B1, . . . ,Bn),ϑ〉, where Θ is either &i or an aggregator, and
a component Bk is assumed to be either of the form &j (C1, . . . ,Cl) or @(C1, . . . ,Cl),
is substituted by the following pair of formulas in either case:〈
A ←i Θ(B1, . . . ,Bk−1,A1,Bk+1, . . . ,Bn),ϑ
〉〈
A1 ←j &j (C1, . . . ,Cl),1
〉
or 〈
A ←i Θ(B1, . . . ,Bk−1,A1,Bk+1, . . . ,Bn),ϑ
〉〈
A1 ←i @(C1, . . . ,Cl),1
〉
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Program Homogenization
begin
repeat
for each T1-rule do
Apply transformation T1
end-for
for each T2-rule do
Apply transformation T2
end-for
until neither T1-rules nor T2-rules exist
end
Fig. 1. Pseudo-code for translating into a homogeneous program.
where A1 is a fresh propositional symbol.
The procedure to transform the rules of a program so that all the resulting rules are
homogeneous, is presented in Fig. 1. It is based in the two previous transformations, and
in its description by abuse of notation we use the terms T1-rule (respectively T2-rule) to
mean an adequate input rule for transformation T1 (respectively T2).
Some examples of application of the homogenization procedure above are presented
below, in which we are using the more standard infix notation for the conjunctions in the
body of the rules:
Example 2. Consider 〈A ←P (B1&PB2)&GB3, ϑ〉, which is a T1-rule, since the main
connective in the body is not the adjoint conjunctor to the implication. A first step of the
previous algorithm gives:
〈A ←P A1, ϑ〉 Homogeneous〈
A1 ←G (B1&PB2)&GB3,1
〉
.
Now, the second rule has to be modified, and the result is given below:
〈A ←P A1, ϑ〉 Homogeneous
〈A1 ←G A2&GB3,1〉 Homogeneous
〈A2 ←P B1&PB2,1〉 Homogeneous.
Example 3. Consider the rule〈
A ←P (B1&GB2)&P @(B3,B4),ϑ
〉
.
The first step of the algorithm gives the following result〈
A←P A1&P @(B3,B4),ϑ
〉
〈A1 ←G B1&GB2,1〉 Homogeneous.
The procedure continues with the first rule above
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〈A ←P A1&PA2, ϑ〉 Homogeneous〈
A2 ← @(B3,B4),1
〉
Homogeneous
〈A1 ←G B1&GB2,1〉 Homogeneous.
The idea of including new symbols and definitions (we will use this term in the sequel)
for these symbols is a reformulation and adaptation of the technique introduced originally
in the context of automated deduction in [17]. The original aim of this technique was to
obtain a structure-preserving transformation of a formula into clause form.
3.2. Handling facts
After the exhaustive application of the previous procedure we can assume that all our
rules are homogeneous. Regarding facts, it might be possible that the program contained
facts about the same propositional symbol but with different weights.
Assume all the facts about A are
〈A ← 1, ϑj 〉 j ∈ {1, . . . , l}
then, the following fact is substituted for the previous ones〈
A ← 1, sup{ϑj | j ∈ {1, . . . , l}
〉
the computed truth-value for A will be denoted ϑA.
The new program obtained from P after the homogenization of rules and facts is de-
noted P∗. Note that in this new program there are new propositional symbols, if Π is the
set of propositional symbols occurring in P, then the set of propositional symbols occurring
in P∗ is denoted Π∗; obviously Π ⊆ Π∗.
3.3. Preservation of the semantics
It is necessary to check that the semantics of the initial program has not been changed
by the transformation. The following results will show that every model of P∗ is also a
model of P and, in addition, the minimal model of P∗ is also the minimal model of P.
Theorem 2. Every model of P∗ when restricted to variables in Π is also a model of P.
Proof. It will be sufficient to show that the two transformations T1 and T2 have this prop-
erty; that is, every model of the output of the rules is also a model of the input of the
transformation.
T1. Assume that I is a model of the rules
〈A ←i A1, ϑ〉 and
〈
A1 ←j &j (B1, . . . ,Bn),1
〉
therefore we have
ϑ &i I (A1) I (A) and Iˆ
(
&j (B1, . . . ,Bn)
)
 I (A1).
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Now, by monotonicity, we haveϑ &i Iˆ
(
&j (B1, . . . ,Bn)
)
 I (A)
which means that I is a model of 〈A ←i &j (B1, . . . ,Bn),ϑ〉. The case of an aggrega-
tor as the main connective of the body is similar.
T2. Now, assume that I is a model of the pair of rules〈
A ←i Θ(B1, . . . ,Bk−1,A1,Bk+1, . . . ,Bn),ϑ
〉〈
A1 ←j &j (C1, . . . ,Cl),1
〉
then we have
ϑ &i Iˆ
(
Θ(B1, . . . ,Bk−1,A1,Bk+1, . . . ,Bn)
)
 I (A)
Iˆ
(
&j (C1, . . . ,Cl )
)
 Iˆ (A1).
Now, by monotonicity, recalling that Bk was assumed to be &j (C1, . . . ,Cl), and the
definition of Iˆ we have
ϑ &i Iˆ
(
Θ(B1, . . . ,Bk−1,Bk,Bk+1, . . . ,Bn)
)
 I (A)
that is, I is a model of〈
A ←i Θ(B1, . . . ,Bk−1,Bk,Bk+1, . . . ,Bn),ϑ
〉
.
In the case of an aggregator, the proof is similar. 
Theorem 3. The minimal model of P∗ when restricted to the variables in Π is also the
minimal model of P.
Proof. The structure of the proof is as follows: Assume any model I of P, then extend it
to Π∗ in such a way that it is also a model of P∗, then use minimality on P∗.
Let M∗ be the minimal model of P∗, and let M denote its restriction to P. By the
previous theorem we have that M is also a model of P, so let us prove that it is minimal.
The intuition after the definition of the extension is the following: for a given rule the
transformations T1 and T2 introduce a finite number of fresh propositional symbols and
definitions for these symbols. The procedure ends when the new symbols get defined com-
pletely in terms of propositional symbols from Π . This feature allows for extending any
model I to these new symbols in a recursive manner. For the sake of readability consider
that the new symbols are denoted by Ai .
Given a model I of P, consider a definition 〈Ak ←j B,1〉, note that there is only one
rule headed with Ai for each fresh symbol Ai introduced in the program:
(1) If all the propositional symbols in B are in Π , define:
I∗(Ak) = Iˆ (B)
(2) If the body contains some defined symbol, define
I∗(Ak) = Î∗(B).
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Clearly, this extension I∗ is also a model of P∗, therefore the minimal model M∗ of P∗
satisfies M∗  I∗. Now, by restricting the domain of the models to Π we obtain M  I .
Therefore, M is the minimal model of P. 
3.4. Complexity
In this section it is shown that the complexity of the algorithm for transforming a multi-
adjoint program into a homogeneous one is linear on the size of the program.
Theorem 4. Let 〈A ←i Θ(B1, . . . ,Bl ), ϑ〉 be a rule with n connectives in the body (n 1),
then:
• The number of homogeneous rules obtained after applying the procedure is n, if either
Θ = &i or Θ = @ with ϑ = 1; and n+ 1 otherwise.
• The number of transformations obtained after applying the procedure is n − 1 if either
Θ = &i or Θ = @ with ϑ = 1; and n otherwise.
Proof. By induction on the number n of connectives in the body.
If n = 1, we must consider two cases:
• If Θ = &i , or Θ = @ and ϑ = 1, the rule is homogeneous, so the final number of rules
is 1.
• Otherwise, we apply only the transformation T1, and we obtain the rules
〈A ←i A1, ϑ〉 and
〈
A1 ←j Θ(B1, . . . ,Bn),1
〉
where ←j depends on Θ . But these are two homogeneous rules, because in the body
there is only one connective. Thus, the final number of rules is 2.
Now, we assume the result is true for all rule with c < n connectives in the body, and
we let us prove the result for n connectives.
• If Θ = &i , or Θ = @ and ϑ = 1, we must apply the transformation T2 obtaining the
rules 〈
A ←i Θ(B1, . . . ,Bk−1,A1,Bk+1, . . . ,Bn),ϑ
〉〈
A1 ←j Θ ′(C1, . . . ,Cl ),1
〉
where ←j depends on the connective Θ ′. Now, in both cases, in the body of the second
rule, there are c connectives with c 1, and in the body of the first rule, there are
n − c < n connectives. Thus, we can apply the induction hypothesis and, finally, the
number of rules is c + (n− c) = n.
• Otherwise, we use the transformation T1 and we have the rules
〈A ←i A1, ϑ〉 and
〈
A1 ←j Θ(B1, . . . ,Bn),1
〉
where if Θ is an aggregator, and if Θ = &j , then ←j is its adjoint implication.
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Consequently, by a similar reasoning to the previous case, the final number of rules is
n and the first rule is homogeneous, so the final number of rules is n+ 1.
Similarly, we can prove the other statement. 
In the next section we present a model of network which allows to evaluate the TP
operator. Therefore, by iteration, it will be able to approximate the actual values of the
least model up to any prescribed precision level.
4. On the type of the network
Before describing the model of neural net chosen to implement the immediate conse-
quences operator TP for multi-adjoint logic programming, some considerations are needed:
Firstly, the set of operators to be implemented will consist of the three most impor-
tant adjoint pairs on the real unit interval: product (&P ,←P ), Gödel (&G,←G) and
Łukasiewicz (&L,←L), defined in Example 1. Regarding the selection of operators im-
plemented, just recall that every continuous triangular norm (or t-norm), which is the type
of conjunctor more commonly used in the context of fuzzy reasoning, is expressible as an
ordinal sum of these three basic conjunctors [7]. Regarding the aggregation operators, we
will implement a family of weighted sums, which are denoted @(n1,...,nm) and defined as
follows:
@(n1,...,nm)(p1, . . . , pm) =
n1p1 + · · · + nmpm
n1 + · · · + nm .
A neural network will be considered in which each process unit is associated either to a
propositional symbol of the initial program or to an homogeneous rule of the transformed
program. The state of the ith neuron in the instant t is expressed by its output function,
denoted Si(t). The state of the network can be expressed by means of a state vector S(t),
whose components are the output of the neurons forming the network; the initial state of
S is 0 for all the components except those representing a propositional variable, say A, in
which case its value is defined to be:
SA(0) =
{
ϑA if 〈A ← 1, ϑA〉 ∈ P,
0 otherwise,
where SA(0) denotes the component associated to a propositional symbol A.
Regarding the user interface, there are two types of neurons, visible or hidden, the output
of the visible neurons is part of the overall output of the net, and the output of the hidden
neurons is only used as input values for other neurons. Visible neurons are associated to
propositional symbols of the initial program and the hidden neurons are those associated
to definitions and homogeneous rules. This is because we are interested in the values of the
minimal model, that is the consequence operator T ω
P
(), about each propositional symbol
of the initial program.
The connection between neurons is denoted by a matrix of weights W , in which wkj
indicates the existence or absence of connection between unit k and unit j ; if the neuron
represents a weighted sum, then the matrix of weights also represents the weights associ-
ated to any of the inputs. The weights of the connections related to neuron i (that is, the
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ith row of the matrix W ) are represented by a vector wi•, and are allocated in an internal
vector register of the neuron, which can be seen as a distributed information system.
The initial truth-value of the propositional symbol or homogeneous rule vi is loaded in
the internal register, together with a signal mi to distinguish whether the neuron is associ-
ated either to a fact or to a rule; in the latter case, information about the type of operator is
also included. Therefore, we have two vectors: one storing the truth-values v of atoms and
homogeneous rules, and another m storing the type of the neurons in the net.
The signal mi indicates the functioning mode of the neuron. If mi = 1, then the neuron
is assumed to be associated to a propositional symbol, and its next state is the maximum
value among all the operators involved in its input, its previous state, and the initial truth-
value vi . More precisely:
Si(t + 1)= max
{
vi,max
k
{
Sk(t) | wik > 0
}}
.
When a neuron is associated to the product, Gödel, or Łukasiewicz implication, respec-
tively, then the signal mi is set to 2, 3, and 4, respectively. Its input is formed by the
external value vi of the rule, and the outputs of the neurons associated to the body of the
implication.
The output of the neuron mimics the behaviour of the implication in terms of the adjoint
property when a rule of type mi has been used; specifically, the output in the next instant
will be:
• Product implication, mi = 2
Si(t + 1) = vi
∏
k |wik>0
Sk(t).
• Gödel implication, mi = 3
Si(t + 1) = min
{
vi,min
k
{
Sk(t) | wik > 0
}}
.
• Łukasiewicz implication, mi = 4
Si(t + 1) = max
{
vi +
∑
k|wik>0
(
Sk(t) − 1
)
,0
}
.
A neuron associated to an aggregation operator has signal mi = 5, and its output is
Si(t + 1)=
∑
k
w′ikSk(t) where w′ik =
wik∑
r wir
.
It is important to note that the neurons’s output is never decreasing, as shown in the
following theorem.
Theorem 5. Operators Si are non-decreasing for all i .
Proof. We proceed by induction.
For t = 0, if mi = 1 we have that Si(0) = 0 Si(1).
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If mi = 1, the neuron is related to a propositional symbol A, so we have thatSi(0) =
{
ϑA if 〈A ← 1, ϑA〉 ∈ P,
0 otherwise,
thus, Si(0) Si(1) = max{ϑA,maxk{Sk(0) | wik > 0}}.
Assume Si(t − 1) Si(t) for all i as the induction hypothesis. We have several cases,
depending on mi :
If mi = 1, the neuron corresponds to a fact, then:
Si(t + 1) = max
{
vi,max
k
{
Sk(t) | wik > 0
}}
(∗)
 max
{
vi,max
k
{
Sk(t − 1) | wik > 0
}}= Si(t)
where (∗) follows from the induction hypothesis to neurons k.
If mi = 2, the neuron corresponds to product implication, then:
Si(t + 1)= vi
∏
k/wik>0
Sk(t)
(∗)
 vi
∏
k/wik>0
Sk(t − 1) = Si(t)
where (∗) follows from the induction hypothesis and the monotonicity of product conjunc-
tion.
The proof of the cases mi = 3,4,5 is similar. 
The input of the initial values to the neurons is governed by an external reset signal r ,
common to all the neurons. The user is allowed to modify both the values of the internal
registers of the neurons and their state vector S(t). A more formal description of this reset
signal is given below:
r = 1. The initial truth-value vi , the type of formula mi , and the ith row of the matrix
of weights wi• are set in the internal registers. This allows to reinitialise the network
when a new problem has to be studied.
r = 0. The neurons evolve with the usual dynamics and are only affected by the state
vector of the net S(t).
Once the corresponding values for both the registers and the initial state of the net have
been loaded, the signal r is set to 0.
Fig. 2 shows a generic neuron; the necessary parameters to initialize a neuron are the
initial truth value of the neuron vi , the ith row of the weight matrix wi•, the signal mi that
establishes the type of rule the neuron is associated with, and the reset signal r . In each
step the input of the neuron is the vector S(t) of outputs of all the neurons in the net.
We have decided to use a generic model of neuron capable of adapting to perform
different functions according with its inputs. Obviously, it is possible to consider simpler
units, but the price to pay is to consider a set of different units, each type representing a
different type of homogeneous rule or proposition. This way one has both advantages and
disadvantages: the former are related to the easier description of the units, whereas the
latter arise from the greater complexity of the resulting network. A complete analysis of
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the compromise between simplicity of the units and complexity of the network will be the
subject of future work.
5. Representing a homogeneous program by a neural net
As we have observed in the previous section, each propositional symbol of the initial
program P, and the new rules of the homogeneous program P∗ are represented by a neuron
in the net. The different types of neuron are described below:
(1) A propositional symbol: Its type is mi = 1. The initial truth-value vi is set either to 0
(by default) or to the truth-value ϑA if A is a fact.
The ith row of the matrix of weights has all components set to 0 but those correspond-
ing to rules whose head is the propositional symbol A, in which case the value is 1.
(2) Product: These neurons correspond to a homogeneous product rule
〈
p ←i &i (q1, q2, . . . , qk),ϑ
〉
.
Their internal registers are mi = 2, vi is ϑ , and the corresponding row in the matrix of
weights is fixed with all components 0, except those assigned to propositional symbols
involved in the body, which are set to 1.
Example 4. Consider the program below, consisting of two facts and one rule
〈p ← 1,0.2〉 〈q ← 1,0.8〉 〈p ←P q,0.5〉
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we would use a net with three neurons, the first and second to represent the facts p and
q , and the third to represent p ←P q . Thus, the registers of the associated neurons are
initialized as follows:
• For neuron 1: v1 = 0.2, m1 = 1, w1• = (0,0,1), since the head of the rule repre-
sented by the third neuron is p.
• For neuron 2: v2 = 0.8, m2 = 1, w2• = (0,0,0), since there is no rule with head q .
• For neuron 3: v3 = 0.5, m3 = 2, w3• = (0,1,0), since the body of the rule depends
on q , represented by the second neuron.
Example 5. Given the homogeneous rule〈
p ←P (q&P r&P s),0.7
〉
there are four neurons to represent each propositional symbol. The fifth neuron would
have its internal registers initialized as follows:
v5 = 0.7, m5 = 2 and w5• = (0,1,1,1,0), assuming the ordering of neurons
corresponding to propositional symbols p,q, r, s respectively. Moreover, w1• =
(0,0,0,0,1), since the head of the rule is the propositional symbol p.
(3) Gödel: The only difference with the previous case is that mi = 3.
(4) Łukasiewicz: The only difference with the previous case is that mi = 4.
Example 6. For the program with three facts and two rules
〈p ← 1,0.7〉 〈r ← 1,0.5〉 〈s ← 1,0.6〉
〈
p ←G (q&Gr&Gs),0.8
〉 〈
q ←L (p&Lr&Ls),0.7
〉
we should use a net with six neurons, the first four corresponding to the propositional
symbols p,q, r and s, whereas the other correspond to the rules. The initial vector of
truth-values is v = (0.7,0,0.5,0.6,0.8,0.7), and the vector of types (indicating the
interpretation of the neurons) is m = (1,1,1,1,3,4). Finally, the weights matrix W is
set to
W =


· · · · 1 ·
· · · · · 1
· · · · · ·
· · · · · ·
· 1 1 1 · ·
1 · 1 1 · ·


where the dots indicate a zero value.
(5) Weighted sums: These neurons are related to rules of type〈
p ← @(n1,n2,...,nk)(q1, q2, . . . , qk),1
〉
.
So the truth-value is always one and it is unimportant which type of implication is used
since all of them assign the same value to the head of the rule.
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The register of this type of neurons is set with truth-value vi = 1, its type is mi = 5, and
the vector wi• indicates the weights (wij  0) of the rest of neurons on the output of
the weighted sum. The normalization process for the weighted sum is done internally
by the neuron using the values in the vector wi• calculating w′ij as wij /
∑
k wik .
Example 7. Consider the non-homogeneous rule:〈
p ←P @(3,7)(q, r),0.5
〉
which is transformed into〈
h ← @(3,7)(q, r),1
〉 〈p ←P h,0.5〉.
The fresh propositional symbol R needs not be encoded into a neuron, therefore we
will only have three neurons associated, respectively, to the propositional symbols p,
q and r . We need two extra neurons, one to represent the first rule, whose registers
are initialized as v4 = 1, m4 = 5 and w4• = (0,3,7,0,0), and another one to represent
the product implication, with v5 = 0.5, m5 = 2 and w5• = (0,0,0,1,0). Moreover, as
the symbol p is the head of the rule corresponding to the fifth neuron, we must set
w15 = 1, resulting in:
W =


· · · · 1
· · · · ·
· · · · ·
· 3 7 · ·
· · · 1 ·

 and m = (1,1,1,5,2).
At this stage, no learning algorithm is used because the net just described completely
specifies the behaviour of the immediate consequences operator TP. The use of the adap-
tive capabilities of the networks are used in the search for explanations of a set of given
observations in the context of abductive logic programming, as introduced in [12], but this
is not in the scope of this paper.
5.1. Relating the net and TP
In this section we will relate the behavior of the components of the state vector with the
immediate consequence operator. Firstly, we need to introduce some notation to group the
set of rules in P depending on the signal mi :
• PP is the set of product homogeneous rules.
• PG is the set of Gödel homogeneous rules.
• PL is the set of Łukasiewicz homogeneous rules.
• P@ is the set of aggregator homogeneous rules.
Theorem 6. Given a homogeneous program P and a propositional symbol A, then
T n
P
()(A) = SA(2n− 2) for n 1.
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Proof. By induction on n:
For n = 1 is trivially true,
T 1
P
()(A) = sup{ϑ &i (B) | 〈A ←i B, ϑ〉 ∈ P}= ϑA = SA(0).
Note that sometimes we are abusing the notation, in that in the expression S∗ the star
indicates either an index of an existing neuron or the formula attached to the neuron. How-
ever, the context and the symbols used are enough to avoid any ambiguity.
Now, assume that T n
P
()(A) = SA(2n − 2) for all propositional symbol A. We have
to consider the different types of rules in P: we will prove that for each weighted rule
j = 〈A ←i B, ϑ〉 ∈ Pi we have ϑ &i T̂ nP ()(B) = Sj (2n− 1).
Let us consider the case of product rules. In this case B = B1&P · · ·&PBl and thus:
ϑ &P T̂ nP ()(B) = ϑ &P T̂ nP ()(B1&P · · ·&PBl)
= ϑ &P T nP ()(B1)&P · · ·&P T nP ()(Bl)
(∗)= ϑ &P SB1(2n− 2)&P · · ·&P SBl (2n− 2)
= Sj (2n− 1)
where the last equality is due to the definition and (∗) to the induction hypothesis. For the
case of Gödel and Łukasiewicz rules the proof follows similarly.
In the case of aggregator-based rules, given a rule of the form
j = 〈A ← @(B1, . . . ,Bl),1〉
we have:
T̂ n
P
()(B) = T̂ n
P
()
(
@(B1, . . . ,Bl)
)
= @(T n
P
()(B1), . . . , T nP ()(Bl)
)
(∗)= @(SB1(2n− 2), . . . , SBl (2n− 2))
= Sj (2n− 1)
where the last equality is due to the definition and (∗) to the induction hypothesis.
Thus, we have
T n+1
P
()(A) = sup{ϑ &i T̂ nP ()(B) | A ϑ←i B ∈ P}
= sup{ϑA, sup{ϑ &P T̂ nP ()(B) | A ϑ←P B ∈ PP },
sup
{
ϑ &G T̂ nP ()(B) | A
ϑ←G B ∈ PG
}
,
sup
{
ϑ &L T̂ nP ()(B) | A
ϑ←L B ∈ PL
}
,
sup
{
T̂ n
P
()(B) | A 1← B ∈ P@
}}
(∗)= sup{ϑA, sup{SA←PB(2n− 1) | A ϑ←P B ∈ PP },
sup
{
SA←GB(2n− 1) | A ϑ←G B ∈ PG
}
,
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sup
{
SA← B(2n− 1) | A ϑ←L B ∈ PL
}
,L
sup
{
SA←B(2n− 1) | A 1← B ∈ P@
}}
= SA(2n)
where the equality (∗) follows from the previous result, and the last equality is due to
definition of SA. 
A number of simulations have been obtained through a MATLAB implementation in a
conventional sequential computer. A high level description of the implementation is given
below:
5.2. Implementation
(1) Initialize the network with the appropriate values of v, m, W and, in addition, a toler-
ance value tol to be used as a stop criterion. The output Si(t) of the neurons associated
to facts (which are propositional variables, so mi = 1) are initialized with its truth-
value vi .
(2) Repeat
update all the states Si of the neurons of the network:
(a) If mi = 1, then:
(i) Construct the set Ji = {j | wij = 1}. In this case, this amounts to collect all
the rules with head A.
(ii) Then, update the state of neuron i as follows:
Si(t) =
{
max{vi,maxJi Sj (t − 1)} if Ji = ∅,
vi otherwise.
(b) If mi = 2,3, then:
(i) Find the neurons j (if any) which operate on the neuron i , that is, construct
the set Ji = {j | wij = 1}.
(ii) Then, update the state of neuron i as follows:
Si(t) =
{
vi
∏
Ji
Sj (t − 1) if mi = 2,
min{vi,minJi Sj (t − 1)} if mi = 3.
Recall that when mi = 2 the neuron corresponds to a product implication and when
mi = 3 to a Gödel implication.
(c) If mi = 4 the neuron represents a Łukasiewicz implication, then:
(i) Find the set Ji = {j | wij = 1}, and let Ni be its cardinal.
(ii) Then, update the state of neuron i as follows:
Si(t) = max
{
vi +
∑
Ji
Sj (t − 1)−Ni,0
}
.
(d) If mi = 5, then the neuron corresponds to an aggregator, and its update follows a
different pattern:
(i) Determine the set Ki = {j | wij > 0} and calculate sum =∑Ki wij .
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(ii) Update the neuron as follows:Si(t) = 1
sum
∑
Ki
wij ∗ Sj (t − 1).
Until the stop criterion ‖S(t)− S(t −1)‖2 < tol is fulfilled, where ‖ · ‖ denotes euclid-
ean distance.
Regarding the convergence of the network, by Theorem 6 and Knaster–Tarski theorem
(assuming continuity of TP) it is the case that the net always obtains an approximation to
the fixed point up to any level of precision. In the case that TP reaches the fixpoint after a
finite number of steps, then the network always converges to the exact value of the minimal
model. This happens for some special types of programs, for instance in [16] termination
in finitely many steps is proved for homogeneous programs with only one conjunction
connective and without aggregators.
6. Examples
A number of programs have been carried out with the implementation. We present two
toy examples:
Example 8. Consider the program with facts 〈o ← 1,0.2〉, 〈w ← 1,0.2〉, 〈r ← 1,0.5〉 and
rules 〈
h ←G (r&P o),0.9
〉 〈
v ←G @(1,2)(o,w),0.8
〉
〈n ←P r,0.8〉 〈n ←P w,0.9〉.
〈w ←P v,0.75〉
As there are non-homogeneous rules, the rules of the program are transformed as follows2
i = 〈s ← r&P o,1〉 j =
〈
t ← @(1,2)(o,w),1
〉
〈h ←G s,0.9〉 〈v ←G t,0.8〉
〈n ←P r,0.8〉 〈n ←P w,0.9〉.
〈w ←P v,0.75〉
Therefore, we will need 13 neurons (7 hidden ones) associated to h,n, o, r, v,w and the
7 homogeneous rules.
The initial values of the registers m, v and W are:
• m = (1,1,1,1,1,1,2,5,3,3,2,2,2),
• v = (0,0,0.2,0.5,0,0.2,1,1,0.9,0.8,0.8,0.9,0.75).
2 We have assigned a name to the definitions introduced by the homogenization procedure in order to gain
readability in Fig. 3.
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• The matrix W is defined as
W =


· · · · · · · · 1 · · · ·
· · · · · · · · · · 1 1 ·
· · · · · · · · · · · · ·
· · · · · · · · · · · · ·
· · · · · · · · · 1 · · ·
· · · · · · · · · · · · 1
· · 1 1 · · · · · · · · ·
· · 1 · · 2 · · · · · · ·
· · · · · · 1 · · · · · ·
· · · · · · · 1 · · · · ·
· · · 1 · · · · · · · · ·
· · · · · 1 · · · · · · ·
· · · · 1 · · · · · · · ·


.
Fig. 3 represents a network for the given problem: for each neuron i on the net we have
represented two registers: the first has the initial truth value of the proposition or rule vi ,
the second contains the type of neuron mi . We have also added to each neuron in Figs. 3
(and 4) a label indicating its relation to the homogeneous logic program.
Neurons corresponding to propositions are external, therefore their outputs are visible;
on the other hand, neurons corresponding to rules are internal neurons and their output are
only used as inputs for other neurons.
In Fig. 3, arrows represent the information flow among neurons, so neuron i (that
represents the homogeneous rule 〈s ←P r&P o,1〉 has two input arrows from neurons rep-
resenting respectively neurons o and r , on the other hand its output only is used by the
neuron associated to 〈h ←G s,0.9〉, this is why there exists an arrow from i to that neuron.
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After five iterations, the net gets a stable state:
S = (0.1,0.4,0.2,0.5,0.2,0.2,0.1,0.2,0.1,0.2,0.4,0.18,0.15)
with the following values for the propositional symbols: vh = 0.1; vn = 0.4; vo = 0.2;
vr = 0.5; vv = 0.2; vw = 0.2.
Example 9. Consider the program with rules〈
p ←G @(1,2,3)(q, r, s),0.8
〉 〈
q ←P (t&Lu),0.6
〉〈
t ←P (v&Gu),0.5
〉 〈v ←P u,0.8〉
and facts 〈u ← 1,0.75〉, 〈r ← 1,0.7〉, 〈s ← 1,0.6〉.
Firstly, we will transform the rules of the program into an homogeneous one, as follows
k = 〈h ←P @(1,2,3)(q, r, s),1〉 i = 〈x ←L t&Lu,1〉
j = 〈y ←G v&Gu,1〉 〈p ←G h,0.8〉
〈q ←P x,0.6〉 〈t ←P y,0.5〉.
〈v ←P u,0.8〉
The net will consist of 14 neurons, to represent the initial propositional symbols p, q ,
r , s, t , u, v together with the seven rules of the homogeneous program.
The initial values of the net are:
• m = (1,1,1,1,1,1,1,5,4,3,3,2,2,2),
• v = (0,0,0.7,0.6,0,0.75,0,1,1,1,0.8,0.6,0.5,0.8).
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• The matrix W is defined asW =


· · · · · · · · · · 1 · · ·
· · · · · · · · · · · 1 · ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · 1 ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · 1
· 1 2 3 · · · · · · · · · ·
· · · · 1 1 · · · · · · · ·
· · · · · 1 1 · · · · · · ·
· · · · · · · 1 · · · · · ·
· · · · · · · · 1 · · · · ·
· · · · · · · · · 1 · · · ·
· · · · · 1 · · · · · · · ·


.
After running the net, its state vector get stabilized at
S = (0.5383,0.03,0.7,0.6,0.3,0.75,0.6,0.5383,0.05,0.6,0.5383,0.03,0.3,0.6)
where the last seven components correspond to hidden neurons, the first ones are inter-
preted as the obtained truth-values for p, q , r , s, t , u and v.
7. Related approaches
Using neural networks in the context of logic programming is not a completely novel
idea; for instance, in [6] it is shown how fuzzy logic programs can be transformed into
neural nets, where adaptations of uncertainties in the knowledge base increase the reliabil-
ity of the program and are carried out automatically.
Regarding the approximation of the semantics of logic programs, in [9] the fixpoint of
the TP operator for a certain class of classical propositional logic programs (called acyclic
logic programs) is constructed by using a 3-layered recurrent neural network, as a means
of providing a massively parallel computational model for logic programming; this result
is later extended in [10] to deal with the first order case.
Our approach somehow tries to join the two approaches above, and it is interesting
since our logic is much richer than classical or the usual versions of fuzzy logic in the
literature, although we only consider the propositional case. Although there are some re-
sults regarding the expressive power of feed-forward multilayered neural nets, such as
Kurková’s theorem [11], the structure of our net is not described as an n-layered network,
instead a more straightforward approach is used.
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8. Conclusions and future workA neural-like model has been introduced, which implements the procedural semantics
recently given to multi-adjoint logic programming. This way, it is possible to obtain the
computed truth-values of all propositional symbols involved in the program in a parallel
way. This model can easily be modified to add new types of fuzzy rules.
We consider only the three most important adjoint pairs in the unit interval (product,
Gödel, and Łukasiewicz) and weighted sums. As future work, we aim at developing a
general neural network for t-norms, by the introduction of an ordinal sum unit in order to
combine the basic conjunctors.
Regarding termination, the net always obtains a fixed point of TP up to any level of
precision. For special classes of programs it is also possible to obtain the exact fixed point
of the TP operator, as shown in [16]. Initial unpublished work extending the ideas in [5]
shows that this kind of result can be extended to any multi-adjoint homogeneous program.
This seems to be a new result, since the works [9,10] assume acyclicity while resorting to
more standard units.
Concerning learning aspects, our approach being more complex than usual systems,
it seems likely that some ideas from hybrid type networks should have to be taken into
account, for instance reinforcement for fuzzy control like systems [3]. As current and future
work, we are extending the framework by adding learning capabilities to the net, so that
it will be able to adapt the truth-values of the rules in a given program to fit a number of
observations. Following this idea, a neural net implementation for abductive multi-adjoint
logic programming, already sketched in [12], is planned. Another interesting line of (more
theoretically oriented) future work is to study the problem of whether ordinary feed forward
networks can be captured by multi-adjoint logic programming.
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