Abstract. We derive a bound on the L ∞ -norm of the covariant derivative of Laplace eigensections on general Riemannian vector bundles depending on the diameter, the dimension, the Ricci curvature of the underlying manifold, and the curvature of the Riemannian vector bundle. Our result implies that eigensections with small eigenvalues are almost parallel.
Introduction
There is a close relation between the topology of a closed Riemannian manifold and the spectrum of its Laplacian. For example, the Laplacian acting on 1-forms determines the first Betti number. By a classical theorem of Bochner the first Betti number of an n-dimensional connected compact Riemannian manifold with nonnegative Ricci curvature satisfies b 1 (M) ≤ n with equality if and only if M is isometric to a flat torus. It was proved in [PS99] that n-dimensional compact Riemannian manifolds with n small Laplace eigenvalues are diffeomorphic to a nilmanifold. Ammann and Sprouse showed a similar result for Dirac eigenvalues on compact spin manifolds in [AS07a] . Both statements were consequences of upper bounds on the L ∞ -norm of L 2 -eigensections and of their covariant derivatives on general Riemannian vector bundles.
In this paper we refine the upper bound on the L ∞ -norm of the covariant derivative of an L 2 -eigensection. For this, we need the following upper bound on the L ∞ -norm of an eigensection which is proved by standard Moser iteration, see for instance [BBC03, Lemma 4 ]. Lemma 1.1. Let E be a Riemannian vector bundle over a closed Riemannian manifold of dimension n ≥ 3, equipped with a metric connection ∇ such that Ric g ≥ −(n − 1)K and diam(M) ≤ d for some positive numbers K and d. Assume that for an L 2 -section S there is a positive number λ such that ∇ * ∇S, S ≤ λ|S| 2 holds pointwise. Then there is a positive constant c = c(n, √ Kd) such that
for any p ∈ 1,
Note that the L p -norms for 1 ≤ p ≤ ∞ are volume-normalized (see Section 2 for a definiton). The constant c(n, √ Kd) is explicitly given in the Sobolev estimate proven by Gallot (see Theorem 2.1). [Abr88] to obtain a uniform upper bound on ∇ R. However, in [AS07b] Ammann points out that one can not Abresch's Theorem. This is because it could happen that the upper bound on the r-th eigenvalue for the Laplacian which is derived for the deformed metric is smaller than the perturbation of the Laplace eigenvalues due to the metric change. But by choosing a closer metric the bound on ∇R becomes larger. Since the bound on ∇S L ∞ used in [PS99] and [AS07a] depends on ∇R the upper bound for the r-th Laplace eigenvalue for this deformed metric becomes smaller.
Thus, the goal of this paper is to give an upper bound on the L ∞ -norm of the covariant derivative of an eigensection that only depends on the dimension, the diameter, the lower bound on the Ricci curvature of the manifold, and the curvature of the vector bundle.
Main Theorem. Let (M, g) be a closed Riemannian manifold such that Ric g ≥ −(n − 1)K and diam(M) ≤ d for some positive constants K and d. Furthermore, let E be a Riemannian vector bundle over M equipped with a metric connection ∇ such that | R E | ≤ r for some positive constant r. Then any section S with ∇ * ∇S = λS for some positive λ satisfies the following inequality:
else. The positive constants are explicitly given by:
and c(n, √ Kd) is the Sobolev constant explicitly given in Theorem 2.1. 2 -norm of the negative part of the Ricci curvature has to be smaller than a constant depending on n, on chosen real numbers p > q > n and on the diameter of the manifold, to get a uniform bound on the Sobolev constant. Using these estimates Aubry, Colbois, Ghanaat, and Ruh improved the spectral characterization of nilmanifolds started by Petersen and Sprouse. Furthermore, Ammann referred in his small erratum [AS07b] to this estimate to fix the proof of [AS07a, Theorem 1.1]. Nonetheless, the assumption on the Ricci curvature changes in comparison to the original theorems. In Section 3 we show how our main theorem can be used to prove [PS99, Theorem 1.1] and [AS07a, Theorem 1.1] in their original statement.
For the proof of our main theorem we follow closely the proof of [BBC03, Theorem 2]. There, Ballmann, Brüning, and Carron derived a bound on ∇S L ∞ which is independent of ∇ R but depends on the holonomy of the vector bundle E. Their motivation was to study the relation between eigenvalues and holonomy. For the main theorem, however, the holonomy estimate is replaced by setting N = max{ ∇S L ∞ , S L ∞ } which leads to a case analysis. The advantage of our main theorem is that it makes the dependency of the upper bound for ∇S L ∞ independent of the holonomy.
After the proof we explain how this estimate influences the proofs of [PS99, Theorem 1.1] and [AS07a, Theorem 1.1]. Then we show that our main theorem leads to a similar result as [BBC03, Theorem 2] which only depends polynomially on the holonomy instead of exponentially.
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Proof of the Main Theorem
We follow the proof of [BBC03, Theorem 2] and emphasize the change which is done to avoid the dependency on the holonomy.
Throughout this paper, we use the volume-normalized L p -norms. For E and M as in the assumptions of the main theorem, we define the volume normalized L p -norm to be
The main tool of this proof is Moser iteration. For this, we need the following Sobolev estimate proven by Gallot, [Gal88] .
The constant c is given by
where D := √ Kd.
As we want to apply this theorem to obtain a Moser type iteration, we need to assume the Ricci and diameter bounds stated in the main theorem.
The strategy is to apply Theorem 2.1 to |∇S|. Since this is not a smooth function, we define f ε := |∇S| 2 + ε 2 for small ε > 0.
Using the identity df
where ., . L 2 denotes the induced volume-normalized L 2 -inner product. Let ., . denote the standard fibrewise inner product. Following the proof of [AS07a, Lemma A.4] we have on the one hand
On the other hand we calculate
where the last inequality follows from Kato's inequality (see for instance [CGH00] ). As d|f ε | ≤ d|∇S| we obtain that
For a local vector field Z and a local orthonormal frame (e 1 , . . . , e n ) the Bochner formula yields
Using the assumptions on the manifold and the vector bundle we estimate
Combining this with the identity (1) we obtain
For each p ∈ M separately we choose (e 1 , . . . , e n ) such that it is parallel at p. Using the divergence formula as in [LCR94, page 267], we rewrite the integral as follows
By our choice of the local orthonormal frame, we have pointwise
Therefore, we obtain
We further estimate the second term of (2):
Up to this point we just followed the proof of [BBC03, Theorem 2]. Now, instead of estimating S L ∞ against ∇S L ∞ with the holonomy of the vector bundle we will just leave the last inequality as it is in order to avoid the dependency on the holonomy. This does not change much but will require a case analysis at the end.
Combining the above inequalities, we have for k >
, we arrive at
. Using Hölder's inequality we find
L 2k . Taking the square root on both sides yields
Now we apply Theorem 2.1 with p = n+1 n+2
, thus q = n+2 n , and find a constant C = C(n,
Set k := q j for j = 1, 2, . . . and p j := 1 − 1 q j . Then iterating the last inequality leads to
In the last step we used that x p ≤ x for x ≥ 1 and p ∈ (0, 1]. We stop the iteration process at this point, since otherwise there would be no dependency on ∇S L 2 anymore as inequality (3) with k = 1 shows. Now we want to consider the limit j → ∞. For this we need to check, whether the product on the right hand side converge. Using the geometric series, we first note that the limit
exists and lies in e . Next, we estimate
Recall that q = n+2 n . A small computation yields
and we can continue as in the proof of Theorem 2 in [BBC03] . The latter inequality is equivalent to
Hölder's inequality leads to
L ∞ Using this and that ∇ * ∇S = λS, we obtain
The constant P still depends on λ. In order to determine this dependency and to compare the bounds of the different cases we calculate:
where we define
· 2((n − 1)K + n 2 (r + r 2 )),
Thus in the case N = ∇S L ∞ we finally arrive at the inequality
We now turn to the second case, assuming that N = S L ∞ . Then inequality (4) reads
Using inequality (5), this is equivalent to
As ∇ * ∇S = λS we obtain
Applying Lemma 1.1 with p = n+2 n+1
, we find
For an explicit expression for P in (6) we obtain, using the same notation as before,
where we set
However we still need the analogous calculation for the constant A 1 . We insert (7) and (8) in (6):
Considering the combination of the exponential factors containing √ λ, we obtain
Hence, we arrive at
For an estimate that holds in both cases, we need to compare A 1 with A 2 and B 1 with B 2 . Comparing B 1 with B 2 we note that
As B 2 and n+2(1−ε) εn are both larger than 1 we conclude that B 1 > B 2 .
Straight-forward calculations and using that ε ∈ e if λ < 1.
Applications
As indicated in the introduction our main theorem has various applications. The first application is that a family of L 2 -normalized eigensections on a Riemannian vector bundle is an almost pointwise orthonormal family if the corresponding eigenvalues are sufficiently small. To the author's knowledge this was first proved in [PS99, Theorem 4 .3] with a dependency on the divergence of the curvature. Another proof of this result can be found in [AS07a, Theorem 2.2].
In order to ease notation, we denote with τ (ε | x 1 , . . . , x n ) a positive continuous function in all its variables which vanishes as ε does so while the other variables are fixed.
Using our main theorem together with Lemma 1. 
Remark 3.2. A similar statement was also used in [?, Lemma 3.5] to derive an upper bound on the Gromov-Hausdorff distant between balls in the euclidean space and balls on manifolds with a lower Ricci bound and bounded diameter.
Assume now that E has rank k. Then this proposition and the Gram-Schmidt process immediately leads to the following: Corollary 3.3. There is a positive ε = ε(n, K, d, r, k) such that λ k ≤ ε implies that E is trivial. Furthermore, if S 1 , . . . , S k denote the first k L 2 -normalized eigensections, than we find a global orthonormal frame {e 1 , . . . , e k } such that
This corollary and the above proposition also imply directly that there is a positive lower bound c 1 (n, K, d, r, k) on the (k + 1)-th eigenvalue. Now, as outlined in the introduction, [PS99] and [AS07a] used similar estimates as in the main theorem and Proposition 3.1, with bounds depending on |∇ R | to prove that enough small eigenvalues imply that a Riemannian resp. spin manifold is diffeomorphic to a nilmanifold. Both applied Abresch's Theorem (see [Abr88] or Theorem 1.12 in [CFG92] ) to vary the metric such that |∇ R | is uniformly bounded. However, as it is pointed out in the small erratum [AS07b] , this does not work as |∇ R | might grow when the change of the metric gets small. Using the bound given by our main theorem we avoid this problem.
As for Theorem 1.1 in [AS07a] we can apply the same proof by just exchanging the bound on ∇S L ∞ for an L 2 -eigensection S with the bound given in our main theorem and replacing [AS07a, Theorem 2.2] by Proposition 3.1.
Petersen and Sprouse used an upper bound on ∇∇S L 2 for an L 2 -eigensection S depending on |∇ R | to prove Theorem 1.1 in [PS99] . As we were unable to bound ∇∇S L 2 appropriately without assuming an upper bound on |∇ R | we give another proof [PS99, Theorem 1.1] using the same strategy as in [AS07a, Theorem 1.1].
Proof. By [Gha89, Theorem 1.2] there is a positiveε(n) such that a global orthonormal frame (e 1 , . . . , e n ) on T M with ∇e i L ∞ ≤ε(n) implies that M is diffeomorphic to a nilmanifold. Considering Corollary 3.3 we see that there is a positive ε = ε(n, K, d) such that λ n ≤ ε implies that there is such a global orthonormal frame (e 1 , . . . , e n ) on T M satisfying ∇e i L ∞ ≤ε(n). Thus, the claim follows.
As a further application, our main theorem leads to a version of [BBC03, Theorem 2] with different constants. This will give us a lower bound on the spectrum which in addition depends on the holonomy of the Riemannian vector bundle. In contrast to the lower bound given in [BBC03, Theorem 2], the dependence on the holonomy here is only polynomial For this, we repeat the following definition from [BBC03, page 658] for a Riemannian vector bundle E over a compact manifold M: Let c be a non-constant loop in M. L(c) denotes the length of c and H c (.) the holonomy along it. Then for each p ∈ M and unit vector v ∈ E x we define β(v) to be the supremum of
taken over all non-constant loops c starting in p. Setting β := inf{β(v)|v ∈ E, |v| = 1} we state the following bound, which is also valid for β = 0. The constants a = a(n), ε = ε(n) and c 1 = c 1 (n, √ Kd) are determined explicitly.
Proof. Ballmann, Brüning and Carron showed in the proof of [BBC03, Theorem 5] that
for any nontrivial L 2 -section S. Now let S be an L 2 -eigensection with eigenvalue λ. Combining (9) with our main theorem, we obtain . Writing out the constants explicitly the statement follows.
