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State preparation and measurement (SPAM) errors limit the performance of near-term quantum
computers and their potential for practical application. SPAM errors are partly correctable after
a calibration step that requires, for a complete implementation on a register of n qubits, 2n addi-
tional measurements. Here we introduce an approximate but efficient method for multiqubit SPAM
error characterization and mitigation requiring the classical processing of 2n× 2n matrices, but only
O(4kn2) measurements, where k = O(1) is the number of qubits in a correlation volume. We demon-
strate and validate the technique using an IBM Q processor on registers of 4 and 8 superconducting
qubits.
I. INTRODUCTION
Errors in a quantum computation are typically classi-
fied into state-preparation errors, gate errors, and mea-
surement errors. Quantum error correction has mostly
focused on gate errors, in part because state prepara-
tion and measurement (SPAM) errors only occur at the
beginning and end of a circuit or error-correction cycle,
and, unlike gate errors, do not accumulate with circuit
depth [1]. A consequence of this difference is that surface
code error correction, a practical route to fault-tolerant
quantum computation, is significantly less sensitive to
measurement errors than to gate errors, tolerating errors
many times larger [2].
However in near-term quantum processors, which are
not error corrected, measurement errors are large and,
even worse, may increase with register size due to in-
creased crosstalk. A common approach for correcting
some of the SPAM error is to measure the transition
matrix T between all initial and final classical states,
and then use this information to classically correct sub-
sequently measured data [3–20]. We refer to this error
mitigation technique as T matrix SPAM correction, as it
attempts to correct measurement errors (also known as
readout or assignment errors) as well as the smaller state
preparation errors.
A. T matrix SPAM correction
Let the set of n physical qubits we wish to correct
be called the register (the register does not have to in-
clude every qubit in the processor). The T matrix SPAM
correction technique can be described as follows: Let
x, x′ ∈ {0, 1}n be classical states of the n qubits in the
register, and define elements of a 2n×2n matrix T by
T (x|x′)=T (x1 · · ·xn|x′1 · · ·x′n)=Tr[Ex1···xnρx′1···x′n ]. (1)
∗ mingyu.sun25@uga.edu
Here Ex is the multiqubit POVM element characteriz-
ing the nonideal implementation of the projector |x〉〈x|,
and ρx′ is the density matrix produced after attempt-
ing to prepare classical state |x′〉〈x′|. Each column x′ of
T is the raw probability distribution prob(x), measured
immediately after preparing x′. In the absence of any
SPAM error,
T (x|x′) = δxx′ , (ideal) (2)
the 2n×2n identity. The complete implementation of the
technique is to measure T and classically apply T−1 to
subsequently measured probability distributions [3–20].
This forces an empty circuit in the noisy processor to act
ideally.
However there are several limitations of this approach:
(i) The complete implementation requires 2n characteri-
zation experiments (probability measurements), which is
not scalable. The classical processing of the calibration
data is also inefficient. (ii) The matrix T may become
singular for large n, preventing direct inversion. (iii) The
inverse T−1 might not be a stochastic matrix, meaning
that it can produce negative corrected probabilities. (iv)
The correction is not rigorously justified, so we cannot
be sure that we are only removing SPAM errors and not
otherwise corrupting an estimated probability distribu-
tion.
Limitations (i) and (ii) can be circumvented [8–10] by
approximating T with a tensor product of single-qubit
transition matrices Ti,
Tprod = T1 ⊗ T2 ⊗ · · · ⊗ Tn, (3)
T−1prod = T
−1
1 ⊗ T−12 ⊗ · · · ⊗ T−1n . (4)
Each Ti is a 2 × 2 matrix with elements Ti(xi|x′i), mea-
sured by initializing qubit i with classical state x′i ∈ {0, 1}
and measuring prob(xi). We show here that the accu-
racy of (3) is rather poor, however, especially on registers
with significant crosstalk. The low accuracy indicates the
presence of large multiqubit correlations, which we iden-
tify below.
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2Limitation (iii) is easily avoided by minimizing
‖T pcorr − praw‖22 (5)
subject to physicality constraints 0 ≤ pcorr(x) ≤ 1 and
‖pcorr‖1 = 1. Alternatively, one can use constrained
maximum-liklihood estimation [13] or iterative Bayesian
unfolding [17] here. Limitation (iv) was addressed re-
cently in Refs. [15] and [21], where it was shown that a
certain family of nonideal quantum measurements (hav-
ing diagonal POVMs in the classical basis) can be per-
fectly corrected, at least in principal.
B. This work
In this work, we go beyond the product approximation
(3) by deriving an efficient yet accurate method to esti-
mate T . The technique is efficient in the sense that it only
requires O(n2) probability measurements to estimate the
entire set of 4n matrix elements {T (x|x′)}x,x′ . However
evaluating these 4n elements from the measured data re-
mains classically inefficient. While T matrix SPAM cor-
rection might ultimately be unscalable, we envision that
the technique introduced here will enable error mitiga-
tion on large registers of qubits, greatly extending the
reach and power of near-term quantum computing. We
note that fully scalable SPAM correction is included in
any fault-tolerant quantum computing framework, at the
expense of significant qubit overhead [1].
The organization of our paper is as follows: Section
II discusses the online superconducting qubits, Moore
neighborhoods, and qubit filters used in this work, as well
as the error measures used to report the results. Section
III discusses measures of the overall magnitude of mul-
tiqubit SPAM errors. Section IV assesses the accuracy
of the product approximation (3). Section V introduces
and measures the multiqubit correlation functions used
for scalable T matrix estimation. Section VI describes
and implements the scalable estimation technique. Sec-
tion VII contains our conclusions.
II. METHODS
In this section we discuss the online superconducting
qubits used in this work, and we introduce two theoretical
tools, Moore neighborhoods and qubit filters, used below.
Finally, we discuss the error measures used to report our
experimental results.
A. Qubits
The experiments reported here were performed with
the IBM Q processor ibmq 16 melbourne, based on su-
perconducting transmon qubits, and the BQP online data
acquisition software developed by the authors. BQP is
FIG. 1. Layout of IBM Q device ibmq 16 melbourne. In this
work we use the registers C4 and C8.
a Python package developed to design, run, and analyze
complex quantum computing and quantum information
experiments using commercial backends. In this work we
validate the SPAM correction technique on two registers
of the ibmq 16 melbourne device, shown in Fig. 1. We
choose linear chains
C4 = {Q14, Q13, Q12, Q11} (6)
and
C8 = {Q14, Q13, Q12, Q11, Q10, Q9, Q8, Q7} (7)
to enable a separation of short- and long-range correla-
tions. And we intentionally overlap the registers to high-
light the register-dependence of individual single-qubit
SPAM errors.
B. Moore neighborhoods
In this work we incorporate locality through the use of
qubit neighborhoods. For a given register of n physical
qubits with positions ~ri ∈ RD, where i ∈ {1, 2, · · · , n},
let Ni be the set of k qubits closest to i in Chebyshev
distance ‖~rj − ~ri‖∞. Here
‖~r‖∞ = lim
p→∞
( D∑
i=1
|ri|p
)1/p
= max {|r1|, · · · , |rD|}. (8)
We call Ni the neighborhood of qubit or site i, noting that
Ni does not include qubit i. The nonnegative integer k is
the size of the neighborhood and is independent of i. A
formal definition of Ni (applying to any array of qubits)
will not be provided here. Instead we provide a definition
of Ni for D-dimensional square lattices, and argue that
any reasonable extension to other arrays, appropriately
incorporating qubit locality, will be sufficient.
For infinite square latices with spatial dimension D =
1, 2, 3, · · · , the neighborhood Ni is uniquely defined for
sizes
k ∈
{
(2`+ 1)D − 1, ` = 0, 1, 2, 3, · · ·
}
. (9)
The corresponding Ni are called Moore neighborhoods
with range ` [22]. In our application, ` is the number
3of layers in Ni surrounding qubit i, which is itself ex-
cluded. k = 0 corresponds to empty neighborhoods, rel-
evant when there are no multiqubit correlations.
Actual qubit arrays are finite, of course, and have spa-
tial boundaries. We extend the definition of the Moore
neighborhoods in this case as follows: We restrict k to
a bulk value from the set (9). Then, if qubit i is near
a boundary, we truncate Ni, as defined for an infinite
lattice, by excluding the missing qubits. A 2d example
is illustrated in Fig. 2. Therefore, for i near a boundary,
Ni may contain fewer than k qubits.
C. Qubit filters
We use qubit filters to simplify and reduce the number
of circuits that have to be measured for T estimation. For
a given register of qubits and their size-k Moore neigh-
borhoods Ni, we define functions fi(x) and fij(x) called
filters that act on classical states x = x1 · · ·xn according
to
fi(x1 · · ·xn) = y1 · · · yn with yl =

xi for l = i
xi for l ∈ Ni
0 else
(10)
and
fij(x1 · · ·xn) = y1 · · · yn with yl =

xi for l = i, j
xi for l ∈ Ni ∪Nj
0 else
.
(11)
For 1d registers these simplify to
fi(x) = 0 · · · 0xi− k2 · · ·xi · · ·xi+ k2 0 · · · 0 (12)
and
fij(x) = 0 · · · 0xi− k2 · · ·xi+ k2 0 · · · 0xj− k2 · · ·xj+ k2 0 · · · 0.
(13)
The filters have the effect of setting bit values far away
from site i (or sites i, j) to 0.
D. Error measures
Quantifying multiqubit SPAM requires physically
meaningful error measures. A standard measure of
single-qubit SPAM error is [6]
 =
T (0|1) + T (1|0)
2
. (14)
T (0|1) is the probability of observing |0〉 when |1〉 is pre-
pared. T (1|0) is the opposite.
Here we propose two norms appropriate for multiqubit
T matrices. One is a scaled Frobenius norm
‖A‖d := ‖A‖F√
dim(A)
=
√∑
xx′ |Axx′ |2
dim(A)
, (15)
FIG. 2. k = 8 Moore neighborhoods (yellow crosses) on
Google’s Bristlecone chip.
where dim(A) is the dimension of the matrix A. The
scale factor in (15) enables SPAM errors to be compared
between qubit registers with different sizes. Specifically,
the norm ‖ · ‖d has the asymptotic property that, for un-
correlated errors, it leads to an error measure that scales
linearly with register size n, for small symmetric errors
and large n. Let
τ =
(
1−  
 1− 
)
(16)
be a symmetric single-qubit T matrix with SPAM error
. We prove in Appendix A that
lim
n→∞ lim→0
∥∥∥∥(1−   1− 
)⊗n
− I
∥∥∥∥
d
= n . (17)
Here I is the 2n×2n identity representing the ideal value
of the multiqubit T matrix.
The second norm we use is the max norm
‖A‖max = max
xx′
|Axx′ |, (18)
which is useful for identifying the largest magnitude of
error in the individual matrix elements.
III. TOTAL SPAM ERROR
To characterize the overall magnitude of multiqubit
SPAM errors and develop an intuition for these norms,
we measure the total SPAM error [18]
‖Tmeas − I‖ (19)
on the ibmq 16 melbourne registers C4 and C8. Here
Tmeas is the directly measured 2
n×2n transition matrix.
We also measure the single-qubit SPAM error (14) for
4each qubit, and the register average. The individual er-
rors are provided in the column labelled “ (meas)” in
Tables VI and VII of Appendix B. The average values
are summarized here in Table I.
TABLE I. Total SPAM error measured on ibmq 16 melbourne
registers C4 and C8 [23]. Here n is the register size and  is
the measured single-qubit SPAM error (14) averaged over the
register. The final columns give the total SPAM error (19)
measured in two different norms. Each circuit was measured
with 32k samples.
n  n  ‖Tmeas − I‖d ‖Tmeas − I‖max
4 0.052 0.209 0.259 0.347
8 0.086 0.686 0.571 0.668
The total SPAM errors reported in Table I are huge.
On the 4-qubit chain, the largest single error in Tmeas
is 34.7%. On the 8-qubit chain, the largest error is
66.8%. These large values make accurate SPAM miti-
gation highly challenging!
IV. PRODUCT APPROXIMATION
In this section we discuss the approximation (3), which
neglects multiqubit error correlation, and measure its ac-
curacy on the ibmq 16 melbourne registers C4 and C8
shown in Fig. 1. The accuracy is deduced by measuring
the n-qubit T matrix, the single-qubit matrices Ti for all
qubits in the register, and calculating ‖Tprod − Tmeas‖ in
the norms defined in Sec. II D.
A. Single qubit T matrices
First we will need to define a single-qubit matrix Ti
for qubit i. Let the other qubits j 6= i in the register
be called spectator qubits. There are several natural def-
initions of Ti in a multiqubit register, differing by how
the spectator qubits are initialized. In this section we
consider two families, called uniform and average, and
assess the accuracy of the product approximation using
both variants.
In the uniform family, all spectator qubits are initial-
ized to the same value, 0 or 1. The columns of the Ti
are obtained by measuring prob(x1x2 · · ·xn) and tracing
over the spectator qubits,
prob(xi) =
(∏
j 6=i
1∑
xj=0
)
prob(x1x2 · · ·xn). (20)
The single-qubit T matrices for this family are given in
the columns labelled
Ti (spectators= |0〉, |1〉) (21)
in Tables VI and VII of Appendix B.
In the other family, we average the T matrix over the
initial conditions of k neighboring spectator qubits. That
is, for each qubit i, we consider the set of (up to) k spec-
tator qubits in the Moore neighborhood Ni. The single-
qubit transition matrix for qubit i is measured for each
of the 2k initial conditions of the spectators and then
averaged. Spectator qubits outside of the neighborhood
are initialized to 0. The single-qubit T matrices for this
family are given in the columns labelled
Ti (ave : k=2, 4, 6) (22)
in Tables VI and VII of Appendix B. Below we find that
this definition of single-qubit T matrix leads to the most
accurate Tprod.
B. Results
The accuracy of the tensor product approximation (3)
on the two ibmq 16 melbourne registers is given in Ta-
bles II and III. We see that the errors ‖Tprod − Tmeas‖
in the product approximation are considerably smaller
than the total SPAM errors given in Table I. This might
suggest that the product approximation, which neglects
multiqubit error correlation, is acceptable. However the
error in the individual elements (see max norms) can be
as large as ∼5%, which is prohibitive for many applica-
tions.
TABLE II. Accuracy of Tprod on the register C4 shown in Fig. 1. Here n is the register size. Each circuit was measured with
32k samples.
n = 4
scaled Frobenius
max norm
‖Tprod − Tmeas‖
Ti (spectators= |0〉) Ti (spectators= |1〉) Ti (ave: k=2)
0.044 0.048 0.044
0.055 0.053 0.053
V. MULTIQUBIT MEASUREMENT ERROR
CORRELATORS
In Sec. IV we demonstrated that the prod-
uct approximation (3) has limited accuracy on the
ibmq 16 melbourne registers, indicating the presence of
5TABLE III. Accuracy of Tprod on the register C8 shown in Fig. 1. Each circuit was measured with 32k samples.
n = 8
scaled Frobenius
max norm
‖Tprod − Tmeas‖
Ti (spectators= |0〉) Ti (spectators= |1〉) Ti (ave: k=2) Ti (ave: k=4) Ti (ave: k=6)
0.048 0.050 0.046 0.045 0.036
0.067 0.081 0.069 0.068 0.056
significant multiqubit correlations. Here we confirm that
conclusion by identifying and directly measuring those
correlations.
In this work we use three multiqubit correlation
functions (called A,B,C) to characterize SPAM errors.
These quantities result from adapting the language of
mean fields and fluctuations to the transition matrix (1),
where the product approximation (3) corresponds to an
uncorrelated approximation for T , and the scalable es-
timation technique results from including quadratic and
possibly higher-order fluctuations.
A tensor product structure and locality of the mea-
surement operators are essential to our approach. How-
ever these properties are not apparent in the definition
(1), and are not rigorously present without an additional
continuity assumption. We address this issue in the next
section. The correlators A,B,C are defined in Sec. V B.
A. Uncovering the tensor product structure
Physically, the absence of an explicit tensor-product
structure in the multiqubit T matrix (1) is caused by in-
teractions between the physical qubits. We use this fact
to undo that interaction, thereby revealing the underly-
ing tensor product structure. To each physical system
or device we therefore introduce an associated noninter-
acting qubit array consisting of a register of n qubits,
each (optionally) coupled to its own independent mea-
surement apparatus, but with no cross coupling between
qubits or detectors. Our assumption is that states of the
noninteracting and interacting systems are related by a
completely positive trace-preserving (CPTP) map,
ρ0x′ 7→ ρx′ = Λ(ρ0x′1 ⊗ · · · ⊗ ρ
0
x′n
). (23)
Here Λ is a CPTP superoperator. The initial state ρ0x′ of
the noninteracting array is separable and can be written
as a product ρ0x′1
⊗ · · · ⊗ ρ0x′n of single-qubit density ma-
trices. A sufficient condition for (23) to hold is that the
states of the coupled qubits can be obtained by adiabat-
ically turning on the qubit-qubit interaction V . In this
case
ρx′ = S(ρ
0
x′1
⊗ · · · ⊗ ρ0x′n)S†, (24)
where S = Te−i
∫
Vdt is a time-evolution operator. Note
that we don’t require the map between the interacting
and noninteracting limits to be adiabatic or even unitary.
But we exclude cases where the initial state of the un-
coupled register is entangled with the environment, and
cases where turning on the qubit-qubit coupling causes
leakage out of the register; in these cases the map would
not be CPTP.
The transition matrix in the noninteracting array is
Tr
[
E(1)x1 ⊗ · · · ⊗ E(n)xn (ρ0x′1 ⊗ · · · ⊗ ρ
0
x′n
)
]
. (25)
Here E
(i)
0 and E
(i)
1 = I−E(i)0 are two-outcome POVM el-
ements for qubit i, which may vary from qubit to qubit.
Due to detector nonidealities, the E
(i)
xi may differ from
projectors, but the multiqubit measurement operators
are tensor products of the single-qubit ones as the qubits
are uncoupled. Then using (23) we can write (1) as
T (x|x′) = 〈E(1)x1 ⊗ · · · ⊗ E(n)xn 〉x′ , (26)
where
〈O〉x′ = Tr[OΛ(ρ0x′1 ⊗ · · · ⊗ ρ
0
x′n
)] (27)
is the expectation value after preparing the noisy classical
state x′ = x′1x
′
2 · · ·x′n.
In the remainder of this paper, we always refer to in-
teracting qubit arrays. The map between noninteracting
and interacting qubits simply allows us to assume a ten-
sor product of measurement operators for the latter, at
the expense of including the superoperator Λ. We will
not need the explicit form of Λ, however, because our
approach ultimately derives relations between quantities
in the interacting array, which get measured there.
B. T matrix and mean field theory
In this section we explain the connection between T
matrices and mean field theory, and then define the mul-
tiqubit correlators A,B,C used to characterize and miti-
gate SPAM errors. Recall that E
(i)
0 and E
(i)
1 =I−E(i)0 are
nonideal single-qubit POVM elements for qubit i, which
are 2×2 positive semidefinite Hermitian matrices ten-
sored with identities on the spectator qubits (all qubits
j in the register other than i) . We can regard the E
(i)
xi
as operator fields as a function of discrete qubit position
i, which will become correlated in the presence of qubit-
qubit coupling and crosstalk.
First we define mean fields
〈E(i)xi 〉x′ = Tr[E(i)xi Λ(ρ0x′)], xi ∈ {0, 1} (28)
61 2 3 4
Qubit qj
0.00
0.01
0.02
0.03
0.04
A i
j
A1, j
A2, j
A3, j
A4, j
FIG. 3. Aij correlator, defined in (33), for the 4-qubit register
C4. Each circuit was measured with 32k samples. In this
figure, qubits j = 1, 2, 3, 4 refer to their position along the
chain Q14, Q13, Q12, Q11. Note the large nonlocal spectator
dependence A41 = AQ11,Q14 = 0.047.
for the measurement operators E
(i)
xi , and also their fluc-
tuations
δE(i)xi = E
(i)
xi − 〈E(i)xi 〉x′ . (29)
Here x′ ∈ {0, 1}n is a classical initial state and Λ(ρ0x′) is
the noisy implementation of that state (in the interacting
array). Note that our notation (29) for the measurement
fluctuation δE
(i)
xi suppresses its dependence on x
′.
The mean fields (28) are closely related to the single-
qubit transition matrices Ti introduced in Sec. IV A, the
precise relation depending on how spectator qubits are
initialized. For Ti in the uniform family with spectators
set to b ∈ {0, 1}, we have
Ti(xi|x′i) = 〈E(i)xi 〉b···bx′ib···b. (30)
For Ti in the average family with k neighbors, we have
Ti(xi|x′i) =
1
2k
1∑
y1=0
· · ·
1∑
yk=0
〈E(i)xi 〉z, (31)
where
z = z1 · · · zn with zl =

x′i for l = i
yl for l ∈ Ni
0 else
. (32)
The A and B correlators measure the sensitivity of
expectation values to the states of spectator qubits:
Aij = 〈E(i)0 〉0···0 − 〈E(i)0 〉NOTj(0···0) (33)
Bijl = 〈E(i)0 E(j)0 〉0···0 − 〈E(i)0 E(j)0 〉NOTl(0···0). (34)
Here Aij is the difference between expectation values
of E
(i)
0 on initial states |0〉⊗n and σxj |0〉⊗n. Bijl is the
1 2 3 4 5 6 7 8
Qubit qj
0.01
0.00
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A6, j
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FIG. 4. Aij for the 8-qubit register C8. Each circuit was mea-
sured with 32k samples. Here j = 1, · · · , 8 refers to the qubit
position along the chain Q14, Q13, Q12, Q11, Q10, Q9, Q8, Q7.
In this register A41 = 0.049.
change in 〈E(i)0 E(j)0 〉0⊗n when the initial state of specta-
tor qubit l 6= i, j is flipped. In a condensed matter physics
setting, A and B might be called response functions that
measure the change of 〈E(i)0 〉0⊗n and 〈E(i)0 E(j)0 〉0⊗n to a
nearby spin flip. Correlators similar to A and B but
based on E1 instead of E0 can also be defined, but these
are not independent of A,B. Correlators defined with
respect to an arbitrary initial state x′ 6= 0⊗n are simi-
lar in magnitude to A,B and are not needed here. The
measured A correlators for the two registers are shown
in Figs. 3 and 4, and the largest (in magnitude) elements
of A and B are summarized in Table IV.
TABLE IV. Values of the largest (in magnitude) correlators
measured on the two ibmq 16 melbourne registers. For the
n = 4 case i and j refer to the qubit position along the chain
Q14, Q13, Q12, Q11. For the n = 8 case they refer to the posi-
tion along the chain Q14, Q13, Q12, Q11, Q10, Q9, Q8, Q7. Each
circuit was measured with 32k samples.
n max Aij max Bijk max Cij(0
⊗n)
4 A41 = 4.7e-2 B241 = 4.7e-2 C23 = 2.0e-4
8 A41 = 4.9e-2 B461 = 4.9e-2 C35 = 1.9e-4
The C correlator quantifies correlated fluctuations of
the measurement operators through their covariance
Cij(x
′) =
〈
δE
(i)
0 δE
(j)
0
〉
x′ . (35)
In contrast to A and B, we define C with respect to an
arbitrary initial state x′ ∈ {0, 1}n (this will be needed
below). On the ibmq 16 melbourne device we find that
Cij(x
′) with different x′ are similar in magnitude, and
that the magnitude of the C-type correlations are 10 to
100 times smaller than that of A and B. The largest
elements of Cij with x
′ = 0000 and 00000000 are sum-
marized in Table IV. The C correlator will be used in
7Sec. VI to account for the effects of pair correlations on
the T matrix.
C. Correlation volumes
A critical component of our technique is the filtering of
the set of initial classical states x′ ∈ {0, 1}n that have to
be prepared and measured, reducing the total number of
measurements required from 2n to O(4kn2). Here k is the
number of qubits in a correlation volume, which depends
on the processor type and layout, the noise range and
strength, and the desired accuracy of the estimated T .
Informally, the correlation volume for qubit i is the set
of spectator qubits j 6= i with which there are significant
correlations.
To be precise, there are three correlation lengths or
areas, which we generically call “volumes”. Each volume
characterizes the spatial range of an A, B, or C corre-
lator. These can be measured directly (as in Sec. V) to
determine the associated correlation volumes, the largest
of which determines k. However in the small processor
studied here, the A and B correlation volumes (which
measure sensitivity to spectator qubits) cover the entire
device. So in addition to measuring k, we treat it as a
parameter determining the size of the Moore neighbor-
hoods, and we evaluate the accuracy of the resulting T
matrix as a function of k. When the Ni are large enough
to contain the A-type and B-type correlation volumes
(the entire register in our case), accurate T estimation is
achieved.
We also make a simplification concerning the C-type
correlation volumes: When measuring Cij(x
′) we can in
principle restrict the qubit pairs i and j to lie within a
correlation volume and set Cij(x
′) = 0 when they don’t.
However there is little benefit from doing this unless n
k, which is not the case here. Therefore we measure (and
include in T ) the C correlators between all pairs of qubits
in the register. We also note that although the C-type
correlations are very small in our data, and might be
neglected, we don’t expect this to always be the case.
VI. SCALABLE T MATRIX ESTIMATION
Here we explain the technique of scalable T estimation
in detail. We begin by discussing the physical basis of
the technique. Error mitigation based on the T matrix
(1) is not scalable because it does not make use of:
1. The tensor product structure of the physical sys-
tem, i.e., the fact that the qubits are composed of
distinct subsystems or devices, such as ions or su-
perconducting circuits.
2. The expectation that qubits mainly interact pair-
wise, and that multiqubit correlations are domi-
nated by pair correlations.
3. The assumption that for large enough devices, mul-
tiqubit correlations, however strong, will be finite-
ranged and should decay at large distances.
The technique combines two distinct components.
This is required to obtain an accurate T matrix, as there
are two distinct type of correlations present, those mea-
sured by the A and B correlators, and those measured
by the C correlators. The first component is to expand
(26) in powers of C-type SPAM fluctuations. This leads
to the approximate T matrix
Test = Tmean + Tpair, (36)
with matrix elements
Tmean(x|x′) = 〈E(1)x1 〉x′〈E(2)x2 〉x′ · · · 〈E(n)xn 〉x′ (37)
Tpair(x|x′) =
∑
i<j
[
〈δE(i)xi δE(j)xj 〉x′×
∏
` 6=i,j
〈E(`)x` 〉x′
]
. (38)
It is important to note that Tmean is distinct from Tprod,
defined in (3). This is because Tprod is a tensor product
of 2 × 2 matrices, which neglects all (A, B, and C) cor-
relations. Tmean becomes a strict tensor product if the
spectator qubits are set to a background value such as 0
or 1, or averaged over. However here we will treat the
spectator qubits using a filtering protocol, which will ac-
count for A-type correlations. Tpair accounts for B-type
and C-type correlations.
The second component is best understood in terms
of the matrix elements (37) and (38). For a given ini-
tial state x′ ∈ {0, 1}n, evaluating (37) requires the mea-
surement of 〈E(i)xi 〉x′ for each qubit, and (38) requires
〈δE(i)xi δE(j)xj 〉x′ for each pair, for a total of O(n2) mea-
surements. But this applies to each of the 2n initial
states! However, in the absence of A-type and B-type
correlations we could assume
〈E(i)xi 〉x′ = 〈E(i)xi 〉0···0x′i0···0 (39)
〈δE(i)xi δE(j)xj 〉x′ = 〈δE(i)xi δE(j)xj 〉0···0x′i0···0x′j0···0, (40)
where all spectator qubits are initialized to 0 (or some
other convenient state). Then there would only be O(n2)
distinct quantities to measure to evaluate the T matrix,
namely 〈E(i)xi 〉0···x′i···0 and 〈δE
(i)
xi δE
(j)
xj 〉0···0x′i···x′j0···0 for all
xi, xj , x
′
i, x
′
j ∈ {0, 1} and i, j = 1, 2, · · · , n. Motivated by
this observation, we approximate
〈E(i)xi 〉x′ ≈ 〈E(i)xi 〉fi(x′) (41)
〈δE(i)xi δE(j)xj 〉x′ ≈ 〈δE(i)xi δE(j)xj 〉fij(x′), (42)
where fi(x) and fij(x) are filters (Sec. II C) that set the
initial states of spectator qubits outside of the Moore
neighborhoods Ni and Ni ∪Nj to 0.
The protocol for scalable T estimation with a given set
of size-k Moore neighborhoods is implemented as follows:
1. Measure the quantities 〈E(i)xi 〉fi(x′) for each qubit i.
This requires no more than 2n2k distinct circuits,
8where 2× 2k is the number of classical states x′
that need to be prepared for each qubit (two initial
states {0, 1} of x′i and 2k initial states {0, 1}k of
the spectators in Ni), and there are n qubits in the
register. Qubit neighborhoods near the boundary
of a register may have fewer than k qubits, hence
2n2k is an upper bound.
2. Measure the quantities 〈δE(i)xi δE(j)xj 〉fij(x′) for each
pair i, j. This requires no more than
2n24k (43)
distinct circuits, because there are 4×4k classical
states x′ that need to be prepared for each pair
(four initial states of x′i, x
′
j and 4
k initial states of
the spectators in Ni∪Nj), and there are n(n−1)/2
pairs in the register. Qubit neighborhoods near
the boundary of a register may have fewer than k
qubits, and Ni ∪Nj will have fewer than 2k qubits
when Ni and Nj overlap, hence (43) is an upper
bound. Therefore, for a given neighborhood size k,
the overall quantum complexity is O(4kn2).
3. Then classically compute Test = Tmean + Tpair ele-
ment by element, using
Tmean(x|x′) =
n∏
i=1
〈E(i)xi 〉fi(x′) (44)
and
Tpair(x|x′)=
∑
i<j
[
〈δE(i)xi δE(j)xj 〉fij(x′)×
∏
` 6=i,j
〈E(`)x` 〉fl(x′)
]
.
(45)
Classical evaluation of Tmean is observed to have a
single-core runtime of t=O(n4n). This is expected
because each matrix element contains a product of
n factors, and there are 4n elements. Tpair has an
empirical runtime t = O(n34n) because there are
n(n − 1)/2 pairs. Hence the overall classical com-
plexity is O(n34n).
We apply this technique to the ibmq 16 melbourne reg-
isters C4 and C8. The resulting accuracy is summarized
in Table V, where we give the error
‖Test − Tmeas‖ (46)
of Test against the directly measured T matrix. For the
register C4 we first give the accuracy for the case of k=2
Moore neighborhoods (the largest that can be accommo-
dated in the register). While the complexity is O(n2),
the accuracy is poor, reflecting the presence of large non-
local A and B correlations. To confirm this we also con-
sider the case where the neighborhood Ni contains all
qubits in the register (other than i). In this case we have
k=O(n) and the resulting accuracy is high because Test
incorporates all type A,B, and C correlations. For the
register C8 we give the accuracy for the case of 6-qubit
neighborhoods (the largest that can be accommodated)
and for complete k=O(n) neighborhoods. The k = 2, 6
examples in Table V demonstrate the polynomial com-
plexity of our approach, while the k = O(n) examples
demonstrate its accuracy.
TABLE V. Accuracy of scalable T matrix estimation on
ibmq 16 melbourne registers C4 and C8 [23]. Here k is the
size of the Moore neighborhoods Ni. The rows with k = O(n)
use neighborhoods containing the entire register. The matrix
norms are defined in Sec. II D. Each circuit was measured with
32k samples.
n k ‖Test − Tmeas‖d ‖Test − Tmeas‖max
4 2 4.5e-2 5.4e-2
4 O(n) 3.7e-4 3.3e-4
8 6 3.6e-2 5.6e-2
8 O(n) 1.5e-3 1.7e-3
VII. CONCLUSIONS
Motivated by a common SPAM error mitigation tech-
nique [3–20], we develop and apply an efficient method
to characterize and correct multiqubit SPAM errors on
a register of n qubits. The technique assumes that cor-
related SPAM errors are dominated by pair correlations,
and that, for large n, the range of the multiqubit mea-
surement error correlations do not grow with system size.
The number of distinct circuits that have to be measured
is O(4kn2), and the estimated T matrix will be accurate
whenever k exceeds the number of qubits in the largest
correlation volume.
The efficient protocol does not provide a significant
measurement savings unless k  n. Therefore we sep-
arately demonstrated the efficiency and accuracy of the
technique, but were not able to demonstrate these at-
tributes at the same time. In the future we hope to apply
the technique to other quantum computing architectures
and to registers that are larger than the correlation vol-
umes.
The A and B-type correlations (measuring sensitivity
to spectator qubits) were found to be much larger than
the C-type correlations (measurement operator covari-
ances) in the ibmq 16 melbourne chip. However we do
not expect that this will always be the case. Therefore
we have treated the A,B, and C correlators as equally
important.
The main weakness of our technique and the principle
roadblock preventing application to even larger registers
is the classical processing used in the evaluation of Tpair,
which has complexity O(n34n). We hope to address this
limitation in the future.
It would also be interesting to study the SPAM er-
ror correlations over time. In particular, how do the re-
sults presented here, using data taken on March 4, 2020,
change from calibration to calibration and from day to
day? While a systematic study of SPAM error drift is
9beyond the scope of this work, we acquired a second com-
plete data set on May 14, more than two months after
the first, and found remarkably similar results. The ac-
curacy of Test using the second data set, summarized in
Table VIII of Appendix C, is found to be very similar to
the results given in Table V.
After completing this work we learned of a different
approach to scalable SPAM correction based on cumulant
expansions [20].
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Appendix A: Frobenius error
Here we show that
lim
n→∞ lim→0
∥∥∥∥(1−   1− 
)⊗n
− I
∥∥∥∥
F
= n 2
n
2 , (A1)
where I is the 2n × 2n identity. Let
τ =
(
1−  
 1− 
)
. (A2)
Then τ⊗n for n > 1 has the following properties:
1. Each column sums to 1.
2. The diagonal elements are equal to
(1− )n = 1− n+O(2). (A3)
3. Each off-diagonal element is of the form
m(1− )n−m = m(1 +O()), (A4)
where m is an integer satisfying 1 ≤ m ≤ n.
Therefore, in the → 0 limit, the diagonal elements of
τ⊗n − I (A5)
are equal to −n, and the off-diagonal elements of (A5)
must take values from the set{
, 2, · · · , n}. (A6)
Furthermore, by property 1, in each column there must
be exactly n off-diagonal elements with value , and these
will dominate the Frobenius norm of (A5) in the  → 0
limit. Therefore we have
lim
→0
‖τ⊗n − I‖2F = [n22 + n2]2n, (A7)
where the quantity in square brackets is the contribution
to the norm squared from one column, with the diagonal
and off-diagonal contributions given separately, and 2n is
the number of columns. This leads to
lim
→0
∥∥∥∥(1−   1− 
)⊗n
− I
∥∥∥∥
F
=
√
n(n+ 1) 2
n
2 , (A8)
for n > 1. Using (A8) we obtain the result (A1), as
required.
Appendix B: Single-qubit T matrices
The single-qubit T matrices for the registers C4 and C8 are given here in Tables VI and VII. The SPAM errors given
in the columns labelled “ (meas)” are measured with the spectator qubits initialized to the 0 state. The columns
labelled “ (IBM Q)” are the SPAM error values reported by IBM’s calibration data.
TABLE VI. Single-qubit T matrices measured on ibmq 16 melbourne qubits {Q14, Q13, Q12, Q11} [23]. Each circuit was mea-
sured with 32k samples.
melbourne qubit Ti (spectators= |0〉) Ti (spectators= |1〉) Ti (ave: k=2)  (meas)  (IBM Q)
Q14
(
0.996 0.099
0.004 0.901
) (
0.988 0.115
0.012 0.885
) (
0.997 0.100
0.003 0.900
)
5.1% 4.0%
Q13
(
0.940 0.125
0.060 0.875
) (
0.938 0.115
0.062 0.885
) (
0.938 0.120
0.062 0.880
)
9.3% 10.4%
Q12
(
0.986 0.051
0.014 0.949
) (
0.988 0.054
0.012 0.946
) (
0.987 0.052
0.013 0.948
)
3.3% 4.6%
Q11
(
0.999 0.063
0.001 0.937
) (
0.950 0.118
0.050 0.882
) (
0.998 0.062
0.002 0.938
)
3.2% 3.1%
10
TABLE VII. Single-qubit T matrices measured on ibmq 16 melbourne qubits {Q14, Q13, Q12, Q11, Q10, Q9, Q8, Q7} [23]. Each
circuit was measured with 32k samples.
melbourne qubit Ti (spectators= |0〉) Ti (spectators= |1〉) Ti (ave: k=2) Ti (ave: k=4) Ti (ave: k=6)  (meas)  (IBM Q)
Q14
(
0.998 0.097
0.002 0.903
) (
0.989 0.110
0.011 0.890
) (
0.997 0.100
0.003 0.900
) (
0.994 0.103
0.006 0.897
) (
0.994 0.104
0.006 0.896
)
5.0% 4.0%
Q13
(
0.940 0.130
0.060 0.870
) (
0.923 0.128
0.077 0.872
) (
0.938 0.144
0.062 0.856
) (
0.939 0.138
0.061 0.862
) (
0.939 0.136
0.061 0.864
)
9.5% 10.4%
Q12
(
0.988 0.054
0.012 0.946
) (
0.990 0.049
0.010 0.951
) (
0.989 0.052
0.011 0.948
) (
0.989 0.051
0.011 0.949
) (
0.990 0.052
0.010 0.948
)
3.3% 4.6%
Q11
(
0.999 0.061
0.001 0.939
) (
0.946 0.127
0.054 0.873
) (
0.999 0.061
0.001 0.939
) (
0.999 0.062
0.001 0.938
) (
0.975 0.091
0.025 0.909
)
3.1% 3.1%
Q10
(
0.970 0.060
0.030 0.940
) (
0.997 0.053
0.003 0.947
) (
0.977 0.059
0.023 0.941
) (
0.977 0.058
0.023 0.942
) (
0.987 0.056
0.013 0.944
)
4.5% 4.0%
Q9
(
0.987 0.080
0.013 0.920
) (
0.982 0.087
0.018 0.913
) (
0.986 0.081
0.014 0.919
) (
0.986 0.079
0.014 0.921
) (
0.985 0.084
0.015 0.916
)
4.7% 4.8%
Q8
(
0.692 0.329
0.308 0.671
) (
0.736 0.297
0.264 0.703
) (
0.695 0.329
0.305 0.671
) (
0.697 0.328
0.303 0.672
) (
0.717 0.304
0.283 0.696
)
31.8% 27.1%
Q7
(
0.997 0.131
0.003 0.869
) (
0.996 0.153
0.004 0.847
) (
0.997 0.130
0.003 0.870
) (
0.997 0.135
0.003 0.865
) (
0.997 0.113
0.003 0.887
)
6.7% 7.5%
Appendix C: Second data set
A second complete data set was taken on May 14, 2020,
using the same ibmq 16 melbourne registers C4 and C8.
The results were found to be remarkably similar to the
data presented above, which was taken on March 4, 2020.
The accuracy of T matrix estimation with the second
data set is summarized in Table VIII, which can be com-
pared to Table V.
TABLE VIII. Accuracy of scalable T matrix estimation on
ibmq 16 melbourne registers C4 and C8. Each circuit was
measured with 32k samples. (This data was taken on May
14, 2020).
n k ‖Test − Tmeas‖d ‖Test − Tmeas‖max
4 2 3.4e-2 3.8e-2
4 O(n) 4.2e-4 3.7e-4
8 6 3.4e-2 5.9e-2
8 O(n) 1.7e-3 1.6e-3
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