Abstract. Let R be a commutative ring and I ⊂ R be a nilpotent ideal such that the quotient R/I splits out of R as a ring. Let N be a natural number such that I N = 0. We establish a canonical isomorphism between the relative Milnor K-group K M n+1 (R, I) and the quotient of the relative module of differential forms Ω n R,I /d Ω n−1 R,I assuming that N ! is invertible in R and that the ring R is weakly 5-fold stable. The latter means that any 4-tuple of elements in R can be shifted by an invertible element to become a 4-tuple of invertible elements.
Introduction
An important invariant of a commutative associative unital ring R is its Milnor K-group K M n (R), where n 0 is a natural number. Recall that this is the degree n component in the quotient of the tensor ring (R * ) ⊗• of the group R * of invertible elements in R over the two-sided ideal generated by elements of type r ⊗ (1 − r), called Steinberg relations, where r, 1 − r ∈ R * . Milnor K-groups play a fundamental role in various domains of algebra and arithmetics, including class field theory. However, it is rather hard to compute Milnor K-groups in general as their definition involves a delicate interplay between the additive and multiplicative structures in the ring.
At the same time, one has another invariant of R, its module of (absolute) differential forms Ω n R and it is relatively easy to calculate it explicitly. There is a canonical homomorphism of groups d log :
R , where n 0. Though the map d log is very far from being an isomorphism in general, it becomes much closer to an isomorphism after one passes to a relative version. generators and relations. Thus it is natural to find a more direct proof which would be basically reduced just to Steinberg relations. We give such a proof in our paper. Moreover, unlike the above approach, our result is valid for weakly 5-fold stable rings, not only for 5-fold stable rings.
Previously, Gorchinskiy and Osipov [GO15c, Theor. 2.9] proved that B is an isomorphism in the case R = S[ε], I = (ε), where ε 2 = 0 as above and S is a weakly 5-fold stable ring such that 2 is invertible in it (see also Example 2.9). They applied this result to the study of the higher-dimensional Contou-Carrère symbol in the series of papers [GO15a] , [GO15b] , [GO16a] , [GO16b] . The approach in [GO15c] is based on an explicit analysis of elements in Milnor K-groups. We reduce our theorem to this case using that relative Milnor Kgroups and modules of differential forms commute with a certain class of not filtered colimits and also applying several new tricks to deal with elements in Milnor K-groups.
The paper is organized as follows. In Section 2, we introduce our main objects of study and state the main results. Subsection 2.1 and Subsection 2.2 consist of recollections on Milnor K-groups and modules of differential forms, respectively, including their relative versions K R,I (see Definition 2.6) and mention some of its general properties (see Lemma 2.7 and Remark 2.8). Subsection 2.4 contains the formulations of our main results on the Bloch map, namely, its existence (see Theorem 2.10) and the property of being an isomorphism (see Theorem 2.12). We have also included a short discussion of possible generalizations to a nonsplit case (see Remark 2.13).
Section 3 is devoted to a proof of the existence of the Bloch map. First, in Subsection 3.1, we introduce the category SNil N (S) of split nilpotent extensions of a given ring S of nilpotency degree N (see Definition 3.1). Also, we define finite free objects (R N,m , I N,m ) in this category (see Definition 3.2), which are the quotients R N,m = S[t 1 , . . . , t m ]/(t 1 , . . . , t m ) N with I N,m = (t 1 , . . . , t m )/(t 1 , . . . , t m ) N . We show in Subsection 3.2 the vanishing of relative de Rham cohomology for such objects (see Proposition 3.4). The vanishing does not hold for an arbitrary split nilpotent extension as we discuss at the end of Subsection 3.2, where we also note a connection of this problem to the Milnor and Tyurina numbers. In Subsection 3.3, we define finitely freely approximable functors from SNil N (S) to the category of abelian groups (see Definition 3.6). This notion is useful for us because a morphism between such functors is an isomorphisms if and only if it induces isomorphisms between their values on finite free split nilpotent extensions (see Lemma 3.7). In addition, we give sufficient conditions for a functor to be finitely freely approximable (see Proposition 3.9). This is applied in Subsection 3.4 to show that the functors defined by K M n (R, I), Ω n R,I , and Ω n R,I /d Ω n−1 R,I are finitely freely approximable (see Lemma 3.10 and Corollary 3.11). In turn, this is used to construct the Bloch map. We also outline an explicit proof of the existence of the Bloch map at the end of Subsection 3.4.
In Section 4, we consider the second Milnor K-group K [GO15c] . Subsection 4.3 contains a technical result, which is a key for the whole proof (see Proposition 4.7). Using this result, we prove in Subsection 4.4 the needed equality
. Section 5 contains the proof of the main result that the Bloch map is an isomorphism. The proof consists in a series of reductions based on an auxiliary result (see Lemma 5.1) given in Subsection 5.1. Using the above equality
, we establish in Subsection 5.2 that the Bloch map is an isomorphism for (t N −1 ) ⊂ R N , where R N = S[t]/(t N ) andt denotes the image of t in R N (note that this is a non-split case). Then we deduce from this a special case of the main theorem for (t ) ⊂ R N (see Proposition 5.4). We prove the main result in full generality in Subsection 5.3 reducing it to the case I N,m ⊂ R N,m with the help of finitely freely approximable functors and then further to the case (t ) ⊂ R N . Finally, in Subsection 5.4, we provide a series of examples of a nilpotent ideal I in a ring R such that the quotient R/I does not split out of R and the Bloch map does not exist (see Proposition 5.5).
The authors are grateful to Denis Osipov and Vadim Vologodsky for useful discussions on the subject of the paper. The authors are partially supported by Laboratory of Mirror Symmetry NRU HSE, RF Government grant, ag. № 14.641.31.0001
Preliminaries and statements of results
Throughout the paper, by a ring we mean a commutative associative unital ring. Let R be such a ring. If we need auxiliary assumptions on R, we say this explicitly in what follows. Let n 0 be a natural number. the quotient map R → R/I:
where 0 i n − 2 and a 1 , . . . , a n−2 , a, 1 − a ∈ (R/I) * . Let r 1 , . . . , r n−2 , r ∈ R be any preimages of a 1 , . . . , a n−2 , a ∈ R/I, respectively. Then the elements r 1 , . . . , r n−2 , r, 1 − r are invertible in R and we have the equality
Thus the map α is surjective. Therefore, by the snake lemma, the natural map
is surjective as well.
On the other hand, we have an exact sequence
Since tensor product is right exact, we obtain a right exact sequence
This gives an explicit description of Ker(β), which finishes the proof.
It follows directly from Definition 2.1 that for any ideal J ⊂ R contained in I, there is an exact sequence
where we put R ′ = R/J, I ′ = I/J.
Differential forms.
By Ω 1 R denote the R-module of (absolute) differential forms of R. Recall that the R-module Ω 1 R is generated by elements dr, r ∈ R, subject to linearity d(r + s) = dr + ds and the Leibniz rule d(rs) = rds + sdr, where r, s ∈ R.
The R-module Ω n R of differential forms of degree n is defined as the wedge power Ω
over the R-submodule generated by elements of type
where 0 i n − 2 and r 1 , . . . , r n−2 , r ∈ R.
We have a group homomorphism
which defines also a group homomorphism 
cl denote the group of closed differential forms, that is, put
The assignment of Ω n R to R is functorial with respect to the ring R. As in the case of Milnor K-groups, given a homomorphism of rings, we denote the corresponding maps between their modules of differential forms and de Rham cohomology similarly as the ring homomorphism. The following simple lemma is needed for the sequel.
Lemma 2.4. The relative module of differential forms Ω n R,I is generated additively as an abelian group by differential forms of type x dr 1 ∧ . . . ∧ dr n and by differential forms of type r 1 dx ∧ dr 2 ∧ . . . ∧ dr n , where r 1 , . . . , r n ∈ R and x ∈ I.
Proof. By [Mat89, Theor. 25.2], there is an exact sequence
where the first map sends an element x ∈ I to the class of dx in the quotient. In other words, there is an isomorphism of R-modules
Taking the wedge power, we obtain isomorphisms
which proves the lemma.
Similarly to Milnor K-groups, given an ideal J ⊂ R contained in I, there is an exact sequence of relative de Rham complexes 
Besides, truncating the relative de Rham complexes in degrees greater than n and taking the corresponding long exact sequence of cohomology, we obtain an exact sequence (2.3)
Recall that n 0 is a natural number. It is easy to check that there is a homomorphism of groups
which is functorial with respect to R. The image of d log is contained in the
R . Let I ⊂ R be a nilpotent ideal. Since d log is functorial, we have a homomorphism between relative groups
Let N 1 be a natural number such that I N = 0. Until the end of this subsection, we assume that (N − 1)! is invertible in R.
For an element x ∈ I, put
Note that there are equalities
Lemma 2.5. The image of the map d log :
cl , that is, we have a map
. Proof. For all i, 0 i n, r 1 , . . . , r n ∈ R * , and x ∈ I, there is an equality (2.4)
We finish the proof applying Lemma 2.2 with n replaced by n + 1.
Our main object of study is the following map, which was introduced originally by Bloch [Blo75, § 1] (previous versions of this map were constructed by van der Kallen [vdK71] and Bloch [Blo73] ). Definition 2.6. A homomorphism of groups
is called a Bloch map if for all i, 0 i n, r 1 , . . . , r n ∈ R * , and x ∈ I, we have (cf. formula (2.4)) (2.5) B {r 1 , . . . , r i , 1 + x, r i+1 , . . . , r n } = (−1)
where, for simplicity, we denote similarly elements in Ω Proof. For all r 1 , . . . , r n ∈ R and x ∈ I, there is an equality in Ω n R,I
Hence by Lemma 2.4, it is enough to show that classes in Ω n R,I /d Ω n−1 R,I of differential forms of type x dr 1 ∧ . . . ∧ dr n are in the image of the Bloch map.
Since R is generated additively by invertible elements, it is enough to consider the case when r 1 , . . . , r n ∈ R * . Then there is an equality
where for an element y ∈ I, we put exp(y) :
This proves the lemma.
The following simple observation claims the existence of the Bloch map in some special cases.
exists when there is a vanishing H n dR (R, I) = 0. The reason is that the latter condition is equivalent to requiring that the de Rham differential gives an isomorphism
The Bloch map is equal to the composition of the map d log from Lemma 2.5 and the inverse of this isomorphism.
Consider an example, which was treated also in [GO15c] .
Example 2.9. Let S be a ring such that 2 is invertible in it. Let ε be a formal variable such that ε 2 = 0. Then the ring R = S[ε] and the ideal I = (ε) satisfy H n dR (R, I) = 0 for any n 0 (see Lemma 3.3 and Proposition 3.4 below for generalizations of this fact). Indeed, using the equalities ε dε = 1 2 d(ε 2 ) = 0, one shows that there is a decomposition
This implies that there are isomorphisms
Thus by Remark 2.8, the Bloch map exists in this case.
Moreover, one checks directly that the Bloch map coincides with the composition of the map 
The following statement asserts the existence of the Bloch map in the case when the quotient R/I splits out of R.
Theorem 2.10. Let I ⊂ R be a nilpotent ideal and N 1 be a natural number such that I N = 0. Suppose that the quotient map R → R/I admits a splitting by a ring homomorphism R/I → R and that N! is invertible in R. Then for any natural number n 0, the Bloch map
exists.
Theorem 2.10 is proved in Section 3.
In order to state our main result, we need to introduce the following notion, which goes back to Morrow [Mor14, Def. 3.1].
Definition 2.11. Given a natural number k 2, a ring R is called weakly k-fold stable if for any collection of elements r 1 , . . . , r k−1 ∈ R, there exists r ∈ R * such that r 1 + r, . . . , r k−1 + r ∈ R * .
For example, a ring R is weakly 2-fold stable if and only if any element in R is a sum of two invertible elements. It is easy to see that, given an ideal I ⊂ R such that all elements in 1 + I are invertible in R, the quotient R/I is weakly k-fold stable if and only if the initial ring R is weakly k-fold stable. In particular, S is a weakly k-fold stable ring if and only if the same holds for S [[t] ]. See more details on weak stability, e.g., in [GO15c, § 2.2].
The pair (R, I) as in Theorem 2.10 is a split nilpotent extension of the quotient R/I (see Definition 3.1 below). Our main result claims that the Bloch map is an isomorphism for split nilpotent extensions with sufficiently many invertible elements.
Theorem 2.12. Let I ⊂ R be a nilpotent ideal and N 1 be a natural number such that I N = 0. Suppose that the quotient map R → R/I admits a splitting by a ring homomorphism R/I → R, that N! is invertible in R, and that R is weakly 5-fold stable. Then for any natural number n 0, the Bloch map is an isomorphism
. Theorem 2.12 is proved in Section 5.
Note that Gorchinskiy and Osipov [GO15c, Theor. 2.9] proved a special case of Theorem 2.12 when R = S[ε], I = (ε), where ε 2 = 0 and S is a ring such that 2 is invertible in it and S a weakly 5-fold stable (see also Example 2.9).
We show in Proposition 5.5 below that the Bloch map need not exist if we drop the assumption that R/I splits out of R. So, Theorem 2.10 and henceforth Theorem 2.12 fail in a non-split case.
Moreover, it is easy to see that there is no a functorial isomorphism between K M n+1 (R, I) and Ω n R,I /d Ω n−1 R,I when R/I does not necessarily split out of R. Indeed, given an ideal J ⊂ R contained in I, one has an exact sequence (2.1) from Subsection 2.1 for relative Milnor K-groups, while for relative modules of differential forms one has an exact sequence (2.3) from Subsection 2.2 with, possibly, a non-trivial term H n−1 dR (R ′ , I ′ ), where R ′ = R/J and I ′ = I/J. This argument is also used in the proof of Proposition 5.5.
Remark 2.13. An interesting problem is to find an alternative formulation of Theorem 2.12 that would be valid in a non-split case as well. One way might be to replace
R,I when R/I splits out of R. A more sophisticated way, which also goes along with Goodwillie's theorem [Goo86] , is to consider the groups K It is not clear what should be a right complex for Milnor K-groups. It seems possible that this might involve a version for commutative simplicial rings of Goncharov's complexes [Gon95] , giving sort of derived Milnor K-groups.
Proof of Theorem 2.10
Fix a ring S. Let N 1 be a natural number, which will be the nilpotency degree.
3.1. Split nilpotent extensions. We will work with the following objects.
Definition 3.1.
(i) A split nilpotent extension of S of nilpotency degree N is a pair (R, I), where R is an S-algebra and I ⊂ R is a nilpotent ideal such that I N = 0 and the summation map S ⊕ I → R is an isomorphism of S-modules.
(ii) A morphism of split nilpotent extensions (R,
denote the category of split nilpotent extensions of S of nilpotency degree N.
In particular, a S-algebra R as in Definition 3.1(i) is augmented, that is, it is fixed a (surjective) homomorphism of S-algebras R → S whose kernel is I. Note that giving a split nilpotent extension of S of nilpotency degree N is the same as giving a S-module I with a commutative associative product map I ⊗ S I → I of nilpotency degree N. Indeed, such S-module I corresponds to the split nilpotent extension (S ⊕ I, I) of S.
A morphism of split nilpotent extensions is the same as a homomorphism of augmented S-algebras.
We will use the following notation: if a ring R is a quotient of the ring S[t 1 , . . . , t m ] of polynomials in formal variables t 1 , . . . , t m , m 1, we denote the image of t i in R byt i for each i, 1 i m.
for some natural number m 0.
Split nilpotent extensions as in Definition 3.2 are indeed finite free objects in SNil N (S) in the following sense: they are values on finite sets of the left adjoint functor to the functor from SNil N (S) to the category of sets that sends (R, I) to the ideal I considered as a set.
3.2. Vanishing of relative de Rham cohomology. Proposition 3.4 below claims the vanishing of relative de Rham cohomology (see Subsection 2.2) for finite free split nilpotent extensions under an additional invertibility condition. The proof of this fact is based on the following lemma, whose main argument is the action of the Euler vector field on differential forms by a Lie derivative.
be an ideal such that t N ∈ J and J is generated by monomials in t (which may be of degree zero, that is, be elements of S). Let R = S[t]/J and I = (t ) ⊂ R. Suppose that N! is invertible in S. Then for all n 0, we have H n dR (R, I) = 0 . Proof. Consider a standard graded ring structure on S[t] such that elements of S have degree zero and t has degree one. The de Rham complex Ω • S[t] becomes naturally a graded complex. We call the degree that corresponds to this grading an internal degree in order to distinguish it from the degree of differential forms. Explicitly, for all n, i 0, the homogenous component Ω
where ω ∈ Ω n S and η ∈ Ω n−1 S . In particular, we have Ω
By definition, h vanishes on Ω Note that an ideal in S[t] is generated by monomials if and only if it is homogenous. In particular, the ideal J is homogenous. Hence, we obtain a graded ring structure on R, which induces a graded complex structure on the de Rham complex Ω for all n, i 0. We claim that there is an equality
Indeed, formula (3.1) implies that Ω
⊂ Ω
• R,I for any i 1. In addition, the quotient R/I splits out of R as the homogenous component of degree zero and we have an isomorphism Ω
. On the other hand, there is an equality
Since N is invertible in S and in R, this implies that Ω
Furthermore, for each i 0, the map h : Ω
. One way to show this is just to check it directly using the description of the kernel of the quotient map Ω
given by Lemma 2.4. A more conceptual way is to observe thath is the contraction with the derivation ∂ on R that acts as multiplication by i on the homogenous 
Clearly, we have t N m ∈ J. Since the ideal J is generated by monomials in t 1 , . . . , t m with coefficients in S, we see that, in particular, J is generated by monomials in t m with coefficients in S ′ . Thus by Lemma 3.3 applied to J ⊂ S ′ [t m ], we see that H n dR R N,m , (t m ) = 0 for all n 0. Using the long exact sequence of cohomology associated with the exact sequence (3.4), we complete the proof.
As the second part of the following remark claims, given an arbitrary graded split nilpotent extension of S of nilpotency degree N, its relative de Rham cohomology vanish if one requires that more natural numbers than just N! are invertible in S. Note that relative de Rham cohomology can be non-trivial for an arbitrary split nilpotent extension of S, even when S is a Q-algebra. Here is a way to construct such examples.
Let f ∈ Q[t 1 , . . . , t m ] be a polynomial such that f defines an isolated singularity at the origin or, equivalently, such that the Milnor ring
is finite-dimensional over Q. The Milnor number of f (at the origin) is defined as µ(f ) := dim Q (R) . Equivalently, we have µ(f ) = dim Q Ω m /df ∧ Ω m−1 , where, for short, we put
Recall that the Tyurina number (see [Tju69] ) of f is defined as
wheref is the image in R of f . Equivalently, we have
. Suppose that there is a strict inequality . A criterion for f to satisfy inequality (3.5) was obtained by Saito [Sai71] .
Actually, inequality (3.5) implies that another split nilpotent extension of Q has non-trivial relative de Rham cohomology in higher degree. Namely, put
for a sufficiently large natural number N. There is an equality (cf. Lemma 2.4) 
is an isomorphism, where the colimit is taken with respect to the category of finite free objects in SNil N (S) over (R, I).
Recall that the category of finite free objects in SNil N (S) over (R, I) is defined as follows. Objects are arrows f : (R ′ , I ′ ) → (R, I) in SNil N (S), where (R ′ , I ′ ) is a finite free object in SNil N (S). Morphisms from
Note that, in general, the colimit in Definition 3.6 is not filtered. Finitely freely approximable functors are useful because of the following obvious observation.
Lemma 3.7. Let ρ : F → G be a morphism of functors from SNil N (S) to Ab. Suppose that F and G are finitely freely approximable and that for any m 0, the corresponding homomorphism F (R N,m , I N,m ) → G(R N,m , I N,m ) is an isomorphism. Then the morphism ρ is an isomorphism as well.
Proof. Indeed, an isomorphism between diagrams induces an isomorphism between their colimits.
Given a functor F : SNil N (S) → Ab, define the functor F f a by the formula
where the colimit is as in Definition 3.6. One checks easily that the functor F f a is finitely freely approximable and that the values of F f a and F coincide on finite free objects in SNil N (S). The natural morphism F f a → F is an isomorphism if and only if F is finitely freely approximable.
Given a morphism of functors ρ : F → G, we have a morphism between finitely freely approximable functors ρ f a : F f a → G f a . Explicitly, ρ f a is the colimit of ρ over finite free objects in SNil N (S). The assignment of F f a to F is the right adjoint functor to the forgetful functor from the category of finitely freely approximable functors to the category of all functors from SNil N (S) to Ab.
The following results allow to construct finitely freely approximable functors.
Lemma 3.8. Let ρ : F → G be a morphism of finitely freely approximable functors from SNil N (S) to Ab. Then the cokernel Coker(ρ) is a finitely freely approximable functor as well.
Proof. Indeed, taking (not necessarily filtered) colimits of abelian groups is right exact.
Proposition 3.9. Let H be a functor from the category of rings to Ab. Given an ideal I in a ring R, we put F H (R, I) := Ker H(R) → H(R/I) .
Suppose that the functor H satisfies the following conditions:
(i) for any ring R with a nilpotent ideal I ⊂ R, the corresponding homomorphism H(R) → H(R/I) is surjective; (ii) for any ring R with a nilpotent ideal I ⊂ R, the group F H (R, I) is generated by the images of group homomorphisms
induced by homomorphisms of R-algebras R[[t]] → R that send t to an element in I; (iii) for any ring R, the natural homomorphism colim
an isomorphism, where the colimit is taken over finitely generated subrings A ⊂ R. Then the functor
is finitely freely approximable.
Proof. Let (R, I) in SNil N (S) be such that R is a finitely generated S-algebra. Put (3.6) Γ = colim
where the colimit is taken with respect to the following category C(R, I). Objects in C(R, I) are arrows f : (R ′ , I ′ ) ։ (R, I) in SNil N (S) such that (R ′ , I ′ ) is a finite free object in SNil N (S) and f is surjective. Morphisms in C(R, I) from
where the first arrow is the natural morphism to the colimit. By definition, the homomorphism of rings f : R ′ ։ R is surjective. Since f is a homomorphism of augmented S-algebras, the ideal J is contained in the augmentation ideal I ′ , whence J is nilpotent. Consequently, by condition (i) applied to J ⊂ R ′ , the map f : H(R ′ ) → H(R) is surjective. Taking into account composition (3.7), we obtain that ξ is surjective as well.
Now we prove injectivity of ξ. One shows directly that Γ coincides with the union of the images Im H(R ′ ) → Γ over all objects f : (R
in C(R, I). Thus to prove that ξ is injective, it is enough to show the equality
for any such object, where, as above, J = Ker(f ). Composition (3.7) yields an embedding Ker H(R ′ ) → Γ ⊂ F H (R ′ , J). Let us show that there is also the converse embedding.
Consider an auxiliary object (R ′′ , I ′′ ) in C(R, I) defined as follows:
and the morphism to (R, I) is the composition
where g is identical on R ′ and sendst to zero. In particular, g is a morphism in the category C(R, I). Let a subgroup ∆ ⊂ H(R ′′ ) be the image of the map
is identical on R ′ and sends t to zero, we see that g(∆) = 0 in H(R ′ ). Fix an element x ∈ J and define another morphism h : (R
) that is identical on R ′ and sendst to x. Since f, g are morphisms in C(R, I) and g(∆) = 0, it follows from the definition of the colimit that the subgroup
As explained above, this finally proves that ξ is an isomorphism. Now let (R, I) be an aritrary object in SNil N (S). There is a canonical isomorphism
where the colimit in the left hand side is as in Definition 3.6, A runs over all finitely generated S-subalgebras in R, and for each such A, we consider in the right hand side the colimit over the category C(A, A ∩ I). Indeed, for each morphism (R ′ , I ′ ) → (R, I) from a finite free object (R ′ , I ′ ) in SNil N (S), one defines A as the image of R ′ in R. By what was shown above, there is an isomorphism
where the colimit in the right hand side is taken over all finitely generated S-subalgebras A ⊂ R.
Note that any finitely generated subring in R is contained in a finitely generated S-algebra in R and any finitely generated S-subalgebra A ⊂ R is a union of finitely generated subrings in A. Hence condition (iii) applied to R and to all finitely generated S-subalgebras in R implies that there is an isomorphism
Altogether this proves that the functor
is finitely freely approximable. For any (R, I) in SNil N (S), the S-algebra structure on R defines an isomorphism H(R) ≃ F H (R, I) ⊕ H(S), which is functorial with respect to (R, I). Thus the functor F H is finitely freely approximable, being a direct summand of the finitely freely approximable functor defined in formula (3.8).
3.4. Construction of the Bloch map. As an application of Proposition 3.9, we show that relative Milnor K-groups (see Definition 2.1) and relative modules of differential forms (see Definition 2.3) define finitely freely approximable functors.
Proposition 3.10. For any n 0, the functors
, are finitely freely approximable.
Proof. Condition (i) of Proposition 3.9 is satisfied for these functors trivially. Condition (ii) of Proposition 3.9 is satisfied by Lemma 2.2 and Lemma 2.4. Condition (iii) of Proposition 3.9 is satisfied for Milnor K-groups and modules of differential forms, because they are given by finitely defined generators and relations. We finish the proof applying Proposition 3.9.
Corollary 3.11.
(i) For any n 0, the functor
, is finitely freely approximable.
(ii) Suppose that N! is invertible in S. Then for any object (R, I)
in SNil N (S), we have an isomorphism
Proof. (i) This follows directly from Proposition 3.10 and Lemma 3.8.
(ii) By part (i), we have a homomorphism of groups
We need to show that this is an isomorphism. By Lemma 3.7, it is enough to show this for (R N,m , I N,m ), m 0. In this case, Proposition 3.4 claims that H n dR (R N,m , I N,m ) = 0, whence there is an isomorphism (3.9)
which finishes the proof.
In particular, it follows from Corollary 3.11(ii) that the functor (Ω n R,I ) cl is not finitely freely approximable, because there are split nilpotent extensions with non-trivial relative de Rham cohomology (see the discussion at the end of Subsection 3.2). Now we are ready to construct the Bloch map (see Definition 2.6).
Proof of Theorem 2.10. Let R, I, N, and n be as in the theorem. Put S = R/I. Then (R, I) is a split nilpotent extension of S of nilpotency degree N and N! is invertible in S. By Proposition 3.10 and Corollary 3.11, we obtain a homomorphism of groups
Let us check that (d log)
f a satisfies the condition of Definition 2.6, that is, that formula (2.5) therein holds. Clearly, it is enough to show this for (R N,m , I N,m ), where m 0. In this case, this is implied by the isomorphism (3.9) and formula (2.4) from the proof of Lemma 2.5. Thus (d log) f a is the Bloch map.
In other words, we integrate d log by taking a (co)limit, in the spirit of calculus.
Remark 3.12. Let S be a ring such that N! is invertible in S. Our proof of Theorem 2.10 implies that the restriction of the Bloch map to objects in SNil N (S) is the unique collection of homomorphisms K It is important to mention that one can prove Theorem 2.10 more directly, avoiding colimits. Nevertheless, the approach with finitely freely approximable functors will allow us further to prove also Theorem 2.12. Still let us sketch an explicit proof of Theorem 2.10.
As above, put S = R/I. Also, define a group
First, one shows that formula (2.5) from Definition 2.6 gives a homomorphism B :
R,I (actually, this holds in a non-split case as well). For this one uses that
for all elements x, y ∈ I (cf. the end of the proof of Lemma 2.2). Then one needs to show that the homomorphism B vanishes on the inter-
. Since S splits out of R, one obtains an explicit system of generators of this intersection by projecting the Steinberg relations from (R * ) ⊗(n+1) to L n+1 with respect to the decomposition
The vanishing of B on these generators is reduced to the case R = R N,m , when it holds, because the Bloch map exists in this case by Remark 2.8 and Proposition 3.4.
As an example, consider the case n = 1. Then the intersection
⊗2 is generated by elements of type
where a, 1 − a ∈ S * and x ∈ I. Clearly, the element ζ(a, x) is the image of the analogous element ζ(a,t ) ∈ R There are embeddings Lemma 4.6. Let R be a weakly 5-fold stable ring. Then for all elements r, s ∈ R * , there is an equality {r, s} = −{s, r} in K M 2 (R). Here is a key result to prove further Proposition 4.1.
Proposition 4.7. For all elements a, b ∈ S and natural numbers i, j 1, there is an equality
The proof is by induction on the sum i + j. First we consider the base of the induction, that is, the case i + j = 2 or, equivalently, i = j = 1. The proof repeats that of [GO15c, Lemma 3.3] with a minor refinement. We need to prove that for any pair (a, b) of elements in S, there is an equality
Note that both sides of (4.7) are linear in a and b. Since S is generated additively by invertible elements, we may assume that a, b ∈ S * . Moreover, since S is weakly 4-fold stable, there is c ∈ S * such that the elements a + b 2 + c , a + c , b + c are invertible in S. By bilinearity, it is enough to prove (4.7) for the pairs (a + c, b + c), (a, c), (c, b), and (c, c). Note that each of these pairs satisfies the following condition: its both terms and their sum are invertible. Thus we may assume that a, b, a + b ∈ S * . We have the Steinberg relations in
Subtracting the second symbol from the first one, we obtain an equality in
Applying the automorphism of the S-algebra S [[t] ] that sends a series f (t) to f (−t), we get
Besides, the equalities
Hence, taking the sum of (4.8) and (4.9), we obtain an equality in
Since the ring S[[t]] is weakly 5-fold stable, applying Lemma 4.6, we get equal-
By formula (4.5) from Subsection 4.2, the latter expression is equal to
which proves the base of the induction.
Let us make the induction step to arbitrary i + j. First suppose that i = j. There are embeddings
, which we denote also by λ i for simplicity.
Let us apply this homomorphism to equality (4.7). Note that the composition Ω
Hence we obtain the equality
This gives the statement in the case i = j. Now suppose that i = j. We can assume that i < j (the other case is done similarly or one can use Lemma 4.6). Since S is weakly 5-fold stable, the same holds for the ring
. Apply the induction hypothesis to the ring S ′ in place of S, to the elements a, bx ∈ S ′ , and to the exponents i, j − i. We obtain the equality
from Corollary 4.4, we get the equality (4.10) j{1
Let us compare formula (4.10) with the needed formula (4.6). By Lemma 4.5, the right hand side of formula (4.6) is equal to
Therefore the difference between the right hand side of formula (4.10) and the right hand side of formula (4.6) is equal to
where all equalities are in K 
Proof. The case p = 0 is trivial. For p 1, note that the group V p is generated by symbols of type {1 + at p , b}, {b, 1 + at p }, where a ∈ S, b ∈ S * , by symbols of type {1 + at i , 1 + bt j }, where i, j 1, i + j = p, a, b ∈ S, and by elements of the subgroup V p+1 .
Clearly, symbols of the first type belong to W p . By Proposition 4.7, symbols of the second type satisfy the condition
Furthermore, we claim that φ p (iadb − jbda) ∈ W p . Indeed, since S is generated additively by invertible elements, we may assume that a, b ∈ S * and use formula (4.5) from Subsection 4.2. Hence, symbols of the second type multiplied by p belong to W p + V p+1 .
Lemma 5.1. Let J ⊂ I be two nilpotent ideals in a ring R. Put R ′ = R/J, I ′ = I/J. Suppose that for a natural number n 0, there are equalities
Then the following holds:
(i) the Bloch maps 
Furthermore, there is a commutative diagram with exact raws
Since R is generated additively by invertible elements, the same holds for its quotient R ′ . So, by Lemma 2.7, the Bloch maps in the diagram are surjective. Therefore, there is an exact sequence 0 −→ Ker(B R,J ) −→ Ker(B R,I ) −→ Ker(B R ′ ,I ′ ) −→ 0 , which finishes the proof. 5.2. Special case of the main result. Let S be a ring such that N! is invertible in it for a natural number N 1 and S is weakly 5-fold stable (see Definition 2.11).
For short, denote the S-algebra R N,1 (see Definition 3.2) just by R N , that is, put
As above,t denotes the image of t in R N . In this subsection, we prove Theorem 2.12 for (t) ⊂ R N . The case N = 1 is trivial, so we assume that N 2.
Define the homomorphism of S-algebras
Appying Corollary 4.2 of Proposition 4.1, we prove the following useful fact.
Proposition 5.2. For any natural number n 0, the homomorphism of groups σ :
Proof. Since the ring S is weakly 5-fold stable, the same holds for the ring R N , so we may apply Lemma 4.6 to R N . Combining this with Lemma 2.2, we see that the group K M n+1 R N , (t N −1 ) is generated by elements of type {1 + at N −1 , r 1 , . . . , r n }, where a ∈ S and r 1 , . . . , r n ∈ R * N . Decomposing invertible elements of R N , we can assume that for each i, 1 i n, we have either r i ∈ S * or r i = 1 + bt j for some b ∈ S and j 1. If all the elements r i are from S * , then the symbol {1 + at N −1 , r 1 , . . . , r n } is clearly in the image of the map in question. Otherwise, using Lemma 4.6 again, we may assume that r 1 = 1 + bt j , where b ∈ S and j 1. Now, by Corollary 4.2, the symbol
, because N is invertible in S. Hence the symbol {1 + at N −1 , r 1 , . . . , r n } vanishes as well, which finishes the proof.
We will also need the following simple statement. Clearly, σ induces an isomorphism between the right hand sides of (5.2) and (5.1). Now, combining Proposition 5.2, Lemma 5.3, and the main result of [GO15c] , we prove the following auxiliary special case of Theorem 2.12.
Proposition 5.4. For any n 0, the Bloch map for (t ) ⊂ R N is an isomorphism, that is, we have an isomorphism
Proof. The proof is by induction on N. The base of the induction, namely, the case N = 2, is [GO15c, Theor. 2.9], which holds for S, because 2 is invertible in it and S is weakly 5-fold stable.
Let us make an induction step from N − 1 to N. We will apply Lemma 5.1 to the ideals (t N −1 ) ⊂ (t ) ⊂ R N .
By definition, we have an isomorphism R N −1 ≃ R N /(t N −1 ). Since N! is invertible in S, by Lemma 3.3, we have the vanishing of relative de Rham cohomology for (t ) ⊂ R N and for (t ) ⊂ R N −1 . Hence by Lemma 5.1(i), the Bloch map exists for (t N −1 ) ⊂ R N . For any n 0, we have the following commutative diagram: The left vertical map is surjective by Proposition 5.2. The right vertical map is an isomorphism by Lemma 5.3. The top horizontal map is an isomorphism by [GO15c, Theor. 2.9]. Altogether this implies that the left vertical map and the bottom horizontal map are isomorphisms as well. So, the Bloch map is an isomorphism for (t N −1 ) ⊂ R N (notice that this is an instance when the Bloch map exists and is an isomorphism in a non-split case).
By the induction hypothesis, the Bloch map is also an isomorphism for (t ) ⊂ R N −1 . Since the ring S is weakly 5-fold stable and, in particular, is weakly 2-fold stable, S is generated additively by invertible elements. Hence by Lemma 5.1(ii), the Bloch map is an isomorphism for (t ) ⊂ R N .
Note that in the proof of Proposition 5.2 (respectively, of Lemma 5.3) we used only that 2N (respectively, N) is invertible in S. However, in the proof of Proposition 5.4 we do use the invertibility of N! in S.
5.3. Proof of the main result. Now we are ready to prove Theorem 2.12.
Proof of Theorem 2.12. Let R, I, N, and n be as in the theorem. Put S = R/I. Then (R, I) is a split nilpotent extension of S of nilpotency degree N (see Definition 3.1), we have that N! is invertible in S, and the ring S is weakly 5-fold stable. The Bloch map is a morphism from the functor . Thus the theorem is equivalent to the fact that this morphism of functors is an isomorphism.
By Proposition 3.10 and Corollary 3.11(i), respectively, the functors K
M n+1
and Ω n /d Ω n−1 are finitely freely approximable (see Definition 3.6). Hence by Lemma 3.7, it is enough to prove the theorem for I N,m ⊂ R N,m (see Definition 3.2), where m 1.
We proceed by induction on m. The base of the induction m = 1 is Proposition 5.4. Let us make an induction step from m − 1 to m. 
