Abstract. We provide sufficient and necessary conditions guaranteeing equations (A + B) * = A * + B * and (AB) * = B * A * concerning densely defined unbounded operators A, B between Hilbert spaces. We also improve the perturbation theory of selfadjoint and essentially selfadjoint operators due to Nelson, Kato, Rellich, and Wüst. Our method involves the range of two-by-two matrices of the form M S,T = I −T S I that makes it possible to treat real and complex Hilbert spaces jointly.
Introduction
Let H and K be real or complex Hilbert spaces. A linear operator A from H to K is called closed if its graph
is a closed linear subspace of the product Hilbert space H × K. Furthermore A is called closable if G(A) is the graph of an operator. As it is well known, the fact that A, B are closed does not imply that so are A + B and AB. More precisely, it is not difficult to give examples of closed operators A and B such that A + B and AB are not even closable (provided they exist at all). It also cannot be expected that the relations For example, a delicate condition for (AB) * = B * A * is that A be bounded or B admit bounded inverse (for proofs see eg. [1, 14] ). Identity in (1.1) concerning the sum is valid if any of the summands is bounded.
Stronger results can be gained involving the concept of A-boundedness (see [3] ): an operator B is called A-bounded if dom A ⊆ dom B and
for all x ∈ dom A, see eg. [1, 4, 14] . The infimum of all a ≥ 0 for which b ≥ 0 with property (1.2) exists is called the A-bound of B. A-boundedness plays a special role also in the perturbation theory of selfadjoint operators. One of the most significant contributions in this direction is the following classical result due to Kato [4] and Rellich [10] : If A is selfadjoint and B is symmetric and A-bounded with A-bound less than one then the sum A + B still remains selfadjoint.
Various extensions of the Kato-Rellich theorem can be found in the literature, see e.g. [1, 2, 4, 9, 14, 15] . Our purpose in this paper is to develop a two-by-two operator matrix technique to gain new characterizations of closed, selfadjoint and essentially selfadjoint operators and to improve the perturbation theory of these operator classes. We also underline the fact that we do not restrict ourselves to complex Hilbert spaces. In fact, the method we use throughout makes us able to treat the real and complex cases jointly.
The main tool of our approach are the range of (unbounded) operator matrices of type M S,T := I −T S I . More precisely, considering two operators S : H → K and T : K → H, the mapping M S,T is defined to be the operator acting on H × K with domain dom M S,T := dom S × dom T , determined by the correspondence
It turns out that closedness, selfadjointness and essentially selfadjointness of an operator is in a very close connection with some topological properties of the range of M S,T , with certain S, T . Hence, perturbation type problems of such kind operators can be transferred to perturbations of the range of the matrices M S,T .
Closedness of sums and products
In our first result we offer some necessary and sufficient conditions for the operator equation (A + B) * = A * + B * in terms of the operator matrix M A+B,A * +B * . Observe that no assumptions on closedness of the operators under consideration are made and also the density of dom A ∩ dom B is omitted from the hypotheses. Theorem 2.1. Let A, B be densely defined operators between two Hilbert spaces H, K. The following statements are equivalent:
(i) dom(A + B) is dense in H and (A + B)
Proof. Assume first that A + B is densely defined and (A + B) * = A * + B * . Then we conclude that
which proves (ii). Conversely, assume that (ii) and prove first that A + B is densely defined. To this end, let u ∈ dom(A + B) ⊥ and observe immediately that (u, 0) ∈ G(A + B)
⊥ . Hence there exist x ∈ dom(A + B) and v ∈ dom(A * + B * ) such that
This yields
whence x = 0, and thus u = 0, as claimed. To conclude that (A + B)
it suffices to show that dom(A + B) * ⊆ dom(A * + B * ). Consider therefore y ∈ dom(A + B)
* and observe that (−(A + B) * y, y) ∈ G(A + B) ⊥ . According to (ii) we may choose x ∈ dom(A + B) and v ∈ dom(A * + B * ) such that
This yields then
Consequently, x = 0 and therefore y = v ∈ dom(A * + B * ).
Repeating the above reasoning with minor modifications we can also furnish necessary and sufficient conditions the for identity (AB) * = B * A * :
Theorem 2.2. Let H, K, L be Hilbert spaces and let A, B be linear operators from K to L and H to K, respectively. The following assertions are equivalent:
Proof. Assume first that AB is densely defined and (AB)
hence (i) implies (ii). Assume conversely that (ii) holds true. We are going to prove first that AB is densely defined. Consider u ∈ dom(AB) ⊥ and observe that (u, 0) ∈ G(AB)
⊥ and therefore that
for some x ∈ dom(AB), v ∈ dom(B * A * ). This yields then
which gives x = 0 and thus u = 0, as it is claimed. We see therefore that B * A * ⊆ (AB) * . It suffices therefore to prove that dom(AB) * ⊆ dom(B * A * ). Consider z ∈ dom(AB) * and observe that (−(AB) * z, z) ∈ G(AB) ⊥ . According to assertion (ii) we may choose x ∈ dom(AB) and v ∈ dom(B * A * ) such that
and hence
Consequently, x = 0 and therefore
The next result improves [8, Proposition 2.3] characterizing closedness of operators by means of the range of the operator matrix M A,A * . Theorem 2.3. Let A be a densely defined linear operator between two Hilbert spaces H and K. Then the following statements are equivalent:
Proof. The following identity is well known for densely defined closed operators A:
Consequently, if we assume (i) then for any (u, v) ∈ H × K we can find x ∈ dom A and z ∈ dom A * such that
Hence (i) implies (ii). It is clear that (ii) implies (iii). To see that (iii) implies (i)
we are going to prove that A * is densely defined and A * * = A. With this aim, consider v ∈ (dom A * ) ⊥ and observe that
By (iii) we can choose x ∈ dom A and z ∈ dom A * such that
Consequently, 0 = x − A * z and v = Ax + z, which yields z ∈ dom(AA * ) and v = AA * z + z. Hence we obtain that
whence z = 0 and therefore v = 0, as it is claimed. It is clear now that the closure A * * of exists and extends A. Our only claim is therefore to show that A = A * * , or equivalently dom A * * ⊆ dom A. For this purpose, consider u ∈ dom A * * and observe that (u,
Hence, in view of (iii) we can find x ∈ dom A and z ∈ dom A * such that
which follows
The first identity yields A * z ∈ dom A * * and hence
This, together with the second formula of (2.1)
Consequently, z = 0 whence u = x ∈ dom A, as it is claimed.
Recall the celebrated von Neumann theorem [7, 6] asserting that both T * T and T T * are selfadjoint operators, whenever T is densely defined and closed. The preceding theorem enables us to establish the converse of that statement (see also [12] ): Corollary 2.4. Let T be a densely defined linear operator between H and K. The following assertions are equivalent:
(i) T is closed.
(ii) T * T and T T * are both selfadjoint operators in the Hilbert spaces H and K, respectively. (iii) I + T * T and I + T T * both have full range.
Proof. The proof relies on the following identity:
In fact, if T is closed then both matrices on the left side of (2.2) have full range due to Theorem 2.3, hence the operator on the right side has full range too. This means that I + T * T and I + T T * are both surjective symmetric, hence selfadjoint operators. Thus (i) implies (ii). Assumption (ii) implies that I + T * T and I + T T for densely defined closable operators. Thus, by the preceding corollary, T is closed if and only if
or equivalently, if dom T * * ⊆ ran(I + T * T ) and ran T * * ⊆ ran(I + T T * ).
Perturbation theorems for selfadjoint and essentially selfadjoint operators
This section is devoted to the perturbation theory of selfadjoint and essentially selfadjoint operators. The vast majority of the results to be proved are based on the the next theorem which contains a criterion for a symmetric operator operator to be selfadjoint. We also notice that the equivalence of (i) and (ii) below is taken from [11, Theorem 5.1], cf. also [8, Corollary 3.6] . For sake of brevity we also adopt the notation
Theorem 3.1. Let A be a linear operator in the Hilbert space H. The following assertions are equivalent:
(i) A is a (densely defined) selfadjoint operator.
(ii) A is symmetric and there exists c ∈ R, c = 0, such that
(iii) A is symmetric and there exists c ∈ R, c = 0, such that
Proof. For densely defined closed operators A one has ran M A,A * = H × H, in account of Theorem 2.3. Hence, by replacing A by c −1 A we conclude that (i) implies (ii). It is obvious that (ii) implies (iii). Finally, let us assume (iii). We are going to prove first that A is densely defined: pick u ∈ dom A ⊥ and observe that (u, 0) ∈ G(A)
⊥ . Hence there exist x, y ∈ dom A such that
Consequently, y = c −1 Ax and u = cx + c −1 A 2 x. This gives
whence x = 0 = u, as it is claimed. We see therefore that A is densely defined and symmetric, so A ⊆ A * . We need only to check that dom
Consequently,
whence x = 0. This yields v = cy ∈ dom A and thus we conclude that A * = A, as it is stated. 
which gives y ∈ dom B * and B * y = −u. Our assumptions imply y ∈ dom A and −u = B * y = Ay which yields
Theorem 3.1 therefore applies.
As a straightforward consequence of Theorem 3.1 we get a useful characterization of essentially selfadjoint operators in terms of the operator matrix M A,−A (c). Note also immediately that this result generalizes [13, Theorem 5.1].
Theorem 3.3. Let A be a closable (not necessarily densely defined) symmetric operator in the real or complex Hilbert space H. The following assertions are equivalent:
(i) A is essentially selfadjoint.
(ii) There exists c ∈ R, c = 0, such that
(iii) There exists c ∈ R, c = 0, such that
Proof. Observe on the one hand that, for c ∈ R, c = 0 and x, y ∈ dom A the symmetry of A yields We can therefore apply Theorem 3.1 to the symmetric operator A.
We now turn our attention to the perturbation theory of selfadjoint (resp. essentially selfadjoint) operators. To do so let us recall first the notion of A-boundedness: Given two linear operators A and B in the real or complex Hilbert space H we say that B is A-bounded if dom A ⊆ dom B and there exist α, β ≥ 0 such that
Note that we receive the same definition of A-boundedness if we replace (3.2) by
see [4] . If B is A-bounded then the A-bound of B is defined to be the greatest lower bound of the α's satisfying (3.2). An easy application of the closed graph theorem implies that if A is closed and B is closable with dom A ⊆ dom B then B must be A-bounded, see [14] . We shall also use the fact that if A, B are closable and B is A-bounded then x n → x and Ax n → Ax imply x ∈ dom B * * and Bx n → B * * x for (x n ) n∈N of dom A and x in dom A * * . In particular, B * * is A * * -bounded in that case.
Our aim in the rest of this section is to provide conditions, involving A-boundedness, which imply selfadjointness (resp., essentially selfadjointness) on the sum between a selfadjoint (resp., essentially selfadjoint) and a symmetric operator. Similar perturbation problems were considered by several authors; cf. eg. [1, 2, 4, 9, 14] . In our approach an essential role is played by the operator matrix M A,A (c). Then A + B is essentially selfadjoint too.
Proof. We are going to prove first that A * * + B * * is essentially selfadjoint. With this aim let (w, z) ∈ ran M A * * +B * * ,A * * +B * * (b)
⊥ . By selfadjointness of A * * we may choose x, y ∈ dom A * * such that 
Here in the last estimation we used that inequality b) remains true for x ∈ dom A * * with A * * , B * * in place of A, B, thanks to A-boundedness of B. We conclude therefore that x = y = 0 whence w = z = 0. This follows that A * * + B * * is essentially selfadjoint. Observe finally that dom A * * ⊆ dom(A + B) * * , according to a), again, and hence that A * * + B * * ⊂ (A + B) * * . This implies the essential selfadjointness of A + B. In the ensuing corollary we establish a symmetric variant of Theorem 3.4 and Corollary 3.5: Corollary 3.6. Let A, C be symmetric operators in H with common domain D. Assume that A is C-bounded, C is A-bounded and that
for some γ > 0. Then A is selfadjoint (resp., essentially selfadjoint) if and only if C is selfadjoint (resp., essentially selfadjoint).
Proof. If we assume that that A is essentially selfadjoint then B := C − A fulfills all conditions of Theorem 3.4. Indeed, condition b) is seen immediately. On the other hand,
by A-boundedness of C, whence we see that a) of Theorem 3.4 is also fulfilled. Consequently, C = A + B is essentially selfadjoint. If A is selfadjoint then each condition of Corollary 3.5 is satisfied due to C-boundedness of A. Hence C = A + B is selfadjoint.
As a corollary we retrieve Kato's result on simultaneous selfadjointness of symmetric operators [4, Theorem V.4.5]:
Corollary 3.7. Let A, C be symmetric operators in H with common dense domain D. Assume that there exist a, b > 0, b < 1 such that
Then A is selfadjoint (resp., essentially selfadjoint) if and only if C is selfadjoint (resp., essentially selfadjoint).
Proof. First of all observe that C is A-bounded and A is C-bounded: Indeed, (3.3) yields
whence we see that C is A-bounded. That A is C-bounded follows by symmetry. Choose furthermore ε > 0 with b 2 + ε 2 < 1. Then
whence we see that A, B fulfill all conditions of Corollary 3.6.
Nelson in his famous paper [5] proved that if A, B are commuting symmetric operators on a dense subspace of the (complex) Hilbert space H then the essential selfadjointness of A 2 + B 2 implies essential selfadjointness for both A and B (see Proof. Let us compute the left side:
as it is stated. holds according to our hypotheses. The essential selfadjointness of A + B follows therefore due to the first part of the proof, replacing B by A + B.
The essentially selfadjoint variant of the preceding theorem reads as follows:
Theorem 3.10. Let A, B be symmetric operators in the real or complex Hilbert space H such that A is essentially selfadjoint and B is A-bounded. If Proof. We conclude by A-boundedness that dom A * * ⊆ dom B * * and x n → x and Ax n → Ax imply Bx n → Bx for (x n ) n∈N of dom A and x in dom A * * . Hence (3.6) remains valid also for x ∈ dom A * * =: D with A, B replaced by A * * , B * * , respectively. Theorem 3.9 implies therefore that A * * + B * * as well as the restriction of B * * to dom A * * are essentially selfadjoint. The desired statement follows from the observations
which are again due to A-boundedness. Proof. It is easy to verify that A, B satisfy the conditions of Theorem 3.9 and Theorem 3.10, respectively.
Corollary 3.12. Assume that A is symmetric and A m is essentially selfadjoint for some integer m. If p is a polynomial with real coefficients and of degree ≤ m then p(A) is essentially selfadjoint on dom(A m ).
Proof. It is obvious that the symmetric operator B := p(A) fulfills (3.6) with A m in place of A. To see that p(A) is A m -bounded it suffices to show that A n is A n+1 -bounded for each integer n < m. We proceed by induction. The case n = 2 follows easily from the Cauchy-Schwarz and the arithemetic-geometric mean inequalities:
for all x ∈ dom(A 2 ).
Suppose now A n−1 x 2 ≤ α A n x 2 + β x 2 for certain α, β and for all x ∈ dom(A n ). Choosing γ > 0 with 2γ 2 > α we get, just as in case n = 2,
for x ∈ dom(A n+1 ), whence, by rearrangement we conclude that
for suitable α ′ , β ′ . Theorem 3.10 completes then the proof.
We conclude the paper with a result [5, Corollary 9.2] due to Nelson. We also mention that Nelson's original result concerned only with complex Hilbert spaces. for all x, y ∈ D. On the other hand, both A, B are C-bounded according to the following estimation:
Theorem 3.10 therefore applies.
Remark 3.14. Note that the assumptions of Nelson's result above yield essential selfadjointness for aA+bB for any a, b ∈ R. To see this we can repeat the arguments of the preceding proof:
((aA + bB)x | Cy) = (Cx | (aA + bB)y), x, y ∈ D, and aA + bB is C-bounded since A and B are so.
