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ABSTRACT
Constrained Optimization solution algorithms are restricted to point based solutions. In practice,
single or multiple objectives must be satisfied, wherein both the objective function and constraints
can be non-convex resulting in multiple optimal solutions. Real world scenarios include intersecting
surfaces as Implicit Functions, Hyperspectral Unmixing and Pareto Optimal fronts. Local or global
convexification is a common workaround when faced with non-convex forms. However, such
an approach is often restricted to a strict class of functions, deviation from which results in sub-
optimal solution to the original problem. We present neural solutions for extracting optimal sets
as approximate manifolds, where unmodified, non-convex objectives and constraints are defined as
modeler guided, domain-informed L2 loss function. This promotes interpretability since modelers
can confirm the results against known analytical forms in their specific domains. We present synthetic
and realistic cases to validate our approach and compare against known solvers for bench-marking in
terms of accuracy and computational efficiency.
Constrained Optimization (CO) problems arise in a wide variety of applications such as Computational geometry [1],
Graphics [2], Hyperspectral Imaging [3], Information Retrieval [4], Economics [5]. Each of these fields construct a
domain informed structure using an objective function, combined with a set of constraints to approximate a desired
solution set. The bottleneck lies in efficiently searching the variable space to find this feasible solution set. The
algorithmic difficulties in CO problems arise in the form of: limitations in converging to a global minimum in the
presence of non-convex functions (objectives and constraints). In limited cases, under strict assumptions, convexified
dual problems are achievable with bounded primal-dual solution gap. In this work, we attempt to address cases where
convexification is either not achievable or the primal-dual solution gap cannot be bounded under practical considerations.
As in [6], we consider a simple example wherein the objective is to minimize h(x) ≡ (f(x) − g(x))2 with f(x) =
x2, g(x) = x + 0.5, such that −2 ≤ x ≤ 2. The optimal solution set in the absence of additional constraints is
x = 1±
√
3
2 as shown in Fig. 3 (left). Now consider an inequality constraint −1 ≤ x ≤ 0. Assuming a resolution of two
decimal places in the finite (discrete) dimensional search space, the feasible solution set has size of 100 among the 400
possible candidates in the presence of this additional constraint, which is only 25% of the domain. Under this setting an
optimal value of h(x) = 0.00 is achieved for x = −0.37. A similar precision limitation arises when the objective is to
find the intersecting manifold of two point cloud objects. Our objective in this work is to extract this low-precision
manifold, where the objective functions and constraints vary with applications. Under practical considerations, we are
faced with the following challenges in a CO setting:
• The objectives f(x) and constraints g(x) are non-convex, such that convexification imposes strict assumptions.
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Figure 1: 3D intersection manifold of a hollow sphere and a hollow cylinder identified using our constrained feed-
forward neural optimization approach.
• An optimal solution manifold exists instead of a single global optimum, for e.g. Pareto fronts.
• True representation of f(x), g(x) are unknown, or available as tuples (x, f(x)) and (x, g(x)) from point
clouds.
Most existing CO solvers available in market as research and commercial tools are restricted to point based solutions
with convexification assumptions. In a practical setting, any violation of these assumptions leads to sub-optimal
solutions for the original problem. A point based solution scheme relies upon initializing a finite set of feasible points
with a limited number converging to the optimal solution manifold. For e.g. consider the solution scheme in [7], where
a limited number of initialized points converge near the Pareto front, resulting in a rough description of the desired
solution manifold. Our contributions in this work are as follows:
• We present constrained neural optimization solvers for both data and representation driven tasks.
• Our framework can handle both single and multi-objective CO problems.
• For a non-linear system of equations, our framework serves as a general purpose solver where the solution is
in the form of a low precision indicator function defined continuously on the problem domain.
• For graphics tasks, we can extract the implicit surfaces.
• For multi-objective optimization, the network can approximate the Pareto frontier manifold.
• For Linear Mixture model, it can approximate the end-members and abundances, starting from a random
uniform initialization.
1 Related Work
A number of CO solution schemes have been developed for a range of problems. To list a few, (1) Penalty function
[8] approaches where the constraint is enforced using a scaled penalization/barrier function in the resulting in an
unconstrained optimization problem. (2) Preference of Feasible Solutions Over Infeasible Solutions [9] approaches
ranks the feasible solutions with a higher fitness than infeasible ones. The rank-based selection scheme is based on
the objective function and maps the feasible set into (−∞, 1) rest to (1,∞). (3) Multi-objective Optimization [10]
approaches first ranks the solutions based on non-domination of constraint violations, followed by a re-ranking using the
objective function. A factor based selection criteria is then used to accept/reject solutions. (4) Evolutionary algorithms
include Genetic Algorithms [11], Simulated Annealing [12] and Particle Swarm Optimization [13], that relies upon a
stochastic exploration of the solution space. (5) Divide and Conquer [14] approaches leverage the form of the objective
function to separate the solution space into convex subspaces, and consequently iterating between the unique minimizers
of the sub-problems.
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Representation Driven Network
f˜(X), g˜(X)
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Y = {f(X), g(X)}
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Y = fˆ(X)  gˆ(X)
<latexit sha1_base64="dajI3 3oGo00G+dvFZmJJyjpSueo=">AAACBHicbVDLSsNAFL3xWesr6rKb wSLUhSWRgm6EghuXFexD2lAm00k7dDIJMxOhhC7c+CtuXCji1o9w5 984abPQ1gMD555zL3fu8WPOlHacb2tldW19Y7OwVdze2d3btw8OWy pKJKFNEvFIdnysKGeCNjXTnHZiSXHoc9r2x9eZ336gUrFI3OlJTL0 QDwULGMHaSH27dI+uUG+EdRpMK51TdDYvhlnRt8tO1ZkBLRM3J2XI0 ejbX71BRJKQCk04VqrrOrH2Uiw1I5xOi71E0RiTMR7SrqECh1R56e yIKToxygAFkTRPaDRTf0+kOFRqEvqmM8R6pBa9TPzP6yY6uPRSJuJ EU0Hmi4KEIx2hLBE0YJISzSeGYCKZ+SsiIywx0Sa3ognBXTx5mbTO q65TdW9r5Xotj6MAJTiGCrhwAXW4gQY0gcAjPMMrvFlP1ov1bn3MW 1esfOYI/sD6/AG8lJYv</latexit><latexit sha1_base64="dajI3 3oGo00G+dvFZmJJyjpSueo=">AAACBHicbVDLSsNAFL3xWesr6rKb wSLUhSWRgm6EghuXFexD2lAm00k7dDIJMxOhhC7c+CtuXCji1o9w5 984abPQ1gMD555zL3fu8WPOlHacb2tldW19Y7OwVdze2d3btw8OWy pKJKFNEvFIdnysKGeCNjXTnHZiSXHoc9r2x9eZ336gUrFI3OlJTL0 QDwULGMHaSH27dI+uUG+EdRpMK51TdDYvhlnRt8tO1ZkBLRM3J2XI0 ejbX71BRJKQCk04VqrrOrH2Uiw1I5xOi71E0RiTMR7SrqECh1R56e yIKToxygAFkTRPaDRTf0+kOFRqEvqmM8R6pBa9TPzP6yY6uPRSJuJ EU0Hmi4KEIx2hLBE0YJISzSeGYCKZ+SsiIywx0Sa3ognBXTx5mbTO q65TdW9r5Xotj6MAJTiGCrhwAXW4gQY0gcAjPMMrvFlP1ov1bn3MW 1esfOYI/sD6/AG8lJYv</latexit><latexit sha1_base64="dajI3 3oGo00G+dvFZmJJyjpSueo=">AAACBHicbVDLSsNAFL3xWesr6rKb wSLUhSWRgm6EghuXFexD2lAm00k7dDIJMxOhhC7c+CtuXCji1o9w5 984abPQ1gMD555zL3fu8WPOlHacb2tldW19Y7OwVdze2d3btw8OWy pKJKFNEvFIdnysKGeCNjXTnHZiSXHoc9r2x9eZ336gUrFI3OlJTL0 QDwULGMHaSH27dI+uUG+EdRpMK51TdDYvhlnRt8tO1ZkBLRM3J2XI0 ejbX71BRJKQCk04VqrrOrH2Uiw1I5xOi71E0RiTMR7SrqECh1R56e yIKToxygAFkTRPaDRTf0+kOFRqEvqmM8R6pBa9TPzP6yY6uPRSJuJ EU0Hmi4KEIx2hLBE0YJISzSeGYCKZ+SsiIywx0Sa3ognBXTx5mbTO q65TdW9r5Xotj6MAJTiGCrhwAXW4gQY0gcAjPMMrvFlP1ov1bn3MW 1esfOYI/sD6/AG8lJYv</latexit><latexit sha1_base64="dajI3 3oGo00G+dvFZmJJyjpSueo=">AAACBHicbVDLSsNAFL3xWesr6rKb wSLUhSWRgm6EghuXFexD2lAm00k7dDIJMxOhhC7c+CtuXCji1o9w5 984abPQ1gMD555zL3fu8WPOlHacb2tldW19Y7OwVdze2d3btw8OWy pKJKFNEvFIdnysKGeCNjXTnHZiSXHoc9r2x9eZ336gUrFI3OlJTL0 QDwULGMHaSH27dI+uUG+EdRpMK51TdDYvhlnRt8tO1ZkBLRM3J2XI0 ejbX71BRJKQCk04VqrrOrH2Uiw1I5xOi71E0RiTMR7SrqECh1R56e yIKToxygAFkTRPaDRTf0+kOFRqEvqmM8R6pBa9TPzP6yY6uPRSJuJ EU0Hmi4KEIx2hLBE0YJISzSeGYCKZ+SsiIywx0Sa3ognBXTx5mbTO q65TdW9r5Xotj6MAJTiGCrhwAXW4gQY0gcAjPMMrvFlP1ov1bn3MW 1esfOYI/sD6/AG8lJYv</latexit>
h˜(X)
<latexit sha1_base64="fA+c8 fdyKL+3QSejkfFynbLBbjw=">AAAB83icbVBNS8NAEJ34WetX1aOX xSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jt s1BWx8MPN6bYWZemAqujet+OxubW9s7u6W98v7B4dFx5eS0o5NMMW yzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EP OqLGS7xsuIszHs1rvalCpunV3AbJOvIJUoUBrUPnyo4RlMUrDBNW67 7mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T 2R01jraRzazpiasV715uJ/Xj8zw9sg5zLNDEq2XDTMBDEJmQdAIq6 QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF 1MCDG2jCPbSgDQxSeIZXeHMy58V5dz6WrRtOMXMGf+B8/gCh/pFb< /latexit><latexit sha1_base64="fA+c8 fdyKL+3QSejkfFynbLBbjw=">AAAB83icbVBNS8NAEJ34WetX1aOX xSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jt s1BWx8MPN6bYWZemAqujet+OxubW9s7u6W98v7B4dFx5eS0o5NMMW yzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EP OqLGS7xsuIszHs1rvalCpunV3AbJOvIJUoUBrUPnyo4RlMUrDBNW67 7mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T 2R01jraRzazpiasV715uJ/Xj8zw9sg5zLNDEq2XDTMBDEJmQdAIq6 QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF 1MCDG2jCPbSgDQxSeIZXeHMy58V5dz6WrRtOMXMGf+B8/gCh/pFb< /latexit><latexit sha1_base64="fA+c8 fdyKL+3QSejkfFynbLBbjw=">AAAB83icbVBNS8NAEJ34WetX1aOX xSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jt s1BWx8MPN6bYWZemAqujet+OxubW9s7u6W98v7B4dFx5eS0o5NMMW yzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EP OqLGS7xsuIszHs1rvalCpunV3AbJOvIJUoUBrUPnyo4RlMUrDBNW67 7mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T 2R01jraRzazpiasV715uJ/Xj8zw9sg5zLNDEq2XDTMBDEJmQdAIq6 QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF 1MCDG2jCPbSgDQxSeIZXeHMy58V5dz6WrRtOMXMGf+B8/gCh/pFb< /latexit><latexit sha1_base64="fA+c8 fdyKL+3QSejkfFynbLBbjw=">AAAB83icbVBNS8NAEJ34WetX1aOX xSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jt s1BWx8MPN6bYWZemAqujet+OxubW9s7u6W98v7B4dFx5eS0o5NMMW yzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EP OqLGS7xsuIszHs1rvalCpunV3AbJOvIJUoUBrUPnyo4RlMUrDBNW67 7mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T 2R01jraRzazpiasV715uJ/Xj8zw9sg5zLNDEq2XDTMBDEJmQdAIq6 QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF 1MCDG2jCPbSgDQxSeIZXeHMy58V5dz6WrRtOMXMGf+B8/gCh/pFb< /latexit>
h˜(X)
<latexit sha1_base64="fA+c8fdyKL+3QSejkfFynbLBbjw=">AA AB83icbVBNS8NAEJ34WetX1aOXxSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemAqujet+Oxub W9s7u6W98v7B4dFx5eS0o5NMMWyzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EPOqLGS7xsuIszHs1rvalCpunV3Ab JOvIJUoUBrUPnyo4RlMUrDBNW677mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T2R01jraRzazpiasV715uJ/Xj8z w9sg5zLNDEq2XDTMBDEJmQdAIq6QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF1MCDG2jCPbSgDQxSeIZXeHMy58 V5dz6WrRtOMXMGf+B8/gCh/pFb</latexit><latexit sha1_base64="fA+c8fdyKL+3QSejkfFynbLBbjw=">AA AB83icbVBNS8NAEJ34WetX1aOXxSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemAqujet+Oxub W9s7u6W98v7B4dFx5eS0o5NMMWyzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EPOqLGS7xsuIszHs1rvalCpunV3Ab JOvIJUoUBrUPnyo4RlMUrDBNW677mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T2R01jraRzazpiasV715uJ/Xj8z w9sg5zLNDEq2XDTMBDEJmQdAIq6QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF1MCDG2jCPbSgDQxSeIZXeHMy58 V5dz6WrRtOMXMGf+B8/gCh/pFb</latexit><latexit sha1_base64="fA+c8fdyKL+3QSejkfFynbLBbjw=">AA AB83icbVBNS8NAEJ34WetX1aOXxSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemAqujet+Oxub W9s7u6W98v7B4dFx5eS0o5NMMWyzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EPOqLGS7xsuIszHs1rvalCpunV3Ab JOvIJUoUBrUPnyo4RlMUrDBNW677mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T2R01jraRzazpiasV715uJ/Xj8z w9sg5zLNDEq2XDTMBDEJmQdAIq6QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF1MCDG2jCPbSgDQxSeIZXeHMy58 V5dz6WrRtOMXMGf+B8/gCh/pFb</latexit><latexit sha1_base64="fA+c8fdyKL+3QSejkfFynbLBbjw=">AA AB83icbVBNS8NAEJ34WetX1aOXxSLUS0mkoMeCF48V7Ac0oWw203bpZhN2N0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemAqujet+Oxub W9s7u6W98v7B4dFx5eS0o5NMMWyzRCSqF1KNgktsG24E9lKFNA4FdsPJ3dzvPqHSPJGPZppiENOR5EPOqLGS7xsuIszHs1rvalCpunV3Ab JOvIJUoUBrUPnyo4RlMUrDBNW677mpCXKqDGcCZ2U/05hSNqEj7FsqaYw6yBc3z8ilVSIyTJQtachC/T2R01jraRzazpiasV715uJ/Xj8z w9sg5zLNDEq2XDTMBDEJmQdAIq6QGTG1hDLF7a2EjamizNiYyjYEb/XlddK5rntu3XtoVJuNIo4SnMMF1MCDG2jCPbSgDQxSeIZXeHMy58 V5dz6WrRtOMXMGf+B8/gCh/pFb</latexit>
X : Input data
Y : Output labels
f, g : True representation
f˜ , g˜ : Approximate representation
fˆ , gˆ = {f, g} or {f˜ , g˜}
h˜ : Approximate solution manifold
<latexit sha1_base64="LY1yhaUIFGrQnkARxTSKZZ551rE=">AA AC7XicbVJNb9QwEHVSoCV8beHIxWJFxaFaJQgJVAmpiAucKFK3XbRZrSbOZNfUiSN7grqK8h+4cAAhrvwfbvwbnDQrlXbn4qd58/zGM05K JS2F4V/P37px89b2zu3gzt179x8Mdh+eWF0ZgWOhlTaTBCwqWeCYJCmclAYhTxSeJmdvW/70CxordXFMqxJnOSwKmUkB5FLzXW9rb3LAY8 Jzqt8XZUU8BYImjoO9T+v8h4paQkGCynZUtr9Yk8emQm7QmVosqLu1K4lJqhTrrNnv0aJZS96UpdHnMgfarFwCdbr2XDT8NY9rZxg3vZxr wx2uNzjEl62XGw2tVlVrxXNwc9AqbYJgPhiGo7ALfh1EPRiyPo7mgz9xqkWVu76FAmunUVjSrAZDUihsgriyWII4gwVOHSwgRzuru201/K nLpDxzr8h0QbzLXlbUkFu7yhNX6Tpe2qtcm9zETSvKXs1q2W4RC3FhlFWKk+bt6nkqDQpSKwdAGOl65WIJBgS5D9IOIbr65Ovg5PkoCkfRx xfDw7Afxw57zJ6wZyxiL9khe8eO2JgJ77P31fvu/fC1/83/6f+6KPW9XvOI/Rf+739RBO4I</latexit><latexit sha1_base64="LY1yhaUIFGrQnkARxTSKZZ551rE=">AA AC7XicbVJNb9QwEHVSoCV8beHIxWJFxaFaJQgJVAmpiAucKFK3XbRZrSbOZNfUiSN7grqK8h+4cAAhrvwfbvwbnDQrlXbn4qd58/zGM05K JS2F4V/P37px89b2zu3gzt179x8Mdh+eWF0ZgWOhlTaTBCwqWeCYJCmclAYhTxSeJmdvW/70CxordXFMqxJnOSwKmUkB5FLzXW9rb3LAY8 Jzqt8XZUU8BYImjoO9T+v8h4paQkGCynZUtr9Yk8emQm7QmVosqLu1K4lJqhTrrNnv0aJZS96UpdHnMgfarFwCdbr2XDT8NY9rZxg3vZxr wx2uNzjEl62XGw2tVlVrxXNwc9AqbYJgPhiGo7ALfh1EPRiyPo7mgz9xqkWVu76FAmunUVjSrAZDUihsgriyWII4gwVOHSwgRzuru201/K nLpDxzr8h0QbzLXlbUkFu7yhNX6Tpe2qtcm9zETSvKXs1q2W4RC3FhlFWKk+bt6nkqDQpSKwdAGOl65WIJBgS5D9IOIbr65Ovg5PkoCkfRx xfDw7Afxw57zJ6wZyxiL9khe8eO2JgJ77P31fvu/fC1/83/6f+6KPW9XvOI/Rf+739RBO4I</latexit><latexit sha1_base64="LY1yhaUIFGrQnkARxTSKZZ551rE=">AA AC7XicbVJNb9QwEHVSoCV8beHIxWJFxaFaJQgJVAmpiAucKFK3XbRZrSbOZNfUiSN7grqK8h+4cAAhrvwfbvwbnDQrlXbn4qd58/zGM05K JS2F4V/P37px89b2zu3gzt179x8Mdh+eWF0ZgWOhlTaTBCwqWeCYJCmclAYhTxSeJmdvW/70CxordXFMqxJnOSwKmUkB5FLzXW9rb3LAY8 Jzqt8XZUU8BYImjoO9T+v8h4paQkGCynZUtr9Yk8emQm7QmVosqLu1K4lJqhTrrNnv0aJZS96UpdHnMgfarFwCdbr2XDT8NY9rZxg3vZxr wx2uNzjEl62XGw2tVlVrxXNwc9AqbYJgPhiGo7ALfh1EPRiyPo7mgz9xqkWVu76FAmunUVjSrAZDUihsgriyWII4gwVOHSwgRzuru201/K nLpDxzr8h0QbzLXlbUkFu7yhNX6Tpe2qtcm9zETSvKXs1q2W4RC3FhlFWKk+bt6nkqDQpSKwdAGOl65WIJBgS5D9IOIbr65Ovg5PkoCkfRx xfDw7Afxw57zJ6wZyxiL9khe8eO2JgJ77P31fvu/fC1/83/6f+6KPW9XvOI/Rf+739RBO4I</latexit><latexit sha1_base64="LY1yhaUIFGrQnkARxTSKZZ551rE=">AA AC7XicbVJNb9QwEHVSoCV8beHIxWJFxaFaJQgJVAmpiAucKFK3XbRZrSbOZNfUiSN7grqK8h+4cAAhrvwfbvwbnDQrlXbn4qd58/zGM05K JS2F4V/P37px89b2zu3gzt179x8Mdh+eWF0ZgWOhlTaTBCwqWeCYJCmclAYhTxSeJmdvW/70CxordXFMqxJnOSwKmUkB5FLzXW9rb3LAY8 Jzqt8XZUU8BYImjoO9T+v8h4paQkGCynZUtr9Yk8emQm7QmVosqLu1K4lJqhTrrNnv0aJZS96UpdHnMgfarFwCdbr2XDT8NY9rZxg3vZxr wx2uNzjEl62XGw2tVlVrxXNwc9AqbYJgPhiGo7ALfh1EPRiyPo7mgz9xqkWVu76FAmunUVjSrAZDUihsgriyWII4gwVOHSwgRzuru201/K nLpDxzr8h0QbzLXlbUkFu7yhNX6Tpe2qtcm9zETSvKXs1q2W4RC3FhlFWKk+bt6nkqDQpSKwdAGOl65WIJBgS5D9IOIbr65Ovg5PkoCkfRx xfDw7Afxw57zJ6wZyxiL9khe8eO2JgJ77P31fvu/fC1/83/6f+6KPW9XvOI/Rf+739RBO4I</latexit>
X
<latexit sha1_base64="zWsNqpr7zfWc//+nf7ubY7/LDyY=">AA AB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2 tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSqzcsV9yquwTZJF5OKpCjOS x/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQtmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IS3fsZlkhqU bLUoTAUxMVl8TUZcITNiZgllittbCZtQRZmx2ZRsCN76y5ukc1P13KrXqlUatTyOIlzAJVyDB3VowD00oQ0MEJ7hFd6cR+fFeXc+Vq0FJ5 85hz9wPn8AsYOMzg==</latexit><latexit sha1_base64="zWsNqpr7zfWc//+nf7ubY7/LDyY=">AA AB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2 tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSqzcsV9yquwTZJF5OKpCjOS x/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQtmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IS3fsZlkhqU bLUoTAUxMVl8TUZcITNiZgllittbCZtQRZmx2ZRsCN76y5ukc1P13KrXqlUatTyOIlzAJVyDB3VowD00oQ0MEJ7hFd6cR+fFeXc+Vq0FJ5 85hz9wPn8AsYOMzg==</latexit><latexit sha1_base64="zWsNqpr7zfWc//+nf7ubY7/LDyY=">AA AB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2 tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSqzcsV9yquwTZJF5OKpCjOS x/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQtmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IS3fsZlkhqU bLUoTAUxMVl8TUZcITNiZgllittbCZtQRZmx2ZRsCN76y5ukc1P13KrXqlUatTyOIlzAJVyDB3VowD00oQ0MEJ7hFd6cR+fFeXc+Vq0FJ5 85hz9wPn8AsYOMzg==</latexit><latexit sha1_base64="zWsNqpr7zfWc//+nf7ubY7/LDyY=">AA AB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2 tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSqzcsV9yquwTZJF5OKpCjOS x/DUYxSyOUhgmqdd9zE+NnVBnOBM5Lg1RjQtmUjrFvqaQRaj9bHjonV1YZkTBWtqQhS/X3REYjrWdRYDsjaiZ63VuI/3n91IS3fsZlkhqU bLUoTAUxMVl8TUZcITNiZgllittbCZtQRZmx2ZRsCN76y5ukc1P13KrXqlUatTyOIlzAJVyDB3VowD00oQ0MEJ7hFd6cR+fFeXc+Vq0FJ5 85hz9wPn8AsYOMzg==</latexit>
Figure 2: Overview of our constrained neural optimization framework. The framework allows labels specified either as
discrete data points (data driven) or continuous functions (representation driven) of input data. In either case, a domain
informed loss is used to approximate the true intersection manifold h(X) = f(X) − g(X) as h˜(X). The indicator
function then describes a lower dimensional intersection manifold corresponding to h(X∗) = 0, where X∗ is the set of
optimal points in this setting.
Implicit surface are of special importance in the boundary evaluation of solid geometric models (CAD/CAM) and
widely used in Computational Geometry and Computer Graphics. [15] proposed numerical implicitization to treat
intersection problems of both parametric and non-parametric surfaces. [16] solves for the surface trace by calculating
the implicit function values and its gradients at the intersection points.
For Linear Mixture Model problems, such as Hyperspectral Unmixing, either geometric or statistical approaches are
used. Here, Pure Pixel based algorithms include Pixel Purity Index (PPI) [17], N-FINDR [18], Vertex Component
Analysis (VCA) [19] and Successive Volume MAXimization (SVMAX) [20]. These approaches assume the presence
of at least one pure pixel per end-member in the data. Minimum Volume based algorithms include Minimum Volume
Simplex Analysis (MVSA) [21], SISAL [22], Minimum Volume Enclosing Simplex (MVES) [23] and VolMin [24].
Here an additional term is employed in the objective function, to minimize the volume of the simplex formed by the
end-members. Recently, a number deep auto-encoder networks have been proposed: End-net [25], Auto-Enc [26]
DCAE and [27], where the encoder is expected to capture the end-members in its latent representation, while the
decoder attempts to minimize the loss in reconstructing the input spectrum.
For multi-objective optimization problems, Pareto optimality describes a trade-off scenario such that the solution is not
biased towards any of the objectives. In other words, a gain in one objective should not result in the loss of even one
other objective. The Pareto front is defined as the set of all such Pareto optimal points. [7] present analytical solutions
for a number of functional forms as case studies, and comparison against a numerical solution obtained using Genetic
Algorithm. Similarly, [28] present a comparison of scalarization approaches for another set of multi-objective problems
and benchmarks them against known analytical solutions.
2 Formulation
We consider the following general optimization problem with objective functions fi(x) along with equality and
inequality constraints defined as:
min
x
fi(x),
s.t. pj(x) = 0, and qk(x) ≤ 0
Here, 1 ≤ i, j, k ∈ I, x ∈ Rn with n ∈ Z+ is a positive integer and fi, pj , qk : Rn → R are continuous and
differentiable functions. In what follows, we present a number of applications where the form and number of objectives
and constraints vary subject to the problem at hand.
3 Network Design
Our network design consists of dense feed forward neural networks, with width (w) and depth (d) representing the
number of neurons in each internal layer and the number of internal layers respectively. The networks are low-weights
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(compact), and do not require use of Dropout, Batch Normalization or kernel regularization. The (w, d) corresponding
to the problem setting are reported in the result section.
3.1 Data Driven Network
In almost all practical problems, we parameterize discrete observations as models to closely represent an unknown
absolute truth function f . Neural networks generally allow us to construct an approximate representation of f . The
Limited Data Driven block of our framework in Fig. 2 can approximate the target functions f, g as f˜ , g˜, given training
data (X,Y ). . This portion of the network can be trained in parallel for all available forms of f, g. A combination of
these network instances are then used in the Representation Driven block as training pairs.
3.2 Representation Driven Network
A problem specific loss is prescribed to approximate the true manifold h as h˜. Although in Fig. 2, the description of h
as h = f − g corresponds to finding an intersection manifold, we later show in the results section that by changing
the form of h we can solve an array of CO problems. Furthermore, if a well accepted representation of f, g is already
known, the Limited Data block can be skipped altogether.
3.3 Loss Informed Manifold Detection
The simplicity of our framework lies in the explicit prescription of a loss function corresponding to a user specified
target. In a practical setting with limited data, a CO problem is a natural choice. The indicator function learned by
Representation Driven network describes the lower dimensional solution manifold corresponding to h(X∗) = 0, where
X∗ is the set of optimal points for all of our problem settings.
4 Results
4.1 Setup and Training
All experiments were done on a setup with Nvidia 2060 RTX Super 8GB GPU, Intel Core i7-9700F 3.0GHz 8-core
CPU and 16GB DDR4 memory. We use the Keras [29] library running on a Tensorflow 1.14 backend with Python 3.7
to train the networks in this paper. For optimization, we use AdaMax [30] with parameters (lr= 0.001) and 2000 steps
per epoch and 10 epochs unless otherwise specified.
4.2 Case I: Solving a Non-Linear System of Equations
We first present two simple examples where the objective is to find all solutions to a system of non-linear equations
in finite domain as shown in Fig. 3. For both of these problems the network size is fixed at (w, d) = (4, 4). The
objective is to construct an indicator function (I : R→ R) that approximately indicates the location of intersections
while approximating the manifold h(x) = f1(x)− f2(x) such that h(x∗) = 0 where x∗ is the solution set. Since the
Figure 3: Intersection of non-linear curves: parabola and line (left) and parabola and parabolic cosine (righ)
problem is formulated as a minimization problem, enforcing a constraint x ≤ 1 results in only one solution as shown in
Fig. 3 (left), manually calculated in the introduction section.
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4.3 Case II: Implicit Surfaces
In this next set of examples we ramp our framework to approximate implicit surfaces resulting from intersection of
higher dimensional manifolds. Figs. 4, show the approximate implicit surfaces (color black) for visual ratification.
Notice that the indicator function peaks near the intersecting region in Fig. 4 (left). The network design is held at
(w, d) = (8, 4). Fig. 1 shows a sphere of radius 2 centered at (0,0,0) with the z-axis aligned cylinder of radius 1
Figure 4: Intersection of 2D and 3D surfaces: plane and parabola (left), and two hollow spheres (Right). Notice the
solution manifold exists over the entire domain, but only peaks along the appropriate intersection boundary for the 2D
surfaces. A similar plot for 3D surfaces is not visually viable and therefore the solution set on the manifold is shown.
centered at (1,0,0). Fig. 4 (right) shows two spheres centered at (0,0,0) and (1,0,0), with radii 2 and 1, respectively.
These examples serve as test cases to aid network interpretability for higher dimensional manifold extraction problems
in latter experiments on HSI unmixing problem.
4.4 Case III: End-Member Extraction
In a Linear Mixture Model (LMM), each image pixel y ∈ RF represents a data point and is a linear combination of a
set of K end-members A = [a1, . . . , aK ] ∈ RF×K+ , with different fractions b = [b1, . . . , bK ] ∈ RK+ . In addition, γ is
an additive noise (assumed zero mean Gaussian) to account for sensor noise and illumination variation etc. The LMM
can thus be described as:
y =
K∑
k=1
akbk + γ, s.t. ak, bk ≥ 0,
K∑
k=1
bk = 1 (1)
LMM on remote sensing Hyperspectral Images (HSI) assumes the entries of A, b are positive, since spectral signatures
are all positive, end-members contribute additively, and their contributions sum up to one. Assuming that the data is
projected onto the signal subspace S , of dimension K and the end-members [a1, . . . , aK ] are affinely independent (i.e.
ak − a1 for k = 2, . . . ,K are linearly independent), the simplex cone is defined as conv(A). Since we are interested in
the minimum volume approaches, we seek to minimize the the volume of this convex cone to arrive at the solution.
V (A) =
|det(A)|
K!
(2)
The equivalent problem then becomes:
min
A,B
‖Y −AB‖2F + λdet(ATA) (3)
Here λ is a hyper-parameter that balances the trade-off between the regression loss and the minimum volume loss. We
select the Samson [31] and Jasper [32] HSI datasets for comparison and benchmarking. Samson contains 9025 pixels,
156 features and 3 end-members, while Jasper has 10000 pixels, 200 features and 4 end-members. The comparative
results show Mean Square Error (MSE) and Spectral Angle Distance (SAD) for recovery of A.
MSE =
1
N
N∑
i=1
(ai − aˆi)2
SAD =
1
K
K∑
j=1
aTj aˆj
‖aj‖‖aˆj‖
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The key advantages of our approach compared to convexified and deep end-member extraction techniques are:
• Our network can approximate the true solution with random initialization, unlike approaches like Volmin [24]
that requires explicit initialization from algorithms like SISAL [22].
• Our low-weights network attains lower error values faster than auto-encoder based deep algorithms.
• Unlike ADMM based convex updates, where changes in B in the current iteration can affect changes in A in
the next iteration, our network treats A as an invariant structure to be approximated, irrespective of B.
• Compared to other Deep approaches, since our network is significantly low-weight and does not use redundancy
removal techniques like Dropout or Batch Normalization.
• The number of our network parameters is explicitly equal to 2×K × F , irrespective of the image size.
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Figure 5: Plot of True vs. Recovered Spectra for Samson. X-axis represents bands, and y-axis represents Reflectance.
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Figure 6: Plot of True vs. Recovered Spectra for Jasper. X-axis represents bands, and y-axis represents Reflectance.
Fig. 5 shows the plot of the true and recovered spectrum for the 3 end-members for Samson dataset. Notice that the
recovered spectra are not missing any spectral features when compared to the true end-members. The minor differences
are just baseline variations in the spectra. Fig. 7 shows the corresponding abundance maps.
The metric values are reported in Table 1, where our network performs better than others, for both the Samson and Jasper
datasets. Although we obtain lower error values for MSE and SAD, the error performance of the neural architecture
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Figure 7: Top: Recovered. Bottom: True Abundance Maps for Samson. The colormap is on scale from 0 (blue) to 1
(red).
Figure 8: Top: Recovered. Bottom: True Abundance Maps for Jasper. The colormap is on scale from 0 (blue) to 1 (red).
of End-Net [25] is closest to ours. For compute time analysis, we only compare against other neural approaches, as
they utilize GPU parallelism. Results are shown in Table. 2. Although DCAE is fast, its error metrics are worse (Table.
1). End-net being the best in error comparison, we have 10× speedup over it. An important point is that the number
of network parameters is explicitly equal to 2 ×K × F , irrespective of the image size, hence it is significantly low
weight2 compared to other deep nets.
4.5 Case IV: Pareto Fronts
A multi-objective optimization problem is formulated as:
min F (x) = (f1(x), f2(x), . . . , fk(x)) (4)
s.t. x ∈ S = {x ∈ Rn|G(x) = (g1(x), g2(x), . . . , gm(x)}
2 Further design guidelines can be found in Appendix.
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Method Samson Jasper
MSE(A) SAD(A) MSE(A) SAD(A)
VCA 3.86e-2 1.31e-1 1.60e-2 3.37e-1
MVSA 6.29e-2 9.31e-2 3.80e-2 3.79e-1
Volmin 7.48e-3 5.23e-2 9.47e-3 7.82e-2
DCAE - - 9.58e-3 1.43e-1
EndNet 1.50e-3 2.98e-2 6.33e-3 3.91e-2
Ours (S) 9.41e-4 1.97e-2 2.97e-3 7.12e-3
Table 1: Metric comparison for different methods on the Samson and Jasper HSI datasets. ’-’ Not reported.
Method Time (s)
Auto-Enc [26] 1425
DCAE [27] 90
End-net [25] 855
Ours 64
Table 2: Runtime on neural nets on Jasper Dataset
in n variables (x1, . . . , xn), k objective functions (f1, . . . , fk), and m constraint functions (g1, . . . , gm). The Pareto
optimal solution xi satisfies the following conditions:
@xj : fp(xj) ≤ fp(xi), for p = 1, 2, . . . , k
∃l : fl(xj) < fl(xi) (5)
Fritz John Condition: Let the objective and constraint function in Eq. 4 be continuously differentiable at a decision
vector x∗ ∈ S. A necessary condition for x∗ to be Pareto optimal is that vectors must exists for 0 ≤ λ ∈ Rk,
0 ≤ µ ∈ Rm and (λ, µ) 6= (0, 0) such that the following holds:
k∑
i=1
λi∇fi(x∗) +
m∑
j=1
µj∇gj(x∗) = 0 (6)
µjgj(x
∗) = 0,∀j = 1, . . . ,m
[7] defined the matrix L as follows, comprising of the gradients of the functions and constraints.
L =
[∇F ∇G
0 G
]
[(n+m)× (k +m)]
∇Fn×k = [∇f1, . . . ,∇fk]
∇Gn×m = [∇g1, . . . ,∇gm]
Gm×m = diag(g1, . . . , gm)
The matrix equivalent of Fritz John Condition for x∗ to be Pareto optimal, is to show the existence of λ ∈ Rk+m in Eq.
6 such that the following holds true:
L · δ = 0 s.t. L = L(x∗), δ ≥ 0, δ 6= 0 (7)
The non-trivial solution for Eq. 7 is for the following to hold:
det(LTL) = 0 (8)
We consider three cases of Pareto Fronts where the analytical solution is known. The key advantages of our approach
compared to Genetic Algorithms [7] and Scalarization [28] are:
• Our network does not rely on the explicit form of the functions F,G. It can operate under discrete setting.
• Our network can operate on non-convex forms of F,G compared to [7].
• Our network takes significantly less time compared to Genetic Algorithms.
• Our approach generates Pareto points uniformly with high density, where previous works [28] limit themselves
to low density of points ∼ 40.
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Case I Gobbi [7]: Jointly minimize
f1(x1, x2) = 1− exp(−[(x1 − 1/
√
(2))2 + (x2 − 1/
√
(2))2])
f2(x1, x2) = 1− exp(−[(x1 + 1/
√
(2))2 + (x2 + 1/
√
(2))2])
The analytical solution of the Pareto front is:
f1 = 1 + (f2 − 1) exp(−4 + 4
√
− log(1− f2))
under 0 ≤ f2 ≤ 0.982,− 1√
2
≤ x1, x2 ≤ 1√
2
This form is convex in f1, f2, wherein the approach proposed by Gobbi [7] can find a solution.
Figure 9: Pareto Front for Case I
Case II Ghane [28]: Jointly minimize
f1(x1, x2) = x1
f2(x1, x2) = 1 + x
2
2 − x1 − 0.1sin3pix1
s.t. 0 ≤ x1 ≤ 1,−2 ≤ x2 ≤ 2
This form is non-convex in f2, where the convex assumption of Gobbi [7] does not hold.
Figure 10: Pareto Front for Case II
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Case III Ghane [28]: Jointly minimize
f1(x1, x2) = x1
f2(x1, x2) = x2
s.t. g1(x1, x2) = (x1 − 0.5)2 + (x2 − 0.5)2 ≤ 0.5
g2(x1, x2) = x
2
1 + x
2
2 − 1− 0.1 cos(16 arctan(
x1
x2
)) ≥ 0
0 ≤ x1, x2 ≤ pi
This form is non-convex in g1, g2, where Gobbi [7] exits. The Pareto surface for the above three forms are non-convex.
Both our approach and Ghane [28] work on these forms, but our point density is significantly higher than those reported
by them. Our network loss satisfies the Fritz John necessary condition for Pareto optimality in Eq. 7 and then uses a
Figure 11: Pareto Front for Case III
softmax transformation to classify Pareto optimal points. All the experiments for (w, d) = (8, 4) and the input density
of points is (1000, 1000).
Method Time (s)
Form I Form II Form III
Ours 64 64 64
Gobbi [7] 123 - -
Ghane [28] 2.92 3.35 23.89
Table 3: Runtime comparison of the three methods. Notice that although, Ghane seems better in runtime, their method
ran to detect just 33 points on the front, compared to the high density in our case shown in the figures.
5 Approximation Error
Assuming the L matrix From Eq. 7 is square, we have
det(L) = 0
This is true for all the problems chosen in our numerical experiments. From Leibniz formula for determinants, we have:
det(L) = det
([∇F ∇G
0 G
])
= det
([∇F 0
0 I
] [∇I ∇0
0 G
] [∇I ∇G
0 I
])
= det(∇F )det(G) = 0
Further assume that,
det(L(x˜)) ≤ , x˜ 6= x∗ (9)
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where  > 0. The Fritz John necessary condition in Eq. 6 for weak Pareto optimality is:
det(L(x∗)) = 0 (10)
Combining the assumption in Eq. 9 and Eq. 10, we have
|det(L(x˜))− det(L(x∗))| ≤  (11)
Notice that the manifold h(x) = det(L(x)). We further assume a low precision manifold h(x˜) such that:
‖h(X˜)− h(X∗)‖22 ≤  (12)
When the network converges, Eq. 12 will hold for the network approximated h˜(x). Here, x˜ ∈ X˜ = {x|h˜(x) = 0} and
X∗ is the set of true optimal points such that h(x∗) = 0∀x ∈ X∗. Since we explicitly specify  in our loss description,
we know that the network generated solution is  close to h(x˜) if:
‖h(X˜)− h˜(X˜)‖22 ≤ C, 0 ≤ C ≤ 1 (13)
The form in Eq. 13 implies that if we are able to find such a C, then we implicitly satisfy Eq. 12. Hence,
‖h˜(X˜)− h(X∗)‖22 ≤  (14)
6 Modeler Interpretability
Motivated by the definition of interpretability and trust in model as stated in [33], we state interpretability of our model
from the viewpoint of a modeler. In all of the problems above, the approximate manifold h˜ is described by the user
specified loss function. If a domain specific analytical solution is known (h(X∗)) = 0, then the approximate network
solution set h˜(X˜)) = 0 can be verified by comparing X˜ and X∗. Additionally, a domain-specific modeler can also
compare the approximate manifold h˜, at the penultimate layer from the output, against the true manifold h known from
the analytical form. This adds an extra layer of interpretation and increases trust in the network’s working.
7 Conclusion and Future Work
A constrained neural optimization framework is presented for practical applications like non-linear solvers, implicit
surfaces, hyperspectral unmixing and Pareto front detection. The network can operate with both limited data and
functional forms to extract a lower dimensional solution manifold, described by the loss function. Numerical experiments
against known analytical solutions show that the network approximates the implicit functions for both convex and
non-convex problems. A modeler can confirm the results of our network by specifying a loss corresponding to an
analytical solution known to them, thereby promoting interpretability. For HSI unmixing on real data, our network
outperforms previously reported results both in terms of mean square error and spectral angle distance, with lower
compute times. An important point for the unmixing problem is that, the network size (number of parameters) is
explicitly dictated by (2×#end-member × spectral length), irrespective of the image size.
References
[1] Amir Hossein Gandomi, Xin-She Yang, Amir Hossein Alavi, and Siamak Talatahari. Bat algorithm for constrained
optimization tasks. Neural Computing and Applications, 22(6):1239–1255, 2013.
[2] Marc Christie, Patrick Olivier, and Jean-Marie Normand. Camera control in computer graphics. In Computer
Graphics Forum, volume 27, pages 2197–2218. Wiley Online Library, 2008.
[3] Yi Chen, Nasser M Nasrabadi, and Trac D Tran. Hyperspectral image classification using dictionary-based sparse
representation. IEEE transactions on geoscience and remote sensing, 49(10):3973–3985, 2011.
[4] Donald Metzler and W Bruce Croft. Linear feature-based models for information retrieval. Information Retrieval,
10(3):257–274, 2007.
[5] Jia Yu and Rajkumar Buyya. Scheduling scientific workflow applications with deadline and budget constraints
using genetic algorithms. Scientific Programming, 14(3, 4):217–230, 2006.
[6] Gary G Yen. Constraint handling in genetic algorithm for optimization. Advances in Computational Intelligence.
Theory and Applications, pages 145–170, 2006.
11
[7] Massimiliano Gobbi, F Levi, Gianpiero Mastinu, and Giorgio Previati. On the analytical derivation of the pareto-
optimal set with applications to structural design. Structural and Multidisciplinary Optimization, 51(3):645–657,
2015.
[8] Özgür Yeniay. Penalty function methods for constrained optimization with genetic algorithms. Mathematical and
computational Applications, 10(1):45–56, 2005.
[9] David Powell and Michael M Skolnick. Using genetic algorithms in engineering design optimization with
non-linear constraints. In Proceedings of the 5th International conference on Genetic Algorithms, pages 424–431,
1993.
[10] Patrick D Surry, Nicholas J Radcliffe, and Ian D Boyd. A multi-objective approach to constrained optimisation
of gas supply networks: The comoga method. In AISB Workshop on Evolutionary Computing, pages 166–180.
Springer, 1995.
[11] Anup Kumar, Rakesh M Pathak, and Yash P Gupta. Genetic-algorithm-based reliability optimization for computer
network expansion. IEEE Transactions on reliability, 44(1):63–72, 1995.
[12] JW Van Groenigen and A Stein. Constrained optimization of spatial sampling using continuous simulated
annealing. Journal of Environmental Quality, 27(5):1078–1086, 1998.
[13] Hong Zhang, Xiaodong Li, Heng Li, and Fulai Huang. Particle swarm optimization-based schemes for resource-
constrained project scheduling. Automation in construction, 14(3):393–404, 2005.
[14] David B Shmoys. Cut problems and their application to divide-and-conquer. Approximation algorithms for
NP-hard problems, pages 192–235, 1997.
[15] Erich Hartmann. Numerical implicitization for intersection and gn-continuous blending of surfaces. Computer
Aided Geometric Design, 15(4):377–397, 1998.
[16] Chandrajit L Bajaj, Christoph M Hoffmann, Robert E Lynch, and JEH Hopcroft. Tracing surface intersections.
Computer aided geometric design, 5(4):285–307, 1988.
[17] Joseph W Boardman. Automating spectral unmixing of aviris data using convex geometry concepts. 1993.
[18] Michael E Winter. N-findr: An algorithm for fast autonomous spectral end-member determination in hyperspectral
data. In Imaging Spectrometry V, volume 3753, pages 266–275. International Society for Optics and Photonics,
1999.
[19] José MP Nascimento and José MB Dias. Vertex component analysis: A fast algorithm to unmix hyperspectral
data. IEEE transactions on Geoscience and Remote Sensing, 43(4):898–910, 2005.
[20] Tsung-Han Chan, Wing-Kin Ma, ArulMurugan Ambikapathi, and Chong-Yung Chi. A simplex volume maximiza-
tion framework for hyperspectral endmember extraction. IEEE Transactions on Geoscience and Remote Sensing,
49(11):4177–4193, 2011.
[21] Jun Li and José M Bioucas-Dias. Minimum volume simplex analysis: A fast algorithm to unmix hyperspectral
data. In IGARSS 2008-2008 IEEE International Geoscience and Remote Sensing Symposium, volume 3, pages
III–250. IEEE, 2008.
[22] José M Bioucas-Dias. A variable splitting augmented lagrangian approach to linear spectral unmixing. In 2009
First workshop on hyperspectral image and signal processing: Evolution in remote sensing, pages 1–4. IEEE,
2009.
[23] Tsung-Han Chan, Chong-Yung Chi, Yu-Min Huang, and Wing-Kin Ma. A convex analysis-based minimum-
volume enclosing simplex algorithm for hyperspectral unmixing. IEEE Transactions on Signal Processing,
57(11):4418–4432, 2009.
[24] Xiao Fu, Kejun Huang, Bo Yang, Wing-Kin Ma, and Nicholas D Sidiropoulos. Robust volume minimization-
based matrix factorization for remote sensing and document clustering. IEEE Transactions on Signal Processing,
64(23):6254–6268, 2016.
[25] Savas Ozkan, Berk Kaya, and Gozde Bozdagi Akar. Endnet: Sparse autoencoder network for endmember
extraction and hyperspectral unmixing. IEEE Transactions on Geoscience and Remote Sensing, 57(1):482–496,
2018.
[26] Burkni Palsson, Jakob Sigurdsson, Johannes R Sveinsson, and Magnus O Ulfarsson. Hyperspectral unmixing
using a neural network autoencoder. IEEE Access, 6:25646–25656, 2018.
[27] Farshid Khajehrayeni and Hassan Ghassemian. Hyperspectral unmixing using deep convolutional autoencoders
in a supervised scenario. IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing,
13:567–576, 2020.
12
[28] A Ghane-Kanafi and E Khorram. A new scalarization method for finding the efficient frontier in non-convex
multi-objective problems. Applied Mathematical Modelling, 39(23-24):7483–7498, 2015.
[29] François Chollet. keras. https://github.com/fchollet/keras, 2015.
[30] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980,
2014.
[31] Feiyun Zhu, Ying Wang, Bin Fan, Shiming Xiang, Geofeng Meng, and Chunhong Pan. Spectral unmixing via
data-guided sparsity. IEEE Transactions on Image Processing, 23(12):5412–5427, 2014.
[32] Feiyun Zhu, Ying Wang, Shiming Xiang, Bin Fan, and Chunhong Pan. Structured sparse method for hyperspectral
unmixing. ISPRS Journal of Photogrammetry and Remote Sensing, 88:101–118, 2014.
[33] Zachary C Lipton. The mythos of model interpretability. Queue, 16(3):31–57, 2018.
13
