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Abstract
Elevated expression of the c-Myc transcription factor occurs frequently in human
cancers and is associated with tumor aggression and poor clinical outcome. However,
the predominant mechanism by which c-Myc regulates global transcription in both
healthy and tumor cells is poorly understood. In this thesis, I present evidence that
c-Myc is a global regulator of RNA Polymerase II (RNA Pol II) transcriptional pause
release. Transcriptional pausing occurs when additional regulatory steps are required
to promote elongation of genes after transcription has initiated. Chapter 2 iden-
tifies transcriptional pausing as a general feature of transcription by RNA Pol II in
mammalian cells. c-Myc is identified as having a major role in promoting release from
pause at its target genes. Chapter 3 finds in tumor cells with elevated c-Myc, the tran-
scription factor binds to promoters and enhancers of most actively transcribed genes.
The predominant effect of c-Myc binding is to produce higher levels of transcription
by promoting RNA Pol II transcriptional pause release. Thus, c-Myc accumulates in
the promoter regions of active genes across the cancer cell genome and causes tran-
scriptional amplification, producing increased levels of transcripts within the cells
gene expression program. These results imply that transcriptional amplification can
reduce rate-limiting constraints for tumor cell growth and proliferation.
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Title: Professor
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Chapter 1
Introduction
Multicellular organisms are made up of a variety of cell types. Individual cell types
are characterized by unique patterns of gene expression, protein output, cell morphol-
ogy, and ultimately function. Since these myriad patterns are derived from a single
genome, the set of genes specified for expression in any cell type is a fundamental
determinant of a cell's identity. Proper control of gene expression is required for both
maintenance of cell identity and differentiation of cells during development. Loss of
control of gene expression is often causal for disease and developmental defects. Thus,
understanding control of gene expression is crucial for discovering the underpinnings
of human disease.
Transcription factors are a class of DNA binding proteins that play a key role in
controlling gene expression. Improper regulation of transcription factors often leads
to disease and developmental defects (Latchman (1996)). This thesis examines the
role of the transcription factor c-Myc in global control of gene expression. Chapter one
provides a brief overview of the transcription cycle and discusses how transcription
factors are a key regulatory element controlling the transition between transcription
initiation and elongation.
Chapter two describes how the transcription factor c-Myc plays a dominant role
in the transition between transcription initiation and elongation. Previously, this
regulation was thought to occur only at a small subset of rapid response genes. In-
stead, it appears that the majority of genes undergoing transcription have a paused
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RNA Polymerase II complex prior to elongation. Release of the paused polymerase
by c-Myc (and potentially other pause release factors) is a rate-limiting step in the
transcription cycle for most genes, suggesting widespread regulation of transcriptional
pausing is an important step in control of gene expression.
Elevated expression of the c-Myc transcription factor occurs frequently in human
cancers and is associated with tumor aggression and poor clinical outcome. Chapter
three examines the effect of elevated c-Myc levels on a tumor cell's gene expression
program and finds that c-Myc acts as a global amplifier of the existing transcriptional
program through enhanced transcriptional pause release. This chapter then exam-
ines how c-Myc induced transcriptional amplification might explain many of c-Myc's
capabilities in tumorigenesis.
Chapter four offers concluding thoughts on the implications of global gene regu-
lation through pause control. The chapter discusses how approaches that provided
perspective across all genes were able to describe the scale and scope of transcrip-
tional pause control. The role of pause control in disease is discussed with an emphasis
on c-Myc induced transcriptional amplification in tumor cells. Lastly, chapter four
discusses how other factors may be involved in global pause control and highlights
emerging data showing the splicing factor SC35 may link pause release to RNA pro-
cessing.
1.1 Overview of the transcription cycle
Gene expression is a coordinated process involving many steps. In order for a gene
to be expressed, it must be transcribed into mRNA from the genomic template of
chromatin and DNA. The transcription cycle begins when transcription factors recruit
the RNA polymerase II (RNA Pol II) complex to the gene's start site on the genomic
template. Recruitment of RNA Pol II by transcription factors leads to initiation
of transcription, where the double stranded DNA is opened and a nascent RNA is
transcribed from the DNA template strand. During transcription, the nascent RNA
is processed into an mRNA predominantly through addition of a 5' cap, removal of
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introns through splicing, and cleavage/polyadenylation of the 3' end region of the new
transcript. After completion of transcription, mRNAs are exported to the cytoplasm
where they may be translated into proteins. The following section will provide a brief
overview of each step in the transcription cycle.
1.1.1 The genomic template of transcription
Protein coding genes can be typically defined as regions of the genome that are
transcribed and translated into proteins. Genes in the genome are accompanied by
regulatory sequences such as promoter and enhancers that help control the expression
of genes. Genomic DNA, containing genes and their associated regulatory sequences,
does not exist in the nucleus as naked DNA, but is instead wrapped around organizing
proteins into a complex known as chromatin. The chromatinized genomic DNA upon
which transcription occurs is known as the genomic template.
Promoters and distal enhancers are important sequence elements that control a
gene's expression. Promoters are sequences that flank the transcription start site
(TSS) of a gene (Lee and Young (2000)) and contain sequences that are recognized
by transcription factors. Distal enhancers are similar to promoters in that they are
recognized by transcription factors, but are instead found far from the TSS (Bulger
and Groudine (2011)). Distal enhancers influence transcription through transcription
factor mediated DNA loops that bring the enhancer DNA into the proximity of gene
TSSs (Ong and Corces (2011)).
DNA is packed into chromatin in basic units known as a nucleosome - in which
roughly 150bp of DNA are wrapped around a positively charged histone protein oc-
tamer (Kornberg and Lorch (1999)). Variations to the overall structure of chromatin
and modifications to individual nucleosomes can affect transcription in a number of
ways (Campos and Reinberg (2009)).
As a means of transcriptional regulation, chromatin first serves as a coarse con-
troller of DNA accessibility, delineating regions where DNA is accessible in open
euchromatin, or inaccessible in closed heterochromatin (Dillon (2004); Rando and
Chang (2009)). Through chromatin compaction, the genome's two meters of DNA
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are bundled into a nucleus with an average diameter of 10 microns (Horn and Pe-
terson (2002)). Chromatin has different degrees of compaction, ranging from linear
spans of DNA with nucleosomes (the beads on a string model), to highly compacted
forms such as condensed chromatids during mitosis, or tightly bundled heterochro-
matin in transcriptionally silent regions (Horn and Peterson (2002)). Compaction
into condensed heterochromatin makes the DNA mostly inaccessible to DNA binding
proteins and consequently, the transcription apparatus (Horn and Peterson (2002)).
Chromatin can also affect transcription directly as histones can form barriers
to transcription. Studies in yeast have shown that transcription cannot initiate on
promoter DNA that is wrapped around histones (Lee et al. (2007); Li et al. (2007)).
Genes can be activated in yeast by creating a histone free region at the promoter
(Lee et al. (2004)), and this form of regulation is conserved in humans (Ozsolak et al.
(2007)). Histones also form barriers to transcription elongation, as the DNA promoter
region of most mammalian genes is characterized by a nucleosome positioned just
downstream of the transcription start site. Removal or remodeling of this histone is
required for processive elongation (Schwabish and Struhl (2004); Workman (2006)).
Thus, through changes in histone occupancy or compaction, chromatin can specify
genomic regions where transcription is impeded or free to occur.
Chromatin can also impact transcriptional control through covalent modifications
of histone tails. Histone subunits have 20-40 amino acid tails that can be covalently
modified in several ways, including methylation, acetylation, sumoylation, and ubiq-
uitination (Bannister and Kouzarides (2011); Kouzarides (2007)). Modified histone
tails can alter the affinity of histones to DNA. For example, acetylation of histone
tails leads to lower DNA/histone affinity, creating a more open chromatin environment
that can be more easily bound by transcription factors (Shahbazian and Grunstein
(2007)). Proteins that directly affect transcription can also recognize modified hi-
stone tails. For example, depending on patterns of methylation, histone tails can
recruit positive or negative effectors of transcription (Yun et al. (2011)). Through
this mechanism, modifications to histone tails can act as a code that impacts both
DNA/histone affinity and protein/protein interactions during transcription (Li et al.
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(2007)).
In summary, the genomic template not only organizes the cell's DNA, but also sets
the stage for transcription. Chromatin modification patterns at genes can influence
transcriptional activities and can be dynamically modified to regulate transcription.
The following subsections review how genes on the genomic template are transcribed
and expressed.
1.1.2 Transcription initiation
The assembly of transcription factors at promoters and enhancers starts the tran-
scription cycle. Transcription factors recognize and bind to specific sequences at
promoters and enhancers. Binding of these transcription factors leads to recruitment
of the Mediator complex, general transcription factors (GTFs), and RNA Polymerase
II holoenzyme (RNA Pol II). Mediator, GTFs, and RNA Pol II form the pre-initiation
complex (PIC), which is required for the initiation of transcription (Lee and Young
(2000)).
The Mediator complex is a key component of RNA Pol II transcription and is
recruited to promoters and enhancers by transcription factors (Kornberg (2005)).
The mediator complex is composed of many different protein subunits and these
subunits allow for numerous protein/protein interactions (Guglielmi et al. (2004)).
Through protein/protein interactions, the complex forms a bridge between the C-
terminal domain (CTD) of RNA Pol II and transcription factors at the promoter and
enhancer (Myers et al. (1998); Myers and Kornberg (2000)). Additionally, through
this bridging and with the aid of the cohesin protein ring complex, Mediator brings
enhancers, promoters, transcription factors, and the RNA Pol II complex into close
proximity (Bulger and Groudine (2011); Kagey et al. (2010); Ong and Corces (2011)).
Both transcription factors and Mediator recruit GTFs to the promoters of genes
(Agalioti et al. (2000); Malik and Roeder (2005); Matangkasombut et al. (2004)).
Similar to Mediator, GTFs form protein/protein interactions that recruit and stabilize
the transcription apparatus. GTFs are essential for transcription of most genes and
are considered a basic component of the transcription apparatus (Roeder (1996)).
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This complete assembly of transcription factors, Mediator, and RNA Pol II at
the promoter is known as the Pre-Initiation Complex or (PIC). PIC formation also
coincides with the recruitment of chromatin remodelers such as the SAGA and ADA
complexes that help open the DNA and create more accessible chromatin (Grant et al.
(1997); Struhl (1998)). Upon PIC assembly, RNA Pol II separates the DNA at the
transcription start site to open up a small region of single stranded DNA. (Nikolov
and Burley (1997)). This coincides with phosphorylation of the RNA Pol II CTD by
kinases in the TFIIH and Mediator complexes that convert RNA Pol II into a form
capable of transcribing DNA into RNA (Nikolov and Burley (1997)). Transcription
of the first few nucleotides by RNA Pol II occurs and is stabilized by TFIIB creating
the first RNA/DNA hybrid interaction (Bushnell et al. (2004)). At this point, the
RNA Pol II transitions into a more elongating form and transcription can continue.
1.1.3 Transcription elongation and RNA processing
Transcription elongation follows transcription initiation. Elongation is marked by
structural and conformational changes to the RNA Pol II complex [cramer ref]. Struc-
turally, RNA Pol II adopts a clamp-like formation that is difficult to dissociate from
the DNA (Gnatt et al. (2001)). Mammalian genes can be more than a megabase in
length (Lander et al. (2001); Nishio et al. (1994)), necessitating the need for a tightly
bound and highly processive polymerase. Elongation occurs rapidly, estimated at-
producing anywhere from 1-5kb of transcript per minute (Singh and Padgett (2009);
Wada et al. (2009)). Compositional changes to the RNA Pol II complex also occur
including recruitment of elongation factors such as the Paf complex and super elonga-
tion complex (Lin et al. (2011)). These complexes facilitate a more processive RNA
Pol II by increasing its rate of transcription (Lin et al. (2011)).
RNA processing occurs concomitantly with transcription elongation. Processing
is facilitated by the direct recruitment of RNA processing factors to the RNA Pol
II complex (Goldstrohm et al. (2001)). During elongation, the nascent transcript is
capped and introns are removed in a process known as splicing. Less than half of the
average mammalian transcript contains exons, or sequences that become part of the
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mature mRNA (Lander et al. (2001)). The remaining sequences, known as introns, are
removed by the splicing apparatus and degraded inside the nucleus (Green (1991)).
This process results in the joining of the upstream and downstream exons and is
repeated through the transcript as subsequent exons/introns emerge from RNA Pol
II.
Transcription of cleavage and polyadenylation signals at the 3' end of genes results
in the recruitment of factors to the RNA that cleave the nascent transcript and
add a polyadenosine tail. Upon cleavage and termination, transcription elongation
typically terminates within a few kilobases and RNA Pol II dissociates from the DNA
(Buratowski (2005)).
1.1.4 mRNA Export and Translation
Upon successful cleavage and polyadenylation, the mRNA is freed from the elongating
RNA Pol II and can be exported to the cytoplasm for translation. mRNAs are
exported through nuclear pore complexes (K6hler and Hurt (2007)). Export requires
recognition of both the cap and polyadenylated tail of the transcript (Carmody and
Wente (2009)). This mechanism helps guarantee that exported RNAs are intact
mRNAs.
Gene expression concludes with translation of mature mRNAs into proteins. Trans-
lation is initiated by recognition of the cap and poly-adenosine tail of the mRNA
by eIF4 and poly-adenosine binding family proteins (PABP) (Gingras et al. (1999);
Jackson et al. (2010)). This mechanism prevents aberrant translation of cytoplasmic
RNAs or mRNA fragments. The 40S ribosomal subunit loads onto the 5' end of the
mRNA and begins scanning for a start codon (Gingras et al. (1999); Jackson et al.
(2010)). Recognition of the start codon leads to assembly of the full ribosome and
translational elongation (Kapp and Lorsch (2004)). Termination occurs upon recog-
nition of a stop codon (Kapp and Lorsch (2004)). The ribosome falls off and is free
to initiate translation at another message.
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1.1.5 Conclusions on the transcription cycle
The previous subsections described the key steps of transcription that lead to expres-
sion of a gene. This understanding is required to appreciate how in any given cell
type, the transcription of thousands of genes is regulated to produce specific patterns
of gene expression. The following section examines how regulation of the transition
from transcription initiation to elongation is likely to play an important role in the
overall regulation of gene expression.
1.2 Regulation of transcription through promoter
proximal pausing
Initiation of transcription had long been thought to be the key rate-limiting event for
transcription to occur (Ptashne and Gann (1997)). However John Lis and colleagues
observed in the 1980s that instead of commencing transcription elongation upon com-
pletion of transcription initiation, the RNA Pol II complex at the HSP70 locus paused
just downstream of the transcription start site (Gilmour and Lis (1986)). Activation
of the heat shock response pathway led to immediate elongation of the RNA Pol II
complex at HSP70 and rapid immense upregulation of transcript and protein levels
for the gene (Zobeck et al. (2010)). These data suggested that rate limiting regula-
tion of RNA Pol II transcription between initiation and elongation occurred at the
HSP70 locus. Since transcription initiation itself is an energy intensive and slow pro-
cess (Ptashne and Gann (1997)), it was hypothesized that pausing of the RNA Pol
II complex after initiation, but prior to elongation provided a regulatory mechanism
to poise the gene for rapid activation following heat shock (Rougvie and Lis (1988)).
Subsequent studies found evidence of pausing at other gene loci including MYC, FOS,
Cadherin, and the HIV LTR (Fivaz et al. (2000); Lis et al. (2000); Marcu et al. (1992);
Wei et al. (1998); Zhou et al. (2006)) .These genes had in common with HSP70 the
requirement of rapid activation in response to stimuli, suggesting that pausing was a
common regulatory feature of rapid response genes.
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Over the next two decades, the mechanism of pausing was elucidated at HSP70
and other genes. Genetic screens revealed two key protein complexes involved in
pausing of RNA Pol II titled NELF (Negative elongation factor complex) and DSIF
(DRB sensitivity inducing factor) (Wada et al. (1998a); Yamaguchi et al. (1999)).
These complexes were found to interact directly with the RNA Pol II complex and
prevent it from elongating (Wu et al. (2003)). In particular, NELF and DSIF were
found to inhibit the activity of the general elongation factor TFIIS (Palangat et al.
(2005)). RNA Pol II footprinting studies and deletion studies of downstream pro-
moter proximal regions identified sequences where pausing occurred, suggesting that
pausing occurred at specific location on the genomic template (Lee et al. (1992)). This
was confirmed in later studies which showed that NELF binding to the RNA Pol II
complex prevented histone acetylation of the first downstream nucleosome, and that
acetylation of this histone was necessary for pause release (Zhang et al. (2007)). To-
gether, these studies demonstrated that NELF and DSIF enforced promoter proximal
pausing of RNA Pol II at the set of paused genes.
Although NELF and DSIF enforced RNA Pol II pausing, simply removing them
was not enough to stimulate robust elongation of full-length transcripts (Wu et al.
(2003)). These results suggested that a positive activation step was required to over-
come pausing. Studies of pause release at the HSP70 locus demonstrated that the
activity of the heat shock factor (HSF) transcription factor was required for heat
shock activation (Lis et al. (2000)). Upon heat shock stimulation, HSF localization
to the promoter of the HSP70 locus was coincident with pause release (Zobeck et al.
(2010)). Studies of the HIV LTR demonstrated that expression of the viral pro-
tein Tat was sufficient to cause pause release and elongation at the HIV LTR (Jones
and Peterlin (1994)). Lastly, activity of the transcription factor c-Myc was required
for elongation at paused FOS and Cadherein genes (Eberhardy and Farnham (2001,
2002)). These works suggested that binding of positive factors directly to paused
genes was a necessary component of activation.
Biochemical studies identified the positive elongation factor complex b or P-TEFb
as an interacting partner with HSF, c-Mye, and Tat (Eberhardy and Farnham (2001,
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2002); Lis et al. (2000); Zhou et al. (1998)), suggesting that binding of these tran-
scription factors to genes lead to pause release via P-TEFb activity. P-TEFb was
discovered as a factor necessary for the transition from initiation to elongation in in
vitro nuclear run on experiments (Price (2000)). P-TEFb was also identified as a
target of the drug DRB (Marshall and Price (1995)). Treatment of cells with DRB
resulted in a global loss of transcription elongation coupled with accumulation of short
nascent transcripts in the nucleus (a phenotype reminiscent of DSIF loss at paused
genes). P-TEFb activity was found to be necessary for both heat shock response
at the HSP70 locus and c-Myc dependent transformation of cells (Bouchard et al.
(2004); Lis et al. (2000)). Combined, these data suggested a key role for P-TEFb in
promoting pause release.
The P-TEFb elongation factor is a cyclin dependent kinase comprised of Cyclin
T and CDK9 (Marshall and Price (1995)). P-TEFb preferentially phosphorylates
the Ser2 residue of the RNA Pol II CTD heptad repeat (Price (2000)). P-TEFb was
shown to promote transcription elongation only in the presence of an RNA Pol II with
an intact CTD, suggesting that phosphorylation of Ser2 is causal and required for P-
TEFb's elongation activity (Ni et al. (2008)). Ser2P hyper-phosphorylated RNA Pol
II is associated with its elongating form (Phatnani and Greenleaf (2006)). Binding of
many elongation and RNA processing factors to the CTD occurs in a Ser2P dependent
manner (Buratowski (2003, 2009); Cheng and Price (2007); Luo et al. (2012)). P-
TEFb phosphorylation of NELF and DSIF eliminated their negative repression on
RNA Pol II elongation (Peterlin and Price (2006); Wada et al. (1998b)). Together,
these data establish a mechanism where RNA Pol II is paused at genes through the
activity of NELF and DSIF and recruitment of active P-TEFb is required to relieve
pausing.
1.3 Scope and extent of pausing
Until recently, promoter proximal pausing had been thought to occur at only a small
subset of rapid response genes (Margaritis and Holstege (2008)). This assessment
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of promoter proximal pausing as a specialized form of regulation was supported by
evidence in prokaryotic systems where promoter proximal pausing is used to atten-
uate the expression of genes involved in amino acid synthesis (Henkin and Yanofsky
(2002)). For example, transcription of the B. subtilis trp operon is sensitive to cellular
levels of tryptophan. In cells with low or no tryptophan, transcription and translation
are unhindered. Excessive cellular concentrations of tryptophan leads to the activa-
tion of the protein TRAP, which binds to the trp operon transcript RNA and causes
secondary structure changes that result in premature transcription termination or
inhibition of translation (Yakhnin et al. (2006)).
However, in metazoans, emerging approaches that investigated the state of tran-
scription globally across genes suggested widespread regulation of the transition be-
tween transcription initiation and elongation. In mouse embryonic stem cells, a ma-
jority of genes show evidence of RNA Pol II initiation, yet only a subset of these genes
has detectable elongation and expression (Guenther et al. (2007)). These results sug-
gested that in embryonic stem cells, the occurrence of transcription initiation was
insufficient to result in elongation and gene expression.
Work in other systems provided additional evidence of widespread regulation of
the transition between transcription initiation and elongation. Genome wide profiling
of RNA Pol II in D. melanogaster revealed stalled RNA Pol II complexes at many de-
velopmental and signaling response genes (Muse et al. (2007); Zeitlinger et al. (2007)).
Similar genomic evidence in C. elegans revealed stalled RNA Pol II complexes near
the promoters of growth genes when the worms were starved (Baugh et al. (2009)).
In C. elegans, feeding after starvation brought on rapid and pronounced upregulation
of growth genes, coinciding with increased levels of RNA Pol II in the elongating
portion of the gene. Overall, these results were reminiscent of promoter proximal
pausing observed at the HSP70 locus and suggested regulation of the transition be-
tween transcription initiation and elongation might be more common than previously
thought.
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1.4 Transcription factors and control of pausing
Observations of stalled RNA Pol II complexes during growth, developmental, and
stimuli response suggested that gene expression could be controlled through regulation
of promoter proximal pausing at specific sets of genes. However, it remained unclear
how pause control was enforced at some genes and not others.
Transcription factors had long been thought to control gene expression by re-
cruiting RNA Pol II to their target genes (Lemon and Tjian (2000)), however the
activity of certain transcription factors at paused genes broached the possibility that
transcription factors could regulate pause control at target genes as well. Binding of
transcription factors such as c-Myc, HSF, NF-hB and Tat to their target gene pro-
moters stimulated elongation through direct recruitment of P-TEFb (Barboric et al.
(2001); Eberhardy and Farnham (2001, 2002); Jones and Peterlin (1994); Lis et al.
(2000)) . However it was unclear whether the ability to stimulate elongation through
this mechanism was a general property of transcription factors, or an attribute of
a specific subset. Additionally, it was unclear whether transcription factors fell into
specialized classes that only stimulated initiation or elongation. Lastly, it was unclear
whether pause release by transcription factors was required at only a subset of rapid
response genes, or was required broadly across many genes.
The activity of c-Myc, HSF, Tat, and NF-KB suggest an alternate activity of
transcription factors. These transcription factors are capable of stimulating tran-
scription of target genes that have already experienced transcription initiation. The
transcription factor Tat was shown to act predominantly post initiation at the HIV
LTR (Zhou et al. (1998)). Transcription initiation of the HIV LTR is stimulated
through the activity of multiple transcription factors such as C/EBP, NF-B that
bind at well characterized sites in the HIV LTR promoter (Copeland (2005); Hender-
son et al. (1995); Korner et al. (1990)). However, Tat activity is essential for the rapid
activation through increased elongation (Zhou et al. (1998)). These results suggest a
highly specific and defined role for Tat in regulating the elongation of the HIV LTR.
Less understood, however, are the roles of other transcription factors implicated in
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pause release such as NF-KB, c-Myc, and HSF. In the case of NF-,B, transcription
initiating activity has been observed at target genes, suggesting the protein may act
in both initiation and elongation (Barboric et al. (2001); Faumont et al. (2009)). For
most other transcription factors, the scope of their ability to affect different aspects
of transcription remains unknown.
The scope of c-Myc's role in transcriptional elongation is of particular interest
due to the transcription factor's importance in cellular proliferation, development,
and disease. c-Myc is a transcription factor that - in normal proliferating cells -
connects mitogenic growth factor signaling to transcription of proliferation, cell cycle,
and growth genes (Dang (2012); Eilers and Eisenman (2008); Meyer and Penn (2008)).
Ectopic overexpression of c-Myc can induce the reprogramming of fibroblasts into in-
duced pluripotent stem cells (Takahashi and Yamanaka (2006)). In cancer, c-Myc is
considered as a proto-oncogene as its overexpression can promote tumorigenesis in
a wide variety of tissues and tumor types (Felsher and Bishop (1999); Flores et al.
(2004); Jain et al. (2002); Pelengaris et al. (1999); Sodir et al. (2011); Soucek et al.
(2008); Verbeek et al. (1991)). Overexpression of c-Myc in cancer is also associated
with numerous cellular phenotypes (Dang (2012)) and generally correlates with poor
clinical outcomes (Beroukhim et al. (2010); Nesbit et al. (1999)). How c-Myc accom-
plishes these diverse functions through its molecular activity as a transcription factor
has been a topic of intense study.
c-Myc is a basic helix loop helix (bHLH) transcription factor. It has an N-terminal
transcriptional regulatory domain that can form many protein/protein interactions,
and a C-terminal bHLH domain (Blackwood and Eisenman (1991)). c-Myc typically
functions by dimerizing with the bHLH transcription factor Max and binding to a
consensus six-mer motif known as an E-Box (Blackwood and Eisenman (1991); Park
et al. (2004)). Binding of c-Myc/Max to E-boxes typically occurs near gene promoters
and typically results in activation of transcription (Blackwood and Eisenman (1991);
Chen et al. (2008)).
c-Myc is thought to activate transcription by both initiation and elongation. The
N-terminal transcriptional regulatory domain can recruit chromatin remodelers and
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GTFs (Liu et al. (2003); McMahon et al. (2000)). Direct recruitment of histone
acetyltransferases by c-Myc results in remodeling of chromatin into a more open
and accessible state, facilitating transcription (Frank et al. (2001); McMahon et al.
(2000)). Protein/protein interactions with the GTF TFIIH are also thought to help
stabilize and promote formation of the PIC (Cole and Cowling (2008)). These data
support a model where c-Myc binds to promoters and enables transcription through
remodeling of chromatin and recruitment of GTFs.
An alternate model suggests that at some genes, c-Mye acts predominantly post-
initiation to stimulate transcription. Promoter proximal pausing of RNA Pol II is
observed at the Cadherin and Fos loci and activation by c-Myc stimulates their elon-
gation (Bouchard et al. (2004); Bres et al. (2009); Eberhardy and Farnham (2001,
2002); Gargano et al. (2007); Kanazawa et al. (2003)). c-Myc directly interacts with
and recruits the elongation promoting P-TEFb complex to genes (Eberhardy and
Farnham (2001, 2002))and importantly, P-TEFb activity is required for c-Myc de-
pendent transformation of cells (Bouchard et al. (2004)). These data support a role in
which c-Myc binds to promoters of genes that have already experienced transcription
initiation and stimulates pause release through recruitment of P-TEFb.
Though it is certainly possible for c-Myc to act on multiple aspects of transcrip-
tion, it is not clear which role is the dominant effector of e-Myc's activity, especially
in disease. Nor is it clear whether c-Myc regulation of transcription initiation and
elongation occur at the same sets of genes, or whether c-Myc has different activities
at different genes. Unraveling c-Myc's predominant transcriptional activity has been
hindered by several other confounding issues. First, c-Mye rarely acts on target genes
in isolation. c-Myc binding typically occurs in conjunction with other transcription
factors such as Zfx, E2F, and KLF4 (Chen et al. (2008); Kim et al. (2010)). Secondly,
c-Myc's binding motif, the E-box, is one of the most frequently occurring motifs in
the genome and can also be bound by several other transcription factors (Xie et al.
(2005)). Lastly, c-Myc binding appears to occur at numerous genes whose expression
is refractory to changes in c-Myc levels (Ji et al. (2011)). These confounding issues
have made it difficult to isolate the role of c-Myc on transcription at its target genes
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in the genome.
The difficulty in discerning c-Myc's transcriptional activity by examining its ge-
nomic occupancy has lead to approaches in which gene expression signatures in cells
with low or high c-Myc levels are used to derive c-Myc responsive genes or c-Myc
target signatures. Numerous studies have investigated c-Myc target signatures using
expression technologies, but have yet to yield a unifying model of c-Myc's transcrip-
tional activity (Dang et al. (2006); Ji et al. (2011); Kim et al. (2006); Schlosser et al.
(2005); Schuhmacher et al. (2001); Zeller et al. (2003)). In large part, this is due to the
lack of overlap in c-Myc target signatures (Chandriani et al. (2009)). Additionally,
studies of target gene signatures have failed to determine whether activation of genes
by c-Myc occurs at the level of transcription initiation, elongation, or both. Lastly,
target gene signatures have also implicated c-Myc in gene repression, as many c-Myc
responsive genes are down regulated (Herkert and Eilers (2010)). The mechanism
for c-Myc repression is poorly understood but is thought to involve interaction with
the transcriptional repressor Miz-1 or activation of microRNAs (Chang et al. (2008);
O'Donnell et al. (2005)). Thus studies examining genes whose expression is respon-
sive to changes in c-Myc levels have also failed to elucidate a predominant function
in transcription.
The search for a predominant role of c-Myc in global transcription regulation pro-
vided the driving motivation for the research presented in this thesis. Many studies
of c-Myc's transcriptional mechanism focused on small sets of genes or reporter con-
structs, abrogating the ability to make assessments of the scope of any given role on
c-Myc overall function in global transcription regulation. Conversely, global analyses
of c-Myc's effect on gene expression focused only on the net output of transcription
and failed to investigate its effects on transcription at a detailed and mechanistic level.
The research in this thesis utilized a different approach, examining the effects of per-
turbing c-Myc levels globally by examining both c-Myc's overall genomic occupancy
and its effect on the transcription cycle at all genes.
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Chapter 2
c-Myc Regulates Transcriptional
Pause Release
Recruitment of the RNA Polymerase II (RNA Pol II) transcription initia-
tion apparatus to promoters by specific DNA binding transcription factors
is well recognized as a key regulatory step in gene expression. We report
here that promoter-proximal pausing is a general feature of transcription
by RNA Pol II in mammalian cells, and thus an additional step where
regulation of gene expression occurs. This suggests that some transcrip-
tion factors recruit the transcription apparatus to promoters, while others
effect promoter-proximal pause release. Indeed, we find that the transcrip-
tion factor c-Myc, a key regulator of cellular proliferation, plays a major
role in RNA Pol II pause release rather than RNA Pol II recruitment at
its target genes. We discuss the implications of these results for the role
of c-Myc amplification in human cancer.
2.1 Introduction
Regulation of transcription is fundamental to the control of cellular gene expression
programs. Recruitment of the RNA polymerase II (RNA Pol II) transcription initia-
tion apparatus to promoters by specific DNA binding transcription factors is generally
35
recognized as a key regulatory step in selective transcription at most eukaryotic genes
(Hochheimer and Tjian (2003); Ptashne and Gann (1997); Roeder (2005)). Additional
regulatory steps can occur subsequent to recruitment of the transcription apparatus,
and these are known to play important roles in controlling the expression of a sub-
set of genes (Core et al. (2008); Margaritis and Holstege (2008); Peterlin and Price
(2006)).
Promoter-proximal pausing of RNA Pol II is a post-initiation regulatory event
that has been well-studied at a small number of genes. Promoter-proximal pausing,
for the purpose of discussion here, will be used to describe events including attenua-
tion, stalling, poising, abortive elongation and promoter-proximal termination. The
Drosophila Hsp70 gene is regulated through both recruitment of the initiation appa-
ratus and promoter-proximal pausing prior to the transition to elongation (Gilmour
and Lis (1986); O'Brien and Lis (1991); Rougvie and Lis (1988)). Paused RNA Pol II
molecules can also be detected in some human genes (Bentley and Groudine (1986);
Espinosa et al. (2003); Sawado et al. (2003)). At genes regulated through promoter-
proximal pausing, the pause factors DRB-sensitivity inducing factor (DSIF) and neg-
ative elongation factor (NELF) generate a RNA Pol II pause just downstream of
the transcription start site (TSS) (Wada et al. (1998a); Yamaguchi et al. (1999)).
Certain sequence-specific transcription factors may recruit pause release factors such
as the positive transcription elongation factor b (P-TEFb) to these genes (Barboric
et al. (2001); Core et al. (2008); Eberhardy and Farnham (2001, 2002); Kanazawa
et al. (2003); Peterlin and Price (2006)). Recent reports suggest that post-initiation
regulation is important for transcriptional control at a subset of metazoan protein-
coding genes. In human embryonic stem cells, for example, approximately 30% of
genes experience transcription initiation but show no evidence of further elongation
(Guenther et al. (2007)). These results indicate that a regulatory step subsequent
to recruitment of the initiation apparatus is key for transcriptional control at these
genes. While the genes that experience transcription initiation but not elongation are
a minority, the recent discovery that RNA Pol II can initiate transcription in both
the sense and antisense direction (Core et al. (2008); Seila et al. (2008)), suggests
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that a post-initiation regulatory step may be required more generally at promoters,
if only to prevent unregulated antisense transcription.
We report here evidence that promoter-proximal pausing does occur generally in
ES cells, at genes that are fully transcribed as well as at genes that experience initi-
ation but not elongation. At genes with detectable levels of RNA Pol II, ChIP-Seq
data revealed that most of the enzyme typically occupies DNA in the promoter prox-
imal region together with the pause factors DSIF and NELF. Inhibition of the pause
release factor P-TEFb caused RNA Pol II to remain at these sites genome-wide. Be-
cause c-Myc plays key roles in ES cell self-renewal and proliferation (Cartwright et al.
(2005)) and can bind the pause release factor P-TEFb in tumor cells (Eberhardy and
Farnham (2001, 2002); Gargano et al. (2007); Kanazawa et al. (2003)), we investi-
gated whether c-Myc functions to regulate pause release in ES cells. Our results
indicate c-Myc plays a key role in pause release rather than RNA Pol II recruitment
at a substantial fraction of actively transcribed genes in ES cells.
2.2 Results
2.2.1 RNA Pol II tends to occupy promoter regions
We used chromatin immunoprecipitation coupled to high-throughput sequencing (ChIP-
seq) to determine how RNA Pol II occupies the ES cell genome (Figure 2-1; Table
2.1). An antibody that binds to the N-terminus of the largest subunit of RNA Pol II
(N-20) was used, allowing us to monitor RNA Pol II independent of the phosphory-
lation status of its C-terminal domain (CTD). We found that the bulk of RNA Pol II
occupied the promoter proximal region of the vast majority of genes (Figure 2-1,A).
This tendency to occupy promoter proximal regions was evident both for genes that
are actively transcribed (with H3K4me3- and H3K79me2-modified nucleosomes) and
for non-productive genes that show evidence of initiation but not elongation (with
H3K4me3-, but not H3K79me2-modified nucleosomes). At actively transcribed genes,
low levels of RNA Pol II signal were observed throughout the transcribed region up to
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the polyadenylation site, with higher signals observed downstream where transcrip-
tion termination takes place. These data are consistent with more lengthy occupancy
of promoter and terminator regions than the central body of actively transcribed
genes.
The presence of high polymerase density at the promoter region relative to the
gene body has previously been cited as evidence for promoter-proximal pausing or
some form of post-initiation regulation in E.coli, Drosophila and human cells (Fuda
et al. (2009); Price (2008); Wade and Struhl (2008)). The pattern of RNA Pol II
binding we observed suggests that promoter-proximal pausing occurs frequently in
mES cells. To further characterize RNA Pol II occupancy in mES cells, we calculated
the relative ratio of RNA Pol II density in the promoter-proximal region and the gene
body (Figure 2-1,B), which has been termed the traveling ratio (TR) (Reppas et al.
(2006)) or the pausing index (Zeitlinger et al. (2007)). At genes where the rate of
promoter-proximal clearance is similar to the rate of initiation, the TR is close to 1
(Reppas et al. (2006)). However, at genes where promoter-proximal clearance is lower
than the initiation rate, the TR is greater than 1. Using this metric, we found that
91% of genes have a RNA Pol II TR of more than 2, confirming that higher RNA Pol
II density is detected in the promoter-proximal region than in the gene body at the
vast majority of genes (Figure 2-1,C; Figure 2-8; Table 2.2). The presence of high
polymerase density in the promoter regions of most active ES cell genes suggests that
these genes experience some form of post-initiation regulation.
The large subunit of RNA Pol II contains a C-terminal domain (CTD) that is mod-
ified at various stages of transcription; RNA Pol II is recruited into the preinitiation
complex with a hypophosphorylated CTD, the CTD is phosphorylated on Serine 5
(Ser5P) during initiation and then on Serine 2 (Ser2P) during elongation (Fuda et al.
(2009)). To determine how these two phosphorylated forms of RNA Pol II occupy ES
cell genes, ChIP-Seq experiments were conducted with antibodies against these two
phosphorylated forms of the CTD (Figure 2-1,A). Ser5P RNA Pol II was detected in
the promoter region and the transcribed region of active genes, with the peak located
in the promoter proximal region. For genes that experience initiation but not elon-
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gation (non-productive), Ser5P RNA Pol II was detected only within the promoter
region, as expected. Ser2P RNA Pol II was detected predominantly downstream of
the promoter region, with the peak in the region downstream of the polyadenylation
site where termination likely takes place. These results are consistent with the idea
that RNA Pol II typically experiences a promoter proximal, rate-limiting step after
being recruited to promoters and after becoming Ser5 phosphorylated. RNA Pol II
may also experience a slow release from DNA in regions of transcription termination
(Core et al. (2008); Glover-Cutter et al. (2008)).
2.2.2 P-TEFb inhibition prevents pause release at most ac-
tive genes
The pattern of RNA Pol II occupancy of genes suggests that a post-initiation regula-
tory step, such as pause release, may be important for transcriptional control of most
genes. The Drosophila Hsp70 gene is regulated subsequent to initiation by P-TEFb-
dependent pause release (Lis et al. (2000)). Active P-TEFb, a heterodimer consisting
of the cyclin-dependent kinase Cdk9 and a cyclin component (CycTi, CycT2 or
CycK), phosphorylates at least three targets important for transcriptional control:
the Spt5 subunit of DSIF, the NelfE subunit of NELF, and Ser2 of the RNA Pol II
CTD (Kim and Sharp (2001); Marshall et al. (1996); Marshall and Price (1995); Wada
et al. (1998b); Yamada et al. (2006)). To assess the role of P-TEFb-dependent pause
release in global transcriptional control, we repeated the ChIP-Seq experiment for
total RNA Pol II in mES cells treated with flavopiridol (FP), an inhibitor of Cdk9 ki-
nase activity (Chao et al. (2000); Chao and Price (2001)). As expected, FP treatment
caused reduced phosphorylation of Spt5 and RNA Pol II Ser2 within 60 min, while
Ser5 phosphorylation was not substantially affected (Figure 2-2,A and Figure 2-9,A).
If RNA Pol II pause release is required at transcribed genes, we would expect that
in the presence of FP, RNA Pol II molecules would remain associated with promoter
proximal pause sites but be depleted from DNA further downstream. This change
in the pattern of RNA Pol II occupancy was observed at most actively transcribed
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genes (Figure 2-2,B and Figure 2-9,B). We analyzed TR to further evaluate changes in
RNA Pol II occupancy genome-wide. TR changes with FP treatment were generally
observed at actively transcribed genes, where promoter proximal RNA Pol II signals
were relatively unaffected, but RNA Pol II signals further downstream were depleted
(Figures 2-2,C). We found that 75% of genes had a change in RNA Pol II TR of at
least 1.5 upon drug treatment. TRs were generally unchanged at genes that normally
experience initiation but not elongation (Figure 2-2,D). These results suggest that
P-TEFb-dependent pause release is required for RNA Pol II transcription of most
actively transcribed genes in mES cells.
2.2.3 Promoter proximal sites are co-occupied by RNA Pol
II, DSIF and NELF
P-TEFb antagonizes the negative elongation activity of the pause factors DSIF and
NELF (Cheng and Price (2007); Kim and Sharp (2001); Wada et al. (1998b)). DSIF
(Spt4 and Spt5) and NELF (NelfA, NelfB, NelfC/D, and NelfE) are both associated
with promoter-proximal RNA Pol II at genes regulated through pausing (Wada et al.
(1998a); Yamaguchi et al. (1999)). Following the transition to elongation, NELF
dissociates and a form of DSIF remains associated with the elongation complex (An-
drulis et al. (2000); Wu et al. (2003)). If P-TEFb-dependent pause release is generally
required at genes transcribed by RNA Pol II, DSIF and NELF should occupy the pro-
moter proximal regions of these genes together with RNA Pol II.
We used ChIP-Seq to determine the genome-wide occupancy of NelfA (NELF)
and Spt5 (DSIF) in murine ES cells (Figure 2-3). The results revealed that NelfA
and Spt5 occupy precisely the same promoter-proximal sites as RNA Pol II through-
out the genome (Figure 2-3,A). The co-occupancy of RNA Pol II, NelfA and Spt5
in promoter-proximal regions was evident at both actively transcribed genes and at
genes that experience transcription initiation but not elongation (non-productive)
(Figure 2-3,A). Spt5 and NelfA occupancy positively correlates with RNA Pol II
occupancy (Figure 2-10). The largest NelfA and Spt5 peaks were detected in the
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promoter-proximal region, but only Spt5 was also enriched further downstream in ac-
tively transcribed genes (Figure 2-3,A). The Spt5 enrichment at the 3' end of actively
transcribed genes was similar to that of Ser2P RNA Pol II, suggesting it remains asso-
ciated with RNA Pol II until termination. The NelfA and Spt5 peaks overlapped with
the promoter-proximal site of the RNA Pol II peak, which is flanked by H3K4me3
modified nucleosomes (Figure 2-3,B-C). These results demonstrate that the pause
factors DSIF and NELF co-occupy the promoter proximal regions of genes together
with RNA Pol II, consistent with the model that P-TEFb-dependent pause release is
generally required at genes transcribed by RNA Pol II.
Factors such as the PAFI complex are involved in post-initiation events that are
independent of promoter-proximal pausing. PAFI is involved in elongation, mRNA
processing events and elongation-associated chromatin modifications (Saunders et al.
(2006)). To test if the RNA Pol II promoter proximal peak is specific for factors
involved in promoter proximal pausing, we conducted ChIP-Seq with the Ctr9 subunit
of the PAFI complex. Although a limited signal could be detected in the promoter-
proximal region of some genes, Ctr9 occupancy did not generally overlap with the
promoter proximal RNA Pol II peak (Figure 2-3,A). Ctr9 was typically found within
coding regions of active genes, just downstream of promoter proximal RNA Pol II,
and extending to the 3' end of transcribed genes. Ctr9 occupancy peaked at the 3' end
of actively transcribed genes, which is similar to the results obtained for Ser2P RNA
Pol II and Spt5, suggesting it remains associated with RNA Pol II until termination.
The Ctr9 ChIP-seq data indicates that the PAF1 complex generally associates with
the transcribed portion of most active genes, which is consistent with its proposed
roles in elongation, mRNA processing and chromatin modification (Adelman et al.
(2006); Krogan et al. (2003); Pokholok et al. (2002); Zhu et al. (2005)). These results
support the view that the RNA Pol II promoter proximal peaks represent regions of
post-initiation regulation and not simply an artifact of the ChIP-Seq method.
DSIF and NELF function prior to P-TEFb at genes regulated by pause release
(Fuda et al. (2009); Peterlin and Price (2006)). This predicts that DSIF and NELF
should be present at promoter proximal sites with RNA Pol II even without P-TEFb
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activity. We used ChIP-chip to determine if Spt5 and NelfA co-occupy promoter
proximal sites with RNA Pol II following FP treatment. We find that Spt5 and
NelfA continue to co-occupy promoter proximal sites with RNA Pol II following FP
treatment (Figure 2-10,B). Spt5 was depleted downstream of these promoter proximal
sites following FP treatment, supporting the model that Spt5 localization in the gene
body is dependent on RNA Pol II (Ni et al. (2008, 2004)). These results indicate
that DSIF and NELF co-occupy promoter proximal sites with RNA Pol II prior to
P-TEFb function.
2.2.4 Bidirectional and unidirectional genes
It was recently reported that RNA Pol II can initiate transcription in both the sense
and antisense direction at many genes (Core et al. (2008); Seila et al. (2008)). We
separated genes into bidirectional and unidirectional classes based on evidence for
sense and anti-sense transcription start site associated RNAs (TSSa-RNAs) in ES
cells (Seila et al. (2008)). To determine how DSIF and NELF occupy the promoter-
proximal regions of these two classes of genes, we re-examined the ChIP-seq data for
RNA Pol II, Spt5, NelfA and H3K79me2 (a marker for elongation) at higher resolution
(Figure 2-3,D). Approximately 65% of active genes with TSSa-RNA reads fell into
the bidirectional class, and at the promoters of these genes we found the two sites
occupied by RNA Pol II were both co-occupied by NelfA and Spt5. Approximately
35% of active genes with TSSa-RNA reads fell into the unidirectional class, and at
the promoters of these genes we found the one site occupied by RNA Pol II was
co-occupied by NelfA and Spt5. These results demonstrate that DSIF and NELF
generally co-occupy promoter proximal regions wherever RNA Pol II is found, whether
initiation is occurring in one direction or two, further supporting the model that P-
TEFb-dependent pause release is a general feature of transcription initiation by RNA
Pol II.
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2.2.5 Pause factor knockdown alters RNA Pol II gene occu-
pancy
The pause factors NELF and DSIF co-occupy promoters with RNA Pol II at most
genes that experience transcription initiation. Previous studies have shown that loss
of NELF causes a decrease in RNA Pol II density at promoters, and thus a decrease
in RNA Pol II traveling ratio (or pausing index), at a small number of Drosophila
genes (Muse et al. (2007)). To determine how loss of vertebrate NELF or DSIF might
influence RNA Pol II occupancy, we used shRNA-mediated knockdown of NelfA and
Spt5 followed by RNA Pol II ChIP-seq analysis in mES cells (Figure 2-4).
The most significant change in RNA Pol II density was found following Spt5 knock-
down, where increases in RNA Pol II density were frequently observed downstream
of the promoter at actively transcribed genes (Figure 2-4,B). At these active genes,
depletion of a pausing factor appeared to result in increased transcription through the
pause site but because there was little effect on promoter proximal RNA Pol II, high
rates of initiation maintained RNA Pol II promoter levels. NelfA was found to con-
tinue to occupy the promoter proximal regions following Spt5 knockdown (Figures
2-11,A-B). The effects of Spt5 knockdown on RNA Pol II density were quantified
using the TR metric (Figure 2-4,C and Figures2-11,E-F). There was a substantial
shift in TR upon Spt5 knockdown, demonstrating that genes generally experience an
increase in RNA Pol II density in the transcribed region at active genes when the
levels of DSIF are reduced. These results confirm that Spt5 function contributes to
the control of promoter-proximal RNA Pol II in mES cells.
NelfA knockdown had less impact on RNA Pol II occupancy (Figures 2-4,B-C), but
a modest effect was observed at some genes and the pattern of change was similar
to that observed for the Spt5 knockdown experiment at non-productive genes, as
evidenced by the change in TR (Figures 2-11,E-G). This result is similar to that
observed previously in Drosophila embryos, where a fraction of genes showed a loss of
RNA Pol II density at the promoter (Muse et al. (2007)). Spt5 occupancy was largely
unaffected in the promoter proximal regions following NelfA knockdown (Figures 2-
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11,C-D). In summary, we find that Spt5 knockdown, and to a more limited extent
NelfA knockdown, can produce increased RNA Pol II occupancy in transcribed regions
relative to promoter proximal regions, consistent with the proposed roles of these
factors in controlling promoter-proximal pausing.
2.2.6 c-Myc binds P-TEFb and contributes to pause release
in ES cells
Certain DNA binding transcription factors may be responsible for recruiting P-TEFb
to release paused polymerase at active genes if P-TEFb-dependent pause release is
a general feature of transcription by RNA Pol II. Such a role has been proposed
for c-Myc based on evidence that this transcription factor can bind P-TEFb and
stimulate elongation at specific genes in tumor cells (Eberhardy and Farnham (2001,
2002); Gargano et al. (2007); Kanazawa et al. (2003)). Because c-Myc is a key ES
cell transcription factor required for self-renewal and proliferation (Cartwright et al.
(2005)), which occupies a third of active genes (see below), we investigated whether
c-Myc plays a role in P-TEFb-dependent pause release at the genes it occupies in ES
cells.
If c-Myc contributes to P-TEFb-dependent pause release in ES cells, it might
be expected to bind P-TEFb in these cells. To function as a transcription fac-
tor, c-Myc forms a heterodimer with Max (Eilers and Eisenman (2008)). We de-
termined whether endogenous c-Myc/Max interacts with P-TEFb in ES cells using
co-immunoprecipitation analysis. We found that immunoprecipitation of P-TEFb
components Cdk9 and CycT1 co-immunoprecipitate Max and similarly, immunopre-
cipitation of c-Myc and Max co-immunoprecipitate Cdk9 and CycT1 (Figure 2-5,A).
Therefore, c-Myc/Max can bind P-TEFb in ES cells.
If a predominant function of c-Myc is to contribute to pause release in ES cells,
then we expect that it should be associated almost exclusively with actively tran-
scribed genes, unlike other key ES cell regulators like Oct4 and Nanog, which are
associated with both active and repressed genes. We examined published ChIP-Seq
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data to determine the fraction of genes bound by c-Myc, Oct4 and Nanog that were
actively transcribed (Chen et al. (2008); Marson et al. (2008)), as indicated by the
presence of nucleosomes containing histones H3K4me3 and H3K79me2 (Figure 2-
5,B). Just over half of Oct4 and Nanog occupied genes show evidence of transcription
elongation (H3K79me2-modified nucleosomes). In contrast, almost all of the c-Myc
occupied genes have H3K79me2 modified nucleosomes, indicating that the major-
ity of c-Myc targets in mES cells experience transcription elongation. Furthermore,
c-Myc target genes have lower TR values compared to non c-Myc targets (Figure
2-5,C). We estimate that 33% of actively transcribed genes in ES cells are bound
by c-Myc within 1kb of the transcriptional start site (Figure 2-12). The association
of c-Myc with a substantial fraction of actively transcribed genes, coupled with evi-
dence that it can bind P-TEFb, is consistent with the model that c-Myc contributes
to P-TEFb-dependent pause release at a large portion of active genes in ES cells.
To more directly test whether c-Myc regulates pause release, we used a low molecu-
lar weight inhibitor of c-Myc/Max, 10058-F4, which inhibits c-Myc/Max heterodimer-
ization both in vitro and in vivo (Hammoudeh et al. (2009); Wang et al. (2007); Yin
et al. (2003)). Max co-occupies c-Myc binding sites as determined by ChIP, confirm-
ing that c-Myc and Max function together at target genes in ES cells (Figure 2-13,A).
Treatment of mES cells with 10058-F4 (50M for 6 hours) caused a decrease in the
expression of most c-Myc target genes tested, but did not affect the expression of two
non-c-Myc target genes, indicating that c-Myc/Max function is inhibited by 10058-F4
under these conditions (Figure 2-6,A). The magnitude of the decrease observed ( 20-
40%) is consistent with the relatively short duration of inhibitor treatment relative
to typical mRNA half-lives of 7 hours in mES cells (Sharova et al. (2009)).
If a key function of c-Myc is to contribute to pause release at the active genes it
occupies in ES cells, then loss of c-Myc would be expected to cause a reduction in the
levels of Ser2-phosphorylated RNA Pol II (the form associated with elongation), but
should not affect the levels of Ser5-phosphorylated RNA Pol II (the form associated
with initiation). We found that treatment of ES cells with 10058-F4 did indeed
cause a significant reduction in the levels of RNA Pol II Ser2P, while Ser5P remained
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unaffected (Figure 2-6,B). The 1/3 of genes that are regulated by c-Myc are among
the most highly transcribed genes in the cell, which likely explains why the reduction
in total Ser2P RNA Pol II levels is greater than 33
If c-Myc regulates pause release, then inhibition should have an effect on RNA
Pol II levels in promoter and gene bodies similar to that of FP, but only at c-Myc
occupied genes. We tested this idea by determining how 10058-F4 affects RNA Pol II
occupancy using ChIP-seq in mES cells. There was little effect on RNA Pol II density
at promoters but there was a clear reduction in transcribed regions (Figure 2-6,C).
This effect on RNA Pol II density was also observed following c-Myc shRNA knock-
down (Figure 2-13,B-D). The magnitude of the effect with 10058-F4 was somewhat
milder than with FP, probably because the inhibition of c-Myc/Max heterodimer-
ization is not complete (Hammoudeh et al. (2009); Wang et al. (2007); Yin et al.
(2003)). Treatment with 10058-F4 did not alter the protein levels of P-TEFb com-
ponents Cdk9 or CycT1, indicating that this effect is not a result of reduced levels
of P-TEFb (Figure 2-13,E). Importantly, genes that lack evidence of c-Myc binding
showed patterns of RNA Pol II occupancy that were unaffected by treatment with
10058-F4 (Figure 2-6,C). We confirmed that genes that are not targets of c-Myc do
require P-TEFb function to release paused RNA Pol II by showing that FP treatment
causes a block in pause release (Figure 2-6,C), which suggests that transcription fac-
tors other than c-Myc are involved in recruiting P-TEFb to stimulate pause release
at these genes.
We carried out a more global analysis of the effect of 10058-F4 on RNA Pol
II occupancy of genes bound by c-Myc and compared these patterns to genes that
are not bound by this factor but show evidence of elongation (Figure 2-6,D and
Figure 2-13,G). The results show that high-confidence c-Myc target genes generally
retained promoter-proximal RNA Pol II but had reduced RNA Pol II density in their
transcribed regions, whereas RNA Pol II occupancy does not change at genes that
are not c-Myc targets (Figure 2-6,D). Further analysis confirmed that there were
statistically significant changes in the gene body (p-value = 7.341e-06) but not the
promoter region (p-value = 0.4536) of c-Myc targets. Additionally, following 10058-
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F4 treatment a substantial increase in TR was observed at c-Myc target genes, but
no such shift was observed at non-c-Myc targets (Figure 2-6,E). A similar shift in
TR at the c-Myc target genes was also detected following c-Myc shRNA knockdown,
indicating genes become more paused (Figure 2-13,F). The observation that reduced
c-Myc activity had little effect on the levels of promoter-proximal RNA Pol II but
caused a reduction in the levels of RNA Pol II across transcribed portions of c-Myc
target genes is consistent with the model that c-Myc/Max generally plays a role in
RNA Pol II pause release at its target genes in mES cells.
2.2.7 Loss of Oct4 and c-Myc have different effects on RNA
Pol II gene occupancy
Loss of another key ES cell transcription factor, Oct4, leads to reduced transcription of
many Oct4-bound active genes in ES cells (Hall et al. (2009); Matoba et al. (2006)). To
determine how loss of Oct4 affects RNA Pol II levels at the promoters and transcribed
regions of its target genes, we utilized a doxycycline-inducible Oct4 shutdown mES
cell line (Niwa et al. (2000)) and monitored RNA Pol II levels by ChIP-Seq before
and after Oct4 shutdown (Figure 2-7). Oct4 protein levels were substantially reduced
within 12 hrs and nearly eliminated at 24 hrs after exposure to doxycycline (Figure
2-7,A). At Oct4-occupied genes that experience reduced transcription, RNA Pol II
occupancy was generally reduced in both the promoter proximal region and the gene
body at 12 and 24 hrs (Figure 2-7,B). These effects were not observed at most genes
that are not occupied by Oct4 (Figure 2-7,B). The loss of RNA Pol II in the promoter-
proximal regions of Oct4 target genes, given the commensurate loss of RNA Pol II
in the gene body, is likely due to reduced recruitment of the transcription apparatus.
For these Oct4 target genes, where RNA Pol II is lost from both promoter proximal
and gene body regions, we would expect no change in TR, and a global analysis of
such genes revealed that this is indeed the case (Figure 2-7,C and Figure 2-13,G). We
conclude that the pattern of reduced RNA Pol II density at Oct4 target genes that
occurs upon loss of Oct4 differs from that at c-Myc target genes upon loss of c-Myc,
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and suggest that this is due to differences in the stage at which the two transcription
factors play their dominant regulatory roles.
2.3 Discussion
Transcription factors bind to specific DNA sequences and regulate gene expression by
recruiting the transcription initiation apparatus to promoters (Hochheimer and Tjian
(2003); Ptashne and Gann (1997); Roeder (2005)). Recent studies have shown that
an additional level of regulation must occur subsequent to initiation at certain genes,
and have proposed that certain transcription factors regulate this step (Core et al.
(2008); Margaritis and Holstege (2008); Peterlin and Price (2006)). The evidence
described here indicates that promoter-proximal pausing is a more general feature of
transcription by RNA Pol II in vertebrate cells, and identifies c-Myc as playing a key
role in pause release at a large population of actively transcribed genes in ES cells.
We describe several lines of evidence supporting the hypothesis that promoter-
proximal pausing is a general feature of transcription by RNA Pol II in ES cells.
First, genome-wide analysis shows that the bulk of RNA Pol II occupies the pro-
moter proximal region of genes, even when these genes are among the most actively
transcribed in the cell. Second, the pause factors DSIF and NELF typically co-occupy
these sites with RNA Pol II, consistent with the idea that they generally bind to the
enzyme during early steps of transcription elongation. Third, inhibition of the pause-
release factor P-TEFb prevents release of promoter proximal paused RNA Pol II at
essentially all genes.
A handful of genes have been identified that are regulated by P-TEFb-dependent
pause control, such as Hsp70 and cad (Eberhardy and Farnham (2002); Lis et al.
(2000)). However, in retrospect, there were a number of observations that indicated
that this step in transcription is more frequently regulated and might be general.
Germ cells repress RNA Pol II transcription globally by inhibiting P-TEFb function.
In C.elegans germline blastomeres and in Drosophila primordial germ cells, PIE-
1 and Pgc, respectively, repress global transcription by inhibiting P-TEFb function
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(Hanyu-Nakamura et al. (2008); Seydoux and Dunn (1997); Zhang et al. (2003)). The
transcription factors of lentiviruses and retroviruses such as HIV and T-lymphotropic
virus type I function by recruiting P-TEFb to their promoter regions, attenuating
RNA Pol II transcriptional pausing (Wei et al. (1998); Zhou et al. (2006)). These
viruses have thus generated their own means to overcome pause control.
The model that promoter proximal pausing is general has several implications
for transcriptional control. A step subsequent to recruitment of the transcription
initiation apparatus can, in principle, be regulated at any gene. Promoter proximal
pausing may facilitate assembly of RNA processing factors and has been proposed
to couple transcription and mRNA processing events (Glover-Cutter et al. (2008);
Moore and Proudfoot (2009)), also see Appendix B. DSIF and Ser5P RNA Pol II can
bind capping enzyme and stimulate mRNA capping (Mandal et al. (2004); McCracken
et al. (1997a,b); Wen and Shatkin (1999)). Ser2 phosphorylation by P-TEFb leads
to splicing factor and 3' end processing factor recruitment and is required for proper
processing (Ahn et al. (2004); Komarnitsky et al. (2000); McCracken et al. (1997b);
Ni et al. (2004)). Promoter-proximal pausing also provides a mechanism to control
transcription from bidirectional promoters (Core et al. (2008); Seila et al. (2008)),
perhaps facilitating the formation of nucleosome-depleted regions and thus providing
improved access to regulators (Gilchrist et al. (2008)).
Multiple lines of evidence support the contention that c-Myc/Max generally plays
a role in RNA Pol II pause release at its target genes in ES cells and does so through
recruitment of P-TEFb. Loss of c-Myc reduces the levels of elongating RNA Pol II but
does not affect the levels of promoter-proximal RNA Pol II. Inhibition of c-Myc/Max
function leads to a substantial reduction in the levels of Ser2-phosphorylated RNA Pol
II in cells, which is the form associated with elongation, but does not affect the levels of
Ser5-phosphorylated RNA Pol II, which is the form associated with initiation. cMyc
binds P-TEFb, which is responsible for Ser2-phosphorylated RNA Pol II. Consistent
with a role in pause release, c-Myc is associated almost exclusively with genes that are
actively transcribed, unlike other key ES cell regulators like Oct4 and Nanog, which
occupy both active and repressed genes. Furthermore, c-Myc occupies promoter-
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proximal sites (Figure 2-12,A), which are heavily enriched for the E-box core motif
that it binds (Figure 2-12,B), where c-Myc would be optimally positioned to recruit
P-TEFb.
In ES cells, c-Myc occupies genes involved in cellular proliferation, as it does in
other cell types (Chen et al. (2008); Kidder et al. (2008); Kim et al. (2008)). Our
results indicate that c-Myc plays a key role in pause release in ES cells and does so
at perhaps 1/3 of all actively transcribed genes. These results explain how ectopic
expression of c-Myc can substantially enhance the efficiency of reprogramming of
fibroblasts to induced pluripotent stem cells (Takahashi et al. (2007); Takahashi and
Yamanaka (2006)). Since c-Myc is expressed in a broad spectrum of proliferating cell
types (Eilers and Eisenman (2008); Meyer and Penn (2008)), and has been shown to
bind P-TEFb and stimulate elongation at a set of genes in tumor cells (Eberhardy and
Farnham (2001, 2002); Gargano et al. (2007); Kanazawa et al. (2003)), we expect that
c-Myc functions to effect pause release at this population of genes in most proliferating
cells.
c-Myc amplification is the most frequent somatic copy-number amplification in
tumor cells (Beroukhim et al. (2010)). Our results suggest that tumor cells that
overexpress c-Myc have enhanced expression of proliferation genes due to the role of
c-Myc in recruiting P-TEFb to effect RNA Pol II pause release at these genes. It
is therefore possible that combinations of drugs that reduce the activity of both c-
Myc and P-TEFb could be especially effective therapeutic agents in tumor cells that
overexpress c-Myc.
2.4 Experimental Procedures
2.4.1 mES cell culture
V6.5 (C57BL6-129) murine ES cells were grown under typical mES conditions on
irradiated mouse embryonic fibroblasts (MEFs). In summary, cells were grown on
gelatinized tissue culture plates in Dulbecco's modified Eagle medium supplemented
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with 15% fetal bovine serum (characterized from Hyclone), 1000 Uml leukemia in-
hibitory factor (LIF, Chemicon; ESGRO ESG1106), non-essential amino acids, L-
glutamine, Penicillin/Streptomycin and -mercaptoethanol. For location analysis, cells
were grown for two passages off of MEFs, on gelatinized tissue-culture plates. Mouse
embryonic fibroblasts were prepared and cultured from DR-4 strain mice.
For location analysis following Spt5 and NelfA knockdown, shRNA plasmids tar-
geting the mouse Spt5 and NelfA mRNAs and an empty plasmid (control) (Open
Biosystems, Huntsville, AL RMM4534_NM-013676, RMM4534_NM_011914, and RMM-
4534_NM_010849, RHS4080) were used. We purchased and tested each set of shRNA
hairpins for ability of each hairpin to knockdown the mRNA of the factor of interest.
We then selected the hairpin that performed the best for use in ChIP-seq analysis.
For Spt5, hairpin TRCN0000092761 was used. For NelfA, hairpin TRCN0000124874
was used. For c-Myc, hairpin TRCN0000042516 was used. 293T cells were plated
in 6-well dishes at 6 x 105 cellswell. The shRNA plasmids and lentiviral components
were co-transfected into 293T cells. V6.5 mES cells were plated in T-75 flasks at
2 x 106 cellsflask. Viral media was collected 48 hours after co-transfection and the
V6.5 mES cells were directly infected with the viral media 24 hours after initial plat-
ing of the mES cells. The infection media was 1:2 viral media:mES cell media with
2mM polybrene. The efficiently infected cells were selected for 24 hours post infection
with mES cell media containing 2M puromycin. V6.5 cells were cross-linked 72 hours
post selection and frozen for ChIP-Seq experiments and western blotting. To assess
mRNA knockdown a small fraction of cells were collected and mRNA was prepared
(using a Qiagen RNeasy Mini Kit, Qiagen, Valencia, CA). RT-qPCR was used to
determine relative gene expression between mock knockdown and shRNA knockdown
samples. Taqman gene expression assays from Applied Biosystems, Foster City, CA
were ordered for the Spt5, NelfA, and GAPDH (control) genes (Mm01217228_m1,
Mm01170629_m1, Mm99999915_g1, Mm00487804_m1). Western blot analysis (de-
scribed below) was done to assess knockdown at the protein level prior to ChIP-seq
analysis. c-Myc knockdown was also assessed at the mRNA level (described below)
using RT-PCR.
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For location analysis on mES cells following treatment with small molecule in-
hibitors, cells were grown two passages off feeders and prior to formaldehyde crosslink-
ing, the cells were treated by addition of the indicated final concentration of flavopiri-
dol (1pM for 1 hour for ChIP-chip and ChIP-seq experiments, or the indicated concen-
tration and time for Western blot analysis), or c-MycMax inhibitor 10058-F4 (50puM
for 6 hours for ChIP-seq experiments or the indicated time for Western blot analysis),
both dissolved in DMSO, to the growth medium. 50pM is within the concentration
range commonly used for 10058-F4 in vivo to investigate c-Myc function (Arabi et al.
(2005); Fang et al. (2009); Faumont et al. (2009); Follis et al. (2008); Hammoudeh
et al. (2009); Khanna et al. (2009); Lee et al. (2009); Sampson et al. (2007); Wang
et al. (2007)). As a control, vehicle alone (DMSO) was added to the growth medium at
the same final volume as with drug. Small molecule inhibitors used were: Flavopiridol
(Sigma cat #F3055), and c-Myc inhibitor 10058-F4 (Sigma cat #F3680).
For location analysis following Oct4 shutdown, ZHBTc4 mES cells (Niwa et al.
(2000)) were grown under standard mES cell culture conditions and expanded for two
passages off MEF feeders. ES cell culture media with 2 pg/ml doxycycline was added
to the cells for 0 hours, 12 hours and 24 hours prior to formaldehyde crosslinking.
Loss of Oct4 was assessed using Western Blot analysis (see below). Oct4 protein was
essentially depleted at the 24 hour time point and we noticed that the cells appeared
morphologically different from mES cells and the 0 hr and 12 hr time points. It is
well established that loss of Oct4 causes ES cell differentiation. Therefore, in order to
minimize measuring secondary effects, we performed our TR analysis on Oct4 targets
and non-targets on the earliest time points: 0 hr and 12 hr following doxycycline
treatment.
2.4.2 Chromatin immunoprecipitation (ChIP)
ChIP was done following the Agilent Mammalian ChIP-on-chip protocol (version 9.1,
Nov 2006). In summary, mES cells were grown as described above and cross-linked
for 15 minutes at room temperature by the addition of one-tenth of the volume of 11%
formaldehyde solution (11% formaldehyde, 50mM Hepes pH7.3, 100mM NaCl, 1mM
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EDTA pH8.0, 0.5mM EGTA pH8.0) to the growth media followed by two washes with
PBS. Cells were scraped and frozen in liquid nitrogen. 100ul of Dynal magnetic beads
(Sigma) were blocked with 0.5% BSA (w/v) in PBS. Magnetic beads were bound with
10ug of the indicated antibody. Antibodies used are as follows: RNA Pol II (all; Rpb1
N-terminus): Santa Cruz sc-899; Ser5P RNA Pol II: Abcam ab5131; Ser2P RNA Pol
II: Abcam (H5 clone) ab24758 with Upstate IgG-IgM linker antibody 12-488; Spt5:
gift from Yuki Yamaguchi and Hiroshi Handa (Wada et al. (1998a)); NelfA: Santa
Cruz (A-20) sc-23599; Ctr9: Bethyl labs A301-395; and Max: Santa Cruz sc-197. For
all of the experiments analyzing RNA Pol II occupancy following shRNA-mediated
knockdown, flavopiridol, or 10058-F4 treatment, the RNA Pol II (all; Santa Cruz
sc-899, RNA Pol II N-20) antibody was used. Crosslinked cells were lysed with lysis
buffer 1 (50mM Hepes pH7.3, 140mM NaCl, 1mM EDTA, 10% glycerol, 0.5% NP-
40, and 0.25% Triton X-100) and washed with lysis buffer 2 (10mM Tris-HCl pH8.0,
200mM NaCl, 1mM EDTA pH8.0 and 0.5mM EGTA pH8.0).
For Spt5 ChIPs, cells were resuspended and sonicated in lysis buffer 3 (10mM
Tris-HCl pH8.0, 100mM NaCl, 1mM EDTA pH8.0, 0.5mM EGTA pH8.0, 0.1% Na-
Deoxycholate and 0.5% N-lauroylsarcosine) for 8 cycles at 30 seconds each on ice
(18 watts) with 60 seconds on ice between cycles. Triton X-100 was added to a
final concentration of 1% to the sonicated lysates. Sonicated lysates were cleared
and incubated overnight at 4oC with magnetic beads bound with antibody to enrich
for DNA fragments bound by the indicated factor. Beads were washed four times
with RIPA (50mM Hepes pH7.3, 500mM LiCl, 1mM EDTA, 1% NP-40 and 0.7%
Na-Deoxycholate) and once with TE + 50mM NaCl. Bound complexes were eluted
in elution buffer (50mM Tris-HCl pH8.0, 10mM EDTA pH8.0, 1% SDS) at 65oC for
15 minutes with occasional vortexing. Cross-links were reversed overnight at 65oC.
RNA and protein were digested using RNAse A and Proteinase K, respectively and
DNA was purified with phenol chloroform extraction and ethanol precipitation.
For RNA Pol II Ser5P, RNA Pol II (all), NelfA, Ctr9 and Max ChIPs, cells were
resuspended and sonicated in sonication buffer (50mM Tris-HCl pH7.5, 140mM NaCl,
1mM EDTA, 1mM EGTA, 1% Triton X-100, 0.1% Na-deoxycholate, 0.1% SDS) for
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8 cycles at 30 seconds each on ice (18 watts) with 60 seconds on ice between cycles.
Sonicated lysates were cleared and incubated overnight at 4oC with magnetic beads
bound with antibody to enrich for DNA fragments bound by the indicated factor.
Beads were washed three times with sonication buffer, one time with sonication buffer
with 500mM NaCl, one time with LiCl wash buffer (20mM Tris pH8.0, 1mM EDTA,
250mM LiCl, 0.5% NP-40, 0.5% Na-deoxycholate) and one time with TE. DNA was
eluted in elution buffer. Cross-links were reversed overnight. RNA and protein were
digested using RNAse A and Proteinase K, respectively and DNA was purified with
phenol chloroform extraction and ethanol precipitation.
For RNA Pol II Ser2P ChIP, cells were resuspended and sonicated in sonication
buffer 11 (50mM Tris-HCl pH7.5, 140mM NaCl, 1mM EDTA, 1mM EGTA, 1% Triton
X-100, 0.1% Na-deoxycholate, 0.1% SDS) for 8 cycles at 30 seconds each on ice, at
18 watts with 60 seconds on ice between cycles. Sonicated lysates were cleared and
incubated overnight at 4oC with magnetic beads bound with antibody to enrich
for DNA fragments bound by RNA Pol II Ser2P. Beads were washed two times with
sonication buffer II, one time with LiCl wash buffer (2mM Tris pH8.0, 0.02mM EDTA,
50mM LiCl, 0.1% NP-40, 0.1% Na-deoxycholate) and one wash with TE. DNA was
eluted in elution buffer. This protocol is similar to that used in (Stock et al. (2007)).
Cross-links were reversed overnight. RNA and protein were digested using RNAse
A and Proteinase K, respectively and DNA was purified with phenol chloroform
extraction and ethanol precipitation.
2.4.3 ChIP-PCR analysis
Max ChIP DNA was analyzed using SYBR Green real-time PCR analysis (Applied
Biosystems). Fold enrichment was determined from replicate PCR reactions at seven
c-Myc binding sites (Prdxl, Josd3, Actb, Eefigi, Nol5, Mat2a, Ybxl) and one non-
c-Myc binding site (Gatal), as determined by previously published c-Myc ChIP-seq
(Chen et al. (2008)), over input DNA. The oligos used for this analysis are:
Prdx1 fwd: ttagttcccggacctgttg
Prdx1 rev: acaaactcgtcccaccaag
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Josd3 fwd: cctggagggcgtttttagt
Josd3 rev: accctttcggaacgtaacc
Actb fwd: gatcactcagaacggacacc
Actb rev: acacgctaggcgtaaagttg
Eeflg1 fwd: CTGGGTCTCCATTGTCTGG
Eef1gl rev: AGTTCCACCAACCTGCTCA
Nol5 fwd: GGCTCCGAAAAGATGTGAA
Nol5 rev: AGCAGAGGTCGCCCTAAAT
Mat2a fwd: GTCTCCGAAGGTCCCATCT
Mat2a rev: TGAAGGCTAAAGGGCATGT
Ybxl fwd: AGATCCTGGACCGACTTCC
Ybxl rev: GTTCCCAAAACCTTCGTTG
Gatal fwd: agagcctaaaaggtcctcca
Gatal rev: caccttctccctcctctttc
2.4.4 Hybridization to DNA microarray
Purified immunoprecipitated DNA was amplified using two rounds of ligation medi-
ated PCR (LM PCR), as described in (Lee et al. (2006b)) and the Agilent Mammalian
ChIP-on-chip protocol (version 9.1, Nov 2006). LM-PCR immunoprecipitated DNA
was labeled with Cy5, LM-PCR input DNA was labeled with Cy3 using Invitro-
gen Bioprime random primer labeling kit. For microarray hybridization, the Agilent
Mammalian ChIP-on-chip protocol (version 9.1, Nov 2006) was followed. In brief,
mouse Cot1 DNA, Agilent blocking buffer (1X final conc.), Agilent hybridization
buffer (1X final conc.), was added to Cy5- and Cy3-labeled DNA. The mixture was
incubated at 95oC for 3 minutes, followed by 37oC for 30 minutes. Sample was
centrifuged for 1 min and sample was hybridized to Agilent DNA microarray. For
experiments testing effects of flavopiridol on NelfA and Spt5 occupancy, and NelfA or
Spt5 occupancy following Spt5 or NelfA knockdown, respectively, ChIP samples were
hybridized to Agilent arrays MTvB (44,000 features covering the promoter region,
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from approximately -6kb to +2kb, of approximately 10% of mouse genes MTvB).
DNA was hybridized to microarray for 40 hours at 65oC. Microarray was washed and
scanned following the Agilent Mammalian ChIP-on-chip protocol. The Agilent DNA
microarray scanner BA was used. PMT settings were set manually to normalize bulk
signal in the Cy3 and Cy5 channel. Data was processed as described in (Lee et al.
(2006a)) to calculate enrichment ratios and determine bound regions. Figures pre-
sented in this manuscript using ChIP-chip data display the chromosomal coordinates
from mouse genome build mm6.
2.4.5 Solexa/Illumina sequencing
All protocols used for Solexa/Illumina ChIP-seq analysis (sample preparation, polony
generation on Solexa flow-cells, sequencing, and Solexa data analysis) are described
in (Guenther et al. (2007); Marson et al. (2008)). A summary of the protocol used is
described below.
2.4.6 Sample preparation
Purified immunoprecipitated DNA was prepared for sequencing according to a mod-
ified version of the Illumina/Solexa Genomic DNA protocol. Fragmented DNA was
prepared by repairing the ends and adding a single adenine nucleotide overhang to
allow for directional ligation. A 1:100 dilution (in water) of the Adaptor Oligo Mix
(Illumina) was used in the ligation step. A subsequent PCR step with limited (18)
amplification cycles added additional linker sequence to the fragments to prepare
them for annealing to the Genome Analyzer flow-cell. Following amplification, the
library was size selected to a narrow range of fragment sizes by separation on a 2%
agarose gel and a band between 150-300 bp (representing shear fragments between
50 and 200nt in length and 100bp of primer sequence) was excised. The DNA was
purified from the agarose and this DNA library was subsequently used for polony
generation and sequencing.
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2.4.7 Polony Generation and Sequencing
The DNA library (2-4 pM) was applied to the flow-cell (8 samples per flow-cell) using
the Cluster Station device from Illumina. The concentration of library applied to
the flow-cell was calibrated such that polonies generated in the bridge amplification
step originate from single strands of DNA. Multiple rounds of amplification reagents
were flowed across the cell in the bridge amplification step to generate polonies of
approximately 1,000 strands in 1m diameter spots. Double stranded polonies were
visually checked for density and morphology by staining with a 1:5000 dilution of
SYBR Green I (Invitrogen) and visualizing with a microscope under fluorescent illu-
mination. Validated flow-cells were stored at 4oC until sequencing.
Flow-cells were removed from storage and subjected to linearization and annealing
of sequencing primer on the Cluster Station. Primed flow-cells were loaded into the Il-
lumina Genome Analyzer 1G. After the first base was incorporated in the Sequencing-
by-Synthesis reaction the process was paused for a key quality control checkpoint. A
small section of each lane was imaged and the average intensity value for all four
bases was compared to minimum thresholds. Flow-cells with low first base intensities
were re-primed and if signal was not recovered the flow-cell was aborted. Flow-cells
with signal intensities meeting the minimum thresholds were resumed and sequenced
for 26 or 32 cycles.
2.4.8 Solexa Data Analysis
Images acquired from the Illumina/Solexa sequencer were processed through the bun-
dled Solexa image extraction pipeline, which identified polony positions, performed
base-calling and generated QC statistics. Sequences were aligned using ELAND soft-
ware to NCBI Build 36 (UCSC mm8) of the mouse genome. Only sequences that
mapped uniquely to the genome with zero or one mismatch were used for further
analysis. When multiple reads mapped to the same genomic position, a maximum of
two reads mapping to the same position were used. Refer to Table 2.1 for a list of
the total number of mapped reads used for analysis of each ChIP-seq dataset.
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Analysis methods were derived from previously published methods (Guenther
et al. (2007); Marson et al. (2008); Mikkelsen et al. (2007)). Sequence reads from
multiple flow cell runs were combined for RNA Pol II Ser2P ChIP-seq dataset. Each
read was extended 100bp, towards the interior of the sequenced fragment, based on
the strand of the alignment. The number of ChIP-Seq reads across the genome, in
25bp bins within a 1kb window surrounding each bin (+/- 500bp) was tabulated. The
25bp genomic bins that contained statistically significant ChIP-Seq enrichment was
identified by comparison to a Poissonian background model. Assuming background
reads are spread randomly throughout the genome, the probability of observing a
given number of reads in a 1kb window can be modeled as a Poisson process in
which the expectation can be estimated as the number of mapped reads multiplied
by the number of bins (40) into which each read maps, divided by the total number
of bins available (we estimated 70%). Enriched bins within 1kb of one another were
combined into regions. The complete set of RefSeq genes was downloaded from the
UCSC table browser (http://genome.ucsc.edu/cgi-bin/hgTables?command=start) on
December 20, 2008. Genes with enriched regions within 1kb to their transcription
start site to annotated stop site were called bound.
The Poissonian background model assumes a random distribution of background
reads, however we have observed significant deviations from this expectation. Some of
these non-random events can be detected as sites of apparent enrichment in negative
control DNA samples and can create many false positives in ChIP-Seq experiments.
To remove these regions, we compared genomic bins and regions that meet the sta-
tistical threshold for enrichment to a set of reads obtained from Solexa sequencing
of DNA from whole cell extract (WCE) in matched cell samples. We required that
enriched bins and enriched regions have five-fold greater ChIP-Seq density in the spe-
cific IP sample, compared with the control sample, normalized to the total number
of reads in each dataset. This served to filter out genomic regions that are biased to
having a greater than expected background density of ChIP-Seq reads.
For comparison of RNA Pol II occupancy following either shRNA-mediated knock-
down or small molecule inhibition with a control dataset, rank normalization was used
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to normalize the datasets to be compared. This normalization method is described in
(Bilodeau et al. (2009)). Briefly, a quantile normalization method was used for anal-
ysis. For each dataset compared, the genomic bin with the greatest ChIP-Seq density
was identified. The average of these values was calculated and the highest signal bin
in each dataset was assigned this average value. This was repeated for all genomic
bins from the greatest signal to the least, assigning each the average ChIP-Seq signal
for all bins of that rank across all datasets.
2.4.9 ChIP-seq binding tracks available on GEO database
ChIP-seq datasets generated in this study can be downloaded from the GEO datasets
database (http://www.ncbi.nlm.nih.gov/gds) under the accession number GSE20485.
Included under this accession number is ChIP-seq binding tracks that can uploaded
onto the UCSC genome browser. Descriptions for the datasets contained in each of
the WIG files are listed below.
RNAPolIIIPhosphorylationTracks.WIG.gz - contains three ChIP-seq datasets ma-
pped to mouse genome mm8 using a +200bp extension model that can be uploaded
to the UCSC genome browser to view binding events (http://genome.ucsc.edu/). The
datasets include RNA Pol II Ser5P in wildtype V6.5 mES cells, RNA Pol II Ser2P in
wildtype V6.5 mES cells, and RNA Pol II (all) in wildtype V6.5 mES cells + shCon-
trol. Enrichment is shown as counts per million reads in 25bp genomic bins and the
track floor is at 1 count per million reads. Additional tracks identify genomic regions
that have been determined enriched above background at the given p-value.
FactorTracks.WIG.gz - contains three ChIP-seq datasets mapped to mouse gen-
ome mm8 using a +200bp extension model that can be uploaded to the UCSC genome
browser to view binding events. The datasets include Spt5, NelfA, and Ctr9 in
wildtype V6.5 mES cells. Enrichment is shown as counts per million reads in 25bp
genomic bins and the track floor is at 1 count per million reads. Additional tracks
identify genomic regions that have been determined enriched above background at
the given p-value.
RNAPolIlPauseFactorKnockdownTracks.WIG.gz contains three ChIP-seq data-
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sets mapped to mouse genome mm8 using a +200bp extension model that can be
uploaded to the UCSC genome browser to view binding events. The ChIP experiments
were done using the N20 RNA Pol II antibody (sc-899). The datasets include RNA
Pol II (all) mES V6.5 + shSpt5, Pol II (all) in mES V6.5 + shNelfA, and RNA Pol
II (all) mES V6.5 + shControl. Binding enrichment tracks for all datasets are shown
as rank normalized counts in 25bp genomic bins and the track floor is at 2 count per
million reads. Rank normalized data is indicated with the title of the track (title
of the track is, for example, mESPol2_shControl-norm). Additional tracks identify
genomic regions that have been determined enriched above background at the given
p-value.
RNAPolllFlavopiridolTreatedTracks.WIG.gz contains two ChIP-seq datasets
mapped to mouse genome mm8 using a +200bp extension model that can be uploaded
to the UCSC genome browser to view binding events. The ChIP experiments were
done using the N20 RNA Pol II antibody (sc-899) to determine total RNA Pol II
occupancy. The datasets include RNA Pol II (all) in mES V6.5 + DMSO control,
and RNA Pol II (all) in mES V6.5 + flavopiridol (P-TEFb inhibitor). In these
experiments, cells were treated with either flavopiridol (iM) or DMSO alone for 60
minutes prior to crosslinking and ChIP with Pol II antibody. Binding enrichment
tracks for all datasets are shown as rank normalized counts in 25bp genomic bins and
the track floor is at 2 count per million reads. Rank normalized data is indicated
with the title of the track (title of the track is, for example, mESPol2_Flavo-norm).
Additional tracks identify genomic regions that have been determined enriched above
background at the given p-value.
RNAPolIlI0058F4TreatedTracks.WIG.gz - contains two ChIP-seq datasets map-
ped to mouse genome mm8 using a +200bp extension model that can be uploaded
to the UCSC genome browser to view binding events. The ChIP experiments were
done using the N20 RNA Pol II antibody (sc-899) to determined total RNA Pol II
occupancy. The datasets include RNA Pol II (all) in mES V6.5 + DMSO control,
and RNA Pol II (all) in mES V6.5 + 10058-F4 (c-Myc/Max inhibitor). In these
experiments, cells were treated with either 10058-F4 (50M) or DMSO alone for 6
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hours prior to crosslinking and ChIP with RNA Pol II antibody. Binding enrichment
tracks for all datasets are shown as rank normalized counts in 25bp genomic bins and
the track floor is at 2 count per million reads. Rank normalized data is indicated
with the title of the track (title of the track is, for example, mESDMSO-norm).
Additional tracks identify genomic regions that have been determined enriched above
background at the given p-value.
RNAPolllIcMycKnockdownracks.WIG.gz - contains two ChIP-seq datasets map-
ped to mouse genome mm8 using a +200bp extension model that can be uploaded
to the UCSC genome browser to view binding events. The ChIP experiments were
done using the N20 RNA Pol II antibody (sc-899) to determine total RNA Pol II oc-
cupancy. The datasets include RNA Pol II (all) mES V6.5 + shc-Myc and RNA Pol
II (all) mES V6.5 + shControl. Binding enrichment tracks for all datasets are shown
as rank normalized counts in 25bp genomic bins and the track floor is at 2 count per
million reads. Rank normalized data is indicated with the title of the track (title
of the track is, for example, mESPol2_shControl-norm). Additional tracks identify
genomic regions that have been determined enriched above background at the given
p-value.
RNAPolIlIOct4ShutdownTracks.WIG.gz - contains three ChIP-seq datasets map-
ped to mouse genome mm8 using a +200bp extension model that can be uploaded
to the UCSC genome browser to view binding events. The ChIP experiments were
done using the N20 RNA Pol II antibody (sc-899) to determine total RNA Pol II
occupancy. The datasets include RNA Pol II (all) mES ZHBTc4 + doxycycline 0
hours, RNA Pol II (all) mES ZHBTc4 + doxycycline 12 hours, and RNA Pol II (all)
mES ZHBTc4 + doxycycline 24 hours. Binding enrichment tracks for all datasets
are shown as rank normalized counts in 25bp genomic bins and the track floor is at
2 count per million reads. Rank normalized data is indicated with the title of the
track (title of the track is, for example, mESPol2_Dox0hr-norm). Additional tracks
identify genomic regions that have been determined enriched above background at
the given p-value.
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2.4.10 Active and non-productive gene classes in mES cells
The active and non-productive genes were classified in mES cells using H3K4me3
(initiation-associated chromatin modification) and H3K79me2 (elongation-associated
chromatin modification), as determined by ChIP-seq (Marson et al. (2008)), as mark-
ers of transcriptional state. Active genes with both H3K4me3 and H3K79me2 chro-
matin modifications, non-productive genes had only H3K4me3 and inactive genes did
not have H3K4me3 or H3K79me2 chromatin modifications. When showing Rpl3 as
the example of the active gene and Surb7 as the example of the non-productive gene
in Figure 2-1,A and Figure 2-3,A, the RNA Pol II (all) dataset used for generating the
gene plots was RNA Pol II (all) shControl (from shSpt5 and shNelfA experiment).
2.4.11 Traveling ratio calculation
RNA Pol II levels peak in the 5' region of many genes. To quantify this effect, we have
developed a measure called Traveling Ratio (TR) that compares the ratio between
RNA Pol II density in the promoter and in the gene region.
We first defined the promoter region from -30 to +300 relative to the TSS and
the gene body as the remaining length of the gene. We next calculated the average
density/nt from rank normalized ChIP-seq density files (described in (Bilodeau et al.
(2009))) for each region and computed the TR as the ratio between the two. Following
perturbation from either shRNA knockdown or small molecule inhibition, TR can shift
either through changes in the density of promoter proximal RNA Pol II or changes
in the gene body Pol II density. For example, Figure 2-11 shows examples of genes
where knockdown of Spt5 or NelfA cause a decrease in promoter proximal RNA Pol II
density while Figure 2-4,B shows examples where knockdown of Spt5 causes increases
in RNA Pol II density in gene bodies, sometimes accompanied by lower amounts of
promoter proximal density.
TR values were calculated for all RNA Pol II bound genes. RNA Pol II occupancy
profiles and their corresponding TR value for several example genes are shown in
Figure 2-8. For this figure, the RNA Pol II (all) shControl (from shNelfA and shSpt5
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experiment) was used for the gene plots. TR values also show strong agreement
between the two control datasets (RNA Pol II shControl and RNA Pol II DMSO), as
distributions of TR values are not statistically different (p-value , 0.5) as determined
by a Welch's two-tailed t test (Figure 2-8).
TR values were plotted as a function of gene expression in Figure 2-8,D. Expression
data used was from (Hailesellasse Sene et al. (2007)). No statistically significant
correlation was found between TR and gene expression. In contrast, when RNA Pol
II Ser2P occupancy at the gene end (the region +/- 1kb from the 3' end of the gene)
is plotted as a function of gene expression (Figure 2-8,E), we see a weak correlation
between the two variables.
2.4.12 Mapping DSIF and NELF peaks relative to RNA Pol
II peaks and correlation calculations
We find that NelfA and Spt5 enrichment spatially overlaps distributions of RNA Pol
II near TSS. To determine the spatial relationships between RNA Pol II, NELF, and
DSIF, at individual genes, we mapped the location of significant peaks of Spt5 and
NelfA relative to locations of downstream RNA Pol II peaks, as determined by a
high resolution peak finding algorithm. This algorithm is designed to operate on top
of traditional bound region enrichment modelssuch as the one used in this studyto
precisely map binding sites from ChIP-Seq data at higher resolution. The method
operates on the assumption that broader bound regions of statistical enrichment have
already been defined, and that within these bound regions, exists one or more true
binding events. Our method is similar to methods used to map ChIP-Seq peaks
(Zhang et al., 2008, Marson et al. 2008) in that it primarily utilizes the requirement
of a paired forward read and reverse read peak. We searched 500nt upstream and
downstream of the RNA Pol II peak for the most significant peak in NelfA and
Spt5 ChIP-Seq enrichment that was called enriched above le-9 threshold by our gene
calling algorithm. If a gene was not enriched for NelfA or Spt5 at this threshold, then
it was automatically determined as not co-localized with the RNA Pol II peak.
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88% of downstream RNA Pol II peaks were co-localized by a corresponding peak
of NelfA. Similarly, 61% of RNA Pol II peaks were co-localized by a corresponding
Spt5 peak. By visual inspection, we found a majority of RNA Pol II peaks where the
peak-finding algorithm failed to identify co-localized Spt5 and NelfA peaks to be co-
occupied by NelfA or Spt5 peaks, just below cutoff thresholds for calling a bound gene.
This suggests that the high threshold of the peak finding algorithm under reported the
number of true instances of RNA Pol II and NELF/DSIF co-localization, and indeed
NelfA and Spt5 occupancy positively correlate with RNA Pol II occupancy (Figure
2-10,A) further support for general co-localization of NELF and DSIF to RNA Pol
II. Almost all identified promoter proximal peaks of Spt5 and NelfA occurred within
+/- 50nt of the RNA Pol II peak. In contrast, when we applied the same analysis
to nearest peaks of H3K4me3, the majority of peaks were found more than +/-50nt
from the RNA Pol II peak.
2.4.13 Heatmap analysis on ChIP-seq occupancy
ChIP-seq enrichment for the indicated factor or modification was determined in 50bp
bins (enrichment in the bin as counts per million), centered on each transcriptional
start site. Generally, the gene list for each representation was rank ordered based
on the amount of RNA Pol II (all) in mES cells, from most to least to correlate the
enrichment of the given factor with the amount of RNA Pol II at each gene. Cluster
3.0 (http://bonsai.ims.u-tokyo.ac.jp/ mdehoon/software/cluster/software.htm) and
Java Treeview (www.jtreeview.sourceforge.ne) were used to visualize the data and
generate figures shown in this manuscript.
To determine the transcriptional state of Oct4, Nanog and c-Myc target genes in
mES cells, enriched genes were determined for each factor at a p-value of le-8. Many
studies have found that the distance between an Oct4 and Nanog binding site and
the gene transcriptional start site can vary widely (Boyer et al. (2005); Chen et al.
(2008); Kim et al. (2008); Marson et al. (2008)). However, c-Myc binding is generally
centered within 1kb of the transcriptional start site (Chen et al. (2008); Kim et al.
(2008)). To take this into account Oct4 and Nanog target genes were determined
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+/-5kb around each transcriptional start site and c-Myc target genes were deter-
mined +/-1kb around each transcriptional start site. The transcriptional state was
then determined for each bound gene set through determining the occupancy of RNA
Pol II Ser5P, H3K4me3 (initiation-associated chromatin modification), H3K79me2
(elongation-associated chromatin modification) and H3K27me3 (repression-associated
chromatin modification). The data was displayed at each gene centered on the TSS
from -2.5kb to +3kb, rank ordered based amount of RNA Pol II Ser5P, using Clus-
ter3.0 and Treeview (described above).
2.4.14 Determining target and non-target gene sets
To determine c-Myc and Oct4 target and non-target genes for analysis on changes in
RNA Pol II ChIP-seq occupancy, we first ordered all active genes by c-Myc or Oct4
occupancy near the promoter (+/-1kb for c-Myc and +/-5kb for Oct4). For c-Myc
genes, the top 1000 and lowest 1000 genes by c-Myc occupancy were demarcated as
target and non-target genes respectively. For Oct4, we selected as targets the top 100
Oct4 bound genes that also showed at least a -0.2 fold change in expression following
Oct4 shutdown (Matoba et al. (2006)). The Oct4 non-targets were determined by
taking the lowest 100 Oct4 bound genes for which expression data existed.
Global analysis of RNA Pol II occupancy changes following cMyc/Max inhibition
To determine the effect and significance of changes in RNA Pol II occupancy at c-
Myc target genes following treatment with 10058-F4, we first derived sets of actively
elongating c-Myc targets and non-targets. Actively elongating genes were defined as
those bound by RNA Pol II within 1kb of the TSS at a p-value of le-9 and also bound
by H3K79me3 in the first 5kb of the gene, again at a p-value of le-9.
Actively elongating genes were ranked by c-Myc levels within +/- 1kb of the TSS,
as cMyc generally associates with its target genes close to the TSS (Chen et al. (2008);
Kim et al. (2008)). We analyzed the effects on transcription following c-Myc/Max
inhibition by generating average RNA Pol II occupancy in the promoter or the gene
body region for the high confidence c-Myc targets using rank normalized datasets.
For the average RNA Pol II occupancy analysis shown in Figure 2-6,C, we used the
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high confidence set of c-Myc targets and non-c-Myc targets containing the top 100
c-Myc target genes and the bottom 100 genes from the rank ordering. This set of
target genes and non-target genes were also used for the RNA Pol II TR analysis
following 10058-F4 treatment using rank normalized ChIP-seq density data (Figure
2-6,D).
In order to determine the significance of these changes, we calculated the RNA
Pol II density for each gene in the promoter, and the gene body plus gene end region,
expanding the target genes to the top 1000 and bottom 1000 genes ranked by c-Myc
levels were respectively used as a target and non-target set for further statistical anal-
ysis. Regions are delineated in Figure 2-6. Averages of the RNAPol II occupancy at
c-Myc targets show a loss of RNA Pol II in the gene body and gene end following
10058-F4 treatment. No such loss is seen in non-target genes. Additionally, levels of
RNA Pol II at the promoter appear unchanged following 10058-F4 treatment in both
target and non-target genes. We used a Welch's t-test to determine whether distri-
butions of gene densities in control versus 10058-F4 treated cells could be generated
by the same distribution in each region for target and non-target genes. We found
significant changes in RNA Pol II occupancy only in the gene body of cMyc target
genes (p-value = 7.341e-06) but not the promoter region (p-value = 0.4536) of c-Myc
genes. Non c-Myc target genes did not have a statistically significant change in either
gene region (p-value j 0.001). These data suggest that 10058-F4 causes a loss in RNA
Pol II occupancy specifically at c-Myc target genes.
2.4.15 Co-immunoprecipitation analysis
Co-immunoprecipitation studies were done in mES cells using IgG: Upstate/Millipore,
anti-c-Myc: Santa Cruz sc-764, anti-Max: Santa Cruz sc-197, anti-Cdk9 Santa Cruz
sc-484, anti-CycTI: gift from David Price (Peng et al. (1998)). Max was immuno-
precipitated from mES cell lysates made in Lysis Buffer (20mM Tris pH8.0, 150mM
NaCl, 10% glycerol, 1% NP-40, 2mM EDTA and protease inhibitors) using anti-IgG
control, anti-c-Myc, anti-Max, anti-Cdk9 and anti-CycT1 and incubated overnight at
4oC. CycT1 and Cdk9 were immunoprecipitated with mES cell lysates made in Lysis
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Buffer using anti-IgG control, anti-c-Mye, anti-Max and anti-Cdk9 and incubated for
3 hours at 4oC. Immunoprecipitates were washed three times with lysis buffer and
proteins were analyzed by SDS-PAGE gel electrophoresis followed by Western blot
analysis.
2.4.16 Western blots
Western blots were done following standard protocols. Antibodies used for West-
ern blots were as follows: Spt5: gift of Yuki Yamaguchi and Hiroshi Handa (Wada
et al. (1998a)); NelfA: gift of Yuki Yamaguchi and Hiroshi Handa; Cdk9: Santa
Cruz sc-484 and sc-8338, Ser2P RNA Pol II: Abcam (H5 clone) ab24758; Ser5P
RNA Pol II: Abcam ab5131; Brgl: Santa Cruz sc-10768; Max: Santa Cruz sc-
197; c-Myc: Santa Cruz-764; Cyclin TI: gift of David Price; Oct4: Santa Cruz
sc-5279; and TBP: Abcam ab818. Secondary antibodies used were anti-rabbit IgG
(HRP-conjugated; GE Healthcare - NA934V), anti-mouse IgG (HRP-conjugated; GE
Healthcare NA931V), anti-Protein A (HRP-conjugated; GE Healthcare NA912OV),
anti-sheep (HRP-conjugated; Santa Cruz sc2770) and anti-mouse IgG+IgM (HRP-
conjugated; Jackson ImmunoResearch 115-035-044).
2.4.17 Expression analysis
RNA was extracted from mES cells treated with 10058-F4 or DMSO alone with bi-
ological replicates using Qiagen Qiashredder and RNeasy kits. Residual DNA was
degraded using DNA-free kit for DNAse treatment (Ambion). cDNA was gener-
ated from the DNA-free RNA using Superscript III First Strand reverse transcriptase
PCR kits. Expression was determined using quantitative PCR analysis using Taqman
assays in triplicate against Gapdh (Mm99999915_g1), Rnf2 (Mm00803321_m1), Brgl
(Mm01151944_m1), Atic (Mm00546566_m1), Bax (Mm00432050_m1), Nol5 (Mm0047-
9705_ml), Brca2 (Mm00464784_ml), and Zfp451 (Mm00659728_m1). Expression was
normalized against Gapdh internal control and displayed as a percentage of expression
in the DMSO alone control. c-Myc mRNA levels were quantitated following sh c-Myc
67
knockdown analysis using duplicate Taqman assays for c-Myc (Mm00487804_m1) and
normalized against Gapdh.
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2.6 Figures
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Figure 2-1 (previous page): Genome-wide occupancy of RNA Pol II. A. Oc-
cupancy of RNA Pol II (all), RNA Pol II Ser5P and RNA Pol II Ser2P in mES
cells, determined by ChIP-seq analysis. Enrichment at a representative active gene
(Rpl3) and non-productive gene (Surb7) is shown. Genome-wide binding averages
(introns not depicted), in 50bp bins, are shown for each RNA Pol II form to display
the general binding patterns along the transcription unit from 2kb upstream of the
transcriptional start site to 2.5kb downstream of the end of each annotated gene. B.
Schematic representation describing the calculation used to determine the traveling
ratio (TR) at each RNA Pol II bound gene in mES cells. The promoter proximal bin
is defined using a fixed window from 30bp to +300bp around the annotated start site.
The transcribed region (gene body) bin is from +300bp to the annotated end. The
TR is the ratio of RNA Pol II density in the promoter proximal bin and the RNA
Pol II density in the transcribed region bin. C. Distribution of the percent of RNA
Pol II bound genes with a given TR. Approximately 91% of genes have a TR greater
than 2, indicating the majority of RNA Pol II bound genes have more RNA Pol II in
the promoter proximal region compared to the downstream transcribed region. See
also Figure S1.
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Figure 2-2 (previous page): P-TEFb inhibition prevents release of promoter
proximal RNA Pol II. A. mES cells were treated with 1pM flavopiridol for the
indicated time. Extracts were analyzed by Western blot using antibodies against
RNA Pol II Ser2P, Spt5, Cdk9 and Brgl (used as a loading control). ** indicates
higher molecular weight Spt5 species, as reported in (Yamada et al. (2006)), that
is flavopiridol sensitive. * indicates lower molecular weight Spt5 species. See also
Figure S2A. B. RNA RNA Pol II (all) ChIP-seq analysis in mES cells treated with
control (DMSO for 60 minutes, black) or flavopiridol (1pM for 60 minutes, red).
This panel shows the changes in RNA Pol II occupancy at four example actively
transcribed genes following flavopiridol treatment. See also Figure S2B. C. RNA Pol
II traveling ratio distribution in flavopiridol-treated and control-treated mES cells for
active genes (RNA Pol II bound with H3K79me2-modified nucleosomes). Higher TR
values indicate a higher degree of pausing. D. RNA Pol II traveling ratio distribution
for non-productive genes in mES cells (RNA Pol II bound but without H3K79me2-
modified nucleosomes), demonstrating that the TR distribution remains relatively
the same for non-productive genes whether treated with control or flavopiridol.
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Figure 2-3 (previous page): DSIF and NELF co-occupy most genes with RNA
Pol II. A. Binding of RNA Pol II (all), NelfA (NELF subunit), Spt5 (DSIF subunit)
and Ctr9 (PAFI subunit) using ChIP-seq analysis at a representative active gene
(Rpl3), and non-productive gene (Surb7) in mES cells. Genome-wide binding averages
(introns not depicted), in 50bp bins, are shown for each factor to display the general
binding patterns along the transcription unit of RefSeq genes, from 2kb upstream of
the transcriptional start site to 2.5kb downstream of the end of each annotated gene.
B. Heatmap representation of ChIP-seq binding for RNA Pol II (all, grey), NelfA
(orange), Spt5 (green) and H3K4me3 (purple) at all mouse RefSeq genes, rank ordered
from most RNA Pol II to lowest RNA Pol II. Color means enrichment, white means no
enrichment. See also Figure S3. C. Spatial distribution of the distance of Spt5, NelfA
and H3K4me3 peaks from the promoter proximal RNA Pol II peak at each enriched
RNA Pol II gene, demonstrating a general overlaps with Spt5, NelfA and RNA Pol
II peaks. D. ChIP-seq binding plots showing RNA Pol II (all), Spt5 (DSIF), NelfA
(NELF), elongation-associated chromatin modification (H3K79me2) and TSSa-RNA
reads that map to this genomic region at a bidirectional intiated gene (Hsdl 7b12) and
unidirectional initiated gene (Rpl6). Red arrows represent TSSa-RNA species that
map in the antisense direction to the gene, and blue arrows represent TSSa-RNA
species that map in the sense direction to the gene.
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Figure 2-4 (previous page): DSIF knockdown alters RNA Pol II occupancy
at many genes. A. Spt5 (left) and NelfA (right) protein levels after the indicated
shRNA-mediated knockdown in mES cells as determined by Western blot using Spt5
or NelfA antibodies. /-Tubulin protein is a loading control. B. RNA RNA Pol II
(all) ChIP-seq binding density in shControl (black), shSpt5 (orange) and shNelfA
(blue) mES cells analysis at five active genes in mES cells. C. RNA RNA Pol II TR
calculations in shControl, shSpt5 and shNelfA mES cells, showing that many genes
become less paused following Spt5 knockdown and a more subtle change following
NelfA knockdown. Lower TR values indicate a lower degree of pausing. See also
Figure S4.
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Figure 2-5 (previous page): c-Myc target genes are enriched in actively tran-
scribed genes and c-Myc/Max associates with P-TEFb in mES cells. A.
Co-immunoprecipitation experiments in mES cells using antibodies against IgG (to
measure background binding), or endogenous c-Myc, Max, Cdk9, and CycT1. Pro-
teins were immunopreipicated from mES cell lysates and analyzed by Western blot
analysis by probing for Max, Cdk9 and CycTI. 10% input was loaded for the Max
and Cdk9 blots, 1% input was loaded for the CycTI blot. B. Heatmap represen-
tation illustrating the transcriptional state of c-Myc, Oct4, and Nanog target genes
in mES cells, as determined by RNA Pol II Ser5P, H3K4me3 (initiation-associated
chromatin modification), H3K79me2 (elongation-associated chromatin modification)
and H3K27me3 (repressive chromatin modification). Each target gene set was rank
ordered based on the amount of RNA Pol II bound at each gene, from the highest
amount of RNA Pol II to the lowest amount and the enrichment of the indicated
chromatin modification or RNA Pol II is displayed from -2.5kb to +3kb surrounding
each annotated transcription start site. Blue indicates enrichment and white indi-
cates no enrichment. C. c-Myc target genes have lower TR values than non-target
genes. Histograms were made for the number of genes with a given TR values for high
confidence c-Myc target genes and non-target genes. Genes with lower TR values are
less paused than genes with higher TR values. See also Figure S5.
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Figure 2-6 (previous page): c-Myc inhibition effects transcription at the pause
release step. A. RNA was extracted from mES cells treated with 10058-F4 or vehicle
alone (DMSO) for 6 hours and used to generate cDNA using reverse transcription.
Expression change was calculated for 10058-F4 treated cells compared vehicle alone
control for two non-c-Myc target genes (Brgl, Rnf2 - green) and five c-Myc target
genes (Bax, Nol5, Zfp451, Brca2 and Atic - blue) from two independent experiments.
Error bars represent s.d. from triplicate qPCR reactions. B. mES cells were treated
with 10058-F4 for either 1.5, 6 or 12 hours. Extracts were analyzed using Western
blot using antibodies against RNA Pol II Ser2P CTD, and RNA Pol II Ser5P CTD
to determine the levels of the modified forms of RNA Pol II. TBP was used as a
loading control. C. RNA Pol II ChIP-seq binding profiles in mES cells treated with
10058-F4 (c-Myc/Max inhibitor; blue), DMSO alone (black), or flavopiridol (P-TEFb
inhibitor; red). RNA Pol II occupancy is shown for three c-Myc target genes (Ncl,
Npm1 and Nol5) and two non-cMyc target gene (Txnip and Chpf2). Cells were treated
with 10058-F4 or DMSO for 6 hours. See also Figure S6. D. Average RNA Pol II
binding plots for the high confidence cMyc targets and non-c-Myc target genes in
no drug (black), and 10058-F4 treatment (blue). The left panel shows the entire
gene average. The right panel is a close up of the transcribed region to show the
difference in amounts of elongating RNA Pol II density under the different conditions.
Also included in the right panel for comparison is elongating RNA Pol II density
following flavopiridol treatment (red). E. RNA Pol II traveling ratio (TR) for the
high confidence c-Myc target genes and non-c-Myc target genes following 10058-F4
treatment (blue) or no drug (black). The left panel is the TR for the c-Myc targets
and right panel is the TR for non-c-Myc targets. Higher TR values indicate a higher
degree of pausing.
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Figure 2-7 (previous page): Oct4 shutdown reduces RNA Pol II initiation
at Oct4-dependent genes. A. Oct4 protein levels in doxycycline-inducible Oct4
knockdown mES cells following 0, 12 or 24 hours of doxycycline treatment. Extracts
were probed with an antibody against Oct4. Brg1 was used as a loading control. B.
RNA Pol II ChIP-seq binding profiles at Oct4 target genes following the indicated
time of doxycycline treatment, inducing Oct4 knockdown. Of note, the Oct4 bound
genes change RNA Pol II occupancy in both the promoter proximal region and the
transcribed region. The panel to the right shows RNA Pol II ChIP-seq binding profiles
at non-Oct4 target following the indicated time of doxycycline treatment, inducing
Oct4 knockdown. C. RNA Pol II traveling ratio (TR) as described in Figure 1C for
the high confidence Oct4-dependent genes and Oct4 non-target genes after either 0
or 12 hrs of doxycycline treatment. The left panel is the TR for the Oct4 targets and
right panel is the TR for non-Oct4 targets.
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2.7 Supplemental Figures
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Figure 2-8 (previous page): Example genes with varying traveling ratios. Re-
lated to Figure 2-1. A. A plot of the percent of RNA Pol II bound genes with the
indicated TR value or less. Each example gene depicted below is shown in red. B.
Gene plots showing the RNA Pol II occupancy at a given gene and the corresponding
TR value to provide the reader with a general idea of how RNA Pol II occupancy at
a gene is related to TR. There is a very small correlation (R 2 = 0.17) between gene
length and TR, but gene length normalized versions of the TR produce no meaningful
changes to our results. C. Traveling ratios plots for RNA Pol II occupancy in two
mES control datasets (mES cells +shControl (from shNelfA and shSpt5 experiment)
and mES cells +DMSO). D. Traveling ratio as a function of gene expression, finding
no statistically significant correlation between TR and gene expression. E. Amount
of RNA Pol II Ser2P in the gene end region (+/-lkb from the 3' end of gene) as a
function of gene expression, finding a weak correlation between the two.
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Figure 2-9 (previous page): Flavopiridol treatment in mES cells results in loss
of phosphorylation at P-TEFb targets. Related to Figure 2-2. A. mES cells
were treated with the indicated flavopiridol concentration or DMSO alone (-), for 60
minutes. Nuclear extracts were analyzed by Western blot using specific antibodies
against Ser2P RNA Pol II, Ser5P RNA Pol II, Spt5, Cdk9 and Brg1 (loading control).
** - higher molecular weight Spt5 species, most likely the phosphorylated C-terminal
repeat form as reported in (Yamada et al. (2006)), that is flavopiridol sensitive. * -
lower molecular weight Spt5 species. B. RNA Pol II density at the gene end (region
defined by +/-lkb from the 3' end of the gene) is plotted from mES cells treated
with DMSO (x-axis) versus fiavopiridol (y-axis) for all active, non-overlapping genes.
AUC is area under the curve, representing the ChIP-seq density for each gene. The
vast majority of genes have reduced RNA Pol II occupancy in this region following
P-TEFb inhibition.
88
A
0 100 200 900 400 500 0 100 200 000 400 500
NelfA
R2= 0.49 Spt5
_ ~
R2 = 0.87 R2=0.59 POll
- + flavopiridol (1[M)
a Serine 2 phospho Pol 11
Average gene binding
NelfA (NELF)
aSpt5
a Cdk9
a Brgl (loading control) Spt5 (DSIF)
RNA Pol 11 (all)
89
B
- control
- Flavopiridol
IC 0 1 - W
2
0
3.5
0
-4 kb 2 kb
Figure 2-10 (previous page): DSIF and NELF co-occupy RNA Pol II in the
promoter proximal region following P-TEFb inhibition. Spt5, NelfA and
Pol II ChIP-seq occupancy is highly correlative. Related to Figure 2-
3. A. Pairwise correlation analysis of Spt5, NelfA and RNA Pol II (all) ChIP-seq
occupancy in mES cells. This demonstrates that Spt5 and NelfA ChIP-seq occupancy
positively correlates with RNA Pol II occupancy. B. Left: Western blot analysis
of mES cells treated with 1pM flavopiridol or control for 60 minutes prior. Nuclear
extracts were analyzed with specific antibodies against Ser2P RNA Pol II, Spt5, Cdk9
and Brg1 (loading control). ** - higher molecular weight Spt5 species, most likely
the phosphorylated C-terminal repeat form, that is flavopiridol sensitive. * - lower
molecular weight Spt5 species. Right: Average gene binding for NelfA and Spt5
following 1pM flavopiridol (red) or control (black) for 60 minutes in mES cells. The
average ChIP-chip enrichment was determined in each bin (250bp) in each condition
and plotted from 4kb to +2kb.
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Figure 2-11 (previous page): Spt5 associates with chromatin following NelfA
knockdown and NelfA associates with chromatin following Spt5 knock-
down. Spt5 and NelfA knockdown cause a decrease in promoter-proximal
Pol II occupancy at a subset of genes. Related to Figure 2-4. A. Individual
gene examples of NelfA binding in shControl (blue) and shSpt5 (red) mES cells using
ChIP-chip. B. Average gene binding for NelfA in shControl (blue) and shSpt5 (red)
mES cells. The average NelfA enrichment was determined in each bin (250bp) in each
cell type and plotted from 4kb to +2kb. C. Individual gene examples of Spt5 binding
in shControl (blue) and shNelfA (red) mES cells using ChIP-chip. Fold enrichment
is plotted over the indicated chromosomal region. D. Average gene binding for Spt5
in shControl (blue) and shNelfA (red) mES cells. The average Spt5 enrichment was
determined in each bin (250bp) in each cell type and plotted from 4kb to +2kb. E.
RNA Pol II TR analysis at active genes in mES cells following shControl (black),
shSpt5 (orange) and shNelfA (blue) knockdown. Lower TR values indicate a lower
degree of pausing and a shift in TR curve to the left indicates a general trend in
this gene class to become less paused. F. RNA Pol II TR analysis at non-productive
genes in mES cells following shControl (black), shSpt5 (orange) and shNelfA (blue)
knockdown. Lower TR values indicate a lower degree of pausing and a shift in TR
curve to the left indicates a general trend in this gene class to become less paused.
Spt5 knockdown effects RNA Pol II occupancy both active and non-productive genes
and NelfA knockdown mainly effects RNA Pol II occupancy at non-productive genes.
G. RNA Pol II (all) ChIP-seq occupancy at three non-productive genes in mES cells
in shControl (black), shSpt5 (orange) or shNelfA (blue).
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Figure 2-12 (previous page): c-Myc occupies regions near the transcriptional
start site. Related to Figure 2-5. A. c-Myc (red) ChIP-seq occupancy is close to
the TSS and the average RNA Pol II promoter proximal peak (black). B. Distribution
of the canonical E-Box core sequence motif (CACGTG), which is recognized by c-Myc,
near the TSS.
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Figure 2-13 (previous page): Max occupies c-Myc binding sites and RNA Pol
II occupancy is altered in the transcribed region following c-Myc shRNA
knockdown. Related to Figure 2-6. A. Max ChIP enrichment in mES cells at
seven c-Myc binding sites (Prdxl, Josd3, Actb, Eeflgl, Nol5, Mat2a and Ybxl) and
one non c-Myc binding site (Gatal). Max ChIP DNA was analyzed using qPCR at
the selected binding sites and enrichment was calculated for replicate PCR reactions
over input DNA at each region. This demonstrates that Max binds to c-Myc binding
sites in mES cells, consistent with a model where c-Myc and Max heterodimerize
and bind the same sites. Error bars represent s.d from duplicate PCR reactions.
B. Levels of c-Myc mRNA levels in mES cells infected with sh Control or sh c-
Myc shRNA constructs. ES cells were infected for 24 hours, then selected for 72
hours prior to harvesting. c-Myc levels were determined using RT-PCR analysis and
normalized against a Gapdh control. Error bars represent s.d from duplicate PCR
reactions. C. Levels of c-Myc protein levels in mES cells infected with sh Control
or sh c-Myc shRNA constructs. ES cells were infected for 24 hours, then selected
for 72 hours prior to harvesting. c-Myc levels were determined using Western blot
analysis using an antibody against c-Myc. Brgl is used as a loading control. D.
RNA Pol II ChIP-seq binding plots in mES cells with sh Control or sh c-Myc at three
c-Myc target genes (Npml, Ncl, and Nol5) and two non c-Myc taget genes (Txnip
and Nanog). This panel is demonstrating that at these genes c-Myc knockdown has
a similar phenotype to 10058-F4 treatment where RNA Pol II density is reduced in
the gene body and the density in the promoter proximal region is unaffected. E.
Protein levels of P-TEFb components Cyclin T1 and Cdk9 with and without 10058-
F4 treatment for 6 hours. Protein extracts were analyzed using Western blots and
probed with antibodies against CycTI and Cdk9. TBP was used as a loading control.
This analysis demonstrates that the phenotype observed following 10058-F4 treatment
(similar to P-TEFb inhibition with flavopiridol) is not a result of decreased levels of
P-TEFb. F. TR analysis on c-Myc target genes in mES cells + sh Control (black)
and sh c-Myc (blue), displaying the percent of genes with a given TR. This analysis
shows that genes generally become more paused following c-Myc shRNA knockdown,
as indicated by the shift in TR to the right. G. c-Myc and Oct4 binding at active
genes ordered by amount of binding at the promoter (c-Myc +/-1kb, Oct4 +/-5kb).
Target (black) and non-target (grey) gene sets are demarcated, which were used for
subsequent analysis on RNA Pol II ChIP-seq occupancy.
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2.8 Supplemental tables
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Dataset Number of unique reads
RNA Pol II Ser5P 3,543,456
RNA Pol II Ser2P 10,231,400
Spt5 4,639,835
NelfA 3,406,514
Ctr9 4,672,291
RNA Pol II (all) sh Control 5,156,732
RNA Pol II (all) sh NelfA 3,785,780
RNA Pol II (all) sh Spt5 3,369,501
RNA Pol II (all) DMSO control 1,991,231
RNA Pol II (all) flavopiridol-treated 30,01,750
RNA Pol II (all) DMSO control (for 10058-F4 experiment) 6,320,713
RNA Pol II (all) 10058-F4-treated 4,429,350
RNA Pol II (all) sh Control (for sh c-Myc) 6,027,028
RNA Pol II (all) sh c-Myc 7,031,951
RNA Pol II (all) 0 hr doxycyclin (ZHBTc4 cells) 9,820,076
RNA Pol II (all) 12 hr doxycyclin (ZHBTc4 cells) 9,211,878
RNA Pol II (all) 24 hr doxycyclin (ZHBTc4 cells) 7,392,695
Table 2.1: A list of the total number of ChIP-seq mapped reads used from each
dataset for analysis in this study.
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Gene type Number of Genes TR >2 TR <2
RNA Pol II bound and H3K79me2 6,842 6,252 590
RNA Pol II bound without H3K79me2 4,614 4,184 430
Inactive 10,407 NA NA
Table 2.2: This table lists the number of genes in each gene class (active, non-
productive and inactive). 21,865 total RefSeq genes were used for this analysis.
Active genes are bound by RNA Pol II and H3K79me2 (marker of elongation), non-
productive genes are bound by RNA Pol II but not H3K79me2 and inactive genes are
not bound by either. Binding is determined at p=le-9, a stringent cutoff to minimize
false positives. In Figure 1c, we determine that approximately 91% of genes have a
TR greater than 2 and 9% of genes had a TR less than or equal to 2. We list the
number of genes in each of these classes as they fall into the active and non-productive
gene classes.
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Chapter 3
Transcriptional Amplification in
Tumor Cells with Elevated c-Myc
Elevated expression of the c-Myc transcription factor occurs frequently in
human cancers and is associated with tumor aggression and poor clini-
cal outcome. The effect of high levels of c-Myc on global gene regulation
is poorly understood, but is widely thought to involve newly activated or
repressed "Myc target genes". We report here that in tumor cells express-
ing high levels of c-Myc, the transcription factor binds to E-box sequences
in the promoters and enhancers of most actively transcribed genes. The
predominant effect of c-Myc binding is to produce higher levels of tran-
scription by promoting RNA Pol II elongation. Thus, c-Myc accumulates
in the promoter regions of active genes across the cancer cell genome and
causes transcriptional amplification, producing increased levels of tran-
scripts within the cell's gene expression program. These results imply
that transcriptional amplification can reduce rate-limiting constraints for
tumor cell growth and proliferation.
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3.1 Introduction
MYC is a potent oncogene that can promote tumorigenesis in a wide range of tissues
(Felsher and Bishop (1999); Flores et al. (2004); Jain et al. (2002); Pelengaris et al.
(1999); Sodir et al. (2011); Soucek et al. (2008); Verbeek et al. (1991)). MYC is the
most frequently amplified oncogene and the elevated expression of its gene product,
the transcription factor c-Myc, correlates with tumor aggression and poor clinical
outcome (Beroukhim et al. (2010); Nesbit et al. (1999)). Elevated expression of c-
Myc occurs through multiple mechanisms in tumor cells, including gene amplification,
chromosomal translocation, single nucleotide polymorphism in regulatory regions,
mutation of upstream signaling pathways, and mutations that enhance the stability
of the protein (Eilers and Eisenman (2008); Meyer and Penn (2008); Pomerantz et al.
(2009); Wright et al. (2010)). Despite considerable study, it is not yet clear how
elevated levels of c-Myc reprograms cells to promote the cancer state.
In normal cells, c-Myc links growth factor stimulation and cellular proliferation
(Dang (2012); Eilers and Eisenman (2008); Meyer and Penn (2008)). Mitogenic
growth factor signaling induces MYC expression, and c-Myc is thought to enhance
transcription of proliferation-associated genes (Dang (2012); Eilers and Eisenman
(2008); Meyer and Penn (2008)). In tumor cells that express high levels of c-Myc,
cellular proliferation is no longer dependent on growth-factor stimulation, and this
uncoupling from growth factor regulation leads to the uncontrolled proliferation char-
acteristic of cancer cells. Elevated expression of c-Myc also causes changes in chro-
matin structure, ribosome biogenesis, metabolic pathways, cell adhesion, cell size,
apoptosis and angiogenesis, among others (Amati et al. (1998, 2001); Cole and Cowl-
ing (2008); Cowling and Cole (2010); Dai and Lu (2008); Dang (2010); Eilers and
Eisenman (2008); Facchini and Penn (1998); Gallant (2005); Hanahan and Weinberg
(2011); Herold et al. (2009); Hoffman and Liebermann (2008); Hurlin and Dezfouli
(2004); Kuttler and Mai (2006); Lin et al. (2009); Meyer and Penn (2008); Nieminen
et al. (2007); Nilsson and Cleveland (2003); Peterson and Ayer (2012); Prochownik
(2008); Ruggero (2009); Secombe et al. (2004); Shchors and Evan (2007); Singh and
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Dalton (2009); van Riggelen et al. (2010)). How elevated levels of c-Myc cause such
a broad spectrum of cellular effects is not understood.
c-Mye's identity as a DNA-binding transcription factor suggests that the set of
genes that are bound and regulated by the factor are key to explaining much of c-
Myc's role in cancer. c-Myc is a basic helix loop helix (bHLH) transcription factor
that forms a heterodimer with Max and binds to E-box sequences near the core
promoter elements of actively transcribed genes (Blackwood and Eisenman (1991)).
Numerous studies have identified c-Myc target genes in a variety of tumor cells (Dang
et al. (2006); Ji et al. (2011); Kim et al. (2006); Schlosser et al. (2005); Schuhmacher
et al. (2001); Zeller et al. (2003)). Interestingly, these "c-Myc target signatures "show
little overlap (Chandriani et al. (2009)), which has made it difficult to ascribe c-Myc's
oncogenic properties to any one set of target genes. The relatively small set of genes
that are common to c-Myc target signatures are generally involved in core proliferation
and metabolism functions (Ji et al. (2011)), and do not account for the wide variety
of cellular effects ascribed to oncogenic c-Myc.
Some studies suggest that c-Myc may play a different role than conventional tran-
scription factors. While many transcription factors activate gene expression by re-
cruiting the transcription apparatus to promoters, studies in embryonic stem cells
argue that c-Myc binds the core promoter region of a large fraction of actively tran-
scribed genes and functions to enhance transcription elongation (Rahl et al. (2010)).
In tumor cells, there is evidence that c-Myc can function to stimulate transcription
elongation at certain genes (Bouchard et al. (2004); Bres et al. (2009); Eberhardy
and Farnham (2001, 2002); Gargano et al. (2007); Kanazawa et al. (2003); Rahl et al.
(2010)). These findings led us to consider the possibility that in tumor cells express-
ing high levels of c-Myc, the factor binds most actively transcribed genes and causes
increased expression of all these genes, as opposed to the prevailing model that it
regulates a specific cohort of target genes.
We describe here how c-Myc occupies and regulates genes throughout the genome
in tumor cells that express various levels of this oncoprotein. In tumor cells expressing
low levels of c-Myc, the transcription factor is bound almost exclusively to E-box
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sequences in the core promoter elements of most actively transcribed genes. In tumor
cells with elevated levels of c-Myc, we find the transcription factor at the same set
of active genes, but now at elevated levels, occupying both the core promoters and
the enhancers of these active genes at additional, low-affinity E-box-like sequences.
The increase in c-Myc occupancy leads to increased transcription elongation by RNA
polymerase II (RNA Pol II), and increased levels of transcripts per cell. We conclude
that high levels of c-Myc in tumor cells causes transcriptional amplification, producing
elevated levels of transcripts from the existing gene expression program of tumor cells.
3.2 Results
3.2.1 Increased c-Myc leads to increased binding to promot-
ers of active genes
To investigate the effects of increased levels of c-Myc on its genome wide occupancy
and on gene expression, we used the human P493-6 B cell model of Burkitt's lym-
phoma (Pajic et al. (2000); Schuhmacher et al. (1999)). In these cells, which contain
a tetracycline (Tet)-repressible MYC transgene, MYC expression can be reduced to
very low levels and then reactivated such that the levels of e-Myc protein gradually
increase (Figure 3-1,A-B). The P493-6 cells contained 13,000, 76,500 and 362,000
molecules of c-Myccell at 0, 1 and 24 hours, respectively, after induction (Figure 3-
1,C) and the majority of this protein accumulated in the nucleus (Figure 3-1,D and
Figure 3-6,A).
To investigate the relationship between e-Myc levels and c-Myc genome occupancy
in P493-6 cells, we used chromatin immunoprecipitation coupled to high-throughput
sequencing (ChIP-Seq) with antibodies specific for c-Myc at 0, 1, and 24 hours after
MYC induction. Previous studies have shown that c-Myc tends to occupy the pro-
moter regions of protein-coding genes (Chen et al. (2008); Fernandez et al. (2003);
Guccione et al. (2006); Li et al. (2003); Rahl et al. (2010); Zeller et al. (2003)), so
we focused our initial analysis on the 2kb regions surrounding the transcription start
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sites of such genes. The results showed that c-Myc generally occupies the core pro-
moters of actively transcribed genes, as evidenced by co-occupancy with RNA Pol
II (Figure 3-1,E). Furthermore, increased levels of c-Myc led to increased c-Myc sig-
nal at the core promoters of these genes, as evidenced by inspection of individual
gene tracks and genome-wide analysis (Figure 3-1,E-H). Interestingly, the effect of
increasing c-Myc levels by 28-fold in this system had only a small effect on the total
number of genes that were bound by c-Myc or the total number that were actively
transcribed (Figure 3-1,1). Instead, the predominant effect of increased levels of c-Myc
was increased binding to the promoters of the same set of active genes.
The DNA binding and transcriptional activities of c-Myc require heterodimeriza-
tion with Max (Blackwood and Eisenman (1991); Blackwood et al. (1992); Prender-
gast et al. (1991)), so all sites bound by c-Myc should be bound by Max. Indeed,
ChIP-seq analysis revealed that Max co-occupied essentially all c-Myc bound pro-
moter sites (Figure 3-6,B). Furthermore, analysis of the c-Myc binding sites at core
promoters revealed these sequences are highly enriched for the known c-Myc/Max
E-box binding motif (CACGTG) (p-value <le-232). These results indicate that in-
creased expression of c-Myc in P493-6 cells leads to increased binding by c-Myc/Max
heterodimers at the E-box-containing core promoter sequences of actively transcribed
genes.
3.2.2 Increased c-Myc leads to enhancer binding
A search for c-Myc binding events outside the core promoter regions of protein-coding
genes revealed that enhancers associated with active genes become occupied by c-Myc
in cells with elevated levels of the factor (Figure 3-2). It was also evident that rRNA
and tRNA genes became occupied by c-Myc (Figure 3-2,A), as reported previously
(Arabi et al. (2005); Gomez-Roman et al. (2003); Grandori et al. (2005)). c-Myc was
not enriched at transcriptionally silent genes (genes lacking evidence of RNA Pol II)
in cells with low or high levels of the factor.
Increases in the levels of c-Myc led to substantial increases in its levels at enhancers
of active genes (Figure 3-2,B-C; Figure 3-7,A-B). As expected, the c-Myc heterodimer
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partner, Max, occupied essentially all the enhancer sites that were bound by c-Myc
(Figure 3-7,C). Analysis of the sequences at enhancer elements revealed that an E-
box variant motif is highly enriched at these sites (p-value <4e-775) (Figure 3-2,D).
These results are consistent with the expectation that c-Myc occupies the E-box
variant sequences at enhancers as a c-Myc/Max heterodimer.
In cells expressing high levels of c-Myc, the number of molecules of the factor
(362,000) exceeds the number of active core promoters (16,500). We reasoned that
E-box sequences in core promoter regions would therefore become saturated as the
levels of c-Myc increased, and the factor would then bind lower affinity E-box se-
quences that occur at core promoters and enhancers. To test this idea, we ranked all
E-box (CANNTG) variants present in core promoter and enhancer regions by c-Myc
binding signal in the 24hr ChIP-Seq data, and determined how frequently these vari-
ous sequences were present in these bound regions (Figure 3-2,E). We found that the
highest signals were associated with the canonical CACGTG E-box sequence and that
the canonical E-box sequence occurs with the highest frequency ( 40%) of all E-box
sequences in core promoter regions (Figure 3-2,E). In contrast, the canonical E-box
sequence occurs much less frequently in enhancer regions ( 15%), where a variety of
E-box variants are occupied by c-Myc. To investigate whether there is a relationship
between the c-Myc signal at various E-box sequences in the ChIP-Seq data and c-Myc
binding affinity for such sequences, we produced recombinant c-Myc/Max protein and
studied its binding to DNA fragments containing E-box sequences in vitro using a
gel shift assay (Figure 3-2,F and Figure 3-7,D). The relative affinity of binding to
canonical and variant E-box sequences was investigated by incubating c-Myc/Max
protein with a DNA fragment containing the canonical E-box in competition with
three different DNA fragments. The canonical E-box sequence was the most effective
in the competition assay, the E-Box 3 variant CATGTG was less effective and the
E-Box 1 variant CAATTG was least effective (Figure 3-2,F). Thus, for these three E-
box sequences, the relative binding signals obtained by ChIP-Seq reflect the relative
affinities in this in vitro binding assay. These results are consistent with the model
that c-Myc/Max occupies high affinity E-box sequences at core promoters when the
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protein is present at low levels, but then occupies lower affinity E-box sequences at
core promoters and enhancers when present at high levels (Figure 3-2,G).
3.2.3 High c-Myc expression causes transcriptional amplifi-
cation in tumor cells
Previous studies have shown that c-Myc binding can recruit Positive Transcription
Elongation Factor b (P-TEFb) and thereby enhance elongation by RNA Pol II at
the CAD and CCND2 genes in tumor cells (Bouchard et al. (2004); Eberhardy and
Farnham (2001)) and at a large fraction of active genes in embryonic stem cells (Rahl
et al. (2010)). We therefore investigated whether the elevated levels of c-Myc have
these effects at active genes in P493-6 tumor cells.
We first investigated whether increased c-Myc occupancy leads to increased re-
cruitment of the P-TEFb elongation complex genome-wide. At core promoters and
enhancers that experienced increased c-Myc occupancy, we detected a significant in-
crease in occupancy by Cdk9, the catalytic subunit of P-TEFb (Figure 3-3,A). For
comparison, the levels of the transcription initiation-associated histone H3K4me3
modification showed little or no change at these genes.
We then investigated whether increased c-Myc occupancy results in stimulation
of RNA Pol II elongation through increased P-TEFb activity. P-TEFb predomi-
nantly phosphorylates the second serine residue of the RNA Pol II C-terminal domain
heptad repeat (Zhou et al. (2012)). The levels of this elongation-associated Ser2-
phosphorylated RNA Pol II (Ser2) and the initiation-associated Ser5-phosphorylated
RNA Pol II (Ser5) were measured in P493-6 cells expressing increasing levels of c-
Myc (Figure 3-3,B). The levels of the Ser2 RNA Pol II increased 2-fold over the 24
hour time course, whereas the levels of Ser5 RNA Pol II remained largely unchanged,
indicating an increase in actively elongating enzyme in cells with increased levels of
c-Myc. In addition, we found that increased c-Myc occupancy results in a general and
significant increase in the proportion of elongating to initiating RNA Pol II across
the genome as measured by ChIP-Seq enrichment (Figure 3-3,C) and traveling ratio
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(p-value <le-05) (Figure 3-3,D). As expected, genes with increased c-Myc occupancy
at enhancers displayed the greatest increases in elongating RNA Pol II levels (Figure
3-8,A). These results indicate that increased c-Myc binding at active genes stimulates
RNA Pol II elongation.
Finally, we determined whether increased e-Myc occupancy results in increases in
the absolute levels of RNA. We found that there was a 1.5 fold increase in total RNA
levels in cells over the time course of c-Myc induction (Figure 3-3,E). Both rRNA and
tRNA levels were increased (Figure 3-3,E and Figure 3-8,B). Digital gene expression
(Nanostring) (Geiss et al. (2008)) was used to quantify mRNA levels/cell for a large set
of 1,388 genes selected from multiple functional categories. The results showed that
transcripts from 96% of genes that were expressed at reliable levels (1 transcript/cell
or higher) in cells with relatively low levels of c-Myc were upregulated upon c-Myc
induction, with an average 2.4 fold increase in expression (Figure 3-3,F). In contrast,
genes that were not expressed in cells with lower levels of c-Myc remained silent
(Figure 3-3,F). These results are remarkably consistent with the result, described
above, that increasing the levels of c-Myc results in increased binding to the set of
existing active genes, with negligible binding to new sets of genes. Together, these
results indicate the predominant effect of substantially elevated levels of c-Myc is
amplified transcription of the existing gene expression program.
3.2.4 c-Myc genome occupancy in diverse tumor cells with
elevated c-Myc
The c-Myc inducible Burkitt's lymphoma model revealed that elevated levels of c-Myc
result in increased binding to core promoters and enhancers of active genes, leading
to transcriptional amplification. To determine whether high levels of c-Myc leads to
similar binding behavior in diverse patient-derived tumor cells, we studied cell lines
derived from three different clinically relevant tumor types: small cell lung carcinoma
(SCLC), multiple myeloma (MM) and glioblastoma multiforme (GBM). The cell lines
used were H2171 (SCLC) (Johnson et al. (1987)), which has a c-Myc gene amplifica-
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tion, MM1.S (MM) (Shou et al. (2000)), which has an IGH-MYC translocation, and
U-87 MG (GBM) (Hirvonen et al. (1994)), in which c-Myc levels accumulate due to
enhanced expression. The levels of c-Myc in these cells were 880,000 molecules/cell in
H2171 (SCLC), 495,000 molecules/cell in MM1.S (MM), and 110,000 molecules/cell
in U-87 MG (GBM) (Figure 3-4,A), which are similar to the levels observed in the
c-Myc inducible Burkitt's lymphoma model between 1 and 24 hours after induction
(Figure 3-1). ChIP-Seq analysis revealed that c-Myc occupies both the core pro-
moters and enhancers of actively transcribed genes in all three tumor types (Figure
3-4,B-D). Inspection of individual genes tracks showed c-Myc binding to the core pro-
moters of individual genes and to active enhancers in the respective cell type (Figure
3-4,E). For all three tumor types, the c-Myc binding sites at core promoters occurred
at canonical E-box motifs, whereas c-Myc binding at enhancers occurred at variant
E-box sequence motifs (Figure 3-4,F). We conclude that in diverse tumor cells ex-
pressing elevated levels of c-Myc, the transcription factor consistently occupies sites
at the promoters and enhancers of the majority of actively transcribed genes.
3.2.5 Effects of differential c-Myc expression in SCLC
MYC amplification in SCLC correlates with tumor progression and often occurs in as-
sociation with recurrent disease (Johnson et al. (1987); Little et al. (1983)). We used
two different SCLC lines that express different levels of c-Myc to determine whether
higher c-Myc levels are associated with increased promoter/enhancer occupancy and
transcriptional amplification in patient-derived SCLC. H128 SCLC cells express rel-
atively low levels of c-Myc from an unamplified MYC gene and H2171 SCLC cells
express high levels of c-Myc due to amplification of a region on chromosome 8 with
MYC (Campbell et al. (2008)). Although these cells originate from different patients,
they nonetheless provide a system to determine if the effects of different levels of
c-Myc observed in the Burkitt's Lymphoma model are recapitulated by low and high
endogenous expression in SCLC.
Analysis of the steady-state levels of c-Myc in these two SCLC cell lines revealed
that there was approximately 150-fold more c-Myc protein in H2171 compared to
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H128 (Figure 3-5,A and Figure 3-9,A). c-Myc occupancy was associated with RNA
Pol II occupancy genome-wide in both low and high c-Myc SCLC (Figure 3-5,B).
The set of transcribed genes was similar in low and high c-Myc SCLC, indicating
that elevated c-Myc levels do not increase the number of expressed genes significantly
(Figure 3-9,B). SCLC cells with higher expression of c-Myc showed increased occu-
pancy of core promoters and enhancers (Figure 3-5,C) of active genes. Thus, the
effects of increased levels of c-Myc on genome-wide occupancy that were observed in
the Burkitt's lymphoma model were also observed in the SCLC tumor cells.
We then investigated whether SCLC cells with elevated c-Myc levels showed evi-
dence of increased transcription elongation. SCLC cells expressing higher c-Myc levels
(H2171) had a higher ratio of elongation-associated Ser2-phosphorylated RNA Pol II
molecules (Figure 3-5,D) and a small but significant increase in the levels of elongat-
ing RNA Pol II across the genome as measured by RNA Pol II ChIP-Seq enrichment
(Figure 3-5,E) and by RNA Pol II traveling ratio (Figure 3-5,F). SCLC cells with
elevated c-Myc levels showed increased levels of total RNA, tRNA and rRNA (Figure
3-5,G and Figure 3-9,C). Digital gene expression (Nanostring) analysis demonstrated
that 88% of genes expressed at 1 transcript/cell or higher in low c-Myc cells were
upregulated upon c-Myc induction, with an average 3.5 fold increase in expression
(Figure 3-5,H). In contrast, 93% of genes that were not expressed in cells with lower
levels of c-Myc remained silent (Figure 3-5,H). As with the inducible c-Myc system,
these results indicate that the predominant effect of elevated levels of c-Myc in SCLC
is transcriptional amplification of the existing gene expression program.
3.3 Discussion
Elevated expression of c-Myc occurs frequently in human cancers and is associated
with tumor aggression and a remarkable range of cellular phenotypes, but the effect
of high levels of c-Myc on global gene regulation in tumor cells is poorly understood.
A widely held view is that high levels of c-Myc lead to newly activated or repressed
"Myc target genes ". The results described here support a different model: c-Myc
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accumulates in the promoter regions of active genes across the cancer cell genome and
causes transcriptional amplification, producing increased levels of transcripts within
the cell's gene expression program.
Transcription factors such as the myogenic regulator MyoD or the pluripotency
regulators Oct4 and Sox2, when newly expressed at high levels in cells, will bind
and establish new enhancers that modify the expression program and alter cell state
(Graf and Enver (2009)). In contrast, expression of high levels of c-Myc in tumor
cells produces a very different result. In the tumor cell systems described here, in-
creased levels of c-Myc result in increased binding to active genes and little binding
to genes that were inactive at low c-Myc levels, and there is little change in the set of
actively transcribed genes. As the levels of c-Myc increase, high affinity E-box sites
at active core promoters become saturated and lower affinity E-box variant sequences
at promoters and enhancers become occupied. This behavior of c-Myc is consistent
with evidence that the open chromatin environment at active promoters is important
for binding by this factor (Guccione et al. (2006)). Furthermore, enhancers loop into
proximity of core promoters at active genes (Bulger and Groudine (2011); G6nd6r
and Ohlsson (2009); Kagey et al. (2010); Ong and Corces (2011)) and this proximity
may facilitate binding of c-Myc to nearby enhancer elements once binding to sites in
core promoters is saturated. The functional consequence of elevated c-Myc binding
at active genes is increased recruitment of the pause release factor P-TEFb, increased
transcriptional elongation and a global increase in transcript levels.
The model that oncogenic c-Myc acts primarily in transcriptional amplification
of the tumor cell's gene expression program provides an explanation for the diverse
effects of oncogenic c-Myc on gene expression in different tumor cells. Numerous gene
expression studies have identified sets of genes whose expression levels are altered by
changes in c-Myc levels (Dang et al. (2006); Ji et al. (2011); Kim et al. (2006);
Schlosser et al. (2005); Schuhmacher et al. (2001); Zeller et al. (2003)). These c-
Myc signatures vary greatly across cell types (Chandriani et al. (2009)), making it
difficult to ascribe the broad range of cellular effects produced by oncogenic c-Myc
to a key set of target genes. This variation in c-Myc signatures would be expected
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with transcriptional amplification of the different gene expression programs inherent
in different cancer cells. Some variation in c-Myc signatures may also be due to a
limitation of microarray-based analysis, which typically involves a normalization step
that assumes similar levels of total RNA and thus does not detect amplification of the
entire gene expression program (see Appendix A). Although our evidence indicates
that c-Myc functions primarily in amplification, there are a small number of genes
whose expression is reduced in cells with high levels of c-Myc. These genes may
be directly repressed by c-Myc or their repression may be due to indirect effects;
for example, elevated levels of a negative regulator might overwhelm c-Myc-induced
amplification of some genes.
Transcriptional amplification may explain why c-Myc plays a critical role in tu-
morigenesis in a wide variety of human tissues. While numerous cellular pathways
can be mutated to provide an initial signal for increased cell growth and proliferation,
transcriptional amplification could provide the sweeping changes in cellular physiol-
ogy necessary for aggressive cellular growth and proliferation. Translational capacity
and aerobic energy metabolism are among the cellular functions that are limiting for
the growth of tumor cells and an increase in the levels of transcripts for this machinery
would increase the levels of its rate limiting components (Dai and Lu (2008); Ruggero
(2009)). It is also possible that the increase in essentially all components of the gene
expression program provides cells with an advantage when adapting to the multiple
mutated pathways that characterize most tumor cells.
Elevated expression of c-Myc occurs frequently in cancer. The model that c-
Myc can promote tumorigenesis through transcriptional amplification suggests that
therapies focused on the molecular mechanisms involved in RNA Pol II pause control
and elongation may be valuable for clinical treatment of many different tumors.
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3.4 Experimental Procedures
3.4.1 Cell Culture
Small cell lung carcinoma cells H128 (HTB-120 ATCC) and H2171 (CRL-5929) were
kindly provided by John Minna, UT Southwestern and P493-6 cells were kindly pro-
vided by Chi Van Dang, University of Pennsylvania. Multiple myeloma cells MM1.S
(CRL-2974 ATCC) and U-87 MG cells (HTB-14 ATCC) were purchased from ATCC.
Unless otherwise stated, all cells were propagated in RPMI-1640 supplemented with
10% fetal bovine serum and 1% GlutaMAX (Invitrogen, 35050-061). U-87 MG cells
were cultured in Eagle's Minimum Essential Medium (EMEM) modified to contain
Earles Balanced Salt Solution, non-essential amino acids, 2mM L-glutamine, 1mM
sodium pyruvate, and 1500mg/L sodium bicarbonate. Cells were maintained in a
NuAire (Plymouth, MN) water-jacketed incubator at 37 0C and 5% C02 for long
term propagation. For repression of the conditional pmyc-tet construct in P493-6
cells, 0.1pg/mL tetracycline (Sigma, T7660) was added to the culture medium and
cells were incubated for 72 hours. For MYC re-induction, cells were washed three
times with RPMI-1640 medium containing 10% tetracycline system approved FBS
(Clontech, 631105) and 1% GlutaMAX and re-cultured in tetracycline-free culture
conditions. All experiments involving P493-6 cells were performed in the absence of
EBNA2. For location analysis, log phase cells were crosslinked with formaldehyde as
described in (Rahl et al. (2010)).
3.4.2 ImageStream Multispectral Quantitative Imaging Flow
Cytometer Analysis
P493-6 cells were treated with 0.1pg/mL tetracycline (Sigma, T7660) for 72 hours
and then re-cultured in tetracycline-free culture conditions as described above. To
stain cells for the cell-surface glycoprotein CD9 and c-Myc, 1 x 106 cells were collected
by centrifugation, washed twice in ice cold Wash Buffer (PBS-2% FBS) and incubated
with a 1:40 dilution of APC-conjugated CD9 antibody (BD 341648) for 30 min on
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ice. Cells were washed once in ice cold Wash Buffer, resuspended in 250pL cold BD
Cytofix/Cytoperm Buffer (BD 554722) and incubate for 20 minutes on ice. Samples
were washed twice in BD Perm/Wash Buffer (BD 554722) and resuspended in 100pL
BD Perm/Wash Buffer containing 1:50 c-Myc DyLight-594 antibody (Epitomics).
Following 30 minutes incubation on ice, samples were washedtwice in BD Perm/Wash
Buffer and resuspended in 50pL Wash Buffer. Prior to ImageStream analysis, cells
were stained for DAPI and processed using the protocol for data acquisition and
analysis supplied by the manufacturer (Amins corporation).
3.4.3 Western Blotting
Total cell lysates for immunoblotting were prepared by pelleting 1 x 107 cells from
each cell line at 4'C (1,200 rpm) for 5 minutes using a Sorvall Legend centrifuge
(Thermo Fisher Scientific). After collecting the cells the pellets were washed IX
with ice-cold 1X PBS and the pellet after the final wash was resuspended in RIPA
lysis buffer (Sigma, R0278) containing 150mM NaCl, 1.0% IGEPAL® CA-630, 0.5%
sodium deoxycholate, 0.1% SDS, 50mM Tris, pH 8.0, 2X Halt Protease inhibitors
(Pierce, Thermo Fisher Scientific), and 2X Phosphatase inhibitor cocktail 2 (Sigma,
P5726) and 3 (Sigma, P0044). Total protein lysates were collected and snap-frozen in
liquid nitrogen before being stored at -80'C. Protein concentrations were determined
by using the Bradford protein assay (Bio-Rad, #500-0006)
For c-Myc, #-Actin, and Brgl immunoblotting, 50[tg of total cell lysates (see
Figure 3-1,B) were loaded per well into NuPAGE NOVEX 4-12% Bis-Tris Midi Gel
(Invitrogen, Carlsbad, CA) and separated by electrophoreses at 200 V for 1 hour.
The gels were then transferred onto a PVDF membrane (Immobilon-P Millipore,
Billerica, MA) by semi-dry transfer system (TransBlot SD Bio-Rad) and blocked
by incubation with 5% dry milk in TBST (TBS with 0.2% Tween-20). Membranes
were probed using antibodies raised against c-Myc (Epitomics, cat. #: 1472-1), #-
Actin (Sigma, clone AC-15, A5441), or Brg1 (Santa Cruz, clone H-88, sc-10768).
Chemiluminescent detection was performed with appropriate secondary antibodies
and visualized with high-resolution, high-sensitivity CCD detection using the Gel
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DocTMXR+ System (Bio-Rad).
For total and phospho-specific RNA Pol II immunoblotting, 2 x 107 cells were lysed
in 100pL CellLytic M Cell Lysis Reagent (Sigma, C2978). 10pL of total protein lysate
was loaded per well into NuPAGE NOVEX 3-8% Tris-Acetate Midi Gels (Invitrogen,
Carlsbad, CA) and separated by electrophoreses at 150V for 1 hour. The gels were
then transferred onto a PVDF membrane (Immobilon-P Millipore, Billerica, MA) by
wet transfer at 4C overnight and blocked by incubation with 5% BSA in TBST (TBS
with 0.2% Tween-20). Membranes were probed using antibodies that recognize the
following residues of RNA Pol II: phosphoserine 2 of the C-terminal domain (Covance
MMS-129R, clone H5 and Bethyl Laboratories A300-654A), phosphoserine 5 of the
C-terminal domain (Covance MMS-134R, clone H14), the C-terminal heptapeptide
repeat (Covance MMS-126R, clone 8WG16) and the N-terminal domain (Santa Cruz
N-20). Chemiluminescent detection was performed with appropriate secondary anti-
bodies and visualized with high-resolution, high-sensitivity CCD detection using the
Gel DOCTMXR+ System (Bio-Rad).
Quantitative Western Blotting was carried out as previously described (Rudolph
et al. (1999)). For every protein preparation (total protein extraction), cell number
was determined by counting cells using C-Chip disposable hemocytometers (Digital
Bio). Cells were lysed at a concentration of 100,000 cells/pL lysis buffer and pro-
cessed as described above. Purified, recombinant full-length his6-c-Myc was used as a
standard and loaded at the concentrations depicted in each figure. Determination of
the number of c-Myc protein molecules per cell was carried out by linear regression
analysis using the Image Lab Software (Bio-Rad, version 3.0).
3.4.4 Protein Purification
Purified his6-c-Myc and his6-Max was generated essentially the same as described in
(Farina et al. (2004)) except c-Myc and Max were purified individually. Constructs
were kindly provided by Ernest Martinez (UC Riverside) and his6 -c-Myc was sub-
cloned into pET15b. Purified protein was stored as glycerol stocks (40% glycerol,
50mM Tris pH 8.0, 150mM NaCl) at -80 C.
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3.4.5 c-Myc/Max Gelshift Experiments
Purified recombinant his6-c-Myc and his6-Max were used to test the ability of c-
Myc/Max heterodimers to bind E-box variants in vitro. c-Myc/Max heterodimers
were formed by adding each component individually into a buffer of 50mM Hepes,
150mM NaCl, 0.2% BSA (w/v), 0.02% Tween 20, 0.5mM MgCl2 and 100uM DTT.
Because Max can form homodimers and bind E-box containing DNA, c-Myc was
titrated and optimized to produce only c-Myc/Max heterodimers for this analysis
and uses similar conditions as described in (Ecevit et al. (2010)). c-Myc/Max were
added in the buffer described above for 30 minutes at room temperature. Biotinylated
DNA containing the canonical E-box sequence (CACGTG "E-box") was added for
all competition assays in addition to either 5-fold, 2.5-fold or 1-fold molar excess of
non-biotinylated competitor containing E-box variants. All DNA was added for 60
minutes at room temperature. Glycerol was added just prior to gel loading to a final
concentration of 5%. Samples were loaded on 6% gel retardation gels (Invitrogen)
and run for 50 minutes at 100V in 0.5X TBE at room temperature. Gels were trans-
ferred to GeneScreen Plus Hybridization Transfer Membrane (PerkinElmer) in 0.5X
TBE for 60 minutes at 380mA at 4C. DNA was UV crosslinked to membrane and
biotinylated DNA was detected using Pierce Chemiluminescent Nucleic Acid Detec-
tion Module.
Competitor DNA sequences used were:
E-box: GGAAGCAGACCACGTGGTCTGCTTCC
E-box 1: GGAAGCAGACCAATTGGTCTGCTTCC
E-box 2: GGAAGCAGACCACGAGGTCTGCTTCC
E-box 3: GGAAGCAGACCATGTGGTCTGCTTCC
E-box 4: GGAAGCAGACCAACGTTGGTCTGCTTCC
E-box 5: GGAAGCAGACCACGCGGTCTGCTTCC
E-box 6: GGAAGCAGACCATGCGGTCTGCTTCC
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3.4.6 RNA Quantification
Prior to RNA preparation (total RNA extraction), cell numbers were determined by
counting cells using C-Chip disposable hemocytometers (Digital Bio). Total RNA
extraction was performed on 5 x 10' cells using the miRVana miRNA extraction kit
(Ambion, AM1560) and the recovered RNA was eluted in 100pL nuclease-free water
(Ambion, AM9938). Total RNA concentrations were measured using the NanoDrop
ND-1000 and converted to ng per 1,000 cells.
Total RNA extracted from P493-6 cells during the induction time course and
H2171 and H128 SCLC cells was loaded on a 5% TBE-Urea gel and run in 0.5X
TBE. Total RNA from cellular equivalents of 1.6 and 3.2 million was loaded into
each lane. The gel was stained with 1[tg/ml ethidium bromide in 0.5X TBE for
10 minutes and quickly rinsed with 0.5X TBE and imaged under UV light using a
BioRad Molecular Imager ChemiDoc XRSplus imaging system. Band intensity for
5.8S rRNA, 5S rRNA and tRNA species were quantified with Image Lab 3.0.1 using
the software's automated band finding software. The band intensity was quantified
from multiple lanes for each time point or cell line and from multiple exposures. For
the P493-6 time course experiment, the fold over 0 hour was calculated and the mean
with SEM among the different loading amounts and exposures is shown. For the
SCLC experiment, the fold over H128 was calculated and the mean with SEM among
the different loading amounts and exposures is shown.
3.4.7 RNA Extraction and NanoString nCounter Gene Ex-
pression Assay
For digital gene expression using NanoString nCounter Gene Expression CodeSets,
1 x 106 low passage cells were collected and lysed directly in 100pLL RLT buffer (Qiagen,
74104) to yield a concentration of 10,000 cells per pL. Lysates were processed accord-
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ing to the Cell Lysate Protocol (nCounter Gene Expression Protocol, NanoString).
Briefly, 4pL of cell lysate was incubated overnight at 65'C in nCounter Reporter
CodeSet, Capture ProbeSet and hybridization buffer. Following hybridization, sam-
ples were immediately processed with the nCounter PrepStation and subsequently
analyzed on an nCounter Digital Analyzer.
We used nCounter Reporter CodeSets encompassing 1,388 genes across multiple
functional categories. These included three custom CodeSets and two pre-designed
CodeSets. The custom CodeSets used encompassed sets of known cancer related genes
(CodeSet CS-1, CS-2) (Delmore et al. (2011)) and sets of known c-Myc targets genes
(CodeSet CS-MYC). The pre-designed CodeSets used were: nCounter GX Human
Immunology Kit (511 immunology-related human genes and 15 internal reference
genes) and nCounter GX Human Kinase Kit (519 human kinase genes and 8 internal
reference genes).
3.4.8 Chromatin Immunoprecipitation (ChIP)
ChIP was carried out as described in (Rahl et al. (2010)). In summary, cells were
crosslinked as described above for 10 minutes at room temperature by the addition
of one-tenth of the volume of 11% formaldehyde solution (11% formaldehyde, 50mM
Hepes pH 7.3, 100mM NaCl, 1mM EDTA pH 8.0, 0.5mM EGTA pH 8.0) to the growth
media followed by two washes with PBS. Following the final PBS wash, supernatant
was aspirated and the cell pellet was flash frozen in liquid nitrogen. Frozen crosslinked
cells were stored at -80'C.
50pl of Dynal magnetic beads (Sigma) were blocked with 0.5% BSA (w/v) in PBS.
Magnetic beads were bound with Sug of the indicated antibody. Antibodies used are
as follows: total RNA Pol II (Rpbl N-terminus): Santa Cruz sc-899 lot# B1010 c-Myc
(N-262): Santa Cruz sc-764 lot#G0111 Max (C-17): Santa Cruz sc-197 lot#A0311
Histone H3K27Ac: Abcam ab4729 lot#GR45787-1 Med1: Bethyl Labs A300-793A
lot#A300-793A-1 and Histone H3K4me3: Millipore 07-473 lot#DAM1824767 Cdk9:
Santa Cruz sc-8338 lot# 10109 and Santa Cruz sc-484 lot# B0910. Crosslinked cells
were lysed with lysis buffer 1 (50mM Hepes pH 7.3, 140mM NaCl, 1mM EDTA, 10%
120
glycerol, 0.5% NP-40, and 0.25% Triton X-100) and washed with lysis buffer 2 (10mM
Tris-HCl pH 8.0, 200mM NaCl, 1mM EDTA pH 8.0 and 0.5mM EGTA pH 8.0).
For c-Myc, Max and H3K4me3 ChIPs, cells treated with lysis buffer 1 and lysis
buffer 2 were resuspended and sonicated in lysis buffer 3 (10mM Tris-HCl pH 8.0,
100mM NaCl, 1mM EDTA pH 8.0, 0.5mM EGTA pH 8.0, 0.1% Na-Deoxycholate and
0.5% N-lauroylsarcosine) for 9 cycles at 30 seconds each on ice (18-21 watts) with 60
seconds on ice between cycles. Triton X-100 was added to a final concentration of 1%
to the sonicated lysates. Sonicated lysates were cleared and incubated overnight at
4C with magnetic beads bound with antibody to enrich for DNA fragments bound
by the indicated factor. Beads were washed four times with RIPA (50mM Hepes pH
7.3, 500mM LiCl, 1mM EDTA; 1% NP-40 and 0.7% Na-Deoxycholate) and once with
TE + 50mM NaCl. Bound complexes were eluted in elution buffer (50mM Tris-HCl
pH 8.0, 10mM EDTA pH 8.0, 1% SDS) at 65'C for 15 minutes with occasional vor-
texing. Cross-links were reversed overnight at 65'C. RNA and protein were digested
using RNAse A and Proteinase K, respectively and DNA was purified with phenol
chloroform extraction and ethanol precipitation.
For RNA Pol II and H3K27Ac ChIPs, cells were resuspended and sonicated in
sonication buffer (50mM Tris-HCl pH 7.5, 140mM NaCl, 1mM EDTA, 1mM EGTA,
1% Triton X-100, 0.1% Na-deoxycholate, 0.1% SDS) for 9 cycles at 30 seconds each
on ice (18-21 watts) with 60 seconds on ice between cycles. Sonicated lysates were
cleared and incubated overnight at 4C with magnetic beads bound with antibody to
enrich for DNA fragments bound by the indicated factor. Beads were washed three
times with sonication buffer, one time with sonication buffer with 500mM NaCl,
one time with LiCl wash buffer (20mM Tris pH 8.0, 1mM EDTA, 250mM LiCl,
0.5% NP-40, 0.5% Na-deoxycholate) and one time with TE. DNA was eluted in
elution buffer. Cross-links were reversed overnight. RNA and protein were digested
using RNAse A and Proteinase K, respectively and DNA was purified with phenol
chloroform extraction and ethanol precipitation.
For Med1 and Cdk9 ChIPs, cells were resuspended and sonicated in sonication
buffer (50mM Tris-HCl pH 7.5, 140mM NaCl, 1mM EDTA, 1mM EGTA, 1% Triton
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X-100, 0.1% SDS) for 9 cycles at 30 seconds each on ice (18-21 watts) with 60 seconds
on ice between cycles. Sonicated lysates were cleared and incubated overnight at 4'C
with magnetic beads bound with antibody to enrich for DNA fragments bound by
the indicated factor. Beads were washed three times with sonication buffer, one time
with sonication buffer with 500mM NaCl, one time with LiCl wash buffer (20mM
Tris pH 8.0, 1mM EDTA, 250mM LiCl, 0.5% NP-40, 0.5% Na-deoxycholate) and one
time with TE. DNA was eluted in elution buffer. Cross-links were reversed overnight.
RNA and protein were digested using RNAse A and Proteinase K, respectively and
DNA was purified with phenol chloroform extraction and ethanol precipitation.
3.4.9 Illumina Sequencing and Library Generation
Purified ChIP DNA was used to prepare Illumina multiplexed sequencing libraries.
Libraries for Illumina sequencing were prepared following the Illumina TruSeqTMDNA
Sample Preparation v2 kit protocol with the following exceptions. After end-repair
and A-tailing, Immunoprecipitated DNA (10-50ng) or Whole Cell Extract DNA
(50ng) was ligated to a 1:50 dilution of Illumina Adapter Oligo Mix assigning one
of 24 unique indexes in the kit to each sample. Following ligation, libraries were
amplified by 18 cycles of PCR using the HiFi NGS Library Amplification kit from
KAPA Biosystems. Amplified libraries were then size-selected using a 2% gel cassette
in the Pippin PrepTMsystem from Sage Science set to capture fragments between 200
and 400 bp. Libraries were quantified by qPCR using the KAPA Biosystems Illumina
Library Quantification kit according to kit protocols. Libraries with distinct TruSeq
indexes were multiplexed by mixing at equimolar ratios and running together in a
lane on the Illumina HiSeq 2000 for 40 bases in single read mode.
122
3.5 Data Analysis
3.5.1 Gene sets and annotations
All analysis was performed using RefSeq (NCBI36/HG18) (Pruitt et al. (2007)) hu-
man gene annotations.
3.5.2 ChIP-Seq data processing
All ChIP-Seq datasets were aligned using Bowtie (version 0.12.2) (Langmead et al.
(2009)) to build version NCBI36/HG18 of the human genome. Alignments were per-
formed using the following criteria: -n2, -e70, -ml, -k1, -best. These criteria preserved
only reads that mapped uniquely to the genome with 1 or fewer mismatches. Aligned
and raw data can be found online associated with the GEO Series ID GSE36354
(www.ncbi.nlm.nih.gov/geo/).
3.5.3 Calculating read density
We used a simple method to calculate the normalized read density of a ChIP-Seq
dataset in any region. ChIP-Seq reads aligning to the region were extended by 200bp
and the density of reads per basepair (bp) was calculated. In order to eliminate PCR
bias, multiple reads of the exact same sequence aligning to a single position were
collapsed into a single read. Only positions with at least 2 overlapping extended
reads contributed to the overall region density. The density of reads in each region
was normalized to the total number of million mapped reads producing read density
in units of reads per million mapped reads per bp (rpm/bp).
3.5.4 Correlating c-Myc binding with RNA Pol II transcrip-
tion
All genes were ranked by increasing density of RNA Pol II ChIP-Seq reads in the
promoter region (+/- 1kb of transcription start site (TSS) and binned in increments
123
of 100 genes. The median ChIP-Seq density for promoter regions within each bin was
calculated in rpm/bp for both Pol II and c-Myc and plotted (c-Myc) or shaded by
binding density (RNA Pol II) (Figure 3-1,E Figure 3-4,B and Figure 3-5,B).
In order to distinguish statistically significant differences in c-Myc binding between
datasets, the c-Myc ChIP-Seq read densities for promoter regions in the top 10 bins
ranked by RNA Pol II binding were compared using a Welch's two-tailed t test to
produce a p-value of significance.
3.5.5 Identifying ChIP-Seq enriched regions
We used the MACS version 1.4.1 (Model based analysis of ChIP-Seq) (Zhang et al.
(2008)) peak finding algorithm to identify regions of ChIP-Seq enrichment over back-
ground. A p-value threshold of enrichment of le-9 was used for all datasets. The
GEO accession number and background used for each dataset can be found in Table
3.1.
3.5.6 Defining transcribed genes
A gene was defined as transcribed if an enriched region for either H3K4me3 or RNA
Pol II was located within +/- 5kb of the TSS. H3K4me3 is a histone modification
associated with transcription initiation (Guenther et al. (2007)). We next calculated
the overlap between transcribed genes during c-Myc induction in P493-6 cells (Figure
3-1,1) and in SCLC (Figure 3-9,B). The number of transcribed genes in each cell line
can be found in Table 3.2.
3.5.7 Defining active enhancers
Active enhancers were defined as regions of enrichment for H3K27Ac outside of pro-
moters (greater than 5kb away from any TSS). H3K27Ac is a histone modification
associated with active enhancers (Creyghton et al. (2010); Rada-Iglesias et al. (2011)).
Active enhancers form loops with promoters that are facilitated by the Mediator com-
plex (Kagey et al. (2010)). Thus, we validated H3K27Ac definitions of enhancers us-
124
ing ChIP-Seq data for the mediator subunit Med1. Enriched regions from Med1 had
>90% overlap with H3K27Ac regions in all datasets. Strong signal over background
was identified centered on H3K27Ac peaks in P493-6 cells (Figure 3-7,A). Addition-
ally, Med1 levels at enhancers strongly correlated with H3K27Ac, but did not correlate
with the initiation specific histone modification H3K4Me3 (Figure 3-7,B). These re-
sults provide further evidence that enriched regions of H3K27Ac outside of TSSs were
representative of active enhancers. The number of active enhancers in each cell line
can be found in Table 3.3.
3.5.8 c-Myc overlap with Max
Using ChIP-Seq data, we investigated the overlap between c-Myc and Max binding.
At promoters of actively transcribed genes (Figure 3-6,B) or active enhancers (Figure
3-7,C) we identified all c-Myc associated enriched regions. We then counted the pro-
portion of promoter or enhancer associated c-Myc enriched regions that co-localized
within 5kb of a Max enriched region.
3.5.9 Heatmap representations of ChIP-Seq data
In order to display ChIP-Seq levels at promoters or enhancers, we used a heatmap
representation. In the heatmap representation, each row represents the +/- 5kb
centered on the TSS (for promoter heatmaps) or H3K27Ac enriched region center
(for enhancer heatmaps). Each 50bp bin in each row was shaded based on intensity
of ChIP-Seq occupancy (in units of rpm/bp).
3.5.10 Quantifying differences in ChIP-Seq occupancy
We quantified the difference in ChIP-Seq occupancy at promoters or enhancers by
comparing distributions of ChIP-Seq occupancy (Figure 3-1,H Figure 3-2,C Figure
3-3,A Figure 3-5,C). For each promoter or enhancer, we first calculated the mean
ChIP-Seq in the +/- 1kb region centered on the TSS (for promoters) or H3K27Ac
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enriched region center (for enhancers). The significance of the difference between the
distributions of mean densities was calculated using a Welch's two-tailed t test.
3.5.11 Identifying c-Myc binding motifs
We used the MEME (Multiple EM for Motif Elicitation) algorithm to identify enriched
sequence motifs in c-Myc binding data (Bailey and Elkan (1994)). For each cell line,
we identified all promoter or enhancer associated c-Myc enriched regions. Promoter
associated regions were identified as c-Myc enriched regions within +/- 5kb of a
transcribed gene's TSS. Enhancer associated regions were identified as c-Myc enriched
regions within +/- 5kb of the center of an active enhancer region. Promoter and
enhancer associated c-Myc enriched regions were ranked by MACS enriched region
peak height and the sequence +/- 100bp of the peak of the top 3,000 enriched regions
were used as an input for MEME. Since c-Myc/Max is known to bind a 6mer sequence,
we ran MEME with parameters to allow for discovery of motifs between 4bp and 10bp
in length.
3.5.12 Calculating c-Myc levels at transcriptional elements
We determined the average background subtracted density of c-Myc binding at var-
ious transcriptional elements in P493-6 cells (Figure 3-2,A). We examined +/- 1kb
regions centered on five transcriptional elements: core promoters of active genes, core
promoters of silent genes, active enhancers, tRNA TSSs, and rRNA TSSs. For active
core promoters, we ranked all transcribed genes by RNA Pol II ChIP-Seq density at
Ohr after c-Myc induction in the +/- 1kb TSS region and selected the top 5,000 core
promoters. 5,000 Active enhancer regions were selected in a similar fashion, ranked by
H3K27Ac levels. The TSSs for rRNA and tRNA genes were derived from the HG18
rnaGene annotation table (genome.ucsc.edu) (Mourelatos et al. (2002); Pasquinelli
et al. (2000)).
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3.5.13 Proximity of c-Myc bound enhancers to active genes
We investigated the spatial relationship between c-Myc bound active enhancers and
actively bound genes. For each of the top 3,000 c-Myc bound active enhancers ranked
by c-Myc binding, we recorded the distance to the TSS of the nearest active gene.
As a control, we repeated this analysis, but with randomized positions for c-Myc
bound enhancers. We compared the number of c-Myc bound enhancers within 100kb
of active gene TSSs with the number from shuffled controls in order to derive an
empirical p-value.
3.5.14 Ranking E-boxes by c-Myc signal
We quantified the c-Myc binding intensity in P493-6 cells at 24hrs after c-Myc induc-
tion for all 16 E-box variants (CANNTG) at core promoters of actively transcribed
genes or active enhancers. For each E-box variant, we identified all c-Myc binding
regions containing the E-box variant in the +/- 100bp region surrounding the c-Myc
MACS enriched region peak, and determined the average c-Myc binding intensity. We
observed the highest average binding intensity at the canonical E-box (CACGTG).
E-box variants were ranked by c-Myc binding intensity normalized to the signal at
the canonical E-box (Figure 3-2,E left).
We next identified all E-box variants present in the top 3,000 promoter or enhancer
associated c-Myc binding regions. We then determined the distribution of each E-box
variant at either promoters or enhancers (Figure 3-2,E right).
3.5.15 Calculating fold change in Cdk9 levels upon c-Myc
induction
We determined how levels of Cdk9 at promoters and enhancers were affected by
increased c-Myc occupancy. Active core promoters and enhancers were ranked by the
absolute change in c-Myc levels (rpm/bp) between Ohr and 24hr after c-Myc induction
in P493-6 cells in the +/- 1kb region centered on the TSS (for promoters) or H3K27Ac
enriched region center (for enhancers). The fold change in Cdk9 levels between 24hr
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and Ohr were plotted for the top 2,000 enhancers with the highest increased c-Myc
occupancy during c-Myc induction (center), and 2,000 enhancers without increased
c-Myc occupancy during c-Myc induction (right). As a control, similar calculations
were made for changes in the levels of the transcription initiation histone H3K4Me3
modification. The significance of change between changes in Cdk9 levels and changes
in H3K4Me3 levels at these elements was established using a Welch's two-tailed t test.
3.5.16 Determination of RNA Pol II enrichment ratios
We determined the ratio of enrichment for elongating to initiating RNA Pol II density
in each cell line. Since we wanted to compare regions between genes of varying lengths,
we defined initiating and elongating regions relative to the gene body length, and not
by absolute coordinates. We defined the initiating region from -300 bp upstream of
the TSS to 3% into the body of the gene. We defined the elongating region from
30% in the body of the gene to +3kb after the gene end, as elongating RNA Pol II
has been shown to accumulate in the transcription termination region (Core and Lis
(2008); Core et al. (2008); Rahl et al. (2010)). In order to make higher confidence
comparisons, we only used genes with >0.01 rpm/bp density of RNA Pol II in either
the initiating or elongating region. For each gene, we calculated the RNA Pol II
ChIP-Seq enrichment over background in the initiating and elongating regions. We
then calculated the ratio of Pol II enrichment in elongating regions over initiating
regions (Figures 3-3,C and Figure 3-5,E). The significance of change between samples
was established using a Welch's two-tailed t test.
3.5.17 Determination of RNA Pol II traveling ratio
We determined the ratio of background subtracted RNA Pol II ChIP-Seq levels in
initiating to elongating regions, a measure known as the traveling ratio (TR) (Rahl
et al. (2010)) in each cell line (Figure 3-3,D and Figure 3-5,F). We defined the initiat-
ing region as +/-300bp around the TSS. We defined the elongating region as +300bp
from the TSS to +3,000bp after the gene end. In order to make higher confidence
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comparisons, we limited our analysis to genes with detectable signal above noise in
the initiating and elongating regions across all samples. The statistical significance
of changes in the distribution of traveling ratios was determined using a Welch's
two-tailed t test
3.5.18 Determining effect of c-Myc enhancer invasion on elon-
gating RNA Pol II levels
We determined the effect of c-Myc enhancer invasion on genes with and without
proximal c-Myc invaded enhancers. We used a simple proximity rule to determine
whether a gene contained a nearby active enhancer. Genes with one or more active
enhancer (defined previously using H3K27Ac regions) within +/-100kb of the TSS
were classified as having a proximal enhancer. Genes were ranked by the net increase
in c-Myc levels at proximal enhancers. The absolute change in density of RNA Pol II
between 24hr and Ohr in the elongating gene body region (+300 from TSS to +3,000
after gene end) was determined for 1,000 randomly selected genes without proximal
enhancers, 1,000 genes without increased c-Myc occupancy at proximal enhancers
during c-Myc induction, the top 1,000 genes with the highest increase in c-Myc oc-
cupancy at proximal enhancers during c-Myc induction. The significance of change
between distributions was established using a Welch's two-tailed t test.
3.5.19 Calculating digital gene expression using NanoString
nCounter gene expression assays
We examined the effect of c-Myc overexpression on a set of 1,388 genes selected from
multiple functional categories using digital gene expression (NanoString). For each
gene, we estimated its transcripts/cell level through linear interpolation of RNA spike
in controls. We used the approximation that the signal detected from the 0.5 femto-
molar RNA spike in was equivalent to the signal detected for a transcript expressed
at the equivalent of 1 transcirpt/cell. In P493-6 cells, we defined a gene as transcrip-
tionally active if its average expression across replicates was above 1 transcript/cell at
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the start of c-Myc induction (Ohr) (Figure 3-3,F). We defined a gene as transcription-
ally silent if its average expression across replicates was below the detection threshold
of <0.5 transcripts/cell. In SCLC, active and silent gene sets were similarly defined
using data from low c-Myc H128 cells (Figure 3-5,H). The significance of the number
of genes with increased expression across the sample pool was determined using a
Wilcoxon rank sum test.
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Figure 3-1 (previous page): c-Myc overexpression leads to increased binding
at promoters of active genes. A. Schematic of the inducible c-Myc expression
system in P493-6 Burkitt's lymphoma cells. B. Western blot of relative levels of
c-Myc protein (top) and actin (bottom) at Ohr, lhr, and 24hr after induction. C.
Left: Quantitative Western blot of c-Myc during induction. Increasing amounts of
purified, recombinant his6 -c-Myc (left lanes) and lysates prepared from increasing
numbers of cells (right lanes) shown at Ohr (top), 1hr (middle) and 24hr (bottom).
Right: Coomasie stained gel of purified recombinant his 6-c-Myc. D. Images of three
representative cells taken during c-Myc induction. From left to right, cells at Ohr, 1hr,
and 24hr are shown. From top to bottom are images of bright field, CD9 stained,
DAPI stained, c-Myc stained, and a merge of c-Myc and Dapi stained cells. E.
Median c-Myc levels in the +/- 1kb region around transcription start sites (TSSs) of
promoters ranked by increasing RNA Pol II occupancy at Ohr. Levels are in units of
reads per million mapped reads per base pair (rpm/bp) for Ohr, 1hr, and 24hr (blue,
black, red). Promoters were binned (50/bin) and a smoothing function was applied
to median levels. F. Gene tracks of c-Myc binding at the NPM1 gene at Ohr (top),
1hr (middle), and 24hr (bottom). The x-axis shows genomic position. The y-axis
shows signal of c-Myc binding in units of rpm/bp. G. Heatmap of c-Myc levels at
TSS regions at Ohr, 1hr, and 24hr. Each row shows the +/-5kb centered on the TSS.
TSSs for all actively transcribed genes in P493-6 cells are shown and ranked by c-Myc
occupancy at Ohr. Color scaled intensities are in units of rpm/bp. H. Boxplots of
c-Myc levels at Ohr, 1hr, and 24hr in the +/- 1kb centered on the TSS of all genes
actively transcribed at the start of c-Myc induction. Units are in rpm/bp. Changes
between mean c-Myc levels at promoters are significant (Welch's two-tailed t test)
between Ohr and 1hr (p-value /textless le-16) and 1hr and 24hr (p-value /textless le-
16). I. Venn diagram showing the overlap between sets of transcribed genes during
c-Myc induction at Ohr, 1hr, and 24hr. Transcribed genes were defined as having
an enriched region for either H3K4Me3 or RNA Pol II within 5kb of the annotated
transcription start site (TSS). Each circle represents the set of transcribed genes at
Ohr (blue), 1hr (black) or 24hr (red). See also Figure S1
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Figure 3-2 (previous page): c-Myc overexpression leads to binding of active
enhancers. A. Heatmap showing c-Myc occupancy levels at the top 5,000 promoters
ranked by RNA Pol II levels at Ohr, the top 5,000 active enhancers ranked by H3K27Ac
levels at Ohr, rRNA genes, and tRNA genes (columns) at Ohr, 1hr, and 24hr (rows).
Intensities are in units of c-Myc rpm/bp. B. Heatmap of H3K27Ac and c-Myc levels at
the top 5,000 active enhancers ranked by H3K27Ac levels at Ohr in P493-6 cells at Ohr
and 24hr. Each row shows +/-5kb centered on the H3K27Ac peak. Rows are ordered
by the net increase in c-Myc occupancy after 24hrs of c-Myc induction. Color scaled
intensities are in units of rpm/bp. C. Boxplots of c-Myc levels at Ohr, 1hr, and 24hr in
the +/- 1kb around the center of the top 5,000 active enhancers ranked by H3K27Ac
levels at the start of c-Myc induction. Units are in rpm/bp. Changes between mean c-
Myc levels at enhancers are significant (Welch's two-tailed t test) between Ohr and 1hr
(p-value <le-16) and 1hr and 24hr (p-value <le-16). D. c-Myc binding motif found
enriched at core promoters (left, p-value <le-232) or at active enhancers (right, p-
value <4e-775) 24hr after c-Myc induction. E. c-Myc occupancy at E-box sequences.
Left: E-box variants (CANNTG) were ranked by c-Myc ChIP-Seq signal strength
at 24hr. The signal strength relative to the canonical CACGTG E-box is indicated
by the shaded color intensity adjacent to E-box sequences. Right: The percentage
of all E-box motifs found in c-Myc bound regions at promoters (red) or enhancers
(blue) for all E-box variants. F. Gel shift assays of purified c-Myc/Max binding to
canonical CACGTG E-box sequences following competition with decreasing amounts
(5, 2.5 and 1 fold excess) of unlabeled competitor sequences. The higher bands
reflect the amounts of labeled canonical E-box sequences bound by c-Myc/Max and
the lower band reflects the amount of unbound canonical E-box DNA. Lane 1: No
competitor DNA. Lanes 2-10: The effect of adding various amounts of competitor
DNA fragments containing the. canonical E-box or variant E-box sequence motifs (E-
box 1 and E-box 3). Bottom: Competitor DNA sequences are shown centered around
the E-box (bold). Differences from the canonical sequence are highlighted in red.
G. Gene tracks showing c-Myc occupancy (rpm/bp) at the NNT promoter (left) or
downstream enhancer (right) after Ohr (top), 1hr (middle), and 24hr (bottom) after c-
Myc induction. The x-axis shows genomic position. The y-axis shows signal strength
of c-Myc binding. E-boxes proximal to the c-Myc peak at either the promoter or
enhancer are depicted as boxes shaded by E-box signal strength (from Figure 2E).
The NNT gene is indicated at the bottom (introns as lines, exons as boxes). See also
Figure S2.
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Figure 3-3 (previous page): c-Myc overexpression leads to transcriptional am-
plification. A. Boxplots of the fold changes in levels of H3K4Me3 (green) and
Cdk9 (pink) between 24hr and Ohr at the top 2,000 core promoters with the highest
increased c-Myc occupancy during c-Myc induction (left), the top 2,000 enhancers
with the highest increased c-Myc occupancy during c-Myc induction (center), and
2,000 enhancers without increased c-Myc occupancy during c-Myc induction (right).
The differences in the levels of changes between H3K4Me3 and Cdk9 were significant
(Welch's two-tailed t test) at core promoters (p-value <2.2e-16) and at enhancers with
increased c-Myc occupancy (p-value = 6.48e-07) and not significant at enhancers with-
out increased c-Myc occupancy (p-value = 0.06). B. Western blots of RNA Pol II
at Ohr, 1hr, and 24hr using antibodies specific to various forms of the enzyme. From
top to bottom: RNA Pol II Ser2P specific (H5, Covance), RNA Pol II Ser2P specific
(A300-654A, Bethyl), RNA Pol II Ser5P specific (H14, Covance), hypophosphory-
lated RNA Pol II specific (8WG16, Bethyl), total RNA Pol II (N-20, Santa Cruz).
For RNA Pol II Ser2P and Ser5P antibodies, the ratio of signals vs. Ohr is displayed
for each timepoint below the blot. C. Bar graph of RNA Pol II enrichment ratio be-
tween elongating and initiating regions during c-Myc induction at Ohr, 1hr, and 24hr
(left, center, right) for the top 5,000 genes ranked by RNA Pol II occupancy at Ohr.
The y-axis shows the ratio between the fold enrichment over background of RNA Pol
II in the elongating region versus the fold enrichment over background of RNA Pol
II in the promoter region. Error bars represent standard error of the mean. Changes
between Ohr, 1hr, and 24hr are significant (Welch's two-tailed t test, p-value <le-16).
D. Empirical cumulative distribution plots of RNA Pol II traveling ratios (TR) for
1,000 transcribed genes (Rahl et al. (2010)). Genes were randomly selected from the
pool of genes containing higher than background levels of RNA Pol II at the promoter
and gene body at Ohr, 1hr, and 24hrs. Differences in the TR distribution at Ohr and
24hr are significant (Welch's two-tailed t test, p-value = 4.5e-5). E. Left: Bar graph
showing quantification of total RNA levels for cells at Ohr, 1hr, and 24hr. Units are in
ng of total RNA per 1,000 cells and represented as mean +/- SEM. Right: 5% TBE
urea gel of ethidium bromide stained total RNA extracted from equivalent numbers
of cells at Ohr, 1hr, and 24hr. Bands corresponding to the 5.8S rRNA subunit, 5S
rRNA subunit, and tRNA are labeled. F. Boxplot of transcripts/cell estimations from
NanoString nCounter gene expression assays for active (right) or silent (left) genes
at Ohr, 1hr, and 24hr. 755 active genes (expressed >1 transcripts/cell) at Ohr are
shown (left, red). 514 silent genes (expressed <0.5 transcripts/cell) at Ohr are shown
(right, black). The number of genes with increased expression between Ohr and 1hr
are significant (Wilcoxon rank sum test) for active genes (p-value <2.2e-16) and non
significant for silent genes (p-value = 0.997).
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Figure 3-4 (previous page): c-Myc binds to core promoters and active en-
hancers when overexpressed in different cancers. A. Western blot of c-Myc
protein levels in tumor cell lines compared with purified c-Myc. Increasing amounts
of purified c-Myc (left lanes) and lysates prepared from increasing numbers of cells
(right lanes) are shown for SCLC (left), MM (middle), and GBM (right). B. For
each tumor cell line, median c-Myc levels in units of rpm/bp are plotted at promoters
ranked by increasing RNA Pol II occupancy. Promoters were binned (50/bin) and
a smoothing function was applied to median levels. C. For each tumor cell line, a
heatmap of c-Myc levels at TSSs of actively transcribed genes is displayed. Each row
represents the +/-5kb centered on the TSS. TSSs for actively transcribed genes in
each tumor cell line are shown. Color scaled intensities are in units of rpm/bp. D.
For each tumor cell line, a heatmap displays H3K27Ac and c-Myc levels at active
enhancers. Each row represents the +/-5kb centered on the H3K27Ac peak. Rows
are ordered by H3K27Ac binding in each tumor cell line. Color scaled intensities
are in units of rpm/bp. E. c-Myc binding at the NOTCHI promoter in GBM (top),
SCLC (middle), and MM (bottom) tumor cell lines. The x-axis shows genomic po-
sition. The y-axis shows signal of c-Myc occupancy (rpm/bp). The NOTCHI gene
is indicated at the bottom (start site and transcript direction as an arrow, transcript
as a solid line, and exons as black boxes). Enhancer regions are shaded in light blue.
The core promoter of NOTCHI is boxed in black. F. For each tumor cell line, the
c-Myc binding motif found enriched at core promoters of actively transcribed genes
and active enhancers is displayed (SCLC core promoter, p <4e-215; SCLC active en-
hancer, p <9e-1504; MM core promoter, p <6e-117; MM active enhancer, p <5e-678;
GBM core promoter, p <le-160; GBM active enhancer p <4e-635).
139
Purified c-Myc (ng) e f \
H2171
Purified c-Myc (ng) &S s , es,~
c~ec; C , C,
H128
F
1.0.
0.8.
0.6.
o. 0.4.
LL 0.2.
0.0
0.01 RNA PoI I rpm/bp 3.90
Silent -
0.0.
5 10 20 50 100 200
Traveling Ratio
G
10
8]
C, I
6
4'
CL 2 -
0-
5.8S rRNA
5SrRNA
tRNA 
H128 H2171
Ser2P [ ]
SeH5)
1.0 2.2
Ser2P
(A300-654A)
Ser5P
(H14)
1.0 1.0
Hypophospho-Pol 11(8WG16)
Total Po11
(N-20)
E
6
0~f
wi
0
N
6
0
0
B
3.0
H128 H2171
C
H128
H2171
4
0
Core promoters
H128 H2171
500
1.5.
0-
Enhancers
H128 H2171
D
H
150-
100-
50-
U
.5
I!
Active genes
6
H128 H2171
150-
100-
50-
0-
Silent genes
H128 H2171
0-
140
A
Figure 3-5 (previous page): c-Myc enhancer invasion and transcriptional am-
plification in patient-derived small cell lung carcinoma. A. c-Myc protein
levels in small cell lung carcinoma for low c-Myc expressing (H128) and c-Myc over-
expressing (H2171) tumor cells determined by quantitative Western Blot analysis
with purified his6-c-Myc. B. For low and high c-Myc SCLC, the median c-Myc lev-
els in units of rpm/bp were plotted at promoters ranked by increasing RNA Pol II
occupancy in H128. c-Myc levels are shown for H128 and H2171 SCLC (black, red).
Promoters were binned (50/bin) and a smoothing function was applied to median lev-
els. C. Left: Boxplots of c-Myc levels in the +/- 1kb centered on TSSs at promoters
of 15,000 actively transcribed genes in H128 and H2171. Right: Boxplot represen-
tation of c-Myc levels at 15,000 active enhancers in H128 and H2171. Units are in
rpm/bp. Changes between mean c-Myc levels are significant (Welch's two-tailed t
test) at promoters (p-value <2.2e-16) and enhancers (p-value <2.2e-16). D. Western
blots of RNA Pol 1I in H128 and H2171 cells using antibodies specific to various forms
of the enyzme. From top to bottom: RNA Pol II Ser2P specific (H5, Covance), RNA
Pol II Ser2P specific (A300-654A, Bethyl), RNA Pol II Ser5P specific (H14, Covance),
hypophosphorylated RNA Pol II specific (8WG16, Bethyl), total RNA Pol II (N-20,
Santa Cruz). For RNA Pol II Ser2P and Ser5P antibodies, the ratio of signal vs.
H128 signal are displayed for each cell line below the blot. E. Bar graph of RNA Pol
II enrichment ratio between elongating and initiating in H128 and H2171 cells for the
top 5,000 genes ranked by RNA Pol II occupancy in H128 cells. The y-axis shows the
ratio between the fold enrichment over background of RNA Pol II in the elongating
region versus the fold enrichment over background of RNA Pol II in the promoter
region. Error bars represent standard error of the mean. Changes between H128 and
H2171 cells are significant (Welch's two-tailed t test, p-value <le-16). F. Empirical
cumulative distribution plots of Pol II traveling ratios (TR) for 1,000 transcribed
genes. Genes were randomly selected from the pool of genes containing higher than
background levels of Pol II at the promoter and gene body in H128 and H2171 cells.
Differences in the TR distribution between H128 and H2171 are significant (Welch's
two-tailed t test, p-value = 5e-3).
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Figure 3-5 (previous page): c-Myc enhancer invasion and transcriptional am-
plification in patient-derived small cell lung carcinoma. G. Left: Bar graph
showing quantification of total RNA levels for H128 and H2171 cells. Units are in ng
of total RNA per 1,000 cells and represented as mean +/- SEM. Right: 5% TBE
urea gel of ethidium bromide stained total RNA extracted from equivalent numbers
of cells from H128 and H2171. Bands corresponding to the 5.8S rRNA subunit, 5S
rRNA subunit, and tRNA are labeled. H. Boxplots of transcripts/cell estimations
from NanoString nCounter gene expression assays for active (right) or silent (left)
genes in H128 and H2171 cells. 706 active genes (expressed >1 transcripts/cell) in
H128 cells are shown (left, red). 568 silent genes (expressed <0.5 transcripts/cell) in
H128 cells are shown (right, black). The number of genes with increased expression
between H128 and H2171 cells are significant (Wilcoxon rank sum test) for active
genes (p-value <2.2e-16) and non significant for silent genes (p-value = 0.03).
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3.8 Supplemental Figures
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Figure 3-6 (previous page): c-Myc binding at core promoters. Related to
Figure 3-1 A. Histograms showing the frequency of events (y-axis) and percentage of
c-Myc signal overlapping with DAPI (x-axis) for 30,000 cells at Ohr (left), 1hr (center),
and 24hr (right) after c-Myc induction. B. Pie charts showing the co-localization
of c-Myc and Max at core promoters of active genes during c-Myc induction. For
each timepoint after c-Myc induction, the percentage of promoter-associated, c-Myc-
enriched regions that co-localize within 5kb of a Max-enriched region is shown: Ohr
(blue), 1 hr (black) or 24h (red)
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Figure 3-7 (previous page): c-Myc binding at enhancers. Related to Figure
3-2 A. Meta gene representations showing the occupancy levels of H3K27Ac (top)
and mediator subunit Med1 (bottom) in the +/- 5kb regions around the center of
H3K27Ac defined active enhancers. Units are in reads per million mapped reads
per basepair (rpm/bp). B. Scatter plots showing the relationship between H3K27Ac
and Med1 occupancy at active enhancers (top) or the relationship between H3K4Me3
and Med1 occupancy at active enhancers (bottom). Units are in rpm/bp. Linear
regression best fit lines are shown in black and the R2 fit statistic is depicted for
each scatter plot. C. Pie charts showing the co-localization of c-Myc and Max at
active enhancers during c-Myc induction. For each time-point after c-Myc induction,
the percentage of active enhancer-associated, c-Myc-enriched regions that co-localize
within 5kb of a Max-enriched region is shown: Ohr (non significant c-Myc enhancer
occupancy), 1hr (black), or 24hr (red). D. Gel shift assays of purified c-Myc/Max
binding to labeled, canonical CACGTG E-box sequences following competition with
decreasing amounts (5, 2.5 and 1 fold excess) of unlabeled competitor sequences.
The upper bands reflect the amounts of labeled, canonical E-box sequences bound
by c-Myc/Max and the lower bands reflect the amounts of labeled, canonical E-box
DNA that remains unbound by cMyc/Max. Lane 1: No competitor DNA. Lanes
2-12: The effect of adding various amounts of competitor DNA fragments containing
the canonical E-box or variant E-box sequence motifs. Bottom: Competitor DNA
sequences are shown. The E-box sequence is underlined. Differences between the
competitor sequence and the canonical sequence are in red.
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Figure 3-8 (previous page): c-Myc overexpression leads to transcriptional am-
plification. Related to Figure 3-3 A. Boxplots of the net change in RNA Pol
II occupancy levels between 24hr and Ohr in elongating regions of genes for 1,000
randomly selected genes without proximal enhancers (left), 1,000 genes without in-
creased c-Myc occupancy at proximal enhancers during c-Myc induction (center), and
the top 1,000 genes with the highest increase in c-Myc occupancy levels at proximal
enhancers during c-Myc induction. The differences in RNA Pol II levels for genes
without increased c-Myc occupancy at proximal enhancers and genes with increased
c-Myc occupancy levels at proximal enhancers are significant (Welch's two-tailed t
test, p-value = 7.0e-15). B. Left: 5% TBE urea gel of ethidium bromide stained
total RNA extracted from 2x (left) and 1x (right) equivalent numbers of cells from
Ohr, 1hr, and 24hr after c-Myc induction. Bands corresponding to the 5.8S rRNA
subunit, 5S rRNA subunit, and tRNA are labeled. Right: quantification of fold
increases over Ohr for the 5.8S, 5S, charged tRNA, and uncharged tRNA species from
total RNA extracted from cells at Ohr (blue), 1hr (grey), and 24hr (red) after c-Myc
induction. Error bars represent standard error of the mean from quantification of 2x
and 1x equivalent numbers of cells.
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Figure 3-9 (previous page): c-Myc binding in small cell lung cancer cells.
Related to Figure 3-5 A. Western blot of relative levels of c-Myc protein (top)
and Brgl (bottom) in SCLC cell lines H128 and H2171 from two biological replicates.
B. Venn diagram showing the overlap between sets of transcribed genes in H128 and
H2171 cells. Transcribed genes were defined as having an enriched region for either
H3K4Me3 or RNA Pol II within 5kb of the annotated TSS. The blue circle represents
the set of transcribed genes in H128 (lower c-Myc) cells. The red circle represents the
set of transcribed genes in H2171 (higher c-Myc) cells. A total of 18,902 genes are
transcribed in one or both of these cells. 88% of these transcribed genes (16,673) are
common to both cell types. C. Left: 5% TBE urea gel of ethidium bromide stained
total RNA extracted from 2x (left) and lx (right) equivalent numbers of H128 and
H2171 cells. Bands corresponding to the 5.8S rRNA subunit, 5S rRNA subunit, and
tRNA are labeled. Right: quantification of fold increases over H128 for the 5.8S, 5S,
charged tRNA, and uncharged tRNA species from total RNA extracted from H128
(light grey) and H2171 (dark grey) cells. Error bars represent standard error of the
mean from quantification of 2x and 1x equivalents.
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3.9 Supplemental tables
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GEO ID EXPERIMENT NAME BACKGROUND DATASET
GSM894066 H128_H3K27AC H128_WCECHROM
GSM894072 H128_H3K4ME3 H128_WCECHROM
GSM894099 H128-MAX_1 H128_WCE_1
GSM894098 H128_MYC_1 H128_WCE_1
GSM894100 H128_RNAPOL2_1 H128.WCE_1
GSM894101 H128.WCE_1 NA
GSM894091 H128_WCECHROM NA
GSM894067 H21711H3K27AC H2171-WCECHROM
GSM894073 H217lH3K4ME3 H2171_WCECHROM
GSM894103 H2171_MAX_1 H2171_WCE_1
GSM894081 H2171_MED1 H2171_WCE_3
GSM894102 H2171-MYC_1 H2171_WCE_1
GSM894104 H2171_RNAPOL2_1 H2171_WCE_1
GSM894105 H2171.WCE_1 NA
GSM894106 H2171_WCE_3 NA
GSM894092 H2171_WCECHROM NA
GSM894083 MM1SH3K27ACDMSO MM1SWCEDMSO_2
GSM894084 MM1SH3K4ME3_DMSO MM1SWCEDMSO-2
GSM894085 MM1SMAX-DMSO MM1SWCEDMSO-2
GSM894109 MM1SMED1_DMSO MM1SWCEDMSO_1
GSM894108 MM1SMYCDMSO MM1SWCEDMSO_1
GSM894086 MM1SRNAPOL2_DMSO MM1S-WCEDMSO_2
GSM894110 MM1S-WCEDMSO_1 NA
GSM894087 MM1SWCEDMSO_2 NA
GSM935135 P493-6_T0_CDK9 P493-6_TOWCE
GSM894062 P493-6_T0_H3K27AC P493-6_TOWCE
GSM894068 P493-6_TOH3K4ME3 P493-6_TOWCE
GSM894074 P493-6_T0_MAX P493-6_TOWCE
GSM894078 P493-6_TO-MED1 P493-6_TOWCE
GSM894059 P493-6_T0_MYC P493-6_TOWCE
GSM894088 P493-6_TORNAPOL2 P493-6_TOWCE
GSM894093 P493-6_T0_WCE NA
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GEO ID EXPERIMENT NAME BACKGROUND DATASET
GSM935136 P493-6_T1_CDK9 P493-6_TI-WCE
GSM894063 P493-6_T1-H3K27AC P493-6_T1_WCE
GSM894069 P493-6_T1_H3K4ME3 P493-6_T1_WCE
GSM894075 P493-6-T1_MAX P493-6_T1_WCE
GSM894079 P493-6_1_MED1 P493-6_T1_WCE
GSM894060 P493-6_T1_MYC P493-6_T1_WCE
GSM894089 P493-6_T1_RNA-POL2 P493-6-T1-WCE
GSM894094 P493-6_T1_WCE NA
GSM935137 P493-6_T24_CDK9 P493-6-T24_WCE
GSM894064 P493-6_T24JH3K27AC P493-6_T24_WCE
GSM894070 P493-6_T24_H3K4ME3 P493-6_T24_WCE
GSM894076 P493-6-T24_MAX P493-6_T24_WCE
GSM894080 P493-6_T24_MED1 P493-6_T24_WCE
GSM894058 P493-6_T24_MYC P493-6-T24_WCE
GSM894090 P493-6_T24_RNAPOL2 P493-6_T24_WCE
GSM894095 P493-6_T24_WCE P493-6_T24_WCE
GSM894065 U87_H3K27AC U87_WCE_2
GSM894071 U87_H3K4ME3 U87_WCE_2
GSM894077 U87_MAX U87_WCE_1
GSM894082 U87_MED1 U87_WCE_2
GSM894061 U87_MYC U87_WCE_1
GSM894107 U87_RNAPOL2 U87_WCE_1
GSM894096 U87_WCE_1 NA
GSM894097 U87_WCE_2 NA
Table 3.1: The GEO accession number and background used for each dataset is listed
for each dataset used in analysis.
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Dataset Number of transcribed genes
P493-6 Ohr 15,699
P493-6 lhr 15,171
P493-6 24hr 15,005
H2171 17,912
MM1.S 16,335
U-87 MG 16,130
H128 17,663
Table 3.2: The number of transcribed genes in each cell line as defined by promoters
with RNA Pol II or H3K4Me3 enriched regions.
Dataset Number of active enhancers
P493-6 Ohr 19,279
P493-6 lhr 14,532
P493-6 24hr 17,582
H2171 18,842
MM1.S 12,768
U-87 MG 25,067
H128 13,329
Table 3.3: The number of active enhancers in each cell line as defined by H3K27Ac
enriched regions outside of promoters.
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Chapter 4
Conclusion
The research in this thesis presented evidence that c-Myc functions predominantly in
transcription through its activity as a pause release factor. Chapter two described how
c-Myc regulates pause release in ES cells. The chapter demonstrated that promoter
proximal pausing by RNA Pol II between transcription initiation and elongation oc-
curs at most genes. More than half of all genes in ES cells experience transcription
initiation and promoter proximal pausing; however only a subset of genes are able
to actively elongate, suggesting pause control is a rate-limiting step. c-Myc is bound
primarily to the promoters of actively elongating genes and loss of c-Myc results in
defects to transcription elongation. These results combined with biochemical data
showing that c-Myc interacts with P-TEFb suggest a model where c-Myc binds to
promoters of active genes and recruits P-TEFb in order to release paused RNA Pol
II complexes.
Using this model of c-Myc activity, chapter three examines the effects of elevated
c-Myc levels on global transcription in tumor cells. In tumor cells with low c-Myc,
the factor was bound exclusively to the promoters of actively transcribed genes. El-
evating c-Myc levels resulted in additional c-Myc occupancy at the promoters and
enhancers of actively transcribed genes. Elevated c-Myc occupancy resulted in in-
creased recruitment of P-TEFb to promoters and enhancers. As predicted, increased
recruitment of P-TEFb resulted in higher levels of pause release, culminating in the
amplification of the cell's gene expression program. These results suggest that c-Myc
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acts as an amplifier of transcription. This is further supported by observations that
c-Myc levels generally correlate with transcriptional activity across multiple cancers,
suggesting the modulation of c-Myc occupancy at genes is a key mechanism to tune
transcriptional output.
The implications of c-Myc as a transcriptional amplifier are also discussed in chap-
ter three. Most prior studies have examined c-Myc's role in tumorigenesis through
the lens of activating/repressing sets of "c-Myc target genes "(Dang (2012)). The re-
search in this thesis argues that c-Myc target genes likely arise from secondary effects
or issues in microarray normalization (see appendix A). c-Myc's predominant role as a
global amplifier of transcription urges a reassessment of how overexpression of c-Myc
can promote tumorigenesis. Higher levels of transcripts/cell could relieve rate-limiting
constraints on translational capacity, aerobic glycolysis, and ribosome biogenesis in
cancer (Dai and Lu (2008); Ruggero (2009)). Additionally, c-Myc likely amplifies the
transcription of genes to varying degrees, and this uneven amplification can result
in drastic changes to the composition and balance of the cell's transcript pool. How
these and other changes caused by transcriptional amplification can explain c-Myc's
ability to promote tumorigenesis will require further study.
The final sections of this thesis will offer some concluding thoughts and implica-
tions that arise from the previous chapters. The first section argues that the abil-
ity to examine mechanisms of transcription genome wide played an essential role in
helping to determine the scope and extent of transcriptional pausing. The second
section examines the role of pause control in development and disease, and suggests
that therapies generally modulating pause control may be of use, especially as can-
cer therapeutics. The last section posits that many other factors may be involved
in stimulating pause release at genes and highlights recent evidence suggesting the
splicing factor SC35 couples pause release to control of splicing (see also appendix
B).
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4.1 Using genome wide technologies to understand
the scope of transcriptional pausing
Prior to the evidence presented in chapter two, promoter proximal pausing was
thought to occur only at a fraction of all genes (Muse et al. (2007); Zeitlinger et al.
(2007)). The global perspectives applied in chapter two revealed that greater than
90% of all transcriptionally initiated genes contained a paused polymerase at the
promoter. Perturbations to NELF, DSIF, and c-Myc produced small, but consistent
changes in RNA Pol II occupancy that suggested a global role for these factors in
modulating pause control. At any single gene, the changes observed would not be con-
sidered robust or trustworthy, yet aggregated over thousands of genes, the changes
observed provided compelling evidence that pause control was a general feature of
transcription.
Research into the mechanisms of transcriptional regulation, and in particular
pause control, have been dominated by studies observing robust changes at small
subsets of genes (O'Brien and Lis (1991); Rougvie and Lis (1988)). Although these
studies importantly elucidated the mechanisms regulating pause control, they were
not equipped to answer the broader questions of how pause control was tied to regu-
lation of transcription genome wide. In particular, focused studies on gene sets had
failed to define the predominant way by which c-Myc regulated transcription. Prior
studies had shown evidence for c-Myc regulating chromatin remodeling, recruitment
of GTFs, gene silencing, and transcription elongation (Cole and Cowling (2008); Eber-
hardy and Farnham (2001, 2002); Frank et al. (2001); Liu et al. (2003); McMahon
et al. (2000)). Although these studies established a mechanism for c-Myc's tran-
scriptional activity at sets of genes, technical limitations prevented an assessment
of generality. The lack of generality in the case of c-Myc's transcriptional activity
resulted in a confusing array of mechanisms and functions being attributed to c-Myc.
The research in this thesis examined the effect of c-Myc perturbation on transcrip-
tion at all c-Myc bound genes. Again, although changes to individual genes following
inhibition of c-Myc were modest, across thousands of genes, our results provided a
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consistent model that c-Myc inhibition lead to a genome wide defect in transcription
elongation. The results provided little evidence that c-Myc repressed gene expression
or that c-Myc affected transcription initiation. Instead, the results argued strongly
that c-Myc's predominant function in transcription is to act as a global regulator of
pause release.
More generally, the research presented in this thesis argues that going forward,
mechanistic insights into regulation of transcription will have to be paired with global
data to help understand their scope, extent, and role in overall control of gene ex-
pression.
4.2 Control of pausing in disease
Growing evidence suggests control of RNA Pol II promoter proximal pausing plays
an important role in disease. Research in this thesis argues that c-Myc's ability to
promote tumorigenesis when overexpressed may results from its role in pause release
and suggests aberrant excessive pause release may be a feature of c-Myc overexpress-
ing cancers. For instance, excess pause release at growth and proliferation genes may
potentially relieve rate-limiting constraints. Other studies have highlighted incidents
where control of pausing may play an important role in development and disease.
Metabolic changes in tumors may also be linked to aberrant regulation of pause
control. The Warburg effect occurs in many tumors and results in a shift from aerobic
to anaerobic metabolism. Loss of Sirtuin family histone deacetylases occur in many
cancers and are linked to the Warburg effect (Guarente (2011)). Sirtuins bind to the
promoters of paused metabolic genes and reinforce pausing by deacetylating promoter
proximal histones (Mostoslavsky et al. (2010)). Acetylation of histones is required
for pause release and typically occurs once NELF activity is lost due to P-TEFb
phosphorylation (Zhang et al. (2007)). These data suggest that in healthy cells,
Sirtuins repress gene expression at the transition between initiation and elongation.
Excessive pause release or loss of Sirtuins may account for the Warburg effect observed
in tumor cells (Dang (2010)).
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Control of pausing is also implicated in autoimmune disease. The transcriptional
regulator AIRE is mutated in autoimmune disease and its loss of function results in
loss of expression for a large number of target genes involved in immune tolerance
(Mathis and Benoist (2009)). Recent work has shown that AIRE functions predom-
inantly to stimulate P-TEFb dependent pause release (Giraud et al. (2012); Zumer
et al. (2011)). The C-terminus of AIRE interacts with P-TEFb and P-TEFb activity
is required for AIRE to stimulate transcription (Zumer et al. (2011)). Interestingly,
AIRE binds many gene promoters, but only stimulates pause release at a subset (Gi-
raud et al. (2012)). Only genes with high levels of RNA Pol II pausing are stimulated
in the presence of AIRE. These data suggest that, unlike c-Myc, AIRE stimulates
pause release at a specific set of target genes required for immune tolerance.
These examples suggest that aberrant control of pausing caused by deregulation
of pause release regulators can impact disease. As opposed to disease models charac-
terized by extreme loss or gain of function to single pathways or genes, deregulation
of pause release in disease often results in modest affects across the gene expression
program (Figure 3-3). These observations suggest that therapies that attenuate or
tune gene expression globally may be of potential use in genes with deregulated pause
release.
4.3 Other regulators of pause release
The research in this thesis suggests that promoter proximal pausing is a general fea-
ture of transcription. Further, recruitment of active P-TEFb appears to be a general
requirement of transcription elongation at all genes. One implication of these findings
is that regulation of pause release through P-TEFb recruitment is likely to be global
and orchestrated by many different regulators. Although c-Myc was found to promote
pause release at a majority of active genes in both embryonic stem cells and tumors,
it is not expressed in many differentiated cell lines, necessitating other mechanisms of
P-TEFb recruitment. Already evidence suggests that numerous transcriptional reg-
ulators interact with P-TEFb and are likely to play a role in pause release (Peterlin
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and Price (2006)). Most of these transcriptional regulators also affect transcription
initiation, suggesting that regulators that act exclusively on transcription elongation
such as c-Myc, AIRE, Tat, and HSF represent a unique subclass.
Additionally, the set of P-TEFb interacting regulators is not limited to transcrip-
tion factors. Several splicing factors have been implicated in promoting elongation in
a P-TEFb dependent manner including SC35, Skip, and hnRNP-A1 (Barrandon et al.
(2007); Bres et al. (2009); Krueger et al. (2008); Lin et al. (2008)) [REFs]. Work in
this thesis finds that the splicing factor SC35 is loaded onto mRNA just downstream
of the paused RNA Pol II and promotes elongation at most active genes (see ap-
pendix B). The link between splicing and elongation could potentially allow splicing
factors to promote the elongation and alternative splicing of their target genes, thus
allowing a single factor to control multiple aspects of regulation. Generally, RNA
processing events such as capping and 3' end processing have been linked to regula-
tion of transcription and vice versa suggesting tight coordination of multiple steps in
transcription (Buratowski (2005); Moore and Proudfoot (2009)).
Control of elongation through recruitment of P-TEFb is likely to be a strategy
employed by multiple regulators at numerous genes. The existence of pause release
regulators argues for an added layer of rate limiting transcription regulation occurring
after transcription initiation at most genes. Transcription initiation may serve as a
broad specifier of transcriptional activity, whereas control of elongation by diverse
number of regulators may dynamically control the level of transcription at genes.
4.4 Summary and future directions
I have argued in this thesis that c-Myc's dominant function in regulating transcription
is to promote pause release through the recruitment of P-TEFb. At transcriptionally
active genes, c-Myc binds to promoters and releases paused RNA Pol II by recruiting
active P-TEFb. In cancer, this process is deregulated, leading to excessive pause
release and the amplification of the cell's gene expression program.
This interpretation of c-Myc's function can explain its ability to promote tumori-
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genesis in a diverse range of tissues and can potentially explain the diverse number
of cellular phenotypes linked its overexpression. However, the precise mechanisms by
which c-Myc transcription amplification promotes tumorigenesis are still unclear. By
offering a unifying role for c-Myc's function in transcription, it is my hope that future
studies can move beyond the question of, how c-Myc regulates transcription to what
is the consequence of this regulation.
Additionally, the observation of transcriptional amplification may promote re-
search into therapies that target pause release. Transcriptional amplification produces
modest effects across many genes. Therapies that attenuate or tune transcription may
be able to reverse the effects of transcriptional amplification. Already, novel thera-
peutics that target general transcription and chromatin regulators are entering the
lab (Arrowsmith et al. (2012)). These therapeutics may find their benefit stems not
from exaggerated activity at single targets, but broad affects that are more moderate.
Recent data showing killing of multiple and diverse tumor cells through inhibition of
the chromatin regulator JQ1 highlight the potential of drugs that target the tran-
scription apparatus (Delmore et al. (2011); Filippakopoulos et al. (2010); Zuber et al.
(2011)), and suggest that global deregulation of transcription is a fundamental aspect
of disease.
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Appendix A
Normalizations mask changes in
global gene expression
Global changes in gene expression are likely to occur in many biological
processes, however the ability to detect these changes can be greatly in-
fluenced by gene expression assay and normalization choices. Microarray
experiments, in particular, are particularly prone to misinterpretations
of global changes in gene expression due to the complex normalization
steps required to reduce technical noise. This appendix illustrates how
commonly used microarray normalization steps fail to uncover a global
amplification in gene expression, and instead produce signatures of up-
regulated or downregulated genes. Signature artifacts of upregulated and
downregulated genes may be abundant in gene expression datasets, sug-
gesting caution when interpreting their results. Novel quantitative assays
that measure absolute gene expression changes should be utilized to bet-
ter understand biological processes that produce global changes in gene
expression.
165
A.1 Introduction
The observation in Figure 3-3 that c-Myc amplifies the transcription of most active
genes suggests caution when examining gene-expression-based signatures of c-Myc
function. Microarray-based gene expression analysis typically uses arbitrary thresh-
olds to identify the most significant differences in the steady state levels of RNA
species between cells with different levels of c-Myc, typically after normalizing for
total RNA or normalizing to housekeeping genes. If the vast majority of active genes
undergo increased expression, this type of normalization will effectively minimize the
absolute differences in the two different RNA populations and instead detect relative
changes in abundance, thus creating signatures of upregulated and downregulated
genes based on both relative levels of transcriptional amplification and the relative
stability of different RNA species. Analysis of these c-Myc signatures would thus
detect only the most differentially affected genes and could fail to recognize that, on
a transcript/cell basis, most of the transcriptome has been upregulated.
In addition to c-Myc transcriptional amplification, many other biological processes
are likely to induce global changes to gene expression. For example, T-cell activation,
response to signaling pathways, and stress response are likely to significantly affect
global gene expression and result in altered levels of transcripts/cell (Prieto-Alamo
et al. (2003); Sandberg et al. (2008); van Haasteren et al. (1999)). An accurate
understanding of how these processes affect global gene expression will require more
quantitative gene expression assays that capture absolute changes in gene expression.
This appendix examines how global changes in gene expression can be masked
by standard gene expression assays such as microarrays. In particular, two main
sources of masking will be examined: 1) input RNA normalizations, and 2) signal
normalizations. First a model system is used to understand how these normalization
methods can alter data interpretation in systems experiencing global changes in gene
expression. Next, these normalization methods are used to compare gene expression
between tumor cells with low or elevated levels of c-Myc. Data analysis using these
normalization methods eliminates the observation of transcriptional amplification and
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instead produces signatures of upregulated or downregulated genes. These results
emphasize the importance of assay choice and biological interpretation when analyzing
gene expression data.
A.2 Results
A.2.1 RNA input normalizations
Most microarray and gene expression assays (including next generation approaches
such as RNA-Seq) typically require fixed amounts of total RNA as inputs (Lim et al.
(2007)). This normalization ensures that different assays use the same amount of
starting materials and can help account for yield loss. However, by collecting fixed
amounts of RNA, global changes in gene expression can be masked. In the first
example, expression is uniformly amplified between two conditions, A and B (see
Figure A-1,A). Collecting a fixed amount of RNA in both conditions masks the global
change and appears to show no change in gene expression between the conditions. In
the second example, expression of all genes is amplified to different degrees between
two conditions, A and B (see Figure A-1,B). Here, collecting a fixed amount of RNA
in both conditions produces a more troublesome artifact. Not only is the observation
of global amplification lost, but also due to the dramatic upregulation of the gene in
red, the gene in blue now appears downregulated. These examples emphasize that
methods that fix the total number of input cells are better able to account for global
changes in gene expression.
A.2.2 Signal normalizations
Choices in normalizing signals after data acquisition can also mask global changes in
gene expression. During analysis, many microarray packages normalize signal values
by utilizing methods that apply types of rank normalization (RMA, gcRMA) (Irizarry
et al. (2003); Wu et al. (2004)), rank invariant normalization (dChip) (Li and Wong
(2001)), or assume that differential expression occurs at only a subset of genes (Huber
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et al. (2002)). In the first case, rank normalization ignores absolute changes and
instead compares changes in rank order, i.e. the expression rank of a gene between
two samples. In the second case, the intensities of genes whose rank order does not
change are used to normalize expression of all genes. In the third case, data are scaled
such that overall variance remains the same. All three cases rely on key assumptions
and can produce artifacts when those assumptions are invalidated.
An example system in which expression of all genes is amplified to different de-
grees between two conditions, A and B, will be used to illustrate how these three
analysis choices affect data interpretation. Figures A-2,A,D, and G show the abso-
lute expression in arbitrary units of genes rank ordered in condition A (black dots).
The absolute expression in condition B is shown in red dots and increases by varying
amounts at all genes.
In simple terms, rank normalization first determines the rank order of each gene
in the two different conditions and then uses comparisons of rank as a proxy for
changes in gene expression. Figure A-2,B annotates the rank order of genes in con-
dition B. Figure A-2,C shows that when changes in rank order are quantified, genes
that move up in rank seem upregulated and genes that move down are considered
downregulated. This example demonstrates that although rank ordered normaliza-
tion techniques perform well in identifying changes in relative abundance, they are
not designed to calculate changes in absolute expression. Interpretation of rank nor-
malized changes as absolute changes in expression can result in artifacts in systems
with global changes in gene expression.
Rank invariant normalization methods fail to properly quantify global changes
because they assume genes with similar ranks have similar expression values. Here,
rank invariant genes are identified and used as references genes. Expression values
are scaled to match rank invariant reference genes (Figure A-2,E). The fold changes
between condition A and B are calculated using scaled values, again producing sets
up seemingly upregulated and downregulated genes. In this specific case, the rank
invariant genes were sharply upregulated in terms of absolute expression. The result-
ing change in scaled expression skewed the overall experiment towards having more
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downregulated genes. This example demonstrates how global changes in transcription
can cause genes of similar rank order to have differing values of absolute expression,
thus invalidating the core assumption of rank invariant normalization methods.
Finally, variance stabilization methods also fail to properly quantify global changes
because they assume a majority of genes have unchanged expression between two
samples. Here, the variance between two samples is assumed to be equal and data
are mean centered and variance normalized (Figure A-2,H). The initial variances in
conditions A and B are roughly the same, but the means are quite different. By mean
centering, variance stabilization masks the global amplification trend and instead
produces roughly equal numbers of upregulated and downregulated genes (Figure
A-2,I). Since a majority of genes in this system do change in absolute expression,
variance stabilization methods will fail to accurately portray the data.
A.2.3 Gene expression in tumor cells with elevated c-Myc
We confirmed that normalization choices mask global changes in gene expression
by reanalyzing data from cells with low or elevated levels of c-Myc. As in Figure
3-1, we used the human P493-6 B cell model of Burkitt's lymphoma (Pajic et al.
(2000); Schuhmacher et al. (1999)). In these cells, which contain a tetracycline (Tet)-
repressible MYC transgene, MYC expression can be reduced to very low levels and
then reactivated such that the levels of c-Myc protein gradually increase (Figure 3-
1,A-B). The P493-6 cells contained 13,000 and 362,000 molecules of c-Myc/cell at 0
and 24 hours, respectively, after induction (Figure 3-1,C) and the majority of this
protein accumulated in the nucleus (Figure 3-1,D and Figure 3-6,A).
We first examined the effects of RNA input normalization by fixing either for
total numbers of cells or total amounts of RNA. To do so, the gene expression of 100
transcriptionally active genes was assayed in biological replicates for Ohr and 24hr
cells (Figure A-3).
In the first replicate, a fixed numbers of cells from low and high c-Myc samples
were assayed using Digital gene expression (Figure A-3,A), (Nanostring) (Geiss et al.
(2008)) to estimate absolute transcripts/cell mRNA levels (See Figure 3-3,F). Using
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absolute measurements, 99 of 100 genes had an increase in expression in cells with
elevated c-Myc (Figure A-4,A). On average, genes had a two fold increase in tran-
scripts/cell, a result consistent with findings in Figure 3-3. In the second replicate, low
and high c-Myc containing cells were lysed and a fixed amount of total RNA was iso-
lated, (Figure A-3,B). Again, digital gene expression (Nanostring) (Geiss et al. (2008))
was used to quantify mRNA levels. However instead of observing a global increase in
expression, the genes appeared to be upregulated/downregulated in equal numbers.
Consistent with the schematic in Figure A-1,B, these results demonstrate that fixing
for total RNA content can mask global changes in gene expression. Changes in gene
expression from these types of experiments should only be interpreted as changes in
relative abundance and not absolute upregulation or downregulation.
We next examined the effects of signal normalization. Using data from the first
replicate (fixed input cells), three signal normalization techniques were applied: rank
normalization, rank invariant normalization, or variance stabilization normalization.
Similar to the model example in Figure A-2, these normalization methods all masked
the global increase in gene expression and instead produced erroneous signatures of
upregulated and downregulated genes (Figures A-4,A-C). These results demonstrate
that signal normalization techniques can lead to incorrect interpretations when ap-
plied to datasets with global changes in gene expression.
A.3 Conclusions
Approaches using either fixed total RNA or microarray based signal normalization
techniques did not uncover the underlying increase in global gene expression in cells
with elevated c-Myc, and instead produced differing sets of upregulated/downregulated
genes. It is important to understand that the failure to uncover the global increase
in gene expression does not stem from inherent flaws in these methods. Proper use
of normalization methods can reduce the effect of technical noise in microarray sys-
tems and allow for changes in relative abundance to be determined. However, when
normalization methods are applied to systems that invalidate key assumptions, they
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can produce artifacts. In the case of transcriptional amplification, global changes to
gene expression invalidated key assumptions of all three methods.
Although microarray based analyses are most prone to normalization artifacts
due to the number of normalizing steps and assumptions required, it is important to
note that other gene expression assays can be subject to similar normalization issues.
Many gene expression assay protocols (qRT-PCR (quantitative real time PCR), RNA-
Seq, Nanostring) ask for fixed amounts of input RNA. Additionally, assays such as
RNA-Seq, by virtue of sequencing a pool of RNA, report the relative abundance
of a particular message and not the absolute abundance. In each of these cases,
key assumptions of the assay are invalidated by global changes in gene expression.
Thus, caution should be applied when interpreting gene expression data in systems
that experience changes in global gene expression. Further, the results presented in
this appendix stress the importance of utilizing alternate methods that can quantify
absolute changes in expression.
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A.4 Figures
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Figure A-1 (previous page): RNA input normalizations. A. Schematic repre-
sentation of RNA isolation from cells in two conditions, A and B. RNAs per cell
are represented by squiggled lines inside shaded circles. Each RNA species is col-
ored uniquely. RNA levels are uniformly increased by two fold between conditions
A and B. Isolation of 8 units of RNA per population is shown on the right for cells
in both conditions. B. Schematic representation of RNA isolation from cells in two
conditions, A and B. RNAs per cell are represented by squiggled lines inside shaded
circles. Each RNA species is colored uniquely. RNA levels are variably increased
between conditions A and B. Isolation of 8 units of RNA per population is shown on
the right.
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Figure A-2 (previous page): Examples of signal normalization. A,D,G.
Schematic representation of signal normalization between two expression datasets
(conditions A and B). Absolute expression levels for 10 genes are plotted. Black dots
are used for expression levels in condition A and red dots are used for expression levels
in condition B. Units are in arbitrary units of absolute expression. Genes are rank
ordered by increasing levels of expression in condition A. B. The rank order of genes
in condition B is annotated in red text. C. The change in gene expression between
conditions A and B is measured. Y-axis shows change of expression measured by log
change in rank order of expression. X-axis shows genes rank ordered by increasing lev-
els of expression in condition A. E. Scaled expression data in conditions A and B. The
rank invariant genes are circled in blue. F. The change in gene expression between
conditions A and B is measured. Y-axis shows change of expression measured by log
change in scaled expression. X-axis shows genes rank ordered by increasing levels of
expression in condition A. H. Mean centered and variance normalized expression data
in conditions A and B. I. The change in gene expression between conditions A and B
is measured. Y-axis shows change of expression measured by log change in variance
stabilization normalized expression. X-axis shows genes rank ordered by increasing
levels of expression in condition A.
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Figure A-3 (previous page): Assaying gene expression in cells with low or
high c-Myc. A. Schematic of gene expression assay in cells with low or high c-Myc.
Cells with low c-Myc (top) or high c-Myc (bottom) are lysed and RNA (colored
squiggled lines) from equivalent numbers of cells is collected. B. Schematic of gene
expression assay in cells with low or high c-Myc. Cells with low c-Myc (top) or high
c-Myc (bottom) are lysed and equivalent amounts of RNA (colored squiggled lines)
are collected.
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Figure A-4 (previous page): Absolute change in gene expression in cells with
elevated c-Myc. A. Plot showing the change in gene expression of 100 genes in
cells with elevated c-Myc. Gene expression analysis was conducted on fixed numbers
of cells in low versus high c-Myc cells. Y-axis shows the change in gene expression.
X-axis shows genes ranked by their change in expression. B. Plot showing the change
in gene expression of 100 genes in cells with elevated c-Myc. Gene expression analysis
was conducted on fixed amounts of total RNA in low versus high c-Myc cells. Y-axis
shows the change in gene expression. X-axis shows genes ranked by their change in
expression.
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Figure A-5 (previous page): Normalized change in gene expression in cells
with elevated c-Myc. A-C. Plots showing the change in gene expression of 100
genes in cells with elevated c-Myc. Gene expression analysis was conducted on fixed
numbers of cells in low versus high c-Myc cells. Y-axis shows the change in A.
rank normalized gene expression, B. rank invariant normalized gene expression, C.
variance stabilization normalized gene epression. X-axis shows genes ranked by their
change in expression.
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Appendix B
SC35 connects pause release to
splicing
Chapter 2 provided evidence that promoter proximal pause release was
a general feature of transcription, suggesting the requirement for pause
release as a rate limiting step in the transcription cycle of most genes. In
addition to transcription factors, splicing factors have been identified as
candidates to promote pause release via recruitment of the elongation fac-
tor P-TEFb. Here we show the splicing factor SC35 promotes elongation
genome wide at transcriptionally active genes. Depletion of SC35 in mouse
embryonic fibroblasts resulted in accumulation of RNA Pol II in promoter
regions. Analysis of SC35 revealed binding to mRNA downstream of the
RNA Pol II pause site. SC35 also was also highly bound to the inactive
P-TEFb 7sk snRNP complex. These results suggest a mechanism in which
SC35 promotes pause release by binding to motifs on the nascent RNA
and recruiting P-TEFb away from the inactive 7sk snRNP complex.
B.1 Introduction
Splicing factors are proteins that bind to mRNAs in the nucleus and can posi-
tively or negatively affect events in splicing. Since splicing is thought to occur co-
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transcriptionally at many genes, it has been hypothesized that splicing factors can
also regulate transcription elongation.
Several lines of evidence point to a role of splicing factors in regulating tran-
scription elongation. First, many splicing factors are loaded co-transcriptionally to
the elongation associated Ser2 hyperphosphorylated RNA Pol II CTD (Ahn et al.
(2004); Bird et al. (2004); Misteli and Spector (1999)), suggesting that splicing fac-
tors are proximal to the elongating RNA Pol II. Second, several splicing factors have
been shown to interact with the elongation factor P-TEFb, including Skip, SC35,
and hnRNP-A1 (Barrandon et al. (2007); Bres et al. (2005); Krueger et al. (2008);
Lin et al. (2008)). The splicing factor hnRNP-A1 has also been shown to elevate
concentrations of active P-TEFb by dissociating it from the inhibitory 7sK snRNP
complex through direct binding to the 7sK snRNA (Barrandon et al. (2007); Krueger
et al. (2008)). Third, splicing associated RNA sequence elements have been shown to
promote elongation. The transcriptional output of reporter constructs is greatly en-
hanced by the inclusion of an intron (Lacy-Hulbert et al. (2001)). Inclusion of 5' splice
site like sequence can increase elongation rate in HIV LTR reporters (Furger et al.
(2002)). These data point to a role for splicing factors in promoting transcription
elongation.
The splicing factor SC35 is of particular interest as an elongation promoting factor.
SC35 has been shown to interact with P-TEFb (Lin et al. (2008)). Loss of SC35 results
in accumulation of paused hypophoshorylated RNA Pol II at the promoters of genes
and global depletion of Ser2 hyperphosphorylated RNA Pol II (Lin et al. (2008)).
SC35 is generally expressed in most cells and is required for cell proliferation (Xiao
et al. (2007)). In its normal function as a splicing regulator, SC35 is a member of
the SR protein class of splicing factors (Hertel and Graveley (2005)). SR proteins
typically bind to exons and promote their splicing via recruitment of other splicing
factors and the splicing apparatus. SR proteins also can promote mRNA export
(Hertel and Graveley (2005)). Evidence that SC35 can influence elongation suggests
that SR proteins are important coordinators of multiple aspects of the transcription
cycle.
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This appendix investigates the role of SC35 in pause release genome wide. We
examined the in vivo RNA binding of the factor and found it bound to purine rich
sequences in mRNAs downstream of first exon. In cells depleted for the factor, RNA
Pol II occupancy shifts towards higher levels of promoter proximal paused RNA Pol II
and lower levels of elongating RNA Pol II in gene bodies. SC35 is also associated with
the P-TEFb inactive complex 7sk snRNA. In mammalian cells, P-TEFb occupancy
is skewed towards promoters and enhancers of genes (see Figure 3-3). These data
suggest a model where SC35 is loaded onto promoters of genes in complex with the
inactive P-TEFb 7sk snRNP. Binding of SC35 to its motif sequences in the nascent
RNA promotes elongation through recruitment of active P-TEFb away from the 7sk
snRNP.
B.2 results
B.2.1 SC35 binds mRNAs downstream of the first exon
In order to understand the relationship between SC35 binding and transcription elon-
gation, we first examined its in vivo binding in mouse embryonic fibroblasts (mEF).
We used an engineered mEF line with deletions of both endogenous SC35 alleles (-
/- sc35) and the stable integration of a tetracycline repressible HA tagged pTet-off
SC35-HA transgene (Xiao et al. (2007)). In cell culture media without tetracycline
the SC35-HA transgene is expressed at near endogenous levels (Xiao et al. (2007)).
Genome wide RNA binding data for SC35-HA was generated using UV crosslinked im-
munoprecipitation of the HA epitope followed by high throughput sequencing (CLIP-
Seq) (Licatalosi et al. (2008)). Background levels were established by performing
CLIP-Seq using antibodies for the HA epitope tag in parental mEF lines that did
not express SC35-HA. SC35-HA CLIP-Seq was validated by examining the ratios of
enrichment for 3mers in SC35-HA versus control datasets. SC35-HA CLIP dataset
was enriched for purine rich motifs, consistent with in vitro binding motifs for the
factor (Figure B-1) (Liu et al. (2000); Tacke and Manley (1995)). Thus, these data
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provided a genome wide map of SC35 binding in mEFs.
SC35 RNA binding was inspected at several genes and found to occur mostly
near exons (Figure B-2,A-B). Additionally, SC35 RNA binding appeared to occur
predominantly after the first exon (Figure B-2,A-B). RNA Pol II is typically paused
in the first exon of genes roughly 50-100bp downstream of the transcription start site
(See 2-12,A). We hypothesized that SC35 RNA binding might be contingent on pause
release and thus binding should generally occur downstream of the first exon. A meta
average of SC35 RNA binding across all genes with 5 or more exons revealed SC35
binding was most enriched in the second exon of genes (Figure B-1,D). These data
suggest that SC35 generally binds mRNAs on downstream exons.
B.2.2 Depletion of SC35 results in a global elongation defect
We next examined the role of SC35 in transcription elongation by examining RNA
Pol II occupancy genome wide in cells depleted for the factor. Again, we used mEF
engineered with a tetracycline repressible p Tet-off SC35-HA. mEFs were treated with
the tetracycline analog doxycycline. After 24hr treatment with doxycycline, SC35 was
no longer detectable via Western blot (Figure B-2,A). RNA Pol II genomic occupancy
data was obtained by performing RNA Pol II ChIP-Seq on doxycycline treated cells
at Ohr and 24hr after treatment. These data establish the genomic occupancy of RNA
Pol II in mEF with normal or depleted SC35 levels.
SC35 binding was enriched at essentially all RNA Pol II bound genes Ohr after
doxycycline treatment, suggesting SC35 binding is generally a feature of actively
transcribed genes (data not shown). At RNA Pol II bound genes, depletion of SC35
resulted in accumulation of RNA Pol II in the promoter regions and loss of RNA Pol
II in the gene body region (Figure B-3,B-C). This observation was quantified genome
wide using the traveling ratio (TR) metric (Figure B-3,C). Thus, depletion of SC35
resulted in specific defects to transcription elongation genome wide.
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B.2.3 SC35 binds to the 7sK snRNA
We next examined how SC35 could directly influence pause release at transcription-
ally active genes. SC35 has been shown to associate with P-TEFb biochemically.
Since splicing factors such as hnRNP-A1 have been shown to associate with P-TEFb
through direct binding of the 7sK snRNA (Barrandon et al. (2007); Krueger et al.
(2008)), we hypothesized that SC35 might act in a similar function. The 7sK snRNA
is a 350nt long non-coding RNA that forms the scaffold for the inactive P-TEFb 7sK
snRNP complex (Egloff et al. (2006)). Analysis of SC35 CLIP-Seq data revealed ex-
tensive binding of SC35 to stem loop F3 of the 7sK snRNA (Figure B-4). Deletion of
the F3 stem loop in the 7sK snRNA eliminates its ability to interact with P-TEFb
in vitro (Egloff et al. (2006)). These data suggest that the SC35 interaction with
P-TEFb may be bridged by the 7sK snRNA.
B.3 Conclusions
The splicing factor SC35 has been implicated in control of transcription elongation
at its target genes (Lin et al. (2008)). Our results show that SC35 binds most tran-
scriptionally active genes downstream of the first exon. Depletion of SC35 results in
a global transcription elongation defect. These results suggest that in addition to its
role in regulation of splicing, SC35 acts as a global positive elongation factor.
SC35 could potentially promote elongation in a number of ways. The factor could
bind to mRNAs and recruit P-TEFb to the gene locus, thereby increasing the local
concentration of P-TEFb. Alternatively, SC35 could load in complex with P-TEFb
at promoters via interactions with the 7sK snRNA. Binding of SC35 to the nascent
mRNA could dissociate P-TEFb from the inactive 7sK snRNP, thereby freeing P-
TEFb to promote elongation in a co-transcriptional manner.
SC35's role in promoting transcription elongation also has implications for how
control of gene expression is modeled. Regulators of the transcription are typically
thought to act at specific stages of the transcription cycle. However, recent evidence
suggesting extensive crosstalk and co-regulation of events in transcription suggest
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a tighter coupling between multiple aspects of the transcription cycle (Ahn et al.
(2004); Moore and Proudfoot (2009)). Splicing factors that also regulate elongation
could potentially couple upregulation of a message with its alternative splicing. Our
results suggest that through the regulation of factors such as SC35, splicing and
transcription elongation are tightly coupled processes.
B.4 Experimental methods
B.4.1 Cell culture and Western blots
Engineered mouse embryonic fibroblasts were kindly provided by Xiang-Dong Fu,
UCSD. Cells were propagated in Dulbecco's Minimum Essential Medium (DMEM)
modified to contain high glucose, L-glutamine, phenol red, and sodium pyruvate, and
supplemented with 10% fetal bovine serum.
To examine repression of the conditional pTet-off SC35-HA, cells were treated with
3pg/mL doxycycline. 1 x 107 cells were collected at Ohr and 24hr after treatment by
trypsinization.
Total cell lysates for immunoblotting were prepared by pelleting 1 1 x 107 cells
from each cell line at 4C (1,200 rpm) for 5 min using a Sorvall Legend centrifuge
(Thermo Fisher Scientific). After collecting the cells the pellets were washed 1X with
ice-cold IX PBS and the pellet after the final wash was resuspended in RIPA ly-
sis buffer (Sigma, R0278) containing 150mM NaCl, 0.5% sodium deoxycholate, 0.1%
SDS, 50mM Tris, pH 8.0, 2X Halt Protease inhibitors (Pierce, Thermo Fisher Scien-
tific). Total protein lysates were collected and snap-frozen in liquid nitrogen before
being stored at -80'C.
For SC35-HA immunoblotting, 40[tg of total cell lysates (see Figure B-3) were
loaded per well into NuPAGE NOVEX 4-12% Bis-Tris Midi Gel (Invitrogen, Carlsbad,
CA) and separated by electrophoreses at 200 V for 1 hour. The gels were then
transferred onto a PVDF membrane (Immobilon-P Millipore, Billerica, MA) by
semi-dry transfer system (TransBlot SD Bio-Rad) and blocked by incubation with
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5% dry milk in TBST (TBS with 0.2% Tween-20). Membranes were probed using
antibodies raised against the HA epitope tag (12CA5, Abcam 16918) or against Upfl
component Rent 1 (loading control) (Bethyl A301-902A). Chemiluminescent detection
was performed with appropriate secondary antibodies and visualized with film.
For RNA Pol II ChIP-Seq, cells were collected Ohr and 24hr after treatment with
doxycycline. Cells were crosslinked with formaldehyde as described in (Rahl et al.
(2010)).
B.4.2 SC35 CLIP-Seq
SC35-HA and control CLIP-Seq data were collected by Sakshit Pandit in the labora-
tory of Xiang-Dong Fu, UCSD. Briefly, 1 x 107 SC35-HA mEF or wildtype mEF cells
were UV crosslinked and collected via trypsinization. Cells were lysed and RNAseA
treated to remove non protected RNA. SC35 was immunoprecipitated using a mouse
monoclonal antibody raised against the HA epitope tag (12CA5, Abcamn 16918).
SC35 protected RNA was extracted after proteinase K treatment and prepared for
sequencing.
B.4.3 RNA Pol II ChIP-Seq
ChIP was carried out as described in (Rahl et al. (2010)). In summary, cells were
crosslinked as described above for 10 minutes at room temperature by the addition
of one-tenth of the volume of 11% formaldehyde solution (11% formaldehyde, 50mM
Hepes pH 7.3, 100mM NaCl, 1mM EDTA pH 8.0, 0.5mM EGTA pH 8.0) to the growth
media followed by two washes with PBS. Following the final PBS wash, supernatant
was aspirated and the cell pellet was flash frozen in liquid nitrogen. Frozen crosslinked
cells were stored at -80'C.
50pl of Dynal magnetic beads (Sigma) were blocked with 0.5% BSA (w/v) in PBS.
Magnetic beads were bound with 5ug of antibodies for RNA Pol II (Rpbl N-terminus)
Santa Cruz sc-899. Crosslinked cells were lysed with lysis buffer 1 (50mM Hepes pH
7.3, 140mM NaCl, 1mM EDTA, 10% glycerol, 0.5% NP-40, and 0.25% Triton X-100)
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and washed with lysis buffer 2 (10mM Tris-HCl pH 8.0, 200mM NaCl, 1mM EDTA
pH 8.0 and 0.5mM EGTA pH 8.0).
For RNA Pol II ChIPs, cells were resuspended and sonicated in sonication buffer
(50mM Tris-HCl pH 7.5, 140mM NaCl, 1mM EDTA, 1mM EGTA, 1% Triton X-
100, 0.1% Na-deoxycholate, 0.1% SDS) for 9 cycles at 30 seconds each on ice (18-21
watts) with 60 seconds on ice between cycles. Sonicated lysates were cleared and
incubated overnight at 4C with magnetic beads bound with antibody to enrich for
DNA fragments bound by the indicated factor. Beads were washed three times with
sonication buffer, one time with sonication buffer with 500mM NaCl, one time with
LiCl wash buffer (20mM Tris pH 8.0, 1mM EDTA, 250mM LiCl, 0.5% NP-40, 0.5%
Na-deoxycholate) and one time with TE. DNA was eluted in elution buffer. Cross-
links were reversed overnight. RNA and protein were digested using RNAse A and
Proteinase K, respectively and DNA was purified with phenol chloroform extraction
and ethanol precipitation.
Purified ChIP DNA was used to prepare Illumina multiplexed sequencing libraries.
Libraries for Illumina sequencing were prepared following the Illumina TruSeq TM DNA
Sample Preparation v2 kit protocol with the following exceptions. After end-repair
and A-tailing, Immunoprecipitated DNA (10-50ng) or Whole Cell Extract DNA
(50ng) was ligated to a 1 50 dilution of Illumina Adapter Oligo Mix assigning one
of 24 unique indexes in the kit to each sample. Following ligation, libraries were
amplified by 18 cycles of PCR using the HiFi NGS Library Amplification kit from
KAPA Biosystems. Amplified libraries were then size-selected using a 2% gel cassette
in the Pippin PrepTMsystem from Sage Science set to capture fragments between 200
and 400 bp. Libraries were quantified by qPCR using the KAPA Biosystems Illumina
Library Quantification kit according to kit protocols. Libraries with distinct TruSeq
indexes were multiplexed by mixing at equimolar ratios and running together in a
lane on the Illumina HiSeq 2000 for 40 bases in single read mode.
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B.4.4 Data analysis
All analysis was performed using RefSeq (NCBI36/MM9) (Pruitt et al. (2007)) mouse
gene annotations. SC35-HA and control CLIP-Seq datasets were aligned using Bowtie
(version 0.12.2) (Langmead et al. (2009)) to build version NCBI36/MM9 of the mouse
genome. Alignments were performed using the following criteria: -n2, -e70, -ml, -ki,
-best. These criteria preserved only reads that mapped uniquely to the genome with
1 or fewer mismatches.
SC35 sequence enrichment was performed by calculating the occurrence per million
mapped reads of each 3mer in SC35-HA and control CLIP-Seq samples. Enrichments
were calculated as log2 enrichment of SC35-HA over control. SC35 binding was visu-
alized by plotting the number of uniquely mapping reads per position normalized to
the total number of mapped reads.
RNA Pol II bound genes were identified as those containing an enriched region
for RNA Pol II within 500bp of the transcription start site Ohr after treatment with
doxycycline. Enriched regions were determined as in (Rahl et al. (2010)).
SC35 mRNA binding map was created by aggregating CLIP-Seq data across 2,593
RNA Pol II bound genes with 5 or more exons. For each gene, SC35-HA CLIP-Seq
enrichment was calculated for the 500bp upstream promoter region, exons 1-4 and
introns 1-4. The significance of differences between the distributions of CLIP-Seq
enrichment were determined using a Welch's two-tailed t test.
Changes in RNA Pol II occupancy were compared by first applying rank normal-
ization. This normalization method is described in (Bilodeau et al. (2009)). Briefly,
a quantile normalization method was used for analysis. For each dataset compared,
the genomic bin with the greatest ChIP-Seq density was identified. The average of
these values was calculated and the highest signal bin in each dataset was assigned
this average value. This was repeated for all genomic bins from the greatest signal to
the least, assigning each the average ChIP-Seq signal for all bins of that rank across
all datasets.
Traveling ratio calculations were also determined for RNA Pol II genes as in (Rahl
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et al. (2010)). Briefly, we first defined the promoter region from -30 to +300 relative to
the TSS and the gene body as the remaining length of the gene. We next calculated
the average density/nt from rank normalized ChIP-seq density files (described in
(Bilodeau et al. (2009)) for each region and computed the traveling ratio as the ratio
between the two.
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B.5 Figures
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Figure B-i (previous page): SC35-HA binding sequences. A. Bar graph showing
the log_2 enrichment of various 3mer sequences in SC35-HA versus control CLIP-Seq
data. 3mers with above 0.2 log_2 enrichment are displayed in red and 3mers with
below -0.2 log_2 enrichment are displayed in blue.
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Figure B-2 (previous page): SC35 predominantly binds mRNAs downstream
of the second exon. A-B. SC35-HA and control CLIP-Seq occupancy are plotted
at A. Poldip2 and B. Sfrs2. The x-axis shows genomic position. The y-axis shows
CLIP-Seq density in units of overlapping reads per nt per million mapped reads.
SC35-HA CLIP-Seq density is plotted in blue. Control CLIP-Seq density is plotted
in red. C. Bar graph showing the enrichment of SC35-HA CLIP-Seq read density in
the promoter, first four exons, and first four introns. The enrichment over control is
plotted in log_2 units along the y-axis. The significance of enrichment in each region
is denoted by asterisks. The significance of the difference in enrichment between
regions is indicated by brackets and denoted by asterisks. p-values are calculated
using a welch's two-tailed t test.
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Figure B-3 (previous page): SC35 depletion results in a global elongation de-
fect. A. Western blot of relative levels of SC35-HA (bottom) and Upfl (top, loading
control) at Ohr and 24hr after treatment with doxycycline and depletion of SC35-HA.
B. RNA Pol II occupancy in control (black line) and SC35 depleted (grey line) cells
are plotted at Sfrs2. The x-axis shows genomic position. The y-axis shows RNA Pol
II density in units of rank normalized counts. C. Empirical cumulative distribution
plots of RNA Pol II traveling ratios (TR) for RNA Pol II bound genes in control
(black) and SC35 depleted (grey) cells. Differences in the TR distribution between
control and SC35 depleted cells are significant (Welch's two-tailed t test, p-value
<1e- 16).
199
SC35-HA CLIP-Seq Tags
Schematic from Egloff et al., 2006
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Figure B-4 (previous page): SC35 binds the 7sK snRNA. A. Left: schematic of
the 7sK snRNA from [elgoff ref] with the SC35 binding region highlighted in blue.
Right: horizontal bar graph showing the number of raw SC35-HA CLIP-Seq sequence
tags with alignments overlapping each position in the SC35 bound region of the 7sK
snRNA. Vertical axis shows positions of the 7sK snRNA in the SC35 bound region
starting from top 220nt and ending at the bottom 300nt position.
201
Bibliography
Adelman, K., Wei, W., Ardehali, M. B., Werner, J., Zhu, B., Reinberg, D. and Lis,
J. T. (2006). Drosophila Paf1 modulates chromatin structure at actively transcribed
genes. Molecular and cellular biology 26, 250-260.
Agalioti, T., Lomvardas, S., Parekh, B., Yie, J., Maniatis, T. and Thanos, D. (2000).
Ordered recruitment of chromatin modifying and general transcription factors to
the IFN-beta promoter. Cell 103, 667-678.
Ahn, S. H., Kim, M. and Buratowski, S. (2004). Phosphorylation of serine 2 within the
RNA polymerase II C-terminal domain couples transcription and 3' end processing.
Molecular cell 13, 67-76.
Amati, B., Alevizopoulos, K. and Vlach, J. (1998). Myc and the cell cycle. Frontiers
in bioscience : a journal and virtual library 3, d250-68.
Amati, B., Frank, S. R., Donjerkovic, D. and Taubert, S. (2001). Function of the
c-Myc oncoprotein in chromatin remodeling and transcription. Biochimica et bio-
physica acta 1471, M135-45.
Andrulis, E. D., Guzman, E., D6ring, P., Werner, J. and Lis, J. T. (2000). High-
resolution localization of Drosophila Spt5 and Spt6 at heat shock genes in vivo: roles
in promoter proximal pausing and transcription elongation. Genes & development
14, 2635-2649.
Arabi, A., Wu, S., Ridderstrile, K., Bierhoff, H., Shiue, C., Fatyol, K., Fahlen, S.,
Hydbring, P., S6derberg, 0., Grummt, I., Larsson, L.-G. and Wright, A. P. H.
(2005). c-Myc associates with ribosomal DNA and activates RNA polymerase I
transcription. Nature cell biology 7, 303-310.
Arrowsmith, C. H., Bountra, C., Fish, P. V., Lee, K. and Schapira, M. (2012). Epi-
genetic protein families: a new frontier for drug discovery. Nature reviews. Drug
discovery 11, 384-400.
Bailey, T. L. and Elkan, C. (1994). Fitting a mixture model by expectation maximiza-
tion to discover motifs in biopolymers. Proceedings / ... International Conference
on Intelligent Systems for Molecular Biology ; ISMB. International Conference on
Intelligent Systems for Molecular Biology 2, 28-36.
203
Bannister, A. J. and Kouzarides, T. (2011). Regulation of chromatin by histone
modifications. Cell research 21, 381-395.
Barboric, M., Nissen, R. M., Kanazawa, S., Jabrane-Ferrat, N. and Peterlin, B. M.
(2001). NF-kappaB binds P-TEFb to stimulate transcriptional elongation by RNA
polymerase II. Molecular cell 8, 327-337.
Barrandon, C., Bonnet, F., Nguyen, V. T., Labas, V. and Bensaude, 0. (2007). The
transcription-dependent dissociation of P-TEFb-HEXIM1-7SK RNA relies upon
formation of hnRNP-7SK RNA complexes. Molecular and cellular biology 27,
6996-7006.
Baugh, L. R., Demodena, J. and Sternberg, P. W. (2009). RNA Pol II accumulates at
promoters of growth genes during developmental arrest. Science (New York, N.Y.)
324, 92-94.
Bentley, D. L. and Groudine, M. (1986). A block to elongation is largely responsible
for decreased transcription of c-myc in differentiated HL60 cells. Nature 321,
702-706.
Beroukhim, R., Mermel, C. H., Porter, D., Wei, G., Raychaudhuri, S., Donovan, J.,
Barretina, J., Boehm, J. S., Dobson, J., Urashima, M., Mc Henry, K. T., Pinchback,
R. M., Ligon, A. H., Cho, Y.-J., Haery, L., Greulich, H., Reich, M., Winckler, W.,
Lawrence, M. S., Weir, B. A., Tanaka, K. E., Chiang, D. Y., Bass, A. J., Loo, A.,
Hoffman, C., Prensner, J., Liefeld, T., Gao, Q., Yecies, D., Signoretti, S., Maher,
E., Kaye, F. J., Sasaki, H., Tepper, J. E., Fletcher, J. A., Tabernero, J., Baselga, J.,
Tsao, M.-S., Demichelis, F., Rubin, M. A., Janne, P. A., Daly, M. J., Nucera, C.,
Levine, R. L., Ebert, B. L., Gabriel, S., Rustgi, A. K., Antonescu, C. R., Ladanyi,
M., Letai, A., Garraway, L. A., Loda, M., Beer, D. G., True, L. D., Okamoto, A.,
Pomeroy, S. L., Singer, S., Golub, T. R., Lander, E. S., Getz, G., Sellers, W. R.
and Meyerson, M. (2010). The landscape of somatic copy-number alteration across
human cancers. Nature 463, 899-905.
Bilodeau, S., Kagey, M. H., Frampton, G. M., Rahl, P. B. and Young, R. A. (2009).
SetDB1 contributes to repression of genes encoding developmental regulators and
maintenance of ES cell state. Genes & development 23, 2484-2489.
Bird, G., Zorio, D. A. R. and Bentley, D. L. (2004). RNA polymerase II carboxy-
terminal domain phosphorylation is required for cotranscriptional pre-mRNA splic-
ing and 3'-end formation. Molecular and cellular biology 24, 8963-8969.
Blackwood, E. M. and Eisenman, R. N. (1991). Max: a helix-loop-helix zipper protein
that forms a sequence-specific DNA-binding complex with Myc. Science (New York,
N.Y.) 251, 1211-1217.
Blackwood, E. M., Lischer, B. and Eisenman, R. N. (1992). Myc and Max associate
in vivo. Genes & development 6, 71-80.
204
Bouchard, C., Marquardt, J., Bris, A., Medema, R. H. and Eilers, M. (2004). Myc-
induced proliferation and transformation require Akt-mediated phosphorylation of
FoxO proteins. The EMBO journal 23, 2830-2840.
Boyer, L. A., Lee, T. I., Cole, M. F., Johnstone, S. E., Levine, S. S., Zucker, J. P.,
Guenther, M. G., Kumar, R. M., Murray, H. L., Jenner, R. G., Gifford, D. K.,
Melton, D. A., Jaenisch, R. and Young, R. A. (2005). Core transcriptional regula-
tory circuitry in human embryonic stem cells. Cell 122, 947-956.
Bres, V., Gomes, N., Pickle, L. and Jones, K. A. (2005). A human splicing factor,
SKIP, associates with P-TEFb and enhances transcription elongation by HIV-1
Tat. Genes & development 19, 1211-1226.
Bres, V., Yoshida, T., Pickle, L. and Jones, K. A. (2009). SKIP interacts with c-Myc
and Menin to promote HIV-1 Tat transactivation. Molecular cell 36, 75-87.
Bulger, M. and Groudine, M. (2011). Functional and mechanistic diversity of distal
transcription enhancers. Cell 144, 327-339.
Buratowski, S. (2003). The CTD code. Nature structural biology 10, 679-680.
Buratowski, S. (2005). Connections between mRNA 3' end processing and transcrip-
tion termination. Current opinion in cell biology 17, 257-261.
Buratowski, S. (2009). Progression through the RNA polymerase II CTD cycle.
Molecular cell 36, 541-546.
Bushnell, D. A., Westover, K. D., Davis, R. E. and Kornberg, R. D. (2004). Structural
basis of transcription: an RNA polymerase II-TFIIB cocrystal at 4.5 Angstroms.
Science (New York, N.Y.) 303, 983-988.
Campbell, P. J., Stephens, P. J., Pleasance, E. D., O'Meara, S., Li, H., Santarius,
T., Stebbings, L. A., Leroy, C., Edkins, S., Hardy, C., Teague, J. W., Menzies, A.,
Goodhead, I., Turner, D. J., Clee, C. M., Quail, M. A., Cox, A., Brown, C., Durbin,
R., Hurles, M. E., Edwards, P. A. W., Bignell, G. R., Stratton, M. R. and Futreal,
P. A. (2008). Identification of somatically acquired rearrangements in cancer using
genome-wide massively parallel paired-end sequencing. Nature genetics 40, 722-
729.
Campos, E. I. and Reinberg, D. (2009). Histones: annotating chromatin. Annual
review of genetics 43, 559-599.
Carmody, S. R. and Wente, S. R. (2009). mRNA nuclear export at a glance. Journal
of cell science 122, 1933-1937.
Cartwright, P., McLean, C., Sheppard, A., Rivett, D., Jones, K. and Dalton, S. (2005).
LIF/STAT3 controls ES cell self-renewal and pluripotency by a Myc-dependent
mechanism. Development (Cambridge, England) 132, 885-896.
205
Chandriani, S., Frengen, E., Cowling, V. H., Pendergrass, S. A., Perou, C. M., Whit-
field, M. L. and Cole, M. D. (2009). A core MYC gene expression signature is
prominent in basal-like breast cancer but only partially overlaps the core serum
response. PloS one 4, e6693.
Chang, T.-C., Yu, D., Lee, Y.-S., Wentzel, E. A., Arking, D. E., West, K. M., Dang,
C. V., Thomas-Tikhonenko, A. and Mendell, J. T. (2008). Widespread microRNA
repression by Myc contributes to tumorigenesis. Nature genetics 40, 43-50.
Chao, S. H., Fujinaga, K., Marion, J. E., Taube, R., Sausville, E. A., Senderowicz,
A. M., Peterlin, B. M. and Price, D. H. (2000). Flavopiridol inhibits P-TEFb and
blocks HIV-1 replication. The Journal of biological chemistry 275, 28345-28348.
Chao, S. H. and Price, D. H. (2001). Flavopiridol inactivates P-TEFb and blocks
most RNA polymerase II transcription in vivo. The Journal of biological chemistry
276, 31793-31799.
Chen, X., Xu, H., Yuan, P., Fang, F., Huss, M., Vega, V. B., Wong, E., Orlov, Y. L.,
Zhang, W., Jiang, J., Loh, Y.-H., Yeo, H. C., Yeo, Z. X., Narang, V., Govindarajan,
K. R., Leong, B., Shahab, A., Ruan, Y., Bourque, G., Sung, W.-K., Clarke, N. D.,
Wei, C.-L. and Ng, H.-H. (2008). Integration of external signaling pathways with
the core transcriptional network in embryonic stem cells. Cell 133, 1106-1117.
Cheng, B. and Price, D. H. (2007). Properties of RNA polymerase II elongation com-
plexes before and after the P-TEFb-mediated transition into productive elongation.
The Journal of biological chemistry 282, 21901-21912.
Cole, M. D. and Cowling, V. H. (2008). Transcription-independent functions of MYC:
regulation of translation and DNA replication. Nature reviews. Molecular cell bi-
ology 9, 810-815.
Copeland, K. F. T. (2005). Modulation of HIV-1 transcription by cytokines and
chemokines. Mini reviews in medicinal chemistry 5, 1093-1101.
Core, L. J. and Lis, J. T. (2008). Transcription regulation through promoter-proximal
pausing of RNA polymerase II. Science (New York, N.Y.) 319, 1791-1792.
Core, L. J., Waterfall, J. J. and Lis, J. T. (2008). Nascent RNA sequencing reveals
widespread pausing and divergent initiation at human promoters. Science (New
York, N.Y.) 322, 1845-1848.
Cowling, V. H. and Cole, M. D. (2010). Myc Regulation of mRNA Cap Methylation.
Genes & cancer 1, 576-579.
Creyghton, M. P., Cheng, A. W., Welstead, G. G., Kooistra, T., Carey, B. W., Steine,
E. J., Hanna, J., Lodato, M. A., Frampton, G. M., Sharp, P. A., Boyer, L. A.,
Young, R. A. and Jaenisch, R. (2010). Histone H3K27ac separates active from
poised enhancers and predicts developmental state. Proceedings of the National
Academy of Sciences of the United States of America 107, 21931-21936.
206
Dai, M.-S. and Lu, H. (2008). Crosstalk between c-Myc and ribosome in ribosomal
biogenesis and cancer. Journal of cellular biochemistry 105, 670-677.
Dang, C. V. (2010). Rethinking the Warburg effect with Mye micromanaging glu-
tamine metabolism. Cancer research 70, 859-862.
Dang, C. V. (2012). MYC on the path to cancer. Cell 149, 22-35.
Dang, C. V., O'Donnell, K. A., Zeller, K. I., Nguyen, T., Osthus, R. C. and Li, F.
(2006). The c-Myc target gene network. Seminars in cancer biology 16, 253-264.
Delmore, J. E., Issa, G. C., Lemieux, M. E., Rahl, P. B., Shi, J., Jacobs, H. M.,
Kastritis, E., Gilpatrick, T., Paranal, R. M., Qi, J., Chesi, M., Schinzel, A. C.,
McKeown, M. R., Heffernan, T. P., Vakoc, C. R., Bergsagel, P. L., Ghobrial, I. M.,
Richardson, P. G., Young, R. A., Hahn, W. C., Anderson, K. C., Kung, A. L.,
Bradner, J. E. and Mitsiades, C. S. (2011). BET bromodomain inhibition as a
therapeutic strategy to target c-Myc. Cell 146, 904-917.
Dillon, N. (2004). Heterochromatin structure and function. Biology of the cell /
under the auspices of the European Cell Biology Organization 96, 631-637.
Eberhardy, S. R. and Farnham, P. J. (2001). c-Myc mediates activation of the cad
promoter via a post-RNA polymerase II recruitment mechanism. The Journal of
biological chemistry 276, 48562-48571.
Eberhardy, S. R. and Farnham, P. J. (2002). Myc recruits P-TEFb to mediate the
final step in the transcriptional activation of the cad promoter. The Journal of
biological chemistry 277, 40156-40162.
Ecevit, 0., Khan, M. A. and Goss, D. J. (2010). Kinetic analysis of the interac-
tion of b/HLH/Z transcription factors Myc, Max, and Mad with cognate DNA.
Biochemistry 49, 2627-2635.
Egloff, S., Van Herreweghe, E. and Kiss, T. (2006). Regulation of polymerase II tran-
scription by 7SK snRNA: two distinct RNA elements direct P-TEFb and HEXIMI
binding. Molecular and cellular biology 26, 630-642.
Eilers, M. and Eisenman, R. N. (2008). Myc's broad reach. Genes & development
22, 2755-2766.
Espinosa, J. M., Verdun, R. E. and Emerson, B. M. (2003). p53 functions through
stress- and promoter-specific recruitment of transcription initiation components
before and after DNA damage. Molecular cell 12, 1015-1027.
Facchini, L. M. and Penn, L. Z. (1998). The molecular role of Myc in growth and
transformation: recent discoveries lead to new insights. FASEB journal : official
publication of the Federation of American Societies for Experimental Biology 12,
633-651.
207
Fang, Z. H., Dong, C. L., Chen, Z., Zhou, B., Liu, N., Lan, H. F., Liang, L., Liao,
W. B., Zhang, L. and Han, Z. C. (2009). Transcriptional regulation of survivin
by c-Myc in BCR/ABL-transformed cells: implications in anti-leukaemic strategy.
Journal of cellular and molecular medicine 13, 2039-2052.
Farina, A., Faiola, F. and Martinez, E. (2004). Reconstitution of an E box-binding
Myc:Max complex with recombinant full-length proteins expressed in Escherichia
coli. Protein expression and purification 34, 215-222.
Faumont, N., Durand-Panteix, S., Schlee, M., Gr6mminger, S., Schuhmacher, M.,
H6lzel, M., Laux, G., Mailhammer, R., Rosenwald, A., Staudt, L. M., Bornkamm,
G. W. and Feuillard, J. (2009). c-Myc and Rel/NF-kappaB are the two master
transcriptional systems activated in the latency III program of Epstein-Barr virus-
immortalized B cells. Journal of virology 83, 5014-5027.
Felsher, D. W. and Bishop, J. M. (1999). Reversible tumorigenesis by MYC in
hematopoietic lineages. Molecular cell 4, 199-207.
Fernandez, P. C., Frank, S. R., Wang, L., Schroeder, M., Liu, S., Greene, J., Cocito,
A. and Amati, B. (2003). Genomic targets of the human c-Myc protein. Genes &
development 17, 1115-1129.
Filippakopoulos, P., Qi, J., Picaud, S., Shen, Y., Smith, W. B., Fedorov, 0., Morse,
E. M., Keates, T., Hickman, T. T., Felletar, I., Philpott, M., Munro, S., McKe-
own, M. R., Wang, Y., Christie, A. L., West, N., Cameron, M. J., Schwartz, B.,
Heightman, T. D., La Thangue, N., French, C. A., Wiest, 0., Kung, A. L., Knapp,
S. and Bradner, J. E. (2010). Selective inhibition of BET bromodomains. Nature
468, 1067-1073.
Fivaz, J., Bassi, M. C., Pinaud, S. and Mirkovitch, J. (2000). RNA polymerase II
promoter-proximal pausing upregulates c-fos gene expression. Gene 255, 185-194.
Flores, I., Murphy, D. J., Swigart, L. B., Knies, U. and Evan, G. I. (2004). Defining
the temporal requirements for Myc in the progression and maintenance of skin
neoplasia. Oncogene 23, 5923-5930.
Follis, A. V., Hammoudeh, D. I., Wang, H., Prochownik, E. V. and Metallo, S. J.
(2008). Structural rationale for the coupled binding and unfolding of the c-Myc
oncoprotein by small molecules. Chemistry & biology 15, 1149-1155.
Frank, S. R., Schroeder, M., Fernandez, P., Taubert, S. and Amati, B. (2001). Binding
of c-Myc to chromatin mediates mitogen-induced acetylation of histone H4 and gene
activation. Genes & development 15, 2069-2082.
Fuda, N. J., Ardehali, M. B. and Lis, J. T. (2009). Defining mechanisms that regulate
RNA polymerase II transcription in vivo. Nature 461, 186-192.
208
Furger, A., O'Sullivan, J. M., Binnie, A., Lee, B. A. and Proudfoot, N. J. (2002).
Promoter proximal splice sites enhance transcription. Genes & development 16,
2792-2799.
Gallant, P. (2005). Myc, cell competition, and compensatory proliferation. Cancer
research 65, 6485-6487.
Gargano, B., Amente, S., Majello, B. and Lania, L. (2007). P-TEFb is a crucial
co-factor for Myc transactivation. Cell cycle (Georgetown, Tex.) 6, 2031-2037.
Geiss, G. K., Bumgarner, R. E., Birditt, B., Dahl, T., Dowidar, N., Dunaway, D. L.,
Fell, H. P., Ferree, S., George, R. D., Grogan, T., James, J. J., Maysuria, M.,
Mitton, J. D., Oliveri, P., Osborn, J. L., Peng, T., Ratcliffe, A. L., Webster, P. J.,
Davidson, E. H., Hood, L. and Dimitrov, K. (2008). Direct multiplexed measure-
ment of gene expression with color-coded probe pairs. Nature biotechnology 26,
317-325.
Gilchrist, D. A., Nechaev, S., Lee, C., Ghosh, S. K. B., Collins, J. B., Li, L., Gilmour,
D. S. and Adelman, K. (2008). NELF-mediated stalling of Pol II can enhance
gene expression by blocking promoter-proximal nucleosome assembly. Genes &
development 22, 1921-1933.
Gilmour, D. S. and Lis, J. T. (1986). RNA polymerase II interacts with the promoter
region of the noninduced hsp70 gene in Drosophila melanogaster cells. Molecular
and cellular biology 6, 3984-3989.
Gingras, A. C., Raught, B. and Sonenberg, N. (1999). eIF4 initiation factors: effectors
of mRNA recruitment to ribosomes and regulators of translation. Annual review
of biochemistry 68, 913-963.
Giraud, M., Yoshida, H., Abramson, J., Rahl, P. B., Young, R. A., Mathis, D. and
Benoist, C. (2012). Aire unleashes stalled RNA polymerase to induce ectopic gene
expression in thymic epithelial cells. Proceedings of the National Academy of Sci-
ences of the United States of America 109, 535-540.
Glover-Cutter, K., Kim, S., Espinosa, J. and Bentley, D. L. (2008). RNA polymerase
II pauses and associates with pre-mRNA processing factors at both ends of genes.
Nature structural & molecular biology 15, 71-78.
Gnatt, A. L., Cramer, P., Fu, J., Bushnell, D. A. and Kornberg, R. D. (2001). Struc-
tural basis of transcription: an RNA polymerase II elongation complex at 3.3 A
resolution. Science (New York, N.Y.) 292, 1876-1882.
Goldstrohm, A. C., Greenleaf, A. L. and Garcia-Blanco, M. A. (2001). Co-
transcriptional splicing of pre-messenger RNAs: considerations for the mechanism
of alternative splicing. Gene 277, 31-47.
Gomez-Roman, N., Grandori, C., Eisenman, R. N. and White, R. J. (2003). Direct
activation of RNA polymerase III transcription by c-Myc. Nature 421, 290-294.
209
G6nd6r, A. and Ohisson, R. (2009). Chromosome crosstalk in three dimensions.
Nature 461, 212-217.
Graf, T. and Enver, T. (2009). Forcing cells to change lineages. Nature 462, 587-594.
Grandori, C., Gomez-Roman, N., Felton-Edkins, Z. A., Ngouenet, C., Galloway,
D. A., Eisenman, R. N. and White, R. J. (2005). c-Myc binds to human ribo-
somal DNA and stimulates transcription of rRNA genes by RNA polymerase I.
Nature cell biology 7, 311-318.
Grant, P. A., Duggan, L., C6te, J., Roberts, S. M., Brownell, J. E., Candau, R., Ohba,
R., Owen-Hughes, T., Allis, C. D., Winston, F., Berger, S. L. and Workman, J. L.
(1997). Yeast Gcn5 functions in two multisubunit complexes to acetylate nucle-
osomal histones: characterization of an Ada complex and the SAGA (Spt/Ada)
complex. Genes & development 11, 1640-1650.
Green, M. R. (1991). Biochemical mechanisms of constitutive and regulated pre-
mRNA splicing. Annual review of cell biology 7, 559-599.
Guarente, L. (2011). Franklin H. Epstein Lecture: Sirtuins, aging, and medicine. The
New England journal of medicine 364, 2235-2244.
Guccione, E., Martinato, F., Finocchiaro, G., Luzi, L., Tizzoni, L., Dall' Olio, V.,
Zardo, G., Nervi, C., Bernard, L. and Amati, B. (2006). Myc-binding-site recogni-
tion in the human genome is determined by chromatin context. Nature cell biology
8, 764-770.
Guenther, M. G., Levine, S. S., Boyer, L. A., Jaenisch, R. and Young, R. A. (2007).
A chromatin landmark and transcription initiation at most promoters in human
cells. Cell 130, 77-88.
Guglielmi, B., van Berkum, N. L., Klapholz, B., Bijma, T., Boube, M., Boschiero,
C., Bourbon, H.-M., Holstege, F. C. P. and Werner, M. (2004). A high resolution
protein interaction map of the yeast Mediator complex. Nucleic acids research 32,
5379-5391.
Hailesellasse Sene, K., Porter, C. J., Palidwor, G., Perez-Iratxeta, C., Muro, E. M.,
Campbell, P. A., Rudnicki, M. A. and Andrade-Navarro, M. A. (2007). Gene
function in early mouse embryonic stem cell differentiation. BMC genomics 8, 85.
Hall, J., Guo, G., Wray, J., Eyres, I., Nichols, J., Grotewold, L., Morfopoulou, S.,
Humphreys, P., Mansfield, W., Walker, R., Tomlinson, S. and Smith, A. (2009).
Oct4 and LIF/Stat3 additively induce Kriippel factors to sustain embryonic stem
cell self-renewal. Cell stem cell 5, 597-609.
Hammoudeh, D. I., Follis, A. V., Prochownik, E. V. and Metallo, S. J. (2009). Mul-
tiple independent binding sites for small-molecule inhibitors on the oncoprotein
c-Myc. Journal of the American Chemical Society 131, 7390-7401.
210
Hanahan, D. and Weinberg, R. A. (2011). Hallmarks of cancer: the next generation.
Cell 144, 646-674.
Hanyu-Nakamura, K., Sonobe-Nojima, H., Tanigawa, A., Lasko, P. and Nakamura,
A. (2008). Drosophila Pgc protein inhibits P-TEFb recruitment to chromatin in
primordial germ cells. Nature 451, 730-733.
Henderson, A. J., Zou, X. and Calame, K. L. (1995). C/EBP proteins activate
transcription from the human immunodeficiency virus type 1 long terminal repeat
in macrophages/monocytes. Journal of virology 69, 5337-5344.
Henkin, T. M. and Yanofsky, C. (2002). Regulation by transcription attenu-
ation in bacteria: how RNA provides instructions for transcription termina-
tion/antitermination decisions. Bioessays 24, 700-7.
Herkert, B. and Eilers, M. (2010). Transcriptional repression: the dark side of myc.
Genes & cancer 1, 580-586.
Herold, S., Herkert, B. and Eilers, M. (2009). Facilitating replication under stress:
an oncogenic function of MYC? Nature reviews. Cancer 9, 441-444.
Hertel, K. J. and Graveley, B. R. (2005). RS domains contact the pre-mRNA through-
out spliceosome assembly. Trends in biochemical sciences 30, 115-118.
Hirvonen, H. E., Salonen, R., Sandberg, M. M., Vuorio, E., Vistrik, I., Kotilainen,
E. and Kalimo, H. (1994). Differential expression of myc, max and RB1 genes in
human gliomas and glioma cell lines. British journal of cancer 69, 16-25.
Hochheimer, A. and Tjian, R. (2003). Diversified transcription initiation complexes
expand promoter selectivity and tissue-specific gene expression. Genes & develop-
ment 17, 1309-1320.
Hoffman, B. and Liebermann, D. A. (2008). Apoptotic signaling by c-MYC. Oncogene
27, 6462-6472.
Horn, P. J. and Peterson, C. L. (2002). Molecular biology. Chromatin higher order
folding-wrapping up transcription. Science (New York, N.Y.) 297, 1824-1827.
Huber, W., von Heydebreck, A., Siiltmann, H., Poustka, A. and Vingron, M. (2002).
Variance stabilization applied to microarray data calibration and to the quantifi-
cation of differential expression. Bioinformatics (Oxford, England) 18 Suppl 1,
S96-104.
Hurlin, P. J. and Dezfouli, S. (2004). Functions of myc:max in the control of cell
proliferation and tumorigenesis. International review of cytology 238, 183-226.
Irizarry, R. A., Hobbs, B., Collin, F., Beazer-Barclay, Y. D., Antonellis, K. J., Scherf,
U. and Speed, T. P. (2003). Exploration, normalization, and summaries of high
density oligonucleotide array probe level data. Biostatistics (Oxford, England) 4,
249-264.
211
Jackson, R. J., Hellen, C. U. T. and Pestova, T. V. (2010). The mechanism of
eukaryotic translation initiation and principles of its regulation. Nature reviews.
Molecular cell biology 11, 113-127.
Jain, M., Arvanitis, C., Chu, K., Dewey, W., Leonhardt, E., Trinh, M., Sundberg,
C. D., Bishop, J. M. and Felsher, D. W. (2002). Sustained loss of a neoplastic
phenotype by brief inactivation of MYC. Science (New York, N.Y.) 297, 102-104.
Ji, H., Wu, G., Zhan, X., Nolan, A., Koh, C., De Marzo, A., Doan, H. M., Fan, J.,
Cheadle, C., Fallahi, M., Cleveland, J. L., Dang, C. V. and Zeller, K. I. (2011).
Cell-type independent MYC target genes reveal a primordial signature involved in
biomass accumulation. PloS one 6, e26057.
Johnson, B. E., Ihde, D. C., Makuch, R. W., Gazdar, A. F., Carney, D. N., Oie, H.,
Russell, E., Nau, M. M. and Minna, J. D. (1987). myc family oncogene amplifi-
cation in tumor cell lines established from small cell lung cancer patients and its
relationship to clinical status and course. The Journal of clinical investigation 79,
1629-1634.
Jones, K. A. and Peterlin, B. M. (1994). Control of RNA initiation and elongation
at the HIV-1 promoter. Annual review of biochemistry 63, 717-743.
Kagey, M. H., Newman, J. J., Bilodeau, S., Zhan, Y., Orlando, D. A., van Berkum,
N. L., Ebmeier, C. C., Goossens, J., Rahl, P. B., Levine, S. S., Taatjes, D. J.,
Dekker, J. and Young, R. A. (2010). Mediator and cohesin connect gene expression
and chromatin architecture. Nature 467, 430-435.
Kanazawa, S., Soucek, L., Evan, G., Okamoto, T. and Peterlin, B. M. (2003). c-Myc
recruits P-TEFb for transcription, cellular proliferation and apoptosis. Oncogene
22, 5707-5711.
Kapp, L. D. and Lorsch, J. R. (2004). The molecular mechanics of eukaryotic trans-
lation. Annual review of biochemistry 73, 657-704.
Khanna, A., B6ckelman, C., Hemmes, A., Junttila, M. R., Wiksten, J.-P., Lundin,
M., Junnila, S., Murphy, D. J., Evan, G. I., Haglund, C., Westermarck, J. and
Ristimski, A. (2009). MYC-dependent regulation and prognostic role of CIP2A in
gastric cancer. Journal of the National Cancer Institute 101, 793-805.
Kidder, B. L., Yang, J. and Palmer, S. (2008). Stat3 and c-Myc genome-wide promoter
occupancy in embryonic stem cells. PloS one 3, e3932.
Kim, J., Chu, J., Shen, X., Wang, J. and Orkin, S. H. (2008). An extended transcrip-
tional network for pluripotency of embryonic stem cells. Cell 132, 1049-1061.
Kim, J., Woo, A. J., Chu, J., Snow, J. W., Fujiwara, Y., Kim, C. G., Cantor, A. B. and
Orkin, S. H. (2010). A Myc network accounts for similarities between embryonic
stem and cancer cell transcription programs. Cell 143, 313-324.
212
Kim, J. B. and Sharp, P. A. (2001). Positive transcription elongation factor B phos-
phorylates hSPT5 and RNA polymerase II carboxyl-terminal domain independently
of cyclin-dependent kinase-activating kinase. The Journal of biological chemistry
276, 12317-12323.
Kim, Y. H., Girard, L., Giacomini, C. P., Wang, P., Hernandez-Boussard, T., Tib-
shirani, R., Minna, J. D. and Pollack, J. R. (2006). Combined microarray analysis
of small cell lung cancer reveals altered apoptotic balance and distinct expression
signatures of MYC family gene amplification. Oncogene 25, 130-138.
K6hler, A. and Hurt, E. (2007). Exporting RNA from the nucleus to the cytoplasm.
Nature reviews. Molecular cell biology 8, 761-773.
Komarnitsky, P., Cho, E. J. and Buratowski, S. (2000). Different phosphorylated
forms of RNA polymerase II and associated mRNA processing factors during tran-
scription. Genes & development 14, 2452-2460.
Kornberg, R. D. (2005). Mediator and the mechanism of transcriptional activation.
Trends in biochemical sciences 30, 235-239.
Kornberg, R. D. and Lorch, Y. (1999). Twenty-five years of the nucleosome, funda-
mental particle of the eukaryote chromosome. Cell 98, 285-294.
Korner, M., Bellan, A. H., Brini, A. T. and Farrar, W. L. (1990). Characterization
of the human immunodeficiency virus type 1 enhancer-binding proteins from the
human T-cell line Jurkat. The Biochemical journal 265, 547-554.
Kouzarides, T. (2007). Chromatin modifications and their function. Cell 128, 693-
705.
Krogan, N. J., Dover, J., Wood, A., Schneider, J., Heidt, J., Boateng, M. A., Dean,
K., Ryan, 0. W., Golshani, A., Johnston, M., Greenblatt, J. F. and Shilatifard, A.
(2003). The Paf1 complex is required for histone H3 methylation by COMPASS
and Dotlp: linking transcriptional elongation to histone methylation. Molecular
cell 11, 721-729.
Krueger, B. J., Jeronimo, C., Roy, B. B., Bouchard, A., Barrandon, C., Byers, S. A.,
Searcey, C. E., Cooper, J. J., Bensaude, 0., Cohen, E. A., Coulombe, B. and Price,
D. H. (2008). LARP7 is a stable component of the 7SK snRNP while P-TEFb,
HEXIMI and hnRNP Al are reversibly associated. Nucleic acids research 36,
2219-2229.
Kuttler, F. and Mai, S. (2006). c-Myc, Genomic Instability and Disease. Genome
dynamics 1, 171-190.
Lacy-Hulbert, A., Thomas, R., Li, X. P., Lilley, C. E., Coffin, R. S. and Roes, J.
(2001). Interruption of coding sequences by heterologous introns can enhance the
functional expression of recombinant genes. Gene therapy 8, 649-653.
213
Lander, E. S., Linton, L. M., Birren, B., Nusbaum, C., Zody, M. C., Baldwin, J.,
Devon, K., Dewar, K., Doyle, M., FitzHugh, W., Funke, R., Gage, D., Harris, K.,
Heaford, A., Howland, J., Kann, L., Lehoczky, J., LeVine, R., McEwan, P., McKer-
nan, K., Meldrim, J., Mesirov, J. P., Miranda, C., Morris, W., Naylor, J., Raymond,
C., Rosetti, M., Santos, R., Sheridan, A., Sougnez, C., Stange-Thomann, N., Sto-
janovic, N., Subramanian, A., Wyman, D., Rogers, J., Sulston, J., Ainscough, R.,
Beck, S., Bentley, D., Burton, J., Clee, C., Carter, N., Coulson, A., Deadman,
R., Deloukas, P., Dunham, A., Dunham, I., Durbin, R., French, L., Grafham, D.,
Gregory, S., Hubbard, T., Humphray, S., Hunt, A., Jones, M., Lloyd, C., McMur-
ray, A., Matthews, L., Mercer, S., Milne, S., Mullikin, J. C., Mungall, A., Plumb,
R., Ross, M., Shownkeen, R., Sims, S., Waterston, R. H., Wilson, R. K., Hillier,
L. W., McPherson, J. D., Marra, M. A., Mardis, E. R., Fulton, L. A., Chinwalla,
A. T., Pepin, K. H., Gish, W. R., Chissoe, S. L., Wendl, M. C., Delehaunty, K. D.,
Miner, T. L., Delehaunty, A., Kramer, J. B., Cook, L. L., Fulton, R. S., John-
son, D. L., Minx, P. J., Clifton, S. W., Hawkins, T., Branscomb, E., Predki, P.,
Richardson, P., Wenning, S., Slezak, T., Doggett, N., Cheng, J. F., Olsen, A.,
Lucas, S., Elkin, C., Uberbacher, E., Frazier, M., Gibbs, R. A., Muzny, D. M.,
Scherer, S. E., Bouck, J. B., Sodergren, E. J., Worley, K. C., Rives, C. M., Gorrell,
J. H., Metzker, M. L., Naylor, S. L., Kucherlapati, R. S., Nelson, D. L., Wein-
stock, G. M., Sakaki, Y., Fujiyama, A., Hattori, M., Yada, T., Toyoda, A., Itoh,
T., Kawagoe, C., Watanabe, H., Totoki, Y., Taylor, T., Weissenbach, J., Heilig,
R., Saurin, W., Artiguenave, F., Brottier, P., Bruls, T., Pelletier, E., Robert, C.,
Wincker, P., Smith, D. R., Doucette-Stamm, L., Rubenfield, M., Weinstock, K.,
Lee, H. M., Dubois, J., Rosenthal, A., Platzer, M., Nyakatura, G., Taudien, S.,
Rump, A., Yang, H., Yu, J., Wang, J., Huang, G., Gu, J., Hood, L., Rowen, L.,
Madan, A., Qin, S., Davis, R. W., Federspiel, N. A., Abola, A. P., Proctor, M. J.,
Myers, R. M., Schmutz, J., Dickson, M., Grimwood, J., Cox, D. R., Olson, M. V.,
Kaul, R., Raymond, C., Shimizu, N., Kawasaki, K., Minoshima, S., Evans, G. A.,
Athanasiou, M., Schultz, R., Roe, B. A., Chen, F., Pan, H., Ramser, J., Lehrach,
H., Reinhardt, R., McCombie, W. R., de la Bastide, M., Dedhia, N., Bl6cker, H.,
Hornischer, K., Nordsiek, G., Agarwala, R., Aravind, L., Bailey, J. A., Bateman,
A., Batzoglou, S., Birney, E., Bork, P., Brown, D. G., Burge, C. B., Cerutti, L.,
Chen, H. C., Church, D., Clamp, M., Copley, R. R., Doerks, T., Eddy, S. R., Eich-
ler, E. E., Furey, T. S., Galagan, J., Gilbert, J. G., Harmon, C., Hayashizaki, Y.,
Haussler, D., Hermjakob, H., Hokamp, K., Jang, W., Johnson, L. S., Jones, T. A.,
Kasif, S., Kaspryzk, A., Kennedy, S., Kent, W. J., Kitts, P., Koonin, E. V., Korf,
I., Kulp, D., Lancet, D., Lowe, T. M., McLysaght, A., Mikkelsen, T., Moran, J. V.,
Mulder, N., Pollara, V. J., Ponting, C. P., Schuler, G., Schultz, J., Slater, G., Smit,
A. F., Stupka, E., Szustakowski, J., Thierry-Mieg, D., Thierry-Mieg, J., Wagner,
L., Wallis, J., Wheeler, R., Williams, A., Wolf, Y. I., Wolfe, K. H., Yang, S. P., Yeh,
R. F., Collins, F., Guyer, M. S., Peterson, J., Felsenfeld, A., Wetterstrand, K. A.,
Patrinos, A., Morgan, M. J., de Jong, P., Catanese, J. J., Osoegawa, K., Shizuya,
H., Choi, S., Chen, Y. J., Szustakowki, J. and International Human Genome Se-
quencing Consortium (2001). Initial sequencing and analysis of the human genome.
Nature 409, 860-921.
214
Langmead, B., Trapnell, C., Pop, M. and Salzberg, S. L. (2009). Ultrafast and
memory-efficient alignment of short DNA sequences to the human genome. Genome
biology 10, R25.
Latchman, D. S. (1996). Transcription-factor mutations and disease. The New Eng-
land journal of medicine 334, 28-33.
Lee, C.-K., Shibata, Y., Rao, B., Strahl, B. D. and Lieb, J. D. (2004). Evidence for
nucleosome depletion at active regulatory regions genome-wide. Nature genetics
36, 900-905.
Lee, H., Kraus, K. W., Wolfner, M. F. and Lis, J. T. (1992). DNA sequence require-
ments for generating paused polymerase at the start of hsp70. Genes & development
6, 284-295.
Lee, T. I., Jenner, R. G., Boyer, L. A., Guenther, M. G., Levine, S. S., Kumar, R. M.,
Chevalier, B., Johnstone, S. E., Cole, M. F., Isono, K.-i., Koseki, H., Fuchikami,
T., Abe, K., Murray, H. L., Zucker, J. P., Yuan, B., Bell, G. W., Herbolsheimer, E.,
Hannett, N. M., Sun, K., Odom, D. T., Otte, A. P., Volkert, T. L., Bartel, D. P.,
Melton, D. A., Gifford, D. K., Jaenisch, R. and Young, R. A. (2006a). Control of
developmental regulators by Polycomb in human embryonic stem cells. Cell 125,
301-313.
Lee, T. I., Johnstone, S. E. and Young, R. A. (2006b). Chromatin immunoprecip-
itation and microarray-based analysis of protein location. Nature protocols 1,
729-748.
Lee, T. I. and Young, R. A. (2000). Transcription of eukaryotic protein-coding genes.
Annual review of genetics 34, 77-137.
Lee, W., Tillo, D., Bray, N., Morse, R. H., Davis, R. W., Hughes, T. R. and Nislow, C.
(2007). A high-resolution atlas of nucleosome occupancy in yeast. Nature genetics
39, 1235-1244.
Lee, W.-H., Liu, F.-H., Lin, J. Y.-C., Huang, S.-Y., Lin, H., Liao, W.-J. and Huang,
H.-M. (2009). JAK pathway induction of c-Myc critical to IL-5 stimulation of cell
proliferation and inhibition of apoptosis. Journal of cellular biochemistry 106,
929-936.
Lemon, B. and Tjian, R. (2000). Orchestrated response: a symphony of transcription
factors for gene control. Genes & development 14, 2551-2569.
Li, B., Carey, M. and Workman, J. L. (2007). The role of chromatin during tran-
scription. Cell 128, 707-719.
Li, C. and Wong, W. H. (2001). Model-based analysis of oligonucleotide arrays:
expression index computation and outlier detection. Proceedings of the National
Academy of Sciences of the United States of America 98, 31-36.
215
Li, Z., Van Calcar, S., Qu, C., Cavenee, W. K., Zhang, M. Q. and Ren, B. (2003).
A global transcriptional regulatory role for c-Myc in Burkitt's lymphoma cells.
Proceedings of the National Academy of Sciences of the United States of America
100, 8164-8169.
Licatalosi, D. D., Mele, A., Fak, J. J., Ule, J., Kayikci, M., Chi, S. W., Clark,
T. A., Schweitzer, A. C., Blume, J. E., Wang, X., Darnell, J. C. and Darnell,
R. B. (2008). HITS-CLIP yields genome-wide insights into brain alternative RNA
processing. Nature 456, 464-469.
Lim, W. K., Wang, K., Lefebvre, C. and Califano, A. (2007). Comparative analysis of
microarray normalization procedures: effects on reverse engineering gene networks.
Bioinformatics (Oxford, England) 23, i282-8.
Lin, C., Garrett, A. S., De Kumar, B., Smith, E. R., Gogol, M., Seidel, C., Krumlauf,
R. and Shilatifard, A. (2011). Dynamic transcriptional events in embryonic stem
cells mediated by the super elongation complex (SEC). Genes & development 25,
1486-1498.
Lin, C.-J., Malina, A. and Pelletier, J. (2009). c-Myc and eIF4F constitute a feedfor-
ward loop that regulates cell growth: implications for anticancer therapy. Cancer
research 69, 7491-7494.
Lin, S., Coutinho-Mansfield, G., Wang, D., Pandit, S. and Fu, X.-D. (2008). The
splicing factor SC35 has an active role in transcriptional elongation. Nature struc-
tural & molecular biology 15, 819-826.
Lis, J. T., Mason, P., Peng, J., Price, D. H. and Werner, J. (2000). P-TEFb kinase
recruitment and function at heat shock loci. Genes & development 14, 792-803.
Little, C. D., Nau, M. M., Carney, D. N., Gazdar, A. F. and Minna, J. D. (1983).
Amplification and expression of the c-myc oncogene in human lung cancer cell lines.
Nature 306, 194-196.
Liu, H. X., Chew, S. L., Cartegni, L., Zhang, M. Q. and Krainer, A. R. (2000). Ex-
onic splicing enhancer motif recognized by human SC35 under splicing conditions.
Molecular and cellular biology 20, 1063-1071.
Liu, X., Tesfai, J., Evrard, Y. A., Dent, S. Y. R. and Martinez, E. (2003). c-Myc
transformation domain recruits the human STAGA complex and requires TRRAP
and GCN5 acetylase activity for transcription activation. The Journal of biological
chemistry 278, 20405-20412.
Luo, Z., Lin, C., Guest, E., Garrett, A. S., Mohaghegh, N., Swanson, S., Marshall,
S., Florens, L., Washburn, M. P. and Shilatifard, A. (2012). The Super Elongation
Complex Family of RNA Polymerase II Elongation Factors: Gene Target Specificity
and Transcriptional Output. Molecular and cellular biology 32, 2608-2617.
216
Malik, S. and Roeder, R. G. (2005). Dynamic regulation of pol II transcription by
the mammalian Mediator complex. Trends in biochemical sciences 30, 256-263.
Mandal, S. S., Chu, C., Wada, T., Handa, H., Shatkin, A. J. and Reinberg, D. (2004).
Functional interactions of RNA-capping enzyme with factors that positively and
negatively regulate promoter escape by RNA polymerase II. Proceedings of the
National Academy of Sciences of the United States of America 101, 7572-7577.
Marcu, K. B., Bossone, S. A. and Patel, A. J. (1992). myc function and regulation.
Annual review of biochemistry 61, 809-860.
Margaritis, T. and Holstege, F. C. P. (2008). Poised RNA polymerase II gives pause
for thought. Cell 133, 581-584.
Marshall, N. F., Peng, J., Xie, Z. and Price, D. H. (1996). Control of RNA polymerase
II elongation potential by a novel carboxyl-terminal domain kinase. The Journal
of biological chemistry 271, 27176-27183.
Marshall, N. F. and Price, D. H. (1995). Purification of P-TEFb, a transcription factor
required for the transition into productive elongation. The Journal of biological
chemistry 270, 12335-12338.
Marson, A., Levine, S. S., Cole, M. F., Frampton, G. M., Brambrink, T., Johnstone,
S., Guenther, M. G., Johnston, W. K., Wernig, M., Newman, J., Calabrese, J. M.,
Dennis, L. M., Volkert, T. L., Gupta, S., Love, J., Hannett, N., Sharp, P. A.,
Bartel, D. P., Jaenisch, R. and Young, R. A. (2008). Connecting microRNA genes
to the core transcriptional regulatory circuitry of embryonic stem cells. Cell 134,
521-533.
Matangkasombut, 0., Auty, R. and Buratowski, S. (2004). Structure and function of
the TFIID complex. Advances in protein chemistry 67, 67-92.
Mathis, D. and Benoist, C. (2009). Aire. Annual review of immunology 27, 287-312.
Matoba, R., Niwa, H., Masui, S., Ohtsuka, S., Carter, M. G., Sharov, A. A. and Ko,
M. S. H. (2006). Dissecting Oct3/4-regulated gene networks in embryonic stem
cells by expression profiling. PloS one 1, e26.
McCracken, S., Fong, N., Rosonina, E., Yankulov, K., Brothers, G., Siderovski, D.,
Hessel, A., Foster, S., Shuman, S. and Bentley, D. L. (1997a). 5'-Capping enzymes
are targeted to pre-mRNA by binding to the phosphorylated carboxy-terminal do-
main of RNA polymerase II. Genes & development 11, 3306-3318.
McCracken, S., Fong, N., Yankulov, K., Ballantyne, S., Pan, G., Greenblatt, J.,
Patterson, S. D., Wickens, M. and Bentley, D. L. (1997b). The C-terminal domain
of RNA polymerase II couples mRNA processing to transcription. Nature 385,
357-361.
217
McMahon, S. B., Wood, M. A. and Cole, M. D. (2000). The essential cofactor TRRAP
recruits the histone acetyltransferase hGCN5 to c-Myc. Molecular and cellular
biology 20, 556-562.
Meyer, N. and Penn, L. Z. (2008). Reflecting on 25 years with MYC. Nature reviews.
Cancer 8, 976-990.
Mikkelsen, T. S., Ku, M., Jaffe, D. B., Issac, B., Lieberman, E., Giannoukos, G.,
Alvarez, P., Brockman, W., Kim, T.-K., Koche, R. P., Lee, W., Mendenhall, E.,
O'Donovan, A., Presser, A., Russ, C., Xie, X., Meissner, A., Wernig, M., Jaenisch,
R., Nusbaum, C., Lander, E. S. and Bernstein, B. E. (2007). Genome-wide maps of
chromatin state in pluripotent and lineage-committed cells. Nature 448, 553-560.
Misteli, T. and Spector, D. L. (1999). RNA polymerase II targets pre-mRNA splicing
factors to transcription sites in vivo. Molecular cell 3, 697-705.
Moore, M. J. and Proudfoot, N. J. (2009). Pre-mRNA processing reaches back to
transcription and ahead to translation. Cell 136, 688-700.
Mostoslavsky, R., Esteller, M. and Vaquero, A. (2010). At the crossroad of lifes-
pan, calorie restriction, chromatin and disease: meeting on sirtuins. Cell cycle
(Georgetown, Tex.) 9, 1907-1912.
Mourelatos, Z., Dostie, J., Paushkin, S., Sharma, A., Charroux, B., Abel, L., Rapp-
silber, J., Mann, M. and Dreyfuss, G. (2002). miRNPs: a novel class of ribonucle-
oproteins containing numerous microRNAs. Genes & development 16, 720-728.
Muse, G. W., Gilchrist, D. A., Nechaev, S., Shah, R., Parker, J. S., Grissom, S. F.,
Zeitlinger, J. and Adelman, K. (2007). RNA polymerase is poised for activation
across the genome. Nature genetics 39, 1507-1511.
Myers, L. C., Gustafsson, C. M., Bushnell, D. A., Lui, M., Erdjument-Bromage, H.,
Tempst, P. and Kornberg, R. D. (1998). The Med proteins of yeast and their
function through the RNA polymerase II carboxy-terminal domain. Genes & de-
velopment 12, 45-54.
Myers, L. C. and Kornberg, R. D. (2000). Mediator of transcriptional regulation.
Annual review of biochemistry 69, 729-749.
Nesbit, C. E., Tersak, J. M. and Prochownik, E. V. (1999). MYC oncogenes and
human neoplastic disease. Oncogene 18, 3004-3016.
Ni, Z., Saunders, A., Fuda, N. J., Yao, J., Suarez, J.-R., Webb, W. W. and Lis, J. T.
(2008). P-TEFb is critical for the maturation of RNA polymerase II into productive
elongation in vivo. Molecular and cellular biology 28, 1161-1170.
Ni, Z., Schwartz, B. E., Werner, J., Suarez, J.-R. and Lis, J. T. (2004). Coordination
of transcription, RNA processing, and surveillance by P-TEFb kinase on heat shock
genes. Molecular cell 13, 55-65.
218
Nieminen, A. I., Partanen, J. I. and Klefstrom, J. (2007). c-Myc blazing a trail of
death: coupling of the mitochondrial and death receptor apoptosis pathways by
c-Myc. Cell cycle (Georgetown, Tex.) 6, 2464-2472.
Nikolov, D. B. and Burley, S. K. (1997). RNA polymerase II transcription initiation:
a structural view. Proceedings of the National Academy of Sciences of the United
States of America 94, 15-22.
Nilsson, J. A. and Cleveland, J. L. (2003). Myc pathways provoking cell suicide and
cancer. Oncogene 22, 9007-9021.
Nishio, H., Takeshima, Y., Narita, N., Yanagawa, H., Suzuki, Y., Ishikawa, Y.,
Ishikawa, Y., Minami, R., Nakamura, H. and Matsuo, M. (1994). Identification
of a novel first exon in the human dystrophin gene and of a new promoter located
more than 500 kb upstream of the nearest known promoter. The Journal of clinical
investigation 94, 1037-1042.
Niwa, H., Miyazaki, J. and Smith, A. G. (2000). Quantitative expression of Oct-3/4
defines differentiation, dedifferentiation or self-renewal of ES cells. Nature genetics
24, 372-376.
O'Brien, T. and Lis, J. T. (1991). RNA polymerase II pauses at the 5' end of the
transcriptionally induced Drosophila hsp70 gene. Molecular and cellular biology
11, 5285-5290.
O'Donnell, K. A., Wentzel, E. A., Zeller, K. I., Dang, C. V. and Mendell, J. T. (2005).
c-Myc-regulated microRNAs modulate E2F1 expression. Nature 435, 839-843.
Ong, C.-T. and Corces, V. G. (2011). Enhancer function: new insights into the
regulation of tissue-specific gene expression. Nature reviews. Genetics 12, 283-
293.
Ozsolak, F., Song, J. S., Liu, X. S. and Fisher, D. E. (2007). High-throughput
mapping of the chromatin structure of human promoters. Nature biotechnology
25, 244-248.
Pajic, A., Spitkovsky, D., Christoph, B., Kempkes, B., Schuhmacher, M., Staege,
M. S., Brielmeier, M., Ellwart, J., Kohlhuber, F., Bornkamm, G. W., Polack, A.
and Eick, D. (2000). Cell cycle activation by c-myc in a burkitt lymphoma model
cell line. International journal of cancer. Journal international du cancer 87, 787-
793.
Palangat, M., Renner, D. B., Price, D. H. and Landick, R. (2005). A negative elonga-
tion factor for human RNA polymerase II inhibits the anti-arrest transcript-cleavage
factor TFIIS. Proceedings of the National Academy of Sciences of the United States
of America 102, 15036-15041.
219
Park, S., Chung, S., Kim, K.-M., Jung, K.-C., Park, C., Hahm, E.-R. and Yang, C.-H.
(2004). Determination of binding constant of transcription factor myc-max/max-
max and E-box DNA: the effect of inhibitors on the binding. Biochimica et bio-
physica acta 1670, 217-228.
Pasquinelli, A. E., Reinhart, B. J., Slack, F., Martindale, M. Q., Kuroda, M. I.,
Maller, B., Hayward, D. C., Ball, E. E., Degnan, B., M6ller, P., Spring, J., Srini-
vasan, A., Fishman, M., Finnerty, J., Corbo, J., Levine, M., Leahy, P., Davidson,
E. and Ruvkun, G. (2000). Conservation of the sequence and temporal expression
of let-7 heterochronic regulatory RNA. Nature 408, 86-89.
Pelengaris, S., Littlewood, T., Khan, M., Elia, G. and Evan, G. (1999). Reversible
activation of c-Myc in skin: induction of a complex neoplastic phenotype by a single
oncogenic lesion. Molecular cell 3, 565-577.
Peng, J., Zhu, Y., Milton, J. T. and Price, D. H. (1998). Identification of multiple
cyclin subunits of human P-TEFb. Genes & development 12, 755-762.
Peterlin, B. M. and Price, D. H. (2006). Controlling the elongation phase of tran-
scription with P-TEFb. Molecular cell 23, 297-305.
Peterson, C. W. and Ayer, D. E. (2012). An extended Myc network contributes to
glucose homeostasis in cancer and diabetes. Frontiers in bioscience : a journal and
virtual library 17, 2206-2223.
Phatnani, H. P. and Greenleaf, A. L. (2006). Phosphorylation and functions of the
RNA polymerase II CTD. Genes & development 20, 2922-2936.
Pokholok, D. K., Hannett, N. M. and Young, R. A. (2002). Exchange of RNA poly-
merase II initiation and elongation factors during gene expression in vivo. Molecular
cell 9, 799-809.
Pomerantz, M. M., Ahmadiyeh, N., Jia, L., Herman, P., Verzi, M. P., Doddapaneni,
H., Beckwith, C. A., Chan, J. A., Hills, A., Davis, M., Yao, K., Kehoe, S. M.,
Lenz, H.-J., Haiman, C. A., Yan, C., Henderson, B. E., Frenkel, B., Barretina, J.,
Bass, A., Tabernero, J., Baselga, J., Regan, M. M., Manak, J. R., Shivdasani, R.,
Coetzee, G. A. and Freedman, M. L. (2009). The 8q24 cancer risk variant rs6983267
shows long-range interaction with MYC in colorectal cancer. Nature genetics 41,
882-884.
Prendergast, G. C., Lawe, D. and Ziff, E. B. (1991). Association of Myn, the murine
homolog of max, with c-Myc stimulates methylation-sensitive DNA binding and
ras cotransformation. Cell 65, 395-407.
Price, D. H. (2000). P-TEFb, a cyclin-dependent kinase controlling elongation by
RNA polymerase II. Molecular and cellular biology 20, 2629-2634.
Price, D. H. (2008). Poised polymerases: on your mark...get set...go! Molecular cell
30, 7-10.
220
Prieto-Alamo, M. J., Cabrera-Luque, J.-M. and Pueyo, C. (2003). Absolute quantita-
tion of normal and ROS-induced patterns of gene expression: an in vivo real-time
PCR study in mice. Gene expression 11, 23-34.
Prochownik, E. V. (2008). c-Myc: linking transformation and genomic instability.
Current molecular medicine 8, 446-458.
Pruitt, K. D., Tatusova, T. and Maglott, D. R. (2007). NCBI reference sequences
(RefSeq): a curated non-redundant sequence database of genomes, transcripts and
proteins. Nucleic acids research 35, D61-5.
Ptashne, M. and Gann, A. (1997). Transcriptional activation by recruitment. Nature
386, 569-577.
Rada-Iglesias, A., Bajpai, R., Swigut, T., Brugmann, S. A., Flynn, R. A. and
Wysocka, J. (2011). A unique chromatin signature uncovers early developmen-
tal enhancers in humans. Nature 470, 279-283.
Rahl, P. B., Lin, C. Y., Seila, A. C., Flynn, R. A., McCuine, S., Burge, C. B., Sharp,
P. A. and Young, R. A. (2010). c-Myc regulates transcriptional pause release. Cell
141, 432-445.
Rando, 0. J. and Chang, H. Y. (2009). Genome-wide views of chromatin structure.
Annual review of biochemistry 78, 245-271.
Reppas, N. B., Wade, J. T., Church, G. M. and Struhl, K. (2006). The transition
between transcriptional initiation and elongation in E. coli is highly variable and
often rate limiting. Molecular cell 24, 747-757.
Roeder, R. G. (1996). The role of general initiation factors in transcription by RNA
polymerase II. Trends in biochemical sciences 21, 327-335.
Roeder, R. G. (2005). Transcriptional regulation and the role of diverse coactivators
in animal cells. FEBS letters 579, 909-915.
Rougvie, A. E. and Lis, J. T. (1988). The RNA polymerase II molecule at the 5' end
of the uninduced hsp70 gene of D. melanogaster is transcriptionally engaged. Cell
54, 795-804.
Rudolph, C., Adam, G. and Simm, A. (1999). Determination of copy number of
c-Myc protein per cell by quantitative Western blotting. Analytical biochemistry
269, 66-71.
Ruggero, D. (2009). The role of Myc-induced protein synthesis in cancer. Cancer
research 69, 8839-8843.
Sampson, V. B., Rong, N. H., Han, J., Yang, Q., Aris, V., Soteropoulos, P., Petrelli,
N. J., Dunn, S. P. and Krueger, L. J. (2007). MicroRNA let-7a down-regulates MYC
and reverts MYC-induced growth in Burkitt lymphoma cells. Cancer research 67,
9762-9770.
221
Sandberg, R., Neilson, J. R., Sarma, A., Sharp, P. A. and Burge, C. B. (2008).
Proliferating cells express mRNAs with shortened 3' untranslated regions and fewer
microRNA target sites. Science (New York, N.Y.) 320, 1643-1647.
Saunders, A., Core, L. J. and Lis, J. T. (2006). Breaking barriers to transcription
elongation. Nature reviews. Molecular cell biology 7, 557-567.
Sawado, T., Halow, J., Bender, M. A. and Groudine, M. (2003). The beta -globin
locus control region (LCR) functions primarily by enhancing the transition from
transcription initiation to elongation. Genes & development 17, 1009-1018.
Schlosser, I., H6lzel, M., Hoffmann, R., Burtscher, H., Kohlhuber, F., Schuhmacher,
M., Chapman, R., Weidle, U. H. and Eick, D. (2005). Dissection of transcriptional
programmes in response to serum and c-Myc in a human B-cell line. Oncogene 24,
520-524.
Schuhmacher, M., Kohlhuber, F., H6lzel, M., Kaiser, C., Burtscher, H., Jarsch, M.,
Bornkamm, G. W., Laux, G., Polack, A., Weidle, U. H. and Eick, D. (2001). The
transcriptional program of a human B cell line in response to Myc. Nucleic acids
research 29, 397-406.
Schuhmacher, M., Staege, M. S., Pajic, A., Polack, A., Weidle, U. H., Bornkamm,
G. W., Eick, D. and Kohlhuber, F. (1999). Control of cell growth by c-Myc in the
absence of cell division. Current biology : CB 9, 1255-1258.
Schwabish, M. A. and Struhl, K. (2004). Evidence for eviction and rapid deposition
of histones upon transcriptional elongation by RNA polymerase II. Molecular and
cellular biology 24, 10111-10117.
Secombe, J., Pierce, S. B. and Eisenman, R. N. (2004). Myc: a weapon of mass
destruction. Cell 117, 153-156.
Seila, A. C., Calabrese, J. M., Levine, S. S., Yeo, G. W., Rahl, P. B., Flynn, R. A.,
Young, R. A. and Sharp, P. A. (2008). Divergent transcription from active pro-
moters. Science (New York, N.Y.) 322, 1849-1851.
Seydoux, G. and Dunn, M. A. (1997). Transcriptionally repressed germ cells
lack a subpopulation of phosphorylated RNA polymerase II in early embryos of
Caenorhabditis elegans and Drosophila melanogaster. Development (Cambridge,
England) 124, 2191-2201.
Shahbazian, M. D. and Grunstein, M. (2007). Functions of site-specific histone acety-
lation and deacetylation. Annual review of biochemistry 76, 75-100.
Sharova, L. V., Sharov, A. A., Nedorezov, T., Piao, Y., Shaik, N. and Ko, M. S. H.
(2009). Database for mRNA half-life of 19 977 genes obtained by DNA microar-
ray analysis of pluripotent and differentiating mouse embryonic stem cells. DNA
research : an international journal for rapid publication of reports on genes and
genomes 16, 45-58.
222
Shchors, K. and Evan, G. (2007). Tumor angiogenesis: cause or consequence of
cancer? Cancer research 67, 7059-7061.
Shou, Y., Martelli, M. L., Gabrea, A., Qi, Y., Brents, L. A., Roschke, A., Dewald,
G., Kirsch, I. R., Bergsagel, P. L. and Kuehl, W. M. (2000). Diverse karyotypic
abnormalities of the c-myc locus associated with c-myc dysregulation and tumor
progression in multiple myeloma. Proceedings of the National Academy of Sciences
of the United States of America 97, 228-233.
Singh, A. M. and Dalton, S. (2009). The cell cycle and Myc intersect with mechanisms
that regulate pluripotency and reprogramming. Cell stem cell 5, 141-149.
Singh, J. and Padgett, R. A. (2009). Rates of in situ transcription and splicing in
large human genes. Nature structural & molecular biology 16, 1128-1133.
Sodir, N. M., Swigart, L. B., Karnezis, A. N., Hanahan, D., Evan, G. I. and Soucek,
L. (2011). Endogenous Myc maintains the tumor microenvironment. Genes &
development 25, 907-916.
Soucek, L., Whitfield, J., Martins, C. P., Finch, A. J., Murphy, D. J., Sodir, N. M.,
Karnezis, A. N., Swigart, L. B., Nasi, S. and Evan, G. I. (2008). Modelling Myc
inhibition as a cancer therapy. Nature 455, 679-683.
Stock, J. K., Giadrossi, S., Casanova, M., Brookes, E., Vidal, M., Koseki, H., Brock-
dorff, N., Fisher, A. G. and Pombo, A. (2007). Ring1-mediated ubiquitination
of H2A restrains poised RNA polymerase II at bivalent genes in mouse ES cells.
Nature cell biology 9, 1428-1435.
Struhl, K. (1998). Histone acetylation and transcriptional regulatory mechanisms.
Genes & development 12, 599-606.
Tacke, R. and Manley, J. L. (1995). The human splicing factors ASF/SF2 and SC35
possess distinct, functionally significant RNA binding specificities. The EMBO
journal 14, 3540-3551.
Takahashi, K., Tanabe, K., Ohnuki, M., Narita, M., Ichisaka, T., Tomoda, K. and Ya-
manaka, S. (2007). Induction of pluripotent stem cells from adult human fibroblasts
by defined factors. Cell 131, 861-872.
Takahashi, K. and Yamanaka, S. (2006). Induction of pluripotent stem cells from
mouse embryonic and adult fibroblast cultures by defined factors. Cell 126, 663-
676.
van Haasteren, G., Li, S., Muda, M., Susini, S. and Schlegel, W. (1999). Calcium
signalling and gene expression. Journal of receptor and signal transduction research
19, 481-492.
van Riggelen, J., Yetil, A. and Felsher, D. W. (2010). MYC as a regulator of ribosome
biogenesis and protein synthesis. Nature reviews. Cancer 10, 301-309.
223
Verbeek, S., van Lohuizen, M., van der Valk, M., Domen, J., Kraal, G. and Berns, A.
(1991). Mice bearing the E mu-myc and E mu-pim-1 transgenes develop pre-B-cell
leukemia prenatally. Molecular and cellular biology 11, 1176-1179.
Wada, T., Takagi, T., Yamaguchi, Y., Ferdous, A., Imai, T., Hirose, S., Sugimoto,
S., Yano, K., Hartzog, G. A., Winston, F., Buratowski, S. and Handa, H. (1998a).
DSIF, a novel transcription elongation factor that regulates RNA polymerase II
processivity, is composed of human Spt4 and Spt5 homologs. Genes & development
12, 343-356.
Wada, T., Takagi, T., Yamaguchi, Y., Watanabe, D. and Handa, H. (1998b). Ev-
idence that P-TEFb alleviates the negative effect of DSIF on RNA polymerase
II-dependent transcription in vitro. The EMBO journal 17, 7395-7403.
Wada, Y., Ohta, Y., Xu, M., Tsutsumi, S., Minami, T., Inoue, K., Komura, D.,
Kitakami, J., Oshida, N., Papantonis, A., Izumi, A., Kobayashi, M., Meguro, H.,
Kanki, Y., Mimura, I., Yamamoto, K., Mataki, C., Hamakubo, T., Shirahige, K.,
Aburatani, H., Kimura, H., Kodama, T., Cook, P. R. and Ihara, S. (2009). A wave
of nascent transcription on activated human genes. Proceedings of the National
Academy of Sciences of the United States of America 106, 18357-18361.
Wade, J. T. and Struhl, K. (2008). The transition from transcriptional initiation to
elongation. Current opinion in genetics & development 18, 130-136.
Wang, H., Hammoudeh, D. I., Follis, A. V., Reese, B. E., Lazo, J. S., Metallo, S. J.
and Prochownik, E. V. (2007). Improved low molecular weight Myc-Max inhibitors.
Molecular cancer therapeutics 6, 2399-2408.
Wei, P., Garber, M. E., Fang, S. M., Fischer, W. H. and Jones, K. A. (1998). A novel
CDK9-associated C-type cyclin interacts directly with HIV-1 Tat and mediates its
high-affinity, loop-specific binding to TAR RNA. Cell 92, 451-462.
Wen, Y. and Shatkin, A. J. (1999). Transcription elongation factor hSPT5 stimulates
mRNA capping. Genes & development 13, 1774-1779.
Workman, J. L. (2006). Nucleosome displacement in transcription. Genes & devel-
opment 20, 2009-2017.
Wright, J. B., Brown, S. J. and Cole, M. D. (2010). Upregulation of c-MYC in cis
through a large chromatin loop linked to a cancer risk-associated single-nucleotide
polymorphism in colorectal cancer cells. Molecular and cellular biology 30, 1411-
1420.
Wu, C.-H., Yamaguchi, Y., Benjamin, L. R., Horvat-Gordon, M., Washinsky, J.,
Enerly, E., Larsson, J., Lambertsson, A., Handa, H. and Gilmour, D. (2003). NELF
and DSIF cause promoter proximal pausing on the hsp70 promoter in Drosophila.
Genes & development 17, 1402-1414.
224
Wu, Z., Irizarry, R. and Gentleman, R. (2004). A model-based background adjustment
for oligonucleotide expression arrays. Journal of the American ... 1.
Xiao, R., Sun, Y., Ding, J.-H., Lin, S., Rose, D. W., Rosenfeld, M. G., Fu, X.-D. and
Li, X. (2007). Splicing regulator SC35 is essential for genomic stability and cell
proliferation during mammalian organogenesis. Molecular and cellular biology 27,
5393-5402.
Xie, X., Lu, J., Kulbokas, E. J., Golub, T. R., Mootha, V., Lindblad-Toh, K., Lander,
E. S. and Kellis, M. (2005). Systematic discovery of regulatory motifs in human
promoters and 3' UTRs by comparison of several mammals. Nature 434, 338-345.
Yakhnin, A. V., Yakhnin, H. and Babitzke, P. (2006). RNA polymerase pausing
regulates translation initiation by providing additional time for TRAP-RNA inter-
action. Molecular Cell 24, 547-57.
Yamada, T., Yamaguchi, Y., Inukai, N., Okamoto, S., Mura, T. and Handa, H.
(2006). P-TEFb-mediated phosphorylation of hSpt5 C-terminal repeats is critical
for processive transcription elongation. Molecular cell 21, 227-237.
Yamaguchi, Y., Takagi, T., Wada, T., Yano, K., Furuya, A., Sugimoto, S., Hasegawa,
J. and Handa, H. (1999). NELF, a multisubunit complex containing RD, cooperates
with DSIF to repress RNA polymerase II elongation. Cell 97, 41-51.
Yin, X., Giap, C., Lazo, J. S. and Prochownik, E. V. (2003). Low molecular weight
inhibitors of Myc-Max interaction and function. Oncogene 22, 6151-6159.
Yun, M., Wu, J., Workman, J. L. and Li, B. (2011). Readers of histone modifications.
Cell research 21, 564-578.
Zeitlinger, J., Stark, A., Kellis, M., Hong, J.-W., Nechaev, S., Adelman, K., Levine,
M. and Young, R. A. (2007). RNA polymerase stalling at developmental control
genes in the Drosophila melanogaster embryo. Nature genetics 39, 1512-1516.
Zeller, K. I., Jegga, A. G., Aronow, B. J., O'Donnell, K. A. and Dang, C. V. (2003).
An integrated database of genes responsive to the Myc oncogenic transcription
factor: identification of direct genomic targets. Genome biology 4, R69.
Zhang, H., Azevedo, R. B. R., Lints, R., Doyle, C., Teng, Y., Haber, D. and Emmons,
S. W. (2003). Global regulation of Hox gene expression in C. elegans by a SAM
domain protein. Developmental cell 4, 903-915.
Zhang, Y., Liu, T., Meyer, C. A., Eeckhoute, J., Johnson, D. S., Bernstein, B. E.,
Nusbaum, C., Myers, R. M., Brown, M., Li, W. and Liu, X. S. (2008). Model-based
analysis of ChIP-Seq (MACS). Genome biology 9, R137.
Zhang, Z., Klatt, A., Gilmour, D. S. and Henderson, A. J. (2007). Negative elongation
factor NELF represses human immunodeficiency virus transcription by pausing the
RNA polymerase II complex. The Journal of biological chemistry 282, 16981-
16988.
225
Zhou, M., Lu, H., Park, H., Wilson-Chiru, J., Linton, R. and Brady, J. N. (2006).
Tax interacts with P-TEFb in a novel manner to stimulate human T-lymphotropic
virus type 1 transcription. Journal of virology 80, 4781-4791.
Zhou, Q., Chen, D., Pierstorff, E. and Luo, K. (1998). Transcription elongation factor
P-TEFb mediates Tat activation of HIV-1 transcription at multiple stages. The
EMBO journal 17, 3681-3691.
Zhou, Q., Li, T. and Price, D. H. (2012). RNA Polymerase II Elongation Control.
Annual review of biochemistry 81, 119-143.
Zhu, B., Mandal, S. S., Pham, A.-D., Zheng, Y., Erdjument-Bromage, H., Batra,
S. K., Tempst, P. and Reinberg, D. (2005). The human PAF complex coordinates
transcription with events downstream of RNA synthesis. Genes & development 19,
1668-1673.
Zobeck, K. L., Buckley, M. S., Zipfel, W. R. and Lis, J. T. (2010). Recruitment timing
and dynamics of transcription factors at the Hsp70 loci in living cells. Molecular
cell 40, 965-975.
Zuber, J., Shi, J., Wang, E., Rappaport, A. R., Herrmann, H., Sison, E. A., Magoon,
D., Qi, J., Blatt, K., Wunderlich, M., Taylor, M. J., Johns, C., Chicas, A., Mulloy,
J. C., Kogan, S. C., Brown, P., Valent, P., Bradner, J. E., Lowe, S. W. and Vakoc,
C. R. (2011). RNAi screen identifies Brd4 as a therapeutic target in acute myeloid
leukaemia. Nature 478, 524-528.
Zumer, K., Plemenitas, A., Saksela, K. and Peterlin, B. M. (2011). Patient mutation
in AIRE disrupts P-TEFb binding and target gene transcription. Nucleic acids
research 39, 7908-7919.
226
