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ABSTRACT 
The dependence on unconventional resources such as heavy oil is on the rise due to 
geometric increase in demand for energy and the decline of production from mature 
conventional oil reservoirs. Heavy oil reservoirs contain oil that has some limited 
mobility under reservoir conditions and only a small fraction of the oil-in-place can be 
recovered by primary technique which involve harnessing the internal reservoir energy. 
The remaining oil after the primary depletion is still mostly continuous and present a 
valuable target for enhanced recovery.  However, most of these reservoirs are relative ly 
thin, making them poor candidates for thermal methods, in addition to associated high 
energy requirement and adverse environmental effects of the heating process. Therefore, 
any incremental oil recovery must be through non-thermal methods, such as 
waterflooding, chemical and gas injection. These methods however suffer from adverse 
mobility ratio which significantly affect the efficiency of the displacement process. The 
simulation of these processes for the purpose of reservoir prediction and performance is 
a herculean task due to the complex physics of instability and compositional effect taking 
place that is not fully understood.   
 
In this thesis, the results of improved numerical simulation techniques of non-thermal 
heavy oil recovery were presented, demonstrating the viability of the techniques as 
simulation methods heavy oil non-thermal enhanced heavy oil recovery (EHOR).  Several 
displacement mechanisms were identified through the simulation of the secondary and 
tertiary processes that contributed to significant incremental heavy oil recovery. A 
systematic lumping scheme of the heavy oil components into pseudo-components based 
on the behaviour of the produced oil was proposed. A new methodology for the estimation 
of relative permeability from displacement with instability and compositional effect using 
a two-dimensional (2D), high-resolution model to effectively capture the finger, and a 
versatile, three-parameter function (L.E.T correlation) was demonstrated.  A semi-
analytical approach through a combination of theoretical and an empirical prediction 
method based on the famous works of Koval, and Todd and Longstaff on viscous 
fingering was employed for the verification of the estimated relative permeability.  Lastly, 
a multiscale approach to history matching, for the estimation of unstable relative 
permeability that is computationally more efficient, was proposed. It involves the history 
ii 
 
matching of a set of coarse grid models to predict the fine-scale relative permeability.  In 
this approach, fine-scale information was resolved without direct solution of the global 
fine-scale problem. The results showed that the time required to estimate relative 
permeability using the multiscale approach was only about 35% required to estimate the 
same relative permeability using a single high-resolution model. The memory 
requirement for the approach was also about 50% required for simulation of the single 
high-resolution model. Therefore, the lower memory size and computations required in 
the multiscale approach mean that a less powerful computer can be used to estimate the 
relative permeability curves for unstable displacements with accuracy similar to that 
obtained using a high-resolution model approach. 
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CHAPTER 1 
INTRODUCTION 
1.1 HEAVY OIL RESOURCE 
Heavy Oil is a type of hydrocarbon resource that is characterised by high viscosity and 
density and can exist in liquid, semi-solid or even solid state.  The world is blessed with 
abundant quantities of this resource as according to International Energy Agency, there 
is currently an estimated over two trillion barrels of recoverable reserve of heavy-oil 
including medium-heavy-oil, extra-heavy-oil and bitumen (OECD/IEA, 2013).  This 
amount is more than two-third of remaining conventional oil reserve (Figure 1-1).  
Although current production of this resource is far below that of conventional oil, the 
world reliance on non-conventional oil including heavy oil is on the rise and has the 
potential to be a major source of energy in the near future.  This is mainly driven by higher 
oil prices as a result of ever-escalating demand for energy as well as improvement in 
technology. 
 
The high viscosity of the oil at reservoir condition limits its mobility under primary 
depletion mechanism and conventional techniques are highly inefficient, and in most 
cases, unfeasible (Mai et al., 2009).  For these reasons, improved recovery processes that 
are geared towards reducing the viscosity of the hydrocarbon, thereby making it easier to 
flow, have gained wider acceptance (Garcia, 1983, Nehring, 1983, Sankur and 
Emmanuel, 1983, Miller, 1994) .  These techniques are broadly classified into two main 
classes; the thermal processes and the non-thermal processes (Figure 1-2).  In the thermally 
improved recovery process, heat is added to reduce the viscosity of the oil and increase 
its mobility (Shu and Hartman, 1986, Butler, 1991). These include steam injection and 
in-situ combustion recovery techniques that are highly capital intensive ventures with 
significant undesirable environmental impact and high carbon footprint (Farouq Ali, 
1974).  In addition to these concerns, many heavy oil reservoirs are not suitable for 
thermal methods due to the reservoir geometry and hence it cannot be efficiently and 
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economically applied to these types of  reservoirs (Farouq Ali, 1974, Mai et al., 2009). 
For these reasons, several non-thermal methods are being investigated, these include 
waterflood, gas flooding and chemical injections. 
 
 
Figure 1-1: Total world oil resources.  Medium-heavy, extra-heavy and bitumen make up to 
70% of the world’s total oil resources. 
 
 
 
Figure 1-2: Thermal and Non-Thermal methods of Enhanced Heavy Oil Recovery 
 
1.2 NON-THERMAL HEAVY OIL RECOVERY METHODS 
 As an alternative to thermal methods, waterflooding, has made significant inroads in 
improving heavy oil recovery (Jennings  and Habra, 1966, Smith, 1992, Mai and Kantzas, 
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2009, Nasehi and Asghari, 2010, Emadi et al., 2011a, Torabi et al., 2012a).   This is due 
in large part to the availability of water, low cost of utilisation as well as benefiting from 
significant experience in managing field application that is largely borrowed from 
conventional oil waterflooding technique (Mai and Kantzas, 2009).  The performance of 
waterflooding depends to a large extent on the interplay and competition between viscous 
(shear) and capillary forces.  However, it is less efficient because it suffers from adverse 
mobility ratio due to large viscosity ratio between the oil and the injected water which 
leads to a phenomenon known as viscous fingering, resulting in an early water 
breakthrough during the displacement (Benham and Olson, 1963, M., 1987, Kueper and 
Frind, 1988, Araktingi and Orr Jr, 1993, Blunt and Christie, 1994, Sharma et al., 2012).   
 
Recently, gas and solvent based injection processes have attracted increased attention as 
alternative non-thermal techniques.  In particular, CO2 injection has been a subject of 
wide research and its recovery mechanisms have been well understood for conventiona l 
oils.  Most of the studies are focussed around its miscibility in hydrocarbon, oil swelling 
behaviour and its ability to increase oil mass density while in solution (Garcia, 1983, 
Saner and Patton, 1986, Grogan et al., 1988, Ghoodjani and Bolouri, 2011, Farzaneh et 
al., 2016).  Other desirable effects of CO2 injection include its ability to extract lighter 
component from the oil as well as upgrading the produced oil by knocking off heavy 
components (Farzaneh, 2014).  
 
However, in heavy oil recovery by CO2 injection, the dominant recovery mechanism is 
the oil viscosity reduction due to CO2 high solubility in hydrocarbon.  It has been reported 
that when CO2 is fully saturated in oil, it can reduce the oil viscosity by up to two 
magnitudes (Sankur and Emmanuel, 1983, Emadi et al., 2011a). Similar to the 
waterflooding technique, however, the gas injection also suffers from the debilita t ing 
effect of adverse mobility ratio which leads to viscous fingering. The lower density of the 
gas compared to the oil can also lead to gravity segregation (Terwilliger et al., 1951, 
Holm, 1982, Garcia, 1983, Glass et al., 1991). Therefore, in heavy/viscous oil recovery 
using non-thermal techniques such as gas or water injection, adverse mobility ratio, 
leading to viscous fingering is the crucial factor that affects the performance of the 
displacement, and can also be further aggravated by mass transfer and fluid-fluid 
interactions effects (Sankur and Emmanuel, 1983, Spivak, 1984, Mayer et al., 1988, 
Martin and Taber, 1992, Nasehi and Asghari, 2010, Emadi et al., 2011a).   
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To improve on the frontal stability of the gas injection methods, other non-thermal 
techniques for heavy oil recovery have been implemented.  These include the 
combination of gas and water injection such as Water-Alternating-Gas (WAG) and 
Simultaneous-Water-And-Gas (SWAG) (Farzaneh et al., 2016, Ma et al., 1995, 
Seyyedsar et al., 2015) injection strategies that are geared toward improving the sweep 
efficiency.  Various chemicals have also been injected in conjunction with water and 
CO2  to change the rock wettab i li ty or to promote foam and emulsion formation, 
solely for the purpose of enhancing displacement and sweep efficiency (Thomas et al., 
1999, Mai et al., 2009, Torabi et al., 2012b, Farouq Ali, 1976).  Furthermore, heavy oils 
are known for their natural surface- active components that can potentially be used as 
surfactants or co-surfactants if the governing mechanisms are identified and understood 
(Farouq Ali, 1976, Farouq Ali, 1974, Rojas et al., 1991). 
1.3 SIMULATION OF NON-THERMAL HEAVY OIL RECOVERY 
PROCESSES 
Non-thermal processes are generally capital intensive to implement at reservoir or field 
scale (with the exception of waterflood), and therefore, prior extensive preliminary 
studies including pilot scale are initially conducted, followed by systematic simula t ion 
studies at larger reservoir scale using the information obtained from the laboratory and 
pilot scale studies.  However, the simulation of these unstable displacement processes for 
the purpose of performance prediction and forecasting is not a straightforward task.  The 
published data on the numerical simulation of non-thermal heavy oil recovery are quite 
limited in the literature (Jha, 1986, Pooladi-Darvish and Firoozabadi, 1999, Dauba et al., 
2002, Lim et al., 2004, Gerritsen and Durlofsky, 2005, Cuthiel et al., 2006, Wang et al., 
2006b, Rahnema et al., 2008, Tripathi and Mohanty, 2008, Yazdani and Maini, 2008, 
Alkindi et al., 2011, Pei et al., 2011, Pathak et al., 2012, Wan et al., 2014). While some 
have been reported to be successful, with promising performance prediction using 
conventional theories based on live oil (Jha, 1986, Dauba et al., 2002), others have 
indicated that  the production performance, sensitive operational parameters and effic ient 
displacement mechanism are not the same as the case of light oil and therefore cannot be 
fully simulated by the existing theories developed based on the physics of light oils 
(Pooladi-Darvish and Firoozabadi, 1999, Nasrabadi et al., 2009, Sun and Firoozabadi, 
2009, Mutoru et al., 2011, Emadi, 2012, Moortgat et al., 2013). Therefore, it is believed 
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that the current understanding of simulation in heavy oil displacement and how it differs 
from the concept of simulation of light oil is limited and inadequate, despite its vital 
importance in performance prediction and forecasting of heavy oil recovery (Mai et al., 
2009, Ortiz-Arango and Kantzas, 2011, Kumar and Okuno, 2012b). It is clear that without 
the full understanding of how to simulate such processes, the design, optimisat ion, 
prediction and forecasting of non-thermal heavy oil recovery is highly impractical.  
 
Among the greatest issues in simulation of non-thermal heavy oil recovery is the limited 
understanding of the physics of the instability in the displacement. While it is agreed that 
adverse viscosity ratio and capillary instabilities are the main causes of instability in the 
displacement, however, there is no clear understanding or approach for modelling them  
(Benham and Olson, 1963, King, 1987, Araktingi and Orr Jr, 1993, Blunt and Christie, 
1994, Cuthiel et al., 2006).  Most theories on instability in porous media are empirica l 
formulations that were developed based on the concept of miscible flooding (koval, 1963, 
Todd and Longstaff, 1972, Fayers and Newley, 1988, Araktingi and Orr Jr, 1993, Blunt 
et al., 1994, Blunt and Christie, 1994, Barker and Evans, 1995). In immiscible floods, 
such as heavy oil displacement by water and immiscible solvent, the theories are deficient 
and require modification in the assumptions (Blunt et al., 1994). 
 
Another important issue is the way the compositional and mass transfer effects associated 
with solvent injections such as CO2 are modelled. As miscibility is not a target in heavy 
oil displacement by gas, solvent gas injection is aimed at improving the oil mobility, the 
dissolution is gradual and changes in properties of both the injected solvent and the 
resident oil is a dynamic process (Saner and Patton, 1986, Mayer et al., 1988).  However, 
most compositional simulators that are based on Equation of State (EOS) assume 
instantaneous equilibrium as soon as the solvent is injected (Coats, 1980, Voskov and 
Tchelepi, 2012). This can be grossly misleading in a situation where the oil thickness is 
large and therefore equilibrium hardly achieved, a typical scenario at the reservoir scale. 
There are however, a few higher order non-equilibrium numerical simulators published 
in the literature that are thermodynamically consistent with the dynamics of mass transfer 
taking place in the system (Moortgat et al., 2013, Salehi et al., 2013, Tran et al., 2017). 
These are also, non-generic, computationally intensive, and currently not fully 
implemented in commercially available simulation softwares. 
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The determination of relative permeability for an unstable displacement such as heavy oil 
displacement is another huge source of uncertainty in simulation (Boukadi et al., 2005). 
This important flow function which was formulated as a modification of Darcy law to 
account for multiphase flow in a stable, Buckley-Leverett type displacement, lacks 
physical meaning when used for unstable displacement(Jerauld et al., 1984, Maini, 1998, 
Kulkarni and Datta-Gupta, 2000).  Maini (1998) has even questioned the futility of its 
measurement for heavy oil reservoirs because it is the most uncertain parameter in heavy 
oil simulation and engineers often adjust it in order to history match production data. 
Nevertheless, it is an essential parameter required in simulation and must be determined. 
Generally, relative permeability is estimated from experimental data, such as unsteady 
state displacement experiment, and computed explicitly using methods such as JBN 
(Johnson et al., 1959). However, the most widely used is the implicit method involving 
the history matching of unsteady state displacement experiment data to estimate the 
unknown parameter (Jennings et al., 1988, Li et al., 2009, Shahverdi and Sohrabi, 2011, 
Zhang et al., 2012, Jahanbakhsh and Sohrabi, 2015, Chardaire-Riviere et al., 1990, 
Chardaire-Riviere et al., 1992).  
 
Conventionally, a one-dimensional grid model of the displacement is used in the history 
matching, however, this can lead to erroneous result when used to estimate relative 
permeability for displacement with instability, since a one-dimensional model cannot 
capture the instability in the displacement (Christie and Bond, 1987, Christie et al., 1990, 
Christie et al., 1993). Few literature are available on the estimation of relative 
permeability from unstable displacement such as immiscible heavy oil displacement 
(Peters and Khataniar, 1987, Riaz and Tchelepi, 2006, Castillo et al., 2009, Ghoodjani 
and Bolouri, 2011, Modaresghazani et al., 2015).  While Peters and Khataniar (1987)  and 
Castillo et al. (2009) have emphasised on the need to conduct the laboratory displacement 
experiment at the same degree of instability as the reservoir in order to have a 
representative relative permeability, others have developed a correction factor for 
computing pseudo-relative permeability for the unstable displacement (Ghoodjani and 
Bolouri, 2011, Riaz and Tchelepi, 2006). 
 
Furthermore, simulation studies normally involve lots of uncertainties that require 
running several what-if scenarios to determine the best or optimal case. Sometimes the 
studies involve the determination of unknown parameters using inverse techniques like 
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history matching.  In this case, a large number of simulation runs are needed to map the 
parameter space adequately. In heavy oil displacement by solvent, the instability and slow 
mass transfer and the resulting dynamic, non-equilibrium compositional and phase 
properties changes taking place, makes such a history matching even harder to 
accomplish.  
 
1.4 AIM AND OBJECTIVES OF THE STUDY 
The aim of this study is to improve the methodology for the simulation of non-thermal 
enhanced heavy oil recovery in which instability and compositional effects take place.  
The main objectives are to improve on the fluid phase behaviour modelling as well as to 
develop a computationally efficient methodology for the estimation of flow functions 
required for the simulation of heavy oil systems in which there is instability and 
compositional effect.  The study benefits graciously from an extensive body of 
experimental research studies which helps in meeting the set objectives.  These include 
some two-phase and three-phase coreflood experiments involving various injection 
strategies and a micromodel experiment that described the recovery mechanism and the 
saturation profiles. 
 
1.5 CHAPTERIZATION 
The entire thesis will run into nine chapters. The first introduced the work, brought out 
the importance of the study and stated the objective of the work. 
 
The second chapter of the thesis introduced the experimental work that was carried out 
by other PhD studensts; this includes the facilities, procedure, experimental conditions 
and coreflood preparations as well as how the experiments were performed.  It then briefly 
described the results of the PVT experiments and the two-phase and three-phase coreflood 
experiments.   
 
The third chapter discussed phase behaviour modelling and gridding effect. The main 
displacement mechanisms, compositional modelling, phase behaviour modelling using 
equation of state (EOS), viscosity modelling and effect of model grid size were also 
discussed. A new methodology for systematic lumping (grouping) of components based 
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on the behaviour of produced oil components obtained from the GC compositiona l 
analysis of the produced oil in the coreflood experiments was proposed. The core 
modelling approach capable of resolving the finger propagation was also presented.  
 
Chapter four discussed an improved methodology for estimation of flow functions in 
heavy oil displacement by gas and water.  Several approaches for estimation of these 
important parameters were reviewed; these include the steady state and unsteady state 
experimental methods as well as explicit and implicit methods of estimation of relative 
permeability from unsteady-state (dynamic) experiments.  Various parametric and non-
parametric implicit methods of estimation were also discussed.  A methodology for 
estimation of two-phase gas/oil relative permeability was proposed and verified using real 
coreflood data. 
 
Chapter five discussed the methods of estimation of three-phase relative permeability.  
Methodologies for the estimation of three-phase relative permeability from the literature 
were reviewed. An improved procedure for estimation of three-phase relative 
permeability using history matching technique was proposed and tested using coreflood 
data obtained from laboratory experiment. 
 
Chapter six discussed the sensitivity various parameters on the simulation results of heavy 
oil displacement by injection of gases and water.  Sensitivity studies on parameters such 
as capillary pressure, Fickian diffusion, oil mass density and gas viscosity were carried 
out to determine their effects on the estimated relative permeability and the stability of 
heavy oil displacement by enhanced non-thermal recovery techniques. 
 
Chapter seven examined the predictive theory of viscous fingering in heavy/viscous oil 
displacement.  As stated previously, it is often computationally daunting to simulate 
displacement with significant instability such as viscous fingering or gravity segregation.  
It is, therefore, expedient to develop a simple, fast, yet theoretically sound tool for 
predicting the onset of instability in displacements that are prone to instability.  The 
technique should also be able to predict its breakthrough time as well as average 
saturation distribution within the porous media.  Moreover, a tool for benchmarking or 
verifying simulations of displacements in which instability occurred need to be 
developed.  This chapter considered the use of material balance calculations with tested 
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empirical equations based on Koval (1963) method to draw up a procedure for predicting 
average saturation profile in displacements with instability.  The main assumption in this 
theory is that the variation of composition within the fingered region in unstable 
displacement is linear.  The approach was demonstrated with two coreflood experiments 
as examples.  
 
Chapter eight propsed a multiscale approach to relative permeability estimation in 
unstable displacement.  Commonly, relative permeability is estimated by the history-
matching technique using a 1D model.  However, for displacements with instability, a 
fine-scale 2D model would be required to capture the instability propagating at the front 
of the displacement, as stated earlier; but this comes with attendant consequence on 
simulation time and resources.  In this approach, the versatile three parameters (L.E.T-
type) equation and a series of coarse-grid models was used instead of a single fine-gr id 
model for the history-matching. The multiscale methodology has significantly reduced 
the time required to estimate relative permeability by history matching in displacements 
with severe instability resulting from viscous fingering by using coarse models that are 
less time and resource consuming.   
 
Chapter nine discussed the conclusion of the findings and made recommendations.  It 
summarised the key results found on the improved simulation of non-thermal enhanced 
heavy oil recovery and suggested recommendations for future work. 
  
10 
 
CHAPTER 2 
BACKGROUND MATERIAL AND UNDERPINNING DATA 
2.1 INTRODUCTION 
This chapter aims to give a brief review of concepts and techniques for modelling of flow 
functions. These include experimental and numerical techniques and their associated 
uncertainties and errors. It also highlights the difficulties inherently associated with 
numerical modelling and simulation of unstable and compositional displacement systems. 
Many of the ideas introduced in Chapter 1 are expanded here to give a more 
comprehensive understanding.   A summary of underpinning data from physical coreflood 
experiments that were performed elsewhere but used in this work for the purpose of model 
validation and prediction were also discussed.  
 
2.2 CONCEPT OF RELATIVE PERMEABILITY 
Relative permeability is a concept devised to account for the permeability of phases in 
multiphase flow in a porous media. The relative permeability of a phase is a dimensionless 
measure of the effective permeability of that phase to the absolute permeability.  It can 
be viewed as a modification of Darcy’s law to account for multiphase flow. Effective 
permeability measures the ability of flow which is preferential when there is one or more 
immiscible fluids present and it is affected by the saturations values.  
For two-phase or multiphase flow in porous media, the Darcy equation can be written as 
𝑞𝑖 =
𝑘𝑖
𝜇𝑖
∇𝑃𝑖   𝑓𝑜𝑟 𝑖 = 1,23… 1  
Where q is the flux, ∇𝑃 is the pressure µ is the viscosity. The subscript i denotes the phase, 
while k is the effective permeability of the phase. The ratio of effective permeability of a 
given fluid and saturation to the absolute permeability K at total saturation is known as 
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the relative permeability. Relative permeability values are therefore less than or equal to 
one, as given by equation (2). 
𝑘𝑟𝑖 =
𝑘𝑖
𝐾
 
2  
2.3  EXPERIMENTAL METHODS FOR MEASURING RELATIVE 
PERMEABILITY 
There are two main experimental methods for estimating two-phase relative permeability 
of a porous media, these are: 
2.3.1.1 The steady state displacement method 
In this method, the two phases simultaneously flow at fixed ratio continuously until the 
saturations in the core and the pressure drop across the sample are constant, which is an 
indication that the system has achieved steady-state.  It is difficult to estimate relative 
permeability curves using this method because of the inherent experimental artefacts 
associated with the method.  These include capillary end effect, which occurs particular ly 
at low flowrates and local saturation gradients resulting from heterogeneity in the porous 
media.  It is also time-consuming, as it is often necessary to determine 5 to 6 saturation 
points each for the two relative permeability curves. 
2.3.1.2 The unsteady state displacement method:  
This is also known as the dynamic displacement method.  Here, the porous media is 
initially saturated with oil at connate water saturation and then displaced by water.  The 
produced volume of water and the produced volume of oil, as well as the pressure drop 
across the medium, are then used to calculate the relative permeability curves.  This 
method is faster, less expensive and can be designed to mitigate the experimental artefact 
associated with the steady-state method. This is the most preferred laboratory method and 
the technique for computing oil/water relative permeability curves from unsteady state 
displacement data  have been fully developed (Honarpour et al., 1986). 
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2.4 ANALYTICAL METHODS OF ESTIMATION OF TWO-PHASE 
RELATIVE PERMEABILITY  
There are several analytical methods for estimation of relative permeability which mostly 
based on the analysis of displacement data, typically unsteady displacement data. Here 
we discussed only the Jonson-Bossler-Naumann (JBN) and briefly the Jones-Roszelle 
Method. 
2.4.1.1 JBN Method 
The explicit analytical technique for computing immiscible two-phase (oil/water or 
gas/oil) relative permeability curves from unsteady state (dynamic) displacement data has 
been developed by Welge (1949) and Johnson et al. (1959) and is known as  the Johnson-
Bossler-Naumann (Johnson et al., 1959) method or simply the JBN. It is based on the 
Buckley and Leverett theory as extended by Welge (1959) and calculates individua l 
relative permeability based on two assumptions: that the flow velocity is high enough to 
achieve stabilised displacement and that the flow velocity is constant at all the cross-
sections of the linear porous body.  Stabilised displacement implies that flowing pressure 
gradient across the porous medium is higher than the capillary pressure difference 
between the fluid phases.  The procedure can be summarised in three steps: 
First, the gas or water saturation at the outlet face of the rock is obtained by equation (3) 
which was proposed by Welge (1959).   
 
𝑆𝑔𝐿 = 𝑆𝑔̅̅ ̅ − 𝑄𝑔𝑖 𝑓𝑏𝐿 
 
 1  
𝑓𝑏𝐿 =
𝑑𝑄𝑏𝑝
𝑑𝑄𝑔𝑖
 
 2  
 
Where SgL is the saturation at the outlet end of the rock sample, 𝑆𝑔̅̅ ̅ is the average gas 
saturation, Qgi is the pore volume of injected gas, Qbp is the volume of produced brine, fbL  
is the Buckley-Leverett fractional flow of brine. 
Secondly, the relative permeability at the outlet of the rock sample is obtained by 
differentiation involving the relative injectivity Ir, which is defined as the ratio of v/∆P at 
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a particular time relative to the time at the start of the injection, where v is the injected 
volume and ∆P is the differential pressure across the porous media. 
𝐾𝑟𝑏𝐿 = 𝐾𝑟𝑏,𝑚𝑎𝑥 𝑓𝑏𝐿
𝑑 (
1
𝑄𝑔𝑖
)
𝑑 (
1
𝑄𝑔𝑖𝐼𝑟
)
 
 3  
 
This can be simplified by substituting for fbL in equation (3) as 
 
𝑘𝑟𝑏𝐿 = 𝑘𝑟𝑏,𝑚𝑎𝑥 𝐼𝑟
2
𝑑𝑄𝑏𝑝
𝑑(𝑄𝑔𝑖𝐼𝑟 )
 
 4  
 
Where, 
𝐼𝑟 =
(𝑣 ∆𝑝⁄ )
(𝑣 ∆𝑝⁄ )𝑖
 
 5  
The Krb,max is the relative permeability of the displaced phase at its initial saturation, 
measured relative to the intrinsic or total permeability of the rock.  Its value is one if the 
porous medium is initially fully saturated with brine.   
In the third step, the relative permeability of the gas or oil at the outlet face of the rock 
sample is calculated.  For gas, it is by equation (6) below. 
𝑘𝑟𝑔𝐿 = 𝑘𝑟𝑏𝐿
𝜇𝑔
𝜇𝑜
(
1 − 𝑓𝑏𝐿
𝑓𝑏𝐿
) 
 6  
For estimation of gas relative permeability, the pressure drop should be small compared 
to the mean operating pressure for experiments.  Christiansen et al. (1997) have found 
that equation (6) is sensitive to gas expansion effects. 
 
2.4.1.2 Jones-Roszelle Method 
The Jones and Roszelle analytical method (Jones and Roszelle, 1978) is similar to the 
JBN method as it also combines the Welge method and the differentiation of flowrate and 
pressure drop data.  However, it is different in its differentiation method as it uses a 
graphical data processing approach.  This is useful for consistent interpretation of the 
data.  Its derivation is also simpler than that of Welge and JBN methods. The details of 
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the procedure have been described in Christiansen et al. (1997), and a modification of the 
method to account for an experimental artefact, the capillary end effect has been proposed 
by Odeh and Dotson (1985) using an empirical approach. 
2.5 RELATIVE PERMEABILITY CORRELATIONS 
There are two key ways for determining relative permeability curves.  One is the actual 
estimation of the relative permeability values by analysing measured data as discussed in 
the previous section.  The other method is the representation of the unknown relative 
permeability curves by a function, which has a sufficient degree of freedom to model the 
measured data while remaining straightforward and simple to communicate.  This is 
known as an implicit method and is of particular importance in history matching where 
the relative permeability relationship is represented by a function, and a number of 
simulation runs are conducted by tuning parameter(s) until a suitable match to the data is 
found. 
2.5.1.1 Parametric Methods  
A number of parametric correlations have previously been developed to represent the 
relative permeability function.  These include the Corey method (1954), a relative ly 
simple and straightforward equation that is also a power law with only one empirica l 
parameter which is the power itself.  This makes it less flexible in most cases to fully 
capture the entire saturation range from the high oil saturation such as at connate water 
saturation (Swc) to residual oil saturation (Sor).  Sigmund & McCaffery (1979) proposed 
a simple improvement of the Corey correlation by adding a linear term with an additiona l 
empirical coefficient to the power term in the Corey correlation (Equations 7 to 9 for a 
waterflood displacement of oil).  Another correlation which is more flexible was proposed 
by Chierici (1984) and it uses a two exponential relationship instead of power parameters. 
 
𝑆𝑤𝑛 =
𝑆𝑤 − 𝑆𝑤𝑖
1 − 𝑆𝑤𝑖 − 𝑆𝑜𝑟
 
7    
𝑘𝑟𝑜𝑤 = (1 − 𝑆𝑤𝑛)
𝑛𝑜  8  
𝑘𝑟𝑤 = 𝐾𝑟𝑤 (𝑆𝑤𝑛)
𝑛𝑤 9  
Where  
Sw is the water saturation  
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Swi is the initial water saturation 
Sor is the residual oil saturation 
krow is the oil relative permeability 
krw is the water relative permeability 
no is the oil relative permeability exponent 
nw is the water relative permeability exponent 
 
2.5.1.2 Three Parameter L.E.T correlation 
A new versatile 3-parameter correlation was proposed by Lomeland et al. (2005).  The 
idea was to improve on the straightforward parametric method proposed earlier and give 
it more flexibility and proper curvature for the relative permeability over the entire range 
of the saturation as compared to the previous parametric methods.  This correlation uses 
both wetting and non-wetting phase saturation in the parametric equation.  It can correlate 
endpoint values correctly for the relative permeability of both phases using non-
normalised saturations and can also handle S-behaviour associated with gas-oil relative 
permeability.  Equations (10) and (11) are an LET-type relative permeability correlations 
for a gas and oil displacement system. 
𝑘𝑟𝑜 = 𝐾𝑟𝑜 (
(1 − 𝑆𝑔𝑒)
𝐿𝑜
(1 − 𝑆𝑔𝑒 )
𝐿𝑜
+ 𝐸𝑜(𝑆𝑔𝑒 )
𝑇𝑜
) 
 
 10  
𝑘𝑟𝑔 = 𝐾𝑟𝑔 (
(𝑆𝑔𝑒 )
𝐿𝑔
(𝑆𝑔𝑒 )
𝐿𝑔
+ 𝐸𝑔(1 − 𝑆𝑔𝑒)
𝑇𝑔
) 
 11  
 
Where  
𝑆𝑔𝑒 =
𝑆𝑔 − 𝑆𝑔𝑐𝑟𝑖𝑡
1 − 𝑆𝑔𝑐𝑟𝑖𝑡 − 𝑆𝑜𝑟𝑔 − 𝑆𝑤𝑖
 
12  
  
Sge Effective gas saturation  
Sg Gas saturation 
Sgcrit Critical gas saturation above which gas starts to flow 
Sorg Residual oil saturation after gas flood 
Swi Initial water saturation 
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Krog Oil relative permeability in gas table 
Krg Gas relative permeability 
Kro Endpoint oil relative permeability (max krog) 
Krg Endpoint gas relative permeability (max krg) 
Lo, g Exponent for lower part of kro and krg 
Eo,g Coefficient for the elevation of kro and krg 
To,g Exponent for top part of kro and krg 
krow Oil relative permeability (in water table) 
Krow End-point oil relative permeability (max krow) 
  
 
Similar to the Corey exponents, the L.E.T.  parameters in equation (10) and (11) do not 
have any physical meaning.  The L is used to describe the upper part of the relative 
permeability curve and is comparative to the Corey parameter for the particular phase.  
The parameter E modifies the elevation of the slope in the curve while the parameter T 
modifies the lower part of the curve in the same fashion L modifies the upper.  This 
method can hence represent flexible S-behaviour associated with some relative 
permeability curves.  Experience has shown that L ≥ 1, E > 0 and T ≥ 0.  This correlation 
is therefore especially important in implicit history matching for estimation of relative 
permeability of gas injection displacement processes. 
2.5.1.3 Non-Parametric Methods 
Non-parametric methods include the B-spline functions, the Neural Network (NN) and 
the Genetic Algorithms (GA).  These are more flexible approaches as no assumptions are 
made regarding the functional form or the shape of the relative permeability curve.  
Several forms of this method have been reported in the literature (Kulkarni and Datta-
Gupta, 2000).  The B-spline function, for example, has an advantage over the power or 
exponential functions in that any continuous function can be approximated arbitrarily 
well by polynomial splines, provided that a sufficient number of knots are allowed.  
However, it also has the significant disadvantage of increased parameter space which can 
cause the problem to be more ill-conditioned (Kulkarni and Datta-Gupta, 2000).  It can 
also create one or several breaks in the computed relative permeability curves (Lomeland 
et al., 2005).  Other estimation methods include Bayesian methods which use the 
probabilistic approach in estimating the function (Yang and Watson, 1991). 
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2.6 HISTORY-MATCHING TECHNIQUE FOR ESTIMATION OF RELATIVE 
PERMEABILITY  
In general, relative permeability curves are estimated explicitly and mainly through the 
analysis of data obtained from laboratory dynamic displacement coreflood experiment ().  
The measured data obtained is then analysed analytically using techniques such as the 
JBN method, which are based on Buckley-Leverett type of flow.  However, due to the 
huge scaling difference between laboratory and the reservoir scale, as well as the 
difference in operating conditions, it is often not suitable to use the curves generated 
through this technique at a larger reservoir scale.  Also, because of the inherent 
assumption of Buckley-Leverett diffusive front (Johnson et al., 1959), the approach 
neglects to take into account the effect of instability in the estimated relative permeabili ty 
curves.   
 
Figure 2-1: Generalised procedure for obtaining unsteady state (dynamic) experimental data for 
used in estimation of relative permeability. 
 
An inverse process where production data measured from displacement experiments with 
core or field operations at a set time interval, termed ‘history-data’ is matched with 
simulated data and the parameter value is updated; this is known as history-matching.  In 
this process, the parameter values are verified or updated by measuring the misfit between 
the history data and simulated data.  The limited history data available are compared with 
the simulated data and if there exists an error above the set tolerance, a parameter in the 
simulation model is adjusted and new simulation data generated; the process is repeated 
until the tolerance between the history data and simulated data is reached (O'sullivan, 
2004). 
Relative permeability can be estimated by a history-matching procedure where the curves 
are represented by a mathematical function through which a parameter can be updated.  
The mathematical function can be parametric such as the power law as in the case of 
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Corey (1954),  Sigmund and McCaffery (1979) and the more flexible three-parameter 
correlation by  Lomeland et al. (2005) or exponential correlation as in Chierici (1984).  It 
can also be non-parametric such as the B-Spline function (Kulkarni and Datta-Gupta 
(2000), Li et al. (2009)).  They are more flexible since they have more degrees of freedom 
but can lead to other errors such as non-monotonicity of curves (Li et al., 2009) as 
described previously. 
The implicit estimation of relative permeability by history matching is a non-linear 
inverse and ill-conditioned problem (Oliver et al., 2008).  Some modern non-linear 
optimisation techniques for solving this type of problem include the Ensemble Kalman 
Filter (EnKF) optimizer (Li et al., 2009) and the Designed Exploration and Controlled 
Evolution (DECE) optimizer (Yang et al., 2009), a proprietary optimisation technique 
developed by Computer modelling group (CMG) and is an integral part of their CMOST 
optimisation software.  It uses an iterative optimisation process that first applies a 
designed exploration stage to search space in a designed random manner such that 
maximum information about the solution space can be obtained; this is followed by a 
controlled evolution stage, which performs statistical analysis of the simulation result 
obtained in the preceding stage.   
Simultaneous Estimation of Relative Permeability and Capillary Pressure 
Relative permeability and capillary pressure are two important flow functions required in 
reservoir simulations.  Conventionally, they are obtained separately through explic it 
analysis of laboratory experimental production data.  They can also be obtained implic it ly 
by history matching where the curves are represented by a function as discussed 
previously.  However, several studies have shown that when they are estimated 
separately, the relative permeability obtained does not correspond to the capillary 
pressure for flow simulation (Jennings et al., 1988).  In the history-matching technique, 
the relative permeability curve and the capillary pressure can both be estimated 
simultaneously by assigning the relevant function to each curve.  Conventionally, the two 
functions representing the two curves in history matching are independent.  Jahanbakhsh 
and Sohrabi (2015) proposed a coupled function where the relative permeability was 
described as a function of the capillary pressure and this significantly improved the 
relationship between these two important flow parameters.   
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2.7 GRID SIZE AND NUMERICAL DISPERSION 
The predictions of miscible floods are commonly carried out using finite difference 
numerical simulators in which the coefficients of the convective terms are typically 
evaluated at the upstream grid blocks. This is termed as single-point upstream weighting 
or differencing, and is well known that this type of weighing causes truncation error which 
results from sensitivity to grid size (Stalkup et al., 1990).  
In compositional simulation such as heavy oil solvent displacement, aside from the well-
known problem of  ‘numerical dispersion’ which causes serious difficulties in simula t ing 
the movement of sharp saturation front, there is also the issue of dispersion of composition 
fronts and saturation fronts (Camy and Emanuel, 1977).  Cell or grid size is among the 
many parameters that control dispersion and mixing error and the smaller the grid size, 
the smaller the dispersion and mixing error.  The most important reasons for mod el 
variation in the compositional simulator with respect to grid size are: - 
1. Numerical dispersion 
2. Non-linear dependence of saturation and total mobility 
3. Non-linearity of the flash equation.   
The effect of numerical dispersion in compositional finite difference simulator (which is 
the method available in most commercial simulators) has been extensively discussed in 
the literature (Jessen et al., 2004).  The problem becomes further complicated in a WAG 
operation where water and gas are injected alternatively.  In this case, the smaller the slug 
size, the smaller grid size that would be required to resolve the slugs effectively.  If small 
slugs and coarse grid size are used, slugs that contain water only, and gas only would be 
combined as though water and gas were injected together thereby misrepresenting the 
process.  The second source of dispersion is a result of non-linearity of the system total 
mobility.  It occurs when the fluid displacement is represented by a sharp front, which is 
the case with one-dimensional or coarser grid models.  The mobility which is a function 
of relative permeability is calculated with the values near the high ends of the kr curves.  
If a single mobility is however calculated from averaged saturations as in the case of 
coarse-grid models, the kr may be picked far away from the high ends of kr values 
resulting in lower effective permeability to flow for the coarse grid model.  The front 
would then behave like a dispersed fluids region.  The third source of dispersion is 
associated with the type and solution of the EOS and flash equation.  If the solution for 
the k-values (ratio of the mole in the vapour phase to the moles in the liquid phase) of a 
20 
 
component through EOS for multiple grids at a particular time of the displacement, they 
would be entirely different from the k-value obtained by combining the grid into a single 
coarse-grid.  This is mainly because of the non-linearity of the flash equation (equation 
13). 
∑
𝑍𝑖(1 − 𝐾𝑖)
𝐿 + 𝐾𝑖(1 − 𝐿)
= 0
𝑁𝐶
𝑖=1
 
 13  
 
where: NC is the number of hydrocarbon components 
Zi is the overall mole fraction of component i (total moles in vapour and liquid phases) 
K is the k-value of component i and L is the mole fraction of component i in the liquid 
phase. 
 
In the displacement of heavy oil by solvent or water flooding, viscous fingering or 
gravitational override may occur due to viscous fingering or gravitational force being the 
dominant force, respectively.  Viscous fingering which results from large viscosity 
difference between the injected fluid and resident fluid will be discussed in detail in 
chapter 5.  Simulation of these instabilities cannot be achieved with one-dimensional grid 
using a ‘finite-difference’ simulator, as this will smear the instability in the front.  A high-
resolution model would, therefore, be required in order to capture the fingers effective ly.    
Detailed simulation using fine grid high resolution models have previously been carried 
out to study viscous fingering.  These include the work of Christie and Bond (1987) who 
simulated an unstable miscible flow on an extremely fine (130x130) two-dimensiona l 
(2D) finite-difference grid model based on an experiment conducted by Blackwell (1959).  
They obtained good agreement with the experiments for the simulations with mobility 
ratios between 5 and 86.  Christie (1989) extended the work to coupled miscible and 
immiscible flow in which both water and solvent flow simultaneously and thus mimicked 
the stabilising effect of a WAG scheme.  In all the cases, the optimum fine grid size for 
the model was obtained based on the fact that beyond a certain grid size, results from the 
model simulation are not affected by the increase in grid size.  This sensitivity on grid 
size is typically carried out on changes in oil recovery and pressure drop. 
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2.8 COREFLOOD EXPERIMENTS 
Experimental results are fundamental part of any numerical studies as they provide 
reliable data for comparison with the numerical predictions thereby reducing the 
uncertainty in the model and enhancing its reliability for predictions.  In this numerica l 
study, six physical coreflood experiments conducted by other PhD students (Farzaneh, 
2014, Emadi, 2012) were considered.  The core used in the experiments was a high 
permeability Fife silica-sand (carboniferous) sandstone that was taken from Burrowine 
Moor quarry in central Scotland.  The sandstone was chosen because of its relatively high 
permeability, typical of a heavy oil reservoir, which is shallow, unconsolidated and high 
permeability sand.  The core sample is also of high quality with feldspar and clay content 
of less than 2 percent.  Table 2-1 summarises the properties of the core sample used in 
the studies. The crude oil sample used in the experiments termed here as “Crude-J”, was 
a (medium) heavy crude oil with a viscosity of 617cp at standard condition, an API 
gravity of 16 and an asphaltene content of 2.6%. Table 2-2 shows the experiments that 
were utilised, as well as the experimental conditions, injected and resident fluids, and the 
core orientation. A brief discussion on the experiments are subsequently presented. 
 
Experiment-1: In this experiment, CO2 was injected into dead heavy oil (crude J) in a 
horizontal core at a temperature of 280C, the outlet of the core during the injection was 
kept constant at approximately 1500psig.  The CO2 at this experimental condition was in 
the liquid state with a kinematic viscosity of 0.089cp and density of 0.779g/cm3, while 
the dead oil has a viscosity of about 617cp and density of 16API at the same experimenta l 
condition.  Injection rate was kept constant at 7cc/hr, which is equivalent to 1ft/day, a 
typical injection rate in a heavy oil field.  This rate was enough to mitigate some 
experimental artefacts such as capillary end effect.  The experiment recorded an early 
breakthrough of the gas as expected, resulting from the adverse mobility ratio, which 
leads to the occurrence of viscous fingering.  An appreciable amount of the oil was 
produced after the breakthrough, which is typical of severely unstable floods.  There was 
also evidence of significant mass transfer occurring within the core during the 
displacement as a result of the CO2 dissolving in the oil and reducing its viscosity.  The 
GC compositional analysis of the produced oil has proved this fact and as well indicated 
the possibility of the CO2 upgrading the oil by knocking down the heavier components 
and some heavy metals in the oil.  The injected gas was later chased by water in order to 
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investigate the effect of three-phase water relative permeability, this was termed “Tertiary 
Water Injection” in the subsequent numerical simulation. 
 
Experiment-2: In this experiment, N2 was injected into heavy oil (crude J) in a vertical 
core at a temperature of 380C while the outlet of the core during the injection period was 
also kept relatively constant at 1500psig.  The injection was from the top of the core with 
a rate of 7cc/hr.  The oil was pre-saturated with N2 at 1500psig before injection into the 
core.  This was done to mitigate any compositional exchange between the N2 and the oil.  
The N2 was in gaseous state with a viscosity of 0.187cp and density of 0.111g/cm3 at the 
experimental condition.  In contrast to Experiment-1, here, the viscosity of the oil when 
it was fully saturated with the N2 was not measured but estimated using an equation of 
state to be approximately 250cp, a significant reduction from its dead oil value of 617cp.  
Even though the viscosity ratio was still high (250:0.187), the displacement benefited 
from gravity stability since the gas was lighter and the injection was from the top, making 
the displacement more stable.  Hence, the breakthrough was delayed compared to 
Experiment-1.  The compositional analysis of the produced oil from this experiment 
indicated no significant compositional exchange. 
 
Experiment-3: Here, the heavy oil (Crude J) was initially saturated with methane to 
depict the true subsurface oil composition.  CO2 was then injected into the saturated oil 
in a horizontal core.  Same experimental condition and injection rate was adopted as in 
the previous experiments, however, in contrast to the dead oil used in Experiment-1, in 
this case, the methane gas in solution was expected to compete with the CO2 and therefore 
interfere in the exchange of mass between the CO2 and the oil.  As CO2 had to expel the 
methane from the oil solution before it could dissolve, this lead to its reduced solubility.  
On the other hand, the ejected methane may evolve and form a homogenous solution with 
the CO2 phase or may form a separate phase as dictated by the thermodynamics of the 
displacement process.  For the purpose of numerical simulation, the viscosity of the fully 
saturated oil was estimated using an equation of state as 100cp.  As expected, the adverse 
mobility ratio led to the early breakthrough of the gas while the differential pressure 
across the core showed an initial spike up to a maximum of 2psi before the breakthrough 
occurred, and was followed by a very gradual decline up to the end of the injection period.  
The compositional analysis indicated a significant variation of the composition, 
underlying the effect of mass transfer across the phases.   
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Experiment-4: This is similar to Experiment-1 except that the orientation of the core was 
in vertical. CO2 was injected into the core to displace dead crude J under the same 
experimental conditions of temperature and pressure.  The purpose here is to compare the 
recovery from vertical and horizontal injection strategies and understand any difference 
in recovery mechanism as a result of the gravity effect.  An early breakthrough was also 
observed here resulting from viscous fingering but more oil was recovered after the 
breakthrough compared to the horizontal injection.  This could be attributed to gravity 
drainage mechanism similar to that seen in vapour extraction (VAPEX) of heavy oil by 
solvent (James et al., 2008, Torabi et al., 2012b).   
 
Experiment-5: In this experiment, oil recovery by secondary waterflood of dead heavy 
oil (crude J) in a horizontal core was investigated.  The experimental conditions, as well 
as the injection rate, were similar to that of the previous experiments.  Since water is 
heavier than oil and the injected water has the same composition with the connate water 
established in the core, the flood was relatively stable and more piston-like compared to 
the secondary gas injections and the recovery after breakthrough was not as continuous 
as in the case of gas injection.  This experiment in addition to Experiment-1 was employed 
to highlight the effect of injection mode (secondary and tertiary injection modes) on the 
shape of the relative permeability. 
 
Experimet-6: In this experiment, CO2 and water were simultaneously injected at the 
same rate to displace the resident heavy oil (Crude-J).  Experimental conditions and 
injection rate were similarly maintained as in previous experiments.  Since the CO2 is 
more mobile compared to the water, its breakthrough was observed earlier than the water.  
However, the injection of water led to an increase in the recovery because it followed the 
path which has been opened up by the CO2, as indicated by the micromodel experiment. 
This is as a result of the CO2 lowering the viscosity of the oil as it dissolved in it. 
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Table 2-1 Basic properties of the core samples used in these studies 
Parameter Size  Unit 
Weight 1299.9 g 
Diameter 5.12 cm 
Length 32 cm 
Core Pore Volume (PV) 163.02 cm
3
 
Porosity (φ ) 24.74 % 
Permeability to Brine (K) 2.5 Darcy 
 
Table 2-2: Coreflood experiment investigated in this study 
Exp. Description Fluids 
Core 
Orientation 
Test Conditions 
1 
Secondary CO2 
injection into Dead 
Crude-J 
Tertiary chase water 
injection 
Injection fluid: CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Injected brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
2 
Secondary N2 injection 
into pre-equilibrated 
Crude-J 
Injection fluid: N2 
Resident oil: Saturated 
Crude-J with N2 
Resident brine: 20000 ppm 
Vertical 
T=38oC, P=1500 
psig 
3 
Secondary CO2 
injection into Live 
Crude-J 
Injection fluid: CO2 
Resident oil: live Crude-J 
(saturated with methane) 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
4 
Secondary CO2 
injection into Dead 
Crude-J 
Injection fluid: CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Vertical 
T=28oC, P=1500 
psig 
5 
Secondary Water 
injection into Dead 
Crude-J 
Injection fluid: brine 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
6 
Simultaneous Water and 
CO2 injection into dead 
Crude-J 
Injection fluid: brine, CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
 
 
2.9 CORE MODELLING 
The details of the core properties used in the experiments have been described in section 
(2.8) and for convenience the core was modelled using a two-dimensional (2D) 
rectangular block.  This approach did not affect the total core volume since the area of 
the rectangle was equated to that of the cylindrical core through equation (14).  The two 
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directions considered were the x-axis, along the core length and the k-axis representing 
the core diameter in the horizontal core.  The porosity was assumed homogenous based 
on the core analysis, and the permeability was stochastically populated using a normal 
Gaussian distribution with a small variability (standard deviation of 50) for the purpose 
of triggering the fingers.  This was the method adopted by Christie and Bond (1987) and 
Christie (1989, 1993).  Another method of triggering the fingers that was tested used a 
finite-amplitude perturbation of the front at t equals to 0, but with a homogeneous 
permeability field.  The two approaches were similar for small values of the variance, and 
hence the former method was adopted.   Figure 2-2 shows the core transformed to 
Cartesian core model by equating their cross-sectional areas while keeping the core length 
the same in the model.  Figure 2-3 shows the core model generated using CMG-builder 
where the permeability field was randomly populated.   
𝐴 = 𝜋𝑟2 =  𝐿2  14  
Where r is the radius of the core and L the width or thickness (y and k axes in a horizonta l 
core) of the cross-section of the Cartesian core model. Table 2-1 presents the core 
properties while Table 2-3 summarises the core model properties, the parameter values 
and the approach used. 
 
 
 
Figure 2-2: A 2D Cartesian model transformed from core measurement 
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Figure 2-3 Random Permeability Distribution (mD) in the core to trigger the instability. 
 
 
Table 2-3 Summary of the core modelling approach and the parameter values 
Core Model Property Method  Value 
Porosity Homogenous 0.24 
Permeability 
Normal Distribution 
Variance 
2500mD 
200mD 
Finger Triggering Permeability Heterogeneity  
Core Model Optimum Grid Size 
To determine the appropriate grid size for the study, the most unstable injection process, 
which is ‘CO2 injection into horizontal core saturated with dead crude oil (Experiment 1) 
was considered.  The grid-size obtained was then used as the basis for the simulations of 
all the other experiments considered in this study.  The criteria for selecting the 
appropriate or optimum grid size has been discussed in the previous section.  The change 
in oil recovery and differential pressure (DP) across the core was considered as the criteria 
for choosing the optimum grid.  The grid size variation was also considered in both the 
longitudinal flow direction (horizontal direction along the core) and normal to the flow 
direction (along the vertical cross-section of the core).  The variations considered are as 
follows: 
1. Normal to the flow direction: 20, 40 80, and 160 grids 
2. Along the flow direction: 100 and 200 grids.   
 Figure 2-4 shows the effect of the grid refinement in two directions.  As discussed above, 
if the system is prone to frontal instabilities, the number of grids especially normal to flow 
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direction plays a crucial role.  As can be seen in (A), refining the gridding from 20 to 80 
affected the simulation results significantly, however dividing the medium into 80 or 
more grid cells affected the oil recovery minimally and hence 80 grids sufficient ly 
captured the instabilities.  For other direction of gridding, i.e. along the injection direction, 
(B) depicts the simulation results of two cases; 80×100 and 80×200.  No difference can 
be seen in the simulation results, which makes 100 grids adequate for the simulation of 
the coreflood experiments.  Consequently, for the subsequent simulations, 80×100 
gridding configuration was chosen as the optimum grid size. 
 
 
Figure 2-4 Effect of grid numbers on the oil recovery profile; the left image shows the sensitivity 
analysis in the direction normal to core orientation, which indicates high sensitive to this direction.   
The right image highlights less sensitivity in a direction along the core orientation. 
 
2.10 SUMMARY AND CONCLUSION 
The chapter begins by defining the concept of relative permeability and explains the 
experimental and analytical approaches for the estimation of this important flow function. 
The procedure for estimation of relative permeability by history matching was discussed 
and the inadequacy of the conventional method of history matching using one-
dimensional model was highlighted. Numerical dispersion error resulting from the choice 
of grid size and other sources were then discussed. The injection strategy, the fluid types 
and the displacement mechanisms of the experiments considered in this work were then 
presented and finally the core modelling approach was discussed and the optimum grid 
size of the 2D model of the most unstable displacement experiment was then determined 
for use in all subsequent simulations. 
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CHAPTER 3  
HEAVY OIL CHARACTERIZATION AND PVT MODELLING 
3.1 INTRODUCTION 
Solvent methods for enhancing heavy oil recovery such as CO2 have been studied at 
laboratory scale (Emadi et al., 2013, Emadi et al., 2011b, Sohrabi and Emadi, 2012, 
Seyyedsar et al., 2015), and at the field scale (Desch et al., 1984, Kantar et al., 1985, 
Saner and Patton, 1986, Mohanty et al., 1995).  Among gas injection displacement 
processes, CO2 is one of the most widely used injection gases.  This is because, besides 
issues related to global warming, it also has high solubility in crude oil making it attractive 
for enhancing oil recovery.  When dissolved in oil, CO2 increases the density of the oil 
(Simon et al., 1978) which may have a profound effect on the flow path (Nasrabadi et al., 
2009) as well as instigating convective mixing (Foroozesh and Moghaddam, 2015).  
Another property of CO2, which is even more significant in heavy oil recovery, is its 
ability to lower oil viscosity when it is in solution.  Conversely, it has been reported that 
CO2 can cause up to two magnitudes of viscosity reduction when fully saturated in heavy 
oil (Emadi et al., 2013).  It can also lead to increase in the viscosity of the gas when there 
is substantial vaporisation of lighter liquid components from the oil into the gas phase 
(Emadi et al., 2011b). 
This chapter discussed the procedure for modelling fluid phase behaviour using equation 
of state and how current conventional approaches are deficient in modelling the behaviour 
of heavy oil system. A new improved methodology was therefore proposed for effective 
modelling of heavy oil system using equation of state. It also described the gridding 
mechanism and the choice of the optimum grid size for use as a base case in subsequent 
simulations. 
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3.2 COMPOSITIONAL DISPLACEMENT 
In gas injection, such as lean gas, CO2 or N2 gas, there is significant mass transfer between 
the bulk gas phase and the displaced crude oil.  The gas component can diffuse into the 
oil phase and or extract lighter components from the oil phase into the gaseous phase, 
thereby changing the compositional and physical properties of the phases.  These types 
of displacements are termed compositional displacements as opposed to black oil 
displacements where the oil or gas phase is considered as a single component.  This 
exchange of mass occurs at the interphase between the two fluids.  The region in which 
this mass transfer or exchange take place can be small or large, depending on the rate of 
mass transfer between the phases.  The rate of this mass transfer is controlled by the 
thermodynamic and convective forces. Figure 3-1 shows a clear example of a 
compositional displacement (Nasrabadi et al., 2009) indicating a transition zone where 
exchange of components between the displacing fluid and the displaced fluid takes place. 
 
Figure 3-1: CO2 saturation profile after 0.1PV injection into a core saturated with oil indicating 
a mixing region(red and blue area) where mass transfer takes place (Nasrabadi et al., 2009) 
 
Therefore, to take into account all physical changes that may occur in the simulation of 
the displacement processes studied, an equation of state is required to handle the 
thermodynamic aspect such as density and viscosity changes resulting from, composition, 
volume, or pressure variations.  The molecular (Fickian) diffusion and dispersion also 
need to be addressed.  Moreover, as stated earlier, because of the mass transfer leading to 
significant compositional changes, a compositional simulator that is capable of handling 
the dynamics of the variations, with the right physics and without it being masked by 
numerical diffusion was required. 
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3.3 HEAVY OIL CHARACTERIZATION USING AN EQUATION OF STATE 
Characterization of heavy oil using equation of state (EOS) is more complex than 
conventional oil because much more uncertainties are associated with its composition and 
PVT data (Sancet, 2007).  This is because compositions of heavy oils are highly uncertain 
in terms of the fraction of each Single Carbon Number (SCN) and the Paraffins-
Naphthalene-Aromatics (PNA) within each SCN (Kumar and Okuno, 2012a). Secondly, 
critical parameter values, required in EOS calculations, are not known for SCN above C24    
and are only estimated (Ambrose and Tsonopoulos, 1995). Thirdly, it is difficult to obtain 
a reliable downhole sample. and even in the rare situation where it can be obtained, it is 
not practicable to determine all the components, because it would contain a high 
concentration of various isomers of heavy hydrocarbon components that are not 
identifiable.  Even when more exhaustive tests are conducted, it is still futile because, 
only a few number of pseudo-components are needed for a practical simulation and 
would, therefore, end up lumping the detailed components.  This uncertainty in its 
composition also creeps into the experimental PVT data, which are typically carried out 
under the condition of high viscosity.  For these reasons,  quite often, only simple 
measurements such as saturation pressure (Psat), densities and viscosities that are reliable 
and available (Kumar and Okuno, 2012b).  Hence, Constant Composition Expansion 
(CCE) and Differential Liberation Expansion experiments are more difficult to carry out 
or highly unreliable because of the afore-mentioned problems.   
 
3.3.1 Equation of State (EOS) 
An equation of state is required to characterise the phase behaviour of the reservoir fluids 
in compositional displacements of hydrocarbons.  These are mainly Cubic Equations of 
State (EOS) that are based on Van der Waals equation of state.  The most widely used 
cubic EOSs include the Soave-Redlich-Kwong (Soave, 1972) and the Peng and Robinson 
(1976, 1978).  These popular EOSs  have been implemented in commercial software 
(Pedersen and Christensen, 2007) and the procedure for modelling a fluid behaviour using 
EOS can be summarised in four main steps as follows (Kumar and Okuno, 2012b): 
Step 1   Plus Fraction Splitting (e.g.  C6+) into more detailed components to 
obtain an estimate of the molar distribution of the components with respect to single 
carbon number (SCN) or Molecular Weight (MW). 
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It has been stated in various works of literature that using Plus Fraction as a single carbon 
group in the PVT calculations often gives inaccurate results (Elsharkawy, 2001).  In this 
stage, therefore, the plus fraction obtained from the compositional analysis such as gas 
chromatography (GC) is split into a number of components to fit a distribution function 
spanning all the components in the fluid phase.  A number of distribution functions have 
been proposed for both conventional and heavy oils; these include the chi-square 
(Quiñones-Cisneros et al., 2003), the gamma distribution which is a three-parameter 
distribution function (Whitson, 1983, Whitson, 1984) and the logarithmic distribution 
(Pedersen et al., 1984b).  The latter is the most widely used for conventional oils because 
quite often, their composition consists of a broad spectrum of well-defined components 
that range from light components to heavy components and a small amount of plus-
fraction component. In heavy oils, however, the well-defined components make only a 
small fraction of the composition while the undefined plus-fraction makes the bulk of the 
composition, this is the reason more flexible distributions like the gamma-distribution are 
often utilised for heavy oil plus-fraction splitting (Kumar and Okuno, 2012b).   Rodriguez 
and Hamouda (2008) have also proposed a method that is based on gamma-distribution 
for splitting heavy plus-fraction components into single carbon numbers (SCN). The 
method integrates the experimental mole fractions using a fitting parameter called alpha 
(α) to characterise the limiting components.  
Step 2 Estimation of properties for the split fraction components 
In this step, the properties of the plus fraction that was split in step 1 are estimated.  For 
components with SCN 45, the critical properties are available in the literature (Wakeham 
et al., 2002).  For hydrocarbons with SCN greater than 45, the properties are estimated 
using correlations.  A number of correlations have been proposed, and the widely used 
which have so far been deployed into commercial software packages include the Lee and 
Kesler (1975), Whitson (1983), Goossens (1996) the Twu (1985) and the Riazi and Al-
Sahhaf (1996) correlations.  The first three are recommended for conventional oils while 
the Twu (1985) correlation method generally yields consistent results for heavy oils 
(Whitson and Brulé, 2000).  The Riazi (1996) correlation, a modification of the Whitson 
(1983) correlation, is relatively straightforward and easy to implement but often gives a 
far inaccurate estimate of the critical properties, a modification of the Riazi method was 
proposed by Sancet (2007).   
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Moreover, it must be emphasised here that the accuracy of the correlation methods 
depends on the reliability of the compositional information available, which is often not 
the case for heavy oils. This can be attributed to the difficulty in fluid sampling, the 
technique for component elucidation and the experimental procedure due to the nature of 
the oil viscosity and density that result in inaccurate data measurement and hence a high 
degree of uncertainty in the composition.  Therefore, using EOS with these correlations 
to estimate properties such as phase density would require the use of volume shift 
parameter in order to tune the EOS. However, when the volume-shift parameter is used 
compositional behaviour predictions of the resulting fluid would depend heavily on the 
parameter and this is thermodynamically inaccurate since it would lead to compositiona l 
and volumetric phase behaviours being modelled separately (Kumar and Okuno, 2012b).  
To mitigate the effect, Kumar and Okuno (2012a) proposed a correlation using a 
perturbation factor for critical parameters and predicted liquid densities and vapour 
pressures for n-alkanes from C7 to C100 without  utilising the volume-shift parameter. 
Step 3 Pseudo-ization (Lumping) of components 
Compositional simulators using an EOS to describe the phase behaviour of 
multicomponent fluid mixtures are expensive to use because of a large number of iterative 
phase calculations (Hong, 1982). It is therefore of fundamental and practical importance 
to reduce the dimensionality of the composition space. In this step, the number of SCN 
components is reduced by grouping (or lumping) them into fewer pseudo-components 
whose properties are calculated by averaging the properties of group member 
components. Widely accepted lumping or pseudo-ization procedure in the literature and 
which have been deployed into commercial software packages include the Whitson 
(1984) and the Pedersen et al. (1983).  The former is based on ‘equal mole’ grouping with 
mole weighted averaging while the latter is based on ‘equal mass’ grouping and the 
averaging of properties is mass-weighted. Because of the uncertainty in experimental data 
for heavy oil solvent systems, it is common practice to have more pseudo-components 
compared to lumping of conventional oils as that would ensure reliable representation of 
phase behaviour at a wide range of composition conditions (Díaz et al., 2011). The 
method of  averaging can, however, introduce bias leading to incorrect result,  this is 
especially the case with heavy oil because at higher SCN, even though the constituent 
Paraffin, Naphthalene, Aromatics (PNA) have the same carbon number, they may exhibit 
a markedly different behaviour (Rodriguez and Hamouda, 2008). Again, the accuracy of 
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the properties of the lumped components, especially for heavy oils, depends on the 
accuracy of the estimated properties of the split components in Step 2 above.  
Step 4 Regression procedure to match properties of (Lumped) Pseudo-
components to available experimental data. 
 This step is required because each step 1 to 3 above makes some assumptions, which 
result in bias in the prediction of the actual phase behaviour.  Regression is used here to 
tune the equation of state to match the available experimental data.  Component properties 
(such as critical Properties Pc and Tc and ω), binary interaction coefficients and 
occasionally volume shift are used as the regression parameters.  Several regression 
procedures for oil characterization have been proposed in the literature (Pedersen and 
Christensen, 2007).  These include Agarwal et al. (1991) and Li and Nghiem (1982).  
These methods order the parameters from the list specified by the user in such a way that 
the most sensitive parameters are used first.  For computational efficiency, this procedure 
initially starts with a small number of parameters at a time.  Once a parameter reaches its 
maximum or minimum values or does not contribute to the tuning, it is replaced by 
another parameter that has not been tested, and the procedure is repeated until the error is 
minimised.  It is pertinent to note here that the regression procedure is not an attempt to 
correct deficiencies of the equation of state (EOS).   
The accuracy of the prediction using EOS depends entirely on the amount, type and 
reliability of the data employed in the regression procedure.  It is also equally important 
to choose meaningful regression parameters as well as reasonable physical limits for the 
parameters to ensure that a representative model is generated.  This is the main reason 
why different EOS fluid models result from the same data, and extra care needs to be 
attached to this (Lolley and Richardson, 1997).  Moreover, as described above, this 
procedure is even more challenging and with more tendency to fail because of the inherent 
uncertainties associated with the compositional data, estimated component properties and 
phase behaviour.  Figure 3-2 obtained from Winprop (2015) shows a typical flowchart of 
a computer program for tuning an EOS to match a PVT data.   
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Figure 3-2 Flow chart for regressing EOS equation based on five parameters at a time. 
 
3.3.2 Viscosity Modelling 
The viscosity of the oil at different composition is also modelled using a correlation.  
Several models have been proposed in the literature.  These include the Pedersen 
corresponding state model (Pedersen and Fredenslund, 1987, Pedersen et al., 1984a) 
which is based on the corresponding state of methane, the Lohrenz-Bray-Clark (LBC) 
model (Lohrenz et al., 1964), which is a function of composition of the components and 
the Jossi-Stiel-Thodos model (Jossi et al., 1962), which also relies on properties of the 
composition.  However, in viscosity modelling of heavy oils, due to the high uncertainty 
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in the oil composition and the estimated properties, the modified Pedersen correlation 
method is the most preferred.  This is because it does not depend on having accurate 
density predictions and is based on a unified approach to both oil and gas phases and 
therefore gives a better correlation for the viscosity of heavy oil than the other two 
(Lindeloff et al., 2004). 
 
3.4 PHASE BEHAVIOUR MODELLING OF CRUDE J 
3.4.1 Oil Properties 
Crude J (dead oil) is the base fluid used in the studies and was provided by the sponsors 
of the project.  It is a medium heavy oil with a viscosity of about 600cp at ambient 
temperature.  Rheological analysis of the oil revealed that it was a non-Newtonian fluid, 
meaning viscosity is independent of the applied shear rates.  To simulate the enhanced 
displacement of the oil by gas (CO2, N2) injection, the PVT phase behaviour of the fluids 
was modelled using an EOS, the Peng-Robinson equation (Peng and Robinson, 1978), 
which is designed for characterising heptane and heavier fractions (equations 15 to 18) 
and was deemed the most suitable for this type of fluid (Shokri and Babadagli, 2012).   
𝑝 =
𝑅𝑇
𝑣 − 𝑏
−
𝑎𝑐 ∝ (𝑇)
𝑣2 + 2𝑏𝑣 − 𝑏2
 
 15  
 
Where 𝑎𝑐 = 0.457235529
(𝑅𝑇𝑐 )
2
𝑃𝑐
  16  
 
𝑚 = 0.37464 + 1.54226𝜔 − 0.26992𝜔2  𝑓𝑜𝑟 𝜔 < 0.49  17  
 
𝑚 = 0.379642 + 1.4850𝜔 − 0.164423𝜔2 + 0.016666𝜔3 𝑓𝑜𝑟 𝜔 > 0.49 18  
 
Table 3-1 shows the compositional analysis of crude-J obtained using gas 
chromatography (GC) indicating a small weight percent of light components up to C7 and 
a high weight percent of heavy components with the C26+ accounting for up to 62.14 
percent.  Table 3-2 shows a more detailed analysis using high-temperature column GC 
analyser which is more useful and more reliable since it gives representative components 
within a range of carbon number (CN).  For ‘Crude J’ the range of carbon number was  
from C6 to C42 as shown in the table and reduces the uncertainty in the characteriza t ion 
associated with the plus-fraction, a huge source of uncertainty in phase behaviour 
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modelling using EOS.   A swelling test experiment was carried out on ‘crude J’ and its 
mixture with CO2 to generate information for input as experimental data in the tuning of 
EOS to fully characterise the phase behaviour of the fluids.  The experiment was carried 
out at the experimental condition of temperature (280C) and pressure (1500psig).  The 
data obtained include the solubility of CO2 at different pressure, the viscosity and the 
swelling factor of the oil at various CO2 solubility.  The result is summarised in Table 
3-3. The density of the dead oil, the density of the fully saturated oil with CO2 and the 
asphaltene content of the oil are presented in Table 3-4 below. 
 
Table 3-1 GC Compositional analysis for Crude J obtained from GC analysis of the oil 
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Table 3-2 A detailed compositional analysis of Crude J using high-temperature column GC 
analysis 
Compound Composition Compound Composition Compound Composition Compound Composition 
C6-C7 0.2225 C16 5.2868 C25 3.4866 C34 1.5278 
C8 0.6637 C17 5.2063 C26 3.563 C35 1.0143 
C9 0.9366 C18 5.6315 C27 3.3891 C36 0.7832 
C10 1.85 C19 5.5987 C28 3.327 C37 0.6057 
C11 2.5 C20 5.2472 C29 2.7444 C38 0.472 
C12 3.4877 C21 5.1449 C30 2.7684 C39 0.3448 
C13 4.4035 C22 4.5179 C31 2.2533 C40 0.2648 
C14 5.1517 C23 4.4986 C32 1.9625 C41 0.1047 
C15 5.3934 C24 4.2363 C33 1.4111 C42 0 
 
 
 
Table 3-3: Result of swelling test experiment of Crude J and CO2 
Pressure 
(psia) 
GOR 
 (cm3/ cm3) 
CO2 Saturation 
(%) 
Swelling 
Factor 
Oil viscosity 
(cp) 
15 0 0 1 617 
100 0.065274856 0.076797008 1.000128281 615.2990025 
200 3.383705346 3.980988401 1.006649827 528.8240224 
300 12.35891167 14.5404753 1.024288351 294.9391209 
400 23.02865706 27.09361698 1.045257068 137.8639267 
500 32.98040347 38.80202034 1.064814738 78.21216357 
700 49.06741587 57.72867122 1.096429739 47.70041326 
1000 66.04795244 77.70656889 1.129800739 26.7918627 
1200 74.48783015 87.63623233 1.146387208 21.62834551 
1400 81 95.29791383 1.159 17.8 
1515 84.99661404 100 1.167039596 15.2 
 
 
Table 3-4 Density and asphaltene content of crude J 
Density of dead oil 
(g/cm3) 
Density of fully saturated Oil  
(g/cm3) 
Asphaltene content 
Wt.% 
0.9592 0.9732 11.6 
3.4.2 Novelty in the Lumping of Crude J 
It has previously been stated that one of the sources of error and huge uncertainty in 
modelling of fluid behaviour using EOS is the lumping of components.  The conventiona l 
method for lumping of components into pseudo-components has been described in detail 
in the previous section.  Since only a few experimental data are available, using the 
conventional method would lead to an unreliable model for the fluid phase behaviour.   
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To ensure that the fluid behaviour in the model equation obeys the actual behaviour of 
the fluid components during the experiment, in this approach, the produced oil from a 
CO2 coreflood experiment was considered and the behaviour of the produced components 
was analysed.  This formed the basis of the lumping scheme.  Figure 3-3 shows the 
compositional behaviour of the components at different times during the injection 
process.  The variation of the components composition in the oil from the start to the end 
of the injection process reveals interesting traits in the behaviour of the components.  
Components with similar behaviour can be classified as a group and hence can be lumped 
as one pseudo-component.  It can be inferred from the figure that “crude-J” with respect 
to CO2 injection can be lumped into a number of pseudo-components.  For instance, C10 
to C13 have exhibited a similar non-monotonic behaviour with regard to compositiona l 
change, and hence, they can be grouped.  On the other hand, the compositions of C34 to 
C41 were monotonically reducing during the coreflood experiment.  Therefore, six 
hydrocarbon groups can be defined based on the compositional information; these are 
C6-C9, C10-C13, C14-C19, C20-C26, C27-C33, and C34-C41. 
This lumping method has significantly improved the tuning procedure and reduced over-
reliance on the volume-shift parameter in matching volumetric (density) behaviour of the 
fluids as used in the conventional method.  The most sensitive parameters utilised in the 
regression of the EOS are the Omega-A, Omega-B as well as the Pc and the Tc of the 
heaviest groups.  Table 3-5 shows the EOS parameter values obtained after matching the 
experimental data in the tuning process while Table 3-6 shows the matched experimenta l 
volumetric parameters (gas solubility and oil swelling factor). 
 
Table 3-5 EOS parameters after matching the experimental information. 
Component Pc (atm) Tc (K) Acentric factor MW Volume shift O mega-A O mega-B 
CO 2  84.01255 335.41666 0.225 44.01 -0.098115572 0.37410703 0.078294989 
C6toC9 28.38951 577.45917 0.36127107 111.3383 0.044529339 0.45723553 0.077796074 
C10toC13 21.94748 660.87381 0.51467154 159.0965 0.087402687 0.45723553 0.093355 
C14toC19 19.261 740.71102 0.70424522 227.006 0.16367505 0.44868762 0.088942742 
C20toC26 13.53984 810.80518 0.90158172 288.466 0.237328 0.4408193 0.074417041 
C27toC33 10.25708 868.73386 1.0712376 387.702 0.27887367 0.45366209 0.066429189 
C34toC41 8.684999 911.89462 1.1954503 455.6924 0.28852207 0.45723553 0.070318743 
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Table 3-6 CO2 solubilities and formation volume factor of the saturated Crude-J. 
Gas Solubility 
(ccCO2/ccOil) 
Value 
Bo  
(ccOil @ Res.) / (ccOil @ ambient)  
Value 
Exp 85 Exp 1.81 
Model 85.8 Model 1.803 
 
 
Figure 3-3 Composition of the produced oil during CO2 injection.  Each Figure shows a group of 
components that behaved in a similar fashion and were lumped as a pseudo-component 
 
3.4.3 “Crude J” Viscosity Modelling 
After matching the volumetric behaviour of the fluid, the next important step is to match 
the viscosity behaviour of the phases with respect to temperature, pressure and 
composition.  The Pedersen viscosity correlation for component liquid and vapour 
viscosities was used for estimating the viscosities of the mixture and pseudo-components.  
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This is because it uses the principle of corresponding states to calculate the viscosity of a 
component or mixture when the viscosity of a reference substance at the same conditions 
of reduced pressure and temperature is known.  The Jossi-Stiel-Thodos (JST) or Lohrenz-
Bray-Clark (LBC) viscosity correlations were not used because the methods have a strong 
dependency on the density of the mixture predicted by the equation of state and since this 
is highly uncertain for heavy oil it may result in errors in its prediction of viscosity values 
for the components.  For the low-pressure condition, Lee and Eakin (1964) correlation 
was used, and two main parameters were considered for tuning the main viscosity 
correlation;  the coefficients of the viscosity correlation and the critical volume (Vc).  
Figure 3-4 illustrates the experimental data and the modelling results after tuning the 
relevant viscosity parameters.  The agreement between the model and experimental data 
is good, which indicates the ability of the model to estimate the interactions between CO2 
and Crude-J.  The matched EOS equation was subsequently used to describe the 
behaviour of fluids in the heavy oil solvent injection processes studied. 
 
 
Figure 3-4:  Result of matching oil viscosity based on the experimental data. 
 
 
3.5 SUMMARY AND CONCLUSION 
In this chapter, compositional displacement processes involving CO2 and other gases 
were first reviewed, and the use of the equation of state (EOS) in the characterization of 
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heavy oil for simulation of compositional displacement was highlighted.  In the procedure 
for tuning the EOS, a new methodology for lumping the heavy oil components into pseud-
components was proposed.  The methodology was based on the behaviour of produced 
fluid components rather than the arbitrary scheme of lumping components in 
conventional methods.  The new procedure showed a better matching of the fluid 
properties and components behaviour during simulation.  One-dimensional core model 
was also shown to be incapable of simulating compositional displacement where there is 
instability at the front due to viscous fingering or gravity drainage.  Grid sensitivity study 
was therefore carried out on a two-dimensional model of the core to determine the 
optimum grid size that would sufficiently resolve the fingers in such displacements.  The 
sensitivity study was based on the difference in cumulative oil recovered and differentia l 
pressure across the core, and it was observed that the gridding is more sensitive in the 
direction perpendicular to the flow.  The optimum model for the horizontal core was 
found to be 100 grids in the horizontal direction and 80 grids in the vertical direction.  
The modelling approach was capable of capturing the fingers and their behaviour.   
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CHAPTER 4 
ESTIMATION OF TWO-PHASE RELATIVE PERMEABILITY 
FROM UNSTEADY STATE HEAVY OIL COREFLOOD 
EXPERIMENT WITH INSTABILITY 
 
4.1 INTRODUCTION 
The ability for two or more immiscible fluids to flow through a porous medium depends 
on their saturation and the absolute permeability of the rock.  The term absolute 
permeability as described by Darcy Law was originally formulated to account for the 
resistivity of the porous medium to the flow of a single fluid.  When two or more fluids 
are flowing through the medium, however, the concept of relative permeability and 
effective permeability are used to convert the single-phase Darcy equation into 
multiphase estimations at a given saturation.  Relative permeability is, therefore, an 
essential flow parameter and is routinely measured for input into the simulation of fluid 
flow in porous media such as waterflood or gas injection.  Most of the analytical methods 
for estimating this important parameter were formulated based on the assumption of 
stable Buckley-Leverett displacement, which is characterised by the advancement of 
encroaching fluid as a diffusive front consisting of a shock wave that is immedia te ly 
followed by a rarefaction (Buckley and Leverett, 1942).  This is not the case in heavy oil 
displacement by gas/solvent where the displacing phase is advancing through the porous 
media in the form of well-defined channels known as viscous fingers or a gravity override 
resulting from density difference or both.   
The objectives of this chapter are to investigate the effect of instability on gas/oil or 
water/oil two-phase relative permeability curves computed from measurements based on 
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the dynamic displacement (unsteady-state) method and to develop a methodology for 
accurate estimation of this important parameter in displacements with instability.   
4.2 INVESTIGATING THE BEHAVIOUR OF FLOW FUNCTIONS IN HEAVY 
OIL GAS DISPLACEMENT 
To study the behaviour of the flow functions (kr and Pc) with respect to composition, core 
orientation and initial oil viscosity, three coreflood experiments (Farzaneh, 2014) were 
considered. 
1) Experiment-1, CO2 injection into a horizontal core saturated with dead crude oil 
(Crude-J)  
2) Experiment-2, Nitrogen injection into the top of a vertical core saturated with 
Crude-J pre-equilibrated with nitrogen (experiment 2).   
3) Experiment-3, CO2 injection into a horizontal core saturated with live crude oil 
(Crude J saturated with methane) 
These experiments were chosen based on the differences in their compositiona l 
behaviour.  While mass transfer occurred in the first and the third experiments, the second 
was pre-equilibrated with the injection gas (N2) to mitigate any compositional exchange 
that may take place.  This was to allow for observation of any change in the flow functions 
resulting from the mass transfer effect and hence the dependency of relative permeability 
on compositional effect.   Table 4-1 lists the test conditions and fluids used in the selected 
coreflood experiments.   
Table 4-1 Description of the coreflood experiment selected for this simulation study 
Exp. Description Fluids 
Core 
Orientation 
Test Conditions 
1 
Secondary CO2 
injection into Dead 
Crude-J 
Injection fluid: CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
2 
Secondary N2 injection 
into pre-equilibrated 
Crude-J 
Injection fluid: N2 
Resident oil: Saturated 
Crude-J with N2 
Resident brine: 20000 ppm 
Vertical 
T=38oC, P=1500 
psig 
3 
Secondary CO2 
injection into Live 
Crude-J 
Injection fluid: CO2 
Resident oil: dead Crude-J 
saturated with methane 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
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An implicit history matching technique was used to obtain the flow functions by 
representing the relative permeability curves with a versatile parametric correlation 
known as the L.E.T correlation (equations 10 to 11).  Its flexibility and ability to honour 
the so-called gas S-behaviour makes it suitable for estimating the gas/oil relative 
permeability.  An exponential function was also chosen for the capillary pressure (Pc) 
and presented in equation (19) below.  The parameters in the two correlations were used 
for tuning the relative permeability and the capillary pressure in the history matching 
process.   
 
Where, Po is oil pressure and β is the capillary pressure exponent. 
 
In Experiment-1, CO2 was injected into a horizontally oriented core saturated with dead 
Crude-J.  Viscosities of the displacing (CO2) and displaced (crude oil) fluids are 0.077cp 
and 617cp, respectively, which makes the displacement prone to viscous instabilities.  On 
the other hand, compared to the resident crude oil, the injected fluid has a lower density, 
resulting in the possibility of gravitational instabilities (Fayers and Newley, 1988).  These 
phenomena cannot be modelled in conventional one-dimensional model simulation as 
stated in the previous section since it does not take into account component and phase 
dispersion, as well as fingering and overrides and therefore another dimension needs to 
be considered (Christie et al., 1990).   
For this experiment, two modelling approaches were compared and analysed to 
investigate the applicability of 1D and 2D models and the impact of these assumptions 
on the estimated relative permeability.  A compositional simulator (CMG-GEM) capable 
of capturing the dynamic behaviour of the components and the fluid phases was used for 
the investigation. 
4.2.1 One Dimensional (1D) Model History-Matching Approach  
In the first approach, a one-dimensional model of the experiment (Experiment-1) was 
history matched.  As stated earlier, the use of a 1D model will not allow for the onset and 
propagation of any finger that would have emanated as a result of unfavourable mobility 
ratio.  However, the results enabled an understanding of the contribution of instability on 
𝑃𝑐 = 𝑃𝑜
(𝑆𝑔𝑒 )
𝛽
1 − (𝑆𝑔𝑒 )
𝛽
 
19  
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the estimation of the flow function.  In order to estimate the 1D relative permeability by 
history matching, an L.E.T correlation was used to represent the relative permeability 
function while gas/oil phase behaviour was modelled using PR-EOS (see Chapter 3), 
CMG-GEM compositional simulator and DECE optimiser in CMG-CMOST 
optimisation software were utilised for tunning the L.E.T parameters in order to match 
the history data, which are produced gas, produced oil and the differential pressure (DP) 
across the core. 
 Figure 4-1 shows a match of the simulation on the experimental data for produced oil 
and the differential pressure (DP) across the core obtained at the end of the optimisa t ion 
process.  It can be seen that a good match was obtained for the produced oil but the 
simulated DP was up to 2psi higher than the experiment before breakthrough. The DP at 
the breakthrough was also not matched. This mismatch is the result of the 1D model not 
being able to account for the instability which has resulted in lowering the DP before the 
breakthrough in the actual experiment.   Figure 4-2 also shows the gas saturation profile 
along the core, it can be observed that the flow is a typical Buckley-Leverett type of flow 
with a diffusive front that is typically sharp at the front.  Figure 4-3 shows the relative 
permeability obtained from the 1D model history matching.   The oil relative permeability 
has an S-shape characteristic while the gas relative permeability indicated a very low 
critical gas saturation of 0.02.  In addition, the gas relative permeability jumped from 0 
to 0.13 for a relatively small increase in gas saturation from 0.02 to 0.03.  This behaviour 
of the relative permeability curves is due to the small gas saturation that formed in the 
displacement front reaching its critical flow velocity.  The estimated 1D relative 
permeability curves was used in subsequent sections for analysing the impact of viscous 
fingering or gravity tongue on the shape of the curves.   
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Figure 4-1  Results of the history matching of experimental cumulative oil production (left graph) 
and the pressure at the inlet of the core (right graph) obtained from Experiment-1 using 1D model.  
 
 
Figure 4-2 Simulation of gas saturation along the core using 1D model.  Gradual change in gas 
saturation can be linked to fingering development 
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Figure 4-3 Two-phase gas and oil relative permeability curves as a function of gas saturation 
estimated from the 1D model history matching Experiment-1 
 
4.2.2 Analysis of Viscous and Gravity Forces 
Displacement of heavy (viscous) oil by gas is a complex process that requires special 
considerations in the simulation.  A number of sources of instability that may result in the 
displacement need to be taken into account in the model.  Along with the adverse mobility 
ratio between the CO2 and viscous oil, the density contrast may lead to gravitationa l 
segregation.  While the former leads to viscous fingering, the latter results in a 
gravitational tongue.  One of the easiest ways to determine if a simulation will lead to 
viscous fingering is from the analysis of one-dimensional model displacement simula t ion 
of the process.  If the ratio of the total mobility at the interface is greater than one, then 
the injection process would be unstable if simulated using a two or three dimensiona l 
model of the process (Blunt and Christie, 1994).  A review and analysis of displacement 
with viscous fingering is the subject of Chapter 7. Additionally, in the presence of an 
adverse mobility ratio and effective density contrast, the competition between the viscous 
and gravitational forces can bring about transitional behaviours between severe viscous 
fingering and a sharp gravitational tongue.  To analyse the dominance of the forces, 
Fayers extended Dietz theory (Fayers and Newley, 1988) and proposed a dimensionless 
viscous-to-gravity parameter (NG) as expressed by equation (20) 
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𝑁𝐺 = 2 [
(1−
𝜆𝑜
𝜆𝑔
)𝑞
𝜆𝑜Δ𝜌𝑔
− 𝜃] × (
𝐻
𝐿
)    
20  
Where q is superficial velocity (flow rate per unit area), Δρ is density difference, θ is the 
inclination of the core, H and L are core thickness and length respectively.   Figure 4-4 
illustrates how viscous-to-gravity forces can control instabilities.  As can be noted, the 
model in  is tilted, which reduces the impact of gravitational forces on the instability 
development.  It has been determined that an NG value of 1 is the transition point from 
gravity to viscous force, i.e.  gravitational instabilities (tongue) are dominant when NG 
<1.  Conversely, NG > 20 has been reported as the point where viscous fingering becomes 
dominant over the gravitational tongue.   
 
In the case of CO2 injection into horizontal core saturated with dead crude-J (Experiment-
1), using the relevant parameter values in equation (20) resulted in NG value of 
approximately 0.05 and hence gravitational instabilities dominated viscous fingering in 
the displacement.  Therefore, positioning the core horizontally in the experiment 
facilitated the formation of the gravitational tongue.  However, in contrast to the 
uncertainty involved in the simulation of viscous fingering such as the number of fingers 
and the differing behaviour of each finger (Todd and Longstaff, 1972), the formation of 
a gravitational tongue mainly depends on the thickness of a single tongue and speed of 
its advancement. 
 
Figure 4-4 Impact of NG (viscous-to-gravity number) on the type of instability developed in an 
unstable displacement.  Top image (NG=1) shows the formation of a gravitational tongue whereas 
the bottom image (NG=20) exhibited a dominant viscous fingering.  In the middle image (NG=2), 
the transitional behaviour from a tongue toward viscous fingering can be seen (Fayers and 
Newley, 1988) 
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4.2.3 Effect of relative permeability on flow stability (2D model Approach) 
It is imperative at this point to investigate the impact of the choice of relative permeability 
function on the development and propagation of instability.  Therefore, before embarking 
on the history-matching studies, which is known to be resource and time consuming, a 
preliminary study was carried out to give an idea on which parameter in the correlation 
for the relative permeability curves needs to be tuned to adequately match the production 
history data.   
For this purpose, a relatively refined 40x100-grid cells core model was generated to 
investigate the impact of relative permeability on development and propagation of 
instability.  The L, E and T parameters (Lomeland et al., 2005) in the relative permeability 
function (equation 13-15) were varied to generate two distinct sets.   Figure 4-5 shows 
the relative permeability curves and their normalised forms (normalisation in terms of 
end-point saturation).  The two curves have same end point relative permeability for 
comparison, but the shapes are markedly different. The impact of the change in the shape 
of the curves on saturation pattern and the stability of the displacement was investigated.  
 
Figure 4-5: The left image shows gas/oil relative permeability defined for sensitivity analysis.   
The right image illustrates the normalised relative permeability based on the end-point saturations 
 
 Figure 4-6 and Figure 4-7 depict the cumulative oil recovered and the pressure drop 
across the inlet and outlet of the core, respectively, using the two sets of relative 
permeability curves described previously.   shows that they have equal maximum pressure 
at the inlet of the core, which agrees with the inputted identical kro at critical gas saturation 
values in the relative permeability functions.  However, the rate of pressure decline was 
notably different in the two cases.  The simulation of the displacement performed with 
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the blue relative permeability curve was unstable and had an abrupt drop in the inlet 
pressure, whereas the simulation using the red relative permeability was more stable and 
exhibited a more gradual decline in the inlet pressure.  In terms of the cumulative oil 
production (Figure 4-7), the blue curve with unstable relative permeability showed an 
early breakthrough with a gradual and continuous oil production after the breakthrough.   
 Figure 4-8 also illustrates the sequence of the gas saturation profile as the front advances 
at different times for the two simulations.  It is clear that the simulation on the left-hand 
side was relatively stable while the one on the right was highly unstable.  The difference 
here was clearly the choice of relative permeability curves, which can result in piston- like 
displacement or highly unstable flow displacement. We can therefore conclude that 
relative permeability can be used to alter the stability of a displacement. 
 
Figure 4-6 Pressure at the inlet of the core for the two relative permeability curves defined in 
sensitivity analysis.  The green dashed curve shows the pressure for the unstable kr while the red 
line indicates the pressure for semi-stable relative permeability. 
 
 
Figure 4-7 Cumulative oil production for two cases: semi-stable kr (red line) and unstable kr 
(dashed purple curve).  An early breakthrough in the purple curve indicates the development of 
an unstable front in the simulation. 
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Figure 4-8 Oil saturation distributions for the two relative permeability curves used in the 
preliminary studies at different pore volumes injected (PVI).  The left images were obtained from 
simulation using the unstable relative permeability curve while the ones on the right were obtained 
using the relatively stable one. 
 
The preliminary studies also looked at the effect of relative permeability on compositiona l 
(CO2/Oil) interactions.  The choice of relative permeability can significantly affect the 
rate of mass transfer by convection as seen in Figure 4-9 where the transition zone (mixing 
zone) for the unstable relative permeability was larger than that of the stable relative 
permeability. If molecular mass transfer was the only mechanism or the main mechanism 
for mixing, the two models would have had same transition area since they have same 
molecular diffusion coefficient.   This was not the case due to the convective effect of 
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relative permeability and underscores the importance of relative permeability in 
compositional displacement. 
Therefore, it can be concluded that the parameters used for generation of relative 
permeability curves were directly related to the effective mobility ratio.  Consequently, 
the instabilities across the front in a displacement can either be enhanced or suppressed 
by manipulating the relative permeability parameters.  Another information from this 
preliminary investigation is that even though numerical issues (numerical dispersions or 
truncation errors) are known to cause instability in displacement, in this case, it can be 
concluded that it is mainly as a  result of the choice of relative permeability curves, as 
seen in the two simulations (one stable, the other unstable).  Hence, relative permeability 
curve can be modified in 2D grid model to simulate displacement with instability. 
 
Figure 4-9: Result of simulation of oil viscosity variation indicating the transition zones for the 
two cases; a semi-stable kr (top image) and an unstable kr (bottom image).  The width of the 
transition zone where mass transfer took place was notably affected by the stability of the front 
advancement and hence the shape of the relative permeability. 
 
. 
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4.3 ESTIMATION OF RELATIVE PERMEABILITY FOR EXPERIMENT 1 
(CO2 INJECTION INTO DEAD CRUDE OIL IN HORIZONTAL CORE) 
In this experiment, CO2 was injected into dead heavy (viscous oil) in a horizontal core.  
The relative permeability curve obtained by history matching using one–dimensiona l 
(1D) model of the core, which did not take into account the instability propagating at the 
front has been presented in section (4.2.1).  This section considered the estimation of the 
CO2/Oil relative permeability using two-dimensional (2D) model.  The grid sensitivity 
has also been carried out for the 2D model and reported in section (2.9).  It showed that 
the optimum grid cells size for the core model was 100x80.  Where the direction normal 
to flow has the highest refinement with 80 grid cells.  Though the core length is larger 
than the diameter of the core, discretization of the axis into 100 grid cells was sufficient.  
The permeability of the core was populated randomly using Gaussian distribution with a 
mean of 2340mD and a standard deviation of 50mD.  The details of the core model and 
the equation of state (EOS) that modelled the phase behaviour have been described in 
depth in Chapter three.   
For the history-matching, a parametric approach was considered using the versatile 
L.E.T-type correlation (Lomeland et al., 2005) and setting the capillary pressure zero.  
Therefore, the estimated relative permeability combined capillary pressure effect.  In the 
subsequent section, the effect of capillary pressure was sensitised.  A compositiona l 
simulator (CMG-GEM) and CMG-CMOST, similar to the 1D model case, were used for 
the simulation and the optimisation, respectively.   Figure 4-10 and Figure 4-11 show the 
comparison between the optimum case and the history data for cumulative oil production 
and the pressure across the core respectively.  The match between the experimental results 
and simulation is satisfactory.  Figure 4-12 shows the tuned relative permeability curve 
obtained from the history-matching process.  Therefore, it is the estimated 2D relative 
permeability curve, which honoured the instability that occurred in the CO2-heavy oil 
displacement process.  It can be seen from the figure that the gas relative permeability 
had a strong gas related S-behaviour while the oil relative permeability has a relative ly 
linear shape.  The oil relative permeability at critical gas saturation is 0.988 while the gas 
end-point kr is 0.36.  This means that the non-wetting phase, against the usual convention, 
has lower relative permeability value than that of the wetting phase.  Therefore, in 
unstable displacements, it is not always true to infer the wetting characteristics from 
relative permeability curves.  Furthermore, critical gas saturation is estimated to be 
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around 0.13 indicating that gas remains immobile from 0 to 0.13 saturations for this 
unstable displacement.  This is more than the acceptable range in stable Buckley-Levere tt 
type displacement where the critical gas saturation is generally believed to be less than 
0.1.  Thus, the relative permeability of an unstable gas/oil two-phase flow have unique 
characteristics that are not in line with the accepted rule of thumbs for relative 
permeability.   
 
Figure 4-10: Matched (red lines) cumulative oil production against the experimental data (blue 
dots) obtained from the history matching of  Experiment-1 using 2D model approach.   
 
Figure 4-11 Matched (red lines) pressure at the inlet of the core against the experimental data 
(blue dots) obtained from the history matching of Experiment-1 using the 2D model approach. 
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Figure 4-12: 2D tuned gas/oil relative permeability estimated by history matching of Experiment-
1 indicating a critical gas saturation of 0.13 and an S-behaving gas relative permeability curve 
 
Figure 4-13 shows the oil saturation distribution in the core at different time steps, 
indicating the formation of a sharp gravitational tongue at the top part of the core.  This 
is true because of an analysis of the viscous/gravitational force using equation (20), which 
shows that the value of NG <<1 and hence verified that the gravitational force in the CO2 
injection into heavy oil (crude J) in a horizontal resulted in severe gravity override.   
 
Additionally, to verify the simulation of the compositional behaviour of the oil phase 
components and the injected CO2, the simulated results were compared with the 
laboratory compositional analysis of the produced oil obtained from GC analyser. The 
composition (mole fraction) of each component in the oil phase at different times in the 
simulation was plotted.  Figure 4-14 to Figure 4-19 show the behaviour of the various 
components obtained from the simulation compared with their actual behaviour in the 
experiment.  The conclusion from the figures is that though the simulator was able to 
capture the general behaviour of the components as can be seen by comparing the shapes 
of the images on the left (simulations) to those on the right (experiments); however, it 
was deficient in matching the magnitude of the compositional changes.  For instance, 
C6-C9 has a non-monotonic behaviour (right image Figure 4-14) with an increase in early 
stages, and this trend was replicated in the simulation results.  Likewise, the general 
behaviour of C10-C13 has been successfully simulated.  For the monotonic compositiona l 
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trends, i.e.  C14-C19 and C20-C26 and C27-C33 and C34-C41, a reasonable consistency exists 
between the simulation results and the general trend of the experimental information.  The 
mismatch in the magnitude of the composition can be attributed to two main reasons. 
1. The assumption by the simulator of instantaneous thermodynamic equilibr ium:  
This is not the case in the experiment because the earlier breakthrough of the CO2 
through the sharp finger did not allow enough time for mixing fluids to reach 
thermodynamic equilibrium. 
2. The use of volume shift in the tuning of the EOS equation for phase behaviour 
modelling may lead to conflict between phase component behaviour and its 
volumetric behaviour making it difficult to match these two properties at the same 
time (Kumar and Okuno, 2012b).  It could also result from other uncertaint ie s 
related to the EOS such as in the prediction of properties of lumped components.   
Nevertheless, the simulation results exhibited a good agreement with the actual 
experimental trends and behaviour.  Therefore, it can be concluded that the history 
matching approach coupled with the improved tuning of EOS has reproduced the general 
behaviour of the components with regards to dissolution and vaporisation characterist ics.  
 
 
  
Figure 4-13: Gas saturation profile along the core at different pore volume injected (PVI) showing 
the propagation of the gravitational finger. 
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Figure 4-14:  Composition of produced oil after breakthrough; Simulated (left image) versus the 
experimental data (right image) for C6 C9. 
 
 
Figure 4-15: Composition of produced oil after breakthrough; Simulated (left image) versus the 
experimental results (right image) for C10 C13. 
 
 
Figure 4-16: Composition of produced oil after breakthrough; Simulated (left image) versus the 
experimental results (right image) for C14 C19. 
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Figure 4-17: Composition of produced oil after breakthrough; Simulated (left image) versus the 
experimental results (right image) for C20 C26. 
 
 
Figure 4-18: Composition of produced oil after breakthrough; Simulated (left image) versus the 
experimental results (right image) for C27 C33. 
 
 
 
Figure 4-19: Composition of produced oil after breakthrough; Simulated (left image) versus the 
experimental results (right image) for C34 C41 
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4.4 ESTIMATION OF RELATIVE PERMEABILITY FROM EXPERIMENT-2 
(N2 INJECTION INTO PRE-EQUILIBRATED CRUDE-J IN VERTICAL 
CORE) 
In this experiment, Nitrogen (N2) was injected into crude-J using the same core mounted 
in Experiment-1 but was orientated in the vertical direction to investigate the effect of 
gravity on the displacement efficiency and the shape of the relative permeability.  Also, 
the crude has been pre-equilibrated (saturated) with N2 to mitigate any mass transfer that 
may occur between the oil and the N2 during the injection.  The results of the simula t ion 
of this experiment was compared to that of Experiment-1 in which mass transfer took 
place to sensitize the effect of mass transfer on the shape of the estimated relative 
permeability curve.   
Laboratory experimental compositional analysis for matching the phase behaviour was 
not conducted for this experiment and only one data point was available, the gas-oil-ratio 
(GOR) of the saturated oil (7 ccN2/ccOil) at the experimental condition of temperature 
and pressure (280C and 1500psi respectively).  The data was considered sufficient since 
the oil has been pre-equilibrated and therefore, significant compositional exchange 
between the phases that may lead to changes in the oil composition during the 
displacement process was not expected.  Therefore, based on the available information  
the EOS was tuned by adjusting the binary interaction coefficients between the N2 and 
crude oil components to match the experimental data.  Specifically, the interaction 
coefficients between N2 and the lighter components were adjusted to match GOR.  One 
of the critical parameters that needed to be predicted was the oil viscosity variation due 
to the dissolution of N2, and the tuned EOS was therefore employed for its estimation.  
With a N2 viscosity of 0.02cp and density of 0.111g/cc, the viscosity of the saturated oil 
was estimated to be 261cp, a reduction from the original value of 617cp for the dead oil 
before N2 the injection.   
This tuned EOS was fed into the 2D (CMG-GEM) simulation model for history matching 
and the same L.E.T-type parametric equation used in the CO2 injection (Experiment-1) 
was employed to represent the relative permeability function in the history-matching 
process.  An analysis of the gravitational/viscous forces (equation 20), which describes 
the dominant displacement mechanism and hence the type of instability that occurred in 
the displacement has indicated an NG value of 1.5 (which is greater than 1), suggesting 
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that the displacement is within the transition zone from gravitational to viscous force 
dominance.  Therefore, it was expected in this case to see a slightly more viscous 
fingering type of displacement.   
Figure 4-20 and Figure 4-21 show the cumulative oil production and the pressure across 
the core respectively for the optimum simulation model from the history-matching 
process.  A good match between the experimental data and the simulation result was 
obtained.  Figure 4-22 shows the oil saturation profile in the core at different time steps 
indicating the shape of the unstable displacement front, as well as how the instabili ty 
propagated over the injection period.  Figure 4-23 shows the tuned relative permeability 
curves obtained from the history matching process of  Experiment-2 plotted together with 
the previously obtained relative permeability from Experiment-1 (CO2 injection into dead 
heavy oil).  The two relative permeability curves are comparable in shape with only the 
end-point gas relative permeability at residual oil saturation and the critical gas saturation 
being mainly different. It can therefore be concluded that mass transfer or gas type do not 
affect the shape of the relative permeability but rather the magnitude of the viscosity ratio . 
 
Figure 4-20: Matched (red lines) cumulative oil production against the experimental data (blue 
dots) obtained from the history matching of Experiment-2 (N2 injection) using the 2D model 
approach. 
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Figure 4-21: Matched (red lines) pressure at the inlet of the core against the experimental data 
(blue dots) obtained from the history matching of Experiment-2 (N2 injection) using the 2D model 
approach. 
 
 
 
Figure 4-22: Oil saturation profile obtained from the simulation at different pore volume injected.  
Showing the unstable displacement front and how front propagated over the injection period 
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Figure 4-23: Tuned gas-oil relative permeability for N2 injection along the relative permeability 
estimated for CO2 injection.  A fair similarity can be seen between the curves indicating the role 
of adverse mobility ratio in the estimated relative permeability curves 
 
4.5 SUMMARY AND CONCLUSION 
In this chapter, the deficiency of conventional approach of using a one-dimensional (1D) 
model in order to history match for relative permeability was highlighted.  A parametric 
implicit history matching method was therefore proposed for estimating an unstable 
relative permeability using a 2D model (as against the conventional 1D) and a versatile 
parametric correlation to represent the unknown relative permeability function in the 
history matching.  A number of parameters, which can affect the shape of the curves were 
investigated.  The key conclusions on the sensitivities are: that the estimated relative 
permeability curves were solely controlled by the type of instability and viscosity ratio; 
and the transition zone where the exchange of mass takes place does not have a significant 
effect on the shape of the curves.   
The two-phase gas/oil relative permeability curves estimated from the CO2 and the N2 
injections into heavy oil were basically similar, an indication that the shape of the curves 
does not depend on the gas type but rather on the viscosity ratio and the instability.  A 
one-dimensional model simulation and analysis of the displacements also showed that in 
such displacements there is competition between gravitational and viscous forces.  
However, the analysis did not take into account the effect of capillary pressure.  It also 
showed that gravity force was the dorminant mechanism during the CO2 injection into a 
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horizontally mounted core saturated with dead crude-J and the type of instability in the 
displacement was gravity tonguing.  However, for the N2 injection into the vertically 
mounted core saturated with pre-equilibrated crude-J, viscous force was the dominant 
displacement mechanism and the type of instability in the displacement was a viscous 
fingering.   
Conclusively, the history-matching procedure using 2D model and a versatile function to 
represent the relative permeability curve was able to estimate these important flow 
functions.  The key issues observed during the displacement include (i) the numerica l 
dispersion problem that is inherently associated with finite difference, which is the 
method in commercial simulators and was minimised using a fully implicit compositiona l 
simulator.  (ii) The time required to simulate the 2D models was high, a new method for 
reducing the simulation time is the subject of chapter eight.  (iii) Non-uniqueness is an 
issue with most optimisation procedure; for this procedure, a semi-analytical approach 
where the saturation distribution in the displacement, which has the greatest impact on 
the shape of saturation profile was verified and presented in chapter seven. 
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CHAPTER 5 
ESTIMATION OF THREE-PHASE RELATIVE PERMEABILITY 
FROM UNSTEADY STATE HEAVY OIL COREFLOOD 
EXPERIMENTS WITH INSTABILITY 
5.1 INTRODUCTION 
The recovery of heavy (viscous) oil by gas or water injection can lead to viscous 
fingering, a well-known instability phenomenon in porous media that results from adverse 
mobility ratio between the displaced fluid (oil) and the displacing fluid (gas or water). 
The consequence of this phenomenon is the bypassing of a significant amount of oil as 
residual oil with attendant adverse effect on overall recovery factor. The effect of viscous 
fingering on heavy oil recovery by gas and water has been studied extensively in the 
laboratory (Sankur and Emmanuel, 1983, Araktingi and Orr Jr, 1993, Cuthiel et al., 2006, 
Emadi, 2011, Sohrabi and Emadi, 2012) and at the field scale (Garcia, 1983, Mai et al., 
2009). Additionally, the stability of heavy oil displacement by gas can be significantly 
affected by capillary pressure  which can lead to exacerbating or dampening of viscous 
fingers, as the case may be, in the displacement  (Outmans, 1962, Peters and Flock, 1981, 
Jerauld et al., 1984, Kueper and Frind, 1988, Jerauld and Salter, 1990, Riaz et al., 2004). 
 
 In order to improve the stability of the displacement front and consequently the sweep 
efficiency, a number of techniques have been investigated which often involve the 
simultaneous flow of three or more immiscible fluids, including oil, water and gas. To 
fully understand how these techniques, improve reservoir production, and for the 
purposes of performance prediction and forecasting, numerical simulation models are 
now increasingly being utilised, due mainly to the constant enhancement of computer 
speed and memory. Hence, by imploring a typical reservoir simulator, several recovery 
methods can be evaluated for feasibility and efficiency in order to determine the recovery 
method that is most efficient in terms of economy, practicality and environmental impact. 
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A number of these simulators including most commercial simulators are Darcy-type, 
based on the concept of relative permeability. For the recovery methods involving the 
simultaneous flow of three fluids, a three-phase relative permeability would be required 
to simulate the process. Inaccurate measurement of this important flow function has been 
identified as one of the major sources of uncertainty in performance prediction (Boukadi 
et al., 2005).  
 
Three-phase relative permeability has been widely investigated for immiscible gas 
injections (Kokal and Maini, 1990, Muqeem et al., 1993) and for Water Alternating Gas 
(Land, 1968, Shahverdi and Sohrabi, 2011, Shahverdi and Sohrabi, 2013, Akhlaginia et 
al., 2013).  Two major experimental techniques are available for the estimation of three-
phase relative permeability, the steady state and the unsteady state method (Honarpour et 
al., 1986). In the steady state displacement method, the two phases simultaneous flow at 
fixed ratio continuously until the saturations in the core and the pressure drop across the 
sample is constant, an indication that the system has achieved steady-state. It is difficult 
to estimate relative permeability curves using this method because of the inherent 
experimental artefacts associated with the method. The more common approach is the 
unsteady-state method, which is also known as the dynamic displacement method (section 
1.1) where the porous media is initially saturated with oil at connate water saturation and 
then displaced by a second fluid. The produced volume of the injected fluid and the 
produced volume of oil, as well as the pressure drop across the medium, are then used to 
calculate the relative permeability curves using analytical techniques that are based on 
methods developed by Welge (1949) and Johnson et al (1959). These include the 
Johnson-Bossler-Naumann (Johnson et al., 1959), popularly known as the JBN method 
and the Jones and Roszelle analytical method (Jones and Roszelle, 1978). Additiona lly, 
history matching technique is also used to determine three-phase relative permeability by 
representing the curves with parametric equation and matching the production history 
data. 
 
Although the importance of reliable experimental data in numerical analysis is well 
recognised, laboratory measurements of three-phase relative permeability are usually not 
attempted. The reason for this appears to be the time and expense involved as well as the 
poor reliability of available experimental data (Muqeem et al., 1993). Quite often, relative 
permeability values are estimated from correlations such as Stone I and II models (1970, 
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1973) and the Baker model (1988). The Stone models are probabilistic methods that use 
two sets of two-phase relative permeability data to predict the relative permeability of the 
intermediate wet phase in a three-phase system. Both Stone models were based on water-
wet systems in which gas and water relative permeability depend on the gas and water 
saturations respectively. The Baker model is a simplistic three-phase relative permeability 
correlation that is based on Saturation-Weighted Interpolation (SWI) between two-phase 
relative permeability data in which the three-phase relative permeability of each phase is 
assumed to be a function of two saturations. Relative permeability has also been examined 
to strongly depend on saturation history in cyclic processes otherwise known as 
hysteresis.  This phenomenon has been extensively investigated experimentally and 
numerically (Land, 1968, Carlson, 1981, Jerauld and Salter, 1990, Braun and Holland, 
1995, Spiteri et al., 2008). A few three-phase relative permeability models have been 
proposed which incorporated hysteresis, compositional and interfacial tension (IFT) 
effect. These include the Jerauld (1997) model which attempts to predict three-phase, gas, 
oil and water hysteresis as well as the dependence of relative permeability on composition 
and gas/oil IFT. Blunt (2000) empirical model also accounts for hysteresis, changes in 
hydrocarbon composition as well as  trapping of  gas, oil and water. 
 
Since all these correlations utilise two-phase relative permeability data as input in the 
estimation of three-phase relative permeability, their accuracy can, therefore, be 
complicated7 by uncertainty in the two-phase relative permeability data. More so, when 
the two-phase relative permeability for a heavy oil displacement by gas or water is 
determined by history matching technique, it is important to ensure that an appropriate 
model which mimics the instability in the system is utilised. For example, using a one-
dimensional model to represent a displacement with an unstable front in a history 
matching process would subdue the instability in the front and hence any obtained relative 
permeability from the process would not be a representative of the actual system. An 
additional dimension(s) would, therefore, be required to effectively capture the instability 
occurring in the front. It is important for any numerical studies of the motion of unstable 
front to faithfully follow the development of the instabilities.  This indicates that a relative 
permeability obtained from a stable displacement when used in the simulation of an 
unstable displacement may lead to erroneous result (Sherwood, 1987, Taura et al., 2016).  
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In heavy oil displacement by gas or water, the displacement is highly unstable due to the 
adverse viscosity ratio between the displacing fluid and the heavy oil.   Also, during gas 
injection, such as CO2, significant mass transfer take place that contributes to the 
displacement mechanism. These benefits include oil swelling, viscosity reduction, 
increase in oil density and vapour extraction (Farouq Ali, 1976, Mayer et al., 1988, Chung 
et al., 1998, Thomas et al., 1999).  Therefore, it is important to investigate the effect of 
these mechanisms on the estimated three-phase relative permeability.  Although several 
investigators have questioned the futility of estimating relative permeability in unstable 
systems arguing that it is the parameter which is normally varied to match history data in 
field simulation (Maini, 1998), however, it can be shown that the choice of relative 
permeability curves can have a significant effect on the fluids saturation distribution and 
hence the long-term performance prediction of the displacement method. 
The objective of this chapter is to investigate three-phase relative permeability in heavy 
oil systems in which instability occurs. A history matching approach using a 
compositional simulator, and a 2D model would be adopted to determine two-phase 
relative permeability data and a modified Stone empirical model would be employed to 
estimate the corresponding three-phase relative permeability. 
 
5.2 METHODOLOGY 
The  approach adopted for the estimation of gas, oil and water, three-phase relative 
permeability from heavy oil dynamic displacement experiment, was based on empirica l 
correlation, where the three-phase flow function was estimated from two sets of two-
phase data, the gas/oil and the oil/water relative permeability data (Honarpour et al., 1986, 
Modaresghazani et al., 2015). Two different relative permeability functions were used to 
represent the two sets of two-phase flows. The gas/oil relative permeability was 
represented by a flexible three-parameter correlation known as the L.E.T-type correlation 
(Lomeland et al., 2005) due to its versatility in honouring the so-called “S-behaviour” of 
gas relative permeability (equations 13-15), while the water/oil relative permeability was 
represented by a simple Corey (1954) correlation (equations 12a & 12b). For the three-
phase relative permeability, the Stone II (1973) model was chosen because of its 
simplicity and bivariate nature, where both gas and water relative permeability can affect 
oil relative permeability in the three-phase flow (equation 18).  A two-dimensional (2D) 
high-resolution model (100x80) which has been sensitised for grid size effect (Section 
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1.1) was used to account for the displacement instability and a compositional simula tor 
(CGM-GEM) was utilised for the mass transfer effect. The history matching optimisa t ion 
process was carried out using CMG-CMOST software. Table 5-1 presents the 
experiments used in this study. 
Table 5-1: Experiments used in the investigation of three-phase relative permeability 
Exp. 
No. 
Description Fluids 
Core 
Orientation 
Test conditions 
.  1 
Secondary CO2 
injection into Dead 
Crude-J 
 
Tertiary Water Injection 
into Dead Crude J and 
CO2 
Injection fluid: CO2, Water 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
5 
Secondary Water 
injection into Dead 
Crude-J 
Injection fluid: brine 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
6 
Simultaneous Water and 
CO2 injection into dead 
Crude-J 
Injection fluid: brine, CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
 
5.3 ESTIMATION OF TWO-PHASE OIL/WATER RELATIVE 
PERMEABILITY (EXPERIMENT-5) 
In Experiment-5, water was injected in secondary mode into Crude-J in a horizontal core 
at the experimental pressure and temperature (1500psi and 280C).  The injection rate was 
7cc/hr similar to the gas injection. The details of the experiment can be found in Emadi 
(2012). To history match the experiment, a simple Corey (1954) correlation was used to 
represent the relative permeability function in the optimisation process.  Furthermore, 
drainage capillary pressure data obtained from mercury intrusion test was included in the 
estimation for the relative permeability.  Although the Pc curve shown in Figure 5-1 does 
not fully represent the capillary forces in the system, it is, however, the closest availab le 
information. Similarly, a compositional simulator was employed for the flow simula t ion 
even though the oil has been pre-equilibrated with the brine in the experiment to mitigate 
any mass transfer.  In addition, the injected brine was also of the same composition (20000 
ppm) with the established connate water in the core.  Therefore, the purpose of using the 
compositional simulator was purely for comparative purposes.   Hence, comparison of 
the estimated relative permeability curves with that obtained for gas injection (section 
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4.3) can indicate the impact of the type of injection fluid and viscosity ratio on relative 
permeability and displacement efficiency.  
 Prior to the start of the history matching studies, sensitivity on grid size was carried out 
using four different grid size models.  Figure 5-2 shows that the displacement is relative ly 
stable and corroborates what was observed in the experiment. This is mainly due to the 
stabilising effect of the capillary pressure (Civan and Donaldson, 1989), as seen in 
Chapter 6.  Also, Figure 5-3 shows that the cumulative oil recovered for all the models 
were exactly on top of each other, an indication of a stable front.  Hence, the 100x80-grid 
size model was adopted for easy comparison with the gas injection experiment.   Figure 
5-4 and Figure 5-5 illustrate the matched oil recovery and the pressure at the inlet of the 
core for Experiment-5 with capillary pressure included while Figure 5-6 shows the 
estimated relative permeability with the Pc included.   
 
Figure 5-1: Water/Oil Capillary Pressure obtained from mercury intrusion test 
 
Figure 5-2: Water saturation distribution before breakthrough obtained from the simulation, 
highlighting high degree of stability in the water-front as a result of capillary pressure inclusion 
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Figure 5-3: Experiment-5 Cumulative oil produced, simulated using different grid size models 
(100x40, 100×80, 200×80, and 200×160), showing curves lying on top of each other, an 
indication of independence of the results on the model grid size. 
 
 
 
Figure 5-4: Matched cumulative oil production against the experimental data for the Experiment-
5 with Pc included. 
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Figure 5-5: Matched pressure at the inlet of the core against the experimental data for the 
Experiment-5 with Pc included. 
 
 
Figure 5-6: History matched  oil/water relative permeability curves estimated for experiment-5 
with Pc included. 
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In summary, the grid sensitivity study has shown that the displacement was not sensitive 
to grid size when Pc was included because the displacement was stable. The shape of 
oil/water relative permeability curves is not similar to that of CO2/Oil (section 4.3) 
because the mechanisms of displacement are different.  The inclusion of Pc has helped in 
stabilising the displacement front. A case with zero capillary pressure was sensitised in 
Chapter 6.  The relative permeability obtained from the secondary water injection was 
later used for simulating water-alternating-gas injection scenarios.  
5.4 SIMULATION OF TERTIARY WATER INJECTION  
The tertiary water injection experiment was conducted as a chase flood of the secondary 
CO2 injection in Experiment-1. Like in conventional WAG processes, the chase 
waterflood encounters two regions of trapped oil, the capillary trapped oil in the swept 
area in which CO2 dissolution has occurred and significantly reduced the oil viscosity, 
and a bypassed region whose oil retains original viscosity value.  Based on the findings 
from the coreflood experiment, water-alternating-CO2 is potentially the most effic ient 
displacement process compared to only water or CO2 injection (Emadi, 2012, Emadi et 
al., 2011a).  This is due to the method benefiting from better pore-scale and sweep 
efficiencies of CO2 and water, respectively.  Current knowledge of WAG modelling is 
based on the hysteresis formulations in which relative permeability functions of 
water/oil/gas are adjusted in successive injections of water and gas.  In this method, based 
on the adjustment of estimated three-phase relative permeability of water/oil/gas in 
previous cycles, the saturation functions (kr, Pc) of subsequent cycles are predicted 
accordingly.  Therefore, because of the influential CO2-oil interactions, there are several 
peculiar issues in tertiary water injection that need to be taken care of in the simulat ion. 
These are listed as follows: 
1 viscosity and density of the oil in the swept region, 
2 viscosity and density of the bypassed oil, 
3 viscosity of the remaining CO2 in the core at the end of the secondary CO2 
injection, 
4 different capillary forces between CO2/oil/water in the swept and bypassed areas. 
 
These flow phenomena can all affect the simultaneous flow of water, oil, and CO2.  It is 
important therefore to determine the properties of oil in the swept area at the end of each 
CO2 injection cycle.   Figure 5-7 illustrates CO2 and oil viscosities at the end of secondary 
CO2 injection with the swept area having a lower viscosity (16cp) and the bypassed area 
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retaining the original oil viscosity of 617cp. The transition zone between the two residual 
oil regions (pink layer) is a huge source of uncertainty because  measurement of the 
effective diffusion coefficient that controls transfer at the interface is highly unreliab le 
(Weissberg, 1963). The diffusion coefficient is also dynamic and time dependent 
(Kavousi et al., 2013), therefore, to reduce the uncertainty in the parameter, extensive 
PVT experiments need to be performed.  However, it must be emphasised that these 
experiments are not easy to conduct and are highly unreliable especially for heavy oil 
systems and no attempt was made in this work to determine effective diffusion coeffic ient 
and its dynamic nature. 
 
Figure 5-7: Oil viscosity at the end of the tertiary water injection indicating the trapped oil (blue 
area), the bypassed oil (red area) and the transition zone (pink) 
 
 
5.5 ESTIMATION OF THREE PHASE RELATIVE PERMEABILITY 
FUNCTIONS FOR HEAVY OIL SYSTEM 
To estimate three-phase relative permeability for heavy oil system in which instability 
occurs, Experiment-1 where CO2 was first injected to displace the oil followed by water 
injection was considered. During the water injection, which was at tertiary mode, three 
fluids, water, oil and gas flowed, leading to three-phase flow phenomenon. To estimate 
the three-phase relative permeability for the displacement, an implicit parametric 
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approach was used, similar to the two-phase flow.  L.E.T-type and Corey correlations 
were used to represent the two-phase gas/liquid and oil/water relative permeability 
respectively in the history matching process.  Stone II model (equation 21) in which gas 
and water relative permeability can affect three phase oil relative permeability was 
employed for the three-phase flow of gas, oil and water.  Having established the oil 
viscosities of swept and bypassed regions as 16cp and 617cp, in the prior gas injection 
respectively (section 4.2), the three-phase relative permeability was history matched. 
Figure 5-8 shows the simulation results in comparison with experimental data for the 
cumulative oil recovered, cumulative gas produced, the differential pressure across the 
core and the cumulative water production.  The estimated tertiary relative permeability 
are shown in Figure 5-9.  It can be observed that not only did the end-point saturations 
were affected by cyclic injection but also, the relative permeability have changed.   
 
Additionally, the hysteresis in the oil/water relative permeability is much smaller 
compared to that of gas/liquid relative permeability.  This can be as a result of the large 
variation in viscosity ratios at the different cycles.  For instance, in the secondary CO2 
injection, pure CO2 with a viscosity of 0.072cp displaced the resident oil with a viscosity 
of 617cp, whereas in the tertiary water injection, CO2 in place (CO2 mixed with light 
hydrocarbon components) with a viscosity of 0.8cp was displaced by water with a 
viscosity of 0.9cp (which is more viscous than the CO2).  Therefore, viscosity pairs are 
critical in the estimation of relative permeability, which in turn can be linked to the 
occurrence of frontal instabilities.  Also, a pronounced change in endpoint saturation of 
water/oil relative permeability was also observed, indicating a shift in the residual oil 
saturation in the waterflooding scenario.  This improvement in endpoint saturations can 
be attributed to the lower oil viscosity in the area previously swept by CO2 (oil with 
viscosity of 16cp), making the oil more mobile.  Additionally, based on this simula t ion 
result, it can be concluded that CO2-WAG can perform more efficiently in the case where 
CO2 initially dissolves in the oil, reduces its viscosity, and is subsequently followed by 
water injection, which then readily recovers more mobile oil.     
𝐾𝑟𝑜 = 𝐾𝑟𝑜𝑐𝑤 ∗ {(
𝐾𝑟𝑜𝑤
𝐾𝑟𝑜𝑐𝑤
+ 𝐾𝑟𝑤) (
𝐾𝑟𝑜𝑔
𝐾𝑟𝑜𝑐𝑤
+ 𝐾𝑟𝑔) − 𝐾𝑟𝑤 − 𝐾𝑟𝑔} 
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Figure 5-8: Simulation results obtained through history matching (red line) against the 
experimental data (blue dots) for (A) oil production, (B) gas (CO2) production, (C) differential 
pressure across the core, and (D) water production for the tertiary water injection of Experiment-
1 (note: time continuous after the secondary CO2 injection)  
 
 
Figure 5-9: Water-oil (right image) and oil-CO2 (left image) relative permeability obtained by 
history matching the corresponding coreflood experiments.  The sequence of displacements, i.e.  
Secondary or tertiary, can affect the relative permeability functions 
 
Figure 5-10 shows the simulation results of the water saturation distribution, which 
highlights the sweeping pattern of the tertiary water advancement.  In the early stage of 
water injection, water tended to underride the resident CO2 and oil.  However, as shown 
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in the middle image, the water-front exhibited a more stable shape when it encountered 
the bypassed oil with high viscosity (617cp).  As the water advanced, the front flowed 
through the pre-swept area easier than the bypassed oil, which brought about another type 
of instabilities controlled by contrast in viscosities of oil in different areas.  The main 
finding here was the preference of water to displace the resident gas compared to the 
residual oil.   
In conventional WAG injection (light to medium oils), it is believed that water and gas 
would invade different paths based on the competition of capillary forces 
(wettability)(Sohrabi and Fatemi, 2013).  However, as seen in the simulation of this 
experiment, the large contrast in viscosities of displacing and displaced fluids dictated the 
selection criterion for the water and gas paths.  This process has another implication; most 
of the hysteresis models have been derived based on the change in wettability 
characteristics, e.g.  Land’s model (Land, 1968).  However, in this case, the viscosity ratio 
changes both pore-scale and sweep efficiencies, necessitating a thorough investigation on 
the validity of hysteresis models in adverse mobility conditions.   
 
Figure 5-10: Water saturation profile at different injection times indicating the preferred 
path by water resulting from the effect of preceding gas (CO2) injection. 
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5.6 SIMULTANEOUS WATER ALTERNATING GAS INJECTION INTO 
HEAVY OIL (EXPERIMENT-6) 
Experiment-6 is a coreflood experiment where water and CO2 were simultaneous ly 
injected at equal rates and the process is known as Simultaneous Water and Gas (SWAG) 
injection.  In conventional light oil displacement using this method, capillary forces play 
a crucial part in the preference for pore occupancy by the fluids (Ma et al., 1995).  
However, in heavy oil displacement using SWAG, where the gas is soluble in the oil 
leading to its viscosity reduction, viscous forces are dominant over capillary forces in 
preference for pore occupancy by the fluids (Farzaneh et al., 2016).  Consequently, from 
flow functions point of view, a reliable set of relative permeability functions coupled with 
a consistent viscosity reduction correlation suffices to simulate the coreflood experiment.   
 
In this section, the SWAG coreflood experiment was simulated where the two-phase 
gas/liquid and oil/water relative permeability functions obtained in the previous section 
were used in a three-phase relative permeability correlation since the experimenta l 
condition as well as rock and fluid properties are similar. Considering that CO2 has 
notably higher mobility compared to water during the simultaneous injection, evident 
from the different breakthrough times of secondary CO2 (Experiment-1) and water 
(Experiment-5) injections (where the breakthrough time of CO2 was significantly earlier), 
it would be a reasonable assumption, therefore, that CO2 flow can be controlled by the 
relative permeability obtained from the secondary CO2 injection process (Figure 5-9).  
However, two choices exist for the water relative permeability based on the water 
injection modes, either secondary or tertiary relative permeability.  To determine the 
appropriate curves to use, two corresponding simulations were ran, Figure 5-11 shows 
the results of the simulations compared with the experimental data.  The fluid production 
profiles highlighted that a reasonably good match can be achieved when the tertiary 
oil/water relative permeability was employed.   
 
78 
 
 
Figure 5-11: Results of the fluid productions ((A) oil, (B) water, and (C) CO2) obtained from 
simulation runs using secondary (red curves) and tertiary (blue curves) water-oil relative 
permeability curves.  Comparison of simulation against experimental data (dots) indicating a 
better estimation for the case using tertiary water-oil relative permeability. 
 
 
Although the simulations did not match the experimental data perfectly, the mismatch is 
reasonable for this highly complex system.  In particular, the blue curve in Figure 5-11 
(tertiary water-oil relative permeability case) has demonstrated a better match in the early 
stages in which viscous forces were dominant.  However, after two pore volumes of 
injection, a slight degree of deviation between the simulation and experimental data was 
observed.  This slight difference can be attributed to the competition between the viscous 
and capillary forces. Moreover, there was also a notably high discrepancy in the predicted 
differential pressure by the two simulations (Figure 5-12). Although the blue curve 
(tertiary water-oil relative permeability) had a better estimate with regards to the 
experimental data compared to the red (secondary water-oil relative permeability), the 
difference during the early stage of the injection is large.  Nonetheless, it should be 
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mentioned here that, apart from the mismatch on the maximum differential pressure, the 
match between the blue curve and experimental data is within an acceptable limit for 
preliminary studies.  In oil displacement, the maximum differential pressure is mainly 
controlled by oil flow characteristics, whereas the declining and the constant DP section 
are related to the finger before breakthrough and displaced fluids’ movements after the 
breakthrough, respectively.  However, the discrepancy in maximum DP can also be as a 
result of the diffusive flow of CO2, which was not included in the simulation.  Diffus ion 
of CO2 into the oil facilitates the mixing of the oil and CO2, which in turn reduces the oil 
viscosity and hence better movement of the resident oil.  This process can reduce the oil 
resistance to flow and hence reduce the maximum DP.  It should be pointed out that this 
discrepancy in DP was also observed in the secondary CO2 injection simulations but not 
in the secondary water injection.  Therefore, considering the diffusive flow of CO2 can 
be helpful in reducing the discrepancy, sensitivity on rate of diffusion was carried out in 
Chapter 6.   
Figure 5-13 shows the result of simulation of the gas saturation distribution before the 
breakthrough, indicating the injected CO2 tending to segregate gravitationally.  This 
implies that CO2 injection would be more efficient if injected in a gravitationally stable 
approach.  On the other hand, Figure 5-14 illustrates the pattern of water frontal 
advancement.  It can be observed that water started to flow downwards near the inlet but 
then suddenly tended to advance upward and followed the CO2 path, similar to the WAG 
displacement. Therefore, the efficiency of the SWAG displacement is mainly controlled 
by the extent of CO2 penetration into the oil, which reduces the oil viscosity. Figure 5-15 
shows the viscosity of the resident oil at two stages, the CO2 breakthrough and the end of 
SWAG injection.  The poor CO2 sweep efficiency has resulted in a relatively large volume 
of bypassed oil (red area in Figure 5-15).  Figure 5-16 illustrates the oil saturation 
distribution at the end of the simulation and shows the distinct characteristic of the 
displacement. It indicates that the residual oil saturation at the top of the core has a 
relatively low value, approaching less than 5%, whereas the residual oil saturation at the 
bottom of the core, which has only been partly swept by water, has a relatively high 
residual oil saturation that was up to about 60 percent.   
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Figure 5-12: Recorded pressure at the inlet of the core (outlet pressure was constant at 1514.7 
psia) obtained by simulation (blue and red curves for tertiary and secondary water-oil relative 
permeability curves) and experimental data (dots).  A better match was achieved when tertiary 
water-oil relative permeability was used in the simulation. 
 
 
 
 
Figure 5-13: Gas saturation distribution before CO2 breakthrough indicating the CO2 tendency 
to segregate. 
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Figure 5-14: Water saturation distribution at breakthrough of water.  The accumulation of water 
highlighted with a black circle in the core inlet indicates the tendency of water to flow downwards. 
 
 
 
 
Figure 5-15: Viscosity of the resident oil in the core at two simulation times; at CO2 breakthrough 
(left image) and end of coreflood experiment (right image). 
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Figure 5-16: Oil saturation distribution throughout the core at the end of SWAG injection 
indicating very low residual oil saturation at the top of the core where CO2 could invade and 
reduce the oil viscosity. 
 
5.7 SUMMARY AND CONCLUSIONS 
The mechanism of tertiary waterflood preceded by CO2 injection was investigated in this 
chapter.  Tertiary oil/water relative permeability was estimated by history matching an 
experiment in which water was used to chase a CO2 flood.  The estimated tertiary water-
oil relative permeability together with secondary gas/oil relative permeability was used 
in stone’s three-phase relative permeability model to simulate a three-phase Simultaneous 
Water and Gas injection (SWAG).  The following conclusions can be drawn from the 
simulations performed on the coreflood experiments: 
 
The simulation of the tertiary water injection shows that water preferred to follow the 
path already opened by the previously injected CO2.  However, this mechanism is 
different from conventional Water Alternating Gas Injection (WAG) where water, 
because of its higher density than both gas and oil was expected to open up a new path 
different from that of the gas.  In here, the water preferred to follow the CO2 path because 
the dissolution of the gas in the oil has significantly reduced the viscosity of the trapped 
oil in the path.  Hence, the lower resistance in the CO2 path compared to that in the 
bypassed oil makes it more preferable for the tertiary water to follow.   
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History matching studies of a tertiary water injection experiment in which three-phase 
flow of CO2/oil/water existed was also carried out to estimate tertiary oil/water relative 
permeability curves.  Two simulation runs were performed to reproduce a three-phase 
flow experiment in which CO2 and water were injected simultaneously (SWAG).  In one, 
a secondary gas-oil and secondary oil/water relative permeability curves that have been 
estimated previously were used while in the second, a secondary gas/oil and a tertiary 
oil/water relative permeability curves were used instead.  The results showed that the 
experimental fluid production data could be adequately matched using the secondary 
gas/oil and tertiary oil/water relative permeability curves.  This can be explained by the 
notably higher tendency of CO2 to flow ahead of water creating a situation where the 
secondary CO2 injection was replicated with the injected water chasing the CO2.  
However, in these simulations, there are discrepancies in the results of different ia l 
pressure profiles, which could be attributed to the diffusive flow of CO2 that was not 
considered in the simulation due to substantially high associated computational costs.  As 
a recommendation, it would be worthwhile to include the diffusive flow of CO2 into the 
simulations to sensitise its impact. 
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CHAPTER 6 
SENSITIVITY STUDIES ON ESTIMATED HEAVY OIL RELATIVE 
PERMEABILITY 
6.1 INTRODUCTION 
The implicit estimation of unknown parameters such as relative permeability by history 
matching is an ill-conditioned and nonlinear inverse problem (O'sullivan, 2004, Oliver et 
al., 2008, Li et al., 2009), meaning a relatively small change in input parameter value can 
result in a disproportionate change in the result of the estimated relative permeability.  It 
is, therefore, important where possible to reduce the uncertainty in the input parameter 
and to quantify the effect of such parameter or a combination of parameters on the 
estimated relative permeability.  Additionally, the implicit  method of parameter 
estimation  which uses a functional form for the relative permeability cannot guarantee 
the monotonicity of the estimated relative permeability and the higher the degree of 
freedom of the  functional form the greater the risk of non-uniqueness (Li et al., 2009).  
Therefore, measures need to be adopted for the verification of the estimated relative 
permeability. One expensive way of achieving that is by verifying the dynamic saturation 
in the simulation with experimental saturation data since relative permeability is a strong 
function of saturation, saturation history and initial saturation (van Dijke et al., 2001a, 
van Dijke et al., 2001b, Piri and Blunt, 2005, Spiteri and Juanes, 2006). However, in some 
cases, laboratory based measurement of saturation distribution is not feasible due to the 
nature of the fluid or the experimental condition.  
 
Other important parameters in non-thermal enhanced recovery process that can affect the 
shape of the estimated relative permeability include capillary pressure (Chardaire-Riviere 
et al., 1992, Theodoropoulou et al., 2005), which can also affect the flood stability 
(Kueper and Frind, 1988), core orientation and gravity effect (Sherwood, 1987, Sahni et 
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al., 1998), flow rate (Sandberg et al., 1958, Honarpour et al., 1986, Skauge and Poulsen, 
2000), fluids viscosity ratio (Odeh, 1959, Downie and Crane, 1961, Wang et al., 2006a) 
and solution gas (Blunt, 2000). Another important issue is the way most simula tors 
including all commercial compositional simulators handle the physics of the 
displacement. For example, the dissolution of solvent into oil is a gradual process 
controlled by the rate of diffusion (Nghiem and Sammon, 1997, Kechut et al., 2011, 
Zubov et al.), however, these simulators assume instantaneous phase equilibrium as soon 
as the solvent is injected. Mutual insolubility between water and hydrocarbon is also 
assumed by these simulators (Coats, 1980).  The objective of this chapter is therefore to 
sensitize the effect of various parameters on relative permeability and displacement 
stability. Table 6-1 presents the physical experiments considered for the sensitivity study.  
Note: that the sensitivity study is not in the order of the experiments as presented. 
Table 6-1: Experiments simulated for sensitivity studies 
Exp. 
no 
Description Fluids 
Core 
Orientation 
Test Conditions 
1 
Secondary CO2 
injection into Dead 
Crude-J 
Tertiary Water Injection 
 
Injection fluid: CO2, Water 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
3 
Secondary CO2 
injection into Live 
Crude-J 
Injection fluid: CO2 
Resident oil: live Crude-J 
(saturated with methane) 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
4 
Secondary CO2 
injection into Dead 
Crude-J 
Injection fluid: CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Vertical 
T=28oC, P=1500 
psig 
5 
Secondary Water 
injection into Dead 
Crude-J 
Injection fluid: brine 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, P=1500 
psig 
6.2 EFFECT OF ORIENTATION ON GAS/OIL RELATIVE PERMEABILITY 
Compositional displacement such as CO2 injection into heavy oil is a complex process 
where nonlinear coupling of  thermodynamics, which describes how components 
partition across the multiple phases (gas and oil) in space and time, and the transport of 
multiple components under the influence of gravity and viscous forces occurs (Voskov 
and Tchelepi, 2012). Appropriate modelling of the displacement would require consistent 
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resolution of the coupled compositional interactions and the instability in the 
displacement process.  
One source of such instabilities is gravity and for that reason the effect of core orientation 
on the shape of relative permeability estimated from an unstable displacement was 
investigated in this section.  Two experiments were considered, secondary CO2 injection 
into heavy oil in a horizontal core (Experiment-1) and secondary CO2 injection into heavy 
oil in a vertical core (Experiment-4), which were similar in all respect except in the core 
orientation. The horizontal injection experiment (Experiment-1) has been simulated in 
Chapter 4 (section 4.3) and the corresponding relative permeability estimated.  
Experiment-4, where the gas was injected from the top of the core was simulated in this 
section and the results compared with that of Experiment-1.    
In simulating Experiment-4, similar modelling approach to that in experiment-1 was 
followed for consistency, where the porosity was assumed to be homogenous and the 
permeability was stochastically distributed using a Gaussian random distribution with a 
mean of 2340mD and a standard deviation of 50mD.  The permeability perturbation 
served as the methodology for triggering fingers in the displacement model (Christie, 
1989).  In addition, even though the displacement was in the vertical direction, similar 
grid size was maintained as in Experiment-1 (80x100-grid size), because similar 
magnitude of instability was expected with respect to the width of the main fingers.    This 
is evident from their similar breakthrough time and same amount of produced oil at 
breakthrough (Figure 6-1).  Table 6-2 shows the parameter values used in the model and 
Table 6-3 summarises the modelling approach, while Figure 6-2 shows the random 
permeability field in the model. 
 
Firstly, a direct simulation of the experiment using the relative permeability obtained 
from the history matching of the horizontal injection (Figure 6-3) was carried out. This 
was to highlight any effect of orientation on the estimated relative permeability.  Figure 
6-4 shows the result of the simulation of cumulative oil recovered obtained from the direct 
use of the relative permeability obtained from the horizontal injection.  Given that no 
history matching exercise was carried out, an excellent degree of agreement between the 
simulation results and experimental (production) data was obtained, which agrees with 
literature for the case where vertical permeability (Kv) is the same as horizonta l 
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permeability (Meaney and Paterson, 1996) and reflects the consistency of the simula t ion 
approach and the accuracy of the previously estimated relative permeability curves from 
the history matching procedure.  The breakthrough time was also predicted accurately, 
reflecting a representative simulation of the finger onset, propagation and growth.  Figure 
6-5 illustrates the gas saturation distribution, indicating how CO2 finger propagated in the 
core.  It also shows that between 0.2 and 0.4 days, CO2 interaction with in-situ oil resulted 
in gravity drainage type of flow where the oil saturation of the bypassed area gradually 
decreased as a result of the CO2 extracting the lighter components (black arrow pointing 
right in the figure). This phenomenon exhibited a constant rate of oil flow from the 
oil/CO2 interface as evidenced in the experiment, where there was a constant oil 
production rate of 1cc/hr between 0.5 to 2 days (highlighted with a dashed blue oval in 
Figure 6-4) and confirmed the occurrence of the behaviour observed in the simula t ion 
results.  This is the principal mechanism exploited in Vapour Extraction (VAPEX) 
processes (Alkindi et al., 2008, James et al., 2008, Torabi et al., 2012b) and highlights the 
capability of CO2 to act like solvents such as propane in vapour extraction processes.  
  
 
Figure 6-1: Cumulative oil recoveries for experiment-1 (horizontal) and experiment-4 (vertical) 
showing similar breakthrough times. 
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Table 6-2 Core model properties 
Core Parameters Value 
Diameter 5.12 cm 
Length 32 cm 
Core Pore Volume (PV) 163.02 cm3 
Porosity ) 24.74 
Permeability to Brine (K) 2500mD 
 
Table 6-3 Summary of the core modelling approach and values 
Core Model Property Method  Value 
Porosity Homogenous 0.24 
Permeability 
Normal Distribution (mean) 
Standard deviation 
2340mD 
50mD 
Finger Triggering Permeability Heterogeneity  
 
 
Figure 6-2: 2D model used for simulation of experiment-4 showing the random permeability field 
generated to trigger the finger 
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Figure 6-3: Gas-Oil Relative Permeability estimated from experiment-1 for use in the simulation 
of experiment 4. 
 
 
 
 
Figure 6-4: Oil recovery profiles obtained from coreflood experiment (blue dots) and simulation 
(red line).  The green triangle shows the breakthrough time indicating a good agreement with 
simulation results.  The blue dashed points represent the period of constant oil rate of 1cc/hr due 
to gravity drainage. 
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Figure 6-5: Gas saturation distributions in core obtained from simulation results, which are sorted 
chronologically (white note shows the time of the simulation).  The formation of finger and 
growth of the instability can be seen in the images.  In last two right images, the drainage of the 
bypassed oil can be seen. 
 
6.3 EFFECT OF CAPILLARY PRESSURE ON SIMULATION RESULT 
In this section, the sensitivity of capillary pressure on relative permeability and 
displacement stability was examined. These two flow functions (relative permeability and 
capillary pressure) are difficult to determine by experimental techniques and especially 
for heavy oil systems due to the high viscosity of the fluid and the unconsolidated nature 
of the porous medium in most heavy oil reservoirs.  Quite often, the flow functions are 
simultaneously estimated by history matching technique (Chardaire-Riviere et al., 1992, 
Nordtvedt et al., 1993, Zhang et al., 2012).  However, the method suffers from increased 
non-uniqueness due to increase in the degree of freedom with more parameters. 
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Jahanbakhsh and Sohrabi (2015) and Papatzacos and Skjæveland (2002)  have modified 
the method by conditioning the relative permeability as a function of capillary pressure, 
which reduced the non-uniqueness. Because of this inherent non-uniqueness in the 
simultaneous estimations, engineers often use zero capillary pressure in the history 
matching process and estimate relative permeability that integrates the capillary pressure 
effect in it, thus changing its true meaning. The biggest drawback of this approach is that 
the beneficial stabilising effect of capillary forces is neglected and that affects the true 
nature of the stability of the displacement process (Fayers and Sheldon, 1959, Peters and 
Flock, 1981, Jerauld et al., 1984, Li et al., 1994, Bachu and Bennion, 2008).   
Here, the effect of capillary pressure on the shape of relative permeability estimated from 
an unstable displacement was investigated.  The effect of capillary pressure on 
displacement stability was also sensitised.   
6.3.1 Effect of Pc on Estimation of Relative Permeability and Residual Oil Saturation 
The experimental studies on the injection of CO2 into dead Crude-J (Emadi et al, 2012) 
has shown that a significant degree of mass transfer took that lead to changes in interfac ia l 
tension that markedly varied the capillary pressure curve.  In other words, the dynamics 
of CO2/Crude-J interactions is expected to vary the capillary pressure dynamically from 
the one estimated from the converted mercury intrusion test presented in chapter 5. 
Therefore, in order to history match for the two flow functions, the same modelling 
approach as in section (4.3) was followed except that here the two flow functions were 
simultaneously estimated; the unknown relative permeability curve  was estimated using 
the L.E.T-type function (as in section 4.3) while the capillary pressure (Pc) was 
represented by an exponential function.  The converted mercury intrusion test was used 
to condition the Pc so as to mitigate the effect of non-uniqueness in the optimisa t ion 
process.   
Figure 6-6 shows the result of simulation of the cumulative oil recovered that was 
obtained from the history matching process compared with the experimental data. 
Similarly, Figure 6-7 shows a comparison of the simulation result with experimental data 
for the core inlet pressure.  It can be observed that the matches between the experiment 
and the simulations are acceptable for this highly complex system.  Figure 6-8 also shows 
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the estimated capillary pressure (Pc) curve obtained from the history matching, while 
Figure 6-9 illustrates the tuned gas/oil relative permeability curves for Experiment-1 for 
the two cases; (i) with zero capillary pressure (from section 4.4), and (ii) simultaneous 
estimation with the conditioned Pc included.  In both cases, the gas relative permeability 
has characteristic S-shape behaviour while the oil relative permeability has a linear shape.  
However, the inclusion of capillary pressure in the process has brought about significant 
change in the gas relative permeability curve.  It can be seen that the estimated gas relative 
permeability for the case where Pc was included in the history matching had higher 
critical gas saturation and lower relative permeability value at irreducible oil saturation.  
Thus, the relative permeability of an unstable gas/oil two-phase flow has unique 
characteristics, which are not in line with the accepted rule of thumbs for conventiona l 
oil. 
 
Figure 6-6: Matched (red lines) cumulative oil production against the experimental data (blue 
dots) obtained from the simultaneous estimation of kr and Pc by history matching of Experiment-
1 .  Multiple red lines show the five best matches that were obtained through the process of the 
optimisation. 
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Figure 6-7: Matched (red lines) pressure at the inlet of the core against the experimental data (blue 
dots) for the Experiment-10.  Multiple red lines show the five best matches that were obtained 
through the process of the optimisation. 
 
 
 
 
Figure 6-8: Capillary pressure versus liquid saturation obtained by converting mercury intrusion 
results. 
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Figure 6-9: History matched gas/oil relative permeability function with respect to gas saturation 
for two cases; with Pc (red dashed line) and without Pc (black line). 
 
 
Another implication of including capillary pressure in the history matching process can 
manifest in the sweeping pattern which results in the variation of the end-point saturations 
in the relative permeability curves.  In an unstable displacement, residual oil saturation 
can be trapped in two forms; pore-scale trapping and bypassed oil.  Sweep efficiency 
mainly controls the latter form of trapping.  Given that the total residual oil saturation is 
known from the oil production data (coreflood experiment), the change in sweep pattern 
caused by the inclusion of capillary pressure can vary the amount of bypassed oil.  Figure 
6-10 demonstrates the sweep patterns extracted from the simulations of Experiment-1 for 
the cases with and without capillary pressure included.  It is evident from Figure 6-9 that 
by including capillary pressure, the sweep efficiency of CO2 displacement was improved 
at core scale and consequently, the end-point saturation was impacted. This highlights the 
significance of using the right Pc curve in simulation of displacements as well as in the 
estimation of flow parameters such as relative permeability. 
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Figure 6-10: Oil saturation distribution at the end of CO2 injection in two cases; no Pc (above 
image) and with Pc (bottom image).  The brighter the colour, the higher oil saturation exists in 
the grid block.  The inclusion of capillary pressure has slowed down the onset of the gravity 
tongue and hence better sweep efficiency near core inlet. 
 
6.3.2 Effect of inclusion of Pc on Frontal Stability 
The impact of capillary pressure on the stability of front needs also to be investigated 
since instability has been described as the main issue militating against the efficiency of 
heavy oil displacement by non-thermal methods (Thomas et al., 1999).  The difficulty in 
determining a reliable experimental capillary pressure measurement especially for heavy 
oil systems is a huge source of uncertainty in the simulation of such process.  For example, 
the centrifugal force available in centrifuge cups during the determination of capillary 
pressure for a heavy oil system by the centrifugal method can easily be overwhelmed by 
the viscosity of the oil if measured at the reservoir condition.  Moreover, when heat is 
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added in order to reduce the viscosity so as to facilitate the measurement, the IFT of the 
fluid changes for which conversion cannot guarantee the reliability of the measurement.  
Also, the mercury intrusion test capillary pressure used in the simulation of the secondary 
water injection (Experiment-5) was obtained from a mercury/air test and converted to 
water/oil using their IFT values, hence introducing uncertainty in the parameter.  
Therefore, sensitivity on the curve needs to be carried out in order to quantify the 
magnitude of this uncertainty.  To demonstrate this, another history matching 
optimisation for the estimation of relative permeability was performed on Experiment-5 
(secondary water injection into heavy oil in a horizontal direction) with the assumption 
of zero capillary pressure in order to sensitise the effect of Pc on the displacement 
stability.  Figure 6-11 and Figure 6-12 illustrate the matched cumulative oil recovered 
and the pressure at the inlet of the core obtained from the history matching of the 
experiment with the assumption of zero capillary pressure.  Figure 6-13 shows the relative 
permeability curves estimated with the assumption of zero capillary pressure along with 
the relative permeability obtained earlier where capillary pressure was included.  
Comparison of the two curves indicated only a slight shift in the curves.   Therefore, it 
can be concluded that for the oil/water system, the capillary pressure did not have a 
significant effect on the shape of the estimated relative permeability curves.   
However, the same conclusion cannot be made on the stability of the displacement front, 
the saturation profile obtained from the simulation of the displacement with zero capillary 
pressure shows that the displacement was prone to instability due to viscous fingers.  
Figure 6-14 shows a comparison of the water saturation profile before breakthrough for 
the displacement with and without capillary pressure indicating the occurrence of viscous 
instability for the case with zero Pc. Therefore, the presence of capillary force has 
dampened the fingers and helped stabilise the flow front highlighting the significance of 
Pc on displacement stability.  
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Figure 6-11: Matched (red lines) cumulative oil production against the experimental results (blue 
dots) for the Experiment-5 (no capillary pressure included). 
 
 
Figure 6-12: Matched (red lines) pressure at the inlet of the core against the experimental data 
(blue dots) for the Experiment-5 (no capillary pressure included). 
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Figure 6-13: Tuned water-oil relative permeability curves estimated with two assumptions; with 
Pc (solid lines) and without Pc (dashed lines). 
 
 
Figure 6-14: Water saturation distribution in the core before breakthrough of water for two cases; 
Top: with capillary pressure included. Bottom: with the assumption of zero capillary pressure, 
which shows the occurrence of viscous fingers in the absence of stabilising capillary force. 
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In summary, to ascertain the influence of Pc on the displacement pattern and displacement 
front stability of heavy oil recovery by water injection, two sets of relative permeability 
curves were estimated considering two cases, with Pc and without Pc.  It was observed 
that in the case with zero Pc, viscous fingering occurred which impacted the sweeping 
pattern, whereas when Pc was included, the displacement front was stable, indicating the 
cushioning effect of capillary forces on the propagation of viscous fingers. Therefore, this 
indicates the importance of including the appropriate capillary pressure curve in the 
simulation of heavy oil displacement by water.  This important parameter should always 
be meticulously investigated when viscous force is not large enough to suppress its 
influence. It should also be re-emphasized here that when the displacement is prone to 
fingering, a thorough grid sensitivity needs to be carried out. For example, Figure 6-15 
shows the simulation results of cumulative oil recovered and the pressure at the inlet of 
the core for Experiment-5 (water injection into heavy oil in a horizontal core) in a 
160x200 grid model but using the relative permeability obtained from the history 
matching of an 80x100 grid model. By increasing the grid size, a significant change in 
the cumulative oil recovered was observed, an indication of the sensitivity of the result to 
grid size due to viscous fingering.  However, for the case where the capillary pressure 
was included, further gridding was not required since the displacement was stable.   
 
Figure 6-15: Simulation of cumulative oil recovered and pressure at the inlet of the core for 
Experiment-5 with (160x200) grid model using relative permeability obtained from (80x100) 
model showing a change with the experimental data. 
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6.4 EFFECT OF MOLECULAR DIFFUSION RECOVERY 
During the injection of solvent such as CO2 into heavy oil, diffusion is one of the several 
complex processes that occur within the system. Diffusion mechanism can lead to mixing 
and dissipation of plug in WAG injection thereby reducing the efficiency of the 
displacement process, on the other hand, the dissipation effect of the mechanism may 
tend to damp out viscous fingers (Perkins and Johnston, 1963). Hence, diffusion can be 
detrimental or beneficial. The measurement of effective diffusion coefficient in porous 
media is based on the apparent  diffusion coefficient of the component in air (Weissberg, 
1963), a huge source of uncertainty in the measurement of the parameter. Diffus ion 
coefficient is also known to exhibit short time behaviour and is, therefore, a time 
dependent parameter (Mitra et al., 1993). In displacement where miscibility is not 
achievable, such as in heavy oil system, molecular diffusion is the most influentia l 
mechanism for the solvent dissolution in the oil, a process that can lead to significant 
reduction in the oil viscosity.  For CO2/heavy oil system up to 90% viscosity reduction 
has been reported (Jha, 1986, Emadi, 2011).  The mechanism also helps in the upgrading 
of oil by extracting lighter components from the oil and knocking off the heavier 
components (Boustani and Maini, 2001).  This is evident in the produced oil of 
Experiment-1 where the compositional analysis of the produced oil after breakthrough 
indicated a higher percentage of the lighter component than in the original oil.  It is 
therefore, important for the purpose of simulation to determine the right viscosity values 
and other properties of the upgraded oil and the residual oil, which comprises of the 
trapped and the bypassed oil in order to properly model the system.  This can only be 
achieved by proper modelling and tracking of the mass transfer of components between 
the phases. 
Therefore, to sensitise the impact of molecular diffusion on the result of the simulation, a 
simple static Fickian diffusion analysis was performed on Experiment-1, in which the 
depth of CO2 penetration and resultant viscosity reduction were calculated using 
equations (22 and 23). 
𝑛(𝑥, 𝑡) = 𝑛𝑜 𝑒𝑟𝑓𝑐 (
𝑥
2√𝐷𝑡
) 22  
𝐷𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 =  
𝐷 × 𝜙
𝜏
 
23  
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Where n0 and D, are CO2 solubility and apparent diffusion coefficient in oil, respectively, 
𝜙 is the porosity and 𝜏 is the tortosity constant.  For the sake of simplifying the analysis, 
since experimental data for the diffusion coefficient was not available, an apparent 
diffusion coefficient of 5×10-8 cm2/s was assumed on the basis of the oil viscosity.  The 
effective diffusion coefficient of the porous media was then calculated using equation 
(23). A diffusion time of one day and a tortuosity value of 2 were considered in the 
analysis. Figure 6-16 shows the profiles of CO2 composition and oil viscosity with respect 
to the thickness of oil layer, indicating the oil region penetrated by the gas and changing 
its viscosity value.  Based on this Fickian analysis, the oil thickness affected by CO2 
diffusion was about 1 mm. Even though this indicates only about 10% penetration of the 
total oil thickness, it can be quite significant when allowed for longer time, which is the 
case at field scale.  Additionally, the value can be significantly higher if the analysis was 
done for a dynamic diffusion which include dispersion resulting from mixing of fluids 
caused by diffusion, local velocity gradients, locally heterogeneous streamline lengths, 
and mechanical mixing (Lake, 1989, Kavousi et al., 2013). 
 
 
Figure 6-16: CO2 composition in oil layer and the resultant viscosity reduction calculated using 
Fickian diffusion assumption.   
 
 
In addition, several types of correlations have been proposed for effective diffus ion 
coefficient based on experiments carried out on the diffusion of several types of molecules 
in paraffin.  The most widely used are the Sigmund (1976) and the Wilke and Chang 
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(1955) correlations. The Sigmund correlation method for calculating molecular diffus ion 
(unit is cm2/s) is based on the binary diffusion coefficient between Component i and j in 
the mixture and is given by  
𝐷𝑖𝑗 =
𝜌𝑘
0𝐷𝑖𝑗
0
𝜌𝑘
. (0.99589 + 0.096016𝜌𝑘𝑟 − 0.22035𝜌𝑘𝑟
2 + 0.032874𝜌𝑘𝑟
3 ) 
24  
 
Where: 
𝜌𝑘𝑟 = 𝜌𝑘 . [
∑ 𝑦𝑖𝑘𝑉𝑐𝑖
5
3⁄𝑛𝑐
𝑖=1
∑ 𝑦𝑖𝑘𝑉𝑐𝑖
2
3⁄𝑛𝑐
𝑖=1
] 𝑎𝑛𝑑 
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𝜌𝑘
0𝐷𝑖𝑗
0 =
0.0018583𝑇
1
2⁄
𝜎𝑖𝑗
2 Ω𝑖𝑗𝑅
. [
1
𝑀𝑖
+
1
𝑀𝑗
]
1
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The binary diffusion of component i in the mixture is therefore given by 
𝐷𝑖𝑘 =
1 − 𝑦𝑖𝑘
∑ 𝑦𝑖𝑘𝐷𝑖𝑗
−1
𝑗=1
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In the above equations, the collision diameter σij and the collision integral Ωij of the 
Lennard-Jones potential are related to the component critical properties through the 
following equations described by Reid et al. (1977). 
 
𝜎𝑖 = (2.3551 − 0.087𝜔𝑖). [
𝑇𝑐𝑖
𝑃𝑐𝑖
]
1
3⁄
   𝜀𝑖 = 𝑘𝐵(0.7915 + 0.1963𝑤𝑖)𝑇𝑐𝑖 28  
 
𝜎𝑖𝑗 =
𝜎𝑖 + 𝜎𝑗
2
   𝜀𝑖𝑗 = √𝜀𝑖  𝜀𝑗  𝑇𝑖𝑗
∗ =
𝑘𝐵
𝜀𝑖𝑗
 29  
 
 
Where kB is the Boltzmann’s constant (=1.3805E-16 ergs/K) 
 
Ω𝑖𝑗 = 1.06306(𝑇𝑖𝑗
∗ )
−0.15610
+ 0.19300 exp(−0.47635 𝑇𝑖𝑗
∗ ) +
1.03587 𝑒𝑥𝑝(−1.52996 𝑇𝑖𝑗
∗ ) + 1.76474𝑒𝑥𝑝(−3.89411 𝑇𝑖𝑗
∗ )  
30  
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The Wilke-Chang molecular diffusion coefficient (cm2/s) correlation, on the other hand, 
is given by equation (31) 
 
𝐷𝑖𝑘 =
7.40𝐸 − 8(𝑀𝑖𝑘)́
1
2⁄ 𝑇
𝜇𝑘𝑣𝑏𝑖
0.6  𝑤𝑖𝑡ℎ  𝑀𝑖𝑘 =
∑ 𝑦𝑗𝑘𝑀𝑗𝑗=1
1 − 𝑦𝑖𝑘
 
 
31  
The viscosity μk (cp) is calculated from the Lorentz, Bray, and Clark correlation (Lohrenz 
et al., 1964), and the partial molar volume of Component i at the boiling point, vbi 
(cm3/mol), is estimated from the Tyn and Calus method (Reid et al., 1977): 
vbi = 0.285vc
1.048   Where vc is the critical volume (cm3/mol) 
 
To demonstrate the effect of the correlations on 1D and 2D displacement models, 
Experiment-3 where CO2 was injected into heavy oil in a vertical core was considered.  
Figure 6-17 shows the CO2 saturation profiles of the 1D model with and without 
molecular diffusion while Figure 6-18 shows the results of the cumulative oil recovered 
for the two cases.  It can be seen that for the 1D model, the molecular diffusion did not 
change the CO2 saturation profile. Also, the cumulative oil recovered for the two cases 
using Sigmund and Wilke correlations and the case without molecular diffusion were 
exactly on top of each other.  However, for the 2D simulation, Figure 6-19 shows that 
both correlations affected the CO2 saturation profile with different magnitudes in terms 
of the sweeping pattern.  Figure 6-20 presents the cumulative oil recovered from the 2D 
simulation, indicating significant incremental oil recovery when molecular diffus ion 
correlations were employed.  This has demonstrated the beneficial effect of molecular 
diffusion in heavy oil displacement by CO2 even at laboratory scale, where the contact 
time is quite low. Therefore, a comprehensive experimental study involving molecular 
diffusion, known to be the limiting mechanism in CO2/heavy oil systems needs to be 
carried out in any simulation studies in order to reduce the uncertainty related to mass 
transfer. 
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Figure 6-17 Comparison of CO2 Saturation profiles from a 1D model after 2 hours of injection 
for simulations with and without molecular diffusion indicating no difference in the saturation 
profile. 
 
 
Figure 6-18 Comparison of simulation of cumulative oil recovery using a 1D model with different 
correlation models for molecular diffusion and the case without diffusion, showing all the models 
are exactly on top of each other. 
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Figure 6-19  Comparison of CO2 saturation profiles from simulations using 2D model with 
Sigmund and Wilke molecular diffusion correlations and a case without molecular diffusion in 
the simulation. 
 
 
Figure 6-20 effects of different diffusion correlations on cumulative oil produced using a 
2D coarse model (10 x 1 x 70) 
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6.5 EFFECT OF GAS VISCOSITY ON RECOVERY 
The viscosity of the contacted gas is another huge source of uncertainty that requires to 
be investigated.  In Experiment-4, when the pure CO2 with a viscosity of 0.07cp was 
injected into the heavy oil, it immediately contacted with the oil by molecular diffus ion, 
dispersion and mixing which resulted in the transfer of components between the CO2 
phase and oil phase.  Even though the heavy oil has fewer light components, the 
interaction can affect the thermodynamic equilibrium,  leading to some oil components 
flashing into the vapour phase (Farouq Ali, 1974, Mai et al., 2009).  The resulting mixture 
of the CO2 and the flashed oil components has therefore changed the composition and 
property of the gas phase, which was originally CO2 only.  This mass transfer and the 
consequential property changes are dynamic processes. However, this dynamic change in 
composition and properties of the phases is not captured in simulation because of the 
inherent assumption of instantaneous equilibrium by the compositional simulators.  
Typically, the simulator will compute an average value for the properties using an EOS 
and assign the values uniformly throughout the phase, ignoring the spatial and temporal 
variations that are actually taking place in the porous medium. 
 
 To examine the effect of this apparent overlook on recovery by these simulators, three 
cases were considered by varying the viscosity of the gas phase after the CO2 contacted 
with the oil; these were 0.7cp, 0.8cp and 0.9cp.  Figure 6-21 shows the results of the 
simulation of cumulative oil recovered in Experiment-4 for the three cases.  It can be seen 
clearly that they all have the same breakthrough time, however, an increase of 0.1cp in 
gas viscosity resulted in 4% increase in ultimate oil recovery.  The increase in oil recovery 
with increase in gas viscosity was mainly due to extracted components which were 
produced from the continuous gas phase as well as improvement in the mobility ratio due 
to the gas having a higher viscosity as a result of extracting lighter oil components.  
However, the contribution to recovery from the continuous gas phase cannot be 
distinguished from that produced in the continuous oil phase after flashing the produced 
fluids in the separator. Figure 6-22 also shows the differential pressure across the core.  
A significant difference in the differential pressure across the core was observed at the 
beginning of the injection and before the breakthrough.  The reduction in DP with an 
increase in gas viscosity can also be related to the higher viscous force associated with 
higher gas viscosity, which reduces the maximum DP. The study therefore highlights the 
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importance of using a consistent EOS that can adequately reproduce the dynamic changes 
in the viscosity of the injected fluid after mixing and vaporising lighter components. 
 
 
 
Figure 6-21: Simulation of cumulative Oil Recovered for experiment-1 using 0.7cp, 0.8cp and 
0.9cp for contacted gas viscosity. Green dot indicates the same breakthrough time. 
 
 
 
Figure 6-22: Simulation of pressure across the core for Experiment-1using 0.7cp, 0.8cp and 0.9cp 
for contacted gas viscosity. 
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6.6 EFFECT OF CO2 DISSOLUTION ON OIL DENSITY 
In most studies involving CO2 injection into heavy oil for improving recovery, the 
emphasis is around improving the viscosity reduction ability of CO2 with dissolution in 
the oil.  However, other associated benefits include density-driven current. The injection 
of CO2 into oil has been known to induce the mass transfer of CO2/Oil systems resulting 
from the isothermal free convective mass transfer (Nasrabadi et al., 2009, Rongy et al., 
2012).  This behaviour is brought about by the density behaviour of CO2-hydrocarbon 
mixture, which shows an abnormal viscosity behaviour dependence on density.  While 
the viscosity monotonically decreases, the density is found to increase with continued 
dilution of oil with CO2 (Lansangan and Smith, 1993). 
The increase in density resulting from CO2 dissolution in oil resulting in change in the 
flow pattern in this type of displacement has been corroborated by Nasrabadi et al. (2009).  
For example, Figure 6-23 from Nasrabadi, (2009) shows CO2 injection into a horizonta l 
homogenous core saturated with light oil at 0.05, 0.1, 0.3 and 0.7 PV, the injection was 
from the top of the core while production was from the bottom.  It shows that an increase 
of 5% in density resulting from 60% saturation of CO2 in the oil led to downward trend 
and formed density fingers (left-hand figures).  In comparison, the default case, where 
there is no variation in density (right-hand side figures), the CO2 remained at the top and 
did not reach the producer until later.   
To investigate the effect of dynamic change in oil mass density on heavy oil recovery by 
CO2 injection, we considered two cases, where instantaneous equilibrium was employed 
in one case and spatial and temporal density variation in the other.  Figure 6-24 shows the 
results of simulations of Experiment-1 (injection of CO2 into heavy Oil) where Figure 
6-24 (A) shows the oil mass density profile at the end of the injection for the case of 
instantaneous equilibrium where CO2 dissolved in the oil instantaneously and hence no 
density gradient was created. In this case, the CO2 could only penetrate a certain depth 
where it was in contact with the oil. However, in  Figure 6-24 (B), the CO2 gradually 
dissolved in the oil as against the instantaneous equilibrium. This was achieved by 
allowing the CO2 to diffuse into the oil using a small mass transfer coefficient.  The result 
was the formation of density gradient in the system that led to the occurrence of density 
current which manifested into better recovery with smaller bypassed oil region 
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Figure 6-23: Overall CO2 composition (mole fraction) at different times for (a, b, c, d, on left hand 
side) increasing density with CO2 dissolution (5% increase at 60% CO2 mole fraction) and (a’, 
b’, c’, d’ on right hand side) decreasing density with CO2 dissolution: top injection, homogeneous 
media, k=1000 md (Nasrabadi et al., 2009). 
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.  
Figure 6-24: Shows the results of simulations of oil mass density profile for experiment-1. Where 
A: shows the profile when the CO2 instantaneously dissolved in the oil leading to CO2 penetrating 
a certain region of the oil, whereas B: shows the oil mass density profile when the CO2 gradually 
dissolved in the oil leading to density current and the CO2 interacting with a larger oil region. 
 
6.7 EFFECT OF HYDROCARBON SOLUTION GAS RECOVERY AND 
RELATIVE PERMEABILITY (EXPERIMENT 3) 
The most significant benefit of CO2 injection in heavy oil reservoirs for the purpose of 
enhancing recovery comes from the reduction in oil viscosity as a result of the dissolut ion 
of CO2 in the oil.  However, crude oil always contains some dissolved gas, which can 
affect the rate and amount of dissolution of CO2 that can dissolve in the oil.  To investigate 
the effect of solution gas, Experiment-3 where CO2 was injected into live crude-J (crude 
saturated with methane) in a horizontal core was considered.  The results showed that the 
main oil recovery mechanisms during the displacement (direct displacement, dissolut ion, 
and extraction) were similar (but with varying magnitude) to those operating in secondary 
CO2 flooding in the dead crude oils.  However, before the CO2 breakthrough (BT), direct 
displacement of oil by CO2 was the dominant recovery mechanism, after the CO2 BT, the 
recovery of the (continuous) oil phase continued due to the pressure gradient across the 
core.  Other mechanisms which assisted oil recovery were CO2 dissolution, oil swelling, 
viscosity reduction and hydrocarbon extraction by CO2. 
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Figure 6-25 compares the oil recovery curves obtained during the secondary CO2 flooding 
in saturated oil system (Experiment-3) and the secondary CO2 flooding in dead oil test 
(Experiment-1).  It shows a reduction in oil recovery when the oil was saturated with gas.  
This is attributed to the adverse effect of dissolved hydrocarbon gas on the rate of CO2 
dissolution in oil.  The dissolved hydrocarbon gas had to be dislodged first from the oil 
before the CO2 could dissolve in it.  This competition significantly reduced the potential 
of CO2 dissolution and hence the reason for the lower viscosity reduction and 
displacement efficiency.  As can be seen, this difference in oil recovery is more profound 
at early times, and ultimately the amount of oil recovery in the saturated (live) oil 
approaches that of the dead oil.  This means that the injection of CO2 would be more 
beneficial for undersaturated reservoirs compared to saturated ones and that the sooner 
the CO2 injection begins, the better, since the degree of undersaturation would be higher 
in the reservoir at early time after the start of oil production when the reservoir pressure 
is more likely to be still high and above the bubble point pressure. 
 
 
 
Figure 6-25: Comparison of the oil recovery versus injected pore volumes during secondary CO2 
flooding with fully saturated oil (Experiment 3) and secondary CO2 flooding in dead oil 
(Experiment 1) 
 
To simulate the experiment, the live oil viscosity was estimated using EOS since 
laboratory based viscosity measurement was not available. This was achieved by re-
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combination of  the dead oil with methane and computing the viscosity of the mixture 
using  Pedersen (1984a) viscosity correlation for crude oil mixture. A viscosity of about 
100cp was achieved which was much lower than that of the dead oil (617cp).  The CO2 
viscosity at the experimental pressure and temperature (1500psi 280C respectively) was 
0.007cp.  It was therefore expected that instability due to unfavourable mobility ratio 
would also occur similar to the dead oil case. An analysis of the instability using equation 
17 indicates that NG ≈0.07 which is less than 1, an indication that gravitational finger 
similar to that observed in the dead oil displacement would be formed.  In addition, it was 
also expected that the CO2 having a higher potential would displace methane from the 
solution thereby evolving it into the gaseous phase.  The released methane then 
dynamically alters the composition and the properties of the bulk gas phase since it has a 
much lower density (0.078g/cc) and viscosity (0.014cp) compared to the dense CO2 phase 
(0.79g/cc and 0.07cp respectively) at the experimental condition.  It can also form a 
separate phase after evolving from the oil since the CO2 is in dense phase and the methane 
would be in gaseous phase at the experimental condition, hence leading to a three-phase 
flow. The latter hypothesis is not a subject of this research.   
 
Therefore, to investigate these mechanisms and to determine the effect of solution gas on 
the unstable relative permeability, firstly the relative permeability curves obtained from 
the dead oil displacement in which there was no solution gas in the oil (Experiment-1) 
was used.  The result of the cumulative oil produced from the simulation shows that the 
relative permeability could not match the experiment.  Hence, to determine the 
appropriate set of relative permeability curves, history matching of Experiment-3 using a 
high-resolution model that was determined after prior grid sensitivity studies, similar to 
that described in section 1.1 was conducted.  The grid size for the high-resolution model 
was 100x80, which agrees to that used in Experiment-1 (section 4.3).  Accordingly, the 
same modelling approach was implemented to account for the compositional effect and 
instability in the displacement process.  This was achieved using the CMG-GEM 
simulator.  The history matching was carried out by optimising the match on production 
data, produced oil and gas and the core inlet pressure (DP) using CMG-CMOST software. 
 
Figure 6-26 shows the result of the match on the cumulative oil recovered from the 
simulation compared with the experimental data.  A good match was obtained before the 
breakthrough and an acceptable match after.  Figure 6-27 shows the result of the pressure 
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at the inlet of the core for the optimised simulation while Figure 6-28 shows the match 
on produced gas in comparison with the experimental data.  A good match was obtained 
especially after the breakthrough for all the simulation results.  Similarly, as in the case 
of the dead oil displacement (Experiment-1), the matching before the breakthrough 
cannot be improved, due to the limitation of the simulator, which assumes instantaneous 
equilibrium and hence not able to properly account for viscosity variation with CO2 
dissolution in the oil.  
 
Moreover, Figure 6-29 shows the relative permeability curve obtained from the history 
matching procedure in comparison with that obtained from the dead oil displacement.  It 
can be observed from the curves that the oil relative permeability at the irreducible water 
saturation (Kro) for the live oil was 0.861, which is lower than the Kro for the dead oil 
displacement (0.988). This may be as a result of change in contact angle or wettability of 
the rock to more oil-wet due to the change in the oil composition.  Also, the gas/oil relative 
permeability at the irreducible oil saturation (Krg) for the live oil was 0.459, which is 
higher than that of the dead oil.  This may be due to the mixture of the CO2 and methane 
in the bulk gas phase having a lower viscosity than the pure CO2 that was in the bulk gas 
phase during the dead oil displacement (methane has a lower viscosity than CO2 at the 
experimental condition).  Similarly, even though both gas curves indicated strong S-shape 
behaviour, the curve for the live oil rises earlier and has lower critical saturation because 
the mixture of methane and CO2 that formed the bulk gas phase was less viscous and 
therefore easier to flow. It is quite noteworthy, however, that the estimated relative 
permeability for the live oil is based on a ‘crude’ estimation of the oil viscosity since no 
measured data is available and is therefore not very reliable. 
 
Figure 6-30 shows the oil saturation profile of the CO2 injection after 0.1PV injected and 
at the end of the injection period for the dead oil (top) and live oil (bottom) displacements. 
It indicated that, at the beginning of the injection (0.1PV), both displacements indicated 
a tendency to form a gravity finger. This is commensurate with the earlier analysis of the 
instability which showed NG to be lower than 1 for both cases. The live oil displacement 
also developed more than one finger at the beginning of the injection (due to lower 
viscosity of the oil compared to that of the oil) which later coalesced to form a single 
finger. At the end of the injection, both displacements left behind a bypassed region at 
the bottom of the core and a swept region at the top of the core, a typical evidence of 
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gravity tonguing. However, the swept areas for the two displacements are different, at the 
end of the injections, due to the different mechanisms involved. The dead oil saturation 
profile showed a smaller bypassed oil compared to the live oil displacement. This can be 
due to CO2 dissolving more in the oil and reducing the oil viscosity, making it easier to 
flow. Additionally, it can also be caused by the CO2 gravitationally extracting lighter 
component from the bulk oil region that is at the bottom. A compositional analysis of 
both oils would verify any evidence of these mechanisms. 
 
 
Figure 6-26: Shows the result of the history matching of cumulative oil recovered during the 
secondary CO2 injection into live oil in a horizontal core compared with production data. 
 
 
Figure 6-27: Shows the result of the history matching of pressure at the core inlet during the 
secondary CO2 injection into live oil in a horizontal core compared with production data. 
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Figure 6-28: Shows the result of the history matching of cumulative gas produced during the 
secondary CO2 injection into live oil in a horizontal core compared with production data. 
 
 
 
Figure 6-29: A comparison of history matched relative permeability obtained from the secondary 
injection of CO2 into live oil in a horizontal core and secondary injection of CO2 into dead oil in 
a horizontal core. 
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Figure 6-30: Shows the oil saturation profiles of the dead oil (top) and the live oil (bottom) 
displacements at the beginning of the injection (0.1PV) and the end of the injection.  The red line 
divides the swept area and the bypassed oil region. 
 
 
6.8 CONCLUSION 
In the displacement of heavy oil by water, gas or solvent, several processes which 
gradually occur can dynamically change the overall fluid and the rock propertie s, 
making the modelling of such displacement an onerous task.  These properties 
include the mass transfer between phases, which can lead to a dynamic change in 
fluid composition and properties, as well as capillary pressure and rock wettabili ty 
alterations due to the change in interfacial tension.  In addition, there is also the issue 
of viscous fingering resulting from the large mobility ratio and the adverse effect of 
hydrocarbon solution gas on oil recovery.  These are complex processes that require 
a tremendous amount of experimental and theoretical information to adequate ly 
model and simulate.  It is for these reasons that it is important to gauge the model 
against their effect. To this end, the effect of some of these processes on the 
estimation of flow parameters for the simulation of heavy oil displacement was 
sensitised. 
 
 The following conclusions are drawn from the work in this chapter: 
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1.  The two-phase gas/oil relative permeability obtained from the history 
matching of secondary CO2 injection into a horizontal core saturated with 
heavy oil (Experiment-1) was used directly to simulate similar experiment , 
which was in the vertical orientation (Experiment-5).  The results showed a 
perfect match with the experimental data obtained from the vertical inject ion 
experiment, indicating that the estimated relative permeability was not 
affected by the orientation. 
 
2. The results of the simulation also showed that the gravity drainage 
displacement mechanism similar to that in vapour extraction (VAPEX) 
process occurred in the vertical CO2 injection (Experiment-5), indicating the 
ability of CO2 to extract component under the influence of gravity through 
density current. 
 
3. The shape of the relative permeability estimated by history matching when 
capillary pressure curve was included is different from that estimated when 
capillary pressure was not included.  They have significantly different crit ica l 
saturation values and residual oil saturation even though the core was 
homogenous with relatively high permeability.  This understates the 
importance of including capillary pressure in estimating relative permeabili ty 
in heavy oil displacement. 
 
4. The simulation of the secondary waterflood in which converted experimenta l 
drainage capillary pressure curve was included during the estimation of 
relative permeability, showed a stable, Buckley- type front, while the 
simulation of the same experiment, without capillary pressure inclusion in the 
estimation of relative permeability showed an unstable front with mult ip le 
viscous fingers.  This highlights the importance of capillary pressure in the 
stability of fronts in the simulation of heavy oil displacement processes. 
 
5. Effect of Fickian (molecular) diffusion on the residual oil and the recovery 
was investigated.  The analysis showed that only about 10% of the bypassed 
oil can be penetrated.  However, this can be significantly higher when 
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convective and dispersive effects are considered and also when injection time 
is longer such as in a reservoir. 
 
6. The viscosity of the CO2 gas phase can dynamically change during injec t ion 
into the heavy oil as it gradually extracts lighter components from the oil.  
This would have a significant effect on the amount of trapped oil in the pores 
and hence, the recovery.  Since most commercial simulators use assume 
instantaneous equilibrium as the gas is injected as it comes in contact with the 
oil, this effect was sensitised by varying the viscosity of the contacted gas.  
An increase of about 10% in the contacted viscosity led to about 5% increase 
in ultimate oil recovery. 
 
7. A unique property of CO2 is its ability to increase oil density when it disso lves 
in oil.  This phenomenon can lead to density current which can significantly 
affect recovery.  The simulation result showed that the dynamic density 
change developed into density current and eddies which resulted in lower 
bypassed oil compared to the displacement with constant oil density. 
 
8. Hydrocarbon solution gas dissolved in heavy oil can limit the amount of CO2 
that can dissolve in the oil thereby hampering the viscosity reduction effect of 
CO2. This can adversely affect the rate of oil recovery in heavy oil 
displacement by CO2  
 
9. The relative permeability curves of live oil were markedly different from that 
of the dead oil due to change in fluid viscosity and possibly as a result of 
changes in rock properties such as wettability and contact angle. 
 
 
 
119 
 
CHAPTER 7 
THEORETICAL PREDICTIVE MODEL FOR VISCOUS 
FINGERING IN HEAVY OIL COMPOSITIONAL DISPLACEMENT 
7.1 INTRODUCTION 
Solvent injections such as CO2, N2 and hydrocarbon gases are common non-thermal 
processes of enhancing oil recovery.  In conventional oil, the aim of these injection 
processes is to achieve miscibility, a concept where two or more fluids can form a single 
homogeneous phase when mixed in all proportions, as opposed to solubility which is 
defined as the ability of a limited amount of one substance to mix with another substance 
to form a single homogeneous phase (Holm, 1986).  Miscibility improves the recovery 
by eliminating the interfacial tension between the oil and the solvent (Stern, 1991).  
However, in heavy oil displacement systems, miscibility is not practically achievable, and 
the aim of solvent injection in such systems is mainly to reduce the oil viscosity when the 
solvent dissolves in the oil. But the solvent injection leads to another adverse effect known 
as viscous fingering, which occurs due to the adverse mobility ratio between the solvent 
and the oil.  The physics of occurrence of this phenomenon is not entirely understood, 
and current techniques of modelling processes that involve viscous fingering require 
considerable resolution to be able to capture the instability (Christie and Bond, 1987, 
Christie et al., 1990, Blunt and Christie, 1994).   
 
The previous chapters tackled the first objective of this research, which is how to simulate 
displacement processes in which viscous fingering occurs as well as how to estimate 
relative permeability in such displacement processes.  However, no laboratory based 
measurement such as saturation distribution were used to verify the simulation and the 
estimated relative permeability. The reason is because in heavy oil displacement by water 
for example, in-situ saturation measurement is not usually attempted due to the similar 
densities of the two fluids. Visual saturation monitoring (like transparent sand packs) is 
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also not convenient due to the associated high experimental pressure. Therefore, this 
chapter looks at an alternative methodology for verifying the results of simulation of 
saturation distribution in displacement with instability and compositional effect.  The 
objective, is to analytically or otherwise verify the results obtained in the previous 
chapters, which include saturation profile and gas/oil relative permeability obtained from 
the history matching technique of the displacement involving viscous fingering and 
compositional effect. 
 
7.2 VISCOUS FINGERING 
Viscous fingering as a form of instability is common to miscible and compositiona l 
injection scenarios and has been investigated at both laboratory and field scales 
extensively (Cuthiel et al., 2006).  Several attempts have also been made to establish a 
theoretical basis for its occurrence (Araktingi and Orr Jr, 1993).  Viscous fingers in these 
types of injections manifest themselves early, propagate and lead to an early 
breakthrough.  Four major factors have been identified which bring about and or 
exacerbate the effect of instability.  These are mobility ratio, gravity effect, channelling 
and longitudinal dispersion.  Other factors whose effect can be controlled to some certain 
limit include injection rate and diffusion. 
7.2.1 Viscous Fingering Theory  
Earlier theoretical works on viscous fingering were based on miscible displacement and 
included the famous works of Koval (1963) and Todd and Longstaff (1972) that form the 
basis of most of the empirical studies and approaches in modelling viscous fingering.   
 
7.2.1.1 Miscible displacement Scenario 
Koval’s (1963) model was developed based on First Contact Miscible (FCM) floods with 
the inherent assumption that the solvent fractional flow is proportional to the volume 
fraction of the solvent in the porous medium.  This hypothesis is analogous to immisc ib le 
displacement case where the injection fluid and the oil relative permeability are assumed 
proportional to the volume fractions of the injection fluid and the oil respectively.  
Another assumption in this approach is the existence of an effective average solvent 
viscosity, which is independent of the solvent local concentrations that can be used in the 
mobility equation.  The modified fractional flow Fsk by Koval is given by equation (32)  
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Where C is the concentration of the solvent and µs and µo are the solvent and oil viscosit ies 
respectively. 
 
Using the one-quarter power mixing rule and a number of miscible experiments, Koval 
determined the effective average concentration as C=0.22 by fitting the effluent 
concentration behaviour from the experiments.  The effective average solvent viscosity 
(𝜇
𝑠
) was given by equation (33) 
 
         
𝜇
𝑠
= (
0.22
𝜇𝑠
1
4⁄
+  
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𝜇𝑜
1
4⁄
)
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The limitation of this method is that it does not provide for the total effective mobility of 
the combined flow, which is required in numerical simulation.  It also does not state if the 
effective density of the solvent would be based on the effective average concentration 
C=0.22 in cases where gravitational segregation is to be considered.   
 
Todd and Longstaff (1972) approach, which is also based on FCM, is an improvement 
over the Koval’s method.  It uses the similar assumption of relative permeability being 
proportional to the components volume fractions, but both the effective average 
viscosities of solvent and that of oil are modified using the mixing rule.  The modified 
equations in Todd and Longstaff are given by (34) and (35) for solvent and oil 
respectively. 
 
𝜇𝑠𝑒 = 𝜇𝑠
1−𝜔𝜇𝑚
𝜔  34  
𝜇𝑜𝑒 = 𝜇𝑜
1−𝜔𝜇𝑚
𝜔  35  
 
𝜇𝑚 = (
𝐶
𝜇𝑠
1
4⁄
+  
1 − 𝐶
𝜇𝑜
1
4⁄
)
−4
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Where ω is a mixing parameter and  𝜇𝑠𝑒 and 𝜇𝑜𝑒  are effective solvent and oil viscosit ies 
respectively. 
 
Therefore, the modified fractional flow for the Todd and Longstaff model can, be given 
as equation (37) 
 
𝐹𝑠𝑇𝐿 = 
1
1+
𝜇𝑠𝑒
𝜇𝑜𝑒
 
(1−𝐶)
𝐶
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7.2.1.2 Immiscible Displacement Scenario 
For immiscible displacement and compositional gas floods in which viscous finger ing 
occurs, the work of Blunt and Christie  (1994) is the most famous.  It is a modification of 
the empirical model proposed earlier by Todd and Longstaff, which was based on FCM.  
In their approach, the viscosity ratio in the famous Koval’s equation was replaced with 
total mobility ratio across the finger.  This is a good assumption, and their equation will 
be similar to that of Koval’s for a fully miscible case.  Additionally, for compositiona l 
displacement where there is a partial dissolution of components or evaporation/extract ion, 
they considered a multicomponent material balance of the hydrocarbon phase flow in a 
1D porous medium to track the position of the front.  This is given by equation (38). 
 
(𝜕𝑚𝑖 𝜕𝑡⁄ ) + (𝜕𝑢𝑖 𝜕𝑥) = 0⁄  38  
 
Where mi is the mass of component i per unit volume and ui is the mass flux of component 
i per unit area. 
 
For a system with only oil and gas phase, the equation can simply be written as equations 
(39) and (40). 
 
𝑚𝑖 = ∅(𝜌𝑜 𝑆𝑜𝑥𝑖 + 𝜌𝑔 𝑆𝑔𝑦𝑖) 39  
𝑢𝑖 = 𝑣𝑡 (𝜌𝑜 𝑓𝑜𝑥𝑖 + 𝜌𝑔 𝑓𝑔𝑦𝑖) 40  
Where   𝑣𝑡 = 𝑣0 + 𝑣𝑔  41  
 
The parameters fo and fg are volumetric fractional flows of the oil and gas phases 
respectively, and vt is the total Darcy velocity.   
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The solution to these set of equations is a function of a single variable (v=x/t) and can be 
solved numerically or analytically for simple cases (Dumore, 1964).  Accordingly, in 
compositional displacement, another important parameter is the total mobility, which is 
the sum of the ratio of relative permeability to the viscosity of the displaced and the 
displacing fluid in a porous medium.  This ratio gives the condition for instability and in 
particular viscous fingering. For a system with oil and gas only, the total mobility is given 
by equation (42)  
 
𝜆𝑡 = 𝜆𝑜 + 𝜆𝑔 = (𝑘𝑟𝑜 𝜇𝑜⁄ ) + (𝑘𝑟𝑔 𝜇𝑔⁄ ) 42  
     
Where λ is mobility, kr is relative permeability, and µ is viscosity.  The subscripts t, o and 
g, represent total, oil and gas respectively. 
 
In 1D displacement, the ratio of total mobility at the Buckley-Leverett shock front is 
called Mshock (equation 43).  It specifies the condition for instability in a mult i-
dimensional simulation of the displacement.       
𝑀𝑠ℎ𝑜𝑐𝑘 = 𝜆𝑡
𝐿 𝜆𝑡
𝑅⁄  43  
Where L denotes “behind the front” and R denotes “ahead of the front”.   
The flow will essentially be stable when this value of Mshock is less than 1 and essentially 
unstable when it is greater than 1 (see equation 44) 
𝑠𝑡𝑎𝑏𝑙𝑒 𝑤ℎ𝑒𝑛 𝑀𝑠ℎ𝑜𝑐𝑘 ≤ 1  
and unstable when 𝑀𝑠ℎ𝑜𝑐𝑘 > 1 
 44  
However, in 2D displacements with instability, the sharp profile observed in the 1D 
Buckley-Leverett type front is smoothed out as a result of viscous fingering.  Here the 
total mobility, in contrast to the 1D displacement, is the total mobility across the fingered 
region.  Blunt et al, (1994) proposed a flux function form of an empirical model, which 
can predict the average flow behaviour for the 2D compositional displacement with 
instability assuming the average composition is a linear combination of the compositions 
of the leading edge and the trailing edge of the finger.  The average composition of any 
component within the fingered region ?̅?𝑖  is given by equation (45). 
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?̅?𝑖 = 𝐶𝑖𝑚𝑖
𝑙𝑒𝑓𝑡 + (1 − 𝐶𝑖)𝑚𝑖
𝑟𝑖𝑔ℎ𝑡
 45  
 
Where “left” indicates the trailing edge and “right” indicates the leading edge, Ci is a 
parameter varying from 0 to 1 as the composition varies from the trailing to the leading 
edge.  The flux function for the average composition ?̅?𝑖  has the same functional form as 
used in Todd and Longstaff model (1963) and is given by equations (46) and (47). Where 
𝑔𝑖 is a function of Ci similar to the one used by Todd and Longstaff. 
 
?̅?𝑖 = 𝑔𝑖(𝐶𝑖)𝑢𝑖
𝑙𝑒𝑓𝑡 + [1 − 𝑔𝑖(𝐶𝑖)]𝑢𝑖
𝑟𝑖𝑔ℎ𝑡 
 46  
𝑔𝑖(𝐶𝑖) = 𝐶𝑖 [𝐶𝑖 + (1 − 𝐶𝑖)]/𝑀𝑖⁄  47  
 
Where Mi is a parameter, which depends on the composition of the trailing edge and must 
be determined.  It is related to the Koval’s number (Me) through equating the speed of the 
leading edge given by equation (48) where vs is the speed of the component at the leading 
edge of the finger in 2D simulation and Me is the modified Koval’s effective mobility 
given by equation (49).   
 
𝑣𝑖
𝑠 = 𝑣𝑠ℎ𝑜𝑐𝑘 𝑀𝑒 48  
𝑀𝑒 = (0.22 + 0.78𝑀𝑡
0.25 )4 49  
 
Where Mt   is the total mobility given by the ratio of the total mobility at the trailing edge 
of the finger termed as left (L), to that ahead of the finger termed as right (R) and can be 
written as equation (50). 
 
𝑀𝑡 = 𝜆𝑡
𝐿 𝜆𝑡
𝑅⁄  50  
 
7.3 EFFECT OF SATURATION DISTRIBUTION ON RELATIVE 
PERMEABILITY 
The saturation distribution of fluids in porous media has the largest impact on the shape 
of relative permeability curves because relative permeability is a strong function of 
saturation.  This necessitates verifying saturation distribution obtained from history 
matching process where non-uniqueness is an issue, in order to have a representative 
system.  To achieve this, physical techniques such as x-ray and other theoretical means 
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are employed to obtain experimental data that is used to verify the results of history 
matching.  However, the experimental results are often not reliable especially for heavy 
oil waterflood where the viscosity of oil is similar to that of water. Visual saturation 
monitoring (like transparent sand packs) methods are also not attempted due to the high 
pressure condition of the experiments.  For unsteady state flow experiments, material 
balance, which is relatively easier, is often utilised.   
 
The dynamic saturation distribution in the simulation is controlled by factors such as 
mobility ratio, the density of fluids and the wettability of the porous medium (Sandberg 
et al., 1958).  In heavy oil displacement by a gas such as CO2, the saturation profile is 
controlled by the adverse mobility ratio between the two fluids.  In this case, in addition 
to honouring the physics of the flow, it is essential to ensure the right resolution is used 
to capture the fine fingers effectively.  To illustrate this, Figure 7-1 shows the saturation 
profiles of four different models of Experiment-1 after 0.1PVI.  The models were 
differentiated by varying the number of grids in the direction perpendicular to the flow 
(z-direction); the models are 100x10, 100x20, 100x40 and 100x80.  Although all the four 
models were history-matched with the same experimental production data, namely, 
cumulative oil recovered, differential pressure and cumulative gas, however, they vary 
significantly in the saturation distribution of the fluids after the same period of injection.  
This underscores the importance of obtaining the right resolution for the simulations.   
 
 
Figure 7-1: Oil saturation distribution after 0.1PV injection for four different models 
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7.4 PREDICTING AVERAGE SATURATION IN GAS/HEAVY OIL 
DISPLACEMENT  
Simple theoretical models are useful and quick tools for predicting average properties 
such as saturation distribution or breakthrough time.  This is because, quite often, an 
engineer is confronted with having to run a large number of simulations to determine 
unknown parameter such as relative permeability curve.  For stable displacements, these 
studies can be carried out using simple one-dimensional models since the front will be 
more or less be sharp and can therefore be represented by a Buckley-Leverett type of 
flow.  However, for unstable cases, as seen previously, it requires a multi-dimensiona l 
simulation model with a considerably higher resolution to effectively capture the 
instability at the front.  Such studies involving a large number of fine-scale high-
resolution models will attract higher computational requirement and time and may lead 
the engineer to make a compromise in the grid resolution thereby creating bias in the 
estimated unknown parameter.  If the resolution were compromised in history matching 
studies for the estimation of relative permeability, for example, it would significantly 
affect the saturation distribution of the fluids as seen previously, thereby leading to bias 
in the estimated relative permeability curve.   
 
 For this purpose, Semi-empirical models have previously been proposed for immisc ib le 
conventional displacement by gas in which compositional changes may occur, Blunt et 
al. (1994) and Blunt and Christie (1994) have used this approach to predict saturation 
front in immiscible and compositional displacement up to a maximum viscosity ratio of 
86.  This forms the basis for the approach in heavy oil displacement, where the viscosity 
ratio is much higher.  The similar assumption would be used as that of the Blunt and 
Christie where they proposed that the diffusion and dispersion effects are small and 
therefore the composition within the fingered region varies linearly from the trailing end 
of the finger to the leading edge based on fractional flow formulation.  Therefore, the 
proposed procedure for predicting compositional profile in heavy oil displacement with 
viscous fingering is as follows. 
 
1 Conduct a preliminary 1D-model simulation of the experiment.  This is required 
to determine if the displacement would be unstable in real 2D or 3D displacement .  
Instability can be calculated by satisfying the condition of equation (44) after 
matching the 1D simulation with experimental production data. 
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1 Determine the composition at the trailing end of the finger from the 1D simulat ion.  
In the Blunt and Christie approach for conventional oil, their method for 
determining the trailing edge of the finger is a trial and error approach.  However, 
in heavy oil displacement, the large viscosity difference makes the finger very 
sharp and trailing edge can mostly be easily picked close to the injector.  Hence, 
the parameters Mt  and Me can then be calculated. 
 
2 Using the assumption that the composition within the fingered region varies 
linearly from the trailing edge to the leading edge of the finger.  The compositiona l 
profile of the displacement can be constructed. 
 
Two physical coreflood experiments simulated in chapter 4 were considered to 
demonstrate the methodology by verifying the estimated relative permeability obtained 
from the history matching process. This was achieved by comparing the average gas 
saturation obtained from the semi-analytical technique and the gas saturation obtained 
from the fine-scale simulation of the experiments.  Table 7-1 describes the details of the 
physical coreflood experiments. 
 
Table 7-1: Experiments considered for verification of estimated relative permeability. 
Exp. Description Fluids 
Core 
Orientation 
Test 
Conditions 
1 
Secondary CO2 
injection into 
Dead Crude-J 
Injection fluid: CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, 
P=1500 psig 
2 
Secondary N2 
injection into 
pre-equilibrated 
Crude-J 
Injection fluid: N2 
Resident oil: Saturated 
Crude-J with N2 
Resident brine: 20000 ppm 
Vertical 
T=38oC, 
P=1500 psig 
 
7.5 EXAMPLE 1: HORIZONTAL CO2 INJECTION INTO DEAD HEAVY OIL 
(EXPERIMENT-1)  
In this example, the simulation result of Experiment-1 presented in section (4.4) where 
CO2 was injected into heavy oil in a horizontal core and in which compositional and 
instability occurred was verified.  The viscosity of the oil and the CO2 at the experimenta l 
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condition were 617cp and 0.077cp, respectively, while the viscosity of the oil when it was 
fully saturated with CO2 was 16cp.  The adverse viscosity ratio has caused instability in 
the displacement through viscous fingering.   To predict the saturation (compositiona l) 
profile of this coreflood experiment a one-dimensional model of the experiment was 
firstly generated.  The model was history matched with production data (produced oil, 
produced gas and differential pressure across the core) to estimate relative permeability 
by varying the parameters in the chosen L.E.T-type parametric function.  The detail of 
the history-matching procedure has been described in section (4.4).  Figure 7-2 shows the 
history-matched cumulative oil recovered and the differential pressure across the core 
while Figure 7-3 shows the relative permeability obtained from the history-matching 
procedure. 
 
Figure 7-2: History-matched cumulative oil recovered and Differential Pressure of experiment 
using 1D model. 
 
 
Figure 7-3: History-matched 1D relative permeability for Experiment-1 
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An analysis of the total mobility along the core, which is an indicator of instability in 
multi-dimensional displacement simulation, was carried out and showed that the total 
mobility ratio across the front (Mshock) is greater than one, an indication that instability 
will occur in a multi-dimensional flow simulation of the same experiment.  Figure 7-4 
shows the calculated total mobility along the core from the 1D simulation.  
 
Figure 7-5 shows the gas saturation along the core plotted against the gas flow velocity 
(distance/time) after an injection time of 0.1PV for the one-dimensional simulation.  The 
saturation profile has an initial sharp slope representing the saturation close to the injector 
and then flattens out as it moves away from the injector to the producer.  The first steep 
region in the profile represents the rear end of the finger while the later part, the flat 
section, would represent the saturation within the fingered region in a multi-dimensiona l 
flow simulation of the same experiment. The empirical parameters required for the 
prediction, which is given by equations 46-50 given by Blunt et al. (1994) can be 
computed from the saturation curve. As a result of the distinct nature of the 1D saturation 
profile, where you have two separate sections, a very steep slope at the beginning of the 
curve followed by a flat section up to the shock front, it is easier to pick up the 
composition at the trailing edge of the finger. It is the point of intersection between the 
steep section and the relatively flat section as shown in Figure 7-5. Accordingly, Table 
7-2 shows the parameter values determined from the analysis of the one-dimensional gas 
saturation profile that were used for the prediction of the compositional displacement with 
a viscous finger. 
 
 
Figure 7-4: A plot 1D model total mobility against the fractional distance for Experiment-1 
showing the Mshock value at the shock front  
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Figure 7-5: 1D model saturation profile of experiment 10 plotted against the gas velocity 
indicating the parameter values. 
 
 
Table 7-2: Parameter value computed from the 1D model simulation that would be used in the 
prediction 
Parameter Exp.  1 Exp.  2 
Sleft 0.06 0.13 
Vleft 2.46 1.37 
Vshock 8.02 2.56 
Me 1.87 1.87 
 
As stated earlier, in multi-dimensional flow simulation the sharp front observed in the 
one-dimensional simulation as seen in Figure 7-5 would be smeared out.  Consequently, 
following previous assumptions for immiscible displacement with viscous fingering, it 
can be assumed that within the fingered region, the composition varies linearly from the 
composition at the trailing edge of the finger, which is given by mleft, to the composition 
at the leading edge of the finger given by mright.  Therefore, the average gas saturation 
within the fingered region can be calculated from the following equation (51). 
 
𝑆𝑎𝑣 = [𝐶 [𝐶 + (1 − 𝐶)⁄ ]/𝑀𝑒]𝑆
𝑙𝑒𝑓𝑡 51  
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Where C is a value varying between 1 and 0 and is given by equation 52.  It is self-
consistent in nature since the saturation would be equal to the trailing edge saturation of 
the finger at a value of C equals to 1 and equals to the saturation of the leading edge at a 
value of C equals to zero.        
𝐶 =
𝑉𝑖 −𝑉𝑓𝑟𝑜𝑛𝑡
𝑉𝑙𝑒𝑓𝑡 −𝑉𝑟𝑖𝑔ℎ𝑡
 
52  
Where Vfront is the speed of the leading finger and can be estimated from Me and Vshock 
from the equation given by Blunt et al. (1994) below (equation 53).   
𝑉𝑓𝑟𝑜𝑛𝑡 = 𝑀𝑒𝑉
𝑠ℎ𝑜𝑐𝑘  53  
        
Therefore, using equations 40-42, the saturation profile within the fingered region in 
Experiment-1 can be predicted.  Conversely, the saturation of the whole core (includ ing 
the stable region) can be constructed by coupling the saturation profile before the trailing 
edge of the finger, which can be obtained from the one-dimensional saturation profile 
(Figure 7-5), together with that of the predicted fingered region.  The predicted gas 
saturation profile is shown in Figure 7-6.   
 
 
Figure 7-6: Predicted saturation profile for experiment 10 using the semi-empirical theoretical 
method 
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The simulated saturated profile obtained from the history matching of Experiment-1 using 
2D model in section (4.4) can now be verified with the result of this semi-analyt ica l 
approach.   Figure 7-7 shows the match of the cumulative oil recovered and the 
differential pressure across the core obtained from the history-matching process while 
Figure 7-8 shows the relative permeability curve obtained from the history matching 
(obtained from section 4.4).   Figure 7-9 shows the simulated saturation profile obtained 
from the same 2D high-resolution model simulation of the experiment after 0.1PV 
injection. Similarly, the saturation value for each grid within the 2D model simula t ion 
was averaged along a direction perpendicular to the direction of the flow.   The averaged 
simulated gas saturation values were then plotted against the velocity (cm/hr) and 
compared with the predicted values.  There was an excellent match between the prediction 
of the saturation and the computed average from the simulation as shown in Figure 7-10 
below. This approach therefore verifies the simulated saturation profile obtained from the 
history matching and since relative permeability is a strong function of saturation profile 
and its value used in determining the Me  parameter, by  implication, it  has also been 
verified. 
 
 
Figure 7-7: History-matched cumulative oil recovered and Differential Pressure of experiment 
using 2D high-resolution (100x80) model. 
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Figure 7-8:  Experiment 10 gas-oil relative permeability curve obtained from 2D (100x80) model 
history matching. 
 
 
 
Figure 7-9: A cross-section of saturation profile along the core from a 2D high-resolution 
(100x80) model. 
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Figure 7-10: Comparison between the saturation profile from prediction and the averaged 
saturation from the fine-scale high-resolution simulation. 
 
7.6 EXAMPLE 2: VERTICAL CO2 INJECTION INTO HEAVY OIL 
(EXPERIMENT-4) 
In this case, the experiment was carried out under the same condition as in example one. 
However, the orientation of the core here was in vertical as against the horizontal in the 
previous example.  The injection was also from the top (Table 7-1).  Since the same core 
was used and the experimental conditions of temperature, pressure and injection rate are 
the same, the relative permeability curve obtained from the history matching of the 
previous experiment (horizontal injection) was directly used in the fine-scale simula t ion 
of this experiment, and it effectively matched the experimental data obtained, the details 
of the fine scale model simulation have been presented in section (6.2)   
 
A preliminary one-dimensional model simulation of the experiment was required to 
determine the prediction parameters in order to predict the saturation profile of this 
experiment.  A 1D model with grid-size 1x1x200 was used for history-matching the 
experimental data to determine the 1D relative permeability and the capillary pressure 
curves.  A Corey type relative permeability function was used for the water/oil relative 
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permeability and L.E.T-type correlation for the gas/oil relative permeability function 
since it provides greater flexibility with the shape of the curve as against the Corey-type 
that was used for the oil-water relative permeability.  The two relative permeability 
functions or values are required as input by the simulator, even though no three-phase 
flow was expected. Figure 7-11 shows the cumulative oil recovered and the differentia l 
pressure across the core from the one-dimensional history matching process.  The relative 
permeability obtained is shown in Figure 7-12, which indicates similar shape pattern for 
both gas and oil relative permeability as that achieved in the 1D simulation of horizonta l 
injection (Experiment-1). 
 
Similarly, Figure 7-13 which is a plot of the total mobility along the core obtained from 
the 1D simulation indicates that the total mobility ratio at the front is 53, which is greater 
than one, an indication that the displacement would be unstable if simulated with a 
multidimensional model.  Figure 7-14 shows the one-dimensional model gas saturation 
profile plotted against gas velocity (cm/hr) after 4 hours of injection.  The prediction 
parameters were determined from the plot and the values indicate that the front is moving 
slower than the one predicted in the horizontal injection.  Table 7-2 gives the values of 
the prediction parameters while Figure 7-15 shows the prediction using the values 
determined from the 1D simulation. 
 
 
Figure 7-11: History-matched cumulative oil recovered and the differential pressure across the 
core for Experiment-4 using a 1D model. The multiple blue lines (general solutions) indicate other 
solutions of different realisations that are not optimum. 
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Figure 7-12: Gas/oil relative permeability curves obtained from the 1D model history-matching 
of Experiment-4 
 
 
 
Figure 7-13: Total mobility along the fractional length of the core from the one-dimensional 
model simulation. 
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Figure 7-14: Gas saturation from the 1D model of Experiment-4  plotted against the gas 
velocity, indicating Buckley-Leveret sharp front and the trailing edge. 
 
 
 
Figure 7-15: Prediction of saturation profile along the core; a combination of 1D saturation profile 
before the finger and the predicted saturation profile within the fingered region (experiment-4). 
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Accordingly, as in example 1, the simulated saturation profile obtained using the 2D high-
resolution model (80x100) of the experiment was verified with this semi-analyt ica l 
prediction.  Figure 7-16 shows the saturation profile obtained from the high-resolut ion 
simulation after 4 hours of injection and just before the breakthrough.  It showed far 
greater instability within the fingered region compared to the horizontal injection, as 
predicted by the total mobility plot.  The instability was due to a strong gravity drainage 
in addition to viscous fingering.  The gravity drainage was synonymous to vapour 
extraction (VAPEX) process, which has also been confirmed in the experiment. 
 
For the purpose of comparison, the saturation values across the core in the model was 
similarly averaged and plotted against the gas velocity.  Figure 7-17 shows the averaged 
gas saturation along the core plotted against the velocity of the gas.  Since there is 
considerable variation within the fingered region, the prediction, which is based on the 
assumption of linear variability within the fingered region, cannot honour this behaviour. 
However, it can predict the breakthrough time and the averaged saturation within this 
fingered region by smoothening the saturation profile obtained from the high-resolut ion 
simulation and the smoothing-spline function was employed for this purpose.  Figure 7-18 
shows the comparison between the smoothed and original saturation profile after 4 hours 
of injection. 
 
To verify the the averaged-and-smoothed saturation profile of the high-resolut ion 
simulation with the semi-analytical approach, the two profiles were plotted and shown in 
Figure 7-19.  It indicates that the prediction underestimated the saturation behind the 
finger and overestimated the saturation within the fingered region.  However, there is an 
excellent match in the value of the real velocity of the front (6.5cm/hr) between the 
prediction and the simulation.  This shows that the method can be used to verify 
breakthrough time even in extreme cases where the variation of composition within the 
fingered region is not linear. 
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Figure 7-16: Gas saturation profile along the core after 4hrs injection from (80x100) model 
simulation of experiment 4. 
 
 
Figure 7-17: Averaged gas saturation profile after 4hrs injection plotted against the gas velocity. 
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Figure 7-18: Comparison between the smoothed and the original gas saturation profile obtained 
from the high-resolution model. 
 
 
Figure 7-19: Comparison between predicted saturation profile and the averaged (smoothed) 
saturation profile obtained from high-resolution simulation. 
 
7.7 CONCLUSION 
The main objective of this chapter was to develop a simple theoretical tool for predicting 
viscous fingering in displacements with instability and to semi-analytically verify the 
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estimated relative permeability curves.  The following conclusions were drawn from the 
studies.   
The theory of viscous fingering in compositional displacement, which was developed 
based on material balance and Koval’s empirical equation for light and conventional oils 
has been extended to predict the saturation (composition) in heavy oil displacement by 
immiscible gas.  The theory is also based on the assumption of linear variation of 
composition within the fingered region and has shown that it can reasonably predict the 
saturation profile within the fingered region in an unstable displacement for horizonta l 
displacement. 
The saturation profile of a CO2 injection into horizontal core saturated with heavy oil was 
predicted using the relative permeability curves estimated from previous history matching 
studies.  The saturation profile reasonably agrees with the average saturation profile 
obtained from the high-resolution simulation of a similar experiment.  This indicates the 
capability of the proposed semi-analytical method to predict viscous fingering in such 
displacements.  For the second case where CO2 was injected from the top into a vertical 
core saturated with heavy oil, the theory could not satisfactorily predict the saturation 
profile.  This could mainly be due to the gravitational effect that has not been factored 
into the equation.   
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CHAPTER 8 
COARSE-SCALE APPROACH TO ESTIMATION OF TWO-PHASE 
RELATIVE PERMEABILITY FROM UNSTABLE DISPLACEMENT 
BY HISTORY MATCHING 
 
8.1 INTRODUCTION 
In modelling of subsurface flow such as in a reservoir, the accuracy of the model largely 
depends on the availability and the quality of the reservoir description.  The sophistica t ion 
of current characterization techniques has made it possible to obtain a large amount of 
detailed and more reliable information that can be used to sufficiently model the reservoir.  
These include detailed information obtainable from core analysis, good logs and seismic 
interpretations as well as dynamic production data that can be obtained from core 
experiments, field appraisal as well as early and later production periods.  It is important 
to systematically integrate all these various sources of information to reduce the 
uncertainty and increase the reliability of the model.    
 
However, the full detailing may lead to a model with hundreds of millions of grid-cells 
that would be near impossible, at this fine-scale, to perform a direct reservoir simula t ion 
studies, even with the current modern computing capabilities.  The major difficulty of the 
direct solution here would be the scale of the computation, as a fine-scale model would 
require a tremendous amount of computer memory and CPU time, which can easily 
exceed the limit of today’s computing capabilities.  For these reasons, therefore, upscaling 
methods such as scalable mathematical formulations and other techniques have been 
developed to deal with large problems in a robust and efficient manner (Dogru et al., 
2002, Al-Shaalan et al., 2003, Cao et al., 2009, Zhou and Tchelepi, 2012). 
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The use of the upscaling method allows for the application of a relatively coarse model 
to perform the simulation of a complex flow and transport computations with accuracy 
similar to that of a high-resolution model.  In multiscale approach, an attempt is made to 
resolve fine-scale information without the direct solution of the global fine-scale problem.  
Hou and Wu (1997) have used a Multiscale Finite Element Method (MsFEM) to compute 
for the flow of compositional fluid in porous media by capturing the fine-scale 
information through the construction of special basis. However, this approach is not mass 
conservative.  Therefore, the need to develop methods that also conserve mass led Jenny 
et al. (2006) to propose a Multiscale Finite Volume method (MsFVM). Therefore, the 
need to develop methods that also conserve mass led Jenny et al, (2006) to propose a 
Multiscale Finite Volume method (MsFVM).  
 
Here, a compositional displacement in which unstable flow regimes and mass transport 
occur as a result of the injection of a soluble gas such as, CO2, into heavy oil was 
considered.  The injection leads to the dissolution of the gas in the oil thereby significantly 
reducing the oil viscosity and relatively increasing  its density (Paracello et al., 2012).  In 
addition, the large viscosity difference between the gas and heavy (viscous) oil would 
lead to an unfavourable mobility ratio resulting in a severe instability in the displacement.  
This is a well-researched phenomenon that is known as viscous fingering (Cuthiel et al., 
2006). The large density difference between the gas and the oil would lead to gravity 
segregation, aggravating the instability in the displacement process (Nasrabadi et al., 
2009). To effectively model this displacement, which would take into account the detail 
of the complex compositional interaction and the instability, a high-resolution model is 
necessary.  Christie (1989) has previously used a high resolution (130x130) two-
dimensional (2D) finite-difference grid model to simulate unstable miscib le 
displacement. His method of triggering the fingers was by introducing a small 
permeability variation using a small variance in a stochastically distributed permeability 
field.  However, the approach using the fine-scale model is time and resource demanding, 
making such approach near impossible for running multiple realisations or scenarios that 
are typical of a reservoir simulation studies. 
 
Specifically, in this work, the aim was to develop an efficient method for the estimation 
of gas/oil relative permeability from displacement in which instability and compositiona l 
effects existed. The objective is to use a set of coarse models (as opposed to the high-
resolution model) in a history-matching procedure in order to estimate relative 
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permeability with accuracy similar to that obtained using high-resolution model. The 
desired goal is to reduce the overall simulation time and resources that are required for 
the estimation of relative permeability from unstable displacement. 
 
8.2 BACKGROUND THEORY 
Generally, relative permeability curves are obtained through laboratory coreflood 
displacement experiment where dynamic production data such as cumulative oil, water 
and gas production, the differential pressure across the core and the saturation profile 
during the displacement are measured and evaluated. There are two main ways of 
conducting the coreflood experiment; the steady state, and the unsteady state method 
(2.3). In the unsteady displacement method,  the measured production data can be 
analysed explicitly using an analytical technique such as the one developed by 
JBN(Johnson et al., 1959). These are designed, based on the one-dimensional Buckley-
Leverett fractional flow concept, where the front, or the interface between the injected 
fluid and the resident fluid, is assumed to be piston-like and with constant saturation.  
However, moving from laboratory scale to a larger reservoir or a field scale, the 
displacement may be highly unstable. The instability can be due to viscous finger ing 
resulting from adverse mobility ratio or gravity tonguing as a result of gravity difference. 
In these cases, the fronts cannot be assumed to be piston-like, and the one-dimensiona l 
simplification described by the Buckley-Leverett theory, which forms the basis of the 
JBN method, does not hold. These larger scales are, therefore, generally represented with 
a three-dimensional model which can adequately account for the instability.  As described 
in (chapter 5) using relative permeability obtained from one-dimensional displacement to 
simulate displacement that is prone to instability may be highly erroneous. This chapter 
has also described in detail how to use a high-resolution 2D model to estimate relative 
permeability for use in displacement with instability.   
8.2.1 Conventional History Matching and Parameter Estimation 
Fluid flow in porous media can be affected by many factors; these include physical 
parameters such as oil viscosity or inferred parameters such as relative permeability.  
Even though they are known to influence the flow significantly, they are often difficult 
to be determined through available measurement techniques.  However, these are still 
needed to be accounted for in order to model a reservoir or to simulate fluid flow for the 
purpose of reservoir performance and prediction. These unknown parameters are 
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therefore estimated to achieve the aim. If the parameters are estimated with reasonable 
accuracy, the predicted results would be accepted with more confidence. Many 
techniques such as those by Lu and Horne (2000) which is based on wavelet analysis and 
Yan (2002) that is based on correlating available data from different sources to establish 
a relationship that can be used to estimate the unknown parameter have been proposed. 
These techniques, however, often result in inaccurate estimates when numerical forecasts 
are compared with history data (O'sullivan, 2004). An inverse process where production 
data measured from displacement experiments with core or field operations at a set time 
interval, termed ‘history-data’ is matched with simulated data through updating parameter 
value is known as history-matching.  In this process, the parameter values are verified or 
updated by measuring the misfit between the history data and simulated data.  The limited 
history data available are compared with the simulated data and if there exist an error 
above the set tolerance, a parameter in the simulation model is adjusted and new 
simulation data generated; the process is repeated until the tolerance between the history 
data, and simulated data is reached (O'sullivan, 2004). History matching is often the 
preferred technique when a parameter needs to be estimated. 
 
8.2.2 Optimisation Algorithm and Misfit in History-Matching 
The implicit estimation of relative permeability by history matching is a non-linear 
inverse and ill-conditioned problem (O'sullivan, 2004).  Some modern non-linear 
optimisation techniques for solving this type of problem include the Ensemble Kalman 
Filter (EnKF) optimizer (Li et al., 2009) and the Designed Exploration and Controlled 
Evolution (DECE) optimizer (Yang et al., 2009).  The DECE is a proprietary optimisa t ion 
technique developed by Computer modelling group (CMG) and is an integral part of their 
CMOST optimisation software.  It uses an iterative optimisation process that first applies 
a designed exploration stage to search space in a designed random manner such that 
maximum information about the solution space can be obtained; this is followed by a 
controlled evolution stage, which performs statistical analysis of the simulation result 
obtained in the previous stage.   
  
The misfit function which measures the deviation of the simulation from the experimenta l 
value can range in form from a simple least square model (LSM) to more advanced Plus 
Mean Error (PEM) and the Full Error Model (FEM). The LSM (equation 54) is defined 
as the sum of the squares of the difference between the observed and simulated data and 
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has only one parameter for measuring the degree of the variance, the standard variance, 
σ2. It also assumes that the error is normally distributed, which implies that the data points 
are randomly distributed or independent of each other. In a situation where the error is 
also correlated with time, a single parameter of measuring variance is not sufficient and 
as such the least square method would not hold. 
𝑀 = ∑
(𝑜𝑖 − 𝑠𝑖)
2
2𝜎 2
𝑛
𝑖=1
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Where o is the observed data and s is the simulated data. 
 
The Least Square Misfit (LSM) model can be modified to include the mean error, 𝑒̅, into 
the summation term. This would reduce the bias effect of the LSM model and improve 
the accuracy of the error model by shifting the likelihood into a region of the parameter 
space and is termed as the Plus Mean Error (PME) given by equation  
(55). 
𝑀 = ∑
(𝑜𝑖 − 𝑠𝑖 − 𝑒̅)
2
2𝜎 2
𝑛
𝑖=1
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The third type of misfit, which is more advanced, is the Full Error Model (FEM) given 
equation (56). It includes both the mean error, 𝑒̅, and full inverse covariance, 𝐶−1, which 
help in accurately representing the variance in the parameter estimation. Quite 
noteworthy, establishing the full error model is a rigorous process because calculating the 
true mean error and the covariance matrix is time consuming and may not be feasible for 
fine grid simulation (O'sullivan, 2004). 
𝑀 =
1
2
(𝑜 − 𝑠 − 𝑒̅)𝑇𝐶−1(𝑜 − 𝑠 − 𝑒̅) 
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Figure 8-1 shows a typical history matching algorithm for the estimation of relative 
permeability using a simple misfit. The automatic estimation process starts with an init ia l 
guess of the kr function parameter values, and the coreflood is simulated using the 
computed relative permeability curves, the results of the simulation such as fluid 
production and saturation profile are compared with the actual experimental data to 
determine the misfit. If this value is less than a set tolerance, the relative permeability 
curves computed are accepted as the representative curves for the displacement. 
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However, if the misfit is somewhat greater than the tolerance and optimisation procedure 
is used to choose another set of the relative permeability function parameter values. The 
new set of parameter values are now used to recalculate a new relative permeability curve, 
and the whole process is repeated until a relative permeability curve with misfit value less 
than the tolerance is achieved. 
 
Figure 8-1: Conventional history-matching procedure for estimation of relative permeability 
 
8.3 METHODOLOGY  
As stated earlier, using a high-resolution model during the history-matching process 
would be enormously time-consuming. It is also worthy to note that relative permeability 
for an unstable system is highly dependent upon grid size. Therefore, a set of relative 
permeability curves estimated using a coarse grid model cannot be used directly in a high-
resolution model as that may lead to huge error.  In this research, a set of relatively coarse-
grid models of the same experiment, which are relatively faster to simulate were 
generated, the relative permeability for each of the models were estimated by history 
matching and the estimated curves were then used to compute the relative permeability 
for a high-resolution model of the same experiment. This approach has two potential 
advantages; firstly,  the total time it takes to simulate the set of coarse grid models would 
be less than the time it takes to simulate a single high-resolution model; secondly, the 
lower memory and computational requirement for simulating the coarse models would 
hitherto enable less powerful computers to be used for the estimation of relative 
permeability for high-resolution simulation.  
 
The proposed multiscale approach for the estimation of the relative permeability is 
described below: 
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1. Generate a set of 2D coarse grid models by sequentially refining the grid size until 
a reasonably refined grid model is achieved. It is important here to ensure 
symmetry in the sequence as this would be easier to a relationship in the relative 
permeability parameter values that would be estimated later. It can be for example 
an arithmetic or geometric sequence (for example the x-axis of the models can be 
10, 20, 30 grid cells).  
 
2. The relative permeability curves for each of the 2D coarse-grid models are 
estimated by history matching procedure using a suitable relative permeability 
function. In this case, the more versatile three-parameter function proposed by 
Lomeland (2005) is employed. It is chosen because of its versatility in honouring 
the S-behaviour that is typical of gas relative permeability curves. The misfit is 
calculated using the Plus Mean Error (PME) because using a least square model 
would result in a significant bias in the result (O'sullivan, 2004). 
   
3. For each of the parameters (in this case L, E and T), the values of the parameters 
for each of the coarse grid models obtained during the history matching in step 2 
above are plotted against the grid size. The curve for each of the parameters can 
then be extrapolated to determine the relative permeability at the required fine 
grid size.  
 
4. The extrapolated parameter values obtained from the plots can then be used to 
simulate the high-resolution model. 
 
8.4 RESULTS 
To demonstrate the methodology, two physical experiments were considered based on 
the similarity between them. Both were heavy oil displacement by CO2 in a horizonta l 
core. However, they differ in their degree of mass transfer, fluid viscosity ratio and hence 
displacement instability.  This allows for the observation of any change in the flow 
functions resulting from the mass transfer effect.  Table 8-1 recaps the test conditions and 
fluids used in the selected coreflood experiments.  The details of the experimenta l 
procedure can be found in Chapter 2. 
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1) Experiment-1: CO2 injection into a horizontal core saturated with dead crude oil 
(Crude-J). 
2) Experiment-3: CO2 injection into a horizontal core saturated with live crude oil 
(Crude J saturated with methane). 
 
Table 8-1 Description of the coreflood experiment selected for this simulation study 
Exp. 
No. 
Description Fluids 
Core 
Orientation 
Test 
Conditions 
1 
Secondary CO2 
injection into 
Dead Crude-J 
Injection fluid: CO2 
Resident oil: dead Crude-J 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, 
P=1500 psig 
3 
Secondary CO2 
injection into 
Live Crude-J 
Injection fluid: CO2 
Resident oil: dead Crude-J 
saturated with methane 
Resident brine: 20000 ppm 
Horizontal 
T=28oC, 
P=1500 psig 
8.4.1 Experiment-1: CO2 injection into a horizontal core saturated with dead crude J 
In this experiment, CO2 was injected into a horizontally oriented core saturated with dead 
Crude-J, as described in previous chapters.  Viscosities of the displacing (CO2) and 
displaced (crude oil) fluids were 0.077cp and 617cp, respectively, which made the 
displacement prone to viscous fingering.  The CO2 was soluble in the heavy oil which led 
to reduction in its viscosity from the original 617cP to 15cp when it was fully saturated 
in the oil (Emadi et al., 2013).   On the other hand, compared to the resident crude oil, the 
injection fluid has lower density resulting in gravitational segregation. (Fayers and 
Newley, 1988).  These phenomena cannot be modelled in conventional one-dimensiona l 
simulation as stated in the previous section since it does not take into account component 
and phase dispersion, as well as fingering and overrides, which require another dimension 
to be considered.   
 
Consequently, using a 2D model for the displacement, the grid sensitivity studies carried 
out on the core model in chapter 3 has shown that the model is most sensitive on the 
direction perpendicular to flow or across the core diameter. The optimum grid size for the 
displacement was also found to be 100x80.  Based on this grid size, the set of 100x10, 
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100x20, 100x30 and 100x40 coarse grid models were chosen. Note that only the z-axis 
was varied because it is the axis that is more sensitive to instability. 
 
Table 8-2 shows the L E and T parameter values  obtained from history matching of the 
experiment using the four grid models.  Figure 8-2 shows the match of the cumulative oil 
recovered for the different models. Good matches were obtained for all the models, but 
the matching improved when the grid size was increased from 10 to 20.  Similarly, Figure 
8-3 shows the result of the history matching of the pressure across the core during the 
injection for the four different models.  Good matches were also obtained especially after 
breakthrough, particularly for models with grid size above 20.  The mismatch at the 
beginning of the injection, as stated earlier, can likely be attributed to the simulato r’s 
assumption of instantaneous thermodynamic equilibrium and hence not capable of taking 
into account the in-situ dynamic viscosity variation that takes place with mass transfer. 
Likewise, Figure 8-4 shows the result of the history matching of the cumulative gas 
produced for the different models,  it can be observed that the matching improved with 
increase in grid size as expected. However, knowing that there is huge uncertainty 
associated with the gas measurement, a lower weighting was assigned for the cumula t ive 
gas recovered in the calculation of misfit during the history matching process.  Moreover, 
for the four different core models labelled from A to D, the values of the misfits obtained 
using Plus Mean Error (PME) for all the core models were less than 2%. 
 
 
Table 8-2: Relative permeability function (L.E.T) parameter values obtained at the end of the 
history-matching procedure for the four coarse core models 
Parameter A(100X10) B(100X20) C(100X30) D(100X40) 
Lo 6.67 7.6 6.652 5.705 
Eo 3.888 3 3.127 3.253 
To 1.04 1.49 1.34 1.185 
Lg 1.165 2.68 2.419 2.157 
Eg 1.845 1.245 1.125 0.99 
Tg 1.57 1.725 3.432 5.15 
Misfit (Error) % 1.41 1.21 1.01 2.03 
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Figure 8-2: Shows the result of cumulative oil recovered from the history matching (solid red 
line) in comparison with the experimental data (blue dots) for four coarse models. A: 100x10; 
B:100x20; C:100x30; D: 100x40 
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Figure 8-3: Shows the result of the pressure across the core from the history matching (solid red 
line) in comparison with the experimental data (blue dots) for four coarse models. A: 100x10; 
B:100x20; C:100x30; D:100x40. 
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Figure 8-4: Shows the result of the cumulative gas produced from the history matching (solid red 
line) in comparison with the experimental data (blue dots) for four coarse models. A: 100x10; 
B:100x20; C:100x30; D: 100x40 
 
 
Figure 8-5 shows the gas saturation after 0.1 pore volume of injection for the four 
different models. It indicated the occurrence of gas override at the top of the core for all 
the models.  As the grid size increased, the finger became sharper as expected.  
Accordingly, Figure 8-6 shows the gas saturation at the end of the injection period, again, 
all the models showed similar sweeping behaviour with a swept area at the top of the core 
and a bypassed region at the bottom the core.  The recovery mechanism that led to this 
sweeping behaviour has been described in section (4.3).  Similarly, this also shows that 
all the models have same ‘residual oil saturation’ since by definition it is the residual 
immobile oil at the end of the injection and does not indicate the distribution of the 
saturation in the porous media.  Therefore, even though the saturation distribution within 
the swept area are different for all the models, they have the same residual oil saturation 
value because it is the sum of the residual oil, trapped in pores in the swept area, and the 
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bypassed oil.  Hence, residual oil saturation for unstable displacement has a different 
meaning from that of stable displacement and does not indicate the amount of capillary 
trapped oil. 
 
𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙  𝑂𝑖𝑙 𝑆𝑎𝑡(𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 ) = 𝑡𝑟𝑎𝑝𝑝𝑒𝑑 𝑂𝑖𝑙 + 𝐵𝑦𝑝𝑎𝑠𝑠𝑒𝑑 𝑂𝑖𝑙 57  
 
Figure 8-7 shows the gas/oil relative permeability obtained from the history matching for 
the four different models, demonstrating a clear symmetry in the shape of the relative 
permeability curves as it moved from A(100x10) to D (100x40). The oil relative 
permeability (kro) shifted to the right as it moved from A to D while the gas relative 
permeability (krg) shifted up as it moved from A to D and this shows that relationship 
existed between the grid size and the shape of the relative permeability. 
 
 
Figure 8-5: Shows the saturation gas profile after 0.1 pore volume injection for the four different 
core models. 
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Figure 8-6: Shows the result of the saturation profile at the end of the injection period for the four 
history matched core models. A: 100x10; B:100x20; C:100x30; D:100x40. 
 
 
 
Figure 8-7: Shows the plot of the history matched gas-oil relative permeability curves as a 
function of gas saturation for the four core models. 
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To obtain the relationship between the shape of the relative permeability curve and the 
grid size,  the parameter values (Table 8-2) were plotted against the grid size as seen in 
Figure 8-8.  It shows that from model with grid size 20 (on the z-axis) to 40, there was a 
linear relationship between the parameter values. The relationship, however, did not start 
with the coarsest grid model (100x10) and therefore indicates that there is a minimum 
threshold of grid size required to establish the linear relationship. Therefore, by 
extrapolating this relationship, the relative permeability of the fine grid, high-resolut ion 
model (100x80) can be estimated.  Figure 8-8 shows the extrapolated parameter values 
for the fine grid model plotted against the grid size while Figure 8-9 shows the relative 
permeability obtained using the extrapolated values.  Figure 8-10 shows a comparison of 
the result of the simulation of cumulative oil recovered using the computed rela tive 
permeability curves against the experimental data.  A good match was obtained between 
the simulation and the experiment.  Similarly, Figure 8-11 shows the differential pressure 
across the core obtained from the simulation.  The match for the DP, similar to that in the 
direct history matching of the high-resolution model, was not perfect for the period before 
breakthrough, however, it is acceptable for such a complex system.   
 
To evaluate the efficiency of the multiscale approach with regards to reduction in time, 
the total time it took to simulate the set of coarse models was compared to that for the 
high-resolution model.  Figure 8-12 shows that the multiscale approach has a huge benefit 
in runtime as it only required about one-fifth of the time needed to simulate the high-
resolution model.  Likewise, in terms of memory, Figure 8-13 shows that the virtua l 
memory size requirement of the coarse models is only about half of that required for 
running the high-resolution model. Also, Figure 8-14 shows that the total number of 
Newton’s iteration required by the solver to simulate the set of coarse models was less 
than half the amount required to simulate the single high-resolution model. 
 
Conclusively, this example shows that the multiscale approach has a huge benefit in terms 
of simulation time and can also help in reducing the memory requirement for history 
matching process, which involves running a large number of simulations. 
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Figure 8-8:  Plot of relative permeability function parameter (L.E.T) values against grid size 
showing the extrapolated values for grid size (100x80). 
 
 
 
Figure 8-9: Predicted relative permeability of the high-resolution model (100x80) obtained using 
the coarse-scale approach 
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Figure 8-10: Shows the cumulative Oil recovered obtained from the simulation of the high-
resolution model (100x80) using relative permeability obtained from the coarse-scale approach. 
 
 
Figure 8-11: Shows the differential pressure across the core obtained from the simulation of the 
high-resolution model (100x80) using relative permeability obtained from the coarse-scale 
approach. 
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Figure 8-12: A chart of the simulation time for the coarse models compared with that of the fine 
scale, high-resolution model (100x80). 
 
 
 
Figure 8-13: Comparison of the virtual memory Size usage (MB) required for the simulation of 
the fine scale and the coarse scale models. 
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Figure 8-14: Comparison of the number of Newton’s iterations completed during the simulation 
of the fine scale and coarse models. 
 
8.4.2 Experiment-3: CO2 injection into a horizontal core saturated with live crude J 
In this experiment, CO2 was injected into live crude J (crude J saturated with methane) in 
a horizontal core. The experimental conditions are similar to that in example one, but the 
live oil had an estimated viscosity of about 100cp, much lower than that of the dead oil 
(617cp). The experiment and the simulation results (section 6.7) have shown that the 
hydrocarbon solution gas (dissolved methane) has reduced the amount of the CO2 that 
can otherwise be dissolved in the oil. The CO2, having a higher potential, had to displace 
the methane from the oil into the gas phase before it can dissolve in the oil. Hence, the 
displacement benefits less from the viscosity reduction potential of the CO2 as indicated 
by its lower recovery compared to the dead oil displacement. It also indicated an early 
breakthrough due to the lower viscosity of the CO2-methane mixture in the bulk gas phase 
(Figure 6.24).  
 
Previously, in Section 6.7 the detail of the simulation and the estimation of the relative 
permeability by history matching using the single, fine grid, high-resolution model 
approach has been described.  The same relative permeability was estimated using the 
multiscale approach. A set of three coarse grid models were used which are 100x20, 
100x30 and 100x40 in order to estimate the relative permeability of the high-resolut ion 
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model.  Figure 8-15 shows the result of the history matching of the cumulative oil 
recovered for the three different coarse grid models indicating good matches for all the 
models. 
 
 Table 8-3 shows the result of the relative permeability function (L.E.T) parameter values 
for the models, which were obtained from the history matching, while  Figure 8-16 shows 
the estimated gas/oil relative permeability curves of the coarse models, also obtained from 
the history matching.  It clearly shows a trend in the shape of the relative permeability 
curves, similar to that achieved in the previous example. To estimate the relative 
permeability of the high-resolution model (100x80), therefore, the parameter values of 
the coarse grid models were plotted and extrapolated to determine the parameter values 
for the high-resolution model.  Figure 8-17 shows the plot of the relative permeability 
function parameter values obtained from the history matching for the coarse grid models.  
Linear relationship existed for all the parameters which were extrapolated to estimate the 
values for the high-resolution model.  Table 8-3 also shows the estimated parameter value 
for the high-resolution model while Figure 8-18 shows the estimated gas/oil relative 
permeability curves. 
 
To verify the estimated relative permeability curves obtained from the multisca le 
approach, the high-resolution model of the experiment (100x80) was simulated using the 
estimated relative permeability. Figure 8-19 shows the result of the simulation of the 
cumulative oil recovered in comparison with the experiment. A good match similar to 
that obtained by the direct history matching of the high-resolution model was achieved.  
Similarly, Figure 8-20 and Figure 8-21 show the match of the pressure at the inlet of the 
core and the cumulative gas produced.  This indicates that the estimated relative 
permeability curves using the multiscale approach were appropriate for the high-
resolution model.  Additionally, Figure 8-22 shows a chart of the total simulation runtime 
requirement for the multiscale coarse grid models and the time needed to run the single 
high-resolution model. It indicates that only about one-third of the time needed for the 
simulation of the high-resolution model was required to run the models in the multisca le 
approach, a huge benefit in terms of simulation time.  In a similar vein, Figure 8-23 shows 
the average memory requirement for each of the models while Figure 8-24 indicates the 
average number of Newton’s iterations needed during the simulation of each model.  
Bearing in mind the highly computational nature of history matching optimisa t ion 
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process, the lower memory size and computations required in the multiscale approach 
using coarse models means that a less powerful computer can be used to estimate relative 
permeability curves for an unstable displacement with accuracy similar to that obtained 
using a single high-resolution model approach. 
 
Table 8-3: Relative Permeability function (L.E.T) parameter values obtained from the history 
matching of the coarse grid models. The values for the high-resolution model (100x80) were 
extrapolated from the values of the coarse grid models. 
Parameter Model(100x20) Model(100x30) Model(100x40) Model(100x80) 
Lo 1.2 1.2933 1.3867 1.76 
Eo 1.5 1.4896 1.4792 1.4375 
To 1.5 1.6950 1.8708 2.6125 
Lg 2.68 3.1000 3.4533 5 
Eg 1.245 1.2697 1.2943 1.392975 
Tg 1.725 1.7235 1.7200 1.716 
Error Misfit % 1.23 2.17 1.79 2.3 
 
Figure 8-15: Shows the result of simulation of cumulative oil recovered obtained from the history 
matching of Experiment-3 in comparison with the experimental data for three coarse models. A: 
100x20; B:100x30; C:100x40. 
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Figure 8-16: Shows the gas/oil relative permeability curves for the three coarse grid models 
obtained from the history matching process. 
 
 
 
Figure 8-17: Plot of the relative permeability function parameter values obtained from the history-
matching of the coarse grid models of Experiment-3 (CO2 injection into live oil) and the 
extrapolated values for the high-resolution models (black dots). 
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Figure 8-18: Predicted relative permeability curves for Experiment-3 (CO2 injection into live oil) 
obtained using the coarse-scale approach. 
 
 
Figure 8-19: A match of the cumulative oil recovered obtained from the simulation of experiment-
3 using a high-resolution model (100x80) and a relative permeability obtained from the multiscale 
approach.  
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Figure 8-20: A match of the pressure at the inlet of the core obtained from the simulation of 
experiment-3 using a high-resolution model (100x80) and a relative permeability obtained from 
the multiscale approach. 
 
 
Figure 8-21: A match of the cumulative gas produced obtained from the simulation of experiment-
3 using a high-resolution model (100x80) and a relative permeability obtained from the multiscale 
approach. 
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Figure 8-22: A chart of the simulation time for the coarse models compared with that of the fine 
scale, high-resolution model (100x80). 
 
 
 
Figure 8-23: Comparison of the virtual memory Size usage (MB) required for the simulation of 
the coarse scale and the high-resolution models. 
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Figure 8-24: Comparison of the average Number of Newton’s iterations needed for the simulation 
of the coarse and the high-resolution models. 
 
8.5 CONCLUSION  
Relative permeability is an important flow function that is essential in the simulation of 
multiphase flow, however, difficulty in measurement, artefact and cumbersome analysis 
of result makes the determination of this important parameter using experimenta l 
technique untenable or quite often unreliable. History matching of experimental data, an 
inverse technique which has gained wider acceptance due to advances in processing and 
memory capacity of computers is often utilised to estimate this important flow function. 
The limits of these hitherto powerful computers can, however, be tested when the 
displacement is highly unstable and especially when the fluid is compositional, as this 
would require a high-resolution multi-dimensional model (2D or 3D) to simulate the 
displacement. As simulation time is proportional to the number of grids in the models and 
the number of equations to be solved, it is clear that a computer’s capacity can easily be 
exhausted in such a scenario. In this chapter, gas/oil relative permeability was estimated 
from an unstable compositional displacement using a multiscale approach involving the 
history matching of a set of coarse models to determine relative permeability for use in a 
high-resolution model of a similar experiment. The following conclusions were drawn 
from the approach. 
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1. It shows that a relationship can exist between relative permeability function 
parameter values for a set of coarse models which can be extended to estimate the 
parameter values for a high-resolution model. 
2. The relative permeability estimated from an unstable displacement using the 
multiscale approach, was appropriate for use in the simulation of a high-resolut ion 
model, as it was able to match the experimental production data correctly. 
3. The total time required for the simulation of the multiscale coarse models was 
only about one-third the time needed to simulate the single high-resolution model 
for the examples considered, a huge benefit in terms of simulation time.  
4. The memory requirement of the multiscale coarse models for the experiments 
considered was only about a half required for the simulation of the high-resolut ion 
model. Therefore, the lower memory size and computations required in the 
multiscale approach using coarse models means that a less powerful computer can 
be used to estimate the relative permeability curves for unstable displacements 
with accuracy similar to that obtained using a high-resolution model approach. 
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CHAPTER 9 
CONCLUSION AND RECOMMENDATION 
 
Two-phase and three-phase flow occur during many important processes in oil reservoirs, 
these include waterflooding, solvent and gas injection as well as the combination of 
different injection fluids and strategies.  The concept of relative permeability is generally 
accepted and used to describe the fractional flow of a particular phase during a multiphase 
flow in porous media.  Several direct and indirect standard methods are being used to 
estimate this parameter for input into reservoir simulators.  However, in displacement 
with instability, such as viscous or gravity fingering, the main assumption behind these 
methods, which is that the flow is stable and the front is a Buckley-Leverett type shock 
front, is violated.  Therefore, conventional methods of estimation of relative permeability 
cannot be applied.  In this study, the methodologies used for characterization of relative 
permeability in relation to heavy oil displacement by waterflooding or immiscible gas 
injections in which viscous and gravity instabilities occur were reviewed and a new 
methodology for its estimation was proposed.  The methodology was verified using a 
semi-analytical approach and a procedure for reducing the time required for the 
estimation was proposed. The main conclusions drawn from this work followed by some 
recommendation for future studies are presented in the following sections 
9.1 CONCLUSION 
A summary of the work and the main findings derived from each chapter are as 
follows: 
Chapter 2: Background Material and Underpinning Data 
The chapter  mainly reviewed the concept of relative permeability and explained the 
experimental and analytical approaches for the estimation of this important flow function. 
The procedure for estimation of relative permeability by history matching was discussed 
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and the inadequacy of the conventional method of history matching using one-
dimensional model was highlighted. Numerical dispersion error resulting from the choice 
of grid size and other sources were then discussed. The injection strategy, the fluid types 
and the displacement mechanisms of the experiments considered in this work were then 
presented and finally the core modelling approach was discussed and the optimum grid 
size of the 2D model of the most unstable displacement experiment was then determined 
for use in all subsequent simulations. 
 
Chapter 3: Simulation Model 
This chapter forms the core framework of the studies by providing an in-depth 
background of the modelling approach and presented some of the main components of 
the studies.  Hence, the following conclusions were drawn: 
1. Compositional displacement processes involving CO2 and other gases were first 
reviewed, and the use of the equation of state (EOS) in the characterization of 
heavy oil for simulation of compositional displacement was highlighted.  The 
stages involved in the tuning of EOS to match experimental data and relevant 
correlations used in conventional oil PVT modelling were discussed to show they 
can be misleading when used for matching heavy oil experiments.   
2. In the procedure for tuning the EOS, a new methodology for lumping the heavy 
oil components into pseud-components was proposed.  The method was based on 
the behaviour of the produced fluids components rather than the arbitrary scheme 
of lumping of components in conventional methods.  The new procedure showed 
a better matching of the fluid properties and its behaviour during simulation.   
3.  One-dimensional core model simulation of CO2 injection into a horizonta l 
saturated with a dead heavy oil (Experiment-1) was carried out and was shown to 
be incapable of simulating compositional displacement where there is instability 
at the front due to viscous fingering or gravity drainage.   
4. Grid sensitivity study was therefore carried out on a two-dimensional model of 
the core to determine the optimum size that would sufficiently resolve the finger 
in such displacements.  The sensitivity study was based on the variation in the 
cumulative oil recovered and the differential pressure across the core.  It was 
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observed that the gridding was more sensitive in the direction perpendicular to the 
flow.  The optimum model for the horizontal core was found to be 100 grids in 
the horizontal direction and 80 grids in the vertical direction.  The core was 
assumed to be homogenous in porosity while the permeability field was 
stochastically populated using a normal distribution with small variability to 
trigger the finger during displacement.  The modelling approach was able to 
capture the finger and its behaviour.   
 
 
Chapter 4: Estimation of Two-Phase Flow Functions from Unsteady State Heavy 
Oil Coreflood Experiments with Instability  
This chapter discussed a methodology for estimation of two-phase relative permeability 
from unstable heavy oil displacement experiments.  The following conclusions were 
derived from the work. 
1. Experimental and analytical methods for estimation of two-phase relative 
permeability in conventional oil displacement processes were reviewed, and 
the incapability of these methods to handle displacements in which instability 
and mass transfer take place, such as CO2 injection into heavy oil were 
highlighted.   
2. To estimate relative permeability in such displacements, an implicit history-
matching approach where a high-resolution 2D model of the core was used in 
the history matching of the unsteady-state coreflood data was considered.  
The unknown flow function in the history matching process was represented 
by a versatile L.E.T type parametric equation.  The procedure using 2D model 
and a versatile function to represent the relative permeability curve was able 
to estimate this important flow function sufficiently. 
3. Some parameters, which could control the shape of the curves, were 
investigated.  The key conclusion on this sensitivity is that the estimated 
relative permeability curves were solely controlled by the type of instability 
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and viscosity ratio; the transition zone where the exchange of mass takes 
places does not have a significant effect on the shape of the curves.   
4. The two-phase, gas/oil relative permeability curves estimated from secondary 
CO2 injection into heavy oil (Experiment-1) was basically similar to that 
estimated from N2 injection (Experiment-2), an indication that the shape of 
the curves does not depend on the gas type but rather on the viscosity ratio 
and the extent of the instability.   
5. A one-dimensional model simulation and analysis of the two displacements 
(Experiment-1 and Experiment-2) showed that there was competition 
between gravitational and viscous forces in dictating the stability of the 
displacement.  Moreover, the analysis which did not take into account the 
effect of capillary pressure showed that the N2 injection into the vertical core 
was dominated by viscous fingering while gravitational force dominated the 
CO2 injection into the horizontal core, with a prominent gravitationa l 
override feature.   
6. The history matching of a secondary waterflood for the displacement of heavy 
oil (Experiment-4), where data for drainage capillary pressure curve was 
included in the simulation model, showed that the displacement was stable 
with a sharp, Buckley-Leverett type front. It, therefore, highlights the 
importance of capillary pressure in  stabilising the fronts of these type of 
displacements. 
Chapter 5: Estimation of Three-Phase Relative Permeability from Unsteady-state 
Heavy Oil Coreflood Experiments with Instability 
This chapter examined the mechanism of tertiary waterflood injection.  Tertiary relative 
permeability was estimated by history matching an experiment in which water was used 
to chase a CO2 flood (Experiment-1).  The result of the simulation demonstrated a 
different three-phase CO2/oil/water flow mechanism.  The estimated tertiary oil/water 
relative permeability had different critical values and endpoints compared to that obtained 
from secondary waterflood.  The following conclusions were derived from the chapter: 
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1. The simulation results obtained from the history-matched model of the tertiary 
water injection showed that water preferred to follow the path already opened up 
by the previously injected CO2.  This displacement mechanism was different from 
conventional Water Alternating Gas Injection (WAG) where water, because of its 
higher density than both gas and oil would open up a new path different from that 
of the gas.  In here, the water preferred to follow the path of the CO2, because its 
dissolution in the oil had significantly reduced the viscosity of the trapped oil 
along its path.  Hence, the lower resistance in the CO2 path compared to that in 
the bypassed oil makes it more preferable for the tertiary water to follow.   
 
2. An attempt was made to simulate a Simultaneous Water and Gas (SWAG) 
injection experiment (Experiment-5) in which CO2 and brine were simultaneous ly 
injected.  Two approaches were followed; In one, a secondary gas-oil and 
secondary water-oil relative permeability curves that have been estimated 
previously were combined using Stone’s (ii) model as the three-phase relative 
permeability model in order to simulate the experiment.  In the second, a 
secondary gas/oil and a tertiary oil/water relative permeability curves were 
combined in the Stone’s model (ii) for the three-phase relative permeability.   
 
3. The results of the simulation of the SWAG experiment showed a better match 
with the experimental production data for the second case, where tertiary water-
oil relative permeability was employed in the three-phase Stone’s (ii) model.  This 
is because CO2 has significantly higher mobility compared to water and hence 
moved ahead of the water. 
 
4. In these simulations, a notable discrepancy, in differential pressure across the 
core, between the simulation and the experimental results was observed.  This 
could mainly be attributed to the diffusive flow of CO2, which was not neglected 
in the simulation due to substantially higher computation cost.  As a 
recommendation, it would be worthwhile to include the diffusive flow of CO2 into 
the simulations to sensitise its impact. 
 
 
Chapter 6: Sensitivity Studies on Estimated Heavy Oil Relative Permeability  
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In the displacement of heavy oil by water, gas or solvent, several processes are 
dynamically changing, making the modelling of such displacement difficult to 
achieve.  These include the mass transfer between phases, which can lead to a 
continuous change in phase properties and capillary pressure changes due to the 
change in interfacial tension.  In addition, there is also the issue of viscous finger ing 
resulting from the large mobility ratio.  These are complex processes that require a 
tremendous amount of experimental and theoretical information to adequately model 
and simulate.  It is for these reasons that the model is gauged against the effect of 
some of these complex processes.  The following conclusions were drawn from the 
work in this chapter: 
 
1. The two-phase gas/oil relative permeability obtained from the histo ry 
matching of secondary CO2 injection in a horizontal orientation (Experimen t-
1) was used to simulate similar experiment that was conducted in a vertica l 
orientation (Experiment-5).  The results of the simulation showed a perfect 
match with the experimental data for the vertical injection experiment, 
indicating that the method used for the estimation of relative permeabili ty 
from the unstable displacement was not influenced by gravity or orientation. 
 
2. The results of the simulation also showed that gravity drainage mechanism 
similar to that in vapour extraction (VAPEX) processes occurred in the 
vertical injection, indicating the ability of CO2 to extract component under 
the influence of gravity through density-driven current. 
 
3. The shape of the relative permeability estimated by history matching when 
capillary pressure curve was included was different from that estimated when 
the capillary pressure was not included.  They showed significantly diffe rent 
critical saturation values and residual oil saturation, even though the core was 
homogenous with relatively high permeability.  This understates the 
importance of capillary pressure when estimating relative permeability in 
heavy oil displacement. 
 
4. The simulation of secondary waterflood in which experimental drainage 
capillary pressure curve was included showed a stable, Buckley-type of  front 
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while the simulation of the same experiment, where capillary pressure curve 
was not included showed an unstable front with multiple viscous fingers .  
This highlights the importance of capillary pressure in the stability of fronts 
in the simulation of heavy oil displacement processes. 
 
5. Effect of Fickian (molecular) diffusion on the residual oil and the recovery 
was investigated.  The analysis showed that only about 10% of the bypassed 
oil could be affected by static diffusion.  However, this could be significantly 
higher when dynamic diffusion which includes convective currents and 
dispersion effects is considered. 
 
6. The viscosity of injected gas phase in heavy oil displacement can dynamica l ly 
change as it gradually extracts lighter components from the oil.  This would 
have a significant effect on the amount of trapped oil in the pores and hence, 
the recovery.  Since most simulators assume instantaneous equilibrium as the 
injected gas comes in contact with the oil, it is important to determine the 
effect of the change on recovery.  This was achieved by varying the viscos i ty 
of the contacted gas in the simulation of a gas injection into heavy oil.  An 
increase of about 10% in the contacted viscosity led to about 5% increase 
incremental ultimate oil recovery, a significant improvement that was partly 
due to extracted lighter components that were produced in the gas phase. 
 
7. A peculiar property of CO2 is its ability to increase oil density in solut ion.  
This phenomenon could lead to density current which can significantly affect 
recovery.  The result of simulation of a CO2 injection into heavy oil showed 
that dynamic change in density resulted in density-driven current and eddies 
which improved recovery from the bypassed oil region. 
 
8. Hydrocarbon solution gas in heavy oil can limit the amount of CO2 that can 
dissolve in the oil thereby hampering its beneficial viscosity reduction effec t.    
The comparison of the simulation result for dead oil (Experiment-1) and live 
oil (Experiment-3) showed that the recovery of the latter was lower due to 
the competition between the two solvents (methane and CO2).  
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9. The relative permeability curves of live oil are markedly different from that 
of the dead oil due to change in fluid viscosity and possibly as a result of 
changes in rock properties such as wettability and contact angle, which need 
to be verified through physical experiment.  
 
Chapter 7: Theoretical predictive model for Viscous Fingering in Heavy Oil 
Compositional Displacement 
The main purpose of this chapter was to develop a simple theoretical tool for predicting 
viscous fingering in displacements with instability and to analytically verify estimated 
relative permeability curves.  The following conclusions were drawn from the studies.   
 
The theory of viscous fingering in compositional displacement, which was developed, 
based on material balance and Koval’s empirical equation for light and conventional oils 
was extended to predict composition in heavy oil displacement by immiscible gas.   
 
1. The theory, which is based on the assumption of linear variation of composition 
within a fingered region, has shown the potential to predict saturation profile 
within a fingered region in an unstable displacement, such as heavy oil 
displacement processes. 
2. The saturation profile of CO2 injection into horizontal core (Experiment-1) and 
vertical core (Experiment-4), saturated with heavy oil, were predicted using the 
relative permeability curves estimated from previous history matching studies .  
The saturation profiles reasonably agreed with the average saturation profile 
obtained from high-resolution simulation of the similar experiment.  In particular, 
the breakthrough time was accurately predicted in both cases while the saturation 
and width of the fingered region in the horizontal case was also accurately 
predicted.    For the vertical case, the theory could not satisfactorily predict the 
saturation and the width of the fingered region due to the gravitational effect that 
was factored into the equation.  However, it has shown the capability of the 
proposed semi-analytical method to predict viscous fingering in such 
displacements. 
3. Therefore, this method can be used to verify the relative permeability obtained 
from history matching of unstable displacement processes. 
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Chapter 8: Multiscale Approach to Estimation of Two-Phase Relative Permeability 
from Unstable Displacements Using History Matching 
The difficulty in measurement, artefact and cumbersome analysis of result has made the 
determination of relative permeability using experimental technique untenable or quite 
often unreliable. History matching is often resorted to in order to estimate this important 
flow function.  However, history matching is time and resource consuming, and even 
more so when confronted with an unstable displacement that requires a high-resolut ion 
fine grid model. The limits of hitherto powerful computers can easily be tested in such 
scenarios, and it is, therefore, expedient to develop a methodology that would reduce the 
computational time and resource requirement of the history matching process. For this 
objective, a novel multiscale approach that uses a set of coarse grid model in the history 
matching process instead of a single high-resolution fine grid model was proposed. The 
following conclusions were drawn from the approach. 
1. It shows that a relationship can exist between relative permeability function 
parameter values for a set of coarse models which can be extended to estimate the 
parameter values for a high-resolution model. 
2. The relative permeability estimated from an unstable displacement using the 
multiscale approach, was appropriate for use in the simulation of a high-resolut ion 
model, as it was able to match the experimental production data correctly. 
3. The total time required for the simulation of the multiscale coarse models was 
only about one-third the time needed to simulate the single high-resolution model 
for the examples considered, a huge benefit in terms of simulation time.  
4. The memory requirement of the multiscale coarse models for the experiments 
considered was only about a half required for the simulation of the high-resolut ion 
model. Therefore, the lower memory size and computations required in the 
multiscale approach using coarse models means that a less powerful computer can 
be used to estimate the relative permeability curves for unstable displacements 
with accuracy similar to that obtained using a high-resolution model approach. 
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9.2 RECOMMENDATION 
The work to advance the numerical simulation of unstable displacements exacerbated by 
mass transfer is far from complete, and there are huge areas for improvements.  Based on 
the work presented in this thesis, the following recommendations can be proposed for 
future works. 
 
1. Although the approach to PVT modelling was able to capture the overall 
behaviour of the fluid components in the experiment, however, it was insuffic ient 
in matching quantitatively, the composition of the produced fluid from the 
experiment.  This understates the importance of sufficient experimental data and 
therefore more PVT experiments would be required to effectively model the phase 
behaviour of the components in order to achieve a better match.   
 
2. In the CO2 injection experiment, there was a gradual dissolution of the gas into 
oil, however, the commercial simulator used (CMG-GEM) is based on an 
equation of state that assumes instantaneous equilibrium.  This can be inaccurate 
and may lead to an erroneous result.  A higher order numerical simulator capable 
of handling this compositional effect should be used to understand fully how the 
exchange of components affect recovery. 
 
3. Capillary pressure is one of the prevailing parameters affecting fluid distribution 
and recovery in oil reservoirs and is routinely measured in the oil industry using 
displacement test methods such as centrifuging for two-phase flow.  However, 
reliable measurements are difficult to obtain for heavy oil systems due to the 
nature of the fluid. Sensitivity study had shown the stabilising effect of capillary 
pressure on displacement.  This shows that capillary pressure can affect 
significantly influence the stability of fronts in such displacements and extensive 
experimental and theoretical work should be conducted to gain a better 
understanding of capillary pressure.   
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4. The multiscale approach for the estimation of relative permeability of an unstable 
displacement by history matching has shown a promising result when applied at 
core scale and its applicability at a larger scale should be investigated. 
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