This paper addresses the construction of a short-vector (128D) image representation for large-scale image and particular object retrieval. In particular, the method of joint dimensionality reduction of multiple vocabularies is considered. We study a variety of vocabulary generation techniques: different k-means initializations, different descriptor transformations, different measurement regions for descriptor extraction. Our extensive evaluation shows that different combinations of vocabularies, each partitioning the descriptor space in a different yet complementary manner, results in a significant performance improvement, which exceeds the state-of-the-art.
INTRODUCTION
L arge-scale image retrieval techniques have been developing and improving greatly for more than a decade. Many of the current state-of-the-art approaches [16, 4, 8] are based on the bag-of-words (BOW) approach originally proposed by Sivic and Zisserman [23] . Another popular image representation arises from aggregating local descriptors like Fisher kernel [19] and Vector of Locally Aggregated Descriptors (VLAD) [10] .
The BOW vectors are high dimensional (up to 64 million dimensions in [15] ), so, due to the high memory and computational requirements, search is limited to a several million images on a single machine. There are more scalable approaches that tackle this problem by generating compact image representations [24, 19, 10] , where the image is described by a short vector that can be additionally compressed into Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. compact codes using binarization [24, 26] , product quantization [9] . In this paper we propose and experimentally evaluate simple techniques that additionally boost retrieval performance, but at the same time preserve low memory and computational costs.
Short vector image representations are often generated using the principal component analysis (PCA) technique to perform the dimensionality reduction over high-dimensional vectors. Jegou and Chum [6] study the effects of PCA on BOW representations. They show that both steps of PCA procedure, i.e., centering and selection of de-correlated (orthogonal) basis minimizing the dimensionality reduction error, improve retieval performance. Centering (mean subtraction) of BOW vectors provides a boost in performance by adding a higher value to the negative evidence: given two BOW vectors, a visual word jointly missing in both vectors provides useful information for the similarity measure [6] . Additionnaly, they advocate the joint dimensionality reduction with multiple vocabularies to reduce the quantization artifacts underlying BOW and VLAD. These vocabularies are created by using different initializations for the k-means algorithm, which may produce relatively highly correlated vocabularies.
In this paper, we propose to reduce the redundancy of the joint vocabulary representation (before the joint dimensionality reduction) by varying parameters of the local feature descriptors prior to the k-means quantization. In particular, we propose: (i) different sizes of measurement regions for local description, and (ii) different power-law normalizations of local feature descriptors. In this way, created vocabularies will be more complementary and joint dimensionality reduction of concatenated BOW vectors originating from several vocabularies will carry more information. Even though the proposed approaches are simple, we show that they provide significant boosts to retrieval performance with no memory or computational overhead at the query time.
Related work. This paper can be seen as an extension of [6] , details of which are given later in Section 2.3. A number of papers report results with short descriptors obtained by PCA dimensionality reduction. In [10] and [19] , aggregated descriptors (VLAD and Fisher vector respectively) are used followed by PCA to produce low dimensional image descriptors. In a paper about VLAD [2] , authors propose a method for adaptation of the vocabulary built on an independent dataset (adapt) and intra-normalization (innorm) method that L2 normalizes all VLAD components independently, which suppresses the burstiness effect [7] . In [11] , a 'democratic' weighted aggregation method for burstiness supression is introduced. In this paper, we compare results of all the aforementioned methods using low dimensional descriptors D = 128.
The rest of the paper is organized as follows: Section 2 gives a brief overview of several methods: bag-of-words (BOW), efficient PCA dimensionality reduction of high dimensional vectors, and baseline retrieval with multiple vocabularies. Section 3 introduces novel methods for joint dimensionality reduction of multiple vocabularies and presents extensive experimental evaluations. Main conclusions are given in Section 4.
BACKGROUND AND BASELINE
This section gives a short overview of the background of bag-of-words based image retrieval and the method used in [6] . Key steps and ideas are discussed in higher detail to help understanding of the paper.
Bag-of-words (BOW) image representation
First efficient image retrieval based on BOW image representation was proposed by Sivic and Zisserman [23] . They use local descriptors extracted in an image in order to construct a high-dimensional global descriptor. This procedure follows four basic steps:
1. For each image in the dataset, regions of interest are detected [14, 13] and described by an invariant descriptor which is d-dimensional. In this work we use the multi-scale Hessian-Affine [18] and MSER [13] detectors, followed by SIFT [12] or RootSIFT [1] descriptors. The rotation of the descriptor is either determined by the detected dominant orientation [12] , or by the gravity vector assumption [18] . The descriptors are extracted from different sizes of measurement regions [13] , as described in detail in Section 3.
Descriptors extracted from the training (independent)
dataset are clustered into k clusters using the k-means algorithm, which creates a visual vocabulary.
3.
For each image in the dataset, a histogram of occurrences of visual words is computed. Different weighting schemes can be used, the most popular is inverse document frequency (idf ), which generates a D dimensional BOW vector (D=k).
4.
All resulting vectors are L2 normalized, as suggested in [23] , producing final global image representations used for searching.
Efficient PCA of high dimensional vectors
In most of the cases BOW image representations have very high number of dimensions (D can take values up to 64 million [15] ). In these cases the standard PCA method (reducing D to D ) computing the full covariance matrix is not efficient. The dual gram method can be used to learn the first D eigenvectors and eigenvalues. Instead of computing the D × D covariance matrix C, the dual gram method computes the n × n matrix Y T Y , where Y is a set of vectors used for learning, and n is the number of vectors in the set Y . Eigenvalue decomposition is performed using the Arnoldi algorithm, which iteratively computes the D desired eigenvectors corresponding to the largest eigenvalues. This method is more efficient than the standard covariance matrix method if the number of vectors n of the training set is smaller than the number of vector dimensions D, which is usually the case in the BOW approach. Jegou and Chum [6] analyze the effects of PCA dimensionality reduction on the BOW and VLAD vectors. They show that even though PCA successfully deals with the problem of negative evidence (higher importance of jointly missing visual words in compared BOW vectors), it ignores the problem of co-occurrences (co-occurences lead to over-count some visual patterns when comparing two image vector representation, see [3] ). In order to tackle the aforementioned problem, they propose performing a whitening operation, similar to the one done in independent component analysis [5] (implicitly performed by the Mahalanobis distance), jointly with the PCA. In our experiments we will use dimensionality reduction from D to D components, as done in [6]:
1. Every image vector v = (v1, . . . , vD) is post-processed using power-law normalization [19] : vi := |vi| β × sign(vi), with 0 ≤ β < 1 as a fixed constant. Vector v is L2 normalized after processing. It has been shown [10] that this simple procedure reduces the impact of multiple matches and visual bursts [7] . In all our experiments β = 0.5, denoted as signed square rooting (SSR). 3. Every power-law normalized image descriptor used for searching X is PCA-projected and truncated, and at the same time whitened and re-normalized to a new vectorX, as in [6] .
First
In order to compare results in a fair manner, we will use D = 128 dimensions for all our experiments following the trend of previous research in short image representations.
The baseline method
This paper builds upon the work [6] , which is briefly reviewed in this section. In [6] , a joint dimensionality reduction of multiple vocabularies is proposed. Image representation vectors are separately SSR normalized for each vocabulary, concatenated and then jointly PCA-reduced and whitened as explained in the Section 2.2. The idf term is ignored, and it is noted that the influence is limited when used with multiple vocabularies. Comparing to the straightforward concatenation, where the results do not noticeably improve after adding multiple vocabularies, it can be noticed that an improvement in performance is achieved even when keeping low memory requirements by using PCA dimensionality reduction. However, for some vocabularies (i.e. k = 2k), performance is dropping after only few vocabularies used.
Datasets and evaluation. Results of all methods are evaluated on Oxford5k, Oxford105k [20] and Holidays [8] datasets that are widely used in the image retrieval area. The performance is reported as mean average precision (mAP). As a training dataset for vocabulary construction and image representation level PCA learning in both cases we use Paris6k [21] . Also, we compare our results with other approaches evaluated on the same datasets.
SOURCES OF MULTIPLE CODEBOOKS
We propose combining multiple vocabularies that are differing not just in random initialization of clustering procedure, but also in the data used for clustering. The feature data are alternated in the process of local features description. This process is not trying to synthesize appearance de-formations, but rather varying certain design choices in the pipeline of feature description, such as the relative size of the measurement region. Vocabularies created in this manner will contain less redundancy. This is combined with joint PCA dimensionality reduction (as described in Sections 2.2 and 2.3) in order to produce short-vector image representations that are used for searching the most similar images in the dataset.
Multiple measurement regions. An affine invariant descriptor of an affine covariant region can be extracted from any affine covariant constructed measurement region [13] .
As an example of a measurement region that is, in general, of a different shape than the detected region, is an ellipse fitted to the regions, as proposed by [25] and also used for MSERs [13] . An important parameter is the relative scale of the measurement region with respect to the scale of the detected region. Since the output of the detector is designed to be repeatable, it is usually not discriminative. To increase the disriminability of the descriptor, it is commonly extracted from area larger than the detected region. In case of [18] , the relative change in the radius is r = 3 √ 3. The larger the region, the higher discriminability of the descriptor, as long as the measurement region covers a close-to-planar surface. On the other hand, larger image patches have higher chance of hitting depth discontinuities and thus being corrupted. To take the best of this trade off, we propose to construct multiple vocabularies over descriptors extracted at multiple relative scales of the measurement regions. Including lower scales leverages the disadvantages of large measurement regions, while joint dimensionality reduction eliminates the dependencies between the representations.
We consider using different sizes of measurement regions: 0.5 × r, 0.75 × r, 1 × r, 1.25 × r, 1.5 × r; creating slightly different SIFT descriptors used to learn every vocabulary. Implementation is very simple and during online stage the computation has to be done only for the features from query image region. Though simple, this method provides significant improvement even when concatenating vocabularies of small sizes (i.e. k = 2k and k = 1k). We also explore the use of vocabularies with different sizes. All BOW vectors in this case are weighted proportionally to the logarithm of their vocabulary size [6] . In each step we concatenate a new bundle of vocabularies with multiple sizes, calculated with a different measurement region. We notice improvement when using multiple vocabulary sizes as well. This approach is denoted as mMeasReg.
Multiple power-law normalized SIFT descriptors. SIFT descriptors [12] were the popular choice in most of the image retrieval systems for a long time. Arandjelovic et al. [1] show that using a Hellinger kernel instead of standard Euclidian distance to measure the similarity between SIFT descriptors leads to a noticeable performance boost in retrieval system. The kernel is implemented by simply square rooting every component of SIFT descriptor. Using Euclidian distance on these new RootSIFT descriptors will give the same result as using Hellinger kernel on the original SIFT descriptors. In general, a power-law normalization [19] with any power 0 ≤ β ≤ 1 can be applied to the descriptors (β = 0.5 resulting in RootSIFT [1] ). Voronoi cells constructed in power-law normalized descriptor spaces can be seen as non-linear hyper-surfaces separating the features in the original (SIFT) descriptor space. Concatenation of such feature space partitionings reduces the redundant information.
There is no additional memory required and the change can be done on-the-fly with virtually no additional computational cost using simple power operation. We consider building four different vocabularies using: SIFT and SIFT with every component to the power of 0.4, 0.5, 0.6 (denoted as SIFT 0.4 , SIFT 0.5 , SIFT 0.6 respectively). Concatenation is done on single vocabularies and on a bundle of vocabularies with different sizes. Adding all mentioned SIFT modifications to the process of vocabulary creation achieves noticeable improvement of retrieval performance in the case of all vocabulary sizes. We denote this method as mRootSIFT.
Combining vocabularies of different SIFT exponents improves over combining different vocabularies of a single SIFT exponent. For example, for 4 × 2k vocabularies, the mAP on Oxford5k is 46.5 for 4 × SIFT 0.5 , and 47.7 for exponent combination.
Multiple feature detectors. In the Video Google approach [23] the authors combine vocabularies created from two different feature types. In this paper we attempt to combine Hessian-Affine [18] and MSER [13] detectors. Surprisingly, we notice that after the joint PCA reduction there is a decrease in performance.
Comparison with the state-of-the-art
Comparison with the current methods dealing with short vector image representation is given in Table 1 . Authors of the baseline approach on multiple vocabularies (mVocab) did not provide results for Oxford5k and Oxford105k datasets using all of their proposed methods, so we reimplemented and presented the corresponding results. Compared to their best method on Oxford5k that achieves 42.9 mAP, our best method (48.8 mAP) obtains significant relative improvement of 13.8%. In fact, all our methods outperform mVocab baseline methods on Oxford5k by a noticeable margin, with an improvement of 9.3% in the case of our worst performing method. When evaluating large-scale retrieval on Oxford105k dataset our methods again outperform the baseline method, relative improvement is 17.9% for our best performing method, and 10.8% for the worst performing one. In order to make a fair comparison when evaluating on Holidays dataset we again reimplemented the baseline approach, using Paris6k for learning the vocabularies and PCA projections (as we did in all our methods). In this case, the relative improvement is 4.3% with our best method (from 64.5 mAP to 67.3 mAP). We also compare our methods to two recent state-of-the-art approaches on short representations [2, 11] . On Oxford5k and Oxford105k we improve as much as 8.9% and 10.7%, respectively, compared to VLAD based approach [2] , and 12.7% and 17.3%, respectively, compared to T-embedding based approach [11] . On Holidays dataset relative improvement is 7.7% compared to the former and 9.1% compared to the latter. Note that the dataset used for learning of the meta-data for Holidays is different: we use Paris6k, while both [2] and [11] are using an independent dataset comprising of 60k images downloaded from Flickr.
CONCLUSIONS
Methods for multiple vocabulary construction were studied and evaluated in this paper. Following [6] , the concate- nated BOW image representations from multiple vocabularies were subject to joint dimensionality reduction to 128D descriptors. We have experimentally shown that generating diverse multiple vocabularies has crucial impact on search performance. Each of the multiple vocabularies was learned on local feature descriptors obtained with varying parameter settings. That includes feature descriptors extracted from measurement regions of different scales, and different power-law normalizations of the SIFT descriptors prior to kmeans quantization. The proposed vocabulary constructions improve performance over the baseline method [6] , where only different initializations were used to produce multiple vocabularies. More importantly, the all proposed methods exceed the state-of-the-art results [2, 11] by a large margin. The choice of the optimal combination of vocabularies to combine still remains an open problem. Extended version of this paper with more experiments is available on arXiv, see [22] .
