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We develop an extension of the Gutzwiller Approximation (GA) formalism that includes the
effects of Coulomb interactions of arbitrary range (including density density, exchange, pair hopping
and Coulomb assisted hopping terms). This formalism reduces to the ordinary GA formalism for
the multi-band Hubbard models in the presence of only local interactions. This is accomplished
by combining the 1/z expansion —where z is the coordination number and only the leading order
terms contribute in the limit of infinite dimensions— with a P †RPR − I expansion, where PR is the
Gutzwiller projector on the site R. The method is conveniently formulated in terms of a Gutzwiller
Lagrange function. We apply our theory to the extended single band Hubbard model. Similarly
to the usual Brinkman-Rice mechanism we find a Mott transition. A valence skipping transition
is observed, where the occupation of the empty and doubly occupied states for the Gutzwiller
wavefunction is enhanced with respect to the uncorrelated Slater determinant wavefunction.
I. INTRODUCTION
Over the last three decades there has been renewed
interest and substantial progress in the development of
methods for treating strongly correlated electron sys-
tems. Various approximations to the Density Functional
Theory (DFT) such as the Local Density Approximation
(LDA) proved to be a good starting point for combi-
nations with more advanced methodologies [1] to study
strongly correlated systems. In this regard, of partic-
ular interest are quantum embedding methods, such as
the Dynamical Mean Field Theory (DMFT) [2], Den-
sity Matrix Embedding Theory (DMET) [3], the GA [4–
24] and the slave particles methods [7, 8, 25–27], which
share many common elements [8, 9, 15, 19, 26, 28]. In
this work we focus on the GA, which has been actively
developed in recent years. Combining these embed-
ding methods with density functional theory gives rise to
(LDA+DMFT) [29, 30] and LDA in combination with the
GA (LDA+GA) [15, 31–33]. Furthermore these methods
can be cast in a framework of functionals of multiple ob-
servables, making them convenient for ab-initio numeri-
cal simulations [15, 34].
In many currently available theoretical frameworks to
study strongly correlated systems, the non-local compo-
nents of the Coulomb interaction have been treated at the
mean field level. On the other hand, this may not be suffi-
cient in many cases. For example, the non-local Coulomb
interactions can be as important as the local contribu-
tions in organic materials, where even the electrons of s
and p orbitals can induce strong-correlation effects [35].
More generally, in many materials the bare nearest neigh-
bor Coulomb matrix elements are the same order of mag-
nitude as the hopping matrix elements [13, 36], suggest-
ing that it is necessary to take them into account more
accurately.
Many techniques to treat short-ranged non-local in-
teractions have been developed in the context of model
Hamiltonians. For extensions of DMFT to treat this
problem see [37–46]. In this work we will focus on ex-
tensions of the GA, that is computationally significantly
less expensive than DMFT. A pioneering extension of the
GA to treat the t-J model was introduced by Zhang et.
al. [47]. Ogata et al. made calculations of higher order
corrections for the t-J model within the GA [48]. The ef-
fects of different intersite interactions for the extended t-J
model were studied by Sensarma et. al. within the GA
[49]. An operatorial approach to the GA, where expec-
tation values of Gutzwiller projected operators were cal-
culated in a 1/z expansion, was proposed in [50]. Bench-
mark calculations for hydrogen like systems, including
the effects of intersite interactions within the framework
of the extended Hubbard model, were performed within
the GA in Refs. [51, 52]. The so called “statistically
consistent GA” for non-local interactions was studied in
[53–56] and the so called “diagramattic expansion of the
Gutzwiller wavefunction” with intersite interactions was
developed in [57–59] for many models. However, GA
methodologies able to account systematically for the ef-
fects of non-local interactions in realistic first-principle
calculations, without empirical adjustments, are still not
available. Here we propose a new generalization of the
GA, that constitutes a step towards this ambitious goal.
In fact we show that, combining the ideas underlying the
1/z expansion [16, 60, 61] with the P †RPR − I expansion
[53, 54, 57, 58, 62], it is possible to tackle systematically
non-local two site interactions for general multi-orbital
Hubbard models. Our work is an extension of the GA to
intersite interactions, in the same spirit as the extended
DMFT [39, 44, 45] and the dual boson method [63, 64] ex-
tend Dynamical Mean Field Theory [2]. To illustrate our
method we present calculations for the extended single
band Hubbard model, including nearest-neighbor hop-
ping, density density, correlated hopping, pair hopping
and exchange interactions. In particular, our calculations
of the single band extended Hubbard model indicate that
the nearest-neighbor Coulomb interactions can induce a
phase transition where charge fluctuations are enhanced
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2rather than suppressed.
The setup of the paper is as follows. In Sec. II we
present an application of our formalism to the single band
extended Hubbard model. In Sec. III we present the
main general Hamiltonian studied throughout the text.
In Sec. IV we discuss the simplifications of GA formal-
ism arising from retaining only the leading order in the
P †RPR − I expansion. In Sec. V we show that by com-
bining the P †RPR − I formalism with the 1/z expansion
it is possible to express semi-analytically the variational
energy (including the contribution of the non-local inter-
action terms) as function of the GA variational parame-
ters. In Sec. VI we conveniently reformulate our theory
in terms of a GA Lagrange function, which reduces to the
result of Ref. [65] for the special case of only-local inter-
actions. In Sec. VII we conclude. The more technical
derivations are relegated to the appendices.
II. THE EXTENDED SINGLE-BAND
HUBBARD MODEL
A. Hamiltonian and setup
As an example of our general formalism, that will be
presented in the following sections, here we consider the
single-band extended Hubbard model [37–46, 69–79]:
H =− t
∑
〈R,R′〉,σ=±
(
c†RσcR′σ + h.c.
)
+ U
∑
R
nR↑nR↓
+ V
∑
〈R,R′〉
nRnR′ − µ
∑
Rσ
nRσ, (1)
where 〈R,R′〉 denotes nearest neighbors R and R′.
As in the classic GA theory, our formalism is based
on the following variational wave function for the ground
state of the system:
|Ψ〉 =
∏
R
PR |Ψ0〉 , (2)
where PR is a bosonic operator acting on a single site R
and |Ψ0〉 a single band Slater determinant wave-function.
For simplicity, here we will focus on the normal phase, i.e.
we will assume that |Ψ〉 does not break any symmetry of
the Hamiltonian H. Following Refs. [15, 19, 60, 65–68]
we aim to minimize the following energy function:
E = 〈Ψ|H |Ψ〉〈Ψ | Ψ〉 , (3)
while fulfilling the following subsidiary conditions, known
as the Gutzwiller constraints: [15, 60, 61, 65–68]:
〈Ψ0|P †RPR |Ψ0〉 = 1
〈Ψ0|P †RPRc†RσcRσ |Ψ0〉 = 〈Ψ0| c†RσcRσ |Ψ0〉 . (4)
Besides the GA, which is an approximation that becomes
exact in the limit of infinite dimensions, our general the-
ory, to include non-local interactions, will be based on
the P †RPR − I approximation (see Appendices A and B).
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Figure 1. (A) Phase diagram of the single-band extended
2D Hubbard model for U and V . (B) Phase diagram of the
single-band extended Hubbard model from Ref. [37] for U
and V .
B. Gutzwiller Lagrange function
1. Hubbard model
Following Refs. [15, 65], the GA solution of the energy
minimization in Eq. (3), for V = 0, can be determined
by extremizing the following Lagrange function:
LN (D,R, λ, λc,∆, Ec, E, µ, |Ψ0〉 , |Φ〉)
=
1
N 〈Ψ0|HQP |Ψ0〉+ E (1− 〈Ψ0 | Ψ0〉)
+ 〈Φ|HEmb |Φ〉+ Ec (1− 〈Φ | Φ〉)
+ LMix (D,R, λ, λc,∆) + µNN , (5)
where:
HQP = −t
∑
〈RR′〉σ
[
RR∗f†RσfR′σ + h.c.
]
+
∑
Rσ
λf†RσfRσ − µ
∑
Rσ
f†RσfRσ (6)
HEmb = Ucˆ
†
↑cˆ↑cˆ
†
↓cˆ↓ +
∑
σ
λcfˆσ fˆ
†
σ
+
[∑
σ
Dcˆ†σ fˆσ + h.c.
]
, (7)
LMix (D,R, λc, λ,∆)
= −2 (λ+ λc) ∆− 4D
(
R
√
(1−∆) ∆
)
. (8)
Here R and λ are the renormalization coefficients in the
quasiparticle Hamiltonian in Eq. (6), D and λc are pa-
rameters of the embedding HamiltonianHEmb in Eq. (7),
3|Φ〉 is a generic wave function in the Hilbert space of the
embedding Hamiltonian HEmb, Ec is a Lagrange multi-
plier enforcing the normalization of |Φ〉, E is a Lagrange
multiplier used to enforce the normalization of the Slater
determinant |Ψ0〉, ∆ is the local density of quasiparticles
of the quasiparticle Hamiltonian in Eq. (6), N is the
total number of electrons and N is the total number of
sites.
2. Hartree Fock Lagrange function
For later convenience, before introducing our exten-
sions of the GA, here we outline the Hartree Fock for-
malism for V 6= 0. The Hartree Fock solution to Eq. (1)
can be obtained by extremizing the following Lagrange
function:
LN
(
λ, λ(n.n.),∆,∆(n.n.), E, µ, |Ψ0〉
)
=
1
N 〈Ψ0|HQP |Ψ0〉+ E (1− 〈Ψ0 | Ψ0〉)
+ LMix
(
λ, λ(n.n.),∆,∆(n.n.)
)
+ µ
N
N , (9)
where:
HQP = −t
∑
〈RR′〉σ
[
f†RσfR′σ + h.c.
]
+
∑
〈RR′〉σ
λ(n.n.)f†RσfR′σ +
∑
Rσ
λf†RσfRσ − µ
∑
Rσ
f†RσfRσ,
(10)
LMix
(
λ, λ(n.n.),∆,∆(n.n.)
)
= −2λ∆− 2λ(n.n.)∆(n.n.)+
+ U∆2 + 2zV∆2 − zV
[
∆(n.n.)
]2
. (11)
Here λ and λ(n.n.) are Lagrange multipliers used to en-
force that ∆ and ∆(n.n.) are the local and nearest neigh-
bor density of quasiparticles for the quasiparticle Hamil-
tonian in Eq. (10), E is a Lagrange multiplier used to
enforce the normalization of the Slater determinant |Ψ0〉
in Eq. (10). We note that, because of the non-local in-
teraction in Eq. (1), HQP includes the nonlocal term
λ(n.n.).
3. The extended Hubbard model Gutzwiller Lagrange
Function
Let us now consider the extended Hubbard model with
V 6= 0 within the GA. As we are going to show below, it
is possible to extend the classical GA Lagrange function
as follows:
LN (D,F,R, T , Ec
λ, λ(n.n.), λc, λb,∆,∆(n.n.), o, E, µ, |Ψ0〉 , |Φ〉
)
=
1
N 〈Ψ0|HQP |Ψ0〉+ E (1− 〈Ψ0 | Ψ0〉)
+ 〈Φ|HEmb |Φ〉+ Ec (1− 〈Φ | Φ〉) + µNN +
LMix
(
D,F,R, T , λ, λ(n.n.), λc, λb,∆,∆(n.n.), o
)
, (12)
where:
HQP = −t
∑
〈RR′〉σ
[
RR∗f†RσfR′σ + h.c.
]
+
∑
〈RR′〉σ
λ(n.n.)f†RσfR′σ +
∑
Rσ
λf†RσfRσ − µ
∑
Rσ
f†RσfRσ,
(13)
HEmb = Ucˆ
†
↑cˆ↑cˆ
†
↓cˆ↓ +
∑
σ
λcσ fˆσ fˆ
†
σ
+
[∑
σ
Dcˆ†σ fˆσ + h.c.
]
+
− F (ncnf − 2nc (1−∆)) + λbnc, (14)
LMix
(
D,F,R, T , λ, λ(n.n.), λc, λb,∆,∆(n.n.), o
)
= −2 (λ+ λc) ∆− 2λ(n.n.)∆(n.n.) − 2λbo−
− 4
[
D
(
R
√
(1−∆) ∆
)]
− 2F (1−∆) ∆T + 2zV o2 − zV
[
∆(n.n.)T
]2
. (15)
The derivation of the Lagrange function in Eq. (12) is
provided below for the general multi-orbital case. Here
we focus on explaining the main physical meaning of the
terms appearing in the Lagrange function in Eq. (12).
The main differences of the Lagrange function in Eq.
(12) with respect to Eq. (5) are: (1) HQP now contains
a non-local term λ(n.n.), which is equal to Eq. (10) for
the Hartree-Fock case, but also includes the renormal-
ization factors R. (2) the embedding Hamiltonian HEmb
—which is the reference system describing the coupling
of the impurity to the environment— now also includes
a density density interaction coupling between the impu-
rity and the bath. (3) LMix contains the new Lagrange
multipliers F and λb. Furthermore, it includes the factor
T , which is a correlation-induced correction with respect
to the last term of Eq. (11). At the saddle point, the pa-
rameter o equals the local electron occupation per spin.
C. Benchmark calculations
Here we focus on the 2D Hubbard model on the square
lattice. As shown in Appendix G, extremizing Eq. (12)
4is equivalent to minimizing the following energy function
of the local double occupancy η:
E (η) = η2 [32tzχ− 16V zχ2]+ η [−16tzχ+ U ] , (16)
where 0 ≤ η ≤ 12 , z = 4 is the number of nearest neigh-
bors per site and
χ = 4
∫ pi
0
dkx
2pi
∫ pi−kx
0
dky
2pi
(cos (kx) + cos (ky)) =
4
pi2
.
(17)
In Fig. 1(A) we show the phase diagram of this system.
It is insightful to compare our phase diagram with the
DMFT+GW study of Ref. [37] (the relevant data is re-
produced in Fig. 1(B)), where CDW and SDW symmetry
breaking was allowed while we considered only the nor-
mal phase. Remarkably our solution, which is completely
encoded in Eq. (16), is in good quantitative agreement
with the numerical DMFT+GW data [37].
1. Brinkman Rice phase
Consistently with the fact that our theory reduces to
the ordinary GA in the limit of vanishing intersite inter-
actions, at V = 0 we recover the Brinkman Rice transi-
tion [12], where η = 0 (i.e., the charge fluctuations are
frozen) for all U ≥ 16tzχ. More generally the Brinkman
Rice phase occurs when U > 16tzχ and V < U8tzχ2 .
2. Metallic phase: enhanced-valence crossover
Minimizing the energy function [Eq. (16)] it can be
readily shown that for U < 16tzχ and V < Vc =
χ−1
(
1 + U16tzχ
)
the system remains metallic and that,
in this phase, the double occupancy is given by:
η =
1− U16tzχ
4 (1− V χ/2) . (18)
Eq. (18) shows that the intersite Coulomb interaction can
enhance dramatically charge fluctuations. In particular,
we note that η can even exceed 14 for Vc > V >
U
8tzχ2 ,
which is impossible in the half-filled single-band Hub-
bard model with only local Hubbard repulsion. The
points where η = 14 , which here we refer to as the
"enhanced-valence crossover," are marked by a dotted
line in Fig. (1).
3. Valence-skipping phase
The non-local Coulomb interaction can induce a phase
transition into a phase with double occupancy η = 12 ,
which is stable for V > χ−1
(
1 + U16tzχ
)
and V > U8tzχ2 .
In this work we refer to this region as the "valence-
skipping phase" as the single site expectation values are
given by:
〈Ψ | 0〉 〈0 | Ψ〉 = 〈Ψ |↑↓〉 〈↑↓| Ψ〉 = 1
2
〈Ψ |↑〉 〈↑| Ψ〉 = 〈Ψ |↓〉 〈↓| Ψ〉 = 0. (19)
For V χ > 2 there is a first order phase transition between
the Brinkman Rice phase [12] and the valence skipping
phase while for V χ < 2 there is a second order phase
transition between the metallic phase and the valence
skipping phase. The order of the phase transition can be
inferred from the continuity or discontinuity of η across
these phase transition line (obtained analytically in the
metallic phase in Eq. (18)). The tricritical point is at
(U, V ) =
(
16tzχ, 2χ
)
.
III. EXTENDED MULTI-ORBITAL HUBBARD
HAMILTONIAN
5We consider a generic electronic Hamiltonian, which can be represented in second quantization notation as follows:
H =
∑
R
N∑
α,β=1
EαβR
[
c†RαcRβ
]
+
∑
R1 6=R2
N∑
α,β=1
tα;βR1;R2
[
c†R1α
][
cR2β
]
+
∑
R
N∑
α,β,γ,δ=1
UαβγδR
[
c†Rαc
†
RβcRγcRδ
]
+
∑
R1 6=R2
N∑
α,β,γ,δ=1
V αβ;γδR1;R2
[
c†R1αcR1β
][
c†R2γcR2δ
]
+
∑
R1 6=R2
N∑
α,β,γ,δ=1
Y αβ;γδR1;R2
[
c†R1αc
†
R1β
][
cR2γcR2δ
]
+
 ∑
R1 6=R2
N∑
α,β,γ,δ=1
Xαβγ;δR1;R2
[
c†R1αc
†
R1β
cR1γ
][
cR2δ
]
+ h.c.
+ ∑
R1 6=R2 6=R3
N∑
α,β,γ,δ=1
Vαβ;γ;δR1;R2;R3
[
c†R1αcR1β
][
c†R2γ
][
cR3δ
]
+
 ∑
R1 6=R2 6=R3
N∑
α,β,γ,δ=1
Yαβ;γ;δR1;R2;R3
[
c†R1αc
†
R1β
]
[cR2γ ] [cR3δ] + h.c.

+
∑
R1 6=R2 6=R3 6=R4
N∑
α,β,γ,δ=1
Sα;β;γ;δR1;R2;R3;R4
[
c†R1α
][
c†R2β
][
cR3γ
][
cR4δ
]
. (20)
Here α, β, γ, δ represent both spin and orbital degrees of freedom per site, of which there are N in total. We note that
this Hamiltonian represents all possible one and two particle terms that come from the kinetic energy and Coulomb
interaction of a first principles Hamiltonian. In particular it includes the regular Hubbard Hamiltonian (the first three
terms of the first line). The square brackets are used to mark explicitly the operators acting over the same site.
For later convenience, we formally express the Hamiltonian in [Eq. (20)] also as follows:
H =
∑
R
H locR +
∑
R1 6=R2
22N∑
µ,ν=1
Jµ;νR1;R2OR1µOR2ν +
∑
R1 6=R2 6=R3
22N∑
µ,ν,η=1
Jµ;ν;ηR1;R1;R3OR1µOR2νOR3η+
+
∑
R1 6=R2 6=R3 6=R4
22N∑
µ,ν,η,ρ=1
Jµ;ν;η;ρR1;R2;R3;R4OR1µOR2νOR3ηOR4ρ , (21)
where the ORµ
[{
c†Rα, cRβ
}]
are a basis of the linear space of local operators (which can be written in terms of the
local creation and annihilation operators
{
c†Rα, cRβ
}
) and the J are complex coefficients.
IV. GA + P †RPR − I EXPANSION
As in the classic GA theory, we consider the following
variational wave function:
|Ψ〉 =
∏
R
PR |Ψ0〉 , (22)
where PR is the most general operator acting on a single
site R and |Ψ0〉 is any generic multi-band Slater determi-
nant wave-function. For simplicity, here we consider the
case of no superconductivity, so in particular the projec-
tor PR satisfies
[
PR, Nˆ
]
= 0, where Nˆ is the number op-
erator. We introduce the following subsidiary conditions,
known as the Gutzwiller constraints [15, 60, 61, 65–68]:
〈Ψ0|P †RPR |Ψ0〉 = 1
〈Ψ0|P †RPRc†RαcRβ |Ψ0〉 = 〈Ψ0| c†RαcRβ |Ψ0〉 . (23)
Our goal is to evaluate the expectation value of the
Hamiltonian in Eq. (20) with respect to the Gutzwiller
wavefunction in Eq. (22) subject to the Gutzwiller con-
straints.
The starting point of our approach consists in retain-
ing only the leading order in the the P †RPR − I expan-
sion, which was previously introduced in Refs. [53, 56, 58]
and is also summarized in Appendix A for completeness.
Within this approximation we have:
〈Ψ|H |Ψ〉
〈Ψ | Ψ〉
∼= 〈Ψ0|HP |Ψ0〉 , (24)
where:
6HP =
∑
R
P †RH
loc
R PR +
∑
R1 6=R2
∑
µν
Jµ;νR1;R2P
†
R1
OR1µPR1P
†
R2
OR2νPR2+
+
∑
R1 6=R2 6=R3
∑
µνη
Jµ;ν;ηR1;R2;R3P
†
R1
OR1µPR1P
†
R2
OR2νPR2P
†
R3
OR3ηPR3+
+
∑
R1 6=R2 6=R3 6=R4
∑
µνηρ
Jµ;ν;η;ρR1;R2;R3;R4P
†
R1
OR1µPR1P
†
R2
OR2νPR2P
†
R3
OR3ηPR3P
†
R4
OR4ρPR4 . (25)
Note that this is a key simplification, as in all terms of Eq (25) only the operators PR acting over sites with operators
OR appear.
V. EQUIVALENCES
For simplicity, in the main text of this work we will explicitly account only for the two-site contributions to the
Hamiltonian, corresponding to the following terms of Eq. (20) and the first line of Eq. (25):
H˜ =
∑
R
N∑
α,β=1
EαβR
[
c†RαcRβ
]
+
∑
R1 6=R2
N∑
α,β=1
tα;βR1;R2
[
c†R1α
][
cR2β
]
+
∑
R
N∑
α,β,γ,δ=1
UαβγδR
[
c†Rαc
†
RβcRγcRδ
]
+
∑
R1 6=R2
N∑
α,β,γ,δ=1
V αβ;γδR1;R2
[
c†R1αcR1β
][
c†R2γcR2δ
]
+
∑
R1 6=R2
N∑
α,β,γ,δ=1
Y αβ;γδR1;R2
[
c†R1αc
†
R1β
][
cR2γcR2δ
]
+
 ∑
R1 6=R2
N∑
α,β,γ,δ=1
Xαβγ;δR1;R2
[
c†R1αc
†
R1β
cR1γ
][
cR2δ
]
+ h.c.
 . (26)
Therefore, the effective Hamiltonian H˜P of Eq. (25) reduces to:
H˜P =
∑
R
P †RH
loc
R PR +
∑
R1 6=R2
∑
µν
Jµ;νR1;R2
[
P †R1OR1µPR1
] [
P †R2OR2νPR2
]
. (27)
The treatment of the terms of Eq. (20) involving three and four sites will be discussed in Appendix C.
As we are going to demonstrate, at the leading order of the 1/z expansion the expression for the total energy
simplifies as follows:
〈Ψ0| H˜P |Ψ0〉 ∼= 〈Ψ0| H˜Eff |Ψ0〉 , (28)
where
H˜Eff =
∑
R
P †RH
loc
R PR +
∑
R1 6=R2
∑
µν
Jµ;νR1;R2
[∑
i
ZR1µiOR1i
]∑
j
ZR2νjOR2j
 , (29)
and the ZRµi are complex numbers that can be expressed as a function of the Gutzwiller variational parameters.
We note that, analogously to previous work [15, 60, 61, 65–67], this simplification amounts to formally replace the
operators P †RORµPR of Eq. (27) with
∑
iZRµiORi. From now on we are going to refer to these formal substitutions
as “Gutzwiller equivalences”. As shown in Appendix E, HEff is Hermitian (consistently with the fact that the total
energy for the Hamiltonians in Eq. (28) is real).
A. Definitions
For completeness, here we summarize the definitions
of the variational parameters previously introduced in
Refs. [15, 65, 67], in terms of which it will be possible
to express conveniently the total energy also for the non-
local interactions at the core of the present theory.
7We express the Gutzwiller operators in the so-called
“mixed-basis representation” [15, 65, 67] defined as fol-
lows:
PR =
∑
Γ,n
[ΛR]Γn |ΓR〉 〈nR| , (30)
where
|ΓR〉 =
(
c†R1
)n1(Γ,R)
.....
(
c†RN
)nN (Γ,R) |0, R〉
|nR〉 =
(
f†R1
)n1(n,R)
.....
(
f†RN
)nN (n,R) |0, R〉 . (31)
Here nα (Γ, R) , na (n,R) ∈ {0, 1} represent the occu-
pation numbers of the states |nR〉 , |ΓR〉 respectively
and the operators fRa are the so-called “quasi-particle”
fermionic operators, which are related to the operators
cRα through an arbitrary unitary transformation.
We conveniently express the local reduced density ma-
trix of |Ψ0〉 as follows:
ρ0R ≡ TrR′ 6=R |Ψ0〉 〈Ψ0|
=
1
Z
exp
(
−
∑
ab
[
ln
(
I−∆TRR
∆TRR
)]
ab
f†RafRb
)
, (32)
where
[∆R1R2 ]ab = 〈Ψ0| f†R1afR2b |Ψ0〉 (33)
Z is a normalization constant insuring that Tr
[
ρ0R
]
= 1
and the superscript T indicates the transpose.
It is also convenient to introduce the so-called “matrix
of slave-boson amplitudes”, see [15, 28, 65, 67, 68], which
is defined as follows:
φR = ΛR
√
P 0R , (34)
where
[P 0R]nn′ =
〈
nR | ρ0R | n′R
〉
. (35)
Following Refs. [15, 67], we also introduce the so-called
“embedding mapping”, which relates the matrix φR to
the states |ΦR〉 belonging to an auxiliary impurity model
with a bath site of size equal to the size of the impurity.
The definition of the embedding mapping is the following:
|ΦR〉 =
∑
Γ,n
exp
(
i
pi
2
N (nˆR) (N (nˆR)− 1)
)
×
× [φR]Γn UPH
∣∣∣ΓˆR〉 |nˆR〉 , (36)
where
∣∣∣ΓˆR〉 = (cˆ†R1)n1(Γˆ,R) .....(cˆ†RN)nN(Γˆ,R) |0, R〉
|nˆR〉 =
(
fˆ†R1
)n1(n,R)
.....
(
fˆ†RN
)nN (n,R) |0, R〉 . (37)
Here nα
(
Γˆ, R
)
, na (nˆ, R) ∈ {0, 1} represent the occupa-
tion numbers of the states |nˆR〉 ,
∣∣∣ΓˆR〉 respectively, and
N (nˆR) =
N∑
a=1
na (nˆ, R) (38)
is the sum of the occupation numbers of the single par-
ticle states for the bath. Furthermore UPH is defined as
follows:
U†PH cˆ
†
RαUPH = cˆ
†
Rα
U†PH cˆRαUPH = cˆRα
U†PH fˆ
†
RaUPH = fˆRa
U†PH fˆRaUPH = fˆ
†
Ra. (39)
UPH |0〉 =
N∏
a=1
fˆ†Ra |0〉 . (40)
Here the fact that
[
PR, Nˆ
]
= 0 implies that the state
|ΦR〉 is at half filling, i.e.:[∑
α
cˆ†RαcˆRα +
∑
a
fˆ†RafˆRa
]
= N |ΦR〉 . (41)
Note that, within the definitions above, the Gutzwiller
constraints in Eq. (23) can be written as [15, 60, 61, 65–
67]:
〈ΦR | ΦR〉 = 1
〈ΦR| fˆRbfˆ†Ra |ΦR〉 = 〈Ψ0| f†RafRb |Ψ0〉 (42)
B. Fermionic Equivalences
Let us derive the equivalence relations for all local op-
erators in Eq. (26) that increase the number of electrons
by one, i.e., c†Rα and c
†
Rαc
†
RβcRγ .
As demonstrated in the Appendices B and D3 a, at
the leading order of the 1/z expansion the following
Gutzwiller equivalences hold:
P †Rc
†
RαPR ∼
∑
a
RRαaf†Ra,
P †Rc
†
Rαc
†
RβcRγPR ∼
∑
a
SRαβγaf†Ra. (43)
Here RR and SR are examples of the coefficients ZRµi.
The Hermitian conjugate of Eq. (43) also holds. Here
the coefficients RRαa, SRαβγa are determined by the fol-
lowing equations:
〈Ψ0|P †Rc†αPRfRa |Ψ0〉 = 〈Ψ0|
[∑
b
RRαbf†Rb
]
fRa |Ψ0〉
〈Ψ0|P †Rc†αc†βcγPRfRa |Ψ0〉 = 〈Ψ0|
[∑
b
SRαβγbf†Rb
]
fRa |Ψ0〉 .
(44)
8Furthermore in Appendix D3 a we solve explicitly these
equations and show that:
RRαa =
∑
b
〈ΦR| cˆ†RαfˆRb |ΦR〉 (45)
SRαβγa =
∑
b
〈ΦR| cˆ†Rαcˆ†Rβ cˆRγ fˆRb |ΦR〉×
×
[
1
(I−∆RR) ∆RR
]1/2
ba
. (46)
In summary, at the leading order of the 1/z expansion we have that:
〈Ψ|HFerm |Ψ〉
〈Ψ | Ψ〉
∼= 〈Ψ0| H˜FermEff |Ψ0〉 , (47)
where:
HFerm =
∑
R1 6=R2
N∑
α,β=1
tα;βR1;R2
[
c†R1α
][
cR2β
]
+
 ∑
R1 6=R2
N∑
α,β,γ,δ=1
Xαβγ;δR1;R2
[
c†R1αc
†
R1β
cR1γ
][
cR2δ
]
+ h.c.
 , (48)
H˜FermEff =
∑
R1 6=R2
N∑
α,β=1
N∑
a,b=1
tα;βR1;R2 [RRαaf
†
R1a
][R∗RαbfR2b]+
 ∑
R1 6=R2
N∑
α,β,γ,δ=1
N∑
a,d=1
Xαβγ;δR1;R2 [SRαβγaf
†
R1a
][R∗RδdfR2d] + h.c.
 .
(49)
Here the coefficients RR, SR are explicitly expressed
in terms of the Gutzwiller variational parameters in
Eqs. (46) and (46).
In terms of the notation introduced in Eq. (21) all of
the above equations can be schematically represented as
follows:
P †RORµPR ∼
∑
a
ZRµaf†Ra. (50)
Here RR and SR are specific instances of the coefficients
ZRµa. Here the ZRµa are determined by the equation:
〈Ψ0|P †RORµPRfRa |Ψ0〉 =
= 〈Ψ0|
[∑
b
ZRµbf†Rb
]
fRa |Ψ0〉 . (51)
The explicit solution of the equation above is the follow-
ing, see Appendix D3 a :
ZRµa = −
∑
b
〈ΦR| OˆRµfˆRb |ΦR〉
[
1
(I−∆RR) ∆RR
]1/2
ba
.
(52)
C. Bosonic Equivalences (fermion number
conserving operators)
Let us derive the equivalence relations for all local op-
erators of Eq. (26) that do not change the number of
electrons, i.e., c†RαcRβ . We note that something similar
can be done for the operators c†Rαc
†
RβcRγcRδ though they
do not appear as a single site term as a part of two site
terms in the Hamiltonian in Eq. (20):
As demonstrated in the Appendices B, D 3 a and D3 a,
at the leading order of the 1/z expansion the following
Gutzwiller equivalences hold:
P †Rc
†
RαcRβPR ∼
∑
ab
TRαβbaf†RafRb + TRαβII
P †Rc
†
Rαc
†
RβcRγcRδPR ∼
∑
ab
TRαβγδbaf†RafRb + TRαβγδII.
(53)
Here TR is an example of the coefficients ZRµi. In this
case we show in Appendix D3b that TRαβcd, TRαβI are
9determined by the following equations:
〈Ψ0|P †Rc†RαcRβPRf†RafRb |Ψ0〉 =
〈Ψ0|
[∑
cd
TRαβdcf†RcfRd + TRαβII
]
f†RafRb |Ψ0〉
〈Ψ0|P †Rc†RαcRβPR · I |Ψ0〉 =
〈Ψ0|
[∑
cd
TRαβdcf†RcfRd + TRαβII
]
· I |Ψ0〉 . (54)
Furthermore in Appendix D3b we solve these equations
explicitly and show that:
TRαβdc =
∑
ab
[
1
(I−∆RR) ∆RR
]1/2
da
〈ΦR| cˆ†RαcˆRβ fˆRbfˆ†Ra |ΦR〉
×
[
1
(I−∆RR) ∆RR
]1/2
bc
−
− 〈ΦR| cˆ†RαcˆRβ |ΦR〉 ×
[
1
(I−∆RR)
]
dc
, (55)
TαβI = 〈ΦR| cˆ†RαcˆRβ |ΦR〉 −
∑
cd
RdRαβc [∆RR]cd . (56)
In summary, at the leading order of the 1/z expansion we have that:
〈Ψ|HCon |Ψ〉
〈Ψ | Ψ〉
∼= 〈Ψ0| H˜ConEff |Ψ0〉 (57)
where:
HCon =
∑
R1 6=R2
N∑
α,β,γ,δ=1
V αβ;γδR1;R2
[
c†R1αcR1β
] [
c†R2γcR2δ
]
, (58)
H˜ConEff =
∑
R1 6=R2
N∑
α,β,γ,δ=1
V αβ;γδR1;R2
 N∑
a,b=1
TRαβabf†RafRb + TRαβII
×
 N∑
c,d=1
TRγδcdf†RcfRd + TRγδII
 . (59)
Here the coefficients TR are explicitly expressed
in terms of the Gutzwiller variational parameters in
Eqs. (55) and (56).
In terms of the notation introduced in Eq. (21) all of
the above equations can be schematically represented as
follows:
P †RORµPR ∼
∑
ab
ZRµbaf†RafRb + ZRµII. (60)
Here TR is a specific instance of the coefficients ZRµba.
Here the ZRµba are determined by the equations:
〈Ψ0|P †RORµPRf†RafRb |Ψ0〉 =
〈Ψ0|
[∑
cd
ZRµdcf†RcfRd + ZRµII
]
f†RafRb |Ψ0〉
〈Ψ0|P †RORµPR · I |Ψ0〉 =
〈Ψ0|
[∑
cd
ZRµdcf†RcfRd + ZRµII
]
· I |Ψ0〉 . (61)
The explicit solution of the equation above is the follow-
ing, see Appendix D3b:
ZRµdc =
∑
ab
[
1
(I−∆RR) ∆RR
]1/2
da
〈ΦR| OˆRµfˆRbfˆ†Ra |ΦR〉
×
[
1
(I−∆RR) ∆RR
]1/2
bc
−
− 〈ΦR| OˆRµ |ΦR〉 ×
[
1
(I−∆RR)
]
dc
, (62)
ZRµI = 〈ΦR| OˆRµ |ΦR〉 −
∑
cd
ZRµdc [∆RR]cd . (63)
D. Bosonic Equivalences (fermion number
changing operators)
Let us derive the equivalence relations for all local op-
erators of Eq. (26) that increase the number of electrons
by two, i.e., c†Rαc
†
Rβ . We note that something similar can
be done for the operators c†Rαc
†
Rβc
†
RγcRδ though they do
not appear as any single site terms as a part of two site
terms in the Hamiltonian in Eq. (20):
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As demonstrated in the Appendices B, D 3 c and D3 a,
at the leading order of the 1/z expansion the following
Gutzwiller equivalences hold:
P †Rc
†
Rαc
†
RβPR ∼
∑
ab
URαβabf†Raf†Rb
P †Rc
†
Rαc
†
Rβc
†
RγcRδPR ∼
∑
ab
URαβγδabf†Raf†Rb. (64)
Here UR is an example of the coefficients ZRµi. The
Hermitian conjugate of Eq. (64) also holds. We will not
need to consider terms that change the electron number
by more then two (though a similar treatment may be
done for them) as they are not needed in the Hamiltonian
in Eq. (20). In Appendix D3 c we show that URαβcd
satisfy the following equations:
〈Ψ0|P †Rc†Rαc†RβPRfRafRb |Ψ0〉 =
= 〈Ψ0|
[∑
cd
URαβcdf†Rcf†Rd
]
fRafRb |Ψ0〉 . (65)
Furthermore in Appendix D3 c we solve these equations
explicitly and show that:
Uαβab = −
∑
γδ
[
1(
I−∆TRR
)
∆TRR
]1/2
ac
×
× 〈ΦR| cˆ†Rαcˆ†Rβ fˆRcfˆRd |ΦR〉 ×
[
1
(I−∆) ∆
]1/2
db
.
(66)
In summary, at the leading order of the 1/z expansion we have that:
〈Ψ|HChan |Ψ〉
〈Ψ | Ψ〉
∼= 〈Ψ0| H˜ChanEff |Ψ0〉 , (67)
where:
HChan =
∑
R1 6=R2
N∑
α,β,γ,δ=1
Y αβ;γδR1;R2
[
c†R1αc
†
R1β
][
cR2γcR2δ
]
, (68)
H˜ChanEff =
∑
R1 6=R2
N∑
α,β,γ,δ=1
Y αβ;γδR1;R2
 N∑
a,b=1
URαβabf†Raf†Rb
×
 N∑
c,d=1
U∗RγδdcfRcfRd
 . (69)
Here the coefficients UR are explicitly expressed
in terms of the Gutzwiller variational parameters in
Eqs. (66).
In terms of the notation introduced in Eq. (21) all of
the above equations can be schematically represented as
follows:
P †RORµPR ∼
∑
ab
Z¯Rµabf†Raf†Rb. (70)
Here UR is a specific instance of the coefficients Z¯Rµab.
Here the Z¯Rµab are determined by the equations:
〈Ψ0|P †RORµPRfRafRb |Ψ0〉 =
= 〈Ψ0|
[∑
cd
Z¯Rµcdf†Rcf†Rd
]
fRafRb |Ψ0〉 . (71)
The explicit solution of the equation above is the follow-
ing, see Appendix D3 c:
Z¯µab = −
∑
γδ
[
1(
I−∆TRR
)
∆TRR
]1/2
ac
×
× 〈ΦR| OˆRµfˆRcfˆRd |ΦR〉 ×
[
1
(I−∆) ∆
]1/2
db
. (72)
VI. GUTZWILLER LAGRANGE FUNCTION
In Section V we have expressed explicitly the total en-
ergy as a function of the variational parameters at the
leading order of the 1/z and the P †RPR − I expansions.
Here we consider the problem of minimizing the varia-
tional energy with respect to the variational parameters
|Ψ0〉 and {|ΦR〉}. To achieve this goal we need to take
into account that: (1) the energy has to be minimized
satisfying the constraints, (2) the renormalization coef-
ficients {RR,SR, TR,UR} depend on the variational pa-
rameters non-linearly, see Eqs. (52), (55), (56) and (66)).
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Following Refs. [15, 65, 67], these problems can tackled
introducing Lagrange multipliers both for enforcing the
Gutzwiller constraints (Eq. 42) as well as for promot-
ing the coefficients {RR,SR, TR,UR} in Eqs. (52), (55),
(56) and (66)) and [∆R1R2 ]ab to independent variables.
Furthermore, we promote to independent variable the co-
efficients oRαβ = 〈ΦR| cˆ†RαcˆRβ |ΦR〉.
Within this strategy, the energy minimization problem amounts to calculate the saddle points of the following
Lagrange function:
LN ({DR, ER, FR, GR} , {D∗R, E∗R, F ∗R, G∗R} , {RR,SR, TR,UR} , {R∗R,S∗R, T ∗R ,U∗R} ,
[λR1R2 ]ab , [λ
c
R]ab , λ
b
Rαβ , oRαβ , E
c
R, E, [∆R1R2 ]ab , µ, |ΦR〉 , |Ψ0〉
)
= LQP ({RR,SR} , {R∗R,S∗R} , [λR1R2 ]ab , E, |Ψ0〉) +
+ LEmbed
({DR, ER, FR, GR} , {D∗R, E∗R, F ∗R, G∗R} , [∆R1R2 ]ab , λbRαβ , EcR, |ΦR〉)+
+ LMix ({DR, ER, FR, GR} , {D∗R, E∗R, F ∗R, G∗R} , {RR,SR, TR,UR} ,
{R∗R,S∗R, T ∗R ,U∗R} , [λR1R2 ]ab , [λcR]ab , λbRαβ , [∆R1R2 ]ab , oRαβ
)
+ LHF ({TR,UR} , {T ∗R ,U∗R} , [∆R1R2 ]ab , oRαβ) , (73)
where:
LQP ({RR,SR} , {R∗R,S∗R} , [λR1R2 ]ab , E, µ, |Ψ0〉) =
= 〈Ψ0| −
∑
R1R2αβ
tα;βR1;R2RR1αcR∗R2βdf
†
R1c
fR2d +
 N∑
αβγ;δ=1
N∑
c,d=1
Xαβγ;δR1;R2S
γ
R1αβ;c
R∗R2δdf†R1cfR2d + h.c.
+
+
∑
R1R2
N∑
a,b=1
[λR1R2 ]ab f
†
R1a
fR2b − µ
∑
Ra
f†RafRa |Ψ0〉+ E (1− 〈Ψ0 | Ψ0〉) + µN , (74)
LEmbed
({DR, ER, FR, GR} , {D∗R, E∗R, F ∗R, G∗R} , EcR, λbRαβ , [∆RR]ab , |ΦR〉) = ∑
R
〈ΦR|HREmbed |ΦR〉+EcR (1− 〈ΦR | ΦR〉) ,
(75)
HRembed =
∑
αβγδ
UαβγδR cˆ
†
Rαcˆ
†
Rβ cˆRγ cˆRδ +
∑
αβ
EαβR cˆ
†
RαcˆRβ +
∑
ab
[λcR]ab fˆRbfˆ
†
Ra +
[∑
αb
[DRα]b cˆ
†
RαfˆRb + h.c.
]
+
∑
αβcd
[
EγRαβ
]
d
cˆ†Rαcˆ
†
Rβ cˆRγ fˆRd + h.c.
+ ∑
αβcd
[FRαβ ]cd
(
cˆ†RαcˆRβ fˆRdfˆ
†
Rc − cˆ†RαcˆRβ [∆]cd
)
−
 ∑
α>β;c>d
[GRαβ ]cd cˆ
†
Rαcˆ
†
Rβ fˆRdfˆRc + h.c.
+∑
αβ
λbRαβ cˆ
†
RαcˆRβ , (76)
LMix
({DR, ER, FR, GR} , {D∗R, E∗R, F ∗R, G∗R} , {RR,SR, TR,UR} , {R∗R,S∗R, T ∗R ,U∗R} , [λR1R2 ]ab , [λcR]ab , λbRαβ , [∆R1R2 ]ab , oRαβ)
= −
∑
Rab
[λRR + λ
c
R]ab [∆RR]ab −
∑
R1 6=R2ab
[λR1R2 ]ab [∆R1R2 ]ab −
∑
Rαβ
λbRαβoRαβ−
−
∑
Rβa
[
[DRβ ]a
[
RRβ
√
(I−∆RR) ∆RR
]
a
+ c.c.
]
−
∑
Rαβγd
[[
EγRαβ
]
d
[
SγRαβ
√
(I−∆RR) ∆RR
]
d
+ c.c.
]
−
∑
Rαβab
[FRαβ ]ab
(√
(I−∆RR) ∆RRT αRβ
√
(I−∆RR) ∆RR
)
ab
−
∑
Rα>βab
[
[GRαβ ]ab
[√
(I−∆RR) ∆RRURαβ
√(
I−∆TRR
)
∆TRR
]
ab
+ c.c.
]
, (77)
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LHF ({TR,UR} , {T ∗R ,U∗R} , [∆R1R2 ]ab , oRαβ) =
=
∑
R1R2αβγδ
V αβ;γδR1;R2 oR1αβoR2γδ −
∑
R1 6=R2
∑
αβγδ
∑
abcd
V αβ;γδR1;R2 [∆R1R2 ]ac [∆R2R1 ]db
[
T βR1α
]
ba
[T δR2γ]dc +
+
∑
R1 6=R2
∑
a>b;c>d
[
Y αβ;γδR1;R2
∑
a>b
∑
c>d
([∆R1R2 ]ad [∆R1R2 ]bc − [∆R1R2 ]ac [∆R1R2 ]bd) [UR1αβ ]ab
[U∗R2γδ]cd
]
. (78)
Here [EβRα]cd, [FRαβ ]cd, [G
γ
Rαβ ]d and [T βRα]cd, [URαβ ]cd,
[SγRαβ ]d represent tensors of the size N × N × N × N .
Furthermore [DRα]b and [RRα]b and oRαβ , [λcR]ab , λbRαβ
represent matrices of size N ×N for each site R. Further
[∆R1R2 ]ab , [λR1R2 ]ab represent matrices of size N × N
indexed by all the pairs of sites R1, R2. Here E and
EcR are single numbers indexed by nothing or the site R
respectively. We point out that these tensors satisfy the
relations:
[FRαβ ]cd =
[
F ∗Rβα
]
cd
(79)
[URαβ ]cd = − [URαβ ]dc (80)
[λR1R2 ]ab =
[
λ∗R1R2
]
ba
(81)
[∆R1R2 ]ab =
[
∆∗R2R1
]
ba
(82)
λbRαβ = λ
b∗
Rβα (83)
oRαβ = o
∗
Rβα. (84)
Note that, if we delete the terms V,X, Y and the La-
grange multipliers relevant to them (in particular delete
the Hartree-Fock part of the Lagrangian), we reduce our
problem to known results [15, 60, 66, 67]. Extensions to
Ghost Gutzwiller construction is straightforward though
cumbersome [68].
VII. CONCLUSIONS
In this work we have introduced a new method to study
the GA for a broad class of multi-band extended Hub-
bard Hamiltonians with two site interactions by comb-
ing the large z and the P †RPR − I expansions. We have
presented the final result in terms of a Gutzwiller La-
grange function valid for multi-band Hubbard models.
Using this formalism, we have studied the single band
extended Hubbard model, showing that this method is
highly practical and leads to new qualitative results. In
particular, we have recovered a Brinkman-Rice transition
[12] for the extended Hubbard model and observed that
a valence skipping phase emerges for large intersite inter-
actions. Our work can enable a more refined treatment
of intersite interactions in the ab-initio calculations. In
the future this may lead to parameter free theories of
realistic solids and molecules.
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Appendix A: P †RPR − I expansion
In this Appendix we will describe the P †RPR − I ex-
pansion used in Section IV and use it to derive Eq. (24)
at leading order in the P †RPR − I expansion. We will fo-
cus on the case of the two point operator, though higher
point operators may be handled similarly. Corrections to
Eq. (24) appear as higher order terms in the P †RPR − I
expansion parameter x, which we now introduce through
the following relation:
P †RPR ≡ I + x
(
P †RPR − I
)
≡ I + xΘR. (A1)
The correct value of x is given by x = 1, but we will treat
x as a small parameter; which stems from the physical
assumption that all the eigenvalues of ΘR  1. As such
we will drop all terms proportional to any positive power
of x.
1. The case with two sites
Consider the simplest case where the system is com-
posed of just two sites R and R′. In this case we have
that:
〈Ψ|OROR′ |Ψ〉
〈Ψ | Ψ〉
=
〈Ψ0|P †RORPRP †R′OR′PR′ |Ψ0〉
〈Ψ0|P †RPRP †R′PR′ |Ψ0〉
=
〈Ψ0|P †RORPRP †R′OR′PR′ |Ψ0〉
D
, (A2)
where
D = 1 + x 〈Ψ0|ΘR |Ψ0〉
+ x 〈Ψ0|ΘR′ |Ψ0〉+ x2 〈Ψ0|ΘRΘR′ |Ψ0〉 (A3)
We see that
〈Ψ|OROR′ |Ψ〉
〈Ψ | Ψ〉
∼= 〈Ψ0|P †RORPRP †R′OR′PR′ |Ψ0〉 (A4)
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with corrections being order x or higher. It is not too
hard to see that this is still true in the general case of
many sites. Indeed any terms not in the form of the right
hand side of Eq. (A4) in the expansion of 〈Ψ|OROR′ |Ψ〉〈Ψ|Ψ〉 ,
both in the denominator and the numerator, come with
positive powers of x, and therefore are neglected in the
P †RPR − I approximation.
Appendix B: 1/z scaling
1. 1/z Scaling for a single particle
As a first step to understand the various terms that
enter the Gutzwiller energy function in Eq. (21), we will
consider the single particle Hamiltonian in the limit of
large dimensions. We will follow closely [16]. We will
show that:
tα;βn ∼
1
zn/2
〈Ψ0| f†RafR′b |Ψ0〉 ∼
1
zn/2
. (B1)
For simplicity we assume a hypercubic lattice. Here n is
the Manhattan distance between R and R′. Where the
Manhattan distance, D (R,R′), is the shortest distance
between two points R and R′ that can be travelled by a
particle that can only move on the edges of the hypercu-
bic lattice.
For simplicity we will consider a spinless, single band,
tight binding Hamiltonian on the hypercubic lattice (or-
bital and spin degrees may be added straightforwardly):
H = −
∑
RR′
tRR′c
†
RcR′ + h.c. (B2)
Lets decompose the Hamiltonian into pieces with equal
Manhattan distance:
H = −
∞∑
n=1
∑
D(R,R′)=n
tnc
†
RcR′ + h.c. ≡ Hn (B3)
The eigenvalues of the Hamiltonian Hn are given by:
En (k1, k2, ...kd)
= −tn
∑
Pn
[
exp
(
i ~Pn · ~k
)
+ exp
(
−i ~Pn · ~k
)]
= −tn
∑
Pn
EPn
(
~k
)
(B4)
Here the Pn are all the Manhattan paths of total length
n with distinct endpoints (we choose only one path for
each endpoint) and ~Pn is the vector displacement of the
Manhattan path (note we are grouping path ~Pn and −~Pn
together to obtain a real value for the energy). It is not
too hard to see that there are:
2n−1
(
d+ n− 1
n
)
≡ N (n) ∼ zn (B5)
such paths. We now have that:∫
ddk
(2pi)
d
EPn
(
~k
)
= 0∫
ddk
(2pi)
d
EPn
(
~k
)
EP ′n
(
~k
)
= 2δPnP ′n (B6)
Therefore by the central limit theorem we have that the
energy has a distribution given by:
Pn (E) ≡
∫
ddk
(2pi)
d
δ
(
−tn
∑
Pn
EPn
(
~k
)
− E
)
∼= 1
Z
exp
(−t2n · N (n) · E2) (B7)
Here Z is a normalization constant. We now demand
that Pn (E) be independent of z in which case we must
have that:
tn ∼ 1√N (n) ∼ 1zn/2 (B8)
We now have that∫ 0
−∞
E ·Pn (E) = 〈Hn〉 ∼ 1 (B9)
We further have that
〈Hn〉 = −tn · 2 · N (n) · 〈Ψ0| c†RcR′ |Ψ0〉 ∼ 1 (B10)
This means that:
〈Ψ0| c†RcR′ |Ψ0〉 ∼
1
zn/2
(B11)
from which Eq. (B1) follows. Below we use these results
to show how the various terms in the main Hamiltonian
in Eq. (21) scale.
2. Scaling of operator expectation values
We will consider the large co-ordination number, large
z, approximation. As a first step towards towards obtain-
ing the results in Appendices B 3 and C1 (which present
key results needed in the main text in Section V) we cal-
culate the scaling of various operators in the large zlimit.
We will also only take the leading order in the P †RPR− I
expansion.
a. Scaling fermionic operators
We now used Wick’s theorem to obtain the scaling for
the expectation values of various terms in Eq. (21). Lets
assume that the Hamiltonian contains Jµ;νR;R′ORµOR′ν ,
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with ORµ and OR′ν fermionic, then we know that the low-
est order contribution to Jµ;νRR′ 〈Ψ|ORµOR′ν |Ψ〉 / 〈Ψ | Ψ〉
may be written as:
Jµ;νR;R′ 〈Ψ|ORµOR′ν |Ψ〉 / 〈Ψ | Ψ〉
∼ Jµ;νR;R′
N∑
ab=1
Z∗µaZνb 〈Ψ0| f†RafR′b |Ψ0〉
∼ Jµ;νR;R′ ·
1
zn/2
. (B12)
Here we have used the operator equivalences in Section
V. Now there N (n) ∼ zn such terms (see Appendix B 1)
so we have the total contribution for such terms scales
as:
∼ Jµ;νR;R′ ·
1
zn/2
· zn ∼ 1. (B13)
In which case we have that:
Jµ;νR;R′ ∼
1
zn/2
. (B14)
b. Scaling Bosonic operator that changes fermion number
by two
Lets assume that the Hamiltonian contains
Jµ;νR;R′ORµOR′ν , with ORµ and OR′ν bosonic and chang-
ing fermion number by two, then we know that the lowest
order contribution to Jµ;νR;R′ 〈Ψ|ORµOR′ν |Ψ〉 / 〈Ψ | Ψ〉
may be written as:
Jµ;νR;R′ 〈Ψ|ORµOR′ν |Ψ〉 / 〈Ψ | Ψ〉
∼ Jµ;νR;R′
N∑
a,b,c,d=1
Z¯∗µacZ¯νbc 〈Ψ0| f†RafR′b |Ψ0〉×
× 〈Ψ0| f†RcfR′d |Ψ0〉
∼ Jµ;νR;R′ ·
1
zn
. (B15)
Now there N (n) ∼ zn such terms, so we have the total
contribution for such terms scales as:
∼ Jµ;νR;R′ ·
1
zn
· zn ∼ 1. (B16)
In which case we have that:
Jµ;νR;R′ ∼ 1. (B17)
c. Scaling Bosonic operator that does not change fermion
number
Hartree Term Lets assume that the Hamiltonian con-
tains Jµ;νR;R′ORµOR′ν , , with ORµ and OR′ν bosonic and
fermion number conserving, then we know that the lowest
order, Hartree, term for Jµ;νR;R′ 〈Ψ|ORµOR′ν |Ψ〉 / 〈Ψ | Ψ〉
may be written as:
Jµ;νR;R′ 〈Ψ|ORµOR′ν |Ψ〉 / 〈Ψ | Ψ〉
∼ Jµ;νR;R′ 〈Ψ0|P †RORµPR |Ψ0〉 〈Ψ0|P †R′OR′νPR′ |Ψ0〉
∼ Jµ;νR;R′ (B18)
Now there N (n) ∼ zn such terms so we have the total
contribution for such terms is:
∼ Jµ;νR;R′ · zn ∼ 1 (B19)
In which case we have that:
Jµ;νR;R′ ∼
1
zn
(B20)
Fock term The scaling of the Fock term may be given
by:
Jµ;νR;R′ 〈Ψ|ORµOR′ν |Ψ〉 / 〈Ψ | Ψ〉
∼ Jµ;νR;R′
N∑
a,b,c,d=1
Z∗µacZνbd 〈Ψ0| f†RafR′d |Ψ0〉×
× 〈Ψ0| f†R′cfRa |Ψ0〉
∼ Jµ;νR;R′ ·
1
zn
∼ 1
z2n
. (B21)
Now there N (n) ∼ zn such terms so we have the total
contribution for such terms is:
∼ Jµ;νR;R′ ·
1
zn
· zn ∼ 1
zn
→ 0 (B22)
This means that the Fock term is highly suppressed, how-
ever we still are able to keep its effects in the Gutzwiller
Lagrange function in Eq. (73).
d. Discussion
We would like to note that these scaling arguments
are very interesting from a formal and theoretical point of
view, but need to be significantly modified for the case of
realistic extended Hubbard model Hamiltonians. For ex-
ample, the coefficients in V αβ;γδR1;R2 which are proportional
to a Coulomb mediated density density interaction scale
as ∼ 1/√n which is not z dependent, which is markedly
different then Eq. (B20). We note that the reason for the
square root in the previous formula is that for z  n the
typical Manhattan path makes n − 1 turns in different
directions. Furthermore our scaling analysis shows that
the order of magnitude of the density density terms is the
same as those for spin spin interactions, all V αβ;γδR1;R2 scale
the same way with z. However because one term involves
the overlap between electron wavefunctions on different
sites while the other doesn’t; as such the spin spin in-
teraction is exponentially suppressed with distance while
the density density is not. This is true even though the
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exponent has nothing to do with the co-ordination num-
ber z but with the exponentially decaying tails of the
Wannier functions used to generate the Hubbard model
[81–86]. Furthermore it is almost impossible to have the
pair hopping matrix elements Y αβ;γδR1;R2 to be distance in-
dependent (see Eq. (B17)) as these are exponentially de-
caying with the decay length being given by the overlap
of various Wannier functions. As such, realistic Hamil-
tonians do not scale exactly as in the limit that z →∞.
More precisely, as the various terms in Jµ;νR1;R2 , J
µ;ν;η
R1;R2;R3
and Jµ;ν;η;ρR1;R2;R3;R4 do not follow the scaling needed for a
rigorous 1/z expansion in realistic materials. As such
we will scale each different type of term separately and
maintain only leading order term or terms in the 1/z ex-
pansion for each type of interaction. More explicitly the
terms we keep in the equivalences in Eqs. (50), (55), (56)
and (66) are leading order for each individual term in the
Hamiltonian in Eq. (20). We note that in Eqs. (55), (56)
we keep both the Hartree and the Fock terms, despite
the fact that the Fock terms are subleading. This is done
because the bosonic fermion number conserving terms in
the Hamiltonian in Eq. (20) are usually the biggest terms
as in many cases they do not involve overlaps of Wannier
functions on different sites and as such must be handled
as carefully as possible. Furthermore the Hartree term is
handled exactly by our formalism (see Appendix D3b)
so no corrections to the Hartree term effect the precision
to which the Fock terms may be handled.
3. Leading order in 1/z terms for Gutzwiller
(failure of Eq. (24) without additional assumptions
besides large co-ordination number)
a. Manhattan path example
In this section we will motivate the need for the
P †RPR − I expansion used in Section IV. We show that
already at leading order Eq. (24) fails without addi-
tional assumptions, besides the Gutzwiller constraints
and the 1/z expansion, for the extended GA presented
in the main text. In particular, the usual arguments
[15, 60, 61, 66? , 67] about the validity Eq. (24) based
on the Gutzwiller constraints in Eq. (23) and the large
co-ordination limit, which work for the regular Hubbard
model, fails without additional assumptions, such as the
P †RPR − I expansion. We now we consider the pair hop-
ping terms − those that change the particle number by
two. We show that already at leading order for those
terms Eq. (24) fails without additional assumptions, as
we need terms where we insert projectors of the form
P †RiPRi at various sites to obtain the correct expecta-
tion value for the left hand side of Eq. (24) to make the
equality true even at leading order. Indeed, if we take the
pair hopping operator Jµ;νR1;R2OR1µOR2ν and consider any
Manhattan path between R1 and R2: PR1R2 . Then for
every Manhattan path PR1R2 we may insert an arbitrary
Figure 2. Manhattan path showing order one term, not
considered on the right hand side of Eq. (24). Lines indicate
Wick’s theorem contractions.
number of operators P †RiPRi at any set of sites (with at
most one insertion per site) along this path with and ob-
tain an operator:
Jµ;νR1R2 [P
†
R1
OR1µPR1 ][
∏
i
P †RiPRi ][P
†
R2
OR2νPR2 ]. (B23)
We now contract the operators along the Manhattan path
with nearest neighbors being contracted with each other
(two contractions per neighbor) and obtain a term on the
left hand side of Eq. (24) which is of the same order of
magnitude as the terms on the right hand side in Eq.
(24), but not included on the right hand side (as such
the equation fails). This is pictured in Fig. (2). We see
that Eq. (24) fails even in the large coordination limit
without additional assumptions. In Section IV we make
such an assumption: the P †RPR − I expansion.
b. Tadpole example
We notice that the example presented in Section B 3 a
does not apply for nearest neighbor sites. Here we will
show that, using just the 1/z expansion, the Fock terms
in Eq. ((59)) have the same scaling in 1/z as additional
multisite terms not considered on the right hand side in
Eq. (24) but needed for the left hand side, making an
additional assumption, such as the P †RPR − I expansion,
necessary for Eq. (24) to be true for them. We now as-
sume that P †R1OR1PR1 and P
†
R2
OR2PR2 are operators on
nearest neighbor sites which conserve fermion number.
We again consider Eq. (24) for these operators. We now
consider site R3 which is a nearest neighbor of site R1
where there are four contractions between P †R1OR1PR1
and P †R3PR3 on the right hand side of Eq. (24). This
term scales as ∼ 1/z2 and there are ∼ z such terms
which means that that the total scaling of such terms
is ∼ z × 1/z2 ∼ 1/z which means that it has the same
scaling as any Fock term on the right hand side of Eq.
(24). This is true for both for bosonic fermion number
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P†R1OR1PR1
P†R2OR2PR2
P†R3PR3
Figure 3. One site tadpole contraction (involving P †RPR − I
terms) that has the same scaling with 1/z as the Fock terms.
P†R1OR1PR1 P
†
R2
OR2PR2
P†R3OR3PR3
P†R1OR1PR1 P
†
R2
OR2PR2
P†R3OR3PR3
Figure 4. Two diagrams for three sites as described in the
main text with a different number of contractions but the
same 1/z scaling. Lines indicate Wick’s theorem contractions.
conserving operators and bosonic fermion number chang-
ing operators (in the case of superconductivity, not con-
sidered in this work). As such an additional assumption
such as the P †RPR − I expansion is mandatory for those
terms even for nearest neighbors. This is illustrated in
Fig. (3).
Appendix C: Towards ab initio research
In order to perform true ab initio research one needs
to deal with all of the terms in Eq. (20), not just the one
and two site terms as in Eq. (26) studied in the main
text. In this Appendix we outline a method to do just
that.
1. The need for three Wick’s contractions for
calculating expectation values with three and four
point operators
As a first step towards handling three and four site
terms, we will describe why the treatment presented in
the main text fails for them.
a. Three site terms
Fock contribution We would like to show an example
of the need for three fermion contractions to evaluate
the expectation value of the Hamiltonian in Eq. (20)
for three point operators, even in leading order in the
1/z expansion and the P †RPR − I expansion. Consider
two single fermion operators and one bosonic opera-
tor on three neighbor sites such that R2 (fermionic
site) is the nearest neighbor of both R1 (fermionic
site) and R3 (bosonic site). We will consider the
terms
∑
R1 6=R2 6=R3 V
αβ;γ;δ
R3;R2;R1
[c†R3αcR3β ][c
†
R2γ
][cR1δ] in
Eq. (20) (one can check that the terms of the form[∑
R1 6=R2 6=R3 Y
αβ;γ;δ
R3;R2;R1
[c†R3αc
†
R3β
][cR2γ ][cR1δ] + h.c.
]
have a similar scaling problem). We now consider the
Fock terms (those with atleast one contraction between
each site). We now consider possible contractions
relevant to this scenario. Both diagrams shown in figure
4 contribute to order ∼ 1
z3/2
(which is leading order for
the Fock term). Here we are ignoring the scaling for
the prefactor for this diagram as well as the number of
similar diagrams (see Appendix B 2) which is the same
for both sets of contractions. However the first diagram
has three contractions on the central site and therefore
is higher order then we considered until now (as such we
need the terms described in Section C 3 below).
Hartree terms One can check that
the Hartree contribution to the terms∑
R1 6=R2 6=R3 V
αβ;γ;δ
R3;R2;R1
[c†R3αcR3β ][c
†
R2γ
][cR1δ] in Eq.
(20) (the one with no contractions between the bosonic
site and the two fermionic sites) does not have an
inconsistency in scaling (there are no terms of the same
magnitude). As such it is possible to consistently keep
only the Hartree contribution for these terms. Again,
one cannot keep the Fock contribution for the terms[∑
R1 6=R2 6=R3 Y
αβ;γ;δ
R3;R2;R1
[c†R3αc
†
R3β
][cR2γ ][cR3δ] + h.c.
]
and there is no Hartree piece. To see this clearly, note
that the Hartree contribution for the example in Fig. 4
scales as ∼ 1√
z
while the Fock and the three contractions
diagram scale as 1
z3/2
meaning that the Hartree is
dominant. To keep this term, one needs only modify the
Lagrange function in Section VI by changing LHF to:
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LHF ({RR, TR,UR} , {R∗R, T ∗R ,U∗R} , [∆R1R2 ]ab , oRαβ) =
=
∑
R1R2αβγδ
V αβ;γδR1;R2 oRαβoRγδ −
∑
R1 6=R2
∑
αβγδ
∑
abcd
V αβ;γδR1;R2 [∆R1R2 ]ac [∆R2R1 ]db
[
T βR1α
]
ba
[T δR2γ]dc +
+
∑
R1 6=R2
∑
α>βγ>δ
[
Y αβ;γδR1;R2
∑
a>b
∑
c>d
([∆R1R2 ]ad [∆R1R2 ]bc − [∆R1R2 ]ac [∆R1R2 ]bd) [URαβ ]ab
[U∗Rγδ]cd
]
+
+
∑
R1 6=R2 6=R3
∑
αβγδ
∑
ab
Vαβ;γ;δR1;R2,R3 [∆R2R3 ]ab [RR2γ ]a
[R∗R3δ]b oR1αβ . (C1)
As compared to Eq. (78). Below we will see the problem gets worse for four site terms as there are no Hartree terms
and there is no way to keep the Fock piece consistently.
P†R1OR1PR1 P
†
R2
OR2PR2
P†R4OR4PR4
P†R3OR3PR3
P†R1OR1PR1 P
†
R2
OR2PR2 P
†
R3
OR3PR3
P†R4OR4PR4
Figure 5. Two diagrams for four sites as described in the
main text with a different number of contractions but the
same 1/z scaling. Lines indicate Wick’s theorem contractions.
b. Four site terms
We would like to present an example where, despite
making both the large coordination number assumption
and the leading order in P †RPR−I expansion assumption,
one needs three fermion contractions to obtain the lead-
ing order term for four site operators. Consider four sin-
gle fermion operators on four neighbor sites such that R2
is nearest neighbor to R1, R3 and R4 (which are all next
nearest neighbors to each other). We now consider the
two possible sets of contractions shown in Figure 5, both
sets of contractions contribute to order ∼ 1
z3/2
(which is
leading order for this diagram). Here we are ignoring the
scaling for the prefactor for this diagram as well as the
number of similar diagrams, so that the total scaling for
both terms can be made order ∼ 1 (see Appendix B 2).
However the first diagram has three contractions on the
central site and therefore is higher order then we consid-
ered so far. As such we need to add three contraction
terms to the site R2 as is described in Section C 3.
2. Approximate approach
The procedure, to properly account for the terms con-
sidered in Appendix C 1, described in Appendix C 3 be-
low, is rather cumbersome. In this Appendix in order to
perform crude ab-initio research we present a simplified
method to treat multisite interactions to deal with all
terms in Eq. (20). To do this very quickly but crudely
one needs an effective Hamiltonian much like Eq. (29)
but for the generalized model given by the Hamiltonian
in Eq. (20). One natural guess for such an effective
Hamiltonian is that:
〈Ψ0|HP |Ψ0〉 ∼= 〈Ψ0|HEff |Ψ0〉 . (C2)
Where HEff is given by:
HEff =
∑
R
P †RH
loc
R PR +
∑
R1 6=R2
∑
µν
Jµ;νR1;R2
[∑
i
ZR1µiORi
]∑
j
ZR2νjOR′j
+
+
∑
R1 6=R2 6=R3
∑
µνη
Jµ;ν;ηR1;R2;R3
[∑
i
ZR1µiORi
]∑
j
ZR2νjOR′j
[∑
k
ZR3µkOR3k
]
+
+
∑
R1 6=R2 6=R3 6=R4
∑
µνηρ
Jµ;ν;η;ρR1;R2;R3;R4
[∑
i
ZR1µiOR1i
]∑
j
ZR2νjOR2j
[∑
k
ZR3µkOR3k
][∑
l
ZR4ρlOR4l
]
(C3)
We again note that as explained in Appendices C 1 a and C1b this is not completely satisfactory, even for the leading
order in the P †RPR − I expansion and the leading order in the 1/z expansion. There are terms of the same order of
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magnitude in the 1/z expansion as the terms in the Hamiltonian in Eq. (C3) which are missed by the Hamiltonian in
Eq. (C3). However using the effective Hamiltonian in Eq. (C3) is a very simple approach and may be good enough
for preliminary calculations. If this approximate approach is chosen, then the Lagrange function in Section VI need
only be modified by changing LHF , which now should be given by:
LHF ({RR, TR,UR} , {R∗R, T ∗R ,U∗R} , [∆R1R2 ]ab , oRαβ) =
=
∑
R1R2αβγδ
V αβ;γδR1;R2 oRαβoRγδ −
∑
R1 6=R2
∑
αβγδ
∑
abcd
V αβ;γδR1;R2 [∆R1R2 ]ac [∆R2R1 ]db
[
T βR1α
]
ba
[T δR2γ]dc +
+
∑
R1 6=R2
∑
α>βγ>δ
[
Y αβ;γδR1;R2
∑
a>b
∑
c>d
([∆R1R2 ]ad [∆R1R2 ]bc − [∆R1R2 ]ac [∆R1R2 ]bd) [URαβ ]ab
[U∗Rγδ]cd
]
+
+
∑
R1 6=R2 6=R3
∑
αβγδ
∑
ab
Vαβ;γ;δR1;R2,R3 [∆R2R3 ]ab [RR2γ ]a
[R∗R3δ]b oR1αβ−
−
∑
R1 6=R2 6=R3
∑
αβγδ
∑
abcd
Vαβ;γ;δR;R′;R” [∆R2R1 ]cb [∆R1R3 ]ad [RRγ ]c [R∗Rδ]d
[
T βRα
]
ba
+
+
∑
R1 6=R2 6=R3
∑
α>βγδ
∑
abcd
[
Yαβ;γ;δR;R′;R” ([∆R1R3 ]ad [∆R1R2 ]bc − [∆R1R2 ]ac [∆R1R3 ]bd) [RR2γ ]c
[R∗R3δ]d [URαβ ]ab + c.c.]+
+
∑
R1 6=R2 6=R3 6=R4
∑
αβγδ
∑
abcd
Sα;β;γ;δR1;R2;R3;R4 ([∆R1R4 ]ad [∆R2R3 ]bc − [∆R1R3 ]ac [∆R2R4 ]bd)
[R∗R3γ]c [R∗R4δ]d [RR1α]a [RR2β ]b .
(C4)
As compared to Eq. (78). With this modification the Lagrange function can be minimized directly.
3. Extended approach
A rigorous approach to the problem of three contrac-
tions outlined in Section C 1 is to replace some of the
terms of the form P †RORPR on various sites sites in our
Hamiltonian (the precise sites to be chosen are explained
in Section C 1) with three and four fermion terms instead
of the one and two fermion terms found in the equiva-
lences in Eqs. (50), (62), (63) and (72). This allows one
to reproduce the three and four contraction terms shown
in Section C 1. This approach is needed only for some
of the three and four site terms in Eq. (20) and the two
site analysis done previously is unaffected. One then uses
the generalized equivalences which will be given below for
these sites and proceeds much like in the main text. We
now describe the more general equivalences needed for
these three and four fermion equivalences.
a. Fermionic Equivalences
We consider fermionic single site operators ORµ. In
Appendix D4 a we will show that there is an equivalence
:
P †RORµPR ∼
∑
a
Z˜Rµaf†Ra +
∑
a
Z˜cRµabf†Raf†RbfRc (C5)
and similarly for its Hermitian conjugate. In Appendix
D4 a we show that the coefficients Z˜cRµab, Z˜Rµa are de-
termined by the following equations:
〈Ψ0|P †RORµPRfRd |Ψ0〉
= 〈Ψ0|
[∑
b
Z˜Rµbf†Rb +
∑
a
Z˜cRµabf†Raf†RbfRc
]
fRd |Ψ0〉 ;
〈Ψ0|P †RORµPRf†RdfRefRf |Ψ0〉 =
〈Ψ0|
[∑
b
Z˜Rµbf†Rb +
∑
a
Z˜cRµabf†Raf†RbfRc
]
·
· f†RdfRefRf |Ψ0〉 (C6)
b. Bosonic Equivalences (fermion number conserving
operators)
We consider bosonic operators that conserve fermion
number. In Appendix D4b we show the following equiv-
alence:
P †RORµPR ∼
∑
abcd
Z˜cdRµabf†Raf†RbfRcfRd+
+
∑
ab
Z˜bRµaf†RafRb + Z˜RµII (C7)
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We show that Z˜cdRµab, Z˜dRµc, Z˜RµI are determined by the
following equations (see Appendix D4b):
〈Ψ0|P †RORµPRf†Ref†RffRgfRh |Ψ0〉 =
= 〈Ψ0|
[∑
abcd
Z˜cdRµabf†Raf†RbfRcfRd+
∑
ab
Z˜bRµaf†RafRb + Z˜RµII
]
f†Ref
†
RffRgfRh |Ψ0〉 ;
= 〈Ψ0|P †RORµPRf†RefRf |Ψ0〉 =
〈Ψ0|
[∑
abcd
Z˜cdRµabf†Raf†RbfRcfRd
+
∑
ab
Z˜bRµaf†RafRb + Z˜RµII
]
· f†RefRf |Ψ0〉 ;
〈Ψ0|P †RORµPR · I |Ψ0〉 =
= 〈Ψ0|
[∑
abcd
Z˜cdRµabf†Raf†RbfRcfRd+
∑
ab
Z˜bRµaf†RafRb + Z˜RµII
]
· I |Ψ0〉 (C8)
c. Bosonic Equivalences (fermion number changing
operators)
We now consider bosonic operators that change the
total number of electrons by two, such as pair hopping
terms. In Appendix D4 c we show that:
P †RORµPR ∼
∑
ab
Z˜Rµabf†Raf†Rb+
∑
ab
Z˜dRµabcf†Raf†Rbf†RcfRd
(C9)
and similarly for its complex conjugate. We show that
Z˜dRµabc and Z˜Rµab are determined by the following equa-
tions (see Appendix D4b):
〈Ψ0|P †RORµPRf†RefRffRgfRh |Ψ0〉 =
= 〈Ψ0|
[∑
ab
Z˜Rµabf†Raf†Rb +
∑
ab
Z˜Rµabf†Raf†Rbf†RcfRd
]
·
· f†RefRffRgfRh |Ψ0〉 ;
〈Ψ0|P †RORµPRfRefRf |Ψ0〉 =
= 〈Ψ0|
[∑
ab
Z˜Rµabf†Raf†Rb +
∑
ab
Z˜Rµabf†Raf†Rbf†RcfRd
]
·
· fRefRf |Ψ0〉 (C10)
Appendix D: Derivations of equivalence relations
1. Useful identities
In this section we drop the index R as only one site
is considered and ∆ = ∆R,R. Below to derive the La-
grangian in Section D3 we will need the functions:
Tr {ρ0OiOj} = Fi;j (∆)
1√
ρ0
Oi
√
ρ0 =
∑
k
Gi;k (∆)Ok (D1)
For Oi ⊂ I, fa, f†a , f†afb, fafb, f†af†b . Indeed we have by
Wick’s theorem:
Tr
{
ρ0f
†
afb
}
=∆ab
Tr
{
ρ0faf
†
b
}
= (I−∆)ba
Tr
{
ρ0f
†
afbf
†
c fd
}
=∆ab∆cd + ∆ac (I−∆)db
Tr
{
ρ0f
†
af
†
b fcfd
}
=−∆ac∆bd + ∆ad∆bc
Tr
{
ρ0fafbf
†
c f
†
d
}
=− (I−∆)ca (I−∆)db
+ (I−∆)da (I−∆)cb (D2)
We further have that:
1√
ρ0
fa
√
ρ0 =
∑
b
[
∆T
I−∆T
]1/2
ab
fb
1√
ρ0
f†a
√
ρ0 =
∑
b
[
I−∆T
∆T
]1/2
ba
f†b
1√
ρ0
f†afb
√
ρ0 =
∑
cd
[
∆T
I−∆T
]1/2
bd
[
I−∆T
∆T
]1/2
ca
f†c fd
1√
ρ0
f†af
†
b
√
ρ0 =
∑
cd
[
I−∆T
∆T
]1/2
ca
[
I−∆T
∆T
]1/2
db
f†c f
†
d
1√
ρ0
fafb
√
ρ0 =
∑
cd
[
∆T
I−∆T
]1/2
ac
[
∆T
I−∆T
]1/2
bd
fcfd
(D3)
Where repetitive use of Eq. (32) has been made. Explic-
itly this means that:
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Gfa;fb (∆) =
[
∆T
I−∆T
]1/2
ab
Gf†a ;f†b (∆) =
[
I−∆T
∆T
]1/2
ba
Gf†afb;f†c fd (∆) =
[
∆T
I−∆T
]1/2
bd
[
I−∆T
∆T
]1/2
ca
Gf†af†b ;f†c f†d (∆) =
[
I−∆T
∆T
]1/2
ca
[
I−∆T
∆T
]1/2
db
Gfafb;fcfd (∆) =
[
∆T
I−∆T
]1/2
ac
[
∆T
I−∆T
]1/2
bd
(D4)
2. Operators in the embedding mapping
In this section we have suppressed the site index R in
our notation as we will be dealing with a single site only.
We would like to show that:
Tr
[
φ†OµφOi
]
= 〈Φ| OˆµOˆRi |Φ〉 exp
[
i
pi
2
[
[N (n′)−N (n)]2 − [N (n′)−N (n)]
]]
(D5)
Here we define:
Oi =
m∏
i=0
f (†)ai , Oˆ
R
i =
m∏
i=0
fˆ (†)am−i (D6)
and
Oµ =
K∏
i=0
c(†)αi , Oˆµ =
K∏
i=0
cˆ(†)αi
Here R stands for reverse order. Here (†) means that there may or may not be Hermitian conjugation (so that Eq.
(D5) can be used to handle strings of both creation and annihilation operators). We have that:
〈Φ| OˆµOˆi |Φ〉
=
∑
n′,Γ′
〈nˆ′|
〈
Γˆ′
∣∣∣φ∗n′Γ′Oˆµ×
×
∑
Γ,n
φΓnU
†
PHOˆiUPH
∣∣∣Γˆ〉 |nˆ〉 exp(ipi
2
N (n) (N (n)− 1)
)
× exp
(
−ipi
2
N (n′) (N (n′)− 1)
)
=
∑
n′,Γ′
∑
Γ,n
φΓn 〈nˆ′|
〈
Γˆ′
∣∣∣φ∗n′Γ′OˆµOˆR†i ∣∣∣Γˆ〉 |nˆ〉 × exp(ipi2N (n) (N (n)− 1))
× exp
(
−ipi
2
N (n′) (N (n′)− 1)
)
=
∑
n′,Γ′
∑
Γ,n
exp
(
i
pi
2
N (n) (N (n)− 1)− ipi
2
N (n′) (N (n′)− 1)
)
(−1)[N(Γ)][m+1]
× φ∗n′Γ′φΓn ×
〈
Γˆ′
∣∣∣ Oˆµ ∣∣∣Γˆ〉 〈nˆ′| OˆR†i |nˆ〉 (D7)
Now we have that:
N (Γ) = N (n) (D8)
This means that (−1)[N(Γ)][m+1] = (−1)[N(n)][m+1]. Furthermore we have that:
m+ 1 = N (n′)−N (n) [mod 2] (D9)
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This means that
= exp
(
i
pi
2
N (n) (N (n)− 1)− ipi
2
N (n′) (N (n′)− 1)
)
(−1)[N(Γ)][m+1]
= exp
[
i
pi
2
[N (n) (N (n)− 1)−N (n′) (N (n′)− 1)− 2 [N (n′)−N (n)] [N (n)]]
]
(D10)
We now write:
N (n′) = N (n) + [N (n′)−N (n)] (D11)
This means that:
exp
[
i
pi
2
[N (n) (N (n)− 1)−N (n′) (N (n′)− 1)
−2 [N (n′)−N (n)] [N (n)]]]
= exp
[
i
pi
2
[
[N (n′)−N (n)]2 − [N (n′)−N (n)]
]]
=

1, N (n′)−N (n) = 0 [mod 4]
1, N (n′)−N (n) = 1 [mod 4]
−1, N (n′)−N (n) = 2 [mod 4]
−1, N (n′)−N (n) = 3 [mod 4]
(D12)
We now write:
〈Φ| OˆµOˆi |Φ〉
=
∑
n′,Γ′
∑
Γ,n
exp
[
i
pi
2
[
[N (n′)−N (n)]2 − [N (n′)−N (n)]
]]
× φ∗n′Γ′φΓn ×
〈
Γˆ′
∣∣∣ Oˆµ ∣∣∣Γˆ〉 〈nˆ′| OˆR†i |nˆ〉
= Tr
[
φ†OµφORi
]×
× exp
[
i
pi
2
[
[N (n′)−N (n)]2 − [N (n′)−N (n)]
]]
(D13)
and relation (D5) follows. We have also assumed that
〈n′| OˆR†i |n〉 = 〈n| OˆR |n′〉, e.g. the operator OˆRi is real,
however all operators of the form in Eq. (D6) are of this
form.
3. Derivations of equivalence relations
We will focus on the case of two point operators. The
general case in Eq. (29) can not be done similarly, as was
shown in Appendix C 1.
a. Fermionic operators
Equivalence results By Wicks theorem in the limit of
large dimensions we may write that:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉 =
= [P †RORµPR][P
†
R′OR′ν PR′ ]
×
(
1 +O
(
1
z
))
(D14)
Where [P †RORµPR][P
†
R′OR′ν PR′ ] means perform all intr-
asite contractions and then a single intersite contractions
between R and R′. Terms with more then one contrac-
tion between R and R′ are higher order in 1/z. We may
write that [15, 60, 61, 65–67]:
[P †RORµPR][P
†
R′OR′ν PR′ ]
=
∑
ab
TRµaTR′νb
〈
f†RafR′b
〉
(D15)
For some coefficients TRµa. Indeed to obtain the expec-
tation in the first line of Eq. (D14) we can contract the
operators P †RORµPR and P
†
R′OR′νPR′ in all possible ways
while leaving only one operator uncontracted. We can
then write contractions between the two remaining sin-
gle fermion terms. Since this is a well defined procedure
there is unique TRµa, TR′νb that represent the final states
after all but one of the contractions have been made. As
such to derive that Eq. (29) is reproduced to order 1/z
we need only show that:
ZRµa = TRµa (D16)
However we have that:
〈Ψ0|
[∑
a
ZRµaf†Ra
]
fRb |Ψ0〉
= 〈Ψ0|P †RORµPRfRb |Ψ0〉 =
= 〈Ψ0|
[∑
a
TRµaf
†
Ra
]
fRb |Ψ0〉 . (D17)
From which Eq. (D16) follows.
solutions to equivalence relations In this Appendix we
have suppressed the site index R in our notation as we
will be dealing with a single site only and ∆ = ∆R,R.
We will also not distinguish between linear operators and
their matrices in the natural basis. We know that the
equivalence relationship may be written as:
Tr
[√
ρ0P
†
ROµPRfa
√
ρ0
]
=
∑
b
Zµb
〈
f†b fa
〉
(D18)
We have that∑
b
Zµb
〈
f†b fa
〉
=
∑
b
Zµb∆ba (D19)
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Furthermore using the results in Section D1:
Tr
[√
ρ0P
†
ROµPRfa
√
ρ0
]
=
∑
b
[
∆
I−∆
]1/2
ba
Tr
[
φ†Oµφfb
]
(D20)
≡ Γ
√
∆
I−∆ (D21)
Here Γb is the vector
[
φ†Oµφfb
]
and we are using matrix
notation. We now have that in matrix notation
Zµ∆ = Γ
√
∆
I−∆
Zµa =
∑
b
Tr
[
φ†Oµφfb
] [ 1
(I−∆) ∆
]1/2
ba
(D22)
Now using Eq. (D5) we have Eq. (52) follows. Or alter-
natively:[
Z [(I−∆) ∆]1/2
]
b
= Tr
[
φ†Oµφfb
]
(D23)
We note that by the complex conjugation property in Eq.
(E7) we have that:
Zˆµ†a = Z∗µa = Γ†µ
√
∆∗
I−∆∗
=
∑
b
Tr
[
φ†O†µφf
†
b
] [ 1
(I−∆T ) ∆T
]1/2
ab
(D24)
Here we have used the following notation:
P †RO
†
RµPR ∼
∑
a
ZRµ†afRa.
b. Bosonic operators with same number of creation
operators as annihilation operators
Equivalence results We would like to make Eq. (29)
more precise. Explicitly below we show that the
Gutzwiller equivalences are set up so that if P †RORµPR ∼∑
iZRµiORi then:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉Hartree =
= 〈Ψ0|
[∑
i
ZRµiORi
]∑
j
ZR′νjOR′j
 |Ψ0〉Hartree
(D25)
with no corrections of any form. Here Hartree means
that only intersite Wick contractions are done [53]. Fur-
thermore we will show that the Fock term only renormal-
izes weakly:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉Fock =
= 〈Ψ0|
[∑
i
ZRµiORi
]∑
j
ZR′νjOR′j
 |Ψ0〉Fock ×
×
(
1 +O
(
1
z
))
(D26)
Here Fock means that there are two or more intersite
Wick contraction[53] (or equivalently all the terms not
included in the Hartree piece). Here z is the number of
nearest neighbors. In some sense the Gutzwiller equiv-
alence procedure is designed to change as little of the
expectation values as possible and use the simplest oper-
ators possible to do so [15, 60, 61, 66, 67].
Hartree contributions We would like to show that the
Hartree contribution to correlation functions does not
renormalize under the equivalences in Eq. (54). For this
we first consider the equation (see Eq. (54):
Tr
[
ρR0P
†
RORµPR · I
]
=
Tr
[
ρR0
[∑
cd
ZRµdcf†RcfRd + ZRµII
]
· I
]
(D27)
That says that trace of an operator with respect to the
non-interacting density matrix is preserved under equiva-
lences. This means that the Hartree term does not renor-
malize under these equivalences, indeed the Hartree term
may be written as:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉Hartree
= Tr
{
ρR,0P
†
RORµPR
}
· Tr
{
ρR′,0P
†
R′OR′νPR′
}
= Tr
[
ρR,0
[∑
cd
ZRµdcf†RcfRd + ZRµII
]]
×
× Tr
[
ρR′0
[∑
cd
ZR′νdcf†R′cfR′d + ZR′νII
]]
= 〈Ψ0|
[∑
cd
ZRµdcf†RcfRc + ZRµII
]
×
×
[∑
cd
ZR′νdcf†R′cfR′d + ZR′νII
]
|Ψ0〉Hartree
Which shows explicitly that in all cases the Hartree term
does not renormalize. We will see below that the Fock
does. However due to operator mixing and Eqs. 54 the
Fock term only renormalizes by factors of order 1/z see
Section D3b.
Fock contributions Consider bosonic operators with
an equal number of creation and annihilation operators:
ORµ and OR′ν . By Wicks theorem in the limit of large
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dimensions we may write that:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉 =
= 〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉Hartree +
+ [P †RORµ P
†
R][P
†
R′ OR′ν PR′ ]×
×
(
1 +O
(
1
z
))
(D28)
Where [P †RORµ P
†
R][P
†
R′ OR′ν PR′ ] means perform all in-
trasite contractions and then two intersite contractions
between R and R′. Terms with more then two contrac-
tions between R and R′ are higher order in 1/z. We may
write that [15, 60, 65? –67]:
[P †RORµ P
†
R][P
†
R′ OR′ν PR′ ]
=
∑
abcd
TRµbaTR′νdc
〈
f†RafRbf
†
R′cfR′d
〉
Fock
(D29)
For some coefficients TRµba. Indeed to obtain the ex-
pectation in the first line of Eq. (D14) we can contract
the operators P †RORµPR and P
†
R′OR′νPR′ in all possible
ways while leaving only two operator uncontracted. We
can then write contractions between the four remaining
single fermion terms. Since this is a well defined pro-
cedure there is unique TRµba, TR′νdc that represent the
final states after all but two of the contractions have been
made. Now the Hartree terms in Eq. (D28) are exactly
reproduced by Eq. (D25) as derived in Section D3b, as
such we need only derive that the Fock terms are repro-
duced to order 1/z or:
ZRµba = TRµba (D30)
However we have that
= 〈Ψ0|
[∑
ab
ZRµbaf†afb + ZRµII
]
|Ψ0〉 〈Ψ0| f†RcfRd |Ψ0〉
+ 〈Ψ0|
[∑
ab
ZRµbaf†afb + ZRµII
]
f†RcfRd |Ψ0〉Fock
= 〈Ψ0|P †RORµPRf†RcfRc |Ψ0〉 =
= 〈Ψ0|P †RORµPR |Ψ0〉 〈Ψ0| f†RcfRc |Ψ0〉
+ 〈Ψ0|
[∑
ab
TRµbaf
†
RafRb
]
f†RcfRd |Ψ0〉Fock
= 〈Ψ0|
[∑
ab
ZRµbaf†RafRb + ZRµII
]
|Ψ0〉 〈Ψ0| f†RcfRd |Ψ0〉
+ 〈Ψ0|
[∑
ab
TRµbaf
†
RafRb + ZRµII
]
f†RcfRd |Ψ0〉Fock
(D31)
From which Eq. (D30) follows.
Solutions to equivalence relations In this Appendix
we have suppressed the site index R in our notation as
we will be dealing with a single site only and ∆ = ∆R,R.
We will also not distinguish between linear operators and
their matrices in the natural basis. With this definition
due to the relations in Section D3b we know that the
equivalence relationship may be written as:
Tr
[√
ρ0P
†
ROµPRf
†
afb
√
ρ0
]
= Tr
[√
ρ0P
†
ROµPR
√
ρ0
]
· Tr [ρ0f†afb] (D32)
+
∑
γδ
Zµdc
〈
f†c fdf
†
afb
〉
Fock
(D33)
We now have that
Tr
[√
ρ0P
†
ROµPR
√
ρ0
]
· Tr [ρ0f†afb]
= Tr
[
φ†Oµφ
] ·∆ab (D34)
Furthermore we have that:∑
γδ
Zµdc
〈
f†c fdf
†
afb
〉
Fock
=
∑
γδ
Zµdc∆cb (I−∆ad)
= [(I−∆)Zµ∆]ab (D35)
Furthermore by the results of Section D1 we have that:
Tr
[√
ρ0P
†
ROµPRf
†
afb
√
ρ0
]
=
∑
δ
[
∆
I−∆
]1/2
db
∑
γ
[
I−∆
∆
]1/2
ac
Tr
[
φ†Oµφf†c fd
]
=
∑
δ
[
∆
I−∆
]1/2
db
∑
γ
[
I−∆
∆
]1/2
ac
Υcd
=
[√
I−∆
∆
Υ
√
∆
I−∆
]
ab
(D36)
Here we have defined the matrix Υcd = Tr
[
φ†Oµφf†c fd
]
.
This means that:
(I−∆)Zµ∆ =
√
I−∆
∆
Υ
√
∆
I−∆
− Tr [φ†Oµφ] ·∆ (D37)
Or equivalently
Zµ =
√
1
(I−∆) ∆Υ
√
1
(I−∆) ∆
− Tr [φ†Oµφ] I
(I−∆) (D38)
Furthermore we have that in index notation:
Zµdc =
∑
ab
[
1
(I−∆) ∆
]1/2
da
× Tr [φ†Oµφf†afb]×
×
[
1
(I−∆) ∆
]1/2
bc
− Tr [φ†Oµφ] · [ I
(I−∆)
]
dc
(D39)
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Now using Eq. (D5) we have Eqs. (62) and (63) follow.
Or alternatively:[
[(I−∆) ∆]1/2Z [(I−∆) ∆]1/2
]
ab
= Tr
[
φ†Oµφf†afb
]
− Tr [φ†Oµφ] · [∆]ab (D40)
Furthermore we have that
ZµI = Tr
[
φ†Oµφ
]−∑
γδ
Zµdc∆cd (D41)
c. Bosonic operators with two more creation operators then
annihilation operators
Equivalence results By Wicks theorem in the limit of
large dimensions we may write that:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉 =
= [P †RORµ P
†
R][P
†
R′ OR′ν PR′ ]
×
(
1 +O
(
1
z
))
(D42)
Where [P †RORµ P
†
R][P
†
R′ OR′ν PR′ ] means perform all in-
trasite contractions and then two intersite contractions
between R and R′. Terms with more then two contrac-
tion between R and R′ are higher order in 1/z. We may
write that [15, 60, 61, 65–67]:
[P †RORµ P
†
R][P
†
R′ OR′ν PR′ ]
=
∑
abcd
TRµabTR′νcd
〈
f†Raf
†
RbfR′cfR′d
〉
(D43)
For some coefficients TRµab. Indeed to obtain the ex-
pectation in the first line of Eq. (D14) we can contract
the operators P †RORµPR and P
†
R′OR′νPR′ in all possible
ways while leaving only two operator uncontracted. We
can then write contractions between the four remaining
single fermion terms. Since this is a well defined pro-
cedure there is unique TRµab, TR′νcd that represent the
final states after all but two of the contractions have been
made. As such to derive that Eq. (29) is reproduced to
order 1/z we need to show that:
Z¯Rµab = TRµab (D44)
However we have that:
〈Ψ0|
[∑
ab
Z¯Rµabc†Rac†Rb
]
cRccRd |Ψ0〉
= 〈Ψ0|P †RORµPRcRccRd |Ψ0〉 =
= 〈Ψ0|
[∑
ab
TRµabc
†
Rac
†
Rb
]
cRccRd |Ψ0〉 (D45)
From which Eq. (D44) follows.
Solutions to equivalence relations In this Appendix
we have suppressed the site index R in our notation as
we will be dealing with a single site only and ∆ = ∆R,R.
We will also not distinguish between linear operators and
their matrices in the natural basis. We know that the
equivalence relationship may be written as:
Tr
[√
ρ0P
†
ROµPRfafb
√
ρ0
]
=
∑
c>d
Z¯µcd
〈
f†c f
†
dfafb
〉
Fock
(D46)
Now we have that:∑
c>d
Z¯µcd
〈
f†c f
†
dfafb
〉
Fock
=
∑
c>c
Z¯µcc×
× (−∆ca∆db + ∆cb∆da)
(D47)
Now define:
Z¯µcd = −Z¯µdc (D48)
This means that:∑
c>d
Z¯µcd
〈
f†c f
†
dfafb
〉
Fock
=
∑
cd
Z¯µcd∆cb∆da
=
[
∆TZµ∆
]
ab
Furthermore by the results of Section D1 we have that:
Tr
[√
ρ0P
†
ROµPRfafb
√
ρ0
]
=
∑
γ
[
∆T
I−∆T
]1/2
ac
∑
δ
[
∆T
I−∆T
]1/2
bd
Tr
[
φ†Oµφfcfd
]
=
∑
γ
[
∆T
I−∆T
]1/2
ac
∑
δ
[
∆T
I−∆T
]1/2
bd
Ωcd
=
√ ∆T
I−∆T · Ω ·
√
∆
I−∆

ab
(D49)
Here we have defined the matrix Ωcd = Tr
[
φ†Oµφfcfd
]
.
This means that
Z¯µ =
√
1
(I−∆T ) ∆T · Ω ·
√
1
(I−∆) ∆ (D50)
Or equivalently
Z¯µab =
∑
cd
[
1
(I−∆T ) ∆T
]1/2
ac
·
Tr
[
φ†Oµφfcfd
] · [ 1
(I−∆) ∆
]1/2
db
(D51)
Now using Eq. (D5) we have Eq. (72) follows. Or alter-
natively:
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[[(
I−∆T )∆T ]1/2 Z¯ [(I−∆) ∆]1/2]
cd
= Tr
[
φ†Oµφfcfd
]
(D52)
Now we know that:
Zˆµ†ba = Z¯∗µab =
∑
cd
[
1
(I−∆) ∆
]1/2
ac
·
Tr
[
φ†O†µφf
†
df
†
c
]
·
[
1
(I−∆T ) ∆T
]1/2
db
(D53)
4. Proofs for Section C 3
We would like to show that the equivalences presented
in Section C 3 represent all three contraction terms. We
will show this on the example of just two operators, where
these terms may be used to generate higher order terms
in 1/z, but they can directly be generalized to three and
four site terms where they can be used as part of the
leading order contribution.
a. Fermionic equivalences
We have that:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉
= [P †RORµPR][P
†
R′OR′ν PR′ ]
+ [P †RORµ PR][P
†
R′ OR′ν PR′ ]×
×
(
1 +O
(
1
z
))
(D54)
From this it is clear that all we have to show for Eq.
(C6) is to show that all one and three contraction terms
are reproduced. However the Equations in Eq. (C6)
are linear combinations of these equations with invertible
coefficients (for generic contractions
〈
f†afb
〉
) from which
Eq. (C6) follows.
b. Bosonic equivalences (fermion number preserving)
We have that:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉
= 〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉Hartree
+ [P †RORµ P
†
R][P
†
R′ OR′ν PR′ ]+
+ [P †RORµ PR ][P
†
R′ OR′ν PR′ ]×
×
(
1 +O
(
1
z
))
(D55)
From this it is clear that all we have to show for Eq.
(C7) is to show that all zero, two and four contraction
terms are reproduced. However the Equations in Eq.
(C7) are linear combinations of these equations with in-
vertible coefficients (for generic contractions
〈
f†afb
〉
) from
which Eq. (C7) follows.
c. Bosonic equivalences (fermion number changing)
We have that:
〈Ψ0|P †RORµPRP †R′OR′νPR′ |Ψ0〉 =
= [P †RORµ PR][P
†
R′ OR′ν PR′ ]+
+ [P †RORµ PR ][PR′ OR′ν PR′ ]×
×
(
1 +O
(
1
z
))
(D56)
\From this it is clear that all we have to show for Eq.
(C10) is to show that all two and four contraction terms
are reproduced. However the Equations in Eq. (C10)
are linear combinations of these equations with invertible
coefficients (for generic contractions
〈
f†afb
〉
) from which
Eq. (C10) follows.
Appendix E: Sanity checks
1. Gutzwiller constraints: the identity operator
So far we have not used the Gutzwiller constrains in
Eq. (23) in our derivations. We would like to use these
constraints to show that it is possible to insert an iden-
tity operators in Eq. (29) without changing the ground
state energy within our calculations and as such provide a
consistency check. More precisely we would like to show
that for:
ORµ = κI, (E1)
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we have that
ZRµI = κ, ZRµba = 0, (E2)
and as such
P †RIPR ∼ I. (E3)
To do so lets rewrite the Gutzwiller constraints in Eq.
(23) in the following suggestive way:
〈Ψ0|P †RκIPRf†RafRb |Ψ0〉 =
〈Ψ0|
[∑
cd
0 · f†RcfRd + κI
]
f†RafRb |Ψ0〉
〈Ψ0|P †RκIPR · I |Ψ0〉 =
〈Ψ0|
[∑
cd
0 · f†RcfRd + κI
]
· I |Ψ0〉 . (E4)
From which Eqs. (E2) and (E3) follow.
2. Hermicity check
We would like to show that under the equivalence in
Eqs. (50), (62) , (63) and (72) Hermitian Hamiltoni-
ans are mapped onto Hermitian Hamiltonians. The main
idea will to show that the Hermitian conjugate of an op-
erator is equivalent to the Hermitian conjugate of the
equivalent operator. Below in Appendix E 2 d we will
show that this is sufficient for the Hamiltonian in Eq.
(29) to be Hermitian.
a. Fermionic operators
We start with the case where the operator ORµ is
fermionic. For this case we would like to check that if:
P †RORµPR ∼
∑
a
ZRµafRa (E5)
then
P †RO
†
RµPR ∼
∑
a
Z∗Rµaf†Ra (E6)
More precisely we would like to show that:
ZRµ†a = Zˆ∗Rµa. (E7)
To do so, we notice that Eq. (51) may be rewritten as:
〈Ψ0| fRaP †RORµPR |Ψ0〉 = 〈Ψ0| fRa
[∑
b
Zµbf†Rb
]
|Ψ0〉 .
(E8)
Indeed after we perform all contractions and reduced
P †RORµPR to a single annihilation operator in every pos-
sible way using Wick’s theorem we get that
P †RORµPR ∼
∑
a
ZRµafRa (E9)
and it does not matter which order we put the opera-
tors fRa in order to determine the coefficients ZRµa, e.g.
ZRµa are unique and it does not matter which of the two
types of equations we use to determine them. Taking the
Hermitian conjugate of this equation (Eq. (E8)) we get
that:
〈Ψ0|P †RO†RµPRf†Ra |Ψ0〉 = 〈Ψ0|
[∑
b
Z∗RµbfRb
]
f†Ra |Ψ0〉 .
(E10)
As such Eq. (E7) follows. The bosonic Hermicity checks
are highly similar and done below.
b. Bosonic operator with the same number of creation and
annihilation operators
We continue with the case where the operator ORµ is
bosonic number conserving operator. For this case we
would like to check that if:
P †RORµPR ∼
∑
αβ
ZRµbaf†RafRb + ZRµII (E11)
then
P †RO
†
RµPR ∼
∑
αβ
Z∗Rµbaf†RbfRa + Z∗RµII (E12)
e.g.
Z∗Rµba = ZRµ†ab, Z∗RµI = ZRµ†I . (E13)
However in a manner similar to Appendix E 2 a we can
show that ZRµcd,ZRµI satisfy the following equations:
〈Ψ0| f†RbfRaP †RORµPR |Ψ0〉 =
〈Ψ0| f†RbfRa
[∑
cd
ZRµcdf†RdfRc + ZRµII
]
|Ψ0〉
〈Ψ0| I · P †RORµPR |Ψ0〉 =
〈Ψ0| I ·
[∑
cd
ZRµcdf†RdfRc + ZRµII
]
|Ψ0〉 . (E14)
Taking the Hermitian conjugate of these equations we get
that:
〈Ψ0|P †RORµPRf†RafRb |Ψ0〉 =
〈Ψ0|
[∑
cd
Z∗Rµcdf†RcfRd + Z∗RµII
]
f†RafRb |Ψ0〉
〈Ψ0|P †RORµPR · I |Ψ0〉 =
〈Ψ0|
[∑
cd
Z∗Rµcdf†RcfRd + Z∗RµII
]
· I |Ψ0〉 (E15)
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and Eqs. (E12) and (E13) follow.
c. Bosonic operators that change fermion number by two
We continue with the case where the operator ORµ is
bosonic operator that changes the fermion number by
two. For this case we would like to check that if:
P †RORµPR ∼
∑
αβ
Z¯Rµabf†Raf†Rb (E16)
then:
P †RO
†
RµPR ∼
∑
αβ
Zˆ∗RµabfRbfRa (E17)
e.g.
Z¯∗Rµab = ZˆRµ†ba. (E18)
However we have that Z¯Rµαβ satisfy the following equa-
tions:
〈Ψ0| fRbfRaP †RORµPR |Ψ0〉
= 〈Ψ0| fRbfRa
[∑
cd
Z¯Rµdcf†Rdf†Rc
]
|Ψ0〉 . (E19)
Taking the hermitian conjugate of this equation we get
that:
〈Ψ0|P †RO†RµPRf†Raf†Rb |Ψ0〉 =
〈Ψ0|
[∑
cd
Z¯∗RµdcfRcfRd
]
f†Raf
†
Rb |Ψ0〉 (E20)
and Eqs. (E17) and (E18) follow.
d. Explicit hermicity proof
We note that for a hermitian Hamiltonian we may
write
H =
1
2
(
H +H†
)
=
1
2
[∑
n
∑
R1...Rn
∑
µ1...µn
Jµ1;....µnR1...Rn OR1µ1 ....ORnµn
]
+
1
2
[∑
n
∑
R1...Rn
∑
µ1...µn
Jµ1;....µn∗R1...Rn O
†
Rnµn
....O†R1µ1
]
.
(E21)
In which case
H ∼ HEff = 1
2
[∑
n
∑
R1...Rn
∑
µ1...µn
Jµ1;....µnR1...Rn
[∑
i1
ZR1µ1i1OR1µ1i1 .
]
...
[∑
in
ZR1αninORnµnin
]]
+
1
2
[∑
n
∑
R1...Rn
∑
µ1...µn
Jµ1;....µn∗R1...Rn
[∑
in
Z∗R1αninO†Rnµnin
]
...
[∑
i1
Z∗R1α1i1O†R1µ1i1
]]
. (E22)
Which is clearly Hermitian.
Appendix F: Short Lagrangian
We can now obtain and analog of Eq. (73) by replacing the various constraints by Lagrange multipliers and the
main Hamiltonian by the embedding Hamiltonian. As such we have the following action (which is for simplicity
specialized to the case where we only consider the first two lines of Eq. (20)):
LN
(
DRµi, E
c
R,ZRµi, φR,
[
λsR1R2
]
ab
, [λcsR ]ab , [∆R1R2 ]ab , |Ψ0〉
)
= 〈Ψ0| εHF +
[
λsR1R2
]
ab
− µ |Ψ0〉
+
∑
R
EcR −
∑
R,ab
([λsRR]ab + [λ
cs
R ]ab) [∆RR]ab −FD ({[∆R1R2 ]ab})−
∑
Rµi,j
DRµjZRµiFij ([∆RR]ab)−
−
∑
R1 6=R2,
∑
ab
[
λsR1R2
]
ab
[∆R1R2 ]ab + Lembed + µN (F1)
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Where we define define Lembed =
∑
R 〈ΦR|HRembed |ΦR〉+
∑
RE
cs
R , where:
Hembed =
∑
µi
DRµi
(∑
k
OˆRµOˆ
R
RkGi;k (∆R)
)
exp
[
i
pi
2
[
[N (n′)−N (n)]2 − [N (n′)−N (n)]
]]
+H locR −
∑
R
EcsR +
∑
ab
[λcsR ]ab fˆRbfˆ
†
Ra (F2)
Where ε is the Hartree Fock energy, e.g.
εHF =
∑
µν
∑
R1,R2
∑
ij
Jµ;νR1;R2ZR1µiZR2νj [OR1iOR2j ]HF (F3)
Where for example[
f†R1afR1bf
†
R2c
fR2d
]
HF
= [∆R1R1 ]ab f
†
R2c
fR2d + [∆R2R2 ]cd f
†
R1a
fR1b + [∆R2R1 ]ad fR1bf
†
R2c
− [∆R1R2 ]bc f†R1afR2d (F4)
And
FD ({[∆R1R2 ]ab}) ⊃ Jµ;νR1;R2 [[∆R1R1 ]ab [∆R2R2 ]cd − [∆R2R1 ]ad [∆R1R2 ]bc] (F5)
The extermination is carried out over all variables including Lagrange multipliers [15, 60, 61, 65–67]. We have that
at saddle point
[
λsR1 6=R2
]
ab
= 0, see Appendix F 1. We note that the Lagrangian in Eq. (F1) is not real so it cannot
be minimized only extremized (the saddle point energy is real though). For a more complex but completely real
Lagrangian that is specialized to the Hamiltonian in Eq. (III) see Section VI which is our main result.
1. Quasiparticle energies
a. Argument why
[
λsR1 6=R2
]
ab
= 0 at saddle point
In the formulation in Appendix F we have that the
energy functional is given by:
LN = 〈Ψ0| εHF +
[
λsR1R2
]
ab
− µ |Ψ0〉
−
∑
R1 6=R2,ab
[
λsR1R2
]
ab
[∆R1R2 ]ab−
−
∑
R1 6=R2,µν
Jµ;νR1;R2
∑
i,j
ZR1µiZR2νi [∆R1R2 ]ab ·
· [∆R2R1 ]cd + ... (F6)
Where +.... will not effect our derivations. We now have
that extremizing with respect to the variables in the La-
grange function:
0 =
∂LN
∂ [∆R1 6=R2 ]ab
=
∑
µν
Jµ;νR1;R2
∑
i,j
ZR1µiZR2νi [∆R2R1 ]cd
+
∑
µν
Jµ;νR1;R2
∑
i,j
ZR1µiZR2νi
〈
f†R2cfR1d
〉
−
− [λsR1R2]ab = [λsR1R2]ab (F7)
This greatly simplifies the saddle point, and in particular
the quasiparticle Hamiltonian HQP see below.
b. Excitations
We know that the proper way to study the quasipar-
ticle energy is to take the thermodynamic limit and to
study the following wave function:
PG
∑
α
ψRαf
†
α (R) |ΨSlater〉 = PG
∣∣∣ΨψSlater〉 (F8)
Now the single particle density matrix ∆RR;αβ for∣∣∣ΨψSlater〉 is almost the same as for |ΨSlater〉 plus 1N cor-
rections (here N is the number of atoms which blows
up in the thermodynamic limit). This means that the
equivalence relations
ORµ ∼
∑
i
ZψRµiORi =
∑
i
ZRµiOi +O
(
1
N
)
(F9)
ZψRµi = RRµi +O
(
1
N
)
(F10)
However we know that the energy functional is stationary
with respect to variations of ZRµi which means that:
ZLN
(
ZψRµi
)
= LN (ZRµi) +O
(
N · 1
N2
)
(F11)
This means that we may as well ignore the changes in
ZRµi and set
ZψRµi ∼= ZRµi (F12)
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As such the Hamiltonian for the original problem
H =
∑
R,R′,µν
Jµ;νR1;R2OR1µOR2ν+H
loc+
∑
R
[λsRR]ab f
†
RafRb
(F13)
While H loc and the other terms in LN depend on
[∆R1R2 ]ab because of the stationarity conditions their ef-
fect may be neglected. As such the problem of excitations
maps onto the problem of excitations of the following
Hamiltonian:
Heff =
∑
R,R′,µν
Jµ;νR1;R2
∑
i,j
ZRµiZR′νiOR1iOR2j
+
∑
Rab
[λsRR]ab f
†
RafRb (F14)
Which has no dependence on ψ of any form. This means
that the excitation energy for the Gutzwiller Lagrange
function is the same as the excitation energy of Heff
which is the Hartree Fock excitation energy which is given
by the eigenenergies of the Hamiltonian:
HQP =
∑
R,R′,µν
Jµ;νR1;R2
∑
i,j
ZR1µiZR2νi [OR1iOR2j ]HF
+
∑
Rab
[λsRR]ab f
†
RafRn (F15)
Appendix G: Example: the extended single-band
Hubbard model
1. Hamiltonian and setup
As a further example of the general formalism pre-
sented in Section VI, here we consider the single-band
extended Hubbard model [37–46, 69–79]:
HSB =− t
∑
〈R,R′〉,σ=±
(
c†RσcR′σ + h.c.
)
+ U
∑
R
nR↑nR↓
+ V
∑
〈R,R′〉
nRnR′ − J
∑
〈R,R′〉
~SR · ~SR′+
+X
∑
〈R,R′〉,σ=±
(
c†RσcR′σ + h.c.
)
(nR−σ + nR′−σ)
+ Y
∑
〈R,R′〉
(
c†R↑c
†
R↓cR′↓cR′↑ + h.c.
)
− µ
∑
Rσ
nRσ,
(G1)
where 〈R,R′〉 denotes nearest neighbors R and R′ with
the sum being over both R and R′. In the next section we
will write the single-band Hubbard model Gutzwiller La-
grange function, assuming translational invariance. We
summarize the relevant terms in Table G 2.
2. Gutzwiller Lagrange function
Here we consider the extended single-band Hubbard model, see Eq. (G1), for an arbitrary Bravis lattice (e.g., square,
cubic, triangular, body centered cubic (BCC), face centered cubic (FCC)). Following our derivations in Section VI,
the single band Gutzwiller Lagrange function is given by:
LN ({Dσ, Eσ, Fσa, F,G} , {D∗σ, E∗σ, F ∗, G∗} , {Rσ,Sσ, Tσa, T ,U} , {R∗σ,S∗σ, T ∗,U∗}
λσ, λ
(n.n.)
σ , λ
c
σ, λ
b
σ,∆σ,∆
(n.n.)
σ , oσ, E, µ, |Ψ0〉 , |Φ〉
)
+
= LQP ({Rσ,Sσ} , {R∗σ,S∗σ} , λσ, E, µ, |Ψ0〉) =
+ LEmbed
({Dσ, Eσ, Fσa, F,G} , {D∗σ, E∗σ, F ∗, G∗} , Ec, λbσ,∆a, |Φ〉)+
+ LMix ({Dσ, Eσ, Fσa, F,G} , {D∗σ, E∗σ, F ∗, G∗} , {Rσ,Sσ, Tσa, T ,U} , {R∗σ,S∗σ, T ∗,U∗} ,
λσ, λ
(n.n.)
σ , λ
c
σ, λ
b
σ,∆σ,∆
(n.n.)
σ , oσ
)
+
+ LHF
(
{Tσa, T ,U} , {T ∗,U∗} ,∆(n.n.)σ , oσ
)
. (G2)
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Where:
LQP ({Rσ,Sσ} , {R∗σ,S∗σ} , λσ, E, µ, |Ψ0〉) =
= 〈Ψ0| − t
∑
〈RR′〉σ
RσR∗σf†RσfR′σ +
X ∑
〈RR′〉σ
SσR∗σf†RσfR′σ + h.c.
+
+
∑
〈RR′〉σ
λ(n.n.)σ f
†
RσfR′σ +
∑
Rσ
λσf
†
RσfRσ − µ
∑
Rσ
f†RσfRσ |Ψ0〉+ E (1− 〈Ψ0 | Ψ0〉) + µN, (G3)
LEmbed
({Dσ, Eσ, Fσa, F,G} , {D∗σ, E∗σ, F ∗, G∗} , Ec, λbσ,∆a, |Φ〉) = 〈Φ|HEmbed |Φ〉+ Ec (1− 〈Φ | Φ〉) , (G4)
Hembed = Ucˆ
†
↑cˆ↑cˆ
†
↓cˆ↓ +
∑
σ
λcσ fˆσ fˆ
†
σ +
[∑
σ
Dσ cˆ
†
σ fˆσ + h.c.
]
+
[∑
σ
Eσ cˆ
†
σ cˆ
†
σ¯ cˆσ¯ fˆσ + h.c.
]
+
∑
σa
Fσa
(
cˆ†σ cˆσ fˆafˆ
†
a − cˆ†σ cˆσ∆a
)
+
+
[
F cˆ†↑cˆ↓fˆ↓fˆ
†
↑ + h.c.
]
−
[
Gcˆ†↑cˆ
†
↓fˆ↓fˆ↑ + h.c.
]
+
∑
σ
λbσ cˆ
†
σ cˆσ, (G5)
LMix ({Dσ, Eσ, Fσa, F,G} , {D∗σ, E∗σ, F ∗, G∗} , {Rσ,Sσ, Tσa, T ,U} , {R∗σ,S∗σ, T ∗,U∗} ,
λσ, λ
(n.n.)
σ , λ
c
σ, λ
b
σ,∆σ,∆
(n.n.)
σ , oσ
)
= −
∑
σ
(λσ + λ
c
σ) ∆σ −
∑
σ
λ(n.n.)σ ∆
(n.n.)
σ −
∑
σ
λbσoσ −
∑
σ
[
Dσ
(
Rσ
√
(1−∆σ) ∆σ
)
+ c.c.
]
−
∑
σ
[
Eσ
([
Sσ
√
(1−∆σ) ∆σ
])
+ c.c.
]
−
∑
σa
Fσa (1−∆a) ∆aTσa−
−
[
F
√
(1−∆↑) ∆↑T
√
(1−∆↓) ∆↓ + c.c.
]
−
[
G
√
(1−∆↑) ∆↑U
√
(1−∆↓) ∆↓ + c.c.
]
, (G6)
LHF
(
{Tσa, T ,U} , {T ∗,U∗} ,∆(n.n.)σ , oσ
)
=
=
z
2
V
(∑
σ
oσ
)2
+
z
8
J
(∑
σ
σoσ
)2
+
z
2
Y
(∑
σ
∆(n.n.)σ ∆
(n.n.)
σ¯
)
U · U∗
− z
2
V
∑
σσ′aa
∆(n.n.)a ∆
(n.n)
a TσaTσ′a −
z
8
J
∑
σσ′a
σσ′∆(n.n.)a ∆
(n.n)
a TσaTσ′a − zJ
[
∆
(n.n.)
↑ ∆
(n.n)
↓ T T ∗ + c.c.
]
. (G7)
In Appendix H below we show that, for this single-band problem, it is possible to reduce the problem of extremizing
the Lagrange function L to the problem of minimizing the Gutzwiller energy as a function of the double occupancy
η.
3. Extended Hubbard model: half filling
We express the Gutzwiller operators in the so-called
“mixed-basis representation” [15, 65, 67] defined as fol-
lows:
PR =
∑
Γ,n
[ΛR]Γn |ΓR〉 〈nR| , (G8)
Here the basis set we use is:
{|ΓR〉} = {|0〉 , |↑〉 , |↓〉 , |↑↓〉} ,
{|nR〉} = {|0〉 , |↑〉 , |↓〉 , |↑↓〉} . (G9)
For clarity, here we briefly review some definitions in re-
lation with the notation utilized in previous work [26, 50,
31
Symbol Meaning Term Gutzwiller equivalent (half filling)
t Hopping −t∑〈R,R′〉,σ=± (c†RσcR′σ + h.c.) −8tη (1− 2η)∑〈R,R′〉,σ=± (c†RσcR′σ + h.c.)
U Hubbard U U
∑
R nR↑nR↓ Uη
∑
R 1
V Density density V
∑
〈R,R′〉 nRnR′ V
∑
〈R,R′〉 (4ηnR + 1− 4η) (4ηnR′ + 1− 4η)
X Coulomb assisted hopping X
∑
〈R,R′〉,σ=±
(
c†RσcR′σ + h.c.
)
(nR−σ + nR′−σ) −8Xη (1− 2η)
∑
〈R,R′〉,σ=±
(
c†RσcR′σ + h.c.
)
Y Pair hopping Y
∑
〈R,R′〉
(
c†R↑c
†
R↓cR′↓cR′↑ + h.c.
)
16η2Y
∑
〈R,R′〉
(
c†R↑c
†
R↓cR′↓cR′↑ + h.c.
)
J Exchange interaction −J∑〈R,R′〉 ~SR · ~SR′ −4J (1− 2η)2∑〈R,R′〉 ~SR · ~SR′
Table I. The various terms entering the Hamiltonian in Eq. (G1) as well as their operatorial equivalences, which
are explained in the main text.
60]. We consider the projector [15, 50, 60, 61, 66, 67]:
ΛR =

a00 0 0 0
0 a↑0 0 0
0 0 a0↓ 0
0 0 0 g
 , (G10)
which we assume does not depend on R as we have as-
sumed that translational invariance is preserved. We con-
veniently express the local reduced density matrix of |Ψ0〉
as follows:
ρ0R ≡ TrR′ 6=R |Ψ0〉 〈Ψ0|
=
1
Z
exp
(
−
∑
σ
[
ln
(
1−∆RRσ
∆RRσ
)]
c†RσcRσ
)
,
(G11)
where
[∆R1R2 ]σ = 〈Ψ0| c†R1σcR2σ |Ψ0〉 (G12)
Z is a normalization constant insuring that Tr
[
ρ0R
]
= 1.
In the same basis as Eq. (G9) we may write:
[P 0R]nn′ =
〈
nR | ρ0R | n′R
〉
. (G13)
We now assume that P 0R (with respect to the same basis
set) is given by [15, 50, 60, 61, 66, 67]:
P 0R =

(1− n↑) (1− n↓) 0 0 0
0 n↑ (1− n↓) 0 0
0 0 n↓ (1− n↑) 0
0 0 0 n↑n↓
 ,
(G14)
Following Kotliar and Ruckenstein [26] we define the ma-
trix of slave boson amplitudes [15, 50, 60, 61, 65–67]:
φR =

e 0 0 0
0 p↑ 0 0
0 0 p↓ 0
0 0 0 d
 = ΛR
√
P 0R . (G15)
We will assume that:
p↑ = p↓ = p (G16)
that is paramagnetism. We will solve this problem in
the limit of large co-ordinations number and using the
P †RPR − I expansion (see Appendices A and B).
The Gutzwiller constraints are that:
p2↑ + d
2 = ∆↑ ≡ 〈Ψ0| f†R↑fR↑ |Ψ0〉
p2↓ + d
2 = ∆↓ ≡ 〈Ψ0| f†R↓fR↓ |Ψ0〉
e2 + p2↑ + p
2
↓ + d
2 = 1 (G17)
Furthermore as
[
PR, ρR0P
†
R
]
= 0 (this is not the case in
general) we have that:
〈ΦR| c†R↑cR↑ |ΦR〉 ≡ n↑ = ∆↑
〈ΦR| c†R↓cR↓ |ΦR〉 ≡ n↓ = ∆↓ (G18)
Indeed we have that:
〈ΦR| c†RαcRβ |ΦR〉
= Tr
[
ρR0P
†
Rc
†
RαcRβPR
]
= Tr
[
ρR0P
†
RPRc
†
RαcRβ
]
+ Tr
[[
PR, ρR0P
†
R
]
c†RαcRβ
]
= Tr
[
ρR0c
†
RαcRβ
]
(G19)
We note that for general use we phrased the proof in
a general language applicable to multiband models. In
particular we may now set cσ = fσ. We note that the
solutions to the Gutzwiller equivalences depend only on
e, p↑, p↓, d as well as ∆↑ and ∆↓. Now because of Eq.
(G18) we have that ∆↑ and ∆↓ are fixed for all states with
a fixed magnetization and occupation and because we are
considering only the paramagnetic case ∆↑ = ∆↓. Fur-
thermore because of the Gutzwiller constraints we have
that e, p↑ = p↓ are functions of d and the occupation
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and magnetization (which we will ignore in the param-
agnetic case). As such the renormalization coefficients
{Rσ,Sσ, Tσa, T ,U} depend only on d and on the occupa-
tion and magnetization (which are fixed, with the mag-
netization being zero in this case) and not explicitly on
the wavefunction |Ψ0〉. This greatly facilitates analytic
calculations in this special case.
To assess the influence of inter-site interactions on the
Mott physics, in this subsection we study the Hamil-
tonian in Eq. (G1) at half filling. Note that, because
we are at half filling in the normal phase, we have that
n↑ = n↓ = 12 .
As shown in Appendix H, for this system we obtain
following operator equivalences:
P †RcRσPR ∼ 2
√
2η (1− 2η)cRσ
P †RnRPR ∼ 4ηnR + (1− 4η) I
P †Rc
†
R↑c
†
R↓PR ∼ 4ηc†R↑c†R↓
P †R~SRPR ∼ 2 (1− 2η) ~SR
P †Rc
†
RσnR−σPR ∼
√
2η (1− 2η)c†Rσ. (G20)
This leads to the result that extremizing Eq. (G2)
amounts to minimize the following energy function of the
local double occupancy η ≡ d2:
〈H〉 = η2 [32 (t−X) zχ− 16 (V − Y ) zχ2 − 12zJχ2]
+ η
[−16 (t−X) zχ+ 12zJχ2 + U]
+
1
2
V z − 3zJχ2 − µ1/2. (G21)
Here µ1/2 is the chemical potential needed to enforce that
the system is at half filling. For simplicity, from now on
we will assume that J = 0, as typically J  t −X,V −
Y,U [13, 36]. It is convenient to express our variables in
terms of the following dimensionless quantities:
u =
U
16 (t−X) zχ
v =
16 (V − Y ) zχ2
16 (t−X) zχ . (G22)
The results are identical to Section II except for rescaling
of the variables and will be repeated for clarity.
Consistently with the fact that our theory reduces to
the ordinary GA in the limit of vanishing intersite inter-
actions, at v = 0 we recover the Brinkman Rice transition
[12], where η = 0 (i.e., the charge fluctuations are frozen)
for all u ≥ 1. More generally the Brinkman Rice phase
occurs when u > 1 and v < 2u.
a. Metallic phase: enhanced-valence crossover
Minimizing the energy function [Eq. (G21)] it can be
readily shown that for u < 1 and v < vc = 1 + u the sys-
tem remains metallic and that, in this phase, the double
occupancy is given by:
η =
1− u
4 (1− v/2) . (G23)
Eq. (G23) shows that the intersite Coulomb interaction
can enhance dramatically charge fluctuations. In partic-
ular, we note that η can even exceed 14 for vc > v > 2u
while this is impossible in the half-filled single-band Hub-
bard model with only local Hubbard repulsion. The
line where η = 14 we refer to as the "enhanced-valence
crossover,"
b. Valence-skipping phase
Remarkably, we find that the non-local Coulomb in-
teraction can induce a phase transition into a phase with
double occupancy η = 12 , which is stable for v > 1 + u
and v > 2u.
In this work we refer to this region as the "valence-
skipping phase". We note that we call this a valence
skipping phase because the single site density matrix in
this phase is given by:
ρR = TrR′ 6=R |Ψ〉 〈Ψ| = PRρ0RP †R +O
(
1
z
)
,
PRρ
0
RP
†
R =

1/2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1/2
 (G24)
For v > 2 there is a first order phase transition between
the Brinkman Rice phase [12] and the valence skipping
phase while for v < 2 there is a second order phase tran-
sition between the metallic phase and the valence skip-
ping phase. The order of the transition is signified by
the continuity or discontinuity of η across these phase
transitions. (u, v) = (1, 2) is a multiciritical point.
4. Quasiparticle dispersion
In this Section we restore J 6= 0. We have that the
quasiparticle dispersion is given by (see Appendix F 1):
HQP =
∑
〈R,R′〉,σ
c†RσcR′σ[−8η (1− 2η) (t−X)
− (3 (1− 2η)2 J + 16η2 (V − Y ))χ]
≡ −Zt
∑
〈R,R′〉,σ
c†RσcR′σ +∆t
∑
〈R,R′〉,σ
c†RσcR′σ,
(G25)
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where
Z = 8η (1− 2η)
∆ = −8η (1− 2η) X
t
−
[
3 (1− 2η)2 J
t
+ 16η2
(V − Y )
t
]
χ. (G26)
Now we follow [15, 20] and write
Gcoh =
Z
iωn − Zε (k) +∆ε (k) + µ¯1/2
=
1
iωn − ε (k) + µ1/2 − Σ (k, ω) , (G27)
where µ¯1/2 is the chemical potential at half filling for the
quasiparticle Hamiltonian, so that:
Σ (k, ωn) = −∆
Z
ε (k)+µ1/2+iωn
[
1− 1
Z
]
− µ¯1/2
Z
. (G28)
We note that, consistently with previous GW+DMFT
studies of the two dimensional extended Hubbard model
[37, 38], the self energy is a function of both momentum
and frequency. Furthermore we note that Gcoh is the
coherent part of the Green’s functions [88]. Indeed the
coherent part of the Greens function satisfies:
Gcoh (k, ω) =
∫
Acoh (k, ν)
ω − ν dν
Acoh (k, ω) = Zδ
(
ω − [Zε (k)−∆ε (k)− µ¯1/2])∫
Acoh (k, ω) dω = Z < 1 (G29)
The missing quasiparticle weight 1−Z is provided by the
incoherent piece [88].
Appendix H: Mott Gap
1. Mott gap
As a benchmark of our theory, in this subsection we
calculate the Mott gap (defined as the jump in chem-
ical potential across the Mott transition) and compare
our results with Ref. [80]. As shown below, extremizing
Eq. (G2), we obtain that the Mott gap is given by:
∆µ = U¯
√
1− U¯c
U¯
, (H1)
where
U¯ = U + 12Jzχ2
U¯c = 16zχ(t−X) . (H2)
We note that Eq. (H1) reduces to the result of Ref. [80] for
the standard Hubbard model when we set the intersite
interactions to zero, where, by definition, U¯ = U and
U¯c = Uc. The details of the calculations are given below.
2. Expectation values and equivalence relationships
We want to solve for the Mott gap in the Brinkman
Rice transition. We will consider the generic single band
Hubbard Hamiltonian with nearest neighbor interactions
given in Eq. (G1). We will assume that
p↑ = p↓ = p (H3)
In this case the Gutzwiller equivalences (which may be
obtained from the Lagrange multiplier terms in the La-
grangian in Eq. (G2)) are given by:
P †RcαPR ∼
(e+ d) p√
1− d2 − p2
√
1− e2 − p2 cα
P †RnPR ∼
[
e2 − d2 + d2p2+d2
]
(1− p2 − d2) n+[
+2p2 + 2d2−
−2

[
e2 − d2 + d2p2+d2
]
(1− p2 − d2)
(p2 + d2)
 I
P †Rc
†
↑c
†
↓PR ∼
de
(1− p2 − d2) (p2 + d2)c
†
↑c
†
↓
P †R~SPR ∼
p2
(1− p2 − d2) (p2 + d2)
~S
P †Rc
†
αnα¯PR ∼
dp√
1− d2 − p2
√
1− e2 − p2 c
†
α
P †Rn↑n↓PR ∼
(
d2
p2 + d2
)
n− d2I (H4)
Indeed one can take derivatives with respect to
Dσ, Eσ, Fσσ′ , F and set them to zero to obtain Eq. (H4).
3. Gutzwiller Lagrange function
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We now calculate the Gutzwiller Lagrange function, we follow the notation in [80] which facilities comparison. In
this notation using the Gutzwiller equivalences in Eq. (H4) the Gutzwiller energy functional is given by:
L = −2 (e+ d)
2
p2
(1− d2 − p2) (1− e2 − p2) tzχ+ Ud
2
+ 2V
(〈
c†c
〉)2 − 3
4
[
p2
(1− p2 − d2) (p2 + d2)
]2
zJχ2 −

[
e2 − d2 + d2p2+d2
]
(1− p2 − d2)
2 V zχ2
+ Y z
d2e2
(1− p2 − d2)2 (p2 + d2)2χ
2 + 4
d (e+ d) p2
(1− d2 − p2) (1− e2 − p2)zχX
+ λ(1)
(
e2 + 2p2 + d2 − 1)+ λ(2) (2p2 + 2d2 − 2 〈f†f〉)− µ (n− 2 〈f†f〉) (H5)
We now replace
〈
c†σcσ
〉
=
〈
f†f
〉
(see Eqs. (G18)) which is special to the case at hand. Here we have introduced the
same notation as [80] and have gotten rid of the terms enforcing the Gutzwiller constraints as they are of Lagrange
multiplier form and do not contribute to the total energy and replaced the coefficients Rµi with their saddle point
values. Furthermore since there is no magnetization we have simplified our calculations to the case of spinless fermions
(by doubling certain terms). Using the Gutzwiller constraints we have that
p2 =
n
2
− d2
e2 = 1− n+ d2 (H6)
We now have that the energy functional is given by:
〈H〉 = −2
(√
1− n+ d2 + d)2 (n2 − d2)(
1− n2
) (
n
2
) tzχ+ Ud2
+
1
2
V n2z − 3
4
[ (
n
2 − d2
)(
1− n2
) (
n
2
)]2 zJχ2 −

[
(1− n) + d2n
2
]
(
1− n2
)
2 V zχ2
+ Y z
d2
(
1− n+ d2)(
1− n2
)2 (n
2
)2 χ2 + 4d
(√
1− n+ d2 + d) (n2 − d2)(
1− n2
) (
n
2
) zχX (H7)
We now assume that n = 1 + δ with δ, d 1 then we have that
〈H〉 = −8
(√
d2 − δ + d)2 ( 1+δ2 − d2)
1− δ2 tzχ+ Ud
2
+
1
2
V n2z − 12

(
1+δ−2d2
2
)
1− δ2
2 zJχ2 − 2

[
−δ + 2 d21+δ
]
(1− δ)
2 V zχ2
+ 16Y z
d2
(
d2 − δ)
(1− δ2)2 χ
2 + 16
d
(√
d2 − δ + d) ( 1+δ2 − d2)
1− δ2 zχX (H8)
Now we introduce the variable x = e+ d then we have that [87]:
d2 =
(
x2 + δ
2x
)2
(H9)
p2 =
1 + δ
2
−
(
x2 + δ
2x
)2
(H10)
e2 =
(
x2 + δ
2x
)2
− δ (H11)
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Then we have that [87]:
〈H〉 = −2
[
1−
(
1− x2)2
1− δ2
]
tzχ+ U
(
x2 + δ
2x
)2
+
1
2
V (1 + δ)
2
z − 3
4
[
2x2 − (x4 + δ2)
x2 [1− δ2]
]2
zJχ2 −
([−δ22x2 + (x4 + δ2)]
(1− δ2)x2
)2
V zχ2
+ Y z
(
x4 − δ2)2
(1− δ2)2 x4χ
2 + 2
(
x2 + δ
) (
2x2 − (x4 + δ2))
[1− δ2]x2 zχX (H12)
We now introduce y = x2 and write:
〈H〉 = −2
[
1− (1− y)
2
1− δ2
]
tzχ+ U
(
y
4
+
δ
2
+
δ2
4y
)
+
1
2
V (1 + δ)
2
z − 3
4
[
2y − (y2 + δ2)
y [1− δ2]
]2
zJχ2 −
([−δ22y + (y2 + δ2)]
(1− δ2) y
)2
V zχ2
+ Y z
(
y2 − δ2)2
(1− δ2)2 y2χ
2 + 2
[
1− (1− y)
2
1− δ2 +
δ
y
[
1− (1− y)
2
1− δ2
]]
zχX (H13)
Now minimizing the energy with respect to y we get that:
∂H
∂y
= −4
[
(1− y)
1− δ2
]
(t−X) zχ+ U
(
1
4
− δ
2
4y2
)
− 3
2
[
2y − (y2 + δ2)
y [1− δ2]
][
2− 2y
y [1− δ2] −
2y − (y2 + δ2)
y2 [1− δ2]
]
zJχ2
+ 2
([−δ22y + (y2 + δ2)]
(1− δ2) y
)[
2
y
−
[−δ22y + (y2 + δ2)]
(1− δ2) y2
]
V zχ2 + Y z
[
4
(
y2 − δ2)
(1− δ2)2 y − 2
(
y2 − δ2)2
(1− δ2)2 y3
]
χ2[
−2 δ
y2
[
1− (1− y)
2
1− δ2
]
+ 4
δ
y
[
(1− y)
1− δ2
]]
zχX = 0 (H14)
We now take y, δ  1, with this ∂H∂y is approximately given by:
∂H
∂y
= −4 (t−X) zχ+ U
(
1
4
− δ
2
4y2
)
− 3
[(−y2 + δ2)
y2
]
zJχ2 = 0 (H15)
Where we have taken:
y = O (δ) , (H16)
and have kept only the order one terms, the rest will not contribute to the Mott gap. Where we used approximations
like:
− 2 δ
y2
[
1− (1− y)
2
1− δ2
]
∼= −4 δ
y
(H17)
We now rewrite Eq. (H15) as:
y2
[
−4 (t−X) zχ+ U
4
+ 3zJχ2
]
= δ2
[
U
4
+ 3zJχ2
]
(H18)
In this case:
y = |δ|
√
[U + 12zJχ2]
[U + 12zJχ2 − 16 (t−X) zχ] ≡
|δ|
ς
(H19)
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From this we see that
Uc = 16 (t−X) zχ− 12zJχ2 (H20)
is the critical onsite Hubbard interaction where the Mott gap opens. This matches with Eq. (H2) from the main text.
We now write [80]
y± =
|δ|
ς
e2 =
(
y
4
+
δ
2
+
δ2
4y
)
− δ =
( |δ|
4ς
+
|δ| ς
4
− δ
2
)
= ς±e |δ|
d2 =
(
y
4
+
δ
2
+
δ2
4y
)
=
( |δ|
4ς
+
|δ| ς
4
+
δ
2
)
= ς±d |δ|
p2 =
1
2
−
( |δ|
4ς
+
|δ| ς
4
)
, (H21)
Where
√
ς±d =
√
1
4ς
+
ς
4
± 1
2
√
ς±e =
√
1
4ς
+
ς
4
∓ 1
2
. (H22)
4. The Mott gap
Now going back to Eq. (H5) we get that:
〈H〉 = 〈H0〉+ λ(1)
(
e2 + 2p2 + d2 − 1)
+ λ(2)
(
2p2 + 2d2 − 2 〈f†f〉)− µ (n− 2 〈f†f〉)
We then have that
〈H0〉 = −2 (e+ d)
2
p2
(1− d2 − p2) (1− e2 − p2) tzχ+ Ud
2
+ 2V
(〈
c†c
〉)2 − 3
4
[
p2
(1− p2 − d2) (p2 + d2)
]2
zJχ2
−

[
e2 − d2 + d2p2+d2
]
(1− p2 − d2)
2 V zχ2
+ Y z
d2e2
(1− p2 − d2)2 (p2 + d2)2χ
2
+ 4
d (e+ d) p2
(1− d2 − p2) (1− e2 − p2)zχX (H23)
Furthermore:
0 =
∂ 〈H〉
∂ 〈f†f〉 ⇒ µ = λ
(2) (H24)
0 =
∂ 〈H〉
∂e
⇒ λ(1) = −
∂〈H0〉
∂e
2e
0 =
∂ 〈H〉
∂d
⇒ 2d
(
λ(1) + 2λ(2)
)
= −∂ 〈H0〉
∂d
⇒ λ(2) = −
∂〈H0〉
∂d
4d
+
∂〈H0〉
∂e
4e
(H25)
Now we take:
∂ 〈H0〉
∂d
= −8 (e+ d) tzχ+ 2Ud+ 8 [e+ 2d] zχX + ...
∂ 〈H0〉
∂e
= −8 (e+ d) tzχ+ 8dzχX + ...... (H26)
Therefore:
λ
(2)
± = const− 2 (t−X) zχ
[
e
d
− d
e
]
+ .......
= const− 2 (t−X) zχ
[√
ς±e√
ς±d
−
√
ς±d√
ς±e
]
(H27)
Form this we see that:
∆µ = λ
(2)
+ − λ(2)− (H28)
This means that
∆µ = 4 ((t−X) zχ)
[√
ς+d√
ς+e
−
√
ς+e√
ς+d
]
=
16 ((t−X) zχ)√
[U+12zJχ2]
[U+12zJχ2−16(t−X)zχ] −
√
[U+12zJχ2−16(t−X)zχ]
[U+12zJχ2]
(H29)
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a. Simplifying the expressions
We write:
U¯ = U + 12Jzχ2
t¯ = t−X (H30)
Then
∆µ =
16zχt¯√
U¯
U¯−16zχt¯ −
√
U¯−16zχt¯
U¯
(H31)
We now introduce
U¯c = 16zχt¯ (H32)
Then
∆µ =
√
U¯
(
U¯ − U¯c
)
(H33)
Then there are two cases to consider δU¯ ≡ U¯ − U¯c  U¯c
and U¯  U¯c
Case δU¯  U¯c Then
∆µ ∼=
√
Uc
√
δU (H34)
Case U¯  U¯c Then
∆µ ∼= U¯ − 1
2
U¯c (H35)
Appendix I: Calculating the embedding Hamiltonian
We would like to qualitatively motivate the results
of the previous section that the gap does not depend
on V and Y by studying the embedding Hamiltonian
[15, 65, 67, 68]. To do so we note that for cases when some
of the variables {Rσ,Sσ, Tσa, T ,U} , {R∗σ,S∗σ, T ∗,U∗} be-
come zero the corresponding piece of the embedding
Hamiltonian becomes zero. Indeed taking derivatives we
get that:
∂L
∂Rσ = 0⇒ 0 = 〈Ψ0| − t
∑
〈RR′〉σ
R∗σf†RσfR′σ +X
∑
〈RR′〉σ
S∗σf†RσfR′σ |Ψ0〉 = Dσ
√
(1−∆σ) ∆σ
∂L
∂Sσ = 0⇒ 0 = 〈Ψ0|X
∑
〈RR′〉σ
R∗σf†RσfR′σ |Ψ0〉 = Eσ
√
(1−∆σ) ∆σ
∂L
∂T = 0⇒ 0 = −zJ∆
(n.n.)
↑ ∆
(n.n)
↓ T ∗ = F
√
(1−∆↑) ∆↑
√
(1−∆↓) ∆↓
∂L
∂U = 0⇒ 0 =
z
2
Y
(∑
σ
∆(n.n.)σ ∆
(n.n.)
σ¯
)
U = G
√
(1−∆↑) ∆↑
√
(1−∆↓) ∆↓ (I1)
From this we see that G, F, Eσ, Dσ vanish whenever U , T , Sσ, Rσ vanish. The situation with Fσa is more complex.
The coefficients Tσa do not vanish simultaneously anywhere in the phase diagram but instead satisfy T↑↑ = −T↑↓ =
T↓↓ = −T↓↑ when η = 0, ∆(n.n.)↑ = ∆(n.n)↓ = ∆(n.n.) = χ and ∆a = ∆a¯ = ∆ = na = na¯ = n = 12 (we note that
∆a = na is a direct consequence of our assumption that
[
ΛR, P
0
R
]
= 0). We will now show that this implies the
following relations between the coefficients Fσa:
F↑↑ = −F↑↓ = F↓↓ = −F↓↑ ≡ F˜ (I2)
Indeed taking appropriate combinations of derivatives of the Lagrange function we get that:
∂L
∂Tσa +
∂L
∂Tσ¯a = 0⇒0 = −2zV
∑
σ′
∆(n.n.)a ∆
(n.n)
a Tσ′a +
z
4
J
∑
σ′a
(σ + σ¯)σ′∆(n.n.)a ∆
(n.n)
a Tσ′a
= Fσa (1−∆a) ∆a + Fσ¯a (1−∆a) ∆a
∂L
∂Tσa +
∂L
∂Tσa¯ = 0⇒0 = −zV
∑
σ′
∆(n.n.)a ∆
(n.n)
a Tσ′a − zV
∑
σ′
∆
(n.n.)
a¯ ∆
(n.n)
a¯ Tσ′a¯+
+
z
4
J
∑
σ′
σσ′∆(n.n.)a ∆
(n.n)
a TσaTσ′a + zJ
∑
σ′
σσ′∆(n.n.)a¯ ∆
(n.n)
a¯ Tσ′a
= Fσa (1−∆a) ∆a + Fσa¯ (1−∆a¯) ∆a¯ (I3)
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From this we get that Eq. (I2) follows. In particular at half filling for η = 0 we have that
Hembed = Ucˆ
†
↑cˆ↑cˆ
†
↓cˆ↓ +
∑
σ
λcσ fˆσ fˆ
†
σ +
[
F cˆ†↑cˆ↓fˆ↓fˆ
†
↑ + h.c.
]
+ F˜
∑
σa
σa
(
cˆ†σ cˆσ fˆafˆ
†
a
)
+
∑
σ
λbσ cˆ
†
σ cˆσ (I4)
We see that there is no density density type of interaction or pair hopping. We note that we can get a relation between
F and F˜ via:
F =
−zJ∆(n.n.)↑ ∆(n.n)↓ T ∗√
(1−∆↑) ∆↑
√
(1−∆↓) ∆↓
=
−zJχ2T ∗
(1−∆) ∆
δL
δT↑↑ = 0⇒−
z
4
J
∑
σσ′ab
σ′∆(n.n.)↑ ∆
(n.n)
↑ Tσ′↑ = F˜ (1−∆↑) ∆↑ ⇒ F˜ =
−zJχ2T ∗↑↑
2 (1−∆) ∆ (I5)
We now use that T↑↑ = T2 = 1. Therefore we have that:
Hembed = Ucˆ
†
↑cˆ↑cˆ
†
↓cˆ↓ +
∑
σ
λcσ fˆσ fˆ
†
σ − 8zJχ2
(
~Sc · ~Sf
)
+
∑
σ
λbσ cˆ
†
σ cˆσ (I6)
Here ~Sc is the spin operator for the impurity and ~Sf is the spin operator for the bath. We note that the term:
−
∑
σa
Fσacˆ
†
σ cˆσ∆a = 0 (I7)
due to Eq. (I2). We note that the parameters V and Y do not enter the embedding Hamiltonian at half filling in the
Brinkman Rice phase.
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