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Abstract
Let (G,X) be a pair consisting of a group G and a generating set X of G. Let K be a
commutative ring and let M be a KG-module. In this work, I try to answer the following
question: “Is it possible to find a K-algebra L such that M is a LG-module and such that
the elements of X act as reflections of M?”
If X is a set of involutions and if a presentation of G is known, then I can answer the
above question.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let (G,X) be a pair consisting of a group G and a generating set X of G. We
suppose that X is a finite set, that the order of the product of any two elements
of X is finite and that if x and y are distinct elements of X then 〈x〉 ∩ 〈y〉 = {1}.
In this paper, we want to study representations of G in which the elements of X
are represented by reflections (nonnecessarily of order 2). More precisely, given a
commutative ring K and a KG-module M , we shall be primarily concerned with
finding aK-algebraL and an LG-module structure onM extending the given KG-
module structure and relatively to which the elements of X operate as reflections.
Two rather obvious necessary conditions for the existence of such an L are:
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(RG1) If x, y ∈ X, xy = yx = 1, then [M,x] ⊂ CM(y);
(RG2) If x, y ∈ X, [x, y] = 1, then the map σxy : [M,x] → [M,y] :u → −u+
y(u) is a bijection.
When they are satisfied, we say that (G,X) is a generalized reflection group
on M .
Section 2 of the paper presents a kind of weak converse of the above assertion:
given a generalized reflection group (G,X) on M , we exhibit a “natural” K-
algebra L operating on each [M,X] and, assuming two additional conditions of a
somewhat technical nature, we show that the (cyclic) L-module structures on the
groups [M,x] are induced by a single L-module structure on M .
In Section 3, we deal with the case where X consists of involutions. In that
case, any two noncommuting elements of X generate a dihedral group and we are
led to determine all representations of a dihedral group as a generalized reflection
group (cf. Section 3.2); the study in Section 3.1 of a family of polynomials related
to the cyclotomic polynomials is needed for that purpose. The ultimate goal of
Section 3 is, given a group presented as 〈X | R〉, where X is a finite set of
involutions and R a set of relations, to construct a pair (L,M) as above. The
algebra L is obtained first, presented by generators and relations; then we choose
a representationN ofLwhich is a cyclicL-module. Finally for each x inX, we let
Nx N . We define M to be the direct sum ⊕x∈X Nx and we have [M,x] Nx .
Then M is an LG-module on which each element of X operates as a reflection.
In Section 4, we present two families of examples. For the first family, our
method provides both real and complex reflection representations of the group G
and the invariant sesquilinear form can (for the same group) be hermitian definite
positive, hermitian with another signature, real hermitian, etc. For the second
family, we show that L is an algebra of rank 4 which, again for the same group,
can be a division quaternion algebra, a split quaternion algebra or, in certain cases,
a local algebra.
This work is not a continuation of [14] “Generalized Reflection Group I,
Constructing the Algebra,” because in that paper, the axioms are not the same
(they are rather awkward). I choose the result of Theorem 11 of [14] as my axiom
(RG2) and then everything works out smoothly.
2. Existence of the algebra
Let G be a group, X a generating set of G, K a commutative ring and M a
KG-module. In this part, I introduce the axioms and I show the existence of a K-
algebra L associated to the quadruple (G,X;K,M). Then I show that with added
hypotheses, M becomes an LG-module.
Let G be a group and X a generating set of G. On X we put a graph structure
Γ (G,X) (or Γ if no confusion arises): let {x, y} ∈ X × X: {x, y} is an edge
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of Γ if [x, y] = 1. We call Γ (G,X) the (generalized) Coxeter graph of the pair
(G,X). We call E(Γ ) the set of edges of Γ . We define Γ c (the complementary
graph of Γ ): {x, y} is an edge of Γ c if x = y and [x, y] = 1.
Notation. Let G be a group acting on the KG-module M . Let g ∈G. We define:
[M,g] := im(g− Id); [M,G] := 〈[M,g] | g ∈G〉; CM(g) := ker(g− Id).
Definition 1. Let G be a group, X a generating set of G such that if x , y are
distinct elements of X we have 〈x〉 ∩ 〈y〉 = {1} and M a group on which G acts.
We say that (G,X) is a generalized reflection group on M when for G acting
on M , the following two axioms are satisfied:
Axiom 1 (RG1). If {x, y} is an edge of Γ c , then [M,x] ⊂ CM(y).
Axiom 2 (RG2). If {x, y} is an edge of Γ , then the map: σxy : [M,x]→ [M,y]:
h → (y − 1)h is a bijection.
Remark 1. In (RG2), {y, x} is the same edge of Γ than {x, y} so the map
σyx : [M,y]→ [M,x]: k → (x − 1)k is also a bijection.
Example 2. Every finite group generated by reflections (or by pseudoreflections)
is a generalized reflection group as one can see immediately (here X is a
generating set contained in the set of reflections (or pseudoreflections) of G).
(Cf. [1].)
Remark 2. (1) Let (G,X) be a generalized reflection group acting on the
group M .
For what we want to do, we can, without loss of generality, suppose that Γ is
a connected graph:
If X1 and X2 are unions of connected components of Γ such that X=X1∪X2
and X1 ∩X2 = ∅, and if Gi = 〈Xi〉 (i = 1,2), then G is a central product of G1
and G2 and (Gi,Xi) (i = 1,2) are generalized reflection groups on M .
(2) As we only use the operation of G on [M,G] in general,we can suppose
that M = [M,G].
Hypothesis A. Let G be a group and let X be a generating set of G. We suppose
that the graph Γ (G,X) is connected.
Hypothesis B. Let K be a commutative ring and let M be a K-module. We
suppose that (G,X) is a generalized reflection group on M such that M is a
KG-module.
We see then that for each x in X, [M,x] is a K-submodule of M .
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Hypotheses A and B imply that if x and y are in X then [M,x] and [M,y] are
isomorphic K-modules:
If [x, y] = 1, σxy : [M,x] → [M,y] is a K-isomorphism; if [x, y] = 1 with
x = y , as Γ is connected, there exists a path ch = {x0 = x, x1, . . . , xn = y} in Γ
such that [xi, xi+1] = 1 for 0 i  n− 1 and θxy(ch)= σxn−1xn ◦ σxn−2xn−1 ◦ · · · ◦
σx0x1 : [M,x]→ [M,y] is a K-isomorphism.
We now show the existence of a K-algebra L as announced when Ax-
ioms (RG1), (RG2), and Hypotheses A and B, are satisfied.
We make two choices, namely an element x0 of X and a spanning tree T of Γ .
Let J be the set of edges of Γ which are not edges of T . Let {x, y} ∈ J.
Let chT (y) = {x0, x1, . . . , xs = x} (respectively chT (x0, y1, . . . , yt = y}) be the
unique path in T between x0 and x (respectively x0 and y). We put θx0x =
θx , θx0y = θy, lj = θ−1y ◦ σxy ◦ θx : [M,x0] → [M,x0] and lj = θ−1x ◦ σyx ◦
θy : [M,x0]→ [M,x0]. Then lj and lj are K-isomorphisms.
We let L∗ denote the subgroup of GL([M,x0]) generated by lj and lj , j ∈ J :
L∗ = 〈lj , lj | j ∈ J 〉
and we call L the subalgebra of End([M,x0]) generated by L∗.
It is clear that [M,x0] is an L-module.
If x ∈ X, we let L act on [M,x] by: ∀m ∈ [M,x], ∀l ∈ L, l.m = (θx ◦ l ◦
θ−1x )(m). Then [M,x] is an L-module.
Proposition 3. We suppose Hypotheses A and B satisfied. Then:
(1) L does not depend on the choice of x0 in X.
(2) If X is a finite set, L does not depend on the choice of the spanning tree T .
Proof. (1) If j = {x, y}, the equation lj = θ−1y ◦ σxy ◦ θx gives the result.
(2) We have the following result which can be found in [7, Theorem 6.6.4]:
“When T1 and T2 are spanning trees in a finite connected graph, then one of
them can be derived from the other by singular cyclic interchanges.” (Operation
consisting in adding an edge to one tree and deleting another edge in order to
obtain another spanning tree.)
So we see that in order to prove the result, it suffices to do so for a single
singular cyclic interchange.
We have the circuit C = {x0, x1, . . . , xs = x, y = yt , yt−1, . . . , y1, x0} and we
must remove an edge ( = j = {x, y}) of Γ such that we obtain another spanning
tree of Γ . The problem is now to show that L is independent of the edge we are
taking off. For doing this we shall use the following lemma:
Lemma 4. We keep the notation and hypotheses above and we suppose that Γ is
a circuit. Then the algebra L does not depend on the chosen spanning tree.
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Proof. Let Γ = {x0, x1, . . . , xn−1}. We suppose that
{{xi, xi+1} ∣∣ 0 i  n− 1}⊂E(Γ )
(the indices are taken modulo n). Let T be a spanning tree of Γ such that
E(T )= {{xi, xi+1} ∣∣ 0 i  n− 2};
then j = {x0, xn−1} ∈ J . We define θi := θx0xi = σi−1σi−2 · · ·σ1σ0 where σi :=
σxixi+1 . Then lj = σn−1θn−1 = σn−1σn−2 · · ·σ1σ0. Define Mi := [M,xi]. Then
L acts on Mi by ∀m ∈ Mi, l.m = (θi ◦ l ◦ θ−1i )(m) and θi ◦ l ◦ θ−1i =
σi−1σi−2 . . . σ1σ0σn−1σn−2 . . . σi . This formula shows that L is independent of
the spanning tree in this case. ✷
Let now j = {x, y} be an edge in J . We make a singular cyclic interchange.
We have the two paths in T : chT (x) = {x0, x1, . . . , xs = x} and chT (y) =
{x0, y1, . . . , yt = y}. Now we have three possibilities:
(1) This singular cyclic interchange does not affect chT (x) and chT (y) then lj
is not changed.
(2) This singular cyclic interchange affects only one of the paths chT (x) or
chT (y), for example chT (x).
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We have θy = ϕ2θ2, θx = ϕ1θ1 with obvious notation, so lxy = θ−12 ϕ−12 σxyϕ1θ1,
l′xy = θ−12 ϕ−12 σxyϕ1θ3θ2 in T ′ and we obtain l−1xy l′xy = θ−11 θ3θ2. But θ−11 θ3θ2 ∈ L
as one can see in the circuit C we introduced, so we have l′xy ∈ L.
(3) This singular cyclic interchange affects both paths chT (x) and chT (y).
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As above we have θx = ϕ1ϕθ , θy = ϕ2ϕθ , lxy = θ−1ϕ−1ϕ−12 σxyϕ1ϕθ and in
T ′: θ ′x = ϕ1ϕθ ′, θ ′y = ϕ2ϕθ ′, l′xy = θ ′−1ϕ−1ϕ−12 σxyϕ1ϕθ ′ = θ ′−1θσxyθ−1θ ′. As
we see in the circuit C we introduced, we have θ ′−1θ ∈ L so l′xy ∈ L. In this
manner we have shown that L′ ⊂ L. As T and T ′ play similar role, we also
have L ⊂ L′, hence L = L′. As a unique singular cyclic interchange does not
affect L, a finite number of singular cyclic interchanges does not affect L and L
is independent of the spanning tree chosen to construct it. ✷
Corollary 5. We suppose that Hypotheses A and B are satisfied. We suppose also
that X is finite of cardinality v. Then:
(1) If |E(Γ )| = w, then |J | = w − v + 1 and L is generated by 2(w − v + 1)
elements lxy , lyx, {x, y} ∈ J .
(2) If Γ is a tree, |J | = 0 and L∗ = 〈Id[M,x0]〉, therefore L is the subalgebra of
End([M,x0]) generated by the identity.
Proposition 6. We keep the hypotheses A and B. We suppose also that M =⊕
x∈X[M,x]. Then M is an L-module.
Proof. From the way L acts on the various [M,x], x ∈ X, it is clear that each
[M,x] is an L-module, so the hypothesis implies that M is an L-module. ✷
Remark 3. The hypothesis M = [M,G] must be made as we do not know any-
thing about the inclusion of [M,G] in M; but the hypothesis M =⊕x∈X[M,x]
is certainly too strong. I have not found anything with which to replace it.
In the same way, in order to show that M is an LG-module, I need a
supplementary hypothesis as I do not know in general how 〈x〉 acts on [M,x].
Proposition 7. We keep Hypotheses A and B and we suppose that X is finite.
Then:
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(1) ∀l ∈L, ∀y ∈X− {x0}, ∀m ∈ [M,x0] we have l.y(m)= y(l.m).
(2) If ∀x ∈ X, x acts as a scalar map on [M,x] and if M =⊕x∈X[M,x] then
M is an LG-module.
Proof. (1) We suppose that the spanning tree T has the property: ∀x ∈ X, the
distance from x0 to x in T and in Γ are the same. We want to show that ∀l ∈ L,
∀y ∈X− {x0}, ∀m ∈ [M,x0] we have l.y(m)= y(l.m).
We have two cases:
(1) If {x0, y} is an edge of Γ c, we have y(m) = m (axiom (RG1)) and as
l.m ∈ [M,x0], y(l.m)= l.m= l.y(m). The result is true in this case.
(2) If {x0, y} is an edge of Γ , then by the choice of T , {x0, y} is also an edge
of T . We have ∀m ∈ [M,x0], y(m) = m + σx0y(m) so l.y(m) = l.m +
(θylθ
−1
y )σx0y(m), y(l.m) = l.m + σx0y(l.m). As {x0, y} ∈ E(T ), we have
θy = σx0y so l.y(m) = l.m + σx0y(l.m) = y(l.m) and we have the result in
this case also.
(2) As each scalar map of [M,x0] is central in End([M,x0]) we argue as in (1)
and we have the first assertion.
As the algebra L does not depend on the choice of x0 in X, we have: ∀x ∈X,
∀l ∈ L, ∀y ∈X, ∀m ∈ [M,x], l.y(m)= y(l.m) and M is an LG-module. ✷
Remark 4. If the characteristic of K is = 2, the hypothesis of the preceding
proposition is satisfied if X is a set of involutions as in this case, x acts as −1
on [M,x]. In the general case another condition ought to be found.
We summarize the preceding results in the following theorem:
Theorem 8. Let K be a commutative ring and let M be a K-module. Let G
be a group and X a finite generating system of G. We suppose that (G,X) is a
generalized reflection group on M , that M =⊕x∈X[M,x] and that for each x
in X, x acts as a scalar map on [M,x]. Let L be the algebra defined just before
Proposition 3. Then L does not depend on the choice of the base point x0 nor of
the spanning tree T .
3. Construction of the algebra when X consists of involutions
In this part we show how with the help of a presentation of a group G:
G = 〈X | ∀x ∈ X,x2 = 1,R〉 where X is finite and R is a set of words in the
letters of X, we can construct the algebra L and at the same time the module M
such that, G acting on M , viewed as an L-module, can be seen as a reflection
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group (here ∀x ∈X, [M,X] is a cyclic L-module). In most of the cases, when “R
is too big,” M = {0}.
This part is divided in three paragraphs. In the first paragraph, we give
some properties of a family of orthogonal polynomials related to cyclotomic
polynomials. In the second paragraph, we study representations of dihedral groups
as generalized reflection groups. In the third paragraph, we show how the results
of the second paragraph and those of part 2 allow us to constructM andL: firstM ,
then L is constructed.
3.1. Succinct study of a family of polynomials
We consider the sequence (un)n∈N of polynomials with integer coefficients
u2n+1 :=
n∑
k=0
(−1)k
(
2n− k
k
)
Xn−k (n 0),
u2n+2 :=
n∑
k=0
(−1)k
(
2n+ 1− k
k
)
Xn−k (n 0),
u0 := 0.
The first few polynomials are: u0 = 0, u1 = u2 = 1, u3 =X − 1, u4 =X − 2,
u5 =X2 − 3X+ 1, u6 =X2 − 4X+ 3, u7 =X3 − 5X2 + 6X− 1 and so on. . . .
We define un for n < 0 by un(X)=−u−n(X).
We omit the proof of the following easy proposition:
Proposition 9. (1) We have the formulae:
(A1) ∀n ∈ Z, u2n+2 − u2n+1 + u2n = 0;
(A2) ∀n ∈ Z, u2n+1 −Xu2n + u2n−1 = 0;
(2) (R) ∀n ∈ Z, un+2 − (X− 2)un + un−2 = 0 (recurrence formula).
The sequences n → (u2n) and n → (u2n+1) form a basis of the Z-module of
solutions of (R).
We show now that the polynomials un(X), n ∈ N, are related to the
Tchebychev polynomials of the second kind.
Proposition 10. (1) We have:
∀n ∈ Z, u2n+1
(
4 cos2(θ)
)= sin((2n+ 1)θ)
sin(θ)
,
u2n
(
4 cos2(θ)
)= sin(2nθ)
sin(2θ)
.
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(2) For each integer n, the roots of u2n+1(X) inC are 4 cos2( kπ2n+1 ) (1 k  n)
and those of u2n(X) are 4 cos2( kπ2n ) (1 k  n− 1).
Proof. (2) is an immediate consequence of (1).
For (1), the formulae are shown by induction on n: sin(2n+ 1)θ and sin 2nθ
are solutions of (R) with X= 4 cos2 θ. ✷
The preceding result enables one to obtain a factorization of un(X) as a product
of irreducibles polynomials in Z[X].
Let n be an integer  1. We define:
• if n is odd: Pn(X) := Xn−1X−1 =Xn−1 +Xn−2 + · · · +X+ 1;
• if n is even: Pn(X) := Xn−1X2−1 =Xn−2 +Xn−4 + · · · +X2 + 1.
Then the Pn(X) are symmetric polynomials.
• If n is odd, n= 2m+ 1, we have Pn(X) = X2m +X2m−1 + · · · +X + 1 so
1
Xm
Pn(X) is a polynomial in X+X−1.
• If n is even, n= 2m, we have Pn(X)= X2m−2 +X2m−4 + · · · +X2 + 1 so
1
Xm−1Pn(X) is a polynomial in X+X−1.
Let ς be a primitive nth root of unity, for example ς = exp(2iπ/n), then ς
is a root of Pn(X) for, as n > 2, ς = −1. We have ς + ς−1 = 2 cos(2π/n) and
γ = ς + ς−1 + 2 = 4 cos2(π/n). From the preceding proposition, we see that γ
is a root of un(X) and the other roots of un(X) are obtained by taking the distinct
nth root of unity ( = ±1).
Proposition 11. We keep the above notation and hypotheses. Then:
(1) The map δ : ζ → ζ + ζ−1+2 induces a surjection between the roots of Pn(X)
and those of un(X) (we define P0(X)= u0(X)= 0).
(2) δ induces a bijection ∆ between the set of unitary factors of Pn(X) in Z[X]
and the set of unitary factors of un(X) in Z[X].
(3) Let Φn(X) be the nth cyclotomic polynomial. We define ∆(Φn(X)) := vn(X).
Then Pn(X)=∏d |n,n3Φd(X) and un(X)=∏d |n,n3 vd(X).
Proof. (1) If n  3, we have the result from the preceding discussion. As
P2(X)= P1(X)= 1 and u2(X)= u1(X)= 1 we also have the result in this case.
(2) If Q(X) is a unitary factor of Pn(X) in Z[X], then Q(X) is a symmetric
polynomial for if α is a root of Q(X) then α = α−1is also a root of Q(X). To
Q(X) we associate the factor of un(x) which has as root α + α−1 + 2, α root
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of Q(X). It is clear that we have established a bijection ∆ between the set of
unitary factors of Pn(X) and the set of unitary factors of un(X) in Z[X].
(3) The formula for the factorization of un(X) is an immediate consequence of
the corresponding factorization of Pn(X), we just apply ∆. ✷
We now give some properties of the sequence (un) which will be need in the
next paragraph. We generalize formulae (A1) and (A2).
Proposition 12. We have the formulae:
(A3) ∀(n,m) ∈ Z2,
un+2m + un−2m = (u2m+1 − u2m−1)un;
(A4) ∀(n,m) ∈ Z2,{
un+2m+1 + un−(2m+1) =X(u2m+2 − u2m)un if n is even,
un+2m+1 + un−(2m+1) = (u2m+2 − u2m)un if n is odd.
Proof. One can show easily that if one of the formulae (A3) or (A4) is true for a
certain positive n, then it is also true for −n.
The proof goes by induction on m. ✷
Corollary 13. We have the formulae:
(A5) ∀n ∈ Z,
u2n = (un+1 − un−1)un;
(A6) ∀n ∈ Z,
u2n = un+1(un − un−2)− 1= un−1(un+2 − un)+ 1;
(A7) ∀n ∈ Z,
u2n+1 =
{
un+1(un+1 − un−1)− 1=Xun(un+2 − un)+ 1 if n is even;
Xun+1(un+1 − un−1)− 1= un(un+2 − un)+ 1 if n is odd.
Proof. (1) Proof of (A5). We have u2n = u2n+u0 = un+n+un−n so if n is even,
we apply (A3) and if n is odd, we apply (A4).
(2) Proof of (A6). We have u2n+ 1= u2n+ u2 = u(n+1)+(n−1)+ u(n+1)−(n−1)
for u2 = 1. If n is odd, we apply (A3) and if n is even, we apply (A4). We have
u2n − 1= u2n + u−2 = u(n−1)+(n+1) + u(n−1)−(n+1). We proceed as above.
(3) Proof of (A7). We have u2n+1+1= u2n+1+u1 = u(n+1)+n+u(n+1)−n and
also u2n+1 − 1= u2n+1 + u−1 = un+(n+1)+ un−(n+1). We proceed as above. ✷
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3.2. Dihedral groups as generalized reflection groups
In this paragraph,K is a ring and G is a dihedral group:G= 〈x, y | x2 = y2 =
(xy)n = 1〉. Let M be a rank 2 left free K-module with basis (a, b) on which G
acts as a generalized reflection group:∣∣∣∣ x(a)=−a,x(b)= b+ la,
∣∣∣∣ y(a)= a +mb,y(b)=−b,
with l and m units of K . Put θ = lm and ψ =ml.
The goal of this section is to find conditions on θ and ψ in order that xy be of
order n.
In the basis (a, b) of M we have:
x =
(−1 l
0 1
)
, y =
(
1 0
m −1
)
,
xy =
(
θ − 1 −l
m −1
)
, yx =
( −1 l
−m ψ − 1
)
.
Lemma 14. We have ∀k ∈ Z:
(1) (xy)k =
(
u2k+1(θ) −lu2k(ψ)
mu2k(θ) −u2k−1(ψ)
)
and
(yx)k =
(−u2k−1(θ) lu2k(ψ)
−mu2k(θ) u2k+1(ψ)
)
;
(2) (xy)kx =
(−u2k+1(θ) lu2k+2(ψ)
−mu2k(θ) u2k+1(ψ)
)
and
y(xy)k =
(
u2k+1(θ) −lu2k(ψ)
mu2k+2(θ) −u2k+1(ψ)
)
.
Proof. (1) We use relation (R) and the fact that mθ =ψm and θl = lψ .
(2) We use relation (A1) and (A2). ✷
Proposition 15. We have the equivalence: (xy)n = 1⇐⇒ un(θ)= un(ψ)= 0.
Proof. (1) Let us suppose that un(θ)= un(ψ) = 0. So, using formulae (A5) we
obtain u2n(θ)= 0= u2n(ψ), and using formulae (A7) we also obtain u2n+1(θ)=
1 and u2n−1(ψ)=−1, so (xy)n = 1.
(2) Let us suppose that (xy)n = 1. We distinguish two cases:
First suppose n even: n= 2k. Then (xy)2k = 1⇐⇒ (xy)k = (yx)k , so(
u2k+1(θ) −lu2k(ψ)
mu2k(θ) −u2k−1(ψ)
)
=
(−u2k−1(θ) lu2k(ψ)
−mu2k(θ) u2k+1(ψ)
)
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and this implies: u2k+1(θ)+u2k−1(θ)= 0= θu2k(θ) and u2k−1(ψ)+u2k+1(ψ)=
0 = ψu2k(ψ). As θ and ψ are units of K , we obtain u2k(θ) = u2k(ψ) = 0, so
un(θ)= un(ψ)= 0.
Now, let n be odd: n= 2k + 1. Then (xy)2k+1 = 1⇔ (xy)kx = y(xy)k, so(−u2k+1(θ) lu2k+2(ψ)
−mu2k(θ) u2k+1(ψ)
)
=
(
u2k+1(θ) −lu2k(ψ)
mu2k+2(θ) −u2k+1(ψ)
)
and this implies: m(u2k(θ) + u2k+2(θ)) = 0 = mu2k+1(θ) and l(u2k+2(ψ) +
u2k(ψ)) = 0 = lu2k+1(ψ). As l and m are units of K , we obtain u2k+1(θ) =
u2k+1(ψ)= 0 so un(θ)= un(ψ)= 0. ✷
Remark 5. (1) We have the equivalence: un(θ) = 0 ⇔ un(ψ) = 0: because
mun(θ)= un(ψ)m and m is a unit of K .
(2) The hypothesis in the preceding proposition is too strong: It suffices to
suppose that l and m are regular in the ring K .
Proposition 16. We suppose that K is of characteristic 0 and without zero
divisors. Then we have the equivalence: xy is of order n⇔ vn(θ)= 0.
Proof. (1) If vn(θ) = 0, we have un(θ) = 0 so (xy)n = 1. As gcd(vn(X),
ud(X)) = 1 for each proper divisor d of n, we can not have ud(θ) = 0 if d | n,
d < n so (xy)d = 1 and xy is of order n.
(2) If xy is of order n, then un(θ) = 0. As (xy)d = 1 if d is a proper divisor
of n and as θ is a root of un(X), we must have: vn(θ)= 0, that is, θ is a root of
vn(X). ✷
Remark 6. Similar results can be found in Kilmoyer and Solomon [2].
3.3. Constructing the algebra L when every x in X is an involution
In all this paragraph we keep the notation of part 2. We suppose that G is a
group and that X is a finite generating set of G such that: ∀x ∈ X, x2 = 1 and
∀{x, y} ∈E(Γ ), xy is of finite order mxy . We give ourselves a presentation of G:
G = 〈X | R〉 where R is a set of relations. Let T be a spanning tree of Γ . We
partition R in two parts R1 and R2 where in R1 we put the relations:
• ∀x ∈X, x2 = 1;
• if {x, y} ∈E(T ), (xy)mxy = 1;
• if {x, y} ∈E(Γ c), xy = yx .
In R2 we put all other relations.
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Notation N. Let
m(X)= lcm(mxy ∣∣ {x, y} ∈X×X, mxy /∈ {2,3,4,6}).
Let K0 := Z[ςm(X)] be the ring of integers of the cyclotomic field Q0 :=
Q(ςm(X)). Let Q := Q0 ∩ R be the maximal real subfield of Q0 and let K be
the ring of integers of Q:K =K0 ∩R.
Let p be an integer (to be determined later on) and let M be a free K-
module of rank p |X|. Let B be a basis of M . We write B =⋃x∈X ax where
ax = (ax,i | 1  i  p). To each x in X we associate a linear map x˜ of M into
itself in the following manner:
• x˜(ax)=−ax ;
• if x, y commute,˜x(ay)= ay ;
• if {x, y} ∈E(T ), let αxy and αyx be two elements of K such that αxyαyx is a
root of vmxy ; we define: x˜(ay)= ay + αyxax and y˜(ax)= ax + αxyay ;
• for {x, y} ∈ J , let lxy and lyx ∈ GLp(K). We define x˜(ay)= ay + axlyx and
y˜(ax)= ax + aylxy .
If ay = (ay,i | 1  i  p), aylxy = (lxy(ay,i) | 1  i  p). We denote by the
same symbol the linear map lxy and its matrix in the basis ay of the submodule
〈ay〉 of M; in aylxy we view ay as a row matrix whose columns are the basis
vectors.
In this manner, we have defined for each x in X, a linear map x˜ of M into
itself which, by construction, is invertible. We have now to allow for the relations
in R2, and if r(x, y, . . .) = 1 is such a relation, we write r(˜x, y˜, . . .) = IdM . In
this manner we obtain a K-algebra defined by generators (lxy , lyx | {x , y} ∈ J )
and the relations between them which are consequences of R2. We consider now
a faithful representation N of L which is a free K-module of finite rank p and
a cyclic L-module (this defines p). We let M :=N |X|. Let X˜ := {˜x | x ∈X} and
G˜= 〈X˜〉. By construction, G˜ is a subgroup of GL(M) and it is clear that the map
ϕ :X→ X˜ :x → x˜ induces a homomorphism ϕ :G→ G˜.
With this construction, as [M,x] = 〈ax〉, we see that [M,x] is a cyclic L-
module and we can consider that G acts on M as a reflection group. If L is a field,
we find again the definition of a reflection group.
4. Two families of examples
4.1. Some complex reflection groups
We study now in some detail a family of examples which includes in particular
two finite complex reflection groups numbered 24 and 27 in the list of Shephard
and Todd (see [8]), as well as the family of all groups G(p,p,3).
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Let p and q be integers 3 and let G(p,q) be the group with the presentation:
G(p,q)= 〈x1, x2, x3 ∣∣ x21 = x22 = x23 = (x1x2)3 = (x1x3)3 = 1,
(x2x3)
p = (x1x2x3x2)q = 1
〉
.
In the notation of Coxeter we have the diagram [5]:
q
p x3x2
x1







 

The group G(4,4) is number 24 and G(4,5) is number 27 in the list of Shephard
and Todd. We have G(3,p)  G(p,3)  G(p,p;3) (notation of [8]), where
G(p,p;3)W(A˜2)/pT , T is the translation subgroup of the affine Weyl group
W(A˜2) and pT = {tp | t ∈ T }.
We have:
q 
p x3x2
x1










x1x2x1x3
x1

 








p
q
as one sees easily, so p and q play the same role.
We have an automorphism σ of G(p,q) defined by σ(x1) = x1, σ(x2)= x3,
σ(x3) = x2: it is clear that (x2x3)p = 1 ⇔ (x3x2)p = 1; and (if a and b are two
elements of G, we define ab := b−1ab)
(x1x2x3x2)
q = 1= (x1xx23 )q ⇔ (xx21 x3)q = 1 ⇔ (xx12 x3)q = 1
(for, as x1x2 is of order 3, we have the “braid relations” xx21 = xx12 )
⇔ (x2xx13 )q = 1 ⇔ (x2xx31 )q = 1 ⇔ (xx32 x1)q = 1
⇔ (x1xx32 )q = 1 ⇔ (x1x3x2x3)q = 1
so we have the result: σ(x1), σ (x2), and σ(x3) satisfy the same relations as x1, x2,
and x3.
We keep Notation N. Let M be the K-module of rank 3 with basis (a1, a2, a3)
on which G acts in the following manner:
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∣∣∣∣∣∣
x1(a1)=−a1,
x1(a2)= a2 + a1,
x1(a3)= a3 + a1,
∣∣∣∣∣∣
x2(a1)= a1 + a2,
x2(a2)=−a2,
x2(a3)= a3 + la2,
∣∣∣∣∣∣
x3(a1)= a1 + a3,
x3(a2)= a2 +ma3,
x3(a3)=−a3,
where l and m are in an extension K ′ of K to be determined. We let α := lm and
we suppose that α = 0: G is a generalized reflection group on M .
We have (x2x3)p = 1⇔ up(α)= 0.
Let b1 = a1, b2 = la2 + a3, then x1(b1) = −b1, x1(b2) = b2 + (1 + l)b1;
x2x3x2(b1)= b1 + (1+m)b2, x2x3x2(b2)=−b2.
In order to apply the results of Section 3, we must have (1+ l)(1+m)= β = 0.
It is not difficult to show that if β = 0 then we have one of two possibilities:
• m= l =−1, then G acts as the symmetric group of degree 4 on M;
• m=−1, l = −1, then x1x2x3x2 is of infinite order, contrary to the hypothesis,
and the same result holds if m = −1, l = 1.
So we can safely suppose that β = 0. We have lm= α, (1+ l)(1+m)= β =
1+ l+m+ lm so l+m= β − α− 1 and l and m are the roots of the polynomial
R(Y )= Y 2− (β−α− 1)Y +α, knowing that α is a root of up(Y ) and β is a root
of uq(Y ).
Let χ be the character of the representation of G on M . By an easy calculation,
we find that χ(x2x3) = α − 1 and χ(x1x2x3x2) = β − 1, so if (α′, β ′) = (α,β)
then the representations associated to (α,β) and (α′, β ′) are not equivalent. We
obtain in this manner [(p − 1)/2][(q − 1)/2] nonequivalent representations of
G(p,q) as a reflection group.
The discriminant of R(Y) is ∆(α,β) = (α − β)2 − 2α − 2β + 1. We have
α = 4u2, u ∈ {coskπ/p | 1 k  [(p− 1)/2]} and β = 4v2, v ∈ {cosk′π/q | 1
k′  [(q − 1)/2]} and we find that
∆(α,β)= 16(u− v− 1/2)(u+ v + 1/2)(u− v + 1/2)(u+ v − 1/2).
We can draw the following figure, knowing that 0 < u,v < 1.
The sign of ∆(α,β) is indicated by + and − in the figure.
• We see first that if p = 3, u= 1/2, ∆(α,β) < 0 for each q  3: l and m are
in C − R. In this case, we know that G is isomorphic to G(q,q;3) in the
notation of [8].
• We look at the cases p = 4, q ∈ {4,5}. If p = 4, u= 1/√2, α = 2; if q = 4,
v = 1/√2, if q = 5, v ∈ {(1 + √5)/4, (1 − √5)/(4)} and ∆(α,β) < 0; in
both cases l and m are in C−R .
The values p = 3, q  3; p = 4, q ∈ {4,5} are those for which G(p,q) is a
finite group. We shall show that for all other values of p and q , p  4, q  4,
G(p,q) is infinite.
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−
++
+
v=u+1/2
v=u-1/2
v=-u+1/2
B
A1
11/2
1/2
v
u0

































• If p = 4 and q = 6, then α = 2, β = 3, ∆(α,β) = −8 and l and m are in
C − R. We shall see below that the group G(4,6) can be considered as an
“affine” group.
• If p = 4 and if q ∈ {7,8}, l and m are in C−R but, as soon as q  9, certain
values of v make l, m ∈ R while other values of v make l, m ∈ C− R: we
have representations of G(p,q) as a real or a complex generalized reflection
group.
• If p  5, q  5, the same phenomenon as above occurs.
For example for p = q = 5, we have {α,β} ⊂ {(3+√5)/2, (3−√5)/2} so
we have four possibilities:
(i) α = β = (3+√5)/2, ∆(α,β)=−5− 2√5 < 0,
(ii) α = β = (3−√5)/2, ∆(α,β)=−5+ 2√5 < 0,
(iii) α = (3+√5)/2, β = (3−√5)/2, ∆(α,β)= 0, l =m=−(1+√5)/2,
(iv) α = (3−√5)/2, β = (3+√5)/2, ∆(α,β)= 0, l =m=−(1−√5)/2.
In cases (i) and (ii) l, m ∈C−R, in cases (iii) and (iv) l, m ∈R.
Now we study the K ′-module Φ of G-invariant sesquilinear forms. Let τ be
the automorphism of K ′ such that τ |K = IdK and τ (l)=m. If l =m then K ′ =K
and τ is the identity of K .
Proposition 17. Φ is a free K ′-module of rank 1. We have Φ = 〈ϕ〉 where ϕ is
τ -hermitian or ϕ is bilinear if l =m. We have:
ϕ(ai, ai) = 2 (1 i  3); ϕ(ai, aj )=−1 (i = j, {i, j } = {2,3});
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ϕ(a2, a3) = −m, ϕ(a3, a2)=−l.
Proof. An easy calculation. ✷
Now we study in more detail the form ϕ.
Lemma 18. We keep the same notation and hypothesis. Then:
(1) We have 〈a1, a2〉 = 〈a1〉 ⊥ 〈a1 + 2a2〉 with ϕ(a1, a1)= 2, ϕ(a1 + 2a2, a1 +
2a2)= 6.
(2) We have 〈a1, a2〉⊥ = 〈b〉 where b = (l + 2)a1 + (2l + 1)a2 + 3a3 and
ϕ(b, b)= 3(5− α − β).
Proof. We just do the calculation. ✷
As α = 4u2 and β = 4v2, we obtain 5− α− β = 5− 4u2 − 4v2 =: δ(α,β).
The curve δ(α,β) = 0 represents a circle centered at the origin which goes
through the points A and B . Inside the circle we have δ(α,β) > 0.
From what precedes we obtain the following results:
• If l, m ∈ C − R, then ϕ|〈a1,a2〉×〈a1,a2〉 is positive definite and ϕ is positive
definite if δ(α,β) > 0.
• If α = 2 and β = 3 (i.e. if p = 4 and q = 6), we see that ϕ is positive
indefinite. We have an “affine” complex reflection group. We can see easily
that G(4,6) has a quotient isomorphic to the finite complex reflection group
G12 (notation of [8]).
• If p = 4 and q = 7, then β is a root of Y 3 − 5Y 2 + 6Y − 1: β ∈ {β1 = 0.192;
β2 = 1.555; β3 = 3.247} (with 3 decimals). We see then that δ(α,β1) > 0,
δ(α,β2) > 0 and δ(α,β3) < 0 so there are two complex representations with
invariant positive definite hermitian forms and a complex representation with
an invariant hermitian form of signature (2,1).
• When l and m are real and distinct, ϕ is a real hermitian form without a
signature.
When p = q = 5, in case (i) ϕ is of signature (2,1), in case (ii) ϕ is positive
definite and in cases (iii) and (iv) ϕ is a bilinear definite positive form.
For a finite group, every real (respectively complex) representation has an
invariant bilinear (respectively hermitian) form which is positive definite. From
this we conclude that if there exist invariant bilinear forms (respectively hermitian
forms) which are not positive definite, then G cannot be a finite group (I recall
that Φ is of rank one). In the next two cases it is known that G is finite.
• If p = q = 4, then ∆(α,β) = −7. If we reduce everything modulo 7,
then ∆(α,β) = 0, R(Y ) = Y 2 + Y + 2 = (Y − 3)2 so l = m = 3, ϕ is
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a nondegenerate symmetric bilinear form and, knowing the order of G(4,4)
we see that G(4,4) C2 × PSL2(7).
• If p = 4 and q = 5, then α = 2 and β is a root of u5(Y ) = Y 2 − 3Y + 1;
∆(α,β) = β2 − 6β + 1 = −3β . If we take everything modulo 3, then
∆(α,β)= 0, β is a root of Y 2 + 1 so we are in the field F9 and l =m=−β ,
ϕ is a nondegenerate bilinear symmetric form and, knowing the order of
G(4,5), we see that G(4,5) C2 × 3·A6.
It is easy to show that G(p,q)/D(G(p,q)) is cyclic of order 2. As G(4,4)
has a quotient isomorphic to PSL2(7) and as SL2(7) is a perfect group we
deduce the above result. In the same manner, as G(4,5) has a quotient
isomorphic to PSL2(9)A6, we can not have G(4,5) 6·A6 so, in the same
manner we deduce the above result.
4.2. Some quaternionic reflection groups
Let p,q, r be integers  2. Let G(p,q, r) be the group with presentation:
G :=G(p,q, r)= 〈x1, x2, x3, x4 ∣∣ x21 = x22 = x23 = x24 = (xixj )3 = 1
if (i, j) = (1,3); (x1x3)2 = 1;(
x
x1
2 x4
)p = (xx32 x4)q = (xx1x32 x4)r = 1〉
so we have the diagram:
x4
x3x2x1
r
qp









 

We look first at what happens for small values of p,q or r.
Proposition 19. (1) If r = 2, then p = q = 3 and GW(A˜3)/3T .
(2) If p = 2, then r = 3 and GW(A˜3)/qT .
(3) We have G(3,3, r)G(3, r,3)G(r,3,3).
Here T is the translation subgroup of the affine Weyl group.
Proof. We can remark that 〈x1, x2, x3〉  S4 (the symmetric group of degree 4).
We let xi = (i, i + 1)(1  i  3), then xx12 = (1,3), xx32 = (2,4) and xx1x32 =
(1,4).
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(1) By hypothesis (1,4)x4 = x4(1,4). Conjugating ((1,2)x4)3 = 1 and
((3,4)x4)3 = 1 by (1,4) gives ((2,4)x4)3 = 1 and ((1,3)x4)3 = 1 so p = q = 3.
We have the diagram:
(3,4)(1,4)(1,2)
3
x4









 

because (1,2)(1,4)(1,3)= (2,3) and ((2,3)x4)3 = 1. Hence the result.
(2) Conjugating ((3,4)x4)3 = 1 by (1,3) we obtain ((1,4)x4)3 = 1 so r = 3
and we have the diagram:
(1,3)
q
(3,4)(1,2)
x4









 

for (1,2)(1,3)(1,4)= (2,4), so xx12 x3x1x3xx12 = xx32 and, as (xx32 x4)q = 1, we have
the result.
(3) It is clear that p and q play the same role: everything can be read from left
to right of from right to left . We start from G(3,3, r): we have ((i, j)x4)3 = 1 if
(i, j) = (1,4) and ((1,4)x4)r = 1.
We obtain the diagram:
r3
(1,3) (3,4)(1,2)
x4









 

so we have the result: G(3,3, r)G(3, r,3). ✷
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In the sequel we keep Notation N.
Let M be a free K-module of rank 4s (s to be determined) on which G acts as
a generalized reflection group. The chosen spanning tree is:
x4
x3x2x1
  

We suppose that M has a basis B =⋃1i4 ai where ai = (ai,j | 1  j  s)
(1 i  4). There exist l and m in GLs(K) such that:∣∣∣∣∣∣∣∣
x1(a1)=−a1,
x1(a2)= a2 + a1,
x1(a3)= a3,
x1(a4)= a4 + a1l,
∣∣∣∣∣∣∣∣
x2(a1)= a1 + a2,
x2(a2)=−a2,
x2(a3)= a3 + a2,
x2(a4)= a4 + a2,
∣∣∣∣∣∣∣∣
x3(a1)= a1,
x3(a2)= a2 + a3,
x3(a3)=−a3,
x3(a4)= a4 + a3m,∣∣∣∣∣∣∣∣
x4(a1)= a1 + a4l−1,
x4(a2)= a2 + a4,
x4(a3)= a3 + a4m−1,
x4(a4)=−a4.
We have still to express that (xx12 x4)
p = (xx32 x4)q = (xx1x32 x4)r = 1.
We have:
x
x1
2 (a4)= (a1 + a2)(1+ l)+ a4,
x4(a1 + a2)= (a1 + a2)+ a4
(
1+ l−1),
x
x3
2 (a4)= (a2 + a3)(1+m)+ a4,
x4(a2 + a3)= (a2 + a3)+ a4
(
1+m−1),
x
x1x3
2 (a4)= (a1 + a2 + a3)(1+ l +m)+ a4,
x4(a1 + a2 + a3)= (a1 + a2 + a3)+ a4
(
1+ l−1 +m−1).
In order to apply the results of II.3 we suppose that 1+ l, 1+m, 1+ l +m and
1+ l−1 +m−1 are all invertible. Then(
x
x1
2 x4
)p = 1 ⇔ up((1+ l)(1+ l−1))= 0,(
x
x3
2 x4
)q = 1 ⇔ uq((1+m)(1+m−1))= 0,
and
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(
x
x1x3
2 x4
)r = 1 ⇔ uq((1++l +m)(1+ l−1 +m−1))= 0.
As up(Y ),uq(Y ) and ur(Y ) have all their roots in K , we choose for θp a root
of up(Y ), for θq a root of uq(Y ) and for θr a root of ur(Y ), then we have the
following relations, which define the algebra L:
(1+ l)(1+ l−1)= θp = 2+ l + l−1,
(1+m)(1+m−1)= θq = 2+m+m−1,
(1++l +m)(1+ l−1 +m−1)= θr =−1+ θp + θq +ml−1 + lm−1.
We define a := θp − 2, b := θq − 2 and c := 1+ θr − θp − θq so we have:
L= 〈l,m ∣∣ l + l−1 = a, m+m−1 = b, ml−1 + lm−1 = c〉.
The goal of this section is to study the structure of the algebra L.
We have the relations:
l−1 = a − l, l2 = al − 1; m−1 = b−m, m2 = bm− 1;
lm+ml = bl + am− c,
so
ml =−c+ bl + am− lm; lml =−b+ (ab− c)l +m,
mlm=−a + l + (ab− c)m; (lm)2 = (ab− c)lm− 1.
In this way we obtain the following multiplication table which shows that L is an
algebra of rank 4 over K:
· 1 l m lm
1 1 l m lm
l l −1+ al lm −m+ alm
m m −c+ bl + am− lm −1+ bm −a + l + (ab− c)m
lm lm −b+ (ab− c)l+m −l + blm −1+ (ab− c)lm
If u= α + βl + γm+ δlm ∈ L, we put:
T (u) := 2α + aβ + bγ + (ab− c)δ,
N(u) := α2 + β2 + γ 2 + δ2 + aαβ + bαγ + (ab− c)αδ+ cβγ + bβδ
+ aγ δ.
We have T (u) ∈K and N(u) ∈K . An easy calculation shows that:
u2 − T (u)u+N(u)= 0
and u will be invertible in K if and only if N(u) is invertible in K .
Let ω :L→ L :u → T (u)−u. We show that ω is an involution of the first kind
of L (i.e. ω is an antiautomorphism of order 2 of L). We have ω(u) = T (u)− u
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and if u ∈K , ω(u)= u. As it is clear that ω is a linear map, we have ω2 = IdL.
To show that ω(uv)= ω(v)ω(u), it suffices to do so when u, v ∈ {l,m, lm}. This
verification offers no difficulty. It is also clear that ω(u)+ u= T (u) ∈K and that
ω(u)u=N(u) ∈K .
In all the following, instead of a ring K , we take Q as base field.
We have the following properties of L.
Proposition 20. The algebra L is central.
Proof. Let u= α + βl + γm+ δlm be an element of the centre Z(L) of L. We
have:
ul = (−β − cγ − bδ)+ (α + aβ + bγ + (ab− c)δ)l + (aγ + δ)m− γ lm,
lu=−β + (α + aβ)l− δm+ (γ + aδ)lm,
um=−γ − δl + (α + bγ )m+ (β + bδ)lm,
mu= (−cβ − γ − aδ)+ (bβ + δ)l + (α + aβ + bγ + (ab− c)δ)m− βlm,
so we must have the following relations:
−β =−β − cγ − bδ,
α + aβ = α + aβ + bγ + (ab− c)δ,
−δ = aγ + δ,
γ + aδ=−γ,
∣∣∣∣∣∣∣∣ ⇔ ul = lu,
−γ =−cβ − γ − aδ,
−δ = bβ + δ,
α+ bγ = α + aβ + bγ + (ab− c)δ,
β + bδ =−β,
∣∣∣∣∣∣∣∣ ⇔ um=mu.
We obtain the following systems:∣∣∣∣ aγ + 2δ = 0,2γ + aδ = 0, and
∣∣∣∣ bβ + 2δ = 0,2β + bδ = 0,
which imply:(
a2 − 4)γ = (a2 − 4)δ = 0, (b2 − 4)β = (b2 − 4)δ = 0.
As −2 < a < 2 and −2 < b < 2, we have a2 − 4 = 0 = b2 − 4 so β = γ = δ =
0:Z(L)=Q and L is a central algebra. ✷
We define Ψ (a, b, c) := 4− a2 − b2 − c2 + abc.
Proposition 21. (1) If Ψ (a, b, c)= 0, then there exists a unique nontrivial ideal
I in L. As a vector space over Q, I is of dimension 2 and I 2 = {0}. If u ∈ I we
have u2 = 0 = T (u) = N(u). Furthermore L/I is isomorphic to a spliting field
over Q of the polynomial Y 2 − aY + 1.
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(2) If Ψ (a, b, c) = 0, then L is a central simple algebra.
Proof. Let I = {0} be an ideal of L. Let u = α + βl + γm+ δlm be a nonzero
element of I . We have uω(u)= ω(u)u=N(u) so, as Q is a field, N(u)= 0.
Let us suppose first that γ = δ = 0. Then N(u)= α2 + β2 + aαβ = 0. As the
discriminant of the polynomial Y 2 + aY + 1 is a2 − 4 < 0 we see that α = β = 0
and u= 0.
In the same way we see that if β = δ = 0 then u= 0.
We have ul + lu − au = −(aα + 2β + cγ + bδ) + T (u)l ∈ I . From the
preceding remarks we obtain:
2α+ aβ + bγ + (ab− c)δ= 0= T (u), (1)
aα+ 2β + cγ + bδ = 0. (2)
We have um+mu− bu=−(bα + cβ + 2γ + aδ)+ T (u)m ∈ I so as above we
obtain the relation:
bα+ cβ + 2γ + aδ = 0. (3)
A similar calculation shows that
ulm+ lmu− (ab− c)u=−((ab− c)α + bβ + aγ + 2δ)+ T (u)lm ∈ I.
As we have just seen that T (u)= 0, we obtain the supplementary relation:
(ab− c)α+ bβ + aγ + 2δ= 0. (4)
From (1) and (2) we obtain:(
4− a2)α = (ac− 2b)γ + (2c− ab)δ,(
4− a2)β = (ab− 2c)γ + (−2b+ a(ab− c))δ.
We know that 4 − a2 = 0. Reporting theses values of α and β in (3) and (4) we
obtain:
Ψ (a, b, c)(2γ + aδ)= 0, Ψ (a, b, c)(aγ + 2δ)= 0.
If Ψ (a, b, c) = 0, then (2γ + aδ)= 0 = (aγ + 2δ) so γ = δ = 0 as 4 − a2 = 0,
and we find that α = β = 0 and u= 0: I = {0} and L is a central simple algebra.
If Ψ (a, b, c)= 0, then γ and δ are any element of Q and I is a two-dimensional
vector space. As u ∈ I implies T (u) = N(u) = 0, we see that u2 = 0. A basis
of I , as a vector space over Q is (u1, u2) where
u1 = (ac− 2b)+ (ab− 2c)l +
(
4− a2)m,
u2 = (2c− ab)+
(−2b+ a(ab− c))l + (4− a2)lm.
We have lu1 = u2, lu2 = −u1 + au2, therefore we obtain lu1u2 = u22 = 0, so
u1u2 = 0. Applying ω, we see that also u2u1 = 0. We deduce that I 2 = {0}. It is
now clear that {0}, I , L are the only ideals of L: I is a simple L-module.
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We have
m≡
(
ac− 2b
4− a2
)
+
(
ab− 2c
4− a2
)
l,
so a basis of L/I is {1, l} and l is a root of the polynomial Y 2 − aY + 1 which is
irreducible over Q: L/I is a spliting field of the polynomial Y 2 − aY + 1. ✷
Proposition 22. (1) If Ψ (a, b, c) > 0, the quadratic form N :u →N(u) :L→Q
is positive definite and L is a quaternion division algebra.
(2) If Ψ (a, b, c) < 0 and if the quadratic form N represents 0 then L is a split
central simple algebra: LM2(Q).
Proof. If u= α + βl + γm+ δlm, then
4
(
4− a2)N(u) = (4− a2)T (u)2 + ((4− a2)β + (2c− ab)γ
+ (2b− a2b+ ac)δ)2 + 4Ψ (a, b, c)(γ 2 + aγ δ+ δ2).
As−2 < a < 2, we have γ 2+aγ δ+δ2  0 with equality if and only if γ = δ = 0.
From this we see that L will be a division algebra if N is a positive definite
quadratic form: if and only if Ψ (a, b, c) > 0. If Ψ (a, b, c) < 0 and if the quadratic
form N represents 0, then by a well known theorem on central simple algebras of
dimension 4 over their centre, L is isomorphic to M2(Q). ✷
We have now to find values of p,q and r for which Ψ (a, b, c) = 0. Let us
consider Ψ (a, b, c) as a polynomial in c: c is a root of Y 2 − abY + a2 + b2 − 4
and we have
2c ∈
{
ab+ ε
√(
4− a2)(4− b2) ∣∣∣ ε ∈ {+1,−1}}.
Going back to the values of a, b, c we find that
a = θp − 2= 2 cos 2k1π
p
, b= θq − 2= 2 cos 2k2π
q
,
ab= 4 cos 2k1π
p
cos
2k2π
q
; 4− a2 = θp(4− θp)= 4 sin2 2k1π
p
,
4− b2 = θq(4− θq)= 4 sin2 2k2π
q
,
so √(
4− a2)(4− b2)= 4 sin 2k1π
p
sin
2k2π
q
.
From this we deduce that
c= 2 cos
(
2k1
p
− 2k2ε
q
)
π.
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We have θr = c− 1+ θp + θq , so
θr − 2= c+ 1+ θp − 2+ θq − 2 and
2 cos
2k3π
r
= 1+ 2 cos
(
2k1
p
− 2k2ε
q
)
π + 2 cos 2k1π
p
+ 2 cos 2k2π
q
.
From this equation we can find r and k3 in the following cases.
• If p = 3, then k1 = 1,
cos
2k3π
r
= 1
2
+ cos 2π
3
+ cos
(
2π
3
− 2k2επ
q
)
+ cos 2k2π
q
.
From this, we deduce that
cos
2k3π
r
= cos
(
2k2
q
− ε
3
)
π,
so
k3
r
= k2
q
− ε
6
or
k3
r
=−k2
q
+ ε
6
.
We consider uniquely the first relation as the second one is obtained from the
first by changing all the signs. We obtain r = lcm(6, q), then if ε and k2 are
given, we obtain k3, so we have 2[(q − 1)/2] values for k3. For example, if
q = 4, then r = 12 and all three kinds of algebras can occur.
• If p = 4, then we have the solution q = 4 and r = 3. We have the equation:
cos
2k3π
r
= 1
2
+ cos 2k2π
q
+ ε sin 2k2π
q
;
if q = 4,
k2 = 1 and cos 2k3π
r
= 1
2
+ ε.
If ε = 1, we have an impossibility but if ε =−1,
cos
2k3π
r
=−1
2
,
so r = 3 and k3 = 1.
For the structure of G(p,q, r) as a group, I have proved the following result in
[15]:
Theorem 23. Let G(r)=G(3,3, r). Then
(1) if r = 3, G(3)  (E ◦ E ◦ E) > ✁W(A˜2)/3T , where E is the quaternion
group of order 8;
(2) if r = 4, G(4) (SL2(3) ◦ SL2(3) ◦ SL2(3)) >✁W(A˜2)/2T ;
(3) if r = 5, G(5) (SL2(5) ◦ SL2(5) ◦ SL2(5)) >✁S3;
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(4) if r = 6, G(6)  (H ◦ H ◦ H) > ✁W(A˜2)/6T , where H is an Heisenberg
group with 2 generators: H  (Z×Z) >✁Z .
Here ◦ means a central product with the full centre of each group amalgated.
5. Conclusion
Part III shows the great diversities of situations when the generalized reflection
groups considered are neither finite nor “affine.”
One can ask different kind of questions:
(1) For real reflection groups, it is easy to define associated affine reflection
groups. Does there exist in the general case a “good definition” of a gen-
eralized affine reflection group?
(2) Does the algebra which appears in the construction of the generalized
reflection groups have special properties? In this paper, they are all involutive
algebra.
(3) Given a group G of finite type, does there exist a presentation of G with
a generating set X for which (G,X) is a generalized reflection group?
(4) What are the generalized reflection groups on rank 2 free modules? A solution
of this problem would permit to extend considerably the third part of this
paper.
(5) For works on reflection groups see [3,4,6,8]. For early work on results similar
to those obtained here, see [9–13].
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