Representations of ongoing experience within the rodent hippocampal subfield CA1 by Sheehan, Daniel Joseph
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2020
Representations of ongoing






















REPRESENTATIONS OF ONGOING EXPERIENCE WITHIN 
 










DANIEL JOSEPH SHEEHAN 
 
B.A., San Diego State University, 2009 








Submitted in partial fulfillment of the 
 
requirements for the degree of 
 

















































 © 2020 by 
  Daniel Joseph Sheehan 
  All rights reserved for chapter 2, which 











First Reader   
 Marc W. Howard, Ph.D.  





Second Reader   
 Michael E. Hasselmo, Ph.D. 
 William Fairfield Warren Distinguished Professor 





Third Reader   
 Steve Ramirez, Ph.D. 













“And I knew exactly what to do. But in a much more real sense, 






To my wife, Lauren, who has been beyond supportive at every twist and turn this long & 
winding road has taken, 
 
to Buster, for the unrelenting company and desk reorganizing during all the long nights 
 
and to my parents, for always allowing me to explore 
 




I would like to first make mention to Dr. Howard Eichenbaum, who graciously allowed 
me to join his laboratory upon my arrival to BU ten years ago. His energy and 
enthusiasm for the research that the lab conducted and the simple, yet profound manner 
in which he presented and advocated for the work, remains unmatched. I will forever be 
grateful for bringing me into the Eichenbaum family, enabling me to work with and train 
under a tremendous team of scientists, which has been beyond transformative. 
Howard’s insights and theories of hippocampal processes and more generally cognition, 
have largely influenced my own ideas and a significant portion of the following work.  
 
I must deeply thank Dr. Jay Bladon, who was instrumental in turning a potentially 
haphazard side project into a beautiful manuscript. Chapter two presented here, while a 
collaborative effort, was only able to become reality with his perseverance and great 
aptitude.  
 
A thank you to all the previous and current lab members who I've had the pleasure of 
working alongside as we all try to untangle the mysteries of memory and cognition, 
especially Dr. Will Mau and others who have dealt with my more recent foyer into the 
land of MATLAB® last year. A sincere thank you to both Dr. Zoran Tiganj & Stephen 
Charczynski who provided the modeling tools employed within chapter 3. A special 
thanks to Dr. Dan Salz for getting me started on learning the ropes of electrophysiology 
and taking the time to explain the often complex and nuanced aspects of hippocampal 
physiology. A profound thank you to Dr. Jon Rueckemann for saving me during SfN 
poster prep times and who continues to be instrumental in my development as a theorist. 
vii 
A genuine thank you to Dr. Andrew Alexander for much of the baseline code needed for 
chapters three & four and being a constant resource during the thesis process. I deeply 
appreciate Blake Fordyce’s hard work and dedication, as chapters three and four could 
not have been completed without her. I must also thank the numerous undergraduate 
students that I’ve had the pleasure of working alongside and sharing the research 
process with, especially Tamarah Brousseau and Lisa Gladysheva. These interactions 
have taught me a lot and shaped me as a mentor and person.  
 
Finally, I’d like to thank my committee, Dr. Marc Howard, Dr. Mike Hasselmo, Dr. Steve 
Ramirez, Dr. Sam McKenzie & Dr. Michael Spinetta. The mentorship and support I have 
received from each one of you both now and at various points along my academic 
journey, has been deeply impactful and continues to be instrumental in becoming the 
scientist that I constantly strive to be.    
viii 
REPRESENTATIONS OF ONGOING EXPERIENCE WITHIN 
THE RODENT HIPPOCAMPAL SUBFIELD CA1 
DANIEL JOSEPH SHEEHAN 
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The hippocampus is critical for the encoding and retrieval of episodic memories. 
During ongoing experience, the hippocampus exhibits activity patterns related to the 
current spatiotemporal context. How hippocampal firing patterns relate to the 
representation of mental maps important for behavioral and cognitive processes is still 
an open question. Here a series of experiments aimed to test how the hippocampus 
represents the spatiotemporal context of ongoing experience.  
Extracellular recordings from the dorsal CA1 region of the hippocampus were 
collected from rats engaged in a blocked serial reversal object-association task. 
Behaviorally, rats did not utilize the temporal segregation between task blocks as a way 
to correctly match object valence and rather treated each block of trials as separate 
episodes. This lack of an alternating context was further uncovered in the neural coding 
of the rat’s hippocampal firing patterns. Furthermore, gradual drift in the hippocampal 
ensemble representation of experience was discovered, correlating with the temporal 
duration of the task and not the blocked organization of the behavioral paradigm.  
In the next two experiments, extracellular recordings from dorsal CA1 were 
collected from rats traversing a linear track environment, with different environmental 
manipulations. During variable starting location recording sessions, it was found that 
ix 
positional coding by the hippocampal population was relative to starting location and that 
place field allocation was biased towards the reference frame at the start of the journey, 
demonstrating that hippocampal place fields are not uniformly distributed and express 
compressed activity patterns referenced to the beginning point of trajectories. During 
blocked manipulation of lighting condition, individual units showed preference to specific 
lighting conditions and the hippocampal population rapidly remapped between lights 
‘ON’ and lights ‘OFF’ blocks of trials, suggesting that hippocampal maps of space are 
not solely governed by internal dynamics and that alterations in sensory input can modify 
hippocampal motifs of ongoing experience.  
Overall, the findings of the three experiments further our understanding of how 
the hippocampus represents ongoing experience, highlighting the role of temporal drift 
as well as demonstrating how both external and internal stimuli and frames of reference 
coalesce into a comprehensive cognitive map of experience.   
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The Role and Relation of the Hippocampal Network in Facilitating a Cognitive Map as it 
Pertains to Memory and Navigation 
 
Introduction 
The physiological processes of the brain that underlie cognition are some of nature’s 
most closely guarded secrets. The hippocampus is critical for encoding personal 
experiences and is important for many other facets of learning and memory. Here, the 
physiology of the hippocampus will be discussed in reference to present psychological 
theories regarding the encoding and representation of experience.   
1.1. Psychology of Memory 
  In the most basic sense “memory” allows organisms to store information for later 
action selection. Physiological mechanisms associated with the memory process have 
been observed across many spatial and temporal resolutions; from the minute, as in the 
rapid trafficking of cell membrane proteins, to the global, as in the gradual rewiring of 
large-scale neural networks. The study of memory spans a wide array of disciplines and 
utilizes myriad species and behavioral and cognitive assays, which all coalesce towards 
the goal of understanding how neural substrates give rise to mnemonic processes. 
Memories are usually the result of learning, which can be incidental, such as 
remembering that your first bicycle was red, or can be an outcome of purposeful 
practice, such as riding a bicycle. Further, memories do not tend to exist in isolation and 
their formation are often intertwined with one another, as the creation of a new memory 
may alter the conformation of one previously stored (Bartlett, 1932). This dissertation will 
 
2 
focus on the contribution of the hippocampus to the encoding and memory for 
experienced events.  
1.1.1. Declarative Memory 
  Declarative memory stores could be considered to contain all the recitable 
knowledge that an individual has acquired about the world (Tulving, 1972). The process 
of learning can modify the body of knowledge one mentally retains, by altering the 
structure of relations between individual stored elements (Bartlett, 1932), and 
subsequent retrieval of information from these memory stores, can facilitate modification 
of knowledge content as well (McKenzie & Eichenbaum, 2011). There appears to be 
much interaction between the processes of encoding and retrieval of information, 
culminating in the creation of a rich and comprehensive knowledge base (Morris, 2006; 
Preston & Eichenbaum, 2013). The structure of declarative memory stores impacts how 
the knowledge can be retrieved and utilized, dictated by associated cues (Tulving, 1983) 
and the relational distances that link them (Eichenbaum, 2017). In humans, both 
semantic memory (i.e. knowledge for facts) and episodic memory (i.e. personal 
experiences) combine and interact, manifest into declarative memory (Tulving & 
Markowitsch, 1998). However, differences such as rate of acquisition and sensitivity to 
perturbations exist between semantic and episodic memory traces (McClelland et al., 
1995; Tetzlaf et al., 2012). While debate exists regarding the interaction of classes of 
memory traces, the hippocampal region appears to play a role in declarative memory 
abilities (Eichenbaum, 2000). 
1.1.2. Semantic Memory 
  Semantic memory is memory for general knowledge and facts (Squire & Zola, 
1998). This is typically knowledge that is accumulated over one’s life span and pertains 
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to specific items, objects and ideas. They need not to be born of personal experiences 
and can often be created by rehearsal or rote memorization (Baddeley, 2000), such as 
studying material for an exam. Retrieval of semantic memory stores does not appear to 
rely solely on the hippocampus (Vargha-Khadem et al., 1997). The popular television 
show “Jeopardy”, where contestants give questions to answers on a large range of 
topics and subjects examples this category of memory. Examples of this type of memory 
would be knowing and being able to recall facts about Abraham Lincoln, such as his 
birth-date (February 12th, 1809) or that he served as the 16th president of the United 
States. Semantic memory does not require recollection of a personal experience related 
to acquisition of the information, allowing it to be devoid of the context of which it was 
initially learned (Van Kesteren et al., 2012). For example, one does not need to 
personally meet Abraham Lincoln to know that he was a rather tall individual (height 
6’4”). That kernel of information is a fact of historical record that can be read or studied 
from a textbook that someone in the modern era, and can be mentally rehearsed in 
order to store. However, if you were to have been alive 150 years ago and personally 
meet Abraham Lincoln, one might be able to recall Lincoln’s significant tall statue, 
without any intentional memorization. Or perhaps you recall the experience of sitting in a 
classroom when you first learned of this knowledge. This type of memory is known as 
episodic memory and is a consequence of personal experience.  
1.1.3. Episodic Memory 
  In 1953, a man by the name of Henry Molaison (known as patient H.M.) 
underwent a medical procedure in an attempt to stem his epilepsy, which involved 
bilateral resection of the anterior portions of the medial temporal lobe of his brain, 
targeting the hippocampus (Scoville & Milner, 1957). After recovery of this procedure, it 
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was discovered that H.M. had several notable memory deficits, chiefly that he was 
unable to recall any experiences that occurred after the surgery. The surgery had, while 
largely successful in stemming his seizures, critically damaged the hippocampal 
connections, as well as other limbic related brain structures. The case of H.M. was 
unique, as he had intact procedural memory (i.e., learned motor skills) as well as some 
working memory capacity. H.M. could also recall some retrograde information that 
occurred prior to the surgery, however there was a gradient to memory recall; with long-
term memories closer to the time of surgery being the most compromised (Milner, 1966). 
H.M. was specifically impaired in the ability to encode and retrieve new explicit 
memories of experience (Corkin, 1984). H.M.s’ lack of ability to recall new personal 
experiences, while leaving other cognitive abilities mostly spared, lead researchers to 
focus on the role of the hippocampus in memory for personally experienced events. This 
specific deficit in episodic memory has been also observed in other patients, across 
differing hippocampal pathologies (Vargha-Khadem et al., 1997). This cornerstone 
finding along with support from numerous others (Mishkin et al., 1997 & Morris, 2006) 
has demonstrated the hippocampus to be critical in the encoding and retrieval of 
personally experienced events. 
  Episodic memory retrieval refers to the recall of a specific personal experience 
that occurred at a unique date and time (Tulving, 1983). Simply put, episodic memories 
are memories for what happened, where and when. Episodic memory is often 
characterized by the rich details that compose the recollection of the past experience 
(Tulving, 1983). Often episodic memory traces can endure entire lifetimes. Memory for 
these singular experiences is not merely a complementary feature of memory encoding 
but rather appears to be a longstanding biological need to be able to encode aspects of 
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experience deemed important for survival. This ability to encode and store singular 
aspects of experience may be a critical survival function and that without this ability, 
many organisms would befall an undesired fate. In our present human condition, it may 
not be the case that our episodic memory abilities are allowing us to navigate daily life 
and death situations, but rather allow us to choose the best option in the face of 
uncertain or novel situations (Zeithamova & Preston, 2010). This ability to recall and 
extract useful information based on our numerous past experiences is likely facilitated by 
the ability of the hippocampus to rapidly structure and update cognitive maps (i.e. 
schema) of the external world (Bartlett, 1932; Tse et al. 2007).  
  Events in episodic memory commonly follow a very specific temporal 
organization (Tulving, 1984; Eichenbaum, 2013). In a more general sense, for episodic 
memory there is a specific sequence of events or actions, integrated over time 
(Baddeley, 2000), which may allow for a “natural flow” in the recollection of this unique 
episodic memory. For example, you may first recall meeting your date at the restaurant 
and then being seated at a table near the window before placing your order for a nice 
bottle of wine. You may also remember seeing your date for the first time and then recall 
that right before meeting your date at the restaurant that you were struggling to find a 
parking spot and were worried that you may arrive late. The retrieval of a memory could 
spark recollection in either direction of the temporal sequence. What seems to be the 
case is that the individual elements of the entire experience are recorded and stored in 
the real temporal order that they occur and this embedded sequence allows for the 
temporal linking of events of experience (Howard & Eichenbaum, 2013). This is often 
demonstrated experimentally by trace fear conditioning paradigms, in which stimuli, such 
as an auditory tone, occurs before the administration of an unconditioned stimuli, often a 
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shock. Temporal organization allows for the specific elements of an experience to be 
retrieved and recollected in a specific and logical manner (DeVito & Eichenbaum, 2011). 
Disordered episodic memory retrieval is often a feature of patients with hippocampal 
lesions (Schacter & Addis, 2007) or schizophrenia (Ranganath et al., 2008), which can 
have a major impact on global cognitive function.  
  While the temporal component of episodic memory reflects a gradually evolving 
sequence, contextual elements during encoding are also important to the structuring and 
organization of memory traces (Eichenbaum, 2017). It is likely the case that the specific 
sequence of events that unfolds is framed or perhaps segregated from other surrounding 
events by a change in location or situational context (Zacks et al., 2001). These event 
boundaries can be thought of as “occasion setters” and provide a meaningful way to 
segment one’s personal experience in a useful manner (Zacks & Swallow, 2007). These 
contextual changes may also provide a way in which to organize and relate episodic 
memories (Eichenbaum, 2017). For example, experiences that share related contextual 
elements, such as eating dinner at a favorite restaurant, may become associated in 
memory space, via relational links (Eichenbaum, 2000). The lifetime experience one has 
of this restaurant likely creates an overall memory or knowledge base of this particular 
restaurant and can be used to create a comprehensive representation of the restaurant, 
that can be accessed, if needed in the future. Similarly, even though multiple visits to this 
particular restaurant may become linked together in memory space, individual 
experiences may be able to be segregated by a unique feature, such a special occasion 
or a novel entree selection (Eichenbaum & Cohen, 2014). These individual experiences 
may also be made distinguishable by factors such as what events took place before 
them or their temporal proximity to other key elements or events (Eichenbaum, 2013). 
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For example, you may end up being able to recall a specific visit to this restaurant 
because you encountered getting a flat tire on the way to the establishment.  
  The temporal organization of episodic memories is a useful example of how 
sequences of experience can be a powerful factor in learning and understanding the 
world (Morton et al., 2017). Failure to properly encode sequences could have dire 
consequences for organisms. Such an example of this is a mouse needing to remember 
the correct set of turns in order to make a safe return to its nest while being pursued by a 
hungry feline. Temporal organization is one way in which organisms can cognitively map 
personal experience (Nielson et al., 2015). Time is a constantly changing dimension and 
allows events to be set or anchored a unique instance of experience. It further provides 
a framework onto which judgments of event proximity can be made (Ezzyat & Davachi, 
2014). Experimental studies have demonstrated that events that occur close in time are 
more likely to be associated together, whereas events that occur with large temporal 
gaps between them are less likely to become associated (Cai et al., 2016). Time, or 
temporal proximity can be a useful dimension to both link or separate episodes of 
experience (Howard & Eichenbaum, 2013). An ever-changing temporal context signal 
may allow for the encoding of events with highly similar elements and features that occur 
in the same physical location to be differentiated within memory stores (Manns et al., 
2007). This ability to map experience in a temporally organized manner appears to 
depend on hippocampal integrity (Fortin et al., 2002).  
1.2. Interaction of Learning & Memory 
  Often the terms “learning” and “memory” are used in an almost interchangeable 
manner in cognitive neurobiology. While there is a large amount of overlap as to what 
these terms pertain to, these concepts actually refer to separate physiological 
 
8 
processes. Across many psychological domains memory assessments target not just the 
memory trace itself, but what was in fact encoded or “learned’. A term that may be closer 
yet to what these assessments target should perhaps be “remembered”. There appears 
to be several different phases of information processing by the brain. The memory trace 
is the signature of the plasticity event that occurred. Memory can be most simply defined 
as the “storage of information”. For much of the study of psychology, this “memory” 
retention was mostly considered to be a static process, in which the memory trace or 
engram existed in some static state (Dudai, 2004). More current research points to more 
active processes involved with memory maintenance, such as dendritic spine maturation 
and turn over (Frank et al., 2018). Furthermore, when a human participant is asked to 
recall a memory, what is perhaps actually occurring is that the respondent is only able to 
retrieve the current state of the memory trace. The memory trace may be altered, 
degraded or simply not fully accessed, and thus the elicited response may not be a full 
representation of the original memory trace. This concept of “partial recall” can be easily 
observed for memories originally encoded long-ago in time, or in people afflicted with 
cognitive impairments, such as Alzheimer's disease. The original memory trace may be 
degraded or not currently be fully available, leading to incomplete recollection of the 
initial learning event. There appears to be a strong interaction between learning and 
memory, which is mirrored in the discussion of reconsolidation (McKenzie & 
Eichenbaum, 2011) as well as schema theory (Bartlett, 1932; Morris, 2006; McClelland, 
2013).  
1.2.1. Schema Theory 
  Learning seldom happens in isolation. Organisms are a manifestation of all 
previous life experiences. Past experiences can leave both physical and cognitive 
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changes. For instance, a lioness with scars from a previous hunt gone badly may have 
learned to stalk its next prey with added care. These traces or cues persist beyond the 
initial event and may serve as a reminder for future experiences (Tulving, 1983). Yet 
how the brain does this in the face of previously encoded and stored information is a 
topic of research and debate (McClelland et al., 1995; Morris, 2006). Schema theory put 
forth near a century ago (Piaget, 1929; Bartlett, 1932) offers a useful way to structure the 
way one can think about how new learning occurs in the face of currently held memory 
traces. 
  Unlike the slower procedural memory of learning a step-wise sequence of 
physical movements, declarative memory stores appear to be both rapidly and flexibly 
accessed, potentially facilitated via two different neural systems (McClelland et al., 
1995). The rapid acquisition (Tse et al., 2007; Tse et al., 2011) of knowledge appears to 
be facilitated in part by the hippocampal network (Morris, 2006). Having a cognitive 
model of relational structures, i.e. a schema, appears to be useful for both the encoding 
of new information, as well as the flexible utilization of stored knowledge (Van Kesteren 
et al., 2012). As evidenced by studies of child development, gradual accumulation of 
knowledge occurs throughout the entire lifespan (Piaget, 1929; Bartlett, 1932) and this 
incremental updating of schemas regarding how the world works is needed for being 
able to make future predictions (Ghetti & Coughlin, 2018). Knowing a fact or piece of 
knowledge does not only exist in the singular instance or situation it was first learned, 
but rather it can be applied to a broad range of circumstances (Morton et al., 2017). 
Oftentimes the options appear novel and have not been previously experienced, but may 
resemble or share similarities with those that have been previously ventured. Cognitive 
flexibility, observed across many intelligent species, is a hallmark of successful survival 
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and is theorized to have been a major component to the global dominance of our own 
species (Harari, 2015). The ability to use previously acquired knowledge in new 
situations allows for keen and appropriate action selection to occur (Ziethamova & 
Preston, 2010). The building of mental schema appears to underlie this ability of great 
cognitive flexibility (Preston and Eichenbaum, 2013) and there appears to be a parallel 
between the encoding of episodic memories and the updating of mental schemas (Van 
Kesteren et al., 2012).  
1.2.2. Influence of Learning 
  Learning is the process of acquiring knowledge and skills and is a global 
phenomenon, observed across all modalities and scales of memory (Kandel et al., 
2014). How does an organism track or keep a record of what is already known? 
Learning is the intake of new information that is salient to induce some sort of change in 
neural circuits, which initializes the learning or (re)consolidation cycle (McKenzie & 
Eichenbaum, 2011). This absorption of new information requires some sort of storage, 
likely existing in the synaptic connections between individual cells of the brain (Hebb, 
1949). The creation of new synaptic connections requires many physiological 
mechanisms to occur, such as LTP (Bliss & Lomo, 1973), and blocking these cellular 
processes can arrest the ability to encode a memory trace (Franklin et al., 2004). 
Often learning is tied to instances of novelty detection (Tulving & Kroll, 1995) and reward 
prediction error (Schultz, 1998). The hippocampus has been shown to be especially 
responsive to novelty and mismatch detection across species (Squire et al., 1992; 
McClelland et al., 1995; Vinogradova, 2001). The sensitivity of the hippocampus to 
encode these types of events is potentially facilitated by subcortical regions such as the 
VTA (Lisman & Grace, 2005) and locus coeruleus (Takeuchi et al., 2016; Wagatsuma et 
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al., 2017). The increased salience for events that defy expectations is perhaps a key 
factor in biasing which experiences are more likely to undergo consolidation and be 
remembered in the future. Further, these dopaminergic projections to the hippocampus 
may allow for the encoding of salient memories, as outlined by the synaptic “tag-and-
capture” hypothesis put forth by Richard Morris (Morris, 2006). In humans, an increase 
of co-activity between the hippocampus and dopaminergic regions of the brain has been 
observed during post-learning epoch, related to hippocampal reactivation (Gruber et al., 
2016). Similar patterns of hippocampal-VTA coupling during learning epochs have also 
been observed in the rodent (Gomperts et al., 2015).  
  The relation between hippocampal damage and deficits in learning for tasks of 
recent spatial memory in rodents is relatively well established (Morris et al., 1982). 
Sharp-wave ripple (SWR) events have been observed to be related to instances of 
learning and stabilization of the hippocampal map (Roux et al., 2017). Additionally, 
promoting mechanisms believed to be related to the consolidation phase of learning, in 
rodents, has been shown to increase the rate of memory encoding (McNamara et al., 
2014) and induce place field creation (de Lavilleon et al., 2015), whereas disruption of 
these mechanisms leads to memory impairment (Girardeau et al. 2009; Ego-Stengel & 
Wilson, 2010; van de Ven et al., 2016). This relation of SWR events to the consolidation 
process of recently learned information has been observed in humans as well 
(Axmacher et al., 2008). The learning of reward locations (Lee et al., 2006) and aversive 
stimuli (Moita et al., 2004; Girardeau et al., 2017; Momad et al., 2019), as well as 
repeated experience (Mehta et al., 2000) have been shown to induce changes in the 
hippocampal coding scheme of environments. It appears that hippocampal maps are 
plastic and can be updated to reflect the learning of new information related to the most 
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recent experience (van de Ven et al., 2016; Roux, 2017).  
  The process of learning not only has the ability to modify hippocampal 
representations, but induce long-range cross-regional bouts of activity (Buzsaki, 2015). 
During hippocampal SWR events, connected brain regions such as the frontal cortices 
(Jadhav et al., 2016), anterior cingulate cortex (Wang & Ikemoto, 2016) and retrosplenial 
cortex (Alexander et al., 2018) exhibit coincident neural activity patterns. This cross-
regional coupling is theorized to be related to a learning signal in order to offload 
hippocampal learning to a more distributed brain network (McNaughton & Morris, 1987; 
Buzsaki, 1996; Girardeau & Zugaro, 2011). Learning is a constant process and as we 
gradually accumulate more knowledge, our current repositories for these memory traces 
are subject to modification as well (Bartlett 1932; Preston & Eichenbaum, 2013). 
1.3. Theories of Hippocampal Function across Species 
  Investigation of the hippocampus, across multiple domains has led to many 
perspectives of hippocampal function. Initial studies regarding the hippocampal region 
implicated this system in emotional affect, as was thought to be the major role of the 
limbic system, largely based on lesions of the medial temporal lobe in primate species 
(Kluver & Bucy, 1939). Lesions of the MTL in humans (notably patient H.M.) implicated 
the hippocampus in episodic memory (Scoville & Milner, 1957; Squire & Zola-Morgan, 
1990). Electrophysiological recording and lesion studies primarily in rodents advocated 
for a role in the processing of spatial information, specifically related to navigation 
(O’Keefe & Nadel, 1978). An ever-growing body of data from a diverse and rich pool of 
studies points to the hippocampus in facilitating and organizing relational associations 
and the memory pertaining to them (Eichenbaum, 2000; Eichenbaum, 2017b). Many of 
the proposed roles of the hippocampus have been shown to be conserved across 
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mammalian species (Squire, 1992).  
1.3.1. Creating Associations 
  In general, the Medial Temporal Lobe (MTL) is considered to be a multimodal 
association cortex. This means that the MTL does receive projections from multiple 
modality specific and non-specific sensory inputs, such as the ventral visual stream. The 
majority of information flowing to the MTL is at least second order stimuli information and 
may have already been processed to some degree. The MTL is thought to be the 
convergence of multiple paths of information flow, such as the dorsal and ventral 
information streams (Mishkin et al., 1997). The cortical regions of the MTL have been 
central to the study of memory and learning throughout the study of modern-day 
neurophysiology.  
  The hippocampus sits at the crux of the medial temporal lobe. It is the final stop 
along the pathways bringing multimodal sensory information together. One idea 
surrounding the role of the hippocampus is that the hippocampal network allows for 
many different streams of information to become intertwined and associated together. 
Studies that often evaluate this concept employ tasks that demand that participants bind 
separate items and/or landscape scenes together, in order for future memory recall. The 
concept behind this is simply known as “object in context”. The hippocampus has been 
shown to be critical for making specific types of associations, especially if there is a 
temporal gap in the changing incoming stimuli (Solomon et al., 1976; McEchron et al., 
1999). Additionally, “Time cells” within the hippocampal network have been 
demonstrated to fire in a sequential manner during these temporal gaps, in relation to 
specific external stimuli. The hippocampus takes in information based on external stimuli 
from connected brain regions, such as the entorhinal cortices, yet often sends 
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projections back out to these sites. There is a specific manner in which this information 
flow happens, but this recurrent looping of information may be a key feature as to 
determining the function of the hippocampus.  
  It has been demonstrated that the hippocampus is needed for creating 
associations during one-trial learning (Tse et al., 2007), which may be facilitated by 
NMDA receptors in the CA3 region of the hippocampus (Nakazawa et al., 2003). It 
appears that at the most elemental level, the hippocampus is involved in associating 
cortical streams of information, as they unfold in real time (Eichenbaum, 2000), which is 
key in the creation of episodic memory. Single cell recordings have demonstrated 
hippocampal coding for the learned association of objects and locations (Komoroski et 
al., 2009), as well as the relational structure between elements (McKenzie et al., 2013). 
Similar effects of hippocampal contribution to the learning of associations have been 
observed in human studies (Ryan et al., 2010).  At its core, the role of the hippocampus 
appears to be in encoding the relational structure between items (Eichenbaum, 1999), 
which is fundamental to both episodic memory (Tulving, 1985) and cognitive maps 
(Tolman, 1948). In sum, the hippocampus seems well suited to encode any array of 
modalities and perhaps generally supports memory function by providing a memory 
space, onto which associations and relational structures can be organized (Howard & 
Eichenbaum, 2015). At the core, the role of the hippocampus in mapping associations 
may underlie its role in facilitating more complex behavioral and cognitive abilities.  
1.3.2. Sequences 
  The sequential structuring of neural activity has been observed across 
physiological, behavioral and cognitive levels within the hippocampal network. From the 
sub-second physiological level of individual neurons firing (O’Keefe & Reece, 1993), to 
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the recollection of experienced events (Deuker et al., 2016). Extracellular recordings of 
single units from the hippocampus have shown that on the timescale of a theta cycle 
(approx. 180 ms) a sequence of individual cells will have a firing fields at a particular 
phase of the overall oscillation (O’Keefe & Reece, 1993). Moreover, each cell that is part 
of the sequence will advance its firing field, in relation to the phase of the ongoing theta 
cycle, to earlier and earlier phases, as the animal passes through the preferred firing 
field of that neuron (Skaggs et at., 1993). Theta sequences provide a biological readout 
of the current position and trajectory of an animal during traversal of physical space 
(Foster & Wilson, 2007). The content of an individual theta cycle will contain a sequence 
of place cells firing in an ordered manner. During active locomotion, the active neurons 
not only represent present location, but the trajectory of past, present and future 
locations. Each theta cycle begins with cells that have a firing field related to a location 
that the animal has just left, proceeding to the current position of the animal and then 
extending forward to where the animal is anticipating to be (Wikenheiser & Redish, 
2015). It has been proposed that these theta sequences are a useful way to package 
information to downstream readers (Buzsaki, 2010), providing a way to not just contain 
the needed information, but maintain the specific sequential firing patterns, in an 
organized manner (Foster & Wilson, 2007). Contained within these theta packets of 
information, a downstream reader region could decode a large amount of trajectory 
related information, within a fraction of a second. This observed organization of 
hippocampal activity provides a very powerful and useful way to structure neural syntax 
(Buzsaki, 2010).  
  Sequential activation of neurons has also been observed to occur in the 
hippocampus at even faster temporal scales. Reactivation events or “replay” events that 
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occur during Sharp-wave ripples (SWRs) in the local field potential (LFP), which are 
recorded from the extracellular gradient, are often sequentially ordered. In these events, 
a large amplitude deflection in the LFP is often coupled with the rapid sequential 
activation of cells. The temporal pattern of the firing fields often corresponds to the 
observed pattern of activity during active behavior (Wilson & McNaughton, 1994). These 
large amplitude punctate events have even been coined “replay”, due to the tendency for 
them to be temporally compressed reactivations of previous experiences (Skaggs & 
McNaughton, 1996). In the rodent, SWRs occur most often during periods of quiet 
acquiescence, grooming and slow-wave sleep (Lee & Wilson, 2002). It is thought that 
during these specific periods of time, the hippocampus slips more into an “offline” state 
and sequences of firing activity that recently occurred are replayed at rapid rates 
(Gerrard et al., 2008). Coordinated epochs of activity, between the neocortex and 
hippocampus, during SWR events is a well established observation, theorized to 
facilitate mechanisms of encoding and consolidation of hippocampal traces to cortical 
sites of storage (Buzsaki, 1996; Khodagholy et al., 2017). Evidence has also 
demonstrated that perturbing the sequence of activity during SWRs can negatively 
impact memory allocation and use (Joo & Frank, 2018), furthering theories that relate 
SWR events to mechanisms of memory consolidation and retrieval (Carr et al., 2011). 
  The decoded content of SWRs often contains information that is relevant to the 
animal, such as the spatial trajectory that was just run in order to receive a water reward. 
The content of the ripple event is decoded as a function of what cells were active during 
the SWR and what these individual cells exhibited a firing field for during awake 
behavior. For example, if a rat just ran down a single arm of a radial maze and the cells 
that fired in a particular order (i.e. A-B-C-D-E) as he reached the end, as the rat 
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consumed the water reward and a SWR occurred, the cells that represented that 
trajectory would be replayed in a sequential order. Often this replay occurs initially in 
reverse order (in this case it would read out as E-D-C-B-A), starting from the current 
location of the animal, leading away back toward whence he came. This would be an 
example of “reverse replay”; extending from where the animal considers himself to be, 
then extending backwards along the path he just took. However, if the replay contained 
the same order of experienced locations and replayed rapidly as A-B-C-D-E, this would 
be termed “forward replay”. There is typically a mixture of these types of replay events, 
however it appears that reverse replay is the more dominant and is more likely to occur 
first after succession of “active” behavior (Wu & Foster, 2014). It is not yet known what 
specifically drives the exact sequential reactivation of the neurons that comprise the 
content of a ripple event and what may bias it in a directional manner. However, the 
replay of place fields during SWR events appears to be related to the updating and 
gradual strengthening of the future cognitive map of the environment (Roux et al., 2017). 
Additionally, it has been observed that the specific temporal order of neural activity 
during SWRs is important for information transmission, as older animals may exhibit 
impaired activation patterns, compared to younger animals, which may account for 
learning and memory deficits observed in aging (Gerrard et al., 2008).   
  During some SWR events, the future trajectory of the animal has also been 
shown to be decodable as the associated ripple content may contain content relevant to 
where the animal intends to travel, before he even begins his trajectory (Pfeiffer & 
Foster, 2013). This has been likened to a planning or evaluation process and has been 
observed to be related to the topographical layout of the maze environment (Wu & 
Foster, 2014). Disruption of hippocampal SWRs during periods believed to be critical to 
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memory retrieval related to planning future trajectories, have been shown to impair 
behavior on memory guided tasks (Jadhav et al., 2012) as well as increasing behavioral 
markers of uncertainty and deliberation (Papale et al., 2016). These “forward-looking” 
types of sequential activation events are theorized to be the neural scaffolding by which 
mental time travel through cognitive maps could exist (Pfeiffer & Foster, 2013). 
Recently it has been shown that hippocampal sequences exist in the earliest stages of 
development, even upon initial exposure to a novel environment (Farooq & Dragoi, 
2019). Preplay events can also occur when the animal runs down a section of a track 
and pauses when encountering an impassable clear barrier at the end. Additionally, 
during SWR events that occur at this “blocked” location can play out a presumably 
“imagined” trajectory of locations existing on the not yet experienced section of the track 
(Olafsdottir et al., 2015). Once the barrier is removed, allowing for the animal to finally 
explore this novel segment, cells that were observed to fire during SWRs in a “pre-
allocated” sequential manner, are likely to have firing fields during active behavior on this 
novel section of maze (Olafsdottir et al., 2015). This presents several very interesting 
aspects of how the hippocampal network not only maps immediate space, but how the 
hippocampal sequences can represent both future and imagined events (Schacter & 
Addis, 2007), as patients with hippocampal based amnesia have difficulty imagining new 
and novel experiences (Hassabis et al., 2007). Further, the observation of neural 
sequences in hippocampus appear to bridge together how the hippocampus can 
facilitate associational binding (Buzsaki, 2015) as well as be useful in navigational 
processes (Wikenheiser et al., 2015; Joo & Frank, 2018). 
1.3.3. Navigation 
  The ability to navigate through the physical world is a critically important ability 
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upon which survival often depends. The navigational abilities across species have been 
a fascination of studies in many academic domains. Early studies of navigation and the 
brain focused on the ability of rodents to learn complex routes and store them in a 
distributed memory space (Lashley, 1950). Numerous studies concluded that rats must 
construct a comprehensive and broad map of the physical world in order for efficient 
navigation (Tolman, 1948). While early behavioral and lesion work, across mammalian 
species began to bring attention to the contribution of the hippocampal region to 
navigation (Morris et al., 1982), the discovery of neurons in the hippocampus with 
discharge patterns related to spatial orientation (O’Keefe & Doskovsky, 1971) heavily 
influenced the narrative of the hippocampal region towards being a navigation centric 
region (O’Keefe, 1976). Studies complementing this place cell finding gave rise to 
theories that regarded the hippocampus as a region dedicated to path-integration 
(McNaughton et al., 1996). Path-integration theory charges the hippocampal system with 
being able to internally generate a vector-based navigational system, which would allow 
the animal to keep track of location based on previous movements through the 
environment (Samsonovich & McNaughton, 1997). Observations of the firing profiles 
from neural regions closely tied to the hippocampus, such as grid-cells from MEC 
(Hafting et al., 2004) and head-direction cells from the subiculum (Taube et al., 1990), 
have supported this stance. While the hippocampus continues to be a key region of the 
spatial navigation discussion, newer studies have really begun to sharpen the focus as 
to how the hippocampus plays a role in navigational processes. 
  At the human level, integrity of the hippocampal complex has been associated 
with navigational abilities. Reports that have emphasized increased hippocampal volume 
(specifically the posterior portion) in supporting profound navigational abilities, such as 
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the now classic London taxi driver study (Maguire et al., 2000), have gained a large 
foothold in the hippocampal narrative in modern society. Becoming lost along daily 
routes of travel is often a potential first sign of the onset of Alzheimer’s disease 
(Dudchenko, 2010). fMRI data revealed that impairments in appropriate radial arm 
selection were correlated both with increased age, reductions in hippocampal 
engagement, and use of inflexible navigational strategies, during a memory based virtual 
navigation task in older and younger populations (Etchamendy et al., 2012). Further 
human work has reported that hippocampal activity during virtual navigation was 
increased on trials with overlapping path routes, demonstrating that the hippocampus is 
important for distinguishing unique navigational paths (Brown et al., 2014). A growing 
body of work supports the notion that the long-term, memory-based component of 
spatial navigation is responsible for navigational impairments in patients with 
hippocampal damage (Kim et al., 2013).  
   In studies utilizing animal models the involvement of the hippocampal system in 
navigation can be more comprehensively and specifically investigated. Lesions to the 
hippocampal region have been shown to impair the learning of spatial locations during 
active navigation (Morris, 1982; Moser et al., 1993). Depending on the extent of lesion 
damage or inactivation site, variations in behavioral deficits have been observed 
(Broadbent et al., 2004). Furthermore, the timing of “when” the manipulation to the 
hippocampal circuit occurs, relative to the learning experience, also has been observed 
to be of great relevance (Sutherland et al., 2001 & Gaskin et al., 2003). These findings 
are inline with observations of temporally graded amnesia from human-based reports 
(Manns et al., 2003). Additionally, what type of navigation is needed is an important 
aspect to consider. The hippocampus is highly interconnected with other regions that are 
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implicated in navigational processes, such as the retrosplenial cortex (Alexander & Nitz, 
2015), posterior cortex (Minderer et al., 2019) and entorhinal cortices (Moser et al., 
2008). Damage or inactivation of these extra-hippocampal regions have demonstrated 
navigational impairments (Cooper & Mizumori, 1999), as well as modulation of 
hippocampal coding schemes (Rueckemann et al., 2016). It appears that the 
hippocampus is not solely responsible for navigational abilities (Hinman et al., 2018), but 
rather in the coordination and planning of memory guided navigation (Papale et al., 
2016). 
  Spatial coding within the hippocampus has been shown to be modulated in a 
trajectory dependent manner (Frank et al., 2000), which may provide a memory-based 
contextual signal to downstream regions (Wood et al., 2000). The divergent coding 
schemes along an overlapping path appears to be important for distinguishing between 
routes (Ainge et al., 2007; Grieves et al., 2016). During active locomotion, cell 
assemblies in region CA1 continuously evolve as a function of gradual theta phase 
precession through the preferred firing field of a given cell (O’Keefe & Reece, 1993). The 
decoded content of each theta cycle of firing activity moves from just behind the animal, 
to its current location and finally to a future predicted location of the animal (Wikenheiser 
& Redish, 2015) This observation ties in with theories of the hippocampus being 
important for representing sequences of experience as well as bridging the gap between 
events (Hasselmo & Eichenbaum, 2005). A study utilizing several differing goal locations 
along a circular track showed that even though the temporal duration of theta cycles was 
equal, the decoded spatial content (i.e., length of trajectory) varied as a function of the 
animals “planned” future location (Wikenheiser & Redish, 2015). This study 
demonstrated that the hippocampal representation of space can be influenced by the 
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cognitive state of the animal. Additionally, on an alternating T-maze task, during trials on 
which the rat exhibited events of vicarious trial and error (VTE), the decoded 
hippocampal content during the VTE epoch, switches between the potential future 
options or trajectories the rat could select from at the critical choice point (Johnson & 
Redish, 2007). These studies highlight the role of the hippocampus in the planning or 
mapping of future locations during active spatial navigation. 
  It has additionally shown that specific hippocampal network dynamics are critical 
for memory guided navigational tasks. In rats, the ability to correctly select the ensuing 
turn selection following traversal of an overlapping path segment during a spatial 
working memory task was impaired following the specific disruption of awake 
hippocampal SWR events (Jadhav et al., 2012). This study also showed maintenance of 
hippocampal place cell coding after transient silencing of the CA3-CA1 network, 
suggesting that extra-hippocampal regions may facilitate active coding of spatial location 
information. This study demonstrates a direct role for the hippocampus in utilizing past 
experience (i.e., previously encoded memories) during active spatial navigation and that 
the hippocampus is important for distinguishing between memory traces (Shapiro & 
Eichenbaum, 1999). In addition, it also appears that the hippocampus is not solely 
dedicated to the immediate spatial domain and therefore its role in navigation must be 
related to creating and retrieving the relational structures that underlie memories of 
experience (Eichenbaum, 2017). Simply put, the hippocampus may only be necessary 
during navigational tasks when memory is needed to guide action selection, especially in 
cases where new information must be rapidly acquired and flexibly used (Squire et al. 




1.3.4. Cognitive Maps  
  It has been proposed that the main role of the hippocampus is to act as a 
cognitive map of space (O’Keefe, 1976). Earlier work supporting this idea focused 
primarily on the spatial coding motifs of the hippocampal region, in combination with 
results from lesion studies, resulted in more rigid path-integration based hippocampal 
mapping theories (McNaughton et al., 1996). While it is the case that spatial coding 
observed in the hippocampus could be utilized in creating a cognitive map of space, it 
has not been until more recently that the cognitive mapping abilities of the hippocampus 
have been extended beyond the purely spatial domain. Experiments demonstrating that 
the hippocampal network can represent a wide array of non-spatial domains and 
dimensions, such as elapsed time (Pastalkova et al., 2008), auditory tone-space (Aronov 
et al., 2017) and event sequences (Terada et al., 2017), further refute the solely spatial 
theories of hippocampal function. One of the main aspects of the original conception of 
“a cognitive map” was that the maps should be broad and comprehensive, which would 
be of more utility for both future and novel events (Tolman, 1948). The hippocampus 
seems well situated to construct cognitive maps of experience by stitching together the 
separate elements and their relational structure into a single cohesive neural 
representation (Eichenbaum, 2017). This idea is further strengthened by the fact that the 
hippocampus is critical for the encoding of both episodic memories and the knowledge 
obtained from personal experiences (Eichenbaum, 2000b). The observation of the 
hippocampal contribution to organisms being able to quickly store new information 
related to single experienced events (Tse et al., 2007), for later use, also advances the 
theory of hippocampal involvement in schema-based creation of cognitive maps (Morris, 
2006). The specific range elements of what the hippocampus maps and the dynamics of 
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their existence, will be discussed later in this introduction chapter (section 1.6.), as well 
as each subsequent chapter, as it pertains to the individual experiments.  
1.4. Projections to the Hippocampus Proper 
  The hippocampus receives myriad projections from a wide array of brain regions 
across its longitudinal axis. These projections can be from both cortical and subcortical 
regions and can vary in type of neurotransmitter release. Connections with the amygdala 
are thought to facilitate emotional tone and fear memory encoding (Pikkarainen et al., 
1999; Kim et al., 2012). Connections with the hypothalamus are believed to contribute to 
the encoding of internal states (Kennedy & Shapiro, 2004) as well as regulate the HPA-
axis (Jacobson & Sapolsky, 1991), important for stress & anxiety regulation (Jimenez et 
al., 2018). The thalamic projection from the nucleus reunions is theorized to allow the 
frontal cortices to bias hippocampal representations during memory guided behaviors 
(Ito et al., 2015, Place et al., 2016). The retrosplenial cortex is reciprocally connected 
with the hippocampus, in a topographical manner (Wyass & Van Groen, 1992), which 
may be important for associating cognitive spatial maps across multiple reference 
frames (Alexander & Nitz, 2017). Many of the regions that innervate the hippocampus 
projections also send projections to the entorhinal cortex, which is considered to be the 
main afferent to the hippocampus proper (Mishkin et al., 1997).  
1.4.1. The Entorhinal Cortex 
  The entorhinal cortex is both the main afferent to the hippocampal formation, as 
well as the main efferent across mammalian species. This cortical region consists of 
five-layer cortex and is situated at the end of major sensory processing pathways. 
Classic evidence has pointed to there being two separate information pathways into the 
medial temporal lobe network, with each stream processing specific sensory and 
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mnemonic information, before becoming united within the hippocampal formation 
(Mishkin et al., 1997). Well processed sensory information, such as visually detected 
object identity converges in this region, via the ventral stream. Cortical areas TEO and 
TE converge in the perirhinal cortex, which then project into the entorhinal cortex. 
Complete lesions of both the hippo and the perirhinal cortex facilitate complete amnesia 
(Eichenbaum, 2007). The dorsal stream of information is more concerned with spatial 
orientation, such as locational and directional aspects of stimuli. Processed spatial 
information from regions such as the retrosplenial, posterior and frontal cortices 
converge in the parahippocampal region, before proceeding onto the entorhinal cortex 
(Mishkin et al., 1997). Anatomical and behavioral results have led to the entorhinal 
cortex being separated into two main divisions, the medial entorhinal cortex and the 
lateral entorhinal cortex, especially in the rodent literature (Morrissey & Takehara-
Nishiuchi, 2014). This division is largely based on the observed differences of projection 
pathways (Dolorfo & Amaral, 1998) likely contributing to graded amounts of spatial-
based or object-based information content by individual neurons across the entorhinal 
cortex (Hargreaves et al., 2005). Lesions of the entorhinal cortex have been shown to 
impair animals on spatial memory tasks, as well as reduce the relation of hippocampal 
cell firing to position (Miller & Best, 1980). Gradients of content sensitivity have also 
been observed within the cortical areas of the medial temporal lobe regions that project 
to the hippocampus, in human participants during memory encoding epochs (Preston et 
al., 2010). This proposed divergence has led to the formation of the “What” and “Where” 
model of information flow through this cortical region. These pathways of information 
flow have been theorized to be segregated, until they converge onto the hippocampus, 
where the information is finally bound together in a cohesive manner (Eichenbaum et al., 
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2007). While there are some discrepancies yet to be resolved between rodent and 
primate anatomy, a wealth of literature points to a gradient of content representation and 
mnemonic function within the rodent entorhinal region (Knierim et al., 2014).  
1.4.2. The Medial Entorhinal Cortex 
  The medial portion of the entorhinal cortex (MEC) has been considered to be the 
locus of spatial information flow in the extra-hippocampal network. Studies probing this 
region have uncovered neurons in this region to have spatially tuned firing 
characteristics (Moser, 2017). The discovery of neurons that fire as a rat visits a set of 
spatial locations arranged in a manner resembling a repeating hexagonal lattice (i.e., 
grid-cells) in the MEC further supported the notion that this region contained spatial 
information, which could be passed on to downstream regions, such as the 
hippocampus (Fyhn et al., 2004). Grid-cells in the MEC have been theorized not only to 
contain the locational position of the animal, but also a spatial metric of distance, as the 
spacing between grid-fields is regular and consistent, even across different enclosures. 
Individual grid-cells of the MEC region have been shown to have firing field 
characteristics related to their anatomical location, growing in size and spacing as you 
move along the dorsal-ventral axis of the entorhinal cortex (Brun et al., 2008) and data 
shows collections of grid-cells with similar spatial tuning profiles clustered in a modular 
manner along this same axis (Stensola et al., 2012). Grid-cells can be head direction 
sensitive with changes in head direction tuning based on the laminar location within the 
cortical substrate (Sargolini et al., 2006). It has been shown that grid-cells of the MEC 
are coherent in their tuning dynamics, keeping a consistent spatial phase between 
themselves, across various environments (Fyhn et al., 2007).  This observed coherence 
between individual grid-cells, within these modules, during awake behavior is conserved 
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in other behavioral states, such as slow-wave sleep (Gardner et al., 2019). Along the 
same lines as other spatially tuned cells in the hippocampal network, inactivation of the 
medial septum impairs grid-cell tuning properties (Brandon et al., 2011). Furthermore, 
temporary inactivation of the dorsal hippocampus, leads to the reduction of grid-cell 
characteristics and an increase of head-direction tuning in layer II & III MEC cells 
(Bonnevie et al., 2013). Grid-field symmetry appears to be dependent on the geometric 
configuration of the enclosure (Krupic et al., 2015), which may be related to the encoding 
of borders of the current environment (Knierim & Hamilton, 2011). 
  Another cell class in the MEC region with spatially oriented firing properties are 
border cells. Border cells are neurons that fire as an animal locomotes along a 
boundary, such as a wall (Savelli et al., 2008). Neurons that exhibit this activity profile 
are typically found alongside other spatially-tuned neurons (i.e. grid-cells) across all 
layers of MEC (Solstad et al., 2008). These neurons will fire at a given distance from 
either a real (i.e., wall) or perceived boundary in the environment. It has been proposed 
that this firing activity could provide the hippocampal system with information regarding 
the geometric layout of an environment (Solstad et al., 2008). Border-cells appear to 
manifest at earlier developmental time points than grid-cells (Bjerknes et al., 2014), 
which suggest that they could act as an initial anchor of the MEC spatial map 
(Hardcastle et al., 2015). Current theories propose that integration of MEC border cell 
input, head-direction and velocity information, along with hippocampal drive, can lead to 
periodic grid-cell firing fields during active navigation (Bonnevie et al., 2013). 
Another variable related to spatial orientation and navigation has been observed 
in yet another functional cell type in the MEC, speed cells (Kropff et al., 2015). While it is 
the case that neurons in many extra- & Intra-hippocampal networks are positively 
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modulated by the velocity of the animal, speed cells in the MEC appear to provide a 
more defined version of the current velocity. Speed cells can be both positively and 
negatively modulated by locomotor behavior, and can exhibit velocity tuning profiles that 
can reach asymptote (Hinman et al., 2016). Further, these cells do not appear to be 
directly controlled by projections of the medial septum (Hinman et al., 2016). Specific 
targeting of GABAergic and cholinergic pathways of the medial septum have not resulted 
in speed-cell modulation (Dannenberg et al., 2019), unlike many of the other cell-types in 
the entorhinal-hippocampal network. Additionally, speed cells do not show context 
specificity and exhibit consistent velocity modulated tuning profiles across environments 
(currently unpublished), similar to that of individual grid-cell tuning (Fyhn et al., 2007).  
Speed cells of the MEC region may be controlled by optic flow or vestibular feedback 
mechanisms. The observation of multiple velocity related signals within the MEC region, 
further add to the role of the MEC in providing signals of spatial orientation and self-
motion to the hippocampal network, which is critical for models of path-integration during 
active navigational states (Ye et al., 2018).  
1.4.3. The Lateral Entorhinal Cortex 
The lateral half of the entorhinal cortex (LEC) in rodents has been theorized to be 
the major source of non-spatial information for the hippocampus (Morrissey & Takehara-
Nishiuchi, 2014). Much of the early rodent work pertained to olfactory information 
reaching the hippocampus, from the piriform cortex, via the LEC (Otto & Eichenbaum, 
1992). Reciprocal connections from LEC back to primary olfactory regions (i.e. piriform 
cortex) may facilitate odor perception, which is classically degraded in Alzheimer’s 
pathology (Chapuis et al., 2013). Lesions of the perirhinal pathway to the hippocampus 
have resulted in object recognition deficits (Meunier et al., 1993). Low spatial information 
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content, compared to MEC and CA1 units, has been reported for the vast majority of 
single units recorded from the LEC in rats, as they foraged in an open field enclosure 
(Hargreaves et al., 2005). Individually recorded LEC units in rats have shown increased 
firing activity tightly related to object proximity and low and diffuse activity patterns when 
away from objects, during an open-field foraging task (Deshmukh et al., 2012). 
Population level representational similarity analysis of recordings from the entorhinal 
cortices, showed a bias of object information in lateral entorhinal and perirhinal cortices 
over spatial information, in contrast to data from medial entorhinal regions, while rats 
performed a context-guided object recognition task (Keene et al., 2016). Single unit 
recording studies also demonstrate that the LEC may not only be sensitive to objects 
currently in the environment, but may also represent where objects had previously been 
(Tsao et al., 2013). Whether or not this object trace is facilitated solely by the LEC and 
not by the hippocampus, up for debate, yet the notion that the LEC may be important for 
object representation still stands. Non-spatial stimuli, such as odor, elicit neural 
responses of both single unit as well as LFP activity in the LEC region (Xu & Wilson, 
2012). The LEC has also been reported to have a temporal coding signal (Tsao et al., 
2018). The input provided to the hippocampus by the LEC may not only contain 
multimodal sensory information, regarding object identity, but higher-level 
dimensionality, such as item content, related to the unfolding of the current ongoing 
experience. This recent observation of temporal coding by the LEC at the ensemble 
level (Tsao et al., 2018), may help bridge theories of how the unique details of episodic 
memories become bound together in the hippocampus (Howard et al., 2014). Overall, 
the lateral portion of the entorhinal cortex exhibits activity patterns related to non-spatial 
information of experience. 
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1.4.4. Major Neuromodulatory Projections 
The hippocampus receives projections from many subcortical neuromodulatory 
structures. These projections differ from those that primarily convey information via 
glutamatergic or GABAergic projections. These additional projections may modulate how 
neural information is processed or facilitate more complex cellular mechanisms, such as 
modifying efficacy of synaptic transmission. Neuromodulators may help to set network 
states and bias incoming neural transmission. Neuromodulators and their specific 
receptors are often the target of pharmaceutical interventions and treatments. The 
hippocampal complex receives many neuromodulatory projections, some of them 
specific in their regional targeting, others more diffuse and broad. While not necessarily 
conveying sensory information in the classic sense, their impact on hippocampal 
function and coding can be profound. 
1.4.4.1. The Medial Septum 
 One of the major neuromodulators of the hippocampal network is acetylcholine 
(Ach). The Medial Septum sends cholinergic projections widely throughout the 
hippocampus, along with its extensive GABAergic projections. Acetylcholine has 
modulatory effects that include its action on Muscarinic M1 receptors in the 
hippocampus, which when bound to facilitates a slow EPSP and reduced potassium (K+) 
conductance (Rang et al., 2003). It is thought that acetylcholine levels can modulate the 
tone of the hippocampus, shifting it between states of encoding and retrieval (Hasselmo 
& McGaughy, 2004). The constant oscillatory pattern of electrical activity across multiple 
frequency bands is believed to bias the hippocampal network into states of excitation 
and suppression of synaptic transmission (Csicsvari et al., 1998). The binding of Ach 
within the hippocampus can also facilitate burst firing (Huerta & Lisman, 1995). This 
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burst firing by hippocampal neurons appears to play a role in mechanisms of synaptic 
plasticity. This effect may in part be due to the Alonso Current recorded from bath 
application of Ach to slice preparations, where persistent spiking activity has been 
observed in the medial entorhinal cortex (Klink & Alonso, 1997).  
Different behavioral states are associated with changes in cholinergic tone within 
the hippocampus. During awake activity, the influence of cholinergic projections from the 
MS on hippocampal spiking activity can be modulated by behavioral and attentional 
states of the animal (Mamad et al., 2015). Slow-wave sleep is a period of time in which 
Ach levels are considerably reduced and it is thought that this period of time is critical for 
appropriate hippocampal based consolidation mechanisms to occur (Hasselmo, 1999), 
which has received experimental support (Gais & Born, 2004). Taken together, these 
data further support the idea that the medial septum, via cholinergic projections, may 
control the encoding state of the hippocampal network (Hasselmo, 2006). These 
observations connecting acetylcholine and memory consolidation appear to be 
consistent across mammalian species. Furthermore, a reduction of cholinergic cells has 
been observed in the post-mortem brains of individuals diagnosed with Alzheimer’s 
disease (Davies & Maloney, 1976), yet the link currently there is still not fully understood. 
The GABAergic projections of the medial septum are also of current interest in 
regards to hippocampal network dynamics. It has been demonstrated that the 
interneuron network of the hippocampus has a major role in the pacing of the rhythmic 
dynamics of pyramidal cell firing (Chapman & Lacaille, 1999). Acetylcholine levels 
facilitated by the medial septum are thought to play a role in the theta rhythm of the 
hippocampal network via modulation of interneurons (Klausberger et al., 2003). Studies 
that have either manipulated or lesioned the medial septum have shown disruptions in 
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the coding properties of the hippocampus as well as closely associated MTL regions 
such as the entorhinal cortex (Brandon et al., 2011; Wang et al., 2014; Brandon, 2014). 
The GABAergic projections from the medial septum to the hippocampus have been 
shown to be involved in modulating the oscillatory frequency of hippocampal theta 
rhythmicity (Zutshi et al., 2018). The exact mechanisms by which the medial septum 
contributes to the coding properties of the hippocampus and related MTL structures are 
becoming more evident and appear to be key to the learning and memory processes of 
the extended hippocampal network (Hasselmo & Stern, 2014).  
1.4.4.2. The Ventral Tegmental Area 
The involvement of the hippocampus in rapid learning paradigms, such as one 
trial learning or episodic memory, may in part be facilitated by projections from the 
Ventral Tegmental Area (VTA). The VTA is a deep subcortical region that primarily 
projects dopaminergically to many distributed brain regions. The VTA operates in either 
a tonic or phasic state of firing activity. When stimulated the VTA switches from its 
baseline tonic firing activity pattern and goes into a more burst-like phasic state. The 
VTA is often triggered by situations regarding reward prediction error or other novelty 
(Schultz, 2017). The VTA sends long-range dopaminergic projections, as well as some 
glutamatergic and GABAergic projections to the hippocampus (Ntamati & Luscher, 
2016). The VTA is thought to play a role in modulating the encoding and consolidation 
mechanisms, such as long-term potentiation (LTP) of synapses within the hippocampus. 
Blocking the ability of dopamine to bind to D1/D5 receptor types disrupted the ability to 
lay-down the memory trace during a one-trial learning paradigm of a water-maze escape 
task (O’Carroll et al., 2006). This type of finding is in line with the theories of VTA-
Hippocampal interaction and involvement put forth by researchers such as John Lisman. 
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The hippocampus has been implicated in several functional loops of connectivity 
within the brain that involve both cortical and subcortical structures as well as having a 
role in the detection of novelty (Knight, 1996). The discovery of dopaminergic projections 
to the hippocampus from the VTA (Gasbarri et al., 1994 & 1997) provides a direct 
pathway for influencing the hippocampal network. Decreases in novelty detection signal 
has been observed in the hippocampi of persons with schizophrenia (Tamming et al., 
2012). Hippocampal modulation of VTA firing patterns (Lodge & Grace, 2004) gave rise 
to the VTA-Hippocampal loop theory of long-term memory proposed by Lisman and 
Grace in 2005. In this theory, novelty detection lead in part by the hippocampal network, 
potentiates a signal through a subcortical loop, modulating the VTA activity from tonic to 
phasic, which in turn potentiates hippocampal synapses via dopamine receptors. This in 
turn can increase levels of LTP, which is critical for memory encoding (Lisman & Grace, 
2005). Stimulation of the VTA and/or exposure to unexpected positive stimuli, induces 
remapping in hippocampal network activity (Mamad et al., 2015). This proposed model 
helps resolve issues of how the hippocampus selects what memory traces to encode for 
later consolidation.  
This VTA-Hippocampal loop theory is compatible with the ‘’synaptic tag-and-
capture” model proposed by Richard Morris. This theory aligns with the idea of the 
hippocampus in one-trial learning conditions and how inducing activity-dependent 
plasticity in the synapse, via mechanisms such as LTP, can induce memory for both 
episodic-like events and integration of information into a schema space (Morris et al., 
2003; Tse et al., 2007). Indeed, increased hippocampal plasticity has been observed to 
be modulated by D1 dopamine receptors (Tran et al., 2008). More recently, stimulating 
these dopaminergic VTA projections to the hippocampus have been shown to increase 
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both the acquisition speed of learning the spatial layout of a maze as well as facilitate 
the stability of place cells of mice navigating a crossword-puzzle maze (McNamara et al., 
2014). This reorganization and stability of place fields is related to sharp-wave ripple 
events (Dupret et al., 2010) which may be facilitated in part by dopamine receptor 
activation (McNamara et al., 2014).  In-vitro slice work has also offered support for these 
findings (Miyawaki et al., 2014). Work at the human level has also shown a link between 
dopaminergic levels and both working and long-term memory abilities (Eckert et al., 
2014), as well as processing speed (Eckert & Bunzeck, 2013). Further human studies 
have shown hippocampal-midbrain (VTA) interactions support appropriate generalization 
for associative memories (Shohamy & Wagner, 2008). Taken together, these findings 
and results support theories put forth regarding the role the VTA plays in hippocampal 
processing and its involvement to the encoding of goal-related memory traces as well as 
instances of single-trial learning events.  
  1.5. Anatomy and Physiology of the Rodent Hippocampus and Subfields 
The anatomy of the rodent hippocampus has been a focus of science, ever since Roman 
y Cajal first presented his detailed drawings over 100 years ago (Roman y Cajal, 1911). 
These first images captured via Golgi stain method, showed a specific and unique 
organization of the neural circuitry of this brain region. The hippocampus in rodents, has 
a highly organized and structured anatomy to it. While the hippocampus is a conserved 
brain region across mammalian evolution, it is categorized as a relatively old type of 
neural architecture called archeocortex (Marr, 1971). This type of cortex has three 
laminar layers, as opposed to most neocortex which has six. In the case of the CA 
regions of the hippocampus, one main layer of cell bodies with laminar segments 
relating more to the afferent and efferent organization of the region. 
 
35 
1.5.1. Overview & Pathways of the Rodent Hippocampus  
The hippocampal complex currently consists of several defined anatomical 
regions, the Dentate Gyrus, Cornu Ammonis sub-regions and the Subiculum (Mishkin et 
al., 1997). There is a highly organized laminar structure to the structure and organization 
of hippocampal anatomy. Many aspects of the laminar structure are conserved across 
mammalian species. The DG is not continuous with the laminar structures that are 
observed in the rest of the hippocampus and its unique structure and topography set it 
apart. The anatomical layout of the hippocampus proper has been compared to many 
different natural structures, such as a nautilus or seahorse (where it derives its ancient 
Greek name). The combination of the DG and CA cell regions has also been likened to a 
jelly roll. In organization, the dentate gyrus is a unique brain region, as it has two 
connected halves, creating an upper and lower blade. The junction of the two blades 
often occurs at a rather sharp and acute angle. The blades of the dentate can have 
multiple bends to them, which can be drastic and unnatural looking. The cornu ammonis 
cell layer of the hippocampus, starts situated between the two blades of the dentate 
gyrus, and gradually curl upwards, creating a large ‘C’ shaped laminar structure that 
encloses the top blade of the dentate. The cells that constitute the highly visible Cornu 
Ammonis portion of the hippocampus are the major pyramidal cells of this brain region. 
This name is derived from ancient Egyptian words for “ram’s horn”. In three dimensions 
the entire encapsulated region of the hippocampus looks slightly like two bananas, one 
in each hemisphere, joined at the midline of the brain, at their stems. 
There are two major neural pathways through the rodent hippocampus. These 
pathways are based on the anatomical connections and the primary direction of 
informational flow through the hippocampal circuit. The most studied pathway is known 
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as the perforant or trisynaptic pathway. This has been the classically discussed pathway 
for many years and has been extensively studied in regards to long-term potentiation 
(Bliss & Lomo, 1973). It begins with the projections from layer II of the entorhinal cortex, 
that synapse on the dentate gyrus. The lateral and medial portions of the entorhinal 
cortex send roughly segregated inputs. The projections from MEC synapses more 
proximal than the LEC projections to the granule cell bodies of the DG (Amaral & Witter, 
1989; Witter, 2007). The dentate gyrus is the primary starting point of this trisynaptic 
loop within the hippocampus, however CA3 does receive direct projections from layer II 
EC cells (Steward & Scoville, 1976). The granule cells of the dentate gyrus project 
downstream to CA3, via the dense mossy fibers (Amaral, 1978). CA3 projects to the 
CA1 region via the Schaffer collaterals and also to itself, via fibers of recurrent 
connectivity. CA1 is thought of as the end point in the classic trisynaptic circuit, where it 
then sends projections out of the hippocampus proper to the subiculum and back to the 
entorhinal cortex (EC layer V) and other downstream regions. 
The second major pathway of information flow into the hippocampus comes from 
projections originating in layer III of the entorhinal cortex. These input fibers are known 
as the temporoammonic pathway. This pathway is a direct connection; entorhinal cortex 
to the CA1 region of the hippocampus. These ECIII projections synapse more distally 
along the dendritic tree of CA1 neurons than projections from CA3 (Amaral & Witter, 
1989). There is a gradient of LEC vs MEC innervation along the proximal-distal axis of 
CA1, with stronger MEC innervation towards the proximal aspect (closest to CA2), were 
as LEC layer III having more prominent input at the distal end (i.e. nearest subiculum) of 
CA1 in the dorsal hippocampus (Masurkar et al., 2017). Relative to the local CA1 theta 
oscillation, input from the temporoammonic pathway occurs earlier in theta phase than 
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CA3 inputs, which occur later in the local theta cycle (Basu et al., 2016). Further, this 
input signal from layer III EC is transmitted at faster rhythmicity (high gamma) than the 
inputs from CA3, which occur in the slow gamma range (Colgin, 2009). This earlier 
signal from the entorhinal cortex to the principal cells of CA1 may be useful for biasing 
the population, installing a particular reference frame, or setting up a window of plasticity 
facilitated by dendritic integration (Basu et al., 2016). The dual input and output streams 
of the hippocampal proper may be involved with the detection of novelty and comparison 
of internal and external states (Vinogradova, 2001) as well as states of encoding versus 
retrieval, in regards to CA1 theta phase (Hasselmo, Bodelon & Wyble, 2002). The exact 
contributions and functions of these two segregated loops of information flow through the 
hippocampal network are still being investigated as well as any independent roles in 
memory encoding and retrieval processes.  
1.5.2. The Septotemporal Axis of the Hippocampus 
The hippocampus is not a uniform structure and there are differences across the 
septotemporal axis, observed across all mammalian species (Amaral & Witter, 1989). In 
the rodent, the hippocampus is usually divided into three divisions along this “long axis”. 
These segments are the dorsal, intermediate and ventral aspects of the hippocampus. In 
primates, there is even more division along the long axis of the hippocampus, which are 
usually referred to, in the rostral to caudal directions, as the head, body and tail 
(Zeidman & Maguire, 2014). These anatomical “divisions” along the septotemporal axis 
of the hippocampus do not necessarily abide by any stark segmentation, but rather there 
appears to be gradients of inputs and outputs (Swanson & Cowan, 1977), gene 
expression (Fanselow & Dong, 2010) and differences in rhythmic dynamics (Hinman et 
al., 2011). In primate species the rostral portion of the hippocampus appears to have 
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undergone specific enlargement as a function of evolution. This may have been due to 
higher order processing pressures pertaining to navigating more complex social, 
emotional and contextual situations (Rubin et al., 2014). Across the human literature, the 
hippocampus has been observed to be critical for stress responses and emotional 
regulation in addition to cognitive and memory processes (Fanselow & Dong, 2009). 
During fMRI scanning sessions, differential activation patterns have been observed 
along the anterior-posterior axis of the hippocampus in human participants engaged in a 
relational judgement task (Ryan et al., 2010). 
In the rat hippocampus, differences along the septotemporal axis have been a 
subject of study and has led to a debate regarding the functional nature of the 
hippocampus (Moser & Moser, 1998). Tetrode recording studies have reported the 
gradual increase in place field size as you move from the dorsal aspect of the 
hippocampus down to more ventral portions (Jung et al., 1994; Kjelstrup et al., 2008). 
This observed increase in receptive field size for ventral hippocampal neurons was also 
reported to occur in conjunction with a slower time course of stabilization during a 
memory guided object discrimination task (Komorowski et al., 2013). This finding 
supports the idea that there is a gradual change both in the resolution of detail and 
content as you move from the dorsal portion to the more ventral portion of the rodent 
hippocampus (Royer et al., 2010). Experimental studies have pointed to the ventral 
aspect of the hippocampus as being critical for the consolidation of contextual fear 
memories (Zhu et al., 2014). Additionally, it is the ventral portion of the hippocampus in 
rats that projects to the frontal cortices (Swanson, 1981). Through this projection the 
hippocampus can provide information to the frontal cortices for appropriate action 
selection (Jones & Wilson, 2005), perhaps based on learned context (Place et al., 2016). 
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Lesions to the ventral portion of the hippocampus have been shown to reduce inhibitory 
control, likely related to the direct ventral hippocampal projections to the frontal cortices 
(Abela et al., 2013). 
It is not to be thought that the ventral and dorsal portions of the hippocampus 
operate solely in isolation. Current working theories contend that the dorsal or caudal 
portion of the hippocampus may be more situated to encode fine grain details, such as a 
single object or location, whereas the ventral or rostral portion may be representing 
larger and more global or contextual aspects of the experience or memory (Komorowski 
et al., 2013). Oscillatory patterns of activity, such as theta waves and SWR events, have 
been shown to travel along the hippocampal septotemporal axis (Lubenov & Siapas, 
2009). These long-axis traveling oscillations may facilitate binding together of different 
aspects of the current representation into a single cohesive representation (Patel et al., 
2012).  Evidence of coherent theta rhythmicity along the long-axis has been observed in 
the rodent (Schmidt et al., 2013) and recently in humans (Zhang & Jacobs, 2015). Taken 
together, these observed differences along the long-axis of the hippocampal system may 
actually facilitate creation of comprehensive cognitive maps of experience.  
1.5.3. Dentate Gyrus 
The dentate gyrus (DG) is a unique region of the hippocampal network. 
Classically it is considered to be the beginning of the hippocampal circuit. Projections 
from extra-hippocampal regions, such as the entorhinal cortex synapse primarily on the 
granule cells of the DG (Amaral & Witter, 1989). Granule cells of the DG synapse on 
both mossy cells and an extensive interneuron network (Szabo et al., 2017). Mossy cells 
primarily synapse back on granule cells in an excitatory loop, which in concert with the 
extensive interneuron network, gates the output of the mossy fibers of the granule cells 
 
40 
to downstream synapses in CA3 (Goodsmith et al., 2016). Mossy cells project widely 
across the span of the DG region, with some axons branching the entirety of the 
septotemporal axis (Buckmaster et al., 1992). The major output of the dentate gyrus is 
onto CA3 dendrites in the molecular layer via mossy fiber synapses. The discharge from 
these synapses is remarkably strong and have been termed “detonator synapses”, due 
to their ability to drive large depolarizing events in CA3 (Scharfmann & Schwartzkroin, 
1988). A single mossy fiber from one granule cell of the DG can intervate many CA3 
neurons and make dozens of connections with each individual CA3 cell. Additionally, 
mossy cells of the dentate receive back-projections from the CA3 subfields (Muller & 
Misgeld, 1991; Sun et al, 2017). The DG region of the hippocampus has unique 
oscillatory dynamics as well during behavioral states of information processing (Rangel 
et al., 2015).  
The exact role of the dentate has been a topic of speculation for a long time. 
Theories regarding dentate contribution focus on its potential to be a neural pattern 
separator (Clelland et al., 2009). Many early recording studies of the dentate gyrus 
observed sparser firing activity during active behavior than the other CA regions of the 
hippocampal network (Jung & McNaughton, 1993). This sparse coding has been 
considered to be a useful way to orthogonalize neural representations and facilitate 
abilities of pattern separation (Leutgeb et al., 2007). Lesions of the DG have led to 
reductions in disambiguation when objects and environments are of high similarity 
(Schmidt et al., 2012). The dentate is also one the few places in the mammalian brain 
that exhibits sustained neurogenesis throughout the lifespan. Newly born granule cells of 
the DG exhibit hyper-excitatory levels of activity. This heightened level of activity before 
maturation may bias these cells to be more involved with the encoding of current 
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experiences (Schmidt-Hieber et al., 2004). Recent experimental data highlighted a role 
for young granule cells in pattern separation of both spatial and contextual tasks 
(Nakashiba et al., 2012). Additionally, it has been shown that young adult born granule 
cells can regulate the balance of excitatory drive from the lateral and medial entorhinal 
cortices, biasing the amount of spatial or contextual information being represented by 
mature granule cells (Luna et al., 2019). Once these neurons are more fully integrated 
into the DG network, the activity patterns of new granule cells decrease to baseline 
levels, but they could maintain specificity for the events that occurred during their 
maturation phase, through connectivity with CA3 synapses (Nakashiba et al., 2012). 
Experimental evidence in rodents has shown that inactivation or lesions of the dentate, 
impair the ability to retrieve temporal associations across multiple sensory modalities 
(Kesner, 2007 & 2013). Current summaries of experimental work from both animals and 
human participants, further supports these findings of the dentate gyrus being a potential 
locus for pattern separation within the hippocampal system (Kesner, 2013; Anacker & 
Hen, 2017).  
1.5.4. CA3 
  Continuing along the classic trisynaptic pathway of the hippocampus, region CA3 
is the next place for information processing and transform. The CA3 portion of the Cornu 
Ammonis cell layer, has several distinctive anatomical and physiological qualities. The 
pyramidal cell bodies of this region are larger in physical size and have increased 
spacing between them, as compared to both CA2 and CA1. The CA3 receives direct DG 
input via the extensive mossy fibers that can facilitate large excitatory discharge events. 
These mossy fibers synapse rather proximally to the pyramidal cell bodies in layer 
stratum lucidum. Region CA3 also receives direct projections from ECII cells, which 
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synapse more distally along the dendritic tree in layer stratum moleculare. This laminar 
organization of inputs is considered to be related to the driving potential of the inputs, 
with inputs more proximal to the cell body, being more powerful in driving the spiking 
activity of neurons based on creation of excitatory postsynaptic potentials (EPSPs). 
Pyramidal cells in region CA3 send strong depolarizing efferents to CA1, via the Schaffer 
Collaterals. These are primarily glutamatergic inputs that synapse proximal to principal 
cell bodies of downstream CA regions, largely in layer stratum radiatum. Transmission of 
excitatory drive from CA3 to CA1 appears to occur in later phases of the local theta 
rhythm of CA1 and at frequencies within the slow gamma frequency band (Colgin et al., 
2009). 
CA3 also has more prominent recurrent pyramidal-pyramidal connectivity than 
other hippocampal sub-regions. These recurrent CA3-CA3 connections synapse in layer 
stratum radiatum. One proposed role of the increased recurrent collaterals is to help 
facilitate the hippocampal ability of pattern completion during memory retrieval 
(McNaughton & Morris, 1987; Rolls, 1996b & 2007). Recently results from a study 
utilizing in-vitro recordings of CA3-CA3 connectivity coupled with real-sized 
computational modeling work based upon observed CA3 activation patterns, 
demonstrated robust pattern completion, even in sparse connectivity motifs (Guzman et 
al., 2016). Pyramidal cells in CA3 send glutamatergic projections not only to the 
downstream CA regions, but also to the contralateral CA3 region via the ventral 
hippocampal commissure. It is thought that this long-range connection is important for 
synchrony between the two hippocampi. Electric stimulation of this fiber pathway can be 
used to disrupt SWR events and mechanisms related to memory encoding and 
consolidation during post-learning slow-wave sleep epochs (Girardeau et al., 2009). 
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Additionally, electric stimulation of this pathway can shut down activity and induce a 
reset in the theta oscillatory rhythm of the CA network (Zugaro et al., 2005).  
  Experimental studies conducted primarily in rodents have highlighted the CA3 
region as important for memory encoding, being especially critical for the aspect of one-
trial learning conditions. Mice with a genetic deletion of NMDA receptors specifically in 
CA3 were impaired on a one-trial spatial learning paradigm and exhibited larger and 
more diffuse firing patterns in CA1 place cells when in novel enclosures compared to 
control animals (Nakazawa et al., 2003). This finding supports the notion that NMDA 
facilitated LTP within the CA3 region is critical for the encoding of episodic-like 
experiences. Selectively blocking CA3 synaptic transmission, via tetrodotoxin in mutant 
mice, diminished the downstream ripple-associated coactivation of experience related 
CA1 ensembles (Nakashiba et al., 2009). This finding further supports the idea that CA3 
is important for reactivation of neural patterns of activity related to previously 
experienced events. Recently it has been demonstrated that the encoding of novel 
events may be facilitated by the CA3 of the hippocampus and that this ability is 
promoted by neuromodulatory projections from the Locus Coeruleus (Wagatsuma et al., 
2018). Taken together, the CA3 region of the hippocampus appears well situated to 
facilitate aspects of the encoding of singular experiences, similar to that of episodic 
memories.  
1.5.5. CA2 
  Until more recently the CA2 region of the hippocampus was largely overlooked. It 
had for a long time been recognized as a defined CA sub-region, yet was often lumped 
into either CA3 or CA1 data sets, or excluded entirely. The advancement of genetic and 
molecular techniques has led to a resurgence in studies focused on this specific and 
 
44 
unique hippocampal area. The CA2 region has pyramidal cells of medium size, in 
relation to the rest of the CA cell layer. Genetic markers such as PCP4 and RGS14 are 
restricted to CA2 and have been useful in determining the extent of CA2 in the rodent 
hippocampus. Classically, the dendritic arbors of CA2 cells were observed to not have 
the thorny excrescences and spines that region CA3 had. Additionally, it had appeared 
that area CA2 received little or no input from the mossy fibers of the dentate, in contrast 
to region CA3. However, with growing research into the details of CA2, some of these 
older assumptions are being challenged. The CA2 region appears to be special in that it 
has receptors for vasopressin, which is a neuropeptide shown to be related to social 
behaviors. Recent slice work has demonstrated that bath application of vasopressin 
modulated levels of LTP in region CA2, whereas region CA1 was unaffected (Chafai et 
al., 2012). The CA2 region also receives unique projections from the hypothalamus 
(Soussi et al., 2010), which have been theorized to relay regulatory and internal states 
such as motivation (Kennedy & Shapiro, 2004) and affect (Pan & McNaughton, 2004) to 
the hippocampal representation of current experience. Extracellular recording data in 
rats has demonstrated that both episodes of social interaction, as well as instances of 
novelty (i.e. novel object), can induce remapping in CA2 representations of a previously 
experienced enclosure, to a larger degree than CA1 (Alexander et al., 2016). Mounting 
evidence has implicated region CA2 as being particularly involved in aspects of social 
memory (Hitti & Siegelbaum, 2014), which may in part be controlled by these unique 
attributes, such as vasopressin sensitivity or strong projections from neuromodulatory 
regions.  
  The CA2 subregion has also exhibited unique connectivity and physiological 
characteristics. In opposition to the classic trisynaptic circuit, it has been determined that 
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CA2 does indeed receive monosynaptic innervation from the dentate via mossy fibers 
and in turn completes a secondary glutamatergic hippocampal loop to CA1 (Kohara et 
al., 2014). This study also reported that the CA2 preferentially synapses on cells that 
occupy the deeper lamination of the CA1 layer pyramidale, in contrast to the CA3 
projections that synapse on cells of the more superficial aspect of stratum pyramidale. A 
significant proportion of principal cells within the CA2 subregion have also been shown 
to be preferentially active during periods of immobility, which is in contrast with much of 
the single unit recording data from the other hippocampal regions, that show higher 
levels of pyramidal cell activity during locomotion associated behaviors (Kay et al., 
2016). Region CA2 may also have a special role in the triggering of SWR events during 
active awake behaviors, conferring unique epochs of experience to be encoded by CA1 
(Olivia et al., 2016). Furthermore, CA2 ensemble activity patterns appear to more rapidly 
evolve, with the passage of time, more so than those in CA1 and CA3 (Manki et al., 
2015). New evidence showing back projections from CA2 to CA3 (San Antonio et al., 
2014), as well as the findings of lower levels of LTP in sub-region CA2 (Zhao et al., 
2007) have begun to suggest that CA2 may additionally serve as a modulator of the 
excitatory and inhibitory balance within the hippocampal network (Boehringer et al., 
2017). These newer reports on the CA2 sub-region have begun to highlight this unique 
area as an entirely new circuit of hippocampal processing that may allow for increased 
memory capacity for additional dimensions of experience, such as social interactions, 
temporal association and internalized states (Caruana et al., 2014).  
1.5.6. CA1 
  The end of the cornu ammonis cell layer is sub-region CA1. It is classically 
considered to be the major end point for information flow and processing within the 
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hippocampus proper. Smaller bodied pyramidal cells are more tightly packed together 
within stratum pyramidale at this more proximal end of the trisynaptic loop. 
Glutamatergic input from CA3 and CA2 synapse in a graded manner within the stratum 
radiatum of CA1 (Shinohara et al., 2012). Direct projections from entorhinal cortex layer 
II synapse more distally on both principal cells and local interneurons in stratum 
moleculare within CA1, which may gate excitation of intra-hippocampal signals (Busu et 
al., 2016). CA1 is the original location of discovery of cells with spatially receptive fields 
in the hippocampus (O’Keefe & Dostrovsky, 1971). Since then, pyramidal cells in this 
terminal CA region have been shown to have receptive fields to myriad dimensions, 
such as odor, context, time & tone (Otto & Eichenbaum, 1992; Wood et al., 2000; 
Pastalkova et al., 2008; Aronov et al., 2017). There is a gradient of direct layer III inputs 
from the entorhinal cortices, with LEC input favoring the more proximal (towards 
subiculum) and superficial layers of stratum pyramidale, whereas this gradient switches 
to favor MEC input in more distal (closer to CA2) and deeper aspects of stratum 
pyramidale (Mursukar et al., 2017). This difference in topography of direct cortical input 
to the CA1 may compete to bias the individual principal cells of this region towards the 
encoding of objects versus space, or may serve to set up a holistic reference frame onto 
which CA1 can encode ongoing experience (Knierim et al., 2014). CA1 sends 
projections back to layer V of the entorhinal cortices, which completes the classic 
entorhinal-hippocampal loop. In rodents, CA1 also sends functional projections to 
regions beyond this EC-Hippo circuit, such as the lateral septum (Buzsaki & Tingley, 
2018), retrosplenial cortex (Wyss & Van Groen, 1992) and the frontal cortices (Swanson 
et al., 1978). Neurons in region CA1 show strict adherence to the oscillatory dynamics of 
the ongoing local theta rhythm (O’Keefe & Reece, 1993). Locally generated theta is 
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facilitated by the innervation of interneuron networks via GABAergic inputs from the 
medial septum (Brandon et al., 2014). The specifics of CA1 coding properties as well as 
its role in memory processes will be discussed in following segments.  
1.5.7. Subiculum 
  The subiculum is the last stop of information flow, within the hippocampal 
formation, before being projected back to the entorhinal cortex and additional other 
structures. The subicular complex can be divided up into several regions (Mishkin et al., 
1997), some with rather defined characteristics. The laminar profile of this region differs 
along its own axis, initially looking like three-layered archicortex, like the rest of the 
hippocampal complex, in portions closest to CA1. However, as the subicular complex 
moves away from the CA cell layer, there is a gradual transition to a more five-layer 
cortical lamination profile. The subiculum proper receives primary innervation from 
entorhinal layer III and CA1 and projects most heavily to the EC, pre- & post-subicular 
regions, retrosplenial cortex as well as back to CA1 (Matsumoto et al., 2018). Principal 
cells of the subiculum have been observed to theta phase process (Kim et al. 2012). 
Individual cells in the subiculum exhibit a rather wide array of tuning profiles, such as 
classic place-cells, but also boundary-vector cells (Lever et al., 2009) & axis-tuned cells 
(Olsen et al., 2016). Evidence from studies of subicular spatial tuning profiles suggest 
that this region may encode complex or hierarchical positional information in reference to 
the boundaries or geometry of the environment (Matsumoto et al., 2018). Beyond the 
subiculum proper, many of the cells of the pre-& post-subicular regions exhibit strong 
directional tuning profiles (Taube, 1990). This orientation sensitive (i.e. head-direction) 
tuning profile is likely conveyed through projections from the anterior dorsal thalamus 
and associated vestibular regions (Taube, 1995). Grid-cells have also been reported 
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from electrophysiological studies of the pre- & parasubiculum regions (Boccara et al., 
2010). These intra-subicular regions are densely interconnected and thought to provide 
directional tuning (i.e., head-direction) to the extended entorhinal and hippocampal 
system (Taube, 2007). Taken together, the subiculum exhibits a diverse and dynamic 
range of coding motifs, which supports the notion that the subiculum functions in a 
complementary, yet unique manner, in regards to the hippocampal system (Matsumoto 
et al., 2018).  
1.6. Hippocampal Representations  
  The hippocampus is an astonishing brain region as it appears to be sensitive to 
any dimension or feature of stimuli. The hippocampus sits at the end of the MTL streams 
of information. The main projection to the hippocampus is the entorhinal cortex, which 
has exhibited both spatial and non-spatial activity profiles. The hippocampus has been 
implicated in the creation of episodic memory (episodic-like in non-humans). It is 
theorized that the role of the hippocampus is to either act as a path-integration system, a 
cognitive map or as a relational memory space. While debates about hippocampal 
function and contributions rage on, observations of neural activity patterns have been 
instrumental in illuminating the dynamic nature of hippocampal content. 
1.6.1. Hippocampal Mapping of ‘Space’ 
  The discovery of neurons in the hippocampus with spatially receptive fields 
(O’Keefe & Dostrovsky, 1971), was only just the beginning of research devoted to 
understanding the mapping of space by dorsal CA1 unit activity. This finding spawned 
the concept that the hippocampus contained a cognitive map of the environment 
(O’Keefe & Nadel, 1978). This gave rise to the notion that perhaps the hippocampus is 
dedicated to spatial processing; acting as a path-integration system (McNaughton et al., 
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1996). The observation of sequential activation of separate place-cells along with theta 
phase precession (O’Keefe & Reece, 1993) as rats traversed physical space made this 
theory attractive. As a rodent moved through space, the hippocampus appeared to not 
only track its current position, but also a record of where it came from, which could be 
used in path-integration systems (Skaggs et al., 1993). However, the non-cohesive 
remapping of place-cells relative to each other across different environments (Skaggs et 
al. 1998), demonstrated the principal cells of the hippocampus likely encode information 
beyond a purely spatial mapping of the world. Additionally, the finding that place-cells 
require experience to become stable (Wilson & McNaughton, 1993) suggests that the 
hippocampal network is not necessarily a hardwired template of space, but rather that 
plasticity within the network likely facilitates creates a cognitive map (Mehta et al., 1997).  
  Place-cells are usually recorded in static environments with low behavioral 
demands. Manipulations of place-field activity can be induced by simple alteration of the 
experience. Place-field remapping can be induced by changes in lighting condition of an 
enclosure (Quirk et al., 1990). Rats that were placed in a dark cylindrical enclosure did 
exhibit spatially-tuned firing fields, but upon the enclosure being lit, a proportion of the 
neurons remapped their firing field. Additionally, if the animal started in the well-lit 
condition, place-cells appeared to exhibit a reduction of remapping, once the lights were 
turned off, and once the light returned, many of the cells reverted to their original field 
preference (Quirk et al., 1990). This study supports two ideas, that visual information 
isn’t necessary to generate spatially specific firing fields and also that the initial 
experience may set up a primary spatial reference frame. Extracellular recordings 
conducted during a forced-choice behavior on a radial-arm maze task, with alternating 
lighting conditions (i.e. On vs. Off), showed low levels of remapping related to the 
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change in lighting condition, compared to the previous study’s findings (Markus et al., 
1994). This may be due to the lack of behavioral salience of the lighting condition as the 
animal engages in the goal-oriented task. However, place-cell coding metrics were 
slightly decreased during dark lighting epochs. The reduction of spatial specificity during 
dark lighting epochs is consistent with the idea of error accumulation in a path-
integration system, with no visual input to provide updating and correction (McNaughton 
et al., 1996). Further, it was observed that place-field remapping between lighting 
conditions increased with experience of this paradigm, which may indicate a growing 
mental representation between the two lighting contexts. Additionally, manipulation of 
behavioral demands, i.e. switching from free-foraging to a goal directed task, has been 
shown to induce place-field remapping, even while the rat exists in the same enclosure 
(Markus et al., 1995). These findings support the theory of the hippocampus in the active 
encoding of experience, beyond being a rigid map of physical space.  
  On a linear track with a moveable start box, it was shown that a proportion of 
hippocampal place-fields of rats were relative to either the absolute position along the 
track or the elapsed distance from the box (Gothard et al., 1996). Specifically, on 
outbound trajectories from the box, some cells discharged as a function of distance 
since leaving the box, while others fired in relation to absolute location along the track. 
Outbound trajectories had a larger proportion of cells that exhibited box referenced 
activity fields. This likely due to two factors, the box being moved while the rat was at the 
opposite end of the track and the possible error in estimating box position during 
inbound trajectories. Further, the ensemble level activity of the CA1 region in this project 
showed abrupt changes in positional coding, beginning with coherence with the start 
box, but then jumping to being track referenced, which were relative to track length on 
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that trial. In a follow up experiment, this transition was observed to be coincident 
between the DG and CA1 sub-regions of the hippocampus (Gothard et al., 2001). 
Additionally, in this study, in dark lighting conditions the box referenced activity patterns 
persisted longer than in well-lit conditions. Taken together these results highlight the 
ability of the hippocampus to represent multiple reference frames, the influence of 
external stimuli (i.e., visual landmarks) on internalized representations of space. 
Furthermore, positional coding observed within the hippocampal proper is likely 
facilitated by extra-hippocampal regions based on the cohesive change in spatial 
reference frames. 
Behavioral reference frame (i.e., context), can modulate hippocampal 
representations of space. Firing patterns during traversal of an overlapping track 
segment have been shown to differentiate or “split”, based on the trajectory context 
(Wood et al., 2000; Frank et al., 2000). Heading direction can modulate the activity of 
“place-cells” in a 2d open field environment (Weiner et al., 1989) even though the animal 
is moving through the same spatial location. Spatial coding of CA1 principal cells has 
been shown to be sensitive to the task phase (sample vs. test) on a spatial delayed-
nonmatch-to-place paradigm (Griffin et al., 2007). Hippocampal representations of space 
can be modified by salient behavioral contexts, such as reward location (Lee et al., 
2006), aversive stimuli (Mamad et al., 2019) and more. In sum, while the rodent 
hippocampus can in fact represent spatial components of experience (i.e. “space”) it is 
not a static representation and can be modulated by cognitive demands and salient 





1.6.2. Hippocampal Mapping of ‘Time’ 
  Multiple lines of evidence have highlighted the role of the hippocampal network 
(hippocampus and related MTL structures) in the temporal domain of cognition and 
behavior. Studies investigating everything from synaptic changes on a single dendritic 
spine to large scale brain-wide activity patterns have supported the theories regarding 
the hippocampal network as a key contributor and/or moderator of the temporal 
dimension. The hippocampus has specifically been demonstrated to be critical for tasks 
that involve bridging a delay or making an association between two stimuli with a trace 
delay period over 500 ms and lesions of the hippocampus have been shown to impair 
trace conditioning abilities (Solomon et al., 1986). In this study experiment 1 
demonstrated that lesions that were specific to the hippocampus or the 
cingulate/retrosplenial cortex, specifically disrupted the ability of rabbits to acquire the 
association of a 250 ms long tone to an eye puff, with a 500 ms delay (trace period) 
between the two stimuli. Animals who were either given surgeries that lesioned non-
cingulate/retrosplenial neocortex or were unoperated upon, were able to learn and form 
the trace conditioning paradigm of the tone leading to the eventual airpuff to the eye. 
When the paradigm was switched to a non-trace condition, where the tone overlapped 
with the onset of the airpuff, all experimental (lesion) groups were able to acquire this 
association at similar rates as naive and non-lesioned animals. An additional finding 
from this early study was that there was an increase in the neural activity of hippocampal 
neurons during the delay (trace period) between the tone and airpuff for animals in a 500 
ms delay group. This activity began to shift or broaden across the trace period, as a 
function of learning. Taken together this study highlights the role of the hippocampus, 
and perhaps shows the first neural evidence of the type of hippocampal activity that 
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underlies this ability to make associations across temporal gaps. Furthermore, trace 
conditioning paradigms have highlighted the role of the hippocampus in non-spatial 
processes (McEchron & Disterhoft, 1999). 
  Expanding beyond the classic trace conditioning paradigms, new behavioral 
tasks have also demonstrated the role of the hippocampus in bridging the gap during a 
temporal delay. Delayed non-match to sample paradigms have also been used to 
evaluate the role of the hippocampus in making associations in the temporal domain. 
One example of this is the non-continuous T-maze task, in which an animal has to 
consecutively alternate their path choice (left or right) at the end of a center stem, in 
order to receive a reward and return back to the start of the maze, in order to start the 
next trial. By imposing a delay after the reward consumption period (often at the start 
location of the center stem), the classic continuous alternation task becomes 
hippocampal dependent (Ainge et al., 2007), as animals with lesions to their hippocampi 
are often impaired in their ability to correctly select which direction to select at the top of 
the central stem. Recording studies of the dorsal region of the hippocampus have shown 
that pyramidal cells located in both the CA1 and CA3 region of the hippocampus have 
firing fields that tile the entire delay period of the task (Salz et al., 2016).  
Individual neurons that have a consistent firing field during these delay periods 
have been coined “time cells”. This finding was first reported in a task in which the 
animal freely ran on a running wheel, at the rear of the maze environment, between 
consecutive trials on an alternation task (Pastalkova et al., 2008). The punctate firing 
fields of pyramidal CA1 cells in this task appeared to code for elapsed time during the 
delay interval, whereas free wheel running by the same animals, without an explicit task, 
was rather void of any stable sequential firing patterns. Similar patterns of temporally 
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structured hippocampal activity have been during temporally imposed delays during 
tasks where the animal does not need to be explicitly running during the delay 
(MacDonald et al., 2011). Further, it has been shown that unique sequences of CA1 time 
cells can represent the specific stimuli (i.e., odor) presented at trial onset that need to be 
held in active memory space, in order to correctly solve the task (MacDonald et al., 
2013). Similar types of temporally tuned firing fields have also been observed in the 
directly upstream region to the hippocampus, the medial entorhinal cortex, during 
treadmill running coincident with the critical delay interval (Kraus et al., 2015). 
Temporary inactivation of MEC inputs to the hippocampus impoverished time cell 
sequences during the delay interval on a delayed object paired association task 
(Robinson et al., 2017). Research into the exact neural mechanisms that contribute to 
the generation and coding principles of hippocampal time cells is ongoing, however their 
observed existence perhaps shines light on how the hippocampus may be responsible 
for facilitating trace conditioning intervals as well as making associations across 
temporal gaps.  
It is generally thought that the stability of hippocampal representations allows for 
the preservation of memories over time. While the stability of individual place cells 
across multiple exposures to an environment has been touted as evidence for long-term 
memory (Barnes et al., 1997; Wang et al., 2012), there is new debate regarding the 
observed plasticity and instability that exists within this neural system. Recent studies 
utilizing new single photon calcium imaging technology have allowed researchers to 
assess the temporal dynamics of the hippocampal code on the scale of days. One 
recent study demonstrated that many hippocampal time cells maintain their fields across 
multiple days (Mau et al., 2018). Since this study was able to track individual neurons 
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across multiple days, how the activity fields of these cells changed as a function of time 
was able to be observed. A key finding from this study was that the ensemble of cells 
that participated during the imposed delay interval gradually changed across days. This 
new finding suggests that there are mechanisms within the hippocampal code that could 
be used to separate events and instances at much longer time-scales than the 
“second(s)” long duration of time cell fields themselves. Gradually changing neural 
activity has been observed across many studies and for the most part has largely been 
cast aside or ignored. However, some studies have embraced this additional dynamic of 
neurophysiology. The gradually evolving activity of CA1 cells in rats during an odor 
sequence memory task was observed to be critical for the ability to recollect the 
temporal association (i.e., order) of the odor stimuli (Manns et al., 2007). This type of 
changing neural activity has also been observed in human participants to be related to 
sequence-based task performance (Hsieh et al., 2014).  These findings add to the 
rapidly growing body of literature that suggests that instability and variability within the 
neural code of the hippocampus is not only a key feature of this brain region, but may 
underlie many learning and memory abilities. 
  A gradually changing neural ensemble in the hippocampus has perhaps actually 
been a slightly hidden, yet well-established characteristic of the hippocampal brain 
region. The dentate gyrus is one of the main places of sustained neurogenesis of the 
brain for the entirety of one’s lifespan, with stark reductions observed in Alzheimer’s 
pathologic brains (Moreno-jimenez et al., 2019). These adult-born neurons must, in 
some way, change or modify the register of activity within the hippocampal network. The 
exact role for why neurogenesis continually occurs in the DG of the hippocampus is still 
under scrutiny. The constant genesis of new cells into a neural circuit may provide a 
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neural substrate onto which new experiences can be mapped (Nakashiba et al., 2012), 
potentially contributing to the ever-changing neural code of the hippocampal network. 
This could be used as a way to code long-term temporal context, on the scale of days to 
years, which is critical to theories of episodic memory formation and retrieval (Howard, 
2017).  
1.6.3. Hippocampal coding of “Alternative” Dimensions 
  Episodic memories are memories for events that occurred in a particular place at 
a specific time (Tulving, 1982), they are also rather rich with other features and details, 
such as the emotional tone, what actions occurred and who was present. For example, 
the pleasant memory of smelling hot garlic fries and the cool salty air while maneuvering 
through the crowded rows of seats at a waterfront baseball stadium in Northern 
California during a warm Summer day last year. Not only are the dimensions of space 
and time important features of memory retrieval, but the details and features that 
comprise the vividness of the memory are also encoded. These other memory 
components may even serve the additional function of linking together different events, 
such as recalling that you also had garlic fries at a different type of sporting event over a 
decade earlier at a completely different stadium. While much of the hippocampal 
literature has focused on the spatial or temporal dimensions of memory, other alternative 
dimensions and modalities have also been shown to be represented in the hippocampus 
(Otto & Eichenbaum, 1992; Wood et al., 2000; Pastalkova et al., 2008; Aronov et al., 
2017). Further, it has been shown that higher-dimensional hippocampal representations 
can serve to be useful for memory guided behavior and decision making (Smith & 
Bulkin, 2014). 
  In hippocampal literature, ‘context’ is a commonly used term to define either an 
 
57 
overarching dimension or a characteristic of the task or experience that isn’t quite 
tangible. While a messy word to define, hippocampal representations appear to be 
sensitive to changes of context that are related to behavioral and/or cognitive demands 
(Griffin et al., 2007; Komorowski et al., 2009; Fenton et al., 2010). Place fields of rats 
have been observed to remap while occupying the same environment based on a simple 
change of the behavioral context (random versus directed search task) of the task at 
hand (Markus et al., 1995), demonstrating a shift in the cognitive reference frame of the 
hippocampal mapping scheme. During memory-guided alternation tasks, the spatial 
firing activity of individual hippocampal units, on overlapping track segments, have been 
shown to be modulated in a route-based manner (Frank et al., 2000; Wood et al., 2000; 
Ainge et al., 2007). Internal motivational states, such as hunger versus thirst, when 
needed to guide spatial navigation, are sensitive to hippocampal damage (Kennedy & 
Shapiro, 2004). Additionally, hippocampal units have been observed to be sensitive to 
the context of the task phase (i.e. sample vs test) during a spatial delayed nonmatch-to-
sample task (Griffin et al., 2007), as well as expected goal location (Lee et al., 2006). 
Further, it has been shown that hippocampal units can conjunctively code object location 
associations in a contextually relevant manner (Komorowski et al., 2009). The context or 
cognitive reference frame of a situation is an important factor in considering what the 
most behaviorally appropriate actions are at any given time, which is likely facilitated by 
understanding the relational associations between individual items and events (Davachi, 
2006). 
  Often events with strong or salient emotional tone are the memories that are best 
remembered (Braun et al., 2018). In laboratory settings, both aversive and rewarding 
stimuli have been utilized to probe how the hippocampus encodes memories of 
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experience as well as how these memory traces can influence future behavior. Imposing 
a salient unpleasant experience in the form of a shock or air puff, can elicit place field 
remapping in a proportion of hippocampal units (Moita et al., 2004), demonstrating an 
updating of the hippocampal map. It has been observed that these changes in 
hippocampal representations are long-lasting (Wang et al., 2012) and can result in a 
biasing of reactivated neural content and behavioral alterations (Girardeau et al., 2017). 
Additionally, it has been shown that positive experiences, such as learning of rewarded 
locations can bias hippocampal mapping schemes to favor preferred locations (Mamad 
et al. 2017). Further, it has been shown that optogenetic activation or suppression of 
tagged hippocampal traces (i.e., engrams), related to the encoding of contextual 
information, can elicit or suppress behavior similar to that of the previously experienced 
salient event (Liu et al., 2012; Redondo et al., 2014; Tonegawa et al., 2015). These 
findings along with others, demonstrate the impact of context on hippocampal 
representations, allowing for more complex and dynamic cognitive maps (Tolman, 1948; 
McNaughton et al., 1996). 
  While space and time lay the foundation for memories to be encoded and context 
gives a cognitive lens by which to frame them, memories also consist of the specific 
details and items that give them content. Hippocampal neurons have been observed to 
be sensitive or responsive to objects and items, such as odors (Wood et al., 1999), 
auditory tone space (Sakurai, 2002; Aronov et al., 2017), and even other observed rats 
(Danjo et al., 2018). Beyond the conjunctive object and location coding observed in 
hippocampal cells (Komorowski et al., 2009), the learned associations of gustatory 
perception (i.e. taste) and specific locations has also recently been observed (Herzog et 
al., 2019). Additionally, the dynamic coding of the non-spatial event structure of 
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associated odors and tones (Terada et al., 2017) is an example of the hippocampus 
bridging across sensory modalities while representing ongoing experiences. Studies 
from both rodent and human work have also shown the hippocampus to be sensitive to 
social information (Hitti & Siegelbaum, 2014; Tavares et al., 2015; Alexander et al., 
2016). Studies, such as these, further highlight the role of the hippocampus in creating 
rich multidimensional cognitive maps, across sensory modalities, which are in turn useful 
for both the flexible use of prior knowledge (Zeithamova et al., 2012; Preston & 
Eichenbaum, 2013; Behrens et al., 2018) and the rapid learning of associations (Tse et 
al., 2007). Taken together, the hippocampus appears to provide a relational memory 
space (Eichenbaum, 2000; Deuker et al., 2016) by which elements of experience can be 
bound together in a structured and meaningful manner (Eichenbaum, 2017).  
1.7. Summary of Introduction  
  The hippocampus has been shown to be critical for episodic memories as well as 
specific semantic memory abilities. The hippocampus has been postulated to act as a 
cognitive map, allowing for the encoding, representation and retrieval of experienced 
events. The neural representations of the hippocampal region are sensitive to myriad 
dimensions, allowing it to be useful in the facilitation of associational binding, critical for 
learning and memory abilities. However, the exact properties of the hippocampal coding 
schemes that underlie these abilities are still unknown. Based on the knowledge gained 
from the prior work just discussed, the following three projects will attempt to add to the 
ever-growing body of hippocampal literature. The first evaluates how the hippocampus 
represents continuous experience when faced with an alternating rule set. Project two 
will compare the spatial scaling of the activity fields of single units, during traversal of a 
linearized track, as well as the ability of the hippocampus to represent different frames of 
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reference. The last project will aim to evaluate how hippocampal representations of 
space are influenced by both the presence and absence of visual information. All 
projects act in concert to address open questions regarding hippocampal function and 





Hippocampal Representations of Ongoing Experience Change in a Temporally 
Graded Manner During a Discrete Rule Task1 
The neuroscience literature yet to reach consensus on how the hippocampus 
supports the organization of events across time in episodic memory. Initial studies 
reported stable hippocampal maps segmented by remapping events. However, it 
remains unclear whether segmentation is an artifact of cue responsivity. Recently, 
research has shown that the hippocampal code exhibits continuous drift. Drift may 
represent a continually evolving context, however it is unclear whether this is an artifact 
of changing experiences. We recorded dCA1 in rats performing an object discrimination 
task designed to segment time. Overtrained rats couldn’t anticipate upcoming context 
switches, but used context boundaries to their advantage. Hippocampal ensembles 
showed neither evidence of alternating between stable contexts nor sensitivity to 
boundaries, but showed robust temporal drift.  
Episodic memory refers to the recollection of a specific event situated in a unique 
place and time (Tulving & Madigan, 1970). In his description of episodic memory, Endel 
Tulving emphasized that a difference between episodic and semantic memory is that 
episodic memories are temporally dated, or are remembered in relation to other events 
across time. The hippocampus is essential for episodic memory and is thought to 
mediate this function by binding events to a representation of spatial and temporal 
context (Eichenbaum, Yonelinas, & Ranganath, 2007; Tulving, 1972). Hippocampal 
Chapter 2, in full, is a reprint of the material as it appears in the following published manuscript: 
Bladon, J.H., Sheehan, D.J., De Freitas, C.S., & Howard, M.W. (2019). In a temporally 
segmented experience hippocampal neurons represent temporally drifting context but not 




ensembles are theorized to represent a ‘cognitive map, (O’Keefe & Nadel, 1978) that 
acts as a contextual or relational scaffold onto which events may be bound together for 
later retrieval (Davachi, 2006). 
There are two complementary models for how spatiotemporal context is 
structured in the hippocampus. Event segmentation theory suggests experience is 
segmented across time into discrete situational contexts (Figure 2.1 “Event 
Segmentation”) (Baldassano et al., 2017; DuBrow, Rouhani, Niv, & Norman, 2017; 
Muller & Kubie, 1987; Zacks, Tversky, & Iyer, 2001). Temporal context theory suggests 
that the hippocampal representation of context evolves continually (Figure 2.1 “Temporal 
Context”) (Howard & Eichenbaum, 2013; Howard, Fotedar, Datey, & Hasselmo, 2005).  
Consistent with event segmentation theory, behavioral and neuroimaging 
evidence suggests that experiences are organized by discrete situational contexts 
(Baldassano et al., 2017; DuBrow et al., 2017; Muller & Kubie, 1987; Zacks et al., 2001). 
Abrupt changes in environmental or contextual cues across time can cause a behavioral 
separation in memory traces (Ezzyat & Davachi, 2011; Sols, Dubrow, Davachi, & 
Fuentemilla, 2017; Zacks et al., 2001). Hippocampal BOLD activity in humans, and 
ensemble activity in rodents increases when a border between contexts is perceived, as 
if the hippocampus parcellates experience into contextual chunks (Baldassano et al., 
2017; Bulkin, Sinclair, Law, & Smith, 2018; DuBrow et al., 2017; Mack, Love, & Preston, 
2016; Place, Farovik, Brockmann, & Eichenbaum, 2016). Hippocampal place cells 
generate separate maps across different spatial environments and across a variety of 
explicit contextual designations that occur in the same physical space (Brandon, Koenig, 
Leutgeb, & Leutgeb, 2014; Kobayashi, Nishijo, Fukuda, Bures, & Ono, 1997; 
Komorowski, Manns, & Eichenbaum, 2009; Leutgeb, Leutgeb, Moser, & Moser, 2005; 
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Markus, Barnes, McNaughton, Gladden, & Skaggs, 1994; Smith & Bulkin, 2014; Wills, 
2005). In a particularly clear example, neural segmentation across two physical contexts 
developed as rats learned to discriminate between the two contexts (Komorowski et al., 
2013, 2009).  
Consistent with temporal context theory, the contiguity effect describes the 
tendency for subjects to bind together unrelated events that occurred together in time, 
and has been shown across timescales in neural and behavioral datasets (Folkerts, 
Rutishauser, & Howard, 2018; Howard, Youker, & Venkatadass, 2008; Kahana, 1996; 
Manning, Polyn, Baltuch, Litt, & Kahana, 2011; Zaromb et al., 2006). In humans, 
hippocampal BOLD signals during recall of events reflect a broad continuum of 
relatedness that maps onto the temporal and spatial proximity of those events (Deuker, 
Bellmund, Navarro Schröder, & Doeller, 2016; Hsieh, Gruber, Jenkins, & Ranganath, 
2014; Jenkins & Ranganath, 2016; Nielson, Smith, Sreekumar, Dennis, & Sederberg, 
2015; Schapiro, Kustner, & Turk-Browne, 2012; Schapiro, Turk-Browne, Norman, & 
Botvinick, 2016). A large body of research reports slow changes in the hippocampal 
representation of place across extended time (Folkerts et al., 2018; Mankin et al., 2012; 
Mankin, Diehl, Sparks, Leutgeb, & Leutgeb, 2015; Manns et al., 2007; Mau et al., 2018; 
Paz et al., 2010; Rubin, Geva, Sheintuch, & Ziv, 2015; Ziv et al., 2013). Crucially, these 
studies report a spectrum of stability levels such that there are both drifting and stable 
components of the neural code (Mau et al., 2018; Rubin et al., 2015; Ziv et al., 2013).  
There is behavioral, neuroimaging and animal neurophysiology evidence 
consistent with both temporal drift and event segmentation, and the two hypotheses are 
not mutually exclusive (Figure 2.1 “Segmented Temporal Context’). However, these two 
bodies of work have never been directly compared in the same preparation.  
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2.1 Materials and Methods 
2.1.1. Subjects 
  Subjects were 4 male Long-Evans rats (Charles River) weighing between 350 
and 450 grams and between the ages of 6 months to 1 year for the duration of the 
experiment. All animals were single housed and maintained on a 12 h light/dark cycle 
(lights on 8:00 A.M. to P.M.). Behavioral training and testing were conducted exclusively 
during the light phase. Animals were maintained at a minimum (85%) of their ad libitum 
feeding body weight during all behavioral training and testing periods. Procedures were 
conducted in accordance with the requirements set by the National Institutes of Health 
and Boston University Institutional Animal Care and Use Committee (IACUC). 
2.1.2. Behavioral Apparatus: 
  The behavioral training and testing environment was a custom-built wood 
apparatus (40 l x 60 w x 40 h cm) consisting of a 40 cm x 40 cm box, and a 20 cm x 20 
cm side alleyway. The objects consisted of identical circular terra cotta pots (10 cm high 
with an internal diameter of 9 cm), each with their own unique digging media and odors 
(e.g., purple beads with grapefruit scent). The pots were distinguishable only by their 
scent and digging media, requiring the animal to overtly sample before choosing to dig. 
In order to prevent the animals from being guided by odor of the Froot Loop (Kellogg’s) 
cereal reward, finely crushed Froot Loops were sprinkled into all digging media. 
2.1.3. Surgery 
  Anesthesia was induced by inhalation of 5% isoflurane (Webster Veterinary 
Supply) in oxygen and then a stable plane was maintained at 1.5%–3% throughout the 
entirety of surgery. Before surgery animals were injected with the analgesic Buprenex 
(buprenorphine hydrochloride, 0.03 mg/kg i.m.; Reckitt Benckiser Healthcare), and the 
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antibiotic cefazolin (330 mg/ml i.m.; West-Ward Pharmaceutical). The skin of the 
animal’s head covering the skull was shaved and cleaned with alcohol swabs before 
then being placed in a stereotaxic frame (Kopf). A longitudinal incision was made to 
expose the skull and the bone, and underlying fascia was cleared in order to gain access 
to stereotaxic coordinates and locations for anchoring screws. Animals were implanted 
with microdrives containing 18-24 independently drivable tetrodes targeting the dorsal 
pole of the CA1 cell layer of the hippocampus (centered at 3.6 mm posterior and 2.6 mm 
lateral from bregma). Finally, a screw was placed above the cerebellum to serve as a 
ground signal. Each tetrode was composed of four 12 um RO 800 wires (Sandvik 
Kanthal HP Reid Precision Fine Tetrode Wire; Sandvik). Tetrodes were plated with non-
cyanide gold solution, via electrolysis in order to reduce impedance to between 180 and 
220 k𝛀. At the conclusion of the surgery, all tetrodes were gradually lowered ~0.5 – ~1.5 
mm into tissue. Upon recovery from anesthesia, animals underwent post-operative care 
for 3 days and received doses of Buprenex and cefazolin, as described above, two times 
a day (12-hour intervals). Animals were allowed to recover 1 week before behavioral 
testing commenced. 
2.1.4. Neural Recordings 
  Electrophysiological recordings for this project were collected on a 96 channel 
OmniPlex D Neural Acquisition System (Plexon). Each channel was amplified on head-
mounted preamps and then amplified again for a total of 1000x to 10,000x before being 
digitized at 40 kHz. Spike data were bandpass filtered from 200 Hz to 8.8 kHz and local 
field potentials from 1.5 Hz to 400 Hz. Spike channels were referenced to a local 
electrode in the same region in order to remove both movement-related and ambient 
electrical noise. That local reference electrode was then referenced to ground and 
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provided the LFP signal in the region. Action potentials of neurons were detected via 
threshold crossing and then sorted later using Offline Sorter (Plexon). Only units 
collected on tritrodes or tetrodes were sorted, and all clusters with greater than 0.1% 
inter-spike-interval violations of within 2 ms were removed. Cineplex Studio (Plexon) was 
used for capturing behavioral tracking data, and Cineplex Editor (Plexon) was employed 
to enter event markers and to verify animal tracking data. Between recorded training 
sessions tetrodes were advanced at a minimum of 40 µm and positioned based on 
visual inspection of spike clusters in order to maximize neural unit yield. Tetrodes were 
allowed to settle after turning over a period of days to prevent contamination of neural 
signals with tetrode drift. 
2.1.5. Histology 
  Upon completion of behavioral testing, rats were anesthetized with <5% 
isoflurane in oxygen. Anatomical recording sites were confirmed by creating a small 
lesion in the brain tissue by passing a 40 µA current until the connection was severed 
(generally 2-8 seconds). Immediately after completion of electrolytic lesions, animals 
received an overdose injection (interperitoneal) of Euthasol (Virbac AH) and upon 
cessation of breathing were immediately transcardially perfused with ice cold 0.5% 
potassium phosphate buffered saline followed by 5% phosphate buffered formalin 
(VWR). Brains were then removed and placed in additional 5% formalin phosphate for at 
least 36 hours. Brains were then submerged in 30% sucrose for cryoprotection until 
sectioning into 40 µM thick sections via cryostat (CM 3050s; Leica Biosystems). Brain 
sections were processed using standard Nissl staining protocol in order to visually 




2.1.6. Experimental Design & Statistical Analysis 
  In order to determine how the hippocampal map segments similar experiences 
that occur across minutes, rats performed a task in which distinct behaviors were 
reinforced in different temporally blocked chunks of trials in the same spatial 
environment. The boundary between blocks was cued by shuttling the animal to a 
separate chamber for 1 minute, but there were no overt cues to signal the behavioral 
context at the time of the choice behavior. A representation of temporal context that 
changes continuously across blocks would be behaviorally suboptimal in this experiment 
(Figure 2.1 “Drifting Temporal Context”). Rather, the strategy to maximize reward would 
be to segment the experiment into behaviorally meaningful contexts by using the 
boundary cue (Figure 2.1 “Event Segmentation”). 
  During performance of this task, we recorded extracellularly from dorsal CA1 
ensembles. As in earlier work that showed evidence for event segmentation across 
space (Komorowski et al., 2013, 2009), rats were presented with pseudorandomly 
positioned pairs of pots containing unique odors and digging media and the rat was 
rewarded for choosing the correct pot from the pair. The identity of the rewarded pot was 
consistent for each block of 15 trials after which the 1-minute boundary cue was 
imposed; for the next 15 trials the other pot was rewarded. The event segmentation 
hypothesis predicts two stable mappings of objects and places, one for each rule 
condition (Figure 2.1 “Event Segmentation” panel). In contrast, the temporal context 
hypothesis predicts a continuous decorrelation of neural representations that was 
unaffected by the blocked structure of the experience (Figure 2.1 “Drifting Temporal 
Context” panel). A representation validating both theories might involve a new but stable 




2.1.7. Animal Training and Task 
  Once each animal recovered from surgery they were initially trained to dig for 
Froot Loop (Kellogg) bits in an aloe-scented pot over a cloves scented pot (both in 
sand). Once they reliably dug in the aloe pot and refrained from digging in the cloves 
pot, training began in the blocked-reversal task. Each training and recording session 
consisted of 6 blocks of 15 trials for a total of 90 trials. Once the rat reached a criterion of 
70% correct across a given session, recording commenced. Some sessions were 
terminated early (the shortest session was 85 trials) due to lack of motivation by the 
subject. Within each 15 trial block the reward contingency was set so that one pot 
always had food and the other pot did not. Each trial started with the insertion of a 
divider so that the experimenter could place the pots pseudorandomly in one of the two 
positions. The orientation of the two pots was random each trial with the exception that a 
configuration could not be repeated more than three consecutive times. Once pots were 
placed, the divider was removed and the animal was allowed to sample each pot, but 
only allowed to dig in one. Upon digging, the unchosen pot was immediately removed 
and the animal was allowed to dig until he found reward or gave up because he chose 
incorrectly. After either completion of reward consumption or a 3 second delay following 
pot removal, the rat was shuttled to the far half of the chamber and the divider replaced. 
The next trial commenced immediately until trial 15 was reached. After the last trial of 
each block, the rat was shuttled into the side alley to wait for 60 seconds. After the 





2.1.8. Quantitative & Statistical Analysis 
  All analysis of the collected data was performed using custom scripts from 
MATLAB (MathWorks).  ANOVAs were performed using the ‘anovan’ function in 
MATLAB under a standard type 2 sum of squares. For individual unit analyses, peri-
event histograms were generated from 120 to 160 millisecond bins and smoothed using 
a moving average of a three bin span. All trials were included in peri-event rasters 
including those in which the rat responded incorrectly, but only the first sample in each 
trial is shown. Right and left samples correspond to each of the two pseudorandomized 
positions of the reward pots. Error bars on firing rates were calculated using the 
standard error of the mean. All spatial firing rate plots were generated using a 3 cm pixel 
size, and then convolved with a Gaussian smoothing kernel with a standard deviation of 
one pixel. Selectivity was evaluated by calculating a selectivity score below, where n 
represents the set of trial-types (two in the case of object and position, four in the case of 
object by position), and λ represents the mean firing rate for that event type. 𝜆𝑝𝑟𝑒𝑓 
represents the trial type with the largest firing rate. 
𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦	𝐼𝑛𝑑𝑒𝑥 =




𝑛 − 1 		
Significance was determined by generating a null distribution of selectivity scores after 
randomizing the trial identity of each sample. Only units that passed a 5% significance 
threshold from 1,000 boots were considered to code a particular dimension (Keene et 
al., 2016). 
  For waveform and spike rate drift metrics, average waveform amplitude and 
spike rate was estimated for each 10 second bin spanning the whole recording session. 
We then measured the absolute Euclidean distance of the average waveform shape and 
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absolute difference in firing rate between each bin to all other bins. From that matrix, we 
regressed the values as a function of distance from the diagonal but excluding the 
diagonal to obtain an average waveform or spike rate distance as a function of temporal 
lag between bins for each cell. Unit cluster quality was analyzed using standard L-Ratio 
and isolation distance metrics (Schmitzer-Torbert, Jackson, Henze, Harris, & Redish, 
2005). In short, L-ratio and isolation distances were calculated for each unit as 
compared to all other clustered units from the twelve dimensions (spike amplitude, peak-
valley, and energy for each wire) that were used during manual sorting. Units that 
exceeded the 95th percentile L-ratio (0.013) or were below the 5th percentile of isolation 
distance (6.57) were considered poor clusters and removed from all population analysis. 
Units with an average firing rate of >2Hz and a waveform half width of <0.16 ms across 
the whole recording session were assumed to be interneurons and were also removed 
from all population analyses (Figure 2.7).  
  For population analyses, trial rate vectors were constructed for each cell by 
averaging the firing rate across the two seconds (one second before to one second 
after) surrounding the first sampling event on each trial, and then z-normalizing the rate 
across trials for each individual neuron. All trials were included in these analyses unless 
otherwise noted so as to reveal any performance effects as well as for statistical 
reasons. A z-transform was employed to prevent overreliance on highly active units or 
under reliance on sparsely active units. A population vector correlation matrix was 
generated for each rat by calculating the Spearman correlation of the population vector 
for each trial to each other (Figure 2.9B). When trials were aggregated based on their 
temporal lag instead of trial lag, 20 second bins were used. That correlation matrix was 
then averaged across all sessions to generate the ‘super rat’ matrix observed in Figure 
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2.9A. All measures of drift were constructed by first generating a mean value for each 
session onto which statistics were performed, and the mean +/- SEM across sessions 
was plotted. Bootstrap permutation tests were performed as described with a standard 
10,000 randomized samples in which the group index was randomized for each rat 
without replacement. Bayes factors were obtained by inputting summary statistics into 
an online engine accessible at http://pcl.missouri.edu/(Liang, Paulo, Molina, Clyde, & 
Berger, 2008). 
2.2 Results 
2.2.1. Rats performed a Temporally Blocked Object Discrimination Task 
  Rats were trained to perform a blocked object discrimination task designed to 
segment memory into six 15 trial blocks (Figure 2.1A). Within each block of 15 trials, one 
of the two distinguishable pots contained hidden reward. After each 15 trial block, a 
temporal delay signaled the end of a block; the reward contingency was reversed to the 
other pot for the subsequent block of trials (See Figure 2.1 “Event Segmentation”). 
Between blocks the rat was shuttled into a side chamber for 60 seconds so that the end 
of a block was signaled not only by an increased trial duration per se but also by an 
intervening experience. Individual trials took on average a little under 30 seconds to 
perform (25.4 +/- 0.39 sec), each block of trials took about 6 minutes (5.92 +/- 0.1 min), 
and a session lasted roughly 45 minutes (44.82 +/- 1.1 min). Each session contained an 
unequal but roughly similar number of sampling events at each item and position, 
however some animals showed a slight bias towards sampling the item on one side of 
the maze more often. Furthermore, we restricted our analyses to the first sampling event 
on each trial, as the identity and position of the object on the first sample remained 
pseudorandomized per task design. Only after the sample had terminated and a 
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response was offered did the behavior systematically change towards rejecting the 
incorrect object and digging in the correct pot. 
2.2.2 Rats performed as though each block of trials was a new episode 
  Following pre-training on simple pot discrimination, rats took roughly a week to 
reach a criterion of 70% correct within a given session. Recording began after criterion 
was reached. Once trained, all rats performed similarly to each other (Mean across 
rats=80% +/- 1.97%, ANOVA, F(3,19)=0.4), and all rats performed similarly across days 
(Mean across days=79% +/- 0.52% ANOVA, F(7,15)=0.64) and blocks within each day 
(Mean across blocks=79%+/-1.13% ANOVA, F(5,115)=1.72). Typically, errors were 
concentrated around the beginning of each block, but were not restricted to the 
beginning of the recording session (Figure 2.2). When the rat’s spatial trajectory was 
examined on a trial-to-trial and block-to-block basis rats tended to approach whichever 
pot they were closest to on each trial (Figure 2.3 C & D). However, in a minority of 
sessions we observed the rat slowly changed its starting position across trials (7 of 23 
sessions exhibited a significant correlation between starting position and trial start 
timestamp, p<.05 following a Bonferonni correction). Similarly, after examining each 
block of trials individually (a total of 138 blocks from 23 sessions), a minority of blocks of 
trials included stereotyped changes in starting position across trials (6 blocks of 138, 
exhibited a significant correlation between starting position and trial start timestamp, 
p<.05 following a Bonferonni correction). These observations suggest that only a 
minority of sessions and blocks involved changes in behavior over time. For the vast 
majority of sessions and blocks of trials, the rat’s behavioral sequence did not vary 
across time. Therefore, overall each animal rapidly and repeatedly learned the rule 
contingency from chance each block but maintained a stable sequence of movements 
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throughout the session.  
  We generated two alternative hypotheses regarding behavior. We hypothesized 
that the rats would recognize the block transitions as a cue to change their response 
strategy, and would begin each block by switching their response towards digging in the 
now-correct pot. Alternatively, rats could have ignored the boundary cue. In this case the 
animals would begin each block by erroneously perseverating with the (now-incorrect) 
response from the previous block. We evaluated these hypotheses at the group level, 
but also at the individual animal level (if some rats respected the contextual cues while 
others did not, the group could perform at chance on average despite none of the 
individual rats performing at chance). To investigate both hypotheses, we compared 
each rat’s performance for each trial across blocks to chance by performing a binomial 
test on each animal. A two-sided binomial test asks whether the probability of correct 
responses was either above or below chance. Contrary to both hypotheses, only one rat 
performed different from chance for either of the first two trials in each block before a 
Bonferonni correction (Figure 2.2, Two-sided binomial test, rat 1 trial 1: 30% uncorrected 
binom p=0.03, trial 2: 38%, binom p=0.24: Other rats trial 1: 46.0%+/- 6.4%, minimum 
p=0.09, trial 2: 46.2%+/- 6.07%, minimum p= 0.31). By trial 5 all rats were performing 
significantly above chance (Figure 2.2, trial 5:  76.8%+/- 2.0%, All binom. p<0.05, trials 6 
to 15: 89% +/- 2.2%, All Binom. p< 0.001). Rats appeared to begin each block by 
impulsively digging in the first pot they encountered, as the probability of rejecting the 
first encountered pot on the first trial of each block was lower than for the last 8 trials of 
each block (Trial 1 reject rate mean=0.32 +/- 0.04%, trials 11:15 reject rate mean=0.43 
+/- 0.02%, Ranksum p<0.05). Thus, rats appeared to begin each block of trials by 
guessing, and then rapidly learning the new rule contingency. The performance of each 
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rat on each block could be described as either a recency-weighted averaging over 
recent experiences. Alternatively, they may have perceived the block delay as a cue 
indicating a new context but the behavioral contingency of that context was unknown to 
the rat. Both hypotheses account for the chance performance following the inter-block 
delay and also the learning of the new reward contingency within block (Figure 2.2 
Right). However, an interpretation consistent with recency weighted averaging predicts a 
neural representation consistent with drifting temporal context (Figure 2.1), whereas 
recognition of the boundary but not anticipation of the rule predicts a neural 
representation consistent with either a segmented temporal context, or event 
segmentation (Figure 2.1).  
2.2.3 Single units replicated prior findings of object and position selective fields, but were 
impacted by context 
  We recorded from 757 cells across 23 sessions from 4 rats each implanted with 
a 24-tetrode hyperdrive aimed at dorsal CA1 (Figure 2.1C). Single unit activity was 
observed by generating spatial heat plots (Figure 2.3, F-L), and peri-event rastergrams, 
and histograms centered on pot-sampling events (Figure 2.4).  Consistent with previous 
reports, a large proportion of place cells had firing fields where the objects were 
presented (Figure 2.3, G, H, I, K). When event-locked firing was examined, there was a 
large overlapping population of units whose firing fields discriminated between sampling 
events. Some units had firing fields that consistently discriminated between objects 
regardless of the objects’ position (Figure 2.4 top row, 301 cells, or 40% of putative 
pyramidal cells), showed an object selectivity score greater than 95% of 10,000 
bootstrap permutations). There were also units whose fields were selective to one object 
position (Figure 2.3, 247 cells, or 33% of putative pyramidal cells) showed a position 
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selectivity score greater than 95% of 10,000 bootstrap permutations) as well as a largely 
overlapping population that was specific to one object in one position (Figure 2.4 bottom 
row, 247 cells, or 33% of all putative pyramidal cells showed object by position selectivity 
greater than 95% of 10,000 bootstrap permutations). These proportions appeared to be 
in line with previous observations (McKenzie et al., 2014). However, upon further 
investigation firing fields clearly changed when the rule contingency was altered (Figure 
2.5). 
2.2.4 A drifting contextual representation replicates previous findings and is uncorrelated 
to waveform drift 
  Many units showed firing fields that were modulated by the changing context. 
The temporal context model and the event segmentation model each make a strong 
prediction for how context may modulate hippocampal firing fields (Figure 2.5). While 
putative pyramidal cells maintained the same selectivity to object position and identity 
across blocks of trials, their rates showed obvious changes across contexts that seemed 
to resemble predictions from the temporal context model (Figure 2.5, bottom). Figure 2.5 
contains plots that include all trials including error trials, and each trial was color coded 
based on block (see legend to the right of the figure). Briefly, event segmentation theory 
predicts that in this experiment firing fields should alternate across blocks so that units' 
response should be similar in the same behavioral context (Figure 2.5 top left).  
Conversely, temporal context theory predicts that in this experiment firing fields should 
change continuously without regard to the alternating behavioral contexts (Figure 2.5 top 
right). For example, the first example cell (Figure 2.5) had a firing field that was selective 
to samples of object 2 when it was in the left position, and was most robust for the first 
two blocks of trials. That is, this unit fired across two blocks of trials with different 
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behavioral contexts and then ceased firing despite the repetition of those behavioral 
contexts. 
2.2.5 Gradual Changes in firing rate were uncorrelated with cluster stability or quality 
  We tested the hypothesis that the above drift may signify signal instability that is 
due to either tetrode drift or poor unit isolation. First we examined the relationship 
between cluster quality and spike rate drift by measuring isolation distance and L-ratio 
and compared these metrics to drift in the average firing rate of each unit across 10 
second bins time encompassing the entire recording. We failed to observe a relationship 
between either L-ratio and spike rate drift (not shown, Spearman’s Rho, r2(768)=-0.03 
p>.05) or isolation distance and spike rate drift across the population (Figure 2.8B, 
r2(768)=0.02, p>.05). To exclude the possibility that unit activity drifted due to tetrode 
drift, spike clusters from each tetrode were carefully examined as a function of time. 
First, tetrodes that included waveform clusters that obviously appeared not stationary 
with regard to time were excluded (Manns et al., 2007). Then, drift in spike amplitude 
was correlated to drift in spike rate in the remaining units. For each cell, the Euclidean (4 
dimensional) distance was measured between the average spike amplitudes (spike 
shape) of each 10 second bin in the session and then the distances were regressed 
against their bin lag to obtain a measure of waveform drift (Figure 2.6 red and blue line 
plots at right). To illustrate waveform drift, the first principal component of variance (PC) 
in the waveforms was calculated and the average score of that first PC for waves in 
those same 10 second bins was plotted. The same was performed for the average firing 
rate at the same 10-second bins to obtain a measure of firing rate drift. To obtain a 
measure of spike-rate drift, the difference in firing rate between all pairs of bins was 
regressed against the lag between those bins. While there was a distribution of spike 
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amplitude drift rates and activity drift rates, there was no relationship between the two 
measures (Figure 2.8A, Spearman’s Rho, r2 (768) = 0.0606, p>.05).  
These data revealed a wide spectrum of firing rate drift rates, as well as a wide 
spectrum of spike amplitude drift rates. However, as there was no relationship between 
these two distributions, the single unit data suggested that individual units exhibit a 
continuous spectrum of drift rates across time that cannot be explained by recording 
artifact. 
2.2.6 Ensemble activity suggests hippocampal patterns slowly drift. 
  To supplement the analysis on individual units, population analyses were used to 
determine whether hippocampal ensembles showed evidence for event segmentation, a 
drifting temporal context, or both. Before performing these analyses, we removed 
putative interneurons and kept only well isolated units, leaving 531 putative pyramidal 
cells (Methods). Event segmentation predicts that the hippocampus generates two 
stable representations, one for each rule condition (Figure 2.9A top left). This would 
manifest in alternating high correlations between blocks of the same rule condition, and 
low correlations between blocks of opposing rule condition. A drifting temporal context 
predicts that ensembles slowly change, and new representations would be continually 
generated (Figure 2.9A top right). This would manifest as a slow fall in the correlation 
between blocks at increasing temporal lag. We calculated the Spearman correlation of 
the population vector from each trial to all others to generate a correlation matrix for 
each rat (Figure 2.9B, Methods). We then averaged that matrix across all rats and 
sessions to generate a grand mean correlation matrix (Figure 2.9A Bottom). The 
empirical pattern of ensemble activity showed strong support for drift, characteristic of 
temporal context (Figure 2.9A right) but no apparent evidence that representations from 
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past blocks with the same reward contingency were repeated (Figure 2.9A left). 
Correlation values were greater at the beginning and the end of the session, but this 
may have been due to the lack of an acclimatization period at the start, and the fact that 
some sessions were shorter than others (Monaco, Rao, Roth, & Knierim, 2014). 
Importantly, the correlation values did not fall smoothly at increasing distances from the 
diagonal of the matrix. This was likely due to behavioral variables, such as where the rat 
was during the sampling event, and which pot the rat was sampling. Therefore, 
correlation matrices were also reorganized to control for these variables. First trials were 
sorted by position such that the first and fourth quadrants contained trial pairs in the 
same position. This revealed a strong ensemble code for space, as exemplified most 
strongly in rat 3 and somewhat so in rat 2 (Figure 2.9B) where higher correlations were 
clustered at same position quadrants. The events were then sorted by object and lastly 
by time, to reveal correlations that fell more smoothly with increased distance from the 
diagonal (Figure 2.9B right). Furthermore, temporal proximity was evident across object 
and place representations in some rats as evidenced by yellow streaks parallel to the 
diagonal of the matrix, but away from the diagonal of the matrix (Figure 2.9B right, rats 1, 
2, 3, and less so in rat 4). These stripes signify that temporally proximal trials that 
differed in object or place were represented more similarly than those that were farther 
apart in time. Thus, there also appeared to be a portion of the ensemble that tracked trial 
lag across object or position. 
2.2.7 Hippocampal Populations showed drift across blocks 
 The effects observed in the correlation matrices were then quantified. If 
hippocampal ensembles reflected the two rule states, hippocampal activity would be 
more similar between blocks that shared a rule condition (at lag 2, and 4), versus those 
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that involved opposing rule conditions (at lag 1, 3, and 5) (Figure 2.10 top left). 
Conversely, if hippocampal ensembles tracked time, then hippocampal activity would 
become progressively less similar between blocks at increasing lag (Figure 2.10 bottom 
left). The overall population correlation between blocks consistently fell as the block lag 
grew (Figure 2.10 Right, purple line) (bootstrap permutation test, slope=-0.031, 
Observed slope exceeded all 10000 permutations, permutation mean 1.71x10-5, 
σ=0.0043). The representation for the same behavior (e.g., same object, position, and 
response) also progressively decorrelated with block (Figure 2.10, Right, yellow line) 
(slope=-0.049, the observed slope exceeded all 10,000 bootstrapped perm, perm 
mean=1.9x10-5, σ=0.0064). When these results were reevaluated after only using units 
with the most stable waveform clusters (most stable quartile after controlling for object & 
position, see Figure 2.8A yellow line) the population still significantly decorrelated with 
increasing temporal lag, and at a similar rate (Slope=-0.030, Observed slope exceeded 
all 10,000 perms, perm mean 6.62x10-5, σ=0.0067). Similarly, the representation of each 
delay in between blocks also progressively decorrelated with increasing lag (Figure 2.10 
black line, slope of correlation vs. lag=-0.039, observed slope exceeded all 10,000 
perms, perm mean=-1.4 x 10-5, σ=0.00065). Previous studies have observed changes in 
the hippocampal spatial map in the first trials of a recording session (Mehta, Quirk, & 
Wilson, 2000; Monaco et al., 2014). To account for this potential confound, we also 
examined correlations after removing the first block of trials on each session. Indeed, 
after controlling for object, position, and response (e.g., yellow curve in Figure 10), the 
population still significantly decorrelated with increasing temporal lag (slope= -0.038, 
observed slope exceeded all 10,000 perms, perm mean=2.0x10-5, σ=0.0071). It is also 
possible that small but significant changes in the spatial occupancy of the rat across time 
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were responsible for the changes in cell activity across blocks. Considering a minority of 
sessions (7, see previous section) included slow changes in the rat’s start position 
across trials, we also performed these analyses after removing those sessions. Neural 
ensembles from the remaining sessions also significantly decorrelated with time (same 
object, and position correlation slope v. lag = -0.045, observed slope exceeded all 
10,000 perms, perm mean=1.0x10-4, σ=0.0077). Correlations for the same item, position, 
and response remained higher than those across all sample types at each block lag 
(Bonferonni corrected Ranksum test: lag 1: within object, position, response mean 
correlation = 0.37, across mean correlation = 0.22, p<5x10-4, lag 2 within mean =0.31, 
across mean 0.16, p<5x10-4, lag 3 within mean =0.24, across mean =0.11, p<5x10-4, lag 
4 within mean =0.19, across mean =0.06, p<5x10-4, lag 5 within mean 0.14, across 
mean =0.05, p<0.005) suggesting a robust code for objects and places even though the 
overall population drifted. Therefore, all empirical curves replicate previous findings of a 
temporal context coded in conjunction with a stable code for items, places, and behavior. 
Note that deviations from the smoothly decreasing curves are small-any contribution 
from discrete event coding would have to be much smaller than the contribution due to 
gradually-changing temporal context. Moreover, event segmentation would predict that 
the deviations from a smooth curve should be consistent from one type of comparison to 
the other, resulting in parallel curves (Figure 2.10, top left). However, to the extent there 
were deviations in the different empirical curves, they were not systematic across the 
type of comparison. Thus, consistent with behavior, there was no evidence that 
hippocampal populations represented blocks in discrete segments based on the two rule 
conditions. 
 Overall hippocampal ensembles showed strong temporal drift with no evidence 
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that past blocks of the same rule condition used the same code. This was true for the 
overall population, but was also found in conjunction with a code for places, objects, and 
object-place conjunctions. Furthermore, the code for objects and positions remained 
across all blocks. Thus, even though hippocampal populations drifted from block to 
block, there remained a code for objects and positions that persisted throughout the 
recording. Temporal drift also persisted during the inter-block-delays, where there was 
also no evidence for an alternating neural structure. 
2.2.8 Hippocampal Populations showed drift within block 
 The foregoing analyses demonstrate that the hippocampal ensemble changed 
gradually across blocks on the scale of tens of minutes. This subsection examines 
changes in hippocampal representation within a block on the scale of about a minute. To 
replicate previous findings, population correlations were compared between individual 
trials (Figure 2.11) (Manns et al., 2007). There was significant temporal drift in the 
overall representations across trials (Figure 2.11 purple line, observed slope=-0.0091, 
observed data exceeded all 10,000 perms, perm. mean =1.5 x10-5, σ=9.5x10-4).  
Temporal drift within a block was apparent after controlling for object, (Figure 2.11 blue 
line, observed slope 0.009, observed data exceeded all 10,000 perms, perm. mean=-
8.46 x10-6, σ=1.3x10-3), position (Figure 2.11 green line, observed slope= -0.011, 
observed data exceeded all 10,000 perms, perm. x =2.18 x10-5, σ=1.2x10-3), and object, 
and position (Figure 2.11 yellow line, observed slope= -0.015, observed data exceeded 
all 10,000 perms, perm. x =8.1 x10-6, σ=1.5x10-3). Drift was also apparent across 
exclusively correct trials (not shown, observed slope= -0.012, observed data exceeded 
all 10,000 perms, mean =3.3 x10-5, σ=2.3x10-3) suggesting that this is not an artifact of 
the learning curve observed in Figure 2.2. Furthermore, this minute-to-minute drift was 
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even apparent in the most stable clustered units and after controlling for object and 
position (only units that were in the top quartile of waveform stability, see Figure 2.8A) 
(observed slope = -0.0058, observed data exceeded all 10,000 perms, perm mean=-9.3 
x 10-6, σ=6.8 x 10-4). Considering there was a small minority of blocks in which the rat’s 
start position changed systematically, it is possible that this change in behavior may 
have contributed to the neural drift. However, gradual drift remained prominent even 
after removing all blocks in which the rat’s starting position changed across time and 
controlling for object and position effects (after removing the 6 unstable blocks of 150, 
observed slope = -0.0146, observed data exceeded all 10,000 perms, perm mean=-5.1 x 
10-5, σ=0.0025) This drift occurred individually in the overall neural population of each rat 
(observed slopes=-0.012, -0.011, -0.0074, -0.0075, all observed data exceeded all 
10,000 perms).  
These data replicate previous findings that show drift is observable across 
individual trials. Drift on the order of seconds was observed in the overall code, as well 
as the code for objects, positions, and object-position conjunctions. Thus, reliable 
population drift was observed even across iterations of the same behavior and context, 
and over a scale of seconds. 
2.2.9 Hippocampal shifts between blocks can be accounted for by time. 
 We observed robust drift in the hippocampal population occurring both across 
blocks of trials as well as on a trial-to-trial basis. However, it is possible that in 
conjunction with drift within each block, there exist shifts in population state at the 
transitions between blocks (see Figure 2.1, Segmented Temporal Context vs. Drifting 
Temporal Context). This would manifest as an increase in the population drift rate across 
blocks over what was observed within a block. To isolate this possible effect, trial pairs 
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within a block (Figure 2.12 left, blue line) were examined separately from those that 
spanned a block transition (Figure 2.12 left, red line). We observed significant drift both 
within each block as well as across blocks (within block observed slope=-0.009, 
observed data exceeded all 10,000 perms, perm mean=--1.7x10-6, σ=3.5x10-4. across 
block observed slope=-0.-0.0032, observed data exceeded all 10,000 perms, perm =-
1.66 x10-6, σ=2.1x10-4). After controlling for trial lag the block transitions induced a 
separation in representations of contexts as other studies have suggested (Baldassano 
et al., 2017). Because quantification of segmentation is inversely related to that of drift in 
this instance, choosing segmentation as the alternative hypothesis leaves drift as the 
null. Standard statistical testing was therefore problematic, as it provides only positive 
evidence for one alternative hypotheses over the null. Therefore, we used a Bayes 
Factor to directly compare the likelihoods of segmentation and drift and find positive 
evidence for the more likely hypothesis, equally assessing the alternative and null. The 
correlation between trials in the same block was significantly greater than that in 
adjacent blocks after controlling for trial lag (JZS Bayes T-Test yielded a bayes Factor 
weakly in favor of a difference in means, odds ratio 3.2:1). This suggests that the 
transition between blocks may have induced a separation between representations of 
trials that happened in different blocks consistent with event segmentation.  
This segmenting effect could either be because the boundary cue induced a separation 
in hippocampal representations, or that the separation in representations was merely a 
consequence of the extended time between the two trials spanning the delay. To 
address whether the extended temporal lag fully accounted for the apparent boundary 
effect on the hippocampus, we plotted the correlation between trials by their temporal lag 
and then organized pairs by whether there was a block transition between them (Figure 
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2.12 right). When we compared trial pairs in the same block with those in adjacent 
blocks in this way, we found that the block break caused no more reduction in the 
population vector correlation than would be expected by elapsed time (JZS Bayes T-
Test yielded a bayes factor strongly in favor of a single mean, odds ratio 10.8:1). Thus, 
the separation of trials spanning a block transition observed in the left figure was 
completely eliminated by accounting for elapsed time. This was also true after removing 
trials at the beginning of the block when performance was poor (trials 4:15 of each block 
only, JZS Bayes T-Test yielded a bayes factor strongly in favor of a single mean, odds 
ratio 6.54:1) removing the possibility that the representation of context only shifted after 
the animal had switched behavioral strategy. Thus, even though every animal reliably 
alternated their choices between blocks and no rat perseverated into the next block, 
there was no evidence that hippocampal code segmented experience any more than 
what would be expected from elapsed time. 
2.3 Discussion 
This experiment sought to examine the hippocampal code for behaviorally-relevant 
context in a task where animals were required to segment experience to distinguish 
between two rule contingencies. Event segmentation predicts animals would parcellate 
experience into discrete episodes based on contextual boundaries; temporal context 
predicts that the hippocampal representation should change continuously across time.  
  Well-trained animals neither perseverated across cued block transitions, nor 
anticipated the rule reversal. Instead, all rats began every block at chance, frequently 
digging in the first pot encountered. Thus, while no rat learned there were two alternating 
rule conditions, they all benefitted from the boundary cue, changing their behavior 
across blocks. Hippocampal units showed selectivity for the position, object, and object-
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position conjunction of sampling events while also showing sensitivity to the changing 
context. The ensemble code showed strong evidence for temporal drift both across 
blocks and within blocks. There was no evidence that the ensemble code was more 
similar for blocks that shared a rule contingency. Furthermore, there was no greater 
separation in the hippocampal representation than was expected by the passage of time 
across block transitions. 
2.3.1 The methodological design could have prevented a segmented neural 
representation 
  The behavioral results suggest that while rats didn’t learn to anticipate the 
reversal of the reward contingency between blocks, they were sensitive to the 
boundaries between blocks. There are multiple interpretations of these results. One clue 
was that rats often chose the first pot encountered at the start of each block, suggesting 
rats forgot the past rule condition during the block transition. Alternatively, they may 
have grown impatient during the delay, and were unwilling to reject either pot. Previous 
data suggest this behavior may reflect a hippocampal dependent cognitive flexibility. 
Numerous studies have shown that hippocampal lesions cause rats to perseverate more 
after switches in rule contingency or reward location (Hsiao & Isaacson, 1971; Kimble & 
Kimble, 1965). Considering our animals showed no consistent perseveration across 
blocks, these results suggest that the dorsal hippocampus might have supported the 
savings the rats exhibited at the beginning of each block.  
Further support for this interpretation may be found in studies on the recency 
effect that also show a hippocampal dependent memory strengthening for recent list 
items (Kesner, Crutcher, & Beers, 1988). Under this interpretation, the delay weakened 
the rat’s memory and contributed to the rat’s uncertainty at the beginning of each block. 
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These two accounts suggest that even though animals couldn’t track the two recurring 
rule conditions, their behavior may have been supported by hippocampal processing. 
2.3.2 This experiment differed from other context dependent experiments 
  Consistent with behavior, we found no support in the activity of hippocampal 
ensembles for a rule-specific code. These data are in contrast to previous experiments 
that presented animals with distinct behavioral contexts (e.g., Markus et al., 1995; 
McKenzie et al., 2014). However, it is important to note the difference between the 
contextual cues in this experiment and those in previous experiments. Those 
experiments that did observe segmentation used spatially distinguishable contexts 
(Komorowski et al., 2013, 2009; McKenzie et al., 2014) or overt external cues to 
discriminate the context, such as an ambient sound, odor, or object (McNaughton et al., 
1996; Zaremba et al., 2017). The present task was specifically designed to be devoid of 
such ambient cues, as cue responses could be mistaken for a new context signal 
providing false evidence for event segmentation. Other tasks generated contexts 
consisting of separate behavioral tasks or event sequences in the same environment 
(Bower, 2005; Dupret, O’Neill, Pleydell-Bouverie, & Csicsvari, 2010; Ferbinteanu & 
Shapiro, 2003; Markus et al., 1995). In those paradigms context was designated by 
changes in the physical behavioral sequences, and reward locations (Kobayashi et al., 
1997; Markus et al., 1995). Thus, trajectory dependent firing ‘splitting,’ may have been 
responsible for the context signal in these experiments (Ferbinteanu & Shapiro, 2003; 
Grieves, Wood, & Dudchenko, 2016). As the spatial layout of this task was held constant 
across blocks, there were no systematic changes in the animal’s trajectory, which could 
explain the absence of an alternating neural code. 
A previous study found that in rats performing alternation behaviors, alternation 
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in the hippocampal code was not always apparent, and was sensitive to the location of 
the reward itself (Bower, 2005). That study suggests that the shaping procedure in 
rodent experiments has a profound effect on context disambiguation in the hippocampus 
(Bower, 2005). Perhaps rats benefit from the opportunity to first explicitly learn two 
alternating rule conditions through training with an explicit contextual cue, such as wall 
color, or ambient sound. Rats might then continue to track the alternating context even 
after the ambient contextual cues are removed. This might also reveal a hippocampal 
representation of the two contexts and provide evidence for event segmentation when 
only boundary cues segment context. On the other hand, the hippocampus may code 
temporal context in a unique manner, and other regions such as the Lateral Entorhinal 
Cortex may have shown segmentation in this task (Tsao et al., 2018).  
2.3.3 These data add to a growing temporal drift literature 
  Hippocampal populations showed robust drift through time both across seconds 
as well as minutes. These data add to reports that suggests that hippocampal 
representations change across time. Importantly, temporal drift has been observed in 
experiments employing a variety of recording methodologies (Cai et al., 2016; Mankin et 
al., 2015; Manns et al., 2007; Mau et al., 2018; Rubin, Geva, Sheintuch, & Ziv, 2015; Ziv 
et al., 2013). Hippocampal drift has also been observed in both hippocampal dependent 
tasks as well as tasks without mnemonic demands (Mankin et al., 2012; Manns et al., 
2007; see also: Tsao et al., 2018b). Figure 2.6 showed the first direct evidence that 
population drift is uncorrelated with waveform drift in a chronic tetrode recording 
preparation. Further suggesting that these time signals are unlikely to be a recording 
artifact, many units observed in the Lateral Entorhinal Cortex by Tsao et al. showed 
repeated slow changes in spike rate that were triggered by entry into a new environment 
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(Tsao et al., 2018). These studies raise the possibility that population drift reflects a 
functional correlate of hippocampal processing that always occurs. 
 A drifting representation of context supports the behavioral results in this 
experiment, suggesting that this hippocampal process may have contributed to the 
observed behavioral flexibility. This representation was supported on the individual unit 
level via slow changes in conjunctively selective object-position specific firing fields. Drift 
occurred both in these units coding for both the position and identity of objects as well as 
in units without obvious place or object selectivity. Crucially, some firing fields remained 
stable, and across the population there was a spectrum of drift rates (Figure 2.6). On the 
one hand, there remained a stable population that coded for objects and positions 
across the session. On the other hand, a drifting ensemble provided a continuous 
dimension for relating experiences and is a likely mechanism for tracking the temporal 
relationships of events across many scales of time (Cai et al., 2016; Eichenbaum, 2017). 
Drift enables rats to associate recent trials occurring in the same block and disassociate 
distant trials from previous block.  
2.3.4 Was the hippocampus really insensitive to the event segmenting cues? 
  If the animals generated new contextual representations at the onset of each 
block of trials, one might hypothesize that the boundary cue would impact the 
hippocampal code. Recent modeling suggests that event segmentation may occur when 
the actor detects shifts in the latent causes defining a context, and that the hippocampus 
is necessary to properly assign a new context (Gershman, Monfils, Norman, & Niv, 
2017; Gershman & Niv, 2010). Indeed the boundary cue, in this case the prolonged 
delay and removal from the task environment, did impact the rats’ expectations, as no 
rat showed response perseveration on the first trial of a block. fMRI studies in humans 
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suggest this effect is caused by increased hippocampal activation coinciding with 
recognition of an event boundary (Baldassano et al., 2017; Swallow et al., 2011). This 
boundary effect has been recently replicated in the rodent hippocampus during two 
paradigms where space served to contextualize experience (Bulkin et al., 2018; Place et 
al., 2016). In this experiment, there was an increase in drift between trials separated by 
a block boundary, but the increased separation in representations was completely 
accounted for by the passage of time between blocks. This result suggests that removal 
from the environment had no impact on the hippocampal representation. However, an 
alternative explanation is that time was sufficient to separate the hippocampal 
representation of context and promote a change in the rats’ expectations. Perhaps the 
temporal delay between blocks somehow inhibited the identification of a discrete change 
in the latent cause governing the reward contingency. Under this interpretation other 
cues may separate contexts if they were only given the right opportunity. Future 
experiments could dissociate the impact of each of these cues by imposing either the 
prolonged delay or the removal from the environment alone, or both in combination to 






Figure 2.1. Task Design. A. Rats performed a blocked object discrimination task in 
which the reward contingency was held constant for 15 trials in a row and then reversed 
for the next 15. NOTE: the pots were placed pseudo-randomly on each trial in the 
positions shown above. Each block took roughly 6 minutes, and each delay between 
blocks was fixed at 1 minute. B. Each trial consisted of three phases, a short inter trial 
interval, the pot setup phase, and the sample/choice phase. C. Recording locations of 
three individual tetrodes. Arrowheads indicate final tetrode locations in the pyramidal 






Figure 2.2. Rats’ behavior suggests they did not anticipate the reversal in reward 
contingency across blocks. Left: Mean +/- SEM performance throughout each 
recording session. Gray lines represent individual rats. Rats began each block in a 
session at chance regardless of the position of that block in the session. (Colored 
Bars represent changing context per Figure 2.1) Right: When all blocks were 
concatenated (colored blocks stacked), no rat performed better or worse than chance 
at the beginning of each block. Gray lines represent individual rats while black 
represents mean across all rats. Red line is chance performance.  All rats behaved as 
though each block represented a novel context in which to learn the rule contingency 






Figure 2.3. Rats’ movements were stereotyped across trials and blocks, and place 
cells were evident. A: Video recording frame illustrating task chamber and rat 
position. B.  LED Tracking and position of arena, divider, and pots. C. For the vast 
majority of sessions, the rats approach to pots was consistent across trials within the 
session, and (D) within a block. O marks the starting point of each trajectory, X 
marks the rats head position at the first choice. E: Example occupancy plot. F-L 
spatial heat maps of binned-firing rates for each unit with max rate denoted above 
each plot. Units F, G & H were recorded from rat 1, units I & H were recorded from 








Figure 2.4. Many units showed object-specific firing, (A-D) and conjunctive object -
position firing (E-H). Peri-event rasters and histogram plots centered on object 
sampling. Time refers to seconds from sample onset, and rate refers to firing rate in 
Hz. We found some units to be object selective (red vs. blue) regardless of the 
position of the object (light shades v dark shades), as well as some objects to be 
selective to one object-position combination. Units A & B were recorded from rat 4, 
Units C & D were recorded from rat 1, Units E-G were recorded from rat 2, and unit H 








Figure 2.5. Many cells had context dependent firing fields. Top: Idealized firing fields 
of dCA1 units in the temporally blocked object discrimination task. Each color in 
rasters and line plots represent samples in one block of trials (See Figure 2.1A and 
Figure 2.2). Top Left: Ideal cell that responds selectively during one object-position 
combination, and does so only during blocks 2, 4, and 6 when object 2 is rewarded. 
Top Right: Idealized object-position conjunctive cell that responds maximally during 
block 4. Each idealized cell provides information about the object, position, and 
temporal structure of the task. A-D: Empirical cells showed firing fields that seemed 
to be centered on a small contiguous block of trials, suggesting temporal drift. No 
empirical cells showed firing fields that alternated with blocks, showing a lack of 









Figure 2.6. CA1 units exhibited a spectrum of drift rates both in firing rate and waveform 
shape. However, units that showed firing rate drift did not necessarily show waveform 
drift, and vice-versa. Left Side: For each cell the spatial heat map is shown for each 
block (top), the average spike rate and waveform shape for each 10 second bin across 
the recording session (middle), and spike amplitude clusters are shown for each block 
(bottom). Each example represents one cell at each extreme drift rate. Each unit cluster 
is represented in red (bottom for each unit), and all other units on that tetrode are 
marked in other colors. Right Side, above: The average waveform shape on each of 
the 4 tetrode wires for each unit is illustrated. Scale bar at bottom right of waveforms: 
800 us. Below:  the distance across bins for spike rate drift and waveform shape drift 
metrics was regressed against the increasing temporal lag between bins (see methods). 
Cells showed a wide distribution of spike-rate drifts (Red line on plot to the right) and 
spike shape drifts (Blue line on plot to the right). However, the spike-rate drift was not 
related to spike shape drift. For instance, note that unit 4 shows a large amount of firing 
rate drift but stable waveform shape. In contrast, unit 2 shows a large amount of spike 
shape drift, but does not show firing rate drift. All place plots (top for each unit) are 
normalized to a session max rate shown at right, and one pixel represents 3 cm. Firing 
rate drift, waveform drift, and isolation statistics for each unit are as follows: 
Unit 1 (from rat 4): rate:0.03, waveform: 0.08, L-ratio=10-4, isolation distance: 118.62 
Unit 2 (from rat 2): rate:0.02, waveform: 0.91, L-ratio=10-3, isolation distance: 31.53 
Unit 3 (from rat 2): rate:0.90, waveform: 0.87, L-ratio=5x10-3, isolation distance: 32.76 






Figure 2.7. Pyramidal cells showed typical spike 
rates and waveform shapes. Interneurons were easily 
discriminated from pyramidal cells based on 
waveform width and firing rate. We adopted a 2 Hz 






Figure 2.8 Firing rate drift was unrelated to waveform drift or isolation distance. A. 
Firing rate drift was uncorrelated to waveform drift. Firing rate drift was calculated as 
the correlation between the absolute difference in firing rate between 10 second bins 
and the difference in time between those bins. Waveform drift was calculated as the 
correlation between the absolute Euclidean distance between the waveform shape 
between 10 second bins and the difference in time between those bins. (B) Firing rate 
drift was also uncorrelated to isolation distance. See methods for firing rate drift, 
waveform drift and isolation distance calculations. Unit references in (A) refer to those 









Figure 2.9.  Drift, and not a representation of the repeating rule conditions was apparent 
in correlation matrices. A. Observed correlation matrix suggests continuous temporal 
drift. Top left: Predicted correlation matrix if ensembles represent a context code 
consistent with event segmentation. Top right: Predicted correlation matrix if ensemble 
code is consistent with drifting temporal context. Bottom: Empirical correlation matrix 
averaged across animals more closely resembles predicted matrix under the temporal 
context hypothesis. B. Trial-by-Trial correlation matrices for each rat also show temporal 
drift. Left: Matrices were sorted by trial number as was done in A. Right: Matrices sorted 
by position, then by object, then by trial number. Position coding can be seen as higher 
correlations in the top left and bottom right quadrants of each matrix. Object coding can 
be seen as nested quadrants within each position quadrant. Note that once trials were 
sorted by object and place that high correlations still clustered adjacent to the eye of the 
matrix, indicating that ensembles were more similar between trials at closer temporal 
proximity. Similarity was calculated by generating z-normalized firing rate vectors for 
each cell across sampling events, and then calculating the spearman's rho between the 
population vectors on each trial. The color scale is equivalent across the two matrices 






Figure 2.10. Ensembles reflected context code that continually changed across blocks 
and did not recur. Top left. Ideal curves under event segmentation hypothesis. Event 
segmentation predicts high correlations between blocks of the same rule condition at 
lags 2 and 4. Bottom Left. Ideal curves under the contextual drift hypothesis. Contextual 
drift predicts a monotonic decrease in each curve. Right. Observed curves for ensemble 
correlations fell as the block lag between the trials grew. This was true for the overall 
population (purple line) as well as in the ensemble coding the same object (blue) or 
position (green) or same object, position and behavioral response (yellow), and finally 
the intervals between the blocks (black line). All curves show a systematic decrease 
from small to large lags with no obvious alternation. To the extent that there are 
fluctuations in the curves, these fluctuations were small and not consistent across 






Figure 2.11. Ensemble correlations within a block reliably fell as trial lag increased. 
This effect was evident both in the overall population activity (purple line), as well as 
when we controlled for object (blue), position (green), or object, position, and 






Figure 2.12. Time fully accounts for shifts in population state across blocks. Left. 
Population vectors within a block (blue) were more similar than those in adjacent blocks 
(red) when trial lag was considered. Alone, this might have been evidence for event 
segmentation. Right. Population vectors within block (blue) were not more similar than 
those in adjacent blocks (red) when time was considered. Population vector correlations 
were lower in adjacent blocks, but time was sufficient to account for this decrease. Thus, 
there was no evidence for event segmentation between blocks above and beyond the 
change attributable to the temporal delay between blocks. Population vectors were 





The Hippocampus Represents Space in a Relative and Compressed Manner 
Principal cells in the rodent hippocampus often fire in response to traversal through a 
specific spatial location (place cells), as well as elapsed time during an imposed 
temporal delay or after stimulus offset (time cells). Further into the temporal reference 
frame, the collective activity patterns of time cells exhibit growing sparsity as well as 
gradually widening activity fields, which suggests compression-based network dynamics. 
Using tetrode recordings along with a behavioral protocol that allows for the identification 
of individual CA1 activity fields that are biased to either relative or absolute position 
along a linear track, we examined if populations of place cells with tuning profiles to 
specific frames of reference also exhibit compression similar to time cells. Consistent 
with previous results, most place cells coded for distance from the starting point of the 
trajectory. These place cells showed increasing sparsity and gradually widening fields of 
activity further away from the starting location. Additionally, population level results from 
these data not only show a non-uniform coding of 1-D space similar to that of time, but 
also that the hippocampal motif represents relative distance from the starting location of 
running trajectories. The representation of time and space in the hippocampus have 
similar properties suggesting that they arise from similar computational mechanisms.  
  The hippocampus is critical for episodic memory (Scoville & Milner, 1957) as well 
as the structure & organization for memories of personal experiences (Eichenbaum, 
2017a). Numerous studies have highlighted the role of the hippocampus in spatial 
navigation (Morris et al., 1982; McNaughton et al., 1996) as well as bridging across 
temporal gaps (McEchron et al., 1999). Overlapping populations of pyramidal cells in 
dorsal CA1 are believed to represent position during physical traversal of space via 
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place cells (O’Keefe & Doskovsky, 1971), as well as elapsed time during a delay via time 
cells (Pastalkova et al., 2008; Kraus et al., 2013). Principal cells in the CA1 region have 
also been demonstrated to show spatial anchoring to both static and moveable 
landmarks (Gothard et al., 1996). Additionally, it has been shown that neurons 
throughout the rodent hippocampus can shift their firing activity relative to internal and 
external spatial reference frames (Gothard et al., 2001), and that transitions between 
spatial representations can occur in a rapid manner (Redish et al., 2000, Jackson & 
Redish, 2007; Johnson & Redish, 2007; Jezek et al., 2011; Kelemen & Fenton 2016; 
Kay et al., 2020), conceivably related to salience of available contextual cues (Olypher et 
al., 2002; Fenton et al., 2010) and/or changing task demands (Markus et al., 1995; Frank 
et al., 2000; Wood et al., 2000; Ferbinteanu & Shapiro, 2003; Griffin et al., 2007; Tryon 
et al., 2017). 
  Coding of both space & time in the dorsal CA1 region of rodents has been shown 
to exhibit reliability across multiple days (Kinsky et al., 2018; Mau et al., 2018) as well as 
plasticity within (Breese et al., 1989; Gill et al., 2011) and across (Mau et al., 2018) 
behavioral sessions. Time cell sequences recorded from the rodent hippocampus exhibit 
compression for firing fields that span the delay following an event (Kraus et al., 2013; 
Mau et al., 2018), meaning that both the number of fields decreases and the field size 
widens as a function of the delay, which has been postulated to be important for episodic 
memory (Howard & Eichenbaum, 2013). This characteristic of CA1 principal cells has 
been observed while holding the animal fixed in space via stationary running (Pastalkova 
et al., 2008; Gill et al., 2011; Kraus et al., 2013; Salz et al., 2016; Robinson et al., 2017; 
Mau et al., 2018) or head-fixed restraint (MacDonald et al., 2013; Terada et al., 2017), 
during a working memory delay.  
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  Hippocampal place cells are theorized to compose the neural substrate onto 
which the spatial component of memories for personal experience can be mapped 
(O’Keefe & Nadel, 1978). Recently, the spatial tuning of CA3 place fields of gerbils in a 
virtual environment showed sensitivity to modulations of visual cue gain relative to 
proprioceptive cues, resulting in place field widening and density of fields nearest 
trajectory ends, along the length of the VR track (Haas et al., 2019). However, whether 
the coding of both space and time in region CA1 of the hippocampus follow similar 
compression-like tuning profiles, as has been hypothesized (Howard & Eichenbaum, 
2013), has not yet been directly tested.  
  In this present study, the spatial coding characteristics of principal CA1 neurons 
in the hippocampus of freely navigating rats is investigated in a one-dimensional (1D) 
environment in the same manner as has been done for temporal intervals. During goal-
oriented linear track running the neural dynamics at both the single unit and population 
level are compared in relation to different spatial reference frames. In sum, this study 
addresses whether the hippocampus represents the dimensions of time and space in a 
similar manner, suggesting a unified computational framework for hippocampal coding of 
experience. 
3.1. Materials & Methods 
3.1.1. Subjects  
  Subjects were four male Long-Evans rats (Charles River) weighing between 350 
and 500 grams at the start and duration of the experiment. All animals were single 
housed and maintained on a 12 h light/dark cycle (lights on 8:00 A.M. to P.M.). 
Behavioral training and testing were conducted exclusively during the light phase of this 
housing cycle. All animals had ad libitum access to food in their home cage. During 
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behavioral training and testing, rats were placed on water-restriction when behavioral 
training required it and returned to ad libitum water access, along with food, during 
weekends.  Animals were maintained at a minimum (85%) of their ad libitum feeding 
body weight during all behavioral training and testing periods. Procedures were 
conducted in accordance with the requirements set by the National Institutes of Health 
and Boston University Institutional Animal Care and Use Committee (IACUC). 
3.1.2. Behavioral Apparatus 
  The behavioral training and testing environment was a custom-built wooden 
linear track apparatus (223.53 l x 10.8 w cm) elevated 96.52 cm off the ground. One end 
of the linear track had a fixed reward point (waterport) embedded in a block of wood (8.8 
w x 8.8 l x 5 h cm). The opposite end of the linear track consisted of a moveable wooden 
box (26.67 l x 31.75 w x 27.94 h cm) with a waterport positioned 7.62 cm from the rear of 
the chamber and a sliding wooden door on the front (track facing) side of the box, to 
allow for enclosure of the animal during the 10 second Inter-TriaI-Interval (ITI) period. 
When called for, this start box could be positioned at six equal intervals along the track, 
each separated by a distance of 27.94 cm. The longest distance from the front edge of 
the box to the opposite end of track reward point measured 180.34 cm. The entire track 
and box was painted black, except for two distinct visual cues on the interior side walls 
of the movable box. Water delivery was controlled by custom MATLAB script that 
interfaced with a National Instruments DAQ box (model #6501) allowing for water to be 
dispensed by solenoids connected to a gravity fed water reservoir. The linear track 
environment was situated in the middle of the recording room and enclosed on one side 




3.1.3. Linear Track Behavioral Protocols 
  Subjects were first exposed to and shaped to run along the linear track before 
surgical implantation. This was achieved by a training protocol that consisted of first 
placing the animal into the closed “start box” to develop familiarity. The door was slid 
open, allowing entry onto the track surface, allowing free exploration of the apparatus. 
Once animals reached the opposite end of the track (track end), a water reward was 
dispensed. Completing a traversal of the entire track resulted in another water reward 
being dispensed from a waterport located at the rear of the start box. Training continued 
until animals demonstrated reliable and consistent track running behavior, by leaving the 
box coincident with the front door being opened as well as returning back to the initial 
starting location to receive a second water reward. Once subjects demonstrated 
appropriate track running behavior they underwent surgical implantation and a 
subsequent recovery period before being re-exposed to the track environment. A brief 
reshaping and training period was required, in order for them to demonstrate appropriate 
track running behavior in line with requirements for neural recording sessions.  
  For every neural recording session, the start box position always began at the 
longest track length (box position 6). Condition one (baseline) consisted of the rats 
running back and forth along the track, with the box fixed for all trials at the longest track 
length (box position 6), with the room moderately lit, in order for the rat to view both local 
and distal room cues. Each trial began with the opening of the start box door and the 
animal was allowed to journey “outbound” along the linear track towards the opposite 
end of the track, in order to receive a water reward. After the water reward was 
consumed, the animal self-initiated the return (inbound) journey. Once the rat completed 
the inbound journey, making contact with the front edge of the start box, a water reward 
 
111 
was dispensed, signaling the end of the inbound trajectory. Once the rat fully entered the 
start box, the front door of the box was slid closed and a 10 second inter-trial-interval 
commenced. After 10 seconds had elapsed, the start box door was once again opened, 
allowing for the rat to self-initiate the next trial with an “outbound” trajectory. Each 
recording session duration for “stable” box sessions was based on the completion of 50 
trials or until the rat failed to leave the box after 30 seconds on multiple neighboring 
trials. 
  In the second condition the start box was pseudo-randomly shifted between the 
six possible box locations for each trial with the room moderately lit. In this condition the 
first trial always started with the start box being placed at the longest track location (box 
position 6). Similarly to the baseline (stable box) condition, the rat was allowed to freely 
consume the water reward and explore the immediate end segment of the linear track, 
before turning around to initiate their return journey (inbound trajectory) back into the 
open start box to receive another water reward. Movement of the box consisted of 
carefully sliding the box along the track to the next trial’s starting position during the 10 
second ITI, with the rat inside the closed start box. The next trial began with the opening 
of the front door of the start box, allowing the animal to exit the box from the new starting 
location along the track, to which they would return after completing both the outbound 
and inbound traversals of the track. Random box recording sessions lasted for the 
duration of 60 total trials, or until the rat failed to leave the box after 30 seconds on 
multiple subsequent trials. 
  In addition to the above behavioral protocols, animals were also exposed to 
recording sessions that subjected the animals to various lighting conditions. For these 
recording sessions, lighting was manipulated in an alternating blocked manner, 
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consisting of the lights being either ‘ON’ or ‘OFF’ for a duration of 10 full trials before 
being switched. Both the stable and moving box conditions were used in tandem with the 
blocked lighting manipulation for these additional recording sessions. In general, 
recording sessions with variable lighting occurred after data collection of the lights ‘ON’ 
version of running the specific behavioral tasks, as well as on separate days. Results 
and findings from these variable lighting recording sessions will be reported in future 
reports elsewhere.  
3.1.4. Surgical implantation 
  Anesthesia was induced by inhalation of 5% isoflurane (Webster Veterinary 
Supply) in oxygen and was maintained at 1.5%–3% throughout the entirety of surgery. 
Before surgery animals were injected with the analgesic Buprenex (buprenorphine 
hydrochloride, 0.03 mg/kg i.m.; Reckitt Benckiser Healthcare) and the antibiotic cefazolin 
(330 mg/ml i.m.; West-Ward Pharmaceutical). The skin of the animal’s head covering the 
skull was shaved and cleaned with alcohol swabs, before the animal was placed in a 
stereotaxic frame (kopf). An incision was made to expose the skull and the bone tissue 
cleared in order to locate stereotaxic coordinates and locations for anchoring screws. 
Animals were implanted with unilateral microdrives containing 18-24 independently 
drivable tetrodes targeting the dorsal aspect of the CA1 cell layer of the hippocampus 
(centered at anteroposterior = -3.6 mm; mediolateral = 2.6; all coordinates derived from 
bregma). Each tetrode was composed of four 12 um RO 800 wires (Sandvik Kanthal HP 
Reid Precision Fine Tetrode Wire; Sandovik). Tetrodes were plated with non-cyanide 
gold solution, via electrolysis in order to reduce impedance to between 180 and 220 kΩ. 
At the conclusion of the surgery, all tetrodes were gradually lowered ~0.5 – ~1.5 mm into 
tissue. Upon recovery from anesthesia, animals underwent postoperative care for 3 days 
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and received doses of Buprenex and Cefazolin, as described above, two times a day 
(12- hour intervals). Animals were allowed to recover 1 week before behavioral re-
training and tetrode lowering commenced.  
3.1.5. Neural Recordings 
  Electrophysiological recordings for this project were collected using a 96 channel 
OmniPlex D Neural Acquisition System (Plexon). Each channel was amplified and 
bandpass filtered for both single-unit activity (154 Hz to 8.8 kHz) and local field 
potentials (1.5 Hz to 400 kHz). Spike channels were referenced to a local electrode in 
the same region in order to remove both movement-related and any electrical noise. 
Action potentials of neurons were detected via threshold crossing and digitized at 40 
kHz. Between recorded training sessions tetrodes were advanced based on visual 
inspection, in order to maximize neural unit yield, and allowed to settle overnight before 
conducting the next recording session. Individual neural units were isolated via manual 
offline clustering, employing Offline Sorter v3 (Plexon). Cineplex Studio (Plexon) was 
used for capturing behavioral tracking data via three infrared LEDs positioned atop the 
microdrive EIB. Cineplex Editor (Plexon) was employed to enter event markers and to 
verify animal positional tracking data.  
3.1.6. Histology 
  Upon completion of behavioral testing, rats were anesthetized with <5% 
isoflurane in oxygen. Anatomical recording sites were confirmed by creating a small 
lesion in the brain tissue by passing a 40 µA current until the connection was severed. 
Immediately after completion of the creation of electrolytic lesions, animals received an 
overdose injection (percutaneous) of Euthasol (Virbac AH) before being intracardially 
perfused with 0.9% saline followed by 10% phosphate buffered formalin (VWR). Brains 
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were removed and placed in additional 10% formalin phosphate until sectioning into 40 
µM thick sections via cryostat (CM 3050s; Leica Biosystems). Brain sections were 
stained with cresyl violet in order to visually confirm tetrode recording sites. 
3.1.7. Analysis 
  All analysis of the collected data was performed using both built in functions and 
custom scripts for MATLAB version R2019a (The MathWorks) and python coding 
language (Python 3), utilizing the github archive https://github.com/tcnlab/maxlikespy, as 
well as customized code packages. 
Population level analysis 
  The population vector correlation analysis was conducted by first constructing 
average linearized firing rate vectors for all units that passed initial thresholds (minimum 
trial average firing rate > .01 Hz & maximum session average firing rate below 5 Hz) for 
each trajectory direction for each starting box location relevant to that specific recording 
session. The entire population recorded across the four rats used was collated in order 
to construct a matrix that consisted of the firing rate for each unit (j) at each linearized 
spatial bin (i). For the stable box recording sessions, unit inclusion was based on even or 
odd trial averaged activity profiles, which was then applied to the opposite set of even or 
odd trial constructed firing rate vectors. This additional step was used to access the 
reliability of neural firing patterns of individual units included in the population-level 
analysis. A full trial length (combined outbound & inbound trajectory) population-based 
firing rate vector of either odd trial or even trial averaged firing activity was correlated 
(Spearman) to the opposite set of trials (even vs odd) in a bin-wise manner for the entire 
trial length (160 bins).  
  For the random box sessions, the session averaged firing rate vector for each of 
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the separate box positions (1-6), in each direction was first constructed. Track lengths 1 
(shortest) through 5 (second longest) were then correlated (Spearman) using the built in 
‘corr’ function in MATLAB (MathWorks), to the corresponding linearized spatial bins of 
the longest track length (box position 6), at every corresponding linearized bin. This bin-
wise correlation of population-based firing rate vectors resulted in a matrix of correlation 
values demonstrating the level of similarity of neural activity as animals traversed the 
linear track environment in each direction of travel for each of the six varying track 
lengths.  
Place field parameter estimation 
  In order to evaluate to what extent the firing dynamics can be accounted for by 
either absolute position or position relative to the end of the track and to estimate the 
location and width of the of the place field in the appropriate reference frame, the 
presence or absence of a spike at each time ‘(t)’ was quantified throughout the time the 
animal was navigating the track. This time series was aligned with a time series of 
position ‘x(t)’ describing the linearized distance along the track in either an absolute or 
relative reference frame. We fit the parameters of a Gaussian spatial receptive field in 
each reference frame to the spike train. The fit was done on a spike train ‘𝑓!’ that 
included the activity during each trial traversal. 
   We found the maximum likelihood of a spike train given the model with a set of 
parameters 𝛩. The model 𝑝(𝑥(𝑡); 𝛩) gives the probability of a spike at any position 𝑥: 
 
𝑝([𝑥(𝑡); 𝛩]) = 𝑎" + 𝑎#𝛸(𝑥(𝑡); 𝜇, 𝜎)	
 
where 𝑥 is position in either the absolute or relative reference frame. Factors 𝑎" and 𝑎# 
determine the contribution of each of the terms. The position term 𝛸 is a Gaussian-
shaped field defined as: 
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where 𝜇 is the spatial location of the peak of the firing field and 𝜎 is the standard 
deviation of that field.  
  The mean of 𝜇	was allowed to vary between -22.5 cm and 225 cm and the 
standard deviation 𝜎between 0.225 cm and 202.5 cm. The bounds of the spatial 
parameters were chosen such that they extend beyond the dimensions of the track. In 
order to obtain a probability of a spike at any point in the traversal we had to ensure that 
the values of 𝑝(𝑥(𝑡); 𝛩) are bounded between 0 and 1. Therefore the coefficients were 
bounded such that 𝑎" 	+ 	𝑎# ≤ 	1. The likelihood of the fit is defined as a product of these 
probabilities across all points in the traversal within each trial. We minimize negative log-
likelihood (nLL),  
𝑛𝐿𝐿 = 	−<
+
𝑓!𝑙𝑜𝑔 @𝑝A𝑥(𝑡)BC + (1 − 𝑓!) 		 𝑙𝑜𝑔 @1 − 𝑝A𝑥(𝑡)BC		
 
To find the best fitting models, the parameter space was iteratively searched using 
custom Python code implementing a global optimization routine based on SciPy’s Basin-
Hopping algorithm with “TNC” as the minimization method. To avoid local minima, the 
parameter search procedure was repeated until a better fit was not achieved for 500 
consecutive iterations. 
  In order to quantify whether the contribution of the spatial term was significant, 
the maximum log-likelihood was computed again using only the constant term. Since the 
models with and without spatial position are nested, the likelihood-ratio test was used to 
assess the probability that adding the spatial term significantly improves the fit. In order 
to eliminate cells with ramping or decaying firing rate, 𝜇 was required to be within the 
track boundaries. Additionally, to eliminate cells with too few spikes, a cell was required 
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to fire at least once per trial. Screening for putative interneurons was achieved by 
eliminating cells with average firing rate greater than 5 Hz. To ensure that the model fit 
was robust across trials, the analysis was repeated taking even and odd trials 
separately. A cell was classified as either a relative position cell or absolute position cell 
if all the above conditions held and the likelihood ratio test was significant (p < 0.01) for 
even and odd trials. 
3.2. Results 
First we will present results from the stable box recording sessions, which demonstrates 
directional spatial coding as well as preliminary evidence for compression-like spatial 
tuning. However, from the stable box recording sessions it is not possible to distinguish 
the frame of reference, leaving some results ambiguous. We will then present the results 
from the variable start box recording sessions, where it is possible to distinguish and 
separate frames of reference for place cells. These results will show that most place 
fields code for distance relative to the starting position of a trajectory. Overall, it is 
revealed that place fields referenced to starting location express compression-like tuning 
characteristics. 
3.2.1. Hippocampal units express unidirectional place fields in a static 1-D environment 
  Well-trained rats were initially recorded from on the stable box protocol in order 
to determine baseline hippocampal activity profiles in a 1-D environment (figure 3.2a). 
Once neural data was processed and spikes from separate units were isolated and 
merged with verified behavioral tracking data, we sought to plot the activity of single 
units during outbound (left to right) and inbound (right to left) running trajectories (figure 
3.2a). To observe the activity of single CA1 units, the binned spiking activity for every 
trial, as well as the session averaged firing rate vector was plotted for each direction of 
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travel along the linear track (figures 3.2b & c). From these examples we can clearly 
observe the directional nature of place fields along the 1-D environment, which has been 
previously reported (McNaughton et al., 1993 & 1996).  
3.2.2. The hippocampal population code is directionally sensitive 
  In order to further evaluate how the hippocampus coded the two behavioral 
trajectories, we constructed population-based firing rate vectors to better assess if 
directional tuning was represented at the population level. For this analysis we only 
included putative pyramidal units (trial averaged firing rate < 5 hz) and required them to 
be ‘significantly’ active (trial averaged peak firing rate > .1 hz) in at least one of the two 
directions of travel (outbound and/or inbound). Figure 3.3b shows the Spearman 
correlation between population vectors at each pair of spatial bins that correspond to the 
full distance traveled for an entire trial (360 cm/160 bins). While the highest correlation 
values fit along the diagonal (red line), there was essentially no correlation between the 
two directions of travel, which can be observed via the dark coloring of the bottom right & 
top left quadrants of the population vector correlation plot (figure 3.3b). The lack of any 
diagonal bands of high correlation values perpendicular to the full track length diagonal 
in the top left and bottom left quadrants visually demonstrates the highly directional 
nature of spatial coding of hippocampal place cells. This is further supported by a two 
sample t-test of maximum correlation values for each pair of spatial bins across the 4 
quadrants (two sample t-test: p<.0001, df=318). Additionally the segregation of the two 
trajectories (outbound and inbound) at the population-level representation of space, can 
be observed via the stark transition in the off-diagonal correlation values at the center-




3.2.3. Hippocampal place fields in a static linear environment 
  From this data set, individual putative pyramidal cell firing activity was fit, sorted 
and ordered based on the linearized location of 𝑚𝑢	(𝜇) for both directions of travel. 
While the entire track was covered and tiled by the collection of units (figure 3.4b), the 
distribution of peak field location for outbound trajectories was found to be significantly 
different than a lower and upper bound matched uniform distribution (KS-test: p<0.001, 
df=32; figure 3.4d). This result suggested a greater density of fields nearest the starting 
location for the outbound stable box trials, which can be observed in the outbound sorted 
rate plots of figure 3.4b. Additionally, there could be a second density of fields nearest 
the track end, as the cumulative distribution crosses the line representing the bound-
matched uniform distribution. However, in this condition the distribution of firing fields in 
the inbound direction of travel (right to left orientation; figure 3.4c) did not significantly 
deviate from a uniform distribution of fields along the track length (KS-test: p=0.537, 
df=23; figure 3.4e).  
3.2.4. Hippocampal activity field width is modulated by trajectory starting point 
  Figures 3.4f & 3.4g depicts the width of the firing fields as it relates to field 
location for both directions of travel for the stable box recording condition. Outbound 
traversals of the linear track demonstrated a non-linear relation between locations of 
peak firing activity and width of primary field (figure 3.2e). By applying a quadratic term 
to the regression, a significant fit was achieved regarding the peak location of the place 
field and the relative width of that field (r2=.51, df=32, coefficients with 95% confidence 
bounds: quadratic term= -.0073 (+/- 0.0015), linear term= 0.5755 (+/- 0.094); figure 3.4f). 
Just as in the outbound direction, place field width in the inbound direction was 
modulated by the distance relative from start and end points in a quadratic manner 
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(r2=.47, df=23, coefficients with 95% confidence bounds: quadratic term= -.0082 (+/- 
0.0035), linear term= 0.6905 (+/- 0.21); figure 3.4g). This suggests that place field width 
can be modulated by relative distance from the start and end points of the experienced 
trajectory. However, in this static behavioral condition, it could not be distinguished 
whether the quadratic compression observed was due to there being two different 
reference frames or a single one that conferred quadratic compression to the 
hippocampal representation of space. 
3.2.5. Individual CA1 units are sensitive to frames of reference 
  During recording sessions that employed the movable start box, individual firing 
fields were oriented to specific frames of reference, as has been previously reported 
(Gothard et al., 1996; 2001). Figure 3.5 shows the spiking activity of several 
representative units as a function of the absolute position along the linear track (top 
rows) or of the distance from the movable start box (bottom rows). In the outbound 
direction of travel (figure 3.5b), many units fired a specific distance from the start box 
(example units 1–3). These fields are considered to be “box referenced”, as they fired in 
relation to the distance from the movable start box. However, in the outbound direction 
there were also some units that exhibited fields that were more closely tied to their 
absolute location along the track (example unit 4). These fields can be considered to be 
track referenced, as the location of the firing field was more closely aligned to the 
distance to the fixed end of the track than the location of the movable start box. 
  In the inbound direction of travel (figure 3.5c), many units fired a specific distance 
from the fixed starting location (example units 6-8). These fields are considered to be 
“track referenced”, as they fired in relation to the distance from the static track end. 
However, in the inbound direction there were also some units that exhibited firing fields 
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that were more closely tied to the distance from the movable start box (example unit 5). 
These fields can be considered to be “box referenced”, as the location of the firing field 
was more closely aligned to the movable start box than the distance to the fixed end of 
the track. Additionally, for inbound trajectories, these box referenced fields tended to 
exist most often on the section of track nearest the movable start box as shown in the 
bottom portion of figure 3.7e. Overall, most place cells tended to fire in a manner relative 
to the starting point of a journey, but some fired in reference to the endpoint. 
3.2.6. Positional coding by the hippocampal population is relative to starting location 
 To investigate how the hippocampal population represented location in different 
reference frames during journeys along the track we examined how population vectors 
changed during travel along the variable length track. We compared the population 
vector at each position along the longest track to each position along each of the 
shortened track lengths, as done previously (Gothard et al., 1996, 2001). By correlating 
the two different population vectors at each linearized spatial bin along the track we 
were able to determine what reference frame the hippocampal ensemble most closely 
reflected. For instance, if the population code cared most strongly about the absolute 
position of the animal along the track, the maximum cross-correlation values of the 
hippocampal firing rate vectors (red line) would track closest to the dotted magenta line, 
representing the track-based reference frame. However, if the population code cared 
most strongly about the animal’s position relative to the start box, the red line would 
track closest to the dotted green line, representing a more box-based reference frame. 
From this type of analysis we can observe a graphic representation of the dominant 
hippocampal coding motif as the animals traverse the linear track environment.   
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Figure 3.6b shows that while traveling in the outbound direction, away from the movable 
start box, the hippocampal representation tracked position in the box referenced frame 
(green dotted line: relative coding), before jumping to a more track-based reference 
frame (magenta dotted line) as the animal approached the end of track, as indicated by 
the proximity of the red line to either of the color-coded reference lines (figure 3.6b). This 
suggests both the element of discrete frames of reference as well as being able to 
rapidly transition between them. Figure 3.6c shows that when animals started at the 
fixed end of the track and returned back to the movable start box, the hippocampal 
representation was more closely aligned to the track reference frame (magenta dotted 
line). The population-based hippocampal representation only transitioned to a box-
centric representation (green dotted line) as the animal neared the movable start box to 
complete the trial. For both directions of travel across all variable track lengths, the 
hippocampal population code strongly represented position as a function of starting 
location until nearing the terminus of the running trajectory and abruptly changing to an 
endpoint referenced coding motif.  
  Taken together these results show that the hippocampal population codes for 
distance from the starting location of that journey, even in the face of variable external 
features. Further, these population-level patterns of activity align with the observed shifts 
of individual place fields in relation to the movable start box, as shown in the single unit 
examples of figure 3.5. Overall, figure 3.6 demonstrates the ability of the hippocampal 
population to dynamically represent multiple spatial reference frames as well as the 




3.2.7. Place field allocation is biased towards the reference frame at the start of the 
journey 
  We quantified the preferred reference frame for each place cell as described in 
the methods. Figure 3.7 shows sorted place field heatmaps for the longest track length 
for both directions of travel. In the outbound direction of travel there were considerably 
more units (90.6%) with fields in the box-centric reference frame (figure 3.7c; bottom 
plot). The box-referenced fields were allocated along the entirety of the linear track 
length, but with more fields near the starting location. There was also a small population 
(9.4%) of track-referenced fields. These fields appeared to be primarily near the end of 
the track, at the end of the outbound journey (figure 3.7c; top plot). 
  Conversely, during inbound traversals of the track a large majority (88%) of place 
fields were track-referenced (figure 3.7e; top). These track-referenced fields were spread 
across the entirety of the linear track length as well, however with more fields near the 
starting location. In the inbound direction of travel there was a small population of place 
fields that were box-referenced (11.6%), shifting their position in relation to the movable 
start box (figure 3.7e; bottom). This smaller population of hippocampal units exhibited 
place fields near to the movable box at the end of the journey. In both directions of 
travel, the majority of place fields fired in the reference frame of the starting location of 
the journey (outbound: 90.6% & inbound: 88%).  
3.2.8. Hippocampal place fields are not uniformly distributed and express compressed 
activity patterns 
  The heatmaps of the sorted place fields depicted in figure 3.7 visually exhibit 
compression-like characteristics, in that there are more fields, expressing narrow activity 
fields, at the beginning of trajectories and fewer fields with greater widths near the end 
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point of travel. We therefore sought to test these observations of compression, as shown 
in figure 3.8. The distribution of place field centers for units referenced to the starting 
position was found to be non-uniform in both the outbound (KS-test: D=.49, p<.001, 
n=48; figure 8b) and inbound (KS-test: D=.28, p=.0038, n=38; figure 8c) directions of 
travel, as shown in the respective cumulative density plots. The two remaining 
populations of place fields, outbound track-referenced (figure 3.7c; top) and inbound 
box-referenced (figure 3.7e; bottom), did not have enough members to merit a statistical 
test of field distribution (5 remaining fields for each subtype).  
  The populations of fields referenced to the starting point were found to not be 
uniformly distributed along the track for both directions of travel. In the outbound 
direction of travel there is an increased density of field peaks nearest the box (figure 
3.8b), which matches the place field heatmaps shown in the bottom portion of figure 
3.7c. During inbound running trajectories there was a greater density of field peaks 
nearest the track end which was the starting location for the inbound traversals (figure 
3.8c), which matches the place field heatmaps shown in the top portion of figure 3.7e. 
These results are consistent with a compressed representation of distance from the 
starting location.  
  In order to continue to investigate if the hippocampus represents distance in a 
compressed manner, the relation of field width to field location along the track for both of 
the starting location referenced populations of place fields was further quantified, as 
shown in figures 3.8d & 8e. For the outbound traversals of the track, the widths of box-
referenced place fields increased with their position along the journey. This relation of 
place field location and width for the box referenced place fields was fit by a standard 
linear model (r2=0.45, df=46, coefficients with 95% confidence bounds: linear term= -
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0.17 (+/- 0.05), intercept= 4.14 (+/- 1.1); figure 3.8d). For the inbound traversals of the 
track, the relation of field location and field width for the track referenced place fields was 
also found to increase as function of distance from the start point and was best fit by a 
standard linear model (r2=0.36, df=36, coefficients with 95% confidence bounds: linear 
term= -.12 (+/- 0.05), intercept= 13.34 (+/- 3.1); figure 3.8e). For both directions of travel, 
applying a quadratic term to the linear model did not improve the fit. These results 
demonstrate that the spatial code is represented in a compressed manner, such that 
positions close to the beginning of the journey are represented with more cells and more 
narrow place fields. 
3.3. Discussion 
 
In the present study we evaluated how the hippocampal population at different scales 
represents the spatial dimension in a 1-dimensional environment, in the same manner 
as has been utilized to investigate the neural representation of time (Salz et al., 2016; 
Tiganj et al., 2017). We replicated and extended upon previous work (Gothard et al., 
1996; 2001) demonstrating the sensitivity of hippocampal spatial coding to salient 
frames of reference. We show here that a high proportion of hippocampal place fields 
are anchored to the starting point of a trajectory (figures 3.7c & e), which is further 
reflected in the population code for distance (figure 3.6). We further provide evidence 
that individual place fields are non-uniformly distributed with higher density nearest the 
starting location (figures 3.8b & c) and moreover that this population of place fields 
demonstrate expansion in field width as a function of distance from the starting location 
(figures 3.8d & e). 
  The dimensions of time and space are foundational to episodic memory 
formation (Tulving, 1983), which is a predominant function of the hippocampus (Tulving 
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& Markowitsch, 1998; Squire et al., 2004; Eichenbaum et al., 2012). How the 
hippocampal network facilitates the encoding of these dimensions as it pertains to 
experience is a central question of neuroscience. In general, “time” is a single-
dimensional construct and has been observed to be both represented and encoded by 
the hippocampal memory network (Pastalkova et al., 2008; MacDonald et al., 2011; 
Mankin, et al., 2012; Kraus et al., 2013; Mau et al., 2018; Bladon et al., 2019). Recent 
literature on the nature of hippocampal firing fields that appear to represent elapsed time 
during a delay (time cells) have demonstrated tuning profiles that are akin to Weber-
Fechner law (McDonald, et al. 2013, Kraus et al., 2013, Salz, et al. 2016, Mau et al., 
2018). Results from our study here demonstrate similarities in the hippocampal 
representation of space that closely resemble these previous experimental findings as 
well as proposed theoretical models (Itskov et al., 2011; Shankar & Howard, 2012; 
Howard et al., 2013) of single-dimensional temporal coding motifs of experience.  
3.3.1. Reference frames as a guiding context 
  Initial reports of single-unit hippocampal firing activity supported an allocentric 
representation of spatial position in a singular environment (O’Keefe & Dostrovsky, 
1971). However, in the following decades of further investigation it has become evident 
that the firing activity of spatially receptive hippocampal units can be sensitive to 
manipulations of external stimuli (O’Keefe & Conway, 1978; Eichenbaum et al., 1987; 
Muller & Kubie, 1987) as well as internal states (Moita et al., 2004; Kennedy & Shapiro, 
2009) related to goal-directed navigation. Additionally, changes in the behavioral context 
that are critical for appropriate navigation, such as future path selection (Frank et al., 
2000; Wood et al., 2000; Ferbinteanu & Shapiro, 2003) or task demands (Markus et al., 
1995; Griffin et al., 2007), have been demonstrated to modify place cell activity and 
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therefore the cognitive map of experience represented by the hippocampus (O’Keefe & 
Nadel, 1978; McNaughton et al., 1996). It can be further thought that the cohesive 
remapping exhibited by hippocampal units (Wills et al., 2005; Fenton et al., 2010; 
Kelemen & Fenton, 2016; Kinsky et al., 2018; Sheintuch et al., 2020) demonstrates the 
organized and relational structure of hippocampal encoding of ongoing experience in the 
service of episodic memory-based navigation (Cohen & Eichenbaum, 1993; Eichenbaum 
et al., 2007; Eichenbaum, 2017). Taken together it can be argued that the hippocampal 
representation of space is subject to the cognitive context that is most relevant to the 
current moment (Frank et al, 2000; Wood et al., 2000; Ferbinteanu & Shapiro, 2003; 
Kennedy & Shapiro, 2009; Fenton et al., 2010). From this we can better grasp how the 
hippocampal code of space can express a bias towards salient frames of reference, 
such as the starting point of a goal-based traversal along a linear track, perhaps 
reflecting relevant landmarks related to navigation in both allocentric and egocentric 
manners, as highlighted in previous reviews (Knierim & Hamilton, 2011). 
  In this study it was observed at the population level that the current hippocampal 
motif most closely represented the animal’s location along the track in reference to 
distance of where they began their running trajectory (figure 3.6b & 3.6c), even though 
this could be in conflict with using an “absolute” set of navigational cues, which 
replicates previous work (Gothard et al., 1996 & 2001). For outbound trials (away from 
the moveable start box) the hippocampal representation was most closely aligned with 
that of the starting location of that trajectory (i.e., box referenced), whereas for inbound 
trajectories (back towards the start box) the representation was aligned to the starting 
point of this trajectory direction (track end). In both directions of travel we observed a 
jump or “correction” in the hippocampal code towards one that reflected the ending 
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location of that given trajectory, which could be taken to indicate a shift in the cognitive 
reference frame that is most salient to guide behavior for the animal at that time. 
  The results from this experimental paradigm replicate and extend upon several 
key studies that influenced and motivated the rationale for this study (Gothard et al., 
1996 & 2001; Redish et al., 2000). We utilized a moving start box in tandem with a linear 
track environment similarly to Gothard et al. with the major difference being when the 
start box was moved. In Gothard, 1996 & 2001, the start box was moved after the rats 
had exited it, whilst occupying locations near the opposite end of the track from the box. 
Whereas in this present study the location of the start box was shifted while the animal 
was inside the enclosed box during the 10 second ITI. The shift in dominant reference 
frame from box-referenced to track-referenced was observed for the inbound direction of 
travel, even though the animals could have used a more internalized or path-integration 
based sense of distance from the start box, since the animals always returned back to 
the position along the track that the trial originated from. However, by allowing the 
animal to return back to the same translocated start box location that they had left the 
box from, we are able to more strongly argue in favor of the hippocampal motif being 
primarily biased towards a starting location-based reference frame, as the animals had 
the option to use an idiothetic-based sense of start box location, yet the overwhelming 
majority (88%) of inbound place fields were anchored to the track end starting location. 
Further, this more structured protocol may have also led to greater stereotyped behavior 
and a better sense of position, as the animals could expect the start box to be at an 
equivalent location along the track for each portion of a single trial, allowing for more 
accurate estimation of distance from both start and end points of individual trajectories. 
Additional evidence that the hippocampus strongly represents a contextual reference 
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frame can be observed in the stable box population vector correlation plot of figure 3.4b. 
 Rather than a smooth and more continuous off-diagonal range of correlation 
values, at the center of the figure, we observe a sharp demarcation between the end of 
the outbound trajectory and the beginning of the inbound trajectory portions of the 
population-based firing rate vector (figure 3.4b). This shows that even when the rat is 
occupying essentially the same physical location on the linear track (track end), either 
the directional component (outbound vs inbound) of heading direction (Knierim, 1995; 
Muller, 1996; Taube, 2007) or the occurrence of an event boundary (Zacks et al., 2007; 
Swallow et al., 2011; Baldassano et al., 2017) greatly segregates the neural coding of 
these experiences in a manner similar to that of separate spatial reference frames. 
Furthermore, the highly directional nature of hippocampal activity at both the single unit 
and population levels suggests that firing fields do not simply code for current location, 
but rather for position relative to the ongoing context, in this case, the outbound or 
inbound direction of travel.  
3.3.2. Place fields are not necessarily distributed in a uniform manner  
   Previous experimental work has shown potential examples of non-uniform place 
field allocation along a linear track apparatus (such as Bjerknes et al., 2018), yet there 
has been little systematic testing of the distribution of place fields in a 1-dimensional 
environment. Utilizing the place fields generated from the maximum likelihood model 
during random box recording sessions, we were more strongly able to show that the 
distribution of firing fields along the track in both directions are not uniformly distributed 
(figures 3.8b & c). Furthermore, in both directions of travel place field allocation was 
strongly coupled to the starting location of trajectories (figures 3.7c & e). In the moving 
box recording sessions as well, during inbound traversals of the track, there was a 
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population of active fields very proximal to the start box, whereas all other fields were 
anchored to the starting point of this trajectory. Additionally, we also found a non-uniform 
distribution of place fields in the outbound direction of travel for stable box sessions as 
well (figure 3.4d). These results are in line with other studies employing linearized 
environments, but goes an additional step further to quantify the nature of place field 
allotment in a trajectory dependent manner.  
  However, in this study we failed to observe a non-uniform allocation of place 
fields for the inbound trajectories during stable box recording sessions, which could be 
due to several factors, such as a lower number of place fields generated by the model. 
Additionally, the starting box is a very salient landmark for the animals during this task, 
especially as it is both a place of reward (inbound trajectories) and refuge from the 
exposed linear track apparatus, which may account for the different patterns of 
distribution between the two trajectories in this recording condition. This is further 
highlighted by the population of fields that appear to become active just as the animal 
comes into close proximity to the start box edge (figure 3.4c) during inbound traversals, 
further suggesting the salience of this landmark within the linear track environment. We 
do begin to observe a bimodal off-diagonal shift regarding place field distribution (figure 
3.4e), favoring each separate end of the inbound traversal, suggesting a double J-like 
distribution of place fields, but additional place fields would be needed to give enough 
power to statistically infer any non-uniform shape to the distribution of fields along the 
track that could be tied to either terminus (starting location or ending point).  
3.3.3. Place fields express compression-like tuning 
  As it becomes more clear that hippocampal representations of space can be 
modulated by the context of the current cognitive reference frame, we further examined 
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how individual elements of the hippocampal code may be altered. During the moving box 
condition of this experiment, we were able to determine what frame of reference (start 
box or track end) the firing fields were and therefore more acutely able to examine place 
field tuning as a function of starting point. As a vast majority of fields demonstrated 
activity in reference to the starting location of the animal along the track (90% & 88% 
respectfully), we focused our analysis of field width upon these populations of fields. 
Analysis revealed place field width expansion as a function of distance from the starting 
point for both outbound and inbound directions of travel for the moving box recording 
condition for the full population of place fields that were referenced to the starting 
location for a given trajectory. This finding aligns with the observation of the hippocampal 
representation of space being most strongly representing position relative to starting 
point, until nearly reaching the end point for the given trajectory. Overall, a linear 
relationship that increased as a function of distance from starting location was found for 
the moving start box condition. 
  However, during recordings with stable start and end locations; a static 
environment, we found that place field width was modulated in a quadratic manner, 
related to the start and end point of track traversals (figure 3.4f & 3.4g) for both outbound 
and inbound trajectories. In this static setting, place fields began to increase in width as 
the animal left the start box, similarly to the moving start box condition, but after reaching 
a point roughly equidistant between the start box and track end, this trend reversed and 
place field width began to narrow. This could be due to the animals being highly familiar 
to the static track environment and the animals switching their “salient” frame of 
reference to one that was based on the reward well as they approach the track end, as 
animals may be better able to estimate relative position or distance in this condition, 
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based on being able to anchor to known environmental boundaries (Hardcastle et al., 
2015; Giocomo, 2016). In sum, place fields referenced to the beginning position of 
running trajectories exhibited compression-like characteristics, similar to what has been 
reported in hippocampal time cells (Kraus et al., 2013; Salz et al., 2016; Robinson et al., 
2017; Mau et al., 2018).  
3.3.4. The unification of space and time 
  In conclusion, the results of this study highlight how hippocampal representations 
are sensitive to the starting conditions of events (Zacks et al. 2007; Swallow et al., 2011; 
Bulkin et al., 2019) as well as reflecting reference frames relevant to ongoing experience 
in a dynamic manner (Gothard et al., 1996, 2001; Redish et al., 2000; Fenton et al., 
2010). These findings support the notion that the tuning of hippocampal firing fields is 
subject to salient and meaningful events as they occur in space and time (Hasselmo, 
2012; Howard & Eichenbaum, 2013), which could be facilitated by a singular domain 
insensitive and universal computational algorithm (Howard et al., 2014; Buzsaki & 
Tingley, 2018). In conclusion, the hippocampal code represents a general spatio-
temporal framework onto which memories can be imprinted in the service of relational 
memory functions (Cohen & Eichenbaum, 1993; Eichenbaum et al., 1999; Howard et al., 






Figure 3.1: Experimental protocol overview. a) Diagram of linear track apparatus 
showing reward locations and depicting directional trajectories during active behavior.  
Individual trials are separated by a 10-second ITI. Water rewards are dispensed after 
completion of each directional trajectory. b) Depiction of box positioning along the linear 
track apparatus for both outbound (left) and inbound (right) trajectories during the 
randomized start box recording sessions. c) Graphic of the constant box location (above) 
and an example plot of running trajectory (below) during a representative stable box 
recording session. d) Graphic of the randomized box location protocol (above) and an 
example plot of an animal’s linearized position (below) during a representative random 




Figure 3.2: Single unit spiking activity during track running for stable box recording 
sessions. a) Graphic of behavioral protocol employed during stable box recording 
sessions. Overhead view of the linear track environment showing directions of travel 
(Outbound & Inbound) as well as reward locations (blue teardrop icon) for each 
trajectory, respectively. b) Rastergrams (top plot) and session averaged firing rate vector 
heatplot (bottom plot) for ‘outbound’ directionally selective units; y-axis label denotes trial 
number. For both the outbound and inbound rastergrams each red dot denotes 
occurence of spiking activity for that spatial bin; green vertical line denotes session 
averaged trajectory starting location whereas the blue line denotes session averaged 
location of water reward/end of trials. Related heatplots below are color scaled relative to 
the max firing rate across both trajectory directions. c) Rastergrams (top plots) and 
session averaged firing rate vector heat plot (corresponding bottom plots) for ‘inbound’ 
directionally selective units. Same markings as ‘Outbound’ selective example units in the 





Figure 3.3: Population vector correlation plots for stable box sessions. a) Graphic of 
behavioral protocol employed during stable box recording sessions. Overhead view of 
the linear track environment showing directions of travel (Outbound & Inbound) as well 
as reward locations (blue teardrop icon) for each trajectory, respectively. b) Population 
vector correlation heatplot comparing even and odd trial-based population vectors, for 
the full trial (outbound plus inbound trajectory). The outbound trajectory, as well as full 
trial length, begins at the 0 cm marker and terminates at the 180 cm position along the 
“full trial” distance. The inbound trajectory begins from the first spatial bin after the 180 
cm distance marker, whereas the 360 cm marker denotes the end of the inbound 
trajectory as well as the conclusion of the entire (outbound + inbound) traveled length, 
per trial.  Spearman correlation values, used to color-scale the entire heatplot. The red 
line denotes the spatial bin of highest correlation value for that location along the linear 
track. Colored lines bordering the figure axis labels, represent the even trial averaged 
activity (red) versus odd trial averaged activity (blue) comparison for each portion 
(outbound or inbound) of the population vector. This figure shows the prevalence of 
unidirectional coding, as well as trajectory segmentation during complete trials of the 





Figure 3.4: Stable box recording session neural data. a) Graphic of behavioral protocol 
employed during stable box recording sessions. b) Neural activity patterns sorted by 
estimated field peak during outbound (left to right) trajectory running. Each unit (row) 
self-normalized to peak firing rate for the given trajectory. c) Neural activity patterns 
sorted by estimated field peak during inbound (right to left) trajectory running. d) Plot 
showing the cumulative density for place field locations (red line) during the outbound 
traversals of the linear track during the stable start box recording sessions versus a 
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bound-matched uniform distribution (black dotted line). Distribution of field locations in 
the outbound directions was found to be non-uniform (KS-test: p<.001; inset value). e) 
Cumulative density plot of place field locations (blue line) during the inbound traversals 
of the linear track during the stable start box recording sessions versus a bound-
matched uniform distribution (KS-test: p<.537; inset value). f) Scatterplot of activity field 
width (y-axis) as a function of distance from start box (x-axis) during outbound traversals 
of the linear track during stable box recording sessions. The black line represents the 
quadratic model of best fit to the data points (r2=0.5148; df=32). g) Scatterplot of activity 
field width (y-axis) as a function of location along the linear track (x-axis) during inbound 
traversals of the linear track. The black line represents the quadratic model of best fit to 



































The Hippocampal Representation of Space is Modulated by Availability of Visual 
Information  
In mammalian species the hippocampus and associated regions have been 
demonstrated to be critical and necessary for many forms of complex navigation, 
especially memory guided wayfinding. Hippocampal place cells are believed to be a 
component of the neural substrate onto which ongoing active experience can be 
mapped. While many path-integration based theories of navigation focus on the 
internalized drive in creation of place fields, manipulations regarding the external state of 
the environment have often resulted in alterations of place cell coding. Further, spatially 
receptive fields have been shown to be sensitive to various reference frames, which can 
be externally or internally anchored. In this study here we employ a linear track task that 
allows for the examination of how the principal cells of the dorsal CA1 region of the rat 
hippocampus represent ongoing experience during epochs with or without visual 
information being present. We show here that the hippocampus is sensitive to 
environmental/lighting manipulations that do not signal a change in task structure or 
behavioral demands. Further analysis reveals that hippocampal representations of 
space are modulated by availability of visual stimuli and optic flow.  
  In mammalian species the hippocampus and related medial temporal lobe 
structures are believed to be critical for successful navigation (Morris et al., 1982, Moser 
et al., 1993, Spiers & Maguire, 2006), especially as it pertains to the encoding of ongoing 
experience (Eichenbaum, 2000) and unique events (Tulving & Markowitsch, 1998; Tse 
et al., 2007). Principal cells of the hippocampus exhibit spatially tuned firing fields during 
active locomotion (O’Keefe & Doskovsky, 1971) most closely related to the current 
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spatial location of the animal (Best & Ranck, 1982), and are theorized to be involved in 
path-integration based navigational strategies (Mittelstaedt & Mittelstaedt, 1982, 
McNaughton et al., 1996; Etienne & Jeffery, 2004). Computational theories of path-
integration propose that the hippocampus constructs reliable place fields via vector-
based computations that utilize an internalized sense of starting location, velocity and 
heading angle (Maurer & Seguinot, 1995; McNaughton et al., 1983, 1991 & 2006; Erdem 
& Hasselmo, 2012). However, across both experimental and computational modeling 
work, navigation solely based on internally based path-integration is prone to error 
accumulation (Etienne et al., 1996; Gallistel & Cramer, 1996) and requires updating and 
correction via known landmarks (Griffin & Etienne, 1998; Etienne et al., 2000; 
Jayakumar et al., 2019) or environmental boundaries (Bush & Burgess, 2014; Zhang et 
al., 2014; Hardcastle et al., 2015). Furthermore, path-integration does not fully account 
for the variability across differing contexts that are important for appropriate behavioral 
choice selection (Markus et al., 1995; Frank et al., 2000; Wood et al., 2000; Ferbinteanu 
& Shapiro, 2003; Smith & Mizumori, 2006; Kennedy & Shapiro, 2009). Understanding 
how hippocampal place cells require external drive and what is the source of that drive is 
critical in understanding how the hippocampus represents organized cognitive maps of 
dimensions, such as time and space (Eichenbaum et al., 1999; Eichenbaum, 2017). 
  Path-integration based navigational strategies theories posit that accurate spatial 
navigation and coding can exist without outside stimuli, such as visual information, via 
an internalized representation of the external environment (Etienne & Jeffery, 2004). 
This may perhaps be due to cortical regions anchoring the internal attractor state of the 
hippocampal network (Samsonovich & McNaughton, 1997) or regulating context-
dependent retrieval of specific trajectories (Hasselmo & Eichenbaum, 2005). While it is 
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the case that principal hippocampal neurons can exhibit and maintain spatially tuned 
activity profiles in visual cue impoverished or “dark” lighting conditions (O’Keefe, 1976; 
Quirk et al., 1990; Markus et al., 1994; Sharp et al., 1995; Zhang et al., 2014), initial 
reports suggested that place field tuning was subject to the prior “lit” epochs of 
experience, which aligned with early studies demonstrating the persistence of 
hippocampal activity patterns after removal of important cues, suggesting a residual 
memory trace (Muller & Kubie, 1987; O’Keefe & Speakman, 1987). Recently it has been 
demonstrated that the activity fields of spatially receptive units in the hippocampal-
entorhinal network can be governed by visual flow information, even in the face of 
incongruent vestibular and/or self-motion information in both real-life (Jayakumar et al., 
2019) and virtual reality (Chen, et al., 2016; Campbell et al., 2018; Haas et al., 2019) 
paradigms. Additionally the ability to create and maintain stable maps in CA1 appears to 
be reliant on input from extra-hippocampal brain regions, such as the retrosplenial 
(Cooper & Mizumori, 1999; Cooper et al., 2001; Alexander & Nitz, 2015; Alexander et 
al., 2018) and entorhinal cortices (Van Cauter et al., 2008; Hales et al., 2014; Schlesiger 
et al., 2015).  
  What drives the activity of individual place fields during both active and passive 
behavior is still a question of ongoing research. Based on previous reports, spatial firing 
fields of the hippocampus can both be anchored to various reference frames (Gothard et 
al., 1996 & 2001) as well as sensitive to manipulations of the environment that signal a 
change in behavioral context (Markus et al., 1994). Place field remapping can occur from 
manipulating both local (O’Keefe & Conway, 1978; Muller & Kubie, 1987, Shapiro et 
al.,1997) and/or distal cues (Knierim & Hamilton, 2011; Scaplen, et al. 2014) within a 
given environment. Behavioral context such as route (Wood et al., 2000; Frank et al., 
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2000) or task demands (Markus et al., 1995) have also been shown to modulate spatial 
receptive fields of hippocampal neurons. Additionally, hippocampal neurons have 
exhibited activity patterns related to myriad dimensions and elements of ongoing 
experience, such as elapsed time (Pastalkova et al., 2008; MacDonald et al., 2011; 
Kraus et al., 2013), sensory cues (Terada et al., 2017), auditory tones (Aronov et al., 
2017), and attentional demands (Muzzio et al., 2009; Fenton et al., 2010). Taken 
together, these studies, along with many others, support the idea that the hippocampus 
may act as a broad and comprehensive cognitive map (Tolman, 1948; O’Keefe & Nadel, 
1978), allowing for memory encoding & retrieval pursuant to the current ongoing 
experience (Smith & Bulkin, 2014). 
  This study investigates how the dorsal CA1 region of the rat hippocampus 
represents one-dimensional (1D) space during various levels of visual information that 
do not signal any change in the behavioral contingency of the task structure. Further, the 
firing field characteristics of individual units during both outbound and inbound 
trajectories along the linear track environment is assessed. Additionally, trajectory 
selective firing activity will be evaluated at both the individual and ensemble level in 
response to manipulations of lighting conditions. Overall, these experiments probe how 
ongoing experience is encoded by the hippocampus during stereotyped behavior in a 
linear environment, with and without access to visual cues and optic flow.  
4.1. Materials and Methods 
4.1.1. Subjects  
  Subjects were four male Long-Evans rats (Charles River) weighing between 350 
and 500 grams at the start and duration of the experiment. All animals were single 
housed and maintained on a 12 h light/dark cycle (lights on 8:00 A.M. to P.M.). 
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Behavioral training and testing were conducted exclusively during the light phase of the 
vivarium’s daily light schedule. All animals had ad libitum access to food in their home 
cage. During behavioral training and testing, rats were placed on water-restriction when 
behavioral training required it and returned to ad libitum water access during weekends.  
Animals were maintained at a minimum (85%) of their ad libitum feeding body weight 
during all behavioral training and testing periods. Procedures were conducted in 
accordance with the requirements set by the National Institutes of Health and Boston 
University Institutional Animal Care and Use Committee (IACUC). 
4.1.2. Behavioral Apparatus 
  The behavioral training and testing environment was a custom-built wooden 
linear track apparatus (223.53 l x 10.8 w cm) elevated 96.52 cm off the ground. One end 
of the linear track had a fixed reward point (waterport) embedded in a block of wood (8.8 
w x 8.8 l x 5 h cm). The opposite end of the linear track consisted of a moveable open-
top wooden box (26.67 l x 31.75 w x 27.94 h cm) with a waterport positioned 7.62 cm 
from the rear of the chamber and a sliding wooden door on the front (track facing) side of 
the box, to allow for enclosure of the animal during the 10 second Inter-TriaI-Interval (ITI) 
period. This box could be positioned at six equal intervals along the track, each 
separated by a distance of 27.94 cm. The longest distance from the front edge of the 
box to the opposite end reward point measured 180.34 cm. The entire track and box was 
painted black, except for two distinct visual cues on the interior side walls of the movable 
box. Water delivery was controlled by a custom MATLAB (MathWorks) script that 
interfaced with a National Instruments DAQ box (model #6501) allowing for water to be 
dispensed by solenoids connected to a gravity fed water reservoir. The linear track 
environment was situated in the middle of the recording room and enclosed on one side 
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by movable dark black rubber curtains, allowing for viewing of distal room cues by the 
animal when lighting conditions permitted. Otherwise, in light off conditions, all light 
sources were extinguished, with the black curtains fully closed in order to block any 
residual light sources, such as the recording rig computer monitors. The experimenter 
was outfitted with night vision goggles, during light off recording epochs, in order to 
monitor the animal and facilitate maze operation. 
4.1.3. Behavioral Protocols 
  Several behavioral paradigms were employed on the linear track apparatus. 
Animals were first shaped to run, starting from the closed “start box” to the opposite end 
of the linear track (reward point), and then back into the box, receiving a water reward at 
each end point of the track. Once subjects were re-shaped for 3-4 days and 
demonstrated appropriate track running behavior, they experienced a sequence of 
different recording paradigms. For every training and recording session, the start box 
position always began at the longest track length (box position 6). Condition one (Fixed 
box ON, i.e. baseline) consisted of the rats running back and forth along the track, with 
the box fixed for all trials at the longest track length (box position 6) with the room 
moderately lit, in order to allow viewing of both local and distal room cues. The session 
began with the start box door being opened and the animal allowed to journey 
“outbound” along the linear track towards the opposite end of the track in order to 
receive a water reward. After the water reward was consumed, the animal was allowed 
to self-initiate the return (inbound) journey. Once the rat completed the inbound journey 
and made contact with the front edge of the start box, a water reward was dispensed, 
signalling the end of that trial. Once the rat fully entered the start box, the front door of 
the start box was closed and a 10 second inter-trial-interval commenced. After 10 
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seconds had elapsed, the start box door was opened, allowing for the rat to self-initiate 
the following outbound trajectory (i.e. next trial). Session duration for stable box sessions 
was based on the completion of 50 trials or the animal failing to leave the start box for 
more than 30 seconds for multiple neighboring trials.  
  Condition two (Fixed box OFF), just like condition 1, consisted of the start box 
being fixed at the longest track length for all trials, however the entirety of the recording 
session was conducted in total darkness (approximately .001 Lux) as verified via light 
meter. Conditions three (Fixed box On/Off) and four (Fixed box Off/On) also consisted of 
the box being fixed at the longest interval while rats traversed the linear track. However 
in this condition, the lighting was modulated in a 10 trial blocked manner, being either a 
light-on or light-off block of trials. For instance, after 10 trials of lights-on, lighting in the 
testing enclosure was extinguished, leaving the animal to navigate the linear track in 
total darkness. After a subsequent 10 trials of “lights-off”, lighting matching the initial 10 
trial block was returned to the testing enclosure. This lighting manipulation occurred in 
blocks of 10 trials until completion of the recording session.  
  Condition five (Variable box On) consisted of pseudo-randomly shifting between 
the six possible box locations for each trial with the room moderately lit. In this condition, 
the first trial always started with the start box being placed at the longest track location 
(box position 6). Similarly to the baseline (stable box) condition, the rat was allowed to 
freely consume the water reward and explore the immediate end segment of the linear 
track, before turning around to initiate their return journey (inbound trajectory) back into 
the open start box to receive another water reward. Movement of the box consisted of 
carefully sliding the box along the track to the next trial’s starting position during the 10 
second ITI, with the rat inside the closed start box. The next trial began with the opening 
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of the front door of the start box, allowing the animal to exit the box from the new starting 
location along the track, to which they would return to after completing both the 
outbound and inbound traversals of the track. Random box recording sessions lasted for 
the duration of 60 total trials, or until the rat failed to leave the box after 30 seconds on 
multiple subsequent trials. Condition six (Variable box On/Off) was a combination of 
condition four (moving the start box) and the blocked lighting protocol previously 
outlined. For condition five recording sessions, a block of lights ON trials always began 
the session.   
4.1.4. Surgical Implantation 
  Anesthesia was induced by inhalation of 5% isoflurane (Webster Veterinary 
Supply) in oxygen and was maintained at 1.5%–3% throughout the entirety of surgery. 
Before surgery animals were injected with the analgesic Buprenex (buprenorphine 
hydrochloride, 0.03 mg/kg i.m.; Reckitt Benckiser Healthcare) and the antibiotic cefazolin 
(330 mg/ml i.m.; West-Ward Pharmaceutical). The skin of the animal’s head covering the 
skull was shaved and cleaned with alcohol swabs, before being placed in a stereotaxic 
frame (kopf). An incision was made to expose the skull and the bone tissue cleared in 
order to locate stereotaxic coordinates and locations for anchoring screws. All animals 
were implanted with unilateral microdrives containing 18-24 independently drivable 
tetrodes targeting the dorsal aspect of the CA1 cell layer of the hippocampus (centered 
at anteroposterior = -3.6 mm; mediolateral = 2.6; all coordinates derived from bregma). 
Each tetrode was composed of four 12 um RO 800 wires (Sandvik Kanthal HP Reid 
Precision Fine Tetrode Wire; Sandovik). Tetrodes were plated with non-cyanide gold 
solution via electrolysis in order to reduce impedance to between 180 and 220 k𝛀. At the 
conclusion of the surgery, all tetrodes were gradually lowered ~0.5 – ~1.5 mm into 
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tissue. Upon recovery from anesthesia, animals underwent postoperative care for 3 days 
and received doses of Buprenex and Cefazolin, as described above, two times a day 
(12- hour intervals). Animals were allowed to recover at minimum 1 week before 
behavioral re-training and tetrode lowering began.  
4.1.5. Neural Recordings 
  Electrophysiological recordings for this project were collected using a 96 channel 
OmniPlex D Neural Acquisition System (Plexon). Each channel was amplified (1000x to 
10,000x) and bandpass filtered for both single-unit activity (154 Hz to 8.8 kHz) and local 
field potentials (1.5 Hz to 400 Hz), before being digitized and collected at 40 kHz. Spike 
channels were referenced to a local electrode in the same region in order to remove 
both movement-related noise artifacts and any electrical noise. Action potentials of 
neurons were detected via threshold crossing and were isolated via manual offline 
clustering, employing Offline Sorter v3 (Plexon). After recording sessions, individual 
tetrodes were advanced, based on visual inspection, in order to maximize neural unit 
yield, and allowed to settle for a period of at least 12 hours, overnight, before the next 
possible recording session. Cineplex Studio (Plexon) was used for capturing behavioral 
tracking data via three infrared LEDs positioned atop the microdrive electrode interface 
board (EIB). Cineplex Editor v3 (Plexon) was employed to enter event markers and to 
verify and correct animal positional tracking data. 
4.1.6. Histology 
  Upon completion of behavioral testing, rats were anesthetized with <5% 
isoflurane in oxygen. Anatomical recording sites were confirmed by creating a small 
lesion in the brain tissue by passing a 40 µA current until the connection was severed. 
Immediately after creating electrolytic lesions, animals received an overdose injection 
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(interperitoneal) of Euthasol (Virbac AH) before being intracardially perfused with 0.9% 
saline followed by 10% phosphate buffered formalin (VWR). Brains were removed and 
placed in additional 10% formalin phosphate until sectioning into 40 µM thick sections 
via cryostat (CM 3050s; Leica Biosystems). Brain sections were stained with cresyl violet 
in order to visually confirm tetrode recording sites. 
4.1.7. Quantitative and Statistical Analysis 
All analysis of the collected data was performed using both built in functions as well as 
custom scripts for MATLAB version R2019a (The MathWorks) as described below. 
Linearized firing rate vectors 
  For each recording session the linearized position for every ‘outbound’ and 
‘inbound’ traversal of the maze was constructed by manually tracing the entire 
behavioral trajectory of the animal and assigning each location to a corresponding 2.25 
cm spatial bins. This translated our X and Y coordinate tracking system into a linear 
analog of position. For each sorted unit, the timestamp for each spike that occurred 
during the recording session was then assigned in a bin-wise manner, in order to 
construct a Unit x Trial x Bin x Firing Rate structure, for each of the two separate 
trajectories (‘outbound’ & ‘inbound’). From this structure of data we were able to 
determine average firing rate vectors and fields of activity related to traversals of the 
linear track environment. We were then also able to sort activity in a trial-by-trial manner, 
allowing us to evaluate neural activity related to lighting condition and/or start box 
location.  
Population level analysis 
  The population vector correlation analysis was conducted by first constructing 
lighting condition averaged linearized firing rate vectors for all putative pyramidal units 
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that passed initial thresholds (minimum trial average firing rate > .01 Hz & maximum 
session average firing rate below 5 Hz) for each trajectory direction for all six starting 
box locations. The entire population recorded across the four rats used was collated in 
order to construct a matrix that consisted of the firing rate for each unit (j) at each 
linearized spatial bin (i). The average firing rate vector for each of the included box 
positions (1-5) was then correlated (Spearman) using the built in ‘corr’ function in 
MATLAB (MathWorks), to the corresponding linearized spatial bins of the longest track 
length (box position 6), at every corresponding linearized bin. This bin-wise correlation of 
population-based firing rate vectors resulted in a matrix of correlation values 
demonstrating the level of similarity of neural activity as animals traversed the linear 
track environment in each direction of travel.  
4.2 Results 
4.2.1. Experimental protocol overview and behavioral results 
Utilizing hyperdrives equipped with tetrodes, extracellular data from putative pyramidal 
neurons in the dorsal CA1 region was recorded from well-trained rats engaged in a goal-
directed linear track task (Figure 4.1a) with two distinct lighting conditions; lights ‘ON’ & 
lights ‘OFF’. In this task rats were trained to leave the start box (outbound) and run to the 
opposite end of the track in order to receive a water reward. After reward consumption, 
rats were allowed to freely explore the track end area before making the return (inbound) 
journey back to the start box (figure 4.1a, middle panel). Once fully inside the box, a 
water port located at the back of the box dispensed a water reward and the sliding door 
to the box was shut, enclosing the animal in the start box for an imposed 10 second 
inter-trial-interval, before beginning the next trial. During each stable box recording 
session, approximately 50 trials were run with one of the two blocked lighting conditions 
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depicted in figure 4.1b. Changes in lighting condition occurred while the animal was 
enclosed in the start box during the 10 second ITI epoc. For transitions to lights ‘OFF’ 
trial blocks, all light sources were extinguished and the light-blocking curtains fully 
drawn, resulting in total darkness (lux <.01). During periods of darkness, night-vision 
goggles were used by the experimenter in order to operate the start box enclosure and 
observe animal behavior, which was tracked via infrared LEDs. Examples of full session 
behavioral trajectories for both initial lighting conditions (lights ‘ON’ or lights ‘OFF’) can 
be seen in figures 4.1c & d, with markers indicating the beginning (colored arrows) and 
end (blue stars) of outbound trajectories.  
  For the recording sessions that began with a lights ‘ON’ block of trials, there was 
no difference in the duration of outbound running trajectories (lights ‘on’ average=3.7 
sec, sd=6.83, light ‘off’ average=4.15 sec, sd=3.95, t-test; p=.39, df=498, t-stat=-0.85; 
figure 4.2a, left-side). However, the distributions of output trajectory durations differed 
significantly (KS-test: p<.001, D=.32; figure 4.2c). There was a significant difference in 
average journey duration between lights ‘on’ and lights ‘off’ inbound trajectories (lights 
‘on’ average=4.04 sec, sd= 4.71, lights ‘off’ average=6.26 sec, sd=6.92; t-test  p<.001, 
df=498, t-stat=-4.26; figure 4.2a, right side), as well as significant difference in the 
distributions of travel times for inbound trajectories (KS-test: p<.001, D=.403; figure 
4.2d).  
 For the recording sessions that began with a lights ‘OFF’ block of trials, there 
was a significant difference in the duration of outbound running trajectories (lights ‘on’ 
average=3.07 sec, sd= 1.51, n=80; light ‘off’ average=3.78 sec, sd=2.73 sec; t-test; 
p=.035, t-stat=-2.11, df=198, sd=2.32; figure 4.2b, left side). The distributions of journey 
duration also significantly differed (KS-test: p<.001, D=.37, figure 4.2e). For inbound 
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trajectories, there was a significant difference in trajectory duration between lights ‘on’ 
and lights ‘off’ trials (lights ‘on’ average=3.26 sec, sd=2.07; lights ‘off’ average=4.48 sec, 
sd=4.56; t-test: p=.026, t-stat= -2.23, df=198; figure 4.2b, right side). Further, the 
distributions of elapsed time to complete an inbound journey were also found to be 
significantly different, with lights ‘OFF’ inbound trials having a greater proportion of 
longer duration trials (KS-test; p<.001, D=.45, n=80v120; figure 4.2f). Overall, traversals 
of the linear track during lights ‘OFF’ trials were found to be of longer average duration, 
except for outbound dark journeys that had an initial light ‘ON’ trail block to begin the 
recording session.  
4.2.2. Individual units showed preference to specific lighting conditions 
  Figure 4.3 depicts example spiking activity for individual units recorded during 
sessions that began with an initial block of 10 light ‘ON’ trials, before switching to a block 
of lights ‘OFF’ trials. While the entire population of recorded putative pyramidal units 
displayed a range of spiking behavior, in this figure it can be clearly observed that some 
units showed preference to a specific lighting condition, as well as directional selectivity 
in many cases. In the leftmost column of figure 4.3, it can be seen that there were units 
that exhibited spiking activity preferentially in the outbound direction of travel during 
lights ‘ON’ blocks of trials (figure 4.3b). Figure 4.3c depicts units that preferred to spike 
during lights ‘OFF’ trials in the outbound direction of travel. Figure 4.3d shows units that 
had increased levels of spiking activity in the inbound direction of travel during lights 
‘ON’ trial blocks. The rightmost column of figure 4.3 shows units that selectively fired 
during inbound lights ‘OFF’ trials (figure 4.3e).  
  Figure 4.4 shows example spiking activity for individual units from recording 
sessions that began with an initial block of lights ‘OFF’ trials, before turning the lights on 
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for a block of 10 trials.  In the leftmost column of figure 4.4, it can be observed that there 
were units that exhibited spiking activity specifically in the outbound direction of travel 
during lights ‘ON’ blocks of trials (figure 4.4b). The top panel of Figure 4.4c depicts a unit 
that preferred to spike during lights ‘OFF’ trials in the outbound direction of travel, 
whereas the bottom unit of figure 4.4c preferentially fired during lights ‘OFF’ trial blocks 
in a spatially specific and bidirectional manner. Figure 4.4d shows units that had 
increased levels of spiking activity in the inbound direction of travel during lights ‘ON’ trial 
blocks as compared to the lights ‘OFF’ trial blocks. The rightmost column of figure 4.4 
shows units that preferentially fired during inbound lights ‘OFF’ trials (figure 4.4e). 
Overall, it can be observed from the collection of units contained in figures 4.3 and 4.4, 
that hippocampal units can express a bias to direction of travel along the linear track 
environment as well as to lighting condition (light ‘ON’ versus light ‘OFF’), in a non 
history-dependent manner.  
4.2.3. Non-uniform distribution of fields in a 1-D environment with and without visual 
input 
  Figure 4.5 shows the sorted condition averaged firing rate heatmaps for both 
directions of travel, separated by lighting condition for light ‘ON’ starting sessions. The 
sort order for each unit contained in the heatmap (row) is based on the linearized spatial 
bin of peak firing activity (max firing rate bin) for each lighting condition and direction of 
travel separately. For all lights “ON” and lights “OFF” sorted populations of activity fields, 
the entire length of the track was covered and tiled by the corresponding collection of 
units. We sought to test if there was a difference in the allocation of activity fields across 
the stable 1-dimensional linear track environment in both directions of travel between 
lighting conditions.  
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  For lights “ON” outbound trial active units (figure 4.5a) the distribution of peak 
field location was found to be significantly different than a bound-matched uniform 
distribution (KS-test: p<.01, D=.22, n=63; figure 4.5b, red lines), with more fields being 
present in the earlier segments of the outbound trajectory, as shown in the leftward bias 
of the solid red line away from the dotted red line. However, the distribution of firing 
fields during the outbound lights ‘OFF’ blocks trials (figure 4.5c) was not found to differ 
from a uniform distribution (KS-test: p=0.08, D=.15, n=64, figure 4.5b, black lines). Yet, 
these separate distributions of activity fields based on lighting condition (‘ON’ versus 
‘OFF’) did not significantly differ from one another (KS-test, p=.36, D=.16) in the 
outbound direction of travel. This difference may arise from how visual cues and/or optic 
flow may modulate place field allocation.  
  For the lights ‘OFF’ starting condition, the distribution of fields between the two 
lighting conditions exhibited the opposite relation of field allocation as observed for the 
lights ‘ON’ starting sessions. During lights ‘ON’ trials in the outbound direction of travel 
(supplementary figure 4.1a) demonstrated a distribution of fields along the linear track 
that did not differ from a uniform distribution (KS-test: p=.11, D=.24, n=23; 
supplementary figure 4.1b). However, the distribution of fields during lights ‘OFF’ trials in 
the outbound direction of travel (supplementary figure 4.1c) did demonstrate a non-
uniform distribution of fields along the linear track (KS-test: p<.05, D=.32, n=22; 
supplementary figure 4.1b). This alternative finding from that of the lights ‘ON’ start 
recording sessions may perhaps be due in part to the lower number of units deemed 
reliably active units across the 4 total recording sessions that comprise the lights ‘OFF’ 
start dataset. Furthermore, it would be useful to acquire more recordings of the lights 
‘OFF’ start sessions to more fully evaluate the trends observed here in order to better 
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assess how visual information or the lack thereof may be a controlling factor in place 
field allocation as it pertains to linearized environments.  
  In the inbound direction of travel, beginning from the track end traveling back 
towards the start box, firing fields for lights ‘ON’ (figure 4.6a) and lights ‘OFF’ (figure 
4.6c) trial blocks were found to both be uniformly distributed along the entirety of the 
track (KS-test: lights ‘ON’: p=0.16, D=.14, n=58 & lights ‘OFF’: p=0.74, D=.10, n=39; 
figure 4.6b). Additionally, the two distributions of activity fields during inbound travel 
during ‘lit’ and ‘dark’ trial blocks, did not significantly differ from one another (KS-test: 
p=.27, D=.19). This pattern of a uniform distribution of fields along the span of the linear 
track environment in the inbound direction was further observed in the heatmaps from 
the recording sessions that began with a trial block of lights ‘OFF’ (supplementary figure 
4.1d & 4.1f). For both lighting conditions, inbound patterns were found to not significantly 
differ from a uniform distribution (KS-test: lights ‘ON’: p=0.47, D=.17, n=22 & lights 
‘OFF’: p=0.46, D=.23, n=12; supplementary figure 4.1e), as well as each other (KS-test: 
p=0.61, D=.25).  
4.2.4. Loss of visual information induces remapping of hippocampal fields  
  The observation of remapping between lighting conditions during traversals of 
the linear track, as highlighted in the example units of figures 4.3 and 4.4, led us to 
further investigate changes in the hippocampal representation at the population level. 
Figure 4.5d is a firing rate vector heatmap based on averaged activity from lights ‘ON’ 
trials, but with the sorting order of the units determined by the order of the peak of firing 
from the lights ‘OFF’ outbound based activity profiles. This shows that the ordering is not 
consistent. Figure 4.5e is a firing rate vector heatmap based on averaged activity from 
lights ‘OFF’ trials, but with the sorting order of the units determined by the order of the 
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peak of firing during the lights ‘ON’ based outbound activity profiles. For both of these 
plots the firing rate was normalized to that of the opposite lighting condition than the 
firing activity was prepared from, in order to observe any rate differences relative to the 
lighting condition difference. It can be observed that the ordering of these plots look very 
dissimilar to their counterparts in the above figure panels (figures 4.5a & 4.5c). A similar 
trend of disordered fields can be clearly viewed in figure 4.6 plots, d & e, for the inbound 
direction of travel. The units (rows) that constitute these plots have been selected and 
reordered in the same manner as the previous matching figures (4.5d & 4.5e). This 
illustrates that the ordering of the firing peaks in one lighting condition is very different 
than the ordering in the opposite lighting condition. Additionally, there were no significant 
group differences in peak firing rate based on lighting condition (supplementary figure 
4.2), which could have contributed to a general increase or decrease of rate-remapping 
between the lighting conditions. Overall, the disordered activity patterns of these figures 
suggest a dynamic remapping between lighting conditions beyond units simply turning 
on or off in a binary manner.   
4.2.5. The hippocampal population represents position differently between lighting 
conditions 
  Figure 4.7 shows population-level firing rate vector correlation heatplots from 
hippocampal activity collected from the lights ‘ON’ starting block recording sessions. For 
the outbound direction of travel (top row of figure panel 4.7), the highest correlation 
values run along the diagonal, indicating strong similarity in the spatial representation for 
both lighting conditions (lights ‘ON’ in figure 4.7a and lights ‘OFF’ in figure 4.7b), when 
comparing odd versus even trial average firing rate vectors. However, when the lights 
‘ON’ and lights ‘OFF’ population-level firing rate vectors are compared along the length 
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of the linear track, a band of lower correlation values along the diagonal are observed 
(figure 4.7c). This reduction in high correlation values at the matching spatial bins (i.e.. 
diagonal) indicates that the population-level activity acquired from trials of the opposite 
lighting condition differ from each other, in contrast to higher similarity for trials within the 
same lighting condition. Further, it can be seen that the start and end locations of 
outbound trajectories share the greatest similarity between the two lighting conditions as 
shown by the brighter colors at the bottom left and top right corners of the lights ‘ON’ 
versus lights ‘OFF’ population vector correlation matrix (figure 4.7c).  
  The inbound direction of travel was also addressed with a population-level 
representation of space in the bottom half of figure 4.7. Again, for the lights ‘ON’ portion 
of inbound trials, a band of high correlation values can be clearly seen in figure 4.7d, 
which indicates a high degree of internal consistency for hippocampal representations in 
this condition (i.e., inbound lights ‘ON’). However, in figure 4.7e, no diagonal band is 
present in the population vector correlation matrix between odd and even inbound 
trajectories in the lights ‘OFF’ trials, which suggests lower internal consistency for the 
representation of space for the lights ‘OFF’ trials as compared to their lights ‘ON’ 
counterpart (i.e., figure 4.7d). Figure 4.7f shows a low correlation between inbound 
trajectories in the lights ‘ON’ and lights ‘OFF’ conditions. Only at the beginning of 
inbound trajectories (upper right corner for right to left direction of travel) does the 
hippocampal population represent position in a similar manner between the two lighting 
conditions. While further investigation is needed in order to better understand the lack of 
similar spatial representations during inbound lights ‘OFF’ trials, it can be observed from 
the plots in figure 4.7 that hippocampal representations of space during outbound travel 
can be reliably coded with or without visual information. In addition, data shows that the 
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beginning and ends of journeys are most similarly represented at the population level.   
4.2.6. No difference in directionality between lighting conditions 
  The loss of visual information may increase the reliance of the hippocampus to 
use non-visual sensory modalities and/or an internally derived sense of location while 
traversing the linear track. To assess if there was greater directional path-equivalence in 
the representation of position, we constructed population-based firing rate vectors to 
visualize how directional tuning was represented at the population level. For this analysis 
we only included putative pyramidal units (trial averaged firing rate < 5 hz) and required 
them to be ‘significantly’ active (trial averaged peak firing rate > .1 hz) in at least one of 
the two directions of travel (outbound and/or inbound) for at least one of the lighting 
conditions, resulting in the inclusion of 84 units. Figure 4.8b shows the Spearman 
correlation between population vectors at each pair of spatial bins that correspond to the 
full distance traveled for an entire trial (360 cm/160 bins). While the highest correlation 
values fall in the quadrants comparing the same direction of travels (bottom left & top 
right), there was essentially no correlation between the two directions of travel, which 
can be observed via the dark coloring of the bottom right & top left quadrants of the 
population vector correlation plot (figure 4.8b). The lack of any diagonal bands of high 
correlation values perpendicular to the full track length diagonal in the top left and 
bottom left quadrants visually demonstrates the highly directional nature of spatial 
coding of the hippocampal representation. Further, it can be observed that the positions 
most similarly represented within the hippocampal population are the beginning and 
ends of track traversals, as previously shown in figures 4.7c & 4.7f. 
4.2.7. Shift of activity field ordering between lit and dark trials for biconditional units 
  In order to better understand what changes were contributing to the reduction in 
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similarity in the coding for travel across the two lighting conditions, we sought to 
investigate the units that expressed activity fields in both lighting conditions (figure 4.9). 
A population of 32 putative pyramidal units were found to be reliably and significantly 
active in both lighting conditions in the outbound direction of travel for sessions that 
began with a lights ‘ON’ block of trials. These units were first sorted relative to the peak 
of spiking activity separately for the lights ‘ON’ and lights ‘OFF’ lighting conditions 
(figures 4.9a & b, respectively). Again, the allocation of fields along the track in the 
outbound direction for lights ‘ON’ trials was found to be non-uniform whereas lights ‘OFF’ 
trials did not significantly differ from a uniform distribution (KS-tests; lights ‘ON’: p<.01, 
D=.28; lights ‘OFF’: p=.11, D=20; Figure 4.9d). Additionally, the two distributions of fields 
did not significantly differ from one another (KS-test: p=.58, D=.18; figure 4.9d), a similar 
finding when we considered the full collection of units that comprised outbound 
trajectories depicted in figure 4.5b. 
  As this population of units expressed fields of activity across both lighting 
conditions, we further sought to uncover if lighting conditions had any discernible impact 
on the principal fields of these biconditional units in the outbound direction of travel. 
Figure 4.9c shows the lights ‘OFF’ activity fields resorted and firing rate normalized 
relative to their corresponding lights ‘ON’ sorted order. The sequential ordering of the 
fields between the two lighting conditions was found to not be significantly correlated 
(p=.07, r=-.31; spearman correlation; figure 4.9e) or fit by a linear model (r2=.10, df=30). 
Figure 4.9f shows the relation of field locations between the lighting conditions, which 
was found to be significantly related (Spearman: r=.42, p<.05) and significantly fit by a 
standard linear model (r2=.30, df=30, coefficients with 95% confidence bounds: linear 
term= .50 (+/-.28), intercept=17.35 (+/-11.29); figure 4.9f). While some changes in peak 
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firing rate of individual neurons can be observed in figure 4.9g, peak firing rate between 
the two lighting conditions was found to be correlated for each unit (r=.56, p<.01; 
Spearman corr) with no significant group differences in peak field averages (t-test: 
p=.58, df=62; red line in figure 4.9g). Furthermore, peak firing rate between lit and dark 
blocks of trials did not differ in the distribution (KS-test: p=.79, D=.15, figure 4.9h), further 
demonstrating comparable levels of spiking activity across lights ‘ON’ and lights ‘OFF’ 
trial blocks. Figure 4.9i shows the correlation of population firing rate vectors between 
the two lighting conditions along the length of the linear track. This figure demonstrates 
that the start and ends of outbound trajectories were represented in a more similar 
manner across lighting conditions whereas middle portions of the track had lower 
degrees of similarity, which matches the positional remapping of field peaks observed in 
figure 4.9f. In sum, the sequential activity of units was found to significantly differ 
between lighting conditions in the outbound direction of travel. 
 
4.3. Discussion 
The present study evaluated how the CA1 region of the hippocampus represents 
traversals of a linear environment, with and without visual information available. While 
employing a linear track behavioral paradigm coupled with a blocked lighting 
manipulation, we were able to demonstrate the sensitivity and selectivity of the 
hippocampus to modifications of visual input that were non-specific to the task at hand. 
We show that individual units can be selectively active for dark or lit conditions (figure 
4.3) and illustrate that firing fields during the dark epochs are not solely a result of 
maintained fields held over from a prior lit condition (figure 4.4). We additionally 
demonstrate that in the presence of visual information the allocation of fields along the 
linear track in the outbound direction of travel does not follow a uniform distribution 
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(figures 4.5b & 4.9d) and moreover that the spatial coding is directionally specific with or 
without the presence of visual cues (figure 4.8). Furthermore, it is shown that the 
hippocampal code quickly remaps with the removal or addition of visual stimuli, even 
when that alteration does not signal a change in task contingency within the same 
environment (figures 4.5, 4.6 & 4.9).   
  There is general consensus that individual units within the hippocampus can fire 
in relation to an animal's traversal through a specific location in space (O’Keefe & 
Doskovsky, 1971; O’Keefe, 1976; Best & Ranck, 1982; McNaughton et al., 1983). 
However, the receptive fields of these same hippocampal units can also be modulated in 
a contextual manner (Hasselmo & Eichenbaum, 2005; Smith & Mizumori, 2006; Smith & 
Bulkin, 2014), are sensitive to manipulations of distal and local cues and reference 
frames (Muller & Kubie, 1987; Gothard et al., 1996 & 2001; Shapiro et al., 1997; Knierim 
& Hamilton, 2011; Scaplen et al., 2014; Jayakumar et al., 2019), as well as attentional & 
behavioral demands (Markus et al., 1994; Frank et al., 2000; Wood et al., 2000; 
Ferbinteanu et al., 2003; Griffin et al., 2007; Kennedy & Shapiro, 2009; Fenton et al., 
2010). Such dynamic neural coding schemes appear to demonstrate the role of the 
hippocampus in creating a wide and comprehensive cognitive map of ongoing 
experience (Tolman, 1948; O’Keefe & Nadel, 1978) which can be encoded and later 
used to guide appropriate navigational demands (O’Keefe & Speakman, 1987, 
Eichenbaum & Cohen, 2014), as further supported by impairments of spatial memory 
caused by lesions of the hippocampal region (Morris et al., 1982; Moser et al., 1993; Tse 
et al., 2007). Previous studies have also suggested a role for mnemonic and idiothetic 
processes in facilitating the maintenance of spatial maps during visual cue impoverished 
epochs (O’Keefe, 1976; Muller & Kubie, 1987; O’Keefe & Speakman, 1987; Quirk et al., 
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1990; Markus et al., 1994; Sharp et al., 1995; Zhang et al., 2014); suggesting path-
integration processes in maintenance of spatial maps (McNaughton et al., 1996 & 2006; 
Etienne & Jeffery, 2004). However, findings presented here raise questions as to the 
role of hippocampal firing fields in purely path-integration processes as well as how 
vision and other sensory modalities combine in the hippocampal network to facilitate the 
mapping of ongoing experience as it pertains to navigation (Evans et al., 2016; Poulter 
et al., 2018) and ultimately episodic memory (Tulving & Markowitch, 1998).  
4.3.1. Firing fields are selective to lighting condition 
  A stable linear track environment coupled with a naturalistic and undemanding 
behavioral task (i.e., repeated running to known goal locations) was employed alongside 
a simple yet profound manipulation of external sensory information, allowing us to 
assess how spatial coding of the hippocampus can exist and/or persist during periods of 
removed visual cues. The alteration between lighting conditions did not signal any 
change in the behavioral context or demands of the task, however dynamic and rapid 
remapping was observed at the single unit and population level of the hippocampal 
representation of ongoing experience. For both initial lighting conditions (start ‘ON’ or 
start ‘OFF’), some individual units exhibited activity fields that were biased in favor of the 
lights ‘OFF’ blocks of trials (figures 4.3c & e, 4.4c & e). Further, in both lights ‘ON’ and 
lights ‘OFF’ initial lighting block sessions, it can be observed that many example fields 
that were active during the lit trial blocks became instantly silent or altered during the 
interleaved dark, lights ‘OFF’ block of trials. Additionally, many fields that existed during 
lights ‘ON’ trials failed to persist during lights ‘OFF’ trial blocks and vice versa. Overall, 
these two sets of individual unit examples simply and clearly demonstrate that not only 
do hippocampal cells quickly and dynamically remap in the face of changing external 
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stimuli, but firing fields during ‘dark’ epochs are not solely a result of mnemonic 
processes held over from ‘lit’ conditions, as has been postulated by theories of path-
integration (Quirk et al., 1990; McNaughton et al., 1996). However, it appears that 
idiothetic processes in partnership with available external references are able to sustain 
the ability to generate a cognitive map of space during dark epochs, which in the case of 
this study is a map that differs from lit epochs.  
4.3.2. Hippocampal maps of space are not solely governed by internal representations 
  Between lighting conditions, all aspects of the experience, notably heading 
direction and behavior of the animals, remained the same during traversal of the familiar 
linear track environment. Yet when only considering the population of units that were 
active across both lighting conditions, the removal of visual information altered the code 
from that of the prior lights ‘ON’ epoch (figure 4.9). If the hippocampus was exclusively 
utilizing self-referenced and internal factors to represent traversals of the track, as path-
integration theories would suggest and studies have concluded, there should be little 
difference between the two lighting conditions, especially as the animal could 
mnemonically compensate for the missing visual elements (Quirk et al., 1990; Markus et 
al., 1994) and/or utilize a conserved head-direction signal (McNaughton et al., 1991; 
Knierim et al., 1998) along with idiothetic motion cues anchored to environmental edges 
(Zhang et al., 2014; Hardcastle et al., 2015) to generate a representation of location 
(McNaughton et al., 1996). Instead, we observe a difference in the location and ordering 
of fields for the same outbound trajectories the animal makes between different lighting 
conditions.  
  Perhaps it is not the case that the hippocampus automatically generates spatial 
firing fields solely based on an internalized sense of past experience, but rather the 
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allocation of fields is more biased by the balance of incoming salient external and 
internal features and elements that constitute the entirety of the current ongoing 
experience (Jeffery et al., 1997; Fenton et al., 2010; Jayakumar et al., 2019). 
Additionally, there may be differences between this task and others, as there is no overt 
hippocampal demand imposed here, which could be a factor in modulating how ongoing 
experience is coded for and could influence the degree of remapping between lighting 
conditions. However, as it pertains to the study here, the difference in hippocampal 
motifs between the two lighting conditions suggests that hippocampal representations 
are not solely governed by internal representations, but rather that the idiothetic-based 
reference frame sets a baseline state or scaffold onto which visual or other sensory 
elements can be mapped, and furthermore that the hippocampus can have multiple 
representations of the exact same environment (Sharp et al., 1995; Fenton et al., 2010; 
Sheintuch et al., 2020). 
4.3.3. Hippocampal activity fields are not allocated uniformly 
  Hippocampal maps of space have been shown to be influenced by salient 
landmarks (Etienne et al., 1996; Shapiro et al., 1997; Scaplen et al., 2014; Geiller et al., 
2017; Jayakumar et al., 2019) as well as allocentric and egocentric frames of reference 
(Gothard et al., 1996 & 2001; Haas et al., 2019). During outbound traversals in the lit 
condition there was a non-uniform distribution of fields along the linear track, whereas 
during lights ‘OFF’ trials the allocation of fields more closely followed a uniform 
distribution of fields (figure 4.5b). This pattern of lighting condition specific field 
disbursement was also observed for the biconditional units (figure 4.9d). The increased 
density of fields nearest the start box (beginning location of the trajectory), may suggest 
that there is additional salience granted to the beginning of trajectories that start from a 
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prominent landmark in the presence of visual cues. This finding of non-uniformity and/or 
compressed representation of space spanning the length of travel, follows a similar 
profile to those of other 1-dimensional CA1 representations such as time fields 
(Pastalkova et al., 2008; MacDonald et al., 2011; Kraus et al, 2013), auditory space 
(Aronov et al., 2017) and other sensory cues (Terada et al., 2017).  
  However, the distribution of fields for the inbound direction of travel (figure 4.6) 
did not significantly differ from uniform for either lighting condition, which shows a 
discrepancy between the two directions of travel. It is likely not possible from this present 
dataset to uncover the basis for this observed difference in field distribution, but several 
factors may contribute to this difference. The non-uniform distribution observed during 
the lights ‘ON’ trials may be in part due to additional salience granted to the start box, 
where the animal starts and ends the entire track running portion of the task, before 
waiting inside the box during the 10 second ITI. Additionally, the elevated threshold of 
the box may further segregate the linear track apparatus into two separate entities (i.e. 
box & track), facilitated by tactile and vestibular cues. The well-defined edge of the box 
may also serve to reference and anchor the spatial map of the track surface similar to 
that of an environmental boundary (Zhang et al., 2014; Hardcastle et al., 2015; Giocomo, 
2016; Hinman et al., 2019; Alexander et al., 2020). The end of the track may be a less 
salient landmark and/or impacted by a more variable behavioral state and thus there 
could be reduced anchoring of the spatial map of the entire track to this point for both 
lighting conditions. Further investigation into what sets the non-uniform allocation of 
fields should be addressed in subsequent studies, perhaps by varying the end of track 
water port location to increase attention and/or awareness to the animal’s position in 
space and allow for the evaluation of the alignment of receptive fields to various spatial 
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frames of reference (Gothard et al., 1996 & 2001; Bjerknes et al., 2018; Haas et al., 
2019; Jayakumar et al., 2019).   
4.3.4. Efferents contributing to the hippocampal representation of experience 
  A major efferent projection to the hippocampal formation is the entorhinal cortex, 
demonstrating a differential gradient of regional projections to the hippocampus based 
on medial or lateral topography of this cortical region (van Groen et al., 2003), reflecting 
differing degrees of spatial and object related content & information (Deshmukh et al., 
2011). It is believed that much of the idiothetic and environmental referenced spatial 
content enters into the hippocampus via the medial portion of the entorhinal cortex 
(MEC) (Hargreaves et al., 2005; McNaughton et al., 2006) whereas lateral portions of 
the entorhinal cortex (LEC) provide more non-spatial types of information, such as the 
coding of objects (Deshmukh et al., 2011). Further, there has been recent evidence that 
there is specific innervation of the medial and lateral portions of the entorhinal cortex to 
the sublayers of the CA1 region (Masurkar et al., 2017), resulting in differential stimulus 
sensitivity for individual neurons (Geiller et al., 2017), which could be a contributing 
factor as to how discrete units in this study were modulated by the lighting manipulation.  
  Many of the classified phenotypes of single unit activity (i.e., grid-cells, border-
cells & head-direction cells) of the MEC display spatial firing in relation to the animal’s 
position and trajectory within a given environmental enclosure (Hafting et al., 2005; 
Hargreaves et al., 2005), typically with visual cues that allow for sustained orienting. 
Characteristics of MEC grid-fields have been shown to be altered or degraded during 
epochs of darkness (Hafting et al., 2005; Chen et al., 2016; Perez-Escobar et al., 2016). 
Disruption of MEC input to the hippocampus can impact the spatial and temporal coding 
and organization of CA1 units (Hales et al., 2014; Schlesiger et al., 2015; Robinson et 
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al., 2017) as well as impairing navigation on certain behavioral tasks (Hales et al., 2014). 
Recently it has been reported that in the face of reduced spatial selectivity, resulting 
from wider firing fields, the spatial location of grid-field centers remains consistent and 
stable across lit and dark lighting conditions and further that during free-foraging in a 
walled square open field arena, MEC units maintain similar levels of speed-modulated 
tuning in complete darkness as compared to lit epochs (Dannenberg et al., 2020). 
Additionally, this study revealed that individual MEC unit self-motion theta-rhythmic 
modulation was stronger during lit epochs, across a wider span of frequencies, whereas 
during dark epochs individual units demonstrated greater within frequency 
synchronization (Dannenberg et al., 2020). The results from this study, along with 
others, may provide constraints on the mechanism for the observed remapping and to a 
greater extent the reordering of the firing fields for hippocampal units between the two 
lighting conditions in this present study. 
  In this study, as with most others, there was heterogeneity in the population in 
regards to the preference and degree of sensitivity to the lighting manipulation. Perhaps 
superficial CA1 units, which receive stronger LEC versus MEC input (Masurkar et al., 
2017), are more stable across lighting conditions, reflecting other sensory modalities 
such as olfaction (Xu & Wilson, 2012; Chapuis et al., 2013), which would have remained 
relatively consistent across all trials, regardless of lighting condition. Such consistency 
across trials could have provided an odor-map of the linear track environment, upon 
which the experience could be mapped. Further, the changes in firing rate between the 
two lighting conditions could reflect the varying level of strength or salience of these 
other sensory modalities in relation to travel along the linear track. In a sense, the 
difference between lighting conditions may demonstrate how hippocampal units can be 
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biased in a modality specific manner, based on available and reliable extra-hippocampal 
inputs from the entire entorhinal cortex (Hargreaves et al., 2005; Deshmukh et al., 2011; 
Masurkar et al., 2017). Further study utilizing greater topographic specificity in recording, 
likely via multicontact high-density probes in a manner similar to Geiller et al., 2017 
would allow for these anatomical premises of laminar differences in neural coding to be 
evaluated.  
  The retrosplenial cortex (RSC) has been shown to be critical when navigating a 
previously learned maze in darkness (Cooper & Mizumori, 1999), and inactivation of 
RSC in both lit and dark conditions can elicit reorganization of CA1 place fields during a 
radial maze task (Cooper & Mizumori, 2001). Both visual and self-motion information are 
combined in the retrosplenial cortex (Mao et al., 2020), perhaps serving as a locus for 
deriving positional and self-motion elements related to allocentric and egocentric 
navigational reference frames (Alexander & Nitz, 2015; Alexander et al., 2020). The 
retrosplenial cortex in turn provides idiothetic-based spatial information to the 
hippocampal formation primarily via inputs through the MEC (Wyss & Van Groen, 1992) 
and postsubiculum (Van Groen & Wyss, 1990), which could facilitate much of the path-
integration based navigation as well as spatial coding observed through the entorhinal-
hippocampal pathway (Etienne & Jeffery, 2004; Alexander et al., 2018). Further, the 
anterior thalamic nuclei (ATN) are densely and reciprocally connected with the RSC, 
providing a head-direction signal which can maintain stability through extended periods 
of darkness (Knierim et al., 1998), yet this was not sufficient to mitigate hippocampal 
field remapping during the interleaved epochs of darkness that typically lasted less than 
10 minutes during highly-stereotyped linear track behavior with conserved local tactile 
and olfactory cues. However, additional recordings with dual site specificity or targeted 
 
173 
inactivation would be needed in order to fully assess if the proportion of fields that 
remained consistent across both lighting conditions (bi-conditional units) were a result of 
conserved RSC spatial coding.  
4.3.5. Further questions and directions  
  The findings of this study raise several questions regarding how the 
hippocampus constructs maps of experience, which could be beneficial to further 
explore. A primary question is how various cortical regions contribute to hippocampal 
motifs (Van Groen & Wyss, 1990; McNaughton et al., 2006; Rueckemann et al., 2016; 
Marurkar et al., 2017; Alexander et al., 2018) and further what factors, such as context 
(Markus et al., 1995; Wood et al., 2000; Ferbinteanu & Shapiro, 2003; Hasselmo & 
Eichenbaum, 2005; Smith & Mizumori, 2006) or internal/attentional demands (Kennedy 
& Shapiro, 2009; Muzzio et al., 2009; Fenton et al., 2010) shape or bias the current 
representation. In many cases idiothetic-based CA1 spatial coding appears to be 
superseded by visual cues (Jeffery et al., 1997; Bjerknes et al., 2018; Jayakumar et al., 
2019), yet it is unknown if vision dominates all other sensory modalities, or if there is a 
dynamic sensory hierarchy of cue influence (Shapiro et al., 1997; Geiller et al., 2017; 
Marurkar et al., 2017) across the septotemporal axis of the hippocampus. 
Reorganization of the hippocampal code occurs when units change their reliance on 
available sensory information (Cooper & Mizumori, 2001; Scaplen et al., 2014; Zhang et 
al., 2014) and input streams (Van Cauter et al., 2008; Hales et al., 2014; Schlesiger et 
al. 2015; Rueckemann et al., 2016), but how that impacts previously encoded memory 
traces is still an open question, which has only recently begun to be probed. 
Furthermore, how task engagement or navigational strategies (Elduayen & Save, 2014; 
Campbell et al., 2018) may impact the degree of stability of the hippocampal code for 
 
174 
space, within session as well as across days, merits further investigation. Overall, the 
data presented here adds to our understanding of how the hippocampus may utilize both 
internal and external information sources in service of constructing a comprehensive and 
organized cognitive map of ongoing experience (Tolman 1948; O’Keefe & Nadel 1978; 




















































































How the hippocampus represents ongoing experience, especially the dimensions of time 
and space, is still an open question in neuroscience. The project discussed in Chapter 2 
uncovered evidence that the hippocampal code is sensitive to the passage of time while 
simultaneously representing information pertinent to the task at hand. Results from 
Chapter 3 demonstrate that the hippocampal code for space is relative to the starting 
location of travel and follows compression-like tuning, in a manner similar to that of time, 
suggesting a similar hippocampal mechanism for the encoding of these episodic 
dimensions. Initial findings from the experimental protocol employed in Chapter 4 further 
highlight the abilities of the hippocampus to represent the spatial context of experiences 
with and without vision-based sensory information, as well as dynamically and rapidly 
switch between coding motifs related to sudden changes in external conditions. Overall, 
the collection of work presented here further our understanding of hippocampal coding 
and help guide future investigation into how ongoing experiences are encoded across 
the levels of neural processes.  
5.1. Navigation: beyond the spatial domain 
  In the simplest sense, to “navigate” implies the movement from one point to 
another. This term has predominantly been used in the context of traversing through 
physical space, which has been a primarily domain of rodent-based hippocampal 
research (McNaughton et al., 1983). However, more recent studies have shown 
hippocampal activity related to domains outside of physical space (Pastalkova et al., 
2008; MacDonald et al., 2011; Kraus et al., 2013; Terada et al., 2017; Aronov et al., 
2017), specifically in the form of sequential activity fields, similar to place fields along a 
route through physical space. In a sense, the animal is mentally traversing through some 
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non-spatial modality state space, in order to get from element to element. In doing so the 
animal is navigating through a cognitive map of experience, with the hippocampus 
encoding the mental trajectory taken, in the service of rapid episodic memory creation 
and updating of neocortical memory storage sites (Squire & Zola-Morgan, 1991; 
Buzsaki, 1996; Tse et al., 2007 & 2011; McClelland, 2013). This type of non-spatially 
bound activity is in line with work that has demonstrated a hippocampal role in trace 
conditioning (Solomon et al., 1986; Weiss et al., 1996; McEchron et al., 1999; Misane et 
al., 2005), where a previously unconditioned stimulus becomes associated with an event 
(often an irritating eye puff), that is separated in time by a temporal gap. Additionally, the 
finding that inserting a temporal delay on a spatial alternation task makes the task 
hippocampal dependent (Ainge et al., 2007), further highlights the role of the 
hippocampus in linking non-contiguous events (Wallenstein et al. 1998). Taken together, 
it appears that the hippocampus may be critical when “navigation” through cognitive 
space is needed to keep track or relate individual elements of experience to one another 
(Eichenbaum et al., 1999; Eichenbaum & Cohen, 2014), especially as it pertains to the 
spatiotemporal context of experience (Howard & Eichenbaum, 2015). 
5.2. The Hippocampus: Intersection of memory and navigation  
  Numerous studies employing various techniques and methodologies have further 
supported the notion that the hippocampus and extended network play a key role in the 
cognitive representation of space related to navigational processes (Buzsaki & Moser, 
2013; Hinman et al., 2018; Poulter et al., 2018). However, for which “navigational” 
processes the hippocampus is essential and how exactly it contributes to current 
behavioral demands, is still up for debate. Many foundational lesion and recording 
studies have highlighted the role of the dorsal portion of the rodent hippocampus in 
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representing physical space related to navigational processes (Morris et al., 1982; Moser 
et al., 1993), whereas the intermediate and/or ventral portions have either been less 
conclusive or suggest functional segregation or a gradient along the septotemporal axis 
(Nadel, 1968; Jung et al., 1994; Moser & Moser, 1998; de Hoz et al., 2003; Royer et al., 
2010; Komorowski et al., 2013; Strange et al., 2014), which have in part been supported 
by human-based studies (Poppenk et al., 2013). Furthermore, the spatial element of 
memory, i.e., where an experience occurred, is only a portion of the full episode and 
cannot account for the dynamic range of neural activity observed across the 
hippocampal complex (Markus et al., 1995; Frank et al., 2000; Wood et al., 2000; 
Ferbinteanu & Shapiro, 2003; Smith & Mizumori, 2006; Kennedy & Shapiro, 2009; 
Muzzio et al., 2009; Fenton et al., 2010; Jezek et al., 2011). These studies, along with 
many others, convincingly demonstrate that the hippocampus is sensitive to more than 
just the current physical location of the animal, which is further observed during online 
processing of trajectories (Ego-Stengel & Wilson, 2010; Jadhav et al., 2012; Singer et 
al., 2013; Kay et al., 2020) and within sequential reactivation of prior experience during 
offline-states linked to memory consolidation (Wilson & McNaughton, 1994; Buzsaki, 
1996; Skaggs & McNaughton, 1996; Siapas & Wilson, 1998; Lee & Wilson, 2002; 
Gridchyn et al., 2020). Additionally, work involving human participants has continued to 
demonstrate a broad role for the hippocampus beyond the domain of spatial navigation 
(Scoville & Milner, 1957; Corkin, 1984; Stern et al., 1996; Manns et al., 2003; Davachi, 
2006; Hassabis et al., 2007; Hsieh et al., 2014), furthering the concept that the 
hippocampus and extended network is important for myriad behavioral and cognitive 
processes. Yet, within much of the rodent literature there still remains a strong link 
between the hippocampus and navigational processes (Poulter et al., 2018), likely 
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stemming in part from the focus on spatial correlates and the type of behavioral tasks 
employed (Jeffery, 2018). Newer theories have been proposed that bridge the spatial 
navigational work with that of more abstract cognitive and memory work, suggesting that 
the principal role of the hippocampus is more akin to constructing a memory-based map 
of relational structures and associations (Eichenbaum et al., 1999; Shapiro & 
Eichenbaum, 1999, Howard & Eichenbaum, 2013), rather than simply representing 
spatial variables. Further, recently proposed models suggest that hippocampus utilizes a 
general framework in order to represent the myriad dimensions of experience in a unified 
manner (Howard et al., 2014) in creation of a memory-space that would allow for the 
explicit recall and recapitulation of previously experienced events, necessary for episodic 
memory (Howard & Eichenbaum, 2015). 
5.3. The hippocampus as a cognitive index 
  It is becoming more established that the hippocampus has the ability to represent 
much more than physical space and that its role in cognition is not limited to elementary 
modes of navigation. One intriguing theory is that the hippocampus acts as a sub-
cortical pointer or index system for cortical information (Teyler & DiScenna, 1986; Teyler 
& Rudy, 2007). In this theory the hippocampus can bind together differing streams of 
external and internal representations of the ongoing experience and in turn broadcast 
back out to cortical sites of storage in a manner that can facilitate systems-level 
consolidation (Wilson & McNaughton, 1994; Morris, 2005; Teyler & Rudy, 2007). 
Further, the observed ability of the hippocampal anatomy to act as a mechanism to both 
“pattern separate” and “pattern complete” as facilitated by the Dentate and CA3 
subfields respectively, are tied discriminating or completing the largely cortical neural 
representations that are occurring outside the hippocampal complex. Strong patterns of 
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reciprocal hippocampal projections back to cortical sites that initially have similar pre-
processed representations that are passed on to the hippocampus (Buzsaki, 1996), such 
as retrosplenial and entorhinal cortices (Witter et al., 2000), along with the finding that 
optogenetic suppression of engram tagged CA1 neurons can block cortical 
reinstatement during a memory task (Tanaka et al., 2014) support a model of cortical 
indexing. Further, the observation of a temporal gradient of hippocampal dependance for 
declarative memory recall (Nadel & Moscovitch, 1997) along with coupled reactivation 
during SWR events (Buzsaki, 2015) further support these ideas of the hippocampus as a 
machine for training and updating cortical modules of experience-based information 
storage. Additionally the hippocampus is critical for the rapid acquisition, i.e. single trial 
learning, of declarative information (Squire & Zola-Morgan, 1991), such as episodic 
memory (Tulving & Markowitsch, 1998) in the service of updating cortically held mental 
schemas (Morris, 2005; Tse et al., 2007; Preston & Eichenbaum, 2013).  
  The hippocampus appears to have a more sustained and prominent role in 
episodic memory retrieval than for general declarative memory recall (Mishkin et al., 
1997), perhaps due to the need to precisely reactivate and recapitulate the temporal 
sequence of cortically stored elements necessary to correctly mentally re-experience the 
original event (Tulving & Markowitsch, 1998; Eichenbaum et al., 1999; Eichenbaum, 
2000; Moscovitch et al., 2006; O’Neill et al., 2010; Rubin et al., 2015). How exactly and 
by what physiological processes the hippocampal network is able to facilitate the 
encoding and retrieval of extra-hippocampal representations is still an unanswered 
question, but the hippocampal indexing theory initially proposed by Teyler and DiScenna 
(1986), provide a useful framework and lens to guide further research into the function 
and ultimately the principal role of the hippocampus (Teyler and Rudy, 2007). This 
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theory is compatible and complementary to that of the cognitive map theory (O’Keefe & 
Nadel, 1978) and those that propose the hippocampus as a relational binding 
mechanism (Squire & Zola-Morgan, 1991; Eichenbaum et al., 1999). Perhaps it is via the 
dynamic and rapid mechanics expressed by the hippocampal network that translation of 
separate cortical representations into a singular yet comprehensive hippocampal 
representation of the ongoing experience that cognitive maps can be indexed, updated 
and stored in cortical storage sites for later retrieval by cognitively guided processes, can 
occur. 
  However, the exact mechanisms by which the hippocampus could facilitate these 
components of memory trace creation and retrieval remain elusive. The hippocampus is 
situated at the “end” of a polymodal-association network (Miskin et al., 1997; 
Eichenbaum et al., 2007), having no direct access to the external world, leaving it 
subject to cortical (sensory) and subcortical (modulatory) streams of information 
(Buzsaki, 1996; Vertes, 2016). Furthermore, the hippocampus sends direct projections 
back to most of these cortical regions (Amaral & Witter, 1989; Eichenbaum, 2000), as 
well as subcortical regions related to the expression of overt and/or volitional behaviors. 
Many behaviors and cognitive processes in both animal models and human participants 
can occur without an intact hippocampus (Scoville & Milner, 1957; Nadel, 1968; Jarrard, 
1978; Olton et al., 1979; Morris et al., 1982; Corkin, 1984; Moser et al., 1993; Mishkin et 
al., 1997; Clark et al., 2002; Broadbent et al., 2004), yet precise silencing or reactivation 
of hippocampal subregions in rodents can produce or alleviate specific deficits in the 
behavioral expression of memory traces (Ramirez et al., 2013; Denny et al., 2014; 
Tanaka et al., 2014) or psychiatric conditions (Ramirez et al., 2015). Yet, what exactly is 
the role of the hippocampus in cognitive processes, why does it so strongly reciprocally 
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project back to the same regions that originally feed it information & by what 
mechanisms can it facilitate episodic memory encoding and retrieval are still some of the 
open questions that still persist.   
5.4. Future project ideas and extensions  
  How the hippocampus creates cognitive maps of the environment, and what 
information cortical and subcortical streams bring to bear on these representations is still 
much an open question. Spatial maps are often discussed as having relation to 
mnemonic processes, yet little has been done to fully investigate the relationship of 
hippocampal firing fields to intra and extra-hippocampal memory traces. Further, what 
dictates how memory traces may evolve or stay stable, in the face of new information, is 
not well understood. The work in chapters 2–4 raises potentially important questions for 
future research, some of which are the subject of the following proposals and discussion.   
5.4.1. Evaluating the contribution of mnemonic and idiothetic motifs across the dorsal 
hippocampal CA1 cell layer  
  The findings in chapter 4 suggest that during visual cue impoverished conditions 
a cognitive map of the environment can be maintained, likely by a combination of 
idiothetic and other sensory inputs. However, the specific contributions of mnemonic and 
vestibular processes could not fully be individually separated and assessed. In general, 
how different streams of input from the MEC and LEC may contribute to the creation of 
layer specific CA1 firing fields as well as degree of stability is not well understood. In 
order to better address how much of a role mnemonic and idiothetic processes play in 
the creation and maintenance of hippocampal representations the following questions 
are proposed.  
  First, during spatial map creation are there differing rates of stability for idiothetic 
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and non-visual sensory cue-based fields? If idiothetic and motion-based coding is an 
automatic or innate modality, perhaps firing activity based on this internally generated 
representation is present at the onset of learning or becomes stable before the animal 
has sampled the environment enough to generate stable firing fields related to the 
available non-visual sensory cues (olfactory, tactile, auditory, etc.) of the experience. 
Additionally, it should be assessed if non-visual based firing fields are just as stable as 
visual-based firing fields or if they are subject to more variance and/or error 
accumulation.  
  A second question that could be asked from this project proposal; is contextual 
representation (i.e., “splitters”) for left or right reward ports stronger in the absence or 
presence of visual cues? Further yet, is there any residual contextual information during 
the return journey (inbound trajectory) back to the start box if a memory-based choice 
paradigm was employed? This two-part question addresses important aspects of 
internally generated contextual coding as well as how past events may impact future 
representations. Many of the previous studies that report context or trajectory dependent 
firing activity (Frank et al., 2000; Wood et al., 2000; Ferbinteanu & Shapiro, 2003) have 
only evaluated up until the choice point of the maze environment, as the animal occupies 
physically distinct locations past that point. Furthermore, in many of these behavioral 
tasks the animal makes the return journey from a location that differs between 
behavioral selection, prior to the choice point, making it nearly impossible to truly assess 
these post-choice return journeys in an equitable manner. However, by adding on a 
simple alternation or cue-based memory guided task, and thus increasing cognitive 
demand, many more questions regarding the involvement of the hippocampus in 
navigational and mnemonic processes could be addressed.  
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  Furthermore, one of these additional questions that the original studies failed to 
answer is, “are mnemonic representations of ongoing experience more biased towards 
previously experienced external stimuli or internal and idiothetic representations”? For 
instance, if a stable hippocampal map of the task develops and is maintained through 
training in darkness, does introducing visual cues which have no bearing on the task 
during the overtrained period, still induce remapping and further does this exposure lead 
to modification and updating of the map during subsequent offline (SWR) periods? 
Furthermore, by using multi-shank probes the degree of stability/ remapping across the 
laminar profile of CA1 could be evaluated, which could further point to which upstream 
regions are more sensitive to changes in external features.  
  By utilizing the high-density mapped layout of multi-shank silicon probes, any 
differences in degree of idiothetic or sensory-based bias of firing fields across the 
laminar profile of the CA1 region could be assessed, which is a shortfall of the 
experiments employed in chapters 3 & 4 and would greatly aid in understanding the 
heterogeneity of responses observed within the CA1 pyramidal population (Mallory & 
Giocomo, 2018), which could allow for better tracing of cortical input streams 
(Hargreaves et al., 2005; Masurkar et al., 2017; Soltesz et al., 2018). Additionally, using 
neural probes with high-density contacts would allow for more confidence in recording 
from the same units across multiple days to evaluate single unit stability of coding as 
well as tracking the learning process of creating a map of the linear track environment 
and task parameters. Employing high density multi-shank silicon probes would allow aid 
in evaluating spiking relation to ongoing local oscillatory dynamics across the laminar 
profile of CA1 with higher spatial resolution than typical tetrode recordings. Ideally the 
coupling of a linear probe targeting dorsal CA1 along with a tetrode bundle targeting 
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either entorhinal region (MEC or LEC), would enable further investigation of how 
information of internal and external representations is transformed into hippocampal 
motifs.   
5.4.2. Is there bidirectional compression of hippocampal representations? 
  In chapter 3 it was uncovered that spatially tuned firing fields of CA1 units 
followed similar compression-like tuning characteristics as has been demonstrated for 
the dimension of time. It was found that spatial representations were referenced to the 
beginning location of running trajectories, suggesting anchoring to environmental or 
event boundaries, which could be used to segment and/or structurally organize episodes 
of experience. Further, it was shown that the hippocampus can be sensitive to multiple 
frames of reference. Yet if compressed representations occur in reference to both the 
starting and end points of known trajectories and events has been less well investigated 
and should be the focus of future work. Additionally, it should be evaluated if there is 
heterogeneity of compression-like tuning within the laminar profile of CA1, which may 
suggest differing transformations of information transmitted from upstream and cortical 
regions of input.   
5.5. Conclusion 
  While much of the work presented here focuses on how the rodent hippocampus 
represents ongoing experience, it should not be forgotten that trying to understand how 
humans have the remarkable ability to recall singular episodes of experience has been 
one of the primary driving forces of this field of research. Trying to make sense of the 
human condition, largely in the service of understanding the mechanisms of memory 
creation and recall related to operating in a vast and dynamic world, underpins all this 
work. A better understanding of how hippocampal physiology facilitates these processes, 
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as well as having a better grasp of the molecular and chemical changes necessary, has 
the potential to also alleviate and/or perhaps treat many psychiatric disorders and 
conditions that have proven difficult to contend with. Ultimately, a wide and holistic lens 
should be applied in viewing the work presented here, as it pertains to the field of 
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