Abstract-
I. INTRODUCTION
The analysis of the steady-state regime of oscillators has been always a hot topic. References [1] - [7] are a few examples. In particular, Harmonic Balance (HB) analysis of oscillators may converge to an unstable equilibrium point or it may not converge at all if a good initial guess of the solution is not provided. Several methods have been proposed to improve this limitation. For example in [6] the HB equations are modified by including the Kurokawa condition to eliminate the DC solution. In [7] a voltage source probe at the fundamental frequency that is an open circuit at all other frequencies is inserted to avoid the DC solution. By means of an iterative process the amplitude and frequency of the probe are adjusted until there is no current through the probe. At this point the autonomous solution is found. A similar probe concept with the addition of a continuation method has been proposed more recently [4] to improve convergence.
Other relevant developments are the exploitation of frequency-domain latency in HB [8] , [9] and the use of fast transients to find the steady-state regime [3] , [10] . The techniques in [8] , [9] take advantage of the fact that in most circuits the number of harmonics necessary to represent each variable (voltage, current) is not the same. By using a different number of harmonics in each variable or compressing the transient behavior, a significant reduction in the computational effort is achieved. In order to accelerate the finding of the steadystate regime, the transient behavior of the circuit is artificially reduced in [10] . In [3] , an envelope-transient analysis is used to improve the convergence of the shooting method.
In this paper a robust and fast approach for capturing the steady-state response of oscillators in frequency domain is presented. This approach based on a new adaptive HB technique which is derived from Warped Multi-time Partial Differential Equation (WaMPDE) [2] . This is a technique to separate fast and slow variations in the response of oscillators. This technique provides the following advantages: first, the oscillator frequency is traceable; second, smaller computational effort is required compared with time-consuming transient analysis; and third, a good initial guess of the solution is not necessary. To reduce the computational cost resulting from large amount of harmonics required in some strong nonlinear variables, an adaptive HB is used to determine the number of harmonics for each state variable separately. Unlike previous implementations, the number of harmonics used in the calculation is always very close to the minimum required for the desired accuracy.
The proposed method is developed in Section II. Section III presents a case study of a LC-tuned bipolar oscillator. Finally, conclusions are summarized in Section IV.
II. THE PROPOSED METHOD

A. Equation formulation
Let the circuit be represented by its nodal equations:
here u(t) is the vector of nodal voltages and selected branch currents, G is a matrix of conductances, C is the matrix representing the linear charge terms, Q(u(t)) and I(u(t)) are vector functions corresponding to the nonlinear devices and S(t) is a vector that represents the sources. In WaMPDE [2] we must consider at least two time scales: the warped time scale, where the oscillation happens (τ 1 scale) and another time scale equal to the real time (τ 2 scale). In the proposed method, the periodic solution in the warped time τ 1 is solved using the HB technique and the solution in the τ 2 direction is solved using a time marching technique. This arrangement is usually known as envelope transient analysis. Each element of the u(t) vector is now represented by a function of the two time variables u n (τ 1 , τ 2 ) (n denotes the node index) and is represented by a set of time-varying phasors,
where k is the harmonic number and the period in the warped time scale (τ 1 ) is normalized to 2π (i.e., ω = 1). Equation (1) is now formulated for each frequency:
here, Ω k is a diagonal matrix with nonzero elements equal to jkω 0 (τ 2 ), where ω 0 (τ 2 ) is the unknown fundamental frequency. The Q k , I
k and S k vectors are all functions of τ 2 . The first two are normally evaluated using the discrete Fourier transform (DFT). Equation (2) is discretized in the τ 2 direction using the backward Euler (BE) rule. The resulting algebraic nonlinear system is then solved with the Newton-Raphson method for each value of τ 2 .
The fundamental frequency ω 0 (τ 2 ) is an additional unknown that must be calculated for each value of τ 2 . The phase of one of the variables must then be fixed to restore the number of unknowns to be equal to the number of equations. That is achieved by setting the imaginary part of one of the variables to be zero,
B. Adaptive HB Oscillator Analysis
The simulation is started with an initial condition equal to the DC bias point. An excitation current,
is injected from the ground node into one of the nodes where oscillations are expected. Here, I 0 is a small real number (normally a few µA) and t a is set equal to the initial timestep size along τ 2 (h). The purpose of i S is to start oscillations by moving the system away from the equilibrium point. The system will then naturally tend to reach the desired oscillatory steady-state. The key of the work presented here is first to reach a point in τ 2 close to the steady state in the minimum possible number of Newton iterations and then use the state at that point as the initial guess of a regular autonomous HB analysis. Since the focus is on the steady-state it is not necessary to calculate the transient evolution with great precision as long as it converges close to the actual steadystate of the circuit. In order to minimize the number of iterations required to get close to the steady-state the following considerations are taken. First, the BE rule is used. It is known that this integration method introduces numerical damping. The effect of this is that any oscillations along the τ 2 (not along the τ 1 scale) scale are damped [11] and this is beneficial since it allows the use of a longer time step. Second, the tolerance of the Newton method is adaptively controlled during the transient evolution to prevent it from being unnecessarily small. This has the effect of reducing the number of Newton iterations that are necessary at each value of τ 2 . The Newton tolerance (tol) is set to
where U k max is the amplitude of the largest oscillation in the circuit at the previous value of τ 2 . Third, an adaptive time step algorithm is employed. The algorithm chooses the size of h based on the number of Newton iterations required to achieve the desired tolerance. No truncation error checking is necessary in this case and so the number of necessary time steps is reduced.
It is assumed that the solution is very close to the steady state when the local frequency function has become constant and the difference between two periodic solutions along τ 2 becomes small,
where 1 is a small relative tolerance. If U n (τ 2 + h) is very close to zero an absolute tolerance 2 is used. At this point the envelope transient is stopped and a regular oscillator HB analysis is started using the last solution along τ 2 as the initial guess. A small tolerance is used this time to achieve the desired accuracy (typically on the order of 10
−9
). Note that the regular oscillator HB analysis is obtained by setting all derivatives respect to τ 2 to be zero in (2) . There is no need for probes or any other special provisions since the initial guess is very close to the steady-state solution. Normally only a few additional Newton iterations are needed.
Another provision to improve the efficiency of the simulation is to adaptively control the number of harmonics for each variable u n independently. At τ 2 = 0, only a few harmonics have to be considered because the oscillations are started with DC bias points. In our proposed method, only three harmonics are considered initially. At the end of the calculation for each value of τ 2 , the values of the last two harmonics are considered. If they are greater than some threshold value then the number of harmonics for that variable is increased by one, otherwise it is left unchanged for the next time step. One advantage of this approach is that the number of harmonics is increased as needed, i.e. there is no need to perform an initial calculation with many harmonics to later decide the ones that must be removed. It is then important to start with a small oscillation value at τ 2 = 0. Each row of (2) (nodal equation at one frequency) is considered at a number of frequencies equal to the number of harmonics of the corresponding nodal voltage. In this way the number of equations is always kept equal to the number of unknowns.
III. CASE STUDY AND DISCUSSION
The steady-state analysis of a LC-tuned oscillator employing the proposed method is presented in this section. Fig. 1 shows the schematic of a LC-tuned bipolar oscillator, which was one of the autonomous circuit examples in [3] . In this circuit C 1 = C 2 = 33 pF, C 3 = 3.17 pF, C c = 560 pF, L 1 = 100 nH, R f = 680 Ω, R b = 100 kΩ, R c = 1.2 kΩ and V dd = 10 V.
The excitation current (i S ) was injected to the base node and I 0 was set to 10µA. This oscillator exhibits a very slow initial transient compared with the oscillation period but only a few time steps along τ 2 are necessary since the oscillations and the transient variations are decoupled in two different time scales. The stop time along τ 2 is 1.0326 × 10
seconds. The bi-dimensional plot of the output voltage as a function of τ 1 and τ 2 is shown in Fig. 2 . A logarithm scale was used along τ 2 to improve the visibility of the samples along that axis. Note that the initial time step is chosen very short but the adaptive algorithm quickly increases its size and thus a only few points are necessary to cover the entire simulation interval.
The adaptive control of the time step along τ 2 keeps the number of Newton iterations small for each value of τ 2 (typically 2-4, see Fig. 5 ). The oscillator frequency determined by the warped function ω 0 (τ 2 ) as shown in Fig. 3 is 308.87 MHz. to the correct value and become constant in the asymptotic steady-state stage.
The tolerance of the HB analysis following the multitime simulation was set to 10 −10
. Only 3 Newton additional iterations are necessary to obtain the steady-state solution with the initial guess provided by the multi-time simulation. In Fig. 4 the steady state is shown together with the final multitime result. The match is so close that it is hard to tell them apart. Fig. 5 shows the Jacobian matrix size and the number of Newton iterations at each time step (line number). It can be observed that few iterations are necessary at each time step. As mentioned before this is due to the adaptive time step control algorithm. The Jacobian matrix size increases as the number of harmonic increase. If a fixed number of harmonics is considered the size of the Jacobian matrix is 116 × 116. It is obvious that the new approach drastically reduces the Jacobian matrix for small values of τ 2 and saves considerable computational effort. The use of variable number of harmonics in this case increases the computational speed by a factor of ten.
If R f in the circuit of Fig. 1 is reduced to 200 Ω, the oscillation period eventually doubles and this originates a subharmonic component as shown in Fig. 6 . The proposed method is not able to detect this condition. The detection of subharmonic generation and chaos in a WaMPDE simulation is a topic for future research.
IV. CONCLUSIONS
We have presented a new approach to determine the steadystate of free-running oscillators that is robust and efficient. This new method does not require a good initial guess of the oscillation frequency and incorporates several ideas to improve robustness and reduce the computational cost. The method uses the WaMPDE approach to naturally bring the circuit state to the region of convergence of the HB analysis. It was shown for the first time that the transient evolution along the slow time axis provide the optimum conditions to determine the minimum number of harmonics required at each node in the circuit. As a result of this adaptive scheme the Jacobian matrix in the Newton method is reduced and the simulation is faster. Both the oscillation frequency and the steady-state solution of each state variable are obtained in a fast and accurate way.
