Using new methods to capture transitions in brain network meta-state, we characterize the psychological meaning of these regular neural events. Drawing on a large fMRI dataset, we found participants' meta-state transitions were triggered primarily by the progression of meaning across events within movie stimuli, and that movies with more events induced greater alignment of transitions among participants. Meta-state transitions also shared many characteristics across movie and resting fMRI data, including trait-like rates of occurrence, concurrence with activation of brain regions associated with spontaneous thought, and suppression by engagement of attention regions. Based on these features, as well as the centrality of semantics to thought, we argue that the mental events marked by meta-state transitions correspond to the initiation of new thoughts, and that meta-state transitions therefore may serve as an implicit neurobiological marker for demarcating thoughts. As larger anterior hippocampi predicted lower transition rates -possibly reflecting more dwell time in memories following hippocampal recall -our findings illustrate how this approach can contribute insights to emerging research on thought dynamics.
Next, we identified changes in network activity by taking the squared Mahalanobis distance 12 between successive timepoints in t-SNE space for each fMRI run, obtaining a measure of meta-state change that we label a step distance vector. To stabilize the step distance vector, we repeated the dimensionality reduction and step distance vector creation process 100 times for each participant and each functional run. Peaks within the resulting mean step distance vector represent prominent reconfigurations of network meta-states, thus we called them network meta-state transitions (henceforth transitions). For purposes of baseline comparison, we also identified local minima in the mean step distance vector, which each represent a relatively stable network meta-state (henceforth meta-stable) ( Fig. 2a ).
To assess whether these discovered moments of network reorganization held psychological relevance, we validated our approach using mv-fMRI data, examining their alignment to the onset of new semantic or perceptual movie features. As a starting point, visual inspection of the set of all participant transitions during movie-viewing revealed substantial alignment in transitions relative to rest (Fig. 2b, c) . To quantify this, we obtained each participant's group alignment for each resting state and movieviewing run, which describes the correlation between the individual's step distance vector and the corresponding median group step distance vector (i.e., conformity; see Methods). We separated conformity values into runs of the same type, resulting in 723 movie conformity values and 722 rest conformity values. After feeding each set of values into a group bootstrap analysis, we found higher conformity for movie runs, mean r = 0.27, 95% CI: [0. 26, 0.27] , than for rest, mean r = 0.04, 95% CI: [0.03, 0.04], r difference = 0.23, 95% CI: [0. 22, 0.25] . This finding reflects past observations of film's unique ability to induce similar activity across participants in a wide variety of brain areas [13] [14] [15] , and provides a preliminary link between transitions and naturalistic cognition.
As an alternate means of evaluating the influence of plot progression (i.e., progression of meaning) over transitions, we attempted to predict transition alignment based on the number of narrative events in each clip. Two expert raters came to a consensus on boundaries between events 16 , which we defined as timepoints where a change in the movie triggers a new semantic focal point or evolves viewer understanding of the movie narrative. We correlated the number of these events in each clip with group alignment within each participant. This yielded 184 correlation coefficients that we entered into a group bootstrap analysis. Clips with more events per minute had higher group alignment, mean r = 0.25, 95% CI: [0.21, 0.29].
Fig. 2. Explaining network meta-state transitions using movie features. (a)
A participant's mean step distance vector during one mv-fMRI run, with 95% CI ribbon (narrow ribbon indicates stability over t-SNE iterations). Transition timepoints (green triangles) and meta-stable timepoints (black triangles) identified by a peak finding algorithm. (b) All participants' transition timepoints for the same mv-fMRI run, with many peaks overlapping those of the example participant in a. (c) All participants' transitions for one rs-fMRI run. Alignment of peaks in a but not c reveals stimulus control over transitions. (d) Eta-squared values describing the proportion of variance in movie features explained by alignment to transition vs. meta-stable timepoints. Error bars designate 95% confidence intervals. (e) Diagram illustrating censorship of lower-level feature vectors by higher-level features for greater independence of test statistics.
We also directly examined the temporal correspondence of transitions with other movie features within-participant. Consensus labels of sub-events (consisting of individual actions) and cuts were obtained from two expert raters. We also obtained lower-level feature timeseries for each clip that describe semantic, visual, and amplitude change, as well as change in head motion. No other features were tested. Some features were correlated; for example, an event's end often coincides with a cut between shots, which in turn coincides with semantic and perceptual stimulus changes. These correlations could produce a result wherein transitions appear to reflect lower-level features, but only because they peak concurrently with the onset of new cuts or events. To disentangle high-and low-level feature contributions, we "censored" epochs of lower-level feature timeseries where higher-level event boundaries co-occurred ( Fig. 2e ). We reasoned that if lower-level features induce transitions, this should remain the case outside of censored epochs.
To determine the proportion of feature variance accounted for by transition versus metastable timepoints, we calculated eta-squared values for both uncensored and censored features after accounting for lag in the hemodynamic response function. Transitions (and specifically t-SNE-derived transitions; Fig. S3 ) were strongly associated with movie features, with up to 60.8% of feature variance explained (event feature). However, with the exception of sub-events, eta-squared values for all features decreased markedly after removing timepoints that could be confounded with event boundaries. Features corresponding to non-visual perceptual change, in particular, dropped to near-zero values (Fig. 2d ). Thus, transitions showed a clear, albeit non-exclusive alignment to features pertaining to plot progression, with the top three predictors being event, subevent and semantic features (see Movie S1 for illustration of this specificity). These results complement those of Baldassano and colleagues 15 , who used a Hidden Markov Model (HMM) approach to find shifts in movie-viewing brain activity and found that these shifts often co-occurred with event boundaries.
We interpret this co-occurrence with various movie features as evidence that meta-state transitions correspond with psychologically meaningful "mental events". To learn whether these mental events were observable even outside of stimulus control, we interrogated possible similarities in the properties of transitions found in mv-fMRI and rs-fMRI data. First, we explored whether any consistent spatial pattern differentiated transition and meta-stable timepoints. Although transitions were defined on the basis of change in network activation, they captured both activation and deactivation of each network, so there was no circularity or bias towards the spatial characteristics of any one network. We performed a conjunction analysis, searching for voxel activation clusters that independently distinguished transition and meta-stable timepoints for both mv-fMRI and rs-fMRI runs. We found that regardless of whether participants were engaged in movie-viewing or at rest, transitions were associated with regions previously implicated in spontaneous thought ( Fig. 3a -c, Table S1 ). We also evaluated whether an individual's transition rate generalized across task and rest. First, we tested its internal stability across the four rs-fMRI runs (as each was sampled in a separate scanner session). Transition rate was correlated across runs (mean r = 0.45, SD = 0.06), revealing it to be a trait-like characteristic that can be adequately sampled using 15 minutes of rs-fMRI data. We then averaged participantwise transition rates across rs-fMRI runs to stabilize the trait measurement, and regressed them against the average participant-wise transition rates computed from mv-fMRI runs. Transition rate at rest was correlated to transition rate during movie-viewing, r(181) = 0.60, 95% CI: [0.51, 0.70] (Fig. 3d ), thereby further linking its properties across stimulus-driven and resting cognition.
Finally, based on past reports that the hippocampus is sensitive to similar stimulus features (including both movie onset/offset 17 and event boundaries 15 ), we investigated hippocampus volumetry as a potential correlate of transition rate. Our group has previously proposed that, whereas posterior hippocampus (pHPC) helps to distinguish similar events in memory 18 , anterior hippocampus (aHPC) supports gist-like representations 19 . Accordingly, we hypothesized that because aHPC is associated with greater pattern completion 20 because of a relatively small dentate gyrus 21 , a larger aHPC would more readily cue memories that capture participants' thoughts, serving as an attractor that delays further mind-wandering ( Fig. 1b ). We therefore tested whether a larger aHPC would predict a lower transition rate. We averaged rs-fMRI and mv-fMRI transition rates for a maximally stable and singular trait assessment of transition rate. Consistent with our predictions, we found that a larger anterior hippocampus and smaller pHPC:aHPC ratio predicted a lower transition rate ( Fig. 4 ). To summarize, we used novel methods to characterize a neurocognitive landmark based on transitions between brain network meta-states. Our approach is distinctive for requiring no prior knowledge about the complexity of brain data under interrogation or the meta-states to be visited, and is straightforward to implement. We found transitions to be highly responsive to the progression of meaning across events within movie stimuli, and also found transition rate to be a reliable, trait-like characteristic across tasks and imaging sessions. Characteristics of movie-viewing transitions were shared by resting-state transitions, supporting a unified interpretation of transitions across task.
We also found transitions co-occurred with activation of regions associated with spontaneous thought. In particular, anterior cingulate and insular cortices are considered members of a salience network that shifts attention to novel external and internal events 22 ; the posterior cingulate cortex is a key region in the default mode network that is more active during task-unrelated than task-related thought 23, 24 . By contrast, we found that angular gyrus activation, which has been associated with both event representation 25 and sustained attention 26 , predicted meta-stability, perhaps reflecting decreased likelihood of transitions while participants focally contemplated an event.
Methods
Neuroanatomical and functional data were collected by the WU-Minn Human Connectome Project (HCP) consortium 8 . In a prior analysis, a 3T resting state fMRI (rs-fMRI) dataset of 1003 participants (age M = 28.7 years, SD = 3.7 years; 534 female) was used by the HCP group to generate spatial maps of typical brain networks that may be found in rs-fMRI participants through a process involving group-PCA and group-ICA 27, 28 . As this dataset was the source of these maps, we refer to it as the training dataset. Our analyses involved applying these maps to a testing HCP dataset (7T) that contained both mv-fMRI and rs-fMRI scans, and that was the subject of all of our own analyses. Although this 7T dataset is described elsewhere [7] [8] [9] 29 , briefly, it consists of fMRI scans from 184 participants (age M = 29.4 years, SD = 3.4 years; 112 female). Each participant underwent four 15-minute mv-fMRI and four 15-minute rs-fMRI runs; functional images were acquired using a multiband gradient echo-planar imaging (EPI) pulse sequence (TR 1000 ms, TE 22.2 ms, flip angle 45°, multiband factor 5, wholebrain coverage 85 slices of 1.6 mm thickness, in-plane resolution 1.6 x 1.6 mm 2 , FOV 208 x 208 mm 2 ) [30] [31] [32] [33] . During each movie run, participants watched three or four movie clips interspersed with 20-second rest periods as well as an 84-second validation clip repeated at the end of each run (due to its repetition, we did not include this clip in our analyses). In addition, high-resolution T1-weighted and T2-weighted scans were gathered (TR 2400 ms and 3200 ms, TE 2.14 ms and 565 ms, flip angle 8° and variable, 0.7 mm thickness, in-plane resolution 0.7 x 0.7 mm 2 , FOV 224 x 224 mm 2 ) for purposes of group anatomical alignment and creation of volume segmentations. Data collection was approved by the Washington University institutional review board 7 , and performed by the HCP consortium, which also gathered informed consent from all participants at the time of data acquisition. Access to these datasets was granted by the HCP consortium, and acknowledged by the Health Sciences Research Ethics Board at Queen's University. No participants were excluded from analysis.
Step 1: Timepoint discovery
We mapped the 15 spatial maps resulting from the training set group-ICA decomposition onto each 7T participant's resting state and movie-viewing data using FSL's dual regression function 27, 28 , a method in which known spatial configurations are regressed against new data to transform 4D functional data into a set of timeseries (one per spatial map, Fig. S1a ).
Although larger network set sizes were available from the HCP group (ranging from 15-to 300-brain-network solutions), we observed that set size had little material impact on trajectory estimates, and therefore selected the simplest available (15network) solution. To increase signal-to-noise ratio, we temporally smoothed each resulting timeseries with a moving average filter (span = 5 s). This procedure yielded a smoothed timeseries for each brain network reflecting that network's activation over time.
We combined these timeseries to create separate (time x network) matrices for all four mv-fMRI and all four rs-fMRI runs for each participant (Fig. S1b ). In preparation for using the Mahalanobis distance metric on the data, we applied the t-distributed stochastic neighbour embedding (t-SNE) algorithm to reduce the dimensionality of each matrix from 15 dimensions to 2 dimensions at the default perplexity setting of 30 ( Fig.  1c, Fig. S1c ) 10 . We found the perplexity setting had little impact on our analysis, and therefore selected what is regarded as a moderate (and default) value.
Notably, Miller and colleagues 34 used a somewhat similar approach, creating a low-dimensional representation by first defining the space of possible meta-states as a discrete 5-dimensional state space, with each dimension representing a distinct group temporal ICA component derived from participants' functional data (i.e., connectivity patterns). Whole brain activity was expressed as a weighted combination of these components over time. To map each timepoint onto their meta-state space, they then discretized each weight at each timepoint according to its signed quartile. In contrast, our approach relies on dimensionality reduction algorithms to discover changes in metastate directly from the continuous-valued 15-brain-network representation. We selected this approach because it affords flexibility in the designation of each meta-state by mapping each one onto a continuous two-dimensional space instead of a discrete 5dimensional state space. Just as the Greek philosopher Heraclitus noted, "No man ever steps in the same river twice, for it's not the same river and he's not the same man", our approach is aligned to the very likely possibility that meta-states are continually evolving. Our approach also differs by drawing on published reference networks derived from a static group of 1003 participants (i.e., the training dataset described above 8, 27, 28 ), rather than a set of networks derived from the specific dataset under interrogation.
To derive from our t-SNE representation a global measure sensitive to changes in network meta-state, we computed the Mahalanobis distance in position within this low-dimensionality t-SNE space across subsequent timepoints. The resulting step distance vector for each fMRI run of each participant should peak at points in the timeseries where shifts in network meta-state occur. To address potentially divergent results across repeated t-SNE algorithm runs, we repeated the dimensionality reduction and step distance vector creation process 100 times for each participant and each functional run. Then, we took the mean across the 100 step distance vectors for that run (Fig. 2a ). However, even 95% confidence intervals were tightly constrained.
We applied a peak finding algorithm on each mean step distance vector to identify transition timepoints at which the step distance satisfied a minimum peak prominence threshold of 0.06, the value at which approximately 80% of all step distance values fell under the 5 th percentile transition-associated step distance value. Setting a prominence value rather than applying a high pass filter allows the algorithm to consider step distances in the neighbourhood surrounding the peak being evaluated and results in more robust transition selection. To find meta-stable timepoints, we inverted the signal and specified a minimum peak width of 10; this parameter ensured that timepoints would only be identified within persistently meta-stable periods. One example of a participant's identified transitions and meta-stable timepoints are shown in Fig. 2a with green and black triangles, respectively. Under these parameters, the median step distance value associated with transition timepoints was 0.48 (5 th and 95 th percentile: [0.09, 1.79]). The median exceeds 94% of all values, while the lower bound exceeds about 80% of all values (Fig. S2b) . By contrast, the median step distance associated with meta-stable timepoints was 0.02 (5 th and 95 th percentile: [0.01, 0.03]), falling below about 94% of all values.
We examined the degree of contiguity in the t-SNE representations by comparing the standardized step distance distribution to an analogous distribution based on Gaussian noise. First, we generated simulated noise data, where each simulation consisted of 900 pairs of values taken at random from a normal distribution with the mean and standard deviation of a random participant's movie or rest t-SNE representation (Fig. S2d) . We then calculated a step distance vector for this noise sample. The distribution of real data (described in Fig. S2b ) was comprised of 1,311,791 values collapsed across participants and all available functional runs, where each run had 900 to 921 timepoints. Thus, we repeated the noise sampling procedure 1,460 times (the number of actual values divided by 900), generating a similar number of simulated values (Fig. S2e) . To better compare the dispersion in the actual data against the dispersion in the noise samples, we standardized both distributions (Fig.  S2c, f ). Standardized step distance values for real data were predominantly dispersed closely around zero, whereas the noise standardized values were dispersed over a wider range. Also, the standardized step distance distribution for real data had a skewness of 5.0 and a kurtosis of 34.3, reflecting a long tail of extreme values, whereas the standardized noise distribution's skewness and kurtosis metrics indicated a fairly normal distribution (skewness of 0.6 and kurtosis of 3.2). Together, these distinctions help to formalize the temporal contiguity of real data that is visually apparent in Fig.  S2a .
Step 2: Psychological relevance To assess the relationship between our identified neural transitions to participants' experience, we investigated how transitions mapped onto wellcharacterized movie features (events, sub-events, cuts, semantic, visual, and auditory), as well as each participant's recorded head motion during the scan. Sub-events describe directly what an actor or multiple actors are doing or saying ("he is walking down the stairs", "they are riding in a car"), or they describe the motion of important objects ("a meteorite strikes the ground", "a car drives down the street"). We defined an event as a meaningful cluster of sub-events that describes a larger, overarching goal achieved by the sum of its parts (i.e., fine-grained and coarse-grained events 16 . Cuts referred to boundaries between two separate camera shots. Two raters used a video coding tool (Datavyu 35 ) to independently identify boundaries demarcating events and sub-events, then met to discuss any differences in their ratings and achieve consensus event boundary timepoints. Using this approach, raters created consensus event and sub-event boundary segmentations for all four movie runs (14 clips). Only one rater logged cuts, as the objective nature of camera positions left little to discussion. Across the 14 clips found during the four movie runs, raters identified an average of 7.5 events, 37.3 sub-events, and 46.2 cuts per clip. A binarized timeseries was created for each logged feature, with onsets allocated to the nearest 1 s time bin (corresponding to the 1000 ms TR during which each fMRI volume was gathered). The HCP group supplied two types of feature labels for the movie stimuli: semantic-category labels that described the high-level semantic features contained in each one-second epoch of the film 36 , and motion-energy labels that described low-level structural features in the same epochs 37 . There were 859 semantic features and 2031 motion energy channels that expressed changes in the semantic content and motionenergy of each epoch, respectively. By summing across all semantic features and taking its derivative, we obtained a measure of overall magnitude of change in semantic content at each epoch. Similarly, we summed across all motion energy channels and took its derivative to obtain a measure of overall magnitude of change in perceptual features at each epoch. We also took the absolute value of the auditory amplitude vector derivative for each movie run as a measure of magnitude of change in volume. Finally, to rule out the possibility that transitions are a motion artifact, we obtained, for each participant, relative root-mean-square (RMS) change in head position 38 , corresponding to a vector of head movement over time.
Whereas the feature vectors obtained above were correlated, we derived from them a set of independent feature vectors by "censoring" epochs where event and subevent boundaries, as well as cuts were present. This was done by dropping values in a 3-second window around feature boundaries and ensured that apparent effects in lower-level features would not be explained by correlation to higher-level features. Event boundaries censored all other vectors; sub-event boundaries censored all vectors other than events; and cuts censored all vectors other than events and sub-events ( Fig.  2e ). To prevent spurious effects related to clip onset within movie runs, we also censored the first six seconds of each clip for both the uncensored and censored feature vectors.
For each transition and meta-stable point found in the mv-fMRI data, we next computed the average level of each feature accounting for hemodynamic response function (HRF) lag (working backwards based on the canonical HRF 39 , sampling from a feature window 3-6 s prior to each transition and meta-stable point). We then averaged across all onsets of the same type for each participant. Thus, each participant ultimately had two values for each feature vector: one representing the average feature vector value at a transition timepoint, and an analogous value at a meta-stable timepoint.
We ran a t-test comparing these two values across participants for each feature, and used each resulting t-statistic to compute the proportion of variance that was explained in the feature vector (i.e., eta-squared) by the presence of a transition. Next, we used a non-parametric bootstrapping analysis to obtain a 95% CI for each feature 40 . Using participants' transition-baseline feature value difference as input data, this approach constructs a sampling distribution of the mean by resampling 1000 times with replacement across participants. Then, the t-statistics corresponding to the upper and lower bounds of each CI were converted to eta-squared values (Fig. 2d) .
Having identified strong prediction of various features, we next sought to determine how crucial our specific embedding approach (i.e., t-SNE) was to identifying transitions that mapped strongly onto movie features. To this end, we derived three additional sets of transition and meta-stable timepoints: one from the unreduced (time x network) representations of each participant's mv-fMRI data (Fig. S1b) , a second and third set from a 2-dimensional representation of their mv-fMRI data obtained through principal components analysis (PCA) and independent components analysis (ICA). Specifically, we calculated the Mahalanobis distance across subsequent timepoints and applied the peak finding algorithm to identify transition timepoints; the minimum peak prominence threshold selection strategy and peak finding parameters for meta-stable timepoints remained unchanged. As above, we used these three additional sets of transition and meta-stable timepoints to obtain the proportion of variance that was explained in the uncensored feature vectors by the presence of a transition for each embedding approach (Fig. S3) .
Transitions derived directly from the 15-dimensional (time x network) representations predicted a moderate proportion of variance in events, but not for lowerlevel event-based features such as sub-events or cuts. PCA transitions also performed worse than t-SNE transitions for all feature categories except auditory and motion. ICA transitions performed worst of all four embedding strategies. We interpret the strong performance of t-SNE in predicting features (especially semantic features) as reflecting its unique ability to distill important local and global structure from the data. Consistent with this idea, as dimensionality increases, distance metrics are understood to lose their usefulness as the distances to the nearest and furthest point from any reference point approach equality 41 . Zimek and colleagues further showed that if the dimensions are correlated rather than independent and identically distributed, then considering subsets of dimensions can improve the performance of distance metrics such as Euclidean distance 42 . This likely explains the poor unreduced feature prediction in our analysis, and supports the usage of a dimensionality reduction algorithm, as the spatial networks in the 15-dimensional (time x network) representations that we submitted to analysis were not independent from each other. Substituting Mahalanobis for Euclidean distance can additionally account for residual correlations between reduced dimensions 12 . In spite of this, in our analysis, poor PCA performance signalled that the kind of dimensionality reduction approach also matters. PCA is a linear method that seeks to preserve global structure, whereas t-SNE can balance a trade-off between local and global structure. Upon exploring the variable loadings for PCA results, we observed that the two principal components were weighted heavily towards visual networks that likely explained substantial global variance, but at the cost of sensitivity to changes in networks related to higher-level conceptual processing. As a result, PCA-based transitions performed comparably to unreduced transitions in the visual category and correlated categories (e.g., auditory), but worse in semantic categories. Visual inspection revealed considerable structure in transitions across participants during movie-viewing ( Fig. 2b) , complementing prior findings of local coordination of brain activity as participants watch well-made films. To formalize this observation, we tested for higher group alignment in movie runs than rest runs. For each participant and each run, we took the Fisher transformation of the correlation between the log of their step distance vector and the log of the median group signal (excluding the step distance vector of the participant in question). To avoid potential effects resulting from the onset and offset of the run, we excluded the first and last five epochs of the step distance vectors. Then, we compared all group alignment values from the four mv-fMRI runs against zero. The same bootstrapping analysis was carried out for all group alignment values for the four rs-fMRI runs.
To provide an alternate way of testing the influence of narrative events over transitions, we correlated the number of events in each movie clip with the degree of group alignment of transitions for that clip. For each clip, we divided the number of events in that clip by its duration in minutes. For each participant, we obtained their clip conformity by taking the Fisher transformation of the correlation between the log of their step distance vector and the log of the median group signal (excluding the step distance vector of the participant in question). This was repeated for each clip within a movie run rather than the movie run in its entirety; thus, each participant had a vector describing their clip conformity, wherein each element corresponded to a conformity value for a particular clip. We calculated the Pearson correlation between the events per minute and conformity vector within each participant, resulting in a distribution of 184 correlation coefficients. We fed this distribution into a bootstrapping analysis (as described previously when we used this strategy to obtain 95% confidence intervals) with 1000 samples to test whether the correlation between events per minute and group alignment was significantly different from 0.
Step 3: Linking movie and rest Using the transition and baseline onsets, we next performed a voxel-wise conjunction analysis in which we sought to identify stable spatial correlates of network meta-state transitions that could be found across rest and movie runs. Through this analysis, we wished to learn whether any set of transition predictors could link brain activity for which we have insight into psychological relevance (mv-fMRI) with brain activity for which we do not (rs-fMRI). To this end, we sampled the average fMRI image at transition and baseline onsets for each participant in the same manner as with feature vectors above, but without correcting for HRF lag (since the predictor and dependent variables were affected by the same delay). In this case, however, we created participant-wise transition and meta-stable timepoint averages not only for mv-fMRI runs, but also (separately) for rs-fMRI runs. We also spatially smoothed each image using a 6 mm FWHM gaussian kernel (at the lower bound of optimal parameters for overcoming inter-subject variability 43 ).
We first subtracted meta-stable from transition images independently for movie and rest, such that a movie difference image and rest difference image was available for each participant. We masked these images using a grey matter mask, performing comparisons only on those voxels with at least a 50% probability of being grey matter based on an MNI anatomical atlas in the same space 44 . Again, we used a nonparametric bootstrapping analysis, but this time obtained a bootstrap ratio image for each of the movie and rest difference images (see e.g., 45 ). As the bootstrap ratio approximates a z-distribution 46 , we used a cumulative distribution function to convert it into a map of voxel-wise p-statistics. To perform conjunction analysis, we then thresholded both the movie and rest p-maps at a P < 0.05, setting all voxels above this value to infinity, and computed the product of the p-maps. The resulting conjunction pmap represented the probability of obtaining a supra-threshold result not only in map A, but also in map B. Because of the initial thresholding step, it had an implied p-value threshold of 0.0025. We then further suppressed supra-threshold voxels within the conjunction p-map that did not satisfy a minimum cluster extent threshold of 150 voxels (614.4 mm 3 ). We selected these voxel-wise and extent thresholds to achieve a balance between Type I and Type II error rate 47 .
To ascertain whether the frequency of neural transitions was stable within individuals, we also derived a transition rate (per minute) for each participant and run by dividing the total number of transitions in each run by the total scan time in minutes. As all four rs-fMRI scans were collected during different sessions, we were able to quantify the reliability of our transition rate metric within participant and across scanning sessions. To do so, we computed the correlation between participant transition rates derived from each pair of rs-fMRI scans. After repeating this for each pair of scans, we computed the average correlation coefficient obtained from all pairs. For each participant, we then computed the within-participant average transition rate for rs-fMRI runs to obtain a more stable trait estimate of each participant's intrinsic transition rate. We used these values to predict their average mv-fMRI transition rate for corresponding participants using the bootstrap correlation approach described earlier.
Step 4: Assessing hippocampal predictors We next tested whether grand mean (rs-fMRI and mv-fMRI) transition rates were related to hippocampal volume configurations as a proxy for memory type. Specifically, we tested anterior, posterior, overall, and the ratio of posterior to anterior hippocampal volume for the left and right hippocampus separately using a bootstrap correlation analysis (as above). To obtain volumes of these structures, we submitted highresolution T1-weighted MRI scans to FreeSurfer (v.5.3) for automated analysis 48, 49 . An expert rater then conducted a manual segmentation of the structure along its longitudinal axis, using the uncal apex as a landmark 19 . For validation purposes, a second rater scored a subset of 40 hippocampi. Agreement concerning the exact coronal slice containing the uncal apex was high (Dice coefficient = 0.85). Movie S1. Movie-based elicitation of meta-state transitions. A bell sound overlaid on the movie audio denotes times at which transitions were frequently elicited (with correction for the hemodynamic response function). These times were derived from peaks in the group median step distance vector, which arose when many participants experienced transitions at the same time. The clips highlight specific alignment of metastate transitions to semantic change in the film stimulus.
Extended Data
See movie file uploaded to submission.
