Introduction
This book reports on an unconventional explanation of the origin of chaos in Hamiltonian dynamics and on a new theory of the origin of thermodynamic phase transitions. The mathematical concepts and methods used are borrowed from Riemannian geometry and from elementary differential topology, respectively. The new approach proposed also unveils deep connections between the two mentioned topics.
Written as a monograph on a new theoretical framework, this book is aimed at stimulating the active interest of both mathematicians and physicists in the many still open problems and potential applications of the theory discussed here.
Thus we shall focus only on those particular aspects of the subjects treated that are necessary to follow the main conceptual construction of this volume. Many topics that would naturally find their place in a textbook, despite their general relevance will not be touched on if they are not necessary for following the leitmotif of the book.
In order to ease the reading of the volume and to allow the reader to choose where to concentrate his attention, this introduction is written as a recapitulation of the content of the book, giving emphasis to the logical and conceptual development of the subjects tackled, and drawing attention to the main results (equations and formulas) worked out throughout the text.
In this book, we shall consider physical systems described by N degrees of freedom (particles, classical spins, quasi-particles such as phonons, and so on), confined in a finite volume (therein free to move, or defined on a lattice), whose Hamiltonian is of the form
systems with a large number of degrees of freedom. The dynamics of the system (1.1) is defined in the 2N -dimensional phase space spanned by the q's and the p's. Historically, long before the atomistic nature of matter was ascertained, Hamiltonian dynamics described the motion of celestial bodies in the solar system, which apparently move regularly, at least on human time scales of observation. This regularity, however, eluded analytic integrability of the equations of motion even when only three interacting bodies were considered, as Poincaré admirably proved. As a consequence, an ensemble of approximate methods, known as classical perturbation theory, was developed.
Since the formulation of the kinetic theory of gases and then with the birth of statistical mechanics, Hamiltonian dynamics has had to cope with dynamical behaviors of a qualitatively opposite kind with respect to those of celestial mechanics. In fact, Boltzmann's Stosszahlansatz (the hypothesis of molecular chaos), is not simply the consequence of our ignorance of the positions and momenta of the atoms or molecules of a system at some conventionally initial time, but, as was later understood by Krylov, there is an intrinsic instability of the dynamics.
This dynamical instability, which in the present context is called Hamiltonian chaos, is a phenomenon that makes finite the predictability time scale of the dynamics. Cauchy's theorem of existence and uniqueness of the solutions of the differential equations of motion formalizes the deterministic nature of classical mechanics; however, predictability stems from the combination of determinism and stability of the solutions of the equations of motion. Roughly speaking, stability means that in phase space the trajectories group into bundles without any significant spread as time passes, or with an at most linearly growing spread with time. In other words, small variations of the initial conditions have limited consequences on the future evolution of the trajectories, which remain close to one another or at most separate in a nonexplosive fashion.
Conversely, Hamiltonian chaos is synonymous with unpredictability of a deterministic but unstable Hamiltonian dynamics. A locally exponential magnification with time of the distance between initially close phase space trajectories is the hallmark of deterministic chaos.
A concise introduction to Hamiltonian mechanics is contained in Chapter 2, where the basic definitions and concepts are given, the framework of classical perturbation theory is outlined together with some of its most important results, and the classical explanation of the origin of Hamiltonian chaos based on homoclinic intersections, as well as the definition of Lyapunov characteristic exponents, is outlined.
The natural differential geometric language for Hamiltonian dynamics is that of symplectic geometry. However, in the present book, we resort to a geometrization of Hamiltonian dynamics by means of Riemannian geometry, whose basic elements are given in Appendix B, and we sketch the possibility of using Finsler geometry. The Riemannian geometrization of Hamiltonian dynamics, outlined in Chapter 3, is actually possible because for standard Hamiltonians (1.1) the Legendre transform to a Lagrangian formulation always exists, and from the Lagrangian
2) the equations of motion are derived in the Newtonian form
The use of symplectic geometry in Hamiltonian mechanics is very elegant and powerful, for example, to investigate Hamiltonian systems with symmetries. Then why do we neglect it in favor of Riemannian geometry? the reason is that on Riemannian manifolds we know how to measure the distance between two points of the manifold, which we cannot do with symplectic manifolds. Moreover, the equations of motion (1.3) stem from the stationarity condition for the action functional (for isoenergetic paths)
where
, which is equivalent to the variational definition of a geodesic li on a Riemannian manifold, which is a line of stationary or minimum length joining the points A and B:
If configuration space is given the non-Euclidean metric of components 6) whence the infinitesimal arc element ds
Newton's equations (1.3) are retrieved from the geodesic equations
This is a nice well-known fact since the time of Levi-Civita. However, this would not be so useful without the equation stemming from the second variation of the length functional (1.5), the Jacobi-Levi-Civita (JLC) equation for the geodesic deviation vector field J (J locally measures the distance between nearby geodesics), which in a parallel-transported frame reads
Applied to the configuration space of a physical system, this is a powerful tool to investigate the (in)stability of the phase space trajectories by relating (in)stability to the curvature features of the configuration space manifold; R i jkl are the components of the Riemann curvature tensor. For the sake of completeness, before discussing the Riemannian geometric approach to chaos, in Chapter 4 we briefly discuss how the problem of integrability fits into the Riemannian framework. Integrability is a vast field in Hamiltonian mechanics, and reviewing it here, even in a sketchy fashion, would be out of place. We just show that with the aid of Riemannian geometry some constructive work can also be done about integrability, and in doing this we also understand the reason why integrability is so exceptional.
We remark that in Chapter 4, as well as throughout the book, we mainly adopt a geometric language that is coordinate-dependent. Though less elegant than an intrinsic formulation, it has the advantage of a direct link with the constructive analytic expressions to be used in practical computations.
In Chapter 5 the core of the Riemannian theory of Hamiltonian chaos is discussed. No matter in which metric equation (1.8) is explicitly computed, 1 it requires the simultaneous numerical integration of both the equations of motion and the (in)stability equation. Using the Eisenhart metric in an extendedconfiguration space-time, (1.8) yields the standard tangent dynamics equation, which is currently used to compute Lyapunov exponents, whereas using the so-called Jacobi metric (1.6) one obtains equation (3.84) of Chapter 3, which is definitely more complex. At first sight the Riemannian geometrization of the dynamics could seem a not very helpful rephrasing of things. However, an equation relating (in)stability with geometry makes one hope that some global information about the average degree of instability (chaos) of the dynamics is encoded in global geometric properties of the mechanical manifolds.
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That this might happen is proved by the special case of constant-curvature (isotropic) manifolds, for which the JLC equation simplifies to
where K is any of the constant sectional curvatures of the manifold. On a positively curved manifold, the norm of the separation vector J does not grow, whereas on a negatively curved (hyperbolic) manifold, that is, with K < 0, the norm of J grows exponentially in time, and if the manifold is compact, so that its geodesics are sooner or later obliged to fold, this provides an example of chaotic geodesic motion. The remarkable properties of geodesic flows on hyperbolic manifolds have been known to mathematicians since the first decades of last century [1] ; it Fig. 1.1 . On a manifold of constant positive curvature, the distance between any pair of nearby geodesics-issuing from a neighborhood-is oscillating and bounded from above (right). This is illustrated in the case of a 2D sphere (left), whose geodesics are great circles. was Krylov who thought of using these results to account for the fast phase space mixing of gases and thus for a dynamical justification of the ergodic hypothesis in finite times, which is necessary to make statistical mechanics useful to physics [2] . Krylov's work has been very influential on the development of the so-called abstract ergodic theory [3] , where Anosov flows [4] (e.g., geodesic flows on compact manifolds with negative curvature) play a prominent role. Ergodicity and mixing of these flows have been thoroughly investigated. From time to time, Krylov's intuitions have been worked out further. An incomplete excerpt of the outcomes of these developments can be found in [6, 7, 8, 9, 10, 11, 12, 13, 14] . What has been invariably discovered, is that, surprisingly, geodesic flows associated with chaotic physical Hamiltonians do not live on everywhere negatively curved manifolds. Few exceptions are known, in particular two low dimensional models [15, 16] , where chaos is actually associated with negative curvature.
The somewhat biased search for negative curvatures has been the main obstacle to an effective use of the geometric framework originated by Krylov to explain the source of chaos in Hamiltonian systems. On the other hand, it is true that the Jacobi equation, which describes the (in)stability of a geodesic flow, is in practice only tractable on negatively curved manifolds, formidable mathematical difficulties are encountered in treating the (in)stability of geodesic flows on manifolds of non-constant and not everywhere negative curvature. Nevertheless, a successful theory of Hamiltonian chaos can be started by giving up the idea that chaos must stem from negative curvature, and by initially accepting to work under some restrictive assumptions.
In fact, in Chapter 5, we discuss a successful strategy to work out from (1.8) the effective instability equation (5.27),
where ψ is such that ψ 2 (t) ∼ J 2 (t) , k R is the Ricci curvature of the mechanical manifold, · µ stands for averaging on it, and η(s) is a Gaussiandistributed Markov process. This equation is independent of the dynamics, it holds only if some suitable geometric conditions, which we call quasi-isotropy, are fulfilled by the given system of interest, and it puts in evidence the existence of another mechanism, besides hyperbolicity, to make chaos: the variability of the curvature probed by a geodesic activates parametric instability. This seems to be an ubiquitous mechanism responsible for chaos in physical Hamiltonians. A sort of "statistical-mechanical" treatment of the dynamics itself is the nice outcome of the geometric theory of Hamiltonian chaos, hence the possibility of an analytic computation of the largest Lyapunov exponent through the general formula (5.40) for the rate of the exponential growth of ψ 2 (t) + ψ2 (t) , which is
,
and τ is a characteristic time defined through a geometric argument. Three applications are considered: to a chain of harmonic oscillators also coupled through a quartic anharmonic potential (the FPU model), to a chain of coupled rotators, and to the so-called mean-field XY model. In the first two cases, an impressively excellent fitting of the numerical values of the largest Lyapunov exponents, as a function of the energy per degree of freedom, has been obtained, whereas for the mean-field XY model the quantitative agreement is less good.
Chapter 5 contains the beginning of a Riemannian-geometric theory of Hamiltonian chaos, the excellent results therein reported suggest that it is worthwhile to pursue research in this framework. The successful analytic computation of Lyapunov exponents proves that our understanding of the origin of Hamiltonian chaos is correct, whereas it would be reductive and wrong to consider this geometric approach as a mere recipe for analytically estimating Lyapunov exponents or the formula (1.11) as always valid.
The numerical test of the hypotheses that lead to (1.10), as well as the somewhat tricky correction to the bare result obtained for the chain of coupled rotators, hints at future developments beyond the assumption of quasiisotropy, involving also configuration-space topology. In fact, in the FPU case, for which the hypothesis of quasi-isotropy seems well confirmed by numerical tests and for which the straightforward application of (1.11) leads to the correct result, the configuration space manifolds are topologically trivial at any energy value. In contrast, in the case of coupled rotators, the straightforward application of (1.11) leads to a mismatch between numerical and analytical results for the Lyapunov exponents in the strongly chaotic phase. This seems reasonable in the light of the numerical tests of the quasi-isotropy assumption for this model. At the energy density where the mentioned mismatch starts, critical points of the potential appear, that is, points q c = [q 1 , . . . , q N ] such that ∇V (q)| q=qc = 0. From Morse theory we know that the occurrence of critical points (of a suitable function defined on a manifold) is generically associated with a non-trivial topology. In order to grasp why topology affects the degree of instability of the dynamics, let us consider the tangent dynamics equation (JLC equation in the Eisenhart metric) commonly used to numerically compute Lyapunov exponents, Fig. 1.4 . Pictorial representation of how topology can affect geodesic separation. Two initially close geodesics, γ1 and γ2, respectively issuing from the points A and B, have very different evolutions because γ2 is temporarily "trapped" by the handle, and, after some windings, it can be released in any direction. 12) and remembering that in the neighborhood of any critical point q c , by the Morse lemma, there always exists a coordinate system for which
where k is the index of the critical point, i.e., the number of negative eigenvalues of the Hessian of V , let us note that in the neighborhood of a critical point, (1.13) yields ∂ 2 V /∂ i ∂q l = ±δ il , which, substituted into (1.12), gives k unstable directions that contribute to the exponential growth of the norm of the tangent vector J. In other words, the neighborhoods of critical points are "scatterers" of the trajectories, which enhance chaos by adding to parametric instability another instability mechanism, reminiscent of local hyperbolicity. However, if in the case of the chain of coupled rotators a nontrivial topology is responsible for the enhancement of chaos, with respect to the prediction based only on the quasi-isotropy assumption, things seem to go in the opposite direction for the mean-field XY model, though also in this case configuration-space topology is highly nontrivial (as discussed in Chapter 10). This is to say that a lot of interesting work remains to be done.
We can surmise that a first step forward, beyond the restrictive assumption of quasi-isotropy and encompassing the role of nontrivial topology, should lead to a generalization of the instability equation (1.10) that could be of the form
µ η(s) and where α, β, γ are functions, to be specified by the future developments of the theory, accounting for the relative frequency of encounters of neighborhoods of critical points, for the average number of unstable directions, and for the interplay between the two instability mechanisms (parametric modulations can have also stabilizing effects, as is the case of the reversed pendulum stabilized by a fast oscillation of its pivotal point). Then the instability exponent from (1.14) would be the average growth rate of ψ 2 + ψ2 + φ 2 + φ2 . To summarize, let us compare the advantages of the Riemannian theory over the conventional one based on homoclinic intersections of perturbed separatrices. The traditional explanation of the origin of Hamiltonian chaos requires the use of action-angle coordinates; it is of a perturbative nature and thus applies only to quasi-integrable models; it works constructively only for 1.5 or 2 degrees of freedom; and even the basic result on which it relies-the Poincaré-Birkhoff theorem-has no known extension at N > 2. Last but not least, no computational relationship exists between homoclinic intersections and Lyapunov exponents. In contrast, the Riemannian theory works with the natural coordinates of a system, it is valid at any energy, it explains the cause of chaotic instability in a clear and intuitive way, and it makes a natural link between the explanation of the origin of chaos and the quantitative way of detecting it through Lyapunov exponents.
Chapter 6 bridges the first part to the second part of the book. Therein the attention begins to focus on the geometry of the dynamics of systems with phase transitions. The logical connections proceed as follows. As we have recalled in Chapter 2, the crossover in the energy dependence of the largest Lyapunov exponent λ, first observed in the Fermi-Pasta-Ulam model, has been phenomenologically attributed to a transition from weak to strong chaos, or slow and fast phase space mixing, respectively. This is called the strong stochasticity threshold (SST). We have surmised in the past that this transition has to be the consequence of some "structural" change occurring in configuration space, and in phase space as well. This dynamical transition has been observed in every nonintegrable many-degrees-of-freedom Hamiltonian system for which λ(ε), ε = E/N , has been computed. Then, a natural question arises: could some kind of dynamical transition between weak and strong chaos (possibly a very sharp one) be the microscopic dynamical counterpart of a thermodynamic phase transition? And if this were the case, what kind of difference in the λ(ε) pattern would discriminate between the presence or absence of a phase transition? And could we make a more precise statement about the kind of "structural" change to occur in configuration space when the SST corresponds to a phase transition and when it does not? Actually, the λ(ε) patterns, numerically found for the ϕ 4 model with symmetry groups O(1), O(2), O(4) in two-and three-dimensional lattices, for the classical Heisenberg XY model in two and three dimensions, and analytically computed in the so-called mean-field XY model, show abrupt transitions between different regimes of chaoticity. Typically, a "cuspy" point in λ(ε) appears in correspondence with the phase transition point. This is observed also for other models studied in the literature. Then, since Lyapunov exponents are tightly related to the geometry of the mechanical manifolds in configuration space, it is natural to try to characterize the above-mentioned "structural" changes through the geometric ingredients that enter the analytic formula (1.11) for λ, namely the average Ricci curvature and its variance. The intriguing surprise is that the phase transition point is invariably marked by a peak in the curvature fluctuations. What do we learn from this?
The answer is given in Chapter 7. Here we start with the observation that the topology change driven by a continuously varying parameter in a family of two dimensional-surfaces is accompanied by a sharp peak in the variance of the Gaussian curvature. This is confirmed by computing the variance of the curvature of the level sets of a generic function in the neighborhood of one of its critical points. This is an example at large dimension.
In other words, the tempting idea was that of attributing to the deeper level of configuration space topology the responsibility for the appearance of the strong and sudden "structural" change necessary to entail a phase transition. An important step forward in this direction was obtained by studying the Ricci curvature fluctuations of the configuration-space manifolds (M u , g) of one and two dimensional lattice ϕ 4 models equipped with different Riemannian metrics g (k) , having nothing to do with the "dynamical" metric (1.6). In the manifolds (M u , g (k) ), M u is defined by the potential function V (q) of the model, i.e., M u = {q = (q 1 , . . . , q N ) ∈ R N |V (q) ≤ u}, and the metrics g used are arbitrary and independent of V (q). The results strongly support the idea that at the phase transition point in the two-dimensional model, something happens that is to some extent independent of the metric structure imposed on the configuration-space submanifolds M u . This is resumed in the formulation of a topological hypothesis. Concisely, consider the microcanonical volume
the larger N the closer to some Σ u are the microscopic configurations that significantly contribute to the statistical averages, and therefore the idea is that in order to observe the development of singular behaviors of thermodynamic observables computed through Ω(E) in (1.15), it is necessary that a value u c exist such that Σ u<uc are not diffeomorphic to (have a different topology from) the Σ u>uc . Chapter 7 ends with a direct and remarkable confirmation of this working hypothesis. Confirmation is achieved by means of the numerical computation, again for the one-and two-dimensional lattice ϕ 4 models, of a topologic invariant of the equipotential hypersurfaces of configuration space, i.e.,
The topologic invariant, a diffeomorphism invariant, is the Euler-Poincaré characteristic χ(Σ u ) of equipotential hypersurfaces computed through the Gauss-Bonnet-Hopf formula
where γ = 2/vol(S n 1 ) is twice the inverse of the volume of an even ndimensional sphere of unit radius, n = N − 1; K G is the Gauss-Kronecker curvature of the manifold; dσ = det(g)dx 1 dx 2 · · · dx n is the invariant volume measure of Σ u ; and g is the Riemannian metric induced from R N . Two things are evident from the numerical computations: the first is that the u-pattern of χ(Σ u ) clearly makes a big difference between presence and absence of a phase transition; moreover, it unambiguously locates the transition point. The second fact is that topology changes considerably even in the absence of a phase transition; it is its way of changing with u that is suddenly modified at the transition point.
What we are after is the possible deepening of our mathematical understanding of the origin of phase transitions. In fact, the topological properties of configuration space submanifolds, both of equipotential hypersurfaces Σ u and of the regions M u bounded by them, are already determined when the microscopic potential V is assigned and are completely independent of the statistical measures. The appearance of singularities in the thermodynamic observables could then be the effect of a deeper cause: a suitable topological transition in configuration space.
With Chapters 8 and 9 we put forward the fundamental elements for a topological theory of phase transition phenomena. In Chapter 10 we go back to models, but this time working out exact analytic results.
In Chapter 8 we unveil the existence of a quantitative connection between geometry and topology of the energy landscape in phase space, or in configuration space, and thermodynamic entropy defined as S N (E) = (k B /N ) log[ ΣE dσ / ∇H ]: 17) where b i (Σ E ) are the Betti numbers of the constant energy hypersurfaces in phase space. Betti numbers are fundamental topological invariants of a manifold. Another version of this formula reads
(1.18) which now holds in configuration space and where the µ i (M v ) are the Morse indexes (in one-to-one correspondence with topology changes) of the submanifolds M v of configuration space. These formulas are approximate, but following a different reasoning, and using the definition S (−)
N q], also an exact formula can be derived, which reads
19) where the first term in the square brackets is the configuration-space volume minus the sum of volumes of certain neighborhoods of the critical points of the interaction potential, the second term is a weighed sum of the Morse indexes, and the third term is a smooth function. This formula is proved in Chapter 9 as Theorem 9.39.
Since the above formula provides an exact relation between a thermodynamic function and some quantities peculiar to the mathematics that we are using, it is of special interest. In fact, it is thanks to this formula that we can convince ourselves, with the aid of Theorem 9.39 of Chapter 9, that topology is relevant to phase transitions. So we come to Chapter 9, which contains a major leap forward: the proof of two theorems that establish a necessary topological condition for the occurrence of first-or second-order phase transitions. A thermodynamic phase transition point necessarily stems from a corresponding topological transition point in configuration space. The theorems apply to a wide class of smooth, finite-range, and confining potentials V N bounded below, describing systems confined in finite regions of space with continuously varying coordinates. The relevant configuration-space submanifolds are both the level sets {Σ v := V −1 N (v)} v∈R of the potential function V N and the configuration space submanifolds enclosed by the Σ v defined by
where N is the number of degrees of freedom and v is the potential energy. The proof of Theorem 9.14 proceeds by showing that under the assumption of diffeomorphicity of the equipotential hypersurfaces {Σ v } v∈R , as well as of the {M v } v∈R , in an arbitrary interval of values for v = v/N , the Helmholtz free energy is uniformly convergent in N to its thermodynamic limit, at least within the class of twice differentiable functions, in the corresponding interval of temperature. This theorem is used to prove that in (1.19) the origin of the possible unbound growth with N of a derivative of the entropy, that is, of the development of an analytic singularity in the limit N → ∞ and thus of a phase transition, can be due only to the topological term w i µ i (M v ). Thus the topological hypothesis turns into a necessity theorem.
As already seen at the end of Chapter 7, where we have reported the results of the computation of χ(Σ v ) for one-and two-dimensional lattice ϕ 4 models, there is not a one-to-one correspondence between topology variations and phase transitions. This means that the converse of the just-mentioned theorems is not true, and this can be easily understood by inspection of (1.19) . In fact, if we keep in mind that it is only the topological term that can induce nontrivial behaviors of S(v), we see that "soft" variations with v of the topology of the M v cannot be transformed into something much different by S(v). As a consequence, the problem of the mathematical definition of sufficiency conditions is open. In Chapter 10 we report the results obtained for some exactly solvable models. Fortunately, there is a number of models (all of mean-field kind) for which we can exactly compute the canonical partition function, hence their thermodynamic behavior, and for which we can exactly compute also a topological invariant, the Euler characteristic of the submanifolds M v of configuration space. The models considered in Chapter 10 are the mean-field XY model, the k-trigonometric model, the mean-field spherical model, the mean-field lattice ϕ 4 model. All these systems are described by long-range forces (all the degrees of freedom interact with all the others) and thus are out of the validity domain of the present formulation of the theorems of Chapter 9; by the way, the limitation to short-range interactions has been introduced to ease the proof of Theorem 9.14, but we strongly suspect that the truly important assumption should be that of additivity, relaxing the restrictive assumption of short-range forces. Nevertheless, the exact results reported in Chapter 10 together with the numerical results worked out for the lattice ϕ 4 model (which belongs to the validity domain of Theorems 9.14 and 9.39), provide precious hints to orient future investigations of these challenging questions: What kind of topological transitions entail a phase transition? And what, from the topological standpoint, makes the difference between different kinds of phase transitions?
A preliminary concise summary of the hints hitherto available is as follows.
By probing topology changes in configuration space through χ(Σ v ) for the lattice ϕ 4 model, we have seen that the phase transition point corresponds to a sudden change in the rate of change of χ(v). Remarkably, already with a small system of 7 × 7 lattice sites the χ(v) pattern sharply marks a major qualitative difference with respect to the one-dimensional case (see Chapter 7), whereas no thermodynamic observable (like the specific heat) is able to discriminate which system undergoes a phase transition with only N = 49.
By probing topological changes in configuration space through χ(M v ) in the mean-field XY model, and by comparing Figures 10.5 and 10.3 , we have seen that at the phase transition point the topology change of the M v corresponds to the simultaneous attachment of handles of N 2 different types, in contrast to the one-dimensional nearest-neighbor XY model, in which no such abrupt topological variation occurs and no phase transition is present.
By probing topological changes in configuration space through χ(M v ) in the k-trigonometric model, we have found also in this case sharp and unambiguous differences among the k = 1 case (no phase transition), the k = 2 case (second-order transition), and the k = 3 case (first-order transition). By computing µ(v) = i µ i (M v ), we observe that also µ(v) clearly discriminates among these three different possibilities; moreover, very similar patterns of µ(v) are found for both the XY mean-field and k-trigonometric models, as is evident by comparing Figures 10.7, 10 .8, and 10.20. Remarkably, both χ(v) and µ(v) make a clear distinction between first-and second-order phase transitions.
Chapter 10 ends with some comments on recently appearing articles on topology and phase transitions. Though providing interesting results that can contribute to the advancement of the subject, some of these papers are misleading for what concerns the proposed interpretations.
Let us conclude with a few general comments. Earlier attempts at introducing topological concepts in statistical mechanics concentrated on macroscopic low-dimensional parameter spaces. Actually, this happened after Thom's remark that the critical point shown by the van der Waals equation corresponds to the Riemann-Hugoniot catastrophe [17] . Hence some applications of the theory of singularities of differentiable maps to the study of phase transitions followed [18] . Other approaches resorted to geometric concepts [19] or topological concepts [20] in macroscopic low-dimensional parameter spaces. An elegant formulation of phase transitions as due to a topological change of some abstract manifold of macroscopic variables was obtained using the Atiyah-Singer index theorem [21, 22] , and this has been applied to the 2D Ising model.
Throughout the present book we establish a completely new kind of link between the study of phase transitions and elementary differential topology. In fact, here we deal with the high-dimensional microscopic configuration space of a physical system. The level sets of the microscopic interaction potential among the particles, or the manifolds bounded by them, are the configuration space submanifolds that necessarily have to change their topology in correspondence with a phase transition point. The topology changes implied here are those described within the framework of Morse theory through attachment of handles [23] .
Notice that in all the cases considered so far the role of the potential V is twofold: it determines the relevant submanifolds of configuration space and it is a good Morse function on the same space. However, for example, in the case of entropy-driven phase transitions occurring in hard-sphere gases, the fact that the (singular) interaction potential can no longer play the role of Morse function does not mean that the connection between topology and phase transitions is lost; it rather means that other Morse functions are to be used.
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This topological approach also makes a subtle link between dynamics and thermodynamics because it affects both of them, the former because it can be seen as the geodesic flow of a suitable Riemannian metric endowing configuration space [24] , the latter because we have worked out an analytic relation between thermodynamic entropy and Morse indexes of the configuration-space submanifolds.
Though at present in the framework that we have developed, including the theorems of Chapter 9, we have considered only first-and second-order phase transitions, the topological approach seems to have the potential of unifying the mathematical description of very different kinds of phase transitions. For example, there are "exotic" kinds of transitional phenomena in statistical physics, such as the glassy transition of amorphous systems to a supercooled liquid regime, or the folding transitions in polymers and proteins, that are qualitatively unified through the so-called landscape paradigm [25, 26] , which is based on the idea that the relevant physics of these systems can be understood through the study of the properties of the potential energy hypersurfaces and, in particular, of their stationary points, usually called "saddles." That this landscape paradigm naturally goes toward a link with Morse theory and topology has been hitherto overlooked.
Last but not least. Sometimes it happens that a physical phenomenon is to some extent identified with its explanation. This seems to be the case of phase transitions, which are often identified with nonanalytic behaviors of thermodynamic observables. Historically, this is due to the fact that these phenomena occur in thermal equilibrium and have been observed at a macroscopic level, so that thermodynamic observables have been the natural candidates to experimentally characterize a phase transition. In particular, on the basis of the experimental phenomenology, the translation in mathematical terms of the discontinuity of the physical properties (condensation, melting, and so on) has been that of the development of nonanalytic singular behaviors at the transition point. But as is well known, the statistical measures are analytic at any N , and the only way out is to work in the N → ∞ limit. However, let us think of a small snowflake that melts into a droplet of water, or of a filamentary polymer chain that acquires a globular configuration, or of a protein that folds to its native structure, not to mention Bose-Einstein condensation or other transitional phenomena in small quantum systems at nanoscopic or mesoscopic levels; all these systems (and many others) display major qualitative physical changes also at very small N , much smaller than the Avogadro number, and perhaps thermodynamic observables are no longer so relevant. Once we have understood that the above-mentioned mathematical singularities are due to a deeper phenomenon, at least for a wide class of systems, the basic mathematical cause of the appearance of a phase transition is already there at finite, even small, N , and one can find it by looking at the microscopic-configuration-space topology.
