A dual-beam surface-layer scintillometer (SLS) was used to estimate sensible heat flux (H) every 2 min for a path length of either 50 or 101 m, for more than 30 months in a mesic grassland in eastern South Africa. The SLS method relies on Monin-Obukhov similarity theory, the correlation between the laser beam signal amplitude variances and the covariance of the logarithm of the beam signal amplitude measured using 2 laser detectors. Procedures for checking SLS data integrity in real-time are highlighted as are the post-data collection rejection procedures. From the H estimates, using SLS and measurements of soil heat flux and net irradiance, evaporation rates were calculated as a residual of the shortened energy balance equation and compared with grass reference evaporation rates (ETo). Inconsistent hourly ETo values occur in the late afternoon due to the incorrect assumption that the soil heat flux is 10% of net irradiance. The SLS estimates of H and the estimates of evaporation rate as a residual compared favourably with those obtained using the Bowen ratio and eddy co variance methods for cloudless days, cloudy days and days with variable cloud. There was no evidence for the eddy co variance measurements of H being underestimated in comparison to the Bowen ratio and SLS measurements. On many days, the diurnal variation in SLS H was asymmetrical, peaking before noon.
Introduction
The possible prescription by government of methods for making a volumetric determination of water, for purposes of water allocation and setting charges in the case of activities resulting in stream flow reduction, is stated in the 1998 Republic of South Africa National Water Act. It is therefore important to consider how evaporation, and evaporation rate, can be measured or estimated routinely, with reliable accuracy and precision (Savage et al., 2004; Savage, 2009) , for a range of land surface types. Determination of reliable and representative evaporation data using land-based instrumentation is an important issue in atmospheric research with respect to applications in agriculture, applied environmental sciences, hydrology and micrometeorology, and has particular value in validating remotely-sensed evaporation estimates. Long-term measurements of evaporation at different time scales and from different climate regions are not yet readily available (Jarmain et al., 2009 ).
Point (single-level), profile and path-weighted atmospheric measurements have been used to estimate sensible heat flux H. Profile measurements consist of measurements at 2 vertical positions above the surface in question and are used in the Bowen ratio (BR) method. Sensible heat flux is driven by vertical temperature differences between the canopy or soil surface and overlying air. By contrast, latent energy flux LE -from which evaporation rate may be calculated -is driven by vertical water vapour pressure differences between that which is measured just above the canopy or soil surface and that of overlying air. Point measurements of H = H EC and LE = LE EC are obtained by eddy covariance (EC), and path-weighted measurements of H = H SLS by scintillometry. All of these flux measurements have footprint representation. The flux footprint refers to the relative contribution of upwind surface sources to H, or LE, measured at a height above the canopy surface. Sensible heat flux H and latent energy flux LE are important components of the shortened energy balance. For a flat extensive surface, the shortened energy balance which neglects some terms -advection and canopy-stored heat fluxes for example -is expressed as: Hence LE may be estimated as a residual using measurements of the terms on the right hand side of:
There have been reports in the literature of a lack of energy balance closure when using EC to measure both H EC and LE EC directly (Twine et al., 2000; Wilson et al., 2002 2 the correct method for measurement of H and/or LE, there is a need for a 3 rd method, such as the surface-layer scintillometry (SLS), especially in view of the alleged lack of closure using EC flux measurements.
Commonly, evaporation rate is estimated from grass reference evaporation rate, ETo, at an automatic weather station (AWS) using the Penman-Monteith approach (Allen et al., 1998; , based on daily or hourly point atmospheric measurements at a single level of solar irradiance, air temperature, water vapour pressure and wind speed. In addition, a crop factor is used as a multiplying factor for ETo to obtain the actual evaporation rate. The crop factor effectively distinguishes the vegetation under consideration from a grass reference crop. The dual crop factor approach uses 1 crop factor for the soil surface and another for vegetation.
A scintillometer is used to measure path-weighted H. The instrument measures the intensity fluctuations of visible or infrared radiation after propagation above the plant canopy of interest. It optically measures a parameter associated with refractive index fluctuations of air, C n 2 , caused by air temperature fluctuations that represent the atmospheric turbulence structure. The sensible heat flux, H, may be estimated using the empirically-based Monin-Obukhov similarity theory (MOST). SLS instruments operate over horizontal distances between 50 and 350 m. Large aperture scintillometers (LAS) operate over typical distances between 250 m and up to 3 km. Typically, for areas of between about 0.25 and 5 ha, the SLS would be appropriate, whereas the LAS is suitable for areas larger than about 6 ha.
The objective of this work is to contrast various methods used for estimating evaporation rate as a residual of the shortened energy balance. Practical aspects of the use of the SLS method for the estimation of evaporation rate for a natural grassland are presented. Grass reference evaporation rate (ETo) measurements are also presented for comparison. Comparisons are made between H obtained using the various methods, to investigate whether H estimates using the EC method are underestimated, as is implied by the lack of closure when using EC measurements. The methodology for the measurement of H = H SLS and subsequent estimation of LE = LE SLS is presented. A comparison is made between BR, EC and SLS methods of estimating H and LE. Also, procedures and definitions used for rejection of out-of-range and bad or 'doubtful' SLS data are presented.
Energy balance aspects, evaporation methods, energy balance closure and measurement footprint
There are many methods used for estimating evaporation rate. As mentioned by Drexler et al. (2004) in their review, very few evaporation estimation methods work well for an hourly timestep, and in some cases do not even work well for a daily timestep. Virtually all of the methods, except for EC, from which direct measurements of H EC and LE EC at a point are obtained, rely on a theoretical framework and certain assumptions or approximations for arriving at an expression for LE, in terms of other measurable quantities. Many methods invoke the use of a shortened surface energy balance (Eq. (1)) that allows LE to be estimated indirectly.
Weighing lysimeters are large containers, filled with soil, water, other chemicals and entire plant(s). The weighing lysi meter method allows for a direct measurement of the rate of total water loss from a vegetated surface (soil evaporation plus transpiration plus wet-canopy evaporation), and is often regarded as the standard method for measuring LE (Aboukhaled et al., 1982) . Weight measurements are made at regular time intervals. The weight difference per unit time difference divided by the density of water and divided by the cross-sectional area of the lysimeter yields the evaporation rate in mm•h -1 or mm•d -1
. Lysimeters allow the water loss rate from such containers to be measured for very short time intervals and longer time intervals, from hours to days or longer. The disadvantages of the lysimetric method include: cost, destructive nature of the measurements -in the sense that a relatively large volume of disturbed or sometimes undisturbed soil is placed in a container usually of metal construction, which isolates the lysimeter soil from neighbouring soil, and the nonportable nature of the measurement method. Also, the representation, or the so-called footprint, of the evaporation rate measurement is localised to the cross-sectional area of the lysimeter, although evaporation rate is also influenced by atmospheric events not confined to this area. Much less expensive is the microlysimetric method, but the surface area is an order of magnitude less than a large weighing lysimeter and it is still a destructive method, still isolated from neighbouring soil, and often not able to contain whole plants and therefore only used for measuring soil evaporation rate over short periods.
Given the limitations of the lysimetric method, the search for an alternative standard for evaporation rate estimation has been the focus of many studies for several decades. Methods such as EC involve measurement, typically at a frequency of 10 Hz, of 2 atmospheric variables, vertical wind speed and water vapour pressure, from which LE EC is calculated directly by eddy covariance following many corrections. Similarly, using eddy covariance, H EC is calculated from the covariance of vertical wind speed and air temperature measurements over a specified time interval -usually hourly or sub-hourly. The BR method involves up to 8 measurements, usually at a frequency of 1 Hz, of atmospheric and energy balance components, and a theoretical framework and assumptions to estimate H BR and LE BR (Savage et al., 2004) . Empirical methods, or the PenmanMonteith approach, are used to estimate grass reference evaporation rate, ETo, which uses the crop factor approach to calculate evaporation rate. The more portable and much less invasive BR and EC methods, compared to the use of a lysimeter, are more popular research methods for the estimation of evaporation rate and can be used to collect unattended measurements for extended periods of time. These methods were the focus of previous research reports (Savage et al., 1997; Jarmain et al., 2009) . The EC and BR methods essentially yield point estimates of H and LE although these flux estimates are influenced by events upwind of the point of measurement. The extent of the footprint area of influence on the flux measurement, using both BR and EC methods, has received attention. For example, Stannard (1997) investigated the footprint of BR flux measurements and Savage et al. (1995; 1996) investigated the footprint of EC flux measurements. Agreement between BR, EC, and SLS flux measurements of H, for example, may be dependent on the footprint of H, which in turn depends on sensor height and atmospheric stability condition.
Some literature reports on the inadequacy of the EC method for the direct estimation of LE (Wilson et al., 2002; Ham and Heilman, 2003) resulting in |H EC + LE EC | < R net + S (Twine et al., 2000) . An alternative approach to using a full EC system for measuring H EC and LE EC is to measure H EC only, and to estimate LE as a residual of the shortened energy balance from simultaneous measurements of R net , S and H = H EC using Eq. (2).
The frequency of SLS measurements is typically 1 kHz, or 125 Hz for boundary-layer scintillometer measurements for 3 which the path length is up to 10 km, compared to 1 Hz for BR measurements and 10 Hz for EC measurements. Because of the high frequency of the SLS measurements, the averaging period for H SLS can be as short as 1 or 2 min compared to the commonly-used 20 min for BR and 30 min for EC averaging periods (Savage, 2009) .
The SLS method appears to be a useful, robust and accurate method for obtaining a path-weighted estimate for H = H SLS . However, many of the studies employing the SLS method have been very short in duration -in some cases just for a few days as mentioned by Odhiambo and Savage (2009b) and in other cases for a couple of months -and have not in detail compared the SLS method with BR and EC measurement methods. (Fig. 1) . The SLS system, consisting of a transmitter and a receiver, had respective fetch distances of 90 and 138 m for the 101 m path length. The minimum fetch for the next-most dominant winds from the N-W is 117 m for the EC system and 146 and 114 m for the SLS transmitter and SLS receiver respectively. Fetch distances from the middle position of the beam were 118 m for S-E winds and 130 m for N-W winds; vegetation height at this position has the greatest influence on the calculated beam-weighted vegetation height used in the SLS computations. Beyond these distances and to the south, the site is exposed and the slope increases. Adjacent to the site was natural grassland and occasional trees, with the exception of the north-west side of the study area which is residential with some trees. The grass growth is seasonal and this seasonality affects the partitioning of -R net -S into H and LE. There were occasional power problems and interruptions due to an accidental fire in August 2004 and accidental cutting of cables. The BR measurements commenced in December 2003.
Materials and methods

Site details
Grass reference evaporation estimation
The procedures for estimating sub-daily grass reference evaporation rate, ETo, are described by Allen et al. (2006) . The calculations were performed in a spreadsheet with ETo estimated every 2 min using these procedures, from AWS measurements of solar irradiance, air temperature, water vapour pressure and wind speed. While the AWS system was available at the site, ETo estimates were based on the AWS data. After the AWS system was removed, measurements from the same model of sensors were used to calculate ETo, except that for solar irradiance a Kipp and Zonen (Delft, The Netherlands) CM3 thermopile sensor was used. For some of the time, horizontal wind speed from the 3-D sonic anemometer was used. Water vapour pressure was measured using a Vaisala CS500 (Helsinki, Finland) air temperature and relative humidity sensor from the AWS system, or one of the following humidity sensors: another CS500, a Vaisala HMP35C or HMP45C air temperature and relative humidity sensor or a cooled dew point hygrometer (model Dew-10, General Eastern Corp., Watertown, Massachusetts, USA).
Surface-layer scintillometer measurements
A dual-beam surface-layer scintillometer (model SLS40-A, Scintec Atmospärenmessetechnik, Tübingen, Germany) (Thiermann, 1992; Thiermann and Grassl, 1992) , was used to estimate H = H SLS . The beam distance of the SLS was 50 m for the initial experiments and later changed to 101 m. The beam heights were 1 and 1.6 m above the soil surface. Different path lengths would need to be used for different experimental areas. The objective for the use of the 2 path lengths was to test the reliability of the SLS method for the shortest possible and an average path length. The SLS40-A receiver has 4 detectors, with 2 of the detectors used for automatic identification of, and correction for, transmitter vibration by the software used for analysis. In other words, the SLS40-A dual-beam system and its 4 detectors enable the separation of, and correction for, the intensity fluctuations caused by beam movement. There are 2 detectors per beam. The SLS employs a diode laser source with 4 an output wavelength of 670 nm and 1-mW mean output power (2-mW peak). The beam displacement and detector separation distances are 2.5 mm each, with a detector diameter of 2.7 mm. The correlation between the transmitted laser beam signal variances and the covariance of the logarithm of the beam signal amplitude is measured using the 2 detectors. Software, together with the instrument, allows on-line measurements at a frequency of 1 kHz and subsequent calculation every 1 or 2 min (Thiermann and Grassl, 1992) and Strohbehn, 1970; Gracheva et al., 1974) generally resulted in smaller-than-expected estimates for the covariance of the logarithm of the amplitude of the radiation intensity for the 2 beams, and, therefore, smallerthan-expected signal correlation coefficient values for the 2 beams, smaller l o values and greater-than-expected H SLS magnitudes.
• For missing data, designated by zeros, a blank cell was used for H SLS .
Bowen ratio measurements
Two BR systems (based on the Campbell 023A system, Campbell Scientific Inc., Logan, Utah, USA) and connected to a Campbell 21X datalogger, were used to measure water vapour pressure and air temperature profile differences between heights of 1.55 and 2.96 m above the soil surface. The BR water vapour pressure profile measurements were obtained using one or more of the following sensors placed in a humidity sensor chamber: a HMP45C Vaisala air temperature and relative humidity sensor; a cooled mirror Dew-10 hygrometer; a CS500 Vaisala air temperature and relative humidity sensor. A pump was used to alternately switch the flow of air every 2 min, from one measurement height to another, to the chamber and to return to the atmosphere.
Air temperature was measured at 2 levels using unshielded and naturally-ventilated 75-mm type-E thermocouples. At each level, a parallel combination of thermocouples was used. Extra insulation was used to cover the thermocouple connectors at the thermocouple joins. Extra precautions were taken to cover and thermally insulate the point at which the thermocouple wires were connected to the datalogger. The thermocouples were regularly inspected for damage, cleanliness, insects and cobwebs. The BR data exclusion procedures, mainly associated with a Bowen ratio approaching -1 but also due to condensation events, are described by .
For measuring the remaining components of the energy balance, 3 net radiometers (model Q*7, REBS, Seattle, Washington, USA) within a few metres of each other were used to measure R net . The net radiometers were calibrated according to the procedures of Savage and Heilman (2009). Placement height was 2 m above the soil surface. Seven soil heat flux plates (model HFT-3, REBS) were used to measure soil heat flux at a depth of 80 mm and a system of parallel thermocouples at depths of 20 and 60 mm was used to calculate the soil heat flux stored above the plates (Tanner, 1960) . Volumetric soil water content in the first 60 mm of the surface was measured using a frequency domain reflectometer (ThetaProbe, model ML2x, Delta-T Devices, Cambridge, UK) and a Campbell 615 soil reflectometer. Most of these sensors were connected to a Campbell CR7X datalogger and transferred to a CR23X datalogger after the 2003 accidental fire. The net radiometers and soil heat flux plates and other EC sensors were positioned approximately midway between the transmitter and receiver units of the SLS. Measurements were every 1 s and averages were obtained every 2 min. These in turn were used to calculate 20-min averages for the BR calculations.
Eddy covariance measurements
Adjacent to the AWS, a 3-dimensional sonic anemometer (SWS-211/3V, Applied Technologies, Boulder, Colorado, USA), referred to as the EC system, was used to measure H = H EC at a height of 1.45 m above the soil surface. Later in the study, the EC measurement height was increased to 2.12 m above the soil surface to correspond to the average height of the BR levels. This 3-D anemometer, with a 100-mm sonic path length, was connected to a Applied Technologies digital-to-analogue SA-4 converter which was then connected to a Campbell 21X datalogger. Measurements of the 3 components of wind velocity, u, v, w in the x, y and z directions, respectively, and sonic temperature, T, were performed every 0.1 s (frequency of 10 Hz). Following the accidental fire, the 21X datalogger was replaced by a CR23X datalogger and a replacement 3-D sonic anemometer was used (same model). The sonic anemometer measurements were processed on-line and the 2-min co variance between w and T (for determining H = H EC ) and the covariance between w and the horizontal wind speed U = (u 2 + v 2 ) 1/2 (for determining momentum flux) were calculated using ρ = 1.12 kg m -3 and c p = 1 033 J kg -1 K -1
. The 2-min averages of u, v, w and sonic temperature, T, and wind direction, θ = arctan (v/u), were also stored. Coordinate rotations for the EC data (Kaimal and Finnigan, 1994) were not performed for the initial study using a field computer due to security concerns and the lack of equipment to store the 10-Hz EC data. For the initial measurements, for which the SLS beam path length was 50 m, w and T were sampled every 0.2 s using a Campbell CA27 1-D sonic anemometer and 25-mm fine-wire thermocouple, respectively, and data processed using a Campbell 21X datalogger. Two-min averages, standard deviations and covariances were stored for further data analysis. Data rejection rules for the EC measurements were fairly simple: sometimes, usually whenever there was condensation, covariances of -99 999 were excluded. Missing values, and also periods when incorrect sonic temperatures approaching 50 o C were recorded, were excluded and not used to calculate H = H EC . These incorrect values were caused by dirt on the sonic transducers, faulty transducers or sonic beam interruptions. Night-time EC measurements were often unreliable due to condensation or mist affecting the acoustic signal. Calibration of the EC system and its replacement was performed by placing the 3-D system in a box for which each component of the wind speed was 0 m·s -1 . Air temperature and relative humidity, required for accurate speed of sound estimation (from which the sonic temperature is calculated), were independently measured using averaging thermocouples and a Vaisala CS500 air temperature and relative humidity sensor placed inside the box.
For a limited period, a fast-responding open-path infrared analyser for water vapour pressure and carbon dioxide concentration (model LI-7500, LI-COR Inc., Lincoln, Nebraska, USA) and a second Applied Technologies 3-D sonic anemometer (model SATI/3V) with a sonic path length of 150 mm were used to calculate the following fluxes using the EC technique: H EC , LE EC , momentum, and carbon dioxide.
Results and discussion
Rejection criteria for the exclusion of out-of-range and 'bad' or doubtful SLS data
For positive dT/dz values, adjusted for the dry adiabatic lapse rate, where dT/dz is the profile air temperature gradient measured using BR thermocouples, and corresponding to unstable atmospheric conditions, EFD > 25 % and l o > 2 mm for the 101-m path length and non-blank H SLS values, -H day is displayed in the cell. For stable atmospheric conditions, corresponding to negative dT/dz adjusted values, EFD > 25 %, and l o > 2 mm, -H night is displayed in the cell. For periods when the BR equipment was not available, the sign of H SLS was made equal to that of H EC . If both BR and EC measurements were unavailable, it was assumed that unstable conditions prevailed between 06:00 and 18:00 (usually corresponding to R net > 0 W·m -2 ) and stable conditions otherwise.
Percentage of acceptable SLS data
For the period January 2003 to August 2004 there was little seasonal variation in the percentage of 'acceptable' 2-min H SLS measurements for the daytime hours (taken as 06:00 to 18:00) and the percentage was consistently high -between 86.7 and 94.8 % (Fig. 2a) . The night-time variation in the percentage had a more pronounced seasonal pattern, with the lowest percentage of measurements that were considered to be acceptable occurring between January and March in summer of each year (Fig. 2b) . The lower night-time percentage values were due to the effects of dew and mist. These events also affected EC and BR data.
The average percentage of the reliable 1-kHz data, denoted Nok%, varied between 62 and 85% (Fig. 2c) for the period 06:00 to 18:00, and between 33 to 73% for the night-time hours (Fig. 2d ). These data demonstrate the reliability of the SLS method for obtaining long-term H SLS measurements and other micrometeorological parameters. The lowest Nok% was during the summer rainfall period (September to March), due to the influence of rain and mist events on beam transmission.
Flux comparisons
The averaging periods for the various measurement systems are 2 min for energy balance, ETo and SLS systems, 20 min for the BR system and 30 min for the open-path EC system. The 2-min H values are easily scaled up to 20 min, 30 min and daily time intervals but scaling from longer to shorter times is not possible. For EC measurements, 2-and 20-min averaging periods were used.
The EC technique is often regarded as the standard for flux measurements, against which all comparisons of H are usually made. However, there is currently no agreement on the averaging period for EC measurements (Sun et al., 2006; Odhiambo and Savage, 2009a) . Initially, in January/February 2003, H EC measurements were at intervals of 20 min using the CA27 EC system consisting of a 1-D sonic anemometer and a fine-wire thermocouple. A field experiment using 2 EC systems was conducted with the 1 st system performing the covariance between w and T every 20 min, and the 2 nd system every 2 min. The calculated 2-min H = H EC values were then averaged over 20 min and compared with H EC determined using a 20-min time averaging period (Fig. 3) . The correspondence was good (slope of 0.9689 and root mean square error (RMSE) of 9.67 W•m -2 ) and this partly justifies using the 20-min time period for the EC method.
The diurnal variation of the surface energy balance components for Day 81 of 2003, as a typical example, is shown with LESLS estimated as a residual, in this case every 2 min, using Eq. (2) from H SLS , R net and S (Fig. 4) . The agreement between H SLS (2 min) and H EC (20 min) is good in spite of the SLS yielding path-weighted measurements, the very different principles of operation, different footprints for the EC and SLS measurements, and the different measurement heights. The 2-min EC point measurements of H EC (data not shown) exhibit a marked variation from 1 measurement period to the next, whereas 18-month period, in: (a) and (b) there is a much-reduced variation in the corresponding pathweighted H SLS measurements (Odhiambo and Savage, 2009a ). Very occasionally, the H SLS measurements are impacted on by l o approaching the critical value of 2 mm. Such an occurrence is indicated by the arrow (at 12:48 for example) in Fig. 4 . The 2-min ETo estimates are also shown and for some of the time (late afternoon) exceeded R net . This is unexpected, although it should be noted that R net used for estimating ETo is based on solar irradiance measurements and an estimate of the surface reflection coefficient (0.23) and S estimated as 0.1 of R net , the latter clearly not the case in the late afternoon (Fig. 4) . The ratio of LE SLS to ETo was quite stable during the day, peaking at 0.8 at 08:00 and 16:00, with a minimum of about 0.67 at noon and averaging 0.73 for daytime hours with a standard deviation of 0.06. The R net measurements are symmetrical around noon whereas S is generally asymmetrical with a peak after the noon period due to the conductive lag of the soil measurements. Measurements of H SLS are also asymmetrical with a peak before noon, with the result that the LE SLS (residual) estimates (Eq. 2) are roughly symmetrical around noon. The correspondence in H between the EC and SLS measurement methods is improved on most days under conditions when there is reduced turbulence, particularly on uniformly cloudy days, and times before 10:00 and after 14:00 (data not shown).
The asymmetrical diurnal trend in H SLS is shown in Fig. 5 , more clearly on some days than on others. Also shown in Fig. 5 is the reasonable agreement between H EC and H SLS for a number of near-cloudless days. The H EC estimates were every 20 min, and H SLS every 2 min, as previously mentioned, since the 2-min H EC measurements showed considerable variation. There is no evidence in Fig. 5 for a consistent underestimation of H EC compared to H SLS over an extended period of time. Furthermore, there is no evidence to indicate that the effective (path-weighted) beam height input was incorrect (Cain et al., 2001 ). An incorrect input would have caused a consistent overestimation or underestimation in H SLS compared to H EC ; the results of an error analysis showed that a fractional error in the beam height of 5% would result in a fractional error of 4% in H SLS (Savage, 2009) .
Comparisons between the BR, EC and SLS methods for estimating H are shown (Fig. 6) (Fig. 6) . The SLS path-weighted method tends to average such spikes over the beam path length. Of particular note is the rather unexpected agreement in measurements for all methods during the night (stable conditions).
A regression comparison between daily (accumulated 20-min) evaporation values for the BR and SLS methods is shown for a period of 187 days (1 Jan to 5 July, 2004) in Fig.  7a . The impact of errors in R net and S on LE estimated as a residual using Eq. (2) ) and correlation coefficient R = 0.871. The wide bands represent the 95% confidence belts for a single predicted y value, and the narrower ones that for the population mean. Much of the variability can be attributed to the BR method, for which condensation in the hoses and mixing bottles, particularly in the earlymorning hours and/or rain periods, invalidated measurements for several hours and longer when unchecked.
The regression comparison between daily (accumulated 20-min) LE values for the EC and SLS methods for the same time period showed much less scatter (Fig. 7b) . The slope value of 0.874 mm•mm -1 (SE = 0.020 mm•mm -1
) and R = 0.960 is indicative of the good comparison between measurements for the 2 methods. Much of the variability can be attributed to the differences between H EC point-estimates and H SLS pathweighted estimates, although both fluxes have footprint representation. The footprint area for each of the fluxes from BR, EC and SLS methods is different and varies according to wind direction, measurement height, stability parameters, friction velocity and H. The fetch distances for the different measurement methods were not the same, and this too would have contributed to the measurement differences in H and LE in Fig. 6 and in Figs. 7a and 7b respectively.
All 3 measurement methods are affected by mist, dew, rainfall and other events that affect the complete transmission of either the EC sonic beam or the SLS laser beam. In the case of the BR measurements, as mentioned previously, condensation on sensors or inside the hoses and mixing bottles affects the accuracy of the air temperature and water vapour pressure profile measurements adversely. Furthermore, the upper domes of the net radiometer(s) are often covered with droplets of water during such conditions and during rain events, invalidating the R net measurements and therefore invalidating LE calculated as a residual and also LE BR .
The agreement between estimates of LE obtained using the independent open-path EC system and that estimated using LE SLS = -R net -S -H SLS was poor (data not shown). The reason(s) for this poor agreement needs to be explored further. It would appear, however, that the problem related to the lack of energy balance closure using direct measurements of H EC and LE EC may be due to the direct measurement of LE EC , given that H EC compares well with H SLS and assuming that R net and S are measured correctly.
Conclusions
Three methods for estimating point (EC and BR) and pathweighted (SLS) sensible heat flux, each with a very different (BR, EC and SLS) for estimating H for a 3-d period (4 to 6 June, 2004) 
