Functional data analysis (FDA) is an important modern paradigm for handling infinite-dimensional data. An important task in FDA is model- 
application to a dataset based upon calcium imaging in the larval zebrafish brain is provided as a demonstration of the effectiveness of the simpler GMM approach.
Introduction
Functional data analysis (FDA) is the leading paradigm for modeling the statistical properties of data that are observed from infinite-dimensional functional objects. The seminal textbook, Ramsay & Silverman (2005) , presents a comprehensive introduction to the foundations of FDA. Applications and demonstrations of FDA to real-world problems can be found in Ramsay & Silverman (2002) . Nonparametric approaches to FDA are reviewed and discussed in Fer- When presented with data, a common task that arises is to organize the data into clusters, or groups of objects that are similar to one another (Jain & Dubes, 1988) . The process of organizing data into clusters is known as clustering.
Model-based clustering is the process of using a finite mixture of probability models to distinguish different subpopulation structures, which are declared as clusters; see McLachlan & Basford (1988) . A recent survey of functional data clustering is presented in Jacques & Preda (2014a) . A specific review of modelbased clustering methods for functional data is provided below.
A mixture of linear mixed-effects models (MLMM) was applied by Celeux et al. (2005) to analyze time-course microarray data that are sampled at discrete time points. MLMMs with B-spline, Fourier, and wavelet bases were also considered by James & Sugar (2003) , Ng et al. (2006) , and Giacofci et al. (2013) , respectively. Autoregressive extensions of the Ng et al. (2006) approach were considered by Scharl et al. (2010) and Wang et al. (2012) , who were able to model both mean and variance effects. A two-dimensional extension of the James & Sugar (2003) methodology was considered by Nguyen et al. (2016b) , for clustering random surfaces. A mixture-of-experts approach using linear segments was also considered by Same et al. (2011) for the clustering of electrical power signals.
The fitting of a MLMM requires a specialized and computationally-intensive EM (expectation-maximization) algorithm for maximum likelihood (ML) estimation; see McLachlan & Krishnan (2008) regarding EM algorithms. In the R programming language, there are a number of functions in specialized packages that can fit MLMMs. These functions include the FLXMRlmm driver within the flexmix package (Grun & Leisch, 2008) , the regmixEM.mixed within the mixtools package (Benaglia et al., 2009) , and the emmixwire function within the EMMIXcontrasts package (Ng et al., 2014 (Ng et al., , 2015 .
We propose an alternative characterization to the MLMM approach via ordinary least squares (OLS) estimation of basis coefficients. This characterization converts the MLMM to the Gaussian mixture model (GMM), which can be fitted using a faster and more computationally-efficient EM algorithm for ML estimation. Such EM algorithms have been implemented in various R packages; for example EMMIX (McLachlan et al., 1999) , flexmix (Grun & Leisch, 2008) , mixtools (Benaglia et al., 2009) , and mclust (Fraley & Raftery, 2003) .
Theoretical results regarding the consistency and asymptotic normality of the ML estimator is presented. These theoretical results cover the case of correlated data, as well as the usual independent and identically distributed sampling scenario. An assessment of the efficacy of our new approach is conducted via a series of simulation studies. A real data analysis of a zebrafish calcium imaging data set is presented to demonstrate the methodology and its effectiveness.
As this article focuses only on the computational improvement that is possible via the conversion from the MLMM characterization to the GMM characterization, we will not be discussing alternative model-based approaches to FDA. Some interesting alternatives include the mixture of multivariate functional principal component analyses approach of Jacques & Preda (2014b) and the discriminative functional mixture approach of Bouveyron et al. (2015) .
The paper proceeds as follows. The GMM approach to the MLMM is presented in Section 2. The ML estimation for the GMM is discussed in Section 3.
The results from a series of simulation studies are presented in Section 4, and an analysis of an fMRI data set is demonstrated in Section 5. Conclusions are drawn in Section 6.
GMM Approach to the Characterization an MLMM
Let Y n = {Y 1 (t) , Y 2 (t) , ..., Y n (t)} be a sample of n functions that are indexed by t ∈ T, where T is an interval on R. Suppose that we observe each function Y i (t) at m indices t 1 , ..., t m ∈ T, for i = 1, ..., n, indirectly via the corrupted
where E i (t j ) is a random normal error with mean zero and some variance σ 2 > 0, and j = 1, ..., m.
In order to cluster Y n , we require an implicit model for the heterogeneity of the sample. This can be achieved via a linear parametric model of the form
is a random vector of appropriate dimensionality that captures the heterogeneity of the sample Y n . The d-dimensional function x (t) is a set of bases that are sufficiently-rich in the class of continuous functions. For example, we can take x (t) to be the first-d monomials, a set of d Fourier bases, or a (d − 2) -knots B-spline system; see Ramsay & Silverman (2005, Sec. 3.3-3.6 ) for details and suggestions. The superscript indicates matrix transposition.
The subpopulation heterogeneity of Y n can now be imposed by supposing that the random vector B i arises from a g-component GMM with density func-
where π c > 0 and
, and V c ∈ R d×d is a positive-definite matrix, for each c = 1, ..., g. Here, the π c are the prior component probabilities and
is the Gaussian density function with mean µ c and covariance matrix V c . The vector θ stores the parameter components π c , µ c , and V c , for c = 1, ..., g.
For each i = 1, ..., n, we can write the relationship (1) across all m indices as
where
, and
From (4), we can write the OLS estimator of B i as
Theorem 1. Under assumptions (1) and (2),B i as defined by (5) has density function
where we put the parameter components π c , µ c , V c , and σ 2 into ϑ.
Proof. Start by expanding (5) to getB
, we obtain Y i = XB i and thus we can writẽ
Since E i (t j ) is Gaussian with mean 0 and variance σ 2 , we get the density ofẼ = X X −1 X E i to be Gaussian with mean 0 and covariance matrix
, where I is an identity matrix of appropriate dimension. SinceB i = B i +Ẽ i , we can write
Standard theory regarding the convolution of two Gaussian densities yields the desired result [e.g. see Vinga & Almeida (2004, Supp. Mat.) ].
Corollary 1. Adopt the same assumptions as Theorem 1. If V c + σ 2 X X −1 is positive-definite, then we can write the density ofB i as
where we put the parameter components π c , µ c , and
Remark 1. Corollary 1 implies that one can perform clustering under assumptions (1) and (2) in two steps. That is, in the first step, the OLS estimates can be computed for each i = 1, ..., n. And in the second step, the GMM (7) can be fitted and used for clustering.
Remark 2. In the sequel, we choose to adopt arbitrary component covariance matrices in (7) rather than to use the specific form of Σ c as given by V c + σ 2 X X −1 . As we care only about the estimation of a distribution for the OLS estimatesB i and not the functional observations Y i , the use of such a covariance structure has no effect on the performance of the GMM-based approach.
Remark 3. In the case when X X is singular, we can consider the MoorePenrose inverse X X + in place of X X −1 , wherever it occurs (i.e (5), Theorem 1 and Corollary 1). As the Moore-Penrose inverse always exists, is unique, and is real whenever X X is real [cf. Seber (2008, Sec. 7.4) ], its use in our application causes no issue.
Remark 4. Suppose that each function Y i (t) is sampled with independent noise
where Z i (t) is as in (1), and like (4), we have
assume that the sampling of the time points T i , for each i, occurs with enough structure such that X i X i → ∆ in probability, as n → ∞, for some invertible and positive-definite matrix ∆, then under construction (1) and (2), the OLS estimatorB i = X i X i −1 X i Z i converges in distribution to a mixture of form (6), where X X is replaced by ∆.
Maximum Likelihood Estimation of the GMM
Suppose that we observe m noise corrupted realizations z i (t 1 ) , ..., z i (t m ) of the function evaluates y i (t 1 ) , ..., y i (t m ) (i = 1, ...n), for each of the random functions in Y n . We can write z i = (z i (t 1 ) , ..., z i (t m )) for each i.
As noted in Remark 1, we can implement the GMM-based approach (7) in two steps. On the first step, we compute the OLS estimatesb i = X X −1 X z i .
On the second step, we fit the GMM (7) via ML estimation. That is, we seek an appropriate root first-order condition (FOC) ∇ n (ψ) = 0, where
is the log-likelihood function given the datab 1 ,...,b n , assuming that the functions in Y n are independent.
Remark 5. If the functions in Y n are not independent, then (8) From Equations (3) and (7) we note that (8) has the log-sum-exponential form. This implies that a closed form solution to the FOC cannot be obtained [cf. Day (1969, Sec. 4) ]. We can solve the FOC in an iterative manner via an EM algorithm instead.
EM Algorithm
Let ψ
be some initial value and let ψ (r)
be the rth iterate of the EM algorithm, which contains the parameter components π
c , and
c . On the (r + 1) th E-step, for each i and c, we compute the posterior probabilities
where C i ∈ {1, ..., g} is the random variable that places Y i (t) into subpopulation c with probability π c .
On the (r + 1) th M-step, for each c, we compute the parameter updates
ib i , and
The E-and M-steps are alternated and iterated until some convergence criterion is reached; for example, a common convergence criterion is to stop when n ψ (r+1) − n ψ (r) < TOL, for some small TOL > 0. Upon convergence, the final iterate of the algorithm is declared as the ML estimate and is denoted byψ n , which contains the parameter componentsπ c,n ,μ c,n , andΣ c,n .
Remark 6. As with all EM algorithms, the sequence n ψ
is monotonically
is finite for some initial value ψ
, then ψ instead; see Nguyen & McLachlan (2015) .
Large-Sample Theory
The large-sample theory of GMMs has been well-established; for example, see Redner & Walker (1984) , van de Geer (1997) , and Atienza et al. (2007) . We present a useful extremum estimator theorem for clustering dependent data, which is based on Amemiya (1985, Thm. 4.1.2) . The proof follows closely that of Nguyen & McLachlan (2015, Thm. 5) and Nguyen et al. (2016a, Thm. 2), and is thus omitted.
Theorem 2. Let Z 1 , ..., Z n be an identically distributed, stationary, and ergodic (or α-mixing) sample of noisy observations of Y n , such that for each i = 1, ..., n, Z i arises from a population that is characterized by (1) and (2). Let ψ 0 be a strict-local maximizer of E log f b ; ψ , where f b ; ψ is given by Equation (7). If Ψ n = {ψ : ∇ n = 0} (where we take Ψ n = ψ , for some validψ, if ∇ n = 0 has no solution), then for any > 0, 
Clustering Rule
Following the approach of McLachlan & Basford (1988) , we say that
is the cluster allocation of Y i (t) (i = 1, ..., n), wherê
is the posterior probability of Y i (t) belonging to class c, based on the data 
Simulation Studies
We perform a pair of simulation studies (S1 and S2) to compare the performances of the MLMM and GMM approaches on some datasets. We use R functions to fit the MLMMs, as per James & Sugar (2003) , an an EM algorithm to fit the GMM characterization that we have presented in Sections 2 and 3.
S1
Three functions for clustering via the MLMM-based approach and three functions for clustering via the GMM-based approach were assessed. The EM algorithm for the fitting of the MLMM was implemented via the emmixwire function (within EMMIXcontrasts), the regmixEM.mixed function ( The results of this study are presented in Tables 1 and 2 . From Table   1 , it can be observed that emmixwire is the fastest and the most accurate function for conducting MLMM-based clustering, over all scenarios. It can be over 450 times faster (stepFlexmix; m = 10, n = 300) and at least seven times faster (stepFlexmix; m = 100, n = 30), than the next-best MLMM-based function. It can also be observed that emmixwire achieves a perfect average ARI values (1.00) across all scenarios, with the next-best method achieving at best an average ARI of 0.93 (regmixEM.mixed; m = 10, n = 300).
From Table 2 , it can be observed that for the implementation of the GMMbased clustering the Mclust function was the most accurate, with perfect average ARI values for all but five cases, where the worst average ARI value was 0.74.
The next-best average ARI value was 0.66 (stepFlexmix; m = 20, n = 300).
The Mclust function was also the fastest in implementing the the GMM-based clustering.
We conclude from the results in Tables 1 and 2 that the emmixwire and
Mclust are the best performing MLMM-based and GMM-based functions, re- spectively. Comparing the approaches, we observed that emmixwire was more accurate than Mclust in five scenarios, whereas the Mclust was at least five times faster than emmixwire, on average (m = 10, n = 150).
S2
From S1, we have found emmixwire and Mclust to be the best performing MLMM-based and GMM-based functions, respectively. In order to assess which is faster and more accurate, we constructed the following simulation scenarios.
We simulated n = 250, 500, 1000, 2500 noise-corrupted functions Z i (t) (i = 
x (t) = (1, sin t, cos t, sin 2t, cos 2t, sin 3t, cos 3t, sin 4t, cos 4t) .
The random-effects covariances and noise variance were set to V 1 = ... = V 5 = diag 0.25 2 , and σ 2 = 0.5 2 , respectively. Each combination of m and n were replicated 100 times, and each of the clustering functions were run on each replication with the number of components set to g = 5. An example of the m = 50 and n = 250 case is visualized in Figure 2 .
The computation setting is exactly the same as in S1. The average computation times and ARI values are reported in Table 3 .
From Table 3 , we observe that the GMM approach as implemented by the
Mclust function is comparable to the MLMM approach implemented using the emmixwire (m = 50, n = 2500) and can be over 700 times faster (m = 500, are greater than 0.30 more than the MLMM approach in two cases (m = 500, n = 250, and m = 500, n = 500). This indicates that the GMM-based approach was both faster and more accurate across the tested scenarios of S2, than the MLMM-based approach.
Example Application
To demonstrate the use of the GMM characterization for clustering functional data, we consider an analysis of a time series data set arising from the calcium imaging of a zebrafish brain. The calcium imaging was performed on a 5 day post fertilization Tg(HuC:GCamp5) (Akerboom et al., 2012) Using the data-driven slope estimation (DDSE) technique of Baudry et al. (2010) , we obtained the model selection criterion n is the ML estimate of a g-component GMM. The form of the penalty is as suggested in Baudry et al. (2010, Table 1 ); see also Maugis & Michel (2011) . Like the Bayesian information criterion of Schwarz (1978) , the best model is the one that minimizes the criterion. In the case of the analyzed data, the optimal model was g = 20. Figure 5 graphs the criterion versus the number of components of the fitted GMM.
The clustering into g = 20 clusters via rule (9) is displayed in Figure 6 
Conclusions
FDA is an important modern paradigm for handling infinite-dimensional data.
Model-based clustering techniques aim to provide a distributional framework for organizing functional data into groups.
The main approach to model-based clustering of functional data is via MLMMs.
The estimation of MLMMs require a computationally intensive EM algorithm.
We demonstrate that the MLMM approach can be replaced via a GMM characterization instead. This allows for a more computationally efficient approach to model-based clustering of functional data.
In some simulations, we demonstrated that the GMM approach can provide a faster model-based clustering of functional data than the MLMM approach.
Also, the GMM approach can provide a more effective clustering, particularly if the same size n is not large relative to the number of indices m. The MLMM and GLM approaches can be implemented in the R programming language using the emmixwire and Mclust functions, respectively. A zebrafish calcium imaging example demonstrates the effectiveness of the GMM-based clustering approach in its application to a real dataset.
