Abstract
INTRODUCTION
Using this spectrum estimate, it is possible to derive the coefficients of the fractional predictor. The simulations present in this work will show that, from the fractional linear prediction method, it is possible to perform the multirate conversion either for a higher or lower rate.
In section 2, a fractional delay and lead concepts review takes place. These concepts are the base for the theory of fractional linear prediction that is described in section 3. An algorithm is proposed, for the computation of the optimum predictor coefficients. In section 4, some examples to illustrate the behaviour of the algorithm, are presented. At last some conclusions are outlined.
FRACTIONAL DELAY AND LEAD
We will base our algorithm on the theory of the fractional linear systems [1] .
The starting point is the definition of fractional delay and lead [1] : thus generalising a well-known result.
NEW RESULTS ON FRACTIONAL LINEAR PREDICTION
The previous relations are the bases for the d-step prediction we will present in the following section.
The d-step prediction can be used to interpolate a signal, allowing us to convert a signal defined in a given uniform time grid into another one. We will show how to compute the predictor parameters according to the spectral properties of the signal.
The situation of lack of knowledge of these properties is also addressed.
D-STEP PREDICTION
In [1, 2] , a generalisation of the notion of linear prediction for any fractional d-step prediction (d≤1), but without any details, was proposed. We will now go into the details of this topic. We shall be working in the context of a stationary real stochastic process.
Let x(n) n∈Ζ be such processes and let R x (k) be its autocorrelation function.
Definition 3.1
Let x(n) be a real stationary stochastic process, observed from -∞ to n-1. We define the Nth order d-step prediction at n-1+d (0<d≤1) by:
where a i (i=1, ..., N) are the coefficients of the dstep predictor (d=1, corresponds to the usual onestep prediction). The predictor coefficients will be chosen in order to minimise the prediction error power: 
or, in a matrix format:
where the meaning of the vectors and matrix is evident. The corresponding minimum error power is easily obtained by inserting (3.3) in (3.2) and it is given by: 
where P is a lower triangular matrix having the one-step predictors as columns, D is a diagonal matrix with the inverses of the one-step prediction error powers.
The substitution of (3.6) into (3.4) allows us to express the a's in terms of the one-step predictor coefficients. It is not hard to show that:
with v given by:
where r d is the vector in the right hand side in Proceedings of the European Control Conference 2001
But, as the autocorrelation function is an even function, we can transform the previous equation into:
Since the coefficients go to zero, at least quadratically, the series converges quickly, allowing its truncation.
So, with equations (3.4) and (3.10) we can compute the coefficients of the fractional predictor, provided that we use a suitable autocorrelation function estimate.
The use of the Z Transform in (3.7) lead to an interesting result: 
MEASUREMENTS
We are going to propose a solution for an interesting problem. Let us assume that instead of observing the stochastic process x(n) for n∈Z, we observe an MA obtained as:
The problem we want to solve is:
Can we "recover" the unobserved values x(n-iα) for
The answer is positive. Let us see how we obtain the referred values. The procedure is similar to the one followed in section 3.
Definition 4.1 Let y(n) be a real stationary stochastic process, observed from -∞ to n-1 and satisfying (4.1). We define the Nth order d-step prediction of x(n) from
y(n) at n+lα (0<α<1 and l=0, …,M) by:
where a i (i=1, ..., N) are the coefficients of the l α-step predictor.
As seen, this is a generalisation of the problem solved in section 3. If we put M=0, y(n)=x(n) and we return back to the normal d-step prediction. Of course, both filters in (4.1) and (4.2) can be noncausal. Again, the predictor coefficients will be chosen in order to minimise the prediction error power: 
The minimisation of the prediction error power From the examples, we can confirm the algorithm ability to perform a rate conversion. Besides its performance the algorithm can be implement in a recursive way. On the other hand, giving a lattice form to the predictor turns out to be a simple task.
