This paper investigates the problem of testing for the symmetry of linear time series driven by asymmetric innovations. In particular, we examine the performance of alternative symmetry tests when innovations are fat tailed. Among the tests considered, only the test based on the tail estimator of the spectral measure yields satisfactory results in the presence of fat-tailed innovations.
In this section, we briefly describe the Neftci, HRC, and RMK tests. 2 Throughout this section we assume that {y t } is a univariate stationary process, from which we observe the sample y 1 , . . . , y n . Neftci (1984) proposed a symmetry test based on the concepts of finite-state Markov processes. Assuming that {y t } is a stationary zero-mean process, he defines the indicator process I t = 1, for y t > 0 0, for y t ≤ 0 (1) which can be represented by a Markov process with appropriately defined transition probabilities. Neftci considered a second-order Markov process. Below, we adopt Rothman's (1991) first-order specification with transition probabilities p ij = P(I t = i|I t−1 = j), i, j = 0, 1. In this case, ignoring initial conditions, the approximate log likelihood for a given realization of {I t }, S n , is l(S n , p 11 , p 00 ) = n 11 ln(p 11 ) + n 01 ln(1 − p 11 ) + n 00 ln(p 00 ) + n 10 ln(1 − p 00 )
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where n ij denotes the number of occurrences of sequences {I t = i|I t−1 = j} in the sample. The approximate maximum-likelihood estimator isp ij = n ij n ij + n ij , i, j = 0, 1, j = j (2)
The null hypothesis of symmetry is H 0 : p 11 = p 00 ; the alternative against which one tests is either H 1 : p 11 > p 00 or H 1 : p 11 > p 00 , implying that expansions are more persistent than contractions. The corresponding likelihood-ratio statistic, −2(l 0 − l 1 ), is asymptotically χ 2 (1)-distributed.
Tests Based on the Skewness Statistic
A common test for asymmetry is based on the skewness statistic where m 2 and m 3 are the second-and third-centered moments of {y t }, respectively. In practice, Equation (3) is estimated by replacing m 2 and m 3 with their sample estimateŝ m 2 = n −1 n t=1 (y t −ȳ) 2 andm 3 = n −1 n t=1 (y t −ȳ) 3 withȳ = n −1 n t=1 yẗ . For a normally distributed data-skewness statistic, Equation (3) is approximately normally distributed with N (0, 6/n) (see Gasser 1975) .
A multidimensional version of this test is also based on the third-central moment of the multivariate normal distribution (see, for example, Lutkepohl 1991, p. 153ff) . Let Y t be a K -dimensional Gaussian white-noise process with Y t ∼ N (µ, ), and P be a lower triangular matrix with a positive diagonal that satisfies PP = . Then, the independent standard-normal random variables
Below, we will apply the multidimensional version of the skewness-statistic test to stacked vectors of a univariate time series. Specifically, from the scalar series y t we construct the bivariate series [y 1 , y 2 ], [y 3 , y 4 ], . . . and compare the powers of the one-and two-dimensional versions of the test.
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.3 Tests Based on the Characteristic Symmetry Function Csorgo and Heathcote (1987) proposed a statistic for testing symmetry using the characteristic symmetry function (CSF), whose behavior is indicative of the presence of symmetry. The CSF measures the distance between distribution functions. Given the sample y 1 , . . . , y n , the test employs the empirical CSF
where U n (τ ) and V n (τ ) are the real and imaginary parts of the empirical characteristic function, respectively, i.e.,
and [a, b] , 0 < a < b < r n is a working region with the smallest positive root of U n (τ ), denoted by r n , as the upper bound.
In the univariate case, symmetry of y t aboutȳ is given if and only if the imaginary part of the characteristic function of y t −ȳ is zero or, equivalently, if and only if the empirical CSF is constant. Significant deviations of the empirical CSF from a constant value indicate asymmetry. Assuming the finiteness of associating moments, deviations of θ n (τ ) from θ(τ ) are reflected in stochastic process
which converges weakly to a zero-mean Gaussian process, G. Under symmetry, the maximum distance of θ n (τ ) from a constant can be measured by a statistic based on |θ n (τ max ) − θ n (τ min )|, where τ max = argmax τ ∈[a,b] S n (τ ) and τ min = argmin τ ∈[a,b] S n (τ ). Defining τ lmax and τ lmin as the points at which the variance of S n (τ ) takes on its first local supremum and its last local infimum over [a, b] , respectively, the test statistic
s asymptotically normally distributed. 3 Heathcote, Rachev, and Cheng (1995) introduced two procedures for testing the symmetry of a general multivariate distribution. The first is a multivariate generalization of the test of Csorgo and Heathcote (1987) ; the second considers specifically multivariate α-stable laws. Theoretical and empirical aspects of the latter test are investigated in Rachev, Mittnik, and Kim (1996) .
For bivariate, mutually independent Gaussian random variables, Y t = [y 1,t , y 2,t ], t = 1, 2 . . ., a symmetry test can be performed by examining departures of E[sin(Y t − µ, τ )] from zero, where the mean vector µ should be estimated as the median or some trimmed average. 4 Thus, the HRC test procedure is based on the process n − 1 2 n j=1 sin(Y j −μ n , τ ), τ ∈ [a, b] (see Heathcote, Rachev, and Cheng [1995] for the choice of the working region). The test of the null hypothesis of symmetry involves the following steps:
1. Select a weakly consistent estimatorμ n of µ; a weakly consistent estimatorσ 2 n (τ ) of σ 2 (τ ); and the working region.
2. Find the point τ max which maximizes σ 2 n (τ ) over the chosen working region.
3. Define Z n (τ ) = n − 1 2 n j=1 sin(Y j −μ n , τ ) and form statistic Z n (τ )/σ 2 n (τ max ).
Statistic Z n (τ )/σ 2 n (τ max ) is asymptotically standard normal. The working region will be within the largest region, over which the supremum can be taken. The test is conservative in that sense.
The second symmetry test in Heathcote, Rachev, and Cheng (1995) assumes that the observations are in the domain of attraction of an α-stable law. The procedure is based on the tail estimators of the spectral measure (see also Rachev, Mittnik, and Kim, 1996) and assumes that X j = [x 1j , x 2j ], j = 1, . . . , n are two-dimensional, mutually independent α-stable random vectors (0 < α < 2). For the bivariate case, the version of this test adopted in Rachev, Mittnik, and Kim (1996) and referred to as the RMK test consists of following steps:
1. For every observation [x 1t , x 2t ] we write polar coordinates ρ t := x 2 1t + x 2 2t and inverse tangent δ t := arctan(x 1t /x 2t ).
2. Let k = k n be a sequence of integers satisfying 1 ≤ k ≤ n 2 , with k n → ∞ as k → ∞ and n → ∞, and derive the estimator for the normalized spectral measure, φ(δ) n , by
where I {} is the usual indicator function and ρ i:n denotes the i th -order statistic. Parameter δ t in Equation (6) is defined as
Rachev and Xin (1993) proved the strong consistency of supφ n (δ). In practice, one may take the grid
where d is the number of grid points and 2π d is the step width. 3. Under some regularity conditions (see Heathcote, Rachev, and Cheng 1995) one can use the sample supremum of φ(δ) in the region 0 < δ ≤ π, namely
as test statistic.
From the functional limit theorem for φ n , shown in Heathcote, Rachev, and Cheng (1995) , one can easily verify thatˆ n is asymptotically standard normal. Assuming sufficiently large values of n and k, we reject the null hypothesis of multivariate symmetry at the significance level γ , when n > z γ /2 , where z γ /2 is the 100(1 − γ /2) percentile of the standard normal distribution. 5
Design and Results of Simulation Experiments
In our simulations, we consider the standard normal distribution and nine different α-stable distributions. As transmission mechanisms, we choose autoregressive (AR) processes of orders 1 and 2, namely,
and
where parameter a assumes the values 0, .3, .6, .9, and 1.0. Note that by construction, the two roots of the AR(2) process are identical and equal to a. 6 The averages and standard deviations of the sample skewness 7 given by Equation (3) from 1,000 replications of samples of size 100 for the levels and first differences of y t are given in Table 2 . 8 The results 5 Rachev, Mittnik, and Kim (1996) conduct extensive simulations to study suitable choices for k and d. 6 The α-stable pseudorandom variates were generated with the algorithm of Chambers, Mallows, and Stuck (1976) , as implemented in Splus Windows, Version 3.1. 7 More correctly, we should use the term "pseudo-skewness," because the skewness statistic of Equation (3) does not exist for α-stable distributions with α < 2. 8 Tables 2-9 are at the end of this article.
give rise to the following observations:
1. If innovations are symmetric (i.e., the innovations are normal or β = 0), levels and first differences of the observed output appear symmetric, independent of the AR parameter a.
2. In the first row (AR(1) with a = 0) we have y t = u t . Thus, it reflects merely the properties of the generated innovations. For β = 0, the sample skewness depends on the tail-index α. For a fixed β = 0, the sample skewness increases as α moves away from 2. Hence, the power of symmetry is expected to depend on α.
3. Both smaller values for the AR parameter a and the lower AR-lag order lead to a higher sample skewness in the level of the output process. In fact, if the AR(1) process is integrated, i.e., a = 1, the output becomes practically symmetric.
4. For the AR(1) process, the dependence of the sample skewness on the AR parameter a is reversed when first differences are considered. The sample skewness reduces as we overdifference "more excessively," i.e., the smaller a becomes. For the differenced AR(1) process, exactly the opposite holds. Excess differencing results in a loss of asymmetry.
These observations recommend that we test the symmetry of both the observed and the linearly prewhitened data.
For our simulations, we consider the three sample sizes n = 50, 100, and 200, for each of which we generate 1,000 replications. The simulation results are summarized in Tables 3 through 9. Note that the entries in all of these tables represent percentages of acceptance of the null hypothesis of symmetry using the 5% significance level.
The results for the Neftci test of the levels y t using a first-order specification for the state-indicator sequences, reported in Table 3 , indicate the following:
1. By construction, the Neftci test captures the asymmetry in the differenced series and works best when the sample skewness is extreme (cf. the sample skewness reported in Table 2 ). Hence, any empirical results based on this test should be interpreted as the presence or absence of asymmetry in the differences and not in the levels of the data.
2. The test performs relatively better for the AR(1) than for the AR(2) process. For the latter, its power is rather low. The results indicate considerable sensitivity of the power of the Neftci test with respect to the transmission mechanisms.
3. In summary, we find for the Neftci test that the frequency of type-II errors is too high when β = 0 and α < 2. Moreover, it is sensitive to the tail-fatness index α-even in the absence of asymmetry, i.e., when β = 0.
The Neftci test is nonparametric, and thus imposes little structure on the data (see, for example, Sichel 1989) . Our simulations also show that the test has proper power only in the AR(1) case, which is the order we assumed for the state-indicator sequence. This suggests that any test result should be interpreted with caution, if the nature of the DGP is unknown.
For the test based on the one-dimensional skewness statistic, we calculated Equation (3) for level, differenced, and prewhitened data, denoted by y t , y t , andû t , respectively. We used Akaike's (1974) information criterion (AIC) to specify the autoregressive prewhitening filter with maximum lag order 5. Knight (1989) showed that the AIC is consistent in the presence of heavy-tailed innovations. As it turned out, the results for the prewhitenedû t s were not affected by the choices of a and the lag length. Therefore, we only report the results that involvedû t derived from AIC-determined AR filters with a = 0, keeping in mind that the results for all other a values considered are similar. The results of the test, shown in Tables 4-6, give rise to the following observations:
1. The results in Table 4 show a moderate power but a high frequency of type-I errors, when α < 2 and β = 0. This frequency increases as α decreases. Tables 3 and 5 illustrates that the decrease in power of the skewness-statistic test, when using an AR(2) instead of an AR(1) model, is much smaller than for the Neftci test (see, for example, the entries for a = .9). Thus, the skewness statistic appears to be less sensitive with respect to the AR specification of the DGP than that of the Neftci test.
A comparison of
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. Table 6 indicates that the test performs better forû t than for y t and y t , and that the power is practically invariant with respect to the AR coefficient and the lag order.
Both the Neftci test and the test based on the skewness statistic (Equation [3]) are adversely affected by fat tails, regardless of whether or not the distribution is symmetric. Thus, these tests should not be used if one suspects the data to be fat tailed.
For the tests based on the multidimensional version of the skewness statistic, the HRC and the RMK tests, we considered only two-dimensional cases; i.e., we used stacked vectors ofû t , namely [u 1 ,û 2 ], [u 3 ,û 4 ], . . . (see Section 2.2). 9 The results of the test based on the multidimensional version of the skewness statistic, summarized in Table  7 , indicate a severe tendency to reject the null. For example, for the symmetric case of α = 1.2, β = 0, and n = 200, the null of symmetry was rejected in 99.6% of the cases. Even for α = 1.8 and β = 0, it still rejects 91.8% of the cases. The frequency of type-II errors is, however, lower than that of the one-dimensional version of the test.
For the HRC test, the working region was chosen by setting a = n/10 and b = min{(r n − 1), n}. The results of the HRC test, reported in Table 8 , show that it is very conservative and of low power. Under the null of symmetry, i.e., β = 0, it is rather sensitive with respect to the tail index, α. 10 For the RMK test parameter, we set d = n/10, and, to account for the relatively small sample size n = 50, k = n/5, and set k = n/10, for n = 100 and 200. 11 The results, summarized in Table 9 , indicate that the RMK test has moderate power for the small sample sizes and quickly becomes more powerful as the sample size increases. In contrast to the HRC test and the multidimensional skewness-statistic test, it is virtually not affected by the tail-thickness parameter, α.
Concluding Remarks
We have investigated the problem of testing for the symmetry of a time series when the DGP has asymmetric, α-stable distributed innovations, and a linear autoregression as a transmission mechanism. Of the tests considered, only the RMK test has a reasonable power and size when innovations are fat tailed. Such non-normalities in the innovations lead to excessive rates of type-I and type-II errors for the other tests.
A modification of the (standard) skewness-test statistic (Equation [3] ) for random variables in the domain of attraction of an α-stable law with α < 2 is investigated in Mittnik, Kim, and Rachev (1996) . 
