Abstract-Location management plays a central role in guaranteeing the effective operation of personal communication service (PCS) networks. In current PCS networks, a two-tier system of home location register (HLR) and visitor location register (VLR) databases is commonly used for location management. To improve the performance of PCS networks, several dynamic location management schemes have been proposed. Among the existing dynamic schemes, the movement-based location management may be the most practical due to its effectiveness and easy implementation under the framework of current PCS networks. To implement location management in PCS networks, cost analysis is a crucial aspect. However, most of the existing cost analyses for the movement-based scheme are too simple and not available for PCS networks with the HLR/VLR architecture. One reason for this is the complexity and the difficulty associated with the problem. 
variances of the cell and LA residence times. The result presented in this paper can serve as a guideline for the system design and the implementation of the movement-based scheme for PCS networks. Time between when P enters the last LA, LA K+1 , K ≥ 1, and when the next incoming call arrives.
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NOMENCLATURE
I. INTRODUCTION
L OCATION management, which keeps tracking of mobile terminals moving from place to place in the coverage area of personal communication service (PCS) networks, is a key component for the effective operation of PCS networks [3] . In a PCS network, the coverage area is populated with base stations that are used to communicate with mobile terminals over preassigned radio frequencies. The radio coverage of each base station is called a cell. To facilitate the tracking of a moving mobile terminal, a PCS network is also partitioned into location areas (LAs), each of which consists of an aggregation of cells, forming a continuous geographical region. For a call from or to a mobile terminal, the location of the mobile terminal has to be determined for the call delivery. In current PCS networks, twolevel hierarchies, which maintain a system of a home database (called home location register (HLR)) and a visited database (called visitor location register (VLR)), are commonly used for location management. The HLR stores the user profiles whose primary subscription is within the associated LA, which contain information such as the mobile's identification number, the type of services subscribed, the current location, and the validation period. The VLR stores replications of users' profiles and the temporary identification numbers for those mobile terminals that are currently visiting the associated LA. Note that a VLR may control several LAs. Without loss of generality, we assume that every VLR associates with exactly one LA.
There are two basic operations in location managementlocation update and paging. Location update is the process through which system tracks the location of mobile terminals that are not in conversations. The mobile terminal dynamically reports its up-to-date location information. When an incoming call to a mobile terminal arrives, the PCS network simply routes the call to the last reported location of the mobile terminal. Intuitively, the location accuracy depends on the location update frequency; the more frequent the location updates, the more accurate the location information. However, frequent location updates increase the signaling traffic, which may lead to congestion in the signaling network. Furthermore, this may not be necessary if a mobile terminal moves slowly or if a mobile terminal does not have too many incoming calls. A passive approach, paging, may be more appropriate. Paging is the process through which the network searches for the called mobile terminal by sending polling signals to cells that are close to the last reported location of the called mobile terminal. Of course, the larger the paging area, the more signaling traffic that will be generated. If we define the region where a mobile terminal stays as the uncertainty region, then location update is attempting to minimize the uncertainty region, whereas paging is attempting to discover the called mobile terminal in the uncertainty region. Generally, the larger the uncertainty region, the higher the paging traffic. Therefore, there is a tradeoff between the location update traffic and the paging traffic.
Current circuit-switched PCS networks employ a static location management scheme, where a mobile terminal performs location update only when it moves across an LA boundary, and thus, the paging area is fixed and is equal to the size of an LA. In the static scheme, the location update frequency is the same for all the mobile terminals. The mobility characteristics of individual mobile terminals are not considered in the static scheme, and thus, this scheme cannot be cost effective for all the mobile terminals. Intuitively, for mobile terminals with a large call-to-mobility ratio (CMR), frequent location updates are necessary to reduce the paging traffic, whereas for those with a small CMR, frequent location updates will generate unnecessary location update traffic. The reason lies in that for mobile terminals with large CMR, the paging traffic is dominant compared with the location update traffic; the opposite is true for mobile terminals with small CMR. Therefore, a costeffective location management scheme should be dynamic and can adapt to different mobility patterns.
Three dynamic location-management schemes are proposed to overcome the drawbacks of the static scheme, namely, distance-based, movement-based, and time-based schemes [1] , [2] . Under the distance-based scheme, location update is performed whenever a mobile terminal moves d cells away from the cell in which the previous location update was performed, where d is the distance threshold. Under the movementbased scheme, a mobile terminal carries out a location update whenever the mobile terminal completes d movements between cells, where d is the movement threshold. Under the time-based scheme, a mobile terminal updates its location every t time units, where t is the time threshold. It has been shown in [1] that the distance-based scheme gives the best result in terms of signaling traffic; however, it may be infeasible because a mobile terminal has to know its own position information in the network topology. The time-based scheme is the simplest to implement; however, unnecessary signaling traffic may result (imagine that a stationary terminal for a long time may not need to update its location before it moves). The movement-based scheme seems to be the most practical because it is effective and can be easily implemented under the framework of current PCS networks [5] , [6] .
Signaling traffic cost analysis, which is necessary for optimizing the movement threshold d, is important for enforcing the movement-based scheme in PCS networks. In the movement-based scheme implemented in PCS networks with HLR/VLR architecture, location update occurs either when the mobile terminal accomplishes d movements between cells or when it crosses an LA boundary because different LAs are controlled by different VLRs. In the case in which a location update is caused by movement between LAs, the number of cell boundaries that are crossed since the last location update can be less than d. The problem becomes much more intricate when both the two situations are taken into account. Therefore, to analyze the signaling traffic overhead for the movement-based scheme, first, a model that can accurately describe location updates due to movements between cells and LAs is required. As we are aware, so far, such a model does not exist. In the literature, most of the cost analyses for the movement-based scheme were conducted by neglecting the HLR/VLR architecture, i.e., by assuming that only after the mobile terminal crosses d cell boundaries does a location update occur. In [11] , Li et al. developed a model aiming to tackle the arduous issue, and this model has been exploited by Rodríguez-Dagnino and Takagi [13] . However, the model proposed by Li et al. is barely a rough one and can hardly depict location updates that are caused by terminal movements between LAs, which will be elaborated on in Section IV-B.
On the other hand, the distributions of cell and LA residence times are two critical parameters in cost analysis for the movement-based scheme. To make the analysis mathematically tractable, in the literature, it is a common practice to assume that at least one of the cell residence time and the LA residence time follows exponential distribution [4] , [5] , [9] - [12] . However, the exponential assumption may not suit PCS networks. Some cost analyses deserted the exponential assumption that is imposed on the distributions of the cell and LA residence times. However, these analyses were carried out either without considering the HLR/VLR architecture of PCS networks [6] - [8] or by adopting the model that is suggested by Li et al. [11] to characterize location updates due to the movements between LAs [13] .
In this paper, we propose an analytical model for the movement-based location management with HLR/VLR architecture. The new model can precisely portray location updates that are caused by the movement between cells and the movement between LAs. Under a general assumption on the distributions of the cell and LA residence times, we derive closed-form analytical expressions for the costs of HLR and VLR location updates and the cost of paging. Compared with existing works, this paper is characterized by contributions listed below. First, the movement-based scheme is analytically modeled with the consideration of the HLR/VLR architecture. Second, all the involved derivations are conducted by assuming that the cell and LA residence times are generally distributed. Therefore, the model and the analytical formulas presented in this paper should be useful for carrying out the movement-based scheme in PCS networks with the HLR/VLR architecture.
The rest of this paper is organized as follows. In Section II, related works on modeling and cost analysis for the movement- based scheme are introduced in more detail. The notations and assumptions adopted in the analysis are given in Section III. In Section IV, under the assumption that the cell and LA residence times are generally distributed, an analytical model is developed to derive the costs of HLR and VLR location updates and the paging cost for the movement-based scheme with the HLR/VLR architecture. In Section V, the performance of the movement-based scheme is evaluated under various parameters and mobility patterns. Finally, this paper is concluded in Section VI.
II. RELATED WORKS
To help readers better assimilate the motivation of this paper as well as the work we are going to do in the successive developments, here, we introduce in more detail the related works on modeling and cost analysis for the movement-based location management. Denoting by d the movement threshold, the location update operations in the movement-based scheme can be described by the pseudocode shown in Fig. 1 , where HLR location update and VLR location update are the operations that update the data in HLRs and VLRs, respectively. Note that in Fig. 1 , it is assumed that the LA boundary coincides with the cell boundary, which is the case in real PCS networks and can guarantee that a cell only associates with one LA. To simplify modeling and cost analysis for the movement-based scheme, Li et al. [11] and Rodríguez-Dagnino and Takagi [13] assumed that the LA boundary and the cell boundary are independent. A consequence of this assumption is that the coverage area of a cell may belong to two different LAs. Thus, confusion will inevitably occur when delivering a call to a mobile terminal residing in a cell that is affiliated with two different LAs.
Cost analysis for the movement-based scheme plays an important role in the implementation of this scheme in PCS networks. In the literature, most of the cost analyses for the movement-based scheme are too simple and not available for the movement-based scheme that is implemented in PCS networks with the HLR/VLR architecture [4] - [9] . The analyses that are developed in [4] - [9] only consider that a VLR location update occurs when the mobile terminal completes d movements between cells; they fail to consider the case in which a VLR location update also occurs when the mobile terminal crosses an LA boundary. From the pseudocode shown in Fig. 1 , it can be found that, if a VLR location update occurs after the mobile terminal crosses a cell boundary that is also an LA boundary, then the number of cell boundaries that are crossed since the last VLR location update (i.e., the variable MovementCounter in the pseudocode) may be less than d. Therefore, the cost of VLR location updates derived by any analysis without considering terminal movements between LAs is only a conservative approximation of that in real PCS networks with HLR/VLR architecture. An appropriate model that is capable of describing VLR location updates that are caused by movements between both cells and LAs is critical for analyzing the cost of signaling traffic for the movement-based scheme.
Recently, Li et al. [11] proposed a model intending to conquer the issue of VLR location updates that are due to movements between LAs. Unfortunately, the model that is given in [11] is only a rough approximation and cannot provide a plot of VLR location updates led by movements between LAs. In Section III, we will use a simple example to show the falsity existing in the model that is suggested by Li et al. [11] . In [10] , Xiao extended [11] to deal with the case of fractional movement threshold. Xiao et al. [12] also spread the movementbased scheme to third-generation (3G) cellular networks, where HLRs, gateway location registers, and VLRs form a three-level hierarchical mobility database structure. Moreover, the analyses in [10] - [12] were performed by imposing the assumption of exponential distribution on the cell and LA residence times, which are two important parameters in cost analysis for the movement-based scheme. Field data and simulation study show that the validity of the exponential assumption can hardly be assured in PCS networks. In [6] , [8] , and [18] - [21] , it has been shown that the cell residence time (and, therefore, the LA residence time) is not exponentially distributed for many wireless and cellular systems. Rodríguez-Dagnino and Takagi [13] enhanced Li et al.'s work [11] by assuming that the LA residence time follows a hyperexponential distribution and that the cell residence time is generally distributed.
In this paper, we relax the restrictions imposed on the distributions of the cell and LA residence times and develop an analytical model to analyze the signaling traffic cost for the movement-based location management with HLR/VLR architecture. The issue of VLR location updates that are caused by inter-LA movements (i.e., movements between LAs) is successfully resolved using the proposed model. It turns out that the costs of VLR and HLR location updates can be derived in a unified approach; they can be completely determined by a single probability result. The proposed analytical approach enables us to formulate the costs of HLR and VLR location updates when both the cell and LA residence times are generally distributed. It is shown that the existing analyses for the movement-based scheme are actually special cases of the analysis presented this paper. Based on the analytical formula for the total cost of HLR and VLR location updates and paging, a numerical study is carried out to evaluate the performance of the movement-based scheme under various parameters and mobility models. Our study shows that the total cost is a convex function with respect to the movement threshold and is sensitive to the variances of the cell and LA residence times. The results presented in this paper can provide a theoretical basis for the system design and implementation of the movement-based scheme in PCS networks.
III. NOTATIONS AND ASSUMPTIONS
In this section, we introduce the notations that we will use in the subsequent development. Let t c denote the interarrival time between the arrivals of two consecutive incoming calls served by a mobile terminal, say P. Let t M1 , t M2 , . . . denote the LA residence times of P in LAs 1, 2, . . ., respectively, and let r M1 denote the residual LA residence time of t M1 (i.e., the time interval between when the previous incoming call arrives at the initiating LA, i.e., LA 1 , and when P moves out of LA 1 ). Fig. 2 shows the timing diagram for K LA boundary crossings during t c . Suppose that P is in LA 1 when the previous incoming call arrives. It then moves across K LAs during t c , and P resides in the jth LA (denoted by LA j ) for a period t Mj , 1 ≤ j ≤ K+1. Let t S1 , t S2 , . . . denote the cell residence times of P in cells 1, 2, . . ., respectively, and let r S1 denote the residual cell residence time of t S1 (i.e., the time interval between when the previous incoming call arrives at the initiating cell, i.e., cell 1, and when P moves out of cell 1). When P resides in LA 1 , suppose that P locates in cell 1 upon the arrival of the previous incoming call. P then moves across k cells before entering LA 2 , and P resides in the jth cell for a period t Sj , 1 ≤ j ≤ k. Here, homogeneous cell and LA structures are assumed, i.e., t S1 , t S2 , . . . are independent identically distributed (i.i.d.), and t M1 , t M2 , . . . are also i.i.d. In this paper, we assume that the cell residence time and the LA residence time are independent. Although, in the real world, these two random variables are related through the mobility pattern (speed, direc tion, cell shape, etc.) and the number of cells in an LA, this assumption is necessary to allow the analysis. Let f c (t), f M (t), f r M (t), f S (t), and f r S (t) denote the probability density functions (pdf's) of t c , t Mj , r M1 , t Sj , and r S1 , respectively. Let E(t Mj )=1/λ m , and E(t Sj )=1/λ s .
Since there are too many notations used in this paper, first, we present a convention for defining notations. In the following texts, as much as possible, we use f X (t), F X (t), and F X (t) to represent the pdf, the cumulative distribution function, and the survivor function of a continuous nonnegative random variable X, respectively, i.e., Denote by g * (s) the Laplace transform of a function g(t) whose independent variable t is defined over [0, +∞), i.e.,
Let Res s=p denote the residue at pole s = p.
In this paper, we mainly rely on the technique of the Laplace transform to derive probability results. The Laplace transform has been widely employed in the study of stochastic processes for nearly half a century [16] . During the past two decades, researchers have found great applications of the Laplace transform in analyzing the performance of wireline and wireless networks [5] - [8] , [11] - [15] . Someone may argue that, sometimes, applying the Laplace transform complicates the integrand of an integral. However, with the aid of the residue theorem [17] , it is unnecessary to find a function whose derivative is the integrand, which is the most difficult job in solving an integral; the integral can be worked out via elementary and differential operations by combining the residue theorem with the Laplace transform. In this paper, since the cell and LA residence times are generally distributed (i.e., the pdf's of t Sj and t Mj are unknown), timedomain analyses involving t Sj and t Mj are infeasible. More importantly, even when the pdf's of t Sj and t Mj are given, much effort can be saved using the Laplace transform.
Poisson process is a good model for describing the arrivals of incoming calls to a mobile terminal and is widely used in teletraffic analysis [4] - [7] , [9] - [13] . In this paper, we assume that the incoming calls to P form a Poisson process with rate λ c , i.e., t c is exponentially distributed with mean 1/λ c . We also assume that t Mj and t Sj are generally distributed and that f * M (s) is a proper rational function. Note that most of the probability distributions used in teletraffic analysis can satisfy the properrational-function requirement, such as exponential distribution, gamma distribution, hyperexponential distribution, hyperErlang distribution [14] , etc. Moreover, the Laplace transform of the pdf of any continuous nonnegative random variable can be approximated arbitrarily closely by proper rational functions [14] , [16] . Since t c is exponentially distributed, we have
Here, we assume that the system is in steady state, that is, the system has been running for a sufficiently long time before the observation. It follows from the residual life theorem [16] that
IV. MODELING AND COST ANALYSIS FOR MOVEMENT-BASED LOCATION MANAGEMENT WITH HLR/VLR ARCHITECTURE Signaling traffic in the movement-based location management with HLR/VLR architecture incurs costs from the operations of HLR location updates that update the location data in HLRs, VLR location updates that update the location data in VLRs, and paging that searches for the called mobile terminal in the paging area. Denote the expected costs per call arrival of HLR location updates, VLR location updates, and paging by C hlr , C vlr , and C p , respectively. The total cost of location updates and paging per call arrival, which is denoted by T C, is the sum of HLR and VLR location update costs and the cost of paging, i.e.,
In the following, we derive the expected costs of HLR and VLR location updates (C hlr and C vlr ) and the cost of paging (C p ) for the movement-based scheme with HLR/VLR architecture.
A. Cost of HLR Location Updates
Denote by N (t c , t M ) the number of LA boundary crossings during the interarrival time t c . Let the unit cost for performing an HLR location update be δ hlr , which accounts for the wireless and wireline bandwidth utilization and the computational cost for processing a location update in the HLR. Then, the expected cost of HLR location updates per call arrival can be expressed as
It follows from Fig. 2 that
Applying Facts 1 and 2 (cf. Appendix A) to (6) yields
where Ω c is the set of poles of f * c (−s), and, according to (1), Ω c = {λ c }. Substituting (7) into (5) results in
where we have used the auxiliary residue theorem [17] and the fact that −f * (1) c (0) = E(t c ) = 1/λ c . Note that the last equation also holds when t c is generally distributed because during the derivation of (8), we never exploited the exponential distribution property of t c .
B. Cost of VLR Location Updates
Denote the cost of performing a VLR location update by δ vlr , which accounts for the wireless and wireline bandwidth utilization and the computational requirements to process a location update in the VLR. Let n vlr denote the average number of VLR location updates per call arrival. Then, the expected cost of VLR location updates per call arrival is
n vlr can be expressed as [11] , [13] 
where n vlr,K is the average number of VLR location updates per call arrival with the movement-based scheme when there are K LA boundary crossings during t c . Note that n vlr,K is a quantity conditioned on the fact that there are K LA boundaries that are crossed during t c . Recall that in the movement-based location management with HLR/VLR architecture, a VLR location update occurs either when P completes d movements between cells or when P crosses an LA boundary. From the pseudocode shown in Fig. 1 , it can be found that, if a VLR location update occurs after P crosses an LA boundary, then the number of cell boundaries crossed since the last VLR location update may be less than d. The problem becomes much more complex when both the above two cases are considered. To solve this tough task, it is wise to first calculate the number of VLR location updates performed in each individual LA that is crossed during t c . Then, the summation of the numbers of VLR location updates in all the LAs crossed during t c is the total number of VLR location updates performed during t c . Referring to Fig. 2 , to calculate n vlr,K , first, it is necessary to obtain the four types of probability listed below that can describe the intra-LA movement (i.e., the movement inside an LA) and the inter-LA movement (i.e., the movement between LAs) of a mobile terminal [11] , [13] . 1) 1 (k): the probability that there are k cell boundary crossings within LA 1 (where the previous incoming call arrives) during t c when P receives the next incoming call in the same LA. In this case, the previous and next incoming calls are received in LA 1 , so that K = 0, that is, there is no LA boundary crossing during t c ; 2) 2 (k): the probability that there are k cell boundary crossings within LA 1 during r M1 . In this case, the previous and next incoming calls are received in different LAs, so that K >0, that is, there are LA boundary crossings during t c ; 3) 3 (k): the probability that there are k cell boundary crossings within LA i , 2 ≤ i ≤ K, during t Mi when there are K, K ≥ 2, LA boundary crossings during t c ; 4) 4 (k): the probability that there are k cell boundary crossings within the last LA (see Fig. 2 ), i.e., LA K+1 , during the period between when P steps into LA K+1 and when the next incoming call arrives. In this case, K ≥ 1.
Note that the aforementioned four types of probability are all conditional probabilities. Given 1 (k), 2 (k), 3 (k), and 4 (k), n vlr,K can be expressed as (11) , shown at the bottom of the page. Keep in mind that a VLR location update always occurs when P moves across an LA boundary since, according to our assumption, different LAs are controlled by different VLRs. Thus, when the number of cell boundary crossings in
is a multiple of d (i.e., k = ld), the last VLR location update in LA i , performed after P crosses the (ld)th cell boundary in LA i , which is also the boundary between LA LA i and LA i+1 , is a repeat of the one performed after P crosses the boundary between LA i and LA i+1 . In (11), the two terms 
Here, we present a simple example to make it easier to comprehend (11) . As shown in Fig. 3, let d = 3 , and suppose that P resides in LA 1 when the previous incoming call arrives. It then moves across two LAs during t c . Suppose that P crosses three, one, and two cell boundaries in LA 1 , LA 2 , and LA 3 , respectively. The parameters in this example are summarized as follows:
In light of the pseudocode shown in Fig. 1 , the VLR location updates performed in the current example are plotted in Fig. 3 . The first VLR location update is performed after P crosses the cell boundary between cells 1_3 and 2_1, which is also the boundary of LA 1 and LA 2 ; this VLR location update belongs to LA 2 , as cell 2_1 is associated with LA 2 . The second VLR location update is carried out after P crosses the boundary between LA 2 and LA 3 and belongs to LA 3 . Both the two VLR location updates are caused by inter-LA movements. Substituting (12) into (11), we obtain the number of VLR location updates that are performed during t c , i.e., which is consistent with our expectation and also indicates that the two VLR location updates are due to inter-LA movements.
In [11] and [13] , n vlr,K was given by
Substituting (12) into (13) yields
which tells that the only VLR location update occurs in LA 1 and is caused by intra-LA movements. Apparently, (14) contradicts the real situation that is shown in Fig. 3 . Contrasting (13) with (11), we observe that (13) fails to consider VLR location updates due to LA boundary crossings. Now, we proceed to the calculation of these four types of probability.
1) Calculation of 1 (k): Consider the timing diagram for the calculation of 1 (k) shown in Fig. 4 . In this case, there is no LA boundary crossing during t c , i.e., K = 0. Suppose that P is in cell 1 when the previous incoming call arrives. It then moves across k cells during t c , and P resides in the jth cell for a period t Sj (1 ≤ j ≤ k + 1). Recalling that 1 (k) represents the probability that there are k cell boundary crossings within LA 1 during t c conditioned on that K = 0 (i.e., t c < r M1 ), to calculate 1 (k), first, we need to obtain the conditional distribution of t c , given that t c < r M1 . Denoting by t c1 the random variable t c conditioned on that t c < r M1 , then we have (cf. Appendix A)
where σ is a sufficiently small positive number, and j is the imaginary unit. Then, the Laplace transform of
(s), shown at the bottom of the next page. where we have used the residue theorem [17] . Therefore
It is obvious that
Hence, s = −λ c is the removable singularity of f * t c1 (s). It follows from Fig. 4 that
Applying Facts 1 and 2 (cf. Appendix A) yields
where Ω M is the set of poles of f * M (−s).
2) Calculation of 2 (k):
Consider the timing diagram shown in Fig. 5 for the calculation of 2 (k) . In this case, P must cross at least one cell boundary in LA 1 during r M1 (i.e., r M1 > r S1 must be satisfied); otherwise, P cannot step into LA 2 , which is inconsistent with the fact that there are LA boundary crossings during t c (i.e., K > 0). Recalling that 2 (k) is the probability that there are k cell boundary crossings within LA 1 during r M1 conditioned on that K > 0 (i.e., t c > r M1 ), to calculate 2 (k), first, we need to obtain the conditional distribution of r M1 , given that t c > r M1 . Denoting by r Mc the random variable r M1 conditioned on that t c > r M1 , then we have (cf. Appendix A)
Then, the Laplace transform of
It follows from Fig. 5 that
Further applying Facts 1 and 2 (cf. Appendix A) yields (19) , shown at the bottom of the next page.
3) Calculation of 3 (k): Consider the timing diagram shown in Fig. 6 for the calculation of 3 (k). In Fig. 6, t c,i , 2 ≤ i ≤ K, K ≥ 2 is the residual interarrival time, which is the period between when P enters LA i and when the next incoming call arrives. Since t c is exponentially distributed, t c,i follows the
e −st dtdxdz same distribution as t c due to the memoryless property of the exponential distribution. Suppose that when P enters LA i , the cell serving P is cell 1. P then moves across k cells in LA i before entering LA i+1 , and P resides in the jth cell for a period t Sj (1 ≤ j ≤ k). Note that, as in deriving 2 (k), here, P must move across at least one cell in LA i (i.e., t Mi > t S1 must be guaranteed); otherwise, P cannot step into LA i+1 , which is incompatible with the condition that K ≥ 2. Recalling that 3 (k) is the probability that there are k cell boundary crossings within LA i during t Mi conditioned on that K ≥ 2 (i.e., t c,i > t Mi ), to calculate 3 (k), first, we need to obtain the conditional distribution of t Mi , given that t c,i > t Mi . Let t Mc denote the random variable t Mi conditioned on the fact that t c,i > t Mi . It follows that
By the same argument used in deriving (17), we have
It follows from Fig. 6 that
Furthermore, it follows from Facts 1 and 2 (cf. Appendix A) that 3 (k) is given by (21) , shown at the bottom of the page.
4) Calculation of 4 (k):
Consider the timing diagram shown in Fig. 7 for the calculation of 4 (k). In Fig. 7, t c,K+1 , K > 0 is the time between when P enters the last LA, i.e., LA K+1 , and when the next incoming call arrives. Suppose that when P steps into LA K+1 , the cell serving P is cell 1. P then moves across k cells before receiving the next incoming call, and P resides in the jth (1 ≤ j ≤ k + 1) cell for a period t Sj . Recall that 4 (k) is the probability that there are k cell boundary crossings with LA K+1 during t c,K+1 conditioned on that K > 0 (i.e., t c > r M1 ). Before calculating 4 (k), first, we need to obtain the distribution of t c, K+1 . It follows from the definition of t c,K+1 that
.
surely find the mobile terminal. This paging scheme is the socalled parallel paging (i.e., paging all cells at once) and is the most conservative among all paging schemes. Denoting by δ poll the unit cost for each paging in a cell, the paging cost per call arrival for the parallel paging is given by
E. Total Cost per Call Arrival for the Movement-Based Scheme
Substituting (8), (25), and (27) into (4), we obtain the total cost per call arrival due to HLR and VLR location updates and paging for the movement-based location management, i.e.,
where n vlr (the average number of VLR location updates that are performed during the interarrival time) is expressed in (25). When the cell residence time (t Sj ) and the LA residence time (t Mj ) are exponentially distributed, we have
V. PERFORMANCE EVALUATION
In this section, we present some illustrative examples to show the behavior of overall cost function T C with respect to various parameters. We assume that the cell residence time t Sj is gamma distributed with the following pdf and Laplace transform:
Thus, the mean and the variance of t Sj are 1/λ s and 1/(γλ 2 s ), respectively. We assume that the LA residence time t Mj follows an Erlang distribution of order n and mean 1/λ m , i.e.,
The variance of t Mj is 1/(nλ 2 m ). In PCS networks, the core network teems with bandwidth so that the difference between the costs of performing HLR and VLR location updates can be ignored. Throughout this section, it is assumed that δ hlr = δ vlr and δ poll = 1. Fig. 8 shows the plot for the total cost versus the movement threshold d for different values of the mean interarrival time 1/λ c . The mean interarrival time is set to 50, 500, and 5000, re- spectively. We observe that the total cost is a convex function of the movement threshold, which was also observed by Fang [6] , Li et al. [11] , and Rodríguez-Dagnino and Takagi [13] . The convexity can also be observed in Figs. 9-11 . Incidentally, besides the examples that are presented in this section, we have conducted more investigations by varying the statistical characteristics (i.e., the mean and the variance) and the distributions of the cell and LA residence times, such as the hyperexponential, hyper-Erlang, and gamma distributions. The convexity has been observed in these investigations without exception. Figs. 8-11 suggest that the convexity is clearer when the movement threshold is comparatively smaller. From Fig. 8 , we also find that when the movement threshold is the same, the total cost increases as the mean interarrival time increases and that the optimal movement threshold for larger mean interarrival time is greater than that for a smaller one. The explanation is quite intuitive. When the movement threshold is the same for different interarrival times, the larger the interarrival time, the more LAs a mobile terminal will cross during the interarrival time, and, hence, the greater the signaling traffic cost. Compared with a mobile terminal with smaller interarrival time (i.e., a larger incoming call arrival rate), for a mobile terminal with larger interarrival time, the cost due to VLR location updates has greater impact on the total cost than the cost that is caused by paging. Therefore, to minimize the cost of VLR location updates, the optimal movement threshold for larger interarrival time should be greater than that for smaller interarrival time. Fig. 9 depicts the total cost versus the movement threshold for various values of δ vlr and indicates that the optimal movement threshold increases as the unit cost for performing a VLR location update increases, which is obvious because δ vlr is like a penalty factor. If the penalty is high, the average number of VLR location updates must be smaller; hence, d should be greater. Fig. 10 evaluates the influence of the variance of the cell residence time t Sj on the total cost, where 1/λ s = 100, and γ is set to 0.1, 1, and 10, respectively. Thus, the variance of the cell residence time is equal to 10/λ 1/2000) ).
Fig . 11 shows the plot when the LA residence time t Mj is exponentially distributed and hyper-Erlang distributed with the same mean, respectively. In this example, we assume that the hyper-Erlang distribution has the following pdf and Laplace transform [14] : Fig. 11 , we assume that the cell residence time is exponentially distributed with mean 100 (i.e., (γ, λ s ) = (1, 1/100)).
Figs. 10 and 11 indicate that the cost function is, indeed, sensitive to the variances of the cell and LA residence times. Comparing the curves for δ vlr = 10 with those for δ vlr = 5 in Figs. 10 and 11, it can be found that the sensitivity is clearer when δ vlr is relatively larger. However, from the two figures, we observe that the optimal movement threshold is insensitive to the variances of the cell and LA residence times, which was also noticed by Fang [6] . However, we are not able to draw the general conclusion, which makes the analytical formulas we present more important.
One general observation is that our numerical study suggests that the total cost is a convex function with respect to the movement threshold and that the optimal movement threshold is insensitive to the variances of both the cell and LA residence times. We conjecture that the total cost is a convex function of the movement threshold and that the optimal movement threshold can be appropriately approximated by using exponential distribution to model the cell and LA residence times. However, we have not found a rigorous proof yet. Fortunately, since our analytical results only involved the Laplace transforms of some continuous nonnegative random variables, which can be approximated arbitrarily closely by rational functions [14] , [16] , all related computations are not computationally complex.
VI. CONCLUSION
In this paper, we have developed an analytical model to study the movement-based location management for PCS networks with the HLR/VLR architecture (i.e., with LA partitions). Under a general assumption about the distributions of the cell and LA residence times, we have derived analytical formulas for the cost of HLR location updates, the cost of VLR location updates (which is the most challenging difficulty in cost analysis for the movement-based scheme with HLR/VLR architecture), and the cost of paging. It has been shown that most of the existing cost analyses for the movement-based scheme are special cases of the analysis presented in this paper.
Based on the analytical formula for the total cost, a numerical study has been conducted to evaluate the cost of the movementbased scheme under various parameters and mobility and calling patterns, such as the mean interarrival time, the unit cost for performing a VLR location update, and the variances of the cell and LA residence times. The numerical study indicates that the total cost is a convex function of the movement threshold and that the total cost is, indeed, sensitive to the variances of the cell and LA residence times. The results presented in this paper can provide a theoretical basis for the system design and implementation of the movement-based scheme for PCS networks.
As a final remark, we give a succinct discussion on the implementation of the movement-based scheme in real PCS networks. There may be doubt about the practical value of the movement-based scheme. It has been pointed out that among dynamic location management schemes, the movement-based scheme may be the most practical because it is effective and can be easily implemented without modifying the structure of current PCS networks [5] . Recently, Xiao et al. [12] have studied the movement-based scheme for 3G cellular networks and concluded that the movement-based scheme comes before the static scheme. In this paper, we have observed that the optimal movement threshold is insensitive to the variances of the cell and LA residence times. Thus, in practice, the optimal movement threshold can be worked out by using exponential distribution to model the cell and LA residence times. There is only one parameter associated with the exponential distribution, i.e., the mean value. When the mean values of the cell and LA residence times and the interarrival time are provided, the optimal movement threshold can be determined according to (29) without much effort. Generally, it is not difficult for a PCS network to obtain the mean values of the cell and LA residence times and the interarrival time via mobility (or handoff) management and call-delivery process.
Note that to enforce the movement-based scheme in PCS networks, some modifications must be made to the application layer of the protocol stacks that are implemented in the mobile handset to enable the mobile handset to count the number of cell boundaries crossed since the last VLR location update. Such modifications cannot be circumvented but should not be difficult for today's mobile handsets, amongst which smart phones are becoming increasingly popular. For smart mobile handsets, the modifications can be accomplished by an online update launched by the network, whereas for nonsmart ones, the movement-based scheme can be pre-embedded when they leave the factory. Keeping track of the number of cell boundary crossings induces calculation and battery overheads on the mobile handset. However, since the counting operation is triggered by a handoff, the extra overheads are minor if the mobile terminal does not ramble back and forth among adjacent cells.
On the other hand, fluctuation in signal strength is very common in wireless environment and may lead to premature location update in the movement-based scheme. When signal fluctuation is dominant compared with factors such as the mobility characteristic and the call-arrival process, the distancedbased scheme, which is the most effective but, at the same time, an impractical scheme, may be the best approach. However, it is impractical to desire a scheme to perform well under all possible circumstances. Compared with the time-based, distancebased, and other dynamic schemes exploiting the mobility characteristics of individual users (see [22] - [24] and the references therein), the movement-based scheme possesses three practical virtues. First, it is simple; second, it is effective (in comparison with the static scheme, which is currently functioning in 2G cellular networks, and the time-based scheme); third, it can be easily carried out without importing any other hardware facility and modification in the architecture that is used for the mobility management of PCS networks. Therefore, the movement-based scheme has practicability and is suitable for current and future PCS networks.
APPENDIX A PRELIMINARIES
Fact 1. Let X and Y be two continuous nonnegative random variables. If f which suggests that it is unnecessary to consider portable movements among LAs in the calculation of n vlr . Therefore, when λ m → 0, the n vlr derived in this paper should coincide with that developed in [6] . 2) d → ∞. d being infinite implies that only one VLR location update is performed in an LA, which occurs after P crosses the LA boundary. In this case, the number of VLR location updates that are performed during t c should equal the number of HLR location updates. 3) d = 1. When the movement threshold d associated with the movement-based scheme is equal to 1, the n vlr derived in this paper should be consistent with that derived by Fang [6] because, in this case, the HLR/VLR architecture has no impact on the occurrences of the VLR location update.
In [6] , the average number of location updates per call arrival is expressed as
