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Abstract
We consider general difference equations un+1 = F (u)n for n ∈ Z on exponen-
tially weighted ℓ2 spaces of two-sided Hilbert space valued sequences u and discuss
initial value problems. As an application of the Hilbert space approach, we charac-
terize exponential stability of linear equations and prove a stable manifold theorem
for causal nonlinear difference equations.
1 Introduction
Let H be a separable Hilbert space over C with scalar product 〈 · , · 〉H , linear in the
second and conjugate linear in the first argument, let F : HZ → HZ. In this paper,
we discuss difference equations
un+1 = F (u)n (n ∈ Z) (1.1)
and their solutions u ∈ ℓ on exponentially weighted sequence spaces ℓ ⊆ HZ (see
Lemma 2.1). With the shift τ : HZ → HZ, (un)n∈Z 7→ (un+1)n∈Z, (see Lemma 2.6),
equation (1.1) on ℓ can be reformulated equivalently as
τu = F (u) (u ∈ ℓ). (1.2)
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Since τ is invertible with inverse τ−1 : HZ → HZ, (un)n∈Z 7→ (un−1)n∈Z, each
solution u ∈ ℓ of (1.2) satisfies u = τ−1F (u). If ℓ ⊆ HZ is a Banach space and
τ−1 ◦F : ℓ→ ℓ a contraction, Banach’s fixed point theorem yields a unique solution
to (1.2) (see Theorem 2.7).
For example, the search for bounded solutions of an implicit (backward) Euler
scheme approximation un+1 = un+hf(un+1), n ∈ Z, h > 0, of a differential equation
with right-hand side f : Rd → Rd, is of the form (1.2) with F (u)n = un + hf(un+1)
for n ∈ Z on the sequence space ℓ = ℓ∞(Z;R
d) = {x : Z→ Rd; supk∈Z |xk|Rd <∞}.
On the other hand, if the implicit Euler scheme un+1 = F (u)n is considered on
N := Z≥0 with an initial condition u0 = x ∈ R
n, it is well-known that for each un
the implicit equation un+1 = un+hf(un+1) needs to be solved iteratively, e.g. with
the Newton method, to compute un+1 from un. We will prove in Theorem 2.8 that
initial value problems can be equivalently reformulated into (1.1) on Z by adding
the initial value x as an impulse δkx := (δk,nx)n∈Z ∈ H
Z at k = −1, where δk,n
denotes the Kronecker delta symbol for k, n ∈ Z, if F (u)n only depends on uk for
k ∈ Z≤n, i.e. for so-called causal F (Definition 4.2). Note that for the implicit Euler
scheme, F (u)n depends on un+1 and F is not causal.
Let L(H) denote the space of bounded linear operators from H to H. In Section
3 we characterize exponential stability of linear difference equations un+1 = Aun for
A ∈ L(H) (Theorem 3.9), by utilizing the Z transform (Theorem 3.2). In Section
4 we prove a stable manifold theorem (Theorem 4.11) for causal (Definitions 3.6 &
4.2) difference equations un+1 = Aun + F (u)n with F (0) = 0. Section 2 is devoted
to basic properties of sequence spaces and existence of solutions.
In this paper we follow an approach which goes back to [6] (see also [3, 5] and
the references therein).
2 Difference equations on sequence spaces
Lemma 2.1 (Exponentially weighted ℓp spaces). Let 1 ≤ p <∞, ̺ > 0. Define
ℓp,̺(Z;H) := {x ∈ H
Z;
∑
k∈Z
|xk|
p
H̺
−pk <∞},
ℓ∞,̺(Z;H) := {x ∈ H
Z; sup
k∈Z
|xk|H̺
−k <∞}.
Then ℓp,̺(Z;H) and ℓ∞,̺(Z;H) are Banach spaces with norms
|x|ℓp,̺(Z;H) :=
(∑
k∈Z
|xk|
p
H̺
−pk
) 1
p
(x ∈ ℓp,̺(Z;H))
and
|x|ℓ∞,̺(Z;H) := sup
k∈Z
|xk|H̺
−k (x ∈ ℓ∞,̺(Z;H)),
2
respectively. Moreover, ℓ2,̺(Z;H) is a Hilbert space with the inner product
〈x, y〉ℓ2,̺(Z;H) :=
∑
k∈Z
〈
xk, yk
〉
H
̺−2k (x, y ∈ ℓ2,̺(Z;H)).
Write ℓp(Z;H) := ℓp,1(Z;H) for 1 ≤ p ≤ ∞.
Remark 2.2 (Intersections of weighted ℓp spaces). Let 1 ≤ p ≤ ∞, 0 < ̺1 < ̺2.
Then
ℓp,̺1(Z;H) ∩ ℓp,̺2(Z;H) =
⋂
̺∈[̺1,̺2]
ℓp,̺(Z;H).
Lemma 2.3 (Natural embedding of one-sided sequences). Let 1 ≤ p ≤ ∞, ̺ > 0,
a ∈ Z. Define
ℓp,̺(Z≥a;H) := {x↾Z≥a ;x ∈ ℓp,̺(Z;H)},
and for x ∈ HZ≥a define ιx ∈ HZ by
(ιx)k :=
{
0 if k < a,
xk if k ≥ a.
Then ℓp,̺(Z≥a;H) is a Banach space with norm | · |ℓp,̺(Z≥a;H) := |ι · |ℓp,̺(Z;H), and
ι : ℓp,̺(Z≥a;H) →֒ ℓp,̺(Z;H)
is an isometric embedding. Write ℓp,̺(Z≥a;H) ⊆ ℓp,̺(Z;H).
Lemma 2.4 (Scale of one-sided weighted ℓp spaces). Let 1 ≤ p < q ≤ ∞, ̺, ε > 0,
a ∈ Z. Then
(a) ℓp,̺(Z≥a;H) ( ℓq,̺(Z≥a;H),
(b) ℓq,̺(Z≥a;H) ( ℓp,̺+ε(Z≥a;H).
Proof. (a): Let x ∈ ℓp,̺(Z≥a;H), i.e.
∑∞
k=a |xk|
p
H̺
−pk < ∞. Then ∃k0 ∈ Z≥a, C ∈
[0, 1):
|xk|
p
H̺
−pk ≤ C (k ≥ k0).
Hence, supk≥k0 |xk|H̺
−k ≤ C
1
p , proving that x ∈ ℓ∞,̺(Z≥a;H). If q < ∞, then
(|xk|H̺
−k)q−p < 1 for k ≥ k0 and therefore
|xk|
q
H̺
−kq = |xk|
p
H̺
−kp(|xk|H̺
−k)q−p < |xk|
p
H̺
−kp (k ≥ k0),
proving that x ∈ ℓq,̺(Z≥a;H).
(b): Let x ∈ ℓq,̺(Z≥a;H). Show that x ∈ ℓ1,̺+ε(Z≥a;H). By (a), x ∈
ℓp,̺+ε(Z≥a;H). If q =∞, using the fact that |xk|H̺
−k ≤ |x|ℓ∞,̺(Z≥a;H) for k ∈ Z≥a,
∞∑
k=a
|xk|H(̺+ ε)
−k =
∞∑
k=a
|xk|H̺
−k( ̺̺+ε)
k ≤ |x|ℓ∞,̺(Z≥a;H)
( ̺
̺+ε
)a(̺+ε
ε
)
,
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proving that x ∈ ℓ1,̺+ε(Z≥a;H). If q < ∞, let q
′ ∈ (0,∞) with 1q +
1
q′ = 1. Using
Ho¨lder’s inequality,
∞∑
k=a
|xk|H(̺+ ε)
−k =
∞∑
k=a
|xk|H̺
−k( ̺̺+ε)
k ≤
( ∞∑
k=a
|xk|
q
H̺
−kq
) 1
q
( ∞∑
k=a
( ̺
̺+ε
)kq′) 1q′
= |x|ℓq,̺(Z≥a;H)
( ̺
̺+ε
)aq′(
1−
( ̺
̺+ε
)q′)− 1
q′ ,
proving that x ∈ ℓ1,̺+ε(Z≥a;H).
Example 2.5. Solution to scalar equation with Kronecker delta impulse Let x ∈ C,
a ∈ C \ {0}. We consider the scalar difference equation
un+1 = aun + δ−1,nx (n ∈ Z).
A sequence u ∈ CZ satisfies the preceding difference equation if and only if
un =
{
an+1c if n ∈ Z≤−1,
an+1c+ anx if n ∈ Z≥0,
for some c ∈ C. In dependence on c the support of u satisfies
suppu ⊆
{
Z≤−1 if c = −x/a,
Z≥0 if c = 0,
and
suppu = Z if c 6= 0, c 6= −x/a.
Let ̺ > 0 and let 1 ≤ p ≤ ∞. If ̺ 6= |a|, we can select a unique solution by requiring
that u ∈ ℓp,̺(Z;C). Indeed if ̺ 6= |a| then
u ∈ ℓp,̺(Z;C) ⇔
{
(̺ < |a| ∧ suppu ⊆ Z≤−1) ∨
(̺ > |a| ∧ suppu ⊆ Z≥0)
⇔
{
(̺ < |a| ∧ c = −x/a) ∨
(̺ > |a| ∧ c = 0).
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Lemma 2.6 (Shift operator). Let 1 ≤ p ≤ ∞, ̺ > 0. Then
τ : ℓp,̺(Z;H)→ ℓp,̺(Z;H),
(xk)k∈Z 7→ (xk+1)k∈Z,
is linear, bounded, invertible, and
‖τn‖L(ℓp,̺(Z;H)) = ̺
n (n ∈ Z).
Proof. Let 1 ≤ p ≤ ∞, ̺ > 0, x ∈ ℓp,̺(Z;H), n ∈ Z. Using the fact that
(τnx)k = xn+k (k ∈ Z),
if p <∞,
|τnx|pℓp,̺(Z;H) =
∑
k∈Z
|xn+k|
p
H̺
−pk =
∑
k∈Z
|xn+k|
p
H̺
−p(n+k)̺pn = ̺pn|x|pℓp,̺(Z;H),
proving that |τnx|ℓp,̺(Z;H) = ̺
n|x|ℓp,̺(Z;H), and, if p =∞,
|τnx|ℓ∞,̺(Z;H) = sup
k∈Z
|xn+k|H̺
−k = sup
k∈Z
|xn+k|H̺
−(n+k)̺n = ̺n|x|ℓ∞,̺(Z;H).
Theorem 2.7 (Existence and uniqueness of solutions). Let 1 ≤ p ≤ ∞, ̺ > 0,
F : ℓp,̺(Z;H)→ ℓp,̺(Z;H) with
|F |Lip(ℓp,̺(Z;H)) := sup
x,y∈ℓp,̺(Z;H),x 6=y
|F (x)− F (y)|ℓp,̺(Z;H)
|x− y|ℓp,̺(Z;H)
< ̺.
Then the difference equation
τu = F (u) (u ∈ ℓp,̺(Z;H))
has a unique solution.
Proof. Then
T : ℓp,̺(Z;H) 7→ ℓp,̺(Z;H)
u 7→ τ−1F (u)
is a contraction, since, by Lemma 2.6, for x, y ∈ ℓp,̺(Z;H),
|T (x)−T (y)| ≤ |τ−1|L(ℓp,̺(Z;H))|F (x)− F (y)|ℓp,̺(Z;H) =
1
̺
|F |Lip(ℓp,̺(Z;H)) < 1.
Its unique fixed point u = T (u) satisfies τu = F (u).
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Explicit difference equations [1] of the form un+1 = G(un) on Z≥0 with initial
condition u0 ∈ R
n have a unique solution u : Z≥0 → R
n for arbitrary functions
G : Rn → Rn. In the following theorem, solutions of more general initial value
problems are characterized as one-sided sequences which solve a difference equation
on Z with an impulse corresponding to the initial condition.
Theorem 2.8 (Initial value problems). Let A ∈ L(H), F : HZ → HZ, u ∈ HZ,
sptu ⊆ Z≥0, sptF (u) ⊆ Z≥0, x ∈ H. Then the following statements are equivalent.
(i) un+1 = Aun + F (u)n, u0 = x (n ∈ Z≥0). (Initial value problem)
(ii) un = A
nx+
∑n−1
k=0 A
n−k−1F (u)k (n ∈ Z≥0). (Variation of constants)
(iii) τu = Au+ F (u) + δ−1x. (Initial condition as impulse)
Proof. (i) ⇒ (ii): By induction for n ∈ Z≥0, un = A
nx+
∑n−1
k=0 A
n−k−1F (u)k, since
un+1 = Aun + F (u)n = A
(
Anx+
n−1∑
k=0
An−k−1F (u)k
)
+ F (u)n
= An+1x+
n∑
k=0
An−kF (u)k.
(ii) ⇒ (iii): u0 = x, and for n ∈ Z≥0, un+1 = Aun + F (u)n, since
un+1 = A
n+1x+
n∑
k=0
An−kF (u)k = A
(
Anx+
n−1∑
k=0
An−k−1F (u)k
)
+ F (u)n
= Aun + F (u)n.
Using sptu, sptF (u) ⊆ Z≥0, for n ∈ Z,
(Au+ F (u) + δ−1x)n = Aun + F (u)n + δ−1,nx =


0 if n ≤ −2,
x if n = −1,
Aun + F (u)n if n ≥ 0,
hence (τu)n = un+1 = (Au+ F (u) + δ−1x)n, proving (iii).
(iii) ⇒ (i): For n ∈ Z, un+1 = (τu)n = (Au + F (u) + δ−1x)n = Aun + F (u)n +
δ−1,nx. Using the fact that sptu ⊆ Z≥0, sptF (u) ⊆ Z≥0, we see that u0 = Au−1 +
F (u)−1 + x = x, implying (i).
Remark 2.9 (Classical initial value problems). Let G : Rn → Rn and
F (u)n :=
{
G(un) if n ∈ Z≥0,
0 if n ∈ Z≤−1,
for u : Z → Rn. Then every solution u : Z → Rn of τu = Au + F (u) + δ−1x with
sptu ⊆ Z≥0 gives rise to a solution of the initial value problem un+1 = G(un) on
Z≥0 with initial condition u0 = x ∈ R
n and vice versa.
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3 The Z transform and the operator (τ −A)−1
Let A ∈ L(H), ̺ > 0, F : ℓ2,̺(Z;H) → ℓ2,̺(Z;H). As in Theorem 2.8, for x ∈ H,
consider initial value problems of the form
τu = Au+ F (u) + δ−1x (u ∈ ℓ2,̺(Z;H)).
In this section we reformulate this problem equivalently as a fixed point problem
u = (τ −A)−1(F (u) + δ−1x)
by discussing the operator (τ −A)−1 on ℓ2,̺(Z;H). Our main tool is the Z trans-
form.
Lemma 3.1 (L2 space on circle and orthonormal basis). Let ̺ > 0, S̺ := {z ∈
C; |z| = ̺}. Define
L2(S̺;H) := {f : S̺ → H;
∫
S̺
|f(z)|2H
dz
|z|
<∞}.
Then L2(S̺;H) is a Hilbert space with the inner product
〈f, g〉L2(S̺;H) :=
1
2π
∫
S̺
〈
f(z), g(z)
〉
H
dz
|z|
(f, g ∈ L2(S̺;H)).
Moreover, let (ψn)n∈Z be an orthonormal basis in H. Then (pk,n)k,n∈Z with
pk,n(z) := ̺
kz−kψn (z ∈ S̺)
is an orthonormal basis in L2(S̺;H).
Proof. Let L2((−π, π);H) denote the Hilbert space of square integrable functions
from (−π, π) to H with the scalar product
〈f, g〉L2((−π,π);H) :=
1
2π
∫ π
−π
〈f(z), g(z)〉H dz (f, g ∈ L2((−π, π);H)).
The isometric isomorphism
Φ : L2(S̺;H)→ L2((−π, π);H), f 7→
(
ϕ 7→ f(̺eiϕ)
)
,
maps (pk,n)k,n∈Z onto the orthonormal basis (ϕ 7→ e
−ikϕψn)k,n∈Z of L2((−π, π);H),
proving that (Φ(pk,n))k,n∈Z is an orthonormal basis of L2(S̺;H).
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Theorem 3.2 (Z transform). Let ̺ > 0. The operator
Z̺ : ℓ2,̺(Z;H)→ L2(S̺;H),
x 7→
(
z 7→
∑
k∈Z
〈ψn, ̺
−kxk〉Hpk,n(z)
)
,
is well-defined and unitary. For x ∈ ℓ1,̺(Z;H) ⊆ ℓ2,̺(Z;H) we have
Z̺(x) =
(
z 7→
∑
k∈Z
xkz
−k
)
.
Remark 3.3 (Z transform of x ∈ ℓ2,̺(Z;H)\ℓ1,̺(Z;H)). Let ̺ > 0, x ∈ ℓ2,̺(Z;H)\
ℓ1,̺(Z;H). Then ∑
k∈Z
xkz
−k
does not necessarily converge for all z ∈ S̺. For example if H = C, x ∈ ℓ2,̺(Z;H) \
ℓ1,̺(Z;H) with xk :=
̺k
k and z = ̺.
Proof of Theorem 3.2. Let ̺ > 0, x ∈ ℓ2,̺(Z;H). We prove that Z̺ is well-defined,
i.e. that Z̺(x) exists as an element in L2(S̺;H). We compute
∣∣ ∑
k,n∈Z
〈ψn, ̺
−kxk〉Hpk,n
∣∣2
L2(S̺;H)
=
1
2π
∫
S̺
∣∣ ∑
k,n∈Z
〈ψn, ̺
−kxk〉Hpk,n(z)
∣∣2
H
dz
|z|
=
1
2π
∫
S̺
∣∣ ∑
k,n∈Z
〈ψn, ̺
−kxk〉H̺
kz−kψn
∣∣2
H
dz
|z|
=
1
2π
∫
S̺
∣∣ ∑
k,n∈Z
〈ψn, xk〉Hz
−kψn
∣∣2
H
dz
|z|
=
1
2π
∫ π
−π
∣∣ ∑
k,n∈Z
〈ψn, xk〉H(̺e
iϕ)−kψn
∣∣2
H
dϕ
=
1
2π
∫ π
−π
∣∣∑
k∈Z
̺−ke−iϕk
∑
n∈Z
〈ψn, xk〉Hψn
∣∣2
H
dϕ
=
1
2π
∫ π
−π
∣∣∑
k∈Z
̺−ke−iϕkxk
∣∣2
H
dϕ
=
1
2π
∫ π
−π
〈∑
k∈Z
̺−ke−iϕkxk,
∑
ℓ∈Z
̺−ℓe−iϕℓxℓ
〉
H
dϕ
=
1
2π
∫ π
−π
∑
k,ℓ∈Z
̺−k−ℓe−iϕ(ℓ−k)
〈
xk, xℓ
〉
H
dϕ
=
1
2π
∑
k,ℓ∈Z
̺−k−ℓ
〈
xk, xℓ
〉
H
∫ π
−π
e−iϕ(ℓ−k) dϕ
8
=
∑
k∈Z
|xk|
2
H̺
−2k
= |x|2ℓ2,̺(Z;H),
proving that Z̺ is well-defined and an isometry.
To prove that Z̺ is unitary, it remains to show that Z̺ is surjective. Let
f ∈ L2(S̺;H). Define
xk :=
1
2π
∫
S̺
f(z)̺2kz−k
dz
|z|
(k ∈ Z).
Then Z̺x = f , since for k, n ∈ Z,
〈Z̺x, pk,n〉L2(S̺;H) =
1
2π
∫
S̺
〈 ∑
ℓ,m∈Z
〈ψm, ̺
−ℓxℓ〉Hpℓ,m(z), pk,n(z)
〉
H
dz
|z|
=
1
2π
∫
S̺
∑
ℓ,m∈Z
〈̺−ℓxℓ, ψm〉H
〈
pℓ,m(z), pk,n(z)
〉
H
dz
|z|
=
∑
ℓ,m∈Z
〈̺−ℓxℓ, ψm〉H
1
2π
∫
S̺
〈
pℓ,m(z), pk,n(z)
〉
H
dz
|z|
= 〈̺−kxk, ψn〉H
=
〈 1
2π
∫
S̺
f(z)̺2k(z)−k
dz
|z|
, ̺−kψn
〉
H
=
1
2π
∫
S̺
〈f(z), ̺kz−kψn〉H
dz
|z|
=
1
2π
∫
S̺
〈f(z), pk,n(z)〉H
dz
|z|
=
〈
f, pk,n
〉
L2(S̺;H)
.
For x ∈ ℓ2,̺(Z;H) ∩ ℓ1,̺(Z;H) and z ∈ S̺ we compute∑
k,n∈Z
〈ψn, ̺
−kxk〉Hpk,n(z) =
∑
k,n∈Z
〈ψn, ̺
−kxk〉H̺
kz−kψn
=
∑
k,n∈Z
〈ψn, xkz
−k〉Hψn
=
∑
k∈Z
xkz
−k.
Lemma 3.4 (Shift is unitarily equivalent to multiplication). Let ̺ > 0. Then
Z̺τZ
∗
̺ = m,
where m is the multiplication-by-the-argument operator acting in L2(S̺;H), i.e.,
m: L2(S̺;H)→ L2(S̺;H)
f 7→ (z 7→ zf(z)).
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Proof. By the boundedness of the operators involved and the unitarity of Z̺, it
suffices to prove
mZ̺x = Z̺τx
for x ∈ HZ with compact support. For this, we compute
(mZ̺x)(z) = zZ̺x(z)
= z
∑
k∈Z
xkz
−k
=
∑
k∈Z
xkz
−k+1
=
∑
k∈Z
xkz
−(k−1) =
∑
k∈Z
(τx)kz
−k = (Z̺τx)(z).
Next, we present a Payley–Wiener type result for the Z transform.
Lemma 3.5 (Characterization of positive support). Let ̺ > 0, x ∈ ℓ2,̺(Z;H).
Then the following statements are equivalent:
(i) sptx ⊆ Z≥0,
(ii) z 7→
∑
k∈Z xkz
−k is analytic on C|·|>̺ and
sup
µ>̺
∫
Sµ
∣∣∑
k∈Z
xkz
−k
∣∣2
H
dz
|z|
<∞. (3.1)
Proof. (i) ⇒ (ii): Let ε > 0. Then for z ∈ C with |z| ≥ ̺ + ε and k ∈ Z≥0,
|z|−k ≤ (̺+ ε)−k, and
∞∑
k=0
|xkz
−k|H =
∞∑
k=0
|xk|H |z
−k|
=
∞∑
k=0
|xk|H̺
−k̺k|z−k|
≤
∞∑
k=0
|xk|H̺
−k̺k(̺+ ε)−k
≤
( ∞∑
k=0
|xk|
2
H̺
−2k
) 1
2
( ∞∑
k=0
( ̺
̺+ε
)2k) 12
= |x|ℓ2,̺(Z;H)
(
1− ( ̺̺+ε)
2
)− 1
2 .
Hence z 7→
∑
k∈Z xkz
−k is analytic on C|·|>̺. Moreover, for µ > ̺,
|x|2ℓ2,µ(Z;H) =
∞∑
k=0
|xk|
2
Hµ
−2k
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≤
∞∑
k=0
|xk|
2
H̺
−2k
= |x|2ℓ2,̺(Z;H).
Using the fact that Zµ is unitary,
1
2π
∫
Sµ
∣∣∑
k∈Z
xkz
−k
∣∣2
H
dz
|z|
= |Zµx|
2
L2(Sµ;H)
= |x|2ℓ2,µ(Z;H) ≤ |x|
2
ℓ2,̺(Z;H)
,
proving (3.1).
(ii) ⇒ (i): Let k ∈ Z<0. Define e
(k) ∈ CZ by e
(k)
ℓ := δk,ℓ for ℓ ∈ Z, then
e(k) ∈ ℓ2(Z;C). Let n ∈ Z. Then
|〈xk, ψn〉H | =
∣∣∑
ℓ∈Z
〈xℓ, ψn〉He
(k)
ℓ
∣∣
=
∣∣∑
ℓ∈Z
〈xℓ, µ
2ℓψne
(k)
ℓ 〉Hµ
−2ℓ
∣∣
= |〈x, µ2·ψne
(k)
· 〉ℓ2,µ(Z;H)|
= |〈Zµx,Zµµ
2·ψne
(k)
· 〉L2(Sµ;H)|
≤ |Zµx|L2(Sµ;H) |Zµµ
2·ψne
(k)
· |L2(Sµ;H)
≤ |Zµx|L2(Sµ;H) µ
k|ψn|.
Since (Zµµ
2·ψne
(k)
· )(z) =
∑
ℓ∈Z µ
2ℓψne
(k)
ℓ z
−ℓ = µ2kψnz
−k for z ∈ Sµ,
|〈xk, ψn〉H | ≤ |Zµx|L2(Sµ;H) µ
k|ψn|.
By (3.1), that is, supµ>̺ |Zµx|L2(Sµ;H) < ∞, and since k < 0, the right-hand side
tends to 0 as µ→∞, proving that xk = 0.
Definition 3.6 (Causal linear operator). We call a linear operator B : ℓ2,̺(Z;H)→
ℓ2,̺(Z;H) causal, if for all a ∈ Z, f ∈ ℓ2,̺(Z;H), we have
spt f ⊆ Z≥a ⇒ sptBf ⊆ Z≥a.
Note, that if an operator B : ℓ2,̺(Z;H) → ℓ2,̺(Z;H) commutes with the shift
operator τ , the operator B is causal, if and only if for all f ∈ ℓ2,̺(Z;H) we have
spt f ⊆ Z≥0 ⇒ sptBf ⊆ Z≥0.
The next major result is Theorem 3.7 which characterizes the causality of the op-
erator (τ − A)−1 on ℓ2,̺(Z;H) by the spectral radius of A. Recall [4, VIII.3.6, p.
222] that for A ∈ L(H) with spectrum σ(A), the spectral radius
r(A) := sup{|z|; z ∈ σ(A)}
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of A satisfies
r(A) = lim
n→∞
|An|
1/n
L(H).
Let A ∈ L(H) and ̺ > 0. We denote the operators ℓ2,̺(Z,H) → ℓ2,̺(Z,H),
x 7→ (Axk)k, and L2(S̺,H) → L2(S̺,H), f 7→ (z 7→ Af(z)), which have the same
operator norm as A, again by A.
Theorem 3.7 (Characterization of causality of (τ −A)−1 by spectral radius). Let
̺ > 0, A ∈ L(H). Then the following statements are equivalent:
(i) (τ −A)−1 ∈ L(ℓ2,̺(Z;H)) is causal,
(ii) (τ −A)−1 ∈ L(ℓ2,̺(Z;H)) and spt(τ −A)
−1δ−1x ⊆ Z≥0 for all x ∈ H,
(iii) ̺ > r(A).
Proof. (i)⇒ (ii): By assumption (τ−A)−1 ∈ L(ℓ2,̺(Z;H)). Let u := (τ−A)
−1δ−1x.
By causality of (τ − A)−1, it follows that sptu ⊆ Z≥−1. Using the fact that τu =
Au+ δ−1x, we get
u−1 = Au−2 + δ−1,−2x = 0,
proving sptu ⊆ Z≥0.
(ii) ⇒ (iii): We have (τ − A)−1 ∈ L(ℓ2,̺(Z;H)). Hence, by Lemma 3.4, (m −
A)−1 ∈ L(L2(S̺;H)). By the definition of m, this implies that S̺ along with a
neighborhood of S̺ is contained in the resolvent set of A ∈ L(H). Therefore the
spectral radius cannot be equal to ̺. Assume ̺ < r(A). By the formula for the
spectral radius, there exists ε > 0, n0 ∈ N with (̺+ ε)
n ≤ |An|L(H) for all n ≥ n0.
Hence, ∣∣∣An
̺n
∣∣∣
L(H)
→∞ (n→∞).
By the uniform boundedness principle there exists x ∈ H with
|Anx|H
̺n|x|H
→∞ (n→∞),
i.e., there exists n1 ∈ N such that |A
nx|H ≥ ̺
n|x|H for all n ≥ n1. By hypothesis
we obtain u := (τ −A)−1δ−1x ∈ ℓ2,̺(Z;H) and
sptu ⊆ Z≥0.
Since τu = Au+ δ−1x, it follows that
un =
{
0 if n ≤ −1,
Anx if n ≥ 0.
Consequently, we obtain
|u|2ℓ2,̺(Z;H) =
∑
k∈Z
|uk|
2
H̺
−2k
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=∞∑
k=0
|Akx|2H̺
−2k
≥
∞∑
k=n1
|x|H̺
2k̺−2k =∞,
which is a contradiction. Thus, ̺ > r(A).
(iii) ⇒ (i): Let ̺ > r(A). Then (m − A)−1 ∈ L(L2(S̺;H)) and hence (τ −
A)−1 ∈ L(ℓ2,̺(Z;H)). To show (i), let f ∈ ℓ2,̺(Z;H), spt f ⊆ Z≥0, and prove that
u := (τ −A)−1f satisfies sptu ⊆ Z≥0.
By Lemma 3.5, z 7→
∑
k∈Z fkz
−k is analytic on C|·|>̺. Hence, also
z 7→
∑
k∈Z
ukz
−k = (z −A)−1
∑
k∈Z
fkz
−k is analytic on C|·|>̺.
Next, by Lemma 3.5, supµ>̺
∫
Sµ
∣∣∑
k∈Z fkz
−k
∣∣2
H
dz
|z| <∞. Moreover, we have
sup
z∈C|·|>̺
∣∣(z −A)−1∣∣
L(H)
<∞.
Indeed, this follows from (z −A)−1 = 1z (1− z
−1A)−1 = 1z
∑∞
k=0(
1
zA)
k for z ∈ C|·|>̺
and ̺ > r(A). For µ > ̺∫
Sµ
∣∣∑
k∈Z
ukz
−k
∣∣2
H
dz
|z|
=
∫
Sµ
∣∣(z −A)−1∑
k∈Z
fkz
−k
∣∣2
H
dz
|z|
≤ sup
z∈C|·|>̺
∣∣(z −A)−1∣∣2
L(H)
∫
Sµ
∣∣∑
k∈Z
fkz
−k
∣∣2
H
dz
|z|
,
hence supµ>̺
∫
Sµ
∣∣∑
k∈Z ukz
−k
∣∣2
H
dz
|z| <∞. By Lemma 3.5, sptu ⊆ Z≥0.
Next, we address linear initial value problems. In particular, we show that for
x ∈ H the problem
τu = Au+ δ−1x
has exactly one solution u ∈ HZ satisfying sptu ⊆ Z≥0 and this solution u solves
the initial value problem
un+1 = Aun, u0 = x (n ∈ Z≥0).
Proposition 3.8 (Linear initial value problem). Let A ∈ L(H), x ∈ H and u ∈ HZ.
Then the following statements are equivalent:
(i) τu = Au+ δ−1x and spt(u) ⊆ Z≥0.
(ii) un+1 = Aun on Z>0 and u0 = x and un = 0 on Z<0.
(iii) un =
{
0 if n < 0,
Anx if n ≥ 0.
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Moreover, if ̺ > r(A) then u satisfying (i), (ii), (iii) is unique in ℓ2,̺(Z;H). I.e., if
̺ > r(A) then (i), (ii), (iii) are equivalent to (iv) and (v).
(iv) τu = Au+ δ−1x and u ∈ ℓ2,̺(Z;H).
(v) u = (τ −A)−1δ−1x ∈ ℓ2,̺(Z;H).
Proof. The equivalence of (i), (ii) and (iii) are reformulations in the spirit of The-
orem 2.8. By Theorem 3.7, the operator (τ − A)−1 ∈ L(ℓ2,̺(R;H)) is well-defined
and causal. This shows (iv)⇔ (v) and (v)⇔ (i).
We present a characterization of exponential stability next.
Proposition 3.9 (Characterization of exponential stability of linear equations).
Let A ∈ L(H). Then the following statements are equivalent:
(i) r(A) < 1.
(ii) There exists ̺ ∈ (0, 1) such that for all x ∈ H the unique solution u ∈ HZ of
τu = Au+ δ−1x
with sptu ⊆ Z≥0 (c.f. Proposition 3.8 (i)⇔ (iii)) satisfies u ∈ ℓ2,̺(Z;H).
(iii) There exists ̺ ∈ (0, 1) such that for all x ∈ H for the unique solution u ∈ HZ
of
τu = Au+ δ−1x
with sptu ⊆ Z≥0 there is M > 0 with
|un|H ≤M̺
n (n ∈ Z),
i.e., u ∈ ℓ∞,̺(Z;H).
Proof. (i)⇒ (ii): From Theorem 3.7 we deduce that for every r ∈ (r(A), 1) 6= ∅ we
have u = (τ −A)−1δ−1x ∈ ℓ2,̺(Z;H).
(ii)⇒ (iii): This follows as ℓ2,̺(Z≥0;H) ⊆ ℓ∞,̺(Z≥0;H) for all ̺ > 0.
(iii) ⇒ (i): Let ̺ ∈ (0, 1), x ∈ H and u ∈ ℓ∞,̺(Z;H) as in (iii). Let ˜̺ > ̺.
Applying Lemma 2.4(ii) we obtain u ∈ ℓ1, ˜̺(Z;H). Also un = A
nx for n ∈ Z≥0
by Proposition 3.8. We observe that the closed graph theorem implies that the
mapping
H ∋ x 7→
(
Anx
)
n∈Z≥0
∈ ℓ1, ˜̺(Z≥0;H)
is continuous. We have
sup
x∈H,|x|H≤1
∞∑
n=0
|Anx|H ˜̺
−n <∞.
For n ∈ Z≥0 we find xn ∈ H, |xn|H = 1 such that |A
nxn|H ≥
1
2 |A
n|L(H). Thus, by
the monotone convergence theorem, we deduce
∞∑
n=0
|(A/ ˜̺)n|L(H) ≤ 2
∞∑
n=0
sup
k∈N
|Anxk|H ˜̺
−n
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= 2 sup
k∈N
∞∑
n=0
|Anxk|H ˜̺
−n
≤ 2 sup
x∈H,|x|H≤1
∞∑
n=0
|Anx|H ˜̺
−n <∞.
Using the Neumann series, we obtain (1−(A/ ˜̺))−1 ∈ L(H) and therefore (˜̺−A)−1 ∈
L(H). We can repeat the argument for θA in place of A for all θ ∈ S1. Thus,
(z −A)−1 ∈ L(H) for all z ∈ S ˜̺. As ̺ < 1, we obtain r(A) < 1.
4 Stable manifolds
Stable manifolds of difference equations un+1 = Aun+ f(un), n ∈ Z≥0, with hyper-
bolic linear part A and f(0) = 0, can be constructed e.g. with the graph transform
method or the Lyapunov–Perron method (see e.g. [1] and the references therein). In
this section we extend the Lyapunov–Perron method to general difference equations
τu = Au+ F (u) (Theorem 4.11).
Theorem 4.1 (Existence and uniqueness of solution in ℓ2,̺(Z;H) with ̺ in spectral
gap). Let A ∈ L(H), ̺ > 0 with σ(A) ∩ S̺ = ∅, F : ℓ2,̺(Z;H)→ ℓ2,̺(Z;H) with
|F |Lip(ℓ2,̺(Z;H)) < 1/M̺
for M̺ := supz∈S̺ |(z −A)
−1|L(H) <∞. Then for each x ∈ H there exists a unique
u =: S̺(x) ∈ ℓ2,̺(Z;H) with
τu = Au+ F (u) + δ−1x.
Proof. By Theorem 3.7, (τ −A)−1 ∈ L(ℓ2,̺(Z;H)). Using Lemma 3.4,
|(τ −A)−1|L(ℓ2,̺(Z;H)) = sup
z∈S̺
|(z −A)−1|L(H) =M̺.
Let x ∈ H. Then
ℓ2,̺(Z;H)→ ℓ2,̺(Z;H)
u 7→ (τ −A)−1F (u) + (τ −A)−1δ−1x
is a contraction with unique fixed pointS̺(x) ∈ ℓ2,̺(Z;H), since for u, v ∈ ℓ2,̺(Z;H)∣∣[(τ −A)−1F (u) + (τ −A)−1δ−1x]− [(τ −A)−1F (v) + (τ −A)−1δ−1x]∣∣ℓ2,̺(Z;H)
≤ |(τ −A)−1|L(ℓ2,̺(Z;H))|F (u)− F (v)|ℓ2,̺(Z;H) ≤M̺|F |Lip(ℓ2,̺(Z;H))|u− v|ℓ2,̺(Z;H).
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Let cc = cc(Z;H) := {x ∈ HZ;xk 6= 0 for only finitely many k ∈ Z} denote
the vector space of sequences in HZ with compact support. cc ⊆ ℓp,̺(Z;H) for
1 ≤ p ≤ ∞, ̺ > 0.
Definition 4.2 (Causality). A mapping F : cc(Z;H) → HZ is called causal, if for
all u, v ∈ cc, a ∈ Z,
spt(u− v) ⊆ Z≥a ⇒ spt(F (u) − F (v)) ⊆ Z≥a.
Corollary 4.3 (Solution operator for initial value problems). Let A ∈ L(H), ̺ >
r(A), F : ℓ2,̺(Z;H)→ ℓ2,̺(Z;H) with F (0) = 0, F |cc causal, and
|F |Lip(ℓ2,̺(Z;H)) < 1/M̺
for M̺ := supz∈S̺ |(z −A)
−1|L(H) <∞. Then for each x ∈ H there exists a unique
u =: S̺(x) ∈ ℓ2,̺(Z;H) with
τu = Au+ F (u) + δ−1x
and the solution operator S̺ satisfies
sptS̺(x) ⊆ Z≥0.
Proof. Step 1: Show that F : ℓ2,̺(Z;H)→ ℓ2,̺(Z;H) is causal, i.e.
∀u, v ∈ ℓ2,̺(Z;H), a ∈ Z : spt(u− v) ⊆ Z≥a ⇒ spt(F (u)− F (v)) ⊆ Z≥a.
To this end, let u, v ∈ ℓ2,̺(Z;H) and a ∈ Z such that spt(u− v) ⊆ Z≥a. We define
sequences (u(k))k∈N, (v
(k))k∈N in cc by
u
(k)
j :=
{
uj if j ∈ [−k, k],
0 if j ∈ Z \ [−k, k],
(k ∈ N),
and similarly for v
(k)
j . Then u
(k) → u, v(k) → v in ℓ2,̺(Z;H) and for all k ∈ N we
have spt(u(k) − v(k)) ⊆ Z≥a. Using the fact that F |cc is causal,
spt(F (u(k))− F (v(k))) ⊆ Z≥a (k ∈ N).
F is Lipschitz continuous and hence the limit limk→∞(F (u
(k))−F (v(k))) = F (u)−
F (v) also satisfies spt(F (u)− F (v)) ⊆ Z≥a.
Step 2: Let x ∈ H. As in the proof of Theorem 4.1 we see that S̺(x) is the
unique fixed point of the contraction
ℓ2,̺(Z;H)→ ℓ2,̺(Z;H),
u 7→ (τ −A)−1F (u) + (τ −A)−1δ−1x.
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To show that sptS̺(x) ⊆ Z≥0, let u ∈ ℓ2,̺(Z≥0;H) and show that the fixed point
iteration preserves the support of u, i.e.
spt
(
(τ −A)−1F (u) + (τ −A)−1δ−1x
)
⊆ Z≥0. (4.1)
By Theorem 3.7(ii) we know that spt(τ −A)−1δ−1x ⊆ Z≥0. We have spt(u− 0) ⊆
Z≥0 and as F (0) = 0 we have seen in Step 1 that sptF (u) = spt(F (u)−F (0)) ⊆ Z≥0.
Since (τ−A)−1 is causal by Theorem 3.7(i), we deduce that spt(τ−A)−1F (u) ⊆ Z≥0,
proving (4.1).
Remark 4.4 (Riesz projection [2, Proposition 6.9]). Let A ∈ L(H), γ ∈ R>0. If
σ(A) ∩ Sγ = ∅, then the Riesz projections
P+γ :=
1
2πi
∫
Sγ
(z −A)−1 dz ∈ L(H) and P−γ := I − P
+
γ ∈ L(H)
satisfy
(i) (P±γ )
2 = P±γ , P
+
γ [H]⊕ P
−
γ [H] = H.
(ii) P±γ A = AP
±
γ , AP
±
γ [H] = P
±
γ [H], i.e. the subspaces P
±
γ [H] are invariant under
A.
(iii) σ(AP+γ ) = σ(A) ∩B(0, γ), σ(AP
−
γ ) = σ(A) \B(0, γ).
Moreover, for γ1, γ2 ∈ R>0 with γ1 < γ2,
(iv) ∀γ ∈ [γ1, γ2] : σ(A) ∩ Sγ = ∅ ⇒ P
±
γ1 = P
±
γ2 .
Theorem 4.5 (Lyapunov–Perron operator). Under the assumptions of Theorem
4.1, the Lyapunov–Perron operator
L̺ : H × ℓ2,̺(Z;H)→ ℓ2,̺(Z;H)
(x, u) 7→ χZ≥0(τ −A)
−1(F (u) + δ−1x)
is well-defined and for x ∈ H, L̺(x, ·) is a contraction.
Proof. The proof is along the lines of Theorem 4.1.
Definition 4.6 (Hyperbolic). Let A ∈ L(H). The operator A is called hyperbolic,
if σ(A) ∩ S1 = ∅.
Remark 4.7. Let A ∈ L(H) such that σ(A) ⊆ C \ B[0, 1]. Then by definition of
the spectrum, A−1 ∈ L(H) exists. Also σ(A−1) ⊆ B(0, 1) and as the spectrum is
closed, r(A−1) < 1. Let x ∈ H such that (Anx)n∈Z≥0 ∈ ℓ2(Z≥0;H). It follows that
x = 0. Indeed there is an N ∈ Z≥0 such that for every n > N
|x|H = |A
−nAnx|H ≤ |A
−n|H |A
nx|H ≤ |A
nx|H
by the definition of the spectral radius. However, for (Anx)n∈Z≥0 to be square
summable, we necessarily have limn→∞ |A
nx|H = 0.
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Lemma 4.8. Let A ∈ L(H) be hyperbolic. We write P := P+1 , Q := P
−
1 , for the
Riesz-projections. Then for every v ∈ ℓ2(Z;H) we have for n ∈ Z
(τ − PAP )−1v =
(
n−1∑
k=−∞
(PAP )n−1−kvk
)
n
,
(τ −QAQ)−1v =
(
−
∞∑
k=n
(QAQ)n−1−kvk
)
n
.
Proof. Note that PAP = AP = A|P [H] on P [H] and σ(A|P [H]) = σ(A)∩B(0, 1) by
the Riesz-projection theorem. Therefore r(A|P [H]) < 1. Similarly QAQ = AQ =
A|Q[H] on Q[H] and σ(A|Q[H]) = σ(A) \ B[0, 1]. In particular, 0 is in the resolvent
set of A|Q[H] and r((A|Q[H])
−1) < 1. By definition of the spectral radius both sums
of Lemma 4.8 exist for all v ∈ ℓ2(Z;H).
For every v ∈ ℓ2(Z;H) we compute for n ∈ Z
(τ − PAP )
(
n−1∑
k=−∞
(PAP )n−1−kvk
)
n
=
(
n∑
k=−∞
(PAP )n−kvk −
n−1∑
k=−∞
(PAP )n−kvk
)
n
= v
and
(τ −QAQ)
(
∞∑
k=n
(QAQ)n−1−kvk
)
n
=
(
∞∑
k=n+1
(QAQ)n−kvk −
∞∑
k=n
(QAQ)n−kvk
)
n
= −v.
The assertion follows by rearranging the terms.
Theorem 4.9 (Characterization of Lyapunov–Perron fixed point). Let A ∈ L(H)
be hyperbolic, F : ℓ2(Z;H)→ ℓ2(Z;H) with
|F |Lip(ℓ2(Z;H)) < 1/M1
for M1 := supz∈S1 |(z −A)
−1|L(H) <∞. Let ξ ∈ P [H] and u ∈ ℓ2(Z;H). Then the
following statements are equivalent:
(i) u is the unique fixed point of the Lyapunov–Perron operator L1(ξ, ·).
(ii) sptu ⊆ Z≥0 and for n ∈ Z≥0
Pun = (PAP )
nξ +
n−1∑
k=−∞
(PAP )n−1−kPF (u)k,
Qun = −
∞∑
k=n
(QAQ)n−1−kQF (u)k.
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Proof. (i) ⇒ (ii): Let u ∈ ℓ2(Z;H) be the unique fixed point. By definition of
the Lyapunov–Perron operator, it follows that spt(u) ⊆ Z≥0. Let n ≥ 0. We have
((τ −A)−1δ−1ξ)n = A
nξ and Pξ = ξ and Qξ = 0. Using the equivalence (iii)⇔ (v)
of Proposition 3.8
Pun = (PχZ≥0(τ −A)
−1(F (u) + δ−1ξ))n = (χZ≥0(τ −A)
−1PF (u))n + (PAP )
nξ,
Qun = (QχZ≥0(τ −A)
−1(F (u) + δ−1ξ))n = (χZ≥0(τ −A)
−1QF (u))n,
as P and Q commute with all linear operators involved. Thus we have to compute
(τ −A)−1PF (u) and (τ −A)−1QF (u) to show the first and second equation of (ii).
Using the properties of the Riesz-projections, we compute
P (τ −A)−1 = (τ −A)−1P = (τ − PAP )−1P,
Q(τ −A)−1 = (τ −A)−1Q = (τ −QAQ)−1Q.
Therefore (ii) follows when setting either v = PF (u) or v = QF (u) in Lemma 4.8.
(ii)⇒ (i): For every n ≥ 0 we compute
un = Pun +Qun
= (PAP )nξ +
n−1∑
k=−∞
(PAP )n−1−kPF (u)k −
∞∑
k=n
(QAQ)n−1−kQF (u)k
= Anξ +
n−1∑
k=0
(PAP )n−1−kPF (u)k +
n−1∑
k=0
(QAQ)n−1−kQF (u)k
+
−1∑
k=−∞
(PAP )n−1−kPF (u)k −
∞∑
k=0
(QAQ)n−1−kQF (u)k
= Anξ +
n−1∑
k=0
(PAn−1−kF (u)k +QA
n−1−kF (u)k)
+An
(
−1∑
k=−∞
(PAP )−1−kPF (u)k −
∞∑
k=0
(QAQ)−1−kQF (u)k
)
= An
(
ξ +
−1∑
k=−∞
(PAP )−1−kPF (u)k −
∞∑
k=0
(QAQ)−1−kQF (u)k
)
+
n−1∑
k=0
An−1−kF (u)k.
By variation of constants we see that un+1 = Aun+F (u)n = Aun +F (u)n + δ−1,nξ
for every n ≥ 0. That is un = ((τ −A)
−1(F (u)+ δ−1ξ))n for all n > 0. Furthermore
we have(
(τ −A)−1(F (u) + δ−1ξ)
)
0
=
(
(τ −A)−1(P +Q)(F (u) + δ−1ξ)
)
0
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=
(
(τ −A)−1PF (u)
)
0
+ ξ +
(
(τ −A)−1QF (u)
)
0
.
We have computed the expressions ((τ − A)−1PF (u))0 and ((τ − A)
−1QF (u))0 in
Lemma 4.8 and they coincide with those of u0. Therefore u = χZ≥0(τ−A)
−1(F (u)+
δ−1ξ), since spt(u) ⊆ Z≥0.
Definition 4.10 (Admissibility condition). Let ̺1, ̺2 > 0.
Then F : cc(Z;H)→ ℓ2,̺1(Z;H) ∩ ℓ2,̺2(Z;H) is called (̺1, ̺2)-admissible if
F : cc(Z;H) ⊆ ℓ2,̺i(Z;H)→ ℓ2,̺i(Z;H)
is Lipschitz for i ∈ {1, 2}.
We denote the unique Lipschitz extensions of F to ℓ2,̺i(Z;H) for i ∈ {1, 2} again
by F .
We are now in a position to prove the existence of a stable manifold of the trivial
solution u = 0.
Theorem 4.11 (Stable manifold). Let A ∈ L(H) be hyperbolic, ̺ > r(A). Let F
be (1, ̺)-admissible, such that
|F |Lip(ℓ2(Z;H)) < 1/M1 and |F |Lip(ℓ2,̺(Z;H)) < 1/M̺.
We also assume that F is causal and F (0) = 0. Let P := P+1 , Q := P
−
1 denote the
Riesz projections, T (ξ) ∈ ℓ2(Z;H) the unique fixed point of the Lyapunov–Perron
operator L1(ξ, ·) for ξ ∈ P [H]. Then the stable set
W s := {x ∈ H;S̺(x) ∈ ℓ2(Z;H)}
is isomorphic to the graph of ws : P [H]→ Q[H], ξ 7→ Q
(
T (ξ)(0)
)
,
W s = {ξ + ws(ξ) ∈ H; ξ ∈ P [H]},
i.e. W s is a manifold, called stable manifold (of τu = Au+F (u)+δ−1x in ℓ2,̺(Z;H)
at the fixed point 0).
Proof. An important observation is that as F is causal and F (0) = 0, we deduce
that for all u ∈ ℓ2(Z;H) with sptu = spt(u − 0) ⊆ Z≥0 we have sptF (u) =
spt(F (u) − F (0)) ⊆ Z≥0. This simplifies the first sum in Theorem 4.9(ii).
(⊆): Let x ∈ W s. We set ξ := P (x) ∈ P [H] and η := Q(x) ∈ Q[H], such
that x = ξ + η. We will prove that η = ws(ξ) = Q(T (ξ)(0)) and even more that
u := S̺(x) = T (ξ) (note that (S̺(x))0 = x = ξ + η). By Corollary 4.3 we have
spt(u) ⊆ Z≥0, and as x ∈W
s we know that u ∈ ℓ2(Z;H).
We prove the two equalities of Theorem 4.9(ii). Let n ≥ 0. By Theorem 2.8 we
have the variation of constants formula
un = A
nx+
n−1∑
k=0
An−1−kF (u)k. (4.2)
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Multiplying (4.2) with P results in
Pun = (PAP )
nξ +
n−1∑
k=0
(PAP )n−1−kPF (u)k
= (PAP )nξ +
n−1∑
k=−∞
(PAP )n−1−kPF (u)k.
By multiplying (4.2) with Q, we compute
Qun = (QAQ)
nη +
n−1∑
k=0
(QAQ)n−1−kQF (u)k
= (QAQ)nη +
(
∞∑
k=0
(QAQ)n−1−kQF (u)k −
∞∑
k=n
(QAQ)n−1−kQF (u)k
)
= (QAQ)n
(
η +
∞∑
k=0
(QAQ)−1−kQF (u)k
)
−
∞∑
k=n
(QAQ)n−1−kQF (u)k).
By Lemma 4.8 we know that
(∑∞
k=n(QAQ)
n−1−kQF (u)k)
)
n
= (τ−QAQ)−1QF (u) ∈
ℓ2(Z;H) and so(
(QAQ)n
(
η +
∞∑
k=0
(QAQ)−1−kQF (u)k
))
n
∈ ℓ2(Z;H).
In Remark 4.7 we have noted that necessarily η+
∑∞
k=0(QAQ)
−1−kQF (u)k) = 0. By
Theorem 4.9, u is the unique fixed point of the Lyapunov–Perron operator L1(ξ, ·).
(⊇): Let (ξ, η) ∈ graph(ws), that is ξ ∈ P [H] andQ(T (ξ)0) = −
∑∞
k=0(QAQ)
−1−k·
QF (u)k = η by Theorem 4.9(ii). We will verify that ξ+η ∈W
s, that is S̺(ξ+η) ∈
ℓ2(Z;H). To this end we show that u := T (ξ) = S̺(ξ + η). By the variation of
constants formula (4.2) we know that
u = S̺(ξ + η) ⇔ u ∈ ℓ2,̺(Z;H) and spt(u) ⊆ Z≥0
and un = A
n(ξ + η) +
n−1∑
k=0
An−1−kF (u)k.
By Theorem 4.9(ii) we have spt(u) ⊆ Z≥0. Therefore if ̺ > 1 we see that u ∈
ℓ2(Z≥0;H) ⊆ ℓ2,̺(Z≥0;H). If ̺ < 1 the statement of the theorem is trivial as
W s = H on the one hand and P = I and Q = 0 on the other hand. It remains to
establish the formula for un. For this, we see that Theorem 4.9(ii) also yields
un = Pun +Qun
= (PAP )nξ +
n−1∑
k=−∞
(PAP )n−1−kPF (u)k −
∞∑
k=n
(QAQ)n−1−kQF (u)k
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= Anξ + P
n−1∑
k=0
An−1−kF (u)k +Q
n−1∑
k=0
An−1−kF (u)k −
∞∑
k=0
(QAQ)n−1−kQF (u)k
= Anξ +
n−1∑
k=0
An−1−kF (u)k −A
n
∞∑
k=0
(QAQ)−1−kQF (u)k
= An
(
ξ −
∞∑
k=0
(QAQ)−1−kQF (u)k
)
+
n−1∑
k=0
An−1−kF (u)k
= An(ξ + η) +
n−1∑
k=0
An−1−kF (u)k.
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