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Während der vergangenen zehn Jahre vollzog sich eine wesentliche Veränderung des 
World Wide Webs, das sich zum sogenannten „Web 2.0“ entwickelte. Das wesentlichs-
te Merkmal dieser neuen Qualität des WWW ist die Beteiligung der Nutzer bei der Er-
stellung der Inhalte. Diese Entwicklung fördert das Entstehen von Nutzergemeinschaf-
ten, die kollaborativ in unterschiedlichsten Projekten Informationen sammeln und veröf-
fentlichen. Prominente Beispiele für solche Projekte sind die Online-Enzyklopädie 
„Wikipedia“, die Microblogging-Plattform „Twitter“, die Foto-Plattform „Flickr“ und 
die Sammlung topographischer Informationen „OpenStreetMap“. 
Nutzergenerierte Inhalte, die direkt oder indirekt raumbezogen sind, können spezifi-
scher als „nutzergenerierte geographische Informationen“ bezeichnet werden. Der 
Raumbezug dieser Informationen entsteht entweder direkt durch die Angabe räumlicher 
Koordinaten als Metainformationen oder er kann indirekt durch die Georeferenzierung 
von in den Informationen enthaltenen Toponymen oder Adressen hergestellt werden. 
Nutzergenerierte geographische Informationen haben für die Forschung den beson-
deren Vorteil, dass sie einerseits häufig gänzlich ohne oder nur mit geringen Kosten 
verfügbar gemacht werden können und andererseits eine Vielzahl von menschlichen 
Entscheidungen widerspiegeln, die mit dem Raum verknüpft sind. In der vorliegenden 
Dissertation wird die Beziehung von Raum und Inhalt nutzergenerierter geographischer 
Informationen aus zwei Perspektiven untersucht. 
Im ersten Teil der Arbeit steht die Frage im Vordergrund, für welchen Anteil an In-
formationen eine Beziehung zwischen Raum und Informationsinhalt in der Art besteht, 
dass die Informationen im Georaum lokalisierbar sind. In diesem Zusammenhang exis-
tiert seit den 1980er Jahren die unter Nutzern von geographischen Informationssyste-
men weit verbreitete These, dass 80% aller Informationen einen Raumbezug haben. 
Diese These dient im gesamten Spektrum der Branche als Marketinginstrument, ist je-
doch nicht empirisch belegt. Diese Arbeit trägt dazu bei, die bestehende Forschungslü-
cke zu schließen. 
Für die Prüfung dieser These, die in der Arbeit als „Raumbezugshypothese“ bezeich-
net wird, werden zwei Ansätze vorgestellt. Der erste Ansatz basiert auf der Analyse 
eines möglichst repräsentativen Informationskorpus, wofür die deutsche Sprachversion 
der Wikipedia ausgewählt wird. Diese wird als Informationsnetzwerk modelliert, indem 
deren Artikel als Knoten und deren interne Querverweise als Kanten eines gerichteten 
Graphen betrachtet werden. Mit Hilfe dieses Netzwerkes ist es möglich eine abgestufte 
Definition des Raumbezuges von Informationen einzuführen, indem die Entfernung 




räumlichen Koordinaten gekennzeichnet ist, berechnet wird. Parallel dazu wird ein Be-
fragungsansatz entwickelt, bei dem Probanden die Aufgabe haben, Informationen in die 
Kategorien „Direkter Raumbezug“, „Indirekter Raumbezug“ und „Kein Raumbezug“ 
einzuordnen. Die Synthese beider Ansätze führt zu einer empirisch begründeten Zahl 
für die „Raumbezugsthese“. Das Ergebnis ist, dass für das Untersuchungskorpus Wiki-
pedia 27% der Informationen als direkt raumbezogenen und 30% der Informationen als 
indirekt raumbezogen kategorisiert werden können. 
Im zweiten Teil der Arbeit wird die Forschungsfrage untersucht, inwiefern nutzerge-
nerierte Informationen, die über mobile Geräte erzeugt werden, in Beziehung zu den 
Orten stehen, an denen sie veröffentlicht werden. Als Forschungskorpus dienen mobil 
verfasste Microblogging-Texte. Dies sind kurze Texte, die über das WWW veröffent-
licht werden. Bei dieser Informationsart liegt im Gegensatz zu beispielsweise topogra-
phischen Information oder Fotobeschreibungen die Vermutung eines starken Zusam-
menhanges zwischen dem Inhalt der Informationen und deren Positionen nicht nahe. 
Die Analyse von Microblogging-Texten bietet unter anderem Potential für die 
Markt- und Meinungsforschung, die Beobachtung von Naturereignissen und menschli-
chen Aktivitäten sowie die Entscheidungsunterstützung in Katastrophenfällen. Aus der 
räumlichen Auswertung kann sich dabei ein Mehrwert ergeben, für einen Teil der An-
wendungen ist die räumliche Auswertung sogar die notwendige Voraussetzung. Aus 
diesem Grund ist die Erforschung des Zusammenhanges der veröffentlichten Inhalte mit 
den Orten, an denen diese entstehen, von Interesse. 
In der Arbeit werden eine Methoden vorgestellt, mit deren Hilfe die Untersuchung 
dieser Korrelation am Beispiel von klassifizierten Points of Interest durchgeführt wird. 
Zu diesem Zweck werden die Texte mit Hilfe von manueller Klassifikation und ma-
schineller Sprachverarbeitung entsprechend ihrer Relevanz für die getesteten Objekt-
klassen klassifiziert. Anschließend wird geprüft, ob der Anteil der relevanten Texte in 
der Nähe von Objekten der getesteten Klassen überdurchschnittlich hoch ist. Die Ergeb-
nisse der Untersuchungen zeigen, dass die Stärke der Raum-Inhalt-Korrelation von den 
getesteten Objektklassen abhängig ist. Während sich beispielsweise bei Bahnhöfen, 
Flughäfen und Restaurants eine deutliche Abhängigkeit des Anteils der relevanten Texte 
von der Entfernung zu den betreffenden Objekten zeigt, kann dies für andere Objekt-
klassen, wie z.B. Kino oder Supermarkt nicht bestätigt werden. Da frühere Forschungs-
arbeiten bei der Analyse im kleinmaßstäbigen Bereich eine Korrelation der Informati-
onsinhalte mit deren Entstehungsorten feststellten, kann geschlussfolgert werden, dass 
der Zusammenhang zwischen Raum und Inhalt bei Microblogging-Texten sowohl vom 





Abstract (Kurzfassung in englischer Sprache) 
 
In the last ten years there has been a significant progress of the World Wide Web, which 
evolved to become the so-called “Web 2.0”. The most important feature of this new 
quality of the WWW is the participation of the users in generating contents. This trend 
facilitates the formation of user communities which collaborate on diverse projects, 
where they collect and publish information. Prominent examples of such projects are the 
online-encyclopedia “Wikipedia”, the microblogging-platform “Twitter”, the photo-
platform “Flickr” and the database of topographic information “OpenStreetMap”. 
User-generated content, which is directly or indirectly geospatially referenced, is of-
ten termed more specifically as “volunteered geographic information”. The geospatial 
reference of this information is constituted either directly by coordinates that are given 
as meta-information or indirectly through georeferencing of toponyms or addresses that 
are contained in this information. 
Volunteered geographic information is particularly suited for research, as it can be 
accessed with low or even at no costs at all. Furthermore it reflects a variety of human 
decisions which are linked to geographic space. In this thesis, the relationship of space 
and content of volunteered geographic information is investigated from two different 
perspectives. 
The first part of this thesis addresses the question for which share of information 
there exists a relationship between space and content of the information, such that the 
information is locatable in geospace. In this context, the assumption that about 80% of 
all information has a reference to space has been well known within the community of 
geographic information system users. Since the 1980s it has served as a marketing tool 
within the whole geoinformation sector, although there has not been any empirical evi-
dence. This thesis contributes to fill this research gap. 
For the validation of the ‘80%-hypothesis’ two approaches are presented. The first 
approach is based on a corpus of information that is as representative as possible for 
world knowledge. For this purpose the German language edition of Wikipedia has been 
selected. This corpus is modeled as a network of information where the articles are con-
sidered the nodes and the cross references are considered the edges of a directed graph. 
With the help of this network a graduated definition of geospatial references is possible. 
It is implemented by computing the distance of each article to its closest article within 
the network that is assigned with spatial coordinates. Parallel to this, a survey-based 
approach is developed where participants have the task to assign pieces of information 
to one of the categories “direct geospatial reference”, “indirect geospatial reference” and 
“no geospatial reference”. A synthesis of both approaches leads to an empirically justi-
Abstract (Kurzfassung in englischer Sprache) 
 
vi 
fied figure for the “80%-assertion”. The result of the investigation is that for the corpus 
of Wikipedia 27% of the information may be categorized as directly geospatially refer-
enced and 30% of the information may be categorized as indirectly geospatially refer-
enced. 
In the second part of the thesis the question is investigated in how far volunteered 
geographic information that is produced on mobile devices is related to the locations 
where it is published. For this purpose, a collection of microblogging-texts produced on 
mobile devices serve as research corpus. Microblogging-texts are short texts that are 
published via the World Wide Web. For this type of information the relationship be-
tween the content of the information and their position is less obvious than e.g. for 
topographic information or photo descriptions. 
The analysis of microblogging-texts offers new possibilities for market and opinion 
research, the monitoring of natural events and human activities as well as for decision 
support in disaster management. The spatial analysis of the texts may add extra value. 
In fact for some of the applications the spatial analysis is a necessary condition. For this 
reason, the investigation of the relationship of the published contents with the locations 
where they are generated is of interest. 
Within this thesis, methods are described that support the investigation of this rela-
tionship. In the presented approach, classified Points of Interest serve as a model for the 
environment. For the purpose of the investigation of the correlation between these 
points and the microblogging-texts, manual classification and natural language pro-
cessing are used in order to classify these texts according to their relevance in regard to 
the respective feature classes. Subsequently, it is tested whether the share of relevant 
texts in the proximity of objects of the tested classes is above average. The results of the 
investigation show that the strength of the location-content-correlation depends on the 
tested feature class. While for the feature classes ‘train station’, ‘airport’ and ‘restau-
rant’ a significant dependency of the share of relevant texts on the distance to the re-
spective objects may be observed, this is not confirmed for objects of other feature clas-
ses, such as ‘cinema’ and ‘supermarket’. However, as prior research that describes in-
vestigations on small cartographic scale has detected correlations between space and 
content of microblogging-texts, it can be concluded that the strength of the correlation 
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Bedingungen“ 
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CSV Comma-Separted values 
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DirGR Direkter Georaumbezug 
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1.1.1 Bedeutung raumbezogener nutzergenerierter Inhalte für die geogra-
phische Informationswissenschaft und die Kartographie 
Michael Goodchild umriss 1992 in einem Aufsatz das Forschungsgebiet eines neuen 
Wissenschaftszweiges, den er „geographische Informationswissenschaft“ nannte. Als 
Teildisziplinen identifizierte er die Erfassung und Sammlung von räumlichen Daten, die 
räumliche Statistik, die Datenmodellierung und die Theorie räumlicher Daten, Daten-
strukturen, Algorithmen und Prozesse sowie die Darstellung von Daten und deren Ana-
lyse mit geeigneten Werkzeugen. Mark (2003) ergänzte später die Semantik geographi-
scher Informationen und deren Wahrnehmung bzw. Kognition als weitere Forschungs-
felder. Es besteht demnach eine starke Überschneidung mit den Forschungsgebieten der 
Kartographie. 
Beide Wissenschaftsdisziplinen rücken seit einigen Jahren nutzergenerierte Inhalte, 
insbesondere solche mit Raumbezug1, in den Forschungsfokus. Zwei wichtige Gründe 
dafür sind, dass diese Art von Informationen einerseits häufig gänzlich ohne oder nur 
mit geringen Kosten verfügbar gemacht werden kann und andererseits eine Vielzahl von 
menschlichen Entscheidungen widerspiegelt, die mit dem Raum verknüpft sind. Beide 
Eigenschaften gemeinsam machen raumbezogene nutzergenerierte Inhalte zu einem 
wertvollen Korpus, mit dem beispielsweise kognitive Prozesse auf dem Gebiet der geo-
graphischen Informationswissenschaft empirisch erforscht werden können, ohne dass 
benötigte Daten zunächst erst aufwändig erhoben werden müssen. 
Der Raumbezug von Informationen, die durch die geographische Informationswis-
senschaft und die Kartographie genutzt werden können, kann entweder direkt durch 
räumliche Koordinaten als Metainformationen gegeben sein oder er kann durch 
Georeferenzierung beispielsweise von enthaltenen Toponymen oder Adressen herge-
stellt werden. Wesentlicher Treiber für die Erzeugung dieser Art von Informationen ist 
die weite Verbreitung von GPS-fähigen mobilen Geräten, Webkartendiensten und Web-
2.0-Plattformen. 
                                                 
 
1  Zur Klärung der Begriffe ‚Nutzergenerierter Inhalte‘ und ‚Nutzergenerierte geographische Informationen‘ vgl. 
Abschnitt 2.1.2 und Abschnitt 2.1.6. 
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Für die Kartographie ergeben sich durch die Verfügbarkeit von raumbezogenen nut-
zergenerierten Inhalten einige Veränderungen, insbesondere hinsichtlich der Datener-
fassung. Neben selbst erhobenen Informationen und solchen, die durch öffentliche und 
private Institutionen erfasst und angeboten werden, steht der Kartographie die Menge 
der nutzergenerierten Inhalte als weitere Quelle für die Produktion von Karten zur Ver-
fügung. Beispielsweise werden kartographische Basisdaten weltweit mit Hilfe des Pro-
jektes OpenStreetMap2 gesammelt. Ein weiteres Beispiel ist die Fotoplattform Flickr3. 
Informationen, die durch diese Plattform verfügbar sind – z.B. georeferenzierte Fotos 
mit Bildbeschreibungen – können unter anderem dafür genutzt werden, um Gebiete, 
deren genaue Ausdehnung vage ist, abzugrenzen. So besteht die Möglichkeit umgangs-
sprachliche Konzepte wie beispielsweise „Innenstadt“ bzw. „Downtown“ in Karten 
einzutragen oder diese für die räumliche Suche zu verwenden (Hollenstein und Purves 
2010). Hauthal und Burghardt (2013) zeigen, dass auch ganz neue Typen von Karten 
durch die Analyse raumbezogener nutzergenerierter Inhalte möglich werden, wie etwa 
die Darstellung von Emotionen, die mit verschiedenen Orten assoziiert sind. 
Die Aufzählung von Beispielen zur Verwendung nutzergenerierter Inhalte in der 
Kartographie ließe sich beliebig fortsetzen, etwa um mit Koordinaten gekennzeichnete 
Artikel der Wikipedia4, mit Hilfe derer auch primär nicht-räumliche Kontextinformatio-
nen in Karten dargestellt werden können (Paelke et al. 2013), oder die Beobachtung der 
Auswirkungen von Naturkatastrophen durch die Nutzung von georeferenzierten 
Microblogging-Texten5 (de Longueville et al. 2009). 
Dem großen Potential, das nutzergenerierte Inhalte für die geographische Informati-
onswissenschaft und die Kartographie haben, stehen neue Herausforderungen entgegen. 
Etwa werden angepasste Methoden in der Datenerfassung benötigt, z.B. Techniken des 
Data Minings6. In der Datenanalyse muss bei nutzergenerierten Inhalten mit semanti-
schen Inkonsistenzen und heterogener Genauigkeit7 umgegangen werden. Herausforde-
rungen ergeben sich auch durch die Fusion mit bereits vorhandenen Informationen aus 
institutionellen Informationsquellen. Weiterhin werden Filtermethoden benötigt, die es 
ermöglichen, aus der großen Menge an verfügbaren Informationen die für den jeweili-
gen Zweck relevanten Informationen zu extrahieren8. Ebenso stellen veränderte Kom-
munikationswege9 die Frage danach, inwiefern der Qualität von nutzergenerierten Inhal-
                                                 
 
2  Vgl. hierzu Abschnitt 2.2.1. 
3  Vgl. hierzu Abschnitt 2.2.4. 
4  Vgl. hierzu Abschnitt 2.2.2. 
5  Vgl. hierzu Abschnitt 2.2.3. 
6  Im Rahmen der Untersuchungen in dieser Arbeit kommen Data-Mining Techniken im Zusammenhang mit der 
Erfassung von Daten aus der Wikipedia (vgl. Abschnitt 3.1.2), aus Twitter und aus OpenStreetMap (vgl. jeweils 
Abschnitt 3.4.4) zum Einsatz. 
7  Diese liegen beispielsweise im Projekt OpenStreetMap vor (vgl. hierzu Abschnitt 2.2.1.2). 
8  Die automatisierte Klassifikation von Texten ist ein Beispiel für solche Filtermethoden. 
9  Zu einem an nutzergenerierte geographische Inhalte angepassten Kommunikationsmodell vgl. Abschnitt 2.1.6.3. 
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ten vertraut werden kann. Diesbezüglich existieren jedoch bereits erste Ansätze, die 
einerseits darauf abzielen den Daten intrinsische Merkmale für die Ableitung von Quali-
tätsmaßen zu nutzen (z.B. Barron et al. 2014) oder das Vertrauen in Inhalte in Abhän-
gigkeit vom Grad der Bekanntschaft zwischen Nutzer und Produzent von Informationen 
zu bewerten (z.B. Golbeck 2008). Außerdem gilt für nutzergenerierte Inhalte in vielen 
Fällen auch das von Surowiecki (2007) beschriebene Prinzip der „Weisheit der Vielen“, 
das unter anderem besagt, dass von einer großen Gruppe in einem kollektiven Prozess 
erfasste Informationen von besserer Genauigkeit sein können, als Informationen, die nur 
von wenigen erfasst werden. 
1.1.2 Die Raumbezugshypothese 
Das Potential des kollektiven Wissens, das sich in der Menge der nutzergenerierten 
Inhalte befindet, kann auch genutzt werden, um bereits länger existierende Forschungs-
fragen der geographischen Informationswissenschaft zu untersuchen. Eine dieser For-
schungsfragen, deren Untersuchung Teil dieser Arbeit ist, ist motiviert durch die These, 
der zufolge „80% aller Informationen einen Raumbezug haben“. Da diese These unge-
nügend überprüft ist, wird sie im Weiteren als „Raumbezugshypothese“ bezeichnet. Sie 
ist in verschiedenen Formen in der internationalen Fachliteratur zu finden, z.B.: „eighty 
to ninety percent of all the information collected and used was related to geography“ 
(Huxhold 1991, S. 22–23), „as much as 80% of all information held by business and 
government may be geographically referenced“ (Franklin und Hane 1992, S. 12), „re-
search shows that approximately 80 % of all decisions in the public sector are based on 
georeferenced data“ (Riecken 2001, S. 218), „95% is more accurate today, new techno-
logy is partially responsible, including cell phones, GPS devices and electronic toll 
collectors“ (Perkins 2010). 
Autoren, die die Raumbezugshypothese verwenden, geben keine Methode an, mit der 
die Zahl ermittelt wurde, sondern beziehen sich in der Regel auf frühere akademische 
oder nicht-akademische Quellen. Franklin und Hane zitieren beispielsweise einen Jah-
resbericht des Ohio Geographically Referenced Information Program (OGRIP 1990) 
und Huxhold bezieht sich auf eine Broschüre der Gemeinde Burnaby, Kanada 
(Municipality of Burnaby 1986). Die einzige Studie, in der eine Methode berichtet wird, 
ist von Sussmann (1993). In seiner Arbeit wurden die Entitäten aller Datenbanken der 
kanadischen Stadt Scarborough gezählt. Dabei wurde ermittelt, dass 28% aller Entitäten 
in den 4 GIS-Datenbanken – insgesamt hatte die Stadt damals 11 Datenbanken – ge-
speichert wurden. Dem widersprechend wird jedoch auch in dieser Publikation ohne 
hinreichende Begründung geschlussfolgert: „the municipal data model in Scarborough 
demonstrated that over 80 per cent of all data could be associated with geography“ 
(Sussmann 1993, S. 375). 
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In einem Weblog-Kommentar behauptet Bob Gaspirc (2010), der 1983 für die To-
ronto Municipal Atlas Group arbeitete, einer der Väter der These zu sein. Er rechtfertig-
te unter anderem mit dieser These die Kosten für neu anzuschaffende IT-Hardware in 
seiner Fachabteilung. Der genaue Ursprung der Raumbezugshypothese kann dennoch 
nicht zweifelsfrei geklärt werden. Es lässt sich jedoch feststellen, dass der Ausgangs-
punkt der Zahl in den 80er Jahren des 20 Jahrhunderts liegt und dass sie aus Kanada 
oder den USA stammt. Eine empirische Studie, die die Zahl belegt, existiert jedoch 
bisher nicht. 
Die Raumbezugshypothese ist heute im Bereich der Geoinformationswissenschaft 
und -industrie sehr weit verbreitet und wird teilweise als belegter Fakt angenommen. 
Die frühesten bekannten Quellen zeigen, dass sie ursprünglich auf kommunale Datenbe-
stände bezogen war, da diese viele Referenzen zu Adressdaten, Koordinaten und räum-
lichen Identifikatoren, wie etwa Flurstücksnummern oder Postleitzahlen, enthalten. In-
zwischen wurde die Annahme jedoch (über)generalisiert und findet sich heute oft in 
allgemeinen Kontexten, nicht selten auch in wissenschaftlichen Publikationen, wie bei-
spielsweise im aktuellen Beitrag von Fitzke und Greve (2010, S. 735): „entsprechend 
der allgemein akzeptierten Grundannahme, dass 80 Prozent aller Informationen einen 
Raumbezug aufweisen […]“. In der Geobranche scheint ein Spannungsverhältnis zu 
existieren, zwischen der Hoffnung, dass die Zahl 80% realistisch sei und dem Zweifel, 
dass diese aus Marketingzwecken erfunden wurde. Im Allgemeinen besteht jedoch der 
Wunsch, dass die Raumbezugshypothese wahr sei, wie John B. Fagan (2010) in einer 
Twitter-Nachricht treffend begründet: „that geo quote keeps us all in our jobs. Best not 
go poking around to see if it's true“. 
Dennoch leitet sich die wissenschaftliche Fragestellung ab: Wieviel Prozent aller In-
formationen weisen einen Raumbezug auf? In der vorliegenden Arbeit sollen Methoden 
dargestellt werden, die dazu beitragen können, die beschriebene Forschungslücke zu 
schließen. Hierfür werden zwei Teilansätze vorgestellt, ein korpusanalytischer Ansatz 
und ein Befragungsansatz. Im korpusanalytischen Ansatz wird die deutschsprachige 
Wikipedia genutzt, deren Artikel als Knoten und deren interne Verlinkungen als Kanten 
eines gerichteten Graphen modelliert werden. Für den Befragungsansatz wird eine Ka-
tegorisierungsaufgabe beschrieben, bei der Probanden aufgefordert werden, einzelne 
Informationen den Kategorien „direkter Raumbezug“, „indirekter Raumbezug“ und 
„kein Raumbezug“ zuzuordnen. Schließlich resultiert aus einer Synthese der Ergebnisse 
beider Ansätze ein empirisch begründeter Wert für die Raumbezugshypothese. 
1.1.3 Die Korrelation von Ort und Inhalt bei nutzergenerierten Inhalten 
Die Existenz von nutzergenerierten Inhalten bedingt auch neue Forschungsfragen in der 
geographischen Informationswissenschaft. Auf die verschiedenen Arten von raumbezo-
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genen nutzergenerierten Inhalten wird im Abschnitt 2.1.6 und im Kapitel 2.2 genauer 
eingegangen. Häufig wird der Raumbezug bei nutzergenerierten Inhalten durch die An-
gabe von Koordinaten realisiert. Jedoch ist nicht bei allen Arten von nutzergenerierten 
Inhalten direkt ein Zusammenhang zwischen den Orten, die diese Koordinaten bezeich-
nen, und den eigentlichen Informationsinhalten gegeben. Bei manchen Arten von raum-
bezogenen nutzergenerierten Inhalten ist dieser Zusammenhang zwischen Ort und Inhalt 
offensichtlich – z.B. bei topgraphischen Datenbanken, Bilddatenbanken und ortsbezo-
genen sozialen Netzwerken – bei anderen jedoch weniger, z.B. bei Microblogging-
Texten. Ein Nutzer, der beispielsweise seine Betroffenheit über ein Hochwasserereignis 
ausdrückt, muss, während er den Text darüber verfasst, nicht notwendigerweise direkt 
am Ort des Geschehens sein. Der Bezug des Inhalts von nutzergenerierten Informatio-
nen zu den Orten, die durch die angegebenen Koordinaten ausgezeichnet sind, soll des-
halb in dieser Arbeit am Beispiel von mobil generierten Microblogging-Texten unter-
sucht werden. 
Ein Großteil der Nutzer von Microblogging-Plattformen verwendet die entsprechen-
den Dienste auf mobilen Geräten. Dadurch ist ein bestimmter Anteil von 
Microblogging-Texten direkt mit Koordinaten verknüpft. Dies wiederum ermöglicht 
eine räumliche Auswertung. Anwendungsszenarien für die (räumliche) Analyse von 
Microblogging-Texten werden in Abschnitt 2.2.3.2 dargestellt. Die räumliche Auswer-
tung erscheint jedoch nur sinnvoll unter der Annahme, dass der eigentliche Inhalt der 
Texte in engem Zusammenhang steht mit den Orten, an denen diese verfasst wurden 
bzw. auf die die Koordinaten verweisen. 
Aus dieser Annahme leitet sich die Forschungsfrage ab, die in der vorliegenden Ar-
beit untersucht wird: inwiefern besteht tatsächlich ein Zusammenhang zwischen nutzer-
generierten Daten – im konkreten Fall mobil erzeugten Microblogging-Texten – und 
den Orten, an denen diese verfasst werden? Diese Beziehung zwischen Raum und Inhalt 
wird in dieser Arbeit mit Hilfe von Methoden der maschinellen Sprachverarbeitung 
untersucht. 
1.2 Forschungsziele und Forschungsfragen 
1.2.1 Prüfung der Raumbezugshypothese 
Ein Ziel dieser Arbeit ist es, einen Beitrag zur Schließung der im Abschnitt 1.1.2 be-
schriebenen Forschungslücke zu liefern, die im Zusammenhang mit der bisher nicht 
empirisch untersuchten Raumbezugshypothese besteht. Die Raumbezugshypothese soll 
also mit einem möglichst generischen Verfahren empirisch überprüft werden. Die ver-
wendeten Methoden sollen objektivierbar sein und ein genutztes Korpus so repräsenta-
tiv wie möglich. Im Detail ergeben sich die folgenden Forschungsfragen: 
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(1) Welches Korpus erscheint für die Überprüfung der Raumbezugshypothese am 
repräsentativsten und ist damit am geeignetsten? 
(2) Kann die Raumbezugshypothese durch eine korpusanalytische Methode über-
prüft werden? Welche Methode eignet sich hierfür? 
(3) Kann die Raumbezugshypothese durch einen Befragungsansatz überprüft wer-
den? 
(4) Besteht ein Zusammenhang zwischen den Ergebnissen einer zu entwickelnden 
korpusanalytischen Methode und den Ergebnissen eines zu konzipierenden Be-
fragungsansatzes – bestätigen sich die Ergebnisse gegenseitig? 
(5) Welche Aussage ergibt sich aus der Überprüfung der Raumbezugshypothese in 
Bezug auf den konkreten Anteil raumbezogener Informationen? 
1.2.2 Untersuchung der Korrelation von Ort und Inhalt von nutzergene-
rierten Inhalten 
Ein weiteres Ziel dieser Arbeit ist es, den Zusammenhang zwischen den Orten, an denen 
nutzergenerierte Inhalte entstehen, und den eigentlichen Informationsinhalten zu unter-
suchen. Die Untersuchung wird am Beispiel von mobil verfassten Microblogging-
Texten durchgeführt, da für diese Art von nutzergenerierten Inhalten der Bezug zwi-
schen Informationsinhalt und Raum nicht allgemein angenommen werden kann. Es 
ergeben sich nachfolgende Forschungsfragen: 
(1) Welches Modell eignet sich, um den räumlichen Kontext zu modellieren? 
(2) Welche Methoden können genutzt werden, um einzelne Microblogging-Texte 
dahingehend zu klassifizieren, ob ein Zusammenhang zwischen diesen und dem 
räumlichen Kontext ihrer Entstehung besteht? 
(3) Kann diese Klassifizierung mit Hilfe von maschinellem Lernen automatisiert 
werden? 
(4) Welche Lernalgorithmen eignen sich hierfür am besten? 
(5) Existiert ein Korpus, das geeignet ist, um die manuelle Klassifikation von Trai-
ningsdaten zu ersetzen? 
(6) Nimmt der Anteil der Microblogging-Texte, bei denen ein Zusammenhang zu 
bestimmten Orten besteht, mit der Entfernung zu diesen Orten ab? Anders for-
muliert: Ist die Verteilung von Microblogging-Texte, die im Zusammenhang zu 
bestimmten Orten stehen, zufällig oder nicht? 
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1.3 Aufbau der Arbeit 
1.3.1 Die Beziehung zwischen Raum und Inhalt von nutzergenerierten 
geographischen Informationen 
Der Titel dieser Arbeit formuliert ihr wichtigstes Forschungsziel. Dieses besteht darin, 
die Beziehung zwischen Raum und Inhalt von nutzergenerierten geographischen Infor-
mationen zu untersuchen. Diese Aussage ist bewusst allgemein und mehrdeutig formu-
liert, da in dieser Arbeit die Beziehung zwischen Raum und Inhalt von Informationen 
aus zwei verschiedenen Perspektiven betrachtet wird. 
Bei der Untersuchung der Raumbezugshypothese10 steht die Frage im Vordergrund, 
ob und inwiefern eine Information bzw. ein Begriff inhaltlich eine Beziehung zum 
Georaum, d.h. zum Raum der auf der Erde lokalisierbar ist, hat. Die Beziehung zwi-
schen dem Inhalt der Information und dem Raum entsteht dabei im einfachsten Fall 
dadurch, dass die Information durch Koordinaten gekennzeichnet ist oder durch solche 
gekennzeichnet werden kann. Jedoch existieren auch viele weitere Wege – z.B. Adres-
sen, Toponyme oder Verweise auf Orte – durch die eine Beziehung zwischen dem 
Raum und dem Informationsinhalt hergestellt werden kann. 
Im Unterschied dazu steht bei der Untersuchung der Korrelation zwischen den Orten 
der Informationserzeugung und den Inhalten11 der Informationen die Frage im Vorder-
grund, inwiefern die textuellen Informationen inhaltlich eine Beziehung zu dem Raum 
haben, der die Orte ihrer Entstehung umgibt. Um diese Beziehung messbar zu machen 
wird ein Modell für den räumlichen Kontext benötigt. Dieses kann beispielsweise aus 
der Menge der kartographischen modellierbaren Objekte bestehen. Ein einfaches Bei-
spiel sind verschiedene Objektklassen von Points of Interest. 
1.3.2 Gliederung der Arbeit 
Die im vorigen Abschnitt beschriebene Betrachtung der Beziehung von Raum und In-
halt geographischer Informationen aus zwei verschiedenen Perspektiven spiegelt sich in 
einer partiellen Zweiteilung der Arbeit wider. Zunächst wird jedoch in Kapitel 2 der 
aktuelle Forschungsstand zum Thema ‚nutzergenerierte geographische Informationen‘ 
dargestellt. Dies umfasst zunächst eine Diskussion der für diese Arbeit relevanten Be-
griffe anhand der verfügbaren Forschungsliteratur. Weiterhin werden die Arten nutzer-
generierter geographischer Informationen, die für die Untersuchungen zu dieser Arbeit 
von besonderer Bedeutung sind, genauer beschrieben. Ergänzt wird dies durch Verweise 
auf Forschungsprojekte, in denen diese Informationen bereits genutzt wurden. Daran 
                                                 
 
10  Vgl. Abschnitt 1.1.2. 
11  Vgl. Abschnitt 1.1.3. 
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schließt sich eine Darstellung von theoretischen Grundlagen zu Informationsnetzwerken 
an. Nachfolgend wird die Rolle der Kognition im Zusammenhang mit geographischen 
Informationen erläutert. Das Kapitel schließt mit einer Zusammenfassung von For-
schungsliteratur über die Nutzung von maschinellem Lernen für die automatisierte 
Klassifikation von textuellen Informationen. Die beschriebenen Grundlagen bilden die 
Basis, auf der die Beschreibung der konkret für diese Arbeit genutzten Methoden in 
Kapitel 3 aufsetzt. 
Im Kapitel ‚Methoden und Ergebnisse‘ werden zunächst die entwickelten Ansätze – 
korpusanalytischer Ansatz (Kapitel 3.1) und Befragungsansatz (Kapitel 3.2) – für die 
Prüfung der Raumbezugshypothese beschrieben. In Kapitel 3.3 erfolgt anschließend die 
Synthese der beiden Ansätze. Im zweiten Teil dieses Kapitels werden die Methoden und 
die erzielten Ergebnisse in Bezug auf die Untersuchung der Korrelation zwischen Ort 
und Inhalt von nutzergenerierten geographischen Informationen am Beispiel von mobil 
verfassten Microblogging-Texten dargestellt. Dies umfasst einerseits die Darstellung 
der verschiedenen Ansätze für die manuelle und die automatische Klassifikation der 
Informationen in Bezug auf deren Relevanz für bestimmte Orte bzw. Objekte und ande-
rerseits die Darstellung der Methodik zur Bestimmung der Entfernungsabhängigkeit des 
Anteils der für diese Orte und Objekte relevanten Informationen. 
In Kapitel 4 schließt sich eine Interpretation der Ergebnisse und eine Diskussion der 
verwendeten Methoden an. Die Diskussion ist ebenfalls zweigeteilt und beginnt zu-
nächst mit der Bewertung der Ansätze für die Prüfung der Raumbezugshypothese. Da-
ran schließt sich eine Beurteilung der Methoden für die Bestimmung der Korrelation 
zwischen Ort und Inhalt von mobil verfassten Microblogging-Texten an. Schließlich 
wird nochmal zusammenfassend auf die beiden Bedeutungen des Begriffs ‚Raumbezug‘ 
im Kontext von nutzergenerierten geographischen Informationen eingegangen. 
Im abschließenden Kapitel 5 werden die in Kapitel 1.2 formulierten Forschungsfra-
gen wieder aufgenommen und zusammenfassend beantwortet. Weiterhin werden die 
Implikationen der gefunden Ergebnisse für die geographische Informationswissenschaft 
benannt. Schließlich endet die Arbeit mit einem Forschungsausblick. In diesem Unter-
kapitel werden offene Fragen und bestehende Herausforderungen im Zusammenhang 
mit nutzergenerierten geographischen Informationen beschrieben und mit Verweisen 
auf aktuelle Forschungsprojekte zu diesen Fragestellungen illustriert. 
1.3.3 Verwendete Publikationen 
Diese Dissertation baut auf mehreren Beiträgen auf, die bereits als Aufsatz in einer Zeit-
schrift, als Kapitel in einem Tagungsband oder als Vortrag während einer Tagung pu-
bliziert wurden. In diesem Abschnitt soll dargestellt werden, welche Teile der Disserta-
tion wesentlich auf diesen Beiträgen aufbauen. 
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Die Idee, das Netzwerk der Wikipedia-Artikel für den korpusanalytischen Ansatz zur 
Prüfung der Raumbezugshypothese zu nutzen (vgl. Abschnitt 3.1.1), wurde erstmalig in 
einem Abstract für die 14th AGILE International Conference on Geographic Informati-
on Science formuliert (Hahmann et al. 2011). Die Ergebnisse der Netzwerkanalyse (vgl. 
Abschnitt 3.1.2, 3.1.3), die Konzeption und die Ergebnisse des Befragungsansatzes (vgl. 
Kapitel 3.2), die Synthese beider Ansätze (vgl. Kapitel 3.3) und schließlich die Diskus-
sion der Methoden (vgl. Kapitel 4.1) wurden bereits in Beiträgen für die Zeitschriften 
gis.SCIENCE – die Zeitschrift für Geoinformatik (Hahmann und Burghardt 2012a) und 
International Journal of Geographical Information Science (Hahmann und Burghardt 
2013a) publiziert. Weiterhin wurde die Beschreibung der Netzwerkeigenschaften der 
Wikipedia (vgl. Abschnitte 2.2.2.4, 2.3.3) sowie deren Korrelation mit den Ergebnissen 
der Netzwerkanalyse (vgl. Abschnitt 3.1.4) in einem Abstract für die 7th International 
GIScience Conference veröffentlicht. Daraus ergibt sich nachfolgende Literaturliste: 
 
HAHMANN, S., BURGHARDT, D. und WEBER, B. (2011). “80% of All Information is 
Geospatially Referenced”??? Towards a Research Framework: Using the Semantic 
Web for (In)Validating this Famous Geo Assertion. In: Proceedings of the 14th 
AGILE International Conference on Geographic Information Science. (AGILE) Ut-
recht, 18.-21.04.2011. 
HAHMANN, S. und BURGHARDT, D. (2012a). Forschungsergebnisse zur Frage: Haben 80 
Prozent aller Informationen einen Raumbezug? gis.SCIENCE - Die Zeitschrift für 
Geoinformatik, 25 (3), S. 101–108. 
HAHMANN, S. und BURGHARDT, D. (2013a). How much information is geospatially 
referenced? Networks and cognition. International Journal of Geographical Infor-
mation Science, 27 (6), S. 1171–1189, doi: 10.1080/13658816.2012.743664. 
HAHMANN, S. und BURGHARDT, D. (2012b). Investigation on factors that influence the 
(geo)spatial characteristics of Wikipedia articles. In: Proceedings of extended ab-
stracts of the 7th International GIScience Conference. (GIScience) Columbus, OH, 
USA, 18.-21.09.2012. 
 
Die Forschungsfragen, die sich bei der Untersuchung der Korrelation von Ort und Inhalt 
nutzergenerierter geographischer Informationen am Beispiel von Microblogging-Texten 
ergeben (vgl. Abschnitt 1.2.2), wurden erstmalig in einem Vortrag an der 26th Interna-
tional Cartographic Conference und dem zugehörigen Abstract vorgestellt (Hahmann 
und Burghardt 2013b). Ein Zeitschriftenaufsatz, der eine Einführung zum Forschungs-
korpus Twitter (vgl. Abschnitt 2.2.3), einen Überblick zu den genutzten Algorithmen 
der maschinellen Sprachverarbeitung (vgl. Kapitel 2.5), die Darstellung der Methoden 
und Ergebnisse der Korrelationsuntersuchung (vgl. Kapitel 3.4, 3.5) sowie die Diskus-
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sion der Ansätze (vgl. Kapitel 4.2) enthält, wird derzeit für die Einreichung im Journal 
of Spatial Information Science vorbereitet (Hahmann et al. in Vorbereitung). Daraus 
ergibt sich nachfolgende Literaturliste: 
 
HAHMANN, S. und BURGHARDT, D. (2013b). On the Influence of Geospatial Context on 
Mobile Microblogging Content. In: M.F. Buchroithner, Hrsg. Proceedings of the 
26th International Cartographic Conference. (ICC) Dresden, 25.-30.08.2013, S. 
535–537. 
HAHMANN, S., PURVES, R.S. und BURGHARDT, D. (in Vorbereitung). Are contents of 







2.1 Relevante Begriffe 
In diesem Kapitel soll zunächst die Verwendung der für diese Arbeit relevanten Begrif-
fe in der Forschungsliteratur erläutert werden. Dazu gehören die Begriffe: ‚Web 2.0‘, 
‚Nutzergenerierte Inhalte‘, ‚Raumbezug‘, ‚georäumlich‘, ‚geographische Informatio-
nen‘‚ ‚Geodaten‘, ‚Volunteered Geographic Information‘ und ‚Semantik nutzergenerier-
ter geographische Informationen‘. 
2.1.1 Web 2.0 
Voraussetzung für die Entstehung großer Mengen von nutzergenerierten geographi-
schen Informationen ist die Entwicklung des World Wide Web (WWW) hin zum Web 
2.0. Der Begriff des „Web 2.0“, also sozusagen die zweite Version des WWW, wurde 
durch einen Beitrag von Tim O’Reilly (2005) geprägt. O’Reilly bezeichnet die Beteili-
gung der Nutzer als charakteristischste Eigenschaft von Web-2.0-Projekten. Die Web-
2.0-Nutzer tragen nicht nur ihre eigenen Inhalte bei, sondern haben in unterschiedli-
chem Maße auch die Kontrolle über ihre Beiträge. Es entstehen Nutzergemeinschaften, 
auch Communities genannt, die in bestimmten Projekten kollaborativ arbeiten und ein 
gemeinsames Ziel verfolgen. 
Jeff Howe (2006) prägte in diesem Zusammenhang den Begriff „Crowdsourcing“. Es 
handelt sich dabei um ein Kofferwort, das sich zusammensetzt aus dem Wort crowd und 
dem Wort outsourcing. Crowd bezeichnet eine Menge von Menschen, im Kontext von 
Web 2.0 spezifischer die Menge der Internetnutzer. Das Wort outsourcing bedeutet die 
Auslagerung von (unternehmens)internen Aufgaben an einen externen Dienstleister. Die 
Rolle des externen Dienstleisers übernimmt im Fall von Crowdsourcing die Gemein-
schaft der Internetnutzer, die sich am konkreten öffentlichen Projekt beteiligen. Man 
kann unterscheiden zwischen „geschlossenem“12 Crowdsourcing, bei dem die Rechte an 
den entstehenden Informationen beim Anbieter der jeweiligen Projektplattform bleiben, 
und „offenem“13 Crowdsourcing, bei dem frei nutzbare Informationen entstehen. 
Im Web 2.0 können IT-Unternehmen durch das Sammeln von Informationen über ih-
re Nutzer enormes Marktpotential erlangen. Das Web 2.0 bedingt weiterhin die Ablö-
                                                 
 
12  Z.B.: Google Map Maker. 
13  Z.B.: OpenStreetMap. 
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sung des klassischen Softwarelebenszyklus. Desktopanwendungen werden vermehrt 
durch Webanwendungen ersetzt, die plattformunabhängig, weltweit aufrufbar und durch 
den Anbieter ständig aktualisierbar sind. Software wird des Weiteren als Dienst angebo-
ten, der über Schnittstellen innerhalb eigener Anwendungen genutzt werden kann. Da-
bei können verschiedene Dienste kombiniert werden. 
Die technischen Gegebenheiten des Web 2.0 ermöglichen die Entstehung freier Da-
tenbestände durch gemeinschaftliche Aktivitäten, wie z.B. die gemeinschaftliche Erfas-
sung und Organisation von Wissen oder die kollaborative Kategorisierung und Ver-
knüpfung von Informationen. In den so entstehenden Datensätzen spiegelt sich eine 
kollektive Intelligenz wider, für die die Möglichkeiten des Web 2.0 Voraussetzung sind. 
Die Versionsbezeichnung „2.0“ zielt jedoch insgesamt mehr auf eine neue Qualität des 
WWW ab, als auf die, gleichwohl vorhandenen, technologischen Veränderungen. 
2.1.2 User Generated Content / Nutzergenerierte Inhalte 
2.1.2.1 Bedeutung und Begriffsherkunft 
Der großen Bedeutung von User Generated Content wurde bereits im Jahr 2006 mit der 
Wahl zur Person des Jahres durch das Time Magazine Rechnung getragen. Statt wie 
sonst üblich eine bedeutende Einzelperson, wurde „You“ gewählt (Grossmann 2006). 
Damit war jeder einzelne Internetnutzer gemeint, der potentiell Informationen zur Ver-
fügung stellen kann und diese somit gleichzeitig kontrolliert. Der Begriff des User 
Generated Content bildete sich ebenfalls in etwa in diesem Jahr heraus14. 
2.1.2.2 Begriffsklärung 
Eine ausführliche Begriffsklärung zu „User Generated Content“ (UGC) findet sich in 
Wunsch-Vincent und Vickery (2007) und in Bauer (2011). Bauer definiert dabei den 
Begriff UGC in deutscher Sprache folgendermaßen: „User Generated Content bezeich-
net die Gesamtheit aller von Internetnutzern bewusst erzeugten wahrnehmbaren elekt-
ronischen Medieninhalte, die von diesen unmittelbar und unabhängig von einer vorheri-
gen redaktionellen Auswahl über das Internet der Öffentlichkeit zugänglich gemacht 
werden, sofern es sich hierbei nicht um professionell erstellte und zu gewerblichen 
Zwecken veröffentlichte Inhalte handelt“ (Bauer 2011, S. 26). 
Mit „wahrnehmbaren elektronischen Medieninhalten“ sind Text-, Bild-, Video- oder 
Audiobeiträge gemeint. Die „bewusste Erzeugung“ dieser Beiträge wird als maßgebli-
ches Merkmal betrachtet in Abgrenzung zu Daten, die die Nutzer einer Webseite unbe-
wusst erzeugen, z.B. durch die Beobachtung ihres Nutzungsverhaltens durch den Anbie-
                                                 
 
14  Der Artikel „User Generated Content“ wurde in der englischen Wikipedia am 28.01.2006 angelegt und in der 
deutschen Wikipedia am 02.05.2006. 
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ter eines Webangebotes. Obwohl Mediennutzer auch bereits früher Inhalte erzeugten, 
beispielsweise durch Leserbriefe, wird der Begriff UGC heute ausschließlich für Nutzer 
des Mediums Internet gebraucht. Die Veröffentlichung als weiteres Kriterium kann in 
allgemein zugänglicher Form oder nur an einen gewählten Kreis von Personen erfolgen. 
Ausschließlich interpersonale Kommunikation, wie beispielsweise in E-Mails oder 
Chats umfasst der Begriff jedoch nicht. 
Als weitere Merkmale von UGC nannten Wunsch-Vincent und Vickery (2007) zuvor 
bereits die kreative Eigenleistung des Nutzers. Folglich werden bloße Kopien von exis-
tierenden Medieninhalten, die von Internetnutzern veröffentlicht werden, nicht vom 
Begriff UGC erfasst. Ebenso bezeichnen die beiden Autoren die Erzeugung der Medien-
inhalte außerhalb beruflicher Aktivitäten als für den Begriff UGC maßgeblich. 
Als deutsche Entsprechung von UGC schlägt Bauer (2011, S. 14) „von Internetnut-
zern generierte Medieninhalte“ oder kürzer „nutzergenerierte Medieninhalte“ vor. 
2.1.2.3 Arten von UGC 
Verschiedene Arten von Medieninhalten bzw. UGC zeigt die Taxonomie von Bauer 


















Diese Taxonomie deckt Nutzerbeiträge in Form von strukturierten Daten nicht ab. Je-
doch erscheint es sinnvoll, auch diese Nutzerbeiträge als, deshalb allgemeiner formu-
lierte, nutzergenerierte Inhalte zu bezeichnen. Auf konkrete Beispiele für einige Arten 
von UGC, die für die vorliegende Arbeit relevant sind, wird in Kapitel 2.2 genauer ein-
gegangen. 




Ein Kritikpunkt an UGC ist, dass die betreffenden Inhalte, zumindest bei proprietären 
Projekten, direkt an die Existenz und Handlungsfähigkeit des Anbieters der jeweiligen 
Plattform gekoppelt sind. Beabsichtigte und unbeabsichtigte Verletzungen von Urheber-
recht bei den veröffentlichten Medieninhalten sind ein weiteres Problem von UGC. 
Darüber hinaus wird häufig auch die Qualität und die Zuverlässigkeit von UGC hinter-
fragt. Zur Zuverlässigkeit von UGC existieren jedoch bereits erste Ansätze, die eine 
Messung des Grades der Zuverlässigkeit erlauben sollen. Golbeck (2008) gibt einen 
Überblick zu den entsprechenden Algorithmen. 
2.1.2.5 Forschungspotential 
In den vergangenen Jahren sind enorme Mengen von UGC entstanden. Die Treiber für 
das rasche Wachstum von UGC sind nach der Ansicht von Wunsch-Vincent und 
Vickery (2007) sowohl technologischer15, als auch sozialer16, wirtschaftlicher17 und 
institutioneller Natur18. Für die Forschung ergeben sich aus den großen Mengen des 
vorhandenen UGC neue Möglichkeiten für verschiedene Wissenschaftszweige. Lazer et 
al. (2009) geben einen Überblick über Entwicklungen in den Sozialwissenschaften. 
UGC eröffnet hier neue Wege, um beispielsweise das makrosoziologische Netzwerk der 
Gesellschaft zu erforschen. Weiterhin können Trends in der gesellschaftlichen Kommu-
nikation oder auch die Ausbreitung von Krankheiten mit Hilfe von UGC untersucht 
werden. Moat et al. (Im Druck, 2013) zeigen am Beispiel der Korrelation von UGC und 
Aktienkursen, wie es mit großen Mengen von UGC sogar möglich ist, kollektives Ver-
halten von Aktienanlegern vorherzusagen. 
2.1.3 Raumbezug 
2.1.3.1 Der Begriff ‚Raumbezug‘ in der Fachliteratur 
In Tabelle 2-1 werden die Definitionen der Begriffe ‚raumbezogene Information‘ und 
‚Raumbezug‘ durch Hake et al. (2002), Bollmann (2002) und Bill (2010) dargestellt. 
Die Definition nach Hake ist dabei sehr allgemein gefasst. Bollmann konkretisiert den 
Begriff „Raumbezug“ und betont den Georaum als Referenzsystem, während Hake et 
al. eher von einem allgemeinen Bezugssystem sprechen. 
                                                 
 
15  Z.B.: die Verfügbarkeit von Breitband-Internet, größere Speicherkapazitäten im WWW, leichter bedienbare Soft-
ware. 
16  Z.B.: das Bedürfnis sich selbst auszudrücken, das Bedürfnis sich in einer Gemeinschaft zu engagieren, das Auf-
wachsen mit Technologie, Anerkennung innerhalb der Nutzergemeinschaft eines UGC-Projektes. 
17  Z.B.: geringere Verbindungskosten, neue Geschäftsmodelle. 
18  Z.B.: bessere Lizensierungsmöglichkeiten für UGC. 
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Tabelle 2-1: Verschiedene Definitionen der Begriffe ‚raumbezogene Information‘ und ‚Raum-
bezug‘. 
Quelle Definition 
Hake et al. 
(2002, S. 4) 
Raumbezogene Information. „In der Kartographie gilt als raumbezogene Informa-
tion jede Angabe, in der zur Sachaussage über ein Objekt auch dessen geometri-





Raumbezug. „Eigenschaft (Referenz) von Objekten oder Sachverhalten hinsicht-
lich ihrer georäumlichen Beziehung. Im engeren Sinn zeichnen sich Objekte mit 
Raumbezug dadurch aus, dass georäumliche Referenzen durch die Zuordnung 
von Koordinatensystemen (Georeferenzierung) bestehen. Im weiteren Sinn be-
zeichnet der Terminus z.B. auch Situationen, in denen z.B. in der Geographie ein 
Zusammenhang zwischen einem Objekt und seiner georäumlichen Umgebung 
(Standort) oder Nachbarschaften zwischen Objekten (Region) thematisiert wer-






„Im Vermessungswesen ist der Raumbezug über die Angabe von zwei- oder 
dreidimensionalen Koordinaten oder entsprechender Konstruktionsvorschriften 
angegeben, denen ein definiertes Koordinatenreferenzsystem und eine primäre 
Metrik (auch direkter Raumbezug genannt) zugrunde liegt. […] Der Raumbezug 
mittels Koordinaten ist in der ISO 1911119 (Koordinatenreferenzsysteme) spezifi-
ziert. 
In anderen Bereichen wie z. B. der amtlichen Statistik oder im Business Mapping 
beruht der Raumbezug auf vollständig anderen Fakten. Diese beinhalten zumeist 
eine schwächer definierte Metrik - auch sekundäre Metrik oder indirekter Raum-
bezug genannt - und eine wesentlich geringere Genauigkeit. Die Überführung 
zwischen den verschiedenen Raumbezugsformen wird durch die ISO 1911220 
(Raumbezug mit geographischen Identifikatoren) definiert. Als Beispiele für se-
kundäre Metriken seien genannt: 
Kennziffern, die eine räumliche Gebietsgliederung in hierarchischer Form wieder-
geben z.B. Postleitzahlbereiche, Amtliches Verzeichnis der Ortskennziffern 
(AVON), Kreis-Gemeinde-Schlüssel (KGS), Wahlbezirksnummern,[…], 
Flurstücksnummern, […], NUTS (Nomenclatura des unites territoriales 
statistiques) als Systematik der Gebietseinheiten in Europa, […], die oftmals 
untereinander nicht räumlich deckungsgleich und somit aufwendig ineinander zu 
überführen sind. 
Namen als räumliche Bezeichnungen (Ortsnamen, Stadtteilnamen, Gemarkungs-
namen, Flurnamen, Lagebezeichnungen etc.), die einen Ort benennen und auf 
der Erde grob ein Gebiet umschreiben. 
Adressen (Stadt, Straßenname, Hausnummer etc.) als Basis einer Vielzahl von 
Datenerhebungen, z. B. im Einwohnermeldewesen […]. 
Andere wie z. B. Kilometrierungen und Stationierungen entlang von Verkehrswe-
gen oder kleinräumigere Gliederungen unterhalb der Gemeindeebene (z. B. 
Marktzellen auf Haushaltsbasis, Baublöcke)“ 
 
Durch Bill werden die Begriffe direkter Raumbezug und indirekter Raumbezug genutzt. 
Ihm zufolge wird die Unterscheidung zwischen direktem und indirektem Raumbezug 
durch die dem Raumbezug zugrunde liegende Metrik getroffen. Dieser Definition zu-
folge müssen für das Vorhandensein eines direkten Raumbezuges Koordinaten in einem 
                                                 
 
19  ISO 19111 „Koordinatenreferenzsysteme“ (DIN Deutsches Institut für Normung 2007) 
20  ISO 19112 „Raumbezug mit geographischen Identifikatoren“ (DIN Deutsches Institut für Normung 2005). Diese 
spezifiziert auch die Transformation von geographischen Identifikatoren zu Koordinaten in Referenzsystemen. 
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definierten Koordinatenreferenzsystem vorhanden sein. Für den indirekten Raumbezug 
genügen bereits in Beziehung stehende geographische Identifikatoren, wie etwa 
Toponyme oder Adressen. Die Überführung zwischen beiden Arten des Raumbezuges 
ist möglich, jedoch hat der indirekte Raumbezug in der Regel eine geringere Genauig-
keit. 
2.1.3.2 Kategorien des Georaumbezuges 
Das menschliche Denken stützt sich stark auf die Nutzung von Kategorien. Aus diesem 
Grund ist es nützlich und sinnvoll, im Zusammenhang mit der Befragung von Proban-
den Kategorien zu nutzen. Deshalb werden für den Befragungsansatz zur Prüfung der 
Raumbezugshypothese im Kapitel 3.2 Kategorien des Georaumbezuges (KGR) verwen-
det. Da die ursprüngliche Raumbezugshypothese im Kontext geographischer Informati-
onssysteme entstand, werden in diesem Zusammenhang ‚georäumliche Informationen‘ 
von allgemein ‚räumlichen Informationen‘ bewusst abgegrenzt. Um dies zu verdeutli-
chen wird deshalb auch bewusst der Begriff ‚Georaumbezug‘ verwendet. In Anlehnung 
an die von Bill (2010, S. 12) genutzten Kategorien können raumbezogene Informatio-
nen somit in die Kategorien ‚Direkter Georaumbezug‘ (DirGR), ‚Indirekter Georaum-
bezug‘ (IndGR) und ‚Kein Georaumbezug‘ (KeinGR) eingeteilt werden. Diese Katego-
rien mögen für Nichtexperten artifiziell sein, jedoch sind sie, im Gegensatz zum in Me-
thodenkapitel 3.1 beschriebenen mathematisch begründeten Netzwerkgrad des Geo-
raumbezuges, für Menschen fassbar und können als Items einer Ordinalskala für die 
‚Georäumlichkeit‘ von Dingen interpretiert werden. 
2.1.4 Georäumlich 
Die Abgrenzung des Begriffs ‚georäumlich‘ vom Begriff ‚räumlich‘ im Allgemeinen ist 
eine Frage des Maßstabes, die z.B. durch Haggett (2004, S. 37–39) diskutiert wird. 
Demnach beginnt der Interessensbereich der Geographie – und damit auch der Bereich, 
in dem Informationen als geographisch bzw. georäumlich betrachtet werden – in etwa 
bei Objekten mit einer Ausdehnung von mehr als 100m (z.B. Fußballstadion) und endet 
bei Objekten mit einer Ausdehnung, der dem Umfang des Erdäquators (~40.000km) 
entspricht (vgl. Abbildung 2-1). Es handelt sich dabei um unscharfe Grenzen. 
Übersetzt in kartographische Maßstäbe bedeutet dies, dass die Grenzen georäumli-
cher Information unter der Annahme, dass die Grenzobjekte (Fußballstadion, Erdäqua-
tor) jeweils 10cm groß in einer Karte dargestellt werden, 1:1,000 und 1:400 Millionen 
betragen. In der Kartographie werden diese Maßstabsbereiche in den topometrischen 
Maßstabsbereich (1:500 – 1:5.000), den Maßstabsbereich topographischer Detail- 
(1:5.000 – 1:50.000) und Übersichtskarten (1:70.000 – 1:200.000), den  
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Abbildung 2-1:  Geographische Größenordnungen und kartographische Maßstabsbereiche. 
Eigene Bearbeitung nach Haggett (2004, S. 37) 
chorographischen Maßstabsbereich (1:220.000 – 1:1 Mio.) und den geographischen 
Maßstabsbereich (<1:1 Mio.) unterschieden (Stams 2002). 
2.1.5 Geographische Information und Geodaten 
2.1.5.1 Begriffsklärung 
Es existiert eine formale Definition des Begriffs ‚Information‘ von Shannon und Wea-
ver (Shannon 1948, Shannon und Weaver 1949), die vor allem im Bereich der Nach-
richtentechnik und der Informationstheorie Anwendung findet. Wie durch Goodchild 
(2003) diskutiert, beschreibt diese Lesart des Begriffs Information jedoch hauptsächlich 
deren Form und Kodierung, was für die geographische Informationswissenschaft nur 
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Stattdessen wird häufig der von Goodchild et al. (1999) vorgeschlagene Ansatz für 
den Begriff ‚geographische Information‘ genutzt, bei dem ein Tupel <x, y, z, t, U>21 als 
einfachstes Element einer geographischen Information in Raum und Zeit betrachtet 
wird. Dies impliziert, dass Toponyme allein (z.B. ‚Mount Everest‘) nicht als hinrei-
chende Identifikatoren für Positionen auf der Erdoberfläche betrachtet werden, da 
Toponyme zunächst durch einen Gazetteer22 in eine Positionsangabe umgewandelt wer-
den müssen (vgl. Goodchild 2003). Diese Betrachtungsweise des Begriffs geographi-
sche Information erlaubt es auch, einzelne Raum-Zeit-Attribut-Tupel, die somit distink-
te geographische Informationseinheiten darstellen, zu zählen. Dies ist für die in Kapitel 
3.3 beschriebene Bestimmung des Anteils raumbezogener Informationen in der Wiki-
pedia relevant. 
Die geometrische Komponente einer geographischen Information kann im einfachs-
ten Fall des von Goodchild et al. (1999) beschriebenen Informations-Tupels ein Punkt 
sein, jedoch sind auch komplexere geometrische Gebilde, wie linien- und flächenhafte 
Objekte möglich. Die zeitliche Komponente kann durch einen Zeitstempel oder auch 
durch Zeitabschnitte ausgedrückt werden. Die Zeitkomponente t und auch die Höhen-
komponente z der beschriebenen Informations-Tupel werden in dieser Arbeit nicht wei-
ter betrachtet, da diese für die genutzten Methoden nicht relevant sind. 
Eine scharfe Abgrenzung des Begriffs ‚Information‘ vom Begriff ‚Daten‘ ist nicht 
möglich. Müller (2002) bezeichnet mit dem Begriff Daten „numerische und alphanume-
rische“ Angaben über Dinge in computerlesbarer Form. Bollmann sagt in Hinblick auf 
den Begriff ‚Information‘, dass dieser bereits mehr darauf abzielt, dass solche Angaben 
auch Wissen über etwas enthalten. Zehnder (2005, S. 14) formuliert konkreter, dass der 
Begriff Information die „nutzbare Antwort auf eine konkrete Fragestellung“ ist. Eine 
Information entsteht demnach nur im Kontext und in Abhängigkeit von einer spezifi-
schen Anwendung und muss aus verfügbaren Daten rekonstruiert bzw. abgeleitet wer-
den. 
Die Ambivalenz der Begriffe ‚geographische Information‘ und ‚Geodaten‘ wird 
deutlich, wenn man die Definitionen für den Begriff Geodaten einbezieht. Bill (2010, S. 
263) definiert Geodaten als „Daten über Gegenstände, Geländeformen und Infrastruktu-
ren an der Erdoberfläche, […] deren Position im Raum direkt oder indirekt 
referenzierbar ist“ und Müller (2002) sieht ‚Geodaten‘ als Beschreibung von „Objekten 
der Realität […] durch geometrische und inhaltliche Attribute“. Letztere Definition 
überschneidet sich sehr stark mit dem durch Goodchild für die Definition einer geogra-
phischen Information vorgeschlagenem Informations-Tupel. Der Unterschied zwischen 
‚Geodaten‘ und ‚geographischen Informationen‘ kann jedoch Zehnder folgend ebenfalls 
                                                 
 
21  x, y, z und t bezeichnen die Koordinaten von Raum und Zeit; U bezeichnet eine beliebige Eigenschaft. 
22  Ortslexikon, Ortsverzeichnis. 
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in deren Nutzbarkeit in Bezug auf eine konkrete Fragestellung gesehen werden. 
Goodchilds Definition einer ‚geographischen Information‘ ist im Gegensatz zu Bills 
Definition von ‚Geodaten‘ auf den direkten Raumbezug begrenzt. 
2.1.5.2 Points of Interest als Spezialfall 
Einen Spezialfall geographischer Informationen, für den ein distinkter Begriff existiert, 
stellen die sogenannten Points of Interest (POI) dar. POIs sind punktförmig modellierte 
Objekte, die in der Nutzung von digitalen Karten und Navigationssystemen, in Abhän-
gigkeit vom Kartenzweck, eine besondere Bedeutung haben (Vickus 2002). Dies sind 
beispielsweise Orte, die der Befriedigung des täglichen Bedarfs dienen – z. B. Ein-
kaufsmöglichkeiten, Gastronomie, Tankstellen, Bahnhöfe – Orte, die in dringenden 
Situationen angelaufen werden – z.B. Krankenhäuser, Polizeiwachen, Apotheken, 
Werkstätten – und Freizeitangebote sowie touristische Attraktionen – z.B. Kinos, Muse-
en, Theater, Sportstätten und Kirchen. Besonders herausstechende Objekte werden spe-
zifischer auch als Landmarken bezeichnet (Stams und Klippel 2002). Beispiele hierfür 
sind die Dresdner Frauenkirche, das Brandenburger Tor oder der Eiffelturm. 
2.1.6 Volunteered Geographic Information / Nutzergenerierte geographi-
sche Informationen 
2.1.6.1 Begriffsherkunft und Charakteristika von VGI 
Der Begriff „Volunteered Geographic Information“ (VGI) wurde durch Michael 
Goodchild (2007) eingeführt. Er bezeichnet einen Spezialfall von User Generated Con-
tent und umfasst den Teil von UGC, der direkt oder indirekt raumbezogen ist. Am Bei-
spiel von topographischen Informationen, die beispielweise im Projekt OpenStreetMap 
(vgl. Abschnitt 2.2.1) gesammelt werden, wird deutlich, dass der Begriff VGI den Be-
griff UGC sogar noch erweitert, denn eine ausschließliche Sammlung von strukturierten 
Daten wird von UGC-Taxonomien, die auf klassische Medieninhalte, wie Texte, Bilder, 
Videos und Audio-Dateien (vgl. Abschnitt 2.1.2), abzielen, nicht notwendigerweise 
erfasst. Abgesehen von dieser Erweiterung des Begriffs nutzergenerierter Inhalte, nennt 
Goodchild jedoch Merkmale von VGI, die an die Definition von UGC angelehnt sind: 
 nicht-beruflicher Kontext der Beitragenden 
 formale Qualifikation der Beitragenden ist keine notwendige Voraussetzung für 
die Partizipation 
 freiwillige Mitarbeit, ohne finanzielle Vergütung 
 Genauigkeit und Qualität der Daten variieren 
 verschiedene Medientypen, wie Texte, Bilder, Videos sind möglich 
Neben den technologischen Voraussetzungen, die analog zu UGC sind (vgl. Abschnitte 
2.1.1, 2.1.2), bezeichnet Goodchild die Verfügbarkeit von GPS sowie von Luft- und 
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Satellitenbildern als wichtigste Voraussetzung für die Internetnutzer, um digitale geo-
graphische Informationen erfassen zu können. Der technologische Fortschritt und der 
Umgang der Gesellschaft damit sind die wichtigsten Treiber für die Entwicklung von 
VGI. 
Dies schlägt sich auch in den typischen Merkmalen von VGI wieder, die durch Ses-
ter et al. (2013) folgendermaßen beschrieben werden: 
 Hohe räumliche Auflösung durch weite Verfügbarkeit von GPS sowie Luft- und 
Satellitenbildern 
 Hohe Aktualität 
 Subjektivität der Informationen 
 Geometrische Repräsentation als Punkt überwiegt, Linien und Polygone sind 
selten 
 Informelle Prozesse in der Qualitätssicherung 
 Semantische Heterogenität, Inkonsistenz und Redundanz von Informationen 
 Räumliche Variation der Informationsdichte und –vollständigkeit 
Im Unterschied zu Produkten von öffentlichen oder privaten Institutionen gibt es bei 
VGI keinen klassischen Releasezyklus, sondern eine kontinuierliche Aktualisierung. 
Aus diesem Grund kann mit VGI eine sehr hohe Aktualität erreicht werden. 
In manchen VGI-Korpora gibt es das Problem, dass ein gewisser Teil der Informati-
onen durch die Interpretation von Luftbildern erzeugt wird. Für diese Informationen 
wird selten lokales Wissen der Beitragenden eingebracht. In der Konsequenz ergibt sich 
daraus eine mangelnde Verifizierung der Informationen vor Ort. Weiterhin fällt die 
Beschreibung und Attribuierung der Informationen ohne lokales Wissen weniger viel-
fältig und weniger genau aus. 
2.1.6.2 Das Konzept der menschlichen Sensoren 
Goodchild führt im Zusammenhang mit VGI das Konzept der menschlichen Sensoren 
(„Humans as sensors“ 2007, S. 217) ein. Dieses beschreibt die Tatsache, dass jeder 
Mensch, der über fünf Sinne verfügt, gleichzeitig die Fähigkeit hat, deren Wahrneh-
mungen zu interpretieren. Darüber hinaus sind Menschen prinzipiell mobil. Aus der 
Analogie zu statischen Sensornetzwerken23 ergibt sich, dass die Menge aller Men-
schen24 prinzipiell ein Netzwerk von bis zu 7 Milliarden mobilen und intelligenten Sen-
soren darstellt, durch das geographische Informationen unterschiedlichster Art erfasst 
und über das Internet veröffentlicht werden können. Ein Beispiel für dieses Konzept ist 
die kollektive Aufmerksamkeit während des Hurrikans Sandy25, die durch Fotos, die bei 
der Plattform Flickr veröffentlicht wurden, abgeleitet werden kann (Preis et al. 2013). 
                                                 
 
23  Z.B. Wetterstationen. 
24  Am 24.01.2014 lebten ca. 7,2 Mrd. Menschen auf der Erde, Quelle: http://www.weltbevoelkerung.de/home.html. 
25  Oktober 2012, US-Ostküste. 
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Resch (2013) verfeinert Goodchilds Konzept der menschlichen Sensoren und führt 
die Begriffe „Collective Sensing“, „People as Sensors“ und „Citizen Science“ ein. Der 
Begriff Collective Sensing – zu Deutsch „kollektives Wahrnehmen“ – beschreibt die 
Analyse anonymisierter Informationen, beispielsweise aus sozialen Netzwerken, die es 
ermöglicht, ein grobes Bild der Umwelt zu erhalten, ohne dass individuelle Daten aus-
gewertet werden. Den Begriff People as Sensors – zu Deutsch „Menschen als Sensoren“ 
– positioniert Resch als eine Methode, bei der Laienbeobachtungen, die mit kontextuel-
lem Wissen getätigt wurden, als Modell für verteilte Messungen dienen, z.B. von Wet-
ter- und Verkehrsbedingungen, Luftqualität oder Straßenschäden. Der Begriff „Citizen 
Science“ – zu Deutsch „Bürgerforschung“ – geht einen Schritt weiter und bezeichnet 
Beobachtungen, die gezielt auf für spezifische Aufgaben konzipierten Plattformen zu-
sammengetragen werden. Diese Beobachtungen haben durch die Expertise der Beitra-
genden bereits einen semi-professionellen Charakter. 
2.1.6.3 Kommunikation geographischer Informationen bei VGI 
Das Phänomen VGI bewirkt Veränderungen des Kommunikationsprozesses, bei der 
Erzeugung geographischer Informationen. Diese werden von Budhathoki et al. (2008) 
beschrieben. Im klassischen Modell werden geographische Informationen von darauf 
spezialisierten Organisationen, z.B. Vermessungsämter und Unternehmen, produziert. 
Genutzt werden diese überwiegend von Experten und nur in Teilen von individuellen 
Nutzern. Der Informationsfluss findet in diesem Modell nur in einer Richtung statt. 
Durch das Phänomen VGI treten jedoch auch nicht-qualifizierte Individuen in die Rolle 
der Produzenten von geographischen Informationen. Da diese Informationen sowohl 
von anderen Individuen, als auch von Organisationen genutzt werden können, findet der 
Informationsfluss nun in beiden Richtungen statt. Folglich werden aus den früheren 
reinen Konsumenten auch Produzenten von geographischen Informationen. Umgekehrt 
werden die früheren Produzenten ebenfalls zu Konsumenten. Diese Verschmelzung 
wird mit dem Begriff Prosument („produser“ Budhathoki et al. 2008, S. 150) geogra-
phischer Informationen ausgedrückt. 
2.1.6.4 Der Mehrwert von VGI 
Der Mehrwert von VGI besteht nach Goodchild (2007) in der freien und kostengünsti-
gen Verfügbarkeit von geographischen Informationen. In Ländern mit restriktivem Zu-
gang zu geographischen Informationen26, ist VGI hierfür zum Teil sogar die einzige 
verfügbare Quelle. Ein Alleinstellungsmerkmal hat VGI jedoch insbesondere bei Infor-
mationen über kleinräumige Phänomene und Aktivitäten. Hier kann die Community der 
VGI-Produzenten hochauflösende Informationen zu Verfügung stellen, welche im glei-
                                                 
 
26  Z.B. Nordkorea, Irak. 
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chen Maße von keiner einzelnen Organisation produziert werden könnten. Eine wichti-
ge Einschränkung von VGI ist die Heterogenität der produzierten Informationen in Be-
zug auf deren Genauigkeit, Vollständigkeit und semantischer Konsistenz. Dem steht 
jedoch zumindest teilweise das Argument entgegen, dass durch die Community mit 
höherer Priorität Regionen bearbeitet werden, die für viele Menschen relevant sind. 
Damit entsteht eine am tatsächlichen Bedarf orientierte Abdeckung mit geographischen 
Informationen. 
Die enorme Leistungsfähigkeit der VGI-Produzenten wird unter anderem im Zu-
sammenhang mit Kartierungen in Krisensituation deutlich. Ein aktuelles Beispiel ist der 
Beitrag von VGI zu den Hilfsmaßnahmen im Anschluss an den Taifun auf den Philippi-
nen (Butler 2013).  
2.1.6.5 Motive der Beitragenden 
Coleman et al. (2009) beschreiben die Motive der Produzenten von VGI. Darunter sind:  
 Unzufriedenheit mit verfügbaren Informationsquellen am Markt bezüglich Li-
zenzbedingungen, Kosten, Aktualität und Vollständigkeit 
 Idealismus, Altruismus, das Interesse an unabhängigen Geodaten 
 Beitrag in Ausübung des Berufs 
 Interesse an Technologie, Wissenserwerb durch VGI-Beiträge 
 Zufriedenheit durch VGI-Erfassung 
 Soziale Anerkennung durch Engagement in einer Community 




2.1.6.6 VGI im globalen Kontext 
Forschungs- und Entwicklungsprojekte, die auf die Nutzung von VGI abzielen, stehen 
vor der Herausforderung, dass ein Mangel an VGI in weniger entwickelten Regionen 
besteht. Goodchild (2007) benannte diese Tatsache bereits als „Digital Divide“. Der 
Grund ist einerseits das Fehlen an technologischen Voraussetzungen für das Entstehen 
von VGI. Andererseits zeigt eine Studie von Graham et al. (im Druck), dass auch in 
einigen Ländern, in denen zwar die technischen Voraussetzung für die Erzeugung von 
nutzergenerierten Informationen bestehen, weniger nutzergenerierte Informationen als 
erwartet über das eigene Land produziert werden. Die Autoren interpretieren dies als 
Folge einer westlich-amerikanisch geprägten Kultur und schlussfolgern daraus eine 
bestehende Informationsarmut außerhalb westlich-amerikanischer Länder. 
Crampton et al. (2013) betonen ebenfalls das Bias von VGI im Kontext von gesell-
schaftlichen Untersuchungen, da die Informationen tendenziell von wohlhabenden, ge-
bildeten, westlich-geprägten, weißen und männlichen Nutzern erzeugt werden. 
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2.1.6.7 Erfassung der Informationen: partizipativ vs. opportunistisch 
Sester et al. (2013) diskutieren eine Unterscheidung der Art der Erfassung von VGI in 
„partizipativ“ und „opportunistisch“. Gemeint ist damit, dass die Produktion von VGI 
bei der opportunistischen Erfassung mehr oder weniger unbewusst durch den Beitra-
genden geschieht, z.B. durch ein von ihm erlaubte Auswertung seiner Mobilfunkdaten 
für den Zweck der Verkehrsfluss-Beobachtung. Die partizipative Erfassung von VGI 
bezieht sich im Gegensatz dazu auf den bewussten Beitrag eines Nutzers von Informati-
onen zu einem gemeinschaftlichen Projekt. Jokar Arsanjani (2013) und Harvey (2013) 
schlagen alternativ eine Unterscheidung in Contributed Geographic Information (CGI, 
opportunistisch) und Volunteered Geographic Information (partizipativ) vor. 
Nur bei der partizipativen Erfassung von VGI agieren die Nutzer somit kooperativ 
und verfolgen einen gemeinschaftlichen Zweck. Damit dieser erreicht werden kann, 
existieren klare Spezifikationen für die Sammlung der Informationen. Die Nutzerge-
meinschaft hat außerdem die Kontrolle über die Datensammlung und kann zumindest 
die Rahmenbedingungen deren Weiternutzung selbst festlegen. 
Die opportunistische Erfassung von VGI wird in der Regel durch die systematische 
Sammlung von Informationen, z.B. über die vom Betreiber einer Plattform angebotenen 
Schnittstellen, möglich. Die Informationsbeitragenden sind sich über die Weiternutzung 
ihrer Informationen nicht bewusst. Mit der Informationserzeugung wird von den Beitra-
genden, wenn überhaupt, nur ein persönlicher Zweck verfolgt. Die gesammelten Infor-
mationen sind unspezifisch. Erst aus der Analyse der gesammelten Informationen kann 
sich ein, mitunter heterogenes, Gesamtbild ergeben, das durch zufällige Faktoren beein-
flusst ist. 
2.1.6.8 Formale Definition 
Es wird diskutiert, inwiefern der Wortbestandteil „volunteered“, im Sinne von ehren-
amtlicher Tätigkeit, zutreffend ist27, da beispielsweise beim Projekt OpenStreetMap 
(vgl. Abschnitt 2.2.1) auch Datenbeiträge, die in Ausübung beruflicher Tätigkeit erzeugt 
wurden, existieren. Dieser scheinbare Widerspruch kann jedoch aufgelöst werden, wenn 
man „volunteer“ im Sinne eines freiwilligen und nicht eines ehrenamtlichen Beitrages 
versteht, was die außerberufliche Tätigkeit nicht zwingend voraussetzt. 
Tulloch (2008, S. 161) nähert sich folgendermaßen einer Definition von VGI an: 
„VGI applications are those in which people, either individually or collectively, 
voluntarily collect, organize and/or disseminate geographic information and data in such 
a manner that the information can be used by many others“. Eine formale Definition 
                                                 
 
27   Vgl. z.B. http://blog.dc.esri.com/2010/04/15/why-vgi-is-the-wrong-acronym/. 
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von VGI im Deutschen existiert jedoch bisher nicht. In Anlehnung an die Ausführungen 
dieses Abschnitts schlage ich schließlich folgende Definition vor: 
Volunteered Geographic Information (VGI) bezeichnet die Gesamtheit der raumbe-
zogenen Informationen, die durch meist nicht formal qualifizierte Freiwillige erzeugt 
werden. Für den Begriff ist nicht relevant, ob bei der Erzeugung der Informationen ein 
gemeinschaftlicher oder ein primär persönlicher Zweck verfolgt wurde. VGI ist in Be-
zug auf die Genauigkeit heterogen und in Bezug auf die Semantik nur bedingt konsis-
tent, da keine vorgegebenen Erfassungskriterien existieren, sondern allenfalls projekt-
spezifische, konsensbasierte Richtlinien. VGI stellt einen Spezialfall des allgemeineren 
Begriffs UGC (vgl. Abschnitt 2.1.2) dar, erweitert diesen jedoch hinsichtlich der Art der 
möglichen Inhalte um strukturierte Daten und verändert diesen hinsichtlich der bei VGI 
nicht notwendigen Bedingung der außerberuflichen Tätigkeit der Beitragenden. 
2.1.6.9 Deutsche Entsprechung des Begriffs 
Bisher herrscht kein Konsens über eine treffende deutsche Entsprechung für den Begriff 
VGI. Daher wird häufig auch im deutschen Volunteered Geographic Information bzw. 
VGI verwendet. Folgende Vorschläge für eine Übersetzung des Begriffs finden sich 
jedoch in der Literatur. Zipf (2009) führt den Begriff „nutzergenerierte Geomassenda-
ten“ ein. Die Begriffe „Freiwilligengeographie“ bzw. „Geographie der Freiwilligen“ 
werden von Lechner (2011, S. 22) bzw. (Bill 2010, S. 258) als Übersetzung von 
„Volunteered Geography“28 genutzt. In der deutschsprachigen Wikipedia wird aktuell 
„freiwillig erhobene geographische Informationen“29 vorgeschlagen. Schließlich be-
zeichnen Hoffmann (2011, S. 72) und Neis (im Druck) VGI im Deutschen als „freiwil-
lig bereitgestellte raumbezogene Informationen“ und als „gemeinsam zusammengetra-
gene Geodaten“. 
Alle genannten Übersetzungen betrachten den Begriff VGI aus unterschiedlichen 
Perspektiven. Betont wird jeweils ein anderer Aspekt der verschiedenen VGI-
Charakteristika. Der Begriff „freiwillig erhobene geographische Informationen“ scheint 
die bisher treffendste Übersetzung zu sein, die dem englischen Wort volunteered30 ge-
recht wird. Der Vorschlag „gemeinsam zusammengetragene Geodaten“ rückt eher den 
Prozess der gemeinschaftlichen Sammlung von geographischen Daten bzw. Informatio-
nen in den Vordergrund. Dies erscheint insofern sinnvoll, da nicht alle der unter dem 
Begriff VGI zusammengefassten Informationen durch Laien erfasst werden, sondern 
teilweise auch in professionell-beruflichen Kontexten entstehen. Somit trifft die Be-
zeichnung „freiwillig erhoben“ nicht voll zu. Weiterhin zielen die Begriffe ‚erheben‘, 
                                                 
 
28  Der Begriff „Volunteered Geography“ stammt dabei aus dem Beitrag von Zipf (2009). 
29  http://de.wikipedia.org/w/index.php?title=Volunteered_geographic_information&oldid=127704509, aufgerufen 
am 11.03.2014. 
30  Freiwillig, ehrenamtlich. 
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‚sammeln‘ und ‚zusammentragen‘ mehr auf die partizipative Erfassung der Informatio-
nen ab, als auf die opportunistische (vgl. 2.1.6.7).  
Als Goodchild (2007) den Begriff VGI prägte, definierte er diesen als Unterkategorie 
des allgemeineren Begriffs User Generated Content. Da der Begriff „nutzergenerierte 
Inhalte“ als Übersetzung von User Generated Content ins Deutsche bereits etabliert ist, 
wird deshalb in Analogie dazu der Terminus nutzergenerierte geographische Informati-
onen als Unterkategorie von nutzergenerierten Inhalten und weiterhin als deutsche Ent-
sprechung von Volunteered Geographic Information vorgeschlagen. Der Begriff ‚nutz-
generiert‘ hat dabei den Vorteil, dass er keine Annahme darüber enthält, ob die Informa-
tionserfassung partizipativ oder opportunistisch geschieht, denn in beiden Fällen werden 
die Informationen jeweils von den (aktiven) Nutzern eines VGI-Projektes generiert. 
Weiterhin impliziert ‚nutzergeneriert‘ im Gegensatz ‚freiwillig‘ erhoben31 weniger, dass 
es sich um Informationen handelt, die überwiegend durch außerberufliche Aktivitäten 
entstehen. Der Begriff ‚nutzergeneriert‘ betont letztlich besonders den Aspekt der Nut-
zergemeinschaft bei der Erfassung geographischer Informationen. 
2.1.7 Semantik nutzergenerierter geographischer Informationen 
Geographische Information können aus geometrischen, zeitlichen und semantischen 
Komponenten bestehen (vgl. Abschnitt 2.1.5). Während die geometrische Komponente 
die Position und die Form eines Objektes angibt, erschließt sich erst aus der Semantik 
dessen Bedeutung (Bartelme 2005). Bei der semantischen Komponente handelt es sich 
in der Regel um textuelle Informationen. Diese können bei nutzergenerierten geographi-
schen Informationen in strukturierter und unstrukturierter Form vorliegen. 
2.1.7.1 Strukturierte Form 
Ein Beispiel für die strukturierte Form von Semantik sind Attribute, die in Form von 
sogenannten Tags notiert werden. Der Begriff Tag kann als „Schlagwort“ oder „Be-
zeichnung“ übersetzt werden. Beim Projekt OpenStreetMap (vgl. Abschnitt 2.2.1) be-
steht jeder Tag aus einem Schlüssel („key“) und einem Wert („value“) (Ramm und Topf 
2010), die auch als übergeordnete und untergeordnete Kategorie interpretiert werden 
können. Prinzipiell sind beliebige Tags möglich. Diese Freiheit macht die Einstiegshür-
de für unerfahrene Nutzer gering. Andererseits ergibt sich daraus direkt der Nachteil, 
dass selbst strukturierte semantische Informationen inkonsistent sein können, da die 
Nutzer entweder unterschiedliche Attribute für dasselbe Phänomen verwenden oder das 
gleiche Attribut durch verschiedene Nutzer unterschiedlich interpretiert wird. Kompen-
siert wird dieser Nachteil größtenteils dadurch, dass sich in der Nutzergemeinschaft 
                                                 
 
31  Ebenso: zusammengetragen, gesammelt 
2  Forschungsstand 
 
26 
jedoch mit der Zeit ein gewisser Konsens über Tags ergibt, die für bestimmte Objekt-
klassen genutzt werden. 
Auch bei Microblogging-Texten (z.B. Twitter, vgl. Abschnitt 2.2.3) und Fotoplatt-
formen (z.B. Flickr, vgl. Abschnitt 2.2.4) werden Tags verwendet. Bei diesen Plattfor-
men stellen die Tags jedoch eher Schlagworte im eigentlichen Sinn dar. Die bei 
OpenStreetMap übliche Kombination von Schlüssel und Wert entfällt. Tags werden bei 
Twitter durch das Voranstellen des Zeichens „#“ gekennzeichnet32. Auch bei Twitter 
bilden sich häufig Konventionen darüber aus, welcher Hashtag für eine bestimmte 
Thematik verwendet wird. 
Die Menge der Tags eines Projektes und deren hierarchische Untergliederungen 
werden bei nutzergenerierten Inhalten „Folksonomien“ (Vander Wal 2007) genannt. 
Der Begriff ist ein Kofferwort, das sich aus „folk“33 und „Taxonomie“34 zusammen-
setzt. Mit dem Begriff wird die kollaborative Natur der Entstehung der entsprechenden 
Taxonomie betont (Kuhn 2007). Weiterhin wird so der klassische Begriff „Taxonomie“ 
abgegrenzt, der das Klassifikationsschema für die Informationserfassung durch eine 
einzelne Institution beschreibt. 
2.1.7.2 Unstrukturierte Form 
Beispiele für unstrukturierte textuelle Informationen sind Enzyklopädie-Einträge, Bild-
beschreibungen oder Microblogging-Texte. Um diese Art von Informationen automati-
siert nutzen zu können, eignet sich deren Verarbeitung mit Methoden der maschinellen 
Sprachverarbeitung. Diese erlauben es, natürlich-sprachliche, textuelle Informationen zu 
strukturieren und zu klassifizieren. Ballatore et al. (2013) berichten über ein aktuelles 
Anwendungsbeispiel zum Einsatz der maschinellen Sprachverarbeitung im Kontext der 
Semantik von VGI. In ihrer Arbeit werden Methoden der Computerlinguistik genutzt, 
um die Ähnlichkeit geographischer Begriffe, die im Projekt OpenStreetMap verwendet 
werden, aus deren natürlich-sprachliche Beschreibung zu bestimmen. Für die Untersu-
chungen zu dieser Arbeit sind vor allem Methoden der automatisierten Klassifikation 
textueller Informationen von Interesse. Einen Methodenüberblick hierzu gibt  
Kapitel 2.5. 
2.2 Arten nutzergenerierter geographischer Informationen 
Eine aktuelle Taxonomie nutzergenerierter geographischer Informationen wird durch 
Jokar Arsanjani (2013) berichtet. Er kategorisiert vorhandene VGI-Projekte nach Inhalt 
                                                 
 
32  Im Kontext der Microblogging-Plattform Twitter ist die Bezeichnung „Hashtag“ üblich. 
33  „Folk“ kann als „Volk“ übersetzt werden. 
34  Eine Taxonomie bezeichnet eine systematische Ordnung von Begriffen, die häufig hierarchisch aufgebaut ist 
(Bollmann 2002). 
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und Zweck der gesammelten Informationen. Seine Kategorien sind „weltweite topogra-
phische Informationen“, „Informationen aus sozialen Medien“, „Umweltinformatio-
nen“, „Wetterdaten“, „Kriseninformationen“, „Kriminalität“, „Freizeitaktivitäten“, „Ge-
schäfte“ und „Verkehrsdaten“. 
Ich ergänze die Kategorie „enzyklopädische Informationen“ und unterteile die Kate-
gorie „Informationen aus sozialen Medien“ in „Microblogging-Texte“ und „Bilder und 
Bild-Metainformationen“. Diese drei Arten von VGI sowie die Informationen der Kate-
gorie „topographische Informationen“ sind relevant für die empirischen Untersuchun-
gen dieser Arbeit35. Sie werden daher im Folgenden genauer charakterisiert. Zu jeder 
VGI-Art wird außerdem ein Überblick zu aktuellen Forschungsarbeiten gegeben. 
Tabelle 2-2 vergleicht einige Merkmale, die sich jeweils auf ein prototypisches Pro-
jekt jeder dieser vier VGI-Kategorien beziehen. Unter anderem ist der ersichtlich, dass 
der Anteil der georeferenzierten Dokumente in den verschiedenen Projekten sehr unter-
schiedlich ist. Er hängt maßgeblich vom Typ des Projektes ab. 



















































































OSM ~20.00038 ~2.200.000.00039 100%40 Dump41 5.379 partizip.
Wikipedia ~20.00042 1.680.45443 4–21%44 Dump45 6 partitip.
Twitter ~241.000.00046 ~500.000.00047 1–3%48 JAVA-API49 10 opport.
Flickr ~87.000.00050 ~10.000.000.00051 ~6,5%52 JAVA-API53 82 opport.
                                                 
 
35  Zur Nutzung von topographischen Information und Microblogging-Texten vgl. Kapitel 3.4 und 3.5; zur Nutzung 
von enzyklopädischen Informationen vgl. Kapitel 3.1 bis 3.3; zur Nutzung von Bildern vgl. Abschnitt 3.4.4.3. 
36  Rang in der globalen Liste der am häufigsten aufgerufenen Webseiten. Ermittelt mit Hilfe von 
http://www.alexa.com/, aufgerufen am 12.03.2014. 
37  VGI-Datenerfassung kann partizipativ und opportunistisch erfolgen, vgl. Abschnitt 2.1.6.7. 
38  Nutzer mit mindestens einer Bearbeitung weltweit, vgl. http://wiki.openstreetmap.org/wiki/Stats (aufgerufen am 
12.03.2014). 
39  Anzahl der Nodes, vgl. http://wiki.openstreetmap.org/wiki/Stats (aufgerufen am 12.03.2014). 
40  Vgl. OSM-Datenmodell – Abbildung 2-4. 
41  http://wiki.openstreetmap.org/wiki/Planet.osm. 
42  Nutzer mit mindestens einem Beitrag in der deutschen Wikipedia in den letzten 30 Tagen, vgl. 
http://de.wikipedia.org/wiki/Spezial:Statistik (aufgerufen am 12.03.2014). 
43  Quelle: http://de.wikipedia.org/wiki/Wikipedia:Sprachen#Alle_Wikipedias (aufgerufen am 12.03.2014). 
44  Der Anteil der georeferenzierten Dokumente ist abhängig von der Sprachversion der Wikipedia, vgl. Hecht und 
Moxley (2009). 
45  http://dumps.wikimedia.org/backup-index.html. 
46  Quelle: https://about.twitter.com/company (aufgerufen am 12.03.2014). 
47  Neue Dokumente pro Tag, Quelle: https://about.twitter.com/company (aufgerufen am 12.03.2014). 
48  Vgl. z.B. Leetaru et al. (2013). 
49  http://twitter4j.org/en/index.html. 
50  Quelle: http://en.wikipedia.org/wiki/Flickr (aufgerufen am: 14.01.2014). 
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2.2.1 Topographische Informationen – OpenStreetMap 
2.2.1.1 Korpusbeschreibung 
Der Prototyp einer topographischen Datenbank, die aus dem Paradigma „nutzergene-
rierte geographische Informationen“ entstanden ist, ist das Projekt OpenStreetMap 
(OSM)54. Gegründet wurde das Projekt im Jahr 2004 von Steve Coast, damals Informa-
tikstudent am University College London. Ziel des Projektes ist es einerseits, weltweit 
topographische Informationen jeglicher Art zu sammeln, um diese andererseits über das 
World Wide Web (WWW) frei zugänglich zu machen und in Kartenform zu veröffent-
lichen. Bei der Datenerfassung stehen die Nutzer des Projektes im Vordergrund, die 
gleichzeitig Daten zum Projekt beisteuern können. OpenStreetMap wird wegen der 
kollaborativen Arbeitsweise der Beitragenden auch die „Wikipedia der Kartographie“ 
(Ramm und Topf 2010, S. 4) genannt. 
Neben den Produkten der amtlichen Vermessung und den Produkten von Unterneh-
men bzw. Verlagen aus der freien Wirtschaft stellt die Datenbank OpenStreetMap die 
dritte verfügbare Art einer topographischen Datenbank dar. Das Projekt zeichnet aus, 
dass die Daten kostenfrei zur Verfügung stehen und dass weltweit auf sie zugegriffen 
werden kann. Die Daten können und dürfen verändert, aktualisiert und von Fehlern 
bereinigt werden. Das Datenmodell von OpenStreetMap ist prinzipiell so flexibel, dass 
mit dessen Hilfe weltweit Karten jeglicher Art hergestellt werden können. Eine Ein-
schränkung besteht in der Auflösung der Koordinaten. Da in der Datenbank geographi-
sche Koordinaten mit maximal 7 Nachkommastellen gespeichert werden, ist die best-
mögliche Genauigkeit im Bereich von 1cm. Damit wäre theoretisch eine Abbildung bis 
zum Maßstab 1:250 möglich, was jedoch schon deutlich besser ist als der Maßstabsbe-
reich, der prinzipiell für die Geographie und Kartographie von Interesse ist (vgl. Ab-
schnitt 2.1.4). Für geodätische Berechnungen ist die Genauigkeit dennoch nicht ausrei-
chend. 
Abbildung 2-2 stellt das vereinfachte Funktionsprinzip des Projektes dar. Nutzer des 
Projektes, die eigene Daten beitragen möchten, müssen sich zunächst ein kostenfreies 
Konto einrichten. Die Datenerfassung geschieht mit einem OSM-Editor. Datengrundla-
ge können GPS-Daten und Notizen sein, die ein Nutzer selbst vor Ort erfasst hat, Luft- 
und Satellitenbilder, deren Nutzung für das OSM-Projekt erlaubt ist, die 
OpenStreetMap-Daten selbst und Datenspenden bzw. offene Daten. Mit Ausnahme von 
Datenspenden und Aktualisierungen digitalisiert der Nutzer die eigentliche Geometrie 
                                                                                                                                               
 
51  Schätzung. Basierend auf Zahlen von 2011 und 2012 nach http://de.wikipedia.org/wiki/Flickr (aufgerufen am: 
14.01.2014). 
52  Eigener Test mit Hilfe der entsprechenden API. 
53  http://flickrj.sourceforge.net/. 
54  http://www.openstreetmap.org. 
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des zu erfassenden Objektes und vergibt die gewünschten Attribute. Nach dem Bearbei-
tungsprozess werden die Daten in einer PostgreSQL-Datenbank gespeichert. Backups 
der vollständigen Datenbank können im OSM-XML Format über die Projektseite bezo-
gen werden. Für die über das Web verfügbare Karte schließt sich ein Prozess an, in dem 
die Daten mit Hilfe von Software (z.B. Mapnik) zunächst kartographisch dargestellt 
werden. Für den Zweck höherer Geschwindigkeit beim Kartenabruf, wird die Karte in 
Kacheln eingeteilt, die auf einem speziellen Server vorprozessiert und zwischengespei-
chert werden. 
 
Abbildung 2-2:  Funktionsprinzip von OpenStreetMap 
Das Projekt wächst seit 2004 stetig. Im Januar 2014 gibt es ca. 1,5 Mio. registrierte Be-
nutzer55. Die Anzahl der aktiven Mitglieder, die weltweit mindestens eine Bearbeitung 
pro Monat durchführen, beträgt seit 2009 jedoch nur zwischen 15.000 und 20.000 (vgl. 
auch Neis und Zipf 2012). Das OSM-Projekt wird somit von nur einem relativ kleinen 
Teil aktiver Nutzer getragen. 
Die OSM-Daten stehen unter der Open Database License (ODbL) und können somit 
von jedem frei genutzt werden. Die Lizenz umfasst nur die eigentliche Datenbank. Auf 
Produkte, wie z.B. Karten, die aus den Daten abgeleitet werden, kann das Urheberrecht 
angewendet werden. Die zwei wichtigsten Nutzungsbedingungen sind das Nennen der 
Datenherkunft und die Veröffentlichung von Daten, mit denen die OSM-Daten verbes-
sert oder vermischt wurden. Gerade letztere Bedingung erschwert die Nutzung der 
OSM-Daten in Kombination mit Daten, die anderen Lizenzbedingungen unterliegen, in 
bestimmten Konstellationen. 
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Weitere Beispiele für topographische Datenbanken, die nutzergenerierte geographi-
sche Informationen integrieren, sind Google MapMaker56 und Wikimapia57. Mit Google 
MapMaker kann die Karte von GoogleMaps von den Nutzern geändert und ergänzt 
werden. Im Unterschied zu OpenStreetMap haben die Nutzer keine Möglichkeit auf ihre 
Beiträge zuzugreifen, da deren Urheberrechte an Google übertragen werden. Im Projekt 
Wikimapia wird ebenso wie bei OpenStreetMap eine möglichst vollständige topogra-
phische Datenbank geschaffen. Die Daten stehen unter einer freien Lizenz und können 
über eine API heruntergeladen werden. Das Projekt Wikimapia ist jedoch weniger aus-
gereift als OpenStreetMap. 
2.2.1.2 Forschungsüberblick 
Die Forschung im Kontext von OSM hat sich bisher vor allem auf die Qualität und 
Vollständigkeit der OSM-Daten im Vergleich zu Datensätzen kommerzieller Anbieter 
und der amtlichen Vermessung konzentriert. Im Vordergrund standen dabei vor allem 
Untersuchungen der Vollständigkeit des Straßennetzes. Beispiele für solche For-
schungsarbeiten sind Haklay (2010) für die Region England, Zielstra und Hochmair 
(2011) für die Region Florida und Ludwig et al. (2011) sowie Neis et al. (2011) für die 
Region Deutschland. Unabhängig von der Wahl des Referenzdatensatzes, bei Haklay 
Ordnance Survey, bei Zielstra und Hochmair TIGER und TeleAtlas (heute: TomTom), 
bei Ludwig et al. NAVTEQ (heute: Nokia Here) und bei Neis et al. TeleAtlas, zeigt 
sich, dass das Straßennetz in den untersuchten Regionen eine hohe Vollständigkeit hat. 
Der Grad der Vollständigkeit hängt von mehreren Faktoren ab, die durch folgende The-
sen beschrieben werden können: 
(1) Die Vollständigkeit ist in Städten größer als in ländlichen Räumen (vgl. Neis et 
al. 2011, Kunze et al. 2013 und Abbildung 2-3) 
(2) Die Vollständigkeit in Industrieländern ist größer als in Entwicklungsländern58. 
(3) Das Straßennetzwerk ist vollständiger als andere Objektklassen – vgl. z.B. die 
Untersuchung von Hecht et al. (2013) und Kunze et al. (2013) zur Vollständig-
keit von Gebäudegrundrissen in OSM. 
(4) Offene Datensätze der Landesvermessung führen zu vollständigeren OSM-
Daten in den betroffenen Gebieten (vgl. Zielstra et al. 2013). 
(5) Die Datenerfassung in Gebirgsregionen ist für die OSM-Community schwie-
rig59. 
                                                 
 
56  http://www.google.de/mapmaker. 
57   http://wikimapia.org. 
58 Vgl. z.B. http://osmatrix.uni-hd.de und ‚OSM Quality Grid‘ von der Firma logiball: 
http://www.logiball.de/pressemeldung-full-lb/items/logiball_220710_osm.html. 
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Abbildung 2-3:  Darstellung des Stadt-Land-Gefälles der OSM-Datenvollständigkeit am Beispiel 
der Länge des Straßennetzes in Deutschland (links, Quelle: Zielstra und Zipf 2009) und der 
Flächen von Gebäudegrundrissen in Leipzig (rechts, Quelle: Kunze et al. 2013). Im rechten Teil 
der Abbildung stehen blaue Flächen für vollstänidgere ATKIS-Daten und rote Flächen für 
vollständigere OSM-Daten. 
Besonders in urbanen Räumen sind in den OSM-Daten teilweise sogar mehr Informati-
onen enthalten als in den Referenzdatensätzen (Neis et al. 2011). Ein Grund dafür sind 
kleine Wege, die von der OSM-Community in den Städten erfasst werden, deren Digita-
lisierung für die amtliche Vermessung und kommerzielle Datenanbieter jedoch zu auf-
wändig ist. Neis et al. berichten weiterhin, dass die quantitative Lücke zwischen den 
Vergleichsdaten und den OSM-Daten im mehrjährigen Vergleich (2007-2011) deutlich 
kleiner wurde. 
Zur geometrischen Lagegenauigkeit der OSM-Daten finden sich Aussagen bei Lud-
wig et al. (2011) und Amelunxen (2010). Ludwig et al. stellen fest, dass sich 73 % aller 
OSM-Straßenobjekte in einem Puffer von 5 Metern um den Referenzdatensatz 
(NAVTEQ) befinden, weitere 21 % innerhalb eines Puffers von 10 Metern. Amelunxen 
berichtet über eine mit diesen Ergebnissen korrespondierende durchschnittliche Lage-
abweichung von 11 Metern beim Vergleich von OSM-Adressdaten mit Hauskoordina-
ten der Landesvermessung. Beide Ergebnisse lassen auf die ungefähre Lagegenauigkeit 
                                                                                                                                               
 
59  Vgl. hierzu z.B. Karten der amtlichen Vermessung oder der Alpenvereinskartographie in den deutschen und öster-
reichischen Alpen. Insbesondere Felszeichnungen werden in OSM nicht dargestellt. 
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der OSM-Daten schließen. Kunze et al. (2013) kann entnommen werden, dass der La-
geversatz der OSM-Daten gegenüber Referenzdaten nicht systematisch ist. Schließlich 
können Haklay et al. (2010) zeigen, dass mit der Zeit im Mittel die geometrische Ge-
nauigkeit von OSM-Objekten zunimmt, wenn sie von mehreren Personen bearbeitet 
wurden. 
Andere Objektklassen als das Straßennetz sind bisher weniger gut erforscht worden. 
Eine unveröffentlichte Untersuchung zu Points of Interest wurde von Strunck (2010) 
durchgeführt. Hauck (2011) untersuchte die Qualität von aus OSM generierten Postleit-
zahlpolygonen und Schoof (2012) verglich die Flächennutzungspolygone aus OSM mit 
denen des ATKIS® Basis-DLM. Schließlich berichten Kunze et al. (2013) und Hecht et 
al. (2013) von Untersuchungen über die Vollständigkeit von Gebäudedaten in OSM. 
Neben der Tatsache, dass die OSM-Daten kostenlos genutzt werden können, besteht 
der Vorteil deren Nutzung in der für bestimmte Objektklassen und bestimmte Regionen 
höheren Aktualität und größeren Vollständigkeit der Daten im Vergleich zu bestehen-
den Datensätzen. Ein Mehrwert entsteht zudem durch das breitere Spektrum an abge-
deckten Informationen. In einer Arbeit von Kunze (2013) konnte beispielsweise gezeigt 
werden, dass durch die Nutzung semantischer Informationen aus OSM die Modellie-
rung des Wohnnutzungsanteils von Gebäuden und damit auch die Modellierung von 
Einwohnerzahlen auf Baublockebene gegenüber einem Ansatz, in dem nur amtliche 
Gebäudedaten verwendet wurden, verbessert werden konnte. 
2.2.1.3 Raumbezug 
Das Datenmodell von OpenStreetMap besteht aus vier grundlegenden Elementen: 
Node, Way, Relation und Tag. Die Beziehungen zwischen diesen Elementen sind in 
Abbildung 2-4 dargestellt sind. Das Basiselement der Geometrie ist der Node (Knoten). 
Für jeden Node werden die geographischen Koordinaten im Datum WGS84 abgespei-
chert und somit wird der Raumbezug hergestellt. Das Element Way (Weg) bezeichnet 
eine Menge von mindestens zwei Knoten, die zu einer Linie verbunden werden. Stim-
men Anfangsknoten und Endknoten überein, wird der Way als Polygon interpretiert. 
Mit der Relation werden komplexere Objekte modelliert, z.B. Buslinien, die über meh-
rere Straßen (Ways) führen, oder Gebäude mit Innenhof, bei denen der Hof als weiteres 
Polygon modelliert wird. Durch die Nutzung von Nodes als Basiselement, wird der 
Raumbezug auch auf Elemente vom Typ Way und Relation übertragen. 
Diesen geometrischen Elementen können beliebig viele Tags zugeordnet werden, die 
als Attribute dienen. Auch einem einzelnen Node kann ein Tag zugeordnet werden, 
womit dieser zu einem POI wird. Ein Tag ist die Kombination aus einem key (Schlüs-
sel) und einem value (Wert). Prinzipiell können beliebige Tags vergeben werden. Für 
die kartographische Darstellung wird jedoch meist nur eine bestimmte Menge an Tags 
ausgewertet. Die Attributinformation kann dennoch als strukturiert bezeichnet werden. 
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In der OSM-Community haben sich Konventionen für typische Attribute gebildet60, die 
im Projekt-Wiki dokumentiert sind. Abbildung 2-5 zeigt einige prototypische Tags. 
Über die Tags können semantische Informationen mit geometrischen Elementen ver-
knüpft werden, die somit auch einen Raumbezug bekommen. Im Januar 2014 gibt es ca. 
2,1 Mrd. Nodes, 210 Mio. Ways und 2,3 Mio. Relationen61. 
Neben den eigentlichen topographischen Daten, die mit Hilfe dieses Datenmodells 
erfasst werden, können GPS-Dateien im GPX-Format auf dem OSM-Server abgelegt 
werden. Sie dienen der Digitalisierung von topographischen Objekten. Diese Daten sind 
ebenfalls raumbezogen, tragen jedoch keine semantische Information. 
 
Abbildung 2-4:  Das OSM-Datenmodell (eigene Bearbeitung nach Ramm und Topf 2010, S. 56) 
 
Abbildung 2-5:  Beispiele für OSM-Tags (eigene Bearbeitung nach Ramm und Topf 2010, S. 
67). Die Beschriftung der Elemente erfolgt nach dem Prinzip key=value. 
                                                 
 
60  Häufig verwendete Tags: http://wiki.openstreetmap.org/wiki/DE:Map_Features. 
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2.2.2 Enzyklopädische Informationen – Wikipedia 
2.2.2.1 Korpusbeschreibung 
Die Online-Enzyklopädie Wikipedia wurde am 15. Januar 2001 von Jimmy Wales ge-
gründet. Nach dem Prinzip des kollaborativen Schreibens werden Artikel in der Wiki-
pedia in Mehrautorenschaft geschrieben. Die Autoren müssen nicht registriert sein, 
können aber ein Autorenkonto einrichten, mit dem ihre Beiträge verknüpft werden. Das 
Wort Wikipedia ist ein Kofferwort, das sich aus den Wörtern ‚wiki‘ und ‚encyclopaedia‘ 
zusammensetzt. Beide Wörter fassen bereits die zentralen Eigenschaften zusammen. 
Das aus hawaiianischen stammende Wort ‚wiki‘, was übersetzt ‚schnell‘ bedeutet, ist 
die Bezeichnung für eine bestimmte Art von Websoftware für das schnelle Erstellen und 
Bearbeiten von Texten durch mehrere Benutzer. Das Wort ‚encyclopaedia‘ ist die engli-
sche Schreibweise von Enzyklopädie. Im Januar 2014 existiert die Wikipedia in 280 
Sprachen und hat insgesamt ca. 30 Mio. Artikel62. In der deutschsprachigen Version 
gibt es derzeit 1.672.728 Artikel63, womit diese hinter der englischen und der niederlän-
dischen auf Rang drei liegt. Danach folgen die Sprachversionen schwedisch, franzö-
sisch, italienisch und spanisch. In der deutschen Wikipedia gibt es derzeit ca. 1,8 Mio. 
registrierte Benutzer. Die Anzahl der aktiven Mitglieder, die innerhalb von 30 Tagen 
mindestens eine Änderung vorgenommen haben, ist ungefähr 20.00064. 
Die wichtigsten Grundsätze der Wikipedia65 sind: 
 Die Wikipedia ist eine Enzyklopädie 
 Beiträge sollen aus einem neutralen Standpunkt formuliert werden und mög-
lichst keine eigene Wertung beinhalten 
 Das Urheberrecht ist zu beachten 
 Andere Autoren sollen respektiert werden 
Die verschiedenen Sprachversionen der Wikipedia sind bezogen auf Organisation und 
Inhalte autark. Jede Sprachversion stellt technisch gesehen ein separates Wiki dar. Arti-
kel verschiedener Sprachversionen zum gleichen Gegenstand können über sogenannte 
Interwikilinks miteinander verknüpft werden. Eine inhaltliche Synchronisation findet 
jedoch nicht notwendigerweise statt. Die Artikel bestehen aus Hypertext. Die Wiki-
Software unterstützt die einfache Verknüpfung von Artikeln einer Sprachversion unter-
einander. Alle Änderungen und früheren Versionen eines Artikels können über die Ver-
sionsgeschichte nachvollzogen werden. Für jeden Artikel existiert eine Diskussionssei-
te, auf der die Autoren inhaltlich strittige Punkte diskutieren können. 
                                                 
 
62  http://de.wikipedia.org/wiki/Wikipedia. 
63  http://de.wikipedia.org/wiki/Hauptseite, Zugriff: 08.01.2014. 
64  http://de.wikipedia.org/wiki/Spezial:Statistik, Zugriff: 09.01.2014. 
65  http://de.wikipedia.org/wiki/Wikipedia, Zugriff: 09.01.2014. 
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Die Wikipedia steht unter der GNU-Lizenz und der damit kompatiblen Lizenz Crea-
tive Commons Attribution Share Alike (CC-BY-SA). Beide Lizenzen geben jedem das 
Recht, die Inhalte von Wikipedia zu nutzen, zu verändern und zu verbreiten, solange die 
ursprüngliche Quelle genannt wird und gegebenenfalls abgeleitete Produkte wiederum 
unter der gleichen Lizenz stehen. 
2.2.2.2 Forschungsüberblick 
Im Jahr 2005, also nur vier Jahre nach Gründung des Projektes, stellte Giles (2005) eine 
Studie über die Qualität von Fachartikeln in der englischen Wikipedia vor. Für die Er-
stellung der Studie wurden 50 Artikel unterschiedlicher Wissenschaftsdisziplinen aus-
gewählt. Als Referenz diente die Encyclopaedia Britannica, aus der 50 Artikel zu den 
gleichen Themen ausgewählt wurden. Jedes Artikelpaar wurde zur Überprüfung an ei-
nen Experten in der jeweiligen Wissenschaftsdisziplin gesendet, wobei den Experten 
nicht mitgeteilt wurde, welcher Artikel aus welcher Quelle stammte. Die Prüfung auf 
Fehler ergab, dass in den Wikipedia-Artikeln durchschnittlich 4 Fehler pro Artikel wa-
ren, in den Artikeln der Encyclopeadia Britannica nur 3. Die inhaltliche Qualität der 
Wikipedia ist also gemessen an der Fehlerquote vergleichbar mit einem ausschließlich 
von Experten erstellten Lexikon. Jedoch stellt Giles fest, dass in der Wikipedia in Bezug 
auf Struktur und Lesbarkeit Defizite bestehen. 
Schroer und Hertel (2009) veröffentlichten eine Studie zur Motivation der Wikipe-
dia-Autoren. Die Motive sind u.a. „Interesse am Projekt“, „Spaß am Schreiben“, „Die 
Möglichkeit sich selbst weiterzubilden“, „Altruismus“, „Austausch mit anderen Auto-
ren“ und „Kompensation für nicht erreichte berufliche Ziele“66. Die Sozialstruktur der 
Teilnehmer an dieser Umfrage lässt Rückschlüsse auf die vermutliche Sozialstruktur der 
Wikipedia-Autoren zu. 88% der Teilnehmer sind männlich, das Durchschnittsalter ist 
33 Jahre, 43% arbeiten Vollzeit, 26% sind Studenten. Der große Anteil männlicher Au-
toren lässt ein thematisches Bias vermuten, durch den Themen benachteiligt sind, die 
besonders für Frauen von Interesse sind. 
Weiterhin muss bezogen auf das gewählte Korpus beachtet werden, dass die Wikipe-
dia maßgeblich durch eine sehr kleine Gruppe von Autoren gestaltet wird. Ortega et al. 
(2008) stellten beispielsweise fest, dass ca. 90% der Artikel von nur ca. 10% der damals 
für die deutsche Wikipedia insgesamt registrierten 112,624 Autoren geschrieben wer-
den. Auch diese Tatsache stellt die Abdeckung verschiedener Themenbereiche durch 
die Wikipedia in gleichmäßiger Intensität in Frage. 
                                                 
 
66  Einige dieser Motive sind mit den Motiven identisch, die von Coleman et al. (2009) für die VGI-Beitragenden 
herausgearbeitet werden (vgl. Abschnitt 2.1.6.5). 




Im Gegensatz zu den Informationen, die in einer topographischen Datenbank gesammelt 
werden (vgl. Abschnitt 2.2.1), ist bei einer Enzyklopädie nur ein Teil der Informationen 
raumbezogen. Eine Möglichkeit, den Raumbezug eines Wikipedia-Artikels herzustellen 
ist es, die natürlich-sprachlichen Texte der Artikel auszuwerten. Dafür können bei-
spielsweise Toponyme, Postleitzahlen und Adressen genutzt werden. Adams und 
Janowicz (2012) können zudem empirisch belegen, dass sogar Begriffe, die für be-
stimmte Regionen spezifisch sind, zur Georeferenzierung verwendet werden können. 
Eine direkte Möglichkeit, den Raumbezug von Wikipedia-Artikeln zu bestimmen hat 
die Community durch die Entwicklung von Koordinatenvorlagen geschaffen. Mit deren 
Hilfe können Koordinaten als strukturierte Metainformation zu Artikeln hinzugefügt 
werden. In der Regel werden die speziell dafür entwickelten Vorlagen im Überschrifts-
teil der Artikel eingefügt. Abbildung 2-6 zeigt ein Beispiel für einen solchen Artikel. 
Dahinden (2011, S. 178) nennt diese Koordinaten „explizite Koordinaten“ eines Wiki-
pedia-Artikels, im Gegensatz zu den „impliziten Koordinaten“, mit denen er Koordina-
ten bezeichnet, die auf Textpassagen oder Bilder innerhalb eines Artikels bezogen sind. 
Da sich die expliziten Koordinaten eines Artikels direkt auf diesen als gesamtes Kon-
zept beziehen, werden Artikel, die mit expliziten Koordinaten gekennzeichnet sind, in 
dieser Arbeit als georeferenzierte Artikel bezeichnet. 
 
Abbildung 2-6:  Ein Artikel der deutschen Wikipedia, in dem eine Koordinatenvorlage in der 
Überschrift verwendet wird. Für eine ausführlichere Beschreibung des Aufbaus von Wikipedia-
Artikeln mit Fokus auf Koordinaten und Verlinkungen sei auf Dahinden (2011) verwiesen. 
Zum Anteil der georeferenzierten Artikel in der Wikipedia existieren Forschungsarbei-
ten von Hecht und Moxley (2009) und Dahinden (2011). Die Analyse von Hecht und 
Moxley zeigt, dass der Anteil georeferenzierter Artikel in verschiedenen Sprachversio-
nen sehr unterschiedlich ist. Der Anteil schwankt zwischen einem Minimum von 3,6% 
in der ukrainischen Wikipedia und einem Maximum von 20,9% in der niederländischen 
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Wikipedia. Bei der Methode von Hecht und Moxley muss jedoch eingeräumt werden, 
dass nur Koordinatendateien der englischen Wikipedia genutzt wurden. Die Koordina-
ten wurden dabei mit Hilfe von Interwikilinks von der englischen Wikipedia auf alle 
weiteren untersuchten Wikipedias übertragen. Hierbei ist ein systematischer Fehler zu 
vermuten, bei dem außer der englischen Wikipedia alle weiteren Wikipedias in Bezug 
auf den Anteil georeferenzierter Artikel unter- und in einigen Fällen sogar überrepräsen-
tiert sind, da die Übertragbarkeit der Koordinaten auf weitere Wikipedias vom Vorhan-
densein der Interwikilinks zur englischen Wikipedia und weiterhin vom Vorhandensein 
der betreffenden Einträge in der englischen Wikipedia abhängt. Der Messfehler, der 
durch letzteres entsteht, wird durch die Arbeit von Dahinden (2011) belegt, der eine 
Abhängigkeit der räumlichen Verteilung der georeferenzierten Artikel von der betrach-
teten Sprachversion feststellt. Weiterhin bestätigt Dahinden auch das Vorhandensein 
stark unterschiedlicher Anteile georeferenzierter Artikel in verschiedenen Sprachversio-
nen. Beispielhaft sei in seiner Arbeit der Unterschied zwischen der deutschen Sprach-
version mit 15,8% georeferenzierten Artikeln und der niederländischen Sprachversion 
mit 5,7% georeferenzierten Artikeln genannt. 
Beide Forschungsarbeiten lassen Rückschluss auf die zeitliche Entwicklung des An-
teils georeferenzierter Artikel in einer Wikipedia zu. Daten für die englische Wikipedia 
– 7,0% georeferenzierte Artikel im Oktober 2008 (vgl. Hecht und Moxley 2009) und 
11,7% im August 2009 (vgl. Dahinden 2011) – und für die deutsche Wikipedia – 15,8% 
georeferenzierte Artikel im August 2009 (vgl. Dahinden 2011) und 17,5% georeferen-
zierte Artikel im Juni 2011 (vgl. Tabelle 3-1) – legen die Vermutung nahe, dass erst in 
einem späteren Ausbaustadium der Entwicklung einer Wikipedia, die Autoren vermehrt 
Wert darauf legen, die Artikel mit räumlichen Metainformationen zu versehen. 
Durch Verlinkungen innerhalb einer Sprachversion von Wikipedia kann der Raum-
bezug georeferenzierter Artikel auch auf weitere Artikel übertragen werden. Beispiels-
weise kann eine Person mit ihrem Geburtsort verknüpft werden. Für welchen Anteil der 
Artikel der Raumbezug tatsächlich relevant ist, ist Teil der Forschungsarbeit in Kapitel 
3 dieser Arbeit (vgl. Kapitel 3.1 – 3.3). 
2.2.2.4 Metaeigenschaften von Artikeln der deutschen Wikipedia 
Einige Metaeigenschaften, die sich aus der Aktivität der Autoren, der Artikelnetzwerk-
struktur und der Nutzung der Wikipedia ergeben, können verwendet werden, um einzel-
ne Wikipedia-Artikel analytisch zu beschreiben. Für diese Analyse bieten sich folgende 
direkt erfassbare Metaeigenschaften an: 
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(1) Anzahl auf einen Artikel verweisender Einträge innerhalb einer Wikipedia 
(„Eingehende Links“) 
(2) Anzahl der Einträge einer Wikipedia, auf die im Text eines Artikels verwiesen 
wird („Ausgehende Links“) 
(3) Länge eines Artikels in Zeichen bzw. Bytes („Größe“) 
(4) Anzahl der Revisionen eines Artikels („Revisionen“) 
(5) Anzahl der Seitenzugriffe („Seitenzugriffe“) 
(6) Alter des Artikels („Alter“) 
Für diese Eigenschaften bieten sich folgende Interpretationen an: die Zahl der einge-
henden Links (1) von Artikeln kann als Maß für deren Sichtbarkeit, Auffindbarkeit oder 
auch Relevanz interpretiert werden. Die Eigenschaft eingehender Links wird z.B. auch 
im WWW von Suchmaschinen als Relevanzkriterium genutzt (Brin und Page 1998). 
Die Anzahl ausgehender Links (2) und die Größe von Artikeln (3) können als Maß für 
deren Ausgereiftheit bzw. Entwicklungsgrad interpretiert werden. Die Anzahl der Revi-
sionen (4) und der Seitenzugriffe (5) kann als Maß für die Popularität eines Artikels 
angesehen werden. Gerade bei einer hohen Anzahl an Revisionen kann die damit ver-
bundene Popularität auch als Ausdruck eines sehr kontroversen Themas verstanden 
werden (Yasseri et al. 2014). Das Alter (6) eines Artikels kann zumindest teilweise als 
Priorität eines Konzeptes angesehen werden, wenn man annimmt, dass Dinge mit höhe-
rer Priorität zeitiger der Wikipedia hinzufügt wurden. Da viele Dinge, über die es Wiki-
pedia-Artikel gibt, nicht bereits seit der Gründung des Projektes existierten oder von 
Bedeutung waren, hat das Alter von Artikeln hierzu jedoch nur bedingte Aussagekraft. 
Eine Matrix der Streudiagramme aller Eigenschaften zeigt die Korrelationen zwi-
schen den einzelnen Eigenschaften (Abbildung 2-7). Abgesehen von der Anzahl der 
Seitenzugriffe können alle Eigenschaften direkt aus dem Wikipedia-Datenbank-Dump67 
abgeleitet werden68. Die Seitenzugriffsstatistiken69 werden seit 2007 in separaten Datei-
en erfasst. Die Zuordnung der Zugriffszahlen geschieht über die eindeutige Kennziffer 
des Artikels in der Datenbank. Der Auswertezeitraum für die Anzahl der Seitenzugriffe 
war September 2010 bis August 2011. 
Die Auswertung der Korrelationskoeffizienten zeigt, dass es starke Korrelationen 
(r≥0,6) gibt zwischen: (1) der Größe von Artikeln und der Anzahl der ausgehenden 
Links (r=0,71), (2) der Anzahl der Seitenzugriffe und der Anzahl der Revisionen 
(r=0,64) und (3) der Größe von Artikeln und der Anzahl der Revisionen (r=0,62). Da-
                                                 
 
67  Dump = Speicherauszug. 
68  Weitere Details zur Prozessierung des Wikipedia-Datenbank-Dump im Abschnitt 3.1.2. 
69 URL für den Download: http://dumps.wikimedia.org/other/pagecounts-raw/. 
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raus ergeben sich diese Schlussfolgerungen: (1) längere Artikel haben in der Regel auch 
mehr ausgehende Links, (2) die Anzahl der Seitenzugriffe steigt mit der Häufigkeit der 
Revisionen eines Artikels und (3) Artikel, die oft überarbeitet werden, werden in der 
Regel durch diese Überarbeitungen länger. In Abschnitt 3.1.4 wird der Zusammenhang 
zwischen diesen Eigenschaften der Wikipedia-Artikel und den Ergebnissen des 
korpusanalytischen Ansatzes zur Bestimmung des Anteils raumbezogener Information 
untersucht. Weiterhin werden dort beispielhaft je 10 Artikel gezeigt, die in Bezug auf 
die verschiedenen Eigenschaften dominieren. 
 
Abbildung 2-7:  Streudiagrammmatrix der Eigenschaften der Artikel der deutsch-sprachigen 
Wikipedia. Die Streudiagramme stellen jeweils eine Stichprobe von 0,1% (d.h. 1.273)70 aller 
Artikel dar. Die linearen Korrelationskoeffizienten (r) nach Pearson wurden unter Einbeziehung 
aller Artikel berechnet. Ein einzelnes Streudiagramm stellt jeweils den Zusammenhang der 
beiden in der gleichen Zeile und Spalte befindlichen Artikeleigenschaften auf logarithmischer 
Skala dar. 
2.2.3 Microblogging-Texte – Twitter 
2.2.3.1 Korpusbeschreibung 
Microblogging ist in den vergangenen Jahren zu einem bedeutenden Kommunikations-
mittel des World Wide Webs geworden. Das Wort „Microblog“ beschreibt die Kurz-
form eines Blogs. Der Begriff Blog wiederum ist ein Kofferwort, das sich aus „Web“ 
und „Log“ zusammensetzt. In einem Blog werden in chronologischer Reihenfolge öf-
                                                 
 
70  Es wird hier die deutsch-sprachige Wikipedia in Version vom 21. Juni 2011 genutzt. Diese enthielt 1.273.635 
Artikel. 
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fentlich zugängliche Texte über das Internet publiziert. Microblogging-Texte haben eine 
limitierte Anzahl an Zeichen71 und werden deshalb häufig im Kurznachrichtenstil ver-
fasst. Weitere charakteristische Merkmale sind, dass diese Art von Texten oft subjektive 
Eindrücke, Erlebnisse, Triviales, Meinungen und Informationen wiedergeben. Der Stil 
ist außerdem geprägt von Abkürzungen, Umgangssprache und, teils gewollten, ortho-
graphischen Ungenauigkeiten. Fünf Microblogging-Texte, die während der Zeit der 
Erstellung der vorliegenden Arbeit entstanden sind, sollen als Beispiele für diese Art 
von Texten dienen: 
 „tegel du liebliches flughafen-kleinod, 2 jahre flieg ich jetzt von hier und hab 
dich olle runtergekommene tante echt ins herz geschlossen.“ 
 „Die erste kinderschokolade nach knapp einem Monat ohne jeglichen Süßkram 
ist sowas von gut!!!“ 
 „Arndt Neuhaus, CEO RWE(!) bezeichnet "Energiewende als Chance". Neues 
Denken. Endlich. Danke! #Amcham #RWE“ 
 „MORGEN (Freitag) - 8. Night of the Profs - Die lange Vorlesungsnacht an der 
CAU - Alle Infos: http://t.co/DNDfdyuxPH Dabei sein! #caunight“ 
 „So komme ich nun noch zum einkaufen... (@ Kaufland) 
http://t.co/TdvIZMbhbV“ 
Populäre Microblogging-Plattformen sind derzeit Twitter72 und Tumblr73, aber auch die 
meisten sozialen Netzwerke wie beispielsweise Facebook74, LinkedIn75, GooglePlus76 
und Xing77 bieten ähnliche Funktionen an. Twitter Inc. ist jedoch wahrscheinlich der 
derzeit bekannteste und spezialisierteste Betreiber einer Microblogging-Plattform78. Im 
Unterschied zu anderen sozialen Netzwerken ist bei Twitter keine beidseitige Verknüp-
fung nötig. 
Am 07. November 2013 erfolgte der Börsengang des kalifornischen Unternehmens 
an der New Yorker Börse. Zur gleichen Zeit gab das Unternehmen an, dass der Dienst 
von mehr als 230 Millionen Nutzern pro Monat genutzt wird, die täglich ungefähr 500 
Millionen Microblogging-Texte – im weiteren auch Tweets genannt – produzieren. Drei 
Viertel der Nutzer verwenden den Dienst auf mobilen Geräten79. 
Die Menge aller Tweets kann als Informationsquelle zu Meinungen und Stimmungen 
über Produkte, Politik, gesellschaftliche Entwicklungen und Ereignisse angesehen wer-
                                                 
 
71  Z.B. maximal 140 Zeichen bei der Microblogging-Plattform Twitter. 
72  https://twitter.com/. 
73  https://www.tumblr.com/. 
74  https://www.facebook.com/. 
75  http://www.linkedin.com/. 
76  https://plus.google.com/. 
77  https://www.xing.com/. 
78  Am 11.02.2014 wird http://twitter.com auf Platz 12 der am häufigsten aufgerufenen Webseiten geführt, vgl. 
http://www.alexa.com/topsites. Damit ist Twitter, die am häufigsten aufgerufene Webseite, deren Kurzbeschrei-
bung bei Alexa den Begriff „Microblogging“ enthält. 
79  Informationen sind der Webseite „About Twitter, Inc“ entnommen: https://about.twitter.com/company (Zugriff: 
14.11.2013). 
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den. Es existieren bereits Techniken der maschinellen Sprachverarbeitung, die eine au-
tomatisierte Auswertung der Texte ermöglichen. 
2.2.3.2 Forschungsüberblick 
Metaxas und Mustafaraj (2012) geben einen Überblick zu Anwendungen, für die das 
Potential der automatisierten Analyse von Microblogging-Texten untersucht wurde. Als 
Beispiele werden genannt die Vorhersage von Abendkasseneinnahmen (Asur und 
Huberman 2010), Schwankungen der Aktienmärkte (Bollen et al. 2011), regionaler 
Ausbrüche von Grippe (Signorini et al. 2011, Lampos und Cristianini 2012) und sogar 
von (politischen) Wahlen (Ciulla et al. 2012, Tumasjan et al. 2010), wobei insbesondere 
für letztgenannte Anwendung das Potential der automatischen Analyse von 
Microblogging-Texten bezweifelt wird (Jungherr et al. 2012, Gayo-Avello 2012). Wei-
terhin wird die sogenannte „Twittersphäre“ genutzt, um Meinungen und Stimmungen 
durch sogenannte Sentimentanalysen auszuwerten (Thelwall et al. 2011). Dabei steht 
auch der Zusammenhang der Ergebnisse dieser Sentimentanalysen mit gesellschaftli-
chen Ereignissen im Interesse der Forschung (Lee und Sumiya 2010). Im Kontext der 
Bewältigung von (Natur-)Katastrophen können Microblogging-Texte bei der Lagebeur-
teilung und Entscheidungsunterstützung dienen. Untersuchungen existieren beispiels-
weise für Wald- und Buschbrände (Verma et al. 2011, de Longueville et al. 2009, Kent 
und Capello 2013), Hochwasser (Zisgen und Judex 2013) und Erdbeben (Sakaki et al. 
2010). 
Darüber hinaus sind auch sozio-ökonomische Merkmale der Nutzergemeinschaft von 
Interesse. Li et al. (2013) konnten in diesem Zusammenhang zeigen, dass die Intensität 
der Nutzung des Dienstes Twitter in einer Region umso höher ist, je höher auch das 
Einkommen und die Bildung der Bevölkerung in dieser Region sind. 
In Bezug auf die wichtigsten Intentionen der Nutzer von Microblogging-Plattformen 
kommen Java et al. (2007) zu diesem Ergebnis: 
 Mitteilung von Alltäglichem 
 Gespräche 
 Teilen von Informationen 
 Berichten von Neuigkeiten 
Crawford (2010) bestätigt diese Kategorisierung mit einer ähnlichen, von ihm erstellten, 
Taxonomie. Die fünf wichtigsten Textarten sind demzufolge: 
 Aktualisierung des Nutzerstatus 
 Private Unterhaltungen 
 Weblinks zu Blogs und Nachrichtenartikeln 
 Politik, Sport und Ereignisse 
 Werbung 




Insgesamt existiert für ungefähr 1–3% der Tweets eine Positionsangabe als Metainfor-
mation80. Die Erzeugung dieser Metainformation ist optional und muss vom Nutzer 
explizit erlaubt werden (sogenanntes Opt-In). Die Positionsermittlung geschieht entwe-
der mit Hilfe der aktuellen IP-Adresse des Gerätes, der Funknetzzelle oder mit Hilfe 
eines GPS-Moduls. Tweets, für die diese Metainformation existiert, werden im Weite-
ren auch als georeferenzierte Tweets bezeichnet.  
Für einen Teil der Tweets, die keine numerische Positionsinformation besitzen, be-
steht die Möglichkeit der (automatischen) textbasierten Georeferenzierung. Der durch 
die Kürze der Texte – bei Tweets nicht mehr als 140 Zeichen – bestehende Mangel an 
Kontext macht die automatische Georeferenzierung von Tweets jedoch zu einer beson-
deren Herausforderung. In vorangegangenen Arbeiten wurde gezeigt, dass es unter 
Ausnutzung der Korrelation zwischen dem Inhalt von Microblogging-Texten und den 
Orten, an denen diese verfasst wurden, möglich ist, deren ungefähre Entstehungsorte 
allein durch Analyse der Texte abzuleiten (Cheng et al. 2010, Wing und Baldridge 
2011, Hecht et al. 2011, Schulz et al. 2013). Die dafür verwendeten Methoden nutzen 
sowohl in den Texten vorhandene Toponyme, als auch die Eigenschaft, dass spezifische 
Worte mit bestimmten Regionen assoziiert sind – z.B. das Wort ‚Strand‘ mit einer Küs-
tenregion. Die durchschnittliche Genauigkeit, die mit diesen Ansätzen erreicht werden 
konnte – 480km bei Wing et al. (2011), 800km bei Cheng et al. (2010), 1400km bei 
Schulz et al. (2013) und Bundesstaatgenauigkeit bei Hecht et al. (2011) – ist jedoch nur 
für kleinmaßstäbige Anwendungen geeignet. Gleichermaßen wird damit auch nur in 
kleinmaßstäbigen Szenarios eine vorhandene Ort-Inhalt-Korrelation nachgewiesen. 
Aus diesem Forschungsstand leitet sich die Vermutung ab, dass der Zusammenhang 
zwischen Microblogging-Inhalten und deren Erstellungsorten vom Maßstab der Aus-
wertung abhängig ist. Abbildung 2-8 zeigt eine Analyse der Worthäufigkeiten von mo-
bil erzeugten Tweets im chorographischen Maßstabsbereich in Dresden. Es ist ersicht-
lich, dass das Toponym ‚Dresden‘ sehr häufig vorkommt. Dies belegt, dass sich viele 
Tweets in diesem Gebiet auf die Stadt Dresden beziehen. Dieser Zusammenhang scheint 
hingegen bei der Analyse in größeren Auflösungen weniger klar. 
Für nicht georeferenzierte Tweets wurde neben der textbasierten Georeferenzierung 
auch schon die Eignung der Ortsangabe in den Profilen der Twitter-Nutzer für die au-
tomatische Georeferenzierung untersucht (Hecht et al. 2011). Dabei zeigte sich, dass 
nur 66% der Nutzer in ihren Profilinformationen wirklich sinnvolle geographische In-
formationen81 angeben. Mehrheitlich handelt es sich dabei um die Angabe des Wohnor-
                                                 
 
80  Vgl. z.B. Leetaru et al. (2013). 
81  Ein populäres Beispiel für eine Ortsangabe, die keine geographische Information darstellt ist: „Im Herz von Justin 
Bieber“. 
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tes (Stadt/Gemeinde). Leetaru et al. (2013) berichten in diesem Zusammenhang, dass 
ein im Profil angegebener Wohnort in 34% der Fälle mit dem Ort (Stadt/Gemeinde) der 
Entstehung eines Tweets übereinstimmt. 
Abschließend sei die Untersuchung von Xu et al. (2013) erwähnt, die in einer Fall-
studie nachweisen, dass Twitter-Nutzer häufiger Toponyme erwähnen, die nahe ihres im 
Nutzerprofil angegebenen Heimatortes liegen. Jedoch werden seltener auch sehr ent-
fernt liegende Orte in den Microblogging-Texten erwähnt. 
 
Abbildung 2-8:  Visualisierung der Worthäufigkeiten in mobilen Tweets im Stadtzentrum von 
Dresden. Die Visualisierungsmethode ist in Hahmann und Burghardt (2011) beschrieben. 
Häufige Worte der deutschen Sprache wurden vor der Analyse gefiltert. 
2.2.4 Bilder und Bildmetainformationen – Flickr, Instagram, Picasa, 
Panoramio, Geograph 
2.2.4.1 Korpusbeschreibung 
Die Veröffentlichung von Bildern im Internet ist durch das Web 2.0 populär geworden. 
Derzeit existieren hierfür mehrere große Plattformen, z.B. „Flickr“82, „Instagram“83, 
„Picasa“84, „Panoramio“85 und „Geograph“ (Großbritannien86, Deutschland87). Diese 
Plattformen haben die gemeinsame Eigenschaft, dass Nutzer Fotos mit geographischen 
Koordinaten als Metainformation veröffentlichen können. Solche Fotos werden im Wei-
teren auch als georeferenziert bezeichnet. Somit sind die Bilder, deren Titel und deren 
Beschreibungen mit räumlichen Koordinaten verknüpft. Folglich können die dadurch 
entstehenden Information als „nutzergenerierte geographische Informationen“ kategori-
                                                 
 
82  http://www.flickr.com. 
83  http://instagram.com. 
84  http://picasa.google.de. 
85  http://www.panoramio.com. 
86  http://www.geograph.org.uk. 
87  http://geo.hlipp.de. 
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siert werden. Die Betreiber aller genannten Plattformen bieten den systematischen Zu-
griff auf die Bilder und deren Metainformationen an. 
Die einzelnen Plattformen unterscheiden sich teilweise in ihren Eigenschaften. Die 
Plattform „Instagram“ ist beispielsweise vorwiegend für den Einsatz auf mobilen End-
geräten konzipiert. Es existieren Anwendungen für die Betriebssysteme iOS, Android 
und Windows Mobile. „Instagram“ ist sehr stark in das soziale Netzwerk Facebook 
integriert. „Flickr“, „Panoramio“ und „Picasa“ sind Anwendungen, die es Nutzern er-
lauben, eigene Bilder in Form von Webalben im Netz abzulegen und diese mit anderen 
Nutzern auszutauschen. Die Bilder können über die jeweiligen Webanwendungen auch 
räumlich über eine Kartenanwendung gesucht werden. Die Besonderheit bei 
„Panoramio“ ist, dass durch den Betreiber der Plattform nur bestimmte Bilder ausge-
wählt werden, die mit Hilfe der räumlichen Suche gefunden werden können. Beispiels-
weise werden Bilder, die nur Personen zeigen oder Nahaufnahmen, nicht in der Karten-
anwendung angezeigt. Ziel ist es besonders schöne Motive von möglichst vielen Orten 
zu zeigen. Bei „Flickr“ und „Picasa“ besteht diese Einschränkung nicht. Die „Picasa“-
Webalben sind eine Erweiterung der Bildverwaltungssoftware „Picasa“. Die Alben 
werden mittlerweile mit den Nutzerprofilen des sozialen Netzwerkes „Google+“ ver-
knüpft. Eigene Tests haben gezeigt, dass bei Bildern, die in Picasa Webalben hochgela-
den werden nur selten Bildtitel oder -beschreibung mit angegeben sind. Bei Flickr ist 
dies häufiger der Fall. Durch die von Beginn an bestehende Möglichkeit Bilder bei 
Flickr in einer Karte zu verorten ist auch der Anteil an georeferenzierten Bildern höher. 
Beim Projekt „Geograph“ ist es das Ziel, für ein definiertes Raster mit 1 Kilometer Kan-
tenlänge möglichst repräsentative Bilder für jede Rasterzelle zu sammeln. Es sollen also 
weder große Mengen von Bildern in einer Rasterzelle gesammelt werden, noch beson-
ders ästhetische Bilder. 
Tabelle 2-3 zeigt eine Übersicht über die populärsten Fotoplattformen und die Antei-
le an georeferenzierten Bildern. Diese Anteile spiegeln den Grad der Integration der 
Ortsinformationen in den Plattformen wider. Bei der Plattform Geograph werden nur 
Bilder aufgenommen, die georeferenziert sind, womit sich der Wert von 100% erklärt. 
Bei Panoramio ist es das Ziel, möglichst attraktive Bilder in Google Maps und Google 
Earth anzuzeigen. Aus diesem Grund ist die Motivation der Nutzer, georeferenzierte 
Bilder zur Verfügung zu stellen sehr hoch. Die Plattformen Instagram und Flickr bieten 
Kartenanwendungen an, auf denen die öffentlichen Bilder von Nutzern angezeigt wer-
den. Bei Instagram kommt hinzu, dass die Georeferenzierung durch die Nutzung der 
Software von mobilen Geräten, die in Regel mit GPS ausgestattet sind, relativ leicht ist 
und im Gegensatz zu Flickr keine manuelle Nacharbeit erfordert, sofern die verwendete 
Digitalkamera kein GPS-Modul hat. 
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Picasa keine Angabe ~10.000.000.00089 ~2,5%90 JAVA-API91 -92
Flickr ~87.000.00093 ~10.000.000.00094 ~6,5%90 JAVA-API95 82
Panoramio ~7.000.00096 ~100.000.00097 ~85%90 REST-API98 1.672
Geograph (D) 14699 46.03299 100% CSV-Export100 -92
Geograph (GB) 11.970101 3.795.319101 100% Download102 79.926
Instagram ~150.000.000103 ~16.000.000.000103 ~25%90 JAVA-API104 38
2.2.4.2 Forschungsüberblick 
Im Forschungsgebiet der Informationsgewinnung können Bildtitel und -beschreibungen 
genutzt werden, um vage Orte abzugrenzen. Ein Beispiel ist die Abgrenzung von Innen-
stadtbereichen („Downtown“) in (amerikanischen) Städten (Hollenstein und Purves 
2010). Für diesen Zweck werden die Bildtitel und -beschreibungen von georeferenzier-
ten Bildern genutzt, die das Wort „Downtown“ oder „Innenstadt“ enthalten. Auf diese 
Weise ist es möglich, in Städten, in denen genügend georeferenzierte Bilder vorhanden 
sind, aus der Menge der lokalisierbaren Beschreibungen zu einem Thema auf die Aus-
dehnung eines Gebietes zu schließen, dessen Abgrenzung durch einen einzelnen Kar-
tenbearbeiter sonst ein sehr subjektiver Prozess wäre. Da in den genutzten Informatio-
nen ein gewisses Rauschen enthalten ist, eignet sich die Kerndichteschätzung hierfür 
sehr gut als Analysemethode. Gerade für die Optimierung räumlicher Anfragen an 
Suchmaschinen ist es nützlich, durch diese Methode von Menschen verwendete Kon-
zepte analytisch zu erfassen. 
                                                 
 
88  Rang in der globalen Liste der am häufigsten aufgerufenen Webseiten. Ermittelt mit Hilfe von 
http://www.alexa.com/, aufgerufen am 12.03.2014. 
89  „Mehr als Flickr“ nach http://www.quora.com/Picasa/How-many-users-does-Picasa-have (aufgerufen am: 
14.01.2014). 
90  Eigene Tests mit Hilfe der entsprechenden API. Getestet werden konnten nur öffentlich zugängliche Bilder. 
91  https://developers.google.com/picasa-web/code. 
92  Kein Rang für verfügbar. 
93  Quelle: http://en.wikipedia.org/wiki/Flickr (aufgerufen am: 14.01.2014). 
94  Schätzung, basierend auf Zahlen von 2011 und 2012 nach http://de.wikipedia.org/wiki/Flickr (aufgerufen am: 
14.01.2014). 
95  http://flickrj.sourceforge.net/. 
96  Quelle: https://groups.google.com/forum/#!topic/panoramio-questions-support/VfOsHXDIMl4 (aufgerufen am: 
14.01.2014). 
97  Das 100 Millionste Bild: http://www.panoramio.com/photo/100000000. 
98  http://www.panoramio.com/api/data/api.html. 
99  Quelle: http://geo.hlipp.de/numbers.php (aufgerufen am: 14.01.2014). 
100  http://geo.hlipp.de/help/api#csv. 
101  Quelle: http://www.geograph.org.uk/ (aufgerufen am: 14.01.2014). 
102  http://hub.geograph.org.uk/downloads.html. 
103   Quelle: http://instagram.com/press/ (aufgerufen am: 14.01.2014). 
104  https://github.com/sachin-handiekar/jInstagram. 
2  Forschungsstand 
 
46 
Ein weiteres Anwendungsszenario ist die Ableitung von Gefühlen, die Menschen mit 
bestimmten Orten verbinden (Hauthal und Burghardt 2013). Hierfür werden ebenfalls 
die Textinformationen, die mit den Bildern verknüpft sind, genutzt. Man geht dabei 
davon aus, dass bestimmte Worte eher positiv assoziiert sind, andere eher negativ. Nut-
zen findet dies für die Empfehlung von Zielen im Tourismus. 
Da Fotos häufig während touristischer Aktivitäten aufgenommen werden, eignet sich 
die Auswertung der räumlich-zeitlichen Metainformationen von Fotos auch für die Ana-
lyse des Tourismus in einer Region. Girardin et. al (2008) zeigen dies am Beispiel von 
Rom, Sun und Bakillah (2013) am Beispiel von München. Crandall et al. (2009) analy-
sieren darüber hinaus typische Bewegungsmuster von Touristen. Ahern et al. (2007) 
und Crandall et al. zeigen, wie aus Stichwörtern zu Fotos durch ein Clusterverfahren, 
das die räumliche Verteilung der Stichwörter bewertet, besonders populäre Orte be-
stimmt werden können. Diese bezeichnen sie als (touristische) Landmarken. 
Für alle genannten Anwendungen wird die Eigenschaft ausgenutzt, dass die Bildbe-
schreibungen direkt mit dem Bildinhalt zusammenhängen und der Bildinhalt in vielen 
Fällen die nahe Umgebung, des durch die Koordinaten definierten Aufnahmestandortes, 
zeigt. Somit erhält man mit dem Vehikel der Bildbeschreibungen indirekt die Beschrei-
bung eines Ortes, der gleichzeitig durch Koordinaten bestimmbar ist. 
Von einer Forschungsarbeit, bei der nur die Bildinformationen genutzt werden, be-
richten Agarwal et al. (2011). Sie setzen die Methode der automatischen Korrelation 
digitaler Bilder ein, um aus der Menge von Bildern, die in einer Stadt gefunden werden, 
ein näherungsweises 3D-Stadtmodell zu berechnen. 
2.3 Informationen und Netzwerke 
2.3.1 Beispiele für Netzwerkstrukturen 
Informationen werden heute häufig in Informationsnetzwerken abgelegt. Beispiele für 
Informationen, die in einer Netzwerkstruktur gespeichert sind oder die als Netzwerk 
modelliert werden können, sind das World Wide Web (WWW)105 mit seinen unzähligen 
Webseiten und deren Verlinkungen, das Semantische Web106, dessen Struktur die Idee 
eines gerichteten Graphen aus Knoten und Kanten semantischer Daten zugrunde liegt, 
soziale Netzwerke wie Facebook107 und Twitter108 und Enzyklopädien, wie die Wikipe-
dia109. Diese Netzwerke haben eine gemeinsame Eigenschaft, die Milgram (1967) am 
                                                 
 
105  Zur Netzwerkstruktur des WWW siehe: Albert et al. (1999). 
106  Zur Idee des Semantischen Web als Netzwerk von Datentripeln siehe: Berners-Lee et al. (2001). 
107  Zur Netzwerkstruktur von Facebook siehe: Ugander et al. (2011). 
108  Zur Netzwerkstruktur von Twitter siehe: Teutle (2010). 
109  Zur Netzwerkstruktur der Wikipedia siehe: Zlatić et al. (2006). 
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Beispiel des Netzwerkes menschlicher Kontakte als das „Kleine-Welt-Phänomen“ 
(„small world phenomenon“) beschrieb: Bis auf wenige isolierte Elemente, können in 
diesen Netzwerken selbst einander entfernt erscheinende Knoten durch nur wenige Kno-
ten überbrückt werden. Ein Beispiel für eine empirische Bestätigung dieses Phänomens 
findet sich in den Untersuchungsergebnissen von Broder et al. (2000) über die Netz-
werkstruktur des WWW. 
2.3.2 Implikationen vernetzter Informationen für die Raumbezugshypo-
these 
Die Eigenschaft des Kleine-Welt-Phänomens hat Implikationen für vernetzte Informati-
onen in Bezug auf die Raumbezugshypothese. Denn geht man von einer „kleinen Welt“ 
aus, so müsste für Informationen, die in einer Netzwerkstruktur gespeichert sind oder 
die zumindest als Netzwerk modelliert bzw. gedacht werden können, gelten, dass 100% 
die richtige Zahl für die Raumbezugshypothese sein müsste. Sofern nämlich im betrach-
teten Netzwerk zumindest einige wenige georäumliche Informationen vorhanden sind, 
müssten diese durch nur wenige andere Informationsstücke mit (fast) allen übrigen In-
formationen verknüpft werden können. Die betroffenen Verknüpfungen könnten dabei 
als Realisierungen von Raumbezügen angesehen werden. 
Die Bedeutung des Begriffs Raumbezug ist jedoch restriktiver. Wichtig ist, für wel-
chen Anteil der Informationen der Raumbezug tatsächlich relevant ist. Wenn man das 
Bild des Informationsnetzwerkes auf den Menschen überträgt, stellt sich also die Frage: 
nach wie vielen Zwischenschritten trennt die menschliche Wahrnehmung die Verknüp-
fung zwischen beliebigen und georäumlichen Informationen? 
2.3.3 Netzwerkeigenschaften der Wikipedia 
Zu den Netzwerkeigenschaften verschiedener Wikipedias existieren bereits mehrere 
Forschungsarbeiten, z.B. von Zlatić et al. (2006), Capocci et al. (2005) und Voss 
(2005). Es konnte bereits gezeigt werden, dass für das Netzwerk der Wikipedia-Artikel 
einer Sprachversion wesentliche Eigenschaften, wie die durchschnittliche Pfadlänge 
zwischen zwei beliebigen Artikeln und der Clusterkoeffizient, ebenfalls mit dem Small-
World-Modell nach Watts-Strogatz (1998) beschrieben werden können. Ein wichtiges 
Merkmal von Netzwerken dieser Art ist, dass die durchschnittliche Pfadlänge zwischen 
zwei zufällig ausgewählten Knoten nur logarithmisch mit der Größe des Netzwerkes 
wächst. 
Abbildung 2-9 zeigt einen Vergleich von einerseits durch das Small-World-Modell 
vorhergesagten und andererseits von empirisch gefundenen durchschnittlichen Pfadlän-
gen. Die prädizierten durchschnittlichen Pfadlängen wurden mit der Formel (2-1) nach 
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Zlatić et al. (2006) berechnet, wobei p  für die durchschnittliche Pfadlänge, a für die 
Anzahl der Artikel der Wikipedia und l  für die durchschnittliche Anzahl der ausgehen-






Die für die Formel benötigten Parameter der Netzwerkgröße der Wikipedias – Anzahl 
der Artikel und Anzahl der Verlinkungen – können aus der Arbeit von Hecht und 
Moxley (2009) entnommen werden. Die Ausgleichsgerade wird unter Annahme einer 
durchschnittlichen Anzahl ausgehender Links von 26,4 berechnet. Dieser Wert ermittelt 
sich aus der durchschnittlichen Anzahl ausgehender Links in den 22 verschieden spra-
chigen von Hecht und Moxley untersuchten Wikipedias. Die empirisch gefundenen 
Werte von 2006 stammen aus der Publikation von Zlatić et al. (2006), die Werte für 
2011 – prädizierter Wert und empirisch bestimmter Wert für die deutsche Wikipedia – 
resultieren aus eigenen Berechnungen. Es ist ersichtlich, dass die durchschnittlichen 
Pfadlängen nur wenig zwischen den verschiedenen Sprachversionen schwanken und 
auch nur gering vom Entwicklungsstadium einer Wikipedia (d.h. der Anzahl der Arti-
kel) abhängen. 
Als konkreten Wert für die durchschnittliche Pfadlänge zwischen zwei beliebigen 
Wikipedia-Artikeln bestimmten Zlatić et al. (2006) im Mittel 4,53. Das Ergebnis einer 
eigenen Berechnung – 4,78 – mit dem für die Untersuchung verwendeten Stand der 
deutschen Wikipedia von Mai 2011 bestätigt diesen Wert. 
 
Abbildung 2-9:  Durchschnittliche Pfadlänge zwischen zwei zufällig ausgewählten Artikeln 
einer Wikipedia Sprachversion in Abhängigkeit von der Anzahl der Artikel. Vergleich empirisch 
ermittelter Werte (blau) und durch das Small World Modell vorhergesagter Werte (rot). Die zwei 
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2.4 Geographische Informationen und Kognition 
Die Rolle der Kognitionswissenschaft hat in den vergangenen Jahren im Forschungsge-
biet der geographischen Informationswissenschaft zugenommen. Die Untersuchung 
kognitiver Aspekte ist dabei von Bedeutung, um die Wahrnehmung und die 
Konzeptualisierung von geographischen Informationen durch den Menschen besser 
verstehen zu können. Die Einbeziehung der Kognition kann somit rein informationsthe-
oretische Methoden für die Analyse geographischer Informationen ergänzen. Für diese 
Arbeit sind kognitive Aspekte im Zusammenhang mit der Erforschung der Wahrneh-
mung von direkt und indirekt raumbezogenen Informationen sowie der 
Konzeptualisierung des Begriffs ‚Raumbezug‘ durch den Menschen relevant. 
Boden (2008, S. 10) definiert die kognitive Wissenschaft im Allgemeinen als Fach-
gebiet, das sich mit der Erforschung geistiger Prozesse befasst. Darunter fallen u.a. 
Denken, Lernen, Schlussfolgern, Wahrnehmung, Kommunikation, Gedächtnis und 
Emotion. Die Kognitionswissenschaft abstrahiert teilweise davon, ob diese Prozesse in 
Lebewesen oder künstlichen Systemen (Roboter, Computer) stattfinden, indem kogniti-
ve Prozesse allgemein als Informationsverarbeitung betrachtet werden. 
Montello (2008) ordnet die Kognitionsforschung als Teilgebiet der geographischen 
Informationswissenschaft zu. Motiviert ist diese Zuordnung durch die Tatsache, dass 
menschliches Denken und Entscheiden im Zusammenhang mit geographischen Infor-
mationen kognitive Akte sind. Spezifische kognitive Fragestellungen innerhalb der geo-
graphischen Informationswissenschaft sind dabei beispielsweise: 
 der Zusammenhang zwischen Computerrepräsentationen (Datenmodelle und Da-
tenbankstrukturen) und kognitiven Repräsentation von Raum, Ort und Umwelt 
(Mentale Karte, Mentale Modelle) 
 die Gestaltung von Informationswiedergabemedien, wie visuelle und nichtvisu-
elle Displays, virtuelle Realität und erweiterte Realität (augmented reality) 
 Kommunikation von komplexen Informationen, wie Datenqualität, Maßstab, 
Zeit, Attribute 
 Menschliche Faktoren in der Navigation und Orientierung 
 Interoperabilität von Geoinformationssystemen zwischen verschiedenen kultu-
rellen Gegebenheiten und bei Einschränkungen der Wahrnehmungsfähigkeit 
Eine aus der Praxis resultierende Motivation der Kognitionsforschung im Zusammen-
hang der geographischen Informationswissenschaft ist es, die Nutzbarkeit von geogra-
phischen Informationssystemen zu erhöhen. 
Beispiele für aktuelle kognitive Forschung im Gebiet der geographischen Informati-
onswissenschaft sind die Arbeiten von Lautenschütz (2012) zur Wahrnehmung von 
Bewegungsmustern, von Hegarty et al. (2010) über die aufgabenbezogene Leistung von 
Probanden bei der Interpretation von Karten in Abhängigkeit von deren Gestaltung und 
von Klippel et al. (2008) zur Konzeptualisierung von geographischen Ereignissen. 
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2.5 Informationen klassifizieren durch maschinelle Sprachver-
arbeitung 
Bei natürlich-sprachlichen Texten kann die maschinelle Sprachverarbeitung zu einer 
Automatisierung der Klassifikation von Informationen beitragen, womit deren Nutzung 
vereinfacht wird. Dabei kommt die überwachte maschinelle Klassifikation zum Einsatz, 
ein Verfahren, das auf maschinellem Lernen basiert. Die verfügbaren Methoden für die 
automatische Textklassifikation sind bereits etablierte Verfahren der Computerlinguis-
tik. Sie konnten beispielsweise schon für die automatische Erkennung von Spam 
(Androutsopoulos et al. 2000) und die Klassifikation des Sentiments von Texten (Pang 
et al. 2002, Pang und Lee 2008) eingesetzt werden. 
Alle überwachten maschinellen Klassifikationsmethoden benötigen eine Menge von 
Trainingsdokumenten, aus denen sie mit Hilfe statistischer Verfahren Entscheidungskri-
terien lernen. Im Gebiet der Computerlinguistik werden für das Training in der Regel 
manuell klassifizierte Texte genutzt. Abbildung 2-10 stellt den gesamten Prozess der 
überwachten Klassifikation von Texten mit manuell klassifizierten Trainingsdaten 
schematisch dar. Für den eigentlichen Klassifikationsalgorithmus existieren verschiede-
ne Varianten. Weit verbreitet sind Statistik-basierte Verfahren, deren Ziel es ist, aus den 
Trainingsdaten eine Wahrscheinlichkeitsverteilung zu berechnen. Diese wiederum dient 
dazu, die beste Klasse für neue Texte zu bestimmen, indem für alle möglichen Klassen 
die sich aus der Verteilung ergebenden Wahrscheinlichkeiten berechnet werden und 
anschließend die Klasse mit der höchsten Wahrscheinlichkeit ausgewählt wird (Carsten-
sen et al. 2010, S. 591–592). Das Ziel eines Klassifikationsalgorithmus ist es also, nicht 
klassifizierte Eingangsdokumente auf einen bestimmten Satz von möglichen Klassen 
abzubilden. 
Für jede Klasse werden Merkmalsvektoren bestimmt, die die Wörter und deren zu-
gehörige Auftretenswahrscheinlichkeiten in dieser Klasse enthalten. Für kleine Korpora 
eignet sich ein sogenanntes Unigramm-Modell am besten. Dabei werden nur einzelne 
Wörter als Objekte innerhalb der Merkmalsvektoren genutzt. Die Auftretenswahr-
scheinlichkeiten ergeben sich aus der Vorkommenshäufigkeit, d.h. die Anzahl des Wor-
tes im gesamten Korpus, und der inversen Dokumentenhäufigkeit, d.h. die Anzahl der 
Dokumente im gesamten Korpus, die das Wort enthalten. Höhere N-Gramm-Statistiken, 
wie Bigramm oder Trigramm sind auch möglich, jedoch sind Unigramm-Modelle für 
kleine Korpora besser geeignet. Denn bei höheren N-Gramm-Statistiken tritt das Prob-
lem auf, dass zu viele einzigartige Merkmale im Trainingskorpus existieren, deren 
Wahrscheinlichkeit für ein Auftreten in den Dokumenten, die automatisch klassifiziert 
werden sollen, nur gering ist. Das Ergebnis des Lernprozesses mit jedem Algorithmus 
ist ein Modell, das die Merkmale – d.h. die Wörter – und die entsprechenden Gewichte 
bzw. Wahrscheinlichkeiten für jede mögliche Klasse enthält. 
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Abbildung 2-10:  Schematische Darstellung der überwachten Klassifikation von Texten mit 
manuell klassifizierten Trainingsdaten (eigene Bearbeitung nach Scharkow 2012, S. 90) 
Drei der gebräuchlichsten Textklassifikatoren in der maschinellen Sprachverarbeitung 
sind Naive Bayes (NB), Maximum Entropy (ME) und Support Vector Machines 
(SVM). Pang und Lee (2002) vergleichen alle drei Algorithmen am Beispiel der auto-
matischen Sentimentklassifikation von Dokumenten. Alle drei Algorithmen werden im 
Folgenden etwas genauer vorgestellt. 
2.5.1 Naive Bayes 
Die Naive-Bayes-Klassifikation basiert auf dem Bayes’schem Theorem der bedingten 
Wahrscheinlichkeit. In Bezug auf die automatische Klassifizierung von Dokumenten 
lautet die konkrete Frage, wie wahrscheinlich ist es, dass ein Dokument zu einer be-
stimmten Klasse gehört, für den Fall, dass ein bestimmtes Wort darin vorkommt? Die 
Wahrscheinlichkeitsfunktion wird dabei unter Verwendung der relativen 
Vorkommenshäufigkeiten von Wörtern in den Trainingsdaten bestimmt. Für Details zur 
Berechnung von Naive Bayes wird auf Scharkow (2012, S. 92–93) verwiesen. Einen 
Überblick zur Verwendung von Naive Bayes in der Computerlinguistik findet sich bei 
Lewis (1998). Die Bayes’sche Klassifikation wird als naiv bezeichnet, weil sie von ei-
ner statistischen Unabhängigkeit der Merkmale, im konkreten Fall also der Wörter, aus-
geht. Dieses Kriterium ist jedoch in natürlich-sprachlichen Texten in der Regel nicht 
erfüllt, da durch Kollokationen bestimmte Wörter häufig zusammen mit anderen Wör-
tern auftreten. 
2.5.2 Maximum Entropy 
Für die Maximum-Entropy-Klassifikation muss die statistische Unabhängigkeit der 
Merkmale nicht gegeben sein. Ausgangspunkt ist der Begriff der Entropie, der mit der 
Informationstheorie von Shannon und Weaver (Shannon 1948, Shannon und Weaver 
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1949) eingeführt worden ist. Vereinfachend gesagt, setzt die Entropie den Informati-
onsgehalt von Ereignissen mit deren Wahrscheinlichkeit gleich. Die Informationstheo-
rie interpretiert die Entropie auch als die durchschnittliche „Überraschung“ beim Auf-
treten eines Ereignisses. Diese ist umso größer, je weniger der Ausgang eines Zufallser-
eignisses vorhergesagt werden kann. Je unwahrscheinlicher ein Ereignis ist, desto grö-
ßer ist also die „Überraschung“ beim Eintreten dieses Ereignisses, was gleichbedeutend 
mit einem hohen Informationsgehalt ist. Umgekehrt sind Ereignisse, die eine hohe 
Wahrscheinlichkeit haben, wenig überraschend und damit ebenso wenig informativ. 
In einem Maximum-Entropy-Klassifikationsmodell wird der durchschnittliche In-
formationsgehalt aller möglichen Realisierungen mit den Trainingsdaten bestimmt. Die 
maximale Entropie ist für das uniformste Modell gegeben, dass gleichzeitig konsistent 
ist mit den sich aus den Beobachtungen der Trainingsdaten resultierenden Randbedin-
gungen. Diese Randbedingungen sind durch Zuordnungen von Wörtern zu Klassen ge-
geben. Einfache Wortanzahlen dienen dabei als Initialgewichte für Wort-Klasse-Paare. 
Höhere Wortanzahlen ergeben eine höhere Wahrscheinlichkeit, dass ein bestimmtes 
Wort zu einer bestimmten Klasse gehört. Schließlich wird das optimale Modell durch 
eine iterative Prozedur bestimmt. Die a priori Wahrscheinlichkeitsverteilung ist expo-
nentiell. Für Details zur Berechnung der Maximum-Entropy-Klassifikation wird auf 
Berger et al. (1996) und Nigam et al. (1999) verwiesen. 
2.5.3 Support Vector Machines 
Support Vector Machines (SVM) wurden erstmals von Joachims (1999, 2002) und 
Dumais et al. (1998) für die Klassifikation von Texten verwendet. Die statistische Mo-
dellierung von SVM ist komplexer als die von Naive Bayes und Maximum Entropy. Es 
handelt sich bei dieser Methode um ein stützmengenbasiertes Verfahren. Bei der Klassi-
fikation von Texten resultiert bei dieser Methode aus jedem neuen Wort eine neue Di-
mension. Es ergibt sich somit ein hochdimensionaler Merkmalsraum. Aus manuell klas-
sifizierten Trainings-Texten werden entsprechend der Häufigkeit der darin vorkommen-
den Wörter Vektoren (bzw. Punkte) in diesem Merkmalsraum bestimmt. Anschließend 
wird für den einfachsten Fall der Trennung von zwei Klassen eine lineare Funktion so 
bestimmt, dass die Punkte der verschiedenen Klassen durch diese Funktion optimal 
voneinander getrennt werden. Dies ist dann der Fall, wenn der Bereich zwischen den 
Klassen, in dem sich keine Punkte befinden, maximal ist. Die Punkte, durch die die 
Grenzen der Klassen definiert werden, werden als Stützpunkte bzw. Stützvektoren 
(„Support Vectors“) bezeichnet. Diese Punkte stellen die Grenzfälle der Klassen dar. 
Alle Punkte, die weiter von diesen Grenzen entfernt sind, repräsentieren sicherere Ent-
scheidungen. Ausführlichere Beschreibungen des Verfahrens finden sich beispielsweise 
in Scharkow (2012, S. 93–94) und in Manning et al. (2008, S. 293–320). 
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3 Methoden und Ergebnisse 
3.1 Korpusanalytischer Ansatz für die Prüfung der Raumbe-
zugshypothese 
In den folgenden drei Unterkapiteln (Kapitel 3.1 – 3.3) steht die Frage im Vordergrund 
ob bzw. inwiefern Informationen eine Beziehung zum Georaum haben, d.h. ob sie durch 
eine direkte oder indirekte Methode auf der Erde lokalisierbar sind. In diesem Zusam-
menhang existiert die Raumbezugshypothese, der zufolge 80% aller Informationen 
raumbezogen sind. Für die Prüfung dieser Hypothese werden zwei aufeinander aufbau-
ende methodische Ansätze vorgestellt, deren Ergebnisse schließlich zu einer Synthese 
geführt werden. 
In diesem Abschnitt wird der erste Ansatz beschrieben, der auf der Analyse eines 
Korpus aufbaut und netzwerktheoretischer Natur ist. Im Kontext der Frage nach dem 
Anteil der raumbezogenen Informationen, muss man den Zähler und den Nenner des 
betreffenden Quotienten definieren. Es stellt sich also nicht nur die Frage ‚wie viel Pro-
zent‘, sondern auch ‚wovon‘? Um dies so allgemein wie möglich zu beantworten und 
dabei Bias, das durch das untersuchte Korpus entstehen könnte, weitestgehend auszu-
schließen, soll ein möglichst repräsentatives und fachgebietsneutrales Informationskor-
pus gewählt werden. Hierfür scheint die Online-Enzyklopädie Wikipedia gut geeignet. 
In einer ähnlichen Studie, mit dem Ziel Toblers erstes Gesetz der Geographie110 zu eva-
luieren, nutzten Hecht und Moxley (2009) die Wikipedia ebenfalls bereits aus dem Ge-
sichtspunkt, dass sie repräsentativ für das Weltwissen ist. 
3.1.1 Netzwerkgrad des Georaumbezuges 
In Analogie zu sozialen Netzwerken, in denen man von Kontakten ersten bis n-ten Gra-
des spricht, wird für den korpusanalytischen Ansatz zur Bestimmung des Anteils raum-
bezogener Informationen in dieser Arbeit das Konzept des Raumbezuges n-ten Grades 
in Informationsnetzwerken eingeführt. Im Weiteren wird hierfür der Begriff Netzwerk-
grad des Georaumbezuges (NGGR) verwendet. Der NGGR ist die Maßeinheit des 
korpusanalytischen Ansatzes. Gleichermaßen ist der NGGR ein Modell, mit dem die 
                                                 
 
110 Toblers erstes Gesetz der Geographie: „Everything is related to everything else, but near things are more related 
than distant things.“ Siehe dazu: Tobler (1970), Sui (2004) und Tobler (2004). 
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‚Georäumlichkeit‘ von Informationsentitäten innerhalb eines Korpus bestimmt werden 
kann. 
Da die Wikipedia als Graph modelliert werden kann, ist sie grundsätzlich für die Im-
plementierung dieses Netzwerkansatzes geeignet. Für die folgenden Analysen wurde die 
deutsche Sprachversion der Wikipedia genutzt, da diese empirische Untersuchungen mit 
Probanden aus dem deutschsprachigen Raum erleichtert. Als primäre georäumliche 
Informationen innerhalb des Wikipedia-Graphen werden ausschließlich georeferenzierte 
Artikel betrachtet (vgl. Abschnitt 2.2.2.3). 
Im Netzwerk der Wikipedia-Artikel stellt jeder Artikel einen Knoten dar und jeder 
Link zwischen zwei Artikeln eine gerichtete Kante. Das Netzwerk kann somit als ge-
richteter Graph modelliert werden. Für die weiteren Untersuchungen wird definiert, 
dass jeder georeferenzierte Artikel selbst als Artikel mit Georaumbezug 0-ten Grades 
bezeichnet wird. Ein Raumbezug ersten Grades entsteht, wenn ein beliebiger Artikel im 
Volltext mindestens einen Link zu einem georeferenzierten Artikel hat. Für alle weite-
ren Grade des Georaumbezuges gilt, dass sich der Grad des Georaumbezuges mit jedem 
Link, der zusätzlich benötigt wird, um innerhalb des Netzwerkes von einem beliebigen 
Artikel auf dem kürzesten Weg zu einem georeferenzierten Artikel zu gelangen, um 
eins erhöht. Verlinkungen in umgekehrter Richtung erhöhen den Grad des Georaumbe-
zuges nicht. Wenngleich diese relevant sein mögen, werden sie aus Gründen der Verein-
fachung nicht weiter betrachtet. Weiterhin werden für die Kanten auch keine Gewichte, 
etwa basierend auf Anzahl, Art oder Semantik der Verlinkungen, genutzt. Das für die 
NGGR-Berechnung verwendete Graphenmodell kann somit weiterhin als ungewichtet 
charakterisiert werden. Abbildung 3-1 veranschaulicht die Methode des NGGR mit 
Hilfe eines kleinen Ausschnitts des Wikipedia-Artikel-Graphen. Die Berechnung des 
NGGR geschieht mit Hilfe eines Algorithmus zur Berechnung des kürzesten Weges 
zwischen einem beliebigen Knoten und des nächstgelegenen georeferenzierten Knotens 
innerhalb des Informationsgraphen. Für die Implementierung wird der Dijkstra-
Algorithmus (Dijkstra 1959) genutzt. 
Es stellt sich die Frage, ob eine ungefähre Vorhersage des zu erwartenden Wertebe-
reiches des NGGR möglich ist. Zunächst kann ausgehend vom Forschungsstand zur 
Netzwerkstruktur der Wikipedia111, der vergleichbare Netzwerkeigenschaften in ver-
schiedenen Wikipedias belegt, angenommen werden, dass die Ergebnisse der NGGR-
Berechnung für verschiedene Wikipedia-Sprachversionen ähnlich sind. Für die deutsche 
Wikipedia ist zu erwarten, dass der durchschnittliche NGGR kleiner ist als die durch-
schnittliche Pfadlänge zwischen zwei beliebigen Artikeln (4,78), denn für den NGGR  
 
                                                 
 
111  Vgl. Abschnitt 2.3.3. 
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Abbildung 3-1:  Artikel (Kreise) mit Georaumbezug 0-ten (grün), ersten (gelb) und zweiten (rot) 
Grades. Grüne Pfeile zeigen Verlinkungen an, durch die NGGR 1 entsteht, gelbe Pfeile zeigen 
Verlinkungen an, durch die NGGR 2 entsteht. Graue Pfeile stehen für weitere Verlinkungen 
zwischen Artikeln, die für den NGGR jedoch nicht betrachtet werden. 
sind nicht alle beliebigen Entfernungen zwischen zwei Artikeln relevant, sondern nur 
die Entfernungen zwischen einem beliebigen und dem jeweils nächstgelegenen georefe-
renzierten Artikel. 
Neben der Identifikation expliziter Koordinaten in Wikipedia-Artikeln, käme auch 
die Analyse von Toponymen oder raumbezogenen Identifikatoren wie z.B. Postleitzah-
len oder Adressen in Betracht. Da diese wiederum direkt mit Geokoordinaten verknüpft 
werden können, wäre es auch dadurch möglich, den Georaumbezug von Informationen 
analytisch zu erfassen. In vorangegangenen Arbeiten wurde beispielsweise durch eine 
Untersuchung von McCurley (2001) festgestellt, dass 4,5% der Dokumente eines Kor-
pus von Webseiten, die zufällig112 ausgewählt wurden, eine US-Postleitzahl enthielten. 
Weiterhin ergab eine Analyse von Cardoso (2011), dass durchschnittlich 75% der Do-
kumente eines Korpus von Zeitungsartikeln113 mindestens ein Toponym enthielten. Der 
NGGR könnte folglich auch auf Basis von Toponymen oder Postleitzahlen, die in den 
                                                 
 
112 Es wurden bevorzugt amerikanische Webseiten ausgewählt. 
113 Das Korpus bestand aus seiner Sammlung von Zeitungsartikeln der Zeitungen „Público“ und „Folha de Sao Pau-
lo“ (portugiesisch) und der Zeitungen „L.A. Times“ und „Glasgow Herald“ (englischsprachig). 
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Wikipedia-Artikeln enthalten sind, definiert werden. Jedoch drückt die Entscheidung, 
einen Artikel mit einer expliziten Koordinate zu kennzeichnen, nach meiner Auffassung 
wesentlich stärker aus, dass das gesamte Konzept des Artikels als ein georeferenziertes 
Konzept angesehen wird, als das Einfügen von Toponymen oder Postleitzahlen im Text 
eines Artikels. Ein durch Geokoordinaten getriebener Ansatz passt darüber hinaus bes-
ser zum in Abschnitt 2.1.5 beschriebenen Paradigma von Goodchild et al. (1999), nach-
dem Einzelelemente geographischer Informationen Geokoordinaten beinhalten. 
Zusammenfassend kann die Methodik des NGGR als sowohl mathematisch-
analytisch als auch kognitiv charakterisiert werden. Das Attribut ‚mathematisch-
analytisch‘ resultiert dabei aus der objektiven Berechenbarkeit des NGGR für alle Arti-
kel bzw. Konzepte des Graphen der Wikipedia-Artikel. Das Attribut ‚kognitiv‘ kann 
vergeben werden, da sowohl die Kennzeichnung von Artikeln mit expliziten Koordina-
ten als auch die Verlinkungen zwischen Artikeln bewusst getroffene Entscheidungen 
der Wikipedia-Autoren darstellen und demzufolge durch den NGGR auch kognitive 
Prozesse widergespiegelt werden. 
3.1.2 Datenprozessierung 
Der vollständige Inhalt der Wikipedia jeder Sprache kann als gepackte XML-Datei vom 
Wikimedia-Server heruntergeladen werden114. Die Dateien dienen in erster Linie dem 
Backup des Wikipedia-Projektes. Es ist jedoch möglich, den Wikipedia-Dump zu ana-
lysieren und daraus das Netzwerk der Artikel dieser Wikipedia zu rekonstruieren. Für 
diese Aufgabe eignet sich die von Hecht und Gergle (2010) implementierte JAVA-
Bibliothek WikAPIdia115. Die Rekonstruktion des Netzwerks geschieht durch Analyse 
der internen Linkstruktur. Im Weiteren wird dieses Netzwerk auch mit dem von Hecht 
und Moxley (2009) geprägten Begriff Wikipedia-Artikel-Graph (WAG) bezeichnet. Das 
Erstellungsdatum des Wikipedia-Dumps, der für die folgenden Untersuchungen genutzt 
wurde, ist der 21. Juni 2011116. Zu diesem Zeitpunkt enthielt die deutsche Wikipedia 
1.273.635 Artikel. Die Größe des XML-Dump betrug ca. 9GB. 
Die Koordinaten der georeferenzierten Artikel werden nicht direkt durch WikAPIdia 
extrahiert. Einige Wikipedia-Autoren haben jedoch ein Projekt117 gegründet mit dem 
Ziel, die Koordinaten der georeferenzierten Wikipedia-Artikel automatisiert zu extrahie-
ren. Für die folgenden Untersuchungen eignen sich aufgrund ihrer Vollständigkeit die 
                                                 
 
114 URL für den Download: http://dumps.wikimedia.org/backup-index.html. 
115 WikAPIdia kann unter folgender URL heruntergeladen werden: 
http://collablab.northwestern.edu/wikapidia_api/Wikapidia/Download.html. Eine Kopie der Bibliothek befindet 
sich weiterhin im Forschungsdaten-Anhang zu dieser Arbeit, vgl. Anhang G. 
116  Eine Kopie des genutzten Wikipedia-Dumps befindet sich im Forschungsdaten-Anhang zu dieser Arbeit, vgl. 
Anhang G. 
117  Erläuterungen zum Wikipedia-Projekt „Georeferenzierung“ finden sich auf dieser Wikipedia-Seite: 
http://de.wikipedia.org/wiki/Wikipedia:WikiProjekt_Georeferenzierung. 
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Koordinatendateien am besten, die durch den Wikipediabenutzer Dispenser118 zur Ver-
fügung gestellt werden. Diese Dateien werden täglich für jede Sprachversion der Wiki-
pedia mit Hilfe des Scriptes Ghel119 aktualisiert. Die für die Untersuchungen verwende-
te Datei stammt vom 8. September 2011. Es wird davon ausgegangen, dass für die Un-
tersuchungen die Zeitdifferenz des Erstelldatums zwischen Wikipedia-Dump und Koor-
dinatendatei von zweieinhalb Monaten keine erhebliche Rolle spielt. 
Aus der Koordinatendatei wurden einige Koordinaten gefiltert, die sich nicht auf die 
Erde beziehen, wie z.B. solche, in verschiedenen Artikeln über Mare und Krater des 
Mondes. Dies geschieht mit dem Zweck sich wirklich auf georäumliche Informationen 
zu konzentrieren. Weiterhin zeigte sich, dass die Koordinatendateien nicht ausschließ-
lich explizite Koordinaten, sondern auch viele implizite Koordinaten120 enthalten. Diese 
werden ebenfalls mit Hilfe der Apache Tika121 Bibliotheken gefiltert. Da Wikipedia-
Seiten sehr heterogen sind und die betreffenden Koordinatenvorlagen nicht konsistent 
genutzt werden, kann nicht vollständig ausgeschlossen werden, dass einige Artikel 
fälschlicherweise als georeferenzierte Artikel klassifiziert worden sind. Aufgrund einer 
stichprobenartigen Prüfung kann jedoch davon ausgegangen werden, dass die verblie-
benen Fehler vernachlässigbar sind. 
Die eigentliche Berechnung des NGGR für alle Wikipedia-Artikel wurde mit Hilfe 
der JAVA-Bibliothek für Graphendatenbanken neo4j122 durchgeführt. 
Graphendatenbanken sind für viele Rechenaufgaben bei der Analyse von Netzwerken 
besser geeignet als relationale Datenbanken. Auf einem mit acht Intel i7 2,0Ghz Prozes-
soren und 8GB RAM ausgerüsteten Rechner konnte die Berechnung der NGGR für alle 
1.273.635 Artikel in einer Zeit von 20 Stunden durchgeführt werden. Dies entspricht 
einer durchschnittlichen Rechenzeit pro Artikel von ca. 60 Millisekunden. 
3.1.3 Ergebnisse der NGGR-Berechnung 
Basierend auf dem vollständigen Graphen der Wikipedia-Artikel konnte der Netzwerk-
grad des Georaumbezuges für jeden Artikel berechnet werden. Die Anteile der ver-
schiedenen NGGR sind in Tabelle 3-1 dargestellt. Dabei wird der Anteil georeferenzier-
ter Artikel direkt durch NGGR 0 wiedergegeben. Es ist ersichtlich, dass nur NGGR 0 
bis NGGR 3 relevant sind. Die 68 Artikel mit NGGR 4 können vernachlässigt werden. 
Artikel mit NGGR größer als 4 existieren nicht. Insgesamt sind 99,2% aller Artikel mit 
mindestens einem georeferenzierten Artikel verknüpft. Ein Rest von 0,8% hat keine 
                                                 
 
118  Download der Dateien unter: http://toolserver.org/~dispenser/dumps/. Eine Kopie der verwendeten Datei befindet 
sich weiterhin im Forschungsdaten-Anhang zu dieser Arbeit, vgl. Anhang G. 
119  Beschreibung des Scriptes Ghel (GeoHack External Links): https://wiki.toolserver.org/view/Ghel. 
120 Vgl. Abschnitt 3.1.1. 
121 Es wurde Version 1.0 genutzt, Download der Bibliothek: http://tika.apache.org/. 
122 Es wurde Version 1.4 genutzt. Download der Bibliothek: http://www.neo4j.org/. 
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Verknüpfung zu einem georeferenzierten Artikel. Es handelt sich dabei in der Regel um 
isolierte Artikel, die keine Verknüpfungen zu anderen Artikeln besitzen. Die kumulier-
ten Anteile zeigen, dass Artikel mit NGGR 0 und NGGR 1 zusammen 78% aller Wiki-
pedia-Artikel ausmachen. NGGR 0, NGGR 1 und NGGR 2 Artikel kommen zusammen 
sogar auf einen Anteil von 98,4%. 
Tabelle 3-1: Ergebnisse der NGGR-Berechnung. Der verwendete Wikipedia XML-Dump ist 
vom 21.06.2011, die Koordinatendatei stammt vom 8. September 2011. *Mit NGGR -1 werden 
isolierte Artikel bezeichnet. 
NGGR Anzahl der Artikel Anteil (%) Anteil, kumuliert (%) 
0 222.267 17,5 17,5 
1 769.534 60,4 77,9 
2 261.364 20,5 98,4 
3 10.668 0,8 99,2 
4 68 0,0 99,2 
-1* 9.734 0,8 100,0 
∑ 1.273.635 100,0  
An dieser Stelle taucht mit 78% ein Wert auf, der nahe der 80% der ursprünglichen 
Raumbezugshypothese liegt. Knapp 80% aller Artikel der deutschen Wikipedia sind 
also entweder selbst mit georäumlichen Koordinaten gekennzeichnet oder direkt mit 
einem georeferenzierten Artikel verknüpft. Der durchschnittliche NGGR, also die 
durchschnittliche Entfernung eines zufällig ausgewählten Artikels zum nächstgelegenen 
georeferenzierten Artikel im Netzwerk, ist 1,04. Er ist damit deutlich geringer als 4, was 
die Vermutung aus dem Abschnitt 3.1.1 bestätigt. In Analogie zum von Milgram (1967) 
beschriebenen Phänomen, dass jeder Mensch jeden anderen über durchschnittlich sechs 
„Ecken“ kennt, kann für die Wikipedia gesagt werden, dass im Durchschnitt jeder be-
liebige Artikel über nur eine „Ecke“ mit einem relevanten georeferenzierten Artikel 
verbunden ist. 
Tabelle 3-2 zeigt einige prototypische Artikel für die drei relevantesten NGGR123. 
Bei NGGR 0 dominieren geographische Namen, wie z.B. Städte, Länder, Flüsse, Berge 
und Gebirge, wenngleich diese nicht exklusiv sind. Auch markante Objekte, wie das 
„Brandenburger Tor“ oder das „World Trade Center“ und Unternehmen mit ihren 
Stammsitzen, wie „Adidas“ und „SAP“ werden von den Autoren der Wikipedia als geo-
referenzierte Artikel gekennzeichnet. Viele der Begriffe mit NGGR 1 sind Personen, 
wie z.B. „Mark Zuckerberg“ oder „Immanuel Kant“. Personen sind in der Regel direkt 
mit ihrem Geburtsort und wichtigen Orten ihres Lebens verknüpft. Weiterhin sind Be-
griffe, die eine starke räumliche Assoziation hervorrufen, wie z.B. „Französische Revo-
                                                 
 
123  Die Ergebnisse der Berechnung des NGGR für alle untersuchten Wikipedia-Artikel befindet sich im Forschungs-
daten-Anhang zu dieser Arbeit, vgl. Anhang G. 
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lution“, „Britische Teekultur“, „Germany’s Next Topmodel“, „Berliner Mauer“, „Stutt-
gart 21“ und „Deutscher Aktienindex (DAX)“ als NGGR 1 klassifiziert. An den Bei-
spielen „FC Schalke 04“ (NNGR 0) und „FC Bayern München“ (NGGR 1) wird deut-
lich, dass das Kennzeichnen mit Koordinaten in der Wikipedia nicht vollständig konsis-
tent ist. Die meisten der NGGR 2 Begriffe sind abstrakte Konzepte. Beispielhaft er-
wähnt seien hier „Kognition“, „Romantik“, „Liebe“, „Wirtschaft“ und „Synthie Pop“. 
Viele mathematische und naturwissenschaftliche Konzepte – z.B. „Lineare Funktion“ 
oder „Viskosität“ – haben ebenfalls NGGR 2. Als Beispiel für die Verknüpfung mit 
georeferenzierten Artikeln sei der NGGR-2-Artikel „Lineare Funktion“ genannt, der 
zum Zeitpunkt der Untersuchung über den Artikel „Äquator“ mit georeferenzierten 
Artikeln wie „Ecuador“, „Brasilien“ und „Kolumbien“ verknüpft war. 
Tabelle 3-2: Einige prototypische Beispiele für NGGR 0 bis NGGR 2 
NGGR 0 NGGR 1 NGGR 2
München Marc Zuckerberg Depression 
Berlin Immanuel Kant Demenz
Vereinigtes Königreich Französische Revolution Herz
Nordrhein-Westfalen Britische Teekultur Kognition
Donau Stuttgart 21 Liebe
Alpen Berliner Mauer Lineare Funktion 
World Trade Center The Beatles Lohnsteuerklasse 
Brandenburger Tor Germany’s Next Topmodel Romantik
FC Schalke 04 FC Bayern München Synthie Pop  
Adidas DAX Viskosität
SAP Volkswagen Wirtschaft
Unter der Voraussetzung eines vergleichbaren Anteils von georeferenzierten Artikeln in 
verschiedenen Wikipedias werden aufgrund vergleichbarer Netzwerkeigenschaften ähn-
liche Ergebnisse der NGGR-Anteile für verschiedene Wikipedia-Sprachversionen und –
entwicklungszustände erwartet. Der Forschungsstand (vgl. Abschnitt 2.2.2.3) zeigt je-
doch, dass der Anteil georeferenzierter Artikel in verschiedenen Wikipedia-Versionen 
sehr unterschiedlich ist. 
Im Folgenden soll deshalb abgeschätzt werden, inwiefern der Anteil georeferenzier-
ter Artikel in einer Wikipedia einen messbaren Einfluss auf die Verteilung der Anteile 
von NGGR 1 bis NGGR 4 hat. Zu diesem Zweck wird eine Simulation durchgeführt. 
Bei dieser Simulation wird ein Drittel aller georeferenzierten Artikel zufällig ausge-
wählt. Diese Artikel werden als nicht georeferenziert markiert und die Berechnung des 
NGGR wird wiederholt. Tabelle 3-3 zeigt die Ergebnisse dieser Simulation. Es ist er-
sichtlich, dass sich der um ein Drittel geringere Anteil georeferenzierter Artikel nur 
wenig auf weitere NGGR fortpflanzt. Grund sind sowohl die beschriebene sehr engma-
schige Netzwerkstruktur als auch die Tatsache, dass viele NGGR-1-Artikel auf mehrere 
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verschiedene georeferenzierte Artikel verweisen, sodass das Entfernen eines geringen 
Anteils an georeferenzierten Artikeln nicht sofort dazu führt, dass diese Artikel keine 
NGGR-1-Artikel mehr sind. Insofern kann geschlussfolgert werden, dass selbst unter 
Beachtung unterschiedlicher Anteile von georeferenzierten Artikeln in den verschiede-
nen Wikipedia-Sprachversionen, ähnliche NGGR-Verteilungen erwartet werden kön-
nen. 
Tabelle 3-3: Ergebnisse der Simulation der NGGR-Berechnung mit einem um 33% reduzier-
tem Anteil georeferenzierter Artikel 
NGGR Anzahl der Artikel Anteil (%) Anteil, kumuliert (%) 
0 148.093 11,6 11,6 
1 772.235 60,6 72,3 
2 328.980 25,8 98,1 
3 14.468 1,1 99,2 
4 85 0,0 99,2 
-1* 9.774 0,8 100,0 
∑ 1.273.635 100,0  
3.1.4 Korrelation zwischen NGGR und den Eigenschaften von Wikipedia-
Artikeln 
In Abschnitt 2.2.2.4 wurden die Metaeigenschaften von Wikipedia-Artikeln – Anzahl 
eingehender Links, Anzahl ausgehender Links, Größe der Artikel, Anzahl der Revisio-
nen, Anzahl der Seitenzugriffe und Alter der Artikel – beschrieben. Für ein besseres 
Verständnis des NGGR soll in diesem Abschnitt der Zusammenhang zwischen diesen 
Metaeigenschaften und dem NGGR dargestellt werden. Die nachfolgenden Tabellen 
sollen zunächst einen Eindruck vermitteln, welche Artikel in Bezug auf welche Eigen-
schaft dominieren. 
Tabelle 3-4 zeigt die Artikel geordnet nach der Anzahl eingehender und ausgehender 
Links. Bei der Anzahl ausgehender Links wird deutlich, dass die meisten ausgehenden 
Links in Wikipedia-Artikeln enthalten sind, die große Listen enthalten, in denen auf 
weitere Artikel verwiesen wird. Bei den eingehenden Links ist zu sehen, dass 8 der 10 
Artikel, auf die am meisten in der deutschen Wikipedia verlinkt wird, georeferenzierte 
Artikel sind. Zum Zeitpunkt der Untersuchung war der Artikel „Deutschland“ noch 
nicht mit einer expliziten Koordinate gekennzeichnet. In der deutschen Sprachversion 
der Wikipedia wird insbesondere bei Personen häufig auf deren Herkunftsländer – z.B. 
Deutschland, Österreich, Schweiz, Italien (Südtirol) – verlinkt. Da die betrachtete Wiki-
pedia die deutsche Sprachversion ist, wird hier die räumliche Korrelation des Inhalts mit 
dem deutschen Sprachraum deutlich.  
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Tabelle 3-4: Top 10 Artikel der deutschen Wikipedia mit den meisten eingehenden und den 
meisten ausgehenden Links und die korrespondierenden NGGR-Werte. Der verwendete Wiki-
pedia XML-Dump stammt vom 21.06.2011. 








0 131.195 Liste von Automo-
bilmarken 
1 6.923
2 Deutschland 1 93.560
Liste der Bahnhöfe 
und Haltestellen in 
Österreich 
1 6.456
3 Berlin 0 69.050 Liste der Bahnhöfe in 
der Schweiz 
1 5.811















7 Italien 0 46.138 Liste von Vornamen 1 4.196
8 Schweiz 0 45.121
Liste der Personen-
namen auf dem Tri-
umphbogen in Paris 
1 4.131
9 Wien 0 42.826 Liste der französi-
schen Kantone 
1 3.961
10 Paris 0 38.726
Aufgehobene politi-
sche Gemeinden der 
Schweiz 
1 3.806
Aufgrund des Datenschemas des Wikipedia-XML-Dump kann davon ausgegangen 
werden, dass die Länge der Artikel gemessen in Bytes mit der Länge der Artikel gemes-
sen in Wörtern stark korreliert. Tabelle 3-5 zeigt die zehn längsten Artikel. Es ist er-
sichtlich, dass die Beispiele hier thematisch sehr verschieden sind. Weiterhin werden in 
Tabelle 3-5 die Artikel mit den meisten Versionen gezeigt. Hier handelt es sich entwe-
der um sehr bekannte Artikel, bei denen viele Autoren zu den Artikeln beitragen können 
oder um umstrittene Artikel, bei denen die hohe Anzahl der Versionen auch durch soge-
nannte „Edit-Wars“ erklärbar ist. Tabelle 3-6 zeigt die im Untersuchungszeitraum Sep-
tember 2010 bis August 2011 am häufigsten aufgerufenen Wikipedia-Artikel. Hier ist 
zu sehen, dass Artikel über populäre Dinge dominieren. Bei den zehn ältesten Artikeln 
ergibt sich ebenso wie bei den zehn längsten Artikeln ein heterogenes Bild.  
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Tabelle 3-5: Top 10 Artikel der deutschen Wikipedia in Bezug auf Größe (=Textumfang) und 
Anzahl der Revisionen sowie die korrespondierende NGGR-Werte. Der verwendete Wikipedia 
XML-Dump datiert vom 21.06.2011. 
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Der Zusammenhang zwischen den Ergebnissen der NGGR-Berechnung und den Arti-
keleigenschaften wird wie folgt untersucht. (1) Es wird nach jeder Eigenschaft einzeln 
sortiert. (2) Für die sich daraus ergebenden Reihenfolgen werden das 5., 10., 15., … 90. 
und 95. Perzentil bestimmt. Zusätzlich werden das 0,08te und das 0,8te Perzentil be-
stimmt, da diese die ersten 100 bzw. 1000 Artikel umfassen. (3) Für die Menge der Ar-
tikel zwischen zwei benachbarten Perzentilgrenzen werden die NGGR-Verteilungen 
berechnet. Damit kann der Zusammenhang zwischen der NGGR-Verteilung und einer 
einzelnen Wikipedia-Eigenschaft untersucht werden, z.B. die Abhängigkeit der ver-
schiedenen NGGR-Anteile zwischen jungen und alten Artikeln. Abbildung 3-2 stellt die 
Ergebnisse dar.  
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Tabelle 3-6: Top 10 Artikel der deutschen Wikipedia in Bezug auf die Anzahl der Seitenzugriffe 
und das Alter der Artikel sowie die korrespondierenden NGGR-Werte. Der verwendete Wikipe-
dia XML-Dump stammt vom 21.06.2011. Die Auswertung der Seitenzugriffe erfolgte im Zeit-
raum September 2010 bis August 2011. 







1 Deutschland 1 7.407.379
Polymerase-
Kettenreaktion 1 12.05.2001
2 Two and a Half 
Men 
1 5.781.144 Dänemark 0 17.05.2001
3 How I Met Your 
Mother 
1 5.454.814 Kattegat 0 17.05.2001
4 Hamburg 0 4.195.908 Nordsee 0 17.05.2001
5 Sackgasse 2 4.040.785
Wirtschafts-
wissenschaft 1 17.05.2001
6 Facebook 1 3.369.006 Cache 2 21.05.2001
7 Harry Potter 1 3.276.232 Alan Smithee 2 30.05.2001









10 Berlin 0 2.941.819 Geographie 1 02.06.2001
Es ist ersichtlich, dass Artikel, die sich in einem frühen Entwicklungsstadium befinden 
– d.h. Artikel mit wenigen Revisionen, wenigen Verlinkungen und kurze Artikel – eine 
unterdurchschnittliche Wahrscheinlichkeit haben, selbst mit expliziten Koordinaten 
gekennzeichnet oder bereits mit georeferenzierten Artikeln verlinkt zu sein (Abbildung 
3-2 a, b, d). Im Gegensatz dazu sind ausgereifte Artikel – d.h. Artikel mit vielen Revisi-
on und Verlinkungen sowie lange Artikel – überdurchschnittlich häufig mit georäumli-
chen Koordinaten gekennzeichnet oder mit georeferenzierten Artikeln verknüpft. Die 
Wahrscheinlichkeit, dass ein Artikel in Bezug auf NGGR georäumlicher wird steigt also 
mit seinem Ausbaustadium. Dies ist mit der starken Korrelation von Artikelgröße und 
Anzahl der Verlinkungen zu anderen Artikeln zu erklären (vgl. Abbildung 2-7). Wenn 
der Artikel größer wird, steigt auch die Anzahl der Verlinkungen. Die Wahrscheinlich-
keit, dass ein langer Artikel dann nicht mindestens einen Link zu einem georeferenzier-
ten Artikel hat, geht gegen null. Eine bessere Differenzierung des NGGR könnte hier 
erreicht werden, indem die Anzahl der Verlinkungen zu georeferenzierten Artikeln im 
Verhältnis zu allen Verlinkungen betrachtet wird. 
Wie auch schon Tabelle 3-4, zeigt Abbildung 3-2 (c), dass unter den Artikeln, auf die 
häufig verlinkt wird, besonders häufig georeferenzierte Artikel zu finden sind. Unter 
den 100 meist referenzierten Wikipedia-Artikeln befinden sich 67 georeferenzierte Ar-
tikel, meist über Städte und Länder. Eine Abhängigkeit zwischen Alter der Artikel und 
NGGR scheint nicht zu existieren (Abbildung 3-2 f). 




Abbildung 3-2:  Zusammenhang zwischen NGGR und den Eigenschaften der Wikipedia-Artikel. 
Der Gesamtanteil jedes NGGR ist jeweils als horizontale Linie angegeben. 
Tabelle 3-7 zeigt abschließend eine Analyse des Zusammenhangs zwischen NGGR und 
der Mehrdeutigkeit von Artikeln. Ein Wikipedia-Artikel wird als mehrdeutig erachtet, 
wenn er einen Link zu einer korrespondierenden Begriffsklärung enthält. In der deut-
schen Wikipedia waren zum Zeitpunkt der Untersuchung 12% aller Artikel mehrdeutig. 
Ein Beispiel ist der Artikel „Bank“124. Tabelle 3-7 kann entnommen werden, dass unter 
den mehrdeutigen Artikeln ein deutlich geringerer Anteil georäumlicher und indirekt 
georäumlicher (NGGR=1) Artikel ist, als unter den nicht mehrdeutigen Artikeln. Dies 
spiegelt die Konvention der Wikipedia-Community wider, potentiell mehrdeutige geo-
graphische Namen, direkt im Titel des Artikels zu disambiguieren125. 
                                                 
 
124  Vgl. http://de.wikipedia.org/wiki/Bank. 
125  Z.B. Dresden (Ohio), http://de.wikipedia.org/wiki/Dresden_(Ohio). 
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c) NGGR ~ Anzahl der eingehenden Links





























d) NGGR ~ Anzahl der ausgehenden Links





























e) NGGR ~ Anzahl der Seitenzugriffe





























f) NGGR ~ Alter der Artikel
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Tabelle 3-7: NGGR-Anteile für mehrdeutige und nicht mehrdeutige Artikel 
NGGR Mehrdeutige Artikel Nicht mehrdeutige Artikel 
0 4.945 3,2% 217.332 19,4% 
1 51.401 33,6% 718.133 64,1% 
2 86.336 56,4% 175.028 15,6% 
3 3.535 2,3% 7.133 0,6% 
4 24 0,0% 44 0,0% 
-1* 6.754 4,4% 2.980 0,3% 
∑ 152.995 100,0% 1.120.640 100,0% 
3.2 Befragungsansatz für die Prüfung der Raumbezugshy-
pothese 
Während der in Kapitel 3.1 beschriebene Ansatz für eine mathematisch-analytische 
Erfassung des Raumbezuges von Informationen geeignet scheint, ist es mit ihm allein 
nicht möglich, eine Aussage darüber zu treffen, für welchen Anteil von Informationen 
der Raumbezug in der menschlichen Wahrnehmung relevant ist. Genauere Erkenntnisse 
hierüber kann eine Befragung liefern, die darauf abzielt, die Konzeptualisierung des 
Begriffs Raumbezug durch den Menschen zu untersuchen. Die Konzeptualisierung von 
Begriffen durch Menschen ist ein Resultat aus den geistigen Prozessen Lernen, Denken 
und Schlussfolgern. Da diese Prozesse Teilgebiete der Kognitionsforschung darstellen 
(vgl. Kapitel 2.4), kann diese Methode, wohlwissend, dass nicht alle Aspekte der Kog-
nitionswissenschaft abgedeckt werden können, auch als kognitiv attribuiert werden. Ziel 
ist es dabei, die Ergebnisse dieses Ansatzes mit den Ergebnissen der NGGR-Analyse für 
die Artikel der deutschen Wikipedia zu kombinieren. 
3.2.1 Kategorisierungsaufgabe zur Untersuchung des Georaumbezuges 
In einer Befragung mit dem Ziel der kognitiven Untersuchung des Konzeptes Georaum-
bezug wurden Probanden gebeten, vorgegebene Begriffe einer der drei Kategorien des 
Georaumbezuges (‚Direkter Georaumbezug‘, ‚Indirekter Georaumbezug‘, ‚Kein Geo-
raumbezug‘) zuzuordnen. Die Begriffe sind dabei Titel von Artikeln der deutschen Wi-
kipedia. Neben dem Zusammenhang der Kategorisierungsergebnisse mit den Ergebnis-
sen der NGGR-Berechnung, soll untersucht werden, welchen Einfluss die Faktoren 
Wissen und fachlicher Hintergrund auf die Kategorisierungsergebnisse haben. Um den 
Faktor Wissen untersuchen zu können, werden zwei unterschiedliche Versionen der 
Fragebögen erstellt – Gruppe ‚A‘ und Gruppe ‚B‘. Für die Analyse des Faktors fachli-
cher Hintergrund werden die Probanden zu Beginn des Fragebogens gefragt, ob sie 
einen fachlichen Hintergrund – Beruf oder Ausbildung – in einer Geowissenschaft ha-
ben. 




Für die Kategorisierungsaufgabe wurden 1,100 Artikel aus der deutschen Wikipedia 
zufällig ausgewählt unter Beachtung zweier Randbedingungen: (1) Die Titel der Artikel 
sollten nicht mehrdeutig sein, wie z.B. Bank, um eine erhöhte Antwortstreuung durch 
Mehrdeutigkeiten zu vermeiden. Da die betreffenden Artikel einen entsprechenden 
Hinweis enthalten, konnte diese Bedingung mit Hilfe des Feldes ‚is_disambiguation‘, 
das während der Prozessierung des Datenbank-Dump mit WikAPIdia angelegt wird, 
umgesetzt werden. (2) Die Artikel sollten möglichst bekannt sein, um einen hohen An-
teil leicht kategorisierbarer Begriffe zu erzielen. Die Bekanntheit von Artikeln wurde 
dabei mit Hilfe der in Abschnitt 2.2.2.4 beschriebenen Seitenzugriffsstatistiken be-
stimmt. Die Auswahl der Artikel wurde auf die 5% meist aufgerufenen Artikel im Zeit-
raum September 2010 bis August 2011 beschränkt. Mit Hilfe der so ausgewählten 1,100 
Artikel wurden 11 distinkte Sätze von je 100 Artikeln gebildet. Daraus wurden insge-
samt 22 Online Umfragen mit Hilfe von LimeSurvey126 abgeleitet, wobei aus jedem 
Satz von 100 Fragen je eine Fragegruppe ‚A‘ und eine Fragegruppe ‚B‘ abgeleitet wur-
de. 
3.2.1.2 Prozedur 
Die Teilnahme an der Befragung wurde im Zeitraum Dezember 2011 bis Januar 2012 
über einen Onlinefragebogen realisiert. Alle Teilnehmer konnten über Ort und Zeit der 
Teilnahme frei entscheiden. Unterbrechungen waren möglich, die Teilnehmer wurden 
jedoch dazu aufgefordert, die Umfrage vorzugsweise in einer Sitzung zu bearbeiten. Der 
Fragebogen enthielt eine Einleitung, die die Motivation der Umfrage mit Bezug auf die 
80%-These darstellte (vgl. Anhang A). Im speziellen wurden einige konkrete Formulie-
rungen der 80%-These aus der Literatur zitiert und erläutert, dass ein Mangel an empiri-
scher Validierung für diese These besteht. Die Teilnehmer bekamen keinen Hinweis 
darauf, dass in einer Parallelstudie (Korpusanalyse, vgl. Kapitel 3.1) die expliziten Ko-
ordinaten von Wikipedia-Artikeln untersucht werden. 
Zu Beginn wurden Angaben zur Person abgefragt: Beruflicher Hintergrund oder 
Ausbildung in einer Geowissenschaft ja/nein, Kenntnis der 80%-These ja/nein, Alter, 
Geschlecht, Student ja/nein. Die Aufgabe der Teilnehmer im Hauptteil der Befragung 
war es, Titel von Wikipedia-Artikeln einer der drei genannten Kategorien des Geo-
raumbezuges zuzuordnen oder „Begriff unbekannt“ zu wählen. Die Definition des Be-
griffs Raumbezug nach Bollmann (2002, S. 266) wurde hinsichtlich des Geoaspektes 
modifiziert und den Probanden als Unterstützung vor Beginn der eigentlichen Aufgabe 
gezeigt (vgl. Anhang A). Nichtsdestotrotz wurden die Teilnehmer ermutigt, eigene Kri-
                                                 
 
126  http://www.limesurvey.org/. 
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terien zur Kategorisierung zu nutzen. Beispiele für die Kategorisierung wurden nicht 
gezeigt. 
Die Begriffe wurden den Teilnehmern jeweils in zufälliger Reihenfolge gezeigt, um 
systematische Fehler z.B. durch Ermüdung der Teilnehmer zu mindern. Abbildung 3-3 
zeigt ein Beispiel der Kategorisierungsaufgabe127. Teilnehmern der Gruppe ‚A‘ wurde 
ein Link eingeblendet, der es ermöglichte, schnell auf den Wikipedia-Artikel des ent-
sprechenden Begriffs zuzugreifen. Die Teilnehmer dieser Gruppe wurden weiterhin 
ermutigt, diesen Link zu nutzen, falls sie den Begriff nicht gut genug kennen oder sie 
sich unsicher sind. Teilnehmern der Gruppe ‚B‘ wurde dieser Link nicht gezeigt und sie 
wurden weiterhin aufgefordert möglichst keine externen Quellen zu nutzen. Allen Teil-
nehmern wurde permanent ein Link zur verwendeten Definition des Begriffs Georaum-
bezug angezeigt. Nach Abschluss der Umfrage gab es die Möglichkeit, Kommentare zur 
Umfrage zu hinterlassen. Die vollständigen Anleitungen zur Durchführung des „Expe-
riment[s] Georaumbezug“ finden sich in Anhang A. 
 
Abbildung 3-3:  Beispiel der Kategorisierungsaufgabe. Jeder Begriff wird in eine der vier 
Kategorien des Georaumbezuges eingeordnet. Links: Gruppe ‚A‘, rechts: Gruppe ‚B‘. Nur 
Gruppe ‚A‘ Teilnehmern wird der Link zum Wikipedia-Artikel des Begriffs gezeigt. In beiden 
Gruppen wird permanent ein Link zur Definition des Begriff „Georaumbezug“ angezeigt. Die 
vier auswählbaren Kategorien sind ‚Direkter Georaumbezug‘ (DirGR), ‚Indirekter 
Georaumbezug‘ (IndGR), ‚Kein Georaumbezug‘ (KeinGR) und „Begriff unbekannt“. 
3.2.1.3 Teilnehmer 
Die Teilnehmerrekrutierung erfolgte über eine Pressemitteilung128, E-Mails an Mitarbei-
ter und Studenten des Dresdener Institutes für Kartographie sowie an Bekannte des Au-
tors. Alle persönlich eingeladenen Teilnehmer wurden aufgefordert, die Einladung wei-
terzuleiten. Die Teilnahme war somit nicht auf einen bestimmten Personenkreis be-
                                                 
 
127  Für beide Gruppen ist je eine Umfrage zur Demonstration verfügbar.        Gruppe 
‚A‘: http://kartographie.geo.tu-dresden.de/limesurvey/64851/lang-de    
 Gruppe ‚B‘: http://kartographie.geo.tu-dresden.de/limesurvey/68644/lang-de. 
128  http://www.geobranchen.de/index.php?option=content&task=view&id=5053. 
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schränkt, wenngleich die Teilnehmerauswahl als Selbstselektion bezeichnet werden 
muss. Allen Teilnehmern wurde ein Startlink zur Verfügung gestellt, mit dem diese 
entsprechend eines Zufallsmechanismus in eine der Umfragegruppen weitergeleitet 
wurden. Der Zufallsmechanismus war dabei so eingestellt, dass mit einer Wahrschein-
lichkeit von je 25% Gruppe 1A oder Gruppe 1B gewählt wurde. Alle verbleibenden 20 
Gruppen wurden mit einer Wahrscheinlichkeit von je 2,5% gewählt. Auf diese Art und 
Weise konnte sowohl sichergestellt werden, dass mindestens ein Satz von 100 Artikeln 
von einer relativen großen Zahl von Teilnehmern bearbeitet wurde, als auch, dass bei 
genügend großer Teilnehmerzahl 1,100 Wikipedia-Artikel bewertet werden. 
3.2.2 Hypothesen 
Das Ziel der Untersuchung ist die Synthese von korpusanalytischem Ansatz und Befra-
gungsansatz. Die Hypothesen sind dabei, dass (1) Artikel mit NGGR=0 häufig als ‚Di-
rekter Georaumbezug‘ kategorisiert werden, (2) Artikel mit NGGR>0 selten als ‚Direk-
ter Georaumbezug‘, dafür häufiger als ‚Indirekter Georaumbezug‘ kategorisiert werden 
und dass (3) mit größerem NGGR der Anteil der Kategorisierung als ‚Indirekter Geo-
raumbezug‘ zugunsten der Kategorisierung als ‚Kein Georaumbezug‘ sinkt. Können die 
Ergebnisse diese Hypothesen bestätigen, impliziert dies, dass beide Ansätze einander 
stützen. In diesem Fall kann die Synthese beider Ansätze einen deutlichen Beleg für die 
Validierung der Raumbezugshypothese liefern, wenngleich die Zahl ‚80%‘ möglicher-
weise angepasst werden muss. 
Das Ziel der Einteilung in die zwei Umfragegruppen ‚A‘ und ‚B‘ ist es, den Effekt 
der Aktivierung von Wissen auf die Kategorisierung zu prüfen. Die zu überprüfende 
Hypothese (4) ist dabei, dass Teilnehmer, die den Stimulus zusätzlicher Informationen 
haben und damit zu längerem Nachdenken angeregt werden, dazu neigen, mehr Begriffe 
in die Kategorien DirGR und IndGR einzuordnen, da bei längerem Nachdenken bei 
manchen Begriffen möglicherweise eher ein Bezug zum Georaum gesehen wird. 
Schließlich soll überprüft werden, ob der fachliche Hintergrund der Teilnehmer einen 
Einfluss auf die Kategorisierung hat. Die zu testenden Hypothesen sind, dass Teilneh-
mer mit einem fachlichen Hintergrund in Geowissenschaften den Anteil raumbezogener 
Informationen einerseits (5) höher und andererseits (6) genauer schätzen, als fachfremde 
Teilnehmer. 
3.2.3 Daten zur Beteiligung an der Befragung 
Insgesamt haben 380 Personen an der Befragung teilgenommen. 33% davon studierten 
zum Zeitpunkt der Teilnahme. Das Durchschnittsalter war 34,5 Jahre (Minimum: 19 
Jahre, Maximum: 72 Jahre). Das Verhältnis von Frauen zu Männern war 37% zu 63%. 
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Die weite Verbreitung der 80%-These im Fachgebiet der Geowissenschaften wird 
dadurch deutlich, dass sie bei einem Anteil von 85% der Probanden mit einem fachli-
chen Hintergrund in einer Geowissenschaft bekannt ist. Dabei ist der Bekanntheitsgrad 
unter Studierenden etwas geringer, als unter Personen, die eine abgeschlossene Ausbil-
dung haben. Einschränkend sei gesagt, dass der gemessene hohe Bekanntheitsgrad ver-
mutlich auch durch eine höhere Motivation zur Teilnahme beeinflusst sein mag durch 
Personen, die die These bereits kannten. Insgesamt konnte in der Geobranche eine hohe 
Bereitschaft zur Teilnahme beobachtet werden. Die in den abschließenden Kommenta-
ren freiwillig hinterlassenen E-Mail-Adressen zeigen, dass die Teilnehmer ein breites 
Spektrum aus Industrie und Wissenschaft abdeckten. 
Tabelle 3-8: Anteil der Teilnehmer mit einem fachlichen Hintergrund (Ausbildung oder Beruf) in 
einer Geowissenschaft (Geo? „ja“/„nein“) und Kenntnis der Raumbezugshypothese vor der 
Teilnahme („80%“? „ja“ / „nein“) 












„80%“? „ja“ 245 64,5 10 2,6 255 67,1
„80%“? 
„nein“ 47 12,6 78 20,5 125 32,9
∑ 292 76,9 88 23,1 380 100,0
Tabelle 3-9: Teilnehmerzahlen der einzelnen Umfragegruppen. Gruppe ‚A‘: Teilnehmer, die 
zusätzliche Informationen nutzen durften, Gruppe ‚B‘: Teilnehmer die keine externen Quellen 
für die Klassifikation nutzen durften 
Gruppe A (abs.) A (%) B (abs.) B (%) ∑ (abs.) ∑ (%) 
1 86 22,6 67 17,6 153 40,3 
2 9 2,4 9 234 18 4,7 
3 11 2,9 8 2,1 19 5,0 
4 7 1,8 6 1,6 13 3,4 
5 10 2,6 10 2,6 20 5,3 
6 12 3,2 2 0,5 14 3,7 
7 18 4,7 12 3,2 30 7,9 
8 13 3,4 13 3,4 26 6,8 
9 35 9,2 8 2,1 43 11,3 
10 13 3,4 10 2,6 23 6,1 
11 14 3,7 7 1,8 21 5,5 
∑ 228 60,0 152 40,0 380 100,0 
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In der Gruppe der Teilnehmer ohne beruflichen Hintergrund in einer Geowissenschaft 
ist die Raumbezugshypothese nahezu unbekannt. Tabelle 3-8 zeigt die Daten zur Ei-
nordnung der Teilnehmer hinsichtlich ihrer Neutralität in Bezug auf die Forschungsfra-
ge im Detail. In Hinblick auf die Teilnehmer, die die Raumbezugshypothese kannten, 
obwohl sie keinen fachlichen Hintergrund in einer Geowissenschaft haben, muss einge-
räumt werden, dass das Wissen darüber in den meisten Fällen durch Bekanntschaft mit 
den Autoren der Umfrage resultiert. 
Tabelle 3-9 zeigt die Verteilung der Teilnehmer auf die einzelnen Umfragegruppen. 
Der Anteil der Gruppe ‚A‘ Teilnehmer ist signifikant höher als der der Gruppe ‚B‘ Teil-
nehmer. Dies ist mit einer Änderung des Zufallsmechanismus zum Ende des Versuchs 
zu erklären. Erste Auswertungen während der Versuchslaufzeit zeigten, dass die Ant-
wortvarianz bei Gruppe ‚A‘ Teilnehmern geringer ist und diese Ergebnisse somit für 
weitere Analysen interessanter sind. Weiterhin wurden zum Ende des Versuchs die 
Gruppen 2 bis 11 etwas mehr begünstigt, sodass in fast allen Gruppen eine Teilnehmer-
zahl von mehr als fünf realisiert werden konnte. 
3.2.4 Ergebnisse 
Die Methode für die Analyse der Ergebnisse des Befragungsansatzes basiert auf der 
Auswertung der Anteile der während der Befragung zugewiesenen Kategorien pro Arti-
kel. Abbildung 3-4 zeigt drei Beispielartikel mit unterschiedlichem NGGR. Der Begriff 
‚Straubing‘ aus Gruppe 1 wurde beispielsweise durch 86 Teilnehmer bewertet. 73 da-
von wählten die Kategorie „Direkter Raumbezug“, weitere 5 wählten „Indirekter 
Raumbezug“ und 8 wählten „Unbekannt“. Die Kategorie „Kein Raumbezug“ wurde von 
keinem Teilnehmer gewählt. Daraus ergeben sich die prozentualen Anteile von 84,9% 
für DirGR, 5,8% für IndGR, 0% für KeinGR und 9,3% für U. Im weiteren wird ange-
nommen, dass Teilnehmer, die U gewählt haben, sich mit der gleichen Wahrscheinlich-
keit für eine Kategorie des Georaumbezuges entschieden hätten, wie alle anderen Teil-
nehmer, wenn sie den Begriff gekannt hätten. Demzufolge werden die Anteile der Kate-
gorien relativ zur Menge der Nicht-‚U‘-Entscheidungen berechnet, woraus sich für das 
Beispiel Straubing die Anteile 93,6% DirGR, 6,4% IndGR und 0% KeinGR ergeben. 
Die Ergebnisse der Kategorisierung der 100 Begriffe in den Gruppen ‚1A‘ und ‚1B‘ 
sind in Anhang B dargestellt. Die Ergebnisse aller 1,100 Artikel können online eingese-
hen werden129. 
                                                 
 
129  Die Ergebnisse sind sortiert nach den 22 Umfragegruppen und können unter dieser URL aufgerufen werden: 
http://kartographie.geo.tu-dresden.de/geospatial_experiment/results.htm. 
 Alle Ergebnisse sind weiterhin tabellarisch im Forschungsdaten-Anhang zu dieser Arbeit gespeichert, vgl. Anhang 
G. 
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Abbildung 3-4:  Ausgewählte Ergebnisse der Kategorisierungsaufgabe. Die Größe der Kreise 
steht für die Anzahl der Teilnehmer 
3.3 Synthese von korpusanalytischem Ansatz und Befragungs-
ansatz für die Prüfung der Raumbezugshypothese 
3.3.1 Methodik 
Um den Zusammenhang zwischen dem korpusanalytischen Ansatz und dem Befra-
gungsansatz untersuchen zu können, wird eine Synthese der Ergebnisse durchgeführt. 
Die Kernfrage ist dabei, welcher Kategorie des Georaumbezuges die Teilnehmer der 
Befragung Artikel mit verschiedenen NGGR überwiegend zugeordnet haben. Dafür 
werden für jede Kategorie des Georaumbezuges zweidimensionale Wertepaare aus dem 
NGGR eines Artikels und des jeweiligen relativen Anteils der entsprechenden Kategorie 
des Georaumbezuges gebildet. Für das Beispiel Straubing (vgl. Abbildung 3-4) ergeben 
sich die drei Wertepaare 0/0,94 (NGGR und Anteil DirGR), 1/0,06 (NGGR und Anteil 
IndGR) und 2/0 (NGGR und Anteil KeinGR). Für die drei Beispiele von Abbildung 3-4 
ergeben sich somit insgesamt neun Wertepaare, die in Abbildung 3-5 a) dargestellt sind. 
Abbildung 3-5 b) – d) zeigt den Zusammenhang zwischen dem korpusanalytischen 
Ansatz und dem Befragungsansatz für alle drei Kategorien des Georaumbezuges mit 
Hilfe der von Tukey (1977) eingeführten Box-Whisker-Plots. Diese stellen die be-
schriebenen zweidimensionalen Wertpaare aller 1,100 Artikel differenziert nach den 
Kategorien des Georaumbezuges dar. Die Breite der Boxen ist in Relation zur Anzahl 
der jeweils umfassten Artikel skaliert. Die Höhe der Boxen stellt ein Maß für die Streu-
ung der Ergebnisse dar. Um den Einfluss von vorhandenen Ausreißern zu minimieren, 
werden alle Mittelwerte als robuste Mittelwerte berechnet, mit einem Anteil von je 5% 
gelöschten Werten ausgehend von beiden Enden der Verteilung – vgl. . Für die Berech-
nung der Standardabweichungen wird das ebenfalls robuste Schätzverfahren der 
winsorisierten Varianz verwendet – vgl. Wilcox (2004, S. 62–63). Die Korrelationsko-
effizienten werden nach Pearson berechnet. Die Verarbeitung der Daten erfolgte mit 
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Die Abbildung 3-5 b) zeigt den Zusammenhang zwischen NGGR und DirGR. Die Hy-
pothese eines starken negativen Zusammenhanges bestätigt sich mit einem Korrelati-
onskoeffizienten von -0,59. NGGR-0-Artikel wurden von den Teilnehmern zu 90% als 
‚Direkter Georaumbezug‘ kategorisiert. Diese hohe Übereinstimmung bestätigt sowohl, 
dass die menschliche Wahrnehmung die Kategorie ‚Direkter Georaumbezug‘ anwenden 
kann, als auch, dass die georeferenzierten Artikel als solche erfasst werden. Die Voraus-
setzung für weitere Analysen unter Verwendung des NGGR ist somit erfüllt. Bei 
NGGR-2- und NGGR-3-Artikeln ist der Anteil an DirGR vernachlässigbar. Auch bei 
NGGR 1 ist er gering. Die oberen Ausreißer der NGGR-1-Artikel sind mögliche Kandi-
daten, bei denen noch eine explizite Koordinate in den entsprechenden Wikipedia-
Artikel eingefügt werden könnte. 
 
Abbildung 3-5:  a) Die Anteile der Kategorien DirGR, IndGR und KeinGR und die NGGR der drei 
Beispielartikel (siehe Abbildung 4) auf ein X-Y Diagramm übertragen. b) – d) Box-Whisker-
Diagramme für den Zusammenhang zwischen NGGR und verschiedenen KGR (artihmetischer 
Mittelwert = mean, Standardabweichung = sd) 
  
a) Beispiele für die Beziehung zwischen
 korpusanalytischem Ansatz und Befragungsansatz
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Abbildung 3-5 c) zeigt den Zusammenhang von NGGR und Indirektem Georaumbezug. 
Es ist ersichtlich, dass es sich um einen nichtlinearen Zusammenhang mit einem Maxi-
mum bei NGGR 1 handelt. Der Anteil von IndGR für Artikel mit NGGR 0 ist gering. 
Für Artikel mit NGGR größer 1 nimmt der Anteil von Indirektem Georaumbezug ab. 
Der Zusammenhang von NGGR und KeinGR ähnelt dem inversen Zusammenhang 
von NGGR und DirGR. Hier gibt es einen starken positiven Zusammenhang, bei dem 
gilt: je höher der NGGR eines Artikels, desto höher die Wahrscheinlichkeit, dass dieser 
als KeinGR kategorisiert wird. Der Korrelationskoeffizient zwischen NGGR und dem 
Anteil der Kategorie KeinGR ist 0,59. 
Aus der geringen Streuung der Antworten der NGGR-0-Artikel für alle drei KGR 
lässt sich ableiten, dass deren Einordnung relativ eindeutig war. Die vergleichsweise 
hohen Streuungen bei den Artikeln, die über einen (NGGR 1) oder zwei Links (NGGR 
2) mit einem georeferenzierten Artikel verknüpft sind, in den Kategorien IndGR und 
KeinGR zeigen, dass die Einordnung hier schwieriger war und dass die Abgrenzung 
zwischen IndGR und KeinGR unscharf ist. Zusammenfassend kann festgestellt werden, 
dass die Hypothesen (1) – (3), die in Abschnitt 3.2.2 formuliert wurden, bestätigt wer-
den. 
3.3.3 Einfluss des Faktors Wissen auf die Ergebnisse der Befragung 
In diesem Abschnitt soll die aufgestellte Hypothese (4)130 über den Einfluss von Wissen 
auf die Ergebnisse der Kategorisierung überprüft werden. Abbildung 3-6 zeigt die Er-
gebnisse der Umfragegruppe ‚A‘ im Vergleich zur Umfragegruppe ‚B‘. Wie in Ab-
schnitt 3.2.1.2 beschrieben, wurden die Teilnehmer der Gruppe ‚A‘ ermutigt, zusätzli-
che Informationen zu nutzen, wenn sie in Ihrer Entscheidung unsicher waren. 
Aus Abbildung 3-6 geht hervor, dass der Faktor Wissen einen direkten Einfluss auf die 
Ergebnisse der Kategorisierungsaufgabe hat. Teilnehmer, denen es erlaubt war, zusätz-
liche Informationen zu nutzen und die damit potentiell mehr aktiviertes Wissen hatten, 
tendierten dazu, die Begriffe öfter in die Kategorien ‚Direkter Georaumbezug‘ oder 
‚Indirekter Georaumbezug‘ einzuordnen. Die Kategorisierung war also insgesamt 
‚räumlicher‘. Die Mittelwerte, die mit den grünen Linien verbunden sind zeigen dies für 
die Kategorie DirGR. Die Ergebnisse von Gruppe ‚A‘ (durchgezogene Linie) liegen bei 
allen NGGR über den Ergebnissen von Gruppe ‚B‘ (gepunktete Linie). Ebenso liegen 
die IndGR Ergebnisse (gelb) von Gruppe ‚A‘ über denen von Gruppe ‚B‘, mit Ausnah-
me von NGGR 0. Folglich liegen alle KeinGR Ergebnisse von Gruppe ‚A‘ unter denen 
von Gruppe ‚B‘. Der Anteil der Teilnehmer, die Begriffe als KeinGR kategorisiert ha-
ben, ist also bei Gruppe ‚A‘ Teilnehmern geringer als bei Gruppe ‚B‘ Teilnehmern. Eine 
                                                 
 
130  Vgl. Abschnitt 3.2.2. 
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ausführliche Darstellung der Ergebnisse, bei der für zusammengehörige Wertepaare 
jeweils die statistische Signifikanz für Unterschiede in Mittelwert und Varianz getestet 
wurde, befindet sich in Anhang C. 
Die Ergebnisse zeigen, dass die Hypothese (4) bestätigt werden kann: Teilnehmer 
mit zusätzlichem Wissen tendieren eher dazu Informationen als raumbezogen zu kate-
gorisieren. Trotz der statistischen Signifikanz unterscheiden sich die Ergebnisse mit und 
ohne zusätzliches Wissen insgesamt jedoch nur gering. In Gruppe ‚B‘ können darüber 
hinaus leicht erhöhte Standardabweichungen im Vergleich zu Gruppe ‚A‘ beobachtet 
werden. Wenngleich dieser Effekt nicht statistisch signifikant ist, deutet dies darauf hin, 
dass die Kategorisierung der Teilnehmer, die zusätzliche Informationen nutzen konnten, 
sicherer war. 
 
Abbildung 3-6:  Fehlerbalkendiagramm. Vergleich der Ergebnisse aus den Umfragegruppen ‚A‘ 
und den Umfragegruppen ‚B‘. Teilnehmer der Gruppen ‚A‘ wurden ermutigt, die Inhalte der 
korrespondierenden Wikipedia-Artikel zu nutzen. Teilnehmer der Gruppen ‚B‘ sollten keine 
weiteren Informationen nutzen. Da in den Gruppen ‚B‘ weniger Teilnehmer waren, wurden aus 
den Gruppen ‚A‘ zufällig Teilnehmer ausgewählt, sodass die Teilnehmerzahl je Fragegruppe von 
100 Begriffen vergleichbar war. Die Länge der Fehlerbalken repräsentiert die 
Standardabweichung. 
3.3.4 Einfluss des fachlichen Hintergrundes auf die Ergebnisse der Befra-
gung 
In diesem Abschnitt soll der Einfluss des fachlichen Hintergrundes der Teilnehmer auf 
die Kategorisierung überprüft werden. Es werden somit die Hypothesen (5) und (6) 
(vgl. Abschnitt 3.2.2) getestet. Um den stärksten Kontrast herzustellen werden die Er-
gebnisse der Teilnehmer verglichen, die entweder sowohl einen fachlichen Hintergrund 
in der Geobranche haben und die Raumbezugshypothese kennen (245 Teilnehmer), oder 
die weder einen fachlichen Hintergrund in der Geobranche haben noch die Raumbe-
zugshypothese kennen (78 Teilnehmer). 
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Insgesamt kann gesagt werden, dass die Unterschiede zwischen ‚Geo‘-Teilnehmern und 
‚Nicht-Geo‘-Teilnehmern geringer sind, als die Unterschiede zwischen Gruppe ‚A‘ 
Teilnehmern und Gruppe ‚B‘ Teilnehmern. Der Einfluss des Faktors fachlicher Hinter-
grund auf die Kategorisierungsergebnisse ist also geringer als der des Faktors Wissen. 
Anders als bei der Überprüfung des Faktors Wissen, wurde die Anzahl der in die 
Analyse einbezogenen Teilnehmer je Fragegruppe nicht aneinander angepasst. Der Vor-
teil davon ist, dass für die Gruppe mit fachlichem Hintergrund in der Geobranche die 
genauest möglichen Mittelwerte genutzt werden können und diese nicht von der zufällig 
ausgewählten notwendigerweise kleinen Stichprobe abhängen. Der Nachteil ist, dass die 
Standardabweichungen beider Gruppen nicht zuverlässig miteinander verglichen wer-
den können. Für die Gruppe der ‚Nicht-Geo‘-Teilnehmer sind teilweise nur sehr wenige 
Teilnehmer pro Fragegruppe vorhanden. Damit unterliegt die Antwortstreuung stärker 
dem Zufall. Die Hypothese (6), dass Teilnehmer mit einem entsprechenden fachlichen 
Hintergrund die Kategorisierung genauer vornehmen, kann somit nicht getestet werden. 
 
Abbildung 3-7:  Fehlerbalkendiagramm. Vergleich der Ergebnisse der Teilnehmer mit (245 
Teilnehmer, durchgezogene Linien) und ohne (78 Teilnehmer, gepunktete Linien) fachlichem 
Hintergrund in der Geobranche. Ein vorhandener fachlicher Hintergrund wird angenommen, 
wenn ein Teilnehmer sowohl angab, durch Ausbildung oder Beruf in die Geobranche involviert 
zu sein, als auch die 80%-These zu kennen. Die Länge der Fehlerbalken repräsentiert die 
Standardabweichung. 
Abbildung 3-7 zeigt die Ergebnisse für Teilnehmer mit und ohne fachlichen Hinter-
grund. Eine ausführliche Darstellung inklusive Signifikanztests hinsichtlich Unterschie-
den in den Mittelwerten befindet sich in Anhang C. Einige Differenzen zwischen beiden 
Gruppen können beobachtet werden: für die NGGR-0-Artikel haben die ‚Nicht-Geo‘-
Teilnehmer seltener die Kategorie IndGR gewählt und häufiger die Kategorien DirGR 
und KeinGR. Dies kann als Indiz interpretiert werden, dass für die fachfremden Teil-
nehmer die Kategorie ‚Indirekter Georaumbezug‘ zu unscharf ist oder zumindest weni-
ger klar, als die Kategorien KeinGR und DirGR. Für NGGR 1 und NGGR 2 bestätigt 
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sich diese Beobachtung jedoch nicht. Die Ergebnisse für NGGR 2 zeigen, dass die 
‚Geo‘-Teilnehmer signifikant öfter die Kategorie KeinGR gewählt haben. Der Grund 
dafür könnte sein, dass die ‚Geo‘-Teilnehmer eine genauere Vorstellung davon haben, 
welche Begriffe einen Georaumbezug haben und welche nicht. 
3.3.5 Prädiktion des Anteils raumbezogener Informationen für das gesam-
te Korpus der deutschen Wikipedia 
Mit Hilfe der Ergebnisse für beide Ansätze – korpusanalyitscher Ansatz und Befra-
gungsansatz – zur Bestimmung des Anteils raumbezogener Informationen kann eine 
Prädiktion des Anteils raumbezogener Informationen für die gesamte deutsche Wikipe-
dia berechnet werden. Tabelle 3-10 stellt die Ergebnisse dar. 
Die Mittelwerte jeder NGGR-KGR Kombination sind dabei die gleichen wie in Ab-
bildung 3-5 b) – d). Die Standardfehler der Mittelwerte sind mit dem robusten Verfah-
ren nach Wilcox (2004, S. 63) mit einer Genauigkeitsforderung von 2σ geschätzt. Die 
Anteile der verschiedenen NGGR sind angepasste Werte aus Tabelle 3-1, die relativ zu 
allen nicht isolierten Artikeln (NGGR=-1) berechnet werden. NGGR 4 ist vernachläs-
sigbar. Wie in Abschnitt 0 dargestellt, weisen die Kategorisierungsergebnisse für Grup-
pe ‚A‘ Teilnehmer eine geringere Streuung auf. Da dies ein Indiz für eine sicherere Ka-
tegorisierung ist, werden für diese Analyse die KGR Ergebnisse aus dieser Gruppe ge-
nutzt (vgl. auch Abbildung 7-2). Für jede NGGR-KGR Kombination wird der Prozent-
wert des entsprechenden NGGR-Anteils mit dem Mittelwert der jeweiligen KGR multi-
pliziert (Ergebnisse kursiv). Für den Standardfehler wird analog vorgegangen. Der Ge-
samtanteil jeder Kategorie berechnet sich aus der Summe der einzelnen Mittelwerte 
jeder Kategorie (Ergebnisse fett). Die Gesamtstandardfehler der Kategorien werden 
nach Gauß’schem Fehlerfortpflanzungsgesetz ermittelt. 
Es ergibt sich also, dass für den direkten Georaumbezug ein Anteil von 27,0% 
(±1,1%) und für den indirekten Georaumbezug ein Anteil von 30,3% (±1,2%) hochge-
rechnet werden kann. Diese beiden Kategorien ergeben zusammen einen Anteil von 
57,3% (±1,6%), die einem Anteil von 42,7% (±1,4%) Informationen ohne Georaumbe-
zug gegenüberstehen. Wird die Angabe der Ergebnisse in Form eines Intervalls bevor-
zugt, so können 26-28% (DirGR), 29-32% (IndGR) und 41-44% (KeinGR) genannt 
werden. 
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Tabelle 3-10: Hochrechnung der Anteile für die Kategorien des Georaumbezugs für die gesamte 
deutsche Wikipedia 
KGR / NGGR 
0 1 2 3
∑ 
17,6% 60,9% 20,7% 0,8%
DirGR 
0,90 ± 0,04 0,14 ± 0,01 0,06 ± 0,01 0,00 ± 0 27,0%
± 1,1%15,2% ± 0,7% 10,4% ± 0,8% 1,4% ± 0,2% 0,0% ± 0% 
IndGR 
0,08 ± 0,03 0,39 ± 0,01 0,21 ± 0,02 0,15 ± 0,34 30,3%
±1,2%2,0% ± 0,5% 23,9% ± 0,9% 4,4% ± 0,5% 0,1% ± 0,3% 
KeinGR 
0,02 ± 0,01 0,44 ± 0,02 0,72 ± 0,03 0,85 ± 0,34 42,7%
±1,4%0,7% ± 0,2% 26,9% ± 1,2% 14,3% ± 0,6% 0,8% ± 0,3% 
3.4 Klassifikation nutzergenerierter geographischer Informatio-
nen hinsichtlich der Korrelation Ort-Inhalt am Beispiel von 
mobil verfassten Microblogging-Texten 
In den folgenden zwei Unterkapiteln (Kapitel 3.4 und 3.5) steht die Frage nach der Be-
ziehung der Inhalte von nutzergenerierten geographischen Informationen und den Orten 
an denen diese erzeugt werden im Vordergrund. Die Untersuchung wird dabei am Bei-
spiel von mobil verfassten Microblogging-Texten demonstriert. Für einige der Anwen-
dungen, die Microblogging-Texte nutzen, wie beispielsweise Sentimentanalysen, Mei-
nungsforschung, Hochwasser- und Waldbrandmonitoring (vgl. Abschnitt 2.2.3.2), ist es 
erforderlich, nicht nur die eigentlichen Microblogging-Texte auszuwerten, sondern auch 
deren räumliche Metainformationen, sofern verfügbar. Dabei ist es von besonderer Be-
deutung, ob von einem Zusammenhang zwischen den Texten an sich und den Orten, an 
denen diese geschrieben werden, ausgegangen werden kann. Für den Fall, dass ein sol-
cher Zusammenhang besteht, könnte das Wissen darüber auch einen Beitrag zur Ge-
nauigkeitssteigerung der automatischen Georeferenzierung von Microblogging-Texten 
liefern. Relevant ist dies z.B. in Hinblick auf die Tatsache, dass bei der populären 
Microblogging-Plattform Twitter nur 1–3% aller Texte georeferenziert ist. Weiterhin 
würde der Nachweis des Zusammenhanges zwischen Ort und Inhalt von 
Microblogging-Texten Erkenntnisse in Bezug auf den Schutz der Privatsphäre von 
Microblogging-Nutzern liefern. Die Intentionen der Nutzer von Microblogging-
Plattformen (vgl. Abschnitt 2.2.3.2) lassen jedoch vermuten, dass der Zusammenhang 
zwischen dem Ort der Texterstellung und den Inhalten nicht notwendigerweise besteht. 
Hier unterscheiden sich nutzergenerierte geographische Informationen aus 
Microblogging-Plattformen z.B. von solchen aus Fotoplattformen, bei denen in den 
meisten Fällen von einem Zusammenhang von Bildinhalt und -beschreibung mit der 
(unmittelbaren) Umgebung des Nutzers bei der Aufnahme ausgegangen werden kann. 
Ein weiteres Forschungsziel dieser Arbeit ist es daher, den Grad des Zusammenhan-
ges zwischen mobil erzeugten Microblogging-Texten und den Orten, an denen diese 
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geschrieben werden, zu untersuchen. Da Twitter derzeit die bekannteste Plattform für 
die Publikation von Microblogging-Texten ist, wird ein Teil, der über diese Plattform 
veröffentlichten Texte, als Forschungsgegenstand gewählt. Um den Zusammenhang 
zwischen Ort und Tweet-Inhalten bewerten zu können, wird neben den eigentlichen 
georeferenzierten Tweets ein Modell für den räumlichen Kontext benötigt. Eine Mög-
lichkeit ist es, hierfür klassifizierte Points of Interest (POI) zu nutzen. Damit wird die 
Frage nach dem Zusammenhang zwischen Entstehungsort und Inhalt der Texte zur Fra-
ge, ob die betrachteten Tweets, inhaltlich in Bezug zu den in der Nähe der Entstehungs-
orte befindlichen POI-Klassen stehen. Sollten Tweets, die im Zusammenhang mit be-
stimmten POI-Klassen stehen, nicht zufällig räumlich verteilt sein, so kann ein Zusam-
menhang zwischen Entstehungsorten und Inhalt geschlussfolgert werden. In diesem Fall 
könnte ein Satz von bekannten POI-Klassen dazu dienen, die Genauigkeit der 
Georeferenzierung von Tweets anhand ihrer Texte zu verbessern. 
Neben klassifizierten POIs würden auch Landmarken wie z.B. das Brandenburger 
Tor, die Frauenkirche und der Eiffelturm eine weitere Möglichkeit für die Modellierung 
des räumlichen Kontextes darstellen. Diese Art von Objekten wird jedoch nicht weiter 
betrachtet, da in deren Umgebung eine vergleichsweise hohe Ort-Inhalt-Korrelation 
vermutet wird. Von dieser wird jedoch angenommen, dass sie eine Anomalie darstellt. 
Aus dem gleichen Grund werden auch topographische Objekte mit Eigennamen, wie 
beispielsweise McDonald’s Filialen oder Apple Stores, nicht untersucht. 
Voraussetzung für die Untersuchung der Beziehung zwischen Raum und Inhalt sind 
Methoden, mit denen diese Beziehung klassifiziert werden kann. Drei verschiedene 
Ansätze mit unterschiedlichem Automatisierungsgrad werden in dieser Arbeit vorge-
schlagen. Es wird unterschieden in vollständig manuelle Klassifikation, überwachte 
maschinelle Klassifikation mit manuell generierten Trainingsdaten und überwachte 
maschinelle Klassifikation mit lexikalischen Trainingsdaten. 
3.4.1 Manuelle Textklassifikation 
Die manuelle Klassifikation ist der methodisch einfachste Ansatz für die Klassifikation 
von Texten. Dabei wird jede einzelne Klassifikation von einem oder mehreren soge-
nannten Ratern131 durchgeführt. Die einzige Regel für die im konkreten Szenario be-
wusst allgemein formulierte Klassifikationsaufgabe ist, dass entschieden werden soll, ob 
der jeweilige Text aus der Sicht des Raters in Beziehung zur untersuchten POI-
Objektklasse steht. Die Klassifikation durch mehrere Rater mindert den Einfluss der 
subjektiven Beurteilung eines Raters. Eine ungerade Anzahl an Ratern erlaubt es, dass 
für alle Textklassifikationen in jedem Fall eine Mehrheitsentscheidung entsteht. Die 
                                                 
 
131  Ein Rater bezeichnet in diesem Kontext jemanden, der etwas beobachtet oder bewertet. 
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Gesamtheit dieser Mehrheitsentscheidungen kann im Weiteren für das Training der 
überwachten maschinellen Klassifikation genutzt werden. In der Informationswissen-
schaft und der Computerlinguistik wird diese Art der Trainingsdaten auch Goldstandard 
oder Referenzkorpus132 genannt. 
Der Zusammenhang zwischen Tweets und POIs wird zunächst von drei Ratern am 
Beispiel von vier POI-Objektklassen untersucht. Diese sind ‚Bahnhof‘, ‚Kino‘, ‚Restau-
rant‘ und ‚Supermarkt‘. Für jede Objektklasse werden zufällig 5.000 Tweets für die 
Klassifikation ausgewählt. Die Hälfte davon – also jeweils 2.500 Tweets – soll dabei 
nicht mehr als 250m vom jeweils nächstgelegenen Objekt der untersuchten Klasse ent-
fernt sein. Dieses Vorgehen hat folgende Vorteile: 
(1) Es ist möglich, direkt zu untersuchen, ob der Anteil relevanter Tweets nahe den 
untersuchten Objektklassen signifikant höher ist als an entfernten Orten. 
(2) Da ursprünglich eine Entfernungsabhängigkeit relevanter Tweets vermutet wird, 
könnte so effizienter eine größere Anzahl an Trainingsdaten für die überwachte 
maschinelle Klassifikation gewonnen werden. 
Zur Illustration des Verfahrens zeigt Tabelle 3-11 Beispieltexte, für die alle drei Rater 
übereinstimmend entschieden haben, dass sie in Beziehung bzw. nicht in Beziehung zur 
untersuchten Objektklasse ‚Bahnhof‘ stehen. 
Tabelle 3-11: Je fünf Beispieltexte, die übereinstimmend als in Beziehung stehend und nicht in 
Beziehung stehend zur Objektklasse ‚Bahnhof‘ beurteilt werden 
In Beziehung zur Objektklasse ‚Bahnhof‘ 
stehend 
Nicht in Beziehung zur Objektklasse 
‚Bahnhof‘ stehend 
Dann nehmen ich halt einen Zug früher und 
ignoriere meine Reservierung. 
165 Euro für 2 Rinderfilets aus Paraguay 
inkl Salat und jeweils 1 Bier. Netter Laden 
;) 
Der InterCity nach Hamburg ist pünktlich … 
dass ich das noch erleben darf! #weltbild 
2 von 6 boxern sehn total beschissen aus 
Dresden erreicht. Mit 3- Minuten Verspätung. Also nichts gegen Taxi Fahrer … 
Eine Mutter aus dem südlichen Teil der Re-
publik liest ihrem müden und gelangweilten 
Kind um 8:00 in der Bahn englische Bücher 
vor Warum nur? 
Waren die Kirchenglocken schon immer so 
laut? 
Es ist erst 9:42 Uhr und schon verdammt 
heiß in der S-Bahn. Ich sterbe. AHHHH. 
@Memo an mich die 2te: Morgens die 
Hand ausm gekippten Fenster halten, ist 
keine zuverlässige Temperaturangabe. 
Der Grad der Übereinstimmung der Rater kann durch das Maß der Interrater-
Reliabilität (IRR)133 ausgedrückt werden. Durch dieses Maß wird angegeben, inwieweit 
die Ergebnisse vom Beobachter unabhängig sind. Es handelt sich somit um ein Maß der 
                                                 
 
132 Vgl. z.B.: Carstensen et al. (2010, S. 150) 
133  Maß für die Urteiler-Übereinstimmung. 
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Objektivität der Gesamtbeurteilung durch die Rater. Gleichermaßen ist die IRR auch ein 
Maß für die Güte der Methode, die zur Messung einer bestimmten Variablen eingesetzt 
wird. Für die Berechnung wird eine von Conger (1980) vorgeschlagene Generalisierung 
von Fleiss’ Kappa (Fleiss 1971) genutzt, mit der die Interrater-Reliabilität für mehrere 
Rater bestimmt werden kann. 
3.4.2 Überwachte maschinelle Textklassifikation mit manuell klassifizier-
ten Trainingsdaten 
Die manuelle Textklassifikation ist ein zeit- und ressourcenintensiver Prozess. Eine 
Automatisierung dieses Prozesses ist wünschenswert, da somit sowohl eine größere 
Anzahl an Tweets als auch die Korrelation von Tweets mit weiteren POI-Objektklassen 
untersucht werden kann. Die Automatisierung der Textklassifikation kann mit Hilfe der 
überwachten maschinellen Klassifikation erfolgen. 
Methodisch ähnlich zum in diesem Abschnitt beschriebenen Vorgehen ist die Arbeit 
von Verma et al. (2011). Sie nutzen die überwachte Klassifikation von Texten für die 
automatische Beurteilung des Situationsbewusstseins, das durch Microblogging-Texte, 
die während Notfällen verfasst werden, ausgedrückt wird. Die benötigten Trainingsda-
ten werden dabei erhoben, indem Rater beurteilen, ob zufällig ausgewählte Texte the-
matisch auf ein bestimmtes Ereignis bezogen sind. Für das in dieser Arbeit untersuchte 
Szenario werden die Ergebnisse der manuellen Klassifikation genutzt. Der Goldstandard 
wird über die jeweiligen Mehrheitsentscheide, ob individuelle Tweets im Zusammen-
hang mit einer bestimmten POI-Objektklasse stehen, erstellt und enthält somit klassifi-
zierte Textstichproben, die als Eingangsdaten für das maschinelle Lernen dienen. 
Die Klassifikationsaufgabe, die für die Untersuchungen in dieser Arbeit durchgeführt 
wird, hat je POI-Objektklasse nur zwei mögliche Klassen: 
(1) Der Tweet steht thematisch im Zusammenhang mit der POI-Objektklasse 
(2) Der Tweet steht nicht thematisch im Zusammenhang mit der POI-Objektklasse 
Für die Umsetzung der überwachten Textklassifikation wird die Software für maschi-
nelle Sprachverarbeitung Mallet (McCallum 2002) genutzt134. Da diese nur die Algo-
rithmen Naive Bayes und Maximum Entropy unterstützt, wird die Methode der Support 
Vector Machines im Weiteren nicht genauer betrachtet135. Nigam et al. (1999) berich-
ten, dass ME bei der Klassifikation von Texten in vielen Fällen – jedoch nicht in allen – 
bessere Klassifikationsergebnisse liefert als NB. Da die Leistung des Klassifikationsal-
                                                 
 
134  Die Software ist unter dieser URL verfügbar: http://mallet.cs.umass.edu. Weiterhin befindet sich eine Kopie der 
Software im Forschungsdaten-Anhang zu dieser Arbeit, vgl. Anhang G. 
135  Für eine Beschreibung der drei Algorithmen wird auf Kapitel 2.5 verwiesen. 
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gorithmus vom konkreten Klassifikationsproblem abhängt, ist ein Vergleich der Ergeb-
nisse von NB und ME ratsam. 
3.4.2.1 Vorverarbeitung der Microblogging-Texte 
Das häufige Auftreten von Umgangssprache, Abkürzungen und Schreibfehlern er-
schwert die automatische Textklassifikation. Dies kann durch eine Vorverarbeitung der 
Texte zumindest teilweise umgangen werden. Zunächst werden dafür die URLs, die 
Interpunktion, die Anführungs- und Sonderzeichen und die Emoticons in den Texten 
entfernt. Anschließend werden die Texte lemmatisiert, d.h. alle Wörter werden auf ihre 
Grundform zurückgeführt. Beispielsweise wird ‚schrieb‘ zu ‚schreiben‘ und ‚Wörter‘ zu 
‚Wort‘. Hierfür wird die Software GermaNet (Hamp et al. 1997) genutzt. Anschließend 
werden alle Wörter auf ihre Stammform reduziert. Im deutschen wird beispielsweise das 
Wort ‚schreiben‘ zu ‚schreib‘. Genutzt wird der Stammform-Reduktionsalgorithmus 
nach Caumanns (1999). Während der Stammformreduktion werden zudem sehr häufige  
 
 
Abbildung 3-8:  Schematische Darstellung der Prozessierung von Twittertexten in Vorbereitung 
auf das überwachte maschinelle Lernen. Elemente, die im nächsten Verarbeitungsschritt 
geändert werden, sind rot dargestellt. 
„Alle Klimaanlagen laufen nicht. Der hintere Ice-Abschnitt bleibt heute 
verschlossen.“ #totalausfall #Bahn http://t.co/rUinTYke :(
URLs entfernen
„Alle Klimaanlagen laufen nicht. Der hintere Ice-Abschnitt bleibt heute 
verschlossen.“ #totalausfall #Bahn :(
Interpunktion, Anführungszeichen, Sonderzeichen entfernen
Alle Klimaanlagen laufen nicht Der hintere Ice Abschnitt bleibt heute 
verschlossen totalausfall Bahn :(
Emoticons entfernen
Alle Klimaanlagen laufen nicht. Der hintere Ice-Abschnitt bleibt heute 
verschlossen totalausfall Bahn
Lemmatisierung
alle Klimaanlage laufen nicht die hinter Ice Abschnitt bleiben heute 
verschlossen totalausfall Bahn 
Entfernen häufiger Wörter
Klimaanlage laufen Ice Abschnitt bleiben heute verschlossen
totalausfall bahn
Stammformreduktion
klimaanlag lauf ice abschnitt bleib heut verschloss totalausfall bahn
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Wörter, die nur sehr wenig zur Differenzierung des Sinnes von Texten beitragen, ent-
fernt. Vorstudien haben gezeigt, dass Lemmatisierung und Stammformreduktion die 
Klassifikationsergebnisse verbessern, da durch diese Verfahren die Zahl der einzigarti-
gen Merkmale reduziert wird. Abbildung 3-8 stellt die Vorverarbeitung der Twitter-
Texte schematisch dar. 
3.4.2.2 Evaluation der Ergebnisse der maschinellen Textklassifikation 
Um die Qualität der Ergebnisse der maschinellen Klassifikation evaluieren zu können, 
wird ein Teil der Trainingsdaten nicht für das Training verwendet, sondern für einen 
anschließenden Test. Abbildung 3-9 zeigt eine sogenannte Wahrheitsmatrix für die ma-
schinelle Klassifikation. Es wird unterschieden in richtig positive, falsche positive, 
falsch negative und richtig negative Klassifikationen. Aus dieser Einteilung können vier 
gebräuchliche Evaluationskriterien abgeleitet werden. 
 
Abbildung 3-9:  Wahrheitsmatrix für die überwachte maschinelle Klassifikation (eigene 
Bearbeitung nach Bird et al. 2009, S. 240) 
1. Präzision. Die Präzision P gibt das Verhältnis der richtig klassifizierten Elemen-
te zu allen klassifizierten Elementen an. Eine hohe Präzision impliziert, dass vie-
le klassifizierte Elemente auch tatsächlich richtig klassifiziert sind, eine geringe 
Präzision impliziert dagegen, dass auch viele nicht-relevante Elemente fälschli-
cherweise als relevant klassifiziert wurden. 
  (3-1) 
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2. Vollständigkeit. Die Vollständigkeit V gibt das Verhältnis der richtig klassifi-
zierten Elemente zu allen potentiell relevanten Elementen an. Eine hohe Voll-
ständigkeit impliziert, dass die meisten vorhandenen relevanten Elemente auch 
als solche klassifiziert wurden, eine geringe Vollständigkeit impliziert dagegen, 
dass viele eigentlich relevante Elemente nicht als solche klassifiziert wurden. 
  (3-2) 
3. F-Maß. Das F-Maß F ist das harmonische Mittel aus Präzision und Vollständig-
keit. In der Regel kann eine maschinelle Klassifikation nur entweder für die Prä-
zision oder für die Vollständigkeit optimiert werden. Steigt die Präzision der 
Klassifikation, so sinkt die Vollständigkeit und umgekehrt. Wird das Optimum 
aus beiden Qualitätskriterien gesucht, so kann versucht werden, die Klassifikati-
on so einzustellen, dass für das F-Maß der optimale Wert erzielt wird. 
 2 ∗ ∗
 (3-3) 
4. Genauigkeit. Die Genauigkeit G gibt das Verhältnis aller richtigen zu allen fal-
schen Klassifikationen an. Während Präzision, Vollständigkeit und F-Maß auf 
eine bestimmte Klasse bezogen sind, bezieht sich die Genauigkeit als Qualitäts-
maß auf die gesamte Klassifikation aller Klassen. 
  (3-4) 
3.4.2.3 Tuning der maschinellen Klassifikation 
Das Ergebnis der überwachten maschinellen Klassifikation für jedes untersuchte Do-
kument sind Wahrscheinlichkeitswerte für jede der in Frage kommenden Klassen. Die 
Summe der Wahrscheinlichkeiten ist 1. Bei einer Klassifizierung in zwei Klassen wird 
ohne zusätzliches Wissen 0,5 als Schwellwert für die Zuordnung des Dokuments in eine 
der beiden Klassen gewählt. Mit Hilfe von manuell klassifizierten Testdaten kann ge-
prüft werden, welcher Schwellwert in Bezug auf das F-Maß optimal ist. Die maschinel-
le Klassifikation kann anschließend auf diesen Wert eingestellt werden. 
3.4.3 Überwachte maschinelle Textklassifikation mit lexikalischen Trai-
ningsdaten 
Die überwachte maschinelle Klassifikation mit manuell klassifizierten Trainingsdaten 
stellt einen Schritt in Richtung Automatisierung der zu lösenden Klassifikationsaufgabe 
dar. Jedoch werden für jede neue POI-Objektklasse, für die damit in Zusammenhang 
stehende Tweets gefunden werden sollen, neue Trainingsdaten benötigt, die manuell 
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generiert werden müssen. Um effizient den Zusammenhang zwischen Tweets und wei-
teren POI-Objektklassen untersuchen zu können, sollen auch die Trainingsdaten mög-
lichst automatisch erfasst werden. Ein möglicher Ansatz hierfür ist es, ein Lexikon von 
Wörtern und deren Relevanz für die konkrete Objektklasse aus einem geeigneten beste-
henden Korpus abzuleiten. Die Wörter und deren Relevanz können dabei aus der Signi-
fikanz der Kookkurrenz mit den Namen der POI-Objektklassen abgeleitet werden, die 
somit als Ausgangspunkt für die Suche im Korpus dienen. Die berechneten 
Signifikanzniveaus der Kookkurrenzen können als Gewichte des Klassifikationsmodells 
für die maschinelle Klassifikation verwendet werden. Ein Beispiel für eine vergleichba-
re Arbeit findet sich bei Turney (2002), der automatisiert Gesamturteile für Rezensionen 
erzeugt. Dafür nutzt er die Wörter „ausgezeichnet“ („excellent“) und „schlecht“ 
(„poor“) als Ausgangspunkt und bestimmt für alle Uni- und Bigramme der Rezensionen 
die Signifikanz deren Kookkurrenz mit diesen beiden Wörtern. Je nachdem, mit wel-
chem der Ausgangsworte die Wörter der Rezension durchschnittlich signifikanter 
kookkurrieren, ergibt sich die Tendenz des Gesamturteils. Für die in dieser Arbeit un-
tersuchte Forschungsfrage werden die Bezeichnungen der POI-Objektklassen, also z.B. 
‚Bahnhof‘, ‚Kino‘, ‚Restaurant‘ und ‚Supermarkt‘ als Ausgangsworte genutzt. Es wird 
dabei angenommen, dass diese Namen jeweils als Bezeichnung bzw. Begriff für die 
gesamte Kategorie von Objekten dienen können. 
Ein Korpus-Kandidat für diesen Ansatz wurde durch die Arbeit von Biemann et al. 
(2004) geschaffen. Sie haben mit Methoden, die unabhängig von einer konkreten Ein-
zelsprache sind, monolinguale Korpora generiert. Das Ergebnis des damit verbundenen 
Forschungsprojektes ‚Wortschatz‘ (Quasthoff et al. 2006) ist über die Projektwebsei-
te136 verfügbar. Die Korpora können in 229 Sprachen heruntergeladen werden137. Der 
im Folgenden beschriebene Ansatz ist somit potentiell für viele Sprachen verwendbar. 
Für jede Sprache existieren Korpora für zwei Genres: ‚Enzyklopädie‘ und ‚News‘. Das 
Korpus ‚Enzyklopädie‘ ist aus Wikipedia-Artikeln kompiliert worden. Das Korpus 
‚News‘ wurde durch die automatische Abfrage von Nachrichten-Webseiten zusammen-
gestellt. Da angenommen werden kann, dass das Genre ‚News‘ den Inhalten von 
Twitter-Texten grundsätzlich ähnlicher ist als das Genre ‚Enzyklopädie‘, wird für die 
weiteren Untersuchungen nur das Korpus dieses Genres genutzt. Diese Annahme wird 
durch eine Arbeit von Zhao et al. (2011) gestützt, die deutliche Ähnlichkeiten feststel-
len zwischen Themen, die in Microblogging-Texten abgedeckt werden und Themen in 
traditionellen Nachrichtenmedien, im konkreten Fall die New York Times Onlineaus-
gabe, wenngleich die Twitter-Themen ein deutliches Bias in Richtung der Themen Kul-
tur, Prominente und persönliches Leben haben. Ein durchgeführter Test der beiden Gen-
                                                 
 
136  http://wortschatz.uni-leipzig.de/. 
137  http://corpora.informatik.uni-leipzig.de/download.html. 
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res an der konkreten Klassifikationsaufgabe bestätigt zudem die bessere Eignung des 
Korpus ‚News‘ im Vergleich zum Korpus ‚Enzyklopädie‘. 
Wie durch Biemann et al. (2004) beschrieben, enthält das ‚Wortschatz‘ News-
Korpus bereits berechnete Werte für die Signifikanz der Kookkurrenz von Wörtern. 
Maßgebend ist dabei die Kookkurrenz zweier Wörter innerhalb eines Satzes. Die Be-
rechnung erfolgte mit einer leicht geänderten Version des von Dunning (1993) be-
schriebenen Log-Likelihood-Maßes. Somit kann für jedes Wort – konkret werden die 
Bezeichnungen der POI-Objektklassen genutzt – effizient die Liste der kookkurrieren-
den Wörter und deren Signifikanz abgefragt werden. 
Die Signifikanzwerte werden genutzt, um für jede POI-Klasse spezifische Pseudo-
korpora zu erstellten. Ein Pseudokorpus besteht dabei aus einer Menge von insgesamt 
40.000 ‚Sätzen‘. 20.000 dieser ‚Sätze‘ werden der Klasse ‚relevant zur betrachteten 
Objektklasse‘ zugeordnet. Jeder dieser 20.000 ‚Sätze‘ enthält 10 Wörter. Die Wahr-
scheinlichkeit, dass ein Wort ausgewählt wird, bestimmt sich anhand Formel (3-5), wo-
bei  die Signifikanz der Kookkurrenz mit dem POI-Begriff bezeichnet. Der POI-
Begriff selbst wird mit der Wahrscheinlichkeit des am signifikantesten 




Die anderen 20.000 ‚Sätze‘ werden der Klasse ‚nicht relevant zur betrachteten Objekt-
klasse‘ zugeordnet. Diese 20.000 ‚Sätze‘ enthalten ebenfalls jeweils 10 Worte. Hier 
bestimmt sich die Wahrscheinlichkeit, dass ein Wort ausgewählt wird aus der Gesamt-





Die so generierten klassifizierten ‚Sätze‘ dienen anschließend als Eingangsdaten für die 
überwachte maschinelle Klassifizierung und ersetzen somit die manuell klassifizierten 
Trainingsdaten. 
Eine Grenze dieses Ansatzes besteht in der Mehrdeutigkeit bestimmter Objektklas-
senbezeichnungen, wie z.B. ‚Bank‘. Bei diesen Objektklassen treten signifikante Kook-
kurrenzen für alle Wortbedeutungen auf, was zu Fehlklassifikationen führt. 
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3.4.4 Verwendete Daten 
3.4.4.1 Aufzeichnung von mobilen Microblogging-Texten mit der Twitter-Streaming-
API 
Wie bereits zuvor erläutert, wird der Dienst Twitter als Forschungsgegenstand gewählt, 
da dieser die derzeit populärste Microblogging-Plattform ist. Auf die Microblogging-
Texte kann über eine Programmierschnittstelle (API) automatisiert zugegriffen werden. 
Für diese Arbeit wurde die Twitter-Streaming-API mit der Basiszugriffsstufe „Spritzer“ 
genutzt. Die Twitter-Streaming-API erlaubt es, kontinuierlich gerade veröffentlichte 
Tweets aufzuzeichnen. Der automatisierte Zugriff auf in der Vergangenheit verfasste 
Tweets ist jedoch nicht möglich. Der Basiszugriff unterliegt der Limitierung, dass nur 
ungefähr 1% aller veröffentlichten Tweets automatisiert abgefragt werden kann. Dabei 
erfolgt die Filterung seitens des Dienstanbieters zufällig, der Nutzer der Schnittstelle 
wird jedoch über Systemnachrichten darüber informiert, dass Filterungen erfolgt sind. 
Es ist möglich, den Zugriff über die Streaming-API zu parametrisieren und damit die 
Menge der angefragten Daten zu reduzieren. Dabei kann auch ein räumlicher Parameter 
in Form einer Bounding Box verwendet werden. In mehreren Untersuchungen (Leetaru 
et al. 2013, Andrienko et al. 2013) wurde bereits festgestellt, dass der Anteil der Tweets 
mit Koordinate nur ungefähr 1–3% beträgt, was mit meinen Beobachtungen in der 
Untersuchungsregion Deutschland übereinstimmt. Die Parametrisierung der API-
Abfrage mit einer Bounding Box (Süd-West: 5,8° ö.L. / 45,8° n.B.; Nord-Ost: 15,1° 
ö.L. / 55,1° n.B.) bewirkt, dass die abgefragte Datenmenge drastisch reduziert wird. 
Wenngleich die Twitter-API als Black Box angesehen werden muss, da genaue Details 
über die Implementierung nicht zur Verfügung stehen, kann angenommen werden, dass 
durch die beschriebene Parametrisierung der Abfrage weitgehend alle georeferenzierten 
Tweets für die Untersuchungsregion Deutschland erfasst werden können. Unterstützt 
wird diese Vermutung einerseits durch die ungefähre Übereinstimmung des 1%-Anteils 
abfragbarer Tweets und der 1 – 3% georeferenzierten Tweets und andererseits durch das 
Ausbleiben von Systemnachrichten über erfolgte Filterungen seitens des Schnittstellen-
anbieters. 
Beobachtungen während der Implementierung ergaben, dass ungefähr 80% der Posi-
tionsinformationen mit Hilfe eines GPS-Moduls bestimmt wurden und 20% mit Hilfe 
der IP-Adresse oder des Mobilfunknetzwerkes. Gespeichert werden jedoch nur Tweets, 
die tatsächlich mit GPS-Koordinaten georeferenziert sind – Tweets, bei denen die 
Georeferenzierung durch alternative Methoden erfolgte und die dadurch in der Regel 
nur eine Ortsbezeichnung inklusive dessen Bounding Box als Positionsangabe haben, 
werden nicht gespeichert, da deren Positionsgenauigkeit für den Untersuchungszweck 
nicht ausreichend ist. Der Zeitraum der Datenerfassung war September 2012 bis April 
2013. 
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3.4.4.2 Filterung verwendbarer Microblogging-Texte 
Nach der Erfassung der Rohdaten erfolgen mehrere Verarbeitungsschritte, die der Vor-
bereitung für die spätere Auswertung dienen. (1) Es werden alle Tweets entfernt, die 
zwar innerhalb der während der Abfrage verwendeten Bounding Box liegen, nicht je-
doch innerhalb der Grenzen der Untersuchungsregion Deutschland. (2) Für jeden Tweet 
wird eine Spracherkennung durchgeführt, mit dem Ziel Tweets zu entfernen, deren 
Sprache nicht als Deutsch erkannt wird. Die Spracherkennung basiert auf N-Grammen. 
Es wird die Implementierung der Apache Tika Bibliothek (Mattmann und Zitting 2012) 
verwendet. Da diese Form der Spracherkennung bei sehr kurzen Texten nicht zuverläs-
sig genug ist, wird zusätzlich die Spracheinstellung aus den Nutzerprofilen der Tweet-
Verfasser genutzt. Nur wenn übereinstimmend Deutsch als Sprache festgestellt wird, 
wird der Tweet weiter verwendet. Abbildung 3-10 verdeutlicht die dabei festgestellten 
Größenverhältnisse. 
 
Abbildung 3-10:  Veranschaulichung der relativen Verhältnisse von Tweets, bei denen die 
Spracheinstellung im zugehörigen Nutzerprofil deutsch ist, bei denen die N-Gramm-
Sprachdetektion Deutsch ergibt und für die Deutsch als Sprache des Tweet-Textes 
geschlussfolgert wird 
(3) Es werden alle Tweets entfernt, die nicht von einer dieser Plattformen erzeugt wur-
den: iPhone/iPad, Android und Blackberry. Bei diesen drei Betriebssystemen handelt es 
sich um die im Untersuchungszeitraum am häufigsten genutzten Betriebssysteme auf 
Smartphones bzw. Tablet-Computern. Ziel ist es, damit Tweets zu filtern, die semi-
automatisch erzeugt werden. Beispielsweise werden durch Anwendungen wie 
Foursquare, Instagram und diverse automatisierte Prozeduren (Bots), die die Twitter-
Schnittstelle implementieren, viele Tweets mit nicht von Nutzern selbst generierten 
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Textbausteinen erzeugt. Diese stellen keinen Mehrwert für die angestrebte Untersu-
chung dar. Da diese Anwendungen den erzeugten Tweets als Metainformation jedoch 
eine spezifische Clientinformation hinzufügen, können sie leicht gefiltert werden. Bei 
den Clients iPhone/iPad, Android und Blackberry wird angenommen, dass es sich 
überwiegend nicht um automatisiert erzeugte Tweets handelt138. 
Tabelle 3-12 zeigt die Verteilung der Twitterclients innerhalb der verwendeten 
Bounding Box im Zeitraum 9/2012 – 4/2013. Es ist ersichtlich, dass Twitter mindestens 
zu 60% auf mobilen Geräten verwendet wird. Dazu werden folgende Clients gezählt: 
die Clients der Plattformen iPhone/iPad, Android, BlackBerry und WindowsPhone so-
wie die Anwendungen Foursquare und Instagram, die selbst hauptsächlich auf mobilen 
Geräten verwendet werden. Für einen Großteil dieser Tweets wird angenommen, dass 
sie während mobiler Nutzung entstanden sind. 
Tabelle 3-12: Verteilung der Twitterclients mit Positionsangabe. Die Positionsangabe kann ent-
weder ein Toponym sein (inklusive Bounding Box), das durch Twitter mit Hilfe der IP-Adresse 
oder mit Hilfe eines GPS-Moduls bestimmt wird 
Client Anteil (%)
Twitter für iPhone/iPad 24




Twitter für BlackBerry 2
Twitter für WindowsPhone 1
Andere 16
∑ 100
Abbildung 3-11 gibt einen Überblick über die im Untersuchungszeitraum insgesamt 
gesammelten Daten sowie über den Anteil der Daten (12%), der nach erfolgter Filterung 
nach Sprache und Client für die weiteren Untersuchungen genutzt wird. Insgesamt kön-
nen demnach 523.024 Tweets verwendet werden. Diese stammen von 24.404 verschie-
denen Nutzern des Dienstes. 6.056 Nutzer haben im Untersuchungszeitraum mindestens 
10 Tweets verfasst. 
Es zeigt sich, dass insbesondere in Folge der automatischen Spracherkennung nur ein 
kleiner Teil der Tweets genutzt werden kann. Dafür gibt es mehrere Gründe. Wie schon 
weiter oben in diesem Abschnitt erwähnt, ist die automatische Spracherkennung bei 
kurzen Texten mit maximal 140 Zeichen nicht sehr präzise. Die Genauigkeit wird durch 
die häufige Verwendung von Umgangssprache, Abkürzungen und das Auftreten von 
Tippfehlern weiterhin verringert. Andererseits hat eine manuelle Überprüfung der Daten 
                                                 
 
138  Alle Microblogging-Texte, die nach erfolgter Datenbereinigung für die weiteren Untersuchungen verwendet 
wurden, sind im Forschungsdaten-Anhang zu dieser Arbeit gespeichert, vgl. Anhang G. 
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ergeben, dass tatsächlich ein beträchtlicher Teil der Tweets nicht in deutscher Sprache 
verfasst ist. Durch die doppelte Prüfung – Deutsch wird nur als Sprache angenommen, 
wenn das Ergebnis der automatischen Spracherkennung und die Einstellung im Nutzer-
profil übereinstimmen – wird auch der Anteil an Tweets gefiltert, der zwar richtigerwei-
se als Deutsch erkannt wurde, bei dem aber die Nutzerspracheinstellung nicht auf 
Deutsch gesetzt wurde. Hierbei wirkt sich nachteilig aus, dass die Voreinstellung der 
Nutzersprache bei Twitter Englisch ist. 
 
Abbildung 3-11:  Veranschaulichung der relativen Verhältnisse von Tweets innerhalb der 
Untersuchungsregion Deutschland sowie von mobil erzeugten und als deutschsprachig 
angenommenen Tweets 
3.4.4.3 Zeitliche und räumliche Muster der Microblogging-Texte 
Abbildung 3-12 zeigt zeitliche Muster von nutzergenerierten geographischen Informati-
onen. Dabei werden Microblogging-Texte mit Fotos verglichen. Es ist ersichtlich, dass 
die Hauptaktivität bei Microblogging-Texten in den Abendstunden liegt, während Fotos 
überwiegend nachmittags entstehen. Das Verfassen von Microblogging-Texten ist we-
niger von der Verfügbarkeit von Tageslicht abhängig als Fotografieren. Im wöchentli-
chen Vergleich zeigt sich, dass beim Microblogging keine markanten Spitzen auftreten 
im Gegensatz zum Fotografieren, bei dem eine Häufung am Wochenende festgestellt 
werden kann. Beim Fotografieren zeigt sich auch ein jahreszeitlicher Trend. Dieser 
kann aufgrund des zu kurzen Untersuchungszeitraumes für die Microblogging-Texte 
nicht überprüft werden, wird jedoch auch nicht angenommen, da die Häufung von Fotos 
in den Sommermonaten ebenfalls mit der Verfügbarkeit von Tageslicht erklärt werden 
kann, das für Microblogging keine Voraussetzung ist. 




Tweets von mobilen Geräten
2.787.431
62%












Abbildung 3-12:  Vergleich der zeitlichen Aktivitätsmuster zwischen Fotos der Plattform Flickr 
(Auswertezeitraum 01/2005-12/2012) und Tweets der Plattform Twitter (Auswertezeitraum 
08/2012-04/2013). Alle Daten beziehen sich auf die Untersuchungsregion Deutschland. 
  
Abbildung 3-13:  Vergleich der Einwohnerdichte und der Tweetdichte in Deutschland. Links: 
Einwohnerdichte (~80,5 Mio. Einwohner), rechts: Tweetdichte von mobilen Geräten mit 
Deutsch als detektierter Sprache (Zeitraum: 9/2012 – 4/2013, insgesamt 523.024 Tweets, vgl. 
Abbildung 3-11). Beide Visualisierungen basieren auf einer Kerndichteschätzung mit einer 
Gaußkerngröße von jeweils 25km. Der Pearson’sche Korrelationskoeffizient zwischen beiden 
Kerndichteschätzungen ist 0,94. Dargestellt sind weiterhin die Großstädte (OSM-Tag 
„place=city“), die Bundesländergrenzen und das Gewässernetz. Die Beschriftung der Städte 
erfolgte nach einer automatischen Prozedur mit der Bedingung, Überlappungen verschiedener 
Beschriftungen zu minimieren. 
Es zeigt sich also, dass in der Analyse von Microblogging-Texten als weitere Quelle 
von nutzergenerierten geographischen Informationen nicht nur ein Mehrwert dadurch 
gegeben ist, dass diese eine andere Kommunikationsform darstellen, sondern auch da-
durch, dass ein anderer zeitlicher Bereich und damit ein zusätzlicher Kontext des Le-
bens untersucht werden kann. 
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Abbildung 3-13 zeigt die Untersuchungsregion Deutschland und einen Vergleich der 
Kerndichteschätzung zwischen der Bevölkerungsdichte und der Tweetdichte. Aus der 
Visualisierung ist ersichtlich, dass es eine große Übereinstimmung zwischen den Mus-
tern beider Verteilungen gibt. Der Pearson’sche Korrelationskoeffizient zwischen bei-
den Kerndichteschätzungen von 0,94 bestätigt diese Annahme. Die größte Dichte ist bei 
beiden Verteilungen in Berlin, entlang des Rheins, in Hamburg und in München. 
Leetaru et al. (2013) bilanzieren die Ähnlichkeit dieser beiden Muster mit der Aussage: 
„wo es Elektrizität [Menschen] gibt, da gibt es auch Tweets“. Deutlich wird jedoch, 
dass es bei der Verteilung der Tweets eine größere Konzentration in den Ballungsräu-
men gibt. Dort ist der Anteil junger Menschen meistens größer als in den ländlichen 
Regionen. Damit verbunden ist ein höherer Anteil an Menschen, die eine starke Affini-
tät haben, mobile Geräte und Dienste wie Twitter zu nutzen. 
3.4.4.4 Verwendete Points of Interest 
Die POI-Daten werden von OpenStreetMap (OSM) extrahiert. Neis et al. (2010) stellten 
2009 zwar fest, dass der POI-Datensatz von OSM sehr heterogen ist und im Vergleich 
zu Daten des Navigationsdatenanbieters TeleAtlas weniger vollständig. Jedoch haben 
spätere Untersuchungen (z.B. Neis et al. 2011) auch ein rasches Wachstum des gesam-
ten OSM-Datensatzes festgestellt, was die Annahme unterstützt, dass sich die Situation 
seit 2009 verbessert hat. 
Tabelle 3-13: OSM-Tags, entsprechende POI-Objektklasse und Anzahl der Objekte, die aus 
dem OSM-Dump für Deutschland extrahiert wurden (OSM-Dump vom 23.10.2013) 
POI OSM-Tag Anzahl der Objekte in Deutschland 
Bäcker shop=bakery 26.538 
Bahnhof railway=station, railway=halt 10.527 
Flughafen aeroway=terminal 338 
Kino amenity=cinema 1.392 
Kneipe amenity=bar, amenity=pub 20.660 
Krankenhaus amenity=hospital 4.548 
Museum tourism=museum 5.932 
Restaurant amenity=restaurant 73.911 
Schule amenity=school 36.942 
Supermarkt shop=supermarket 32.863 
Theater amenity=theatre 2.048 
Zoo tourism=zoo 924 
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Für die Untersuchung werden die OSM-Daten von Oktober 2013 genutzt. Diese werden 
mit dem Programm osm2pgsql139 direkt aus dem OSM-Dump extrahiert. Tabelle 3-13 
zeigt eine Übersicht der Objektklassen und die Anzahl der Objekte, die für die Untersu-
chungen verwendet werden140. Für den Fall, dass sich die OSM-Tags auf Polygone be-
ziehen, wird der Zentroid berechnet. In der Natur des OSM-Projektes liegt es, dass In-
konsistenzen bei der Verwendung der Attribute nicht ausgeschlossen werden können. 
Gründe dafür sind die Vielzahl verschiedener Bearbeiter mit unterschiedlichen Kennt-
nissen und der teils gewollte Mangel an allgemein verbindlichen Konventionen. Wegen 
der Größe des Datensatzes wird jedoch angenommen, dass diese Inkonsistenzen für die 
nachfolgenden Studien nur von geringer Relevanz sind. 
3.4.5 Ergebnisse 
3.4.5.1 Manuelle Annotation von Texten 
Als erstes Studienbeispiel dienen georeferenzierte Tweets und ihr Zusammenhang zur 
POI-Objektklasse ‚Bahnhof‘. Wie im methodischen Teil in Abschnitt 3.4.1 beschrieben, 
werden zufällig 2.500 Tweets selektiert, deren Entfernung zum nächstgelegenen Bahn-
hof nicht größer als 250m ist (Satz ‚nahe Tweets‘) sowie 2.500 Tweets mit einer belie-
bigen Entfernung zum nächsten Bahnhof (Satz ‚Tweets mit beliebiger Entfernung‘). Im 
manuellen Klassifikationsprozess konzentrieren sich die Rater darauf, ob ein individuel-
ler Tweet relevant für die Objektklasse ‚Bahnhof‘ ist. Es zeigt sich, dass dabei überwie-
gend Themen im Kontext des öffentlichen Personennahverkehrs markiert werden. Das 
umfasst beispielsweise Texte über verspätete, überfüllte oder verschmutzte Züge, die 
Ankunft oder das Verlassen eines Ortes, ungewöhnliche Ereignisse an Bahnhöfen oder 
in Zügen sowie Texte darüber, dass ein Zug, eine Straßenbahn oder ein Bus knapp 
(nicht) erreicht wurde. Tabelle 3-14 zeigt eine detaillierte IRR-Auswertung für diese 
Klassifikation. In Anlehnung an die von Landis et al. (1977) vorgeschlagene Interpreta-
tion von Fleiss‘ Kappa, kann die Gesamt-IRR für den Satz ‚nahe Tweets‘ als „(fast) 
vollkommene Übereinstimmung“ bezeichnet werden und für den Satz ‚Tweets mit be-
liebiger Entfernung‘ als „wesentliche Übereinstimmung“. Die etwas bessere Überein-
stimmung im Satz ‚nahe Tweets‘ kann entweder mit der höheren Anzahl der relevanten 
Tweets in diesem Satz erklärt werden, der es den Ratern ermöglichte, ihre eigenen Be-
wertungskriterien besser zu entwickeln, oder sie ist eine Folge der unterschiedlichen 
Rater beider Sätze. 
                                                 
 
139  Download des Programms: https://github.com/openstreetmap/osm2pgsql. 
140  Alle POI-Objekte sind in Form von ESRI-Shapefiles im Forschungsdaten-Anhang zu dieser Arbeit gespeichert, 
vgl. Anhang G. 
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Tabelle 3-14: IRR-Analyse der Tweet-Ratings in Bezug auf deren Zusammenhang zur Objekt-
klasse ‚Bahnhof‘. Der Goldstandard resultiert aus den Mehrheitsentscheiden aller Rater. Alle 
Werte wurde mit Fleiss‘ Kappa berechnet (Fleiss 1971, Conger 1980) 
Satz ‚nahe Tweets‘ (d.h. Entfernung Tweets –  POI < 250m), Gesamt-IRR=0,81 
 Rater 2 Rater 3 Goldstandard
Rater 1 0,77 0,88 0,94 
Rater 2 0,79 0,84 
Rater 3 0,95 
Satz ‚Tweets mit beliebiger Entfernung‘ (Tweet –  POI), Gesamt-IRR=0,72 
 Rater 2 Rater 3 Goldstandard
Rater 1 0,78 0,88 0,94 
Rater 2 0,79 0,84 
Rater 3 0,95 
Tabelle 3-15: IRR für die Klassifizierung des Zusammenhangs zwischen Tweets und den Ob-
jektklassen ‚Bahnhof‘, ‚Kino‘, ‚Restaurant‘ und ‚Supermarkt‘. Angegeben ist der Durchschnitt 
aus dem Satz ‚nahe Tweets‘ und dem Satz ‚Tweets mit beliebiger Entfernung‘. 
POI-Objektklasse IRR
Bahnhof 0,77 („wesentliche Übereinstimmung“) 
Kino 0,63 („wesentliche Übereinstimmung“) 
Restaurant 0,48 („mittelmäßige Übereinstimmung“) 
Supermarkt 0,54 („mittelmäßige Übereinstimmung“) 
Für die Objektklassen ‚Kino‘, ‚Restaurant‘ und ‚Supermarkt‘ wurden ebenso 5.000 
Tweets manuell in Bezug auf ihre Relevanz für diese Objektklassen beurteilt. In An-
hang E sind für jede Objektklasse jeweils die als relevant klassifizierten Texte des ent-
sprechenden Satzes ‚nahe Tweets‘ (für die Objektklasse ‚Bahnhof‘ des Satzes ‚Tweets 
mit beliebiger Entfernung‘) dargestellt141. Tabelle 3-15 enthält die Ergebnisse der Ge-
samt-IRR. Es ist ersichtlich, dass die Übereinstimmung der Rater bei der Objektklasse 
‚Bahnhof‘ am höchsten ist. Die Ergebnisse der drei weiteren Objektklassen sind deut-
lich schlechter. 
Tabelle 3-16 zeigt die Anteile der für die manuell klassifizierten POI-Objektklassen 
relevanten Tweets in Abhängigkeit von der Entfernung zum jeweils nächstgelegenen 
POI-Objekt. Bei der Objektklasse ‚Bahnhof‘ ist die Entfernungsabhängigkeit deutlich. 
In der Nähe von Bahnhöfen, d.h. bei Tweets, die näher als 250m am Zentroid eines 
Bahnhofsgrundrisses liegen, ist der Anteil relevanter Tweets ungefähr 10%, wohinge-
gen bei Tweets, die weiter als 250m entfernt sind, der Anteil nur 2,2% ist. Für die ande-
ren drei untersuchten Objektklassen ist die Entfernungsabhängigkeit weniger deutlich. 
Die Objektklassen ‚Kino‘ und ‚Supermarkt‘ zeigen eine Abnahme um 50% zwischen 
nahen und entfernten Tweets. Bei der Objektklasse ‚Restaurant‘ ist kein signifikanter 
                                                 
 
141  Im Forschungsdaten-Anhang zu dieser Arbeit sind die manuellen Klassifikationen aller Microblogging-Texte 
gespeichert, vgl. Anhang G. 
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Unterschied des Anteils relevanter Tweets zwischen nahen und entfernten Tweets fest-
stellbar. Ursache könnte aber hierfür auch der gewählte Entfernungsschwellwert sein. 
Da Kinos, Restaurants und Supermärkte in der Regel kleiner sind als Bahnhöfe, ist an-
zunehmen, dass auch der „Wirkungsradius“ dieser Objektklassen kleiner ist. Für diese 
Objektklassen ist somit ein deutlicherer Unterschied zwischen ‚nahen‘ und ‚entfernten‘ 
Tweets bei der Wahl eines Schwellwertes von z.B. nur 50m denkbar. Ziel der Analyse-
methode, die in Abschnitt 3.5 beschrieben ist, ist deshalb eine kontinuierliche Untersu-
chung der Entfernungsabhängigkeit. 
Tabelle 3-16: Anteile der mit manueller Klassifikation ermittelten relevanten Tweets in Abhän-
gigkeit von der Entfernung zum jeweils nächstgelegenen POI-Objekt 
POI-
Objektklasse 
Entfernung Tweet – POI < 
250m (aus Satz ‚nahe 
Tweets‘) 
Entfernung Tweets – POI 
> 250m (aus Satz ‚Tweets 




Bahnhof 246/2.500 (9,8%) 49/2.187 (2,2%) 83/2.500 (3,3%)
Kino 51/2.500 (2,0%) 24/2.335 (1,0%) 25/2.500 (1,0%)
Restaurant 60/2.500 (2,4%) 33/1.462 (2,3%) 56/2.500 (2,2%)
Supermarkt 30/2.500 (1,2%) 7/1.754 (0,4%) 14/2.500 (0,6%)
Abbildung 3-14 zeigt, wie sehr und zu welchen Zeiten die Muster von Tweets, die für 
bestimmte POI-Objektklassen relevant sind, vom zeitlichen Muster aller Tweets abwei-
chen. Im Wochentrend zeigt sich z.B. bei der Objektklasse ‚Bahnhof‘ nur montags eine 
leichte Erhöhung im Vergleich zu allen Tweets. Im Tagestrend weichen die Morgen- 
und Abendstunden vom allgemeinen Muster ab. Es sind also die Hauptverkehrszeiten, 
die viele Anreize bieten, über Themen mit Relevanz zur Objektklasse ‚Bahnhof‘, zu 
schreiben. Dies gilt besonders am Montag, wenn auch viele Wochenpendler unterwegs 
sind. Tweets mit Relevanz zur Objektklasse ‚Supermarkt‘ gibt es vermehrt montags und 
samstags, sonntags jedoch kaum. Das Thema ‚Kino‘ ist besonders mittwochs bis frei-
tags und in den Abendstunden überdurchschnittlich häufig. Ebenso treten Tweets mit 
Bezug zur Objektklasse ‚Restaurant‘ vermehrt freitags und in den Abendstunden auf. 
Bei der zufälligen Auswahl der zu untersuchenden Tweets wurden zeitliche Parame-
ter nicht berücksichtigt. Die zeitlichen Muster von Tweets, die relevant für verschiedene 
Objektklassen sind, legen jedoch die Vermutung nahe, dass eine Auswahl der Tweets 
unter Berücksichtigung der jeweils spezifischen Spitzenzeiten, eine stärkere Abhängig-
keit des Anteils relevanter Tweets von der Entfernung zu korrespondierenden POIs zei-
gen würde. Auf eine Untersuchung dieser Hypothese wird in dieser Arbeit jedoch nicht 
eingegangen. 
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Abbildung 3-14:  Zeitliche Muster von Tweets, die für die vier untersuchten Objektklassen 
relevant sind 
3.4.5.2 Überwachte maschinelle Klassifikation von Texten mit manuell klassifizierten 
Trainingsdaten 
Die manuell klassifizierten Tweets können als Trainingsdaten für die überwachte ma-
schinelle Klassifikation genutzt werden. Ein Vergleich der Leistung der Klassifikations-
algorithmen Naive Bayes und Maximum Entropy am Beispiel der POI-Objektklasse 
‚Bahnhof‘ soll zeigen, welcher dieser beiden Algorithmen für die Klassifikation der 
Relevanz von Tweets zu POI-Objektklassen besser geeignet ist. Die klassifizierten 
Tweets des Satzes ‚nahe Tweets‘ dienen hierfür als Trainingsdaten und die klassifizier-
ten Tweets des Satzes ‚Tweets mit beliebiger Entfernung‘ als Testdaten. Tabelle 3-17 
zeigt die Wahrheitsmatrizen für beide Algorithmen. Es ist ersichtlich, dass ME sowohl 
eine höhere Präzision (0,95 vs. 0,84) als auch eine höhere Vollständigkeit (0,53 vs. 
0,32) hat. 
Tabelle 3-17: Wahrheitsmatrizen für ME und NB. Trainingsdaten: 2.500 Tweets des Satzes 
‚nahe Tweets‘ der manuellen Klassifikation – Zusammenhang mit Objektklasse ‚Bahnhof‘ 
ja/nein? Testdaten: 2.500 Tweets des Satzes ‚Tweets mit beliebiger Entfernung‘ 
a) Wahrheitsmatrix, Klassifikator: ME, Zeile: manuelle Klassifikation (=wahr), Spalte: 
maschinelle Klassifikation (=Prädiktion), Genauigkeit=0,98 
Klasse ja nein gesamt Präzision Vollständigkeit F-Maß
ja 44 39 83 0,95 0,53 0,68
nein 2 2415 2417 0,98 1,00 0,99
b) Wahrheitsmatrix, Klassifikator: NB, Zeile: manuelle Klassifikation (=wahr), Spalte: 
maschinelle Klassifikation (=Prädiktion), Genauigkeit=0,96 
Klasse ja nein gesamt Präzision Vollständigkeit F-Maß
ja 26 57 83 0,84 0,32 0,46
nein 5 2412 2417 0,98 1,00 0,99
Tweets pro Wochentag (Montag bis Sonntag)
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Der Vergleich der F-Maße, die Präzision und Vollständigkeit zusammenfassen, für alle 
vier manuell untersuchten Objektklassen bestätigt die bessere Leistung des ME-
Klassifikators für diese Klassifikationsaufgabe (vgl. Tabelle 3-18). Aus diesem Grund 
wird ME für alle weiteren Analysen genutzt. Für eine Interpretation der Ergebnisse wird 
auf Abschnitt 4.2.2 verwiesen. 
Tabelle 3-18: Vergleich der Klassifikationsleistung des ME-Klassifikators und des NB-
Klassifikators mit Hilfe der in Bezug auf vier POI-Objektklassen manuell klassifizierten Tweets 
POI-Objektklasse F-Maß ME-Klassifikator F-Maß NB-Klassifikator 
Bahnhof 0,68 0,46 
Kino 0,26 0,00 
Restaurant 0,29 0,07 
Supermarkt 0,18 0,10 
Abbildung 3-15 zeigt den Zusammenhang zwischen der Anzahl der relevanten Trai-
ningstexte und der Klassifikationsleistung ausgedrückt durch Präzision, Vollständigkeit 
und F-Maß. Anhand der Objektklasse ‚Bahnhof‘ konnte durch Entfernen von Trainings-
texten der Einfluss deren Anzahl direkt getestet werden. Es zeigt sich, dass erst ab einer 
Anzahl von ungefähr 100 Trainingstexten eine Klassifikationsleistung mit einem F-Maß 
von > 0,5 erreicht wird. 
 
Abbildung 3-15:  Abhängigkeit der Leistung der maschinellen Klassifikation von der Anzahl der 
Trainingselemente. Genutzter Klassifikationsalgorithmus: Maximum Entropy 
Tabelle 3-19 zeigt einen Teil des ME Klassifikationsmodells. Dieses resultiert aus dem 
Training mit den 246 (vgl. Tabelle 3-16) manuell klassifizierten Texten der POI-
Objektklasse ‚Bahnhof‘ (Satz ‚nahe Tweets‘). Es fällt auf, dass „Braunschweig“, „Ber-
lin“ und „Dresden“ relativ hohe Gewichte haben. Dies ist jedoch ein zufälliger Effekt. 
Jede der drei Städte ist in jeweils drei Tweets enthalten, die als relevant für die Objekt-
klasse ‚Bahnhof‘ klassifiziert wurden – meist im Zusammenhang mit einer Aussage 
über Ankunft oder Abfahrt in diesem Ort. Da diese Orte kaum in anderen Tweets er-
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wähnt wurden, sind diese Begriffe für die Klasse der relevanten Tweets sehr markant. 
Weiterhin zeigen die Gewichte beider Merkmalsvektoren, dass für die Klasse ‚relevant 
zu Bahnhof‘ sehr markante Wörter existieren, jedoch gibt es kaum Worte, die deutlich 
anzeigen, dass ein Tweet, der diese beinhaltet nicht relevant für die Objektklasse 
‚Bahnhof‘ ist. 
Tabelle 3-19: Die markantesten Worte der Merkmalsvektoren und deren Gewichte in den Klas-
sen ‚Tweets relevant zu Bahnhof‘ und ‚Tweets nicht relevant zu Bahnhof‘. Dargestellt sind die 
Worte nach erfolgter Lemmatisierung und Stammformreduktion. 
Klasse ‚relevant zu Bahnhof‘ Klasse ‚nicht relevant zu Bahnhof‘ 
Wort Gewicht Wort Gewicht
bahn 2,64 sag 0,53 
zug 2,30 schlaf 0,47 
sbahn 2,12 uberhor 0,47 
ubahn 2,03 viel 0,46 
bus 1,99 abraum 0,46 
hbf 1,85 toast 0,46 
bahnhof 1,74 wer 0,40 
hauptbahnhof 1,71 abend 0,39 
ice 1,50 trink 0,36 
aussteig 1,43 lieb 0,35 
verspatung 1,20 seh 0,34 
u 1,06 letzt 0,33 
db 0,99 glaub 0,32 
station 0,98 ja 0,30 
braunschweig 0,95 besuch 0,30 
busfahr 0,95 freu 0,29 
sitz 0,94 nein 0,29 
ic 0,90 vielleicht 0,29 
bvg 0,84 allein 0,29 
dresd 0,83 spiel 0,29 
berlin 0,82 auskost 0,28 
erreich 0,80 auto 0,27 
schienenersatzverkehr 0,75 such 0,27 
zugausfall 0,67 zusamm 0,27 
gleis 0,66 schau 0,27 
Der ME-Klassifikator wird im Folgenden dazu verwendet, um eine Menge von 100.000 
Tweets, die zufällig aus der Gesamtmenge der deutschsprachigen mobilen Tweets aus-
gewählt sind, zu klassifizieren. Ähnlich wie Tabelle 3-16 zeigt Tabelle 3-20 die Anteile 
der für die vier POI-Objektklassen relevanten Tweets, die mit der maschinellen Klassi-
fikation ermittelt wurden. Für die Objektklasse ‚Bahnhof‘ sind die Ergebnisse mit denen 
der manuellen Klassifikation vergleichbar. Die im Vergleich zur manuellen Klassifika-
tion geringeren Anteile der relevanten Tweets können durch die geringe Vollständigkeit 
(0,53 für ME, vgl. Tabelle 3-17) erklärt werden. Die Ergebnisse für die drei weiteren 
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POI-Objektlassen weichen stärker von den Ergebnissen der zugehörigen manuellen 
Klassifikation ab. Der Hauptgrund hierfür ist die geringere Menge an Trainingstexten – 
für ‚Kino‘ 51, für ‚Restaurant‘ 60 und für ‚Supermarkt‘ 30 im Vergleich zu 246 Trai-
ningstexten für ‚Bahnhof‘ (vgl. Tabelle 3-16) und die daraus resultierende geringere 
maschinelle Klassifikationsleistung (vgl. Abbildung 3-15). Für die Objektklassen 
‚Bahnhof‘ und ‚Kino‘ kann jedoch die Abhängigkeit des Anteils relevanter Tweets von 
der Entfernung zu den nächstgelegenen POI-Objekten, die bereits mit der manuellen 
Klassifikation festgestellt wurde, bestätigt werden. 
Tabelle 3-20: Anteile der mit maschineller Klassifikation ermittelten relevanten Tweets in Ab-




POI < 250m 
Entfernung Tweets –
POI > 250m 
Satz ‚Tweets mit be-
liebiger Entfernung‘ 
Bahnhof 697/10.958 (6,36%) 1.263/89.042 (1,42%) 1.960/100.000 (1,96%)
Kino 23/5.390 (0,43%) 70/94.610 (0,07%) 93/100.000 (0,09%)
Restaurant 62/39.971 (0,16%) 105/60.029 (0,18%) 167/100.000 (0,17%)
Supermarkt 11/28.443 (0,04%) 16/71.557 (0,02%) 27/100.000 (0,03%)
Damit auf eine statistische Signifikanz des Entfernungsunterschiedes zwischen relevan-
ten und nicht-relevanten Tweets zu den nächstgelegenen POI-Objekten getestet werden 
kann, können die Verteilungen der Entfernungen von relevanten und nicht-relevanten 
Tweets miteinander verglichen werden. Abbildung 3-16 zeigt eine solche Analyse in 
Form einer Kerndichteschätzung für das Beispiel der Objektklasse ‚Bahnhof‘. Es ist 
ersichtlich, dass die Verteilung der Entfernungen für die relevanten Tweets deutlich in 
Richtung kürzere Entfernungen verschoben ist. Der Unterschied ist jedoch kleiner als 
erwartet. Eine statistische Signifikanz kann dennoch festgestellt werden: p=0,002 für 
die manuelle Klassifikation und p<0,001 für die maschinelle Klassifikation. 
 
Abbildung 3-16:  Kerndichteschätzung der Verteilung der Entfernungen von relevanten und 
nicht-relevanten Twitter-Texten zu den jeweils nächstgelegenen POIs der Klasse ‚Bahnhof‘. 
Links: Ergebnis der manuellen Klassifikation, rechts: Ergebnis der maschinellen Klassifikation. 
Manuell klassifizierte Tweets:
relevant zu Bahnhof? (ja/nein)
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Damit ist eine statistisch signifikante Entfernungsabhängigkeit von für die POI-
Objektklasse ‚Bahnhof‘ relevanten Tweets nachgewiesen. 
3.4.5.3 Überwachte maschinelle Klassifikation von Texten mit lexikalischen Trai-
ningsdaten 
Tabelle 3-21 zeigt die am signifikantesten kookkurrierenden Wörter für das Wort 
‚Bahnhof‘. Angegeben ist jeweils die Anzahl der Sätze, die das kookkurrierende Wort 
enthalten, die Anzahl der Sätze, die die Kookkurrenz enthalten und die sich daraus er-
gebende Signifikanz der Kookkurrenz. Die Kookkurrenzen werden auf Satzbasis aus-
gewertet. Datenbasis ist das Korpus „2010-news-10M“142. Dieser enthält 10 Millionen 
Sätze in deutscher Sprache, die automatisch von Nachrichten-Webseiten erfasst wurden. 
Tabelle 3-21: Kookkurrenzen für das Wort ‚Bahnhof‘ sowie zugehörige Häufigkeit und Signifi-
kanz der Kookkurrenz basierend auf dem Korpus „10 Millionen Sätze aus News-Webseiten 
2010“ des Wortschatzprojektes 




am 668.908 1.903 3.644 
Zug 8.277 272 1.700 
Uhr 139.603 496 1.077 
zum 405.093 722 719 
Richtung 31.723 207 641 
Bahn 16.594 163 632 
vom 193.066 455 624 
dem 1.038.370 1.176 581 
Gleise 1.086 67 498 
Züge 4.184 85 443 
Am 103.759 260 367 
Gleis 662 46 354 
Stuttgart 25.495 128 344 
Hauptbahnhof 2.465 59 326 
Zoo 1.897 54 318 
Bundespolizei 2.552 58 315 
Altona 332 36 311 
Stuttgarter 7.559 79 309 
Stadt 68.084 186 291 
fahren 17.804 100 277 
S-Bahn 1.767 47 271 
ICE 1.515 45 270 
den 1.954.007 1.508 264 
unterirdischen 713 36 252 
Fischbach 262 28 241 
                                                 
 
142  http://corpora.uni-leipzig.de/downloads/deu_news_2010_10M-text.tar.gz. 
 Eine Kopie dieser Daten befindet sich im Forschungsdaten-Anhang zu dieser Arbeit, vgl. Anhang G. 
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Wie in Abschnitt 3.4.3 beschrieben, werden die Signifikanzwerte der Kookkurrenzen 
genutzt, um das Klassifikationsmodell für Tweets mit Relevanz zum Thema ‚Bahnhof‘ 
abzuleiten. 
Es zeigt sich, dass es einige Überschneidungen zwischen den Wörtern in Tabelle 3-19 
und den Wörtern in Tabelle 3-21 gibt, z.B. Zug/Züge, Gleis/Gleise, Bahn, Hauptbahn-
hof, S-Bahn und ICE. Dies kann als Indiz für die grundsätzliche Verwendbarkeit der 
Kookkurrenz-Signifikanz für die Gewichtung eines entsprechenden Klassifikationsmo-
dells interpretiert werden. 
Die Gewichte für das Klassifikationsmodell für Tweets ohne Relevanz zum Thema 
‚Bahnhof‘ werden aus der Gesamthäufigkeit der Worte abgeleitet. Tabelle 3-22 zeigt 
eine Übersicht der häufigsten Worte nach erfolgter Lemmatisierung und Stammformre-
duktion. 
Tabelle 3-22: Die häufigsten 25 Wörter im ‚Wortschatz‘ News-Korpus nach erfolgter Lemmati-
sierung und Stammformreduktion. Weiterhin wurden die gleichen Wörter entfernt wie im in 
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Tabelle 3-23: Die markantesten 25 Worte der Merkmalsvektoren und deren Gewichte in den 
Klassen ‚Tweets relevant zu Bahnhof‘ und ‚Tweets nicht relevant zu Bahnhof‘. Dargestellt sind 
die Worte nach erfolgter Lemmatisierung und Stammformreduktion. 
Klasse ‚relevant zu Bahnhof‘ Klasse ‚nicht relevant zu Bahnhof‘ 
Wort Gewicht Wort Gewicht
bahnhof 2,30 dass 0,90 
zug 1,94 muss 0,79 
gleis 1,87 jahr 0,78 
bahn 1,58 sag 0,74 
unterirdisch 1,49 geb 0,72 
bundespolizei 1,45 erst 0,66 
ice 1,44 prozent 0,66 
richtung 1,41 gut 0,64 
stuttgart 1,39 euro 0,63 
neustadt 1,39 spiel 0,62 
sbb 1,38 deutsch 0,62 
sbahn 1,37 geh 0,60 
reisend 1,34 seit 0,58 
treffpunkt 1,34 schon 0,54 
fischbach 1,34 ganz 0,53 
hauptbahnhof 1,34 viel 0,53 
altona 1,34 bleib 0,52 
bahnsteig 1,33 imm 0,52 
fahrgast 1,31 ebenfall 0,52 
harburg 1,29 weit 0,50 
stadelhof 1,27 durf 0,50 
schnellzug 1,26 million 0,49 
sonderzug 1,25 tag 0,49 
zoo 1,25 deutschland 0,47 
castelldefel 1,25 lieg 0,47 
Tabelle 3-23 bestätigt schließlich, dass es ebenfalls Überschneidungen zwischen den 
Merkmalsvektoren der Klassifikationsmodelle gibt, die mit Hilfe manueller und lexika-
lischer Trainingsdaten erstellt wurden (vgl. Tabelle 3-19): bahnhof, zug, gleis, bahn, ice, 
sbahn, hauptbahnhof. In Anhang F findet sich ein Vergleich der Klassifikationsmodelle 
basierend auf manuell klassifizierten Texten und lexikalischer Modellierung für die 
Objektklassen ‚Bahnhof‘, ‚Kino, ‚Restaurant‘ und ‚Supermarkt‘. 
Um die Leistungsfähigkeit dieses vollständig automatisierten Ansatzes zu bewerten, 
werden die Ergebnisse der überwachten maschinellen Klassifizierung mit Hilfe manuel-
ler Trainingsdaten mit denen der überwachten maschinellen Klassifizierung mit Hilfe 
lexikalischer Trainingsdaten verglichen. Die Ergebnisse zeigt Tabelle 3-24(a). Es wurde 
ein Tuning des Klassifikationsschwellwertes durchgeführt von 0,5 auf 0,1. Der Wert 0,1 
zeigt sich hinsichtlich des erzielbaren Wertes im F-Maß als optimal. Die Präzision der 
mit diesem Ansatz durchgeführten Klassifikation ist mit 0,82 gut. Die Vollständigkeit 
ist jedoch mit 0,33 deutlich schlechter als bei den manuellen Trainingsdaten (0,53 – vgl. 
3  Methoden und Ergebnisse 
 
102 
Tabelle 3-17). Die überwachte maschinelle Klassifizierung mit lexikalischen Trainings-
daten erreicht somit nicht die gleiche Klassifikationsleistung wie die überwachte ma-
schinelle Klassifikation mit manuellen Trainingsdaten. Auch der Vergleich der F-Maße 
(0,68 vs. 0,47) bestätigt dies. Jedoch zeigt der Vergleich mit Nullmessungen, basierend 
auf einem zufälligen Klassifikationsmodell (Tabelle 3-24b) und einem Klassifikations-
modell, bei dem die Gewichte invers zur Distanz zwischen Tweet und nächstgelegenem 
POI berechnet werden (Tabelle 3-24c), dass mit dieser Methode eine durchaus messbare 
Klassifikationsleistung erzielt wird. Dies wird auch durch einen Vergleich der F-Maße 
bei den vier manuell klassifizierten POI-Objektklassen deutlich (vgl. Tabelle 3-25). 
Tabelle 3-24: Vergleich der Klassifikationsleistung des ME-Klassifikators mit Gewichten basie-
rend (a) auf lexikalischen Trainingsdaten, (b) zufälligen Gewichten und (c) der inversen Distanz 
zwischen Tweet und nächstgelegenem POI 
a) Wahrheitsmatrix, Klassifikator: ME, Zeile: manuelle Klassifikation (=wahr), Spalte: 
maschinelle Klassifikation (=Prädiktion), Genauigkeit=0,98, lexikalische Trainingsdaten 
Klasse ja nein gesamt Präzision Vollständigkeit F-Maß
ja 28 55 83 0,82 0,33 0,47
nein 6 2.411 2.417 0,98 1,00 0,99
b) Wahrheitsmatrix, Klassifikator: ME, Zeile: manuelle Klassifikation (=wahr), Spalte: 
maschinelle Klassifikation (=Prädiktion), Genauigkeit=0,94, zufällige Gewichte Klassifika-
tionsmodell 
Klasse ja nein gesamt Präzision Vollständigkeit F-Maß
ja 4 79 83 0,07 0,05 0,06
nein 71 2.346 2.417 0,97 0,97 0,97
c) Wahrheitsmatrix, Klassifikator: ME, Zeile: manuelle Klassifikation (=wahr), Spalte: 
maschinelle Klassifikation (=Prädiktion), Genauigkeit=0,95, Gewichte im Klassifikations-
modell basierend auf inverser Distanz zwischen Tweet und nächstgelegenem POI 
Klasse ja nein gesamt Präzision Vollständigkeit F-Maß
ja 17 66 83 0,25 0,21 0,23
nein 50 2.367 2.417 0,97 0,98 0,98










Bahnhof 0,68 0,47 0,23 0,06
Kino 0,45 0,31 0,02 0,04
Restaurant 0,40 0,33 0,09 0,02
Supermarkt 0,25 0,17 0,02 0,00
Eine weitere Analysemöglichkeit ist die Auswertung von Präzision und Vollständigkeit 
bei unterschiedlicher Einstellung des Klassifikationsschwellwertes. Abbildung 3-17 
zeigt den sogenannten Präzision-Vollständigkeit-Graph. Die Auswertung ist für die vier 
Objektklassen möglich, für die manuell klassifizierte Tweets vorliegen, die als Testda-
ten genutzt werden können. Dieser Graph und auch die F-Maße, die mit den lexikali-
3  Methoden und Ergebnisse 
103 
schen Trainingsdaten erzielt werden (vgl. Tabelle 3-25) zeigen, dass die guten Ergeb-
nisse dieses Ansatzes für die Objektklasse ‚Bahnhof‘ mit den anderen Objektklassen ‘ 
nicht bestätigt werden können. Die Klassifikationsleistung für die Objektklassen ‚Kino 
und ‚Restaurant‘ fällt bereits deutlich gegenüber der Klassifikationsleistung für die Ob-
jektklasse ‚Bahnhof‘ ab, während die Klassifikationsleistung für die Objektklasse ‚Su-
permarkt‘ noch einmal deutlich geringer ist. 
 
Abbildung 3-17:  Darstellung der Beziehung von Präzision und Vollständigkeit 
3.5 Bestimmung der Entfernungsabhängigkeit des Anteils von 
für spezifische Orte relevanten Informationen am Beispiel 
von mobil verfassten Microblogging-Texten 
3.5.1 Methodik 
Unter der Voraussetzung, dass der Zusammenhang der zu untersuchenden Tweets mit 
einer bestimmten POI-Objektklasse nach Anwendung einer der zuvor beschriebenen 
Methoden klassifiziert wurde, kann der Anteil der relevanten Tweets in Abhängigkeit 
von der Entfernung zum nächstgelegenen POI-Objekt der betrachteten Klasse wie folgt 
bestimmt werden. Alle POI-Objekte werden hierzu als Punkt modelliert. Abbildung 
3-18 illustriert das Verfahren schematisch. Die POI-Objekte (3) werden durch die blau-
en Punkte repräsentiert. Tweets, die im Zusammenhang mit der untersuchten Objekt-
klasse stehen, sind rot (6), andere Tweets (24) sind grau dargestellt. 
Die ursprüngliche Konstellation stellt Bild 1 dar. Im Folgenden werden kontinuier-
lich wachsende Puffer um die POI-Objekte berechnet. In Bild 2 enthalten die Puffer 
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zwei relevante Tweets und zwei nicht-relevante Tweets. Dies ergibt zusammen vier 
Tweets. Der Anteil der relevanten Tweets beträgt 50% (2 von 4). Für den Fall, dass der 
Anteil ortsbezogener Tweets mit der Entfernung zu den entsprechenden POI-Klassen 
sinkt, wird erwartet, dass der Anteil relevanter Tweets ebenso mit der Entfernung ab-
nimmt. Bild 3 bis Bild 6 verdeutlichen diesen Fall. In Bild 3 gibt es 36% (4 von 11), in 
Bild 4 27% (5 von 17), in Bild 5 21% (5 von 24) und in Bild 6 (6 von 30) 20% relevante 
Tweets. 
1 2 3 
4 5 6 
Abbildung 3-18:  Berechnung des Anteils der Tweets, die im Zusammenhang mit einer 
bestimmten POI-Objektklasse stehen in Abhängigkeit von der Entfernung Tweet-POI-Objekt. 
POIs sind blau dargestellt, relevante Tweets rot und nicht relevant Tweets grau. 
3.5.2 Ergebnisse 
Die Methodik, die im vorigen Abschnitt beschrieben ist, wird genutzt, um die Entfer-
nungsabhängigkeit des Anteils ortsbezogener Microblogging-Texte zu untersuchen. 
Konkret wird geprüft, ob der Anteil von Texten, die relevant für eine spezifische POI-
Objektklasse sind, in der Nähe von Objekten dieser Klasse höher ist, als deren durch-
schnittlicher Anteil im gesamten Korpus. Abbildung 3-19 zeigt die Analyse für die vier 
Objektklassen‚ Bahnhof‘, ‚Kino‘, ‚Restaurant‘ und ‚Supermarkt‘, für die die Relevanz 
von Microblogging-Texten manuell klassifiziert wurde. Es ist ersichtlich, dass es für die 
Objektklasse ‚Bahnhof‘ eine deutliche Distanzabhängigkeit gibt. In der Nähe von 
Bahnhöfen – z.B. in einer Entfernung von weniger als 100m – ist der Anteil der zu die-
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ser Objektklasse relevanten Tweets ungefähr 20%, während der Durchschnitt in der 
Grundgesamtheit nur 3,3% beträgt. Der Anteil relevanter Tweets ist dabei annähernd 
indirekt proportional zur Entfernung zum jeweils nächstgelegenen Bahnhof. Diese Be-
ziehung kann auch für die Objektklassen ‚Restaurant‘ und ‚Supermarkt‘ festgestellt 
werden. Jedoch ist die Entfernungsabhängigkeit des Anteils von relevanten Tweets für 
diese Objektklassen deutlich geringer. Beispielsweise ist der Anteil der relevanten 
Tweets für die Objektklasse ‚Bahnhof‘ in einer Entfernung von 50m ungefähr 7x so 
groß wie im Durchschnitt (~25% vs. 3,3%). Bei den Objektklassen ‚Restaurant‘ (~5% 
vs. 2,2%) und ‚Supermarkt‘ (~1,8% vs. 0,6%) ist der Anteil in einer Entfernung von 
50m nur ungefähr 3x so groß wie im Durchschnitt. 
 
Abbildung 3-19:  Darstellung der Abhängigkeit des Anteils von Microblogging-Texten, der 
relevant ist zu einer bestimmten Objektklasse von der Entfernung der Entstehungsorte der 
Texte zu den jeweils nächstgelegen POI-Objekten dieser Klasse. Die Ergebnisse sind abgeleitet 
aus den manuell klassifizierten Tweets. Die horizontalen Linien stellen jeweils den 
durchschnittlichen Anteil der auf die Objektklasse bezogenen Tweets im gesamten Korpus dar. 
Angegeben ist zudem ist Anzahl der manuell klassifizierten relevanten Dokumente (=klassifiz. 
Dok.) je POI-Objektklasse. 
Für die Objektklasse ‚Kino‘ ist eine Entfernungsabhängigkeit des Anteils der relevanten 
Tweets nicht feststellbar. Die Ursache für den Widerspruch, der sich daraus zum Ergeb-
nis aus Tabelle 3-16 ergibt, kann eine zufällige Anomalie in den genutzten Testdaten 
sein. Abbildung 3-19 bestätigt des Weiteren die Vermutung, dass die verschiedenen 
POI-Klassen aufgrund ihrer unterschiedlichen Größe und Bedeutung unterschiedlich 













































Bahnhof (Mittelwert=3,3%, 83 klassifiz. Dok.)
Kino (Mittelwert=1,0%, 25 klassifiz. Dok.)
Restaurant (Mittelwert=2,2%, 56 klassifiz. Dok.)
Supermarkt (Mittelwert=0,6%, 14 klassifiz. Dok.)
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große „Wirkungsradien“ haben. Die in Tabelle 3-16 gewählte Entfernung von 250m 
erweist sich für die Objektklassen ‚Kino‘, ‚Restaurant‘ und ‚Supermarkt‘ als zu hoch, 
um die Entfernungsabhängigkeit des Anteils relevanter Texte zwischen nahen und ent-
fernten Tweets zu belegen. 
Die Methode der überwachten maschinellen Klassifizierung mit lexikalischen Trai-
ningsdaten, die in Abschnitt 3.4.3 beschrieben ist, erlaubt es wegen ihres hohen Auto-
matisierungsgrades effizient weitere POI-Objektklassen zu untersuchen. Um die damit 
erzielten Ergebnisse mit den Ergebnissen, die mit den manuell klassifizierten Tweets 
erzielt werden können, zu vergleichen werden wiederum zunächst die Objektklassen 
‚Bahnhof‘, ‚Kino‘, ‚Restaurant‘ und ‚Supermarkt‘ ausgewählt. Zusätzlich werden die 
Objektklassen ‚Flughafen‘, ‚Theater‘, ‚Museum‘, ‚Bäcker‘, ‚Kneipe‘, ‚Zoo‘, ‚Schule‘ 
und ‚Krankenhaus‘ untersucht. Diese Objektklassen dienen der Demonstration der Me-
thode und sind beliebig ausgewählt. Die Methode an sich ist jedoch nicht auf diese Ob-
jektklassen beschränkt. Die Ergebnisse sind in Abbildung 3-20 dargestellt. Man kann 
wiederum sehen, dass für einige Objektklassen – beispielsweise ‚Bahnhof‘ und Flugha-
fen – eine starke Entfernungsabhängigkeit des Anteils relevanter Tweets zu den jeweili-
gen Objektklassen besteht, für andere Objektklassen ist dieser Zusammenhang jedoch 
nicht feststellbar. 
Vergleicht man diese Ergebnisse mit den Ergebnissen, die mit den manuell klassifi-
zierten Tweets erzielt werden (vgl. Abbildung 3-20), so zeigt sich, dass die Muster für 
die Objektklassen ‚Bahnhof‘, ‚Restaurant‘ und ‚Supermarkt‘ qualitativ ähnlich sind. 
Quantitativ sind die berechneten Anteile relevanter Tweets, die mit den lexikalischen 
Trainingsdaten erzielt werden, jedoch geringer. Dies kann vor allem mit der bereits 
festgestellten geringeren Vollständigkeit (vgl. Abschnitt 3.4.5.3) erklärt werden. Bei der 
Objektklasse ‚Kino‘ unterscheiden sich die Muster beider Methoden auch qualitativ und 
treffen somit widersprüchliche Aussagen bezüglich der Raum-Inhalt-Korrelation. Die 
Ergebnisse aus Tabelle 3-16, für die nicht nur der Satz ‚Tweets mit beliebiger Entfer-
nung‘ genutzt wurde, sondern auch der Satz ‚nahe Tweets‘, werden jedoch bestätigt. 
Dies unterstützt die Vermutung einer zufälligen Anomalie im manuell klassifizierten 
Satz ‚Tweets mit beliebiger Entfernung‘. 
Dennoch spricht für das aus der manuellen Klassifikation abgeleitete Muster, dass 
die manuelle Klassifikation prinzipiell als genauer angenommen werden kann, als das 
automatische Verfahren. Andererseits ist die Menge der klassifizierten Dokumente mit 
beliebiger Distanz zum nächstgelegenen POI-Objekt dieser Klasse mit 25 (vgl. Tabelle 
3-16, Satz ‚Tweets mit beliebiger Entfernung‘) relativ gering, um die Raum-Inhalt-
Beziehung generisch testen zu können. Beim automatischen Verfahren ist die Zahl der 
klassifizierten Dokumente mit 93 (vgl. Tabelle 3-20, Satz ‚Tweets mit beliebiger Ent-
fernung‘) etwas höher. 
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Abbildung 3-20:  Darstellung der Abhängigkeit des Anteils von Microblogging-Texten, der 
relevant ist zu einer bestimmten Objektklasse von der Entfernung der Entstehungsorte der 
Texte zu den jeweils nächstgelegen POI-Objekten dieser Klasse. Die Ergebnisse sind abgeleitet 
aus den maschinell klassifizierten Tweets unter Verwendung lexikalischer Trainingsdaten. 
Bei beiden Klassifizierungsarten kann das Problem auftreten, dass auch solche Tweets 
als relevant klassifiziert werden, die sich auf Filme im Allgemeinen beziehen, bei denen 
die räumliche Nähe zu Kinos nicht notwendigerweise bestehen muss, da Filme nicht nur 
in Kinos, sondern auch zu Hause angesehen werden. 
Weitere Objektklassen, für die mit den lexikalischen Trainingsdaten eine deutliche 
Entfernungsabhängigkeit des Anteils relevanter Tweets festgestellt werden kann, sind 
‚Flughafen‘, ‚Zoo‘, ‚Krankenhaus‘ und ‚Theater‘. Für die ebenfalls untersuchten Klas-
sen ‚Bäcker‘, ‚Kneipe‘, ‚Museum‘ und ‚Schule‘ zeigt sich jedoch keine deutliche Ent-
fernungsabhängigkeit des Anteils relevanter Tweets. 
Abbildung 3-20 veranschaulicht weiterhin, dass die Muster auch hinsichtlich der Ent-
fernung unterschiedlich sind. Beispielsweise zeigt sich bei der Objektklasse Flughafen, 
dass auch in vergleichsweise großer Entfernung – z.B. 2km – der Anteil relevanter 
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Tweets mit 5% noch deutlich über dem globalen Durchschnitt von nur 0,29% relevanter 
Tweets für diese Objektklasse liegt. Dieser Effekt ist dadurch erklärbar, dass Flughäfen 
in peripheren Bereichen liegen und dass in deren Nähe nur wenige andere POIs liegen, 
zu denen ebenfalls relevante Tweets geschrieben werden können. Es besteht somit keine 
„Konkurrenz“ zu anderen räumlich induzierten Themen, was den Anteil der auf diese 
Objektklasse bezogenen Tweets erhöht. Flughäfen sind somit in Bezug auf den Anteil 
relevanter Tweets, die in deren Nähe geschrieben werden, besonders prominente Objek-
te. 
 
Abbildung 3-21:  Dichtefunktion der relevanten Tweets in Abhängigkeit von der Entfernung zu 
den nächstgelegenen POI-Objekten 
Abbildung 3-21 zeigt die Dichtefunktionen relevanter Tweets für mehrere POI-
Objektklassen basierend auf einer Berechnung mit lexikalischen Trainingsdaten. Dieser 
Analyse kann beispielsweise entnommen werden, dass 50% der Tweets, die relevant zur 
Objektklasse ‚Bahnhof‘ sind, nicht weiter als 500m vom nächstgelegenen Bahnhofsob-
jekt entfernt sind. Dies hat Bedeutung für die Anwendung in der automatischen 
Georeferenzierung, da umgekehrt geschlussfolgert werden kann, dass für den Fall, dass 
ein Tweet als relevant zur Objektklasse ‚Bahnhof‘ erkannt wird, dieser mit einer Wahr-
scheinlichkeit von 50% nicht weiter als 500m vom nächstgelegenen Bahnhofsobjekt 











































Nicht relevant zu Bahnhof
Relevant zu Kino
Nicht relevant zu Kino
Relevant zu Supermarkt
Nicht relevant zu Supermarkt
Relevant zu Flughafen
Nicht relevant zu Flughafen
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Nicht relevant zu Krankenhaus
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entfernt ist. Einschränkend sei erwähnt, dass die Wahrscheinlichkeitsdichte nicht nur 
durch die Lage der Tweets beeinflusst wird, sondern auch durch die Lage der POIs. 
Bahnhöfe befinden sich häufig in der Nähe der Stadtzentren, wo auch ein Großteil der 
mobilen Tweets entsteht. Dadurch ergibt sich, dass auch 30% der nicht für die Objekt-
klasse ‚Bahnhof‘ relevanten Tweets nicht weiter als 500m vom nächsten Bahnhofsob-
jekt entfernt sind. Abbildung 3-21 zeigt weiterhin, dass auch die Wahrscheinlichkeits-
dichten für Tweets, die relevant und nicht-relevant für die Objektklasse Flughafen sind, 
sich genug unterscheiden, um einen Beitrag zur automatischen Georeferenzierung sol-
cher Tweets leisten zu können. 
Für die meisten anderen Objektklassen existiert jedoch nicht so ein klarer Trend. Da die 
Entfernungsabhängigkeit des Anteils relevanter Tweets beispielsweise bei den Objekt-
klassen ‚Kino‘, ‚Supermarkt‘ und Krankenhaus nur gering ist, kann die Relevanz von 
Tweets für diese Klassen auch nur einen sehr geringen Beitrag zur Verbesserung der 






4.1 Methoden zur Prüfung der Raumbezugshypothese am Bei-
spiel des Korpus Wikipedia 
4.1.1 Wahl des Korpus 
Eine Einschränkung bei der vorgestellten Methode für die Prüfung der Raumbezugshy-
pothese ergibt sich aus der Wahl des Untersuchungskorpus Wikipedia. Dieses wurde in 
Hinblick auf die Tatsache gewählt, dass die Wikipedia als Enzyklopädie ein äußerst 
breites Spektrum an Wissen und Fachgebieten abdeckt und das Korpus somit als reprä-
sentativ für das Weltwissen angesehen werden kann. Das damit verbundene Ziel ist eine 
möglichst generische Untersuchung der Raumbezugshypothese. Ein besonderes Bias in 
Richtung Informationen mit Georaumbezug muss in der Wikipedia nicht vermutet wer-
den. Dennoch ergeben sich aus der Wahl der Korpus-Art – Enzyklopädie – Implikatio-
nen für die durchgeführten Untersuchungen. So bezog sich die Raumbezugshypothese, 
wie in der Motivation zum Thema (vgl. Abschnitt 1.1.2) einführend erläutert, ursprüng-
lich auf kommunale Datensätze und wurde erst später generalisiert. Eine Untersuchung 
kommunaler Datensätze, die sich anders zusammensetzen als eine Enzyklopädie, würde 
jedoch möglicherweise zu einem Ergebnis führen, das einen höheren Anteil raumbezo-
gener Informationen ausweist. 
Als Beispiel für ein Bias, das durch die Nutzung der Wikipedia als Untersuchungs-
korpus entsteht, sei der Anteil an Artikeln über Personen genannt. Zum Zeitpunkt der 
Untersuchung gab es in der deutschen Wikipedia: 330.417 Artikel, die der Kategorie 
„Mann“ zugeordnet waren, und 56.168 Artikel, die der Kategorie „Frau“ zugeordnet 
waren. Daraus ergibt sich ein Gesamtanteil von 30,3% (386.585/1.273.635) Personen. 
Das Bias, das sich aus diesem hohen Anteil von Personen im Korpus ergibt, wird deut-
lich, wenn man betrachtet, dass Artikel über Personen zu 97,2% NGGR 1 (2,8% NGGR 
2) sind. Somit sind ungefähr die Hälfte aller NGGR-1-Artikel Artikel über Personen. 
Einige Teilnehmer der Befragung berichteten, dass sie die Kategorisierung des Geo-
raumbezuges für Personen besonders schwierig fanden143. Eine separate Analyse der 
Ergebnisse für Personen ist somit angezeigt. 
                                                 
 
143  Vgl. dazu die Rückmeldungen der Befragungsteilnehmer in Anhang C und im Forschungsdaten-Anhang (vgl. 
Anhang G). 
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Weiterhin sei an dieser Stelle noch einmal auf die in Abschnitt 2.2.2.2 dargestellten 
Eigenschaften der Wikipedia-Autoren-Community verwiesen. Die Produktion von Bei-
trägen, die von einer nur kleinen aktiven Community mit überwiegend männlichen Au-
toren getragen wird, lässt letztlich doch ein gewisses thematisches Bias des Untersu-
chungskorpus vermuten. Eine ungleichmäßige Abdeckung verschiedener Wissensberei-
che kann wiederum einen Einfluss auf die Ergebnisse der Studie haben. 
4.1.2 Abstraktes Konzept und Instanz 
Ein nicht unerheblicher Anteil der während der Befragung kategorisierten Titel von 
Wikipedia-Artikeln repräsentiert abstrakte Konzepte. Bei diesen ist es in den meisten 
Fällen weder möglich von der Kategorisierung des abstrakten Konzeptes auf die Kate-
gorisierung konkreter Instanzen zu schließen, noch die Anzahl der Instanzen eines abs-
trakten Konzeptes zu schätzen. So würde beispielsweise das abstrakte Konzept „Haus“ 
wohl eher nicht als ‚Direkter Georaumbezug‘ kategorisiert – im Gegensatz zu konkreten 
Instanzen, wie z.B. dem „Empire State Building“. Die Schätzung der Anzahl aller Häu-
ser ist mithin nur schwer möglich. Darüber hinaus enthält die Wikipedia abstrakte Kon-
zepte wie beispielsweise „Philosophie“ oder „Synthie Pop“, für die keine physischen 
Instanzen existieren. Somit überlagern sich bei der Nutzung einer Enzyklopädie für die 
Prüfung der Raumbezugshypothese die Schätzung des Anteils raumbezogener Informa-
tionen für physische existente Dinge und die Schätzung für abstrakte Konzepte. 
Die Ergebnisse der Untersuchung legen die Interpretation nahe, dass sowohl durch 
den korpusanalytischen Ansatz als auch durch den Befragungsansatz zur Abschätzung 
der Georäumlichkeit von Begriffen, physische existierende Dinge gegenüber abstrakten 
Konzepten hinsichtlich der Einschätzung ihrer Georäumlichkeit begünstigt werden. 
Zusammenfassend kann gesagt werden, dass die Begriffe, die Dinge bezeichnen, die 
physisch existieren, eher als direkt oder indirekt raumbezogen bewertet werden und 
Begriffe, die Dinge bezeichnen, die nicht physisch existieren, als nicht raumbezogen 
bewertet werden. 
Um einzelne Dateninstanzen untersuchen zu können, würde ein möglichst fachge-
bietsneutrales Korpus, das einzelne graphen-modellierbare Informationsentitäten ent-
hält, benötigt. Hierfür könnten sich Datensätze des Semantischen Webs144 eignen. 
4.1.3 Korpusanalytischer Ansatz 
Die vorgestellte Methodik bezieht derzeit bei der Netzwerkanalyse weder die Anzahl 
noch die Bedeutung der Links ein, die die georeferenzierten Artikel mit NGGR 1, 
                                                 
 
144  Zur Idee des Semantischen Webs vgl.: Berners-Lee et al. (2001). 
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NGGR 2 oder NGGR 3 Konzepten verknüpfen. Somit ist mit diesem Ansatz nur eine 
grobe Klassifikation möglich. Durch die Visualisierung in Abbildung 4-1 wird dies 
ebenso deutlich. Dargestellt werden zwei Wortwolken aus 200 zufällig ausgewählten 
Begriffen, die im Rahmen der Forschungsarbeiten mit beiden Ansätzen untersucht wur-
den. Die Größe der Wörter wurde in Abhängigkeit von NGGR (korpusanalytischer An-
satz) und in Abhängigkeit der Anteile der Kategorien des Georaumbezuges (Befra-
gungsansatz) skaliert. Größer dargestellte Begriffe stehen für räumlichere Begriffe. Die 
Methode des NGGR resultiert einerseits in einer sehr scharf abgrenzten Klassifizierung 
hinsichtlich der Georäumlichkeit der Begriffe, andererseits gibt es bei diesem Ansatz 
jedoch weniger feine Abstufungen als bei der Befragung. 
 
 
Abbildung 4-1:  Wortwolken-Visualisierung der Georäumlichkeit von zufällig ausgewählten 
Begriffen aus der Untersuchung. Oben: Skalierung entsprechend des NGGR der Begriffe, 
unten: Visualisierung entsprechend der Ergebnisse der Befragung 
Für die menschliche Wahrnehmung spielen beide Faktoren jedoch möglicherweise eine 
nicht unbedeutende Rolle. Eine Verbesserung könnte erzielt werden, wenn für die Kan-
ten bei der NGGR-Berechnung Gewichte basierend auf Anzahl oder Semantik der Links 
eingeführt würden. Statt des ungewichteten würde demnach ein gewichtetes 
Graphenmodell genutzt. Die Anzahl der Verlinkungen kann mit Hilfe des bereits einge-
setzten Programmes WikAPIdia direkt aus der Wikipedia abgeleitet werden. Für die 
Bedeutung bzw. Semantik der Verknüpfungen könnte das Projekt DBpedia (Bizer et al. 
2009) genutzt werden. Hier können die verschiedenen Transformationen, die etwas 
4  Diskussion 
 
114 
georäumlich machen – z.B. Umwandlung Adresse zu Koordinate oder die Verknüpfung 
einer Information mit einem Ort unter Nutzung eines Gazetteers oder eines Sensors wie 
GPS – explizit modelliert werden. In der Ontologie von DBpedia existieren beispiels-
weise bereits die Eigenschaften dbo:location, dbo:birthplace, dbo:hometown und 
dbo:premierPlace145. Hier besteht jedoch die Herausforderung in der Spezifikation von 
Kriterien für die Gewichtung für verschiedene Arten von Verknüpfungen, die durch die 
Vielzahl an bereits vorhandenen Arten noch erhöht wird. 
4.1.4 Befragungsansatz 
Für den Befragungsansatz können ebenfalls Verbesserungen vorgeschlagen werden. 
Eine alternative Methode, die die Einordnung von Begriffen in vorgegebene Kategorien 
ersetzen könnte, ist es, die Teilnehmer eines entsprechenden Experimentes Begriffe 
nach dem von ihnen wahrgenommenen Grad der Georäumlichkeit gruppieren und ord-
nen zu lassen. Eine anschließende Clusteranalyse könnte so zu einer feineren Abstufung 
des Georaumbezuges führen, als die im Befragungsansatz genutzten drei Kategorien des 
Georaumbezuges. Darüber hinaus könnte die Auswertung der Antwortzeiten für die 
Kategorisierung der Begriffe Erkenntnisse darüber liefern, welche Begriffe schneller 
und welche Begriffe langsamer kategorisiert werden konnten. Dies würde Rückschlüsse 
zulassen sowohl darüber, welche Begriffe schwieriger einzuordnen waren und somit 
Grenzfälle darstellen, als auch darüber, welche Kategorie des Georaumbezuges am un-
schärfsten ist. 
Die Erfahrungen aus dieser Studie haben gezeigt, dass Aufwärmaufgaben die Va-
rianz der Ergebnisse verringern könnten. In den abschließenden Kommentaren zur Stu-
die haben einige Teilnehmer darüber berichtet, dass sie während der Kategorisierung 
der 100 Begriffe ihre Kategorisierungskriterien geändert haben. Einige Teilnehmer be-
fanden die Anzahl von 100 zu kategorisierenden Begriffen als zu hoch und räumten ein, 
dass ihre Konzentration zum Ende der Kategorisierungsaufgabe sehr stark nachließ146. 
Darüber hinaus bleibt unklar, ob die Tatsache, dass in der Einleitung explizit die 
Raumbezugshypothese und das Ziel deren Überprüfung durch die Befragung genannt 
wurde, einen Einfluss auf die Kategorisierung der Begriffe durch die Teilnehmer hatte. 
Der Effekt eines sogenannten Bestätigungsfehlers, bei dem die Teilnehmer gezielt Be-
griffe so den Kategorien zuordnen, dass dies den eigenen vor der Befragung aufgestell-
ten Erwartungen zu den Ergebnissen entspricht, kann nicht ausgeschlossen werden. Da 
aus den Kommentaren zur Befragung hervorgeht, dass sich unter den Teilnehmern so-
                                                 
 
145  Namensraum der DBpedia Ontologie: http://dbpedia.org/ontology/ (dbo). 
146  Vgl. z.B. die Rückmeldungen der Umfrageteilnehmer der Fragegruppe ‚1‘ (siehe Anhang C) und die Rückmel-
dungen aus allen Fragegruppen, die im Forschungsdaten-Anhang zu dieser Arbeit gespeichert sind (siehe Anhang 
G). 
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wohl Skeptiker als auch Befürworter der Raumbezugshypothese befanden, wird jedoch 
kein signifikanter Einfluss auf die Ergebnisse vermutet147. Eine Kontrollgruppe wäre 
dennoch zur Bestätigung nötig. 
Schließlich können sprachliche Effekte bei der Übertragung der Ergebnisse in andere 
Sprachen eine Rolle spielen. Für den NGGR werden nur gering unterschiedliche Ergeb-
nisse bei der Verwendung verschiedener Sprachversionen der Wikipedia erwartet (vgl. 
Abschnitt 3.1.3). Für den Befragungsansatz können jedoch sprachliche Einflüsse in der 
Konzeptualisierung der Begriffe ‚Direkter Georaumbezug‘ und ‚Indirekter Georaumbe-
zug‘ nicht ausgeschlossen werden. Dass diese Vermutung nahe liegt, zeigen beispiels-
weise Forschungsergebnisse von Klippel und Montello (2007), die experimentell zei-
gen, wie eine Einzelsprache beispielsweise die menschliche Konzeptualisierung von 
Richtungen beeinflusst. Um solche Effekte für die beschriebene Methodik zu prüfen, 
wäre eine Untersuchung mit einer weiteren Sprachversion der Wikipedia nötig. 
4.2 Methoden zur Bestimmung der Korrelation Ort-Inhalt von 
nutzergenerierten Informationen am Beispiel von mobil er-
zeugten Microblogging-Texten 
In dieser Arbeit werden Ansätze vorgestellt, die es erlauben, den Grad der Korrelation 
zwischen den Inhalten einzelner Tweets und der Umgebung, in der diese verfasst wur-
den, zu untersuchen. Als Modell für die Untersuchung wurde die Beziehung von Tweets 
zu ausgewählten POI-Objektklassen gewählt. In diesem Modell kann der Anteil der 
Tweets, die zu verschiedenen Objektklassen semantisch in Beziehung stehen, in Ab-
hängigkeit von der Entfernung zum jeweils nächstgelegenen POI-Objekt der untersuch-
ten Klasse bestimmt werden. Die Stärke der Entfernungsabhängigkeit kann in diesem 
Modell als Maß für den Grad der Korrelation Ort-Inhalt interpretiert werden. Zum 
Zweck der Untersuchung werden die Microblogging-Texte entsprechend ihrer Relevanz 
für bestimmte Objektklassen klassifiziert. Für diese Klassifikation werden drei ver-
schiedene Methoden genutzt. Tabelle 4-1 beinhaltet einen groben Vergleich dieser Me-
thoden hinsichtlich manuellem Aufwand, Automatisierungsgrad und Klassifikationsleis-
tung. Insbesondere Automatisierungsgrad und Klassifikationsleistung stehen einander 
entgegen. Die Eigenschaften, sowie Vor- und Nachteile der drei genutzten Methoden 
werden in den folgenden Abschnitten im Detail diskutiert. 
                                                 
 
147  Vgl. Rückmeldungen der Teilnehmer der Befragung – Anhang C. 
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Tabelle 4-1: Schematischer Vergleich der drei Klassifikationsmethoden für die Relevanz von 




Manuelle Klassifikation hoch keine Automatisierung hoch 
Überwachte maschinelle 
Klassifikation mit manuell 
klassifizierten Trainingsda-
ten 




gering hoch gering 
4.2.1 Manuelle Klassifikation 
Von der manuellen Klassifikation kann angenommen werden, dass sie die präzisesten 
Ergebnisse liefert. Sie ist jedoch mit einem hohen Aufwand verbunden, da bei einem 
geringen Anteil an relevanten Tweets eine große Menge an Microblogging-Texten ma-
nuell klassifiziert werden muss, um eine genügend große Anzahl an Tweets für die an-
schließende Auswertung zu finden. Um die Klassifikation von subjektiven Erfahrungen 
unabhängiger zu machen, sollte sie von mehreren Personen durchgeführt werden. Eine 
günstige Anzahl sind drei Rater, da somit ein Mehrheitsentscheid in jedem Fall möglich 
ist und der Gesamtaufwand der manuellen Klassifikation noch relativ gering ist. 
Ein Nachteil der manuellen Klassifikation ist die notwendigerweise sehr allgemein 
formulierte Klassifikationsrichtlinie. Im Fall der Klassifikation der Relevanz zu be-
stimmten POI-Objektklassen besteht diese nur aus der Frage: „Ist der Twitter-Text rele-
vant für die untersuchte POI-Objektklasse (z.B. ‚Bahnhof‘, ‚Kino‘)?“. Erschwerend 
kommt hinzu, dass bei den sehr kurzen Texten – im konkreten Fall Twitter-Texte ma-
ximal 140 Zeichen – oft nicht genügend Kontextinformation für eine sichere Entschei-
dung vorhanden ist. Die daraus resultierende Subjektivität und Unschärfe der manuellen 
Klassifikation liegt somit in der Natur dieser Klassifikationsaufgabe. 
Die Werte der Urteilerübereinstimmung (vgl. Tabelle 3-15) liegen zwischen 0,78 
(„wesentliche Übereinstimmung“) und 0,48 („mittelmäßige Übereinstimmung“). Diese 
Werte zeigen, dass in Abhängigkeit von der untersuchten Objektklasse sowohl eine 
relativ präzise und objektive Klassifikation, als auch eine vergleichsweise unscharfe und 
subjektive Klassifikation im Rahmen des Möglichen sind. 
Ein möglicher Grund für die bei den untersuchten Objektklassen unterschiedlich ho-
hen Urteilerübereinstimmungen ist, dass die Annahme, die Namen der Objektklassen 
repräsentieren als Begriff die gesamte Kategorie, nicht auf alle Objektklassen gleicher-
maßen zutrifft. Beispielsweise ist die Aussage „ich gehe/bin zum/im Supermarkt“ in der 
deutschen Umgangssprache weniger gebräuchlich, als die konkretere Aussage: „ich 
gehe/bin zum/im ALDI“. Dies hat Implikationen für die Assoziationen, die mit einem 
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bestimmten Begriff verknüpft sind. Die Assoziationen, die mit einer Objektklasse ver-
knüpft sind, werden stark dadurch beeinflusst, wie sehr der Name der Objektklasse als 
Begriff für die gesamte Kategorie stehen kann. Ein weiterer Grund könnte sein, dass 
Themen, die im Zusammenhang mit den drei Kategorien stehen, die eine geringere 
Urteiler-Übereinstimmung haben, mehrdeutiger sind. Beispielsweise ist „Lebensmittel“ 
ein Thema, das relevant für die Objektklasse „Restaurant“ sein könnte. Für einen Rater 
ist, auch aus Mangel an Kontext in den kurzen Microblogging-Texten, nicht immer 
eindeutig zu entscheiden, ob ein Text über Lebensmittel im Zusammenhang mit einem 
Restaurant steht – oder z.B. mit dem Verzehr von Speisen zu Hause. Ebenso kann über 
das Thema „Filme“ sowohl zu Hause, als auch in der Nähe von Kinos geschrieben wer-
den. 
4.2.2 Überwachte maschinelle Klassifikation mit manuell klassifizierten 
Trainingsdaten 
Der wesentliche Vorteil dieser Methode ist, dass eine beliebig hohe Anzahl von 
Microblogging-Texten automatisiert und ermüdungsfrei klassifiziert werden kann. Ge-
rade der letztgenannte Aspekt ist für eine potentielle Genauigkeitssteigerung bei der 
Verortung von Microblogging-Texten durch automatische Georeferenzierung von Be-
deutung. Wichtigste Voraussetzung für die Methode ist das Vorhandensein von manuell 
klassifizierten Texten, die als Trainingsdaten dienen. Die manuell klassifizierten Texte 
werden als Wortvektoren betrachtet, bei denen jedes einzelne Wort zum Klassifikati-
onsmodell beiträgt – es handelt sich also um ein Unigramm-Modell. Es existieren ver-
schiedene Algorithmen, die das Lernen eines Klassifikationsmodells ermöglichen. Ge-
testet wurden die Algorithmen Maximum Entropy und Naive Bayes, von denen Maxi-
mum Entropy gemessen am F-Maß die bessere Klassifikationsleistung zeigte (vgl. Ta-
belle 3-18). 
Am Beispiel der Objektklasse ‚Bahnhof‘ konnte mit einer Präzision von 0,95 und ei-
ner Vollständigkeit von 0,53 (F-Maß=0,68, vgl. Tabelle 3-17) eine gute Klassifikations-
leistung nachgewiesen werden, die jedoch für weitere getestete Objektklassen nicht 
bestätigt werden konnte (vgl. Tabelle 3-18). 
Die Ursache dafür liegt vor allem in der gering(er)en Menge an relevanten Trai-
ningsdokumenten für diese Objektklassen. Aus Tabelle 3-16 geht hervor, dass für die 
Objektklasse ‚Bahnhof‘ 246 Trainingstexte vorhanden sind, für die Objektklassen ‚Ki-
no‘ (51), ‚Restaurant‘ (60) und ‚Supermarkt‘ (30) jedoch deutlich weniger, was mit der 
insgesamt geringeren Häufigkeit von Tweets, die für diese Objektklassen relevant sind, 
bei gleicher Anzahl klassifizierter Tweets zu erklären ist. Ein durchgeführter Test zeigt, 
dass erst ab einer Menge von ungefähr 100 relevanten Trainingsdokumenten eine gute 
Klassifikationsleistung (d.h. F-Maß ≥ 0,5) möglich ist (vgl. Abbildung 3-15). 
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Dem Gewinn einer größeren untersuchbaren Menge an Dokumenten steht bei dieser 
Methode also ein Verlust an Klassifikationsleistung gegenüber. Bei den getesteten Ob-
jektklassen kann zwar eine genügend gute Präzision erzielt werden, jedoch ist die Voll-
ständigkeit nicht ausreichend. Ein Grund für die geringe Vollständigkeit sind die in 
vielen Fällen sehr kurzen und sehr spezifischen Texte. Eine weitere Ursache ist die häu-
fige Nutzung von Umgangssprache. Diese kann durch die genutzten Techniken der 
Lemmatisierung und der Stammformreduzierung nur teilweise behoben werden. 
Aus diesen Betrachtungen ergibt sich, dass die Ergebnisse der weiteren Untersu-
chungen, die unter Verwendung der maschinellen Klassifikation entstehen, einer gewis-
sen Unschärfe bzw. Ungenauigkeit unterliegen. Wesentlichster Nachteil dieser Methode 
ist, dass der zeitintensive Prozess der Trainingsdatenerfassung nicht entfallen kann. Der 
nötige Aufwand wird durch den für manche Objektklassen sehr geringen Anteil relevan-
ter Tweets im gesamten Korpus zusätzlich erhöht, da für eine gute Klassifikationsleis-
tung eine genügend große Menge relevanter Dokumente nötig ist und somit eine sehr 
große Menge von Tweets manuell klassifiziert werden muss. 
Ein Vergleich der erzielten Ergebnisse mit den Ergebnissen der vollständig manuel-
len Klassifikation (vgl. Tabelle 3-16 vs. Tabelle 3-20) zeigt, dass diese Methode in Be-
zug auf die Korrelation von Ort und Inhalt zu ähnlichen Schlussfolgerungen führen 
kann wie die manuelle Klassifikation, sofern genügend Trainingsdaten vorhanden sind. 
4.2.3 Unüberwachte maschinelle Klassifikation mit lexikalischen Trai-
ningsdaten 
Die Intention der Methode der maschinellen Klassifikation mit lexikalischen Trainings-
daten ist es, den aufwändigen Prozess der Trainingsdatenerfassung mit Hilfe der manu-
ellen Klassifikation zu ersetzen. Das Ziel ist somit ein weitgehend automatisierter Pro-
zess. Der bedeutende Vorteil dieser Methode ist, dass die Raum-Inhalt-Korrelation effi-
zient für beliebige POI-Objektklassen untersucht werden kann. 
Für die Gewinnung der lexikalischen Trainingsdaten wird ein Korpus eingesetzt, das 
automatisch aus Nachrichten-Webseiten generiert wurde. Wörter und Gewichte für das 
Klassifikationsmodell werden aus mit den Namen der POI-Objektklassen kookkur-
rierenden Wörtern gebildet. Die Gewichte ergeben sich aus der Signifikanz der Kook-
kurrenz. Es existiert eine gewisse Überschneidung zwischen den so identifizierten Wör-
tern und den Wörtern, die sich aus der manuellen Klassifikation ergeben (vgl. Tabelle 
3-19, Tabelle 3-21), woraus auch eine Ähnlichkeit der entstehenden Klassifikationsmo-
delle (vgl. Tabelle 3-19, Tabelle 3-23) folgt. Dennoch wird eine Einbuße der Klassifika-
tionsleistung dieser Methode von ungefähr 33% bezogen auf das F-Maß gegenüber der 
maschinellen Klassifikation mit manuellen Trainingsdaten festgestellt (vgl. Tabelle 
3-25). Im Vergleich zur vollständig manuellen Klassifikation wird die schlechtere Klas-
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sifikationsleistung ebenso deutlich: beim F-Maß wird durchschnittlich nur ein Wert von 
0,32 erreicht (vgl. Tabelle 3-25). 
Andererseits bestätigen Nullmessungen, basierend auf zufälligen Klassifikationsmo-
dellen und Klassifikationsmodellen, bei denen die Gewichte invers zur Distanz zwi-
schen den Tweets und den jeweils nächstgelegenen POI-Objekten berechnet werden, 
dass mit den lexikalischen Trainingsdaten tatsächlich Informationen gewonnen werden 
können (vgl. Tabelle 3-25). Die Unabhängigkeit von einzelnen Ratern und eine damit 
einhergehende Objektivierung der Klassifikation kann neben der Automatisierung als 
weiterer Vorteil dieser Methode angesehen werden. 
Ein Mangel der vorgestellten Studie besteht in der geringen Menge an Dokumenten, 
die zum Testen der Methode zur Verfügung stehen. Tabelle 3-16 zeigt, dass der Satz 
‚beliebige Tweets‘, der zum Testen verwendet wird, zwischen 14 und 83 Dokumente 
enthält. Besonders bei den nur 14 Dokumenten, die für den Test der Klassifikation mit 
der Objektklasse ‚Supermarkt‘ zur Verfügung stehen, können zufällige Einflüsse die 
durch die Tests festgestellte Klassifikationsleistung stark beeinflussen. 
4.2.4 Berechnung der Entfernungsabhängigkeit des Anteils ortsbezogener 
Texte 
Die Muster der Entfernungsabhängigkeit des Anteils ortsbezogener Texte sind qualitativ 
bei manueller Klassifikation und bei automatischer Klassifikation ähnlich, mit Ausnah-
me der Objektklasse ‚Kino‘, bei der sich die Ergebnisse widersprechen. Diese Ausnah-
me kann aber mit zufälligen Einflüssen aufgrund der geringen Zahl an verfügbaren 
Tweets, die zur Validierung genutzt werden können, begründet werden. Im Gegensatz 
zu ähnlichen qualitativen Mustern ergeben sich bei quantitativer Betrachtung Unter-
schiede, die mit der geringen Vollständigkeit an richtig klassifizierten Tweets des auto-
matischen Verfahrens erklärt werden können. Unterschiede in den Mustern zwischen 
den verschiedenen Objektklassen sind einerseits durch die unterschiedliche Anordnung 
der jeweiligen Objektinstanzen im Raum und andererseits durch einen unterschiedlichen 
Grad des Interesses der Nutzer, Tweets mit Bezug auf diese Objektklassen zu schreiben, 
bedingt. 
Bei der Interpretation der Ergebnisse muss beachtet werden, dass die in Abschnitt 
3.4.5.1 festgestellten zeitlichen Muster des Auftretens verschiedener Themen (vgl. Ab-
bildung 3-14) nicht mit in die ausschließlich räumliche Analyse der Korrelation Ort-
Inhalt eingeflossen sind. Würde man die zeitlichen Spitzen des Auftretens bestimmter 
Themen mit beachten, könnte wahrscheinlich eine stärkere Ort-Inhalt-Korrelation fest-
gestellt werden. Weiterhin ist es möglich, dass die Ort-Inhalt-Korrelation unterschätzt 
wird aufgrund der Unschärfe, die durch die gewählte Untersuchungsmethode bedingt 
wird. Gerade bei der manuellen Klassifikation und der maschinellen Klassifikation mit 
4  Diskussion 
 
120 
manuell klassifizierten Trainingsdaten zeigt sich, dass nicht durchgängig genügend Do-
kumente zum Trainieren und Testen verfügbar sind, woraus sich ergibt, dass einige 
Ergebnisse mit gewissen Unsicherheiten behaftet sind. 
4.2.5 Points of Interest als Modell für den räumlichen Kontext 
Vereinfachungen innerhalb des gewählten Modells, bei dem der räumliche Kontext 
allein aus Punkten (POIs) besteht, haben ebenso einen Einfluss auf das Ergebnis. Bei-
spielsweise würde zum räumlichen Kontext von Tweets, die relevant zum Thema 
‚Bahnhof‘ sind, nicht nur die Menge der Bahnhöfe gehören, bei denen die Vereinfa-
chung als Punkt zulässig ist, sondern auch das Netz der Bahnlinien, bei denen die Ver-
einfachung auf ausgewählte Punkte (d.h. die Bahnhöfe) nicht zulässig ist. Die be-
obachtbare Ort-Inhalt-Korrelation wird durch diese Vereinfachung geringer, da relevan-
te Tweets, die sich in der Nähe von Bahnlinien befinden, nicht aber in der Nähe von 
Bahnhöfen, durch das verwendete Modell nicht als nahe Tweets interpretiert werden. 
Neben der geometrischen Vereinfachung, die die Nutzung von POIs als Modell für 
den räumlichen Kontext darstellt, beinhaltet das Modell auch eine semantische Verein-
fachung der Realität, die allein durch POIs nicht hinreichend beschrieben wird. An vie-
len Orten dienen nicht nur die im Modell verfügbaren POIs als Stimuli für räumlich 
beeinflusste Microblogging-Texte, sondern auch andere Objekte, die durch das genutzte 
Modell keine Beachtung finden. Es ist somit denkbar, dass bei der Nutzung anderer 
Modelle für den räumlichen Kontext eine stärkere Ort-Inhalt Korrelation für Twitter-
Inhalte festgestellt werden kann. Eine höhere Korrelation wird z.B. bei der Untersu-
chung von topographischen Objekten mit Eigennamen erwartet, wie beispielsweise der 
Eiffelturm, das Brandenburger Tor oder McDonald’s-Filialen. 
Ein weiteres Problem besteht darin, dass die kurzen und häufig kontextarmen 
Microblogging-Texte bei der Klassifikation der Relevanz für bestimmte Objektklassen 
verschieden interpretiert werden können. Beispielsweise ist die Ort-Inhalt-Korrelation 
für die Objektklasse ‚Restaurant‘ sehr schwierig zu untersuchen, da Texte über Essen 
und Trinken gleichermaßen in der Nähe befindliche Restaurants als auch alltägliche 
Mahlzeiten zu Hause adressieren können, womit eine eindeutige Klassifikation nicht 
möglich ist. 
4.3 Der Begriff ‚Raumbezug‘ im Kontext von nutzergenerier-
ten geographischen Informationen 
In den zwei Teilen dieser Arbeit wird der Begriff ‚Raumbezug‘ unterschiedlich verwen-
det. Im ersten Teil der Arbeit steht das Vorhandensein einer Beziehung zwischen In-
formationen und dem geographischen Raum im Vordergrund. Es geht also darum, ob 
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Informationen im Raum unmittelbar oder mittelbar verortet werden können. Im zweiten 
Teil dieser Arbeit beschreibt der Begriff ‚Raumbezug‘ die Beziehung, die zwischen 
(textlichen) Informationen und dem Raum besteht, der den Ort, an dem diese Informati-
onen erzeugt werden, umgibt. 
Es besteht also ein zweigeteiltes Verständnis des Begriffs ‚Raumbezug‘. Einerseits 
raumbezogen im Sinne von verortet oder verortbar (lokalisierbar) und andererseits im 
Sinne eines Zusammenhanges zwischen bereits verorteten Informationen und den Din-
gen, die sich in deren (unmittelbarer) Umgebung befinden. 
Bei der ersten Wortbedeutung ist der Anteil der raumbezogenen Informationen in 
erster Linie abhängig von der Verfügbarkeit von Ortungstechnologie, die sich zur Nut-
zung für das betrachtete Korpus eignet. Bei Fotos und Microblogging-Texten sind dies 
beispielsweise die Ortungssensoren, die auf mobilen Geräten eingebaut sind, bei Wiki-
pedia und OpenStreetMap frei verfügbare Webkartendienste. Jedoch hängt der Anteil 
der raumbezogenen Informationen auch von weiteren Faktoren ab. Beispielsweise spie-
gelt der mit 1% geringe Anteil von Tweets, die mit Koordinaten als Metainformationen 
erzeugt werden, einerseits das Bedürfnis nach Privatsphäre der Nutzer wieder, anderer-
seits aber auch, dass die Nutzer die Verortung dieser Texte im Allgemeinen nicht für 
relevant halten, da daraus für sie kein unmittelbarer Mehrwert entsteht. Die Bedeutung 
der Ortsinformation hängt somit von der Art des Korpus ab. Bei Inhalten von sozialen 
Mediendiensten und Enzyklopädien ist die Angabe der Ortsinformation nicht zwingend 
notwendig, anders als bei topographischen Informationen, Verkehrs- oder Wetterdaten. 
Der Maßstab spielt jedoch bei dieser Begriffsverwendung für den Anteil der raumbezo-
genen Informationen keine Rolle, es sei denn, es wird eine bestimmte Genauigkeit des 
Raumbezuges vorausgesetzt, die nicht bei allen Positionsinformationen erfüllt ist. Eben-
so sind zeitliche Aspekte nicht von Bedeutung, da der Raumbezug einer Information 
entweder besteht oder nicht. Das Vorhandensein des Raumbezuges ist statisch und so-
mit von der Zeit unabhängig. 
Bei der zweiten Bedeutung des Begriffs ‚Raumbezug‘ ist der Anteil der raumbezo-
genen Informationen in erster Linie abhängig von der betrachteten Art des Korpus. Der 
Zusammenhang zwischen den Informationen und der Umgebung deren Entstehung ist 
beispielsweise bei der Beschreibung von Fotos höher als bei Microblogging-Texten. 
Weiterhin ist der Zusammenhang abhängig vom Korpus, das zur Modellierung des um-
gebenden und auf einen Zusammenhang hin untersuchten Raumes genutzt wird. Unter-
schiede ergeben sich aus dem Geometrietyp – Punkte vs. Linien vs. Flächen – dem Ob-
jekttyp – POIs vs. Landmarken vs. Toponyme – und der Objektarten im Modell – 
Bahnhöfe und Sehenswürdigkeiten sind eher Stimuli für die Produktion von 
Microblogging-Texten als Restaurants und Kinos. Im Gegensatz zur ersten Begriffsbe-
deutung spielen für den Anteil der Informationen, die im Zusammenhang mit der Um-
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gebung ihrer Erzeugung stehen, zeitliche Aspekte eine wichtige Rolle. Der Anteil, der 
auf einen bestimmten Ort bezogenen Informationen, ist zeitlich variabel. Ebenso ist der 
Analysemaßstab wichtig. Bei den Microblogging-Texten hat sich gezeigt, dass der 
Raumbezug bei kleinmaßstäbiger Analyse größer ist, als im großmaßstäbigen Bereich. 
Tabelle 4-2 fasst den Vergleich der beiden Wortbedeutungen zusammen. 
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5 Schlussfolgerungen und Forschungs-
ausblick 
Die Erkenntnisse, die in dieser Arbeit dargestellt sind, liefern einen Beitrag zur Quanti-
fizierung raumbezogener Informationen in nutzergenerierten Inhalten. In diesem Kapitel 
werden zunächst die Forschungsfragen wieder aufgegriffen, die in Kapitel 1.2 formu-
liert sind, und mit Bezug auf die gefundenen Ergebnisse beantwortet. Weiterhin werden 
die sich daraus ergebenden Implikationen für die geographische Informationswissen-
schaft diskutiert. Abschließend werden ausgehend von den konkreten Fragestellungen 
dieser Arbeit weitere aktuelle Forschungsfragen im Kontext von nutzergenerierten In-
formationen mit Raumbezug dargestellt. 
5.1 Beantwortung der Forschungsfragen 
5.1.1 Zur Überprüfung der Raumbezugshypothese 
(1) Welches Korpus erscheint für die Überprüfung der Raumbezugshypothese am 
repräsentativsten und ist damit am geeignetsten? 
Ein Vergleich hinsichtlich der Repräsentativität verschiedener Korpora wurde nicht 
vorgenommen. Inwiefern ein Korpus repräsentativ sein kann, hängt davon ab, für wel-
chen Zweck es repräsentativ sein soll. Die Recherche in der verfügbaren Forschungslite-
ratur hat gezeigt, dass Wikipedia ein geeigneter Kandidat ist, um das Weltwissen zu 
repräsentieren. Dieses Korpus wurde zuvor bereits von Hecht und Moxley (2009) unter 
der Annahme, dass es Weltwissen bestmöglich repräsentiert, für die Überprüfung einer 
weiteren Hypothese148 in der geographischen Informationswissenschaft genutzt. Eine 
Überrepräsentierung geographischer Informationen wird in diesem Korpus nicht vermu-
tet. Vielmehr kann es als vergleichsweise ausgewogene Quelle für Wissen angesehen 
werden. Ein Bias ergibt sich jedoch aus dem mit ungefähr 30% relativ großen Anteil 
von Informationen über Personen. Ein weiterer Nachteil des Korpus ist, dass es sich um 
eine Enzyklopädie handelt, die Raumbezugshypothese jedoch ursprünglich auf kommu-
nale Datensätze bezogen war. 
                                                 
 
148  Es wurde Toblers (1970) erstes Gesetz der Geographie getestet: „Everything is related to everything else, but near 
things are more related than distant things“. 
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(2) Kann die Raumbezugshypothese durch eine korpusanalytische Methode über-
prüft werden? Welche Methode eignet sich hierfür? 
Für die korpusanalytische Überprüfung der Raumbezugshypothese ergibt die Recherche 
in der Fachliteratur verschiedene Möglichkeiten. So kann der Raumbezug beispielswei-
se über das Vorhandensein von Koordinaten, die direkt mit Informationen verknüpft 
sind, definiert werden. Koordinaten ermöglichen die direkte Verortung der Informatio-
nen im Raum. Toponyme, Adressen und räumliche Identifikatoren, wie beispielsweise 
Postleitzahlen, ermöglichen eine indirekte Verortung von Informationen im Raum. In 
der Arbeit konnten nicht alle dieser Möglichkeiten für die mathematisch-analytische 
Definition raumbezogener Informationen getestet werden. 
Umgesetzt wurde schließlich ein Ansatz, bei dem eine abgestufte Messung des Gra-
des der Raumbezogenheit von Informationen möglich ist. Dieser Ansatz modelliert das 
verwendete Korpus Wikipedia als Netzwerk. Verlinkungen zwischen verschiedenen 
Artikeln werden als Kanten des Netzwerkes interpretiert. Dies erscheint sinnvoll, da 
jede Verknüpfung zwischen zwei Artikeln einen durch menschliche Wahrnehmung 
festgestellten Bezug zwischen den beteiligten Begriffen widerspiegelt. Über die Entfer-
nung von Informationen in diesem Netzwerk zur jeweils nächstgelegenen Information, 
die mit Koordinaten gekennzeichnet ist, erfolgt eine abgestufte Messung des Raumbe-
zuges der Informationen. Der vorgestellte Netzwerkgrad des Georaumbezuges kann 
somit als mathematisch-analytisches Maß zur Abschätzung der „Georäumlichkeit“ von 
Informationen angesehen werden. 
(3) Kann die Raumbezugshypothese durch einen Befragungsansatz überprüft wer-
den? 
Die Recherche in der Fachliteratur hat keinen Beleg ergeben, dass die Raumbezugshy-
pothese bereits zuvor durch eine Befragung untersucht wurde. In dieser Arbeit wird ein 
Befragungsansatz beschrieben, bei dem die Teilnehmer, Titel von Artikeln des verwen-
deten Korpus Wikipedia in die Kategorien „direkter Raumbezug“, „indirekter Raumbe-
zug“ und „kein Raumbezug“ einordnen. Durch diesen Ansatz können die menschliche 
Wahrnehmung und die Konzeptualisierung des Begriffs Raumbezug auf der Ebene von 
konkreten Dingen sowie von Konzepten überprüft werden. Die Ergebnisse der Umfrage 
zeigen, dass bei vielen Begriffen keine der drei Kategorien dominiert149. Dies verdeut-
licht die Unschärfe des Begriffs Raumbezug. Eine Abhängigkeit der Ergebnisse vom 
beruflichen Hintergrund der Teilnehmer in einer Geowissenschaft kann nicht festgestellt 
werden. Die Ergebnisse zeigen jedoch eine geringe Abhängigkeit von der Möglichkeit 
der Teilnehmer, sich über die Begriffe zu informieren. Die Teilnehmer, denen die Mög-
                                                 
 
149  Vgl. Ergebnisse unter: http://kartographie.geo.tu-dresden.de/geospatial_experiment/results.htm sowie den For-
schungsdaten-Anhang zu dieser Arbeit (siehe Anhang G). 
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lichkeit gegeben wurde, sich über die Begriffe weiter informieren zu können, tendierten 
dazu, häufiger die Kategorien „direkter Raumbezug“ und „indirekter Raumbezug“ zu 
wählen. 
(4) Besteht ein Zusammenhang zwischen den Ergebnissen einer zu entwickelnden 
korpusanalytischen Methode und den Ergebnissen eines zu konzipierenden Be-
fragungsansatzes – bestätigen sich die Ergebnisse gegenseitig? 
Der Zusammenhang zwischen beiden Methoden wurde getestet. Dabei zeigte sich, dass 
die Begriffe, die durch den korpusanalytischen Ansatz als räumlich bewertet wurden, 
ebenso durch die Teilnehmer der Befragung als räumlich bewertet wurden. Gleiches gilt 
für indirekt räumliche und nicht räumliche Begriffe. 
(5) Welche Aussage ergibt sich aus der Überprüfung der Raumbezugshypothese in 
Bezug auf den konkreten Anteil raumbezogener Informationen? 
Die Synthese der Ergebnisse (vgl. Abschnitt 3.3.5) der beiden genutzten Ansätze zeigt, 
dass 57% der Informationen in Wikipedia einen Georaumbezug haben. Die Zahl setzt 
sich aus 27% Informationen mit direktem und 30% Informationen mit indirektem Geo-
raumbezug zusammen und steht einem Anteil von 43% Informationen ohne Georaum-
bezug gegenüber. 
5.1.2 Zur Korrelation von Ort und Inhalt von nutzergenerierten geogra-
phischen Informationen 
(1) Welche Methoden können genutzt werden, um einzelne Microblogging-Texte 
dahingehend zu klassifizieren, ob ein Zusammenhang zwischen diesen und dem 
räumlichen Kontext ihrer Entstehung besteht? 
Die Untersuchung hinsichtlich des Zusammenhangs zwischen den Entstehungsorten 
nutzergenerierter geographischer Informationen und deren eigentlichen Inhalt wird am 
Beispiel von Microblogging-Texten durchgeführt. Bei diesen wird anders als bei Fotos 
oder topographischen Informationen nicht zwingend ein Zusammenhang zwischen den 
Orten, die durch die Koordinaten ausgezeichnet werden, und dem Inhalt der Informatio-
nen vermutet. Es bestehen drei Möglichkeiten der Textklassifikation: manuelle Klassi-
fikation, überwachte maschinelle Klassifikation mit manuell klassifizierten Trainingsda-
ten und überwachte maschinelle Klassifikation mit lexikalischen Trainingsdaten. 
Bei der manuellen Klassifikation werden die Texte durch Rater hinsichtlich ihres Zu-
sammenhanges zum Umgebungsraum beurteilt. Als Modell für den Raum werden 
Points of Interest genutzt. Die konkrete Fragestellung für die Rater lautet, ob bei einem 
einzelnen Text ein Bezug zu einer bestimmten POI-Objektklasse gesehen wird. Durch 
die Kürze der Texte besteht häufig ein Mangel an Kontext, der die Beurteilung er-
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schwert. Der Einsatz mehrerer Rater kann dazu beitragen, subjektive Faktoren in der 
Beurteilung zu mindern. 
(2) Kann diese Klassifikation mit Hilfe von maschinellem Lernen automatisiert 
werden? 
Die Ergebnisse der manuellen Klassifikation können als Eingangsdaten für eine auto-
matisierte Klassifikation unter Nutzung von maschinellem Lernen verwendet werden. 
Das maschinelle Lernen ermöglicht die ermüdungsfreie Klassifikation großer Mengen 
von Microblogging-Texten. Der Nachteil sind jedoch Einbußen hinsichtlich der Genau-
igkeit und Vollständigkeit der Klassifikation. Für die Objektklasse ‚Bahnhof‘ konnte 
eine Genauigkeit der Klassifikation von 0,95 bei einer Vollständigkeit von 0,53 (F-
Maß=0,68, vgl. Tabelle 3-17) erreicht werden. Um ein F-Maß von mindestens 0,5 zu 
erzielen werden mindestens 100 manuelle klassifizierte Trainingstexte benötigt (vgl. 
Abbildung 3-15). Da diese für die weiteren getesteten Objektklassen nicht zur Verfü-
gung stehen (vgl. Tabelle 3-16), ist die Leistung der maschinellen Klassifikation für die 
Klassen deutlich schlechter (vgl. Tabelle 3-17). 
(3) Welche Lernalgorithmen eignen sich hierfür am besten? 
Die Recherche in der Forschungsliteratur hat ergeben, dass die Algorithmen Naive 
Bayes, Maximum Entropy und Support Vector Machines auf dem Gebiet der maschi-
nellen Sprachverarbeitung am häufigsten für die automatisierte Klassifikation von Tex-
ten genutzt werden. Das für die Implementierung verwendete Programm Mallet 
(McCallum 2002) unterstützt nur die Algorithmen Naive Bayes und Maximum Entropy. 
Durchgeführte Tests am Beispiel der Klassifikation der Microblogging-Texte zeigen, 
dass Maximum Entropy für diese Klassifikationsaufgabe besser geeignet ist, als Naive 
Bayes (vgl. Tabelle 3-18). 
(4) Existiert ein Korpus, das geeignet ist, um die manuelle Klassifikation von Trai-
ningsdaten zu ersetzen? 
Im deutschsprachigen Bereich existieren unter anderem die Korpora „Google Ngram“150 
und „Wortschatz“151. Google Ngram wird aus dem Bestand der Bücher von Google 
Books kompiliert. Beim Korpus Wortschatz existieren zwei Varianten. Eine wird aus 
Texten der Wikipedia gespeist und eine weitere aus Texten von Nachrichtenwebseiten, 
die über das Internet öffentlich zugänglich sind. Forschungsergebnisse legen nahe, dass 
eine signifikante thematische Überschneidung zwischen klassischen Nachrichteninhal-
ten und den Informationen, die über Twitter verbreitet werden, besteht (Zhao et al. 
2011). Aus diesem Grund wird in der Arbeit das Wortschatzkorpus „News“ daraufhin 
                                                 
 
150  https://books.google.com/ngrams. 
151  http://wortschatz.uni-leipzig.de/. 
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getestet, ob mit diesem die manuellen Trainingsdaten ersetzt werden können. Metho-
disch wird dabei so vorgegangen, dass für die Erzeugung der Klassifikationsmodelle 
jeweils die Wörter ausgewählt und entsprechend gewichtet werden, die im Korpus sig-
nifikant mit den Bezeichnungen der POI-Objektklassen kookkurrieren. Die Ergebnisse 
zeigen, dass die Klassifikationsleistung, die mit dieser Methode erzielt werden kann um 
30% schlechter ist, als die Klassifikationsleistung, die unter Zuhilfenahme manueller 
Trainingsdaten erzielt werden kann. Sie hebt sich jedoch andererseits deutlich von 
Nullmessungen mit zufälligen Klassifikationsmodellen ab (vgl. Tabelle 3-25). Die Er-
gebnisse, die mit dieser Methode in Bezug auf die Ort-Inhalt-Korrelation erzielt werden, 
sind bei drei der vier getesteten POI-Objektklassen qualitativ vergleichbar mit den Er-
gebnissen, die mit den manuellen Trainingsdaten erzielt werden. Es bestehen jedoch 
quantitative Unterschiede (vgl. Abbildung 3-19, Abbildung 3-20). 
(5) Nimmt der Anteil der Tweets, bei denen ein Zusammenhang zu bestimmten Or-
ten besteht, mit der Entfernung zu diesen Orten ab? Anders formuliert: Ist die 
Verteilung von Tweets, die im Zusammenhang zu bestimmten Orten stehen, zu-
fällig oder nicht? 
Die Analyse der Korrelation Ort-Inhalt von mobilen Microblogging-Inhalten, die mit 
Hilfe des Modells der Relevanz von Microblogging-Texten für ausgewählte POI-
Objektklassen durchgeführt wurde, zeigt kein homogenes Ergebnis. So kann für einige 
Objektklassen durchaus eine signifikante Entfernungsabhängigkeit des Anteils relevan-
ter Tweets festgestellt werden. Für diese Objektklassen kann geschlussfolgert werden, 
dass die Microblogging-Texte nicht ausschließlich zufällig im Raum verteilt sind. Diese 
Entfernungsabhängigkeit ist für andere Objektklassen jedoch nicht nachweisbar. Ein 
Beispiel für eine deutliche Entfernungsabhängigkeit ist die Objektklasse ‚Bahnhof‘, bei 
der in einem Umkreis von 100m ein Anteil von ungefähr 20% (manuelle Klassifikation, 
vgl. Abbildung 3-19) bzw. 8% (maschinelle Klassifikation mit lexikalischen Trainings-
daten, vgl. Abbildung 3-20) an relevanten Texten bestimmt wird, was deutlich über dem 
Durchschnitt im gesamten Korpus von nur 3,3% (manuelle Klassifikation) bzw. 1,8% 
(maschinelle Klassifikation mit lexikalischen Trainingsdaten) liegt. 
Zusammenfassend kann jedoch festgestellt werden, dass der Einfluss der räumlichen 
Nähe von POIs auf mobile Microblogging-Inhalte insgesamt nur mäßig ist und dass 
dessen Stärke von der untersuchten Objektklasse abhängt. In der Menge der untersuch-
ten Objektklassen ist der Einfluss feststellbar bei den Objektklassen ‚Bahnhof‘, ‚Flugha-
fen‘, ‚Restaurant‘, ‚Supermarkt‘, ‚Theater‘, ‚Zoo‘ und ‚Krankenhaus‘. Beispiele für 
Objektklassen, für die mit den genutzten Methoden keine Entfernungsabhängigkeit des 
Anteils relevanter Tweets festgestellt wird, sind ‚Bäcker‘, ‚Kneipe‘, ‚Museum‘ und 
‚Schule‘. Folglich stimulieren bestimmte Objektklassen mehr als andere Klassen, dass 
in deren Nähe dazu relevante Tweets verfasst werden. Aus der Perspektive der 
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‚Twittersphäre‘ sind dies somit relevantere Objektklassen. Objektklassen, deren Instan-
zen häufig räumlich einzeln stehen, z.B. Flughäfen, zeigen eine weitreichendere Entfer-
nungsabhängigkeit des Anteils relevanter Tweets, da bei diesen Objekten die „Konkur-
renz“ zu anderen Objektklassen, zu denen relevante Tweets geschrieben werden könn-
ten, geringer ist. Aus den Ergebnissen lässt sich schlussfolgern, dass die räumliche Nähe 
zu bestimmten Objekten insgesamt nur ein geringer Faktor hinsichtlich des Einflusses 
auf die Inhalte der Microblogging-Texte ist. 
Die Stärke der Ort-Inhalt-Korrelation scheint jedoch auch eine Frage des Untersu-
chungsmaßstabes zu sein. Eine solche Abhängigkeit würde den Widerspruch auflösen, 
der zwischen den Ergebnissen von Cheng et al. (2010), Wing et al. (2011), Hecht et al. 
(2011), Schulz et al. (2013) und Andrienko et al. (2013) besteht, die eine Ort-Inhalt-
Korrelation bei Untersuchungen in kleinen und mittleren Maßstäben feststellen, und 
meinen Ergebnissen, die bei einer Untersuchung im großen Maßstabsbereich keine sehr 
deutliche Ort-Inhalt-Korrelation belegen. Somit kann gefolgert werden, dass obwohl 
Twitter überwiegend auf mobilen Geräten genutzt wird, der aktuelle räumliche Kontext 
des Nutzers die verfassten Inhalte nicht dominiert. Diese Schlussfolgerung ist konform 
zu der von Java et al. (2007) und Crawford (2010) herausgearbeiteten Tatsache, dass die 
wichtigsten Intentionen von Twitter-Nutzern, den Dienst zu verwenden, die Mitteilung 
von Alltäglichem und Gespräche sind, woraus sich in vielen Fällen nicht notwendiger-
weise ein Bezug zum aktuellen Aufenthaltsort des Benutzers ergibt. 
Nicht zuletzt spielt der zeitliche Aspekt für die Raum-Inhalt-Korrelation eine bedeu-
tende Rolle, da an den meisten Orten zu unterschiedlichen Zeiten auch Microblogging-
Texte zu unterschiedlichen Themen verfasst werden. Die Vermutung, dass die Raum-
Inhalt-Korrelation unter Beachtung des zeitlichen Aspektes höher ist, liegt nahe, konnte 
jedoch in dieser Arbeit nicht überprüft werden. 
5.2 Implikationen der Forschungsergebnisse 
Die geringen Standardfehler der Prädiktion des Anteils raumbezogener Informationen in 
Wikipedia (vgl. Tabelle 3-10) stützen die Schlussfolgerung, dass die genutzte Kombina-
tion von korpusanalytischem Ansatz und Befragungsansatz dafür geeignet ist, den An-
teil an Informationen mit Georaumbezug in Informationskorpora, die mit Hilfe der 
Graphentheorie modelliert werden können, zu bestimmen. Der festgestellte Anteil 
raumbezogener Informationen ist mit 57% zwar deutlich geringer als die ursprüngliche 
Annahme von 80%, er zeigt aber dennoch die hohe Relevanz von georäumlichen Infor-
mationen. Aus meiner Sicht sollte die Zahl deshalb nicht als Degradierung der Geowis-
senschaften gesehen werden, sondern als Chance, denn es ist sicher besser, eine niedri-
gere Zahl zu haben, die durch eine wissenschaftliche Untersuchung gestützt wird, als 
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eine arbiträre höhere Zahl, die stets zweifelhaft erschien. Jedoch gilt auch für die Er-
gebnisse dieser Analyse, dass sie nicht übergeneralisiert werden sollten. Eine Untersu-
chung mit kommunalen Datensätzen, auf die sich die ursprüngliche These bezog, hätte 
möglicherweise einen höheren Anteil an georäumlichen Informationen hervorgebracht. 
Die hohe Korrelation zwischen der Bewertung des Raumbezuges durch die Studien-
teilnehmer und den Ergebnissen der NGGR-Berechnung weist auf ein mögliches An-
wendungspotential des NGGR hin. Der Netzwerkgrad des Georaumbezuges könnte als 
Filtermechanismus verwendet werden, um in graphenartig modellierbaren Informati-
onskorpora nach direkt und indirekt räumlichen Informationen zu suchen. Informatio-
nen, die von Menschen mit hoher Wahrscheinlichkeit als nicht räumlich bewertet wer-
den, können durch diese Methode gefiltert werden. 
Die Ergebnisse der Bewertung der Begriffe hinsichtlich ihrer Georäumlichkeit durch 
die Studienteilnehmer152 bieten Potential zur weiteren Forschung mit dem Ziel zu einem 
genaueren Verständnis der Begriffe „direkter“ und „indirekter Raumbezug“ in der Fach- 
und Alltagssprache zu gelangen. Eine Kategorisierung der getesteten Begriffe könnte 
Aufschluss darüber geben, inwiefern bestimmte Begriffskategorien als räumlich ange-
sehen werden. Weitere Faktoren, von denen die Bewertung der Georäumlichkeit abhän-
gig zu sein scheint, sind das Auftreten von Toponymen in den Begriffen, der Grad der 
Abstraktheit sowie die Bekanntheit der Begriffe. Erkenntnisse über die Sicherheit der 
Bewertung könnte zudem die Auswertung der Antwortzeiten geben, die während der 
Umfrage aufgezeichnet wurden. 
Die Erkenntnisse hinsichtlich der im großen Maßstabsbereich geringen Korrelation 
von Ort und Inhalt bei Microblogging-Texten haben Implikationen für die automatische 
Georeferenzierung dieser Texte für große kartographische Maßstäbe. Der Genauigkeits-
gewinn, der durch die Nutzung der Ort-Inhalt-Korrelation von Microblogging-Texten 
mit POIs erzielt werden kann, ist gering und abhängig von der betreffenden Objektklas-
se. 
Eine verallgemeinernde Schlussfolgerung, die aus den vorgestellten Ergebnissen re-
sultiert, ist, dass Twitter-Texte für Analysen mit hoher räumlicher Genauigkeit nur sehr 
bedingt verwendet werden können, da die für solche Analysen vorausgesetzte Ort-
Inhalt-Korrelation zu gering ist. Dies bedeutet, dass Anwendungen, die auf dieser An-
nahme beruhen – beispielsweise räumliche Meinungs-, Emotions- und Sentiment-
Auswertung, Lagebeurteilung und Entscheidungsunterstützung bei (Natur)Katastrophen 
sowie die Beschreibung von Orten – die grundsätzliche Eignung von georeferenzierten 
Microblogging-Texten in Abhängigkeit vom jeweiligen Anwendungszweck prüfen 
müssen. Crampton et al. (2013) schlussfolgern in diesem Zusammenhang, dass der 
                                                 
 
152  Vgl. Tabelle 7-1 und Tabelle 7-2. Die Ergebnisse der Kategorisierung aller Begriffe sind weiterhin im For-
schungsdaten-Anhang zu dieser Arbeit gespeichert. 
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Analysemaßstab für Microblogging-Texte an deren räumliche Auflösung angepasst sein 
muss. Weiterhin betonen sie in diesem Zusammenhang, dass die Ort-Inhalt-Korrelation 
bei Twitter gering ist, da kulturelle, religiöse und sprachliche Unterschiede räumliche 
Muster beeinflussen können. Umgekehrt, können große räumliche Entfernungen jedoch 
auch durch ein enges Netzwerk an sozialen Kontakten überbrückt werden. Die Analyse 
dieser Netzwerke müsste somit in die Untersuchung räumlicher Muster mit einfließen. 
Weiterhin leitet sich aus den Forschungsergebnissen ab, dass für räumlich hoch auflö-
sende Analysen unter Verwendung von Microblogging-Texten der Einsatz automati-
scher Filter- und Validierungsmethoden sowie eine begleitende manuelle Auswertung 
nötig sind. Die Vermutung einer kleinräumigeren Ort-Inhalt-Korrelation bei Fotos, legt 
weiterhin nahe, dass bei der Analyse von Tweets für Analysen mit hoher räumlicher 
Auflösung vorrangig Microblogging-Texte, die Fotos enthalten, genutzt werden sollten. 
Bezüglich der verwendeten Methoden kann geschlussfolgert werden, dass diese sich 
für den Zweck der Untersuchung eignen und auch auf ein anderes Untersuchungskorpus 
von Microblogging-Texten anwendbar sind. Bei den automatischen Klassifikationsver-
fahren müssen jedoch deutliche Abstriche in der Klassifikationsgenauigkeit und  
-vollständigkeit in Kauf genommen werden. 
5.3 Forschungsausblick nutzergenerierte geographische Infor-
mationen 
Die Forschung, die in dieser Arbeit beschrieben ist, konzentriert sich auf die Untersu-
chung des Raumbezuges von nutzergenerierten geographischen Informationen. Im vori-
gen Abschnitt wurden die Implikationen der Ergebnisse dieser Arbeit für die Wissen-
schaft diskutiert. In diesem Abschnitt sollen weitere Aspekte, die auf der aktuellen For-
schungsagenda zum Thema VGI stehen, angerissen werden. 
5.3.1 Qualität von VGI 
Nach wie vor ist die Qualität von VGI ein wichtiges Forschungsthema. Folglich wird 
die Methodenentwicklung für die Bewertung der Qualität von VGI auch weiterhin im 
Fokus stehen. Während sich die Forschung dabei in den vergangenen Jahren auf die 
Vollständigkeit (z.B. Haklay 2010, Neis et al. 2011, Hecht et al. 2013, Zielstra et al. 
2013) und Genauigkeit (Haklay et al. 2010, Ludwig et al. 2011, Kunze et al. 2013) von 
VGI konzentrierte, rückt nunmehr die Bewertung der Zuverlässigkeit der beigetragenen 
Informationen in den Fokus. 
Ein Forschungsziel ist es dabei, intrinsische Qualitätsmaße zu entwickeln, mit denen 
also die VGI-Beiträge aus sich selbst heraus bewertet werden können (z.B. Roick et al. 
2012, Barron et al. 2014). Messbare Faktoren sind beispielsweise die Anzahl der akti-
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ven Mitglieder in bestimmten Regionen und die Anzahl der Mitglieder, die Informatio-
nen zu spezifischen Themen beitragen. Dieser Ansatz ist insbesondere für Regionen der 
Erde von Bedeutung, in denen keine Referenzdatensätze verfügbar sind. 
Weiterhin existiert der Vorschlag, die Reputation der Beitragenden zu nutzen, um da-
raus die Vertrauenswürdigkeit der von ihnen beigetragenen Informationen schlussfol-
gern zu können (Flanagin und Metzger 2008). Goodchild und Li (2012) und Coleman 
(2013) berichten Ideen zur praktischen Umsetzung, wie etwa Gutachtersysteme und 
Bewertungsfunktionen für die Beitragenden. Neis und Zielstra (2014) ergänzen die 
Möglichkeit der objektivierbaren Analyse der Aktivität der Beitragenden innerhalb der 
jeweiligen Community. Beim Gutachtersystem, das etwa bereits bei Wikipedia und 
Google Map Maker153 implementiert ist, hat ein kleiner Teil der Community die Mög-
lichkeit, neue Beiträge auf Plausibilität zu prüfen. Eine Bewertung der Beitragenden 
könnte durch ein Punktesystem umgesetzt werden, bei dem alle Communitymitglieder 
die Möglichkeit haben, die Beiträge anderer Mitglieder zu bewerten, ähnlich dem Be-
wertungssystem bei der Onlineauktionsplattform ebay154. Die objektive Analyse der 
Mitgliederaktivität könnte die Parameter Anzahl, Häufigkeit und Art der Beiträge sowie 
typische Bearbeitungsregionen einzelner Nutzer einbeziehen, um somit deren jeweilige 
besondere Expertise einschätzen zu können. Welche Methode für VGI am besten geeig-
net ist, ist eine offene Forschungsfrage. 
Im Zusammenhang mit der Bewertung der Qualität von VGI stehen auch Methoden, 
die zur automatischen Detektion von Vandalismus benötigt werden. Die hierfür not-
wendigen Forschungs- und Entwicklungsschritte skizzieren Neis et al. (2012). Coleman 
(2013) schlägt darüber hinaus zur Vermeidung von Vandalismus die Beschränkung des 
Kreises der möglichen Beitragenden vor, beispielsweise durch verifizierte Nutzerkon-
ten. Eine weitere Idee ist es, in die Prüfprozesse von VGI aktuelle von Nutzern aufge-
nommene Fotos einzubinden. 
Bei der Nutzung von VGI wird in der Regel davon ausgegangen, dass die Beiträge 
tatsächlich von Menschen erzeugt werden. Auf einigen VGI-Plattformen entsteht jedoch 
ein gewisser Anteil der Information durch automatische Prozeduren, die in sogenannten 
Bots implementiert sind. Crampton et al. (2013) und Neis und Zielstra (2014) sehen in 
der Detektion solcher Beiträge eine Forschungslücke. Diese gilt es zu schließen, damit 
Methoden existieren, um bei der Analyse und der Nutzung von VGI-Korpora, die auto-
matisierte Beiträge enthalten, einen dadurch verursachten Bias zu vermeiden. 
                                                 
 
153  https://www.google.de/mapmaker. 
154  http://www.ebay.de/. 
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5.3.2 Synthese von VGI mit amtlichen Daten 
Weiteres Forschungspotential besteht in der Synthese von amtlichen Informationen mit 
VGI. Die Arbeit von Kunze (2013) im Kontext von Gebäudeattributinformationen hat 
bereits angedeutet, dass durch die Nutzung der Vorteile beider Datenquellen ein Mehr-
wert entstehen kann. Johnson und Sieber (2013) weisen aber auch auf die Kosten hin, 
die durch die Nutzung von VGI in der Verwaltung entstehen. Dies sind beispielsweise 
Kosten für den Unterhalt einer VGI-Plattform, Softwarelizenzen, Mitarbeiterweiterbil-
dung, Marketing und Support der Plattform. Hinzu kommen insbesondere die Kosten 
bei der Auswertung der Beiträge. Letzteres gilt bei der Nutzung von unstrukturierten 
Informationen, wie etwa von der Plattform Twitter, umso mehr. 
Die Anwendung „MAPS4DE Bugs“155, bei der Fehler in amtlichem Kartenmaterial 
durch Freiwillige markiert werden konnten, hat jedoch bereits den praktischen Nutzen 
der Einbindung einer Community in amtliche Prozesse unter Beweis gestellt. Die Ak-
zeptanz von VGI durch amtliche Stellen würde durch die bereits skizzierten Methoden, 
die die Vertrauenswürdigkeit der Beiträge bewerten, noch erhöht werden. In der Konse-
quenz könnte VGI eine Form der Bürgerbeteiligung an öffentlichen Aufgaben werden. 
Um eine Community für solche Aufgaben dauerhaft einbinden zu können, betonen 
Johnson und Sieber (2013) die Notwendigkeit der Implementierung von weiteren An-
reizen sowohl für die Langzeitbindung bereits aktiver Mitglieder als auch für die Ge-
winnung von neuen Mitgliedern. Entwicklungspotential für neue und vorhandene VGI-
Plattformen besteht beispielsweise in der sogenannten „Gamification“. Mitglieder wer-
den dabei für ihre Aktivität in der Community mit Erfahrungspunkten und dem Aufstieg 
in einer Rangliste entlohnt. Coleman (2013) sieht eine schnelle Rückmeldung bei-
spielsweise durch eine E-Mail in Reaktion auf einen Beitrag oder die unmittelbare 
Sichtbarkeit des eigenen Beitrags als wichtigen Anreiz an. Nicht zuletzt sollte dafür 
gesorgt werden, dass die Einstiegshürden für unerfahrene Nutzer zunächst möglichst 
gering sind. Diskutiert wird in diesem Zusammenhang auch der Nutzen möglichst ein-
facher Eingabemasken, die gegebenenfalls noch eine Nachbearbeitung durch erfahrene 
Nutzer erfordern. 
5.3.3 Weitere aktuelle Entwicklungen im Bereich VGI-Forschung 
VGI hat für bestimmte Anwendungen ein Potential, das weit über die Möglichkeiten 
amtlicher und kommerzieller Datenerfassung hinausgeht. Durch das lokale Wissen der 
individuellen Beitragenden können neue Arten von Daten zusammengetragen werden, 
deren Sammlung sonst keine Institution leisten könnte. Ein Beispiel ist das aktuelle 
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Projekt „CAP4ACCESS“ der europäischen Kommission156, das die Erfassung von In-
formationen durch eine Community fördert, die für die Navigation von körperlich ein-
geschränkten Personen notwendig sind. 
Ein weiteres Beispiel, das das Paradigma der menschlichen Sensoren ausnutzt, ist das 
DFG-Projekt „Urban Emotions“157, bei dem aus sozialen Netzwerken, wie Flickr, 
Instagram und Twitter, ortsbezogene Emotionen extrahiert werden und deren Korrelati-
on mit subjektiven und objektiven Sensormessungen untersucht werden soll. For-
schungsziel ist es, Methoden zu entwickeln, die es erlauben, nutzergenerierte geogra-
phische Informationen für die Kartierung von ortsabhängigen Emotionen zu nutzen. 
Forschungspotential besteht auch im Kontext von VGI und dem Gesundheitswesen. 
Beispielsweise findet derzeit eine Untersuchung des Zusammenhanges des zeitlichen 
Auftretens von Microblogging-Inhalten zum Thema „Grippe“ mit den tatsächlich zur 
Behandlung kommenden Fällen in Krankenhäusern statt. Das Forschungsprojekt läuft 
an der San Diego State University158. Konkretes Ziel ist es hierbei herauszufinden, ob 
eine Vorhersage der Zahl der zu behandelnden Patienten anhand der über die Plattform 
Twitter veröffentlichten Informationen in der Form eines „Frühwarnsystems“ erfolgen 
kann. Weiterhin soll untersucht werden, ob sich räumliche Trends in den 
Mircoblogging-Texten auch in regional variierenden Patientenzahlen niederschlagen. 
Weitere Untersuchungen im Sinne eines „Gesundheitsmonitorings mit VGI“ sind denk-
bar. 
Auch in einem der Kerngebiete der Kartographie könnten mit VGI Fortschritte er-
zielt werden. So soll im Projekt „Place-based Map Generalization“159 die Eignung von 
VGI für den Einsatz in der nutzerbezogenen kartographischen Generalisierung unter-
sucht werden. Das Forschungsziel dieses Projektes ist es, durch die Analyse von nutzer-
generierten geographischen Informationen Orte zu identifizieren, die während der kar-
tographischen Generalisierung erhalten bleiben bzw. betont werden sollen. Der große 
Vorteil von VGI ist es dabei, dass für die Methodenentwicklung und anschließend für 
die eigentliche Generalisierung genau die Informationen als Eingangsdaten verwendet 
werden können, die von den späteren Kartennutzern zuvor selbst erzeugt werden. Ein 
einfaches Beispiel stellt die Plattform Foursquare160 dar, auf der verschiedene Orte von 
Nutzern bewertet werden können. Diese Bewertungen könnten als Randbedingung im 
Generalisierungsprozess dienen. 
                                                 
 
156  Vgl. https://ec.europa.eu/digital-agenda/sites/digital-agenda/files/CAP4Access_Networking.pdf. 
157  Vgl. http://www.geog.uni-heidelberg.de/gis/urbanemotions.html. 
158  Vgl. http://mappingideas.sdsu.edu/?p=837. 
159  http://www.research-projects.uzh.ch/p19669.htm. 
160  https://de.foursquare.com/. 
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Als letztes Beispiel für das breite Spektrum aktueller Forschung im Bereich VGI soll 
das Projekt „Prediction of OpenStreetMap Data“161 genannt werden. Ziel dieses Projek-
tes ist es, zu untersuchen, ob durch die Analyse vergangener Muster von VGI-Beiträgen 
das zukünftige Verhalten der Community in Bezug auf beigetragene Informationen 
vorhergesagt werden kann. 
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Anhang A Dokumentation des „Experiments Geoaumbezug“ 





Im Berufsfeld der Geowissenschaften (Geographen, Geodäten/Vermesser, Kartogra-
phen, Geoinformatiker und vergleichbare Berufe) ist die Annahme, dass 80% aller In-
formationen einen Raumbezug aufweisen, sehr bekannt und beliebt. Die These tauchte 
in der Fachliteratur erstmals in den 1980er Jahren in kanadischen Publikationen auf, in 
denen dargestellt wurde, dass große Teile der Aufgaben und Daten von Stadtverwaltun-
gen einen Raumbezug haben. Später wurde die These von der Fachwelt immer wieder 
verändert und letztendlich auch verallgemeinert. 
 
So stößt man heute beispielsweise auf folgende Aussagen: „Forschungsergebnisse zei-
gen, dass ungefähr 80% aller Entscheidungen im öffentlichen Sektor auf georeferenzier-
ten Daten beruhen“, „Nie zuvor war Geoinformation so populär – man schätzt, dass 80 
Prozent aller Daten einen räumlichen Bezug haben“ oder „Entsprechend der allgemein 
akzeptierten Grundannahme, dass 80 Prozent aller Informationen einen Raumbezug 
aufweisen,...“ 
 
Jedoch besteht im Kontext dieser Annahme Bedarf an empirischen Untersuchungen. 
Das folgende Experiment ist Teil einer Arbeit zur Erforschung dieser These. Für die 
Teilnahme an diesem Experiment werden keine besonderen Vorkenntnisse benötigt. Die 
vollständige Bearbeitung dauert voraussichtlich 15 Minuten. 
 
Nach erfolgreichem Abschluss des Experiments können Sie sich erste Ergebnisse der 
Studie ansehen, die bereits in der Ihnen zugewiesenen Fragegruppe zustande gekommen 
sind. Weiterhin haben Sie dann die Möglichkeit, bis zum 10.01.2012 an der Verlosung 
eines GPS fähigen Gerätes im Wert von 100€ teilzunehmen. Die Teilnahme an der Ver-
losung erfordert die Angabe einer E-Mail Adresse, um Sie im Gewinnfall informieren 
zu können. Diese Angabe ist freiwillig und wird, wie alle weiteren Angaben, die Sie 
innerhalb dieses Experimentes machen, nicht an Dritte weitergegeben. 
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Anleitung des Experiments und Definition des Begriffs ‚Georaumbezug‘ für die 
Teilnehmer der Gruppe ‚A‘ 
 
 
Anleitung zur Durchführung des Experiments 
Liebe(r) Teilnehmer(in), 
 
Im folgenden Experiment werden Ihnen 100 Begriffe gezeigt. Diese Begriffe sind die 
Titel von Artikeln der deutschsprachigen Wikipedia, die unter Beachtung von Zugriffs-
statistiken zufällig ausgewählt wurden. 
 
Ihre Aufgabe ist es, jeden Begriff einer der folgenden Kategorien des Raumbezuges 
zuzuordnen. In den Geowissenschaften wird in der Regel an Stelle des allgemeinen 
Begriffs „Raumbezug“ der auf die Erde bezogene Begriff „Georaumbezug“ verwendet. 
Ihnen stehen für jeden Begriff 3 Kategorien zur Auswahl: 
 
 Direkter Georaumbezug 
 Indirekter Georaumbezug 
 Kein Georaumbezug 
 
Mehrfachzuordnungen sind nicht möglich. Sie treffen Ihre Entscheidung, indem Sie mit 
der Maus das Feld vor einer der 3 Kategorien anklicken. Es gibt dabei keine falsche 
oder richtige Zuordnung. Versuchen Sie, sich nicht von der zu untersuchenden These 
beeinflussen zu lassen. Entscheiden Sie spontan, welcher Kategorie Sie jeden einzelnen 
Begriff zuordnen. Wenn Sie einen Begriff nicht oder nicht gut genug kennen, wählen 
Sie bitte 
 
 Begriff unbekannt 
 
Wenn Sie mit dem Begriff „Georaumbezug“ nicht vertraut sind, lesen Sie bitte auf-
merksam folgende Definition aus dem Lexikon der Kartographie und Geomatik. Darin 
definiert Jürgen Bollmann (Prof. für Kartographie, Universität Trier) den Begriff (Geo-
)Raumbezug folgendermaßen: 
 
„Eigenschaft bzw. Referenz von Objekten oder Sachverhalten hinsichtlich ihrer geo-
räumlichen Beziehung. Im engeren Sinn [=direkter Georaumbezug] zeichnen sich 
Objekte mit [Geo-]Raumbezug dadurch aus, dass georäumliche Referenzen durch Ei-
nordnung dieser Objekte innerhalb eines [auf die Erde bezogenen] Koordinatensystemes 
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bestehen. Im weiteren Sinn [=indirekter Georaumbezug] bezeichnet der Terminus 
auch Situationen, in denen z.B. in der Geographie [mittelbar] ein Zusammenhang zwi-
schen einem Objekt [oder einem Sachverhalt] und seiner georäumlichen Umgebung 
thematisiert wird, ohne dass dabei dessen exakte Position im Georaum eine Rolle spie-
len muss.“ 
Wenn Sie Ihre Entscheidung für einen Begriff getroffen haben, klicken Sie bitte auf 
„Weiter“. Ihre Aufgabe ist beendet, wenn Sie für alle Begriffe eine Entscheidung getrof-
fen haben 
Die Bearbeitung aller Begriffe dauert voraussichtlich nicht länger als 10 Minuten. Vor-
zugsweise sollten Sie das Experiment in einer Sitzung bearbeiten. Sie können das Expe-
riment aber auch nach der Beantwortung jeder beliebigen Frage unterbrechen und zu 
einem späteren Zeitpunkt fortsetzen. 
 
Wenn Sie Fragen zum Experiment haben, wenden Sie sich bitte an Ste-
fan.Hahmann@tu-dresden.de. Nach Abschluss des Experiments haben Sie außerdem 
die Möglichkeit, einen Kommentar und Anmerkungen zu hinterlassen. 
 
Drücken Sie "Weiter", um mit dem Experiment zu beginnen. 
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Anleitung des Experiments und Definition des Begriffs ‚Georaumbezug‘ für die 
Teilnehmer der Gruppe ‚B‘ 
 
 




Im folgenden Experiment werden Ihnen 100 Begriffe gezeigt. Diese Begriffe sind die 
Titel von Artikeln der deutschsprachigen Wikipedia, die unter Beachtung von Zugriffs-
statistiken zufällig ausgewählt wurden. 
 
Ihre Aufgabe ist es, jeden Begriff einer der folgenden Kategorien des Raumbezuges 
zuzuordnen. In den Geowissenschaften wird in der Regel an Stelle des allgemeinen 
Begriffs „Raumbezug“ der auf die Erde bezogene Begriff „Georaumbezug“ verwendet. 
Ihnen stehen für jeden Begriff 3 Kategorien zur Auswahl: 
 
 Direkter Georaumbezug 
 Indirekter Georaumbezug 
 Kein Georaumbezug 
 
Mehrfachzuordnungen sind nicht möglich. Sie treffen Ihre Entscheidung, indem Sie mit 
der Maus das Feld vor einer der 3 Kategorien anklicken. Es gibt dabei keine falsche 
oder richtige Zuordnung. Versuchen Sie, sich nicht von der zu untersuchenden These 
beeinflussen zu lassen. Entscheiden Sie spontan, welcher Kategorie Sie jeden einzelnen 
Begriff zuordnen. Wenn Sie einen Begriff nicht oder nicht gut genug kennen, wählen 
Sie bitte 
 
 Begriff unbekannt 
 
Nutzen Sie möglichst keine externen Informationsquellen (z.B. Google, Wikipedia). 
 
Wenn Sie mit dem Begriff „Georaumbezug“ nicht vertraut sind, lesen Sie bitte auf-
merksam folgende Definition aus dem Lexikon der Kartographie und Geomatik. Darin 
definiert Jürgen Bollmann (Prof. für Kartographie, Universität Trier) den Begriff (Geo-
)Raumbezug folgendermaßen: 
„Eigenschaft bzw. Referenz von Objekten oder Sachverhalten hinsichtlich ihrer geo-
räumlichen Beziehung. Im engeren Sinn [=direkter Georaumbezug] zeichnen sich 
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Objekte mit [Geo-]Raumbezug dadurch aus, dass georäumliche Referenzen durch Ei-
nordnung dieser Objekte innerhalb eines [auf die Erde bezogenen] Koordinatensystemes 
bestehen. Im weiteren Sinn [=indirekter Georaumbezug] bezeichnet der Terminus 
auch Situationen, in denen z.B. in der Geographie [mittelbar] ein Zusammenhang zwi-
schen einem Objekt [oder einem Sachverhalt] und seiner georäumlichen Umgebung 
thematisiert wird, ohne dass dabei dessen exakte Position im Georaum eine Rolle spie-
len muss.“ 
 
Wenn Sie Ihre Entscheidung für einen Begriff getroffen haben, klicken Sie bitte auf 
„Weiter“. Ihre Aufgabe ist beendet, wenn Sie für alle Begriffe eine Entscheidung getrof-
fen haben 
 
Die Bearbeitung aller Begriffe dauert voraussichtlich nicht länger als 10 Minuten. Vor-
zugsweise sollten Sie das Experiment in einer Sitzung bearbeiten. Sie können das Expe-
riment aber auch nach der Beantwortung jeder beliebigen Frage unterbrechen und zu 
einem späteren Zeitpunkt fortsetzen. 
 
Wenn Sie Fragen zum Experiment haben, wenden Sie sich bitte an Ste-
fan.Hahmann@tu-dresden.de. Nach Abschluss des Experiments haben Sie außerdem 
die Möglichkeit, einen Kommentar und Anmerkungen zu hinterlassen. 
 
Drücken Sie "Weiter", um mit dem Experiment zu beginnen. 
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Anhang B Ergebnisse der Kategorisierungsaufgabe des „Expe-
riments Georaumbezug“ 
Tabelle 7-1: Ergebnisse der Kategorisierungsaufgabe in der Fragegruppe ‚1A‘ (86 Teilnehmer). 
Die Begriffe sind geordnet nach NGGR (aufsteigend), Anteil ‚Direkter Georaumbezug‘ (abstei-
gend), Anteil ‚Indirekter Georaumbezug‘ (absteigend). Die Anteile der Kategorien des Georaum-
bezuges sind jeweils unter Ausschluss der Antworten in der Kategorie „Begriff unbekannt“ 
berechnet. Der NGGR wurde entsprechend dem in Kapitel 3.1 beschriebenen Ansatz bestimmt. 
Die letzte Spalte gibt den Median der Antwortzeiten je Begriff wider. Die Teilnehmer dieser 


























































































































































Hampshire 0 81 5 0 0 94% 6% 0% 4,5
Straubing 0 73 5 0 8 94% 6% 0% 5,1
Popocatépetl 0 71 5 0 10 93% 7% 0% 6,3
Madeira 0 79 5 1 1 93% 6% 1% 4,5
Omaha Beach 0 78 8 0 0 91% 9% 0% 4,9
Cardiff 0 75 6 2 3 90% 7% 2% 4,8
Tampere 0 61 5 2 18 90% 7% 3% 7,9
Mechernich 0 57 6 1 22 89% 9% 2% 8,5
Fränkische Alb 0 75 11 0 0 87% 13% 0% 4,4
Britannien 0 75 11 0 0 87% 13% 0% 4,5
Halifax (Nova Scotia) 0 72 9 2 3 87% 11% 2% 5,7
Kandahar-Abfahrt Garmisch 0 74 12 0 0 86% 14% 0% 6,0
Leptis Magna 0 47 4 4 31 85% 7% 7% 9,7
Somerset 0 57 10 7 12 77% 14% 9% 7,5
Venetian Resort Hotel 0 57 25 1 3 69% 30% 1% 6,3
CeBIT 0 38 41 7 0 44% 48% 8% 5,6
Mittelwert Antwortzeiten NGGR 0 6,0
Liste der Hauptstädte der Erde 1 55 18 12 1 65% 21% 14% 5,9
Kirchenstaat 1 36 32 17 1 42% 38% 20% 6,5
Britisch-Amerikanischer Krieg 1 34 48 4 0 40% 56% 5% 5,7
Jüdischer Krieg 1 24 50 9 3 29% 60% 11% 6,1
Japanische Sprache 1 24 54 8 0 28% 63% 9% 5,1
Start- und Landebahn 1 24 47 15 0 28% 55% 17% 5,9
FC Schalke 04/Namen und Zahlen 1 24 45 17 0 28% 52% 20% 7,3
Bundeszollverwaltung 1 20 54 12 0 23% 63% 14% 6,4
Politisches System der Vereinigten 1 18 56 12 0 21% 65% 14% 6,1




Britische Teekultur 1 15 59 12 0 17% 69% 14% 5,4
Mayday (Notruf) 1 15 25 46 0 17% 29% 53% 6,0
Erdmännchen 1 13 51 22 0 15% 59% 26% 6,1
Peoples Temple 1 9 33 22 22 14% 52% 34% 11,4
Curcuma 1 11 46 23 6 14% 58% 29% 7,1
Ohrenrobben 1 11 50 22 3 13% 60% 27% 5,8
Embraer 1 7 32 14 33 13% 60% 26% 10,4
Aliskiren 1 6 3 40 37 12% 6% 82% 10,6
Accor 1 8 39 22 17 12% 57% 32% 9,3
Bergepanzer Büffel 1 8 36 39 3 10% 43% 47% 8,7
Willy Brandt 1 8 50 28 0 9% 58% 33% 5,0
Love Vegas 1 6 41 22 17 9% 59% 32% 7,8
Aufstand 1 7 25 54 0 8% 29% 63% 5,3
Junge Freiheit 1 6 34 37 9 8% 44% 48% 7,7
Friedrich Schiller 1 6 55 25 0 7% 64% 29% 4,6
Katherine Jenkins 1 5 37 31 13 7% 51% 42% 4,9
Erwin Sellering 1 5 42 29 10 7% 55% 38% 4,8
Daveigh Chase 1 4 32 28 22 6% 50% 44% 7,4
Vergiss mein nicht! 1 5 29 48 4 6% 35% 59% 8,0
Alexander Huber (Bergsteiger) 1 5 50 29 2 6% 60% 35% 6,0
Kristina Schröder 1 5 46 33 2 6% 55% 39% 5,4
Münchener Freiheit (Band) 1 5 57 24 0 6% 66% 28% 6,2
John Slattery 1 4 34 32 16 6% 49% 46% 4,7
Tim Kazurinsky 1 4 36 31 15 6% 51% 44% 4,6
August von Mackensen 1 4 45 28 9 5% 58% 36% 5,4
Dulce de leche 1 3 24 32 27 5% 41% 54% 10,9
August Thyssen 1 4 52 30 0 5% 60% 35% 5,0
Pixies 1 3 30 36 17 4% 43% 52% 8,1
Steve Lukather 1 3 34 34 15 4% 48% 48% 4,7
Thilo Gosejohann 1 3 40 31 12 4% 54% 42% 5,2
Thelma & Louise 1 3 24 47 12 4% 32% 64% 6,2
Maria Altmann 1 3 36 36 11 4% 48% 48% 4,6
Christian Quadflieg 1 3 37 39 7 4% 47% 49% 5,2
Vanillin 1 3 17 62 4 4% 21% 76% 5,5
Proton (Rakete) 1 3 27 53 3 4% 33% 64% 6,6
Courtney Cummz 1 2 27 33 24 3% 44% 53% 6,6
Zachary Quinto 1 2 29 32 23 3% 46% 51% 5,1
The Baseballs 1 2 30 37 17 3% 43% 54% 7,6
Renee Olstead 1 2 38 30 16 3% 54% 43% 5,3
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New Moon – Bis(s) zur Mittagsstun-
de 
1 2 19 52 13 3% 26% 71% 7,9
Ina Weisse 1 2 37 35 12 3% 50% 47% 5,0
Hautnah (Film) 1 2 25 55 4 2% 30% 67% 5,6
Ferrari 250 GTO 1 2 25 59 0 2% 29% 69% 5,1
Abgeordnetenentschädigung 1 2 14 70 0 2% 16% 81% 5,8
Veer und Zaara – Die Legende einer 
Liebe 
1 1 22 44 19 1% 33% 66% 6,9
Diagnosebezogene Fallgruppen 1 1 14 61 10 1% 18% 80% 7,2
Regenbogenfahne 1 1 20 61 4 1% 24% 74% 6,5
Reihenmotor 1 1 8 76 1 1% 9% 89% 5,0
Kredit 1 1 15 70 0 1% 17% 81% 4,8
Chemotherapie 1 1 2 83 0 1% 2% 97% 4,6
Voith-Schneider-Antrieb 1 0 13 58 15 0% 18% 82% 5,9
Kritische Theorie 1 0 9 65 12 0% 12% 88% 5,1
E-Book 1 0 7 79 0 0% 8% 92% 4,9
Flash Video 1 0 5 79 2 0% 6% 94% 4,6
Carbonylgruppe 1 0 4 78 4 0% 5% 95% 5,6
Paraphilie 1 0 2 52 32 0% 4% 96% 10,7
Logi-Methode 1 0 2 63 21 0% 3% 97% 7,5
Mittelwert Antwortzeiten NGGR 1 6,3
Unterernährung 2 5 36 45 0 6% 42% 52% 5,2
Mitralklappenprolaps 2 2 4 57 23 3% 6% 90% 8,6
Kubische Gleichung 2 2 4 77 3 2% 5% 93% 5,1
Sattelauflieger 2 1 13 70 2 1% 15% 83% 6,0
Lichtleiter 2 1 8 76 1 1% 9% 89% 5,3
Chronisch-entzündliche Darmerkran-
kungen 
2 0 14 72 0 0% 16% 84% 5,2
Grübchen 2 0 8 78 0 0% 9% 91% 6,3
Untätigkeitsklage 2 0 7 77 2 0% 8% 92% 6,1
Männlichkeit 2 0 7 79 0 0% 8% 92% 4,5
Repetitive Strain Injury Syndrom 2 0 5 65 16 0% 7% 93% 7,6
Sternmotor 2 0 5 78 3 0% 6% 94% 5,5
Ketoazidose 2 0 3 54 29 0% 5% 95% 8,4
Multiplex-Platte 2 0 4 76 6 0% 5% 95% 5,5
Dativ 2 0 4 82 0 0% 5% 95% 4,7
Sexualtherapie 2 0 4 82 0 0% 5% 95% 4,7
Formelsammlung 2 0 3 83 0 0% 3% 97% 4,9
Wertigkeit (Chemie) 2 0 3 83 0 0% 3% 97% 5,1
Blepharospasmus 2 0 2 56 28 0% 3% 97% 9,1
Mittelwert Antwortzeiten NGGR 2 6,0
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Tabelle 7-2: Ergebnisse der Kategorisierungsaufgabe in der Fragegruppe ‚1B‘ (67 Teilnehmer). 
Die Begriffe sind geordnet nach NGGR (aufsteigend), Anteil ‚Direkter Georaumbezug‘ (abstei-
gend), Anteil ‚Indirekter Georaumbezug‘ (absteigend). Die Anteile der Kategorien des Georaum-
bezuges sind jeweils unter Ausschluss der Antworten in der Kategorie „Begriff unbekannt“ 
berechnet. Der NGGR wurde entsprechend dem in Kapitel 3.1 beschriebenen Ansatz bestimmt. 
Die letzte Spalte gibt den Median der Antwortzeiten je Begriff wider. Die Teilnehmer dieser 






















































































































































Fränkische Alb 0 61 6 0 2 91% 9% 0% 4,2
Cardiff 0 58 6 0 0 91% 9% 0% 4,5
Straubing 0 54 6 1 0 89% 10% 2% 4,7
Britannien 0 59 8 0 2 88% 12% 0% 4,3
Halifax (Nova Scotia) 0 51 6 1 0 88% 10% 2% 5,1
Hampshire 0 58 7 1 2 88% 11% 2% 4,4
Omaha Beach 0 55 8 0 2 87% 13% 0% 5,0
Madeira 0 56 8 1 2 86% 12% 2% 4,2
Tampere 0 30 5 0 0 86% 14% 0% 4,5
Popocatépetl 0 46 6 2 0 85% 11% 4% 5,3
Kandahar-Abfahrt Garmisch 0 51 10 1 0 82% 16% 2% 6,4
Venetian Resort Hotel 0 38 22 0 2 63% 37% 0% 5,9
Somerset 0 25 7 8 2 63% 18% 20% 6,3
Mechernich 0 19 8 8 0 54% 23% 23% 5,6
CeBIT 0 27 30 10 2 40% 45% 15% 5,4
Leptis Magna 0 3 2 8 2 23% 15% 62% 4,8
Mittelwert Antwortzeiten NGGR 0 5,0
Liste der Hauptstädte der Erde 1 38 23 6 2 57% 34% 9% 5,6
Britisch-Amerikanischer Krieg 1 26 34 7 0 39% 51% 10% 5,5
Start- und Landebahn 1 26 29 12 0 39% 43% 18% 5,9
Bundeszollverwaltung 1 23 25 18 2 35% 38% 27% 6,0
Kirchenstaat 1 22 29 16 0 33% 43% 24% 6,3
Japanische Sprache 1 21 39 7 2 31% 58% 10% 5,1
Aliskiren 1 2 1 4 2 29% 14% 57% 5,2
Jüdischer Krieg 1 17 35 8 2 28% 58% 13% 5,9
FC Schalke 04/Namen und Zahlen 1 14 45 8 0 21% 67% 12% 7,4
Love Vegas 1 8 18 14 0 20% 45% 35% 6,0
Peoples Temple 1 6 9 15 0 20% 30% 50% 5,8
Politisches System der Vereinigten 1 12 43 11 2 18% 65% 17% 5,8
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Staaten 
Dulce de leche 1 5 7 16 0 18% 25% 57% 5,8
Erdmännchen 1 11 32 23 2 17% 48% 35% 5,3
Mayday (Notruf) 1 11 21 34 2 17% 32% 52% 6,0
Britische Teekultur 1 11 44 12 0 16% 66% 18% 6,3
Accor 1 5 11 16 0 16% 34% 50% 4,7
Ohrenrobben 1 9 33 18 2 15% 55% 30% 6,3
Aufstand 1 9 22 36 2 13% 33% 54% 5,5
Curcuma 1 7 31 18 2 13% 55% 32% 5,8
Embraer 1 2 7 8 2 12% 41% 47% 4,8
Proton (Rakete) 1 6 16 33 0 11% 29% 60% 6,3
Kristina Schröder 1 6 16 36 2 10% 28% 62% 5,0
Alexander Huber (Bergsteiger) 1 6 31 25 2 10% 50% 40% 5,7
Junge Freiheit 1 4 13 35 2 8% 25% 67% 5,9
Willy Brandt 1 5 35 27 0 7% 52% 40% 5,2
New Moon – Bis(s) zur Mittagsstunde 1 4 12 41 0 7% 21% 72% 5,7
Zachary Quinto 1 2 10 18 2 7% 33% 60% 4,6
August Thyssen 1 4 22 36 2 6% 35% 58% 5,1
Christian Quadflieg 1 3 17 27 0 6% 36% 57% 5,0
Bergepanzer Büffel 1 3 19 28 2 6% 38% 56% 7,9
Münchener Freiheit (Band) 1 3 35 27 2 5% 54% 42% 5,9
Friedrich Schiller 1 3 35 28 2 5% 53% 42% 5,3
The Baseballs 1 2 11 31 2 5% 25% 70% 5,3
Daveigh Chase 1 1 6 15 0 5% 27% 68% 4,6
August von Mackensen 1 2 18 27 0 4% 38% 57% 5,0
Maria Altmann 1 2 13 33 2 4% 27% 69% 4,2
Thilo Gosejohann 1 2 13 33 2 4% 27% 69% 5,1
Erwin Sellering 1 2 20 28 2 4% 40% 56% 4,8
Courtney Cummz 1 1 8 17 2 4% 31% 65% 4,9
Vanillin 1 2 17 46 2 3% 26% 71% 4,8
Regenbogenfahne 1 2 16 47 2 3% 25% 72% 5,8
Ferrari 250 GTO 1 2 21 43 0 3% 32% 65% 4,9
Vergiss mein nicht! 1 2 19 45 2 3% 29% 68% 6,3
Chemotherapie 1 2 10 54 2 3% 15% 82% 5,1
Flash Video 1 2 10 54 0 3% 15% 82% 4,8
Renee Olstead 1 1 11 23 2 3% 31% 66% 4,5
Pixies 1 1 5 29 2 3% 14% 83% 5,6
Steve Lukather 1 1 13 24 0 3% 34% 63% 4,9
John Slattery 1 1 13 26 0 3% 33% 65% 4,1
Tim Kazurinsky 1 1 12 30 2 2% 28% 70% 4,6
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Katherine Jenkins 1 1 13 30 0 2% 30% 68% 4,4
Ina Weisse 1 1 12 31 0 2% 27% 70% 4,7
Voith-Schneider-Antrieb 1 1 4 42 2 2% 9% 89% 4,8
Veer und Zaara – Die Legende einer 
Liebe 
1 1 17 31 2 2% 35% 63% 6,1
Thelma & Louise 1 1 20 36 0 2% 35% 63% 5,0
Hautnah (Film) 1 1 16 40 2 2% 28% 70% 5,6
Diagnosebezogene Fallgruppen 1 1 13 47 2 2% 21% 77% 7,1
E-Book 1 1 9 56 2 2% 14% 85% 4,7
Kredit 1 1 14 52 2 1% 21% 78% 4,6
Reihenmotor 1 0 7 56 2 0% 11% 89% 4,8
Abgeordnetenentschädigung 1 0 7 58 2 0% 11% 89% 5,1
Logi-Methode 1 0 3 28 2 0% 10% 90% 4,9
Kritische Theorie 1 0 3 51 0 0% 6% 94% 5,3
Paraphilie 1 0 1 17 2 0% 6% 94% 5,2
Carbonylgruppe 1 0 3 53 2 0% 5% 95% 5,3
Mittelwert Antwortzeiten NGGR 1 5,4
Mitralklappenprolaps 2 1 3 24 2 4% 11% 86% 7,3
Lichtleiter 2 2 10 49 2 3% 16% 80% 5,2
Sattelauflieger 2 2 13 50 2 3% 20% 77% 5,7
Chronisch-entzündliche Darmerkran-
kungen 
2 2 6 59 2 3% 9% 88% 5,6
Grübchen 2 1 10 54 2 2% 15% 83% 5,0
Unterernährung 2 1 28 37 2 2% 42% 56% 6,3
Untätigkeitsklage 2 0 9 57 0 0% 14% 86% 5,4
Sexualtherapie 2 0 9 57 2 0% 14% 86% 4,3
Repetitive Strain Injury Syndrom 2 0 5 33 2 0% 13% 87% 6,1
Sternmotor 2 0 6 44 2 0% 12% 88% 5,5
Kubische Gleichung 2 0 6 56 2 0% 10% 90% 5,3
Ketoazidose 2 0 2 19 2 0% 10% 90% 6,2
Formelsammlung 2 0 6 61 2 0% 9% 91% 4,7
Multiplex-Platte 2 0 5 51 0 0% 9% 91% 5,2
Männlichkeit 2 0 5 60 2 0% 8% 92% 4,3
Dativ 2 0 5 62 0 0% 7% 93% 4,3
Wertigkeit (Chemie) 2 0 4 60 2 0% 6% 94% 5,1
Blepharospasmus 2 0 1 21 2 0% 5% 95% 5,6
Mittelwert Antwortzeiten NGGR 2 5,4
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Anhang C Rückmeldungen der Teilnehmer des „Experiments 
Georaumbezug“ 
Fragegruppe ‚1A‘ 
 2 Anmerkunhgen:  1) am IfK sollte man eigentlich etwas tiefgruendiger die 
Wurzeln des Raumbezuges fuer AKS/GIS/SDI (und nicht nur) in Kanada ken-
nen... es ist geradezu fahrlaessig, die Wurzeln kartographischer Kommunikation 
in die 80er Jahre zu verschieben!  2) was ist die volkswirtschaftliche Relevanz 
dieses "Experimentes" angesichts der Tatsache, dass in der sächsischen Karto-
graphie eigentlich schwerwiegendere Forschungsaufgaben zur Nutzung des 
Raumbezuges in PSI/INSPIRE stellen ??  
 Alternative Idee: wieviel Wikipedia-Einträge haben eine Koordinate? Auch 
wenn die häufig trotz Möglichkeit fehlt, wäre dies a) automatisierter auszulesen 
und b) eine mögliche untere Schranke. 
 Auswahl der Begriffe zu einseitig (hauptsächlich Personen, Orte, Filme und 
Krankheiten). Die zu untersuchende These lässt sich nicht ausblenden. 
 Bin sehr gespannt! 
 Die detaillierte Vorstellung der zu prüfenden These hat bewusste und unbewuss-
te Einflüsse auf die Antworten.  Um dieses Problem zu lösen bzw. zu quantifi-
zieren, könnte man eine Kontrollgruppe untersuchen, die die Begriffe ohne Vor-
stellung der These zuordnet. In jedem Fall müsste diese Problematik in der Ar-
beit thematisiert werden - hoch lebe die empirische Sozialforschung. 
 Die Erklärung des Begriffs könnte man mit kleinen Beispielen etwas aufwerten.  
 Die Klassifikation zwischen indirekter und kein Georaumbezug war nicht immer 
einfach. So habe ich alle Gegenstände (die ja irgendwo im Raum sein müssen), 
Filme (wegen Drehort) und Personen (durch Herkunft) in die Kategorie indirek-
ter Georaumbezug eingeordnet. Theorien und Konzepte habe ich in keinem Geo-
raumbezug zugewiesen, was an sich auch nicht ganz richtig ist, da sie ja irgend-
wo erfunden wurden bzw. Anwendung finden. Bin jedenfalls gespannt auf das 
Ergebnis und die Auswertung. 
 die reduktion auf solche wikipedia-begriffe ist m.E. problematisch. Es müssten 
vielmehr auch kurze, exemplarische Fragestellungen aus dem täglichen Leben 
(Politik, Wirtschaft, Gesellschaft) abgefragt werden. 
 ein paar Fragen weniger wären besser gewesen. Anstatt einer wissenschaftlichen 
Erklärung was indirekter Raumbezug ist, wären eine paar anschauliche Beispiele 
von "das ist indirekter Raumbezug und das nicht" gut gewesen. 
 Es ist ein sehr interessantes Experiment. Die Frage nach den 80% stellt sich mir 
schon seitdem ich es in mehreren Vorlesungen in der Uni gepredigt bekommen 
habe...  Man kann der Meinung sein, dass man alles irgendwie in einen Raumbe-
zug stellen kann (d.h. z.B. Personen verorten, Filme (bzw. Schauspielorte) veror-
ten, etc.). Dann kann man die 80% vll. erklären. Bei manchen Dingen ist diese 
Herangehensweise jedoch sehr weit hergeholt ("weit" ist auch Raumbezug, 
oder?).  Ich finde es selbst schwierig zu beantworten. Ich war sehr kritisch und 
vorsichtig mit der Verortung von Gegenständen oder Personen... 
 Ich bin auf die Auswertung gespannt, anhand der Fragen konnte ich einen Zu-
sammenhang zur Fragestellung nicht direkt erkennen.   Die Auswahlt und Art 
und Weise wird wohl ihren Zweck haben. Viel Erfolg.  
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 Möchte die Methode kritisch hinterfragen: hier werden nicht Informationen son-
dern einzelen Wörter oder Begriffe, also Informationsbausteine, abgefragt. Da-
mit kann mE das Ergebnis nicht mit der These "80% aller INFORMATIONEN 
haben einen Raumbezug" in Zusammenhang gebracht werden.  Trotzdem viel 
Erfolg! Habe dieses Zitat selbst schon öfters in Vorträgen un Präsentaionen ver-
wendet... 
 Nettes Design, aber sehr trocken auszufüllen und zu klicken...  Ich finde man 
verbindet mit fast jedem Begriff etwas räumliches, da man fast immer (80%?) 
den Begriff im Zusammenhang mit einem Land oder so gelesen oder davon ge-
hört hat, insofern schwierig... Die Bedeutung des Wortes muss also selbst nix 
räumliches haben, aber der Erfinder oder so hat ja immer einen räumlichen Be-
zug. Ich habe z. B. auch bei allen Namen von Personen (auch wenn ich die nicht 
kenne) einen indirekten räumlichen Bezug angegeben. 
 Obwohl ich den Ansatz, dass diese These empirisch überprüft werden sollte, gut 
finde, habe ich Bedenken bezüglich der gewählten Methodik. Als erstes muss in 
Frage gestellt und definiert werden, was ein Datum oder eine Information ist. 
Wikipedia beinhaltet Begriffe für abstrakte Konzepte (Bsp. Männlichkeit), für 
instanziierbare Konzepte (Haus) und für Instanzen (Thomas Mann). Diese Mi-
schung von Abstraktionsstufen ist kritisch. 2. Worauf bezieht sich die Aussage 
"80% aller Daten ..."? Ist es die Anzahl der Instanzen? In diesem Fall würde das 
Konzpet "Haus" mit vielleicht 500 000 000 Instanzen dem Konzept "Thomas 
Mann" mit einer Instanz, nämlich dem Schriftsteller, entgegen stehen. Obwohl 
ich den Versuch, diese These wissenschaftlich anzugehen, für sehr gut halte und 
auf die Ergebnisse gespannt bin, hoffe ich doch auf eine sehr gewissenhafte 
Auswertung der Ergebnisse und fürchte, dass die Aussage weiterhin nur Marke-
ting-Charakter haben wird. Oder, dass diese Studie als Gegenbeweis gesehen 
wird, obwohl sie nichts beweist.  
 wäre sehr an den Ergebnissen der Auswertung interessiert! 
 zu viele Personen in der Umfrage. Im Alltag hat man wesentlich mehr mit loka-
lisierten Gegenständen zu tuna als mit nicht ortsfesten Personen. 
Fragegruppe ‚1B‘ 
 Das entscheidende ist, ob man zum Begriff oder im Zusammenhang mit dem 
Begriff die "WO"-Frage stellen kann; Im weitesten Sinne!  Wo hat die Person 
gelebt? Wo wird das hergestellt? Wo bekommt man es? Von wo kommen die 
Bestandteile? oder Wie weit reicht...? Wie weit geht...?(in geographischen Sin-
ne) 
 Die Zufallsauswahl von Begriffen impliziert eine Normalverteilung der Nutzung 
dieser Begriffen. Davon kann nicht ausgegangen werden. Bsp.: Begriff x wird 
1x/Jahr genutzt und hat keinen Geobezug, während Begriff y mit Geobezug täg-
lich genutzt wird. Eine richtige Studie muss zu dem Ergebnis kommen, dass nur 
1/365 aller Dinge keinen Geobezug aufweisen. Ich zweifele da an Ihrem Vorge-
hen ...    
 Endlich wird dieses Statement mal untersucht.  
 Es war kein einziger direkter Raumbezug dabei.  
 Es war nach der Definition etwas unklar, ob "Gebiete", die eine Fläche umfassen 
- zB ein Strand, oder eine Stadt, unter "direkten" oder "indirekten" Raumbezug 
fallen. Habe mich hier grundsätzlich für indirekten Bezug entschieden.  
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 Es waren ca. 50% der begriffe Eigennamen von Person oder Musikgruppen. Die 
Einordnung dieser Eigennamen in das Schema "Raumbezug" ist mir nicht klar 
gewesen. Ich habe mich für "kein Raumbezug" entschieden, wohl wissend, dass 
es über Geburtsort, Tourdaten usw. durchaus einen gewissen Raumbezug gibt.  
 Hallo,  die Umfrage lässt einen ja massiv an seiner Allgemeinbildung zweifeln. 
;-) Zum Teil habe ich auch etwas ambivalent geantwortet. Mir scheint, dass man 
den Raumbezug, insbes. bei Personen, auch darüber definiert, wie stark Sie in 
der Öffentlichkeit stehen bzw. wie viel man zu einer Person weiß. Oft ergibt sich 
hier aus dem Kontext, ob man die Person mit einem Ort in Verbindung bringt 
oder wenig bis gar nicht, finde ich. Aber vielleicht liege ich auch völlig daneben. 
Auch ist meine These wohl eher was für Psychologen, als für die Geowissen-
schaftler.. ;-) Viel Erfolg. Das Thema dürfte schließlich für eine breite Masse 
aus dem Fachgebiet interessant sein. Bin auf die Ergebnisse gespannt! 
 Ich erwarte mit Spannung das Ergebnis.  
 Ich fand die Definition nicht sehr erhellend. War sehr unsicher. 
 Ich finde das Experiment eine super Idee und bin gespannt auf das Ergebnis! 
 Ich finde die Fragestellung sehr interessant und relevant. Die Verifikation hin-
gegen - insbesondere das Setting des Experiments mit zufälligen Begriffen (= 
Wikipedia-Artikeln) - beurteile ich hingegen als ziemlich fragwürdig. Meines 
wissens bezieht sich die These auf die Aussage, dass 80% der Entscheidungen(!) 
einen Raumbezug haben und nicht etwa darauf, dass 80% der Sprachlichen Be-
griffe eines Thesaurus (und Wikipedia-Artikel) einen direkten oder indirekten 
Raumbezug hätten. 
 Ich habe bisher diese Aussage angezweifelt.  
 isolierte Begriffe, wie sie in diesem Experiment vorgestellt werden, können im-
mer mit einer geographischen Lage verbunden werden. Wenn es sich um Orte 
handelt, ist ein direkter Lagebezug gegeben. Wenn es sich um Personen handelt, 
kann z.B. nach Geburtsort, Wohnort, ... oder Wirkungsorten ... gefragt werden. 
Bei abstrakten Begriffen (z.B. eine Theorie kann gefragt werden, wo ist sie ent-
wickelt worden, ...). Entscheidend für die Zuordnung ist also die Frage nach/ 
Gewichtung auf eine bestimmte Anwendung hin gesehen. Theoretisch liese sich 
für alle Begriffe zumindest ein indirekter Lagebezug nennen in Abhängigkeit 
von der verbundenen Frage oder vorh. Daten. 
 keine Anmerkungen 
 mich würden die ergebnisse des experimentes interessieren. MfG 
 Mir ist nicht ganz klar, ob jede Person die gleichen Begriffe bekommt, oder sie 
immer neu zufällig ausgewählt werden. Ich hatte viele Namen von Personen, die 
für mich inhaltlich keinen Unterschied (wenn ein Personenname kein Georaum-
bezug hat, wird es auch kein anderer haben.). Vielleicht habe ich aber auch was 
falsch verstanden. Tolle Untersuchung, bin gespannt auf die Ergebnisse. 
 Mir schien die Sache eher die Kenntnis von Begriffen zu testen. Vieles von dem, 
was man kennt, kann man verorten.  
 zu viele Fragen! 
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Anhang D Einfluss der Faktoren fachlicher Hintergrund und 
Wissen auf die Kategorisierung von Begriffen hin-
sichtlich ihrer Georäumlichkeit 
 
Abbildung 7-1 : Box-Whisker-Plot für die Beziehung zwischen korpusanalylitschem Ansatz und 
Befragungsansatz zur Bestimmung des Anteils raumbezogener Informationen. Links: 
Ergebnisse der ‚Geo‘-Teilnehmer, rechts: Ergebnisse der ‚Nicht-Geo‘-Teilnehmer. Signifikant 
größere Mittelwerte (mean) zwischen beiden Gruppen werden durch gefüllte Kreise angezeigt. 
Als Signifikanztest wurde der robuste zweiseitige Yuen-Welsh-Test (1974) mit einem 
Konfidenzniveau von 0,95 genutzt.  
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Abbildung 7-2:  Box-Whisker-Plot für die Beziehung zwischen korpusanalytischem Ansatz und 
Befraungsansatz zur Bestimmung des Anteils raumbezogener Informationen. Links: Ergebnisse 
der Gruppe ‚A‘ (mit Möglichkeit zu Zusatzwissen via Links zu korrespondieren Wikipediaseiten), 
rechts: Ergebnisse der Gruppe ‚B‘ (ohne Nutzung von externen Quellen). Signifikant größere 
Mittelwerte (mean) zwischen beiden Gruppen werden durch gefüllte Kreise angezeigt. Als 
Signifikanztest wurde der robuste zweiseitige Yuen-Welsh-Test (1974) mit einem 
Konfidenzniveau von 0,95 genutzt. Signifikant größere Standardabweichungen (sd) zwischen 
beiden Gruppen werden durch gefüllte Quadrate angezeigt. Als Signifikanztest wurde der 
zweiseitige Test nach Wilcox (2002) genutzt. 
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Anhang E Ergebnisse der manuellen Klassifikation der 
Microblogging-Texte 
Tabelle 7-3: Ergebnisse der manuellen Klassifikation der Microblogging-Texte hinsichtlich ihrer 
Relevanz zur Objektklasse ‚Kino‘. Beurteilt wurden 2500 zufällig ausgewählte Texte, die in be-
liebiger Entfernung zum nächstgelegenen Bahnhof verfasst wurden. Die Beurteilung erfolgte 
durch drei unabhängige Rater. Widergegeben sind jene 83 Texte, die mehrheitlich als relevant 











































Nein ich bin kein Räuber. Jetzt komme ich ins Spiel und soll bezeugen, dass er 
nicht wie ein Räuber aussieht. #S3 #berlin 
n j j j 
Hey, die Info das die Bahn Verspätung hat kommt wenn sie gerade einfährt. 
#rmv 
j j j j 
Bus ausgefallen oder wesentlich zu früh abgefahren, jedenfalls nicht um 9:45. 
immer noch am Hbf. #wpc12 
j j j j 
Der Zug darf jetzt auch gerne mal kommen. j j j j 
@SBahnBerlin ratlosigkeit beim sicherheitspersonal; der übelriechende obdach-
lose sitzt seot 2stationen unbehelligt auf seinem platz j j j j 
@MrGruendlich Mit welcher S- oder Ubahn-Linie vom Alexanderplatz komm ich 
dahin? j j j j 
Danke, lieber @VVS, dass zwischen Ankunft S1 und Abfahrt Bus 763 in Böblin-
gen nur 5 Minuten liegen und ich nun bis 19:05 warten muss. -.- j j j j 
Bus wieder zu spät... #265 #bvg j j j j 
@Svuechiatrie hier kann man die Monatskarten leider nicht aufm Namen aus-
stellen lassen - da steht nur meine ktoNr drauf (karte bezahlt) 
j n j j 
Lustig vom Feiern zu kommen wenn andere Leute am Hauptbahnhof stehen 
um zur Arbeit zu fahren. 
j j j j 
Zwei ca. 13jährige im Bus, die permanent mit "alter" reden. Richtiges Deutsch 
gerät auch immer mehr in Vergessenheit. 
j j j j 
Auf zur Schulung im Partybus ;-) n j j j 
...und während ich so auf den Bus warte, lese ich den Wikipedia-Artikel über 
Tomaten. j j j j 
@dosenbeer ohhh ganz Szene like. Schau nach der Bahnverbindung zw deiner 
und meiner Haltestelle. Dann wissen wir ob es ne gute Wohnung ist! j j j j 
Zwei Ticketkontrollen an einem Tag in der S-Bahn. Was ist denn los in Berlin? j j j j 
SEV Direkt-Bus fährt wieder über Marlishausen und nicht über Arnstadt. Aller-
dings noch Probleme, da Autobahnauffahrt im Bau #ErfurterBahn j j j j 
Zug gestrichen, da bekommt man doch ein raster!! j j j j 
Sind diese Wagenstandanzeiger so eine Art Satire? j j j j 
Scheiß BVG! n j j j 
kommt ein hübscher Kerl in mein Zugabteil und dann trägt der einen gezwirbel-
ten Schnauzbart!Und mein kopf einfach nur..What the Fuuuck!? 
n j j j 
@EliMa94 bin auch gut angekommen! Und nach DB Maßstäben nur eine ge- j j j j 
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ringe Verspätung von 5 Minuten! :D 
Göppingen, Plochingen, Esslingen.. Komische Namen hier. n j j j 
Warten auf den anderen Zug... #bahn #berlin http://t.co/aJzyz6qw j j j j 
Schweiß-, Fisch- und Kunstledergeruch in der Bahn, dasistberlin j j j j 
Die Bahn, die liebe #Bahn macht mal wieder spitzen-Werbung für's Autofah-
ren... Dann komm ich halt noch später nach Hause. 
j j j j 
Die Bahnhöfe wieder mit #Personal besetzen. Fertig! RT@HeuteNewz: Gegen 
Gewalt: Nach Attacken: S-Bahn setzt auf mehr... http://t.co/LsEBDERv 
j j j j 
Lieber bus, wenn du nicht pünktlich kommst, brüll ich hier rum. Denn ich habe 
den überpünktlichen vor dir verpasst. 
n j j j 
Wer auch immer dafür verantwortlich ist, dass die nächste S-Bahn erst in 18 
Minuten kommt, stinkt. 
j j j j 
Sitze in der S2 mit einem Kind, das bis 1 Million zählen möchte. Hätte ich in 
allem so viel Durchhaltevermögen, wäre vieles einfacher. n j j j 
Stuttgart Hauptbahnhof. Hoffe der fährt gleich wieder. Hier steigen zu viele ein. 
XD j j j j 
Was ist der unterschied zwischen meinem Auto und 'nem ICE? Meine Klima-
anlage funktioniert. Muckelige 18 Grad. Ich liebe diese Tage. 
j j j j 
ich hab platzangst beim busfahren o.O j j j j 
@DB_Bahn warum fährt die Münchner U4 Karlsplatz/Stachus nicht weiter? j j j j 
Verloren zwischen Stusenten im Bus, will nen Gelenkbus! j j j j 
Das Ticket kommt,aber die Bahn nicht! RT@HeuteNewz: BVG und S-Bahn: Ab 
Januar kommt in Berlin das E-Ticket für den .....http://t.co/vib4NLOy 
j j j j 
Der Tag beginnt mit Wurstbrot-Geruch in der U-Bahn. Kann die nicht Bier trin-
ken wie die anderen hier auch? 
j j j j 
und wieder unterwegs gen #Magdeburg - ICE1743 - Tag 4v4 Medienarbeit j j j j 
Ich warte ja so darauf, dass wir im LK Stuttgart sind. Am Bahnhof steigt Lisa 
mit Finn, Jan und Feli ein :D feli hasst mich immernoch. 
j j j j 
Nein, gammelbahnhof der nur stress macht. Aber ich liebe stuttgart trotzdem. j j j j 
Bombe in Leipzig = DB - Stress im Zug  von Bln nach HH #moca12  Wie war 
das nochmal mit dem sack reis oder dem schmetterling???? j j j j 
@Verkehrsrot Die Haltedtellenleuchtzeiger zeigen doch (in der Regel) die Echt-
zeiten an? j j j j 
@vogtlandmueller @Fl0range Nee, keinen Plan, Zug kostet jetzt zw. 200-300 
Euro, Mfg gibt es nicht und sonst keine Lösung. 
j j j j 
Ich hasse Zugfahren. Jede 10min hällt er und ständig soviele Menschen, mal 
abgesehen von unnormal teuren Ticketpreisen. 
n j j j 
In Leipzig city angekommen.  Morgen Pro-Am start um 11.30 Uhr.  Texas 
Scramble auf dem Plan. 
n j j j 
@beddablu also das finde ich jetzt ungeheuerlich! Ich bin dich jetzt voll am 
Hassen! PAH! :-/ Aber morgen an HBF kommst du? 19:30 fahre ich. 
j j n j 
Mit der #BVG Fähre noch eben Heim und dann Feierabend :) #fb n j j j 
Fuuuuu und ich bin nicht umgestiegen -.- jetzt muss ich laufen #fml j n j j 
Vorne sitzen und den komischen Weg fahren. #Bustweet n j j j 
Ich liebe den Geruch von herbem Schweiß und Restalkohol am Morgen. 
#ÖPNV #Bahn #VVS n j j j 
Mit fast ner Stundeverspãtung jetzt in Cottbus umsteigen. j j j j 
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AUSSTEIGEN! j j j j 
Wenn die deutsche Bahn mal alles richtig macht nenn ich das 
#entspanntesReisen 
j j j j 
@FrauvonSTiL Nein nicht in Leipzisch. Im Transportmittel. #bahn, genauer ICE 
knd #Klimaanlage #läuft 
j j j j 
Der @ich_Mario bitte an Gleis 2, @ich_Mario bitte! n j j j 
Heute im Bus (Hamburg ~ Berlin). Hab immer versucht dieses Schild zu 
fotographieren, aber hat i.wie nich geklappt XD http://t.co/ZJHwVHkS 
j n j j 
In der Tram: 4 Jugendliche kokettieren mit frechen Bemerkungen und singen 
Rap-Musik. Was sie nicht merken: sie singen gar nicht übel... 
n j j j 
@masselkopf k.p kann sie Jahr mal fragen sie ist derbe gechillt und so ich am 
Sonn. such dich Dreh durch am Bahnhof was macht sie Douglas•• j j j j 
beim @der_sprachlose in die Lehre gehen ;) “@YvonneSim: Bahn pünktlich, ich 
nicht. j j j j 
Wenn gleich wegen der #mox-Proteste irgendwelche Bahnübergänge gesperrt 
sind, werde ich zum Atom-Lobbyisten. 
j n j j 
boah kvg wenn du zu blöd bist mehr Busse zu schicken lauf ich eben. -.- j j j j 
Gleich bin ich wieder in Dresden :) n j j j 
ich bin der meinung das busfahrer.mehr geld krigen sollten. Vllt. sibd sie denn 
netter 
n j j j 
Im Bus ganz hinten :* #Fler n j j j 
ME 81529 ist nun mit 12 min Verspätung in Richtung CUX unterwegs 
@metronom4me #Metronom 
j j j j 
Ich hasse es so abartig, dass ich, nur weil ich in so nem Kaff wohne, immer 
fast ne Stunde früher irgendwo bin. nur weil kein bus fährt 
n j j j 
In 2 Stunden kommt die Bahn und ich kann mich nicht entscheiden ob ich eine 
lange oder kurze Hose tragen soll und liege im Bett. j j n j 
Ist schon mal aufgefallen, dass neuere Züge der DB beim Anfahren klingen als 
ob Sie eine Tonleiter nach oben spielen? #DBMusicStars j j j j 
Bus undso :') j j j j 
Ein "Danke" an die BVG, dass eure Mitarbeiter so auffällig gekleidet sind^^ 
#insider 
n j j j 
Wir überholen gerade einen ICE! Mit der S-Bahn!!! Hallo!? Hier stimmt was 
nicht...xD j j j j 
Also der Busfahrer ist Cool und Nett!! Und wie ich im Bezug auf Ampeln! XD j n j j 
Da gibt's doch echt Typen in der u-Bahn, die plötzlich Anfängen zu singen und 
dann beginnen ihre Hose mit Kreide zu bemalen. 
j j j j 
@s_bahn_berlin  Guten Morgen! :-) Bei der @BVG_Ubahn  gibt es aber heute 
auch Probleme. #U9 
j j j j 
Egal wie leer der Zug auch ist..der nächste Platz der besetzt wird ist der neben 
mir. Menschen, warum tut ihr das?? j j j j 
@DB_Bahn die Menschen knubbeln sich hier rein. Ein normaler RE währe 
glaubich angebrachter für die Sieg strecke j j j j 
Mein S-Bahnhof bei mir Zuhause ist immer so knallhart beleuchtet nachts... 2 
Stunden und dann wirds gruselig. #Berlin http://t.co/hP9XcylL 
j j j j 
Hach wie habe ich die Rücklichter der S-Bahn vermisst j j j j 
Kaum regnets ist die U1 wieder proppevoll j j j j 
Gerade mal 598 Kilometer trennen mich von meiner Haustür. So ist das wenn 
der Arbeitsplatz sich bewegt 
n j j j 
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@DB_Bahn kein Wunder, dass eure Züge sich verspäten auf Gl. 20/21 HBF 
FFM gehen die Uhren völlig falsch! ;-) 
j j j j 
Mit dem Nacht Express zur #arbeit , weil noch nichts anderes fährt und alle 
anderen am Hbf sind betrunken #firstworldfemaleproblems 
j j j j 
Dann nehmen ich halt einen Zug früher und ignoriere meine Reservierung. j j j j 
@JackieColferx33 Wir fahren jetzt zum Bahnhof. Wir treffen uns beim Cola 
Zero Stand, wo wir gestern mit Manniac und Batz standen j j j j 
Tabelle 7-4: Ergebnisse der manuellen Klassifikation der Microblogging-Texte hinsichtlich ihrer 
Relevanz zur Objektklasse ‚Kino‘. Beurteilt wurden 2500 zufällig ausgewählte Texte, die im 
Umkreis von nicht mehr als 250 Metern zum nächstgelegenen Kino verfasst wurden. Die Beur-
teilung erfolgte durch drei unabhängige Rater. Widergegeben sind jene 51 Texte, die mehrheit-











































@a_rickmann Diese deutlich gekürzte Version ist eh nicht sooooo toll. j n j j 
Kleine Korrektur zu meinem FFF Checkin...der Film heißt Baytown Out-
laws...nicht Massacre! 
j n j j 
Ich biete mich auch an,alle schmutzigen Szenen mit Harold Ramis persönlich zu 
drehen. Ich bin mehr als prädestiniert dafür! xD 
j n j j 
So, der Burger war läkka, Snakebite auch... Tschnernobyl Diarries kann starten! 
Das wird ein schöner Scheiß werden! j n j j 
@Wuschel_Anni grade so festgestellt. überlegen grade wo der videodreh statt-
finden könnte bzw wo sie grade sind -.- n j j j 
Der Azubi im Kino ist schon süß :) j j j j 
Yey, zu früh im Kino sein und dumme Werbung gucken müssen. j j j j 
Was für Trailer ein Film Schleicher als der andere. Asterix und Obelix war noch 
der beste... 
j j j j 
@BaykizElanur ist wie ein Actionfilm hahaha und viele schlafen vor Adrenalin ;) j j j j 
@kirscheplotzer Schon wieder ein Film mit Jack Sparrow? j j j j 
Hatte kurz keinen Empfang, hier ein Clip von der Bühnenpräsentation. Daniel 
Craig ganz rechts #Skyfall  http://t.co/xXAxnRnD 
j j j j 
film gucken mit dickerchen ;* ich liebe dich j j j j 
@Krodderd stimmt oh heute lief einmal in Amerika mit Niro wo ich gestern 
gesagt habe das ist klasse Film Weber Mafia in den 30ern kennste? j j j j 
@Coruscant88 nobody ist perfekt und sind ja auch nicht ausschlaggebend wel-
che Filme Jehmand mag sondern was er zusagen hat,pythons ja toll 
j j j j 
"warum lieben sie Disney?"..." weil wir bekloppt sind" :D j j n j 
Liebe @VisaVie1 visaviwie ereichen wir die @16barsde Redaktion bezüglich 
einer Videopremiere? Nur per Post? n j j j 
@Nisha1980 Doch will mir kein Urteil anmaßen denn habe vorhinnt Räuber 
Hotzenplotz angeguggt mich krank gelacht also bin eher bekloppt hihi j j n j 
Massenkarambolage bei der VORPREMIERE von Twilight - GEBT MIR DEN 
VERDAMMTEN REVOLVER! http://t.co/3d6OryHI 
j j n j 
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Ich kann euch nur den Film #InIhremHaus empfehlen. Französischer Film mit 
Humor uvm. 
j j j j 
@umuench nur aus Dokumentarfilmen! j n j j 
Männer, die sich mit ihren Freundinnen Twilight im Kino ankucken, fragen auch 
nach dem Sex, obs für sie auch schön war. j j j j 
jetzt zu mcdonalds und frühstück bestellen wie in falling down! j n j j 
@Kuhmaedchen der kommt ja morgen raus, kannst ihn dann gucken =P j n j j 
#derhobbit ist bis jetzt richtig lustig. nur zu empfehlen. n j j j 
Gerade den neuen #Bond gesehen: Also Anzüge, Hemden, Uhren ... alles sehr 
geil! Film so naja, habe die Story nicht so ganz kapiert! #Kino 
j j j j 
Life of PI ist zu empfehlen. Top Film, aber an besten ist immer noch das 
Buch!..es geht übrigens nicht um den Rapper :P #kino 
j j j j 
auf nen Real Parkplatz beim Autokino fahren, und von dort aus den Film um-
sonst gucken=> Ich. j j j j 
Hihi bin jetzt schon zum zweiten mal im kino :-) mit @mondmiri und 
@ich_seh_weiss :-) j j j j 
Ich würde sagen wir haben ruhe.... #Hameln #Kino http://t.co/HaFDN7zz j n j j 
So, gleich ins Kino... Mal schauen welcher Film uns gezeigt wird. :-) j j j j 
Soll ich mir diesen Wahnsinn antun und mir 17 again angucken?! Puuuh j j j j 
@iHibbel Wenn Du Deine Kinoerfahrungen ausweiten möchtest, kann ich Dir 
die Piper Red Lounge empfehlen ;) #gay 
j j j j 
@Mademoiselaura Ach Herzilein. Solche Filme sind nicht gut für dich! j j j j 
@mchesse Nemo mochte ich. Cars war daemlich. Bin gespannt. Die ersten 20 
Minuten langweilen mich schon. 
j j j j 
Die Synchro von Bill Murray. <3 j j j j 
ACHTUNG ACHTUNG ICH SAH SOEBEN TOM HARDYS PENIS j n j j 
Der Schlussmacher schauen, und Hauke nach langer Zeit mal wieder gesehen 
;)@HWachtmann 
j n j j 
@ipeluche bin gerade noch im Kino, aber ich denk mal ich schaffs :) j j j j 
Wie langweilig kann das hier Eigendlich noch werden?!0,0Gleich schlafe ich 
nochmal ein...Help pls?!.... 
n j j j 
Spiderman ist ab sofort in 2 Ausführungen käuflich zu erwerben.Nur im 
Flagshipstore!#SNAPBACK #Berlin #newera http://t.co/X4aAuEqV 
n j j j 
@bretzelmann Ich hack ein Loch in unser Raumschiff! Ich weiss, es ist nicht 
klug! Scheiß drauf,  solang es Spaß macht, Goodbye & guten Flug! 
n j j j 
"Schenk mir dein Herz"  guter Film auf #ARD j j n j 
Die fantastische Welt von oz im Kino gucken j j j j 
Die Kokowääh kundigen Kinder fragten, wie Till Schweiger im #Tatort ist. Ich 
habe was von Eiern genuschelt. 
j j j j 
In Berlin spricht keiner deutsch, lass mal auch ne andere Sprache lernen -
@lenaa239 : ja die von Herr der Ringe #hdr #kopfvorwand #berlin n j j j 
Würde ja nicht behaupten, dass ich verrückt nach Batman bin, aber mein Kind 
wird im Bettmobil schlafen. j j j j 
"Ich werde mich nie wieder Verlieben!! Erst recht nicht in einen Filmstar... , die 
schreiben alle nicht zurück! :(" 
j j j j 
@KircheHeide hier ist es noch sehr warm, aber es ziehen Wolken auf. Kino ist 
aber um die Ecke;-) 
j j j j 
Guten Morgen! Wir sind heute im @CinemaxX Dammtor auf der «Wege in den j j j j 
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Traumberuf Medien» - besucht uns am Stand 2! http://t.co/3dbYt0AP7e
@sonja3112 Würde ich jetzt "Spongebob" sagen, käme das bestimmt seltsam 
rüber... :P 
j j n j 
@meinMarcial War eine FSK16-Version, aber selbst ein paar blutigere Szenen 
hätten die schwachsinnige Handlung nicht wett gemacht. n j j j 
Tabelle 7-5: Ergebnisse der manuellen Klassifikation der Microblogging-Texte hinsichtlich ihrer 
Relevanz zur Objektklasse ‚Restaurant‘. Beurteilt wurden 2500 zufällig ausgewählte Texte, die 
im Umkreis von nicht mehr als 250 Metern zum nächstgelegenen Restaurant verfasst wurden. 
Die Beurteilung erfolgte durch drei unabhängige Rater. Widergegeben sind jene 60 Texte, die 











































@Angeluzza_GC das war Sau gutes Frust essen , im Kesselhaus in Schorndorf! 
Wir sind vom Blutspenden aus Stuttgart abgehauen .... 
j j j j 
.@MiST3R_C0R3 und @sexylegoman haben sich REICHLICH gegönnt! 
http://t.co/ZQB1zVwJ n j j j 
Ein Eisbecher & 'nen Latte 15 ... Verrückt!!! #Binz n j j j 
MEGAFAIL - nicht genug Essen für alle Teilnehmer auf #cs12 - bin aufm Weg 
zu McDonalds die Straße hoch 
j j j j 
Guuuuuuten Moooorgen! Heute Bruch, um den Geburtstag meiner Schwester 
nachzulesen. Bin ich ein lieber Bruder oder ziehe ne Show ab? 
j n j j 
Haben ALLE guten Italiener SonntagNachmittags in Paderborn zu? Oder Watt? n j j j 
Ich mach einfach mal in White Trash Food. Burger und gute Nacht! j j j j 
Da ich heute früher Feierabend hab. Abendessen. http://t.co/PbcWHb0P j n j j 
@HSKoblenz In der Cafeteria der Uni Jena gibt es #Club-Mate...könnt ihr das 
auch am RAC einführen? 
j j j j 
Leckerbisschen – Bor ist das geil hier! j n j j 
@thexXdani ein furchtbarer Laden. Frische ist Fremdwort. j n j j 
Wer sein Essen nicht ehrt, ist dessen nicht wehrt. http://t.co/QchTzZGs n j j j 
Wein aus Kirchscheidungen (Saale-Unstrut) im Weingut Sülz in 
Niederdollendorf. Angenehmer Frühburgunder. http://t.co/8NzaHcuE j n j j 
Prösterchen! :) ein dunkles Bierchen hier.“@haiku_shelf: Hier Prosecco. Und ihr 
so?” 
j n j j 
ich brauche nicht viel um glücklich zu sein. essen reicht mir vollkommen. j n j j 
Verhängnisvoll, wenn da 3 Dönerläden auf dem Heimweg sind. j n j j 
Korrekt wenn dem Bar-Typ die Gin Flasche "ausrutscht."Härtester Gin Tonic 
ever. 
j n j j 
Habe vorenthalten das die verköstig bereits um 9:30 heute morgen stattfand. 
Wollte es vertuschen — entschied mich jetzt dagegen. 
n j j j 
Unfreundliche Bedienung bei Pizza Hut ist unfreundlich. j j j j 
Im Vereinslokal vom VFB Stuttgart Amici beim Geschäftsessen. Essen ist her-
vorragend! 
j j j j 
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Wie die Frauen das Kind anstarren! Es isst doch nur einen Pfannkuchen. j n j j 
Sauerbraten: sehr reichlich, auch gute qualität. Gutes rustikales deutsches res-
taurant mit retroflair. Auch übernachten ist hier möglich. 
j j j j 
@Keksi2909 Wegen der Huehnersuppe ;-) j n j j 
Curry Udon. Meisterhaft! Immerhin hab ich das Tier zerschnit-
ten.#Dinnercontent http://t.co/QLj66E3g 
j n j j 
@chilonism fg. Das wolfssteak ist aber auch nicht schlecht... j j n j 
Hier freue ich mich nun auf eine leckere Senfsuppe http://t.co/C7BmOKwi j n j j 
Freunde der Nacht. Mein Kaffee ist fertig, meine Brötchen auch.... Der Tag 
kann beginnen ;) 
j n j j 
Käsekuchen #cbase j n j j 
Ist ja nicht so, dass ich hunger hab', aber...ICH HAB' HUNGER! j n j j 
@wongoloide einen Pfannkuchen mit Mais, Paprika und Lauch. war lecker. war 
alles ziemlich voll im Centro. das Restaurante nicht so. 
j j j j 
Langsam Kriege ich Hunger j n j j 
Als hat der Pizzatyp geahnt das ich die nächsten Tage alleine bin, hat er mir nen 
Loli geschenkt und mich mit "BIS MORGEN!" Verabschiedet •• 
j j j j 
Frühstückskklub lässt grüßen mit gebrannten Mandeln, Weihnachtsbraten und 
und und :-) 
j n j j 
Bin gerade wieder aktiv geworden! Gleich gibt es irisches Rindsteak! 350 g 
Fleisch in seiner schönsten Form! 
j n j j 
Boa ich platze gleich. j n j j 
Will den ganzen Weihnachtsmarkt leer kaufen: Langos, Früchtespieße, zum 3. 
Mal gebrannte Mandeln... 
j n j j 
Der Burger des Monats mit Preiselbeeren und Ziegen-Camembert im Fräulein 
Burger. :-) Sehr lecker http://t.co/tlsYJijj 
j j n j 
Gab heute lecker Hirschrücken mit Blaubeer-Rotwein-Soße. Butterweich das 
Fleisch! http://t.co/DU8PR049 
j n j j 
Merke ec geht nur das Personal kann damit nicht umgehen ich hab Hunger 
mach mal j n j j 
Gleich lecker Chinesisch essen und dann mit Raike zu Monkeydan :) n j j j 
Stammtisch im #Augustiner #Dresden. Prost! j j n j 
Ein Big MAC zum WEG Essen bitte :P j j j j 
Hallo Kassel. Erstmal einen Döner. j n j j 
Der Essensbestellung zufolge wird essen heute schlafen ersetzen. @juliasofia 
@ama302 j j j j 
Na, heute schon ein Pferdiggericht gegessen?:) #Pferdefleisch j n j j 
Mein Vater rettet mich zum essen gehn vor weiterem Geschichte lernen -
YiiiPiiehyaiiiyeyyy #savedmylife #hero 
j n j j 
Bei mir liegen die Pommes rechts, aber Herrn @gigold  links. Gut, ich bin auch 
Rechtsträger. j n j j 
Im shamrock mir den Kollegen j n j j 
Und jetzt noch Joghurt mit Exotischen Früchte j n j j 
So jetzt habe ich schön Mittag gegessen. j n j j 
War aber nur ein halber Döner. Fdh Diät und so. j n j j 
vorhin back-fisch gegessen...Mir ist schlecht -.- ich vertrage anscheinend keinen 
Fisch -.- j n j j 
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Heute noch nichts vor?Dann schau doch vorbei zum Stammtisch der JuLis Ulm-
Biberach.Beginn 20 Uhr in der Bar Rosebottel,Zeitblomstr.19,Ulm 
j j n j 
Menschen beim Essen zu betrachten, die sich nicht beobachtet fühlen; das hat 
etwas von "Tiere am Trog mit Futterneid"; aber ohne Grunzen. 
j n j j 
Wie gerne ich jetzt ein Jägerschnitzel mit Pommes hätte. j n j j 
@WeinKnueller nein bin noch auf der Insel trinke gerade Kaffee und dann geht's 
ins Restaurant nach Eriskirch wird ein langer Tag Heute j j j j 
Essen gleich. Ich, Linsensuppe zweiter Tag; der kleine Hund: Rinderbrust an 
Buttergemüse :) #fb 
j n j j 
@lifegoesonxxxx Eis essen, Party machen oder soo j n j j 
@zusebrei ist die Kantine immer so leer? j n j j 
So,ich gehe nun Essen & hoffentlich ersticke ich dran. j n j j 
Tabelle 7-6: Ergebnisse der manuellen Klassifikation der Microblogging-Texte hinsichtlich ihrer 
Relevanz zur Objektklasse ‚Supermarkt‘. Beurteilt wurden 2500 zufällig ausgewählte Texte, die 
im Umkreis von nicht mehr als 250 Metern zum nächstgelegenen Supermarkt verfasst wurden. 
Die Beurteilung erfolgte durch drei unabhängige Rater. Widergegeben sind jene 30 Texte, die 











































Ich hier im Männerwartebereich vor DM j n j j 
Gerade kletterte der kleine Maxi auf das Förderband des Pfandautomaten... j j j j 
Im #Kaisers in der #Warschauer Strasse ist wieder langes Warten an den #Kas-
sen angesagt. http://t.co/2NIuAUbJ 
j j j j 
Heute vom verkaufsoffenen Sonntag aus Bad Vilbel. Fast schon wie ein Heim-
spiel. Einfach mal vorbeispazieren! http://t.co/kAmvi4Pe 
j n j j 
@whoopywhoopy Was ist alter? Wenn Mann so einen scharfen Body hat oder? 
Heute beim Einkauf gesehn...hihihihi ;-) http://t.co/CeGUKVJD j n j j 
Die Schwulen von Kreuzkölln versammeln sich samstags in der Feinkostabtei-
lung vom Karstadt am Hermannplatz. n j j j 
@SirLuzK Wo ist eigentlich der nächste Store hier in der Nähe? n j j j 
mit Familia einkaufen gehen haha j j j j 
Jetzt noch einkaufenEin Traum j j j j 
@JanBastick Da kann man nur zufrieden sein das Tom Hanks in keinem deut-
schen Supermarkt zu Gast war!!! 
j j j j 
Frisch: Fruchtaufstrich "kleine Tafelfreude" > HIMBEERÜBERRASCHUNG 
<200g 3,50, 1 /Glas geht an die Tafel Oberursel http://t.co/cahFC4Z3 j n j j 
Der #Rewe hat noch geschlossen. Da drin siehts auch so aus, als würde das 
erst mal so bleiben. #Ehrenfeld j j j j 
Also mit Eile haben die es hier heute bei @EDEKA_D nicht so aber soll mir recht 
sein^^ Die Promotion kann ja auch mal ruhig los gehen :) 
j j j j 
Frau Zuagroasda meinte, ich solle Avocados mitbringen. Bei der Sorte bin ich 
ein wenig zusammengezuckt... http://t.co/QG4xCebc 
n j j j 
Arbeiten im Einzelhandel vor Weihnachten an einem Samstag ist anstrengend j n j j 
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:b #ChristmasShopping #IchBinVerkäuferKeinKunde #TeamBringIt!
Die Menschen denken auch nach #Silvester gibt's monatelang keine Möglich-
keiten zum Einkaufen mehr O_o 
j n j j 
Die Welt geht unter bei Kaufland gibt es keine Wagen mehr. j j j j 
@blendentanz ich auch nicht... Das Geld ist mir auch zu schade. Dafür gehe ich 
lieber einmal mehr ins Perfetto ;-) 
j n j j 
@iAlexh Kauf auch gleich welche für die Kids n j j j 
Hauptsache ich gehe zum Arzt und will danach gleich noch einkaufen gehen... 
Und was vergesse ich?! Richtig! Mein Portemonnaie... j n j j 
Mit Frauen einkaufen ist... j n j j 
Shoppen in saarn ....Balsam für die Seele ;-) j n j j 
Ich •• einkaufen! http://t.co/E5w8YFIt j j j j 
An der überfüllten Supermarktkasse von der Kassiererin nen dummen Spruch 
kriegen weil ich keine 33cent kleinteilig raussuchen will oO 
j j j j 
:) Die von "Kühne" haben gewonnen. WDR3 TV “@lieselm:  Die von Lidl. ;-) j n j j 
Na super. Und Steffny an der Supermarktkasse vor mir sieht aus wie geleckt. 
Hatte aber auch den Bewegungsradius eines Purzelbaums 
j j j j 
Franzose filmte 1500 Frauen in Supermarkt-Toiletten 
http://t.co/Oe9Zmp6GuwWas ist los auf dieser Welt?? 
j j j j 
@KimineHirosha ja hab ich eben bei netto gemerkt o.0 j j j j 
Grade auch nur im dm gewesen um Sachen von @funnypilgrim @davyx21 und 
@dagibeee nachzukaufen :D 
j n j j 
Einkaufen mit Papi :) j n j j 
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Anhang F Klassifikationsmodelle resultierend aus manuellen 
und lexikalischen Trainingsdaten 
Tabelle 7-7: Vergleich der Modelle für die Klassifikation von Microblogging-Texten entspre-
chend deren Relevanz zur Objektklasse ‚Bahnhof‘. Trainings-Algorithmus: Maximum Entropy. 
Zur Modellierung anhand manuell klassifizierter Texte vgl. Abschnitte 3.4.1 und 0, zur Modellie-
rung anhand lexikalischer Daten vgl. Abschnitt 3.4.3. Alle Wörter wurden lemmatisiert und auf 
ihre Stammform zurückgeführt (vgl. Abbildung 3-8). 
Modell resultierend aus manuell klassifi-
zierten Dokumenten 
Modell resultierend aus lexikalischer Mo-
dellierung 
Klasse ‚relevant zu 
Bahnhof‘ 














































bahn 2,64 sag 0,53 bahnhof 2,30 dass 0,90
zug 2,30 schlaf 0,47 zug 1,94 muss 0,79
sbahn 2,12 uberhor 0,47 gleis 1,87 jahr 0,78
ubahn 2,03 viel 0,46 bahn 1,58 sag 0,74




hbf 1,85 majawies 0,46
bundespo-
lizei 1,45 erst 0,66
bahnhof 1,74 toast 0,46 ice 1,44 prozent 0,66
haupt-
bahnhof 
1,71 wer 0,40 richtung 1,41 gut 0,64
ice 1,50 abend 0,39 stuttgart 1,39 euro 0,63
aussteig 1,43 trink 0,36 neustadt 1,39 spiel 0,62
verspatung 1,20 lieb 0,35 sbb 1,38 deutsch 0,62
u 1,06 seh 0,34 sbahn 1,37 geh 0,60
db 0,99 letzt 0,33 reisend 1,34 seit 0,58
station 0,98 glaub 0,32 treffpunkt 1,34 schon 0,54
braun-
schweig 
0,95 ja 0,30 fischbach 1,34 ganz 0,53
busfahr 0,95 besuch 0,30
haupt-
bahnhof 1,34 viel 0,53
sitz 0,94 freu 0,29 altona 1,34 bleib 0,52
ic 0,90 nein 0,29 bahnsteig 1,33 imm 0,52
bvg 0,84 vielleicht 0,29 fahrgast 1,31 ebenfall 0,52
dresd 0,83 allein 0,29 harburg 1,28 weit 0,50
berlin 0,82 de 0,29 stadelhof 1,27 durf 0,50
erreich 0,80 spiel 0,29 schnellzug 1,26 million 0,49
txl 0,76 auskost 0,28 sonderzug 1,25 tag 0,49
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Tabelle 7-8: Vergleich der Modelle für die Klassifikation von Microblogging-Texten entspre-
chend deren Relevanz zur Objektklasse ‚Kino‘. Trainings-Algorithmus: Maximum Entropy. Zur 
Modellierung anhand manuell klassifizierter Texte vgl. Abschnitte 3.4.1 und 0, zur Modellierung 
anhand lexikalischer Daten vgl. Abschnitt 3.4.3. Alle Wörter wurden lemmatisiert und auf ihre 
Stammform zurückgeführt (vgl. Abbildung 3-8). 
Modell resultierend aus manuell klassifizier-
ten Dokumenten 


















































kino 2,01 geh 0,38 kino 2,21 card 0,82
film 1,79 dank 0,33 film 2,06 mehr 0,75
guck 0,86 card 0,28 regisseur 1,65 dass 0,68
bekloppt 0,85 tag 0,27 fernseh 1,65 jahr 0,61
dokumentar-
film 
0,82 muss 0,26 avatar 1,57 soll 0,61
umunch 0,82 imm 0,22 d 1,51 muss 0,56
empfehl 0,80 ess 0,21 furs 1,50 sag 0,56
schlaf 0,71 freu 0,20 oper 1,50 euro 0,54
murray 0,69 les 0,20 traum 1,38 erst 0,52
synchro 0,69 stadt 0,19 berlinal 1,38 schleswighol
stein 
0,49
disney 0,64 spiel 0,19 dvd 1,36 prozent 0,48
bill 0,63 arbeit 0,18 cinema 1,33 schon 0,47
version 0,63 jahr 0,18 vagu 1,32 million 0,43
twilight 0,63 einfach 0,18 chabrol 1,27 gut 0,43
derhobbit 0,59 voll 0,18 theat 1,25 seit 0,41
achtung 0,59 twitt 0,18 babylon 1,23 lang 0,41
recht 0,57 bitt 0,18 komodi 1,22 rund 0,40
szen 0,57 gern 0,18 locarno 1,19 imm 0,40
kuhmadch 0,56 bekomm 0,18 the 1,18 fall 0,39
falling 0,51 endlich 0,17
nahauf-
nahm 1,17 lass 0,38
down 0,51 glaub 0,17 lauf 1,16 stark 0,38
lustig 0,50 find 0,17 bambi 1,14 steh 0,38
schluss-
mach 
0,49 wer 0,17 star 1,11 bereit 0,36
hwachtman
n 
0,49 leut 0,17 seh 1,11 laut 0,36
again 0,49 echt 0,17 leinwand 1,10 dabei 0,35
puuuh 0,49 leb 0,17 untertitel 1,08 weit 0,35
antun 0,49 wunsch 0,17 zuschau 1,06 viel 0,34
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Tabelle 7-9: Vergleich der Modelle für die Klassifikation von Microblogging-Texten entspre-
chend deren Relevanz zur Objektklasse ‚Restaurant‘. Trainings-Algorithmus: Maximum Entropy. 
Zur Modellierung anhand manuell klassifizierter Texte vgl. Abschnitte 3.4.1 und 0, zur Modellie-
rung anhand lexikalischer Daten vgl. Abschnitt 3.4.3. Alle Wörter wurden lemmatisiert und auf 
ihre Stammform zurückgeführt (vgl. Abbildung 3-8). 
Modell resultierend aus manuell klassifi-
zierten Dokumenten 
Modell resultierend aus lexikalischer Mo-
dellierung 
Klasse ‚relevant zu 
Restaurant‘ 
Klasse ‚nicht relevant 
zu Restaurant‘ 
Klasse ‚relevant zu 
Restaurant‘ 










































ess 1,61 ick 0,46 restaurant 1,98 dass 0,70
hung 1,14 komm 0,46 bar 1,77 sag 0,68
pomm 0,93 muss 0,40 hotel 1,72 soll 0,68
don 0,93 zeit 0,37 kuch 1,64 mehr 0,67
leck 0,88 dank 0,37 ess 1,64 muss 0,66
shamrock 0,78 seh 0,35 caf 1,54 euro 0,63
kasekuch 0,76 ja 0,35 eroffn 1,45 prozent 0,58
cbas 0,76 abend 0,33 koch 1,43 steh 0,54
leer 0,75 oma 0,33 rugbyclub 1,42 komm 0,49
burg 0,75 frag 0,33 gast 1,41 weit 0,46
boa 0,74 erst 0,33 speisekart 1,41 seit 0,46
 stamm-
tisch 
0,73 mehr 0,32 athiopisch 1,39 viel 0,45
unfreund-
lich 







kolleg 0,67 insitusx 0,32 michelin 1,34 seh 0,43
keksi 0,66 jung 0,30 lokal 1,33 stell 0,42
bor 0,66 spiel 0,28 italienisch 1,33 ab 0,41
leckerbissc
h 
0,66 soll 0,27 servi 1,33 imm 0,40
gebrannt 0,64 sag 0,27 kampala 1,32 million 0,40
mandel 0,64 viel 0,26 noma 1,30 jung 0,39
restaurant 0,63 eigentlich 0,26 stern 1,26 hoch 0,38
frucht 0,63 neu 0,25 gastronom 1,24 drei 0,38
joghurt 0,63 bekomm 0,24 betreib 1,18 deutschland 0,37
donerlad 0,63 endlich 0,24 abendess 1,18 wenig 0,37
exotisch 0,63 grad 0,23 tisch 1,17 ganz 0,37
heimweg 0,63 berlin 0,23 sternekoch 1,17 punkt 0,37
verhangnis
voll 
0,63 leb 0,23 erdge-
schoss 
1,16 bleib 0,36
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Tabelle 7-10: Vergleich der Modelle für die Klassifikation von Microblogging-Texten entspre-
chend deren Relevanz zur Objektklasse ‚Supermarkt‘. Trainings-Algorithmus: Maximum 
Entropy. Zur Modellierung anhand manuell klassifizierter Texte vgl. Abschnitte 3.4.1 und 0, zur 
Modellierung anhand lexikalischer Daten vgl. Abschnitt 3.4.3. Alle Wörter wurden lemmatisiert 
und auf ihre Stammform zurückgeführt (vgl. Abbildung 3-8). 
Modell resultierend aus manuell klassifi-
zierten Dokumenten 
Modell resultierend aus lexikalischer Mo-
dellierung 
Klasse ‚relevant zu 
Supermarkt‘ 
Klasse ‚nicht relevant 
zu Supermarkt‘ 
Klasse ‚relevant zu 
Supermarkt‘ 










































einkauf 2,08 gut 0,42 supermarkt 2,39 dass 0,75
dm 1,03 schon 0,31 einkauf 2,19 jahr 0,67
einkaufenei
n 0,84 komm 0,30 uberfall 1,89 soll 0,67
mannerwart
ebereich 0,78 imm 0,28 stehl 1,70 sag 0,66
traum 0,75 dass 0,27 regal 1,63 neu 0,58




ialexh 0,67 muss 0,27 war 1,58 euro 0,56
kid 0,67 ganz 0,25 kassiererin 1,56 prozent 0,55
super-
marktkass 0,67 tag 0,23 flasch 1,55 erst 0,54
samstag 0,62 wiss 0,22 kass 1,48 gut 0,50
nah 0,59 sag 0,21 kauf 1,46 donnerstag 0,49
seel 0,57 frag 0,19
papp-
schachtel 1,46 weit 0,49
shopp 0,57 card 0,19 unbekannt 1,42 komm 0,49
saarn 0,57 dank 0,19 obst 1,41 deutsch 0,48
balsam 0,57 wer 0,18 ladendieb 1,39 spiel 0,47
kiminehiros
ha 
0,56 fahr 0,18 strass 1,38 drei 0,45
netto 0,56 steh 0,18
einkaufswa
g 1,35 seit 0,45
welt 0,56 woch 0,18
ladendieb-
stahl 1,31 geschicht 0,44
kaufland 0,52 lass 0,17 packung 1,30 bereit 0,43
sirluzk 0,51 zeit 0,16 verkauferin 1,26 fall 0,41
wag 0,48 schlaf 0,16 geldbors 1,26 card 0,41
stor 0,48 mog 0,16 versucht 1,25 steh 0,41
forderband 0,47 endlich 0,16 tesco 1,20 kurz 0,40
pfandauto-
mat 
0,47 find 0,16 dieb 1,18 lass 0,40
klett 0,47 schreib 0,15 kaufhall 1,17 rund 0,40
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Anhang G Forschungsdaten-Anhang 
Den Gutachterexemplaren dieser Arbeit liegt eine DVD bei, auf der die Daten gespei-
chert sind, mit denen die Ergebnisse dieser Arbeit nachvollzogen werden können. Ein 
Teil der Verzeichnisse (gekennzeichnet mit *) ist ebenso als digitaler Anhang der über 
den Publikationsserver Qucosa veröffentlichten Fassung verfügbar. Hier soll die Ver-
zeichnisstruktur beschrieben werden. 
(1) Wikipedia. Dieses Verzeichnis beinhaltet die Daten, mit denen Methoden für die 
Bestimmung des Anteils raumbezogener Information nachvollzogen werden 
können. 
a. Korpusanalytischer Ansatz. Dieses Verzeichnis beinhaltet die Daten, mit 
denen die korpusanalytische Methode für die Bestimmung des Anteils 
raumbezogener Informationen nachvollzogen werden kann. 
i. Ergebnisse*. Dieses Verzeichnis enthält die Ergebnisse der Re-
konstruktion des Netzwerkes der Wikipedia-Artikel mit Hilfe von 
WikAPIdia. Die Datei Artikel.zip enthält die Artikel (= Knoten 
des Netzwerkes) mit ihren Eigenschaften. Die Datei Links.zip 
enthält die Links (= Kanten des Netzwerkes). Die Datei Katego-
rien.zip die Kategorien, die den Artikeln zugeordnet sind. Die 
Spaltenbezeichnungen sind jeweils in der Datei readme.txt do-
kumentiert. 
ii. Koordinatendump. Dieses Verzeichnis beinhaltet den Dump der 
verwendeten Koordinateninformationen (zip-gepackt) vom 
08.09.2011. 
iii. WikAPIdia. Dieses Verzeichnis beinhaltet die Programmbiblio-
thek WikAPIdia in Form eines Projektes für die Entwicklungs-
umgebung Eclipse (zip-gepackt). Mit WikAPIdia kann aus einem 
Wikipedia-Dump die Netzwerkstruktur einer Sprachversion der 
Wikipedia rekonstruiert werden. 
iv. Wikipediadump. Dieses Verzeichnis enthält den Dump der deut-
schen Wikipedia vom 21.06.2011 (zip-gepackt). Mit diesem 
Dump kann die NGGR-Berechnung nachvollzogen werden. 
b. Befragungsansatz*. Dieses Verzeichnis beinhaltet die Daten, die wäh-
rend der Durchführung des „Experiments Georaumbezug“ entstanden 
sind. 
i. Auswertung*. Dieses Verzeichnis enthält die Auswertung der 
Kategorisierungsaufgabe für alle 22 Fragegruppen. 
ii. Kommentare*. Dieses Verzeichnis enthält die abgegebenen 
Kommentare in allen 22 Fragegruppen. 
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iii. Rohdaten*. Dieses Verzeichnis enthält die Ergebnisse der Kate-
gorisierungsaufgabe für jeden einzelnen Teilnehmer des Experi-
mentes inklusive der Antwortzeiten für jede Aufgabe. 
(2) Twitter. Dieses Verzeichnis enthält die Daten, mit denen die Methoden zur Be-
stimmung der Korrelation zwischen Raum und Inhalt von Microblogging-Texten 
nachvollzogen werden können. 
a. mallet-2.0.7. Dieses Verzeichnis enthält das Programm mallet, mit dem 
die maschinelle Klassifikation von Texten durchgeführt werden kann. In 
der zip-gepackten Dateien corpora.zip befinden sich diverse Zwischener-
gebnisse der maschinellen Klassifikation. 
b. Manuelle Klassifikation*. Dieses Verzeichnis enthält die Resultate der 
manuellen Klassifikation der Microblogging-Texte hinsichtlich ihrer Re-
levanz zu den Objektklassen ‚Bahnhof‘, ‚Kino‘, ‚Restaurant‘ und ‚Su-
permarkt‘. Für jeden Text sind die Relevanz-Urteile (‚j‘ für ‚relevant‘, 
‚n‘ für ‚nicht relevant‘) aller drei Rater und der jeweils daraus abgeleitete 
Goldstandard angegeben. Unterschieden wird jeweils in einen Satz ‚nahe 
Tweets‘ (Entfernung des Ortes der Texterzeugung zum nächstgelegenen 
POI-Objekt < 250m) und in einen Satz ‚beliebige Tweets‘ (Entfernung 
des Ortes der Texterzeugung zum nächstgelegenen POI-Objekt ist belie-
big). 
c. OSM. Dieses Verzeichnis enthält die ESRI-Shape-Dateien (zip-gepackt) 
für die genutzten POI-Klassen. Das Datum des verwendeten OSM-
Dumps ist der 23.10.2013. 
d. Tweets*. Dieses Verzeichnis enthält die ESRI-Shape-Dateien, in denen 
die aufgezeichneten georeferenzierten Tweets gespeichert sind. Es er-
folgte eine Filterung auf Tweets, die als deutschsprachig erkannt wurden 
und weiterhin auf Tweets, die von mobilen Geräten erzeugt wurden. Das 
Verzeichnis enthält 3 weitere Dateien, in den Zufallsauswahlen von 
2.500, 10.000 und 100.000 Tweets gespeichert sind. Die Spaltennamen 
der DBF-Dateien werden in der Datei readme.txt erklärt. 
e. Wortschatz. Dieses Verzeichnis enthält ein Backup des Korpus ‚news-
10M‘ des Projektes Wortschatz Uni Leipzig. Die Spaltennamen der 
CSV-Dateien sind in den namensgleichen TXT-Dateien erklärt. Im Un-
terordner Dokumentation befindet sich die von Mitarbeitern des Wort-
schatz-Projektes erstellte Dokumentation. 
