Abstract-Stochastic distribution control (SDC) systems are known to have the 2-D characteristics regarding time and probability space of a random variables, respectively. A double closed-loop structure, which includes iterative learning modeling (ILM) and iterative learning control (ILC), is proposed for non-Gaussian SDC systems. The ILM is arranged in the outer loop, which takes a longer period for each cycle termed as a BATCH. Each BATCH is divided into a modeling period and a number of control intervals, called batches, being arranged in the inner loop for ILC. The output probability density functions (PDFs) of the system are approximated by a radial basis function neural network (RBFNN) model, whose parameters are updated via ILM in each BATCH. Based on the RBFNN approximation of the output PDF, a state-space model is constructed by employing the subspace parameter estimation method. An IL optimal controller is then designed by decreasing the PDF tracking errors from batch to batch. Model simulations are carried out on a forth-order numerical example to examine the effectiveness of the proposed algorithm. To further assess its application feasibility, a flame shape distribution control simulation platform for a combustion process in a coal-fired gate boiler system is constructed by integrating WinCC interface, MATLAB simulation programs, and OPC communication together. The simulation study over this industrial simulation platform shows that the output PDF tracking performance can be efficiently achieved by this double closed-loop iterative learning strategy.
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I. INTRODUCTION

S
TOCHASTIC control has been one of the most energetic areas in control theory and applications for the simple fact that many real industrial processes are subject to various sources of randomness. Following the development of minimum variance control [1] and linear quadratic control [2] , a number of approaches have been developed and applied in real applications, such as upper-bound minimum variance control, stochastic adaptive control, stochastic optimization and forecasting, sliding mode control [3] - [5] , and so on. In these methods, mean and variance are considered in controller design for systems with Gaussian random signals. For systems with non-Gaussian signals, such as food processing unit, jet flame control in furnace systems, molecular weight distribution control, or particle size distribution (PSD) control in polymerization processes [6] - [8] , mean and variance control can be largely limited and higher order distribution information is required. To address this problem, a new method which directly controls the distribution function of system output is developed, which is referred to as stochastic distribution control (SDC) or probability density function (PDF) shaping control [9] - [11] .
The output PDF modeling and control were originally proposed to solve the distribution control problems in paper making machines where the paper sheet produced needs to have uniform distribution in both longitude direction and cross direction [9] . In this method, there are two subspaces regarding the time sequence and the probability distribution, respectively. Further development included optimal PDF tracking control, robust PDF tracking control, minimum entropy control, and so on [12] - [19] , which brings improvement in PDF control from various aspects.
To establish a dynamic PDF model for the purpose of closed-loop control, B-spline neural networks are normally used to approximate the output PDF where the basis function weights are calculated from the PDF fitting, and the model for weight dynamics can be obtained by least-square estimation or other regression methods. Fixed B-spline basis functions are used in most PDF modeling. To be adaptive to large process variations, more recently, a iterative learning control (ILC) strategy has been presented using a fixed structure controller for PDF control while iteratively tuning the basis function parameters, thus the basis functions, for PDF approximation [14] , [22] , [23] . In fact, the ILC in output SDC systems can be realized by iteratively adjusting the controller and/or updating the basis functions in PDF approximation. In the former case, the ILC design is implemented to tune the controller while keeping the basis functions fixed. Control algorithms developed in this way take two assumptions, one is that the output PDFs can be well approximated by the chosen (fixed) basis functions, another is that the dynamic characteristics of the developed model are reasonably close to that of the actual system. In the case of IL for model update, the parameters of the basis functions in PDF approximation are iteratively adjusted while keeping a fixed controller. The assumption in the latter case is that the fixed controller will satisfy the control requirements during the period of model updating, which is not always easy to guarantee since the change of modeling will inevitably affect the control performance.
The ILC is a model-free controller, but the learning rate of ILC can be better selected and adjusted when a system model is available. In general, it is difficult to measure or estimate the output PDF for SDC systems in an online fashion. This makes it hard to achieve online closed-loop control of output PDF. In ILC of an SDC system, the quality of the model affects not only the online estimation of the output PDF, but also the learning rate adjustment in controller design. A good modeling relies on the choice of informative data, and also the radial basis function neural network (RBFNN) for the output PDFs approximation. The RBFNN describes the relationship between the parameters of the basis functions and the output PDF. The modeling error in PDF approximation can be reduced by adjusting the parameters of the basis functions properly. Therefore, in order to improve the approximation accuracy of a PDF model and the control performance, it is necessary to update the dynamic PDF model following the adjustment of the basis functions.
In a standard ILC, the control horizon is divided into a number of batches normally of the same length in time. When the modeling and controller design are considered together, the ILC with a fixed controller structure may have two disadvantages. One is that both the model parameter identification and the PDF tracking controller design are performed within each batch, which not only involves intensive computational efforts, but also causes frequent change of model parameters. The other drawback is that the controller update is only related to the tuning of the basis functions, which could be inadequate due to the integral action on the control performance index. In this paper, an IL-based double closed-loop structure for modeling and controller design is proposed for SDC systems where the whole control process is divided into several large modeling periods, each one called a BATCH, and each BATCH is divided into a number of control periods, called batches. This new structure achieves two objectives: 1) in each BATCH, the basis function parameters are tuned to adjust the shape of the basis functions used in PDF approximation, and then, a state-space model is established via subspace parameter estimation using the updated B-splines and 2) an optimal ILC is designed within each batch to make the system output PDF follow the target PDF in a timely manner.
The rest of this paper is organized as follows. The output PDF model representation based on the RBFNN and subspace identification are briefly introduced in Section II. The optimal ILC algorithm and the RBF parameter tuning method are given in Section III. In Section IV, the double closed-loop structure and the associated controller design and model identification are developed. In Section V, the effectiveness of the proposed method is discussed through numerical simulations. The application study is carried out in Section VI where a simulation platform is established for temperature field distribution control operation in a chain of grate boilers and this platform is employed for the simulation study of the double closed-loop PDF control. Finally, conclusions are drawn in Section VII.
II. PROBLEM FORMULATION
A. Model Representation
For a dynamic stochastic system, define o(t) ∈ [a, b] as a uniformly bounded random variable for the output of the system and u(t) ∈ R d×1 as the input vector to control the distribution shape of the output. At any time t, the distribution shape of o(t) can be represented by its PDF γ (y, u(t)) [9] 
where P{a ≤ y ≤ ζ, u(t)} represents the probability of the random variable y locating in [a, ζ ] with control u(t). Similar to [9] , the output PDF is approximated by a truncated Gaussian type of RBFNN
where l is the index of the network nodes and n is the total number of nodes; μ l and σ l are the parameters representing the center and width of the node function R l (y). The output PDF can be approximated by this RBFNN as
where the subscript k is the sample time index, w l, k is the weight of the lth node, e k (y) represents the PDF approximation error at time k and e k (y)dy = 0. Define
Ignoring e k (y) for simplicity, the RBFNN approximate weights vector, V k , can be computed from the following:
Equation (5) shows the relationship between the output PDF γ (y, u k ) and the approximation weights vector V k . Considering linear dynamics in V k , a standard state-space model can be written for the output SDC systems
where x k ∈ R q×1 is the process state vector, u k ∈ R d×1 is the control input vector, V k ∈ R p×1 is the approximation weights vector [ p = n − 1 from (3)]. A ∈ R q×q , B ∈ R q×d , C ∈ R p×q , and D ∈ R p×d are parameter matrices. The first and second equations in (6) reveal the state dynamics and weights dynamics, respectively; the third one is the RBFNN approximation of the output PDF. It is not a trivial task to establish this state-space model using input-output data to meet the required modeling and accuracy with a reasonable computational load. In this paper, the subspace identification method is employed to conduct online parameter estimation, the efficiency of which is higher than other commonly used parameter estimation methods, such as the recursive least square estimation. In the subspace identification, the main computing load is in matrix calculations. The computing speed will not be much affected when the order of the system is increased. It is therefore also suitable for online estimation of multivariable systems.
Remark 1:
If there is no feed-forward loop in the SDC system, model (6) can be simplified as
where
B. Subspace Modeling
An online estimation of the state-space model in (6) can be achieved through standard subspace identification approaches, for example, N4SID and MOESP [24] , [25] , to obtain the parameters in (A, B, C, D) . The major steps in using MOESP for estimation of ( A, B, C, D) is briefed in the following. Further information can be found in [24] and [25] .
Using subspace identification, the Hankel matrices need to be constructed with the input and output data. Denote the collected input and output data as
respectively, the input and output Hankel matrices are
where s and N stand for the number of rows and columns of the Hankel matrices, s + N − 1 is the total number of samples in time. To guarantee the reliability of the identification, N should be large enough to cover the full dynamic process and s should be larger than the system dimension. It should be noted that the modeling in this paper is used to facilitate the controller design. To ensure that all the independent weights can be controlled, theoretically, the minimum order of the model should be n − 1. However, the model order should not be too high and the maximum order of the model is recommended to be n for a reliable parameter identification.
The RBFNN-based SDC modeling procedures can be grouped into three steps.
1) Determine the basis functions. Choose a proper RBFNN to approximate the output PDF. 2) Collect the modeling data u k and γ (y, u k ) at all sampling points. Use the chosen RBFNN to approximate the output PDFs, the weight vector V k can be calculated using (5). 3) Use V k and the system inputs u k to construct the input and output data pairs for subspace identification. Implement the steps in MOESP [24] , [25] to estimate parameter matrices ( A, B, C, D).
III. ILC CONTROLLER DESIGN AND THE PARAMETERS UPDATE OF RBFNN
A. IL-Based Controller Design
Following the idea of ILC, divide the control horizon into a number of intervals of the same length in time domain, the first two state-space equations in (6) can be rewritten as follows:
where j indicates the j th iteration for controller design, also called batch in this paper. k represents the kth sample time in each batch. The following algorithm is formulated similar to the ILC-PDF control strategy in [28] and [29] . Only key steps of this algorithm are given in the following without expanding the details.
Combining the two equations in (8) gives the weights vector at the kth sampling time
The above equation contains Markov parameters of the system, which can be denoted as
In the j th control iteration, denote U j to group control inputs at all sampling time, V j as the corresponding output weights vector with initial condition of V j,0
where L is the total number of sampling points (in the j th iteration) in the time horizon for controller design. Define G with ( A, B, C, D) as follows:
The weights vector in (9) collected at all sampling time points can be written into a compact format
In the ILC design process, the initial values of V j,0 are kept the same at the beginning of each batch.
The following quadratic function is defined to evaluate the ILC performance: (11) in which Q and R are the predefined positive matrices, E j is the output error vector in the j th batch defined by
The first term in (11) represents the difference between V j and the target PDF weights vector while the second term is regarding the control input U j . From (10) and (12), the output error of the ( j + 1)th batch can be calculated as
By substituting (13) into (11), the ILC performance index can be rewritten as
Taking partial derivative of (14) with respect to U j +1 gives
An optimal solution will be obtained when
Denote the control learning rate as = −[G T QG + R] −1 G T Q, the following ILC strategy:
is similar to a p-type learning rule of ILC where G is the correlation matrix of the system Markov parameters. This ILC is terminated when the tracking error performance E j 2 Q is below the given threshold, otherwise it goes to the ( j + 1)th batch.
B. IL-Based Model Update of RBFNN
Apart from the IL operation in controller design, the IL strategy can also be introduced into the update of the RBFNN used for output PDF approximation [14] , [22] , [23] . In the RBFNN PDF modeling as briefed in Section II, each RBF is determined by two parameters, the center μ l and the width σ l . To make an accurate approximation of the output PDF, it is important to set up these two parameters properly for each RBF and also choose the right number of basis functions to construct the RBFNN. The PDF approximation errors need to be kept small, otherwise the poor modeling may deteriorate the controller design. The RBFNN tuning can be dealt with either by adjustment of RBF parameters, and/or by changing the nodes number in the RBFNN. In this paper, the number of nodes is fixed, only the tuning of the two RBF parameters is conducted since they are the main factors determining the PDF approximation accuracy. The RBFNN model update is obtained through the following IL method.
Following the idea of iterative learning (IL), divide the whole control horizon into a number of intervals as BATCHes. For an unknown controlled plant, only the control inputs u i,k and the output PDFs γ (y, u i,k ) can be provided, where i indicates the i th BATCH, k represents the kth (time) sampling point in the data sequence. Consider K samples collected in the modeling period and these data are used M times for the update of RBFNN in each modeling BATCH. Using subscript m to stand for the mth update of RBFNN (m = 1, . . . , M), in the i th BATCH after the mth tuning of RBFNN, the output PDF calculated from the RBFNN model is γ i,m,k at each sample k. The error between the model output PDF and the measured PDF can be defined as
is the ideal or measured PDF at each sample k in the i th BATCH, and (18), it will be too complicated to update the RBFNN model using this error formulation directly. An adaptive algorithm is proposed in the following.
A quadratic performance index is chosen to measure the errors between the ideal or measured PDF and the modeling PDF at each sample k
The measure of modeling errors in the mth tuning of the i th BATCH is then represented by a vector as
The total modeling errors in the i th BATCH after the mth tuning is given byĒ
The adaptive tuning of the RBFNN parameters should guarantee the decrease ofĒ i,m in the modeling iterations. This can be achieved when the following conditions are satisfied:
E i+1,1 =Ē i,M means that the initial setting of RBFNN parameters in the (i + 1)th BATCH is the same as the last tuning results in the i th BATCH. That is, the modeling error in each BATCH is no larger than that in the previous BATCH. The termination condition of this ILM can be set with a fixed number of iterations or through a modeling error threshold. For simplicity, a fixed iteration number (M) is used in this section. Remark 2:Ē i,m is the measure of the overall approximation errors in the mth update in the i th modeling interval. Denote Define the increments of the two RBF parameters for R l,i,m as μ l,i,m and σ l,i,m , respectively. The following adaptive law is applied to the tuning of the RBF parameters:
in which 1 ∈ R 1×K is the all-ones vector; λ i is taken as an adjusting factor; ε μ,l,i,m and ε σ,l,i,m are the learning rates to be determined to assure updating efficiency and stability of the learning process. The increment of performance indexJ i,m,k can be derived from (19) to be (24) where
Following Remark 2, the condition of
then the convergence condition (26) will be satisfied. The weights vector
can be calculated from (5) using the Mth tuned RBFNN, and a state-space model (6) can be established by the subspace identification as shown in Section II-B. This statespace model will be used for controller design to achieve the PDF tracking performance.
The updating of the RBFNN model parameters is actually an adaptive tuning process for modeling. If the whole process is divided into several modeling intervals (BATCHes), then the modeling accuracy in terms of PDF approximation is increased from BATCH to BATCH. The update of RBFNN parameters is also regarded as IL modeling (ILM).
Up to now, the IL-based modeling and the IL-based control are taken as two separate matters. The ILC is implemented in the time domain. The ILM is undertaken in both the probability distribution domain and the time domain. For an SDC problem, the ultimate goal is to reduce the tracking errors in output PDF. For this purpose, a novel strategy that integrates ILM and ILC in one framework is proposed in Section IV.
IV. IL-BASED DOUBLE CLOSED-LOOP MODELING AND CONTROL
A. Modeling and Control in Two Closed Loops
The idea of putting ILC and ILM in the same framework is to improve both the modeling accuracy and the control performance through IL. This is particulary useful when the system output goes through large variations where the remodeling is required to be adaptive. A simple way to combine ILC and ILM is to implement both with the same iterative period, and update the model and the controller together in each iteration. This, however, will be computationally inconvenient since the tuning periods required for modeling and control could be quite different. In general, the modeling update should take a longer period than the controller IL tuning. In this paper, the ILC design is taken as a fast process and the ILM as a slower process. As shown in Fig. 1 , the ILC is put in the inner tuning loop, and the ILM is arranged in the outer loop. In the inner loop is a standard ILC design based on the developed state-space PDF model, and in the outer loop is the ILM for the update of the RBFNN PDF approximation, which has a longer iterative period.
Remark 3: In this IL-based double closed-loop modeling and control framework, the targets of ILC and ILM are the same, both meant to drive the output PDF toward a target PDF. The two tracking errors, as defined in (12) for controller design and in (19) and (20) for model update, are used as the errors in ILC and ILM, respectively, that should be decreased through iterations.
Following the structure of the double closed-loop IL design, the whole time horizon is first divided into several intervals for ILM with a large period, denoted as BATCHes. In each BATCH, the time horizon is further divided into a modeling period plus several ILC intervals of the same time length, the latter are called batches. The first modeling period is used to update the RBF parameters, which is to retune the center and width parameters of RBFs so that the average PDF approximation error in this BATCH is smaller than the previous BATCH. This update can be implemented several times (M times) to reach the modeling accuracy. With the updated RBFs, new weights for PDF approximation are calculated, the subspace identification method is used to reestablish the space-state model using the new weights and the collected control inputs. Note that in the modeling period, the control law stays the same as that from the final batch in the previous BATCH. After the modeling period, in the ILC batches, the fixed (updated) model is used for ILC to drive the output PDF toward the desired PDF. In this way, the IL-based modeling and control are integrated into one framework where ILM is in the outer loop and ILC in the inner loop. Fig. 2 shows the division of modeling and control cycles in the time horizon.
The algorithms for ILC and ILM are similar to those presented in Section III. In the double closed-loop structure, rewrite the state-space model with subscripts i and j added to indicate the i th BATCH and the j th batch
The update of the RBFNN parameters can be referred to Section III-B. The ILC design is similar to Section III-A, in general, with only the tiny difference of introducing the i th BATCH in the algorithm description as briefed in the following.
From the state-space representation in (27) , the weights vector can be calculated as follows:
then (28) can be written in a compact form as follows:
where the initial values in V i, j,0 are kept the same in each control iteration. Similarly, a quadratic performance index is used to evaluate the control performance
is the vector of PDF tracking errors (written in the form of weights) in the i th BATCH. The ILC law for the double closed-loop structure is therefore
Due to the parameter tuning by ILM, the RBFNNs are actually different in each BATCH leading to different desired weights vector in each BATCH although the target PDF is the same. The termination condition of this ILC can be set by a 
In this paper, a fixed iteration number is introduced, but the ILC will terminate when reaching the threshold condition (before reaching the largest iteration number) in each BATCH. The work flow of the double-loop IL structure is shown in Fig. 3 . The main steps of the proposed method are summarized as follows.
1) The saved data of the output PDFs and control inputs from the previous BATCH are used to tune the RBF parameters by IL mechanism (23) (the RBF parameters in the first BATCH are given). 2) Using the updated RBFNN, the weights vector for PDF apptoximation is recalculated from the saved data of output PDFs, and the state-space model of the output SDC system is established using the subspace identification technique as described in Section II-B (model parameters for the first BATCH are estimated directly by random input excitation). Following the modeling period in each BATCH, the established state-space model will be used for all the afterward ILC batches within the same BATCH. 3) In the ILC batches, the PDF controller is iteratively updated so as to achieve the closed-loop PDF tracking performance. All of the output PDFs and the control inputs are collected and saved to be used in the next BATCH to update the model. 4) Terminate the double closed-loop iteration if the PDF tracking performance is satisfactory or reaching the end of the BATCH, otherwise go back to 1) to move to the next BATCH.
Remark 4:
Two factors are crucial to the data-based modeling in this paper. One is that the data should contain adequate information for parameter identification. This may be solved to some extent by collecting sufficient data in each BATCH. The other is the RBFNN that provides the model structure for PDF approximation. If the RBF parameters are not properly chosen, the PDF approximation error could be large, then the parameter identification based on the poor weights calculation will not be able to faithfully describe the characteristics of the dynamic system. For this reason, the iterative update of RBF parameters is important in assuring the SDC control performance.
Remark 5: One role of the dynamic model is to support ILC design so as to improve the PDF tracking performance. The modeling error is not directly considered in the control performance evaluation. To save the computational efforts in modeling, there is no need to fine tune the model to reach the possible minimum modeling error, instead, we can either set up a reasonable time bound for the modeling period, or set up a threshold for the modeling error to terminate the modeling process in each BATCH.
Remark 6: The length of each individual ILC can be set following the time characteristics of the dynamic system together with the trial-and-error efforts. The interval of ILM is not predetermined. It is the result of the modeling period plus the number of ILC actually taken multiplied by the ILC interval. The interval of ILM is therefore different from BATCH to BATCH.
B. Identifiability Issue
The double closed-loop structure for ILM and ILC includes a closed-loop subspace identification process in the modeling period. For most of the closed-loop systems, the noise in the output will affect the input signal through the feedback channel, therefore the input noise is related to the output noise. This could result in a nonidentifiability problem for parameter estimation [26] . However, in this double closed-loop structure, both the inner loop and the outer loop are developed based on IL algorithms, which has some special features to avoid or reduce the levels of nonidentifiability problem. 1) In each control batch, the PDF tracking errors are not instantly used to form the closed-loop control input. Instead, they are collected during the batch, only used to produce the control actions in the next batch. This makes a delay of one batch period between the output tracking error and the control input calculation, therefore largely reduces the noise correlations between the input and output signals. In another word, an open-loop control is applied in each individual batch although the control is run in closed-loop in the whole BATCH. 2) Each modeling BATCH contains a modeling period and a number of ILC batches. In order to meet the requirements of ILC, in each batch initialization, the control inputs are set to the same initial values rather than taking the values from the end of the previous batch. The control input handled this way can be regarded as a man-made noise introduced into the system with a periodic step change, as shown in Fig. 4 the BATCH period even though the target PDF γ g (y) is kept unchanged. In the modeling period of the i th BATCH, the target weights vector, V i,g , is calculated using the updated RBFNN and applied to formulate the PDF tracking error in (31) . The periodic update of V i,g is shown in Fig. 6 . 5) There are always PDF modeling errors using RBFNN or any other nonlinear approximations. This error, together with the measurement noise, can be seen as the noise input introduced to the control system through the closed-loop feedback channel. It can be seen from the above discussions that this double closed-loop IL structure has its set point (weights vector for the target PDF) going through periodic changes. The controller is nonlinear, time-varying, and iteratively updated. There is a delay in the feedback channel in terms of using the output PDF for closed-loop feedback control. The nonlinear modeling errors can be taken as continuous excitable noise input from the feedback channel, which is not correlated to the noise in the feedforward channel. Therefore, it can be reasonably stated that the system is practically identifiable from the engineering application point of view [27] .
V. SIMULATION STUDY OF AN NUMERICAL EXAMPLE
In this section, a forth-order SDC system is used in simulation study to examine the effectiveness of the proposed double closed-loop IL algorithm.
A. RBFNN-Based PDF Modeling
In the output SDC systems, the output PDF γ (y, u k ), as the variable to be controlled, should be measured or estimated by using instruments (for example, digital camera) or Bayesian estimation technique [30] . In this simulation, the inputs u k and the output PDFs γ (y, u k ) are assumed to be known. Consider the following model: (33) where the parameter matrices are given to be In this numerical example, the output PDFs of the SDC system are produced by a three-layer neural network with four RBFs defined by (2) . (33) will be used to produce the pseudomeasurement data for modeling.
In this simulation, the number of RBFs is also chosen to be 4, which is the same as the RBFNN model used to produce the simulation data. In the first BATCH, the RBF parameters are chosen as μ 1,1 = −1.2, μ 2,1 = −0.2, μ 3,1 = 0.2, μ 4,1 = 1.2, and σ 1,1 = 0.3, σ 2,1 = 0.4, σ 3,1 = 0.3, σ 4,1 = 0.4. The PDF model structure is given in (27) . The order of the state-space model is chosen to be four, and the subspace identification algorithm used in this simulation is N4SID. In parameter estimation of the first BATCH, a random excitation signal [pseudorandom binary sequence (PRBS)] is used as the input signal. The identified parameter matrices ( A 1 , B 1 , C 1 , and D 1 ) are as follows: 
Remark 7:
It is important to make a proper calculation in the first BATCH, otherwise there might be numerical problems growing in the RBFNN update in the subsequent BATCHes. The modeling quality in the first BATCH is mainly assured through the large amount of random excitation data in input signal. In the subsequent BATCHes, the input and output data used for parameter estimation are collected from the previous BATCH.
Remark 8: The order of the state-space model is recommended to be n − 1 or n when the number of RBFs is n and n ≥ d. In this simulation, the model order can also be three.
B. Simulation of ILM
The simulation is divided into several ILM BATCHes 
in which ceil(X) rounds the elements of X to the nearest integers toward positive infinity. The learning rate values ε μ and ε σ of the i th BATCH are chosen as follows:
The PDF tracking performance meets the given threshold requirement after three BATCHes. The RBFNN parameter updating results of the 20th tuning in each BATCH are listed in Table I . The change of the four RBFs after three iterations is shown in Fig. 7 , in which the solid lines represent the RBFs in the first BATCH and the dash-dot line indicates the RBFs in the third BATCH. Fig. 8 shows the output PDF approximation errors in the second and third BATCHes. The improvement in PDF approximation accuracy is clearly seen after three iterations. In the third BATCH, the state-space model is estimated to have the following matrices: It can be found that ( A 3 , B 3 , C 3 ) are quite different from ( A 1 , B 1 , C 1 ) .
The state-space model can also be described by other orders. When using a third-order description in simulation, the PDF Fig. 9 . RBFNN approximation errors of output PDF during the modeling period in all BATCHes (q = 3). 
tracking performance meets the threshold requirement after five BATCHes. The parameter updating results after the 20th tuning in all BATCHes are listed in Table II and the output PDF approximation errors in each BATCH are shown in Fig. 9 . It can be seen that good modeling results are achieved for both third-and forth-order state-space models.
C. Simulation of ILC
In the inner loop, there are eight ILC batches in each BATCH. The learning rate is chosen according to (32) , where Q = 2I 1 , R = 0.001I 2 , I 1 , I 2 are unit matrices of proper dimensions. The termination condition of ILC is given as 50 k=1 b a (γ (y, u i, j,k ) − γ g (y)) 2 dy < 0.01. A performance measure in the inner ILC loop is shown in Fig. 10 . Indeed, Fig. 10 shows that the optimal ILC results in an efficient output PDF tracking and ensures the stability of the inner ILC loop. It can be seen that the performance of the first 1, k = 1, 2, . . . , 50) inside the first BATCH (i = 1) as shown in Fig. 10 is not good before the ILC action. The evolution of the output PDFs in the third BATCH is shown in Fig. 11 . Also, the desired PDF and the final PDF in the eighth batch of the third BATCH are shown in Fig. 12 , which shows a perfect tracking performance. As discussed in Section III-A, in this IL-based double closed-loop structure, the control cost function in (11) should always decrease monotonically. Fig. 13 shows the total ILC performance index of each batch in three BATCHes (the difference between the second and third BATCH is visually indistinguishable), which shows the convergence of the double closed-loop IL algorithm. The idea of SDC is of particular interest to many industrial processes with controlled variables having a spatial distribution characteristics, such as food processing, paper-making, polymerization, and combustion processes. However, due to the difficulties in online PDF measurement and the computational complexity of SDC modeling and control, the majority of work in this subject is still on the theoretical aspect, and the practical application results are extremely rare. One feasible approach toward industrial applications is to use simulation technology to construct a visual platform where the simulation operation is very close to the actual system in operation. Based on this pseudo-operation system, the SDC modeling and control strategy can be implemented to the full operation range. In this section, we first construct a visual simulation platform for the system of chain coal-layer-fired boilers as shown in Fig. 14 , in which the furnace temperature field distribution is the system output to be controlled. We then apply the double-loop IL modeling and control to this system to investigate how the system performance can be improved through the IL process.
A. Visual Simulation Platform
A visual simulation platform used for the purpose of operational training, education, or real-time analysis generally has two parts. One is the numerical simulation of the real system, which often includes a dynamic model with regards to key parameters of the system. The other is the visualization of the operational process, which is established through a real-time simulation interface based on the model calculation. There are various visualization tools available, such as OpenGL and 3-Dmax, also configurable softwares available, such as WinCC, InTouch, KingView, and so on. These industrial control software are particularly designed for automation control engineers, and are widely applied in the field of process control [36] - [39] .
The configuration software is a specialized software for data acquisition and process control. It can be used as a software development environment to support a variety of industrial equipments and common communication protocols, and also enables users to create their own human-machine interface (HMI). In this paper, a configurable simulation system is used to develop the visual simulation platform for the chain grate boiler system with coal combustion. It provides an easy configuration of the main system functions, a close simulation to the real operating system, and a simple evaluation of the real-time operating data. This simulation platform can be conveniently extended to a variety of simulation platforms, and used as simulators for education and training of control operations of similar boiler combustion processes. As shown in Fig. 15 , WinCC, MATLAB, and the OPC communications are used to establish the simulation interface, programme the model and control algorithms, and exchange data between the interface and model.
The boiler coal combustion system is shown in Fig. 14. The configurations of the boiler system and the furnace are shown in Figs. 16 and 17 , respectively. In this system, the main controlled variable is the furnace field temperature distribution, which is to a large extent, closely related to the flame shape and color inside a furnace that can be physically measured during the combustion process. The real-time distribution produced from flame images are therefore taken as the output PDF to be controlled, and the feedback signals are provided by a charge-coupled device (CCD). In an ideal furnace, the combustion air flow should be matched to the fuel flow to assure complete combustion. In the real world, combustion does not proceed in a perfect manner, therefore more air (oxygen) is provided than it is theoretically estimated. The temperature field distribution in the chain grate boilers is mainly controlled by the coal feeder, the air inlet, and the grating. The openness of air inlet chambers determines the total inlet air flow and the air-to-coal ratio, which is regarded as a key operating factor that affects the combustion quality. We select the inlet air chamber openness as the control input in this system.
B. Coal and Flame Model
Model development of the coal combustion process is the main challenge in establishing this visual simulation platform. The chain boiler combustion process can be divided into the bed combustion and the furnace gaseous combustion, among which the former is the key process. A full mechanism model of a bed combustion process is, in general, rather complicated and the detailed modeling can be found in [31] - [35] . In this paper, a simplified combustion model is developed to support the implementation of the double closed-loop IL algorithm. The data flow diagram of modeling and control is shown in Fig. 18 .
The so-called zoned model or cell model [40] is employed to describe the combustion process. Here, the entire furnace is divided into a series of separate but interconnected zones, each of the subzones is also called a cell. The laws of mass balance and energy balance apply in each cell. Following an industrial process of a DZL58-1. 6/150/90-AII boiler, the division modal of the air inlet zones is shown in Fig. 19 , in which each cell corresponds to an air inlet chamber. When coal is evenly fed to the furnace, the 3-D flame shape can be reduced to 2-D, thus the height of a rectangle in Fig. 19 is taken as the height of flame in this zone.
The following assumptions are made to establish the simplified zoned model.
1) The flows of gas and solids inside the furnace are upward only. There is no return flow downward. 2) The porosity rate in each cell is uniformly distributed.
No radial variations in porosity are considered.
3) The PSD and the quality of the coal are uniform through all the burning process. 4) The inner convective heat transfer is relatively small that can be ignored in calculation. 5) The rate of gas and solid flow change is much higher than the rate of heat transfer or the flow rate of each gas component. The dynamic change of the gas and solid flows is not considered. A static flow model is used instead. 6) In each cell, unburned coal and coal combustion residues (CCRs) are the only two materials in solid phase. The coal combusts into CCR by a fixed ratio. The quantity of coal on the grate consists of two parts. One is the original unburned coal, m c , the other is the CCRs, m z , which are the materials remained after burning. Assume for every kilogram of coal, there are A z amount of CCR produced after the burning. According to the mass balance law, the ordinary differential equation model for m c and m z in the i th cell can be written as follows: (34) where m c,i−1 and m z,i−1 are the quantities of unburned coal and CCR transferred, over a unit time, from the (i − 1)th cell, P cr,i ∈ [0], [1] is the coal combustion rate in the current cell; P io is a function of grate frequency and P lo is the rate of leakage coal. In these parameters, P cr,i can be described with a parabolic function about air coal ratio (ACR) to give (35) where P g is the frequency of forced draft fan, K b,i is the openness of the ith air inlet chamber, which directly indicates the inlet air flow in the furnace. K d0 , K d1 , and K d2 are constants.
In the 2-D model, the flame distribution can be described by three parameters, i.e., height, width, and color. The color of flame is controlled by the ACR. The height can be approximated by a proportion of the consumed coal weight, m c,i , and the coal combustion rate, P cr,i . The width can be taken as a two-value function of m c,i
where H f,i and D f,i are the height and the width of flame, and K f > 0 is a constant.
C. Output SDC on the Visual Simulation Platform
The purpose of control in this system is to drive the PDF of flame distribution to follow the desired PDF. The target PDF for flame distribution is set up in the operation panel for desired PDF through HMI. Note that unlike the numerical example in Section V, the desired/target PDF in the flame system is not produced by a known RBFNN, instead, it is manually set up through HMI (Fig. 21 , here only the second to the sixth bars are used to adjust the desired PDF). All of the simulation parameters including those used for process modeling and those used for PDF modeling and controller design, such as the number of RBFs and their parameters, sampling numbers, settings of ILM BATCH and ILC batch, and so on, can be easily set up in a parameter adjustment panel through HMI (Fig. 22 as an example) .
In order to build the dynamic model between the openness of the air inlet chambers (control input) and the flame distribution (system output), a PRBS signal is introduced to change the opening of the second to sixth air inlet chambers (the first and the seventh air inlet chambers are shutdown in normal operating conditions). A total number of 255 samples are collected for the initial modeling in the first BATCH. Seven RBFs are used in modeling the flame PDF. They all have the same width, i.e., σ 1 = · · · = σ 7 = 0.5. The maximum number of ILC batches is set to be 10 and each batch has 20 samples in time horizon. The modeling period for RBFNN adjustment is also set to be 20. In the subspace identification, the numbers of rows and columns for Hankel matrices are s = 16 and N = length(U)−14, where length(U) is the length of input vector U. At the beginning of the IL process, the centers of the seven RBFs are set to be μ 1 = 1.5, μ 2 = 2, μ 3 = 3.0, μ 4 = 4.0, μ 5 = 5.0, μ 6 = 6.0, μ 7 = 6.5 ( Fig. 22 for detail) . Some simulation results are shown in Figs. 23-26 . Fig. 23 is a snapshot of the operational screen during the modeling period in the first BATCH, which presents the desired flame distribution, the real-time flame distribution, and the PDF tracking errors. The simulation result in Fig. 24 shows that after the ninth batch in the forth BATCH, the output PDF reaches the target PDF within the error threshold. A good tracking performance is achieved after forth BATCHes. Note that there is a missing-data period in Figs. 23 and 24 due to the operational system switch for discharging CCR from the furnace. For the same system, if we reduce the control time horizon within each BATCH to an inadequate level, for example, set the maximum number of ILC batches to be five, the system fails to achieve the PDF tracking performance even after going through several ILM BATCHes. See  Figs. 25 and 26 for the results after third and tenth BATCHes, respectively. This suggests that in this double closed-loop structure, the control horizon in each BATCH needs to be adequately long to fulfill the control purpose using the current modeling information.
VII. CONCLUSION
Compared with conventional stochastic control algorithms, an extra dimension for processing of probability space information is required in output SDC. In such a system, the output PDF to be controlled can be approximated by an RBFNN model. The selection of a suitable RBFNN model will directly affect the modeling accuracy of the dynamic PDF model, and indirectly affect the controller design. In this paper, the IL update of both the RBFNN parameters and the controller is integrated in the same framework that has a double closed-loop structure. The outer loop is an IL modeling loop for updating the parameters of the RBFNN in the probability space. The inner loop is an ILC loop for updating controller in the timedomain. With this double closed-loop structure, the system model can be improved through the IL update of the RBFNN parameters and the reidentification of the state-space model, and the output PDFs are controlled toward a target distribution through both ILC and ILM. The practical identifiability of this double closed-loop structure is discussed from the control engineering point of view to assure the feasibility of the closed-loop IL modeling.
The output PDF control problem should be considered for a general nonlinear stochastic system. It is difficult to achieve the control target by using a linear state-space modeling as presented in [18] and [21] . However, the double closed-loop structure can help to overcome this disadvantage, to some extent, by iteratively updating the linear model to increase the modeling accuracy. Simulation examples demonstrate that the double closed-loop IL modeling and control structure can effectively achieve the PDF tracking performance. A visual simulation platform of an industrial coal combustion process with chain boilers is developed to evaluate the modeling and control of the furnace temperature field distribution in operational environments. It can be seen from this pseudoindustrial example that the proposed double closed-loop IL algorithm can be implemented to tackle real-time SDC problems using a standard computational platform.
