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Abstract
In this thesis we investigate bounds on distance measures, namely, Steiner
diameter and radius, in terms of other graph parameters.
The thesis consists of four chapters. In Chapter 1, we dene the most sig-
nicant terms used throughout the thesis, provide an underlying motivation
for our research and give background in relevant results.
Let G be a connected graph of order p and S a nonempty set of vertices
of G. Then the Steiner distance d(S) of S is the minimum size of a connected
subgraph of G whose vertex set contains S. If n is an integer, 2 ≤ n ≤ p,
the Steiner n-diameter, diamn(G), of G is the maximum Steiner distance of
any n-subset of vertices of G. In Chapter 2, we give a bound on diamn(G)
for a graph G in terms of the order of G and the minimum degree of G. Our
result implies a bound on the ordinary diameter by Erdös, Pach, Pollack
and Tuza. We obtain improved bounds on diamn(G) for K3-free graphs and
C4-free graphs.
In Chapter 3, we prove that, if G is a 3-connected plane graph of order p










For constant l, our bound improves on a bound by Harant. Furthermore we
extend these results to 4- and 5-connected planar graphs.
Finally, we complete our study in Chapter 4 by providing an upper bound
on diamn(G) for a maximal planar graph G.
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This chapter aims to dene the most signicant terms that will be used in
this thesis, provide underlying motivation for our study and present relevant
background. We will dene terms that have not been dened in this chapter
in subsequent chapters, as the need arises.
1.2 Graph Theory Terminology
A graph, G = (V,E), graph consists of a nite nonempty set V of elements
called vertices and a (possible empty) set E of 2-element subsets of V called
edges. For concepts not dened here we refer the reader to [117]. The number
of elements in V is called the order and usually denoted by p(G), or simply
by p if the graph is understood and the number of elements in E is called
the size of G and usually denoted by q(G), or simply by q if the graph is
understood. If G has only one vertex, then we say G is trivial; otherwise G
is nontrivial. Let e = {u, v} ∈ E(G). Then we say that e connects u and
v. We also say u and v are adjacent, while e is incident with u and v. We
simply write e = uv instead of e = {u, v}. If all the vertices of G are pairwise
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adjacent, then G is complete. A complete graph on p vertices is denoted by
Kp. A K3 is referred to as a triangle.
A graph H is called a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G).
If V (H) = V (G), then H is a spanning subgraph of G. For any set S ⊆
V (G), the induced subgraph of G is the maximal subgraph of G with vertex
set S and is denoted by G[S].
The degree, deg(v), of a vertex of G is the number of edges incident
with v. A vertex of degree 1 is called an end-vertex. The minimum degree,
δ(G), is the minimum of the degrees of vertices in G. The neighbourhood,
NG(v), of a vertex v ∈ V is the set of all vertices adjacent to v in G; while
the closed neighbourhood, NG[v], is the union of {v} and its neighbourhood.
For a nonempty proper subset A ⊂ V (G), N [A] is the set of all vertices x
of G of distance at most one to some a ∈ A, i.e., N [A] := {x ∈ V (G) :
dG(x, a) ≤ 1 for some a ∈ A} and N2[A] is the set of all vertices x of G of
distance at most two to some a ∈ A, i.e., N2[A] := {x ∈ V (G) : dG(x, a) ≤
2 for some a ∈ A}.
A walk W in a graph G is an alternating sequence
W : v0, e1, v1, e2, v2, . . . , vk−1, ek, vk
of vertices and edges such that ei = vi−1vi for i = 1, 2, . . . , k. Since the vertices
that appear in a walk determine the edges in the walk, we can omit edges in
the description of a walk, and denote the walk W by v0, v1, v2, . . . , vk−1, vk.
Since W starts at v0 and ends at vk, it is said to join v0 and vk; it is also
referred to as a v0-vk walk. We call k the length of W. If all vi are distinct,
then W is called a path. A path v0v1v2, . . . , vk that begins at vertex v0 and
ends at vertex vk is called a v0-vk path. A closed walk in G is a walk of the
form v0v1v2, . . . , vk where v0 = vk. If all the vertices except v0 of a closed walk
v0v1v2, . . . , vk are distinct and p ≥ 3, then the closed walk is called a cycle
of length k or simple an k-cycle and is usually denoted by Ck. We say G is
connected if every pair of vertices is connected by a path. The components
of a graph are the maximal connected subgraphs of the graph. A tree is a
2
connected graph with no cycles. A graph without cycles is called a forest.
So each component of a forest is a tree.
For S ⊆ V (G), G − S is the graph obtained from G by deleting every
vertex in S and all edges incident with it. If S = {v}, we sometimes write
G−v instead of G−{v}. A separating set of G is a set of vertices of G whose
removal increases the number of components of G. A separating set with only
one vertex is called a cut vertex. A vertex cutset of G is a separating set of
G. The vertex-connectivity, κ(G), of G is the minimum number of vertices
whose deletion from G results in a disconnected or trivial graph. We say G is
k-vertex-connected or simply k-connected if G is connected and κ(G) ≥ k. .
Let G1 and G2 be two vertex disjoint graphs. The union G1∪G2 of G1 and
G2 is the graph with vertex set V (G1)∪V (G2) and edge set E(G1)∪E(G2).
The join G1 +G2 of G1 and G2 is the graph with vertex set V (G1)∪ V (G2)
and edge set E(G1) ∪ E(G2) ∪ {uv|u ∈ V (G1), v ∈ V (G2)}.
A graph G is planar if it can be embedded into the plane with no crossing
edges. A plane graph is a planar graph together with an embedding into the
plane. A plane graph divides the plane into faces. The union of the vertices
and edges of G incident with a face f of G is called the boundary of f .
Two vertices u and v share a face if they are on the boundary of a common
face. The length of a face in a plane graph G is the length of the walk in G
that bounds it. A planar graph in which every face is a triangle is called a
maximal planar graph.
1.3 Distance Concepts
All graphs considered here and in the sequel are connected and nontrivial,
unless otherwise specied. Let G be a graph of order p. The distance,
dG(u, v), between two vertices u, v of G is the length of a shortest u-v path in
G. The eccentricity, ex(v), of a vertex v ∈ V (G) is the maximum distance
between v and any other vertex in G. The maximum eccentricity of vertices
of G is the diameter of G, denoted by diam(G). The minimum eccentricity
3
of vertices of G is the radius of G, denoted by rad(G). The center of a graph
is the set of all vertices of G of minimum eccentricity. Every vertex of G of
minimum eccentricity is a centre vertex of G. The median of a graph is the
set of all vertices of G of minimum distance.















The average distance, µ(G), is dened as the average of the distances be-








Let S be a set of vertices of G. Let H be a connected subgraph of G
of minimum size which contains S. Then H is a tree, known as a Steiner
tree for S, and the size of H is the Steiner distance of S in G, denoted by
dG(S). If |S| = 2, then the Steiner distance of S is the (ordinary) distance
between the two vertices of S, so the Steiner distance generalises the ordinary
distance between two vertices. Let n be an integer such that 2 ≤ n ≤ p. The
n-eccentricity, exn(v), of a vertex v ∈ V (G) is the maximum Steiner distance
of any n-subset of vertices of G containing v. The maximum n-eccentricity
among the vertices of G is the n-diameter of G, denoted by diamn(G), while
the minimum n-eccentricity of G is the n-radius of G, denoted by radn(G).
The Steiner n-distance of a vertex v of G is the sum of the Steiner distances
of all sets of n vertices that contain v. The Steiner n-centre, Cn(G), G is
the subgraph induced by the vertices of minimum n-eccentricity in G. The
Steiner n-median, Mn(G), of G is the subgraph induced by the vertices of
minimum Steiner n-distance.
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The set SG(S) consists of all vertices in G that lie on some Steiner tree
for S. If SG(S) = V (G), then S is called a Steiner set of G. The Steiner
number, s(G), of G is the minimum cardinality among the Steiner sets of G.
The i-th distance layer, Ni(v), of a vertex v ∈ V (G) is the set of vertices








For a nonempty subset A ⊆ V (G) and a vertex v, the distance d(v, A)
between v and A is dened as min
a∈A
d(v, a). For nonempty subsets A,B ⊆
V (G), d(A,B) = min {d(a, b)|a ∈ A, b ∈ B} and for nonempty subsets
X, Y ⊆ E(G), d(X, Y ) = d(V (X), V (Y )) where V (X) and V (Y ) are the set
of vertices incident with edges in X and Y , respectively. If e, f are edges of
G, then we write d(e, f) instead of d({e}, {f}).
A subgraph H of G is said to be distance preserving from a vertex v in
G if dH(v, w) = dG(v, w) for all w ∈ V (H).
The k-th power of G, denoted by Gk, is the graph with the same vertex
set as G, in which two vertices a, b ∈ V (G) are adjacent if dG(a, b) ≤ k. For a
positive integer k, a k-packing of G is a subset A ⊂ V (G) with dG(a, b) > k
for all a, b ∈ A.
1.4 Motivation for Distance and Steiner Dis-
tance
This section presents underlying motivation for our research.
In [59], authors commented on the importance of distances. Distances
play a central role in the study of graphs. Hence, research on distance con-
cepts in graphs has attracted much attention in the literature. A major
impetus for research on distance concepts in graphs has certainly been its
wide applications. Its applications range from facility loacation problems and
network design in operations research to prediction of properties of chemical
5
compounds in chemistry, from measuring closeness of groups of individuals in
sociology to identifying important role players, in, for example, the internet
The Steiner tree problem for a graph is a discrete analogue of the well-known
geometric Steiner problem:
In an Euclidean space (usually an Euclidean plane) nd the shortest possible
network of line segments interconnecting a set of given points.
The geometric Steiner problem dates back from the 17th century when
Pierre Fermat proposed the following problem: Find in the Euclidean plane
a point to minimize the distance from this point to three given points [72].
Gauss (1777-1855) generalized the problem. Surveys on the geometric Steiner
problem have been given by Winter [118], Gilbert and Pollak [51] and Hwang
and Richards [68]. The problem was named in honour of Jacob Steiner, a
professor at the University of Berlin who hugely contributed to mathematics.
The Steiner problem for graphs was originally formulated by Hakimi [60]
in 1971. The Steiner distance in graphs was introduced by Chartrand, Oeller-
mann, Tian and Zou [21]. Since then, the problem has received considerable
attention in the literature. It can be formulated as follows:
For a given connected graph G and subset S of the vertex set V (G) of G nd
a connected subgraph with the minimum number of edges that contains S.
A solution of the Steiner problem is necessarily a tree which is called
a Steiner tree for S. Steiner trees have many applications, such as design
of communication and computer networks, design of circuits (Very Large
Scale Integration) and analysis of biological networks. In multiprocessor
computer networks, for example, it may be desirable to connect a certain set
of processors with a subnetwork that uses the least number of communication
links. A Steiner tree for vertices, corresponding to the processors that need
to be connected, corresponds to such a desired network.
There are many types of communication networks and among them are
telecommunications networks or the internet [88]. Two or more people can
communicate simultaneously during so-called teleconferences or during cha-
troom sessions on the internet. For example, it may be desirable to connect
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such a group of people with a subnetwork that uses fewest number of com-
munication links. A Steiner tree for vertices, corresponding to the people
that need to be connected, corresponds to such a desired network.
When designing VLSI circuits, sets of pins are placed on a chip [81]. Each
set of pins share electrical signal. For example, it may be desired to connect
such a set with a subnetwork that uses the least number of communication
links. A Steiner tree for vertices, corresponding to the pins that need to be
connected, corresponds to such a desired network.
Cells of living organisms fulll many functions. The function of a single
cell depends on the interplay between proteins, genes and other biochemical
components. Sometimes, it might be necessary to nd biological relationships
between a set of proteins or genes [100]. For example, it may be desirable to
connect such a set of proteins or genes with a subnetwork that uses the least
number of communication links. A Steiner tree for vertices, corresponding to
the set of relevant proteins or genes that need to be connected, corresponds
to such a desired network.
1.5 Survey of Results on Radius and Diameter
The diameter and radius are the most common of the classical distance pa-
rameters in graph theory.
The following relationship between the radius and the diameter follows
directly from the denition of the radius and from the triangle inequality:
rad(G) ≤ diam(G) ≤ 2rad(G).
For trees we have a much stronger relationship between the radius and the
diameter as shown by the following classical theorem which is essentially due
to Jordan [73].
Theorem 1.5.1. Let T be a tree of order p ≥ 2.
(a) The centre of T consist of a single vertex or of two adjacent vertices.
(b) If the centre of T consists of a single vertex then diam(T ) = 2rad(T ), and
7
if the centre of T consists of two adjacent vertices then diam(T ) = 2rad(T )−
1.
Hedetniemi (see[15]) proved the following folklore result on centres.
Theorem 1.5.2. Let H be a graph. Then H is the centre of some graph G.
Proof. The graph G can be constructed from H by adding two new vertices,
u and v, which are adjacent to every vertex of H but not to one another,
and then adding two further vertices u′ and v′ which are adjacent only to u
and v, respectively. It is easy to verify that H is the central subgraph of G
since only the vertices of H have eccentricity 2 in G.
The following result on the upper bound on the radius in terms of order
is well known.
Proposition 1.5.3. Let c be any central vertex of a connected graph G, and
let Tc be a spanning tree of G which is distance-preserving from c. Then
c ∈ C(Tc), and rad(Tc) = rad(G).
Proof. Since Tc is distance-preserving from c, rad(Tc) ≤ eTc(c) = eG(c) =
rad(G). Since removing edges cannot decrease the eccentricity of any vertex,
it follows that rad(Tc) = rad(G) and that c ∈ C(Tc).




Proof. Let c be any central vertex of G, and let Tc be a spanning tree of G
which is distance-preserving from c. By Proposition 1.5.3, rad(Tc) = r, and
hence diam(Tc) = 2r or 2r − 1. Now let P be any diametral path of Tc, and
note that P has diam(Tc)+1 ≥ 2r vertices. It follows that p ≥ 2r, and hence
that r ≤ b1
2
pc.
It is tedious but not dicult to show that equality holds if and only if
(1) G is a path or cycle, or
(2) p is odd and G consists of a path or cycle of order 2r, a vertex w, and
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one, two, or three edges joining w to vertices which are at most distance 2
apart in G− w.
Several upper bounds on the diameter and radius in terms of other graph
parameters are known. Erdös, Pach, Pollack, and Tuza [44] proved the fol-
lowing results.
Theorem 1.5.5. [44] Let G be a connected graph of order p and minimum
degree δ ≥ 2. Then
(i) diam(G) ≤ 3p
δ+1
− 1,
(ii) rad(G) ≤ 3p
2(δ+1)
+ 5.
Furthermore, (i) and (ii) are tight apart from the exact value of the ad-
ditive constants, and for every δ ≥ 5 equality holds in (i) for inntely many
values of p.
Proof. (i) Denote diam(G) by d and let v be a vertex ofG such that exG(v) =
d. Every vertex in Ni(v) has neighbours only in Ni−1 ∪ Ni ∪ Ni+1. By the
condition on minimum degree, |Ni−1(v)|+ |Ni(v)|+ |Ni+1(v)| ≥ δ + 1 for all
integers i with 0 ≤ i ≤ d where N−1(v) = ∅ = Nd+1(v). Dene the integer k




(|N3i−1(v)|+ |N3i(v)|+ |N3i+1(v)|) ≥ (k + 1)(δ + 1)





(ii) The proof is based on the observation that, given a centre vertex v,
there exists vertices wi at distance r or r − 1 from v, i = 1, 2, and shortest
paths Pi from v to wi, with the following property: no vertex u1 of P1 shares
a neighbour with a vertex u2 of P2, unless u1 or u2 are very close to one of the
vertices v, w1 or w2. Given P1 and P2 one can nd approximately 2rad(G)/3
vertices with disjoint neighbourhoods by choosing every third vertex on P1
and P2. This yields, approximately p ≥ 23rad(G)(δ + 1), and so bound (ii)
follows.
To show that (i) is tight apart from the exact value of the additive con-
stant, consider the following graph. Given integers p, k, δ with k > 1, δ > 5
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and p = k(δ + 1) + 2, let Gp,δ = G0 +G1 + · · ·+G3k−1, where
Gi =

K1 if i ≡ 0 mod 3 or i ≡ 2 mod 3,
Kδ i = 1, 3k − 2,
Kδ−1 otherwise.
Clearly, Gp,δ has minimum degree δ, p vertices, diam(Gp,δ) = 3p−2δ+1 − 1 and




Erdös, Pach, Pollack, and Tuza [44] further gave the following improved
bounds on the diameter for triangle-free and C4-free graphs.
Theorem 1.5.6. [44] Let G be a connected graph of order p and minimum
degree δ ≥ 2. Then




(ii) for C4-free graphs G, diam(G) ≤ 5pδ2−2[δ/2]+1 .
Furthermore the bounds are tight apart from the exact value of the additive
constants, and for every δ ≥ 5 equality holds for inntely many values of p.
They also gave improved bounds on the radius for triangle-free and C4-free
graphs. Using dierent methods, Dankelmann, Dlamini and Swart [29, 34]
proved similar bounds on the radius for K2,t-free graphs and K3,3-free graphs.
The following is a well-known bound on the diameter in terms of order and
vertex connectivity.




Furthermore, the bound is sharp apart from an additive constant.
Proof. Write diam(G) = d and let v be a vertex with exG(v) = d. Since G




(|Ni|) ≥ 1 + (d− 1)κ+ 1




To show that the bound in Proposition 1.5.7 is sharp, consider the fol-
lowing graph. Given integers p, κ, k with p = 2 + (k − 1)κ an k ≥ 2, let
Gp,κ = G0 +G1 + · · ·+Gk
where G0 = K1 = Gk and Gi = Kκ for i = 1, . . . , k − 1. Then Gp,κ is κ-
connected of order p and has diam(Gp,κ) = k = p+κ−2κ , as desired. In [63],
Harant and Walther gave bounds on the radius in terms of order and vertex-
connectivity. For even κ(G), the bound in Proposition 1.5.7 on the diameter









and conjectured that rad(G) ≤ p
κ(G)+1
+C for some constant C. Harant [61]
showed that for κ(G) = 3, the O(log p) term can be replaced by 8. Using
dierent methods, Mukwembi [84] proved that for odd κ(G) ≥ 3, the O(log p)
term can be replaced by 1 + 16
κ(G)+1
. It has, however, been shown by Egawa
and Inoue [42] that for odd κ(G) ≥ 3, the O(log p) term can be replaced by
1 + 9
2κ(G)
. On the other hand, Iida and Kobayashi [70] obtained a slightly
better bound by showing that if κ(G) ≥ 3, κ(G) odd, then the O(log p) term
can be replaced by 1 + 1
κ(G)
.
Vizing [112] determined the following result on the maximum size of a
graph of given order and radius, which yields a bound on the radius in terms
of order and size.
Theorem 1.5.8. [112] The maximum number of edges in a graph on p ver-
tices with radius r is 
p(p−1)
2
, r = 1;
bp(p−2)
2




Extremal graphs for the three possibilities are Kp for radius 1, and Kp−{a 1-
factor} when p is even and radius is 2. When radius is 2 and p is odd,










vertices in such a way that no vertex of
K p−1
2
achieves degree p− 1. An extremal graph for radius at least 3 is shown
in Figure 1.1. This graph consists of a complete graph Kp−2r all of whose





















Figure 1.1: An extremal graph on p vertices with radius r.
The following similar result for bipartite graphs is due to Dankelmann,
Swart and van den Berg [34].
Theorem 1.5.9. For natural numbers p and r such that p ≥ 2r ≥ 2, the
maximum number of edges in a bipartite graph of order p and radius at least
r is b(p, r), where
a) b(p, 1) = p− 1,
b) b(p, 2) = bp2
4
c,





d) b(p, 3) = bp2
4
c − pr + p2 + 2(p− r) for p ≥ 2r ≥ 8.
The bipartite graph with radius 1 and the maximum number of edges is the
star K1,p−1. The bipartite graph with radius 2 and the maximum number of




c. The bipartite graph with radius
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c, by the removal of a maximum edge cover. If G is a bipartite graph
with radius 4 and the maximum number of edges, then G ∈ B(p, r). The
set B(p, r) consists of all graphs G obtained from C2r with three consecutive




a+ c = bp−2r+3
2













































































Figure 1.2: An example of a graph in B.
A lower bound on the radius of a graph was given by Kim and West [78],
who showed that the radius of a triangle-free planar graph with no vertex
of degree 1 or 2 is at least 3. We note that if κ = 3 in Proposition 1.5.7,
then diam(G) ≤ bp+1
3
c. So the diameter of maximal planar graphs does not
exceed p+1
3
since maximal planar graphs are 3-connected. Fulek, Mori¢, and
Pritchard [48] proved that for every connected planar graph G of order p and
size m,
diam(G) ≤ 4(p− 1)−m
3
. (1.1)
Since for maximal planar graphs m = 3p− 6, the bound in (1.1) becomes
diam(G) ≤ p+ 2
3
.
For 3-connected planar graphs, Harant [62] proved the following upper bound
on the radius in terms of order and maximum face length.
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Theorem 1.5.10. If G is a 3-connected planar graph of order p and whose







However, no graphs which attain the bound were constructed.
In this thesis we improve on the bound by Harant [62] and extend these
results to 4- and 5-connected planar graphs. In addition we demonstrate that











We also prove that for 4-connected planar graphs of order p, maximum face







holds and for 5-connected planar graphs of order p, maximum face length l







holds. We furthermore show that for large p and constant l our bounds are
sharp, apart from an additive constant.
1.6 Survey of Results involving Steiner Distance
The problem of determining the Steiner distance can be solved in polyno-
mial time in the following cases: If S = V (G), then we have the minimum
spanning tree problem, and an optimal solution can be found using Kruskal's
algorithm. If there are exactly two vertices, say, S = {a, b}, then we have
the shortest a − b path problem, and an optimal solution can be found us-
ing Dijkstra's algorithm. There are classes of graphs, for example Halin
graphs, interval graphs, partial 2-trees and distance hereditary graphs for
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which the problem of determining the Steiner distance has polynomial solu-
tions [5, 113, 118, 119]. Since the problem of determining the Steiner dis-
tances for other classes of graphs is known to be NP-hard [50], it is desirable
to have good bounds.
Chartrand, Oellermann, Tian and Zou [21] introduced the Steiner dis-
tance in graphs. Moreover, the ordinary radius and diameter were gener-
alised. They showed the following result.
Proposition 1.6.1. Let n ≥ 3 be an integer and suppose that G is a tree
with at least n end-vertices. If v is a vertex of G with exn(v) = radn(G), then
there exists a set S of n− 1 end-vertices of G such that d(S ∪ {v}) = exn(v)
and v ∈ V (TS).
They also established the following relationship between the n-diameter
and (n− 1)-diameter of a tree.





The following results establish a relationship between the n-diameter and
n-radius of a tree.
Proposition 1.6.3. [21] Let n ≥ 3 be an integer and G be a tree of order
p ≥ n. Then
diamn−1(G) = radn(G).
Theorem 1.6.4. [21] If n ≥ 2 is an integer and G is a tree of order p ≥ n,
then




Proof. For n = 2 the result is well-known. Let n ≥ 3. By Proposition 1.6.2
and Proposition 1.6.3,
radn(G) = diamn−1(G) ≤ diamn(G)
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which establishes the second inequality.
The star K1,n or any tree obtained from the star by subdividing each edge
k times for some k ≥ 1 shows that the upper bound given in Theorem 1.6.4 is
sharp [89]. It was conjectured in [21] that Theorem 1.6.4 can be extended to
all connected graphs. This conjecture was disproved by Henning, Oellermann
and Swart [66] who showed the following result.






Moreover, they established the following upper bounds for the 3-diameter
and 4-diameter in terms of 3-radius and 4-radius, respectively.










The graphs Gn in Theorem 1.6.5 show that the bounds given in Theo-
rems 1.6.6 and 1.6.7 are sharp. Henning, Oellermann and Swart [66] also
conjectured that for all n ≥ 3 every connected graph G of order at least n
has diamn(Gn) =
2(n+1)
2n−1 radn(Gn). So far the conjecture has been settled for
cases n = 2, 3, 4. If it were true for all values of n, then the graphs they
constructed would show that this bound is sharp. Henning, Oellermann and
Swart [66] also demonstrated that the relationship given in Proposition 1.6.2
does not hold for all graphs in general. However in [67] the following result
was established.
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Theorem 1.6.8. For a connected graph G and integer n ≥ 3, then diamn(G) ≤
n+1
n−1diamn−1(G).
For each n ≥ 4 the graph obtained from the complete bipartite graphKn,n
by deleting a 1-factor shows that the bound in Theorem 1.6.8 is sharp. For



































Figure 1.3: The graph G.
Bounds on the n-diameter of a graph in terms of other graph parameters
have not been fully investigated. This can be attributed to the complexity of
the problems. The following result by Dankelmann, Swart and Oellermann
[33] is the only one known.
Theorem 1.6.9. Let G be a connected graph of order p and minimum degree





Theorem 1.6.9 extends the result for all connected graphs in Theorem
1.5.5 (i).
The Steiner centre is a measure of centrality with a basis from the Steiner
distance. The result in Theorem 1.5.2 was extended by Oellermann and Tian
[92] as follows.
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Theorem 1.6.10. Let n ≥ 2 be an integer and H a graph. Then H is the
n-centre of some graph G.
They also showed that the n-centre of a tree is connected. They further
obtained the following characterization of n-centres of trees.
Theorem 1.6.11. A tree H is the n-centre of some tree if and only if
(1) n ≥ 3 and H has at most n− 1 end-vertices, or
(2) n ≤ 2 and H is isomorphic to K1 or K2.
The proof of Theorem 1.6.11 gives a linear algorithm for nding these
centres.
The Steiner distance and the median of a graph are the basis of yet an-
other type of centre in a graph called the Steiner n-median. Since the problem
of nding the Steiner n-distance is known to be NP-hard, one expects the
problem of nding the Steiner n-median to be dicult. Beineke, Oellermann
and Pippert [5] obtained ecient algorithms to the two problems for the class
of trees. They showed that the n-median of any tree is connected. They also
characterized trees that are n-medians of trees as follows.
Theorem 1.6.12. A tree H of order p is the n-median of some tree if and
only if one of the following holds.
(a) H is K1,
(b) H is K2,
(c) p = n,
(d) H has at most n− p+ 1 end-vertices.
They further obtained algorithms for nding the Steiner n-median of a
tree and the Steiner n-distances of all vertices in a tree. They established
sharp upper and lower bounds for the n-median values of trees of given order.
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Oellermann [90] observed that Mn(T ) ⊂ Cn(T ) if T is a tree of order p,
2 ≤ n ≤ p ≤ 2n − 2. The distance between the Cn(T ) and Mn(T ) is 0 in
this case. However, it was shown in the following theorem that the distance
between the n-centre and n-median of a tree of order p ≥ 2n − 1 can be
arbitrarily large.
Theorem 1.6.13. Let T1 be any tree with at most n− 1 end vertices and let
T2 be a tree isomorphic to K1 or K2. Let d ≥ 1 be an integer. Then there
exists a tree T with Cn(T ) = T1, Mn(T ) = T2 and d(T1, T2) = d.
Chartrand and Zhang [23] dened the Steiner number and showed that
if G is a connected graph of order p, then s(G) ≤ p − κ(G). They showed
that the nontrivial paths have the smallest possible Steiner number 2 and
the complete graph, Kp has the largest possible Steiner number p as follows.
Theorem 1.6.14. Every nontrivial tree with exactly k end-vertices has Steiner
number k.
Theorem 1.6.15. If G is a connected graph of order p ≥ 2, then s(G) = p
if and only if G = Kp.
They characterized connected graphs of order p having Steiner number
p− 1 as follows.
Theorem 1.6.16. Let G be a connected graph of order p ≥ 3. Then s(G) =
p− 1 if and only if G contains a cut-vertex of degree p− 1.
They further proved the following realization results.
Theorem 1.6.17. For every pair k, p of integers with 2 ≤ k ≤ p there exists
a connected graph G of order p such that s(G) = k.
Theorem 1.6.18. For positive integers r, d, and k ≥ 2 with r ≤ d ≤ 2r, there
exists a connected graph G with rad(G) = r, diam(G) = d and s(G) = k.
Let k, l, s and m be nonnegative integers with m ≥ s ≥ 2 and k and
l not both zero. In [57] a connected graph G was dened to be k-vertex
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l-edge (s,m)-Steiner distance stable, if every set S of s vertices of G with
dG(S) = m, and every set A consisting of at most k vertices of G−S and at
most l edges of G, dG−A(S) = dG(S). It was shown that if G is k-vertex l-edge
(s,m)-Steiner distance stable, then G is k-vertex l-edge (s − 1,m) Steiner
distance stable for s ≥ 3 and k-vertex l-edge (s,m + 1)-Steiner distance
stable for any s. It was also shown that the converse of neither of these
two results hold. If G is a connected graph and S an independent set of s
vertices of G such that dG(S) = m, then S is called an I(s,m)-set. Goddard,
Oellermann and Swart [57] dened a connected graph to be k-vertex l−edge
I(s,m)-steiner distance stable, if for every I(s,m)-set S of G, and every
set A consisting of at most k vertices of G − S and at most l edges of G,
dG−A(S) = dG(S). They showed that every k-vertex l-edge I(3,m)-Steiner
distance stable graph, m ≥ 4, is k-vertex l-edge I(3,m+ 1)-Steiner distance
stable.
Let G be a k-connected graph of order p where k ≥ 1, and let S be a set
of vertices of G. Chartrand and Tian [22] dened the Steiner i− distance,
di(S) of S as the minimum size among all i-connected subgraphs containing
S for 1 ≤ i ≤ k. They dened the (i, n)-eccentricity of a vertex v of G as the
maximum Steiner i-distance , di(S), of a set S containing v with |S| = n for
1 ≤ i ≤ k and 1 ≤ n ≤ p. The (i, n)-centre, Ci,n(G), of G was dened as the
subgraph induced by those vertices with minimum (i, n)-eccentricity. An i-
connected graphG of order p is called an (i, n, p)-graph, where 2 ≤ i < n ≤ p,
if di(S) = d i|S|2 e for every set S of n vertices of G. They proved that every
(i, n, p)-graph, 2 ≤ i ≤ n ≤ p, is (p − n + i)-connected. They established
upper and lower bounds for the circumference of nonhamiltonian (2, n, p)-
graphs. They also proved that for every graph H and integers i, n ≥ 2, there
exists an i-connected graph such that Ci,n(G) ∼= H.
The average Steiner distance of a graph marries the concepts of Steiner
distance and average distance of a graph. Dankelmann, Swart and Oeller-
mann [35] dened the average Steiner distance µn(G), or average n-distance
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They showed that µn(G) ≤ µk(G) + µn+1−k(G) for 2 ≤ k ≤ n− 1, and that
the range of the Steiner k-distance of a graph is given by:
Theorem 1.6.19. If G is a connected graph of order p, then




with equality on the left if and only if G is (p + 1 − n)-connected or p = n
and equality on the right if and only if G is a path or p = n.
They also showed that µn(T ) ≤ nkµk(T ) for 2 ≤ k ≤ n− 1, and that the
range of the Steiner k-distance of a tree T is given by:
Theorem 1.6.20. If T is a tree of order p ≥ n ≥ 2, then
n(1− 1
p




equality holds if and only if T is a star or path, respectively, or in either case
if n = p.
Moreover, they outlined a polynomial algorithm that nds the average
Steiner k-distance of a tree. Bounds on µn for 2-connected graphs and for
k-connected graphs were given in [36] as follows.
Theorem 1.6.21. Let G be a 2-connected graph of order p and let 2 ≤ n ≤ p.
Then
µn(G) ≤ µn(Cp).
Equality holds if and only if G = Cp or n ≥ p− 1.
Let Hp,k be the graph obtained from the complete graph Kk and a path
of order p− k with end vertices v1 and v′1 by joining v′1 to one vertex of Kk
for k < p. For k = p, let Hp,k be the complete graph Kp and let v1 be a vertex
of Kp.
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Theorem 1.6.22. Let G be a connected graph of order p ≥ n ≥ 2 and
chromatic number k and let v be a vertex of G. Then
(i) dn(v1, G) ≤ dn(v1, Hp,k)
and
(ii) µn(G) ≤ µn(Hp,k),
with equality if and only if v = v1 and G = Hp,k, respectively.
In this thesis we prove upper bounds on the n-diameter of all connected
graphs, triangle-free graphs and C4-free graphs in terms of order and mini-
mum degree. We further prove upper bounds on the n-diameter of maximal
planar graphs in terms of order. In Chapter 2 we show that for all connected





in a sense, this generalises Theorem 1.5.5 (i) by Erdös, Pach, Pollack, and
Tuza [44]. We also show that for triangle-free graphs G with minimum degree





and for C4-free graphs G with minimum degree δ and order p,
diamn(G) ≤
5p
δ2 − 2bδ/2c+ 1
+ 4n− 5,
in a sense, these generalise Theorem 1.5.6 by Erdös, Pach, Pollack, and Tuza
[44]. Moreover we construct graphs to show that these bounds are close to









in a sense, this generalises Proposition 1.5.7. Further, we demonstrate that,
apart from the additive constant, the given bound is best possible.
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Chapter 2
Upper Bounds on the Steiner
Diameter of a Graph
2.1 Introduction
In this chapter we give upper bounds on the Steiner n-diameter, diamn(G),
for all connected graphs, K3-free graphs and C4-free graphs. In addition, we
construct graphs to show that the bounds are asymptotically best possible.
We will make frequent use of the following lemma.
Lemma 2.1.1. Let G be a connected graph, S ⊆ V (G) and j be a positive
integer. Then
dG(S) ≤ j · dGj(S).
Proof. Recall that Gj[S] is the subgraph of Gj induced by S. Let Tj be a
Steiner tree of S in Gj with vertex setW ∪S, whereW := {x|x ∈ V (Tj)−S}.
Let |W | = k. Then Tj has (|S|+ k − 1) edges, e1, e2, . . . , e|S|+k−1.
Let ei = aibi for i = 1, 2, . . . , |S| + k − 1 and let Pi be a shortest ai − bi
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≤ |S|+ k + (j − 1)(|S|+ k − 1)
= j|S|+ jk − j + 1.
Since the graph induced by
⋃|S|+k−1
i=1 V (Pi) in G is connected and contains
S, it follows that
dG(S) ≤ j|S|+ jk − j = j · dGj(S).
2.2 Steiner diameter of all connected graphs,
triangle-free and C4-free graphs
Theorem 2.2.1. Let G be a connected graph of order p and minimum degree




+ 2n− 5. (2.1)
Proof. Let S = {f1, f2, . . . , fn} ⊆ V (G) be a set of n vertices such that
dG(S) = diamn(G). Construct a maximal 2-packing A of G using the fol-
lowing procedure: Let a1 = f1 and A = {a1}. If A = {a1, a2, . . . , ai−1} and
if there exists a vertex ai in G with dG(ai, A) = 3, add ai to A. Continue
adding vertices ai with dG(ai, A) = 3 until each vertex not in A is within
distance 2 of A.
Let T1 ≤ G be the forest with vertex set NG[A], and whose edge set
consists of all edges of G incident with a vertex in A. By our construction
of A, there exist |A| − 1 edges in G, each of them joining two neighbours of
distinct vertices of A, whose addition to T1 yields a tree T2 ≤ G.
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Now each vertex b ∈ V (G)−V (T2) is adjacent to some vertex b
′ ∈ V (T2).
Let T be the spanning tree ofG with edge set E(T2)∪
{
bb




T 3[A] is connected. (2.2)
To prove (2.2) it suces to show that for every vertex ai there exists a path
from ai to a1 in T 3[A]. We use induction on i. For i = 1, there is a walk from
a1 to a1 of length 0. For i > 1, by our construction of A, there is a vertex aj
at distance 3 of ai in T such that j < i. By the induction hypothesis, there
is a path from aj to a1 in T 3[A]. This path together with the edge aiaj in
T 3[A] yields a path from ai to a1 in T 3[A]. This proves (2.2).




+ 2n− 5. (2.3)
First let b1, b2, . . . , bn ∈ A be such that bi is a vertex in A closest to fi in
T for i = 1, 2, . . . , n. Note that b1 = a1. Since T 3[A] is connected, we have
dT 3[A] ({b1, b2, . . . , bn}) ≤ |A| − 1,
and so by Lemma 2.1.1,
dT ({b1, b2, . . . , bn}) ≤ 3(|A| − 1).
By our construction of A and T , we have dT (b1, f1) = 0 and dT (bj, fj) ≤ 2
for j = 2, . . . , n, so that
∑n
j=1 dT (bj, fj) ≤ 2n− 2. Hence




≤ 3(|A| − 1) + 2n− 2
= 3|A|+ 2n− 5. (2.4)
Since all ai ∈ A have at least δ neighbours and since the closed neighbour-
hoods of the ai are disjoint, we have
|A|(δ + 1) ≤ p,
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which implies that |A| ≤ p
δ + 1





This proves (2.3). The theorem now follows since diamn(G) = dG(S) ≤
dT (S).
The following graphs show that, for constant δ and n, the bound in Theo-
rem 2.2.1 is best possible, apart from the value of the additive constant. For
given integers δ, k > 0, let G1, G2, . . . , Gk be disjoint copies of the complete
graph Kδ+1, and let aibi ∈ E(Gi). Let Gk,δ be the graph obtained from the
union of G1, G2, . . . , Gk by deleting the edges aibi for i = 2, 3, . . . , k − 1 and




. If 2 ≤ n ≤ 2δ then, by a simple calculation, diamn(Gk,δ) =
3k + n − 5 and so diamn(Gk,δ) = 3
p(Gk,δ)
δ + 1
+ n − 5. In this case the dif-
ference between diamn(Gk,δ) and the bound in Theorem 2.2.1 is at most n.




In this case, the dierence between the Steiner n-diameter of Gk,δ and the
bound in Theorem 2.2.1 is bounded by the additive constant 2n− 2.
We note that a very slight modication of the proof of Theorem 2.2.1
yields that the n-diameter of the tree T constructed in this proof is at most
3p
δ + 1
+ 2n− 3. Hence we obtain the following corollary:
Corollary 2.2.1. Let G be a connected graph of order p and minimum degree





Theorem 2.2.2. Let G be a connected triangle-free graph of order p and




+ 3n− 6. (2.5)
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Proof. Let S = {v1, v2, . . . , vn} ⊆ V (G) be a set of n vertices such that
dG(S) = diamn(G). First we nd a matching M of G using the following
procedure: Choose e1 ∈ E(G) incident with v1 and let M = {e1}. Let
M = {e1, e2, . . . , ei−1}. If there exists an edge ei in G with dG(ei, V (M)) = 3,
add ei toM . Repeat this process until each edge not inM is within distance
2 of M in G.
Let T1 ≤ G be the forest with vertex set NG[V (M)], and whose edge set
consists of all edges incident with a vertex in V (M). By our construction
of M , there exist |M | − 1 edges in G, each of them joining two distinct
components of T1, whose addition to T1 yields a tree T2 ≤ G.
Now each vertex in V (G)−V (T2) is within distance 3 of some vertex of T2.
Let T ≥ T2 be a spanning tree of G in which dT (b, V (M)) = dG(b, V (M)) for
every vertex b ∈ V (G). Let Tm ≤ T be the smallest subtree of T containing
M . It follows that
|E(Tm)| ≤ 4|M | − 3.
Now v1 ∈ V (Tm) and for each vi ∈ S − {v1}, we have dT (vi, V (Tm)) ≤ 3.
Hence
dT (S) ≤ |E(Tm)|+ 3(n− 1)
≤ 4|M |+ 3n− 6. (2.6)
Let uv ∈M . Since G is triangle-free u and v do not have any neighbours
in common. Since u and v have at least δ neighbours each and since the open
neighbourhoods of u and v are disjoint, we obtain
2δ|M | ≤ p.
Isolating |M | yields |M | ≤ p
2δ





The theorem now follows since diamn(G) = dG(S) ≤ dT (S).
The following graphs show that, for constant δ and n, the bound in The-
orem 2.2.2 is best possible, apart from an additive constant. Given integers
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2, . . . , G
′
k be disjoint copies of the complete bipartite graph









2, . . . , G
′
k by deleting the edges aibi for i = 2, 3, . . . , k − 1 and adding
edges ai+1bi for i = 1, 2, . . . , k − 1. Note that p(G
′






. If n ≤ 2δ − 2 then, by a simple calculation, diamn(G
′
k,δ) =







+ n− 7. In this case the dierence
between diamn(G
′
k,δ) and the bound in Theorem 2.2.2 is at most 2n+ 1. For










In this case, the dierence between the Steiner n-diameter of G
′
k,δ and the
bound in Theorem 2.2.2 is bounded by the additive constant 3n− 1.
We note that a very slight modication of the proof of Theorem 2.2.2
yields that the n-diameter of the tree T constructed in this proof is at most
2p
δ
+ 3n− 3. Hence we obtain the following corollary:
Corollary 2.2.2. Let G be a connected triangle-free graph of order p and





Theorem 2.2.3. (i) Let G be a connected C4-free graph of order p and
minimum degree δ ≥ 2. If 2 ≤ n ≤ p, then
diamn(G) ≤
5p
δ2 − 2bδ/2c+ 1
+ 4n− 9.
(ii) If δ is an integer such that δ = q − 1 for some prime power q, then
there exists an innite number of C4-free graphs G with minimum degree
δ ≥ 2 such that,
diamn(G) ≥
5p(G)
δ2 + 3δ + 2
+ n− 3.
Proof. (i) Let S = {f1, f2, . . . , fn} ⊆ V (G) be a set of n vertices such
that dG(S) = diamn(G). First we construct a maximal 4-packing A of
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G using the following procedure: Let a1 = f1 and A = {a1}. If A =
{a1, a2, . . . , ai−1} and if there exists a vertex ai in G with dG(ai, A) = 5,
add ai to A. Add vertices with dG(ai, A) = 5 to A until each of the
vertices not in A is within distance 4 of A.
For ai ∈ A, let T1(ai) be a tree with vertex set N2G[ai], which is distance
preserving to ai. Then T1 =
⋃
ai∈A T1(ai) is a subforest of G. By our
construction of A, there exist |A| − 1 edges in G, each of them joining
two components of T1, whose addition to T1 yields a tree T2 ≤ G.
Now each vertex in V (G)−V (T2) is within distance 4 of some vertex of
T2. Let T ≥ T2 be a spanning tree of G in which d T (b, A) = d G(b, A)
for each b ∈ V (G).
As in the proof of (2.2),
T 5[A] is connected.
We now prove that
dT (S) ≤
5p
δ2 − 2bδ/2c+ 1
+ 4n− 9. (2.7)
First let b1, b2, . . . , bn ∈ A be such that bi is a vertex in A closest to fi
in T for i = 1, 2, , . . . , n. Note that b1 = a1. Since T 5[A] is connected,
we have
dT 5 ({b1, b2, . . . , bn}) ≤ |A| − 1,
and by Lemma 2.1.1,
dT ({b1, b2, . . . , bn}) ≤ 5(|A| − 1).
By our construction ofA and T , we have dT (b1, f1) = 0 and dT (bj, fj) ≤
4 for j = 2, . . . , n, so that
∑n
j=1 d (bj, fj) ≤ 4n− 4. Hence




≤ 5(|A| − 1) + 4n− 4
= 5|A|+ 4n− 9. (2.8)
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Since G is C4-free, no two neighbours of ai ∈ A have a common neigh-
bour apart from ai. Since all ai ∈ A have at least δ neighbours and
since the closed neighbourhoods of the ai are disjoint, we have
|N2G[ai]| ≥ δ2 − 2bδ/2c+ 1.
Hence
(δ2 − 2bδ/2c+ 1)|A| ≤ p
which implies that |A| ≤ p
δ2 − 2bδ/2c+ 1
. Hence, by (2.8),
dT (S) ≤
5p
δ2 − 2bδ/2c+ 1
+ 4n− 9.
This proves (2.7). The theorem now follows since diamn(G) = dG(S) ≤
dT (S).
(ii) To prove the second part of the theorem, consider the following graph
G
′′
k,δ, rst described in [44]. Let q be a prime power and let GF (q)
3
be a 3-dimensional vector space over GF (q), the nite eld of order q.
Let H be the graph whose vertices are the 1-dimensional subspaces of
GF (q)3. Let 〈x〉 and 〈y〉 be adjacent in H if x · y = 0.
Claim 2.2.4. If S is a subset of GF (q)n then the orthogonal comple-
ment of S, denoted by S⊥, is a subspace of GF (q)n.
Proof. It suces to show that vector addition and scalar multiplica-
tion are satised. Let x ∈ S and let y, z ∈ S⊥. Since y · x + z · x = 0
we have (y + z) · x = 0. Also if c ∈ GF (q) then c (y · x) = (cy) · x = 0.
Therefore (y + z), cy ∈ S⊥. This completes the proof of the claim.
Claim 2.2.5. Let 〈x〉, 〈y〉 be 1-dimensional subspaces of GF (q)3. Then
the following hold:
(a) if 〈x〉 and 〈y〉 are nonadjacent in H, then they have exactly one
common neighbour,
(b) if 〈x〉 and 〈y〉 are adjacent, then at most one of 〈x〉 and 〈y〉 is
self-orthogonal,
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(c) if 〈x〉 and 〈y〉 are adjacent and one of 〈x〉 and 〈y〉 is self-orthogonal,
then 〈x〉 and 〈y〉 have no common neighbour in H,
(d) if 〈x〉 and 〈y〉 are adjacent and both are not self-orthogonal, then
〈x〉 and 〈y〉 have exactly one common neighbour.
Proof. Let 〈x, y〉⊥ = 〈z〉 for some z ∈ GF (q)3, z 6= 0. Furthermore,
(i) if 〈z〉 6= 〈x〉 and 〈z〉 6= y then 〈z〉 is the unique neighbour of 〈x〉
and 〈y〉 and
(ii) if 〈z〉 = 〈x〉 or〈z〉 = 〈y〉 then 〈x〉 and 〈y〉 have no common neigh-
bour.
Consider the following cases:
Case 1. Let 〈x〉 and 〈y〉 be nonadjacent. Then 〈x〉, 〈y〉 * 〈x, y〉⊥ and so
〈z〉 6= 〈x〉 and 〈z〉 6= 〈y〉. Hence 〈x〉 and 〈y〉 have exactly one common
neighbour.
Case 2. Let 〈x〉 and 〈y〉 be adjacent. Suppose that both are self-
orthogonal. Then 〈x〉, 〈y〉 ⊆ 〈x, y〉⊥. Therefore 〈x, y〉⊥ is a 2-dimensional
subspace of GF (q)3. This yields a contradiction. Hence the assertion
holds.
Case 3. Let 〈x〉 and 〈y〉 be adjacent and let one of 〈x〉 and 〈y〉 be self-
orthogonal, say, 〈x〉 is self-orthogonal. Then 〈x〉 ⊆ 〈x, y〉⊥ and thus
〈z〉 = 〈x〉. Hence 〈x〉 and 〈y〉 have no common neighbour.
Case 4. Let 〈x〉 and 〈y〉 be adjacent and both be not self-orthogonal.
Then 〈x〉, 〈y〉 * 〈x, y〉⊥. Therefore 〈z〉 6= 〈x〉 and 〈z〉 6= 〈y〉. Thus 〈x〉
and 〈y〉 have exactly one common neighbour.
Remark 2.2.6. It follows that any two vertices of H have no more
than one common neighbour. Hence H is C4−free.
Note that the number of nonzero vectors in GF (q)3 is q3 − 1. Since
GF (q) has q elements, every 1-dimensional subspace has q− 1 nonzero
vectors. Each of these q−1 nonzero vectors spans the same 1-dimensional
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subspace. Hence each 1-dimensional subspace is spanned by q − 1 dif-
ferent vectors. Consequently, the number of 1-dimensional subspaces
of GF (q)3 is (q3− 1)/(q− 1) = q2 + q+ 1. Hence H has q2 + q+ 1 ver-
tices. Now let 〈x〉 be a 1-dimensional subspace of GF (q)3. Then 〈x〉⊥
is a 2-dimensional subspace of GF (q)3 and thus isomorphic to GF (q)2.
Also note that GF (q)2 has q2− 1 nonzero vectors. Thus the number of
1-dimensional subspaces of GF (q)2 is (q2 − 1)/(q − 1) = q + 1. Hence
each vertex 〈x〉 of H has degree q if 〈x〉 is self orthogonal or has degree
q + 1 otherwise.
Let 〈u〉, 〈v〉, 〈z〉 ∈ V (H) be xed vertices satisfying u ·z = v ·z = z ·z =
0. Since z is self-orthogonal by Claim 2.2.5 (b), 〈u〉 and 〈v〉 cannot be
self-orthogonal.
Claim 2.2.7. There exists a self-orthogonal vector z in GF (q)3.
Proof. Let H∗ = GF (q) \ {0} be the multiplicative group of GF (q).
Let φ : H∗ → H∗ be the homomorphism φ(x) = x2. Then φ(1) = 12 =
1 and also φ(−1) = (−1)2 = 1. Thus {1,−1} ⊆ ker φ. Now to show
that ker φ ⊆ {1,−1}, let x ∈ ker φ. So φ(x) = x2 = 1 or, equivalently,
x2 − 1 = (x + 1)(x − 1) = 0. Thus x = 1 or −1 and so x ∈ {1,−1}.
Thus ker φ ⊆ {1,−1}. Hence ker φ = {1,−1}.
Consider the following cases:





 = 1 + 1 + 0 = 0.
Case 2. q is odd. Then ker φ = {1,−1}. Let O = im φ.







Case 2(b). −1 /∈ O . Note that {0} ∪ O is not closed under addition
because if {0}∪O was closed under addition then since {0}∪O is closed
under multiplication, {0} ∪ O would be a subeld with (q+1)
2
elements
and this is impossible. Hence, there exist a, b ∈ O such that a+ b /∈ O .
Since H∗ = O ∪ (−1)O , and since a + b 6= 0, we have a + b ∈ (−1)O ,
that is, a + b = (−1) · c for some c ∈ O . Since a, b, c ∈ O , there exist
x, y, z such that a = x2, b = y2, c = z2. For these x, y, z we have






and this completes the proof.
Claim 2.2.8. If 〈z〉 is self-orthogonal then no two neighbours of 〈z〉
are adjacent.
Proof. Let 〈u〉, 〈v〉 ∈ N(〈z〉). Clearly, z, v, u ∈ 〈z〉⊥ and dim〈u, v, z〉 ≤
dim〈z〉⊥ = 2. Since u, v and z are linearly dependent then without loss
of generality, 〈u〉 is a linear combination of 〈v〉 and 〈z〉. Hence there
exists α, β ∈ GF (q) with
u = αz + βv, β 6= 0. (2.9)
Now applying dot product to (3.2), we obtain
u · v = (αz + βv) · v
= αz · v + βv · v
= β · (v.v)
6= 0,
since β 6= 0 and v is not self-orthogonal. It follows that 〈v〉 and 〈u〉 are
nonadjacent.
Let 〈u 0〉 = 〈z〉, 〈u 1〉, 〈u 2〉, . . . , 〈u q〉 and let 〈v 0〉 = 〈z〉, 〈v 1〉, 〈v 2〉, . . . , 〈v q〉
denote the neighbours of 〈u〉 and 〈v〉, respectively.
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Claim 2.2.9. (a) For every i with 1 ≤ i ≤ q, there exists a unique
j(i) with 1 ≤ j(i) ≤ q such that 〈u i〉〈v j(i)〉 ∈ E(H).
Renumber v 1, . . . , v q such that j(i) = i for all i.
(b) For every i, 1 ≤ i ≤ q,
(i) no 〈u i〉 or 〈v i〉 is adjacent to 〈z〉 in H.
(ii) no 〈u i〉 is adjacent to 〈v〉 and no 〈v i〉 is adjacent to 〈u〉 in H.
Proof. (a) For each i, 1 ≤ i ≤ q, 〈u i〉 and 〈v〉 have exactly one
common neighbour since 〈u i〉 and 〈v〉 are nonadjacent and by
Claim 2.2.5 (a). The common neighbour is 〈v i〉, i 6= 0 since if
we suppose i = 0 and so 〈v 0〉 = 〈z〉 and by Claim 2.2.8 this is
impossible. Proofs for 〈v i〉 and 〈u〉 are similar. This completes
the proof of part (a) of the claim.
(b) Suppose 〈u i〉 is adjacent to 〈z〉. By Claim 2.2.8, this is impossible.
Therefore, 〈u i〉 and 〈z〉 are nonadjacent. Proof for 〈v i〉 is similar.
This completes the proof of the rst part. The second part follows




denote the graph obtained from H by removing the vertex 〈z〉
and all edges of the form u iv j, 1 ≤ i ≤ q. Clearly, every vertex of
H
′
has degree at least q − 1 = δ. By Claim 2.2.5 (a), 〈u i〉 and 〈v j〉,
i 6= j, have exactly one common neighbour since they are nonadjacent.
Hence dH′ (〈u〉, 〈v〉) = 4.
Note that the number of vertices of H
′
is q2 + q. For p ≥ 5k + n − 2
a multiple of q2 + q = δ2 + 3δ + 2, let G
′′
k,δ so that k ≥ n − 2 be
the graph obtained from the union of k =
p










by adding the edges ut vt+1 for 1 ≤ t ≤ k−1, where
〈ut〉 and 〈vt〉 are the vertices in H ′t corresponding to 〈u〉 and 〈v〉 in H
′
.
Let 〈c〉 be a vertex in H such that 〈c〉 is adjacent to 〈z〉 and common
neighbours of u1 and v2. Since 〈z〉 and the common neighbours of u1
and v2 are nonadjacent, and by Claim 2.2.5 (a), such a vertex exists.
The Steiner tree containing 〈u〉, 〈v〉 and 〈c〉 has more than four edges
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since 〈z〉 is self-orthogonal and by Claim 2.2.8 〈c〉 cannot be adjacent to
〈u〉 and 〈v〉, and since by Remark 2.2.6 〈c〉 cannot be adjacent to 〈u1〉
and 〈v2〉. Let 〈ct〉 be the copy of 〈c〉 inH
′
t . Thus dH′t (〈v
t〉, 〈ct〉, 〈ut〉) = 5,
1 ≤ t ≤ k. Now let S = {〈v1〉, 〈uk〉, 〈c1〉, 〈c2〉, . . . 〈cn−2〉}, 1 ≤ k ≤ t.
Hence d(S) = 5(k − 1) + 4 + n− 2 = 5k + n− 3 ≤ diamn(G
′′
k,δ) and so
diamn(G) ≥ 5pδ2+3δ+2 + n − 3, which concludes the proof of the second
part of the theorem.
As above, a very slight modication of the proof of Theorem 2.2.3 yields
the following result.
Corollary 2.2.3. Let G be a connected C4-free graph of order p and mini-
mum degree δ ≥ 2. If 2 ≤ n ≤ p, then G has a spanning tree T with
diamn(T ) ≤
5p




The Radius of k-Connected
Planar Graphs with Bounded
Faces
3.1 Introduction
This chapter discusses yet another graph invariant, the radius of a graph. In
particular, it presents an upper bound on the radius of a connected plane
graph in terms of order and maximum face length. We prove that if G is
a 3-connected plane graph of order p, maximum face length l and radius









holds. For constant l, our bound is shown to be asymptotically sharp and
improves on a bound by Harant [62]. Furthermore we extend these results
to 4- and 5-connected planar graphs.
The following denition will be useful throughout this chapter.
Let G be a connected plane graph of order p. From now on let z be
a xed, not necessarily central, vertex of G and let ex(z) = r. For each
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i = 0, 1, . . . , r let
Ni := {x ∈ V (G)|dG(x, z) = i}.
A vertex x ∈ Ni is active if i ≤ r − 1 and x has a neighbour in Ni+1. We
denote by Ai the set of active vertices in Ni.
The following lemma is important for the main results of this chapter.
Lemma 3.1.1. Let G, and Ai be as above and let 1 ≤ i ≤ r − 1.
(a) If G is 3-connected and u ∈ Ai, then there exist distinct vertices v, w ∈
Ai − {u} such that u and v share a face, and u and w share a face.
(b) If G is 4-connected and u, v, w ∈ Ai, then at least one of u, v, w shares
a face with a vertex in Ai − {u, v, w}.
Proof. (a) Since u is a vertex of Ai, it has neighours in Ni−1 and in Ni+1.
Number the neighbours of u as x0, x1, . . . , xl such that the edges uxi
appear in clockwise order, x0 is in Ni−1 and, say, xk is in Ni+1. De-
note the face containing u, xj and xj+1 by fj for j = 0, 1, . . . , l where
subscripts are taken modulo l + 1. Let Pj be the xj-xj+1 path of the
vertices on the boundary of fj except u in clockwise order.
We show that there exist a j1 ∈ {0, 1, . . . , k − 1} such that the bound-





P1x2 . . . xk−1
−−→
Pk−1xk i.e., the x0− xk walk that traverses the ver-
tices of P0 then P1, P2, . . . , Pk−1. Let b be the rst vertex of W in Ni+1
and let v be the predecessor of b in W . Then v is in Ni. Since v has a
neighbour in Ni+1, we have v ∈ Ai. Furthermore, v is on the boundary
of fj1 for some j1 ∈ {0, 1, . . . , k− 1}. Similarly we can show that there
exists a j2 ∈ {k, k + 1, . . . , l} such that the boundary of fj2 contains a
vertex w ∈ Ai − {u}. It remains to show that v 6= w. Suppose v = w.
Join u and v by an edge that goes through face fj1 , and another edge
through face fj2 , thus creating a plane multigraph. The new edges
form a 2-cycle, C2. Since the last xj that precedes v on W and the rst
xj that succeeds v on W are on dierent sides of C2, the inside and
the outside of C2 both contain vertices. So any path between vertices
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inside C2 and those vertices outside has to pass through u or v, and
hence u and v form a cutset, a contradiction to the 3-connectedness of
G.
(b) Suppose that none of u, v, w shares a face with a vertex in Ai−{u, v, w}.
By the proof and notation of Lemma 3.1.1(a), we have v on the bound-
ary of fj1 for some j1 ∈ {0, 1, . . . , k − 1} and w on the boundary of
fj2 for some j2 ∈ {k, k + 1, . . . , l}. Also v 6= w. By Lemma 3.1.1(a)
and the assumption that none of u, v, w shares a face with a vertex in
Ai − {u, v, w}, we conclude that u and v share a face, u and w share
a face, and v and w share a face. So we can add new edges between u
and v through face fj1 , between u and w through face fj2 and between
v and w, thus creating a plane multigraph. The three new edges form a
3-cycle, C3. Since the last xj that precedes v onW and the rst xj that
succeeds v on W are on dierent sides of C3, the inside and the outside
of C3 both contain vertices. Thus any path between vertices inside C3
and those vertices outside has to pass through u or v or w, and hence
u, v and w form a cutset, a contradiction to the 4-connectedness of
G.
Denition 3.1.2. Let G, z and Ai be as above. For i ∈ N and 1 ≤ i ≤ r−1
we dene Ĥi to be the graph with vertex set Ai, where two vertices are
adjacent in Ĥi if and only if they share a face in G.
Lemma 3.1.3. Let Ĥi be as above and let u be a vertex of Ĥi. If G is 5-
connected, then u has two neighbours v and w that have no common neighbour
other than u.
Proof. By the proof and notation of Lemma 3.1.1, we have v on the bound-
ary of fj1 for some j1 ∈ {0, 1, . . . , k − 1} and w on the boundary of fj2 for
some j2 ∈ {k, k+1, . . . , l}. Also v 6= w. Suppose that v and w share a neigh-
bour a 6= u in Ĥi, so v and a share a face f ′ and w and a share a face f ′′. As
above we can add edges to G: between u and v through face fj1 , between u
and w through face fj2 , between v and a through face f
′ and between w and
a through face f ′′, thus creating a plane multigraph. Now the four edges uv,
uw, va and wa form a 4-cycle, C4. Since the last xj that precedes v on W
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and the rst xj that succeeds v on W are on dierent sides of C4, the inside
and the outside of C4 both contain vertices. Thus any path between vertices
inside C4 and those vertices outside has to pass through u, v, w or a, and
hence u, v, w and a form a cutset, a contradiction to the 5-connectedness of
G.
Lemma 3.1.4. Let Ĥi be as above. If G is 3-connected, then δ(Ĥi) ≥ 2.
Moreover,
a) each component of Ĥi has at least three vertices.
b) if G is 4-connected, then each component of Ĥi has at least four vertices.
c) if G is 5-connected, then each component of Ĥi has at least ve vertices.
Proof. a) Let G be 3-connected. By Lemma 3.1.1 (a), Ĥi has minimum
degree at least two. Hence each component of Ĥi has at least three
vertices.
b) Let G be 4-connected. By a), each component of Ĥi has at least three
vertices. Suppose that Ĥi has a component with three vertices, say,
u, v, w. But by Lemma 3.1.1 (b) at least one of u, v, w shares a face in
G, and is thus adjacent in Ĥi, with a fourth vertex, a contradiction.
c) Let G be 5-connected. By Lemma 3.1.3, each component of Ĥi has a
vertex u with two neighbours v and w that have no common neighbour
other than u. By δ(Ĥi) ≥ 2, both v and w have a neighbour other than
u. Hence the component has at least ve vertices.
Lemma 3.1.5. Let G be 3-connected and z as above. Let i ∈ {1, 2, . . . , r−1}.
(a) If |Ai| = 3 then there exists a vertex zi ∈ Ai with dG(zi, v) ≤ b l2c for
all v ∈ Ai.
(b) If 4 ≤ |Ai| ≤ 5 then there exists a vertex zi ∈ Ai with dG(zi, v) ≤ l for
all v ∈ Ai.
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Proof. (a) Since Ĥi has minimum degree two and exactly three vertices,
Ĥi is connected. Fix a vertex zi of Ĥi and let v ∈ Ai be arbitrary.
Since any two vertices that are adjacent in Ĥi are joined by a path of
length at most b l
2
c in G, the zi − v path in Ĥi yields a zi − v path in
G of length at most b l
2
c. Hence dG(zi, v) ≤ b l2c, as desired.
(b) Since Ĥi has minimum degree at least two and at most ve vertices,
Ĥi is connected and has a vertex zi of eccentricity at most two. As in
(a), this implies that dG(zi, v) ≤ l for all v ∈ Ai.
Lemma 3.1.6. Let G be 4-connected and z as above. Let i ∈ {1, 2, . . . , r−1}.
If 6 ≤ |Ai| ≤ 7 then there exists a vertex zi ∈ Ai with d(zi, v) ≤ b3l2 c for all
v ∈ Ai.
Proof. Since Ĥi has at most seven vertices, it follows by Lemma 3.1.4 that
Ĥi is connected. By Lemma 3.1.1 a), Ĥi has minimum degree at least two.
Hence Ĥi has a vertex zi of eccentricity at most three. As in Lemma 3.1.5,
this implies that dG(zi, v) ≤ b3l2 c for all v ∈ Ai.
Lemma 3.1.7. Let G be 5-connected and z as above. Let i ∈ {1, 2, . . . , r−1}.
If 8 ≤ |Ai| ≤ 9 then there exists a vertex zi ∈ Ai with d(zi, v) ≤ 2l for all
v ∈ Ai.
Proof. Since Ĥi has at most nine vertices, it follows by Lemma 3.1.4 c) that
Ĥi is connected. Also Ĥi has minimum degree at least two by Lemma 3.1.1
a). So Ĥi has a vertex zi of eccentricity at most four. As in Lemma 3.1.5,
this implies that dG(zi, v) ≤ 2l for all v ∈ Ai.
From now on let z be a central vertex of G, i.e., a vertex of eccentricity








Form a spanning tree T of G that is distance preserving from z. For a vertex
y ∈ V (G), denote by T (z, y), the set of vertices on the path connecting z
and y in T .
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3.2 Upper Bounds on the Radius of 3-,4- and
5-Connected Planar Graphs with Bounded
Faces
Theorem 3.2.1. Let G be a 3-connected plane graph of order p, maximum










Proof. We rst bound the cardinalities of the Ni from below. The following
claim immediately follows from the 3-connectedness of G:
Claim 1. Let i ∈ {1, 2, . . . , r − 1}. Then |Ni| ≥ 3.
This bound can be improved if i is not too close to 0 or r.
Claim 2. Let i ∈ {b l
2
c+ 1, b l
2
c+ 2, . . . , r − b l
2
c − 1}. Then |Ni| ≥ 4.
Proof of Claim 2. By way of contradiction suppose |Ni| = 3 for some




c+2, . . . , r−b l
2
c−1}. Let zi ∈ Ai be as in Lemma 3.1.5. Let
x1 denote the unique vertex of T (z, zi) which belongs to Nb l
2
c+1. We show
that ex(x1) ≤ r − 1. First let y ∈ N≤i−1. Then
d(x1, y) ≤ d(x1, z) + d(z, y)
≤ b l
2
c+ 1 + i− 1
≤ b l
2
c+ 1 + r − b l
2
c − 1− 1
= r − 1.
Now let y ∈ N≥i. Let yi ∈ T (z, y) ∩ Ni so that d(x1, zi) = i − b l2c − 1. By
Lemma 3.1.5 we have d(zi, yi) ≤ b l2c. Also d(yi, y) ≤ r − i. It follows that
d(x1, y) ≤ d(x1, zi) + d(zi, yi) + d(yi, y)
≤ i− b l
2
c − 1 + b l
2
c+ r − i
= r − 1.
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Therefore, ex(x1) ≤ r−1, contradicting the fact that r is the radius of G.
Claim 3. Let i ∈ {l + 1, l + 2, . . . , r − l − 1}. Then |Ni| ≥ 6.
Proof of Claim 3. Suppose to the contrary that |Ni| ≤ 5 for some i ∈
{l + 1, l + 2, . . . , r − l − 1}. Let zi ∈ Ai be as in Lemma 3.1.5. Let x2
denote the unique vertex of T (z, zi) which belongs to Nl+1. We show that
ex(x2) ≤ r − 1. First let y ∈ N≤i−1. Then
d(x2, y) ≤ d(x2, z) + d(z, y)
≤ l + 1 + i− 1
≤ l + 1 + r − l − 1− 1
= r − 1.
Now let y ∈ N≥i. Let yi ∈ T (z, y) ∩ Ni so that d(x2, zi) = i − l − 1. By
Lemma 3.1.5 we have d(zi, yi) ≤ l. Also d(yi, y) ≤ r − i. It follows that
d(x2, y) ≤ d(x2, zi) + d(zi, yi) + d(yi, y)
≤ i− l − 1 + l + r − i
= r − 1.
Therefore, ex(x2) ≤ r−1, contradicting the fact that r is the radius of G.
We now complete the proof of the theorem. By Claim 1, Claim 2 and
Claim 3, we have
p = |N0|+ (|N1|+ · · ·+ |Nb l
2
c|) + (|Nb l
2
c+1|+ · · ·+ |Nl|) + (|Nl+1|+ · · ·+
|Nr−l−1|) + (|Nr−l|+ · · ·+ |Nr−b l
2
c−1|) + (|Nr−b l
2
c|+ · · ·+ |Nr−1|) + |Nr|
≥ 1 + 3b l
2
c+ 4(l − b l
2
c) + 6(r − 2l − 1) + 4(−b l
2
c+ l) + 3b l
2
c+ 1













The following graphs show that for xed l the bound in Theorem 3.2.1
is best possible, apart from the value of the additive constant. For an even
integer k ≥ 4, let G1, G2, . . . , Gk be disjoint copies of the cycle C3, and
let ai, bi, ci ∈ V (Gi). Let G′k be the graph obtained from the union of
G1, G2, . . . , Gk by adding the edges ai+1ai, bi+1bi, ci+1ci, ai+1bi, ci+1bi, ai+1ci
for i = 1, 2, . . . , k−1. Furthermore let Cl be a cycle with vertices j1, j2, . . . , jl.
Now join the graphs Cl and G′k by adding the edges j1a1, j2a1, j2b1, jla1
and jic1 for i = 2, 3, . . . , l thus obtaining a planar graph Hk. Clearly,
p(Hk) = 3k + l so that k =
p(Hk)−l
3
. By a simple calculation, rad(Hk) = k2

































Figure 3.1: The graph Hk.
Theorem 3.2.2. Let G be a 4-connected plane graph of order p, maximum






l + 1. (3.2)
Proof. Recall that z is a central vertex of G. We rst bound the cardinalities
of the Ni from below. The following claim immediately follows from the 4-
connectedness of G:
Claim 1. Let i ∈ {1, 2, . . . , r − 1}. Then |Ni| ≥ 4.
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This bound can be improved if i is not too close to 0 or r.
Claim 2. Let i ∈ {l + 1, l + 2, . . . , r − l − 1}. Then |Ni| ≥ 6.
Proof of Claim 2. Suppose to the contrary that |Ni| ≤ 5 for some i ∈
{l + 1, l + 2, . . . , r − l − 1}. Let zi ∈ Ai be as in Lemma 3.1.5. Let x1
denote the unique vertex of T (z, zi) which belongs to Nl+1. We show that
ex(x1) ≤ r − 1. First let y ∈ N≤i−1. Then
d(x1, y) ≤ d(x1, z) + d(z, y)
≤ l + 1 + i− 1
≤ l + 1 + r − l − 1− 1
= r − 1.
Now let y ∈ N≥i. Let yi ∈ T (z, y) ∩ Ni so that d(x1, zi) = i − l − 1. By
Lemma 3.1.5 we have d(zi, yi) ≤ l. Also d(yi, y) ≤ r − i. It follows that
d(x1, y) ≤ d(x1, zi) + d(zi, yi) + d(yi, y)
≤ i− l − 1 + l + r − i
= r − 1.
Therefore, ex(x1) ≤ r−1, contradicting the fact that r is the radius of G.




c+ 2, . . . , r − b3l
2
c − 1}. Then |Ni| ≥ 8.





c+ 2, . . . , r − b3l
2
c − 1}. Let zi ∈ Ai be as in Lemma 3.1.6. Let
x2 denote the unique vertex of T (z, zi) which belongs to Nb 3l
2
c+1. We show
that ex(x2) ≤ r − 1. First let y ∈ N≤i−1. Then
d(x2, y) ≤ d(x2, z) + d(z, y)
≤ b3l
2
c+ 1 + i− 1
≤ b3l
2
c+ 1 + r − b3l
2
c − 1− 1
= r − 1.
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Now let y ∈ N≥i. Let yi ∈ T (z, y) ∩ Ni so that d(x2, zi) = i − b3l2 c − 1. By
Lemma 3.1.6 we have d(zi, yi) ≤ b3l2 c. Also d(yi, y) ≤ r − i. It follows that
d(x2, y) ≤ d(x2, zi) + d(zi, yi) + d(yi, y)
≤ i− b3l
2
c − 1 + b3l
2
c+ r − i
= r − 1.
Therefore, ex(x2) ≤ r−1, contradicting the fact that r is the radius of G.
We now complete the proof of the theorem. By Claim 1, Claim 2 and
Claim 3, we have





c+1|+ · · ·+ |Nr−b 3l
2
c−1|) + (|Nr−b 3l
2
c|+ · · ·+ |Nr−l−1|)
+(|Nr−l|+ · · ·+ |Nr−1|) + |Nr|
≥ 1 + 4l + 6(b3l
2
c − l) + 8(r − 2b3l
2
c − 1) + 6(−l + b3l
2
c) + 4l + 1
= −8− 10l + 8r,
and (3.2) follows.
The following graphs show that for xed l the bound in Theorem 3.2.2
is best possible, apart from the value of the additive constant. For an even
integer k ≥ 6, let G1, G2, . . . , Gk be disjoint copies of the 4-cycle C4, and
let ai, bi, ci, di ∈ V (Gi). Let G′′k be the graph obtained from the union of
G1, G2, . . . , Gk by adding the edges ai+1ai, bi+1bi, ci+1ci, di+1di, ai+1di, bi+1ai,
ci+1bi, di+1ci, for i = 1, 2, . . . , k − 1 and akck. Furthermore let Cl be a cycle
with vertices j1, j2, . . . , jl. Now join the graphs Cl and G′′k by adding the
edges j1a1, jla1, j1b1, j2b1, j3b1, j3c1 and jid1 for i = 3, 4, . . . , l thus obtaining
a planar graph H ′k. Clearly, p(H
′
k) = 4k + l so that k =
p(H′k)−l
4
. By a simple
calculation, rad(H ′k) =
k
2
































Figure 3.2: The graph H ′k.
Theorem 3.2.3. Let G be a 5-connected plane graph of order p, maximum






l + 1. (3.3)
Proof. Recall that z is a central vertex of G. We rst bound the cardinalities
of the Ni from below. The following claim immediately follows from the 5-
connectedness of G:
Claim 1. Let i ∈ {1, 2, . . . , r − 1}. Then |Ni| ≥ 5.
This bound can be improved if i is not too close to 0 or r.
Claim 2. Let i ∈ {l + 1, l + 2, . . . , r − l − 1}. Then |Ni| ≥ 6.
Proof of Claim 2. Suppose to the contrary that |Ni| ≤ 5 for some i ∈
{l + 1, l + 2, . . . , r − l − 1}. Let zi ∈ Ai be as in Lemma 3.1.5. Let x1
denote the unique vertex of T (z, zi) which belongs to Nl+1. We show that
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ex(x1) ≤ r − 1. First let y ∈ N≤i−1. Then
d(x1, y) ≤ d(x1, z) + d(z, y)
≤ l + 1 + i− 1
≤ l + 1 + r − l − 1− 1
= r − 1.
Now let y ∈ N≥i. Let yi ∈ T (z, y) ∩ Ni so that d(x1, zi) = i − l − 1. By
Lemma 3.1.5 we have d(zi, yi) ≤ l. Also d(yi, y) ≤ r − i. It follows that
d(x1, y) ≤ d(x1, zi) + d(zi, yi) + d(yi, y)
≤ i− l − 1 + l + r − i
= r − 1.
Therefore, ex(x1) ≤ r−1, contradicting the fact that r is the radius of G.




c+ 2, . . . , r − b3l
2
c − 1}. Then |Ni| ≥ 8.





c+ 2, . . . , r − b3l
2
c − 1}. Let zi ∈ Ai be as in Lemma 3.1.6. Let
x2 denote the unique vertex of T (z, zi) which belongs to Nb 3l
2
c+1. We show
that ex(x2) ≤ r − 1. First let y ∈ N≤i−1. Then
d(x2, y) ≤ d(x2, z) + d(z, y)
≤ b3l
2
c+ 1 + i− 1
≤ b3l
2
c+ 1 + r − b3l
2
c − 1− 1
= r − 1.
Now let y ∈ N≥i. Let yi ∈ T (z, y) ∩ Ni so that d(x2, zi) = i − b3l2 c − 1. By
Lemma 3.1.6 we have d(zi, yi) ≤ b3l2 c. Also d(yi, y) ≤ r − i. It follows that
d(x2, y) ≤ d(x2, zi) + d(zi, yi) + d(yi, y)
≤ i− b3l
2
c − 1 + b3l
2
c+ r − i
= r − 1.
Therefore, ex(x2) ≤ r−1, contradicting the fact that r is the radius of G.
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Claim 4. Let i ∈ {2l + 1, 2l + 2, . . . , r − 2l − 1}. Then |Ni| ≥ 10.
Proof of Claim 4. Suppose to the contrary that |Ni| ≤ 9 for some i ∈
{2l + 1, 2l + 2, . . . , r − 2l − 1}. Let zi ∈ Ai be as in Lemma 3.1.7. Let x2
denote the unique vertex of T (z, zi) which belongs to N2l+1. We show that
ex(x2) ≤ r − 1. First let y ∈ N≤i−1. Then
d(x2, y) ≤ d(x2, z) + d(z, y)
≤ 2l + 1 + i− 1
≤ 2l + 1 + r − 2l − 1− 1
= r − 1.
Now let y ∈ N≥i. Let yi ∈ T (z, y) ∩ Ni so that d(x2, zi) = i − 2l − 1. By
Lemma 3.1.7 we have d(zi, yi) ≤ 2l. Also d(yi, y) ≤ r − i. It follows that
d(x2, y) ≤ d(x2, zi) + d(zi, yi) + d(yi, y)
≤ i− 2l − 1 + 2l + r − i
= r − 1.
Therefore, ex(x2) ≤ r−1, contradicting the fact that r is the radius of G.
We now complete the proof of the theorem. By Claim 1, Claim 2, Claim
3 and Claim 4, we have





c+1|+ · · ·+ |N2l|) + (|N2l+1|+ · · ·+ |Nr−2l−1|)
+(|Nr−2l|+ · · ·+ |Nr−b 3l
2
c−1|) + (|Nr−b 3l
2
c|+ · · ·+ |Nr−l−1|)
+(|Nr−l|+ · · ·+ |Nr−1|) + |Nr|
≥ 1 + 5l + 6(b3l
2
c − l) + 8(2l − b3l
2





c − l) + 5l + 1
= −10− 16l + 10r,
and (3.3) follows.
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The following graphs show that for xed l the bound in Theorem 3.2.3
is best possible, apart from the value of the additive constant. For an even
integer k ≥ 10, let G1, G2, . . . , Gk be disjoint copies of the 5-cycle, C5, and
let ai, bi, ci, di, wi ∈ V (Gi). Let G′′′k be the graph obtained from the union of
G1, G2, . . . , Gk by adding the edges ai+1ai, bi+1bi, ci+1ci, di+1di, wi+1wi, ai+1wi,
bi+1ai, ci+1bi, di+1ci, wi+1di for i = 1, 2, . . . , k − 1 and a new vertex vk ad-
jacent to ak, bk, ck, dk and wk. Furthermore let Cl be a cycle with ver-
tices j1, j2, . . . , jl. Now join the graphs Cl and G′′′k by adding the edges
j1w1, jlw1, j1a1, j2a1, j2b1, j3b1, j3c1, and jid1 for i = 3, 4, . . . , l thus obtaining
a planar graph H ′′k . Clearly, p(H
′′
k ) = 5k+ l so that k =
p(H′′k )−l
5
. By a simple
calculation, rad(H ′′k ) =
k
2





. Figure 3.3 shows the
graph H ′′k .

























Figure 3.3: The graph H ′′k .
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Chapter 4
Steiner Diameter of Maximal
Planar Graphs
4.1 Introduction
In this chapter we continue with the discussion on Steiner n-diameter started
in Chapter 2. We consider maximal planar graphs. In particular, we give
an upper bound on the Steiner n-diameter of a maximum planar graph of
given order. Moreover, we construct graphs to show that the bounds are
asymptotically sharp.
Let G be a maximal planar graph of order p. For vertices y, z ∈ V (G),
denote by P (z, y), a z-y shortest path in G. If G is rooted at a vertex, say
a0, and i ∈ N0, then the i-th distance layer is the set
Ni := {x ∈ V (G)|dG(x, a0) = i}.
A vertex x ∈ Ni is active if x has a neighbour in Ni+1. We denote by Ai the
set of active vertices in Ni.
The following result, proved in Chapter 3, will help us prove the next
corollary:
Lemma 4.1.1. Let G be a 3-connected planar graph, and Ai be as above and
let 1 ≤ i ≤ r − 1. If G is 3-connected and u ∈ Ai, then there exist distinct
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vertices v, w ∈ Ai − {u} such that u and v share a face, and u and w share
a face.
Corollary 4.1.2. Let G be a maximal planar graph, and Ai be as above and
let i ∈ N0. If G is maximal planar and u ∈ Ai, then there exist two distinct
vertices in Ai − {u} both of which are adjacent to u.
Proof. By Lemma 4.1.1, there exist two distinct vertices v, w ∈ Ai − {u}
such that u and v, and u and w, share a face. Since every face in a maximal
planar graph is a triangle, u is adjacent to v and to w.
4.2 An Upper Bound on the Steiner Diameter
of Maximal Planar Graphs
In this section we give an upper bound on the Steiner n-diameter in terms
of order p.









Proof. Let S = {a0, a1, . . . , an−1} be a set of n vertices in G such that
dn(S) = diamn(G). Root G at a0.
The idea of the proof is as follows: We construct a sequence T1 ≤ T2 ≤
. . . ≤ Tn−1 of subtrees of G such that the vertices a0, a1, . . . , ai are contained
in Ti for i ∈ {1, 2, . . . , n−1}.We further construct sets B1 ⊆ B2 ⊆ . . . ⊆ Bn−1
with Bi ⊆ V (Ti) for i = 1, 2, . . . , n− 1 such that for each v ∈ Bi there exists
a set Av, consisting of v and two neighbours of v not in Ti. We show that the
sets Av are pairwise disjoint, and that almost all vertices of Ti are in Bi, which
implies that |V (Tn−1)| is only slightly greater than p3 , which in turn implies
our bound on diamn(G). We also construct sets C1 ⊆ C2 ⊆ . . . ⊆ Cn−1 with
Ci ⊆ V (Ti) and Ci ∩Bi = ∅ for i = 1, 2, . . . , n− 1.
We rst consider a1. Let T1 be the tree P (a0, a1). Let B1 = V (T1)\{a0, a1}
and C1 = V (T1)\(B1∪{a0, a1}) so that C1 = ∅. Assume that a0, a1, . . . , ai−1,
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have been considered and a tree Ti−1 and sets Bi−1 and Ci−1 have been
found. To incorporate ai into Ti, we consider P (a0, ai). Let j ≥ 1 be the
largest integer such that there exist y ∈ V (P (a0, ai)) ∩Nj, and x ∈ V (Ti−1)
with dG(x, y) ≤ 2. We may assume that P (y, ai) is the y-ai section of the
path P (a0, ai). We dene Ti, Bi and Ci as follows:
i) Ti = Ti−1 ∪ P (x, y) ∪ P (y, ai),
ii) Bi = Bi−1 ∪ (V (P (y, ai))\{y, ai}),
iii) Ci = Ci−1 ∪ (V (P (x, y))\{x}).
Note that for each i = 1, 2, . . . , n− 1,
|V (Ti)| ≤ |Bi|+ |Ci ∪ {a0, a1, . . . , ai}|
which implies that
|Bi| ≥ |V (Ti)| − |Ci ∪ {a0, a1, . . . , ai}|.
Now the set C1 is empty, and Ci has at most two vertices more than Ci−1.
Hence the set Ci contains at most 2(i− 1) vertices, and we have
|Bi| ≥ |V (Ti)| − (2i− 2 + i+ 1)
= |V (Ti)| − 3i+ 1. (4.2)
Finally, let T be the tree Tn−1. From (4.2) we get
|Bn−1| ≥ |V (Tn−1)| − 3(n− 1) + 1
= |V (T )| − 3n+ 4.
Now each vertex in Bn−1 is active. By Corollary 4.1.2, each vertex v ∈ Bn−1
is adjacent to two vertices v′ and v′′ in the same distance layer. Dene Av :=
{v, v′, v′′}. By our construction of Tn−1, the sets Av for v ∈ Bn−1 are pairwise
disjoint, and do not contain any vertex of S. Hence
∑
v∈Bn−1 |Av| + |S| ≤ p
and so
3(|V (T )| − 3n+ 4) + n ≤ p
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which implies that






The theorem now follows since dn(S) ≤ |V (T )| − 1.
The following graphs show that, for constant n, the bound in Theorem
4.2.1 is best possible, apart from the value of the additive constant. For an
integer k ≥ 4, let G1, G2, . . . , Gk be disjoint copies of the cycle C3, and
let ai, bi, ci ∈ V (Gi). Let G′k be the graph obtained from the union of
G1, G2, . . . , Gk by adding the edges ai+1ai, bi+1bi, ci+1ci, ai+1bi, ci+1bi, ai+1ci
for i = 1, 2, . . . , k − 1. Clearly, p(G′k) = 3k so that k =
p(G′k)
3
. By a simple
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Figure 4.1: The graph G′k.
The following example shows that in Theorem 4.2.1 it is essential that
G is maximal planar. Let H be the cartesian product of K2 and a cycle
C p
2
, where p is even, i.e., let V (H) = {a0, a1, . . . , a p
2
−1, b0, b1, . . . , b p
2
−1} and
E(H) = {aiai+1|i = 0, 1, . . . , p2 − 1} ∪ {bibi+1|i = 0, 1, . . . ,
p
2
− 1} ∪ {aibi|i =
0, 1, . . . , p
2
−1} where subscripts are taken modulo p
2
. If n divides p
2
, then the

















n−4. Since H is planar and 3-connected, this shows that Theorem 4.2.1
does not hold for 3-connected planar graphs. Figure 4.2 shows the graph H








































In this thesis we have determined upper bounds on the n-diameter and radius
of a graph in terms of order, minimum degree and maximum face length. In
Chapter 2 we established upper bounds, which are asymptotically sharp, on
the n-diameter of all connected graphs, triangle-free and C4-free graphs, in
a sense, these generalise results by Erdös, Pach, Pollack, and Tuza [44]. In
Chapter 3 we established upper bounds on the radius of a graph in terms
of order and maximum face length. In particular, we found upper bounds,
which can be attained, on the radius of k-connected planar graphs in terms
of order and maximum face length thus improving results by Harant [62]. In
Chapter 4 we provided an upper bound, which is asymptotically sharp, on
the n-diameter of maximal planar graphs in terms of order.
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