, "Joint maximum purity forest with application to image super-resolution," J. Electron. Imaging 27(4), 043005 (2018) Abstract. We propose a random-forest scheme, namely joint maximum purity forest (JMPF), for classification, clustering, and regression tasks. In the JMPF scheme, the original feature space is transformed into a compactly preclustered feature space, via a trained rotation matrix. The rotation matrix is obtained through an iterative quantization process, where the input data, inclined to different classes, is clustered to the respective vertices of the feature space with maximum purity. In the feature space, orthogonal hyperplanes, which are employed at the split nodes of the decision trees in a random forest, can effectively tackle the clustering problems. We evaluated our proposed method on public benchmark datasets for regression and classification tasks, and experiments showed that JMPF remarkably outperforms other state-of-the-art random-forest-based approaches. Furthermore, we applied JMPF to image super-resolution (SR) specifically because the transformed, compact features are more discriminative to the clustering-regression scheme. Experimental results on several public datasets also showed that the JMPF-based image SR scheme is consistently superior to recent state-of-the-art image SR algorithms.
Introduction
Recently, random forest 1, 2 has been employed as an efficient classification or regression tool on a large variety of computer-vision applications, such as object classification, 3 recognition, 4 face alignment, 5, 6, 7 data clustering, 8 and image super-resolution (SR). 9, 10 This method is attractive for computer-vision problems, not only for its simple implementation, but also for a number of its merits: (1) it can work efficiently on both training and inference stages, (2) it is feasible for it to be sped up with parallel processing technology, (3) it has an inherent property to handle high-dimensional input features, and (4) it works as an ensemble of tree classifiers, and achieves robust and accurate performance on classification and regression tasks.
Random forest is a machine-learning method using an ensemble of randomized decision trees, and each tree consists of split nodes and leaf nodes that are trained recursively. During the training process, at each split node in a decision tree, a hyperplane is learned to separate data into two groups. Although each decision tree attempts to achieve maximum purity during training, i.e., maximizing the interclass variance and minimizing the intraclass variance, for the clustered data in the two child nodes of each split node, there is no guarantee that the original feature space can meet the expectation of global maximum purity for all the clustered groups. The hyperplanes in a random forest have the orthogonal constraint as shown in Fig. 1 , which hinders obtaining the optimal hyperplanes as a support vector machine (SVM) 11, 12, 13 does in the original feature spaces. In this paper, we aim to break this orthogonal-constraint limitation. With the fixed orthogonal hyperplanes, we propose to rotate the feature space; this is equivalent to rotating the hyperplanes in such a way that global maximum purity on the clustered data can be achieved, as shown in Fig. 2 . This strategy can achieve a joint maximum purity for all the split nodes when training a random forest. In summary, we propose a feature preprocessing step, where the original features are transformed into a feature space via a constructed rotation matrix. The performance of the constructed random forest can be improved in the feature space. Similar ideas can be found in the rotation forest proposed in Ref. 3 , but the rotation matrices are constructed in a different way. Moreover, the rotation forest 3 essentially is restricted to the classification task only.
Image SR can be performed based on clustering/ classification, according to the recent emerging clusteringregression stream, 14, 15, 9 and the JMPF scheme can achieve remarkable performance on both the classification and regression tasks. Therefore, JMPF is applied to single-image SR in this paper so as to demonstrate its superior performances. In our algorithm, principal components analysis (PCA) is applied to the features for dimensionality reduction. The projected feature space is then rotated to a compact, preclustered feature space via a learned rotation matrix. Finally, for all the split nodes trained for a random forest, their thresholds are directly set to the inherent zero-center orthogonal hyperplanes in the rotated feature space to meet the maximum-purity criterion. Experimental results show that JMPF can achieve more accurate clustering performance, and applying JMPF to image SR can achieve superior quality, compared with state-of-the-art methods.
Having introduced the main idea of our proposed algorithm, the rest of this paper is organized as follows: in Sec. 2, we will describe our proposed JMPF scheme, and present in detail how the rotation matrix is obtained via clustering data into the feature-space vertices. Section 3 will evaluate our proposed method and compare its performance with recent state-of-the-art random-forest-based approaches on regression and classification tasks. In Sec. 4, we will validate the performance of JMPF scheme on single-image SR. Conclusions are given in Sec. 5.
Joint Maximum Purity Forest Scheme

Random Forest and Our Insights
In mathematical equation, a random forest is an ensemble of T binary decision trees T t ðxÞ∶X → R d , where tð¼ 1; 2; : : : ; TÞ is the index of the trees, X ∈ R m is the data in the m-dimensional feature space, and
represents the space of class probability distributions over the label space Y ¼ f1; : : : ; dg. The training samples are assumed to have a zero mean. Figure 1 (a) shows that it is, in general, difficult to find axis-aligned hyperplanes to separate the samples. In Fig. 1(b) , the samples are rotated appropriately, so that samples from different classes are clustered into different vertices in a rotated space. Then, the vertical dotted line, X 1 ¼ 0, forms the optimal hyperplane for the first split node, whereas the horizontal dotted line, X 2 ¼ 0, is the optimal hyperplane for the second split node to cluster all the feature data assigned to this node. This results in separating the three sets of samples (red, green, and blue) into three separate leaf nodes. It can be seen from Fig. 1(b) that, for each split node, the optimal hyperplane with more generalization capability is the one that can achieve maximum purity in clustering samples into two groups. For example, the vertical dotted line is the first optimal hyperplane because it clusters all the red training samples into the right child node, whereas all the blue and green samples are clustered into the left child node, where the left margin G l and the right margin G r are equal.
The training of a whole random forest is to train all of its decision trees, by choosing the candidate features and thresholds for each of the split nodes, where the feature candidates and thresholds are determined using a random bagging strategy. In the prediction stage, each decision tree returns a class probability p t ðyjxÞ for a given query sample x ∈ R m , and the final class label y is then obtained via averaging over all the decision trees, as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 1 4 5
The splitting function for a split node is denoted as sðv; ΘÞ, where v is a sample and Θ is typically parameterized by two values: (i) a feature candidate Θ i f1; : : : ; mg, and Fig. 1 (a) Three classes of samples in a feature space, which are hard to be clustered with orthogonal hyperplanes; and (b) the samples are rotated, and a decision tree of a random forest is used to cluster the data in the new, rotated feature space. (ii) a threshold Θ t ∈ R. The splitting function is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 7 3 0 sðv; ΘÞ ¼ 0; if vðΘ i Þ < Θ t ; 1; otherwise; (2) where the outcome defines to which child node the sample v is routed, and 0 and 1 are the two labels for the left and right child nodes, respectively. Each node chooses the best splitting function Θ Ã out of a randomly sampled set fΘ t g by minimizing the following equation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 6 3 1 I ¼ jLj jLj þ jRj HðLÞ þ jRj jLj þ jRj HðRÞ;
where L and R are the sets of samples that are routed to the left and the right child nodes, respectively, and jSj represents the number of samples in the set S. The most important part in Eq. (3) is HðSÞ, which is a criterion to describe the data information in the sample set S. Mathematically, HðSÞ is the local score for a set of samples (S is either L or R), which is normally calculated using entropy as in Eq. (4), but it can be replaced by variance 9, 6, 7 or the Gini index 2 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 4 9 8 HðSÞ ¼ −
where K is the number of classes in S, and pðkjSÞ is the probability for class k, given the set S. For the regression problem, the differential entropy E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 4 1 5 HðqÞ ¼ Z y qðyjxÞ log½qðyjxÞd y ;
over continuous outputs can be employed, where qðyjxÞ denotes the conditional probability of a target variable given the input sample. Assuming qð:; :Þ to be a Gaussian distribution and having only a finite set S of samples, the differential entropy can be written in closed form as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 3 1 5 H Gauss ðSÞ ¼
where detðΣ S Þ is the determinant of the estimated covariance matrix of the target variables in S. For training each decision tree in a random forest, the goal on each split node is to maximize the information gain (IG) by reducing the entropy after splitting. IG is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 2 1 8 IG ¼ entropyðparentÞ − ½average entropyðchildrenÞ:
As each decision tree is a binary tree and each step is to split a current node (a parent set S) into two child nodes (the L and R sets), IG can be described as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 1 5 4 arg max 
where H is the optimal hyperplane of the split node, and Eq. (8) is the criterion function of each split node when training a decision tree. As we can see from Fig. 1(b) , all the optimal hyperplanes for the split nodes are achieved independently and locally.
As each optimal hyperplane is obtained from a subset of feature candidates with the randomly bagging strategy, there is no guarantee of obtaining a global optimum with respect to all the hyperplanes in all the split nodes. An intuitive thinking, which was inspired by the data distribution in Fig. 1(b) , is to achieve a global optimum by jointly considering all the hyperplanes of all the split nodes, as described by the following equation, which can be solved through a greedy approach E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 6 3 1 max b
where K is the total number of split nodes that a training sample has routed through a decision tree. As there is no mathematical solution to the problem described in Eq. (9), an alternative way (i.e., an approximate method) to numerically solving [Eq. (9)] is to jointly maximize the purity of the clustered data groups at each of the split nodes. This also means that all the data are clustered into the vertices of the feature space, as shown in Fig. 2 .
Joint Maximum Purity Forest Scheme
By studying the mechanism of a random forest, we can see that the random-forest approach has some critical properties as do other powerful classifiers, such as SVM 11, 13 and AdaBoost (short for "Adaptive Boosting"). 16 Both SVM and AdaBoost work as to approximate the Bayes decision rule-known to be the optimal classifiers-by minimizing a margin-based global loss function. Each threshold in a decision tree of a random-forest works as a hyperplane, and each single decision tree, similar to AdaBoost, acts as a weak classifier and attempts to minimize its global loss greedily and recursively, 16, 17 working through from the root node down to leaf nodes in a binary tree.
As shown in Fig. 2 , a number of split nodes, which have their hyperplanes orthogonal to each other, are required to separate the samples into different nodes. However, if we can transform the samples, whose mean is zero, to the respective corners of the feature space, i.e., f−1;1g m for m-dimensional features, the feature data can be easily and accurately separated by the orthogonal (either vertical or horizontal) hyperplanes, which contain the space center f0g m , as shown in Fig. 1(b) . The insight behind this is that the data are clustered into the feature-space vertices (the corners in a 2-D feature space means that the data points belong to f−1;1g 2 as the data have been normalized in the range of ½−1; 1).
To tackle the original feature data X, which is not ideally clustered in the vertices of the feature space or close to them, as shown in Fig. 1(a) , an intuitive idea is to rotate the feature space (this is equivalent to rotating the hyperplanes). This transformation clusters the feature data compactly into the feature-space vertices f−1;1g m , with a total of 2 m vertices. Therefore, a possible solution to the problem described in Eq. (10) is to rotate the data features by a rotation matrix R m×m , as shown in Fig. 2 , through which the original feature space X is transformed into a more compact clustered feature space, where all the feature data are clustered close to their inclined feature-space vertex B. This solution can be mathematically defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 7 3 0 min kB − XRk 2 F s:t: B ∈ f−1;1g n×m ; R T R ¼ I; (10) where k · k F is the Frobenius norm, X ∈ R n×m contains n samples, each of which is a m-dimensional feature vector arranged in a row, and is zero-centered, i.e., all the feature vectors are demeaned by subtracting the mean vector from each feature vector.
This idea of clustering data into the feature-space vertices can also be found in locality-sensitive hashing (LSH) 18 and the image representation in Ref. 19 . In Ref. 18 , a simple and efficient alternating minimization scheme was proposed to find a rotation matrix for zero-centered feature data, which minimizes the quantization errors by mapping the feature data to the vertices of a zero-centered binary hypercube. The method is termed as iterative quantization (ITQ), which can work on multiclass spectral clustering and the orthogonal Procrustes problem. Yu et al. 20 proposed using a circulant matrix to speed up the computation because the circulant structure enables the use of fast Fourier transformation (FFT). As the computation of the rotation matrix in the training and testing stages is ignorable, we choose a similar scheme to ITQ 18 to determine the rotation matrix R, (we throw away the final quantization matrix B described in Eq. (10), which is used for hashing in Ref. 18 .) through which the original feature space X can be transformed into a compact clustered feature space:X ¼ XR, where the data are clustered into the respective vertices in the feature space. After this transformation, a random forest with globally joint maximum purity, with the clustered data, can be trained through all the hyperplanes in the split nodes of each decision tree. Based on this idea, our proposed scheme is called joint maximum purity forest (JMPF). This idea is similar to the "kernel trick" in SVM. 11, 13 When data are not linearly separable, the "kernel trick" can help it to be linearly separable in the new, higher dimensional feature space.
The rotation forest 3 aims at building accurate and diverse classifiers, for tackling the famous accuracy-diversity dilemma. The rotation forest 3 and the JMPF scheme share a similar idea, such that the original features are transformed into a feature space via a learned "rotation" matrix, and the performance of random forest can be improved in the feature space. However, this random-forest scheme is different from our proposed one because the method to construct the respective "rotation" matrices is different, as well as where they are applied. The rotation forest 3 works with feature extraction as a preprocessing step, which consists of splitting the feature set into subsets, applying PCA separately to each subset, and finally reassembling an extracted feature set while keeping all the components via a constructed "rotation" matrix. In summary, the main idea of the rotation forest algorithm is to strengthen the individual accuracy and diversity of every weak classifier simultaneously in the ensemble of trees.
Learning the Rotation Matrix via Clustering Data
into Feature-Space Vertices Assuming that x ∈ R m is one point in the m-dimensional feature space X (zero-centered data), the respective vertices in the zero-centered binary hypercube space can be denoted as sgnðxÞ ∈ f−1;1g m , and there is a total of 2 m vertices in the m-dimensional feature space. It is easy to see from Fig. 2 that sgnðxÞ is a vertex in the feature space, such that it is the closest to x in terms of Euclidean distance. We denote a binary code matrix B ∈ f−1;1g n×m , whose rows b ¼ sgnðxÞ ∈ B. For a matrix or a vector, sgnð:Þ applies the sign operation to it elementwise.
Our objective is to minimize the error between the feature X and the feature-space vertices B, i.e., min kB − Xk 2 . As we can see in Fig. 2 , when the feature space is rotated, the feature points will be more concentrated around their nearest vertices, which means that the quantization error will become smaller. Therefore, the minimization problem of min kB − Xk 2 is equivalent to minimizing the error of the zero-centered data with respect to the Frobenius norm, as in the following equation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 5 7 6 QðB; RÞ ¼ kB − XRk 2 F ; s:t: B ∈ f−1;1g n×m ;
Therefore, the task of this minimization problem is to determine an optimal rotation matrix R to satisfy Eq. (11) . As there are two variables in Eq. (11), the expectationmaximization (E-M) algorithm is applied to cluster data into the feature-space vertices, such that a local minimum of the binary code matrix B and the rotation matrix R are computed simultaneously.
The idea of rotating feature data to minimize the error between the transformed data and the feature-space vertex B can also be found in Ref. 19 , which showed that the rotation matrix R can be initialized randomly, and then iterated to converge to the required rotation matrix. Two iteration steps will be performed. In every iteration, each feature vector in the feature space is first quantized to the nearest vertex of the binary hypercube, i.e., to a vertex in B, and then the rotation matrix R is updated to minimize the quantization error with B fixed. These two alternating steps are described in detail below 1. Fix R and update B E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 3 0 8 QðB;
Because the zero-centered data matrix X is fixed, minimizing Eq. (12) is equivalent to maximizing the following equation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 3 2 6 ; 2 0 0
whereX ij is an element ofX ¼ XR. To maximize Eq. (13) with respect to B, B ij ¼ 1 wheneverX ij ≥ 0 and B ij ¼ −1 otherwise, i.e., B ¼ sgnðXRÞ ∈ f−1;1g m .
Fix B and update R
The problem of fixing B to obtain a rotation matrix based on the objective function Eq. (11) orthogonal Procrustes problem, 21, 22, 23 in which a rotation matrix is determined to align one point set with another.
In our algorithm, these two point sets are the zerocentered dataset X and the quantized matrix B, respectively Therefore, a closed-form solution for R is available, by applying SVD on the m × m matrix XB T to obtain UΩV T (Ω is a diagonal matrix), then set R ¼ UV T to update R.
Proof of the Orthogonal Procrustes Problem
For completeness, we prove the orthogonal Procrustes problem, whose solution can be found in Refs. 21, 22, and 23. The orthogonal Procrustes problem is a matrix approximation problem. In its classic form, given two matrices B and X, a rotation matrix R, subject to R T R ¼ I and the mapping XR being closest to B, can be determined as follows:
Problem definition:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 5 6 6 min
Proof:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 5 2 0
Thus, min R kB − RXk 2 F is equivalent to maximizing E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 4 2 5
The last inequality holds because Z is also an orthonormal matrix, and
The objective function can be maximized if Z ¼ I, i.e., E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 . 4 ; 6 3 ; 2 7 1 R ¼ UV T 3 Joint Maximum Purity Forest for Regression and Classification The proposed JMPF can be applied to classification and regression tasks. In this section, we will first present the overall JMPF algorithm, and then compare it with the original random forest, as well as some state-of-the-art random-forest variants.
Workflow of Joint Maximum Purity Forest
Most random-forest-based models 9, 6, 24, 25 share a similar workflow, as shown in Fig. 3 , in which the main task on training a decision tree is to decide the thresholds for the split nodes and learn the regressors or classifiers in the leaf nodes. Rigid regression or linear regression is often employed in the leaf nodes for the prediction task because rigid regression has a closed-form solution, whereas linear regression is an efficient optimization tool, and the LibLinear package 26 can be used to fine-tune its configurations. Compared with conventional random forests, our JMPF scheme has one additional step, as shown in the left side of Fig. 3 , the rotation matrix. The JMPF scheme transforms the original feature space by rotating it into a more compact, preclustered feature space, using a rotation matrix learned through clustering the feature vectors iteratively into the vertices of a feature space. The whole workflow of our proposed algorithm, the JMPF scheme, is shown in Fig. 3 .
Inherent Zero-Center Hyperplanes as
Thresholds for Split Nodes In training a random forest, the two main operations for training each split node are to choose the feature candidate(s), and to determine the threshold, in which a random bagging strategy is employed to make sure each of the trees is different from each other so as to avoid overfitting. In the rotated compact preclustered feature space, the inherent zero-center hyperplanes are inherently the optimal thresholds (to meet the max-purity criterion on two clustered data groups). Therefore, these inherent zero-center hyperplanes can directly be set as the thresholds to achieve optimal classification performance on training a random forest. Compared with conventional random forests, our proposed JMPF only needs to choose the feature candidate(s) to split data at split nodes. These inherent zero-center hyperplanes can speed up the training process for a random forest. 3.3 Experimental Results on JMPF Regression and Classification To evaluate the performances of the proposed JMPF, we test it with 15 standard machine-learning tasks, 7 for classification, and 8 for regression, respectively. The datasets used in the experiments are summarized in Table 1 . We use standard performance evaluation metrics: error rate for classification and root mean squared error (RMSE) for regression, unless otherwise specified.
We first evaluate the proposed approach on two real applications, one for classification (Table 2 ) and another one for regression (Table 3) . Our proposed JMPF is compared with the original random forest (denoted as RF), and the alternating decision forest (ADF) 24 and the rotation forest proposed in Ref. 3 for the classification task, and the alternating regression forest (ARF) 25 for the regression task. The rotation forest in Ref.
3 is restricted to classification because the data are required to be labeled for its training. Furthermore, we compare JMPF with JMPF + ADF/ARF to demonstrate that our algorithm can be integrated with other methods. We follow the experimental settings in Refs. 24 and 25. We set the maximum tree depth at 15, and the minimum number of samples in a split node is set at 5. The experiments were repeated five times, and the average error and standard deviation were both measured. The results are shown in Tables 2 and 3, for the classification and regression tasks, respectively. In terms of accuracy, our proposed JMPF significantly outperforms the standard random forest on all the classification and regression tasks. Compared with RF, JMPF achieves an average improvement of 23.57% on the classification tasks, and an average improvement of 23.13% on the regression tasks. Compared with the rotation forest in Ref. 3 , our algorithm can achieve relatively better performance. For the seven given cases, JMPF performs better in three cases, and only two cases for the rotation forest in Ref. 3 .
Our method also consistently outperforms the state-of-theart variants: ADF/ARF. Moreover, the performance of our JMPF algorithm can be further improved by integrating with ADF and ARF, denoted as JMPF + ADF/ARF. As shown in Tables 2 and 3 , compared with RF, JMPF + ADF achieves an average 27.86% improvement on the classification tasks, whereas JMPF + ARF achieves an average 26.88% improvement on the regression tasks compared to the standard random forest. These results on diverse tasks clearly demonstrate the effectiveness of our proposed approach.
Discussions on Experimental Results
The computational complexity of JMPF is similar to that of the standard random forest. As shown in the workflow of JMPF in Fig. 3 , only one additional step, which rotates the feature space, is required when compared with the standard random forest. For a small dataset (e.g., feature dimension <500 and data size <10; 000), the computation required to compute the rotation matrix for clustering data into the feature-space vertices is acceptable in the training stage (around 10 s for MATLAB), and negligible in the testing stage. When the dimension becomes larger, PCA can be employed for dimensionality reduction. If the size of the dataset increases, such that using PCA still involves heavy computation, bagging can be used to achieve comparable accuracy and the overall extra computation will be insignificant.
To study the stability of JMPF, we choose the letterorig dataset for classification and the kin8nm dataset for regression, and the respective results are shown in Figs. 4(a) and 4(b), respectively. In the experiments, the number of trees, i.e., the number of weak classifiers in the random forest, varies from 10 to 200, and we have three observations. First, as shown in Fig. 4 , when the number of trees increases, the performance of all the algorithms improves. For classification, as shown in Fig. 4(a) , when the number of trees is >100, the errors are converged to become steady. On the contrary, for the regression task as shown in Fig. 4(b) , the errors are almost stable when the number of trees is >20 to 30. Second, the results show that JMPF consistently outperforms ADF and RF, irrespective of the number of trees used. Finally, Fig. 4 clearly shows that JMPF can integrate with ADF or ARF to further improve its performance. has been hot in research in the field of image processing for decades. SR is a well-known, illposed problem, which needs technical skills and knowledge from mathematics and machine learning. Prior methods on SR are mainly based on edge preserving techniques, such as new edge-directed interpolation, 29 soft-decision adaptive interpolation, 30 directional filtering and data-fusion, 31 and modified edge-directed interpolation. 32 The neighbor-embedding (NE) methods 33, 34 set the milestone on the patch-learning-based SR approach. In this approach, each LR patch is approximated as a linear combination of its nearest LR neighbors in a collected dataset, while its HR counterpart can be reconstructed using the corresponding HR neighbors with the same coefficients, based on the nonlinear manifold learning. Although the NE method is simple and practical, it requires a huge dataset (millions of patches) to achieve good reconstruction quality and it is computationally intensive because the k-nearest neighbor (k-NN) algorithm 9,10 is used in searching neighboring patches in a huge dataset. Instead of using the patches extracted directly from natural images, Yang et al. 35 employed sparse coding 36, 35 to represent image patches of large size efficiently, which opens the era for sparse coding in the image inverse problems.
The sparse-coding super-resolution (ScSR) approach is a framework in which the HR counterpart of an LR patch can be reconstructed using two learned dictionaries, with the sparse constraint on the coefficients via the following equation: Table 2 Comparison of classification performances on seven datasets, which can be found at UCI machine-learning repository. 27 RF, standard random forest; ADF, alternating decision forest; 24 JMPF: proposed algorithm, JMPF + ADF: our proposed algorithm embedded into ADF, and RotationF: the rotation forest algorithm. 3 #H is the number of randomly chosen hyperplane(s) on training a split node in random forest. λ is the error scale. The percentages in brackets for JMPF and JMPF + ADF are the reduction rates in RMSE compared with the RF algorithm. (4) Li, Lam, and Li: Joint maximum purity forest with application to image super-resolution E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 6 3 ; 2 4 6 y ≈ D l ; x ≈ D h α; α ∈ R k with kαk 0 ≪ k;
where k is the number of coefficients. The compact LR and HR dictionaries can be jointly learned with a sparsity constraint, using the following sparse representation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 6 3 ; 1 9 0 D h ; D l ¼ arg min
where y and x are the LR patch and the corresponding HR patch, and D l and D h are the LR and HR dictionaries learned from the LR and the corresponding HR patch samples, respectively. The value of n in kαk n is the sparsity factor of the coefficients α. kαk 0 is l 0 -norm, which is the number of nonzero coefficients in α. For each LR patch y of an input LR image Y, the problem of finding the sparse coefficients α can be formulated as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 3 2 6 ; 2 2 4 min kαk 0 s:t:
or E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 3 2 6 ; 1 8 1 min kαk 0 s:t:
where F is a linear or nonlinear feature-extraction operator on the LR patches, which makes the LR patches more discriminative from each other. Typically, F can be chosen as a highpass filter, and a simple high-pass filter can be obtained, by subtracting the input from the output of a low-pass filter, as in the early work in Ref. 37 . In Refs. 14, 38, 15, and 35, first-and second-order gradient operators are employed on up-sampled versions of LR images, then four patches are extracted from Fig. 4 Performance with different numbers of trees for (a) classification and (b) regression (dataset for classification is letterorig and dataset for regression is kin8nm, error scale: 10 −2 , the number of hyperplanes #H randomly selected in each split node is 3).
Journal of Electronic Imaging 043005-8 Jul∕Aug 2018 • Vol. 27 (4) these gradient maps at each location, and they are concatenated to become feature vectors. The four 1-D filters used to extract the derivatives are as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 1 ; 6 3 ; 7 1 9
The ideal regularization term for the sparse constraint on the coefficients α is the l 0 -norm (nonconvex), but, based on greedy matching, it still leads to an NP-hard problem. Alternatively, Yang et al. 35 relaxed it to l 1 -norm, as shown in the following equation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 2 ; 6 3 ; 6 2 0 min kαk 1 s:t:
The Lagrange multiplier provides an equivalent formulation as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 3 ; 6 3 ; 5 6 6 min α kFD l α − Fyk 2 2 þ λkαk 1 ;
where the parameter λ balances the sparsity of the solution and the fidelity of the approximation to y. However, the effectiveness of sparsity was challenged in Refs. 15 and 39, as to whether real sparsity can help image classification and restoration, or locality property can achieve the same effect. Timofte et al. 14 proposed an anchored neighborhood regression (ANR) framework, which relaxes the sparse decomposition optimization (l 1 -norm) of Refs. 38 and 35 to a ridge regression (l 2 -norm) problem. Therefore, an important step in the ANR model is the relaxation of the l 1 -norm in Eq. (23) to the l 2 -norm least-squares minimization constraint, as follows: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 4 ; 6 3 ; 4 0 2 min α kFD l α − Fyk 2 2 þ λkαk 2 :
This l 2 -norm constraint problem can be solved with a closed-form solution from the ridge regression 40 theory. Based on the Tikhonov regularization/ridge-regression theory, the closed-form solution of the coefficients is given as follows: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 6 3 ; 3 1 5 α ¼ ðD
We assume that the HR patches share the same coefficient α as their corresponding LR patches, i.e., x ¼ D h α. From Eq. (25), we have E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 6 ; 6 3 ;
Therefore, the HR patches can be reconstructed by: x ¼ P G Fy, where P G can be considered a projection matrix, which can be calculated offline, as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 7 ; 6 3 ; 1 8 5 
Ridge regression allows the coefficients α to be calculated, by multiplying the projection matrix P G with the extracted feature Fy, as described in Eqs. (26) and (27) . More importantly, the projection matrix P G can be precomputed, and this offline learning enables significant speed-up at the prediction stage.
Timofte et al. 15 further extended the ANR approach to the A+ approach, which learns regressors from all the training samples, rather than from a small quantity of neighbors of the anchor atoms as ANR does. Later, there are numerous variants and extended approaches, based on ANR and A+. 39, 41, 42, 43, 44, 45, 46, 47, 48 By investigating the ANR model, Li and Lam 39 found that the weights of the supporting atoms can be of different values to represent their similarities to the anchor atom. Based on this idea, the normal collaborative representation (CR) model in ANR is generalized to a weighted model, named as weighted collaborative representation (WCR) model, as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 8 ; 3 2 6 ; 6 4 2
where λ WCR is a diagonal matrix. The weights on the diagonal atoms are proportional to their similarities to the anchor atom. Similarly, the closed-form solution for the coefficients can be calculated offline, as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 9 ; 3 2 6 ; 5 6 2
and the projection matrix is given as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 0 ; 3 2 6 ; 5 1 9
The WCR model can further improve the ANR or A+ model in terms of image quality, but it is still time consuming to find the most similar anchor atoms in a dictionary, and this will always hinder it in real-time applications.
Schulter et al. 9 adopted the random forest as a classifier, and the regressors are learned from the patches in the leaf nodes. With the same number of regressors, these randomforest-based methods 9, 10, 49, 50 can perform on a par with the A+ method in terms of accuracy. However, they achieve a significant improvement in speed because the sublinear search in random forests can remarkably reduce the regressors' search complexity.
Recently, deep learning has become another research hotspot, which has been successfully applied to image SR [51] [52] [53] [54] and achieved promising performance, particularly in terms of image quality. In Refs. 51 and 52, a convolutional neuralnetwork-based image super-resolution was proposed, in which an end-to-end mapping between LR and HR images is learned through a deep convolutional neural network. Reference 53 presented an SR approach with very deep networks at extremely high learning rates. The deep network's convergence rate is sped up by means of residual learning. Meanwhile, Ref. 54 presented a generative adversarial network (GAN)-based deep residual network model for image SR (SRGAN), in which content loss and adversarial loss are combined as an image perceptual loss function. The proposed deep residual network in Ref. 54 can super-resolve photo-realistic textures from four-times down sampled images, and an extensive mean-opinion-score criterion was proposed to test the perceptual quality gain using SRGAN. Although deep-learning-based approaches can achieve superior performance compared with other SR methods, their heavy computation is always a big obstacle to their extensive applications with real-time requirements, where the graphics processing unit may not be available, such as smart mobile phones.
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JMPF-Based Image Super-Resolution
The recent emerging stream 15, 55 on single-image SR is to formulate the problem as a clustering-regression problem, which can be solved with machine-learning tools. These approaches are learning-based methods, which attempt to reconstruct an HR image from patches with the help of an external database. These methods first decompose an image into patches, then partition them into clusters. Regressors are then trained for each of the clusters, which generate mappings from an input LR patch's feature to its corresponding HR patch (see Fig. 5 ). In the testing stage, an LR query image follows the same procedures to cut into patches and to extract features, which are then assigned to the corresponding clusters using the k-NN algorithm 9, 10 or random forest. 14, 15, 19 The respective HR patches are constructed through regressors learned for the clusters (see Fig. 6 ). This kind of clustering-regression algorithms, based on random forest, 14, 15, 19 has achieved state-of-the-art performance in single image SR, both in terms of accuracy and efficiency because of the use of ensemble learning and Fig. 6 An overview of the testing process of the JMPF-based method for image SR. sublinear search. As JMPF achieves promising results on both classification and regression tasks, it can be employed for image SR for better performances. An overview of the training and testing processes of the proposed JMPF-based image SR method is shown in Figs. 5 and 6, respectively. In our method, the first-and secondorder gradients are extracted as features from each patch, followed by PCA for dimensionality reduction. These features are then rotated into a more compact, preclustered feature space. Finally, all the thresholds are directly set to the inherent zero-center hyperplanes when training the random forest, and similar to other algorithms, the regressors at the leaf nodes are computed using the rigid regression algorithms. This approach is named as JMPF-based image SR method.
Working Processes of JMPF-Based Image
Super-Resolution JMPF has shown its better performance for clustering and classification than other random forest methods. As image SR can be considered as a clustering/classification problem, using JMPF is likely to result in better performance. The image SR training and testing processes of our proposed JMPF-based method are described in Algorithms 1 and 2, respectively.
Experimental Results on JMPF-Based Image
Super-Resolution In this section, we evaluate our image SR algorithm on some standard image SR datasets, including Set 5, Set14, and B100, 56 and compare it with a number of classical or state-of-the-art methods. These include conventional bicubic interpolation, sparse representation SR (Zeyde), 38 ANR, 14 A+, 15 standard random forest (RF), 9 and ARFs. 9 We set the same parameters for all the random-forest-based algorithms: the number of trees in the random forest is 10, and the maximum depth of each tree is 15.
Experimental results are shown in Tables 4 and 5 , where JMPF is our proposed JMPF-based image SR method, and JMPF − is a trimmed version, such that the thresholds for the split nodes are not the inherent zero-center hyperplanes but set by the standard random-forest bagging strategy. We use the same training images (91 images) for all the algorithms as previous works 14, 38, 15, 9 do. However, for JMPF þ , 100 more images from the General-100 dataset 42 are used, so as to check whether more training samples can further improve our proposed algorithm. Table 4 tabulates the performances, in terms of the average peak signal-to-noise ratio (PSNR) scores, of our proposed algorithm and other image SR methods, on the three datasets with different magnification factors. For the Set5 and Set14 datasets, with different magnification factors, our proposed JMPF-based algorithm can achieve a comparable performance to other recent state-of-the-art methods, such as A+ and ARF. As those random-forest-based algorithms may not be stable on small datasets, when evaluation works on extensive datasets, such as B100, our proposed algorithm JMPF can stably outperform A+ and ARF for all magnification factors (×2, ×3, and ×4). Moreover, the objective quality metrics on PSNR also show that the JMPF algorithm can achieve a better performance when more samples are used for training, as shown from JMPF þ in Table 4 . Table 5 shows more details of the performances in datasets Set5.
To compare the visual quality of our proposed JMPFbased SR algorithm to other methods, Fig. 7 shows the reconstructed HR images using different methods. Some regions in the reconstructed images are also enlarged, so as to show the details in the images. In general, our proposed method can produce better quality images, particularly in areas with rich texture, which verifies the feature discrimination of the proposed JMPF scheme. 
Conclusions
In this paper, we have proposed a random-forest scheme, namely the JMPF scheme, which rotates the feature space into a compact, clustered feature space, by jointly maximizing the purity of all the feature-space vertices.
In the preclustered feature space, orthogonal hyperplanes can work effectively in the split nodes of a decision tree, which can improve the performance of the trained random forest. Compared with the standard random forests and the recent state-of-the-art variants, such as ADFs and ARFs, our proposed random-forest method inherits the merits of random forests (fast training and testing, multiclass capability, etc.), and yields promising results on both classification and regression tasks. Experiments have shown that our method achieves an average improvement of about 20% for classification and regression on publicly benchmarked datasets. Furthermore, our proposed scheme can integrate with other methods, such as ADF and ARF, to further improve the performance. The source code of our algorithm is available to download at: https://github.com/ HarleyHK/JMPF.
We have also applied JMPF to single-image SR specifically. We tackle image SR as a clustering-regression problem, and focus on the clustering stage, which happens at the split nodes of each decision tree. By employing the JMPF strategy, we rotate the feature space into a preclustered feature space, which can cluster samples into different subspaces more compactly in an unsupervised problem. The compact preclustered feature space can provide the optimal thresholds for the split nodes in decision trees, which are the zero-centered orthogonal hyperplanes.
Our experimental results on intensive image benchmark datasets, such as B100, show that the proposed JMPFbased image SR approach can consistently outperform recent state-of-the-art algorithms, in terms of PSNR and visual quality. 
