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Summary 
Neuronal activity, both intrinsically generated and sensory-evoked, is known to play an 
important role in the development of the brain. Sensory experiences continue to exert a strong 
influence on the functional connectivity of neuronal circuits, especially in the cerebral cortex, 
allowing for learning and adaptation to an ever changing environment. The visual system 
provides a convenient and well established model to study both development and experience-
dependent plasticity of neuronal circuits. The aim of this thesis is to employ the mouse visual 
system to explore how neuronal activity influences the formation of brain circuits and 
mediates their experience-dependent modification later in life. 
In the first part of this thesis (Chapter 2), I examined the role of retinal activity in the 
formation of topographic maps in a target region of retinal ganglion cells. It is generally 
assumed that in order to obtain such highly precise and ordered maps during development, 
spontaneous patterns of neuronal activity are crucial for the refinement of connections. 
Applying intrinsic signal imaging to mouse superior colliculus (SC), I confirmed this 
assumption by showing that functional connectivity is less precise in transgenic mice with 
disrupted patterns of retinal ganglion cell activity. In comparison to normal mice, visual 
stimuli activated larger, less defined regions in the SC in mice lacking early retinal waves. 
Surprisingly, I also found that the overall topographic organization was affected by the lack of 
correlated spiking in the retina. Although the rough retinotopic organization was maintained, 
the map showed substantial distortion, indicating that patterned retinal activity before eye-
opening plays a more important role in topographic map formation than previously thought. 
Later in development, sensory-evoked activity is equally influential in shaping functional 
connectivity, since altered sensory input induces strong changes in cortical circuitry. Closure 
of one eye for a few days (monocular deprivation, MD), for instance, substantially changes 
cortical responsiveness to the two eyes, shifting ocular dominance (OD) towards the non-
deprived eye. This paradigm therefore provides a powerful model system for experience-
dependent plasticity. In Chapter 3, I used intrinsic signal imaging to assess the magnitude of 
cortical responses evoked by stimulation of the two eyes in order to explore OD plasticity in 
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mouse visual cortex. I confirmed recent, debated findings in demonstrating strong MD-
induced plasticity in adult animals, which was mediated by partly different mechanisms than in 
juvenile mice. I also found that restoring binocular vision after MD led to full recovery of eye-
specific responses at all ages. Interestingly, the prior experience of altered sensory input 
seemed to be somehow preserved in cortical circuits, such that subsequent cortical adaptation 
to the same experience was improved. A second MD resulted in much faster and more 
persistent OD shifts. This enhancement of plasticity was highly specific, as it was only 
observed for repeated deprivation of the same eye, indicating that a lasting trace was 
established in cortical connections by the initial experience. 
In Chapter 4, I explored OD plasticity in greater detail by monitoring network activity at the 
level of individual neurons with in vivo two-photon imaging of calcium signals. Monitoring 
calcium transients associated with neuronal activity in up to hundred cells simultaneously, 
enabled me to examine MD-induced changes in the functional properties of each neuron 
independently. I found that, in general, deprived eye responses were weakened and non-
deprived eye responses strengthened after MD in juvenile mice, as was expected from 
previous population response measurements. Neurons still dominated by deprived-eye inputs, 
however, did not lose their responsiveness, but rather exhibited enhanced responses following 
MD. This strongly suggests that homeostatic plasticity acted on these cells during deprivation 
and caused an up-scaling of their responsiveness, while neurons also receiving substantial 
input from the non-deprived eye shifted their responsiveness towards that eye. Both 
competitive and homeostatic processes therefore seem to operate during OD plasticity, 
depending on the distribution of functional inputs in individual cells.  
In conclusion, the work presented in this thesis provides further insight into the role of 
activity-dependent mechanisms in determining and shaping functional connectivity in the 
brain. 
 Abbreviations 
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Abbreviations 
BDNF  brain-derived neurotrophic factor 
CamKII Ca2+/Calmodulin-dependent kinase II 
cAMP  cyclic adenosine-5’-monophosphate 
CREB  Ca2+/cAMP-responsive element binding protein 
dLGN  dorsal lateral geniculate nucleus 
Erk  extracellular-signal regulated kinase 
GABA  gamma-aminobutyric acid 
GAD  glutamic acid decarboxylase 
LGN  lateral geniculate nucleus 
LTP  long-term potentiation 
LTD  long-term depression 
MD  monocular deprivation 
MF  magnification factor 
mGluR2 metabotropic glutamate receptor type 2 
nAChR nicotinic acetylcholine receptor 
NMDA N-methyl-D-aspartate 
PKA  cAMP-dependent protein kinase 
OD  ocular dominance 
OSI  orientation selectivity index 
RGC  retinal ganglion cell 
SC  superior colliculus 
STDP  spike-timing dependent plasticity 
tPA  tissue plasminogen activator 
TTX  tetrodotoxin 
V1  primary visual cortex 
VEP  visually evoked potential 
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1. Introduction 
One of the most important tasks our brain has to master is the processing and interpretation 
of sensory information, and the subsequent execution of adequate behaviours. A highly 
complex network of several brain regions, their neuronal circuits and interconnections 
provides the substrate for these processes. How the trillion of functionally meaningful 
connections in the brain are formed during development and how they are shaped and 
modified later by learning and experience is one of the most exciting questions in 
neuroscience research. 
Early brain development is mostly achieved through genetically predefined processes, 
governed by the differential expression of molecules in space and time. These molecules serve 
to guide migrating cells, steer outgrowing axons, or specify topographic maps. In general, 
however, a hardwired system emerging only from such intrinsic cues would probably be 
sufficient for simple organisms that merely rely on reflexes and predefined chains of actions 
and reactions. But in order to accomplish more complex behaviours and flexible reactions to 
environmental challenges, external cues and experiences should take their part in setting up 
and shaping a precisely connected nervous system. Thus, particularly in higher-order 
organisms, experience and learning play an important role in development and throughout life. 
Despite great effort, the detailed mechanisms that mediate learning and the formation of 
memories are still far from being understood. This is largely due to the fact that learning of 
certain skills or tasks is a very complex process, often involving interactions between several 
brain areas. Therefore, relatively simple and standardized model systems are often used to 
study experience-dependent plasticity and learning.  
Sensory systems are highly amenable for investigating the role of experience in regulating the 
development and plasticity of neuronal circuits in vivo. Compared to brain networks involved 
in higher cognitive functions, sensory pathways are much better understood and easier to 
manipulate. In the 1960s, Nobel Prize winners David Hubel and Torsten Wiesel pioneered 
this research by studying experience-dependent plasticity in the mammalian visual system. 
They found that alterations of the sensory input lead to strong adaptive changes in cortical 
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circuits (Wiesel and Hubel 1963). Over the last decades a large number of studies in many 
different vertebrate species have added to our knowledge about the formation and plasticity of 
neuronal maps and circuits. Recently, however, research has increasingly concentrated on the 
mouse as an experimental animal. With the expanding repertoire of transgenic and knockout 
techniques that became available for the mouse in recent years, this species offers great 
advantages over other mammals for studying the cellular and molecular mechanisms of 
development and plasticity. Since I have used the mouse visual system to address such 
questions in my thesis, I will now present a brief introduction into the visual system of this 
species. 
1.1. The mouse visual system 
Before the establishment of the mouse as the mammalian model organism for genetic 
manipulations, this species was largely neglected by visual neuroscientists. Being a nocturnal 
animal, the mouse predominantly relies on other sensory cues like olfactory and tactile 
information and is often thought to have a simple visual system with rather poor vision. 
Though it is true that the visual acuity of the mouse is considerably lower than that of higher 
mammals (about 0.5 cycles/degree, compared to about 6 cycles/degree in the cat and up to 80 
cycles/degree in certain primate species, Gianfranceschi et al. 1999), mice undoubtedly use, 
and sometimes even preferentially rely on visual information (Etienne et al. 1996). Mice can be 
trained rapidly on visual tasks (Prusky and Douglas 2003); in fact, in all studies using the 
popular Morris water maze (Morris 1984) to study memory function in mice, visual cues are 
used by the animal to find the hidden platform. 
Importantly, the mouse visual system shares most of the principal features with visual systems 
of higher mammals. The main visual pathway consists of projections from the retina to the 
dorsal lateral geniculate nucleus (LGN) in the thalamus, from where the sensory information 
is relayed to the primary visual cortex (Fig. 1.1), and further on to several secondary visual 
areas for higher-order processing. Retinal ganglion cell (RGC) axons also project to other 
target areas, including the superior colliculus (SC) in the midbrain, which receives multiple 
sensory inputs and is involved in orienting in space and the generation of eye- and head 
movements.  
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The different stages of visual processing all contain a continuous representation of visual 
space, a so called retinotopic map. The spatial information of the image is thereby preserved, 
such that adjacent points in the visual field activate neurons at adjacent positions in these 
structures. As in most other mammals, the visual field of the mouse contains a notable 
binocular region which is seen by both eyes (Dräger 1975, Wagor et al. 1980). While the 
majority of RGC axons cross over to the other hemisphere at the optic chiasm, a small 
fraction of RGCs from the temporal retina project to the ipsilateral hemisphere, to allow for 
binocular processing of corresponding visual information from the central visual field in 
higher visual areas, e.g. for depth perception (Fig. 1.1). In the SC and LGN, the inputs from 
both eyes are still completely separated in eye-specific regions (Rossi et al. 2001). The mouse 
primary visual cortex (V1), however, contains a binocular region, where the large majority of 
cells respond to stimulation of either eye, although the contralateral input is mostly dominant. 
Figure 1.1. A schematic of the 
mouse visual system.  
Most retinal ganglion cell axons 
(turquoise) project to the 
contralateral lateral geniculate 
nucleus (LGN). From there visual 
information is passed on to the 
primary visual cortex (V1). A small 
eye-specific region in the LGN and 
subsequently, the lateral third of V1, 
are additionally innervated by 
ipsilateral projections from the 
temporal retina (red). Although 
neurons in the binocular region of 
V1 are dominated by contralateral 
eye input, most neurons respond to 
both eyes. Thalamocortical axons 
from the LGN arborise not only 
within layer 4 (L4) but also in 
superficial layers (L1-3). bV1: 
binocular V1, mV1: monocular V1. 
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The binocular region comprises about one third of V1 (Dräger 1975, Wagor et al. 1980, 
Gordon and Stryker 1996), a surprisingly large portion, considering that only 3-5% of the 
RGC axons project ipsilaterally (Williams et al. 2003). How this discrepancy arises is unclear, 
but it is conceivable that the ipsilateral eye representation in the visual cortex could be 
strengthened by callosal projections, connecting the two hemispheres.  
The visual cortex of higher mammals such as cats or monkeys shows a highly ordered 
organization of many response properties. It is composed of small columnar units extending 
through the six cortical layers, in which neurons share similar stimulus preferences. For 
instance, cortical cells preferentially responding to one or the other eye are grouped together, 
leading to alternating ocular dominance (OD) columns (Hubel and Wiesel 1977, LeVay et al. 
1978). Likewise, neurons preferring similar stimulus orientations or directions are clustered in 
orientation and direction columns (Bonhoeffer and Grinvald 1991, Weliky et al. 1996). In 
contrast, in mice as well as in other rodent species, no pronounced columnar organization has 
been demonstrated so far in the visual cortex (Metin et al. 1988, Schuett et al. 2002, Van 
Hooser et al. 2005). Nonetheless, individual neurons exhibit functional properties similar to 
higher mammals: Most cells prefer edge- or bar-like stimuli rather than circular spots, with a 
significant fraction of neurons being sharply tuned to different stimulus orientations and 
directions. In fact, all major functional classes of neurons described for higher mammals can 
also be found in the mouse (Dräger 1975, Mangini and Pearlman 1980, Metin et al. 1988). 
Receptive field sizes, however, are considerably larger in mouse visual cortex (Metin et al. 
1988, Grubb and Thompson 2003), which partially explains the substantially lower visual 
acuity in this species. 
1.2. Visual system development 
Since the early stages of visual processing in vertebrates are well described both anatomically 
and functionally, they serve as popular model systems to study the development of neural 
networks, especially to address the role of sensory experience versus genetically predefined 
cues in setting up functional circuits. Whereas there is general consent that the early stages of 
development like the generation and specification of cells and brain areas, cell migration and 
directed axon growth are guided by molecular cues, the importance of internal versus external 
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factors for the recognition and specific innervation of the appropriate target neurons is still 
strongly debated. Studies on visual system development have particularly concentrated on two 
processes: The formation of topographic maps with their complex ordered representation of 
sensory space, and the segregation of inputs from the two eyes in eye-specific layers or regions 
in the target area. 
Retinotopic map formation 
Most knowledge about the mechanisms of topographic map formation has been obtained 
from studying the developing retinotectal system. Extensive research of how retinal ganglion 
cells find their appropriate target in the optic tectum (or the superior colliculus in mammals) 
has led to the concept that the basic topographic order is achieved by molecular guidance 
cues, while activity-dependent mechanisms provide subsequent refinement of connections in 
order to obtain a highly precise retinotopic map. Essentially confirming Sperry’s chemoaffinity 
hypothesis (Sperry 1963), it was found that cell surface molecules, expressed in a 
complementary and graded fashion in the retina and its target regions, act as positional labels 
by mediating repulsion or attraction of outgrowing retinal axons (Cheng et al. 1995, Drescher 
et al. 1995). Members of the Eph receptor family and their ephrin ligands seem to play an 
especially important role. The mapping of the anterior-posterior axis in the tectum, for 
instance, is tightly controlled by matched expression gradients of EphA receptors in the retina 
and ephrins in the tectum mediating axon repulsion (Flanagan and Vanderhaeghen 1998, 
McLaughlin et al. 2003a). Equally, axon attraction based on EphB/EphrinB interactions 
seems to guide medio-lateral patterning (Hindges et al. 2002). Eph receptors and ephrins have 
been found to act quite universally, not only mediating intra-areal organization in various 
target regions (Feldheim et al. 1998, Cang et al. 2005a), but also controlling inter-areal 
specificity (Dufour et al. 2003). More recently, additional factors have been demonstrated to 
be required for topographic map formation (Brown et al. 2000, Mui et al. 2002, Schmitt et al. 
2006). 
In birds and mammals, the molecular cues governing map formation do not seem to directly 
guide RGC growth cones, but rather mediate specific interstitial branching (Yates et al. 2001, 
McLaughlin et al. 2003b) in the appropriate termination zone (TZ). RGC growth cones invade 
the target region quite generously and show extensive overshoot. Precise topography develops 
 1.2. Visual system development 
 
                                                                                                                                             11
subsequently by large-scale retraction, stabilisation of appropriate branches and further 
selective arborisation (Fig. 1.2, McLaughlin et al. 2003b, Ruthazer et al. 2003).  
 
If RGC activity is blocked, however, termination zones remain large and the connectivity 
unrefined (Kobayashi et al. 1990, Simon et al. 1992). Thus, map refinement is believed to 
depend on activity-dependent mechanisms. The formation of most retinotopic maps is 
complete long before vision starts to drive neuronal networks, and hence is unlikely to be 
shaped by sensory experience. Earlier in development, however, patterned neuronal activity 
arises intrinsically in different brain regions (McCormick et al. 1995, Yuste et al. 1995), best 
described for the retina, where spontaneous waves of activity cause highly correlated spiking 
of neighbouring RGCs, whereas RGCs from distant retinal regions (or the two eyes) show no 
correlations in their spiking patterns (Galli and Maffei 1988, Meister et al. 1991, Wong et al. 
1995). These retinal waves are perfectly suited to refine retinotopic maps in the retinal target 
At birth Mature 
Figure 1.2. Development of the retinotopic map in the mouse SC. Large-scale remodelling 
takes place during the development of retinocollicular projections. Initially RGC axons invade the 
entire extent of the SC, and overshoot their future target region (left, at birth). RGC axon 
refinement then proceeds by elimination of inappropriate branches and selective branching within 
the final termination zone, leading to the mature retinotopic map (right). 
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regions through Hebbian mechanisms, by strengthening of correlated inputs and weakening of 
uncorrelated inputs. 
Recently, several interrelated studies provided strong evidence supporting this idea. Retinal 
waves are initially mediated by cholinergic transmission from starburst amacrine cells (Feller et 
al. 1996, Wong 1999, Zheng et al. 2006). Mice deficient for the β2 subunit of the nicotinic 
acetylcholine receptor (β2 -/- mice) lack early retinal waves, but show normal levels of 
ganglion cell activity (Bansal et al. 2000, McLaughlin et al. 2003b). This disruption of 
correlated retinal activity patterns leads to much broader, less refined projections of RGC 
axons both in the SC (McLaughlin et al. 2003b) and the LGN (Grubb et al. 2003). 
Consequently, β2 -/- mice also show abnormal functional properties of neurons in both target 
regions (Grubb et al. 2003, Chandrasekaran et al. 2005). These results strongly suggest that 
neuronal activity does not simply play a permissive role in map formation, but that it directly 
instructs map refinement by correlation-based rules. The resumption of correlated RGC 
activity in β2 -/- later on, when retinal waves start to be mediated by glutamate, does not 
essentially improve the phenotype (McLaughlin et al. 2003b, Grubb et al. 2003), indicating that 
the early period of correlated spiking is especially important. Recently, formation of the 
orderly projection from LGN to visual cortex has been suggested to equally depend on retinal 
waves, since geniculocortical mapping is also imprecise in β2 -/- mice (Cang et al. 2005b). 
While the role of correlated spiking for map-refinement is therefore quite well established, it is 
completely unresolved if neuronal activity is also important for the overall retinotopic 
organization. This question will be addressed in the first part of my thesis (Chapter 2). 
Eye-specific segregation in the LGN 
In the LGN as well as in the SC the inputs from both eyes terminate in separate eye-specific 
layers or regions. During development, RGC axons from the eyes are strongly overlapping 
(Linden et al. 1981), and the gradual segregation of left and right eye afferents is a classical 
example for the strong influence of neuronal activity on circuit development. Complete 
blockade of early RGC activity prevents eye-specific segregation in the LGN (Penn et al. 
1998) and altering the level of activity in one eye leads to size changes of the eye specific target 
regions (Stellwagen and Shatz 2002), indicating that the development of eye-specific regions is 
an activity-dependent, competitive process. The formation of ordered eye-specific layers at 
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invariant positions, e.g. in the ferret LGN, however, suggests that molecular guidance cues are 
also involved in determining the rough position of eye-specific RGC axon termination (Sanes 
and Yamagata 1999). A recent study showed that gradients of EphA receptors and ephrinA 
ligands mediate appropriate targeting of eye-specific projections (Huberman et al. 2005). If 
after the blockade of retinal spiking, patterned RGC activity is resumed later, inputs from the 
eyes can still completely segregate; however, they do not form ordered eye-specific layers, but 
show a patchy distribution (Huberman et al. 2002). Lamination mediating cues therefore seem 
to be restricted to earlier periods, whereas segregation of inputs is activity dependent.  
It is still disputed if neuronal activity plays an instructive, correlation-based role in eye input 
segregation. Disrupting correlated RGC activity by specific depletion of cholinergic amacrine 
cells in the ferret retina does not affect ocular segregation in the LGN (Huberman et al. 2003). 
However, this might well be due to some remaining correlated firing of RGCs in this study, 
since disruption of patterned retinal spiking in the β2 -/- yields exactly the same non-
segregated phenotype as complete activity blockade (Rossi et al. 2001, Muir-Robinson et al. 
2002), strongly supporting a segregation mechanism based on correlated activity.  
In conclusion, it has become more and more apparent over the last decades that cooperation 
between molecular factors and activity-dependent mechanism seems to be a common rule for 
the formation of neuronal networks, while the relative importance of the different cues might 
vary for different developmental processes.  
1.3. Ocular dominance plasticity in mouse visual cortex 
During the last phases in neural system maturation, neuronal activity, especially evoked by 
sensory experience, becomes a major factor in shaping and refining neuronal circuits. While 
earlier stages of sensory processing quickly loose the ability to be modified by sensory 
experience in postnatal development, in order to guarantee reliable transmission of 
information, the mammalian cortex maintains experience-dependent plasticity throughout life, 
enabling learning and adaptation to the surrounding environment. Ever since in the 1960s 
Torsten Wiesel and David Hubel discovered that the binocular representation in primary 
visual cortex is particularly susceptible to changes in visual experience, ocular dominance 
(OD) served as an important model system for exploring the cellular and molecular 
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mechanisms underlying the plasticity of cortical circuits. Their groundbreaking studies in 
young kittens demonstrated fast and strong adaptive changes of neuronal circuits in response 
to the imbalanced binocular input caused by transient lid closure of one eye (referred to as 
monocular deprivation, MD), leading to a shift in the preference of cortical neurons for the 
eye that remained open (Wiesel and Hubel 1963). This shift in OD is associated with degraded 
vision through the deprived eye after reopening (Muir and Mitchell 1973).  
Although the phenomenology of OD shifts has been described in detail in several species 
(Dräger 1978, Hubel et al. 1977), the underlying cellular and molecular mechanisms are still 
largely unresolved and merit further study. In this context, the mouse, which shows OD shifts 
that are comparable to those of higher mammals (Fig. 1.3, Dräger 1978, Gordon and Stryker 
1996), has emerged as a valuable experimental model due to its amenability to genetic 
manipulation. Since a major part of this thesis is concerned with the mechanisms of OD 
plasticity, below I will summarise the relevant findings on OD plasticity obtained over the last 
few years, especially focusing on underlying mechanisms and the recent discovery of plasticity 
in the visual cortex of adult mice. 
 
B
Figure 1.3. Schematic depicting OD plasticity in juvenile mice. Four days of MD in juvenile 
mice (around P28) lead to strong changes in binocular cortical responses. The ocular dominance of 
neurons, which normally show a strong preference for the contralateral eye (A), shifts towards the 
non-deprived, ipsilateral eye (B). This shift is mainly due to weakening of deprived eye responses 
(right panels). Ocular dominance classes from 1-7 indicate relative responsiveness of neurons to 
contra- and ipsilateral eye stimulation (1 or 7, cells only respond to the contralateral or ipsilateral 
eye, respectively; 4, equal response to both eyes).
A 
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Ocular dominance plasticity in juvenile animals 
In the primary visual cortex of higher mammals, strong OD shifts following eye closure have 
only been reported during a limited postnatal period, the so called critical period (Hubel and 
Wiesel 1970). Although recent studies revealed pronounced plasticity in mouse visual cortex 
throughout life (see below), the binocular representation still seems to be more sensitive to 
experiential changes early in life (Gordon and Stryker 1996). In general, the early sensitive 
period is not a fixed developmental phase but rather is influenced by external cues – its onset 
can be accelerated or delayed, as demonstrated by overexpressing brain-derived neurotrophic 
factor (BDNF) or rearing animals in the dark, respectively (Huang et al. 1999, Mower 1991). 
These manipulations affect the maturation of inhibitory circuits in the visual cortex (Huang et 
al. 1999, Chen et al. 2001), which appear to be the key determinant for initiating the critical 
period: A certain level of local inhibition seems to be the crucial trigger, as mice deficient of 
the minor GABA synthesizing enzyme GAD65, which display a relatively mild phenotype of 
weaker GABA release upon stimulation, do not exhibit OD shifts after short-term MD 
(Hensch et al. 1998). Enhancing inhibitory transmission pharmacologically at any time restores 
normal OD plasticity in GAD65 knock-out mice, and is also able to precociously trigger 
critical period onset in normal mice (Hensch et al. 1998, Fagiolini and Hensch 2000). 
Specifically, OD plasticity may only become possible when the mature balance of excitation 
and inhibition in cortical networks arises through the activity of fast-spiking basket cells 
providing input onto pyramidal neuron synapses that contain the α1 subunit of the GABAA 
receptor (Fagiolini et al. 2004).  
Mechanisms of OD plasticity 
Whereas a mature inhibitory network is important for enabling OD plasticity, the majority of 
studies addressing the mechanisms of OD plasticity have concentrated on changes at 
excitatory synapses. Early, long-favoured theories postulated that inputs from the eyes 
concurrently compete for postsynaptic space on and resources from target neurons, such as 
neurotrophic factors (Guillery 1972, Bonhoeffer 1996). However, as yet no evidence has been 
provided for such a direct competition in the binocular cortex. In fact, in rodents, 
modifications in the monocular zone of the visual cortex (where no competition can occur) 
have been demonstrated after contralateral MD, resembling those taking place in the binocular 
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region (Heynen et al. 2003, Pham et al. 1999). Hence, in the last decade, the focus of 
discussion shifted towards alternative, homosynaptic mechanisms of OD plasticity, whereby 
inputs from the two eyes are affected independently by MD (Bear 2003). In support of this 
idea, eye closure in young animals causes first a weakening of deprived eye connections and 
only later a strengthening of inputs from the eye that remained open (Fig. 1.3, Mioche and 
Singer 1989, Frenkel and Bear 2004, Antonini and Stryker 1993). 
Many recent studies have tried to gain insight into the cellular and molecular mechanisms 
underlying the strengthening and weakening of inputs from the eyes by relating them to those 
involved in long term potentiation (LTP) and depression (LTD) at central synapses. Although 
the electrical induction of synaptic plasticity in vitro cannot be directly compared to the 
complex experience-dependent changes of neuronal circuits in an intact animal, such studies 
are nonetheless helpful in exposing the molecular pathways potentially contributing to 
plasticity in vivo. Indeed, the very early phase of MD-induced plasticity in the visual cortex 
resembles NMDA receptor-dependent LTD or at least employs similar mechanisms (Heynen 
et al. 2003). Likewise, the signalling pathway through specific isoforms of cAMP-dependent 
protein kinase (PKA), has been shown to be required for OD plasticity as well as different 
forms of synaptic plasticity in the visual cortex in vitro (Fischer et al. 2004, Rao et al. 2004). In 
contrast, synaptic depression mediated by metabotropic glutamate receptor type 2 (mGluR2) 
does not seem to play a role (Renger et al. 2002).  
Some recent data in mice are at odds with the view that homosynaptic LTD at excitatory 
synapses is the sole mediator of OD shifts during the first days of deprivation. Alpha calcium 
calmodulin kinase II (alpha-CaMKII) activity, which is mainly associated with synaptic LTP in 
vitro, plays a role in short-term OD plasticity (Taha et al. 2002). Furthermore, OD plasticity is 
blocked after overexpression of the protein phosphatase calcineurin (Yang et al. 2005), which 
is known to be important for synaptic LTD (Torii et al. 1995). Enhanced activity of this 
enzyme is not expected to inhibit the weakening of deprived eye inputs, especially since visual 
cortex LTD appears normal in calcineurin overexpressing mice (Yang et al. 2005). In addition, 
further downstream in the potential signalling pathways, the activation of kinases and 
transcriptional regulators, such as erk and CREB, respectively, and changes in gene expression 
have been implicated in OD shifts (Di Cristo et al. 2001, Mower et al. 2002, Krahe et al. 2005). 
Together, these results indicate that OD plasticity is not mediated by a single, straightforward 
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signalling cascade, but rather involves several interacting processes that may act differentially 
on different cell types.  
It is also well established that the shift in functional connectivity is followed by substantial 
reorganisation of thalamocortical axon arbors (Antonini and Stryker 1993). In the mouse, 
however, notable axonal remodelling takes several weeks of deprivation (Antonini et al. 1999). 
This finding is perhaps not surprising considering that axons subserving the left and the right 
eye are strongly intermingled in this species and provide input to many cells in the binocular 
visual cortex, and therefore reorganisation during the early phase of MD is only expected to 
occur on a local scale. Indeed, OD plasticity correlates with much more rapid structural 
changes in mouse visual cortex at the level of dendritic spines, which bear the majority of 
excitatory synapses in the brain. Two days of MD increased the motility of spines, hinting at a 
destabilization of functional connections (Oray et al. 2004). Four days of MD, which induce 
saturating OD shifts in juvenile mice (Gordon and Stryker 1996), led to significant spine loss 
on apical dendrites of layer 2/3 pyramidal neurons (Mataga et al. 2004), consistent with the 
initial, strong reduction of cortical responsiveness to deprived eye stimulation. Formation of 
new connections from open eye inputs may occur only after longer deprivation periods 
(Mataga et al. 2004), consistent with the subsequent strengthening of the representation of the 
open eye.  
Tissue plasminogen activator (tPA) may provide an important link between the early stages of 
synaptic plasticity and the structural changes following MD, since in tPA knockout mice 
neither functional OD shifts nor structural changes occur after MD (Mataga et al. 2002, 
Mataga et al. 2004, Oray et al. 2004). This secreted protease presumably enables or promotes 
synapse destabilization and spine pruning by cleavage of cell adhesion molecules and other 
extracellular matrix proteins (Shiosaka and Yoshida 2000). Alternatively, tPA might also act 
indirectly, for instance via activation of BDNF (Pang et al. 2004), a molecule associated with 
synaptic plasticity in vitro and OD shifts in vivo (Huberman and McAllister 2002). 
Interestingly, spine loss was not observed in the monocular portion of mouse visual cortex 
after short-term MD (Mataga et al. 2004), even though brief deprivation induces LTD-like 
changes in this region (Heynen et al. 2003). Since LTD is known to be associated with spine 
pruning (Nägerl et al. 2004, Zhou et al. 2004), these findings necessitate a more complex 
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explanation of how MD affects individual neurons. It is conceivable that intrinsic, 
compensatory mechanisms prevent severe changes in the innervation of monocular neurons. 
A flexible modification threshold, as outlined in the Bienenstock-Cooper-Munro (BCM) 
model (Bienenstock et al. 1982, Bear 1995), could regulate the strength and direction of 
plasticity at individual synapses, depending on the overall strength of activation of the neuron. 
The higher firing rates of binocular neurons, which also receive non-deprived eye inputs, 
would thereby promote synaptic depression of the weak, deprived-eye inputs, whereas in 
neurons only receiving inputs from the deprived eye, the low post-synaptic activity would 
inhibit further weakening of synaptic transmission. This idea of an indirect interaction of eye 
inputs according to the BCM theory is supported by the finding that complete silencing of one 
eye by TTX injections seems to prevent weakening of deprived-eye inputs, but accelerates 
strengthening of open-eye inputs in visual cortex (Rittenhouse et al. 1999, Frenkel and Bear 
2004). 
While the cellular and molecular mechanisms of OD plasticity have recently attracted much 
attention and debate, a more basic question remains unexplored, namely which features of the 
altered sensory input initiate the synaptic modifications. Do the changes induced by MD 
simply arise from the weaker drive at deprived eye synapses or are OD shifts instead mediated 
by changes in the temporal structure of the inputs? The precise millisecond timing of pre- and 
postsynaptic activity can determine the direction of synaptic plasticity in vitro (Bi and Poo 
1998, Markram et al. 1997). Such spike timing dependent plasticity (STDP) also leads to 
changes in response properties of neurons in the visual cortex in vivo (Schuett et al. 2001, 
Froemke and Dan 2002). In the somatosensory cortex, the timing of stimulation-evoked 
spiking is altered strongly after whisker deprivation (Celikel et al. 2004). It will therefore be 
important to investigate whether in the visual cortex MD also alters the relative timing of 
arrival of inputs from the eyes and whether STDP shifts OD. This could explain why the 
maturation of the inhibitory circuitry is important for OD plasticity, enabling more precise 
timing of postsynaptic activity by fast inhibition (Fagiolini et al. 2004). 
While it is commonly believed that it is the level or pattern of activity reaching the cortex 
which determines the extent and direction of cortical plasticity, recent data points to another 
potential mechanism (Mandolesi et al. 2005): MD was found to decrease the levels of 
BDNF in the deprived retina, and replenishing retinal BDNF by exogenous application 
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counteracted the MD effect in the cortex. Moreover, it was also shown that BDNF is 
transported from the retina to the LGN. These results suggest that there might be an 
additional signal which informs the cortex of an altered sensory input, namely the anterograde 
transport of molecular factors. 
OD plasticity in adult visual cortex 
In contrast to the classic notion of a critical period for experience-dependent plasticity (Hubel 
and Wiesel 1970), several studies have recently reported that OD shifts in mice can also be 
induced in adulthood (Sawtell et al. 2003, Lickey et al. 2004, Tagawa et al. 2005). Strong OD 
plasticity was demonstrated after MD in adult mice with visually evoked potentials under 
different anaesthetic regimes and, importantly, also in awake animals (Sawtell et al. 2003, 
Lickey et al. 2004). A study using the activity reporter gene Arc to assess functional eye 
representation in mouse visual cortex additionally showed MD effects prior to as well as after 
the traditional critical period (Tagawa et al. 2005). Given these results, the concept of a strict 
critical period for OD plasticity seems, at least in the mouse, not to hold true. Nevertheless, 
the binocular cortical representation is still more sensitive in juvenile mice, as in adults OD 
shifts require longer MD durations and are generally somewhat smaller (Sawtell et al. 2003, 
Lickey et al. 2004).  
Previous studies failing to detect adult plasticity used barbiturate anaesthesia (Fagiolini and 
Hensch 2000), which seems to specifically mask the OD shift in adult mice (Pham et al. 2004). 
Interestingly, the differential effect of barbiturates in juvenile and adult mice suggests that 
mechanisms of OD plasticity may change with age, which is also apparent from other studies. 
Whereas in juvenile mice both an initial weakening of deprived eye responses and subsequent 
strengthening of open eye responses contribute to the shift in OD (Frenkel and Bear 2004), in 
adults the MD effect is mostly due to NMDA receptor-dependent strengthening of open-eye 
inputs, when testing the hemisphere contralateral to the deprived eye (Sawtell et al. 2003). The 
absence of the fast loss of input from the contralateral eye after deprivation probably explains 
why short periods of MD (≤ 3 days) are insufficient to induce OD shifts at older ages, since 
strengthening of the open-eye representation is delayed and takes longer to develop even in 
juvenile animals (Frenkel and Bear 2004). In general, however, depression of inputs is still 
possible in adult visual cortex. The innately weaker, ipsilateral eye representation undergoes 
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further weakening after ipsilateral eye closure in adult mice (Tagawa et al. 2005), and therefore 
seems to remain particularly susceptible to altered experience in adulthood.  
It remains unknown whether substantial structural rearrangements that accompany functional 
OD shifts in juvenile animals also occur in the mature cortex during MD. Morphological 
plasticity of synaptic structures is associated with functional reorganisation after retinal lesions 
in visual cortex of adult cats (Darian-Smith and Gilbert 1994). Moreover, in adult mice, 
formation and pruning of synapses still occur in visual cortex (Holtmaat et al. 2005), and in 
the somatosensory cortex spine turnover is enhanced by sensory deprivation (Trachtenberg et 
al. 2002). The spine loss apparent in the juvenile visual cortex after four days of contralateral 
eye MD was not observed in adult animals (Mataga et al. 2004), consistent with the absence of 
significant weakening of deprived-eye inputs in the contralateral hemisphere at older ages 
(Sawtell et al. 2003). Interestingly, however, there was a weak trend for spine gain, which may 
correspond to the strengthening of non-deprived eye inputs (Mataga et al. 2004). Since in 
adult visual cortex longer deprivation periods are necessary for saturating OD shifts, it is 
plausible that longer periods of MD (>6 days) would yield significant synaptic remodelling. 
Because structural plasticity is thought to become more limited in scope as the brain matures 
(Grutzendler et al. 2002, Holtmaat et al. 2005, Pizzorusso et al. 2002), it is possible that OD 
plasticity in adulthood relies more on other mechanisms – including changes in inhibitory 
circuitry, as implicated by the masking of adult OD shifts by barbiturates, which mainly 
agonise inhibitory transmission. For instance, the potentiation of the non-deprived, ipsilateral 
eye responses may actually be caused by a depression of eye-specific inhibitory activity. In fact, 
in vitro, the potentiation of field potentials in adult visual cortex has been shown to be entirely 
due to LTD at inhibitory synapses (Yoshimura et al. 2003). The application of barbiturates 
might therefore enhance inhibitory transmission and thereby occlude the ‘disinhibition’ of the 
non-deprived eye inputs. 
The potential for large-scale plasticity in adult primary visual cortex is restricted in most 
mammals, and even in the mouse it does not match the extent of plasticity found in juvenile 
animals. Rearing animals in the dark has long been known to enable strong plasticity in the 
visual cortex of older animals by retarding the maturation of cortical circuits (Cynader and 
Mitchell 1980). Recently, it has also been demonstrated that visual deprivation in adult rats re-
established a more immature cortical state, leading to enhanced OD plasticity (He et al. 2006). 
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However, the influence of this sensory deprivation paradigm is short-lasting, since brief 
periods of vision restore a mature, less plastic status quo in cortical circuits (Philpot et al. 
2003). Three recent studies identified factors that restrict plasticity in the mature visual cortex. 
Pharmacological degradation of the ECM by cleaving glycosaminoglycan chains reactivated 
OD plasticity in adult rats (Pizzorusso et al. 2002, Pizzorusso et al. 2006). Genetic deletion of 
the Nogo receptor, which mediates myelin-associated inhibition of neurite outgrowth after 
nerve injury, equally enhanced adult plasticity (McGee et al. 2005). The maturation of ECM 
and myelin-associated molecules therefore presumably adversely affects OD plasticity by 
inhibiting the remodelling of synaptic structures.  
Recovery from MD  
Another way of exploring visual cortex plasticity is to study the effect of re-establishing 
binocular vision after MD. In models of OD plasticity based solely on competition, recovery 
from MD is not expected to occur when the deprived eye is simply re-opened. But in fact full 
recovery of binocular responses after a period of binocular vision has been shown in different 
species (Mitchell et al. 1977, Kind et al. 2002, Liao et al. 2004). One might assume that 
recovery from MD is simply a reversal of the initial MD effect, but recent studies suggest 
otherwise. The induction of OD shifts and their recovery seem to be mediated by 
fundamentally differential processes, as recovery from MD does not require CREB activation 
or protein synthesis (Liao et al. 2002, Krahe et al. 2005). Moreover, in ferrets, the recovery of 
deprived eye responses has been demonstrated to occur within hours, thus much faster than 
the initial OD shift, and it is not restricted to the critical period for MD effects (Liao et al. 
2004, Krahe et al. 2005). No substantial recovery occurs after early-onset, long-term MD 
(Prusky and Douglas 2003, Liao et al. 2004). This is not surprising, since depriving one eye of 
salient input early in postnatal development is very likely to prevent regular formation of 
thalamocortical connections and integration of deprived eye inputs into the cortical network, 
thus permanently disrupting visual processing through this eye.  
Open questions 
Ocular dominance plasticity in visual cortex has long served as a useful model for examining 
how cortical circuits are shaped by experience. Altered activity at deprived eye synapses 
initiates a sequence of cellular and molecular events such that the cortex becomes more 
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responsive to the eye that remained open. While progress has been made in identifying some 
of the underlying physiological and biochemical processes, many important questions remain 
unanswered. In particular, the differential factors that mediate and influence cortical plasticity 
in juvenile and adult animals require further investigation. A fast screening method is therefore 
essential, which ideally should be capable of measuring absolute changes in population 
responses to stimulation of each eye. Optical imaging of intrinsic signals is a method which 
can do exactly that. At present it is also largely unresolved how the local circuitry within the 
cortex is affected by MD. Are there differential effects depending on input type, cell class or 
cortical layer? Monitoring network activity at the single cell level by means of in vivo 2-photon 
calcium imaging (Ohki et al. 2005) is very well suited to solve some of these important 
questions. 
Exploring the MD-induced shifts in cortical responsiveness might also give more general 
insights into how the brain learns and makes use of previous experiences. In this context it is 
important to investigate the long-term consequences of the cortical adaptations following 
MD. In the barn owl auditory localization system it was found that prior experience of altered 
sensory input in juvenile animals enhances similar types of plasticity in adulthood (Knudsen 
1998). It is tempting to speculate that this represents a general concept for learning, which 
might also hold true in the visual cortex. If so, one might expect that the experience of MD 
could alter the capacity for plasticity, making the cortex more susceptible to a similar 
experience later in life. 
This thesis aims at answering some of these questions by applying modern imaging techniques 
to the mouse visual cortex (Chapter 3 and 4). 
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1.4. Summary of aims 
It is by now well established that molecular cues and neuronal activity work hand in hand to 
set up a functional nervous system. Neuronal spiking becomes especially important during 
later phases of development, but even before sensory experience starts to evoke neuronal 
activity, intrinsically generated spiking patterns contribute to shaping neuronal networks. The 
work presented in this thesis aims to explore the role of neuronal activity in the formation and 
plasticity of neuronal circuits at different developmental stages, using the visual system of the 
mouse as a model system. The employed methods were chosen to assess functional 
organization and plasticity at different levels, from single cell to population responses. 
In Chapter 2 I will investigate to what degree the formation of topographic maps is 
influenced by neuronal activity. As described above, it is generally assumed that neuronal 
connections and maps are refined by activity-dependent mechanisms. Applying optical 
imaging of intrinsic signals to obtain functional retinotopic maps in mouse superior colliculus, 
I will examine the role of patterned retinal activity in the refinement of functional connectivity 
as well as for setting up the overall retinotopic organization. 
In Chapter 3 I will employ intrinsic signal imaging as well as extracellular recordings to assess 
experience-dependent plasticity in binocular visual cortex of juvenile and adult mice. In 
particular, I will describe experiments investigating the processes underlying the strong 
changes in cortical circuitry following MD and the long-term consequences of such a 
transiently altered experience on cortical circuits at different ages. 
In Chapter 4 I will explore the functional fine-scale architecture of mouse visual cortex and 
OD plasticity using in vivo 2-photon calcium imaging. By studying MD-induced changes in 
cortical networks at the single-cell level I hope to learn more about the plasticity rules 
governing experience-dependent circuit changes. 
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2. Altered map of visual space in the 
superior colliculus of mice lacking early 
retinal waves 
 
 
 
 
 
 
2.1. Abstract 
During the development of the mammalian retinocollicular projection, a coarse 
retinotopic map is set up by the graded distribution of axon guidance molecules. 
Subsequent refinement of the initially diffuse projection has been shown to depend on 
the spatially correlated firing of retinal ganglion cells. In this scheme, the abolition of 
patterned retinal activity is not expected to influence overall retinotopic organization, 
but this has not been investigated. We used optical imaging of intrinsic signals to 
visualize the complete retinotopic map in the superior colliculus (SC) of mice lacking 
early retinal waves, caused by the deletion of the ß2 subunit of the nicotinic 
acetylcholine receptor. As expected from previous anatomical studies in the SC of  
ß2-/- mice, regions activated by individual visual stimuli were much larger and had 
less sharp borders than those in wild-type mice. Importantly, however, we also found 
systematic distortions of the entire retinotopic map: the map of visual space was 
expanded anteriorly and compressed posteriorly. Thus, patterned neuronal activity in 
the early retina has a substantial influence on the coarse retinotopic organization of 
the SC. 
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2.2. Introduction 
The principles of retinotopic map formation in the midbrain have been studied extensively 
over the past decades (Bonhoeffer and Huf 1982, Sperry 1963, Cline and Constantine-Paton 
1989). However, a comprehensive understanding of the mechanisms that specify the coarse 
retinotopic layout of the retinocollicular projection is still lacking. Whereas the initial 
preference of retinal ganglion cell (RGC) axons for topographically appropriate positions is 
mediated by axon guidance molecules (Cheng et al. 1995, Drescher et al. 1995, Feldheim et al. 
2000, Frisen et al. 1998, Hindges et al. 2002), the precise topography develops during the first 
postnatal week by large-scale retraction of inappropriately-targeted axonal branches and 
selective arborisation within the target region (McLaughlin et al. 2003b, Simon and O'Leary 
1992). As discussed in greater detail in Chapter 1 (Section 1.2.), this remodelling is thought to 
be regulated by waves of activity which sweep across the immature retina and correlate the 
firing of neighbouring RGCs (Bansal et al. 2000, Galli and Maffei 1988, Meister et al. 1991, 
Wong et al. 1995), thereby stabilizing their connections to common target neurons (Changeux 
and Danchin 1976, Butts 2002, Willshaw and von der Malsburg 1976, Wong 1999).  
Because retinal waves are initially mediated by cholinergic (nicotinic) synaptic transmission 
during the first postnatal week (Bansal et al. 2000, Feller 2002, Wong et al. 2000, Zhou and 
Zhao 2000), mice deficient for the ß2-subunit of the nicotinic acetylcholine receptor (ß2-/- 
mice; (Picciotto et al. 1995, Xu et al. 1999) lack early retinal waves while maintaining 
decorrelated spontaneous activity (McLaughlin et al. 2003b). Retinofugal projections in ß2-/- 
mice are indeed broader than in control animals (Grubb et al. 2003), arguing strongly for 
correlated retinal activity being instrumental in refinement of RGC axon arborisations in target 
structures. Moreover, electrical recordings from LGN neurons in ß2-/- mice revealed 
disrupted fine-scale mapping (Grubb et al. 2003), indicating that imprecise projections bear 
functional consequences. Although these results made a clear case for patterned activity in the 
regional refinement of retinofugal projections, they did not demonstrate whether the 
disruption of retinal waves influences the coarse layout of the retinotopic map. If the 
retinotopic preference of RGC axons is predominantly specified by molecular cues, it is 
expected that the abolition of retinal waves during the remodelling period would result in an 
expansion of RGC axon arborisations without a significant perturbation of gross retinotopy. 
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To understand how the lack of retinal waves affects the overall retinotopic organization in 
target areas requires the complete visualization of the retinotopic map, which was not possible 
in previous studies. We used optical imaging of intrinsic signals (Grinvald et al. 1986, 
Bonhoeffer and Grinvald 1996, Schuett et al. 2002, Kalatsky and Stryker 2003) to obtain 
functional retinotopic maps from the surface of the entire SC. We show that visual stimuli 
activate much larger regions of the SC in ß2-/- mice than in control animals, and that, 
surprisingly, coarse retinotopy is systematically altered. Our results suggest that patterned 
retinal activity is more influential than previously thought in establishing retinotopic maps. 
2.3. Material and Methods 
Surgery  
Experiments were performed on 15 wild-type (wt) and 13 ß2-/- mice (3-5 months old, 
(Picciotto et al. 1995) that were back-crossed at least 10 times to the C57BL/6 strain. All 
surgical and experimental procedures were in accordance with the guidelines of the local 
government. Mice were chamber-anaesthetized with 2-2.5% halothane in a 1/1 mixture of 
N2O/O2, then intubated (1.5 mm polythene tubing) and ventilated with 1.5-2% halothane in 
the same gaseous mixture. After affixing the ear bars, the scalp was resected, and a 3×4 mm 
craniotomy was carried out over the posterior part of the left hemisphere. The left SC was 
exposed by careful aspiration of the overlying cortex, covered over with 2% agarose in saline, 
and sealed with a coverslip (Fig. 2.1A). The skull was glued to a head bar, and the ear bars 
were removed to allow unobstructed vision. 
Intrinsic signal imaging and visual stimulation 
Details of the imaging equipment and visual stimulation were described previously (Schuett et 
al. 2002). The SC was illuminated with 707 nm light and images (600 ms in duration) were 
captured with a cooled slow-scan CCD camera (ORA 2001, Optical Imaging, Germantown, 
NY), focused 200-300 µm below the SC surface. During each 9-second stimulation trial, 4 
blank frames were acquired before the 11 frames during which visual stimuli were presented. 
A monitor (Mitsubishi Pro 2020) was placed 13.5 cm from the right eye, at a 45º angle to the 
long body axis, covering the visual field between 0º to 108º in azimuth and -10º to 62º in 
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elevation. Stimuli were rectangular square-wave drifting gratings (0.04 cycles/degree; 2 
cycles/s) that changed their orientation every 0.6s, presented randomly at different positions 
in the visual field. Overall retinotopy was mapped with 24 abutting 18º stimuli (6×4 grid 
design), spanning 108º in azimuth and 72º in elevation. For comparing the spread of SC 
responses in wt and ß2-/- mice, stimuli of five different sizes (side length 12º, 15º, 20º, 24.5º, 
30º) were each shown at 3 fixed, adjacent positions (15º centre spacing) within the central 
region of the right visual hemifield. 
Image analysis  
Single position maps were computed by clipping (1.5%) and high-pass filtering blank-
corrected image averages of 12-30 stimulus repetitions (see Schuett et al. 2002 for details). For 
each single condition map the patch area was determined as the area of all pixels with values ≥ 
50% of the maximum response. The 50% response region was defined by plotting a contour 
line for 50% of the maximum response in Gaussian-smoothed single position maps. The 
overlap between adjacent patches was calculated according to the following formula: O = (No) 
/ (N1+N2-No), where No is the number of shared pixels by both patches, and N1 and N2 are 
the number of pixels for the two patches which had values ≥ 50% of the maximum response. 
Patch semi-profiles are normalized responses as a function of distance from the centre of the 
patch, obtained by radial averaging of pixel values from the patch centre. Colour-coded ‘best 
position maps’ were calculated from single position maps that were additionally clipped (3%), 
Gaussian-smoothed (kernel width = 99 μm) and thresholded at >1 SD of the mean blank 
image value. The colour of each pixel indicates the stimulus that elicited the strongest 
response in that pixel, whereas colour saturation indicates the inverse magnitude of that 
response. Maps obtained from different animals were averaged after alignment by translation 
and rotation, such that the patches evoked by the middle 2 rows of stimuli (of the 6×4 grid) 
were matched best. Patch centres are the centre coordinates of 2D Gaussians fitted to patches 
in single position maps. The magnification factor was calculated by dividing the Euclidean 
distance between patch centre coordinates by the difference of visual field angle (18°). Patch 
orientation was defined as the angle, relative to the image axes, of the major axis of the 2D 
Gaussian fits of individual patches, whereas patch elongation was the ratio of the major to 
minor axes of those fits. 
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2.4. Results 
2.4.1. Imaging intrinsic signals in the SC 
Previous intrinsic imaging studies in rodents have been carried out in structures that lie on the 
surface of the brain and are thus immediately amenable to optical techniques (Masino et al. 
1993, Rubin and Katz 1999, Schuett et al. 2002). We have adapted this technique to obtain 
functional maps also from a deeper structure in the brain - the SC of the midbrain. After 
aspiration of the overlying cortex, it was possible to image intrinsic signals from the SC 
surface (Fig. 2.1A), evoked by visual stimulation with small patches of drifting gratings at 
different positions in the contralateral visual field, spanning 108º in azimuth and 72º in 
elevation (Fig. 2.1B,C), thus allowing us to acquire maps of functional retinotopy.  
 
B CA 
ED 
Figure 2.1: Intrinsic imaging of visual responses in superior colliculus. (A) Dorsal view of 
mouse brain depicting the location of the imaged area (left) that shows the surface of the left SC 
(right), exposed by aspirating the overlying cortex. The dotted line represents a rough outline of the 
SC. (B) Position of the stimulus monitor relative to the mouse, angled at 45° from the long body 
axis. (C) Schematic of monitor screen spanning ~108°×72° (azimuth×elevation) in visual space. 
The stimuli were square-shaped, black/white drifting gratings presented at different locations in the 
visual field. The red cross marks the vertical meridian and the position of the eye in elevation. (D) 
A single position map of the contralateral SC showing a spatially restricted response (dark patch) 
evoked by the presentation of a 20°×20° stimulus (average map from 12 stimulus presentations). 
(E) A single position map of a different animal from a single, 600 ms frame. Scale bars, 0.5 mm. 
 2. Altered map of visual space without retinal waves 
 
  30 
The activity map in Figure 2.1D shows SC activation (dark patch), obtained by presenting a 
20º×20º stimulus (Fig. 2.1C) twelve times at the same position in the visual field and averaging 
the resulting reflectance changes of the SC surface. This ‘single position’ map demonstrates 
that the responses in the SC to individual stimuli are spatially very restricted. Intrinsic signals 
in the SC were also highly robust, as we could obtain maps of high signal-to-noise, without 
averaging, from a single, 600 ms frame (Fig. 2.1E). 
2.4.2. Stimulus mapping reveals broader activations in the SC of ß2-/- 
mice 
In order to assay functionally how the lack of early retinal waves, mediated by the nicotinic 
acetylcholine receptor (nAChR), during retinotopic map refinement affects the precision of 
topographic mapping we compared visually-evoked responses in the SC of adult wild-type 
(wt) and ß2-/- mice. For each group of animals, functional maps were obtained in response to 
stimuli of five different sizes presented at the same position in the visual field. An example 
from a wt SC is shown in Figure 2.2A. Increasing stimulus size, which activates increasingly 
larger regions of the retina, resulted in an enlargement of the activated SC area. Note that the 
borders of patches remained sharp irrespective of stimulus size. Maps from ß2-/- animals 
were similar in that they showed a stimulus size-dependent expansion of SC activation (Fig. 
2.2B). The relationship between stimulus size and activated SC area (number of pixels in the 
patch whose values were ≥ 50% of the maximum reflectance change) was largely linear in 
both wt and ß2-/- animals (Fig. 2.2C). However, for any given stimulus size, patch area was 
significantly larger in ß2-/- mice (Fig. 2.2B,C; ANOVA, p < 10-5). Moreover, unlike in wt 
mice, the patches in ß2-/- animals had a blurry appearance (Fig. 2.2B), with a significantly 
shallower decline of response strength from the patch centre to its periphery (Fig. 2.2D; 
ANOVA, p < 10-5). These results are in keeping with anatomical studies showing expanded 
termination zones of retinal axons in the SC of ß2-/- mice (McLaughlin et al. 2003b, 
Chandrasekaran et al. 2005).  
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Given the expanded representation of stimuli in the SC of ß2-/- mice, the same position in 
the SC should be activated by a larger region of visual field than in wt animals. We confirmed 
this by measuring the extent of overlap between representations of neighbouring stimuli. 
Stimuli presented at three adjacent positions (Fig. 2.3A, stimulus centre spacing: 15°) activated 
neighbouring regions in the SC (Fig. 2.3B-E). Keeping the centre positions constant but 
increasing the size of stimuli resulted in more overlap between neighbouring stimuli (Fig 2.3A) 
and, as predicted, between their representations in the SC (Fig. 2.3B-E). The area of SC jointly 
activated by neighbouring stimuli was indeed consistently larger in ß2-/- mice (Fig. 2.3F, 
ANOVA, p < 0.001).  
Figure 2.2. Stimulus representations in the SC of ß2-/- mice are broader than in wt 
animals. (A,B) Single position maps obtained with five stimulus sizes (side length: 12º, 15º, 20º, 
24.5º, 30º) presented at the same position in visual space from a wt (A) and ß2-/- (B) animal. The 
patch area increases with stimulus size, but responses in ß2-/- animals are larger and blurrier for a 
given stimulus size. The dotted line outlines the border of SC, which in these experiments was not 
exposed fully. Scale bar: 1mm. (C) Quantification of SC response area. Mean patch area values for 
each of the 5 stimulus sizes from wt and ß2-/- animals. ***, p<0.001, **, p<0.01, t-test. (D) Mean, 
normalized semi-profiles of patches evoked by 12º stimuli in wt (black) and ß2-/- (gray) animals. 
Note that in ß2-/- mice there is a shallower decline of response with distance from patch centre 
and that patch width is broader for all values below the peak response. Error bars represent SEM. 
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One possible concern is that the larger patch sizes in ß2-/- mice may arise as a consequence of 
increased eye movements, since it has been reported that nicotinic transmission in the monkey 
SC influences saccades (Watanabe et al. 2005). However, we could not detect any noticeable 
eye movements in anesthetized mice of either genotype. This was further confirmed by 
measuring the drifts of patch centres across different data acquisition blocks, and these did 
not differ between wt and ß2-/- mice (p = 0.56, t-test). 
2.4.3. Mapping functional retinotopy in the SC  
The representation of visual space in the mouse SC spans approximately 130° in azimuth and 
90° in elevation (Dräger and Hubel 1976). In our case, the retinotopic organization of the SC 
was revealed by imaging intrinsic responses to adjacent 18º×18º stimuli that partitioned the 
Figure 2.3. Responses to neighbouring 
stimuli overlap more in ß2-/- than in 
wt SC. (A) Stimulus configuration for the 
analysis of patch overlap. As stimulus size 
increases, the centre positions of the three 
stimuli remain fixed, resulting in more 
overlap between adjacent stimuli. Stimulus 
side length and overlap are indicated. 
(B,D) Single position maps in response to 
stimuli depicted in A, for a wt (B) and a 
ß2-/- (D) animal. (C,E) Coloured 
contours circumscribe the area responding 
stronger than 50% of response maximum 
of maps shown in B,D. The contour 
colours correspond to stimuli shown in A. 
Note that the responses to adjacent stimuli 
in ß2-/- animals overlap more than in wt 
mice regardless of stimulus size. Scale 
bars, 1mm. (F) Quantification of SC patch 
overlap in wt and ß2-/- animals. Patch 
area values for each of the 5 stimulus sizes 
averaged across wt and ß2-/- animals. The 
spread of activity in the SC was invariably 
larger in ß2-/- than in wt mice. The 
patches overlapped significantly more in 
ß2-/- mice. Error bars represent SEM. *, 
p<0.05, t-test.  
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visual field into a 6×4 grid (Fig. 2.4B), totalling 108°×72°. This design ensured that each 
stimulus could be fully seen by the mouse and drive SC responses in its entirety.  
 
Each stimulus elicited a patch of activity that was adjacent to that evoked by a neighbouring 
stimulus (see Fig. 2.4C, for an example from a wt animal). To illustrate the organization of the 
entire retinotopic map, we used a colour code: each pixel in the map was assigned a colour of 
the stimulus position (Fig. 2.4B) that had evoked the largest response at that position in the 
SC (Fig. 2.4D). Shifting the stimulus position from nasal to lateral visual field resulted in a 
Figure 2.4. Mapping retinotopy in SC of wt and ß2-/- mice. (A,F) Imaged area. The dotted line 
represents a rough outline of the SC. Scale bars, 1 mm. (B,G) Layout of stimuli used for mapping 
SC responses. Colour denotes stimulus position. (C,H) Individual activity maps showing responses 
(dark patches) to 24 stimulus positions as indicated by coloured squares. Note that neighbouring 
stimuli activate adjacent positions in the SC. (D,I) Colour-coded maps of overall retinotopic 
organization in SC. For each pixel, colour denotes the stimulus position that elicited the greatest 
response in that part of the SC, whereas colour saturation equals the minimum intensity of all single 
position maps. (E,J) Spatial arrangement of patch centres (crosses), which are the centre 
coordinates of 2D Gaussians fitted to patches in single position maps. Note larger patches in the 
ß2-/- mouse, as well as a pronounced compression of visual azimuth in the posterior SC.  
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posterior shift of SC activation. Similarly, increasing stimulus elevation activates more medial 
portions of the SC. To reveal the orderly progression of visual space across the SC surface, we 
constructed a map with discrete positions, by plotting the centre coordinates of 2-D 
Gaussians fitted to patches in single-position maps (Fig. 2.4E). Retinotopic maps from other 
wt animals (n = 5) were very similar. 
2.4.4. Gross retinotopic organization is altered in the SC of ß2-/- mice 
Having demonstrated that we can reliably map functional retinotopy from the surface of 
almost the entire SC, we measured responses in ß2-/- mice to assess the effect of the 
elimination of retinal waves on the gross retinotopic organization (Fig. 2.4F-J). It is evident 
that a rough topographic order was preserved, despite larger patch sizes. However, in contrast 
to wt mice, the patches in the anterior SC were much more elongated along the antero-
posterior (A-P) axis (compare, for instance, panels a1-d1 in Fig. 2.4C,H), resulting in a shift of 
their centres towards more posterior positions and a compression of the retinotopic map in 
the posterior half of the SC (Fig. 2.4J).  
For clearer visualization and to further explore these differences in retinotopic organization, 
we generated maps of retinotopy from averaged single-position maps within each animal 
group (Fig. 2.5A,B). Averaging across animals (wt: n = 5, ß2-/-: n = 5) was possible because 
the variability between retinotopic maps from different animals was very small, as indicated by 
the length of error bars (standard deviation) in plots of patch centre coordinates (Fig. 2.5C,D).  
The overall retinotopic organization was quantified by the magnification factor (MF), a scaling 
factor that relates visual field angle to distance in the SC. The MF was calculated from 
averaged Euclidian distances between centres of patches evoked by stimuli separated by 18° 
either in azimuth or elevation. In both wt and ß2-/- mice, the MFs were predominantly larger 
for stimuli separated in elevation (mediolateral axis of SC) compared to those separated in 
azimuth (Fig. 2.5F,G), and there was a slight but significant drop in MF along the A-P SC axis 
(Fig. 2.5F; ANOVA, p < 10-5).  
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Figure 2.5. Overall retinotopic organization is altered in the SC of ß2-/- animals. (A,B) 
Averaged retinotopic maps from 5 wt (A) and 5 ß2-/- (B) mice. (C,D) Centres of patches from 
maps in A and B. The lengths of crossing lines are the standard deviations of patch centre 
coordinates in vertical and horizontal directions. Note the small variations within each experimental 
group as well as the compression of stimulus representation in the posterior part of the SC in ß2-/- 
animals as compared to wt animals. Colour denotes stimulus position, as shown in E. Scale bar, 0.5 
mm. (F,G) Quantification of SC magnification factors (MFs). Plots show MFs calculated from 
mean distances between centres of patches evoked by stimuli separated in azimuth (F, averaged 
across elevation) or in elevation (G, averaged across azimuth) from wt (black) and ß2-/- (gray) mice. 
The abscissa indicates stimulus separation (always Δ18º) at different visual field positions, as 
indexed in E. Error bars are SEM. **, p<0.01, *, p<0.05, t-test. 
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However, whereas the MFs varied smoothly across the SC surface in wt mice (Fig. 2.5C,F,G, 
black symbols), the retinotopic map from ß2-/- mice showed a pronounced compression of 
visual azimuth in the posterior part of the SC (Fig. 2.5D,F, gray symbols). This compression 
was specific for the representations of the temporal visual field (average MF for azimuths > 
36°, wt: 9.26 ± 0.22, ß2-/-: 7.07 ± 0.27 µm/°, mean ± SEM., p < 10-5, t-test), as there was no 
difference in the MFs from the nasal visual field in the anterior SC between wt and ß2-/- mice 
(average MF for azimuths < 36°, wt: 11.34 ± 0.28, ß2-/-: 11.87 ± 0.41 µm/°, p = 0.29, t-test). 
There was additionally a slight but significant compression in the representation of elevation at 
the medial and lateral parts of the SC in ß2-/- mice (Fig. 2.5D,G; wt versus ß2-/- MF, lateral: 
p < 0.01, medial: p < 0.05, t-test). This is most likely a consequence of the anisotropy of 
spatial organization of projections innervating the SC borders in ß2-/- mice: whereas the 
retinocollicular axons projecting diffusely to the central regions of the SC can extend in all 
directions, those targeted to the edges can arborise ectopically only towards the middle. 
Consequently, the ‘centres of mass’ of patches from the medial and lateral SC borders, evoked 
by uppermost and lowermost stimuli, respectively, will necessarily be shifted centrally, and, as 
a result, the values of MFs in those regions of the SC are smaller (Fig. 2.5G).  
The asymmetry in ectopic arborisations of projections targeted to SC periphery can, however, 
not explain the compression in the representation of azimuth along the A-P axis, because 1) 
there was no difference in MFs at the anterior edge of the SC between wt and ß2-/- mice, and 
2) the compression extended far into the SC, well away from its posterior edge. In principle, 
changes in magnification factor values could have arisen if the overall area or shape of SC was 
different between ß2-/- and wt mice. However, we found no difference in the total activated 
area (wt: 1.57 ± 0.17, ß2 -/- : 1.55 ± 0.15 mm2, n = 5 per group, p = 0.76, t-test) or aspect 
ratio (wt: 1.13 ± 0.04, ß2 -/- : 1.15 ± 0.07, n = 5 per group, p = 0.63, t-test) of SC between 
the two groups of animals. 
2.4.5. Size, elongation and orientation of response patches vary 
systematically along the SC 
Which parameters of the retinotopic map in ß2-/- mice can account for the selective 
compression in the representation of visual azimuth in the posterior SC? Contour plots of 
response patches from averaged single-position maps reveal large differences in functional 
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topography of retinocollicular mapping between wt and ß2 -/- mice (Fig. 2.6A,B). These 
include changes in patch size, overlap and shape. In both wt and ß2-/- mice, patch areas were 
largest in the anterior SC, and decreased toward its posterior end (Fig. 2.6D). Patch sizes from 
the ß2-/- mice were invariably larger than in the wt mice (Fig. 2.6D), but without a significant 
change in the relative size difference along the A-P axis of the SC (Fig. 2.6F, black symbols). 
Patch area per se is therefore unlikely to account for the differences in the azimuthal MF. We 
therefore analyzed the shapes of the patches in both groups of mice by determining their 
elongation and orientation (Fig. 2.6E). In this plot, the length of each line represents patch 
elongation, defined as the aspect ratio of the major and minor axes of the 2-D Gaussians 
fitted to each response patch. The elongation values were largest in the anterolateral region of 
the SC in both wt and ß2-/- mice. In ß2-/- mice, however, patches were significantly more 
stretched out along the A-P axis (Fig. 2.6E; mean patch aspect ratio, wt: 1.27 ± 0.02, ß2-/-: 
1.51 ± 0.05, p < 10-3, t-test). Moreover, the differences in elongation between wt and ß2-/- 
mice varied across the SC, being most prominent in its anterior part and rather small in the 
posterior part (Fig. 2.6F, gray symbols). The degree of patch elongation along the A-P axis of 
the SC correlated positively with MF across azimuth in ß2-/- mice, whereas no such trend was 
apparent in the wt animals (Fig. 2.6G). Thus, the more stretched out the patch, the greater the 
inter-patch distance along the A-P axis in the SC of ß2-/- animals. These data suggest that the 
compression in the representation of visual azimuth in posterior SC may arise because of an 
increased posterior expansion of retinocollicular projections in the anterior SC.  
A previous study suggested that the projection from the ipsilateral eye is more exuberant in 
the SC of ß2-/- than in wt mice (Rossi et al. 2001). This raises the possibility that the posterior 
shift of patch centres in the anterior SC of ß2-/- mice (Fig. 2.5D) could arise from an 
increased ipsilateral projection into this region. We therefore measured SC responses through 
either eye in response to stimulation of frontal visual space, but failed to detect any 
ipsilaterally-evoked activity in both wt (n = 2) and ß2-/- (n = 2) mice (data not shown). This 
implies that the alterations in the topography of the contralateral eye projection take place 
without significant competitive influences from the ipsilateral projection. 
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Figure 2.6. More elongated response patches in the SC of ß2-/- mice. (A,B) Coloured contours 
of averaged retinotopic maps (from Fig. 5A,B) circumscribe patch area that is ≥ 65% of response 
maximum. (D) Area of SC activated by stimulation at different positions. The values represent 
average patch areas corresponding to ≥ 50% of response maximum from wt (blue) and ß2-/- (red) 
mice. Stimulus position corresponds to indices in C. Error bars are SEM. (E) Patch aspect ratio and 
orientation for each stimulus position, as indexed in C. The line length is the aspect ratio of the major 
and minor axes of the 2-D gaussians fitted to each patch (i.e. a value of 1 indicates a round patch). (F) 
Ratios (ß2-/- : wt) of mean area (black) and elongation (gray) values from patches evoked by stimuli 
separated in azimuth (as indexed in C), and averaged across elevation. Note here that, relative to wt 
mice, the patches from ß2-/- mice are much longer in the anterior SC than more posteriorly. (G) MF 
values of visual azimuth (from Fig. 5F) plotted against patch elongation for wt (blue) and ß2-/- (red) 
mice from the equivalent positions in the SC. There was a positive correlation between MF and patch 
length (R2 = 0.89) in the ß2-/- animals while there was no such correlation for wt animals. 
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2.5. Discussion 
We used intrinsic imaging to map functionally the overall retinotopic organization of the SC in 
mice that lack early retinal waves. In contrast to wt mice, the representations of individual 
stimuli in ß2-/- mice were overall larger and more elongated along the A-P axis, and there was 
a marked compression of visual azimuth representations in the posterior half of the SC. This 
compression can be explained by the anisotropy in the shape and orientation of individual 
stimulus representations across the A-P axis of the SC. Our results indicate that spontaneous 
activity in the immature retina is not only required for the local refinement of the retinotopic 
map, but also for shaping its gross organization. 
2.5.1. Mapping intrinsic signals in the SC 
Optical imaging offers several advantages over conventional methods used for mapping the 
topography of retinocollicular projections. Whereas injections of anterograde anatomical 
tracers can at best resolve projections from very few retinal sites of set size and microelectrode 
recordings are prone to sampling errors, optical imaging can be reliably used to map precisely 
the topography of visually-evoked responses from almost the entire surface of the SC. The 
fact that we could resolve patches as small as ~100 µm in diameter (e.g. Fig. 2.2A) 
demonstrates not only the precision of retinocollicular projections, but also the mapping 
accuracy of this method. Optical imaging is therefore ideally suited to detect both local and 
global changes in functional topography, which makes it a useful tool for screening mice 
deficient in genes important for establishment of retinotopic maps in the SC. 
2.5.2. Local topography is functionally less refined in ß2-/- mice 
Precise topography in the SC develops during the first postnatal week by large-scale 
remodelling of RGC axonal arbors (McLaughlin et al. 2003b, Simon and O'Leary 1992), and is 
thought to be regulated by retinal waves that correlate the firing of neighbouring RGCs 
(Bansal et al. 2000, Galli and Maffei 1988, Meister et al. 1991, Wong et al. 1995). In line with 
this idea, the regional topography of retinofugal projections is disrupted but not abolished in 
mice lacking early retinal waves, suggesting that correlated activity patterns in the retina are 
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important primarily for retinotopic map refinement (Grubb et al. 2003, McLaughlin et al. 
2003b). 
In this study, we provide the functional correlate of these anatomical changes, by showing that 
a given region of the retina drives activity over a greater area of SC in ß2-/- mice than in wt 
animals. Based on intrinsic imaging alone, one cannot distinguish whether the unrefined 
retinocollicular projection is accompanied by an enlargement of receptive field sizes, or a large 
scatter of positional preferences of neurons within a given region of the SC. Recent evidence 
indicates that receptive field structure and size is indeed altered in ß2-/- mice (Chandrasekaran 
et al. 2005). 
There is a possibility that the disruption in remodelling of the retinocollicular projection in  
ß2-/- mice arises from the lack of cholinergic signalling in the developing SC, especially as 
acetylcholine is known to be a potent modulator of synaptic transmission and plasticity (Dani 
2001). Specifically, nAChRs are expressed throughout the developing rodent brain (Naeff et 
al. 1992, Tribollet et al. 2004), and ß2-containing nAChRs are expressed in the adult mouse SC 
(Marks et al. 2002). However, the developmental effects of the loss of cholinergic signalling in 
the SC should be minimal, as nAChR blockade with dihydro-ß-erythroidine in the rat SC 
during the first postnatal week does not disrupt the topography of the retinocollicular 
projection (Simon et al. 1992). Moreover, partial topographic refinement was still observed 
during the first two postnatal weeks in the ß2-/- SC (McLaughlin et al. 2003b), suggesting that 
the capacity for developmental plasticity was maintained. We therefore consider it unlikely that 
the imprecise topography in ß2-/- mice is caused by impaired plasticity in the SC. 
2.5.3. Coarse retinotopy is altered in ß2-/- mice 
In wt animals, the visual field was mapped uniformly across the SC surface. Although 
neighbouring stimuli still mapped to neighbouring positions in the SC of ß2-/- mice, the 
retinotopic map exhibited a posterior shift of nasal visual space and a marked compression of 
visual azimuth in the posterior SC.  
The gross abnormalities in the retinotopic organization can be attributed to the disruptions in 
the precision of local topography, which were more pronounced along the A-P axis. Stimulus 
representations in the SC of ß2-/- mice were spatially most exuberant anteriorly. Moreover, 
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the elongated representations were oriented predominantly along the A-P axis, and there was 
more overlap between them along the A-P than along the M-L axis. This phenotype is a likely 
consequence of the way retinal axons grow into the SC at around the time of birth 
(McLaughlin et al. 2003b, Simon and O'Leary 1992). First, there is a bias in the anatomical 
order of the ingrowing optic tract fibres which seem to be initially more ordered along the M-
L than in the A-P axis of the SC (McLaughlin et al. 2003b, Simon and O'Leary 1992, Simon 
and O'Leary 1991). The lack of retinal waves in ß2-/- mice during the first postnatal week, 
which prevents refinement, may accentuate the differences in the initial mapping precision 
between the two SC axes. Second, during the remodelling period, the overall degree of 
retraction that eliminates inappropriately-targeted arborisations appears to be greater for 
projections from the temporal retina, which innervate the anterior SC, as overshooting axons 
and their branches have to be withdrawn from a far larger area than for those from the nasal 
retina (Simon and O'Leary 1992). In effect, the lack of correlated activity patterns in the retina, 
which mediate the retraction of ectopic arborisations, may result in a relatively greater 
elongation of stimulus representations in the anterior SC than of those more posteriorly.  
Our explanation, then, of why the retinotopic map is compressed posteriorly in ß2-/- mice is 
based on the following reasoning. Due to the lack of retinal waves during the first postnatal 
week, the temporal RGC axons targeted to the anterior SC preferentially maintain their 
ectopic branches more posteriorly, where these can compete for post-synaptic neurons with 
axons projecting from more nasal portions of the retina. This results in the posterior shift of 
the ‘centre of mass’ of stimulus representations from the anterior SC. In contrast, at the 
posterior end of the SC, the projections from the nasal retina are not nearly as large or 
elongated, and do not invade, and therefore cannot compete for, post-synaptic target space 
more anteriorly. The net result is both a shift in the representation of nasal visual space more 
posteriorly and a compression in the representation of visual azimuth in the remaining, 
posterior part of the SC in ß2-/- mice. Therefore, the deficit in the local topographic 
refinement that arises from the lack of early correlated activity in the retina, in combination 
with the orientated ingrowth of RGC axons, could lead to general changes in the retinotopic 
map layout. 
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2.5.4. General implications for activity-dependent map formation 
Previous studies using TTX or genetic manipulations to block retinal ganglion cell firing also 
showed that neuronal activity alters retinotectal mapping (Gnuegge et al. 2001, Thompson and 
Holt 1989). However, these studies could not distinguish between a permissive role, whereby 
neuronal activity merely permits axons to respond to molecular cues, or an instructive one, 
whereby the spatio-temporal pattern of neuronal activity determines topographic order, most 
likely by elimination of inappropriately connected axons (Ruthazer et al. 2003). Since the ß2-/- 
mice differ from wt animals only in the spatio-temporal pattern of retinal ganglion cell firing, 
without a significant reduction in overall activity levels, our data in conjunction with the 
anatomical data in the SC of ß2-/- mice (McLaughlin et al. 2003b), show that neuronal activity 
has an instructive function in retinotopic mapping. 
Whereas the results from this and previous studies have demonstrated that patterned activity 
in the retina is essential for regional refinement of topography in retinal targets (McLaughlin et 
al. 2003b, Grubb et al. 2003), our results also stress the requirement of correlated retinal 
activity in shaping the gross retinotopic map structure in the SC. The marked distortion of 
both fine-scale (this study, Grubb et al. 2003) and coarse (this study) retinotopy along the 
nasotemporal axis in targets of retinal projections in ß2-/- mice indicates that early retinal 
waves have a greater role than previously thought in the specification of retinotopic order, at 
least along one visual axis.  
The importance of patterned retinal activity has also been demonstrated for the segregation of 
RGC axons into eye-specific domains in the LGN (Rossi et al. 2001, Stellwagen and Shatz 
2002, Torborg et al. 2005, but see Huberman et al. 2003), suggesting that similar activity-
dependent mechanisms may guide the formation of both eye-specific connections and precise 
topographic maps during early postnatal development. Thus, at several stages of the 
mammalian nervous system, the specific pattern of neuronal activity is instructive in shaping 
the structure of functional maps. 
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3. Prior experience enhances plasticity in 
adult visual cortex 
 
 
 
 
 
 
 
 
 
3.1. Abstract 
The brain has a remarkable capacity to adapt to alterations in its sensory environment, 
which is normally much more pronounced in juvenile animals. Here we show that in 
adult cerebral cortex the ability to adapt to changes can be improved profoundly if the 
animal had already experienced a similar change in its sensory environment earlier in 
life. Using the standard model for sensory plasticity in mouse visual cortex – ocular 
dominance (OD) plasticity – we found that a transient shift in OD induced by 
monocular deprivation (MD) earlier in life renders the adult visual cortex highly 
susceptible to subsequent MD many weeks later. Irrespective of whether the first MD 
was experienced during the traditional critical period or in adulthood, OD shifts 
induced by a second MD were faster, more persistent and specific to repeated 
deprivation of the same eye. The capacity for plasticity in the mammalian cortex can 
therefore be conditioned by past experience. 
 3. Prior experience enhances plasticity 
 
  44 
3.2. Introduction 
Exposure to an altered sensory environment, a new sensorimotor task, or a foreign language 
earlier in life makes for easier learning the same information at a later time (Knudsen 2002, 
McGonigle and Flook 1978, Krakauer et al. 2005, Kuhl 2004). The initial experience thus 
seems to leave a trace in the brain, which facilitates subsequent behavioural adaptation. Strong 
evidence for a neural correlate of facilitated learning comes from the sound localization 
system of the barn owl, where adaptation to altered sensory cues early in life leads to lasting 
structural changes that strongly enhance the ability to adapt to similar manipulations during 
adulthood (Knudsen 1998, DeBello et al. 2001, Linkenhoker et al. 2005). In contrast, a 
physiological basis for this phenomenon has not been demonstrated in the mammalian brain.  
A favoured model to study mammalian cortical plasticity is monocular deprivation (MD), as it 
reveals strong changes in cortical circuitry and visual behaviour in response to altered sensory 
input (Wiesel and Hubel 1963, Muir and Mitchell 1973, Shatz and Stryker 1978). The 
experience of imbalanced binocular input after closure of one eye causes a shift in the ocular 
dominance (OD) in visual cortex, such that neurons reduce their responsiveness to stimuli 
delivered to the deprived eye while the open eye increases its influence on cortical cells. When 
the deprived eye is later allowed to regain vision, binocular responses in the visual cortex have 
the capacity to recover (Mitchell et al. 1977, Kind et al. 2002, Liao et al. 2004). Although MD 
has been employed to induce cortical plasticity in a large number of studies over the last 40 
years, the cellular and molecular mechanisms underlying the strong shifts in cortical eye 
representation still remain largely unresolved (see Chapter 1, Section 1.2). In the past decade, 
the mouse model has become very popular for the study of OD plasticity, since it allows the 
application of transgenic and knockout techniques. Even though the mouse visual cortex has a 
more simple organization, which lacks the prominent OD columns found in cats and primates 
(LeVay et al. 1978, Dräger 1975), OD plasticity in this species is well comparable to higher 
mammals (Dräger 1978, Gordon and Stryker 1996). 
Most of our knowledge about MD effects in mice is based on recordings with extracellular 
microelectrodes. However, this method is quite time-consuming, prone to sampling errors, 
and it does not easily allow for repeated measurements to monitor changes in eye 
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representation over time. We therefore established the use of optical imaging of intrinsic 
signals as a fast and reliable method to assess OD of neuronal populations in mouse visual 
cortex and to explore MD-induced changes at different ages. We further employed optical 
imaging of intrinsic signals to investigate the effect of a transient OD shift in mouse visual 
cortex on subsequent cortical plasticity later in life. 
 
3.3. Material and Methods 
Eyelid suture  
All experiments were carried out in compliance with the appropriate government authorities 
(Regierung von Oberbayern). In mixed-background mice (C57BL/6 x SV/129J), one eyelid 
was sutured shut either during the critical period (between postnatal day, P, 23 and 28) or in 
adult mice (P60–200) under anaesthesia induced by a mixture of Fentanyl (0.05 mg/kg), 
Midazolam (5.0 mg/kg) and Medetomidin (0.5 mg/kg). During surgery, the eye was kept 
moist with drops of saline. After cleaning the surrounding area, all hair close to the eye was 
removed with fine scissors. For MD durations longer than three days, lid margins were 
trimmed prior to suturing. The skin was then carefully separated from the subjacent layer of 
tissue and a very small amount of ophthalmic cream (Isoptomax) was applied to the eye. The 
lid was sutured shut with two to three mattress stitches using 6-0 silk (Ethicon). The best 
results regarding potential reopening of the suture and minimal eye damage were obtained by 
placing large and very loose stitches that held the margins together but did not squeeze the 
tissue. Before awaking the mouse from anaesthesia with a mixture of antagonists (Naloxon    
1.2 mg/kg, Flumazenil 0.5 mg/kg, Atipamezol 2.5 mg/kg), it was injected subcutaneously 
with about 1 mg Chloramphenicol (from a 100mg/ml solution in saline) and about 0.1 mg/kg 
Buprenorphin (from a 0.1 mg/ml solution in saline). For most animals, this injection was 
repeated the following day. Deprivation lasted between 3 and 10 days, with a maximum 
variation of ± 2 hours for a 3 day MD. Eye reopening was carried out under the same 
anaesthetic or under halothane anaesthesia (see below) prior to an imaging experiment. 
Animals with signs of corneal injuries after eye reopening or at any later time point were 
excluded from further experiments.  
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Optical Imaging of intrinsic signals 
Neuronal response strength to stimulation of either eye in the binocular region of the visual 
cortex was determined by optical imaging of intrinsic signals. Mice were initially chamber-
anesthetized with 2–2.5% halothane in a 1:1 mixture of N2O:O2 for about 20 minutes (roughly 
8 minutes with 2% halothane, then 2.5%). When the breathing rate had decreased 
significantly, the animals were suspended supine by their incisors on an inclined platform and 
intubated with a small polyethylene tubing (~2.5 cm long) attached to a cut cannula (juvenile 
mice up to P35: tubing of inner diameter 0.58 mm, wall thickness 0.20 mm; adult mice: inner 
diameter 0.86, wall thickness 0.20 mm). For subsequent ventilation the N2O:O2 ratio was 
reduced to 45:55 and the halothane concentration (initially set to about 2%) was gradually 
decreased further to 1.7 – 1.8% until the beginning of data acquisition. About 25 µl of a 1:1 
diluted saline/glucose solution (Sterofundin, Braun) was given subcutaneously. This injection 
was repeated once during the course of the experiment. In mice that had undergone MD the 
eye was now reopened. After inserting the ear bars loosely, the scalp was resected, and a 
removable bar was attached frontally to the skull with glass beads and tissue glue (Histoacryl, 
Braun). The bone over the visual cortex was then covered with 2.5% agarose in saline and 
sealed with a coverslip (10 mm diameter). Throughout surgery, the eyes were protected with 
cream (Isoptomax), which was removed except for a thin film prior to imaging. Heartbeat and 
temperature of the animal were monitored continuously.  
For optical imaging of intrinsic signals the cortex was evenly illuminated with monochromatic 
light of 707 nm from two sides. Image frames (600 ms) were taken with a cooled, slow-scan 
CCD camera (12 bit, 384 x 288 pixel, ORA 2001, Optical Imaging Inc.) focused to about    
300 µm below the skull surface (at 546 nm illumination). In each trial, three blank frames were 
acquired, followed by 12 frames, during which visual stimuli were presented. Trials were 
separated by 4 s. In animals undergoing chronic experiments the scalp was re-sutured at the 
end of the experiment (5-0 silk, Ethicon) and the mice were recovered under ventilation with 
pure O2. Prior to extubation, doxapram was applied subcutaneously (20 µl from a 20mg/ml 
solution, Dopram, Albrecht, Germany) to stimulate spontaneous breathing. Chloramphenicol 
and Buprenorphin were administered as well (see above). 
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Visual stimulation and data analysis 
Visual stimuli consisted of rectangular, square-wave drifting gratings (side length 16°, centre-
spacing 14°, 0.04 cycles/°, 2 cycles/s) projected with a video beamer on a plastic screen in 
front of the animal at 20-25 cm distance. The orientation of the grating changed randomly 
during each trial every 0.6 s. Computer-controlled shutters allowed independent stimulation of 
either eye. At the beginning of each experiment the visual field representation for the 
ipsilateral eye was briefly mapped, in order to determine the exact location and extent of the 
binocular cortex. Next, a 2 × 2 stimulus grid was positioned such that the two left stimuli 
evoked responses in the centre of the binocular region. For quantification (see below), we only 
used the averaged responses to the two left stimuli, thereby ruling out any contribution from 
the monocular portion of the visual cortex.  
Single response maps were computed by clipping (1.5%) and high-pass filtering blank-
corrected image averages of 15–30 stimulus repetitions. Each single-condition map was 
thresholded (image background mean + 0.8 std) to define a region containing the most 
responsive pixels. After subtracting the mean background value from an artefact-free non-
responsive area, pixel values (reflectance change) within the region above threshold were 
summed to yield an integrated measure of response strength and responsive area size. 
Response strength values obtained from the two left stimuli, which evoked maximal responses 
to stimulation of the ipsilateral eye, were averaged for each eye. Colour-coded 'best position' 
maps were calculated from a minimum intensity projection of single position maps that were 
additionally clipped and gaussian-smoothed. Each pixel was then assigned the colour 
corresponding to the stimulus that elicited the strongest response at this pixel. The 
quantification of absolute response strength for each eye was limited to animals that were 
imaged only once, as repeated exposure of the skull changed its transparency, such that the 
apparent signal strength in subsequent imaging sessions was lower. In acute experiments, 
however, absolute response strength varied only little for mice of a given age. The ratio of 
contralateral to ipsilateral eye response strength (contra/ipsi ratio) was calculated as a measure 
for ocular dominance. All statistical comparisons were made by using the Mann–Whitney U 
Test. 
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In vivo electrophysiology 
Multi-unit activity was recorded using silicon multi-channel electrodes (NeuroNexus 
Technologies) under the same anaesthetic regime as for optical imaging. Data acquisition and 
stimulus generation were controlled using BrainWare and the Pentusa multi-channel processor 
(Tucker-Davis Technologies). Electrode penetrations (9–32 per animal) were targeted to the 
binocular visual cortex, as defined functionally by prior optical imaging. Flashed white squares 
(2 × 100 ms) were presented to each eye randomly interleaved at different visual field 
positions (15 repetitions/stimulus). All recording sites were carried out at 100–800 μm depth 
from the cortical surface. Sites were at least 100 μm apart, within the depth of and across 
penetrations. Responses calculated from averaged spike counts over the peri-stimulus 
response period (corrected by subtracting the mean spontaneous activity immediately 
preceding stimulus onset), for stimuli eliciting the strongest response in each eye, were used to 
compute the ratio of contralateral to ipsilateral eye responses (contra/ipsi ratio). The median 
contra/ipsi ratio value from each animal was used to obtain group averages. 
 
3.4. Results 
3.4.1. Imaging of mouse binocular visual cortex  
We used optical imaging of intrinsic signals to map the representation of the two eyes in the 
binocular region of mouse visual cortex (Grinvald et al. 1986, Schuett et al. 2002, Kalatsky and 
Stryker 2003). Small visual stimuli presented at different positions in front of the mouse 
evoked small patches of activity in retinotopically corresponding regions in the visual cortex 
(Fig. 3.1B,C): Nasal stimulus positions elicited responses in the lateral part of the visual cortex 
and more peripheral stimulus positions resulted in a more medial activation of the cortex. 
Similarly, stimuli in the upper visual field were represented caudally, and stimulation of the 
lower visual field activated more rostral portions of the visual cortex. The overall spatial 
organization of the binocular region was revealed by colour-coded retinotopic maps (Fig. 
3.1D,E), obtained by combining responses from individual stimuli presented to the two eyes 
independently, and assigning to each pixel the colour of the stimulus position eliciting the 
strongest response at this location in the visual cortex.  
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The weaker and spatially more restricted responses of the ipsilateral eye defined the extent of 
the binocular region (Fig. 3.1E), which receives corresponding input from both eyes. In 
agreement with previous studies (Dräger 1975, Wagor et al. 1980, Gordon and Stryker 1996), 
we found the binocular region to be largest in the caudal visual cortex, representing the upper 
visual field. There the area seen by both eyes spanned more than 40° in azimuth, compared to 
about 30° in the lower visual field (Fig. 3.1E). To quantify the strength of each eye’s 
representation, we limited the analysis to responses from the centre of the binocular visual 
cortex (Fig. 3.2A,B, see methods for details).  
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Figure 3.1. Retinotopic mapping of mouse binocular visual cortex using optical imaging 
of intrinsic signals. A) Schematic of mouse brain, depicting the imaged area (black rectangle), 
which contains an outline of the primary visual cortex with the binocular zone (dark grey) located 
laterally. (B) Top, cortical blood vessel pattern as imaged through the skull. Bottom, arrangement 
of grating stimuli used to map the central visual field. Color denotes stimulus position. (C) 
Individual activity maps displaying responses to the 3 × 3 stimulus grid depicted in B are 
presented separately to the two eyes. The coordinates of the yellow cross are fixed in each map. 
(D,E) Color-coded maps of the combined responses to contralateral (D) and ipsilateral (E) eye 
stimulation superimposed on the cortical blood-vessel pattern, revealing the extent of the 
binocular zone. Color indicates stimulus position eliciting the strongest response at each pixel. 
Scale bars: 0.5 mm. 
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3.4.2. Determining OD shifts with intrinsic optical imaging 
In normal juvenile mice (postnatal day, P, 29–39), activity patches evoked by the stimulation 
of the contralateral eye in the central binocular region were consistently darker and/or larger 
than those of the ipsilateral eye (Fig. 3.2B). Deprivation of the contralateral eye at around the 
peak of the critical period (P28) strongly shifted OD (contra/ipsi ratio) towards the ipsilateral 
eye (Fig. 3.2C,E, F, p < 0.001, Mann–Whitney U test).  
 
E F G
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Figure 3.2. MD induces strong OD plasticity during the critical period. (A) Schematic of 
stimulus arrangement. (B,C,D) Ipsilateral (left) and contralateral (right) eye responses from the 
central region of the binocular visual cortex to stimuli shown in A from a normal P35 mouse (B), 
following MD (P26–P30) of the contralateral eye (C), and 46 days after a 4-day MD (D). Scale 
bar, 1 mm. (E) OD shifts after MD shown as ratio of contralateral to ipsilateral eye responses 
(contra/ipsi ratio) from individual animals (circles) plotted against MD duration. Dashed line 
shows average from non-deprived controls. (F) Contra/ipsi ratio values for normal juvenile mice 
(mean ± SEM: 2.40 ± 0.10; n = 8), after 4-10 days of MD (0.84 ± 0.06; n = 8), and 4-7 weeks 
after a 4-5-day MD (2.24 ± 0.10; n = 5). Horizontal lines indicate mean group values. Filled 
symbols show data points from the experiments shown in B,C and D. (G) Response strength of 
each eye (see methods) that contributed to the shift in the contra/ipsi ratio (shown in F) after 
contralateral eye closure and re-opening. Error bars indicate SEM.  
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Whereas a deprivation period of three days already led to a considerable reduction in the 
contra/ipsi ratio, four to five days of MD were necessary to induce a saturating effect (Fig. 
3.2E). Longer periods of MD did not yield stronger shifts in OD. On average, the OD shift in 
juvenile mice was primarily caused by a reduction of deprived eye responses, with only a weak, 
non-significant increase of the non-deprived eye response (Fig. 3.2G, deprived eye: p < 0.001; 
non-deprived eye: p = 0.1). Sample sizes for the different MD durations were not large 
enough to allow a reliable description of the time course of response strength changes, as has 
been described by other studies (Frenkel and Bear 2004). 
Allowing the initially-closed eye to regain vision (after 4–5 days of MD) completely restored 
normal OD (Fig. 3.2D,F,G, p > 0.1, in comparison to normal adult mice), demonstrating that 
binocular responses in mouse visual cortex are able to recover fully from short-term MD 
during the critical period. 
3.4.3. Critical period MD facilitates OD plasticity in adults 
Having thus established that a transient change in sensory input does not permanently change 
binocular responses, we went on to test whether the induction of MD would nevertheless 
have long-term consequences on cortical circuitry, thereby changing the capacity for plasticity 
in adult cortex. Following a recovery period of four to nine weeks from the first, saturating 
MD (4–5 days) in the critical period, the now adult mice (P60–P100) experienced a second, 
short term MD (three days) of the same, contralateral eye (Fig. 3.3A). The second MD indeed 
led to a robust OD shift towards the non-deprived eye (Fig. 3.3C,D,E, p < 0.001). In contrast, 
three days of MD in ‘naïve’ adult mice (P70–P160) without prior MD experience did not 
significantly alter OD (Fig. 3.3B,D, p = 0.34). The difference in the contra/ipsi ratio values 
between mice with or without prior MD was highly significant (p < 0.001). The MD effect 
was independent of age in both groups, and it was not affected by the duration of the interval 
between MD episodes (for all groups: p > 0.6, R2 < 0.06). In mice previously deprived during 
the critical period, a partial weakening of the closed eye without substantial strengthening of 
the open eye (p = 0.052 and p = 0.18, respectively; in comparison to response strengths of 
litter-mate controls after recovery) produced the robust shift in ocular dominance induced by 
the second MD (Fig. 3.3E).  
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These results demonstrate that the induction of ocular dominance plasticity during the critical 
period causes a lasting change in visual cortex, which substantially enhances the effectiveness 
of a second MD many weeks later. Importantly, during the intervening period, there was no 
apparent functional hint of this change, as the cortex had fully recovered from the first MD 
(Fig. 3.2, 3.3). 
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Figure 3.3. MD during the critical period facilitates OD plasticity in adult mice. 
(A) Experimental timelines for the assessment of the effect of repeated MD in the contralateral eye. 
(B,C) Ipsilateral (left) and contralateral (right) eye responses after 3 days of contralateral MD from a 
normal adult mouse (B), and from a mouse that had been undergone prior MD (4 days) during the 
critical period (C). Stimulus arrangement as in Fig. 2A. (D) Contra/ipsi ratio values from individual 
animals (circles) for the different conditions: Three days of MD in adult mice were insufficient to 
induce plasticity in naïve animals (1.89 ± 0.12; n = 6; normal adult mice: 2.01 ± 0.07; n = 12), but 
led to a strong OD shift in mice with prior 4–5 day MD in the critical period (1.26 ± 0.05; n = 7; 
recovery from critical period MD: 2.24 ± 0.10; n = 5). Horizontal lines indicate mean group values. 
(E) Changes in eye response strength that contributed to the shift in the contra/ipsi ratios after 
repeated contralateral MD. Error bars indicate SEM. 
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3.4.4. Adult MD experience facilitates subsequent OD plasticity 
Recent studies reported that OD plasticity in mouse visual cortex is not limited to a critical 
period, but can be induced later in life, too (Sawtell et al. 2003, Lickey et al. 2004, Tagawa et al. 
2005). In keeping with a previous report (Sawtell et al. 2003), we found that three days of 
contralateral MD in normal adult mice were insufficient to induce a change in OD (Fig. 
3.3B,D). However, 6–7 days of MD resulted in a clear OD shift in mice up to 200 days old 
(Figs. 3.4A,B and 3.7B,C, p < 0.001), which was independent of age (Fig. 3.4C, R2 = 0.12, p = 
0.24).  
 
In contrast to juvenile mice, OD shifts in adults were mediated mainly by an increase in the 
response strength of the non-deprived, ipsilateral eye, without a significant weakening of 
deprived eye inputs (Fig. 3.4A, B, deprived eye: p = 0.1; non-deprived eye: p < 0.001; see also 
Fig. 3.7C). As intrinsic signal imaging was performed through the intact skull, repeated 
experiments in the same animal permitted the measurements of eye-specific responses over 
Figure 3.4. OD plasticity in 
adult visual cortex. (A,B) 
Ipsi- and contralateral eye 
responses in the same mouse 
before (A, P80, contra/ipsi 
ratio=2.21) and after 6 days 
of MD (B, P92, contra/ipsi 
ratio=1.09). Stimulus arrange-
ment as in Fig. 2a. (C) Ratio 
of contra- to ipsi-lateral eye 
response strength after 6-7 
days of MD in normal adult 
mice plotted against age 
shows no significant correla-
tion. R2 = 0.12, p = 0.24. (D) 
Contra/ipsi ratio values from 
repeated experiments (inter-
imaging period 1-3 weeks) in 
adult control animals (grey) 
and in deprived adult animals 
before and after 6 days of 
MD in the contralateral eye 
(black). 
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time. In control animals the contra/ispi ratio was very stable over repeated imaging sessions, 
whereas 6-7 days of MD led to strong shifts in OD (Fig. 3.4D), fully matching the data from 
animals imaged only once (Fig. 3.7B).  
To further corroborate the results on adult plasticity obtained with intrinsic signal imaging, we 
measured multi-unit spiking activity by targeted extracellular recordings in the binocular visual 
cortex. Whereas in normal animals most neurons responded more vigorously to contralateral 
than to ipsilateral eye stimulation (Fig. 3.5A,C,D), equivalent responses were observed for 
both eyes after six days of MD (Fig. 3.5B,C,D, p < 0.001, see methods for details). Notably, 
contra/ipsi ratio values obtained from the supra-threshold responses in normal and deprived 
mice (Fig. 3.5C,D) closely matched the population response data measured by intrinsic signals 
(Fig. 3.4D, 7B). However, spike rates were too variable between different animals to reveal the 
absolute changes in eye response strength underlying the OD shifts (data not shown). 
 
Figure 3.5. Assessment of adult OD plasticity using microelectrode recordings. 
(A) Functional map of the binocular region (green), used for targeting electrode penetrations 
(circles). Scale bar: 0.5 mm (B,C) Raster plots from two recording sites showing responses to 15 
repetitions of the same stimulus through each eye from a normal adult (B, P91, contra/ipsi ratio 
= 3.51) and a 6–day MD animal (C, P73, contra/ipsi ratio = 1.32). Stimulus timing is indicated 
above plots. (D) Distribution of contra/ipsi ratio values from all recording sites of adult control 
(2.99 ± 0.28, mean ± SEM, 324 recording sites, 4 mice) and deprived (1.05 ± 0.12, 260 recording 
sites, 5 mice) animals, showing strong OD shifts in response to MD. Each color represents a 
different animal. Horizontal lines indicate mean group values. 
C 
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As after MD induction in juvenile animals, complete recovery of ocular dominance was 
revealed by optical imaging in adult mice as soon as eight days after the end of 6-7 days of 
deprivation (Fig. 3.7B,D, p = 0.93, in comparison to the contra/ipsi ratio of normal adult 
mice). However, even though contra/ipsi ratios were already similar to normal mice at this 
time, cortical responses to each eye were initially stronger than in non-deprived animals (p < 
0.05), and only gradually returned to normal levels over the subsequent two weeks (Fig. 3.6). 
 
Having demonstrated robust plasticity and recovery in adult animals, we investigated whether 
the effect of prior MD on subsequent plasticity is also observed if the first MD was 
experienced in adulthood (Fig. 3.7A). Indeed, if a second MD was induced three to six weeks 
after the first deprivation in adult mice, three days of eye-closure were sufficient to strongly 
shift OD towards the open eye, in contrast to “naïve” adult mice (Fig. 3.7B, p < 0.001). The 
magnitude of this shift was independent of the duration of the recovery period, and it was 
mediated primarily by the potentiation of non-deprived eye inputs (Fig. 3.7C, deprived eye:  
p = 0.37; non-deprived eye: p = 0.001), akin to the changes observed after a single MD in 
normal adult animals (Fig. 3.7C). In order to strengthen these findings, we again imaged a 
subset of adult mice repeatedly, thus allowing us to measure the effects of repeated MD in 
individual animals over time (Fig. 3.7B). The OD shifts observed in these mice were 
indistinguishable from those obtained in animals imaged only once. Taken together, these 
results indicate that a ‘priming’ MD in adults had the same facilitatory effect on subsequent 
OD plasticity as a ‘priming’ MD in the critical period. 
Figure 3.6. Response magnitudes for the 
contralateral (dark grey) and the ipsilateral 
(light grey) eye, plotted against the duration 
of binocular vision after MD, and for nomal 
adult animals (N, mean ± SEM). For both 
eyes, response strength decreases with length 
of recovery (contra: R2 = 0.41, p = 0.02; ipsi: 
R2 = 0.40, p = 0.03).
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Another way of investigating the nature of the enhancing effect of prior deprivation is to 
measure the persistence of the OD shift in response to the second MD. Following a single, 
seven day MD in adults, eight days of binocular vision were sufficient to restore normal 
contra/ipsi ratio values (Fig. 3.8B). In contrast, after a second, seven day MD, the recovery 
was dramatically prolonged, and a strong OD shift was still apparent eight days after the end 
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Figure 3.7. Prior MD in adult mice facilitates subsequent OD plasticity. (A) Experimental 
timelines for the assessment of the effect of repeated adult MD in the contralateral eye. (B) Strong 
OD shifts after 6–7 days of MD in adult mice (contra/ipsi ratio = 0.98 ± 0.03; mean ± SEM; 
n = 13) recover completely with restored binocular vision (2.00 ± 0.05, n = 11; imaged 8–30 days 
after eye re-opening). Re-closure of the eye results in strong OD shifts even after 3 days 
(1.16 ± 0.06; n = 8), unlike in naïve mice (1.89 ± 0.12; n = 6). Horizontal lines indicate mean group 
values. Coloured symbols denote data from mice imaged repeatedly. (C) Average changes in 
responses strength of each eye underlying the shifts in OD shown in B after closure, re-opening 
and re-closure of the contralateral eye in adulthood. Error bars indicate SEM. 
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of deprivation (Fig. 3.8B,C, p = 0.016, in comparison to 8 days of recovery from the first 
MD). Remarkably, these OD shifts persisted for longer than those from a single fourteen day 
MD episode (Fig. 3.8B,C, p = 0.029), indicating that it is not the total duration but rather the 
recurrent experience of deprivation which enhances cortical plasticity. Thus, an episode of 
MD not only accelerates the subsequent shifts of the cortical representations of the two eyes 
into another state, but this shift also becomes more persistent with repeated epochs of 
deprivation.  
 
3.4.5. The facilitatory effect of prior MD is eye specific 
In principle, two types of mechanisms could account for the facilitation of OD plasticity 
described above. Prior MD experience could lead either to a general increase of cortical 
plasticity or to specific changes in the circuits or synapses affected by the initial deprivation.  
Figure 3.8. More persistent OD changes after prior MD. (A) Experimental timelines for the 
assessment of recovery from repeated adult MD in the contralateral eye. (B) Contra/ipsi ratio 
values (left) and after 8 days of recovery from a single 7 day MD (2.02 ± 0.08, n = 5), repeated MD 
(7 days–recovery–7 days; 1.31 ± 0.05, n = 4), and a single 14 day MD (1.84 ± 0.08, n = 4) in adult 
mice. The OD shifts were more persistent in animals with recurrent MD experience. (C) Average 
eye response magnitudes for the conditions shown in B. Error bars indicate SEM.
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One way to distinguish between these possibilities is to test whether the facilitation of OD 
plasticity transfers from one eye to the other (Fig. 3.9A). Three days of ipsilateral eye MD, 
which led to only a small OD shift in naïve mice (Fig. 3.9B,C, p = 0.024, in comparison to 
normal adult mice), did not result in a stronger shift in animals that had experienced 
deprivation of the other (contralateral) eye three to four weeks earlier (Fig. 3.9D,E, p > 0.4, in 
DB 
A 
C E
Figure 3.9. Facilitatory effect of repeated MD is eye specific. (A) Experimental timelines for 
successive MD of opposite eyes. (B) In naïve adult mice, contra/ipsi ratio values increased 
marginally after 3 days of MD (2.41 ± 0.15, n = 6) and strongly after 7 days of MD (5.63 ± 0.60, n = 
9) of the ipsilateral eye. (C) Response strength of each eye for the same conditions as in B. (D) 
Previous 7–day MD of the contralateral eye and subsequent recovery (2.00 ± 0.05, n = 11) did not 
accelerate plasticity in response to a 3–day ipsilateral eye closure (2.11 ± 0.10, n = 6). In contrast, 
the prior deprivation impaired OD plasticity induced by a 7-d ipsilateral MD (2.83 ± 0.18, n = 5). 
Individual animals are depicted by open circles, horizontal lines indicate mean values. (E) Response 
strength of each eye for the same conditions as in D. Error bars denote SEM.
 3.5. Discussion 
 
                                                                                                                                             59
comparison to both naïve 3d ipsilateral eye MD and litter-mate controls after recovery from 
contralateral eye MD). In normal adult mice, however, seven days of ipsilateral eye MD 
strongly altered OD in favour of the contralateral eye (Fig. 3.9B, p < 0.001), predominantly 
through a depression of ipsilateral eye responses (Fig. 3.9C, deprived eye: p = 0.002; non-
deprived, contralateral eye: p = 0.12), indicating that the adult visual cortex is also susceptible 
to deprivation of the ipsilateral eye.  
This result demonstrates that OD plasticity cannot be augmented by previous deprivation of 
the opposite eye, but that the facilitatory effect of prior experience is specific to deprivation of 
the same eye. Surprisingly, prior closure of the opposite eye even impaired OD plasticity, as 
was revealed by longer deprivation of the ipsilateral eye (Fig 3.9D,E): The shift of contra/ipsi 
ratio values after seven days of ipsilateral MD was dramatically reduced if the animal had 
undergone MD in the contralateral eye three to four weeks earlier (p < 0.01). 
3.5. Discussion 
Our results show that one episode of MD paved the way for a second one, in that the effects 
of the second MD appeared faster and lasted longer. This facilitation of plasticity occurred 
irrespective of whether the first MD was induced during the critical period or in adulthood, 
but it was only observed if the same eye was deprived during both episodes. Thus, a specific 
trace is left in visual cortex, which maintains a memory of its deprivation history. This trace is 
not apparent in the intervening period of several weeks, but rather requires a second MD to 
be disclosed. 
3.5.1. Intrinsic signal imaging of OD plasticity 
In this study we demonstrated that intrinsic signal imaging can be used to report reliably the 
strength of the representation of both eyes in the binocular region of mouse visual cortex. We 
used this method to show that closure of one eye led to robust OD shifts both during a 
critical period early in life and in adulthood. Our results on OD plasticity during the critical 
period are consistent with the previous literature (Gordon and Stryker 1996, Sawtell et al. 
2003, Fagiolini and Hensch 2000). However, there have been contrasting reports regarding the 
susceptibility of adult mice to MD: studies using visually-evoked potentials and immediate 
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early gene expression revealed substantial capacity for OD plasticity (Sawtell et al. 2003, 
Lickey et al. 2004, Tagawa et al. 2005), which was not apparent in the measurements of single-
unit activity under barbiturate-anaesthesia (Gordon and Stryker 1996, Fagiolini and Hensch 
2000, McGee et al. 2005). The discrepancy between these studies could have arisen either 
from a difference in the sensitivity of the techniques or from different anaesthetic conditions 
(Pham et al. 2004). We therefore supplemented our intrinsic imaging data with extracellular 
recordings to show that strong adult OD plasticity (after 6 days of MD) can be indeed 
measured at the level of supra-threshold activity of neurons in visual cortex under halothane 
anaesthesia. Moreover, the close correspondence of OD values between our multi-unit and 
intrinsic signal recordings indicates that optical imaging faithfully reports the spiking activity 
of neuronal populations. 
3.5.2. Strength of eye representation after juvenile and adult MD  
Recent studies have demonstrated that OD plasticity in the mouse visual cortex can be studied 
in terms of its component parts: potentiation versus depression of inputs from the two eyes 
(Frenkel and Bear 2004, Sawtell et al. 2003). We showed that in juvenile mice MD of the 
contralateral eye primarily led to the weakening of deprived eye responses, while in adults it 
selectively strengthened non-deprived, ipsilateral eye responses. The mechanisms underlying 
OD plasticity may therefore change with age, as suggested previously (Sawtell et al. 2003, 
Pham et al. 2004). However, we could also show that deprivation of the ipsilateral eye in 
adults strongly reduced responses to that eye, indicating that the depression of inputs is still 
possible in adult visual cortex, contrary to a previous finding (Sawtell et al. 2003). The fact that 
strong bidirectional modification of the ipsilateral responses accompany MD in adults 
(depending on which eye was deprived), without significant changes of contralateral eye 
responses, indicates that the representation of the weak eye in the mature visual cortex is 
particularly susceptible to an imbalance of binocular input. These results are in agreement with 
a recent study assessing expression of the immediate early gene Arc (Tagawa et al. 2005).  
A period of binocular vision after MD restored normal binocularity in the visual cortex of 
both juvenile and adult mice. Interestingly, this recovery appeared to be mediated by a 
combination of at least two different processes. Whereas contra/ipsi ratios were found to be 
at a normal level already eight days after reopening of the deprived eye in adult mice, the 
 3.5. Discussion 
 
                                                                                                                                             61
absolute cortical responsiveness needed a longer time period to recover fully. This suggests 
that different types of plasticity with diverging time courses of recovery might act on cortical 
cells after MD. The higher magnitude of cortical responses to both eyes apparent eight days 
after eye re-opening could for instance originate from long-lasting homeostatic mechanisms 
that scale up neuronal responses during deprivation. This interpretation is also supported by 
the calcium imaging data presented in Chapter 4, Section 4.4.2. 
However, regardless of the nature of the underlying changes, our results demonstrate that the 
mammalian cortex can adapt reversibly to an imbalance of sensory inputs throughout life. The 
mouse model of OD plasticity therefore provides an excellent opportunity to assess the 
influence of recurrent sensory experience on the capacity of the cortex for change. 
3.5.3. Facilitation of adult OD plasticity by prior MD experience 
In naïve adult mice, three days of contralateral eye MD were not sufficient to induce 
measurable OD plasticity. However, the same duration of MD resulted in a marked shift of 
OD in mice that had experienced MD of the same eye up to two months earlier. Although 
adult plasticity was accelerated irrespective of whether the first deprivation occurred during 
the critical period or in adulthood, the mechanisms underlying this facilitation may differ 
depending on the age of the priming MD. In mice that had been initially deprived during the 
critical period, there was a trend for a weakening of the closed eye without a notable 
strengthening of the open eye, which contributed to the strong shift in OD induced by the 
second episode of MD in adulthood (Fig. 3.3). However, these changes in input strength of 
the two eyes induced by a second MD did not resemble those accompanying OD plasticity in 
naïve adult mice. Rather, they partially recapitulated the effects seen in young animals. In 
contrast, when both MD episodes were induced in adulthood, the changes of response 
strength were akin: after the second deprivation – just like after the first – the representation 
of the deprived eye stayed strong and the open eye increased its influence. Taken together, 
these results indicate that the mechanisms underlying enhanced OD plasticity in adult mouse 
visual cortex may depend on the deprivation history.  
Not only was the shift of cortical OD accelerated by prior experience, it also persisted for 
much longer after the restoration of binocular vision. At first glance this might appear 
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counterintuitive. If recovery from MD is simply a reversal of the initial MD effect and follows 
the same mechanisms, should OD not also shift back faster? Previous studies have indicated 
that shift and recovery of binocularity after MD are mediated by different mechanisms. Unlike 
MD induced plasticity, recovery does not require CREB activation (Liao et al. 2002) or protein 
synthesis, can occur much more rapidly (Krahe et al. 2005). Most importantly, enhancing 
CREB activity in adult mice seems to result in longer lasting OD shifts (Pham et al. 2004). 
These studies are in good agreement with our finding that enhanced plasticity might lead to 
more persistent MD effects.  
3.5.4. Specific trace in the visual cortex 
The enhancement of plasticity was apparent only after repeated deprivation of the same eye, 
since deprivation of the other eye three to four weeks later did not lead to a facilitated OD 
shift. In contrast, depriving the opposite eye earlier in life even impaired OD plasticity. These 
findings indicate that prior deprivation does not increase cortical plasticity in general to any 
input, as has been observed after dark rearing (Cynader and Mitchell 1980) or after 
pharmacological manipulations (Pizzorusso et al. 2002). Instead, they argue for very specific 
changes in cortical circuitry, which support the facilitation of OD shifts only in the same 
direction as experienced earlier in life, and interfere with inverse modifications that would give 
rise to OD shifts in the opposite direction. 
What is the nature of these changes? Prior MD experience could establish a trace in the form 
of lasting biochemical and/or structural changes, which are (re)activated upon the second 
MD. For instance, activity-dependent changes in visual cortex associated with the initial MD 
episode could lead to altered postsynaptic density composition of pre-existing synapses, or the 
generation of new synapses that would become silent during the recovery, which would 
subsequently facilitate future circuit adaptations. The view that structural changes might form 
the basis for the facilitation of OD plasticity is supported by closely related observations in the 
barn owl’s auditory localization system (Knudsen 1998). Here, the capacity for plasticity of 
auditory midbrain neurons in response to a prism-induced visual field displacement is 
extended into adulthood if the owls had a similar prism experience as juveniles. The shifts of 
auditory space fields in adult owls is explained by the formation of new axonal connections 
during initial prism-rearing (DeBello et al. 2001), which are physically maintained but 
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functionally disabled after the removal of the prisms and the shifting back of auditory space 
fields (Linkenhoker et al. 2005). In mouse visual cortex, too, MD can result in anatomical 
changes, which have been observed at the presynaptic (Antonini et al. 1999) as well as the 
postsynaptic level (Mataga et al. 2004, Oray et al. 2004). It is therefore tempting to speculate 
that these structural changes might outlast the first MD, facilitating the OD shift during a 
second episode of MD. 
3.5.5. General implications 
Changes in cortical circuitry following MD affect vision. The imbalance of binocular inputs 
early in postnatal life leads to the development of poor visual acuity (Muir and Mitchell 1973, 
Prusky and Douglas 2003). In contrast, in adult amblyopic humans and normal mice, 
occlusion of one eye can lead to the improvement of spatial vision (Levi 2005, Douglas et al., 
Soc. Neurosci. Abstracts, No. 866.15, 2004). Notably, these behavioural findings are in close 
keeping with the loss of deprived-eye function and the gain of non-deprived-eye function in 
the contralateral visual cortex of the mouse after juvenile and adult MD, respectively. The MD 
paradigm in mice, therefore, provides a useful general model for studying the mechanisms 
underlying plasticity of cortical circuits (Hensch 2005, Hübener 2003) and related behaviours 
(Prusky and Douglas 2003). We used this model to show that the repetition of altered sensory 
experience leads to a faster adaptation of neural circuits in visual cortex. Moreover, we 
demonstrated that cortical changes after repeated experience are more persistent, and that the 
conditioning effect of experience is not restricted to a period early in life but that it also occurs 
in adulthood. Since facilitation of adult plasticity by prior experience has been demonstrated 
also in the barn owl midbrain (Knudsen 1998), it seems likely that this is a general 
characteristic of plasticity in the CNS. It remains to be seen whether the phenomenon 
reported here also explains the more general observation that learning of specific tasks or 
abilities and the retention of this knowledge are improved by previous learning experiences of 
the same kind. 
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4. Monocular deprivation induces 
bidirectional scaling of eye-specific 
responses in primary visual cortex 
 
 
4.1. Abstract 
Ocular dominance (OD) plasticity in visual cortex has long served as a useful model 
for examining how cortical synapses are shaped by experience. Following a brief 
period of eyelid closure (monocular deprivation, MD), neurons in binocular cortex 
shift their relative responsiveness to stimulation of the two eyes. However, it is largely 
unclear how the magnitude of eye-specific responses in individual neurons is altered 
by MD, and how this relates to changes of other functional properties like orientation 
selectivity. To address this, we combined two-photon microscopy with bulk loading of 
a calcium-indicator dye, which enabled us to measure the activity of hundreds of 
neurons within the binocular region of mouse visual cortex. We found that the 
response strength evoked by stimulation of one eye was inversely related to that of the 
other as a function of OD, such that the summed response remained roughly constant, 
irrespective of the neuron’s OD. This was true in normal as well as in monocularly 
deprived animals. The shifts in OD observed after 4-7 days of MD were caused by a 
scaling down of deprived eye responses and a scaling up of non-deprived responses 
across almost the entire range of response values. Monocular neurons responding to 
the deprived eye, however, were an exception, as they selectively increased their 
responsiveness. These results indicate that both competitive and homeostatic 
mechanisms operate together to regulate the strength of neuronal responses during 
MD, depending on the relative contributions of eye-specific inputs a neuron receives. 
Finally, we found that while the reduction of deprived-eye responses was not 
associated with a significant loss of orientation selectivity, the gain of input for the 
non-deprived eye under some conditions led to degraded response specificity. 
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4.2. Introduction 
Two general mechanisms of plasticity have been proposed to govern long-lasting activity-
dependent modifications of neural circuits. First, changing the pattern of input activity can 
rapidly adjust the strength of individual inputs, resulting in either long-term potentiation 
(LTP) or depression (LTD) of synaptic transmission (Hebbian or correlation-based plasticity). 
Second, chronically altering the level of neuronal activity can be compensated for on longer 
timescales by global changes in responsiveness or plasticity of a given cell (homeostatic 
plasticity). How these general forms of plasticity contribute to experience-dependent 
modifications of functional properties of individual neurons in vivo is at present unclear. 
Ocular dominance (OD) plasticity in visual cortex has long served as a useful model for 
examining how cortical synapses are shaped by experience. As shown in Chapter 3, following 
a brief period of eyelid closure (monocular deprivation, MD), neurons in binocular cortex 
shift their relative responsiveness to stimulation of the two eyes (Wiesel and Hubel 1963, 
Gordon and Stryker 1996). The coexistence of correlation-based and homeostatic plasticity 
during OD shifts has been difficult to demonstrate because MD at the same time reduces the 
overall amount and changes the balance of activity between the eyes. Current thinking favours 
the explanation that OD shifts are largely driven by Hebbian mechanisms (Bear and 
Rittenhouse 1999), which lead to a depression of deprived eye responses and an enhancement 
of non-deprived eye responses. Direct experimental support for this idea was provided by a 
recent study in mice, which demonstrated that MD induces an overall loss of deprived eye 
responsiveness and a delayed increase of non-deprived eye responsiveness (Frenkel and Bear 
2004). This study using population measurements of neuronal activity provided no evidence 
for homeostatic changes, because the reduction of cortical activity by binocular deprivation 
did not alter the strength of visually-evoked responses. Recently, however, visual deprivation 
has been shown to lead to compensatory changes in neurons residing in the monocular cortex 
(where no competition occurs) by increasing the amplitude of excitatory synaptic currents 
(Desai et al. 2002). It is not known if such compensatory changes also occur in the binocular 
cortex during OD plasticity. If correlation-based and homeostatic mechanisms operate in 
parallel during OD shifts, their relative contributions may depend on the proportions of eye-
specific inputs each cell receives. However, addressing this question requires the measurement 
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of the absolute magnitude of eye-specific responses at the level of individual cells, which was 
not carried out in previous studies (Frenkel and Bear 2004, Mioche and Singer 1989). 
Moreover, the two forms of plasticity predict different outcomes for how MD affects the 
absolute strength of eye-specific responses: correlation-based plasticity, which may primarily 
affect neurons receiving substantial input from both eyes, is expected to lead to a reduction of 
deprived-eye responses. In contrast, homeostatic compensation may lead to an increase of 
deprived eye responses in monocular cells, which are immune to competition from the non-
deprived eye.  
Investigating how MD changes other functional properties of neurons in the binocular cortex 
might give additional hints at the mechanisms of OD plasticity. Early, long-term MD has been 
shown to reduce the proportion of orientation selective neurons responding to the deprived 
eye (Shatz and Stryker 1978, Sherman and Spear 1982), presumably by interfering with the 
development of orientation tuning. However, it is unclear how MD affects neurons with 
mature orientation selectivity at a later phase in development (Crair et al. 1997, Beaver et al. 
2002). Is the loss of deprived-eye responsiveness accompanied by a reduction of orientation 
tuning? How is orientation selectivity affected by a competitive situation, as a cell loses 
synapses from the deprived eye and gains additional ones from the non-deprived eye? 
Addressing these questions will provide further insights into how computation of functional 
attributes of cortical neurons is altered by experience. 
In this study, we investigated the mechanisms of OD plasticity by exploring in greater detail 
how the responsiveness and functional properties of neurons are changed after MD. We 
combined two-photon microscopy with bulk loading of cortical tissue with a calcium-indicator 
dye (Stosiek et al. 2003, Ohki et al. 2005) which enabled us to image the activity of hundreds 
of neurons within the binocular region of mouse visual cortex. This approach offered great 
advantages over conventional methods for quantifying and mapping visually-evoked neuronal 
responses, since it allowed for simultaneous monitoring of activity from dozens to hundreds 
of cells with known spatial distribution at single-cell resolution.  
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4.3. Material and Methods 
Animal preparation and lid suture 
All experimental procedures were carried out in compliance with institutional guidelines and 
the local government. C57Bl/6 mice (postnatal day (P) 20-35) were anesthetized with a 
mixture of Fentanyl (0.05 mg/kg), Midazolam (5.0 mg/kg) and Medetomidin (0.5 mg/kg). 
Anaesthesia was maintained by re-injecting half of the initial dose approximately every hour, 
supplemented by a low concentration of halothane (0.2-0.5%) in a 1:1 mixture of N2O:O2, 
delivered via a small nose cone. Cream (Isoptomax) was applied to the eyes to prevent 
dehydration during surgery. The skull was exposed, cleaned and attached to a metal plate with 
dental cement to immobilize the head. A small craniotomy (~ 2mm) was carried out above the 
binocular visual cortex as determined by stereotaxic coordinates. The exposed cortical surface 
was kept moist with cortex buffer (125 mM NaCl, 5 mM KCl, 10 mM glucose, 10 mM Hepes, 
2 mM MgSO4, 2 mM CaCl2, pH 7.4). After dye injection (see below) the cortex was sealed 
with agarose in cortex buffer (~ 2%) and a coverslip. 
Monocular deprivation was induced by suturing shut one eye-lid four to eight days before the 
imaging experiment using the same injectable anaesthesia as described above. Lid margins 
were trimmed and the eye lid was closed shut with two mattress stitches (see Chapter 3.3.). 
Eye-reopening was carried out prior to imaging, directly after the dye injection.  
 
Dye loading and two-photon imaging 
Bulk loading of cortical neurons (Stosiek et al. 2003) was performed with the calcium-sensitive 
dye Oregon Green 488 BAPTA-1 AM (OGB1-AM, Molecular Probes). The dye was dissolved 
in 4µl DMSO containing 20% Pluronic, and further diluted (1/10) in dye buffer (150 mM 
NaCl, 2.5 mM KCl, 10 mM Hepes, pH 7.4) to yield a final concentration of 1 mM. The 
solution was pressure-injected into the cortex at a depth of 200 to 300 µm with a micropipette 
(3-5 MΩ, 8-12 psi, 2-3 min). This resulted in a stained area of about 250 - 400 µm diameter. In 
most animals, dye was injected at two or three positions to ensure labelling within the 
binocular region. 
 4.3. Material and Methods 
 
                                                                                                                                             69
Activity of cortical neurons was monitored by imaging fluorescence changes with a custom-
built microscope and a mode-locked Ti:sapphire laser (Mai Tai, Spectra-Physics) at 830 nm 
through a 40x water immersion objective (0.8 NA, Olympus). Scanning and image acquisition 
was controlled by Fluoview software (Olympus). The average power delivered to the brain 
was < 50 mW. 
Visual stimulation and data acquisition 
At the beginning of each experiment the appropriate retinotopic position was confirmed using 
small grating stimuli at eight to twelve neighbouring positions. Neuronal responses to 
stimulation of the two eyes were assessed using two rectangular-shaped grating stimuli (25° 
azimuth, 50° elevation, 0.03 cycles/°, 2 cycles/s) presented on a monitor in the central visual 
field of the animal every 11 s for 4 s. Computer-controlled shutters allowed independent 
stimulation of either eye during each recording sequence. Orientation selectivity was 
determined by presentation of whole-field gratings drifting in eight directions (0.04cycles/°, 2 
cycles/s). In each stimulus condition, the grating remained stationary for 4.9 s, before moving 
for 4 s. In most experiments, images (512 x 512 pixels) were acquired at 1.1 s per frame. Maps 
containing no or unevenly distributed responses to ipsilateral eye stimulation, indicating an 
imaging position outside or at the border of the binocular visual cortex, were excluded from 
further analysis. 
Data analysis 
Image sequences were aligned for tangential drift and analysed with custom programmes 
written in ImageJ (NIH) and Matlab (Mathworks). Cell outlines were detected using a semi-
automated algorithm based morphological measurements of cell’s intensity, size and shape, 
and subsequently confirmed by visual inspection. All pixels within a cell’s outline were 
averaged to give a single time course (ΔF/F). Neuronal response strength was calculated from 
the average of 8 to 15 stimulus repetitions, as the average ΔF/F of the three, 1.1s frames 
immediately following stimulus onset, typically centred around the stimulus-evoked response 
maximum. The baseline was computed as the mean ΔF/F of the three frames immediately 
preceding stimulus onset. Cells were considered responsive if the response to any of the 
stimuli was significantly different from the baseline (ANOVA at p<0.01). The ocular 
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dominance (OD) score represents the ratio of the contralateral eye response to the summed 
response of both eyes. An OD score of O or 1 indicates exclusive dominance by the ipsilateral 
or contralateral eye, respectively. Orientation preference was calculated by vector averaging 
the responses to four different orientations (responses to both directions for each orientation 
were pooled). Orientation selectivity index (OSI) was calculated as (1-average response to 
non-preferred orientation/preferred orientation). Cells with OSI values of < 0.3 were taken as 
non-selective for orientation. Cell-based OD maps were computed by colour-coding each cell 
with the hue corresponding its OD score. In cell-based orientation maps, the hue corresponds 
to the cell’s preferred orientation, whereas the lightness codes for the magnitude of its 
response (ΔF/F). For pixel-based maps, binned images (256 x 256 pixels) were averaged 
across stimulus repetitions. The time course of each pixel was then processed to extract OD 
or OSI values, as described above for cell-based analysis. 
Differences between cumulative distributions were assessed using the Kolmogorov-Smirnov 
test (K-S test). Differences across independent groups of animals or neurons were tested with 
Kruskal-Wallis ANOVA and Wilcoxon ranksum tests. For statistical analysis of the spatial 
distribution of cells with different ocular dominance (OD) scores, we computed a cumulative 
function, L(t), which describes the mean number of cells (of the same OD score) that are 
within a given distance, t, of a cell’s centre, corrected by the cell density. To test whether OD 
is randomly distributed, we used the Monte Carlo analysis from Diggle (1986). We computed 
the L function for the real map and each of the 99 random simulations (where OD is 
randomly assigned for each cell). If the rank of the U score (sum of variance) for the real map 
was 5 or less out of 100, we rejected the null hypothesis of a random OD distribution at 5% 
significance level. 
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4.4. Results 
4.4.1. Mapping ocular dominance with in vivo calcium imaging 
We investigated how OD is represented in the binocular visual cortex (Fig. 4.1A) at the 
resolution of individual cells and the surrounding neuropil by means of two-photon calcium 
imaging. The cortical tissue was bulk-loaded with the AM ester form of the calcium indicator 
dye Oregon Green Bapta-1 (OGB-1 AM; Fig. 4.1B) (Stosiek et al. 2003, Ohki et al. 2005), 
resulting in a stained region of approximately 300 µm diameter. Drifting grating stimuli 
(25°x50°, Fig. 4.1C), presented independently to the two eyes, evoked fluorescence changes 
(∆F/F) in neuronal cell bodies and their surround (Fig. 4.1D,E). The response to each eye was 
used to calculate the OD score (contralateral eye response, divided by the summed responses 
to either eye) for each pixel or cell (Fig. 4.1F, see methods). This enabled us to construct maps 
of eye preference which reveal the OD of every cell in the imaging region. Neurons in the 
binocular visual cortex of normal mice displayed a range of OD scores, including those driven 
predominantly by the ipsilateral or the contralateral eye (Fig. 4.1D). The majority of cells was 
driven by both eyes, but there was an overall dominance of the contralateral eye, consistent 
with previous studies (see also Chapter 3, Dräger 1975, Gordon and Stryker 1996).  
Methods used in earlier mapping studies have not been able to provide conclusive evidence 
for or against the existence of OD columns in the mouse visual cortex (Dräger 1974, Metin et 
al. 1988, Schuett et al. 2002). Obtaining OD maps at multiple depths below the cortical 
surface (down to ~420 um, equivalent to superficial layer 5) allowed us to investigate both 
how OD varies with cortical layer and whether cells with similar OD scores form clusters (Fig. 
4.2). We found that proportions of neurons with different OD did not vary systematically with 
depth. This is perhaps not surprising considering that, in the mouse, axons of LGN afferents 
are not confined to layer 4, but also ramify within superficial layers (Antonini et al. 1999). 
However, in some animals we did find evidence for spatial clustering of OD in the tangential 
plane. This became particularly apparent when cells from different optical sections were 
collapsed into the same image (Fig. 4.2A,B, see also Fig. 4.3A). Statistical analysis (see 
Methods) revealed significant clustering of OD in four out of five tested animals. Thus, while 
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there was some tendency for a clustered organisation of OD, mouse visual cortex clearly lacks 
distinct OD columns. 
 
Figure 4.1. In vivo two-photon calcium imaging of ocular dominance in binocular mouse 
visual cortex. (A) Schematic of the mouse visual system. (B) In vivo image from OGB1-AM 
loaded cells (average of 400 frames) 230 µm below the brain surface in the binocular visual cortex 
of a normal mouse. Scale bar, 50 µm. (C) Schematic showing the position of a visual stimulus 
(25°x50°) presented to each eye separately, used to evoke eye-specific responses in the binocular 
visual cortex. (D) Visually evoked calcium transients from two neurons depicted in B. The thin 
traces show individual responses to stimulation of each eye, thick traces are average responses to 
10 presentations. Stimulation periods are indicated by grey bars. (E) Single-condition maps of 
∆F/F for responses to the contralateral (left panel) and ipsilateral (right panel) eye. (F) Pixel-based 
(left) and cell-based (right) OD maps, colour coded by the OD score (see methods), as indicated in 
the legend. OD score of 1 or 0 denotes exclusive response to contra- or ipsilateral eye stimulation, 
respectively, a value of 0.5 indicates equal response to both eyes. 
E D 
F 
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Importantly, the absence of clear OD columns in the mouse does not narrow the overall 
range of OD scores, since neurons with very distinct eye preferences were frequently located 
in close proximity. Thus, despite the lack of large-scale grouping of neurons with similar OD 
preferences, the input preference of individual neurons is nonetheless highly specific. 
 
4.4.2. Bidirectional changes of eye-specific responses induced by MD 
We next explored how a period of MD in juvenile mice changed the OD of individual cells in 
visual cortex. Four to seven days of MD induced a strong shift in the OD scores (Fig. 4.3) in 
favour of the non-deprived eye, concurrent with previous studies (Gordon and Stryker 1996). 
Deprivation of the contralateral eye shifted OD towards the ipsilateral eye, such that most 
neurons responded equally to both eyes (Fig. 4.3, middle panels). Ipsilateral eye closure 
expectedly caused a shift in the opposite direction, resulting in a large majority of neurons that 
strongly preferred the non-deprived, contralateral eye (Fig. 4.3, right panels). These results 
demonstrate that two-photon calcium imaging can reliably report OD shifts in mouse visual 
cortex. 
Figure 4.2. Determining ocular dominance at different depths in the visual cortex. 
(A) Cell-based (top) and pixel-based (bottom) OD maps at three cortical depths in layer 2/3 from 
a normal mouse. (B) Overlay of the three cell-based maps shown in A demonstrates clustering of 
cells with mixed or ipsilateral eye inputs. Scale bars, 50 µm. 
BA 
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Figure 4.3. Monocular deprivation induced shifts in ocular dominance. (A) Overlay of cell-
based OD maps at different depths for a normal mouse (left, P 31, 4 depths, 190 – 290 µm), after 
a 5-day contralateral MD (centre, P 32, 6 depths, 195 – 410 µm) and after a 5-day ipsilateral MD 
(right, P32, 2 depths, 200 and 225 µm). Scale bar, 50 µm. (B) Maps from A, with cells split into 
three groups, depending on OD; top: OD score 0.55-1, centre: 0.45-0.55, bottom: 0-0.45. (C) 
Distribution of OD scores for all mice under the different conditions.  
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As shown in Chapter 3, assessing OD plasticity with intrinsic signal imaging had enabled us to 
measure changes in the absolute response magnitudes for both eyes. This has also been 
achieved in recent MD-studies recording visually evoked potentials (VEPs), which 
demonstrated the contribution of both depression of deprived eye responses as well as 
potentiation of non-deprived eye responses to the MD-effect (Frenkel and Bear 2004). Both 
intrinsic signal imaging as well as VEP recordings, however, can only measure the integrated 
activity of large populations of neurons. 
Calcium imaging allows us to study OD plasticity in much greater detail by exploring absolute 
responsiveness at the level of individual cells. Cumulative histograms of response strength for 
all neurons demonstrate that MD shifted response amplitudes to either smaller or larger values 
depending on which eye was deprived (Fig 4.4A,B, k-s test, p < 10-10 for all cases). Irrespective 
of which eye was closed, non-deprived eye responses were elevated across the whole 
population of neurons while deprived-eye responses were mostly scaled toward lower values. 
 
Pixel-based maps of OD reveal the relative distribution of eye-specific responses in both 
single neurons as well as their surrounding neuropil (Fig. 4.1F and 4.5). In normal animals the 
Figure 4.4. Cumulative distribution of response magnitudes for both eyes. Cumulative 
histograms of response magnitudes to contralateral (A) and ipsilateral eye (B) stimulation, for all 
cells of normal and deprived mice. Note strong changes in neuronal response strength for both 
eyes caused by MD. 
BA 
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average OD score of the neuropil was similar to the median OD score of all the neurons for 
that map (Fig. 4.5A, upper panels, p > 0.2). Similarly, after MD of either eye, both the 
neuropil and most cells shifted their preference in favour of the non-deprived eye (Fig. 4.5A, 
middle and lower panels). In all cases, however, we found that the OD of individual cells 
could deviate dramatically from the immediate surround (Fig. 4.5B), indicating that neurons 
derive their tuning in a highly selective manner. 
  
Figure 4.5. Comparison of OD in individual neurons and the surrounding neuropil of 
normal and deprived mice. OD distribution and eye-specific responses from example maps, 
obtained in cortical layer 2/3 of a normal mouse (top panels), a contralaterally deprived (6 d, 
middle panels) and an ipsilaterally deprived animal (4 d, bottom panels). (A) Mean OD values of 
cells and neuropil, and OD score distribution of cells (left panels), as obtained from the pixel-based 
maps shown to the right. Error bars indicate standard deviation. (B) Enlarged regions from the 
three maps shown in A, demonstrating cells with highly deviating response preferences in close 
proximity. Corresponding images of the staining pattern (left panels) and pixel-based OD maps 
(right panels) from the region depicted in A are shown. Scale bar, 20 µm. (C) Averaged responses 
(10 repetitions) to ipsi- and contralateral stimulation for cells and neuropil regions depicted in B. 
Note that neurons strongly dominated by the deprived eye show enlarged responses. Colour-
coding of OD is identical to Figures 4.1, 4.2 and 4.3. 
BA C
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A strong deviation in OD of some cells from the surrounding neurons and neuropil was 
particularly apparent in deprived animals (Fig.4.5B, middle and lower panels). Those cells 
belonged to a minority of cortical neurons which apparently did not shift their OD towards 
the non-deprived eye during MD, but showed strong preference for or exclusive responses to 
the deprived eye. Comparing response magnitudes of those cells to neighbouring neurons and 
neuropil (Fig. 4.5C) revealed that they did not exhibit weakened responses to the deprived eye. 
Rather, these monocular neurons subserving the deprived eye showed elevated responses to 
deprived eye stimulation in comparison to other cells and the neuropil (Fig 4.5C).  
These data prompted us to explore in greater detail how MD changes the relationship between 
absolute magnitude of neuronal response at the level of individual neurons. In normal animals, 
with increasing monocularity of a neuron, absolute responses evoked by monocular 
stimulation of the dominant eye increased, while those to the non-dominant eye decreased (i.e. 
as OD scores approaches 0 or 1 for ipsilateral or contralateral eye responses, respectively, 
Fig.4.6A). This relationship was also clearly apparent after deprivation of either the contra- or 
the ipsilateral eye, as the overall distribution of OD values shifted toward the non-deprived 
eye. Thus, on an absolute scale, the response strength of one eye was inversely related to the 
response strength of the other eye as a function of OD, such that the summed responses of a 
neuron remained roughly constant irrespective of its OD score. After MD, however, this 
relationship was not obeyed by neurons dominated by the deprived eye (OD score > 0.6 or < 
0.4 for contralateral or ipsilateral eye, respectively). The responses of these neurons were 
significantly larger after MD than in normal mice (Wilcoxon ranksum test: contralateral eye, p 
< 10-4, ipsilateral eye, p < 0.01), while the average response magnitude of neurons within the 
remaining OD classes did not change substantially (Fig. 4.6B). 
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This increased responsiveness of neurons predominantly or exclusively responding to the 
deprived eye could have already been surmised from the cumulative response strength 
histograms in Figure 4.4. While deprived-eye responses were reduced for almost the whole 
population of cells, the highest responses (which are predominantly from monocular neurons 
as is apparent from Figure 4.6) were increased. And indeed, separating the responses of the 
deprived eye by OD score revealed that neurons dominated by deprived eye selectively scaled 
up their responses, while the responses of the remainder were scaled down (Fig. 4.7A,B, k-s 
test, p < 10-4 for all cases). Together, these data suggest that MD has distinct effects on 
different types of cortical neurons. In neurons driven by both eyes, deprived-eye inputs seem 
to lose influence in competition with those from the open eye. In contrast, in cells with little 
or no input from the open eye, deprived eye responses were not weakened, but instead were 
scaled up, possibly by homeostatic mechanisms. 
Figure 4.6. Relationship of response magnitude and OD before and after MD. 
(A) Response magnitude to ipsi- (red dots) and contralateral (blue dots) stimulation for each cell, 
plotted against its OD-score for normal and deprived mice. Thick lines show mean responses for 
five equally divided OD-classes. (B) Mean response magnitudes from the three conditions shown in 
A, plotted for each eye separately. Note enhanced responses of neurons dominated by the deprived 
eye after MD. Error bars indicate SEM.
A 
B 
4905 cells 5932 cells 1378 cells 
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4.4.3. Orientation selectivity in mouse visual cortex after MD 
It is unclear how shifts in OD affect other functional properties of cortical neurons. To 
investigate if MD changes orientation selectivity in the binocular cortex, we measured the 
responses to drifting gratings of eight different directions presented to each eye independently 
(Fig. 4.8A,B). This allowed us to quantify orientation selectivity (orientation selectivity index, 
OSI, see methods) and OD for each cell and generate fine-scale maps of orientation 
preference in normal and monocularly deprived mice (Fig. 4.8C,D). In general, cells preferring 
different orientations were scattered across the binocular region, without any obvious 
clustered organization. The majority of responsive neurons (61%) showed considerable 
orientation selectivity (OSI > 0.3).  
A 
B 
Figure 4.7. Bimodal scaling of deprived eye responses. (A,B) Cumulative histograms of 
response magnitude for deprived-eye responses after contralateral (A) and ipsilateral (B) MD in 
comparison to normal eye-specific responses. Cells are split in two groups according to their OD 
values. Neurons strongly dominated or exclusively driven by the deprived eye (right panels) and the 
remaining cells (left panels) show scaling in opposite directions. 
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Figure 4.8. Imaging orientation selectivity in mouse visual cortex. (A,B) Averaged (8-10 
repetitions) calcium transients in response to stimulation of the contralateral (blue traces) and 
ipsilateral eye (red traces), for three differently tuned cells in normal (A) and contralaterally deprived 
mice (B). Stimuli were gratings, moving in eight different directions, as depicted above the plots. 
Grey bars indicate stimulation periods. (C,D) Pixel-based maps of orientation preference (left 
panels) and response magnitude (right panels) for the contralateral (top) and ipsilateral (bottom) eye 
in layer 2/3 of a normal mouse (C) and following MD of the contralateral eye (D). Orientation 
preference of every pixel is colour-coded as indicated below. Scale bars, 50 µm. 
DC 
BA 
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Interestingly, after five to seven days of MD, OSI values of deprived eye responses remained 
within the same range after MD, despite weaker responsiveness (Fig 4.9A). Neither the 
proportion of orientation selective cells responding to either eye nor the mean OSI was 
significantly different from those in normal mice (Fig 4.9B,C, p > 0.1). 
 
D FE 
Figure 4.9. Changes in orientation tuning after contralateral MD. (A) Orientation selectivity 
index (OSI), plotted against response strength for contralateral eye stimulation in normal mice 
(black dots) and after contralateral eye MD (blue dots). Responses with OSI < 0.3 are defined as 
not selective for orientation. (B) Proportion of orientation selective neurons (OSI > 0.3) for each 
eye out of the cells responding significantly (p<0.01) to stimulation of that eye, in normal (n = 2) 
and deprived animals (n = 3). Number of responsive cells is depicted above each bar. (C) Mean 
OSI values of all significantly responding neurons. Error bars indicate SEM. (D,E) OSI values of 
both eyes plotted against each other, for each neuron responding significantly to at least one eye, 
in normal mice (D) and following MD (E). Data points are colour-coded according to the cells’ 
OD, divided equally in three classes, cells dominated by the ipsilateral eye (red circles), binocular 
(black circles), and dominated by the contralateral eye (blue circles). (F) Cumulative histogram of 
the absolute differences between the OSI-values for stimulation of contra- and ipsilateral eye, for 
all neurons responding significantly to at least one eye in normal (black line) and deprived mice 
(grey line). 
CB A 
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The lack of significant degradation of deprived-eye orientation selectivity was not expected, 
given earlier studies claiming a loss of orientation tuning after MD (Shatz and Stryker 1978, 
Sherman and Spear 1982). We therefore explored our dataset further, by comparing 
orientation selectivity measured through the deprived and the non-deprived eye for each 
significantly responsive cell (Fig 4.9D), and investigated how this relationship varied with OD. 
In normal animals, the majority of cells were driven substantially by both eyes, and in a large 
fraction of these the contralateral and ipsilateral responses were similarly selective for oriented 
gratings. After contralateral eye MD, however, this relationship was dramatically altered. 
Overall, the number of cells with similar orientation selectivity for both eyes greatly 
diminished (Fig 4.9E), as the differences in orientation disparity increased in comparison to 
normal animals (Fig 4.9F, p < 10-5). Although this result can be partly explained by an 
increased presence of predominantly monocular cells after MD (OD score > 0.67 or < 0.33), 
the disparity between deprived and non-deprived eye OSI values became greater even for 
binocular cells (OD score > 0.33 and < 0.67, k-s test, p < 0.05). Specifically, there was a 
decreased proportion of binocular cells which were highly orientation selective for both eyes 
(Fig. 4.9E). This seemed to be at least partly due to a gain in binocular neurons which were 
selective for orientation for the deprived eye, but not for the non-deprived eye, since the mean 
OSI of binocular neurons was significantly lower for stimulation of the non-deprived eye after 
MD (p < 10-3), but not for stimulation of the deprived eye (p = 0.8). 
 
4.5. Discussion 
4.5.1. Imaging calcium transients in mouse binocular visual cortex 
In this study, we used fluorometric calcium imaging in vivo to assess the functional properties 
of neurons in the visual cortex by monitoring the changes in somatic calcium concentration 
associated with neuronal activity (Smetters et al. 1999). Although this is only an indirect 
measure of neuronal spiking, several studies have demonstrated that the observed somatic 
calcium transients reflect suprathreshold, not subthreshold activity and reliably report action 
potential firing (Smetters et al. 1999, Mao et al. 2001). Moreover, the amplitude of somatic 
calcium responses seems to be a good indicator for the firing rate of a given cell (Kerr et al. 
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2005, Mao et al. 2001). Therefore, calcium imaging provides a suitable method for monitoring 
the spiking activity of large populations of neurons. 
A possible limitation of our method could arise from the low temporal resolution of data 
acquisition (approximately 1 Hz frame rate), as this might result in the omission of an initial, 
transient peak of the response. However, we presented stimuli over a prolonged time period 
(4 s), which evoked strong, sustained responses in the visual cortex. When taking example 
traces with faster imaging rate (0.1 Hz), we did not observe a substantially different visual 
response shape. We therefore do not consider the temporal resolution to be of concern, 
especially since our results on eye-specific responses, OD and orientation selectivity are highly 
comparable to those from studies using electrophysiological single-unit recordings (Dräger 
1975, Gordon and Stryker 1996). 
At the same time, our approach offers several advantages over conventional methods for 
quantifying and mapping visually-evoked neuronal activity. First, the responsiveness of up to 
hundreds of cells can be visualised simultaneously (at ~1 µm resolution), which permits the 
mapping of different functional properties (OD, orientation selectivity, retinotopy) on a fine 
spatial scale at different depths below the cortical surface. Second, the activity of single 
neurons can be compared to that of the surrounding neuropil, permitting simultaneous 
measurement of pre- and post-synaptic activity. Third, since this method can detect the 
responses of all cells within a given cortical region, it avoids sampling errors inherent to 
recordings with microelectrodes. This further allows the quantification of the proportions of 
responsive and unresponsive cells for any given stimulus. Applying in vivo calcium imaging to 
mouse binocular cortex, which contains a highly diverse mixture of neurons with different 
functional properties in close proximity, enabled us to directly compare visual responses in 
neighbouring cells. 
4.5.2. Organisation and specificity of functional properties 
In contrast to many higher mammals, the primary visual cortex of rodents has not been 
shown to have a columnar organization of OD and orientation tuning (Dräger 1974, Schuett 
et al. 2002, Van Hooser et al. 2005). In this study we could demonstrate that, even on a fine 
spatial scale, a systematic columnar arrangement of neurons with different functional 
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properties does not exist in the mouse, although we did observe a bias for clustering of OD. 
Whereas functional maps based on cortical columns may serve to minimize wiring (Koulakov 
and Chklovskii 2001, Swindale et al. 2000), the fact that some highly visual mammals lack OD 
or orientation columns (Murphy and Berman 1979, Adams and Horton 2003, Van Hooser et 
al. 2005) implies that functional maps are not essential for effective processing of visual 
information. Indeed, our results make it evident that neurons in mouse visual cortex can be 
functionally highly differentiated with respect to both their neighbours and the surrounding 
neuropil (Figure 4.5.). Considering that neuropil responses to a large degree represent the 
activity of presynaptic structures (Kerr et al. 2005), our results indicate that 1) the functional 
property of a neuron is not simply a reflection of the average functional attributes of the 
surrounding inputs, and 2) the spatial clustering of neurons responding to similar visual 
features is not necessary for functional specificity. In this respect, the spatial organization of 
orientation preference in mouse visual cortex resembles that of pinwheel centres in the cat – 
where neurons with disparate orientation tuning are located in close proximity, receiving the 
majority of their input from neurons with different preferred orientations (Bonhoeffer and 
Grinvald 1991, Maldonado et al. 1997). Since connectivity in the cortex is predominantly local, 
sharp tuning in individual neurons must arise by either intrinsic computation of diverse inputs 
(Schummers et al. 2002) or very precise connectivity (to similarly tuned neurons) within the 
local network. This specificity is all the more remarkable given that dendritic and axonal fields 
of neurons in mouse visual cortex can extend over distances up to 500 µm (Antonini et al. 
1999, Holtmaat et al. 2005). The mouse therefore provides a useful model for investigating 
how precise (functional) connections are formed during development and how they are altered 
by experience. 
4.5.3. Homeostatic OD plasticity 
Previous studies have shown that brief experience of MD causes a strong shift in the number 
of neurons preferring one eye or the other (Wiesel and Hubel 1963, Gordon and Stryker 
1996). At the level of the entire network, this shift is explained by a reduction of deprived-eye 
responses and an increase of non-deprived eye responses (Frenkel and Bear 2004, see also 
Chapter 3), which likely arises from the loss and gain of synaptic drive from the two eyes 
(Heynen et al. 2003, Mataga et al. 2004). It is still largely unresolved which mechanisms act on 
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individual cells or even individual synapses during OD plasticity, and whether these apply 
equally to the entire population of neurons in the binocular cortex. We found that the nature 
of MD-induced effects seemed to be dependent on the proportion of inputs a neuron receives 
from each eye. In cells with substantial input from the eye that had remained open, responses 
to the deprived eye were weakened, probably due to a competitive situation arising from the 
altered binocular input. In contrast, the responses of cells receiving dominant or exclusive 
input from the deprived eye were strengthened by deprivation.  
Which mechanisms could account for the increase of visual drive in cells responding 
predominantly to the deprived eye? It is very likely that these cells had received the majority of 
their inputs from the deprived eye also before MD, and that they remained predominantly 
monocular following MD, as the relatively weak drive from the non-deprived eye was not 
sufficient to shift their OD substantially in favour of that eye. The reduced drive from the 
deprived eye may have been expected to cause a long-lasting depression of responsiveness 
through Hebbian mechanisms, as proposed by earlier work (Heynen et al. 2003); however, we 
found the opposite to be true. Our results are consistent with the notion that enhanced 
responses of monocular neurons subserving the deprived eye most likely arose from 
compensative, homeostatic mechanisms, triggered to prevent the total loss of connectivity that 
might have emerged from Hebbian plasticity alone (Desai 2003). Indeed, in neural 
preparations whose activity had been globally manipulated, there is growing evidence 
supporting the existence of homeostatic processes acting to alter the overall synaptic strength 
or intrinsic excitability (Turrigiano and Nelson 2004, Burrone and Murthy 2003), or to modify 
the threshold for plasticity at individual synapses (Bienenstock et al. 1982, Bear 1995, 
Abraham and Bear 1996). In ex-vivo visual cortex after deprivation, these mechanisms may 
counteract the loss of activity through the amplification of synaptic drive (Desai et al. 2002) or 
the facilitation of further synaptic strengthening by promoting the induction of LTP in favour 
of LTD (Kirkwood et al. 1996). Although we cannot distinguish between these alternatives, 
our findings strongly suggest that homeostatic plasticity operates in binocular cortex during 
MD. As such, they lend additional support for theoretical frameworks based on combined 
homeostatic and Hebbian rules, which have been put forward to explain how MD shifts OD 
in neurons receiving substantial input from each eye (van Rossum et al. 2000, Bear 2003).  
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Results from a previous study seem at apparent odds with our findings, since they indicate 
that 24 hours of MD lead to a reduction of deprived-eye response which is correlated with the 
expression of LTD in the monocular cortex (Heynen et al. 2003). However, since homeostatic 
changes appear to develop over prolonged deprivation periods (> 1 day, Turrigiano and 
Nelson 2004), it is plausible that the scaling up of deprived eye responses is preceded and even 
promoted by their earlier depression. Further experiments are needed to establish the time 
course of homeostatic changes in vivo, and how they interact with Hebbian rules during 
development and during experience-dependent plasticity of cortical circuits. 
4.5.4. MD-induced changes in orientation tuning 
The maturation and maintenance of orientation selectivity in the visual cortex depends 
crucially on normal visual experience after eye-opening (Crair et al. 1998, Chapman et al. 1999, 
White et al. 2001). Thus, it is not surprising, that prolonged MD during this period results in 
irreversibly degraded orientation tuning of the deprived eye (Shatz and Stryker 1978, Sherman 
and Spear 1982, Liao et al. 2004). The most sensitive period for OD plasticity occurs later in 
development, when other functional properties like orientation tuning are already largely 
mature. Previous studies did not systematically examine how MD induced during this period 
affects orientation selectivity and its relationship to the magnitude of eye-specific responses. 
We found that the induction of a short-term MD, which results in saturated OD shifts, does 
overall not lead to reduced orientation selectivity for either eye. The removal of salient, high-
contrast information and the changes in neuronal firing pattern induced by eye-lid suture do 
therefore not per se degrade selectivity of responses at this late stage in development, nor does 
the weakening of deprived-eye responses. This indicates that the loss of inputs alone does not 
necessarily affect the computation of response selectivity. Instead, our data suggest that under 
specific conditions (as outlined below) the newly gained functional input from the open eye 
after MD might be non-selective, since in neurons which are binocular after MD, orientation 
tuning through the non-deprived eye is degraded. These neurons presumably were dominated 
by the deprived, contralateral eye before MD, und thus for the most part (~80%) received 
only weak, poorly selective input from the non-deprived eye. In contrast, gained input seemed 
to be more selective in neurons that already had substantial input from the same eye before, 
since cells that are dominated by the open eye after MD (and thus presumably were binocular 
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before the OD shift) did not show degraded orientation tuning through that eye. While these 
results are preliminary since the sample size is very low (2 normal and 3 deprived mice), they 
suggest that the reorganization of inputs can be accompanied by a degradation of functional 
properties. It remains to be seen if the newly gained input stays unspecific, or whether it 
acquires tuning with prolonged exposure to orientated features in the visual environment.  
An MD study in cats (Crair et al. 1997) is consistent with our results in reporting that strongly 
weakened deprived-eye responses still showed orientation tuning. However, the authors also 
found that in small remaining cortical regions still responding strongly to the deprived eye, 
orientation selectivity of that eye was significantly degraded. This was, to a smaller extent, also 
true for non-deprived eye responses in these regions. We do not find degraded tuning in 
neurons which are still strongly driven by the deprived eye. However, this discrepancy could 
be due to the distinctly different visual cortex organization in the two species, as the patches 
of poorly tuned neurons in the cat study are located at specific positions in the orientation 
map of V1, namely the pinwheel centres, which are known to contain cells with broader 
tuning (Crair et al. 1997). 
4.5.5. General conclusions 
In this Chapter we have provided evidence in support of homeostatic changes regulating 
neuronal responsiveness in vivo during experience-dependent plasticity. Together with 
previous findings in this field, our results give credence to the idea that OD shifts induced by 
MD are likely mediated both by Hebbian and homeostatic rules. Future studies are required to 
reveal the exact mechanisms of how these rules are implemented at the level of individual cells 
and synapses. 
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5. Overview and Outlook 
In this thesis, I addressed several aspects of development and plasticity in the mouse visual 
system, in particular concentrating on the role of neuronal activity in the initial formation of 
neuronal circuits and their subsequent experience-driven adaptations. Even though the early 
phase of visual system development is independent of sensory input, intrinsically generated 
neuronal activity has been shown to be important for setting up functionally meaningful 
connections. Later on, sensory-evoked activity is capable of sculpting neuronal circuits, 
especially in the cerebral cortex, thereby providing a powerful means to allow the brain to 
adapt to changing environments and to benefit from past experiences. It is still largely 
unresolved, however, to what extent activity influences the formation of neuronal networks, 
and especially, by which mechanisms neuronal spiking exerts its influence at different time 
points in development and throughout life. Moreover, it remains unclear how experience-
induced adaptations of cortical circuits affect subsequent cortical function and plasticity.  
To address these questions, I took advantage of two well established model systems in mice - 
topographic map formation in superior colliculus (SC) and ocular dominance (OD) plasticity 
in binocular visual cortex. Below, I summarize my main findings and point out some of the 
remaining open questions. 
The role of retinal activity on retinotopic map formation 
During retinotopic map formation in the SC, refinement of the initially diffuse retinocollicular 
projections has been demonstrated to be dependent on spontaneously generated, correlated 
activity in the retina (McLaughlin et al. 2003b). It remained open, however, if the lack of 
anatomical refinement caused by an early, transient disruption of correlated retinal ganglion 
cell (RGC) firing yields any consequences on functional connectivity. The work described in 
Chapter 2, together with a study by Chandrasekaran et al. (2005), showed that the anatomically 
unrefined projections in mice lacking retinal waves (β2 -/- mice) indeed caused functionally 
less precise mapping. Moreover, these functional deficits were not compensated after eye 
opening by experience-dependent refinement. Adapting intrinsic optical imaging to obtain 
functional maps from the SC additionally enabled me to examine the role of patterned RGC 
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activity for the overall retinotopic organization. I found that the lack of retinal waves not only 
led to local defects but also resulted in global distortions of the entire retinotopic map. The 
map of visual space was expanded anteriorly and compressed posteriorly, possibly caused by 
the initial, non-uniform ingrowth of RGC axons in combination with the lack of refinement. 
These results indicate that patterned neuronal activity is more influential in topographic map 
formation than previously thought, not only governing local refinement, but also shaping the 
gross organization. 
Below I list several related questions that are particularly interesting and require further study: 
? It would be interesting to examine whether retinal spiking is also important for the 
overall retinotopic organization in other visual areas like the LGN and the visual cortex, 
or if neuronal activity is particularly influential in SC development. 
? Since molecular guidance signals and neuronal activity act jointly in setting up functional 
maps and circuits, a direct interaction between the two cues is conceivable. Ephrins and 
Eph receptors have been shown to be important for synapse formation and synaptic 
plasticity (Drescher 2000, Grunwald et al. 2004) and thus could play a role not only in 
axon guidance but also in functional circuit maturation. Conversely, neuronal activity 
could influence guidance cue expression and interaction. This could be investigated, for 
instance, by disrupting neuronal activity in restricted regions of the retina, to determine if 
the expression or function of different guidance molecules is altered in either RGCs or 
target structures. 
? Once topographic maps are set up in midbrain and thalamus, they are thought to be 
relatively rigid and unsusceptible to visual experience later in life to ensure reliable 
sensory transmission. This actually not been examined in detail, in contrast to the 
cerebral cortex, where experience-dependent reorganization of topographic maps can 
take place also in adulthood (Buonomano and Merzenich 1998). It would be interesting 
to revisit plasticity of topographic representations at the subcortical level in greater detail 
to explore their potential for reorganization (e.g. following retinal lesions). Intrinsic 
optical imaging in the SC provides a well suited method for such a study. 
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Ocular dominance plasticity 
The binocular representation in visual cortex seems to be far more susceptible to altered 
experience than retinotopic organization. Hence, by far the most important model for 
experience-dependent plasticity in the visual system is ocular dominance (OD) plasticity. 
Monocular deprivation (MD) strongly shifts OD of cortical neurons towards the open eye, 
most probably due to altered activity at deprived-eye synapses. Despite decades of research on 
this topic, surprisingly little is known about precisely how MD changes eye-specific 
responsiveness in the cortex. I examined this question in greater detail in Chapters 3 and 4. 
Intrinsic signal imaging enabled me to reliably assess the changes in the absolute magnitude of 
eye-specific responses, which underlie the deprivation-induced OD shifts. I found that brief 
MD in juvenile mice primarily led to weakening of deprived-eye population responses, 
consistent with previous studies (Chapter 3). Employing in vivo two-photon calcium imaging 
to monitor cortical responsiveness to visual stimulation at the single cell level (Chapter 4) 
provided the means to examine the MD-induced changes in greater detail and to gain insight 
into the cellular mechanisms underlying OD plasticity. Recording responses of thousands of 
individual neurons in the binocular cortex revealed that most cells changed their absolute 
responsiveness, shifting the OD towards the open eye. A small fraction of neurons, however, 
which received exclusive or dominant input from the deprived eye, did not lose this input, but 
showed even stronger responses to deprived eye stimulation after MD. This finding suggests 
that homeostatic changes act in monocular neurons to prevent the total loss of synaptic drive 
that might arise from Hebbian mechanisms. Binocular neurons, on the other hand, maintain 
their responsiveness in a different way, by shifting their responsiveness towards the stronger, 
non-deprived eye. The significant synaptic rewiring associated with OD shifts raises the 
question whether other functional properties in binocular cortex are also altered by MD. I 
explored this question by assessing orientation selectivity for each eye separately after 
deprivation. Binocular neurons seemed to be particularly affected, since strong concurrent 
orientation selectivity was lost in binocular cells after MD. Specifically, tuning of non-deprived 
eye responses seemed to be compromised in these cells, suggesting that the gain of non-
deprived eye input following MD is non-specific. The weakening of inputs from the deprived 
eye, however, did not result in degraded orientation selectivity of responses to that eye 
(Chapter 4). 
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Adult plasticity 
Intrinsic signal imaging as well as multi-unit recordings revealed extensive OD plasticity also 
in adult mice (Chapter 3). Both methods yielded very similar results, thus demonstrating once 
more that optical imaging of intrinsic signals faithfully reports spiking activity of neuronal 
populations. Interestingly, MD effects in adults seemed to be mediated by different 
mechanisms than in juvenile animals, since adult MD resulted primarily in a strengthening of 
non-deprived eye responses.  
Intrinsic imaging in animals with restored binocular vision a few weeks after deprivation 
showed complete recovery of cortical responses in juvenile as well as in adult mice. 
Remarkably, when a second MD was induced several weeks later, OD shifts occurred faster 
and were more persistent than in response to the first deprivation, independent of age 
(Chapter 3). Since this enhancement of plasticity was specific to repeated closure of the same 
eye, it seems that the initial experience of MD leaves a lasting trace in the altered cortical 
connections. These results suggest that previous experiences can specifically expand the 
capacity of mature cortical circuits for change, thereby improving adaptation to similar 
experiences in the future.  
Important questions concerning juvenile and adult OD plasticity still remain open or are 
brought up by the findings presented in this thesis: 
? What happens in the monocular part of the mouse visual cortex after MD? Do cortical 
responses scale up there, too? What is the time course of homeostatic mechanisms and is 
homeostasis preceded by depression of deprived-eye responses? 
? How is the computation of functional properties like orientation selectivity changed by 
the cortical reorganization following altered experience? Addressing this question might 
also shed light on how such properties evolve during development. 
? Applying in vivo calcium imaging to assess adult OD plasticity and recovery from MD 
will provide further insights into the age-dependent mechanisms and effects on 
functional properties of individual cells. 
? What is the nature of the permanent trace that seems to be established in cortical circuits 
by prior experience? The initial MD could lead to the formation of new connections, 
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which are maintained but functionally silenced or masked after restoring binocular 
vision, and as such may provide the substrate for future OD shifts. Repeated in vivo 
two-photon imaging of synaptic structures in the same animal during MD, recovery and 
second deprivation would be one approach to examine this theory. 
The mouse will continue to serve as an effective model for investigating cortical plasticity. In 
particular, the rapid development of sophisticated imaging methods in combination with the 
still advancing transgenic technology will provide the means to answer many of the above 
questions in the near future. Understanding exactly how experiences influence and shape the 
circuits involved in sensory processing will hopefully also help to shed light on the 
mechanisms of learning and memory. 
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