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Abstract 
Considered are the covariance matrices of the multinomial distri-
bution and arbitrary equally correlated random variables. Generalized 
inverses are derived. These well-known results are succinctly restated. 
Paper No. BU-6lO-M in the Biometrics Unit Mimeograph Series, Cornell Univers-
ity, Ithaca, New York 14853. 
1. Introduction. Two common covariance .matrices are those of the multinomial 
random vector ! and equally correlated variables ~ . The latter arises as the 
intrablock correlation .matrix and also, as the correlation matrix of exchange-
able random variables. 
To be .more specific let n., i = 1, ···, k be the observed number of obser-
~ 
vations falling in the itll .multinomial c.lass with the probabilities 
k k 
(P;, · · ·, pk) L. p. = 1 and sample size 
.1. i=l ~ 
L. n. 
i=l ]. 
= n . 
covariance matrix of Y' = (Y , . · . , 1 Yk) where 
i = 1, ... ' k 
In particular 
and is singular with rank (k -1). 
Secondly, we consider the covariance matrix 
a b 
b a 
b 
b 
b 
a 
kXk 
Then we consider the 
For L.y and L.X' we find a generalized inverse and inverse respectively. These 
results are we.ll known and are stated here for convenience. 
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2. Results. First consider Zy Since Zy is of rank k -1, we will con-
* sider the reduced covariance matrix, Zy, 
:p (1-:p ) 
k-l k-l (k-l)X(k-1) 
which is of full rank. It follows immediately that 
k-1 
LEMMA 1. If Z :P. < 1, 
i=l l 
1 
k-1 
1 1 
COROLLARY 1. If Z :p. < 1, 
i=l l 
r( ~)-1 i ?(k-l)xll 
= l---------,---------J 0 I 0 
-lx (k-1) : 
1 
1 
PROOF. The result follows from Lemma 1 and Searle (1971), Section l.lb. 
Now we will consider ZX . 
LEMMA 2. If a + (k- l)b f. 0, then 
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(i) 141 k-1 = (a-b) [a+(n-l)b] 
c d d 
-1 d d (ii) 4 c 
d c 
where 
c c(a,b,k) = [a+(k-2)b]/(a-b)[a+(k-l)b] 
and 
c = d(a,b,k) = -b/(a-b)[a+(k-l)b] 
Now let z::; denote the first (k- 1) rows and columns of L:X 
COROLLARY 2. If a + (k -l)b = O, then 
In particular we see that the diagonal elements of L:~ are given by 
c(a,b,k-1) and the off-diagonal elements by d(a,b,k-1) 
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