Abstract-A method of classifying patterns using fuzzy relations is relation fi(x,y) is given to each of the pairs of patterns in described. To start with, we give a suitable value of the measure of sub-X. Any fi(x,y) will do if it satisfies conditions (1) and (2); jective similarity to each pair of patterns that is taken from the population of patterns to be classified. Then a similitude between any two patterns is for example, subjective similarities, normalized correlations, calculated by using the composition of a fuzzy relation. The similitude or potential functions, etc., may be conceived.
* fi(Xn- 1,] , n = 2,3,*. )it has been applied to some fields such as automata,
..., f1(Xn-1Xn)f1(xn,y)]
learning, and control [7] [8] [9] [10] . We introduce a concept of the fuzzy relation [1] to measure the subjective similarity role. This subjective information may be represented by the fuzzy relation that corresponds to the subjective similarity. Therefore we see However, since such a primary fuzzy relation is made on 0 . f1(x,y) . f2(x,y) . ... < f (x,y) the basis of a personal subject, it does not satisfy the axioms of distance. Hence in this paper we construct an < fn+1(x,y) < *.* < 1 (3) n-step fuzzy relation by the composition of the fuzzy and we have the similitudef(x,y) in [0, 1] such that relation, and define a similitude as a limit value of the n-step fuzzy relation in order to satisfy the axioms of f(x,y) = lim fn(x,y).
distance. The similitude defined in such a way induces an equivalence relation. Thus we can classify patterns by the We will show some important properties of f(x,y) in the equivalence relation.
following. 
Proof: See Appendix I.
Theorem 1: R. is an equivalence relation on X.
f1(x,y) f1(y,x, Vx,y K.
Proof: Condition (1) means that x is perfectly the same with x. 1) From (3) and the assumptions, we have Condition (2) means that the fuzzy relation considered here is symmetric. Assume that the value of this one-step fuzzy 1 = f1(x,x) . f(x,x) . 1. 2) By the assumption, f1(x,y) = f1(y,x). Then fn(x,y) = The authors are with the Department of Information and Computer f (y,X), and we can conclude that f(x,y) = f(y,x). xRAy,yRAz xRAz.
Q.E.D.
Theorem 3: Assume f,(x,y) < f,'(x,y), for all x,y E X, let RA be an equivalence relation induced byf,(x,y), and let Thus, by Theorem 1, we see that we can classify the RA' be one byf,'(x,y). Then RA refines RA'. patterns using the partition induced by the equivalence Proof: The proof is obvious. relation RA with the appropriate threshold A. Note that if we make changes such as f *-> p, > -< sup ÷-* inf, and max -+ min, our approach will be changed This table is illustrated in Fig. 2 . We have the partitions into the complementary one (see Mizumoto et al. [10] Then, since all the diagonal elements of F are now equal to In our case, since f1(x,x) = 1, when X is finite, we can unity, we have (see Mizumoto et al. [10] ) easily show that (see Wee et~a?. [9] , Mizumoto et al. [10] ) 1 -< F -< F2 .. e e< pNi = FN =. = Fa.
fN-1(x,y) = fN(x,y) =.* * = f(x,y)
The (i,j)th entry of F" is fk(x',xj). Hence we can calculate where N is the number of elements in X. f(x',x1) easily and rather quickly by using Fk o Ek = F2k. into families. First, we divided the 60 families into 20 groups, 
threshold by which the patterns are divided into just c given
classes. In such a case, we made it possible to divide them
into just c classes by stopping the threshold at the value -max 'F oH Fo oK GoL where the patterns are divided into less than c classes and separating some connections randomly that have a minimum This is the same form as that of the nonfuzzy matrix.
f1(x,y) of connections that have the stronger relation than Let us consider the case when a new pattern xN+I comes the threshold. into X. The pattern set X becomes X + {xN+1}. We denote The correctly classified rates, the misclassified rates, and a new n-step fuzzy relation on X + {xN+ } by fg'(x,y). the rejected rates of 20 groups were within the range of Generally speaking, f,'(x,y) becomes different from f,(x,y). 50-94 percent, 0-33 percent, and 0-33 percent, respectively, After some manipulations, we obtain and we obtained the correctly classified rate 75 percent, We obtain the following inequality as m -+ oo and n -÷ oo:
f (x,z) . min [f(x,y),f(y,z)]. 
