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The set of Multi-level Amplitude Damping (MAD) quantum channels is introduced as a general-
ization of the standard qubit Amplitude Damping Channel to quantum systems of finite dimension
d. In the special case of d = 3, by exploiting degradability, data-processing inequalities, and channel
isomorphism, we compute the associated quantum and private classical capacities for a rather wide
class of maps, extending the set of solvable models known so far. We proceed then to the evaluation
of the entanglement assisted, quantum and classical, capacities.
I. INTRODUCTION
The main goal of quantum information and communi-
cation theory is to understand how can we store, process
and transfer information in a reliable way and, from the
physical point of view, to individuate realistic platforms
by means of which performing these tasks. All by ex-
ploiting the characteristic features of quantum mechan-
ics. Focusing on quantum communication, every commu-
nication protocol can be seen as a physical system (the
encoded message) undergoing some physical transforma-
tion that translates it in space or time. Any real-world
application though suffers from some kind of noise, each
of which can be in turn described as a quantum process or
equivalently as a quantum channel. Following the work
of Shannon [1] and the later quantum generalizations,
the ability of a quantum channel to preserve the encoded
classical or quantum information is described by its ca-
pacities [2, 3]. In the classical case we can only transfer
classical information, hence we only need to deal with the
classical capacity. In the quantum framework we can also
transfer quantum states and consequently, in addition to
the classical capacity, we count also the quantum capac-
ity. Moreover, the family of capacities associated with a
quantum channel can be enlarged assuming the commu-
nicating parties to be able to perform specific tasks or
to share further resources such as, for instance, entangle-
ment [3–8].
In this paper we will focus on the specific and well
known model for quantum noise given by the amplitude
damping channel (ADC). While the ADC has been thor-
oughly studied and characterized, in terms of capacities
in various settings, for the qubit framework [9–12], a
general treatise for qudit (d-dimensional) systems is
still missing and likely not possible to attain. Because
of this reasons ADC for d > 2 has to be approached
case by case, and the literature regarding capacities of
fixed finite dimensions ADC is still remarkably short
[12–14]. Our interest in the topic is due to the fact
that higher dimensional systems have attracted the
attention of a growing number of researchers in recent
∗Electronic address: stefano.chessa@sns.it
years, since they have been shown to provide potential
advantages both in terms of computation (see e.g.
[15–20]) and communication or error correction (see e.g.
[21–24]) together with the fact that more experimental
implementations have been progressively made available
(see e.g. [25–32]). Among non-qubit systems, three-
dimensional systems (qutrit) have received particular
consideration because of their relative accessibility both
theoretically and experimentally (see e.g. [33–42]). In
addition to that, new results on the quantum capacity of
finite dimensional channels can also be applied to higher
dimensional maps via the PCDS channels approach [43],
placing in a wider context the efforts dedicated to the
analysis of non-qubit channels. Considering this, we
will start a first systematic analysis of the ADC on the
qutrit space: while we will not approach the issue of
the classical capacity of the channel, we will focus on
the quantum capacity, private classical capacity and
entanglement assisted capacities, trying to understand
in which conditions these quantities can be known.
The paper is structured as follows. In Sec. II we in-
troduce the model and notations we used for the qutrit
MAD. In Sec. III we proceed to the study of the quan-
tum capacity and private classical capacity of the qutrit
MAD in various configurations. In Sec. IV we repeat the
same analysis for the entanglement assisted quantum and
classical capacities.
II. SETTINGS
The transformations we focus on in the present work
are special instances of the multi-level versions of the
qubit ADC [9], hereafter indicated as MAD channels
in brief, which effectively describe the decaying of en-
ergy levels of a d-dimensional quantum system A. In its
most general form, given {|i〉}i=0,··· ,d−1 an orthonormal
basis of the Hilbert space HA associated with A (here-
after dubbed the computational basis of the problem), a
MAD channel D is a Completely Positive Trace Preserv-
ing (CPTP) mapping [3–8] acting on the set L(HA) of
linear operators of the system, defined by the following
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FIG. 1: Top panel: schematic representation of the action of
the MAD channel D~γ on a 3-level system. Bottom panel: the
admitted region of the damping parameters space: the trans-
formation is CPTP if and only if the rate vector ~γ belongs to
the yellow region defined in Eq. (6).
set of d(d− 1)/2 + 1 Kraus operators
Kˆij ≡ √γji |i〉〈j| , ∀ i, j s.t. 0 ≤ i < j ≤ d− 1,
Kˆ0 ≡ |0〉〈0|+
∑
1≤j≤d−1
√
1− ξj |j〉〈j| , (1)
with γji real quantities describing the decay rate from
the j-th to the i-th level that fulfill the conditions
0 ≤ γji ≤ 1 , ∀ i, j s.t. 0 ≤ i < j ≤ d− 1,
ξj ≡
∑
0≤i<j
γji ≤ 1 , ∀j = 1, · · · , d− 1 .
(2)
Accordingly, given ρˆ ∈ S(HA) a generic density matrix
of the system A, the MAD channel D will transform it
into the output state defined as
D(ρˆ) = Kˆ0ρˆKˆ†0 +
∑
0≤i<j≤d−1
Kˆij ρˆKˆ
†
ij ,
= Kˆ0ρˆKˆ
†
0 +
∑
0≤i<j≤d−1
γji|i〉〈i| 〈j|ρˆ|j〉 . (3)
By construction D always admits the ground state |0〉
as a fixed point, i.e. D(|0〉〈0|) = |0〉〈0|, even though, de-
pending on the specific values of the coefficients γji, other
input states may fulfill the same property as well. Limit
cases are γji = 0 ∀ i, j, where all levels are untouched
and D reduces to the noiseless identity channel Id which
preserves all the input states of A. On the opposite ex-
treme are those examples in which for some j we have
ξj = 1, corresponding to the scenario where the j-th level
becomes totally depopulated at the end of the transfor-
mation. The maps (3) provide also a natural playground
to describe Partially Coherent Direct Sum (PCDS) chan-
nels [43]. Last but not the least, an important and easy
to verify property of the maps (3) is that they are co-
variant under the group formed by the unitary transfor-
mations Uˆ which are diagonal in the computational basis
{|i〉}i=0,··· ,d−1, i.e.
D(Uˆ ρˆUˆ†) = UˆD(ρˆ)Uˆ† , (4)
for all input ρˆ.
For what concerns the present work, we shall restrict
our analysis to the special set of MAD channels (3) as-
sociated with a qutrit system (d = 3) whose decay pro-
cesses, pictured in the top panel of Fig. 1, are fully char-
acterized by only three rate parameters γji that for the
ease of notation we rename with the cartesian compo-
nents of a 3D vector ~γ ≡ (γ1, γ2, γ3). Accordingly, ex-
pressed in terms of the matrix representation induced by
the computational basis {|0〉, |1〉, |2〉}, the Kraus opera-
tors (1) write explicitly as
Kˆ0 =
(
1 0 0
0
√
1− γ1 0
0 0
√
1− γ2 − γ3
)
, Kˆ01 =
(
0
√
γ1 0
0 0 0
0 0 0
)
,
Kˆ12 =
(
0 0 0
0 0
√
γ2
0 0 0
)
, Kˆ03 =
(
0 0
√
γ3
0 0 0
0 0 0
)
,
(5)
with CPTP conditions (2) given by
 0 ≤ γj ≤ 1 , ∀j = 1, 2, 3 ,γ2 + γ3 ≤ 1 , (6)
which produce the volume visualized in the bottom panel
of Fig. 1.
The resulting mapping (3) for the channel D(γ1,γ2,γ3)
reduces hence to the following expression
3D~γ(ρˆ) =
ρ00 + γ1ρ11 + γ3ρ22 √1− γ1ρ01 √1− γ2 − γ3ρ02√1− γ1ρ∗01 (1− γ1)ρ11 + γ2ρ22 √1− γ1√1− γ2 − γ3ρ12√
1− γ2 − γ3ρ∗02
√
1− γ1
√
1− γ2 − γ3ρ∗12 (1− γ2 − γ3)ρ22
 , (7)
while the associated complementary CPTP transforma-
tion [3–6] computed as in Eq. (A5) of Appendix A, for
generic choices of the system parameters, transforms A
into a 4-dimensional state via the mapping
D˜~γ(ρˆ) =
 ρ00 + (1− γ1)ρ11 + (1− γ2 − γ3)ρ22
√
γ1ρ01
√
1− γ1√γ2ρ12 √γ3ρ02√
γ1ρ
∗
01 γ1ρ11 0
√
γ1
√
γ3ρ12√
1− γ1√γ2ρ∗12 0 γ2ρ22 0√
γ3ρ
∗
02
√
γ1
√
γ3ρ
∗
12 0 γ3ρ22
 , (8)
where for i, j ∈ 0, 1, 2, ρij ≡ 〈i|ρˆ|j〉 are the matrix entries
of the input density operator ρˆ ∈ S(HA).
A. Composition rules
It is relatively easy to verify that the set of qutrit MAD
channels (7) is close under concatenation. Specifically
we notice that given D~γ′ and D~γ′′ with ~γ′′ = (γ′′1 , γ′′2 , γ′′3 )
and ~γ′ = (γ′1, γ
′
2, γ
′
3) two rate vectors fulfilling the condi-
tions (6), we have
D~γ′ ◦ D~γ′′ = D~γ , (9)
with ~γ = (γ1, γ2, γ3) a new rate vector of components
γ1 = γ
′′
1 + γ
′
1 − γ′1γ′′1 ,
γ2 = γ
′′
2 (1− γ′1 − γ′2) + γ′2(1− γ′′3 ) ,
γ3 = γ
′′
3 + γ
′′
2 (γ
′
1 − γ′3) + γ′3(1− γ′′3 ) .
(10)
which also satisfies (6) (hereafter we shall use the symbol
“◦” to represent super-operator composition). The im-
portance of Eq. (9) for the problem we are facing stems
from channel data-processing inequalities (or bottleneck)
inequalities [7, 44, 45], according to which, any informa-
tion capacity functional Γ [3] such as the quantum ca-
pacity Q, the classical capacity C, the private classical
capacity Cp, the entanglement assisted classical capacity
CE etc., computed for a CPTP map Φ = Φ
′◦Φ′′ obtained
by concatenating channel Φ′ with channel Φ′′, must fulfill
the following relation
Γ(Φ) ≤ min{Γ(Φ′),Γ(Φ′′)} . (11)
Applied to Eq. (9), the above inequality can be used to
predict monotonic behaviors for the capacity Γ(D~γ) as a
function of the rate vector ~γ, that allows us to provide
useful lower and upper bounds which in some case permit
to extend the capacity formula to domain where other
techniques (e.g. degradability analysis) fail. In particular
we notice that for single-decay MAD channels where only
one component of the rate vector is different from zero
(say γ1) we get
D(γ′1,0,0) ◦ D(γ′′1 ,0,0) = D(γ′′1 ,0,0) ◦ D(γ′1,0,0) = D(γ1,0,0) ,
(12)
with γ1 as in the first identity of Eq. (10). Accordingly
we can conclude that all the capacities Γ(D(γ1,0,0)) should
be non increasing functionals of the parameter γ1, i.e.
Γ(D(γ1,0,0)) ≥ Γ(D(γ′1,0,0)), ∀γ1 ≤ γ′1 , (13)
(the same expressions and conclusions apply also for
D(0,γ2,0) and D(0,0,γ3)). Composing single-decay MAD
channels characterized by rate vectors pointing along dif-
ferent cartesian axis, in general creates maps with higher
rank of the resulting vector rate. Specifically from Eq. (9)
it follows that, for an arbitrary choice of the rate vector
~γ = (γ1, γ2, γ3) in the allowed CPTP domain the MAD
channel D(γ1,γ2,γ3) can be expressed as
D(γ1,γ2,γ3) = D(0,0,γ¯3) ◦ D(0,γ2,0) ◦ D(γ1,0,0) (14)
= D(0,γ¯2,0) ◦ D(0,0,γ3) ◦ D(γ1,0,0) , (15)
with
γ¯3 ≡ γ3
1− γ2 , γ¯2 ≡
γ2
1− γ3 , (16)
which because of the constraint (6) are properly defined
rates. As a direct consequence of Eqs. (11) and (12)
it then follows that the capacities Γ(D(γ1,γ2,γ3)) must
be non-increasing functionals of all the cartesian com-
ponents of rate vector ~γ, i.e.
Γ(D(γ1,γ2,γ3)) ≥ Γ(D(γ′1,γ′2,γ′3)), ∀γ′i ≥ γi . (17)
and must be restricted by the upper bound
Γ(D(γ1,γ2,γ3)) ≤ min{Γ(D(γ1,0,0)),D(0,γ¯2,0)),D(0,0,γ¯3))} .
(18)
4As a further refinement notice that, setting γ2 = 0 in
Eqs. (14) and (15) we get
D(γ1,0,γ3) = D(γ1,0,0) ◦ D(0,0,γ3) = D(0,0,γ3) ◦ D(γ1,0,0) ,
(19)
which replaced back into Eq. (15) gives us
D(γ1,γ2,γ3) = D(0,γ¯2,0) ◦ D(γ1,0,γ3) , (20)
which allows us to replace (18) with the stronger require-
ment
Γ(D(γ1,γ2,γ3)) ≤ min{Γ(D(0,γ¯2,0)),Γ(D(γ1,0,γ3))} . (21)
Similarly by setting γ1 = 0 we get
D(0,γ2,γ3) = D(0,0,γ¯3) ◦ D(0,γ2,0) = D(0,γ¯2,0) ◦ D(0,0,γ3) ,
(22)
that yields
D(γ1,γ2,γ3) = D(0,γ2,γ3) ◦ D(γ1,0,0) , (23)
and
Γ(D(γ1,γ2,γ3)) ≤ min{Γ(D(0,γ2,γ3)),Γ(D(γ1,0,0))} . (24)
Finally setting γ3 = 0 in Eqs. (14) we get
D(γ1,γ2,0) = D(0,γ2,0) ◦ D(γ1,0,0) , (25)
that leads to
D(γ1,γ2,γ3) = D(0,0,γ¯3) ◦ D(γ1,γ2,0) , (26)
and
Γ(D(γ1,γ2,γ3)) ≤ min{Γ(D(γ1,γ2,0)),D(0,0,γ¯3)} . (27)
III. QUANTUM AND PRIVATE CLASSICAL
CAPACITIES FOR QUTRIT MAD
The quantum capacity Q of a quantum channel is a
measure of how faithfully quantum states can be trans-
mitted from the input to the output of the associated
CPTP map by exploiting proper encoding and decoding
procedures that act on multiple transmission stages [3–8].
The private classical capacity Cp instead quantifies the
amount of classical information transmittable per chan-
nel use under the extra requirement that the entire sig-
naling process allows the communicating parties to be
protected by eavesdropping by an adversary agent that
is controlling the communication line. The explicit eval-
uation of these important functionals is one of the most
elusive task of quantum information theory, as testified
by the limited number of examples which allow for an
explicit solution. For a comprehensive, self-consistent
introduction to the technical problems involved in this
calculation we refer the reader to the Appendix A, where
we present the notions of complementary channel, co-
herent information, and degradability and where we in-
troduce the explicit functionals [48–50] we need to opti-
mize. Building up from these premises here we present
a thoughtful characterization of the quantum capacity
Q(D~γ) and the private classical capacity Cp(D~γ) of the
qutrit MAD channel D~γ defined in Eq. (7). We stress
that while failing to provide the explicit solution for all
rate vectors ~γ in the allowed domain defined by Eq. (6),
in what follows we manage to deliver the exact values of
Q(D~γ) and Cp(D~γ) for a quite a large class of qutrit MAD
channels by making use of degradability properties [54],
data-processing (or bottleneck) inequalities [44, 45], and
channel isomorphism. In particular we anticipate here
that, for those D~γ which are provably degradable [54],
we shall exploit the covariance property (4) to further
simplify the single-letter formula (A17) as
Q(D~γ) = Cp(D~γ) = max
ρˆdiag
{
S(D~γ(ρˆdiag))− S(D˜~γ(ρˆdiag))
}
,
(28)
where S(· · · ) is the von Neumann entropy, and where the
maximization is performed on input states of A which are
diagonal in the computational basis of the problem, i.e.
the density matrices of the form ρˆdiag =
∑2
i=0 pi|i〉〈i|
with p0, p1, p2 ∈ [0, 1] fulfilling the normalization con-
straint p0 +p1 +p2 = 1 – see discussion at the end of Ap-
pendix A 2 for details. Notably, when applicable, Eq. (28)
relays on an optimization of a functional of only two real
variables (namely the populations p0 and p1) which can
be easily carried on (at least numerically).
To begin with, observe that, as anticipated in Eq. (8),
the complementary map D˜~γ of a generic qutrit MAD
channel D~γ sends the input states of A into a 4-
dimensional “environment state”. In the end this is a
consequence of the fact that the (minimal) number of
Kraus operators we need to express (7) is 4. Unfortu-
nately this number also ensures us that the channel is
not degradable: it has been indeed shown [59] that a
necessary condition for any CPTP map with output di-
mension 3 to be degradable is that its associated Choi
rank, and consequently the minimal number of Kraus
operators we need to express such transformation, is at
most 3. This brings us to consider some simplification
in the problem, e.g. by fixing some of the values of the
damping parameters. One approach is represented by
the selective suppression of one (or two) of the decaying
channels, i.e. imposing one (or two) of the parameters
γi equal to 0, which we will do in Secs. III A, III C, and
III D. For each of these subclasses of channels we’ll give a
characterization, when possible, in terms of degradabil-
ity, antidegradability and quantum capacity. A second
approach that we adopt in Secs. III B and III E, consists
instead to fix one of the damping parameters to its max-
imum allowed value, a choice that as we shall see, will
effectively allow us to reduce the number of degrees of
freedom of the problem.
A. Single-decay qutrit MAD channels
We consider here instances of the qutrit MAD channel
in which only one of the three damping parameters γi
5is explicitly different from zero, i.e. the maps D(γ1,0,0),
D(0,γ2,0), and D(0,0,γ3) associated respectively with the
edges DA, DF and DE of Fig. 1. It is easy to verify that
these three sets of transformations can be mapped into
each other via unitary conjugations that simply permute
the energy levels of the system: for instance D(0,0,γ3=γ)
can be transformed into D(γ1=γ,0,0) by simply swapping
levels |1〉 and |2〉. Accordingly, as a consequence of (11),
the capacities of these three sets must coincide, i.e.
Q(D(γ,0,0)) = Q(D(0,γ,0)) = Q(D(0,0γ)) , ∀γ ∈ [0, 1] ,
(29)
(similarly for Cp). By virtue of this fact, without loss of
generality, in the following we report the analysis only
for D(γ1,0,0), being the results trivially extendable to the
remaining two.
It turns out that the channel D(γ1,0,0) is a special in-
stance of the PCDS maps analyzed in Ref. [43] where an
explicit formula for Q has been already derived. Still,
for the sake of completeness, we find it useful to present
here an alternative derivation of those results which does
not make explicit reference to the PCDS structure. For
this purpose we observe that from Eq. (5) it follows that
D(γ1,0,0) possesses only two non zero Kraus operators, i.e.
Kˆ0 =
1 0 00 √1− γ1 0
0 0 1
 Kˆ01 =
0 √γ1 00 0 0
0 0 0
 . (30)
Transformation (7) is then given by
D(γ1,0,0)(ρˆ) =
ρ00 + γ1ρ11 √1− γ1ρ01 ρ02√1− γ1ρ∗01 (1− γ1)ρ11 √1− γ1ρ12
ρ∗02
√
1− γ1ρ∗12 ρ22
 ,
(31)
and the complementary channel D˜(γ1,0,0) that can be ex-
pressed as a mapping that connects the system A to a
2-dimensional environmental system E, i.e.
D˜(γ1,0,0)(ρˆ) =
(
1− γ1ρ11 √γ1ρ01√
γ1ρ
∗
01 γ1ρ11
)
. (32)
From Eq. (31) it follows that, irrespectively of the value
of γ, the model always owns a 2-dim noiseless subspace
spanned by the vectors |0〉 and |2〉 ensuring a non zero
lower bound for both the quantum and the private clas-
sical capacity
Q(D(γ1,0,0)), Cp(D(γ1,0,0)) ≥ log2(2) = 1, (33)
which incidentally implies that the channel D(γ1,0,0) is
never anti-degradable. By methods discussed in Ap-
pendix A 1 we can also show that D(γ1,0,0) is always
mathematically invertible for all γ1 < 1, with D˜(γ1,0,0) ◦
D−1(γ1,0,0) CPTP for all γ1 ≤ 12 . Accordingly, invok-
ing (A10) we can ensure the channel to be degradable
if and only if γ1 ≤ 12 and use Eq. (28) to compute its ca-
pacity value (notice that in principle the above argument
leaves open the possibility that the channel would be
degradable also for γ1 = 1, this however can be excluded
by direct calculation or invoking the analysis of [43]).
Consequently for γ1 ≤ 12 we can write
Q(D(γ1,0,0)) = Cp(D(γ1,0,0))
= max
p0,p1
{
− (1− p0 − p1) log2(1− p0 − p1)
− (p0 + γ1p1) log2(p0 + γ1p1)− (1− γ1)p1 log2((1− γ1)p1)
+ (1− γ1p1) log2(1− γ1p1) + γ1p1 log2(γ1p1)
}
,
which can be solved numerically (the maximization being
performed over all possible values p0, p1 ∈ [0, 1] under the
constraint that p0 + p1 ≤ 1).
Despite the fact that the channel is degradable only
for 0 ≤ γ1 ≤ 12 and that we know that it’s not anti-
degradable, we can still compute the value of the capacity
of D(γ1,0,0) showing that
Q(D(γ1,0,0)) = Cp(D(γ1,0,0)) = 1 , ∀γ1 ≥ 1/2. (34)
This indeed is a direct consequence of the lower
bound (33), the fact that Q(D(γ1,0,0)) and Cp(D(γ1,0,0))
are non-increasing functions of γ1 as explicitly shown
in Eq. (13), and of the fact that from Eq. (34) we get
Q(D(γ1=1/2,0,0)) = Cp(D(γ1=1/2,0,0)) = 1 by direct evalu-
ation. Putting all this together we obtain
1 = Q(D(γ1=1/2,0,0)) ≥ Q(D(γ1,0,0)) ≥ 1 , ∀γ1 ≥ 1/2,
(35)
that implies (34), the same conclusion of course holding
true for Cp(D(γ1,0,0)). The results discussed above are
summarized in the plot in Fig. 2.
B. Complete damping of the first excited state
(γ1 = 1)
Assume next that our qutrit MAD channel of Eq. (7)
is characterized by the maximum value of γ1 allowed by
CPTP constraint of Eq. (6), i.e. γ1 = 1, region repre-
sented by the ABC triangle of Fig. 1. This map corre-
sponds to the case where the initial population of the
first excited level |1〉, gets completely lost in favor of the
ground state |0〉 of the model so that Eqs. (7), (8) rewrite
as
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FIG. 2: Upper panel: profile of the quantum and the private
classical capacity for the channel D(γ1,0,0) w.r.t. the damping
parameter γ1. For γ1 ≤ 1/2 the channel is degradable and the
reported value follows from the numerical solution of Eq. (34).
For γ > 1/2 instead the channel is neither degradable nor an-
tidegradable: here the associated capacity value is equal to 1
(see main text). Notice that the reported values respect the
monotonicity property (13). Lower panel: populations p0,
p1 and p2 of those states that maximize the quantum capac-
ity formula (34) for the channel D(γ1,0,0) w.r.t. the damping
parameter γ1.
D(1,γ2,γ3)(ρˆ) =
 1− (1− γ3)ρ22 0 √1− γ2 − γ3ρ020 γ2ρ22 0√
1− γ2 − γ3ρ∗02 0 (1− γ2 − γ3)ρ22
 , (36)
D˜(1,γ2,γ3)(ρˆ) =
 ρ00 + (1− γ2 − γ3)ρ22 ρ01 0
√
γ3ρ02
ρ∗01 ρ11 0
√
γ3ρ12
0 0 γ2ρ22 0√
γ3ρ
∗
02
√
γ3ρ
∗
12 0 γ3ρ22
 , (37)
for γ2, γ3 ∈ [0, 1] such that γ2 + γ3 ≤ 1. The above
expressions make it explicit that, at variance with the
case discussed in the previous section and in agreement
7with the conclusions of Ref. [59], the map D(1,γ2,γ3) is not
degradable. Indeed we notice that while D˜(1,γ2,γ3)(ρˆ) pre-
serves information about the components ρ11, ρ01, ρ10,
ρ12, ρ21 of the input state ρˆ, no trace of those terms is left
in D(1,γ2,γ3)(ρˆ): accordingly it is technically impossible to
identify a linear (not mentioning CPTP) map N which
applied to D(1,γ2,γ3)(ρˆ) would reproduce D˜(1,γ2,γ3)(ρˆ) for
all ρˆ. Despite this fact it turns out that also for D(1,γ2,γ3),
the capacity can still be expressed as the single letter ex-
pression (28). Specifically, as we shall see in the following,
in this case we can write
Q(D(1,γ2,γ3)) = Cp(D(1,γ2,γ3))
= Q(1)(D(1,γ2,γ3)) = Q(γ2, γ3) , (38)
with the function Q(γ2, γ3) being formally defined as
Q(γ2, γ3) ≡ max
τˆdiag
{
S(D(1,γ2,γ3)(τˆdiag))− S(D˜(1,γ2,γ3)(τˆdiag))
}
= max
p∈[0,1]
{
− (1− (1− γ3)p) log2(1− (1− γ3)p)− (1− γ2 − γ3)p log2(1− γ2 − γ3)p)
+(1− (γ2 + γ3)p) log2(1− (γ2 + γ3)p) + γ3p log2 γ3p)
}
, (39)
where the maximization is restricted to the diagonal den-
sity matrices τˆdiag = (1− p)|0〉〈0|+ p|2〉〈2| of A′, associ-
ated with the linear subspace HA′ ≡ Span{|0〉 , |2〉}. The
explicit value of Q(γ2, γ3) has been numerically plotted
in Fig. 3: we remark here that for γ3 ≥ 1−γ22 this func-
tion assumes zero value, i.e. Q(γ2, γ3) = 0, in agreement
with the fact that in such regime the channel D(1,γ2,γ3)
has zero capacity, i.e.
Q(D(1,γ2,γ3)) = Cp(D(1,γ2,γ3)) = 0 ,
∀ 1− γ2 ≥ γ3 ≥ 1−γ22 . (40)
To prove Eq. (38) let us start by observing that
Q(γ2, γ3) provides a natural lower bound forQ(D(1,γ2,γ3))
and hence for Cp(D(1,γ2,γ3)): this is a simple consequence
of (A16), which allows us to write
Q(D(1,γ2,γ3)) ≥ max
ρˆ
J(D(1,γ2,γ3), ρˆ)
≥ max
τˆdiag
J(D(1,γ2,γ3), τˆdiag) = Q(γ2, γ3) ,
with J being the coherent information functional (A15).
Next step is now to show that the function Q(γ2, γ3)
provides also an upper bound forQ(D(1,γ2,γ3)): we do this
by constructing a new channel D′(γ2,γ3) whose capacity is
provably better than the capacity of D(1,γ2,γ3), i.e.
Q(D(1,γ2,γ3)) ≤ Q(D′(γ2,γ3)) , (41)
Cp(D(1,γ2,γ3)) ≤ Cp(D′(γ2,γ3)) , (42)
and for which we can explicitly show that
Q(D′(γ2,γ3)) = Cp(D′(γ2,γ3)) = Q(γ2, γ3) . (43)
For this purpose notice that since the population of level
|1〉 is washed away, the output produced by D(1,γ2,γ3)
can be simulated by the CPTP map D′(γ2,γ3) : L(HA′)→
L(HA) operating on the two levels quantum system asso-
ciated with the Hilbert space HA′ ≡ Span{|0〉 , |2〉}, and
producing qutrit states of A as outputs. In particular
defining τˆ a generic density matrix on HA′ we have
D′(γ2,γ3)(τˆ) =
 1− (1− γ3)τ22 0 √1− γ2 − γ3τ020 γ2τ22 0√
1− γ2 − γ3τ∗02 0 (1− γ2 − γ3)τ22

(44)
with the corresponding complementary channel (A5)
given by
D˜′(γ2,γ3)(τˆ) =
 1− (γ2 + γ3)τ22 0 √γ3τ020 γ2τ22 0√
γ3τ
∗
02 0 γ3τ22
 ,
(45)
where for i, j = 0, 2 we set τij ≡ 〈i|τˆ |j〉.
The reason why D′(γ2,γ3) fulfills the inequality (41) is a
direct consequence of the fact that D(1,γ2,γ3), while yield-
ing the same outcomes of D′(γ2,γ3), is also “wasting” re-
sources in the useless level |1〉. To formalize this, notice
that we can write
D(1,γ2,γ3) = D′(γ2,γ3) ◦ A , (46)
where A : L(HA)→ L(HA′) is the CPTP transformation
which maps the input state of the qutrit A to the qubit
system A′ by completely erasing the level |1〉 and moving
its population to |0〉, i.e.
A(ρˆ) =
(
ρ00 + ρ11 ρ02
ρ20 ρ22
)
, (47)
where ρij = 〈i|ρˆ|j〉 with ρˆ ∈ S(HA). Equation (41)
can hence be derived as a direct consequence of the bot-
tleneck inequality (11) applied to the case in which Γ is
indeed the quantum capacity Q. The second part of the
argument, i.e. Eq. (43), can instead be derived by notic-
ing that at variance with the original mapping D(1,γ2,γ3)
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FIG. 3: Quantum and private classical capacity of the MAD
channel D(1,γ2,γ3) w.r.t. γ2 and γ3, computed according
to Eq. (38) – the associated parameter region corresponds
to the ABC triangle of Fig. 1. The grey region repre-
sent points where D(1,γ2,γ3) is ill-defined (not CPTP); the
points above the red line (γ3 = (1 − γ2)/2) have zero ca-
pacity, Q(D(1,γ2,γ3)) = 0. The equivalent channel D′(γ2,γ3)
of Eq. (44) is anti-degradable for points above the red line
and degradable below. For γ2 = 0 the value of Q(D(1,γ2,γ3))
and Cp(D(1,γ2,γ3)) coincides with the quantum capacity [9]
of a qubit ADC channel of transmissivity γ3 (see inset):
this should be compared with the value of Q(D(1,γ2,γ3)) and
Cp(D(1,γ2,γ3)) on the other border (i.e. γ3 = 0), which we re-
port in Fig. 4. Notice finally that the reported values respect
the monotonicity requirement of Eq. (17).
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FIG. 4: Quantum (and private classical) capacity of the chan-
nel D(1,γ2,0) w.r.t. γ2. Region corresponding to the edge AC
of Fig. 1.
which is never degradable, it turns out that D′(γ2,γ3) is
degradable for
0 ≤ γ3 ≤ (1− γ2)/2 , (48)
and antidegradable otherwise, i.e. for (1− γ2)/2 ≤ γ3 ≤
1− γ2. This can be shown for instance by observing that
in the region identified by the inequality (48) the quantity
γ¯3 ≡ 1− γ2 − 2γ3
1− γ2 − γ3 , (49)
belongs to the interval [0, 1] and can be used to build up a
proper CPTP single-decay qutrit MAD channel D(0,0,γ¯3)
– see Sec. III A. Furthermore by direct calculation we also
get
D(0,0,γ¯3) ◦ D′(γ2,γ3) = D˜′(γ2,γ3) , (50)
which shows that D(0,0,γ¯3) acts as the connecting channel
N entering the degradability condition (A8) of D′(γ2,γ3).
From Eqs. (44) and (45) it is also immediately visible that
D′(γ2,γ3) can be obtained from D˜′(γ2,γ3) by the substitution
γ3 → 1−γ2−γ3. Consequently using the same construc-
tion (50) we can conclude that D′(γ2,γ3) is antidegradable
for (1− γ2)/2 ≤ γ3 ≤ 1− γ2.
To derive Eq. (43) we finally observe that as the orig-
inal mapping D(1,γ2,γ3), also D′(γ2,γ3) is covariant under
the group of unitary transformations which are diago-
nal in the computational basis of the model: accordingly,
following the same argument that led us to (28), we can
express its capacity as
Q(D′(γ2,γ3)) = Cp(D′(γ2,γ3)) = maxτˆdiag
{
S(D′(γ2,γ3)(τˆdiag))
− S(D˜′(γ2,γ3)(τˆdiag))
}
= Q(γ2, γ3), (51)
the last identity following from the fact that
D′(γ2,γ3)(τˆdiag)) coincides with D(1,γ2,γ3)(τˆdiag) and by
the fact that the positive component of the spectrum of
D˜′(γ2,γ3)(τˆdiag) coincides with the one of D˜(1,γ2,γ3)(τˆdiag)
(strictly speaking the above derivation holds true only
in the degradable region (48) of D′(γ2,γ3)(τˆdiag)): still
since Q(γ2, γ3) nullifies for 1− γ2 ≥ γ3 ≥ (1− γ2)/2, we
can apply (51) also in the antidegradability region of the
channel where Q(D′(γ2,γ3)) = 0).
As a concluding remark we comment on a special limit
of the above construction obtained by setting γ2 = 0: in
this case we notice that the effective map (44) can be
replaced with the quantum channel
D′γ3(τˆ) =
(
1− (1− γ3)τ22
√
1− γ3τ02√
1− γ3τ∗02 (1− γ3)τ22
)
, (52)
which now maps the two-level system A′ into itself via
a standard qubit ADC map with rate γ3. Accordingly,
following the same analysis we did before we can conclude
that Q(D(1,0,γ3)) coincides with the capacity value of the
latter, computed in Ref. [9].
C. Double-decay qutrit MAD channel with γ2 = 0
Here we consider the value of the capacity for ~γ be-
longing to the square surface ABED of Fig. 1, identified
9by the condition γ2 = 0. From Eq. (5) we have that
the Kraus operators for the MAD channel D(γ1,0,γ3) are
three:
Kˆ0 =
1 0 00 √1− γ1 0
0 0
√
1− γ3
 , Kˆ01 =
0 √γ1 00 0 0
0 0 0
 ,
Kˆ03 =
0 0 √γ30 0 0
0 0 0
 (53)
while Eqs. (7) and (8) become
D(γ1,0,γ3)(ρˆ) =
ρ00 + γ1ρ11 + γ3ρ22 √1− γ1ρ01 √1− γ3ρ02√1− γ1ρ∗01 (1− γ1)ρ11 √1− γ1√1− γ3ρ12√
1− γ3ρ∗02
√
1− γ1
√
1− γ3ρ∗12 (1− γ3)ρ22
 , (54)
D˜(γ1,0,γ3)(ρˆ) =
 1− γ1ρ11 − γ3ρ22 √γ1ρ01 √γ3ρ02√γ1ρ∗01 γ1ρ11 √γ1√γ3ρ12√
γ3ρ
∗
02
√
γ1
√
γ3ρ
∗
12 γ3ρ22
 . (55)
As evident from Fig. 2 and from the formal structure of
Eq. (54), for γ2 = 0 the model exhibits a symmetry under
the exchange of γ1 and γ3. Indeed, indicating with Vˆ the
unitary gate that swaps levels |2〉 and |3〉 we have that
D(γ3,0,γ1)(ρˆ) = VˆD(γ1,0,γ3)(Vˆ ρˆVˆ †)Vˆ † , (56)
which by data-processing inequality implies
Q(D(γ1,0,γ3)) = Q(D(γ3,0,γ1)) , (57)
with an analogous identity applying in the case of the pri-
vate classical capacity. Following the procedure in Ap-
pendix A 1 we now observe that D(γ1,0,γ3) is invertible
for γ1, γ3 < 1, while D˜(γ1,0,γ3) ◦ D−1(γ1,0,γ3) is CPTP for
γ1, γ3 ≤ 12 , implying that in this range of parameters the
channel is degradable (region DEG of Fig. 5). Comparing
Eqs. (54) with (55) we also realize that
D˜(γ1,0,γ3) = D(1−γ1,0,1−γ3) . (58)
Therefore, by the same argument above, we can conclude
that the channel is antidegradable for γ1, γ3 ≥ 12 (region
ANTI-DEG of Fig. 5) so that Q(D(γ1,0,γ3)) is null for that
range of values. Notice that resulting from Eq. (21) this
translates to the following stronger statement:
Q(D(γ1,γ2,γ3)) = Cp(D(γ1,γ2,γ3)) = 0 , ∀γ1, γ3 ≥
1
2
,
(59)
(see green region of Fig. 6).
To evaluate Q(D(γ1,0,γ3)) and Cp(D(γ1,γ2,γ3)) in the re-
gion DEG of Fig. 5, where the map D(γ1,0,γ3) is provably
degradable, we exploit Eq. (28) obtaining
Q(D(γ1,0,γ3)) = Cp(D(γ1,0,γ3)) = maxp1,p2
{
− [1− (1− γ1)p1 + (1− γ3)p2] log2[1− (1− γ1)p1 + (1− γ3)p2]
− (1− γ1)p1 log2((1− γ1)p1)− (1− γ3)p2 log2((1− γ3)p2)
+ (1− γ1p1 − γ3p2) log2(1− γ1p1 − γ3p2) + γ1p1 log2(γ1p1) + γ3p2 log2(γ3p2)
}
, (60)
the maximization running over all possible values p1, p2 ∈
[0, 1] under the constraint that p1 + p2 ≤ 1.
Notice that the capacities are known also on the bor-
ders of the parameters space, since when one of the rates
is 0 we reduce to the single-decay MAD we solved in
Sec. III A. When one of the rate is instead 1 we reduce
to the MAD channel discussed in Sec. III B, for which
Q is already available. More precisely in Sec. III B we
computed Q(D(1,0,γ3)), verifying that it coincides with
the capacity of the qubit ADC: the value of Q(D(γ1,0,1))
follows from the latter via the symmetry (65). Since the
value of Q is available also on the borders of the DEG
region, we can now compare Q(D(γ1,0,γ3)) at γ3 = 12 and
γ3 = 1, for all γ2 ≤ 1/2. We find that the two are the
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FIG. 5: Quantum (and private classical) capacity for the
channel D(γ1,0,γ3) w.r.t. the damping parameters γ1 and
γ3 – square surface ABED of Fig. 1. For γ1, γ2 ≤ 1/2 (re-
gion DEG), the channel is degradable and its capacity Q is
computed by solving numerically the maximization (60); for
γ1, γ2 ≥ 1/2 (region ANTI-DEG) instead it is explicitly an-
tidegradable and its capacity is zero. Values in the SE and
NW quadrants of the picture follow from the monotonicity
behaviors Eq. (17) and by the symmetry (65): in particu-
lar in the SE sector the capacity is constant w.r.t. γ1 (see
Eq. (61)), while the NW is constant w.r.t. to γ3.
FIG. 6: According to Eq. (59) all points included in the green
region of the plot have zero quantum (and private classical)
capacity.
same, i.e. Q(D(γ1,0,1)) = Q(D(γ1,0,1/2), Accordingly, in-
voking the monotonicity constraint (17), we can finally
conclude that
Q(D(γ1,0,1)) = Q(D(γ1,0,γ3) ∀γ3 , (61)
which invoking the symmetry (65) allows us to evaluate
the quantum capacity on the entire parameters region,
see Fig. 5.
D. Double-decay qutrit MAD channel with γ1 = 0
Here we consider the triangular surface DEF of Fig. 1.
From Eq. (1) we have that the Kraus operators for the
MAD channel D(0,γ2,γ3) are three:
Kˆ0 =
1 0 00 0 0
0 0
√
1− γ2 − γ3
 Kˆ12 =
0 0 00 0 √γ2
0 0 0

Kˆ03 =
0 0 √γ30 0 0
0 0 0
 . (62)
The actions of D(0,γ2,γ3) and its complementary counter-
part D˜(0,γ2,γ3) on a generic density matrix ρˆ can hence
be described as
11
D(0,γ2,γ3)(ρˆ) =
 ρ00 + γ3ρ22 ρ01 √1− γ2 − γ3ρ02ρ∗01 ρ11 + γ2ρ22 √1− γ2 − γ3ρ12√
1− γ2 − γ3ρ∗02
√
1− γ2 − γ3ρ∗12 (1− γ2 − γ3)ρ22
 , (63)
D˜(0,γ2,γ3)(ρˆ) =
 1− (γ2 + γ3)ρ22 √γ2ρ12 √γ3ρ02√γ2ρ∗12 γ2ρ22 0√
γ3ρ
∗
02 0 γ3ρ22
 , (64)
(notice that in this case, differently of what happens with
D(γ1,0,γ3), the complementary channel is not an element
of the MAD set). By close inspection of Eq. (63), and as
intuitively suggested by Fig. 1, also these channels exhibit
a symmetry analogous to the one reported in Eq. (56),
but this time with Vˆ being the swap operation exchang-
ing levels |0〉 and |1〉, which gives us
Q(D(0,γ2,γ3)) = Q(D(0,γ3,γ2)) , (65)
and an analogous identity for the private classical capac-
ity. Furthermore, as in the case of the single-decay qutrit
MAD channel D(0,γ2,0), we notice that D(0,γ2,γ3) owns a
noiseless subspace, given here by {|0〉 , |1〉}, and we can
establish the following lower bound:
Cp(D(0,γ2,γ3)) ≥ Q(D(0,γ2,γ3)) ≥ log2(2) = 1 . (66)
In particular this tells us that D(0,γ2,γ3) cannot be an-
tidegradable (the same conclusion can be obtained by
noticing that [59] the map D˜(γ2,0,γ3) has a kernel that
cannot be included into the kernel set of D(γ2,0,γ3) – e.g.
the former contains |0〉〈1| while the latter does not).
Following the usual approach we find that D(0,γ2,γ3) is
invertible for γ2 + γ3 < 1, and that D˜(0,γ2,γ3) ◦ D−1(0,γ2,γ3)
is CPTP for γ2 +γ3 ≤ 12 , which defines hence the degrad-
ability region for the map. So, invoking (28) we compute
the quantum capacity in the degradability region as
Q(D(0,γ2,γ3)) = Cp(D(0,γ2,γ3))
= max
p0,p1
{
− (p1 + γ2p2) log2(p1 + γ2p2)
− [1− p1 − (1− γ3)p2] log2[1− p1 − (1− γ3)p2]
− (1− γ2 − γ3)p2 log2((1− γ2 − γ3)p2)
+ (1− (γ2 + γ3)p2) log2(1− (γ2 + γ3)p2)
+ γ2p2 log2(γ2p2) + γ3p2 log2(γ3p2)
}
.
(67)
Via numerical inspection we are also able to evaluate
the magnitude of Q on the border of the degradability
region, designated by γ2 + γ3 =
1
2 , showing that here it
equals the lower bound (66). This, in addition to the
monotonicity (17), allows us to conclude that D(0,γ2,γ3)
assumes the value 1 over all the region above the degrad-
ability borderline (red curve of Fig. 7), i.e.
Q(D(0,γ2,γ3)) = Cp(D(0,γ2,γ3)) = 1 ,
∀γ2 + γ3 ≥ 1/2 . (68)
0.0 0.2 0.4 0.6 0.8 1.0
∞3
0.0
0.2
0.4
0.6
0.8
1.0
∞2
0.00
0.18
0.35
0.53
0.70
0.88
1.06
1.23
1.41
1.58
Q
DEG
FIG. 7: Quantum (and private classical) capacity of the chan-
nel D(0,γ2,γ3) w.r.t. γ2 and γ3 – triangular surface DEF of
Fig. 1. The DEG zone below the red curve, γ2 + γ3 =
1
2
,
is the degradability region for the channel: here we com-
pute Q(D(0,γ2,γ3)) solving numerically the maximization of
Eq. (67). Above the red curve the channel assumes constant
value (66). Notice that the reported function exhibits the
symmetry (65) and the monotonicity conditions (17). The
grey zone indicates the non-accessible region (6).
E. The qutrit MAD channel on the γ2 + γ3 = 1 plane
Let us now consider the regime with γ2 +γ3 = 1 where
rate vectors ~γ belong to the rectangular area BEFC of
Fig. 1.
Under this condition the map (7) still admits four
Kraus operators and becomes
D(γ1,γ2,1−γ2)(ρˆ) =
(
ρ00 + γ1ρ11 + (1 − γ2)ρ22
√
1 − γ1ρ01 0√
1 − γ1ρ∗01 (1 − γ1)ρ11 + γ2ρ22 0
0 0 0
)
.
(69)
We notice that the level |2〉 gets completely depopulated
and that the channel can be expressed as
D(γ1,γ2,1−γ2) = C ◦ Dγ1 , (70)
where Dγ1 is a standard qubit ADC channel connecting
level |1〉 to level |0〉 with damping rate γ1, while now C
is a CPTP transformation sending the qutrit A to the
qubit system spanned by vectors |0〉, |1〉 and completely
12
erasing the level |2〉 , moving its population in part to |1〉
and in part to |0〉, i.e.
C(ρˆ) =
(
ρ00 + (1− γ2)ρ22 ρ01
ρ10 ρ11 + γ2ρ22
)
. (71)
Accordingly the quantum capacity of Dγ1 computed in
Ref. [9] is an explicit upper bound for Q(D(γ1,γ2,1−γ2))
and Cp(D(γ1,γ2,1−γ2)) (remember that for the qubit ADC
Q and Cp coincide). On the other hand, Q(Dγ1) is also
a lower bound for Q(D(γ1,γ2,1−γ2)) and Cp(D(γ1,γ2,1−γ2))
as its rate can be achieved by simply using input states
of A that live on the subspace {|0〉, |1〉}. Consequently
we can conclude that the following identity holds true
Q(D(γ1,γ2,1−γ2)) = Cp(D(γ1,γ2,1−γ2)) = Q(Dγ1) , (72)
as shown in Fig. 8.
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FIG. 8: Evaluation of Q(D(γ1,γ2,1−γ2)) w.r.t. γ1, equivalent
to the qubit ADC quantum capacity (i.e. the rectangular
region BEFC of Fig. 1): as shown in Eq. (72) the capacity
exhibits no dependence upon γ2 in this case.
F. Double-decay qutrit MAD channel with γ3 = 0
Here we consider the square region CADF of Fig. 1
identified by γ3 = 0. From Eq. (1) we have that the
Kraus operators for D(γ1,γ2,0) are three:
Kˆ0 =
1 0 00 √1− γ1 0
0 0
√
1− γ2
 Kˆ01 =
0 √γ1 00 0 0
0 0 0

Kˆ02 =
0 0 00 0 √γ2
0 0 0
 , (73)
while the actions of D(γ1,γ2,0) and D˜(γ1,γ2,0) on a generic
density matrix ρˆ are:
D(γ1,γ2,0)(ρˆ) =
ρ00 + γ1ρ11 √1− γ1ρ01 √1− γ2ρ02√1− γ1ρ∗01 (1− γ1)ρ11 + γ2ρ22 √1− γ1√1− γ2ρ12√
1− γ2ρ∗02
√
1− γ1
√
1− γ2ρ∗12 (1− γ2)ρ22
 , (74)
D˜(γ1,γ2,0)(ρˆ) =
 1− γ1ρ11 − γ2ρ22 √γ1ρ01 √1− γ1√γ2ρ02√γ1ρ∗01 γ1ρ11 0√
1− γ1√γ2ρ∗02 0 γ2ρ22
 . (75)
At variance with the previous sections, we have that
while D(γ1,γ2,0) is invertible for γ1, γ2 < 1, for no range of
these values the application D˜(γ1,γ2,0)◦D−1(γ1,γ2,0) produces
a CPTP map. We can hence conclude that the map is
never degradable. About antidegradability, here also we
have that ker{D˜(γ1,γ2,0)} * ker{D(γ1,γ2,0)}, so D(γ1,γ2,0)
is also not antidegradable [59]. As a matter of fact the
only cases for which we can produce explicit values of
Q(D(γ1,γ2,0)) are the limiting cases where either γ1 or γ2
equals 0 (in these cases the map is a single-rate MAD
13
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FIG. 9: Numerical evaluation of a lower bound for
Q(D(γ1,γ2,0)) (and Cp(D(γ1,γ2,0))) obtained by maximizing the
single use coherent information of the channel over all possi-
ble diagonal inputs – the parameters region corresponds to
the the CADF square of Fig. 1. Notice that reported plot
does not fulfill the monotonicity constraint (17), hence ex-
plicitly proving that the function we present is certainly not
the real capacity of the system.
channel discussed in Sec. III A), or 1 where instead the
results of Sec. III B or Sec. III E can be applied. For the
remaining cases we resort in presenting a lower bound for
Q(D(γ1,γ2,0)) and Cp(D(γ1,γ2,0)).
A straightforward approach is to exploit the right-
hand-side of Eq. (28) and run them also outside the
degradability region, in synthesis evaluating the maxi-
mum of the coherent information ofD(γ1,γ2,0) on the diag-
onal sources. Notice that since the map is not degradable,
the coherent information is not necessarily concave and
the restriction to diagonal sources does not even guar-
antee that the computed expression corresponds to the
real Q(1)(D(γ1,γ2,0)) functional. Clearly the task can be
refined as much as needed, e.g. by choosing less spe-
cific families of states or by computing Q(i)(D(γ1,γ2,0))
for i > 1, but these aspects are beyond the focus of this
work and will be considered in future research. The re-
sults we obtain are reported in Fig. (9).
IV. ENTANGLEMENT ASSISTED QUANTUM
CAPACITY OF QUTRIT MAD CHANNELS
For the sake of completeness the present section is de-
voted to studying the entanglement assisted quantum ca-
pacity QE(D) of MAD CPTP maps which quantifies the
amount of quantum information transmittable per chan-
nel use assuming the communicating parties to share an
arbitrary amount of entanglement. A general introduc-
tion to the subject is presented in Appendix A 4 where we
review some basic properties and derive a simplified ex-
pression which in the case of MAD channels of arbitrary
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FIG. 10: a) Profile of the entanglement assisted quantum ca-
pacity QE(D(γ1,0,0)) w.r.t. the damping parameter γ1 (results
should be compared with those of Fig. 2 where we present
Q(D(γ1,0,0)) and Cp(D(γ1,0,0))). Notice that also in this case
the expression fulfills the monotonicity constraint (13). In
b), c), d) Entanglement assisted quantum capacity for the
CADF square region of Fig. 1, for the ABED region, and for
the DEF region, respectively.
dimension translates into
QE(D) = 1
2
max
ρˆdiag
{
S(ρˆdiag) + S(D(ρˆdiag))− S(D˜(ρˆdiag))
}
,
(76)
where ρˆdiag are input density matrices which are diag-
onal in the computational basis of the system. In the
case of the single-rate qutrit MAD transformations this
translates to solving the following maximization:
QE(D(γ1,0,0)) =
1
2
max
p0,p1
{
− p0 log2 p0 − p1 log2 p1
−2(p0 + γ1p1) log2(p0 + γ1p1)
−(1− γ1)p1 log2((1− γ1)p1)
+(1− γ1p1) log2(1− γ1p1) + γ1p1 log2(γ1p1)
}
, (77)
the result being reported in Fig. 10 a). In a similar fash-
ion we also numerically compute QE for all the two-rate
qutrit MAD channels scenarios we analyzed in the pre-
vious sections, reporting the associated results in Fig. 10
b), c), d). Notice that also the three-rate qutrit MAD
channels QE can be computed but not easily visualized,
hence it’s not reported.
V. CONCLUSIONS
We introduce a finite dimensional generalization of
the qubit ADC model which represents one of the most
studied examples of quantum noise in quantum informa-
tion theory. In this context the quantum (and classi-
cal private) capacity of a large of class quantum chan-
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nels (namely the qutrit MAD channels) has been explic-
itly computed, vastly extending the set of solvable mod-
els: this effort in particular includes some non-trivial
examples of quantum maps which are explicitly non-
degradable (neither antidegradable) – see e.g. the results
of Sec. III C. Besides allowing generalizations to higher
dimensional systems (see e.g. Ref. [43]), the analysis here
presented naturally spawns further research, e.g. extend-
ing it to include other capacity measures, such has the
classical capacity or most notably the two-way quantum
capacity [44, 64]. We finally conclude by noticing that
the MAD channel scheme discussed in the present pa-
per can be also easily adapted to include generalizations
of the (qubit) generalized amplitude damping channel
scheme [44], by allowing reverse damping processes which
promote excitations from lower to higher levels that could
mimic, e.g., thermalization events.
We acknowledge support from PRIN 2017 “Taming
complexity with quantum strategies”.
SC thanks P. Novelli for useful discussions.
Appendix A: Mathematical prerequisites
Here we review some basic notions on quantum chan-
nels and quantum capacities that are extensively used in
the main text.
1. Complementary channels and degradability
A CPTP map Φ : L(HA)→ L(HB) can be seen as the
evolution induced by an isometry Vˆ : HA → HB ⊗ HE
involving an environment E, called Stinespring dila-
tion [55, 58]. Specifically for all input states ρA ∈ SA
we can write
Φ(ρˆA) = TrE[Vˆ ρˆAVˆ
†]. (A1)
If instead we trace out the degrees of freedom in B
we obtain the complementary (or conjugate) channel
Φ˜ : L(HA)→ L(HE), i.e.
Φ˜(ρˆA) = TrB[Vˆ ρˆAVˆ
†] . (A2)
Being Mˆk the Kraus operators generating Φ and |k〉E a
basis for the environment, the operator Vˆ can be written
as:
Vˆ =
∑
k
Mˆk ⊗ |k〉E , (A3)
and being
Vˆ ρˆAVˆ
† =
∑
i,j
MˆiρˆAMˆj
† ⊗ |i〉E〈j| , (A4)
it’s straightforward to verify that Eq. (A2) can be equiv-
alently expressed as
Φ˜(ρˆA) =
∑
i,j
TrB[MˆiρˆAMˆj
†
] |i〉E〈j| . (A5)
A fact that it is worth mentioning, as it will play a
fundamental role in our analysis, is that [57] for a channel
Φ that is covariant under a unitary representation of some
group G, i.e.
Φ(UˆAg ρˆUˆ
A†
g ) = Uˆ
B
g Φ(ρˆ)Uˆ
B†
g , ∀ρˆ ∈ S(H),∀g ∈ G ,
(A6)
then also the complementary channel Φ˜ is covariant un-
der the same transformations, i.e.
Φ˜(UˆAg ρˆUˆ
A†
g ) = Uˆ
E
g Φ˜(ρˆ)Uˆ
E†
g , ∀ρˆ ∈ S(H),∀g ∈ G ,
(A7)
where for X=A,B,E, UˆXg is the unitary operator that rep-
resents the element g the group G in the output space X.
We finally recall the definition of degradable and anti-
degradable channels [54]. A quantum channel Φ is said
degradable if a CPTP map N : L(HB) → L(HE) exists
s.t.
Φ˜ = N ◦ Φ, (A8)
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while it’s said antidegradable if it exists a CPTP map
M : L(HE)→ L(HB) s.t.
Φ =M◦ Φ˜, (A9)
(the symbol “◦” representing channel concatenation).
Notice that in case Φ is mathematically invertible, a sim-
ple direct way to determine whether it is degradable or
not is to formally invert (A8) constructing the super-
operator Φ˜◦Φ−1 and check whether such object is CPTP
(e.g. by studying the positivity of its Choi matrix), i.e.
explicitly
Φ invertible =⇒ Φ degradable iff Φ˜ ◦ Φ−1 is CPTP .
(A10)
Concretely this can be done by using the fact that since
quantum channels are linear maps connecting vector
spaces of linear operators, they can in turn being repre-
sented as matrices acting on vector spaces. This through
the following vectorization isomorphism:
ρˆA =
∑
ij
ρij |i〉A〈j| −→ |ρ〉〉 =
∑
ij
ρij |i〉A ⊗ |j〉A ∈ H⊗2A
(A11)
Φ(ρˆA) −→ MˆΦ |ρ〉〉 ,
where now MˆΦ is a d
2
B × d2A matrix connecting H⊗2A and
H⊗2B (dA and dB being respectively the dimensions of HA
and HB), which given a Kraus set {Mˆk}k for Φ it can be
explicitly expressed as
MˆΦ =
∑
k
Mˆk ⊗ Mˆk. (A12)
Following Eq. (A8) we have hence that for a degradable
channel the following identity must apply
MˆΦ˜ = MˆN MˆΦ, (A13)
with MˆN the matrix representation of the CPTP con-
necting channel N , implying that the super-operator
Φ˜ ◦ Φ−1 is now represented by matrix MˆΦ˜Mˆ−1Φ .
2. The quantum capacity of a quantum channel
The quantum capacity Q(Φ) is a measure of how faith-
fully quantum states can transit from the input to the
output of the quantum channel Φ by exploiting proper
encoding and decoding procedures that act on multiple
transmission stages [3–6]. A close, yet cumbersome, ex-
pression for Q(Φ) can be obtained in the form [48–50]
Q(Φ) = lim
n→∞ maxρˆ(n)∈S(H⊗n)
1
n
J(Φ⊗n, ρˆ(n)), (A14)
where ρˆ(n) is a generic joint density matrix belonging
to the input Hilbert space H⊗n on which the tensor ex-
tension Φ⊗n of Φ acts. The quantity appearing in the
right-hand-side of Eq. (A14) is the coherent information
functional
J(Φ⊗n, ρˆ(n)) ≡ S(Φ⊗n(ρˆ(n)))− S(Φ˜⊗n(ρˆ(n))), (A15)
with S(· · · ) ≡ −Tr[· · · log2 · · · ] the von Neumann en-
tropy [4] and with Φ˜ the complementary channel of Φ
introduced in the previous section.
The expression in Eq. (A14) isn’t in general easily com-
putable due to the fact that the coherent information
functional is typically non sub-additive, making hard to
take care of the regularization limit on n: removing it
will in general produce just a lower bound to Q(Φ), i.e.
Q(Φ) ≥ Q(1)(Φ) ≡ max
ρˆ∈S(H)
J(Φ, ρˆ) , (A16)
where now the maximization is performed on all possi-
ble input states ρˆ of a single application of Φ. Things
however simplify a lot if Φ is antidegradable or degrad-
able [54]. Indeed in the first case one can invoke a no
cloning argument to directly conclude that Q(Φ) = 0.
In the second case instead, the gap in Eq. (A16) closes
allowing us to compute Q(Φ) as
Q(Φ) = Q(1)(Φ) ≡ max
ρˆ∈S(H)
J(Φ, ρˆ). (A17)
Besides allowing for the single-letter simplification (A17),
another important consequence of the degradability
property (A8) is the fact that, for channels fulfilling such
condition, the coherent information (A15) is known to be
concave [54, 56] with respect to the input state ρˆ, i.e.
J(Φ,
∑
k
pkρˆk) ≥
∑
k
pkJ(Φ, ρˆk) , (A18)
for all statistical ensemble of input states {pk; ρˆk}. This
last inequality allows for some further drastic simplifica-
tion in particular when the channel Φ is covariant under
a group of unitary transformations as in Eq. (A6). In-
deed thanks to Ref. [57] and the invariance of the von
Neumann entropy under unitary operations we can now
observe that
J(Φ, UˆAg ρˆUˆ
A†
g ) = S(Φ(Uˆ
A
g ρˆUˆ
A†
g )− S(Φ˜(UˆAg ρˆUˆA†g ))
= S(UˆBg Φ(ρˆ)Uˆ
B†
g )− S(UˆEg Φ˜(ρˆ)UˆE†g )
= J(Φ, ρˆ) , (A19)
for all input states and for all elements g of the group.
Given then a generic input state ρˆ of the system,
construct the following ensemble of density matrices
{dµ(g); ρˆg} with dµ(g) some properly defined probability
distribution on G and with ρˆg ≡ UˆAg ρˆUˆA†g . Defining then
ΛG[ρˆ] ≡
∫
dµgρˆg =
∫
dµgUˆ
A
g ρˆUˆ
A†
g , (A20)
the average state of {dµ(g); ρˆg} we notice that if Φ is
degradable the following inequality holds true:
J(Φ,ΛG[ρˆ]) ≥
∫
dµgJ(Φ, Uˆ
A
g ρˆUˆ
A†
g ) = J(Φ, ρˆ) , (A21)
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where in the last passage we used the invariance (A19).
Accordingly we can now restrict the maximization in
Eq. (A17) to only those input states ρˆG which result from
the averaging operation (A20), i.e.
Q(Φ) = Q(1)(Φ) = max
ρˆG
J(Φ, ρˆG). (A22)
For the special case of the MAD channels D introduced
in Sec. II, thanks to Eq. (4) we can identify the group
G with the set of unitary operations which are diagonal
in the computational basis {|i〉}i=0,··· ,d−1. Taking dµg a
flat measure, Eq. (A20) allows us to identify ΛG[ρˆ] with
the density matrices of A which are diagonal as well, i.e.
ΛG[ρˆ] = diag[ρˆ] , (A23)
and therefore to derive from (A22) the following compact
expression:
Q(D) = Q(1)(D) = max
ρˆdiag
J(D, ρˆdiag), (A24)
which for dC = 3 reduces to Eq. (28) of the main text.
For completeness we report also an alternative, possibly
more explicit way to derive (A24). This is obtained by
observing that a special instance of the unitaries which
are diagonal in the computational basis of a MAD chan-
nel and hence fulfill the identity (4), is provided by the
subgroup OD(d) formed by the operators represented by
the diagonal d × d matrices for which all the non-zero
(and diagonal) elements are ±1. Clearly the identity op-
erator 1ˆ is an element of OD(d) and the group is finite
with 2d elements. Given then an arbitrary input state ρˆ
of A, construct then the ensemble {pk; ρˆk} formed by the
density matrices ρˆk ≡ OˆkρˆOˆ†k, with Oˆk being the k-th el-
ement of OD(d), and by a flat probability set pk = 1/2d.
It can be shown [46] that the average state of {pk; ρˆk} is
diagonal in the computational basis, i.e.
1
2d
2d−1∑
k=0
OˆkρˆOˆ
†
k = diag(ρˆ) , (A25)
from which (A24) can once more be derived as a conse-
quence of (A22) for all degradable D.
3. Private Classical Capacity
The private classical capacity Cp(Φ) of a quantum
channel Φ quantifies the amount of information that the
sender and the receiver of the messages can exchange
privately, i.e. without a third party able to extract in-
formation from the communication line. This quantity
provides a natural upper bound for Q(Φ), i.e.
Q(Φ) ≤ Cp(Φ) , (A26)
and a closed formula for it is given in [50, 51]:
Cp(Φ) = lim
n→∞
1
n
C(1)p (Φ
⊗n). (A27)
where now, given a generic quantum ensemble E :=
{pi, ρˆi} at the input of the channel Φ, the one-shot ex-
pression C
(1)
p (Φ) is computed as
C(1)p (Φ) = maxE
(
χ(Φ, E)− χ(Φ˜, E)
)
, (A28)
with
χ(Φ, E) ≡ S(Φ(
∑
i
piρˆi))−
∑
i
piS(Φ(ρˆi) , (A29)
the Holevo information [4–6] of the ensemble E computed
at the output of the channel Φ. Since χ(Φ, E) is not addi-
tive [52], the relation between the one-shot formula and
the asymptotic formula is not trivial, making the compu-
tation of the latter difficult in general. Nonetheless if the
channel considered is degradable or antidegradable the
task of finding the regularized private classical capacity
simplifies [53]: indeed for degradable maps Φ we have
Cp(Φ) = Q(Φ) = Q
(1)(Φ). (A30)
while for anti-degradable maps one has Cp(Φ) = Q(Φ) =
Q(1)(Φ) = 0.
4. Entanglement assisted quantum capacity
The entanglement assisted quantum capacity QE(Φ) of
the quantum channel Φ quantifies the amount of quan-
tum information transmittable per channel use assuming
the communicating parties to share an arbitrary amount
of entanglement. A closed expression for it has been pro-
vided in Ref. [62, 63] and results in an expression which,
in contrast to the quantum capacity formula, doesn’t
need a regularization w.r.t. to the number of channel
uses, i.e.
QE(Φ) =
1
2
max
ρˆ∈S(H)
I(Φ, ρˆ), (A31)
where now
I(Φ, ρˆ) ≡ S(ρˆ) + J(Φ, ρˆ)
= S(ρˆ) + S(Φ(ρˆ))− S(Φ˜(ρˆ)) , (A32)
is the quantum mutual information functional. As in the
case of Cp(Φ), QE(Φ) provides a natural upper bound
for Q(Φ).
We remind that I(Φ, ρˆ) is concave in the input state
[5], i.e.
I(Φ,
∑
k
pkρˆk) ≥
∑
k
pkI(Φ, ρˆk) , (A33)
for all ensembles {pk, ρˆk}. Exploiting this fact, in case
the channel Φ is covariant under the action of some group
of unitary transformations as in Eq. (A6), we can hence
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follow the same derivation detailed at the end of the pre-
vious section to claim that
QE(Φ) =
1
2
max
ρˆG
I(Φ, ρˆG), (A34)
where now we can restrict the maximization in Eq. (A31)
to only those input states ρˆG which result from the av-
eraging operation (A20). Applying this to the covari-
ance (4) of MAD channels with respect to the unitary
transformations which are diagonal in the computational
basis finally yields to Eq. (76) of the main text.
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