Abstract -The purpose of this paper is to describe an efficient Boolean algebraic algorithm to compute the probability of a union of non-disjoint sets as applied to symbolic reliability analysis. Coherent networks and fault-trees with statisticallyindependent components characterized by their minimal pathsets or cutsets are used as examples for generating the non-disjoint sets. The algorithm uses the concept of multiple variable inversion originally proposed by Grnarov, Meinrock, Gerla (1979). We fwst present our algorithm. Next, we illustrate our improvements in the use of multiple variable inversion technique for this problem using two examples. The algorithm is extended to compute the reliability importance of a given component (sensitivity of system reliability to the component reliability). Finally, a computer program implementing the modified algorithm is used to solve and obtain measured time complexities for a large set of network and fault tree models.
INTRODUCTION
The problem of computing the probability of the union of a set of events is NP-hard [2] . This paper describes an improved method, based on Boolean algebra, to compute the probability of a union of non-disjoint sets. This is known as the Union of Products Problem (UPP) [2] . Some of the network reliability analysis problems [3- 51 are specific applications of the general UPP [2] . We use minimal pathsets or cutsets of s-coherent 2-terminal networks or fault trees as example starting sets for the application of our algorithm to a solution of the UPP. For convenient and clear reference, this is called the GKG-VT algorithm.
The GKG-VT algorithm is based on the sum of disjoint products (sdp) formula. Other methods that use sum of disjoint products have been proposed by Abraham [6] , Rai & Aggarwal [7] , Fratta & Montanari [8] , and Aggarwal, et al. [9] . The most promising approach among these is the PROB (1979) algorithm proposed by Grnarov, et al. [ 11; it applied the notion of multiple-variable inversion using Miller cubes [ 101 to the network 2-terminal reliability problem. There is an important difference in the number of disjoint terms obtained by PROB over other algorithms such as Abraham's [6] when applied to the same examples. This is due to the use of multiple-variable inversion instead of single-variable inversion. Heidtmann [ 1 11 published an improvement of the Abraham algorithm based on the same concept of multiple-variable inversion to reduce the number of disjoint products over the Abraham algorithm using Boolean techniques. The GKG-VT algorithm builds on this multiple-variable inversion concept and on PROB to obtain an improved sdp algorithm for the UPP using algebra based on the Miller cube representation of Boolean products.
The main contributions of this paper include the GKG-VT algorithm for the UPP using multiple-variable inversion, reliability importance computation, and comprehensive testing using a large set of examples. We start with simple and precise definitions of the concepts of multiple-variable inversion using Miller cubes. We then describe the GKG-VT algorithm for solving the UPP. GKG-VT is then extended to compute the reliability importance of a given component (sensitivity of system reliability to the component reliability). Since GKG-VT can handle minpaths or mincuts as the starting non-disjoint sets, it has been applied to solve fault trees, networks, and success trees. We have provided a large comprehensive set of application problems starting with networks and fault trees to measure the complexity of GKG-VT. These applications are an invaluable method for comparing algorithms for this problem. The largest problem that we have solved has 780 minpaths and 30 components (links).
Section 2 presents our assumptions and notation. We describe our algorithm in section 3. Section 4 gives several illustrative examples and the measured time complexity of the GKG-VT algorithm. Section 5 extends GKG-VT to obtain the reliability importance of a given component. The correctness of the modified algorithm is formally proved in [12] . A computer program implementing GKG-VT has been incorporated into the tool, SHARPE (Symbolic Hierarchical Automated Reliability and Performance Evaluator) [ 131.
PRELIMINARIES

Assumptions
1. Components are 2-state: either good or failed. 2. The structure function of the system is s-coherent. sCoherence is dejned [14] by two conditions: 1) the system reliability increases with component reliability, and 2) each a mponent is relevant. In a fault tree this implies that there are no NOT gates and the minimal sum-of-products/products-of-sum expression is obtained [15] . Similarly, the set of minimal paths or cutsets is used in networks.
3. Fault-occurrences in components are s-independent events.
4. Both nodes and links can be unreliable. 5. The set of starting minpaths/mincuts is known. Since these resulting sets are disjoint, their probabilities can be added to get the probability of the whole event. Boolean Product: Conjunction (AND) of at least two Boolean application, computing the probability of expressions [ 1 11 the union of minpaths results in the 2-terminal reliability of the Cube: Representation of a Boolean product of n variables as system and computing the probability of the union of mincuts a set of vertices of the n-dimensional cube corresponding results in the probability of system failure. A system is good to the mhterms of the Boolean product if all the links and nodes in at least one of the minpaths is good. Subcube: Cube representation of a Boolean product that can be The system is failed if all the links and nodes in at least one expressed without the disjunction (OR) operator of the mincuts has failed. Cube IPi is either the set of comCoordinates of a subcube: Coordinates that correspond to the We define the operations that are either used in GKG-VT or form the basis of operations used in GKG-VT. All the cube operators we use are distributive over union. So we define all terms for two cubes, A & B, each of which consists of a single subcube. Initially, we start with the cubes being the minpathdmincuts or sum-of-products terms. Then we apply operations on these cubes to make them mutually disjoint. All the initial cubes have only coordinates, 1 or x. There are no 0's in the initial cubes, since by assumption, all components are functional in the initial state of the network or fault tree. The 0's are created while obtaining the disjoint products by complementing cubes per (1). For example, if components 1 & 2 form a minpath in a network of 5 components, the initial cube corresponding to this minpath is l l m .
This sub-section includes definitions of 3 relations and 3 operators between pairs of cubes. Each definition is motivated, then followed by an intuitive explanation and an example.
Other, standard notation is given in "Information for Readers & Authors" at the rear of each issue.
-In (l), we are interested in determining sets of the form
IP1IP2.
Notation
We use the sum-of-disjoint-products formula to evaluate the probability of the union of a set of events:
To ensure that GKG-VT generates product terms that are disjoint, we need to define the conditions for two cubes to be disjoint. If a variable or subproduct appears complemented in one cube and uncomplemented in the other, the two cubes are disjoint. The formal relation is:
Relation 1: Let two cubes R and B have the forms: R = rlr 2...r, and B = blb 2...bn where bi = 1 or x and ri = 1 or x or 0,. The cubes R and B are disjoint, ie, R f l B = 4, if for some integer k, for all 1 I i I n, for which ri=Ok, bi = 1.
To state the condition informally, for all Ok with the same subscript k in R , the corresponding variables in B are 1's. If this is true for at least one subscript, then the cubes are disjoint. As examples, we give three sets of cubes to test for disjointedness in table 1 . Relation 1 gives the test for P1: disjointedness. We now define the conditions for a cube being a subset of another cube (P2). Cube R is a subset of cube A if all uncomplemented variables in R correspond to uncomplemented variables or Boolean True variables in A , all Boolean True variables in R correspond to Boolean True variables in A , and a complemented subproduct in R must either correspond to Boolean True variables in A or must also be a complemented subproduct in A . The subscript of the set of grouped zeros (complemented subproduct) in R can be different from that in A . There can be more than one complemented subproduct in R and in A . The formal relation is:
Relation 2: A cube R is a subset of another cube A , iff the three conditions given below are met. Let R = rlr2r3.. . r, and A = ala2a 3...un, where ri= 1, x, 0, and ai= 1, x, 0,.
For example, 02102 is not a subset of xlOl. In Boolean algebra w1w3w2+w2E3 # ~2E3. Also R=O1lO1 is a subset of A = While we defined P1 & P2 in the cube domain in relations 1 and 2, we recommend converting the cube representation to its Boolean product equivalent and then using Venn diagrams or Truth tables to test P3 on cubes R, A , B.
02x 02.
Having thus characterized P1, P2, P3, our goal now is to find an operator which evaluates R = B. A , in the cube domain where cubes represent Boolean products that are either simple products or mix-products (products with uncomplemented variables and at least one complemented subproduct [ 1 11). The resulting cube R should satisfy P1, P2, P3.
A new operator, %, is introduced for this purpose. Case 2: The resulting cube might not be disjoint from B . If for a given integer v and all ai = O,, the bi = 1 , then the set A is disjoint from B . However, the condition requires that there exist at least one i, for which ai = 0, and bi = 1. So if ai = 0, and bi = 1, but aj = 0, and bj =x, and A is not disjoint from B due to some other group of zeros, Ovl, then A is not the cube R that satisfies P1, P2, P3. See case 2 illustration below.
Case 3:
There is always a set R that satisfies P1, P2, P3.
For a given v, for all coordinates ci = 0,, the corresponding coordinates in cube B are 1. So set C is disjoint from set B . Since the corresponding coordinates in cube A are x, and all other coordinates in set A and C are equal (first case in definition of set C ) , set C is a subset of set A . A Venn diagram shows that there is no part of set A that belongs to neither set B nor set C. So C U B = A U B. Case 3 Illustration: x x l % l l l =OIO1l. Table 2 relates the two cubes xxl and 1 1 1 and the result of the % operation to Boolean expressions in 3 variables, w1,w2,w3. The properties, R U B = A U B (OIO1lU1ll = x x l u l l l ) , Risdisjoint from cube B (by relation l), and R is a subset of cube A (by relation 2), are satisfied. Case 2 Illustrations: i) The % operation, however, does not always result in a cube that satisfied the three properties. For example, cube 0101 1 %xl ( = 0101 1 ) does not satisfy P1. The In conclusion, when the cube A has a grouped zero, the resulting cube, R=A%B, need not be disjoint from cube B. Hence, R=A%B in the cube domain is not equivalent to the Boolean product R = B. A which is need@ to solve (1). In order to handle grouped 0's in input cubes, we define the modified cube operator @ [l] . If there are several groups of 0's; each group is handled separately. If the current group of 0's being handled has the subscript j attached to the group of O's, then correspondingly, the operator required is
The aim of A a j B is to obtain a cube which is either disjoint from B or if it is not disjoint, then this is not due to any 0 with a subscript j . We first need to define the conditions for two cubes to be nondisjoint due to Ok. This preliminary relation leads to definition of the aj operation. Table 3 shows the 01011 a1 1x1 operation with its Boolean equivalents. Cube A , is a subset of cube B by relation 2. So Al % B = + . The resulting cube is A,, Olxl (Boolean W 1~3 ) . It is disjoint from 1x1 and is hence also not nondisjoint due to O1. For example, O1 1xO1O91O2 and xl lxxlxl 1 are not disjoint but the violation of the disjointedness property is not due to 01, but due to 02. We now define the aj operation.
We now combine the % and (for j ) Operations to get the new $ operator which takes care of all the cases. The cube R=A$B satisfies P1, P2, P3 for all cases of A . The A&B are defined in definition 1.
System reliability is:
Pr{System is up> = PrsYs' if flag = 1 i 1 -Prsys, if flag = 0.
Algorithm GKG-VT [l]
1. Represent the minpathdmincuts as cubes. The cubes have U only 1 or x initially. The system has n components and there a r e p cubes, IP1 to IPP 2. The algorithm to find the disjoint products is the Same for minpaths and mincuts. The assignment of the probabilities of the disjoint products is, however, different. So an indicator flag is set to distinguish between the two.
The probabilities associated with component failures can be replaced by the Cdfs of their times to failure. This feature is available in the Program implementation in SHARPE. 3. Sort the cubes according to increasing number of 1's. This is done because the terms which subsume other terms have fewer l's, ie, they are larger sets.
Examples to
Initialize:
I
We apply Algorithm GKG-VT to find the reliability of the network in Figure 1 . 
Do loop
Example 2
We list the starting minpaths, the disjoint products and the corresponding reliability expression for the example network (figure 2) in appendix B. For this network, the minpaths and mincuts have been generated assuming that the nodes are perfectly reliable. We get 41 terms in the resulting expression, while this results in 60 terms in [ 161, and 7 1 terms in [6] . Algorithm GKG-VT results in fewer subcubes and hence a smaller number of final disjoint product terms, due to the use of multiple-variable inversion and grouped 0's. The purpose of the Abraham algorithm [6] was to generate a disjoint sum form consisting of simple products, viz, without complemented subproducts. By factoring the Abraham sum of disjoint products form, one can reduce the number of terms and obtain the same expression as from GKG-VT. Heidtmann [ 111 also uses multiple-variable inversion and obtains 41 disjoint products for this example. The initial ordering of minpaths with the same number of l's, as was pointed out in [16-181 also affects the number of terms in the final result. The ordering we used for this example was the same as in [6, 11, 16] .
We solved this example starting with the mincuts listed in figure 2 and obtained 42 disjoint products. Assuming a failure probability of 0.1 for each component, we obtained 0.024884 as the probability of system failure. This agrees with the result obtained starting with minpaths as listed on line 2 in table 4.
Examples to Illustrate Modifications to PROB
In applying PROB [ 11 to the network in figure 3 , evaluation of the disjoint product for minpath number 10 results in an incorrect term. We also get an incorrect result by using algorithm PROB (see appendix A) to evaluate the disjoint product corresponding to mincut 9 of the fault tree in figure 4 . In this subsection, we give comparative listings of the steps in applying algorithms GKG-VT & PROB to these two examples. The disjoint product for path-10 using the two algorithms, Continuing the calculation, for j = 4 , ... , 9 using PROB results in the disjoint set 10slnnl 1 lx. This product is not disjoint with respect to even the first cube ZP1 which is itself a disjoint product in the final reliability expression. Neither does it agree with results from other algorithms. The correct final result, disjoint product for term 10, should be 10~10,0~1110~ [7, 191 which is obtained by continuing GKG-VT through j = 4, . . . , 9. Apply (AI %B) UA, A , = 111o,o2111x
A,%B = 1110,0211103 Using Algorithm PROB in [l] Using Algorithm GKG-VT
An explanation of the last step:
$ operation on second cube of (IP9$IP,)$IP2 and IP,: lxlxlxxOIO1$uurlxxlxl 2 of the @j operator. These clauses are not present in definition A4 of appendix A in PROB.
Example 4
In this example, figure 4 , the disjoint product for mincut 9 is computed. See Table B for this computation. This example illustrates the difference between using the Miller # operator in definition A4 of appendix A ( (A ,#B) U A,) and using the % operator in definition 2 of the aj operator.
By continuing steps j = 4, . . . , 8, GKG-VT yields the correct result, while PROB does not. Some other additions to the algorithm are:
1. Its application to both s-coherent network and fault-tree models with the initial cubes being either minpaths or mincuts, 2. Extension to reliability -importance evaluation, 3. Computation of the time dependent reliability of the network or fault tree in terms of time dependent reliabilities of its components.
EXECUTION-TIME BEHAVIOR OF GKG-VT
The worst-case execution-time of GKG-VT can be exponential in the number of minpaths. In finding the disjoint product corresponding to minpath P I , we need to perform the operationWe may have to apply the aj operation forj = 1, 2, . . . , (1-2) for this operation. After each aj operation, two cubes might be created. So, in the worst case, the number of times the @ 1 -2 operation is applied could be 21-3.
In order to compare GKG-VT with other sum of disjoint products algorithms, we measure the execution times for solving the UPP given the starting minpaths or mincuts, and the number of disjoint products in the final expression for a large variety of networks and fault trees of various sizes and shapes. It was not feasible to program the other algorithms to compare the execution times for these examples against our program using the same computing environment. Each reference provides similar information but there is no standard means of comparing these algorithms. For example, [20] provides the number of pexpressions, and the execution times for running PL/I implementations on a Honeywell DPS 8/70M under the Multics OS. Our examples were solved using C programs on a Convex Cl/XP running 4.3 BSD UNIX. By including the execution times taken by our program for the many examples, some of which have 100's of minpaths, and the number of disjoint products in the final expression, we have provided some information for the reader to judge the efficiency of our algorithm. These networks could be solved starting with mincuts to provide a cross-check for the results obtained starting with minpaths. Table 4 gives the values of execution time on a Convex C1-XP and the number of disjoint products in the final expression for several examples with different numbers of minpaths and numbers of components. The reliability of each network is computed assuming that each component reliability is 0.9, unless otherwise specified.
Next, we give a few examples of fault trees and their solutions. The fault trees were first solved to obtain the mincuts (minimal sum-of-products expression) using the Bennett algorithm [24] . Table 5 lists the number of components, mincuts, and disjoint products. The execution time (seconds) on a Convex C1-XP is also listed. Each component failure probability is taken as 0.1 unless otherwise mentioned and the system unreliability for each example is listed in table 5 .
RELIABILITY IMPORTANCE
Often it is important to determine the weakest component in a system, either to redesign the block using it or to obtain replacements for the component. To find this component, the reliability importance (sensitivity of the system reliability with respect to the component reliability) is required [25] .
To do this analysis, we obtain the partial derivatives of the system reliability with respect to its component reliabilities. Algorithm GKG-VT is easily adapted to do this analysis.
The reliability importance of component, i, is [14] :
IMP:,, = aPr(System is up}/api.
Items are added to steps 4 & 5 of algorithm GKG-VT in section 3.2 to get IMP:,,. Please refer to section 3.2 to follow these additions.
Step Therefore to get the reliability importance of any component i , calculate IMPS,, using this method. .ai-laiai+l...a,) where ai#bi = 0 or 1 and the runs over all such i, otherwise (14) ai # bi is the coordinate # operation. 
5.
Find all the simple s-t paths (minpaths). Sort them in increasing order of the number of 1's. Set Pst = P(ZPl). 
End
APPENDIX B
Solution for example in Figure 2 The first disjoint products for paths 13 and 20 do not agree with [ll] .
