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ABSTRACT 
An alternative method of analysing coupled oscillator fits of 
Raman spectra is presented. It 18 compared with conventional 
methods of obtaining the temperature dependence of the ferro-
electric mode in KDP type ferroelectrics. 
As continuous structural phase transitions are approached, an 
increase in both the Debye-Waller factor and the nuclear quadru-
pole coupling coefficient is predicted. The predicted form for 
uniaxial ferroelectrics is shown to differ from that at other 
transitions because of its macroscopic electric field. It is 
shown to be consistent with the temperature dependence of the 
quadrupole resonance in CsDA. The form at other transitions 
allows the critical exponent, ' , to be obtained. 
Previously reported structure in DCsDA is shown to result from 
multiple Bragg scattering in which two ferroelectric domains are 
involved. Variations in the hydrogen-deuterium concentration 
are believed to cause the 60K smearing of the transition. 
Measurements of the 	acoustic mode are consistent with the 
elastic constant C being small. Measurements of the temper-
ature dependence of the shear angle show that the transition in 
CsDA is first order. 
The neutron scattering from the magnetic excitations in the 
substitutionally di sordered antiferromagnet Mn0 .680. 3212 have 
been measured at 6K. The results show structure in the line 
shape which is similar to that predicted by some of the calculations 
based on the coherent potential approximation and to that predicted 
in recent computer simulations. 
Some of the critical exponents pertaining to the antiferromag-
netic transition in the dilute disordered system, Mn 0 68Zn0 32F2, 
have been obtained by measuring the wavevector and temperature 
dependence of the neutron scattering. These are compared with 
the exponents found in the pure. system, MnF 2, and also with some 
of the recent predictions of the renormalisation group. 
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• The theory for the scattering of slow neutrons was developed by 
Welnstock1 and by Halpern and Johnson 2 many years before experiments 
were possible. Van Hove showed that in the first Born approximation,. 
the nuclear scattering cross 8ection 3 and magnetic scattering cross 
section4 could always be expressed in terms of a suitably generalised 
paiz' distribution function, depending on a space vector r and a time 
interval t. 
With the design of a spectrometer using a single crystal monochro-
mator by Zinn, it became possible to perform structural studies on 
crystals. However, it was not until the advent of the triple axis 
spectrometer, designed by Brockhouse during the - late Fifties 6, that 
It was possible to' perform experiments in which the' energy transfer of 
an inelastic process could be reliably measured. (Brockhouse and. 
Stewart7 had measured energy transfers as early as 1955 using a less 
sophisticated instrument). Over the same period there wa s the de-. 
velopment of instruments which used a measurement of the time of flight 8 
of neutrons to obtain the energy transfer. 
Another powerful method in the hands of Solid State Physicists is 
X—ray scattering or diffraction. Experiments using X—rays have been 
performed since the early part of this century when Bragg 9 first de-
termined a crystal structure. X—ray Bragg scattering is generally 
the method used to find the structure of crystals. The technique has 
the advantage that only small crystals are needed (- 0.2mm) It may be 
impossible to obtain larger samples for neutron work. A structural 
determination can be made in a relatively short time using either photo-
graphic or counter methods. The main disadvantage for structural work 
is that the scattering of X—rays depends on the square of the electron 
distribution within the atoms, so it becomes difficult to refine the 
positions of the lighter elements. 
- 2- 
Although X-rays can scatter .inelastically, there can be no energy 
resolution of this scattering. However, 'thermal diffuse scattering' 
can be used to look at low energy branches such as 'soft modes'.. The 
temperature dependence of the scattering can be measured close to. the 
transition temperature and an estimate of the background can be ob-
tained at high temperatures. 
In contrast to X-rays, the scattering of neutrons is mainly of nuclear 
origin - except in magnetic materials, where there is also a strong 
interaction with unpaired electrons. The scattering length for,  
neutrons increases jthroughout the periodic table, 	tna 
some light elemeflts have quite large scattering lengths.. 	- 	. Neut- 
ron diffraction then becomes complimentary to X-ray diffraction and it 
is used to position the lighter elements in the. unit cell. It is of 
course much more expensive to use neutron scattering from single crystals, 
rather than X-ray scattering. The rate of data collection . can be im-
proved by scattering the neutrons from a powder sample. This technique 
cannot be employ-ed with X-ray-s since the line shape is not readily para-
meterised, as is the óase for neutrons. 
A program developed by Rietveld10 is used to analyse the line shape 
of the powder profile and from this it can produce a structural 
refinement 
32 A more recent program by Pawley et a.l. proves to be more convenient 
when a large degree of constraint, such as in molecular crystals, is 
required.. 
Co-incidental with the development of techniques for inelastic neutron 
scattering was the development of an optical M.A.S.LR12, or what is now 
called a laser, which became a useful tool for inelastic light scattering 
experiments. During the last 10 to 15 years there has been a great im-
provement in the resolution of spectrometers used in neutron scattering 
-3-. 
and light scattering experiments, and In the same period there has been an 
improvement in the neutron and photon fluxes. The operatIon of in-. 
struinents in both fields has become largely automated, so that scans 
can be fed in via a computer, which also processes the results to a 
form where they are ready for analysis. 
Light scattering is extensively used to study the optic phonon 
branches. In general the resolution of the spectrometer is such that 
measurements of the natural widths of phonons or magnons can be made. 
The photon count rate is extremely high so that to all intents and 
purposes Btatistjcal fluctuations need not be considered, and the corn-. 
plete spectrum can be measured in a matter of days. The drawback of 
the method is that certain branches are not optically active, and so 
go undetected in a Raman scattering experiment. Furthermore one is 
restricted to making measurements close to the zone centre for which 
q "-' 0 (only in comparison to the size of the Brlllouin zone). 
With neutrons, it is possible to measure the frequencies of phonons 
and magnons throughout many zones enabling, in principle, the measure-. 
mentof all the exèltatjons. In practice, there may be some difficulty 
with some materials, either because of the number of branches or because 
of a high incoherent scattering or absorption cross section. One Is 
also limited to materials which can be grown as single crystals to a 
volume r-.' 1cm3  - although if all the conditions are favourable, a ama]..- 
ler crystal might suffice. 
There are a number of texts In which the equations for the scatter-
lug of thermal neutrons are derived (eg. Marshall and Lovesey 13, Egel-
staff14). In the next few sections we shall briefly show the origin 
of the nuclear and magnetic scattering cross sections, before going on 
to a discussion of experimental neutron scattering using a triple axis 
spectrometer. We will indicate the types of problem likely to arise 
in experiments. 
• 	 •• 	 -4- 
1 • 2 THEORY OF NEUTRON SCATTERING. 
A plane wave with wavevectork 1 strikes a target and is scattered 
to a plane wave with wavevector k 2. If both the initial and final 
8tates are eigenatates of a Hainiltonian, H. and the scattering is 
caused by a perturbation V, then the transition probability per unit 
time between the initial state li> and the final state If> is given 
by Fermits Golden Rule. 
2rr 
2 = 	I <f 1 	i> I (Es) S (i - E) 	 (1) 
•In a neutron scattering experiment we measure the scattered intensity 
in a solid angle dfL. and for a range of energies from E 2 .+ E2 + dE as 
a fraction of the incident flux. When the wavefunctions are normal-
ised within a box of side L, the incident flux is 1k 1AnL3, and the 
density of final states is 
o(Ef) = 	2it1 
)3 m,4 mc2 dfL 	 (2) 
A partial differential cross section for a scattering process in 
which the incident neutron state 	> changes to )2> and the state 
of the target change a from } in> to In> can then be written as 
do- 	 k inN 2 	A ( ) = _a_ 	) )' n v )km>I 2 	x dfdE. k2,n 	k1 27th2 	2 
• 	•k,m 22 	22 2. 	
+E 	-E) 	 (3) x 
where we have removed the dependence on L by an appropriate renorma].-
løation of the wavefunctjon which are now of the form 
= exp 	
l' 2::) 'Pm °. 
The first term represents the neutron plane wave, the second term specifies 
the initial state of the target through a complete set of quantum numbers 
denoted by in. We might also need to take account of the spin states of 
the neutron through Oj. A similar, equation exists for 	the, wave- 
-5- 
funotion of the final state of the system. 
To obtain the total partial differential cross sectiOn for all 
possible scattering processes, equation 3 is summed over all final 
atates of the target n and an average is taken over all the initial 
states, which occur with probabilities given by 
1 
m= 	exp( 	) 	 (5) 
k8T 
Including a summation over neutron polarisation states, we get for the 
ttotdl partial differential cross section in the first Born approx-
iinatlon. 
Jd 	 2r2 
)2 x m Po 	X 
m0 1 
i I : 2 0 2fl I I 	O-'lm> 	2 	+ E - E) 	 (6) 
- 
whore we have used 
1 2k2 jj2k2  
1U) 	= 	- 	 (7) 
for the energy transfer. 	 - 
The change in states is brought about by the interaction potential 
A 
V between the neutron and the scatterer. There are two basic inter'-. 
actions between the neutron and the scatterer. The first is nuclear 
in origin and is an interaction between the neutron and the nuclei in the 
sample. The second is an interaction of the neutron with, the magnetiô 
field produced by the electrons in the sample. We discuss these in-
teractions in the net two sections. 
-6- 
1. 3 NUCLEAR SCATTERING. 
Although the interaction between a neutron and a nucleus is very 
strong and the states become distorted in the nucleus, the scattering 
is still isotropic in the case where the neutron wav'elength is large 
in comparison to the region of interaction. Fermi has shown that we 
can replace the strong nuclear interactions by a pseudopotential 
A 	ç-? 	2'-r 
V (.) = 	 b1 	- z (1)) 	 (8) 
1 mN 
which is a delta function at the sites of the nuclei, giving the correct 
form of s-wave scattering. In a monatomic crystal (1) is the position 
of the single atom in the 1t1i  primitive unit cell. b1 in dependent 
upon the isotope and spin of the nucleus. 








b1 exp (i.9. (1)) 	 (9) • 
MN 
1 
where we have used 
.9 	k-k2 	 (10) 
for the wavevector transfer. There Is a variation In b1 through the 
distribution of isotopes and nuclear spins. If we are using unpolar-
ised neutrons, it proves useful to average out this variation in b 1, 
at the same time removing the dependence on the spin state of the neut-
ron. The scattering can then be divided into two parts. 
7- 
b b, 	= 	(b )2 + (,b b , - 	( b 	)2) (U) 
U 	11 1 	1 II 	1.1 1 1 
We can define a coherent scattering length which arises from the 
interference of waves scattered from different atoms 
bcoh =jb  
.11 
and an incoherent scattering term which arises from the scattering 
from single atoms, averaged over all the sites 
= 	( b2 -. ( bch )2)  )4  
1 	1 
This allows us to split up the differential cross section into 
two terms 
d2o 	tot 	d2c- 	coh 	'd2o- 	Inc 
dAdE 	dfLdE 	dfldE 
k 
= - 	( bcoh )2 sC0 	(Q,w) 
- 	 -Ic1 
(biflc ) 2 	ZInc (,w)  
Ic1 
and for a monatomic system the scattering functions are of the form 
ooh (i) 	= 
Pml<fl 	exp( i(i) )Jm>12 (Em _En +1W ) 	(15) nm 	1 
and 
3inc (Q,w) =Z PmI<!1.I exp( i2.(l) )lm>1 2  (E..E +iw) 	(16) 
nml 
-8- 
These equations can be readily generalised to multi-atom systems. 
3iflO(, w) can be split up. into elastic and inelastic parts. In-
coherent one phonon scattering has no explicit momentum conservation, 
so in principle one should be able to obtain the phonon density of state a. 
In practice the experimental corrections, even in strong incoherent 
scatterera, are considerable and the results are of doubtful merit. 
Apart from this, there is no other use for incoherent scattering. It 
proves to be a nuisance in most experiments. We will take the theory 
of incoherent neutron scattering no further. 
3coh (, w) is usually known as the van Hove correlation function. 
It is of interest to note that instead of depending on the 6 variables 
required to specify j 1 and k 2 it only depends on 4 variables — the three 
components of the wavevector transfer 9 = k,  — 	and the single com- 
ponent of the energy transfer, 1w 
A derivation of S(, uJ) (dropping the superscript coh from now on) 
does not depend on the scattering of a particular 'particle' (ie neutron). 
It can be shown that the scattering of X-raya is adequately described 
by 
2 	 ck) 	 2 d )X_raY = ( 2)3 
 ( 2 	(l+cos2) F(Q)\ 2 S(,w) 	(17) dAdE 	 1 	mc 
w1and w2  are the frequencies of the X-raya before and after scatter'- 
ing and to a good approximation w1 = w2' F(s) is the form factor for 
the scattering of X-raya and is the Fourier transform of the electron 
density function of the ion. The cross section is usually measured 
in terms of (e2/mc2) 2. 
Raman scattering may also be written in terms of S(Q,w), but this 
requires making approximations which are not found to be valid for the 
general scattering, of light. 
— 9-.. 
Van Hove 3 .has shown that the scatterin g function is essentially 
the Fourier transform over r and t of the pair distribution function. 
G(E,t) = J<o(i' t1)Lr+zt +t1)> d3r1 	 (18) 
G(,t) expresses thó probability that if an atom is at the site r' at 
time t1, there will also be an atom a distance r away at a time t later.. 
We have made no mention of the form of the, excitations in the crystal. 
If the excitation is .a phoñon, the atoms in the crystal at the rigid 
lattice sites (l) will be displaced by an amount j(l) in some periodic 
maimer throughout the crystal. Replacing (1) in the scattering form-
ula, equation '15, by r(l) = R(].) + u(i) 	 . 	(19) 
allows us to make what is known as the phonon expansion. 
1 	 . 	1 
(u(l))2 	.. 	(. i) 8 	.. 
+ 	(g.u(].)) 0 +. 	.] 	(20) 
+ 	21 	, 	. 	.. SI 
In the harmonic approximation the crystal displacements (1) can be 
expressed in terms of the phonon frequencies 15  through 
)(qj) exp(i(1)) (a(j) + a(—j)) 
4Nw(j) 
where N is the mass of the atom, there are N unit cells, e(j) are the 
eigenvectors of the mode and a and a*  are destruction and creation oper-
ators. , We can then separate out the terms in equation 16 into those 
for which a(cj) and a*(-..gj)  couple to give a changed state 'and those 
that don't. The former gives rise to single and multi-phonon scatter-
ing and the latter reduces to the, well known Deby -Wailer factor. 
- 10 - 
Using B1ochs identity 16  the Debye-Waller factor becomes 
exp(4w) = exp(-i,(1)) = exp(4<(,0u(1))2>) 




where n(j) = [i - oxp (- , 	) ] - is the Bose-Einstein popul- 
ation factor. 
Using the expansion (equation 20), we can now obtain the zero phenon 
or Bragg scattering term .- generalised to the multi-atom case and in-
eluding the scattering length it is 
3°(9,w) = N I F()l 2 	 ) 	 (23) 
where the elastic structure factor is given by 
coh 
= 	b 	exp(4W) exp(i.,R(K)) 
	
(24) 
The summation is over all atoms in a unit cell, with positions given. 
by R(K), Bragg scattering is obtained at reciprocal lattice vectors, 
and when the energy transfer is zero. The intensity will vary 
from reflection to reflection as determined by the structure factor. 
Some reflections maybe absent because the structure factor is zero 
through symmetry considerations. 
Other terms in the expansion of equation 20, lead to single -phonon 
and multi-phonon scattering. Single phonon scattering is given by 
d2 	= 1c2 	l 	w) N 	
) 
F(j ,)) 	L-- t) 
dudE k Ic1 
- U- 
	
(n(w) +1) 	(hw-w (qj)) 
x 	 (25) 
n( twi ) S(1iw+E w(j)) 
there the two terms respectively give creation and annihilation of a 
phonon. The inelastic structure factor 18 given by 
coh 
F(qj,9) 	b exp (i._BK) XP (4w) 
K 
Ii 
x 	( 	) 	. 	(K,j) 	 (26) 
4NW(2j) 
It can be seen that by an appropriate choice of the wavevector trans-
fer.g we are able to differentiate between longitudinal, and transverse 
branches. In Figure l.a we show.the scattering configuration for ob-
taining a longitudinal. phonon 	e(gj,K)) and in Figure lb we show 
the configuration for obtaining a transverse phonon (gJJ' e (j,K)). 
If the crystal is treated more realistically by including anhariaon. 
Ic effects, there will be an interchange of energy between the modes 
since they are no longer normal. This will result in an alteration 
to the frequencies of the modes and they will now possess width. If 
the enharmonic effects are small, we can treat the crystal in the quasi-
harmonic approximation 150 The scattering cross section for the crea-
tion of a phonon 411 then be given by 
d2cr 
- = 	hw (n (w). + 1) 	x 
dudE 	It1 
2  x 	J F (-J) 	(2 2)2 + 
4w2 2() 
This results in a peak of half-width '(qj) at the quasi-harmonic fre-
quency C (gj). The structure factor is then given by 
FIG1HE 1 
The diagram shows the configuration required to get scattering 'from 
(A) a longitw3inal phonon and (B) a transverse phonon. The latter 
shows the configuration in uhich a neutron group would appear focused 
then creating a transverse acoustic phonon. The neutron group for 




FW)= 	bM4' exp(W) (.(K,2j)) exp(i.r(K)) 	 (28) 
1. 4 MAGNETIC SCATTERING. 
Neutrons scatter magnetically from systems in' which there are Un-
paired electrons. These electrons have localised wavefunctions about 
the ions in the crystal, or in some cases they may be itinerant in 
nature. In this section we shall only consider scattering from the 
former 0 
An element will possess a magnetic field if there is an unpaired 
electron in an internal shell. Examples of elements of this typo 
which possess magnetic properties are those with incomplete 3d shells 
(eg Iron, Manganese, Nickel) or incomplete 4f shells (Gadolinium, 
Terbium, Dysprosium) , 
The partial differential cross section for magnetic scattering of, 
neutrons, is given by equation 6. - however the interaction potential 
is no longer the Fermi, pset1dopotential. Instead the interaction is 
that between a neutron and a magnetic field. 
= - ' P'N 2 	 (29) 
Where 	= —1.91 is the neutron magnetic moment measured in terms of 
nuclear magnetons, 	 is the set of Pauli spin matrices and 
H Is the magnetic field due to the unpaired electrons at the ion 'site. 




where e is the charge on an electron and m 6 is its mass. F'(9) is the 
— 13 — 
magnetic form factor, which is just the Fourier transform of the spat.. 
ial distribution of unpaired electrons within an ion. The spin of 
the neutron is given by SN and the term in curly brackets reduces to 
the component of the atoniic'spin which is perpendicular to the scattering 
vector, 
A 	
13j. It can then be shown 	that the differential cross section 
for an unpolarised beam of neutrons can be written as  
d2 o-
dAdE 
x exp(—TW(9)) 	X 
CK Irb 
v e2 2 	2 k o 	(gF()) 	2' 
mc 	 k1 
(..QQ/Q2) 
x 
X, 	dt exp(..iwt). 	<'s (o)sf(t)>  
We recognise the terms in the last line as being the Fourier trans-
form in space and time of the spin pair correlation function. ( S:(0) 
sf (t)> is the probability of finding the ft -component of the spin S1(t) 
at position r(1) and time t, when the spin ' (0), at the origin at time 
0, had a particular ci-component. The spin S may not be the pure spin 
but may be the total angular momentum or some other effective spin op-
erator. In this case the terms tj.g  F(s), where g is the Lande splitting 
factor for the ion, take up values appropriate to the form of coupling. 
The other term in the summation over o&andp is a "weight factor" arising 
from the polarisation states in an unpolarised neutron beam. We might 
also note that there is a' term for the Debye-Waller factor. 
A number of expressions exist for the scattering cross sections. 
These depend on the type 'of magnetic structure in the crystal and are of 
varying complexity. For example we can take the Heisenberg Hamilton- 
ian for a ferromagnetic system with an external field in the Z direction. 
-14- 
	
A 	 . 	I 
1 	 'B H Z S 	 (32) 
ithere J(1._11)  is the exchange parameter between spins at sites 1 and 
1. The introduction of non commuting raising and lowering operators 
3± = 8 X j37 	 ,. 	
(33). 
for the spin angular momentum means we can write 
. . 	= s 	+(s ci + s s) 	 (34) 
In a Bravais crystal, the equation of motion in the linear approximation 
(Z .S) is then given by 
iTi 	= [ si, L 1. = g,,u HS + 23 	3(1_il) (S —sb.) (35) 
inserting the transformation relations 
= 	 exp (1.2.Z(l))9 	 (36) 
J(i) exp (—i(i)) . . 	 (37) 
1 
(t) = exp (—iut) S 	 . 	 (38) 
into equation 35 we obtain 
• h w() = 	H +23 [ (0) - 	 . (39) 
for the dispersion relation for linear spin, waves in a Heisenberg ferro-
magnet, In the sinai]. 2  limit this can be written as 
h w(2) ' g, 	H + Dq2 	 . . 	. 	(40) 
where D can be expressed in terms of the exchange parameters. 
- 15 - 
	




The Heisenberg model is most valid when the wavefunctiona 
of the magnetic ion are an a state rather than a p or d state. If 
the external field is removed, the frequency u..(0) at. the zone centre 
will be zero. Inclusion of anisotropic terms in the Hamiltonian, will 
produce what is known as an anisotropy gap; Ia u-)(0) # 0. This 
produces an effect similar to an external magnetic field. Using eq... 
uationa 31 - 34, the transverse cross section for spin waves is given 
by 
d2 r ± 	Fe2 2 	2k2 
( 	) = ( 	., ) (j•g F()) 	(l.+ 
ddE 	mC k a 1 





It is of interest to note that in contrast to nuclear scattering, the 
intensity of the magnetic scattering has no explicit frequency de-
pendence other than through the Bose-Einstein population factor. The 
+ or -. sign throughout indicates creation and annihilation of a magnon 
respectively0 The intensity falls off quite rapidly in 9, - space 
through the magnetic - r m factor F(s) which dominates over the 
more slowly varying Debye- Wailer factor. 
An antiferromagnet can be considered as two interpenetrating lattices 
given by vectors in (the "up lattice) and (the "down" lattice). The 
Hel senberg Hamiltonian is of the form 
-16- 
,j Z 	mm+r 	 (43) 
where the summation m is over all sites in the "up 0 lattice and only 
nearest neighbour exchange to the sites on the "down" lattice is con-. 
sidered. We shall only be concerned with the excitationi that occur 
as the spins deviate from their assumed ground state values - le 
deviations fromall spins up on one lattice and down on the other. It 
proves convenient to tranafoiii the spin operators associated with the 
ions on the jn aublattice by a rotation of the axes of the sublattice 
by 180 degrees about the X—axia. In which case 
S (x)y,Z)  
and the raising and lowering operators are given by 
= 	3x3y 
= Tn 	 (45) 
We define the Fourier transformà 
= 4- 	exp ( i.a.i) S 	 (46) 
and  
1 
= -- 	exp(i2..)T 	 (47) 
2 
where 2 is restricted to the first BriUoujn zone of one sublattice 
with N sites. Applying commutation rules, the linear equation of 
motion for a Heiaenberg Hainiltonian with nearest neighbour interactions 
is 
illS M = 23 	3(r) (s;+T;+) 	 (48) 
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and inserting equations 47 and 48 we obtain 
ill. . 
	
= 2S (J(0)S; + J() T 	 (49) 
and similarly 
ih T = —2S(J(0)T + J(q) S ) 	 (50) 
Solving equations 49 and 50 we obtain two degenerate solutions for 
the spin wave frequencies. 
 23 	J(o)2j(9)2]+ 	 (51) 
The frequencies at low are linearly dependant on in comparison 
to, the quadratic dependence found in ferromagnets. Equation 51 can 
be readily generalised 13 to include unlaxia]. anisotropy and the 
application of an external magnetic field. 
The cross section for the creation and annihilation of a magnon 
in an antiferromagnet becomes 
	
d2 o- + 	''e2 2 	2 Ic2 
= 	2 	(gF(.)) 	(I + 	
x 
dudE 	m0C Ic1 . 
(2ir) 
exp (-. W(Q) +SN 	 (n(s) + .. 	.) 	(Ti w () 11w) x 
0. 
[u(qJ + v2(g) + 2u(g) vCg) cos 	 (52) 
We see that the scattering cross section for an antiferromagnet 
differs from that of 'a ferromagnet by the last term. This amounts 
to a phase factor. For a nearest;neighbour Heisenberg antiferromagnet 
without anistropy, the terms are given by 
2 	
( 1 + &r(o)) 	 (53) 
• -18- 
v2  (9) •= -(1- sJ (0).) 	 (54) • . 
and 
u(q) v(9) .= 2SJq) 	 .. 	(55) 
This phase factor leads to a variation of the scattered intensity. 
at different points in the zone in addition to the variation caused 
by the form :factor. The intensity is at a minimum near the nuclear 
Bragg points and is at a maximum near auperlattice reflections. 
1. 5 EXPERIMENTAL NEUTRON SCATTERING 
Instruments for neutron scattering are situated close to a fission 
reactor. I :The heavy decay products are rapidly stopped within the 
reactor core or shortly afterwards, but • a high flux of ' rays and 
neutrons with energies up to several MeV escape. Beam ports are 
arranged about the reactor core so that there is no line-of- Bight path 
for the ' rays, - so they: are reduced i The beam ports are directed 
towards the moderator which surrounds the core. This will be some 
light material such as H20, D 2 
 0 or graphite. The neutrons come into 
thermal equilibrium with this material. The neutron flux can be app-
roximated by a Maxwell distribution and the number of neutrons, irrea-
peotive of direction, Is given by 
N(k)dk 	11 	
2 • 	k3 exp ( 	
) .dk 	• . 	(56.) 
• 	 . 
There are additional neutrons at higher energies which have not been 
• completely moderated. The maximum neutron flux occurs at about 50meV 
• for a moderator working at about T = 1 /kBf3 	3500 x. For some 
experiments it is an advantage to work with low energy neutrons, 00 a 
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furthermoderator is used. For example at Ria', a pressurised H2 
"cold source" operating at 28 0K is employed. This shifts the Maxwell 
distribution to lower energies and it is found to have its maximum at 
about 15 meV 	However, the real gains come when it is required to 
use neutron energies around 5 may when a 10—fold increase in the flux 
is obtained when using a hydrogen source instead of the standard source. 
1. 6 TRIPLE AXIS SPECTROMETER. 
In an experimental reactor various instruments can be placed at the 
beam ports. Some of these are used for structural studies (eg. four - 
circle diffractometer, powder diffractometer), whilst others can be. used 
to study dynamic effects (eg triple axis spectrometer, time of flight 
spectrometer and In restricted cases, two axis spectrometer). In this 
section we describe the instruments which have been used in obtaining 
information for this thesis. Al]. the experiments were performed at 
the DR3 reactor of the Danish Energy Commission at RisØ'. The instru-
mentu used were TAB 1 and TAB 6 whIch are attached to the cold source 
and TAB 3 and TAS 4 which are conventional triple axis spectrometers. 
On occasion, TAB 3 and TAB 6 were operated in a double axis mode. TAB 5 
was also üsed 	This instrument is restricted to double axis operation. 
In Figure 2 we show a schematic diagram of a triple axis spectrometer. 
After the moderated neutrons leave the reactor, they are constrained in 
a slightly divergent beam by using a soller collimator, Cl. The coll-
imator consists of an open ended box, typically 0.3 - lm long with the 
other dimensions 5 - lOom. The box has a system of slots whereby a 
number of cadmium plates can be held parallel and equidistant to each 
other. The horizontal angular divergence of the beam (F.W.H.M.) is 
approximately spacing between plates / length of plates (typically 20 - 
80 mm). How good this approximation is depends on how straight the 
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plates are and on whether they are truly equidistant. The vertical 
divergence is approximately thi height of the box divided by its 
length. There are a sufficient number of 8lota in the box so a variety 
of horizontal divergences can be obtained. Constraint of vertical 
divergences, if needed, is usually achieved by masking the ends of the 
box with cadmium. Collimators C2, C3 and C4 are basically the same 
as C]., but they may have slightly different dimensions from each other. 
The beam strikes the monochroinator H, which might be a crystal of 
graphite, germanium or zinc, and isBragg reflected through an angle 
P. This selects neutrons of wavevector k with an uncertainty 
Aone totwo system ensures that once the monochromator is set on a 
reflecting position, with the beam passing through collimator C2, then 
a beam passes through C2 for all settings of the angle P. Collimator 
C2 helps to reduce the spread in the wavevector of the 
beam. 
The beam intensity is monitored by a low efficiency He 3 counter, F, 
before passing on to the sample. The sample can be rotated and set 
at various angles, R. Q selects the angle through which the scatter-. 
lug takes place with collimator C3 defining the direction of the out-. 
going k-vector. The magnitude of k is selected by Bragg scattering 
from the analyser into the forth collimator. Finally a high efficiency 
B1° F3 counter detects the neutrons. 
In Figure 2b it can be seen that the two scattering conditions (eq-
natIons 7 and 10) can be satisfied by an appropriate choice of the angles 
P,Q, Rand S. It is also apparent that there Is no unique solution. 
This is of great help if spurious processes are suspected when scattering 
under a different configuration, will in general produce a different 
result if certain types of spurious process occur. 
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In a double axis spectrometer one does away with the analyser 
crystal and {burth collimator. The detector would be in the poal.-
tion of the analyser in the Figure. It is a simple matter to run a 
triple axis spectrometer in a double axis mode. The analyser is re-
moved and' the èomputer controlling the spectrometer is given zero for 
the value of the reciprocal lattice vector of the non existent analyser. 
The, angle S will then remain at zero degrees. It can then be seen 
that only the direction of the output vector k is specified and scatter-
ing for -, oD <Mw < 
1i2k1 is picked up. From equations 7 and 10 
it can be seen that for any particular frequency w a particular 9 is 
obtained and varying w will produce different values of 2. 
Each of the spectrometers at RIaØ' is controlled by a PDP8 computer 
which is given such information as crystal vectors and zero angles. 
In general we want to perform a scan in (g, w) space. One makes the 
choice between doing a constant energy transfer scan (w. fixed) or a 
constant wavevector transfer scan (9 fixed). These are illustrated in 
Figure 3. 
As was stated earlier, there are more adjustable parameters than we 
need. Either the angle P or the angle S is fixed at some convenient 
value. If the former is the case the spectrometer is being run on an 
analyser scan; the. latter would be a rnonochromator scan. An analyser 
scan is illustrated on the fourth diagram in Figure 3. 
The PDPS can also control such things as temperature and magnetic 
field and just treats these as further 'angles' which can be set. A 
scan is set up by sitting at various points in (g, w ) apace. A 'new 
point can be moved toafter counting for a set period or alternatively 
after a certain numberof monitor counts has been obtained. ' The number 
of neutrons reaching the detector and any other information which is 
required is printed out on a teletype with a paper tape puncher. A.  
more recent development is the recording of the output directly onto 
magnetic cassettes. 
FIGURE 2 
This shows a schematic diagram, of a triple ada spectrometer. A 
scattering configuration like that shown by the continuous line drawing 
on the right of the diagram is set up using the angles P, Q, R and S. 
The same S(,w) can be obtained in a different configuration ( broken 
line ) using a different set of angles P', Q', R', and 8' • Collimation 
of the neutron beam is provided by the soiler slits Cl - C4. The 
ingoing and outgoing neutron wavevectors are selected by Bragg scatt-
ering from a rnonochromator M and an analyser A. A counter F monitora 
the incident flux and the scattered neutrons are counted by a detectoi 
I 
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FIGURE I - 
This illustrates a constant energy transfer scan and a constant 
• 	waveveotor transfer scan on a dispersion relation, • The lor diagrams 













1. 7 EXPERIMENTAL BESOLUTIQ 
Because of the finite col-limationa and the mosaic spread of the 
monochromator and analyser in a triple axis spectrometer, there is a 
variation in the values of k andk2 about their average values 
and k. It is usually also the case that the crystal being atudied' 20 
consists of mosaic blocks leading to a spread in the ' vectors about 
their mean positions. 'It is mathematically convenient to regard this 
contribution as being part of the instrumental effect. Having a fin-
ite instrumental resolution means that there is a probability of de- 
teoting a process with scattering vector and energy transfer E which 
differ from the average values of; and E0. If it is assumed that 
the Col 11 mators have a gaussian transfer function, we can define a 
function 
R -,;, E - E) = R0 exp [_ 	 exp 	(7) 
known as the resolution function, which is proportional to the transfer 
function of the instrument. Cooper and Nathans 18  were able to derive 
the constants Mki in terms of the collimations, mosaic spreads, scatter-
ing angles and scattering vectors. In which case Y, =qx - qox is 
parallel to the scattering vector 	 a7  - q0  is perpendicular 
to 9. but still in the scattering plane, Y is the component out of the 
scattering plane and Y3 = E - B0 0 , Nov when the spectrometer is set 
at; and B0 we observe intensity which is the convolution of the cross 
section for the scattering process o (g,E) with the experimental re-
solution function R(q - ;,E - B) 
IE) = ff R (q -;, B - E0 ) oq,E) ddE 	 (58) 
p 
- 23- 
By scanning through a Bragg reflection for which o(2,E)  
(E) we can map out the resolution function. It is convenient to 
plot contour lines for the half peak intensity as a function of E and 
wavevector . The half peak intensity produces a surface which is 
an ellipsoid in four dimensions. There is a correlation between the 
wavevector resolution perpendicular to the scattering vector and the 
energy resolution - there is little cdrrelation with other. directions 
of q. We can use this correlation on transverse acans to obtain 
focusing of the phonon creation neutron group at (Z, q, 0) - defocus-. 
ing of the neutron group will occur at (Z, -q, 0). Other methods 
have been developed . to calculate the effect of the resolution on in-
tensities and widths. Dietrich 19  used a Monte-Carlo simulation to 
calculate the resolution. M$fler and Neilsen 20 use a method to 
calculate the intensities which is an analytic function of is1 
rather than of q and E as was used by Cooper and Nathans 18 	Their 
onvo1ution is a 6 - dimensional integral. 
1 (oiio2) ffP14 1 - 01 ° 1 	A 202 	l dIS2 .  
where 	
l - is2) is the probability of the monochromator system 
producing a neutron of wavevector 	rather than with the average 
value  
~201 4A 	(k2 - 02 is the probability of the analyser system 
scattering a neutron with wavevector k rather than with the average 
value is02. - 
l
is the cross section for the scattering process 
- . k 
Normally one measures the resolution function at a Bragg point and 
adjusts the parameters in the method used for the calculation to get a. 
hetter.fit. A 5% or 10% adjustment in the F.W.H.M. values of some 
of the collimations and mosaic widths is usually required to produce 
agreement with the measured resolution function. 
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1. 8 DISTURBING PEAKS. 
Scattering picked up in a spectrometer at a general point in (a ,') 
space does not always arise from a one phonon or one magnon process. 
First of all we consider two processes which can arise in elastic 
scattering ( ie W= 0 ) • These are illustrated in Figure 4. 
Multiple Bragg scattering arises when two reflections simultaneously 
lie on the Ewald sphere. The diagram shows the situation for two 
points in the scattering plane, but points out of the plane can also 





a double scattering process 
- 	
followed by k3 - k2 	 (61) 
takes place. Depending on the structure factors for scattering from 
(31), (12) and (41), 	the intensity observed at (31) can be either 
increased or decreased by the multiple scattering. Altering the wave-
length of the neutrons or rotating the crystal about the scattering 
vector, , will in general move unwanted reflections from the Ewald 
sphere 0  In the chapter on (D) Cs DA we look at a more complicated 
form of multiple scattering arising from the presence of several recip. 
roca]. lattices. 
The second diagram in Figure 4 shows a scattering diagram for second 
order neutrons 0  As well as the normal scattering equation in the mono-
chromator and analyser, Bragg scattering of the form ' 
(2 r) 	2(c) sin' ' 	(62) 
can take place. So as well as selecting neutrons of energy E. they 
will select neutrons with energy 4E and possibly even 9E. The prop-
ortion of higher order neutrons depends on the energy and increases 
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rapidly as 'the energy is reduced.. Several methods havebeendeveloped 
to reduce the'number of higher order neutrons. One methOd is to use 
a crystal which has a reflection 	but 2r is absent through symmetry 
reasons. The Germanium (111) reflection has frequently been used 
because of this property. There is still the possibility of scattering' 
third order neutrons. 
Another method which has been successfully applied is to use a filter. 
This is placed after the sample, if monochromator scans are being used 
and before the sample if analyser scans are being used. Two materials 
commonly used for filters are a 5cm thickness of pyrolitic graphite and 
a cooled Beryllium filter. The former only works at a selected number 
of wavelengths, whereas the latter is fairly transparent below about 
5 xneV and has a number of step functions before effectively removing 
all neutrons above 6.8 meV.' These filters operate on the principle 
of Bragg scattering the unwanted higher order neutrons out of the beam. 
Higher Order contaminant: will show up as increased intensity at a 
reflection or the appearance of Bragg like scattering at, for example, 
the zone boundary. 
Unwanted scattering can occur at more general points in the zone. 
Incoherent scattering is frequently a nuisance. It is particularly 
troublesome for substances containing hydrogen. Deuteratirig such 
samples overcomes the problem by reducing the spin incoherent scattering. 
One normally asgociates incoherent scattering with zero energy transfer, 
but it can be observed' at other energy transfers when a higher order 
reflection takes place, in the monochromator and/or analyser. 
Bragg scattering can also be picked up at inelastic settings due to 
the shape of the resolution function. This occurs when'the extension of 
the major axis of the resolution ellipsoid passes through 2 = 0, E = 0 
and a peak in the scattered intensity, will be observed. This type of 
!IGtJRE 
(A) This iflustrates how multiple Bragg scattering can occur 'then 
two reflections simultaneously fall on the Ewald sphere. 
(b) When a spectrometer is set to scatter at a reciprocal lattice 
vector, , there can be additionalcontributions from processes of 
the for!a 
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• (A) This illustrates the recording of an, unwanted phonon process. 
The spectrometer is set to give 
but owing to. higher order 'contaminant in the incoming beam it also 
picks up scattering at a different energy transfer and wavevector 
transfer through . • • 
2 1 — k2 
(B): Thia'illuatrates a spurious process involVing Bragg scattering 
iii the monochroniator and sample with incoherent scattering in the 
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scattering will produce what appears to be a linear "dispersion curve". 
dying away further out in the zone. 
A phonon at a different wavevector and energy transfer can be picked 
up if there is higher order scattering in the monochromator or analyser. 
An example of the former is shown in Figure 5a. In Figure 5b we show 
how it is possible to get Bragg reflection in the crystal at inelastic 
settings. This situation can arise when there is Bragg scattering in 
the monochromator and incoherent elastic scattering in the analyser (or. 
vice versa). Although our example shows the Bragg scattering taking 
place with second order neutrons, first order neutron scattering can 
also produce this effect. 
Also a nuisance are the background neutrons in the reactor hail 
which find their way to the detector. This might amount to' 1 neutron/ 
min and makes it harder to measure the phonons; particularly if they 
are weak. In addition to. this, there will be scattering from the 
sample container producing Debye-Scherrer cone's which show up as a 
powder like profile. Cadmium is normally used to mask off as much 
of the container as possible to reduce this scattering. 
1. q CHOOSING A SCAN 
The Bose-Einstein population factor becomes important when liw kBT, 
so it is always an advantage to create a phonon or magnon rather than 
to destroy one. 
Normally one does constant wavevector scans, since in most situations 
these produce the sharpest neutron groups. ' The situation is different 
if the dispersion relation has a steep slope and then constant energy 
scans are usually chosen. . It is easier to interpret data taken from 
a constant wavevector scan. One 'has a further choice between fixing 
the ingoing or outgoing' neutron wavevector 	l4onochromator scans are 
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most convient for analysing, since the efficiency of the monitor is 
proportional to the neutron waveveotor k 1 . This can be cancelled 
out with the 1/ k dependence in the écattering formula so a direct 
measure of S(,w) isobtained. In. contrast, in an 	analyser scan 
is allowed to vary and one measures 
(k) 3 d2oL. 	. 	2 • cot( 9) s(,w) 	 (63) 
dfL d k 	a 
The results must therefore be corrected for the k cot( Oa) term, 
where 	is the scattering, angle of the analyser. 
Phonon scattering is greater (on average) at large because of the 
term proportional to Q in the scattering formula. At sufficiently 
large values of Q the Debye-Wailer factor begins to cancel out this 
factor. In contrast, in magnetic scattering the form factor falls 
away, rapidly with Q so the neutron scattering is greatest in the vic-
inity of magnetic Bragg points with small reciprocal lattice vectors. 
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CHAPTER 11 
THE COUPLED OSCILLATOR MODEL IN KDP T!?E FERBOELECTRICS. 
30 
11,1 INTRODUCTION 
The theory of displacive ferroelectrics, developed by Cochran 1 
and Anderson 2, explained the temperature dependence of the dielectric 
properties in terms of a particular normal mode of vibration. As 
the temperature of the ferroeleàtric phase transition is approached, 
the frequency of this mode decreases with a temperature dependence 
of the form 
2 = A(T - T) 
	
(I) 
At the transition, the crystal becomes unstable and distorts to 
the ferroelectric crystal structure. Below the transition temperature, 
the electric moment arises from the collective motions of the atoms 
and ions. 
Some ferroelectrics are of the order'-disorder type in which the 
transition is accompanied by an ordering of the constituents among 
various equilibrium positions. A pseudospin model describes the 
alternative positions, and the constituents can tunnel between them. 
An effective Hamilton.ian can be set up to describe the motions 3. 
This also leads to a temperature dependence of a similar form, with 
the ferroelectric mode frequency becoming zero at the clamped Ctrie 
temperature. 
In KDP (KH2PO4) and its isomorpha the pseudospin states are related 
to the two equilibrium positions of a proton in a hydrogen bond 5,6 
Many experiments have been performed in an attempt to find the 
temperature dependence of the ferroelectric made, and in particular, 
the temperature at which its frequency extrapolates to zero. 
More recently, it has been suggested by Coombs and Cowley ", that 
in the piezoelectric ferroelectrics such as Xl)?, there is a contribution 
to the ferroelectric mode self energy at low frequencies,arising 
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from the coupling of the mode with phonon density fluctuations. 
The low frequency dielectric constant thön diverges at the Curie 
temperature, but the frequency of the ferroelectric.mode, as 
measured in a high frequency Reman scattering experiment, becomes 
zero at some temperature TQ >T0 . 
Reman scattering experiments have been performed by Ryan et 
on KDF, KDA (JcçAso4), CsDA (CsH 2AsO4), and ADP (NH4H2p04); by 
Lowndea et al. 1° and Tornberg et a1. on KDA, RbDA (RbH 2AsO4), CaDA, 
DKDA .(KD2LsO4), DRbDA (RbD2AsO4) and DCSDA (OsD2AsO4); by Kanilnow 
and Damen 12  on KDP; by Lagakos and Cuminina on jcijp 13  and CsDA 14 
The analysis of their. data Is complicated because the ferroelectric 
mode couples to an optic mode, necessitating a non linea.r least 
squares fit to the Raman spectra using a two coupled osciflator 
model. There are then too many adjustable parameters in this model, 
so it is not possible to get a unique description of the data. 
10 Lowndes et al. point out that the range of the spectrum over 
which a fit is made is particularly critical for the deuterated 
isomorpha. They fitted the hydrogenated lsomorphs out to 230 cm 
but because of the presence of additional modes in the range 
150 cm7 to 300 cm 1 were unable to fit the deuterated isomorpha 
above 140 cm. DCsDA was particularly troublesome in this 
respect. This may be related to the concentration of deuterium 
varying throughout the sample, as described in Chapter IV. 
The analysis is further hampered by the fact that the soft 
mode is overdainped, so that reliable values oi the frequency can 
not be obtained because of the large correlation between W 2  and 
the damping, , so instead values of LØ 2/X are usually used to 
findT. 
0 
Barker and Hopfield 	point out that the choice of real coupling 
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between oscillators (P = 0) or imaginary coupling ( = 0), is 
arbitrary since, for any set of coupled oscillators, a unitary 
transformation can always be found, which diagonalises either the 
force constant tensor, or the damping tensor. l4hen the analysis 
has been made in the real coupling representation, it was found 
that the soft mode frequency extropolated to zero at a temperature 
much lower than the clamped Curie temperature. 8,9,16,17,18. 
Lagakos and Cummina 13  and Young and Elliott 19  poInt Out, however, 
that the analysis. has to be performed in the imaginary coupling re-
presentation before it provides meaningful evidence for the effects 
suggested by Cow].ey and Coombs 	and Elliott and Young 
Because of the high degree of. correlation between some of. the para-
meters, their values are very sensitive to small differences in the 
experimental data and there is some variation in the reported values. 
It was with this in mind that . the data was re-analysed, with a view 
to minitnising this problem. . The invariants of the coupled oscillator 
matrix are employed in a combination from which the temperature de-
pendence of the ferroelectric mode frequency is readily extracted. 
An advantage of using this form for comparison is that the results 
should be independent of whether real or imaginary coupling is used 
in the fitting. However, Tornberg et al 11  point out that the para- 
meters obtained directly from an imaginary coupling fit, differ slightly 
from those obtained indirectly from a real coupling fit, using the 
Barker Hopfield transformation. 
A further objective was to present all the available results in 
the samó way, so that differences between the different materials are 
easily appreciated. 
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11. .2 	THE TWO OSCILLATOR MODEL. 
The coupled soft mode—optic mode equation for the clamped crystal 
22 canbe written 	as 
—1 r' 	1 F' 	u G12 1 	= 1 	oJ (2) 
L 	2 	r G2 	j [ 	012 22] 	o 
where 	G] 	= [ W. - 	w - 	(-b' I T1 	 (3) 




are the Greens functions of the respective modes when uncoupled. 
The Raman spectrum is given by' 




un 	P P G1 ( w  ) (5) 
where [ n ( w ) + 1 ] and { n (I i) I give the Stokes and 
anti—Stokes spectrum respectively; n ( 	) is the Bose—Einstein 
population factor; P1, P2 determine the scattering of each mode and 
K is, a constant depending on the experimental conditions and is re-
quired only when absolute cross sections are to be measured; U) 1 , 
are the frequencies of themodes and 	J., 	is their damping. 
and P describe the coupling between the modes. 
The susceptibility is given by 
_jjP1PjGj_ 
Pll + p22_ 12 L, 2  - 	w r G1G 	
' 	(6) 
- 	
2 	f-i )2 G1G2 
If these were classical oscillators, the parameters U) 1 , 
2' 	'2' L and P would all be constant for a given temperature. 
When general anharmonic theory is used, they are dependent on the probing 
frequency, W • At low frequencies,, since all the parameters are even 
in w , it might be expected that they, are reasonably approximated by 
constants. 	 , 
11. 3 	FREQENCY DFPENDENT SELF ENEIY. 
Cowley and Coomba 7120 have suggested that the frequency de.-
pendence of the soft mode response function may be important in 
piezoelectric ferroelectrics. They argue that the soft mode can 
couple to phonon density fluctuations through third. order anharmon-
icity. Their results were obtained within the framework of the weak-
ly enharmonic crystal, and are therefore inappropriate for materials 
in which atoms or molecules undergo order-disorder transitions.. 
Elliott and Young 19,  show that a similar effect can occur in the 
spin formalism, arising from terms of the form a- Z c c2 , which 
introduces a temperature and frequency dependent spin coupling. The 
results, however, are perhaps more dependent upon symmetry considerations 
than the details of the model. 
The frequency dependent self energy gives rise to the soft mode 
frequency, as measured in a high frequency Ramani scattering experiment, 
extrapolating to zero not at T0 , but at some lower temperature, and in 
addition, to quasi-elastic scattering on either side of the, transition 
temperature. 
Support for this model is provided by Lagakos and Cuinmina 13, who 
report a quasi-elastic component whose intensity increases dramatically 
near the 1220K ferroelectric phase transition of KDP in a Briflouin 
scattering experiment. However, they were unable to resolve the width 
of this component,so that other processes cannot be ruled out as an ex-
planation of their observations. 
The self energy of the soft mode alters the response function of 
equation 3 to 
G1 (w ) = [ w 2 _ w2 	
2 
 S 	i-i 
wZ' ) 
where Z is the average relaxation time of a phonon, probably 10 
-11  to 10 	sec. 
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Raman scattering experiments can only be performed at frequencies 
far above 1 /2'. The high frequency response ( w 7:' >> 1), 
as measured in a Rainan• scattering xperiment, is therefore given by 
the classically clamped harmonic oscIllator with parameters w,2 and 
The static response, however, is 
G ( 0 ) = [Ww 
2 - 	2 -1 = 
	. 	
2  
The lifetimes of acoustic phonons are assumed to have a temperature 
dependence given by = T, and the soft mode frequency meas-
ured by Raman experiments is 
= K(T-T0 ) 	 ( 9) 
so 
LU 
2 	 2 - .2 = K (T-T0) - T (K- ) [ T-T  ] 	(10) 
so that 
= [ ( K. - 	) /K  
where T is the clamped Curie temperature. 
So far, detailed calculationshave only been made for SrTiO 323 . 
Although c'( has not been calculated for the KDP type ferroelectrics, 
it has been estimated from anharmonicity theory that it may be corn-
parable in magnitude to K, in which case T0 should be observed to be 
different from T. Young and Elliott, however, estimate cx to be 
much smaller from psewlospin theory19 . 
Li. 4 . CHOICE OF MODES. 
The Raman spectrum can be calculated for a system of two coupled 
modes, in terms of the seven parameters U)1, 	
2'  
r and P1 / P2. Barker and .Hopfield15 point out that there is an 
infinite choice of solutions that differ by a unitary transformation. 
At various times, different choices have been ma1e to select one of 
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these by putting P1 = o, r = 0 or 	= 0, and these choices have 
then been used as the basis of the least squares fit of the Rainan 
spectrum. Either of the last two choices enables an equally good fit 
to be obtained, but the first choice P 1 0 may not. 
The elgenvectors produced by using the other two methods differ 
greatly. .Katiyar et al, 17 found that r = o produced the simplest 
temperature variation of the parameters and most researchers have 
followed their approximation. 
From equation 6, the susceptibility diverges when G1 G2 & ' = i 
which is at a higher temperature than when either G1 (o) or Cr (o) 
diverges. G1 (0) and G2 (0) as given by equations 4 and 7 diverge 
when w12 and cc 22 respectively tend to zero. Lagakos and.Cuinmins 13 
and Young and Elliott 19  point out that this will aL.zays lead to' a 
temperature difference between Tc  and the temperature at which either 
ts. 2 or LO
2 
 eztrapoiates to zero. 
On the other hand when 	= 0 2 it is seen from equation 6 that 
0 ) diverges when either G1 (0) or G2 (0) has diverged, imply-
ing that either W or CO is zero. 
11. 5 	Q1JE}IJ4pED I40DE. 
The values of 	(*)21 	'r 	2 and r are deduced from the 
Reman spectrum on the assumption that they are not too frequency 
dependent over the range of the spectrum being scanned, so can be 
taken as constants in the non—linear least squares fit program. 
The question arises as to which is the best method of presenting 
these values, so as to obtain the best value of T0 consistent with the 
data. Ideally a graph of 	as a function of temperature, to give 
a best straight line,, would be appropriate. This analysis, however, 
is . unsatisfactory, because the parametersn the least squares fit 
are highly correlated when the modes are overdamped. A more satisfactory 
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parameter is 	= w/ ,which varies as ( T - T0)/r. Then T ia 
expected to vary linearly with temperature, extrapolating to zero at 
a temperature eplal to or less than that ofthe clamped Curie temperature. 
The difficulty in determining the parameters is well shown by the 
recent work of Lowndea et al.10 who performd the fit, initially, with 
r = o, then transformed the parameters to •the representation with 
A = 0, and found they could be further refined. 
Lagakoa and Cummina found that ' varied linearly with temperature 
in CaDA, rather than T &varying linearly with temperature, as had 
been found in earlier experiments 10,17 
U. 6 THE MATRIX INVARIANTS. 
Difficulties arise because of the effects of the coupled eigen-. 
vectors and the overdainped modes, so that there is a considerable 
range of values which can produce a similar fit to the spectrum. 
The question arises as to whether there is an alternative, and 
possibly better method of obtaining T 0, which is less sensitive to 
the data, and also independent of the elgenvector choice. 
One might expect that in varying any of the parameters in a way 
which will still give a reasonable fit to the Raman spectrum, the 
invariants under a unitary transformation, the trace and determinant 
of the Greens function matrix defining the coupled modes, would remain 
constant. These invarients are 
- 	





The imformation about T. cannot be extracted from O( , unless 
some means can be found of accurately calculating W and subtracting 
-38- 
it from c4 
2 0
On the other hand 0( 3 is expected to decrease to zero 
at T0 , irrespective of the choice of eigenvectors. 	is very sensitive 
to the details of the model, because frequently, Y X is comparable 
in magnitude to P 2 	is more usually independent of the model. 
The parameters o&l and P2 are coupled because the modes are over-
damped, therefore a suitable choice to determine the temperature 
dependence of the soft mode might be O!1//32. This is expected to 
vary as(T—T)fl. 
II. 7 ANALYSIS 
The parameters 




1 T 	(ww_4)T 	
(17) 
P2 	= 
have been. calculated as a function of temperature for all the available 
data 8,10,11,13,16 • When the data came from different sources, 
these were combined, and a straight line fitted to the points, enabling 
a comparison of the methods to be made. The deviation of the points 
about a straight line is sometimes better for ,1u... than for A , and 
sometimes the reverse. 
A virtue of using ther  method is that the Barker-Hopfield trans-
formation does• not affect the invarints, so the parameters can be 
obtained from either the 	= 0 or the r = modes, or indeed, from 
any. of the other infinite number of eigenvector choices. 
The parameter 	as a function of temperature was also fitted by 
a straight line. With the exception of KDP, this does not appear to 
provide a very good. estimate of T, so figures showing w1 2 plotted 
against temperature have been omitted. 	 . 
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The X and 	data are plotted as a function of temperature for 
KDP, KDA, CsDA and RbDA in Figures 1-4 respectively. Figure 5 shows 
the X and 	data for ADP and DKDA and Figure 6 shows the X and 
data for DRbDA and DOsDA. The open cirólea on the graphs for the 
deuterated isomorpha have not been fitted by a straight linefor the 
reasons given in the section on the deuterated materials. 
On comparing the values of T 0 . obtained by the three methods, and 
tabulated in Table 1, T 0 ( W) is found to be unsatisfactory in many 
cases. T(jc) always comes out lower, than T0( X) ; usually by an 
amount about equal to the stun of the errors in each of the values. 
This is surprising sinOe T 0 is where W.+O (or alternatively 
-+ 00), and this has the same effect on both expressions. It, 
however, illustrates the difficulty of reliably extracting T0 from 
data. 
11. 2 THE HYI)ROGENATED ISOMORPHS 
• In KDP, both methods give T0 in the region 110 - 130 °K. The 
> and 	data of Lagakos and Cumthins13 show signs of an upward 
curvature. If this is taken into account, the difference between 
T0 ( X ) and T0(/.) for their data might disappear, and both would 
occur at lower temperatures, nearer T. Ryan's data is less accurate, 
so similar conclusions cannot be drawn from it. 
Lagaicos and Cuinmlns 13  find that their results are more linear 
when they plot 	as a function of temperature. This is surprising, 
since the damping is quite large ' 	- 	). They only 
publish their results for KDP up to 206 °J(, but say in a footnote 
that when temperatures up to 300 °K are included, there is a marked 
deviation from the simple temperature. dependence found below about 
240 °K. Within experimental, error, T0 does not appear to be different 
from T ( = 117 °K )24. 	 •• 
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In KDA the )\ and 	data both extrapolate to zero below the 
transition temperature. The X data leads to a value of T 0 not 
all that different from the value which T might be expected to take. 
On the other hand.. T0 (,/A) and T are possibly different, but not 
significantly so. 
lies 15 to 35 degrees below the transition temperature in CSDA, 
depending on whether T0 ( X) or T0(/L) is chosen. It is worth noting 
that Ryan's data produces values of T 0 ( X) for both LO and 
In earlier work 18  the mode which•gives T 0 ( X) = 66 °K was chosen, 
because this mode shows the heavier damping.. The other mode has 
been chosen here, since its values lie closer to those found by 
Tornberg et al.11 
Pollina and Garland 25 show that the difference between the free 
and clamped Curie temperatures is much larger in CaDA than in KDP. 
The difference, T - T = 20 degrees, is explained by the unusuafly 
low shear elastic constant found in CsDA compared to that found in 
DP From this, Lagakos and Cuinmins conclude that there is 
no evidence for a relaxing self energy term affecting the ferroelectric 
soft mode in CaDA. 
between T0(p.) an 
Although T0 ( > 
mental errors both 
Nevertheless there remains a 15 degree difference 
ITX. 
C 
and T0(p..) are different for RbDA, their experi-
cover T,  and hence T, which is probably a few 
degrees lower. 
The 	values of ADP possibly fall on an upwardly curved line. 
This would bring T0 ( X ) to a lower value, nearer to that of T 0 ( ,,u.). 
Although T0 is about 80 degrees lower than the transition temperature, 
this is not evidence for a relaxing self energy term, since ADP is 
antiferroelectric, so the transition is dependent on the freezing 
of a zone boundary phonon at. T 0. A comparison would have to be made 
TABLE 1 	 - 
This shows the values of T0 obtained by the three methods. The 
transition temperature and sources are also indicated, If the data 
produces more than one valne of w or X then the value which gives 
the least temperature depetxlent value of is given in brackets. 
WT 
1 
((2w2 -t )• T 
TABLE 1 
MATERIAL T0  ( w 12) T, (> 	) T0 (i.) T REFERENCE S 
KDP 836 115+6 108+6 .. 	8: 
117+1.5 122+3 1+3 13 
98 	5 . 	 128 	4 122 	4 123 8, 13 
KDA 975 79+3 . 	 8 
—43..±23 909 63+4 16 
-. 867 .625 10 
• 92 	6 71 + 7 96 89  10 
RbDA 53 + 55 119 + 10 101 + 8 16 
46 	57 115 	8 97 t 9 110 10 
CsDA 
- 135 + 18 (66 + 5) 107 + U 8 
107 i 16 (-99 	12) 73 + 33 16 
+ 	3 (-70 + 13) 112 + 12 10 
130 + 	9 (0 	87) 109 + 7 143 8, 10 
ADP - 99 + 20 60 + 12 148 8 
DKDA 223 	10 224.t 9 223 	9 16 




169.± 13 . 169 ..- lO 165 + 12 170 10 
DOsDA (-20 + 69) • 71 + 56 63 + 48 • 16 
198 	8 192 .± S 	• 192 + 4 203 10 
and (89+55) . 
FIGURE 1. 
The two graphs show respectively the X and 1A, data as a function 
of temperature for KDP. 
Data: open circles - Ryan et al. 8,q 
closed cIrcles - Lagakos ct al. 13 
T 	123°K.. 
C 
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The two graphs show respectively the 	and ,, k data as a 
fimction of temperature for KDA. 
Data: open circles - Ryan et al. 819  
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FIGURE .3. 
The two graphs show respectively the X and 	data as a 
function of temperature for RbDA. 	. 
Data: open circles - Ryan et 






















300 	0 	 • 100 	200 	• J00 	• 0 
T(°K) 
FIGURE 4. 
The two graphs show the 	and 	data plotted as a function of 
temperature for CaDA. 	 - 
Data: open circles - Ryan et al. 8 ' 9 
10 	 U closed -circles - Tornberg et al or Londes et al. 







TC LTC  / 
100. 	200 	300 	 100 	.200 	30 
T( ° K). 	 . 	' 1 
TABLE2 
Columns 1 and 3 show the values of \ and ,, u obtained by Lowndes 
et al. 10 for the undeuterated samples directly after the transformation 
to the form with j = 0 and columns 2 and 4 show the values obtained 
after further refinement of the data. Only the latter have been 
plotted in Figures 2,3 and 4. 
TABLE 	2. 
Material 1 	()lO3cm1K) 
2 
- 	 1 
2 L 4)T 2 (1106cmK) 
1 X2) 
rtra 	A Ptrans L T( °K) 	- 
2.9 	3.0 67 68 120 
5.2 	5.2 114 116 149 
K D A 	 7.4 	7.6 153 157 184 
11.5 	11.6 220 220 240 
18.1 	17.5 296 298 297 
0.4 	0.5 6 7 ]J 
3.7 	3.9 48 50 148 
Rb D A 	 5.8 	5.8 70 71 193 
10.8 	10.6 109 106 242 
19.6 	17.9 159 156 305 
3.3 	1.2 30 10 145 
2.4 	2,8 23 25 168 
Cs D A 	 6.3 	6.4 52 52 212 
8.8 	8.6 67 65 247 
11.7 	12.1 76 82 302 
before 	after bf ore - 	 after 
refinement refinement 




• 	with the temperature dependence of the static dielectric constant, but 
it is difficult to obtain a reliable value of the curie temperature 
Lowndes et al. initially performed their fits with r = o, then  10 
transformed the parameters to the representation with 	= 0, and found 
they could be further. refined. In most cases this has no significant 
effect on the parameters X and ,u. in the hydrogenated isomorphs KDA, 
RbDA and CaDA. Table 2 shows the values of the parameters obtained 
by the two methods. 
ii, q THE DEUTERATED ISOMOBPHS 
The data for the deuterated isomorphs all cane from the same group 
of experiments 10,11,16 
	Initially the Ramanspectru.m was fitted up 
to 230 cm7l 16 	Column 1 of Tables 3 and  4 lists respectively the 
parameters X andr  obtained for these fits. No satisfactory 
values of the critical temperature are obtained from these values. 
Lowndes et a].. 10 point out that there is a poor fit to the Raman 
spectrum, because of additional phonon modes in the range 150 to 
300 cm, which are not present in the hydrogenated isoinorpha. The 
11 
Ramnan spectra were fitted 10, up to 140 cm71 in the representation 
with r = 0, This produced a better overall fit. If the results 
are then transformed to the representation with. L = 0, the values 
for X and ,/. in column 2 of Tables 3 and 4 are obtained. These are 
marked as open circles on graphs 5 and 6. Lo'wndes et al.10 found 
that these transformed parameters could be further refined, leading 
to the results for X and /Aobtained in column 3 of Tables 3 and  4. 
These are marked as closed circles on Figures 5 and 6. Only these 
points are fitted by the straight lines since the parameters have 
changed so much. The values of T 0 obtained are not significantly 
different from the transition temperatures in these materials. From 
TABIE3.. 
This shows the values of X in the deuterated äoznpourids obtained 	- - 
with fits up to 230cm (column 1) and 140cm (column 2). These 
are the parameters obtained directly after applying the Barker Hopfield 
transformation to obtain the parameters in the form with L = 0, 
The third column shows the value of A obtained on further refine-. 
ment of the 140cm fits. Column 4 shows the temperature. 
• 'TABLE 3. 
u 2 T 	. 3 
(xlo cmc) 
MATERIAL rtrs(23ocm') crans (140cm) L(140cm) T 
2.5 0.1. 17 219 
3.0 1.0 2.5 236 
DKDA 3.7. 0.8 3.6 	. 254 
4.6 	. 2.8 4.1 272 
5.6 4.6 45 291 
9.3 0.5 .186 
11.5 • '• 194 
9.7 1.4 219 
31.8  
DRbDA 10.4 .:. . 245 
10.8 3.1 . 	255 
.11.2 .. . 263 
11.4 	. 3.7 273 
14.2 	, .. 299 
12.6 	. 4.2 308 
6.2 0.3 210 
8,0 . 	. 	.. 	 . 219. 
9.0 8.6 0.5 227 
9.4 	. .. : 236 DCSDA 	' , 
9.0 1.0 265 
• 9.6. . 	 . . 	. 274 
Continued. • 	10.4 9.7 . 	, . 	102 	. 	• 283 
continued •..., 	 TABLE 3. 
MATERIAL rtrg ( 23ocm ' ) rt 3 (14ocnf ') (140cm) 
10.5 292 
10.5 11.8 1 06 301 
DCsDA 10.6 310 
10.9 326  
TABLE 4. 
This shows the values of IA& in the deuterated compounds ob-
tained with fits up to 230 cm (column 1) and 140cm (column 2). 
These are the parameters obtained directly after transforming to 
the form with L = 00 Further refinement of the data in column 2 
provides the values of IA.. obtained in column 3. Column  4 shows 
the temperature. 
TABLE 4. 
(w 12 w22  -A4) T 	
(X106cmK) 
'+ 	) 
MATERIAL trans  rtrs( 14ocm 1) L. (14Ocm) 
T 
72 2 43 219 
87 25 62 236 
DKDA 103 18 76 254 
128 69 98 272 
112 112 106 291 
118 5 186 
135 194 
.106 15 219 
129 227 
• 107 245 
DRbDA 107 	• 32 255 
112 263 
111 37• 273 
129 . 299 
117 42 308 
36 2 210 
57 . 219 
62 50 4 227 
63 236 
• 55 7 	• . 	 265 
65 274 
DCaDA 
69 58 9 .: 283 
.•70 292 
66 65 12 301 
68 310 
.70 . 326 
FIGURE 5. 
This graph shows the X and 	data as a function of temi,- 
erature for the antiferroelectric,ADP. 
Data: Ryan at al.8 - 
closed circles, >% plotted 
open circles,1., plotted 
T0 = 148°K. 
and (c) The two graphs show respectively the X and 	data 
plotted as a function of temperature for DKDA. 
10 Data: 	Tornberg et al. 	or 11owncles et 8.1.11 
• 	open circles: Data after transforming from the form P = 0 
to the form Lt=o. 
closed circles: Data after further refinement. The straight 
line Is only fitted to this data. 
l60°K. 











• 	 200 	300 	 200 	3( 
T( ° K) 	 . 
FIGURE 6. 
(a) and (b). The two graphs show respectively the >\ and 	data 
plotted as.a function of temperature for DRbDA 
T 	170°K. 
(c) and (d). The two graphs show respectively the 	and 	data 
plotted as a function of temperature for DCsDA. 
T0 	203°K. 
Data: •Tornberg et al..10  or Lowndea et al.
11  
Open circles: Data after transforming from the form 
Ototheform A=o. 
Closed circles: Data after further refinement. The straight 
line is only fitted to this data. 
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T( ° K) 
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the graphs, it is noticable that in contrast to the hydrogenated 
samples, the choice of modes with which the fit is made can produce 
a significant difference in the parameters, and they are no longer 
related by a simple transformation. If, as is suggested in Chapter iV, 
the deuterated isomorphs have peculiar growth properties which make' 
it difficult to ensure a uniform distribution of hydrogen and deuterium 
throughout the crystal, then the measured temperature dependencea of 
the ferroelectric modes in these crystals must be put in some doubt. 
11.10 CONCLUSIONS 
Data is gathered together on KDP, KDA, R1DDA, CaDA, ADP, DKDA, 
DRbDA and DCsDA from different sources, and it is presented in a 
uniform form. 
In determining the temperature vá.riation of the ferroelectric mOde, 
it is important.to choose the correct basis vectors. These are the 
ones obtained from an analysis of the data in the form with L = 0. 
There are then a number of ways in which the temperature variation 
of the modes can be found. The behaviour of W 2 was in many ways 
found to be unsatisfactory. More satisfactory was that of L) T/'1 
and (L 3 	-A4)/( 	+ 	but in general these produced different 
results with the latter giving a lower temperature, T 0 . 
Irrespective of the method used to obtain T 0, some crystals show 
evidence for a difference between T and T. Of the undeuterated 
crystals we can say that T 0 and T0 are different in CsDA, with the 
possibility of being different in KDAS bthetlier this is evidence 
for the self energy term considered by Cowley. and Coombs . is put 
in some doubt by the recent measurements of the clamped Curie temp.-
erature of CsDA by Pollina and Garland 25 and the Raman scattering 
by Lagakos and Cuminina 14. 
43 
The results in the deuterated isornorpha must be put in some.doubt 
"in view of the widely differing parameters which can be obtained with 
the different fitting procedures. The resu.lts for DKDA ( which we 
16 assign to Leung et a].. ), illustrate that showing the parameters 
are well fitted by a straight line is not sufficient proof that the 
fits, have been properly performed. In this example the three values 
of .T0 are in perfect agreement, but the results are 60 degrees above 
the transition temperature ( see Table 1 '), which is clearly incorrect. 
If the concentration variation in DCsDA ( see Chapter V ) is a. 
general property of the deuterated arsenates, then the results of 
many of the experiments on these materials would need tobe reconsidered. 
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CHAPTER 111. 
The Debye Wailer Factor and Structural Phase Transitions, 
-46- 
111. 1 INTRODUCTION. 
While there is much interest in the understanding of critical 
phenomena occurring at structural phase transitions, unfortunately 
many of the experiments in• this field are difficult, time consuming 
and possible only when large single crystals are available. The 
Debye-Waller factor does not provide nearly such detailed informat-
'ion about the critical fluctuations as many other quantities, but it 
has the advantage, that it can be measured readily by X-ray diffract-
ion, neutron diffraction or Nossbauer spectroscopy and a closely 
related quantity can be measured by magnetic resonance techniques. 
In this chapter we discuss the effect on the Debye-Waller factor of 
the critical fluctuations occurring close to a structural phase trans-
ition, and suggest that some interesting information can be obtained 
bynieasuring it. 
The behaviour of the Debye-Waller factor close to structural phase 
rans1tions has been discussed previously by several authors. 4 It 
is appropriate, however, to re-examine the topic partly because of the 
variety of results obtained by these authors, but also because of the 
recent advances made as a result of applying renorrnalisation group theory 
to these transitions 5 . In particular these results have emphasised 
that the critical fluctutions.aré dependent upon the degeneracy of the 
fluctuations and whether or not the transition is to a ferroelectric. 
phase, 	. 	 . 
The Debye-Waller factor of an atom of type K in the tth unit cell is 
given by 
(1) 
where jj (1K) is thedisplacement vector of the atom. It is usually 
more convenient to rewrite the displacement in terms of the frequencies 
w(gj) and eigenvectors e (),gj) of the harmonic normal' modes of vibration 
- 47 - 
when 
e .(K,9J) e (K. 2i) • 	= ___ •v 	(2n (gj) +1),. 	. (2)  % 
w(j) 
wheren(gj)= [l-exp.(_. 	•• )1_ • 	. . 	. 	 kT. 	. 	. ... 	. 
is the Boèe-Einstein occupation number of the normal mode of wavevector 
and branch labelled by j. .. 	isthe mass of the Kth atom in the unit 
cell. The summation is overall the phonon branches, J. and all wave-
vectors, g, in the first Briflouin zone - a tátal of N modes. In an 
anharmonic crytaLL the leading corrections to this expression are ob-_ 
tamed by replacing the harmonic frequencies by the renormalised freq-
uencies which inc1uIe the effects of the anharmonicity6 . 
Structural phase transitions may frequently- be treated asinàtabil-
ities of the crystal against particular normal mo4es of v±bration. . It 
is convenient to divide W into two terms; a part which is regular 
at the phase transition and a part which is singular and which arises 
from those. terms in eqn. 1 for which the mode (flj) is a temperature de-
pendent mode associated with the phase transition. These mOdes are 
then expected to have a low frequency compared: with kBT, so. that the 
•Debye-Waller factor becomes 	 • 
• 	
• 	 (3) 
where at high temperatures Wis proportional to temperature and 
SC (gj) • 	• • 
• 	
(4) 
• 	• • 	• 	. 	
• 	j w(gj).2 •. 	• • • 
The summation is only over the temperature dependent modes and the 
are temperature independent constants. . 
Although eqn. 4 was obtained within, the framework of weakly an- 
harmonic lattice dynamics, it is also applicable to order-disorder trans-
• ,ition if ti.(gj) 2  is identified with the inverse of the static suscept-
•ibility for w.iveveátor, 2 	• 	•• 	• 
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The frequency of the nuclear quadrupole resonance is determined by 
the electric field gradient at the nucleus. The gradient maybe ex-
panded in terms of the normal mode displacements when their contribut-
ion to the gradient may be written2 as 
V (nj) 
	
V 	= ± 	 (2n (.gj) + 1). 	 (5) , 
'P N 2 w(gj) 
In a similar way to the Debye-Waller factor this may be separated into 
a regular and singular part close to T 0 and the latter written as 
vS 	= BT S 
v(gj) 	
(6) 
0P Nil 	w(gj)2_qj 
In the remainder of this chapter we discuss the form of WS and VS  at 
different phase transitions. The results are clearly dependent upon 
the form of w (j) 2 allowed by the syiiunetry of the crystal 'so that 
different results are obtained for different, types of structural phase 
transitions.. 
In section 6. we discuss the validity of our form of equation in 
the less than ideal situation of an experiment on a "real crystal" 
where some of the assumptions we have made may not always hold. In 
section 7. we introduce one of these "real crystal" effects - a coupling 
of the temperature dependent mode to the acoustic. waves, through piezo-
electric coupling. 
111. 2 IThTIAXIAL FERRDELECTRICS. 
Unlaxial ferroelectrics have a unique ferroelectric axis and con-
sequently only one branch, j, which is anomalously temperature de-
pendent. For small wavevectors the elgenvector of these modes may be 
taken as independent of wavevector, while the frequencies of the mode 
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are given by 
W(2i) 2 	+ B21212 	2 
q• 	
•(7) 
12 1 2 
where z is the ferroelectric axis, and w is the frequency of the 
transverse optic mode as q—. 0. As T–+T 0, the transition temp-. 
erature, w0-0. The constant B determines the dispersion of the 
transverse optic mode. (In principle B could be different for wave-
vectors along the x,y and z directions, but such generality does not 
change the functional dependence of our results). The constant C is 
determined by the strength of the macroscopic electric field of the 
crystal and is the characteristic feature of unlaxia]. ferroelectrics. 
The singular part of the Debye–Waller factor is then proportional to 
• 	 __ 
Y 	
KBTS 
=_. 	 , 	 (8) 
Ns 2 W(gj) 2 
where N is the number of temperature dependent modes in the summation. 
The expression for Y may be evaluated by converting the summation 




 j Ui2 +B2c? + 02 cos2 Q 
f f q2 sinQddq 
Now if X = BQ/w then 
3 ii w 	 2 	 C 	- 0 1 X –1 ____ 




3 B Q C 	-O,/ l+x ui0 Jl+x 
This result can only be further simplified if C >> BQ and C>> w when 
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= 3T [ Ji + 	- 	
log (X + f,+ X2) 	 (U) 
2BQC 	x 
which close to T (BQ >> u ,:) gives 
= 3 	





The first part of this expression is regular as T 	In unia,d.al. 
ferroelectrics W2 is both found, experimentally 7 and theoretiôally8 ' 9 
to vary as (P - T0). Consequently the sikigular part of Y varies aè 
AT(T - T0 ) log (At(T - Ta)), 	 (13) 
where A and 	are constants. 
This result agrees with that obtained by Vaics et al, for order-
disorder ferroelectrics, but the above discussion shows it to be 
characteristic of uniada1 ferroelectrjcs whether they are of dis-
placive or order-disorder character. It differs from the results of 
Blinc et a1 2 who assumed W = W(gj) 2  for all wavevectors and of 
Scott and Worlock4  who neglected the effect of the macroscopic electric 
field. 
The above results forY have been compared with measurements 2 of 
the As75  nuclear quadrupole coupling coefficient of CsDA. In this 
case B2Q2 >>C2, so that eqn. 3 was used and the integration performed 
numerically. 
In the calculations 	was put equal to A(T - T0) where in the 
calculations shown In Figure 1 Tc was set to either the clamped Curie 
temperature, 129K 2 or the free Curie temperature, ]43çl0• The agree- 
ment with the former choice of T0 is very satisfactory, with the para-
2 
meters 	'A = 90K and (BQ) 2/. = 121K . Unfortunately the value 
of these parameters are highly correlated and similar agreement with 
FIGURE 1. 
The As75 nuclear quadru.pole coupling, coefficient of CsDA as a 
function of temperature. The experimental points are taken from the 
work of Blinc et al. 2, and the solid and dotted curves give the results 
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the experimental results can be obtained with other pairs of values 
which .are quite different. The parameter values may, however, be 
compared with those deduc ed from neutron scattering measurements on 
2 	 2 
DKDP , which yielded 'A = 210 20K and 'A = 360 . 801C if Q 
is expressed in reduced wavevector units (f). The cut—off ) Q, is 
then estimated in CsDA to be a reasonable 0.6 of the Briflouin zone. 
This order of magnitude agreement between the values of these parameters 
for CsDA and DKDP supports the validity of the above analysis. 
It is not surprising that the results shown in Figure 1, with the - 
clamped Curie temperature are more satisfactory than those found with 
the free Curie temperature. The quadrupole resonance frequency is 
about 5 MHz, which Is most probably above the acoustic resonance fre-
quency of the crystal. 
111, 3 PLANAR FEHROELECTRICS. 
In planar ferroelectrics the ferroelectric axis is confined to a 
plane. Above the phase transition there are two normal modes which 
describe the fluctuations of the dipole moments. The dynamical matrix 
for these modes may be written in the form 
w2+B2j.j2+c2 
qx 









where the ferroelectric axis is confined to the XI plane, and 
B2 and o2 describe the frequencies of the transverse optIc modes as 
q *0, the dispersion of these modes, and the effect of the macro-
scopic elastic field. More complex forms of the dispersion can be 
included in the development without altering the functional dependence 
of the results. 
• 	
H 
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The dynamical matrix may be diagonalised to yield two modes for 
each wavevector 
• 	w(.i )2 = 	+ B2q2 	 (15) 
w( 2 ) 2 = • W + Bq2 + c2( 	+ 	•) /)g 2 
	(16) 
The singular part of the Debye-Waller factor is then proportional to 
	
KBT 	3[ 
 l 	• 	w . 2) 2] 	
(1") 
8 	g, w(al) (2
The first term can be evaluated by replacing the summation by an in-
tegral over a sphere of radius Q to give 
=3KBT[ - - 	tan 	 (18) 
A similar treatment of the second term gives 
= 3kT 	 g2 	log 	
+ B2q2 + C 2 + C 	dq (19) 
2 	2Q2 f C VZ2  + B 2  q  2 + 02 	j w+B2q2 +C2_ C 
This integral can be performed analytically if C 2 >> 	+ B 2 q 2 
togive 	 ' 
r2 = KBT()2[37r(a. 	- 6] 	 (2) 
These results show that as T 	and w-pO, the Debye-Waller 
factor does not diverge but tends to a finitevalue. Furthermore, 
since LO is determined by the static susceptibility, w o (T - T0 ) 
then the Debye-Waller factor approaches its value at T0 asymptotically 
like (P - T0) 1/2 	The contribution from the normal mode, .j = 2, is 
smaller than that arising from the other, mode. Comparatively little 
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work has been performed on planar ferroelectrics either experimentally 
or theoretically. Renormalisation group'theory suggests that is 
larger than 1 (1.24 to o( )5)• 
111. 4 CUBIC FERBOELECTRICS. 
In cubic ferroelectrjcs the ferroelectric a,d.s can be in any direction. 
There are three normal modes which describe the fluctuations in the 
dipole moment and the dynamical matrix is a 3 x 3 matrix with 9 corn-
ponents. The (c&p ) elements of the matrix are 
2 	22 	 2 	qq 
	
• 	(U.) + B q ) Sd/, + C 2 	 (21) 
I 
where the symbols stand for the same quantities as earlier, and the same 
inessential approximation has been made in the form of the dispersion. 
This dynamical matrix gives three normal modes; two transverse modes 
w (g, 2) 2 = 	+ B2q, 	 . 	 (22) 
and one longitudinal mode 	
0 
W 	 = 	+ B2q2. + C2. 	 (231: 
The contribution to the Debye—Waller factor is given by 
= 	T 
[3. 0  tan 	 BQ 
c2 	
'/L:~2+ c2 
The temperature dependence of the Debye—Waller factor close to T 0 is 
therefore dominated by.the second term and is asymptotically (T —.T)' 2. 
The best estimates of the critical exponents of a cubic ferroelectric 
are those found for the isotropic dipolar system5 , 	= 1.372. Un- 
fortunately we are unaware of any measurements on cubic ferroelectrics 
with which we can compare this prediction 0 The measurements on GeTe/ 
a-, 	 - 
SnTe alloya', for example, are qualitatively consistent but are not 
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of sufficient accuracy to provide a quantitative test.. 
1119 5 NON-R1ELECTRICS 
At phase transitions other than ferroelectric ones, the dispersion 
relations for the normal mode a are analytic in the region of wavevector 
space near the mode responsible for the phase transition. The temp-
erature dependence of the Debye-Waller factor can then, be obtained 
by considering each' mode to have a dispersion relation of the form 
w(gj) 2 = w+B2q2 
	
(25) 
• The Debye-Wailer factor is then given by. Y 1, equation ].. At T0 the 
Debye-Waller factor is finite, and approaches this value asymptotically 
aa(T-T0 ) 
In principle the dispersion term can be considerably more complex 
than that given by equation 25. Physically reaonabie but more complex 
forms' also lead to a finite Debye-Waller factor at Tc  and the sani 
asymptotic form. 
The value of ' is expected to vary with the number of different corn-
ponents for the soft mode. If there is only one mode I is expected 
to be that of the three-dimensional Thing model. If there are two 
modes, the exponent of the XI model is appropriate, while if the mode 
is a triplet the Heisenberg model exponent is appropriate,, whereas for 
higher degeneracy, renormalisation group theory suggests that Other 
exponents may be appropriate. 
in. 6 , "REAL CRYSTALS" 
In a parallel study of the effects of the Debye-Waiier factor on 
structural phase transitions, Meissner et al.13 suggests that the forms 
derived in the previous sections may be incorrect. They reason that 
our form of w (q,T) is derived from the results of renormalisation 
group theory. This technique is employed in the situation where 
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T-T 
.0 and q -0. However in calculating the singular part 
of the Debye-4aller factor, the integration is performed over a large 
region of reciprocal space - to approximately half way out in,the 
Brillouin zone. In this situation Meissner et al. 13 suggest that 
our forms still produce too strong a singularity at the transition. 
These forms need only'be changed by replacing 2 in our expressions 
by 1- o • However, in deriving these altered results they are applying 
renorma.Usation group theory arguments outside their valid region. 
It is probably true to say that our exponents should be altered, but 
there must be some doubt about whether they should be replaced by 1 -. 
Since the Debye-Waller factor varies relatively slowly.with temper-
ature, measurements will usually be made over an extended temperature 
range;. perhaps 0 <t <1. Uniaxial ferroelectrica are known to show 
mean field theory type of behaviour, so we can expect our results for 
these' materials to be most nearly correct. Deviations from our results, 
if they should exist, should be more apparent in the other ferroelect-
rica and antiferroelectrica. 
To decide the contribution to the Debye-Waller factor from the 
other phonon branches, we assume the frequencies are temperature in 
dependent. The branches which contribute moat, will have the lowest 
frequencies, so we make the approximation that the Bose-Einstein occu-
pation number reduces to the form where it is proportional to temper-
ature. 
The subtraction of a background from the As 75 nuclear quadrupole 
resonance data for CsDA - proportional to temperature- does not improve 
the fit... In fact the fit is slightly poorer and some alterations in 
the parameters is required. The functional dependence of the data, 
suggests that the contribution from other phonon branches is small. 
-56- 
If the temperature dependent branch is coupled to other branches, 
we can expeôt the form of the Debye-Waller factor to be altered. Fits 
of Raman øcattering data, show that it might be 'necessary to employ 
coupling of the 0soft.mode" to an optic branch 	and-also to the 
acoustic branchesS16.  In the next section we look into the effect 
of the latter coupling. 
lU. 7. PIEZOELECTFIC COUPLING.. 	 .. . 	 . 	 -. 
Measurements of the critical. scattering in KDP (KH04) 17 have 
ahown that the scattering in the [0013 zone is not isotropic ) as would 
be predicted by equation 7. This is most graphically displayed in 
Figure 10 of that paper (reproduced here as Figure 2). Cowley18 has 
been able to simulate this critical scattering pattern quite closely 
by including piezoelectric coupling Of the acoustic modes. to .the polar-
isation fluctuations. We reproduce his simulation of the scattering. 
in Figure 3. 
Since the critical scattering is affected by the piezoelectric coup... 
ling, it. follows that we should include this coupling in our calculat-
ion of the Debye-Waller factor. 	 - 
To include pie zoelectric coupling we must couple the polarisation 
fluctuations with the two acoustic modes polarised in the (xy) plane. 
This gives us a 3.x3.response matrix - 
...(2) - M(9) 	 (i,) 
The terms in M (g ) are given in Table 1. The frequencies of .the 
acoustic waves are given in terms of the elastic constants C 11, C12, 
C (constant electric displacement) and the densitye. The frequen-
ciesof the polarisation fluctuations are given by 
w (q,1) 2 = A [( TT00) + b21212 + c2 	.L  ] 	 (27) .lI 
FIGURE 2. 
A contour map of the quasi-elastic neutron scattering close to the 
(510) reciprocal lattice point measured by Skalyo et al. 17 in the (HKO) 
plane of DKDP at 2250K. 
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This gives the response matrix for a uriiaxial ferroelectric, when 
the ferroelectric mode is coupled to the v shear modes0 
TABI± 







( c 12 + C66 
( 012 66 VY 
110 
10 ( C
66q + c11q) 
- iw Ya 
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where T is the clamped crystal Curie temperature. The coupling 
between the modes is given by D, which is a measure of the piezoelec-
tric coupling. 
	
• 	The leading term in the singular part of the Debye-Waller factor 
will now be proportional to 
kBT • 	
= 	N - 	E G11  (.9) 	 (28) 8 
• •. 	Once again it proves more convenient to replace the catesianco- 
ordinates of g by polar co-ordinates using 
= q sincos4) 
qy = q sin sin 	 (29) 
= q cosG 
and converting the summation over Into an integral, we obtain 
17 f 	
sine d - dg d1 
SkBT
A [ (T _ T)+b2q2 +c2co 2] +f ( Q ) 
1 	2nQll 	
- 	(30) 
JJ J q2 sin 9. d dq d 4) 
where 
e D2 [ - 	+ (C11 + 012) Sin2 2 ] 
= 	 • • (31) 
[011066 + - (C11. + 012) (Cl - 012 - 2066) sin22q)] 
we can express D in terms of measurable quantities through 
A(T- T) = C' 2'°66 	 • 	 (32) 
where 	Is the free.cryatal Curie temperature. Any one of the three 
integrals can be performed analytically, but then the remaining two 
integrals must be performed numerically. These numerical integrals 
are- 
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tan 	 sin 9 a9 ap 	 (33) 
 + C2coa2& + 
Integratingover d 
.71/4 Q 
q2dqd4 • 	 C
04) = 	
/ f C jW 02 + 	+ f( tan1 [ Jw2 + 2q2 
Integrating over d 
Q7T 
3kBT 	i 	1 	 [dc_eb] 
= + 2Q3 J I [w (q,) 2 + e] 	[e w (q,9) 2+b] X 
.1 
	
q2sin d - dq 	(35) 
[du(q,) 2 + b.][(d + e)w(q,&) 2 + b + 
where 
w (q, )2 w 2 + B2q2 + 02 c0s2 vL (36) 
= A(T - T0C) • 	 ( 37) 
b= _C11tD2 	 (38) 
= +(c12 + Cu) 2 D2 	 (39) 
d= 011066 	 (4-0) 
= *(C + 012) (Cli  - 012 - 066 	
• 	(41)
11 
and f( )) is stifl given by equation 31 • 
• 	 FIGURE. 
The form of W  2(q) in the v plane, shown with contours of 
constant frequency. Dotted line - without piezoelectric coupling. 
Continuous line - with piezoelectric coupling. (The diagram is 
only schematic). 	•_ 
L 
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Currently, all the parBineters to make such a calculation are not 
available for any of the KDP type ferroelectrics for which the NQR 
resonance frequency has been 'measured. We expect the alteration of 
the form of w 2(q, T) shown in Figure 4 to weaken the singularity 
given by equation 13. 
111, 8 CONCLUSION. 
In conclusion the temperature dependence of the Debye-Waller factor 
has been calculated close to structural phase transitions. It has 
been shown that the asymptotic behaviourprovides a way of determining 
the critical exponent '. If sufficient accuracy could be obtained, 
then careful measurements of the Debye-Waller factor or quadrupole 
coupling coefficient of systems undergoing continuous structural 
phase trénsitions would provide a means of testing the predictions 
of renormalisation group theory for different types of transition. 
In particular the asymptotic behaviour of uniaxial ferroelectrics 
is found to be different from thatof planar or cubic ferroelectrics, 
or of non-ferroelectrica. This is a direct consequence of the effect 
of the macroscopic electric field suppressing all the critical fluct-
uations in uniaxial ferroelectrics, except those with wavevectora 
perpendicular to the ferroelectric axis. A test of this prediction 
should be considerably easier than an accurate determination of .  '. 
Finally, throughout the paper, the dispersion of the normal modes 
- has been assumed to be proportional to q2. Close to a phase trans.-
ition, the dispersion is expected to be of the form q 2 . The criti-
cal exponent is, however, smafl,O (0.02) and further, numerical cal-
culations with different powers for the dispersion gave very similar 
results. 
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The ferroelectric properties of CaDA. (CsH 2AsO4) and DCSDA (CSD2ASO4) 
are in many ways similar to those of KDP.(KH 2PO4) and DKDP (KD2PO4). 
There have, however, been several, reports that the transitions, in the 
former materials may. he more complex than in the latter. Neutron 
scattering measurements have therefore been made on CsDA and DCsDA in 
the hope of elucidating this behaviour., The measurements were made' 
using a double ad.s spectrometer at the. DR3 reactor at RiaØ'0 
Dietrich et a]., reported observing a satellite structure in the 
ferroelectric phase of DCSDA. Quasi-elastic peaks in the scattering 
were observed around a number of points in the (ho].) zone. ' These 
• peaks appeared at reduced wavevectors 0.1 and 0.2 along the[2,O 0] 
direction at (004)  and (303), at 0, 0.034 and 0.067 for the systematic 
absence (002) and at combinations of these reduced waevectors around 
other Bragg points. The inde.ng of the paraelectric phase is used 
throughout since this enables us to give a simpler description of 
the satellite intensities. 
It was believed that the satellite intensities' were distinct from 
the additional reflections caused by the domain' structure since these. 
are not expected to influence (001) reflections. We have repeated. the 
experiments in greater detail and with better vertical resolution' on 
a, i cm3 crystal. of CsDA. We provide an explanation for our observations. 
Below the transition in CsDA,each Bragg reflection can split into 
four separate spots corresponding to the different domain types. 
Surprisingly in DCSDA a central Bragg reflection from the (tetragonal)' 
paraelectric phase persists with. decreasing intensity over a 60 degree 
temperature range before the crystal is completely in the (orthorhombic) 
ferroelectric phase. This effect has been observed with both neutron 
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and X-ray scattering and appears to be independent of crystal size. 
We have measured the temperature dependence.df the shear occuring 
in the ferroelectric phase of CaDA and show that the transition is 
first order. Finally we have measured one of the shear elastic 
constants of DCSDA. 
IV • 2 THE SHEAR ANGLE OF C aDA - BACKGROUND 
A number of theories have been put forward to explain the origin 
of ferroelectricity in KDP and its isomorpha 4-7 0 In testing the 
validity of these theories it is important to know the order of the 
ferroelectric transition. Over the years there has been disagreement 
over whether the transition (usually in KDP or DKDP) is first 8-12 
or second order 13-15 • In many cases the same technique has produced 
different results. For example, calorimetric measurements by Reese 
et al. 10' 13 gave different results, depending on whether a single 
crystal or multi-crystal method was used. Dielectric constant 
measurements have also been at variance with each other. These 
generally rely on the observence of thermal hysteresis. This is 
not conclusive since impurities (or concentration fluctuations in 
DKDP) may allow the co-existence of two phases over a short temperature 
interval. Both these methods rely on the observation of the transition 
through less direct means than should be Obtained by measuring the 
temperature dependence of the lattice parameters. This is the 
technique emplOyed by Zeyen et al.11 . They performed. accurate 
measurement of the therrnal expansion along th6 c axis,observing the 
existence of two phases in the DKDP transition up to 2- degrees below 
the transition temperature. ihere was no hysteresis (<10 -30  K)1 
but there was a discontinuity in the lattice parameters. 
In our experiments on CsDA the accuracy was insufficient to be 
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able to measure changes in the lattice parameters. However the 
crystal shears at the transition, so it is possible to get the 
desired accuracy by measuring the splitting of the Bragg reflections. 
The temperature dependence of this showi similar behaviour to the 
expansion Of the crystal along the c axis. The accuracy of the 
temperature control was insufficient to confirm hysteresis found 
by Rlinc et a].. 16 in the arsenatea (< 0.1 °K). 
IV.3 THE SHEAR PJGLE IN CsDA - EXPERflY1ENTAL 
Although the true symmetry of the low temperature phase is 
orthorhombic, the cell can also be described in terms of pseudo-. 
monoclinic axis a, torming an angle of 90 o+ 	with each other,and 
with the c axis perpendicular to the other two axis 17,  (see Figure ib) 
The transition from the paraelectric to the ferroelectric form can 
then be regarded as a distortion of the coil by a shear X 7 . When 
a single crystal Of CaDA is taken from the tetragonal to the ortho-
rhombic form the cell can shear in four separate ways (see Figure la), 
and in general four types of domain are produced. 
The co-ordinates for the Bragg peaks of the four types of domain, 
in terms of the reciprocal cell dimensions of the paraelectric phase, 
are given by 
(h.±kd, k, 1) 
	
(1). 
(h, k 	hd,,].) 	. 	. 	 (2) 
where a* =  b* 0.785 r l and c 0.800 are the reciprocal cell 
dimensions in the paraelectric phase and d6 0.03 takes account of 
the shearing of the crystal. The splitting of the Bragg peaks is 
shown schematically in Figure 2. 
A 1 cm3  crystal of CaDA , obtained fromQuantum Technology, 18 was 
placed with its c aids vertical in a variable temperature cryostat on 
a two axis spectrometer at the DR3 reactor, Ria5i. The temperature of 
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the crystal could be kept constant to an. accuracy of 0.1 °K. At each 
temperature, measurements of the splitting of the Bragg peaks, 2dhb, 
were made at. (310), (2) and (400). A typical scan made at (310) is 
shown in Figire 3b. Compared to Figure 3a, it can be seen how import 
• ant it is to choose the scans so as to take advantage of the instrumental 
resolution. The values of db*  obtained from the three scans were 
consistent to 0.0002 	. Measurements were made both whilst cooling 
and warming the sample. These produced similar results, showing that 
sufficient time had been allowed for temperature stabilisation. Figure 
4 shows a graph of db*  as a function of temperature. The shear angle 
is related to this through 
db* = a* tan X 0.785 X
(3) 
Below 0.85 T the ahear angle is approximately constant at 1,750 
(db = 0.0240 ± 0.0003 R7). On warming to the transition temperature, 
the shear angle decreases to about 70 % of this valuei before jumping 
discontinuously at the transition temperature of 14.9 0.2 °K. 
This shows that the transition is first order, 
Do Quervain 19 found that the shear angle in KDP was less than 0.50. 
The change in shear angle occurs over a wider temperature interval 
in KDP than in CsDA. More recent measurements of the shear angle 
in KDP 20  show a more rapid decrease in the shear angle close to the 
transition. This is perhaps related to the purity of. the samples. 
If it is assumed that the more recent samples are better,it would appear 
that impurities produce a phase transition which is. more strongly 
first order. 
The shear angle in CaDA shows qualitatively the same behaviour as 
that found for the spontaneous polarisation There is, however, 
no direct proportionality between the two quantities. 
It is to be ecpected that the shear angle in a deuterated sample 
would vary similarly. • One such saxnjle was measured 20 degrees below its 
transition temperature and the shear angle was slightly larger at 2.0 0 
FIQTJBE 
This shows the four ways the unit cell can shear on passing 
from the parae].eotric to the ferroelectric phase. 
After the shear, the cell appears to be pseudo—monoclinic, 
but it can be related to the orthorhombic cell which is more 
commonly employed. 
l b 6 
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THE FOUR WAYS THE UNIT CELL. 
CAN DISTORT IN PASSING FROM 
THE PARAELECTRIC TO THE FERRO-
ELECTRIC PHASE. THIS CORRES- 
PONDS TO A SHEAR X. 
THE RELATION BETWEEN THE 
DISTORTED . PSEUDO -MONO - 
CLINIC CELL AND THE TRUE 
ORTHORHOMBIC CELL OF THE 
FERROELECTIC PHASE. 
FIGURE 
A schematic diagram of the splitting of the Bragg points in the 
(hko) and parallel planes0. In general four points are produced; 
along the principle axes (hoo) or (oko) only three are produced; 
no splitting occurs for points along (001). 
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THE DOMAIN SPLITTING'IN RECIPROCAL SPACE 
• 	• 	 • 	FIG1JRE3 
• 	• 	Two sàans through (310) in the ferroe].ectric phase of CaDA. 
This shows how advantage can be taken of both the experimental 
resolution and the increased splitting of the Bragg points in certain 
directions. 	 - 	 • 
•A scan in the 	0 0] direction. 
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GURE / 
This shows the temperature dependence of the domain splitting 
in CsDA averaged over (400), (310) and (220) after being normalised 
by dividing through by the Miller index, h. At the transition the 
domain splitting is about 70% of its madmum value. The crystal 
transforms discontinuously between the two phases at 145.9 0.2 °K, 
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a*TAN X 0.785 X, 
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IV.4. SATELLITE STRUCTURE -EXPERI1ENTAL. 
.A i cm3 crystal. of CsDA was mounted with the a - cplane horizontal 
and maintained in a cryostat at 115 0K on a double axis spectrometer 
at the DR3 reactor, Ris'. Elastic neutron scattering scans were made 
using neutrons of wavevector k = 2.6571. Second order contaminant 
in the incoming beam was reduced by means of a graphite filter. 
Scans were made in the ( 7 001 direction through all the Bragg points 
which had shown satellite peaks in the deuterated sample . Satellite 
intensitie3 again appeared at approximately the same locations, but 
the intensities differed. Tyoical scans through (002) and (004) are 
shown in Figures 5 and 6. 
One of the problems noted by Dietrich et al. (private communication) 
was that the structure measured on a triple axes spectrometer differed 
from when it was measured on a double axis spectrometer. These instru-
ments have different resolutions. In particular, a triple axis spectro-
meter uses tall counters to improve eficiency, so it has poor resolution 
in the vertical direction, 
The double axis spectrometer was set up with beam constraints so 
that the vertical resolution was comparable to that which could be ob-
tamed in the scattering plane. 
The scattered intensity was sampled at ( h 	, 3, 1 ) close to a 
number of Bragg points in the ( h 0 1 ) plane. Parallel scans were 
made in the 	o o] direction under the control of a PDP8 computer. 
At the end of each scan, I was incremented manually by tilting the 
counter vertically, 	. 
Contour maps of the scattered intensities observed at (002) and(004) 
are shown in Figure 7 and those observed at (103). and (303) are shown 
in Figure 8. 
As we have already seen when a single crystal of CaDA is taken through, 
FIGURE.5 
A typical scan through the systematic absence (002) in the[2 0 0] 
direction, showing the satellite Intensities in the ferroelectric 
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IGUBE 6 
A typical scan through (004) in the 	0 0] direction showing 
the satellite intensities in the ferroelectric phase of CaDA. 
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FIG1JflE7 
Complete 	o] contour mapa of the intensities observed at 
115 °K at (a) (002) and (b) (004). Contours are drawn at 100 
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FIGURE 
Complete { 	0] contour maps of the Intensities observed at 
115 °K at.(a) (103) and (b) (303). Contours are drawn at 10, 30, 
100, 300, 1000 and.3000 counts above the background. 
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the transition, in general, it is expected to shear up to four ways 0 
The proportion of the. crystal forming each type of domain can vary, 
but the process is otherwise reversible. In a sample of our dimensions, 
each type of domain was found to contain at least 5% of the total mater-. 
ia]. of the crystal. In a much smaller X-ray sample (0.01mm 3), it was 
occasionally possible to obtain only two types of domain. 
The effect of the domain splitting on Bxagg peaks is shown schemati-
cally in Figure 9. The Bragg peaks split in the a* b* plane, and in 
general into four points around each (hkl) position (h ' 0, k O);for 
11 = 0 or Ic = 0, two superpose, so that only three peaks are distinguished.. 
The co-ordinates of the Bragg peaks are again given by equations 1 and 2. 
IV.5 	1JLTIPLE BRAGG SCATTERING. 
We would like to build on the hypothesis that these intensities 
could be caused by multiple Bragg. scattering. Normally in a single 
crystal, only the intensities at reciprocal lattice vectora,', are 
affected. We will now show that this does not apply when the crystal 
is no longer single. 	- 
Nultiple Bragg scattering is the term applied when scattering at 
(h,k,l) is affected because a further point (h', Ic', 1 1 ) falls on the 
Ewald sphere and part of the beam is scattered once off this point and 
the beam is further scattered from a point (h - h', Ic - Ic', 1 - 1 1 ). 
How the intensity at (h,k,l) is affected, depends on the relative 
8treng 3  of (h', Ic', 1 1 ) and (h -h', k - Ic', 1 - 1 1 ). 	The intensity 
can be either increased or decreased by multiple Bragg scattering. 
The problem is equivalent to that of comparing the positions of 
Bragg peaks from two parallel co-ordinate systems with the origins at 
either end of the scattering vector and seeing if they both lie on- the 
Ewald sphere.Thua in OsDA, intensity at (h +, Ic +5, 1) is seen 
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as scattering in. one domain from one of the points at (ht,kt,lt) follow-
ed by scattering in a different domain from one of the points at (h' h, 
- k, 1' - 1). For brevity, we will call this multiple scattering 
	
from ((h1,k1,l)). 	 . 
A translation of the co-ordinate system along the ô-axLs by a re-
ciprocal lattiôe vector like (002) leaves the splitting of the Bragg 
peaks unchanged. Peaks from the two co-ordinate systems will complete-
ly overlap (systematic absences in either system excepting). 
If a scan in the 	0 0] direction is made at (002), points in 
the two co-ordinate systems will "pass through" each other.. A point 
such as (on), which splits into three co-linear Bragg peaks with 
spacing a, will have peaks from the two systems overlapping at five 
equi-spaced. points on the scan. These are when the scan i-a at 
(-2d 0 2), (-do 2)., (o 0 2), (d 0 2) and (2d 0 2)  
where 
d 	tan x y 	0.03 	 (5) 
These are in the same positions as the satellites at (002), which 
are marked as open circles on Figure 9. 

THE DOMAIN SPLITTING FOR BRAGG POINTS IN THE (hol) PLANE 
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Iv.6. TRACING RESPONSIBLE POINTI 
A computer simulation was set up to show.that the necessary 
conditions for 'multiple scattering from two different domains, applied 
in the case of ((O,l,1)),and. that other Bragg points were involved 
in producing the observed intensities. 
Only the first four points On the 	0 2) scan also have the 
Ewald sphere inteecting the correct peaks at ((0,1,1)). The first 
point also has 'a contribution from ((32124)). Multiple scattering 
off a single domain at ((5,2 2 3)) and ((5,2, -1)) meets the necessary 
conditions for the (3rd) centre point. ' There is probably ,a contri-
bution to the centre .point caused by second order reflection' 'of the 
neutron beam at (004). ' (There is nà first order reflection of the 
beam at (002)). The correct códition for the 5th and last point is 
met by multiple scattering from ((3, 1, -2)). 
It can similarly be shown that points such as ((41 3,3)), ((40,1)), 
((1,3,2)) and ((0,2,2)) contribute towards the intensities' óbsérved 
around (004).  The slight up-down asymmetry in the contour mapis 
probably caused by. incorrect alignment of the crystal. Multiple 
Bragg scattering is particularly sensitive tothis. 
Figure 8. shows the scattering close to (103) and(303). The corn-
pledty of the multiple scattering increases fOr points with h0 
because there no longer exists a simple overlap of Bragg points from 
the two co-ordinate systems. Because of this additional complexity, 
and any possible misalignment of the crystal, we would probably not be 
justified in assigning responsibility for multiple scattering on any 
particular pair'of Bragg points ((h ' , k ' , 1')). 
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IV.?. EXPERDIENTAL VERIFICATION. 
There are two methods of checking on whether or not an effect in 
neutron scattering is due:  to multiple scattering. 
The wavelength of the monochromatic beam can be altered. This 
changes the relation of the Ewald sphere in the crystal, rnonochromator 
or analyser with the respective Bragg points from which undesirable 
scattering might occur. A beam of higher incident energy will also 
reduce higher order contaminant, but this is at the expense of re-
solution. 	 - 
With the earlier experiments and these, the Incident wavelength was 
chosen so that it was possible to use a graphite filter to reduce 
second order contaminant, It was difficult to change this wave-
length. 
An alternative method of removing undesirable reflections from the 
Ewald sphere is by rotating the crystal about the scattering vector. 
When the crystal was rotated about (002) and (004) a large variation 
in the intensity of the satellites near these points, was observed. 
Intensity disappeared and reappeared at different wavevectors. The 
result of a rotation of the cry8tal in 4O  intervals about (002) is 
shown in Figure 10. This supports. our conclusion that. the satellite 
intensities can be explained in terms of multiple scattering. 
FIGURE1O 
A number of scans showing the variation in the satellite intensity 
at (002) when the crystal is rotated about '2' by (a) 0, (b) 
(c) 50  and (d) 10, 
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V.8 TETRAGONAL BRAGG PEIX IN FERBUELECTRIG DCSDA. 
Deuteration changes a number of properties of CaDA. The shear angle, 
when measured away from the transition temperature, increases from 1.750 
to 2.00 . The transition temperature increases from 146 0K in CaDA to 
2270K at a deuteration level of 85% 22 
We find that in our samples of DCsDA, obtained from Quantum Technol-
ogy , only part of the crystal transforms at the nominal transition 
temperature, with the remainder transforming over a 60 degree interval. 
In Figure 11 we show the expected splitting of the Bragg point at (220). 
However in DCSDA, the original Bragg peak remains, over a large temp-
erature interval. A number of 	2 o) and (2 o) scans at several 
temperatures showing this effect, are in Figures 12 - 14. In Figure 
15 we show the neutron intensity, scattered in a 1cm3 sample at the 
(220) tetragonal reciprocal lattice point, plotted against temperature. 
Obviously, only 40% of the intensity in the tetragonal high temperature 
phase disappears at 205 0K; the lost intensity is distributed over the 
four peaks of the orthorhombic low temperature phase. The remaining 
tetragonal peak intensity transfers to the orthorhombic peaks gradually, 
over a range extending nearly to the transition temperature of the 
hydrogenous compound. 
Two smaller crystals (8mm 3 and 16mm3) were investigated on a four-. 
circle neutron diffractoineter and showed quantitatively similar be-. 
haviour. Structure refinements 23  indicate that the average deuteri. 
ation of the 8mm3 sample is 5 7%. Such a high hydrogen content is 
consistent with the unexpectedly intense incoherent neutron scattering 
found in the experiment on the 1cm 3 sample. (h k o) photographs 
of a 0.01 mm3 crystal taken with a Weisaenberg X—ray camera again showed 
similar effects,and confirmed that all reflections were affected. 
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Typical scars through (220) in DC8DA for (a) the'1 2  0 01 
direction and (b) the [0 o] direction 0 The broken line was 
measured above the transition (212 °K) and the continuous line 








19 	 20 	 21. 
(xa) 




20 	 21 
FIGUBE U 
Scans through (220) in DOsDA at 185 °K in (a) the 	0 o] direction 
and (b) the [o 0] direction showing the co—existence of the 
two phases. 	 - - 
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Scans thh (20) in DOsDA at lfl °K in (a) the 	0 0] 
direction and (b) the [ 0 o] direction showing the co—existence 
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The intensity of the central tetragonal spot at (220) measured 
as a function of temperature.iii DCsDA. The crystal only partially 
transforms at - 205 ° C 	It is only completely in the ferroelectric 
° phase at about the transition temperature of CsDA (146 K). 
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similar behaviour, makes surface rehydrogenation an unlikely ex-
planation. We conclude rather that the observations suggest an 
inhomogeneity of the hydrogen-douterium concentration over regions 
smaU in comparison to our smallest sample (0.2mm). This would be 
consistent with peculiar growth behaviourobserved in DCSDA (G.M. 
Loiacono, private communication), and could be a characteristic common 
to all solution-grown samples. 
The transition temperature of 227 °K 9 given by Loiacono, at 
for adeuteration level '- 85%, suggests that the deuteration levels 
for DCsDA samples quoted in the literature, have been grossly over-
estimated. If, in addition, the pronounced inhomogeneity of our 
specimens is a common characteristic, some further doubt must attach 
to the interpretation of the results of most previous experiments on 
DCsDA. 
JV. 9 SHEAR ELASTIC CONSTANT - BACKGROUTD. 
It is well known that sound waves exhibit anainolous propagation 
characteristics in the neighbourhood of the phase transition in 
ferroelectric crystals 	 This applies to ferroelectrics 
which are believed to be displacive, and to those that are of the 
order-disorder type. Cochran 	has shown that there is a coupling 
of the ferroelectric mode with the X transverse acoustic modes in 
piezoelectric crystals, such as KDP. The acoustic mode frequency 
is then driven to zero by the interaction of the mode with the 
ferroelectric mode, with the result that the transition temperature 
is somew'nat higher than the frequency at which the soft mode extra-
polates to zeroe 
When the elastic constant is measured by neutron spectroscopy, 
the frequencies of the acoustic mode are no longer lower than those 
of the ferroelectric mode of the same wavevector. The result of this 
-72- 
is that at large wavevectors, the acoustic mode frequenãiea are no 
longer suppressed. The vaittes of C 66 obtained by this method, should 
then be similar to those obtained by measurement at constant polar.. 
ization 28 
rv. 10 MEASIJREMENT OF C66 . 
A 1cm3 	 , crystal of DCsDA obtained from Quantum Technology18, was 
used for inelastic neutron scattering, measurements. This crystal 
had a nominal transition temperature of 205 4 30K. Although only 
half of the crystal seemed to transform at this temperature, this 
was deemed to be a sufficient quantity for this experiment. 
The crystal was aligned in the (h k o) plane in a cryo stat on the 
TAS 3 triple axis spectrometer at the DR3 reactor, Rissi. Constant 
wavevector transfer inelastic neutron scattering scans were made, in 
which the outgoing energy was held fixed, initially at 34.5 .meV, with 
a graphite filter used to suppress second order contaminant in the 
outgoing beam. A search for low energy branches near the reciprocal 
lattice points (510),(400), (310) and (200) gave on3.y.a large in-
coherent quasi-elastic background, which had a F.W.H.M."-O.9 meV, in 
agreement with the value obtained for the resolution width. A typical 
scan, that at (2, 0,24, o), made at 203°K is shown in Figure 16. A 
number of scans made closer to the reciprocal lattice points showed 
that at temperatures below the transition temperature, there was too 
much elastic scattering from single and multiple Bragg scatterings. 
The experiments were repeated with 5.52 meV scattered neutrons, 
which allowed further use of a graphite filter. This reduced the 
accessible region of reciprocal space, restricting measurements to 
those around the (200) reciprocal lattice point. The resolution was 
considerably improved, with the resolution width now - 0.2 meV, but the 
beam flux was down by a factor of 10, necessitating much longer count- 
ing times. 
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Constant wavevector scans were made at (2, 0.075, 0), (2, 0.1 1 0), 
(2, 0,125, 0)and (2,. 0.15, 0) at 224°K. The Z acoustic branch 
was observed and showed no signs of dispersion at these wavevectora. 
The scans at (22 0.1 0) and (2 1 0.15, 0) were repeated at 213 0K and 
the frequencies of the branch were unchanged. The latter scan is 
shown in Figure 17. The considerable quasi—elastic scattering is 
due to incoherent scattering - mainly from the hydrogen content. 
This scattering showed no temperature dependence and very little 
wavevector dependence, so it is unlikely that it can be associated 
with critical scattering. The 12  branch can be seen at about 0.6 
meV, The slope of the acoustic mode is therefore 5.22 0.6 meV / A° . 
A scan at (2, 0.1 2 0).. is shown in Figure 18. This has the 2J 2branch 
moved in to about 0.4 meV and there is additional scattering at 0.6 meV, 
which can be associated with the tail of the Bragg peak 0 
The shear elastic constant C66 is related to the > 2 mode through 
= JC66 / Dq 
	
(6) 
The density D was taken to be 3.6g/cm3 as calculated from the known 
structure and the measured values of the reciprocal cell dimensions. 
This agrees with the valuesquoted in the literature 	' 	This 
gives a value of C66 = 1.7X1010 dynes / cm2 (errors left out, but 
may be quite large 	0.5(1010 dynes / cm2 23) 	This does not 
show the temperature dependent behaviour of the constant field elastic 
constant C6 , but it can be compared to the constant polarization 
31 which in CsDA is temperature independent at elastic constant c6 
2.2 0.5 X 1010  dynes / cm2 2 	The difference in the two results 
may be accounted for if deuteration lowers the shear stiffness of our 
crystal. The result is also consistent with the slightly larger value 
of shear angle found in DCsDA. 
• 	 FIGURE16 • 	 •• 
A typical scan made with 145 meV neutrons in DCSDA at (2, 0.241 0). 
Only the incoherent peak centered at E = 0 can be distinguished. 










A typical scan made with 5.5 meV neutrons in DCSDA at (2, 0.15, 0) 
As veil as the incoherent peak at-'O meV the 	acoustic phonon 
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tV CU CONCLUSIONS 
We have shown that the scattering arising at wavevectors away 
from Bragg reflections in CsDA and DCsDA arises, not because of any 
real periodic structure in these materials, but is most probably caused 
by multiple Bragg scattering in which two ferroelectric domains are 
involved. A phase transition in which a change of symmetry produces 
twinning, increases the probability of multiple Bragg scattering àccur-
ring. Evidence of this scattering is then no longer restricted to 
reciprocal lattice vectors,2;'. 
In the case of (D)CSDA the conditions for such scattering are 
particularly favourable for a number of reasons. The reciprocal cell 
dimensions quite closely approach that of a cubic system with a= b 
= 0.785.17 and c 	0800 	The splitting of the Bragg points 
below T0 is of the order of the difference between these reciprocal. 
cell dimensions. This ensures that in many configurations, a-
reciprocal lattice point exists on the circularintersection between 
the sphere of reflection and a plane perpendicular to the scattering 
plane. In a situation like this, multiple Bragg scattering is guaranteed 
to occur, and changing the incident neutron energy will have little 
or no effect on the observed scattering. 
AU the samples of DOSDA in our possesion have a smeared transition. 
Samples of greatly varying sizes, show the same quantitative behaviour. 
We believe that the smearing of-the transition Is due to concentratôn 
fluctuations. These fluctuations must occur over regions smaller than 
our smallest samples (0.2 mm). 
Measurements of the elastic constant C made by neutron spectroscopy66 
in CaDA are more akin to the "open circuit" (P=0) elastic constant 
in the free cryetal, rather than the anomolously temperature dependent 
"closed circuit (Eo) elastic constant in the clamped crystal. This 
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is because neutron scattering measurements are made at (relatively) 
large wavevectors where the, frequencies of the ferroelectric mode 
are lower than those , of the acoustic mode of the same wavevector. 
This allowa the acouètiá mode to follow the ferroelectric fluctuations. 
The elastic constant in (D).CSDA is much smaller than that found in .(D) 
KDP 32 (C66 = 7 X 101° dynea / cm 2) and this explains the larger temp.-
erature difference found between the free and clamped Curie temperatures 
in CsDA 2 • Further evidence for the low shear stiffness in CsDA comes 
from our measurements of the shear angle, which is a factor of four 
larger than that found in KDP. Deuterating CaDA slightly lowers the 
shear stjffnesg, and this shows up In the smaller value of the elastic 
constant and the larger shear angle found in the deuterated compound. 
I' 	 - 	 . 
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CHAPTER V. 
MIXED MAGNETIC SYSTEMS - THE LINE SHAPE OF THE MAGNETIC 
EXCITATIONS 
- 78 - 
V. 1 	INTRUDUCT1 
The excitations in substitutionally disordered crystals have recent-
ly attracted'a great deal of attention. The coherent potential app-. 
roximatiort (CPA) has been applied in calculating the effect of disorder 
on a phonon density of states . This is oftencomplicated because 
of the long range of the harmonic forces and the presence of numerous 
branchea in the spectrum. The CPA has also been applied to calculate 
the electron density of states when there is disorder 2 	However it 
is not possible to test the validity of the approximations by experiment 
on the electron systems. 
In comparison, spin waves in magnetically disordered insulatora can 
be characterised more simply than the other excitations. AdditioEmlly, 
aiügle crystals can be grown at various defect concentrations and the 
growth, properties are believed to be independent of the magnetic proper-. 
ties of the ions. In this way an impurity can be chosen so as to mini-
iniae the strain on the pure material. 
3-6 
Most of the early theories were on simple ferromagnetic inaulatora. 
However, in insulators the exchange interactions are short' range, and 
the system usually orders antiferromagneticaily. 
Antiferromagnets of the rutile (eg Mn F2) perovakite (eg KNn F3) 8 
and quadratic layer (eg. K2Mn F4) structures are more common, and have 
been extensively studied in their pure forms. The magnetic excitations 
may be studied by.light scattering and neutron scattering techniques. 
Only one spin wave branch is found in the pure systems because the two 
magnetic atoms in each unit cell, are connected by time reversal and 
10 symmetry relations 	An anisotropic Heisenberg Hamiltonian has been 
found to give a good description of these systems. The inclusion of 
Bnisotropy lifts the degeneracy{or the spin, wave branches, but the 
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splitting is sufficiently small, to be obscured by resolution effects 
in experiments 
When a small concentration of defects are introduced into these 
antiferromagnetic insulators, variations of cluater or Ising models 
can be used to describe the excitations. The most successful method 
is to use Greena functions, which can be used to describe the host 
crystal exactly and they also give a good description of ánllso].ated 
defect. At finite concentrations, the interactions 'can be treated by 
a series expansion. From the -experience gained in these calculations, 
it appears that in the small concentration limit, an exact treatment 
of the longitudinal exchange interactiona is more importint than the inclusion 
of an accurate description of the transverse teiin 	To what extent 
this carries over-to aystemø with high concentrations of defects remains 
to be seen. It is partly justified by the structure we find in the 
line shapes of the excitations in Mn/ZnF2.. Similar structure has been 
found by Svensson et.al. 1'2 and also by R.A. Cowley and R.J. Birgeneau 
in K4n/4gF4 (private communication). The structure in these mater-. 
ials is not as pronounced as would be expected from single site CPA 
theories, so perhaps some of the width arises from neglect of some of 
the transverse interactions.  
When the defect concentration becomes larger, there is a finite 
probability (increasing rapidly with the concentration) that defects 
will be on adjacent sites and the theories can no longer be as, exact 
as in the small concentration asymptotic limit. There is a choice in 
the, approximations which have to be made and these have a varying effect 
on the results 	Which choice of approximation is the.most appropriate 
is not obvious 0 Neutron scattering experiments are perhaps able to 
differentiate between the theories, although in the past the inatrument. 
al resolution has not been good enough to indicate which theory is the 
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most appropriate 13 
A single site coherent potential approximation theory has been 
derived by a number of authors 10,15,16  as an extension of the earlier 
CPA theories of Soven1and Tay1or, 'which were applied to electron and 
phonon density of states respectively. This type of approximationis 
expected to be most effective when ohly the exchange is affected by 
the inclusion of impurities and this can be treated exactly by CPA theory. 
However,'the off-diagonal terms are usually also altered and these can only 
be treated approximately. The non diagonal terms are expected to be leas• 
important in the impurity rutile structure than in the impurity perov- 
akite structure. 
Another method of calculating the magnetic excitations in a dilute 
system is to replace the interactions in the crystal by an effective 
medium in wnich the scattering from a complex is .on average zero 6,16, 
17 	This type of approximation aflowo the transverse terms to be treat-. 
ed more exactly, so it is expected to be more. appropriate when these 
terms are relatively large. 
We might hope to differentiate between the theories, by observing 
the 'widths of the excitations in a neutron scattering experiment. If 
the resolution is sufficiently good,fine structure in the excitations 
predicted by single site CPA theories, but not present in the average 
site theories, should be observed. We have undertaken such an experi. 
ment on a dilute antiferromagnet of the rutile structure in which 32) 
of the (magnetic) manganese ions in Mn72 are replaced by (non magnetic) 
zinc ions. When the impurities are non-magnetic there are no free 
parameters; these can all be taken -from experiments on the pure 
system. 	 -- 	 -- ---- - 	 ------ -- 	 - 
icause of the approximate nature of both types of theory, the cal- 
culations produce spurious structure at low energies, caused by an over- 
0 
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flow of magnetic atoms onto the non-magnetic impurity sites. Two meth-. 
ods have been developed .to overcome this problem; known as the hard. 
core and empty core techniques. In the former case, the spurious zero 
frequency response is moved to frequencies high enough not to enter into 
the experimental conditions. In the latter case, calculations are re-
atricted to the magnetic ions. These methods have some effect on the 
calculated line shapes of the magnetic excitationø, but to a lesser ex-
tent than the differences due to making the single site or average site 
approximations. 
In section 2, we briefly look at the form of the excitations in pure 
MnF2, In section 3 we discuss a simple cluster model which displays 
many of the features described by the more complex single site CPA. theór-. 
ies discussed in section 4. A comparison is made with the average site 
CPA theories. In section 5 we describe an experiment on Mn()68Zn
O.32 
V. •2 MANUMMFLUORM. 
The ground state of the free Mn 2' ion has orbital angular momentum 
L = 0 and spin angular momentum S 	. It is a good approximation to 
say that neither the crystal field environment nor spin orbit interact,-
ions influence the ground state. The effective spin in the Hainiltonian 
may thus be replaced by the true spin S = 
The magnon dispersion relations in pure NnF 2 (Mgae Fluoride) 
have been measured by Okazaki et al. 18  and by Nikotin et al.7 , At 
low temperatures, they have shown that the system is well represented 
by the Heisenberg Hainiltonian for an antiferromagnet. 
2 = - 	
J . •. - 	
K S S.  
ii 	. 	•13 . 	 . 	. 
Single ion anisotropy is negligible, so the term 
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ij = g2p-2 (rj ab - 	 (2) 
ab 
• represents the magnetic dipole-dipole interactions. Using cal.- 
eulated values of this Nikotin at al.7  found that the three parameters 
= 0.028 meV, J2 = - 0.152 meV and J3 = -0.004 meV gave a 
good description of the dispersion curve which was not improved by the 
inclusion of interactions of more that third nearest neighbours. The 
dominant coupling, J2, is between second nearest neighbours. This is 
an interaction between neighbours along a body diagonal (see Figure 1) 
and the negative sign indicates that it is antiferromagnetic. Part 
of the effect of the dipolar interaction is the removing of the do-
generacy on the spin wave branches. However, the estimated splitting 
of the frequencies is never large enough to be detected in a neutron 
scattering experiment (, 0.005 meY). 
Figure 2 shows the general dispersion curve for an antiferrbzaagnet 
such as MnF2. The general shape would. be similar along ooi] and 
[ioi] directions, but the energy at the zone boundary would differ, 
being slightly greater in both cases. 
V. 3 CLUSTER MODEL 
It is instructive to use a simple cluster model to show the approx-
imate effect of the introduction of defects into a magnetic system. 
We use an Ising model, which differs from a Heisenberg model in that 
the transverse parts of the exchange interaction are neglected. There-
fore 
= - 	Imn Sm Sn 	 (3) 
mn 
where anisotropy has been neglected and only exchange between sublatticea 
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is considered. I is the longitudinal or Ising exchange between 
the Z components of the spin S. With the introduction of magnetic 
or non-magnetic. defects onto some of the magnetic lattice sites, the 
exchange will no longer depend solely on r (in) - (n). 
The excitation energies are calculated on the basis of a molecular 
II 
field,: generated by the nearest neighbours. Cowley and Buyers show 
that this type of model, although not expected to work well at general 
q values, provides a satisfactory description of the zone boundary 
excitations. In a dilute magnetic system such as Mn/ZnF 2 the ex-
citation frequencies will be approximately 
w(r) = (Z - r) IS 
	
(4) 
where we have only included the dominant exchange between the Z sec-
ond nearest neighbours, and r of these positions are occupied by non-
magnetic zinc ions. Inclusion of the other nearest neighbour Inter-. 
actions and taking some account of the dipolar anisotropy wi].l of, course 
alter these frequencies, but the principle of the model is unchanged. 
It only remains to calculate the probabilities of having the different 
number of defect configurations. These are given by 
ZI 
P(r) = 	 r (1 - 0) Z - r 	- 
(Z - r)lrl 
where C is the concentration of defect ions and in the rutile struct-
ure, there are 8 neighbours along the body diagonal directions. 
In Figure 3 we show a schematic diagram of the expected distribution 
of intensities from this model, when C = 0.33.. The modelis built 
up from a series of delta functions at the frequencies given by ecuat-
ion 5. We use a histogram to approximate the widths, which are not 
included in the theory, and also instrumental resolution. 
FIGURK 1. 
This shows the rutile structure for MnF2. - The unit cell Is tetra-
gonal, with the c axis about 2/3  of the length of the a and b axis. 
At low temperature, :.the agnetià m m 	anganese ions are ordered anti- 
ferroxnagnetically in layers along the c axis through the dominant 
exchange interaction along the body diagonals. The dilute system 
Mn/ZnF2 is obtained by randomly replacing the manganese ions by zinc 
ions. 
- 	 - 	 --- 

FIGURE 2. 
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Using a simple cluster model, the Ising modes can be weighted 
according to 
• P(r) = 	 Cr(lC) -r 
• 	 (Z - r)LrL 
The widths are provided by using a histogram. This type of model may 












.Birgeneau et al.9 show that in some ways this provides a good de-
scription of the random quthlratic layer antiferromagnet Rb Mn 0 Ni05 
74• This has two branches because the impurity is magnetic. The 
individual peaks within a branch, can be well represented by this type 
of model, but the relative Intensities of the two branches differ con-
siderably from the predicted valties. They suggest that the transverse 
terms can transfer intensity between the Mn and NI 4 branches without 
having much effect on the energies. This shows that . more . sophisticated 
models are required to describe some of the finer features of the ex-
citations. 
V. 4 THE THEORIES. 
A defect system, such as that with the rutile structure can be do-. 
acribed in terms of an anisotropic Heiaenberg Hamiltonian 
= 	' s 
z 
Snd + + J(s 9nd + s; Sfld) 	. 	(6) 
mn 
where m and n are unit cells and n and d are the up-spin and down-spin 
aublattices. The spins can take on two values corresponding to a host 
or defect ion; and the exchange interactions can take on three values 
corresponding to hoat..host, host-defect and defect-defect interactions. 
The syatem is normally studied using Green functions 19 which for an im-
pure lattice are defIned as 
( 1)1+8 Gab (, w) = 	- 	<'< 	3b > 2(SS* 	man 'manb' 
where a and b can take on the valuea 1 or 2 (le. up or down) and 
< S Sb >>, is the frequency Fourier transform of the retarded Green 
function. If the equation of motion for the Green function in the pure 
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Crystal is written in matrix form as 
u)g = I+A g 	 (8) 
where , is the dynamical matrix; 
then an equivalent expression can be written for the Green function 
in the defect crystal as 
W G = I + (A + V) & 	 (9) 
These are all 2N by 2N matrices %there N is the number of unit cells. 
The two equations may be combined to form a Dyson equation 
w . = 	(w) + g(w) VG(w) 	(10) 
The matrix V is only non zero on the elements for the sites which are 
affected by an impurity. The Introduction of defects into the system 
has removed the translational symmetry of the system, but this can be 
restored by summing over all the sites and taking a configurational 
average 	 -. 
<G,w)> 	 + 	 (II) 
In the single site approximation these are 2 x 2 matrices and in the 
initial calculations, the self energy matrix is assumed to be diagonal 
with the elementø related by 
II 	 22 
(12) 
Since 	() is independent of 2 we can return to the site represent- 
 
- 
ation and define a perturbation at particular sites away from the effect-
ive average crytals as 	 - 
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a 	 a 	 a V (in) = V (in)- 	 (13) 
The coherent potential approximation is to find an effective Green 
function in which the random perturbations on average give no scatter-
ing of the excitations.- The multiple scattering from an individual 
site is given by the T matrix whose elements are given by 
= 	 (14) 
1 - V a(m)g a  
and the effebtive Green function is given by 
ga = Gaa  (a,')> 	 (15) 
In the single site approximation, the self energy is calculated 
under the condition that < T a (in )'> = 0 This  can be expressed 
in terms of the concentration of defects as the condition 
P (r) [ C T (r)+(l-C) T (r)] =0 	 (16) 
where P(r) is given by equation 5. The self energy is obtained by an 
iterative solution of equations 11,14,15 and 16. 
So far, only a solution for the diagonal elements of the self energy 
matrix has been obtained. The off diagonal elements in the, matrix can 
only be obtained approximately. In the virtual crystal approximation 
(VCA) of Coombs and Cowley15 the elements are chosen to be independent 
of frequency as . . 
.12 	' 	•' 	21 
(-) 
= W " X 	•exp (i20.) 	(17) 
neighbours 
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The constant W is obtained from the rotation symmetry of the 
HanilItonian which requires that at q = 0 and W = 0 with an average 
anisotropy H 
12 	 1 
(0,0) = 	(0)  
Buyers at a].. (BPE) assume that the frequency dependence of the off-
diagonal terms is related to the frequency dependence of the diagonal 
terms through 
1 
W(w) =  
These approximations produce slightly different. results 'which shall be 
iflustrated later. 
Added complications arise when the defect ion is non magnetic, as 
is the case for 2inc. Two methoda have been developed to overcome 
the problem which is apparent when S' = 0 is inserted into equation 
14 7. The method favoured by Buyers et al, is the hard core approxim-. 
• 	
ation. A fictitious large repulsive potential is introduced on the 
non-magnetic ions which keeps the spin waves from propagating via the 
zirc sites. The impurity spin can then be • given as S1 = -- and 
I (Mn - Mn) << I (Zn - Zn) < I (Mn - Zn). The magnetic excitations 
on these ions are then moved to very-high frequencies, where they have 
little effect on the low frequency excitations on the magnetic ions. 
Coomba. and Cowley15 have also tried what is known as the empty core. 
method in which the calculations are only made for the magnetic ions. 
We therefore have four variants on the single site coherent potential 
approximation as applied to dilute antiferromagnets two involving a 
hard core approximation which we. can label BPEH and VCAH and two which 
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use the empty core approximation which we label as BPEE and VCAE. 
The characteristic of all these single site theories is that the fre-
quencies are decreased in comparison to those found in the pure crystal. 
At a concentration of defect ions above about 0.7, the magnetic scatter-. 
ing becomes disordered - there is no long range order and the spin waves 
are replaced by an overdamped respon8e. At smaller defect concentrat-
ions, the line shapes of the excitations are predicted to be structured. 
The structure should be most apparent at the zone boundaries, where the 
average frequency of the response is greatest, and peaks in the struct-
ure are predicted at approximately the frequencies given by the simple 
Ising cluster model, discussed in section 3. The four variants pre-
dict slightly different frequencies with a slight variation in the weigh-
ting of the cluster model theories. 
A recent Monte Carlo computer simulation of the system has been de-
veloped by Holoomb and Harri? using an array of 8192 sites.. The 
line shape of the excitations has a structure similar to those obtained 
by the CPA theories discussed above, although the frequencies of the 
peaks in the line shape are somewhat shifted. 
An alternative use of the CPA in this type of system has been made 
by Harris et al.6 and by Holcomb 17 	The former paper considered dii- 
ute ferromagnets whereas the latter was restricted to the dilute system 
Mn/ZnF2. This use of the CPA produces an unstructured lineshape with 
a peak frequency approximately that of the "average" frequency in the 
single site theories. The differences betwen the single site theories 
and average theories arise because in the latter case all the magnetic 
ions are treated equivalently. However, this allows the transverse 
interactions to be included more satisfactorily. 
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V. 5 EXPERI1411NTAL RESULTS 
The crystal used for the experiments was a single crystal of 
with C = 0.32 .0.O2. The crystal was used in earlier 
].ow resolution measurements by Coombs and Jones 	and a comparison 
was made with various single site and average site CPA theories. The 
experimental resolution was such that any structure in the line shape 
was obscured so only a comparison with the gross structure predicted 
by thetheorieswaa made.. 
With the introduction of the cold source at Rise an opportunity 
arose to repeat the experiment making use of the greatly improved 
flux, at low :neutron  energies to improve - the resolution. 
The experiments were performed at 6K on the TAS 1 triple axis 
spectrometer at the DR3 reactor. Pyrolytic graphite crystals were 
used for the monochromator and analyser. The scattered energy was 
held fixed at either 3.5 meV, configuration A. or 5.0 meV configurations 
B and E. In all configurations, a beryllium filter was placed between 
the specimen and analyser to eliminate neutrons which might be reflected 
by higher. order planes in the analyser. A flat background wa 8 sub-
.tracted from the raw neutron groups, before compensating the results' 
for the number of higher order neutrons reflected by the monochromator 
and counted by the monitor. This correction factor varied smoothly 
between 1.4 at low energy transfers to 1.1 at the highest energy transfers. 
This gives the distributions for a constant incident flux of the first 
order desired neutrons. 
Figure 4 shos some of the results obtainedfor the [100] and [ooi] 
zone boundaries for a variety of different experimental arrangements. 
On each scan the experimental resolution (FlJHM) is , indicated for some 
typical energies, while below, the distributions- are shown a set of equally 
S . 
spaced arrows corresponding to the approximate positions for the fine 
structure. The line shape for (0 0 0.5)A as well as having the ob-
VIOUB maximum at 4.5 meV, appears to have two shoulders on the high 
frequency side. When the models were fitted to this line shape, they 
were not found to have the necessary width to follow the line shape. 
This was particularly so at the low frequency side. whare there appears 
to be excess scattering of unknown origin. 
The line shape of (1.5 0 0)B and (0.5 0 l)B have a flat topped or two 
peaked response but individually the rest of the line shape shows no 
significant departures from a smooth curve other than those that could 
be accounted for by statistical fluctuations. 
In Figure 5 we show the line shape at (0.5 0 0) configuration E 
with the predictions of four of the models when broadened by the approp-
nate resolution functions. In part (a), we show a comparison with 
the theor of .Hblcomb 17 y 	Clearly the shape is in detail incorrect, 
being considerably more peaked than that observed experimentally. The 
deviations are most apparent on the high frequency side, although quite 
good account can be taken of the low frequency side. 
In parts (b) and (c) are shown two of the single site CPA calculat.- 
ions. In these calculations, it is necessary to add an imaginary part, 
, to the frequency to aid the numerical Integration. The results 
become more and more sharply structured as .. is reduced, but the iter-
ation does not converge so readily. For the mesh size used, converg-
ence could be obtained with as low as 01 may, but as is shown In 
Figure 5, the VCAE and BPEH variants of the single site theories, provide 
good descriptions of the observations with the much smoother line shapes 
calàulated for. 8 = 0.3. 
The fourth diagram on Figure 5 shows a computer simulation of the 
system by Holcomb and Harris 20  in which the concentration of defects 
FIGURE 4. 
Neutron scattering distributIon from the [].00] and [ooil zone 
boundary'excitations in Mn068ZnOJ22 	The horizonta.l bars give 
• the experimental resolution for the various different experithental 
configurations described in the text. The vertical arrows denote the 
approximate positions of the fine structure. 	/ 
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was C = 0.35. This model also predicts structure, but the 'whole line 
shape appears to be displaced with respeót to the measured line shape. 
The experimental line shape again appears to be flat topped or 
possibly shows two of the Ising like levels. The rest of the line 
shape shows no significant departure from a smooth line shape. 
These experimental line shapes show signs of being well fitted by 
single site CPA theories and there is indication of structure in the 
line shape in the form of a double peak or broad topped response 0 It 
appeared that if the experiments could be repeated using better resol-
ution, some more of the structure might be resolved. 
Subsequently, a number of experiment8 have been performed on the 
same crystal by O.W. Dietrich and G. Shirane at the High Flux Beam' re-
actor at Brookhaven in which better resolution was used. 
In configuration C the scattered neutron energy was held fixed at 
4.5 meV and similar corrections to those stated earlier were made to 
obtain the experimental line shape. In configuration D, the incident 
neutron energy was held fixed at 13.97meV with a pyrolytic graphite 
filter used to remove higher order neutrons form the incident beam. 
The results were also corrected to obtain the correct form for the partial 
differential cross section 'when doing this type of scan 0 
Three scans over the excitations are shown in Figure 4. The results 
for the L00].IJ zone boundary performed using configurations C and D 
are in very reasonable agreement with each other except that in the 
former scan there is some extra scattering for energy transfers of about 
1.5meV. Comparing these to the scan made at Rise, configuration A t we 
see there is considerable additional scattering at low energies of un-
known origin. Despite these .descrepancies, we believe these results 
show definite evidence of structure at energy transfers of 6.0, 5.3 and 
4.5meV. with a suggestion, of structure at 3.9 nieV. 
-92- 
Comparing the result at the lOOJ zone boundary with those ob-
tamed at Rise, it can be seen that the. agreement is quite good, apart 
from excess intensity at energy transfers of about 1.5meV in configur-
ation C not present in the' othertwo scans. Taken together, these' 
results provide evidence for structure at energy transfers of 4.0 and 
4.7 meV and less conclusively at 3.3 and 5.4meV. 
In Figure 6, a comparison is made between the scattering distributions 
at the bottom of Figure 4 and various theoretical calculations. These 
are three of the same methods used for comparison in Figure 2. BPE 
again stands for results of calculations based on the single site CPA 
14 theory of Buyers et al. 10, in which the hard core approximation is 
used. For the line shapes shown in this figure, the imaginary part 
added to the energy was reduced to = 0.2 meV so the structure is more 
pronounced. The structure in the theory is very similar in magnitude to 
that observed experimentally. Other variations on the 'single site theo-
ries, discussed earlier, produce similar results. , The position of the 
peaks c10 not exactly agree, but this might be accounted for by a change 
in the exchange constants due to a lattice parameter change. The 
theory does not provide such a good account of the low energy transfer 
side of the distributions. This has been noted in earlier low resol-. 
ution results 22  and is a definite discrepancy between the single site 
theories and experiment. 
In contrast, the theory of Holcomb 17 gives an excellent account of 
the low frequency side of the peak, but fails to account for the high 
frequency side or the structure. 
At least some of the discrepancy in the overall position of the line 
shape calculated in the computer simulation by Holcomb and Harris 22, 
arises from their use of a slightly larger concentration, 0.35, of empty 
sites than was present in our specimen, The calculations predict 
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somewhat more structure than was observed. In part, this may arise, 
as the authors remark, from their neglect of the weak nearest—neighbour 
ferromagnetic exchange interactions. These interactions were included 
at least appro.mately in the CPA calculations 0 
V. 6 	CONCLUSIONS 
In conclusion, the line shape of the zone boundary excitations in 
a specimen of Mn
o.68 'O.32 F2 have been studied under a number of high 
resolution inelastic scattering configurations. The results show that 
the line shapes are not smooth, but have structure very similar to that 
predicted by the single site CPA theory of Buyers et al. 14  and by com-
puter simulations . Similar results have now been obtained by Sven-
eson et aio12 in a crystal Of Mn
0.32 0.68 F2 0 Similar, but more 
pronounced structure, has also been observed in Rb2Mn0 5Mg0 5F4 by R.A. 
Cowley. and R.J. Birgeneau (Private Communication). 
The structure is more apparent in this material because each ion is 
coupled to only four neighbours on the opposite sublattice, so the ex- 
citations are expected to show a four peaked structure in comparison 
to the eight peaked structure predicted for the rutile structure. 
These results show that the effect of the different environinenments 
An modifying the Ising energy of the different magnetic ions must be 
an essential aspect of a successful theory of these systems.. 
The author would like to thank Dra. G.J.Coombs and W.K. Holcomb for 
assistance with some of the calculations, 
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Vl • 1 INTRODUCTION 
Over the last decade it has become apparent that widely varying 
physical systems which exhibit co-operative phenomena ghow remark-
ably similar behaviour in their critical regions 
1-4  The behav- 
iour of the systemadepends on 	 - 
the dimensionality of the system d 
the dimensionality of the order parameter space n 
the range and angular dependence of the interactions 
the symmetry of the system. 
The system can then be characterised by a set of Universal Quan-
tities determined by the above conditions. Series expansion or 
renormalisation group methods are able to predict the development 
of the order parameter as a function of the reduced temperature 
• 	 T_T r 	 • (1) 
- TN 
The order parameter is some quantity which is only non-zero 
below a transition temperature. In an (anti-) ferromagnetic system 
this will be the (staggered) spontaneous magnetisation. Critical 
exponents can be obtained which define the behaviour of the suscep-. 
tibility (), correlation length ( v), specific heat (o), correl-
ation function (,) and magnetisation (p) in terms of power laws 
in the reduced temperature. These exponents are related through 
the scaling relations 
dV 	2o& 	 (2) 
=2 	 (3) 
(4) 
Amplitude ratios such as those for the susceptibility 
	
+ LTI)/X 11 (TN - ITI) 	 (5) 
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and. inverse correlation length 
(TN -  jTj)/!c 11 (TN. +IATI) 	 (6) 
are also known to be Universal and can be obtained using. renormal-
isation group calculations  
Systems may possess different critical exponents in different 
range8 of the reduced temperature with a region between in which 
the critical exponents are uncertain 6,7 	The change from one 
set of exponents to another need not necessarily be well behaved. 
Riedel has shown that MnP2 crosses over from a system in which 
the exponents should be those of an isotropic system, to one at 
small values of the reduced temperature in which the exponents 
should be those of an anisotropic system. The cross over takes 
place at a reduced temperature t00 approximately given by 
K11(t0) = K(o) 	 (7) 
where these are the inverse correlation lengths of the divergent 
parallel and non-divergent perpendicular fluctuations. 
Interest, has also centred on the effects of annealed and 
quenched 10-12 disorder on the critical, behaviour of the systems. 
A heuristic argument by Harris 13  shows that we might expect to find 
altered critical behaviour in a quenched impurity system if the 
specific, heat exponent (c<) in the pure system is positive. Renor-
malisation group results 10-12  support this view. 
Our current problem is, what happens to the critical exponents 
of MnF2 when 3 of the manganese ions are randomly replaced by non-
magnetic zinc ions. In the remainder of this chapter we look at the 
theoretical predictions and make a comparison of our neutron scattering 
results with those found in the pure system MnF2. 
-98- 
Vi. 2 DILUTION - TiE T1ORETICAL VDWPOINT 
A dilute system is expected to behave like an ensemble of systems 
with a distribution of transition temperatures resulting from fluct-. 
uations in the concentration of defect ions. Using an ising model, 
13 has shown that the transition temperature reduces in prop-. Harris 
ortion to the concentration of defects until no transition occurs 
when the concentration of defects béôómes greater than "700/,. 
Experimental verification of the proportionality cornea from measure-. 
ments on CoF21ZnF2 mixtures 17 
Harris 13 has looked more closely at the problem which might arise 
from the random fluctuations in the concentration of defect ions. 
This problem is in addition to any "chemicai variation in the con- 
centration arising from non isotropic growth of the crystal - normally 
one hopes that the growth is isotropic. 
Many of the critical properties of magnetic transitions can be 
expressed as a power law in the reduced temperature. For exaznie, 
the distance over which spins are expected to be correlated is given 
by an expression for the correlation length of the fon 
-y 
3 	ltJ 	 (8) 
In a dilute system the reduced temperature is uncertain due tà the 
spread In the values of the transition temperature for different 
correlated regions. The system can be divided into regions having 
d spins; where d, the dimensionality of our system, is 3. On 




missing interactions with a deviation 
(10) 
- 99 - 
in the number of missing interactions. It follows that the variation 
in the concentration found in any volume element will vary by 
dd Ac . [c(i c)]+/.  
The linear relationship between TN  and c gives the condition that the 







for all t. Substitution of equations 8 and U into equation 12 
shows that self óonaistency is entirely governed by the exponents 
such that the condition. 
(13) 
ensures a sharp transition, where o< is the specific heat exponent. 
From the heuristic approach of Harris 13  outlined above the system 
.win appear to have a sharp or smooth transition according to how 
quickly the regions of correlation develop in relation to approaching 
the transition temperature. If the increase in volume is faster than 
a certain rate; in a 3-dimensional system the rate being determined 
by the exponent ' > 	the transition should appear smooth and the 
critical, exponents are expected to be unchanged. On the other hand 
if' < 	the transition may be smeared or the critical exponents 
may be altered. . 	. . 	 . 	. 
More recent renormalisation group studies 10-12 confirm the import-
ance of the specific heat condition on the behaviour of disordered 
systems. When c&. is posItive, new values of the crltical exponents 
have been obtained. Grinstein and Luther 12 point out that the new 
exponents are known only to o( , ') and the inclusion of further 
terms in the E -expansion may reduce the differences between the 	. 
exponents in the pure and disordered systems. The prevailing theor- 
• 	 -100- 
etical viewpoint 	is that transitions are not expected to be 
rounded; but.in all cases a stable fixed point with new critical 
exponents øhöuld (eventually) always be found. The rounding found 
• 	in experiments on disordered systems is then 	explained as a 
• 
	
	chemical smearing of the transition temperature arising from gradients 
in the concentration of defects throughout the crystal. 
Vi • 3 EXPERIMENTAL APPARATUS 
The 11n0 68Zn0 32F2 crystal was relatively •unshaped and had a 
volume of '\i cm3 . It was mounted in a variable temperature cryoatat 
with the [o 1 01 axis vertical on a triple axis spectrometer at 
Risl. For the experiments reported in this chapter the speàtrometers 
- TAS 6 and TAS 3 - were operated in a two axis spectrometer mode. 
A number of scans were made through (o 0 1) and (1 0 o) both in the 
[1 0 0] and [o 0 i] directions at a series of temperatures around 
the transition temperature. 
The scans in the [1 0 0] direction through (0 0 1) were made on 
TAS 6. The temperature could be measured to an accuracy of 100 inK 
with similar stability. The remaining scans were made on TAS 3 
with the temperature measurement improved to + 10 inK and the atability 
over a. scan of il or 21 points was 	30 inK. The scans were àonfined 
to a distance of 0.2 reduced wavevector in both directions. The 
conditions in all the experiments were similar. An incident neutron 
wavevector of 2.636 t (14.38 meV) was obtained using a graphite 
inonochrornator. The two axis. resolution function was measured using 
the long range order at (1 0 0) at low temperatures; and also at 
high temperature at (0 0 1)using second order neutrons. These 
resolution. functions were compared with those based on calculations 
18 made using the method of MØller and Nielsen 	, and with slight 
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alterations we obtained the following effective collimations from 
the reactor to the detector - 42 mm, 33 min and 31 min and the 
mosaic spread of the monochromator was estimated to be 24 mm. 
These gave the foUowing semi-axis for the resolution function 
( in r' . 
	
MAJOR 	MINOR 	VE1fICAL 
(1 0 0) 	0.0142 	0.0033 	 0.0367 	 (14) 
(0 0 1) 	000175 	0.0043 	060368 	 (15) 
Some masking of the collimation tubes using cadmium was required to 
obtain the figures shoin for the vertical resolution. These were 
obtained by tilting the crystal through the reciprocal lattice point. 
Second order contaminant in the incident neutron beam was reduced 
by means of 5 cm of pyrolytic graphite placed before the sample. 
The filter was aligned by mini ml sing the neutron scattering from the 
sample when the spectrometer was set on (o 0 1). 
Vi, 4  NEUTRON SCkTTEFW'TG CROSS SCTI0N 
Van Hove 19  gives the neutron scattering cross section for scatter-
ing from magnetic systems as 
= N 	
( '2 : ) 	
11)2 exp( -2W() ) 
x ab -QaQb 3ab (g, w) 	 (16) 
there F(s) is the magnetic form factor which decreases rapidly with 
increasing wavevector transfer. The response function ) j 
the Fourier transform of the spin pair correlation function 
co 
Sab(,W) 7=dt exp( i(9.-wt) ) < s( 0) s( t)> (17) 
-00 
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The response function may be divided into two parts, the first of 
which gives the long range order part of the response. If the quant-. 
isation axis is chosen to be parallel to z, the mean direction of the 
spins, we find 
Qagg 	
F()l 2 JFM()1 2(S>2 	(') (1C) 2) 	(18) 
is the magnetic ithit cell structure factor which in the rutile 
structure is 
FMQQ) (1 - exp( i7T(t1 + t2 +t3) 	 (19) 
where 
= 27t (t1,t2,t3) 	 (20) 
The structure factor is non zero if (t1 + t2 + t3) is an odd integer. 
We might expect to find purely magnetic Bragg scattering at reciprocal 
lattice points such as 
(Ho O),(H 02) 	;. Hodd 	 (21) 
(ooL), (20L) 	; Lodd 	 (22) 
However the last term in the scattering formula (eq. 18) provides an 
additional factor varying between zero for '? along [ 0 0 i] to unity 
for ' perpendicular to { 0 0 17 . Therefore reflections such as 
(0 0 1) and (o 0 3) are absent and (1 0 2) and (2 0 1) are weaker than 
might otherwise be expected. 
The magnetic scattering at the Bragg points is proportional to the 
square of the (staggered) magnetisation. Neutron scattering allows 
us to make a direct measurement of the long range ordering of the spins 
in (anti-) ferromagnetic systems. Above the •Ne1 temperature, there 
is no ordering; below the transition temperature the magnetic Bragg 
scattering is expected to Increase as t 2 P where /3, the exponent of 
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the order paranieter, varies between .0.33 and 0,37 in 3-dimensinnal 
systems. 	 . 
Results of measurements of the scattered intensity at (1 0 0),' 
(300) and (2 0 1) indicated that the results were unreliable because 
of the presence of extinction. 
Using the fluctuation-dissipation theorem, the response function 
can be related to the susceptibility. . 
Sak,W) = Sgg(W) + 
	 ) 
(g1)t%() F(,w) (23) 
For convenience, the susceptibility has been written as the product 
of a purely wavevector dependent susceptibility Xab()  and a spectral. 
shape function Fat(,W). The latter 18 chosen so as to satisfy the 
condition 	 . . 	 . 	 . 	. 
00 
j
Fab(,w) dW = 1 	 () 
The spectral shape function has sometimes been assumed to be approx-
imately a Lorentzian 141 . 	 . 	.. 
r(,T) 
F(,w) = 	
2 	2 	 (25) 
cut off at some frequency U)m•  The frequency CA3m being chosen to 
compensate for the Lorentzian having the incorrect form of higher 
moments 0 Tucciarone et 	show that a Lorentzian becomes a very 
poor approximation at large values of qJIK in RbMnF3 where 1< is the 
inverse correlation length. Marshall and Lovesey 	discuss several 
semi-empirical alternatives to a Lorentzian. . 	. 
Since our main interest . is in the 'wavevector dependent susceptIbility, 
we adopt an experimental approach. in which the frequenày Integration is 
automaticafly performed over the spectral weight function. Tucciarone 
20 - .et.al, outline the conditlonsunder which a two axis spectrometer 
may be used to perform this integration. .. The problem involved in using . 
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• two 8xis spectrometer becomes apparent when we consider that the 
wávevector transfer and energy transfer, are correlated through 
	
(w) 	12 (Iis1)2 	2muJ )+ 	 () 
A. 
where k2 is a unit vector in the direction of the scattered neutrons. 
This is illustrated in Figure 1. 	 . 
One of the requirements is that 	. 	. 
(o) = 	+ 	' . " ( 27) 
or in effect that the inelasticity is much smaller' than the neutron 
• 	energy ' 
(28) 
2m 	. 
A further requirement is that the Bose-Einstein factor is approx-
imate].y unity for all energies at which there is appreciable scattering. 
The effect of this term is reduced by a partial cancelling out of the 
energy gain and energy loss terms. 	 • 
• In this chapter we shall assume that any inelasticity can be 
ignored. As a justification, we note that the scattering observed 
at (J 0 11) differs only slightly from that observed at (t'1 0 -Jg). 
Trial inelasticity corrections. show that if the inelasticity is sign!-
ficant we would expect notIceable asymmetries in the scans perpendic- 
• ular to the scattering vector. The• effect of inelasticity corrections 
is expected to be smaller on scans parallel' to the scattering vector - 
in the El 0 oJ direction through, (1 0 0) and in the [o o.iJ direction 
• • 	. 	through (0 0 1). 	• 	• •• 	• 	. • 	, 	• 	. 
The main effect of inelasticity ifl the scattering iS to alter the 
critical amplitudes rather than the ratios between the amplitude terms 
or the critical exponents. 
FIGURE 1. 
In an experiment on a two 'axis, spectrometer , both the magnitude 
and direction of k and '?' are specified. The direction of the 
vector k is specified by the" setting of the instrument but its 
magnitude depends on the energy transfer. If we allow I k21 = 1 
we can obtain 	the scattering vector for elastic scattering. ' The ' 
Inelastic neutron scattering is detected at a different wavevector 
transfer given  
* 	' 
- 	= i '2(i1I; 	
1JW1) 
 







I 	 - 	 - 	 - 
W, 
In the quasi-elastic approximation, the scattering deteOtéd in an 
experiment on a two axis spectrometer becomes 
	
o kT F()) 2 (1 +()2)XXX()  + (1 - ()2) ZZZ() 	(29) dA 
where the cross terms in a and b are sufficiently sinai]. and can be 
ignored. The form of the equation allows us to select out the purely 
transverse (xx) Ooinponcnt by measuring the scattering close to for.  
example (0 0 i). Near. (1 0 0) we Obtain a known mixture of the 
transverse component and the longitudinal (zz) component 0 .. 
Fisher and Burford 	have shown that the .wavevector dependent 
susceptibility has a functional dependence. like 
A,(T) 	I 	2 
X 	(,T) 	 I . 	(30). II,-'- LX 1(T) +q2 J 
where A. 1 (T) is a relatively slowly varving function of temperature 
and (T) . is the inverse correlation length. In a. .non isotropic. 
system, following Moriya 23,  we adopt 
(31) 
where the q are in 	The contours Of equal susceptibility are 
therefore expected to fail. on ellisoids with a minor to major ratio 
of = 0,68. Dietrich 	verified that this is a valid approximation 
in MnF2. In the Ornstein-Zérnike approximation 	= 0 but the appli- 
cation of series expansion. or renormalisation group methods suggests 
that 0.02 	, 0.06 with the more . recent renormalisation group 
• 	estimates favouring the lower value. 	 •. 	 . 
For the purposes of our experiment we can replace equation 30by 
Aj(T) 
(g,T) = 	 : 	(32) 
11,1. 	K2 (T) + q2 
06, 
	
with the effects of the exponent 	being absorbed into the scale. 
faotor A 11 (T). 
Our main interest lies in the temperature. dependence of the variables 
as JtI = I(T TN),/rNl.-)O. In particular, there are four quantities 
associated with the divergent longitudinal fluctuations which can be 
expressed as.power laws in the reduced temperature 
+ 
+ 	 + 
= 1C ( .t  ) 	 (33) 
and 
+. 	 + 
+ 	 f(T) +. 
= 	
+ 	2./~ . 	
S( ' t ) 	() • 	
•••. 	(X()) 	. 
Similar relations can be given for the non divergent transverse 
fluótuations but only for T > TN.. Below  TN,  the transverse fluct-. 
•  uationa develop into spin waves. To measure the'temperature depend-
ence of these requires an inelastic neutron scattering experiment on 
a triple axie spectrometer. 
Application of the renormalisation group shows us that we might 
expect to find 
•V ,+ 
= 	~ + 	 • 	 () 
= 	 . 	 • 	 () 
and the static scaling relation 	
0 	 • 
which assumes that the term A(T). in equation 30 is constant over 
any range of values for which the critical exponents might be expected 
IN 
	
• to hold. 	S 	 • 
Other universal quantities we might expect to measure would be 
the ratios of. the critical amplitudes above and below the transition.. 
K. 	 (38) 
Vi. 5 EXPERIMENTAL PREAJvLE 
An estimate of the Nel temperature might be obtained from a 
measurement of the critical scattering close to the (1 0 0) reflection. 
In Figure 2 we show the scattered intensity at (1.05 0 o) and 
(1.10 0 0) as a function of temperature. The scattering at 
(1.05 0 0) is peaked at 38.85 + 0.15 K. Because of the form of the 
wavevector dependent susceptibility above and below the transition, at 
finite values of g = - , this gives a higher apparent transition 
than the real Nel temperature. This is particularly so if the 
• 	transition is suspected of being "chemicafly" ameared. 
Also shown in Figure 2 is the development of the long range order 
at (1 0 0). The long tail above the transition temperature is partly 
due to critical scattering. Some additional intensity results from 
higher order or multiple Bragg scattering of the incident neutron 
beam. On subtraction of the effects mentioned above, there stiU 
remains some localised temperature dependent scattering up to -'lO K 
above the transition. The variation of this scattering with temperature 
Is small and can probably be accounted, for by variations in the defect 







• 	Vi. 6 TRANSVERSE FLUCTUATIONS 
The transverse fluctuations may be measured close to (0 0 ].) 
without any contamination from the longitudinal fluctuationa. 'To 
• 	begin with, we assume that there is no• smearing of the transition 
temperature. The scattering cross section is then the convolution 
of the wavevector dependent susceptibility with the two axis resolution 
function. 	 .. 
dA 
	F( 	+ ) I 2 	+ 	T) R(a - ) d. : 	(39) 
iere X( + , T) is given by equation 32 and the resolution function 
- 	is a Gaussian in three dimension5.. The half height contour 
of the resolution function is the resolution ellipsoid with semi—axis 
given by-equation 15. The convolution was performed over a grid of 
1728 points covering two half—widths of the resolution function in all 
directions. 	 . 
The scattering cross section was sampled at 21 points on each scan. 
A number of representative scans are shown in Figure 3 for temperatures 
below and above the Ne1 temperature. Below the transition t the scat-
tering increases roughly proportional to temperature so that when kBT 
is divided out the, susceptibility. is fairly constant over a large temp.. 
erature range. Above the transition, the scattering and the suscept-. 
ibility decrease with temperature. 
The scans were least squares fitted with equation 39 to obtain • 
values of A(T), K1(T),and X(', T). In Figure 4:we show the 
values of J<1(T) obtained for scans through (0 0 1) parallel to [o 0 iZI 
and perpendicular to [o 0 1] . There is some difference between the 
results. The main difference is that K(T) on the scans parallel to 
[o 0 ij takes on slightly lower values than on the SCanS perpendicular 
to [o 0 1]. There area number of reasons why the results could differ0 
-109- 
We know that the form of q 2 (equation 31) is only an approximation. 
It remains sufficiently good for the unfolding of the instrumental 
resolution. Neglect of the inelasticity corrections may also intro-
duce differences between the measured inverse correlation lengths. 
Trial inclusions of such corrections show that the inverse correlation 
length will be smaller, with the main effect being on the scans perp.-
endicular to the 0 0 1] direction. 
The scans were made on different spectrometers so we have no guar-
antee that the backgrounds are matched - an inôreaae in the backgrund 
by 20% (about 10-15 counts) va±ied the values of K - and'' A by about 
—5% and -5% respectively. Some or all of these effects may combine 
to reduce the slight differences found between the parallel and perp-. 
endicular scans. 
Figure 4 also shOws values of 	for the scans parallel to [o 0 l 
The values for the scans perpendicular tO [0 0 ij showed the same 
functional dependence but a direct comparison on an absolute basis 
could not be made because of the differences caused by changing 
spectrometers. 
It should be pointed out that the values of 	obtained below the 
Nel temperature are not values of the transverse inverse correlation 
length but Al  and A" are just effective parameters which describe 
the obserced lineshape. 
Figure 5shows a log-log plot of the transverse susceptibility 
versus temperature for both sets of scans.. The temperatures have been 
measured using 37.0 K as a base. This is calculated as the temperature 
at which the transverse correktionswou1ddiverge based on the value. 
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FIGURE 5. 	 . . 
This shows the susceptibility for the transverse fluctuations 
forscans made in the [0 0 iJ. and Li 0 0] directions through 
(0 0 1). The plot islog-log using T1 = 37.0 K; TN = 38.6 K. 
A line at a slope, of -1.47 is the value obtained for - in pure 
15 'MnF2 . Under these constraints the results are obviously not 
consistent with a simple power law fit. 	. 	. 
U 
10 	I..  tO 0•1 I 	 . 
-no-. 
with TN taken as '.' 38 .6 K e A line is drawn with a slope of —1.47 
corresponding to the exponent . '' obtained for MnF2 . As T - TN, 
it can be seen that using these parameters our data is not consistent 
• 	with those obtained in the pure system. . A better fit .to the . data 
could be obtained by adopting a lower value for T. but in no case could 
a straight line be obtained mhich.,fitted all the data for T> TN. 
This is an indication that the transition temperature is smeared. 
It is the author's opinion that the addition of a term convoluting 
the transverse susceptibility with a smearing of the Ne1 temperature. 
would lead to no clarificationof the exponents' 	and. V 	The 
problem with trying this type of approach on the transverse data is 
that we have no means of knowing how the parameters above the transition 
temperature in an unsmeared transition transform over to the effective 
parameters below the transition. The convolution with the smearing 
of the transition teperature produces results which are highly correlated 
with the choice of the effeOtive parameters below the transition. 
V]... 7 LONGITUDINAL FLUCTUATIONS 
Unlike the transverse fluctuations, the longitudinal fluctuations 
cannot be measured on their own. However by making the measurements 
in.the vicinity of (1 0 0) we can detect a known, cOnvenient mixture 
of the longitudinal and transverse fluctuations. . The scattering cross 
section near (1 0 0), including,a convolution with the two a.a. resol-
ution function, becomes . 	. 	. . 	. 	. 
J T JF( 	 T) R—) d2 
+JkBT F( ' + 2)J 2 
	+ , T) R( - ) d 	 (41) 
where 	and.. X1 are of the form of equation 32 and R(g - ) is a 
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• resolution function, whose, resolution e].].ipsoid is defined by the 
parameters in equation 14. 
• The transverse fluctuations can be treated as a background which 
can be calculated from the values of A and K1 obtained in the 
'measurements near (0 0 1). If we. had a good knowledge of the mag-
netic form factor and a apherical or cylindrical crystal the contri-
bution from the transverse fluctuations could be calculated directly 
using these parameters. ' Since neither of these conditions is• really. 
met it is fortunate that we can calculate the contribution by another 
method. 	 • 	" ' 
• 	For' weakly anisotropic, systems we expect that the transverse and 
longitudinal fluctuations will behave similarly at large values of the 
reduced temperature . Thus 
(42) 
and also 	•. 	S 	 , 	 , 	 ' 
T 
A''—A' 	 3 
Applying this criterion to our high temperature data, we find that 
A(l 0 0) = o.%. ± 0.06 A(0 0 1) • 	(44) 
The transverse fluctuations can then be -treated as a conventional 
• background - subtracted off along with the incoherent scattering. 
Figure 6 shows some raw neutron groups for. scans in the CO  0 11 
direction through (10 0). The scattering is noticeably different 
• • from that found for the pure transverse fluctuations measured in the 
• • • scans through (0 0 1) (Figure 3). The scattering 'is intense at small 
wavevector near the transition temperature and falls' 'away rapidly in 
• 	 ; 	 ' 	 • 	 • 	 • 
- U2 - 
(a, ItI) parwneter space. We would have expected that by diagrams 
E and F all the long range order component at = 0 would. have dis-
appeared. What remains could be attributable to crystallitea. of 
14n/ZnF2  on the surface of the crystal which have a lower concentration. 
of zinc. 
In Figures 7 and. 8. we show values of the inverse correlation length 
(closed circles) and susceptibility (open circles), obtained for the 
longitudinal fluctuations above and below the' Nel temperature. From 
later calculations TN is taken to be 38.62 K. The vertical bars 
shown on Figure 7 show the effects of varying the contribution to the 
scattering of the transverse fluctuations by 10% (about twice the 
amount we believe to be our uncertainty as given by equation 44). 
Since at small values of the reduced temperature, in both the 
Figures for the data above and below the Ne1 temperature, the sus-
ceptibility is smaller than anticipated and the inverse correlation 
length is bigger than anticipated, this indicates that the transition 
is probably smeared. . Unfortunately we know of no way of measuring, 
the concentration of zinc in Mn/ZnF2 to a sufficient accuracy to be 
able to determine . a profile for the smearing of the transition temp- 
'erature in a crystal with long, range fluctuations in the concentration. 
We have chosen to . use a Gaussian spread in the transition for no reason 
other than that jt.js a well behaved function. One could viauálise 
several simple plausible alternatives such as a square wave pulse or 
a wedge shape brought on by a simple one dimensional gradient through 
the crystal - one can also visualise a multitude of other less agree-
able alternatives. 	. 	. 	 . . 
Having conceded that the cryata]. is chemical].y smeared, the intro-
duction of a Gaussian spread in the transition temperature tends to 
over parameterise the fits to the data. The form of the scattering 
cross section we use is 	.. 	•'. ' ' 
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Jf p JF( + a)12 	, T, TN) G(TN) R( - 2.) d dTN 
•+ J 	F( 	a)I 2 X(+.T) R(-.;) da 	. (47) 
The parameters A'1 and K obtained from the (0 0 1) data without 
any smearing are then carried over and used as effective parameters 
to describe the transverse fluctuations near (1.0 0). The trari-
aition temperatures are given a weighting. 	. 
-. 	 . 	
. 	 - T1 	2 
G(TN) = G exp( -ln( 2.) (_
NO 	 (48) 4 T N .  
where TNO  is the best estimate of the N6e1 temperature and the smearing 
in the transition temperature is given by a Gaussian of width 2LITN . 
The susceptibility now depends explicitly on TN. 
A' (T,T ) 
+ a T,  TN) 	. . 	N . 	.,. 	(49) 
K
It
2 (T,TN) + q2 	 . 
 -
If the smearing in the transition temperature is sufficiently small, 
the parameter A1 (T,PN) 	A' 1 (T) is effectively constant over the region 
of integration.  
TN - 24TN < T 0 < TN + 2 TN (50) 
The main variation caused by the snearing can then be introduced 
through a variation in the inverse correlation length. 
+ 
+ 	T . _(TN_T ) 
- (T,TN) = 	
NO  
I (TN 
The introduction of a smearing in the transition temperature can 
then be seen to be equivalent to replacing X (7 + .a T) in 
-114-. 
equatIon 41 by 
A, (T). 
	
/ 	 G exp( -ln( 2 ) 
2 	2 
.J /(, (T,TN)+ q 




) dT1, (52) 
There are several problems with this approach. We have to guass values 
of T,  AT1 , V ' , V, K/1C and A/A7 to be inserted into equations 
51 and 52. "The resulting values of /<'(T,TNO) and %(2',T,TNo) 
can then be fitted to .a power law in the reduced temperature with 
TN0 held fixed. This provides us with a new set of values for 
'' Kiç and 	iç. This is obviously very wasteful on comput- 
ing time since these variables are also highly correlated with the 
choice of TNO  and LTN. One can only proceed by trial and error 
with no guarantee that convergence, to a consistent solution can be 
obtained.. 
However we can adopt a second atproach which is to fit equation 41 
to all the data at once in which case we can let many more parameters 
vary. Replacing X ( ' 	+ 	, T) by 
r 	A' 11 (T) 	2 	 T 	T 	2 
JT 2 	2 	exp( —ln( 2) (_N 
NO 
(53) 
Jç (T,T). + q , 	 , 	N 
we can obtain convergent solutions by varying A , A /A , 11 2 
, T 0and ATN  whilst fixi 	= V and 	= 	(from 
scaling) at a number of trial values. We can also look at the effects 
of varying A (10 O)/A (o 01). All the estimates of the errori 
in our results are based on values obtained in these fits. Generally 
the largest uncertainty arises from the uncertainty in the value 
of A (1 0 O)/A' (0 0 1) and we have transformed our uncertainty in 
this quantity into an uncertainty in the other parameters. 
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Hence we obtain the results: 
	
Ne1 temperature 	 TNO = '38.62 + 0.05 K 	(54) 
"Gausèian' smearing 	'1TN 	0.52+0.05 1 ' 	' 	(55)' 
Fixing these values we can return to the first method we described 
and varying A'/A'J, K/c,V 	we obtain .fairiy consistent results. 
These are.the' susceptibility (crosses ) and inverse correlation length 
( open triangles ) which are shàwn in Figures 7 and 8. We find that. 
it is necessary to slightly break the condition V=V to obtain 
consistency. This is probably not significant since we have rather 
too few scans below the transition temperature and the uncertainty 
in the background becomea more important for these scans. 	. 
Best straight lines through the data are then obtained with the 
following values . for the inverse correlation length ( with TNO 38.62 K 
and TN = 0.52 held .fi*ed') 	. . 	. 
= 0.63 + 0.05 	 (56) 
0.38 + 0.05 	 .. . (57) 
= 0.68 + 0.15 	 (58) 
K - = 0.66+ 0.15 	 () 
'Since the condition 	
= 	
is not met exactly, although, the 
results are still consistent with this reu1t, the quantity 
can no longer be regarded as universal. However applying the 
constraint . = y and varying V and A (1 ,0 0)/Al  (o 0 1) in  
a reasonable manner we obtain the result' 	 ,. . 	 . 
1C 	 . 	. 	. 
= 1.55 + 0.15 . 	. (60) 
K 	 - 
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FIGURE 7.. 
The Inverse correlation length and susceptibility of the long-
Itudinál fluctuations (T • > TNO) measured from scans in the 1 0 o] 
direction through (1 0 0). The closed and open àircles are the 
values obtained without any smearing of the transition temperature 
• 	= 38.62 K). Using a further convolution of the scattering 
• function with a Gaussian spread in the transition temperature of 
half width 0.52K, the values shown with open triangles and crosses 
are obtained (only shownwhere they noticeably differ from the. 
unameared values). The vertical bars are uncertainties brought 
about by an uncertainty in what to subtract for the transverse 





The inverse correlation length and susceptibility of the long-
Itudinal fluctuations (T <;TNO) measured from scans In the [1 0 01 
direction through (1 0 0). The closed and open circles are the 
values obtained without any smearing, of the transition temperature 
(TNO = 38.62 K). Using a fui'ther convolution of the scattering 
function with a Gaussian spread in the transition temperature of 
half width 0.52 K the values shown with open triangles and crosses 
are obtained (only shown where they noticeably differ from the un-
smeared value 3). 
0.• I 	 to 
TN_T ( O K) 
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• 	
= 1.25+0.15 	 (61). 
S = 3.7 + 0.5 	 (62) 
• 	 -•• 1.31.025- 	 •• 	•• 	(63) 
- S7 	1.4+0.3 	 (64) 
+ 	-  
Applying the 	
+ 
constraint V = ) and ' = <,, we obtain the universal 
II Pt 
ratio 	. 
2.5 + 0.5 	 . 	 (65). 
37; 	- 
V].. 8 CONCLUSIONS 
We have performed a neutron scattering experiment on the random 
antiferromagnetic systemMnZ 03 P2 	Values of the ausceptib- 
i].ity and inverse correlation length, derived assuming the transition 
to be sharpi are not consistent with power law fits in the reduced 
temperature. indicating that the transitIon is smeared. We have 
proceeded on the assumption that the apparent smearing of the tran-. 
sition temperature is due to macroscopic variations in the concentra-
tion of zinc ions. . Unfortunately we are only able to guess at the 
form of the macroscopic fluctuations .n the concentration. We have 
employed a Gaussian spread in the transition temperature to obtain 
the exponents for the longitudinal fluctuations.. . 	. 	. .. 
Our results may be compared to the.results 16  of the pure system, 
ihich in turn appears to be consistent with the exponents for 
the 3 dimensional Ising model. 	 . • 	• 	• 
v = 	= 0.63 	 '• 	 (66) 
• 	• 	 . 	=' 	= 1.25 	• 	• 	. . 	• . 	. • (67) 
• 	. •. 	. II•. II • • 
12 Recent renormalisation group calculations 	show that we might 
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= 	•= 1.17 	 . 	(6) 
• Further terms in the E -expansion may alter the exponents slightly, 
brirging them closer to those in the pure Ising model.. It there-
fore appears that our results are consistent with both these models.. 
It. should be pointed out that the cross-over from the system with 
pure Ising model .exponents to one with the .( d = 3 ; n = 1) disordered 
type exponents is expected at quite small values of the reduced temp- 
erature 12 
Again we may compare, our values of K71 1c and S /37 with those 
predicted for the Thing mode]. 
= 1.9 	 (70) 
—'i- =4.8 	' 	 (71) s_ 
Ii 
The values we obtain do not appear to be really consistent with 
those values — so far as the author Is aware, no estimates for 
these critical ratiós.have been derived for the disordered ( d = 3 ; 
n = 1 ) system. If the ratios in this system are sufficiently 
different, this could provide a better method of testing for the 
predicted behaviour. 
In conclusion, we have shown that the exponents in our disordered 
system are not inconsistent with those found in the pure system and 
the errors in our values are su.fflciently large that the exponents 
are also consistent with the predictions for the ( d = 3 ; n = 1 ) 
disordered system. 	• 	• 	 • 
- 	
-U8- 
The values of the parameters are perhaps embarrassingly close to 
those found in the pure system considering the errors with which we 
quote the results. These we hope take into account the uncertainties 
brought about by the necessary inclusion of constraints. In parti-
cular the first method of fitting requires input of some of the para-. 
meters which are then compared with the output parameters. . The 
new parameters are then reinserted into, the program in an attempt 
to obtain consistency. There is no unique choice of parameters which 
can be selected from the output values, so it may well be that the 
choice is such that the type of exponents one is looking for are 
probably more likely to turn up in the highly parameterised fits. 
Never-the-less we believe that if different options were chosen at 
• . the stages towards a solution, the results would almost certainly have 
fallen, within our quoted error limits. 
A large part of the problem in analysing the Mn/ZF 2 data is In 
making the choice of A(l 0 0)/Al  (0 0 1) to whiàh the results are 
• particularly sensitive. To some extent the ratio depends on whether 
we believe the difference in the E 0 0.1] and [i 0 oJ scans through 
(0 0 . 1) is the result of the form of q2 or is caused by the neglect . 
of the inelasticity corrections. In. hindsight to test for the 
predictions of the ( ci = 3 ; n = 1 ) disordered model one should have 
chosen to use neutrons Of higher incidentenergy. Chosing a system 
with a higher transition temperature would allay doubts about replacing 
the Bose-Einstein population factor by unity. The best solution, to 
reduce uncertainties in the exponents, is to chose a system in,which 
the transverse fluctuations are small, as would be the case for 
Co/ZnF2 mixtures where because of the large anisotropy one would not 
need to worry about the factor A1 (1 0 0)/A(0 0.1). 	• 
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Line Shape of the Magnetic Excitations in Substitutionally Disordered Antiferromagnets 
0. W. Dietrich 
Brookhaven National Laboratory, * Upton, New York 11973, and 
Thinish Atomic Energy Commission Research Establishment, Risd, Denmark 
and 
G. Meyer and R. A. Cowley 
Department of Physics, University of Edinburgh, Edinburgh, Scotland 
and 
G. Shirane 
Brookahven National Laboratory, * Upton, New York 11973 
(Received 6 October 1975) 
The neutron scattering from the magnetic excitations in the substitutionally disordered 
antiferromagnet, Mn 0 68 Zn0 32 F2 , has been measured. The results show structure in the 
line shape which is similar to that predicted by some of the calculations based on the co-
herent-potential approximation and to that obtained in recent computer simulations. 
The magnetic excitations in dilute antiferro-
magnets are ideal systems with which to test the 
predictions of theories for the excitations in dis-
ordered systems, because they may be studied 
in detail with neutron inelastic scattering tech-
niques. The coherent-potential approximation 
(CPA) has been applied to these systems in sev-
eral different ways. In the approach adopted by 
Buyers, Pepper, and Elliott,' each magnetic ion 
is treated as having an Ising energy determined 
by the number of neighboring magnetic ions, and 
the single-site CPA is used to evaluate the scat-
tering of the excitations from these different en-
- ergy levels. The line shape of the neutron scat- 
tering is then calculated and has considerable 
structure corresponding to these different pos-
sible single-ion energies. Similar structure has 
also been found in computer simulations of these 
systems. 2 In another approach 3 ' each magnetic 
ion is treated equivalently and the calculated line 
shape is smooth. Earlier experiments on these 
systems58 have had insufficient experimental 
resolution to observe the fine structure and hence 
have been unable to distingnish clearly between 
these two theoretical predictions. In this Letter, 
we report on measurements with considerably 
improved experimental resolution which has en-
abled us to observe fine structure in the line 
1735 
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shapes. 
We used a single crystal of Mn, Zn F2 with 
c = 0.32± 0.02, which was the same as that used 
in earlier low-resolution measurements, 9 and 
which has an antiferromagnetic ordering temper-
ature of 38.7± 0.3 K. The experiments were per-
formed at 6 K with triple-axis crystal spectrom-
eters on the cold source of the DR3 reactor at 
Ris3 and on the high-flux beam reactor at Brook-
haven. All of the experiments were performed 
with pyrolytic graphite crystals as both mono-
chromator and analyzer. In the experiments at 
Rise the scattered-neutron energy was held fixed 
at either 3.5 meV, configuration A, or 5.0 meV, 
configuration B, while in the experiments at 
Brookhaven, either the scattered-neutron energy 
was held fixed at 4.5 meV, configuration C, or 
the inc ident- neutron energy fixed at 13.97 meV, 
configuration D. In configurations A—C, a beryl-
lium filter was placed between the specimen and 
analyzer to eliminate neutrons which might be re-
flected by the higher-order planes of the analyz-
er, and a correction applied to the results to 
compensate for the effect on the monitor in the 
incident neutron beam of higher-order contami-
nant neutrons from the monochromator. In con-
figuration D, a tuned pyrolytic graphite filter was 
used to eliminate higher-order contaminant neu-
trons from the monochromator and a correction 
applied for the varying analyzer efficiency across 
the distribution. 
Results for the [1001 and [ooil zone-boundary 
excitations are shown in Fig. 1 for a variety of 
different experimental arrangements. On each 
scan the experimental resolution (full width at 
half-maximum) is indicated for some typical en-
ergies, while below the distributions are shown 
a set of equally spaced arrows corresponding to 
the approximate positions of the fine structure. 
The results for the [ooil zone boundary per-
formed with configurations C and D are in very 
reasonable agreement with each other except that 
there is some excess intensity for energy trans-
fers of about 1.5 meV. There is considerable ad-
ditional scattering at low energies in configura-
tionA but the origin of this is unknown. Despite 
these discrepancies, we believe these results 
provide definite evidence for structure at ener-
gy transfers of 6.0, 5.3, and 4.5 meV and a sug-
gestion of structure at 3.9 meV. 
The results for the 11001 zone boundary are all 
in reasonable accord with one another except that 
there is excess intensity at energy transfers of 
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FIG. 1. Neutron scattering distributions from the 
[100] and [001] zone-boundary excitations in Mn 068-
Zn0 32 F2 . The horizontal bars give the experimental 
resolution for the various different experimental con-
figurations described in the text. The vertical arrows 
denote the approximate positions of the fine structure. 
the other results. These results provide evi-
dence for structure at energy transfers of 4.0 
and 4.7 meV and suggest that there is also slight 
structure at 3.3 and 5.4 meV. 
In Fig. 2, we compare the distribution shown 
at the bottom of Fig. 1 with various theoretical 
calculations. The calculations labeled BPE are 
the results of the theory developed by Buyers, 
Pepper, and Elliott' in which each magnetic ion 
has an energy determined by the number of neigh-
boring magnetic ions, and the single-site CPA is 
used to evaluate the scattering of the excitations 
by these different energies. The transverse parts 
of the exchange interactions are included approx-
imately as suggested by Buyers, Pepper, and 
Elliott and the excitations are kept off the non-
magnetic sites by placing a large repulsive po-
tential on them. Other variants of this type of 
theory' ° give very similar results for the zone 
boundaries. In the calculations it is necessary to 
add an imaginary part, €, to the energy to ob-
tain convergence, but the larger € is, the less 
structure there is in the results. In our calcula-
tions, we put € =0.2 meV for which convergence 
could be obtained although considerably more 
1736 
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FIG. 2. Neutron scattering distributions from the 
magnetic excitations in Mn 0 68 Zu0 32 F2 compared with 
the predictions of the theories of Buyers, Pepper, and 
Elliott (Ref. 1) and of Holcomb (Ref. 4) and with compu-
ter simulations of Holcomb and Harris (Ref. 2). 
slowly than for c =0.3 meV. The results were 
convoluted with the experimental resolution, 
scaled, and a constant background added before 
comparison with the experimental results. Fig-
ure 2 shows that the structure in the theory is 
very similar in magnitude to that observed ex-
perimentally. The positions of the peaks do not 
exactly agree but this might be accounted for by 
a change in the exchange constants due to a lat-
tice parameter change. The theory fails to ac-
count adequately for the low-energy-transfer side 
of the distributions. This discrepancy was ap-
parent in the earlier low-resolution measure-
ments9 and is a definite discrepancy between the 
theory and experiment. 
The CPA has also been applied to this system 
by Holcomb.4 In his approach, the transverse 
part of the exchange interactions is included 
more satisfactorily than in the other develop-
ment but at the expense of treating all the mag-
netic ions equivalently. His theory when con-
voluted with the experimental resolution gives an 
excellent account of the low-frequency side of 
the peak but fails to account for the structure or 
shape of the high-frequency side. 
A computer simulation of this system has been 
performed by Holcomb and Harris 2 using an ar-
ray of 8192 sites. Their calculations for c = 0.35 
were convoluted with the experimental resolution  
functions, and are shown in Fig. 2. At least some 
of the discrepancy in overall position arises from 
their use of a slightly larger concentration, 0.35, 
of empty sites than was present in our specimen, 
0.32. Their calculations do seem to predict some-
what more structure than was observed. in part, 
this may arise, as the authors remark, from 
their neglect of the weak neare st- neighbor ferro-
magnetic exchange interactions. These interac - 
tions were included at least approximately 8 in 
the two CPA calculations described above. 
In conclusion, the line shape of the zone-bound-
ary excitations in a specimen of Mn 0 , 68Zn0•32 F2 
have been studied with high-resolution neutron 
inelastic scattering techniques. The results show 
that the line shapes are not smooth but have struc-
ture very similar to that predicted by the CPA 
theory of Buyers, Pepper, and Elliott' and by 
computer simulations. 2 We understand that sim-
ilar results have been obtained with a crystal of 
Mn025 Zn075 F2 by Buyers, Holden, and Svensson." 
These results then show that the effect of the dif-
fering environments in modifying the Ising ener- 
gy of the different magnetic ions must be an es-
sential aspect of a successful theory of these 
systems. 
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some of the calculations. Financial support was 
provided by the Science Research Council to en-
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THE DEBYE-WALLER FACTOR AND STRUCTURAL PHASE 
TRANSITIONS 
G. M. MEYER and R. A. COWLEY 
Department of Physics, University of Edinburgh, Mayfield Road, Edinburgh, Scotland 
(Received May 2, 1975) 
As continuous structural phase transitions are approached, an increase in both the Debye-Waller factor and the nuclear 
quadrupole coupling coefficient is predicted. The behaviour of these is dependent upon the nature of the fluctuations 
associated with the structural phase transition. In particular in umaxial ferroelectrics the macroscopic electric field 
suppresses some of the fluctuations so that the Debye-Waller factor has a form different from that at other phase 
transitions. It is shown that the predicted form for uniaxial ferroelectrics is consistent with the observed temperature 
dependence of the quadrupole resonance in CsDA when reasonable values are used for the parameters in the theory. 
At other phase transitions the measurement of the Debye-Waller factor would enable the critical exponent, y, to be 
determined and compared with the various predictions of renormalization group theory. 
INTRODUCTION 
In recent years there has been considerable interest in 
the understanding of critical phenomena occurring at 
structural phase transitions. Unfortunately many of 
the experiments in this field are difficult, time con-
suming and possible only when large single crystals 
are available. The Debye-Waller factor does not pro-
vide nearly such detailed information about the 
critical fluctuations as many other quantities, but it 
has the advantage that it can be measured readily by 
x-ray diffraction, neutron diffraction or Mossbauer 
spectroscopy and a closely related quantity can be 
measured by magnetic resonance techniques. In this 
paper we discuss the effect on the Debye-Waller 
factor of the critical fluctuations occurring close to a 
structural phase transition, and suggest that some 
interesting information can be obtained by measuring 
it. 
The behaviour of the Debye-Waller factor close to 
structural phase transitions has been discussed pre-
viously by several authors.' 4 It is appropriate, how-
ever, to re-examine the topic partly because of the 
variety of results obtained by these authors, but also 
because of the recent advances made as a result of 
applying renormalization group theory to these tran-
sitions. 5 In particular these results have emphasized 
that the critical fluctuations are dependent upon the 
degeneracy of the fluctuations and whether or not 
the transition is to a ferroelectric phase. 
The Debye-Waller factor of an atom of type K in 
the lth unit cell is given by 
Wcyj, = (Ua(1K)Up(1K)), 
479 
where U(1K) is the displacement vector of the atom. 
It is.usually more convenient to rewrite the displace-
ment in terms of the frequencies o(qj) and eigen-




Wa13 = 2NMK qj 	(qj) 
where n(qj) is the Bose-Einstein occupation number 
of the normal mode. In an anharmonic crystal the 
leading corrections to this expression are obtained by 
replacing the harmonic frequencies by the renormalized 
frequencies which include the effects of the anharmon-
icity. 6 
Structural phase transitions may frequently be treated 
as instabilities of the crystal against particular normal 
modes of vibration. It is convenient to divide W into 
two terms; a part which is regular at the phase tran-
sition and a part which is singular and which arises 
from those terms in Eq. (1) for which the mode (cij) 
is a temperature dependent mode associated with the 
phase transition. These modes are then expected to 
have a low frequency compared with k8 T/h so that 
the Dehye-Waller factor becomes 
TI 	- r,R 	1S rv - rv + 
where at high temperatures W 13 is proportional to 
temperature and 
S 
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and the summation is only over the temperature 
dependent modes and the Qp are temperature inde-
pendent constants. 
Although Eq. (2) was obtained within the frame-
work of weakly anharmonic lattice dynamics, it is 
also applicable to order-disorder transitions if w(aj) 2 
is identified with the inverse of the static susceptibility 
for wavevector, q. 
The frequency of the nuclear quadrupole resonance 
is determined by the electric field gradient at the 
nucleus. The gradient may be expanded in terms of 
the normal mode displacements when their contribu-
tion to the gradient may be written 2 as 
v 	V3 	(2n(qj) + 1). 
In a similar way to the Debye-Waller factor this may 
be separated into a regular and singular part close to 
T and the latter written as 
part of the Debye-Waller factor is then proportional 
to 
S 
= i c i 
N5 f(qj)2 
where N5 is the number of temperature dependent 
modes in the summation. 
The expression for Y may be evaluated by conver-
ting the summation to an integral over all I q I <Q to 
give 
Qir 
kBT f5 wo 2 +B2 q 2 +C2 cos2 B - 
Q7 
f $ q 2 sin 0 dO dq 
00 
Now if X = BQ/w o then 
x 
	
v - 2kBT Vyp(q/) 	 3kB T'i 0 2 _____ 
- 	w(q/)2 Y = 	
3 c 5 tan [0 	+ X cep . qj 
In the remainder of this paper we discuss the form 
of W S and V at different phase transitions. The 
results are clearly dependent upon the form of w(qj) 2 
allowed by the symmetry of the crystal so that dif-
ferent results are obtained for different types of struc-
tural phase transitions. 
UNIAXIAL FERROELECTRICS 
Uniaxial ferroelectrics have a unique ferroelectric axis 
and consequently only one branch, j, which is anomal-
ously temperature dependent. For small wavevectors 
the eigenvector of these modes may be taken as inde-
pendent of wavevector, while the frequencies of the 
mode are given by 
c.(qj) 2 =w0 2 +B2 1q1 2 +C2 
I q 121  
where z is the ferroelect i-ic axis, and 	is the frequency 
of the transverse optic mode as q -* 0. As T- T, the 
transition temperature, wo - 0. The constant B deter-
mines the dispersion of the transverse optic mode. (In 
principle B could be different for wavevectors along 
the x, y and z directions, but such generality does not 
change the functional dependence of our results.) The 
constant C is determined by the strength of the macro-
scopic electric field of the crystal and is the charac-
teristic feature of uniaxial ferroelectrics. The singular 
(3) 
This result can only be further simplified if C > BQ 
and C>> coo when 
Y=31TkBT[VI1+X2±log(x+\/l +X2)] 
which close to T (BQ > w 0 ) gives 
37rkBT [
1 _ -- log ( 2B Q ) l 	 (4)02 2QBC 	B 2 Q2 	w0  
The first part of this expression is regular as T-* T. 
In uniaxial ferroelectrics o. 0 2 is both found experi-
mentally 7 and theoretically 8 to vary as T - TE . 
Consequently the singular part of Y varies as 
YSAT(T_ T) log(A'(T_ T a)), 
where A and A' are constants. 
This result agrees with that obtained by Vaks etal.' 
for order-disorder ferroelectrics, but the above discus-
sion shows it to be characteristic of uniaxial ferroelectrics 
whether they are of displacive or order-disorder character. 
It differs from the results of Blinc etal. 2 who assumed 
= w(qj) 2  for all wavevectors and of Scott and 
Worlock4  who neglected the effect of the macroscopic 
electric field. 
The above results for Y have been compared with 
measurements 2 of the As 75 nuclear quadrupole 
coupling coefficient of CsDA. In this case B 2 Q 2 C2, 
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FIGURE 1 The As 75 nuclear quadrupole coupling coefficient 
of C5DA as a function of temperature. The experimental points 
are taken from the work of Blinc et aL, 2 and the solid and 
dotted curves give the results of calculations using the clamped 
and free transition temperatures. 
so that Eq. (3) was used and the integration performed 
numerically. 
In the calculations CJ02  was put equal to A(T - T) 
where in the calculations shown in Figure 1, T was 
set to either the clamped Curie temperature, 129 K, 
or the free Curie temperature, 143 K. 9 The agreement 
with the former choice of T is very satisfactory, with 
the parameters C 2 1A = 90 K' and (BQ) 2 1A = 121 K'. 
Unfortunately the value of these parameters are highly 
correlated and similar agreement with the experimental 
results can be obtained with other pairs of values which 
are quite different. The parameter values may, however, 
be compared with those deduced from neutron scat-
tering measurements on DKDP,' ° which yielded C2 /A 
210±20K 1 andB 2 1A=360±80K'ifQisex-
pressed in reduced wavevector units (aq/21T). The cut-
off, Q, is then estimated in CsDA to be a reasonable 
0.6 of the Brillouin zone. This order of magnitude 
agreement between the values of these parameters for 
CsDA and DKDP supports the validity of the above 
analysis. 
It is not surprising that the results shown in Figure 1 
with the clamped Curie temperature are more satisfac-
tory than those found with the free Curie temperature. 
The quadrupole resonance frequency is about 5 MHz 
which is most probably above the acoustic resonance 
frequency of the crystal. 
PLANAR FERROELECTRICS 
In planar ferroelectrics the ferroelectric axis is con-
fined to a plane. Above the phase transition there are 
two normal modes which describe the fluctuations of the 
dipole moments. The dynamical matrix for these modes 
may be written in the form 
+B2 1q1 2 +C2 
qx 2 	 c2- 
Iq+C2 C2 	2 	
Iq12 w
0 2  +B2 1q12YL 
q 12 
where the ferroelectric axis is confined to the XY plane, 
and w 0 2 ,B 2 and C 2 describe the frequencies of the 
transverse optic modes as q -+ 0, the dispersion of these 
modes, and the effect of the macroscopic elastic field. 
More complex forms of the dispersion can be included 
in the development without altering the functional 
dependence of the results. 
The dynamical matrix may be diagonalized to 
yield two modes for each wavevector 
w(ql) 2 -. w 2 1-B 2 q 2 
w(q2)2 = Cjo2 1-B 2 q 2 +C2 (q 2 +q 2 )/IqI 2 
The singular part of the Debye-Waller factor is then 
proportional to 
Y = 
N 	[ 	+ w(q2) 2 ] 
The first term can be evaluated by replacing the sum-
mation by an integral over a sphere of radius Q to 
give 
3kB T[ 	Wo 	1 BQ1 
tan - I 	 (5) Y1=B2Q2Il_ wol 





Y2 = -- C'sJwo 2 +B2 q 2 +C22Q2 
0 
I 	+B2 q 2 +C2 +C 
xlogl 2 	 dq 
IJwo +B2 q 2 +C2 —C 
This integral can be performed analytically if C 2 
w0 2 + B 2  q 2 to give 
k - [37T (Z
CO) 6] 
CBQ 
Y2 = BT ()  
These results show that as T-* T. and w 0 - 0, the 
Debye-Waller factor does not diverge but tends to a 
finite value. Furthermore, since w 0 2 is determined by 
the static susceptibility, w 2 (T— T) 7 , then the 
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Debye-Waller factor approaches its value at T asymp-
totically like (T - T)712. The contribution from the 
normal mode, / = 2, is smaller than that arising from 
the other mode. Comparatively little work has been 
performed on planar ferroelectrics either experiment-
ally or theoretically. Renormalization group theory 
suggests that y is larger than 1 (1.24 to O(€)). 
CUBIC FERROELECTRICS 
In cubic ferroelectrics the ferroelectric axis can be in 
any direction. There are three normal modes which 
describe the fluctuations in the dipole moment and 
the dynamical matrix is a 3 x 3 matrix with 9 com-
ponents. The (o'$) elements of the matrix are 




where the symbols stand for the same quantities as 
earlier and the same inessential approximation has been 
made in the form of the dispersion. This dynamical 
matrix gives three normal modes; two transverse modes 
w(q, 1)2 = w(q, 2)2 = Wo 2 +B2 q 2 , 
and one longitudinal mode 
w(q,3) 2 =w0 2 + B 2  q 2 +C2. 
The contribution to the Debye-Waller factor is 
given by 
3kB T 	2w0 -1  BQ Jw0 2 + C2 Y=— 3—tan -- 
B2Q2 
-v 
 BQ 	w 0 	BQ 
• BQ 
x tan J2 + C 2 
The temperature dependence of the Debye-Waller 
factor close to T is therefore dominated by the second 
term and is asymptotically (T - T)7 ' 2 . The best esti-
mates of the critical exponents of a cubic ferroelectric 
are those found for the isotropic dipolar system 5 , 7 = 
1.372. Unfortunately we are unaware of any measure-
ments on cubic ferroelectric with which we can com-
pare this prediction. The measurements on GeTe/SnTe 
alloys,1 1  for example, are qualitatively consistent but 
are not of sufficient accuracy to provide a quantitative 
test. 
NON-FERROELECTRICS 
At phase transitions other than ferroelectric ones, the 
dispersion relations for the normal modes are analytic 
in the region of wavevector space near the mode 
responsible for the phase transition. The temperature 
dependence of the Debye-Waller factor can then be 
obtained by considering each mode to have a dis-
persion relation of the form 
w(q/) 2 w 0 2 +B2 q 2 	 (6) 
The Debye-Waller factor is then given by Y 1 , Eq. (5). 
At T the Debye-Waller factor is finite and approaches 
this value asymptotically as (T - 
In principle the dispersion term can be considerably 
more complex than that given by Eq. (6). Physically 
reasonable but more complex forms also lead to a 
finite Debye-Waller factor at T and the same asymp-
totic form. 
The value of is expected to vary with thnumber 
of different components for the soft mode. If there is 
only one mode is expected to be that of the three-
dimensional Ising model. If there are two modes the 
exponent of the XY model is appropriate, while if the 
mode is a triplet the Heisenberg model exponent is 
appropriate, whereas for higher degeneracy renormal-
ization group theory suggests that other exponents 
may be appropriate. 
In conclusion the temperature dependence of the 
Debye-Waller factor has been calculated close to 
structural phase transitions. It has been shown that 
the asymptotic behaviour provides a way of determining 
the critical exponent y. If sufficient accuracy could be 
obtained then careful measurements of the Debye-
Waller factor or quadrupole coupling coefficient of 
systems undergoing continuous structural phase tran-
sitions would provide a means of testing the predictions 
of renormalization group theory for different types of 
transition. 
In particular the asymptotic behaviour of uniaxial 
ferroelectrics is found to be different from that of 
planar or cubic ferroelectrics, or of non-fe rroelectrics. 
This is a direct consequence of the effect of the macro-
scopic electric field suppressing all the critical fluctua-
tions in uniaxial ferroelectrics except those with wave-
vectors perpendicular to the ferroelectric axis. A test 
of this prediction should be considerably easier than 
an accurate determination of y. 
Finally throughout the paper the dispersion of the 
normal modes has been assumed to be proportional 
to q 2 . Close to a phase transition the dispersion is ex-
pected to be of the form q 2 . The critical exponent 
77 is, however, small, (0.02) and further numerical 
calculations with different powers for the dispersion 
gave very similar results. 
One of us, G. M. Meyer, was supported by the 
Science Research Council. 
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Abstract. In further neutron scattering experiments on the (orthorhombic) ferroelectric 
phase of DCsDA and CsDA, a study has been made of the scattering arising at wavevectors 
along the a* direction at positions away from Bragg reflections. It is shown that this most 
probably arises from Bragg scattering in which two different ferroelectric domains are in-
volved. 
Below i each Bragg reflection can split into four separate spots corresponding to the 
different domain types. Surprisingly in DCsDA a central Bragg spot from the (tetragonal) 
paraelectric phase persists with decreasing intensity over a 60 K temperature range. This effect 
has been observed with both neutron and x-ray scattering techniques and is independent of 
crystal size. 
1. Satellites in CsDA 
Dietrich et al (1974) reported observing a satellite structure in the ferroelectric phase of 
DCsDA (CsD 2As04). Peaks in the scattering were observed around a number of Bragg 
points in the (hO!) zone. These peaks appeared at reduced wavevectors 0- 1 and 02 along 
the [,OO] direction at (004) and (303), at 0, 0034 and 0067 for (002) and at combinations 
of these reduced wavevectors around other Bragg points. The indexing of the tetragonal 
phase is used throughout this paper. 
The experiments have been repeated in greater detail on a 1 cm 3 crystal of the corres-
ponding hydrogenous compound, CsDA (CsH 2As04) obtained from Quantum 
Technology. The crystal was mounted with the ac plane horizontal and maintained at 
a temperature of 115 K in a cryostat on a double-axis spectrometer at the DR3 reactor, 
Risø. Elastic neutron scattering scans of the type (h + j, , 0 were made using neutrons of 
wavevector k = 265 A -1 . was varied under the control of a PDP 8 computer and at the 
end of each scan was incremented manually by tilting the counter vertically. Contour 
maps of the intensities observed at the systematic absence (002) and at (004) are shown in 
. - - --..figure 1. These are similar to those observed in DCsDA, but in the present study the 
jrtical resolution has been improved. 
The ferroelectric cell can be described as a distortion of the paraelectric cell by a 
spontaneous shear x (Jona and Shirane 1962). The shear angle is about F8° and decreases 
to 70 of this value close to the transition temperature (Meyer and Dietrich 1975). When 
§ Quantum Technology, 60 Nugget Avenue, Unit 5 Ancourt (Toronto), Ontario, Cauada. 
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Figure 1. The intensities observed in the ferroelectric phase of CsDA at 115 K. Maps of (002) 
and (004) with contours at 10, 30, 100, 300 1000 and 3000 above background. 
a single crystal of CsDA is taken through the transition it is expected in general to shear 
four different ways. There are thus four types of ferroelectric domain distinguished by 
their mutual orientation. The proportion of the crystal forming each type of domain can 
Second layer 	__- •: 
- . 
First layer 	 •7 .-.. 1- 
Zero layer7 
I XK 
Figure 2. The domain splitting for Bragg points in (hOI) and parallel planes. The points are 
split only in the a*b*  plane. In addition the satellite positions at (002) are shown as open 
circles. 
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vary but the process is otherwise reversible. The effect of the domain splitting on Bragg 
peaks is shown schematically in figure 2. At the position of each Bragg peak of the 
paraelectric phase there appear in general four separate peaks, lying in the a*b* plane: 
for a* = 0 or b* = 0, two superpose so that only three peaks are distinguished. 
In a single crystal, multiple Bragg scattering affects only the intensities at reciprocal 
lattice vectors. But when the crystal consists of domains with a number of different 
orientations, multiple scattering can give rise to scattering at points other than those 
permitted by a single scattering process-as we shall now demonstrate. The problem is 
equivalent to determining whether reciprocal lattice points from two parallel co-ordinate 
systems, with origins at either end of the scattering vector, simultaneously lie on the 
Ewald sphere. Thus intensity seen at (h + il, k + , 0 can result as scattering from a Bragg 
point (h', k', 1') in one domain type followed by scattering from a Bragg point (h' - 
k' - k, 1' - 0 in a different domain type. For brevity we shall refer to this scattering as 
multiple scattering from ((h', k', 1')). 
A translation of the co-ordinate system along the c-axis by a reciprocal lattice vector 
like (002) leaves the splitting of the Bragg peaks unchanged. Peaks from the two co-
ordinate systems will completely overlap (systematic absences in either system excepting). 
If a scan in the [p00] direction is made at (002), points in the two co-ordinate systems will 
'pass through' each other. For example, a reciprocal lattice point such as (011), which 
splits into three collinear Bragg peaks with spacing d, will have peaks from the two systems 
overlapping at five equispaced positions in the scan, namely at (- 2d, 0, 2), (- d, 0, 2), 
(0,0,2), (d, 0, 2) and (2d, 0,2) where 
d = tan x 	003. 
These positions are the same as those at which the satellites were observed around (002). 
They are marked as open circles on figure 2. The above, however, only provides a 
necessary condition for multiple scattering-to make the condition sufficient, we must 
ensure that pairs of points, designated by ((0, 1, 1)), simultaneously lie on the Ewald 
sphere. 
A computer simulation was set up to investigate all the possible ways that multiple 
scattering from two different domain types can produce satellites. This shows that only 
the first four points on the (102) scan listed above have contributions from ((0, 1, 1)) 
multiple scattering. The first point has a further contribution from ((3, 1,4)). Normal 
multiple scattering (i.e. in a single domain type)-at ((5, 2, 3)) and at ((5, 2,- 1))-also 
meets the necessary conditions for the centre point at (0, 0, 2). The correct condition for 
the last point is only met by multiple scattering from ((3, 1, -2)). There is no first-order 
reflection at (002), but a slight second-order contamination of the neutron beam re-
flected at (004) contributes to the intensity observed at (0,0, 2). 
It can similarly be shown that multiple scattering from ((4, 3, 3)), ((4, 3, 1)), ((1, 3, 2)) 
and ((0, 2, 2)) contribute towards the intensities observed round (004). The slight up-
down asymmetry in the contour map, figure 1, is probably caused by incorrect alignment 
of the crystal, since multiple Bragg scattering is particularly sensitive to correct alignment. 
There are two ways of checking whether an effect observed in a neutron scattering 
experiment is due to multiple scattering. Firstly the wavelength of the monochromatic 
beam can be altered. Thereby the radius of the Ewald sphere in the crystal, monochro-
mator or analyser changes and so do the conditions for the multiple scattering. Unfor-
tunately with the present experimental set-up it was difficult to change the wavelength of 
the incident beam. 
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Alternatively, rotation of the crystal about the scattering vector also changes the con-
ditions for multiple scattering. When the crystal was rotated about (002) and (004) a large 
variation in the intensity of the satellites was observed. This supports our conclusion that 
the appearance of satellites is caused by multiple Bragg scattering. 
2. Tetragonal Bragg peak in ferroelectric DCsDA 
Deuteration changes a number of properties of CsDA. The shear angle, when mea-
sured away from the transition temperature, increases from 1.750  to 2.00.  The transition 
temperature increases from 146 K in CsDA to 227 K at a deuteration level of 85 
(Loiacono et al 1976). 
We have now found that in our samples of DCsDA, obtained from Quantum Tech-
nology, only part of the crystal transforms at the nominal transition temperature with the 














Figure 3. The temperature dependence of the central Bragg peak intensity at (220). 7 (CsDA) 
was measured as 1459 ± 02 K. 
intensity scattered in a 1 cm 3 sample at the (220) tetragonal reciprocal lattice point, 
plotted against temperature. Obviously, only 40% of the intensity in the tetragonal high-
temperature phase disappears at 205 K; the lost intensity is distributed over the four 
peaks of the orthorhombic low-temperature phase. The remaining tetragonal peak 
intensity transfers to the orthorhombic peaks gradually, over a range extending nearly 
to the transition temperature of the hydrogenous compound. 
Two smaller crystals (8 mm 3 and 16 mm 3) were investigated on a four-circle neutron 
diffractometer and showed quantitatively similar behaviour. Structure refinements (Hay 
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and Nelmes 1976) indicate that the average deuteration of the 8 mm 3 sample is 57%. 
Such a high hydrogen content is consistent with the unexpectedly intense incoherent 
neutron scattering found in the experiment on the 1 cm 3 sample. (hkO) photographs of a 
001 mm 3  crystal taken with a Weissenberg x-ray camera again showed similar effects 
and confirmed that all reflections were affected. 
The fact that crystals of such diverse sizes exhibit quantitatively similar behaviour 
makes surface rehydrogenation an unlikely explaination. We conclude rather that the 
observations suggest an inhomogeneity of the hydrogen—deuterium concentration over 
regions small in comparison with our smallest sample (02 mm). This could be consistent 
with peculiar growth behaviour observed in DCsDA (G M Loiacono, private communi-
cation) and could be a characteristic common to all solution-grown samples. 
The transition temperature of 227 K given by Loiacono et at (1976) for a deuteration 
level 85 % suggests that the deuteration levels for DCsDA samples quoted in the 
literature have been grossly overestimated. If, in addition, the pronounced inhomogeneity 
of our specimens is a common characteristic, some further doubt must attach to the 
interpretation of the results of most previous experiments in DCsDA. 
We are making further studies of the nature and reproducibility of the observed 
inhomogeneity. 
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