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Abstract
We study some combinatorial properties of Tetris-like games by using Schützenberger methodology and probability generating
functions. We prove that every Tetris-like game is equivalent to a ﬁnite state automaton and propose a straight foward algorithm
to transform a Tetris-like game into its corresponding automaton. In this way, we can study the average number of pieces inserted
during a game and the average score as a function of the player’s ability and the pieces extrusion.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Tetris is a computer game invented by the mathematician Alexey Pazhitnov in the mid-1980s. By 1988, just a
few years after its invention, Tetris was a popular game in the United States and in England. Concretely, the game of
Tetris is as follows. We are given an initial gameboard, which is a rectangular grid with all empty cells. A sequence of
tetrominoes is generated at random; the next piece appears in the middle of the top row of the gameboard. The piece
falls, and while it falls the player can rotate the piece and/or slide it horizontally. It stops falling when it lands on a ﬁlled
cell, though the player has a ﬁnal opportunity to slide or rotate it before it stops moving. If, when the piece comes to
rest, all the cells of some row of the gameboard are occupied, the line is cleared; all occupied cells above it are lowered
by one row. This row clearing can occur for several lines simultaneously. As soon as a piece is ﬁxed in place, the next
piece appears at the top of the gameboard. A player loses when a new piece is blocked by ﬁlled cells and cannot entirely
enter the gameboard. The score is the number of removed lines.
The game of Tetris has been studied from many points of view (see, e.g., [2,3,5]). In this paper, we study some
combinatorial properties of Tetris-like games, i.e., games in which the set of pieces and the dimension of the game-
board can vary. Tetris-like games are related to classical tiling problems (see, e.g., [4,6,7,13]) and, in particular, to
the strip-tiling problems studied in [8–10]. Tetris-like games may be described by a ﬁnite state automaton in which
case we may aptly apply the Schützenberger methodology in order to ﬁnd the average score of a player and the average
number of pieces used during a game (see, e.g., [11,12] for the theory and [1,9,10] for some recent applications).
We deﬁne the concept of a mistake and study the game in terms of the probability that the player makes a move that
brings the game nearer to the end. It is possible to compute the average score and the average number of pieces inserted
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in a game as a function of two different quantities: the probability of the piece extrusion and the probability of making
a mistake. In particular, we prove the following basic results:
(1) every Tetris-like game is equivalent to a ﬁnite state automaton (or to a regular grammar);
(2) an algorithm exists that determines the ﬁnite state automaton corresponding to a Tetris-like game;
(3) by using the Schützenberger methodology we can ﬁnd the probability bivariate generating function S(t, w) =∑
n
∑
kSn,kt
nwk counting the probability Sn,k to end a game with score k after having introduced n pieces.
From this generating function we can obtain the following information:
• average score:
Mw = S(t, w)
w
∣∣∣∣
t,w=1
;
• average number of pieces:
Mt = S(t, w)
t
∣∣∣∣
t,w=1
;
• variance of the score:
Vw = 
2S(t, w)
w2
∣∣∣∣
t,w=1
+ Mw − M2w;
• variance of the number of pieces:
Vt = 
2S(t, w)
t2
∣∣∣∣
t,w=1
+ Mt − M2t .
As often happens, a general constructive solution to a problem gives a standard way to approach any particular case
but may lack the efﬁciency of an ad hoc solution. When the number of pieces and/or the width of the game-board is
large, the number of states in the corresponding automaton grows exponentially.
The paper is organized as follows: in Section 2 we deﬁne Tetris-like games and ﬁnd the corresponding ﬁnite state
automatons. In Section 3, we study games in which a player chooses the moves in an equiprobable way. Finally, in
Section 4, we introduce the concept of a mistake and study Tetris-like games as a function of the player’s ability. We
present some examples and illustrate some experimental results obtained by simulating the games with a computer.
2. The Tetris-like games
We consider some elementary concepts as a basis for our deﬁnition of a Tetris-like game. Our basic unit is a cell
which can be represented as a square . A piece is a set of simply connected cells, i.e., cells having at least one
pairwise common side and no holes:
A piece can have one, two or four different directions; an oriented piece is a piece having a deﬁnite direction:
• has a single direction;
• corresponds to two oriented pieces , ;
• corresponds to four oriented pieces , , , .
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Fig. 1. (a) A conﬁguration and (b) a non-conﬁguration.
Fig. 2. (a) A state and (b) a conﬁguration that it is not a state.
The length and height of an oriented piece correspond to the number of its columns and rows (for example, the two
oriented pieces which correspond to have length 2 and height 1 and length 1 and height 2, respectively).
The gameboard Bm×n is a grid of m rows and n columns, indexed from bottom-to-top and left-to-right. The cell
〈i, j〉 is either unﬁlled or ﬁlled. The gameboard B[0]m×n has only unﬁlled cells. For the sake of simplicity, Bm×n and
B
[0]
m×n will be indicated with B and B[0].
Deﬁnition 2.1 (Tetris-like game). Given a set of pieces={1,2, . . . ,j }, a Tetris-like game is deﬁned by the pair
〈B[0],〉 where
• B[0] is the initial gameboard,
• = {(1, p1), . . . , (j , pj )} where i ∈  and pi represents the probability of extrusion of the piece i , so that∑j
i=1pi = 1.
If the player can only slide the pieces horizontally, then  contains oriented pieces; otherwise, if the player can
rotate the pieces, then oriented pieces are not necessary in .
Let us now deﬁne the concept of a state. In order to do so, a conﬁguration C is a gameboard B where there are no
completely empty rows lying below any ﬁlled cell (see Fig. 1). A state S of a Tetris-like game is a conﬁguration C
which does not contain any full row (see Fig. 2).
During a game the pieces are extracted from the set  one after the other in a random way and according to their
probability. Every time a piece is extracted, it is located on the top of the gameboard; since it can slide horizontally,
the exact position is not relevant, but we suppose that it is inserted in a central position, which will be called the initial
position. From this position the piece starts sliding downwards and while it falls the player can rotate the piece and/or
slide it horizontally (these are legal moves) a ﬁnite number of times. The piece stops either when it reaches the bottom
of the gameboard or when a further sliding downwards would place the piece on top of some full cells. When the piece
is in this situation, we say that it is in a ﬁxed position.
A transition = (Si,, Sj ) represents the change from the state Si to the state Sj by the insertion of the piece . Its
deﬁnition is not very simple because it depends on some concepts that we now introduce.
A trajectory  of a piece  on a state S is a ﬁnite sequence of legal moves which starts from the state S and the piece
 in the initial position and ends with a conﬁguration C where the piece  is in a ﬁxed position. Therefore the new
conﬁguration C is just the starting state S with the cells of the ﬁxed piece  ﬁlled. Two trajectories are called equivalent
when starting from a state S and a piece  reach the same conﬁguration C. Since equivalent trajectories produce the
same effect, we will identify a trajectory with its equivalence class, and write = (S,, C) (Fig. 3).
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4. Right rotation
1. Initial position 2. Sliding downward
5. Sliding downward
0. Gameboard B 3. Sliding downward
6. Sliding downward 7. Piece in a fixed
position
Fig. 3. An example of trajectory.
A reduction is a function which produces a state S from a conﬁguration C. This function is deﬁned as follows:
(1) The new gameboard S is initially C.
(2) If a row r only contains full cells, then the row is cleared. For each r ′r , replace row r ′ of S by row r ′ + 1 of
S. If there are no cells outside the gameboard then the row m of S is an empty row, otherwise the cells out of the
gameboard go down a row. Multiple rows may be iteratively cleared and every cleared row increases the score of
the player by one unit.
(3) If the conﬁguration so obtained has some cells out of the gameboard, it is called a ﬁnal state and indicates the end
of the game; otherwise the conﬁguration is actually a state.
Finally, we deﬁne the concept of a transition. A transition  is a triple (Si,, Sj ) where:
• Si is a state;
•  is the piece that has to be inserted in the gameboard Si ;
• Sj is the state that the game reaches from the state Si by inserting the piece. If =(Si,, Cj ) is any legal trajectory,
Sj is the conﬁguration after having applied the reduction function to Cj .
Given a Tetris-like game G = 〈B[0],〉, we can identify the set of all the states that the game can assume. If  is this
set, the transition relation F :× → P() is deﬁned as follows: given a state Si and a piece , we consider all the
equivalence classes (Si,, Ch)h=1,...,j , which are in a ﬁnite number, obtaining the conﬁgurations C1, . . . , Cj . To these
conﬁgurations we apply the reduction function which returns states S1, . . . , Sk with kj (two different conﬁgurations
can generate the same state).
Deﬁnition 2.2 (T-Automaton). Given a Tetris-like game G = 〈B[0],〉, we deﬁne the non-deterministic ﬁnite state
automaton A = (, S0, SF , F ) corresponding to G as follows:
•  is the set of states in the game.
• S0 is the initial state B[0].
• SF is the ﬁnal state that represents all the states where the game ends.
• F :× → P() is the transition relation, where  is the set of pieces.
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Once obtained the automaton associated to the game, we wish to study, according to some parameters, the average
score and the average number of pieces inserted during a game. To do this, we refer to [9,10] and particulary to [8],
where some speciﬁc cases of Tetris-like games were studied. In fact, we use Schützenberger’s methodology to associate
the automaton to a system of equations in the unknown functions having the same name as the states of . By solving
the system we obtain the probability bivariate generating function associated to the game.
Theorem 2.1. Given a Tetris-like game G = 〈B[0],〉, let A = (, S0, SF , F ) be its associated T-Automaton. Then
we can obtain the probability bivariate generating function S(t, w)=∑n
∑
kSn,kt
nwk where Sn,k is the probability to
end a game with score k and n pieces.
Proof. Weuse the Schützenberger’smethodology to associate the indeterminate t to the pieces inserted in a game and the
indeterminate w to the score reached in a game. Therefore, when we insert the piece  into the state Sj , every transition
Sj
→ Si becomes a term in the probability bivariate generating function Sj (t, w) in the form of p(Sj ,,Si )twkSi(t, w)
where k is the score obtained with this transition and p(Sj ,,Si ) is the probability that the game reaches the state Si
from the state Sj with a single transition by . The number of pieces is increased by one and this is considered by the
indeterminate t . Since the ﬁnal state SF does not lead to any other state, then SF (t, w) = 1. In this way, we obtain a
system of equations in the unknown functions having the same name as the states of . By solving the system in the
unknown S0(t, w) = S(t, w) we obtain the desired probability bivariate generating function. 
We ﬁnally use the properties of probability generating functions to obtain the following quantities: average score,
average number of pieces, variance of score, variance of number of pieces, as stated in the Introduction.
In the previous theorem we did not specify how to compute the probabilities p(Sj ,,Si ). They do not only depend on
the probability of extrusion, but on other parameters as well. In fact the procedure depends on the type of the pattern
taken into consideration. In the next sections we will give some complete examples.
3. Equiprobable moves
Let us suppose that during a game a player chooses the moves in an equiprobable way. The procedure for computing
p(Sj ,,Si ) is as follows. Let us suppose that a piece  is extracted with probability p. If from the state Sj ∈  it is
possible to reach the set of states Sj , = {Si}i=1,...,	 with a single transition by using , then we set
p(Sj ,,Si ) =
p
	
, i = 1, . . . , 	.
3.1. Example
One of the simplest Tetris-like game consists in the game G = 〈B[0]4×2,〉, where= {1,2} and the pieces have
the following graphic representation:
1 = , 2 = .
In this game, we suppose that the player can make only horizontal translations, while the pieces can fall from a single
source. The set of the states is described in Fig. 4. We observe that the insertion of 2 does not change the gameboard
but only increases the score. In fact, in each of the states S0, S1, S2 the insertion of2 completely ﬁlls one row. This row
Fig. 4. The set of states for Example 3.1.
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Fig. 5. T-Automaton associated to Example 3.1.
is cleared obtaining the same state. SF is the ﬁnal state that represents all the states where the game ends. According
to Theorem 2.1, we now use Fig. 5 to apply Schützenberger’s methodology, and obtain the following system:
(A)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
S0(t, w) = p(S0,1,S1)tS1(t, w) + p(S0,1,S2)tS2(t, w) + p(S0,2,S0)twS0(t, w),
S1(t, w) = p(S1,1,S3)tS3(t, w) + p(S1,1,S0)tw2S0(t, w) + p(S1,2,S1)twS1(t, w),
S2(t, w) = p(S2,1,S0)tw2S0(t, w) + p(S2,1,S4)tS4(t, w) + p(S2,2,S2)twS2(t, w),
S3(t, w) = p(S3,1,SF )tSF (t, w) + p(S3,1,S1)tw2S1(t, w) + p(S3,2,SF )twSF (t, w),
S4(t, w) = p(S4,1,S2)tw2S2(t, w) + p(S4,1,SF )tSF (t, w) + p(S4,2,SF )twSF (t, w),
SF (t, w) = 1.
If we suppose that p1 and p2 are the probabilities of extrusion of the pieces 1 and 2, we ﬁnd the following system
of equations:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
S0(t, w) = p1 12 tS1(t, w) + p1 12 tS2(t, w) + p2twS0(t, w),
S1(t, w) = p1 12 tS3(t, w) + p1 12 tw2S0(t, w) + p2twS1(t, w),
S2(t, w) = p1 12 tw2S0(t, w) + p1 12 tS4(t, w) + p2twS2(t, w),
S3(t, w) = p1 12 t + p1 12 tw2S1(t, w) + p2t,
S4(t, w) = p1 12 tw2S2(t, w) + p1 12 t + p2t.
By solving this system, we have the following result:
S0(t, w) = p
2
1 t
3(p1 + 2p2)
p21 t
3w3p2 − 3p21 t2w2 + 4 − 8p2tw + 4p22 t2w2
.
By substituting p2 = 1 − p1 and using the formulas illustrated in the Introduction, we ﬁnd the average score and the
average number of pieces:
Mw = 3p
2
1 − 5p1 + 8
p1(2 − p1) ,
Mt = p1 + 8
p1(2 − p1) ;
we can observe that Mt and Mw differ by a constant: Mt = Mw + 3. The associated variances are equal:
Vw = Vt = p
3
1 + 23p21 − 24p1 + 48
p21(p1 − 2)2
.
For example, if we assign p1 = 12 we ﬁnd: Mw = 8.333, Mt = 11.333 and Vw = Vt = 74.444.
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4. The concept of a mistake
In this section, we wish to study a Tetris-like game as a function of the player’s ability; for this purpose we introduce
the concepts of worst transition and of a mistake. At every moment, during a game, the player has a ﬁnite number of
moves at his disposal. Among these moves there will be a worst one in the sense that it has the largest probability to
reach the end of the game. Fig. 6(a) represents the initial state and the piece to be inserted. Figs. 6(b) and (c) are the
two choices that the player can make if he (or she) can only slide the piece horizontally. In this case the choice (b) is
worse than the choice (c), because the game gets closer to the end: if the player chooses (b), we say that the player
makes a mistake and the transition will be called the worst transition. Given a Tetris-like game G = 〈B[0],〉, and its
associated T-Automaton A = (, S0, SF , F ), let us state these concepts in a more formal way.
Deﬁnition 4.1 (Order of a state). Let Si ∈  be a state; its order is the minimal number j of transitions for which Si
arrives to the ﬁnal state.
Deﬁnition 4.2 (Worst transition). Let Sj , = {Si}i=1,...,	 be the set of states which can be reached with a single
transition from the state Sj ∈  by using a piece , and let 
Sj , = {(Sj ,, Si)}SiSj , . The worst transition in

Sj , is a transition (Sj ,, Sk) such that Sk has minimal order. In particular, if there are more transitions with this
characteristic, we choose the transition (Sj ,, Sk) such that the state Sk has the smallest out-degree in comparison to
the other states of order j in Sj ,. Otherwise the worst transition does not exist.
Deﬁnition 4.3 (Mistake). When a player chooses a worst transition, then he makes a mistake.
Obviously, we can deﬁne other models, for instance one in which if there are more transitions with the property
described in Deﬁnition 4.2 then we consider all of them as worst transitions.
In Fig. 7 we show two examples; in Fig. 7(a), if || = 1, then S2 is a state with order 1 and S1 is a state with order
> 1, so (Sj ,, S2) is the worst transition; in Fig. 7(b), if || = 1, then S2 and S1 are both states with order 1, but
(Sj ,, S2) is the worst transition. In fact S2 directly leads to the end of the game. As we are going to see, all the
previous deﬁnitions are necessary to study a Tetris-like game. In fact, it is supposed that a player can make a mistake
with a probability p: which is the average score the player can gain? If there is more than one piece, what relations
exist between the probability to make a mistake and the probabilities of piece extrusion? To answer these questions,
we must use Theorem 2.1 and the following:
Theorem 4.1. For each Sj ∈ , let Sj , = {Si}i=1,...,	 be the set of states which can be reached with a single
transition from the state Sj ∈  by using a piece , and let 
Sj , = {(Sj ,, Si)}Si∈Sj ,. Then an algorithm exists
which determines whether 
Sj , has a worst transition and, in case, ﬁnds it.
Proof. Let us take into consideration the T-Automaton and its adjacency structure. Every adjacency list corresponds
to || sets of transitions 
Sj , with  ∈ . For each set 
Sj , with |
Sj ,| = 	> 1 the procedure is as follows:
(1) For each state Si ∈ Sj , a depth-ﬁrst visit is applied to ﬁnd the least number mi of transitions needed to reach
the ﬁnal state SF .
Fig. 6. Example of possible trajectories.
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Fig. 7. Example of worst transitions.
Fig. 8. An example of a graph and its corresponding adjacency structure.
(2) Let s = min{mi}i=1,...,	:
(a) if there is only one state Si with mi = s, then (Sj ,, Si) is the worst transition;
(b) otherwise, we consider all the states Si with mi = s:
(i) if a single state Si with minimal out-degree exists, then (Sj ,, Si) is the worst transition;
(ii) otherwise, there is no worst transition in Sj ,.
The above algorithm ﬁnds all the worst transitions in a T-Automaton. It is sufﬁcient to execute the algorithm on every
adjacency list to ﬁnd all the worst transitions in the T-Automaton (Fig. 8). 
The procedure to compute p(Sj ,,Si ) is as follows. We suppose that a player can make a mistake with probability pˆ
and that a piece  is extracted with probability p. We have the following cases:
• if there is no worst transition in 
Sj , then p(Sj ,,Si ) = p/	, i = 1, . . . , 	;• if there is a worst transition (Sj ,, Sk) in 
Sj , then p(Sj ,,Sk) = ppˆ and
∀i = k:p(Sj ,,Si ) = p
(1 − pˆ)
(	− 1) .
We observe that
∑
ip(Sj ,,Si ) must equal p.
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Fig. 9. The evolution of the game for Example 4.1.
4.1. Example
We wish to study Example 3.1 by using the concept of a mistake. The evolution of the game is described in Fig. 9.
In the ﬁgure, every row represents the transitions of a state. The state on the left of the arrow is the current state in the
game, whereas the states on the right are the states that the player can reach with a transition by the current state. In
particular, the ﬁrst and the second states on the right of the arrow are obtained by inserting1; the third state is obtained
by inserting 2. Using the ﬁgure, we can ﬁnd the worst transitions. If S1 is the current state, we arrive at the set of states
S1,1 = {S3, S0} with a single transition by the piece 1. From S3 we can reach SF with a single transition, while
from S0 we need at least three transitions for ending the game. We can then say that (S1,1, S3) is worse compared to
(S1,1, S0). The algorithm described in Theorem 4.1 allows us to ﬁnd all the worst transitions:
(S1,1, S3), (S2,1, S4), (S3,1, SF ), (S4,1, SF ).
If we use Schützenberger’s methodology following Theorem 2.1, we obtain again the system (A). If we suppose that
p1 and p2 are the probabilities of extrusion of the pieces 1 and 2 and pˆ is the probability to make a mistake, the
system simpliﬁes as follows:
⎧⎪⎨
⎪⎩
S0(t, w) = p1 12 tS1(t, w) + p1 12 tS2(t, w) + p2twS0(t, w),
S1(t, w) = p1pˆtS3(t, w) + p1(1 − pˆ)tw2S0(t, w) + p2twS1(t, w),
S3(t, w) = p1pˆt + p1(1 − pˆ)tw2S1(t, w) + p2t,
S4(t, w) = p1(1 − pˆ)tw2S2(t, w) + p1pˆt + p2t.
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Table 1
Theorical and experimental values of Mw , Mt , Vw and Vt for Example 4.1
pˆ Mw Mt Vt = Vw
Theo. Exp. Theo. Exp. Theo. Exp.
0.1 69.909 69.700 72.909 72.700 4951.917 4839.33
0.2 30.666 30.684 33.666 33.684 966.444 994.597
0.3 17.974 17.939 20.974 20.939 336.898 332.494
0.4 11.857 11.953 14.857 14.953 148.734 154.51
0.5 8.333 8.326 11.333 11.326 74.444 73.124
0.6 6.083 6.017 9.083 9.017 40.090 39.615
0.7 4.546 4.587 7.546 7.587 22.508 23.011
0.8 3.444 3.458 6.444 6.458 12.864 13.164
0.9 2.625 2.684 5.625 5.684 7.309 7.668
Fig. 10. The set of possible states for Example 4.2.
We solve the system and ﬁnd
S0(t, w) = (p1pˆ + p2)pˆp
2
1 t
3
p21 t
3pˆw3p2 − p21 t3pˆ2w3p2 + p21pˆ2t2w2 − p21 t2w2 + p22 t2w2 − 2p2tw + 1
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By substituting p2 = 1 − p1 we have
Mw = −3p1pˆ + 3pˆp
2
1 + p1p2 − 3p21pˆ2 + 2
p1pˆ(p1pˆ + 1 − p1) ;
Mt = p1pˆ
2 + 2
p1pˆ(p1pˆ + 1 − p1) ;
we can observe that Mt and Mw differ by a constant, like in the previous example, Mt =Mw +3, and we have Vt =Vw:
Vt = −p
3
1pˆ
4 + pˆ3p31 + p21pˆ4 − p21pˆ3 − 6p21pˆ2 + 6pˆp21 + 2p1pˆ2 − 4p1pˆ − 2pˆ + 4
p21pˆ
2(p1pˆ1 − p1)2
.
In order to verify the validity of these results, we simulated Tetris-like games to compare the theoretical values with
the experimental ones. In Table 1 we give the results of our experiments consisting in playing 10,000 games with
p1 = p2 = 0.5 and various pˆ.
4.2. Example
We conclude by an example with a single piece, where the player can rotate and/or slide it horizontally. To do this
we use the game G = 〈B[0]3×3,〉, where = {1} and the piece has the following graphic representation:
1 = .
Fig. 10 illustrates the set of possible states. Using Theorem 2.1 we obtain a system with 23 equations.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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S0(t, w) = 18 tS1(t, w) + 18 tS2(t, w) + 18 tS3(t, w) + 18 tS4(t, w)
+ 18 tS5(t, w) + 18 tS6(t, w) + 18 tS7(t, w) + 18 tS8(t, w),
S1(t, w) = pt + 1 − pˆ5 tS9(t, w) +
1 − pˆ
5
tw2S0(t, w) + 1 − pˆ5 twS10(t, w)
+1 − pˆ
5
twS4(t, w) + 1 − pˆ5 tS11(t, w),
S2(t, w) = pˆt + (1 − pˆ)twS12(t, w),
S3(t, w) = pˆt + (1 − pˆ)twS6(t, w),
S4(t, w) = pˆt + 1 − pˆ2 tS9(t, w) +
1 − pˆ
2
tS13(t, w),
S5(t, w) = pˆt + 1 − pˆ2 tS14(t, w) +
1 − pˆ
2
tS15(t, w),
S6(t, w) = pˆt + (1 − pˆ)twS3(t, w),
S7(t, w) = pˆt + (1 − pˆ)twS16(t, w),
S8(t, w) = 1 − pˆ5 twS17(t, w) +
1 − pˆ
5
tw2S0(t, w) + 1 − pˆ5 tS18(t, w)
+1 − pˆ
5
twS5(t, w) + 1 − pˆ5 tS15(t, w) + pˆt,
S9(t, w) = t,
S10(t, w) = 1 − pˆ5 twS1(t, w) +
1 − pˆ
5
tS19(t, w) + 1 − pˆ5 tS20(t, w)
+1 − pˆ
5
twS4(t, w) + 1 − pˆ5 tS13(t, w) + pˆt,
S11(t, w) = t,
S12(t, w) = pˆt + (1 − pˆ)twS2(t, w),
S13(t, w) = S14(t, w) = S15(t, w) = t,
S16(t, w) = pˆt + (1 − pˆ)twS7(t, w),
S17(t, w) = pˆt + 1 − pˆ5 tS14(t, w) +
1 − pˆ
5
tS21(t, w) + 1 − pˆ5 twS8(t, w)
+1 − pˆ
5
twS5(t, w) + 1 − pˆ5 tS22(t, w),
S18(t, w) = S19(t, w) = S20(t, w) = S21(t, w) = S22(t, w) = t.
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Table 2
Theorical and experimental values of Mw , Mt , Vw and Vt for Example 4.2
pˆ Mw Mt Vw Vt
Theo. Exp. Theo. Exp. Theo. Exp. Theo. Exp.
0.1 4.932 4.986 7.343 7.391 66.712 66.824 63.172 63.352
0.2 2.270 2.335 4.625 4.683 14.331 13.637 13.159 13.118
0.3 1.368 1.362 3.668 3.662 5.456 5.331 4.996 4.911
0.4 0.906 0.911 3.156 3.158 2.606 2.633 2.447 2.472
0.5 0.621 0.620 2.823 2.817 1.392 1.416 1.373 1.374
0.6 0.425 0.424 2.582 2.576 0.783 0.791 0.825 0.845
0.7 0.280 0.283 2.394 2.406 0.440 0.504 0.501 0.508
0.8 0.167 0.171 2.241 2.243 0.231 0.313 0.285 0.289
0.9 0.076 0.073 2.112 2.108 0.094 0.124 0.126 0.123
We solve the system and ﬁnd
Mw = 2 (2pˆ
2 − 13pˆ − 24)(1 − pˆ)
pˆ(−91 + 4pˆ2 − 13p) ,
Mt = 203pˆ + 48 − 55pˆ
2 + 4pˆ3
pˆ(91 − 4pˆ2 + 13pˆ) ,
Vt = 41608 − 3036pˆ + 262pˆ
5 − 24pˆ6 + 4270pˆ2 − 2775pˆ3 − 305pˆ4
pˆ2(−91 + 4pˆ2 − 13pˆ)2 ,
Vw = 4 (1608 − 396pˆ + 910pˆ
2 − 139pˆ3 + 17pˆ4)(1 − pˆ)
pˆ2(−91 + 4pˆ2 − 13pˆ) .
We can observe that the results only depend on the probability to make a mistake. Table 2 illustrates the results of our
experiments consisting in playing 10,000 games with various pˆ.
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