Custom packet processing functionality in routers is one of the key characteristics of next-generation Internet architectures. Network services have been proposed as an abstraction to describe, compose, and deploy end-to-end connections with custom communication features. We present a novel hardware architecture for high-performance processing of such network services in the data path. The design provides simple processing units to implement services and a custom hardware infrastructure to manage packets and processing context. The design allows for simple software development, flexible network service allocation, and high scalability to handle traffic at Gigabit line rates.
next-generation architectures feature routers that support dynamic deployment of novel packet processing functions in the data path. This processing functionality can be seen as a network service that implements custom data path features for each connection [26] .
The design of high-performance router systems with flexible network services support is therefore fundamental to next-generation networks. When using general-purpose processors, packet processing functions can be reprogrammed after deployment, but these systems usually consume too much resources (e.g. power, space, etc.) when used for high data rates. For better performance cost ratio, network processors have been developed utilizing multiple embedded processor cores on a single chip. Typical network processors use a variety of memory interfaces, complex interprocessor communications, and hardware accelerators. To develop high-performance software for network processors, an in-depth understanding of the underlying hardware is necessary. However, researchers and practitioners who design and develop novel networking functionality are often not experienced in tuning embedded software for multi-core systems. This dichotomy has limited the deployment of network processor systems in the existing testbeds for nextgeneration Internet research.
To tackle this problem, we present a novel packet processing platform that provides a very simple processing abstraction to the software developer and yields performance by hiding more complex operational issues (e.g. packet and state management) in hardware. In particular, we use our previously proposed network services as processing abstractions for this platform. The design goals of our network service processing platform are:
• Separation of complex I/O, inter-processor communication, and state management from packet processing: Packet processing should be performed on a very simple processor model. Hardware support should hide more complex aspects of the system.
• Easy software development: The simplicity of the processor model should allow for easy software development.
• Scalability to large systems: The use of network services as programming abstractions and simple processor models should allow the scaling of the system architecture to support Gigabit data rates.
Guided by these goals, we present a network service processing platform that uses a service processor as the basic processing unit. In this paper, we describe the design and operation of this system. Specifically, our contributions are
• a design of the service processor unit and the overall network service processing platform,
• a description of how network service program instructions and data are managed by hardware to simplify programming of network services, and
• an estimation of the performance of different system configurations.
The remainder of this paper is organized as follows. Section 2 discusses related work. The service processor design is presented in Section 3. The design of the entire network service processing platform is described in Section 4. Section 5 discusses performance estimates. Section 6 summarizes and concludes this paper.
RELATED WORK
The concept of programmability in the data path has been introduced in a variety of programmable router designs [14, 18, 27] . Programmable routers are conceptually similar to routers in active networks [23] . The main difference is that programming of an active router is performed in-band, whereas programmable routers are programmed out-of-band. The latter is easier to manage and thus more practical for deployment in an actual network. The packet processing systems of programmable routers are typically implemented using network processors [21, 25] , with a number of commercial network processors being available from Intel, AMCC, EZchip, etc. Programmability in network systems has also been proposed on the basis of programmable logic devices [9, 22] .
Programming abstractions in network processing systems range from very open environments [7] to very structured environments, where networking functions are represented as modules. Such modules have been proposed for Click [12] and NP-Click [19] as well as for router plugins [3] and hardware plugins [22] . Our network service architecture [6] uses a similarly structured approach, where services usually implement full network functionalities or protocols, which represent self-contained network processing and protocol operations. The concept of network services was first introduced in [26] . Similar approaches permit composition of protocol functionality in form of stacks [8, 15, 24] , protocol heaps [2] , and per-flow stacks [4] . The runtime management of network processor resources in environments that permit dynamically allocated packet processing functions is discussed in [13, 28, 29] . We leverage these results for the management of service processor resources on the network service processing platform.
SERVICE PROCESSOR DESIGN
The overall design of our network service processing platform is based on the idea that we want to perform processing at the granularity of a network service. Thus, the service processor design is tuned to perform the service processing of a packet. Before describing the details of the service processor design, we briefly discuss network services in general.
Network Services
We define a network service as any type of protocol feature or processing function that occurs within applicationto-application data communication. Examples of network services include network address translation, multicast, intrusion detection system, Qos routing [30] , functionalities such as SSL termination [11] to provide reliability and privacy, etc. Some network services are confined to a single location (e.g., network address translation); others are used in matching pairs (e.g., reliability, privacy). We envision that the set of available services is globally coordinated (e.g., through IETF standards), and the number of available services is in the order of dozens. When setting up an end-to-end connection, the communicating parties specify which services should be instantiated. The ability to request custom services for each connection provides the necessary flexibility to support new protocols and communication paradigms. Limiting the number of distinct services keeps the complexity of the system manageable, while permitting a nearly unlimited number of service combinations and thus allowing great flexibility.
A connection's service requirements are expressed as a sequence of services and can be passed as a parameter to a service socket [20] . The control infrastructure in the network service architecture then places the connection in the network such that service instances are invoked along the path of the connection. We have solved the distributed routing problem of finding the least-cost connection and processing setup in prior work [10] . Once instantiated, we assume routes and service placement remains fixed for the duration of a connection.
Routers in the network service architecture not only forward traffic, but also perform service processing. When receiving a packet, the router needs to determine which (if any) services need to be performed and perform the corresponding processing. Clearly, packets belonging to different connections may require very different service processing. Since some services need to maintain processing state to perform correctly, a router also needs to manage the per-flow and per-service processing state. Our work describes how to implement an efficient network service processing platform that can perform these functions.
Program Execution on Service Processor
As discussed above, one of the goals of our design is to simplify code development for the network service processing platform. Since network services already provide a clean separation among network processing functionalities, we aim at designing a processing system that can effectively process one packet for one service and expanding it to a larger system.
To achieve the desired simplicity, we use the logical system design and memory layout of a service processor shown Figure 1. The service processor is assumed to be a simple processor core (e.g., ARM-based RISC core) with an interface for reading program instructions and an interface for access to data memory. (If desired, the system can be designed as a von Neumann architecture with unified instruction and data memory. However, code section and data section are usually isolated in network processing and thus the Harvard architecture with separate instruction and data memories shown in Figure 1 can be used.) In the instruction memory, the code for running a particular service is placed at a fixed, well-known offset (e.g., 0x0). In data memory, the packet, the flow state, and the local and global service state are also placed at well-known offsets.
With this logical design, packet processing and code development for packet processing becomes straightforward. In order to access packet data, instructions simply need to reference data memory based on the (fixed) packet offset. Similarly, other state information can be accessed. The program code is placed in a fixed location in the instruction memory and thus can be accessed easily by the processor.
Clearly, this simple model cannot be implemented directly in hardware. Multiple services and packets need to be supported by an effective and scalable system. While we describe the implementation for such a system below, it is important to note that the logical view for any given service remains that shown in Figure 1 . The network service processing platform ensures that the right instruction memory and data memory context is available whenever a service processor is activated.
Implementation of Service Processor
To achieve the simple logical perspective in which the service processor core operates, we need to provide a supporting infrastructure to handle physical program and state management. The overall design of the service processor is shown in Figure 2 . The processor core is shown in the middle, instruction memory on the left, and data memories on the right.
The main difference to the logical view in Figure 1 is that the instruction memory now contains program code for multiple services and the data memory contains flow and service state for multiple services. Using the address shifter components (explained in more detail below), it is possible to select the program code (and flow and service state) that is accessed by the processor when it operates in its simplified logical view. This multiplexing feature is one of the key aspects of our architecture and provides us with the ability to handle complex program and state management in hardware.
The address shifter component is responsible for mapping the processor core's address space to the memory section that contains the appropriate data. We discuss this functionality in the context of the instruction memory, but it also applies to data memory as shown in Figure 2 . In our example, we assume a 16-bit address space used by the processor core. Note that this design can also be parameterized for other memory space sizes. We only present one configuration for illustrative purposes. On the interface between the service processor core and the instruction memory, the least significant bits (the lower eight bits in the system shown in Figure 2 ) are connected directly to the instruction memory. Thus, the address translation operates in chunks of 256 bytes. The eight most significant bits are sent into an 8-bit address shifter component. The design of a 4-bit address shifter is shown in Figure 3 . By sending the appropriate control signals from SRAM, the address shifter has the ability of either (1) forward an address bit (i.e., outputting bi on ai) or (2) overwrite an address bit (i.e., outputting a stored value from SRAM on ai). With these two options, the service processor core's address space can be shifted to another range in the address space and it can be limited in size (if less than 64kB are needed). For example, the processor uses a 10-bit address space, which is stored in physical memory from 0x0400 to 0x07FF, address bits 0. . . 7 are connected directly to the memory, address bits 8. . . 9 are forwarded by the address shifter, address bits 10 is set to 1 by the address shifter, and all higher address bits are set to 0. Note that if the overall address space for service programs needs to exceed 16 bits, additional address lines can be controlled by the SRAM in Figure 3 (without having a choice of forwarding processor address lines since they do not exist beyond 16 bits). The selection of signals sent to the multiplexers depends on the service tag. The service tag identifies which service needs to be performed by the processor and thus selects the service program that is executed.
Packet I/O
For the above design to work correctly, we also need to have a mechanism to transfer packets into and out of the service processor. As shown in Figure 2 , there is a dedicated packet memory to which part of the logical processor data memory is mapped. For efficient operation, we have designed a novel buffer shown in Figure 4 .
The main idea is to have two physical packet buffers available. While one of them used by the processor to access packet memory, the other can be used to transfer in the next packet (after transferring out the previous packet). Once processing of a packet has been completed (signaled by PKT_DONE), the buffers are (logically) swapped. The data I/O of service processor is controlled by two FIFOs, which provide data path connections among multiple service pro- cessor units. This design of a packet buffer can be expanded in size to contain more than two packets. Such an expansion may be necessary if moving of packets takes significantly longer than the service processing that is performed.
Each packet also carries meta-information that ensures that it is processed correctly. This information consists of:
• Service Tag: The service tag identifies which service is to be performed by a service processor. As mentioned above, the service tag is used by the address shifter to determine to where to map the core's instruction address space.
• Flow Tag: The flow tag identifies to which flow a packet belongs. This tag is used to demultiplex to the correct flow state information.
These tags need to be set correctly before initiating the processing of a packet. This step is done by the network service processing platform as discussed below. Also, if multiple services are to be performed on a packet, multiple service tags are necessary.
NETWORK SERVICE PROCESSING PLAT-FORM
The overall architecture of the network service processing platform, which uses a number of parallel service processors, is illustrated in Figure 5 . In the data plane of the system, packets enter through the I/O interface and get classified into flows. Once the flow has been identified, the system can assign the appropriate service and flow tags to ensure that the correct set of services is applied the packets. Then, packets enter the grid of service processors, where each gets processed as described above. Each service processor has access to shared busses for flow state data and service state data. After completing the processing of the packet, it is schedule for output on the outgoing interface (or the interface connecting to the router switch fabric).
To ensure correct operation, the service information for each flow needs to be set up correctly. This is done via the control plane, where the flow manager and service manage interface with the network service controller. The network service controller performs connection setup, routing, and service placement. Its functionality is described in more detail in [6] .
To achieve scalability in the grid of service processor, we do not assume a single shared interconnect for packet transmission between service processors. Instead, we arrange them in a mesh (or possibly multiple parallel pipelines), which requires each service processor only to support one (or a few) local point-to-point connections. Note that the service and flow state bus is still a global interconnect, but we expect it to be utilized at a much lower rate than the packet interconnection.
One of the key operational challenges in this system is the runtime management of resources. In particular, we foresee the following questions: • How can flows be mapped to traverse a patch through the grid of service processors while allocating the right set of services to them? Note that it is possible that a packet traverses a service processor without being processed.
• How many (and specifically which) service programs should be installed on any given service processor?
• How can resources be reallocated when requirements change during runtime (e.g., due to an increase of a flow's data rate)?
In our prior work on runtime management of network processors we have already developed a solution to allocating processing resources on demand [29] . This experience will help us in solving the problems specific to the network service processing platform.
PERFORMANCE
We provide a rough estimate of the performance of different network services processing platform configurations in Table 1 . We assume three configurations with increasing system performance and increasing processing demands. Configuration I assumes a modest 2×2 processor grid with low clock rate and Configuration III represents a high-end system. The cycles per instruction are based on 10ns SRAM access time with an instruction mix containing 10% memory operations (no multi-threading). The effectiveness of the runtime management system to utilize all system resources decreases as more processors are available. The number of instructions executed by a service ranges from 500 to 2,000 per packet [17] . We assume an average packet size 300 bytes. Based on the results in Table 1 , we can see that even small configurations of our system can support data rates of several Gigabits per second for simple services. High-end configurations can support tens of Gigabits per second with more complex services.
As ongoing research, we are planning to develop an implementation of the network service processing platform on the NetFPGA system [16] . Once this prototype exist, we can evaluate the performance (and chip area requirements) more carefully and compare them to other network processing systems.
SUMMARY AND CONCLUSIONS
We argue the programmable packet processing functionality is essential for next-generation networks. To overcome the complexities of current network processor systems, we propose a platform that provides custom data-path process-ing based on network services. We discuss how our design allows processing context to be managed in hardware to simplify software development. Our initial performance estimates indicate that the system could support Gigabit per second link rates.
