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Abstract--Solving singular integral equations of Cauchy-type numerically involves solution of a 
linear system of equations. The number of collocation and quadrature points decides the size of the 
linear system and an n x n matrix is derived in most cases. Taking more collocation points may yield 
more accurate numerical solutions as in [1] and numerical difficulties arising in solving overdetermined 
system. We show that the coefficient matrix of the overdetermined system obtained by taking more 
collocation points than quadrature nodes have the generalized inverse. © 1999 Elsevier Science Ltd. 
All rights reserved. 
1. INTRODUCTION 
Cauchy-type singular integral equations of the form 
1/ l  g(t)dt /l___ 
-~ 1 -t--s + A 1 g(t)~(s,t) dt = f(s), -1  < s < 1, (1) 
are useful for the solution of many problems in engineering. The singular integral is interpreted as 
a Cauchy principle value where g(s) is an unknown function to be determined is called a Cauchy 
Singular Integral Equation. The integral equation derived from (1) by putting ~(t, s) = 0, viz, 
1/'_ g(t)dt 
1 t----7 = f(x), -1  < s < 1, (2) 
is called the dominant equation. The classical theory based on the properties of sectionally 
holomorphic function includes theorems of the Fredholm type derived through a process of reg- 
ularization. Few problems, however, admit closed form analytical solutions. While in principle 
numerical techniques may be applied to the regularized equation, direct methods based on quad- 
rature and collocation or Galerkin approximation-minimum residual error in an appropriate norm 
have been popular since their inception in the paper by Erdogen and Gupta [2]. 
The method proposed by Erdogen and Gupta [2] consists of setting g(t) = (1 - t2)1/2¢(t), 
replacing the integrals by the quadrature formula using the zeros of Un(x), Chebyshev polynomials 
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of the second kind, as the abscissae, and solving the linear system of algebraic equations. The 
error in the approximation will depend on the quadrature error, which is expected to decrease for 
the larger number of nodes, and the characteristics of the linear algebraic system. In particular, 
the error will be significantly effected by the proximity of the eigenvalues of the coefficient matrix 
to the parameter ~. Thus, for reliably accurate solutions, it is desirable to have a variety of 
techniques available, which are amendable to estimation of error. 
We consider equation (2) and investigate the behavior of the proposed techniques for the 
complete quation (1) because the Fredholm term, 
/_11 g(t)~(t, s)dr, 
usually plays a role of moderate perturbation. Equation (2) has a solution of index -1  if 
_1 f(x) dz 
1 - 0 .  (3 )  
If equation (1) has a bounded solution, then 
/_: (1- x2)-l/2 { f.(x) - /_: a(x,t)g(t)dt} dx = O. (4) 
In [1], the method proposed by Erdogen and Gupta [2] is applied to (2) when ¢(t) is an odd 
function and f(x) is even. And, by using the zeros of T2d(n+l)(X) for the collocation points 
where d = 1, 2, 4 , . . . ,  and U2n+l(X) for the quadrature, d(n + 1) × n overdetermined system of 
equations is derived. Increasing d has the effect of taking more collocation points. Solving the 
overdetermined linear system, however, may yield inaccurate solution due to the condition of the 
coefficient matrix. Numerical tests employing Generalized Singular Value Decomposition showed 
that d = 2 results the most accurate solutions among other choices of de. 
In this paper, we find the generalized inverse matrices of the coefficient matrices for four cases: 
linear systems obtained by setting 
(a) g(t) = ¢(t)(1 - t2) 1/2 and 
(b) g(t) = ¢(t)(1 - ~2) -1 /2 .  
Using symmetry, computation can be made faster 
(c) g(t) = ¢(t)(1 - t2) 1/2, and when ¢(t) is an odd function and f(x) is even, and 
(d) when ¢(t) is an even function and f(x) is odd. 
We can reduce computational time for solving the overdetermined system using the generalized 
inverse of the coefficient matrix. Norms of the generalized inverse of the coefficient matrix are 
computed. 
In Section 2, we describe the identities involving the zeros of Chebyshev polynomials. Then, 
we find the generalized inverse matrix for the each coefficient matrix in Section 3. 
2. PREL IMINARIES  
The Chebyshev polynomial of the first kind Tk (x) is defined by 
Tk(X) = cos (kcos -1 x),  k = 0, 1,2, . . . .  
Let {t~ k) } denote the zeros of Tk(x) and t~ k) be the zero nearest to 1 and t (k) nearest to -1. That 
is, 
t k) = cos , i = 1,2, . . . ,k .  
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The Chebyshev polynomial of the second kind Uk(x) is given by 
sin {(k + 1)cos -1 x} 
u~(x)  = sin {cos -~(x)}  
Let {s~ k) } denote the zeros of Uk(x) with s~ k) being nearest o 1 and s (k) nearest o -1 ,  i.e., 
8 k) ~--- COS ~ , i = 1,2, . . . ,k .  
Note that the zeros are distributed symmetrically about the origin. 
Ident i t ies  Involv ing Zeros of  Chebyshev  Po lynomia ls  
We will use some of the following identities involving zeros of Tn(x) and Un-1 (X) in finding the 
generalized inverse of the coefficient matrix obtained using the Gauss-Chebyshev quadrature. 
Sums with zeros of Tn(x) and Un-l(X) [3]: 
n-1  
E (tk - sj) -1 = tk (1 -  t2) -1,  k = 1 ,2 , . . . ,n ,  (5) 
j----1 
r~--I 
E(tk- -s j l -2=n(1-- t~)- l - - ( l+t2k)(1- - t2k)  -2, k=l ,2 , . . . ,n ,  (6) 
j= l  
rl,-1 
E 
j= l  
.n-1 
E 
j= l  
n 
E 
k=l 
n 
E 
k=l 
2 
1 - sj 
(tk--sj)(tk,--sj) =--n' kCk ' ,  k ,k '= l , . . . ,n ,  (7) 
~ s2 n ~ n, 
( tk_~)2  = _ 
k= 1, . . . ,n ,  (8) 
(sj - tk) -1 =0,  j= l ,2 , . . . ,n -  1, (9) 
(8j--tk)-2=n2(1--82) -1, j = 1 ,2 , . . . ,n -  1. (10) 
The above identities hold for the zeros of T, nn(x) and Umn-l(x) for odd integer m. From 
COS 
m(2k - 1)Tr = (2k - 1)7r 
2ran 2n 
notice that the zeros of Tn(x) are also the zeros of Tmn(x), and any identities involving a zero of 
Tan(x) and the summation of the zeros of Umn-l(X), (e.g., (5)-(8)), hold for the zeros of Tn(x) 
and Umn-l(X). We use odd m to keep m(2k - 1) odd. 
Similarly, for l = 1,2, 4, 6 , . . . ,  the identities hold for the zeros of Tnt(x) and Unz-l(X). Using 
COS~ ~-~ COS~,  
we have that (9) and (10) hold for the zeros of Tnl(x) and Un-l(X). 
In the view of the zeros of Uznt-l(x), i.e., 
liTr ivr 
cos L~zn)"-rz--c = cos ~n '  i = 1, 2 , . . . ,  n,  
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sums with the positive zeros of T2nl (x) and U2r,-1 (x): 
nl 
(t 2 - s2) -1 -- 0, j = 1 , . . . ,n ,  (11) 
k----1 
nl 
E (s~- t2 )  -2 = (nl) 2 [s~ (1 - s2 ) - l ] ,  j = 1 , . . . ,n .  (12) 
k=l  
For the positive zeros of T2mn(x) and U2mn-l(x), where m is odd, 
COS 
(2k - 1)7r " m(2k - 1)7r 
- -  COS 
4n 4ran 
gives sums with the positive zeros of T2n(x) and U2m,~-l(x): 
ran--1 1 --1 
Z (t2-s~) -1= -2 [ (1 - t  2) - - tk2] ,  
j----1 
j= l  
Starting with the identities with the positive zeros of T2n+l(X) and U2n(x), we consider the 
identities with the positive zeros of Tm(2,~+l)(x) and U2n(x) where m is odd. Let p = mn + 
(m - 1)/2. From the positive zeros of Um(2n+l)-l, 
mj~r j r  
cos = cos - -  j = 1 , . . . ,n ,  
m(2n+ 1) 2n+ 1' 
we have 
p 
Z( t~-  s~)-~ = (2~), ; = 1,~,. . . , , ,  
k=l  
P 2 -1, 
k----1 
P 
k--1 
(13) 
= + s~ , i = j. 
We have the following identities for the positive zeros of T2n+l(X) and Um(2n+l)-l(X) for m 
odd. We let p = m(2n + 1) - 1. Among the positive zeros of Tm(2n+l), we have 
2k - 1 m(2k - 1) 
cos 2(2n -{- 1) ~r = cos 2m(2n + 1) 7r 
and 
(t~- 8~1 -I-- [2(l-t~)] -I, 
j= l  
p/2 
j----1 
k = 1 ,2 , . . . ,n ,  
, k = 1 ,2 , . . . ,n .  
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3. GENERAL IZED INVERSES 
We consider equation (3) and its discretized form. We show that the overdetermined systems 
derived using more collocation points than quadrature nodes have the generalized inverses. 
3.1. The Overdetermined System by Setting g(t) = x/T-Kff¢(t) 
A method for calculating the solutions of (2) was given in [2]. By setting g(t) = x/1 - t2¢(t) 
and using the elementary integral 
1 / /  vci- - t 2 
7 1 - t : s  d t=-s ,  -l<s<l, 
we have 1/I_. V/~-t2)¢(t)dt l f~ 
7 1 ;=7 -'~ 7 1 
x/~ - t2){¢(t) - ¢(s)} dt 
t - s  
- s¢(8). (14) 
When the zeros of U2n+l(X) are used as abscissae for quadratures and the integral is evaluated 
+(2n+2) at the zeros of T2n+2(x), ~k , it is found in [4] that 
1 p x/1 - t2¢(t) dt 
7 J_ 1 7----~k ~" - -  2n+2 j=l 8 5 - tk  
If 
? f ( s )ds  
1~7~ =° 
is satisfied, (2) has a bounded solution. The Gaussian formula for 04) yields 
1 2~,  (1 :~y_)~(,j) = i(tk), 
2n+2 j=l s t - tk 
2n+l 
S (tj) = 0 
3=1 
k = 1,2, . . . ,2n + 2, 
The use of the zeros of U2n+l(X) as the abscissae and T4n+4(x) as the collocation points results 
in 
1 2~_+1 (l_s2)¢(sj) -, ,T2n+2(s) 
2n + 2 2---'j=1 s t - s - rp (s )~.  
We use Lagrange interpolation formula for ¢(s) as follows. Let 
2n+l 
¢(8) = ~ ¢(8j1 U2n+1(81 X 
s - sj U' 2.+I  (sj)" j=l  
Then, 
2.+1 T2n-{-2 (8) T2n+2(s) - ~ ¢ (s~) 
--¢(8) U2n+l(S) = (8 -- 85) V~n+l (8j) j=l  
Therefore, the discretized form is 
I f l  V~- t2)¢( t) dt 
k r 1 t - s  
1 2k l  (1- s2) ¢ (sj) 
2n+2 j=1 s j - s  
2.+x T2.+2(s) 
- ~ ¢ (s~) (s _ 851 u~.+x (~j)" 
5=1 
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Equation (14) can be represented in a matrix form 
Ax = b, 
where the (kj) th element of (4n + 4) x (2n + 1) matrix A is 
1 (1 -  s~) T2n+2(tk) 
(2n + 2) sj -- tk (tk -- sj) U~n+l (sj)" 
Here, 
(2k - 1)7r k = 1, ,4n + 4. T2n+2 (tk) = COS 4 ' "'" 
If k varies from 1, . . . ,  4n + 4, the values of T2~+2(tk) change (1/V~), - (1/V~),  - (1/V~),  (1/v~), 
(1 /v~) , . . . ,  (1/v~), (1 /v~) , - (1 /v~) , - (1 /V~) ,  (1/v~). The values of T2n+2(tk) have symmetry 
and, along with the symmetry of tk, we have 
4n+4 4n+4 (4n + 4) 2 
T2_~n+__2 (tk) _ O, E T2___n+._2 (tk___) = (_1) j -- (15) 
E s j - tk  (sj--tk) 2 2(1 s~)" 
k=l  k=l  
THEOREM 1. The generalized inverse of A is (ik) th element a + of 
1[  1 I T2n+2 (tk) ] 
(2n+2) (s i  tk)-- (1 2 . . . . .  , - - ~i) (tk - ~)  G .+,  (s,) 
PROOF. By (9) and (15), we have 
4n+4 T2n+2 (tk) = O, 
(t~ :~:  sj) 
k----1 
For i # j ,  by (9), 
With 
T~n+~ (tk) 
k=l  
=0.  
4n+4 2 
1 ~-, 1 - s j  = O. 
a+akj = 10(2n + 2) 2 ~= (s, -- tk) (Sj -- tk) 
• 1,i (2n + 2) v~n+l (s,) = ~- ) ~ / : s~ '  
for i = j, by (10), 
a~akj = 1. 
We can find the right generalized inverse of A T , (AT) + , similarly. We observe that 
A + = PA T, 
where the (ik) th element of F is 
1 
7ik 10 (1 - s 2) 
THEOREM 2. 
PROOF. From A + = FA T, we have 
1 71" 
]IA+II2 = ~coseC2n +----~. 
Hence, 
and (16) follows. 
A+(AT)+ =r 
[[A+I[ ~ = m/ax {10 -1 (1 -  s/2)-1}, 
(16) 
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3.2. The Overdetermined System by Sett ing g(t) = ¢(t)(1 - t2) -1/2 
We rewrite 
as 
1 /?  g(t)dt 
-~ 1 -t : 8 = f(8), 
1 [ l  ¢ ( t ) -¢ (s )  
by setting g(t) = ¢(t)(1 - t2) -1/2. We use 
-1<8<1,  
dt = f(s),  -1  < s < 1, 
1/11 
Vi~L~) =Uk- l (y) ,  k= l ,2 , . . . ,  
=0, k=0,  
and for the Chebyshev nodes, we have 
1 n ¢ ( t j ) -¢ (s )  
51 )-~ ~ : i = f(~) + ~"(~)' 
where en(s) is the error of Gaussian quadrature. Also, 
n5=1 t 5 s n5_=1 tS - s T , (s)  
The use of the zeros of Un-l(x) as the collocation points yields the linear system of algebraic 
equations [8] together with the condition (1/7r) f1_1 g(t) dt = c, where c is specified constant. 
1 ~ ¢(%) 
= tT-A = s(~), 
1 n 
-~¢( t5)  =c. 
n 
5=1 
k = 1 ,2 , . . . ,n -  1, 
We use the zeros of U3n-l(X) as the collocation points and Tn(x) as the quadrature nodes. We 
also use Lagrange interpolation for ¢(s) such that 
n T.(8) 
¢(s) = ~-" ¢ (ts) (s - ts)TIn (tj)" 
5=1 
Then, the linear systems of algebraic equations is 
1 n 
- ~  n (tj) = c. 
5=1 
k= 1,2 , . . . ,3n -  1, 
In a matrix form, 
Ax = b, (17) 
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where A is an 3n x n matrix whose (k j)  th element is 
1 1 -s~ 
- -  . 
n tj - sk 
akj ---- 
1 
n 
(i-s~)U._: (s~) - - +  
(tj -sk)T~(tA ' 
1<k<3n-1 ,  j= l ,2 , . . . ,n ,  
k=3n,  j = 1 ,2 , . . . ,n .  
x is a vector with n component ¢(tj), j = 1, 2 , . . . ,  n, and 
b = [(I - s 2) f (81), (I - s~) f (s2),..., (1 - s~_a) f (sk-1),c] T. 
THEOREM 3. Let 
- U~_ l (~)  
a, = Z (ti Sk) 2 (T~ (ti)) 2' 
k=l  
and n be even number. The (ik) th dement a+ of generalized inverse of A in (17) is 
1 1 Un-l(Sk) ] ~[l'ti-SkL'" (ti_sk)T,n(ti)j, l<k<3n- l ,  i=l,2,...,n, 
a+= 
3 k 3n, i 1,2,.. ,n, Z~' 
where f~i = 9 - ai. 
PROOF. The values of (1 --s~)Un-l(Sk) are sin(k/3n) sin(k/3), and the values of (1 -s2)U2_l(Sk) 
are sin2(k/3), k = 1, . . . ,  3n - 1. Using the symmetry of the values, for i # j ,  we have 
3n--I (1 - s~) Un-1 (sk) 3n-I (1 -- s~) U2_1 (3k) 
= 0 and (7, : = 0; 
k=l  k=l  
hence, by (7), 
For i = j ,  by (8), 
l ] 
a'+~kakj -~ ~ k=l (t i -- 8 j  (-~j - Sk)' "~- 
= (-3n) + ~ = 0. 
3 
n~ 
3n- I  
1 ~-, 1 -s~ ai 3 =1. 
3.3. The  Odd-and-Even  Spl i t t ing I
The odd-and-even splitting of a problem will reduce the arithmetic of solving the linear system 
to approximately one quarter of the system. We consider even/odd ¢(t) and odd/even f (s)  and 
their overdetermined systems in this and the next section. 
_(2n+D for abscissae and t (d(2n+2)) as collocation points, the discrete form is If we use sj 
2•_•1 2n+l  1 f_l ~ _  t2)¢(t) dt 1 (1 - s~) ¢ (sj) E ¢ (sj) T2n+2 (ti) (18) -~ 1 t - x = 2n +-----~ j=l sj - t, - j=l (t, - sj) U~,+I (sj) ' 
where i = 1, 2 , . . . ,d (2n+ 2), d = 2, 4 , . . . .  
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In order to check whether condition (3) is satisfied in the equation 
1 F eW:~(t )  dt / = f(x), -1 < z < 1, (19) 
"~ j_~ t -x  
note that ¢(t) is an odd function of t if f(x) is even and ¢(t) is an even function of t if f(x) is 
odd in (19). Condition (3) is satisfied in the latter case. 
If f(x) is odd and ¢(t) is even, then a bounded solution always exists. Suppose that ¢(Sn+l) = 0 
t(d(2n+2)) _(2n+1) for abscissae and -i as the collocation points, using for sn+l = 0. When we use ~j 
the symmetry, we can write (18) as 
E 
t=l 
1 ti (1 - sy) ¢ (sj) 2tiT2n+2 (ti) ¢ (sj) 
2 -- t2 (t  2 -- 8 2 ) Y~n+l  (8 j )  (n + 1) s t 
= f (t~), (20) 
where i = 1 ,2 , . . . ,d (n+ 1), d = 2, 4 , . . . .  
Let us consider the case that f(x) is even, ¢(t) is an odd function, and (3) is satisfied. The 
. ^ ^(2n+l) ~(d(2n+2)) 
generalized inverse for (20) can be obtained similarly. If we u~¢ ~t for abscissae and -i 
as the collocation points, the discrete form of condition (3) is 
d(2n+2) 
f(t,)=o. 
i-~ l
Equivalently, using that f(x) is even, 
d(n+l)  
f(t,) =0. 
Using formula (18), sn+t = 0, ¢(sn+l) = 0 for continuous ¢, we have the equations 
~[  1 s~(1-s~)¢(s j )  2stT2,+~(t,) ] 
(n+l )  ~ ~ -¢(8~) -.-~,-Tr . . . .  y(t~), t : ,  8 t - t, (t,~ - st) v~+,  (st) 
(21) 
where i = 1 ,2 , . . . ,d (n+ 1), d -  2, 4, . . . .  
We consider d = 2 as in [1] since we obtained the most accurate solutions in numerical tests. 
The overdetermined system can be represented in matrix form as 
Ax = b, (22) 
where A is a 2(n + 1) x n matrix whose (kj) th element for (21) is 
(1 - sy) 2s~. T2n+2 (tk) 1 sj 
n + 1 sj 2n+1 (s~)' 
(23) 
x is the n vector whose ith component is ¢(sj)/sj, and b is the d(n+l )  vector whose ith component 
is f(ti). Therefore, we have the overdetermined system whose number of rows depends on d. 
Using symmetry of the values of T2n+2(tk) in Section 3.1 and tk, 
4n+4 T2n___+2 (~k) ---~ 0, 
E sj -- tk 
k=l 
hence, 
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2.+2 E T2.+2 (tk) 5"~--~ --0. 
k= 1 85 -- tk 
The symmetry of the values of T2n+2(tk) leads that if the terms with t~ are summerized with 
T2n+2(tk), then the results are half the summation of t~ taking the sign of (T2n+2(tk))/t 2 with 
the biggest absolute value, e.g., 
2~_~2 2n+2 1 1 T2.+2(tk) = (2n + 2) 2 = ~ 
k=~ t~ 
wh " 2n+2 2 ere s,gn(~-:~k= 1 (T2n+2(tk)/tk)) = sign(T2n+2(tk,)), k' is the index of (maxk [T2.+2(tk)/t2[). 
2~2 T2.+2 (tk) [ : 12~ 2 1 
- 2 '  k=l 1-=~k (2n +2) 2 2 k=l 1 t k 
• 2n+2 where slgn(~-~k= 1 (T2.+2(tk) / (1 -- t~))) = sign(T2n+2(tk,)), k' is the index of (maxk [T2n+2(tk)/ 
(I - t~)[). 
2•-T•2  T2n+_._2 (tk) (2n + 2) 2 1 2.+2 1 • 
~=~ ,~ ~, , -- (5 - t~)  ~ 
where sign(E~=+2(T2.+2(t~)/(s~-t~)2)) = sign(T2n+2(tk,)), k' is the index of (maxk IT2.+2(tk)/ 
(s~ - t~)2l). 
THEOREM 4. Let t~ be the positive roots o[ T4(n+l) and s t be the positive roots of U2n+l, 
i = 1, . . . ,  2n+2, j = 1, . . . ,  n+l .  Let A denote the coefficient matrix of(23) whose (ij) th dement 
is 
~ (1 - s~) 282. T~.+2 (t,) 1 s t 
a i j=  (n+X) (s 2 - t  2) - (t 2 -s~)U~n+l(s t ) "  
Then, ( i , j)  th element of the generalized inverse of A such that A + A = In is 
1 1 2 T2.+2 (th) 
a+ = lO(n+ 1) (s2-t~-----~ - 10(1 -s2) ( t2 -s2)  U''2.+, (s,) 
PROOF. With simple calculations, we can show that A + satisfies the four Moore-Penrose condi- 
tions [6]: 
2.+2 2.+2~ [ _1 1 
(s t~) lO(n + 1) 5 E a~ak5 = k=, 
2(n + 1)T2,+2 (tk) ] 
(1 2 2 2 , - s~) (tk - ~)  u~.+l  (s~) J 
0 -  2(n + 1)s  
X L | T8~'2" '~-'~2-~kJ k] ~k :  82) U6.+, (8 j )  J" 
For i ~ j, after simple computation using (11), we have 
= 0 and 
(t~ " -~-  ~-  ,__, - 8,)(t,~ - 8~) 
2~+2 T~.+2 (tk) 
E :Ni = #) 
k=l 
= 0; (24) 
2n+2 2 2 5.+2 1 s 5 (1 - st)  
~+~5 = 1o(n + i)~ ...~ (s~-  '~ -~-  k=, = - tk) (8, - t~) 
_ s~ (1 -  s~) ~5~ [ 1 1 
2 2" 
8j  -- S i 
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x-~2n+2 a+ a Hence, z.,k=l ik kj = 0 for i ¢ j by (11). If i = j ,  we have 
2n+2 
Z T~.+2 (tk) , (2n + 2) ~ 
k=l (82- - t2 )  2 = (--l)2~2/2~i-_:-'~/2) 
and 
2n+2 Z r~"+~ (t~) 
~=~ (t~ - s~) 2 
(2n + 2) 2 
- -  2 2 " 2si (1 - s~ ) 
(25) 
With 
(2~ + 2) 
u~+~ (s,) = ( -11~-~ 
and the observation on the zeros of Ta,~+a(x) and U2n+l(X), we have 
2n+2 1 
E a+akJ = 10(n + 1) 2 
k=l 
2n+2 1 s~ (1 - s~) + 4(n + 1) s, 
= (s~ t~) ~ u¢.+, (s,) 
2n+2 1 x ,  T~2+2 4(n + 1)2s 2 
+ 10(n + 1) 2 ~= (s 2 - t2): (1 - s 2) (U~,+I (si)) 2 
=1.  
We also have 
where (i, k) th element of F is 
A + = FA T, 
1 
"/ik = 10s2 (1 - s2) "6ik" 
THEOREM 5. 
2 
ilA+ll 2 = ~cosec  ~ n+l"  
PROOF, 
Hence, 
From A + = FA T, we have 
A+(AT)+ =r .  
IIA+II ~ = max {10 -ls~-2(1 - s~)- l} ,  
2 
IIA+ll 2 = ~cosec  ~+1" 
In the case of d = 4, 6 , . . . ,  we cannot compute the generalized inverses as for d = 2 because 
T2n+2(tk) varies as k increases, where tk are the positive zeros of Tsn+s, T16n+16. For d = 1, the 
coefficient matrix of the linear system A is an (n + 1) x (n + 1) matrix whose (ij)th element is 
1 s~ (1 -  ~) 
a,~ = ( ,  + 1) (s~ - t~) 
A-1 is represented by 
a._.l = 1 1 
'~ 4(n + 1) (s~ - t~)' 
and llA-ll{ = cosec(~r/(n + 1)). Hence, we have [[A-1[[ > [[A+[[ by Theorem 5. 
We can estimate the error e using the norms of the inverse matrices in the computed solution 
in terms of the residual error r by means of the inequality 
liell _< IIA+li atria. 
We showed in computation i  [1] that the residual errors Hrl[ for the case of d = 1,4, 6 , . . . ,  are 
bigger than d -- 2, and d = 2 provides the most accurate solutions. 
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3.4. The  Odd-and-Even Spl i t t ing I I  
If f ix) is odd and ¢(t) is even, we have (20) as a discretized form. In order to find the 
generalized inverse of the matrix, we divide (20) by t~, 
(26) J : : L [~ sy -  q - (q -  sy) u:.+: (~,) = t, 
THEOREM 6. Let ti be the positive roots of T4n+4 and sj be the positive roots of U2,~+1, i = 
1,..., 2n + 2, j = 1,..., n. Let A denote the coefficient matrix of (20) whose (ij)th element is 
i (1 -s  2 ) 2 T2n+I (ti) 
ao = in + 1) (sy - t~--------)  (t 2 - s 2) U~n+l (sj)" 
Then, (i j) th element of the generalized inverse of A such that A+ A = In is 
2 2 s2T2.+l (tj) 1 s~ _ 
a+= lO(n+l)(s~--ty) lO(l-s2)(ty-s2i)V~n+l(S,) " 
PROOF. A + satisfies the four Moore-Penrose conditions: 
2n+2 
2°+2 1 Er  
E a+akJ = lO(n+ 1) 2 [(s/2-t 2) 
k----I = 
2i. + 1)  T2.+2 l 
- ~ , ) ( tk  - ~ , )u : .+:  ( s0 J  
x { (~_2. - t-~j [ (I - sy) 2(n+l)  T2n+2(tk)], .
For i # j, we use (24): 
2n+2 1 2n+2 S 2 (1 -- Sy) 
a+~j - 1o(. + 1)2 ~ (s~.- ~ -~ - k=l = ~ - tk) (s~ - tk)2 
1] 1 
lOin~l)2 k=: (s~ t~) (sy-t~) sy s, 
x--~2n+2 a + a Hence,/_..k=l ik k j=0for i# jby01) .  
If i = j ,  we use (25), U~n+iis~) and the observation on the zeros of T4.+4(x) and U2n+lix), we 
have 
2"+22[ (  4(n + l) T2n+2 (tk) ] 2n+2 1 ~ sj. 1 - s 2) + 
E a~ak~ = :o(~ + i)2 (~,~ _ t~) 2 u~.+~ (~) 
k=l  = 
2n+2 1 s2T~n+2 (tk) 4(n + I) 2 
+ 10(n+l )  2 E : - - -2"~ =1.  k:= (s i - tk) (I - s~) (U~n+: (si)) 2 
THEOREM 7. 
1 nTr 
IIA÷II= = ~c°tan~n- t -  2" 
PROOF. From A + = FA T, we have 
A+ (AT)+ = F, 
where (ik) th element of F is 
Hence, 
2 
~k = 10 (is! s~) e'k" 
IIA+ll: = m {10 '}, 
1 nr  
IIA+ll 2 = ~cotan~ + 2 
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4. CONCLUDING REMARKS 
We have considered four systems of linear equations obtained by discretizing (2) and applying 
Erdogen's approach. We have found the generalized inverse of the coefficient matrix A in each 
case and shown that the increased computational cost by increasing the size of A can be reduced 
using the generalized inverse. Solving the linear system takes at most O(n 2) for 2(n + 1) x n 
matrix, whereas the Gauss-Newton method employed in the solution of (22) in [4] is O(n3). In 
the odd-and-even splitting I, we have also estimated the error for d = 2 and have shown that it 
is smaller than that Of d = 1. 
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