We prove an analogue of the classical Davis' decomposition for martingales in noncommutative Lp-spaces, involving the square functions. We also determine the dual space of the noncommutative conditioned Hardy space h1. We further extend this latter result to the case 1 < p < 2.
Introduction
The theory of noncommutative martingale inequalities has been rapidly developed since the establishment of the noncommutative Burkholder-Gundy inequalities in [12] . Many of the classical martingale inequalities has been transferred to the noncommutative setting. These include, in particular, the Doob maximal inequality in [3] , the Burkholder/Rosenthal inequality in [5] , [8] , several weak type (1, 1) inequalities in [15, 16, 17] and the Gundy decomposition in [11] . We would point out that the noncommutative Gundy's decomposition in this last work is remarkable and powerful in the sense that it implies several previous inequalities. For instance, it yields quite easily Randrianantoanina's weak type (1, 1) inequality on martingale transforms (see [11] ). It is, however, an open problem weather there exist a noncommutative analogue of the classical Davis' decomposition for martingales (see [17] and [10] ). This is the main concern of our paper.
We now recall the classical Davis' decomposition for commutative martingales. Given a probability space (Ω, A, µ), let A 1 , A 2 , · · · be an increasing filtration of σ-subalgebras of A and let E 1 , E 2 , · · · denote the corresponding family of conditional expectations. Let f = (f n ) n≥1 be a martingale adapted to this filtration and bounded in L 1 (Ω). Then M (f ) = sup |f n | ∈ L 1 (Ω) iff we can decompose f as a sum f = g + h of two martingales adapted to the same filtration and satisfaying
∈ L 1 (Ω) and
|dh n | ∈ L 1 (Ω).
We refer to [2] and [1] for more information.
We denote by h 1 the space of martingales f with respect to (A n ) n≥1 which admit such a decomposition and by H where S(f ) = n≥1 |df n | 2 1/2 . If we denote by H 1 the space of all L 1 -martingales f such that S(f ) ∈ L 1 (Ω), then it turns out that the Hardy space H 1 coincides with the other two Hardy spaces:
Preliminaries
We use standard notation in operator algebras. We refer to [9] and [18] for background on von Neumann algebra theory. Throughout the paper all von Neumann algebras are assumed to be finite. Let M be a finite von Neumann algebra with a normal faithful normalized trace τ . For 1 ≤ p ≤ ∞, we denote by L p (M, τ ) or simply L p (M) the noncommutative L p -space associated with (M, τ ). Note that if p = ∞, L p (M) is just M itself with the operator norm; also recall that the norm in L p (M) (1 ≤ p < ∞) is defined as
where
is the usual modulus of x. We refer to the survey [13] for more information on noncommutative L p -spaces.
We now turn to the definition of noncommutative martingales. Let (M n ) n≥1 be an increasing sequence of von Neumann subalgebras of M such that the union of M n 's is weak * -dense in M. (M n ) n≥1 is called a filtration of M. The restriction of τ to M n is still denoted by τ . Let E n = E( · |M n ) be the trace preserving conditional expectation of M with respect to M n . E n defines a norm 1 projection from L p (M) onto L p (M n ) for all 1 ≤ p ≤ ∞, and E n (x) ≥ 0 whenever x ≥ 0. A noncommutative martingale with respect to (M n ) n≥1 is a sequence
In this case, we set
with the usual convention that x 0 = 0.
We now describe Hardy spaces of noncommutative martingales. Following [12] , for 1 ≤ p < ∞ and any finite sequence a = (a n ) n≥1 in L p (M), we set
) defines a norm on the family of finite sequences of L p (M). The corresponding completion is a Banach space, denoted by
x n x * n ) converge for the weak operator topology. We recall the two square functions introduced in [12] . Let x = (x n ) n≥1 be an L p -martingale. We define
2 ) if and only if the sequence (S c,n (x)) n≥1 is bounded in L p (M). In this case S c (x) = lim n→∞ S c,n (x) (relative to the weak * -topology for p = ∞).
The same remark applies to the row square function.
2 )), and set
and
. Equipped respectively with the previous norms, H 
equipped with the intersection norm
We now consider the conditioned versions of square functions and Hardy spaces developed in [5] . Let 
Let h 
consisting of all martingale difference sequences. Following [5] , we define the conditioned version of martingale Hardy spaces as follows:
. Throughout the rest of the paper letters like κ p , ν p · · · will denote positive constants, which depend only on p and may change from line to line. We will write a p ≈ b p as p → p 0 to abbreviate the statement that there are two absolute positive constants K 1 and K 2 such that 
More precisely, if x ∈ H 1 (M),
The inclusion h 1 (M) ⊂ H 1 (M) directly comes from the dual form of the reverse noncommutative Doob inequality in the case 0 < p < 1 proved in [5] , which is stated as follows. For all finite sequences a = (a n ) n≥1 of positive elements in
Indeed, applying to p = 1/2 and a n = |dx n | 2 , we obtain for any martingale
On the other hand, we have
Hence we deduce
For the reverse inclusion, we will show the dual version. The dual approach gives also another proof for the direct inclusion, with a constant √ 6 instead of 4. Recall that the dual space of H 1 (M) is the space BMO(M) defined as follows (we refer to [12] for details). Set
where, as usual, E 0 (a) = 0. BMO c (M) is equipped with the norm
) is a Banach space. Similarly, we define
Note that if a n = E n (a), then
To describe the dual space of h 1 (M), we introduce similar spaces bmo c (M) and bmo r (M). Let
and equip bmo c (M) with the norm
. This is a Banach space. Similarly, we define
Note that bmo c (M), bmo r (M) and bmo(M) ⊂ L 2 (M). As before, we have
For convenience we denote
The relation between the spaces BMO and bmo can be stated as follows.
Proposition 2.2 We have
More precisely, for any a ∈ L 2 (M),
and similar inequalities hold for the two other spaces.
Proof. Let a ∈ BMO c . Then
Since da 1 = E 1 (a), taking the supremum over all n ≥ 1 we find
Taking the supremum over all n ≥ 1 we obtain
Passing to adjoints yields
These estimations show that the spaces BMO and bmo coincide.
We have the following duality:
We have (h 
(ii) Conversely, any φ ∈ (h c 1 ) * is given as above by some a ∈ bmo c . Moreover
Similarly, (h r 1 ) * = bmo r and (h 1 ) * = bmo.
Remark 2.4
In the duality (1) we have identified an element x ∈ L 2 (M) with the martingale (E n (x)) n≥1 . This martingale is in h c 1 and
Indeed, by the Hölder inequality, we have
where the last equality comes from the trace preserving property of conditional expectations and from the orthogonality in L 2 (M) of martingale difference sequences. As finite L 2 -martingales are
Proof.
Step 1: We first show bmo c ⊂ (h c 1 ) * . This proof is similar to the corresponding one of the duality between H 1 and BMO in [12] . Let a ∈ bmo c . Define φ a by (1). We must show that φ a induces a continuous linear functional on h c 1 . Let x be a finite L 2 -martingale. Then (recalling our identification between a martingale and its limit value if the latter exists)
Recall that
By approximation we may assume that the s c,n (x)'s are invertible elements in M for any n ≥ 1. Then by the Cauchy-Schwarz inequality and the tracial property of τ we have
To estimate I we set θ 1 = s c,1 (x) and θ n = s c,n (x)− s c,n−1 (x) for n ≥ 1. Then θ n ∈ L 1 (M n−1 ) and
θ k . Using the Abel summation and the modular property of conditional expectations, we find
On the other hand, since s c,n−1 (x) 2 ≤ s c,n (x) 2 , we find
Combining the preceding estimates on I and II, we obtain, for any finite L 2 -martingale x,
Therefore φ a extends to an element of (h
Step 2:
By the density of
We will show that a ∈ bmo c . We want to estimate
Then by (2) we have
On the other hand note that
We note that z ∈ L 1 (M) for a ∈ L 2 (M) and the orthogonality of martingale difference sequences in L 2 (M) gives
Let y be the martingale defined as follows
By (2) we have τ (a * y) ≤ y h c
1
.
On the other hand, by the definition of y and the fact that x ∈ L + 1 (M n ), we find
Thus
Combining the preceding inequalities, we deduce
Since x is positive, using the Hölder inequality, we find
It then follows that
Taking the supremum over all x ∈ L + 1 (M n ) with x 1 ≤ 1, we deduce E n (z) ∞ ≤ 1. Therefore a ∈ bmo c and a bmo c ≤ 1. This ends the proof of the duality (h Step 3: Since finite martingales are dense in each h 
We claim that ker P = (h d
⊥ we fix n ≥ 1 and define the martingale x by dx n = E n (a n ) − E n−1 (a n ) and dx m = 0 if m = n. Since a n ∈ L ∞ (M) and τ is finite, m≥1 dx m 1 = dx n 1 ≤ 2 a n 1 ≤ 2 a n ∞ < ∞,
Hence 0 = dx, a = τ (E n (a n ) − E n−1 (a n )) * a n = τ (E n (a n ) * E n (a n )) − τ (E n−1 (a n ) * E n−1 (a n )) = τ |E n a n − E n−1 a n | 2 ;
whence E n (a n ) = E n−1 (a n ). Thus we deduce that a ∈ ker P . Therefore, our claim is proved. It then follows that (h
Hence, the proof of the theorem is complete.
We can now prove the reverse inclusion of Theorem 2.1. 
Proof of Theorem
Remark 2.5 Combining Proposition 2.2 and the duality results, we also obtain
3 A description of the dual of h p for 1 < p < 2
In this section we extend the duality theorem in the previous section to the case 1 < p < 2. Namely, we will describe the dual of h p for 1 < p < 2. The arguments are similar to those for p = 1. The situation becomes, however, a little more complicated since the noncommutative Doob maximal inequality is now involved. On the other hand, the proof of the duality theorem for 1 < p < 2 is also slightly harder than that in the case p = 1. This partly explains why we have decided to first consider the case p = 1. Let us recall the definition of the spaces
. The norm of (x n ) n≥1 is then defined as
One can check that (L p (M; ℓ ∞ ), Lp(M;ℓ∞) ) is a Banach space. It is proved in [3] and [7] 
The norm of L p (M; ℓ ∞ ) will be denoted by sup + n x n p . We should warn the reader that sup + n x n p is just a notation since sup n x n does not take any sense in the noncommutative setting. Now let 2 < q ≤ ∞. We define the space 
(ii) Conversely, any φ ∈ (h c p ) * is given as above by some a ∈ L c q mo. Moreover
where λ p > 0 is a constant depending only on p and
Similarly, we have
Proof. We show only the duality equality (h c p ) * = L c q mo. To this end, we will adapt the proof of the corresponding duality result for H c p in [5] for the first step. The second one is adapted from the proof of Theorem 2.3.
Step 1: Let a ∈ L c q mo and x be a finite L 2 -martingale such that x h c p ≤ 1. Let s be the index conjugate to q 2 . We consider
. Thens c,n (x) ∈ L s (M n ) and by approximation we may assume that thes c,n (x)'s are invertible. By the arguments in the proof of the duality between h c 1 and bmo c in Theorem 2.3 we have
To estimate I we set again
By (4), we have
To estimate the second term, let α = 2/p ∈ (1, 2] and notice that
For fixed n, we define y =s c,n−1 (x) s and z =s c,n (x) s . Since p/2 ≤ 1, we have
Note that z 
Combining the precedent estimations we deduce that for any finite L 2 -martingale x
Thus φ a extends to an element of (h
By the density of L 2 (M) in h c p we have
We want to estimate
Then by (7) we have
On the other hand for each n ≥ 1 we set
Then by (4) and the dual form of Junge's noncommutative Doob maximal inequality, we find (recalling that s is the conjugate index of q/2)
Note that λ s = O(1) as s close to 1, so λ s remains bounded as q → ∞, i.e, as p → 1. On the other hand, λ s ≈ s 2 as s → ∞, i.e, as p → 2.
By (7) we have
On the other hand, by the definition of y and the fact that b n ∈ L + 1 (M n ), we find
We consider the tensor product N = M⊗B(ℓ 2 ), equipped with the trace τ ⊗ tr, where tr denote the usual trace on B(ℓ 2 ). Note that
is positive. Indeed, we suppose that M acts on the Hilbert space H and we denote by ·, · the associated scalar product.
where the last equality comes from the positivity of the b n 's. Then the definition of z n gives Zξ, ξ ℓ2(H) = n,m≥1 k>max(n,m)
The positivity of the conditional expectation implies that each term of the latter sum is nonnegative. Thus, we obtain Zξ, ξ ℓ2(H) ≥ 0, ∀ξ ∈ ℓ 2 (H), which proves our claim. Hence
, by the Hölder inequality we have
Therefore a ∈ L 
where λ p is the constant in (6) . Note that our lower estimate is the square root of theirs, and yields a better estimation as p → 2.
The dual space of H p for 1 ≤ p < 2 is described in [5] as the space L q MO (where q is the index conjugate of p) defined as follows. Let 2 < q ≤ ∞, we set
equipped with the norm
. Note that if q = ∞, these spaces coincide with the BMO spaces. For convenience we denote
where λ p is the constant in (6).
Remark 3.3
The method used in the second step of the previous proof can be adapted to the duality between H c p and L c q MO, for 1 < p < 2. This yields a better estimate of the constant λ p given in [5] . More precisely, we obtain by this way a constant of order (2 − p)
In this case, we want to estimate
The triangular inequality in L q/2 (M; ℓ ∞ ) allows us to separate the estimation into two parts as follows a
We adapt the second step of the preceding proof by setting z n = k>n |da k | 2 for each n ≥ 1. It yields the following estimation of the first term
where s is the index conjugate to
Since (da n ) n≥1 is a martingale difference sequence, we have
On the other hand, the triangular inequality in L p (M; ℓ c 2 ) yields
2 )
The noncommutative Stein inequality implies
with γ p ≤ C p 2 p−1 (see [5] ). Then
As before, by the Hölder inequality, we find
Since λ s ≈ s 2 as s → ∞, i.e, as p → 2, we have the announced estimation λ 1/2
For 1 < p < ∞, the noncommutative Burkholder-Gundy inequalities of [12] and the noncommutative Burkholder inequalities of [5] state respectively that
(with equivalent norms). Combining these results we obtain the equivalence of the norms H p and h p . This is stated in Proposition 6.2 of [17] . Here Theorem 3.1 allows us to compare the dual spaces of H p and h p for 1 ≤ p < 2. This dual approach gives another way to compare the spaces H p and h p for 1 ≤ p < 2, which improve the estimation of the constant κ p below for 1 < p < 2. Indeed, Randrianantoananina obtained κ p = O((p − 1) −1 ) as p → 1 and the following statement gives that κ p remains bounded as p → 1. For completeness, we also include Randrianantoanina's estimates.
Theorem 3.4 Let 1 < p < ∞. There exist two constants κ p > 0 and ν p > 0 (depending only on p) such that for any finite L p -martingale x,
Proof. Randrianantoanina stated the estimations (ii), (iii), (iv) in [17] without giving the proof.
For the sake of completness we give the proof of these three estimations.
(i) Here we adopt a dual approch. Let 1 < p < 2 and q the index conjugate to p. Let a ∈ (h p ) * . Then the triangular inequality in L q/2 (M; ℓ ∞ ) gives But for 1 ≤ p ≤ ∞ we have the following contractive inclusion (ii) The dual version of the noncommutative Doob inequality in [3] gives that for 1 ≤ p < ∞ and for all finite sequences (a n ) of positive elements in L p (M) : n≥1 E n−1 (a n ) p ≤ c p n≥1 a n p with c p ≈ p 2 as p → +∞. Applying this to a n = |dx n | 2 and p/2 we get Indeed, this is trivially true for p = 2 and p = ∞. Then complex interpolation yields the intermediate case 2 < p < ∞. It thus follows that dx ℓp(Lp) ≤ x H c p . Thus κ p ≤ Cp for 2 ≤ p < ∞.
(iii) Adapting the discussion following Theorem 2.1 to the case 0 < p < 1, we obtain this estimate.
(iv) Suppose 2 < p < ∞ and x hp ≤ 1. We write |dx n | 2 = E n−1 |dx n | 2 + (|dx n | 2 − E n−1 |dx n | 2 ) =: E n−1 |dx n | 2 + dy n .
The noncommutative Burkholder inequality implies with η p/2 ≤ Cp as p → ∞ from the proof of Theorem 4.1 of [17] . In order to estimate I we use the triangular inequality in ℓ p/2 (L p/2 ) and contractivity of the conditional expectations:
As for the second term II we note that E n−1 |dy n | 2 = E n−1 |dx n | 4 − (E n−1 |dx n | 2 ) 2 ≤ E n−1 |dx n | 4 . Combining the preceding inequalities we obtain Remark 3.5 At the time of this writing, we do not know if the orders of growth of κ p and ν p for 2 < p < ∞ are optimal.
Then

