Entiers friables dans des progressions arithm\'etiques de grand module by de la Bretèche, Régis & Fiorilli, Daniel
ar
X
iv
:1
50
6.
03
26
8v
1 
 [m
ath
.N
T]
  1
0 J
un
 20
15
ENTIERS FRIABLES DANS DES PROGRESSIONS ARITHME´TIQUES
DE GRAND MODULE
R. DE LA BRETE`CHE AND D. FIORILLI
Abstract. We study the average error term in the usual approximation to the number
of y-friable integers congruent to a modulo q, where a 6= 0 is a fixed integer. We show that
in the range exp{(log log x)5/3+ε} 6 y 6 x and on average over q 6 x/M with M → ∞
of moderate size, this average error term is asymptotic to −|a|Ψ(x/|a|, y)/2x. Previous
results of this sort were obtained by the second author for reasonably dense sequences,
however the sequence of y-friable integers studied in the current paper is thin, and required
the use of different techniques, which are specific to friable integers.
1. Introduction
Quoique tre`s uniforme lorsque e´tudie´e macroscopiquement, la re´partition des nombres
premiers dans les progressions arithme´tiques posse`de plusieurs irre´gularite´s. Un re´cent
exemple est la re´partition des nombres premiers congrus a` a modulo q, en moyenne sur q.
Plus pre´cise´ment, en de´finissant
ψ∗(x; q, a) :=
∑
pk6x
pk≡a (mod q)
pk 6=a
log p,
le deuxie`me auteur [3] a re´cemment de´montre´ que la moyenne de la diffe´rence ψ∗(x; q, a)−
x/ϕ(q) sur les modules q 6 Q premiers avec a de´pend fortement de la nature arithme´tique
de l’entier a. Ce phe´nome`ne se quantifie de la manie`re suivante.
The´ore`me 1.1 ([3, Theorem 1.1]). Soient un entier a 6= 0, ε > 0 et B > 0 un nombre
re´el. Sous les conditions x > 2, 1 6 M 6 (log x)B, nous avons l’estimation
1
ϕ(a)
a
x
M
∑
q6 x
M
(q,a)=1
(
ψ∗(x; q, a)− x
ϕ(q)
)
= µ(a,M) +Oa,ε,B
(
1
M
205
538
−ε
)
,
ou`
µ(a,M) :=

−1
2
logM − C si a = ±1;
−1
2
log p si a = ±pk;
0 sinon,
et C est une constante absolue explicite.
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Il se trouve que de telles irre´gularite´s existent aussi pour d’autres suites arithme´tiques
A = {a(n)}, comme par exemple les entiers pouvant s’e´crire comme somme de deux
carre´s, ou les entiers crible´s [4]. Une condition importante pour utiliser les techniques
de [4] est que la suite A soit assez dense dans N. De plus, on doit avoir des re´sultats
d’e´quidistribution de A dans toutes les progressions arithme´tiques ou` la suite A est sup-
porte´e (pas ne´cessairement seulement les progressions a (mod q) avec (a, q) = 1).
Le but de notre article est d’e´tudier une suite clairseme´e, pour laquelle les techniques
de [4] ne s’appliquent pas. La suite la plus naturelle et la plus inte´ressante a` e´tudier est
la suite caracte´ristique des entiers y-friables, compte tenu de toute la the´orie et des tech-
niques qui ont e´te´ de´veloppe´es pour son e´tude. En particulier, de puissants re´sultats
d’e´quire´partition dans les progressions arithme´tiques avec (a, q) = 1 ont e´te´ obtenus
re´cemment par Soundararajan [14], Harper [6], [7] et Drappeau [2]. Il semble donc ap-
proprie´ de de´montrer un analogue du The´ore`me 1.1 pour la suite des entiers friables ; c’est
le contenu de notre re´sultat principal, le The´ore`me 1.3. Avant d’e´noncer ce re´sultat, nous
allons introduire quelques notations et pre´senter le the´ore`me de Drappeau.
Soit P (n) le plus grand facteur premier d’un entier n avec la convention P (1) = 1. On
dit qu’un entier est y-friable si P (n) 6 y. Nous conside´rons
Ψ(x, y; a, q) :=
∑
n∈S(x,y)
n≡a (mod q)
1, Ψ∗(x, y; a, q) := Ψ(x, y; a, q)− 1S(x,y)(a),
Ψq(x, y) :=
∑
n∈S(x,y)
(n,q)=1
1, Ψ(x, y) := Ψ1(x, y).
Nos re´sultats concernent la moyenne sur q de
E∗(x, y; a, q) := Ψ∗(x, y; a, q)− Ψq(x, y)
ϕ(q)
lorsque (a, q) = 1. Dans toute la suite, nous utilisons les notations usuelles
u :=
log x
log y
, H(u) := exp
{ u
(log(u+ 1))2
}
, Lε(y) := exp{(log y)3/5−ε}.
A` la suite de Fouvry–Tenenbaum [5] et Harper [7], Drappeau montre dans [2] un re´sultat
de type Fouvry–Iwaniec pour les entiers friables permettant de conside´rer des modules q
plus grands que
√
Ψ(x, y). Son re´sultat est le suivant.
The´ore`me 1.2 ([2]). Soient ε > 0 et A > 0. Il existe des constantes absolues C, δ > 0
telles que, lorsque (log x)C 6 y 6 x1/C , nous ayons∑
q6x3/5−ε
(q,a)=1
τ(q)2max
z6x
|E∗(z, y; a, q)| ≪A Ψ(x, y)
{
H(u)−δ(log x)−A + y−δ
}
(|a| 6 xδ), (1.1)
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q6x6/11−ε
(q,a)=1
τ(q)2max
z6x
|E∗(z, y; a, q)| ≪A Ψ(x, y)
{
H(u)−δ(log x)−A + y−δ
}
(|a| 6 x1−ε). (1.2)
Remarque. Le re´sultat de Drappeau a e´te´ e´nonce´ sans le facteur τ(q)2 ni le maximum sur
z 6 x, mais il est aise´ de voir que sa de´monstration fournit un re´sultat aussi fort.
Nous de´finissons le domaine (Hε) en (x, y) par
x > 3, exp{(log log x)5/3+ε} 6 y 6 x.
Hildebrand [10] a montre´ la validite´ de la formule
Ψ(x, y) = x̺(u)
{
1 +O
( log(u+ 1)
log y
)}
(1.3)
uniforme´ment, pour chaque ε > 0, dans le domaine (Hε) ou` ̺ de´signe la fonction de
Dickman qui est continue en u = 1 de´rivable sur ]1,∞[, valant 1 sur ]0, 1] et solution de
l’e´quation diffe´rentielle aux diffe´rences
u̺′(u) = −̺(u− 1).
Lorsque M > 1 et a ∈ Z r {0}, nous e´tudions
σ(x, y,M ; a) :=
∑
q6x/M
(q,a)=1
E∗(x, y; a, q). (1.4)
Nous notons τ(a) = τ2(a) le nombre de diviseurs de a, τk+1(a) = (1∗τk)(a) lorsque k > 2
et ϕ la fonction indicatrice d’Euler.
Notre re´sultat principal est le suivant.
The´ore`me 1.3. Soient ε ∈ ]0, 1/2[ et A > 0. Il existe des constantes absolues C, δ > 0
telles que, lorsque (x, y) satisfait (Hε) et y 6 x
1/C , 1 6 |a| 6M1/2−ε, et
M 6 min
{
H(u)δ(log x)A, yδ
}
, (1.5)
nous ayons
σ(x, y,M ; a) =− xϕ(|a|)
2M |a| ̺(ua) +Oε,A
(
τ3(a)
2Ψ(x, y)
MLε(M)
)
, (1.6)
avec ua := u− (log |a|)/(log y).
Remarques. 1– La condition M 6 y permet de simplifier les calculs. En effet, tous les
entiers 6 M sont y-friables. De plus, la pre´sence de O(τ3(a)Ψ(x, y)y
−δ) dans le terme
d’erreur de (1.6) limite le domaine dans lequel le premier terme du membre de droite
de (1.6) est un terme principal a` des parame`tres M tels que M 6 yδ. Pour avoir un
e´quivalent, nous devons aussi avoir M 6 H(u)δ(log x)A. Cette contrainte est impose´e par
le the´ore`me de Drappeau.
2– Lorsque (x, y) ∈ (Hε), l’estimation (1.3) fournit
x
|a|̺(ua) = Ψ
( x
|a| , y
){
1 +O
( log(u+ 1)
log y
)}
.
4 R. DE LA BRETE`CHE AND D. FIORILLI
3– Notons que la restriction (a, q) = 1 dans (1.4) correspond aux conditions d’application
du the´ore`me de Drappeau. Il est a` noter que le terme principal attendu pour Ψ∗(x, y; a, q)
est celui de Ψ∗(x/d, y; a/d, q/d) avec d = (a, q), soit Ψq/d(x/d, y)/ϕ(q/d). Lorsque (a, q) =
d, nous posons donc
E∗(x, y; a, q) := Ψ∗(x, y; a, q)− Ψq/d(x/d, y)
ϕ(q/d)
.
La formule ∑
q6x/M
E∗(x, y; a, q) =
∑
d|a
a=da′
σ(x/d, y,M ; a′)
couple´e avec le The´ore`me 1.3 permet d’obtenir l’estimation suivante de la somme de
E∗(x, y; a, q) sans la restriction (a, q) = 1∑
q6x/M
E∗(x, y; a, q) = − x
2M
̺(ua) +Oε
(
τ4(a)τ3(a)Ψ(x, y)
MLε(M)
)
. (1.7)
4– Le cas σ(x, y, 1; a) correspond au proble`me des diviseurs de Titchmarsh e´tudie´ par
Drappeau [2]. En effet, par exemple lorsque a 6= 0, nous avons∑
n∈S(x,y)
n>a
τ(n− a) =
∑
q6x
E∗(x, y; a, q) +
∑
q6x
Ψq/(q,a)(x/(q, a), y)
ϕ(q/(q, a))
+O(|a|).
Le terme d’erreur provient du fait que si a < 0, il peut y avoir des diviseurs dans l’intervalle
[x, x+|a|] comptabilise´s dans le membre de gauche mais pas dans le membre de droite. Dans
le cas M = 1, notre de´monstration nous rame`ne a` une expression qui a e´te´ e´value´e lorsque
a = 1 dans [2]. La ge´ne´ralisation a` a quelconque rele`ve des meˆmes me´thodes. Nous n’avons
pas besoin des estimations de´veloppe´es a` la section 7 de sorte que notre re´sultat pourrait
eˆtre dans ce cas eˆtre aussi valables dans un domaine de la forme (log x)C 6 y 6 x1/C
comme dans [2]. Le cas M = 1 ne ne´cessite pas de de´velopper des estimations a` l’aide de
double inte´grale comme dans les Lemmes 5.1 et 6.1.
5– Si l’on remplac¸ait dans la de´finition de E∗(x, y; a, q) le terme Ψ∗(x, y; a, q) par la
quantite´ Ψ(x, y; a, q), on aurait a` rajouter le terme
∑
q6x/m 1S(x,y)(a), qui est beaucoup
plus grand que le terme principal obtenu dans le The´ore`me 1.3. Cela justifie a posteriori
l’usage de Ψ∗(x, y; a, q).
Nous pouvons de´duire aise´ment le re´sultat asymptotique suivant du The´ore`me 1.3.
Corollaire 1.4. Soient ε ∈ ]0, 1
2
[ et A > 0. Il existe des constantes C, δ > 0 telles que,
lorsque (x, y) satisfait (Hε) et y 6 x
1/C , M satisfaisant (1.5), 1 6 |a| 6 M1/2−ε, et
τ3(a) 6 Lε/3(M), nous avons lorsque M tend vers l’infini
σ(x, y,M ; a) ∼− ϕ(|a|)x
2M |a| ̺(ua) ∼ −
ϕ(|a|)
2M
Ψ
( x
|a| , y
)
. (1.8)
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2. Premie`re e´tape de la preuve : l’application du the´ore`me de Drappeau
Soit C > 15/7, et posons M2 := x
7/15. Pour 1 6 M1 6 M2, la contribution dans la
somme σ(x, y,M1; a) des q 6 x
8/15 = x/M2 peut eˆtre majore´e graˆce au The´ore`me 1.2.
Ainsi nous avons ∑
16q6x8/15
(q,a)=1
E∗(x, y; a, q)≪ Ψ(x, y){H(u)−δ(log x)−A + y−δ}. (2.1)
Nous avons aussi∑
x8/15<q6x/M1
(q,a)=1
E∗(x, y; a, q) =
∑
x/M2<q6x/M1
(q,a)=1
Ψ∗(x, y; a, q)−
∑
x/M2<q6x/M1
(q,a)=1
Ψq(x, y)
ϕ(q)
.
Posant
σ1(x, y,M ; a) :=
∑
x/M<q6x
(q,a)=1
Ψ∗(x, y; a, q), σ2(x, y,M ; a) :=
∑
x/M<q6x
(q,a)=1
Ψq(x, y)
ϕ(q)
, (2.2)
nous avons ∑
x/M2<q6x/M1
(q,a)=1
E∗(x, y; a, q) = σ1(x, y,M2; a)− σ1(x, y,M1; a)
− σ2(x, y,M2; a) + σ2(x, y,M1; a).
(2.3)
Nous montrons une premie`re estimation de σ1(x, y,M ; a) par σ˜1(x, y,M ; a) ou`
σ˜1(x, y,M ; a) :=
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)
∑
16r<M/k
(r,a′)=1
Ψa′rℓ1(x/k, y)−Ψa′rℓ1(rx/M, y)
ϕ(rℓ1)
, (2.4)
ou` µ de´signe la fonction de Mo¨bius.
Lemme 2.1. Soient ε > 0 et A > 0. Il existe des constantes C, δ > 0 telles que, lorsque
(log x)C 6 y 6 x1/C , 1 6 |a| 6 min{y,M}, M 6 x7/15, nous avons
σ1(x, y,M ; a) = σ˜1(x, y,M ; a) +O
(
τ3(a)Ψ(x, y)
{
H(u)−δ(log x)−A + y−δ
})
.
Proof. Nous e´crivons les entiersm somme´s dans Ψ∗(x, y; a, q) apparaissant dans l’expression
(2.2) de σ1(x, y,M ; a). Nous e´crivons m = a + qt, puis k = (m, a). Nous avons P (k) 6 y,
k | a. Il existe des entiers n, r, a′, tels que m = nk, a = ka′, t = kr et n = a′ + qr
avec (k, q) = 1, (a′, n) = 1. Nous traitons les conditions (k, q) = 1 et (a′, n) = 1 par des
inversions de Mo¨bius. La condition P (k) 6 y est force´ment satisfaite puisque k 6 |a| 6 y.
De meˆme, nous utiliserons librement l’ine´galite´ k 6 M . La condition x/M < q 6 x
e´quivaut a` rx/M + a′ < r 6 rx+ a′.
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De simples manipulations et une premie`re inversion de Mo¨bius fournissent
σ1(x, y,M ; a) =
∑
ka′=a
∑
x/M<q6x
(q,a)=1
∑
n∈S(x/k,y)
n 6=a′
(n,a′)=1
n≡a′ (mod q)
1
=
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)
∑
16r<(x/k−a′)M/x
(r,a′)=1
∑
n∈S(min{x/k,rx+a′},y)
n 6=a′
(n,a′)=1
n≡a′ (mod rℓ1)
n>rx/M+a′
1.
Une seconde inversion de Mo¨bius pour traiter la condition (n, a′) = 1 fournit alors
σ1(x, y,M ; a) =
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
ℓ2a′′=a′
µ(ℓ1)µ(ℓ2)
∑
16r<(x/k−a′)M/x
(r,a′)=1
∑
n′∈S(min{x/k,rx+a′}/ℓ2,y)
n′ 6=a′′
n′≡a′′ (mod rℓ1)
n′>rx/Mℓ2+a′′
1.
Nous avons utilise´ ici que (ℓ2, rℓ1) | (a′, rℓ1) = 1. Nous avons min{x/k, rx + a′} = x/k
sauf si k = 1, r = 1, a < 0. Dans ce cas, le nombre de n′ compte´s en trop satisfaisant a`
rx+ a′ < n′ℓ2 6 x est au plus O(a
∑
k,ℓ2
τ(k)/kℓ2) = O(a
4/ϕ(a)3).
Ainsi, posant R1(a) := a
4/ϕ(a)3 +Mτ(a)a2/ϕ(a)2, nous obtenons
σ1(x, y,M ; a) =
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
ℓ2a′′=a′
µ(ℓ1)µ(ℓ2)
∑
16r<(x/k−a′)M/x
(r,a′)=1
∑
n′∈S(x/kℓ2,y)
n′ 6=a′′
n′≡a′′ (mod rℓ1)
n′>rx/Mℓ2+a′′
1 +O
(
R1(a)
)
=
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
ℓ2a′′=a′
µ(ℓ1)µ(ℓ2)
∑
16r<M/k−a′M/x
(r,a′)=1(
Ψ∗(x/kℓ2, y; a
′′, rℓ1)−Ψ∗(rx/Mℓ2 + a′′, y; a′′, rℓ1)
)
+O
(
R1(a)
)
Dans cette estimation, nous pouvons remplacer le cardinal Ψ∗(rx/Mℓ2+a
′, y; a′, rℓ1) par
Ψ∗(rx/Mℓ2, y; a
′, rℓ1) au prix d’un terme d’erreur O(1 + a/krℓ1) qui, lorsqu’il est somme´,
fournit une contribution O(a2(logM)/ϕ(a) +R1(a)). Il vient
σ1(x, y,M ; a) =
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
ℓ2a′′=a′
µ(ℓ1)µ(ℓ2)
∑
16r<M/k−a′M/x
(r,a′)=1
(
Ψ∗(x/kℓ2, y; a
′′, rℓ1)−Ψ∗(rx/Mℓ2, y; a′′, rℓ1)
)
+O
(
a2(logM)/ϕ(a) +R1(a)
)
.
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Graˆce au The´ore`me 1.2 de Drappeau, nous pouvons donc approcher σ1 par σ
∗
1 avec
σ∗1(x, y,M ; a) :=
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
ℓ2a′′=a′
µ(ℓ1)µ(ℓ2)
∑
16r<M/k−a′M/x
(r,a′)=1
Ψrℓ1(x/kℓ2, y)−Ψrℓ1(rx/Mℓ2, y)
ϕ(rℓ1)
=
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
ℓ2a′′=a′
µ(ℓ1)µ(ℓ2)
∑
n′∈S(x/kℓ2,y)
(n′,ℓ1)=1
∑
16r<min{M/k−a′M/x,n′ℓ2M/x}
(r,a′n′)=1
1
ϕ(rℓ1)
.
Lorsque a 6M , l’erreur commise est
≪
∑
ka′=a
∑
ℓ2|a′
∑
q6M
(q,a′)
τ(q)2max
z6x
|E∗(z, y; a′, q)| ≪ τ3(a)Ψ(x, y)
{
H(u)−δ(log x)−A + y−δ
}
.
Nous pouvons enlever la sommation en ℓ2 en rajoutant la condition (n, a
′) = 1. Il vient
σ∗1(x, y,M ; a) =
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)
∑
n∈S(x/k,y)
(n,a′ℓ1)=1
∑
16r<min{M/k−a′M/x,nM/x}
(r,a′n)=1
1
ϕ(rℓ1)
.
Dans la somme inte´rieure, on a min{M/k−a′M/x, nM/x} = nM/x sauf pour les entiers
n satisfaisant x/k − a′ < n 6 x/k. Leur contribution est majore´e par O(a(logM)(log y)).
Nous obtenons donc
σ∗1(x, y,M ; a) = σ˜1(x, y,M ; a) + O
(
a(logM)(log y)
)
,
puisque
σ˜1(x, y,M ; a) =
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)
∑
n∈S(x/k,y)
n>x/M
(n,a′ℓ1)=1
∑
16r<nM/x
(r,a′n)=1
1
ϕ(rℓ1)
. (2.5)
Il reste a` ve´rifier que la somme a(logM)(log y) + R1(a) est bien englobe´e dans le terme
d’erreur du Lemme 2.1 compte-tenu de la taille de a et de M . 
3. Rappel de certains re´sultats
3.1. Rappel concernant les nombres friables. Comme il est d’usage, nous utilisons α
le point selle de la me´thode du col applique´e a` l’estimation de Ψ(x, y) c’est-a`-dire l’unique
solution positive α = α(x, y) de´finie par∑
p6y
log p
pα − 1 = log x.
Comme on a classiquement∑
p6x
log p
p− 1 = log x− γ + o(1) (x→∞)
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ou` γ de´signe la constante d’Euler, on a aussi pour une constante convenable x0,
α < 1 (x > x0, x > y > 2). (3.1)
Nous notons la partie y-friable de la fonction zeˆta de Riemann
ζ(s, y) :=
∑
P (n)6y
1
ns
(ℜe(s) > 0).
Nous posons
ϕ0(s, y) := log ζ(s, y), ϕk(s, y) := ϕ
(k)
0 (s, y),
σk = σk(α, y) := (−1)kϕk(α, y) (k ∈ N).
(3.2)
Nous ferons usage des relations valables lorsque y > (log x)C , ou` C > 1,
σk ≍ (log x)(log y)k−1 (k > 1), (3.3)
e´tablies aux lemmes 2 et 4 de [11]. Nous notons ξ = ξ(u) l’unique racine re´elle non nulle
de l’e´quation
eξ = 1 + uξ (u > 0, u 6= 1).
Nous introduisons aussi la notation
Yε = exp{(log y)3/2−ε}. (3.4)
Dans la suite de notre article, nous l’utiliserons l’approximation du point-selle α suivante
α(x, y) = 1− ξ(u)
log y
+O
( 1
Lε(y)
+
1
u(log y)2
)
(3.5)
valable dans tout domaine ou` (log x)C 6 y 6 x avec C > 1 de sorte que lorsque x est
suffisamment grand 1− α 6 2/C.
Le ce´le`bre the´ore`me d’Hildebrand et Tenenbaum [11], de´crit une approximation uniforme
de Ψ(x, y) en fonction de α = α(x, y) lorsque x > y > 2.
Lemme 3.1 ([11]). Lorsque y > log x, on a
Ψ(x, y) =
xαζ(α, y)
α
√
2πσ2
{
1 +O
(1
u
)}
.
Remarque. Nous utiliserons a` de nombreuses reprises, comme conse´quence de ce re´sultat
et de (3.3), la majoration
xαζ(α, y)≪ Ψ(x, y)(log y)√u, (3.6)
valable lorsque (log x)C 6 y 6 x et pour une constante C > 1 fixe´e.
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Lemme 3.2 ([11]). Soient ε > 0 et C > 1. Il existe une constante c1 > 0 telle que, lorsque
(log x)C 6 y 6 x, et 1/ log y 6 T 6 Yε, on a
1
2πi
∫ α+iT
α−iT
∣∣∣ζ(s, y)xs
s
∣∣∣|ds| = Ψ(x, y){1 +O(1
u
+ (log(T log y))(log y)e−c1u
)}
;∫ α+iT
α−iT
∣∣ζ(s, y)xs∣∣|ds| ≪ Ψ(x, y)(1 + T (log y)e−c1u).
Proof. Nous e´nonc¸ons une majoration ade´quate de la quantite´ ζ(s, y)/ζ(α, y) dans un large
domaine en τ1 = ℑms1 sous la condition y > (log x)C . D’apre`s la majoration (4.42) de [1],
nous avons, pour chaque ε > 0 fixe´, s = α+ iτ , les majorations
ζ(s, y)
ζ(α, y)
≪

exp
{− c0(τ log y)2u} (|τ | 6 1/ log y)
exp
{
−c0(τ log y)2u
(log(u+1))2+(τ log y)2
} (
1/ log y < |τ | 6 Yε
) (3.7)
ou` Yε a e´te´ introduit en (3.4).
Le lemme 11 de [11] e´nonce la premie`re estimation pour T = 1/ log y avec un terme
d’erreur en O(1/u). Il s’agit donc de majorer la contribution des segments [α − iT, α −
i/ log y] et [α+i/ log y, α+iT ]. En utilisant la deuxie`me majoration de (3.7), nous obtenons∫ α+i log(u+1)/ log y
α+i/ log y
∣∣ζ(s, y)xs∣∣|ds| ≪ xαζ(α, y) ∫ log(u+1)/ log y
1/ log y
exp
{ −c0(τ log y)2u
(log(u+ 1))2 + (τ log y)2
}
dτ
≪ x
αζ(α, y)
log y
√
u
(log(u+ 1))H(u)−c0/2 ≪ Ψ(x, y)H(u)−c0/3.
De plus, lorsque log(u+ 1)/ log y 6 T 6 Yε, graˆce a` (3.7), nous avons∫ α+iT
α+i log(u+1)/ log y
∣∣ζ(s, y)xs∣∣|ds| ≪ xαζ(α, y)T e−c0u/2 ≪ Ψ(x, y)T (log y)√ue−c0u/2;∫ α+iT
α+i log(u+1)/ log y
∣∣∣ζ(s, y)xs
s
∣∣∣|ds| ≪ xαζ(α, y)(log(T log y))e−c0u/2
≪ Ψ(x, y)(log(T log y))(log y)√ue−c0u/2,
ou` nous avons utilise´ (3.6). En choisissant c1 <
1
2
c0, nous obtenons le re´sultat.
La troisie`me estimation s’obtient de la meˆme manie`re que la deuxie`me. 
3.2. Bornes de la fonction zeˆta. Nous aurons besoin du lemme suivant.
Lemme 3.3. Soient ϑ = 32
205
et ε > 0. Dans un domaine de´fini par |σ + iτ − 1| > 1/10,
nous avons
ζ(σ + iτ)≪ε (|t|+ 1)µζ(σ)+ε
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avec
µζ(σ) :=

1/2− σ si σ 6 0,
1/2 + (2ϑ− 1)σ si 0 6 σ 6 1/2,
2ϑ(1− σ) si 1/2 6 σ 6 1,
0 si σ > 0.
3.3. Approximation de ζ(s, y) et la fonction de Dickman. Nous utiliserons le lemme
III.5.16 de [15] qui repose sur la re´gion sans ze´ro de Korobov–Vinogradov de la fonction
zeˆta de Riemann qui s’e´crit sous la forme
σ > 1− c
(log(|τ |+ 3))2/3(log log(|τ |+ 3))2/3 , τ ∈ R. (3.8)
ou` c est une constante absolue suffisamment petite. Nous rappelons que nous pouvons
choisir c > 0 de sorte que dans cette re´gion∣∣∣1
ζ
(s)
∣∣∣+ ∣∣∣ζ ′
ζ
(s)
∣∣∣≪ ( log |τ |)2/3( log log |τ |)1/3 (|τ | > 3). (3.9)
Soit f̂ la transforme´e de Laplace d’une fonction f de´finie par
f̂(s) :=
∫ ∞
0
e−stf(t)dt.
Du lemme III.5.16 de [15] de´coule le re´sultat suivant.
Lemme 3.4 ([15]). Soit ε ∈ ]0, 1
2
[. Il existe un nombre re´el y0 = y0(ε), tel que, sous les
conditions
y > y0(ε), σ > 1− 1
(log y)2/5+ε
, |τ | 6 Lε(y),
on ait uniforme´ment
ζ(s, y) = ζ(s)(s− 1)(log y)̺̂((s− 1) log y){1 +O( 1
Lε(y)
)}
.
Nous rassemblons dans le lemme suivant les informations concernant la fonction ̺ de
Dickman dont nous aurons besoin (voir le lemme III.5.12 et le the´ore`me III.5.13 de [15]).
Lemme 3.5. Nous avons
̺̂(−ξ(u) + iτ)≪ { √u̺(u)euξ(u)e−uτ2/(2π2) si |τ | 6 π,√
u̺(u)euξ(u)H(u)−1 si |τ | > π, (3.10)
et lorsque |τ | > 1 + uξ(u) et s = −ξ(u) + iτ
̺̂(s) = 1
s
{
1 +O
(1 + uξ(u)
|s|
)}
. (3.11)
Cette estimation vaut encore pour s = (α− 1) log y + iτ .
Lorsque u > 1, nous avons
̺(u) =
√
ξ′(u)
2π
exp
{
γ − uξ(u) + I(ξ(u))}{1 +O(1
u
)}
(3.12)
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avec, lorsque u tend vers l’infini,
I(ξ(u)) :=
∫ ξ(u)
0
et − 1
t
dt ∼ u, ξ′(u) ∼ 1/u. (3.13)
4. Calculs de se´ries de Dirichlet
Au Lemme 5.1, nous e´crirons la somme σ2(x, y,M ; a) comme une double inte´grale com-
plexe a` partir de la formule
σ2(x, y,M ; a) =
∑
n∈S(x,y)
∑
x/M<q6x
(q,na)=1
1
ϕ(q)
.
Soit
Φ2(s; a) :=
∑
(n,a)=1
1
ϕ(n)ns
.
Nous noterons dans toute la suite
gm(s) :=
∏
p|m
(
1− 1
ps
)
.
Nous sommes amene´s a` conside´rer
Fa(s1, s2; y) :=
∑
P (n)6y
1
ns1
Φ2(s2; an). (4.1)
Le lemme suivant contient le calcul de Fa(s1, s2; y).
Lemme 4.1. Lorsque 1 6 |a| 6 y, ℜe(s1) > 0, ℜe(s2) > 1, nous avons
Fa(s1, s2; y) = F1(s1, s2; y)ψ2(s1, s2; a)
avec
F1(s1, s2; y) = ζ(s1, y)
∏
p>y
(
1 +
1
(1− 1/p)(ps2+1 − 1)
)∏
p6y
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)
;
ψ2(s1, s2; a) := ga(s2 + 1)
∏
p|a
(
1 +
(1− 1/ps1−1)
(1− 1/p)ps2+2
)−1
. (4.2)
Proof. D’apre`s la formule (23) de [3], un simple calcul fournit
Φ2(s; a) =
∏
p∤a
(
1 +
1
(1− 1/p)(ps+1 − 1)
)
=
∏
p|a
(
1 +
1
(1− 1/p)(ps+1 − 1)
)−1
ζ(s+ 1)
∏
p
(
1 +
1
(p− 1)ps+1
)
.
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Nous pouvons aussi e´crire
Φ2(s; a) = ga(s+ 1)
∏
p|a
(
1 +
1
ps+1(p− 1)
)−1
ζ(s+ 1)ζ(s+ 2)
∏
p
(
1 +
1− 1/ps+1
(p− 1)ps+2
)
. (4.3)
Nous obtenons
Fa(s1, s2; y) = Φ2(s2; a)
∑
P (n)6y
1
ns1
∏
p|n
p∤a
1− 1/ps2+1
1 + 1/(p− 1)ps2+1
= Φ2(s2; a)
∏
p|a
(1− 1/ps1)−1
∏
p6y
p∤a
{
1 +
1− 1/ps2+1
(ps1 − 1)(1 + 1/(p− 1)ps2+1)
}
Or
1 +
1− 1/ps2+1
(ps1 − 1)(1 + 1/(p− 1)ps2+1) =
1
1− 1/ps1
(
1− 1
ps1+s2+1(1− 1/p+ 1/ps2+2)
)
donc
Fa(s1, s2; y) = Φ2(s2; a)ζ(s1, y)
∏
p6y
p∤a
(
1− 1
ps1+s2+1(1− 1/p+ 1/ps2+2)
)
= ψ2(s1, s2; a)Φ2(s2; 1)ζ(s1, y)
∏
p6y
(
1− 1
ps1+s2+1(1− 1/p+ 1/ps2+2)
)
.
(4.4)
De la formule
Φ2(s2; 1)
∏
p6y
(
1− 1
ps1+s2+1(1− 1/p+ 1/ps2+2)
)
=
∏
p>y
(
1 +
1
(1− 1/p)(ps2+1 − 1)
)∏
p6y
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)
,
nous en de´duisons la valeur de F1(s1, s2; y) annonce´e. 
Nous observons ensuite que, lorsque ℓ 6 y, on a∑
P (n)6y
(n,ℓ)=1
1
ns
= gℓ(s)ζ(s, y). (4.5)
Nous serons amene´s a` conside´rer
Ga(s1, s2; y) :=
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)
ϕ(ℓ1)
∑
(r,a′)=1
ϕ(ℓ1)
ϕ(rℓ1)(rk)s2
ga′ryℓ1(s1)
ks1
ζ(s1, y). (4.6)
ou` ry est la partie y-friable de r.
ENTIERS FRIABLES DANS DES PROGRESSIONS ARITHME´TIQUES DE GRAND MODULE 13
Lemme 4.2. Lorsque 1 6 |a| 6 y, ℜe(s1) > 0, ℜe(s2) > 1, nous avons
Ga(s1, s2; y) = G1(s1, s2; y)ψ2(s1, s2; a)Ka(s1, s2)
avec
G1(s1, s2; y) = F1(s1, s2; y),
Ka(s1, s2) =
ga(s1)
ga(s1 + s2)
∏
pν‖a
(
1 +
1− 1/ps2
pν(s1+s2)
(
1
ps1 − 1 −
1− 1/ps1+s2
(p− 1)(1− 1/ps2+1)
))
.
De plus, la fonction H1 de´finie par
G1(s1, s2; y) = ζ(s1, y)
ζ(s2 + 1)ζ(s2 + 2)
ζ(s1 + s2 + 1, y)
H1(s1, s2; y) (4.7)
ve´rifie
H1(s1, s2; y) =
∏
p>y
(
1 +
1− ps2+1
ps2+3(1− 1/p)
)∏
p6y
(
1− p
−s2−2 + p−s1 − p−s1−s2−1 − p−1
ps2+2(1− 1/p)(1− 1/ps1+s2+1)
)
et |H1(s1, s2; y)| ≪ε 1 lorsque ℜe(s2) > −32+ε, ℜe(s1+s2) > −1+ε, ℜe(s1+2s2) > −2+ε.
Remarque. Il est important d’observer que Ka(s1, 0) = 1.
Proof. La fonction
r 7→ ϕ(ℓ1)
ϕ(rℓ1)
=
∏
pν‖r
ϕ(ℓ1)
ϕ(pνℓ1)
est mutiplicative. Ainsi
∑
(r,a′)=1
ϕ(ℓ1)
ϕ(rℓ1)rs2
ga′ryℓ1(s1)
ga′ℓ1(s1)
=
∏
p∤a′ℓ1
p6y
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)∏
p|ℓ1
(
1 +
1
(ps2+1 − 1)
)
∏
p∤a′ℓ1
p>y
(
1 +
1
(1− 1/p)(ps2+1 − 1)
)
=
1
gℓ1(s2 + 1)
∏
p∤a′ℓ1
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)
∏
p>y
(
1 +
1
(1− 1/p)(ps2+1 − 1)
)(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)−1
.
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Il vient
Ga(s1, s2; y)
= ζ(s1, y)
∑
ka′=a
∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)ga′ℓ1(s1)
ϕ(ℓ1)ks1+s2gℓ1(s2 + 1)
∏
p∤a′ℓ1
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)
∏
p>y
(
1 +
1
(1− 1/p)(ps2+1 − 1)
)(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)−1
= G1(s1, s2; y)ψ1(s1, s2; a)
(4.8)
ou`
ψ1(s1, s2; a) :=
∑
ka′=a
1
ks1+s2
∏
p|a′
1− 1/ps1(
1 + (1−1/p
s1 )
(1−1/p)(ps2+1−1)
) ∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)
ϕ(ℓ1)
∏
p|ℓ1
1−1/ps1
1−1/ps2+1(
1 + (1−1/p
s1 )
(1−1/p)(ps2+1−1)
) .
Notons∏
p6y
(
1+
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)
= ζ(s2 + 1, y)
∏
p6y
(
1 +
1− p1−s1
ps2+2(1− 1/p)
)
= ζ(s2 + 1, y)ζ(s2 + 2, y)
∏
p6y
(
1− p
−s2−2 + p1−s1 − p−s1−s2−1 − p−1
ps2+2(1− 1/p)
)
=
ζ(s2 + 1, y)ζ(s2 + 2, y)
ζ(s1 + s2 + 1, y)
∏
p6y
(
1− p
−s2−2 + p−s1 − p−s1−s2−1 − p−1
ps2+2(1− 1/p)(1− 1/ps1+s2+1)
)
.
D’autre part,
∏
p>y
(
1 +
1
(1− 1/p)(ps2+1 − 1)
)
=
∏
p>y
1 + (1− ps2+1)/(ps2+3(1− 1/p))
(1− 1/ps2+1)(1− 1/ps2+2) .
Cela fournit bien la formule (4.7).
En utilisant∏
p|a′
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)∏
p|k
p∤a′
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)
=
∏
p|a
(
1 +
(1− 1/ps1)
(1− 1/p)(ps2+1 − 1)
)
,
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nous obtenons
ψ1(s1, s2; a)
=
∑
ka′=a
1
ks1+s2
∏
p|a′
1− 1/ps1(
1 + (1−1/p
s1 )
(1−1/p)(ps2+1−1)
) ∑
ℓ1|k
(ℓ1,a′)=1
µ(ℓ1)
ϕ(ℓ1)
∏
p|ℓ1
1−1/ps1
1−1/ps2+1(
1 + (1−1/p
s1 )
(1−1/p)(ps2+1−1)
)
=
∑
ka′=a
1
ks1+s2
∏
p|a′
1− 1/ps1(
1 + (1−1/p
s1 )
(1−1/p)(ps2+1−1)
)∏
p|k
p∤a′
1− 1
p− 1
1−1/ps1
1−1/ps2+1(
1 + (1−1/p
s1 )
(1−1/p)(ps2+1−1)
)

=ψ2(s1, s2; a)Ka(s1, s2)
(4.9)
avec
Ka(s1, s2) := ga(s1)
∑
ka′=a
1
ks1+s2
∏
p|k
p∤a′
(
1
1− 1/ps1 +
p−s2 − 1
(p− 1)(1− 1/ps2+1)
)
. (4.10)
Un calcul fournit
Ka(s1, s2) =
ga(s1)
ga(s1 + s2)
∏
pν‖a
(
1 +
1− 1/ps2
pν(s1+s2)
(
1
ps1 − 1 −
1− 1/ps1+s2
(p− 1)(1− 1/ps2+1)
))
. (4.11)
Ainsi
Ga(s1, s2; y) = Fa(s1, s2; y)Ka(s1, s2). (4.12)

Dans le lemme suivant, nous e´nonc¸ons les majorations de ψ1 et ψ2 dont nous aurons
besoin.
Lemme 4.3. Soit δ ∈ ]0, 1[. Il existe une constante C > 1 telle que nous ayons lorsque
(log x)C 6 y 6 x, 1 6 |a| 6 y, ℜe(s1) = α, ℜe(s2) > −(1 − δ),∣∣ψ1(s1, s2; a)∣∣+ ∣∣ψ2(s1, s2; a)∣∣≪δ τ(a). (4.13)
De plus, il existe une constante C > 1 telle que nous ayons lorsque (log x)C 6 y 6 x,
1 6 |a| 6 y, 0 6 β1 6 1/6, 0 6 β2 6 1/6, ℜe(s1) = α− β1, ℜe(s2) > −α− β2,
ψ1(s1, s2; a)≪ |a|2β1+2β2τ3(a)2. (4.14)
Proof. Nous choisissons C tel que α− 1+ δ > 1
2
δ. Lorsque ℜe(s1) = α, ℜe(s2) > −(1− δ),
nous avons∣∣∣∣1− 1/ps2pν(s1+s2)
(
1
ps1 − 1 −
1− 1/ps1+s2
(p− 1)(1− 1/ps2+1)
) ∣∣∣∣ 6 2p2α−2+2δ(1− p−δ) + 2(p− 1)(1− p−δ)
et donc par (4.11)
Ka(s1, s2)≪ 1/
(
ga(1)
3ga(δ)ga(2α− 2 + 2δ)2
)
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alors que d’apre`s le Lemme 4.1, nous avons
ψ2(s1, s2; a)≪δ 1/ga(δ)≪δ τ(a),
ce qui fournit la majoration
ψ1(s1, s2; a)≪δ 1/
(
ga(1)
3ga(δ)
2ga(2α− 2 + 2δ)2
)≪δ τ(a).
Plac¸ons-nous maintenant dans le cas ou` ℜe(s1) = α − β1, ℜe(s2) > −α − β2 avec
0 6 βi 6
1
3
. D’apre`s (4.2), nous avons
ψ2(s1, s2; a)≪ |ga(s2 + 1)|/|ga(1− β2)|2.
D’apre`s (4.10),
ga(s2 + 1)Ka(s1, s2) = ga(s1)
∑
ka′=a
ga′(s2 + 1)
ks1+s2
∏
p|k
p∤a′
(
1− 1/ps2+1
1− 1/ps1 +
p−s2 − 1
(p− 1)
)
. (4.15)
Nous avons
Ka(s1, s2)ga(s2 + 1)
≪ 1
ga(α− β1)
∏
pν‖a
p(β1+β2)ν
(
νp−β1−β2(1 + pα+β2−1) +
p−1 + pα+β2−1
1− 1/p +
1 + pα+β2−1
1− p−α+β1
)
≪ |a|
β1+β2
ga(α− β1)
∏
pν‖a
(
ν(p−β1−β2 + pα−1−β1) +
p−1 + pα+β2−1
1− 1/p +
1 + pα+β2−1
1− p−α+β1
)
≪ |a|
2(β1+β2)
ga(1)ga(α− β1)2
∏
pν‖a
(
2ν + 3 + 1/p
)≪ τ3(a)τ(a)|a|2(β1+β2).
Cela fournit la majoration annonce´e puisque
τ3(a)τ(a)/|ga(1− β2)|2 ≪ τ3(a)2.

5. Estimation de σ˜1 et σ2 par des inte´grales doubles
Nous rappelons la de´finition (2.4) de σ˜1(x, y,M ; a) et (2.2) celle de σ2(x, y,M ; a).
Lemme 5.1. Il existe une constante C > 1 telle que nous ayons lorsque (log x)C 6 y 6 x,
1 6 |a| 6 y, (log x)13 6 T1 6 T 1/42 6
√
x, T2 > (log x)
2, κ = 1/ logx, M 6 x1/2,
σ˜1(x, y,M ; a) =
1
(2πi)2
∫ α+iT1
α−iT1
∫ κ+iT2
κ−iT2
Ga(s1, s2; y)x
s1Ms2
ds2ds1
(s2 + s1)s2
+O
(
τ(a)
Ψ(x, y)
T
1/3
1
+ τ(a)
Ψ(x, y)
T
1/2
2
)
.
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et
σ2(x, y,M ; a) =
1
(2πi)2
∫ α+iT1
α−iT1
∫ κ+iT2
κ−iT2
Fa(s1, s2; y)x
s1+s2(1−M−s2)ds2ds1
s1s2
+O
(Ψ(x, y)
T
1/3
1
+
Ψ(x, y)
T
1/2
2
)
.
Proof. Montrons en de´tail la somme σ2(x, y,M ; a) de´finie en (2.2). Une interversion de
sommation fournit
σ2(x, y,M ; a) =
∑
n∈S(x,y)
∑
x/M<q6x
(q,na)=1
1
ϕ(q)
.
En utilisant la majoration n/ϕ(n) ≪ log log(3n), une formule de Perron [15, corollaire
II.2.3 et II.2.4] fournit lorsque κ = 1/ log x∑
x/M<q6x
(q,na)=1
1
ϕ(q)
=
1
2πi
∫ κ+iT2
κ−iT2
Φ2(s2; an)x
s2(1−M−s2)ds2
s2
+O
((log x) + (log T2)(log log x)
T2
+
(log log x)M
x
)
.
Nous prenons T2 > (log x)
2 de sorte que le premier terme d’erreur soit ≪ T−1/22 . De plus,
le terme principal est O(logM).
Nous rappelons la de´finition (4.1) de Fa(s1, s2; y). Une deuxie`me formule de Perron [15,
the´ore`me II.2.3] fournit alors
σ2(x, y,M ; a) =
∑
n∈S(x,y)
∑
x/M<q6x
(q,na)=1
1
ϕ(q)
=
1
(2πi)2
∫ α+iT1
α−iT1
∫ κ+iT2
κ−iT2
Fa(s1, s2; y)x
s1+s2(1−M−s2)ds2ds1
s1s2
+O
(Ψ(x, y)
T
1/2
2
+
Ψ(x, y) log log x
x1/2
+ xα logM
∑
P (n)6y
1
nα(1 + T1| log(x/n)|)
)
.
La contribution des n /∈ [x− x/T 1/21 , x+ x/T 1/21 ] dans la somme est
≪ xαζ(α; y)(logM)/T 1/21 .
En supposant T1 > (log x)
12 et en utilisant le Lemme 3.1 et (3.3), nous obtenons une contri-
bution≪ Ψ(x, y)/T 1/31 . D’apre`s la sous-convexite´ de Ψ(x, y) [9, theorem 4], la contribution
des n ∈ [x− x/T 1/21 , x+ x/T 1/21 ] dans la somme est
≪ (logM)(Ψ(x+ x/T 1/21 , y)−Ψ(x− x/T 1/21 , y))
6 (logM)Ψ(2x/T
1/2
1 , y)≪ xαζ(α, y)(logM)T−α/21 ≪ Ψ(x, y)/T 1/31
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dans le domaine y > (log x)C . L’avant-dernie`re majoration de´coule de la majoration
de Rankin Ψ(x, y) 6 xαζ(α, y) et la dernie`re majoration provient de (3.6) couple´ avec
l’ine´galite´ T1 > (log x)
12.
Cela ache`ve la preuve de l’estimation de σ2(x, y,M ; a).
Nous rappelons la de´finition (2.4) de σ˜1(x, y,M ; a). Graˆce au calcul (4.5), une formule
de Perron fournit
Ψa′rℓ1(x/k, y)−Ψa′rℓ1(rx/M, y) =
1
2πi
∫ α+iT1
α−iT1
ga′ryℓ1(s1)ζ(s1, y)
xs1
ks1
(1− (kr/M)s1)ds1
s1
+O
(Ψ(x, y)
T
1/3
1
)
,
ou` ry est la partie y-friable de r et c > 0 une constante positive convenable. Puis, nous
estimons la somme en r graˆce une autre application de la formule de Perron. A` partir de
la formule
1
2πi
∫ κ+i∞
κ−i∞
xs
ds
s(s+ w)
=
1− x−w
w
1x>1 (κ > 0, x ∈ R>0,ℜe(w) > 0),
nous obtenons∑
16r<M/k
(r,a′n)=1
ϕ(ℓ1)ga′ryℓ1(s1)
ϕ(rℓ1)
(1− (kr/M)s1) = 1
2πi
∫ κ+i∞
κ−i∞
∞∑
r=1
ϕ(ℓ1)ga′ryℓ1(s1)
ϕ(rℓ1)rs2
(M/k)s2s1ds2
s2(s2 + s1)
.
Nous avons donc
σ˜1(x, y,M ; a) =
1
(2πi)2
∫ α+iT1
α−iT1
∫ κ+i∞
κ−i∞
Ga(s1, s2; y)x
s1Ms2
ds2ds1
(s2 + s1)s2
+O
(
τ(a)
Ψ(x, y)
T
1/3
1
)
,
ou` Ga a e´te´ de´fini en (4.6). En utilisant les Lemmes 4.2 et 4.3, nous avons dans les segments
conside´re´s, lorsque |τ2| > 1,
Ga(s1, s2; y)≪ τ(a)ζ(α, y).
Il est donc possible de tronquer la droite d’inte´gration en s2 en un segment de´fini par
|τ2| 6 T2 au prix d’un terme d’erreur
≪ xαζ(α, y)T1(log T2)
T2
≪ Ψ(x, y)
T
1/3
2
.

ou` nous avons utilise´ (3.9), puis (3.6).
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6. Premie`re application du the´ore`me des re´sidus
Nous introduisons la fonction G˜a(s1, s2; y) construite a` partir de la fonction Ga(s1, s2; y)
introduite au Lemme 4.2 de la manie`re suivante
G˜a(s1, s2; y) := Ga(s1, s2; y)
ζ(s1 + s2 + 1, y)
ζ(s1 + s2 + 1)
.
Le Lemme 4.2 couple´ avec (4.7) et (4.9) fournit
G˜a(s1, s2; y) = ψ1(s1, s2; a)ζ(s1, y)
ζ(s2 + 1)ζ(s2 + 2)
ζ(s1 + s2 + 1)
H1(s1, s2; y), (6.1)
ou` une expression de ψ1(s1, s2; a) a e´te´ donne´e en (4.9). Une premie`re application du
the´ore`me des re´sidus fournit l’estimation interme´diaire suivante.
Lemme 6.1. Soit A > 0. Il existe des constantes C > 5
2
, δ > 0 telles que, lorsque
(log x)C 6 y 6 x1/C , 1 6 |a| 6 M1 6 y, (log x)13 6 T1 6 T 1/42 6
√
x, (log x)12 6 T2 6
√
y,
κ′ = −α + 1/ logM1, nous avons
σ(x, y,M1; a) =
1
(2πi)2
∫ α+iT1
α−iT1
∫ κ′+iT2
κ′−iT2
G˜a(s1, s2; y)x
s1Ms21
ds2ds1
s2(s2 + s1)
+OA
(
τ3(a)Ψ(x, y)
{
H(u)−δ(log x)−A + y−δ + T
−1/3
1 + τ3(a)T
−1/3
2
})
.
Remarque. Dans le cas M = 1 de´veloppe´ dans [2] pour a = 1, le re´sultat obtenu est
sensiblement diffe´rent puisque σ3(x, y, 1; 1) = 0. Il est facile d’obtenir dans ce cas
σ(x, y, 1; 1) =Res0(x, y; 1) +OA
(
Ψ(x, y)
{
H(u)−δ(log x)−A + y−δ + T
−1/3
1 + T
−1/3
2
})
.
ou` Res0(x, y; 1) est calcule´ en (6.3). Cela comple`te la remarque 4 du The´ore`me 1.3.
Proof. Nous e´valuons la diffe´rence σ3(x, y;M, a) des termes principaux des estimations de
σ˜1(x, y;M, a) et σ2(x, y;M, a) e´nonce´es dans le Lemme 5.1 lorsque M 6 x
1/2. Nous avons
σ3(x, y,M ; a)
=
1
(2πi)2
∫ α+iT1
α−iT1
∫ κ+iT2
κ−iT2
xs1
(
Ga(s1, s2; y)
s1M
s2
s2 + s1
− Fa(s1, s2; y)xs2(1−M−s2)
)ds2ds1
s2s1
.
Comme, en prenant la constante C suffisamment grande, nous pouvons supposer 1−α 6
1
5
, nous de´calons la droite d’inte´gration en la variable s2 jusqu’a` l’abscisse −ε ou` ε est un
parame`tre choisi suffisaemment petit. Dans la bande verticale de´finie par −1
6
6 ℜes2 6 κ,
d’apre`s le Lemme 4.3, nous avons∣∣∣∣ Fa(s1, s2; y)ζ(s2 + 1)ζ(s1, y)
∣∣∣∣+ ∣∣∣∣ Ga(s1, s2; y)ζ(s2 + 1)ζ(s1, y)
∣∣∣∣≪ τ(a). (6.2)
Le seul re´sidu dans cette bande verticale correspond a` s2 = 0. Nous e´crivons
Fa(s1, s2; y) = fa(s1, s2; y)/s2, Ga(s1, s2; y) = ga(s1, s2; y)/s2.
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D’apre`s (4.12) et la relation Ka(s1, 0) = 1, nous avons
fa(s1, 0; y) = ga(s1, 0; y).
Le re´sidu en s2 = 0 de la fonction intervenant dans l’e´criture de σ3(x, y,M ; a) vaut
Res0(x, y; a) =
1
2πi
∫ α+iT1
α−iT1
xs1
(
− ga(s1, 0; y)
s1
+
∂ga(s1, 0; y)
∂s2
)ds1
s1
. (6.3)
Ce terme ne de´pend pas de M .
Par la majoration (6.2) et la majoration |ζ(s1, y)| 6 ζ(α, y), nous obtenons aussi
1
(2πi)2
∫ α+iT1
α−iT1
∫ −ε+iT2
−ε−iT2
Fa(s1, s2; y)x
s1+s2(1−M−s2)ds2ds1
s1s2
≪ τ(a)Ψ(x, y)M
εT ε2
xε
(log x)2.
Pour justifier cette application, nous pouvons utiliser les bornes de la fonction ζ e´nonce´es
au Lemme 3.3 et la majoration (3.6).
Ainsi le the´ore`me des re´sidus fournit
σ3(x, y,M ; a) =Res0(x, y; a) +O
(
τ(a)
Ψ(x, y)MεT ε2
xε/2
+ τ(a)
Ψ(x, y)
T 1−ε2
)
+
1
(2πi)2
∫ α+iT1
α−iT1
∫ −ε+iT2
−ε−iT2
Ga(s1, s2; y)x
s1Ms2
ds2ds1
s2(s2 + s1)
,
ou` le second terme dans le terme d’erreur correspond aux contributions des segments
horizontaux. Le dernier terme de cette formule est ≪ τ(a)Ψ(x, y)(log x)2/Mε et l’on peut
ne´gliger ce terme lorsque M =M2. En reportant ces re´sultats dans (2.3) et en utilisant le
Lemme 2.1 et (2.1), nous obtenons l’estimation
σ(x, y,M1; a) =− 1
(2πi)2
∫ α+iT1
α−iT1
∫ −ε+iT2
−ε−iT2
Ga(s1, s2; y)x
s1Ms21
ds2ds1
s2(s2 + s1)
+O
(
τ3(a)Ψ(x, y)
{
H(u)−δ(log x)−A + y−δ + T
−1/3
1 + T
−1/3
2 +M
ε
1T
ε
2 /x
ε
})
.
D’apre`s le Lemme 4.3, lorsque ℜes1 = α et ℜes2 = −ε, nous avons
G˜a(s1, s2; y)−Ga(s1, s2; y)≪
∣∣ζ(s1, y)ζ(s2 + 1)∣∣y−α+ετ(a)
de sorte que le remplacement de Ga(s1, s2; y) par G˜a(s1, s2; y) n’induit qu’un terme d’erreur
≪ τ(a)Ψ(x, y)T ε2 y−α(y/M1)ε(log x)2(log y)≪ τ(a)Ψ(x, y)y−δ.
Il reste a` observer que nous pouvons de´caler l’abscisse d’inte´gration en s2 jusqu’a` l’ab-
scisse κ′ = −α + 1/ logM en appliquant le the´ore`me des re´sidus a` un rectangle. C’est
possible puisque
µζ(1 + σ2) + µζ(2 + σ2) 6 1/2 (κ
′ 6 σ2 6 κ),
ou` nous renvoyons au Lemme 3.3 pour la de´finition de µζ . D’apre`s (4.14), la contribution
des coˆte´s horizontaux est
≪ Ψ(x, y)τ3(a)
2
T
1/2
2
(log x)2 ≪ Ψ(x, y)τ3(a)
2
T
1/3
2
,
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pourvu que T2 > (log x)
12. Dans le rectangle conside´re´, il n’y a pas de poˆle puisque 0 <
α < 1. Cela ache`ve la de´monstration du Lemme 6.1. 
7. Seconde application du the´ore`me des re´sidus
Nous montrons maintenant le lemme suivant. Nous notons
I(x, y;M) :=
1
2πi
∫ α+iLε(M)
α−iLε(M)
ζ(s1, y)
ζ(s1)(s1 − 1)x
s1−1ds1. (7.1)
Lemme 7.1. Soient ε ∈ ]0, 1
2
[ et A > 0. Il existe des constantes C > 5
2
, δ > 0 telles que,
lorsque (x, y) satisfait (Hε) et y 6 x
1/C , 1 6 |a| 6M1/2−ε, M satisfait a` (1.5), nous avons
σ(x, y,M ; a) = −ϕ(a)x
2Ma
I(x/a, y;M) +Oε,A
(
τ3(a)
2Ψ(x, y)
MLε(M)
)
. (7.2)
Proof. D’apre`s (4.14), la fonction introduite G˜a en (6.1) ve´rifie dans le domaine ℜe(s1) = α
et ℜe(s2) > −α
G˜a(s1, s2; y)≪ τ3(a)2|ζ(s1; y)| |ζ(s2 + 1)ζ(s2 + 2)||ζ(s2 + s1 + 1)|
et, avec le Lemme 3.3 et (3.9),∣∣∣∣G˜a(s1, s2; y)xs1Ms2s2(s2 + s1)
∣∣∣∣≪ τ3(a)2 |ζ(s1; y)|xαMσ2(|τ1 + τ2|+ 1)|τ2|1/2−ε log(|τ1|+ |τ2|+ 2). (7.3)
Nous appliquons le Lemme 6.1 avec T 41 = T2 = (log x)
44M16 de sorte que, sous la
condition (1.5), nous ayons
σ(x, y,M1; a) =
1
(2πi)2
∫ α+iT1
α−iT1
∫ κ′+iT2
κ′−iT2
G˜a(s1, s2; y)x
s1Ms21
ds2ds1
s2(s2 + s1)
+O
(
τ3(a)
2Ψ(x, y)
MLε/2(M)
)
.
(7.4)
Pour restreindre le segment d’inte´gration en s2 a` |τ2| 6 Lε(M) et le segment d’inte´gration
en s1 a` |τ1| 6 Lε(M), nous distinguons deux cas.
Lorsque u > (log2 y)
2 et sous la condition T1 6 H(u)
4δ(log x)4A+11 issue de (1.5), le
Lemme 3.2 fournit ∫ α+iT1
α−iT1
∣∣ζ(s1, y)xs1∣∣|ds1| ≪ Ψ(x, y). (7.5)
La restriction au segment d’inte´gration en s2 a` |τ2| 6 Lε(M) induit un terme d’erreur
≪ τ3(a)
2
MαLε(M)1/3
∫ α+iT1
α−iT1
∣∣ζ(s1, y)xs1∣∣|ds1| ≪ τ3(a)2Ψ(x, y)
MαL2ε/3(M)
≪ τ3(a)
2Ψ(x, y)
MLε/2(M)
,
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ou` la dernie`re majoration a e´te´ obtenue graˆce a` (x, y) ∈ (Hε) et M 6 y. Puis, la restriction
au segment d’inte´gration en s1 a` |τ1| 6 Lε(M) induit un terme d’erreur
≪ τ3(a)
2
MαLε(M)1/3
∫ α+iT1
α−iT1
∣∣ζ(s1, y)xs1∣∣|ds1| ≪ τ3(a)2Ψ(x, y)
MLε/2(M)
.
Le cas u 6 (log2 y)
2 est plus de´licat car nous ne pouvons plus utiliser la majoration (7.3)
et la formule (7.5) n’est plus disponible. Dans la formule
G˜a(s1, s2; y) = ψ1(s1, s2; a)ζ(s1, y)
ζ(s2 + 1)ζ(s2 + 2)
ζ(s1 + s2 + 1)
H1(s1, s2; y),
nous e´valuons le facteur ζ(s1, y) graˆce au Lemme 3.4 et a` l’estimation (3.11)
(s1 − 1)(log y)̺̂((s1 − 1) log y) = 1 +O( 1 + uξ(u)|s− 1| log y)
valable lorsque |τ1| > (1 + uξ(u))/ log y donc lorsque |τ1| > Lε(M). Il vient
ζ(s1, y) = ζ(s1)
{
1 +O
( 1 + uξ(u)
(s1 − 1) log y +
1
Lε(y)
)}
. (7.6)
Ainsi la contribution au terme principal de (7.4) des |τ1| > Lε(M) vaut
1
(2πi)2
∫ κ′+iT2
κ′−iT2
∫
Lε(M)<|τ1|6T1
ψ1(s1, s2; a)ζ(s1)
ζ(s2 + 1)ζ(s2 + 2)
ζ(s1 + s2 + 1)
H1(s1, s2; y)
xs1Ms2ds2ds1
s2(s2 + s1)
+O
(
τ3(a)
2xα(1 + uξ(u))
MαLε(M)1/3 log y
+
τ3(a)
2(log T1)
2xα
MαLε(y)
)
,
(7.7)
ou` dans l’inte´grale s1 de´signe α+ iτ1. Dans le domaine (Hε), d’apre`s (1.3), (3.5) et (3.12),
nous avons
xα(1 + uξ(u))≪ xe−uξ(u)(1 + uξ(u))≪ Ψ(x, y)e−u/2, (7.8)
ce qui permet de majorer le terme d’erreur de manie`re satisfaisante. La deuxie`me e´tape
consiste a` utiliser l’approximation suivante
ζ(s1) =
∑
16n<|τ1|
1
ns1
+O
( 1
(|τ1|+ 1)σ1
)
(|τ1| > 1). (7.9)
Cette me´thode a de´ja` e´te´ utilise´e par Saias [13] dans la preuve de la Proposition 2 (voir
aussi la de´monstration du the´ore`me III.5.17 de [15]). En reportant celle-ci dans (7.7), nous
montrons de la meˆme manie`re que pre´ce´demment que la contribution du terme d’erreur
est englobe´e dans le terme d’erreur de (7.2).
La contribution dans (7.7) du terme principal de (7.9) vaut alors∑
16n6T1
∫ κ′+iT2
κ′−iT2
ζ(s2 + 1)ζ(s2 + 2)Rn(s2, x/n;Lε(M), T1, a)
Ms2ds2
s2
. (7.10)
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avec
Rn(s2, z;L, T1, a) :=
1
(2πi)2
∫
max{L,n}<|τ1|6T1
ψ1(s1, s2; a)
H1(s1, s2; y)z
s1ds1
ζ(s1 + s2 + 1)(s2 + s1)
.
Dans chacun de ces inte´grales de´pendant de n, nous de´calons l’abscisse d’inte´gration jusqu’a`
α− (log T1)−2/3−ε−1/ log x afin que s1+ s2+1 reste dans la re´gion sans ze´ro de zeˆta (3.8).
Nous avons
Rn(s2, z;L, T1, a)≪ε τ3(a)2zα
{( z
a2
)−(log T1)−2/3−ε
(log T1)
2 +
Tn(τ2)
−1+ε
log z
}
, (7.11)
avec
Tn(τ2) := 1 + min
{|max{L, n} ± τ2|, |T1 ± τ2|}.
Le second terme correspond a` la contribution des segments horizontaux ou` nous avons
utilise´ la majoration ∫ α
α−(log T1)−2/3−ε−1/ log x
zσ1dσ1 ≪ z
α
log z
.
La contribution du premier terme du majorant de Rn dans la somme (7.10) est
≪ τ3(a)2x
α−
1
2
(log T1)−2/3−ε
Mα
T 1−α1 T
1/2+ε
2
1− α ≪ τ3(a)
2Ψ(x, y)
M2
.
compte-tenu de la taille relative de T1, T2, x et M . D’apre`s la majoration∫ ∞
−∞
(1 + |T ± τ2|)−1+ε(1 + |τ2|)−1/2+εdτ2 ≪ T−1/2+2ε (T > 1),
la contribution du second terme du majorant de Rn dans la somme (7.10) est
≪ τ3(a)2 x
α
Mα log x
∑
16n6T1
1
nαmax{Lε(M), n}1/2−2ε ≪
τ3(a)
2Ψ(x, y)
MLε/2(M)
Montrons maintenant que nous pouvons ne´gliger la contribution dans (7.4) du segment
d’inte´gration en s2 a` |τ2| 6 Lε(M). Les de´tails sont tre`s proches du cas pre´ce´dent. La
contribution des |τ1| 6 (1 + uξ(u))/ log y et Lε(M) 6 |τ2| 6 T2 est ne´gligeable graˆce a`
la seconde estimation du Lemme 3.2. Lorsque (1 + uξ(u))/ log y < |τ1| 6 Lε(M), nous
pouvons utiliser successivement la formule (7.6) puis (7.9). La contribution des termes
d’erreur de chacune de ces estimations est facilement ne´gligeable graˆce a` (7.8). Il reste
donc a` majorer∑
16n6Lε(M)
∫
Lε(M)6|τ2|6T2
ζ(s2+1)ζ(s2+2)Rn(s2, x/n; (log(u+1))/ log y, Lε(M), a)
Ms2ds2
s2
. (7.12)
Pour cela, nous utilisons la majoration (7.11) de Rn pour obtenir une contribution majore´e
par
≪ τ3(a)
2Ψ(x, y)
MLε/2(M)
.
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Nous obtenons donc
σ(x, y,M ;a) = − 1
(2πi)2
∫ α+iLε(M)
α−iLε(M)
∫ κ′+iLε(M)
κ′−iLε(M)
G˜a(s1, s2; y)x
s1Ms2
ds2ds1
s2(s2 + s1)
+O
(
τ3(a)
2Ψ(x, y)
MLε/2(M)
)
.
(7.13)
Dans une deuxie`me application du the´ore`me des re´sidus, nous de´calons la droite d’inte´-
gration en s2 dans la double inte´grale approchant σ(x, y,M ; a) jusqu’a`
ℜe(s2) = κ′′ := −α − c
(logM)2/5+ε/3
< −1 (7.14)
avec |τ2| 6 Lε(M) et c suffisamment petite.
E´tant-donne´ nos connaissances sur la re´gion sans ze´ro de la fonction zeˆta de Rie-
mann (3.8) et l’expression (6.1) de´finissant G˜a(s1, s2; y), le seul poˆle contenu a` l’inte´rieur
du rectangle conside´re´ est celui en s2 = −1. Nous notons Res1 le re´sidu correspondant
a` s2 = −1.
Nous avons
Res1 =
1
2πi
∫ α+iLε(M)
α−iLε(M)
(G˜a(s1, s2; y)ζ(s2 + 2)
−1
)
(s2 = −1)x
s1
M
ds1
s1 − 1 .
avec, d’apre`s (6.1) et (4.12), et la formule H1(s1,−1) = 1,
(Ga(s1, s2; y)ζ(s2 + 2)
−1
)
(s2 = −1) = ϕ(a)
as1
ζ(0)
ζ(s1, y)
ζ(s1)
= − ϕ(a)
2|a|s1
ζ(s1, y)
ζ(s1)
,
ou` nous avons utilise´ la formule ζ(0) = −1/2. La premie`re e´galite´ se justifie par la formule(ψ2(s1, s2; a)
ga(s2 + 1)
)
(s2 = −1) = ga(1)
ga(s1)
issue du Lemme 4.1 et par la formule(
Ka(s1, s2)ga(s2 + 1)
)
(s2 = −1) = ga(s1)
ga(s1 − 1)
∏
pν‖a
(1− p−s1+1
pν(s1−1)
)
,
issue de (4.11). Ainsi
Res1 = −ϕ(|a|)x
2M |a| I(x/|a|, y;M).
Nous pouvons choisir c et ε suffisamment petit de sorte que
µζ(1 + σ2) + µζ(2 + σ2) 6
2
3
− ε (ℜe(s2) = σ2 > κ′′),
D’apre`s le Lemme 3.3, (4.14) et (3.9), nous avons dans la re´gion ℜe(s1) = α, ℜe(s2) > κ′′,∣∣∣∣G˜a(s1, s2; y)xs1Ms2s2(s2 + s1)
∣∣∣∣≪ τ3(a)2 |ζ(s1; y)|xαMσ2 |a|−2(σ2+α)(|τ1 + τ2|+ 1)(|τ2|+ 1)1/3 log(|τ1 + τ2|+ 2).
Majorons la contribution sur les deux coˆte´s horizontaux du rectangle et du coˆte´ vertical
d’abscisse σ2 = κ
′′.
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Lorsque u > (log2 y)
2, nous pouvons utiliser (7.5) puisque Lε(M) 6 T1. Nous majorons
la contribution des segments horizontaux par
≪ τ3(a)
2Ψ(x, y)
MαLε(M)1/4
∫ κ′
κ′′
(M
a2
)σ2+α
dσ2 ≪ε τ3(a)
2Ψ(x, y)
MLε(M)1/8
.
Pour borner la contribution du segment vertical correspondant a` l’abscisse ℜe(s2) = κ′′,
nous se´parons ce domaine d’inte´gration en la re´gion {|τ1 + τ2| 6 |τ2|/2, |τ1|, |τ2| 6 Lε(M)}
et son comple´ment. Dans ces deux re´gions, nous obtenons une contribution
≪ τ3(a)
2Ψ(x, y)
Mα
(M/a2)κ
′′+α ≪ε τ3(a)
2Ψ(x, y)
MLε/2(M)
.
Dans ces deux dernie`res e´tapes, la condition |a| 6M1/2−ε a joue´ une roˆle crucial.
Lorsque u 6 (log2 y)
2, les de´tails sont a` nouveau plus de´licats. La contribution des
|τ1| 6 (1 + uξ(u))/ log y est ne´gligeable graˆce a` la seconde estimation du Lemme 3.2 qui
remplace la majoration (7.5). Lorsque (1 + uξ(u))/ log y 6 |τ1| 6 Lε(M), nous pouvons
utiliser (7.6).
Nous pouvons alors majorer la contribution du segment horizontal d’ordonne´e Lε(M)
par
≪ τ3(a)
2xα
MαLε(M)1/4
∫ κ′
κ′′
(M
a2
)σ2+α
dσ2
∫
|τ1|6Lε(M)
|ζ(s1)|
|Lε(M) + τ1|+ 1dτ1
≪ τ3(a)
2xα
MαLε(M)1/5
≪ τ3(a)
2Ψ(x, y)
MLε/2(M)
.
Il en est de meˆme pour le segment horizontal d’ordonne´e −Lε(M). La contribution du
segment vertical est
≪ τ3(a)2 x
αMκ
′′
|a|2(σ2+α)
∫
|τ2|6Lε(M)
∫
|τ1|6Lε(M)
|ζ(s1)| log(|τ1 + τ2|+ 2)
(|τ1 + τ2|+ 1)(|τ2|+ 1)1/3dτ1dτ2
≪ τ3(a)2 x
αMκ
′′
|a|2(σ2+α)Lε(M)≪
τ3(a)
2Ψ(x, y)
MLε/2(M)
,
ou` nous avons utilise´ (7.8) pour majorer xα.
Nous obtenons ainsi dans tout le domaine (Hε) l’estimation
σ(x, y,M ; a) =− ϕ(|a|)x
2M |a| I(x/|a|, y;M) +Oε,A
(
τ3(a)
2Ψ(x, y)
MLε/2(M)
)
.

La quantite´ I(x, y;M) introduite en (7.1) est une approximation naturelle de la somme
Φµ(x, y) :=
∑
n6x
P−(n)>y
µ(n)
n
,
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ou` P−(n) de´signe le petit facteur premier divisant n avec la convention habituelle P−(1) =
+∞. En effet, la formule de Perron fournit lorsque x /∈ N
Φµ(x, y) =
1
2πi
∫ κ+i∞
κ−i∞
ζ(s1, y)
ζ(s1)(s1 − 1)x
s1−1ds1 (κ > 1).
Une formule de Perron tronque´e fournit classiquement
Φµ(x, y) = I(x, y; y) +O
( 1
Lε(y)
)
.
Dans [12, e´quation (1.5)], il est montre´ l’estimation
Φµ(x, y) =
{
1 +O
( log(u+ 1)
log y
)}
̺(u) +O
( 1
Lε(y)
)
((x, y) ∈ Gε). (7.15)
Ici, (Gε) de´signe le domaine en (x, y) de´fini par
x > 2, exp{(log x)2/5+ε} 6 y 6 x.
Nous reprenons la me´thode de [12] en pre´cisant ce re´sultat.
Lemme 7.2. Soit ε ∈ ]0, 1/2[. Lorsque (x, y) satisfait (Hε) et 1 6M 6 y, nous avons
I(x, y;M) = ̺(u)
{
1 +O
( 1
H(u)δLε/2(M)
+
1
Lε/2(y)
)}
,
ou` δ est une constante positive. Ainsi, lorsque (x, y) est dans (Gε), nous avons
Φµ(x, y; y) = ̺(u) +O
( 1
Lε/2(y)
)
.
Remarque. 1– L’extension de l’approximation de I(x, y;M) a` un domaine plus vaste
que le domaine d’Hildebrand (Hε) demanderait une re´gion sans ze´ro de la fonction ζ de
Riemann plus grande. Nous renvoyons pour cela a` l’article de Hildebrand [8] expliquant le
lien entre le domaine de l’approximation de Ψ(x, y) par x̺(u) et la re´gion sans ze´ro de la
fonction ζ de Riemann.
2– La restriction a` (Gε) vient de la premie`re estimation de (7.15) e´tablie dans [12].
Proof. Nous montrons tout d’abord que, graˆce a` une application du the´ore`me des re´sidus
et a` la formule (3.5), nous pouvons de´caler l’abscisse d’inte´gration de α a` α0 = 1 − ξ(u)log y .
Le terme d’erreur induit correspond a` la contribution des segments verticaux d’ordonne´e
±Lε(M) et est majore´ par
≪ xα0−1ζ(α, y) |α− α0|
Lε(M)1/2
≪ ̺(u)
Lε(M)1/2
,
ou` nous avons utilise´ (3.5) puis (3.6). En effet, la majoration |α− α0| ≪ 1/ logx implique
xα ≍ xα0 et ζ(α, y) ≍ ζ(α0, y). Nous approchons le rapport
ζ(s1, y)
ζ(s1)(s1 − 1)
ENTIERS FRIABLES DANS DES PROGRESSIONS ARITHME´TIQUES DE GRAND MODULE 27
apparaissant dans la de´finition (7.1) de I(x, y;M) lorsque s1 = α0 + iτ1 et |τ | 6 Lε(M) 6
Lε(y) graˆce au Lemme 3.4. L’appartenance a` (Hε) permet de se placer dans le domaine
d’application de cette approximation.
Nous avons ainsi
ζ(s1, y)
ζ(s1)(s1 − 1) = ̺̂((s1 − 1) log y)(log y)
{
1 +O
( 1
Lε(y)
)}
. (7.16)
Les estimations (3.10), (3.11), (3.12) du Lemme 3.5 fournissent∫ Lε(M)
−Lε(M)
|̺̂(−ξ(u) + iτ)|e−uξ(u)dτ ≪ ̺(u) + ̺(u)H(u)−1 log (Lε(M) + ξ(u)
1 + uξ(u)
)
.
La contribution du terme d’erreur de (7.16) est donc
≪ ̺(u)
Lε/2(y)
.
D’apre`s (3.11), nous avons lorsque T > 1 + uξ(u)∫ ∞
T
̺̂(−ξ(u) + iτ)eiuτdτ ≪ 1 + uξ(u)
T
(7.17)
de sorte que pour tout T > 1 et u > 1 graˆce a` (3.12) et (3.13)∫ ∞
T
̺̂(−ξ(u) + iτ)eiuτdτ ≪ ̺(u)euξ(u)H(u)−δ
T
. (7.18)
Notons que lorsque 1 6 T 6 1 + uξ(u) cette majoration de´coule aussi de (3.10).
Le terme principal attendu dans l’approximation de I(x, y;M) est donc
1
2πi
∫ −ξ(u)+iLε(M) log y
−ξ(u)−iLε(M) log y
̺̂(s)eusds.
Nous e´tendons le segment d’inte´gration en la droite ℜe(s) = −ξ(u). L’erreur peut donc eˆtre
majore´e par O
(
̺(u)H(u)−δLε/2(M)
−1
)
. En prenant T = Lε(M) log y dans (7.17) et (7.18),
nous obtenons donc
1
2πi
∫ −ξ(u)+iLε(M) log y
−ξ(u)−iLε(M) log y
̺̂(s)eusds = ̺(u){1 +O(H(u)−δLε/2(M)−1)}.
Ainsi
I(x, y;M) = ̺(u)
{
1 +O
( 1
H(u)δLε/2(M)
+
1
Lε/2(y)
)}
.
En reprenant la de´monstration de [12], cela pre´cise l’estimation (7.15) de la meˆme manie`re
Φµ(x, y) = ̺(u) +O
( 1
Lε(y)
)
((x, y) ∈ Gε). (7.19)

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De´monstration du The´ore`me 1.3. En reportant le re´sultat du Lemme 7.2 dans le Lem-
me 7.1, nous obtenons dans le domaine (Hε) l’estimation du The´ore`me 1.3.
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