Abstract-Simple and efficient numerical procedures for evaluating the gradient of Helmholtz-type potentials are presented. The convergence behavior of both normal and tangential components of the gradient is examined. It is also shown that the scheme for handling near-hypersingular integrals is effective for handling nearly singular potential integrals as well, so the same quadrature scheme may be used for both simultaneously.
I. INTRODUCTION
R ECENTLY significant progress has been made in handling Helmholtz-type singular and nearly-singular potential integrals for the surface source distributions such as commonly arise in the boundary element method (BEM) [1] . In particular, singularity cancellation techniques have been found to yield better accuracy and to facilitate object-oriented programming and handling of higher order basis functions than singularity subtraction techniques. The gradients of these potentials however, produce hypersingular kernels that are extremely difficult to handle, yet they are also frequently required in BEM formulations. As with potential integrals, the treatment of the near-hypersingular case has proved more challenging than the limiting case in which the observation point actually falls on the source surface.
For ordinary potential integrals, the integral is singular but defined and well-behaved even when the observation point is on the source element. However, the normal (with respect to the source element) component of the potential gradient has a delta function-like behavior in the limiting case as an observation point approaches a surface source, and at sufficiently small distances this behavior must be explicitly handled in the testing procedure, not by numerical quadrature. Since the procedure for this is well established, we focus here on numerical evaluation of potential gradients for observation points that are a finite, but essentially arbitrarily small distance above the source element.
Progress is also evident in the development of efficient cancellation-type procedures for the gradient potentials [2] , [3] . This letter builds on [2] , and differs from efforts such as [3] , for example, in that it simultaneously treats all components of the potential gradient (vis-à-vis Galerkin matrix elements), thus opening the approach to computing, say, wire-to-surface interactions or near-fields.
II. INTEGRALS WITH NEAR-HYPERSINGULARITIES

A. Theory
In this section, the transformations previously presented [2] are reviewed, and modifications to improve convergence of both the normal and tangential gradient components are established. Local Cartesian and spherical coordinate systems are used herein to simplify notation and to readily convey mathematical behavior. In practice, use of simplex coordinates defined on the parent element is often preferred; the conversion of quadrature points from local to simplex coordinates is described in [1] .
We consider the following vector integral as representative of actual integral types with respect to the convergence of numerical integration: (1) where is the wave number, and is the distance between an observation point and a source point on a planar rectangular or triangular domain . (Quadrature rules derived from planar, tangent elements may be used on curved elements.) Here, the function models a scalar basis or component of a vector basis. Following previous approaches [1] , [2] , a nearby observation point is projected onto the (extended) surface containing the source parent element. The parent triangle is then split into three subtriangles about the projected observation point. The geometry of a typical subtriangle and its local rectangular coordinate system with origin at the projected observation point are shown in Fig. 1 . Note that the projection point can be external to the (extended) source element.
The general form of a transformed integral over a subtriangle is given by 1536-1225/$25.00 © 2008 IEEE (2) where is the Jacobian of the transformation, and . We seek transformations that remove the near-singularities of (1) without introducing other nearly singular or non-analytic functions that cannot be numerically integrated efficiently. A previously investigated radial transformation [2] is summarized in Table I . The radial transformation leaves a smooth integrand, and the angular transformation smoothes the effect of the non-constant upper limit of the inner integral. However, four complications limit the usefulness of these transformations. First, this transformation (so-called because it cancels a factor in the integrand) can result in slow convergence when the limit difference is large. Second, tangential gradient terms of the form , where , are unbounded near edges as tends to zero, suggesting that the fictitious edges introduced earlier by forming subtriangles about the projection point should be eliminated. Third, terms involving odd powers of that appear in the basis and in must be handled carefully because they are non-analytic in . Fourth, the upper limits on tend to infinity for subtriangles of high aspect ratio, which results in decreased numerical efficiency.
Here, we address only the first three limitations associated with the transformation, leaving the fourth for future work. To do this, we introduce a disk of radius centered at the projection point as shown in Fig. 2 , in addition to the three subtriangles that are now truncated at the disk boundary. Since the transformation of Table I already employs radial and angular boundaries, inclusion of the disk element is straightforward. And since it eliminates any fictitious edges in close proximity to the observation point, it also addresses the second limitation. We examine the integral over the disk region, noting it has the form (3) where the transformation is applied; dependencies on are suppressed for notational simplicity. Again, to simplify notation without loss of generality, basis function is assumed to be a scalar function with a constant term, , and linear terms and , in the -and -directions, respectively, where and are constants. The final parenthetical term in (3) represents . The third limitation is overcome by the fact that the disk permits exact integration of the azimuthal terms. Since all linear terms involving are multiplied by sine or cosine functions, these terms vanish identically when integrated 
We now show that the disk can be employed to eliminate the first limitation stated above. All terms containing odd powers of are eliminated upon integration over the disk, and we thus rewrite (3) as (4) The outer integral results in a function of that can be exactly integrated using at most just three points. Hence, we focus on the inner integral of (4) by expanding the phase term in powers of while, for notational simplicity, suppressing the dependency of on :
Using the transformation, , we examine integration of a single term of power and make use of a normalized variable of integration, , obtaining integrals of the form (6) where , and . Equation (6) has an integrand of the form , for which numerical quadrature rules with sample points can be developed for handling a range of exponential orders by simultaneously solving the nonlinear system of equations (7) for weights and sample points , where , and the brackets denote vectors of length . Equation (7) exactly integrates only terms of order , but It remains to determine a preferred disk radius. Since integration over the disk is particularly efficient, and integration external to the disk is complicated by the non-analyticity of at , larger values of disk radius appear advantageous. Extension of the disk region beyond the subtriangle boundaries (as shown in Fig. 2 ) is readily accommodated. In this case, outlying regions of the disk acquire a negative weight due to the reversal of integration between the circular boundary and the outer subtriangle edge. Initial trials, however, reveal no significant advantages to extending the radius much beyond the triangle boundaries, providing that we do not have , where is the minimum height of all the subtriangles (see Fig. 1 ). Apart from this restriction, it is convenient to set the disk radius . Integration on the three remaining, truncated subtriangles (see Fig. 2 ) is performed using the transformation of Table I with the lower limit replaced by .
B. Results
The triangle shown in Fig. 2 is used as a test case with an observation point at 0.0 m 0.4 m , and three different heights:
10 , 0.01, and 0.2 m. The wavelength is 10.0 m so that the longest edge of the triangle is 0.1 wavelengths. A basis function variation is arbitrarily chosen as (see Fig. 2 ), and the transformation is used for all trials. Except for one case used to demonstrate insensitivity to this parameter, the disk radius is set to 0.1 m, For efficient integration of the radial functions over the disk, we choose , which corresponds to a 2-point quadrature rule. In two cases below, we also employ a 3-point quadrature rule, which exactly integrates terms through . Two of the 2-point quadrature rules used are shown in Table II, with . To obtain reference solutions, accurate integration over the triangle of Fig. 2 is achieved using a discretization cell size that increases with increasing distance from the projection point; i.e., an -refinement. For the smallest projection distance, , over sample points are used. The resulting reference values along with the full table of coordinates and weights are available from the authors.
Except as noted below, the specialized quadrature schemes presented above are applied for integration over the disk region. Over the truncated triangular regions, the radial-angular transformations are employed, and Gauss-Legendre quadrature is used to integrate the transformed integrals along both radial and angular directions. Each truncated subtriangle is analyzed individually to determine suitable ratios of radial to angular quadrature orders to achieve a near monotonic convergence for both the normal and tangential gradient components. Convergence trends of the normal and tangential components are shown in Figs. 3 and 4 , respectively, with the number of sample points indicating the combined total for the disk and all three subtriangle regions. We show the number of significant digits as a function of the square root of the total number of sample points to demonstrate that convergence is exponential with respect to a linearly increasing sampling density in each dimension.
As seen in Fig. 3 , accurate integration of the normal gradient component, using the disk and specialized quadrature discussed above, is efficient and relatively insensitive to as it tends to zero. The crossed square symbols in the figure denote disk quadrature schemes with fewer than six sample points. In the extreme case, just one sample point (in the disk) is used for the entire source triangle. In contrast to our earlier work that demonstrated excellent accuracy of the normal component with only 1-2 points [2] , the introduction of the disk not only permits continued convergence of the normal component with increasing sample points, but convergence of the tangential component as well. The cross symbols in Fig. 3 represent use of a disk radius , and it can be seen that the effects of changing disk size are minimal. As becomes sufficiently large, the functions of can be integrated efficiently over the disk with a two-point Gauss-Legendre scheme. For example, for the case 0.2 and the range of sample points shown in Figs. 3 and 4, very little difference is observed when the functions of are integrated using a two-point Gauss-Legendre scheme compared to the two-point specialized quadrature described in the preceding section. The 3 2 quadrature rule on the disk is replaced by the 3 3 rule for the final data point in Fig. 4 with . Fig. 5 shows convergence results for the potential but using the quadrature rules generated for its gradient to test the possibility of using one rule whenever both integrals are needed. The crossed square symbols indicate trials in which the 3 2 (angular radial) quadrature rule over the disk is replaced by a 3 3 rule in order to assess eventual limitations due to the truncation of the phase term in (5). It should be noted that one could improve the convergence of the potential, relative to the convergence of the normal and tangential gradient components, by favoring the potential terms in the selection of sampling ratios for the truncated subtriangles. If one is only interested in potential integrals, only two points are required for azimuthal integration over the disk, and the inner integration variable is . Further work is required to compare this approach with recent advances for integrating -type singularities [1] . 
III. CONCLUSION
A technique for evaluating nearly-hypersingular kernels has been demonstrated. It has also been shown that the near, weak singularity is handled efficiently by the same technique. As the projection of the observation point approaches an edge of the source element, where tangential components of the potential gradient are singular, the efficiency of the technique is reduced. Treatment of this case remains as future work, as do extensions of the technique to handle projections of the observation point that lie outside the source element.
