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Abstract
The perceptual characteristics of a microphone are not always clear from its technical
specification. This thesis documents a first step towards creating more perceptually
relevant measures.
Consideration of relevant criteria revealed that the most appropriate method for
recording stimuli for perceptual microphone comparisons is to use all microphones
under test simultaneously. Experiments determined that a maximum array size of
150 mm will ensure that the perceptual differences between the recorded stimuli are
predominantly due to the characteristics of the microphones and not artefacts of the
spacing between them.
It was established that there are eight standard physical differences that exist
between microphones which may impact the perceived characteristics of a recording.
These differences, supplemented with expert opinions, indicated that recording five
programme items with eight studio and two MEMS microphones would allow for
determination of the most prominent inter-microphone perceptual differences. A
combination of indirect and direct elicitation experiments on the resulting 50 recordings
identified a hierarchy of 40 perceptual attributes that describe the differences between
microphones. A novel attribute contribution experiment conducted on the 31
lowest-level attributes in the hierarchy showed that brightness contributes the most
overall to the inter-microphone difference.
The spectral centroid and ratios comparing the relative level of high frequencies were
previously used to predict brightness; however, these metrics did not predict subjective
ratings of microphone-related brightness as well as a newly proposed combination
metric: the product of the spectral centroid above 3 kHz, and the ratio of energy
above 3 kHz compared to all energy. This model performed well on training data (r =
0.909). Validating it on independent microphones and programme items suggested that
improvements may be necessary for error-free prediction of programme-related aspects
of brightness, but showed good correlation with each programme item and overall (r =
0.854), indicating that the model predicts microphone-related brightness well.
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Chapter 1
Introduction
A recording engineer’s selection of a microphone may be the result of many factors:
price; aesthetics; size; and desired sound characteristics to name a few [Pedersen,
2015]. For an engineer who does not have experience of a specific microphone, it
is common to use objective measurements describing the technical performance to
give an indication of the microphone’s characteristics. Objective measurements of a
microphone’s performance can also be used during the design and development of a
microphone to evaluate the performance of prototypes against the desired specification.
BS EN 60268-4 [2010] standardises methods for taking common objective measurements
of microphones. This intends to make measurements comparable between manufactur-
ers by taking them in a fair and consistent manner. The standard describes methods
for measuring the magnitude frequency response (free- and diffuse-field), directivity
characteristics, electrical impedance, sensitivity, amplitude nonlinearity, self-noise, and
the effect of external influences (electromagnetic, wind noise, etc.).
It has been said that the magnitude frequency response is the most defining character-
istic of a microphone [Arnold, 1971]. BS EN 60268-4 [2010] standardises measurements
to be made in either the free- or diffuse-field; however, these measurements are not
necessarily representative of a microphone’s performance in an actual acoustic space
since it is very unlikely that commercial recordings will be made in an anechoic or
reverberation chamber. It has been suggested that a spatially-averaged frequency
response measurement, bridging the gap between free- and diffuse-field measures by
averaging multiple free-field magnitude frequency response measurements over 15°
intervals, would produce a more ecologically valid measure [Olive and Toole, 1989].
Although this may provide a measurement of the frequency response that more closely
relates to the actual frequency response when used in real conditions, this measurement
does not directly relate to perception; it describes the physical performance rather than
1
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the perceived characteristics of the microphone.
BS EN 60268-4 [2010] also does not contain measurement methods for all of the
factors that are known to differ between microphones, e.g. transient response and
ringing. Although not measured, research into the ringing of microphones has suggested
that this may be an important factor in perception [Hebrock et al., 1996, 1997;
Green and Statham, 1998]. Hebrock et al. [1997] compared common interpretations
of a microphone’s frequency response with perceptual characteristics. One such
interpretation is that a warm sound is produced when a microphone has a higher
output at low frequencies; however, it was shown that a microphone can produce a
warm sound without this increased output if the microphone rings at low frequencies.
Objective measurements of microphones, in general, have an underlying problem: they
do not directly relate to the perceived characteristics of a microphone [Olive and Toole,
1989; Hebrock et al., 1996]. A more perceptually relevant method of describing a
microphone’s characteristics could be to rate it in terms of the perceptual attributes
that describe its perceived characteristics. Microphones can be rated in this manner
with a panel of listeners; however, performing these tests can be extremely costly and
time consuming.
In order to perform these subjective ratings in a consistent and repeatable manner,
the same perceptual attributes need to be rated for each microphone. These attributes
must also be able to account for all of the perceived differences between microphones.
1.1 Perceptual differences between microphones
Research has been conducted aimed at identifying the perceptual attributes that
describe loudspeakers [Gabrielsson and Sjögren, 1979; Gabrielsson, 1979; Lavandier
et al., 2008], musical acoustics [Disley et al., 2006], concert hall acoustics [Lokki
et al., 2011, 2012], and multi-channel audio systems [Koivuniemi and Zacharov, 2001;
Francombe et al., 2014]. In comparison, microphones have little research towards
identifying their perceptual attributes.
Hebrock et al. [1996] conducted a series of experiments into the perceptual effects of
ringing in microphones. They asked listeners to describe the characteristics of three
dynamic microphones and reduced the responses to the descriptors harsh, edgy, warm,
(not enough, or no) low-end and (not enough, or extended) high-end. Following this,
Hebrock et al. [1997] conducted a second set of experiments, asking subjects to evaluate
the performance of microphones, with the nine descriptive terms most frequently used
by listeners: detailed, dull, muffled, open, thin, warm, harsh, nasal, and smooth.
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The terms identified and used in these studies are potentially useful, but are not (and
were not intended to be) comprehensive. It is therefore possible that the perceptual
attributes used in these experiments are not sufficient to describe the full range of
perceptual differences between microphones.
Research by McKinnie [2006] aimed to identify the perceptual characteristics that
differed between perceptually similar microphones. Unfortunately, the results of this
experiment were no better than chance, suggesting that this may have been due to the
microphones being too perceptually similar.
Thus, no comprehensive list of attributes that contribute the difference between
microphones has yet to be compiled.
1.2 Project aims
This research project is intended as the first step towards developing perceptually
meaningful measurements of a microphone’s perceptual characteristics. With these
measures, audio engineers will have a more relevant tool for selecting an appropriate
microphone, and design engineers would be able to directly measure the perceptual
characteristics of prototypes.
In order to begin to develop such perceptual measures, the work documented in this
thesis had the following three main aims: (i) identifying the perceptual attributes that
describe the differences between microphones; (ii) finding the relative contribution of
each of these attributes to the perceived differences between microphones; and (iii)
developing a perceptual model of the highest contributing attribute.
1.3 Research questions and structure
In order to meet the main aims of this project, the following research questions need
to be answered:
Q1 What physical differences exist between microphones that may result
in perceptual differences between recordings?
An understanding of the key physical differences can potentially guide the search
for perceptual attributes and will also be necessary to ensure appropriate design
of assessment and modelling experiments.
Chapter 1. Introduction | 3
Perceived differences between microphones
To address this question, Chapter 2 contains a review of the operating and design
principles of microphones and suggests how the variable parameters may affect
the sonic characteristics of microphones.
Q2 What measurements are currently used to describe the characteristics
of a microphone?
The objective measurements that are currently used to assess microphone
performance give an indication of which objective factors are considered to
be important to a microphone’s performance and can feed into the design of
assessment and modelling experiments.
Chapter 2 reviews the measurements that are currently standardised as well
as additional measurements not standardised that may relate to the physical
differences found when answering Q1.
Q3 What is the most suitable method to record sources for perceptual
comparisons?
In this project, recordings with a range of microphones will need to be
made in order to allow perceptual assessment that can feed into the attribute
identification, contribution and modelling processes. A suitable method for
recording needs to be identified in order to ensure that the differences between the
recorded signals are predominantly due to the characteristics of the microphones
and not due to variations in the source or room acoustics. The method must also
allow for all of the physical differences identified from Q1 to affect the recorded
signals, not limiting the perceptual performance of the microphones.
Chapter 3 answers research question Q3 by reviewing methods to record stimuli
for microphone comparisons, identifying the most appropriate method and its
limitations. Experiments are then conducted that quantify the limitations of this
most suitable method.
Q4 What are the perceptual attributes that differ between microphones?
This question directly address the first aim of the project: identifying the
perceptual attributes that describe the differences between microphones.
This question is answered in Chapter 4 by way of a series of experiments that
build on the findings of Chapters 2 and 3.
Q5 Of these attributes, which contribute the most to the perceived
differences between microphones?
Identifying which of the perceptual attributes contribute the most to the difference
between microphones directly addresses the second aim of the project, giving an
indication of the relative importance of each attribute.
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Chapter 5 documents a novel experiment design that addresses this question.
Q6 What features may potentially be used to predict the perceptual
attribute which contributes the most to the overall difference?
Features need to be found that may relate to the perceptual attribute found to
contribute the most to the overall difference. These features may then be used to
create a perceptual model of this attribute.
To address this question, Chapter 6 presents a literature review into this at-
tribute, identifying any known correlating features and measurements, proposing
additional features, and suggesting modifications to the measurements.
Q7 Can a perceptual model be created that predicts subjective ratings
for the perceptual attribute that contributes the most to the overall
perceptual difference between microphones?
Using the answer to Q6, each of the potential features can be tested to see if any
are suitable, addressing aim iii. Chapter 6 describes experiments that evaluate
the performance of each feature, selecting the best-performing feature or features
to create a perceptual model.
Q8 How well does the perceptual model work for new stimuli?
To test the robustness of a perceptual model, it is common to test the model’s
performance on a validation dataset: stimuli that were not used to develop the
model. Chapter 7 describes the selection and acquisition of a suitable validation
dataset, as well as presenting experiments to assess the performance of the
perceptual model, created in Chapter 6, with this validation dataset.
1.3.1 Summary
Physical measurements of microphones do not always directly relate to the perceived
characteristics that a microphone imparts onto a recording. Currently, the only
method of obtaining these perceived characteristics is using a panel of listeners.
Perceptual models may be able to predict subjective ratings of the perceptual
attributes, providing perceptually relevant measurements of microphones without the
time-consuming process of subjective testing.
In order to take a step toward the development of such perceptual measures, the work in
this thesis has three main aims: (i) identifying the perceptual attributes that describe
the differences between microphones; (ii) finding the relative contribution of each of
these attributes to the perceived differences between microphones; and (iii) developing
a perceptual model of the highest contributing attribute.
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To meet these aims, first the physical and measured differences between microphones
must be identified to guide the design of appropriate assessment and modelling
experiments. A suitable recording method needs to be identified to ensure that the
perceived differences between recorded stimuli are predominantly due to the differences
between microphones. The attributes that differ between microphones, and the extent
to which they differ, can then be identified from recordings made with this suitable
recording technique. A perceptual model can then be developed on the attribute
identified as contributing the most to he overall difference.
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and design
There are many parameters that can be varied in the design of a microphone, each
of which may alter its physical performance. In order to select an appropriate
range of microphones and sources for future experiments to identify the perceptual
attributes describing the differences between microphones, it will be useful to know
what differences can likely be expected between microphones.
The purpose of this chapter is to answer research questions Q1 and Q2: what physical
differences exist between microphones that may result in perceptual differences between
recordings; and what measurements are currently used to describe the characteristics
of a microphone? These questions are answered by providing a discussion of the
basic operating principles of microphones, how these principles may lead to perceptual
differences, and the measurements that represent the physical differences between
microphones.
The operational principles of microphones can be divided into two main categories:
directivity characteristics and transduction principles. Both of these are important
in the decision of an appropriate microphone for a given task and are likely to cause
subjective differences between microphones [Bartlett, 1987].
This chapter is divided into three sections. Section 2.1 presents an overview
of the different design principles that are used to create microphone directivities,
discussing how each of these methods may affect the sonic characteristics of a
microphone. Section 2.2 outlines the principles of transduction commonly used
in microphones, discussing the physical differences that may result in perceptual
differences between microphones of common transduction methods. Section 2.3
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summarises the standardised objective measurements of microphones as well as several
additional proposed measurements that can be used to describe the performance of
microphones.
2.1 Microphone directivity
The directional characteristics of a microphone play an important role in determining
which sounds are captured by the microphone, and therefore are likely to alter the
perceived characteristics. Microphones are often designed to have one principle axis
which is generally perpendicular to the diaphragm. Sounds impinging from this
principle axis are often referred to as being on-axis sounds, and signals impinging from
a direction other than the principle axis are referred to as off-axis sounds. Depending
on the design of a microphone, the directional characteristics can be altered. This can
have the advantage of being able to make microphones that reject unwanted sounds,
increasing the relative level of the on-axis sounds.
This section will explore how these directional characteristics are created in micro-
phones, can be measured, the information presented, and the potential subjective
differences that may exist between microphones designed with different directivities.
This section will also discuss the limitations of directivity within real microphones and
how this may affect the perceived characteristics.
2.1.1 Polar response
The directional characteristics of a microphone are often displayed on a polar plot.
A polar response plot shows the relative output level a microphone produces from
a sound source impinging from a particular angle of incidence. Polar responses are
typically calculated for 360◦ around the microphone, but may be represented as 180◦
on the polar plot when the response is symmetrical.
An example polar plot of a DPA 4006A omnidirectional condenser microphones is
shown in Figure 2.1 [DPA Microphones, 2015]. Measurement data of microphones
is often obtained in an anechoic chamber, rotating the microphone around 360◦ and
taking a measurement of the output level from a point source. The directivity of the
microphone is often measured in octave bands rather than broadband to show how the
directivity changes with frequency.
There are two main methods of designing a microphone’s directivity: pressure operated
or pressure-gradient operated.
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Figure 2.1: Polar plot of a DPA 4006A omnidirectional condenser microphone [DPA
Microphones, 2015].
2.1.2 Pressure operated microphones
Pressure-operated microphones are designed with one side of the diaphragm exposed to
the soundfield and respond to changes in pressure in front of the diaphragm; with the
force on the diaphragm being proportional to the pressure [Ballou, 2009]. An example
is shown in Figure 2.2. Pressure operated microphones are usually constructed with a
vent to allow for the pressure inside the microphone casing to adjust with the ambient
atmospheric pressure [Eargle, 2004].
Sound waves approaching from the rear of a microphone will diffract around the body
of the microphone, causing a pressure change in front of the diaphragm. This gives a
pressure-operated microphone an omnidirectional characteristic, responding to sounds
equally well from all directions [Ballou, 2009].
Diaphragm Vent
Figure 2.2: Pressure operated microphone construction.
An ideal omnidirectional response is shown in a polar plot in Figure 2.3.
Sound waves can only diffract around an object when the wavelength is much larger
than the size of the object. The omnidirectional directivity of a pressure operated
microphone will begin to diverge from the ideal response when the wavelength of
the signal is approximately ten times larger than the diameter of the microphone’s
capsule [Ballou, 2009]. This means that pressure-operated microphones will have a more
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Figure 2.3: Polar plot of ideal omnidirectional response.
directional response at higher frequencies [Huber, 1992]. This is shown in Figure 2.1
with the higher frequencies producing a reduced output for sounds arriving from the
rear of the microphone.
As the wavelength of a sound impinging on the principle axis of a microphone
approaches the size of the diameter, the wave begins to reflect off of the surface [Muler
et al., 1938]. This causes an increase in the pressure at the front of the diaphragm
for higher frequencies, resulting in a 6dB increased output. The displacement of the
diaphragm also begins to become nonuniform for sounds of a similar wavelength to
the diaphragm and impinging on 90◦ to the principle axis. This will cause variations
in pressure across the diaphragm, resulting in a non-uniform displacement of the
diaphragm.
2.1.3 Pressure-Gradient Microphones
Pressure-gradient microphones, in contrast to pressure operated microphones, have
both sides of the diaphragm exposed to changes in pressure caused by acoustic waves.
The force on the diaphragm in a pressure-gradient microphone is caused by the
difference in pressure between the front and rear of the diaphragm [Eargle, 2004]. This
is shown in Figure 2.4.
From Figure 2.4(a), the force on the diaphragm is dependent on the difference between
the pressure at the front and rear of the capsule, F = p1 − p2. This pressure difference
is caused by the change in phase of the signal depending on the path length from the
front to the rear of the diaphragm. Sounds impinging from the side of the microphone
will result a similar pressure on both sides of the diaphragm, as shown in Figure 2.4(b),
where p1 ≈ p2, resulting in a reduced output [Eargle, 2004].
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(b) Minimal pressure gradient.
Figure 2.4: Pressure gradient microphone construction.
In its simplest form, the directional characteristics of pressure-gradient microphones
form a bidirectional pattern, as shown in the polar plot of Figure 2.5. Sounds from the
front or rear of the microphone will cause a significantly higher pressure on one side of
the diaphragm than the other, resulting in a large force on the diaphragm. Sources to
the side of the microphone will cause equal pressure on either sides of the diaphragm
resulting in no pressure difference between the front and rear of the diaphragm; thus
there will be no force on the diaphragm [Ballou, 2009].
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Figure 2.5: Polar plot of ideal bidirectional response.
The on-axis response of a bidirectional microphone is dependent on frequency. At low
frequencies, the path difference between the front and rear of the diaphragm results
in a small difference in pressure, increasing with 6dB/octave until the path length
is equal to half a wavelength. Above this frequency the output will begin to reduce
causing a comb filter-like effect [Eargle, 2004]. This response is shown in Figure 2.6.
In real microphones, pressure-gradient microphones tend towards a pressure operated
microphone at higher frequencies when the size of the diaphragm becomes comparable
to the wavelength of the signal, reducing the diffraction around the diaphragm and
reducing this comb-filter like affect.
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Figure 2.6: Pressure gradient response against frequency, adapted from [Eargle, 2004].
2.1.4 Cardioid microphones
Cardioid microphones are an extension of the pressure-gradient microphone design type.
Both sides of the diaphragm are exposed to changes in pressure and the force on the
diaphragm is dependent on the difference in pressure between the front and rear of
the diaphragm; however, an acoustic phase-shift network is used to delay the incoming
signals to the rear of the diaphragm [Ballou, 2009]. The phase-shift network is designed
in such a way that sounds impinging from the front of the microphone produce an
out-of-phase signal on the rear of the diaphragm, and sounds from the rear of the
microphone cause the phase to be similar on the both sides of the diaphragm. This
causes a large output from on-axis signals, and a reduced output from 180◦ off-axis
[Ballou, 2009].
The polar response for an ideal cardioid microphone is shown in Figure 2.7.
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Figure 2.7: Polar plot of ideal cardioid response.
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The acoustic phase-shift networks used in cardioid microphones are difficult to design
and do not always produce an ideal cardioid response at all frequencies. The phase
shift that is produced is dependent on the wavelength of the signal and the distance
between the front and rear of the diaphragm; as shown in Figure 2.6, low frequencies
result in a reduced output for the same time delay compared to higher frequencies, and
extinction frequencies exist where the wavelength is an integer multiple of the path
difference between the front and rear of the diaphragm [Eargle, 2004].
Extinction frequencies and comb filtering are not normally an issue for on-axis sounds
for the same reason as pressure-operated microphones: extinction frequencies will
usually occur at high frequencies, where the size of the diaphragm is comparable to
the wavelength of the signal, effectively making the microphone pressure-operated.
However, these extinction frequencies can occur for off-axis signals, resulting in a
comb-filter like off-axis frequency response. These deviations can be as much as 30
dB [Ballou, 2009]. This is discussed further in Section 2.3.3.2.
2.1.5 Variable directivity microphones
An ideal directivity pattern can be represented by an equation of the form
V (θ) = A+B cos(θ). (2.1)
In general, the equation is written so that A + B = 1. An omnidirectional response
is obtained when A = 1 and B = 0, a bidirectional response is obtained when A = 0
and B = 1, and a cardioid response is obtained when A = 0.5 and B = 0.5. Using
this principle, microphones can be created that have variable directivity patterns by
summing the response of more than one diaphragm [Eargle, 2004]. This principle
has been implemented in several dual diaphragm microphones that are often called
variable directivity microphones by using two cardioid diaphragms positioned back-to-
back [Ballou, 2009].
Directivity patterns other than omnidirectional, bidirectional, and cardioid can be
created, either by designing a special acoustic phase-shift network or with the
dual diaphragm microphone described above. Common directivity patterns used in
studio microphones are the hyper-cardioid and sub-cardioid directivities. The various
equations and polar plots are shown in Table 2.1.
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2.1.6 Measures of directional characteristics
Along with the standard polar plots, other measures can be used to describe the
directivity of a microphone. Although the measures listed in this section may be
useful in describing characteristics of a microphone, they are not often taken of real
microphones and are only usually stated in text books of ideal microphone responses.
2.1.6.1 Random energy efficiency (REE)
Random energy efficiency (REE) is a measure of the output from a microphone
compared to the input, when sound is impinging on the microphone from all angles
of incidence (random incidence). This is expressed as a percentage.
If a microphone’s directivity is expressed in the form
V (θ) = A+B cos(θ),
where A+B = 1, then the random energy efficiency can be calculated as
REE(%) = 100× (1− 2B + 1.333B2). (2.2)
[Eargle, 1995]
This can be written in a more generalised form as ratio of random energy to front axis
energy as
REE(%) =
1
2
∫ pi
0
f2(θ) sin(θ) dθ
f(θ0)
. (2.3)
[Baumzweiger, 1940; Glover, 1940]
The random energy efficiency measure expresses how well a given directivity pattern
rejects off-axis sounds; that is to say the ratio between ambient sounds and direct
sounds. By using this measure across all first order directivity patterns it can be shown
that the lowest random energy efficiency is achieved with a hyper-cardioid directivity
pattern, shown in Table 2.1.
As discussed earlier, the directivity of a microphone can vary with frequency. The REE
can be calculated for real directivity responses using Equation 2.3. The reciprocal of
the REE is called the directivity index, and is a measure used to show how directional
a microphone is.
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2.1.6.2 Pickup angle
The pickup angle is the angle across the front of a microphone where the attenuation
is no greater than 3dB [Ballou, 2009]. This information is also shown in Table 2.1 for
each common first order directivity pattern.
The pickup angle is not a common measure of real microphones. Since the directivity
changes over frequency, the pickup angle would also change over frequency. It is more
common to calculate the pickup angle of a microphone based on an ideal mathematical
ideal model.
Polar pattern Expression of V (θ) REE(%) Pickup angle
Omnidirectional 1 100 360◦
Sub-cardioid 0.7 + 0.3 cos(θ) 52 180◦
Cardioid 0.5 + 0.5 cos(θ) 33 130◦
Super-cardioid 0.33 + 0.66 cos(θ) 27 116◦
Hyper-cardioid 0.25 + 0.75 cos(θ) 25 100◦
Bidirectional cos(θ) 33 90◦
Table 2.1: Comparison of microphone directivities.
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2.1.7 Proximity Effect
Pressure-gradient microphones exhibit an increase in low frequency sensitivity when
close to a sound source, where the propagation of the acoustic wave is spherical rather
than a plane wave [Bore and Peus, 1999]. The change takes the form of an increase in
low frequencies, which for a cardioid microphone can be described by
Vincrease =
√
1 +
λ2
16pi2r2
(2.4)
where Vincrease is additional voltage output caused by the proximity effect in a cardioid
microphone, λ is the wavelength in metres, and r is the distance of the microphone
from the point source in metres.
2.1.8 Perceptual differences
In this section, the most common microphone directivities are introduced. The design
principles used to create these directivities have been described. Each of these design
principles may affect the perceived characteristics of microphones in a number of ways.
One primary factor that will change between recordings made with microphones of
different directivities will be the apparent direct-to-reverberant ratio [Ballou, 2008].
Recordings made with an omnidirectional microphone will contain higher levels of
ambient sound since these pick-up sounds from all directions equally, whereas recordings
made with a cardioid microphone (with the instrument on the principal axis) will record
less ambient sound. This will also have the effect of making the instrument sound closer,
as it is commonly noted that the direct-to-reverberant ratio contributes to the sense of
source distance [Zahorik et al., 2005].
Cardioid microphones can be used to reject unwanted sounds, making them more
applicable for use in noisy environments; however, due to the proximity effect placing
a cardioid microphone too close to a source to reduce the spill would also increase
the level of low frequencies within the recording. The acoustic phase-shift networks
used in cardioid microphones can often result in large amounts of off-axis colouration
and can result in a comb-filter like response. It was also shown that pressure gradient
microphone can exhibit a comb filter like response at higher frequencies.
The low frequency limit of pressure-operated microphones is dependent on the vent. If
a microphone were designed without this vent, there would be no low-frequency limit
on the response. Pressure-gradient microphones, however, have a 6dB/octave roll-off
at lower frequencies caused by the small phase difference between the front and rear
Chapter 2. Microphone operation and design | 16
Perceived differences between microphones
of the diaphragm [Bore and Peus, 1999]. Although this is mechanically corrected, this
can still limit the low frequency response of pressure-gradient microphones.
2.2 Transducer design
There are many types of transducers used in microphone design: dynamic, ribbon,
condenser, piezoelectric, piezoresistive, optical-waveguide, and microflowns to name
a few [Gayford, 1994; AES Technical Committee, 2003]. Understanding how these
transducers convert acoustic waves into electrical signals will give insight into the
physical differences that can exist between microphones and the types of perceptual
characteristics these may impart on a recorded signal.
This section will focus on the main transduction methods of condenser, dynamic, and
ribbon microphones, identifying the potential differences that may exist due to the
design of each method.
2.2.1 Condenser microphones
Condenser microphones generally consist of a backplate and a diaphragm, both
constructed from an electrically conductive material and separated by a small air gap
[Ballou, 2009], as shown in Figure 2.8. The backplate and diaphragm are charged to
produce a potential difference between them, called the polarisation voltage, V . This is
often 200V for studio quality microphones, supplied by phantom power [Rossing, 2007].
The backplate and diaphragm act as two plates of a capacitor, with the capacitance
dependent on the surface area and the distance between the plates. The capacitance,
C0, is given by
C0 =
Aε0
d
, (2.5)
where A is the surface area of the capitative plates in m2, ε0 is the permittivity of air
in F/m, and d is the distance between capacitive plates in metres [Floyd, 2006].
The backplate is perforated to allow for pressure in the chamber, between diaphragm
and backplate, to change in response to ambient atmospheric pressure [Bore and Peus,
1999]. Changes in air pressure caused by acoustic waves cause the diaphragm to deflect,
altering the distance between the diaphragm and backplate. The distance the backplate
is deflected can be expressed as d − x(t), where d is the distance between the plates
in their non-displaced state, and x(t) is the displacement. This will cause a change in
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Figure 2.8: Cross section of a condenser microphone diaphragm and backplate.
capacitance; the new capacitance is given by
C ′ =
Aε0
d− x(t) . (2.6)
A negative value is used to represent the change in distance since a positive pressure
in front of the diaphragm will cause the distance between the plates to reduce. This
change in capacitance can be converted into an electrical signal using two main methods:
constant current or frequency modulation [Bore and Peus, 1999]. Other methods are
also used but are less common and will not be discussed in this report.
2.2.1.1 Constant current
By supplying the backplate and diaphragm with a constant current, the charge across
the capacitor will remain constant, assuming that the changes in capacitance caused by
diaphragm deflection occur over a time significantly shorter than the time constant, τ =
RC0, where R is the resistance of the circuit, represented by resistor R1 in Figure 2.8,
and C0 is the static capacitance [Floyd, 2006]. The charge, q, across a capacitor is
dependent on the voltage between the plates, V , and the initial capacitance, C0.
q = C0V =
Aε0
d
V (2.7)
Equation 2.7 is true for the static case, where the diaphragm is stationary. However,
deflection of the diaphragm caused by acoustic waves impinging on the diaphragm
results in a change in capacitance. If the charge across the capacitor were to remain
constant, then a voltage will be generated, in addition to the polarisation voltage
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(V + v(t)). The charge across the capacitor when the diaphragm is displaced can
be calculated using Equations 2.6 and 2.7.
q = C ′
(
V + v(t)
)
=
Aε0
d− x(t)
(
V + v(t)
)
(2.8)
If the charge, q, remains constant across the capacitor between the static and dynamic
states, Equations 2.7 and 2.8 can be equated and rearranged to obtain an expression
for the additional voltage, v(t).
v(t) =
−V
d
x(t) (2.9)
It can be seen from Equation 2.9 that the output voltage is proportional to the
displacement of the diaphragm.
2.2.1.2 Frequency modulation (FM)
In the FM method, the capacitance between the diaphragm and backplate is used
within a tuned oscillator circuit. As the capacitance varies, the frequency of oscillation
will change proportionally. This results in a FM determined by the displacement of the
diaphragm. Standard FM demodulation methods can then be implemented to obtain
an electrical signal whose magnitude is proportional to the diaphragm displacement.
A similar method can be utilised where the capacitance between the backplate and
diaphragm amplitude modulates a low radio frequency oscillator. Demodulation
techniques can be used on this modulated signal to obtain the electrical representation
of the audio signal.
These modulation techniques used to be the most common methods for designing
microphones until improvements in low-noise electronics allowed the constant current
method to generate lower levels of self-noise [Bore and Peus, 1999]. Both constant
current and frequency modulation methods are used in current studio microphones.
2.2.1.3 Electret microphones
A derivative of the condenser microphone is the electret microphone. Electret
microphones operate on the same principle as condenser microphones, but contain an
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electret material, a material which retains a constant charge. Because of the electret
material, electret microphones do not require a polarisation voltage [Huber, 1992].
However, phantom power is often still required to power the pre-amplifier.
The most common form of an electret microphone is the back-electret microphone,
where the stationary backplate of the microphone is constructed from this electret
material. Foil-electret microphones also exist, where the diaphragm is constructed
from the electret material instead of the backplate.
2.2.1.4 Frequency response
The parameters that affect the frequency response of a condenser microphone are
different depending on if the microphone is designed to be pressure operated or
pressure-gradient operated.
Pressure operated
The complex displacement of a pressure-operated condenser microphone’s diaphragm
can be explained by a one-degree of freedom model:
xˆ = k − ω2m+ jωR, (2.10)
where xˆ is the complex displacement of the diaphragm, k is the mechanical stiffness of
the diaphragm, m is the effective mass, R is the damping acting on the diaphragm, and
ω is the angular frequency. This causes a resonant frequency that can be calculated as
f0 =
1
2pi
√
k
m
. (2.11)
This tends to produce the frequency response as shown in Figure 2.9. This shows
a flat response below the resonant frequency, and will decline by 12 dB/octave
above this resonant frequency [Fletcher, 2002]. Therefore, pressure-operated condenser
microphones are typically designed with this resonance at a high frequency to capture
the full audio bandwidth. In order to make this frequency as high as possible, the
diaphragm must be designed with high stiffness and low mass [Brüel and Kjær, 1982].
The stiffness of the diaphragm can be increased by forming the diaphragm with high
tension. Measurement microphones are often constructed with high tension diaphragms
so as to make the resonant frequency in the region of 15 to 50kHz [Fletcher, 2002].
In practice, the low frequency limit is set by the resistor that is in series with the
capacitive diaphragm/backplate. A large resistor is typically used, in the region of
5GΩ, in order to maintain a constant charge across the capacitor, as discussed in
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Figure 2.9: Frequency response of pressure operated condenser microphone. Note: x-axis is
logarithmically spaced.
Pressure gradient
As discussed in Section 2.1.3, the output of a pressure gradient microphone rises at
6dB/octave, as shown in Figure 2.6. This can be accounted for in a condenser pressure
gradient microphone by designing the diaphragm with resonance in the centre of the
frequency region and heavily damping this resonance to achieve a flat response [Eargle,
2004].
A typical example of a condenser pressure gradient frequency response is shown in
Figure 2.10. Note that the low frequency response of condenser pressure gradient
microphones is usually poor due to the limited damping that can be applied to the
mechanical resonance [Eargle, 2004].
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Figure 2.10: Typical frequency response of pressure gradient condenser microphone, adapted
from Eargle [2004]. Note: x-acis is logarithmically spaced.
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2.2.1.5 Sensitivity
As shown in Equation 2.9, the output of a condenser microphone is proportional to
the polarisation voltage and inversely proportional to the initial distance between the
diaphragm and backplate. The sensitivity of a condenser microphone, measured in
volts per Pascal, can be calculated by:
S =
0.11 V a2
T d
(2.12)
where S is the sensitivity in volts per Pascal, V is the polarisation voltage, a is the
radius of the diaphragm in metres (assuming a circular diaphragm), T is the tension
of the diaphragm in Newtons, and d is the initial distance between the diaphragm and
the backplate in metres [Cordemoy and Bøgholm, 2010].
From Equation 2.12, it can be seen that increasing the tension of the diaphragm reduces
the sensitivity of the microphone. However, reducing the tension would also reduce the
stiffness of the diaphragm. As shown in Equation 2.11, reducing the stiffness would
result in a lower resonant frequency, thus decreasing the flat region of operation for a
pressure operated condenser microphone.
The microphone sensitivity could also be increased by reducing the diaphragm-to-
backplate distance. Reducing this distance will also not affect the resonant frequency
of the diaphragm, and thus not affect the frequency bandwidth. However, reducing
this distance limits the usable dynamic range of the microphone. Decreasing the
distance between the diaphragm and backplate increases the electrical field strength,
increasing the risk or arcing and may cause the diaphragm and backplate to touch
under high sound pressure levels [Cordemoy and Bøgholm, 2010]. It has been shown
that for typical condenser measurement microphones, if the diaphragm displaces more
than approximately one fifth of the static diaphragm and backplate separation, the
electrostatic attraction force with cause the diaphragm to collapse into the backplate,
making the microphone inoperable [Fletcher, 2002].
Sensitivity can also be increased by increasing the polarisation voltage. However,
increasing the polarisation voltage will present the same problems as reducing the
diaphragm-to-backplate distance; increasing the electrical field strength and thus
limiting the dynamic range of the microphone.
Increasing the area of the diaphragm will also increase the sensitivity. However, any
increases in the area will also increase the mass of the diaphragm, lowering the resonant
frequency and limiting the bandwidth. Larger diaphragms will also be susceptible to
diffraction effects at lower frequencies due to their increased size, potentially altering
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the directional characteristics of a microphone [Bartlett, 1986].
2.2.1.6 Nonlinearities
It has been noted that nonlinearities in condenser microphones can be caused by the
acoustical impedance of the air gap between the diaphragm and backplate [Ballou, 2009;
Hibbling and Griese, 1981]. As the diaphragm is deflected, the acoustical impedance of
the air gap between the diaphragm and backplate is changed due to the compression of
air, yet the acoustic impedance on the external side of the diaphragm remains constant.
Another noted form of nonlinearities in condenser microphones originates from the non-
uniform displacement of the diaphragm. When the diaphragm deflects, the centre of the
diaphragm deflects inwards or outwards, but the outer edges remain fixed. This is shown
in Figure 2.11. This bending of the diaphragm has been modelled with some degree of
accuracy [Vakhitov, 2002]. For both of these nonlinearities, the term nonlinear relates
to the relationship between input acoustic pressure and microphone-output voltage,
whereby a second order (or higher) polynomial is required to mathematically describe
the relationship.
Nonlinear 
displacement
Effective 
range
Figure 2.11: Nonlinear diaphragm displacement.
To compensate for the nonlinearities caused by non-uniform diaphragm deflection, it
has been suggested that a parabolic backplate could be used [Fletcher and Thwaites,
2002].
Another result of this nonlinear deflection of the diaphragm, the effective range of the
diaphragm is actually reduced, as shown in Figure 2.11. This can produce problems
during microphone design since the effective area, effective mass, and the actual stiffness
of the diaphragm may be different from those specified, causing the actual response of
the microphone to be difference from what was calculated. In addition, the stiffness of
the diaphragm is not static and will change with diaphragm deflection. This will result
in nonlinearities in the response of the microphone at high sound pressure levels.
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When no force is acting on the diaphragm of a condenser microphone, the electrical
field strength between the diaphragm and backplate will cause the diaphragm to deflect
slightly towards the backplate [Fletcher and Thwaites, 2002]. This can be alleviated by
increasing the diaphragm tension; but as discussed in Section 2.2.1.5 this will affect the
resonant frequency of the microphone and affect the bandwidth. Fletcher and Thwaites
[2002] suggested the use of a concave backplate to increase the sensitivity of condenser
microphones due to this effect.
2.2.2 MEMS microphones
This project is partially funded by Cirrus Logic, a manufacturer of MEMS (Micro
Electro Mechanical Systems) microphones; small silicon-chip-mounted microphones
generally used for low power applications such as in mobile phones, tablets, and other
small portable devices. Recent advances in MEMS microphone technology have allowed
the self-noise to be comparable to that of conventional studio condenser microphones
[Sessler, 1991], and the magnitude frequency response of MEMS microphones can be
designed to be similar to that of studio microphones. Yet MEMS microphones still do
not have the same sonic characteristics as studio microphones and are not utilised in
the professional recording industry.
There are four main transduction methods used in MEMS microphones: piezoelectric,
piezoresistive, optical, and condenser [Martin, 2007]. The most common method
used for audio purposes is condenser, with condenser MEMS microphones generally
having higher performances than MEMS microphones with other transduction methods
[Sessler, 1991; Martin, 2007].
Condenser MEMS microphones rely on the same transduction principles as described
in Section 2.2.1. MEMS microphones can be either of condenser or electret design, with
the electret design being more common for low-power situations, but more difficult to
fabricate [Martin, 2007]. MEMS microphones are constructed by micromachining to
allow for mass production [Bergqvist and Gobet, 1994].
MEMS microphones are pressure operated transducers, meaning they will have an
omnidirectional response. Condenser MEMS microphones also obey the equations
discussed in Section 2.2.1. One of the main differences between typical studio
microphones and MEMS microphones is the diaphragm tension. MEMS microphones
are constructed with a high diaphragm tension in order to avoid arcing.
Having a very small diaphragm size and high tension results in low sensitivity of
MEMS microphones [Martin, 2007]. MEMS diaphragms have been designed that have
corrugations in them in order to increase the microphone sensitivity; however, doing
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so limits the usable dynamic range [Martin, 2007]. Due to the small diaphragms,
earlier designs often produced high levels of self-noise. However, recent advances
in MEMS microphone technology have allowed the self-noise to be comparable to
that of conventional studio condenser microphones [Sessler, 1991], with some MEMS
microphones designed to have a self-noise of 25dBA [Bernstein and Borenstein, 1996].
Compared to studio condenser microphones, MEMS microphones run at a lower
polarisation voltage, typically between 2V and 3V [Wolfson Microelectronics, 2012],
but some have been designed to operate with a polarisation voltage of 28V [Kühnel
and Hess, 1992]. As with studio condenser microphones, higher polarisation voltages
will increase the sensitivity of the microphone, but will also reduce the dynamic range.
MEMS microphones are usually constructed with a cap in order to protect the
diaphragm. This small casing causes a high frequency resonance due to the small
cavity of air in front of the diaphragm. The combination of the casing’s resonance,
the high stiffness and low mass of the diaphragm, a MEMS microphone’s frequency
response usually has a pronounced high frequency resonance. Due to the size of MEMS
microphones, it is difficult to design a reasonable level of damping. Figure 2.12 shows
the magnitude frequency response of a Cirrus Logic WM7121PE MEMS microphone
[Cirrus Logic, 2016], showing a boost in the high frequencies.
+3
+9
-3
M
ag
nit
ud
e 
(d
B)
Frequency (Hz)
20 50 100 1000 10000 20000
-9
-6
0
+6
Figure 2.12: Frequency response of a WM7121PE MEMS microphones, adapted from Cirrus
Logic [2016].
2.2.2.1 Digital MEMS microphones
MEMS microphones have been designed with analogue-to-digital (ADC) converters
within the microphone casing [Wolfson Microelectronics, 2014]. Digital MEMS
microphones provide a digital output, removing the need for additional ADC circuitry.
The quality of the analogue to digital converters may affect the perceived quality of
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the output signal, in addition to the transduction.
Digital microphones are useful where analogue audio signals are susceptible to
interference, such as in an audio tablet or mobile phone [Lewis, 2013]. By moving
the ADC stage to inside the microphone rather than at the audio codec, the path
the analogue signal travels is reduced, potentially reducing the amount of interference
induced onto the audio signal. This allows for more flexibility in the design of the final
product, without the need for locating the audio codec and MEMS microphone in close
proximity.
Unfortunately, when assessing the audio quality of a digital MEMS microphone, the
quality of the microphone and the ADC will be assessed in combination since the ADC
is part of the microphone and cannot be removed. This may make an unfair test
when comparing against analogue MEMS microphones which are amplified with studio
quality microphone preamplifiers and ADCs. To avoid this, only analogue MEMS
microphones will be considered in this project.
2.2.2.2 MEMS sensitivity
MEMS microphones inherently have small diaphragms due to the microphone package
size limitation. This leads to MEMS microphones having low sensitivity and high levels
of self-noise [Rombach et al., 2001]. Modern MEMS microphones tend to have self-noise
levels of around 33dBA [Wolfson Microelectronics, 2012; Analog Devices, 2006], but can
be designed with levels as low as 25 dBA [Bernstein and Borenstein, 1996].
2.2.2.3 MEMS nonlinearities
The non-uniform deflection of a condenser MEMS microphone’s diaphragm has been
examined in detail and it has been found that several non-linear effects are present
[Chowdhury et al., 2003]. These effects are similar to those discussed in Section 2.2.1.6.
Other nonlinear effects due to the acoustic impedance changes between diaphragm and
backplate have also been examined and dual backplate MEMS microphones have been
proposed to alleviate these nonlinearities [Rombach et al., 2001].
2.2.2.4 MEMS directivity
All MEMS microphones are omnidirectional. This is due to the small size of the
microphone that would make the path difference between the front and back of the
diaphragm very small. Small path differences would cause very little pressure difference
between the front and back for on- and off-axis sounds. Since pressure-gradient
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microphones respond to the pressure difference, having a small pressure difference would
result in reduced sensitivity compared to a pressure-operated microphone.
It is possible to create directional responses using an array of MEMS microphones.
However, it is outside the scope of this project to discuss the operation and generation
of specific directivities using microphone arrays.
2.2.3 Dynamic microphones
Dynamic microphones are designed on the principles of electromagnetic induction. The
diaphragm of the microphone is connected to a coil of wire, called the voice coil,
suspended in a magnetic field. This is shown in Figure 2.13. An acoustic pressure
wave impinging on the diaphragm causes the voice coil to move through the magnetic
field, cutting the lines of magnetic flux. An electric current is then induced in the voice
coil proportional to the velocity of the diaphragm [Ballou, 2009].
Diaphragm
Magnet
Voice coil
Figure 2.13: Construction of a dynamic microphone.
The output voltage of a dynamic microphone can be described as
vˆ = Bluˆ, (2.13)
where vˆ is the complex output voltage induced in the voice coil, B is the magnetic field
strength, l is the length of the voice coil within the magnetic field, and uˆ is the complex
velocity of the voice coil [Eargle, 2004]. This shows that the output of a dynamic
microphone is dependent on the velocity of the diaphragm in comparison to condenser
microphones whose output is dependent on the displacement.
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2.2.3.1 Frequency response
A dynamic microphone can also be considered as a one degree of freedom model, where
the velocity of the diaphragm can be calculated as
uˆ = R+ j
(
ωm− k
ω
)
, (2.14)
where R is the mechanical damping, m is the mass of the diaphragm/voice coil, k is the
mechanical stiffness of the diaphragm, and ω is the angular frequency. In order to make
the velocity independent of frequency, giving a flat frequency response, the damping
must dominate the impedance. In terms of the design of a dynamic microphone, this
means that the resonant frequency, calculated by Equation 2.11, is located towards the
centre of the audible spectrum. The frequency of this resonance is calculated with the
geometric mean of the upper and lower operating frequencies [Eargle, 2004]. A typical
frequency response of a dynamic microphone is shown in Figure 2.14.
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Figure 2.14: Typical frequency response of a dynamic microphone. Note: x-axis is
logarithmically spaced.
In order to extend a dynamic microphone’s high frequency response, a Helmholtz
resonator is sometimes used in front of the microphone’s diaphragm, with a frequency
tuned to just above the cut-off frequency [Bartlett, 1987]. Resonant chambers are also
used to extend the low frequency response of dynamic microphones. These resonances
are indicated in Figure 2.14, and tend to produce an uneven frequency response at high
and low frequencies.
2.2.3.2 Sensitivity
Since the operation of a dynamic microphone is within the damping region, a wider
bandwidth is obtained with higher levels of damping. However, higher damping of
the diaphragm will reduce the sensitivity of the microphone. The sensitivity of a
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moving coil microphone is lower than that of a condenser microphone. To increase
the sensitivity of a moving coil microphone either the magnetic flux density can be
increased, or more turns of wire can be used within the coil. Higher magnetic flux can
cause problems with a microphone’s frequency response, and adding more coils of wire
increases the diaphragms mass, which will lead to a reduced high frequency and slower
transient responses. Typical sensitivity of a moving coil microphone is about 1.8mV/Pa
compared to a sensitivity of 5.6 mV/Pa for condenser microphones [Bartlett, 1987].
Although the sensitivity of dynamic microphones tends to be lower than condenser
microphones, there is no electrical self-noise from the microphone since there is no
thermal noise from electrical components; however, there will still be noise from the
Brownian motion of the air moving the diaphragm.
2.2.3.3 Nonlinearities
As discussed in Figure 3.4, the frequency response of a dynamic microphone can
be extended with high and low frequency resonances. These resonances may cause
nonlinearities in the microphones and will often cause the frequency response to be less
smooth than that of a condenser microphone [Bartlett, 1987].
Nonlinearities also occur when the excursion of the diaphragm is so great that the voice
coil leaves the magnet gap. This reduces the effective length of the coil and reduces
the output level for large diaphragm deflections. This can be counted by increasing the
length of the coil, but doing so will also increase the mass of the diaphragm.
The mass of a moving coil microphone’s diaphragm is greater than that of a condenser
microphone’s diaphragm since the coil is connected to the diaphragm. Having a larger
mass means that the transient response of a moving coil microphone is likely to be
slower. This slower response may mean that the recorded signal appears to have less
detail than a condenser microphone [Bartlett, 1987].
2.2.4 Ribbon microphones
Ribbon microphones operate on a similar principle to dynamic microphones; a
conductive material moving through a magnetic field to create an electrical current. An
extremely thin ribbon element, made of an electrically conductive material, is clamped
at both ends, suspended within a magnetic field. This is shown in Figure 2.15. The
ribbon is allowed to deflect at right angles to the magnetic field lines [Gayford, 1994].
As an acoustic pressure wave hits the ribbon it is deflected, causing the magnetic field
lines to be cut, and inducing an electrical current in the ribbon.
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The ribbon element is constructed to be very thin. This has a large impact on the
usability of the microphone. If the ribbon is exposed to a burst of moving air, there is
potential that the element may break, rendering the microphone unusable.
Vout
Corrugated 
ribbon element
Magnet
Figure 2.15: Construction of a ribbon microphone.
2.2.4.1 Frequency response
Although ribbon microphones operate under the same principles as dynamic mi-
crophones, to achieve a flat frequency response, ribbon microphones need to be
mass-controlled. This means that the one degree of freedom resonance must be in the
low frequencies, with a 12 dB/octave roll-off below this resonance. A typical frequency
response of a ribbon microphone is shown in Figure 2.16.
The high frequency response of ribbon microphones tend to roll off at 6dB/octave due
to the diffraction around the diaphragm. Under normal operating conditions, a ribbon
microphone is pressure-gradient operated; however, as the wavelength approaches the
path difference around the diaphragm, the microphone becomes pressure operated.
The frequency response of ribbon microphone is flat above the resonant frequency until
the rolloff. This roll-off occurs at a fairly low frequency compared to dynamic and
condenser microphones [Bartlett, 1987]. This can lead to ribbon microphones having a
reduced output at high frequencies and may cause a ribbon microphone to be perceived
as dull.
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Figure 2.16: Typical frequency response of a ribbon microphone. Note: x-axis is logarithmically
spaced.
2.2.4.2 Sensitivity
The sensitivity of ribbon microphones is much lower than condenser microphones, and
even lower than dynamic microphones. A standard sensitivity of a ribbon microphone
is 1mV/Pa, lower than a condenser microphone at 5.6mV/Pa [Bartlett, 1987].
The sensitivity is dependent on the length of the ribbon element, with longer elements
producing a higher output. However, longer ribbon elements will cause the high
frequency roll-off to occur at a much lower frequency, trading off bandwidth and
sensitivity.
2.2.4.3 Nonlinearities
The nonlinear effects in ribbon microphones are similar to those in dynamic micro-
phones, discussed in Section 2.2.3.3; high sound pressure levels can cause the ribbon to
deflect outside of the magnetic field, reducing the output for large deflections.
As with condenser microphones, the stiffness of the ribbon element becomes higher as
the deflection increases. This would result in a compression effect, reducing the output
for the peak of a signal. The resulting signal would contain nonlinear distortions to the
signal.
Due to the low stiffness of the ribbon element, ribbon microphones are very susceptible
to wind noise, plosives and handling noises. Ribbon elements are constructed to be very
thin and can also break under high levels of wind movement. Although these issues are
not considered in this project, this will limit the situations where a ribbon microphone
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can be used.
2.2.5 Perceptual differences
As discussed in this section, the three main methods of microphone design all operate
differently. Within condenser pressure operated microphones, the resonant frequency
is at high frequencies, with a flat response below this. Different levels of damping and
the position of the resonance may result in different levels of high frequency sensitivity
in different microphones. Likewise, the charging resistor and air vent design can result
in differences in the low frequency response between different microphones. Pressure-
gradient operated condenser microphones, however, have a resonant frequency in the
middle of the operating frequency region. To obtain a flat response, this resonance is
heavily damped, but this can result in a microphone with a smaller operating bandwidth
compared with other microphones.
Within dynamic microphones, the amount of damping that is placed on the fundamental
resonance will affect both the sensitivity and dynamic range. The addition of resonances
to extend the usable frequency response can often cause an uneven response at high
and low frequencies, with some microphones being designed with an emphasise on mid
and higher frequencies, as this is commonly referred to a as a ‘presence lift’ [Shure
microphones, 2016; Mixwerk Studio, 2015].
Ribbon microphones are generally considered to be dull due to their high frequency
roll-off. Ribbon microphones are also the less sensitive compared to condenser and
dynamic microphones.
Most of these differences are in terms of the spectral content and will therefore be
likely to impact timbral attributes such as the ‘brightness’, ‘boominess’, and ‘presence’.
However, the exact nature of these perceptual differences requires further research to
quantify which physical parameters alter which perceptual attributes.
The sensitivity of a microphone is dependent on the transduction type, with condenser
microphone generally having higher levels of sensitivity compared to dynamic and
ribbon microphones [Bartlett, 1987]. Differences in diaphragm size and tension will
also cause differences in noise and the sensitivity between different designs of condenser
microphones.
Nonlinearities exist in all microphone transduction types. These nonlinearities can be
due to the resonances in the microphone, which may result in ringing or increased
output level for specific frequencies. The perceptual effects of ringing in microphones
were studied by Hebrock et al. [1996, 1997], and it was shown that these can affect the
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perception of ‘warmth’.
It has also been discussed in this section that at high SPL, the effective range of
a condenser microphone’s diaphragm is reduced. Dynamic and ribbon microphones
suffer from a similar issue, where at high SPL the conductive element moves beyond
the magnetic field, resulting in a reduced output. This will most likely manifest as a
‘compressed’ sounding recorded signal.
2.2.5.1 Phase response
Condenser microphones operate on the diaphragm displacement, compared to velocity
operation in dynamic and ribbon microphones. For a sine tone, this will mean the
responses of a dynamic and ribbon microphone will be 90◦ out of phase compared to
the acoustic waveform.
This poses a problem for recordings of square waves, as illustrated in Figure 2.17. This
shows that when presented with a square wave, the diaphragm will achieve maximum
velocity during the changing of pressure, with no velocity at the peaks, resulting in an
alternating pulse train output.
Acoustic waveform
Electrical microphone 
output
Figure 2.17: Response of a dynamic microphone to a square wave, adapted from Ballou [2009].
2.2.5.2 Transient response
It has been suggested that the transient response is an important factor in determining
the sonic characteristics of microphones [Hebrock et al., 1996, 1997; Green and Statham,
1998]. The transient response between the different types of microphones will vary due
to the different masses of diaphragms. Condenser microphones can be constructed
with very low mass diaphragms, resulting in a very fast transient response. Dynamic
microphones, however, have a heavier mass due to the diaphragm being coupled with
the voice coil. This produces a slower transient response in dynamic microphones
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[Ballou, 2009]. The high mass also produces more inertia of the diaphragm to sound
waves, which may result in more ringing of the diaphragm taking longer to settle to
its stationary position when exposed to an impulse. This will often be perceived as
condenser microphone giving a more detailed sound compared to dynamic microphones.
Ribbon microphones’ diaphragms generally have a smaller mass compared to a dynamic
microphone’s diaphragm. This means that the transient response of the microphone
is very good, similar to the transient properties of a condenser microphone [Gayford,
1994]. Ribbon microphones will most likely be perceived as having more detail than a
dynamic microphone [Bartlett, 1987] due to this transient response.
2.3 Objective measurements
Sections 2.1 and 2.2 have answered research question Q1: what objective differences
exist between microphones that may result in perceptual differences between record-
ings? This section will answer research question Q2: what measurements are currently
used to describe the characteristics of a microphone?
There are several microphone parameters that are commonly used to objectively
quantify the performance of microphones and their suitability for a given usage. The
methods used to obtain these objective measurements have been standardised [BS EN
60268-4, 2010], yet there is currently no requirement for manufacturers to supply these
with their microphones.
Recent work by the AES standards committee SC-04-04 has tried to refine the
BS 60268-4 standard further by specifying measurements to made in more realistic
conditions [AES Technical Committee, 2004]. The work involves defining situations for
microphone usage and developing measurement methodologies that are more suited to
each situation, with the most recent work focussing on the different methods used for
measuring the wind-noise of a microphone [AES Standards Committee, 2015]. Since this
project aims to identify the subjective differences that exist between microphones when
used under normal operating conditions, this section will only focus on measurements
that describe the general operation of microphones, not wind-noise.
2.3.1 Measurement acoustic conditions
The importance of the different types of acoustic waves used in taking microphone
measurements is discussed in BS EN 60268-4 [2010]. The three types of waves described
are:
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• spherical waves;
• plane waves; and
• waves produced from a specific source (artificial mouth or head) [BS EN 60268-4,
2010].
As well as the type of wave used for the measurements, the type of acoustic field is
also defined by the standard. The current standard describes free-field and diffuse-field
conditions, but does not take into account near-field and other conditions between
the two. Free-field measurements are taken in anechoic conditions, with no reflections,
whereas diffuse-field measures are taken in a reverberant environment, where the sound
source is of random incidence.
In the real world, microphones will be placed in conditions where there is both direct
and reverberant sound. The signals captured in the real world may sound different to
how the objective measures would suggest.
2.3.2 Directivity
The directivity of a microphone has been discussed in Section 2.1, along with the
various measures of microphones. It was shown that measurements of a microphone’s
directional characteristics can be shown in a polar representation, and measurement
methods for this are standardised in BS EN 60268-4 [2010]. It is more common,
however, for manufacturers to classify the directivity of a microphone according to
its intended directional response rather than in terms of its measured response.
2.3.3 Frequency response
It has been said that the most defining characteristic of a microphone is the magnitude
frequency response [Arnold, 1971]. The majority of the literature uses the term
frequency response to mean the magnitude frequency response. To be consistent with
this, any reference to frequency response in this report refers to the magnitude frequency
response.
BS EN 60268-4 [2010] identifies two methods for measuring the magnitude frequency
response of a microphone: point-by-point and continuous frequency sweep method.
The point-by-point method involves taking the electrical output of the microphone
when stimulated with narrowband noise, and stepping this narrowband noise through
the audible frequency range. The sweep method involves playing a logarithmically
swept sine tone into the microphone, recording the output, and deconvolving the
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recorded response with the swept sine signal. This generates the impulse response of the
source-room-microphone combination. The sweep method has the advantage that an
anechoic chamber is not required to take the measurements. Through post-processing
techniques, the impulse response of the microphone can be truncated to remove first
order reflections and beyond [Bartlett, 1984].
Manufacturers, such as DPA, also test microphone responses using actuators rather
than using acoustic signals [DPA, 2013b]. Actuators oscillate the diaphragm of the
microphone using a strong electrostatic field [Rossing, 2007]. Any resonances in the
diaphragm and electronic circuitry that cause irregularities in the frequency response
will be measured. This testing method does not detect any diffraction effects or
distortions caused by the microphone grill or the microphone itself [DPA, 2013b].
Therefore, results from this method may bear little resemblance to the frequency
response in a reverberant environment.
Measurements of frequency response are often smoothed with a 1/12 octave or 1/3
octave filter to reduce the deviations. By averaging in this way, deviations with a high
Q factor in the frequency response may not be displayed on a frequency response graph.
It was shown in Sections 2.1 and 2.2 that the off-axis response of a microphone can
have a comb filter-like characteristic, and measurements which are smoothed will likely
hide these effects.
2.3.3.1 Effective frequency range
The effective frequency range of a microphone is the range where the frequency response
of a microphone does not deviate by more than a specified amount from an ‘ideal’
response [BS EN 60268-4, 2010]. An ideal response has to be used as a reference rather
than a flat response since microphones often have their frequency responses purposefully
shaped to accentuate certain frequency regions.
For example a Shure SM57 has a frequency response as shown in Figure 2.18. The
response of this microphone is designed to have a lift in the upper-mid frequencies.
From Figure 2.18 it can be seen that this boost is in excess of 5dB at points. However,
since this response is by design the ideal frequency response is quoted to be 40Hz to
15kHz [Shure Inc., 2009].
2.3.3.2 Off-axis colouration
High quality microphones are desired to have as little off-axis colouration as possible
[Bartlett, 1987]. When taking measurements of the frequency response on-axis and in
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Figure 2.18: Effective frequency range of Shure SM57, adapted from [Shure Inc., 2009].
the free-field these colourations are not accounted for. The off-axis frequency response
is not often provided with microphones. It can be seen, however, that the off-axis
frequency response even of omnidirectional condenser microphones can vary greatly.
An example of this is shown in Figure 2.19, were the high frequency response of the
microphone changes significantly with the angle of incidence.
+ 10
0
-10
-20
Re
lat
ive
 re
sp
on
se
 (d
B)
Frequency (Hz)
20 50 100 1000 10000 20000
Figure 2.19: Frequency response of an omnidirectional microphone for angles of incidence from
0◦ to 180◦, adapted from [Olive, 1990]. Note that the original plot does not label each
response curve with its corresponding angle.
The off-axis response of directional microphones tends to be very uneven due to the
acoustic phase-shift networks, described in Section 2.1.4. These variations can be as
large as 30 dB and very narrowband [Ballou, 2009]. Measurements of the off-axis
response are not included in BS EN 60268-4 [2010] and thus are rarely published by
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manufacturers. In addition, these deviations will becomes less pronounced or even be
hidden if smoothing is applied to the measured response.
2.3.3.3 Spatial frequency response
Measurement of the frequency response of a microphone is usually conducted in the
free-field, with an on-axis sound source. This does not take into consideration any
off-axis colourations. Microphones can be designed to have a flat diffuse-field response,
but this can often lead to an increase in high frequencies for the free-field response.
This is illustrated in Figure 2.20, showing that free- and diffuse- field measurements
can be very different.
0
+ 4
- 4
Re
lat
ive
 re
sp
on
se
 (d
B)
Frequency (Hz)
20 50 100 1000 10000 20000
- 8
- 6
- 2
+ 2
+ 6 Free-field response
Diffuse-field response
Figure 2.20: Free-field and diffuse-field measurements of frequency response, adapted from
[Bore and Peus, 1999].
It has been proposed that a spatially averaged frequency response will be a more
representative descriptor of a microphone’s characteristic sound since this measure
takes into account reflections rather than just the free-field response [Olive and Toole,
1989]. However, the free-field response may be more representative of a microphone’s
characteristic when recording close to the sound source with little reverberation, and
the diffuse field response may be more representative when recording far away from a
source where the majority of the acoustic energy is reverberant.
Measurement microphones are calibrated using a signal with random incidence [Arnold,
1974]. Using a signal with random incidence measures the microphone’s diffuse-field
characteristic. A spatially averaged frequency response differs from this by averaging
over several free-field response measurements taken at different angles around the
microphone. Olive and Toole [1989] recommend that measurements taken at 15◦
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intervals around the microphone would be sufficient to produce a suitable measure.
2.3.3.4 Near-field frequency response
Measurements of frequency response in the free and diffuse fields have been discussed.
The AES Technical Committee on Microphones and Applications [AES Technical
Committee, 2004] has been pushing for measures of frequency response to be taken
with a source that is relevant to the intended usage of the microphone. Measurements
of a microphone’s frequency response taken using a method that does not relate the
the microphone’s intended use may not represent the characteristic of the microphone.
This can make it difficult to compare microphones based on the measured frequency
response. Microphones intended for close usage, such as headset microphones, should be
provided with near-field frequency response measurement performed with an artificial
mouth.
2.3.3.5 Proximity effect and variable filters
The bass tip-up caused by the proximity effect, described in Section 2.1.7, is often
quoted on- axis for a given distance to the source. Once again, this measure may not
be relevant for every application of the microphone since the source type is often not
described. The proximity effect is also dependent on the direction that the source is
coming from, with off- axis producing a smaller increase in the levels of low frequencies
[Josephson, 1999].
Studio microphones often contain a high-pass filter to attenuate unwanted low
frequencies when recording. This is often used for recording speech and vocals. The
low frequency attenuation from the filter and the bass tip-up from the proximity effect
are often plotted on the same axis as the frequency response.
2.3.4 Sensitivity
Sensitivity is the voltage output of the microphones compared to the sound pressure
level applied to the microphone, measured in V/Pa. This was shown to differ between
microphones of different types in Section 2.2. There is no standardised frequency for
the sound pressure given to the microphone when measuring the sensitivity. This can
make comparing the sensitivities of microphones difficult if not measured with the same
frequency. The sensitivity can be measured in four main conditions according to the
standard: free-field, pressure, diffuse-field and close-talking sensitivity measurements
[BS EN 60268-4, 2010]. The type of measurement used depends on the intended use of
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the microphone and should be stated by the manufacturer [BS EN 60268-4, 2010].
More sensitive microphones result in less gain having to be used at the receiving device.
Since advances in electronic design have caused amplifiers to increase in quality, the
need for higher sensitivity microphones can be brought into question. The lowest SPL
able to be recorded by a microphone is dictated by the self-noise of the microphone,
and not by the sensitivity.
2.3.5 Self-Noise
The circuitry of a microphone produces noise even in the absence of an acoustic
signal deflecting the diaphragm [Bartlett, 1987]. BS EN 60268-4 [2010] dictates that a
measure of self-noise should be made in open circuit conditions so that the terminating
impedance does not affect the result.
Self noise may not have a flat frequency spectrum depending on electronic resonances
within the microphone. The noise may be audible depending on the level and spectrum
of the recording signal. Microphone self-noise is often measured with an A-weighted
filter, but has also been measured using the CCIR 468 weighting curve [Eargle, 1995].
Differences between the CCIR and A-weighted self-noise levels are approximately 11dB,
meaning manufacturers often quote measurements of self-noise which have the lower
value. The weighting curve used for this measurement should always be taken in to
consideration.
2.3.6 Distortions
It was discussed in Section 2.2 that there are many potential sources of nonlinearity
in a microphone’s design. The level of distortion introduced by a microphone can be
measured using several different methods.
2.3.6.1 Total harmonic distortion
BS EN 60268-4 [2010] also has specification for measuring the Total Harmonic
Distortion (THD) of a microphone. THD is specified as the percentage of the output
comprising harmonics of the input signal. This is measured by supplying a pure tone
to the microphone at a known level. The standard does not specify the frequency of
the measurement tone, but the tone should be replayed to produce a level of 10Pa
(114dBSPL) [Bore and Peus, 1999].
Care should be taken to ensure that the signal used to measure distortions is
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itself sufficiently free of distortions. If this cannot be generated then the standard
recommends the difference frequency distortion measurement method, described in
Section 2.3.6.2 [BS EN 60268-4, 2010].
Measuring the THD using a pure steady state tone only applies to a continuous source.
Potentially the results may not relate to the level of distortion obtained from dynamic
signals. This method also only applies for the frequency of the input signal. The
difference frequency method is better at showing distortions that vary with frequency.
2.3.6.2 Difference frequency distortion measurement
The difference frequency distortion measurement is a measure of intermodulation
distortions in microphones. Inter-modulation distortions result from recording two
simultaneous tones. Nonlinearities in the diaphragm will produce the sum and
difference frequencies in addition to the two original tones. Difference frequency
distortion measurements are conducted by reproducing two sinusoidal tones with a
frequency difference, ∆f , between them. The two sinusoidal tones are then increased
in frequency keeping ∆f constant.
This method of measuring condenser microphone distortions was originally proposed
with a difference frequency of 70Hz [Hibbling and Griese, 1981] but has been changed
to 80Hz in the BS EN 60268-4 standard [BS EN 60268-4, 2010].
Intermodulation distortions are very subjectively objectionable since the distortions
produced may not be harmonics of the frequencies within the signal. With a complex
musical stimulus, where multiple frequencies occur simultaneously, the perceived
intermodulation distortion level may be higher than what the objective measure may
lead the user to believe. This is because the test is performed with sine waves which
bear little resemblance to complex musical stimuli.
2.3.6.3 Overload Characteristics
The overload characteristic is also specified by the standard. This is the highest SPL of
a plane wave within the operating microphone frequency range and from any angle of
incidence before the microphone’s THD goes above a certain level. There is no standard
as to the level of acceptable distortion, but many manufacturers use levels of 1% or 3%
THD. However, this does not describe the level of harmonic distortion with lower SPL.
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2.3.7 Transient response
The transient response was a factor shown to differ between microphones in Section 2.2;
however, no measurements of this are contained within BS EN 60268-4 [2010]. For the
purposes of this thesis, the transient response will be divided into two factors, the onset
of the transient, and the ringing of the microphone.
2.3.7.1 Measurement of Transient Response
The transient response of a microphone can be measured in several ways. Before recent
advances in technology the transient response was captured by generating an acoustic
impulse which was as close to a Dirac delta as possible, and recording the microphone’s
response to this acoustic wave. In the past, this has been created by an electric spark
in anechoic conditions [Lininger, 1972]. Results are then analysed on an oscilloscope to
check, by eye, the rise time and ringing of the microphone.
With recent advances in computing technology, the impulse response can now be
captured using a Maximum Length Sequence (MLS) or swept sine measurement
techniques [Green and Statham, 1998; Langen, 2007]. It is common to assess the impulse
response of a microphone by using it to capture an impulse, and then deconvolving the
captured signal with the same impulse captured by a reference microphone, to remove
the effects of the source and the acoustic environment. However, this method assumes
that the reference microphone is perfect, having a flat frequency response, linear phase
response, and infinitely short rise time.
2.3.7.2 Transient response onset
Measurements of the transient onset are usually shown by the step response: the
impulse response convolved with a heaviside step function. For an ideal microphone,
the step response would look like a step function, achieving maximum electrical output
after an infinitely short time. In reality, the mass of the diaphragm will affect the speed
at which the diaphragm can react to sound.
The measurement of the transient and phase response is not included in BS EN 60268-4;
however, it has been suggested that the transient response onset may be a factor that
helps to discern between microphones which have similar frequency responses [Lininger,
1972].
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2.3.7.3 Transient response ringing
The ringing of a microphone is the time taken for the microphone to return to its rest
state after being excited with a Dirac delta. It has been suggested that the ringing
in microphones may cause perceptual differences between microphones [Hebrock et al.,
1996, 1997; Green and Statham, 1998]. In the experiments of Hebrock et al. [1996, 1997]
and Green and Statham [1998], the signal used for deconvolution was the measurement
signal from a reference microphone, obtained with the MLS measurement technique and
averaged over several measurements. The ringing can then be determined by taking
several FFTs across the impulse response to generate a waterfall plot. This allows
analysis of the temporal decay across time.
This method assumes that there is no ringing within the reference microphone. In
the previous experiments, the level of ringing within the reference microphone was not
analysed. If a standardised measurement of ringing were to be created, a method should
be used which does not assume that the reference microphone is perfect.
2.3.7.4 Subjective Transient Response
There is little research about the temporal characteristics of microphones, especially
the subjective impression which these temporal effects have on the perceived sound
quality. Previously, microphones’ transient responses have been described on a scale
from slow to fast, where condenser microphones are described as having the fastest
response time compared to other microphone design types [Bartlett, 1987]. Bartlett
[1987] also suggests that the transient response of microphones can be chosen to allow
the shaping of the sound, such as using microphones with a “fast” transient response to
capture transient sounds such as cymbals, and “slower” response microphones to soften
excessive detail.
The work of Hebrock et al. [1997] suggested that the ringing of microphones described in
Section 2.3.7.3 is correlated with a psychoacoustic impression of harshness. The testing
performed also suggested that ringing may be an important feature, as microphones
with a reduced low frequency magnitude response but long ringing in the low frequency
region can still be perceived as warm.
2.4 Summary
Research question Q1 asked what physical differences exist between microphones that
may result in perceptual differences between recordings? This was answered in this
Chapter 2. Microphone operation and design | 43
Perceived differences between microphones
chapter with a review of the directional properties of microphones; it was shown
the one main difference that can be expected is the apparent source distance. More
directional microphones will have a higher direct-to-reverberant ratio, changing the
apparent source distance. Directional microphones also have the advantage of being
able to attenuate unwanted sounds from the off-axis. However, directional microphones
tend to suffer from off-axis colouration, a change in frequency response on the side of
microphones which can cause a comb-filter like frequency response.
From a review of different microphone transduction types, it was shown that each
transduction type is designed differently to obtain a flat frequency response that
covers the majority of the audible spectrum: mechanical resonances are designed
in different frequency regions. Pressure-operated condenser microphones have a
resonance at the highest operating frequency, potentially resulting in an increased
high-frequency response dependent on the level of damping. Dynamic microphones
and pressure-operated condenser microphones are designed with the mean resonance
in the centre of the operating frequency region, relying on being heavily damped in
order to obtain a flat response. This means that these microphones generally have a
tradeoff between bandwidth and output level, since wider bandwidths require higher
levels of damping. The frequency response of dynamic microphones can be extended
by adding additional resonances at the high and low frequencies, although this tends
to lead to an uneven frequency response. Ribbon microphones are designed with the
main resonance at the low frequency limit of the usable frequency response. The high
frequency response of ribbon microphones tends to be fairly limited as the response
begins to roll-off when the wavelength approaches the path length between the front
and rear of the ribbon. These differences in the frequency response are likely to be
perceived as timbral differences such as brightness, boominess, or presence. However,
the exact nature of these perceptual differences requires further research to quantify
which physical parameters alter which perceptual attributes.
MEMS microphones operate under the same principles as pressure operated condenser
microphones, having a resonance at the upper operational frequency. Unfortunately,
MEMS microphones are enclosed in a casing that causes a resonance at high frequencies,
increasing the high-frequency lift. Their small size also makes it hard to usefully damp
any unwanted resonances, usually leading to an increased sensitivity at high frequencies.
The size of a microphone’s diaphragm has been shown to affect the sensitivity of a
microphone, with larger diaphragm microphones having higher levels of sensitivity.
The mass of a microphone’s diaphragm has also been shown to affect the sensitivity,
resulting in condenser microphones generally having less mass compared to dynamic
and ribbon microphones, resulting in higher sensitivity levels. The effect of self-noise
was also discussed, with dynamic and ribbon microphone’s producing no self-noise.
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However, the lower sensitivity of these microphone types would result in more preamp
gain required which may add more noise to the signal. MEMS microphones, by design,
have small diaphragms and thus have low sensitivity compared to studio condenser
microphones and therefore often have higher levels of self-noise. The sensitivity of a
microphone might affect the apparent detail of a recorded signal; however, as with the
spectral timbral differences this will require further investigation to quantify the extent
to which sensitivity can affect the perceived differences.
The differences in mass will also impact on the transient responses of microphones.
Condenser microphones, having lighter diaphragms will tend to have a faster transient
response compared to dynamic and ribbon microphones. It has been suggested that
these differences in the transient response may result in perceived differences in the
detail of recordings, or that slow transient responses can be used to soften the recorded
sound [Bartlett, 1987].
The phase of dynamic and pressure microphones was also discussed. Since the output
of a dynamic microphone is proportional to the velocity of the diaphragm, the output of
a square wave will be a series of pulses, whereas a condenser microphone will produce a
square-wave output. This may result in perceived differences between recorded signals
of instruments that contain many transients, yet the exact perceptual nature of this
difference has yet to be researched.
The physical differences that may result in the perceived differences between micro-
phones are:
1. directivity;
2. transduction method;
3. frequency response;
4. sensitivity;
5. self-noise;
6. transient response;
7. distortion; and
8. diaphragm size.
Research question Q2 asked what measurements are currently used to describe the
characteristics of a microphone? Section 2.3 provided a summary of the measurements
that can be taken of microphones. The magnitude frequency response is the most
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common measure used to describe a microphone’s characteristic and is often measured
in the free field, devoid of any reflections. The free- and diffuse-field frequency
responses may be very different depending on the microphone’s design. This could
lead to a frequency response graph that may not represent the true sonic characteristic
of a microphone, or characteristic for a specific usage. Other frequency response
measurements of the spatial frequency response have been suggested which may give a
more ecologically valid representation of a microphone’s performance.
Measurements of the sensitivity and self-noise of microphones have been discussed.
Sensitivity was one of the features that could not be optimised due to design trade-offs.
It was also noted that there is no standardised frequency for sensitivity measurements,
potentially making comparisons between microphone difficult.
Distortions can be measured in microphones using several methods: measuring the
total harmonic distortion, difference frequency distortion method and measuring the
overload characteristics. The level of distortion is dependent on the SPL of the signal
being recorded and the spectral content of this signal.
Measurements of the transient response of a microphone are not described in the BS
EN 60268-4 [2010] standard. The more common transient response of a microphone is
the rise time, related to the onset time of an impulse. This can be measured with the
step response, or by convolving a Heaviside step function with an impulse response.
The ringing of a microphone’s diaphragm and other resonances in a microphone are
another part of the transient response. The subjective effects of these have been studied
by Hebrock et al. [1996] and attempts have been made to relate the ringing to the
perceived attribute of harshness [Hebrock et al., 1997]. The method used to capture
the ringing is flawed, since this assumes that the reference microphone used is perfect
and has no ringing artefacts. For a standardised measure of this ringing, a methodology
must first be designed which does not assume a perfect microphone.
The measurements that are currently used to describe the characteristics of a
microphone are summarised in Table 2.2.
2.4.1 Impact on Project
This chapter has established the objective differences that exist between microphones,
both from a review of the operating principles of microphones and measurements that
are taken of microphones. It was shown that microphones can differ due to their
sensitivity, self-noise, transient response, distortions, diaphragm size, transduction
type, directivity, and frequency response. Knowledge of these physical differences
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Physical difference Objective measurement
Directivity Polar response
Frequency response Free-, diffuse-, or near-field frequency response
Sensitivity Standardised measure of sensitivity in V/pa
Self-noise Standardised measure of sensitivity in dBA
Transient response
Non-standardised measure of step response
Non-standardised measure of ringing
Distortion Overload characteristics
Table 2.2: Summary of measurements currently used to describe a microphone’s characteristics.
and objective measurements can now feed into the design of recording and listening
experiments to determine the perceptual differences between microphones, for example
by informing the choice of programme material, microphones and recording techniques.
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Microphone comparison
techniques
In order to conduct an elicitation experiment to identify the perceptual differences
between microphones, recordings of microphones must be made. This chapter answers
research question Q3: what is the most suitable method to record sources for perceptual
comparisons?
There are three main factors affecting a recorded sound: (i) the source; (ii) the room;
and (iii) the microphone. For a microphone comparison, the method should be selected
so that the effects of the source and room are minimised; the differences between stimuli
should be predominantly due to the differences between microphones.
To determine the most appropriate method, this chapter is split into four sections.
Section 3.1 develops criteria that would describe an ideal recording method. Section 3.2
compares methods that have been used previously to record stimuli against these
criteria, identifying the most suitable method and its limitations. Sections 3.3 and 3.4
detail experiments to determine the extent of the limitations of the selected method and
determine an improved a suitable recording method that will be used for the remainder
of this project.
3.1 Defining criteria
The evaluation of microphones should be conducted according to similar principles to
those described by Bech [1990]: the variable under assessment is varied in a controlled
and systematic way, and other confounding variables are kept constant or controlled.
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For a valid microphone comparison, the predominant difference between stimuli should
be the microphone. This section defines criteria that would describe an ideal method
of recording stimuli for a microphone comparison test.
3.1.1 Identical source
As stated in the introduction, one of the factors that will affect the characteristics of a
recorded sound is the source.
It has been shown that even for highly skilled performers, repeat performances do not
have the same frequency spectra [Barthet et al., 2006]. As discussed by Olive [1990],
the spectral qualities of two devices will sum together. In terms of recordings for a
microphone comparison, judgements of the recordings will be judgements of both the
microphone’s characteristics and the source’s characteristics.
As well as differences in the spectral content between the different performances, there
are likely to be temporal differences [Barthet et al., 2006]. These temporal differences
may also introduce problems in listening tests. For paired comparison listening tests,
it is recommended that the stimuli be closely time aligned [ITU-R BS 1116, 1994].
Time aligning the stimuli cannot remove this temporal variation in the source, and
thus differences will likely be heard due to this.
Therefore, an ideal microphone comparison will have an identical source for each
microphone under assessment.
3.1.2 Identical soundfield
As well as the differences caused by the source, the room can also affect the recorded
signal. The acoustic energy at each point in space, hereafter referred to as the
soundfield, is likely to be different. The combination of source radiation pattern and
room acoustics will determine the soundfield at each point in space.
Although the time of arrival of an acoustic signal can be different depending on the
position of the microphone, recorded signals of the same source can be time aligned by
aligning the envelope of each signal, as recommended in ITU-R BS 1116 [1994]. Since
timing differences can be corrected, they will not be considered further.
The correlation between signals recorded with two identical microphones simultaneously
is dependent on the spacing between them; spacing the microphones further apart
reduces the correlation [Pizzi, 1984]. Therefore, it stands to reason that identical
microphones that are spaced closer together sound more perceptually similar than
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when spaced further apart, and below a specific distance there might be no perceptual
difference [Swanson, 2012]. Therefore, although an ideal recording method will have an
identical soundfield at each microphone, a recording method is valid if the perceived
differences due to spacing are smaller than the perceived differences due to microphones’
characteristics.
3.1.3 Microphone performance limitation
There are several different ways in which the performance of a microphone can be
limited. For example, if two microphones only differ in their rise time and are used
to record a signal from a loudspeaker whose rise time is slower than both of the
microphones, there will be no difference between the two recordings. In this case,
the rise-time of the microphones would have been masked by the rise time of the
loudspeaker, limiting the performance of the microphones and therefore removing
a potential perceptual difference between the recorded signals. In order to reveal
all important perceptual differences between microphones, it is imperative that the
recording method selected should in no way limit the performance of a microphone.
3.1.4 Practicality and flexibility
An ideal test would allow for a wide range of source types, as well as the ability to
record additional stimuli at a later date that are directly comparable to the previously
recorded stimuli. Use of a wide range of sources is important, since it has been shown
that the source recorded affects the perception of a microphone [Sabin, 2011]. It is
therefore likely that the perceptual differences between microphones will change with
the source, and a wide range of sources will be required to develop a suitable lexicon
that can describe the subjective differences between microphones. Therefore, an ideal
method of recording stimuli would also be practical and flexible in these ways.
3.1.5 Summary of criteria
The four criteria that describe an ideal method to record stimuli for a microphone
comparison are:
1. identical source;
2. identical soundfield (at microphone);
3. no (microphone) performance limitation; and
4. practical and flexible.
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3.2 Microphone comparison techniques
This section reviews existing methods that have been used to create recordings intended
for microphone comparisons. Each method is compared against the criteria defined in
Section 3.1 to identify the most appropriate method for use in this project, and its
limitations.
3.2.1 Multi-microphone technique
One of the most common recording techniques used in a microphone comparison is the
multi-microphone technique [Swanson, 2012; Moulton et al., 1994; De Man and Reiss,
2013; Shure Inc., 2013]. This technique involves recording a source using all of the
microphones under test simultaneously.
To minimise timing variations between the microphones, it is common to position each
microphone equidistant from the source. An example of a multi-microphone array is
shown in Figure 3.1. The preamplifier used to record the microphone signals should be
the same make and model for each microphone under test, minimising the preamplifier-
related differences as much as possible.
Monday, 20 May 13Monday, 4 November 13
Source
m1
m2
m3
m4
m5
m6
m7
m8
x
y
z
Figure 3.1: Typical multi-microphone array layout.
3.2.1.1 Comparison against criteria
This section compares the multi-microphone technique against the criteria outlined in
Section 3.1.
3 Identical source – Since all of the microphones under test are used simultane-
ously, the source will be identical for each microphone.
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7 Identical soundfield – Each microphone will not be positioned at the same
point in space; the soundfield at each microphone may not be identical.
3 No performance limitation – The multi-microphone technique does not limit
the performance of the microphones under test.
7 Practical and flexible – Although there is no limit on the sources that can be
recorded with a multi-microphone array, recordings can only be directly compared
when recorded simultaneously.
3.2.1.2 Discussion of limitations
The multi-microphone technique does not meet the identical soundfield criterion.
However, it was discussed in Section 3.1.2 that the soundfield-related differences
are dependent on the inter-microphone spacing. Therefore, with a small enough
inter-microphone spacing the soundfield-related differences might be perceptually
negligible compared to the microphone-related differences.
This technique also does not meet the practical and flexible criterion. Although only
a limited number of microphones can be compared at any one time, Swanson [2012]
suggests making recordings with several microphones common between a number of
multi-microphone arrays. For example, array 1 contained microphones A, B, C and
D, and array 2 contained microphones A, E, F, and G. By maintaining a constant
microphone throughout all arrays, all microphones can be compared to this microphone.
Ratings can then be normalised for this microphone to allow judgements of different
microphones that have not been directly compared. However, ratings can only be
adjusted in this way if the ratings are not multi-modal, and the laws of transitivity are
not broken. It is therefore desirable to ensure that the largest array size possible is
utilised so that as many microphones as possible can be recorded simultaneously.
3.2.2 Repeated performance method
The repeated performance method involves making multiple recordings of the same
musical passage, each time recorded with a different microphone in the exact same
location. The artist attempts to recreate each performance as identically as possible
and minimise variation. This method was used by Shure Inc. [2013] for the recording
of vocal stimuli. However, as discussed earlier in Section 3.1.1, even the most skilled
performer cannot perfectly recreate a performance [Barthet et al., 2006].
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3.2.2.1 Comparison against criteria
This section compares the repeated performance method against the criteria set out in
Section 3.1.
7 Identical source – The source will not be identical for each source.
7 Identical soundfield – The microphones under test can all be placed in exactly
the same location, but since the performance will be different the soundfield at
each microphone will not be identical.
3 No performance limitation – This method does not limit the performance of
the microphones under test.
7 Practical and flexible – With this method it may be difficult to record
additional stimuli at a later date since the performer may not remember the
phrasing and articulation of the previous recording session.
3.2.2.2 Discussion of limitations
The main limiting factor of the repeated performance method is the lack of consistency
in performances, not meeting the identical source criterion. This is a large drawback
of this method, as it becomes very difficult to assess which differences were due to the
microphones, and which were because of the performance.
3.2.3 Loudspeaker reproduction
The loudspeaker reproduction method is much less common than the multi-microphone
and repeated performance methods. This method involves recording a performance
which is then replayed through a loudspeaker. It is the output from this loudspeaker
which is then recorded by the microphones under test. This method has been used
to test the differences between concert halls, so that the performance can be identical
between different concert halls [Pätynen et al., 2008; Trevo et al., 2013].
Microphones can be swapped in and out of the array to record the output from each
of them [Pearce, 2012]. Examples of this method have been used that incorporate the
multi-microphone technique, using a multi-microphone array to capture the signal from
each microphone simultaneously [CRAS, 2013]. However, this approach introduces the
multi-microphone technique’s problem of non-identical soundfields, in addition to any
problems specific to loudspeaker reproduction. The following assessment is based on
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a loudspeaker reproduction test which swaps the microphones in and out for each
recording, keeping the soundfield constant for each microphone.
3.2.3.1 Comparison against criteria
This section compares the loudspeaker reproduction method against the criteria set out
in Section 3.1.
3 Identical source – Since the reproduced sound has been prerecorded, it will be
identical for each microphone.
3 Identical soundfield – By swapping out microphones between recordings, the
exact position of each microphone can be identical, meaning that the soundfield
for each microphone will be identical.
7 No performance limitation – Using a loudspeaker to reproduce prerecorded
material is likely to mask a microphone’s transient response.
3 Practical and flexible – This method is both flexible and practical; additional
stimuli can be recorded at a later date using the same equipment and the same
source material.
3.2.3.2 Discussion of limitations
This method does not meet the no performance limitation criterion. The transient
response of a loudspeaker is likely to be slower than that of a microphone due to the
heavier mass of the drivers being used. If the transient response of the loudspeaker is
slower, then any differences between microphones’ transient responses will be masked
by the transient response of the loudspeaker. Therefore using loudspeakers as a source
may not reveal all of the perceptual differences between microphones.
3.2.4 Artificial performances
An artificial performance can be created by using a self-playing instrument, which can
repeat a performance identically multiple times. A microphone can then be set up in
an appropriate position to record the source. The microphone can be replaced with
a different microphone and the performance repeated. This allows for the source to
be a real instrument and repeatable, overcoming the limitations of both the repeat
performance and loudspeaker reproduction methods.
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3.2.4.1 Comparison against criteria
This section will compare the artificial performance method against the criteria set out
in Section 3.1.
3 Identical source – There is a potential that self-playing instruments may go
out of tune over the course of a recording session, meaning that the source would
be different between recordings. However, these differences are likely to be very
small, unless the recording session is very long or in conditions which make the
instrument unstable.
3 Identical soundfield – The soundfield at each microphone can be identical if
positioned carefully with the diaphragm at the same location.
3 No performance limitation – Since real instruments are being used in real
recording spaces, there is no limitation on the performance of the microphones.
7 Practical and flexible – This method is not flexible. There is only a small range
of instruments which are self-playing, reducing the selection of source types.
3.2.4.2 Discussion of limitations
The main drawback of the artificial performance method is the lack of flexibility in
that there are very few self-playing instruments. This would lead to a very small set
of programme items available for listening tests and, as discussed previously, may limit
the perceptual differences that can be elicited.
3.2.5 Impulse response method
A microphone comparison tool was developed by Ear Machine, an online company
providing resources for audio engineers [Sabin, 2011]. This tool approximates
microphones as linear systems, simulating the response of a microphone by convolving
an audio stimulus with an impulse response from a microphone, or using a linear filter
to approximate the frequency response.
For this method to work, the recorded stimuli are deconvolved or reverse filtered with
the original recording microphone’s response, as measured in an anechoic chamber. This
generates a recording which has the spectral characteristics of the original microphone
removed. This does not remove any nonlinearities or distortions of the original
microphone, nor does it account for the the actual response of the microphone in the
acoustic conditions used for the recording.
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3.2.5.1 Comparison against criteria
This section will compare the impulse response method against the criteria set out in
Section 3.1.
3 Identical source – Since the source used is prerecorded, and microphone
responses are simulated, the source for each microphone will be identical.
3 Identical Soundfield – Each microphone will experience the same simulated
sound field. Although this is not a natural sound field and the microphone may not
respond in the same way as if a real microphone was used rather than simulated,
the sound field at the microphone is the same.
7 No performance limitation – Since each microphone is simulated and not
recorded, there may be characteristics which are not accounted for.
3 Practical and flexible – This method requires an anechoic chamber to take
measurements, which may be inconvenient and expensive but is not entirely
impractical. Creating stimuli at a later date would be trivial, assuming that
the impulse response of the new microphone was obtained.
3.2.5.2 Discussion of limitations
This method does not meet the no performance limitation criterion. The response
of each microphone is being simulated rather than recorded. This assumes that
all of the subjective differences that exist between microphone can be expressed
in an impulse response, and removed via deconvolution. However, as discussed in
Chapter 2, microphones are resonant systems and are inherently nonlinear. The
complex interaction between the soundfield and a microphone’s diaphragm is also not
taken into consideration in this method. Therefore, the subjective characteristics of
each recording may not be fully representative of all of the subjective differences that
exist between microphones.
3.2.6 Selection of most appropriate methodology
This section has reviewed several different methods of recording stimuli for perceptual
comparisons. Each method was compared against the criteria for an ideal comparison
in order to determine which is the most suitable. A summary of each method against
the four criteria is shown in Table 3.1.
From Table 3.1, it can be seen that none of the methods of recording stimuli discussed
Chapter 3. Microphone comparison techniques | 56
Perceived differences between microphones
Comparaison technique
Identical
source
Identical
soundfield
No performance
limitation
Practical
and
flexible
Multi-microphone 3 7 3 3
Repeated performance 7 7 3 7
Loudspeaker reproduction 3 3 7 3
Artificial performances 3 3 3 7
Impulse response 3 3 7 3
Table 3.1: Summary of microphone recording methods against the criteria for an ideal
recording method.
meet all of the criteria. The repeated performance method fails in three of the four
criteria, and will not be considered further.
For this project, the overall aim is to identify the perceptual differences between
microphones. Therefore if the performance of a microphone were to be limited in
any way, then there is potential that several of the perceptual differences that exist
between microphones would not be revealed. Therefore the loudspeaker reproduction
and impulse response methods, shown to not meet the no performance limitation
criterion, will not be considered further.
Additionally, the perceptual differences between microphones may be dependent on the
source that is being recorded. The artificial performance method would severely limit
the number of sources that were able to be recorded, and thus all perceptual differences
may not be represented with the range of sources available.
Therefore, the most appropriate method for this project is the multi-microphone
technique. However, this method does not meet the identical soundfield criterion. As
discussed in Sections 3.1.2 and 3.2.1, as the spacing between microphones is reduced,
the magnitude of the soundfield-related differences is likely to reduce, whereas the
magnitude of the microphone-related differences will remain consistent. For this
project, a multi-microphone array will be suitable as long as it can be shown that the
soundfield-related differences are not larger than the microphone-related differences.
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3.3 Experiment 1
Previously conducted microphone comparisons using the multi-microphone technique
have either assumed a reasonable size for the array, or conducted informal listening
tests to evaluate a suitable array size [De Man and Reiss, 2013; Swanson, 2012]. This
section describes an experiment to evaluate the suitability of a particular array size
more formally.
The perceived differences between stimuli recorded with a multi-microphone array can
be caused by two factors:
1. soundfield-related differences — Perceived differences caused by the inter-
microphone spacing; and
2. microphone-related differences — Perceived differences caused by the re-
sponse of each microphone.
For the array to be suitable for making recordings for use in microphone comparison
listening tests, the soundfield-related differences must not dominate the microphone-
related differences. An experiment was conducted attempting to validate a 150 mm
diameter array by comparing the magnitude of the soundfield-related and microphone-
related differences.
A modified ABX listening test was used where subjects were asked which stimulus, A or
B, was most similar to the reference, X. Two assumptions are made (and later proven to
be valid): (i) microphones of the same model will be more similar than those of different
models; and (ii) soundfield-related differences will increase with increasing microphone
spacing (see Section 3.1.2). Thus, if the array is valid and microphone-related
differences dominate soundfield-related differences, then widely-spaced microphones of
the same model will sound more similar than closely-spaced microphones of different
models.
3.3.1 Method
Recordings were made in the University of Surrey’s ITU-R BS 1116 [1994] listening
room to (i) enable the experiment to be repeatable by other researchers who have
access to an ITU-R BS 1116 compliant listening room, and (ii) increase the rigour
of the experiment by selecting a room with a short reverberation time. For an ideal
diffuse field, the frequency spectrum is constant throughout the room, and the direction
of propagation is random [Jacobsen and Thibaut, 2000]. Normally, as the reverberation
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time of a room increases, the diffuse field increases in level. This would result in all
microphones within a multi-microphone array receiving more of this constant frequency
spectrum. Thus, in a drier acoustic the soundfield-related differences are likely to be
greater and so if an array can be validated in such an acoustic, namely the ITU-R BS
1116 [1994], the array should also be valid for use in a more reverberant room.
A room’s response can be split into two regions: the modal response region at
low frequencies and the diffuse field response at higher frequencies. The Schroeder
frequency, or critical frequency, is often quoted as the transition between the room’s
modal response region and diffuse field response [Schroeder and Kuttruff, 1962]. The
Schroeder frequency can be estimated with the equation:
fc = 2000
(
T60
V
)0.5
, (3.1)
where T60 is the reverberation time, and V is the volume. Below this Schroeder
frequency, in the modal response region, the frequency spectrum is not constant
throughout the room. In the modal region, increasing microphone spacing is likely
to result in increased soundfield-related differences until that spacing reaches half a
wavelength of the dominant mode in the dimension across which the microphones are
spaced. Increasing the spacing past this point might then decrease the soundfield-
related differences. Therefore, the assumption that the soundfield-related differences
will increase as the spacing increases is only valid up to half the wavelength of the
Schroeder frequency.
The listening room used for recordings had dimensions of 7.35 m x 5.33 m x 2.5 m, with
a reverberation time of 0.25 seconds. Using Equation 3.1, the critical frequency can
be estimated as 101.05 Hz. This has a wavelength of 3.04 m, resulting in a maximum
array size of 1.52 m.
3.3.1.1 Array design
Previous microphone comparisons using a multi-microphone array by De Man and Reiss
[2013] and Swanson [2012] did not state the dimensions of the array, only the number
of microphones contained: six and four microphones per array respectively. For this
experiment, an array with a diameter of 150 mm was chosen so that at least six large
diaphragm microphones with large casings could be recorded simultaneously without
the microphones touching. The microphones were positioned at the vertices of a regular
hexagon, as shown in Figure 3.2.
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3.3.1.2 Microphone selection
To test the array rigorously, perceptually similar microphones were selected in order to
reduce the perceptual magnitude of the microphone-related differences. Microphones
were selected to be of two different transduction types and directivities: omnidirectional
condenser microphones, and cardioid dynamic microphones, arranged as shown in
Figure 3.2.
The omnidirectional-condenser group consisted of two B&K 4003 microphones (4003top
and 4003bottom) and a Schoeps CMC 6U with 2H capsule (Schoeps). The cardioid-
dynamic group consisted of two Shure SM57 microphones (57top and 57bottom) and
a Sennheiser MD421 microphone (MD421). The microphones were selected based
on recording engineer testimony. It was stated by the engineers that whilst both
microphone groups are perceptually similar, the omnidirectional-condenser group were
considered to be more perceptually similar than the cardioid-dynamic microphones.
Monday, 19 August 13Tuesday, 19 November 13
Source
4003top
57top
Schoeps
4003bottom
57bottom
MD421
x
y
z
Figure 3.2: Radial microphone array.
3.3.1.3 Microphone similarity
The B&K 4003s and Schoeps microphones were selected since they are both omnidirec-
tional condenser microphones and both are common studio microphones for classical
recording. The magnitude frequency responses of these microphones are shown in
Figure 3.3. These graphs are of the diffuse-field frequency response for each microphone.
The free-field frequency response of the Schoeps microphone is not provided by the
manufacturer. The frequency responses of both microphones are reasonably flat from
20 Hz to 5 kHz, then a slight rise of about 2 dB at 10 kHz.
It has been discussed in Section 2.3 that the magnitude frequency response is not the
only factor to describe a microphone’s response. To back up the similar frequency
responses of the B&K 4003 and Schoeps microphones, discussions with recording
engineers have confirmed that these microphones sound very similar.
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Figure 3.3: Frequency response of B&K 4003 and Schoeps MK 2H capsule with CMC-6U
preamplifier. Adapted from DPA [2013a] and Schoeps [2013a].
Both the Shure SM57 and Sennheiser MD421 microphones are dynamic cardioid
microphones and are also commonly used in studio pop recording and live sound
applications. The frequency response for both microphones are shown in Figure 3.4.
The frequency responses have some slight differences. The presence peak in the SM57
lies around 6 kHz, whereas this is lower in the MD421, at about 4.5 kHz. The low
frequency of the MD421 also appears to be flatter with the roll-on finishing at 100
Hz, rather than 200 Hz in the SM57. From discussions with audio engineers, these
microphones do sound similar, but to a lesser extent than the omnidirectional condenser
microphones. Therefore the microphone-related differences are expected to be larger
for the cardioid dynamic microphones.
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Figure 3.4: Frequency responses of SM57 and MD421 microphones. Adapted from Shure Inc.
[2009] and Sennheiser [2013].
3.3.1.4 Sources
Four sources of male vocals, female vocals, acoustic guitar, and violin were selected.
Vocal sources were selected as it has been shown that timbral differences in speech
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and vocals are easily detected [Lipshitz and Vanderkooy, 1981]. Musical sources of
acoustic guitar and violin were also included in the experiment. These two particular
instruments were selected as they exhibit different temporal envelopes, with the acoustic
guitars having a faster attack time compared with a violin.
3.3.1.5 Recording stimuli
The centre of the array was at a height of 1.3 m from the floor. The performers were
positioned between 1.5 m and 2 m away from the microphone array. This distance was
chosen as it is at least 10 times larger than the maximum microphone spacing and so
will minimise the effects of each instrument’s directivity.
Microphones were recorded with a Presonus DigiMax FS ADAT microphone preamp
extension through an RME Fireface 800. Prior to recordings, the microphone
preamplifier gain was set by reproducing pink noise through a Genelec 8020 loudspeaker
to produce a level of 74dBSPL at the centre of the array measured with an NTI AL1
Acoustilyzer. The Presonus DigiMax extension only allowed for stepped input gain
control. Input gains of each microphone were adjusted so that the 74 dBSPL pink
noise signal metered at -36 dBFS ±1 dB. Stimuli were recorded at 16 bits, 44.1 kHz
sampling frequency.
3.3.1.6 Stimulus handling
An informal listening test was conducted to find a suitable reproduction level. Four
listeners were asked to adjust the output level of a Focusrite VRM box, with the
VRM feature disabled, to produce a comfortable listening level with Sennheiser HD650
headphones. This comfortable level was then recorded using a Cortex Manikin
MK2 dummy head. Appropriate gains were then calculated so as to reproduce this
comfortable level with the VRM box on maximum volume. This was done to prevent
listeners from being able to change the reproduction levels during the experiment and
to simplify the experiment set up.
It was found that normalising the loudness of the signals to 85.5 LTLlevelmax, when
measured with the Moore loudness model from the Genesis Acoustics Loudness toolbox
[Glasberg and Moore, 2002; GENESIS Acoustics, 2011], produced the mean comfortable
listening level with the output volume of the VRM box on maximum. However, it was
apparent from listening to the stimuli that loudness variations between stimuli could
be heard.
To compensate for this, a short method of adjustment listening test was conducted with
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five participants. Participants were presented with six stimuli: one reference stimulus,
the B&K 4003bottom microphone signal loudness matched to 85.5 LTLlevelmax, and
the signals from the other five microphones under test. The test interface is shown
in Figure 3.5. Participants were asked to adjust the level of the stimuli so that the
perceived loudness matched the loudness of the reference stimulus.
Figure 3.5: Experiment 1 level alignment test interface.
The results for each stimulus’s gain, in dB, were averaged across all five participants
and applied to the respective stimulus.
Stimuli were also time aligned to remove any timing cues from the listening test. For
each stimulus, the envelope of the audio signal was extracted by low-pass filtering the
square of the time domain signal, and taking the square-root of this filtered signal. The
cross-correlation was then calculated between each stimulus pair and each stimulus was
then shifted in time, by either truncation or zero padding, so that maximum correlation
between the stimuli was achieved.
To further remove any cues that may distinguish between stimuli, stimuli were faded
out over 30 ms, followed by a 30 ms fade in to ensure that no glitching exists due to
phase differences in the signals. Switching between stimuli was also limited to four
times per second.
3.3.2 Listening test 1.1
Seventeen subjects participated in the experiment, a mixture of post-graduates,
undergraduates, and staff in the Institute of Sound Recording (IoSR). All participants
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had gone through technical listening training.
The listening test comprised 30 test pages. The test interface is shown in Figure 3.6.
Participants were asked to respond which stimulus, A or B, was most similar to the
reference X. A summary of the comparisons are shown in Table 3.2.
Comparison
Number Reference Stimulus Comparison Stimulus 1 Comparison Stimulus 2
1 4003bottom 4003top Schoeps
1 4003bottom 4003top Schoeps
2 4003top 4003bottom 57bottom
1 57bottom 4003top MD421
1 57bottom 4003top MD421
2 57top 4003bottom 4003bottom
Table 3.2: Experiment 1 listening test comparisons.
Comparison 1 is the main focus of this experiment, the responses of this comparison are
used to compare the magnitude of the soundfield-related differences and microphone-
related differences. Comparison two is included as a check of listener discrimination
ability, testing a subject’s ability to easily discriminate between microphones of different
transduction types.
In addition to the ABX comparisons, each test page contained a checkbox section which
aimed to identify the reason for each decision. Participants were asked to state why
they made each decision about which stimulus sounds more similar to the reference.
The five options available to participants were:
1. Selection was clearly more similar to reference;
2. A, B, and X all sounded identical;
3. A, B, and X all sounded different;
4. A and B sounded identical to each other, but different from X; and
5. Other, please specify.
Option 1 is the only option which indicates that the comparison was simple. If options
2, 3, or 4 were selected, that indicated that the choice was not obvious or was a guess.
These options will be analysed in the event that statistical significance either does not
occur, or is in the direction of soundfield-related differences being perceptually larger
than microphone-related differences.
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Figure 3.6: Experiment 1 listening test interface.
3.3.3 Results
Results of the ABX listening test results were analysed using a cumulative binomial
distribution.
3.3.3.1 Cumulative binomial distribution
A cumulative binomial distribution is a statistical test that calculates the probability
of getting a number of correct or incorrect answers in a two alternative forced choice
experiment. For a true ABX experiment, the probability of guessing a correct answer
(correctly identifying the identical stimulus) is 50% (p = 0.5), and the probability of
guessing an incorrect answer is also 50% (q = 0.5). ForN trials with r correct responses,
the probability of guessing a sequence of r correct responses can be calculated with
prqN−r. (3.2)
This is the probability of choosing only one of the sequences that could result in r
correct responses [Leventhal, 1986]. The number of sequences of N that contain r
correct responses can be calculated by the equation:
N !
r!(N − r)! =
(
N
r
)
. (3.3)
Hence, the probability of getting exactly r successes from N trials can be calculated as
the product of Equation 3.2 and Equation 3.3 [Leventhal, 1986].(
N
r
)
prqN−r (3.4)
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In order to assess listener judgements, the probability of obtaining at least R correct
responses needs to be calculated. This is calculated from the cumulative binomial
distribution, the sum of probabilities of getting 0, 1, 2, ..., r correct answers.
P (k) =
R∑
r=0
(
N
r
)
prqN−r (3.5)
Alternatively, when the number of trials is greater than 30, an estimate of the
cumulative binomial distribution can be calculated using the equation
Ps = zsample
√
Pu(100− Pu)
N
+ Pu + 0.5, (3.6)
where Ps is the sample percentage required to achieve 95% confidence, zsample is the
z-score of the required p value, Pu is the assumed sample percentage, and n is the total
number of trials [Argyrous, 2005; De Man and Reiss, 2013]. The addition of the 0.5%
is included to give a better estimation of the binomial distribution, and is called the
continuity correction [Argyrous, 2005].
Analysis will be conducted by calculating the cumulative binomial distribution with
Equation 3.5 when the number of responses is fewer than 30, and using Equation 3.6
when there are 30 or more responses.
For ABX tests where there is no clear or expected outcome, the results must be
compared against a two-tailed binomial distribution. Although this will determine
if the result is statistically significant or not, it will not indicate the ‘direction’ of the
responses. The direction is the response occurring most often.
3.3.3.2 Listener exclusion
The performance of each subject was assessed by each listener’s ability to discriminate
between microphones of different transduction types. This was tested in comparison 2.
For each subject, there were eight trials for comparison 2, N = 8. Using Equation 3.5,
the probabilities of obtaining at least R correct or incorrect responses are shown in
Table 3.3. From this table it can be seen that zero or one incorrect responses results
in a probability of less than 0.05. However, since this is the only test of listener
performance and only eight trials were used (the minimum number of trials required in
order to achieve 95% significance), it was decided prior to the experiment to relax the
exclusion criterion to two or fewer incorrect responses.
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Number correct or incorrect, k Cumulative probability, P (k)
0 0.004
1 0.035
2 0.145
3 0.363
4 0.637
5 0.855
6 0.965
7 0.996
8 1.000
Table 3.3: Cumulative binomial distribution for 8 trials.
The number of incorrect responses for each subject is shown in Figure 3.7. The exclusion
criterion of two incorrect responses is shown with the darker line.
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Figure 3.7: Number of incorrectly identified stimuli from comparison 2 for each subject.
From Figure 3.7 it can be seen that subject 7 had four incorrect responses, the most
of any subject. This is half of the total number of trials; the number of trials expected
to be correct by chance. Therefore, since subject 7 meets the exclusion criterion, this
subject’s data was removed from subsequent statistical analysis. All other subjects
were included.
3.3.3.3 Results per programme item
Since each subject completed comparison 1 twice for each programme item and
microphone transduction type combination, there were 32 trials for each combination.
Since this is larger than 30, Equation 3.6 was used to approximate the binomial
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distribution. Unlike with comparison 2, there is no expected direction for the result;
neither response is considered correct or incorrect. Therefore, a two-tailed z-score was
used to calculate the sample percentage.
For 32 trials, the two-tailed 95% sample percentage, Ps, is 67.8%. Therefore, at least
22 responses were required for the results to be statistically significant. Table 3.4 shows
the results compared against the 22-responses criterion for statistical significance.
Combination Number of SameModel Responses
Number of Different
Model Responses Criterion Criterion Met
Condenser/Guitar 9 23 22 3
Condenser/Violin 9 23 22 3
Condenser/Male-voice 16 16 22 7
Condenser/Female-voice 14 18 22 7
Dynamic/Guitar 31 1 22 3
Dynamic/Violin 28 4 22 3
Dynamic/Male-voice 19 13 22 7
Dynamic/Female-voice 24 8 22 3
Table 3.4: Results from Experiment 1, breaking down results across the independent variables
of microphone transduction type and programme item.
The results are statistically significant for the condenser microphones with the guitar
and violin programme items. However, the majority of the responses were towards the
microphone of a different model (i.e. they indicated that the microphone of a different
model from the reference sounded most similar to the reference). This indicates that the
soundfield-related differences are larger than the microphone-related differences. This
means that a 150mm array is not valid for comparing these condenser microphones.
The results for the dynamic microphones show that the guitar, violin, and female voice
programme items all reveal significant differences, and the direction of the responses
indicate that the soundfield-related differences are smaller than the microphone-related
differences.
When selecting the microphones, it was noted by audio engineers that the microphone-
related differences were larger between the dynamic microphones than between the
condenser microphones. This is likely reflected in the results with the higher consistency
in ratings for the dynamic microphones compared to the condenser microphones. The
results for the dynamic/guitar were almost unanimous in one direction, and the results
for the dynamic/violin combination were also fairly consistent.
For both transduction types, the guitar and violin programme items revealed significant
differences. The female vocal only revealed significant results for the dynamic
microphones, and the male vocals did not produce statistically significant results at all.
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This finding is interesting as it was expected that timbral differences would be more
obvious between vocal stimuli, yet this has not been shown [Lipshitz and Vanderkooy,
1981].
3.3.3.4 Listener Responses
Listener responses were analysed for each transduction-type/program-item combina-
tion. A summary of the responses for each combination is shown in Table 3.5.
Guitar
The listener responses for condenser microphones were very mixed. For the con-
denser/guitar combination, out of the 23 responses implying that the microphone-
related differences were smaller than the soundfield-related differences, 13 reported the
selected stimulus to be clearly more similar (option 1), and the other 10 results were
options 2, 3, 4, or 5. The option 5 responses were that the choice was difficult, but the
selection was very slightly more similar. Just under half of the responses where either
guessed or difficult to choose.
Out of the 31 responses indicating that the soundfield-related differences were smaller
than the microphone-related differences, for the dynamic/guitar combination, 22
reported the selected stimulus to be clearly similar (option 1), and 9 responses were
that the choice was difficult (options, 2, 3 or 4).
By comparing these responses, it can be said that listeners were more sure when
responding to the dynamic/guitar combinations. This is more what is expected since
the dynamic microphones were chosen to have a bigger difference between them than
the condenser microphones.
Violin
For the condenser/violin combination, there were 23 responses indicating that the
microphone-related differences were smaller than the soundfield-related differences. Out
of these 23 responses, 10 reported the selected stimulus to be a clear choice (option 1),
12 were given as options 2, 3, or 4. There was 1 option 5 response which was that the
choice was only very slightly more similar. About half of the responses indicated that
subjects were unsure about which stimulus to choose.
For the dynamic/violin combination, there were 28 responses indicating that the
soundfield-related differences were smaller than the microphone-related differences. Out
of these 28 responses, 25 were a clear choice (option 1) and 3 were option 2, that all
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stimuli sounded identical.
These listener responses show that listeners were more certain when responding to the
dynamic microphones than to the condenser microphones for the violin programme
item. Once again, this was the expected result as the dynamic microphones were
considered to be less similar than the condenser microphones.
Male Voice
For the condenser microphones, eight of the total number of responses were that
the choice was easy (option 1). Out of these eight responses, four were responses
indicating that the soundfield-related differences were larger than the microphone-
related differences, and 4 indicated that the microphone-related differences were larger
than the soundfield-related differences. Of the remaining choices, 23 were options 2,
3, or 4: with option 2 being the most common, with 17 responses for option 2 that
they all sounded identical. There was one response for option 5, that the choice was
difficult, but was made for the stimuli which was only slightly more similar.
For the dynamic microphones, eight of the total responses were that the experiment
was easy. Option 5 was voted for twice, saying that the decision was very difficult due
to the changing timbre in the voice inherently. The remaining 26 results were split up
amongst options 2, 3, and 4, with option 2 receiving the most choices again with 13.
These responses indicate that listeners were less sure about which stimulus to vote for.
This can also be seen in the results, as the male voice does not produce statistically
significant results with either the dynamic or condenser microphones.
Female Voice
For condenser microphones, 18 of the responses were that the choice was obvious. Out of
these 18, they were split exactly 50% between responses indicating that the soundfield-
related differences were smaller and responses indicating that the microphone-related
differences were smaller. Of the remaining results, 13 were for options 2, 3, or 4, and 1
response was for option 5 saying that the choice was only very slightly more similar.
For dynamic microphones, 16 of the total responses were that it was easy to tell the
difference. Out of these, 15 responses were that the soundfield-related differences were
smaller than the microphone-related differences, and only one that the microphone-
related differences were smaller. Of the remaining results 14 were for options 2, 3, or
4, and 2 responses were option 5. The option 5 responses were “but only slightly”, and
“the differences were so small that they may have sounded identical”.
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These responses show that although the majority of subjects considered that the choice
was obvious, the actual response they gave was not consistent. This leads to the
conclusions that this programme item may have not been suitable for comparing the
microphone-related differences and soundfield-related differences.
Programme item Microphone transduction type Voting direction Option selected1 2 3 4 5
Guitar
Condenser Same model 3 0 3 2 1Similar model 13 2 7 0 1
Dynamic Same model 22 1 8 0 0Similar model 0 0 1 0 0
Violin
Condenser Same model 3 2 3 1 0Similar model 10 5 3 4 1
Dynamic Same model 25 3 0 0 0Similar model 1 2 0 1 0
Male voice
Condenser Same model 5 8 1 1 1Similar model 3 9 0 4 0
Dynamic Same model 3 8 3 4 1Similar model 5 5 0 2 1
Female voice
Condenser Same model 9 0 2 2 1Similar model 9 1 5 3 0
Dynamic Same model 15 1 3 4 1Similar model 1 0 2 4 1
Table 3.5: Summary of listener reasons for voting.
3.3.4 Summary
The results of experiment 1 indicate that the soundfield-related differences are smaller
than the microphone-related differences for the dynamic microphones, whereas they are
larger for the condenser microphones. This means that the array would be suitable for
recording the dynamic microphones, but not for the condenser microphones.
Three reasons can be hypothesised why the array was not valid with the condenser
microphone group:
1. the B&K 4003 microphones and the Schoeps CMC 6U microphone may have
been perceptually identical, meaning there were no microphone-related differences
between the recorded stimuli;
2. the B&K 4003 microphones may not have been perceptually identical, resulting
in microphone-related differences between all recorded stimuli; or
3. the array size was too large, resulting in soundfield-related differences that were
larger than the microphone-related differences.
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3.4 Experiment 2
In order to examine these hypotheses from Experiment 1, the microphone-related
differences were broken down into two types:
• Inter-model differences — perceived differences between microphones of
different models; and
• Intra-model differences — perceived differences between microphones of the
same make and model.
In order to find a suitable maximum array size, an experiment must be conducted
where: (i) stimuli contain perceptible inter-model differences between the two condenser
microphones selected, and (ii) stimuli have intra-model differences that are perceptually
smaller than the inter-model differences. Unlike with experiment 1, the design of this
experiment should allow for a maximum array size to be identified regardless of the
result.
3.4.1 Experiment design
Two listening tests were conducted. The same listening test paradigm was used as in
experiment 1, a modified ABX experiment, asking listeners to judge which stimulus,
A or B, was perceptually more similar to the reference, X. The first listening test was
conducted in order to to identify if (i) stimuli contain perceptible inter-model differences
between the two condenser microphones selected, and (ii) stimuli have intra-model
differences that are perceptually smaller than the inter-model differences. The second
listening test was conducted to find a maximum valid array size.
Microphones were recorded in a linear array as shown in Figure 3.8. The array
consisted of six Schoeps CMC-6U with 2H capsules, and one DPA 4006-TL microphone.
Unfortunately, the B&K 4003 microphones were unavailable for this experiment.
However, the DPA 4006-TL differs from the B&K 4003 only in preamp, using identical
capsules. These microphones are said to be acoustically identical [DPA Microphones,
2010]. Even if differences do exist between the DPA 4006-TL and B&K 4003
microphones, discussions with audio engineers have indicated that the DPA 4006-TL
is perceptually very similar to the Schoeps CMC6U. Therefore the microphone-related
differences will be small in this experiment, to ensure rigorous testing of the array.
The Reference Schoeps, Test Schoeps, and DPA 4006 microphones, as shown in
Figure 3.8, were all positioned as close to each other as possible. The remaining four
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Figure 3.8: Linear array for use in the proposed experiment.
Spaced Schoeps microphones were positioned at 50 mm intervals, with the first 50mm
from the Reference Schoeps, the second 100 mm, the third 150 mm, and the fourth 200
mm.
3.4.2 Recording of stimuli
Sources of acoustic guitar and violin were recorded in the same ITU-R BS 1116
compliant listening room as experiment 1. Vocals sources were not recorded in this
experiment, as it was shown that these did not reveal perceptual differences between
stimuli, as shown by the less consistent ratings from experiment 1. Sources were
positioned 1.5 – 2 meters from the array.
The same recording setup was used as in experiment 1, a Fireface 800 interface with
Presonus DigiMax FS ADAT microphone preamplifier extension. Input gain levels for
each microphone were adjusted in the same format as experiment 1, pink noise was
reproduced from a loudspeaker, located 1.5 – 2 meters away from the array, to produce
a level of 74 dBASPL at the Reference Schoeps microphone, as measured with a NTI
AL-1 Acoustilizer. The input gain of each preamplifier was then adjusted so that the
monitored input signal on the computer used for recording was -20±1 dBFS.
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3.4.3 Stimulus Handling
Prior to the listening test, the recorded signals were perceptually loudness normalised in
the same manner as in Section 3.3. The level of the signal recorded from the Reference
Schoeps microphone was adjusted to 85.5 LTLlevelmax when measured with the Moore
loudness model from the Genesis Acoustics Loudness toolbox [Glasberg and Moore,
2002; GENESIS Acoustics, 2011].
All other recorded signals were then normalised to the peak level of the loudness
normalised Reference Schoeps stimulus for each programme item. A short method
of adjustment listening test was conducted with five participants, using the same test
interface as shown in Figure 3.5. In these tests, the reference stimulus, R, was the
loudness normalised signal from the Reference Schoeps microphone, and stimuli A to F
were randomised between the signals recorded from the other microphones under test.
Participants were asked to adjust the level of stimuli A to F until they had the same
perceptual loudness as the reference stimulus. Gain was limited to ±6 dB in 0.1 dB
steps. Results, in dB, were averaged across all 5 participants. These gain values were
then applied to the stimuli.
3.4.4 Listening Test 2.1
A listening test was conducted on the stimuli to ensure that (i) stimuli contain
perceptible inter-model differences between the two condenser microphones selected
and (ii) stimuli have intra-model differences that are perceptually smaller than the
inter-model differences. A modified ABX listening test was conducted, identical to
those in experiment 1, asking the participants: “which is more similar to X, A or B?”.
In this test, two comparisons were made. The first was a true ABX comparison, where
X was the signal recorded from the Reference Schoeps, and A and B were randomised
between the signals from the DPA 4006 and the Reference Schoeps. This comparison
was designed to test if there are any perceptible inter-model differences between a
Schoeps CMC-6U and a DPA 4006-TL. This comparison will be referred to as the true
ABX comparison.
Secondly, a similarity ABX comparison was made, where X was the signal from the
Reference Schoeps, and A and B are randomised between the signals from the DPA
4006 and the Test Schoeps. This test was designed to see if the intra-model differences
between two different Schoeps CMC-6U microphones are larger, smaller, or of similar
perceptual magnitude to the inter-model differences between the Reference Schoeps and
the DPA 4006 microphones. This will be referred to as the similarity ABX comparison.
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Both the true ABX and similarity ABX comparisons were repeated for both the
guitar and violin programme items, resulting in eight pages in total per listening test.
Listening tests were conducted with the same reproduction setup as in experiment 1,
Sennheiser HD 650 headphones with a Focusrite VRM Box interface, with VRM feature
turned off. Listening tests were conducted in quiet, acoustically treated editing room
at the University of Surrey.
3.4.4.1 True ABX Comparison
Ten subjects took part in this listening test. Under the guidelines of ITU-R BS 1116, the
size of a listening panel should be around 20 listeners, but can be smaller if statistical
significance is achieved with a smaller number of listeners [ITU-R BS 1116, 1994].
Since statistical significance was found with only ten listeners, further subjects were
not tested.
To test if there are perceptible inter-model differences between a Schoeps CMC-6U and
a DPA 4006-TL, subjects must be able to consistently identify the hidden reference in
the true ABX comparison. Since the total number of responses was 20, ten subjects with
each programme item repeated, the statistical significance point was calculated using
Equation 3.5. The cumulative probability of achieving zero to six incorrect responses is
shown in Table 3.6. From this table, it can be seen 5 or fewer incorrect responses have
a probability less than 0.05, and can therefore be considered statistically significant.
Number of incorrect responses Cumulative probability
0 0.000001
1 0.000020
2 0.000201
3 0.001288
4 0.005909
5 0.020695
6 0.057659
Table 3.6: Cumulative binomial distribution for 0 to 6 incorrect responses, with 20 trials.
Results were calculated from Equation 3.5.
The number of responses in each direction for the true ABX comparison is shown
in Table 3.7. There are one and two incorrect responses for the guitar and violin
programme items respectively. The probability of getting either of these results by
chance is less than 0.05. Therefore, it can be said that listeners can reliably correctly
identify the differences between a Schoeps CMC-6U microphone and a DPA 4006-TL
in an ABX test. This implies that there is a perceptible inter-model difference between
these two microphones.
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Reference Schoeps DPA 4006
Guitar 19 1
Violin 18 2
Table 3.7: Number of responses in each direction for the true ABX comparison.
3.4.4.2 Similarity ABX Comparison
Analysis of the similarity ABX comparison was conducted in the same manner as the
true ABX comparison. The number of responses in each direction was summed across
all listeners, for each programme item, and is shown in Table 3.8. The number of
responses was the same as in the true ABX comparison, 19 and 18 responses for the
Test Schoeps sounding more similar to the Reference Schoeps, and 1 and 2 responses
for the DPA 4006 sounding more similar to the Reference Schoeps, for the guitar and
violin respectively.
Test Schoeps DPA 4006
Guitar 19 1
Violin 18 2
Table 3.8: Number of responses in each direction for the similarity ABX comparison.
As with the true ABX comparison, the probability of achieving each of these results by
chance is less than 0.05. Therefore it can be concluded that the intra-model differences
are smaller than the inter-model differences.
3.4.4.3 Discussion
Since the results of the true ABX showed statistical significance, this implies that there
were perceptible inter-model differences between a Schoeps CMC-6U and a DPA 4006-
TL microphone. Results from the similarity ABX comparison were also statistically
significant, and indicated that intra-model differences were smaller than the inter-model
differences. This confirms assumption (i) in Section 3.3 to be valid.
The test Schoeps and DPA 4006 microphones were both equally spaced from the
reference Schoeps, but in opposite directions. It is therefore likely that the soundfield-
related differences between each of these microphones to the reference Schoeps were also
equal. This means that the DPA 4006 showed both inter-model and soundfield-related
differences, and the test Schoeps had intra-model and soundfield-related differences.
Since the responses were consistent in indicating that the test Schoeps sounds more
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similar to the reference Schoeps, it can be concluded that the inter-model differences
are greater than the intra-model differences.
Since these results have implied that there is a perceptible difference between a Schoeps-
CMC 6U and a DPA 4006 microphone, and that this inter-model difference is larger
than the intra-model difference, a second listening test was conducted attempting to
find if the soundfield-related differences increase with microphone spacing, and if they
do, what is the maximum permissible spacing before the soundfield-related differences
become larger than the inter-model differences.
3.4.5 Listening Test 2.2
The second listening test was also a modified ABX listening test, conducted using
the same test interface, asking listeners which of the stimuli, A or B, sounded most
similar to the reference, X. The comparisons presented to the listeners are summarised
in Table 3.9. Each comparison was repeated for both programme items, resulting in 16
responses from each listener.
Comparison
name Reference (X) MUT 1 (A or B) MUT 2 (A or B)
Spaced 1 Reference Schoeps DPA 4006 Spaced Schoeps (50 mm spacing)
Spaced 2 Reference Schoeps DPA 4006 Spaced Schoeps (100 mm spacing)
Spaced 3 Reference Schoeps DPA 4006 Spaced Schoeps (150 mm spacing)
Spaced 4 Reference Schoeps DPA 4006 Spaced Schoeps (200 mm spacing)
Table 3.9: Comparisons to be made during listening test 2.
In order to show if soundfield-related differences increase with microphone separation, it
should be shown that the percentage of responses choosing the spaced Schoeps decreases
as the separation increases.
3.4.5.1 Soundfield-related differences analysis
Twenty-six listeners participated in this listening test. Analysis of the results was
split by programme item. The percentage of responses choosing the spaced Schoeps
microphone for each microphone spacing was calculated. A value of 100% would
indicate that all subjects responded that the reference Schoeps sounded more similar
to the spaced Schoeps microphone than to the DPA 4006, and 0% indicates that all
subjects responded that the reference Schoeps sounded more similar to the DPA 4006
than to the spaced Schoeps microphone.
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The results for each microphone spacing are shown in Figure 3.9.
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Figure 3.9: Percentage of responses towards the spaced Schoeps microphone from listening
test 2, with 95% confidence intervals.
From Figure 3.9 it can be seen that in general the percentage of responses choosing
the spaced Schoeps decreases as the spacing is increased, for both programme items.
Although the confidence intervals for adjacent spacings overlap, implying that there is
no statistically significant difference between results, the confidence intervals of the 50
mm and 200 mm spacings do not overlap. For the guitar programme item, the lower
bound of the 50 mm spacing is 72.06% and the upper bound of the 200 mm spacing
is 67.86%. For the violin programme item, the upper bound of the 200 mm spacing
is 39.39%, and the lower bounds of the 50 mm and 100 mm spacings are 45.82% and
47.86% respectively. These can therefore be considered statistically different.
These results indicate that the perceived similarity between the reference Schoeps and
the spaced Schoeps microphones decreases as the inter-microphone spacing is increased.
Therefore, it can be concluded that the soundfield-related differences are increasing with
inter-microphone spacing. This confirms assumption (ii) in Section 3.3 to be valid.
3.4.5.2 Maximum array size
Since it has been shown that (i) the stimuli contain perceptible inter-microphone
differences, (ii) the intra-microphone differences are smaller than the inter-microphone
differences, and (iii) the soundfield-related differences are increasing with inter-
microphone spacing, the results can now be analysed to find a suitable array size.
An array can be considered as appropriate as long as the soundfield-related differences
are not larger than the microphone-related differences. This can be seen by comparing
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the percentage responses against a two-tailed binomial distribution, calculated with
Equation 3.6. With the 52 responses for each programme item, N = 52, the upper
and lower bounds of Ps for 95% confidence are calculated as 64.09% and 35.91%
respectively. These are shown on Figure 3.9 as the dashed lines. Therefore, the array
will be considered invalid if the results lie below the lower threshold.
By analysing the mean results from Figure 3.9, it can be seen that the array is valid
with all guitar program-item/spacing combinations. However, the array is invalid with
a 200 mm inter-microphone spacing with the violin programme item. Therefore, it can
be concluded that a 150 mm array is valid for testing these microphones.
For a more rigorous test of the array, the lower bound of each result’s 95% confidence
interval can be compared against the significance thresholds. In this case, the
lower confidence interval for the violin programme item at 150 mm spacing crosses
the significance threshold. This suggests that the soundfield-related differences may
sometimes be larger than the microphone-related differences for very perceptually
similar microphones. Therefore, to compare microphones that are very perceptually
similar the array size should be reduced to no more than 100 mm.
3.5 Summary
This chapter has aimed to answer research question Q3: What is the most suitable
method to record sources for perceptual comparisons? Four criteria were developed
that an ideal recording method would meet:
1. identical source;
2. identical soundfield (at microphone);
3. no performance limitation; and
4. practical and flexible.
Five methods that have been previously used to record stimuli for microphone
comparisons were compared against these criteria: multi-microphone technique,
repeated performances, loudspeaker reproduction, artificial performances, and impulse
response simulation. None of the methods were found to meet all four of the criteria;
however, it was discussed that for the perceptual comparisons to be conducted in this
thesis, the multi-microphone method would be the most suitable. Of the four criteria,
the multi-microphone method did not meet the identical soundfield criterion.
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In the multi-microphone technique, all microphones under assessment are recorded
simultaneously in an array. The microphones cannot be positioned at the same point
in space, meaning that the soundfield at each microphone may be different. This may
result in both soundfield-related differences and microphone-related differences between
the recorded stimuli.
A multi-microphone array is a suitable method as long as the soundfield-related
differences are not larger than the microphone-related differences. An experiment was
conducted to compare the perceptual magnitude of the soundfield-related differences
and microphone-related differences for a 150 mm array recorded in an ITU-R BS
1116 compliant listening room. Two sets of microphones were used: omnidirectional
condenser microphones, and cardioid dynamic microphones, both of which were
selected as perceptually similar pairs of microphone to minimise the microphone-related
differences in order to test the array more rigorously.
A similarity ABX experiment was then conducted that compared the perceptual mag-
nitude of the soundfield-related differences and microphone-related differences. Results
of these comparisons showed that a 150 mm array was suitable for comparing the
cardioid dynamic microphones, but not for the omnidirectional condenser microphones.
The results also indicated that vocal stimuli were not good at revealing the differences
between microphones and that subjects were much more consistent when rating guitar
and violin programme items.
Since a 150 mm multi-microphone array was shown to be suitable for the dynamic
microphones but not for the condenser microphones, a second experiment was
conducted using only omnidirectional condenser microphones and recordings of acoustic
guitar and violin. The experiment confirmed that soundfield-related differences increase
in perceptual magnitude as the inter-microphone spacing is increased and determined
that a 150 mm multi-microphone array is suitable for recording stimuli for this project;
however, the maximum array size may be reduced to 100 mm if the microphone to be
compared are very perceptually similar. Since this project is aimed at identifying the
most important perceptual differences between microphones, recordings will be made
with a wide range of microphones. Therefore, the microphone-related differences will
be much larger than those tested in these experiments, meaning that a 150 mm array
will be suitable and used throughout this project.
3.5.1 Impact on Project
This chapter has identified the most appropriate technique for recording stimuli to
compare microphones: the multi-microphone technique with an inter-microphone
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spacing of no more than 150 mm. Therefore, this recording method will be used
throughout the duration of this project, making recordings in the same ITU-R BS 1116
compliant listening room. This will ensure that the predominant differences between
stimuli will be the microphone-related differences.
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This chapter aims to answer research question Q4: What are the perceptual attributes
that differ between microphones? Relevant perceptual attributes can be identified by
using elicitation experiments, and these have been widely conducted for loudspeakers,
musical acoustics, concert hall acoustics, and multi-channel audio systems, e.g.
[Gabrielsson and Sjögren, 1979; Gabrielsson, 1979; Lavandier et al., 2008; Disley et al.,
2006; Koivuniemi and Zacharov, 2001; Francombe et al., 2014; Lokki et al., 2011, 2012].
There are two approaches to elicitation experiments: direct and indirect [Bech and
Zacharov, 2006]. Direct elicitation methods involve asking participants to verbally
describe the perceptual sensations evoked by stimuli, whereas indirect elicitation
experiments require subjects to rate these sensations without explicit description.
Indirect elicitation methods do not assume that listeners can verbalise the underlying
perceptual factors that change, opting to measure the sensations produced by a stimulus
rather than ascribing a term to them. A common indirect elicitation method is
multidimensional scaling (MDS) in which participants rate the similarity of every
pairwise combination of a set of stimuli, and an analysis is then conducted which
attempts to position each stimulus in a multidimensional group space so that the
pairwise distances match the pairwise similarity ratings. This has been used in several
studies on audio codecs, tools and products to find the number of salient dimensions
across which a stimulus set varies [Hall, 2001; Gabrielsson, 1979; Neher et al., 2006].
However, MDS analysis is only a data reduction tool, reducing the potentially large
number of perceptual differences between stimuli into a smaller number of orthogonal
dimensions [Hair et al., 2010]. Each dimension does not necessarily correlate with a
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single perceptual attribute and dimensions are not identified as relating to particular
attributes but are, instead, simply numbered.
Direct elicitation relies on the assumptions that a) there is a close relationship between
the sensations produced by the stimulus and the verbal descriptors describing this
sensation, and b) subjects can verbalise all of the sensations [Bech and Zacharov, 2006].
One of the most common direct elicitation methods is free choice profiling (FCP), in
which each participant develops his/her own set of words or phrases to describe the
attributes that they perceive to differ between stimuli. This is often followed by a panel
discussion stage where common and similar terms are grouped, across all participants,
to arrive at a single list of agreed descriptors that might each correspond to a particular
attribute [Zacharov and Koivuniemi, 2001; Francombe et al., 2014]. In the FCP stage,
to ensure that all differences within a stimulus set are elicited, each stimulus must be
compared directly with every other stimulus. This can be a difficult and time-consuming
task for subjects and can lead to listener fatigue, potentially resulting in noisy data
and/or missed attributes.
The hybrid method used in this study combined both approaches to make the elicitation
task simpler and thereby increase the likely quality of the results. First, a similarity
rating experiment and MDS analysis was conducted to identify stimulus pairs exhibiting
large differences. This analysis was conducted similarly to the work of Neher et al.
[2006], Hall [2001], and Williams [2010]. These stimulus pairs (rather than the full
stimulus set) were then used in an FCP experiment, similar to that conducted by
Francombe et al. [2014]. This was followed by a panel discussion to group the elicited
terms and to agree on an attribute label to represent the terms in each group.
The full study was conducted in four phases.
• Phase 1—Determined suitable microphones and programme items based on
objective factors that are known to differ between microphones, in order to make
recordings likely to be able to reveal the attributes comprising the most prominent
inter-microphone differences. This is described in Section 4.1.
• Phase 2—Employed pairwise similarity ratings and MDS to reveal the number
of salient dimensions and to identify exemplary stimulus pairs. This is described
in Section 4.2.
• Phase 3—Used an FCP approach to elicit terms from listeners that describe the
differences between the exemplary stimuli. This is described in Section 4.3.
• Phase 4—Used panel discussions to group the elicited terms to reduce redun-
dancy and to identify and label the underlying perceptual attributes. This is
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described in Section 4.4.
4.1 Phase 1 — Selection of microphones and sources
There are over 1500 studio microphones in existence, with varying degrees of similarity
and difference [Microphone Database, 2013]. It is unreasonable to make recordings
with every possible microphone and determine the perceptual differences between each
pair. To identify the perceptual differences between microphones, microphones were
selected that were expected to exemplify the full range of potential inter-microphone
differences.
It was shown in Chapter 3 that the most appropriate method for recording stimuli for
this project is a multi-microphone array. It was also shown by experimentation that the
array can be no larger than 150mm to ensure that the differences between the recorded
stimuli are predominantly due to the microphone-related differences. This will limit
the total number of microphones that can be recorded.
Additionally, when conducting the subjective similarity tests, the total number of
comparisons required is
(
N
2
)
, where N is the total number of stimuli. More microphones
will require more comparisons to be made, increasing the difficulty of the task and
resulting in noise in the data. Therefore, as few microphones as possible should be
selected that can be expected to exemplify the full range of potential inter-microphone
differences.
It has also been shown that the perceptual characteristics of a microphone are
dependent on the source recorded [Sabin, 2011]. This was also shown in Chapter 3,
where the consistency of ratings was dependent on the programme item. Therefore,
suitable programme items must be selected that are likely to reveal the main perceptual
differences between microphones.
This section discusses the selection of appropriate microphones and sources, and the
recording of suitable stimuli for future experimental phases. Appropriate microphones
for this study were selected in two parts. First, microphones were selected that exhibited
differences across the main objective differences, described in Section 4.1.1. Second,
since some perceptual differences might not correlate with standard objective measures,
recording engineers were asked to suggest additional microphones that they felt sounded
significantly different from those listed, described in Section 4.1.2. Section 4.1.3
describes the selection procedure for appropriate sources, and Section 4.1.4 discusses
the recording procedure.
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4.1.1 Objective selection of microphones
As established in Chapter 2, there are two main decisions when designing a microphone:
the transduction method; and the directivity of the microphone. As well as these two
major differences between microphones, objective measures such as the magnitude
frequency response, sensitivity, self-noise, transient response, and distortions can
also describe the differences between microphones. A list of commonly used studio
microphones was created and each microphone compared against each objective
parameter, selecting microphones that lie on opposing ends for each of these parameters.
Factors such as the sensitivity and self-noise are expressed as a single numerical
value, meaning that microphones can be selected that are the most different in these
categories. Measurements of the magnitude frequency response cannot be expressed as
a single value. Additionally, measurements of the distortions and transient responses of
microphones are rarely provided by manufacturers. In each of these cases, arguments
will be made as to the selection of the most appropriate microphones.
4.1.1.1 Sensitivity
From a selection of commonly used studio microphones, the least sensitive microphone
was the Coles 4038, with a sensitivity of 0.6 mV/Pa [Recording Hacks, 2013d]. The
most sensitive microphone was the DPA 4006-TL, with a documented sensitivity of 35
mV/Pa [DPA Microphones, 2013]. It should be noted that all of these measurement
are from manufacturer standards and not from the exact microphones under test. The
actual sensitivity of the microphones used in the experiment may differ from the quoted
values.
4.1.1.2 Self-noise
The microphone with the lowest self-noise is the AKG C414 B-XLS, with a self-noise
of 6 dBA [Recording Hacks, 2013b]. The microphone that is expected to have the
highest self-noise is the AKG C12. Unfortunately, no data for the self-noise is available;
however, the self-noise data for the AKG C12 VR, the newer version of the microphone,
is 22 dBA [Recording Hacks, 2013a]. According to the AKG website, this microphone is
designed as an improvement upon the original AKG C12 to reduce the level of self-noise.
Therefore, the C12 can be assumed to have a self-noise higher than 22 dBA, making
this the microphone with the highest level of self-noise from the selection.
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4.1.1.3 Transient Response
As discussed in Section 2.3.7, the transient response of a microphone can be split
into two parts: the rise time and the diaphragm ringing after the initial impulse.
Measurement of neither the rise time nor ringing is currently included within BS
EN 60268-4 [2010]. However, microphones are considered to differ in their transient
response [Bartlett, 1987; Ballou, 2009]. Since there are no published results of the
transient response for a wide range of microphones, microphones that are expected
to have a large difference in their transient response will be tested to show if this
expectation is true.
4.1.1.4 Rise Time
For a microphone’s rise time, a microphone with a small light diaphragm is expected
to have a faster rise time compared to a microphone with a large heavy diaphragm.
For example, a small diaphragm condenser is expected to have a faster onset time than
a large diaphragm dynamic microphone [Ballou, 2009]. There are several microphones
that fit into these two categories.
Several audio engineers were asked to name microphones that they thought had a
fast and slow transient response. Several sound engineers independently confirmed
that a small diaphragm condenser, such as an AKG C451, records transients very
well. Several engineers also independently suggested the Electrovoice RE20, a large
diaphragm dynamic microphone, as a microphone that would have a very slow transient
response. These two microphones fall into the two categories of small light diaphragm
microphones, and large heavy diaphragm microphones.
To test this, impulse responses of an AKG C451 (bidirectional capsule) and an
Electrovoice RE20 were taken. These were measured in an ITU-R BS 1116 compliant
listening room using a logarithmical sine sweep. Each microphone was tested
independently so that the microphone could be directed towards the tweeter of the
Genelec 1032B loudspeaker, positioned one meter away. Care was taken to keep
the measurement position constant when changing microphones. Microphones were
recorded with a Presonus Digimax FS microphone preamplifier through an RME
Fireface 800 interface running at 96 kHz sample rate to obtain the most accurate timing
information. Sweeps were taken between 100 Hz to 20 kHz to try and prevent the low
frequency ringing of the loudspeaker’s port from dominating the impulse response.
The measured impulse responses were normalised and time aligned to make comparisons
easier. The impulses were then convolved with a Heaviside step function to obtain the
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step response of the microphones. The step response of both the AKG C451 and
Electrovoice RE20 are shown in Figure 4.1. By looking at the step responses, it can be
seen that both the AKG C451 and Electrovoice RE20 have similar onset times for the
initial transient, with the C451 having more of an overshoot on each peak compared to
the RE20.
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Figure 4.1: Step responses of AKG C451 and Electrovoice RE20.
Although the step response graph indicates that the RE20 has a slower rise time than
the C451, differences between the two microphones’ responses were not as pronounced
as initially expected. This could be due to three potential factors:
1. there is not a large difference in the rise time between microphones;
2. there is a difference in the rise time, but this is dwarfed by the rise time of the
loudspeaker; or
3. there is a difference in rise time, but this cannot be measured using the sine sweep
method.
4.1.1.5 Microphone Ringing
To see if there are potential differences in the ringing of the C451 and RE20, the
impulse responses can be compared. The impulse response for these microphones are
shown in Figure 4.2. Since the impulse responses of the microphones were measured
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with a loudspeaker, the transfer functions of the loudspeaker and microphones will be
cascaded. This means that the ringing in each impulse response will be the combination
of the loudspeaker’s and microphone’s ringing. Therefore no absolute values of ringing
can be calculated; however, since the loudspeaker’s transfer function is common to
both microphones, any differences between the two impulse responses will be due to
the microphones.
Looking at Figure 4.2, it can be seen that the responses of the C451 settles to zero
at about 2 ms. The response of the Electrovoice RE20 shows ringing after the initial
impulse, with distinct oscillations from 1.5 to 3 ms. Since these oscillations do not exist
in the response of the C451, it can be concluded that this is not the loudspeaker ringing
and is due to the microphone’s response.
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Figure 4.2: Impulse responses of AKG C451 and Electrovoice RE20.
Although the step response only showed slight variations in the rise time, the impulse
response showed more pronounced differences in the ringing of the microphones. This
ringing may be responsible for the Electrovoice RE20 being perceived, by the audio
engineers questioned, as having a slower transient response than the AKG C451,
capturing less of the transient information. Since transient response differences have
been shown between these microphones, these will both be included in the experiment.
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4.1.1.6 Distortions
For the microphones assessed, published measures of distortions are fairly uncommon.
Of these microphones that had documented measurements of distortions, the measure-
ment is often of the maximum permissible SPL before a measure of THD+n exceeds
1%. This does not give information regarding the level of distortions produced in
microphones under normal operating conditions. Instead, the subjective opinions of
audio engineers were sought.
From discussions with audio engineers, the microphones that contain the highest levels
of distortions are the AKG C12 and the Sony C800 microphones. These are both valve
microphone that may distort the signals. Engineers also confirmed that condenser
microphones such as the DPA 4006-TL exhibit very linear responses. Since the C12
has already been chosen for this experiment for its high levels of self-noise, the Sony
C800 will not be used.
Other types of distortions also exist in microphones, as discussed in Section 2.3.6.
Dynamic microphones can often add a compression effect on the recorded signal. It is
therefore advisable to use a dynamic microphone that is known to produce a compressed
sound. From discussions with audio engineers, several people responded independently
that a Shure SM58 is perceived to add compression to the recorded audio.
4.1.1.7 Diaphragm Size
A microphone’s diaphragm is usually described as being either large or small. The
microphones selected should be a range of large and small diaphragm microphones,
at least one of each for each transduction method. From the currently selected
microphones, there is a range of both large and small diaphragm microphones.
4.1.1.8 Transduction Type
The three main transduction types used in studio microphones are condenser, dynamic,
and ribbon microphones. It is advisable to have at least one example of each of these.
From the microphones already suggested, all three of these have been included.
4.1.1.9 Directivity
There are three main types of directivity in microphones: omnidirectional, cardioid,
and bidirectional. All of these have been included in previous microphone selections.
The AKG C451 microphone has a switchable capsule in order to change the directivity
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from cardioid to bidirectional. If the cardioid capsule were to be used, the only example
of a bidirectional microphone would be the Coles 4038, which is also the only example
of a ribbon microphone. Therefore, the AKG C451 will use the bidirectional capsule
to be able to separate the effects of ribbon transduction and bidirectional directivity in
the MDS analysis.
4.1.1.10 Frequency Response
The magnitude frequency response of microphones can be designed to be neutral, or
to emphasise or de-emphasise certain characteristics. There are multiple different ways
that a frequency response can be tailored, so to simplify this matter for this comparison,
microphones will be selected that have either (i) a neutral frequency response, or (ii) a
tailored response defined as any microphone whose on-axis frequency response includes
a region exhibiting gain more than 3dB greater than that at 1 kHz [Microphone Data,
2015]. From all of the microphones currently selected to be included in this experiment,
both of these groups are covered, containing at least one microphone.
4.1.1.11 MEMS Microphones
In addition to the studio microphones being tested, two MEMS microphones will also
be recorded. These will be a Wolfson WM7131 and a Knowles SPU0410HR5H. These
microphones were found to have the highest and lowest perceived basic audio quality
in a subjective listening test [Pearce, 2012].
4.1.1.12 Independent Factors
By looking at the microphones currently selected, the two large diaphragm condenser
microphones selected are the AKG C414 B-XLS and the AKG C12. Both of these
microphones are edge-terminated capsules. It may be of use to include a microphone
that is centre terminated in order to see if this makes a subjective difference. In
addition, the AKG C12 microphone is the only valve microphone, and the only
microphone with a cylindrical head basket, making these variables impossible to
separate. Another microphone should be added to the list which alleviates these
problems.
An sE Electronics 2200a microphone will be included in the experiment. This is an FET,
cylindrically housed, centre-tapped large diaphragm condenser microphone. With this
microphone included, the independent factors can be separated in the MDS solution.
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4.1.1.13 Microphone Shortlist
A summary of the selected studio microphones is shown in Table 4.1. The two selected
MEMS microphones are not included in this summary table as they were selected based
on the result of a subjective experiment.
4.1.2 Subjective microphone selection
The shortlist of eight microphones, not including the MEMS microphones, was given to
several recording engineers who have experience with a wide range of microphones. The
MEMS microphones were excluded from the list of microphones since audio engineers
are unlikely to have experience with these. The engineers were then asked the following
questions:
1. Are there any perceptual dimensions that you feel are not represented by the
list? If so, can you suggest (one or more) microphones that exemplify these
characteristics?
2. Are there any microphones on the current list that you feel sound very similar to
each other, such that one (or more) could be removed without reducing the range
of characteristics covered?
3. Is there any microphone on the list that you feel should be replaced by an
alternative that provides an even better representation of a particular set of
characteristics?
4.1.2.1 Responses
The survey was given to five recording engineers who filled out the survey independently.
Responses from three of the participants were “no” for all three questions. These
engineers felt that the list is complete and does not require any additional microphones
to represent other perceptual factors not accounted for by the current selection of
microphones.
One of the participants suggested a very band limited ribbon microphone could be used
in the experiment since this is sometimes used as an “effect microphone”. This is not
a very common form of microphone and, as stated by the participant, is only used
as an effect. This effect is an artistic choice by the recording engineer. This artistic
impression is not being analysed in this project, thus a band limited ribbon microphone
will not be included.
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Microphone
Directivity
(C = Cardioid, B = Bidirectional, O
= Omnidirectional)
Transduction
(C = Condenser, D = Dynamic, R =
Ribbon)
Sensitivity
(mV/Pa)
Self-noise
(dBA)
Diaphragm size
(S = Small, L = Large)
Frequency response
(F = Flat, T = Tailored)
Headbasket
(C = Cylindrical, N =
Non-Cylindrical)
Capsule termination
(E = Edge-Terminated, C = Centre-
Terminated)
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One other participant suggested two additional microphones. In response to the first
question, the participant named the “musicality” of a microphone to be very small
factor when selecting a microphone. The example the participant provided was the
difference between a Schoeps MK2 and an Earthworks QTC40, where although both
microphones have similar frequency responses, the Schoeps microphone gives the sound
a more musical feel. The participant did admit that this difference is very subtle and
is likely to be dwarfed by other considerations. This was the only participant who
mentioned this difference in “musicality” so will not be included in this study; however,
this may be an interesting avenue of research for the future.
This participant’s second suggestion was to replace the AKG C414 B-XLS with an
AKG C414 TL-II. The participant said that the XLS produced a clear and bright
sound, whereas the TL-II produced a similar sound that is somewhat brighter. From
discussions with other engineers regarding this point, it was found that the AKG C451
and sE Electronics 2200a are both perceived as very bright microphones. Therefore,
it is not necessary to have another perceptually bright microphone as this potential
perceptual difference has been accounted for with other microphones.
4.1.2.2 Final Microphone Selection
Since no additional microphones have been added or changed, the microphones that
will be recorded for this experiment are:
1. AKG C12 — Highest level of self-noise, highest levels of distortion, large
diaphragm, condenser transduction, cardioid directivity, edge terminated capsule,
valve amplified.
2. AKG C414 B-XLS — Lowest level of self-noise, large diaphragm, condenser
transduction, cardioid directivity, edge terminated capsule.
3. AKG C451 (bidirectional) — Expected to have a fast transient onset, little
transient ringing, condenser transduction, bidirectional directivity.
4. Coles 4038 — Least sensitive microphone, ribbon transduction, bidirectional
directivity.
5. DPA 4006-TL — Most sensitive microphone, very linear response, small
diaphragm, cardioid directivity, omnidirectional directivity.
6. Electrovoice RE20 — Expected to have a slow transient response onset, high
levels of diaphragm ringing, large diaphragm, dynamic transduction, cardioid
directivity
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7. sE Electronics 2200a — large diaphragm, condenser transduction, cardioid
directivity, centre terminated capsule.
8. Shure SM58 — Expected to compress the recorded signal, small diaphragm,
dynamic transduction.
9. Wolfson WM7131 — MEMS microphone found to have the highest perceived
quality from the experiments of Pearce [2012].
10. Knowles SPU0410HR5H — MEMS microphone found to have the lowest
perceived quality from the experiments of Pearce [2012].
4.1.3 Selection of sources
If two microphones that only differ in their low frequency responses are used to record
a source with no low frequency content, there will be no perceptible difference between
the microphones. Therefore sources should be recorded that are likely to excite the
potential differences between microphones.
Sources were selected based from the same objective features used to select microphones
in Section 4.1.1. For each of the eight objective parameters, correlates to the factors in
the source were identified and a series of sources were selected that exemplified each of
these factors.
4.1.3.1 Sensitivity
The sensitivity of a microphone will contribute to the dynamic range, with a microphone
with high sensitivity being able to capture low level sounds more effectively. In order to
test the sensitivity differences between microphones, at least one of the sources recorded
should have a large dynamic range.
4.1.3.2 Self-noise
The choice of source will not have an effect on the microphone’s self-noise. However,
using sources that are of low level will reduce the masking effect of the source over the
microphone’s self-noise. Therefore, sources of low and high sound pressure level should
be recorded.
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4.1.3.3 Transient response
Differences in the transient response between microphones will only be revealed with
sources that have fast attack envelope. Therefore, at least one source should be selected
that has a fast attack envelope. At least one source should also be selected with a slow
attack envelope to compare the results.
4.1.3.4 Distortions
As discussed in more detail in Chapter 2, there are several types of distortions that can
exist in microphones. The distortions that appear under normal microphone operating
conditions will be apparent with all source types, but are more likely to be more audible
with a source that produces a high SPL. At least one source should be selected that
produces a high SPL in order excite as many distortions as possible.
Distortions are more likely to be audible if the source has a harmonic structure to the
frequency spectrum. Therefore, sources should be selected that have both a harmonic
and noise-like frequency spectrum.
4.1.3.5 Diaphragm size and transduction type
Diaphragm size and transduction type has no direct relationship on the performance
of a microphone, but will affect factors such as the transient response, and sensitivity.
Since these have been covered in other sections, these will not be considered.
4.1.3.6 Directivity
The directivity of a microphone will affect the direct to reverbant ratio and the sense of
source distance. This will mainly affect the perception of the room. No requirements
of the source will be made due to the directivity.
4.1.3.7 Frequency response
Microphones can be designed to emphasise or de-emphasise certain frequency regions.
Omnidirectional condenser microphones, as well as MEMS microphones, tend to have
a high frequency lift due to the resonant frequency of the diaphragm. Ribbon micro-
phones, however, tend to have an attenuated high frequency response. Microphones
can also be designed with a low-frequency roll-off, attenuating lower frequencies.
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To ensure that all frequency response deviations are included, at least one source should
be selected that has a large bandwidth. Additionally, at least one source should be
selected that contains predominantly low frequency content, and at least one source
selected that contains predominantly high frequency content.
4.1.3.8 Selection of sources
To meet all of the selection criteria present in the preceding paragraphs, five sources
were selected:
1. Double bass — Plucked so contains mainly low frequency energy at a low SPL.
2. Drums — Fast transients, wide bandwidth, and dense frequency spectrum.
3. Acoustic Guitar — Fairly fast transients and harmonic frequency spectrum.
4. String Quartet — Large bandwidth, large dynamic range, slow attack time,
and harmonic frequency spectrum.
5. Trumpet — Played as loud as possible to try and excite as many distortions as
possible.
4.1.4 Recording of Sources
As with Chapter 3, recordings were made in an ITU-R BS 1116 [1994] listening room
using an RME Fireface 800 audio interface with two Presonus DigiMax FS ADAT
extensions. The ten selected microphones were located within a 150 mm radius, as
shown in Figure 4.3. Sources were positioned 1.5 - 2 meters away from the array.
To align the input gains, pink noise was replayed through a Genelec 1032B loudspeaker
positioned approximately 1.5 meters from the array to produce a level of 74 dBSPL at
the array when measured with an NTI AL1 acoustic analyser. The input gain on the
Presonus DigiMax FS interface was adjusted so that the metered input level on the
laptop was the same for each microphone, ±1 dB. Input gains were adjusted for each
source to ensure that the preamplifier did not clip, but all microphones were adjusted
equally for each source.
4.1.4.1 MEMS Microphones
The two MEMS microphones, Wolfson WM7131 and Knowles SPU0410HR5H, were
supplied by Cirrus Logic and were surface mounted. The microphones were powered
by a BSI PSM 3/2A variable power supply, supplying each microphone with 2.7 V.
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Figure 4.3: Layout of the recorded microphones. (a) AKG C12, (b) AKG C414 B-XLS, (c)
DPA 4006-TL, (d) Electrovoice RE20, (e) Shure SM58, (f), Coles 4038, (g) Wolfson
WM7131, (h) Knowles SPU0410HR5H, (i) AKG C451, and (j) sE 2200a.
The MEMS microphones had a very high output impedance and could not be
recorded with the microphone preamplifiers in the Presonus DigiMax FS. Instead, a
quarter-inch TS jack connection was used to record the output via the instrument
inputs of the Presonus DigiMax FS. The difference in preamplifier between the MEMS
microphones and the studio microphones was considered to be negligible compared to
the microphone-related differences.
4.1.4.2 Stimulus Handling
Prior to the listening test, stimuli were perceptually loudness matched to a comfortable
listening level.
To find a comfortable listening level, a listening test was conducted with six
participants. Stimuli were reproduced with a set a Senheisser HD650 headphones
through a Focusrite VRM box, with the VRM feature disabled, and the volume set
on maximum. On each test page, listeners were presented with the normalised signal
recorded from the DPA 4006 microphone, selected arbitrarily, for a single programme
item. Listeners were instructed to alter the level of the stimulus on each page to a
comfortable listening level for a listening test of 30 minutes using a slider that adjusted
the digital level from -100 dBFS to 0 dBFS in 0.25dB increments.
Results of the comfortable listening level for each programme item were averaged across
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all six participants. For each programme item, the mean comfortable listening level gain
was applied to each of the recorded signals from all microphones under test.
To remove any loudness deviations between the stimuli, a loudness matching listening
test was then conducted with five participants. Each listening test page comprised of
a reference, the DPA 4006 recorded signal adjusted to the comfortable listening level,
and nine stimuli, the nine remaining stimuli per programme item. The gain of each of
the stimuli under test was allowed to be altered ±10 dB. Listeners were instructed to
adjust the level of each of the nine stimuli under test to the same perceived loudness
as the reference stimulus.
Results from this loudness matching experiment were averaged, in dB, across all five
participants. These averaged gains were then applied to each stimulus, removing any
loudness deviations per programme item.
4.1.5 Phase 1 summary
Phase 1 selected appropriate microphones and sources to be used in an elicitation ex-
periment in order to identify the perceptual attributes that differ between microphones.
From a list of commonly used studio microphones, microphones were selected that
represented the extremes of several objective parameters. This resulted in a selection
of eight studio microphones. This list of eight microphones was presented to audio
engineers and asked if they felt that any perceptual characteristics that differ between
microphones were not accounted for by the microphones on the list and, if they did,
to suggest additional microphones to illustrate these characteristics. All five engineers
responded that the list exemplified all relevant perceptual differences.
Two MEMS microphones were selected that had the highest and lowest perceived basic
audio quality in a subjective listening test [Pearce, 2012].
Sources were selected based on the same objective differences that were expected
between the microphones. This resulted in five sources of double bass, drums, acoustic
guitar, string quartet, and trumpet.
Recordings were made using a 150 mm multi-microphone array in an ITU-R BS 1116
compliant listening room. Recordings were then perceptually loudness matched, using
a method-of-adjustment listening test, to a comfortable listening level.
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4.2 Phase 2 — Multidimensional scaling
With suitable stimuli created in Phase 1, Phase 2 aims to identify stimulus pairs that are
expected to exemplify each of the most prominent perceptual differences. These stimuli
were identified from an indirect elicitation experiment: conducting multidimensional
scaling (MDS) analysis to find: (i) for each programme item, the number of salient
dimensions across which the ten recordings differed; and (ii) for each dimension within
each programme item, a pair of stimuli exhibiting a large difference.
In order to perform MDS analysis, judgements of the perceived distances between
the stimuli must be made. MDS analysis can be conducted with either similarity or
preference responses; however, since this experiment is designed to reveal the perceptual
differences between microphones, similarity will be tested rather than preference. If a
preference test was to be conducted, several of these perceptual differences may not be
revealed.
There are two main methods of obtaining similarity ratings for an MDS analysis:
metric and nonmetric. Metric similarity data is obtained by having subjects ascribe
a numerical value to the perceived similarity of two stimuli, usually conducted with a
paired comparison test, as used by Neher et al. [2006]. It was argued by Hall [2001] that
when making metric measures of similarity, subjects may use different ratings scales,
or be inconsistent in their ratings.
Nonmetric ratings of similarity can be obtained in a triadic test, where subjects are
presented three stimuli and asked to judge which pair of stimuli is the most similar,
and which pair is the most different [Hall, 2001]. Nonmetric analysis can be also be
conducted by rank ordering the perceived similarity of each pair of stimuli [Hair et al.,
2010].
Prior to conducting a similarity experiment, it must be decided if metric or nonmetric
ratings of similarity are more appropriate for this project.
4.2.1 Selection of appropriate test method
This section will compare the paired comparison and triadic testing methods of
collecting similarity data, identifying which of these methodologies is most suitable
for obtaining similarity data for this project.
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4.2.1.1 Paired comparison testing
In a paired comparison test, two stimuli are presented and the subject can audition and
compare each stimulus. The subject rates the perceptual similarity on a continuous
scale of “perceptually identical” to “completely different”. The definition of the
completely different is left to the discretion of the subject.
As discussed by Hall [2001], testing of this method can lead to subjects using the scales
differently. Subjects may also change decision criteria partway through a test resulting
in inconsistent or noisy data. In order to try and reduce this effect, subjects undergo
a familiarisation task. In this familiarisation task, listeners are allowed to listen to the
full range of stimuli. Once a subject feels comfortable with the full range of stimuli,
they are allowed to complete the similarity rating task. However, this does not fully
remove the possibility that subjects may forget the endpoints of the scales or that
decision criteria may change, but is recommended for achieving consistent and reliable
results in listening tests [ITU-R 1534-1, 2003].
Previous experiments have been conducted that have attempted to remove this problem
by presenting listeners with all stimulus pairs simultaneously [Brookes and Williams,
2010; Williams, 2010]. This allows listeners to return to previous comparisons to either
amend results or to check the similarity of previously rated pairs.
Since all stimuli are presented in pairs, the total number of comparisons is
(
N
2
)
, where
N is the number of stimuli to be compared. To compare the ten microphones selected,
45 comparisons will be required.
4.2.1.2 Triadic testing
In triadic testing, subjects are presented with three stimuli simultaneously. Subjects are
then asked to rate which pair is the most similar, and which pair is the most different.
The pair of stimuli that are rated as most similar are ascribed a numerical value of
two, the most different pair are given a score of zero, and the remaining pair are given
a score of one. From these results, a similarity matrix can be created.
Due to subjects only having to make nonmetric judgements of the most and least similar
pairs, noise in the data can be reduced. Each comparison to be made can be considered
as standalone. Subjects are not required to remember how they are using the rating
scale which can lead to noise in the data. This reduces the need for familiarisation
and can be useful in breaking the potentially long listening test up into shorter tests.
However, familiarisation is still recommended, as this allows listeners the opportunity
to become familiar with the factors they consider to be changing between the stimuli.
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In a triadic test, all possible permutations of three stimuli need to be presented to
the subjects. The number of comparisons can be calculated with
(
N
3
)
, where N is
the number of stimuli to be compared. To compare stimuli recorded with the ten
microphones selected, this equates to 120 comparisons required.
4.2.1.3 Subjective comparison of paired and triadic testing
An informal pilot study was conducted on several participants in the IoSR. Subjects
were asked to perform both a paired comparison task and triadic testing task. Informal
discussions were had with the participants after conducting the tests regarding their
experiences during the tests. Participants commented that they found the triadic
test more difficult to complete due to a combination of comparing three stimuli
simultaneously, not being able to say if all stimuli were identical, and the increased
number of comparisons to be performed.
4.2.1.4 Discussion
Although the triadic testing method offers some advantages in terms of reduced
familiarisation and may reduce the noise within the data, the increased number of
comparisons required was considered to make the triadic testing method less suitable.
Any time saved in the familiarisation stages would be negated by the increased number
of test pages to be completed. This, combined with the listener feedback from the pilot
comparison of the testing methods suggests that the paired comparison testing method
is more suitable, and therefore will be used for this series of experiments.
As discussed in Section 4.2.1.1, to help reduce noise within the data, a paired
comparison methodology similar to the experiments of Brookes and Williams [2010];
Williams [2010] was conducted. All pairs of stimuli were presented to the subjects
simultaneously, allowing for subjects to complete the test in any order and also to
return and re-rate any previous comparison.
4.2.2 Listening tests
Each test comprised of a single programme item, with participants completing all five
programme item tests. Each test took approximately 20 minutes to complete. Subjects
were not allowed to complete more than two tests in a row without at least an hour
break in between tests.
Prior to completing each full listening test, subjects underwent a familiarisation stage.
This familiarisation was split into two steps: familiarisation with the range of stimuli,
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and familiarisation with the task and test interface. Prior to any familiarisation, the
full task of rating similarity was explained to each subject.
4.2.2.1 Stimulus familiarisation
To familiarise subjects with the full range of stimuli, subjects were presented with
the interface shown in Figure 4.4. Each button played the stimuli recorded with one
of the microphones. The presentation of these stimuli were randomised between all
participants. Subjects were advised to consider the similarity of the stimuli during this
phase.
Figure 4.4: Stimulus familiarisation test interface prior to the main paired similarity test.
Once the listeners felt comfortable with the range of stimuli, they were instructed to
click on the “To task training" button.
4.2.2.2 Task training
The task training interface is shown in Figure 4.5. Six random stimulus pairs were
selected for the task training stage and could be re-randomised at any time. Subjects
were asked to complete the task of rating the similarity of pairs of stimuli as many times
as they deemed necessary until they understood the operation of the test interface.
Subjects were also allowed to return to the stimuli familiarisation interface at any
point.
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Figure 4.5: Task training test interface prior to the main paired similarity test.
4.2.2.3 Test interface
The main test interface is shown in Figure 4.6. Participants were asked to rate the
perceived similarity of each pair of stimuli using the scale on the left of the screen.
Ratings of 0 indicated that the stimuli were the least similar, and a rating of 100
indicates that the stimuli were most similar.
On average it took participants about 25 minutes to complete the test. This length
of test is thought not to cause significant listener fatigue [Bech and Zacharov, 2006].
The majority of participants did not complete more than one hour of listening tests on
the same day, except for subject 4 who, due to time restraints, completed one hour of
listening tests in the morning and another hour in the afternoon, with a 4 hour break
between. The long break between listening tests was thought to reduce the fatigue
effect enough to not affect the results significantly.
4.2.3 Statistical analysis
MDS analysis attempts to map the proximities from a given dataset, p, to the distances,
d, between stimuli in an m dimensional space, X [Borg and Groenen, 2005]. For the
data obtained from the listening test, the proximities were 100 minus the similarity
scores.
In an MDS ideal solution, the distances between all of the stimuli in the dimensional
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Figure 4.6: MDS test interface.
space would equal the proximities from the dataset. However, empirically collected
proximities will always contain noise so an exact fit is not always desirable [Borg and
Groenen, 2005]. Therefore, it has been suggested that the distances in the MDS solution
should almost be the same as the proximities from the dataset.
To understand how well the MDS solution maps the proximities, the stress metric is
often used. The stress measure is the squared error between all pairs of stimuli in
the MDS solution compared to the proximities given in the dataset [Borg and Groenen,
2005]. There are several different stress measures used the describe how well the solution
maps to the dataset such as the S-Stress or Normalised Raw Stress.
The statistical software package SPSS version 20 offers two MDS algorithms, ALSCAL
and PROXSCAL. It has been suggested that ALSCAL is less suitable than PROXSCAL
for this type of analysis [Williams, 2010; Ramsay, 1977]. Therefore, the PROXSCAL
algorithm was used for analysis.
4.2.3.1 INDSCAL analysis
Within the PROXSCAL model, several different types of MDS analyses are allowed. For
this analysis the weighted Euclidian model was selected. This performs an INDSCAL
(INdividual Difference SCALing) analysis [Carroll and Chang, 1970]. INDSCAL
analysis accounts for each subject’s differences when making judgements. Each
subject’s proximity data undergoes procrustes analysis, being rotated and scaled in
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order to best match a group consensus. The results of an INDSCAL analysis not only
allows for the plotting of each of the stimuli’s position in the multidimensional space,
but also a subject space, showing the weighting each subject applied to each of the
dimensions in the group space.
One benefit of the INDSCAL model is that each subject’s responses can be weighted
differently. The subject space can also be examined to see if any of the subjects were
rating each dimension differently compared with the majority of participants, or if a
subject applies little weight to a specific dimension. This will allow for the removal
of any subjects who are insensitive to certain dimensions, or drastically differ in their
responses to the group.
4.2.3.2 Data transformation
When determining an MDS solution, it is not always desirable to map the exact
proximities of the dataset to the distances in the MDS solution. MDS analysis
algorithms offer various transformations to the proximity data. It is the transformed
proximities that are used to generate the MDS solution.
In the PROXSCAL algorithm in SPSS, the transformations available are ratio, interval,
ordinal, and Spline [IBM, 2012]. The ratio transformation ensures that the ratios
between the proximities remain the same. The interval transformation is a linear
transformation of the proximities in the form
pij → a+ b · pij (4.1)
where a and b can be any values given that all proximities are positive [Borg and
Groenen, 2005]. In the PROXSCAL model, a and b are calculated in a linear regression
such that both a and b are nonnegative [IBM, 2012].
The ordinal option provides a “weighted monotone regression" [IBM, 2012]. This means
that the rank order of the proximities is mapped in the MDS solution. This tries to
ensure that
if pij < pkl, then dij(X) < dkl(X) (4.2)
[Borg and Groenen, 2005].
The Spline transformation can be considered as a “sum of polynomials of pij“ [Borg and
Groenen, 2005]. It is beyond the scope of this paper to discuss the details of finding
these polynomial transformations, but more information can be found in the works of
IBM [2012] and Borg and Groenen [2005].
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4.2.3.3 Variance explained
One metric that has been previously used to judge the goodness of fit of an MDS
solution is the correlation between the transformed proximities and the distances in
the MDS model. The correlation between these two values is usually calculated as the
linear R2, sometimes called R-SQ in MDS analysis [Williams, 2010; Neher et al., 2006].
It is expected that as the dimensionality of the solution is increased, the variance
accounted for should also increase. This increasing R2 with dimensionality has been
previously used as one method of finding the number of significant dimensions for the
solution [Neher et al., 2006; Martens and Zacharov, 2000]. However, in these papers it
was not explained which transformations were applied.
It has been suggested that using an ordinal transformation can provide more accurate
results when calculating an MDS solution with subjectively gathered data, since it is
generally the rank order of the stimuli which is of importance [Borg and Groenen, 2005].
However, it has also been shown that the use of the ordinal transformation can produce
a degenerate solution under certain conditions [Borg and Groenen, 2005].
To test which transformation is the most suitable for this data, the subjectively collected
data for microphone (dis)similarities with the guitar programme item was analysed with
the ratio, interval, and ordinal transformations. The R2 value for each dimension is
shown in Figure 4.7.
0	
0.1	
0.2	
0.3	
0.4	
0.5	
0.6	
0.7	
0.8	
0.9	
0	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	
R2
	
Number	of	Dimensions	
Ra/o	
Interval	
Ordinal	
Figure 4.7: Correlation (R2) between transformed proximities and distances in the MDS
solution with the results from the guitar programme item for various transformation methods.
As can be seen from Figure 4.7, the correlation with the interval and ordinal trans-
formations result can decrease as the dimensionality is increased. However, with the
ratio transformation, the correlation is monotonically increasing with dimensionality.
Therefore, more of the variance in data is being explained by the MDS solution. The
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MDS analysis will be conducted using the ratio transformation.
4.2.4 Dimensionality of the solution
Determining the dimensionality of the solution is an important step in the MDS
procedure. As described in the introduction to this section, the stress metric is often
used to describe how well an MDS solution approximates the given dataset. Increasing
the dimensionality of the solution generally reduces the stress of the solution [Borg and
Groenen, 2005]. However, with more dimensions the solution may be modelling noise
in the data. Therefore it is generally recommended that a scree plot is generated of
dimensionality against stress.
By examining this scree plot, a rule of thumb often used in finding the number of
significant dimensions is to find the "knee", the point at which adding additional
dimensions does not offer more explanation of the data Borg and Groenen [2005];
Neher et al. [2006]. With empirically collected data, the stress should decrease with
increasing dimensionality which can often lead to a poorly defined knee [Kruscal and
Wish, 1978; Borg and Groenen, 2005].
Alternatively, Kruskal [1964] recommends the following benchmarks for stress: 0.2 =
poor; 0.1 = fair; 0.05 = good; 0.025 excellent; 0.00 perfect. However, if the dataset has
high levels of error, then the final MDS solution may never have a stress of lower than
0.2 [Borg and Groenen, 2005]. This should be taken into account when determining
the dimensionality for this dataset.
From the work of Kruscal and Wish [1978], it has been suggested that instead
subjectively finding the knee of an scree plot, a more quantifiable indicator of suitable
dimensionality is a stress value of less than 0.1. A stress value of less than 0.1 indicates
an MDS solution with a good fit [Williams, 2010; Kruscal and Wish, 1978]. This metric
has been used in previous MDS studies to determine dimensionality [Williams, 2010;
Neher et al., 2006].
As discussed in Section 4.2.3.3, the correlation between the transformed proximities
and the distances in the MDS model can be used as a measure of the variance in the
data explained by the MDS model [Martens and Zacharov, 2000; Neher et al., 2006].
The correlation (R2) has been previously used in conjunction with the stress metric
in order determine the number of significant dimensions [Williams, 2010; Neher et al.,
2006].
A procedure for determining the number of significant dimensions was proposed by
Williams [2010] was adapted from the work of Neher et al. [2006]. This procedure
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includes both the stress and variance accounted for methods. The method is an iterative
solution, adding more dimensions until the S-Stress metric is below 0.1 in order show
that the model has a good level of fit. However, in the PROXSCAL algorithm it is the
Normalised Raw Stress which is minimised, not the the S-Stress. It is recommended
that the measure of stress minimised by the MDS algorithm be compared against this
0.1 criterion [Kruscal and Wish, 1978]. Therefore, the Normalised Raw Stress will be
examined.
Once a dimensionality has been found where the normalised raw stress is below 0.1,
additional dimensions will be added to see if the correlation (R2) increases by at least
0.05 for each additional dimension. The number of dimensions where the R2 does not
increase by at least 0.05 when adding an additional dimension can be considered the
significant number of dimensions. This method is summarised by the flow chart shown
in Figure 4.8.
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Figure 4.8: Flow chart for finding the significant number of dimensions for an MDS solution,
adapted from Neher et al. [2006] and Williams [2010].
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4.2.4.1 Maximum number of dimensions
The maximum possible number of dimensions available from an MDS analysis is N−1,
where N is the total number of comparisons. However, it has been suggested, as a rule
of thumb, that there should be at least four times as many stimuli than the number of
perceptual dimensions desired [Hair et al., 2010]. Using this rule, with the ten stimuli
under test in this experiment the maximum number of stable dimensions is two.
However, it is also suggested that this criterion of four times the number of dimensions
can be broken provided a check is made for a degenerate solution. A degenerate solution
is produced when the loss function, which reduces the stress of the MDS solution, causes
a reduction in stress irrespective of the relationship between proximities in the dataset
and distances in the model [Borg and Groenen, 2005]. Degenerate solutions mainly
occur with ordinal MDS; thus the chance of a degenerate solution when using ratio
MDS is reduced. In a degenerate solution, often the distances between the data are
equal, or nearly equal, and thus the data lie on a circle [Takane, 2007]. Therefore,
the criterion limiting the analysis to two dimensions will be broken since ratio MDS is
being used, and solutions will be analysed to see if points lie on a circle.
4.2.5 Dimensionality analysis
Nine experienced listeners participated in the similarity listening test. This number
is fewer than used in other MDS experiments, ten and fourteen used by Martens and
Zacharov [2000] and Neher et al. [2006] respectively. However, this is not considered
to be an issue for this experiment as it is a similar number of listeners to the ten used
by Neher et al. [2006]. Having fewer listeners may cause more noise within the data.
The effect of any additional noise is expected to produce a lower correlation in the
final solution rather than affecting the overall dimensionality or structure of the MDS
solution.
4.2.5.1 Bass analysis
A scree plot of the dimensionality against Normalised Raw Stress for the bass
programme item is shown in Figure 4.9 along with the 0.1 criterion as a darker line.
From Figure 4.9, it can be seen that the Normalised Raw Stress is less than the 0.1
criterion with a three-dimensional solution.
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Figure 4.9: A scree plot for the bass programme item showing dimensionality against
Normalised Raw Stress with the 0.1 decision criterion.
The correlation values and the R2 improvement for the bass programme item are shown
in Table 4.2. It is shown that when increasing the dimensionality from a three- to a
four-dimensional solution, the R2 improves by 0.035. This is less than the 0.05 criterion
and therefore only three dimensions are significant.
Dimensionality R2 R2 Improvement
1 0.468 0.039
2 0.507 0.075
3 0.582 0.035
4 0.617 0.044
5 0.661 0.025
Table 4.2: Table of correlation (R2) and correlation improvement with increasing number of
dimensions for the bass programme item.
4.2.5.2 Drums analysis
The scree plot showing dimensionality against the Normalised Raw Stress for the drums
programme item is shown in Figure 4.10. From this graph, it can be seen that a
two-dimensional solution gives a Normalised Raw Stress of less than 0.1.
Table 4.3 shows the correlation (R2) for each dimension and the correlation improve-
ment when increasing the dimensionality for the drums program. It can be seen from
this table that increasing from a two- to a three-dimensional solution increases the
correlation by 0.047, less than the 0.05 criterion. Therefore there are two significant
dimensions for the drums programme item.
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Figure 4.10: A scree plot for the drums programme item showing dimensionality against
Normalised Raw Stress with the 0.1 decision criterion.
Dimensionality R2 R2 Improvement
1 0.454 0.080
2 0.534 0.047
3 0.581 0.042
Table 4.3: Table of correlation (R2) and correlation improvement with increasing number of
dimensions for the drums programme item.
4.2.5.3 Guitar analysis
A scree plot of dimensionality against Normalised Raw Stress for the guitar programme
item is shown in Figure 4.11. This plot also shows the 0.1 criterion for deciding upon
the dimensionality of the solution. As can be seen from Figure 4.11, a three-dimensional
solution meets the 0.1 stress criterion.
Table 4.4 shows the correlation (R2) between the distances in the MDS model and
the transformed proximities averaged over each subject. The table also shows the
improvement to the R2 when increasing the dimensionality by one. It can be seen from
this table that increasing from a three- to a four-dimensional solution only increases
the R2 by 0.045, less than the 0.05 criterion. Therefore, the guitar programme item
has three significant dimensions.
4.2.5.4 Strings analysis
A scree plot of the dimensionality against Normalised Raw Stress is shown in
Figure 4.12, with the 0.1 criterion. As can be seen from this plot, a three-dimensional
solution gives a Normalised Raw Stress of less than 0.1. However, when increasing
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Figure 4.11: A scree plot for the guitar programme item showing dimensionality against
Normalised Raw Stress with the 0.1 decision criterion.
Dimensionality R2 R2 Improvement
1 0.323 0.043
2 0.366 0.060
3 0.426 0.045
4 0.471 0.037
Table 4.4: Table of correlation (R2) and correlation improvement with increasing number of
dimensions for the guitar programme item.
from a three- to a four-dimensional solution, as shown in Table 4.5, it can be seen
that the correlation (R2) improvement is 0.057. This is greater than the 0.05 criterion
and therefore a four-dimensional solution must be accepted. The improvement when
increasing from a four- to a five-dimensional solution improves the R2 by 0.049, less than
the 0.05 criterion. Therefore, the strings programme item has four salient dimensions.
Dimensionality R2 R2 Improvement
1 0.323 0.029
2 0.352 0.086
3 0.438 0.057
4 0.495 0.049
5 0.544 0.038
Table 4.5: Table of correlation (R2) and correlation improvement with increasing number of
dimensions for the strings programme item.
4.2.5.5 Trumpet analysis
The scree plot showing dimensionality against the Normalised Raw Stress for the
trumpet programme item is shown in Figure 4.13. From this graph, it can be seen
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Figure 4.12: A scree plot for the strings programme item showing dimensionality against
Normalised Raw Stress with the 0.1 decision criterion.
that a four-dimensional solution gives a Normalised Raw Stress of less than 0.1.
0	
0.05	
0.1	
0.15	
0.2	
0.25	
0	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	
No
rm
al
is
ed
 R
aw
 S
tre
ss
!
Number of Dimensions!
Figure 4.13: A scree plot for the trumpet programme item showing dimensionality against
Normalised Raw Stress with the 0.1 decision criterion.
Table 4.6 shows the correlation (R2) for each dimension, and the correlation im-
provement when increasing the dimensionality. From this table, it can be seen that
increasing the dimensionality of the solution from a four- to a five-dimensional solution,
the correlation improves by 0.05. This is equal to the criterion so a five-dimensional
solution will be allowed. When increasing from a five- to a six-dimensional solution, the
correlation improves by 0.029, less than the 0.05 criterion. Therefore a five-dimensional
solution will be used for the trumpet programme item.
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Dimensionality R2 R2 Improvement
1 0.301 0.034
2 0.335 0.054
3 0.389 0.052
4 0.441 0.050
5 0.491 0.029
6 0.520 0.058
Table 4.6: Table of correlation (R2) and correlation improvement with increasing number of
dimensions for the trumpet programme item.
4.2.5.6 Dimensionality summary
This section has analysed the subjective ratings of similarity in order to find the number
of salient dimensions for each programme item. This analysis was conducted following
the flowchart shown in Figure 4.8. Table 4.7 shows the number of significant dimensions
found for each programme item.
Programme item Dimensionality
Guitar 3
Strings 4
Bass 3
Drums 2
Trumpet 5
Table 4.7: Summary of the number of significant dimensions for each programme item.
4.2.6 Group space and selection of microphone pairs
With the number of salient dimensions for each programme item now found, group space
plots were created for each programme item. Microphones that are perceived as being
similar in a given dimension are located close together, and microphones perceived as
being different are located far apart. Each of these plots were examined for degeneracy
as discussed in Section 4.2.4.1.
From these group plots, microphone pairs were selected that were expected to exhibit
large differences across each of the significant perceptual dimensions. These pairs are
what is to be used in the following elicitation experiment in an attempt to label each
of the perceptual dimensions.
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The MDS algorithm arranges the stimuli in an m dimensional space that best fits the
similarity data. To reduce the number of paired comparisons required for a direct
elicitation experiment, microphone pairs were selected that were considered to differ
significantly for each perceptual dimension. This was done by selecting m microphone
pairs such that:
1. the two microphones in each pair are as far apart as possible; and
2. for each microphone pair, the line joining the two microphones is approximately
orthogonal to the lines joining every other pair of microphones.
The axes within the MDS solutions hold no perceptual relevance and can be rotated
around the origin without affecting the group space.
4.2.6.1 Bass group space
As discussed in Section 4.2.5.1, three salient dimensions were found for the bass
programme item. Figure 4.14 shows each microphone’s position within a three-
dimensional group space. From this group space it can be seen that the microphones
are positioned throughout the space. This indicates that the solution is not degenerate.
Selected microphone pairs are circled and a line drawn between them to show the
orthogonality of the selected pairs. The selected microphone pairs are summarised in
Table 4.8.
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Figure 4.14: Group space for the bass programme item. Circled microphones represent the
selected microphone pairs.
Dimension Microphone 1 Microphone 2
Dimension 1 SM58 Knowles
Dimension 2 4006 WM7131
Dimension 3 C12 4038
Table 4.8: Microphone pairs which lie at the endpoints of the axes for a three-dimensional
solution with the bass programme item.
4.2.6.2 Drums group space
As discussed in Section 4.2.5.2, two salient dimensions were found for the drums
programme item. Figure 4.15 shows each microphone’s position within the two-
dimensional space. As with previous programme item, the selected microphone pairs
are circled and lines drawn between each pair. These microphone pairs are summarised
Chapter 4. Eliciting the perceived differences between microphones | 116
Perceived differences between microphones
in Table 4.9.
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Figure 4.15: Group space for the drums programme item. Circled microphones represent the
selected microphone pairs.
Dimension Microphone 1 Microphone 2
Dimension 1 4006 RE20
Dimension 2 SM58 Knowles
Table 4.9: Microphone pairs which lie at the endpoints of the axes for a two-dimensional
solution with the drums programme item.
4.2.6.3 Guitar group space
As discussed in Section 4.2.5.3, there are three salient dimensions for the guitar
programme item. Figure 4.16 shows a three-dimensional group space for the guitar
programme item. Visual inspection of the group space shows that stimuli are positioned
throughout each dimensions and not in a circular fashion. This indicates that the
solution is not degenerate.
Selected microphone pairs are circled and a line drawn between them. These selected
microphones are summarised in Table 4.10.
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Figure 4.16: Group space for the guitar programme item. Circled microphones represent the
selected microphones.
Dimension Microphone 1 Microphone 2
Dimension 1 C12 Knowles
Dimension 2 SM58 WM7131
Dimension 3 4038 sE2200
Table 4.10: Microphone pairs which lie at the endpoints of the axes for a three-dimensional
solution with the guitar programme item.
4.2.6.4 Strings group space
As discussed in Section 4.2.5.4, the strings programme item has four salient dimensions.
The position of each microphone within each pair of dimensions is shown in Figure 4.17.
Visual inspection of the group space shows that the stimuli are positioned throughout
each dimension and are not in a circular arrangement, implying that the solution is not
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degenerate.
As with the guitar group space, the selected microphone pairs are circled and a line
drawn between them. These microphones are summarised in Table 4.11.
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Figure 4.17: Group space for the strings programme item. Circled microphones represent the
selected microphones.
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Dimension Microphone 1 Microphone 2
Dimension 1 sE2200a Knowles
Dimension 2 4006 RE20
Dimension 3 414 WM7131
Dimension 4 C451 4038
Table 4.11: Microphone pairs which lie at the endpoints of the axes for a four-dimensional
solution with the strings programme item.
4.2.6.5 Trumpet group space
As discussed in Section 4.2.5.5, five salient dimensions were identified for the trumpet
programme item. Figure 4.18 shows each microphone’s position when comparing each
of the five dimensions with each other. Visual inspection of the group spaces shows
that stimuli are positioned equally throughout each dimension and not in a circular
fashion, indicating the the solution is not degenerate.
As with previous programme items, the selected microphone pairs are circled and a line
drawn between each pair. The selected microphone pairs are summarised in Table 4.12.
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Figure 4.18: Group space for the trumpet programme item. Circled microphones represent the
selected microphones.
Dimension Microphone 1 Microphone 2
Dimension 1 C451 Knowles
Dimension 2 C12 RE20
Dimension 3 sE2200 4038
Dimension 4 4006 SM58
Dimension 5 C12 WM7131
Table 4.12: Microphone pairs which lie at the endpoints of the axes for a five-dimensional
solution with the trumpet programme item.
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4.2.7 Phase 2 summary
Phase 2 of this series of experiments has identified stimulus pairs that are expected to
differ across the main perceptual dimensions. A pair-wise similarity experiment was
conducted for each of the five programme items on the ten microphones. This resulted
in 45 paired comparisons for each programme item, asking subjects to rate the perceived
similarity of each pair.
Multidimensional scaling on the results of nine subjects was conducted to find the
number of salient dimensions for each programme item. The number of salient
dimensions for each programme item is shown in Table 4.7. For each programme item,
the group space was plotted for the salient number of dimensions. Visual inspection of
these group plots showed that none of the solutions were degenerate.
Group spaces were examined for each programme item and microphone pairs were
selected that were expected to exhibit large differences in each of the perceptual
dimensions. The microphone pairs were selected for each dimension so that:
1. the two microphones in each pair are as far apart as possible; and
2. for each microphone pair, the line joining the two microphones is approximately
orthogonal to the lines joining every other pair of microphones.
From this examination, 17 pairs of microphones were selected. These are summarised in
Table 4.13. These microphone pairs will be taken forward for use in a direct elicitation,
where each of the dimensions found from the MDS solution will attempt to be labelled.
Bass Drums Guitar Strings Trumpet
Mic 1 Mic 2 Mic 1 Mic 2 Mic 1 Mic 2 Mic 1 Mic 2 Mic 1 Mic 2
SM58 Knowles 4006 RE20 C12 Knowles sE2200 Knowles 451 Knowles
4006 WM7131 SM58 Knowles SM58 WM7131 4006 RE20 C12 RE20
C12 4038 - - 4038 sE2200 414 WM7131 sE2200 4038
- - - - - - 451 4038 4006 SM58
- - - - - - - - C12 WM7131
Table 4.13: Summary of the microphones selected for use in the elicitation experiment.
4.3 Phase 3 — Direct attribute elicitation
With seventeen stimulus pairs identified that represent the main perceptual differences
between microphones, phase 3 aims to identify the verbal descriptors that are used
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to describe the perceptual differences between these stimulus pairs. These descriptors
were identified with a direct elicitation experiment. The elicitation methodology was
based around the Free Choice Profiling (FCP) method.
In FCP, subjects are free to use as many descriptors as required in order to describe the
differences between stimuli [Neher et al., 2006]. In order to minimise bias in this FCP
elicitation experiment, subjects were not given any information about what is different
between the stimuli in each pair. If the subjects were aware that they are reporting the
differences between microphones, there is a potential that they may report terms that
describe their preconceptions of the differences between microphones. For example,
subjects may believe that the detail of a microphone is important when deciding on a
microphone for a given task. Subjects might then report the term detail even if they
cannot perceive the detail as changing between the two stimuli presented.
4.3.1 Pilot experiment
A pilot experiment was conducted with subjects who were familiar with the research
project in order to see if any unexpected problems may arise during the main elicitation
experiment. From this pilot elicitation, the number of verbal descriptors given by each
of the four subjects varied greatly, with one subject stating that the perceived difference
between one pair of stimuli was “none”. After discussions with other researchers
conducting elicitation experiments, it was discovered that the lack of responses from a
few participants is common occurrence and should not be considered a problem [Tham,
2014].
4.3.2 Listening test
Fifteen final year students on the Tonmeister course participated in this experiment,
none of which had participated in any previous experiments and had no familiarity with
the research project. These were all considered to be trained listeners, having completed
a taught module in technical listening as part of their studies and having previously
participated in several listening tests. It was assumed that untrained listeners would
be less proficient at verbalising perceived differences between the two stimuli.
The listening test interface is shown in Figure 4.19. The presentation of each pair of
stimuli, and the distribution of stimuli between the A and B buttons was randomised
for each listener. The test was conducted on Sennheiser HD650 headphones with a
Focusrite VRM box, with the VRM disabled. This is the same setup used for the phase
2 MDS experiment.
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Figure 4.19: Example of the MaxMSP interface for the Phase 2 direct elicitation experiment.
Subjects were asked to report words and/or phrases that describe the differences
between stimulus A and stimulus B. No specific examples or response formats were
given to subjects prior to performing the test in accordance with the free choice profiling
(FCP) methodology [Neher et al., 2006].
4.3.3 Results
From this elicitation experiment, the fifteen subjects reported 768 terms to describe
the differences across all seventeen pairs of stimuli. As expected, some subjects were
more verbose in reporting the differences between the stimuli. Only one subject
was particularly undescriptive in reporting the differences, providing only seventeen
differences, one for each stimulus pair.
A full list of elicited terms for each stimulus pair can be found in Appendix B.
4.3.4 Phase 3 summary
Phase 3 identified a series of verbal descriptors that can be used to describe the
differences between the seventeen stimulus pairs. A direct elicitation experiment was
conducted on the seventeen stimulus pairs selected from phase 2. The elicitation
experiment was conducted based on the FCP methodology, where each subject was
allowed to report any terms or phrases to describe the differences between each pair of
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stimuli.
Fifteen trained listeners participated in this elicitation experiment, producing a total
of 768 terms to describe the differences. These terms will be carried forward to use in
phase 4.
4.4 Phase 4 — Attribute agreement and reduction
The aim of phase 4 is to identify and remove any redundancy in the list of terms
elicited in phase 3. Many of the elicited terms from phase 3 may refer to the same
perceptual difference, both across each stimulus pair and across subjects. Therefore,
redundancy can be removed by grouping together the elicited terms that refer to the
same perceptual difference. This difference can then be given a label and description
that describes the perceptual attribute.
Verbal protocol analysis (VPA) and panel discussion methods have both been previously
used in audio elicitation research, by Neher et al. [2006] and Francombe [2014]
respectively, to group elicited terms together. VPA is an entire method for eliciting
verbal descriptors or workflow, where subjects speak aloud their thoughts in response
to a stimulus [Trickett and Trafton, 2007]. The verbal responses are then transcribed,
coded, and sorted based from the experimenter’s interpretation of the responses. This
can lead to experimenter bias when interpreting the results.
Panel discussions, on the other hand, do not add experimenter bias since the subjects
who elicited the terms sort the results [Zacharov and Koivuniemi, 2001]. During a
panel discussion, subjects are able to discuss each of the elicited terms and attempt
to understand the specific sensation that the elicited term refers to. Subjects may
have reported the same word or phase for several different stimulus pairs, but could be
referring to different perceptual attributes. Using the panel discussion method, subjects
will be able to express the underlying perceptual factor that each elicited term refers
to, removing experimenter bias. Because of this, panel discussions were considered to
be more appropriate for this project.
Once the terms have been grouped together, each group needs to be given a label and
a description of the perceptual factor that the group refers to. This will allow other
subjects who were not part of the phase 3 and 4 experiments to rate the same perceptual
attributes.
The panel discussions can be summarised as:
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1. group together elicited terms that refer to the same sensation;
2. decide upon an appropriate label for each group; and
3. define an appropriate description for each group.
4.4.1 Panel discussion sessions
The panel discussion was conducted over two sessions. The first session lasted two
hours, and the second session lasted four hours. All of the participants from the phase
3 elicitation experiment participated in both sessions. However, due to time constraints,
several participants had to leave the second session after two hours. Nine of the subjects
remained until the end of the session. This was not considered to significantly affect
the results since the majority of the subjects completed the full session, and discussions
could still be made between the remaining subjects.
During the discussions, a headphone splitter was used so that up to three participants
could listen to audio examples simultaneously. Audio was still replayed through a
Focusrite VRM box, with the VRM disabled, and all three sets of headphones were
Sennheiser HD650s. This was used by the participants when they were unsure what
the elicited term related to, or if the term could be interpreted differently depending
on the stimulus pair.
At the beginning of the first session, subjects were given the following instructions
verbally:
Thank you for participating in the second of this series of three experiments.
In the previous experiment you were all asked to report any terms or short
phrases that you felt described the differences for each of several stimulus
pairs. In this experiment, the first task is, where possible, to put the terms
into groups such that all the terms in a group refer to the same perceptual
attribute. Then, the task is to create a label and a definition for the perceptual
attribute represented by each group. We are looking for labels and definition
that could potentially be applied, in varying degrees, to all of the stimulus
pairs.
For the first task, you will be presented with each of the elicited terms from
the previous experiment, one at a time, written on cards. Your task, as
a group, is to decide, for each new term, whether it refers to the same
perceptual attribute as any of the previous terms, and to group it with those
if it does. For example, two elicited terms may be “A is stripier” and
“Stripiness”. These will most likely refer to the same perceptual attribute.
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Attributes that are opposites of the same perceptual scale, such as “louder”
and “quieter”, also refer to the same perceptual attribute and should be
grouped together.
Terms can be duplicated and put into as many groups as you like. Terms
may be discarded if you feel that they do not describe a difference between
stimuli.
If you feel it would be helpful then you can listen to the pair of stimuli
responsible for an elicited term. Just ask the experimenter if you wish to
listen to the stimuli.
After the grouping task had been completed, subjects were then given the following
instructions:
Now that the first task of grouping the elicited terms has been completed,
the second and third tasks of labelling and describing each group can be
completed.
We will go through the groups one at a time and decide upon a single term
or phrase that describes the perceptual attribute the groups refers to. The
label of the group can be any of the terms within the group, or a new term.
As a group, you will also be asked to come up with a definition for each
group. This definition should describe the perceptual attribute in a way that
you consider would allow for other listening test subjects to rate the same
perceptual attribute in other stimuli.
In this stage, you may listen to any pair of stimuli at any time if you feel
this will help you.
4.4.2 Results
The 768 elicited terms from phase 3 were sorted into 40 groups. Additionally, the
subjects decided to arrange the groups hierarchically, with parent groups made up of
sub-groups. For example, subjects created the group labeled as Spectral content as a
parent group, which is made up of the sub groups labeled warmth, roundness, and
tinny-ness. The hierarchy of the groups is shown in Figure 4.20.
All but two of the groups within the hierarchy were formed from a set of elicited
terms. During the hierarchical organisation stage, subjects created the parent groups
of Noise and Spatial attributes. These two group labels were not elicited in the previous
experiment stages, but the subjects found it useful to add them here, to be used as
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a parent group to link together several sub-groups, assisting in the structuring of the
hierarchy. These groups are marked in Figure 4.20 with an asterisk.
The agreed upon label and description for each of the groups is shown in Table 4.4.2.
A full breakdown of the elicited terms contained in each group is shown in Appendix C.
Table 4.14: Summary of the group labels and descriptions agreed upon from Phase 3.
Group
number
Label Tier Description
1 Quality
Tier 1
The basic audio quality.
2 Personal
preference
Subjective preference to one stimu-
lus over another.
3 Spectral con-
tent
Tier 2, subgroup of
Quality and Personal
Preference
Overall spectral content.
4 LF Content
Tier 3, subgroup of
Spectral content
Level of low frequency content.
5 MF Content Level of mid frequencies.
6 Brightness Level of HF content, from bright to
dull.
7 Ringing Tier 2, subgroup of
Quality and Personal
Preference
Resonance at a specific frequency.
8 Boominess
Tier 3, subgroup of
Ringing
Level of low frequency resonances.
9 Lower Mids Level of resonances in low mid
frequencies.
10 Honky A mid frequency resonance.
11 Nasal How nasal does the stimulus sound.
12 Reediness A reed-instrument like tonal quality,
e.g. oboe or clarinet.
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(continued)
Group
number
Label Tier Description
13 Piercing Level of high frequency resonance.
14 Tone Tier 2, subgroup of
Quality and Personal
Preference
Overall tonal quality.
15 Warmth Tier 3, subgroup of
Tone
A combination of body and harmon-
ics.
16 Body Tier 4, subgroup of
Warmth
Fullness of tone.
17 Harmonics Presence of overtones.
18 Roundness
Tier 3, subgroup of
Tone
Severity of the rolloff at high and
low frequency.
19 Tinny-ness Metallic sound.
20 Raspy A hoarse tonal quality.
21 Harshness The level of harshness in the signal,
how easy it would be to listen to for
long periods of time.
22 Noise Tier 2, Subgroup of
Quality and Personal
preference
Any unwanted noise added to the
signal.
23 Noise Level
Tier 3, subgroup of
Noise
The level of program independent
background noise.
24 Noise Spec-
trum
The frequency content of the pro-
gram independent noise.
25 Distortion Level of distortion added to the
signal.
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(continued)
Group
number
Label Tier Description
26 Recording
Noise
Extraneous noises from the process
of recording the instrument, e.g./
plosives.
27 Recording
environment
Extraneous noises from the record-
ing environment, e.g./ footsteps.
28 Instrument
Noise
Tier 2, these groups
are closely related
but do not fall
under another term.
Extraneous noises from the instru-
ment recorded, e.g./ string noise.
29 Realism How natural does the recording
sound.
30 Spatial
Attributes
Tier 2, subgroup of
Quality and Personal
Preference
Perceived location of the source
within the recording space, and the
interaction between the source and
recording environment.
31 Reverberation
Tier 3, subgroup of
Reverberation
Perceived level of reverberation.
32 Room Tim-
bre
Perceived timbre of the room, e.g.
boxy.
33 Source Dis-
tance Tier 3, subgroup of
Reverberation
Perceived distance of the source.
34 Image Width Width of the stereo image.
35 Loudness Tier 2, Subgroup of
Quality and Personal
preference
Perceived loudness of the stimulus.
36 Dynamic
Range Tier 3, subgroup of
Loudness
Level of compression.
37 Punchiness Speed of the attack.
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(continued)
Group
number
Label Tier Description
38 Clarity
Tier 2, Subgroup of
Quality and
Personal preference
Detail and intelligibility, from clear
to muddy.
39 Ensemble
balance
The level balance between specific
sources.
40 Perceived
Pitch
The relative pitch.
In addition to all the terms which were placed into the 40 groups, 13 elicited terms were
discarded by the listeners. The listeners’ reasoning for discarding each of these terms
was either that the term did not describe a difference between the stimuli or that the
term could not be labelled in any logical manner. The 13 discarded terms are shown
in Table 4.15.
A sounds more
classic
I cannot notice any
differences. A sounds jazzy
B sound more jazzy A sounds more jazzy B sounds more jazzy
Hard to tell! Disjointed
B gives the brass a
kind of higher
squelch whereas A
gives it a lower
squelch
detached
No Change in EQ of
instrument between
A and B
Instrument sounds
the same in both.
A sounds rockier.
Table 4.15: List of thirteen elicited terms discarded during the phase 4 grouping stage.
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Spectral content
LF content
MF content
Brightness
Ringing
Boominess
Lower mids
Honky
Nasal
Reediness
Piercing
Tone
Warmth
Body
Harmonics
Roundness
Tinny−ness
Raspy
Harshness
Noise level
Noise spectrum
Distortion
Recording noise
Recording environment
(Noise)*
Instrument noise
Realism
Reverberation
Room timbre
Source distance
Image width
(Spatial attributes)*
Dynamic range
Punchiness
Loudness
Clarity
Ensemble balance
Perceived pitch
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Figure 4.20: Hierarchical structure of the labelled groups. Groups denoted with an ’*’ were
created purely for the structuring of the hierarchy, and as such contain no elicited terms.
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4.4.3 Discussion
The hierarchy consists of ten groups whereas in the MDS solutions, from Section 4.2,
two to five salient dimensions were found per programme item. From inspection of
the data, there is no indication that any one group, or combination of groups, relates
to an individual dimension from the MDS solutions. Inspection of the data reveals
no obvious correlation between any particular perceptual attribute and any particular
MDS dimension. Between any pair of microphones, it appears that there are differences
in terms of the majority of the perceptual attributes shown in Figure 4.20.
Comparing the microphone descriptors and attributes highlighted by Hebrock et al.
[1996, 1997], as discussed in Section 1.1, against the attributes identified in this chapter,
it can be seen that there is little commonality; harshness, warmth and LF content being
the only shared attributes. It is notable, however, that of these attributes, the attribute
of warmth is considered a higher-level attribute in this study (i.e. it is split into a number
of sub-attributes).
It is also worth noting that some of Hebrock et al’s other attributes might in fact be
similar (or even equivalent) to some in the current study. A further panel discussion
such as that employed in Phase 4 might lead to, for example, extended high-end being
grouped with brightness, or detailed being grouped with clarity. It might even group
Hebrock et al’s dull and muffled and identify them each as being equivalent to a lack
of brightness. These possibilities underline the importance of Phase 4 to this research.
Even allowing for these potential similarities or equivalences, however, the current study
still identifies several additional attributes as being important. This confirms the value
of the use of a wide range of microphones and programme items and of the adopted
free elicitation approach.
4.4.4 Phase 4 summary
The aim of phase 4 was to reduce any redundancy in the elicited terms by grouping
together terms that relate to the same perceptual attribute. A panel discussion was
conducted with all fifteen subjects from the phase 3 elicitation experiment, presenting
each of the 768 elicited terms one at a time, asking subjects to group together terms
that relate to the same perceptual attribute. Subjects were then asked to provide a
label and description of each group.
The subjects organised the 768 elicited terms in to 40 unique groups. Additionally,
subjects organised the groups in a hierarchy. The groups of Quality and Personal
preference were at the top of the hierarchy, being a weighted sum of all 38 other groups.
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The hierarchy of the groups is shown in Figure 4.20 and the description for each labeled
groups is shown in Table 4.4.2.
4.5 Summary
This chapter has answered research question Q4: What are the perceptual attributes
that differ between microphones? These subjective attributes were identified with a
four phase elicitation study.
In Phase 1, consideration of the objective differences between microphone and expert
opinions from audio engineers indicated that recording five programme items (double
bass, drums, acoustic guitar, string quartet, and trumpet) with eight studio and
two MEMS microphones (summarised in Table 4.1) would provide suitable stimuli to
reveal the attributes comprising the most prominent inter-microphone differences. Such
recordings were then made using a multi-microphone array, identified in Chapter 3 as
the most appropriate method for recording stimuli for this project, to generate stimuli
for use in listening tests.
In Phase 2, pairwise listening comparisons between the resulting 50 stimuli, followed by
multi-dimensional scaling analysis, revealed seventeen salient dimensions and seventeen
corresponding pairs of stimuli exemplifying the differences across those dimensions.
In the FCP elicitation, in Phase 3, a total of 768 terms described the differences that
listeners heard between the stimuli. Phase 4 then employed panel discussions to group
the elicited terms and reduce redundancy, and identified a hierarchy of 40 perceptual
attributes (Figure 4.20). Of these, there are thirty-one lowest-level attributes grouped
under the other nine attributes.
4.5.1 Impact on project
This chapter has identified 31 lowest-level attributes that can be used to describe
the differences between microphones. These attributes comprise the lexicon, the
subjective attributes that describe the differences between microphones. With this list
of attributes, comparisons can now be made between microphones on scales labelled
with these attributes.
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Attribute contribution
Research question Q4: What are the perceptual attributes that differ between
microphones, was answered in the previous chapter. A hierarchy of attributes was
developed that describes the perceived differences between microphones. The results
showed that the perceived differences between the stimuli used could be described with
the 31 lowest-level attributes from this hierarchy. However, not all of these attributes
will necessarily differ greatly between the two microphones in each pair. This chapter
aims to identify which of these attributes differs the most between the microphones,
answering research question Q5: Of these attributes, which contribute the most to the
perceived differences between microphones?
In previous studies that have elicited perceptual attributes in a similar manner to
this project, the prominence or importance of attributes have been determined by the
frequency of the elicited terms [Francombe, 2014]. However, this approach has the
potential to underestimate the importance of attributes which listeners hear clearly
but find difficult to describe. In this project, therefore, a novel attribute contribution
experiment was designed and conducted, asking subjects to explicitly rate the degree
to which each attribute contributes to the overall difference between the two stimuli in
each of a number of stimulus pairs, where the two stimuli in each pair are recordings
of a single source made with two different microphones.
This chapter is divided into two sections. Section 5.1 describes the design and
implementation of the attribute contribution experiment, and Section 5.2 shows the
results and identifies the attributes that contribute the most to the difference between
microphones.
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5.1 Listening tests
In an attribute contribution experiment, subjects are asked to rate the degree to which
each attribute contributes to the overall difference between a pair of stimuli. Subjects
were asked to rate the relative contribution of each of the 31 lowest-level perceptual
attributes to the overall difference between each of the 17 stimulus pairs. Since the
perceived differences described by a high-level attribute in the hierarchy can also be
described by its lower-level attributes, it was decided to focus on the lowest-level
perceptual attributes.
To indicate the contribution of attributes to the overall difference, each attribute was
assigned to a slider. However, without any visual feedback of the ratings indicating
the relative contribution of each attribute, the task was very difficult for listeners. To
simplify the listener’s task and to aid in rating the contribution of each attribute, a
pie chart was included in the interface. The pie chart updated in real time, displaying
the contribution of each of the sliders to the total. Subjects were asked to make the
pie chart representative of the overall difference between the stimuli. Therefore, the
absolute position of each slider has no meaning (e.g. all sliders set to 20 will produce
the same pie chart as all sliders set to 100).
To reduce listener fatigue, listening tests were split over three sessions, with the first
two sessions consisting of six stimulus pairs, and the third session consisting of five
pairs.
5.1.1 Familiarisation
Prior to the first test, subjects were presented with an example test interface with
two graphical symbols as stimuli, shown in Figure 5.1. Subjects were asked to rate
the contribution to the difference between the two symbols in terms of the attributes
Size, Number of sides, Colour, Border, Pointy, and Shadow. This interface was used
to familiarise the subjects with the task of rating the contribution of attributes to the
difference between two stimuli, but choosing to use shapes rather than audio so as to
not bias the subjects.
An example of the main test interface for the attribute contribution experiment is shown
in Figure 5.2. Each of the 31 lowest level attributes from Chapter 4 was assigned to
a slider. Subjects were asked to rate the relative contribution of each attribute to the
overall difference between stimuli A and B. The labels for each attribute’s endpoints
were “Attribute accounts for none of the difference between A and B” and “Attribute
accounts for all of the difference between A and B”.
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Figure 5.1: Task familiarisation interface for the Phase 4 experiment.
The colour of each attribute’s slider was not considered likely to introduce bias to
the results so the order of the colours was not changed. It was felt that randomising
the order of the attributes page-by-page would cause frustration for the subjects since
they would have to re-learn the position of each attribute on each new test page.
Instead, attributes were randomised on a subject-by-subject basis so that the order was
consistent for each subject across all three test sessions. The randomisation function
was given the constraint that attributes that are within the same parent group, from
the phase 4 hierarchy shown in Figure 4.20, must be located next to each other. For
example, the three attributes in the spectral content group, LF content, MF content,
and brightness, were always assigned to adjacent sliders, but the order of the three
attributes and the overall position of the three was randomised.
Each subjected rated the contribution of the attributes to the difference of all seventeen
stimulus pairs. The stimulus pairs were randomised and split amongst the three test
sessions. The distribution of each stimulus to either A or B was also randomised.
Audio was reproduced with the same setup as the previous experiments, Sennheiser
HD 650 headphones through a Focusrite VRM box interface, with the VRM turned off.
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Figure 5.2: Phase 4 listening test interface.
5.1.2 Listening test participants
The fifteen subjects who participated in the direct elicitation experiment and panel
discussions to identify the perceptual differences between microphones (described in
Chapter 4 phase 3 and phase 4) all completed this listening test. In addition to these
subjects, four other listeners with the same level of listening experience completed
this attribute contribution test. These additional subjects were included to check if the
original fifteen subjects’ results had been biased by taking part in the elicitation stages.
5.2 Statistical analysis
Since subjects were asked to make the pie chart representative of the contribution
of each attribute, the absolute position of each slider was ignored. The relative
contribution of each attribute to each stimulus pair can be determined by the mean
results over all subjects. However, the relative contribution of each attribute to
the overall perceived differences between the tested microphones was sought; the
contribution of each attribute needs to be weighted by the perceived similarity of each
stimulus pair.
For example, two stimuli could be overall considered to be fairly similar, with this
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difference comprised predominantly due to a single perceptual attribute. This would
result in a high percentage contribution for this attribute, even though the overall
magnitude of the difference is fairly small. Likewise, two stimuli could be considered to
be fairly different, with this difference comprised of four perceptual attributes equally
contributing to the overall difference. In this case, each attribute would contribute
to 25% of the total difference which may seem relatively small given that the overall
magnitude of the difference is high.
One method of accounting for the perceived magnitude of the difference between each
stimulus pair would be to weight the percentage contributions with a measure of the
overall difference. This could be accomplished by multiplying the mean dissimilarity
score of the stimulus pair from Section 4.2, shown in Table 5.1, with the percentage
contribution for each attribute.
For the example of a perceptually similar stimulus pair, where the difference is
comprised of a single attribute, the high percentage contribution of this attribute
will be weighted by the low dissimilarity score. This will result in a small overall
contribution which better reflects the perceived magnitude of the attribute. Similarly,
for the example of a perceptually very different stimulus pair, where four attributes
contribute equally, the lower contribution of each attribute will be multiplied by a
large dissimilarity score, resulting in each attribute having a higher overall contribution
which better reflects the perceptual magnitude of each attribute.
The mean dissimilarity scores for each pair are shown in Table 5.1. To keep the
overall contribution scores on the same perceptual scale, ranging between 0 and 100,
the dissimilarity scores were divided by 100 to convert them to proportions before
multiplication with the attribute contributions.
5.2.1 Subject validation
There was a concern that the original fifteen subjects who participated in the direct
elicitation stage of the experiment may have been biased by their involvement. This
was tested for by comparing the results of these fifteen subjects against the additional
four listeners. A univariate analysis of variance (ANOVA) was performed with the
percentage contribution as the dependent variable, and the independent variables of
stimulus pair, attribute, and the subject group (original fifteen subjects or the additional
four subjects). The subject group did not have a statistically significant effect (p =
1.000): subject group did not affect the overall result.
However, the interaction between the attribute and the subject group had a statistically
significant effect (p = 0.001). Although this implied that the two groups of subjects were
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Pair Number Program Item Microphone Pair Mean dissimilarity score
1 Bass SM58 & Knowles 70.44
2 Bass 4006 & WM7131 68.56
3 Bass C12 & 4038 52.22
4 Drums 4006 & RE20 69.78
5 Drums SM58 & Knowles 82.89
6 Guitar C12 & Knowles 79.0
7 Guitar SM58 & WM7131 62.44
8 Guitar 4038 & sE2200 57.78
9 Strings sE2200 & Knowles 63.89
10 Strings 4006 & RE20 49.56
11 Strings 414 & WM7131 63.56
12 Strings 451 & 4038 49.89
13 Trumpet 451 & Knowles 66.67
14 Trumpet C12 & RE20 59.44
15 Trumpet sE2200 & 4038 65.0
16 Trumpet 4006 & SM58 57.33
17 Trumpet C12 & WM7131 37.56
Table 5.1: Mean dissimilarity scores from Phase 1 experiment for the seventeen selected
microphone pairs.
responding differently for some attributes, the F statistic was low (F = 2.010) compared
to that for other significant variables, such as attribute (p < 0.001, F = 36.138). Partial
eta squared for this interaction was also low (η2p = 0.07). It was therefore concluded
that this interaction effect was very small compared to other factors and all 19 subjects
were considered as a single group for subsequent analysis.
5.2.2 Overall analysis
The mean contributions (across stimulus pairs) and 95% confidence intervals for
each attribute are shown in Figure 5.3. From this it can be seen that brightness
contributed the most overall to the differences between the microphones. The
second-highest-contributing factor was noise level. However, it can be seen from
Figure 5.3 that the 95% confidence intervals are larger for noise level than for any
other attribute. This suggests that the ratings of noise level contribution were not
consistent across programme items. The full rank ordering of attributes, and mean
contributions, are shown in Table 5.2.
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Figure 5.3: Means and 95% confidence intervals for the listener ratings of each attribute’s
contribution to the overall difference between microphone pairs, averaged over all stimulus
pairs. Stimuli are arranged by rank order.
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5.2.3 Microphone type analysis
There was a concern that brightness was contributing highly to the overall difference due
primarily to the MEMS microphones having a high-frequency resonance, as discussed
in Section 2.2.2. Additionally, the large 95% confidence intervals for noise level implied
that the ratings for this attribute differed greatly across stimulus pairs and it was
felt that the noise performances of the MEMS microphones might have been largely
responsible for this. To investigate further, analyses were conducted by microphone
type, considering separately: (i) studio-vs-studio microphone pairs; and (ii) MEMS-
vs-studio microphone pairs.
Figure 5.4 shows the mean contribution of each attribute for the studio-studio and
MEMS-studio comparisons separately. An ANOVA indicated that the effect of
comparison type (studio-studio or MEMS-studio) was statistically significant (p =
0.001, F = 10.93, df = 1).
A one-way ANOVA, performed for each attribute individually, with comparison type
as the factor, showed that the contributions of brightness, honky, nasal, tinny-ness,
harshness, noise level, noise spectrum, recording noise, and instrument noise differed
significantly according to comparison type. These attributes are shaded grey in
Figure 5.4.
Even though brightness was rated differently in the studio-studio and MEMS-studio
comparisons, this factor is rated the highest in both comparison groups. However, the
second most prominent attribute overall, the noise level, contributes very little to the
difference in the studio-studio comparisons.
5.2.4 Program item analysis
To analyse the effect of programme item on the contribution of each attribute, the
results broken down by programme item are shown in Figure 5.5. The range covered
by the y-axis on Figure 5.5 is much larger than that on Figure 5.3 and Figure 5.4.
This is because noise level (the second-highest contributor overall) contributes a large
percentage to the overall difference for the bass programme item, but contributes very
little for the other programme items. This might be due to the low SPL produced
by the bass and/or to the absence of high-frequency programme content to mask the
microphone’s self-noise.
This explains the large confidence intervals for noise level in the overall analysis,
Figure 5.3. Brightness, harshness, and clarity (the highest, third-highest, and
fourth-highest overall contributors respectively) contribute relatively large percentages
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to the inter-microphone differences for the majority of the programme items.
5.3 Summary
With 31 lowest-level attributes identified in Chapter 4, this chapter aimed at answering
research question Q5: Of these attributes, which contribute the most to the differences
between microphones?
An attribute contribution experiment was conducted in which subjects were asked to
rate the relative contribution of each of the 31 lowest-level attributes to the overall
differences between each of the 17 stimulus pairs identified in Chapter 4. Results
indicated that brightness is the attribute considered to contribute the most to the
overall difference between all stimulus pairs. Breaking down the analysis to compare
the studio-vs-studio microphone pairs against the studio-vs-MEMS microphone pairs,
it was clear that brightness contributed highly for both groups. Analysis over each
programme item also revealed that brightness contributes a large proportion of the
difference for all programme items.
The noise level attribute was ranked second overall. However, further analysis into the
microphone group and programme item revealed that this was due to this attribute
contributing very highly to the difference between recordings of the double bass
programme item only. This was to be expected, as the bass was selected to produce
a low SPL and potentially reveal any differences in noise between microphones. This
could also be due to the lack of high frequency content in the double bass source,
resulting in little high frequency content that may otherwise mask the self-noise of the
microphones.
The attributes of harshness, clarity, and piercing, ranked 3rd, 4th, and 5th respectively
overall, were shown to contribute relatively highly for all programme items and
microphone types. Therefore, it could be argued that although noise level was ranked
second overall, the contribution of harshness, clarity, and piercing may be more
important since these are consistently rated as contributing to the difference, regardless
of programme item or microphone type.
5.3.1 Impact on project
This chapter has identified the relative contributions of each of the 31 lowest-level
attributes to the perceived differences between microphones. The rank ordering of
these attributes, shown in Table 5.2 gives a good indication of the relative importance
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of each attribute. Since brightness was shown to contribute the most overall, this
attribute will be examined in more detail.
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Rank order Attribute Mean value
1 Brightness 7.9817
2 Noise level 4.1331
3 Harshness 3.9641
4 Clarity 3.8268
5 Piercing 3.3409
6 Body 3.3132
7 Tinny-ness 3.0349
8 MF Content 2.6458
9 Roundness 2.3532
10 Instrument noise 2.3036
11 Raspy 2.2977
12 Realism 2.1944
13 Lower Mids 2.1640
14 Harmonics 2.0694
15 LF Content 2.0239
16 Nasal 1.7067
17 Boominess 1.6583
18 Honky 1.5647
19 Ensemble Balance 1.5350
20 Source Distance 1.5011
21 Room timbre 1.0661
22 Punchiness 0.8737
23 Dynamic Range 0.7611
24 Recording Noise 0.6364
25 Image Width 0.6094
26 Noise Spectrum 0.5645
27 Reverberation 0.5559
28 Perceived pitch 0.4094
29 Reediness 0.3993
30 Distortion 0.3957
31 Recording Environment 0.2337
Table 5.2: Rank ordering of all attributes form the mean values of the listener ratings of each
attribute’s contribution to the difference, averaged across all stimulus pairs.
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Figure 5.4: Means and 95% confidence intervals for the listener ratings of each attribute’s
contribution to the overall difference between microphone pairs, split by stimulus pairs that
compare a MEMS microphone with a studio microphone, and stimulus pairs that compare two
studio microphones.
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Figure 5.5: Means and 95% confidence intervals for the listener ratings of each attribute’s
contribution to the overall difference between microphone pairs, split by program item.
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Brightness modelling
In Chapter 5, the brightness attribute was found to contribute the most to the overall
difference between microphones. It is therefore likely that this attribute would be a
good subjective descriptor of a microphone’s performance. By examining features that
can be extracted from an audio signal that are considered to relate to brightness, a
perceptual model could be developed to predict the perceived level of brightness caused
by the recording microphone. As such, this chapter aims to answer research questions
Q6: what features may potentially be used to predict the perceptual attribute which
contributes the most to the overall difference; and Q7: can a perceptual model be
created that predicts the subjective ratings for the perceptual attribute that contributes
the most to the overall difference between microphones?
The modelling of microphone brightness is conducted in four steps. Firstly, subjective
ratings of brightness are collected for a range of microphones and programme items.
Secondly, metrics that may predict a microphone’s brightness are identified. Following
this, regression modelling methods are used to select the most suitable metrics and
create a model that can predict the subjective ratings. Finally, the model is validated
on independent microphones and programme items from the training data.
This chapter is divided into five sections. Section 6.1 describes listening tests which
obtain subjective ratings of brightness. Section 6.2 introduces goodness-of-fit metrics
that are used to evaluate the performance of a subjective model, defining criteria for
the selection of the most appropriate metric. Research question Q6 is answered in
Section 6.3 with a review of objective measurements that have been shown to or are
likely to correlate with brightness. Question Q7 is then answered in Sections 6.4 and 6.5
by describing the process of developing a suitable perceptual model.
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6.1 Subjective brightness ratings
This section describes the listening test design, results, and analysis for subjective
rating of brightness for microphones. The stimuli used in this brightness modelling
were the same as those created for the elicitation experiment, described in Chapter 4,
Section 4.1: five programme items of double bass, drums, acoustic guitar, string quartet,
and trumpet; recorded using ten microphones, AKG C12, AKG C414, AKC C451 (bi-
directional), Coles 4038, DPA 4006-TL, Electrovoice RE20, Shure SM58, sE Electronics
2200a, Wolfson WM7131, and Knowles SPU0410HR5H.
6.1.1 Listening test design
Ratings of brightness were obtained using a multiple-stimulus comparison listening
test. Each page of the listening test contained all ten recordings made using the
selected microphones for a single programme item. An example of the test interface is
shown in Figure 6.1. For each page of the listening test, subjects were asked to rate
the perceived brightness of all ten stimuli relative to all stimuli on the page. With
this listening test design, the results indicate the relative perceived magnitude of the
brightness of each stimulus. If subjects felt that two stimuli had the same perceived
level of brightness, they were allowed to rate the stimuli at the same level. As with
the attribute contribution experiment, a looper function was implemented that allowed
for participants to select sections of the audio stimulus to loop. Stimuli were randomly
distributed between the buttons A to J.
Figure 6.1: Multiple-stimulus test interface for the rating of brightness.
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To test a listener’s ability to consistently rate the stimuli, repeated pages of two
random programme items were included. Test pages 1 to 5 were each of the five
programme items in a random order, whereas pages six and seven were then repeats of
two programme items. These repeat pages were selected at random and different for
each subject.
There was a concern that subjects would use the scale differently depending on
the programme item, e.g. the results for the double bass programme item could be
compressed to the bottom of the scale due to the lack of high frequency content,
conversely the ratings of the drums programme item may be restricted to the top of
the scale due to the high level of high-frequency content. This scale compression may
result in poor discrimination between stimuli of the same programme item and thus
the results may not express the microphone-related brightness very well. Therefore,
subjects were asked to rate at least one stimulus at the bottom of the scale, and at
least one stimulus at the top. This did not restrict the ability of a subject to rate
multiple stimuli at the top and bottom of the scales, but did expand the results to the
full scale. This may result in particularly small confidence intervals for stimuli at the
top and bottom of the scale if subjects are consistent in their choices of the least/most
bright stimuli. During the modelling stage, this will have the effect of ensuring that
the most/least bright stimuli are predicted as such.
Another flaw with forcing subjects to use the full rating scale for each programme
item is that comparisons cannot be made across programme items. Therefore, it was
decided to present subjects with the stimuli rated as the most and least bright for
each programme item, and ask to rate the relative brightness. The results of this test
page could be used to scale the subjective ratings of each programme item, making
the results comparable across all programme items in order to create an overall model
of brightness. To reduce the number of listening tests required to collect all of this
data, a pilot test was conducted to identify the most and least bright stimuli for each
programme item.
The stimuli were reproduced in the same manner as the previous elicitation study:
Sennheiser HD 650 headphones through a Focusrite VRM box interface with the VRM
feature disabled. Since the same stimuli were used, loudness equalisation had already
been conducted and loudness did not vary between stimuli of the same programme
item.
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6.1.2 Pilot experiment
A pilot listening test was conducted with five participants. The mean ratings over
all five subjects for each programme item is shown in Figure 6.2. From this figure it
can be seen that subjects consistently rated the Coles 4038 as the least bright and
the Knowles as the brightest microphone for all programme items. Since the five tests
subjects were consistent in their ratings, it was decided to use the Coles 4038 and
Knowles microphones as the least and most bright stimuli for each programme item
and would be compared on a separate test page at the end of the listening test.
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Figure 6.2: Pilot listening results arranged by rank ordering of the mean data over all
programme items.
6.1.3 Listener screening
Twenty subjects participated in the full experiment, rating the brightness of each
programme item and the scaling data. Two measurements were used to screen
the listeners’ data: intra-subject consistency and inter-subject agreement [Bech and
Zacharov, 2006]. Subjects who failed to meet the exclusion criteria for both of these
metrics were excluded from subsequent analysis.
6.1.3.1 Intra-subject consistency
The intra-subject consistency is a measure a subject’s ability to provide the same
results for the same stimuli presented at a different time. As discussed in Section 6.1.1,
test pages six and seven were randomly selected repeats of programme items. The
intra-subject consistency can be measured by comparing the ratings of the repeat pages
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against the first set of ratings.
Intra-subject consistency can be measured by conducting a univariate ANOVA on the
results of each subject independently using the independent variables of microphone
and programme item. Therefore, the mean square error term from this ANOVA will be
a measure of any inconsistency between ratings of the same microphone / programme
item combination. This error term for each subject is shown in Figure 6.3.
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Figure 6.3: Mean-square error for each subject in rank order. Solid line shows the grand mean,
and the dashed line shows one standard deviation above the grand mean.
Using this measure of intra-subject listener consistency, exclusion criteria can be created
using the method of Francombe [2014]. The grand mean of all subjects’ mean square
error is shown as the dark line. One standard deviation above the grand mean is then
plotted as the dashed line. Any subjects who achieve a mean square error greater
than one standard deviation above the grand mean can be considered to be unreliable
listeners.
By analysis of Figure 6.3, it can be seen that subjects 9, 16, and 20 all have high levels
of intra-subject unreliability, having error values more than one standard deviation
above the mean and are therefore considered for exclusion in the main test analysis.
6.1.3.2 Inter-subject agreement
The inter-subject agreement is also commonly used to assess the performance of a
subject by measuring the level of agreement of each subject with the average of all
subjects. This is calculated as Pearson’s correlation coefficient, r, of each subject’s
results to the mean of all subjects [Bech and Zacharov, 2006]. The inter-listener
agreement was calculated for the results of the first five pages of the experiment only,
all repeat pages were removed to keep balanced data for each subject. The results of
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inter-subject agreement are shown in Figure 6.4.
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Figure 6.4: Listener agreement calculated as the Pearson’s correlation coefficient for each
subject’s results to the mean of all subjects.
As with the intra-subject reliability, an exclusion criterion for the inter-subject
agreement can be set with the grand mean and standard deviation. With Pearson’s r,
a value of 1.0 indicates perfect linear correlation; therefore higher values are preferable
for this metric. The exclusion criterion was then set to subjects who have a lower
inter-subject agreement than one standard deviation below the grand mean. The grand
mean is shown in Figure 6.4 as the solid line, and one standard deviation below this is
shown as the dashed line.
From Figure 6.4, it can be seen that subjects 20, 12, 4, and 6 all met the exclusion
criterion and were considered for removal from further analysis.
6.1.3.3 Subject selection
Only subject 20 met the exclusion criterion for both the intra-subject reliability and
the inter-subject agreement. Therefore, subject 20 was removed from all subsequent
statistical analysis.
6.1.4 Results
To maintain balanced data for each programme item, all repeat pages were removed,
leaving one set of ratings for each programme item per subject. The mean results for
all programme items are compared in Figure 6.5. The microphones along the x-axis
were ordered according to the ascending rank ordering of the overall mean results. As
can be seen from this figure, although the results for each programme item show the
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same basic trend, none of the programme items’ rank orders are the same as the overall
mean.
6.1.4.1 Validity of ANOVA
The brightness data collected has variances which are intrinsically capped by the
endpoints of the scale. Therefore, the assumptions of homogeneity of variance and
normality required for ANOVA are violated for the current data. However, Glass et al.
[1972] argued that the effect of violating the assumptions of homogeneity of variance
and normality on the results of ANOVA are negligible given that the sample sizes are
equal across groups. Since the brightness data collected has equal sample sizes for each
independent variable, the effect of ANOVA’s assumptions can be considered negligible
on the results.
6.1.4.2 ANOVA
Performing a univariate ANOVA on the data indicated that the effect of the
programme item was not significant (p=0.213). The effect of microphone, however,
was significant with a large effect size (p<0.001, η2p = 0.665). Further analysis of
the interactions showed that the programme item and microphone interaction was
statistically significant with a medium effect size (p<0.001, η2p = 0.175). This indicates
that some microphones are rated differently for different programme items.
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Figure 6.5: Mean result and 95% confidence interval for each microphone, split by programme
item, arranged in ascending order by the overall mean of all data.
To visualise which microphones are rated differently for each programme item,
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Figure 6.6 shows the results for each microphone across the five programme items.
If a microphone is rated consistently across all programme items, the line connecting
the mean values should be relatively horizontal, such as the WM7131 and Knowles
microphones.
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Figure 6.6: Mean result and 95% confidence interval for each programme item, split by
microphone.
6.1.5 Results scaling
As discussed in Section 6.1.1, the Coles 4038 and Knowles microphones were found to
be consistently rated as the brightest and least bright microphones respectively for all
programme items and were compared across programme items on the eighth page of
the listening test. The same twenty subjects participated in this experiments and the
same exclusions criteria was applied, removing subject 20. The mean value and 95%
confidence intervals for each scaling stimulus is shown in Figure 6.7.
The results of the scaling stimuli indicate the ranges that the stimuli for each programme
item should take in order to compare the ratings of brightness. The mean and 95%
confidence intervals for the data for each programme item was scaled to the mean data
from the scaling experiment. The scaled data is shown in Figure 6.8. This is the
subjective data which is subsequently modelled in Sections 6.4 and 6.5.
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Figure 6.7: Mean and 95% confidence intervals across all 20 subjects for the scaling data.
Mean values represent the range that each programme item will cover.
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Figure 6.8: Data for each programme item scaled by the mean scaling values.
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6.2 Model performance criteria
With subjective data collected that describes the brightness of each stimulus, regression
modelling will be applied in order to create a model that can predict these subjective
ratings from features that can be extracted from the audio signals. Linear regression
was chosen as the type of regression to be used due to the simplicity of the model and
the ease of understanding the variables.
Linear regression is a statistical method for estimating an observed variable, y, with
one or more predictor variables, xm. A linear regression model is of the form
y = β0 + β1x1 + β2x2 + ...+ βmxm +  (6.1)
where y is the dependent variable, β0 is the intercept term, βm is the coefficient of the
mth predictor variable xm, and  is the error term [Field, 2013].
There are many metrics that are used to describe the performance of a model, called
goodness-of-fit measures. This section of the report describes several of these measures
that can be used to describe the performance of a linear regression model, identifying
a suitable set of criteria for determining a suitable model.
6.2.1 Root mean square error
The root mean square error (RMSE) is the sum of the error between the predicted
score and the mean of the observed data. This can be calculated with the equation:
RMSE =
√∑N
n=1(xn − yn)2
N
, (6.2)
where N is the total number of observations, and xn and yn are the nth observed and
predicted values of the dependent variable respectively [Francombe, 2014].
The RMSE is the sum of the difference between the model and the predicted values.
However, since the model is based on subjective data, there is likely to be noise in the
data to be modelled. Therefore, another metric called the Epsilon-insensitive RMSE
(RMSE*) can be used.
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6.2.1.1 RMSE*
The RMSE* does not calculate the difference from the mean observed point but instead
takes into consideration the 95% confidence intervals of the observed data. If a predicted
value lies within the 95% confidence bounds of the observed values, then no error is
added, otherwise the error between the closest confidence interval and the predicted
value is taken. This can be expressed mathematically as:
Ei =
{
0, if Ln <= yn <= Hn,
min{(xn − Ln)− yn, (xn −Hn)− yn}, otherwise
(6.3)
RMSE* =
√√√√ 1
n− p
N∑
n=1
E2i , (6.4)
where xn and yn is the nth observed and predicted value respectively, Hn and Ln are the
upper and lower bounds of the nth observed value, and N is the number of observations
[Francombe, 2014].
Using the RMSE* as a metric for specifying the acceptability of a model can be useful
so as to not overfit the model to the error in the observed data. However, it should be
noted that using the RMSE* to judge a model’s fit depends on the width of the observed
data’s confidence intervals. Although this means that the RMSE* measure will take
into consideration the variance in data, there is potential that the mean values may be
consistently under or over predicted yet not penalised in this measurement. Therefore,
the RMSE* should not be used alone, and always accompanied with visual inspection
of the model to identify patterns or other potential problems.
6.2.1.2 Metric shortcomings
The RMSE measure has two main limitations: 1) the measure assumes a linear,
monotonic relationship between the subjective data and the predicted data, and 2)
the variance of the subjective data is not taken into consideration. If the subjective
data and predicted data are not linearly related, this will result in high levels of RMSE
of the model, indicating a poor fit. The RMSE* measure can overcome the second issue
by including the subjective variance of each datapoint into the calculation. However,
this measure still relies on a linear relationship between the observed and predicted
variables.
For situations where there are many candidate models and determining which are
the most appropriate for closer inspection, this reliance on the linearity may unfairly
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penalise candidate models where a simple nonlinear-to-linear transformation may result
in a good linear model.
6.2.2 Pearson’s correlation coefficient
The Pearson’s correlation coefficient, r, is a measure the linear correlation between two
data sets. This can be measured with the equation:
r =
∑N
n=1(xn − x¯)(yn − y¯)√∑N
n=1(xn − x¯)2
√∑N
n=1(yn − y¯)2
(6.5)
where N is the total number of stimuli, xn and yn are the nth data points in the
observed and predicted datasets repressively, and x¯ and y¯ are the mean of the observed
and predicted datasets respectively.
This is one of the most common metrics used when describing a model’s performance,
describing the correlation between the observed and predicted variables. The results
can vary between -1 and 1, with 1 being a perfect positive correlation, -1 being a perfect
negative correlation, and zero showing no correlation at all [Field, 2013].
6.2.2.1 Metric shortcomings
The Pearson’s r measure is a measure of linear correlation; how well the observed
and predicted values are linearly related. However, in audio research, it is common
for factors to be nonlinearly related: e.g. perception of level, perception of pitch,
etc. Therefore, if the predicted values were nonlinearly related with the observed
data, Pearson’s r may indicate that the model provides a bad fit, whereas a suitable
transformation (e.g. logarithmic, square, square-root, etc.) may convert the relationship
to linear.
6.2.3 Spearman’s rank coefficient
Spearman’s rho is a measure of the correlation between the rank order of two data sets.
This can be calculated as
ρ = 1− 6
∑N
n=1(RXn −RYn)2
N(N2 − 1) , (6.6)
where N is the total number of observations, and RXN and RYN are the rank positions
of the nth datapoint in the observed and predicted datasets respectively.
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Since this metric is not dependent on values of data, only on the rank ordering, non-
linear relationships between observed and predicted variables will still score reasonably
well with Spearman’s rho [Field, 2013]. As with Pearson’s r, Spearman’s rho varies
from -1 to 1, with 1 being the exact same rank ordering, -1 being the inverse rank
ordering, and 0 sharing no correlation between the rank orders.
6.2.3.1 Metric shortcomings
Although the Spearman’s rho can describe the goodness-of-fit regardless of if the data
is linearly or non-linearly related, this metric does not consider the subjective variance
of the data. For the subjective data shown in Figure 6.8, it can be seen that there are
several datapoints whose confidence intervals do not overlap. Likewise there are several
datapoints whose confidence intervals do overlap. It stands to reason that the rank
order of stimuli that have confidence intervals that overlap should be weighted less in
any measure, since the true mean can lie anywhere between the confidence intervals,
and thus the rank ordering not be as important as stimuli whose confidence intervals
do overlap. Spearman’s rho weights the rank order of the means equally, regardless of
the subjective variance of the data.
6.2.4 Monte Carlo simulation
Monte Carlo simulation in itself is not a metric to describe the goodness-of-fit of a
dataset. It is a method of generating several simulated data sets based on the standard
deviation of the observed data [Curran, 2015]. For each simulated data set, the standard
deviation of each data point is multiplied by a gaussian distribution with a standard
deviation of 1 and added to the mean. This randomly varies each data point in the
observed data set independently according to the standard deviation. Each datapoint
can be calculated as
xˆn = xn + (G ×∆xn), (6.7)
where xˆn is the nth datapoint in the simulated dataset, xn and ∆xn are the mean and
standard deviation of the nth datapoint, and G is a random number from a Gaussian
distribution with a width of 1 [Curran, 2015]. Since each simulated dataset is dependent
on a random number, it is recommended to generate over 1000 simulated datasets to
ensure that each permutation of the data, with respect to the variance, is obtained.
For each Monte Carlo dataset, the Spearman’s rho can be calculated. The maximum,
minimum, or other statistical measures can also be taken of all rho values to show the
effect of the subjective variance on the rank ordering. The maximum Monte Carlo
Spearman’s rho gives an indication of the rank ordering with respect to the most ideal
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permutation of the data with respect to the variance, whereas the minimum value
indicates the effect of the least favourable shuffle of data.
With this method, a measure of the performance of a candidate model can be made
that allows for a nonlinear relationship between the observed and predicted variables,
and also takes into consideration the subjective variance of the data.
6.2.5 Selection of modelling criteria
To develop a suitable model of brightness, the first step in determining which metrics
are the most suitable for predicting the brightness. These metrics will be found for each
programme item independently, identifying any metrics that perform well over all five
programme items. Since the type of correlation between the predictor and observed
variables is unknown (linear, exponential, logarithmic, etc.), measures of RMSE and
Pearson’s r are not appropriate. Therefore, the Monte Carlo Spearman’s rho will be
used to evaluate which, if any, of the existing metrics that may relate to brightness are
the most suitable for closer inspection.
Due to the small number of observed datapoints, ten per programme item, and
considering the overlapping confidence intervals of the data, it is not unreasonable
to find a metric where the perfect rank ordering of the data can be predicted with
respect to the variance of the data. Therefore, a metric will be considered as suitable
if it can achieve a maximum Monte Carlo Spearman’s rho of 1.0 for each programme
item individually. All metrics that meet this criterion will then be examined in more
detail.
Subsequent analysis can then be conducted into any transformations that may be
required in order to match the data, before analysis with Pearson’s r and RMSE to
select the most appropriate model.
6.3 Brightness metrics
Several metrics have been proposed and suggested to correlate with the perception
of brightness. This section will summarise these metrics as well as propose several
additional metrics that may predict the subjective brightness. This section will also
describe any additional factors that may affect the metrics, proposing a final list of
metrics to be tested against the subjective brightness ratings.
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6.3.1 Spectral centroid
Previous research has indicated that the spectral centroid correlates well with the
perceived brightness of an audio extract [Schubert and Wolfe, 2006; Schubert et al.,
2004; Poirson et al., 2005; Grey and Gordon, 1978]. The majority of the work indicates
that there is a high correlation between the spectral centroid and the brightness of a
musical extract
The spectral centroid can be calculated with the equation:
SC =
N∑
n=1
f(n)x(n)
N∑
n=1
x(n)
, (6.8)
where f(n) is the frequency of the nth bin, and x(n) is the magnitude of the nth bin.
This metric describes the frequency where there is equal energy above and below. For
signals that have more high frequency content, the spectral centroid will be higher, and
lower for signals that contain more low frequency energy.
6.3.1.1 Perceptual centroid
It has been suggested that the spectral centroid calculated with Equation 6.8 may not
be the most perceptually relevant metric due to the linearly spaced frequency scale
[Hermes et al., 2016]. It has been suggested that converting the frequency scale to
a more perceptually relevant scale, such as mel, ERB, cents, or Bark, may produce
results that better correlate with perception. When calculating the spectral centroid
over these perceptual scales, results can be presented either in whatever perceptual
scale is used, or can be converted back into Hertz. Since the transformation between
Hertz and perceptual units is not always linear, the result when using linear regression
may produce different levels of correlation and should both should be investigated.
6.3.1.2 Metric shortcomings
The spectral centroid metric only indicates the frequency where there is equal energy
above and below. The description of brightness that was generated in the elicitation
study was ‘the level of high frequency content, from bright to dull ’. Therefore, variations
in low-frequency are unlikely to affect the perception of brightness, yet the spectral
centroid metric will change.
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6.3.2 Frequency limited spectral centroid
To overcome the shortcomings of the spectral centroid discussed above, the spectral
centroid can be calculated only with frequency bins above a specified cutoff frequency,
f0. This can be described as:
SCf0 =
N∑
n0
f(n)x(n)
N∑
n0
x(n)
, (6.9)
where n0 is the closest bin number where f(n0) ≈ f0. With this metric, any variation
below f0 will not affect the metric. As with the spectral centroid metric, the frequency
limited spectral centroid can also be calculated using a more perceptually relevant
frequency scale.
6.3.3 Magnitude based metrics
In addition to the spectral centroid, it has also been suggested in previous research that
the ratio of energy above and below a specified frequency is a good metric of brightness
[Greenwood, 2015; Omori, 2011; Lartillot and Toiviainen, 2007; Juslin, 2000; Laukka
et al., 2005]. The ratio of high-frequency to low-frequency energy, hereafter referred to
as Ratio A in this thesis, can be defined mathematically as:
Ratio A =
N∑
nc
x(n)
nc−1∑
n=1
x(n)
, (6.10)
where nc is the closest frequency bin number to the crossover frequency, f(nc) ≈ fc.
In addition to Ratio A, it has also been suggested that the ratio of high-frequency
energy to all energy may be a good predictor of brightness [Lartillot and Toiviainen,
2007]. This will be referred to as Ratio B, and can be defined as:
Ratio B =
N∑
nc
x(n)
N∑
n=1
x(n)
. (6.11)
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6.3.3.1 Lower frequency limit
It has also been suggested that brightness is the ratio of high-frequency to mid-
frequencies. Therefore, low frequencies may not affect the perception of brightness.
A low-frequency limit, fl, can then be implemented into the Ratio A and Ratio B
metrics. For this, nl is defined as the closest frequency bin that satisfies f(nl) ≈ fl.
Ratio A =
N∑
nc
x(n)
nc−1∑
nl
x(n)
(6.12)
Ratio B =
N∑
nc
x(n)
N∑
nl
x(n)
(6.13)
Greenwood [2015] showed that the correlation between boosts and cuts in a spectrum no
longer correlate with brightness below 250 Hz. Greenwood hypothesised that high-pass
filtering audio at 125 Hz or 250 Hz may improve the correlation of any metrics for the
prediction of brightness. Extending this finding, it can be reasonably assumed that
high-pass filtering a signal at 20 Hz, the lower limit of human hearing, may improve
the correlation of metrics to the perceived brightness. These three low frequency limits
of 20 Hz, 125 Hz, and 250 Hz will be tested where applicable.
6.3.4 Combination Metrics
In recent work into the perception of Brightness by Greenwood [2015], another metric
was proposed, called Ratio C in this work. This metric is defined by the equation:
Ratio C =
(
SCNf0 − f0
)
×
N∑
nc
x(n)(
f0 − SCf0n=0
)
×
nc−1∑
n=0
x(n)
. (6.14)
Ratio C operates similarly to calculating a moment of force. In this equation, the sum
of energy above the cutoff frequency, f0, is multiplied by the distance between the
cutoff frequency and the spectral centroid above f0. This makes logical sense since two
signals whose energies above f0 are the same may not have the same brightness due to
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dispersion of the energy. This moment of spectral energy above f0 is then divided by
the moment below f0: the sum of energy below the crossover frequency f0 multiplied
by the distance between f0 and the spectral centroid below f0.
6.3.4.1 Other Combination Metrics
Applying the logic of Ratio C, the spectral centroid above f0 could be multiplied by
Ratio A or Ratio B to give spectral moments for these ratios. These can be defined by
the equations:
SCRatio A = SCf0 × Ratio A (6.15)
SCRatio B = SCf0 × Ratio B (6.16)
6.3.5 Spectral Smoothing
From the research of Olive [1990], it was determined that high-Q resonances need to be
of higher level than low-Q resonances in order to be perceived. In the recorded stimuli,
there may be high-Q resonances that might affect the spectral centroid or magnitude
metrics. To account for this, the frequency response of the stimuli can be averaged
with an Nth octave smoothing filter. To show that this may be important, Figure 6.9
below shows the spectral centroid for the strings programme item with the sE2200,
DPA 4006, and RE20 microphones.
From Figure 6.9 it can be seen that the spectral centroid for each stimulus varies with
the level of smoothing. The rank ordering of the stimuli has also altered with smoothing
level and therefore smoothing will be included in this experiment. The options for
smoothing were selected as no smoothing, octave-band smoothing, half-octave band
smoothing, 3rd octave-band smoothing, 12th octave-band smoothing, 24th octave-band
smoothing, and 64th octave-band smoothing. These options allowed for different Q
resonances to be smoothed out, with octave band smoothing reducing the effect of
low-Q and high-Q resonances, and 64th octave-band smoothing only reducing the effect
of high-Q resonances.
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Figure 6.9: Effect of spectral smoothing on spectral centroid.
6.3.6 Audio Weighting
Audio weightings can be used to make audio measurements more perceptually relevant,
such as the self-noise of microphones expressed as an A-weighted sum (dBA) [BS
EN 60268-4, 2010]. To account for these, the audio weighting filters of Z-weighting
(unweighted), A-weighting, and C-weighting were applied to the audio prior to
calculating any of the metrics described.
6.3.7 Sharpness Weighting
Several papers refer to a measure of loudspeaker brightness that is based on a metric
of sharpness calculated as:
Sharpness = 0.11 ·
N∑
n=1
fbark(n) · gs(n) ·X ′(n)
N∑
n=1
X ′(n)dz
, (6.17)
where the fbark(n) represents the frequency of the nth frequency bin expressed in
Barks, X ′(z) represents the specific loudness of the nth frequency bin, and gs(z) is a
weighting function [Zwicker and Fastl, 1999; Nettelbeck and Sellerbeck, 2007; Peeters,
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2004; Klippel, 1990]. The weighting function is described by the equation:
gs(n) =
{
1, if n < 15 Bark,
0.2e(0.308(fBark(n)−15)) + 0.8, if n ≥ 15 Bark (6.18)
A plot of the gs function is shown in Figure 6.10. From this it can be seen that weight
is increased at higher frequencies, above 15 Bark (2.5 kHz).
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Figure 6.10: Weighting function, gs, used in the sharpness metric.
Equation 6.17 is of the same form as the spectral centroid equation, only calculating
over a Bark frequency scale, including a weighting function, and measured with specific
loudness rather than magnitude. Since this metric is very similar to the spectral
centroid in form, the spectral centroid calculated over the Bark scale with the gs
weighting function will be included as a potential metric to predict brightness. This
metric will not be calculated using the specific loudness.
6.3.8 Crossover Frequency Selection
In many of the equations specified in this section, a crossover frequency, f0, has been
included. From the previous research that has included similar metrics, the values
of f0 were decided to be 500, 750, 900, 1000, 1250, 1500, 2000, 3000, and 6000 Hz
[Greenwood, 2015; Juslin, 2000; Laukka et al., 2005]. The value of 6 kHz was not used
in the references but used to test the effect of having a higher cutoff frequency.
The low-frequency cutoff, f1, has also been used in previous research and will be defined
at 20, 125, and 250 Hz.
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6.3.9 Summary of potential metrics
This section has described several metrics, many of which can be used in combination.
Each of the metrics along with all combinations of the parameters that were varied are
shown in Table 6.1. In total, there were 24066 candidate metrics.
Metric Variables Total number
Spectral Centroid Audio weighting: 3 options 252
Spectral smoothing: 9 options
Perceptual scale: 5 options
Sharpness weighting: only with bark perceptual scale
Centroid output type: 2 options
SCf0 Audio weighting: 3 options 2268
Spectral smoothing: 7 options
Perceptual scale: 5 options
Sharpness weighting: only with bark perceptual scale
Centroid output type: 2 options
Crossover frequency, f0: 9 options
Ratio A Audio weighting: 3 options 567
Spectral smoothing: 7 options
Crossover frequency, f0: 9 options
Lower crossover frequency, f1: 3 options
Ratio B Audio weighting: 3 options 567
Spectral smoothing: 7 options
Crossover frequency, f0: 9 options
Lower crossover frequency, f1: 3 options
SCRatio A all SCf0 6804
all Ratio A
SCRatio B all SCf0 6804
all Ratio B
Ratio C Audio weighting: 3 options 6804
Spectral smoothing: 9 options
Perceptual scale: 5 options
Centroid output type: 2 options
Sharpness weighting: only with bark perceptual scale
Crossover frequency, f0: 9 options
Lower crossover frequency, f1: 3 options
Table 6.1: Summary of all metrics for the modelling of brightness.
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6.4 Model Selection
As discussed in Section 6.2, the criteria for selecting an appropriate metric would be
those obtaining a maximum Monte Carlo Spearman’s rho of 1.0 for each programme
item independently. To calculate this, 1000 Monte Carlo data sets were generated
for each programme item. The seed for the random number generator was consistent
for each programme item to ensure that random variation was identical. For each
programme item, linear regression was then applied to each of the 24066 potential
metrics listed in Table 6.1 to best match the subjective data.
Of all possible metrics, only four met the criterion of achieving a maximum Monte
Carlo Spearman’s rho of 1.0 for all five programme items. All four of these metrics
were variations on the SCRatio B metric: the product of the spectral centroid above a
cutoff frequency and the ratio of energy above the crossover frequency to all energy in
the signal. The parameters of these four models are summarised in Table 6.2. From this
table it can be seen that all metrics had the same parameters except for the perceptual
scale used for calculation, with the scales of Linear, Mel, Cents, and ERB all meeting
the criterion.
Model
Number
Audio
Weighting
Perceptual
Scale Output
Crossover
frequency (f0)
Low frequency
limit (f1)
Smoothing
1 Z weighted Linear Hz 3 kHz 20 Hz Half octave
2 Z Weighted Mel Hz 3 kHz 20 Hz Half octave
3 Z Weighted Cents Hz 3 kHz 20 Hz Half octave
4 Z Weighted ERB Hz 3 kHz 20 Hz Half octave
Table 6.2: Models that achieve a maximum Mote Carlo simulated Spearman’s rho of 1.0 for all
programme items.
In order to determine which of these models would be the most appropriate as a
predictor of brightness, the main performance measures described in Section 6.2 were
calculated for all four models on all programme items. The results are shown in
Table 6.3. Results are highlighted blue that scored the highest in a particular measure.
The performance of all models are similar, with no outstanding model that predicts
brightness perfectly for all situations. However, it can be seen that model 1 tends
to perform the best of all four models. To select which of these metric variations is
appropriate, each metric was compared against the overall scaled data.
Chapter 6. Brightness modelling | 169
Perceived differences between microphones
M
od
el
B
as
s
D
ru
m
s
G
ui
ta
r
St
ri
ng
s
T
ru
m
pe
t
nu
m
be
r
r
rh
o
R
M
SE
R
M
SE
*
r
rh
o
R
M
SE
R
M
SE
*
r
rh
o
R
M
SE
R
M
SE
*
r
rh
o
R
M
SE
R
M
SE
*
r
rh
o
R
M
SE
R
M
SE
*
1
0.
91
1
0.
75
8
11
.0
5.
87
0.
91
7
0.
98
8
11
.3
6.
11
0.
87
2
0.
90
3
13
.3
8.
80
0.
84
4
0.
85
5
15
.8
11
.3
0.
93
4
0.
97
6
8.
29
0.
90
5
2
0.
90
9
0.
75
8
11
.1
5.
97
0.
91
2
0.
98
8
11
.7
6.
38
0.
87
1
0.
90
3
13
.3
8.
86
0.
84
7
0.
85
5
15
.7
11
.1
0.
93
2
0.
98
8
8.
45
1.
16
3
0.
90
9
0.
75
8
11
.1
5.
98
0.
91
1
0.
98
8
11
.7
6.
41
0.
87
1
0.
90
3
13
.3
8.
87
0.
84
7
0.
85
5
15
.7
11
.1
0.
93
4
0.
98
8
8.
46
1.
19
4
0.
90
9
0.
75
8
11
.1
5.
97
0.
91
1
0.
98
8
11
.7
6.
40
0.
87
1
0.
90
3
13
.3
8.
87
0.
84
7
0.
85
5
15
.7
11
.1
0.
93
2
0.
98
8
8.
46
1.
18
Ta
bl
e
6.
3:
P
er
fo
rm
an
ce
m
et
ric
s
fo
r
th
e
fo
ur
m
od
el
s
th
at
ac
hi
ev
ed
a
m
ax
im
um
M
on
te
C
ar
lo
Sp
ea
rm
an
’s
rh
o
of
1.
0
fo
r
al
lp
ro
gr
am
m
e
it
em
s.
Chapter 6. Brightness modelling | 170
Perceived differences between microphones
6.5 Scaled Results Modelling
With a small selection of models that work reasonably well for each of the programme
items individually, the next stage is to determine a model of brightness that will work
for the overall rating of brightness. Therefore, the model created should be able to
predict the relative brightness of an audio recording, taking into consideration both the
microphone-related brightness and the programme-item related brightness.
The correlation between each of the four selected SCRatio B metrics and the overall
scaled results were calculated. The correlation of these models to the scaled data was
fairly good, achieving values of Pearson’s r ranging between 0.8019 to 0.8156. The
performance of each of the four models is shown in Table 6.4. From this table it can
be seen that model 1 performs the best of all of the metrics tested.
Model
number Pearson’s r Spearman’s rho RMSE RMSE*
Monte Carlo
rho max
1 0.8156 0.8793 12.7242 10.0065 0.9113
2 0.8034 0.8749 13.0939 10.4304 0.9076
3 0.8019 0.8749 13.1356 10.4759 0.9076
4 0.8024 0.8749 13.1221 10.4612 0.9076
Table 6.4: Performance metrics for each of the five selected models over all scaled programme
items.
A scatter plot of subjective brightness ratings against the predicted values for model 1
is shown in Figure 6.11. From this plot, it appears as though there may be a nonlinear
correlation between the subjective brightness ratings and the predicted results. To
determine if a nonlinear transformation is appropriate, plots of the residuals can be
visually inspected.
6.5.1 Residuals
Linear modelling, by definition, can only produce a suitable model when the predictor
parameters are linearly correlated with the subjective results. It is common to use
non-linear transformations of predictors in order to alter the relationship between
predictor variables and subjective results. The most common method of determining
if a transformation is suitable is to analyse the residuals plot.
A residual in linear regression, r, is defined as the difference between the observed, x,
and predicted values, y:
rn = xn − yn. (6.19)
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Figure 6.11: Scatter plot of subjective brightness results against predicted brightness from
Model 1.
To remove the effect of scale size, it is more common to analyse standardized or
studentized residuals in linear regression. Standardized residuals are calculated as the
raw residuals divided by the estimated standard deviation, whereas the studentized
residuals are calculated using the standard deviation of each datapoint [Næs et al.,
2010].
If the studentized residuals appear to be randomly distributed then no transformation
is required; however, if the residuals appear to have a second order polynomial pattern
to the distribution (n or u shape), a non-linear transformation is appropriate.
6.5.2 Residual Plots
The studentized residual plot for model 1 is shown below in Figure 6.12. From visual
inspection of this plot, there is no obvious pattern to the distribution of the residuals.
However, a slight non-linear trend can be seen. This is represented in the figure with a
second order polynomial fitted to the residuals. From visual inspection of this plot, it
could reasonably be assumed that the nonlinear shape is due to the last two datapoints.
However, since there was a slight indication of a nonlinear relationship, both shown in
the residuals and from the compression of the lower predicted responses, the logarithm
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Figure 6.12: Studentized residuals of model 1 with a second order line of best fit.
of the SCRatio B metrics was taken, to see how this would affect the results. The scaled
subjective results plotted against the logarithmic transformation of the SCRatio B metric
is shown in Figure 6.13.
The Pearson’s r value for the logarithmic transformation is 0.8928. This is an
improvement over the non-logarithmic model one which had an r value of 0.8156. This
indicates that taking the logarithm does improve the model performance. This is also
logical when considering the metrics involved in the calculation, since the SCf0 is the
spectral centroid above the crossover frequency, and the frequency is nonlinearly related
to the perception of pitch.
However, this logarithmic transformation may not be beneficial to both parts of the
SCRatio B metric. From the rules of logarithms, it is known that
logb(x · y) = logb(x) + logb(y). (6.20)
From this, it can be seen that the logarithm of the SCRatio B metric is the sum of the
logarithm of SCf0 and the logarithm of Ratio B.
log10(SCf0 · Ratio B) = logb(SCf0) + logb(Ratio B). (6.21)
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Figure 6.13: Scatter plot of subjective brightness results against the logarithmic transformation
of model 1.
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It may be that taking the logarithm of each constituent part may not be ideal. Profile
plots can be used to explore the effect of the logarithmic transformation on both parts
of the metric.
6.5.3 Profile Plots
Profile plots are plots of each of the metrics contributing to a linear regression model
plotted against the observed values. Since model 1 is an SCRatio B metric, the
constituent parts of this metric were analysed. From Equation 6.16, it can be seen
that SCRatio B is formed as the product of the SCf0 metric and the Ratio B metric.
The profile plots of these metrics (not logarithmically transformed) are shown in
Figure 6.14. From visual inspection of these plots, it is interesting to note that
there is no clear relationship between the SCf0 metric and the subjective brightness
results. Contrary to this, the Ratio B seems to contribute much more in predicting the
subjective ratings.
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Figure 6.14: Profile plot for model 1 showing the SCf0 and Ratio B metrics plotted against
the subjective brightness scores.
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From this, it could be argued that the contribution of the SCf0 metric to the overall
SCRatio B metric could be reduced. By calculating the SCRatio B in the logarithmic
form shown in Equation 6.21, a weighting, w, can be applied to each constituent part
of the equation. The new metric can then be expressed as
Weighted SCRatio B = log10(Ratio B) + w · log10(SCf0). (6.22)
6.5.4 Weighting function
To test if a weighting function would be appropriate for this perceptual model, the
weight was varied between zero and two and the Pearson’s r correlation coefficient and
the RMSE were calculated for each weight. A plot of the correlation and RMSE is
shown in Figure 6.15. From this, it can be seen that there is a point between zero and
one where the correlation is maximum, and the RMSE is minimum. This point was
identified to be 0.44, and this was selected as the most appropriate weighting function.
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Figure 6.15: Weighting function as a factor of correlation coefficient.
Therefore, a weighting function of 0.44 was selected for use in the model of brightness.
by calculating the linear correlation values with this weighting value, the model to
predict subjective brightness can then be summarised as:
Brightness = −25.8699 + 64.0127× (log10(Ratio B) + (0.44× log10(SCf0)) . (6.23)
This model is shown against the subjective data in Figure 6.16. A comparison of the
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performance of the weighted logarithmic model against the SCRatio B metric is shown in
Table 6.5. From this table it can be seen that the weighted logarithmic model performs
better in all goodness-of-fit measures.
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Figure 6.16: Brightness model with a weighting function 0.44.
Model Pearson’s r Spearman’s rho RMSE RMSE*
Original 0.8156 0.8793 12.7242 10.0065
Weighted 0.9086 0.8963 9.1838 6.4206
Table 6.5: Comparison of Model 1 against the weighted logarithmic model.
6.6 Summary
Research question Q6 asks what features may potentially be used to predict the
perceptual attribute which contributes the most to the overall difference? This was
answered with a literature review into brightness, the perceptual attribute identified
as contributing the most to the overall difference. The spectral centroid and
magnitude-based metrics comparing the high frequency spectral balance were found
to have been used previously to predict perceived brightness. Additional metrics of
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the perceptual centroid and combinations of metrics were also proposed. Several
parameters were also suggested, such as perceptual weighting and spectral smoothing,
which may improve the prediction of brightness. This resulted in 24,066 potential
metrics, summarised in Table 6.1.
To answer research question Q7 (can a perceptual model be created that predicts
the subjective ratings for the perceptual attribute that contributes the most to the
overall difference between microphones?), each of the 24066 metrics were used to
develop a candidate perceptual model to predict the brightness of each programme
item independently. Four models achieved a perfect rank ordering with respect to the
subjective variance of the brightness data. Each of these models was a variation of the
SCRatio B metric: the spectral centroid above a cutoff frequency multiplied by the ratio
of the sum of energy above the cutoff frequency to the sum of all energy.
Testing each of these four SCRatio B metrics against the scaled data for all programme
items showed that the metric calculated with a linear frequency scale, Z-weighting,
3 kHz cross-over frequency, a low frequency limit of 20 Hz, and half octave spectral
performed the best. A linear regression model was created using this variation of the
metric which fit the overall scaled data well, Pearson’s r = 0.816, RMSE = 12.7242.
However, closer inspection of the model identified that a logarithmic transformation of
the data prior to calculating regression coefficients improved the fit.
This logarithmic transformation of the SCRatio B metric allows for weighting of the two
constituent parts. It was found that the spectral centroid component of the SCRatio B
metric was contributing less to the performance of the model, and that weighting this
component by 0.44 provided the best fit to the subjective data, Pearson’s r = 0.909,
RMSE = 9.18. This model is summarised in Figure 6.17.
Although this model performs well on the training data, in order to assess if the model
can generalise to new data, and determine if this is suitable for the assessment of
brightness, validation with new data is required.
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Ratio B =
∑N
n=3kHz x(n)∑N
n=20Hz x(n)
SC3kHz =
∑N
n=3kHz f(n)x(n)∑N
n=3kHz x(n)
−25.8699 + 64.0127× (log10(Ratio B) + (0.44× log10(SCf0))
Audio extract
FFT
1/2 Octave-band
smoothing
Brightness
prediction
Figure 6.17: Flow chart for calculating brightness.
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Model validation
Chapter 6 described the development of a model that can predict subjective ratings of
brightness from features extracted from an audio signal. However, this model has only
been shown to work well with the training data and needs to be tested against validation
data. This chapter answers research question Q8: How well does the perceptual model
work for new stimuli?
In order to effectively validate the performance of the model, stimuli need to be tested
that are different from those in the training dataset. Therefore, new stimuli need to be
recorded of different programme items, and with different microphones. This chapter
is split into three sections. Section 7.1 describes the selection of new microphones,
sources, and the recording procedure. Section 7.2 presents the listening test procedure
to collect subjective ratings of brightness. Section 7.3 then describes the modelling of
the subjective data with the model of brightness.
7.1 Microphone and source selection
Microphones for the validation dataset were selected using a similar procedure to those
described in Section 4.1: selecting microphones based from objective measurements,
followed by a subjective selection stage.
7.1.1 Objective microphone selection
In Section 4.1 microphones were selected based on eight objective factors that are known
to differ between microphones:
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1. sensitivity;
2. self-noise;
3. transient response (theoretical as no measurements available);
4. distortions;
5. diaphragm size;
6. transduction type;
7. directivity; and
8. frequency response.
From a list of commonly used studio microphones, microphones were selected that
exemplified the endpoints for each of the objective factors but were not selected for the
previous experiment.
7.1.1.1 Sensitivity
The Sony C800 microphone was selected as the most sensitive, with a documented
sensitivity of 25.1 mV/pa [Recording Hacks, 2013e]. The least sensitive microphone
selected was the AKG D12, with a documented sensitivity of 1.2 mV/Pa [Recording
Hacks, 2013c].
7.1.1.2 Self-noise
The microphone selected with the lowest level of self-noise was a Schoeps CM-6U
with a 2H capsule, with a documented self-noise of 11dBA [Schoeps, 2013b]. The
selected microphone with the highest level of self-noise was the Countryman B3, with
a documented self-noise of 24dBA [Countryman, 2016].
7.1.1.3 Transient response
The transient response of a microphone is not a common measurement of a microphones.
In Chapter 4, microphones were selected that were expected to have large differences in
their transient response by selected a large diaphragm dynamic microphone and a small
diaphragm condenser microphones, as it is considered that the mass of the diaphragm
affects the transient response.
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The large diaphragm dynamic microphone selected as an AKG D12, and the small
diaphragm condenser microphone was a Countryman B3.
7.1.1.4 Distortions
The distortion characteristics of a microphone are usually documented based on the high
SPL signals. However, this project is more interested in the distortion characteristics
of microphones under normal operating conditions. As with Section 4.1, a valve
microphone was selected, a Sony C800 microphone.
7.1.1.5 Diaphragm size
The largest diaphragm microphone selected was a Neumann U87, with a diaphragm of
26 mm diameter. The smallest diaphragm microphone selected was the Countryman
B3, with a diameter of 4.6 mm.
7.1.1.6 Transduction type
A Royer R-121 microphone was selected as an example of a ribbon microphones. A
Sony F730 microphone was selected as a dynamic microphone, and a Neumann U87
selected as a condenser microphone.
7.1.1.7 Directivity
Previously, microphones were selected that exemplified the three main directivities:
omnidirectional, bidirectional, and condenser. For the validation experiment, a
Schoeps CMC6U with a 2H capsule was selected as an example of an omnidirectional
microphone, a Royer R-121 microphone was selected as a bidirectional microphone, and
a Neumann U87 was selected as a cardioid microphone.
However, the directivities of sub-cardioid and hyper-cardioid were not considered in
Chapter 4. For the validation, a DPA 4015 was selected as a sub-cardioid microphone,
and a Hebden Sound HS3000 was selected as an example of a hyper-cardioid
microphone. Additionally, a Sony ECM670 shotgun microphone was selected in order
to consider the effect of this different directivity.
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7.1.1.8 Frequency response
As with Section 4.1, the frequency response of microphones can be classed as either
neutral of tailored. Examples of both microphone types are already selected for this
validation array. The selected tailored microphones are the AKG D12, Sony ECM
670, and Sony F730, and the neutral microphones are the Countryman B3, DPA 4015,
Hebden HS3000, Neumann U87, Schoeps CMC-6U with 2H capsule, Sony C800, and
Royer R-121.
7.1.1.9 Objective selection summary
The objective selection has resulted in the selection of ten studio microphones for this
validation experiment:
1. Sony C800;
2. AKG D12;
3. Schoeps CMC-6U with 2H capsule;
4. Countryman B3;
5. Neumann U87 (cardioid);
6. Royer R-121;
7. Sony F730;
8. DPA 4015;
9. Sony ECM670; and
10. Hebden HS 3000(hyper-cardioid).
7.1.2 Subjective selection
A questionnaire was given to eight audio engineers in order to identify microphones
that were considered to be the most and least bright. However, in order to create
a validation dataset that could be used to validate a model of not only brightness,
but other perceptual attributes, it was decided to include microphones that represent
the most and least of the five most prominent perceptual attributes as determined in
Chapter 5. The questionnaire asked:
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Q1 From your experience of microphones, please suggest a microphone (this can
be from the current selection or any microphone you have experience with) that
represents each extreme of the scale for each perceptual attribute of (i) brightness,
(ii) noise level, (iii) harshness, (iv) clarity, and (v) piercing.
7.1.2.1 Questionnaire responses
Eight audio engineers who have experience with the majority of the selected micro-
phones participated in the selection survey. The results are shown in Table 7.1. Any
microphones that were mentioned more than once are only shown once in the table
with the number of responses in brackets.
To ensure that the validation dataset contains microphones that cover the entire
range of the perceptual attributes, any microphones that are already selected from the
objective selection are highlighted in bold. After discussions with the engineers who
completed the survey, it was found that all references to the Hebden HS3000 microphone
was with the omnidirectional capsule, not the hyper-cardioid capsule selected for use
in this experiment. Therefore all references to the HS3000 will not be highlighted.
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Least bright microphone Coles 4038 (5), AEA R44, Neumann U47 FET, Telefunken
M80, Royer R-121, Sennheiser MD421.
Most bright microphone Hebden HS3000 (3), Neumann KM184 (2), Brauner
Phantom Classic, AKG C12, ELA-M251, Audix D2.
Least noisy microphone
AKG C414-XLS (4), DPA 4015 (2) Senheiser MKH40,
Rode NT1A, Lewitt LCT 550, C12, Schoeps 6U 2H
Capsule.
Most noisy microphone AKG C12 (4), AKG C12A (2), STC 4021, Beyer M160,
Sony C800, Countryman B3, Royer R-121.
Least harsh microphone
Coles 4038 (2), Schoeps CMC6U with 2H capsule (2),
DPA 4006, Neumann TLM-170, Sony C800, Neumann U47
FET, Royer R-121.
Most harsh microphone
Shure SM57, AKG 414-XL2, Shure beta 58, MXL990, Blue
bluebird, Royer R-121, AKG C214, Hebden HS3000, AKG
C451.
Least clear microphone
Film Industries M8, Behringer ultravoice XM8500, Shure
SM58, Golden Age R1 active mkIII, Coles4038, Royer R-
121, AKG D12, Sennheiser MD421.
Most clear microphone
DPA 4011 (3), Schoeps 6U with 2H capsule (2), Sony
C800 (2), DPA 4015, sE gemini 2, Manley reference
cardioid.
Least piercing microphone
Royer R-121 (2), Coles 4038 (2), Schoeps CMC6U
with 2H capsule, AKG C12, Neumann TLM 170,
Sontronics Sigma, AKG D12.
Most piercing microphone Hebden HS3000 (2), AKG C1000S (2), Shure Beta 57, Blue
Bluebird, MD421, KM184.
Table 7.1: Responses to questionnaire.
From Table 7.1, it can be seen that all rows contain one or more previously
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selected microphones with the exception of ’Most bright microphone’ and ’Most
piercing microphone’. For the most bright microphone, a Hebden HS3000 with an
omnidriectional capsule was chosen. For the most piercing microphone, the AKG
C1000S was selected as this microphone is considered to sound piercing but not bright,
whereas the HS3000 was also considered to sound both bright and piercing.
On closer inspection of the table, it can be seen that the Royer R-121 appears both
as the most and least harsh microphone. However, the HS3000 microphone which has
decided to be included is also in this group. Therefore no additional microphone needs
to be selected for this group.
From this, the HS3000 (omnidirectional capsule) and AKG C1000S microphones will
be added to the already selected ten microphones.
7.1.3 MEMS microphones
The training dataset from Chapter 4 contained a WM7131 and a Knowles MEMS
microphone. The subjective ratings of brightness showed that these microphones were
considered much brighter than any of the studio microphones from the training dataset.
Cirrus logic, a sponsor of this project, were asked to supply what they considered
to be their least bright MEMS microphone. In response to this, three new MEMS
microphones microphones were provided:
1. WM7132
2. WM7138
3. WM7331
It was suggested that under normal operation, MEMS microphones are perpendicular to
the sound source and rarely positioned with the soundhole facing the sound source (face-
on). Therefore, two of each of these microphones will be included in this microphone
array: one with the soundhole facing the source (face-on); and a second with the
soundhole perpendicular to the source (side-on).
7.1.4 Final microphone selection
A summary of the microphones selected for the validation experiment are shown in
Table 7.2.
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Microphone
Directivity
(C = Cardioid, B = Bidirec-
tional, O = Omnidirectional,
HC = Hyper-cardioid, SC =
Sub-cardioid, SH = Shotgun)
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7.1.5 Selection of sources
With microphones selected, sources were selected in the same manner as discussed in
Section 4.1, selecting sources that are expected to excite the objective differences in
microphones. For each of the eight factors used in selecting appropriate microphones,
acoustic features that will allow for differences in each of these factors are listed, and
sources selected that cover the appropriate range of acoustic features.
The acoustic features are expected to excite the differences for the eight objective
factors can be summarised as:
• Sensitivity — Select sources of varying SPL;
• Self-noise — Select sources of various SPL and dynamic range;
• Transient response — Sources that have fast and slow transients, as well as a
sources that have fast and slow decay times;
• Distortions — At least one source that produces high SPL;
• Diaphragm size — No known acoustic correlate;
• Transduction type — No known acoustic correlate;
• Directivity — Will affect the direct to reverberant ratio, but this will not affect
the selection of sources; and
• Frequency response — Sources of different spectral and harmonic content,
including dense and sparse spectra.
The model of brightness developed in Chapter 6 includes a crossover frequency of 3
kHz. Therefore, to test this sources were selected that produces energy predominantly
below 3 kHz, and another source which produces energy predominantly above 3 kHz,
and a broadband source with similar magnitude above and below 3kHz.
7.1.5.1 Selected sources
To meet all of these criteria, six sources were selected: banjo, cello, clarinet,
glockenspiel, trombone, and ukulele. The reasons for selection as well as a brief
description of the performance is summarised in Table 7.3.
The banjo was chosen to provide a source with a fast transient attack with little dynamic
range over a broad range of frequencies. The cello was selected due to the frequency
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content containing little energy above 3 kHz [Meyer, 1978], the cutoff of the developed
brightness model. The extract was selected to exhibit a slow attack time and a large
dynamic range.
Clarinet was selected as a source for its sparse frequency spectrum, containing
predominantly odd harmonics [Meyer, 1978], and was performed using a large range of
pitches and dynamics. The glockenspiel was selected as an instrument which contains
a dense and predominantly high-frequency spectral content. This was performed with
hard beaters to give a fast attack time.
The trombone was selected as a source for its ability to produce a high SPL, producing
over 95 dB(C) at 16 meters [Meyer, 1978]. Finally, the ukulele was chosen as an example
of an instrument which produces a low SPL.
7.1.6 Recording of the stimuli
Microphones were recorded using a 150 mm diameter multi-microphone array, the most
appropriate method for this project as discussed in Chapter 3. The layout of the array
is shown in Figure 7.1.
As with the stimuli recorded for the elicitation experiment, sources were positioned 1.5
– 2 metres from the array. Microphones were recorded with a Presonus Digimax FS
ADAT extension microphone preamplifiers with a Fireface 800 interface. A Genelec
1032B loudspeaker was positioned 1.5 meters from the array, with the acoustic centre
at the same height as the centre of multi-microphone array. Pink noise was reproduced
at 74dBSPL measured at the centre of the array with an NTI XL2 sound level meter.
Each microphone’s input gain on the Presonus interface was adjusted to produce the
same level of input ± 1dB.
MEMS microphones were supplied with 2.7V through a separate power supply. The
WM7331 microphones were recorded through the instrument inputs of the interface due
to the single ended output and high impedance. The WM7132 and WM7138, however,
had a differential output and lower impedance, and were recorded using the microphone
level inputs.
7.2 Subjective ratings
This section describes listening tests to obtain subjective ratings of brightness, in a
similar manner to those conducted in Chapter 6.
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Figure 7.1: Validation array layout. (a) AKG C1000S; (b) Cirrus WM7331 (side on); (c)
Countryman B3; (d) AKG D12; (e) Schoeps CMC6U with 2H capsule; (f) Cirrus WM7331
(face on); (g) Sony F730; (h) Cirrus WM7132 (side on); (i) Royer R-121; (j) Cirrus WM7132
(face on); (k) Sony ECM670; (l) Hebden HS3000 (omni); (m) WM7138 (side on); (n)
WM7138 (face on); (o) Neumann U87 (cardioid); (p) Hebden HS3000 (hyper-cardioid); (q)
DPA 4015; (r) Sony C800.
Prior to any listening tests to obtain ratings of brightness, a comfortable listening
level was found. A method-of-adjustment listening test was then used to perceptually
loudness match the stimuli to this comfortable level.
7.2.1 Loudness equalisation
A comfortable listening level was found in the same manner as the elicitation
experiment. A normalised signal from the Schoeps CMC6U microphone, chosen
arbitrarily, was reproduced through a pair of Sennheiser HD650 headphones with a
Focusrite VRM box interface, with the VRM feature disabled. The volume on the
VRM box was set to maximum.
Six subjects participated in the experiment and were asked to, for each programme
item, adjust the digital level of the stimuli to a level that would be comfortable for a
listening test of approximately 30 minutes. Stimuli were adjustable between -100 and
0 dBFS. The mean digital level of all six participants was calculated and applied to all
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stimuli of the same programme item.
Following this, a loudness matching experiment was conducted with six participants.
The stimuli adjusted to the comfortable level were presented to subjects with the same
reproduction setup. The Schoeps stimulus was presented as the reference, and subjects
were asked to match the loudness of each stimulus to this reference. Each stimulus was
adjustable in level by ±10 dB.
The gain for each stimulus was then averaged over all participants and applied. This
produced stimuli that were loudness equalised per programme item, and reproduced at
a comfortable level.
7.2.2 Selecting appropriate stimuli
The validation microphones were selected to cover a range of objective and subjective
attributes. However, ideally the same test interface should be used as used in Chapter 6.
Therefore, ten stimuli should be selected from the eighteen microphones that represent
the range of brightness.
A pilot listening test was conducted where subjects were asked to rate the brightness
of all 18 stimuli per programme item. Three subjects completed the listening test for
each programme item. The means and 95% confidence intervals over all programme
items and subjects are shown in Figure 7.2.
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Figure 7.2: Mean and 95% confidence intervals over all programme items for all eighteen
microphones.
To maintain similarity with the previous experiment, eight studio and two MEMS
microphones were selected. The brightest and least bright MEMS microphones were
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selected: the Cirrus WM7138 (face on) and Cirrus WM7331 (Side on) microphones
respectively. The brightest and least bright studio microphones were also retained: the
Sony F730 and AKG D12 microphones respectively.
In Figure 7.2, the omnidirectional Hebden HS3000 microphone was selected from the
survey as being one of the brightest microphones. However, results overall did not
show significant differences compared to the hypercaridoid Hebden HS3000 microphone.
Therefore, it was decided to omit the omnidirectional Hebden HS3000 microphone from
the selection. The Schoeps microphone was also removed from the microphone selection
since the result indicated that the Countryman B3, also an omnidirectional condenser
microphone was not statistically different.
This leaves ten microphones for subjective evaluation:
1. AKG D12
2. Sony C800
3. Countryman B3
4. Royer R-121
5. Hebden HS3000 (Hyper-cardioid)
6. Neumann U87 (cardioid)
7. Sony ECM670
8. Cirrus WM7331 (Side-on)
9. Sony F730; and
10. Cirrus WM7138 (Face on).
7.2.3 Pilot experiment
As with the acquisition of subjective brightness ratings in Chapter 6, ratings of
brightness would be obtained for each programme item individually, followed by a
listening test where subjects would compare the most and least bright stimuli for each
programme item. Prior to the main listening test, a pilot test was conducted to identify
which stimuli were rated as the most and least bright for each programme item.
Five subjects participated in this pilot test. Unlike with the results in Chapter 6, the
pilot test results did not reveal consistent stimulus pairs are being the most and least
bright for each programme item. This may have been due to the small number of
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subjects, but it was decided to collect all ratings of brightness for each programme
item before deciding on the most and least bright stimuli for each programme item.
7.2.4 Ratings of brightness
Eighteen subjects completed the brightness rating experiment, rating the perceived
brightness of the ten validation stimuli using the same test interface as in Chapter 6,
Figure 6.1. The test consisted of eight pages, one page for each of the six programme
items, and the last two pages were repeats of two programme items, randomly selected
for each test. These repeats were used to test for intra-subject consistency.
The performance of each subject was assessed on the intra-subject consistency and the
inter-subject agreement. The same exclusion criteria as used in Chapter 6 were applied:
subjects were removed that performed worse than one standard deviation away from
the grand mean for in both the intra-subject reliability and inter-subject agreement.
7.2.4.1 Intra-subject consistency
The intra-subject reliability was calculated by performing a univariate ANOVA for each
subject’s data, using the factors of programme item and microphone. Each subject’s
mean square error is plotted in Figure 7.3. The darker line represents the grand mean,
and the dotted line represents one standard deviation above this.
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Figure 7.3: Intra-subject reliability for each subject, showing the exclusion criterion.
From Figure 7.3, it can be seen that subjects 6, 7, and 14 meet the exclusion criterion,
having an intra-subject reliability greater than one standard deviation above the mean.
These subjects will be considered for removal.
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7.2.4.2 Inter-subject agreement
The inter-subject agreement was calculated as the Perason’s correlation to the mean
of all subjects’ responses. The inter-subject agreement is shown for each subject in
Figure 7.4.
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Figure 7.4: Inter-subject agreement for each subject, showing the exclusion criterion.
As can be seen from Figure 7.4, subjects 4 and 14 meet the exclusion criterion, having
an inter-subject agreement lower than one standard deviation below the mean.
Since subject 14 met the exclusion criterion in both the intra-subject reliability and
inter-subject agreement, subject 14 was excluded for subsequent analysis.
7.2.4.3 Brightness ratings
The mean ratings of brightness for each programme item is shown in Figure 7.5. The
mean results are also shown for each microphone in Figure 7.6. From these plots, the
brightest and least bright stimuli for each programme item can be identified. These are
shown in Table 7.4 and were used to scale the validation brightness data to compare
across programme items.
During the experiments, subjects were forced to use the full range of the scale, rating at
least one stimulus at 100 and at least one stimulus at 0. This is shown in Figure 7.5 by
the highest and lowest mean ratings being almost 100 and 0 on average. However, this
is not shown for the glockenspiel programme item. The scale is compressed, implying
that there is little consistency between subjects as to which is the brightest and least
bright stimulus. This was confirmed by discussion with listening test participants who
commented that the glockenspiel programme item was the most difficult to rate, since
all of the recordings were very bright.
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Figure 7.5: Mean brightness ratings for each programme item.
Programme item Least bright stimulus Most bright stimulus
Banjo D12 WM7138Face
Cello C800 F730
Clarinet D12 WM7138Face
Glockenspiel Hebden Hyper-cardioid WM7138Face
Trombone D12 WM7138Face
Ukulele D12 WM7138Face
Table 7.4: Stimuli that are the brightest and least bright for each programme item.
7.2.5 Brightness scaling
In order to compare across programme items, the brightness of the most and least
bright stimuli for each programme item were compared. The scaling task also had an
additional purpose: scale the validation brightness ratings to the same perceptual scale
as used in Chapter 6. The brightest and least bright stimuli overall from Chapter 6 were
included in this experiment for comparison against the most and least bright stimuli
of the six validation programme items: the double bass programme item with a Coles
4038 microphone; and the drums programme item recorded with a Knowles MEMS
microphone. The test interface is shown in Figure 7.7.
The position of each stimulus was randomised, and were replayed over the same
reproduction setup.
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Figure 7.6: Mean brightness ratings for each microphone.
Figure 7.7: Listening test interface for scaling the validation data.
7.2.5.1 Scaled brightness data
The results of the scaling experiment were averaged over all subjects. The mean results
for the anchors from Chapter 6 (double bass / Coles 4038 stimulus; and drums /
Knowles stimulus) were used to scale the entire data to the range used in Chapter 6.
The scaled results of this scaling experiment are shown in Figure 7.8.
Applying the ranges from Figure 7.8 to the mean ratings obtained for each programme
item gives ratings of brightness that are comparable across programme items and use
the same scale as the previous brightness ratings. These are shown in Figure 7.9.
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Figure 7.8: Mean and 95% confidence intervals for the scaling data, stretched to fit the
previous brightness ratings from Chapter 6.
7.3 Model validation
With the data for each programme item now collected that sits on the same perceptual
scale as the previous experiment, the brightness model can be tested with this validation
data.
7.3.1 Overall model performance
The weighted SCRatio B model created in Chapter 6 was applied to the validation
stimuli and compared against the scaled subjective data. This is shown in Figure 7.10.
Although the correlation of this model is reasonable, with a Pearson’s r of 0.854, the
scale of the model is wrong, with values which should range from 25 to 90 ranging from
-20 to 75: the model under-predicts all stimuli. This could be due to a feature missing
from the model, or a problem with the scaling data where using the extreme values
from Chapter 6 alone were not suitable in correctly scaling the validation data.
From Figure 7.10, it can also be seen that there is a distinct second group of stimuli
not contained within the main group.
To investigate the potential reasons that the model has a poor fit and the individual
group of data, the profile plots of the Ratio B and SCf0 metrics were plotted and
are shown in Figure 7.11. Comparing this plot to the previous metrics, shown in
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Figure 7.9: Mean and 95% confidence intervals for all scaled validation stimuli.
Figure 6.14, shows a difference in scale between the two sets of results. This difference
may explain the validation dataset not sitting within the scale range, yet still showing
a good correlation.
From Figure 7.11 it appears that the Ratio B metric correlates with the subjective
ratings much more than the SCf0 metric, as with the training dataset. It is therefore
possible that the SCf0 metric might account largely for noise within the data.
7.3.2 Model weight analysis
Since the SCf0 seems to perform badly in the validation dataset as well as the training
data, concerns were raised if this was modelling noise in the data. The weighting
function, the function which varies the contribution of the SCf0 metric, was recalculated
on the validation dataset in the same manner as the training data: varying the weighting
function and calculating the Pearson’s r and RMSE for each potential weighting.
Figure 7.12 shows the effect of changing the weighting value.
It was calculated that the maximum value of Pearson’s r and minimum RMSE occurs
when the weighting function is 0.39. This is close to the previously used weighting
function. This consistency between optimum weighting functions of both the training
and validation datasets implies that this was not the cause of error within the model.
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Figure 7.10: Validation data modelled.
7.3.3 Programme item analysis
To further assess problems with the model of brightness, the results for each programme
item were identified in the modelled data, shown in Figure 7.13. Two clear features can
be seen from this plot: (i) the independent group to the side of all other stimuli is due
to the trombone programme item, and (ii) that the fit of data within each programme
item is good.
There are several implications of this. First, it can be argued that although the
model under-predicts the validation dataset, the model does correctly predict the data
within each programme item. This implies that the model is suitable for assessing
comparative microphone-related brightness. The performance of the brightness model
for each programme item is shown in Table 7.5, where it can be seen that in general
the Pearson’s r is high, indicating a good fit.
The under-prediction of the validation data combined with the trombone programme
item being predicted in a different location implies that there is a feature missing from
the model which can predict the programme item-related brightness.
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Figure 7.11: Profile plot.
The model, however, can be considered suitable for the aims of this thesis: predicting
the microphone-related brightness. The challenge of further developing this model in
order to assess the absolute brightness is left for future studies.
Programme item Pearson’s r Spearman’s rho RMSE RMSE*
Banjo 0.9174 0.8857 38.4119 34.7352
Cello 0.7801 0.5429 40.5756 37.2609
Clarinet 0.8901 0.7714 41.0881 36.9804
Glock 0.8356 0.8857 40.3034 36.5692
Trombone 0.8561 0.9429 42.7577 39.2235
Ukulele 0.7886 0.5429 39.2020 35.7547
Table 7.5: Performance metrics for each programme item with the validation data.
7.4 Summary
This chapter has answered research question Q8: How well does the perceptual model
work for new stimuli? The performance of the model created in Chapter 6 was assessed
with a validation dataset.
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Figure 7.12: Evaluation of weighting function with validation dataset.
Twelve studio and three MEMS microphones (in two orientations) were selected that
were expected to cover the range of perceptual differences that can be expected
between microphones, and were separate from those used to develop the model. Six
new programme items were also selected and recorded using the multi microphone
array identified as the most appropriate for this project. Pilot experiments were then
conduced on the resulting 18 recordings per programme item to select eight studio and
two MEMS microphones that were known to be different in terms of brightness. This
maintained consistency with the number of stimuli used for developing the model.
Subjective ratings of brightness were obtained using the same test interface as the
training data, described in Section 6.1.1. Scaling data was collected in a similar manner
to the training dataset with the addition of the least and most bright stimuli overall
from the training dataset. These anchors allowed the range of the validation data to
be comparable to the training data.
The weighted logarithmic model was applied to the validation stimuli and plotted
against the subjective data. This is shown in Figure 7.10. Although the correlation
of the model was good, it exhibited an offset of about 20 brightness-units for all
stimuli. It was hypothesised that this could be due to two factors: (i) the acquisition
of scaling data was not conducted effectively and the subjective data may not lie on
the same perceptual scale, or (ii) the brightness of the programme item is not taken
into consideration.
By analysing the model by programme item, it was shown that the model performs well
at predicting the microphone-related brightness. However, the trombone programme
item produced a set of results that were not a part of the main group. This implies
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Figure 7.13: Validation model identifying each programme item
that the model is missing a feature which can predict the programme-item-related
brightness. However, the model works well for each programme item in isolation and
within each programme item can predict the microphone related brightness.
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Discussion
This thesis can be considered as having three main components:
1. identifying a suitable array size for making recordings for use in perceptual
microphone comparisons;
2. identifying the perceptual differences that exist between microphones; and
3. modelling of the brightness perceptual attribute (identified as an important
perceived difference between microphones).
This chapter will discuss the findings and methods presented in this thesis in terms of
these three components. Section 8.1 discusses the identification of a suitable array size,
presented in Chapter 3. Section 8.2 discusses the identification of perceptual differences
between microphones, documented in Chapters 4 and 5. Section 8.3 comments on
modelling the attribute of brightness, detailed in Chapters 6 and 7. Section 8.4 will
make some suggestions for the future direction of the field of perceptual microphone
analysis.
8.1 Microphone comparison discussion
In Chapter 3, a multi-microphone array of 150 mm was experimentally validated as
being the most suitable recording method for this project. A multi-microphone array
was also used to record stimuli for perceptual microphone comparisons by Swanson
[2012] and De Man and Reiss [2013]. In the work of Swanson [2012], four microphones
were positioned as close together as possible, whereas in De Man and Reiss [2013] six
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microphones were used. In both of these examples, no actual array dimensions were
given; however, the array size used by De Man and Reiss [2013] can be estimated at
approximately 200 mm. Although the array of De Man and Reiss is larger than that
identified in this project, for the evaluation of very large inter-microphone differences
it might be still suitable.
The experiments described in Chapter 3 are the first that formally establish that a
larger multi-microphone array will result in greater soundfield-related differences. The
formal experiments also showed that the maximum permissible array size is determined
by the smallest inter-microphone difference to be evaluated; larger inter-microphone
differences allow for a larger maximum array size before the microphone-related
differences are dominated by the soundfield-related differences, and conversely smaller
inter-microphone differences require a smaller array. The experiment also formally
showed, as well as a 150 mm array being acceptable for the experiments in this project,
that for the detection of very small inter-microphone differences an array of no larger
than 100mm is required.
8.1.1 Discussion of methods
The multi-microphone method of recording stimuli, although the most appropriate
method for this thesis, limits the number of direct comparisons that can be made by
the number of microphones contained within the array. It was suggested in Section 3.2.1
that this limitation could be partially averted by having several microphones consistent
between a number of separate multi-microphone arrays, with these microphones acting
as scale anchors. This is not an ideal solution as not every pair of microphones can
be directly compared and violations of the laws of transitivity cannot be identified.
This limit could be removed if the loudspeaker reproduction method was used to
record stimuli instead; however, there was a risk with this method that the response
of the loudspeaker may dominate any inter-microphone differences. With the results
that have been obtained in this thesis, the loudspeaker reproduction method could
be validated by performing an elicitation experiment, using stimuli recorded from a
loudspeaker, and comparing the results to those obtained in Chapters 6 and 7. If the
results indicate the same perceptual attributes, and similar contributions to overall
perceived differences, then the loudspeaker reproduction method can be considered
as appropriate, and therefore can be used to make recordings for future subjective
microphone evaluations.
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8.2 Elicitation discussion
As discussed in Section 1.1, Hebrock et al. [1996, 1997] conducted a series of experiments
into the perceptual effects of ringing in microphones, identifying the descriptors of:
harsh; edgy ; warm; not enough, or no low-end ; not enough, or extended high-end ;
detailed ; dull ; muffled ; open; thin; nasal ; and smooth. Comparing the microphone
descriptors highlighted by Hebrock et al. [1996, 1997] against the attributes identified
in this thesis (documented in Chapters 4 and 5), it can be seen that there is little
commonality; harshness, warmth and LF content being the only shared attributes. It
is notable, however, that this list includes the third most highly contributing attribute
identified in the current study (harshness), as well as the higher-level attribute warmth,
which is split into sub-attributes in the current study.
It is also worth noting that some of Hebrock et al’s other attributes might in fact
be similar (or even equivalent) to some identified in this research. A further panel
discussion similar to that held in Section 4.4 might lead to, for example, extended
high-end being grouped with brightness, or detailed being grouped with clarity. It
might even group Hebrock et al’s dull and muffled and identify them each as being
equivalent to a lack of brightness. These possibilities underline the importance of the
group discussion to the work in this thesis.
Even allowing for these potential similarities or equivalences between the current
attributes and those found by Hebrock et al, this thesis still identifies several additional
attributes as being important. This confirms the value of the use of a wide range of
microphones and programme items and of the adopted free elicitation approach.
The situation is similar when considering the findings of the loudspeaker-based
elicitation studies. Gabrielsson and Sjögren [1979] elicited 55 descriptors of the
differences between loudspeakers, and analysed these descriptors to find the eight most
prominent corresponding attributes: clearness/distinctness; sharpness/hard-softness;
brightness/darkness; fullness-thinness; feeling of space; nearness; disturbing sounds;
and loudness. Of these eight attributes, only brightness and clarity are the attribute
shared with the 31-lowest level attributes from this thesis. Again, there is a
possibility of similarity or equivalence between seemingly different attributes; for
example fullness-thinness could be related to the tinniness attribute.
In the research of musical acoustics, Disley et al. [2006] performed experiments
into musical timbre using fifteen attributes: bright ; clear ; warm; thin; harsh; dull ;
nasal ; metallic; wooden; rich; gentle; ringing ; pure; percussive; and evolving. Disley
et al. [2006] identified three scales to describe the timbre of musical instruments:
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dull/brilliant ; cold/warm; and pure/rich. Comparing the results of these studies to
the current project’s elicited terms, the attributes bright, clear, harsh and nasal are
shared with the lowest level of the current study’s hierarchy (referred to as brightness,
clarity, and harshness in this thesis), and the first three of these are in the top four
highest contributing (top three if noise level is discounted). The attributes warm and
ringing are also shared between Disley et al. [2006] and the current study, but are
higher-level attributes on the hierarchy, comprised of multiple sub-attributes. Finally,
again, there is a possibility of similarity/equivalence, for example the dull/brilliant scale
may refer to the same perceptual attribute as brightness from this study.
It is interesting to note that the attribute noise level, found to be the second largest
contributing factor in this thesis, was not revealed in any of the previous studies. It
was only revealed due to the deliberate selection of a very wide range of microphones
(including MEMS microphones) and of programme items with a very wide range of
characteristics (including the bass, which produced a low SPL with very little high-
frequency content).
Thus, it seems that: (i) three of the four attributes found by the current study to
contribute the most to perceived inter-microphone differences were also identified in
previous studies; (ii) additional attributes were revealed by the current study, as a
result of it focusing specifically on microphones, evaluating a wide range of microphones
and programme items, and employing free elicitation rather than allowing listeners
to choose only from a limited prescribed attribute list; (iii) higher level attributes
identified in previous studies can be broken down into multiple sub-attributes, each
making a specific contribution; and (iv) panel discussions have the potential to identify
equivalences between elicited descriptors and thereby reduce redundancy in attribute
sets.
The attribute of brightness, being rated as contributing the most to the difference
between microphones, is most likely due to the differences in high-frequency responses
between microphones. In Chapter 2, it was explained that condenser microphones are
designed with the mechanical resonance of the diaphragm at high frequencies, and that
omnidirectional diffuse-field microphones are designed with a high-frequency lift. This
may account for the perceived brightness differences between these microphones and
dynamic, ribbon, or other directional microphones.
8.2.1 Discussion of methods
The elicitation experiments, documented in Chapter 4, were conducted using es-
tablished methods and using trained listeners. It is possible that, using the same
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experimental framework, a group of novice listeners may have provided a different
set of descriptors due to the differences in their vocabulary, potentially resulting in
a different set of perceptual attributes. However, in the elicitation experiments of
Francombe [2014], which were conducted on both trained and untrained listeners, the
novice listeners tended to agree with the list of perceptual attributes generated by
the trained listeners. This implies that untrained listeners would be unlikely to add
any useful additional perceptual attributes. It may be of interest to check that the
elicited perceptual attributes are understood and useful to untrained listeners and to
understand how the vocabulary of untrained listeners may be different, potentially
compiling a dictionary to translate between expert and non-expert terms for each
attribute.
One key feature of this elicitation experiment was that subjects were not informed
about the nature of the stimuli; none of the participants knew that the microphone
was the only factor changing between stimuli (of a single programme item). This
distinguishes it from the evaluations used to inform microphone reviews, comments on
audio discussion boards, and some previous academic research, where preconceptions
about what factors are likely to differ between microphones could have introduced bias.
The novel design of the attribute contribution experiment ensures that all attributes,
regardless of the frequency-of-elicitation, can be rated as contributing highly to the
difference between stimuli. This is beneficial for attributes that are perceptually very
prominent yet difficult to verbalise (and therefore less likely to be reported). This
method could be employed in various other semantic studies, as the results directly
relate to perception without the need for interpretative statistics.
8.3 Brightness rating and modelling
The subjective ratings of brightness showed that the two MEMS microphones tested
were consistently the most bright. This is most likely due to the high frequency
lift which MEMS microphone have, caused by the dust cap, explained in Chapter 2,
Section 2.2.2. The most bright studio microphone was not consistent across programme
items and varied between the sE Electronics sE2200a, DPA 4006, and AKG C-414
B-XLS; however, the least bright microphone was consistently the Coles 4038. This is
a ribbon microphone whose high-frequency response tends to be poor, as discussed in
Chapter 2, Section 2.2.4.
The directivity of microphones may have affected the perception of brightness, as the
two least bright microphones (Coles 4038 and AKG C451) were both bidirectional
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microphones. The omnidirectional microphones (MEMS and DPA 4006) were rated
near the top of the brightness scale. This could be due to the high-frequency rolloff effect
of bidirectional microphones as discussed in Section 2.2.4.1, and the enhanced high-
frequency response of diffuse-field omnidirectional microphones. This could be tested
in the future by comparing recordings of free- and diffuse-field designed omnidirectional
microphones.
Much of the literature regarding the perception of brightness suggested that the spectral
centroid is a suitable metric which correlates with perceived brightness [Schubert
and Wolfe, 2006; Schubert et al., 2004; Poirson et al., 2005; Grey and Gordon,
1978]. However, the model produced in this thesis suggests that a combination of
the high-frequency to all energy ratio and the spectral centroid above 3 kHz produces
a better model of brightness.
During the elicitation experiment, listeners commented that the differences in bright-
ness were brought about by changes in the high-frequency energy. If the high-frequency
content of a signal is increased, the spectral centroid will increase; however, changes
in the low-frequency content that do not affect the perception of brightness will still
affect the spectral centroid. Limiting the spectral centroid to only above 3 kHz removes
the interaction of the low-frequency, but also makes the measurement meaningless for
signals that contain very little or no high frequency content. This may have made this
measurement less meaningful for programme items, such as the bass, which contained
little to no high frequency content. Where there is little to no high-frequency content,
the frequency limited spectral centroid will be influenced by broadband noise in the
signal, and thus give an unreasonable result.
The ratio component of the brightness model measured the relative level of high
frequencies, with a crossover frequency of 3 kHz as used by Juslin [2000], making
this metric able to reflect when there is little or no high frequency content. However,
this metric cannot distinguish between sounds that have similar energy contents above
3 kHz, but are spectrally different. For example, sine tones at 5 kHz and 10 kHz, of
equal amplitude, would produce the same ratio but would most likely differ in their
perceptual brightness. The combination of the ratio and SCf0 metrics account for the
deficiencies in each other.
8.3.1 Discussion of methods
When validating the model of brightness, it was shown that the model was able to
predict the microphone-related brightness, but struggled to predict the programme-item
related brightness. When validating the model, the validation dataset was consistently
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under predicted by about 20 brightness-units compared to the subjective data. This
was either due to the testing method and its scaling of programme items, or to a
missing feature in the model. Since the data is consistently offset, this implies that the
error is most likely due to the scaling method. The testing method used was suitable
for measuring the subjective microphone-related brightness, as desired by this project.
However, the inter-programme item scaling method may have introduced scale biases,
and thus may not be a suitable method for a project focussing on programme-item
dependent brightness. Additionally, subjects noted that judging brightness differences
between programme items was much more difficult than within a programme item. This
could also go someway to explaining the discrepancy between the model and validation
data.
8.4 Future direction of the field
The field of perceptual microphone evaluation is fairly new with little documented
research. This thesis has described experiments that have identified the perceptual
differences between microphones, potentially opening the field for future research.
As discussed in Section 8.1, one useful next step may be to attempt to validate the
loudspeaker reproduction method. Having this method validated would allow for
directly comparable recordings to be created after the initial recording date.
Further work in this field could also be on improvements to the developed brightness
model. It was argued in Section 8.3 that the model not fitting the validation data as
well as expected was due to either the listening test methodology or a missing feature
within the brightness model. In order to develop this model further, the testing method
should be examined and strategies employed that would reduce the scale bias in the
results, potentially by including several pre-defined anchors or developing a new testing
method to obtain the relative levels of the programme items. Following this, further
development of the brightness model could be completed, ensuring that the model
accurately predicts the brightness for any microphone/programme item combination.
It was suggested in Chapter 7 that the model may be missing a feature that considers
the bandwidth of the signal, but further experimentation is required to test this.
The elicitation experiment and attribute contribution experiment were designed in
such a way that future experiments could be easily carried on from the existing
data. The attribute of brightness was modelled in this research as this was found to
contribute the most to the difference between the microphones. Following on from this,
additional models could be developed that predict the second, third, fourth, fifth, etc.,
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contributing attributes: noise level, harshness, clarity, and piercing. These attributes
can be modelled in the same way as the brightness attribute: first, identifying any
existing literature that pertains to each attribute to identify metrics that may be useful
predictors; second, conduct subjective assessment of the attribute; third, select the most
appropriate metric or (combination of metrics) to predict the subjective attributes; and
lastly, validate the model.
Although the developed model can be used to predict the microphone-related brightness,
this extracts features from recordings made with the microphones. It would be
beneficial if the model could be designed to work without the need for recording musical
sources. This may involve development of suitable test signals and validation of the
models. However, this task may be difficult, if not impossible, since rank order of
microphone brightness differed between programme items. Therefore, the reasons for
these differences need to be examined and mitigated in the new model, potentially by
grouping sources (e.g. vocals, basses, percussion, etc.) and developing a different test
signal for each.
With a model of brightness which functions on test signals rather than recordings,
companies could implement this within their microphone design, manufacture, and
quality assessment stages. For example, design engineers could now design microphones
with a specific level of brightness, or MEMS microphones could be designed to have
similar levels of perceived brightness to studio microphones. Additionally, testing of
microphone tolerance could be conducted using the perceived brightness; testing if the
manufactured microphones lie within ±1 brightness unit (or suitable value) in addition
to testing the frequency response tolerance.
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Conclusions
Chapter 1 noted that physical measurements of microphones do not always directly
relate to the perceived characteristics that a microphone imparts onto a recording.
Currently, the only method of obtaining these perceived characteristics is using a
panel of listeners. Perceptual models may be able to predict subjective ratings of the
perceptual attributes, providing perceptually relevant measurements of microphones
without the time-consuming process of subjective testing.
In order to begin to develop such perceptual measures, the three main aims of the
project were: (i) identifying the perceptual attributes that describe the differences
between microphones; (ii) finding the relative contribution of each of these attributes
to the perceived differences between microphones; and (iii) developing a perceptual
model of the highest contributing attribute. To meet these three aims, seven research
questions were posed.
9.1 Question summaries
In the following sections, the answers to each of the seven research questions are
summarised.
9.1.1 Research question Q1 - What physical differences exist be-
tween microphones that may result in perceptual differences
between recordings?
The physical differences that are likely to exist between microphones were examined
in Chapter 2 by way of a literature review. This review showed that the design of
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directional characteristics may affect the perceived characteristics of a microphone.
More directional microphones will produce recordings having a higher direct-to-
reverberant ratio, changing the apparent source distance. However, directional
microphones tend to suffer from off-axis colouration, a change in response on the side
of microphones which can cause a comb-filter like frequency response.
From a review into common microphone transduction types, it was shown that each
transduction type was designed differently to obtain a flat frequency response that
spanned the majority of the audible spectrum: mechanical resonances are designed in
different frequency regions. This results in differences in the frequency responses of
microphones of different transduction types. The different transduction methods also
result in differences in sensitivity, self-noise, directivity, and transient response.
Diaphragm size was shown to affect the sensitivity of a microphone, with larger
diaphragm microphones having higher levels of sensitivity. Larger diaphragm micro-
phones usually have more mass, which has been shown to slow the transient response
of a microphone. It was also shown that the design of microphones can lead to
nonlinearities. These will affect the recorded signals at high SPL, adding distortion,
but may also result in distortions under normal operating conditions.
These physical differences can be summarised as:
1. directivity;
2. transduction method;
3. frequency response;
4. sensitivity;
5. self-noise;
6. transient response;
7. distortion; and
8. diaphragm size.
These findings can guide the search for perceptual attributes and can help to ensure
appropriate design of assessment and modelling experiments.
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9.1.2 Research question 2 - What measurements are currently used
to describe the characteristics of a microphone?
The measurements that are used to describe the characteristics of a microphone were
found in Chapter 2 from a literature review into standardised objective measurements
of microphones as well as additional non-standardised measures.
The most common measurement of directivity is the response of a microphone to an
octave band noise signal a various angles of incidence, measured in an anechoic chamber.
The results are commonly displayed on a polar diagram.
The magnitude frequency response was found to be the most common descriptor of
a microphone’s performance. BS EN 60268-4 [2010] allows for both free- and diffuse-
field measurements, but it was shown that these measurements may be very different
depending on the microphone’s design. This may result in a frequency response graph
that may not represent the true sonic characteristic of a microphone, or characteristic
for a specific usage. Other frequency response measurements of the spatial frequency
response have been suggested which may give a more ecologically valid representation
of a microphone’s performance.
Contained within BS EN 60268-4 [2010] are measurements for the sensitivity and
self-noise of microphones. However, it was noted that the self-noise measurements
were only available for condenser microphones. It was also noted that there is no
standardised frequency for sensitivity measurements, making comparisons between
microphones difficult.
Distortions can be measured in microphones using several methods: measuring the
total harmonic distortion, difference frequency distortion method and measuring the
overload characteristics. The level of distortion is dependent on the SPL of the signal
being recorded and the spectral content of this signal.
Measurements of a microphone’s transient response are not described in the BS EN
60268-4 [2010] standard. The transient response of a microphone can be described
in two parts: the rise-time, and the ringing. The rise time is commonly measured in
loudspeakers and circuits using a step-response function. The ringing of a microphone’s
diaphragm is generally measured by capturing an impulse response and analysing the
decay of each frequency on a waterfall plot.
The measurements that characterise each of the objective differences identified from
Q1 are summarised in Table 9.1.
These objective measures give an indication of which objective factors are considered
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Physical difference Objective measurement
Directivity Polar response
Frequency response Free-, diffuse-, or near-field frequency response
Sensitivity Standardised measure of sensitivity in V/pa
Self-noise Standardised measure of sensitivity in dBA
Transient response
Non-standardised measure of step response
Non-standardised measure of ringing
Distortion Overload characteristics
Table 9.1: Summary of measurements currently used to describe a microphone’s characteristics.
to be important to a microphone’s performance and can be used to ensure appropriate
design for assessment and modelling experiments.
9.1.3 Research question 3 - What is the most suitable method to
record sources for perceptual comparisons?
Research question Q3 was answered in Chapter 3. An ideal method to make recordings
for evaluating the perceptual differences between microphones in listening tests should
satisfy four criteria:
• identical source (the source recorded should be identical for each microphone);
• identical soundfield (the soundfield at each microphone should be identical);
• no performance limitation (all objective differences that exist between the
recorded microphones should be imparted to the signal and not limited by the
recording method); and
• practical and flexible (should allow for a wide range of sources, should not require
specialist equipment, and should allow for further recordings to be made with
additional microphones in the same way at a later date).
Of five methods that have been previously used to record stimuli for microphone
comparisons, none meet all four criteria. For perceptual comparisons conducted with
formal listening tests, however, it was concluded that the ‘multi-microphone’ method
was the most suitable.
In this method, all microphones under test are recorded simultaneously. This means
that microphones cannot be positioned at the same point in space, potentially resulting
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in both soundfield-related and microphone-related differences between recorded stimuli;
however, a series of experiments showed that at a small enough inter-microphone
spacing the recorded stimuli will contain predominantly microphone-related differences.
Listening-based experiments using microphones chosen to cover all the differences
identified in Q1 and Q2, with sources chosen to maximise the likelihood of revealing
all perceptual differences, found that an array of no more than 150 mm in diameter is
suitable, except where inter-microphone differences are perceptually extremely small.
For comparisons between the most perceptually similar microphones an array of no
more than 100mm in diameter is required.
9.1.4 Research question 4 - What are the perceptual attributes
that differ between microphones?
Research question Q4 was answered in Chapter 4, which documented a four-phase
hybrid elicitation study. In Phase 1, consideration of the objective differences between
microphones, and expert opinions from audio engineers, indicated that recording five
programme items (double bass, drums, acoustic guitar, string quartet, and trumpet)
with eight studio and two MEMS microphones (summarised in Table 4.1) would
provide suitable stimuli to reveal the attributes comprising the most prominent
inter-microphone differences. Such recordings were then made using a 150 mm
multi-microphone array, identified in Chapter 3 as the most appropriate recording
method, to generate stimuli for use in elicitation listening tests.
In Phase 2, pairwise listening comparisons between the resulting 50 stimuli, followed
by multi-dimensional scaling analysis, revealed up to five salient dimensions per pro-
gramme item; seventeen corresponding pairs of recordings were selected exemplifying
the differences across those dimensions.
In the FCP elicitation, in Phase 3, a total of 768 terms described the differences that
listeners heard between the stimuli in each exemplary pair. Phase 4 then employed
panel discussions to group the elicited terms and reduce redundancy, and identified a
hierarchy of 40 perceptual attributes (Figure 4.20). The 31 lowest-level attributes of
this hierarchy can be be used to describe the perceived differences between microphones.
The perceptual attributes that differ between microphones are summarised in Table 9.2.
This has met project aim (i), identifying the perceptual attributes that describe the
differences between microphones.
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Perceptual attribute Perceptual attribute Perceptual attribute
LF content Roundness Reverberation
MF content Tinny-ness Room timbre
Brightness Raspy Source distance
Boominess Harshness Image width
Lower mids Noise level Dynamic range
Honky Noise spectrum Punchiness
Nasal Distortion Clarity
Reediness Recording noise Ensemble balance
Piercing Recording environment Perceived pitch
Body Instrument noise
Harmonics Realism
Table 9.2: Summary of 31 lowest level attributes that describe the perceived differences
between microphones.
9.1.5 Research question 5 - Of these attributes, which contribute
the most to the perceived differences between microphones?
Research question Q5 was answered in Chapter 5, which documented a novel attribute
contribution experiment where subjects were asked to rate the relative contribution of
each of the 31 lowest-level attributes to the overall difference between each stimulus
pair. Analysing the results over all seventeen microphone pairs showed that brightness
is the attribute that contributes the most to the differences, followed by noise level,
harshness, clarity, and piercing. The full rank ordering of stimuli is shown in Table 5.2.
Breaking down the analysis by microphone type (studio-vs-studio comparisons and
studio-vs-MEMS comparisons) and programme items revealed that the noise level
attribute only contributed highly to the studio-MEMS comparisons and for the bass
programme item. This indicates that although overall the noise level is the second
highest contributing attribute to the overall difference, this is only the case for specific
stimulus pairs. Brightness, however, contributed highly the the difference between all
stimulus pairs.
This has met project aim (ii), finding the relative contribution of each perceptual
attribute to the overall perceived difference between microphones.
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9.1.6 Research question 6 - What features may potentially be used
to predict the perceptual attribute which contributes the
most to the overall difference?
Research question Q6 was answered in Chapter 6 by a literature review into brightness,
the perceptual attribute identified as contributing the most to the overall difference.
The spectral centroid and magnitude-based metrics (ratios of high frequency spectral
energy to the total spectral energy) have been used previously to predict perceived
brightness. The ‘perceptual centroid’, calculating the spectral centroid on a perceptual
frequency scale, was also suggested as a metric that may predict brightness. Various
combination metrics incorporating the spectral/perceptual centroids and magnitude-
based metrics were also proposed.
To make the metrics more perceptually relevant, several additional parameters were
also suggested, such as perceptual weighting (Z, A, and C weighting) and spectral
smoothing, which may improve the prediction of brightness. This resulted in 24,066
potential metrics, summarised in Table 6.1.
9.1.7 Research question 7 - Can a perceptual model be created
that predicts the subjective ratings for the perceptual
attribute that contributes the most to the overall difference
between microphones?
Research question Q7 was answered in Chapters 6 and 7, first training a model in
Chapter 6 and then validating the performance in Chapter 7.
Subjective ratings of brightness were obtained for each microphone with each pro-
gramme item. The least and most bright stimuli for each programme item were then
compared in order to scale the brightness ratings for each programme item appropriately
so that comparisons across programme items could be made.
Each of the 24,066 metrics were used to develop a candidate perceptual model to
predict the subjective ratings of brightness for each programme item independently.
The suitability of each candidate model was assessed using the Monte Carlo Spearman’s
rho, a goodness-of-fit measure used in other research fields that was previously unused
in perceptual auditory modelling, but that was employed here (for the first time in an
audio perception context) to avoid discarding potentially useful candidate models.
The existing models of spectral centroid and ratio metrics go some way to modelling
the brightness ratings gathered, but were outperformed by a combination metric which
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was able to achieve a perfect rank ordering for each programme item (with respect
to the subjective variance); this new model was the product of the spectral centroid
above a cutoff frequency multiplied by the ratio of the sum of energy above the cutoff
frequency to the sum of all energy.
The best performing model was calculated with a linear frequency scale, Z-weighting,
3 kHz cross-over frequency, a low frequency limit of 20 Hz, and half octave spectral
smoothing. This model was found to perform better with a logarithmic transformation
and applying a weighting function to each constituent part of the combination metric.
The best weighting function was found to be 0.44 which provided the best fit to the
subjective data: Pearson’s r = 0.909, RMSE = 9.18. The prediction of brightness can
be achieved as shown in Figure 9.1.
Ratio B =
∑N
n=3kHz x(n)∑N
n=20Hz x(n)
SC3kHz =
∑N
n=3kHz f(n)x(n)∑N
n=3kHz x(n)
−25.8699 + 64.0127× (log10(Ratio B) + (0.44× log10(SCf0))
Audio extract
FFT
1/2 Octave-band
smoothing
Brightness
prediction
Figure 9.1: Flow chart for predicting brightness.
Chapter 9. Conclusions | 219
Perceived differences between microphones
9.1.8 Research question 8 - How well does the perceptual model
work for new stimuli?
The brightness model was validated in Chapter 7. A validation dataset of fifteen
microphones and six programme items was recorded in order to assess the performance
of the model. Across the full validation dataset, the model produced a high RMSE
due to a consistent under-prediction and the data for one programme item not fitting
the overall trend. This meant that for use as a predictor of programme-item-related
brightness, some improvements to the model may be necessary. In spite of this, the
model achieved a very high correlation of 0.854. Analysing the model’s performance
per programme item showed that it performed well at predicting the brightness of each
programme item. Therefore, the model is well-suited to the evaluation of microphone-
related brightness differences.
This has achieved project aim (iii), developing a perceptual model the highest
contributing attribute: brightness.
9.2 Contributions to knowledge
The following original contributions to knowledge were made by the research presented
in this thesis.
• A suitable method for recording stimuli for a perceptual microphone comparison
in an ITU-R BS 1116 compliant listening room (and other more reverberant
environments), ensuring that the differences between recorded stimuli are pre-
dominantly due to the microphone-related differences (Chapter 3).
• A method to identify a suitable multi-microphone array size for recording
stimuli for a microphone comparison in any acoustic environment (Chapter 3,
Section 3.4).
• A hierarchy of 40 attributes that can describe the differences between microphones
(Chapter 4). These attributes allow for meaningful, comparable, and repeatable
subjective evaluations of microphones.
• A novel method to determine the contribution of attributes to the difference
between stimuli (Chapter 5).
• The rank ordering of the 31 lowest-level attributes to the contribution of the
difference between microphones (Chapter 5). This provides other researchers a
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logical order for each of the subjective attributes to be analysed in, beginning
with the attributes that contribute the most to the difference.
• A linear regression model that can predict the microphone-related brightness from
recordings (Chapter 6).
9.3 Further work
The following suggestions of further work have arisen from the work in this thesis.
9.3.1 Brightness model refinement
As discussed in Chapter 8, although the brightness model shows good correlation with
the subjective data, the model under-predicted the brightness of the validation stimuli.
It was hypothesised that this was due to either a missing feature in the model which
can account for the programme-item-dependent brightness, or an error introduced by
the testing method. In order to further develop this model of brightness, the listening
test scaling methodology should be tested to ensure that the results are free from
systematic errors and, if not, then a new testing method developed. Following this,
further work could be conducted into finding an objective metric that can predict
the programme-item related brightness. The fundamental frequency may be a useful
starting point.
Additionally, the brightness model could be improved by being able to work on physical
measurements of a microphone. The current brightness model uses features extracted
from recorded signals. If the model could be adapted to work using only physical
measurements of microphone performance, there would be no need to make recordings
with microphones, making the brightness model more likely to be implemented by
manufacturers, either as a method of providing a description of a microphone’s
performance or by design engineers.
9.3.2 Other perceptual models
It is hoped that the attributes identified in this project (other than brightness) will
be used by other researchers to continue modelling the perceptual characteristics of
microphones. Other researchers may be able to utilise the recordings in the training
and validation datasets when modelling other perceptual attributes. The validation
dataset was specifically chosen to allow for this, with the selection of microphones with
a questionnaire that specially asked for microphones that lay at the extremes for each
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of the five most prominent attributes: brightness, noise level, harshness, clarity, and
piercing.
9.4 Summary
The current objective measures that are used to describe the performance of a
microphone do not always convey the perceptual characteristics of a microphone. It
is therefore of interest to create a more perceptually relevant method of describing
the performance of a microphones. The work presented in this thesis is a first
step towards developing perceptually meaningful measurements of a microphone’s
perceptual characteristics.
The research in this thesis has identified the physical differences between microphones
and the objective measurements that currently describe their performance; developed a
suitable method for recording stimuli for listening-test-based comparisons; established
the perceptual attributes that describe the perceived differences between microphones;
found the relative contribution each of these attributes has to the overall difference
between microphones; and developed a model that can predict the microphone-related
brightness (the attribute found to contribute most overall) from features extracted from
a recorded signal.
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List of Publications
The following publications have arisen as a direct result of the work contained in this
thesis.
Chapter 3 has lead to the convention paper:
• Pearce, A., Brookes, T., and Dewhirst, M., 2015: ’Validation of experimental
methods to record stimuli for microphone comparisons’, in 139th Convention of
the Audio Eng. Soc. (New York, USA).
Chapters 4 and 5 has lead to the journal paper:
• Pearce, A., Brookes, T., Mason, R., and Dewhirst, M., 2016: ’Eliciting the
most prominent perceived differences between microphones’ The Journal of the
Acoustical Society of America, Vol. 139, No. 5, pp. 2970–2981.
Chapter 6 has lead to the convention paper:
• Pearce, A., Brookes, T., Mason, R., and Dewhirst, M., 2016: ’Measurements to
determine the ranking accuracy of perceptual models’, in 140th Convention of the
Audio Eng. Soc. (Paris, France).
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Data resulting from this research is available in the following repositories:
• Microphone Comparison Array Validation Dataset (Chapter 3)
doi: 10.5281/zenodo.20547
• Perceived Differences Between Microphones Dataset (Chapters 4 and 5)
doi: 10.5281/zenodo.30621
• Microphone Brightness Modelling Dataset (Chapters 6 and 7)
doi: 10.5281/zenodo.322747
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Appendix B
Phase 3—Elicited terms
Table B.1 below shows all of the elicited terms from the Phase 3 experiment, discussed
in Chapter 4, Section 4.3. Results are arranged by stimulus pairs.
Table B.1: Table of all the elicited terms from Phase 3 direct elicitation experiment, discussed
in Chapter 4, Section 4.3. All terms in this table were transcribed verbatim from the results.
“[sic]” has been used to where the transcription may be misinterpreted as an error.
Stimulus
Pair
Elicited Terms
Pair 1 Noise
Additional noise
added in B
Fluffy
Bass
High frequency
content
Noisy Noise Reduced
SM 58 &
Coles 4038
String noise Muffled
Instrumental/string
noise masked
Warmth Whistling Perceived distance
Evenness Noise floor Fuller
Resonance Room Wider
Clean Proximity More involving
Noise floor
Lots of background
hiss
Warmer
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 1
continued...
Compression Sounds cleaner Fuzzy
Noise level B sounds less buzzy Noisier
Dynamic range Noisier Less solid
High frequency level Hiss
B has less emphasis
on the transients
and the finger noise
HF Noise Articulated
A is slightly buzzier
on the transients
Instrument sounds
he same in both
A is hissier and
brighter
Pair 2 Noise
Can’t hear any
difference apart
from noise...
HF noise
Bass Flatness Harmonics Roundness of tone
DPA 4006
& WM7131
Attack LF content Noise level
Recording
environment
HF level High frequency noise
Low mid balance
No change in EQ of
instrument between
A and B
B has Hi EQ lift
B sounds less
directional
A sounds more
direct
Noise
Boomy Low frequency Noise
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 2
continued...
More low frequency
hiss in background
Sounds more round
A sounds more
detailed
B is tighter Noisier Noise
Hiss
High frequencies (on
the click)
A is hissier/noisier
B has a darker tone
A is a bit brighter
and a little more
ambient sounding
Noise reduced
Warmth Bolder Bigger
Rounder More substantial Wooly
Dry
Pair 3 Noise Brightness Prescence [sic]
Bass Loudness Distance Tone
C12 &
Coles 4038
Dynamic fluctuation Directivity
Roomy String tone Noise level
Boominess Room noise Brightness
HF Noise Muffled
A has added HF
content compared to
B
B has been LPF
B sounds like its
close mic-ed and A
sounds like the
microphone if
further awy [sic]
Focus
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 3
continued...
Noise Rattle Muffled
Noise floor High frequency
Sloghtly more
background hiss [sic]
Sounds closer A sounds jazzy
A sounds more
controlled
B sounds more
overtony
Boomy Softer
Hiss Definition Articulation
B is beefier than A
A has a much
mellower sound
A is boomier
B has more air Noise reduced Definition
Punchiness Warmer But Less body
Bouncier Open Stiffled [sic]
Pair 4 Brightness Prescence [sic] Timbre
Drums Spectral content Clarity Hollowness
RE20 &
DPA 4006
Sharpness Hat/cymbal tone HF tone
Filtered Muffled Quality
Snare ring Low pass filter Resonant frequency
Openness Ringing of snare
Relative balance of
snare
HF Brightness High-hat [sic]
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 4
continued...
B sounds more
natural
A sounds cramped
and as if it was
recorded in a small
room
Sizzle
Air
Drum and cymbal
balance
Mic placement
High frequency
More HF, more
focused sound
B sounds more
limited
B sounds more
empty
B sounds more lo fi Darker
Almost harsher Mids Definition
Sibilance
A sounds like it is
more processed than
B, as if it is trying
to hone in on the
attack of the snare
and the meat of the
the hi hat
B sounds like it is
trying to balance
the snare and hi hat
in a more natural,
jazzy way
A sounds rockier Brightness Thighter [sic]
Disjointed Tinny Squashed
Muddy Wide Phase cancellation-y
Pair 5 Spectral Content Body Warmth
Drums Timbre Brightness Clarity
SM58 &
Knowles
Thinness Muffled Quality
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 5
continued...
High frequencies Hiss
Snare : hat/cymbal
ratio
Harshness Spectral focus
Balance between
hihat and snare
HF boost
Sybalance (sorry I
can’t spell) [sic]
Notch filter?
B has added Hi EQ,
somewhere around
10k
Hi hat sounds more
present in B
Snare is more
present in A
Fullness Sizzle Weight
High cut Tinny
Much more HF,
annoyingly so
A is more tinny A is more hollow B is more dull
B is less unpleasant Tinny
Horrible cymbals
(top end)
Hiss Sibilance
A has more
mid/lower
frequencies whereas
B as higher
frequencies
A sounds warmer
than B
B is maybe a bit
tinny and airy
whereas A is beefier
Hiss frequencies
Uncomfortable
Sounds like hat mic
with spill
Fuller
Wider Lower Heavier
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 5
continued...
Unatural [sic] Sizzly Phasey
Wide
Pair 6 Brightness Prescence [sic] Distance
Guitar Clarity Tone Rumble
Knowles &
C12
LF tone Warmth HF boost
String noise/buzz Directivity Mid frequencies
High frequency
distortion
Noise level Harshness
HF Noisy Muddy
A sounds more
direct - B sounds
less direct
B sounds like it was
recorded with a
cheaper microphone
B is more
bright/tinny
B has some hi eq
boost
String rattle Air
Mids High frequency Rattley
B sounds more tinny
B sounds more
grating
A sounds more
controlled
B sounds more lo fi
B sounds more
distant
Twangy
Darker Hiss Brightness
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 6
continued...
Metallic Sparkle
A is brighter and
slightly buzzier then
B
B is quite a bit
muddier but slightly
beefier
More string noise Brighter
Scooped Stringy Rattling
Grating Twangy Present
Close Sizzly
Pair 7 Spectral quality Brightness Mid-frequencies
Guitar Clarity Tone Detail
WM7131 &
SM58
Blend Prescence [sic] Brilliance
Low pass filter Mid frequencies Transients
Attack Proximity Brightness
Openness String noise Muffled
Hight frequency [sic] String noise
Add mid frequency
in B
A has more HF
content
B sounds closer Mids
Scratchy Percussive Shallow
Clarity Boxy
More high
frequency, and nail
noise
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 7
continued...
B sounds more
controlled
A sounds more
detailed
B sounds less harsh
B sounds more full Muddier More rattle
Metallic-ness Sparkle
A sounds more
lo-fi/muddy as if it
were trying to sound
like it is on tape or
an old recording,
whereas B sounds
quite bright, clean
and digital
Brightness Rattle Air
Warmer Softer Smoother
More wet More muffled Full
Unclear Wide Thin
Pair 8 Brightness Clarity Prescence [sic]
Guitar Warmth Timbre Perspective
sE2200 &
Coles 4038
Quality
High frequency
content
Muffled
Low pass filter String noise Pick noise
High harmonics Low-mid resonance Muffled
HF Higher strings
B sound like it has a
LPF on it
B sounds like it has
a lift around 150hz
A sounds more
natural
Boomy
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 8
continued...
Detailed Realism Sounds like a pickup
MF ringing Clarity Nasal
Low-fi Muffled B is brighter
B ia closer or more
intimate [sic]
B is cleaner Muddier
Less definition HF content Brightness
Articulation
A is brighter and
has a fuller more
balanced range
B sounds more
scooped and darker,
with less highs and
more upper mids
Brightness HF shelf Definition
Slightly muffled Softer Dark
Pair 9 Noise
High frequency
content
Brightness
Strings Sharpness Warmth Screechiness
Knowles &
sE2200
LF content Pink noise-esque Smoothness
HF noise Nasal
Narshness from HF
resonance [sic]
Noise HF Lack of bottom end
A has added HF
content
A sounds scratchy Noisy
Whistle Aliasing Fullness
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 9
continued...
Distant bass Abrasive High frequency
More muffled,
cleaner silences
B sounds more noisy A sounds cleaner
A sounds flatter B sounds sharper B sounds more crisp
Noisier Brighter Harshness
Hiss Gritty
B is much frier and
closer than A
A has a much fuller
range than B
B seems more
focused on the mids
Hiss seems gated
Brightness Lower Fuller
More compact Softer Sizzly
Hollow Grating
Pair 10 Noise Warmth
High frequency
content
Strings Prescence [sic] Timbre Tone
DPA 4006
& RE20
High frequency Filtered Flatness
Noise floor Noise tone Closeness
Resonance Resonant frequency Cello balance
Fullness Muddy HF
A is more pleasent
[sic]
B sounds warmer A sounds closer
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 10
continued...
Roomy Focus Boxy
Muted Boxy Nasal
Distance More realistic B sounds more lo fi
B sounds more
controlled
A sounds brighter A sounds more full
Clearer Harshness Brightness
B is tinnier
B sounds more
scooped
A has more highs
and more bass
Cello/bass closer Boxy More lively
But thinner Less body Narrow
Less full
Pair 11 Warmth Timbre Spectral Content
Strings Brightness Prescence [sic] Brilliance
414 &
WM7131
Muffled Attack Resonance
Harmonics Metallic Harshness
Mellowness
High frequency
balance
Cello relative
balance
Muffled HF HF lift in A
B sounds closer Screech Roundness
Piercing Low frequency Distance
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 11
continued...
Tinner [sic] B is more lo fi B is more dull
B is less detailed Closer Harsher
Buss “Brightness” High frequencies
B is brighter and
more natural
A is more muffled Violas seems closer
Cello Body More rounded Resonant
Duller Detachted [sic] Scratchy
Open
Pair 12 Warmth Spectral qualities Hard to tell!
Strings Cello closeness Ensemble balance LF tone
Coles 4038
& 451
Transient Brightness Filtered
LF level HF level Double bass
Low Frequency B sounds warmer
Cello sounds closer
in B
HF lift Air Boxy
Low frequency A bit airier
B sounds more
pinched
A sounds more dull A sound more full
B sounds more
polished
A sounds more
honky
Bassier Boomy
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 12
continued...
Lower mids
I cannot notice any
differences
A is possibly a tiny
bit bassier
Percieved distance
[sic]
Warmth LF/HF balance
More muddy Heavier Duller
Wide Distant Thin
Airy
Pair 13 Body Timbre Spectral content
Trumpet Rasp-iness Harmonics Screechiness
451 &
Knowles
Screechiness Resonance Flatness
Distortion Clean Treble
Raspiness Nasality Brightness
Warmth Harsh
Sounds like there is
some sort of buzzing
from the trumpet in
A
B sounds more
normal than A
Buzzy HF
Roomy Raspy Low frequency
Almost distorted
B sounds much
sharper
B sounds more
abrasive
B sounds more jazzy Raspier Thinner
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 13
continued...
Brightness Mids
A sounds tinnier
than B
A has more of a
clarinet/reed quality
than B particularly
on the last note
Brightness
Harmonics
accentuated
Body Raspy Rough
Peircing Spikey Harsh
Lacking in depth Strangely wide
Pair 14 Warmth Distance Rasp-iness
Trumpet Punch Clarity Harmonics
RE20 &
C12
Resonance
Upper mid
frequencies
Flatness
Proximity Room noise Harmonic content
Brightness Clarity Brightness
Hf
More direct and
present sound for A
Slightly HPF
applied to A
Piercing Nasal Crunchy
Mid frequency Sharpness More nasal
B sounds more flat A sounds more full B sounds more jazzy
A sounds brighter Thinner Harsher
Brightness HF content Roundness
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 14
continued...
A is tinnier and
harsher
Tinny Body
Nasality Less life Little harsher
Narrower Buzzy Narrow
Phasey
Pair 15 Brightness Sharpness Prescence [sic]
Trumpet Rasp-iness Timbre Filtered
Coles 4038
& sE2200
flatness Trebley Muffled
Brightness Resonance Harshness
Thinness HF level Dynamic range
Timbre Ambience Distortion
HPF applied to B
B sounds like it has
an HF lift
Nasal
Roomy Piercing Room
Nasal Tinny
B sounds more
distant
A sounds more nasal B sounds more full Closer
Slightly muddier HF content Buzz
B is brighter,
although A is
harsher in the mids
A is a bit dog farty B is tinnier
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 15
continued...
Loudness Brighter Distant
Dryer More pointy Thin
Buzzy
Pair 16 Rasp-iness Buzz Spectral content
Trumpet Sharpness Prescence [sic] Bright
SM58 &
DPA 4006
Harmonics Filtered Octave
High pass Flatness Amount of room
Resonant frequency Band limiting Distortion
Pitch Timbre
A sound like a
trumpet
B has been EQ-ed
and sounds horrible
Nasal Piercing
Roomy Mid frequency Reverb
Raspy
A sounds more
classic
B sounds lmore
jazzy [sic]
B sounds more
pinched
Thinner More defined
Nasal Filtered EQ peak
Appendix B. Phase 3—Elicited terms | 241
Perceived differences between microphones
Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 16
continued...
B gives the brass a
kind of higher
squelch whereas A
gives it a lower
squelch
A sounds a lot more
natural, B has a
weird kind of overly
present quality
A perhaps sounds
more like it is in a
room, whereas B
sounds like it’s
isolated or close
mic’d
Nasality Reediness Tinniness
Narrowband Dryer Smaller
Thinner More distant Wide
Open Nasal
Pair 17
3 ‘Thud’ noises -
biggest about a 3rd
of the way through
(there/not there)
Spectral content Timbre
Trumpet Body Warmth Distortion
WM7131 &
C12
Peaking Noisiness Resonance
Harmonics High pass filter Quality
Harmonic content Strange clipping HF level
Nasality
Plosive (as in pop
shield)
Distance
B sounds closer
A sounds less
present
Clunck removed
Bit muffled Distorted Reverb
High mid frequency Thinner B is sharper
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Table B.1: (continued)
Stimulus
Pair
Elicited Terms
Pair 17
continued...
A is more round Closer Raspier
Thinner Strident Buzz
B has a more
natural quality to it
A sounds almost like
it’s coming out of a
speaker
The last note on B
sounds a lot tinnier
than on A
Brightness Tinny-ness Distortion
Loudness
Slightly more
distant
Thinner
More lifeless Buzzy Scooped
Noise
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Appendix C
Phase 4—Grouped elicited terms
In Phase 4, discussed in Chapter 4, Section 4.4, panel discussions were held to group
together the elicited terms which related to the same perceptual attribute. Table C.1
below shows the panel-agreed name of each attribute group, and the elicited terms that
were placed in that group.
Table C.1: Table of all the elicited terms grouped from Phase 4 panel discussions, discussed in
Chapter 4, Section 4.4.
Group Elicited terms
Quality Quality B sounds more lo fi Low-fi
13 terms B is more lo fi A sounds cleaner
B sounds like it was
recorded with a
cheaper microphone
Quality Quality B sounds more lo fi
Quality
B sounds more
polished
B sounds more lo fi
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Table C.1: (continued)
Group Elicited terms
Quality
continued...
A sounds more lo-fi
/ muddy as if it is
trying to sound like
it is on tape or an
old recording,
whereas B sounds
quite bright, clean,
and digital.
Personal
preference
A is more pleasant More involving B in unpleasant
Spectral
content
Spectral content Spectral quality Spectral content
19 terms Filtered
B has been EQ-ed
and sounds horrible
Filtered
Filtered Filtered Phasey
Filtered Filtered Phasey
Spectral content Phase cancellation-y Spectral content
Spectral content Spectral content Spectral content
Spectral qualities
LF Content Lack of bottom end LF level LF content
15 terms LF tone
A is possibly a tiny
bit bassier.
Low frequency
Slight HPF applied
to A
Low frequency Low frequency
High pass LF content Low frequency
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Table C.1: (continued)
Group Elicited terms
LF Content
continued...
Bassier Low frequency LF tone
MF
Content
Mid frequencies
B seems more
focussed on the mids
Add mid frequency
in B
22 terms Mid frequency Mids Mids
A is brighter and
has a fuller more
balanced range
A has more highs
and more bass
Scooped
Mids Mid frequency Mids
A has a much fuller
range than B.
B sounds more
scooped and darker,
with less highs and
more upper mids
Scooped
Upper mid
frequencies
High mid frequency Mid-frequencies
B sounds more
scooped
Mid frequencies Band limiting
Narrowband
Brightness Slightly muffled A is more muffled Muffled
139 terms Muffled Brightness Muffled
Dark A sounds brighter HF level
High frequency
content
Hight frequency HF lift in A
More muffled,
cleaner silences
Muffled A sounds brighter
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Table C.1: (continued)
Group Elicited terms
Brightness
continued...
B has been LPF High frequency HF boost
A has more HF
content
Bright Brightness
B is more
bright/tinny
Brightness
High frequency
content
B sound like it has a
LPF on it
Muffled High frequency
Brightness HF Low pass filter
A has added HF
content compared to
B.
High frequency
content
Sharpness
HF level HF boost High pass filter
HPF applied to B HF High frequency level
Trebley Brightness Brightness
HF Brilliance Brilliance
Brighter Sizzly Brighter
Brightness Muffled Muffled
Muffled Muffled Muffled
Bit muffled Muffled Muffled
Brightness Stifled B has Hi EQ lift.
HF
B sounds like it has
an HF lift
A has added HF
content
Brightness HF Brightness
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Table C.1: (continued)
Group Elicited terms
Brightness
continued...
Brightness Low pass filter Brightness
Low pass filter HF lift High frequencies
HF content
A is brighter and
slightly buzzier than
B.
HF shelf
Brightness Brightness Muted
B is more dull Brightness Brightness
Brightness Brightness HF level
High frequency HF
High frequency
content
High frequency HF Treble
Sizzle
A is brighter and
has a fuller more
balanced range.
High cut
Brightness Brightness High frequency
Brighter Darker Darker
A sounds more dull B is more dull Duller
Duller
More HF, more
focused sound
LF/HF Balance
High frequency
balance
Airy B has more air
Airy Air A is a bit airier
Air Air Air
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Table C.1: (continued)
Group Elicited terms
Brightness
continued...
Sparkle Sparkle HF content
HF HF
B has some hi eq
boost
HF level HF content Sizzly
More high
frequency, and nail
noise
B is brighter Brightness
Brightness Brightness
High frequencies (on
the click)
B is tighter Brightness High frequencies
Brightness
B is brighter,
although A is
harsher in the mids
Brightness
Brightness Brightness Brightness
Sybalance (sorry I
can’t spell)
Ringing EQ peak Metalic-ness Resonant
23 terms Metalic Notch filter? Sibilance
Resonance Ringing of snare Twangy
Sizzly Resonant frequency Spectral focus
Resonance MF ringing Snare ring
Resonance Resonance Resonance
Resonant frequency Resonance Resonant frequency
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Table C.1: (continued)
Group Elicited terms
Ringing
continued...
Resonance Resonance
Boominess A is boomier. Boomy Boomy
6 terms Boomy Boomy Boominess
Lower mids Lower mids
B sounds like it has
a lift around 150 Hz
Low-mid resonance
5 terms
A has more mid /
lower frequencies
whereas B has
higher frequencies.
Low mid balance
Honky
A sounds more
honky
Nasal More nasal
B sounds more
pinched
Nasality
17 terms
B sounds more
pinched
Nasality Nasal
Nasal Nasal Nasality
A sounds more nasal Nasal Nasal
Nasal Nasal Nasality
Nasal Nasal
Reediness Reediness
A has more of a
clarinet / reedy
quality than B
particularly on the
last note.
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Table C.1: (continued)
Group Elicited terms
Piercing Peircing [sic] Piercing Piercing
15 terms Piercing Piercing Whistle
Whistling Sibilance Screech
Screechiness Screechiness Metallic
Horrible cymbals
(top end)
Much more HF,
annoyingly so
B has added Hi EQ,
somewhere around
10k.
Tone Tone Tone HF tone
19 terms String tone Tone Hat / cymbal tone
Noise tone Timbre Timbre
Timbre Timbre Tone
B has a darker tone. Timbre Timbre
Timbre Timbre Timbre
Timbre
Warmth Warmth Warmer Warmth
19 terms Warmth Warmth Warmth
A sounds warmer
than B.
Warmth Warmer
Warmth Warmer Warmth
Warmth B sounds warmer. B sounds warmer
Warmth Warmth Warmth
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Table C.1: (continued)
Group Elicited terms
Warmth
continued...
Warmth
Body Body Thin Thin
52 terms Bolder Thinness Thinner
Thinner Tinner [sic] Thinner
Thinness Thinner Thinner
Thinner Thinner Meat of HiHat
Beefier B is beefier than A.
B is quite a bit
muddier but slightly
beefier.
Less full Fullness Fuller
B sounds more full A sounds more full Fullness
Heavier Fullness Fuller
Full B sounds more full A sounds more full
Fuller
A is brighter and
has a fuller more
balanced range.
A sounds more full
Lacking in depth Shallow
B sounds more
empty
Hollowness A is more hollow Hollow
Body Cello body Body
(Warmer) but less
body
Less body Body
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Table C.1: (continued)
Group Elicited terms
Body
continued...
Thin
(More lively) But
thinner
Body
Less solid More substantial Weight
Heavier
Harmonics Harmonics Harmonics Harmonics
12 terms Harmonics Harmonic content High harmonics
Harmonic content Harmonics Octave
Harmonics
accentuated
B sounds more
overtoney
Harmonics
Roundness Roundness Roundness Sounds more round
7 terms More rounded Rounder Roundness of tone
A is more round
Tinny-ness Tinny-ness Tinny A is more tinny
16 terms
A is tinnier and
harsher.
B sounds ore tinny
[sic]
B is more bright /
tinny
B is tinnier Tinny B is tinnier
Tinny Tinny
The last note on B
sounds a lot tinnier
than on A.
A sounds tinnier
than B.
Tinny Tinny
Tinniness
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Table C.1: (continued)
Group Elicited terms
Raspy Raspier Raspiness Raspy
12 terms Rasp-iness Raspy Raspier
Raspy Rasp-iness Rasp-iness
Rasp-iness A is a bit dog farty.
Sounds like there is
some sort of buzzing
from the trumpet in
A
Harshness Evenness A sounds scratchy Abrasive
35 terms Mellowness Harsher Harsher
Scratchy Harshness Strident
Rough Smoothness Smoother
A has a much
mellower sound.
Harshness Almost harsher
Harshness Harshness Harsh
Narshness from HF
[sic]
B sounds more
abrasive
Harsh
Harshness Little harsher B sounds less harsh
Harshness A is tinny & harsh Grating
Softer Softer
B sounds more
grating
Softer Uncomfortable Scratchy
Softer Grating
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Table C.1: (continued)
Group Elicited terms
Noise
[Contains no elicited attributes. This group was created to act
as parent to the Noise level, noise spectrum, Distortion,
Recording noise, and Recording environment groups.]
Noise level Rumble Hiss Hiss
Noise
spectrum
Noise floor Hiss seems gated Noisier
57 terms A is hissier / noisier. B sounds more noisy HF Noise
Noise level Noisier Noise
Hiss HF Noise Noisier
Noise floor Noise Reduced Noise
Room noise
Additional noise
added in B
Noise
A is hissier and
brighter.
Noise reduced Hiss
Noise Noise Noise
Lots of background
hiss
B is cleaner
Can’t hear any
difference apart
from noise...
Sloghtly more
background hiss [sic]
Noise floor Hiss frequencies
Noise level Noisy Hiss
Noise floor Noise Noise
Noise Noisier Noisiness
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Table C.1: (continued)
Group Elicited terms
Noise level
& Noise
spectrum
continued...
Hiss Noise
More low frequency
hiss in background
Noise HF noise Noisy
Noise level Noisy Noise level
Noise
High Frequency
Noise
Pink noise-esque
Noise Reduced Clean Hiss
Distortion Gritty Crunchy Aliasing
14 terms Distortion Distortion Distortion
Strange clipping Peaking
High frequency
distortion
Distorted Almost distorted Distortion
Distortion
B sounds more
crispy
Recording
noise
Clunk removed
Plosive (as in pop
shield)
3 ‘Thud’ noises -
biggest about a 3rd
of the way through
(there/not there)
Recording
environ-
ment
Room noise
Instrument
noise
Pick noise More string noise
Instrumental /
string noise masked
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Table C.1: (continued)
Group Elicited terms
Instrument
noise
continued...
Emphasis on finger
noise
A is slightly brighter
and buzzier than B
B sounds less buzzy
29 terms String noise Stringy Buzzy
Buzzy String noise Buzz
Buzz Buzz String noise
String noise
More high
frequency, and nail
noise
More rattle
Rattle Buzzy Rattle
Buzzy String noise / buzz String rattle
Rattling Buzz
A is slightly buzzier
on the transients
Sizzle Rattley
Realism
A sounds more
natural
B is brighter and
more natural.
A sounds a lot more
natral, B has a
weird kind of overly
present quality.
11 terms Unatural [sic]
B has a more
natural quality to it,
A sounds almost like
it’s coming out of a
loudspeaker
B sounds more
normal than A
More realistic
A sounds like a
trumpet
Realism
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Table C.1: (continued)
Group Elicited terms
Sounds like a pickup
B sounds more
natural
Spatial
attributes
[Contains no elicited attributes. This group was created to act
as parent to the Reverberation, Room timbre, Source
distance, and Image width groups.]
Reverbera-
tion
Recording
environment
Dryer Reverb
11 terms Reverb
B is much drier and
closer than A.
Dry
Dryer Ambience Amount of room
More wet
A is a bit brighter
and a little more
ambient sounding
Room
timbre
Room Roomy Roomy
23 terms More lively More lifeless Less life
Flatness A sounds flatter Flatness
Flatness Room Flatness
Roomy Roomy Boxy
Flatness Boxy Roomy
Boxy Boxy Boxy
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Table C.1: (continued)
Group Elicited terms
Room
timbre
continued...
Bouncier
A perhaps sounds
mire like it is in a
room, whereas B
sounds like it’s
isolated or close
mic’d. [sic]
Source
distance
Perceived distance B sounds closer
A sounds more
direct - B sounds
less direct
37 terms
Slightly more
distant
B ia closer or more
intimate [sic]
Distant
Proximity Perspective
B sounds more
distant
More direct and
present sound for A
Closer Proximity
Prescence [sic] Distance Perceived Distance
More distant Closer
B sounds more
distant
Distance
B sounds like its
close mic-ed and A
sounds like the
microphone is
further awy [sic]
Closer
Distant Distance Distance
Distance B sounds closer
A sounds cramped
and as if it were
recorded in a small
room
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Table C.1: (continued)
Group Elicited terms
Source
distance
continued...
Distance Proximity A sounds closer
Closeness Close
A sounds more
direct
Mic placement
B sounds less
directional
B sounds closer
B sounds closer
Image
width
More compact Narrower Smaller
19 terms Openness Open Bigger
Openness Open Wide
Wide Strangely wide Wide
Narrow Narrow Open
Wider Wide Wide
Wider
Loudness Loudness Loudness Lower
4 terms Loudness
Dynamic
range
Dynamic range Dynamic range Dynamic fluctuation
11 terms Squashed
B sounds more
limited
Compression
B sounds more
controlled
A sounds more
controlled
A sounds more
controlled
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Table C.1: (continued)
Group Elicited terms
Dynamic
range
continued...
B sounds more
controlled
Thighter [sic]
Punchiness Transients Punch Punchiness
13 terms More pointy
B has less emphasis
on the transients
and the finger noise.
Attack of the snare
Attack Percussive Attack
Attack Transient Spikey
Twangy
Clarity Clarity
Sounds like hat mic
with spill
Sharpness
60 terms Detailed Clarity B is less detailed
Presence Fluffy Clarity
Wooly Clearer B sounds sharper
Present Presence
A sounds more
detailed
Definition Fuzzy Presence
Definition More muddled
A sounds more
detailed
Clarity Clarity More defined
Muddy Sharpness Presence
Focus Clarity Clarity
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Table C.1: (continued)
Group Elicited terms
Clairty
continued...
Clarity Presence Presence
Directivity Focus Articulated
Presence Clarity Clean
Muddier Articulation Less definition
Definition Presence Unclear
Definition Directivity Slightly muddier
Muddier Articulation Clean
Muddy
More HF, more
focused sound
A sounds less
present
Sounds cleaner Detail More muddy
Muddy Sharpness Blend
Ensemble
balance
Distant bass Cello / bass closer
Relative balance of
snare
18 terms Higher strings Viola seems closer
Cello relative
balance
Ensemble balance
Balance between
hihat and snare
B sounds like it is
trying to balance
the snare and hi hat
in a more natural,
jazzy way.
Hi Hat sounds more
present in B
Drum and cymbal
balance
High-hat
Cello sounds closer
in B
Cello balance
Snare is more
present in A
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Table C.1: (continued)
Group Elicited terms
Ensemble
balance
continued...
Double Bass
Snare : hat/cymbal
ratio
Cello closeness
Perceived
pitch
Pitch B sounds more flat Lower
8 terms Sharpness Sharpness B is sharper
B sounds much
sharper
Sharpness
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