ABSTRACT We study the sum-rate maximization problem, under a total power budget, for asynchronous single-carrier bi-directional relay networks, consisting of two transceivers and multiple amplify-andforward relays. When different transceiver-relay links cause significantly different propagation delays in the signal they convey, the end-to-end channel is not amenable to a frequency-flat modeling; rather, a multi-path channel model is appropriate. Such a multi-path channel model results in inter-symbol-interference at the transceivers. Aiming to maximize the sum-rate of this channel over the relay weights and transceivers' powers, we rigorously prove that such a sum-rate maximization problem leads to a relay selection scheme, where only those relays, which contribute to one of the taps of the end-to-end channel impulse response (CIR), are turned on. Indeed, we prove that the optimal end-to-end CIR has only one non-zero tap, rendering the end-toend channel frequency-flat. Our proof shows that the mean-squared-error (MSE) optimal joint post-channel equalization, network beamforming, and power allocation scheme is sum-rate-optimal. The equivalence of MSE-optimal and sum-rate-optimal solutions is interesting, as MSE minimization promotes end-to-end reliability, while sum-rate maximization advocates for multiplexing gain. These approaches often pull the design of communication systems in different directions. For the aforementioned scenario, these approaches are identical as we prove.
I. INTRODUCTION
Recently, bi-directional relay networks have been widely studied in recent literature (see [1] and references therein). In a bi-directional (two-way) relay network, two or more transceivers exchange information with each other or with their peers with the help of one or multiple relay nodes. Indeed, the relay nodes collaboratively operate to enable a two-way communication between the two transceivers. Each relay provides a path, which we refer to as a relaying path, for the signal transmitted by one transceiver to travel from that transceiver to the other (peer) transceiver. A bi-directional relay network is referred to as synchronous when the propagation delays of different relaying paths are the same or approximately the same. In a synchronous bi-directional relay network with frequency-flat relay-transceiver channels, the channel from one transceiver to the other one can be modeled as a frequency-flat link. In such a model, assuming the relays use the amplify-and-forward (AF) relaying scheme, the gain of the end-to-end channel is determined by the relays' complex beamforming weights and the relay-transceiver channel coefficients.
In practice, the propagation/relaying delays of each relaying paths can be significantly different from those of the other relaying paths. As a result, the signals going through different relaying paths will arrive at the receiving transceivers with significantly different delays, thereby rendering the end-toend channel asynchronous. In such scenarios, a frequencyflat model (i.e., a single channel coefficient) may not be the right model to characterize the end-to-end channel, rather a multi-path multi-tap channel model appears to be more appropriate. At sufficiently high data rates, the challenge then becomes how to equalize such a multi-path end-to-end channel, thereby eliminating or suppressing the inter-symbolinterference (ISI) at the two transceivers. It is worth mentioning that there is an important distinction between traditional models used to describe a multi-path channel and a multi-path channel model that can be used to characterize an asynchronous relay network. In a traditional multi-path channel model, the end-to-end channel impulse response (CIR) is dictated by the wireless medium and there is no control over the channel behavior. In such a model, the channel can be equalized at the transmitter (pre-channel equalization) and/or at the receiver (post-channel equalization). However, in an asynchronous two-way AF relay network, the end-to-end CIR depends on the relays' weights. As these weights are under the control of the network designer, they can be determined such that a certain optimality criterion is optimized. 1 Hence, when equalizing a bi-directional asynchronous AF relay networks, additional degrees of freedom (in addition to postchannel equalizers and/or pre-channel equalizers) are available for optimal design.
In [3] - [8] , modeling the end-to-end channel as a multipath link, the authors have exploited the additional degrees of freedom offered by this model to the advantage of optimal ISI elimination. Vahidnia and Shahbazpanahi [3] consider a multi-carrier equalization scheme, where the two transceivers are furnished with orthogonal frequency division multiplexing (OFDM) transmission and reception technologies, while the relays use AF relaying protocol for the sake of simplicity. They then resort to a max-min SNR fair design technique, where the smallest of the transceivers' subcarrier SNRs is maximized, by jointly optimizing the transceivers' subcarrier powers and the relay beamforming weights, under a total transmit power constraint. The study in [3] proves rigorously that at the optimum, the end-to-end CIR will have only one non-zero tap and that only those relays which contribute to this non-zero tap of the end-to-end CIR will be active and the remainder of the relays have to be turned off. Based on these findings, the authors of [3] present the optimal values of the vector of the beamforming weights of the active relays and the transceivers' subcarrier powers in semi-closed forms. AliHemmati and Shahbazpanahi [4] prove rigorously that the max-min SNR fair design approach of [3] is sum-rate optimal for the multi-carrier asynchronous two-way relay network considered in [3] . The study in [5] presents an efficient method to determine the achievable SNR region for the multi-carrier scheme considered in [3] and [4] .
Vahidnia and Shahbazpanahi [6] use a single-carrier postchannel linear equalization approach to combat ISI in an asynchronous two-way relay network. Minimizing the total mean squared error (MSE) in the linear estimates of the transmitted symbols, Vahidnia and Shahbazpanahi [6] prove rigorously that the very same relay selection scheme as in [3] is MSE-optimal. The investigation in [7] considers the problem of pre-channel linear equalization for a single-carrier asynchronous bi-directional AF relay network. Eshaghian-Dorcheh and Shahbazpanahi [8] assume joint 1 Indeed, the relay channels belong to the class of active channels [2] .
pre-and post-channel equalization to tackle the ISI in asynchronous two-way relay networks.
In this paper, we study the problem of sum-rate maximization for a single-carrier asynchronous bidirectional AF relay network under a total transmit power budget. In our study, we do not consider any pre-or post-channel equalization and aim to determine the sum-rate-optimal network beamforming scheme and the corresponding optimal power allocation at the two transceivers. Our contribution is that we prove rigorously that maximum sum-rate is achieved when the end-to-end CIR has only one non-zero tap. This in turn implies that only those relays, which contribute to the non-zero tap of the end-to-end CIR, have to be turned on and the rest of the relays have to be switched off. We also present semi-closedform solutions for the optimal beamforming weight vector and for the transceivers' transmit powers. In fact, our proof shows that the MSE-optimal joint post-channel equalization, network beamforming scheme, and power allocation scheme of [6] is sum-rate-optimal. To do so, we start from the same channel model presented in [6] , but consider a sum-rate maximization problem, and prove rigorously that the solution to this sum-rate maximization problem is the same as the solution obtained in [6] . The equivalence of the MSE-optimal solution and the sum-rate-optimal solution is interesting and it is not expected. Indeed, MSE minimization promotes endto-end reliability in the absence of any channel coding while sum-rate maximization advocates for the multiplexing gain. These two approaches often pull the design of communication systems in different directions. The tradeoff between reliability (diversity) and multiplexing gain is well-known. We prove that in the context of single-carrier two-way asynchronous relay networks, these design approaches are identical. Note that we are not developing a new communication scheme or a new method, but prove rigorously that the method of [6] is optimal in terms of MSE minimization and sum-rate maximization.
The difference between this work and those in [3] and [4] is that here we consider a single-carrier asynchronous twoway relay network, while the results of [3] and [4] pertain to a multi-carrier asynchronous two-way relay network. Nevertheless, the similarity between our results and those of [3] and [4] is that at the optimum, the end-to-end CIR has only one non-zero tap and only those relays contributing to this tap will be turned on. Note that the results of [3] and [4] may not be used to obtain the result that this paper aims to prove. Indeed, the proof of [3] and [4] relies on the diagonalization of the end-to-end channel which is achieved by employing OFDM technology, while in this paper we are dealing with a single-carrier scheme.
It is worth emphasizing that in [6] - [8] , linear pre-coding and/or linear post-channel equalization is assumed. Hence the (linear) MSE can be defined as the mean squared error between the transmitted symbols and the received ones, as it is defined in [6] - [8] . Assuming such precoding and/or equalizations is used, there is indeed a relationship between the rate and the MSE, see [9] - [11] . However, the value for the so-defined rate is expected to be, (and is often) lower than the case when neither such linear precoding nor linear equalization is assumed, as it is the case in this paper. The reason is that such linear processing techniques may not be rate-optimal and in general they are not. Our contribution in this paper is that we prove rigorously that linear block equalization used in the MSE minimization approach is indeed sum-rate-optimal for the scheme we consider in this paper. It is worth mentioning that the design approach used in [6] - [8] relies on sum-MSE minimization, while we herein resort to sum-rate maximization. Also, unlike [6] - [8] , we do not assume any type of equalization.
Note that we are not assuming any equalization in this paper. Our goal here is to obtain the maximum achievable sum-rate with any sort of equalization. To this end, we indeed prove that no equalization is needed at the optimum as the sum-rate optimal end-to-end CIR is frequency-flat.
Our focus in this paper is on the two time-slot AF-based multiple access broadcast channel (MABC) two-way relaying protocol. In the first time-slot of this relaying protocol, the two transceivers simultaneously transmit their signals to the relays. Each relay receives a noisy mixture of the attenuated versions of the signals transmitted by the two transceivers. In the second time-slot, each relay transmits an amplified and phase-adjusted version of its received signal to the two transceivers. Having the global channel state information, each transceiver subtracts the self-interference signal (i.e., its own signal which is relayed back to this transceiver) from its received signal and uses the residual signal to decode the signal transmitted by the other transceiver.
Note also that the problem of distributed equalization for bi-directional relay networks with frequency-selective transceiver-relay channels has been addressed in the literature. In [12] , assuming the so-called filter-and-forward relaying scheme, the frequency-selective transceiver-relay channels are compensated by equipping the relays with FIR filters. Alternatively, AliHemmati et al. [13] resort to a multi-carrier equalization scheme. In both the single-carrier scheme of [12] and the multi-carrier approach of [13] , the relays incur some computational complexity as they have to either use an FIR filter to process their received signals or employ OFDM reception and transmission schemes. In this paper, we assume simple AF relays, thereby putting the burden of the equalization of the end-to-end channel on the shoulders of the transceivers. We use such a simple relaying scheme in particular for the case of frequency-flat transceiverrelay channel, which is quite common in practice when the relays and the transceivers are in line of sight of each other.
Note that the problem of asynchronism in cooperative communications has been studied in [14] - [19] . These investigations make significant contributions to the area of asynchronous relay networks. These studies however do not consider the very same bidirectional relay network which is considered in this paper. To further elaborate on these studies and on their differences with our work, we note that the relay network considered in [14] assumes that filter-and-froward relaying scheme is used at the relays. Indeed, in such a network, each relay's transmitted signal is obtained by FIR-filtering the relay's received signal, while in our scheme, we assume AF relaying to ensure that the relays remain as simple as possible. Moreover, Wang et al. [14] consider post-channel linear equalization techniques, such as zero forcing (ZF) and minimum mean squared error receivers, and investigate the diversity of these schemes, whereas in our work, we do not consider any channel equalization at the receiver front-ends of the two transceivers and concentrate on obtaining the sumrate-optimal values of the pre-channel equalizers, the relays' AF coefficients, and the transceivers' transmit powers. The authors of [15] study a two-way relay network with decodeand-forward relays and propose post-channel equalization techniques such as MMSE and MMSE decision feedback equalizers for the case when multiple frequency offsets are present at the relays. Unlike [15] , we herein assume AF relaying and do not assume any channel equalization. Also restricting the relay processing to AF relaying scheme, as we do in this paper, alleviates the need for equalization as well as time and frequency synchronization at the relay nodes. For instance, in an OFDM-based relaying scheme, frequency synchronization across different relays could consume communication resources, while in an AF technique, the relays are insensitive to their carrier frequency offsets. The problem of frequency asynchronism in cooperative networks has been studied in [16] - [18] . We also refer our reader to [19] for a comprehensive survey on this topic.
Notations: Matrices and vectors are denoted by bold upper and lower-case letters, respectively. E{·} and tr (·) stand for statistical expectation operator and trace of a matrix. Transpose, complex conjugate and Hermitian transpose are represented as (·) T , (·) * and (·) H , respectively. We represent the l 2 norm as · . The N × N identity matrix and the N × M all-zero matrix are denoted as I N and 0 N ×M , respectively. diag(v) yields a diagonal matrix whose diagonal entries are the elements of the vector v. We use (·) −1 , (·) −T and (·) −H to represent the inverse, the inverse of transpose, and the inverse of Hermitian transpose of a matrix. The (i, j)-th element of a matrix is denoted as [·] ij .
II. PRELIMINARIES
For the sake of clarity, we briefly review the system setup and data model which was originally developed in [6] . We consider a single-carrier bidirectional multi-relay network, where two single-antenna transceivers wish to exchange information with the help of L single-antenna AF relay nodes. Our focus in this paper is on the two time-slot AF-based MABC two-way relaying protocol. In the first time-slot of this relaying protocol, the two transceivers simultaneously transmit their signals to the relays. Each relay receives a noisy mixture of the attenuated versions of the signals transmitted by the two transceivers. In the second time-slot, each relay transmits an amplified and phase-adjusted version of its VOLUME 5, 2017 received signal to the two transceivers. Having the global channel state information, each transceiver subtracts the self-interference signal (i.e., its own signal which is relayed back to this transceiver) from its received signal and uses the residual signal to decode the signal transmitted by the other transceiver.
We assume that there is no direct link between the two transceivers and that the propagation delay of each relaying path is different from those of the other relaying paths. Therefore, as different delayed and attenuated versions of the signal are received at the transceivers via different relaying paths, the end-to-end channel can indeed be viewed as a multi-path link. The multi-path (time-dispersive) nature of the end-toend channel can cause ISI at the two transceivers. In a block transmission and reception scheme, ISI results in inter-blockinterference (IBI) and intra-block-interference. To mitigate such IBI, one can insert a cyclic prefix (CP) or a guard interval between consecutive blocks of information. Intrablock-interference, on the other hand, has to be tackled by precoding and/or via equalization at the transmit and receive front-end of the two transceivers, respectively. Fig. 1 shows a two-way AF relay network with an ISI-inducing end-to-end channel, where CP insertion and removal operations are used to eliminate IBI. In this figure, at the transmitter side, the information symbols are converted into blocks of symbols after going through the serial-to-parallel (S/P) block. These symbol blocks are first appended with CP using the CP insertion block (denoted by multiplication with matrix T cp ) block and are then converted back to serial using the parallelto-serial (P/S) block. The serial signal is transmitted with the corresponding power. At the receiver side, the noisy received signal goes through S/P block, then the self-interference is removed, and the CP is discarded. In such a communication setting, our goal is to solve for the optimal relay beamforming weights and the transceivers' transmit powers, such that the sum-rate is maximized subject to a constraint on the total power consumed in the entire network. In doing so, the intrablock-interference has to be explicitly taken into account.
To formulate the sum-rate maximization problem, we begin with a description of the channel model and then model the signals received by the transceivers. The channel and noise model that will be presented in the following subsections were originally presented in [3] but we need to review them for the sake of clarity. Note, however, that the communication scheme and the optimality criterion that we herein study is different from those considered in [3] . Indeed, the communication scheme in this paper is a single-carrier and the design criterion is sum-rate while [3] assumes a multicarrier scheme and uses a max-min SNR fair design approach to network beamforming and sub-carrier power loading.
The link between each transceiver and each relay is considered to be frequency-flat and reciprocal. The complex coefficient g lq represents the frequency-flat channel between Transceiver q and the l-th relay, for q ∈ {1, 2} and l ∈ {1, 2, . . . , L}. Assigning complex beamforming weight w l to the l-th relay, the total amplification/attenuation factor b l of the signal path going through the l-th relay can be presented as c l w l g l1 g l2 .
(1)
The time delay corresponding to the l-th relaying path is denoted as τ l . This time delay incorporates the propagation delay of the whole path and is the sum of the three delays: one delay corresponds to the propagation from one transceiver to the l-th relay node; the second delay corresponds to the propagation from that relay node to the other transceiver; and the third delay corresponds to processing and relaying performed at this relay. Under the discrete-time modeling assumed above, we definen l as the discrete-time propagation delay of the l-th relaying path, originating from Transceiver 1 and ending at Transceiver 2, or vice versa. Note thatn l satisfies (n l − 1)T s < τ l ≤n l T s , where T s is the symbol period. With above definitions, the n-th tap of the impulse response of the linear time-invariant (LTI) end-to-end channel between Transceivers 1 and 2, denoted as h [n] , can be written as
where N is the maximum number of taps of h [·] . Note that according to the CIR in (1), h[·] depends on the relay weight vector w
For the sake of notation simplicity, we do not explicitly show the dependency of h[·]
on the relay complex weight vector w. Nevertheless, we define the vector of the channel coefficients as
thereby explicitly emphasizing the dependency of these coefficients on w. Using (1) and (2), the contribution of the l-th relaying path to the n-th tap of h [·] can be represented by the (n + 1, l)-th element of the N × L matrix B, which is defined for n = 0, 1, . . . , N − 1 and
Using (2)- (4) the vector of the taps of the end-to-end CIR can be written as
In the rest of this section, we use h(w) to represent the vector of the taps of the impulse response of the channel between the two transceivers.
As shown in Fig. 1 , the input serial symbols are converted into parallel, using the ''S/P'' block. We represent the i-th block of the resulting N s × 1 symbol vector transmitted by Transceiver q as
where s q [k] is the k-th symbol transmitted by Transceiver q. The CP is now added to s q (i) by pre-multiplying s q (i) with the 
] T , whereĨ cp is the matrix of the last N rows of the N s × N s identity matrix I N s , and N is the length of the vector of the taps of the equivalent discrete-time endto-end CIR. Indeed, the length of the cyclic prefix is equal to the length of the end-to-end CIR. The output of the cyclic prefix insertion block is denoted as s q (i) and can be written as
where N t N +N s is the length of the transmitted blocks and
The data block s q (i) is passed through the parallel-to-serial conversion block, denoted as ''P/S'', and is thus converted into serial symbols. The serial signal is multiplied by P q , where P q is the transmit power of Transceiver q, and will then be transmitted over the wireless channel. We can write the vector r q (i), at the output of the cyclic prefix removal block of Transceiver q as
Here,H(w) is an N s × N s circulant matrix whose (k, l)-th entry is given byh
vector of the received noise at Transceiver q. This noise is the superposition of the measurement noise at Transceiver q and the relays noises after these noises are amplified by the relay and after they go through the corresponding channel and arrive at Transceiver q. Note that, in general, the matrix H(w) may not be diagonal, and thus, it produces intra-blockinterference in the received block.
Assuming that P 1 and P 2 denote the transceivers' transmit powers, we now derive the relay power in terms of P 1 and P 2 and the relay weight vector w. As illustrated in Fig. 1 , the N t × 1 vector x l (i) of the i-th signal block transmitted by the l-th relay can be written as
where the vector
T is the i-th block of measurement noise at the l-th relay and x l [k] is the signal transmitted by the l-th relay at time k. We assume that υ l (·) is a stationary zero-mean random vector process whose entries are uncorrelated and have variances equal to σ 2 . Using (9), the average transmit power of the l-th relay is then written as [3] 
where we have assumed that s 1 (·), s 2 (·), and υ l (·) are zeromean mutually independent stationary random vectors. Note that, to arrive at (10), we assume that the communication time frame is much longer than the maximum of the time differences between arrivals of transceiver signals at the relays [3] . Using (10), the total transmit power consumed in the entire network can be obtained as
where G q diag{g 1q , g 2q , . . . , g Lq } is a diagonal matrix of the channel coefficients corresponding to the links between Transceivers q, for q = 1, 2. In our design, we constrain P total to be less than, or equal to the maximum available power P max in the system.
III. SUM-RATE MAXIMIZATION
In this section, our goal is to optimally obtain the relay beamforming weight vector w, and the transceivers' transmit powers P 1 and P 2 such that the sum-rate is maximized under a total transmit power budget. 2 Note that the model in (8) can be viewed as a multiple input multiple output (MIMO) channel. The data-rate corresponding to the MIMO channel in (8) can be written as [20] 1 2 log det I N s + PqR
where the factor 1 2 signifies the fact that the relaying scheme is implemented in two time slots, while R q (w) is the correlation matrix of the noise in (8) and can be written as [6] 
To obtain the optimal transmit powers at the two transceivers as well as the relay beamforming weight vector, ignoring the 1 2 factor in (12), the problem of maximizing the sum-rate under a total power constraint can be formulated as
To solve (14) , note that the N s × N s circulant matrixH(w) can be decomposed asH
Here 
is the zero-padded version of the channel vector h(w). Let us define β q (w) = 1 + G q w 2 , for q = 1, 2, and denote the i-th diagonal entry of D(w) as D ii (w).
Using (13) and (15), we can now simplify the objective function in (14) as
Using (19) , the optimization problem (14) can be written as
To solve (20), we first solve the maximization over P 1 and P 2 while assuming that w is fixed, and later obtain the optimal value of w. To do so, we rewrite (20) as
where we have used the following definitions: α i (w) N s |f H ih (w)| 2 , and γ (w) P max − σ 2 w H w. Note that at the optimum, we assume that γ (w) ≥ 0, otherwise P 1 and/or P 2 have to be negative, thereby contradicting the non-negative conditions on P 1 and/or P 2 . Note that for any fixed w, under the constraints in (21), we can write
The inequality in (22) is satisfied with equality if and only if the solution in terms of P 1 and P 2 to the following maximization:
is independent of i. To show that the optimal values of P 1 and P 2 in (23) is independent of i, we now solve (23) . The solution to the optimization problem (23) can be found using the method of Lagrangian multipliers. For fixed w, we define the Lagrangian as L(P 1 , P 2 ; w)
where λ is the Lagrangian multiplier coefficient. The optimal values of P 1 and P 2 in terms of λ can be obtained by differentiating (24) with respect to P 1 and P 2 and equating the derivatives to zero. That is, we can write
Solving for P 1 , we obtain
Similarly, we can obtain the optimal value of P 2 in terms of λ as
Substituting P 1 and P 2 from (26) and (27) into the first constraint in (23), we can find the optimal value of λ as
Using (28) along with (26) and (27), we obtain the optimal values of P 1 and P 2 , for any given feasible value of w, as
As can be seen from (29) and (30), the optimal values of P 1 and P 2 , are independent of the value of i. Hence, the inequality in (22) holds with equality. Note that at the optimum, since γ (w) ≥ 0, P 1 and P 2 in (29) and (30) will be nonnegative, and thus, they belong to the feasible set of the optimization problem (21) . As a result, the optimization in (21) can be written as
To solve the optimization problem (32), let us define
Using (33), the optimization problem (32) can be equivalently written as
or, equivalently, as
where we have added an auxiliary variable α. In order to further simplify (35), we use the following lemma. Lemma 1: Suppose that φ i ≥ 0 for all i ∈ {1, 2, · · · , N s }. The solution to the following maximization problem:
is given by
are equal at the optimum. Using Lemma 1 along with the fact that all φ i (w)'s in (35) are positive, we conclude that for any w, the inner maximization is upper-bounded by the situation where all φ i (w)'s are equal. If we can find a value for w such that all φ i (w)'s are equal, then this upper bound is achievable. We now show that such a value for w exists. That is we show the set W, which represents all values of w such that {φ i (w)} N s i=1 are equal, is not empty. According to its definition, the set W can be written as
Noting that each relay in the system contributes only to one tap of the end-to-end CIR, we define R n as the set of weight VOLUME 5, 2017 vectors of those relays which contribute to the n-th tap of the CIR. It has been shown in [6] that W = N −1
n=0
R n . In other words, if w ∈ R n , then only those relays which contribute to the n-th tap of the end-to-end CIR are turned on and the remainder of the relays are switched off. Note that the sets
n=0 are mutually exclusive, i.e., R n R n = ∅, for n =n , and thus the optimal value of w belongs to one of these sets. Restricting w such that it belongs to the set W, we can write the optimization problem (35) as
We now$ simplify the optimization problem (39)
Using (33), we write the objective function in (40) as
where in the second equality, we have used the Parseval's theorem:
Using (41), we can write the optimization problem (40) as
As the sets {R n } N −1 n=0 are mutually exclusive, the optimal value of w can be found by decomposing the optimization problem (43) into a set of maximum N subproblems, each of which assumes that w belongs to one of the sets {R n } N −1 n=0 . The optimal value of w is eventually found by finding the solutions to these problems and finding which solution results in the maximum possible value for the cost function. In other words, we can write the optimization problem (43) as
We use L n to denote the number of the relays which contribute to the n-th tap of the end-to-end CIR and let w n represent the L n × 1 vector of the weights of those relays which contribute to the n-th tap of the end-to-end CIR. If w ∈ R n , then, using (18), we can write
where b H n is an 1 × L n vector which captures the nonzero entries of the (n + 1)-th row of matrix B, for n = 0, 1, . . . , N −1. Using (45) along with the definition of γ (w), β 1 (w) and β 2 (w) and ignoring the constant N s , we can write the optimization problem (44) as
where G (n) q , for q ∈ {1, 2}, is an L n × L n diagonal matrix whose diagonal entries are a subset of the diagonal entries of G q which correspond to those relays that contribute to the n-th tap of the end-to-end CIR. We can rewrite the optimization problem (46) in the following form:
where
q , for q = 1, 2. It is now wellknown that the inner maximization problem (47) is amenable to a semi-closed-form solution for the optimal value of w n , denoted as w • n and is given by [1] 
Here, the following definitions are used:
13706 VOLUME 5, 2017 where the parameter µ n is the unique solution to the following equation:
which satisfies 0 ≤ µ n ≤ 0.5P max /σ 2 . A simple bisection method can be used to obtain the value of µ n . With the so obtained µ n , the values of ν n and κ n can be calculated as in (49) and (50), respectively, and eventually, for any given n, the optimal value of the beamforming weight vector can be obtained as in (48). After finding {w • n } N −1 n=0 , the optimal n is determined by finding the value of w n , which leads to the largest value of the objective function in (47). Therefore, the optimal value of n can be obtained as
To express it differently, this approach is a process of searching for the set of relays which contribute only to one tap of the end-to-end CIR, while resulting in the highest value of the sum-rate should their beamforming weights be chosen optimally. In the search for the optimum n among all taps, once the corresponding relay beamforming vector is found and the corresponding sum-rate is calculated, the value of n with the maximum sum-rate is introduced as the optimal n. Finally, using (29) and (30), we obtain the optimal value of the transceivers' transmit powers as
where w opt denotes the optimal relay weight vector. If the l-th relay contributes to the tap n • of the end-to-end CIR, then the l-th entry of w opt is equal to the element of w • n • which corresponds to the l-th relay. If the l-th relay does not contribute to the tap n • of the end-to-end CIR, then the l-th entry of w opt is zero. This technique is described as Algorithm 1. It should be emphasized that, since the algorithm selects a different relay subset for each value of n, the beamforming weights are obtained for those relay nodes, not all the relays. Moreover, because of the structure of matrix B, each relay only contributes to one tap of the CIR. Hence, although n is chosen between the N taps of the CIR, the maximum number of nonzero taps is not more than L.
Remark 1: There is a very important difference between the multi-carrier results of [4] and our result in this paper. In the sequel, we explicitly elaborate on this difference.
The equivalence of single-carrier and multi-carrier communication schemes, in terms of the sum-rate, has been proven only for a passive channel. The term passive channel refers to a link between a transmitter and a receiver, where the channel impulse response (or, equivalently, the channel frequency response) is given and is not under our control. Indeed, the maximization of the rate of a single-carrier or a multicarrier communication scheme is carried out over the power distribution (say P(f )) for a given fixed channel frequency response H (f ).
In this paper, however, the end-to-end channel does not conform to a passive channel model, rather an active channel modeling is required. An active channel refers to a link where the end-to-end channel frequency response is under our control and can be optimally determined (see [2] and references therein for recent results on sum-rate maximization for active channels). A good example for an active channel is a relay channel. Essentially, while designing an AF relay channel, what we are doing is we are optimally determining the end-to-end channel frequency response. In fact the sumrate maximization in this paper and in the OFDM scheme of [4] are carried out not only on the transmit powers of the two transceivers, but also on the end-to-end channel frequency response H (f ) (or, equivalently, the end-to-end channel impulse response). Unlike the sum-rate maximization for passive single-carrier channels or the sum-rate maximization for the passive multi-carrier schemes, where the corresponding sum-rate maximization problems are convex, in active channels, and in particular, in the two-way relaying schemes (which we consider in this papers and also studied in [4] ), the corresponding sum-rate maximization problems are not convex. Note also the power constraint used in an active channel restricts both the power of the transceivers over different frequencies, i.e., P(f ) and the channel frequency response H (f ), while in a passive channel scheme the channel frequency response H (f ) is fixed and the power constraint restricts only the transceiver transmit power(s). To the best of our knowledge, there does not exist any published result on the sum-rate equivalence of an active singlecarrier channel and the corresponding active multi-carrier channel, in particular, none in the context of two-way relay channels.
Note that while this paper and [4] both use the same model for the end-to-end two-relay channel, there is no way we could have used the result of [4] to prove the results of this paper as the corresponding optimization problems have different optimization variables. In this paper, the design parameters include only two transceiver powers, while in [4] , the design parameters include the transceivers' powers over all subcarriers. This difference in the optimization variables between [4] and this paper does not allow us to use the result of [4] for the problem we herein considered. Also, the system architecture of [4] , involves OFDM transmission and reception schemas, while in this paper, such schemes are not used. The fact that the end results are somewhat similar is indeed due to the sum-rate equivalence of an active single-carrier channel and the corresponding active multi-carrier channel, in particular in the context of two-way relay channels. To the best of our knowledge, such an equivalence is being presented for the first time in this paper.
Remark 2: Note that in order to implement Algorithm 1, the two transceivers require the knowledge of perfect channel state information corresponding to all transceiver-relay links. Assuming such knowledge is available at the two transceivers is realistic, as due to the bidirectional nature of the communication link, each transceiver can use training to acquire the global channel state information (CSI), see [23] for details of such training procedures. It is also noteworthy that Algorithm 1 can be implemented in a distributed manner as explained in the sequel: Steps 4, 5, and 6 of Algorithm 1 are performed at both transceivers. One of the transceivers then broadcasts three parameters, namely κ n , ν n , and µ n , along with the indexes of those relays which contribute to the tap n o of the end-to-end channel impulse response. Each active relay can then use (48) to obtain its beamforming weight using these three parameters along with its local channel information. Indeed, in light of (48), the weight vector of the i-th relay which contributes to the tap n o of the end-to-end channel impulse response, depends on these three parameters along with the i-th diagonal entries of the diagonal matrices Q and the i-th entry of the vector b n o . All these three entries depend only on the local CSI corresponding to the i-th relay which contributes to the tap n o of the end-toend channel impulse response, i.e., they all depend on the channel coefficients corresponding to the links between the two transceivers and the i-th relay which contribute to the tap n o of the end-to-end channel impulse response.
Remark 3: In terms of computational complexity, the propose algorithm appears to be quite inexpensive as explained in the sequel. The main computational complexity resides in Steps 4, 6, 7 and 8. The bisection algorithm of Step 4 is of computational complexity O(L n ) per iteration as the matrices Q 1 (n) and Q 2 (n) are diagonal.
Step 6 also requires O(L n ) computational complexity. Steps 7 and 8 also enjoy a computational complexity O(L n ). Note that if all relays contribute to one tap, then L n = L holds for that tap while L n will be 0 for all other taps. In this case, the maximum possible number of values for n is equal to 1. If each relay contributes to a distinct tap, then L n = 1 but the maximum possible number of values for n is equal to L. Hence the worst-case computational complexity is O(L) per iteration of Step 4.
Remark 4: The derivation and analysis presented in this paper assumes perfect CSI. The problem of channel estimation for two-way relay networks has been studied in [24] - [26] . The problem of channel training was studied in [24] in the context of satellite communications. Arti et al. [25] study the problem of joint channel estimation and decoding of orthogonal space-time block codes in twoway AF-based MIMO relay systems. Arti et al. [26] propose a beamforming and combining based scheme for a two-way relay system with a fixed gain MIMO relay with estimated channel gains. 
Remark 5:
The proposed method may not be easily extended to a multi-transceiver scenario where multiple transceiver pairs communicate over the same bandwidth. Indeed, in such a scenario, each transceiver pair suffers from interference caused by other transceiver pairs. However, if different transceiver pairs are to communicate over spectrally orthogonal bands, the proposed technique is applicable. The problem of multiple peer-to-peer communications over synchronous two-way relay channels using the same bandwidth has been studied in [27] - [29] . At this time, multiple peer-to-peer communications over asynchronous twoway relay channels using the same bandwidth is an open problem.
Remark 6: The equivalence of sum-rate maximization and MSE minimization may not hold under individual per node power constraints. Indeed, even for synchronous networks, the optimal design of network beamforming under per node power constraints may not be amenable to a computationally efficient solution, see [30] . Asynchronism only the makes the problem of the optimal design of network beamforming under per node power constraints more difficult.
IV. SIMULATION RESULTS
The performance of Algorithm 1 has already been numerically evaluated in [6] . We refer our reader to [6] for detailed simulation results and comparison to other techniques. Here, we only focus on sum-rate and bit-error-rate performance of Algorithm 1 and avoid repeating simulation results which already appeared in [6] . Two single-antenna transceivers communicate with each other with the help of L = 60 single-antenna relay nodes in the absence of symbol synchronization at the relays. The size of the signal blocks is assumed to be N s = 64 symbols with a cyclic prefix length of N = 8. The coefficients of the frequency-flat channel are generated from independent complex Gaussian distribution with zero-mean and variance inversely proportional Algorithm 1 Sum-Rate Optimal Network Beamforming and Power Allocation Algorithm
Step 1. Set n = 0.
Step 2. If no relay contributes to the n-th tap of h[·] (i.e., if the (n + 1)-th row of matrix B is zero), go to Step 9.
Step 3. Let the 1 × L n vector b H n capture the non-zero entries of the (n + 1)-th row of matrix B, where L n is the number of non-zero entries of the (n + 1)-th row of matrix B.
, is an L n × L n diagonal matrix whose diagonal entries are a subset of the diagonal entries of G q which correspond to those relays which contribute to the n-th tap of the end-to-end CIR.
Step 4. Use a bisection algorithm to obtain µ n in the interval [00.5P max /σ 2 ] such that
Step 5. Calculate ν n = 0.5P max /σ 2 − µ n . Step 6. Calculate κ n using
Step 7. Having obtained the values for κ n , µ n and ν n , calculate w • n as
Step 8. Calculate the cost function f n (w • n ) as
Step 9. Set n = n + 1, if n ≥ N go to the next step, otherwise go to Step 2.
Step 10. Find the value of n which yields the maximum f n (w • n ), that is n
Step 11. Let w opt denote the optimal relay weight vector. If the l-th relay contributes to the tap n • of the end-to-end CIR, then the l-th entry of w opt is equal to the element of w • n o which corresponds to the l-th relay. If the l-th relay does not contribute to the tap n • of the end-to-end CIR, then the l-th entry of w opt is zero.
Step 12. Calculate the transceivers' transmit powers as to the path loss. The path loss corresponding to the propagation from/to any transceiver to/from any relay is chosen to be proportional to the corresponding delay to the power of 3. In other words, the noise variances of each channel coefficients are inversely proportional to the corresponding delay to the power of 3. The delay of propagation of each transceiver-relay link is generated as a random variable which is uniformly distributed from T s to 4T s . Clearly, the delay of each relaying path has a triangular distribution in the interval [2T s 8T s ]. Fig. 2 demonstrates the maximum sum-rate achieved in the two-way relaying scheme described in this paper, versus the total transmit power P max . In this figure, the performance of Algorithm 1 is compared with that of the so-called equal power allocation (EPA) approach 3 in which the total power of the system is uniformly allocated across all nodes in the network. In other words, in the EPA approach, each node in the system consumes ( 1 L+2 ) fraction of the total available power budget. As can be seen from this figure, the sum-rate of Algorithm 1 significantly outperforms the EPA method, owing to its optimality. Fig. 3 displays the average value of the total relay power of Algorithm 1 versus the total available transmit power. For comparison, the performance of the EPA method is also given in Fig. 3 . We observe that, in the EPA method, the power consumed in the relay nodes is higher than that in our proposed method by approximately 3 dB. This is equivalent to saying that the total relay power of the EPA method is nearly twice the power consumed by the relays in Algorithm 1. Therefore, in the EPA technique, the total relay power is unnecessarily high as there is no optimality in the system. On the other hand, in the proposed method, only half of the total available power is used by the relays.
To evaluate the reliability of the proposed algorithm, we plot the end-to-end bit-error-rate (BER) curves in Fig. 4 for both the proposed method and for the EPA method.
This comparison allows the determination of how much performance can be retained while optimizing the power allocation among the nodes. It can be seen from Fig. 4 that compared to the EPA method, Algorithm 1 can achieve higher reliability.
V. CONCLUSION
We considered an asynchronous single-carrier bidirectional (two-way) network which consists of two single-antenna transceivers and multiple single-antenna relay nodes. The two transceivers exchange information with the help of the relay nodes. We assume that the network is asynchronous meaning that different transceiver-relay channels cause significantly different propagation delays in the signal they convey. As a result, the end-to-end channel is not amenable to a frequencyflat model, rather a multi-path channel model with multiple taps appears to be more appropriate. Such a multi-path model for the end-to-end channel raises the issue of inter-symbolinterference (ISI) at the two transceivers. In a block transmission/reception scheme, ISI leads to inter-and intra-bockinterferences which could lead to loss in the sum-rate of the network, if such interferences are not considered in the design of the system. Considering a block transmission/reception scheme and assuming a total transmit power budget, we maximized the sum-rate of this ISI end-to-end channel over the relay complex weights and transceivers' transmit powers. We rigorously proved that such a sum-rate maximization problem leads to a relay selection scheme, where only those relays which contribute to one of the taps of the end-to-end channel impulse response are turned on and the rest of the relays are switched off. Indeed, we proved rigorously that at the optimum, the end-to-end channel impulse response (CIR) has only one non-zero tap, rendering the end-to-end channel frequency-flat. We presented semi-closed-form solutions the optimal value of the vector of the weights of the active relays and the optimal values of the transceivers' transmit powers.
