This paper considers the computational complexity of the disjunction and existential properties of intuitionistic logic. We prove that the disjunction property holds feasibly for intuitionistic propositional logic; i.e., from a proof of A _ B, a proof either of A or of B can be found in polynomial time. For intuitionistic predicate logic, we prove superexponential lower bounds for the disjunction property, namely, there is a superexponential lower bound on the time required, given a proof of A _ B, to produce one of A and B which is true. In addition, there is superexponential lower bound on the size of terms which ful ll the existential property of intuitionistic predicate logic. There are superexponential upper bounds for these problems, so the lower bounds are essentially optimal.
Introduction
It is a well-known fact 1] that intuitionistic logic satis es the following disjunction and existential properties: (throughout this paper,`represents intuitionistic provability.)
If`A _ B, then`A or`B. If`(9x)A(x), then`A(t) for some term t.
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We are interested in studying the problem of the complexity of the disjunction and existential properties. For instance, given that A _ B is intuitionistically valid, how hard is it to identify one of A or B as intuitionistically valid? Or, given an intuitionistically valid formula (9x)A(x), how hard is it to nd a term t such that A(t) is intuitionistically valid? For the case of propositional logic, there is a PSPACE algorithm for the rst problem, since propositional validity is decidable in polynomial space 3, 5] . For the second problem, if the rst-order language contains only predicate symbols and constant symbols, but no function symbols, then the term t can be taken to be either a constant symbol or a free variable of A(x) so there is a trivial constant upper bound on the size of the term t. However, if there is a non-unary function symbol in the language, then there is no recursive upper bound on the size of t (as a function of A). Likewise, in predicate logic with at least one non-unary function symbol, there is no recursive bound on the complexity of deciding the disjunction property (using the fact that there are r.e. sets which cannot be recursively separated). 1 From this last fact, one can see that in intuitionistic predicate logic, even with no function symbols, there is no recursive bound on the computational complexity of nding a term t that ful lls the existential property for a given valid formula (9x)A(x); similarly the disjunction property can be non-recursive in theories without function symbols. 2 The previous paragraph discussed complexity bounds in terms of the formulas A _ B or (9x)A(x). It is, however, more interesting to determine the computational complexity of solving the disjunction and existential properties assuming we are given a proof of A _B or of (9x)A, respectively; and these are the questions we will address in this paper. 1 Here is a quick sketch of the proof of these two assertions: let U(e; t; x) be a formula expressing the condition that Turing machine with G odel number e halts within t steps outputting x 2 f0; 1g. It is possible to formulate U(e; t; x) as a rst-order formula so that U(e; t; x) holds whenever U is true of the values represented by e; t; x; here m denotes the term S m 0. Consideration of the formulas 9t9xU(e; t; x) which are true illustrates the fact that t cannot be recursively bounded in terms of the size of 9t9xU(e; t; x), since otherwise the halting problem would be decidable. To prove the non-recursiveness of the disjunction property, the set of formulas of the form (9t)U(e; t; 0) _ (9t)U(e; t; 1) which are true shows that deciding on a valid disjunct cannot be a recursive process. 2 If there are no function symbols, we can use relation symbols instead of function symbols and formulate U e (x) which asserts that Turing machine e eventually halts with output x 2 f0; 1g. Then the sentences (9x)U e (x) illustrate the non-recursiveness of the existential property, and the sentences U e (0) _ U e (1) illustrate the non-recursiveness of the disjunction property.
There are a variety of related questions here: for example, one could ask about (a) the complexity of determining a particular one of A or B to be valid, (b) bounds on the size of the shortest proof of either A or B, or (c) the computational complexity of producing a proof of either A or B; in each of the three cases assuming that a proof of A _ B is given as input. In propositional logic, we show below that there is a polynomial time algorithm which produces a proof of either A or B from a proof of A _ B. This also gives a polynomial time bound for the problem (a) and a polynomial upper bound for the problem (b) for propositional intuitionistic logic. For predicate logic, we shall give an superexponential lower bound on the time required to recognize one of A or B as valid, even given a proof of A _ B.
This immediately implies also a superexponential lower bound on the size of a proof of either A or B and thereby a superexponential lower bound for the time required to produce such a proof.
For the existential property, we give a superexponential lower bound on the size of a term t such that A(t) is intuitionistically valid; this superexponential bound is in terms of the size of a proof of (9x)A(x). The above superexponential lower bounds are easily seen to be essentially optimal, since a proof-normalization procedure can be used to solve the disjunction and existential properties.
For the special case of predicate logic with no function symbols, we give an exponential upper bound on the computational complexity of the disjunction and existential properties.
The propositional disjunction property
We formalize intuitionistic propositional calculus as a natural deduction system with explicit listing of assumptions. In this system, we use a sequent A 1 ; : : :; A n ) B (n 0) to denote the fact the formula B has been derived from the assumptions A 1 ; : : :; A n . The assumptions A 1 ; : : :; A n form a set.
When we speak of a formula F being provable, we mean the sequent ) F .
The axioms of our intuitionistic propositional logic are A ) A and ? ) A, for A any formula. A cut in a natural deduction proof consists of an introduction rule whose conclusion is the principal (i.e., leftmost) hypothesis of an elimination rule. It is well known that natural deduction proofs can be normalized, so that the cuts can be removed from natural deduction proofs 4]. When cuts are permitted, the natural deduction system is equivalent the to sequent calculus and to Hilbert-style systems in that proofs in one system can be converted into a proof in another system by a polynomial time algorithm. As an immediate consequence of Lemma 1 and Theorem 2, we have:
Corollary 3 There is a polynomial time algorithm which, given an propositional intuitionistic proof of A _ B, produces a proof of either A or B.
In order to prove Theorem 2 we shall use a restricted normalization process in which only certain cuts are eliminated. Recall that a cut (maximal formula) in a natural deduction is a conclusion of an introduction rule which is the principal formula of an elimination rule (i.e. it contains the connective to be eliminated). We call a cut assumption-free if its last sequent (the conclusion of the elimination rule) contains no assumption, i.e. is of the form Proof Suppose that the proof does not end in an introduction rule. Then, it must end with one of the four elimination rules shown above. The last sequent has no assumptions, and therefore the leftmost hypothesis of the introduction rule also has no assumptions. Continue traversing upwards in the proof tree for as long as we encounter elimination rules, always choosing the leftmost branch. The sequents we reach in this traversal all have no assumptions and eventually we must arrive either at an introduction inference or at an initial sequent. However, it is impossible to arrive at an initial sequent, since all initial sequents have assumptions. Likewise, it is impossible to arrive at an introduction rule, since this would be an assumption-free cut and d has no assumption free cuts. 3 Upper bounds for predicate logic
In the following we deal with the intuitionistic predicate logic with arbitrary predicate, constant and function symbols formalized as a natural deduction calculus. The axioms and rules of inference for the natural deduction proof system for intuitionistic predicate logic are those of the above de ned propositional system plus elimination and introduction rules for quanti ers:
In these rules, the symbol b is a free variable, called the eigenvariable of the inference: it is required that b not occur free in the conclusion of the inference.
For predicate logic, we modify the de nition of immediate derivability to Theorem 8 There is an algorithm with runtime 2 * (cn), for some constant c, which upon input a proof of n symbols, produces proofs of a complete set of i.d. sequents for d 0 .
By Theorem 7, this superexponential time algorithm solves the disjunction and existential properties.
In the next section, we shall prove that this superexponential order of magnitude for the runtime is essentially optimal. However, in the special case of predicate logic with no function symbols, the terms t which are Theorem 9 There is an exponential time algorithm which solves the disjunction and existential properties for intuitionistic predicate logic with no function symbols. 4 The existential property lower bound This section will describe the superexponential lower bound for the existential property for intuitionistic predicate logic. The lower bound is established by exhibiting a family of sentences (9x)A(x) which have short, polynomial length proofs such that the formulas A(t) are valid only for superexponentially long terms t.
By the previous two sections, any lower bound on the existential property must include also a lower bound on the number of steps in proof normalization; thus it is no surprise that our proof uses the`induction speed-up' method of Solovay (which is similar to the much earlier construction which Gentzen used for the provability of trans nite induction) which happens also to be one of the best tools for proving lower bounds on proof normalization and on cut-elimination.
We will choose the predicate language containing the constant symbol 0, the unary function S , the in x binary function symbol + and two binary predicate symbols = and e. One can intuitively think of these symbols representing zero, successor, addition and equality and of e(x; y) representing the relation y = 2 x . De ne G to be the universal closure of the conjunction of the following formulas:
x + 0 = x x = x 0 + x = x x = y y = x x + Sy = S(x + y) x = y^y = z x = z (x + y) + z = x + (y + z) x = y Sx = Sy e(0; S0) x = y^u = v (x + u) = (y + v) e(x; y) e(Sx; y + y) x = y^u = v^e(x; u) e(y; v)
The axioms in the righthand column are of course just the familiar equality axioms | we are assuming that our underlying predicate logic does not have the equality relation as a logical symbol, but only as a non-logical symbol.
We de ne the following formulas J m (x) and K m (x) by induction on m:
We thus immediately get polynomial size (in m) proofs of (8x)(K m+1 (x) (9y)((G e(x; y))^K m (x))) and iterating this m times, polynomial size proofs of (8x)(9y m ) (9y 1 ) G (e(x; y 1 )^e(y 1 ; y 2 )^ ^e(y m?1 ; y m ))]: With x = 0, we get thereby also polynomial size proofs of the sentences (9y m ) (9y 1 ) G (e(0; y 1 )^e(y 1 ; y 2 )^ ^e(y m?1 ; y m ))]: (1) Now consider the complexity of the existential property for this last intuitionistically derivable sentence. If we consider the standard (classical) model of the integers with zero, successor, addition, true equality and exponentiation, we see that the only terms that can be substituted into equation (1) for the variable y m and yield a true formula are the terms with value 2 * m. Since the only function symbols at our disposal are successor and addition, any term with value 2 * m must have at least 2 * (m ? 1) symbols. On the other hand, equation (1) has an intuitionistic proof of n = m O(1) symbols.
Thus we have established that the existential property for intuitionistic predicate logic has superexponential (i.e., stack of twos of height n ) complexity. 3 
The disjunction property lower bound
In this section, the superexponential lower bound for the existential property is extended to a similar superexponential lower bound for the disjunction property. For the lower bound for the disjunction property, we cannot use just superexponential growth rate. Instead, we will use a Turing machine for which it is di cult to predict what state it will be in a future point in time.
We shall pick a xed Turing machine M which has a single, two-way in nite tape and has only the two alphabet symbols a and b. The machine M will have the property that the problem of, given m, determining which state M will be in after computing for exactly 2 * m steps starting on a blank tape (b is the blank symbol) is not in the complexity class TIME(2 * (m ? c)) for some constant c. Such a Turing machine can easily be shown to exist using the Hartmanis-Stearns time hierarchy theorem.
For convenience sake, we use a larger language for predicate logic, which, in addition to the symbols =, 0, S We let qDfnt(x) abbreviate the formula x = q 1 _ x = q 2 _ _ x = q s : Next we de ne analogues J n (x) and K n (x) of the formulas J n (x) and K n (x) from the previous section. However, instead of starting the inductive de nition with J 0 (x), the base de nition is K ?1 (x) , (9q)(9u)(9v) G (ID(x; q; u; v)^qDfnt(q)^Dfnt(u)^Dfnt(v))]:
It is easy to give intuitionistic proofs of K ?1 (0), and (8x)(K ?1 (x) K ?1 (Sx)) Then, by induction on m ?1, we de ne J m+1 , (8z)(K m (z) K m (z + x)) K m+1 , (9y)((G e(x; y))^J m+1 (y))
By arguments very similar to the ones given before, there are intuitionistic proofs of the following formulas K m (0) (8x)(K m (x) K m (Sx)) J m+1 (0) (8x)(J m+1 (x) J m+1 (Sx)) J m+1 (S0) (8x)(J m+1 (x) J m+1 (x + x)) (8x)(J m+1 (x) K m (x)) and the proofs of the above formulas are all polynomial size in m. We thus immediately get polynomial size proofs of (8x)(K m+1 (x) (9y)((G e(x; y))^K m (x))) and iterating this m times, a polynomial size proof of (8x)(9y m ) (9y 1 
