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LIKEWISE THETA FUNCTIONS OF RANK r ON Rd: ANALYTIC PROPERTIES AND
ASSOCIATED SEGAL-BARGMANN TRANSFORM
A. GHANMI, A. INTISSAR, Z. MOUHCINE, AND M. ZIYAT
ABSTRACT. We introduce and study the Hilbert space of (L2, Γ,χ)-likewise theta functions
on Rd with respect to a given discrete subgroup Γ of arbitrary rank and a character χ of Γ.
A concrete description is given and an orthonormal basis is then constructed. Its range by
the classical Segal-Bargmann transform is also characterized and leads to the so-called theta-
Bargmann Fock space.
1. INTRODUCTION
Analytic properties of the holomorphic automorphic functions, associated with a full-rank
lattice Γ in the d-dimensional complex space Cd and a given mapping χ on Γ with values in
unit circle of C, are well studied in the literature. Such functions play important roles in
number theory and abelian varieties [11, 17, 4, 14], cryptography and coding theory [16, 18],
as well as in quantum field theory [5]. Extending these properties to the case of an arbitrary
rank discrete subgroup is an interesting area of research. The more recent investigation in
this context has been discussed in [8, 19] for rank one discrete subgroups and next general-
ized in [9] to isotropic discrete subgroups of rank less or equal to d. The elaboration of these
properties lies in the holomorphic character of the considered functions attached to the com-
plex structure ofCd. This tool is lost when working onRd instead ofR2d = Cd, where d is not
necessary even. Thus, inspired by the impact of Segal-Bargmann transform on signal pro-
cessing and time-frequency analysis on the free Hilbert space L2(Rd) (see for example [10])
and motivated by the fact that many signals in practice are quasi-periodic, we will develop
and investigate in a natural way a parallel theory for the space L2,νΓ,χ(R
d) of (L2, Γ,χ)-likewise
theta functions associated to an arbitrary discrete subgroup of rank r inRd. For the full-rank
lattice Γ, the Segal-Bargmann transform of (L2, Γ)-periodic functions is characterized to be
the space of L2-Bloch wave functions [3].
The aim of the present paper is then two folds. Firstly, we give explicit description of
the elements of L2,νΓ,χ(R
d) and next construct an explicit orthonormal basis in terms of the
modified Fourier expansion and Hermite polynomials. Secondly, we consider the Segal-
Bargmann transform and prove that it maps isometrically the space of (L2, Γ,χ)-likewise
theta functions on Rd onto the well-studied space of (L2, Γ˜, χ˜)-holomorphic theta functions
on Cd considered in [9] for a special pair (Γ˜; χ˜). This gives rise to the introduction of the so-
called theta-Segal-Bargmann transform involving an integral representation over a funda-
mental domain with kernel function given in terms of the multidimensional Reimann theta
function with special characteristics.
This paper is organized as follows. Section 2 is devoted to the exact statement of our
main results. In Section 3, we establish some basic properties of the space L2,νΓ,χ(R
d) of the
(L2, Γ,χ)-likewise theta functions on Rd and give the proof of the Theorem 2.1. In Section
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4, we review the needed properties concerning the space F 2,ν
Γ˜,χ˜
(Cd) of (L2, Γ˜, χ˜)-holomorphic
theta functions considered in [9]. In Section 5, we prove Theorem 2.2 concerning to the char-
acterization of the range of L2,νΓ,χ(R
d) by the Segal-Bargmann transform as well as Theorem
2.3 leading to the notion of theta-Segal-Bargmann transform.
2. STATEMENT OF MAIN RESULTS
In order to give a concise picture of our results, we endow the d-dimensional Euclidean
space Rd with the usual scalar product 〈·, ·〉 and norm ‖ · ‖, and let Γ = Γr be a discrete
subgroup of rank r; r = 0, 1, · · · , d, in the additive group (Rd,+). By Rd/Γ we denote the
associated abelian orbital group equipped with the quotient topology and the Haar measure.
Associated with the data of Γ, a nonnegative real number ν and a given mapping χ with val-
ues in the unit circle ofC on Γ, we consider the functional space L2,νΓ,χ(R
d) of Borel measurable
functions f on Rd satisfying the functional equation
f (x + γ) = χ(γ)eν〈x+ γ2 ,γ〉 f (x), (2.1)
for almost every x ∈ Rd and every γ ∈ Γ, and
‖ f ‖2Γ,ν :=
∫
Λ(Γ)
| f (x)|2e−ν‖x‖2 dλ(x) < ∞. (2.2)
HereΛ(Γ) is a fundamental domain of Γ inRd representingRd/Γ and gives rise to a compact
fundamental domain of Γ inVΓ = SpanR(Γ), the r-dimensional real vector space generated
by Γ. Notice that the quantity ‖·‖Γ,ν makes sense and it is independent of the choice of the
fundamental domain, for the function x 7−→ | f (x)|2e−ν‖x‖2 being a Γ-periodic onRd for every
given f satisfying (2.1). Furthermore, ‖·‖Γ,ν defines a norm on L2,νΓ,χ(Rd). The corresponding
scalar product is given by
〈 f , g〉Γ,ν :=
∫
Λ(Γ)
f (x)g(x)e−ν‖x‖
2
dλ(x). (2.3)
We will show that the functional space L2,νΓ,χ(R
d) is nontrivial if and only if χ is a character.
In this case χ has a representation of the form χ(γ) = e2ipi〈γ,vχ〉 (see Lemma 3.5). Under
such condition, we give a concrete description of L2,νΓ,χ(R
d) using Fourier analysis related
to the dual lattice Γ∗ of Γ. Namely, by identifying Rd to VΓ ×VΓ⊥〈.,.〉 , where VΓ⊥〈.,.〉 is the
complement orthogonal of VΓ in Rd with respect to 〈., .〉, and denoting by Hνk the (d − r)-
dimensional Hermite polynomials, we can assert the following.
Theorem 2.1. The family of functions onVΓ ×VΓ⊥〈.,.〉 defined by
eγ∗,k(x) = eγ∗,k(x1, x2) := e
ν
2 〈x1,x1〉+2pii〈vχ+γ∗,x1〉Hνk(x2) (2.4)
for varying γ∗ ∈ Γ∗ of Γ and k = (k1, · · · , kd−r) ∈ (Z+)d−r, constitutes an orthogonal basis of
L2,νΓ,χ(R
d) with ∥∥eγ∗,k∥∥2Γ,ν = vol(Λ1(Γ)) (piν )(d−r)/2 2|k|k!. (2.5)
The characterization of the range of L2,νΓ,χ(R
d) by the Segal-Bargmann transform,
[Bϕ](z) =
( ν
pi
) 3d
4
∫
Rd
e
√
2ν〈z,x〉− ν2 〈z,z〉ϕ(x)e−ν‖x‖
2
dλ(x); z ∈ Cd, (2.6)
involves the shifted lattice Γ˜ := Γ/
√
2 and the Γ˜-character defined by χ˜(γ˜) = e2ipi〈γ˜,
√
2vχ〉.
The natural extension of 〈·, ·〉 on Rd to Cd = VC ⊕VC⊥H with VC = VΓ + iVΓ is also
denoted by 〈·, ·〉.
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Theorem 2.2. The Segal-Bargmann transform B given through (2.6) defines an isometric isomor-
phism form L2,νΓ,χ(R
d) onto F 2,ν
Γ˜,χ˜
(Cd).
The last theorem of this paper gives another integral representation for B when restricted
to L2,νΓ,χ(R
d). This representation is a coherent state transform and encodes the Hilbert struc-
tures of L2,νΓ,χ(R
d) andF 2,ν
Γ˜,χ˜
(Cd). In fact, the kernel function is the bilateral generating function
making appeal of both bases. Moreover, it can be expressed in terms of the multidimen-
sional Riemann theta function Θα,β(z
∣∣Ω) with special characteristics. To this end, recall that
([15, 13]):
Θα,β(z
∣∣Ω) = ∑
n∈Zr
e2ipi{ 12 (α+n)Ω(α+n)+(α+n)(z+β)} (2.7)
where α, β ∈ Rr and Ω a symmetric matrix in Cr×r with strictly positive definite imaginary
part. The positive definiteness of =(Ω) guarantees the convergence of (2.7) on Cr.
Theorem 2.3. The Segal-Bargmann transform B on L2,νΓ,χ(Rd) is also given by
[Bϕ](z) =
∫
Λ(Γ)
AνΓ,χ(z; x)ϕ(x)e
−ν‖x‖2 dλ(x); z ∈ Cd, (2.8)
where the kernel function AνΓ,χ(z; x) is given in terms of the modified theta function as follows
AνΓ,χ(z; x) =
( ν
pi
) 3d
4
e
√
2ν〈z,x〉− ν2 〈z,z〉Θ0,Gβχ
(
iν
2pi
G(x1 −
√
2z1)
∣∣∣∣ iν2piG
)
. (2.9)
Here x = x1 + x2 ∈ VΓ ⊕VΓ⊥〈.,.〉 , z = z1 + z2 ∈ VC ⊕VC⊥H , G :=
(〈
ωi,ωj
〉)
1≤i,j≤r is
the Gram-Schmidt matrix of the form 〈·, ·〉 restricted to the vector space VΓ generated by a basis
{ωi; i = 1, 2, · · · , r} of Γ, and βχ = (β1, · · · , βr) ∈ Rr are the coordinates of vχ.
3. BASIC PROPERTIES OF L2,νΓ,χ(R
d) AND PROOF OF THEOREM 2.1
Keep notations as above and provide the following definition.
Definition 3.1. The space L2,νΓ,χ(R
d) will be called the space of (L2, Γ,χ)-likewise theta func-
tions onRd attached to the discrete subgroup Γ. Similarly, we define Cν,∞Γ,χ (Rd) to be the space
of (C∞, Γ,χ)-likewise theta functions, that is the space of all C∞-complex-valued functions f
on Rd satisfying
f (x + γ) = χ(γ)eν〈x+ γ2 ,γ〉 f (x), (3.1)
for every x ∈ Rd and γ ∈ Γ.
The existence of such spaces is encoded in the data (ν, Γ,χ). In fact, the following result
gives a necessary and sufficient condition to L2,νΓ,χ(R
d) and Cν,∞Γ,χ (Rd) be nontrivial.
Proposition 3.2. The vector space L2,νΓ,χ(R
d) (resp. Cν,∞Γ,χ (Rd)) is nonzero if and only if χ is a character
on Γ, i.e., for all γ,γ′ ∈ Γ, we have
χ(γ+ γ′) = χ(γ)χ(γ′). (3.2)
Proof. For the necessary condition with Cν,∞Γ,χ (Rd), assume that Cν,∞Γ,χ (Rd) is nontrivial and let
f be a nonzero function belonging to Cν,∞Γ,χ (Rd). Hence, for every γ,γ′ ∈ Γ and x ∈ Rd, we
can write f (x + γ+ γ′) in the following forms
f (x + γ+ γ′) = f ((x + γ) + γ′) = χ(γ′)χ(γ)eν
〈
x+ γ+γ
′
2 ,γ+γ
′
〉
f (x) (3.3)
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and
f (x + γ+ γ′) = f (x + (γ+ γ′)) = χ(γ′ + γ)eν
〈
x+ γ+γ
′
2 ,γ+γ
′
〉
f (x). (3.4)
Hence the desired result follows by equating the right hand-sides of (3.3) and (3.4) and using
the fact that f (x0) 6= 0 for certain x0. The necessary condition concerning L2,νΓ,χ(Rd) can be
handled in a similar way with additional consideration. In fact, the x0 is taken in Rd \ D˜ f ,
where D˜ f = ∪γ∈Γ(D f + γ) and D f is a negligible subset of Rd such that f is well defined on
its complementary Rd \ D f . Notice that D˜ f is also negligible since Γ is a countable set.
The proof of the sufficient condition follows by considering the Poincare´ series
[PΓ,χψ](x) = ∑
γ∈Γ
χ(γ)e−ν〈x+ γ2 ,γ〉ψ(x + γ) (3.5)
related to given C∞ complex-valued function ψ with compact support contained in the inte-
rior of Λ(Γ) (such ψ exists from the classical analysis). The series (3.5) is then well defined,
since every x ∈ Rd has a unique representation in Λ(Γ). Moreover, PΓ,χψ is a nonzero
function belonging to Cν,∞Γ,χ (Rd) ∩ L2,νΓ,χ(Rd). Indeed, we have [PΓ,χψ] = ψ 6= 0 on Λ(Γ),
since χ(0) = 1 and x + γ /∈ Supp(ψ) for all x ∈ Λ(Γ). Now, making use of the fact that
χ(γ”− γ) = χ(γ”)χ(γ), for χ being a character, combined with the symmetry of the bilin-
ear form 〈·, ·〉, we obtain
[PΓ,χψ](x + γ) = χ(γ)eν〈x+
γ
2 ,γ〉[PΓ,χψ](x)
for every γ ∈ Γ and x ∈ Rd. This completes the proof. 
Remark 3.3. The proof of ”if” in the previous theorem can be reworded if we are able to
exhibit an explicit nonzero complex-valued function belonging to Cν,∞Γ,χ (Rd) ∩ L2,νΓ,χ(Rd). This
is contained in Lemma 3.5 below.
Remark 3.4. Notice that Cν,∞Γ,χ (Rd) is a prehilbertian space when equipped with the scalar
product (2.3). Thus, by functional analysis theory it has a completion. It should be proved
later that L2,νΓ,χ(R
d) is in fact the completion of Cν,∞Γ,χ (Rd) (Proposition 3.9).
Now, we deal with L2,νΓ,χ(R
d) under the assumption that χ is a character. The discrete
subgroup Γ of (Rd,+) can be viewed as a Z-module of dimension r. Therefore, Γ take the
following form
Γ = Zω1 + · · ·+Zωr
for some R-linearly independent vectors ω1, · · · ,ωr ∈ Rd. A corresponding fundamental
domain is proved to be given by
Λ(Γ) ' Rd/Γ ' Λ1(Γ)×VΓ⊥〈.,.〉 ,
where Λ1(Γ) is a compact fundamental domain of Γ in the r-dimensional real vector space
VΓ = SpanR(Γ), constituting of allR-linearly finite combinations of elements of Γ. ByVΓ
⊥〈.,.〉
we denote its complement orthogonal with respect to 〈., .〉. Accordingly, we can split Rd as
Rd = VΓ ⊕VΓ⊥〈.,.〉 (3.6)
and the symmetric bilinear form 〈·, ·〉 as
〈x, y〉 = 〈x1, y1〉+ 〈x2, y2〉 = Q1(x1, y1) + Q2(x2, y2), (3.7)
for every x = x1 + x2 and y = y1 + y2 in Rd with x1, y1 ∈ VΓ and x2, y2 ∈ VΓ⊥〈.,.〉 , where
Q1 (resp. Q2) is the restriction of 〈., .〉 to VΓ (resp. VΓ⊥〈.,.〉) and can be viewed as a positive
definite symmetric bilinear form onVΓ (resp. VΓ⊥〈.,.〉).
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Now in view of (3.7), the functional equation (2.1) reduces further to
f (x1 + γ, x2) = χ(γ)eν〈x1+
γ
2 ,γ〉 f (x1, x2) (3.8)
with f (x1, x2) := f (x1 + x2) for all x1 ∈ VΓ, x2 ∈ VΓ⊥〈.,.〉 and γ ∈ Γ.
Lemma 3.5. Under the assumption that χ is a character, we have the following
i) There exists a vector vχ ∈ VΓ (depending in the choice of the basis of Γ) such that for all
γ ∈ Γ, we have
χ(γ) = e2ipi〈vχ,γ〉.
ii) The function
x 7−→ ψvχ(x) := e
ν
2 〈x1,x1〉+2ipi〈x1,vχ〉 (3.9)
belongs to Cν,∞Γ,χ (Rd) ∩ L2,νΓ,χ(Rd).
Proof. Since χ is a Γ-character and its restriction to anyZωj; 1 ≤ j ≤ r, is aZ-character, there
exists αj ∈ R such that χ(ωj) = e2ipiαj . Therefore,
χ(γ) = χ(m1ω1 + · · ·+ mrωr) = e2ipi(α1m1+···+αrmr).
Let αχ stands for αχ = (α1, · · · , αr) ∈ Rr and m = (m1, · · · , mr) ∈ Zr. Then, we can rewrite
α1m1 + · · ·+ αrmr as
α1m1 + · · ·+ αrmr = tmG(G−1αχ) = tmGβχ = 〈vχ,γ〉 ,
where G :=
(〈
ωi,ωj
〉)
1≤i,j≤r is the invertible Gram-Schmidt matrix of Q1 on the vector space
VΓ and vχ is the vector in VΓ given by vχ = β1ω1 + · · ·+ βrωr with βχ := (β1, · · · , βr) :=
G−1αχ. This completes the proof of i).
The proof of ii) can be handled easily using the bilinearity and the symmetry of 〈., .〉,
keeping in mind that χ(γ) = e2ipi〈vχ,γ〉. Indeed, we have
ψvχ(x + γ) = e
ν
2 〈x1+γ,x1+γ〉+2ipi〈x1+γ,vχ〉 = χ(γ)ψvχ(x)e
ν〈x+ γ2 ,γ〉.
The last equality follows since 〈y1,γ〉 = 〈y,γ〉 for every y = y1 + y2 ∈ Rd with (y1, y2) ∈
VΓ ×VΓ⊥〈.,.〉 and γ ∈ Γ ⊂ VΓ. 
The existence and the explicit expression of ψvχ will play a crucial role in establishing the
following result.
Theorem 3.6. Keep notations as above. Then, L2,νΓ,χ(R
d) is a Hilbert space. Moreover, a function f
belongs to L2,νΓ,χ(R
d) if and only if it can be expanded in series as
f (x) = e
ν
2 〈x1,x1〉 ∑
γ∗∈Γ∗
aγ∗(x2)e2ipi〈vχ+γ
∗,x1〉, (3.10)
where Γ∗ := {γ∗ ∈ VΓ; 〈γ∗,γ〉 ∈ Z; γ ∈ Γ} denotes the dual of Γ. The involved coefficients
aγ∗(x2); x2 ∈ VΓ⊥〈.,.〉 , satisfy the growth condition
∑
γ∗∈Γ∗
‖aγ∗‖2
L2(VΓ
⊥〈.,.〉 ,e−ν〈x2,x2〉dλ(x2))
< +∞. (3.11)
Proof. The first assertion is obvious. Indeed, for any Cauchy sequence ( fn)n in L2,νΓ,χ(R
d), the
( fn |Λ(Γ))n is a Cauchy sequence in the Hilbert space L
2(Λ(Γ); e−‖ξ‖
2
dλ) and hence converges
to some function f defined on Λ(Γ). Since Λ(Γ) is an arbitrary fundamental domain, it
follows that f is defined on Rd and satisfies (2.1). For the second assertion, let f ∈ L2,νΓ,χ(Rd).
Then, the function
ϕ(x) := e−
ν
2 〈x1,x1〉−2ipi〈vχ,x1〉 f (x)
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is a Γ-periodic function on Rd in the x1-direction. Furthermore, by means of Fubini’s theo-
rem, we get
‖ f ‖2Γ,ν =
∫
VΓ
⊥〈.,.〉
(∫
Λ1(Γ)
|ϕ(x1, x2)|2 dλ(x1)
)
e−ν〈x2,x2〉dλ(x2) < +∞. (3.12)
Subsequently, ∫
Λ1(Γ)
|ϕ(x1, x2)|2 dλ(x1) < +∞
almost everywhere onVΓ⊥〈.,.〉 , and the function x1 7→ ϕ(x1, x2) can be expanded as
ϕ(x1, x2) = ∑
γ∗∈Γ∗
aγ∗(x2)e2pii〈x1,γ
∗〉, (3.13)
where the series converges absolutely and uniformly on Λ1(Γ), for almost every fixed x2 ∈
VΓ
⊥〈.,.〉 . Here aγ∗(x2) are the Fourier coefficients given by ([11, p.44]):
aγ∗(x2) =
1
vol(Λ1(Γ))
∫
Λ1(Γ)
ϕ(x1, x2)e−2pii〈x1,γ
∗〉dλ(x1).
To prove the growth condition (3.11), we start from (3.10) and make use again of the Fubini
theorem. This entails
‖ f ‖2Γ,ν =
∫
Λ(Γ)
∣∣∣∣∣e ν2 〈x1,x1〉 ∑
γ∗∈Γ∗
aγ∗(x2)e2ipi〈vχ+γ
∗,x1〉
∣∣∣∣∣
2
e−ν〈x,x〉dλ(x)
=
∫
VΓ
⊥〈.,.〉
e−ν〈x2,x2〉
∫
Λ1(Γ)
∣∣∣∣∣ ∑
γ∗∈Γ∗
aγ∗(x2)e2ipi〈vχ+γ
∗,x1〉
∣∣∣∣∣
2
dλ(x1)
 dλ(x2).
Next, by Parseval’s identity in the Hilbert space L2(Λ1(Γ); dλ(x1)), we get∫
Λ1(Γ)
∣∣∣∣∣ ∑
γ∗∈Γ∗
aγ∗(x2)e2ipi〈γ
∗,x1〉
∣∣∣∣∣
2
dλ(x1) = vol(Λ1(Γ)) ∑
γ∗∈Γ∗
|aγ∗(x2)|2 ,
for almost every x2 ∈ VΓ⊥〈.,.〉 . Therefore, the square norm ‖ f ‖2Γ,ν reduces to
‖ f ‖2Γ,ν = vol(Λ1(Γ)) ∑
γ∗∈Γ∗
∫
VΓ
⊥〈.,.〉
e−ν〈x2,x2〉 |aγ∗(x2)|2 dλ(x2)
= vol(Λ1(Γ)) ∑
γ∗∈Γ∗
‖aγ∗‖2
L2(VΓ
⊥〈.,.〉 ,e−ν〈x2,x2〉dλ(x2))
. (3.14)
This completes the proof. 
To the exact statement of the main result of this section, notice that the subspace VΓ⊥〈.,.〉
is generated by some R-linearly independent vectors, ωr+1, · · · ,ωd ∈ Rd. Without lost of
generality, we can assume that the ωr+1, · · · ,ωd are orthonormal with respect to the form
Q2; the restriction of the usual scalar product 〈., .〉 on Rd to VΓ⊥〈.,.〉 (see for example [20]).
That is
Q2(ωj,ωk) = δjk; j, k = r + 1, · · · , d.
Identifying x2 = xr+1ωr+1 + · · ·+ xdωd in VΓ⊥〈.,.〉 to its coordinates (xr+1, · · · , xd) in Rd−r.
Then, an orthogonal basis of L2
(
VΓ
⊥〈.,.〉 ; e−ν‖x2‖
2
dλ(x2)
)
is
Hνk(x2) = Hk(
√
νx2); k ∈ (Z+)d−r, (3.15)
where Hk denotes the (d− r)-dimensional Hermite polynomials
Hk(ξ) = (−1)|k| e‖ξ‖
2 ∂k
∂ξ
kr+1
r+1 · · · ∂ξkdd
(
e−‖ξ‖
2
)
; (3.16)
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with k = (kr+1, kr+2, · · · , kd) ∈ (Z+)d−r, |k| = kr+1+ kr+2+ · · ·+ kd and ξ = (ξr+1, ξr+2, · · · , ξd) ∈
Rd−r. Therefore, by means of (3.11), the Fourier coefficient x2 7→ aγ∗(x2) belongs to the
Hilbert space L2(VΓ⊥〈.,.〉 ; e−ν‖x2‖
2
dλ(x2)), and it can be expanded as
aγ∗(x2) = ∑
k∈(Z+)d−r
aγ∗,kHνk(x2), (3.17)
for some complex numbers aγ∗,k. Thus, we assert the following
Theorem 3.7. A complex-valued function f belongs to the Hilbert space L2,νΓ,χ(R
d) if and only if it
can be expanded as
f (x) := f (x1, x2) = ∑
γ∗∈Γ∗,k∈(Z+)d−r
aγ∗,ke
ν
2 〈x1,x1〉+2pii〈vχ+γ∗,x1〉Hνk(x2) (3.18)
for almost every (x1, x2) ∈ VΓ ×VΓ⊥〈.,.〉 , with
‖ f ‖2Γ,ν = vol(Λ1(Γ))
(pi
ν
)(d−r)/2
∑
γ∗∈Γ∗,k∈(Z+)d−r
2|k|k!
∣∣aγ∗,k∣∣2 < +∞.
Remark 3.8. The series in (3.18) converges in the Hilbert space L2,νΓ,χ(R
d).
Proof. The result is a consequence of Theorem 3.6 and the fact that the Fourier coefficients
aγ∗(x2) are given by (3.17). More exactly, using the orthogonality of the Hermite polynomials
in L2(Rd−r, e−‖ξ‖2 dλ(ξ)), we get
‖aγ∗‖2
L2(VΓ
⊥〈.,.〉 ,e−ν〈x2,x2〉dλ) =
∫
VΓ
⊥〈.,.〉
e−ν〈x2,x2〉 |aγ∗(x2)|2 dλ(x2)
=
1
ν(d−r)/2 ∑k∈(Z+)d−r
∣∣aγ∗,k∣∣2 ∫
Rd−r
|Hk(ξ)|2 e−‖ξ‖
2
dλ(ξ)
=
(pi
ν
)(d−r)/2
∑
k∈(Z+)d−r
2|k|k!
∣∣aγ∗,k∣∣2 .

Now, we are able to give a proof of Theorem 2.1 saying that the family of functions
eγ∗,k(x) = e
ν
2 〈x1,x1〉+2pii〈vχ+γ∗,x1〉Hνk(x2), (3.19)
for γ∗ ∈ Γ∗ and k = (k1, · · · , kd−r) ∈ (Z+)d−r, constitutes an orthogonal basis of L2,νΓ,χ(Rd)
with ∥∥eγ∗,k∥∥2Γ,ν = vol(Λ1(Γ)) (piν )(d−r)/2 2|k|k!. (3.20)
Proof of Theorem 2.1. The orthogonality of the functions eγ∗,k; for γ∗ ∈ Γ∗, k = (k1, · · · , kd−r) ∈
(Z+)d−r, follows from the orthogonality of the Hermite polynomials in L2
(
Rd−r, e−‖ξ‖
2
dλ
)
and the use of the following well-established identity∫
Λ1(Γ)
e2pii〈x1,γ
∗
1−γ∗2〉dλ(x1) = vol(Λ1(Γ))
r
∏
j=1
(∫ 1
0
e2piitj〈ωj,γ∗1−γ∗2〉dtj
)
= vol(Λ1(Γ)) δγ∗1 ,γ∗2
for x1 = t1ω1 + · · ·+ trωr ∈ Λ1(Γ) with tj ∈ [0, 1]. In fact, we obtain〈
eγ∗,k, eγ∗′ ,k′
〉
Γ,ν
=
(∫
Λ1(Γ)
e2pii〈x1,γ
∗
1−γ∗2〉dλ(x1)
)
×
(∫
VΓ
⊥〈.,.〉
Hνk(x2)H
ν
k′(x2)e
−ν〈x2,x2〉dλ(x2)
)
=
(pi
ν
)(d−r)/2
vol(Λ1(Γ))2|k|k!δγ∗,γ∗′ δk,k′ .
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To conclude, we need to prove completeness. By the uniqueness of the Fourier coefficients
in the obtained expansion
f (x1, x2) = ∑
γ∗∈Γ∗,k∈(Z+)d−r
aγ∗,ke
ν
2 〈x1,x1〉+2pii〈x1,vχ+γ∗〉Hνk(x2)
for given f ∈ L2,νΓ,χ(Rd), and the completeness of the Hermite polynomials (Hk)k in the
Hilbert space L2(Rd−r; e−‖ξ‖
2
dλ), we conclude that aγ∗,k = 0 for every γ∗ ∈ Γ∗ and k ∈
(Z+)d−r, whenever
〈
f , eγ∗,k
〉
Γ,ν = 0 for every γ
∗ ∈ Γ∗ and k ∈ (Z+)d−r. This implies f = 0
and the proof is completed. 
We conclude this section by determining the completion of Cν,∞Γ,χ (Rd) with respect to the
scalar product (2.3). Namely, we assert
Proposition 3.9. The completion of (Cν,∞Γ,χ (Rd); ‖.‖Γ,ν) coincides with the Hilbert space L2,νΓ,χ(Rd).
Proof. The completion of (Cν,∞Γ,χ (Rd); ‖.‖Γ,ν) is clearly contained in the Hilbert space L2,νΓ,χ(Rd).
For the converse, notice that the function f|Λ(Γ) belongs to L
2(Λ(Γ); e−ν‖x‖
2
dλ) whenever f ∈
L2,νΓ,χ(R
d). Thus, there exists a sequence (φn)n of C∞ functions with support included in the
interior ofΛ(Γ). SinceΛ(Γ) is arbitrary, it follows that φn is defined on the wholeRd and fur-
thermore satisfying (3.1). Hence (φn)n is a Cauchy sequence belonging to (Cν,∞Γ,χ (Rd); ‖.‖Γ,ν)
and converges to f . This shows that f belongs to the completion of Cν,∞Γ,χ (Rd). 
4. ON THETA BARGMANN-FOCK SPACE F 2,νΓ,χ(Cd)
In this section, we review briefly some needed properties of the (Γ,χ)-theta Bargmann-
Fock space, i.e., the Hilbert F 2,νΓ,χ(Cd) of the (L2, Γ,χ)-holomorphic theta functions on Cd.
Here, we restrict ourself to the special case of Γ being a discrete subgroup of rank r in (Rd,+)
that can be viewed as a discrete subgroup in (Cd,+). The general case of Γ being an arbitrary
isotropic discrete subgroup is considered and discussed in [9]. In fact, we regard Cd as the
complexify of Rd, Cd = Rd + iRd, that we endow with the natural extension of the bilinear
symmetric form 〈·, ·〉 on Rd, to wit
〈z, w〉 = u1v1 + u2v2 + · · ·+ udvd, (4.1)
for z = (u1, u2, · · · , ud) and w = (v1, v2, · · · , vd) in Cd, as well as the standard hermitian
scalar product
H(z, w) = 〈z, w〉 . (4.2)
Accordingly, the decomposition Rd = VΓ +VΓ⊥〈.,.〉 can be extended naturally to
Cd = VC ⊕VC⊥H , (4.3)
where VC and VC⊥H are the complex subspaces VC = VΓ + iVΓ and VC⊥H = VΓ⊥〈.,.〉 +
iVΓ⊥〈.,.〉 . Hence, the considered discrete rank r subgroup Γ is an isotropic subgroup of (Cd,+),
in the sense that =m(H(γ,γ′)) = 0 for all γ,γ′ ∈ Γ.
Within the above notations, F 2,νΓ,χ(Cd) is the space of all holomorphic functions on Cd dis-
playing the functional equation
f (z + γ) = χ(γ)eνH(z+
γ
2 ,γ) f (z); z ∈ Cd, γ ∈ Γ, (4.4)
and such that the square norm
‖ f ‖2Γ,H :=
∫
Λ˜(Γ)
| f (z)|2e−νH(z,z)dλ(z), (4.5)
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is finite. Here Λ˜(Γ) is a fundamental domain of Γ in Cd = R2d. The associated hermitian
inner scaler product is
〈 f , g〉Γ,H :=
∫
Λ˜(Γ)
f (z)g(z)e−νH(z,z)dλ(z). (4.6)
The needed properties related to F 2,νΓ,χ(Cd) are summarized in the following
Theorem 4.1. The space F 2,νΓ,χ(Cd) is nontrivial if and only if χ is a character. In this case, the
(Γ,χ)-theta Bargmann-Fock space F 2,νΓ,χ(Cd) is a reproducing kernel Hilbert space. Moreover, the set
of functions
ϕγ∗,k(z1, z2) = e
ν
2 〈z1,z1〉+2pii〈z1,γ∗+vχ〉(z2)k; z1 ∈ VC, z2 ∈ VC⊥H , (4.7)
for varying γ∗ ∈ Γ∗ and multi-index k ∈ (Z+)d−r, constitutes an orthogonal basis of F 2,νΓ,χ(Cd)
with ∥∥ϕγ∗,k∥∥2Γ,H = (piν )d− r2 vol(Λ1(Γ))2r/2 k!ν|k| e2 pi2ν 〈γ∗+vχ,γ∗+vχ〉. (4.8)
The proofs of the first statements are quite similar to the one provided in [9]. To prove the
last one, we make use of the following Lemma.
Lemma 4.2 ([2]). A Γ-periodic holomorphic function h onVC can be expanded as follows
h(w) = ∑
γ∗∈Γ∗
bγ∗(w)e2pii〈w,γ
∗〉,
where the series converges absolutely and uniformly on every compact subset of VC. Furthermore,
the coefficients bγ∗(w) are given by
bγ∗(w) =
1
vol(Λ1(Γ))
∫
Λ1(Γ)
h(w)e−2pii〈γ
∗,w〉dλ(x1); w = x1 + iy1, (4.9)
and are independents of =m(w).
Proofs of (4.7) and (4.8). Associated to a given holomorphic function f displaying (4.4), we
consider
h(z) := h(z1, z2) = e−
ν
2 〈z1,z1〉−2pii〈z1,vχ〉 f (z1, z2). (4.10)
Hence, we can easily check that h is a holomorphic Γ-periodic function, and therefore the
function z1 7→ hz2(z1) := h(z1, z2) can be expanded as
hz2(z1) = ∑
γ∗∈Γ∗
bγ∗(z2)e2pii〈z1,γ
∗〉, (4.11)
for fixed z2 in VC⊥H , according to Lemma 4.2. The Fourier coefficients bγ∗(z2) are given
through (4.9) with h(z1, z2) = hz2(z1) and they are holomorphic onVC
⊥H . Thus, they can be
written as
bγ∗(z2) = ∑
k∈(Z+)d−r
bγ∗,kzk2 ,
for some complex numbers bγ∗,k. Above, z2 is identified with their coordinates in VC⊥H
and the functions ϕγ∗,k are generators of F 2,νΓ,χ(Cd). For the orthogonality, we use Fubini’s
theorem to get〈
ϕγ∗,k, ϕγ∗′,k′
〉
Γ,H =
(∫
Λ1(Γ)×VΓ
e
ν
2 (〈z1,z1〉+〈z1,z1〉−2H(z1,z1))+2ipi〈z1−z1,vχ〉+2ipi(〈γ∗,z1〉−〈γ∗′,z1〉)dλ(z1)
)
×
(∫
Cd−r
zk2 z2
k′e−ν|z2|
2
Cd−r dλ(z2)
)
.
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In the second integral in the right hand-side of the last identity, we recognize the scalar
product of the monomials in the classical Bargmann-Fock space on Cd−r, to wit∫
Cd−r
zk2 z2
k′e−ν|z2|
2
Cd−r dλ(z2) =
(pi
ν
)d−r k!
ν|k|
δk,k′ .
For z1 = x1+ iy1 with x1, y1 ∈ VΓ, we have 〈γ∗, z1〉−
〈
γ∗′, z1
〉
=
〈
γ∗ − γ∗′, x1
〉
+ i
〈
γ∗′ + γ∗, y1
〉
.
Note also that since H(z1, z1) = 〈z1, z〉, it follows 〈z1, z1〉+ 〈z1, z1〉− 2H(z1, z1) = −4 〈y1, y1〉 .
Hence, we get〈
ϕγ∗,k, ϕγ∗′,k′
〉
Γ,H =
(pi
ν
)d−r k!
ν|k|
(∫
Λ1(Γ)
e2ipi〈γ∗−γ∗′,x1〉dλ(x1)
)
×
(∫
VΓ
e−2〈y1,y1〉−2pi〈γ∗′+γ∗+2vχ,y1〉dλ(y1)
)
δk,k′
= (vol(Λ1(Γ)))
2
(pi
ν
)d−r k!
ν|k|
(∫
Rr
e−2y1Gy1−4pi(βχ+m)Gy1 dλ(y1)
)
δγ∗,γ∗′δk,k′ .
To conclude, we need to the following explicit expression for the gaussian integral
Lemma 4.3 ([6]). Let a > 0, b ∈ Cs and A a symmetric s × s matrix whose <e(A) is positive
definite. Then, ∫
Rs
e−ayAy+bydy =
(
1√
det A
)(pi
a
)s/2
e
1
4a bA
−1b. (4.12)
Hence by means of (4.12), we obtain〈
ϕγ∗,k, ϕγ∗′,k′
〉
Γ,H =
(pi
ν
)d− r2 vol(Λ1(Γ))
2r/2
k!
ν|k|
e2
pi2
ν 〈γ∗+vχ,γ∗+vχ〉δγ∗,γ∗′δk,k′ . (4.13)
The completeness can be obtained by proceeding in a similar way as in [9]. 
5. PROOFS OF THEOREMS 2.2 AND 2.3: THE THETA-SEGAL-BARGMANN TRANSFORM
In this section we look for the action of the so-called Segal-Bargmann transform B on
L2,νΓ,χ(R
d). Recall that for given ϕ : Rd −→ C, we have [1]
[Bϕ](z) =
( ν
pi
) 3d
4
∫
Rd
e
√
2ν〈z,x〉− ν2 〈z,z〉ϕ(x)e−ν‖x‖
2
dλ(x); z ∈ Cd = R2d, (5.1)
provided that the integral exists. Then, it is a well-known fact that this transform maps iso-
metrically the classical space L2(Rd; e−ν‖x‖
2
dλ), of all e−ν‖x‖
2
dλ-square integrable functions
on Rd, onto the classical Bargmann-Fock space F 2,ν(Cd). Its kernel function turns out to
be the exponential generating function of the Hermite polynomials. Notice that the space
L2(Rd; e−ν‖x‖
2
dλ) (resp. F 2,ν(Cd)) corresponds to L2,νΓ,χ(Rd) (resp. F 2,νΓ,χ(Cd)) with Γ and χ are
trivial, Γ = {0} and χ = 1. In order to characterize B(L2,νΓ,χ(Rd)) for arbitrary rank r discrete
subgroup Γ and character χ, we begin with the following
Proposition 5.1. The integral operator B is well defined on L2,νΓ,χ(Rd) and the integral defining Bϕ;
for ϕ ∈ L2,νΓ,χ(Rd), converges uniformly on compact sets of Cd.
Proof. Starting from the fact Rd =
⋃
γ∈Γ
(γ+Λ(Γ)), we can rewrite the Segal-Bargmann trans-
form as
[Bϕ](z) =
( ν
pi
) 3d
4
e
ν
2 〈z,z〉
∫
Rd
e−
ν
2 〈x−√2z,x−√2z〉− ν2 〈x,x〉ϕ(x)dλ(x)
=
( ν
pi
) 3d
4
e
ν
2 〈z,z〉 ∑
γ∈Γ
∫
γ+Λ(Γ)
e−
ν
2 〈x−√2z,x−√2z〉− ν2 〈x,x〉ϕ(x)dλ(x).
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Replacing x by x + γ in the above integral and using (2.1) satisfied by ϕ, we get
[Bϕ](z) =
( ν
pi
) 3d
4
e
ν
2 〈z,z〉 (5.2)
×
(
∑
γ∈Γ
χ(γ)e−
ν
2 〈γ,γ〉+
√
2ν〈z,γ〉
∫
Λ(Γ)
e−
ν
2 〈x−√2z,x−√2z〉−ν〈γ,x〉− ν2 〈x,x〉ϕ(x)dλ(x)
)
and therefore ∣∣[Bϕ](z)∣∣ ≤ ( ν
pi
) 3d
4 ∑
γ∈Γ
∣∣e ν2 〈z,z〉− ν4 〈γ,γ〉+√2ν〈z,γ〉 Iν,Γ(ϕ)(z1, z2)∣∣, (5.3)
since − 〈γ, x〉 = − 〈γ, x1〉 ≤ 〈x1, x1〉+ 14 〈γ,γ〉. The quantity Iν,Γ(ϕ)(z1, z2) stands for
Iν,Γ(ϕ)(z1, z2) =
∫
Λ1(Γ)×VΓ⊥〈.,.〉
e−
ν
2 〈x−√2z,x−√2z〉+ ν2 〈x1,x1〉− ν2 〈x2,x2〉ϕ(x)dλ(x1)dλ(x2).
The Cauchy-Schwarz inequality combined with the Fubini theorem yields the following es-
timate
|Iν,Γ(ϕ)(z1, z2)|2 ≤ ‖ϕ‖2Γ,ν
(∫
Λ1(Γ)
∣∣∣e− ν2 〈x1−√2z1,x1−√2z1〉+ ν2 〈x1,x1〉∣∣∣2 dλ(x1))
×
(∫
VΓ
⊥〈.,.〉
∣∣∣e− ν2 〈x2−√2z2,x2−√2z2〉− ν2 〈x2,x2〉∣∣∣2 dλ(x2)) .
The first integral involved in the right hand-side of the previous inequality is clearly finite for
Λ1(Γ) being compact. The second one can be shown to be finite using Lemma 4.3. Moreover,
for every z in any compact set K ⊂ Cd, we have <(〈γ, z〉) ≤ 18 〈γ,γ〉 for γ ∈ Γ outside certain
disc D(0, R); R > 0. Thus, there exists a constant cK such that∣∣[Bϕ](z)∣∣ ≤ cK ∑
γ∈Γ
e−
ν
8 〈γ,γ〉. (5.4)
This means that the quantity Bϕ is well defined for every ϕ ∈ L2,νΓ,χ(Rd), since the series in
the right hand-side of (5.2) converges. 
A part of the proof of Theorem (2.2) is contained in the following proposition showing the
image of the (L2, Γ,χ)-likewise theta functions on Rd, by the B, are the (Γ˜, χ˜)-holomorphic
theta functions on Cd, where Γ˜ is the scaled discrete subgroup Γ˜ := Γ/
√
2 and χ˜ is the Γ˜-
character defined by
χ˜(γ˜) = e2ipi〈γ˜,
√
2vχ〉.
Proposition 5.2. For every ϕ ∈ L2,νΓ,χ(Rd), the function z 7→ [Bϕ](z) is holomorphic on Cd and
satisfies the functional equation
[Bϕ](z + γ˜) = χ˜(γ˜)eνH(z+ γ˜2 ,γ˜)[Bϕ](z) (5.5)
for every z in Cd and every γ˜ in Γ˜.
Proof. For given ϕ ∈ L2,νΓ,χ(Rd), the function z 7→ e
√
2ν〈z,x〉− ν2 〈z,z〉−ν‖x‖2ϕ(x) involved in the
integrand of Bϕ is clearly holomorphic in z for every fixed x ∈ Rd. Thus, by the uniform
convergence of the integral in Bϕ on compact subsets of Cd (Proposition 5.2), it follows that
[Bϕ](z) is holomorphic on Cd. Moreover, direct computation infers
[Bϕ](z + 1√
2
γ) =
( ν
pi
) 3d
4
e
ν
2 〈z,z〉+ν〈z+ γ˜2 ,γ˜〉
∫
Rd
e−
ν
2 〈x−√2z−γ,x−√2z−γ〉− ν2 ‖x‖2ϕ(x)dλ(x).
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Now, making use of the change y = x − γ as well as the fact that ϕ satisfies the functional
equation (2.1), we obtain
[Bϕ](z + γ˜) = χ(γ)eν〈z+ γ˜2 ,γ˜〉[Bϕ](z) = χ˜(γ˜)eνH(z+ γ˜2 ,γ˜)[Bϕ](z),
since
〈
z + γ˜2 , γ˜
〉
= H(z + γ˜2 , γ˜) for γ˜ = γ˜ and χ(γ) = e
2ipi〈γ,vχ〉 = e2ipi
〈
γ√
2
,
√
2vχ
〉
= χ˜(γ˜) by
Lemma 3.5. 
The proof of Theorem 2.2, i.e., B(L2,νΓ,χ(Rd)) = F 2,νΓ˜,χ˜(Cd) isometrically, reduces further to
show that the Segal-Bargmann transform B maps an orthonormal basis eγ∗,k of the Hilbert
space L2,νΓ,χ(R
d) to the an orthonormal one of the Hilbert space F 2,ν
Γ˜,χ˜
(Cd).
Proof of Theorem 2.2. Notice first that the action of B on the basis eγ∗,k of the Hilbert space
L2,νΓ,χ(R
d) is given by
[Beγ∗,k](z) =
( ν
pi
) 3d
4
e−
ν
2 〈z1,z1〉
(∫
VΓ
e
√
2ν〈x1,z1〉+2ipi〈x1,γ∗+vχ〉− ν2 〈x1,x1〉dλ(x1)
)
(5.6)
×
(∫
VΓ
⊥〈.,.〉
e−
ν
2 〈z2,z2〉+
√
2ν〈x2,z2〉Hνk(x2)e
−ν〈x2,x2〉dλ(x2)
)
.
In the right hand-side of the second integral occurring in (5.6), we recognize the action of the
Segal-Bargmann transform of the Hermite polynomial on Rd−r given by( ν
pi
) 3(d−r)
4
∫
VΓ
⊥〈.,.〉
e−
ν
2 〈z2,z2〉+
√
2ν〈x2,z2〉Hνk(x2)e
−ν〈x2,x2〉dλ(x2) =
( ν
pi
) d−r
4
(2ν)|k|/2zk2 . (5.7)
The first integral in the right hand-side of (5.6) can be handled by applying Lemma 4.3.
Indeed, if G :=
(〈
ωj,ωk
〉)r
j,k=1 denotes the Gram-Schmidt matrix of Q1 = 〈., .〉 on VΓ with
respect to the basis ω1, · · · ,ωr, and by x1 ∈ Rr, z1 ∈ Cr, m∗ ∈ Rr and βχ ∈ Rr the coordinates
of x1 ∈ VΓ, z1 ∈ VC, γ∗ and vχ, respectively, we get∫
VΓ
e
√
2ν〈x1,z1〉+2ipi〈x1,γ∗+vχ〉− ν2 〈x1,x1〉dλ(x1)
= vol(Λ1(Γ))
∫
Rr
e−
ν
2 x1Gx1+x1G(
√
2νz1+2ipi(m∗+βχ))dλ(x1)
=
(
2pi
ν
) r
2
eν〈z1,z1〉+2ipi
√
2〈z1,γ∗+vχ〉−2 pi2ν 〈γ∗+vχ,γ∗+vχ〉
Lemma 4.3
=
(
2pi
ν
) r
2
eν〈z1,z1〉+2ipi〈z1,γ˜
∗+v˜χ〉− pi2ν 〈γ˜∗+v˜χ,γ˜∗+v˜χ〉. (5.8)
Finally, by taking into account the fact that Γ˜∗ =
√
2Γ∗ and inserting (5.8) and (5.7) in (5.6),
one obtains [Beγ∗,k](z) = ϕγ˜∗,k. This completes the proof, since ϕγ˜∗,k, for varying γ˜∗ ∈ Γ˜∗
and k ∈ (Z+)d−r, constitute a complete orthogonal system of F 2,ν
Γ˜,χ˜
(Cd). 
Below, we give a proof of Theorem 2.3 saying that the Segal-Bargmann transform on
L2,νΓ,χ(R
d) can be realized as
[Bϕ](z) =
( ν
pi
) 3d
4
∫
Λ(Γ)
e
√
2ν〈z,x〉− ν2 〈z,z〉Θ0,Gβχ
(
iν
2pi
G(x1 −
√
2z1)
∣∣∣∣ iν2piG
)
ϕ(x)e−ν‖x‖
2
dλ(x),
(5.9)
where βχ = (β1, · · · , βr) ∈ Rr are the coordinates of vχ in the basis ω1, · · · ,ωr.
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Proof of Theorem 2.3. Starting from (5.2), we need to give a closed expression of the sum in
the right hand-side in terms of the modified theta function. In fact, for γ ∈ Γ with the
coordinates m ∈ Zr, we have
∑
γ∈Γ
χ(γ)e−
ν
2 〈γ,γ〉+ν〈√2z−x,γ〉 = ∑
γ∈Γ
e−
ν
2 〈γ,γ〉+ν〈√2z1−x1+ 2ipiν vχ,γ〉
= ∑
m∈Zr
e−
ν
2 mGm+νmG(
√
2z1−x1+ 2ipiν βχ)
= Θ0,Gβχ
(
iν
2pi
G(x1 −
√
2z1)
∣∣∣∣ iν2piG
)
.
The vectors x1 and z1 are identified with their coordinates relatively to the basis ω1, · · · ,ωr
as mentioned in proof of Lemma 3.5. 
We conclude this paper by noting that the kernel function
AνΓ,χ(z; x) :=
( ν
pi
) 3d
4
e
√
2ν〈z,x〉− ν2 〈z,z〉Θ0,Gβχ
(
iν
2pi
G(x1 −
√
2z1)
∣∣∣∣ iν2piG
)
, (5.10)
is in fact the bilateral generating function corresponding to the orthogonal basis eγ∗,k of
L2,νΓ,χ(R
d) and ϕ√2γ∗,k of F 2,νΓ˜,χ˜(Cd). Namely, we assert the following
Proposition 5.3. We have
AνΓ,χ(z; x) = ∑
γ∗∈Γ∗,k∈(Z+)d−r
ϕ√2γ∗,k(z)∥∥∥ϕ√2γ∗,k∥∥∥Γ˜,H
eγ∗,k(x)∥∥eγ∗,k∥∥Γ,ν . (5.11)
Proof. Using the explicit expressions of ϕ√2γ∗,k given by (4.7) and of eγ∗,k given by (3.18)
as well as their norms given respectively through (4.8) and (3.20), we can rewrite the right
hand-side of (5.11) as
2r/2
vol(Λ1(Γ))
( ν
pi
) 3d
4 − r2
e
ν
2 (〈z1,z1〉+〈x1,x1〉)
× ∑
γ∗∈Γ∗,k∈(Z+)d−r
e−
pi2
ν 〈√2γ∗+√2vχ,√2γ∗+√2vχ〉+2pii〈√2z1−x1,γ∗+vχ〉
(√
ν
2 z2
)k Hνk(x2)
k!
.
Using the generating formula for Hermite polynomials (see for example [12, p. 60]), we get
∑
k∈(Z+)d−r
(√
ν
2 z2
)k Hνk(x2)
k!
= e−
ν
2 〈z2,z2〉+
√
2ν〈x2,z2〉.
Now, note that the dual lattice Γ∗ can be identified with G−1Γ, and hence
∑
γ∗∈Γ∗
e−
pi2
ν 〈√2γ∗+√2vχ,√2γ∗+√2vχ〉+2pii〈√2z1−x1,γ∗+vχ〉
= e−
2pi2
ν 〈vχ,vχ〉+2ipi〈√2z1−x1,vχ〉 ∑
m∈Zr
e−
2pi2
ν mG
−1m+2ipi(
√
2z1−x1+ 2ipiν βχ)m
= e−
2pi2
ν 〈vχ,vχ〉+2ipi〈√2z1−x1,vχ〉Θ0,0
(√
2z1 − x1 + 2ipi
ν
βχ
∣∣∣∣−( iν2piG
)−1)
.
Thus, in view of the well-known identity satisfied by the theta function [13, p. 195]
Θ0,0
(
Ω−1z
∣∣−Ω−1) = √det (−iΩ)eipizΩ−1zΘ0,0 (z∣∣Ω) , (5.12)
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with Ω = iν2piG, one can see that the left hand-side in (5.11) reduces further to( ν
pi
) 3d
4
e
√
2ν〈z,x〉− ν2 〈z,z〉Θ0,Gβχ
(
iν
2pi
G(x1 −
√
2z1)
∣∣∣∣ iν2piG
)
= AνΓ,χ(z; x).
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