Abstract-In view of the problem that computing shortest paths in a graph is a complex and time-consuming process, and the traditional algorithm that rely on the CPU as computing unit solely can't meet the demand of real-time processing, in this paper, we present an all-pairs shortest paths algorithm using MPI+CUDA hybrid programming model, which can take use of the overwhelming computing power of the GPU cluster to speed up the processing. This proposed algorithm can combine the advantages of MPI and CUDA programming model, and can realize two-level parallel computing. In the cluster-level, we take use of the MPI programming model to achieve a coarse-grained parallel computing between the computational nodes of the GPU cluster. In the node-level, we take use of the CUDA programming model to achieve a GPU-accelerated fine grit parallel computing in each computational node internal. The experimental results show that the MPI+CUDA-based parallel algorithm can take full advantage of the powerful computing capability of the GPU cluster, and can achieve about hundreds of time speedup; The whole algorithm has good computing performance, reliability and scalability, and it is able to meet the demand of real-time processing of massive spatial shortest path analysis.
I. INTRODUCTION
The shortest path problem is one of most fundamental problem in network analysis, and can affect a variety of meaningful problems: network routing, connectivity analysis, resource allocation, flow analysis, and so on. From the point of view of the graph, the so-called shortest path problem is to find a minimum obstruct intensity path between two nodes in the specified network. According to the different definition of obstruct intensity, the shortest path can not only be refers to the shortest distance in the general geographic sense, but also can be extended to other meaning, such as lowest cost, shortest time, fastest path, and so on.
The shortest path problem is not only a research hot spots in geographic information science, but also is an issue of concern in computer science, operations research, distributed computing, bioinformatics and so on. Many scholars have already conducted an in-depth study on the shortest path problem and proposed a variety of different algorithms. All these existing algorithms achieve good results and have different characteristics, but almost of them solely use the CPU as computing unit, and the time efficiency of the algorithms almost reach the theoretical limit.
The most well-known algorithm solving shortest path for the case of graphs with nonnegative edges is Dijkstra algorithm, which was given by Dijkstra in 1959 [1] . Dijkstra algorithm is inherently sequential since its efficiency depends on a fixed ordering of the vertices, and nearly all the subsequent proposals are based on it. In spite of its early formulation, this classic solution is still presented in almost every textbook on algorithms.
The Bellman-Ford algorithm allows all vertices to be considered in parallel, but at the cost of being not efficient [2] . Provides the details of different formulations of parallel algorithms for the shortest path problem [3] . present a specific proposal for incorporating parallelism into Dijkstra algorithm by using parallel priority queues. However, the literature contains few experimental studies on parallel algorithms of the nonnegative shortest path problem. Some of the more recent works study the use of supercomputers for solving shortest path problem in large graphs [4] . reports performance results on the multithread parallel computer Cray MTA-2, using the Δ-stepping parallel algorithm, it exhibits remarkable parallel speedup when compared to competitive sequential algorithms, for low-diameter sparse graphs of 100 million vertices and 1 billion edges.
However, With the problem of solving the shortest path constantly expanding, the amount of data needed to be deal with has a steady increase. Some modern applications, such as network routing, resource allocation, etc, require large graphs with millions of vertices, and some of the previous algorithms become impractical, when we do not have a very expensive hardware at our disposal. Fortunately, GPU cluster supply a high parallel computation power at a low price.
Modern GPU provide tremendous memory bandwidth and computational horsepower. Each new generation of GPUs provides flexible programmability and computational power which exceeds previous generations. Recent high-performance computing-optimized GPUs contain up to 4GB of on-board memory, and are capable of sustaining memory bandwidths exceeding 100GB/sec. The massively parallel hardware architecture and high performance of floating point arithmetic and memory operations on GPUs make them particularly well-suited to many of the same scientific and engineering workloads that occupy GPU clusters, and it has rapidly evolved to become high performance accelerators for data parallel computing [5] [6] [7] . The GPU cluster's rapid increase in both programmability and capability has spawned a research community that has successfully mapped a broad range of computationally demanding, complex problems to the GPU cluster [8] [9] [10] .
To take use of the overwhelming computing power of the GPU cluster to speed up the shortest path problem computing, in this paper, we present an all-pairs shortest paths algorithm using MPI+CUDA hybrid computing model. This proposed algorithm can combine the advantages of MPI and CUDA programming model, and has good computing performance, reliability and scalability. The experimental results show that the MPI+CUDA-based parallel algorithm can take full advantage of the powerful computing capability of the GPU cluster, and can achieve about hundreds of time speedup; it can meet the demand of real-time processing of massive spatial shortest path analysis.
The remainder paper is organized as follows: in section 3, we discuss the basic idea of the distributed parallel programming model based on MPI+CUDA. In Section 3, we introduce the principle of the Floyd-Warshall shortest path algorithm and analyze the feasibility of mapping the shortest path algorithm program onto the GPU cluster by using the MPI+CUDA hybrid programming model, and then we provide the details of implementing our parallel bilinear shortest path algorithm using MPI+CUDA programming model. In Section 4, we demonstrate the strength of our GPU cluster implementation method by measuring the performance over the traditional CPU implementation.
II. PROGRAMMING MODEL

A. MPI
MPI (Message Passing Interface) is a specification for a standard library for message passing that was defined by the MPI Forum, a broadly based group of parallel computer vendors, library writers, and applications specialists [11] . MPI addresses primarily the messagepassing parallel programming model, in which data is moved from the address space of one process to that of another process through cooperative operations on each process. MPI is a specification, not an implementation; there are multiple implementations of MPI. MPI is not a language, and all MPI operations are expressed as functions, subroutines, or methods, according to the appropriate language bindings, which for C, C++, Fortran-77, and Fortran-95, are part of the MPI standard. The advantage for the user is that MPI is standardized on many levels. For example, since the syntax is standardized, you can be sure your MPI code will execute under any MPI implementation running on your architecture. Since the functional behavior of MPI calls is also standardized, your MPI calls should behave the same regardless of the implementation, thus guaranteeing the portability of your parallel programs. Performance, however, may vary from implementation to implementation.
In a distributed memory communication environment in which the higher level routines and/or abstractions are built upon lower level message-passing routines the benefits of standardization are particularly apparent. Furthermore, the definition of a message-passing standard, such as that proposed here, provides vendors with a clearly definition base set of routines that they can implement efficiently, or in some cases provide hardware support for, thereby enhancing scalability. As a most widely used parallel computing platform, MPI has good portability and ease of use. It provides a clear definition of the parallel computing program libraries, so that the manufacturers can effectively achieve these program libraries, or in some cases provide hardware support for the program library [12] .
The goal of the Message-Passing Interface simply stated is to develop a widely used standard for writing message-passing programs. As such the interface should establish a practical, portable, efficient, and flexible standard for message passing. The framework structure of MPI program is shown in figure 1. 
B. CUDA
The multi-core CPU and the many-core GPU are the two most important processors in the current computer. In tradition, the GPU is only used to process the image rendering tasks, and all the other tasks are processed by the CPU. As a general-purpose processor, the CPU is designed to meet the needs of all different type tasks, most of its on-chip transistors are complex control logic units and large-capacity cache, the actual computing unit is very little [13] . To improve the computing performance, there are two ways: improving the CPU clock speed or increasing the number of the processing cores. Here, it is necessary to add the number of transistors on the CPU chip, and it becomes more and more hard.
GPU originally designed for computer video cards has emerged as the most powerful chip in a high-performance workstation. Unlike multicore CPU architectures, which currently ship with 2-8 cores, GPU architectures are "many-core" with hundreds of cores capable of running thousands of threads in parallel. Over the past few years, a high-end GPU's floating point processing performance can reach 10 times than the same period high-end GPU. And memory bandwidth can reach about five times than the same period desktop platform. To provide the same computing ability, the cost and power consumption of the GPU-based system should be far less than the CPU-based system. Most of the GPU's on-chip transistors are arithmetic logic units, the number of control logic and cache units is very small, so it is suitable for a specifically class of applications with the following characteristics.
1) The degree of computational complexity is very high. The GPUs are designed for the real-time rendering of billions of pixels which each pixel requires hundreds or more operations. It can deliver an enormous amount of computing performance to satisfy the demand for complex real-time applications.
2) The applications are very suitable for parallel processing. The GPU's graphics pipeline is well suited for parallelism. Operations on vertices and fragments are well matched to fine-grained closely coupled programmable parallel compute units, which in turn are applicable to many other computational domains.
3) Throughput is emphasized. GPU implementations of graphics pipeline prioritize throughput over latency. The graphics pipeline is quite deep, perhaps hundreds of thousands of cycles with thousands of primitives in flight at any given time. The pipeline is also feed-forward, removing the penalty of control hazards, further allow in optimal throughput of primitives through the pipeline. This emphasis on throughput is characteristic of applications in other areas as well [7] .
According to the characteristics of the GPU's hardware architecture, it can be concluded that the most appropriate application of GPU is the data-intensive and computingintensive tasks which use a large number of threads on a lot of data in the same calculation processing. Because these tasks' logic branch is very simple, they can take full advantage of the GPUS's processing core. And the delay of reading and writing the memory data is also overshadowed by the efficient intensive computing. With the increasing programmability of the GPU, the applications of using the GPU as general-purpose computing become more and more.
At present, NVIDIA and ATI which are the two main GPU manufacturers have launched their own GPGPU solution each other. These solutions can run the users' code which is designed for the problem domain on the GPU directly. In contrast, NVIDIA's CUDA (Compute Unified Device Architecture) solution is more mature. The NVIDIA CUDA technology is the new software architecture that exploits the parallel computational power of the GPU. When executing CUDA programs, the GPU operates as coprocessor to the main CPU. The GPU handles the core processing on large quantities of parallel information while the CPU organizes, interprets, and communicates information. Compute-intensive portions of applications that are executed many times, but on different data, are extracted from the main application and compiled to execute in parallel on the GPU.
As it is showed in figure 2, CUDA includes three major components: new features on the GPU to efficiently execute programs with parallel data; a C compiler to access the parallel computing resources on the GPU; and a runtime driver dedicated to computing. The ability to interpret and manipulate massive amounts of information is the frontier of computing and with the widely available CUDA SDK any application can exploit the power of the GPU. With the combination of CUDA software and GPUs, developers now have the ability to bring the power of large-scale supercomputer to the desktop and dramatically increase the capability of server clusters [14] . The key to CUDA is the C compiler for the GPU. This first-of-its-kind programming environment simplifies coding parallel applications. Using C, a language familiar to most developers, allows programmers to focus on creating a parallel program instead of dealing with the complexities of graphics APIs. As showed in Figure 3 , a CUDA program can be divided into two parts: the hostside code and the device-side code. Typically, the hostside code executes on the CPU serially, and device-side code, called kernel, runs on the GPU [15] [16] . A kernel executes a scalar sequential program across a set of parallel threads. The programmer organizes these threads into thread blocks; a kernel thus consists of a grid of one or more blocks. A thread block is a group of concurrent threads that can cooperate amongst themselves through barrier synchronization and a per block shared memory space private to that block. Each thread is block shared memory space private to that block. Each thread is given a unique integer index within its block-via the threadIdx identifier and each block is given a unique integer indexvia blockIdx. When launching a kernel, the programmer specifies both the number of blocks and the number of threads per block to be created when launching the kernel. These dimensions are available to the kernel via the identifier's gridDim and blockDim, respectively. 
C. MPI+CUDA-based Distributed Parallel Programming Model
Many of the GPU cluster applications have been implemented using MPI and CUDA distributed parallel programming model for parallelizing the application. The simplest way to start building an MPI application that uses GPU-accelerated kernels is to use NVIDIA's nvcc compiler for compiling everything.
The basic idea of the distributed parallel programming model is to use MPI+CUDA to realize two-level parallel computing. In the cluster-level, we take use of the MPI programming model to achieve a coarse-grained parallel computing between the computational nodes of the cluster. In the node-level, we take use of the CUDA programming model to achieve a GPU-accelerated fine grit parallel computing in each computational node internal. As shown in figure 4 , the process of parallel computing based on MPI + CUDA can be described as below: (1) Input the data set on the master node, then initialize the computing task and the list of subtasks; (2)MPI parallel computing initialization. The master node allocate the subtasks which can be processed in parallel to the relevant computational nodes; (3) In each computational nodes, use CUDA parallel model to deal with the allocated subtask; (4) Each computational nodes return the result of the relevant subtask; (5) The master node get all the results of each computational nodes, then finish the MPI parallel processing and aggregate to generate the final total results [17] [18] [19] .
III. PROPOSED SCHEME
A. Floyd-Warshall Shortest Path Algorithm
The Floyd-Warshall algorithm is an all-pair shortest paths algorithm, let ( , ) G V E  be a directed graph with V vertices, then we can solve all-pair shortest path by the Floyd-Warshall algorithm using a dynamic programming approach on a directed graph [20] . We store the nodes and edges of the graph in a matrix form. The vertices of the graph are represented by the unique indices along nn matrix (n represents the number of nodes. The unique indices along nn matrix can be given by: 
,0 min( , ), 1
Then pseudocode of the Floyd-Warshall algorithm can be described in figure 5 . In the implementation of the Floyd-Warshall algorithm, it needs to perform three loop, and each loop has n-step, at a time, then time complexity of algorithms is 3 () n  . Figure 6 shows an example of using the Floyd-Warshall algorithm to solve the all-pair shortest path. 
B. Implementation of the Parallelism Floyd-Warshall Algorithm Using MPI+CUDA-based Distributed Parallel Programming Model
To begin the algorithm, we partition the matrix into sub-blocks of equal size As it is shown in figure 7 , in each computation node, a primary block is set. The primary block for each computation node is along the diagonal of the matrix, starting with the block holding the matrix value (0, 0). The process of parallel algorithm based on MPI + CUDA can be described as figure 8: (1)All the computation nodes call MPI_Init ( ) function to initialize; (2)Load the matrix on the master node and partition the matrix into sub-blocks of equal size according the number of the computation node;(3)The master node call MPI_Bcast( ) function to send the sub-blocks to the relevant computational nodes; (4)Perform the k-th iteration cycle; (5)In each computational nodes, utilize the CUDA program to deal with the allocated sub-block; (6)Run the iteration cycle. from (3) to (5) until end of the cycle, then go to the next step; (7) Get all the results of each computational nodes on the master node, then finish the MPI parallel processing and aggregate to generate the final total results.
IV. EXPERIMENT AND DISCUSSION
A. Programming Environment and Experimental Data
The experimental programming environment is as follows:
(1) Computation node: The CPU is Intel core i3 550; and the GPU is NVidia GeForce 410M.
(2) Software environment: The operating system is Microsoft Windows 7; and the program development tools are Visual Studio 2010, MPICH 2.0 and CUDA SDK 4.0;
Using the major road network data set of china as experimental data. As it is shown in figure 9 , this data set contains 5240 vertices and 11245 arcs.
B. Experimental Results and Analyzing
To compare the performance of the GPU parallel algorithm, We performed two types of experiments: the comparative experiments between the CPU serial algorithm and the GPU parallel algorithm in a single computing node, and the comparative experiments between different number of computation nodes in the GPU cluster. In the comparative experiments between the CPU serial algorithm and the GPU parallel algorithm in a single computing node, we chose 6 different matrix size data, which are 256×256, 512×512, 768×768, 1024×1024, 2048×2048, 3072×3072 and 5240×5240. Perform the shortest paths computing by respectively using the CPU serial algorithm and the GPU parallel algorithm, and record the time-consuming. The result is shown as table 1.
From table 1, it can be seen that the speed of the GPUaccelerated parallel algorithm is far more than faster than the conventional CPU algorithm. When the size of matrix is small, the speedup is relatively low, because the powerful parallelism computing performance of the GPU can't be took full advantage of, as there is communication cost between device memory and host memory. With the size of matrix increasing, the speedup is also continuously improving; and it can reach about 70 times eventually. It indicates that GPU is especially suitable for these high parallelism and computation-intensive applications. In the comparative experiments between different number of computation nodes in the GPU cluster, to better compare the acceleration performance of different number of computation nodes, we conducted 4 experiments, which the number of computation nodes respectively are 1, 4, 9 and 16. Table 2 shows the timeconsuming, parallel speedup and parallel efficiency of experiments. Figure 10 . The relationship between the number of computation nodes and parallel speedup.
From table 2, it can be seen, due to the acceleration of MPI + CUDA two-level parallel computing, the speed of the Floyd-Warshall shortest path algorithm was greatly increased. With the increase of the number of the computation nodes, its total speedup continuous improvement and can reach hundreds of time speedup. However, the cluster parallel speedup is not linear growth with the number of computation nodes, as shown in figure 10 and figure 11 , the growth of speedup slow down with the number of computation increasing, and the parallel efficiency is also declined at the same time. It is because that with the increase of the number of the computation nodes, the communication costs between nodes is also increasing, thus affecting the computation efficiency. Figure 11 . The relationship between the number of computation nodes and parallel efficiency.
V. CONCLUSIONS
The modern GPU is not only a powerful graphics engine but also a highly parallel programmable processor, which can provide hundreds of computing cores to run thousands of threads. Using the GPU's powerful parallel computing performance to the speed up the complex applications has become a more and more important research direction in high-performance computing. NVIDIA's CUDA programming model allows developers to directly use the C/C++ language GPU kernel functions. NVIDIA's CUDA programming model provides a powerful programming environment and instruction set; it allows the programmer to develop GPU kernel functions with common high-level language C/C++ directly. It means that the programmer can focus on the parallel algorithm designing itself, without having to know the GPU hardware programming details. All these advantages of CUDA reduce the GPU programming difficulty and accelerate the popularity of GPU applications. To use the GPU cluster's powerful parallel computing performance, in this paper, we present an allpairs Shortest paths algorithm using MPI+CUDA hybrid programming model. This parallel algorithm can combine the advantages of MPI and CUDA, and can provide twolevel parallel computing. The experimental results show that the MPI+CUDA-based parallel algorithm can take full advantage of the powerful computing capability of the GPU cluster, and can achieve about hundreds of time speedup; The whole algorithm has good computing performance, reliability and scalability, and it is able to meet the demand of real-time processing of massive spatial shortest path problem.
