We propose a parametric wavelet thresholding procedure for estimation in the 'function plus independent, identically distributed Gaussian noise' model. To reflect the decreasing sparsity of wavelet coefficients from finer to coarser scales, our thresholds also decrease. They retain the noise-free reconstruction property while being lower than the universal threshold, and are jointly parameterised by a single scalar parameter. We show that our estimator achieves near-optimal risk rates for the usual range of Besov spaces. We propose a crossvalidation technique for choosing the parameter of our procedure. A simulation study demonstrates very good performance of our estimator compared to other state-of-the-art techniques. We discuss an extension to non-Gaussian noise.
I
We study the classical nonparametric regression problem of recovering the values of an unknown function f : [0, 1] . R from noisy observations on an equidistant grid:
where the e i are independent and distributed as N(0, s2). We are concerned with estimators f @ based on wavelets; for an overview of wavelet methods in statistics; see for example Vidakovic (1999) . Given an orthonormal Discrete Wavelet Transform W : Rn . Rn, denote the vector of noisy wavelet coefficients by y j,k =Wy, the vector of noise-free wavelet coefficients by d j,k =W f , the vector of estimated wavelet coefficients by d @ j,k =W f @ , and the vector of 'wavelet noise' coefficients by e j,k =We, where j=0 ( j=J−1) corresponds to the scale of coarsest (finest) detail. At any given scale j, the detail coefficients are indexed by k=1, . . . , 2j. The only smooth coefficient is indexed by ( j, k)=(−1, 1). By the linearity of the wavelet transform W, in the wavelet domain (1) becomes
where, because of the orthonormality of W, the e j,k 's are again independently N(0, s2). In function estimation via wavelets, each y j,k is used to obtain an estimate d @ j,k of d j,k . The estimate f @ is then obtained upon applying the inverse wavelet transform W −1 to d @ j,k .
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For many signals, the representation (2) is sparse, in that only a few true coefficients d j,k are significantly different from zero. Motivated by this, Donoho & Johnstone (1994) proposed thresholding as a way of estimating d j,k from y j,k . Thresholding annihilates those empirical coefficients y j,k which fall below a certain threshold t, and, provided that t is chosen 'correctly', is an extremely effective denoising technique despite its simplicity.
For the universal threshold t=s(2 log n)1/2 (Donoho & Johnstone, 1994), the following noisefree reconstruction property holds: when the true signal f is constant, then, with high probability, the estimate f @ is also constant and equal to the empirical mean of {y i }n i=1 . This is a desirable property, for example in wavelet-based functional analysis of variance tests (Abramovich et al., 2004) . It ensures that the reconstruction is visually appealing as, asymptotically, it contains no noise. The universal threshold is asymptotically the lowest scale-independent threshold which satisfies the noise-free reconstruction property, but it is still 'too high' in the sense that its application often leads to oversmoothing.
Motivated by the often-observed decreasing sparsity of wavelet coefficients from finer to coarser scales, some authors have proposed scale-dependent thresholds t j which often achieve better meansquare performance than scale-independent thresholds t; see for example Johnstone & Silverman (2005) . In this paper, we combine these two important issues, namely the noise-free reconstruction property and scale-dependent thresholding. We investigate whether or not it is possible to devise a scale-dependent thresholding scheme t j which performs better than the universal threshold in the mean-square sense, but still retains the noise-free reconstruction property. Moreover, we are particularly interested in the case in which we can impose some parametric dependence between the threshold values {t j }J−1 j=0 ; that is we assume t j =t h ( j), where t h is a family of functions parameterised by a single scalar parameter h. The rationale here is that, by choosing t j 'jointly', and not separately for each scale, we can potentially obtain a stable selection procedure even for coarser scales where only a few wavelet coefficients are available. The function t h will often be referred to as a threshold profile.
A  -  
The estimator considered in this paper is the hard-thresholding estimator
for j=0, . . . , J−1 and k=1, . . . , 2j. However, results analogous to those obtained in this paper can also be derived for the soft-thresholding case. We skip this case for simplicity, and in view of the inferior practical performance of soft thresholding estimators; see for example Antoniadis et al. (2001) . We leave the smooth coefficient unchanged: d @ −1,1 =y −1,1 . For notational simplicity, we assume that s=1 throughout the paper. In practice, the parameter s is often estimated from the data via the median absolute deviation estimator on the finest resolution level J−1.
The normality, independence and identical distribution of the wavelet noise coefficients e j,k are the key ingredients of the denoising-via-thresholding theory due to Donoho & Johnstone (1994) . In particular, the popular universal thresholding procedure is based on the following relationship for independent, identically distributed standard normal variables e j,k :
as n 2. Using (4), we can show that applying the scale-independent threshold t j =t=(2 log n)1/2 in (3) leads to the noise-free reconstruction property mentioned in § 1. It can also be demonstrated that the choice t=(2 log n)1/2 yields near-optimal mean squared error rates over a range of signal smoothness classes, and produces visually appealing reconstructions even for relatively small sample sizes n. However, it is well known that the universal threshold oversmooths: for nonzero signals f , too much signal is killed in the process of thresholding. There arises a need for lower thresholds; however, replacing t j =t=(2 log n)1/2 in (3) with t j =t=(a log n)1/2 for a<2 ruins the noise-free Miscellanea reconstruction property as pr q max j=0,...,J−1;k=1,...,2j |e j,k |>(a log n)1/2 r / 0, as n 2, if a<2. Thus, the only way of obtaining thresholds which are lower than the universal threshold t=(2 log n)1/2 but which possibly still preserve the noise-free reconstruction property is to resort to scale-dependent thresholds t j . As mentioned in § 1, one other motivation for using scale-dependent thresholds t j is the fact that, for many signals, the coarser the scale, the larger is the proportion of d j,k 's which differ significantly from zero. By estimating those d j,k 's as zero, we would unnecessarily kill significant information, and to prevent this the use of a lower threshold should be considered at coarser scales. Indeed, the fact that the sparsity often decreases from finer to coarser scales suggests using thresholding profiles which also decrease.
In what follows, we derive a sufficient condition for scale-dependent thresholds which are lower than the universal threshold and decrease from finer to coarser scales, and which preserve the noise-free reconstruction property. Let y j,k denote wavelet coefficients of a pure Gaussian noise signal and assume that possibly different threshold t j are applied at each scale j=0, . . . , J−1. It can easily be shown that the noise-free reconstruction property occurs if and only if
as n 2. Denoting the probability density function and cumulative distribution function of a standard normal distribution by w and W respectively, we obtain pr(|y
Thus, a sufficient condition for the noise-free reconstruction property is that
We assume that our thresholds are of the form t j =(2 log n)1/2t h { j/(J−1)}, where t h
] is a family of continuous, nondecreasing functions with d>0. Note that setting t h (z)¬1 yields the classical universal threshold. Continuing from (5), we have
As J 2, it suffices to investigate when the sum is bounded in J. The sum behaves like
If t2 h (x)∏x on any set of nonzero measure in [0, 1], then (6) is not bounded. Of course, we cannot speak here of the 'smallest permitted' t2 h (x), as any such that t2 h (x)Ád and t2 h (x)>x almost everywhere will do, but for simplicity we single out 'almost the smallest permitted' t2
which is a natural lower boundary for the family of functions t h (x)={h+(1−h)x}1/2, parameterised by a one-dimensional parameter hµ [d, 1] . The expression (6) is bounded for any t h (x) of this specific form and thus the threshold profile
preserves the noise-free reconstruction property for any hµ [d, 1] . Motivated by this result, we propose to estimate d j,k by the hard-thresholding estimator (3) with t j as in (7).
R     
In this section, we consider the mean squared error properties of the new estimator. We assume that the unknown signal f belongs to a Besov ball of radius C>0 on [0, 1], Bn p,q (C), where n>0 and 0<p, q∏2. Roughly speaking, the not-necessarily-integer parameter n indicates the number of derivatives of f , where their existence is required in the Lp-sense, and thus p can be viewed as the measure of inhomogeneity of f . The additional parameter q provides a further finer gradation. Besov classes include the traditional Hö lder and Sobolev classes of smooth functions, corresponding to p=q=2 and p=q=2, respectively, and various classes of spatially inhomogeneous functions like the class of functions of bounded variation, sandwiched between B1 1,2 and B1 1,1 . Also note that, if the father and mother wavelets have regularity r>0, then the corresponding wavelet basis is an unconditional basis for the Besov spaces Bn p,q ([0, 1]) for 0<rn<r, 0<p, q∏2. This allows one to characterise Besov balls in terms of the wavelet coefficients d∞ j,k =d j,k /n1/2 of the function f in the following way. Define the Besov sequence ball of radius C as
where s=n+1 2 −1/p and dd∞ j dp p = W2j k=1 |d∞ j,k |p. The membership of f in Bn p,q (C) can be thought of as being equivalent to the membership of {d∞ j,k } j,k in bn p,q (C). The reader is referred to Meyer (1992, Ch. 2, 6) for rigorous definitions and a detailed study of Besov spaces.
The following theorem establishes the near-optimality of our estimator in terms of mean squared error over a wide range of Besov sequence spaces. T 1. Given the regression problem (1), let f @ be the new estimator of f , constructed by applying the inverse Discrete Wavelet T ransform to the sequence of estimated wavelet coeYcients d @ j,k (t j ) with thresholds t j defined by (7), for any fixed
where C 0 is independent of n.
The rate O(n−2n/(2n+1)) is the best possible mean squared error rate for Besov spaces, and our estimator achieves it up to the logarithmic term thereby justifying the name 'nearoptimality'. The above rate is identical to that achieved by the classical universal thresholding estimator. The proof of Theorem 1 appears in a technical report by the authors, available at http://www.maths.bris.ac.uk/~mapzf/paramth/antoniadis_fryzlewicz.pdf.
D-   h
Even though the universal threshold, being a special case of our approach with h=1, is known to oversmooth, it is not true that 'for any signal, the lower the value of h, the better the reconstruction'. As a counterexample, consider the zero signal, for which the mean squared error of our estimator decreases as h increases: clearly, for the zero signal, the higher the thresholds, the better the reconstruction. Thus, there is a need for a data-driven choice of h.
We use a computational procedure, based on the leave-half-out crossvalidation method of Nason (1996), for choosing a suitable value of h from the data. Given the value h l from a preselected grid {h l }L l=1 , we split the data {y i }n i=1 into the odd subsample {y 2i−1 }n/2 i=1 and the even subsample {y 2i }n/2 i=1 . We then run our algorithm with parameter h l on the two subsamples to obtain the odd and even estimates, respectively. Finally, we measure the distance between the odd estimate and Miscellanea the even subsample, and add it to the distance between the even estimate and the odd subsample. The selected value of h l is the one which minimises the sum of these two distances. The resulting algorithm is of computational order O(L n) and is fully automatic, in that no parameter needs to be supplied by the user.
E 
In this section, we compare the finite-sample performance of our estimators to a selection of other wavelet denoising methods. Our test functions are Donoho & Johnstone's (1994) bumps, doppler, heavisine and blocks, as well as the zero signal, sampled at 1024 equispaced points. The standard deviation of the noise is always 1 but is unknown to the estimation procedures and is always estimated using median absolute deviation on the level of finest detail. The respective root signal-to-noise ratios are 1·33, 1·45, 2·97, 1·91 and 0. Note that these signal-to-noise ratios are relatively low, so that the observed signals have a considerably noisy appearance. Method 1: T ranslation-invariant universal hard thresholding with all levels thresholded, denoted by - in T able 1. In a recent study assessing the empirical performance of various wavelet-based denoising methods (Antoniadis et al., 2001) , this method consistently performed the best, or nearly the best, among various modern wavelet smoothing techniques.
Method 2: T he translation-invariant version of the empirical Bayes procedures of Johnstone & Silverman (2005) , denoted by - in T able 1. In the simulation study reported therein, this method outperforms several state-of-the-art denoising techniques.
Method 3: T he translation-invariant version of our estimator with hard thresholding and the profile defined by t 0·01 (x)=(0·01+0·99x)1/2. This method is denoted by - in Table 1 .
Method 4: T he translation-invariant version of our estimator with hard thresholding where h is selected using the crossvalidatory procedure of § 4, over the grid h l =l/10 for l=2, . . . , 10 and h 1 =0·01. This method is denoted by -- in Table 1 .
The integrated squared error for each method, averaged over 100 sample paths, is shown in Table 1 . Our method with crossvalidation is clearly the preferred option here; except for the zero signal where it is, naturally enough, slightly outperformed by the universal method, it outperforms the empirical Bayes method by 0-18%, and the universal method by 6-18%. Given the quality of the competitors, this is indeed a significant improvement. Table 1 . Simulation study. Integrated squared error averaged over 100 sample paths for the 4 competing methods of § 5. T he values are ×1000, for all cases except for the bottom row, which are ×10 000, and are then rounded Bumps  154  134  126  127  Doppler  62  71  57  58  Heavisine  45  41  37  41  Blocks  80  87  72  72  Zero  24  78  72  27 470
- - - --
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The computational complexity of this preferred algorithm is O{n(L +log n)}, where L is the size of the grid {h l }L l=1 . In practice, the software is fast, which is partly because the threshold choice is straightforward and requires no computationally intensive procedure. It is easy to code the algorithm in any package which implements the Discrete Wavelet Transform.
O  
In this section, we demonstrate how the proposed estimation method can be extended to non-Gaussian noise distributions. Our set-up is
where the e A i are independent and identically distributed and follow a known distribution, not necessarily Gaussian, with E(e A i )=0; the noise e A i is additive and does not depend on the underlying signal f . In the wavelet domain, (8) becomes y A j,k =d j,k +e A j,k , where the notation is analogous to the Gaussian case. For a fixed j, each component of the vector {e A j,k }2j k=1 is identically distributed, and its distribution can be either derived analytically or easily approximated numerically via Monte Carlo simulations, by performing the Discrete Wavelet Transform of simulated vectors {e A i }n i=1 . Thus, in the remaining part of this section we assume that the distribution of e A j,k is known for each j. The noise-free reconstruction property arises if and only if
as n 2. However, we have
To ensure that our estimator has similar visual properties to those in the Gaussian case, in that a similar small proportion of the noise survives the thresholding, a natural requirement is that the individual exceedance probabilities pr(|e A j,k |>t A j ) should be the same as in the Gaussian case. In other words, we find t A j by numerically solving the equations pr(|e A j,k |>t A j )=pr(|e j,k |>t j )=2{1−W(t j )} ( j=0, . . . , J−1), where t j are the thresholds of the form (7), suitable for Gaussian data. This indeed guarantees that the noise-free reconstruction property holds, as we have
2j pr(|e A j,k |>t A j )=2 ∑ J−1 j=0 2j{1−W(t j )}∏2 ∑ J−1 j=0 2jw(t j )/t j , and the latter quantity converges to zero by formula (5). Mean square risk analysis of wavelet thresholding estimators for non-Gaussian data is typically not straightforward, and, for the estimator proposed in this section, is beyond the scope of this paper. However, we note that it can be performed using techniques similar to those in Neumann & von Sachs (1995) .
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