Given an observed subset Y1, . . . , Y k of variables in a fixed Bayesian network G, our main result is a tight bound on the generalized mutual in-
Introduction
Infering causes and effects is a prime objective of science. Judea Pearl's theory of causality [6] allows reasoning about causal structure, described by directed graphical models [4] , [10] . His framework has for example been used in (i) the study of genetic data from pedigrees, where causal relations are given by inheritance [5] and (ii) model-based approaches for infering cellular networks from DNA microarray experiments [3] . Following [9] we describe a system S by a Bayesian network G. The random variables X 1 , . . . , X n constitute the parts of this system. A scientist may construct the causal model G of S by systematic intervention [6] . If this is too expensive, experimentally not tractable or ethically questionable, observation alone must be employed. Typically, only a subset Y 1 , . . . , Y k of the X 1 , . . . , X n can be observed. In this case, information theoretic quantities allow to infer certain aspects of the causal structure [9] [1] . We show how the generalized mutual information studied in [9] can be used to discriminate between causal models, based on their ancestral structure.
The paper is organized as follows: In Section 2 we describe our mathematical model of a system, in Section 3 we summarize existing work on the inference of common ancestors. Section 4 is the main part of the paper, the derivation of our bound on the generalized mutual information for fixed graph structure. In section 8 we show how this can be used to discriminate between causal models.
Describing systems with Bayesian networks
In this section, we define in a rigorous way our notion of a system that was described in the introduction.
Directed acyclic graphs. A directed acyclic graph (DAG) is a tuple G = (V, E) consisting of nodes V and edges E ⊆ V × V that have to fullfil the additional constraint of acylicity, specified below. An edge (u, v) ∈ E is interpreted as a directed connection between the nodes u and v, we write u → v in this case. A directed path between two nodes v 1 and v n is a sequence v 1 , v 2 , . . . , v n of distinct nodes v j with v j → v j+1 for 1 ≤ j < n. We write v 1 v n if there exists a directed path from v 1 to v n . We also admit paths of length 0, so v v for all v ∈ V . An undirected path between v 1 and v n is a sequence
The set of parents of a given node v ∈ V , denoted by pa(v) = {u ∈ V : (u, v) ∈ E}, contains those nodes that point directly towards v. The nodes that have no parents are collected in the set of root nodes roots(G) = {v ∈ V : pa(v) = ∅} of G. The descendants de(u) of a node u ∈ V are the nodes v ∈ V such that u v, thus every v ∈ V is a descendant of itself. The nondescendants of u ∈ V are given by nd(u) = V \ de(u) and the ancestral set an(v) consists of all nodes u ∈ V with u v. 1 The condition of acyclicity means that de(v) ∩ an(v) = ∅ for every v ∈ V , which is a natural postulate for a causal model. These concepts are illustrated in Fig. 1 . 1 Note that v ∈ an(v), we do not follow the standard definition of the set of ancestors from [4] here, but rather stick to the definition of an ancestral set given in [1] , because the latter definition is more natural in the context of common ancestors that we will study later. The reason for this is that the theorem from [9] allows a common ancestor of nodes v 1 , . . . , vn to be one of the v 1 , . . . , vn and intuitively one would expect the common ancestor of v 1 , . . . , vn to be in the set 1≤j≤n an(v j ).
Bayesian networks. Let G = (V, E) be a DAG and {X v : v ∈ V } a set of random variables, one variable for each node of G (we will sometimes identify nodes with their random variables). How can we encode the conditional independence structure of the joint probability distribution that underlies the random variables {X v : v ∈ V } in the graph G? In the kind of directed models that we study, this can be done as follows. We call X = (X v : v ∈ V ) a Bayesian network with respect to G, if the joint probability function p satisfies
Here, for A ⊆ V , the tuple x A is defined as x A = (x a : a ∈ A). This is the so called factorization definition of the Bayesian network and is best interpreted using the equivalent [4] local Markov condition. The local Markov condition states that each variable v ∈ V is conditionally independent of its non-descendants nd(v) given its parent variables. We write this symbolically as
This means
Another but equivalent [4] version of this definition is the global Markov condition which tells us for three disjoint sets of nodes A, B and C under which condition X A is independent of X B given X C , written as
To formulate the global Markov condition, we first of all introduce the concept of d-seperation [6] . An undirected path γ in G is d-separated by a set of nodes C if and only if
• γ contains a chain i → m → j or a fork i ← m → j such that the middle node m is in C, or
• γ contains a collider i → m ← j such that the middle node m is not in C and such that no descendant of m is in C.
The set C then d-separates the sets A and B if and only if every undirected path between a node in A and a node in B is d-separated by C. The global Markov condition then that X A ⊥ ⊥ X B | X C whenever C d-separates A and B. Partially observed systems. A system is a fixed Bayesian network G of binary random variables X 1 , . . . , X n . A subset Y 1 , . . . , Y k of these variables is observed, that means the probability distribution of the Y 1 , . . . , Y k is the probability distribution of the X 1 , . . . , X n with the unobserved variables marginalized out, so
These definitions are illustrated in Fig. 2 . A common cause or common ancestor of the observed nodes Y 1 , . . . , Y k is then a node X j with
In our example of Fig. 2 , X 2 would be a common ancestor of X 2 , X 4 and X 6 .
Inference of common ancestors
In this section we briefly summarize how we can discriminate between partially observed Bayesian networks underlying a given system using information theory.
Reichenbach's principle of common cause. Reichenbach formulates this most elementary common cause principle in [7] : "If an improbable coincidence has occured, there must exist a common cause". If for example all electrical devices and lights in the room suddenly go out, this coincidence can be explained by a common cause, namely the breakdown of the power supply. A more formal version of the principle states that if we observe the dependence of two jointly distributed random variables X and Y , one of the following must be true: X causes Y or Y causes X or there is a common cause of X and Y . In our framework, this can be understood in the following way: If X and Y are part of a larger system, modeled by a Bayesian network G and they are stochastically dependent, then their ancestral sets must be overlapping, otherwise they would be d-separated by the empty set and thus be independent [9] .
The extended common cause principle. We will now turn to a quantitative extension of the common cause principle, initially studied in [1] and later extended in [9] . Assume that we have a Bayesian network with variables X 1 , . . . , X n of which a subset Y 1 , . . . , Y k is observed. On these, we define the generalized mutual information of degree c as
In the case c = 1, this is the mutual information from [2] . The quantity I c is a measure of correlation of the Y 1 , . . . , Y k and allows the following quantitative extension of Reichenbach's principle of common cause, proven in [9] . This extended common cause principle allows the discrimination between different causal models for a system by observation alone, even when Reichenbach's common cause principle would fail. In Fig. 3 we show two systems from [9] where this is the case. The Reichenbach principle cannot distinguish between (a) and (b), because in both models the observed variables X 1 , X 2 and X 3 are not necessarily independent. If we have however I 2 (X 1 , X 2 , X 3 ) > 0, then model (b) can be refused on grounds of the extended common cause principle, because it does not contain a common ancestor of 3 nodes.
A bound on generalized mutual information
In this section, we derive a bound on I c (Y 1 , . . . , Y k ) over all probability distributions of the X 1 , . . . , X n compatible with a given Bayesian network G, where the subset Y 1 , . . . , Y k of the X 1 , . . . , X n is observed. Before we state the result, we want to illuminate the problem with two example networks. For Fig. 4 (a) , the maximum I 2 = (3/2) · log 2 is achieved with
where the last equality means that the conditional probabilities are chosen in such a way that X 1 = X 2 = X 3 = X 4 = X 0 . This can be achieved by setting The ordering is not unique, we could also interchange the names of A2 and A3.
For the example in Fig. 4 (b) , we obtain I 2 = log 2 with
Both examples refer to the fully observed case. We will now explain these results in the general case. The important concepts that are needed in the following theorem are summarized in Fig. 5 .
Definition 1 (Redundancy r and number a of essential nodes). Let G be a Bayesian network with nodes X 1 , . . . , X n such that X 1 , . . . , X s are the roots and c a fixed integer. The redundancy r and the number of essential nodes a is obtained by the following procedure.
• Let the sets A j for 1 ≤ j ≤ s contain the observed nodes from de(X j ), which can be overlapping.
• Rearrange the first s indices such that A 1 is the one with most elements in it, A 2 is chosen such that
• The redundancy r is the number of sets with
• The number of essential nodes is a = |A 1 ∪ · · · ∪ A r |.
In other words, A r \ (A 1 ∪ · · · ∪ A r−1 ) is the first set in the above order for which
Note that the numbers a and r may not be unique, we are then free to take the ones that will give the best possible bound later.
In the example of Fig. 5 , one possible choice would for be A 1 = {X 1 , X 6 , X 9 }, A 2 = {X 9 , X 10 , X 12 }, A 3 = {X 4 } and A 4 = ∅, thus for c = 2 we have r = 1. In Fig. 6 we could choose A 1 = {X 7 , X 8 , X 9 , X 16 }, A 2 \ A 1 = {X 3 , X 13 } and
Before we can determine the maximum of (3), we need the following lemma, which gives a non-trivial bound on I c for random variables without constraints. It is a small but neccessary (for the following theorem) improvement over the trivial bound I c (X 1 , . . . , X n ) ≤ (n/c) · log 2. The special case n = 2 and c = 1 is the well known
Lemma 1. For arbitrary binary random variables X 1 , . . . , X n we have the bound
Proof. Define h(p) = −p log(p) − (1 − p) log(1 − p) and let q be the largest probability of p α = P (X 1 = α 1 , . . . , X n = α n ) over all binary multi-indices α.
For every marginal p j with 1 ≤ j ≤ n we have then p j ≥ q or 1 − p j ≥ q, so h(p j ) ≤ h(q) because of symmetry and shape of h, thus we get
For the second part of (4), we have the bound
The last step can be justified in the following way. We build a new probability distribution out of the other p α . By the non-negativity of entropy
Altogether the left hand side of (4) is ≤ (n/c − 1) · h(q), and h achieves its maximum for q = 1/2.
We now have prepared all the neccessary tools for our main theorem, which relates the structure of G with the maximum of I c . Theorem 2. Let S be the set of all probability distributions on binary random variables X 1 , . . . , X n that factorize according to a fixed acyclic graph G, so
(i) For any subset Y 1 , . . . , Y k of observed nodes we have
where a and r are from Definition 1. (ii) Certain deterministic networks, with H(X j | pa(X j )) = 0 for all non-root nodes X j and a specific probability distribution of the proot nodes, attain this supremum.
Proof. First of all construct the probability distribution directly to show that (5) can be achieved. Then show that we cannot do better. For the first part, set P (X j = 0) = 1/2 for 1 ≤ j ≤ r, where r is the redundancy, and for all non-roots from the region of influence of these X j choose the probability distribution such that they copy the value of X j deterministically (for overlapping regions of influence choose one root from which the value is copied at random). For all the remaining nodes set P (X j = 0 | pa(X j )) = 1. The joint probability distribution P (X 1 , . . . , X n ) consists of 2 r equiprobable events, these are the events for (X 1 , . . . , X r ) ∈ {0, 1} r . Because in each A j for 1 ≤ j ≤ r there is at least one observed node, the marginalized distribution P (Y 1 , . . . , Y k ) also consists of 2 r equiprobable events, so we have
On the other hand, H(X) = log 2 for X ∈ de(X 1 ) ∪ · · · ∪ de(X r ), all other nodes have zero entropy by construction. So we conclude
and I c (Y 1 , . . . , Y k ) from (5) is achieved.
For the second part, we use induction on the number of roots. For only one root, the bound follows from lemma 1. The induction step then proceeds as follows. 
Note that XA and XR are independent because they are d-separated by the empty set (the thick arrows are all pointing in). c = 1 we get r = 2 and a = 4 for (a) and r = 1 and a = 2 for (b). Thus I 1 ≤ 2 log 2 for (a) and I 1 ≤ log 2 for (b) and we can reject hypothesis (b) on the grounds of Theorem 2 if I 1 is in the range from log 2 to 2 log 2. How effective is this procedure? To elucidate this, we generate random pairs of directed Erdös-Rényi graphs G n,p and remove cycles by considering only edges (u, v) with u < v. Then we test if the two hypotheses could be distinguished by the extended common cause principle or Theorem 2, as described above. The results are shown in Tab. 1. For values around p = 0.15, the second method proved to be significantly more powerful than the method that employs the extended common cause principle. This regime may be most relevant for applications. In random Boolean networks for example, critical behaviour occurs for np = 2 and it is conjectured that a degree of k = np = 2 is of greatest interest for biological systems [8] .
Conclusion
We derived a tight upper bound on the generalized mutual information I c in a partially observed Bayesian network with fixed causal structure. Our inequality and proof give insight in how the ancestral structure of a Bayesian network is related to the possible degree of correlation between the nodes of the network. We furthermore showed how this inequality can be used for discrimination between different causal hypotheses underlying a system and to what degree our method surpasses the extended common cause principle in this respect.
Graph
Theorem 2 Theorem 1 Tab. 1. For each Gn,p we sampled 10000 pairs of graphs and counted the number of pairs that could in principle be distinguished by the method described in section 8.
The standard deviation was determined from 10 independent runs for each entry.
