Data-driven optimization is an efficient global optimization algorithm for expensive blackbox functions. In this paper, we apply data-driven optimization algorithm to the task of change detection with synthetic aperture radar (SAR) images for the first time. We first propose an easy-to-implement threshold algorithm for change detection in SAR images based on data-driven optimization. Its performance has been compared with commonly used methods like generalized Kittler and Illingworth threshold algorithms (GKIT). Next, we demonstrate how to tune the hyper-parameter of a (previously available) deep belief network (DBN) for change detection using data-driven optimization. Extensive evaluations are carried out using publicly available benchmark datasets. The obtained results suggest comparatively strong performance of our optimized DBN-based change detection algorithm.
I. INTRODUCTION
Change detection of synthetic aperture radar image is a technology that samples information in different time periods from the same geographical area. By comparing the surface information in different time periods, it can detect the changed area. Same area monitoring and change detection on the earth surface is one of the major applications of remote sensing imagery [1] . Also, it is widely used for many applications in environmental and forest resources monitoring [2] , agricultural surveys [3] , and urban dynamic change detection [4] . As per the available literature, currently there are two major ideas for change detection in SAR images [5] . Firstly, the classic process, which is composed of three steps:
The associate editor coordinating the review of this manuscript and approving it for publication was Xue Jiang . 1) image preprocessing; 2) generation of a difference image (DI); 3) analysis of the DI. This is the mainstream idea, where most of the presented algorithms are based on it. In this line of thinking, the common technique to generate a difference image (DI) is by using log-ratio (LR) method [6] or meanratio method (MR) [7] . Zheng et al. [8] proposed a combined difference image (CDI) method, Gong et al. [9] proposed a neighborhood-based ratio operator (NR), and Ma et al. [10] proposed a wavelet fusion method (WF). For DI-analysis, the methods include threshold [11] , cluster [12] , graph cut [13] , and level set [14] . Threshold and cluster methods are the most commonly used ones, and generalized Kittler and Illingworth threshold (GKIT) is the most famous threshold technique. We detail this method in the second part of this paper, and propose a new threshold method based on datadriven optimization, which is simple and effective. Besides, fuzzy local information C-Means (FLICM) is one of the most effective clustering algorithms for change detection in SAR images. Post-classification comparison, which indicates separately classifying the two SAR images and then comparing their classification results to achieve the changed and unchanged regions [15] , [16] . Joint classifier based on FCM (JFCM) is one of the commonly used post-classification comparison methods. Recently, change detection in SAR images using DNNs has gained significant research attention mainly due to their impressive performance, thanks to the powerful feature representation of DNNs [17] . For example, a variety of neural networks, like stacked contractive autoencoder [18] , deep belief neural network [5] , convolutional neural network [19] , [20] and PCA-Net [21] , [22] , have been used to cope with the change detection of SAR images. However, the performance of DNNs highly depends on proper hyper-parameters configuration. And designing an effective deep learning structure for change detection in SAR images is often time-consuming and requires expertise. Taking this into account, in this work, we have optimized the deep learning structure of our change detection algorithm under the framework of data driven optimization. Extensive evaluations on benchmark images demonstrate optimized DNN-based change detection algorithm outperforms the well-established DNN structure proposed in [5] .
Data-driven optimization, also known as surrogate model optimization (SMO), is an excellent global optimization algorithm for expensive black-box functions. The basic idea of data-driven optimization is to construct a regression model using the information of the evaluated solution in the iterative optimization process, and then use the regression model to approximate the real objective function. Regression model is also called proxy model. The main function of the regression model is to predict which solutions are potential optimal in each iteration of the algorithm, and then the real objective function is applied to evaluate these potential optimal solutions, so the number of objective function evaluations can be reduced.
The key contributions of this work are summarized as follows:
(1) We propose a simple and effective threshold analysis method based on data driven optimization. The threshold value T calculated by the proposed algorithm is not limited to integers, i.e., the gray levels. Specifically, in the proposed algorithm, we regard the required threshold value as a decision variable, and take the kappa coefficient as the objective function based on the given threshold value. Using this, the mapping relationship from threshold value T to the kappa coefficient is established. Here our main goal is to find a suitable threshold T * that will maximize the kappa coefficient. We perform this search process using a datadriven optimization framework. When compared with the GKIT method, we found that our proposed method performed reliably well.
(2) Next, we have used data-driven optimization to tune the hyper-parameters of the deep learning model for change detection proposed by authors in [5] . Experiments conducted using the benchmark images indicate that the performance is improved with the optimized DNN-based change detection algorithm.
The rest of this paper is organized as follows. Section II will describe related work, including Data-driven Optimization algorithms (DO), Generalized Kittler and Illingworth threshold algorithms (GKIT) and the DNN-based change detection algorithm (DNN-based), which was proposed in [5] . The proposed methods are shown in section III, including threshold method based on Radial Basis Function Data-driven Optimization model, or TRBFDO for short, and the details of how to optimize DNN-based change detection algorithm under the data-driven optimization framework. The experimental work is presented in section IV. In the last part, we will summarize the paper and introduce the future work.
II. RELATED WORK A. DATA-DRIVEN OPTIMIZATION
Data-driven optimization is an optimization algorithm for expensive black-box functions, and it is a dynamic iterative process. In recent years, data-driven optimization has attracted widespread attention, especially in the hyperparameter optimization of machine learning models, mainly because of their outstanding performance of finding the optimal solution of high-cost functions [23] . It has also been incorporated with other methods to reduce the time cost or to be applied to solve real-world problems [24] - [26] . At present, deep neural network (DNN) has become very popular because it can express powerful features. However, it is difficult to obtain proper hyper-parameter configuration unless we have a deep understanding of data or deep neural network. In most cases, the deep neural network relies on manual parameter adjustment.
Bergstra and Bengio proposed a random search algorithm for hyper-parameter optimization in [27] . Although this paper does not make use of any optimization algorithm, it provides with key details in the field of hyper-parameter optimization. In [28] , Snoek et al. proposed how to use Bayesian optimization for tuning hyper-parameters in practice. The best hyperparameters found by their procedure achieved an error on the test set of 14.98%, which is over 3% better than the expert and the state of the art on CIFAR-10. Moreover, Spearmint, the well-known software library developed by the authors in [28] to tune hyper-parameters with Bayesian optimization, is used by many researchers. More recently in 2017, Ilievski et al. proposed a hyper-parameter optimization algorithm for deep learning model based on RBF surrogate model [29] . Due to rapid modeling of RBF and infinite approximation of any non-linear function, the experimental performance of the algorithm proposed in [29] surpasses the Bayesian optimization both in efficiency and in effectiveness.
The operational procedure of data-driven optimization algorithms is divided into seven general steps: (i) generate an initial experimental design; (ii) evaluate the points generated in previous step; (iii) use the evaluated points to build a regression model; (iv) utilize the regression model to predict the objective function values of unsampled points in the variable domain and to decide which point to be evaluated next; (v) evaluate the function at the point selected in step (iv); (vi) update the regression model using points generated in previous step; (vii) repeat steps (iv) to (vi) until the stopping criterion is fulfilled [23] . Various data-driven optimization algorithms are differed from each other in the following aspects:
1) Initial experimental design, i.e., method to generate initial solutions. Frequently used ones are symmetric Latin hypercube design (SLHD) [30] , space-filling design (SPACEFIL) [31] , corner point strategy (CORNER).
2) Regression model. The two most commonly used surrogates are Gaussian process regression (GPR) model [32] and the radial basis function (RBF) model [33] , and their variants.
3) The strategy of selecting sampling point(s) in each iteration. Candidate point approach (CAND) [23] is often used in practice when the surrogates are deterministic. And acquisition functions based on expected improvement (EI), or confidence bound criteria (CB) are usually used in the probabilistic surrogate models such as Gaussian processes (GP) [34] .
B. GENERALIZED KITTLER AND ILLINGWORTH THRESHOLD ALGORITHMS (GKIT)
Threshold method is the most commonly used method of radar image change detection, and generalized Kittler and Illingworth threshold (GKIT) [11] is the most famous threshold technique. Given a generic difference image (DI) I = {z 1 , z 2 , · · · , z N }, which is modeled as a set of independent and identically distributed (I.I.D) random variables with probability density function (pdf) p z [11] . GKIT divides the pixels of DI into two classes by an unsupervised threshold approach, which automatically computes a threshold value that aims at minimizing the probability of classification error [11] . Hence, denoting by H 0 and H 1 , the unchanged and changed hypotheses, respectively. The kth pixel value z k is assigned to H 0 if z k ≤ τ and to H 1 if z k > τ , where τ represents the threshold value. Specifically, GKIT regards the unsupervised threshold selection problem as the minimization of a criterion function J (τ ), which [11] is defined as follows:
where, gray levels in I are quantized into Z levels {0, 1, · · · , Z − 1}, denoting by h(z) the number of pixels at z gray level, c(z, τ ) is defined by:
where, and θ iτ is the parameter vector to be estimated. Substituting (2) into (1) yields, with some algebraic manipulations, the following generalized criterion function:
So, the optimal threshold τ * is defined as τ * = arg min{J (τ ) : τ = 0, 1, · · · , Z − 1}. To this extent, four different parametric probability density functions (pdfs) are proposed to model the DI. Generalized Gaussian (GG-GKIT), Nakagami-Gamma (NR-GKIT), Weibull (WR-GKIT), and Log-normal (LN-GKIT) models are generally used in practice. The probability density functions (pdfs) of various models are summarized in Table 1 [11] .
C. DNN-BASED CHANGE DETECTION ALGORITHM
Here, we summarize the framework of DNN-based change detection algorithm proposed by the authors in [5] . The algorithm consists of three steps: 1) pre-classification with a joint classifier based on FCM (JFCM) to obtain data with labels of high accuracy; 2) construct a DBN for learning image features; and 3) use the trained DBN for change detection. Algorithm 1 illustrates the main steps of DNN-based change detection algorithm. We suggest readers refer [5] for a detailed description, and the framework of DNN-based change detection algorithm is shown in Fig.1 , where, N 1 ij and N 2 ij respectively represent neighborhoods of a center point at position (i, j) in images I 1 and I 2 that have the same size n × n. M 1 ij and M 2 ij are vectors transformed from N 1 ij and N 2 ij . w1, w2, w3 and w4 are the weights of each layer. In step 2 of Algorithm 1, after pre-classification, the pixels that have a high possibility of being correctly classified are chosen to train the networks. Specifically, if the point p ij has a neighborhood N 1 ij , which satisfies Eq. (6), the point p ij can be chosen as a sample [5] .
where, N ij is a neighborhood with a center at the position (i, j), p αβ denotes the point in N ij with the size n × n, L αβ denotes the label of point p αβ , and a is an important hyperparameter of DNN-based algorithm, which decides whether the p ij is chosen as a sample. Therefore, a is one of the hyperparameters that need to be optimized.
III. PROPOSED METHOD A. DATA-DRIVEN OPTIMIZATION BASED ON RADIAL BASIS FUNCTION (DORBF)
Data-driven optimization aims to build a regression model by using the information of the evaluated solutions in the iterative optimization process and utilizing the regression model to approximate the real objective function. The data driven optimization algorithm used in this paper utilizes radial basis function (RBF) as a surrogate to approximate the objective function f (x). RBF was chosen mainly due to the following two considerations:
(1) When dealing with complex nonlinear relations, RBF does not require any relationship between independent and dependent variables. However, we assume that the objective function is a sample function of the Gaussian process in Bayesian optimization.
(2) RBF is an excellent regression method with strong adaptability, and does not require the setting of lots of hyperparameters.
Given a D-dimensional vector x i ∈ R D , an initial design with n hyper-parameters, x 1:n , and their corresponding fitness f 1:n , where f i = f (x i ), we define the RBF interpolation model [29] , as in Eq. (7):
where, φ(t) = t 3 denotes the cubic spline RBF, • is the Euclidean norm, p(x) = b T x + a is the polynomial tail. The parameters λ i , i = 1, 2, · · · , n, b k , k = 1, 2, · · · , d, and a are parameters of the model, determined by solving the linear system of equations (8):
Let ij denotes the element in matrix , ij = φ x i − x j and the parameters P, λ, c, F can be expressed as the following equation (9):
In this paper, we use symmetric Latin hypercube design (SLHD) [30] as initial experimental design, with n = 2 D + 1 and adopt candidate point approach (CAND) [23] as the strategy to select sampling point(s). Algorithm 2 is the framework of data-driven optimization algorithm based on radial basis function (DORBF).
Algorithm 2 Data-Driven Optimization Based on Radial Basis Function (DORBF)
input: optimization problem. output: best solution and its corresponding function value. 1. Generate n initial points x 1:n . 2. Evaluate the initial points generated in Step 1, establish the dataset D 1 n = {x 1:n , y 1:n } and use the radial basis function (RBF) to fit the dataset D 1:n . 3. for i = 1, 2, · · · , N do a) Find the next sampling point x i by optimizing the acquisition function over the radial basis function. b) Evaluate the point via the objective function:
y i = f (x i ). c) Augment the dataset D l:n+1 = {D 1:n , (x i , y i )} and update the radial basis function. end for
B. THRESHOLD METHOD BASED ON RADIAL BASIS FUNCTION DATA-DRIVEN OPTIMIZATION MODEL (TRBFDO)
As mentioned in section II.B, GKIT algorithm needs an appropriate hypothetical distribution of the pixel values in difference image DI. Given a specific change-detection application, a user needs to adopt the GKIT version that best fits the land covers involved in the application. Moreover, the threshold value calculated by GKIT algorithm is just an integer (gray level). To tackle these, we propose a new threshold method based on radial basis function data-driven optimization model (TRBFDO), which regards threshold value and kappa as the decision variable and objective function, respectively. The general flow chart for a TRBFDO (used in this paper) is presented as Fig. 2 , and algorithm 3 depicts the process involved with TRBFDO in detail.
C. OPTIMIZED DNN-BASED CHANGE DETECTION ALGORITHM BASED ON RADIAL BASIS FUNCTION DATA-DRIVEN OPTIMIZATION MODEL (ODNN-BASED)
In this part, our goal is to optimize the DNN-based change detection algorithm under the data-driven optimization framework and find the optimal set of hyper-parameters that maximizes the performance of the algorithm [5] . Section II.C has already mentioned the selected sample parameter a is one of the hyper-parameters that need to be optimized. Moreover, the DBN proposed in [5] is stacked by three RBMs, so the whole DNN has three hidden layers, with the number of neurons in each hidden layer, denoted by n 1 , n 2 , n 3 , respectively, to be determined. Apart from that, the epochs of pre-training and fine-tuning (denoted by P, F respectively) are also vital for the performance of DBN. Finally, we also need to determine the learning rate η of RBM. All the hyper-parameters that need to be optimized are summarized in Table 2 . The specific process of ODNN-based is shown in Algorithm 4.
IV. EXPERIMENTAL VALIDATIONS A. DATASETS DESCRIPTION
In this work, we have used two different publicly available sets of SAR images to test TRBFDO and optimized 
DNN-based change detection algorithm based on radial basis function data-driven optimization model (ODNN-based).
Dataset 1 is Yellow River data set, which was acquired by RADARSAT-2 at the region of Yellow River Estuary in China in June 2008 and June 2009. It is worth noting that the two images are single-look and four-look image, respectively. Hence, the influence of speckle noise on the image acquired in 2008 is much greater than that of the one acquired in 2009. The huge difference of speckle noise level between the two images may make the processing of change detection complicated. The original Yellow River dataset is huge, having 7666×7692 pixels. So, four typical areas, the inland water, the coastline, and the two farmlands (as shown in Fig.3-6 ) are used to test TRBFDO and ODNN-based. Dataset 2 is a part of the Ottawa dataset (290×350 pixels), which was acquired by RADARSAT SAR sensor and was provided by the Defense Research and Development Canada, Ottawa (see Fig.7 ).
Algorithm 4 Optimized DNN-Based Change Detection Algorithm Based on Radial Basis Function Data-Driven Optimization Model (ODNN-Based)
input: two original images I 1 and I 2 , n 0 = 2 D + 1, G max output: optimal hyper-parameters configuration and corresponding kappa. 1. Use SLHD to sample n 0 points (each point is a 7-dimensional vector, which is the encoding of the hyperparameters mentioned in Table 2 ) and set The maximum number of iterations G max is set to 200 and 100 for TRBFDO and ODNN-based, respectively. We use SLHD as initial experimental design, with the number of initial points n 0 = 2 D + 1, where D is the dimension of decision variables. The strategy of selecting sampling point(s) is CAND.
2) TRBFDO
We use log-ratio operator to generate DI. Before this, a median filter is applied to reduce the noise of two original images I 1 and I 2 .
3) EVALUATION CRITERIA
Kappa has been adopted as the main criterion to evaluate the accuracy. Apart from this, we also need to know the following concepts shown in Table 3 .
Kappa is a measure of accuracy or agreement based on the difference between the ground truth and the predicted results. We count the actual number of pixels belonging to the unchanged class and changed class (S u and S c for short, respectively) according to the map. Kappa is calculated as Eq. (10):
where,
C. EXPERIMENTAL STATISTICS 1) TRBFDO VS. GKIT
The first set of experiments is conducted to prove the effectiveness of our proposed TRBFDO algorithm. The results with various datasets are shown in Table 4 , and Fig.8 to Fig.12 are change detection maps of them. Seen from the obtained results, there is almost no difference between various GKITs (GG, NR, WR, LN), except occasional poor performance with some datasets, e.g. change detection results obtained by WR-GKIT on the Inland Water dataset and the Ottawa dataset, and by NR-GKIT on the Farmland D dataset. Nevertheless, the performance of our TRBFDO is highly stable for all the five datasets, and better than various GKITs. Especially for Farmland D dataset, TRBFDO has achieved the kappa of 67.22%, which is over 15.09% better than GKITs, and for Farmland C dataset, TRBFDO has achieved the kappa of 81.28%, which is over 2.27% better than the rest. The reason for occasional poor performances of GKITs with some datasets may be due to the fact that they (WR-GKIT, NR-GKIT) occasionally fail to estimate the distribution of difference images. Although they are well suited to SAR amplitude ratio images in many cases, they are only part of the specific parametric models postulated for the change and the no-change hypotheses. Besides, authors of [11] also suggest that ''users should adopt the GKIT version whose pdf model best describes the land covers involved in the application''. As for the reason why TRBFDO having better performances than GKITs, on the one hand, GKITs have limited threshold values to select but TRBFDO can choose any value within the range. On the other hand, compared with a specific parametric model, radial basis regression model may be more stable when estimating different probability distributions.
2) ODNN-BASED VS. FLICM, DNN-BASED
The second set of experiments is performed to prove that even if you are not good at tuning or lack of experience in the field of change detection, you can still construct a well-established change detection algorithm through data driven optimization. The results with various datasets are shown in Table 5 , and Fig.13 to Fig.16 are change detection maps of them.
As can be seen from the obtained results, the performance of ODNN-based surpassed that of the DNN-based (results from [5] ). The results obtained by ODNN-based algorithm on the Farmland D has achieved the kappa of 85.13%, which is over 4.93% better than the DNN-based method proposed in [5] . With Inland Water dataset, it has achieved the kappa of 81.1%, which is over 4.55% better than the DNN-based proposed in [5] . We also show the hyper-parameters searched by data driven optimization. As can be seen, these parameters cannot be set manually. Because the hyper-parameters of DNN-based method are searched by human experts manually, and the number of hyper-parameters is 7. It is not an easy task to find a good set of hyper-parameters and in many cases, we could only find one that is not bad in this way. But ODNN-based method could firstly utilize RBF as the surrogate to approximate the objective function and then find the most promising hyper-parameters in each iteration. So, it is more likely to obtain the optimal solution, which is also proved by the experimental results. Fig.17 and Fig.18 are the loss curves of DNN-based and ODNN-based on different datasets in the fine-tuning phase. The loss function is the cross-entropy. We find an interesting phenomenon. Although ODNN-based gets better kappa coefficients than DNN-based, the values of loss function of ODNN-based are bigger than those of DNN-based on all datasets except Ottawa. Because the loss function is calculated according to the probability of each pixel belonging to the changed or unchanged class, but the kappa coefficient is calculated according to the change detection results. The loss function is positively correlated with the kappa coefficient but they do not have a one-to-one relationship.
V. CONCLUSION
This paper presented an application of data driven optimization to the problem of change detection in SAR images. Specifically, it provides a novel threshold algorithm and a tuning tool for people who do not have experience in the field of change detection from SAR images. We have used data-driven optimization for tuning hyper-parameters and found the threshold value automatically without human intervention. Currently, many applications based on deep learning are available in the literature. However, for most of them, tuning or selecting the right hyper-parameters is highly challenging and tedious. Therefore, we use an efficient data driven optimization framework to tune the hyper-parameters of a DBN-based change detection algorithm proposed in [5] , which employs RBF as the surrogate. Extensive experiments performed with various publicly available datasets demonstrate the effectiveness of our algorithm. Our future research is concentrated towards hyper-parameter optimization of various deep learning models, such as convolution neural networks (CNN). 
