For a lattice L ⊆ R n and 1 ≤ d < n, we provide a formula for the number of rank d sublattices of L of bounded determinant which explicitly indicates the dependence on the successive minima of L.
Introduction
Let L ⊆ R n be a lattice of rank n. For d ∈ {1, 2, . . . , n−1} and H > 0, define P (L, d, H) to be the number of primitive rank d sublattices of L of determinant less than or equal to H. Define N (L, d, H) likewise, but without the primitivity condition on sublattices.
The goal of this paper is to prove the following asymptotic formula for P (L, d, H) and N (L, d, H), whose error term explicitly indicates its dependence on the "skewedness" of L, or more precisely its successive minima λ 1 (L), . . . , λ n (L). Furthermore, choose linearly independent vectors v 1 , . . . , v n ∈ L, with v i = λ i (L), and define L (|−i) = L ∩ span R (v 1 , . . . , v n−i ). Then for all H > 0
where the implied constant depends only on n and d, and the sum on the right is a finite sum. The highest-degree term in the sum equals (2) H n−b(n,d) (det L) d−b(n,d) (det L (|−d) ) b(n,d) , so b n−b(n,d) (L) = (det L) d−b(n,d) (det L (|−d) ) b(n,d) −1 . In general, every b γ can be written as a reciprocal of a product of λ i (L)'s. The formula (1) is scale-invariant, i.e. for any c > 0, each term on the right-hand side of (1) remains unchanged if we replace L by cL and H by c d H.
Corollary. Similarly to Theorem 1, we have
where the highest-degree term in the sum equals (2) for d ≤ n − 2. For d = n − 1, the secondary term has degree n − 1 + η for any η > 0, and b ′ n−1+η can be explicitly computed. As in Theorem 1, the b ′ γ (L)'s can be written as a reciprocal of a product of λ i (L)'s, so that the above formula is scale-invariant.
There are two related but different narratives into which Theorem 1 fits in. One is that of counting rational points on a variety -see e.g. the well-known paper of Franke, Manin, and Tschinkel ( [4] ). The case of flag varieties is particularly accessible, since they can be reduced to lattice-point counting. For instance, P (L, d, H) is also equal to the number of points on the Grassmannian variety Gr(Q n , d) whose height "twisted according to L" (see Thunder ([15] ) for a precise definition) is bounded by H.
It may be said that the earliest result of such kind is due to Schmidt ([10] ), who proved Theorem 1 in the case L = Z n . In other words, he counted rational points of Gr(Q n , d) of bounded height. Later, Schanuel ([9] ) and Thunder ([14] ) counted rational points of P n (K) and Gr(K n , d), respectively, for any number field K. To count points on a flag variety, one takes the sum of P (L, d, H) over varying L, which makes it necessary to ensure that the error term stays controlled after such maneuver. This motivates a careful study of the error terms of P (L, d, H), which was accomplished by another work of Thunder ([15] ), yet with two restrictions: H must be sufficiently large, and only the sublattices that does not intersect L (|−d) are counted. Our Theorem 1 clears both restrictions for K = Q. It can also be used to derive the corresponding formula for a flag variety over Q, by the same argument as in Thunder ([15] ), for example.
The other theme that motivates a result such as Theorem 1 is the study of statistical properties of random lattices, as exemplified in Södergren and Strömbergsson ([13] ) and Kim ([5] ). This is connected to hard lattice problems such as sphere packing, as well as those arising from the practice of lattice-based cryptography, just as RSA in part motivated investigations into smooth primes as remarked in [7] .
Hecke equidistribution (see e.g. [3] for the statement) transforms a formula for a single lattice, such as Theorem 1, into a formula for its average over random lattice. If one wants to compute variance and higher moments, one needs to sum (1) over many lattices as in the case of counting points on a flag variety, and then apply Hecke equidistribution. Again, the problem arises as to whether the sum of the error terms converges, and this is exactly what the present paper seeks to resolve.
A family of mean-value theorems analogous to that in Siegel ( [12] ) that follows from Theorem 1, as well as their applications e.g. to estimating the Rankin constants, will be presented in a forthcoming paper.
1.1. Method of proof. Previous works on this topic ( [10] , [14] , [15] ) count "upwards," i.e. they construct the d-dimensional sublattice from either a (d−1)-dimensional sublattice or a d-dimensional sublattice lying in an (n − 1)-dimensional ambient space. This induces n−1 min(n−d,d)−1 ways of "counting up," making it cumbersome to prove Theorem 1, as Thunder ([15]) remarks.
Our main idea is to count "downwards" instead: we project all the d-dimensional sublattices to a hyperplane, and count the cardinality of each fiber. This is done with the basic theory of Hecke algebras and the matrix-determinant lemma.
Once an expression for P (L, d, H) is set up, it can be computed as in Schmidt ([10] ). We refine his method a little by rephrasing it in terms of the Riemann-Stieltjes integral, in order to obtain tractable error terms. We also need several results from geometry of numbers in order to write the error terms in a desirable form.
It seems that our method here can be straightforwardly generalized to counting points on a Grassmannian -thus also flag varieties -over any number field. We hope to come back to this task in a later paper.
Definitions and notations. Unless mentioned otherwise:
• The lowercase letter p denotes a prime.
• By abuse of language, we identify a basis {v 1 , . . . , v d } of a lattice M ⊆ R n with the d × n matrix whose i-th row equals v i , and refer to this matrix as M as well. When we make this abuse, either the basis of M is chosen in the context, or the discussion is independent of the choice of a basis. • By the same token, if a matrix M is given, we identify it with the lattice spanned by its row vectors, which we also denote by M . • A d × n integral matrix X ∈ Mat d×n (Z) is primitive if X can be completed to an element of GL(n, Z). When d = 1, this agrees with the standard notion of a primitive vector. We denote the set of all primitive d × n matrices by Mat pr d×n (Z). • We write Γ = GL(d, Z). For a lattice L of rank n, we write Gr(L, d) = Γ\(Mat pr d×n (Z)· L).
• For a non-square matrix X, we define det X = √ det XX tr . For E ∈ Gr(L, d), det L E = det Y , where Y ∈ Mat pr d×n (Z) · L is any representative of E. det L is also called a (twisted) height -see [15] . In case L = Z n we omit the subscript. . Similarly, if x ∈ R n , then the i-th entry of x is denoted by x i . • Sometimes, given a d × n matrix A and a d × m matrix B, we need to consider the d × (n + m) matrix C whose i-th row equals (a i1 , . . . , a in , b i1 , . . . , b im ). In this case, we denote C = (A; B). • For two quantities f and g, f ∼ g means they differ by at most a constant factor, possibly depending on d and n but no other variables. For example, Minkowski's second theorem says that det L ∼ λ i (L). For two matrices A and B with d rows, A ∼ B means they differ by the left multiplication by an element of Γ, i.e. they represent the same element in the Grassmannian.
Base cases
In case d = 1, Theorem 1 is precisely Theorem 4 in [15] , which states that
Also see Lemma 2 of [10] , where Schmidt proves a formula for N (L, 1, H), from which (3) follows easily.
In case d = n − 1, we apply the duality theorem (see [15] ) to (3) , which says that, for a sublattice S ⊆ L and its orthogonal lattice S ⊥ ⊆ L P ,
holds, and thus
By the well-known facts that det L · det L P = 1 and λ i (L)λ n−i (L P ) ≥ 1 (see e.g. [8] ), we have
Division into two parts
3.1. Preliminaries. For 2 ≤ d ≤ n − 2, we will divide P (L, d, H) into two parts, and deal with them one at a time. We induct on n, assuming that P has been computed for all lattices of rank < n.
Fix a basis {v 1 , . . . , v n } of L. DefineL = L/ v n , and identify it with the projection of L onto the subspace of R n orthogonal to v n i.e. we think ofL as a subset of R n .
We write
where P 1 (L, d, H) equals the number of rank d sublattices of L of height ≤ H such that its projection toL is also of rank d, and P 2 (L, d, H) equals the number of those whose projection is of rank d − 1. Equivalently, P 1 counts sublattices whose R-span does not contain v n , and P 2 counts those that does. It helps to think of X ∈ Gr(L, d) explicitly as a coset ΓM L, for some M = (c ij ) 1≤i≤d 1≤j≤n ∈ Mat pr d×n (Z). Also, letL be the n×n matrix whose i-th row vector equalsv i for 1 ≤ i ≤ n−1,
and v n for i = n, so that
Then we can also write X in the form
3.2.
Computing P 2 (L, d, H). Consider first the case rank C = d − 1, so that X contributes to P 2 . We may assume that M is a Hermite normal form, so that C is too. Because M is primitive, so is C, and the d-th entry of the vectors c and c ′ must be equal to 1 and 0 respectively. This forces each of the other entries of c + c ′ to have only one choice modulo the left action of Γ. Thus
3.3. Some lemmas. Working with P 1 is much more involved. Most of the remainder of this paper is devoted to this task. The goal of this section is to derive the expression (10) for P 1 that is amenable to computation. We start by recalling the standard choice of the representatives of the right cosets of Γ in the double coset ΓaΓ, where a ∈ Mat d×d (Z) has determinant k > 0. Such a representative, say h = (h ij ) 1≤i,j≤d , is a lower diagonal matrix with determinant k, with the condition that 0 ≤ h ji < h ii for all j > i. Of course, Γh ⊆ ΓaΓ if and only if a and h have the same invariant factors. Lemma 2. Given a d × n matrix (C; c) with rank C = d, there exists a unique triple (h, B, b), where h is one of the right coset representatives described above, B is a d×(n−1) primitive Hermite normal form of rank d, and d ∈ Z n , such that (C; c) ∼ (hB; b).
Proof. By the theory of the Smith normal form, we have (C; c) ∼ (aB 0 ; b 0 ) where a is an invariant factor matrix -that is, a = diag(a 1 , . . . , a d ) with a i |a i+1 -B 0 is a primitive d × (n − 1) matrix of full rank, and b 0 ∈ Z d . Write B 0 = γB, where B is the Hermite normal form of B 0 and γ ∈ Γ. Then there exists γ ′ ∈ Γ and h a coset representative of ΓaΓ such that γ ′ h = aγ. Therefore, Proof. Without loss of generality, we may assume B to be the matrix which has 1's in the diagonal and 0's elsewhere. (aB, b) is imprimitive if and only if there exist integers 0 ≤ r i < a i for i = 1, . . . , d, r i not all zero, such that (r 1 , . . . , r d , 0, . . . , 0,
Suppose a d−1 = 1. We claim that, for any
for a nontrivial choice of the r's. There exists a prime p such that p|a d−1 and p|a d , so it suffices to find a nontrivial solution to the expression b d−1 r d−1 + b d r d ≡ 0(mod p). But this is clearly possible.
Next suppose a d−1 = 1. We are led to consider the condition b d r d /a d ∈ Z. This is impossible if and only if (b d , a d ) = 1, which completes the proof. Proof. Let h be a coset representative of some double coset of a matrix of determinant p α , in the form that we chose in the beginning of this section. Then all but the last condition are automatically satisfied. For the last condition, choose the three smallest indices i < j < k for which a i , a j , a k > 0. We consider the 3 × 3 matrix
We will show that this matrix has invariant factors (1, 1, p ai+aj +a k ) if and only if h ji and h kj are coprime to p. Then the proof is complete because we can repeatedly apply this argument to h to compute the invariant factors of h.
If h ji and p are coprime, there exist integers x, y such that yh ji − xp ai = 1, so that the matrix   h ji p ai 0 x y 0 0 0 1   has determinant 1. Multiplying this on the left of (7), we have
which, upon multiplying by suitable elements of Γ from both sides, becomes 
If furthermore h kj is coprime to p, then so is h kj − yp aj h ki , so we can use the same trick to see that (7) has invariant factors (1, 1, p ai+aj +a k ) indeed. Now go back to (7) and consider the case h ji = cp b ; we can assume 1 ≤ b < a j and (c, p) = 1. We restrict our attention to the 2 × 2 upper-left corner submatrix of (7) , and temporarily use ≈ to denote the equivalence under the left and right multiplication by Γ. Then, by a similar argument as earlier, for an appropriate integer y,
so p b appears as one of the invariant factors. Proof. From the general theory of Hecke operators (see Chapter 3 of Shimura [11] ), it suffices to prove the lemma for the case k = p α . We proceed by induction on α.
In case α = 1, there exist p d−i coset representatives which has a ii = p and a jj = 1 for all j = i. This exhausts all the representatives of Γe(p)Γ, so the lemma holds true in this case.
For the general case, it suffices to match, to each representative h of Γe(p α−1 )Γ, p d−1 representatives of Γe(p α )Γ, different for each h. Suppose j is the smallest number for which h jj is a power of p. Then modifying h jj to ph jj and h kj (k > j) to h kj + c k h jj , for any choice of 0 ≤ c k < p, yields a representative of Γe(p α )Γ, accounting for p d−j out of p d−1 total. Also, for each i < j, replacing h ii (= 1) by p, a choice of each h ki (k = j) from {0, . . . , p− 1} and of h ji from {1, . . . , p− 1} (h ji cannot be 0 by the previous lemma) yields a representative of Γe(p α )Γ, and there are p d−i−1 (p − 1) of this kind. Therefore, for each h there is a total of
representatives of Γe(p α )Γ constructed in this manner, as desired. It remains to show that these representatives do not overlap with those constructed from a different choice of h. But this is immediate since, given a representative of Γe(p α )Γ, one can read off which representative of Γe(p α−1 )Γ it came from, by discarding the first factor of p that appears in its diagonal. (L, d, H) . For X ∈ Gr(L, d), define f H (X) = 1 if det L X ≤ H and 0 otherwise. Also, as in the statement of Lemma 5 write e(k) := diag(1, . . . , 1, k). Thanks to Lemmas 2, 3 and 5, we can rewrite P 1 (L, d, H) as
A computable expression for P 1
where the sum over h is taken over all coset representatives of Γe(k)Γ in the standard form.
Fix h, k, B for a moment, and consider the innermost summation in (8) . For some
where µ is the Möbius function, and we wrote
for short. Note that v n is a row vector, whereas b and t are column vectors.
Temporarily write A = e(k)B ′L and B = (e(l)b + e(k)t)v n . We will use the matrix determinant lemma to compute the height of A + B. To proceed, we need the following lemma, which implies that the inverse of AA tr is given by A P (A P ) tr . Lemma 6. Let Y be a full-rank d × n matrix whose i-th row equals y i ∈ R n . Let z 1 , . . . , z d ∈ R n such that they form the basis of the polar lattice spanned by y 1 , . . . , y d and that z i , y j = δ ij . Let Z be the d × n matrix whose i-th row equals z i . Then the inverse of Y Y T is given by ZZ T .
Proof. Complete Y to an invertible n × n matrixȲ = Y Y ′ , such that the rows of Y ′ are orthogonal to the rows of Y . Similarly complete Z toZ = Z Z ′ , so that the rows ofZ form the dual basis to that formed by the rows ofȲ . Then the rows of Z ′ are orthogonal to the rows of Z as well.
SinceZ andȲ T are inverses of each other, we haveȲȲ TZZ T = I. By abuse of language, write Y = Y 0 , Y ′ = 0 Y ′ , and similarly with Z. Then
and observe that the first term on the right is zero outside the first d × d submatrix, and the second term is zero outside the "last" (n − d) × (n − d) submatrix. This completes the proof. For convenience, we define Proof. This is clear upon following Schmidt's proof of the lemma.
It follows that (9) equals
. e(l/k)(B ′L ) P = (e(k/l)B ′L ) P , and det((e(k/l)B ′L ) P ) (|−i) ≫ det(e(k/l)B ′L ) (|−(d−i)) / det(e(k/l)B ′L ) by (5) . Also, det(e(k/l)B ′L ) (|−(d−i)) ≫ det(B ′L ) (|−(d−i)) , so the above sum can be rewritten as
(note that B and B ′ are interchangeable in this line). Summing up all our work in this section, we deduce that (8) equals
Here ϕ(k) = l|k µ(l) k l is the Euler totient. The remainder of this paper is devoted to computing (10). Because K(B) depends on k, we cannot deal with the constant factor just yet. However, we will later use
Proof. We can write the expression under question multiplicatively as
which that becomes
4.
Main term of (10)
In this section, we estimate the intended main term of (10), namely
B∈Gr(Z n−1 ,d)
for each k ≥ 1 and 2 ≤ d ≤ n − 2. We may also assume H ≥ k min B det(BL), since otherwise (11) is equal to 0. Our approach is essentially that of Schmidt [10] ; we improve it somewhat by employing the Riemann-Stieltjes integral, in order to simplify the computation and to derive pretty error terms. Rewrite (11) as
so that the problem comes down to estimating
where ψ(t) = t((H/t) 2 − k 2 ) d/2 for 0 < t ≤ H/k, and ψ(t) = 0 otherwise. It is easy to check that ψ(t) is a twice differentiable function on
Choose a δ > 0 with δ ≤ min B det(BL). Write H/k = (α+s)δ with α ∈ [0, 1) and s ∈ Z. Also, let P 1 (t) be the number of elements B ∈ Gr(Z n−1 , d) such that t < det(BL) ≤ t + δ , and P 2 (t) = P 1 (t − δ). Then for i = 1, 2,
Write R 1 (t) for the number of B ∈ Gr(Z n−1 , d) such that det(BL) ≤ t + δ, and R 2 (t) = R 1 (t − δ) (= P (L, d − 1, t), of course). Since ψ((a + s)δ) = 0, by the summation by parts,
Thus we have bounded Q(k, H) from both sides by certain Riemann-Stieltjes sums. The remaining issue is that of convergence as δ → 0. First, observe that, since R i 's are supported strictly away from zero, say, by any ε ≤ min B det(BL), we may assume the same of ψ, i.e. ψ is of bounded variation. Second, R i are clearly not continuous, but by the induction hypothesis on n, we know it is bounded from both sides by a polynomial in t; e.g.
where c γ are constants dependent on L and our choice of its basis {v 1 , . . . , v n }. As for R 1 (t), strictly speaking it is bounded by a polynomial in (t + δ); but the ensuing technicality is easy to deal with, e.g. choose a δ ′ > 0 independent of δ, and bound R 1 (t) by a polynomial in (t + δ ′ ), then take δ ′ → 0 at the very end. We have shown that
By treating each monomial on the right-hand side of (12) separately, we are free to take different values of ε for each integral. For γ > d − 1 we take ε = 0, and for γ ≤ d − 1 take ε = min B det(BL) ∼ d i=1 λ i (L). The main term is dealt with as follows:
For the last inequality, we used the identity on the beta function (see e.g. [2] )
Similarly, the secondary term i.e. the case γ = n − 1 − b(n − 1, d) gives
In general, each integral corresponding to γ > d − 1 is
and those corresponding to
for any η > 0. Observe that, upon multiplying by v n d , all these estimates are invariant under scaling of L.
In conclusion, we proved that (11) equals a(n, d)
up to lower H-degree terms.
5.
Error term of (10) In this section, we work on the "error term" of (10), namely (14) B∈Gr(Z n−1 ,d) 
Also note that we are subject to the condition det(BL) ≤ H/k.
) . E is primitive, and also by Minkowski's second theorem
For each B ∈ Gr(Z n−1 , d) and E defined as above, the quotient lattice BL/E is primitive as well. Conversely, a choice of E ∈ Gr(L, i) and F ∈ Gr(L/E, d − i) uniquely determine a B ∈ Gr(Z n−1 , d) such that E ⊆ BL and BL/E = F , although E may not be equal to (BL) (|−(d−i)) in this case. Still, this is enough for us to bound (15) from above by
Since E and F uniquely determine a B as mentioned earlier, we can also write this as
To estimate this sum, we repeat twice the same summation-by-parts and Riemann-Stieltjes argument employed in the previous section, with ψ = 1/t for the inner sum and ψ = 1/t d−1 for the outer sum. Since the computation is completely analogous, for brevity we only present the highest H-degree term of the outcome.
The inner sum of (16) is equal to
It may be informative to compare with (13) . Plugging this back into (16), we see that (16) is bounded by a constant times
By the same trick, we find that this sum equals
which we can bound by the infinite sum and apply Lemma 8, obtaining O(c γ H γ ). For γ < d + 1, the sum is of size
and for γ = d + 1, it is
for any η > 0. Hence, together with the expression (6) of P 2 , we conclude that
where each b γ is a product of reciprocals of λ i (L)'s and λ i (L)'s. The following lemma shows that we can replace b γ by a product of λ i (L) −1 's only, so that it makes sense to write b γ = b γ (L):
Recall thatL is the orthogonal projection of L onto the complement of a vector v n ∈ L If we choose v n to be a shortest nonzero vector of L, then λ i−1 (L) ≫ λ i (L) for all i = 2, . . . , n.
Proof. Let {w 1 , . . . , w n } be an LLL basis (see [6] ) of L containing v n = w 1 . Then, writinḡ w i for the projection of w i to the complement of v n , {w 2 , . . . ,w n } is an LLL basis ofL. Therefore, by Proposition 1.12 of [6] , w i ∼ λ i (L) and w i ∼ λ i−1 (L).
On the other hand, by the definition of an LLL basis, w i 2 = w i 2 − µ 2 w 1 2 for some |µ| ≤ 1/2. Since w 1 = λ 1 (L) ≤ λ i (L), we have w i ≫ λ i (L), completing the proof.
6.2.
Estimate of the primary error term. Finally, we provide an estimate on the primary error term of P (L, d, H), again assuming v n = λ 1 (L). We temporarily assume d ≤ n/2, and argue the cases d > n/2 by duality. There are two sources of error terms to keep track of: one is from the estimate of the "main part" (11) , which contributes The reason we use this inferior bound is that this possesses a symmetry under duality, as we will see below.
We claim by induction that the main error term has degree n − b(n, d), and that we can take b n−1/d (L) = 1 (det L) d−b(n,d) (detL) b(n,d) .
In the base case n = 4, d = 2, it is clear that (19) is the primary error term. For the induction step, we need to show that (18) is no greater than (19). If d = n/2, (18) is of degree strictly less than n − b(n, d), and we are done. If d < n/2, then by the fact that v n = λ 1 (L) and Lemma 9, v n d (detL) d−1/d (detL (|−d) ) 1/d ∼ (det L) d−1/d (det L (|−d) ) 1/d , which shows that (18) has the same size as (19), completing the proof of the claim. In case d > n/2, we argue by applying the duality theorem (4), which says that P (L, d, H) = P (L P , n − d, H/ det L). The primary error term of the latter is of size where ε := min X∈Gr(L,d) det L X. If we bound the tail of each summation over m, the proof of Corollary will be completed. The required properties of the coefficients b ′ γ (L) can be checked straightforwardly, so we omit the proof.
