In this chapter, we give a short introduction to the genetics of complex disease with special emphasis on evolutionary models for disease genes and the effect of different models on the genetic architecture, and finally give a survey of the state-of-the-art of genome-wide association studies.
Introduction
The phenotype of an individual is determined by a combination of its genotype and its environment. The degree to which the phenotype is determined by genotype rather than environment-the balance of nature versus nurture-varies from trait to trait, with some traits essentially independent of genotype and determined by the environment and others highly influenced by the genotype and independent of the environment.
A measure quantifying the importance of genotype as compared to the environment is the heritability. It is the fraction of the total variance in the population-referred to as the phenotypic variance-explained by variation in the genotype among the individuals in the population (1) . An interesting trait, such as a common disease, that exhibits a nontrivial heritability, awakes an interest in finding the genetic explanation behind the trait, that is, identifying the genetic polymorphisms affecting the trait. The first step toward this is association mapping, searching for polymorphisms statistically associated with the trait. Polymorphisms associated Maria Anisimova (ed.), Evolutionary Genomics: Statistical and Computational Methods, Volume 2, Methods in Molecular Biology, vol. 856, DOI 10.1007/978-1-61779-585-5_11, # Springer Science+Business Media, LLC 2012 with the disease need not influence the trait directly, but it is among those that we will find the polymorphisms that do.
The variants at the various polymorphisms in the genome are correlated-they are in linkage disequilibrium (LD)-so we need not examine all polymorphisms. By analyzing a few hundred thousands to a million evident polymorphisms, we can capture most of the common variation in the entire genome (2) (3) (4) . In finding such polymorphisms associated with disease risk, we locate a region of the genome that contains one or more polymorphisms that affect disease risk, and by examining such a region in more detail we may locate these.
In the following, we first discuss possible genetic architectures of complex diseases-mainly based on theoretical considerations since little is known about this-and then describe the state of the art in genome-wide association studies (GWASs).
The Allelic Architecture of Genetic Determinants for Disease
Many complex diseases show a rather large heritability. Each genetic variant that increases the risk of disease contributes to the measured heritability of the disease. A fraction of heritability can, thus, be attributed to each variant. Doing this for the disease-risk variants known at present, however, we only explain a small fraction of the total heritability (5) . The allelic architecture of common diseases-in terms of the number of variants, their frequency, and the risk associated to each-is, thus, poorly understood.
To illustrate the difficulties of inferring the architecture, we consider two hypotheses: the common disease common variant (CDCV) hypothesis or the common disease rare variant (CDRV) hypothesis. CDCV states that most of the heritability can be explained by a few high-frequency variants with moderate effects while CDRV states that most of the heritability can be explained by moderate-or low-frequency variants with large effects. probability while if it is under selection it has a higher probability of increasing than decreasing in frequency for positive selection (s > 0) and conversely for negative selection (s < 0).
At very high or very low frequencies, selection has a very small effect on the change in frequency and the system evolves essentially completely stochastic (genetic drift). At moderate frequencies, however, the effect of selection is more pronounced, and given sufficiently strong selection (of an order Ns>>1) the direction of changes in the allele frequency is almost deterministically determined by the direction of selection. An allele subject to sufficiently strong selection that happens to reach moderate frequencies either halts its increase and drifts back to a low frequency or continues to high frequencies, where eventually the stochastic effects again dominate (see Fig. 1 ).
The range of frequencies, where drift dominates or selection dominates, is determined by the strength of selection (Ns) and the genotypic characteristics of selection, as, e.g., dominance relations between alleles. For very strong selection or in very large populations, the process is predominantly deterministic for most frequencies while for weak selection or a small population the process is highly stochastic for most frequencies. The time an allele can spend at moderate frequencies is also determined by Ns and selection characteristics.
Pritchard and Cox (7, 8) used diffusion arguments to show that common diseases are generally expected to be caused by a large number of different mutations in the genes, where damage conveys Fig. 1 . Mutation, drift, and selection. New mutations enter a population at stochastic intervals, determined by the mutation rate, u, and the effective population size, N. For low or high frequencies, where the range of such frequencies is determined by the selection factor, s, and the effective population size, the frequency of a mutant allele changes stochastically. At medium frequencies, on the other hand, the frequency of the allele changes up or down, depending on s, in a practically deterministic fashion. If a positively selected allele reaches moderate frequency, it will quickly be brought to high frequency, at a speed also determined by s and N.
disease susceptibility. This implies that genes commonly involved in susceptibility exert their effect through multiple independent mutations rather than a single mutation identical by descent in all carriers (see Fig. 2 ). Each mutation, if under weak purifying selection, is unlikely to reach moderate frequencies, and since the population will only have few carriers of the disease allele it can only explain little of the heritability. The accumulated frequency of several alleles, each kept to low frequency by selection, can, however, reach moderate frequencies. So the heritability can be explained either by many recurrent mutations or many independent loci affecting the disease: the CDRV hypothesis. Implicitly, this model assumes a population in mutation selection equilibrium, and this does not necessarily match the human population. The human population has recently expanded considerably in size, and changes in lifestyle, e.g., from hunter-gathers to farmers might have changed the adaptive landscape.
The number of variants at mutation-selection-drift balance is lower in a small population than in a large population. Therefore, in a large population (such as present-day humans), a deleterious mutation is not expected at high frequency unless the population has recently grown dramatically (9) . This is illustrated as the "transient period" in Fig. 3 , where common genetic variants may contribute much more to disease than under stable demographic conditions. Following an expansion, alleles that would otherwise be held at low frequency by selection may be at moderate frequencies, and thus contribute a larger part of the heritability: the CDCV hypothesis.
Similarly, a recent change in the selective landscape of a population might cause an allele previously held at low frequency to be under positive selection and rise in frequency while alleles previously at high frequencies can drop in frequency due to negative selection (10) . In this transition period, an allele may be at a moderate frequency and therefore contributes significantly to the heritability of disease susceptibility (see Fig. 4 ). Depending on which hypothesis is valid, different mapping strategies are needed. Association mapping, however, has so far mainly assumed the CDCV hypothesis for two practical reasons. The first is caused by the fact that the LD patterns across the genome greatly restrict examination to only a small fraction of the total possible variation. This is also the effect that greatly reduces the cost of genome-wide studies by allowing a subset of polymorphisms to reflect the actual genetic variation in the human population due to polymorphisms segregating common alleles. Statistical analysis of association between polymorphism and disease is rather straightforward for moderate-frequency alleles but has far less power to detect association with low-frequency alleles. Thus, so far, only the CDCV hypothesis has been testable and the bulk of association studies have, therefore, used it as their working hypothesis.
The Allelic Frequency Spectrum in Humans
Empirically, the allelic frequency spectrum of SNPs in the human genome is known in great detail for relatively common alleles (minor allele frequency, MAF, > 5%) from the HapMap project (11) . The recently completed pilot project for the 1000 genome project (12) expands the knowledge on uncommon alleles (1% < MAF < 5%), which should all be identified during the next phase of the project. This will allow estimation, if not identification, of the number of rare variants and the number of variants carried by single individuals. Identification of very rare alleles awaits the sequencing of many thousand individuals for larger pieces of DNA. This may be achieved sooner for exons than for the rest of Following a change in the selective landscape, it is thus possible to find alleles at moderate frequencies that would not otherwise be found.
the genome. There are already clear indications that the number of rare variants will be larger than a simple extrapolation of the common SNPs due to the complex demographic history of humans (12) (13) (14) (15) . Further, recent sequencing of 200 exomes in Europeans reported an enrichment of nonsynonymous variants over synonymous variants among rare polymorphisms (14) , strongly suggesting that many nonsynonymous variants are kept in low frequency by natural selection. The proportion of these variants that are involved in complex diseases and perhaps selected against due to this effect is currently unknown.
The European population, where most GWASs so far have been carried out, reveals a site frequency distribution of synonymous variants that generally are shifted to more common alleles as compared to the African population. This is most likely due to a severe bottleneck connected to the out-of-Africa expansion, but also to the expected excess of rare variants in a demographically stable population of the same effective size under selective neutrality. Excess of low-frequency variants is a hallmark of recent population growth and/or weak selection against rare alleles. The latter is visible in the contrast between the frequency distribution for synonymous and nonsynonymous alleles as explained above.
The Basic GWAS
The first GWASs were published around 2006 (16, 17) when Illumina and Affymetrix first introduced genotyping chips that made it possible to test hundreds of thousands of SNPs quickly and inexpensively. The GWASs' approach to finding susceptibility variants for diseases boils down to testing approximately 0.3-2 million SNPs (depending on chip type) for differences in allele frequencies between cases and controls, adjusting for the high number of multiple tests. This is a wonderfully simple procedure that requires no complicated statistics or algorithms but only classical well-known statistical tests and a minimum of computing power. Despite the simplicity, a number of issues remain, such as faulty genotype data and confounding factors that can result in erroneous findings if not handled properly. The most important aspects of any GWAS are, therefore, thorough quality control to make sure that only good-quality genotype data is used and to take measures to avoid and reduce the effect of confounding factors.
Statistical Tests
The primary analysis in an association study is usually testing each marker separately under the assumption of an additive or multiplicative model. One way of doing that is by creating a 2 Â 2 allelic contingency table as shown in Table 1 by summing the number of A and B alleles seen in all case individuals and all control individuals. Be aware that we are counting alleles and not individuals in this contingency table, so N cases will be equal to two times the number of case individuals because each individual carries two copies of each SNP unless we are looking at nonautosomal DNA. If there is no association between the SNP and the disease in question, we would expect the fraction of cases that have a particular allele to match the fraction of controls that have that allele. In that case, the expected allele count (EN) would be as shown in table 2.
To test whether the difference between the observed allele counts (in Table 1 ) and the expected allele counts (in Table 2 ) is significant, a Pearson w 2 statistic can be calculated: 
assumes an additive risk model (18) . The latter test is preferred by some since it does not require an assumption of Hardy-Weinberg equilibrium in cases and controls combined (19) . While a 1 degree of freedom test that assumes an additive or multiplicative model is usually the first analysis, many studies also perform a test that would be better at picking up associations following a dominant or recessive pattern, for instance by performing a 2 degrees of freedom test of the null hypothesis of no association between rows and column in the 2 Â 3 contingency table that counts genotypes instead of alleles.
Effect Estimates
A commonly used way of measuring the effect size of an association is the allelic odds ratio (OR), which is the ratio of the odds of being a case given that you carry n copies of alleles A to the odds of being a case if you carry n À 1 copies of allele A. Assuming a multiplicative model, this can be calculated as:
Another measure of effect size that is perhaps more intuitive is the relative risk (RR), which is the disease risk in carriers divided by the disease risk in noncarriers. This measure, however, suffers from the weakness that it is harder to estimate. If our cases and controls were sampled from the population in an unbiased way, the allelic RR could be calculated as:
but it is very rare to have an unbiased population sample in association studies because the studies are generally designed to deliberately oversample the cases to increase the power. This oversampling affects the RR as calculated by the formula above but not the OR which is one of the reasons why the OR is usually reported in association studies instead of the RR.
Quality Control
Data quality problems can be either SNP specific or individual specific and inspection usually results in the removal of both problematic individuals and problematic SNPs from the data set. Individual specific problems can be caused by low DNA quality or contamination by foreign DNA. A sample of low DNA quality results in a high rate of missing data, where particular SNPs cannot be called and there is a higher risk of miscalling SNPs. It is, therefore, recommended that individuals lacking calls in more than 2-3% of the SNPs are removed from the analysis. Excess heterozygosity is an indicator of sample contamination, and individuals displaying that should also be disregarded. Sex checks and other kinds of phenotype tests might also be applied to remove individuals, where the genotype information does not match the phenotype information due to a sample mix-up (20) .
For a given SNP, the data from an individual can be suspicious in two ways: it can fail to be called by the genotype-calling program or it can be miscalled. Typically, a conservative cutoff value is used in the calling process securing that most problems show up as missing data rather than miscalls. Most problematic SNPs, therefore, reveal a high fraction of missing data and SNPs' missing calls above a given threshold (typically, 1-5%) are removed. Miscalls typically occur when the homozygotes are hard to distinguish from the heterozygotes and some of the heterozygotes are being misclassified as homozygotes or vice versa. Both biases manifest as deviation from Hardy-Weinberg equilibrium, and SNPs that show large deviations from Hardy-Weinberg equilibrium within the controls should be removed (21).
Confounding Factors
Confounding factors are differences between cases and controls unrelated to the disease. For instance, if cases are gathered primarily from one part of a country and controls from another part, false association signals could be created because of genetic differences between the two parts of the country. This confounding error is particularly likely to occur when samples mix different ethnicities. If the source of the data is mainly samples from one population, then samples not originating from that population should be excluded whenever possible. Methods for inferring population substructure, such as principal components analysis, are useful for detecting outliers that ought to be removed from the data (22) . When a data set includes individuals from distinct subpopulations, the association analysis should be performed separately in each subpopulation and subsequently combined using a procedure that does not assume that the frequencies in the two subpopulations are the same.
Type and frequency of errors that may happen during sample preparation and SNP calling are likely to vary through time and space, so case and control samples should be completely randomized as early as possible in the procedure of genotypic typing. Failure to carefully plan this aspect of an investigation introduces errors in the data that are hard, if not impossible to disclose, and they may reduce interesting findings to mere artifacts.
Although analyzing distinct populations separately and excluding outliers go a long way, it does not remove all problems caused by population structure. A general inflation of test statistics due to population substructure and cryptic relatedness should be kept in mind, especially when analyzing diseases with high familial aggregation, since that causes cases to be more closely related than controls. A useful way of visualizing such inflation of test statistics is the so-called quantile-quantile (QQ) plot. In this plot, ranked values of the test statistic are plotted against their expected distribution under the null hypothesis. In case of no true positives and no inflation of the test statistic due to population structure or cryptic relatedness, the points of the plot lie on the x ¼ y line (see Fig. 5a ). True positives show as an increase in values above the line in the right tail of the distribution but do not affect the rest of the points since only a small fraction of the SNPs are expected to be true positives (Fig. 5b) . Cryptic relatedness and population stratification lead to a deviation from the null distribution across the whole distribution and can, thus, be seen in the QQ plot as a line with a slope larger than 1 (Fig. 5c) . A standard adjustment for the inflation of the test statistic is to shrink the range of their distribution to make the median coincide with the expected value. This procedure is called genomic control (23) .
Population substructure is not the only difference between cases and controls that can cause trouble. The pooling of data genotyped using different kinds of equipment may produce similar problems. A recent study on longevity by Sebastiani et al. (24) serves as a warning. The researchers applied two different kinds of chips and failed to remove several SNPs that exhibited bad quality on only one of the chips (25) . If the fraction of the two different kinds of chips had been the same in both cases and controls, that would probably not have resulted in false signals, but unfortunately the chip with the bad SNPs was used in twice as many cases as controls.
Replication
The best way to make sure that a finding is real is to replicate it. If you find the same signal in another set of cases and controls, it means that the association was not caused by a confounding factor specific to your data set. Likewise, if you still see the association after typing the markers using another genotyping method, it means that it is not a false positive due to some artifact of the genotyping method used. When trying to replicate a finding, the best strategy is to try to replicate it in a population of similar ancestry. A marker that is tagging a true causal variant in one population might not be tagging the same variant in a population of different ethnicity, where the LD structure can be different. This is especially a problem when trying to replicate an association found in a non-African population in an African population (26) . A marker might easily have 20 completely correlated markers in a European population, but no good correlates in an African population. This means that if you see a significant association with an SNP that has 20 equivalent SNPs in the European population it is not enough to try to replicate only that SNP, but in an African population you have to test all 20. This, however, also offers a way to fine map the signal and possibly find the causative variant (27) .
Before spending time and effort to replicate an association signal in a foreign cohort, it is a good idea to search for the existing partial replication of the marker within the data. Usually, a marker is surrounded by several correlated markers on the genotyping chip, and if one marker shows a significant association then the correlated markers should show an association too. If a marker is significantly associated with a disease but no other marker in the region is, then it should be viewed as suspicious. Decisions in cases like this may be further validated by investigating markers that according to HapMap are correlated to the marker in question.
Imputation: Squeezing More Information Out of Your Data
The current generation of SNP chip types include only 0.3-2 million of the 9-10 million common SNPs in the human (that is, SNPs with an MAF of more than 5%). Because of the correlation between SNPs in LD, however, the SNP chips can still claim to assay most of the common variants in the genome (in European populations anyway). Although the Illumina HumanHap300 chip only directly tests about 3% of the 10 million common SNPs, it still covers 77% of the SNPs in HapMap with a squared correlation coefficient (r 2 ) of at least 0.8 in a population of European ancestry (11) . The corresponding fraction in a population of African ancestry is only 33%, however.
These numbers expose two limitations of the basic GWAS strategy. First, there is a substantial fraction of the common SNPs that are not well covered by the SNP chips even in European populations (23% in the case of the HumanHap300 chip). Secondly, we rely on tagging to test a large fraction of the common SNPs and this diluted signal from correlated SNPs inevitably causes us to overlook true associations in many instances. An efficient way of alleviating these limitations is genotype imputation, where genotypes that are not directly assayed are predicted using information from a reference data set that contains data from a large number of SNPs. Such imputation improves the GWAS in multiple ways: It boosts the power to detect associations, gives a more precise location of an association, and makes it possible to do meta-analyses between studies that used different SNP chips (28).
Selection of Reference Data Set
The two important choices when performing imputation is the reference data set to use and the software to use. Usually, a publicly available reference data set, such as the HapMap (11) or 1000 genomes project (12) , is used. Alternatively, researchers type a part of their study cohort on a larger SNP chip with a denser coverage and thus creating their one reference data set. The latter strategy has the advantage that one can be certain that the ancestry of the reference data matches the ancestry of the study cohort. It is important that the reference data is from a population that is similar to the study population. If the reference population is too distantly related to the study population, the reliability of the imputed data will be reduced. The quality and nature of the reference data also limit the quality of the imputed data in other ways. A reference data set consisting of only a few individuals is not able to reliably estimate the frequency of rare variants and that in turn means that the imputation of rare variants lacks in accuracy. This means that there is a natural limit to how low a frequency a variant can have and still be reliably imputed.
The use of imputation methods does not only offer the possibility of increased SNP coverage, but, given the right reference data, also eases the analysis of common non-SNP variation, such as indels and copy number variations (CNVs).
Whole-genome sequencing projects, such as the 1000 genomes project, coupled with imputation will soon make it possible to use the SNP chips to test many structural variants that are not being (routinely) tested today (29).
Imputation Software
The commonly applied genotype imputation methods, such as IMPUTE (30) , MACH (31) , and BIMBAM (32, 33) , are all based on hidden Markov models (HMMs). Comparisons of these software packages have shown that they produce data of broadly similar quality but that they are superior to imputation software based on other methodological approaches (28, 34) . The basic HMMs used in these programs are similar to earlier HMMs developed to model LD patterns and estimate recombination rates.
Since imputation is based on probabilistic models, its output is merely a probability for each genotype of an SNP unknown in a given individual. That is, instead of reporting the genotype of individual as AG, the program reports that the probability of the genotype being AA is 5%, that of being AG is 93%, and that of being GG is 2%. This nature of the output data challenges the GWAS. The simplest way of imputation is to use the "best guess" genotype, i.e., assume the genotype with the highest probability and ignore the others. In the example above, individual would be given the genotype AG at the SNP in question, and usually an individual's genotype would be considered as missing if none of the genotypes have a probability larger than a certain threshold (e.g., 90%). The use of "best guess" genotype is problematic since it does not take the uncertainty of the imputed genotypes into account, may introduce a systematic bias, and lead to false positives and false negatives. A better way is to report a logistic regression on the expected allele count-in the example above, the expected allele count for allele A would be 1.03 (2 Â p AA + p AG ). The method developed on this basis has proved to be surprisingly robust at least when the effect of the risk allele is small (35) , which is the case for most of the variants found using GWA. An even better solution is to use methods that fully account for the uncertainty of the imputed genotypes (30, 35, 36) .
Current Status
Association mapping has for the last 5 years had a strong focus on GWAS using SNP chips with 500,000 -1,000,000 SNPs, based on the HapMap identification of common human variation in Europe, Asia, and Africa. Hundreds of SNPs have been found to be associated with common diseases in a discovery cohort of affected individuals with matched controls and at least one further population for replication of the initial finding (37) . These studies have typically found increased risks of 5-20% for each variant. While initially considered a great proof of concept for the CDCV model, there is a growing awareness that these are unlikely to explain most of the genetic effect unless there is a very large number of common alleles with very small ORs that have escaped detection using the current cohort sizes (typically, 2,000-20,000 individuals). Hence, there is a renewed focus on the site frequency spectrum of disease alleles as discussed in Subheading 2. A clear pattern observed in findings so far is that most variants identified are common and that the inferred ORs increase with rarity of the variant. This cannot be taken as evidence that rare variants have higher ORs, though, since, as demonstrated by Iles (38), we can only detect the rarer variants if they have higher ORs. However, if analysis is restricted to nonsynonymous disease SNPs, then rare variants do seem to have a generally larger OR (39) . An analysis of the site frequency spectrum as a function of functional classification of SNPs using PolyPhen also found that rare variants should be more damaging (which through selection would explain their rarity) (13) . Thus, it cannot be ruled out that the bulk of heritability not explained by GWASs so far could be explained by many rare variants, each with ORs larger than common variants identified (perhaps, ORs in the 2-10 range which are still sufficiently low to be easily missed by linkage studies).
Perspectives
Future data will provide identification of most, if not all, SNPs and CNVs in a large set of individuals. To further our quest toward understanding the genetic etiology of common diseases, methods are needed that expand information on the role of rare variants and variants of small effect. This requires statistically powerful ways of handling information from rare SNPs, rare LD blocks, and amassing distributed local effects. Several promising methods have recently emerged as ways to add signals together locally (39) (40) (41) (42) (43) . It will be of great interest to use these approaches even in cases, where association with common variants has been shown, since it is possible that some of these associations are due to synthetic association, i.e., that several rare variants accidentally are associated with the same more common variants (44) . Searching for variants adding up to a risk in a certain gene does not identify any specific causal variants, but it points to causal genes or regions that can then be further scrutinized either statistically in replication cohorts, by bioinformatics pathway and functional prediction, or experimentally. With full sequencing, we know that the causal variants have been included, but many other variants will be associated due to LD. LD will, thus, be more of a burden than of an asset in future studies and populations with least LD should be most easily amenable for association mapping. However, other approaches to distinguish real from associated variants that are based on biological information on their putative function will be very useful. A wealth of annotation to each position in the genome will soon be available, including the epigenetic context (e.g., nucleosome positioning and modifications, transcription factor and enhancer binding, DNAS structure) and the structure of the protein, including its position in biological pathways and interaction with other proteins. Thus, each putative variant can be assigned a posterior probability of true association, which can be used as hypothesis generator as well as a prior probability in replication studies. 
