Abstract -The ICP (Iterative Closest Point) algorithm remains a very popular method for the registration of 3D data sets, when an initial guess of the relative pose between them is known. The purpose of the work presented in this paper is to improve performance of classical ICP. We address, here, the problem of pair-wise registration of color range images. Many variants of ICP have been proposed for the registration of 3D data sets. However, there are only a few solutions dealing with color range images. In this paper, we have adapted some variants of ICP to take into account color information in the closest point research. Two approaches of color data integration have been evaluated with real 3D/Color data sets.
I. INTRODUCTION Automatic building of 3D computer models of real-world objects and scenes has found application in many fields like: building 3D environment maps for robot navigation, creating virtual reality models through observation of real objects, digitizing historical buildings for restoration planning, or archiving heritage objects from museums or cultural organizations.
Creating a 3D model requires generally the acquisition of multiple partially overlapping views captured with different sensor locations. The number of views increases with the sensor resolution and it depends on the object complexity and on the object size. So, building the complete 3D model requires the registration of multiple views that are assumed to be pair-wisely overlapping [3,1 1 ]. The registration of 3D data sets can be defined as the process of estimating the rigid transformation that places these 3D data sets in a common coordinate system. This is often considered as an optimization problem in which the cost function to minimize is based on distances between the 3D data sets placed in a same frame [1] . Most of registration techniques proceed with two main steps: the data matching stage followed by the rigid transformation estimation stage.
The ICP (Iterative Closest Point) algorithm [2] remains a very popular method for the registration of 3D data sets, when an initial guess of the relative pose between them is known. Many variants of ICP have been proposed for the registration of 3D data sets. However, there are only a few solutions dealing with color range images [6, 8, 11] .
The use of color data, when available, can provide constraints necessary when 3D information is not relevant enough to provide a correct solution (flatness, periodicity, symmetry, etc.). Morever, color information can be used to reduce the cost of the expensive closest point finding, and to make registration more robust against false pairings.
3D/color data can be acquired in two different ways. The first one is to capture range and color data with the same sensor (stereovision, structured light vision, ...). In this case, 3D and color data are provided in the same coordinate system. The second approach consists in acquiring range and color separately. For instance, range data can be captured with a laser range finder, and a CCD camera can provide color information.
Our research work has been carried out in the context of creation of high-resolution 3D/color models of heritage objects for museums. Our purpose was to improve performance of classical ICP approaches by taking into account color information for point matching. We address here the problem of pair-wise registration of dense color range images provided by a structured light sensor. This paper is organized as follows. In section II we describe the ICP algorithm and the problem statement. In section III, we evaluate three variants of ICP including our new variant, for the registration of a pair of 3D/color images. These variants are used, in section IV, for real data registration. In section V, we study the effect of the color space on the algorithm performance.
II. ICP ALGORITHM AND PROBLEM STATEMENT The ICP algorithm [2] is an iterative method for the registration of 3D data sets. This algorithm computes, in an iterative way, the transformation matrix T (a rotation matrix R and a translation vector t) that best aligns two 3D data sets (3D points, 3D curves or surfaces). A rough estimate Ti of the transformation matrix is needed for the initialization of ICP. This algorithm repeats the two registration main stages: the data matching and the transformation estimation. Many variants of ICP have been developed [7] . Rusinkiewitcz & Levoy [12] have classified most of these variants and evaluated their effect on the algorithm convergence. According to the Rusinkiewitcz classification, we consider that the variants proposed for ICP concern the different steps of the algorithm: selection of points to be registered [8, 10, 12 [4, 6, 7, 11, 13] , weighting of the matched pairs [7, 9] , outliers rejection [10, 11, 15] and transformation estimation [1, 2, 4, 5, 9, 14] .
The problem considered in this paper is to register two sets DI and D2 of 3D/color points. These data sets are partially overlapping. They are captured with two different sensor locations (or with different object positions). A 3D/color point Pi is defined by its 3D coordinates (xiy, z Zi) and its color components (cIO, c2, c3) We need to compute the rigid transformation matrix T that best aligns DI and D2 using ICP.
A summary of the basic ICP algorithm [2] is given below. It uses only 3D information to achieve the registration of DI andD2. The simulated motion Ts is a translation along the Xaxis: tx = 15 mm. The overlapping between the two images is 40%. We add a noise to the rigid transformation Ts in order to obtain the initial guess Ti used by the evaluated algorithms. The bias on the three translations is 5 mm and the bias on the three rotations is 5°. (1) satisfied In the following sections, we will compare three variants of ICP with this basic algorithm when registering a pair of 3D/color images.
III. COMPARATIVE STUDY
The comparative study performed here concerns two well known versions of ICP using only 3D data [2, 15] , and two new variants using 3D and color data in order to improve the speed of the matching step and to help the rejection of bad pairs. So, we will compare performance of the following algorithms:
-ICP_MAT (M. mixed distance, AT. adaptive threshold) [6] , -ICP_GCT (G. geometric distance, CT. color threshold).
A. ICP GAT
ICP GAT is a variant of ICP algorithm using an Euclidian geometric distance in the matching stage and a statistical adaptive threshold [15] obtained with classical ICP. In ICP GAT the non-monotony of the error in the first iterations is due to the adaptive threshold that we force to an exaggerated value equal to 50.D. This is done in order to avoid the rejection of all the pairs during the fist iterations.
In ICP GAT the parameter D, which must be supplied by the user, has a big impact on the convergence of the algorithm. When D is too big, the algorithm can converge to a bad solution (local minimum) because some false matches have not been rejected. If, D is too small, the algorithm does not converge because many good points pairs have been discarded. So, the difficulty to adjust D is a real drawback for this method.
We can notice that here, the residual error reaches a value less than the sensor resolution. This is only due to the fact that we have no additional noise in the second image. ICP MAT is a variant of ICP that uses color data in a mixed distance in the closest point research. Johnson and Kang used a 3D/color distance in [6] . We follow a similar approach by using an adaptive threshold to remove outliers. The mixed distance includes a geometric term A and a photometric term B:
(Xi, Yi Zi ) and (Cli c2i Ic3i ) are, respectively, the coordinates and the color components of a point in image i. a allows us to adjust the respective weights of color and 3D data. This coefficient, included between zero and one, reflects the confidence in color data with respect to geometric data of the digitized object. When the shape of the object is not significant (e.g. on a painting), we give more importance to texture, a is taken near to one. This coefficient is also adjusted according to data quality, which depends on the acquisition noise. Figure. 3 depicts the residual error in the case of ICP_GAT and ICP_MAT. We can easily observe that ICP_MAT gives better results than ICP GAT. Besides the need to adjust the parameter D, ICP_MAT requires the definition of the color weight a. In figure. 3 this coefficient is equal to 0.5. Because of the nature of the digitized object, we give the same weight to color and range data. We will see that, generally, it is difficult to fix a in a relevant way. In order to avoid the difficulties induced by the need to adjust parameters D and a, we propose another variant named ICP_GCT where color is used in a different way. Experimental results presented in fig. 2 and fig.3 have been obtained from the same original data sets, but with a different resolution. In fig. 3 we have used all available points, while in fig.2 a uniform subsampling has been achieved to use only 50% of points.
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C. ICP_GCT
ICP GCT takes into account color and range data separately. In the matching stage of the algorithm, we use only range data to find the 3D closest points. So, the criteria used during the matching stage consists in a simple geometrical euclidian distance. Color data occurs in an euclidian color distance constraint applied to the pairs resulting from the geometrical matching step. So, a color threshold is used instead of an adaptive geometrical one to remove outliers. This color threshold applied on color distances between matched points is equal to the median of color distances. Figure.4 shows residual error for ICP GAT, ICP MAT and ICP GCT. We see that ICP GCT is the most efficient. This result seems to confirm that, color data is not correctly used with ICP MAT (bad choice of a). Moreover, outliers have not been rejected in an efficient way for ICP_GAT and ICP_MAT, because of an incorrect value of D. In this section, we will not use a simulated motion to generate the second view to be registered with the first one. We will achieve the registration of two real 3D/color images provided by the MINOLTA sensor from OSU [17] . figure 6b , registration has been achieved by using the following 2000 points in each 3D/color image that corresponds to a middle zone including the lower part of the head and the shoulders (see figure  7) . In this part, color images are more textured.
18. In figure. 6a, we can see that ICP_GAT has the lowest error compared to ICP_MAT (with a = 0.5) and ICP GCT. Nevertheless, the last one provides a residual error very close to that of ICP_GAT. This error is less than the sensor resolution for these two algorithms. However, ICP_GCT presents the best convergence rate.
These results show that, in the upper part of the two images, which are used for registration, color data is not significant compared to 3D data. It is obvious that, for ICP_MAT, we should attribute a lower weight for color. Figure. 5b displays Imagel and Image2 registered with ICP_GCT. We can check the registration quality by comparing this result with the registration given by the initial transformation (figure 5a).
In figure 6b where more significant color data are used, ICP_GCT produces the best results in terms of residual error and of convergence rate. The mean residual error is twice the sensor resolution, and the convergence requires less than 20 iterations. We can observe that ICP_GAT and ICP_MAT reach a local minimum, which can be explained by a bad choice of the parameter D.
V. CHOICE OF THE COLOR SPACE
On figure 8 , the residual error in the best case (for ICP_GCT) is approximately twice the sensor resolution. This is due to noise in color and range data. Color variations between two viewpoints may occur, due to variations in shading. Shading generally affects the intensity of light coming from an object, but not its intrinsic color [6] . We can reduce the effect of intensity variation in the matching process by using a color representation system, which separates the intensity and chromatic components. Instead of the RGB color space, we work in the YIQ space (Y is intensity, I and Q are chromatic components). Equation (6) giving the mixed distance in ICP_MAT becomes:
The Euclidian distance used in ICP_GCT to remove outliers is defined below: 
VI. CONCLUSION
We have developed two variants of the Iterative Closest Point algorithm for the registration of 3D/color data sets. The aim of this work was to show the importance of color information to increase the matching performance. We compare these variants with a well-known version of ICP that does not use color data. This method proposed by Z. Zhang [15] uses an adaptive threshold to remove outliers.
In our first algorithm, the point matching uses a mixed distance and a 3D adaptive threshold. In the second approach, we use a simple Euclidian geometric distance for the matching, and we reject false pairs that do not verify a constraint on color distance. This last solution remains the most efficient of the three evaluated variants for noise free data. We have noticed that the adaptive threshold was very sensitive to the choice of parameter D. Also, adjusting the weight a of the color makes the use of a mixed distance difficult enough. The test achieved with real data helped us to see the behavior of these algorithms in presence of noise (noisy color and noisy range data). We concluded that when color data is not as significant as the geometric data, the method of Zhang provides the best results. But for data with significant colors our method was the most efficient.
Finally, we showed that it was possible to reduce the drawbacks of intensity variations by choosing a perceptual color space like YIQ where intensity and chromatic components are separated.
Being a local optimisation method, ICP is very sensitive to a bad initial transformation estimate. So, our current research aims to propose a solution for determining automatically a rough estimate of the initial transformation of ICP. Then, we will generalize our method to the problem of multiview registration.
