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Magnetic domain walls, which are crucially important in both fundamental physics and technical
applications, often have a preference in their form due to many different origins, such as the crys-
talline shape, lattice symmetry, and magnetic anisotropy. We theoretically investigate yet another
origin stemming from the coupling to mobile charges in itinerant magnets. Performing a large-scale
numerical simulation in a minimal model for itinerant magnets, i.e., the Kondo lattice model with
classical localized spins, we show that the shape of magnetic domain walls depends on the electronic
band structure and electron filling. While Ne´el and 120◦ antiferromagnetic states do not show a
strong preference in the shape of domain walls, noncoplanar spin states with scalar chiral ordering
have distinct directional preferences of the domain walls depending on the electron filling. We find
that the directional preference is rationalized by the wave-number dependence of the effective mag-
netic interactions induced by the mobile charges, which are set by the band structure and electron
filling. We also observe that, in the noncoplanar chiral states, an electric current is induced along
the domain walls owing to the spin Berry phase mechanism, with very different spatial distributions
depending on whether the bulk state is metallic or insulating.
PACS numbers: 71.10.Fd, 71.27.+a, 75.10.-b
I. INTRODUCTION
Magnetic domain walls (DWs) have been an important
issue in both fundamental physics of magnetism and ap-
plications to magnetic devices. Besides the phenomeno-
logical understanding, it is not easy to establish the mi-
croscopic theory for the formation of DWs, as it is ba-
sically a nonequilibrium phenomenon with spatial inho-
mogeneity, often ranging from nano to micrometer scales.
Magnetic DWs have been studied mainly in classical spin
models with neglecting mobile charges, by considering
the effects of, e.g., crystalline shape, lattice symmetry,
and magnetic anisotropy1–3. Spatial modulations of spin
textures have been clarified near the DWs, such as the
so-called Bloch, Ne´el, and cross-tie walls.
Recently, the magnetic DWs have gained renewed
interest through the studies toward functional devices
based on, e.g., the giant magnetoresistive effect4,5,
spintronics6–8, and multiferroics9,10. An intriguing is-
sue is the current-induced DW motion. The controlla-
bility of DWs by an electric current was experimentally
demonstrated in itinerant ferromagnets11,12. The micro-
scopic mechanism was theoretically discussed by taking
into consideration the interplay between spin and charge
degrees of freedom of electrons8,13–18. Another issue dis-
cussed very recently is the DWs in topological states of
matter. An example has been discussed in the peculiar
magnetically ordered state called all-in all-out type in py-
rochlore oxides. For instance, in Cd2Os2O7, the domain
formation was observed using resonant x-ray diffraction,
and controllability of the domain structures by a mag-
netic field-cooling procedure was demonstrated19. Mean-
while, for iridium pyrochlore oxides, peculiar electronic
states were theoretically predicted, such as the Weyl
semimetal20 and peculiar metallic DWs21,22. Experi-
mentally, a hysteresis was observed in the magnetoresis-
tance for Nd2Ir2O7, and its relation to the metallic DWs
was discussed23–25. Recently, the real-space image of the
metallic DWs was observed by microwave impedance mi-
croscopy26.
In these DW problems, an interesting fundamental is-
sue is how the shape of DWs is determined in such itin-
erant magnets. In most of the previous studies, the pres-
ence and the shape of DWs were introduced ‘by hand’,
and the resultant electronic and magnetic properties were
studied. For a microscopic understanding of the DW
physics, it is crucial to study the DW formation by treat-
ing the spin and charge (and possibly, orbital) degrees
of freedom on an equal footing, without posing any as-
sumption on the patterns of DWs. It is also crucial to
incorporate spatial, thermal, and quantum fluctuations
for further development, including the creation, annihi-
lation, deformation, and movement of DWs. Amongst
others, it is strongly desired to enable unbiased calcu-
lations of such complicated systems, in spatially large
systems ranging up to nano or micrometer scales.
In this paper, as a first step toward such further under-
standing of DWs in itinerant magnets, we theoretically
study the formation of DWs by large-scale numerical sim-
ulation including the interplay between spin and charge
degrees of freedom. Our purpose is to clarify what types
of magnetic domains are formed through the interplay. In
particular, our focus is on how the shape of the DWs is
determined for the systems with different electronic and
lattice structures. We also study the electronic properties
near the magnetic DWs.
For this purpose, we consider a minimal model for the
spin-charge coupled systems, the Kondo lattice model,
which describes mobile charges coupled to classical lo-
2calized spins. To enable large-scale simulation, we em-
ploy a numerical technique based on the Langevin dy-
namics (LD) and kernel polynomial method (KPM)27.
In Ref. 27, different shapes of the DWs were reported
for different electron fillings even for the same magnetic
structure, while the origin was not referred. Stimulated
by the observation, we here study the DW issue in the
Kondo lattice model in a systematic way, using a modi-
fied version of the KPM-LD method by applying stochas-
tic Landau-Lifshitz (SLL) dynamics, away from the over-
damped limit.
In the present study, we analyze the formation of mag-
netic domains by performing the modified KPM-LD sim-
ulation with a sudden quench from high-temperature
limit to zero temperature. We study several different
magnetically ordered states appearing in the Kondo lat-
tice models on square and triangular lattices while vary-
ing the electron filling. We find that, for the collinear
Ne´el state on the square lattice and coplanar 120◦ state
on the triangular lattice, the DWs do not show a strong
preference in their directions in real space. On the other
hand, for the noncoplanar spin states with three ordering
vectors (triple-Q) on the triangular lattice near 1/4 and
3/4 fillings28,29, we demonstrate that the DWs show very
distinct shapes depending on the electron filling, as ob-
served in the previous study27. We also show that spon-
taneous electric current, which emerges through the spin
Berry phase mechanism30,31, flows along the DWs in a
different manner between the two cases despite the same
magnetic ground states. We show that the distinct direc-
tional preference of DWs is brought by the momentum-
dependence of effective spin-spin interactions mediated
by mobile charges.
The rest of the paper is organized as follows. In Sec. II,
we introduce the model and numerical method that we
use in the present study. After introducing the Hamil-
tonian of the Kondo lattice model in Sec. II A, we dis-
cuss effective interactions between the localized spins in
Sec. II B. We also introduce the method of KPM-LD
simulation and its extension in Sec. II C, and a numer-
ical method to evaluate the expectation value of elec-
tronic properties in Sec. II D. In Sec. III, we present the
numerical results. We show the DW formation in the
collinear Ne´el state on the square lattice (Sec. III A), the
coplanar 120◦ state on the triangular lattice (Sec. III B),
and noncoplanar triple-Q states on the triangular lattice
(Sec. III C). In Sec. IV, we discuss the origin of the direc-
tional preference of DWs from the wave-number depen-
dence of the bare susceptibility χ0q. Section V is devoted
to summary.
II. MODEL AND METHOD
In this section, we present the model and method that
we use. After introducing the Kondo lattice model in
Sec. II A, we discuss the effective interaction between the
localized spins mediated by mobile charges in Sec. II B. In
Sec. II C, we briefly review the KPM-LD method and in-
troduce its extension by applying the SLL variant of LD.
We also review the method to evaluate physical quanti-
ties by the KPM in Sec. IID.
A. Kondo Lattice Model
To investigate the DW problem in itinerant magnets,
we consider a minimal model describing the interplay be-
tween spin and charge degrees of freedom, the Kondo
lattice model with classical localized spins. The Hamil-
tonian is given by
Hˆ = −t
∑
〈i,j〉,σ
(cˆ†iσ cˆjσ +H.c.)− J
∑
i
sˆi · Si −D
∑
i
(Szi )
2,
(1)
where cˆ†iσ (cˆiσ) is a creation (annihilation) opera-
tor of a mobile charge at site i and spin σ, sˆi =
1
2
∑
σσ′ cˆ
†
iσσσσ′ cˆiσ′ is the spin operator of a mobile charge
[σ = (σx, σy, σz) is the vector of Pauli matrices], Si de-
notes a classical localized spin at site i whose amplitude
is normalized as |Si| = 1. In the following study, we
consider the model on square and triangular lattices; the
sum of 〈i, j〉 is taken over the nearest-neighbor sites on
each lattice. The first term in Eq. (1) represents the
hopping of mobile charges between the nearest-neighbor
sites with the amplitude −t. The second term shows
the onsite exchange coupling between the localized spins
and spin degree of freedom of mobile charges with the
coupling constant J (the sign of J is irrelevant for classi-
cal localized spins). The third term represents a uniax-
ial spin anisotropy with the amplitude D, which comes
from, e.g., the relativistic spin-orbit coupling. Hereafter,
we take t = 1 and a = 1 (lattice constant) as energy and
length units, respectively.
In the Kondo lattice model in Eq. (1), the coupling
to mobile charges leads to an effective magnetic interac-
tion between localized spins. In the strong coupling case
(J ≫ t), 〈sˆi〉 and Si are almost in parallel, and the ef-
fective hopping amplitude of mobile charges depends on
the relative angle of neighboring localized spins32,33. As
a consequence, the ferromagnetic ordering is favored to
maximize the kinetic energy of mobile charges. The effec-
tive ferromagnetic interaction between localized moments
is called the double-exchange interaction32. On the other
hand, when J ≪ t, the effective magnetic interaction be-
comes complicated with oscillating sign depending on the
distance between the localized spins. The weak coupling
case will be discussed in the following sections.
B. RKKY Interaction
Hereafter, we investigate magnetic DWs in the weak
J region of the Kondo lattice model, where various mag-
netic orderings are expected to occur owing to the effec-
3tive magnetic interaction mediated by mobile charges as
discussed below. In the weak coupling limit (J ≪ t), the
effective magnetic interaction is derived by the second-
order perturbation in terms of J , which is written as
HRKKY = −J
2
4
∑
q
χ0q|Sq|2. (2)
Here, Sq is the Fourier transform of Si given by
Sq =
1√
N
∑
j
Sje
iq·rj , (3)
where N is the number of sites and rj = (r
x
j , r
y
j ) is the
position of the site j. In Eq. (2), χ0q is the bare magnetic
susceptibility of mobile charges,
χ0q = −
1
N
∑
k
f(εk+q)− f(εk)
εk+q − εk , (4)
where f(ε) is the Fermi distribution function and εk is the
dispersion relation of mobile charges with a wave number
k = (kx, ky) given by
εk = −2 (cos kx + cos ky) (5)
for the square lattice and
εk = −2
[
cos kx + cos
(− kx
2
+
√
3ky
2
)
+ cos
(− kx
2
−
√
3ky
2
)]
(6)
for the triangular lattice.
The interaction in Eq. (2) is called the Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction34–36. The
wave number dependence gives rise to a long-range inter-
action in real space with oscillating sign. Equation (2)
provides us a good insight into the magnetic ground
state in the Kondo lattice model: as |Sq|2 ≥ 0 and∑
q |Sq|2 = N , the ground state will develop a magnetic
order specified by the wave number(s) for which χ0q is
maximized.
C. Modified KPM-LD Method
To study the magnetic and electronic states in the
Kondo lattice model, we employ an efficient numerical
technique, the KPM-LD method27. This technique is
widely applicable to the systems in which noninteract-
ing fermions are coupled to classical degrees of freedom,
and enables us to perform an unrestricted simulation in
large-size systems. In the following, we briefly introduce
the KPM-LD technique and its most recent modifications
that we use here.
In the Kondo lattice model in Eq. (1), the partition
function Z is given by
Z = Tr{Si}Tr{cˆi} exp{−[H({Si})− µ
∑
iσ
cˆ†iσ cˆiσ]/T }
(7)
= Tr{Si} exp[−Ω({Si})/T ], (8)
where µ is the chemical potential and T is temperature
(we set the Boltzmann constant kB = 1). Ω({Si}) is the
grand potential for a spin configuration {Si}, which is
given by
Ω({Si}) = −
∫
dερ(ε; {Si})T log{1 + exp[−(ε− µ)/T ]}.
(9)
Here, ρ(ε; {Si}) is the density of states,
ρ(ε; {Si}) = 1
N
∑
j
δ(ε− εj({Si})), (10)
where εj({Si}) is the jth eigenvalue of the Hamiltonian
in Eq. (1) for the spin configuration {Si}. In the KPM-
LD algorithm, the trace over {cˆi} in Eq. (7) is evaluated
by the KPM and the trace over {Si} is evaluated by the
stochastic sampling of the LD.
In the KPM for the trace over {cˆi}, the density of states
in Eq. (10) is expanded by the Chebyshev polynomials
as
ρ(x; {Si}) ≃
M∑
m=0
gJmwm(x)µmTm(x), (11)
where Tm(x) is the mth-order Chebyshev polynomial.
Here, the energy ε is scaled so that all the eigenvalues
are within the range x ∈ [−1, 1], wm(x) is the weight
function for Chebyshev polynomials given by wm(x) =
(2−δ0,m)/(π
√
1− x2), and µm is the Chebyshev moment
given by µm = Tr[Tm(H({Si}))]. Following the previous
studies, we take the summation in the trace over random
vectors, instead of the complete basis set37. To improve
the accuracy of the stochastic KPM approximation, we
select a set of correlated random vectors using a matrix
probing technique38 inspired by Ref. 39. In Eq. (11), M
is the truncation number for the Chebyshev polynomial
expansion, and gJm is the so-called Jackson kernel which
suppresses the error due to the truncation37.
Meanwhile, in the LD that generates spin configura-
tions for the trace over {Sj}, we modified the algorithm
from the original one in Ref. 27 by applying the SLL
equation40. The SLL equation is
dSi
dτ
= −Si ×Hi − αSi × (Si ×Hi) . (12)
The first and second terms represent a precession and
dumping of Si, respectively; Hi is the effective magnetic
field for Si given by
Hi = −∂Ω({Sj})
∂Si
+ hi(τ, T ). (13)
4Here, the first term on the RHS is numerically evalu-
ated by the automatic differentiation transformation27,
and hi represents thermal fluctuations, which satisfies
〈hν1i (τ1, T )hν2j (τ2, T )〉τ = 2Tδ(τ1 − τ2)δijδν1ν2 , where
〈· · · 〉τ is the time average and hνi is the ν component
of hi.
For the time evolution, we use the Heun integration
scheme, a type of predictor-corrector method, to achieve
second-order accuracy with respect to ∆τ (time interval
of the update of spins). Note that the SLL equation,
Eq. (12), preserves the length of spins, i.e., |Si| = 1.
However, numerical errors in the Heun scheme violate
this condition at order O(∆τ2). To improve accuracy,
we rescale the spin lengths at each time step, which im-
plements the so-called Heun+projection scheme41.
The computational cost of the modified KPM-LD sim-
ulation for an update of all the spins is O(N), simi-
lar to the original KPM-LD27. This is much smaller
than the cost of the conventional Monte Carlo algo-
rithm, O(N4)42. This drastic reduction of computational
cost enables the simulation of systems with ∼ 104 sites,
whereas the conventional algorithm would be limited to
several hundred sites.
In the following, we use the modified KPM-LD method
introduced above. In the calculations, we set α = 1 and
∆τ = 20 in the SLL equation43, and perform the Cheby-
shev polynomial expansion up to M = 2000 with using
144 correlated random vectors for the KPM. We perform
the simulation at T = 0 starting from a random spin con-
figuration, which corresponds to a sudden quench from
the high-T limit to zero T . In the following, we show the
results for the system size N = 1202 for both the square-
and triangular-lattice cases. We confirmed that qualita-
tively the same results are obtained for several different
random samples and for smaller size systems, N = 602
and 902. In the simulation, we use General-Purpose com-
puting on Graphics Processing Units (GPGPU) to per-
form the sparse matrix operations required for the KPM
approximation of the effective field, Eq. (13).
D. Physical Quantities
In this section, we show how to evaluate physical quan-
tities for mobile electrons by the KPM37,44, such as local
charge and current densities. The expectation value of
an operator Aˆ for a given spin configuration {Sj} is ob-
tained as
〈Aˆ〉 =
∑
i
〈i|Aˆ|i〉f(εi({Sj})) =
∫
dεA(ε; {Sj})f(ε),
(14)
where {|i〉} is the complete set of single-particle elec-
tron eigenstates of the Kondo lattice model for {Sj}, and
A(ε; {Sj}) is defined by
A(ε; {Sj}) =
∑
i
δ(ε− εi({Sj}))〈i|Aˆ|i〉
=
∑
i
〈i|δ(ε− Hˆ({Sj}))Aˆ|i〉. (15)
Similar to Eq. (11), we can estimate A(ε; {Sj}) by the
KPM as
A(x; {Sj}) ≃
M∑
m=0
gJmwm(x)µ
A
mTm(x), (16)
where µAm is the moment in the Chebyshev polynomial
expansion. Using the orthonormality of Tm(x), µ
A
m is
obtained as
µAm =
∫
dxTm(x)A(x; {Sj})
=
∫
dx
∑
i
〈i|Tm(x)δ(x − Hˆ({Sj}))Aˆ|i〉
=
∑
i
〈i|Tm(Hˆ({Sj}))Aˆ|i〉
= Tr[Tm(Hˆ({Sj}))Aˆ]. (17)
Equation (17) is calculated by massive vector-matrix
products, whose computational cost is O(N2) when the
complete basis set is used. However, if Aˆ is a local opera-
tor, e.g., the one defined for a site, bond, or plaquette, it
only requires O(N) cost because the sum of i in Eq. (17)
is limited to the sites where Aˆ is defined.
III. NUMERICAL RESULTS
In this section, we examine the shape of magnetic do-
mains in the Kondo lattice model by the modified KPM-
LD simulation. In Secs. III A and III B, we present the re-
sults for the collinear Ne´el state on the square lattice and
the coplanar 120◦ state on the triangular lattice, respec-
tively. In Sec. III C, we show the results for noncoplanar
triple-Q states with scalar chiral ordering which are sta-
bilized near 1/4 and 3/4 fillings on the triangular lattice.
We also present how the spontaneous electric current by
the spin Berry phase mechanism flows along the DWs in
each case. In each section, we present the wave-number
dependence of the bare susceptibility χ0q in Eq. (4). The
relation between χ0q and the anisotropy of DWs in real
space will be discussed in Sec. IV.
A. Collinear Ne´el State
Let us first discuss the case of the Ne´el state, which is a
collinear antiferromagnetic (AFM) state. It is stabilized
in the Kondo lattice model on the square lattice near half
filling because of the perfect nesting of the Fermi surface
5FIG. 1. (Color online) (a) Real-space distribution of the stag-
gered magnetization M si obtained by the modified KPM-LD
simulation for the Kondo lattice model on the square lattice
at µ = 0 (n ∼ 0.5), J = 0.2, D = 0.005, and N = 1202.
(b) Bare susceptibility χ0q at µ = 0 in the momentum space.
The black square represents the 1st BZ. The arrows A and B
denote the cuts along which we evaluate the second derivative
of χ0q; see Sec. IV for details.
with the (π, π) ordering vector. The spatial pattern of
the localized spins is represented by
Si =

 00
(−1)rxi +ryi

 . (18)
We investigate what type of the domain structures is re-
alized in the Ne´el state by the modified KPM-LD simu-
lation.
Figure 1(a) shows a snapshot of domain structure in
the Ne´el state obtained by the modified KPM-LD simu-
lation for the square lattice system with N = 1202 under
periodic boundary conditions. We set µ = 0 to realize
the half filling, n ∼ 0.5 [n =∑iσ〈cˆ†iσ cˆiσ〉/(2N)], and take
J = 0.2. Figure 1(a) represents the real-space configura-
tion of the staggered magnetization, M si = (−1)ix+iySzi ,
at τ = 2 × 103; we here introduced a small positive
D = 0.005 to observe the domains in a clear form. In the
figure, there are three domains separated by the DWs.
The DWs have overall round shapes, while we can see a
weak preference along the diagonal directions compared
to the horizontal and vertical directions.
Figure 1(b) shows the corresponding bare suscepti-
bility χ0q defined in Eq. (4), calculated at µ = 0 and
T = 0.05 for N = 6002. As expected from the perfect
nesting property, χ0q exhibits a sharp peak at q = (π, π)
in the first Brillouin zone (1st BZ), which grows to a δ
function in the limit of T → 0 and N → ∞. The peak
is weakly anisotropic in the momentum space between
the vertical (A) and diagonal (B) directions. The rela-
tion between the structure of χ0q near the peaks and the
shape of DWs will be discussed in Sec. IV.
B. Coplanar 120◦ State
Next, we consider the case for a noncollinear but copla-
nar 120◦ AFM state on the triangular lattice. The spin
configuration is typically described by
Si =

 cos(QK · ri)sin(QK · ri)
0

 , (19)
where QK denotes the wave number at the K point in
the 1st BZ: QK = (
4
3
π, 0) or (2
3
π, 2√
3
π) [see Fig. 2(b)].
The 120◦ AFM order is regarded as a ferroic order of the
vector chirality defined as
χ
vc
p = Sp1 × Sp2 + Sp2 × Sp3 + Sp3 × Sp1 , (20)
where p1, p2, and p3 are the sites on each triangular
plaquette p in a counterclockwise direction. We use the
vector chirality to characterize the domains in the 120◦
AFM state.
Figure 2(a) shows a snapshot of the vector chirality
obtained by the modified KPM-LD simulation for the
triangular lattice system with N = 1202 under periodic
boundary conditions. We set µ = −0.95 (n ∼ 0.31) to
stabilize the 120◦ AFM order, and take J = 0.2. The plot
shows the z component of the vector chirality in Eq. (20),
(χvcp )
z, at τ = 3.2× 104; we introduced a small negative
D = −0.005 to clearly observe the domains. There are
two domains with positive and negative (χvcp )
z separated
by one DW, as shown in Fig. 2(a). The typical spin
6FIG. 2. (Color online) (a) Real-space distribution of the
z component of the vector chirality χvcp obtained by the
modified KPM-LD simulation on the triangular lattice at
µ = −0.95 (n ∼ 0.31), J = 0.2, and D = −0.005 for
N = 1202. The inset shows the schematic pictures of spin
patterns for the positive and negative (χvcp )
z on triangular
plaquettes. (b) Bare susceptibility χ0q at µ = −0.95 in the
momentum space. The black hexagon represents the 1st BZ.
The arrows A and B denotes the cuts along which we evaluate
the second derivative of χ0q; see Sec. IV for details.
patterns in each domain are shown in the inset. The
DW has a round shape and does not show the strong
preference in the direction.
Figure 2(b) shows the corresponding bare susceptibil-
ity χ0q in Eq. (4) evaluated at µ = −0.95 and T = 0.05
for N = 6002. χ0q exhibits a distinct peak at the K point
in the 1st BZ, which is consistent with the stabilization
of 120◦ ordering. The structure of χ0q near the peak is
nearly isotropic with threefold rotational symmetry. We
will return to this point in Sec. IV.
C. Noncoplanar Triple-Q States
In this section, we consider the case for a triple-Q AFM
state. The triple-Q state is characterized by three order-
ing vectors, whose spin pattern is typically given by
Si =
1√
3

 cos(QM1 · ri)cos(QM2 · ri)
cos(QM3 · ri)

 . (21)
Here, QMℓ (ℓ = 1, 2, 3) denote the three ordering vec-
tors: QM1 = (π,
1√
3
π), QM2 = (0,
2√
3
π), and QM3 =
(−π, 1√
3
π), which correspond to the M points in the 1st
BZ. Thus, the triple-Q order has a noncoplanar spin pat-
tern with four-sublattice unit cell, as shown in the inset
of Fig. 3(a). This peculiar order takes place in the Kondo
lattice model on the triangular lattice near 3/4 and 1/4
fillings: the former is stabilized by the perfect nesting
of the Fermi surface at 3/4 filling28, while the latter by
a partial nesting near 1/4 filling45,46. The noncoplanar
triple-Q states accompany a ferroic order of scalar chi-
rality,
χscp = Sp1 × Sp2 · Sp3 , (22)
defined on the triangular plaquette p, as in Eq. (20). χscp
acts as a Z2 variable even when the Hamiltonian pre-
serves the SO(3) symmetry. We use χscp to characterize
the magnetic domains in the triple-Q AFM states near
1/4 and 3/4 fillings in the following.
Figure 3(a) shows a snapshot of the scalar chirality
in the triple-Q ordered state near 1/4 filling, obtained
by the modified KPM-LD simulation for the triangular
lattice system with N = 1202 under periodic boundary
conditions. We set µ = −2 (n ∼ 0.22) and take J = 0.2
and D = 0. The figure represents the real-space con-
figuration at τ = 8 × 104. Unlike the cases of the Ne´el
and 120◦ states, DWs have a strong preference in their
directions; they prefer three directions, all of which are
perpendicular to the nearest-neighbor bonds of the tri-
angular lattice.
Figure 3(b) shows the result for the triple-Q state near
3/4 filling. We set µ = 2 (n ∼ 0.75) and take the same
values for the other parameters as in Fig. 3(a). While
the system exhibits several domains as in Fig. 3(a), the
directions of DWs exhibit a different preference from the
previous case: they prefer the three directions parallel to
the bonds.
Figures 3(c) and 3(d) show the bare susceptibilities χ0q
corresponding to the 1/4- and 3/4-filling cases, respec-
tively. We take µ = −2 and T = 0.05 in Fig. 3(c), and
µ = 2 and T = 0.01 in Fig. 3(d); N = 6002 in both
cases. For both fillings, χ0q exhibits distinct peaks at the
M points in the 1st BZ, consistent with the emergence
of the triple-Q order. However, the wave number depen-
dences around the peaks are totally different from each
other. In the case of 1/4 filling, the peak of χ0q is broader
along the direction A compared to the perpendicular di-
rection B, as shown in Fig. 3(c). In contrast, in the case
7of 3/4 filling, the peak of χ0q is much sharper along the
direction A than B, as shown in Fig. 3(d). To show the
anisotropic structures of χ0q near the peaks more clearly,
we present the enlarged figures in the three-dimensional
style in Figs. 3(e) and 3(f), corresponding to the white
dashed areas in Figs. 3(c) and 3(d), respectively. We
will discuss the relation between the wave number depen-
dences of χ0q and the distinct preferences in the direction
of DWs in Sec. IV.
Besides the direction of the DWs, we note that the
width of DWs is different between the two cases [see also
Figs. 4(d) and 4(f)]. The difference presumably stems
from the different electronic structures. The triple-Q
state is metallic for the parameters used in Fig. 3(a),
whereas it is insulating for Fig. 3(b). DWs might be
thicker in the metallic system than the insulating one,
reflecting the difference of the correlation length of elec-
trons through the spin-charge coupling.
The difference is more directly observed in the elec-
tronic properties. As the triple-Q AFM states are ferroic
ordered states of the spin scalar chirality, they exhibit
spontaneous electric currents at the edges of the system
due to the spin Berry phase mechanism47. Such edge
currents also appear at the DWs. Figures 4(a) and 4(b)
show the real-space distributions of the local current den-
sity corresponding to the spin states in Figs. 3(a) and
3(b), respectively, obtained by the method in Sec. II D.
Here, the local current density is defined as
jνk =
1
2i
〈cˆ†k cˆl − cˆ†l cˆk〉, (23)
where k and l are the nearest-neighbor sites along the ν
direction (ν = 1, 2, 3), as shown in the inset of Fig. 4(a).
The color of each bond represents jνi defined on the bond.
As shown in Fig. 4(a) for the case of 1/4 filling, the elec-
tric current flows in a (counter)clockwise direction in the
domains with positive (negative) χscp . On the other hand,
as shown in Fig. 4(b), the current flows in an opposite
direction in the case of 3/4 filling. The directional dif-
ference is explained by the Berry curvature of the occu-
pied bands at each filling28,29. More interestingly, the
two cases show a large difference in the spatial distribu-
tion of the current density. In the case of 1/4 filling, the
current density is distributed in a wide region in each do-
main, but in the case of 3/4 filling, it is spatially limited
to the vicinity of the DWs. This is presumably because
the influence of DWs spreads over a wider range in the
1/4-filling metallic state than the 3/4-filling insulating
one as the electron correlation length is longer in the
former metallic case than the latter insulating case, as
mentioned above for the thickness of the DWs.
Let us look closer how the current density and spin
scalar chirality change near DWs. Figure 4(c) shows the
enlarged figure of Fig. 4(a) in the square region, where a
vertical DW runs in the vertical direction in the center of
the square [see Fig. 3(a)]. We plot the projected current
density and spin scalar chirality along the arrow A in
Fig. 4(c). Here, we define the projected current density
at site i, ji, by the sum of j
ν
k projected onto the upward
direction along the DW [perpendicular to A in Fig. 4(c)];
we take the sum of the projected jνk over six bonds con-
nected to the site i. We also define the averaged scalar
chirality at site i, χ¯sci , as the average of the spin scalar
chirality on the six plaquettes including the site i. Fig-
ure 4(d) shows the profiles of ji and χ¯sci along the cut A in
Fig. 4(c). The result indicates that χ¯sci changes smoothly
from positive to negative across the DW, and ji exhibits
a broad negative peak where χ¯sci is suppressed. ji has a
nonzero value over about ten sites around the DW, while
it shows bumpy behavior presumably due to statistical
fluctuations of the small quantity. The corresponding
plots for the 3/4-filling case are shown in Figs. 4(e) and
4(f). In this case, χ¯sci changes rather sharply near the
DW, and correspondingly, the negative peak of ji is much
sharper than that in the 1/4-filling case; ji decays to zero
much quicker than that in Fig. 4(c). We also note that
the absolute value of ji at the DW is two orders of mag-
nitude larger than that in Fig. 4(d).
In the case of the triple-Q state at 3/4 filling, we note
that the current near the DWs flows in the zigzag way,
as shown in the enlarged figure in Fig. 4(e); the local
currents are relatively small on the bonds along the DW
direction, while they have substantial values along the
other two directions near the DWs. This is because the
localized spins are almost antiparallel on the bonds along
the DWs, which suppresses the kinetic motion of mobile
charges along this direction.
IV. DIRECTIONAL PREFERENCE OF
DOMAIN WALLS
In the previous section, we found that the magnetic
DWs may show directional preferences in some cases.
In this section, we discuss the relationship between the
structure of the bare susceptibility χ0q and the directional
preference of DWs.
Suppose the system shows a peak in χ0q at q = q
∗ and
a helical ordered state with the ordering wave vector q∗
is realized in the ground state. The following argument is
straightforwardly generalized to the cases with multiple
wave vectors, e.g., the triple-Q states. In the helical or-
dered state, a typical spin pattern with a single DW can
be described by a superposition of two helices, q∗ + dq
and q∗ − dq, with equal weights, where dq described a
small deviation from q∗. This DW state exhibits two
pairs of Bragg peaks in the spin structure factor as
|Sq| =
{ √
N/2 (q = ±q∗ ± dq)
0 (otherwise).
(24)
Note that Sq satisfies the sum rule
∑
q |Sq|2 = N . The
free energy of the RKKY interaction for the DW state is
8evaluated as
FDW = −J
2
2
(
χ0q∗+dqSq∗+dq · S−q∗−dq
+χ0q∗−dqSq∗−dq · S−q∗+dq
)
= −J
2N
8
(
χ0q∗+dq + χ
0
q∗−dq
)
. (25)
Suppose this can be expanded by the small dq, we obtain
FDW = −J
2N
4
(
χ0q∗ +
1
2
d2χ0q
dq2
∣∣∣∣
q=q∗
dq2 +O(dq3)
)
.
(26)
Note that the contribution linear to dq vanishes because
dχ0q/dq = 0 at q = q
∗. The first term in Eq. (26) corre-
sponds to the RKKY energy of the helical ordered state
without the DW. Hence, the second term in Eq. (26)
describes the leading contribution from the DW. Equa-
tion (26) indicates that the creation of the DW always
requires an energy cost as the second derivative of χ0q
with respect to q is always negative at q = q∗ by def-
inition as long as χ0q is differentiable with respect to q.
The energy cost is minimized when we choose dq along
the direction where |d2χ0q/dq2| at q = q∗ becomes small-
est. This suggests that the DW has a preference in the
direction along which the peak of χ0q decays most slowly.
The simple analysis well explains the numerical re-
sults obtained in Sec. III. For Ne´el and 120◦ states in
Secs. III A and III B, χ0q is rather isotropic in the mo-
mentum space, as shown in Figs. 1(b) and 2(b). Indeed,
the values of d2χ0q/dq
2 in the directions A and B are in
the same order. This explains the fact that the DWs in
these two states do not show a strong preference in their
directions. As mentioned in Sec. III A, we noted that in
the Ne´el case there is a small preference along the di-
agonal directions. This is also consistent with the fact
that d2χ0q/dq
2 in the B direction is smaller than that
in the A direction, as shown in Fig. 1(b). On the other
hand, for the triple-Q states discussed in Sec. III C, χ0q
has strongly anisotropic structure, as shown in Figs. 3(c)-
3(f). The anisotropy depends on the electron filling,
which well explains the distinct preference of the DW
directions found in the numerical simulations. In the 1/4-
filling case, |d2χ0q/dq2| along the direction A is about ten
times smaller than B. This explains the reason why the
DWs prefer the perpendicular directions to the nearest-
neighbor bonds of the triangular lattice. Meanwhile, in
the 3/4-filling case, |d2χ0q/dq2| along A is more than 100
times larger than B, which is consistent with the forma-
tion of DWs along the bonds.
Let us make two remarks on the simple analysis in
Eq. (26). The first one is on the expansion of χ0q with
respect to dq. In some cases, χ0q has a singular form with
the δ functional peak at q = q∗ in the zero-temperature
limit. This occurs when the system is at the van Hove
singularity with q = q∗. In fact, this is the case for
the Ne´el state and the 3/4-filling triple-Q state. Even in
these cases, the simple analysis above may be applicable,
as the singularity is smeared out at finite temperatures
and the DWs obey the energetics in Eq. (26) through the
development of χ0q while the annealing procedure.
The second point is on the higher-order contributions
beyond RKKY. In the case of the triple-Q states dis-
cussed in Sec. III C, we note that the contributions be-
yond the RKKY interaction plays an essential role in
their stabilization mechanism45. Such beyond-RKKY
contributions, however, are irrelevant in the directional
preference of DWs, as the DW states with multiple-Q
ordering are also described by a superposition of the
multiple-Q states and the similar argument to the single-
Q helical state will apply to the states. On the other
hand, the higher-order contributions will play a role in
the spatial patterns of the spin texture near DWs. This
needs more careful analysis, which is out of scope of the
present study.
V. SUMMARY
To summarize, we have investigated the formation of
magnetic DWs through the spin-charge coupling by large-
scale numerical simulation. We have studied the collinear
Ne´el, coplanar 120◦, and noncoplanar triple-Q states in
the Kondo lattice model with classical magnetic moments
by the modified KPM-LD simulation at zero temperature
starting from a random spin configuration, correspond-
ing to the sudden quench. Although neither the Ne´el nor
120◦ state shows a strong preference in the direction of
DWs, the triple-Q states near 1/4 and 3/4 fillings exhibit
distinct directional preferences depending on the filling.
In the 1/4-filling case, DWs run dominantly along the
directions perpendicular to the nearest-neighbor bonds
of the triangular lattice, while in the 3/4-filling case,
they strongly favor the directions parallel to the bonds,
as observed in the previous study27. We clarified that
the directional preference of magnetic DWs in the weak-
coupling region is predominantly determined by the elec-
tronic structure of mobile charges. This is rationalized by
the fact that, in the weak-coupling region, the effective
magnetic interaction, the so-called RKKY interaction, is
given by the bare susceptibility χ0q, which is determined
by the electronic band structure and the electron filling.
While the ordering wave vector is determined by the peak
of χ0q, we found that the directional preference of DWs
is related with the wave-number dependence around the
peak. When χ0q is nearly isotropic around the peak, DWs
have overall round shapes. On the other hand, if χ0q has
distinct anisotropy, the directions along which the peak
of χ0q decays most slowly correspond to the directions
strongly preferred by DWs. The former occurs in the
collinear Ne´el and coplanar 120◦ states, and the latter
in the two noncoplanar triple-Q states. In particular, in
the triple-Q states, χ0q shows the anisotropy in a different
manner between the 1/4- and 3/4-filling states, which is
reflected in the different preference of the DW directions.
9In the noncoplanar triple-Q states near 1/4 and 3/4
fillings, we have calculated the spontaneous currents in-
duced along the DWs through the spin Berry phase mech-
anism. We confirmed that, reflecting the opposite sign
of the Chern numbers, the current flows in the opposite
directions at 1/4 and 3/4 fillings, as predicted in the pre-
vious studies28,29. In addition, we found that the current
density is spatially distributed in a wide region in the
1/4-filling case, while it is rather confined in the vicinity
of DWs in the 3/4-filling case. We observed the similar
tendency in the width of the magnetic DWs (the region in
which the triple-Q order is disturbed); the width of DWs
is thicker in the 1/4-filling case than the 3/4-filling case.
The distinct behavior is presumably explained by the dif-
ference in the electronic states. The former is metal-
lic, while the latter is insulating; the electron correlation
length is longer in the former, which affects the electronic
and magnetic properties in a wider region around the
DWs.
Our analysis provides a simple mechanism of the di-
rectional preference of magnetic DWs in itinerant mag-
nets. In this mechanism, the shapes of magnetic DWs are
largely affected by the electronic band structure of mo-
bile charges. In other words, our mechanism is based on
the momentum-space (itinerant) picture, which is differ-
ent from that by the conventional real-space (localized)
picture originating from the crystalline shape, magnetic
anisotropy, and so on. As mentioned in Sec. I, recently,
the interesting magnetic DWs were observed in several
itinerant magnets showing metal-insulator transitions
with peculiar magnetic ordering, such as Cd2Os2O7
19
and Nd2Ir2O7
26. The present mechanism, which takes
the effect of mobile charges into account, might offer an
insight into the DW formation in such systems.
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FIG. 3. (Color online) Real-space distributions of spin scalar chirality χscp obtained by the modified KPM-LD simulation on the
triangular lattice for J = 0.2, D = 0, N = 1202, and (a) µ = −2 (n ∼ 0.22) and (b) µ = 2 (n ∼ 0.75). The inset in (a) shows the
schematic pictures of spin patterns in the noncoplanar triple-Q states, corresponding to the positive and negative χscp domains.
The arrows at the corners of the tetrahedra represent the spin directions at the corresponding sites. Bare susceptibilities χ0q for
(c) µ = −2 and (d) µ = 2. The black hexagon represents the 1st BZ in each figure. The arrows A and B show the cuts along
which we evaluate the second derivative of χ0q; see Sec. IV for details. (e), (f) Three-dimensional plots of χ
0
q in the dashed
squares in (c) and (d), respectively.
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FIG. 4. (Color online) (a), (b) Real-space distributions of the local current density jνi on each bond for the spin configurations
in Figs. 3(a) and 3(b), respectively. (c), (e) Enlarged pictures of the square areas in (a) and (b), respectively. (d), (f) Current
density ji and spin scalar chirality χ¯sci plotted along the arrows A and B in (c) and (e), respectively; see the text for details.
