We consider the extraction of accurate silhouettes of foreground objects in combined color image and depth map data. This is of relevance for applications such as altering the contents of a scene, or changing the depths of contents for display purposes in 3DTV, object detection, or scene understanding. To identify foreground objects and their silhouettes in a scene, it is necessary to segment the image in order to distinguish foreground regions from the rest of the image, the background. In general, image data properties such as noise, color similarity, or lightness make it difficult to obtain satisfactory segmentation results. Depth provides an additional category of properties.
Proposed method
Our approach includes four steps: see Fig. 1 . Firstly, graphs are built independently from color and depth information such that each node represents a pixel, and an edge e p,q ∈ E connects nodes p and q. We transform the color space into CIELUV space to measure differences between pixels, and use as a region merging predicate: two regions are merged if and only if they are clustered in both color and depth graphs, providing more accurate over-segmentation results. Secondly, depth maps are partitioned into layers using a multi-threshold method. In this step, objects belonging to different depth ranges are segmented into different layers. Thirdly, seed points are specified manually to locate the foreground objects, and to decide which depth layer they belong to. Finally, we merge the oversegmented scene according to cues obtained in the previous three steps, to extract foreground objects with their accurate silhouettes from both color and depth scenes.
Improved graph-based algorithm with depth
Although there have been related studies over the past 20 years, image segmentation is still a challenging task. To obtain foreground objects, the first step of our approach is to obtain an oversegmented scene. We improve upon the graph-based approach of Ref. [1] in the following two ways: Selection of color space. The first improvement concerns the color space used. RGB color space is often used because of its compatibility with additive color reproduction systems. In our approach, dissimilarity between pixels is measured by edge weights, which is calculated using Euclidean distance in CIELUV color space. Color differences, measured by Euclidean distances in RGB color space are not proportional to human visual perception; CIELUV color space is considered to be perceptually more uniform than other color spaces.
Fusion of color and depth.
The second important aspect is that we combine color and depth information to provide more over-segmented results. In Ref. [1] , the merging predicate is defined for regions R 1 and R 2 as where the minimum internal difference d i is defined by
Here, d b and w are the between-region difference and the within-region maximum weight, respectively, τ (R) is a threshold function which is based on the area of region R, and d b and w are defined as follows:
where edge weight ω(e) is a measure of dissimilarity between two pixels connected by edge e. An edge e ∈ E R connects two pixels in region R. Exclusive use of color information is very likely to lead to under-segmentation, and this needs to be avoided. Conversely, depth information may provide additional clues for providing more accurate silhouettes of objects. Thus, we build a separate graph based on depth information. During the segmentation process, two regions are clustered if and only if they are allowed to cluster both in the color image graph and the depth map graph.
Seed point specification
Seed points are used to locate the foreground objects in both color image and depth map. Our approach allows a user to specify an individual object to be extracted as a foreground object by roughly drawing a stroke on the object. We sample points on the trajectory of the stroke as seed points.
Typically our approach can extract the specified object by indicating seed points in this way only once, but in some cases, to obtain a satisfactory result, repeated interaction might be needed. Therefore we define two kinds of seed points, those inside and outside an intended object, which we call positive and negative seed points (PSPs and NSPs), respectively.
Regions containing positive seed points are called positive seed regions. When we unify an oversegmented color image, we remove regions which contain negative seed points (negative seed regions) to break continuity of regions, which are connected under constraints defined by depth layers; we maintain positive seed point regions as well as regions which are connected to them. Therefore, for each extraction task, a user may draw one or more strokes inside the foreground object for extraction, and pixels from the stroke are used as PSPs. Next, our approach provides an extraction result. If the result contains regions which should not be merged, the user may draw an NSP stroke in the joined regions to separate them, like using a knife to cut off redundant parts.
Depth layering
Given a depth map of a 3D scene,the purpose of depth layering is to segment the continuous depth map into several depth layers. We assume in this paper that depth values for a single indoor object are only distributed within a small range. This assumption may not be true in general but appears to be acceptable in our application.
We partition the depth map into depth layers in the form of binary images. A depth layer contains pixels in a range of depth values, and we consider these pixels as the foreground region (white) of the chosen depth layer. One depth layer is used to extract one foreground object. Therefore, the specified foreground object for extraction should lie inside the foreground region of the selected depth layer, as our approach merges an over-segmented scene based on the selected depth layer. If depth values of one object are not in a small range then the depth value interval of this object is out of the considered range of one depth layer, and have an integral object which is divided into more than one depth layer. In such a case, our approach is unable to select a proper depth layer to extract the integral object.
Inpainting for depth map.
Before depth layering, we do some preprocessing of the depth map, called inpainting, to reduce artefacts caused by the capturing procedure.
Time-of-flight cameras or structured lighting methods (as used by Kinect) cannot obtain depth information in over or under-exposed areas, and are often inaccurate at silhouettes of objects. This results in an incomplete depth map that has inaccurate depth for some pixels, and no depth at all for others. Estimating the depth for these missing regions is an ill-posed problem since there is very little information to use. Recovering the true depth would only be possible with very detailed prior knowledge of the scene (or by using an improved depth sensor, such as replacing one stereo matcher by another one).
We use an intensive bilateral filter, proposed in Ref. [2] , to repair the depth map. The depth of each pixel with missing depth information is determined by searching the k × k neighboring pixels for ones with similar color in the color image, and with a non-zero depth value. The search range varies until a fixed number of satisfactory neighboring pixels is reached. After completing all depth values of such pixels, a median filter is applied to the depth map, to smooth outliers in the depth map.
Segmentation of depth map. After inpainting in the depth map, next we segment the depth map into different layers such that each layer contains pixels in a range of depth values. The problem here is to decide how many layers should be used. If too few segmented layers are used, many over-segmented regions produced in the last step are probably in the same layer. Contrariwise, if the segmented layers are too many, a single over-segmented region is probably spread across more than one layer. Either case will make it difficult to distinguish whether a region belongs to a foreground object or not.
Our goal is that, in this step, those regions which overlap according to the seed points specified by the users, should be contained in the same layer. This agrees with the assumption that the user will usually specify most of the regions that belong to a foreground object. With this constraint, we segment the depth map into layers using an extended multithreshold algorithm as proposed in Ref. [3] . Equation (5) outlines how to segment a depth map into a given number n of layers:
where D(i, j) is the depth value at pixel (i, j), and T m , for 0 m n − 1, is the mth threshold computed by an extended Otsu's multi-threshold method.
We propose a method to find a proper depth layer automatically for a foreground object in given depth map. First, we initialise n as being the maximum number of layers that sufficient for any 3D scene considered. Thus, for any given depth map, the proper number of layers should be in the range of 2-n. Then we split the depth map repeatedly from 2 to n layers, in an ordered way, and obtain a series of segmented layers each represented by one binary image. Thus, for any given depth map, an optimal layer for a specified object should be in this set of segmented layers.
We define the pixels with value 1 in one binary image as being the foreground pixels; they comprise the foreground region of this layer. A layer is defined to be a valid layer if and only if all the positive seed points are in the foreground region in its corresponding binary image.
We sort all valid layers according to the total number of foreground pixels in the binary image. Our experimental results indicate that choosing the middle valid layer from the sequence defines a good choice, allowing the proper depth layer of the specified foreground object.
Merging over-segmented color regions
The improved graph-based algorithm provides a result that consists of homogeneous segments, while the purpose of our algorithm is to extract semantically meaningful objects from the background. Hence, over-segmented regions need to be merged. The basic idea of region merging combines similarity in depth and dissimilarity in color between adjacent regions.
Actually, one object often contains a variety of colors while it connects to the background region at the same depth. Therefore, we propose to group the regions on the basis of regional continuity which is established under the constraint of depth layers. Our regional continuity function is defined as follows:
where A d (k) is the area of overlap of the foreground of the selected depth layer with region k, A c (k) is the total area of region k, and T A is an adjustable coefficient.
Based on this criterion, the region merging step starts with region labeling, to distinguish and count the area of each region. Firstly, each region is relabeled (approximately) for initialization. Secondly, for each pixel p, we find those pixels among its 8-adjacent neighbors which belong to the same region as p. We then update p by assigning the minimum label among those of the detected 8-adjacent neighbors and p itself. We repeat this procedure until no update occurs. After that, each region has a unique label, and the area of each region, as well as the area of the region overlapping with the foreground region of the selected depth layer, can be determined by counting. Next, regional continuity is constructed on the basis of Eq. (6). We modify the regional continuity to remove mis-connected regions: negative seed regions and regions that are connected to positive seed regions via negative seed regions, should be disconnected from positive seed regions. Finally, semantically meaningful object results are obtained by merging positive seed regions and regions connected to them.
Experimental evaluation

Qualitative analysis
Our approach was evaluated mainly on a largescale hierarchical multi-view RGB-D object dataset collected using a Kinect device. A recently published dataset, the RGB-D Scenes Dataset v2 (RGB-D v2), includes 14 scenes which cover common indoor environments. Depth maps for this dataset were recovered by the intensive bilateral filter mentioned in Section 2.3 before the depth-layering step. The MSR 3D Video Dataset (MSR 3D), and more complex RGB-D images used by Zeng et al. [4] , were also employed to test our approach.
Objects and their silhouettes extracted by our approach are shown in Fig. 2 . Although Kinect devices provide depth maps with large holes and significant noise, a well restored depth map and the segmented results demonstrate the robustness of our algorithm to noise in the depth images. From our results we conclude that our approach is able (for the test data used) to extract foreground objects from the different background scenes.
Quantitative analysis
Metrics including precision, recall, and F -measure (see Eqs. (7)- (9)) were also computed and interpreted to analyze our results quantitatively: where T p is the number of correctly detected foreground object pixels, F p represents nonforeground object pixels detected as foreground object pixels, and F n means undetected foreground object pixels. We extract ground truth manually to evaluate the results, and set β = 1 to calculate the F -measure as we consider that the recall rate is as important as precision. Performance measures were computed for different datasets to evaluate the approach's effectiveness on those different datasets. See Fig. 3 for quantitative analysis results for our approach (yellow).
Comparison with other methods
For a comparative evaluation of our approach, we also tested five other methods designed for extracting objects from scenes in datasets as used above. They are the magic wand in PhotoShop, grab-cut, the original graph-based algorithm in Ref. [1] with depth layers, a multistage, hierarchical graph-based approach [5] with depth layers, and an improved mean-shift algorithm with depth layers. See Fig. 4 for comparative results.
Qualitative results. Compared to magic wand, shown in Fig. 4(A) , our approach (Fig. 4(F) ) is able to reduce the amount of user interaction considerably, only with a single initialisation needed to complete an extraction task.
Grab-cut [6] , in Fig. 4(B) , is excellent in terms of simplicity of the user input, but for colorful scenes, the extraction process is difficult and more interactions are needed to indicate the foreground and the background. Moreover, the results lack discrimination in the presence of color similarity.
The above methods only use color information to extract foreground objects. For a further illustration of the performance of our approach, extraction results provided by methods in which color and depth are both applied are also compared with our approach. First, we take the original graph-based algorithm [1] with depth layers as a baseline method in our experiments: see Fig. 4(C) . The graph-based algorithm generates over-segmented results. Then, regions are merged based on depth layer constraints and seed points. Comparing results shows the effectiveness of our improved graph-based method.
We also compare with results obtained by using an algorithm published in Ref. [5] which combines depth, color, and temporal information, and uses a multistage, hierarchical graph-based approach for segmenting 3D RGB-D point clouds.
Because the scenes in our applications are static, we are able to use the fast mode (i.e., removing temporal information) of the algorithm of Ref. [5] for providing over-segmented results. The 3D point cloud data, as generated by the color scene and depth map, are used as input for this method. The foreground objects are extracted based on the previous result, seed points, and the depth layers. See Fig. 4(D) for results of this method following Ref. [5] .
An improved mean-shift algorithm with depth layers, shown in Fig. 4(E) , is another candidate used for testing. Depth information is first added to amend the mean-shift vector to over-segment the color scene. The over-segmented results are merged based on the seed points and depth layers.
Quantitative results. Figure 3 presents the precision rate, recall rate, and F -measure for the above methods on three different datasets. One of the merging constraints of our approach is based on the depth layer, and as the edges of objects in the depth map are not so accurate (usually a little outside the objects compared to the ground truth), in the extraction results, our approach may merge some pixels that do not belong to the ground truth. Some methods provide higher precision because their extraction results are not integral and are almost contained within the ground truth. Thus, the precision rate of our approach is lower than that of some other methods. However, our approach offers more integral extraction results, which makes the recall rate higher than that of the others. The Fmeasure with β = 1 demonstrates that our approach performs better.
Amount of interaction. Figure 4 shows the interaction need by each method for each scene. For the magic wand, the red spots show the seed points specified by the users. The sizes and locations of the red spots should be chosen according to different foregrounds.
In grab-cut, a rectangular box is drawn around the foreground object. Red lines are seed points in the foreground, and blue lines are seed points in the background. When applying the grab-cut method to colorful scenes, for example, the scenes used by Zeng et al., more iterations and seed points are needed. We do not show all of the iterations of the grab-cut method on a scene used by Zeng et al. in Fig. 4 ; it is difficult to follow them visually. Seed points for the other four methods are specified by roughly drawing a stroke on the foreground. Red lines represent the seed points for the foreground, and blue lines represent the background.
There is no limitation on seed points in our method; we usually draw a stroke around the center of the specified foreground object, but this is not necessary. If the automatically selected depth layer is appropriate for extracting foreground objects, then no further seed points are needed. If not, then more positive seed points are required to specify other positions to be extracted as parts of foreground objects. Positions can be located according to the previously selected depth layer; therefore a user can coarsely add positive seed points around the located positions to obtain a proper depth layer. The user is able to obtain expected results by applying positive and negative seed points flexibly.
The extracted results of our approach remain fairly robust: the integrity of the objects is mostly retained while silhouettes are better preserved. Our approach outperforms in general the other approaches regarding the quality of results, with a reduced need for interaction.
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