The theory of spectra for Banach algebras is outlined, including the Gelfand-Naǐmark theorem for commutative B * -algebras. Resolutions of the identity are introduced, with examples; finally, we prove the spectral theorem for bounded normal operators on a Hilbert space, and conclude with some applications.
Definitions
The definitions supplied in the notes for the Lent 2003 part II Functional Analysis course will be assumed.
A complex Banach algebra is a complex Banach space A which also posesses a multiplication, with an identity element e having e = 1, satisfying the following properties for all x, y, z ∈ A, α ∈ C:
x(yz) = (xy)z (1) (x + y)z = xz + yz, x(y + z) = xy + xz (2) α(xy) = (αx)y = x(αy) (3) xy ≤ x y (4) Note that (4) implies that the multiplication is left-and right-continuous (that is, xy is a continuous function of x for every y and a continuous function of y for every x.)
There are two classes of Banach spaces which are sufficiently important to have special notations. One is the space C(X) of continuous complex-valued functions on a nonempty compact Hausdorff space X, with pointwise addition and multiplication and the supremum norm. The other is the space B(V ) of bounded linear operators on a nonempty Banach space V , with the usual operator norm and multiplication defined as composition.
The spectrum of x ∈ A is defined as the set σ(x) = {λ ∈ C : λe − x is not invertible}. The complement of σ(x) is known as the resolvent set, and the inverse (λe − x) −1 is the resolvent. Note that where A = B(C n ), the spectrum of T ∈ A is the set of eigenvalues of T ; the spectrum may be regarded as the natural generalisation of eigenvalues to arbitrary Banach algebras.
2 Basic properties of spectra Theorem 1. For any x ∈ A, σ(x) is a nonempty compact subset of C, and the spectral radius ρ(x) = sup{|λ| : λ ∈ σ(x)} has ρ(x) ≤ x < ∞.
Proof. For any y ∈ A with y ≤ 1, y n ≤ y n , so the series ∞ j=0 (−1) j y j converges in norm to some z ∈ A. By term-by-term multiplication it is clear that (e + y)z = z(e + y) = e. Hence e + y is invertible.
This implies that for |λ| > x , λe − x = λ e − x λ is invertible, so ρ(x) is finite and bounded above by x . Furthermore, given any invertible α ∈ A, then if β ≤ α −1 −1 , α + β = α e + α −1 β is invertible; so the set G of invertible elements is open in A.
The mapping R : λ → λe−x is evidently continuous, so R −1 (G) is open in C; but R −1 (G) is the complement of σ(x), so σ(x) is closed. So it is a closed and bounded subset of C, and therefore compact.
The proof of the nonemptiness of the spectrum clearly must involve some specific properties of C, since it does not hold in real Banach algebras, such as B(R 2 ); there exist rotations of the plane with no real eigenvalues. The following proof (and that of the next theorem) use a deep insight due to Gelfand, which was to study vector spaces by applying classical complex analysis to the linear functionals on them; the form presented here is similar to that in [7] .
Suppose that Φ is any bounded linear functional on
exists. (We have used the result that the mapping x → x −1 is continuous on G, which follows from
x − y .) On the other hand, as λ → ∞,
is empty, f is an entire function tending to 0 at infinity, and hence is bounded; so it must be everywhere zero, by Liouville's theorem ( [1] , ch. 4).
However, let λ 0 be an arbitrary complex number not in σ(x). Then (λ 0 e − x) −1 exists and is nonzero, so by the Hahn-Banach theorem (see [2] ) we can find a bounded linear functional Φ 0 such that Φ 0 (λ 0 e − x) −1 = 1, that is f (λ 0 ) = 1. This is a contradiction, so the spectrum must be nonempty.
Theorem 2.
lim
This may be proved using either the power series approach to complex analysis, or the Cauchy integral formula. We shall use the former approach, following [4] ; the latter may be found in [8] .
Let f (λ) be defined as above. Using the series derived above for (e + y) −1 , we see that for λ > x , the resolvent is given by (λe − x)
, with the sum convergent in the norm topology of A; so as Φ is continuous, f has the Laurent expansion
It has been shown that f is analytic on the complement of σ(x). By the existence and uniqueness theorems for Laurent series, it follows that this sum is in fact convergent for all λ with λ > ρ(x). Hence its terms must be bounded; so there exists a constant C (depending on Φ) such that Φ (x n ) ≤ Cλ n ∀n. So the set { x n λ n+1 : n ∈ N} is weakly bounded -that is, every continuous linear functional is bounded on this set. It follows from the Banach-Steinhaus theorem that any weakly bounded set is in fact uniformly bounded; see [2] , ch. 5. So there is some constant D such that x n ≤ Dλ n , and consequently
Since λ was chosen arbitrarily subject to |λ| > ρ(x), we conclude that
On the other hand, for any n > 1,
It follows that if λ n e − x n is invertible, then λe − x must be so; hence [ρ(
It follows that lim n→∞ x n 1/n exists and is equal to ρ(x).
One important aspect of this theorem is that if A is a subalgebra of a larger algebra B, then the spectrum σ A of x considered as an element of A may be strictly larger than its spectrum σ B as as an element of B, since λe − x may be invertible in B but not in A. However, the spectral radius has been expressed in terms of the norm properties of x alone, which do not depend on the algebra within which x lies.
The following theorem considerably strengthens this result.
Theorem 3. Every boundary point of σ
As before, this may be proved by expressing the algebraic property that λ is a boundary point of σ(x) in terms of the norm. The following simple argument is from [3] .
Proof. We shall show that if d(λ) is the distance from λ to the nearest point of the spectrum, then
We know that if y is invertible and z < y , then y + z is invertible. So (λ + µ)e − x is invertible whenever |µ| < λe
By axiom (4) in the definition of a Banach algebra, it is clear that u
It is clear that any λ having this property is necessarily in σ(x), since the resolvent is a continuous function outside σ(x). This clearly implies the theorem.
Corollary. Suppose that the spectrum of x ∈ A is wholly real. Then every point is a boundary point; so the spectrum of x is the same in any algebra B enclosing A.
Commutative algebras
It is clear that any Banach algebra is a ring; and many of the standard constructions of the theory of commutative rings have analogues for commutative Banach algebras.
A homomorphism between Banach algebras is defined to be a map h : A → B, where A and B are Banach algebras, which is linear and satisfies h(xy) = h(x)h(y). An ideal is a vector subspace J such that x ∈ A, y ∈ J ⇒ xy ∈ J. It is clear that the kernel of a homomorphism is an ideal; and conversely, if I is an ideal, then the quotient space A/I has a natural Banach algebra structure which makes the quotient map A → A/I into a homomorphism.
An ideal is proper if it is a proper subset of A, and a proper idea is maximal if there is no proper ideal K strictly containing J. A straighforward Zorn's lemma argument shows that any proper ideal lies within some maximal ideal (since the union of any chain of proper ideals ordered by inclusion is an ideal, which is proper as it does not contain e).
For any x ∈ A, the set [x] = {xy : y ∈ A} is evidently an ideal, the principal ideal generated by x. This is clearly proper if and only if x is not invertible. If I is any ideal and x ∈ I, then we must have [x] ⊂ I. This implies
Lemma 5. x is invertible if and only if it it does not lie in any maximal ideal.
As in the case of rings, ideals in the quotient algebra A/I correspond uniquely to ideals in A containing I. It follows that if I is maximal, A/I has no maximal ideals except {0}, so every nonzero element is invertible -A/I is a field. This is a very strong requirement to place on a Banach algebra:
Lemma 6 (Gelfand-Mazur). A Banach algebra which is also a field is isometrically isomorphic to C.
Proof. By theorem 1 every element x of the algebra must have a nonempty spectrum; but if λ ∈ σ(x), λe − x is not invertible and hence must be zero. Thus x = λe, as required.
So for every maximal ideal I there is a (unique) homomorphism from A to C with kernel I. This implies the following useful characterisation of spectra: Theorem 7. Let A be a commutative Banach algebra. The spectrum of x is the set {h(x) : h ∈ ∆}, where ∆ is the set of homomorphisms A → C.
As any homomorphism is linear, it suffices to prove that x is invertible if and only if there is no h ∈ ∆ such that h(x) = 0. However, this is precisely Lemma 5.
As a corollary, we deduce that for any
Involutions and B * -algebras
A B * -algebra is a Banach algebra A with a map x → x * on A (known as an involution), satisfying the following axioms for all x, y ∈ A, α ∈ C:
Note that the fifth axiom implies that x x * ≥ x 2 , or x * ≥ x ; together with the fourth, we see that x * = x . If x * = x, x is said to be hermitian. It is clear that for any compact Hausdorff space X, C(X) is a B * -algebra, with the natural involution f * (x) = f (x). Also, B(H), the algebra of bounded operators on a Hilbert space, is a B * -algebra, where M * is the adjoint of M . (Recall that this is defined by M x, y = x, M * y ∀x, y ∈ H; it may be easily shown that M * exists and is unique.) That the first four axioms are satisfied is immediate; as for the fifth, on one hand
is said to be a * -homomorphism. The next theorem claims that any homomorphism from a B * -algebra to C is in fact a * -homomorphism.
Theorem 8 (Gelfand-Naǐmark). Let A be a commutative B * -algebra. Then for any homomorphism h :
Proof. It is clear from the definition of an involution that every element may be expressed uniquely as a sum u + iv where u and v are hermitian. Hence it suffices to show that if x is hermitian, then h(x) is real.
So α 2 + β 2 + 2βt ≤ u 2 for all t, whence β = 0, as required.
Corollary. For any x ∈ A, we have x = ρ(x).
Proof. Let y = xx * . Then y is hermitian. By the definition of a B * -algebra, we have y
However, we know that y = xx * = x 2 ; so we have x = ρ(x). B * -algebras have a useful regularity property related to Theorem 3.
Lemma 9. If N ∈ A is invertible in B(H), it is invertible in A.
Proof. Consider the operator R = N N * . This is self-adjoint, and hence normal; so its spectrum is wholly real. Also, since (
is invertible in B(H).
If R is not invertible in A, that is 0 ∈ σ A (R), then 0 must be a boundary point of σ A (R), since σ A (R) ⊂ R. So by Theorem 3, 0 is in the spectrum of N with respect to any superalgebra of A, in particular B(H). But we know N is invertible in B(H), which is a contradiction; so N is invertible in A.
Since
Corollary. If A is a closed subalgebra of a B * -algebra B and A is closed under the involution, then σ A (x) = σ B (x) for all x ∈ A.
Resolutions of the identity
As observed above, B(H), where H is a Hilbert space, is a B * -algebra, and the theory developed above may be applied to it to obtain some remarkable representation theorems for normal operators (operators which commute with their adjoint). Henceforth we shall reserve the letters x, y, . . . for elements of H, and denote elements of B (H) by M, N, . . . .
Let Ω be a compact subset of C, and M the σ-algebra of Borel subsets of Ω. Then a resolution of the identity is a map E : M → B(H) such that
(iv) For every x ∈ H and y ∈ H, the function E x,y (ω) = E(ω)x, y is a regular complex Borel measure on M.
Observation 2. If M and N are operators on H and M x, y = N x, y ∀x, y ∈ H, then clearly we must have M = N ; so (iv) and the additivity property of measures implies that we must have
for any disjoint sets ω 1 , ω 2 .
Observation 3. For any x ∈ H, E x,x is a positive measure of total variation x 2 . This is because
is self-adjoint and idempotent.
Observation 4. The requirement that each E x,y be regular is in fact automatically true, due to theorem 2.18 of [7] , which states that on a locally compact Hausdorff space for which every open set is σ-compact, such as any compact subset of C, a Borel measure µ with µ(K) < ∞ for every compact K is necessarily regular.
Let us consider some examples of resolutions of the identity. Let M be a normal linear operator on C n , so its spectrum is the set of its eigenvalues λ 1 , . . . , λ m . Since a normal operator is unitarily diagonalizable ( [6] , §15.12), the eigenspaces E λ j are mutually orthogonal and their direct sum is the whole space.
For subsets ω ⊂ {λ 1 , . . . , λ m }, defineẼ ω = λ∈ω E λ . If we define E(ω) to be the orthogonal projection ontõ E ω , then it is easily checked that (i)-(iv) are satisfied.
Since E(·)x, y is a measure, it makes sense to consider integrals with respect to that measure. We see that
What is 
x(t)y(t)dµ(t)
where µ is Lebesgue measure.
Define the operator M by [M x] (t) = t x(t)
. This is clearly a bounded linear operator of norm 1; it is also self-adjoint, and thus normal. It is not difficult to see that if λ / ∈ [0, 1], then λI − M is invertible; on the other hand, if λ ∈ (0, 1), then the functions f n which are n on [λ − We shall construct a resolution of the identity by the rule
Then E x,y (ω) = ω x(t)y(t)dµ(t), so E x,y is the weighted measure xȳµ. This is clearly a complex measure, and satisfies
The important aspect of this example is that M has no eigenvalues: there is no square-integrable function with tx(t) = λx(t) except the zero function. So it cannot possibly have a diagonalisation in the sense of standard linear algebra.
However, for any closed V ⊂ σ(M ) such that E(V ) = 0, M maps the range R of E(V ) into itself, so the restriction M |R is a bounded linear operator on R; and σ(M |R) = V (that is, the spectrum of M regarded as an element of B(R) is V .) Roughly speaking, for each λ ∈ σ(M ), there are spaces which come arbitrarily close to being eigenspaces with eigenvalue λ, but no exact eigenspace.
The purpose of resolutions of the identity is to provide a framework sufficiently flexible to describe such phenomena. It is this statement of the fact that "a normal operator is diagonalizable" which generalises in the most natural way: the spectral theorem for bounded normal operators states that for any bounded normal operator M on a Hilbert space, there is a unique resolution of the identity E on the Borel subsets of its spectrum such that
Proof of the spectral theorem
The following proof of the spectral theorem, which is similar to that of [3] , uses the Riesz representation theorem ( [5] , §36.6; [7] , §6.19). This states that if X is a locally compact Hausdorff space and Γ is a bounded linear functional on C(X), there exists a unique regular complex Borel measure µ of total variation Γ such that
The key to the proof is to find a mapping Ψ between C(σ(M )) and a closed subalgebra of B(H) such that the identity function on C(σ(M )) maps to the operator M itself; then for any x, y ∈ H, f → Ψ(f )x, y is a linear functional on C(σ(M )), and the Riesz theorem provides a Borel measure µ x,y representing this functional, which we shall take to be E x,y .
The easiest way to construct such a mapping is to use the B * -algebra structure of C(σ(M )), and find a map Ψ preserving as much of this structure as possible: an isometric * -isomorphism. If the identity function λ → λ is mapped to M , and the conjugation function λ →λ to the adjoint M * , then any polynomial P (λ,λ) must be mapped to P (M, M * ), and this map is clearly a homomorphism. However, σ(M ) is compact; so by the Stone-Weierstrass theorem ( [2] , ch. 6) the polynomials P (λ,λ) are dense in C(σ(M )). Hence if the linear mapping Ψ defined above on the subalgebra of polynomials can be shown to be continuous, then it must have a unique continuous extension to all of C(σ(M )), the range of which must be contained in the closure A of the space of polynomials P (M, M * ) -the smallest closed subalgebra of B(H) containing M and M * . In fact, Ψ is not only continuous, but isometric. Since M is normal, A is a commutative B * -algebra 1 , and the corollary to Theorem 8 implies that
The answer is about as nice as we could hope for.
Lemma 10 (Spectral mapping theorem for polynomials).
That is, the norm of P (M, M * ) as an element of B(H) is exactly the norm of P as an element of C(σ(M )). Hence Ψ is an isometric * -isomorphism, as claimed.
(There is a very good reason why this mapping should be so remarkably regular; it is an example of the Gelfand transform, which states that any commutative B * -algebra is isometrically * -isomorphic to C(∆), where ∆ is the set of its maximal ideals endowed the weak- * topology. This, however, is outside the scope of this essay; a thorough account is given in [8] , ch. 11.)
Using this isomorphism Ψ, it is possible to complete the proof of the spectral theorem.
Theorem 11 (Spectral theorem for bounded normal operators). For any normal M ∈ B(H), there exists a unique resolution of the identity E such that
This has the following properties:
(b) Every element of A commutes with each of the projections E(ω). Entered for the Yeats Prize 2003
Proof. Define µ x,y to be the unique regular complex Borel measure on σ representing the functional Ψ(·)x, y , provided by the Riesz theorem.
Then for any Borel subset ω of σ, µ x,y (ω) is uniquely defined by ω, x and y. So it must be sesquilinear in x and y for each fixed ω. Also, we must have |µ x,y (ω)| < x y : |µ x,y (ω)| < var µ x,y , the total variation of µ x,y is the norm of the functional Ψ(·)x, y , and | Ψ(f )x, y | ≤ Ψ(f )x y ≤ x y f ∞ , so the norm of this functional is at most x y as claimed.
Thus for any ω, there exists a unique bounded linear operator E(ω) such that µ x,y (ω) = E(ω)x, y . Now, I claim that these E(ω) satsify the axioms for a resolution of the identity. Let's verify the axioms given above.
The first requirement is trivial. For the second, E(Ω)x, x = µ x,x (σ(M )). Since µ x,x is a positive measure, this is precisely the norm of the functional Ψ(·)x, x . This is clearly bounded above by x 2 , and since Ψ(1) = e, this bound is attained. Hence E(σ)x, x = x 2 ∀x, y ∈ H, and it follows that E(σ(M )) is the identity.
(ii) E is self-adjoint.
The definition of E implies that
So we seek to prove that
The isomorphism Ψ was defined in such a way that Ψ(f ) = (Ψ(f )) * , so we have shown that
for all continuous f , from which it follows that µ y,x = µ x,y as required.
An appealing proof of this is to use characteristic functions: E(ω) = Ψ(χ ω ), and since Ψ is multiplicative, we have
Unfortunately, as written this is not valid, since Ψ is defined on the Banach algebra C(σ) of continuous functions, and characteristic functions aren't continuous. However, in the equation
the right-hand side is still defined when f is any bounded Borel function on σ, and defines a bounded linear operator on H. Hence this may be used to extend the definition of Ψ to such functions; if we can now show that Ψ is still multiplicative on this larger domain, the desired result will follow. and we see that the measures f · µ x,y and µ x,z are the same, so these formulae hold for all bounded Borel g.
We can now conclude that for arbitrary bounded Borel functions f and g, we have
and the result follows.
(iv) For every x ∈ H and y ∈ H, the function
is a complex measure on M.
This is immediate from our definition of E.
It remains is to show that the resolution of the identity thus constructed is unique. This, however, is immediate, since for each x, y the measure µ x,y is unique. Hence if there existed two distinct resolutions of the identity E, E , for any ω ∈ M we would have E(ω)x, y = E (ω)x, y for all x, y ∈ H, so E(ω) = E (ω).
The fact that E(U ) = 0 for open sets U ∈ M follows from the fact that if U is open, there exists a continuous function f on σ(M ) having support in U which is not everywhere zero. If E(U ) = 0, then
but Ψ is an isometry, and hence injective, which is a contradiction.
To show that each E commutes with every element of A, we note that E(ω) = Ψ(χ ω ). It has been shown that Ψ(f )Ψ(g) = Ψ(f g) for any bounded Borel f and g; it clearly follows that Ψ(f )Ψ(g) = Ψ(g)Ψ(f ), and it follows that every E commutes with every element of A.
The next theorem provides an interpretation of the spectral decomposition in terms of eigenspaces.
Theorem 12. Let V ∈ M. Then if the range R of the spectral projection E(V ) is nonempty, it is an invariant subspace of M , and Int V ⊂ σ(M |R) ⊂ V (where X is the closure of X).
Proof. Since E(V ) commutes with M , for every x ∈ R we must have
Thus R is an invariant subspace and the restriction M |R is well-defined.
. Since E(V ) is a projection, its restriction to its own range R is the identity. Thus Ψ(f ) is the inverse of µI − M in the algebra B(R); so µ / ∈ σ(M |R). Conversely, suppose µ ∈ Int V . Then µ is disjoint from the closure of σ(M ) \ V , so by the same logic as above, µI − M is invertible on the orthogonal complement S of R, which is the range of E(σ(M ) \ V ). Hence if µI − M is invertible on R, it is invertible on R ⊕ S = H; but V ⊂ σ(M ), so µI − M cannot be invertible on H. Hence it is not invertible on R, so µ ∈ σ(M |R). Since σ(M |R) is a closed set containing Int V , it contains Int(V ).
Some consequences of the spectral theorem
Evidently the spectral theorem gives us a great deal of insight into the structure of normal operators on Hilbert space. Let's use this to prove some interesting theorems. For the following theorem, we shall define an operator P to be positive if P x, x ≥ 0 for all x ∈ H. It is easily seen that any positive operator is self-adjoint, and thus normal.
Theorem 14. A necessary and sufficient condition for P to be positive is that σ(P ) ⊂ [0, ∞).
The necessity result is elementary (see [8] , thm. 12.32). The sufficiency follows from the spectral representation: P x, x = σ(P ) λdµ x,x (λ) ≥ 0 since µ x,x is a positive measure and λ > 0.
For the next few results we shall need to extend the spectral mapping theorem to a wider class of functions: the spectrum of Ψ(f ) is f (σ(M )), where f is any continuous function.
Proof. We shall first show that σ(Ψ(f )) ⊂ f (σ(M )); that is to say, if there is no λ ∈ σ(M ) such that f (λ) = µ, then µI − Ψ(f ) is invertible. However, this is immediate, since g(λ) = 1 µ−f (λ) ∈ C(σ(M )); so Ψ(g)(µI − Ψ(f )) = Ψ(g)Ψ(µI − f ) = Ψ(1) = e. So µ / ∈ f (σ(M )) ⇒ µ / ∈ σ(Ψ(f )). For the second part, we must show that Ψ(f (λ 0 ) − f (·)) is not invertible for λ 0 ∈ σ(M ). If it has an inverse in the minimal closed subalgebra A generated by e, M and M * , then this must be Ψ(g) for some g ∈ C(σ(x)); we then must have g(λ)(f (λ 0 ) − f (λ)) = 1 on σ(M ), which is clearly not possible. However, by Lemma 9, this is sufficient, since A is a closed subalgebra containing Ψ(f (λ 0 ) − f (·)) and its adjoint. This is immediate, as the principal branch of the square root function is defined and continuous on σ(P ) and maps it into a subset of the positive real line. Hence S = Ψ( √ ·) exists and satisfies S 2 = P ; and by the spectral theorem its spectrum lies in [0, ∞), so S is positive. (It may in fact be shown that S is unique, but this requires a little more machinery.) Theorem 16. Any invertible bounded operator T may be expressed as U P where U is unitary and P is positive. T is normal if and only if U P = P U .
