Abstract. Let M be a compact connected surface with boundary. We prove that the signal condition given by the Gauss-Bonnet theorem is necessary and sufficient for a given smooth function f on ∂M (resp. on M ) to be geodesic curvature of the boundary (resp. the Gauss curvature) of some flat metric on M (resp. metric on M with geodesic boundary). In order to provide analogous results for this problem with n ≥ 3, we prove some topological restrictions which imply, among other things, that any function that is negative somewhere on ∂M (resp. on M ) is a mean curvature of a scalar flat metric on M (resp. scalar curvature of a metric on M and minimal boundary with respect to this metric). As an application of our results, we obtain a classification theorem for manifolds with boundary.
Introduction
A natural problem in differential geometry is to find metrics with prescribed curvature, i.e, construct a Riemannian metric on a given smooth manifold M whose curvature is equal to a given function f on M .
On closed manifolds, the prescribed scalar curvature problem has been completely solved by Kazdan and Warner [16, 18, 19] . Here we address this problem for manifolds with boundary. For instance, let M n be an ndimensional manifold with boundary ∂M, given a smooth function f defined on the boundary (or in the interior), is there a Riemannian metric g such that the mean curvature H g| ∂M = f (or scalar curvature R g = f )? In fact such a problem is equivalent to solving a quasilinear partial differential equation for g and we remark that there is an approach that consists in seeking the desired metric g, having curvature pointwise conformal to a fixed one, see for instance [11, 12, 27] as well as the recent works [22, 21, 6] .
Suppose M is a compact two-dimensional Riemannian manifold with boundary ∂M . The Gauss-Bonnet theorem states that
where K denotes the Gaussian curvature, κ is the geodesic curvature of the boundary, χ(M ) is the Euler characteristic, dv is the element of volume and dσ is the element of area. Beside establishing a link between the topology (Euler characteristic) and geometry of a surface, it also gives a necessary signal condition on the Gaussian curvature of a surface or geodesic curvature on the boundary in terms of its Euler characteristic.
Consider the following natural consequence given by the Gauss Bonnet theorem when M is a bounded domain Ω in R 2 with smooth boundary (resp. compact connected 2-manifold with geodesic boundary):
If X (M ) > 0, then κ (resp. K) must be positive somewhere. If X (M ) = 0, then κ (resp. K) must change sign unless it is κ ≡ 0. (1.1) If X (M ) < 0, then κ (resp. K) must be negative somewhere.
In the first result we prove that the obvious signal condition (1.1) is also sufficient to the problem of prescribing curvature. More precisely, we have the following theorem: Theorem 1.1. Let Ω ⊂ R 2 be a bounded domain with smooth boundary. A function κ ∈ C ∞ (∂Ω) is the geodesic curvature of a flat metric on Ω if only if κ satisfies the signal condition (1.1).
We also prove the following result for manifolds with geodesic boundary. One of the key ingredients in the proof of Theorem 1.1 and Theorem 1.2 is the celebrated Osgood, Phillips, and Sarnak uniformization theorem for surfaces with boundary [26] . Namely, if the surface has boundary, in each conformal class of Riemannian metrics, there is a unique uniform metric of type I, i.e., a constant curvature metric with zero geodesic curvature, and a unique uniform metric of type II, i.e. the resulting Riemannian manifold M is flat, i.e. the sectional curvature is zero and ∂M has constant geodesic curvature on the boundary.
In order to generalize Theorem 1.1 and Theorem 1.2 we need of a version of the uniformization theorem in higher dimensions. In this respect, we have the Yamabe problem for manifolds with boundary that consists in finding a metric conformal to the background one having constant scalar curvature and minimal boundary or having zero scalar curvature and constant mean curvature on ∂M. Such a problem has inspiration in the closed case and it was solved in almost every case by Escobar [8, 9] . We refer the interested reader to Marques [23, 24] , Almaraz [1] , Brendle and Chen [3] and Mayer and Ndiaye [25] that studied many of the remaining cases.
Using results of existence of metrics with constant scalar curvature and minimal boundary or with zero scalar curvature whose boundary has constant mean curvature, we have the following theorems. Theorem 1.3. Let M n , n ≥ 3, be a compact connected manifold with boundary.
i) Any function on ∂M that is negative somewhere is a mean curvature of a scalar flat metric on M .
ii) Every smooth function on ∂M is a mean curvature of a scalar flat metric if and only if M admits a scalar flat metric with positive constant mean curvature on the boundary. Theorem 1.4. Let M n , n ≥ 3, be a compact connected manifold with smooth boundary. i) Any function on M that is negative somewhere is a scalar curvature of a metric with minimal boundary. ii) Every smooth function on M is a scalar curvature of a metric with minimal boundary with respect to this metric if and only if M admits a metric with positive constant scalar curvature and minimal boundary.
Taking account some topological restrictions given in Section 6, we separate the compact manifolds with boundary into three groups: Theorem 1.5. Compact manifolds with boundary and dimension n ≥ 3 can be divided into three classes:
a) Any smooth function on ∂M (resp. M ) is mean curvature of some scalar flat metric (resp. scalar curvature of a metric on M with minimal the boundary with respect to this metric); b) A smooth function on ∂M (resp. M ) is mean curvature of some scalar flat metric on M (resp. scalar curvature of a metric with minimal boundary with respect to this metric) if and only if it is either identically equal to zero or strictly negative somewhere; furthermore, any scalar flat metric having zero mean curvature is totally geodesic (resp. Ricci-flat). c) A smooth function on ∂M (resp. M ) is mean curvature of some scalar flat metric (resp. scalar curvature of a metric with minimal the boundary with respect to this metric) if and only if it is strictly negative somewhere.
In short, every compact manifolds with boundary of dimension n ≥ 3 has a scalar flat metric on M with constant negative mean curvature on ∂M (resp. a metric with constant negative scalar curvature and minimal boundary). Those in item a) or b) are scalar flat on M and have vanishing mean curvature on the boundary, and those in item a) are scalar flat on M and have constant positive mean curvature on the boundary (resp. constant positive scalar curvature and minimal boundary).
The paper is organized as follows. In Section 2, we gather some preliminary tools, discuss notations and formally present the second order linear operator we shall study. In Section 3, we prove the remarkable property that the map g → (R g , 2H g ∂M ) is almost always a surjection, which, together an approximation lemma contained in Section 4, allow us to prove in Section 5 and 6 results concerning what functions can be realized as scalar curvature or mean curvature of the boundary for dimension n ≥ 2. To be more precise, we prove Theorem 1.1 and 1.2 in Section 5 and, discussing some topological obstructions results, we prove Theorem 1.3, 1.4 and 1.5 in Section 6.
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preliminaries
Let M n be n-dimensional compact connected Riemannian manifold with boundary. Let S
where M 2,p denotes the open subset of S 2,p 2 of the Riemannian metrics on M. Since R g and H g ∂M involve derivatives of g up to second order, by the Sobolev Embedding Theorem, for p > n, we have that Ψ is a C ∞ map. Given an infinitesimal variation h. We denote by
and δH γ h := ∂ ∂t H γ+th t=0 , the variation of the scalar curvature R and of the mean curvature H in the direction of h, respectively. Here γ = g ∂M . Moreover, one recall that
where ν is the outward unit normal to ∂M , ω is the one-form on ∂M defined by ω(X) = h(X, ν), tr g = g ij h ij is the trace of h and our convention for the laplacian is ∆ g f = tr g (Hess g f ). The linearization of Ψ will be denoted by
By Green formula, we see that
for all h ∈ M 2,p and f ∈ W 2,p (M ), where
Before proceeding, we need of the following lemma. 
The proof of Lemma 2.1 is just to apply the divergence theorem to the field X = f div g h − h(∇f, ·).
A direct calculation using the previous lemma gives that
where we have omitted the volume forms and used the fact that
We first observe that the previous calculations clearly shows that the formal
, where
We claim that S * g (f ) is an underdetermined elliptic operator, which in other words means that it has injective symbol (see [15] for definition). Indeed, the principal symbol of S * is given by
x M (cotangent space at x) and ǫ normal to ∂M at x. Note that the principal symbol of A * g this is injective for ε = 0. To see this, if we assume that σ(A * g ) x (ε)f = 0, taking its trace, we see that (n − 1)|ε| 2 f = 0. Moreover, for every linearly independent couple of vectors ǫ and η belonging to R n , the polynomial in the complex variable τ
has exactly two roots, one with positive and one with negative imaginary part (Indeed, take the trace and obtain 0 = (n − 1)( η 2 τ 2 + ǫ 2 )). Thus, A * g is a second order (overdetermined) elliptic operator. One condition has to be satisfied in order for S * g (f ) to be an elliptic boundary problem
1
, that is A * g to be elliptic on M , and properly elliptic, and B * γ to satisfy the ShapiroLopatinskij condition at any point of the boundary, for precise definition see Section 20.1 of [15] , Section 2.18 of [7] or chapther of [20] . Since ν is not tangent to ∂M, it is possible to verify that the boundary problem satisfies the Shapiro-Lopatinskij condition (see for example (Ell 2 ) in [7] , page 108 as well all discussion in p. 107-108). In Section 3, we study the surjectivity of the operator S g which, in fact, relies on study the injectivity S * g , i.e, to analyse the linear partial differential equation S * g f = 0. Indeed, we have to apply the standard elliptic theory to (A g A * g f, B γ B * γ f ) (see also Theorem 2.50 of [7] , relating elliptic boundary properties such as Fredholm operator, regularity of solutions and an a priori estimate). In fact, since A * is an operator of order 2 with injective symbol, then A has also injective symbol and, thus,
Moreover, since B γ and B * γ satisfy the Shapiro-Lopatinskij condition, then B γ B * γ also satisfies it.
Consider f ∈ KerS * g . Taking the trace we get that
Local surjectivity
In order to prescribe the mean curvature we have to show that the following g → (R g , 2H γ ) map is locally surjective. We remark that the same conclusions in this section hold under the condition of metrics close in W s,p norm for s > n p + 1.
,p (∂M ) is a surjection if one of the following holds:
i) H γ is not a positive constant; ii) H γ = 0, but Π γ is not identically zero.
Proof. Since S * g has injective symbol, it suffices to show that S * g is injective. We first prove part ii), let f ∈ KerS * g = Ker(A * g f, B * γ f ). It is immediate 1 Sometimes called of oblique derivative problem to see that if H γ = 0 in (2.4), then f is a constant function which together with f Π γ = 0 on ∂M implies that f is constant equal to zero. For part i), assume that f is not identically zero on ∂M . It follows from
, where e n = ν, then we get by Codazzi equation that
where R ijkl is the curvature tensor of (M, g). Thus,
However, from B * γ f = 0 we have that
where we have used that
Since R g = 0 (and so ∆ g f = 0 on M ) and A * g f = 0, we have that Hess g f = f Ric g , which together with all the above facts implies that ∇ ∂M H γ = 0, so H γ is constant. Notice that (2.5) implies that H γ is an eigenvalue of the Steklov problem of second order and hence H γ ≥ 0.
We claim that if there exists a point x 0 ∈ ∂M so that f (x 0 ) = 0, then we must have ∇ ∂M f (x 0 ) = 0. Reasoning by contradiction, assume that ∇ ∂M f (x 0 ) = 0. We define h(t) := f (α(t)), where γ is any geodesic on the boundary of M starting from x 0 . A direct calculation gives that h(t) satisfies the following linear second-order ODE:
where we have used (2.5). Because h(0) = 0 and h ′ (0) = 0, we have that h(t) ≡ 0 and, thus, f = 0 on ∂M.
As consequence, 0 is a regular value of f | ∂M which implies that ∇ ∂M f = 0 on f −1 (0) and ∇ ∂M H γ = 0 on an open dense set and hence everywhere. As before, we obtain another contradiction. Thus, f is zero on ∂M and so S * g is injective.
i) R g = 0, but Ric g is not identically zero; ii) R g is not a positive constant.
Proof. Due to the similarity of the arguments, we merely sketch the proof. The condition in item i) implies that f is constant, in fact, equal to zero provided f Ric g = 0.
We now sketch the second part. Since
then R g is constant if f is not identically zero. However, note that R g is constant equal to zero because Rg n−1 is not a positive eigenvalue of the Neumann problem. We claim that ∇f (x 0 ) = 0 whenever f is zero at some point. Indeed, consider the geodesic α starting at x 0 . Defining h(t) = f •α(t), a similar computation shows that h, and thus f , is identically equal to zero. Hence we can conclude that f ∈ KerS * g is constant equal to zero. Now, for locally solve Ψ(g) = (f 1 , f 2 ) in an appropriate topology, we use the implicit function theorem to prove that Ψ is a locally surjective map.
then there is a metric g 1 ∈ M 2,p such that Ψ(g 1 ) = f Moreover, g is smooth in any open set where f is smooth.
Proof. In order to apply the implicit function theorem we consider the following operator S :
where U is sufficiently small neighborhood of zero in W p,4 . Indeed, this is an oblique boundary value problem for a second order quasilinear elliptic differential equation and by the Sobolev Embedding Theorem, with n > p, S is a
,p (∂M ). We claim that S ′ (0) is an isomorphism when restricted a small neighborhood of W 4,p norm. In fact, S(0) = Ψ(g 0 ) and
It follows from the implicit function theorem that S maps a neighborhood of zero in W p,4 onto a neighborhood of
there is an η > 0 so that if
then there exist a solution g 1 = g 0 + S * u of Ψ(g 1 ) = f. Using elliptic regularity and a bootstrap argument we have that if f smooth, then u is smooth.
Remark 3.4. For n = 2, the map Ψ may not be onto a neighborhood of Ψ(g) = 0. For instance, the Gauss-Bonnet theorem for manifold with boundary shows that a flat disk with two boundaries components does not admit metric with geodesic curvature strictly positive or strictly negative.
Let M be a manifold with boundary and ρ : M → R is a smooth function. For p > n, we set
whereρ : ∂M → R is a smooth function. The sets M In the next proposition we state a result about nonsurjectivity. Proposition 3.6. Let (M, g) be a Riemannian manifold with boundary. The following assumptions imply that S g is not surjective: a) M is scalar flat with totally geodesic boundary ∂M or M is Ricci-flat with minimal boundary; b) M = B n+1 is the Euclidean ball of radius r 0 in R n+1 or M = S n + is the standard hemisphere of radius r 0 in R n+1 .
Proof. We easily see that in the conditions of item a), KerS g is composed of constant functions and S g is not surjective.
If M is a standard euclidean unit ball B, the Steklov eigenfunctions f with first nonzero eigenvalue n − 1 also satisfies
Therefore, S * g is not surjective. Here, functions satisfying ∆f = 0 in M and
on ∂M belongs to Ker S * g . In contrast, when M = S n + with the metric g, the Robin eigenfunctions f with first nonzero eigenvalue n also satisfies
g in M and ∂f ∂ν g = 0 on ∂M.
Analogously, S * g is not surjective and all function f ∈ W 2,s (M ) satisfying ∆f = −(n/r 2 0 )f in M and ∂f ∂ν = 0 on ∂M belongs to Ker S * g .
Approximation Lemma
In this section, inspired by Theorem 2.1 in [17] , we show how to approximate a function arbitrarily closely in L p (M ) and W 1 2 ,p (∂M ) in order to apply Theorem 3.3. We proof the following lemma.
Lemma 4.1 (Approximation Lemma
. If the range of g is in the range of f , that is, min f ≤ g(x) ≤ max f on ∂M , then given any positive ε there is a diffeomorphism ϕ of M such that, for p > 2n, we have that
. If the range of g is in the range of f , that is, min f ≤ g(x) ≤ max f on M , then given any positive ε there is a diffeomorphism ϕ of M such that, for p > n, we have that
Proof. For part a), let {∆ i } be a locally finite triangulation of ∂M so fine that g is nearly constant in each simplex. Then we can assume that for each i we have 
We will find a diffeomorphism ϕ of M so that ϕ(
This allow us to define ϕ = ϕ 1 • ϕ 2 . Note that we are not interested in the behavior of the diffeomorphism in the interior of M.
Recall that
is the Glagliardo norm of u.
We use (4.1), (4.2) and (4.3) to infer
where we have omitted the volume forms. The next step is to study the following identity.
[
For p > 2n, setting z = x − y we obtain that
where we have used the mean value theorem in the third line, (4.3) in the fourth line and (4.4) in the fifth line. Note that in the second line the kernel
On the other hand,
where we have used in the fourth line (4.1) and (4.2) and the mean value theorem in the third line. Here, the fifth line is less than
16 provided a constant r 0 can be chosen sufficiently small such that
. , then we have
The remaining item follows from an easy modification in the argument of Theorem 2.1 of Kazdan and Warner [17] .
Prescribing curvature: Proof of Theorem 1.1 and 1.2
In this section, using approximation lemma 4.1 and Theorem 3.3, we prescribe the scalar (resp. Gaussian, if dim M = 2) curvature and mean (resp. geodesic, if dim M = 2) curvature of the boundary of a certain class of manifolds with boundary. More precisely, we show the following result.
Proposition 5.1. Assume n ≥ 2. Let (M n , g 0 ) be a compact Riemannian manifold with boundary. a) Let M be a scalar flat manifold with mean curvature on the boundary equal to H 0 , and let H be a smooth function on ∂M. If there is a constant c > 0 satisfying
Then H is the mean curvature of the boundary of some scalar flat metric on M.
b) Let M be a manifold with constant scalar curvature R 0 and minimal boundary, and let R be a smooth function on M. If there is a constant c > 0 satisfying
Then R is scalar curvature of some metric with minimal boundary.
A immediate consequence is the following. Proof of Proposition 5.1. We will prove item a) since the other case is entirely analogous. If KerS * g 0 = 0 (for example, by Proposition 3.1, this may occur if H 0 is negative), then by Lemma 4.1 there is a diffeomorphism ϕ of M such that for p > 2n we have
In view of Theorem 3.3 there is a metric g 1 satisfying
By Lemma 52 of Cox [5] and the diffeomorphism invariance of scalar curvature, we have that the required metric is given by g = (ϕ −1 ) * (cg 1 ) at each point in M . However, if KerS * g 0 = 0 (which by Proposition 3.1, says that H 0 is constant), one may perturb g 0 slightly in order to have non constant mean curvature H g 0 and scalar flat metric in M still satisfying min cH ≤ H 0 ≤ max cH. Indeed, take a function u defined on the boundary that is nearly equal to 1 and letũ be its harmonic extension, sog =ũ 4 n−2 g 0 gives the desired deformation 2 . Hence, we can repeat the previous argument.
The following result corresponds to Theorem 1.1 and 1.2.
2 In order to obtain a metric with non constant scalar curvature Rg 0 and minimal boundary still satisfying min cR ≤ R0 ≤ max cR, we may consider a sufficiently small perturbation of the formg = g0 + h where h(X, Y ) = 0 for all X, Y ∈ T (∂M ). 1 and 1.2) . Let Ω ⊂ R 2 be a bounded domain with smooth boundary (resp. compact surface M with geodesic boundary). A function κ ∈ C ∞ (∂Ω) (resp. K ∈ C ∞ (M )) is the geodesic curvature of a flat metric on Ω (resp. Gaussian curvature of a metric on M whose boundary is geodesic) if only if satisfies the signal condition (1.1).
Proof. The proof goes along the lines of Proposition 5.1. Here the Osgood, Phillips and Sarnak [26] uniformization theorem plays a fundamental role in our proof, because there is a unique uniform flat metric with constant geodesic curvature boundary and a unique uniform metric of constant curvature metric with geodesic boundary.
Existence of metrics with constant curvature
Let (M n , g), n ≥ 3 be a complete, n-dimensional Riemannian manifold with boundary ∂M . Denote byg = u 4 (n−2) g a metric conformally related to g, where u is a smooth positive function. It is well know that
The quadratic form associated with the operator (L, B) is
where dv and dσ are the Riemannian measure on M and the induced Riemannian measure on ∂M, respectively, with respect to the metric g. For a, b > 0 let us define the following functional
The Yamabe invariant is defined by
which is invariant under conformal change of the metric g for (a, b) ∈ {(0, 1), (1, 0)} (see [8, 9] ). It is not difficult to show that Q 1,0 ∂B) ), then there exists a smooth metric u 4 n−2 g, u > 0, of constant scalar curvature and zero mean curvature on the boundary (resp. zero scalar curvature with constant mean curvature on ∂M ).
Moreover we have other invariants with respect to conformal geometry that are the eigenvalues of the boundary problem (L, B):
An immediate consequence from the variation characterization of the first eigenvalue of problems (6.3) and (6.4) is the following. Proposition 6.1 (Escobar [9] ). The first eigenfunction for problem (6.3) or (6.4) is strictly positive (or negative). Moreover, λ 1 (L) is positive (negative, zero) if and only if λ 1 (B) is positive (negative, zero).
We also have the following fundamental result due to Escobar [9] saying that there are three possibilities which are distinguished by the sign of the first eigenvalues λ 1 (B) and λ 1 (L) (In fact, there is an analogy with (1.1)).
Proposition 6.2 (Escobar [9] ). Let (M n , g) be a compact Riemannian manifold with boundary n ≥ 3. There exists a metric conformally related to g whose scalar curvature is zero and the mean curvature of the boundary does not change sign. The sign is uniquely determined by the conformal structure. Hence there are three mutually exclusive possibilities: M admits a conformally related metric, which is scalar flat and of (i) positive, (ii) negative, or (iii) identically zero mean curvature of the boundary.
It is clear that holds an analogue result if there exists a metric conformally related of minimal boundary and whose scalar curvature does not change sign.
The Gauss Bonnet theorem for surfaces with boundary gives obvious topological obstructions to prescribing the Gauss curvature and geodesic curvature. In fact, to best of our knowledge, there is no similar obstruction result for n ≥ 3. Taking this into account we study the existence of metrics with constant scalar curvature or constant mean curvature. The strategy is first obtain metrics with λ 1 (B) < 0 and λ 1 (L) < 0. The key step is to construct a metric with negative finite total curvaturê
for certain manifolds with boundary. Basically, we use the idea of Bérard-Bergery [2] to deform a metric in a small disk. We have the following result.
) is a manifold with smooth boundary, then either there exists a metric g with λ 1 (B) < 0 or λ 1 (L) < 0.
Proof. We can see from Proposition 6.1 that it is sufficient to prove that
p + q = n with p ≥ 1 and q ≥ 2. Let f be a function f on D depending only on the distance to origin and so that f ≡ 1 nearly ∂D.
On D × S p we put the warped product metric
where g s and g d are the standard metric on S p and D, respectively. We next consider a metric g on M that coincides with g 0 on D × S p . The integral of scalar curvature can be written as follows:
However, the second integral on the right hand side is equal tô
since p ≤ n − 2, the first integral in (6.5) and´∂ M H γ dσ do not depend on f we can choose f such that´M |∇f | 2 dv g d becomes sufficiently large in order to get´M R g dv negative as we want. Thus by variational characterization of λ 1 (L), we have that λ 1 (L) < 0 as desired.
Remark 6.4. We can still prove that if λ 1 (B) < 0 or λ 1 (L) < 0, then there is a conformal metric, g, which is scalar flat with mean curvature H g = −1 on the boundary or has scalar curvature R g = −1 and minimal boundary, respectively. Indeed, assume that λ 1 (B) < 0, so we have to solve the following problem
where β is the critical exponent n/(n − 2). Let ϕ be the corresponding associated eigenfunction of (6.4). Now, choose constants 0 < c − < c + such The following proposition implies the existence of metrics, depending on the case, having zero scalar curvature and minimal boundary. Proposition 6.5. Assume n ≥ 3. Let M n be a compact manifold with smooth boundary. If M has a scalar flat metric of positive mean curvature (resp. positive scalar curvature and minimal boundary), then it has a scalar flat metric with zero mean curvature.
Proof. Assume that M has a scalar flat metric of positive mean curvature on the boundary. By supposition, λ 1 (B, g + ) > 0. On the other hand, it follows from Proposition 6.3 that there exists g − such that is scalar flat and has constant negative mean curvature. So we have that Q 0,1
3 on g. Therefore, the result follows from Proposition 2.1 of [9] .
Combining Proposition 6.3 and 6.5 we arrive at the following proposition. Proposition 6.6. Let M n , n ≥ 3, be a manifold with smooth boundary.
a) M carries a scalar flat metric with constant negative mean curvature (resp. constant negative scalar curvature with minimal boundary). b) If M carries a scalar flat metric g whose boundary has mean curvature H γ ≥ 0 and H γ = 0 (resp. R g ≥ 0 and R g = 0 with minimal boundary), then there exists on M a scalar flat metric with mean curvature H g ≡ 1 on ∂M (resp. a metric that has scalar curvatureR g ≡ 1 and minimal boundary) and a scalar flat metric with zero mean curvature on ∂M .
Finally, combining Proposition 5.1, Proposition 6.6 and Proposition 6.1, we can draw the following conclusion:
Corollary 6.7 (Theorem 1.3 and Theorem 1.4). Let M n , n > 2, be a manifold with smooth boundary.
i) Any function that is negative somewhere on ∂M (resp. on M ) is a mean curvature of a scalar flat metric (resp. a scalar curvature a metric whose boundary has mean curvature zero). ii) Every smooth function on ∂M (resp. on ∂M ) is a mean curvature of a scalar flat metric (resp. a scalar curvature of a metric, where the mean curvature of the boundary is zero) if and only if M admits a scalar flat metric with positive constant mean curvature on the boundary (resp. positive constant scalar curvature and minimal boundary).
Proof of Theorem 1.5
Because Theorem 1.3 and Theorem 1.4, we can be divide the class of the compact manifolds with boundary as follows:
• M carries a scalar flat metric g whose boundary has mean curvature H γ ≥ 0 and H γ ≡ 0 (resp. a metric with scalar curvature R g ≥ 0 and minimal boundary).
• M carries no scalar flat metric g with positive mean curvature (no metric with positive scalar curvature and minimal boundary), but do have one with H γ ≡ 0 and R g ≡ 0.
• M carries a scalar flat metric whose mean curvature on ∂M is negative somewhere (metric with negative scalar curvature and whose boundary is minimal).
Next we will prove Theorem 1.5 which follows from the topological restrictions discussed in Section 6. Theorem 7.1 (Theorem 1.5). A compact manifolds with boundary and dimension n ≥ 3 can be divided into three classes: a) Any smooth function on ∂M (resp. M ) is mean curvature of some scalar flat metric (resp. scalar curvature of a metric on M with minimal the boundary with respect to this metric); b) A smooth function on ∂M (resp. M ) is mean curvature of some scalar flat metric on M (resp. scalar curvature of a metric with minimal the boundary with respect to this metric) if and only if it is either identically equal to zero or strictly negative somewhere; furthermore, any scalar flat metric having zero mean curvature is totally geodesic (resp. Ricci-flat). c) A smooth function on ∂M (resp. M ) is mean curvature of some scalar flat metric (resp. scalar curvature of a metric with minimal the boundary with respect to this metric) if and only if is strictly negative somewhere.
Proof. The result is a immediate consequence of Proposition 5.1 and Proposition 6.6. However, it remains to show that if M does not admit a scalar flat metric with positive mean curvature on the boundary, then any scalar flat metric with zero mean curvature on the boundary has totally geodesic boundary (Similarly, we can prove the analogous if M does not admit a metric with positive scalar curvature on the boundary and minimal boundary). Assume that λ 1 (B) = 0. Let g(t) be a smooth family of metrics with g(0) = g and infinitesimal variation ∂ ∂t g(t)| t=0 = −Π g . If Π g = 0, then it follows from Proposition 8.1 in Appendix A that
where we have used that g is scalar flat and has constant mean curvature on the boundary which implies that ψ = 1 and Π g = Πĝ. So λ 1 (g(t)) > 0 for all t > 0 sufficiently small and we conclude from Proposition 6.1 that there is a metric with positive mean curvature, which is a contradiction unless Π g ≡ 0 holds.
Appendix A
Let (M n , g), n ≥ 3, be a n-dimensional Riemannian manifold with boundary ∂M = ∅. Recall the following conformal boundary operator (L, B), where L = ∆ − where g = ϕ 4/(n−2) g andg = ψ 4/(n−2) g.
Proof. Let ϕ(t) and ψ(t) denote the first eigenfunctions associated to the first eigenvalues λ 1 (L t , g(t)) and λ 1 (B t , g(t)), respectively. Taking a derivative of L t ϕ(t) = λ 1 (L t , g(t))ϕ(t) and B t ψ(t) = λ 1 (B t , g(t))ψ(t) we get that The results now follow by a straightforward computation using (2.1) and the following identities: where g = e 2f g. We remark that these conformal change formulae (8.6) and (8.7) can be found at [8] .
