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Resource allocation for distributed systems is a well-known ap-
proach to deal with quality of service requirements. However, ex-
isting approaches do not consider the effects of resource allocation
at the different levels of a system, especially when considering the
end-to-end behavior of distributed compositions such as service
choreographies. Based on our previous research on the optimized
and QoS-aware resource allocation for service choreographies and
publish-subscribe brokers, we outline a novel approach that inte-
grates the treatment of resource allocation at both levels in order
to yield a more precise control over end-to-end QoS. The paper
presents an early architecture and discusses some of the main chal-
lenges towards realizing the approach.
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1 INTRODUCTION
Large-scale distributed applications in the Future Internet will in-
volve a multitude of heterogeneous services and resources that will
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need to be integrated and coordinated in a dynamic way to match
evolving requirements and changing execution environments. Ef-
fective coordination in this context can be achieved through service
choreography protocols [1], which enable services to coordinate
themselves in a decentralized way to achieve meaningful collab-
oration. Nevertheless, achieving such distributed coordination in
a way that preserves end-to-end QoS and makes efficient use of
resources remains an open research problem.
In previous work, we proposed an end-to-end QoS-aware ap-
proach for the optimized allocation of resources to the services that
take part in choreographies [7]. While the approach is effective in
guaranteeing the QoS of service choreographies, its precision is
limited due to the fact that it abstracts away the effect of the mid-
dleware layer on end-to-end QoS. Middleware components, such as
pub/sub brokers, message queues, and service buses are an integral
part of the data path, and thus also contribute to performance-
related QoS attributes, such as end-to-end delay and throughput.
A finer level of control over the QoS of service choreographies
can thus be achieved by considering the middleware components,
together with the application-level services as first-class entities
with respect to resource allocation.
While the problem of QoS-constrained resource allocation for
service choreographies (and indeed for service compositions in gen-
eral) is not new, the approach presented in this paper differs from
existing approaches by proposing a novel integration of four com-
plementary architectural elements. Firstly, we adopt a cross-layer
view of resource allocation, by considering both the application-
and middleware-level entities involved, enabling greater control
over the effects of resource allocation on QoS. Secondly, we use a
proactive approach, which considers the service demand imposed
by choreography clients, together with the capacity and QoS re-
quirements of the services in a end-to-end manner prior to the
actual choreography enactment, thus avoiding excessive QoS vio-
lations while still allowing runtime adaptation if needed. This is
in contrast with reactive approaches, such as in [5] and [4], which
start with a initial (default) resource configuration and adapt it
as QoS violations are detected. Thirdly, as introduced in previous
work [6], resource allocation at the middleware level takes into
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account the possibility of intermittent connectivity of services, thus
contributing to make the approach feasible for service choreogra-
phies that involve mobile services and IoT devices. Finally, resource
allocation takes into account the fact that services can be shared
across multiple choreographies, enabling the optimized allocation
of resources [7].
In this position paper, we review our previous work on enabling
QoS-aware resource allocation, separately, for the application ser-
vices layer and for the middleware layer, which in turn provides the
building blocks for the integrated cross-layer resource allocation
approach that we propose. We discuss a motivating scenario and its
handling using the cross-layer approach in Section 2. In Section 3
we describe the foundation elements of the proposed approach,
while Section 4 outlines an architectural model to realize it. In Sec-
tion 5 we present a research agenda in the form of open research
questions that need to be answered in order to achieve a concrete
realization of the approach. Finally, Section 6 concludes the paper.
2 MOTIVATION
Consider the scenario depicted in Figure 1, which shows an appli-
cation for controlling urban traffic based on the processing of video
streams from cameras distributed across a city area. This application
may be implemented as a choreography of IoT devices and services,
without a central point of coordination and typically exploiting the
flexible cloud-based allocation of resources for services.
Figure 1: Motivation example of a choreography of services
and IoT devices
The diversity and scale in this scenario suggest the adoption of
appropriate communication middleware (e.g., pub/sub), in order to
deal with heterogeneity, mobility, intermittent connectivity, faults,
and scalability. Hence, the communication middleware and its cor-
responding allocated resources not only impact the effectiveness of
message delivery but also its end-to-end QoS, particularly in terms
of message delays and throughput.
The allocation of suitable resources for the participating services
is a common strategy to improve QoS, and it is relatively well-
supported by cloud providers. However, each service is typically
considered in isolation, both from other services and from the un-
derlying middleware, thus lacking coordination when allocating
resources for an entire choreography of services, and not allowing
the system to consider overall goals in terms of end-to-end QoS.
Moreover, dealing with the intermittent connectivity of mobile
services and IoT devices may require different resource allocation
actions at both levels, e.g., to deal with voluntary disconnections at
the application services level, and with forced network disconnec-
tions at the middleware level. This motivates the need for jointly
managing the allocation of resources for both services and their
underlying communication middleware (e.g., publish-subscribe bro-
kers), which in turn may require managing the contribution of each
service and middleware component towards the end-to-end QoS.
We organize the resource allocation problem in two layers of QoS
concerns, depicted in Figure 2: (i) application layer, which comprises
each service or IoT device that participates in the choreography;
and (ii) middleware layer, which comprises the components of the
middleware infrastructure (e.g., brokers) that enable the communi-
cation links among services and IoT devices. We argue for a holistic
approach for resource allocation that acts at both layers, taking
into account the contribution of each application- or middleware-
level component towards the end-to-end QoS. Hence, an effective
strategy for resource allocation should carry out coordinated cross-
layer actions, interrelating local choreography adaptations with















Figure 2: Cross-layer resource allocation
3 EARLY EVIDENCE
From the above discussion, it is clear that accurate QoS-aware
resource allocation depends on taking into account both the appli-
cation and middleware layers. In this section, we outline elements
of our previous work that consider each of these levels separately,
and which can be used as the basis for a cross-layer approach.
3.1 Resource Allocation for Services
In previous work [7], we addressed the problem at the application
layer, by proposing a QoS-aware approach for resource estimation
and selection when deploying multiple service choreographies with
shared services. Given a high-level description of service chore-
ographies and related constraints, the approach enables autonomic
resource allocation in a hybrid cloud environment, with multiple
cloud providers, whilst decreasing resource utilization costs.
We formalize the resource allocation problem for service chore-
ographies and solved it using a matching strategy based on the
Multiple-choice Multi-dimension Knapsack Problem (MMKP) [9].
We use a graph structure to represent the combined view of all ser-
vice choreographies, so as to enable the matching between services
and available resources. As part of this process, it is necessary to
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Figure 3: Performancemodel for the application layer in ser-
vice choreographies.
Figure 4: Performance model for the middleware layer in
pub/sub systems.
estimate the QoS contribution of each service on all end-to-end
paths in the multiple choreographies in which the service takes
part. For simplicity, we only considered performance related QoS at-
tributes. In order to estimate the QoS contribution of each candidate
resource we rely on queuing theory [8].
As illustrated in Figure 3, resource selection is carried out by
analyzing each end-to-end interaction flow in the service choreog-
raphy definitions provided as input. For each pair of service and
candidate resource, the expected QoS contribution in the flow is
estimated using as input the load from the related choreography,
as well as the cumulative load from other choreographies that also
use the same service. Moreover, to model the processing rates of
messages passing through each service, we use anM/M/c queue –
c is the number of processor cores of each candidate resource and
µpr is the rate for processing messages at each core.
In [7], we focused only on application-level services and ab-
stracted away the effects of middleware components on resource
utilization as well as on the transmission delay when carrying out
the performance analysis. By doing so, we were able to focus on the
specificities of service sharing among choreographies. However,
we recently extended the proposed approach to target resource
allocation for the middleware layer, as described next.
3.2 Resource Allocation for Pub/Sub Brokers
Publish/Subscribe middleware protocols decouple peers (publishers




Figure 5: Overall architecture.
interactions especially when peers are intermittently connected. Ad-
ditionally, they introduce mechanisms for event routing and trans-
mission. To support distributed applications spanning a wide-area,
the pub/sub system has to be implemented as a set of independent,
communicating brokers, forming a broker overlay. An important
design-time decision is the deployment of each broker to an appro-
priate machine (resource allocation). While a number of resource
allocation solutions exist, they mainly focus on the satisfaction of
local QoS requirements (e.g., employing load balancing strategies
for individual jobs) lacking support for end-to-end non-functional
properties.
In [6], we provide a QoS-aware solution for allocating resources
to pub/sub brokers by taking into account the end-to-end response
time between peers, as well as their intermittent connectivity. As
shown in Fig. 4, we follow a similar approach as the one described
in Section 3.1 by modeling the middleware layer of interacting peers
and using a matching strategy. In particular, by relying on [2, 3]
we model each broker by using an input and an output queue. The
input queue is anM/M/c (µpr is the core’s event processing rate).
The output queue can be either anM/M/1 or an ON /OFF queue.
In both cases the µtr is used to model the transmission delay of
events inside the network. ON /OFF output queues are used to
model intermittently connected subscribers, whileM/M/1 queues
are employed to model event transmission between brokers.
It is worth noting that in [6] we ignore possible application layer
event processing, which is targeted in the approach proposed here.
4 OVERALL ARCHITECTURE
In our ongoing work, we are combining the building blocks de-
scribed in the previous section as part of an integrated approach for
cross-layer QoS-aware resource allocation for service choreogra-
phies. We are currently considering choreographies where services
are connected by pub/sub middleware, notably aiming at support-
ing services that represent IoT devices. We now outline the main
elements of the system architecture.
Our initial proposal for the combined approach is to model both
levels as a single optimization problem where the goal is to jointly
allocate resources for application-level services and for message
brokers, subject to common QoS constraints. In doing so, the joint
approach matches the system elements (application-level services
and middleware components) to resources taking into account the
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intermittent behavior of communicating peers. As illustrated in
Figure 5, the input for the proposed matching strategy includes:
• the system model, which comprises a choreography-like de-
scription of the service interaction flows and inter-service
communication paths, as well as the queuing models de-
scribed in the previous section and the related QoS con-
straints; and
• the resource model, which describes the available resource
types in a multi-cloud environment.
The aforementioned approach relies on the fact that the indi-
vidual solutions presented in Section 3 are essentially based on
the same strategy. More precisely, we abstract the application- and
middleware-level entities to be deployed/inspected as a groupwhere
each entity can participate in multiple contexts, such as multiple ser-
vice choreographies in the application layer and multiple message
routing paths in the middleware layer. However, some open re-
search questions must be answered (as highlighted next), especially
if we take into account heterogeneous communication paradigms
instead of only pub/sub.
5 OPEN RESEARCH QUESTIONS
An initial concrete realization of the approach proposed in this
paper is part of our ongoing work. We are currently investigat-
ing the interaction of the queuing models used at the two levels
(application and middleware) considering end-to-end paths across
multiple service choreographies and the use of pub/sub middle-
ware. Although in previous work we have validated the queuing
network model for arbitrary paths on a network of pub/sub bro-
kers, we relied on predefined paths between the communicating
entities. Providing a solution that considers the multiple, possibly
dynamic paths (and their corresponding loads) between services in
a multi-choreography scenario is still an open issue.
We also need to refine the system model to represent the map-
ping between choreography flows and communication paths at
the middleware level. The model should consider the possibility
of having multi-hop paths at the middleware level to connect ad-
jacent services in a choreography. Moreover, it must cater for the
possibility that these paths may change dynamically.
Another important issue relates to the likelihood that multi-
ple middleware technologies, representing different interaction
paradigms (including client-servermiddleware andmessage queues),
may be needed in large-scale distributed service choreographies.
The QoS and resource allocation models need to consider such het-
erogeneity. For instance, while the middleware layer in the case of
pub/sub brokers is typically allocated on separate hosts, for client-
server, the middleware components are usually collocated with
the application components (e.g., in the form of client and server
libraries). Moreover, it may also be necessary to consider the re-
sources requirements of the interoperability mechanisms used to
connect the different middleware paradigms.
Finally, while the proposed approach assumes that application-
level services andmiddleware components can be seamlessly treated
as first class entities, further research is needed to refine this as-
sumption. Notably, while application services can be shared across
multiple choreographies, middleware components can be shared
by different services that take part on the same or different chore-
ographies. That is, multiplexing is more complex at the middleware
level, and we need to investigate how to address this issue in the
system model. Similarly, regarding the treatment of intermittent
connectivity proposed in [6], and as suggested in Section 2, we need
to investigate whether a simple extension of the use of ON/OFF
queues to the application level (to model the voluntary disconnec-
tions of mobile services and IoT devices) would be consistent with
the treatment of disconnections at the middleware level, especially
on an end-to-end basis.
6 CONCLUSION
In this position paper, we leverage on previous research to propose
a novel approach for QoS-aware resource allocation for the appli-
cation and middleware components that take part in distributed
service choreographies. The approach takes into account the possi-
bility of having services with intermittent connectivity, thus paving
the way to support choreographies that involve IoT devices and mo-
bile services. The existing building blocks were described, followed
by an initial architecture that integrates them. We are currently
working on a concrete realization in order to validate the approach
and shed light on the research challenges identified so far.
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