Abstract-Wireless energy transfer is an emerging technology that is used in networks of battery-powered devices in order to deliver energy and keep the network functional. Existing state-of-the-art studies have mainly focused on applying this technology on networks of relatively strong computational and communicational capabilities (wireless sensor networks, ad-hoc networks); also they assume one-directional energy transfer from special chargers to the network nodes. Different from these works, we here study (for the first time in the state-of-theart) interactive, "peer-to-peer" wireless charging in populations of much more resource-limited, mobile agents that abstract distributed portable devices.
I. INTRODUCTION
Next generation wirelessly networked populations are expected to consist of very large numbers of distributed portable devices carried by mobile agents that follow unpredictable and uncontrollable mobility patterns. Recently, there has been an increasing interest to combine near-field communication capabilities and wireless energy transfer in the same portable device, allowing mobile agents carrying the devices to wirelessly exchange energy. For example, the same antenna, designed to exploit its far-field properties for communication purposes, can be suitably configured for simultaneously realizing wireless energy transfer via its near-field properties. The near-field behavior of a pair of closely coupled transmitting and receiving dual-band printed monopole antennas (suitable for mobile phone applications) can make it possible to achieve both far-field performance and near-field power transfer efficiency (from 35% to 10%) for mobile phones located few centimeters apart [1] . Further developments on the circuit design can render a device capable of achieving bi-directional, highly efficient wireless energy transfer and be used both as a transmitter and as a receiver [2] , [3] . In this context, energy harvesting and wireless energy transfer capabilities are integrated, enabling each device to act on demand either as a wireless energy provider or as an energy harvester. Populations of such devices have to operate under severe limitations in their computational power, data storage, the quality of communication and most crucially, their available amount of energy. For this reason, the efficient distributed cooperation of the agents towards achieving large computational and communication goals is a challenging task. An important goal in the design and efficient implementation of large networked systems is to save energy and keep the network functional for as long as possible [4] , [5] . This can be achieved by using wireless energy transfer as an energy exchange enabling technology and applying interaction protocols among the agents which guarantee that the available energy in the network can be eventually distributed in a balanced way.
Inspired by the Population Protocol model of [6] and [7] , we present a new model for configuring the wireless energy transfer process in networked systems of mobile agents. In contrast with the Population Protocol approach, our model assumes significantly stronger devices with complex wireless energy transfer hardware, not abstracted by computationally restricted finite-state automata.
Our contribution. The contribution of this paper is threefold:
• To the best of our knowledge, this is the first study of bidirectional, interactive wireless charging in populations of mobile peers. We present a new model and a problem statement regarding population energy balance.
• We consider the (quite different) cases of loss-less and lossy wireless energy transfer. We provide an upper bound on the time that is needed to reach energy balance in the population at the loss-less case, and we investigate the complex impact of the energy levels diversity in the lossy case; also, we highlight several key elements of the charging procedure.
• We provide and evaluate (both by analysis and simulation) three interaction protocols which take into account different aspects of the charging procedure and achieve different performance trade-offs; one that is quite fast in achieving energy balance in the loss-less case, another one that achieves energy balance without wasting too much energy in the lossy case and a third one which gradually builds and maintains some knowledge of the energy levels in the network in an on-line manner.
II. RELATED WORK
Wireless energy transfer applications in networked environments have been lately investigated, especially in sensor and ad hoc networks. Numerous works suggest the employment of mobile wireless energy chargers in networks of sensor nodes, by combining energy transfer with data transmission and routing [8] , [9] , [10] , providing distributed and centralized solutions [11] , [12] , [13] and collaborative charging schemes [14] , [15] . Other works focus on multi-hop energy transfer in stationary networks [16] , [17] , as well as UAVassisted charging of ground sensors [18] , [19] . Most of those wireless energy transfer applications have also been verified experimentally, using real device prototypes [20] , [21] , [22] . Although all those works provide nice solutions on the efficient charging of networks comprised of next generation devices, none of them investigates the bi-directional charging procedure in populations of mobile agents.
III. THE MODEL
We consider a population of m mobile agents M = {u 1 , u 2 , . . . , u m }, each one equipped with a battery cell, a wireless energy transmitter and a wireless energy receiver. Whenever two agents meet (e.g. whenever their trajectory paths intersect), they can interact by exchanging energy between their respective battery cells, according to an interaction protocol P. We assume that agents are identical, that is they do not have IDs, they have the same hardware and run the same protocol P. As a consequence, the state of any agent u ∈ M, at any time t, can be fully described by the energy E t (u) available in its battery.
More formally, we assume that time is discrete, and, at every time step t ∈ N, a single pair of agents u, u ∈ M is chosen for interaction. In the most general setting, interactions are planned by a scheduler (that satisfies certain fairness conditions ensuring that interactions are unbiased), which can be used to abstract the movement of the agents. In this paper, we consider a special case of fair scheduler, namely the probabilistic scheduler, that, independently for every time step, selects a single interacting pair uniformly at random among all m 2 pairs of agents in the population. Whenever a pair of agents u, u interact, they are able to exchange energy, by using their wireless energy equipment. Any transfer of energy ε induces energy loss L(ε), due to the nature of wireless energy technology (e.g. RF-to-DC conversion, materials and wiring used in the system, objects near the devices, etc.). For simplicity, we do not take into account energy loss due to movement or other activities of the agents, as this is besides the focus of the current paper (see also Section III-A). We will assume that the energy loss function satisfies a linear law:
where β ∈ [0, 1) is a constant depending on the equipment. Therefore, if agents u, u interact at time t and, according to the interaction protocol P, agent u should transfer energy ε to u , then the new energy levels of u, u at time t become
Furthermore, the energy levels of all other (i.e. non-interacting at time t) agents remain unchanged. Slightly abusing notation, we will write
A. Problem definition and Metrics
We measure energy balance by using the notion of total variation distance from probability theory [23] and stohastic processes [24] . In this paper, we study the following problem:
Definition 1 (Population Energy Balance). Find an interaction protocol P for energy balance at the minimum energy loss across agents in M.
Definition 2 (Total variation distance). Let P, Q be two probability distributions defined on sample space M. The total variation distance δ(P, Q) between P and Q is
By a standard result on total variation distance (see for example [23] ), we have the following equivalent expressions for the total variation distance, which will be useful in our analysis.
For any time t ∈ N, we define the distribution E t on sample space M (i.e. the population of agents) given by
for any u ∈ M, where E t (M) = x∈M E t (x). Furthermore, we denote by U to be the uniform distribution on M. We will say that the population has energy balance α at time t if and only if δ(E t , U ) ≤ α. It is evident from the definition of our model that δ(E t , U ) is a random variable, depending on the specific distribution of energies in the population and the choice is made by the probabilistic scheduler at time t. Therefore, we are rather interested in protocols that reduce the total variation distance on expectation with the smallest energy loss. Furthermore, we measure the efficiency of a protocol P by the expected energy loss and the expected time needed for the protocol to reach energy balance.
IV. LOSS-LESS ENERGY TRANSFER
In this section we present a very simple protocol for energy balance in the case of loss-less energy transfer, i.e. for β = 0 (Prot. 1). The protocol basically states that, whenever two agents u, u interact, they split their cumulative energy in half.
In the following Lemma, we show that, when all agents in the population use protocol P OS , the total variation distance decreases in expectation. The proof not only leads to an Protocol 1: Oblivious-Share P OS Input : Agents u, u with energy levels ε u , ε u
upper bound on the time needed to reach energy balance (see Theorem 1), but more importantly, highlights several key elements of the energy transfer process, which we exploit when designing interaction protocols for the case β > 0 in Section V.
Lemma 1. Let M be a population of chargers using protocol P OS . Assuming interactions are planned by the probabilistic scheduler and there is no loss from energy exchanges, we have that
Proof. We first note that, since we are in the loss-less case, i.e. L(ε) = 0, for any transfer of an amount ε of energy, we have that E t (M) = E 0 (M), for any t (i.e. the total energy amount remains the same). Furthermore,
and assume that, at time t, agents u, u interact. By a simple observation, since the state of every other agent remains the same, we have that
For any charger x ∈ M and time t ≥ 0, set now
be the set of chargers such that z t (x) is positive (resp. negative and equal to 0).
By direct computation using equation (8), we can see that the total variation distance at time t decreases (i.e. Δ t is strictly less than 0) if and only if u ∈ A
otherwise it remains the same (i.e. Δ t = 0). Indeed, using the numbers z t−1 (x), x ∈ M, for the sake of compactness, we distinguish the following cases:
Since interactions are planned by the probabilistic scheduler, i.e. any specific pair u, u of agents is chosen for interaction at time t with probability
, by linearity of expectation and equation (8), we get
where we subtracted
from the above sum, since the contribution −2|z t−1 (x)| of agent x is counted twice for agents x, y such that |z t−1 (x)| = |z t−1 (y)| (once for x and once for y). Notice also that, in the above sum, we can ignore
In order to give a formula for E[Δ t |E t−1 ] that is easier to handle, consider a complete ordering σ t−1 of the agents
in increasing value of |z t−1 (x)|, breaking ties arbitrarily. We will write x < σt−1 y if agent x is "to the left" of agent y in σ t−1 , or equivalently σ t−1 (x) < σ t−1 (y). We can then see that, the contribution of an agent x ∈ A
Assume now, without loss of generality, that the "rightmost" agent in σ t−1 is some y * ∈ A + t−1 . By the above equation, we then have that the contribution −|z t−1 (x)| of every agent x ∈ A − t−1 is counted at least once (because of y * , since x < σt−1 y *
But using a standard result on total variation distance (see for example [23] ), we have that
Therefore, we have that
which completes the proof. It is worth noting that the upper bound of Lemma 1 is tight when the distribution of energies is such that there is only one agent with energy above or below the average.
We now use Lemma 1 to prove that protocol P OS is quite fast in achieving energy balance in the loss-less case. 
Iterating the above inequality, we then have that
, we have that E[δ(E t , U t )] ≤ c, which concludes the proof.
V. ENERGY TRANSFER WITH LOSS
In this section we consider the more natural case where every transfer of energy ε induces energy loss L(ε) = βε, for some 0 < β < 1. The main technical difficulty that arises in this case when considering the total variation distance change
is that any energy transfer between agents u and u affects also the relative distance of energy levels of non-interacting agents from the total average. More precisely, after u, u exchange energy ε at time t, we have E t (M) = E t−1 (M) − βε. Therefore, for any non-interacting agent x at time t,
As a consequence, straightforward generalizations of simple protocols like P OS do not perform up to par in this case.
In particular, there are specific worst-case distributions of energies for which the total variation distance increases on expectation after any significant energy exchange. As a fictitious example, consider a population of m agents, for some m > energy to the other. 2 We now have that, after any significant energy exchange step, i.e. an interaction of u m with any other agent, say x, according to protocol P OS , the new energy level of u m becomes β . We conclude that, in this example, the total variation distance increases also in expectation, as any interaction between pairs of agents that do not contain u m does not change the energy distribution.
It is worth noting that, even though the above example is fictitious, our experiments verify our intuition that P OS is not very suitable for energy balance in the case of lossy energy transfer. In particular, it seems that the energy lost with every step does not contribute sufficiently to the reduction of total variation distance between the distribution of energies and the uniform distribution. Our first attempt to overcome this problem was to only allow energy transfers between agents whose energy levels differ significantly. However, this did not solve the problem either (see our experimental results in Fig. 1 ), mainly because of interactions between agents that are both below the average energy. As our main contribution, we present in Subsections V-A and V-B two interaction protocols that seem to make the most of the energy lost in every step.
A. The protocol Small-Transfer P ST
In this Subsection we present the protocol Small-Transfer P ST (Prot. 2), which suggests having only small energy transfers between interacting agents. Ideally, we only allow exchanges of infinitesimal energy dε, which simplifies our analysis (in the experiments, we just choose a very small fixed value ε). Even though this idea is wasteful on time, we provide both analytic and experimental evidence that it achieves energy balance without wasting too much energy.
We prove the following lemma concerning the total variation distance change in a population of agents that use protocol P ST . 
Proof. We will use the notation from Lemma 1. Furthermore, let a
Assume without loss of generality, that at time t, the probabilistic scheduler selects agents u, u , such that E t−1 (u) > E t−1 (u ) − dε. Therefore, according to P ST , agent u transfers energy dε to u , and so E t (u) = E t−1 (u) − dε and E t (u ) = E t−1 (u ) + (1 − β)dε. The energy level of every other charger remains unchanged. Furthermore, the new total energy in the population is
A crucial observation for the analysis is that, since P ST only allows transfers of infinitesimal amounts of energy, after any useful interaction (i.e. interactions that change the distribution of energy in the population), the only agents that can potentially change the relative position of their energy levels to the average energy are those in A = t−1 . We now distinguish the following cases:
Case II: For any
Case III: β ∈ (0, 1) . Furthermore, by assumption, z t−1 (u ) < 0, and also (by the conditions of P ST ), z t (u ) =
Case IV:
Furthermore, by assumption, z t−1 (u) > 0, and also (by the conditions of 
Case VI: If u, u ∈ A = t−1 there is no change in the energy distribution.
Furthermore, the probability that the agents u, u , that are chosen for interaction by the probabilistic scheduler, are such that the conditions of case III (respectively case IV and case V) are satisfied, is
and
). Putting it all together, by linearity of expectation, we have
Rearranging, we have
By now using the fact that p III , p IV , p V ∈ [0, 1], p III + p IV + p V ≤ 1 and the fact that the total variation distance between any two distributions is at most 1 (see e.g. [23] ), we get
, which completes the proof of the Lemma.
It is worth noting that the upper bound on the total variation distance change from the above Lemma is quite crude (and can be positive if β is not small enough). However, this is mainly a consequence of our analysis; in typical situations, the upper bound that we get from inequality (28) can be much smaller. For example, if the energy distribution E t−1 at t−1 is such that |A
Et(M) dε, which is negative for any β ∈ (0, 1). This is also verified by our experimental evaluation of P ST . Nevertheless, the upper bound that we get from Lemma 2 highlights key characteristics of the interactive energy transfer process as we pass from loss-less (i.e. β = 0) to loss-y energy transfer (i.e. β > 0). .
2 Set num(u) = num(u) + 1 and num(u ) = num(u ) + 1.
do nothing.
B. The protocol Online-Average P OA By the analysis of the expected total variation distance change in Lemma 1 for energy transfer without losses, we can see that the total variation distance decreases when the interacting agents have energy levels that are on different sides of the average energy in the population. Using the notation form the proof of Lemma 1, if agents u, u interact at time t, then we must either have u ∈ A + t−1 and u ∈ A − t−1 , or u ∈ A − t−1 and u ∈ A + t−1 , in order for the total variation distance δ(E t , U ) to drop below δ(E t−1 , U). The situation becomes more complicated when there are losses in energy transfers, but the analysis in Subsection V-A suggests that, under certain constraints on the energy distribution and the energy loss factor β, the total variation distance decreases whenever there is an interaction between a high relative energy agent and a low relative energy agent.
In view of the above, an ideal interaction protocol would only allow energy transfers between agents with energy levels that are on opposite sides of the average energy in the population. In particular, this would imply that, at any time t, each agent x would need to know the sign of z t (x) =
Et(x)
Et(M) − 1 m , which is possible if x knows (in addition to its own energy level E t (x)) the average energy
in the population. However, this kind of global knowledge is too powerful in our distributed model, since we assume that agents are independent and identical with each other. In particular, this implies that not only are agents not aware of other agents they have not yet interacted with, but also, that they have no way of knowing whether they have met with another agent at some point in the past. The main idea behind our interaction protocol P OA (Prot. 3) is that, even in our weak model of local interactions, agents are still able to compute local estimates of the average energy based on the energy levels of agents they interact with. To do this, every agent needs to keep track of the total number of interactions she has done, as well as her current estimation for the average energy. This is accomplished by having each agent x ∈ M maintaining two local registers, namely (a) num(x), which is used to count the number of interactions that x has been involved in, and (b) avg(x), which stores the current estimation of x for the average energy. Furthermore, num(x) is initialized to 1, and avg(x) is initialized to E 0 (x). We give the formal description of our protocol below.
It is worth noting that P OA may not perform up to par in the general case where interactions are planned by a potentially adversarial scheduler, because the local estimates kept by agents for the average can be highly biased. On the other hand, in our experimental evaluation, we show that P OA outperforms both P OS and P ST when agent interactions are planned by the probabilistic scheduler. Furthermore, it is much faster than P ST in terms of the expected number of useful interactions (i.e. interactions that change the energy distribution in the population) needed to reach energy balance.
VI. PERFORMANCE EVALUATION
We conducted simulations in order to evaluate our methods, using Matlab R2014b. We compared the protocols P OS , P ST and P OA by conducting experiment runs of 1.000 useful interactions, where the nodes to interact are selected by a probabilistic scheduler. We assign an initial energy level value to every agent of a population consisting of |m| = 100 agents uniformly at random, with maximum battery cell capacity 100 units of energy. The constant β of the loss function is set to three different values, as different energy losses might lead to different performance (see Fig. 2 ). For statistical smoothness, we apply the deployment of repeat each experiment 100 times. The statistical analysis of the findings (the median, lower and upper quartiles, outliers of the samples) demonstrate very high concentration around the mean, so in the following figures we only depict average values.
A. The impact of β
Different loss functions L(ε) lead to different performance of the interaction protocols, both when running the same protocol and when comparing different protocols. Regarding the impact of different values of the β constant on the same protocol, an example is shown in Fig. 2 . The total variation distance w.r.t. the remaining energy in the population is shown. We ran the P ST protocol for values 0.2, 0.4 and 0.6. The results clearly show that the bigger the β, the larger the variation distance for a given total level of energy in the population. For this reason, we decided to comparatively evaluate our protocols for different values of β, as shown in Fig. 3 . As for the impact on different protocols, if we observe Figs. 3a, 3d and 3g carefully, we can see that, for the same total initial energy and number of useful interactions, when the β constant and consequently the energy loss increases, the rate of total energy loss also does.
B. Energy loss
Figs. 3a, 3d and 3g are depicting the total energy of the population over time, for 1.000 useful agent interactions of the three protocols P OS , P ST and P OA . Each protocol's behavior is similar, regardless of the value of β, but with higher losses when β increases. The energy loss rate for P OS and P OA is high in the beginning, until a point of time when energy stops leaking outside the population. This is explained by the fact that both protocols perform interactions of high energy transfer amounts ε which lead to high L(ε). After those interactions, P OS performs energy transfers of very small ε forcing the energy loss rate to drop sharply and P OA drives the energy levels of most agents to the same side of the average value, rendering useful interactions very rare. P ST has a smoother, linear energy loss rate, since ε is a very small fixed value.
C. Energy balance
Useful conclusions about energy balance of the population can be derived from the total variation distance over time depiction in Figs. 3b, 3e and 3h. A first remark is that the protocols are balancing the available energy in the population in an analogous rate to the energy loss rate. Since a better energy balance is expressed by lower values of total variation distance, it is apparent that eventually the best balance after 1.000 useful interactions is provided by P OS . However, note that this is a conclusion regarding only the energy balance, not taking into account the losses from the charging procedure. As we will see in the next subsection, better balance does not necessarily lead to higher overall efficiency, w.r.t. energy loss. If we take a better look at the energy balance figures, we observe that even if the total variation distance follows a decreasing pattern, it is not strictly decreasing. This is natural, since many interactions can temporarily lead to a worse energy balance in the population due to sharp changes in the distribution of total energy. 
D. Running time
The time that each protocol needs for balancing the available energy in the population, is not a negligible factor. Quick balancing leads to transfers of significantly smaller amounts of energy among agents and consequently to lower energy losses. On the other hand, in order to achieve quick balancing, in some cases there has been already much energy loss due to frequent lossy interactions. In Fig. 3 , we can see that P OA is the fastest to achieve a stable level of energy balance in the population, as opposed to P OS , which is wasteful in terms of running time. P ST timing performance lies somewhere in between the two other protocols, since it is able to conduct all types of interactions (unlike P OA in which only some interactions are allowed and P ST which performs only interactions of small ε).
E. Overall efficiency
We measure the overall efficiency of a protocol by taking into account both energy losses and energy balance in the population. This combination of the two crucial properties is shown in Figs. 3c, 3f and 3i, where P ST and P OA clearly outperform P OS , most of the time. More specifically, although P OS achieves very good balance quickly, the impact of energy loss affect very negatively it's performance. This pattern results in the fact that for the same amount of total energy in the population, P ST and P OA achieve better total variation distance than P OS . It is also clear than eventually, P OA outperforms both P OS and P ST when agent interactions are planned by the probabilistic scheduler. Furthermore, it is much faster than P ST in terms of the number of useful interactions.
VII. CONCLUSION
In this paper we apply interactive wireless charging in populations of resource-limited, mobile agents that abstract distributed portable devices. We provide a model in which the agents are capable of achieving bi-directional wireless energy transfer and can act both as energy transmitters and as energy harvesters. We consider the cases of loss-less and lossy wireless energy transfer and we provide an upper bound on the time that is needed to reach energy balance in the population. Finally, we design and evaluate three interaction protocols which opt for creating energy balance among the agents of the population.
