switches. These reload transients are not a problem for general purpose computing, where average case performance is the driving figure of merit. However, the unpredictable execution times that they introduce cause problems in real-time computing where the driving figure of merit is worst case performance. Partitioning and/or locking [3][9] cache segments has been proposed as a solution to eliminate the unpredictable transients for real-time applications. The dynamic programming algorithm developed in this paper may be used to optimally partition and/ or lock cache memory segments.
I INTRODUCTION
Many computing systems have multi-level memory hierarchies with small, fast memory close to the processing engine backed by a larger, slower memory. The purpose for such hierarchies is to balance the trade-offs between the cost of faster memories and the performance gains which they provide. The faster memories usually take the form of caches or local RAM, while the slower memories are typically system memory, ROM, or disk. For example, systems such as the Intel i960CA or digital signal processors like the AT&T DSP3210 or the Texas Instruments TMS320XX use high speed on-chip RAMs backed by larger, slower, main memories.
Use of memory hierarchies in preemptive, multi-tasking, real-time environments poses deterministic performance challenges that one does not have in conventional, general-purpose systems. In conventional cache-based systems, the working set of one task can interfere with the working sets of other tasks in non-deterministic ways, causing reload transients on context this context refers to finding the allocation which produces the minimum task set utilization. We chose minimum utilization as our figure of merit to try to make the task set schedulable (see Section III). While the optimum allocation could be found by an exhaustive search, such an approach has an exponential time complexity. This is not acceptable, because we want the system to be able to adapt to changing workloads, which requires running the allocation algorithm while the system is in operation.
To address this problem, we developed a dynamic programming algorithm for finding the optimal allocation scheme which runs in polynomial time.
A. Understanding Execution Times
Consider periodic tasks with corresponding worst-case execution times and periods .
The total utilization of the set of tasks is given by
(EQ 1)
If the processor has to reference the slower memory, it stalls while waiting for the reference to complete. This is called a miss. Therefore, any task execution time can be divided into to two components: , the time required to fetch all instructions and data if they were in the fast memory; and , the time the processor is stalled while waiting for slow memory accesses. can thus be rewritten as
Factoring out the stall component, we have
where
The stall component is unpredictable in systems that use traditional caches in multi-tasking, interrupt-driven environment, because the memory reference patterns of tasks can interfere with each other in unpredictable ways. Assigning private partitions does not eliminate the stall component, but it does make it deterministic by eliminating interference between the working sets of different tasks.
Systems that use local RAMs, on the other hand, have predictable stall times since tasks cannot interfere with the working sets of other tasks. Note that while these stalls are predictable, the local RAM still must be allocated among the tasks.
As the number of segments allocated to a task's private partition increases, its stall component decreases, since, in general, miss rates diminish with larger local memories. To make the best use of the system, we need to allocate segments to the tasks so that the total utilization is minimized. An exhaustive search of the space of all possible allocations would require an exponential amount of time [8] . However, it is possible to order this search so that the optimal segment assignment can be found in polynomial time. A dynamic programming approach to solving this problem is presented in the next section.
B. Dynamic Programming Algorithm
"Dynamic programming is a bottom-up technique. We start with the smallest, and hence the simplest, subinstances. By combining their solutions, we obtain the answers to subinstances of increasing size, until finally we arrive at the solution of the original instance... Dynamic programming is often used to solve optimization problems that satisfy the principle of optimality: in an optimal sequence of decisions or choices, each subsequence must also be optimal... dynamic programming efficiently solves every possible subinstance in order to figure out which are in
, and only then are these combined into an optimal solution to the original instance" [2] .
What this buys us in the context of memory allocation is that we can transform an exponential, exhaustive search into a polynomial-time algorithm by keeping track of partial results so that they do not have to be recomputed. Each partial result that we store is the minimum utilization of a subset of the tasks given that a subset of the segments are available for allocation to those tasks, along with the segment allocation that provides that utilization. The problem obeys the principle of optimality, as we will show later.
The goal of the algorithm is to minimize total system utilization. The total utilization of a set of N tasks is defined in Equation (EQ 1). Before describing the algorithm in detail, we need to define various quantities needed by the algorithm.
Our system consists of N tasks that will run on a system that has S memory segments. Each task, referred to by , will have a utilization for each legal partition size. We will use to refer to the utilization of executing in a partition consisting of j segments. This information can be obtained through simulations or experiments.
An allocation is the assignment of segments to tasks. Since there are N tasks, an allocation a is a vector N elements long.
is the number of segments assigned to . We will refer to the set of all legal allocations by A.
We will use to refer to the set of legal partition sizes less than or equal to i. In the most general case, this will be the integers in the range . Other considerations, such as hardware implementation constraints, may make these sets smaller. For example, partition sizes may be restricted to powers of two to increase the speed of the mapping logic in a cache.
The allocation algorithm uses two other sets of variables, and , which will be defined later.
As a task is assigned larger partitions, its execution time, and thus its utilization, decreases. With this in mind, we can compute the total utilization of a set of tasks with allocation a by
Working from this last equation, the minimum total utilization is
Another condition of our solution is that there are enough segments for all of the partitions. In other words,
(EQ 7)
We now define to be the minimum utilization of if there are j segments available to them. Thus, the following conditions hold:
The minimum utilization of the task set is then .
We also define to be the number of segments to allocate to to get . In other words, is the optimum partition size for if there are j segments available to .
With these terms defined, we can now discuss the dynamic programming algorithm that will find the optimum segment allocation. The key to the algorithm is the fact that
)
In other words, for each legal allocation of segments to , we compute the sum of its utilization and the utilization of the remaining tasks if they are given the rest of the segments, and is assigned the minimum of the sums.
To see that this is true, observe that , the number of segments allocated to , must be a legal partition size less than or equal to j, the number of segments available. The following derivation proves Equation (EQ 10).
(EQ 11)
It should be apparent that , since a set containing no tasks has no utilization. Equation (EQ 11) is also where the principle of optimality appears: to find the minimum utilization of a set of i tasks given that there are j segments available, we need to know the minimum utilization that the remaining i-1 tasks can achieve with the segments at their disposal. Thus, in deciding upon the optimal sequence of allocation decisions for the first i tasks, we need to know the optimal allocations for the subsequences containing tasks which have various numbers of segments at their disposal.
Using these results, we can now create the dynamic pro- We need a table containing the utilization of each task in each partition size. This information is shown below. We are now ready to proceed by computing the and terms. Since , we only need to find the minimum for each task. Note from the table that the utilizations monotonically decrease with increasing partition
size, so we merely need to select all the segments that are available. Thus, we have
These results are represented below. (EQ 14)
The following table shows the progress of the algorithm after completing the entries for task 2. Note that for , there are two combinations that gave the lowest value. Either may be chosen. Now that we have the results for task 2, we can compute the values for the last task. Note that is greater than 1.0. This indicates that the task set could not be scheduled if there is no cache, because the execution of the tasks will exceed more than 100% of the processing time. There will be a more detailed dis- Now that we have computed the M and P terms, we can read out the optimum allocation. We start by looking at . We know that the resulting allocation will have a utilization of 0.81. tells us that the third task will be allocated 1 segment.
Since we started with 4 segments, we have 3 segments left. We need to know how many segments to give to the second task, so we now look at , which is 2. We therefore give 2 segments to the second task, which leaves us 1 segment for the first task.
Since is 1, we give the remaining segment to the first task.
The result of the allocation is: 
D. Time Complexity
We will now analyze the time complexity of the dynamic programming algorithm. We will examine two cases: a general case, in which partitions contain an arbitrary number of segments; and a special case in which the partition sizes must be powers of two. The latter case accommodates hardware constraints that are typically found in conventional caches, in which the partitioning hardware is on the critical path to the cache and must therefore be as fast as possible.
Since the formulas derived in this section are functions of N and S, it may be useful to know typical values for these variables. The number of tasks varies from application to application, but two examples are the INS task set which has six
tasks[1] and the Avionics task set which has fifteen tasks [6] . The number of memory segments depends upon either software (for local RAMs) or hardware (for caches), but sixty-four might be reasonable.
General Case
The first phase of the allocation process is to compute the values of the and terms. Since the number of combinations that need to be examined depends upon j (the number of segments available for allocation) but not upon i, we can define to be the number of steps needed to compute and .
The algorithm then takes
steps.
In the general case, partitions can contain any number of segments, including zero, so
(EQ 16)
Using this expression for , we have:
The second phase of the algorithm reads the optimum allocation from the table. This takes N steps, because there are N tasks and determining the allocation for each task only involves a subtraction.
The number of steps needed is thus (EQ 18)
Hardware Constraint Case
With some partitioning schemes, the number of segments that can be allocated to a task must be a power of two (or zero) so that the hardware to support it can be as fast as possible. This is especially true with caches, since the hardware to map cache
references to partitions is in the critical path. Also, the total number of segments must be a power of 2. These constraints affect the execution of the first phase of the algorithm. The computation of is a bit more complex this time. Intuitively, since we can only have partitions sizes that are powers of two,
we have sizes to choose from. Since the number of choices must be an integer, we take the floor of . Because does not count the options of having no segments or having one segment, we must add two to the component. Note that the formula does not work for , since , so we must include the special case of .
To summarize,
(EQ 19)

This gives us (EQ 20)
Since S is always a power of 2, we get
If we define , we have
(EQ 22)
As before, determining the final segment allocation scheme takes N steps. Therefore, the total execution time is:
(EQ 23)
III SCHEDULABILITY
A real-time task set is said to be schedulable if all tasks meet their deadlines. The schedulability of a task set depends upon
) . ∈ several factors, including task properties and the algorithm used to schedule the tasks. Schedulability tests are procedures for determining the schedulability of a task set. Every scheduling algorithm has its own schedulability test, but these tests can be classified into two groups. The first group contains utilization bound tests, in which the task set is schedulable if its utilization is below a certain bound. Two examples are the 100% utilization bound of dynamic deadline scheduling and the Liu and Layland worst case lower bound for rate monotonic scheduling [5] . The second group consists of incremental tests, in which the schedulability of the task set is tested with a progressively larger subset of tasks. One member of this group is the Lehoczky, Sha, and Ding exact case bound for rate monotonic scheduling [4] .
The allocation algorithm discussed thus far minimized the task set utilization. This is sufficient for scheduling algorithms in which a task set will meet all of its timing requirements if the total utilization of the task set is below a specified bound. However, for scheduling algorithms with incremental schedulability tests, minimizing the task set utilization is not sufficient to ensure that the allocation will be schedulable. The example provided in the next section shows that just because the minimum utilization allocation is not schedulable does not mean that a schedulable allocation (with higher utilization) does not exist.
A. Schedulability Example.
Consider a task set composed of three tasks. The task workloads are specified in memory operations, and the computation times are given in cycles. We assume that a hit takes 1 cycle, and a miss (and main memory access) takes 4 cycles. The task information is summarized in TABLE 6. To achieve the minimum total utilization of 0.979, no segments are given to , 2 segments are given to , and 2 segments are given to . No other legal allocation scheme has a smaller utilization.
The Lehoczky, Sha, and Ding exact case rate monotonic schedulability check [4] shows that will miss a deadline at 140 cycles because it won't complete its first execution until 143 cycles. If the allocation algorithm had been aware of scheduling constraints and had instead allocated all 4 cache segments to , the tasks would have met their deadlines. The total utilization for this allocation is .
Although the utilization has increased from 98% to 100%, the task set has become schedulable. The remainder of this section discusses building scheduling checks into the allocation algorithm presented earlier.
B. Integrating Scheduling Into Allocation
The next issue we are faced with is how to integrate schedulability checks into the allocation algorithm. Apart from the utilization bound tests mentioned at the beginning of Section III, we can integrate incremental tests into the dynamic programming algorithm.
0.4 0.429 0.171 + + 1.0 = In incremental tests, the schedulability of the task set is tested with a progressively larger subset of tasks. A good example of this type of test is the Lehoczky, Sha, and Ding exact case test for rate monotonic scheduling [4] . By ordering the tasks so that the tasks labelled are the tasks that would be tested when checking the schedulability of i tasks, the test can be incorporated into computing . When considering allocating segments to , check to see if the combination of allocating segments to and segments to is schedulable. If the combination is not schedulable, it should not be considered a valid allocation.
IV CONCLUSION
In the quest for higher performance, caches and local RAMs have been incorporated into many systems. The nondeterminis- 
