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1 Introduction
This paper is about representations of toroidal Lie algebras and vertex op-
erator algebras which are naturally associated to them. In fact, we find the
picture is much like the case of the affine Kac-Moody Lie algebras, where,
for quite some time now, VOAs have played an important role in the study
of their representations. Indeed, this link with VOAs and affine Kac-Moody
Lie algebras has been one of the driving forces for both the representation
theory of these algebras as well as for the development of the theory of VOAs.
Now toroidal Lie algebras are multi-variable generalizations of the affine al-
gebras and so it is extremely natural to consider VOAs associated to their
representation theory. In fact, roughly speaking, one obtains a toroidal Lie
algebra associated to any finite dimensional simple Lie algebra over C, call
it g˙, as follows. One tensors g˙ with the Laurent polynomials in several, say
N + 1 where N ≥ 1, variables to get a “multi-loop” algebra and then takes
the universal central extension of this algebra. Next, just as in the affine
case, one adds some derivations. The result is a toroidal algebra. Here how-
ever, the reader should understand that already this process is quite a bit
more complicated than the affine case due to the fact the universal central
extension will always be infinite dimensional as N + 1 ≥ 2 and hence the
derivation algebra we need to add will also be infinite dimensional. Letting
R denote this ring of Laurent polynomials one knows,[11], that the space
of 1-forms modulo exact forms, we will denote this space by K, needs to be
added to g˙ ⊗ R to get the universal central extension and that the algebra
D∗ which we need to add is a subalgebra of Der(R). Thus, our toroidal Lie
algebra looks like
g˙⊗R⊕K ⊕D∗. (1.1)
In the first section of this paper we will define all of this rigorously. Here,
we want to mention that, in fact, there is a possible cocycle
τ : D∗ ×D∗ → K, (1.2)
which enters into the definition of the toroidal algebra. Thus, we denote the
resulting toroidal algebra by
gτ = g˙⊗R⊕K ⊕D
∗. (1.3)
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In our set-up these possible cocycles come from a 2-dimensional space and
hence parametrize the class of toroidal algebras which we will work with
here. One of these cocycle was first discovered in [5] where the authors
gave a representation, via vertex operators, for one of the algebras, gτ . This
cocycle was produced by the representation itself and the authors of this
work did the appropriate computations necessary to see exactly what this
cocycle was when a particular algebra of derivations, D∗, was used. This has
influenced the entire theory as right from its start both vertex operators and
cocycles were present.
In the work [3] the author gave what could be called the principal real-
ization by vertex operators for this same toroidal algebra with the cocycle
discovered in [5]. This time the associated representation was irreducible and
the space of the representation, the so-called Fock space, was just a ring of
Laurent polynomials in N variables tensored with a symmetric algebra in
infinitely many variables. The work [2], building on [3] as well as on [4, 12],
produced infinite families of irreducible representations for all of the algebras
gτ . Moreover, these representations have finite dimensional weight spaces
relative to a natural Cartan subalgebra of the toroidal algebra g, and besides
this, they are as faithful as is possible. What this means is the following.
The toroidal algebra has an N + 1 dimensional centre (most of the elements
from K do not remain central when D∗ is added) and so in any representation
which is irreducible and has finite dimensional weight spaces one must have
a kernel which is at least N dimensional by Schur’s Lemma. The repre-
sentations constructed in [2] have kernels which are exactly N dimensional.
Thus, they are as faithful as they possibly can be. We proceed to describe
them in a little more detail here.
Let V = K ⊕D∗ and let W be any finite dimensional glN -module. Next,
let T (W ) = RN ⊗ W where RN is the ring of Laurent polynomials in N
variables. Then, as seen from [4, 12], T (W ) becomes a module for Der(RN ).
This so called tensor module corresponds geometrically to the action of vector
fields on tensor fields by the Lie derivative. Now V has a natural Z gradation
which corresponds to the first variable, t0 in the natural Z
N+1-gradation of
V and hence this allows us to write
V = V− ⊕ V0 ⊕ V+ (1.4)
where V0 is all elements of degree 0 and V+ (respectively V−) is all elements
of positive (respectively negative) degree. Now it is not hard to see that
3
V0 acts on T (W ) and this introduces a scalar c, called the central charge,
into this construction. Moreover, it is true that T (W ) is an irreducible V0
module provided only that W is an irreducible glN module and c 6= 0, see [2]
Proposition 2.25. Just as in the case of affine Kac-Moody Lie algebras one
forms the V module
U(W, c) = IndVV+⊕V0T (W ) (1.5)
(these modules were called M(W, c) in [2]).
It is not hard to see that this V module has a unique submodule inter-
secting the top T (W ) trivially and if W is chosen to be irreducible then
the corresponding quotient module, denoted L(W, c), is irreducible and has
finite dimensional weight spaces (see [2],Theorem 4.9). The finite dimen-
sionality is quite non-trivial and is seen because of the notion of polynomial
multiplication which is introduced in [2].
In the final stage of this construction one needs to take the special deriva-
tion algebra
D∗ = {
N∑
p=1
fpdp|fp ∈ R}, (1.6)
where dp denotes the degree derivation ofR corresponding to the pth variable
tp but where any of the cocycles τ are allowed. Then we tensor one of the
modules obtained above for V with a highest weight module for the non-
twisted affine Lie algebra associated to g˙. Here both modules must have the
same central charges. We then obtain modules for the toroidal algebra gτ
which again, if our initial data satisfies that W is irreducible, c 6= 0 and the
module for the affine algebra is irreducible, then yields an irreducible module
for our toroidal algebra with finite dimensional weight spaces and which is
as faithful as possible in the sense already described.
In many ways the above picture resembles the representation theory of
highest weight modules for the affine Kac-Moody Lie algebras and hence, it
became clear that one should look for VOAs here as well. Looking at the
representation given in [3] one certainly expects an affine VOA, as well as a
sub-VOA of a a hyperbolic lattice VOA to play a role here. There is also the
possibility of duplicating the theory of affine VOAs as presented in [9, 14]
in this toroidal setting and in fact , in our first attempt we did exactly this.
However, this approach only identifies some of the above modules as VOAs
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and so does not at all address the possibility of giving realizations for these
modules using VOA theory. This is in fact what we accomplish in this work.
We are able to give VOAs V which appear as a tensor product of three fairly
well-known VOAs and then we show that this VOA is isomorphic to one of
the above irreducible toroidal modules. Moreover, just as in the affine case,
we are able to show that the toroidal modules introduced in [2], will in fact
be modules for this VOA. Since the characters of the three pieces in our
realizations are already known, it becomes clear that the characters of the
modules from [2] are just products of these known characters.
We next describe the three types of VOAs which will make up V. Here
we only describe these VOAs roughly but later in the body of the paper
we shall develop precise notation for all of them. Let ̂˙g be the untwisted
affine algebra, with central element denoted k0, built on g˙ and let V̂˙g be the
Verma VOA associated to ̂˙g (V̂˙g is a generalized Verma module for g˙) with
central charge c. Here we assume c 6= −h∨ where h∨ is the dual Coxeter
number of g˙. Then one knows that the quotient module L̂˙g is an irreducible
highest weight module of ̂˙g. Next, let Lat be the hyperbolic lattice with
basis {ap, bp|1 ≤ p ≤ N} where the ap’s and bp’s span isotropic subspaces
and satisfy (ap, bq) = δp,q. We let VLat be the lattice VOA associated to this
even lattice. Then we have
VLat = SH ⊗ C[Lat], (1.7)
where SH is a symmetric algebra and C[Lat] is a twisted group algebra of
the group algebra of Lat. We then let
V +Lat = SH ⊗ C[Lat
+] (1.8)
be the sub-VOA associated to the isotropic subspace, Lat+, of Lat spanned
by the elements ap, 1 ≤ p ≤ N. Our third VOA is associated to the Lie
algebras ĝlN which we take to be the direct sum of ŝlN with the central
element C1 and a Heisenberg Lie algebra, Hei generated by the identity
matrix and the central element C2 so that
Hei = I ⊗ C[t0, t
−1
0 ]⊕ CC2. (1.9)
Then the VOA associated to this algebra ĝlN is taken to be the tensor product
of the Verma VOA associated to the affine Kac-Moody Lie algebra ŝlN with
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the simple Heisenberg VOA associated to the Heisenberg algebra Hei above.
We denote the first of these by V
ŝlN
and the second one by LHei. Thus, we
are letting
VĝlN = VŝlN ⊗ LHei, (1.10)
be the VOA associated to the algebra ĝlN . Then our VOA V is given as
V = V̂˙g⊗ V +Lat ⊗ VĝlN . (1.11)
Actually, because of the various choices for central charges, namely c, c1, c2
from above, we obtain a family of VOAs. Moreover, we will show that c1, c2
correspond to different choices of the cocycle τ , while c determines a cocycle
associated with the action of the Virasoro algebra on V. All of this is ex-
plained later in the paper when the proper notation and results have been
established.
The proof of our result depends on carrying out certain computations in
the VOA V . What we need to do is to define the proper vertex operators,
Y (v, z) for certain v ∈ V which will be the images of the specified generating
fields of the toroidal algebra, and then to show they satisfy the same commu-
tation relations. This involves some fairly delicate computations, but these
computations are straightforward enough for those well versed in VOAs. Af-
ter this is done, the way is clear to show that modules for the VOA V
correspond to modules for the toroidal algebra gτ and to then explain how
the fairly well-known irreducible modules for the VOAs involved provide a
model for the modules from [2]. It is really only in this last part that a good
knowledge of [2] is necessary. We have recalled here, in this Introduction,
much from that work only to show what our motivation for the present work
is.
In the second section of this work we give the definition of the toroidal
algebras as well as the cocycles τ . We then present the generating fields
which we use and display their commutation relations. One of these fields
K0(m, z) is special and it has conformal weight different from that of the
other central fields. We close this section with a simple Lemma which allows
us to conclude certain commutation relations hold once we know that some
others do. This lets us cut down on the amount of computation we must do.
In the next section we begin by recalling the definition of a VOA. Here,
we are dropping the requirement that the grading consists of finite dimen-
sional homogeneous spaces but we do require all other axioms. But note that
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when we identify the modules from [2] we will know that then the homoge-
neous pieces involved do have a ZN gradation which has finite dimensional
homogeneous spaces. We then go on to discuss the particular types of VOAs
we need. As above, these include affine VOAs, lattice VOAs, and Heisenberg
VOAs. Most of this material is by now quite well known, so we are brief, and
only develop the material to the point where we have enough notation and
information to accomplish the computations which we do in the following
section.
The fourth section is the heart of the paper and here is where we present
the details of our computation. We must check the various commutation
relations case by case. We do this in such a way so as to give the reader
a feeling for working with the various VOAs involved and to show how the
various pieces from the tensor product of our three VOAs fit together to
produce the toroidal algebra. Almost everything important that is taking
place here is involved with negative powers of z so we often just work with
the “anti-holomorphic” part of our series. We indicate this when we do this.
After accomplishing this we go on, in the final section , to tie up our results
to the modules from [2]. We point out how irreducible modules for our VOA
V coincide with irreducible modules for gτ .
We close this introduction with several remarks. First, we want to men-
tion that there is another very nice and quite different work by K. Saito and
D. Yoshii on toroidal algebras and VOA’s, [16]. They work with a lattice
VOA attached to the full hyperbolic lattice and use the realization given in
[5, 6]. They then look at a certain Lie algebra attached to this VOA, namely
the VOA factored by L(−1) of it, and find the toroidal algebra is isomorphic
to a subalgebra of this Lie algebra. They do not use any derivations of the
toroidal algebra and so just work with the algebra g˙⊗R⊕K. One feature of
their work is to give different descriptions of the same toroidal Lie algebra.
The second remark we want to make here is that the part of our VOA V
associated to ĝlN may seem a bit mysterious to some. It was in the insightful
work of T. Larsson [12, 13] that this part seems to have been first understood.
This insight of Larsson was built into [2] since, at the very beginning of the
construction there, one begins with a finite dimensional glN module. This
then naturally leads to the VOA V
ĝlN
.
Regarding the references to a fast growing literature on VOAs we mention
only those which we used directly in this work, to wit, the references [7, 8, 10,
14, 15] were all quite helpful to us at various stages of this work and served
as our basic sources for information on VOAs. In addition, the course given
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at the Fields Institute by Chongying Dong during the fall term of 2000 was
extremely valuable to all three of us.
While working on this project the authors greatly benefited from many
very helpful discussions with both Chongying Dong and Yi-Zhi Huang. This
project certainly benefited from their help, encouragement, and insights, and
the authors want to take this opportunity to offer thanks to them for this.
2 Toroidal algebras
For information and notation on toroidal algebras we will follow the work
[2]. However we recall what we need here.
Let N ≥ 1 be an integer and let R = C[t±10 , t
±1
1 , ..., t
±1
N ] be the ring of
Laurent polynomials in N +1 variables over the complex field and let g˙ be a
finite dimensional Lie algebra over C. We let K = Ω1R/dR be the space of 1-
forms modulo the exact forms. For notation we let fdg denote the element of
K corresponding to the pair of elements f, g fromR.We let ki = t
−1
i dti .Then
we have that K is spanned by elements of the form tmki where m ∈ Z
N+1,
0 ≤ i ≤ N . Here we are using for notation that tm = tm00 t
m1
1 . . . t
mN
N where
m = (m0, m1, ..., mN ) ∈ Z
N+1. The relations staisfied by these elements are
that
N∑
p=0
mpt
mkp = 0, m ∈ Z
N+1. (2.1)
The space K is important for giving the universal central extension of the
Lie algebra g˙⊗R, where the bracket in g˙⊗R⊕K is given by
[g1 ⊗ f1(t), g2 ⊗ f2(t)] = [g1, g2]⊗ (f1f2) + (g1, g2)f2d(f1), (2.2)
where (·, ·) is a symmetric non-degenerate invariant form on g˙ normalized by
(θ, θ) = 2, where θ is the longest root of g˙.
In agreement with the affine case, we add certain outer derivations to this
algebra. More precisely, we consider the following algebra of derivations:
D∗ =
N∑
p=1
Rdp, (2.3)
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where dj = tj
∂
∂tj
. The derivations of R naturally extend to derivations of
the Lie algebra g˙⊗R. Since the above algebra, g˙⊗R⊕K, is the universal
central extension of g˙ ⊗ R we can lift these derivations to this universal
central extension by using a result of Benkart-Moody [1], which says that
every derivation of a perfect Lie algebra uniquely extends to a derivation of
its universal central extension. The action of D∗ on g˙⊗R⊕K is given by
[tmdj, g ⊗ t
r] = rjg ⊗ t
m+r, (2.4)
[tmdj, t
rki] = rjt
m+rki + δji
N∑
p=0
mpt
m+rkp. (2.5)
The first formula corresponds to the action of vector fields on functions, while
the second is the Lie derivative action of vector fields on 1-forms.
The formulas (2.4), (2.5) identify the bracket in D∗ only up to a K-valued
2-cocycle τ ∈ H2(D∗,K):
[tmdi, t
rdj] = rit
m+rdj −mjt
m+rdi + τ(t
mdi, t
rdj). (2.6)
We will use a two-dimensional space of cocycles as in [2] (see the remarks
between (2.12) and (2.13) there). It is spanned by the two cocycles
τ1(t
mdi, t
rdj) = mjri
N∑
p=0
rpt
m+rkp = −mjri
N∑
p=0
mpt
m+rkp, (2.7)
and
τ2(t
mdi, t
rdj) = mirj
N∑
p=0
rpt
m+rkp = −mirj
N∑
p=0
mpt
m+rkp. (2.8)
Thus we obtain a two-parametric family of algebras g = gτ = g˙⊗R⊕K⊕D
∗,
where the cocylce in (2.6) is a linear combination of (2.7) and (2.8): τ =
µτ1+ ντ2. A consequence of the fact that the action (2.5) of D
∗ on K is non-
trivial, is that the center of the algebra g˙⊗R⊕K⊕D∗ is finite-dimensional
and is spanned by k0, k1, . . . , kN .
As in the affine case, we can also consider a semidirect product of g with
the Virasoro algebra
V ir = C[t0, t
−1
0 ]d0 ⊕ CCV ir. (2.9)
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The Lie bracket in the Virasoro algebra is given by the well-known formula
[tn0d0, t
m
0 d0] = (m− n)t
n+m
0 d0 +
n3 − n
12
δn,−mCV ir (2.10)
and the element CV ir is central.
The action of V ir on g˙ ⊗ R ⊕ K is given by (2.4), (2.5), where we let
j = 0 and tm = tm0 , while the action on D
∗ is similar to (2.6), only we use a
different cocycle:
[tn0d0, t
mdi] = m0t
n
0 t
mdi − ρmin(n+ 1)t
n
0 t
mk0, ρ ∈ C. (2.11)
This new cocycle emerged from the representations of g⊕V ir that we study
below. Later we will see that we need to specify an exact value of ρ and this
will depend on the particular value of the central charge we are using.
We next introduce the following formal fields in (g⊕ V ir)[[z, z−1]] whose
moments together with CV ir span g ⊕ V ir. Notice that in the single field
K0(m, z) below the coefficient of z
−j−1 involves tj+1 while in all other fields
it only involves tj . It turns out that this is important when we begin to line
up our fields with elements in a VOA as it is tied up with the conformal
weights, (see our comment below).
g(m, z) =
∑
j
g ⊗ tj0t
mz−j−1, g ∈ g (2.12)
K0(m, z) =
∑
j
tj0t
mk0z
−j (2.13)
Ks(m, z) =
∑
j
tj0t
mksz
−j−1, 1 ≤ s ≤ N (2.14)
Ds(m, z) =
∑
j
tj0t
mdsz
−j−1, 1 ≤ s ≤ N (2.15)
L(z) =−
∑
j
tj0d0z
−j−2 (2.16)
Here and in what follows, m ∈ ZN and tm = tm11 . . . t
mN
N .
The Lie algebra structure of g⊕ V ir is encoded in the following relations
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for the above fields:
d
dz
K0(m, z) =
N∑
p=1
mpKp(m, z) (2.17)
[g1(m, z1), g2(r, z2)] ={[g1, g2](m+ r, z2) + (g1, g2)
N∑
p=1
mpKp(m+ r, z2)}z
−1
1 δ(
z2
z1
) +
(g1, g2)K0(m+ r, z2)z
−2
1 δ
(1)(
z2
z1
) (2.18)
[g(m, z1), Ki(r, z2)] = 0 (2.19)
[Ki(m, z1), Kj(r, z2)] = 0 (2.20)
[Ds(m, z1), g(r, z2)] = rsg(m+ r, z2)z
−1
1 δ(
z2
z1
) (2.21)
[L(z1), g(m, z2)] =
(
∂
∂z2
(g(m, z2))
)
z−11 δ(
z2
z1
) + g(m, z2)z
−2
1 δ
(1)(
z2
z1
)
(2.22)
[Ds(m, z1), K0(r, z2)] = rsK0(m+ r, z2)z
−1
1 δ(
z2
z1
) (2.23)
[Ds(m, z1), Kq(r, z2)] ={rsKq(m+ r, z2) + δs,q
N∑
p=1
mpKp(m+ r, z2)}z
−1
1 δ(
z2
z1
)
+ δs,qK0(m+ r, z2)z
−2
1 δ
(1)(
z2
z1
) (2.24)
[L(z1), K0(m, z2)] =
(
∂
∂z2
(K0(m, z2))
)
z−11 δ(
z2
z1
) (2.25)
[L(z1), Ks(m, z2)] =
(
∂
∂z2
(Ks(m, z2))
)
z−11 δ(
z2
z1
) +Ks(m, z2)z
−2
1 δ
(1)(
z2
z1
)
(2.26)
[Ds(m, z1), Dq(r, z2)] ={rsDq(m+ r, z2)−mqDs(m+ r, z2)}z
−1
1 δ(
z2
z1
)
− (µrsmq + νrqms)
N∑
p=1
mpKp(m+ r, z2)z
−1
1 δ(
z2
z1
)
− (µrsmq + νrqms)K0(m+ r, z2)z
−2
1 δ
(1)(
z2
z1
) (2.27)
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[L(z1), Ds(m, z2)] =
∂
∂z2
(Ds(m, z2))z
−1
1 δ(
z2
z1
) +Ds(m, z2)z
−2
1 δ
(1)(
z2
z1
)
+ ρmsK0(m, z2)z
−3
1 δ
(2)(
z2
z1
) (2.28)
[L(z1), L(z2)] =
(
∂
∂z2
(L(z2))
)
z−11 δ(
z2
z1
) + 2L(z2)z
−2
1 δ
(1)(
z2
z1
) +
CV ir
12
z−41 δ
(3)(
z2
z1
) (2.29)
where 1 ≤ s, q ≤ N, 0 ≤ i, j ≤ N,m, r ∈ ZN and δ(n)(z) is the n-th derivative
of the delta series δ(z) =
∑
j∈Z z
j .
Next we list the conformal weights of all the fields involved. We recall
that the conformal weights are defined relative to the operator L(0) which
appears in the Virasoro field:
L(z) =
∑
n∈Z
L(n)z−n−2
by declaring that the local field b(z) has conformal weight ∆ if
[L(0), b(z)] = (z
d
dz
+∆)b(z). (2.30)
Since the field L(z) satisfies the Virasoro commutation relations we will use
the coefficient at the −2nd power of z in the expansion of L(z). Thus to
read off the conformal weights so defined from (2.25), (2.26), we extract
the coefficient of z−21 . We obtain that K0(m, z) has conformal weight 0,
Ds(m, z), Ks(m, z), g(m, z) have conformal weight 1 while L(z) has confor-
mal weight 2.
In order to prove that a map φ : g → End(V ) is a representation of g,
we would need to verify that the relations (2.18)-(2.29) hold in End(V ). We
note that (2.23)-(2.26) follow from (2.18)-(2.22) since a derivation of a Lie
algebra is uniquely determined by its action on the generators, and the space
g˙⊗R generates the algebra g˙⊗R⊕K. To make this more rigorous, we prove
the following simple Lemma:
Lemma 2.1 Let φ : G → End(V ) be a representation of a Lie algebra G
and d be a derivation of G. Let the subspace X ⊂ G generate G as a Lie
algebra. If d′ ∈ EndV satisfies φ ◦ d|X = ad(d
′) ◦ φ|X then
(1) φ ◦ d = ad(d′) ◦ φ on G and
12
(2) The representation φ can be extended to a representation of a semi-
direct product φ : G⊕ Cd→ End(V ) by φ(d) = d′.
Proof. Since X generates G as a Lie algebra, every element g ∈ G may
be written as g =
∑
s[us, vs] + w, where us, vs, w ∈ X . Then
φ(d(g)) = φ
(∑
s
[d(us), vs] + [us, d(vs)] + d(w)
)
=
∑
s
[φ(d(us)), φ(vs)] + [φ(us), φ(d(vs))] + φ(d(w)) =
∑
s
[ad(d′)φ(us), φ(vs)] + [φ(us), ad(d
′)φ(vs)] + ad(d
′)φ(w) = ad(d′)φ(g).
This proves (1), while (2) immediately follows from (1).
3 Vertex operator algebras
We begin by reviewing some basic facts about vertex operator algebras
(VOAs) and begin by recalling the definition. For notation, we follow [7],
[8].
Definition 3.1 A vertex operator algebra is a 4-tuple (V,Y,1,ω) where V =
⊕n∈ZVn is a Z-graded vector space equipped with a linear map
V → (End V )[[z, z−1]] :
v → Y (v, z) =
∑
n∈Z
vnz
−n−1, vn ∈ End V
and two distinguished vectors 1 and ω ∈ V satisfying the following conditions:
unv = 0, for n >> 0 and u, v ∈ V arbitrary, (3.1)
Y (1, z) = Id (3.2)
Y (v, z)1 ∈ V [[z]] and v−11 = v (3.3)
z−10 δ(
z1 − z2
z0
)Y (v, z1)Y (w, z2)− z
−1
0 δ(
z2 − z1
−z0
)Y (w, z2)Y (v, z1)
= z−12 δ(
z1 − z0
z2
)Y (Y (v, z0)w, z2) (Jacobi identity), (3.4)
Vn = {0} for n << 0 (3.5)
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where as usual δ(z) =
∑
n∈Z z
n and where all binomial expressions are to
be expanded in nonnegative powers of the second variable. The following
Virasoro algebra relations must also hold:
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δm+n,0(rankV )Id, (3.6)
where m,n ∈ Z, rankV ∈ C, L(n) = ωn+1 so that
Y (ω, z) =
∑
n∈Z
ωnz
−n−1 =
∑
n∈Z
L(n)z−n−2
and
L(0)v = nv, for v ∈ Vn (3.7)
d
dz
Y (v, z) = Y (L(−1)v, z). (3.8)
This completes the definition. By the above mentioned usual conventions we
have that the three-variable delta function is given by:
δ(
z1 − z2
z0
) =
∑
n∈Z
z−n0 (z1 − z2)
n =
∑
n∈Z
∑
k∈N
(−1)k
(
n
k
)
z−n0 z
n−k
1 z
k
2 (3.9)
Note that the above is not quite the definition of VOA as found in [7] or
[8] as we have not required that the spaces Vn be finite dimensional. This
causes no problems in what follows and it is well known that most of the basic
results in the theory of VOAs remain true without this extra hypothesis.
The following important commutator formula is a consequence of the
Jacobi identity:
[Y (u, z1), Y (v, z2)] =
∑
n≥0
1
n!
(
z−11
(
∂
∂z2
)n
δ
(
z2
z1
))
Y (unv, z2), (3.10)
Now we review the construction of the tensor product of VOAs that will
be useful to us later.
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Definition 3.2 Given finitely many vertex operator algebras
(V1, Y1, 11, ω1), ..., (Vn, Yn, 1n, ωn)
we call
V = V1 ⊗ · · · ⊗ Vn (3.11)
the tensor product of vertex algebras V1, ..., Vn provided
Y (v1 ⊗ · · · ⊗ vn, z) = Y1(v1, z)⊗ · · · ⊗ Yn(vn, z), vi ∈ Vi (3.12)
1 = 11 ⊗ · · ·1n (3.13)
ω = ω1 ⊗ 12⊗ · · ·1n + · · ·+ 11 ⊗ · · · ⊗ 1n−1 ⊗ ωn (3.14)
Then the following theorem holds [7]
Theorem 3.3 The tensor product V of the vertex operator algebras
(V1, Y1, 11, ω1, ), ..., (Vn, Yn, 1n, ωn, )
is again a vertex operator algebra. The rank of V is equal to the sum of ranks
of the Vi’s. Moreover V is a tensor product of Virasoro algebra modules.
We next go on to review some particular VOA’s. We begin with a lattice
VOA and its subVOA which we need.
Lattice vertex algebras
Let Lat be a free abelian group on 2N generators {ai, bi : 1 ≤ i, j ≤ N} We
give Lat the structure of a lattice by defining a symmetric bilinear form:
(., .) : Lat× Lat→Z by
(ai, bj) = (ai, bj) = 0 (ai, bj) = δi,j (3.15)
Note that the form (., .) is non-degenerate and Lat is even, that is (x, x) ∈ 2Z.
The construction of the VOA associated to Lat proceeds as follows.
First we consider the complexification of Lat:
H = Lat⊗Z C,
and extend (., .) by linearity obtaining a non-degenerate bilinear form on H .
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We next “affinize” H as follows. Thus, we define a Lie algebra:
Hˆ = H ⊗ C[t, t−1]⊕ CK
with bracket:
[x⊗ ti, y ⊗ tj] = i(x, y)δi+j,0K, [x⊗ t
i, K] = 0.
We denote by SH the symmetric algebra of the space H⊗t
−1
C[t−1]. Thus
writing α(n) for the element α⊗ tn for α ∈ H, n ∈ Z we have that
SH =< α1(−n1)...αk(−nk)|αi ∈ H, ni ∈ N, 1 ≤ i ≤ k > .
Here, and throughout, we use pointed brackets, < > to denote the space
spanned by the displayed vectors inside the brackets.
We also need a twisted group algebra of Lat, denoted C[Lat], which we
now describe. For this we use a two cocycle
ǫ : Lat× Lat→ {±1} (3.16)
which satisfies for all α, β, γ ∈ Lat
ǫ(α, β)ǫ(α+ β, γ) = ǫ(β, γ)ǫ(α, β + γ), (3.17)
ǫ(α, 0) = ǫ(0, α) = 1, (3.18)
and
ǫ(α, β)ǫ(β, α) = (−1)(α,β). (3.19)
The twisted group algebra of Lat which we need will be denoted C[Lat]
and it is spanned by elements ex with multiplication given by
eαeβ = ǫ(α, β)eα+β. (3.20)
We have C[Lat] =< ex, x ∈ Lat >. Then the space VLat = SH ⊗ C[Lat]
becomes the VOA attached to the lattice Lat. The details can be found in
[8]. For example, we have
[ap(n), bq(m)] = nδp,qδn+m,0K, (3.21)
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where K acts as 1. We will need an explicit form of ω as well as L(−1). With
this in mind we briefly show below how these two elements are constructed.
Let {α1, ..., α2N} be an orthonormal basis of H . We set
1 =1⊗ 1, (3.22)
α(z) =
∑
n∈Z
α(n)z−n−1 (3.23)
ω =
1
2
2N∑
k=1
αk(−1)
2 (3.24)
Y (ω, z) =
1
2
2N∑
k=1
: αk(z)αk(z) : (3.25)
Y (1⊗ eα, z) = exp(
∑
n≥1
α(−n)zn
n
) exp(−
∑
n≥1
α(n)z−n
n
)eαzα (3.26)
where : : denotes the normally ordered product and eα acts by our twisted
multiplication so that eαeβ = ǫ(α, β)eα+β. Also zαeβ = z(α,β)eβ. In particular
from (3.22) one obtains, by expanding in powers of z, that
L(m) =
1
2
2N∑
k=1
∑
n∈Z
: αk(m− n)αk(n) : m ∈ Z (3.27)
The rank of VLat is equal to 2N .
One can give an explicit form of the map Y . Set
∂n =
1
n!
(
d
dz
)n (3.28)
v =β1(−n1)...βk(−nk)⊗ e
α (3.29)
Then
Y (v, z) =: (∂n1−1β1(z)...∂nk−1βk(z))Y (1⊗ e
α) : (3.30)
Consider the following sub-lattice Lat+ of Lat where Lat+ is generated by
< ai, i = 1, ..., N >. We now define a subspace of VLat by saying
V +Lat = SH ⊗ C[Lat
+]. (3.31)
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We are going to need the fact that V +Lat is a sub-VOA of VLat and so we now
indicate why this is true.
The fact that V +Lat is a sub-VOA of VLat will follow from us showing that
if v ∈ V +Lat then the moments of the series Y (v, z) map V
+
Lat to itself. Here
the moments are just the vn’s where Y (v, z) =
∑
n∈Z vnz
−n−1. However
there are only three types of operators which act nontrivially on 1⊗C[Lat]:
{α(0), α ∈ Lat}, {zα, α ∈ Lat} and the multiplication operators {eα, α ∈
Lat}. From among them α(0) acts diagonally on 1 ⊗ C[Lat], while zα acts
trivially on 1⊗ C[Lat+] if α ∈ Lat+. Finally, since Lat+ is a sub-lattice the
twisted multiplication operator eα maps 1⊗ C[Lat+] into itself if α ∈ Lat+.
Finally, since (3.30) contains products of these three types of operators and
operators which act trivially on 1 ⊗ C[Lat] the fact that V +Lat is a sub-VOA
of VLat follows.
One can also give an explicit form of the map Y of this sub-VOA V +Lat.
Note that here, as usual, we are using the same symbol, Y , for both VOA’s
VLat and V
+
Lat but this should cause no confusion. In fact, for v ∈ V
+
Lat we see
that
Y (v, z) =
∑
n∈Z
vn|V +
Lat
z−n−1. (3.32)
Since it is cumbersome to keep the notation for restriction we drop it and
simply write
Y (v, z) =
∑
n∈Z
vnz
−n−1. (3.33)
Then using the same notation as in (3.30) and assuming α ∈ Lat+ we get:
Y (1⊗ eα, z) = exp(
∑
n≥1
α(−n)zn
n
) exp(−
∑
n≥1
α(n)z−n
n
)eα (3.34)
Y (v, z) = : (∂n1−1β1(z)...∂nk−1βk(z))Y (1⊗ e
α, z) : (3.35)
where now eα acts by a standard multiplication. Note also that since zα acts
trivially on V +Lat, it disappeared from the formula for Y (1⊗e
α, z) (cf. (3.26)).
We also need the following notation as we will have need to deal with
the vertex operators Y (1 ⊗ eα, z) with α =
∑N
p=1mpap. Thus for m =
(m1, ..., mN ) ∈ Z
N we let m · a =
∑N
p=1mpap. That is, we think of a as the
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N -tuple (a1, ..., aN). Then we have that
Y (1⊗ e
∑N
p=1mpap , z) = Y (1⊗ em·a, z). (3.36)
Also, in keeping with this notation we also let
m · a(−1) =
N∑
p=1
mpap(−1). (3.37)
Affine vertex algebras
For an affine VOA one lets g˙ be any finite dimensional simple Lie algebra
and we let (·, ·) be an invariant symmetric non-degenerate bilinear form on
g˙ which is normalized so that (θ, θ) = 2 where θ is the longest root of g˙. We
let ̂˙g = g˙⊗ C[t0, t−10 ]⊕ Ck0 (3.38)
be the non-twisted affine Lie algebra associated to this data with multiplica-
tion given by saying k0 is central and
[x⊗ tm0 , y ⊗ t
n
0 ] = [x, y]⊗ t
m+n
0 +mδm+n,0(x, y)k0. (3.39)
We write x(n) for the element x ⊗ tn0 . Let c be an arbitrary constant in C
and let C1 be the one dimensional module for g˙⊗C[t0]⊕Ck0 where g˙⊗C[t0]
acts as zero on C1 and where k0 acts as the constant c on 1. We form a
generalized Verma module by letting
Vc = V̂˙g,c = Ind̂˙gg˙⊗C[t0]⊕Ck0C1 (3.40)
This module has a unique irreducible quotient module which we denote by
Lc = L̂˙g,c. Then it is well known [9], [14] that as long as c 6= −h∨ then both
Vc and Lc are VOA’s. Here −h
∨ is the negative of the dual Coxeter number
of the Lie algebra g˙.
We quickly review this so as to establish some notation. We work with Vc
first and define Y (x(−1), z) =
∑
n∈Z x(n)z
−n−1 ∈ End(Vc)[[z, z
−1]] and let
D ∈ Der(̂˙g) be given by [D, x(m)] = −mx(m − 1), [D, k0] = 0. Then the set
{Y (x(−1), z)|x ∈ g˙} (3.41)
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consists of mutually local fields satisfying d
dz
Y (x(−1), z) = [D, Y (x(−1), z)]
and so it follows that Vc has the structure of a vertex algebra. Letting
x1, ..., xd be an orthonormal basis of g˙ we let
ω =
1
2(c+ h∨)
d∑
i=1
xi(−1)
2. (3.42)
As usual we let Y (ω, z) =
∑
n∈Z L(n)z
−n−2 and let
(Vc)n = {v ∈ Vc|L(0)v = nv}. (3.43)
Then we have Vc = ⊕n∈Z(Vc)n and also
(Vc)n =< y1(−n1) · · · yk(−nk)|
k∑
i=1
ni = n, ni ∈ N, yi ∈ g˙ > (3.44)
Then as long as c 6= −h∨ we obtain the VOA (Vc, Y, 1, ω).We denote its rank
by rc and have that
rc =
c dim(g˙)
c+ h∨
. (3.45)
Finally, one knows that the usual radical of the module Vc is an ideal of the
VOA Vc so we obtain the VOA Lc as a simple quotient of Vc.
ĝlN vertex algebras
The Lie algebra glN is reductive and decomposes into a direct sum glN =
slN ⊕ CI. Let ψ1 denote the projection on the traceless matrices and ψ2
be the projection on the scalar matrices in this decomposition. Accordingly,
we define the affine algebra ĝlN to be a direct sum of the affine algebra
ŝlN = slN (C[t0, t
−1
0 ]) ⊕ CC1 and a (degenerate) Heisenberg algebra Hei =
I ⊗ C[t0, t
−1
0 ]⊕ CC2.
The Lie bracket in ĝlN is given by
[g1 ⊗ t
i
0, g2 ⊗ t
j
0] =[g1, g2]⊗ t
i+j
0 + iδi,−jtr(ψ1(g1)ψ1(g2))C1 +
iδi,−j(ψ2(g1), ψ2(g2))C2, (3.46)
where for the last term we will use the normalization (I, I) = 1.
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However, if we fix the basis of glN consisting of elementary matrices, then
the formula above will become
[Epq ⊗ t
i
0, Ers ⊗ t
j
0] =δqrEps ⊗ t
i+j
0 − δpsErq ⊗ t
i+j
0 +
iδi,−j
(
δqrδpsC1 ++δpqδrs
(
C2
N2
−
C1
N
))
(3.47)
To construct a VOA corresponding to ĝlN , we will take a tensor product
of a VOA for affine Lie algebra ŝlN and a Heisenberg VOA corresponding
to Hei. We have just seen the construction of an affine VOA and hence
we obtain a Verma VOA V
ŝlN ,c1
and a simple VOA L
ŝlN ,c1
for an arbitrary
complex number c1 6= −N (the dual Coxeter number for sl(N) is N). Let us
review the construction of the Heisenberg VOA.
Let c2 be an arbitrary constant in C and consider a one-dimensional
module C1 for the subalgebra I ⊗ C[t0]⊕ < C2 > where I ⊗ C[t0] acts on 1
trivially and C2 acts as multiplication by c2.
If c2 6= 0 then the induced module
IndHeiI⊗C[t0]⊕<C2>C1 (3.48)
has a structure of a VOA [10, 15], which we denote by LHei,c2. As a vector
space, LHei,c2 is isomorphic to the symmetric algebra S[I ⊗ t
−1
0 C[t
−1
0 ]]. To
construct the state-field correspondence Y , we take
Y (I(−1), z) =
∑
n∈Z
I(n)z−n−1, (3.49)
Y (I(−j − 1), z) =
1
j!
(
∂
∂z
)j
Y (I(−1), z), (3.50)
Y (I(−n1) . . . I(−nk), z) = : Y (I(−n1), z) . . . Y (I(−nk), z) :, (3.51)
where we again use the notation I(n) = I ⊗ tn0 .
The Virasoro element is given by ω = 1
2c2
I(−1)2.
If c2 = 0 then the induced module has a one-dimensional factor LHei,0 =
C1. The VOA LHei,c2 is simple and its rank is equal to 1 if c2 6= 0 and to 0
if c2 = 0.
Finally, for a pair of complex numbers c1, c2, c1 6= −N , we define two
VOAs for ĝlN as tensor products:
V
ĝlN
=V
ĝlN ,c1,c2
:= V
ŝlN ,c1
⊗ LHei,c2 (3.52)
L
ĝlN
=L
ĝlN ,c1,c2
:= L
ŝlN ,c1
⊗ LHei,c2 (3.53)
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Of course, both VOAs V
ĝlN
and L
ĝlN
are modules for the Lie algebra ĝlN .
4 Toroidal VOAs
Let c, c1, c2 be complex numbers such that c 6= 0, c 6= −h
∨, c1 6= −N . We
consider two tensor products of VOAs,V = V̂˙g,c ⊗ V +Lat ⊗ VĝlN ,c1,c2 and L =
L̂˙g,c⊗V +Lat⊗LĝlN ,c1,c2 with the following assignment of vertex operators, which
is the same for V and L. We will take m ∈ ZN , 1 ≤ s ≤ N. Then we let:
K0(m, z)→cY (1⊗ e
m·a ⊗ 1, z) (4.1)
Ds(m, z)→Y (1⊗ bs(−1)e
m·a ⊗ 1 + 1⊗ em·a ⊗ (
N∑
p=1
mpEps(−1)), z)
(4.2)
Ks(m, z)→cY (1⊗ as(−1)e
m·a ⊗ 1, z) (4.3)
g(m, z)→Y (g(−1)⊗ em·a ⊗ 1, z) (4.4)
L(z)→Y (ω1 ⊗ 1⊗ 1 + 1⊗ ω2 ⊗ 1 + 1⊗ 1⊗ ω3, z) (4.5)
CV ir → rank(L)id, (4.6)
where rank(L) =
cdim(g˙)
c+ h∨
+ 2N +
c1(N
2 − 1)
c1 +N
+ rank(LHei,c2) (4.7)
We will denote by Yi, i = 1, 2, 3 the restriction of the state-field map Y to
the first, second, and third factor respectively in the tensor product.
Theorem 4.1 Under the correspondence (4.1)-(4.7), both V and L are mod-
ules for the Lie algebra gτ⊕V ir = g˙⊗R⊕K⊕D
∗⊕V ir, where τ = µτ1+ντ2
with µ = 1−c1
c
, ν =
c1
N
−
c2
N2
c
and ρ = 1
2c
. Moreover, CV ir equals rank(L) as
given by (4.7).
Proof.
The proof is identical for V and L, so we will carry it out for V . Our first
claim is that
d
dz
Y (1⊗ em·a ⊗ 1, z) =
N∑
p=1
mpY (1⊗ ap(−1)e
m·a ⊗ 1, z) (4.8)
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It suffices to prove this claim for Y2. From the VOA axioms we have
d
dz
Y2(e
m·a, z) = Y2(L(−1)e
m·a, z). (4.9)
To compute L(−1)em·a we observe that
L(−1)em·a = lim
w→0
[L(−1), Y2(e
m·a, w)]1 =
lim
w→0
d
dw
Y2(e
m·a, w)1 (4.10)
¿From (3.26) we obtain
∑N
p=1mpap(−1)e
m·a for the limit and the claim fol-
lows.
In order to prove that V is a module for the toroidal Lie algebra, we need
to show that the relations 2.18 - 2.29 hold in End(V )[[z, z−1]]. We begin with
the commutator corresponding to (2.18).
The first step here is to verify all commutators involving the affine part. We
observe that we can ignore the the third factor in the tensor product. So
we will suppress the third factor and will restore it only in the final answers.
First, in our affine VOA we have the following relation:
[Y1(g1(−1), z1), Y1(g2(−1), z2)] =Y1([g1, g2](−1), z2)z
−1
1 δ(
z2
z1
) +
z−11 (g1, g2)c
∂
∂z2
δ(
z2
z1
) (4.11)
Using this we get
[Y1(g1(−1), z1)⊗ Y2(e
m·a, z1), Y1(g2(−1), z2)⊗ Y2(e
r·a, z2)] =
{Y1([g1, g2](−1), z2)z
−1
1 δ(
z2
z1
) + z−11 (g1, g2)c
∂
∂z2
δ(
z2
z1
)} ⊗ Y2(e
m·a, z1)Y2(e
r·a, z2) =
Y1([g1, g2](−1), z2)⊗ Y2(e
(m+r)·a, z2)z
−1
1 δ(
z2
z1
) +
(g1, g2)z
−1
1 c
∂
∂z2
δ(
z2
z1
)⊗ Y2(e
m·a, z1)Y2(e
r·a, z2) (4.12)
The second term above can be dealt with using properties of the δ-function,
yielding
[Y1(g1(−1), z1)⊗ Y2(e
m·a, z1), Y1(g2(−1), z2)⊗ Y2(e
r·a, z2)] =
{Y1([g1, g2](−1), z2)⊗ Y2(e
(m+r)·a, z2) + (g1, g2)c1⊗ Y2(m · a(−1)e
(m+r)·a, z2)}z
−1
1 δ(
z2
z1
) +
(g1, g2)z
−1
1 c1⊗ Y2(e
(m+r)·a, z2)
∂
∂z2
δ(
z2
z1
) (4.13)
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which, in turn, implies
[Y (g1(−1)⊗ e
m·a ⊗ 1, z1), Y2(g2(−1)⊗ e
r·a ⊗ 1, z2)] =
{Y ([g1, g2](−1)⊗ e
(m+r)·a ⊗ 1, z2) + (g1, g2)cY (1⊗m · a(−1)e
(m+r)·a ⊗ 1, z2)}z
−1
1 δ(
z2
z1
) +
(g1, g2)z
−1
1 cY (1⊗ e
(m+r)·a ⊗ 1, z2)
∂
∂z2
δ(
z2
z1
) (4.14)
thus reproducing (2.18).
To establish 2.20 we note that the operators Y2(e
m·a, z) and Y2(as(−1)e
m·a, z)
correspond to elements from the totally isotropic subspace in Lat and thus
all commute. This also implies that
[Y1(g(−1), z1)⊗ Y2(e
m·a, z1)⊗ 1, 1⊗ Y2(e
r·a, z2)⊗ 1] = 0 (4.15)
and
[Y1(g(−1), z1)⊗ Y2(e
m·a, z1)⊗ 1, 1⊗ Y2(as(−1)e
r·a, z2)⊗ 1] = 0, (4.16)
which establishes (2.19).
We turn to verifying (2.21). We start with
[1⊗ Y2(bs(−1)e
m·a, z1)⊗ 1 + 1⊗ Y2(e
m·a, z1)⊗ Y3(
N∑
p=1
mpEps(−1), z1),
Y1(g(−1), z2)⊗ Y2(e
r·a, z2)⊗ 1] =
Y1(g(−1), z2)⊗ [Y2(bs(−1)e
m·a, z1), Y2(e
r·a, z2)]⊗ 1
We compute the commutator [Y2(e
r·a, z2), Y2(bs(−1)e
m·a, z1)] using the
commutator formula (3.10):
[Y2(e
r·a, z2), Y2(bs(−1)e
m·a, z1)] =∑
n≥0
1
n!
(
z−12
(
∂
∂z1
)n
δ
(
z1
z2
))
Y
(
er·a(n)bs(−1)e
m·a, z1
)
. (4.17)
The terms er·a(n)bs(−1)e
m·a, n ≥ 0, are given by the antiholomorphic part of
Y2(e
r·a, z)bs(−1)e
m·a. Here is what we mean by this. For an arbitrary ex-
pression x(z) =
∑
k∈Z xkz
k ∈ End(V )[[z, z−1]], we denote its antiholomorphic
part
∑
k<0 xkz
k by x(z)−. Since
Y2(e
r·a, z)bs(−1)e
m·a = [Y2(e
r·a, z), bs(−1)]e
m·a + bs(−1)Y2(e
r·a, z)em·a
(4.18)
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and the antiholomorphic part of the last term is 0, while the commutator in
the first term can be easily computed using the explicit expression (3.26) for
Y2(e
r·a, z):
[Y2(e
r·a, z), bs(−1)] = −
rs
z
Y2(e
r·a, z), (4.19)
we get that
(Y2(e
r·a, z)bs(−1)e
m·a)− =
(
−
rs
z
Y2(e
r·a, z)em·a
)−
= −
rs
z
e(m+r)·a. (4.20)
This means that er·a(0)bs(−1)e
m·a = −rse
(m+r)·a and er·a(n)bs(−1)e
m·a = 0 for n >
0. Substituting this into (4.17) we obtain the desired commutator relation
(2.21):
[Y (1⊗ bs(−1)e
m·a ⊗ 1 + 1⊗ em·a ⊗ (
N∑
p=1
mpEps(−1)), z1), Y (g(−1)⊗ e
r·a ⊗ 1, z2)] =
rsz
−1
2 δ
(
z1
z2
)
Y1(g(−1), z2)⊗ Y2(e
(m+r)·a, z1)⊗ 1 =
rsz
−1
1 δ
(
z2
z1
)
Y (g(−1)⊗ e(m+r)·a ⊗ 1, z2). (4.21)
We turn now to (2.22):
[Y (ω, z1), Y (g(−1)⊗ e
m·a ⊗ 1, z2)] =∑
n≥0
1
n!
(
z−11
(
∂
∂z2
)n
δ
(
z2
z1
))
Y (ωn(g(−1)⊗ e
m·a ⊗ 1), z2) . (4.22)
Using the general formula for the weight of the n-th product in a VOA
wt(unv) = wt(u) + wt(v)− n− 1 (4.23)
and using the fact that wt(ω) = 2 and wt(g(−1)⊗ em·a ⊗ 1) = 1 we see that
ωn(g(−1)⊗e
m·a⊗1) = 0 for n ≥ 3. We thus need to compute ωn(g(−1)e
m·a⊗
1) = L(n− 1)(g(−1)⊗ em·a ⊗ 1), for n = 0, 1, 2.
Observing that L(0)v = nv for v ∈ Vn, and taking into account that
wt(g(−1)⊗ em·a⊗ 1) = 1, we get L(0)(g(−1)⊗ em·a⊗ 1) = g(−1)⊗ em·a⊗ 1.
For L(−1) we use the relation Y (L(−1)v, z) = ∂
∂z
Y (v, z).
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To compute the term with L(1) we consider
L(1)(g(−1)⊗ em·a ⊗ 1) =(L(1)g(−1))1⊗ em·a ⊗ 1 + g(−1)⊗ L(1)em·a ⊗ 1
g(−1)⊗ em·a ⊗ L(1)1. (4.24)
However all three terms here are zero. The last two terms vanish because
of (4.23), while for the first term we use the following relation in the affine
VOA:
[L(n), g(k)] = −kg(n+ k), for g ∈ g˙, (4.25)
which gives [L(1), g(−1)]1 = g(0)1 = 0.
Summarizing, we get the relation (2.22):
[L(z1), Y (g(−1)⊗ e
m·a ⊗ 1, z2)] =z
−1
1 δ(
z2
z1
)
(
∂
∂z2
Y (g(−1)⊗ em·a ⊗ 1, z2)
)
+
z−11
(
∂
∂z2
)
δ(
z2
z1
)Y (g(−1)⊗ em·a ⊗ 1, z2).
(4.26)
By Lemma (2.1), the relations (2.23) - (2.26) follow automatically from
the ones we just established.
To verify (2.27) we write out the whole commutator:
[1⊗ Y2(bs(−1)e
m·a, z1)⊗ 1 + 1⊗ Y2(e
m·a, z1)⊗ Y3(
N∑
p=1
mjEps(−1), z1),
1⊗ Y2(bq(−1)e
r·a, z2)⊗ 1 + 1⊗ Y2(e
r·a, z2)⊗ Y3(
N∑
k=1
rkEkq(−1), z2)] =
1⊗ [Y2(bs(−1)e
m·a, z1), Y2(bq(−1)e
r·a, z2)]⊗ 1 +
1⊗ [Y2(bs(−1)e
m·a, z1), Y2(e
r·a, z2)]⊗ Y3(
N∑
k=1
rkEkq(−1), z2) +
1⊗ [Y2(e
m·a, z1), Y2(bq(−1)e
r·a, z2)]⊗ Y3(
N∑
p=1
mpEps(−1), z1)
1⊗ Y2(e
m·a, z1)Y2(e
r·a, z2)⊗ [Y3(
N∑
p=1
mpEps(−1), z1), Y3(
N∑
k=1
rkEkq(−1), z2)],
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where in the very last line we used that [Y2(e
m·a, z1), Y2(e
r·a, z2)] = 0. To com-
pute the first commutator above we will need (Y2(bs(−1)e
m·a, z)bq(−1)e
r·a)−
We claim that
(Y2(bs(−1)e
m·a, z)bq(−1)e
r·a)− =
1
z
(rsbq(−1)−mqbs(−1))e
(m+r)·a −
1
z
rsmq
N∑
p=1
mpap(−1)e
(m+r)·a −
1
z2
rsmqe
(m+r)·a
(4.27)
To prove this statement we write:
(Y2(bs(−1)e
m·a, z)bq(−1)e
r·a)− = (: bs(z)Y2(e
m·a, z) : bq(−1)e
r·a)− =
(bs(z)
+Y2(e
m·a, z)bq(−1)e
r·a1)− + (Y2(e
m·a, z)bs(z)
−bs(−1)e
r·a1)− (4.28)
Now the first term in (4.28)
(bs(z)
+Y2(e
m·a, z)bq(−1)e
r·a1)− =
(bs(z)
+[Y2(e
m·a, z), bq(−1)]e
r·a1)− + (bs(z)
+bq(−1)Y2(e
m·a, z)er·a1)− (4.29)
Since the second term is 0 we get using (4.19):
(bs(z)
+Y2(e
m·a, z)bq(−1)e
r·a1)− = (bs(z)
+[Y2(e
m·a, z), bq(−1)]e
r·a1)−
= −
(mq
z
bs(z)
+Y2(e
m·a, z)er·a1
)−
, (4.30)
which in turn, after noticing that only limz→0 bs(z)
+ = bs(−1) contributes to
the antiholomorphic part, gives
(bs(z)
+Y2(e
m·a, z)bq(−1)e
r·a1)− = −
mqbs(−1)e
(m+r)·a
z
(4.31)
Likewise, to compute the second term in (4.28), we make use of the commu-
tator
[bs(z)
−, er·a] =
rse
r·a
z
(4.32)
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as well as of (4.19):
(Y2(e
m·a, z)bs(z)
−bq(−1)e
r·a1)− = (Y2(e
m·a, z)bq(−1)
rs
z
er·a1)− =
(
rs
z
[Y2(e
m·a, z)bq(−1)]e
r·a1)− + (
rs
z
bq(−1)Y2(e
m·a, z)er·a1)− =
− (
rsmq
z2
Y2(e
m·a, z)er·a1)− + (
rs
z
bq(−1)Y2(e
m·a, z)er·a1)− =
−
rsmq
z2
e(m+r)·a −
rsmq
z
N∑
p=1
mpap(−1)e
(m+r)·a +
rs
z
bq(−1)e
(m+r)·a, (4.33)
from which the (4.27) follows.
Using (4.32) we get
(Y2(bs(−1)e
m·a, z)er·a)− =
rse
(m+r)·a
z
(4.34)
and, using (4.19) we get
(Y2(e
m·a, z)bq(−1)e
r·a)− = −
mqe
(m+r)·a
z
(4.35)
There is one more commutator, namely,
1⊗ Y2(e
m·a, z1)Y2(e
r·a, z2)⊗ [Y3(
N∑
p=1
mpEps(−1), z1), Y3(
N∑
k=1
rkEkq(−1), z2)]
Using that Vgˆl(N) is a gˆl(N) module we obtain
[Y3(
N∑
p=1
mpEps(−1), z1), Y3(
N∑
k=1
rkEkq(−1), z2)] =
z−11 δ(
z2
z1
){rsY3(
N∑
p=1
mpEpq(−1), z2)−mqY3(
N∑
k=1
rkEks(−1), z2)}+
(rsmqc1 + rqms
( c2
N2
−
c1
N
)
)z−11
∂
∂z2
δ(
z2
z1
)
We compute the contribution of the very last term, leaving out the fac-
tor rsmqc1 + rqms
(
c2
N2
− c1
N
)
, with the help of the identity z−11
∂
∂z2
δ( z2
z1
) =
28
−z−12
∂
∂z1
δ( z2
z1
)
1⊗ Y2(e
m·a, z1)Y2(e
r·a, z2)z
−1
1
∂
∂z2
δ(
z2
z1
)⊗ 1 =
− 1⊗ Y2(e
m·a, z1)Y2(e
r·a, z2)z
−1
2
∂
∂z1
δ(
z2
z1
)⊗ =
−1⊗ (
∂
∂z1
(Y2(e
m·a, z1)Y2(e
r·a, z2)z
−1
2 δ(
z2
z1
)))⊗ 1 +
z−12 1⊗ Y2(e
r·a, z2)(
∂
∂z1
Y2(e
m·a, z1))δ(
z2
z1
))⊗ 1 =
− 1⊗ Y2(e
(m+r)·a, z2)z
−1
2
∂
∂z1
δ(
z2
z1
)⊗ 1 +
z−12 1⊗ Y2(e
r·a, z2)
N∑
p=1
mpY2(ap(−1)e
m·a, z1)δ(
z2
z1
))⊗ 1 =
1⊗ Y2(e
(m+r)·a, z2)z
−1
1
∂
∂z2
δ(
z2
z1
)⊗ 1 +
z−12 1⊗
N∑
p=1
mpY2(ap(−1)e
(m+r)·a, z2)δ(
z2
z1
))⊗ 1 (4.36)
Here we used the fact that Y2(e
r·a, z1)Y2(e
m·a, z2)z
−1
1 δ(
z2
z1
) = Y2(e
(m+r)·a, z2)z
−1
1 δ(
z2
z1
).
For simplicity, we set
ds(m, z) = Y (1⊗ bs(−1)e
m·a ⊗ 1 + 1⊗ em·a ⊗ (
N∑
p=1
mpEps(−1)), z) (4.37)
Combining together (4.27), (4.34), (4.35), (4.36) we get that
[ds(m, z1), dq(r, z2)] =
{rsdq(m+ r, z2)−mqds(m+ r, z2) +(
rsmq(c1 − 1) + rqms
( c1
N
−
c2
N2
)) N∑
p=1
mpY (1⊗ ap(−1)e
(m+r)·a ⊗ 1, z2)}z
−1
1 δ(
z2
z1
) +
(
rsmq(c1 − 1) + rqms
( c1
N
−
c2
N2
))
Y (1⊗ e(m+r)·a ⊗ 1, z2)z
−1
1
∂
∂z2
δ(
z2
z1
)
(4.38)
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which coincides with (2.27) with µ = 1−c1
c
and ν =
c1
N
−
c2
N2
c
.
To verify (2.28) we need to inspect the following commutators
[Y2(ω2, z1), Y2(bs(−1)e
m·a, z2)]
[Y2(ω2, z1), Y2(e
m·a, z2)]
[Y3(ω3, z1), Y3(
N∑
p=1
mpEps(−1), z2)]
In all three cases the verification is similar to (4.22). We use the fact that
the weight of bs(−1)e
m·a and Eps(−1) is one, and is zero for e
m·a. The results
for the anti-holomorphic parts have the same form in all three cases
(Y (ω, z)v)− =
L(−1)v
z
+
L(0)v
z2
+
L(1)v
z3
and in a way analogous to the computation for (4.22), we obtain
(Y2(ω, z)bs(−1)e
m·a)− =
1
z
L(−1)bs(−1)e
m·a +
1
z2
bs(−1)e
m·a +
ms
z3
em·a,
(Y2(ω, z)e
m·a)− =
1
z
L(−1)em·a,
(Y3(ω, z)
N∑
p=1
mpEps(−1))
− =
1
z
L(−1)
N∑
p=1
mpEps(−1) +
1
z2
N∑
p=1
mpEps(−1)
which after assembling all the terms yields (2.28), provided ρ = 1
2c
.
Finally, the field Y (ω, z) satisfies the Virasoro commutation relations by
definition, with the proviso CV ir = rank(L).
5 Modules for toroidal VOAs
In [2] a family of irreducible g-modules was constructed. In this section we
will identify these modules as irreducible modules for the toroidal VOAs,
thus giving their explicit realizations.
We begin by recalling the construction of the gτ modules from [2]. Fix as
before a non-zero complex number c. The input data for building the module
consists of a finite-dimensional irreducible g˙-module V˙ , a finite-dimensional
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irreducible slN -module W and a complex number c3. The pair (W, c3) actu-
ally defines a glN -module structure on the space W by letting the identity
matrix act as multiplication by c3.
The toroidal Lie algebra g = g˙⊗R⊕K ⊕D∗ has a Z-grading by degree
in the variable t0. We also consider a decomposition g = g− ⊕ g0 ⊕ g+
associated with this grading. The subalgebra g0 is spanned by the ele-
ments {g ⊗ tm, tmk0, t
mks, t
mds|m ∈ Z
n, g ∈ g˙, s = 1, . . . , N}. We begin by
constructing a g0-module T from the input data:
T = V˙ ⊗ C[Lat+]⊗W. (5.1)
The action of g0 on T is given by the formulas (see [2]):
g ⊗ tm (v ⊗ er·a ⊗ w) =(gv)⊗ e(m+r)·a ⊗ w, (5.2)
tmk0 (v ⊗ e
r·a ⊗ w) =cv ⊗ e(m+r)·a ⊗ w, (5.3)
tmks (v ⊗ e
r·a ⊗ w) =0, (5.4)
tmds (v ⊗ e
r·a ⊗ w) =rsv ⊗ e
(m+r)·a ⊗ w +
N∑
p=1
mpv ⊗ e
(m+r)·a ⊗Epsw,
(5.5)
Next we let g+ act trivially on T and we build the induced module
U = Indgg0⊕g+(T ). (5.6)
The module U inherits a natural ZN+1-grading from g. We point out that
the ZN+1-homogeneous components of U lying below the top T are infinite-
dimensional. The module U has a unique maximal homogeneous submodule
U rad intersecting T trivially. The factor-module
U = U(c, V˙ ,W, c3) = U/U rad (5.7)
is a graded simple module (every ZN+1-graded submodule is trivial). Apply-
ing Theorem 1.12 of [2], we get that the homogeneous components of U are
finite-dimensional.
Now we will use the same input data to construct a module for the toroidal
VOA Vc,c1,c2, where c is as above and c1, c2 are related to the cocycle τ
by µ = 1−c1
c
, ν =
c1
N
−
c2
N2
c
. We also impose additional restrictions, namely
c 6= −h∨, c1 6= −N . The toroidal VOA Vc,c1,c2 is a tensor product of three
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VOAs: Vc,c1,c2 = V̂˙g,c ⊗ V +Lat ⊗ VĝlN ,c1,c2. We will construct a VOA module by
taking a tensor product of modules for each factor:
M̂˙g,c,V˙ ⊗ V +Lat ⊗MĝlN ,c1,c2,c3,W (5.8)
We view V +Lat as a module over itself. Let us briefly describe M̂˙g,c,V˙ and
M
ĝlN ,c1,c2,c3,W
.
Extend the action of g˙ on V˙ to an action of g˙ ⊗ C[t0] ⊕ Ck0 by letting
g˙⊗t0C[t0] act on V˙ trivially and letting k0 act as multiplication by c. Consider
the induced ̂˙g-module:
M ̂˙g,c,V˙ = Ind̂˙gg˙⊗C[t0]⊕Ck0(V˙ ) (5.9)
and its irreducible factor M̂˙g,c,V˙ . The ̂˙g-module M̂˙g,c,V˙ is also an irreducible
VOA module for affine VOA V̂˙g,c.
The construction for M
ĝlN ,c1,c2,c3,W
is analogous, but we should also take
into account the Heisenberg part. Recall that V
ĝlN ,c1,c2
is itself a tensor
product of two VOAs: V
ĝlN ,c1,c2
= V
ŝlN ,c1
⊗VHei,c2. The module MĝlN ,c1,c2,c3,W
that we are going to introduce will be a tensor product of a moduleM
ŝlN ,c1,W
for V
ŝlN ,c1
and a module MHei,c2,c3 for VHei,c2. The construction for MŝlN ,c1,W
is completely parallel to the one we used above for M̂˙g,c,V˙ . Let us describe
the Heisenberg VOA module MHei,c2,c3.
We take a one-dimensional space C1 and make it into a module for I ⊗
C[t0]⊕ CC2 by I1 = c31, C21 = c21, I ⊗ t0C[t0]1 = 0. The induced module
IndHeiI⊗C[t0]⊕CC2 (5.10)
is an irreducible module over the Heisenberg algebra and will be denoted
by MHei,c2,c3, unless c2 = 0, in which case we set MHei,0,c3 to be the one-
dimensional factor C1 of the induced module. The module MHei,c2,c3 is an
irreducible module for the Heisenberg VOA VHei,c2 and
M
ĝlN ,c1,c2,c3,W
= M
ŝlN ,c1,W
⊗MHei,c2,c3 (5.11)
is an irreducible VOA module for V
ĝlN ,c1,c2
. Finally,
M =Mc,c1,c2,c3,V˙ ,W =M̂˙g,c,V˙ ⊗ V +Lat ⊗MĝlN ,c1,c2,c3,W (5.12)
is an irreducible module for the toroidal VOA Vc,c1,c2.
Now we are ready to state the main result of this section:
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Theorem 5.1 Let c, c1, c2, c3 be complex numbers such that c 6= 0, c 6=
−h∨, c1 6= −N . Let V˙ be an irreducible g˙-module and W be an irreducible
slN -module.
(1) the module Mc,c1,c2,c3,V˙ ,W is a module for the toroidal Lie algebra gτ ,
τ = µτ1 + ντ2, where µ =
1−c1
c
, ν =
c1
N
−
c2
N2
c
.
(2) Mc,c1,c2,c3,V˙ ,W is irreducible as a gτ -module.
(3) Mc,c1,c2,c3,V˙ ,W
∼= U(c, V˙ ,W, c3) as gτ -modules.
Proof. The module M = Mc,c1,c2,c3,V˙ ,W is a module for the toroidal VOA
V = Vc,c1,c2. Under the correspondence (4.1)-(4.7) the commutator relations
(2.18)-(2.29) of g hold in V . Thus, by preservation of identities in VOA
modules(see [14] Lemma 2.3.5), the same relations hold in M , which proves
that M is a gτ -module.
The moduleM is an irreducible module for the toroidal VOA V . In order
to show that it is also irreducible as a g-module, it is enough to show that V
is generated as a VOA by the set
S =
{
g(−1)em·a, em·a, aj(−1)e
m·a,bj(−1)e
m·a +
N∑
p=1
mpEpj(−1)e
m·a
∣∣∣∣g ∈ g˙,m ∈ ZN , j = 1, . . . , N} (5.13)
which corresponds to (4.1)-(4.4). Once this is established, every g-invariant
subspace in a VOA module is V -invariant, since, by the associativity property
of VOAs every concatenation of n-th products may be expressed through the
composition of operators from g. Thus irreducibility with respect to V will
imply irreducibility with respect to g.
It is sufficient to show that the set S generates each of the factors V̂˙g,c ⊗
1⊗ 1, 1⊗ V +Lat ⊗ 1 and 1⊗ 1⊗ VĝlN ,c1,c2. To get the first factor, we note that
g(−1) ∈ S for all g ∈ g˙. The VOA V̂˙g,c is spanned by the elements
g1(−n1) . . . gk(−nk)1, gi ∈ g˙, hi ∈ N. (5.14)
However, since
g1(−n1) . . . gk(−nk)1 = g1(−1)(−n1)
(
. . .
(
gk(−1)(−nk)1
)
. . .
)
, (5.15)
we get that S generates V̂˙g,c ⊗ 1⊗ 1. Since aj(−1), bj(−1), em·a ∈ S, we also
get 1⊗V +Lat⊗1 by a similar argument. In particular we see that bj(−1)e
m·a is
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in the space generated by S for anym ∈ ZN . Choosingm with mp = δkp, p =
1, . . . , N , we get that both bj(−1)e
ak and bj(−1)e
ak +Ekj(−1)e
ak are in the
space generated by S, and so is Ekj(−1)e
ak . Finally (Ekj(−1)e
ak)(−1)e
−ak =
Ekj(−1), and hence we can generate 1⊗1⊗VĝlN ,c1,c2 as well. This completes
the proof of part (2) of the theorem.
To prove (3) we note that Mc,c1,c2,c3,V˙ ,W has a natural Z-grading corre-
sponding to the degree in the t0-variable and moreover its zero component
M0 = V˙ ⊗C[Lat
+]⊗W is isomorphic to T . One can easily see that the action
of g0 on M0 coincides with (5.2)-(5.5). Thus M is a homomorphic image of
U . However, since the ZN+1-gradings on both modules are compatible, and
U is graded simple, we get an isomorphism M ∼= U . This also proves that
for c 6= −h∨, µ 6= N + 1, U is a simple module and not just graded simple.
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