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Abstract
Neutron multiplicity counting is a non-destructive assay method for determining the
mass of fissile materials (primarily plutonium) using the measured values of the singles,
doubles and triples detection rates. Traditionally, the detection rates are obtained from
the counting statistics of neutron detectors. The main problem with this approach is
that it is sensitive to the overlapping of pulses which, especially at high count rates,
lead to dead time losses in the counting electronics. This feature limits the applica-
bility of the method to the measurement of samples with low emission intensities. To
overcome this constraint, an alternative version of neutron multiplicity counting has
been developed. The new approach is based on the direct analysis of the continuous
voltage signals of the detectors (primarily fission chambers). Since the procedure does
not rely on counting individual pulses, it is inherently free from dead time losses caused
by their overlapping. As a result, the proposed method provides an alternative to tra-
ditional multiplicity counting, especially when measuring high intensity samples, like
spent nuclear fuel. The thesis presents the complete process of establishing the new
version of multiplicity counting. Based on a stochastic model of continuous detector
signals, expressions are derived for some of their one- two and three-point (in time)
moments (including their mean, covariance function and bicovariance function) and it
is shown that the singles, doubles and triples detection rates can be recovered from
them. In a computational study, detector signals are simulated and analysed in order
to investigate the effect of certain parameters (the measurement time, the detection
efficiency, the amplitude of the electronic noise and the intensity of non-neutron pulses)
on the estimated values of the detection rates. To demonstrate the practical use of
the proposed method, measurements have been performed using a 252Cf source and the
detection rates recovered from the moments of the recorded signals were compared with
reference values obtained with pulse counting.
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Neutron multiplicity counting is a widely used non-destructive assay method for
measuring the mass of fissile materials (primarily plutonium) [1]. The goal in a mea-
surement is to estimate the singles, doubles and triples detection rates which quantify
the intensity of detecting one, two or three neutrons, respectively, from the same emis-
sion event. The sample mass can then be obtained from the detection rates with
algebraic inversion. Traditionally, the measurement is performed with 3He-gas-filled
detectors and the detection rates are determined from their pulse counting statistics.
This approach comes, however, with several practical difficulties. The major problem is
caused by dead time originating from the overlapping of pulses, which leads to a loss of
counts in the counting electronics. Although various dead time correction techniques are
available [2], their use is limited to moderate count rates; at very high count rates, for
example when measuring spent nuclear fuel [3], they break down completely. Another
(purely technical) problem is the global shortage on 3He, which is a key component of
the neutron detectors used in the measurements [4].
To overcome the above problems, an alternative version of neutron multiplicity
counting has been developed. Relying on a recently published stochastic model of
continuous detector signals [5], the new method is based on the direct analysis of the
continuous voltage signals of neutron detectors (primarily fission chambers). In ap-
plying the method, the values of the singles, doubles and triples detection rates are
obtained from suitably chosen moments (cumulants) of the measured signals. Since
this procedure does not rely on counting individual pulses, it is inherently free from
dead time losses originating from their overlapping. As a result, the detection rates
with the new method can be determined even at very high count rates, which makes
it a viable alternative to traditional multiplicity counting, especially when measuring
high intensity samples, like spent nuclear fuel.
The remaining part of the thesis is structured as follows. Chapter 2 begins with
a general overview of the subject of fissile material measurement, which is followed
by a detailed description the theoretical background and some experimental aspects
of neutron multiplicity counting. Chapters 3–5 summarize the author’s activity in
developing the new version of neutron multiplicity counting by reviewing three aspects
of this process.
Chapter 3 describes the theoretical basis of the method formed by a set of equations
that relate certain moments of the continuous detector signals with the singles, doubles
1
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and triples detection rates. The mathematical model behind these equations evolved
through three stages. In each stage, expressions are derived for the moments in a master
equation formalism and the ability to extract the detection rates from these moments
is discussed. Then a set of formulas are presented that express the singles, doubles
and triples detection rates with the appropriate moments of signals recorded by a large
detector array, and that serve as a practical tool for analysing measurements.
Chapter 4 presents a computational study in which the properties of the new method
are investigated from a practical aspect. A numerical algorithm for the efficient esti-
mation of the moments of recorded signals is described along with a software tool that
implements its. The impact of various parameters (the measurement time, the detec-
tion efficiency, the electronic noise as well as the non-neutron pulses) on the estimated
detection rates is investigated by analysing a large number of simulated measurements.
Additionally, the sensitivity of the traditional as well as the new method of multiplicity
counting to dead time losses caused by the overlapping of pulses is compared.
Chapter 5 reports on experimental activities aiming to demonstrate the practical
use of the new method. Measurements have been performed at the Kyoto University
Critical Assembly (KUCA) facility on a 252Cf sample using four fission chambers. The
measurement set-up and the associated data acquisition system is described. The de-
tection rates were estimated both from the moments of the continuous detector signals
as well as using the traditional pulse counting approach. The applicability of the newly
proposed method is assessed by comparing these two sets of values.
Finally, Chapter 6 summarizes the results presented in the preceding chapters and
highlights the key achievements in the form of propositions.
2
Chapter 2
Overview of neutron multiplicity
counting
2.1 Nuclear safeguards
The term nuclear safeguards refers to the means to ensure the peaceful use of nuclear
energy and to prevent its use for military purposes. Two organizations are currently
responsible for this activity: Euratom, which belongs under the European Commission,
performs safeguards activities in countries of the European Union; the International
Atomic Energy Agency (IAEA), which reports to the United Nations, has a competence
in almost every country. Since the two agencies have similar practices and cooperate
within Europe, nuclear safeguards will be described from the aspect of the IAEA in the
rest of this section. The discussion is largely based on References [6, 7].
From the technical point of view, nuclear safeguards is a set of practices and methods
applied for “the timely detection of diversion of significant quantities of nuclear material
from peaceful nuclear activities to the manufacture of nuclear weapons or of other
nuclear explosive devices or for purposes unknown, and deterrence of such diversion by
the risk of early detection” [6]. The legal basis of this activity is the Treaty on the Non-
Proliferation of Nuclear Weapons [8] to which 190 states have joined as of February
2015. In the following, certain parts of the above description are elaborated in a little
more detail.
The subject of nuclear safeguards are materials that can be used to manufacture
nuclear explosive devices. Collectively, these are referred to as nuclear materials. Nu-
clear materials are divided into two categories: direct use materials and indirect use
materials. From a direct use material a nuclear weapon can be produced without trans-
mutation or further enrichment; it includes plutonium containing less than 80 % 238Pu,
highly enriched uranium and 233U. Every nuclear material, which is not direct use ma-
terial is called an indirect use material; it includes depleted, natural and low enriched
uranium as well as thorium; these must be further processed in order to produce direct
use materials.
For the production of a nuclear bomb, at least one critical mass of nuclear material
must be available in a highly enriched metallic form. However, when utilized for peaceful
purposes, nuclear materials are not in this form. Therefore, to manufacture a nuclear
explosive device, a state must divert an appropriate amount of a nuclear material and
3
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convert it into the required form. The amount of material for which the manufacturing
of an explosive device cannot be excluded is referred to as a significant quantity, which
takes into account unavoidable losses in the conversion and manufacturing processes,
hence should not be confused with critical masses. Significant quantities of various
nuclear materials are listed in Table 2.1. The time required to convert different forms
of nuclear material to the metallic components of a nuclear explosive device is called
the conversion time. Estimates for the conversion time of nuclear materials are listed
in Table 2.2.





U (235U > 20 %) 25 kg in 235U
233U 8 kg
Pu (238Pu < 80 %) 8 kg
indirect use
material
U (235U < 20 %)
75 kg in 235U (or 10 t natural
U or 20 t depleted U)
Th 20 t
Table 2.2: Conversion times of various nuclear materials. Values are taken from Refer-
ence [9].
material conversion time
Pu, HEU, 233U metal 7–10 days
PuO2, Pu(NO3)4 or other pure Pu compounds
1–3 weeks
HEU or 233U oxide or other pure U compounds
MOX or other non-irradiated pure mixtures con-
taining Pu, U (233U + 235U ≥ 20 %)
Pu, HEU and/or 233U in scrap or other miscella-
neous impure compounds
Pu, HEU, 233U in irradiated fuel 1–3 months
U (< 20 % 235U), 233U, Th 3–12 months
To detect any of such diversion of nuclear materials, the IAEA makes regular inspec-
tions to all nuclear facilities of a state. The frequency of inspections is determined by
the type and amount of nuclear material handled in the facility based on the conversion
times listed in Table 2.2. The most important activity performed during the inspection
is nuclear material accountancy. In applying nuclear material accountancy, inspectors
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determine the amount of nuclear material present in the facility by counting items (e.g.
fuel assemblies, bundles, rods or containers) and measuring their attributes with various
techniques. Such measurement techniques are the topic of the next section.
2.2 Nuclear material measurement techniques
There are two fundamental groups of techniques for measuring the characteristics
of nuclear materials: destructive techniques and nondestructive techniques. In this
section the principal techniques of these two groups are summarized briefly based on
references [3, 7, 10].
In destructive analysis, a small sample is taken from the nuclear material under
investigation which is then submitted to a series of physical and/or chemical measure-
ment procedures. The major advantage of destructive methods is that they provide
the highest accuracy, typically less than 1 %. However, they require a fixed laboratory
to which the samples need to be transported for analysis. As a result they are costly
and time consuming. Moreover, destructive techniques can only be used on pure (ho-
mogeneous) materials so that the sample of the item represents well the entire item.
The most frequently used destructive techniques are: gravimetry, titrimetry and mass
spectrometry; a good summary of these methods can be found in [7].
Nondestructive techniques measure nuclear materials without altering or making
direct contact with them. The advantage of nondestructive techniques is that they
can be performed on site using portable (often online) systems. For this reason, they
are faster, simpler and less expensive compared to destructive techniques. They are,
however, less accurate: the usual measurement precision is in the order of 1 %. Nonde-
structive measurements are often performed, when it is either impossible or impractical
to sample an item for destructive analysis; examples include fresh fuel assemblies or
nuclear waste. Most techniques are based on detecting radiation emitted from the ma-
terial; from all the possible radiation types, gamma ray, x ray and neutron are used for
their large penetrability in bulk materials. There are two types of nondestructive assay
techniques: active and passive. Passive techniques measure radiation that is sponta-
neously emitted during nuclear decay [3]; active techniques measure radiation that is
stimulated by neutron or gamma-ray irradiation [11]. The principal nondestructive
techniques are classified as gamma-ray spectroscopy, neutron counting and calorimetry.
In the following, a brief description of neutron counting is given.
There are three sources of neutrons in a nuclear material: a) spontaneous fission
of the (mainly even) isotopes of uranium and plutonium; b) fission induced on the
fissile isotopes of uranium and plutonium by neutrons (including both internal and
external sources); c) (α, n) reactions induced on light elements (such as oxygen and
fluorine) by α particles from the decay of uranium and plutonium isotopes. Neutrons
in fission are emitted in groups of 0–10 and generate correlated detections; the third
process produces single neutrons which cause independent detections. The intensity of
neutron counts in the detector carries information on the overall quantity of the fissile
material. The masses of specific isotopes can be calculated when isotopic composition
of the sample is known from e.g. gamma-ray spectroscopy or mass spectroscopy. The
passive form of neutron counting relies on neutrons from spontaneous fission; it is used
to analyze plutonium samples which have a high measurable spontaneous fission yield.
5
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In active measurements, an isotopic neutron source (typically Am-Li) is used to induce
fission reactions in the sample; this is used to measure uranium samples which have low
spontaneous fission yield. In general, the advantage of neutron counting over gamma
spectroscopy is that neutrons penetrate high density heavy materials much better than
gamma rays, hence they can effectively be used to assay materials which are dense or
stored in large containers.
There are three fundamental types of neutron counting measurements: total neu-
tron counting, neutron coincidence counting and neutron multiplicity counting. Total
neutron counting is responsive to all neutrons emitted from the sample. As a result, it
cannot differentiate between the three sources of neutrons. For this reason, it is used to
measure samples with one dominating neutrons source. For example: a highly enriched
UF6 or PuF4 is dominated by the (α, n) source; a pure uranium or plutonium metal is
dominated by the spontaneous fission source. Neutron coincident counting is responsive
to correlated detection events originating from induced fission or spontaneous fission.
As a result, it can be used to measure samples, which have a strong uncorrelated neu-
tron background, but in which only one fission source dominates. For example: a small
impure plutonium sample has a dominating spontaneous fission source with an (α, n)
background; in the active assay of a pure uranium sample a dominated induced fis-
sion source is accompanied with a background from the driver isotopic neutron source.
Neutron multiplicity counting is the extension of coincident counting, which can also
differentiate between neutrons from induced fission and spontaneous fission. As a re-
sult, it is used to measure samples with all three neutron sources present. For example:
highly heterogeneous Pu materials, including moist or impure Pu oxides or oxidized
metal, or Pu waste.
The method presented in this thesis is closely related to neutron multiplicity count-
ing. For this reason, a detailed description of multiplicity counting is given in the
following section.
2.3 Neutron multiplicity counting
Neutron multiplicity counting is a well-established technique for the quantitative
analysis of nuclear materials. Although in principle any material capable of fission
(either spontaneously or induced by an external particle) can be characterized with
this method, most items assayed are samples from fresh, spent or reprocessed reactor
fuel, which are primarily composed of uranium and plutonium [3,12]. The passive form
of the measurement is used to analyze plutonium items; in case of uranium items, an
active measurement is performed. Since this second type of analysis is relatively rare,
the discussion in this section will focus exclusively on the passive assay of plutonium.
The basic theory of active assays is described in Reference [13]; examples of practical
applications can be found in [14–17].
2.3.1 Basic principles
The practical applicability of (passive) neutron multiplicity counting is based on the
fact that the distribution of the number of neutrons produced in the fission of a plu-
tonium nuclide is known from nuclear physics experiments. As a result, by measuring
6
the neutron radiation emitted from the sample, information can be obtained on the
quantity of the plutonium present in it. Figure 2.1 shows the conceptual view of typi-
cal measurement setup. The measured sample is located inside sample cavity which is
open to air at atmospheric pressure. The cavity is surrounded by a large number (usu-
ally several dozens) of neutron detectors, most often 3He-filled proportional counters.
The space between the detectors is filled with polyethylene to thermalize fast neutrons













Figure 2.1: A conceptual view of the experimental setup of a multiplicity counting
measurement, in which a heavy-nuclide sample (S), emitting neutrons spontaneously,
is surrounded by a large number of neutron detectors (D).
As mentioned earlier, the majority of plutonium samples that are assayed with
multiplicity counting originates from reactor fuel. As an illustration, Table 2.3 lists
the typical plutonium compositions of low-, medium and high-burnup fuel from a light
water reactors. It is seen that the plutonium content of such samples consists mainly
of the isotope 239Pu and smaller quantities of 240Pu, 241Pu, 242Pu and 238Pu. Among
these, nuclides with an even mass number decay by spontaneous fission; they are: 238Pu,
240Pu, 242Pu (see Table 2.4). Since multiplicity counting relies on neutrons produced in
spontaneous fission, the method provides information on the quantities of these three
isotopes only.
Table 2.3: Plutonium isotopic compositions representative of low-, medium and high-
burnup fuel from light water reactor and the specific spontaneous neutron fission yield
of each isotope. Table from Reference [3].
isotope
weight fraction of Pu (%)
low burnup medium burnup high burnup
238Pu 0.024 0.059 1.574
239Pu 89.667 82.077 57.342
240Pu 9.645 16.297 24.980
241Pu 0.556 1.231 10.560
242Pu 0.109 0.336 5.545
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As seen in Table 2.3, the major even component in plutonium samples is 240Pu.
For this reason, it is customary to introduce the so-called 240Pu-effective mass. It is
defined as the mass of 240Pu that would give the same detector response as all the
even isotopes in the measured sample. Denoting the mass of the plutonium isotope
with mass number A by mA, the
240Pu-effective mass can be written as the following
weighted linear sum [1]:
meff240 = 2.52m238 +m240 + 1.68m242, (2.1)
where the weights 2.52 and 1.69 account for the difference in the spontaneous fission
neutron yields of the isotopes (see Table 2.4).
The 240Pu-effective mass can be directly deduced from the measured detector re-
sponse, hence it is the conventional target quantity of the assay. The quantity of the
specific isotopes (both with even and odd mass numbers) can only be obtained in the
knowledge of their relative composition within the sample; this information might be
acquired by an independent gamma-ray spectroscopy or mass spectroscopy measure-
ment. Denoting the weight fraction of the plutonium isotope with mass number A in
the sample by fA, the total mass of the even isotopes can be written as:
mPu =
meff240
2.52 f238 + f240 + 1.68 f242
. (2.2)
Note that in most samples meff240 is somewhat larger than mPu [3].
As it will be seen in Section 2.3.5, the 240Pu-effective mass is obtained from the
counting statistics of the detection system in a measurement. Three quantities, in
particular, are determined directly from the detector counts: the singles, doubles and
triples detection rates. The singles rate (also referred to as the totals rate) gives the to-
tal number of registered detection events per unit time. The doubles rate (also referred
to as the reals rate or pairs rate) gives the number of correlated detection event-pairs
per unit time; these are induced by neutrons from the same spontaneous fission event.
Analogously, the triples rate gives the number of correlated detection event-triplets per
unit time. An analytical expression can be derived for the 240Pu-effective mass as a
function of the three detection rates as well as certain detector parameters and nuclear
constants [1,18]. The effective mass of an unknown sample can then be calculated from
the measured detection rates using this formula [19]. Most often, however, calibra-
tion curves are constructed for all three detection rates using simulations or reference
standards with known compositions and masses. In this case, the effective mass of the
unknown sample is obtained by simply locating the measured detection rates on the
calibration curves [20–23].
2.3.2 The origin of neutrons in a sample
As we have noted above, the most important source of neutrons in a plutonium
sample is spontaneous fission. The number of neutrons emitted in a fission event is
called the multiplicity (hence the name neutron multiplicity counting) and it typically
varies from 0 to 6 or more in individual events. Figure 2.2a shows the multiplicity
distribution of the spontaneous fission of 240Pu; the average multiplicity is around 2.156.
The rate of spontaneous fission events, in general, shows a strong dependence on the
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number of protons and neutrons in the nuclide: it is high for even-even isotopes but
negligible in other cases. Table 2.4 shows the average spontaneous neutron yields of
different plutonium isotopes. Combining with the data from Table 2.3, one can conclude
that the primary source of spontaneous fission neutrons in most plutonium sample is
240Pu. The energy spectrum of neutrons released in the spontaneous fission of 240Pu is
shown on Figure 2.3b; the average neutron energy is about 1.96 MeV [1].
Spontaneous fission is, however, not the only source of neutrons in a fissile sam-
ple. Almost all isotopes of plutonium listed in Table 2.3 decay also via alpha particle
emission; the only exception is 241Pu, which is primarily a beta particle emitter. The
typical energy of the alpha particles from plutonium isotopes is around 5.2 MeV which
is higher than the typical energies of fission neutrons and is suitable for causing (α, n)
reaction on certain light elements, such as O, N, C or F, that are possibly present in the
sample. This reaction will yield a single neutron. Clearly, the (α, n) neutron yield of a
plutonium sample will strongly depend on its purity and chemical form. In pure metal-
lic samples, every alpha particle is essentially absorbed in the heavy elements, hence no
neutrons are produced in (α, n) reactions. However, plutonium often comes in the form
of plutonium dioxide (PuO2) used as reactor fuel and plutonium tetrafluoride (PuF4)
used in reprocessing plants. In these cases, additional neutrons might be produced in
the following reactions: 18O + α→ 21Ne + n and 19F + α→ 22Na + n. Typical values
of the (α, n) neutron yields are listed in Table 2.4 for these two compounds. Note that
the number of neutrons originating from (α, n) reactions can easily approach or even
exceed those originating from spontaneous fission.
Table 2.4: Specific neutron yields of plutonium isotopes from spontaneous fission and
from (α, n) reaction in oxide or fluoride form. Values are taken from Reference [3].
isotope
specific neutron yield (g−1s−1)
from spontaneous
fission
from (α, n) reaction
in PuO2 in PuF4
238Pu 2590 13400 2200000
239Pu 0.0218 38.1 5600
240Pu 1020 141 21000
241Pu 0.05 1.3 170
242Pu 1720 2.0 270
Spontaneous fission and (α, n) reaction are the primary sources of neutrons in a
plutonium sample. The primary neutrons, however, can participate in further reactions
as they migrate through the sample; some of these create new neutrons, while others
decrease their numbers. The most important reaction that populates neutrons is fission
induced by neutrons (both primary or secondary) on the isotopes of plutonium. Due
to its large weight fraction in samples, the most significant source of induced fission
neutrons is 239Pu. Just as in the case of spontaneous fission, the neutron multiplicity of
induced fission is random and its distribution is shown on Figure 2.2b for one thermal
and one fast neutron energy; the corresponding average multiplicities are 2.876 and
3.163, respectively. The spectrum of induced fission neutrons is similar to that of the
9
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spontaneous fission neutrons in 240Pu. Although it depends on the incident neutron en-
ergy, this dependence is generally weak. Figure 2.3b shows the neutron spectrum of the
thermal induced fission of 239Pu; the average neutron energy is around 2 MeV. Besides
induced fission, (n, 2n) reaction might also occur, though its threshold energy is higher
than the typical energies of neutrons in the sample, hence it can usually be neglected.
The most significant reaction that might decrease the neutron population in the sample
is the (n, γ) reaction on plutonium isotopes. However, as seen from Figure 2.3a, the
amount of neutrons lost due to capture is small compared to the amount of neutrons
produced in induced fission at typical neutron energies of 1–5 MeV. In the theoreti-
cal description of multiplicity counting, the above mentioned secondary reactions are
treated together and their overall effect is referred to as sample multiplication.















(a) Multiplicity distribution of 240Pu spon-
taneous fission.

















(b) Multiplicity distribution of 239Pu in-
duced fission at two incident neutron ener-
gies.
Figure 2.2: The multiplicity distribution of spontaneous and induced fission of some
plutonium isotopes. Values are taken from [3].
According to what we have said so far, in terms of neutron emission a plutonium
sample can be considered as a mix of three sources: a spontaneous fission source, an
(α, n) source and a sample multiplication source. Clearly, each of them contributes
to the overall neutron output, however, the individual contributions are generally not
known when dealing with an unknown sample. One of the few exceptions to this is a
pure metallic plutonium, in which case the (α, n) source is practically zero.
It is easy to see that the 240Pu-effective mass, which is the target quantity of the
assay, is directly related to the number of spontaneous fission events in the sample.
For this reason, determining the 240Pu-effective mass is equivalent to determining the
strength of the spontaneous fission source. Neutron detectors, however, cannot directly
differentiate between neutrons of different origins. As a consequence, the characteriza-
tion of the spontaneous fission source can only be made on a statistical basis with a
stochastic analysis of the measured detector response. Since, however, the three sources
are not independent from each other (as it is clear from the discussion above), one es-
sentially needs to quantify all three sources at once. Such an analysis of the detector
response requires a stochastic mathematical model of the emission and detection process
10



















(a) Cross section of induced fission and
radiative capture reactions in 239Pu and
240Pu isotopes. Values are taken from the
ENDF/B-VIII.0 library [24].


















(b) The energy spectrum of neutrons emit-
ted in the spontaneous and thermal neutron
induced fission of the 240Pu and 239Pu iso-
topes. Parameters for the Watt distribution
are taken from the MCNPX manual [25, Ap-
pendix H.].
Figure 2.3: Some cross-section and neutron spectrum data of the 240Pu and 239Pu
isotopes.
of neutrons. This is the topic of the following two sections.
2.3.3 Mathematical model of neutron emission – Böhnel mo-
ments
Based on the discussion in the previous section, the process of neutron emission in
a plutonium sample can be summarized as follows. Primary source events occur spon-
taneously at random time instants. The primary source event is either a spontaneous
fission or an (α, n) reaction, producing zero, one or more neutrons. As these neutrons
migrate towards the surface of the sample, they engage in secondary reactions (in-
cluding induced fission or radiative capture) in which some of them multiplicate while
others disappear. As a net result, each primary source event is followed by the emission
of a burst of neutrons from the entire sample. The complete process is illustrated on
Figure 2.4.
Mathematically, the sample-wise emission of the neutrons can be described as a
compound Poisson process with (unknown) parameters {Qs,n}. Here, Qs is the inten-
sity of the primary source events (spontaneous fission or (α, n) reaction) and n is the
(random) number of neutrons released from the sample after each primary event; the
probability mass function of this latter will be denoted by P (n).
Expressions specifying Qs and P (n) were first given by Böhnel [26] as well as by
Hage and Cifarelli [27, 28] independently. They all assumed a simple point model of
the sample with no space or energy dependence (see the assumptions below). However,
while Hage and Cifarelli follows a combinatorial approach resulting in complicated
recurrence relations, Böhnel uses probability generating functions [29] which leads to
11





Figure 2.4: Illustration of the neutron emission process in a heavy-nuclide sample. A
small number of neutrons are produced spontaneously via spontaneous fission of a heavy
isotope or via (α, n) reaction of a light matrix isotope following the alpha-decay of a
heavy isotope. These neutrons (and the induced ones as well) might either leave the
sample, get captured (e.g.: in (n, γ) reaction), or undergo multiplication (e.g.: induced
fission). The dashed lines represent the path of the neutrons.
.
compact and closed analytical formulas. Several extensions of Böhnel’s model have
been published [30–34] over the years. However, for its simplicity and because it forms
the basis of the theory of multiplicity counting (see Section 2.3.4), the original version
is presented in the following.
The key assumptions of the model can be summarized in three points, while also
introducing the notations used:
1. The sample is a homogeneous mixture of 239Pu, 240Pu and possible light elements.
The source of spontaneous fission is 240Pu. The probability mass function of the
multiplicity of spontaneous fission is denoted by psf(n); its ith factorial moment
is νsf,i. The total intensity of spontaneous fission in the sample is F . The source
of induced fission is 239Pu. The probability mass function of the multiplicity of
induced fission is denoted by pif(n); its ith factorial moment is νif,i. The total
intensity of the (α, n) reactions in the sample is denoted by Sα. Note that since
psf(n) and pif(n) are measurable nuclear parameters, their corresponding factorial
moments νsf,i and νif,i are assumed to be known.
2. The energy spectrum (hence the mean energies) of all neutrons, whether they are
from spontaneous fission, (α, n) reaction or induced fission, are the same. As a
result, when colliding with a 239Pu nuclide, each of them induces fission with equal
probability. While this assumption is more or less valid in the case of neutrons
originating from the two forms of fission, the mean energy and the spectrum of
neutrons from (α, n) is usually different (see Section 2.3.2). In his paper, Böhnel
has outlined the process of re-deriving the equations with non-identical spectra,
but the results were very complex.
3. The probability of suffering a collision is the same for every neutron regardless
the position it was born and is denoted by p. This assumptions holds for samples
that are dilute or small with respect to the neutron mean free path. The collision
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is assumed to be induced fission on 239Pu; neutron capture is neglected. As a
consequence, the probability of leaving the sample is 1− p for each neutron.
Using the above assumptions and notations, the following quantities are introduced
to describe the three sources of neutrons:
• The amount of spontaneous fission in the sample is given by the spontaneous




where g240 is the specific spontaneous fission rate of
240Pu. Since this latter is a
physical constant known from experiments, when F is known, the value of meff240
can be calculated. Note that F does not depend on the chemical form of the
sample or its geometry; it is only a function of its isotopic composition and the
total mass.
• Although the number of (α, n) reactions is determined by the (α, n) intensity Sα,





where νsf,1 is the average number of neutrons generated in a spontaneous fission
event. The α-ratio gives the expected fraction of neutrons generated in (α, n)
reactions relative to those generated in spontaneous fission, per unit time. Unlike
F , α does not only depend on the isotopic composition of the sample; it is also a
strong function of its chemical form.
• The quantity used to characterize the multiplication property of the sample is





where νif,1 is the average number of neutrons created in an induced fission event
and p is the collision probability. It gives the total number of neutrons that leave
the sample per one primary source neutron. Clearly, M is a function of not only
the plutonium isotopic composition and the chemical form of the sample, but also
its geometry.
In order to describe the neutron emission from the sample completely, the parame-
ters Qs and P (n), introduced above, need to be given in terms of the three unknowns
F , α and M , characterizing the strengths of the neutron sources, as well as the physical
constants νsf,i and νif,i. Using (2.4), it is easy to see that Qs can be written as
Qs = F + Sα = F (1 + α νsf,1). (2.6)





P (k) zk. (2.7)
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The derivation of G(z) is performed in two steps using a backward master equation
formalism [26] [35]. First the generating function of the number of emitted neutrons
per one initial neutron, denoted as g1, is calculated:
g1(z) = (1− p) z + p gif[g1(z)], (2.8)
where gif denotes the generating function of pif(n). It is then shown that G can be








where gsf denotes the generating function of psf(n).
In the possession of the generating function G,the factorial moments of the corre-







For the purposes of multiplicity counting, one usually uses the first three factorial
moments ν1, ν2 and ν3 [1] often referred to as the Böhnel moments. In order to simplify
the upcoming formulas, let us introduce the following modified form of these moments
[18]:
ν̃k = νk(1 + ανsf,1). (2.11)
The first three of the modified Böhnel moments can be written as [18]
































Finally, let us note that the following relation holds:
Qs νk = F ν̃k. (2.13)
2.3.4 Mathematical model of neutron detection – detection
rates
As we have seen in the previous section, the expression (2.6) of the Qs rate of
the primary source events together with expression (2.12) of the factorial moments
ν̃i (i = 1, 2, 3) of the number of neutrons released from the sample after a primary
source event form a system of algebraic equations with the three unknown parameters
F , α and M . As a consequence, the determination of the parameters of an unknown
sample is equivalent to determining Qs and ν̃i (i = 1, 2, 3). These factorial moments
of the number of emitted neutrons are, however, not directly measurable. Therefore,
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they need to be converted into a set of other quantities, which are measurable. The
classical choice of measurable quantities are the singles, doubles and triples detection
rates, denoted traditionally as S, D and T ; these serve as the basis of the multiplicity
counting method [1]. A recently suggested alternative approach uses the mean, variance
and skewness of the number of detected counts [36]. In the following, the method of
multiplicity counting is described.
Consider an array of detectors that detect neutrons coming from the sample. Let
nd denote the number of neutrons detected following an emission. Let us introduce the
intensity of detection k neutrons from the same sample emission and denote it by Ck.
By definition, S = C1, D = C2 and T = C3. It is easy to see that Ck, in general, can
be written as









where rk denotes the kth factorial moment of nd. Then, the singles, doubles and triples
rates take the forms:









To arrive to the final expressions of the detection rates, one must specify the forms
of the moments rk. These are derived by Cifarelli, Dierckx and Hage [12,37] as well as
by Ensslin [1]. Although the assumptions made are similar in the two cases (see below),
the calculation of Cifarelli, Dierckx and Hage is based on a combinatorial model of the
neutron emission, whereas Ensslin follows the generating function approach of Böhnel
(see Section 2.3.3). In the following, this latter case is summarized briefly.
The following assumptions are made when calculating the expression of rk:
1. The detection efficiency does not depend on neutron energy and is uniform over
the sample volume. As a consequence, the detection probability is the same for
every neutron and will be denoted by ε.
2. When a new neutron is created in the sample, it suffers a collision or leaves the
sample instantly. As a consequence, neutrons leave the sample simultaneously
and at the same time when the primary source event (spontaneous fission or
(α, n) reaction) has occurred. This is called the superfission concept [26]. It is a
realistic assumption, whenever fission chains in the sample are much shorter than
the migration time of the neutrons to the detectors, which is usually the case with
small samples in thermal detection systems [3].
Let Pd(n) denote the probability mass function of nd. Using the first assumption
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Using this expression, it is easy to show that the probability generating function Gd(z)
of nd can be written as
Gd(z) = G[1 + ε(z − 1)]. (2.17)
where G(z) is the probability generating function of n and was given by (2.9). The
factorial moments rk can now be obtained from the derivatives of Gd(z); the first three
moments take the form [1,18]





In almost every practical case, neutrons travel through a moderating material before
they get detected. Since the time these neutrons spend in the moderator is random,
neutrons from the same emission will reach the detectors at different time instants,
despite leaving the sample simultaneously. This migration time is referred to as the de-
tector die-away time [1] and in thermal detection systems it typically has a distribution
illustrated on Figure 2.5. The fact of non-simultaneous detection has an effect on the

















Figure 2.5: The probability density function of the detection time of neutrons after
a sample emission event. The emission occurred at time t0; t1 denotes the detection
of the first neutron in a concrete measurement. Following a short τpre time called the
pre-delay, a gate of length τgate is opened during which detections are counted.
The estimation of r1 in an experimental setup is straightforward: one needs to count
every detection following an emission event. This procedure is not affected by the non-
simultaneous detection of neutrons. In the case of r2 and r3, however, a gate is opened
with a short delay by the first detection; this short delay is called the pre-delay and will
be denoted by τpre. After opening the gate, detections are counted for a finite time; this
time is called the gate width and will be denoted by τgate. Because the window is finite,
there is a non-zero probability of missing some correlated pairs or triples, which leads
to an underestimation of r2 and r3. This underestimation can be taken into account by
introducing the so-called doubles and triples gate fraction factors, denoted as fd and
ft. In particular, one can show that the underestimated values of r2 and r3 are [1]
r2 = ε
2 ν2 fd (2.19a)
r3 = ε
3 ν3 ft. (2.19b)
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The values and mathematical forms of fd and ft depend on the distribution of the
die-away time. Assuming an exponential distribution with a time constant θ, one can
show [1] that fd = f and ft = f
2, where
f = e−τpre/θ (1− e−τgate/θ). (2.20)
Now, returning to the definitions (2.15) and substituting the above expressions of
r1, r2 and r3, singles, doubles and triples detection rates can be written as
S = Qs ν1 ε, (2.21a)








or, by using the modified factorial moments (2.12), as
S = F ν̃1 ε, (2.22a)








2.3.5 Recovering the plutonium effective mass from the detec-
tion rates
By inserting the modified factorial moments (2.12) into the expressions (2.22) of
the detection rates, a system of algebraic equations is obtained for the three unknown
sample parameters, F , M and α. If we invert this system, then the unknown parameters
are expressed with the measured values of the singles, doubles and triples rates, along
with some reactor physics constants and detector parameters. The inversion procedure
is described in [1, 18]; here only the results are summarized.
First, the value of the sample multiplication M needs to be determined by solving
the following third order equation:




ε2 ft S (νsf,2 νif,3 − νsf,3 νif,2)
b =
2D [νsf,3 (νif,1 − 1)− 3 νsf,2 νif,2]
ε fd S (νsf,2 νif,3 − νsf,3 νif,2)
c =
6Dνsf,2 νif,1
ε fd S (νsf,2 νif,3 − νsf,3 νif,2)
− 1.























2.3.6 The design of multiplicity counter devices
Depending on the characteristics (e.g. size and composition) of the measured sample
as well as the measurement environment, neutron multiplicity counters come in many
different shapes, forms and sizes. There are, however, four design goals that every
device tries to achieve; these are:
1. Maximize the neutron detection efficiency. Because the triples rates are propor-
tional to the third power of the detection efficiency, a large detection efficiency is
required to increase its detection rate. Large detection efficiencies can be achieved
by using 3He detectors. A typical goal is 50–60 %.
2. Minimize dead time losses. Triples rates are extremely sensitive to dead time
arising in the counting electronics. This type of dead time can be decreased by
the increase of independent amplifier/discriminator units that process the signals
of the detectors.
3. Minimize the die-away time. The width of the counting gate is chosen in a way
that it covers the die-away time. The larger the gate is, the more emission events
will be overlap within one counting gate, which increases the uncorrelated back-
ground in the counting statistics thus decreasing the precision.
4. Minimize the effect of sample placement within the cavity and the difference in the
energy spectrum of neutron sources. This is important because the assumption of
the theory in Section 2.3.4 was that the detection efficiency is space and energy
independent.
Maximizing efficiency and minimizing die-away time are usually competing goals.
Depending on which of the two is preferred, there are two classes of multiplicity counters:
thermal counters as well as epithermal counters. The majority of multiplicity counters
are thermal devices which, in general, provide a high detection efficiency of around
50–60 %. Since thermal neutron detectors are usually based on some type of a neutron
capturing reaction, thermal counters usually have a good gamma insensitivity [3, 38].
Because they are both thermal detectors, a strong moderation is required to achieve
good detection efficiency which, in turn, produces a large die-away time in the order of
10–100 µs. Most are equipped with 3He gas-filled detectors. BF3 gas-filled detectors are
sometimes used in high gamma fields because they are less sensitive to gamma radiation
then 3He detectors; their efficiency is, however, a factor of 2 less. The description of
several thermal multiplicity counters can be found in [1, 19, 22]. A small fraction of
counters are fast or epithermal counters. Since these detectors are usually based on
recoil reactions of fast neutrons, epithermal counters have a small die-away time on the
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order of 10 ns [3]. On the other hand, they are generally more sensitive to gamma rays
and are sometimes not as efficient as thermal counters. Such systems have been used
in the past [21], but enjoy a renewed interest [23,39–44].
The typical layout of the electronic circuit connected to the detectors of a thermal
multiplicity counter with 3He detectors is shown of Figure 2.6. The voltage applied to
the detectors is around 1500 V so that they operate in the proportional region where
the pulse amplitudes are proportional with the deposited energy [38]. Pulses in this
region have a fast rise time on the order of 0.1 µs and the recovery time of the detector
(the time before it can provide another pulse) is around 1–2 µs. Usually a small number
of detectors are connected parallelly and attached to a common integrated circuit con-
taining a pre-amplifier and amplifier and an integral discriminator [1]. The logic pulses
produced by the discriminator are typically 50 ns wide and the effective time constant
of the circuit (the time before it can create a new logic pulse) is 150 ns. Dead time losses
might occur at high count rates due to the overlapping of voltage pulses, however, the
probability of such losses decreases with the number of detectors connected. For this
reason, multiplicity counters have typically 10–60 independent discriminator circuits,
with 2–8 detectors in each [1]. Each of these circuits produce an independent stream of
logic pulses which are then unified into a single stream by a derandomizer circuit. Due
to its internal buffer, the derandomizer circuit can reduce dead time originating from
the overlapping of logic pulses even at a very high count rate of 2 MHz. Finally, the
unified pulse stream is sent through a multiplicity shift register, that determines the








Figure 2.6: Layout of a typical electronic circuit connected to a multiplicity counter.
As an illustration, Figure 2.7 shows the Plutonium Scrap Multiplicity Counter [1,45].
The device measures impure plutonium and mixed oxide scrap materials in the mass
range of a few tens of grams to several kilograms. The horizontal cross section of the
device is 66 cm×66 cm and has a height of 92 cm. The design contains 80 3He detectors
embedded into a polyethylene moderator in a circular arrangement; this provides a 55 %
detection efficiency and a 47 µs die-away time. The signals of the detectors are processed
by 19 preamplifier/discriminator circuits; the dead-time coefficient (see Section 2.3.8)
is 121 ns. The device has a relatively flat axial efficiency profile.
19
CHAPTER 2. OVERVIEW OF NEUTRON MULTIPLICITY COUNTING
(a) Horizontal view. (b) Vertical view.
Figure 2.7: The design schematic of the Plutonium Scrap Multiplicity Counter from
Reference [1]. The sample cavity is surrounded by 80 3He gas-filled neutron detectors.
The space between the detectors is filled with polyethylene for moderation. Graphite
plates are placed above and below the cavity to reflect escaping neutrons.
2.3.7 Estimation of the detection rates – the shift register
As we have seen in Section 2.3.4, to estimate singles, doubles and triples detection
rates, one needs to count single pulses, correlated pairs and correlated triplets, respec-
tively, that belong to the same spontaneous fission event. Figure 2.8 shows typical
streams of logic pulses produced by the derandomizer circuit in two different cases. In
the first case shown on Figure 2.8a, the emission intensity and the die-away time is
low enough that pulses originating from subsequent emissions are far away from each
other and form well separated groups. In this case, the correlated pulses can easily
be identified. Most often, however, the emission intensity and the die-away time are
so large, that pulses from subsequent emissions overlap as shown on Figure 2.8b. The
separation of correlated pulses from uncorrelated ones in this case is possible only on a
statistical basis. In multiplicity counters, this separation is performed by an integrated
circuit called the multiplicity shift register. In the following, the operation of the shift







(a) Low emission intensity and die-away








(b) Large emission intensity and die-away
time: pulses from subsequent emissions over-
lap.
Figure 2.8: An illustration of the logic pulse stream sent to a multiplicity shift register
at low and high emission intensities.
The multiplicity shift register operates as a sort of buffer and stores incoming pulses
for a predetermined time interval of length τgate. Note that τgate is identical to the
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gate width introduced in Section 2.3.4 and illustrated on Figure 2.5. A typical length
of the gate width is 32 µs. As time passes, incoming pulses shift through the register
and the whole process takes time τgate. At any time, the number of events stored in
the shift register is called the multiplicity of the shift register. In order to keep track
of the multiplicity at all times, the shift register has an associated up-down counter.
When an event enters the register, the value of the counter is increased by one; when an
event leaves the register, the value of the counter is decreased by one. The shift register
is also associated with a multiplicity scaler, which registers the number of times that
different multiplicities occur during a course of a measurement, i.e. the unnormalized
multiplicity distribution of the register. The multiplicity scaler is an array of sub-scalers,
each associated with a multiplicity 0, 1, . . . , N , where N is a maximal multiplicity that
can be registered. When the shift register receives a trigger signal (we shall specify
what a trigger signal is in the next paragraph), the multiplicity scaler reads the value
of the counter and the value of the corresponding sub-scaler is increased.
In order to estimate correlated multiplicities, two shift registers are used each with a
separate multiplicity scaler. The relation of the two registers is illustrated on Figure 2.9.
The vertical dashed line represents the present time. Pulses on the right represent past
detections, whereas pulses on the left represent future detections. The two shift registers
have the same gate width τgate chosen to be close to the die-away time, however, they
are separated in time. The detection events first flow through the reals plus accidentals
(R+A) gate into which they enter after a time called predelay, denoted as τpre, with
respect to the time of their detection, which is typically a small fraction of the die-away
time. After the R+A gate, the detection events flow through a second gate called the
accidentals (A) gate, following a time called long delay, denoted as τlong, which is chosen
to be much larger than the die-away time (and the gate width). Whenever a new event
is detected, both shift registers are triggered and their multiplicity scalers get updated.






Figure 2.9: Illustration of the operation logic of the multiplicity shift register.
As an example, Figure 2.10 shows the multiplicity distribution of the R + A and
A gates measured with a 3.8 kg plutonium metal sample. One can see that although
the shape of the distribution is similar in the two gates, the actual values differ. Since
the predelay is much smaller than the die-away time, the R + A gate will contain the
multiplicities from two types of events: events that are correlated with the trigger signal
because they are from the same emission (reals) and events that not correlated with
the trigger signal either because they are from a different emission or because they are
from an uncorrelated background (accidentals). On the other hand, since long delay is
much longer than the die-away time, the A gate will contain multiplicities only from
events, which are not correlated with the trigger event (accidentals).
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Figure 2.10: A measured multiplicity distribution of a 3.8 kg plutonium metal sample.
Values are taken from [1].
The correlated detection rates can be estimated from the multiplicity distribution
of the R+A and A gates. The procedure is based on the fact that because the two gates
are of equal length, the number of non-correlated events (accidentals) in them are the
same within statistical uncertainty. As a result, the number of real correlated events
can be obtained in a form of a difference in the two multiplicity distribution. After a
measurement of length T , let Fi and Bi denote the observed number of multiplicities
i = 0, . . . , N in the R + A gate and the A gate, respectively. The estimated values of




































Formulas for calculating the uncertainties of the above estimates can be found in [46]
and will not be presented here.
2.3.8 Dead time correction of the estimated detection rates
In every detection system there is a minimum time that must separate two events
so that they can be distinguished. This minimum time is called the dead time [38].
Dead time may arise in several parts of a detection chain for various reasons. Within
a neutron detector, a dead time is posed by the charge collection time: in gas-filled
detectors, a charge signal can be obtained 1–2 µs after the neutron interaction [3].
The preamplifier output pulse has a rise time of around 0.1 µs and the amplifier has a
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time constant around 0.5 µs. The integral discriminator produced logic pulses of width
50 ns [1]. When two events are closer than the dead time, they will be treated as one,
so the information on one of the events is lost. This is called the dead time loss. Dead
time losses can become severe especially at high counting rates. In such cases, losses
must be quantified and compensated for; this process is called dead time correction. It
should be emphasized that there is a large literature on the topic of dead time, both
in general and specific to multiplicity counting. For this reason, only a brief overview
is given here on the general treatment of dead time, then the most frequently used
techniques applied to multiplicity counting will be discussed.
Essentially, there are two fundamental types of dead time correction techniques: em-
pirical and theoretical. Empirical correction techniques provide ad-hoc formulas, which
contain dead time parameters that can be determined from a given system with reference
measurements. Theoretical correction techniques, on the other hand, derive formulas
for the detection rates based on a stochastic model of the dead time process. There are
two common models of dead time: paralyzable (or updating) and non-paralyzable (or
non-updating) [38]; they are illustrated on Figure 2.11. A fixed dead time τ is assumed.
In both models a registered true event starts a dead time period of length τ and any
further event that occurs during the dead period is lost. The difference in the models
is how the lost true events affect the dead period. In the non-paralyzable model, lost
events have no effect on the dead period; in the paralyzable model, however, these ef-
fects (although lost), prolong the dead period by τ again. It is important to emphasize
that these two models are idealizations. The dead time in real detection systems can
be described by one of them, by a mix of them, or by none of them. For example,
the pulse formation in an ionization chamber creates a paralyzable dead time, because
when the detector is ionized, a new detected particle will cause additional ionization; in
a coincidence circuit, however, incoming logic pulses create non-paralyzable dead time.
From a mathematical point of view, the fundamental difficulty with developing dead
time correction techniques is that the detection process will not be Markovian in the
presence of dead time, since a detection event in the present time will affect detection






Figure 2.11: Illustration of the paralyzable and non-paralyzable model of dead time.
In multiplicity counting, the most dominant source of dead time losses could be
integral discriminator, that serves many detectors [3]. This source of the dead time
is, however, greatly reduced by applying many independent pulse processing circuits
each of which serves only a small number of detectors (see Section 2.3.6). Nevertheless,
at large count rates other dead time sources might become so dominant that the esti-
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mated detection rates become smaller than that given by the expressions (2.28), hence
corrections become necessary.
The most frequently used empirical correction technique provides formulas for the
singles and doubles rates only. In particular, the corrected detection rates are written
as [1, 48,49]:
S = Ŝeδ Ŝ/4 (2.29)
D = D̂eδ Ŝ, (2.30)
where Ŝ and D̂ are the detection rates estimated by the shift register according to
(2.28). Above, δ = A + B Ŝ, where A and B are dead-time parameters. Their values
depend on the actual multiplicity counter. The standard method to determine A and B
is to perform measurements with several 252Cf sources of different strengths and adjust
A and B in a way that the corrected D/S ratio is constant for all strengths [3, 49].
Since no such empirical formula exists for the triples rate, usually a theoretical formula
shown below is used [1, 50].
The most widespread theoretical correction method is that derived by Dytlewski [46].
This approach calculates the corrected detection rates from the multiplicity distribu-
tions registered in the R+A and A gates (see Section 2.3.7):
































[1− (k + 1)φ]k+2 for i ≥ 2 (2.32)
and







(k + 1)(k + 2)kφk
[1− (k + 2)φ]k+3 for i ≥ 3. (2.33)
where φ is a dead time parameter. The above set of formulas were recently extended
to the correction of quads [51].
The fundamental assumption of the above model is that the incoming detection form
a Poisson process, i.e the inter-event times are independent and identically distributed
exponential variables. This is certainly not the case with multiplicity counting, where
the goal is exactly to characterize the correlation between detection events. Dead time
models, that take into account the non-Poissonian character of the detection process
have been published [47,52–57].
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2.4 The improvement of traditional multiplicity count-
ing
Although multiplicity counting is used to measure un-irradiated samples (fresh fuel
assemblies, nuclear warheads, laboratory items), most of the plutonium can be found
in spent reactor fuel [3]. The assay of spent fuel poses two major challenges that make
the quantification of plutonium difficult [58–60]: a large gamma background created
primarily by the fission fragments, and an extremely large neutron “background” origi-
nating from the spontaneous fission of certain transuranic elements (mainly 242Cm and
244Cm). Two standard techniques to manage the gamma background are the appli-
cation of gamma shielding materials as well as the use of detectors with low gamma
sensitivity (e.g. fission chambers) [60]. To separate the neutron signature of pluto-
nium from that of the transuranic elements, two measurement techniques have been
introduced [61]: the passive neutron reactivity technique [62–64] and the differential
die-away self-interrogation technique [65]. Both of these are close relatives of multi-
plicity counting, because they rely on determining the doubles and triples detection
rates.
Due to the high overall neutron (typically 107–108 n/s [58]) and gamma emission
rate of irradiated fuels, the estimation of singles rate and, especially, the estimation of
the doubles and triples rates is difficult with the standard approach of pulse counting
using 3He detectors. One possibility to overcome this problem is to adopt a practice
used in on-line flux measurement of reactors: the analysis of the continuous signals of
fission chambers operated in Campbelling or current mode. This option is elaborated
in the following.
2.4.1 The operation modes of detectors
Consider a neutron detector subject to a permanent neutron radiation. Let us
assume, that the observed detection rate is S and the time evolution of each voltage
pulse induced by a detection is described by the function f(t). Clearly, the fluctuating
voltage signal observed at the output of the detector is an aggregate of the individual
pulses; let us denote it by y(t).
Depending on how information on the detection process is extracted from the voltage
signal y(t), we distinguish between three modes of operation: pulse mode, Cambelling
mode and current mode; these are illustrated on Figure 2.12. The appropriate mode
of operation in a given practical situation will be determined primarily by the value of
the detection rate S.
At low detection rates, the average time between two consecutive detections is large
(compared to the duration of pulses) and adjacent pulses are well separated from each
other. In this case, the most appropriate mode of operation is the pulse mode. In pulse
mode operation, the signal is sent through an integral discriminator which selects every
pulse that crosses a given threshold value and creates a stream of logic pulses. These
can then be counted allowing to estimate the detection rates S. Since pulses induced
by gamma particles are smaller compared to neutron induced pulses in most detectors,
the gamma background is effectively suppressed by pulse amplitude discrimination.
As the detection rate increases, the average time between two consecutive detection
25
CHAPTER 2. OVERVIEW OF NEUTRON MULTIPLICITY COUNTING
events becomes shorter and adjacent pulses tend to overlap each other. Since such
overlapping pulses cannot be distinguished by an integral discriminator effectively, loss
of counts (dead time losses) occurs during pulse mode operation. Dead time correction
can be applied to compensate for these losses until a certain point. At extremely large
detection rates, however, none of the pulses will be separated from the others, hence
pulse mode operation becomes impossible. In this case, the value of the detection rate
S can be indirectly deduced by analyzing the characteristics of the continuous signal
y(t). This procedure is based on the Campbell theorem, [66], which states that the
mean value and the variance of the detector signal are proportional to the detection
rate S, when the detections follow a Poisson process. In this case:









The original theorem of Campbell has been extended to higher order statistic in the




















Figure 2.12: Illustration of the operation mode of detectors.
In current mode, the mean value of the signal is measured and detection rate is re-
trieved using the first part of the above theorem. In this mode of operation, the gamma
background can be discriminated by the joint use of two almost identical detectors,
one of which does not contain the neutron-sensitive material and is therefore sensitive
only to gamma radiation. In Campbelling mode, the variance (or higher order central
moments) of the signal is estimated. In this case, the gamma pulses are inherently sup-




Fission chambers, just like 3He detectors, belong to the type of gas-filled detectors
[38]. The schematic design of a fission chamber is shown on Figure 2.13. The detector
usually has two coaxial electrodes. The outer electrode, namely the cathode, can have
an outer diameter as small as 3 mm for miniature chambers. A thin layer of fissile
material (from a few micrograms to a few grams) is deposited on at least one of the
electrodes, usually only on the anode. The most typical coating material is 235U. The
space between the electrodes is filled with pressurized gas (e.g., argon at 1.5 bar). When
a neutron reaches the fissile deposit, it is likely to induce a fission that generates two
heavily charged ions. The two fission fragments are oppositely directed, hence one of
them gets absorbed in the coating while the other will likely enter the filling gas. This
latter fission fragment will ionize the filling gas on its trajectory. Given that a high
voltage of a few hundred volts is applied between the electrodes, the electrons and
positive ions get separated and drift across the gas, generating a current signal that can
be amplified and processed. In most applications, the voltage value is chosen to be high
enough to collect all the charges, but low enough to prevent the production of secondary
ionization pairs. In this case, the neutron-induced current signal is proportional to the
fission rate and nearly insensitive to the voltage. In this case, the fission chamber is







Figure 2.13: A schematic illustration of the design of a fission chamber.
One outstanding characteristic of fission chambers compared to other types of neu-
tron detectors is the large amount of energy released during detection [38]. In 235U
coated fission chambers, for example, the average total energy released per fission is
200 MeV of which 160 MeV appears as the kinetic energy of the two fission fragments.
Given that usually one of the two fission fragments enter the filling gas, on average
80 MeV energy is used for ionization per detection. In comparison, in 3He detectors
the total kinetic energy released in the 3He(n,p) reaction is 764 keV [38]. As a conse-
quence, in fission chambers pulses induced by neutrons are much larger in magnitude
than pulses generated by any other particles. Due to this inherent gamma suppressing
property, fission chambers can be effectively operated in all three modes of operation
mentioned in Section 2.4.1, unlike other detector types which are usually used in one
operation mode only. For this reason fission chambers are routinely used as in-core neu-
tron detectors for the on-line monitoring of the neutron flux, where this one detector is
able to serve measurement data over a wide range of reactor power (and corresponding
detection rates) [70–73].
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The major disadvantage of fission chambers is their low detection efficiency, espe-
cially compared to 3He detectors: while 3He detectors can provide a 90 % detection
efficiency, the efficiency of fission chambers is typically 1 %. This is primarily due to
two factors: a) while in 3He detectors, the target material is mixed with the filling gas
in large amounts, fission chambers have a very thin fissile layer; b) the cross-section
of neutron induced fission in 235U is generally smaller by about 1 order of magnitude
than the cross section of the 3He(n,p) reaction. This low detection efficiency is espe-
cially problematic in safeguards applications, where low emission intensities are often
encountered. Therefore, in most cases 3He detectors operated in pulse mode are pre-
ferred [3]. However, as noted in the beginning of Section 2.4, the large neutron and
gamma intensities encountered at spent fuel measurements make the use of 3He detec-
tors difficult. In these cases the analysis of the continuous signals of fission chambers
operated in the Campbelling or current mode can be a viable option.
2.4.3 Extending the traditional Campbell theorem
As we have seen, the analysis of the continuous voltage signal of neutron detectors
(especially fission chambers) is based on the Campbell theorem. However, the primary
assumption behind this theorem is that the detections follow a homogeneous Poisson
process. Strictly speaking, however, this assumption does not hold, when neutrons are
detected from a fission chain, which is the case when measuring the flux in a reactor
or the mass of a fissile sample. In order to establish the possibility to investigate the
properties of continuous detector signals generated by correlated detection events, a
new formalism has been developed recently by Pál and Pázsit for the mathematical
formulation of the signals (primarily that of fission chambers) [5]. In the following, this
formalism is described briefly.
Consider a fission chamber and let us assume that it detects a neutron at time
t = 0. As a result of the detection, a voltage pulse is induced at the detector output; a
possible representation of the pulse is shown on Figure 2.14a). In general, the observed
properties of the pulse (e.g. its height, length or shape) are influenced by a number
of factors, including the energy and direction of the incident neutron, the point of
entry into the detector, or the processes of charge generation and collection in the
sensitive volume; these have been investigated analytically, experimentally as well as
with simulations [74–78]. Due to its random characteristics, the time evolution of a
pulse can a described as a stochastic process, which will be denoted as x(t). According
to the model described in Reference [5], each pulse has a fixed deterministic shape given
by the function f(t), but they have a random amplitude a, which is characterized by a
probability density function denoted as w(a)1. With these assumptions x(t) takes the





δ[x− a f(t)]w(a) da. (2.36)
Consider now the case when the detector is subject to a permanent neutron radia-
tion. Clearly, each detection induces a pulse x(t), which are assumed to be independent
1This probability density can be experimentally estimated from a measurement of the pulse height
spectrum.
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of each other. As the aggregate effect of the individual pulses, a fluctuating voltage
signal, denoted as y(t), is formed at the detector output. A possible realization of this
signal can be seen on Figure 2.14b. In order to formalize the statistics of the observed
voltage signal in a particular case, the discrete process of the detection events must be
described and combined with the above model of a single voltage pulse. Since, how-
ever, the continuous signal of the detector is not a Markovian process, it can only be
formulated using a backward type Kolmogorov equation. In the simplest case, for ex-
ample, when the detection events arrive in a Poisson process with rate S, the following
backward equation can be written for the probability density function of the signal:





h(y′, t− t′) p(y − y′, t− t′)dt′. (2.37)
Starting from this equation, the expressions of the original as well as the higher-order
Campbell theorems, given in (2.34) and (2.35), have been re-derived in an exceptionally
simple manner [5].




























(b) A voltage signal induced by a series of de-
tections.
Figure 2.14: Illustration of the voltage signal of a neutron detector after a single detec-
tion event (left) and after a series of detection events (right).
Besides reproducing these results corresponding to detections in a homogeneous
Poisson process, formulas have been derived for detections in a non-homogeneous Pois-
son process [5] as well as for detections from a multiplying chain [79]. Recently, even
alternative versions [79–81] of the traditional Feynman-alpha and Rossi-alpha meth-
ods [82–85] have been proposed for determining the prompt neutron decay constant in
nuclear reactors.
The aim of the research presented in this thesis is, by continuing on the above line,
to develop a new, alternative version of neutron multiplicity counting based on the
Campbelling-type analysis of the continuous voltage signals of neutron detectors. By
carrying the favourable properties of the original Campbell technique, it might be a
practical tool for measuring nuclear materials, especially in the form of high intensity
spent nuclear fuel. The description and investigation of this new version of neutron
multiplicity counting is the topic of the reminder of the thesis.
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As we have seen in Section 2.3, the aim of a multiplicity counting measurement
is to estimate the three sample parameters, the spontaneous fission intensity F , the
alpha-ratio α and the net leakage multiplication M . According to Böhnel’s theory of
superfission, determining the sample parameters is equivalent to determining the Qs
intensity of the sample emission events and the νi (i = 1, 2, 3) factorial moments of the
number of emitted neutrons per event. Since, however, these factorial moments are not
themselves measurable, one had to identify three other quantities, which are directly
measurable and which form a mathematical relationship with Qs and νi (i = 1, 2, 3).
In the traditional form of multiplicity counting the three measurable quantities are the
singles, doubles and triples detection rates which are the rates of the first three factorial
moments of the number of detections observed a finite time window. Recall that the
practical applicability of the method is provided by the fact that the detection rates
are able to quantify (on a statistical basis) the number of correlated detection events
caused by neutrons that originate from the same spontaneous fission event.
Compared to this traditional approach, extracting sample parameters from the con-
tinuous signals of fission chambers poses two key difficulties. First, the mathematical
formulation of the continuous valued process representing the detector signal is more
complicated than describing the discrete counting process observed in a detector. Sec-
ond, contrary to pulse counting, no individual detection events are identified when
analyzing the continuous signals of the detectors. For this reason, the presence of cor-
related detection events must be inferred indirectly from the correlated changes in the
signal value. An obvious choice of measurable quantities that reflect such correlations
are the moments of the signals.
To derive expressions for these moments, the point model of the neutron emission
and detection processes in Sections 2.3.3 and 2.3.4 will be combined with the new
formalism, described in Section 2.4.3, for characterizing fission chamber signals. Ac-
cordingly, neutrons are emitted at a rate Qs from the sample, and the probability mass
function of the number of emitted neutrons is P (n), whose first three factorial moments
are denoted as ν1, ν2 and ν3. We shall assume that every neutron is detected with the
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same probability by any of the detectors and this probability for each specific detector
is denoted by ε. Note that ε here has a somewhat different meaning than in the pre-
vious chapter where it represented the overall detection probability of the whole array
of detectors. Each neutron detection produces a stochastic pulse x(t) = a f(t) with
shape f(t) and a random amplitude a whose density function is w(a). For the sake
of simplicity, we shall assume that f(t) and w(a) is the same for every detector. As a
result of the consecutive emission (and subsequent detection) of neutrons, each detector
produces a fluctuating continuous signal. In particular, we shall focus on the correlated
signals of three detector at a time; these will be denoted as y1(t),y2(t) and y3(t). A












tt− θt− θ − ρ
Figure 3.1: A possible realization of the voltage signals of three detectors in a multi-
plicity counting measurement. The dashed lines select three different points in time
(t, t− θ and t− θ − ρ) whereas the dots highlight the signal amplitudes at these time
instants. Together they illustrate the moments of the signals we wish to determine.
Our goal in the following is to pick at least three moments of the signals and express
them as functions of the sample emission rate Qs and the factorial moments νi (i =
1, 2, 3) of the number of emitted neutrons per one emission event. Although in principle
we can choose from an infinite number of moments, we are interested in those with
an order up to three; this restriction is not independent from the fact that ν3 is the
highest order factorial moment we wish to obtain. The selected set of moments will
be the cumulants corresponding either to the distribution of one signal, or to the joint
distribution of two or three signals.
Depending on the way the moments describe the information on the correlated
detection events in the continuous signals, the theory presented in this chapter has
gone through three major stages, each being extensions of the preceding one. The key
concept of the three stages can be summarized as follows:
1. In the first stage, we shall make the rather idealistic assumption that every neu-
tron is detected instantly following its emission. An important consequence of
this assumption is that neutrons originating from the same emission are detected
simultaneously. The identification of correlated detections, in this case, will be
based on the fact that pulses induced by these detections perfectly overlap in
time. At this stage we shall derive expressions for six of the so-called one-point
moments which characterize the distribution of the signals at a single point in
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time (see Figure 3.1); such moments include the mean or the covariance. As we
shall see, by assuming instant detection the one-point moments are capable of
recovering the factorial moments νi.
2. In the second stage, we shall drop the idealistic assumption of instant detection
by assuming that each neutron is detected with a random time delay following its
emission. The consequence of this assumption is that neutrons originating from
the same emission are detected at different times, hence the pulses they induce will
not necessarily overlap in time. In this stage, the same set of one-point moments
are calculated as in the first stage. We shall see that the first factorial moment ν1
can still be recovered, however, the information on the second and third moment
ν2 and ν3 is lost in the most anticipated practical scenarios.
3. A solution to this problem is provided in stage three. Here, we maintain the realis-
tic assumption that neutrons are detected after a random time delay, however, we
extend the set of moments to consider. Beyond the one-point moments, we start
to investigate the so-called two- and three point moments as well (see Figure 3.1);
such moments include the covariance function or the bicovariance function. By
characterizing the distribution of the signals in more than one points in time, they
are able to identify the correlation between detection events that are temporally
separated from each other. As we shall see, the two- and three point moments
allow us to recover the second and third moment, ν2 and ν3, even in cases where
one-point moments cannot.
At this point it should be emphasized that the first of the above three stages has been
completed by the time the author has joined the research project. The second and third
stages, however, have been elaborated by the author. Nevertheless, because they form a
logical chain, all three stages are described separately in Sections 3.2–3.4. Each section
will be divided into two parts. While the first part only concerns the derivation of
the moment expressions, the second part is devoted to the interpretation of the results.
Note, however, that the calculation of the moments is rather extensive and complicated.
Therefore, for the sake of transparency and compactness, every calculation in the main
text will be given schematically, focusing mainly on the final results. The details of the
calculations can be found in the Appendix.
Once the expressions of the moments are available, it might be desirable to invert
them, and express the sample parameters F , α and M with the (measurable) moments.
The same inversion procedure with the traditional detection rates has been described in
Section 2.3.5. However, we shall see that the moments of the continuous signals are very
closely related to the singles, doubles and triples rates of the traditional multiplicity
counting. For this reason, in Section 3.5, we chose to derive equations that express
the traditional detection rates with the moments of the signal. Once, the values of the
detection rates are determined, the same inversion procedure described in Section 2.3.5
can be used to recover the three sample parameters.
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3.2 One-point distribution with instant detection
We start by investigating the one-point moments of the detector signals, which
characterize their distribution at a single point in time, say t (see Figure 3.1). We have
also said that in doing so we shall make the assumption that neutrons are detected
instantly following their emission. As stated earlier, from all the possible moments
we are primarily interested in the cumulants up to the order of three. Regarding the
signal of one detector, say y1(t), there are three moments meeting this criteria: the
(stationary) mean, variance and skewness. They are defined as
κ1 = lim
t→∞















Regarding the signals of two detectors, say y1(t) and y2(t), there are two cumulants
to consider: the (stationary) covariance and another moment without a special name.
They are defined as
κ1,1 = lim
t→∞








Regarding the signals of three detectors, y1(t), y2(t) and y3(t), there is only one suitable
cumulant: the (stationary) bicovariance. It is defined as
κ1,1,1 = lim
t→∞
E {[y1(t)−〈y1〉] [y2(t)−〈y2〉] [y3(t)−〈y3〉]} . (3.3)
3.2.1 Derivation of the moment expressions
The fundamental building block in calculating the expressions of any of the above
cumulants are the quantities related to the distribution of a single pulse. Therefore we
start by characterizing this latter, and continue with the former after that.
Distribution of a single pulse
Consider a neutron emitted at time t = 0 and detected instantly. According to our
model, the detection induces a random impulse x(t) = a f(t) with respect to the time
of emission (which is also the time of detection), where f(t) is a fixed shape and a is a
random amplitude with a density function w(a).
In order to characterize the statistical properties of the pulse, we start by specifying
its one-point cumulative distribution function, H1(x, t), which equals the probability
that the observed value of the pulse at time t does not exceed x. Formally, H1 can
be written as H1(x, t) = P[x(t) ≤ x] = P[a f(t) ≤ x]. A more concrete form of H1
is obtained if we notice that the right hand side equals the probability that a takes a





∆[x− af(t)]w(a) da, (3.4)
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where ∆ stands for the Heaviside step function defined as
∆(x) =
{
0, for x < 0
1, for x ≥ 0. (3.5)
Three quantities, in particular, related to the distribution of the pulse will appear
in the derivations later; all of them can be derived starting from one-point cumulative
distribution function H1. The first of these quantities is the density function of the







δ[x− af(t)]w(a) da. (3.6)
Here, we have accounted for the fact that the derivative of the Heaviside step function
is the Dirac delta function, denoted as δ. The second quantity of interest is the charac-
teristic function of the pulse, which is defined as the Fourier transform of the density




eıωx h1(x, t) dx =
∫ ∞
0
eıωaf(t) w(a) da. (3.7)
The third quantity is the raw moment of order k of the pulse, which is obtained from









Here fk is the kth power of the shape, whereas 〈ak〉 denotes the moment of order k of




ak w(a) da. (3.9)
Distribution of one detector signal
The one-point distribution of the signal of one detector, say that labeled with 1, con-
cerns the random variable {y1(t)}, which is characterized by the cumulative distribution
function
F1(y, t) = P[y1(t) ≤ y].
The procedure of calculating the cumulants (3.1) of the signal takes four steps:
• In the first step we start by writing a backward Kolmogorov equation for the





This equation is formulated by considering the probabilities of all events that
change the value of the signal.
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• Since the above equation cannot be solved analytically, in the second step we




eıωy p1(y, t) dy. (3.11)
This equation can easily be solved analytically.
• In the third step, using the solution of the characteristic function, we calculate














These four steps are described in great detail in Section A.1.1. Here, only certain parts
will be reproduced.
As noted above, we start by formulating an expression for the density function p1
of the signal. Recalling that the detection process starts at time t = 0, it is clear that
value of the signal at earlier times is zero. As a consequence, for t < 0, the density
function takes the form
p1(y, t) = δ(y). (3.14)
On the other hand, as we shall explain below, for t ≥ 0 it obeys the following Kol-
mogorov backward integral equation:






















′, t− t′) p1(y − y′, t− t′) dy′dt′.
(3.15)
Here Qs and P (n) denote the intensity and multiplicity of the source and were defined
earlier in Section 2.3.3; ε denotes the detection efficiency (more precisely: the probabil-













h1(y1, t) · · ·h1(yk, t) dyk · · · dy1, (3.16)
where h1 denotes the one-point density function of a single pulse and was defined in
(3.6).
Before interpreting the Kolmogorov equation (3.15), we should consider the physical
meaning of the the function U
(1)
k given by (3.16). One can recognize that it is essentially
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the density function of k pulses induced by k neutrons originating from the same emis-
sion at time t = 0. As a k-fold convolution of h1, it reflects the fact that pulses induced
by more that one neutrons are independent and add up linearly. With these in mind,
Equation (3.15) can be interpreted in the following way. As an application of the law of
total probability, the probability density of having a signal value y at time t (left-hand
side) is expressed with the probabilities (or probability densities) of events, that cause
it (right-hand side). The two terms on the right-hand side correspond to two mutually
exclusive events. The first term represents the event when no source emission occurs
until time t with probability e−Qst, in which case the signal value at time t remains zero
with probability density δ(y). The second term represents the event when there was at
least one source emission until time t. In fact, its is a sum (or integral) over the proba-
bilities (or probability densities) of a set of mutually exclusive events, each of which can
be described as follows. The first emission occurs at time t′ with probability density
Qs e
−Qst′ ; during the emission n neutrons are released with probability P (n); from the
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′, t− t′); pulses from subsequent emissions contribute to it by y− y′ with
probability density p1(y − y′, t− t′).
After lengthy calculations, detailed in Section A.1.1, we find that the characteristic
function takes the form





(G {c1 [χ1(ω, t′)]} − 1) dt′
)
, (3.17)
where χ1, the characteristic function of a single pulse, is given by (3.7), whereas c1 is
defined as
c1(x) = 1 + ε (x− 1). (3.18)





(G {c1 [χ1(ω, t)]} − 1) dt. (3.19)
By substituting the above expression into (3.13), we are able to calculate κk, the
stationary cumulant of order k. As noted in the beginning of Section 3.2, we are
interested in three moments of the signal of one detector: its mean value κ1, its variance
κ2 and its skewness κ3. If we account for the definitions (2.22) of the detection rates,






















At this point it might worth to take a look at the physical meaning of the above
expressions of the moments. The κ1 mean value (first order moment) of the signal
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originates from one “source”: the first moment µ1 of one pulse (single). The κ2 variance
(second order moment) of the signal, on the other hand, originates from two “sources”:
the second moment µ2 of one pulse (single) or the joint second moment µ
2
1 of two
distinct pulses (doubles). Finally, the κ3 skewness (third order moment) of the signal
originates from three “sources”: the third moment µ3 of one pulse (single), the joint
third moment µ2 µ1 of two distinct pulses (doubles) or the joint third moment µ
3
1 of
three distinct pulses (triples).
Finally, when we insert the explicit form of the moments (3.8) of the pulse into





the cumulants of the signal take the particularly compact forms
κ1 = S 〈a〉 I1, (3.22a)
κ2 =
[





S 〈a3〉+ 6D 〈a2〉〈a〉+ 6T 〈a〉3
]
I3. (3.22c)
Distribution of two detector signals
The one-point distribution of the signal of two detectors, say those labeled with
1 and 2, concerns the random variable {y1(t),y2(t)}, which is characterized by the
cumulative distribution function
F1,1(y1, y2, t) = P[y1(t) ≤ y1,y2(t) ≤ y2].
The procedure of calculating the corresponding cumulants (3.2) follows the same steps
as in the previous case of one signal. The details of this calculation can be found in












The interpretation of the above equations is analogous to that of (3.20). The κ1,1
covariance (second order moment) of two signals originates from one “source”: the joint
second moment µ21(t) of two distinct pulses (doubles) each from a different detector. κ2,1
(third order moment) originates from two “sources”: the joint third moment µ2 µ1 of
two distinct pulses (doubles) each from a different detector and the joint third moment
µ31 of three distinct pulses (triples) of which two comes from one detector and one comes
from the other.
Again, when we use the explicit form of the moments (3.8) of the pulse furthermore
we account for (3.21), the expressions can be rewritten into the compact form
κ1,1 = 2D 〈a〉2 I2, (3.24a)
κ2,1 =
[




Distribution of three detector signals
The one-point distribution of the signal of three detectors, those labeled with 1, 2
and 3, concerns the random variable {y1(t),y2(t),y3(t)}, which is characterized by the
cumulative distribution function
F1,1,1(y1, y2, y3, t) = P[y1(t) ≤ y1,y2(t) ≤ y2,y3(t) ≤ y3].
With the derivation presented in Section A.1.3, the following expression is obtained for
the cumulant κ1,1,1 defined in (3.3):




The interpretation of this equation is analogous to that of (3.20) and (3.23). Again,
when we use the explicit form of the moments (3.8) of the pulse and account for (3.21),
the expression can be rewritten into the compact form
κ1,1,1 = 6T 〈a〉3 I3. (3.26)
3.2.2 Interpretation of the results
In order to give a comprehensive overview of moment expressions derived in this
section, let us collect them into one place below. For the mean, variance and skewness
of one detector signal we obtained
κ1 = S 〈a〉 I1, (3.27a)
κ2 =
[





S 〈a3〉+ 6D 〈a〉〈a2〉+ 6T 〈a〉3
]
I3. (3.27c)
The cross-covariance and the cumulant κ2,1 of two detector signals read as
κ1,1 = 2D 〈a〉2 I2 (3.27d)
κ2,1 =
[
2D 〈a〉〈a2〉+ 6T 〈a〉3
]
I3. (3.27e)
The bicovariance of three detectors took the form
κ1,1,1 = 6T 〈a〉3 I3. (3.27f)
The quantities In and 〈an〉were defined in Equations (3.21) and (3.9).
Equation (3.27a) shows that the mean value of the signal of a detector is proportional
to the singles rate; the proportionality factor is the product 〈a〉 I1. Since, in general,
In and 〈an〉 are solely properties of the pulses produced by the detector, they can be
determined in a calibration step using a large sample of individual recorded pulses.
Consequently, the singles rate can be retrieved from the mean value of the continuous
detector signal. Moreover, Equation (3.27a) reveals a big advantage of the new approach
over the traditional one: the singles rate can be obtained at arbitrarily large count rates
from the continuous signal. This is because when, for example, two pulses completely
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overlap, their amplitude together will be twice as large as the amplitude of each, hence
their presence is reflected in the mean value.
An inspection of Equations (3.27b) and (3.27c) reveals a way of determining S and
D from the variance and skewness. The procedure goes as follows. In the possession of
S from the mean, D can be obtained from the variance using (3.27b). Then, with the
known values of S and D, T can be obtained from the skewness using (3.27c). These
formulas reveal two additional favourable quality of the new method. The first one
is that, unlike in the traditional case, the doubles and triples rates can be obtained
from the signal of only one detector. The explanation is the same as in the case of the
mean: the amplitudes of the pulses generated by coincident events add together, which
is reflected in the variance and the skewness. The second one is that these higher order
moments suppress the contribution of minority signal components (e.g. noise, gamma
pulses, alpha pulses, etc.), similarly to the application of the higher order Campbelling
methods (see Section 2.4.1). This is explained with the presence of I2 and I3 in the
formulas, which contain the second and third power of the pulse.
Although the variance and the skewness allow us to estimate the dobles and the
triples rates from one signal, the method has certain disadvantages. Namely, when we
calculate D from the variance (3.27b), we propagate the uncertainty of the estimate
of S. Similarly, when we calculate T from the skewness (3.27c), we propagate the
uncertainties of S and D. This problem can be bypassed by accounting for the cross
moments (3.27d)–(3.27f). Taking a look at the covariance (3.27d) of two signals, we
see that it is identical to the second term of the variance (3.27b), that is, it is directly
proportional to the doubles rate. This means that using the covariance, D can be
obtained without using S, hence avoiding the propagation of its uncertainty. Using the
moment (3.27e) of two signals, we can obtain T without requiring S, however, we still
need to use D while propagating its uncertainty. The triples rate can most conveniently
obtained from the bicovariance (3.27f) of three signals without needing to use either S
or D.
To conclude, Equations (3.27) form a system of (overdetermined) linear algebraic
equations between the singles, doubles and triples detection rates and certain moments
of the signal. By measuring the moments, the values of the detection rates can be
determined by inverting this system of equations. Alternatively, if one selects three
of the moments, the κ1 mean of one signal (3.27a), the κ1,1 covariance of two signals
(3.27d), as well as the κ1,1,1 bicovariance of three signals (3.27f), then each of these can
be used to determine one of the detection rates. Finally, we note that this ability of the
moments to recover the detection rates of traditional pulse counting relies on the fact
that neutrons from the same spontaneous fission are detected simultaneously, hence the
pulses they induce alter the value of the detector signal simultaneously as well.
3.3 One point moments with delayed detection
Contrary to the assumption of the previous section, neutrons emitted from the
sample are not detected instantly. Instead, they arrive to the detectors with a time
delay which, in addition, is random in nature. This randomness has two sources: the
random velocity of the emitted neutrons (i.e. their energy spectrum) as well as the
slowing down in the intermediate medium. In a fast detection system, where neutrons
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travel mostly through air without moderation, the distribution of the time delay is
primarily determined by the neutron spectrum. As an illustration, in Chapter B an
explicit formula is derived for the density function of the delay in the case when the
initial neutron energy follows the Watt spectrum. In a thermal detection system, on the
other hand, where neutrons travel through a moderating material, the information on
the initial energy is lost hence the time delay will mostly be determined by the properties
(size, composition) of the moderator. The distribution of the time delay, in this case,
is often approximated by the exponential distribution [1]. The time scale-parameter of
this distribution (which gives the average time delay) is traditionally referred to as the
detector die-away time [1].
As a formal representation of the delay, we introduce the random variable τ , which
denotes the arrival time of a neutron to the detector with respect to the time of its
emission. In the following, we shall assume, that τ is independent and identically
distributed for every detector and every detected neutron (including those originating
from the same emission and that this distribution is characterized by the probability
density function u(τ). As we have mentioned above, the form of u(τ) is a function of
the parameters of the sample and the moderating material.
The primary objective of this section is to investigate the impact of the random
time delay on the moments of the signals. For this reason, in Section 3.3.1 we shall
derive formulas for the same set of moments as in the previous section. In doing so, no
explicit form of the delay will be assumed in order to maintain generality. A specific
expression for u(τ) will be considered only in Section 3.3.2 where we assess how certain
properties of delay affect the values of the moments and their ability to recover the
detection rates.
3.3.1 Derivation of the moment expressions
Let us begin by highlighting a simple (but important) observation that will make the
recalculation of the moment expressions extremely easy. Consider a neutron emitted at
time t = 0. Detecting this neutron with a time delay τ means that it induces a pulse
characterized by a time dependence x(t) with respect to the time of the detection.
From a mathematical point of view, however, this is the same as if the neutron got
detected instantly (that is, at time t = 0) and induces the same pulse but with a time
dependence x(t− τ ) with respect to the time of emission.
The above observation allows us to base the calculation of the moments in the case
of delayed detection on the grounds of the earlier described case of instant detection.
This is due to the fact, that the only elements that change in the derivations are the
expressions of the statistical properties of a single pulse (its density function, character-
istic function and raw moments) which, however, appear only symbolically until until
a very late point in the derivations. In particular, equations have been derived in the
previous section, which express the moments of the signal in terms of the raw moments
of the pulse.
For this reason, we begin with deriving the updated form of the moments of a single
pulse by assuming a delay in the detections. After that, we obtain new expressions
for the moments of the signal by inserting the updated pulse moments into the general
expressions derived in Section 3.2.1.
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Distribution of a single pulse
Consider a neutron emitted at time t = 0 and detected after a time delay τ , where
this latter is distributed according the density function u(τ). Based on what we have
said above, this detection induces a random pulse x(t) = a f(t−τ ) with respect to the
time of emission (which, in this case, is not the time of detection), where, again, f(t)
is a fixed shape and a is a random amplitude with a density function w(a).
Just as in the case of instant detection in Section 3.2.1, the characterization of the
statistical properties of the pulse starts by specifying its one-point cumulative distribu-






∆[x− af(t− τ)]w(a)u(τ) dadτ, (3.28)
where ∆ stands for the Heaviside step function again and was defined in (3.5).
The expressions of the density function, the characteristic function as well as the
kth raw moment of the pulse can be derived from the above expression of H1. The









δ[y − af(t− τ)]w(a)u(τ) dadτ. (3.29)





















fk(t− τ)u(τ) dτ, (3.31)
where 〈ak〉again denotes the moment of order k of the pulse amplitude and was defined
in (3.9).
Note that by assuming u(τ) = δ(τ), which represents the case of instant detection,
all the above expressions revert back to their forms derived in the previous section – as
one would expect naturally.
Distribution of one detector signal
By substituting (3.31) into the general expressions (3.20 of the moments, and per-
forming simplifications detailed in Section A.2.1, we obtain
κ1 = S 〈a〉 I1, (3.32a)
κ2 =
[





S 〈a3〉+ 6D 〈a〉〈a2〉 ξ1,2 + 6T 〈a〉3 ξ1,1,1
]
I3. (3.32c)
















I31 (t) dt, (3.33)




fn(t− τ)u(τ) dτ. (3.34)
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Distribution of two detector signals
By substituting (3.31) into the general expressions (3.23, then, after simplifications,
we obtain
κ1,1 = 2D 〈a〉2 ξ1,1 I2, (3.35a)
κ2,1 =
[
2D 〈a〉〈a2〉 ξ1,2 + 6T 〈a〉3 ξ1,1,1
]
I3. (3.35b)
Distribution of three detector signals
By substituting (3.31) into the general expression (3.25), after simplifications, we
obtain
κ1,1,1 = 6T 〈a〉3 ξ1,1,1 I3. (3.36)
3.3.2 Interpretation of the results
Again, let us collect the expressions of the moments derived in this section into one
place below. For the mean, variance and skewness of one detector signal we obtained
κ1 = S 〈a〉 I1, (3.37a)
κ2 =
[





S 〈a3〉+ 6D 〈a〉〈a2〉 ξ1,2 + 6T 〈a〉3 ξ1,1,1
]
I3. (3.37c)
The cross-covariance and the cumulant κ2,1 of two detector signals read as
κ1,1 = 2D 〈a〉2 ξ1,1 I2, (3.37d)
κ2,1 =
[
2D 〈a〉〈a2〉 ξ1,2 + 6T 〈a〉3 ξ1,1,1
]
I3. (3.37e)
The cross-bicovariance of three detector signals took the form
κ1,1,1 = 6T 〈a〉3 ξ1,1,1 I3. (3.37f)
Here, the quantities 〈an〉 and In are the same as in the case of instant detection and
were defined in (3.9) and (3.21), respectively. The ξ’s were defined in (3.33).
Observe that the moment expressions (3.37) are nearly identical to those in (3.27)
obtained by assuming an instant detection. The only difference is the presence of the ξ’s
as multiplying factors in certain terms of the moments. According to their definitions
(3.33), these factors are functions of the pulse shape f(t) and the delay density u(τ).
This shows that unlike〈a〉n and In, the ξ factors are not only properties of the detection
system: through u(τ) they depend on the sample and the measurement geometry as
well.1 Notice that when neutrons are detected with a constant τ0 time delay (that is,
when u(τ) = δ(τ − τ0)), all three ξ’s equal 1. In this case, the moments are the same
as if neutrons were detected instantly. In every other case, the ξ’s differ from unity
and the moments will not be the same as with instant detection. In general, one might
1In order to determine the values of the ξ factors in a given measurement setup, one needs the pulse
shape f(t) and delay density u(τ). While the former can easily be obtained from the inspection of
the recorded pulses, the latter is difficult to measure. One can either obtain an estimate of u(τ) from
simulations, or assume a concrete analytic form.
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conclude that when the ξ factors are known, the detection rates can be recovered the
same way as described in Section (3.2.2) for the case of instant detection – at least
in principle. In order to see how much this is true in practice, let us investigate the
content and the typical magnitude of the ξ’s.
An inspection of the definitions (3.33) of the ξ factors as well as their positions in
(3.37) reveal that they are analogous to the doubles and triples gate fraction factors
(denoted as fd and ft) appearing in the expressions (2.21) and (2.22) of the traditional
detection rates. As a matter of fact, the analogy stands from two aspects. First, just
as fd and ft, the ξ’s multiply the doubles and the triples rates but not the singles rates.
As a consequence, the κ1 mean value of a signal remained the same as in the previous
section. Second, through their dependence on the delay density u(τ), the ξ’s account
for the temporal separation of neutrons (the fact that simultaneously emitted neutrons
are detected at different times), similarly to fd and ft. For these reasons, we shall refer
to the ξ’s as continuous gate fraction factors, despite having no gates when analyz-
ing continuous detector signals. There is, however, an important difference between
the traditional and the continuous gate fractions: while the former were introduced
empirically (see Section 2.3.4), the latter appear directly from the theory.
In order to estimate the typical values of the continuous gate fraction factors as well
as their dependence on the pulse shape and the distribution of the delay, we consider
simple analytic forms of f(t) and u(τ). In particular, let us assume that pulses have an
exponentially decaying shape with a characteristic decay time θpulse > 0, that is
f(t) = f(t; θpulse) =
{
e−t/θpulse , for t ≥ 0
0, otherwise.
(3.38)
Although real pulses rarely have this form [38], it describes one of their key properties:
their “length” which, in this case, is quantified by the parameter θpulse. A larger θpulse
value means a longer pulse. Let us further assume that neutrons arrive to the detector
with an exponentially distributed time delay characterized by a scale parameter θdelay >
0 (which equals the mean as well as the standard deviation), that is
u(τ) = u(τ ; θdelay) =
{
θ−1delay e
−τ/θdelay , for τ ≥ 0
0, otherwise.
(3.39)
As we have noted at the beginning of this section, the exponential distribution describes
the time delay in a thermal detection system very well. Although in some cases the
distribution might differ from the exponential, even the above form captures the most
important property of a delay distribution: its “spread” which, in this case, is quantified
by the parameter θdelay. A larger θdelay value means a larger spread, hence a bigger
difference in the arrival times of neutrons from the same emission.
By inserting (3.38) and (3.39) into the definitions (3.33) of the continuous gate






2 + 6η + 4η2
, ξ1,1,1(η) =
2
2 + 5η + 2η2
, (3.40a)
where η = θdelay/θpulse is the fraction of the delay spread and the pulse length. Recalling
the physical meaning of θpulse and θdelay, it is clear that η is a measure of the pulse
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dispersion, that is, how little pulses from the same emission overlap in time. When
η is close the zero, the spread of the delay is small compared to the pulse length,
hence pulses overlap largely (small dispersion). As η increases, the spread of the delay
becomes larger compared to the pulse size, hence pulses tend to overlap less frequently
(large dispersion). For this reason, we shall refer to η as the pulse dispersion factor. It
is important to emphasize that the value of the pulse dispersion is not a matter of the
delay spread alone: rather it is a matter of how the delay spread compares to the pulse
length.
To make the analysis easier, functions (3.40) are plotted on Figure 3.2. One can
observe that all three gate fraction factors are quick monotonically decreasing functions
of the dispersion factor η. What is more, the higher the order of the gate fraction (for
example, ξ2,1 has a higher order than ξ1,1), the quicker it decays. When the dispersion is
small, the values of all three gate fractions are close to 1. In this case, the doubles and
the triples rates in the moment expressions (3.37) have approximately the same weight
as the singles rate. As a consequence, all three detection rates can be recovered from the
measured one-point moments of the signals. On the other hand, even at a moderately
large values of the dispersion factor, the values of the gate fractions approach zero. In
this case, the doubles and the triples rates in the moment expressions (3.37) appear
with a negligible weight compared to the singles rate. As a consequence, the moments
will contain information only on the singles rates; the doubles and the triples rates
cannot be recovered.





























Figure 3.2: The value of the gate fractions (3.33) as a function of the pulse dispersion
factor η = θdelay/θpulse assuming an exponential pulse shape with decay time θpulse and
an exponentially distributed time delay with scale parameter θdelay.
These last findings have a rather illustrative explanation. Recall that the quan-
tification of coincident detection events (measured by the doubles and triples rates)
with the analysis of continuous detector signals is based on identifying the correlated
changes they make to the values of the signals. This changes are well captured by the
one-point moments, when the pulse dispersion is small and pulses induced by correlated
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detections overlap in time. However, when the pulse dispersion is large, pulses from
correlated detections contribute to the signal at different times, hence their joint effect
does not appear in the moments.
To conclude, estimation of the detection rates using the one-point moments of con-
tinuous detector signals is feasible only when the observed pulse dispersion is small.
The questions is, what this means in practice. The typical length of fission chamber
pulses is in the range of 10 ns–10 µs [38]. In a fast measurement configuration, the time
delay is on the order of 10 ns–100 ns (see Chapter B). In such circumstances the values
of the gate fraction factors might be large enough to allow to recover the detections
rates from the signal moments. In a thermal configuration, however, the time delay
is usually in the order of 1 µs–100 ms [1]. In this case, the values of the gate fraction
factors are expected to be negligible. This suggests that in the most frequently used
thermal systems the doubles and the triples detection rates cannot be recovered from
the one-point moments of continuous detector signals.
3.4 Two- and three-point moments with delayed de-
tection
In order to retrieve all three detection rates from the continuous detector signals
even with the large delay times encountered in thermal detection systems, one must
find a way to quantify the correlations between distant points of the signal. This can
be achieved with the use of the multipoint moments of the signal, which characterize
its distribution at more than one point in time. In particular, we shall consider at most
three points in time: besides time t, a second time instant t − θ is chosen to describe
the so-called two-point distributions, whereas an additional third time instant t− θ− ρ
is selected for the three-point distributions (see Figure 3.1). In the following we shall
assume that θ and ρ are both non-negative, that is, θ, ρ ≥ 0.
As in the case of the one-point distributions, we can choose from an infinite number
of two- and three-point distributions as well. However, for the same reason as before,
we will be interested only in moments up to the order of three. In fact, it is reasonable
to examine the two- and three-point analogies of the one-point moments given in Equa-
tions (3.1)–(3.3). Regarding the signal of one detector, say y1(t), we shall consider its
(stationary) auto-covariance function and auto-bicovariance function, defined as
Cov2(θ) = lim
t→∞
E {[y1(t)−〈y1〉] [y1(t− θ)−〈y1〉]} , (3.41a)
Cov3(θ, ρ) = lim
t→∞
E {[y1(t)−〈y1〉] [y1(t− θ)−〈y1〉] [y1(t− θ − ρ)−〈y1〉]} . (3.41b)
Note that these moments are generalizations of the variance and skewness in (3.1): for
θ = ρ = 0, when the distinct time instants coincide, they become identical. Regarding




E {[y1(t)−〈y1〉] [y2(t− θ)−〈y2〉]} , (3.42)
which is the generalization of the covariance in (3.2); note that we are not considering
the generalized version of the unnamed moment κ2,1. Finally, regarding the signal
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of three detectors, y1(t), y2(t) and y3(t), we shall consider the (statioanry) cross-
bicovariance function
Cov1,1,1(θ, ρ) = lim
t→∞
E {[y1(t)−〈y1〉] [y2(t− θ)−〈y2〉] [y3(t− θ − ρ)−〈y3〉]} , (3.43)
the generalization of the cross-bicovariance in (3.3).
The above moments are able to quantify the correlations between pulses at specific
distances in time. In multiplicity counting, however, we are interested only in the
total amount of the correlations regardless of their distance. For this reason, it is
not the moments themselves we shall use for recovering the detection rates, rather their




















Cov1,1,1(θ, ρ) dρdθ. (3.45)
Continuing the practice of earlier sections, we divide the rest of this section into two
parts. In Section 3.4.1, expressions are derived for the moments (3.41)–(3.43) and their
respective integrals are calculated. Then in Section 3.4.2, we provide a comprehensive
interpretation of the results.
3.4.1 Derivation of the moment expressions
Before turning to the calculation of the moments, we begin by characterizing the
two- and three point distribution of a single pulse.
Two- and three-point distributions of a single pulse
Consider a neutron emitted at time t = 0, which is detected after a time delay τ
distributed according the density function u(τ). As before, this detection induces a
pulse x(t) = a f(t−τ ) with respect to the time of emission, where f(t) is a fixed shape
and a is a random amplitude with a density function w(a).
The two-point distribution of the pulse is characterized by the two-point cumulative
distribution function H2(x1, x2, t, θ), which equals the probability that the observed
value of the pulse does not exceed x1 at time t, whereas it does not exceed x2 at time
t − θ. In an analogy with the one-point distribution function H1 in (3.28), H2 can be
written as





∆[x1 − af(t− τ)] ∆[x2 − af(t− τ − θ)]w(a)u(τ) dadτ,
where the Heaviside step function ∆ was defined in Equation (3.5). As in the one-point
case, the expressions of the two point versions of the density function, the characteristic
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function as well as the raw moment can be calculated from H2. In particular, the two-
point density function is defined as the derivative of H2 with respect to x1 and x2 and
takes the form
h2(x1, x2, t, θ) =







δ[x1 − af(t− τ)]
× δ[x2 − af(t− τ − θ)]w(a)u(τ) dadτ.
(3.46)
The two-point characteristic function is defined as the two-dimensional Fourier trans-
form of the two-point density function with respect to x1 and x2:











eıω1af(t−τ) eıω2af(t−τ−θ) w(a)u(τ) dadτ.
(3.47)
The two-point raw moment of order (m,n) is obtained from the two-point characteristic
function as:
µm,n(t, θ) = ı
−(m+n) ∂









fm(t− τ) fn(t− τ − θ)u(τ) dτ.
(3.48)
In a completely analogous way, we can introduce the corresponding three-point
characteristics of the pulse. Without any further commentary, they take the forms:





∆[x1 − af(t− τ)] ∆[x2 − af(t− τ − θ)]
×∆[x3 − af(t− τ − θ − ρ)]w(a)u(τ) dadτ,
h3(x1, x2, x3, t, θ, ρ) =







δ[x1 − af(t− τ)] δ[x2 − af(t− τ − θ)]
× δ[x3 − af(t− τ − θ − ρ)]w(a)u(τ) dadτ,
(3.49)















× eıω3af(t−θ−ρ−τ) w(a)u(τ) da dτ
(3.50)
and
µk,m,n(t, θ, ρ) = ı
−(k+m+n) ∂











fk(t− τ) fm(t− τ − θ)
× fn(t− τ − θ − ρ)u(τ) dτ.
(3.51)
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Two-point distribution of one detector signal
The two-point distribution of the signal of one detector, say that labeled with 1,
concerns the random variable {y1(t),y1(t−θ)}, which is characterized by the cumulative
distribution function
F2(y1, y2, t, θ) = P [y1(t) ≤ y1,y1(t− θ) ≤ y2] .
The calculation of the two-point moments of the detector signal follows the same
four steps as the calculation of the one-point moments discussed in Sections 3.2: starting
from a Kolmogorov backward integral equation for the density function we arrive to
an expression of the stationary cumulant-generating function from which the desired
moments can be obtained by differentiation. Again, the details of the derivation can be
found in the Appendix in Section A.3.1.
After lengthy calculations, the following expression is obtained for the auto-covariance




µ1,1(t, θ) dt+ 2D
∫ ∞
θ
µ1(t)µ1(t− θ) dt. (3.52)
Here, µ1 denotes the same one-point moment of the pulse, which appeared in the
earlier derivations and which was given in (3.31); µ1,1 is the newly introduced two point
moment, given by (3.48). The physical content of the above equation can be stated as
follows: the first term corresponds to the µ1,1 “auto-covariance function” of one pulse
(single), whereas the second term describes the µ1 µ1 “cross-covariance function” of two
distinct pulses (doubles).
As noted earlier, we are mostly interested in the integral Cov2 of the auto-covariance
function, as defined in (3.44). By substituting the explicit forms of µ1 and µ1,1 into





S 〈a2〉+ 2D 〈a〉2
]
I21 , (3.53)
where I1 is the same as (3.21).
Two-point distribution of two detector signals
The two-point distribution of the signal of two detectors, say those labeled with 1
and 2, concerns the random variable {y1(t),y2(t − θ)}, which is characterized by the
cumulative distribution function
F1,1(y1, y2, t, θ) = P [y1(t) ≤ y1,y2(t− θ) ≤ y2] .
After the derivation, described in Section A.3.2, the following expression is obtained for





where µ1 is the one-point moment of the pulse and was given in (3.31). The interpre-
tation of this equation is analogous to that of (3.52): its only term corresponds to the
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µ1 µ1 “cross-covariance function” of two distinct pulses (doubles) each from a different
detector. The integral of this moment, as defined by (3.44), takes the form
Cov1,1 = D 〈a〉2 I21 , (3.54)
where I1 is the same as (3.21).
Three-point distribution of one detector signal
The three-point distribution of the signal of one detector, say that labeled with 1,
concerns the random variable {y1(t),y1(t − θ)},y1(t − θ − ρ)}, which is characterized
by the cumulative distribution function
F3(y1, y2, y3, t, θ, ρ) = P [y1(t) ≤ y1,y1(t− θ) ≤ y2,y1(t− θ − ρ) ≤ y3] .
After the derivations described in Section A.3.3, the following expression is obtained
for the auto-bicovariance function Cov3(θ, ρ), defined in (3.41b):
Cov3(θ, ρ) = S
∫ ∞
θ+ρ









µ1(t)µ1(t− θ)µ1(t− θ − ρ) dt,
where µ1, µ1,1 and µ1,1,1 are the moments of the pulse and were defined in (3.31),
(3.48) and (3.51), respectively. The auto-bicovariance function of the signal has three
components: the “auto-bicovariance function” µ1,1,1 of one pulse (single), the “cross-
bicovariance function” µ1 µ1,1 of two distinct pulses (doubles) and the “cross-bicovariance
function” µ1 µ1 µ1 of three distinct pulses (triples).







































I1(t− θ − ρ) I1,1(t, t− θ) dtdθdρ. (3.56c)





fm(t− τ) fn(s− τ)u(τ) dτ. (3.57)
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Three-point distribution of three detector signals
The three-point distribution of the signal of three detectors, those labeled with
1, 2 and 3, concerns the random variable {y1(t),y2(t − θ)},y3(t − θ − ρ)}, which is
characterized by the cumulative distribution function
F1,1,1(y1, y2, y3, t, θ, ρ) = P [y1(t) ≤ y1,y2(t− θ) ≤ y2,y3(t− θ − ρ) ≤ y3] .
The cross-bicovariance function of three signals, defined in (3.43), takes the form
Cov1,1,1(θ, ρ) = 6T
∫ ∞
θ+ρ
µ1(t)µ1(t− θ)µ1(t− θ − ρ) dt.
The integral Cov1,1,1 of this function, defined in (3.45), reads as
Cov1,1,1 = T 〈a〉3 I31 . (3.58)
3.4.2 Interpretation of the results
As in the two preceding sections, we collect the expressions of all the two- and three-
point moments in order to give a comprehensive overview of them. For the integrals of













S 〈a3〉+ 2D 〈a〉〈a2〉 (ξA + ξB + ξC) + 6T 〈a〉3
]
I31 , (3.59b)
The integral of the cross-covariance function of two detector signals reads as
Cov1,1 = D 〈a〉2 I21 . (3.59c)
Finally, the integral of the cross-bicovariance function of three detector signals took the
form
Cov1,1,1 = T 〈a〉3 I31 . (3.59d)
The quantities 〈an〉 and In are the same as in the case of instant detection, and were
defined in (3.9) and (3.21), respectively. The ξ’s were defined in (3.56).
Let us compare the two- and three point moments in (3.59) with their one-point
versions (3.37) obtained by assuming a delayed detections. The most apparent difference
is that, except for Cov3, none of the two- or three point moments contain continuous
gate fractions. To investigate the characteristics of the gate fractions appearing in the
second term of Cov3, the same analytical form of the pulse shape and the delay density
are assumed as in Section 3.3.2 for the gate fractions of the one-point moments. This
gives the results
ξA(η) =
2 + 18η + 58η2 + 63η3 + 18η4
6 + 36η + 78η2 + 72η3 + 24η4
, (3.60a)
ξB(η) =
1 + 3η + 3η2




1 + 3η + 2η2
, (3.60c)
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where η = θdelay/θpulse is, again, the pulse dispersion factor. Inspecting the plotted
values of these gate factors on Figure 3.3, one can observe that their sum converges
asymptotically to a value near 3 and, in general, changes slowly with the pulse dispersion
factor η. This last property makes it possible to estimate the value of ξA + ξB + ξC in
a measurement with a relatively good accuracy.




















Figure 3.3: The value of the gate fractions (3.56) as a function of the pulse dispersion
factor η = θdelay/θpulse assuming an exponential pulse shape with decay time θpulse and
an exponentially distributed time delay with scale parameter θdelay.
The above results show that the values of the integrals of the two- and three point
moments is independent – or, in one case, depends weakly – of the time delay density.
As a consequence, the singles, doubles and triples detection rates can be recovered
from them even in a thermal system. In this sense, they show a close similarity to the
one-point moments (3.27) obtained by assuming instant detection. This finding has a
very illustrative explanation. The integral operations performed on the two- and three
point moments essentially shift the pulses in time which, at some point, become fully
overlapped. In a formal sense, this operation restores the original idealistic assumption
of an instant detection.
3.5 Recovering the detection rates from the mo-
ments of signals
In the proceeding sections, expressions have been derived for several moments of the
continuous signals. The moments concerned the signals of up to three detectors at a
time, and the derivations were performed by assuming, that the detectors are identical,
that is, they were characterized by the same detection efficiency, pulse shape and pulse
amplitude distribution. The moments have been expressed with the traditional detec-
tion rates and a careful investigation showed that some of them are particularly useful
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for recovering the detection rates in both fast and thermal detection systems. They are
listed in Table 3.1 along with the detection rates they contain information on.
Table 3.1: The list of moments that can be used to recover the traditional detection
rates.
description symbol detection rate
mean value of one signal κ1 S
integral of the auto co-
variance function of one
signal
Cov2 S, D
integral of the cross co-
variance function of two
signals
Cov1,1 D
integral of the auto bico-
variance function of one
signal
Cov3 S, D, T
integral of the cross bico-
variance function of two
signals
Cov1,1,1 T
In the following, we consider a measurement performed with N ≥ 3 fission chambers.
Moreover, we shall no longer assume that the detectors are identical. The ith detector
will be characterized by a detection efficiency εi, by a mean amplitude 〈a〉i as well as





We shall provide expressions for the singles, doubles and triples detection rates in terms
of the moments obtained from all relevant combinations of the detector signals. For
this purpose, the following moments will be used only:
• the mean value of the signal of detector i, denoted by κi and given by the expres-
sion
κi = Qν1 εi 〈a〉i Ii. (3.62)
• the integral of the covariance function of the signals of detector i and j (i 6= j),




εi εj 〈a〉i 〈a〉j Ii Ij. (3.63)
• the integral of the bicovariance function of the signals of detectors i, j and j




εi εj εk 〈a〉i 〈a〉j 〈a〉k Ii Ij Ik. (3.64)
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3.5.1 Recovering the singles rate
Inserting (3.61) into its definition in (2.21), the singles rate measured in the system
can be written as








Si = Qs ν1 εi. (3.66)
One can see that the total singles rate S is the sum of singles rates Si measured by the













3.5.2 Recovering the doubles rate
Inserting (3.61) into its definition in (2.21), the doubles rate measured in the system


























One can see that the total doubles rate comes from the doubles rate Di observed in the
individual detectors and the doubles rate Di,j observed in pairs of detectors. Notice
that Di,j can be expressed with Covi,j as
Di,j =
1
〈a〉i 〈a〉j Ii Ij
Covi,j. (3.71)






Covi,j ∀ j 6= i, (3.72)






























〈a〉i 〈a〉j Ii Ij
Covi,j. (3.74)
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3.5.3 Recovering the triples rate
Inserting (3.61) into its definition in (2.21), the doubles rate measured in the system
































ε2i εj Ti,j,k =
Qs ν3
6
εi εj εk. (3.76)
One can see that the total triples rate comes from triples rates observed in one detector,





















































〈a〉2i I2i 〈a〉j Ij


























In Chapter 3, the theory of an alternative version of neutron multiplicity counting
has been laid down, which permits the extraction of the singles, doubles and triples rates
from appropriately chosen moments of continuous detector signals. Many important
characteristics of the method have been revealed and discussed on an analytical basis.
However, certain phenomena that might affect the practical use of the method were not
addressed in the preceding chapter. Among others, these include: the time resolution
by which the signal is recorded, the duration of the measurement, the actual shape of
the pulse, the distribution of the pulse amplitude, the distribution of the time delay
(in spite of not appearing explicitly in the final formulas), the presence of electronic
noise in the signal as well as the presence of non-neutron sources (alpha or gamma
background).
Some of these phenomena could have been investigated within the framework of
the theory. For example, when deriving the high-order Campbell formulae, Lux and
Baranyai have included non-neutron signal components into their model [67]; neverthe-
less, they were entirely omitted from the model presented in Chapter 3. In certain cases,
however, the analytical treatment is either not possible or can only be made at the cost
of severe simplifications. One possibility to overcome these limitations is to perform
a computational study on simulated measurement data. With the use of simulations,
even very complex phenomena can easily be accounted for in the detector signals in a
controllable way. Then by analyzing the simulated signals as if they were measured,
conclusions can be drawn on the impact of various phenomena on the practical use
of the newly proposed method. The description and analysis of such a computational
investigation is the topic of this chapter.
4.1 Computational tools
This section describes the programs that were used in the computational study pre-
sented in later parts of this Chapter. First the data structures used to store detector
signals are introduced in Section 4.1.1. Then a program for simulating detector signals
in a multiplicity counting measurement is described in Section 4.1.2. Finally, in Sec-
tion 4.1.3, a tool that can be used to analyze detector signals (simulated and measured
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ones as well) and estimating their moments is presented.
4.1.1 The file representation of signals
From a data representation point of view, there are two forms of a signal recorded
by the data acquisition system connected to a neutron detector. The form in use is
normally determined by the operation mode of the acquisition system. In campbelling
mode the amplitude of the voltage signal is sampled with some time resolution ∆t; this
produces a data sequence y1, y2, . . . , where yi represents the observed amplitude at time
i∆t. In pulse counting mode the times of individual detections – more precisely, the
times when the voltage signal crosses a predefined threshold value – are determined; this








Figure 4.1: The structure of the time
stamped signal format.
In order to store detector signals (whether
they are simulated or measured) of any of
these two forms on a computer, two file for-
mats have been defined: the time resolved
signal format encodes a signal recorded in
campbelling mode as a sequence of ampli-
tudes; the time stamped signal format is
a container for a signal recorded in pulse
counting mode as sequence of detection times.
These formats are used by all the programs presented in this chapter and by the data




















Figure 4.2: The structure of the time
resolved signal format.
The structure of the file formats is shown
on Figures 4.1 and 4.2. Both files start with a
header block containing metadata used by the
programs that operate on them. The header
block is then followed by one or more types of
data blocks which encode the actual recorded
data sequence.
As it is seen from Figure 4.1, the structure
of the time stamped signal format is ex-
tremely simple. Its header block contains one
item, duration, which holds the total length
of the signal in time. This is followed by a
single data block, which contains an arbitrary
number of detection time items, each hold-
ing the time of a detection.
The time resolved signal format has
a slightly more complex structure, as seen
from Figure 4.2. Its header block contains four
items: resolution holds the time resolution
used to sample the signal; size holds the num-
ber of samples recorded (including compressed
sections – see a bit later); base line holds the signal amplitude observed when there is
no incoming detection – it serves to represent any constant offset that might be present
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in an experimental data acquisition system; compression token holds an amplitude
value which is outside the range of the possible amplitude values and which indicates
the beginning of a compression block – see a bit later.
The header block is followed by an arbitrary number of blocks, each of which is from
one of two types: data block or compression block. A data block might contain
an arbitrary number of signal amplitude items, each holding a sampled amplitude
value. The compression block encodes a section of the signal, where there were no
detected pulses. In such sections the value of the signal either equals the base line or
– more likely in practice – fluctuates around it. As a consequence, there is no need to
store the individual amplitudes; they can well be represented by the constant value of
the base line. The compression block has two items: compression token indicates
the start of the block and section size holds the size of the compressed section.
4.1.2 Tool for simulating signals
The simulation of the continuous voltage signals of detectors is performed in two
steps using a pair of programs. Because the generation of the signal files requires large
amounts of I/O operations, the programs were implemented in the C++ language to
ensure good performance. The complete process, including the programs involved and
the data formats they use, is shown on Figure 4.3. In the following, the two steps of the












Figure 4.3: The two step process of simulating continuous signals.
In the first step, the times of detections are determined for an array of detectors
by the program detection time simulator. The detection times of each detector
are written to a separate file in the time stamped signal format. The user of the
program can define a neutron emitting sample and a detector array containing an
arbitrary number of detectors. The emission intensity and the multiplicity distribution
of the sample can be specified. Each detector can be associated with its own detection
efficiency and time delay distribution. The distribution of the time delay can either be
selected from a predefined set (including the gamma, exponential, uniform or constant
distributions), or its probability density function can be provided in a tabulated form.
In the second step, the amplitude values of the fluctuating continuous signal of
a detector are determined with some time resolution and are written to a file in the
time resolved signal format by the program continuous signal simulator. The
user can specify the time resolution of the signal, as well as the shape and amplitude
distribution of the pulses generated by the individual detections. The shape of the pulses
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can either be selected from a predefined set (including the rectangular, exponential or
double exponential shapes) or can be provided in a tabulated form. In a similar way, the
amplitude distribution can also be selected from a predefined set (exponential, gamma,
log-normal or constant distribution) or it can be given in a tabulated form. By providing
a set of detection times (in the time stamped signal format) as input, a (finite) pulse
is generated at each detection and the cumulative value of all the pulses is calculated for
each time instant. The program offers two features, which go beyond the mathematical
model in the previous chapter. First, electronic noise can be superimposed on the signal
in the form of Gaussian white noise [86]; the standard deviation of noise amplitude
can be specified by the user. Second, multi-component signals can also be generated,
meaning that an arbitrary number of detection time sets can be specified each with their
own pulse characteristics (shape and amplitude distribution). Using this feature, one
can simulate a neutron signal with parasitic pulses generated by the gamma background
(or by the alpha-background in the case of a fission chamber).
4.1.3 Tool for analysing signals
An application named continuous signal analyser has been created for the (off-
line) analysis of continuous detector signals. To ensure a good performance, the pro-
gram has been implemented in the C++ language. The signals chosen for analysis are
expected to be the time resolved signal format and might either be simulated or
recorded in a real measurement. Depending on the type of the analysis, the program
takes one, two or three signals at a time. The source code of the application has a
modular nature: a basic structure for passing through signals and generating outputs
is established, and the different analysis types are defined on this structure as indepen-
dent modules. As a result, the application can easily be extended with a new type of
analysis, when required. Table 4.1 shows a list of currently available types of analyses
with a short description for each. Regarding the topic of this thesis, three of them
are particularly relevant: mean value analysis, covariance function integral analysis
and bicovariance function integral analysis. In the following, the details of these three
analyses are described.
The objective of the mean value analysis is to estimate the mean value of one detector
signal, as defined by Equation (3.1a). Similarly, the objectives of the covariance function
integral analysis and bicovariance function integral analysis is to estimate the integrals
of the covariance and bicovariance functions of one, two or three signals, as defined by
Equations (3.44) and (3.45). In the following let q denote any of these three quantities.
In order to give an estimation of their value and variance in the measurement, the
signal(s) are divided into segments of equal size, and q is calculated for each segment
independently. Assuming that there are M segments in total, let qi denote the value









Table 4.1: A list of analysis types available in the program continuous signal
analyser and their description.
analysis description
mean value Estimates the mean value of a signal, as de-
fined by Equation (3.1a).
covariance function
integral
Estimates the integral of the covariance func-




Estimates the integral of the bicovariance
function of one or two signals, as defined by
Equation (3.45).
covariance function Estimates the covariance function of one or




Estimates the bicovariance function of one or
three signals, as defined by Equations (3.41b)
and (3.43).
spectrum Estimates the power spectrum of one or two
signals, defined as the Fourier-transform of
their covariance function.
bispectrum Estimates the power bispectrum of one or
three signals, defined as the two-dimensional




Given a threshold value, estimates the dis-
tribution of maximum values of continuous
sections of the signal which are above the
threshold.
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(qi − µq)2 =
1









Let us now specify qi in the case of the above three analysis types. Consider three
detector signals recorded in the same measurement (real or simulated) with a time
resolution ∆t. The three signals will be labeled with a, b and c. Suppose that all the
signals are divided into segments of size N . Clearly, the length of the segments in time
is T = N ·∆t. Within the ith segment, let yk,1, yk,2, . . . , yk,n denote the samples of the





(yk,i − x), (4.4)
which is a numerical approximation of the area under signal k, after it has been shifted
downwards by a constant value x.
· · ·signal 1 y1,1 · · · y1,N
T = N ∆t
· · ·
· · ·signal 2 y2,1 · · · y2,N · · ·
· · ·signal 3
segm. i-1
y3,1 · · · y3,N
segm. i segm. i+1
· · ·
Figure 4.4: An illustration of how the signals are divided into segments during analysis.
For clarity, instead of q, we shall use the notations κ, Cov and Bicov in the case of the
mean value, the integral of the covariance function and the integral of the bicovariance
function, respectively. With the above notations, when estimating the mean value of










When estimating the integral of the covariance functions of two signals (say that of 1


















where µκ,1 and µκ,2 denote the estimate of the mean value of signals 1 and 2. Similarly,
























The above three formulas can be derived from the definitions (3.1a), (3.44) and (3.45).
4.1.4 Verification of the analysis tools
In order to verify the correct behaviour of the programs described in Sections 4.1.2
and 4.1.3, three test signals have been created by simulating a measurement, then
their mean values, the integrals of their covariance functions and the integral of their
bicovariance function were estimated. Since every parameter of the simulated system
is known, the true analytical values of the quantities could be calculated and compared
with the results of the estimations. Because the aim at this point is to inspect the
programs and not the theory behind them, the parameters of the simulated system were
chosen to be mostly simple and not necessarily physically reasonable. The numerical
validation of the theory with realistic parameters is the topic of the following two
sections.
The emission rate of the simulated sample was Q = 10 000 s−1. The multiplicity
distribution of the number of emitted neutrons is
P (n) = 1/5 for 0 ≤ n ≤ 4; (4.8)
the first three factorial moments of this distribution are ν1 = 2, ν2 = 4 and ν3 = 6. The
emitted neutrons were detected by three detectors which had identical parameters. The
detection efficiency of each detector was 30 %; this gives a total detection efficiency of
90 % for the entire system. The neutrons arrived to the detectors with an exponentially
distributed time delay, characterized by the probability density function
u(τ) = θ−1delaye
−τ/θdelay for t ≥ 0; (4.9)
the value of the time constant was θdelay = 50 µs. The pulses induced by the neutron
detectors had an exponentially decaying shape given by
f(t) = e−t/θpulse for t ≥ 0, (4.10)
with a time constant θpulse = 1 µs. The pulses had a constant amplitude of a = 1 V.
With these parameters, a 100 000 s long measurement was simulated and the signals
were recorded with a time resolution of ∆t = 0.1 µs. The mean value of each signal,
the integrals of the covariance functions of each signal pair and the integral of the
bicovariance function of the three signals were estimated by dividing the signals into
segments of length T = 20 ms; this produced 500 000 segments in case of each signal.
The reference values of the quantities were calculated using the general expressions
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(3.62)–(3.64) and the results are summarized in Table 4.2. One can see that in the
case of the mean value and the integral of the covariance function, the estimated values
agree with the analytical references within 1σ statistical uncertainty. The integral of the
bicovariance function, on the other hand, is slightly underestimated, but the result still
agrees with the reference value within 2σ uncertainty. Using these estimated moments,
the singles, doubles and triples detection rates have been calculated using expressions
in Section 3.5; the results are shown in Table 4.3. The estimated values of the singles
and doubles detection rates agree with the theoretical expectations within 1σ statistical
uncertainty. The triples rate, however, are slightly underestimated, as a consequence
of underestimating the integral of the bicovariance function.
Overall, the results indicate that the programs created for the simulation and anal-
ysis of detector signal work as expected.
Table 4.2: Estimated values of the mean, the integral of the covariance function and








(5.9984± 0.0098) · 10−3
B (5.9993± 0.0098) · 10−3






(3.582± 0.015) · 10−9
A–C (3.597± 0.015) · 10−9




A–B–C 2.16 · 10−15 (1.70± 0.28) · 10−15
Table 4.3: Estimated values of the singles, doubles and triples detection rates from test




singles rate 18000 17998.5± 1.7
doubles rate 16200 16183.4± 19.9
triples rate 7290 5739.2± 341.6
4.2 Investigation of the performance of the method
The determination of the singles, doubles and triples detection rates from the mo-
ments of continuous detector signals is based on the formulae in Equations (3.68), (3.74)
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and (3.80). In Section 4.1.4, the validity of these formulae has been verified by a simple
numerical test without the intention of reproducing a realistic measurement scenario.
As a result, this test did not investigate the extent to which the detection rates can
be obtained from the continuous signals in various measurement circumstances. For
this reason a couple of phenomena and measurement parameters are selected in this
section and their impact on the quality of the estimation is assessed. The parameters
we consider are: the duration of the measurement, the efficiency of neutron detection,
the scale of the electronic noise as well as the presence of parasitic pulses from non-
neutron sources (e.g. alpha or gamma background). As a quantitative measure of the
quality of the estimation, the relative error of the estimated detection rates is chosen;
the absolute values of the estimations will be considered only in some cases.
4.2.1 Parameters of the simulated system
For the sake of simplicity, we shall consider a small sample of pure 240Pu in metallic
form. In this case neutron loss due to capture as well as neutron production due to
(α, n) reactions or induced fission can be neglected. As a result, the multiplicity of the
emitted neutrons (per emission event) is independent of the sample mass (as long as the
sample can be considered small) and is identical to the multiplicity of the spontaneous
fission 240Pu. The corresponding distribution is shown in Table 4.4; its first three
factorial moments are ν1 = 2.153, ν2 = 3.808 and ν3 = 5.274. The emission intensity of
the sample is Q = 10 000 s−1 unless stated otherwise.
Table 4.4: Multiplicity distribution of emitted neutrons (per emission event) of the
simulated sample. The values are taken from Reference [3].
n 0 1 2 3 4 5 6
P (n) 0.066 0.232 0.329 0.251 0.102 0.018 0.002
The parameters of the detection system were chosen to represent a typical ther-
mal multiplicity counter equipped with 3He gas filled detectors [1, 3]. Although such a
counter normally contains dozens of neutron detectors, to simplify the simulation pro-
cess, we have unified them into three “large” detectors with identical characteristics.
With one exception, the detection efficiency of the entire system was 50 % which gives
an efficiency of around ε = 16.66 % per detector. As in the verification step described in
Section 4.1.4, the neutrons arrive with an exponentially distributed time delay charac-
terized by the probability density function (4.9). The time parameter of the distribution
is again θdelay = 50 µs, which is a typical value for a thermal multiplicity counter.
Instead of the simple exponential shape used in the verification step in Section 4.1.4,







for t ≥ 0, (4.11)











θpulse,1 − θpulse,2 . (4.12)
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The values chosen for the time constants are θpulse,1 = 1 µs and θpulse,2 = 0.9 µs; this
gives a characteristic pulse length of around 10 µs which is a typical value for thermal
neutron detectors [3] and is close to the length of the pulses recorded in the measure-
ments discussed in Chapter 5. The pulse shape with the selected parameters is shown
on Figure 4.5a. To model the random variation of the pulse amplitudes, the gamma




ak−1 ea/θamplitude , (4.13)
where Γ denotes the gamma-function. The value k = 5 was selected for the shape
parameter, and θamplitude = 20 mV for the scale parameter; this gives a mean amplitude
〈a〉 = k θamplitude = 100 mV which is a realistic value for pre-amplified signals. The
probability density function of the pulse amplitudes is shown on Figure 4.5b.



















(a) The time evolution of the pulse shape.

























(b) Probability density function of the
pulse amplitude.
Figure 4.5: The characteristics of simulated pulses.
The signals generated with the above parameters were recorded with a time resolu-
tion of ∆t = 0.05 µs, which was chosen to be large enough to properly resolve individual
pulses. With one exception, the length of the generated signals was 1000 s which can be
regarded as a typical measurement time in multiplicity counting measurements [1]. In
every case, the singles, doubles and triples detection rates were calculated using Equa-
tions (3.68), (3.74) and (3.80), for which the moments of the signals were estimated as
described in Section 4.1.3. During analysis, the signals were divided into 20 ms long
segments.
4.2.2 The impact of the measurement time
According to Equation 4.2, the error of the estimated values of the moments of
the detector signals are inversely proportional to the square root of the measurement
time. From Equations (3.68), (3.74) and (3.80), one can conclude that the same is true
for the estimated values of the singles, doubles and triples detection rates. In order to
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investigate the impact of the measurement time on the precision of the estimated detec-
tion rates, a long measurement, lasting 30 000 s which is equivalent to about 8.3 hours,
has been simulated and the values of the three detection rates were determined sev-
eral times along the entire measurement. Figure 4.6 shows the relative errors of the
estimated detection rates.


















Figure 4.6: Relative errors of estimates of the singles, doubles and triples rates as a
function of the measurement time.
As one would expect, the singles rate estimation provides the lowest relative error,
while the triples rate estimation provides the largest. In the case of the singles rate, the
relative uncertainty does not go above 1 % even for short measurement times; it reaches
0.1 % in a couple of minutes and 0.01 % in about 3 hours. The error of the doubles rate
estimate reaches 1 % quickly and approaches 0.1 % after more than 8 hours. Compared
with the singles and doubles rates, the estimate of the triples rate shows a much worse
quality. On the time scale of minutes, relative errors as large as 1000 % can be observed;
after 1 hour, the uncertainty approaches 10 % and does not decrease much by 8 hours.
Moreover, unlike in the case of the other two detection rates, the relative uncertainty
of the triples rates does not always decrease monotonically with the measurement time.
The observed differences in the relative errors of the three detection rates can be
explained by the extent to which the information available in the signals is utilized.
This question has somewhat been addressed in Section 3.5. Recall that, according to
Equation (3.65), the overall singles rate in the system is the sum of singles rates observed
in each detector. Expression (3.68) shows that the information on these individual
singles rates is directly extracted from the mean values of the detector signals. On
the other hand, the total doubles rate, as seen from Equation (3.69), comes from pairs
detected either in the same detector or in two different detectors. However, expression
(3.74) shows that the integral of the covariance function gives direct information only on
doubles observed in two different detectors; the doubles rate measured in the individual
detectors is deduced indirectly from the previous ones. Essentially, the ratio of number
of terms containing direct (original) or indirect (deduced) information in (3.74) is 3 :6.
This suggests that only half of the total information available on the doubles rate is
utilized. The other half, as we have seen in Section 3.4.1, can be found in the integral
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of the autocovariance function of a signal, however, mixed with information on the
singles rates which might be difficult to separate. With similar considerations, one
finds that the ratio of the original and deduced information when determining the
triples rate using Equation (3.80) is 1 :9 which can easily explain the high uncertainties
and unstable convergence observed in Figure 4.6.
Due to the large number of simulation cases considered in the forthcoming sections,
only 1000 s long measurements were simulated which is equivalent to around 16 minutes.
Because the uncertainty of the triples estimate in such a short time is extremely large, it
was not possible to draw clear conclusions on this rate. For this reason, in the reminder
of this chapter results will be presented only for the singles and doubles detection rates.
4.2.3 The impact of the detection efficiency
Of all the parameters, the detection efficiency has most likely the largest influence
on the performance of a measurement system. This is especially true for measurements
involving coincident detection events like multiplicity counting. As seen from Equa-
tions (3.65), (3.75) and (3.75), while the singles rate depends linearly on the detection
efficiency, the doubles and triples rates are proportional to its second and third powers.
For this reason, the goal in every multiplicity counting system is to achiewe as high
detection efficiency as possible. As we have mentioned in Chapter 2, 3He gas-filled
detectors, which are used in most measurements of this type, can typically provide a
40 %–60 % efficiency for thermal neutrons [1]. In the minority of cases, when other types
of detectors – for example thermal fission chambers, or some fast neutron detectors –
are used, the detection efficiency can be as low as 1 %.
To illustrate the effect of the detection efficiency on the estimated values of the
detection rates and their precision, the efficiency was varied in the range of 1 %–80 %.
Figure 4.7 shows the absolute values of the estimated singles and doubles rates along
with the theoretical expectation. In general, the simulations show a good agreement
with the theory. The relative uncertainties of the estimation can be seen in Figure 4.8.
In both cases, they show a fast exponential-like decrease with increasing detection
efficiency. The pace of the decrease is faster in the case of the doubles rate.
4.2.4 The impact of electronic noise
Electronic noise is the undesired fluctuation which is superimposed on a signal
recorded by an electrical measurement system. There is an extensive literature on
electronic noise; the discussion presented here is limited to few important aspects,
based on [38]. In a radiation measurement, the most significant sources of electronic
noise are located in beginning of the detection chain: the detector itself, as well as
the pre-amplifier and its input stage. Since noise forming on these elements undergo
the same amplification process as the signal, it can seriously degrade the information
carried by pulses induced by detected particles. From a practical point of view, the
two most important characteristics of the electronic noise are its power spectral density
and amplitude distribution, since these will often determine the set of techniques that
can be used to reduce it. A recent study investigating the measured signals of thermal
fission chambers showed that the power spectral density of the noise is pink (inversely
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Figure 4.7: The value of the singles and doubles detection rates estimated from simu-
lated voltage signals as a function of the detection efficiency.
































Figure 4.8: The relative error of the singles and doubles detection rates estimated from
simulated voltage signals as a function of the detection efficiency.
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proportional to the frequency) and its amplitude distribution is close to normal [87]. For
simple analytical or numerical investigations it is often assumed that the power spectral
density is white (constant in frequency) and the amplitude distribution is normal with
zero mean. In the following we shall make this assumption as well.
In order to investigate the effect of the electronic noise on the estimated values
of the detection rates, Gaussian white noise has been superimposed on the simulated
signals. The mean value of the noise was kept zero, while its standard deviation varied
in the range 0 mV–50 mV; the upper limit corresponds to half of the mean amplitude of
neutron pulses. Figure 4.9 shows the estimated values of the singles and doubles rates
as a function of the standard deviation of the noise; the horizontal lines correspond
to the value expected with no noise being present. The estimated values seem to be
scattered along the horizontal line, which means that the presence of the noise does not
change the value of the detection rates. This result can be explained on a theoretical
basis as well: since the noise has a zero mean amplitude, it does not contribute to the
mean value of the signal; furthermore, since the noise present in two different signals
is independent (in fact, even within one signal the samples of a white noise at two
distinct time instants are independent), its covariance function is zero. Despite leaving
the values of the estimated rates unchanged, one would expect that the presence of the
noise increases the statistical uncertainty of the estimation. Looking at the graphs on
Figure 4.10 which show the relative errors of the detection rates, once can conclude that
although the uncertainties increase with increasing amplitudes of the noise, this effect
is practically negligible even at large noise amplitudes. These results suggest that the












































Figure 4.9: The value of the singles and doubles detection rates estimated from sim-
ulated voltage signals as a function of the standard deviation of the superimposed
Gaussian white noise.
4.2.5 The impact of non-neutron pulses
Every detector designed for measuring neutron radiation will also be sensitive to


































Figure 4.10: The relative error of the singles and doubles detection rates estimated from
simulated voltage signals as a function of the standard deviation of the superimposed
Gaussian white noise.
filled detectors are known to have a relatively high detection efficiency for gamma
particles [3, 38]. Although fission chambers are less sensitive to gamma radiation, they
can have a high alpha background due to the α-decay of the heavy isotopes in the fissile
deposit [38]. Most of the time, the pulses induced by these secondary sources have
a smaller amplitude than neutron induced pulses which allows to differentiate against
them. For example, alpha-particle induced pulses in a fission chamber are typically 10
times smaller than neutron pulses [38]. When a detector is operated in pulse counting
mode, smaller pulses can be filtered out by differentiation on an amplitude basis. In
Campbelling mode, the contribution of secondary pulses is decreased by raising the
signal amplitude to a higher power [67].
In order to investigate the effect of such minority signal components, a secondary
particle source is assumed besides the fissile sample. We shall assume, that the sec-
ondary source is independent from the first one and its particles arrive in a homogeneous
Poisson process with intensity Qnon-neutron. This simple model describes well the inher-
ent α background of a fission chamber or a gamma background produced by activation
and fission products. No attempt is made to simulate a correlated secondary source,
such as prompt fission gamma radiation in the fissile sample; this issue will be addressed
in future research. For the sake of simplicity, we shall assume that pulses induced by
the secondary particles have the exactly the same shape as neutron induced pulses
and almost the same amplitude distribution (see Section 4.2.1). The only difference is
that the scale parameter of the amplitude distribution is 2 mV; as a result, the mean
amplitude of secondary pulses will be 10 mV, which is 10 times smaller than the am-
plitude of neutron pulses. Because the strength of the secondary source can vary in
a wide range depending on the measurement conditions, its intensity varied between
Qnon-neutron=0 s
−1–15 000 s−1 in the simulations; in its upper range, the secondary source
is 1.5 times stronger in emission intensity than the neutron source.
Figure 4.9 shows the estimated values of the singles and doubles rates as a function
of the intensity of the secondary source; the horizontal lines correspond to the value
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expected when no secondary source is being present. Two sets of simulated values are
presented for the singles rates. The first was obtained by applying Equation (3.68)
to the estimated mean value by disregarding the bias introduced by the secondary
source, i.e. the integral of the neutron pulses was simply inserted into (3.68). As one
would expect, the singles rates obtained with this approach increase linearly with the
secondary source intensity, since its contribution to the mean value of the signal is
proportional to the intensity. The second set of values was obtained by correcting for
the secondary source: the mean value of secondary signal component was estimated,
by analyzing a signal generated without the primary neutron source. In fact, a similar
approach can be applied in practice to obtain the correct singles detection rates: one
can perform a background measurement and register a signal when no neutron source is
present. The doubles rate appears to be insensitive to the presence of the background.
This is expected on a theoretical basis, since the contribution of the secondary source
to two different signals is independent due to its Poissonian nature, hence its cross-
covariance is zero. Figure 4.12 shows the relative error of the estimates. In none of the
cases has the non-neutron source a significant effect on the accuracy of the estimation.















































Figure 4.11: The values of the singles and doubles detection rates estimated from
simulated voltage signals as a function of the intensity of a secondary non-neutron
source.
4.2.6 Concluding remarks
In this section the impact of a number of different parameters on the accuracy of the
proposed method of neutron multiplicity counting has been investigated by simulations.
Most statements concern the singles and doubles detection rates, since the triples rates
could not be recovered with acceptable accuracy. From all the parameters that were
taken into account, the detection efficiency appears to have the most significant influence
of the precision of the method: with increasing detection efficiency, the relative error of
the estimation decreases rapidly. This suggests that maximizing the detection efficiency
should be a priority in practical applications.




































Figure 4.12: The relative error of the singles and doubles detection rates estimates a
function of the intensity of the non-neutron source.
the singles estimate reach a low uncertainty rapidly, the convergence of the doubles rate
seemed slow compared to the traditional method, and the triples rate did not reach an
acceptable level of uncertainty even at very long measurement times. As it has been
pointed out in Section 4.2.2 this behaviour is most like related to the fraction of the
extracted and available information in the signals. This topic will addressed in future
research.
Other parameters investigated have either small or negligible influence on the per-
formance of the method. Among these, the only considerable bias is that introduced by
non-neutron pulses to the singles rate estimate. Nevertheless, this effect can easily be
compensated for by a simple background measurement, as suggested in Section 4.2.5.
No such compensation is required for the doubles rates as it is not affected by the pres-
ence of non-neutron pulses. Both the singles and doubles rates appear to be insensitive
to a Gaussian white noise present in the signal.
Overall, the doubles rate estimate is more sensitive to the detection efficiency than
the singles estimate and provides a less accurate estimate in the same measurement time.
On the other hand, the doubles rate estimate seems to be more robust against parasitic
components in the signal. Partly this is due to the high-order nature of the moment
which favours the neutron response by raising the signal to the second power; and partly
it is a consequence of the covariance-nature of the moment, which discriminates against
uncorrelated events. This suggests that the proposed method might be a viable choice
for measuring spent nuclear fuel with large gamma background (see Section 2.4).
4.3 Comparison of the traditional and the new method
In Section 4.2, the performance of the newly proposed method of multiplicity count-
ing has been assessed on its own, with no reference to the performance of the traditional
approach. There are several aspects by which the two methods can be compared. Here
only one parameter, possibly the most important one, is selected: the fission source in-
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tensity. In Section 2.4 it has been pointed out that one factor limiting the applicability
of traditional multiplicity counting is the considerable amount of dead time losses in
the counting electronics caused by the large neutron counting rate. It has also been
stated that one of the most appealing characteristic of the newly proposed method is its
insensitivity to this type of dead time. Another set of simulations have been performed
in order to illustrate the behaviour of the two version of multiplicity counting in high
counting rate environments.
Measurements have been simulated using the exact same parameters, as described
in Section 4.2.1. The emission rates varied in the range of 1000–100000 s−1. The singles
doubles and triples detection rates have been estimated from the moments of the signal
the same was as in the previous section, using the equations presented in Section 3.5.
In order to obtain the detection rates based on the traditional pulse counting approach,
another software program has been created which emulates the behaviour of the signal
processing chain of multiplicity counters (see Section 2.3.6). The program includes a
simple integral discriminator model which determines the times when the signal crosses
a predefined threshold value. This time data is then fed to a model of a multiplicity shift
register, which provides estimates for the detection rates using the formulas presented
in Section 2.3.7. The values of the detection rates are output without applying any
dead time correction to them; however, correction with the gate fraction factors (see
Section 2.3.4) has been included.
The singles and the doubles rates estimated with the two approaches are shown on
Figure 4.13. It is seen that throughout the considered range of the emission rate, the
values obtained from the new method shown an excellent agreement with the theoretical
expectations. At low emission rates, when pulses rarely overlap, the agreement is also
good with the values obtained from pulse counting. However, as the emission rate
increases, and pulse overlapping becomes more frequent, the traditional singles and
doubles estimates underestimate the real values.















































Figure 4.13: Simulated detection rates.
It should emphasize that the above presented study does not reflect the absolute
performance of the two methods. The purpose here was to illustrate the conceptual
difference between them and not to quantify the range of their applicability. For this
reason (and because it made the simulation easier) the performance of the traditional
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approach has been made worse by increasing its sensitivity to dead time. In real appli-
cations, the traditional approach is much more resistant to dead time for at least two
reasons. First, as noted in Section 2.3.6, dead time is greatly reduced by using many
(10–60) independent signal processing chains, whereas here all the pulses went through
three chains. Second, voltage pulses go through many stages before they get counted
by an integral discriminator and the discriminator itself is a complicated device [38];
on the other hand in this study a very simple technique was chosen to count based on
simple level crossing detection. Nevertheless, the insensitivity of the new method to
counting dead times is well shown on Figure 4.13.
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5.1 The aim and background of the experiment
An experiment has been designed and executed in order to demonstrate the practical
use of the method discussed in the previous two chapters by measuring a 252Cf sample.
The activity was carried out in a collaboration between the Budapest University of
Technology and Economics, Chalmers University and the Kyoto University and took
place at the Kyoto University Critical Assembly (KUCA) facility in Osaka, Japan.
Our aim was to build a measurement set-up in which the detection rate is low enough
to not cause overlapping pulses very often. This allowed us to measure the detection
rates not only from the continuous signals, but – to serve as a reference – also with the
pulse counting procedure. The goal of the measurement was to show that the newly
proposed method is able to provide the same detection rate values as the traditional
multiplicity counting.
Although the general purpose of multiplicity counting is to determine the fissile
mass of sample (see Chapter 2), no estimation of the mass was given in this measure-
ment for two main reasons. First, as discussed in Section 2.3.5, in order to apply the
inversion procedure that produces the mass estimate, one needs to know the values of
a) certain nuclear physical constants of the fissile isotopes, b) the detection efficiency
and c) the gate fraction factors (at least when using detection rates obtained from pulse
counting). While the physical constants are generally known, the other two parameters
are usually determined with the careful calibration of the multiplicity counter device
(see Reference [1]). We had no option to perform such a calibration. The second, and
more important, reason is that the inversion procedure requires the knowledge of all
three detection rates. However, as we shall see later, it was not possible to estimate the
triples detection rate in our measurement set-up.
Finally, it should be mentioned that the author of the thesis took active part only
in the design and the analysis of the measurements. The set-up was built and the
measurements were executed by Gergely Klujber and dr. Máté Szieberth from the Bu-
dapest University of Technology and Economics as well as by dr. Yasunori Kitamura
and prof. Tsuyoshi Misawa from the Kyoto University.
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5.2 The measurement set-up
The Kyoto University Critical Assembly (KUCA) facility is a multi-core facility
comprising of two solid-moderated cores (A and B core) and a light-water moderated
core (C core) [88]. The basis of the A core is a rectangular aluminum grid into which
assemblies can be loaded. Each assembly consists of a rectangular aluminum frame
into which plates of different materials (uranium, polyethylene, graphite, etc.) and
thicknesses can be loaded horizontally (see Figure 5.4) similarly to how pellets are
loaded into a fuel rod. This modular nature of the assemblies makes it possible to
construct a large variety of measurement arrangements. The experimental set-up was
assembled on the same grid that hosts core A, however, it was located outside the
graphite reflector surrounding the core. The position of the set-up within the core is
shown on Figure 5.1.
A1/8"p60EUEU core
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
a G G G G G G G G G G G G G G G G G G G G F 1/8"p60EUEU
b G G G G
c G G G G 16 1/8"p16EUEU
d G G G G
e G G G G Polyethylene moderator
f G G G G
g G G Polyethylene reflector
h G FC G
i G C3 16 F F F 16 S5 G G Graphite
j G F F F F F G
k G S4 F F F F F C1 N G Aluminum sheath
l G ① FC F F N F F G
m G F F F F F FC G C Control rod
n G C2 F F F F F S6 ③ G
o G FC G S Safety rod
p G G
q G ② G N Neutron source (Am-Be)
r G G
s G G FC Fission chamber
t G G
u G G UIC UIC detector
v G G G G G G G G G G G G G G G G G G G G G G G
w ◎
x in aluminum sheath
y
z FC ○
aa FC Cf FC in polyethylene reflector















10B coated detector (1"φ)
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Figure 5.1: The location of the measurement set-up within core A of the Kyoto Uni-
versity Critical Assembly (KUCA).
In the following, the measurement set-up is described in detail. The description is
best supported by images from the MCNP [25] model of the set-up shown on Figure 5.3,
but actual photos of certain elements of the arrangement can also be seen on Figures 5.2
and 5.4. Since the facility was designed by the United States government, the sizes
(and most other technical data) of its components are documented [88] in imperial
units. Therefore, in the description that follows, the original documented values will
be presented but approximate values in metric units will be presented as well. Note
also that there are some minor differences between the MCNP [25] model shown below,
and the actual measurement arrangement; these will be pointed out at the end of the
section.
As seen on Figure 5.3, the measurement set-up consists of a 5 × 5 lattice of as-
semblies. Each assembly is loaded with rectangular cuboid plates with a 2 in× 2 in
(≈ 50.8 mm× 50.8 mm) cross section and different thicknesses. Three different types of
assemblies were built. We shall refer to these as source assembly, detector assembly and
moderator assembly. Figure 5.4 shows actual pictures of these assemblies while being
put together on site. In the following, the vertical structure of the assemblies and their
positioning in the arrangement is described in detail.
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The central grid element in the arrangement is the source assembly which hosted
three 252Cf samples. Each sample was enclosed in a cylindrical aluminium casing with
an approximate diameter of 2 mm and an approximate height of 10 mm. The registered
activities (including α-decay and spontaneous fission) of the three samples on September
6, 2019 were 48.9 kBq, 48.9 kBq and 14.7 kBq, respectively. This gives a total activity
of 112.5 kBq and a total neutron emission rate of 12 930 s−1. The samples were placed
inside a 1/16 in (≈1.59 mm) thick polyethylene plate as shown on Figure 5.2. This plate
was then placed in the middle horizontal plane of the source assembly (which was also
the middle plane of the entire set-up).
Figure 5.2: Three 252Cf sources em-
bedded into a polyethylene plate.
Two versions of the source assembly were built
in order to create two measurement configura-
tions. In both versions, the central polyethylene
plate (enclosing the californium samples) was sur-
rounded by additional 1/16 in (≈1.59 mm) thick
polyethylene plates from the top and the bottom.
In one of the two versions, however, some of these
polyethylene plates were replaced by 93.2 % en-
riched uranium-aluminum alloy plates of the same
size. Figures 5.3 and 5.4 show only this second
version. A more detailed description of the two
configurations and the motivation behind creating
them will be given in Section 5.3.
The central source assembly was surrounded
symmetrically by four detector assemblies. They are labeled with A–D on Figures 5.3
and 5.4 (and these same labels will be used to refer to the signals of the corresponding
detectors as well). Each assembly was hosting one thermal fission chamber of the same
type. A detailed technical description of the detectors (along with the entire data ac-
quisition chain) will be given in Section 5.4. The detectors were positioned vertically in
a way that their sensitive region lies symmetrically around the plane of the californium
sources. From the top and the bottom, they were surrounded with polyethylene blocks
of appropriate thickness.
All the remaining positions in the grid were occupied by moderator assemblies. The
moderator assemblies were entirely filled with 1/16 in (≈1.59 mm) thick polyethylene
plates. The primary purpose of the polyethylene in the moderator assemblies as well
as in the other two types of assemblies was to thermalize fast fission neutrons, thus
increasing the probability of detection in the fission chambers and the induced fission
in the uranium-aluminum plates (when present).
5.3 Configurations of the set-up
Equations (2.22) and (2.12) show that the detection rates are monotonically in-
creasing functions of the amount of fissile material in the measured sample. Two mea-
surement configurations containing different amounts of fissile material were created
in the hope that a significant difference between the measured detection rates will be
observed. The first configuration contained only the three samples of 252Cf, located in
the source assembly, as fissile material; this configuration will be labeled as Cf in the
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(a) Source assembly. (b) Detector assembly. (c) Moderator assembly.
Figure 5.4: The three assemblies used in the measurement arrangement while being
assembled.
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subsequent sections. In the second configuration 90 % enriched 235U plates were placed
inside the source assembly symmetrically above and below the californium to serve as
a secondary neutron source (induced fission caused by the primary neutrons from the
californium); it will be labeled as Cf+U.
The number of neutrons produced additionally in induced fission is sensitive to the
amount and location of the uranium in the system: the uranium must be far enough
from the californium so that neutrons thermalize by the time they reach it; on the
other hand, if too much polyethylene is replaced by uranium, the neutrons do not
get moderated. The final positioning of the uranium-aluminum plates in configuration
Cf+U has been determined by a simple numerical optimization using the MCNP model
of the set-up. Seven variants of the central assembly has been created that contained
different amounts of uranium at different distances from the californium; these are
labeled with B–H on Figure 5.5 (label A shows the variant with no uranium at all, used
in configuration Cf). Simulations were performed to estimate the singles, doubles and
triples detection rates by using each variant of the source assembly.
The results are listed in Table 5.1, where the variants that were built in the end
are marked with bold. One can immediately see that there is no significant difference
between the detection rates in configuration Cf (with variant A) and Cf+U (variants B–
H). This suggests that the measurements will not be able to show any difference either.
In any case, for realizing configuration Cf+U, variant G has been chosen because it
yields the highest triples to singles ratio.
While values in Table 5.1 refer to the detection rates observed in all four detectors
cumulatively, Table 5.2 shows the singles rates from one detector, the doubles rates
from a pair of detectors as well as the triples rates from three detectors, in the two con-
figurations Cf and Cf+U. These will be compared with measured values in Section 5.8.
An important thing to notice, however, that the predicted value of the triples rate
is very low. This is a consequence of the low detection efficiency of the system, which
originates partly from the generally low internal efficiency of fission chambers (compared
to other neutron detectors [38]) and partly from the low geometric efficiency due to the
arrangement of the sample and the detectors. As a result, the triples rates are not
expected to be measured with any good accuracy.
Table 5.1: Simulated values of the detection rates in the configuration shown on Fig-
ure 5.4.
configuration
detection rate (1/s) triples to singles
ratio (10−3)singles doubles triples
A (Cf) 80.697±0.283 3.984±0.063 0.208±0.014 2.58
B 79.773± 0.281 3.922± 0.062 0.202± 0.014 2.54
C 80.885± 0.283 4.029± 0.063 0.206± 0.014 2.55
D 79.092± 0.280 3.919± 0.062 0.203± 0.014 2.57
E 81.676± 0.284 4.130± 0.064 0.219± 0.015 2.68
F 81.513± 0.284 4.125± 0.064 0.215± 0.015 2.64
G (Cf+U) 81.585±0.284 4.137±0.064 0.220±0.015 2.70
H 81.572± 0.284 4.147± 0.064 0.216± 0.015 2.65
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Figure 5.5: Variants of the central source assembly used for the optimization of the
measurement arrangement.




singles (per 1 detector) 20.174± 0.141 20.396± 0.142
doubles (per 2 detectors) 0.996± 0.031 1.034± 0.032
triples (per 3 detectors) 0.088± 0.009 0.093± 0.010
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Finally, it should be mentioned that certain assumptions had to be made when
creating the MCNP model of the set-up. The two most important simplifications are
the following:
1. The amount, chemical form and distribution of the californium within the three
samples is not known. Therefore, the samples on the MCNP model were small
cylinders filled with air, and a fixed isotropic neutron source (with the same
multiplicity distribution as that of the spontaneous fission of 252Cf) was defined
and was distributed uniformly within the sample volume. As a consequence,
(α, n) reactions on light materials as well as induced fission on the fissile isotopes
of californium were not included in the model (see Section 2.3.2). However, both
of these effects are expected to be negligible in the case of the small samples used
in the measurement.
2. The internal structure of the fission chambers is not known, only their size and
total fissile content. For this reason, each detector was represented by three
vertically stacked homogeneous cylinders in the MCNP model. The central cylin-
der, representing the sensitive region of the detector, was filled evenly with the
amount 235U that is present on the sensitive layers according to the detector doc-
umentation. The remaining parts of the detector body were represented by an
air cladding on the top and the bottom of the sensitive region. The effect of
this homogenization is expected to have a small effect on the simulated detection
efficiency.
Due to the above two simplifications, a difference is expected between the simulated
and the measured detection rates. Moreover, the difference in the doubles rate is antic-
ipated to be larger than in the case of the singles rate, since the former is more sensitive
to the parameters of both the source and the detectors. However, the significance of
this difference is not relevant, since the simulations were used only to design the mea-
surement; conclusions on the applicability of the method will be drawn by comparing
measured values.
5.4 Detectors and data acquisition system
Figure 5.6 shows the layout of the detection system. The output signal of the
neutron detector is sent to a high-frequency pre-amplifier. The amplified voltage signal
went through two paths. On one hand, it was sent to a high-resolution A/D converter to
produce a sampled (digitized) continuous signal. On the other hand, it was submitted
to a chain containing an amplifier, a discriminator and a counter to create a time series
representing the times of detections. Both data sets were recorded into a binary file on
the computer. In the following each element of this chain is described in detail.
For neutron detection Westinghouse WL-8073 type dual range fission chambers were
used [89]. The outer casing of the detector is a cylindrical aluminum tube of height
9.75 in (≈ 248 mm) and diameter 2 in (≈ 51 mm). The filling gas is Argon-Nitrogen
mixture at 760 mmHg (≈ 101.3 kPa) pressure. The neutron sensitive fissile deposit con-
sists of U3O8 compound enriched to more than 90 % in
235U. The surface density of
the deposit is 2 mg/cm2 whereas its total mass is 1.68 g. No information is available
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Figure 5.6: The layout of the detection and data acquisition chain.
on the structure (number, shape and size) of the electrodes and fissile coatings. This
type of detector can be operated both as a counter (for low flux levels) or as an ion-
ization chamber (for high flux levels). The nominal operating voltage is 300 V as a
counter and 300 V–1000 V as an ionization chamber. During the measurements the
detectors were operated at 300 V. At this value the total thermal neutron sensitivity
is 0.7 counts/neutron/cm2, whereas pulses have an average amplitude of 0.2 mV as well
as an average rise time of 0.2 µs.
The output signal of each detector is sent to an associated pre-amplifier. In order
to suit the needs of the present (and future) measurements, six pre-amplifiers were
designed and built [90] at the BME Institute of Nuclear Techniques of which four were
used in the measurements. The pre-amplifiers produce a voltage signal ranging between
−1 and 1 V. They have a small time constant (compared to the charge collection time
of the detector), hence the shapes of the amplified voltage pulses reflect the shapes of
the current pulses in the detector.
The amplified signal of the detector was sampled, digitized and recorded by a Red
Pitaya STEMLab 125-14 multifunction instrument [91]. Each such device has two
analogue input channels; hence, in order to process the signals of all four detectors
simultaneously, two instruments were used in the measurements. The STEMLab 125-
14 instrument is equipped with a high-performance analog-to-digital (A/D) converter,
which provides a maximal sampling rate of 125 million samples per second (correspond-
ing to a 8 ns maximal time resolution) and a fix 14 bit digital resolution. The device
comes with an integrated field-programmable gate array (FPGA) unit which stores the
digitized signal values in the internal RAM. A user-written C program is responsible
for transferring the data from the RAM to an I/O device for long-time storage. To
facilitate the data transfer, the instrument is equipped with a micro SD slot, a USB
2.0 port, a 1 GB ethernet port as well as with a WIFI dongle slot. In our case, we
stored the signals in the (compressed) time resolved signal file format (described
in Section 4.1.1) on a SanDisk Extreme Pro micro SD card with 32 GB capacity and
95 MB/s writing speed.
In order to obtain the times of individual pulses, the pre-amplified signals were also
fed to a chain consisting of an amplifier, a single channel analyser and counter; this
latter was a National Instruments myRIO device.
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5.5 Recording the signals
As Table 5.2 shows, the detection rates are expected to be small in both measure-
ment configurations. The low detection rate suggests that a rather long measurement
time (lasting several hours) is required to achieve good statistics, especially in the case
of the doubles rates. A nearly 14 hour-long measurement was performed in both con-
figurations.
In the case of the continuous detector signals, the time resolution should be fine
enough to resolve individual pulses. As seen from Figure 5.11, the characteristic width
of the recorded pulses is around 10 µs. For this reason, a 40 ns time resolution was used,
samples such a typical pulse at 250 points. As mentioned at the end of the previous
section, the signals were stored in the compressed time resolved signal format.
Recall from Section 4.1.1 that this format maintains a value called base line, which
represents an average value of the signal when there are no pulses. As a consequence,
the sections between pulses can be represented in the stored signal by their lengths and
the base line. The base lines determined for the four detectors in the two measurement
configurations are given in Table 5.3. From this point, every voltage value presented in
this chapter will be given with respect to the baseline.
Table 5.3: Base lines of the detector signals in the two measurement configurations.
detector






A simple algorithm was designed and implemented on the FPGA unit of the Red
Pitaya instrument to transform the recorded voltage stream into the compressed time
resolved signal format. The procedure utilizes the fact that sections separating
individual pulses comprise mainly electronic noise, which is low in amplitude. The im-
plementation of the algorithm is illustrated on Figure 5.7 using a simulated section of a
detector signal, and is explained in the following. For each detector, a threshold value
was chosen in a way that the fluctuating background does not cross it but the neutron
induced pulses do. The threshold value was determined on-site by performing a short
test measurement; the values applied are listed in Table 5.4 for all four detectors in
both measurement configurations. The FPGA unit stored each digitized signal value in
an internal memory buffer but it transferred to the RAM only those parts of the signal
which were above the predefined threshold value together with their close neighbour-
hood. More precisely, whenever 3 consecutive values exceeded the threshold, the 43
preceding values (40 values under the threshold and 3 exceeding it) were saved to the
RAM. Each subsequent value was saved to RAM until 250 consecutive values did not
exceed the threshold. This means that aside from the part that is above the threshold,
1.6 µs was recorded from each pulse before crossing the threshold upwards, and 10 µs
after crossing the threshold downwards. This time span is large enough to contain the
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whole pulse emerging from the background including its rising and decaying section.




















Figure 5.7: Illustration of the signal compression technique.
Table 5.4: Threshold values applied to discriminate the background fluctuation from








The myRIO device, which was used as a dedicated counter in the data acquisition
chain (see Figure 5.6) provided readily usable time series data for analysis. However, a
similar time series data has been produced by postprocessing the recorded continuous
signals as well. A simple computer program has been written, that implements a
discriminator–counter logic: given a threshold value, the programs cans through the
continuous signals and determines the times of level crossings. The pulse counting
analysis have been performed using both sets of detection times. The reason for creating
the second set is twofold. First, it ensures that the continuous signal analysis and pulse
counting is performed on the exact same signal, which makes the two results more
comparable. Second, when the detection times are produced from recorded continuous
signals, it allows us to perform post processing steps on the signal, before submitting
it to the discriminator–counter logic. As we shall see later, better results could be
achieved using this second set of times.
5.6 The characteristics of the recorded signals
An inspection of the recorded continuous detector signals has revealed that it con-
sists of short signals sections, separated by compressed parts, which in the majority of
86
the time contain a single pulse. Figure 5.8 shows examples of recorded sections, which
show pulses that might easily be induced by different particles. The two pulses in the
first row have large amplitudes hence they are likely been induced by neutrons; the
other two in the second row have small amplitudes and might be induced by either an
α or a γ particle.




















































Figure 5.8: Examples of recorded pulses. The pulses in the first row have larger ampli-
tudes and are likely induced by neutrons. The pulses in the second row have smaller
amplitudes and might be induced by α or γ particles. The orange lines represent the
threshold values used to discriminate against non-neutron pulses when calculating the
average neutron induced pulse.
In order to derive a detection time series data from the continuous signals, an ap-
propriate threshold level needs to be used that can discriminate against non-neutron
pulses. Additionally, as we will see later, it was necessary to remove small pulses even
from the continuous signals used for moment analysis to get values of the detection
rates that compare well with reference values obtained with pulse counting. In order to
determine the suitable threshold values, the pulse height distribution of the recorded
signals has been estimated. As an illustration, Figure 5.9 shows the pulse height dis-
tribution observed in the signals of the detector A and B in the Cf configuration. One
can see that the vast majority of the pulses have small amplitudes somewhere in the
range of 70–90 mV. The threshold values were selected by choosing the inflection point
in the distribution (shown as dashed line on the Figure). The list of threshold values
can bee seen in Table 5.5.
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Figure 5.9: The pulse height distribution observed in the signals of detector A and B
in the Cf measurement configuration. The dashed lines represent the threshold values
used to discriminate against non-neutron pulses when calculating the average neutron
induced pulse.
Table 5.5: Threshold values used to discriminate against non-neutron pulses when









5.7 Estimation of the calibration factors
Whether we perform multiplicity counting by analysing continuous signals or by
counting discrete pulses, the detection rates are not the quantities we directly measure.
In the case of continuous signal analysis, the primary measured quantities are the
moments of the signals which, as described in Section 3.5, can be converted to detection
rates in the knowledge of the factor 〈a〉I, the area under a single neutron impulse. In
the case of discrete pulse counting, one needs the doubles and triples gate fraction
factors, denoted as fd and ft in Equations (2.21) and (2.22), to compensate for losses
of correlated counts in the doubles and triples detection rates originating from the
finiteness of the counting window.
Because our aim is to compare the detection rates obtained with these two ap-
proaches, it is important that we calculate their correct values. In the following, the
estimation of the gate fraction factors as well as the are under the neutron pulses is
described.
5.7.1 The gate fractions
There are several ways of estimating the gate fractions [1]. Here, a semi-empirical
approach is chosen. Equation 2.20 provides an analytical formula for a quantity f , which
is related to the doubles and triples gate fractions as fd = f and ft = f
2. f is expressed
as a function of the counting gate width τgate, the predelay τpre and the die-away time
θ. The first two are parameters of the multiplicity counter and are chosen freely; their
values used in this measurement will be given later in Section 5.8. The die-away time
is, however, a property of the experimental set-up and needs to be determined either
by measurement or by simulation.
It is generally known that the decay of the Rossi-alpha distribution of the detector
counts is closely related to the die-away time [1]. Since the Rossi-alpha distribution
characterizes the covariance function of the detector counts, we shall use its continu-
ous equivalent, the covariance function of the continuous detector signals, to estimate
the die-away time. Assuming a pure exponential die-away time and an exponentially
decaying pulse shape with decay parameter θpulse, the concrete form of the covariance
function can be calculated using the general expression (A.3.2), and it takes the form
Cov(s) = c
(
θ e−|s|/θ − θpulse e−|s|/θpulse
)
. (5.1)
By fitting this function to a measured cross covariance function of two signals, the θ
die-away time can be determined and can be inserted into Equation 2.20 to give an
estimate of f . Table ?? shows the value of f .
5.7.2 The area under the pulse
The estimation of the area 〈a〉I under neutron induced pulses comes with two dif-
ficulties. First, contrary to the theoretical model introduced in Chapter 3, not every
neutron induced has the same shape; as we have seen in Section 5.6, the shapes of
the individual pulses shows a great variation. Second, pulses recorded by the detector
might be induced by particles other than neutrons (most likely by alpha particles in
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Table 5.6: The list of the die-away times and the doubles gate fractions used in Sec-
tion 5.8.2 for the correction of doubles detection rates obtained from pulse counting.
detector pair
θ (µs) f (-)
Cf Cf+U Cf Cf+U
A–B 176.26 108.66 0.945 0.912
C–D 109.87 119.51 0.913 0.920



















Figure 5.10: Illustration of fitting a function of the form (5.1) to the measured cross
covariance function of two detector signals.
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the case of fission chambers). In fact, the pulse height distribution on Figure 5.9 shows
that the majority of the recorded pulses have such a small amplitude.
For this reason, a simple procedure has been designed to provide an proper estimate
of 〈a〉I. The procedure relies on the fact that the observed count rate was so low, that
the majority of the recorded signal sections contained a single pulse only. A program
has been written that takes a threshold value as an input parameter. Given a recorded
signal, the program scans through it and selects every section on which the signal crosses
the predefined threshold value. The recorded sections are then aligned together in a
way that the times they cross the threshold coincides. Finally, the corresponding points
of the sections are averaged to form a average impulse. Because of the discrimination
against low amplitude pulses, this average pulse makes a good approximation of neutron
induced pulses. Figure 5.11 shows the average neutrons pulses of detectors A–D in the
Cf measurement configuration determined with the above procedure. One can see that
despite small differences, they are rather similar to each other.

















Figure 5.11: Average neutron pulses estimated from the signals of detectors A–D in the
Cf measurement configuration.
In the possession of the average neutron pulses, it is now straightforward to calculate
〈a〉I by integrating it numerically. The obtained integrals are listed in Table 5.7 for each
detector in both measurement configurations. Actually, two sets of values are shown in
the table. One set, labeled as original, was obtained from the signals without altering
them. The second set, labeled as smoothed was obtained by smoothing the original
signals using a simple running average algorithm. Both values were used to recover the
detection rates from the moments of the continuous signals and it was found that only
the smoothed version was able to provide correct results. For this reason, results will
be provided only using this second set of integrals.
5.8 Estimation of the detection rates
In order to estimate the detection rates with pulse counting, a simple program has
been written that implements the logic of the multiplicity shift register, described in
Section 2.3.7. This program has been used to analyse the detection time series obtained
both from the myRIO counter device as well as that created by the computer program
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Table 5.7: Integrals of the average neutron pulses in the two measurement configura-
tions.
case detector
pulse integral (mV s)
Cf Cf + U
original
A 4.30 · 10−3± 1.7 · 10−7 4.30 · 10−3± 1.8 · 10−7
B 4.34 · 10−3± 1.6 · 10−7 4.56 · 10−3± 1.7 · 10−7
C 3.73 · 10−3± 1.4 · 10−7 3.91 · 10−3± 1.6 · 10−7
D 3.83 · 10−3± 1.3 · 10−7 3.93 · 10−3± 1.4 · 10−7
smoothed
A 4.47 · 10−3± 1.8 · 10−7 4.49 · 10−3± 1.8 · 10−7
B 4.60 · 10−3± 1.7 · 10−7 4.83 · 10−3± 1.9 · 10−7
C 3.90 · 10−3± 1.5 · 10−7 4.18 · 10−3± 1.7 · 10−7
D 4.12 · 10−3± 1.4 · 10−7 4.18 · 10−3± 1.4 · 10−7
from the continuous signals. The detection rates were estimated with a θgate = 10 ms
gate width parameter and a θpre = 10 µs predelay parameter.
The moments of the continuous detector signals have been calculated with the anal-
ysis tool described in Section 4.1.3. During analysis, the signals have been divided into
sections of size N = 200000; with the 48 ns time resolution, this corresponds to a length
of T = 8 ms in time. From the moments, the detection rates were obtained using the
expressions in Section 3.5.
Here, we note that the triples rate could not be estimated not only because the
detection efficiency in the system is low, but also because of hardware limitations. The
estimation of the covariance or bicovariance functions of the signals requires that they
are perfectly synchronized in time. This synchronization is ensured when the signals
are recorded by the same A/D converter. However, the Red Pitaya devices we used
have only two inputs, which means that only two pairs of signals, namely A–B and
C–D were synchronized. As a consequence, the calculation of the bicovariance function
of three signals was not possible at all. But even in the case of covariance function, it
could be estimated only for the two paris A–B and C–D.
5.8.1 Singles rate
The singles detection rate was estimated for all four detectors separately. The results
are summarized in Table 5.8. The third and fourth columns contain the reference singles
rates obtained with pulse counting by the myRIO device as well as by the multiplicity
counting software. It is seen that in the majority of cases, the two results are close to
each other. A significant difference can be observed in the estimated rates of detector
D in both configurations as well as in the rate of detector C in the Cf configuration.
The analysis of the pulse height distribution of the unaltered continuous signals has
revealed the reason behind the deviation observed in the case of detector D: the signal
of this detector was extremely noisy. As a result, false counts were registered by the
myRIO device, whereas the noise level of the signal analysed by the software has been
reduced by smoothing. The measured detection rates are 5–15 % smaller than the
values predicted by the simulations in 5.3.
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The fifth and sixth columns contain singles rates extracted from the mean value
of the detector signals. The rates in the sixth column, labeled as “unfiltered”, were
obtained from the raw, unaltered continuous signals and are about 20–30 % larger,
than the reference values. The deviation is clearly a consequence of the small amplitude
pulses induced by alpha particles: these increase the estimated singles rate by inevitably
contributing to the mean value of the signal, however, they are discriminated against
in the process of pulse counting.
As it was suggested in Section 4.2.5, the contribution of a constant non-neutron
background can be easily compensated by performing a background measurement with-
out the neutron source and estimating the contribution of the background to the mean
value. Unfortunately, no such background measurement has been made during the ex-
periment. There is, however, an alternative solution which, which is based on the same
principle that was used to determine the integral of the neutron induced pulses. Re-
calling that almost all recorded section in the signal contained a single pulse only, one
can remove the small amplitude pulses by scanning the signal using a threshold value
and dropping every section where the signal does not cross the threshold value. Using
the threshold values listed in Table 5.5, a second set of continuous signals have been
produced and analysed as well. The singles rates obtained from this set are shown in the
sixth column of Table 5.8 under the label “filtered”. One can immediately see that they
are much closer to the reference values than the unfiltered versions. Nevertheless, they
are still systematically higher by 1–10 %, which indicates that not all non-neutrons
pulses have been removed. It is anticipated that in the possession of a background
measurement, a more effective correction can be made, as it was demonstrated with
simulated signals in Section 4.2.5.
In general, one can observe that there is no significant difference between the singles
rates measured in the two configurations, as it was expected based on the simulation
results presented in Section 5.3.
Table 5.8: Estimated values of the singles rates obtained from pulse counting and from
the mean value of the detector signal.
configuration detector
singles rate (s−1)
discrete pulse counting continuous signal analysis
NI myRIO program unfiltered filtered
Cf
A 17.019± 0.018 17.071± 0.018 25.253± 0.704 18.282± 0.704
B 17.029± 0.018 17.837± 0.018 26.714± 0.837 19.720± 0.838
C 19.791± 0.019 19.759± 0.019 31.629± 0.920 21.316± 0.920
D 27.391± 0.022 21.584± 0.020 24.199± 0.777 24.198± 0.777
Cf+U
A 17.370± 0.018 17.475± 0.018 26.483± 0.806 18.753± 0.806
B 17.627± 0.018 16.211± 0.018 25.004± 0.775 18.047± 0.775
C 19.949± 0.019 16.823± 0.018 29.881± 0.964 18.837± 0.964
D 27.440± 0.023 21.793± 0.020 24.154± 0.800 24.152± 0.800
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5.8.2 Doubles rate
The doubles detection rate was estimated only for the detector pairs A–B and C–D.
The results are summarized in Table 5.9. The columns of the table have the same
meaning as in the case of the singles rate. Accordingly, columns three and four contain
doubles rates estimated with pulse counting on the detection time series data produced
by the myRIO device as well as by the program analysing the continuous signals. For
detector pair A–B, the values agree within statistical uncertainty. There is, however, a
significant difference in the values for detectors C–D. Clearly, this is the result of the
large noise leveles observed in detector D, which also caused the extremely large value
in the singles rate. However, one can notice in the fourth column that the application
of the noise filtering decreases the observed value of the doubles rate.
Column five shows values obtained from the moments of the raw, unaltered con-
tinuous signals. Just as in the case of the singles rate, the values shown here are sys-
tematically larger than the reference values. However, when the low amplitude pulses
are filtered out from the signal, the obtained detection rates become identical with the
reference values within statistical uncertainty, as it can be observed in the sixth column
of the table. The explanation of this phenomenon is, however, less obvious than in
the case of the singles rate. The simulations in Sections 4.2.4 and 4.2.5 show that the
doubles estimation is insensitive to the presence of both a Gaussian white noise as well
as a Poissonian pulse source (like the alpha background of the fission chamber). The
observed difference between the values of columns five and six therefore indicates that
the components removed from the signal have a nonzero covariance, that is, they are
not pure white noise or pulses from the alpha background. A closer investigation of
this effect might be the topic of a future research activity.
Table 5.9: Estimated values of the doubles rates.
configuration detector
doubles rate (s−1)
discrete pulse counting continuous signal analysis
NI myRIO program uncorrected corrected
Cf
A–B 0.319± 0.018 0.291± 0.019 0.432± 0.009 0.305± 0.006
C–D 0.540± 0.027 0.451± 0.023 0.428± 0.009 0.420± 0.008
Cf+U
A–B 0.304± 0.020 0.309± 0.019 0.433± 0.009 0.304± 0.007
C–D 0.538± 0.028 0.383± 0.022 0.467± 0.011 0.376± 0.008
5.9 A final remark
We shall end this Chapter by showing an example of the cross covariance function
of the signals of detectors A and B. Figure 5.10 shows two versions of this function:
one was obtained with the standard pulse counting technique, while the other one was
calculated from the continuous signals of the detectors; they show a good agreement.
The significance of this result becomes apparent when one considers the physical con-
tent of the covariance function: its value at time t quantifies the correlation between
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detection events that are at a distance t. The fact that such an information on discrete
detection events can be recovered from a continuous process, where no discrete events
appear explicitly, is somewhat remarkable.
















Figure 5.12: The cross covariance functions of the signals of the detector pair A–B
obtained both by continuous signal analysis as well as by pulse counting.
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The topic of this thesis is the development and investigation of an alternative version
of neutron multiplicity counting, which – contrary to the traditional approach with
pulse counting – is based on the analysis of the continuous voltage signals of neutron
detectors (primarily fission chambers). The motivation for creating this new form of the
measurement is that the practical applicability of the traditional method is limited to
low count rates due to dead time losses arising in the counting circuits. Being inherently
free from this type of dead time, the new method can be an effective tool for measuring
spent nuclear fuel, which usually comes with extremely high neutron and gamma count
rates.
The thesis is divided into two parts. The first part, covered by Chapter 2, gives a
brief overview on nuclear safeguards and material measurement techniques in general,
and provides a detailed description of the traditional form of neutron multiplicity count-
ing including its theory as well as certain aspects of its practical implementation. A
mathematical formalism for describing continuous detector signals (on which the newly
proposed version of multiplicity counting is based) is summarized here as well. The
second part, covered by Chapters 3–5, discusses three aspects of the establishing the
new technique.
Chapter 3 describes the theoretical background of the method. The evolution of the
theoretical model went through three stages. In the first stage, certain low-order one-
point moments (including the mean, and covariance) of the signals have been calculated
by assuming that emitted neutrons are detected instantly. It was shown that the sin-
gles, doubles and triples detection rates can be recovered from the measured one-point
moments. In the second stage, the same moments have been recalculated by assuming
that every neutron is detected with a random time delay with respect to its emission.
It was found that doubles and triples detection rates, in this case, can be recovered
only when the average delay is shorter than the length of the voltage pulses, which
occurs in fast detection systems. In the third stage, while maintaining the assumption
of the delayed detection, certain two- and three-point moments (including the covari-
ance and bicovariance functions) of the signals are calculated. It is shown that using
these moments, the doubles and triples rates can be recovered at arbitrarily large time
delays, hence in thermal detection systems as well. Finally, formulas are presented that
express the singles, doubles and triples detection rates with the appropriate moments
calculated from the continuous signals of a large detector array.
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Chapter 4 presents a computational study for assessing the performance of the
method. In order to provide a unified way of storing and transferring continuous de-
tector signals (simulated and measured ones as well) on a computer, a dedicated file
format has been defined. A program has been written for simulating detector signals
in a multiplicity counting measurement. The program allows the user to specify the
neutron emission statistics of the sample as well as the characteristics of the pulse
induced by individual neutron detections. Besides that, another program has been cre-
ated that can estimate the moments of recorded detector signals. The behaviour of
the two programs have been verified by simulating a set of signals and comparing the
recovered detection rates with analytical reference values. Then a large set of mea-
surements have been simulated and analyzed in order to assess the impact of various
parameters (the measurement time, the detection efficiency, the electronic noise as well
as the non-neutron pulses) on the performance of the method. It was found that while
the measurement time and the detection efficiency have a strong impact on the accu-
racy of the estimated detection rates, the effect of the electronic noise on the singles
and doubles rate estimates and the effect of non-neutron pulses on the doubles rate
estimate is negligible. Although non-neutron pulses introduce a bias into the singles
estimate, this can easily be corrected with a background measurement. Finally, the per-
formance of the traditional and the new method of multiplicity counting is compared
by simulating measurements at different sample emission intensities and estimating the
detection rates both from the moments of the continuous signals as well as with the
pulse counting approach. It was found that at large intensities, the traditional approach
underestimates the detection rates due to dead time losses, whereas the values obtained
with the new method agree with the reference analytic values.
Chapter 5 reports on experimental activities for demonstrating the practical use of
the method. A measurement set-up, containing four fission chambers, a 252Cf source and
235U plates, has been designed and built at the KUCA facility of the Kyoto University.
Monte Carlo simulations were performed to optimize the arrangement of the elements
of the set-up. An FPGA based fast data acquisition system was assembled to record
the voltage signals of the detectors with 8 ns time resolution. The appropriate moments
of the signals were estimated with the software described in Chapter 4 and the singles
and doubles detection rates were calculated using the formulas presented in Chapter 3.
The triples rates could not be estimated due to the low detection efficiency of the
measurement set-up. To serve as a reference, the detection rates were estimated with
a traditional pulse counting approach as well. By comparing the results, it has been




The new scientific results presented in the thesis can be summarized in the form of
the following propositions:
Proposition 1. I have upgraded the preliminary theory of a new form of neutron mul-
tiplicity counting, which is based on estimating the one-point (in time) moments
of continuous detector signals. While the original model assumed that neutrons
are detected instantly after their emission, I have introduced a random time delay
before the detection to account for the migration of neutrons in the system. I have
derived expressions for several one-point moments (including the mean value and
the covariance) using a master equation formalism. Based on analytic consider-
ations, I have shown that the singles, doubles and triples rates in this upgraded
model can be recovered from the one-point moments of the signals in fast detection
systems, where the average time delay is short compared to the length of a typical
voltage impulse, hence pulses generated by the same emission event tend to over-
lap in time. At the same time I have shown that in thermal detection systems,
which are predominantly used for measurements and in which the average time
delay is much larger than the length of a typical voltage impulse, the information
on the doubles and triples rates vanishes from the one-point moments of the sig-
nal, because pulses generated by the same emission event are dispersed in time.
As a result, in such systems only the singles rate can be retrieved [P1–P3,P8].
Proposition 2. I have further extended the theory described in Proposition 1. Be-
sides using the one-point moments of the detector signals, I have introduced the
use of their two- and three-point (in time) moments as well, because they are
able describe the temporal correlations between different points of the signals.
I have derived expressions for several two- and three-point moments (including
the covariance function and the bicovariance function) using a master equation
formalism. I have calculated the integrals of these moments with respect to their
parameters and I have shown that their values (with one exception) are indepen-
dent of the time delay, because the integration process brings temporally dispersed
pulses generated by the same emission event into overlap. As a consequence, I
was able to show based on analytic considerations that – contrary to the one-
point moments – the information on the doubles and triples rates does not vanish
from the integrals of the two- and three-point moments, even when the average
time delay becomes large compared to the length of the voltage pulses. As a
result, using the two- and three-point moments the doubles and triples rates can
be recovered even in thermal detection systems. [P4,P8]
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Proposition 3. I have established a practical procedure for extracting the singles,
doubles and triples detection rates from the recorded continuous signals of a large
array of detectors. I have designed a numerical algorithm for estimating the one-
, two- and three-point (in time) moments, described in Propositions 1 and 2,
of the recorded continuous signals in an efficient way. Using the expressions of
these moments provided by the theoretical models of Propositions 1 and 2, I have
derived a set of equations that express the singles, doubles and triples detection
rates with the moments estimated from all possible combinations of the signals,
thus fully utilizing the information available in them. By using this procedure to
analyse simulated detector signals, I have shown that it is capable of producing
estimates for the singles and doubles detection rates and that these estimates agree
with predictions from the theory. The ability to recover the triples rate could not
be confirmed due to the numerical instability of the estimator. [P5–P7,P9–P11]
Proposition 4. By analysing a large number of simulated measurements using the
procedure described in Proposition 3, I have investigated the effect of the following
parameters on the value and/or accuracy of the estimated detection rates: the
measurement time, the detector efficiency, the amplitude of an electronic white
noise as well as the presence of small-amplitude parasitic pulses induced by a
non-neutron source with Poisson statistics. I have shown that the measurement
time and the detection efficiency have a strong impact on both the value and
the relative uncertainty of the singles and doubles estimates; the effect of the
electronic noise on both parameters is practically negligible; non-neutron pulses
do not affect the doubles rate, but introduce a bias into the singles estimate which
can, however, be easily corrected for. Finally, I have demonstrated that while the
traditional pulse counting approach underestimates the values of the singles and
doubles rates at large count rates due to dead time losses, values provided by the
new method agree with predictions from the theory. As a result, the new method
is a viable alternative of the traditional procedure. [P10,P11]
Proposition 5. In order to demonstrate the practical use of the new method of neu-
tron multiplicity counting specified in Propositions 1 and 2, I have designed and
analysed a measurement. Among other elements, the measurement set-up con-
tained four thermal fission chambers and a spontaneously fissioning 252Cf sample.
I have performed Monte Carlo simulations to find an optimal arrangement that
provides the highest detection rates. Using the procedure described in Proposi-
tion 3, I have analysed the measured detector signals to estimate the singles and
doubles rates; the triples rate was not determined due to the low detection effi-
ciency of the set-up as well as to the hardware limitations of the data acquisition
system. Reference values of the detection rates were obtained from the same mea-
surement using the traditional pulse counting approach. By comparing the two
sets of values, I have shown that the singles rate received from the analysis of con-
tinuous signals slightly overestimates the reference values due to pulses generated
by the inherent alpha background of the fission chambers. On the other hand,
the agreement in the case of the doubles rates is satisfactory. [P5–P7,P9–P11]
100
Bibliography
[1] N. Ensslin, W. C. Harker, M. S. Krick, D. G. Langner, M. M. Pickrell, and J. E.
Stewart, “Application guide to neutron multiplicity counting,” Los Alamos Report
LA-13422-M, 1998.
[2] S. Croft and A. Favalli, “Dead time corrections for neutron multiplicity counting,”
Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, vol. 686, pp. 115–116, 2012.
[3] D. Reilly, N. Ensslin, H. Smith Jr, and S. Kreiner, Passive nondestructive assay of
nuclear materials, ch. ”The Origin of Neutron Radiation”. Washington DC, United
States: Nuclear Regulatory Commission, Office of Nuclear Regulatory Research;
Los Alamos National Lab., NM (United States), 1991.
[4] D. Henzlova, R. Kouzes, R. McElroy, P. Peerani, M. Aspinall, K. Baird, A. Bakel,
M. Borella, M. Bourne, L. Bourva, et al., “Current status of helium-3 alternative
technologies for nuclear safeguards,” tech. rep., Los Alamos National Lab.(LANL),
Los Alamos, NM (United States), 2015.
[5] L. Pál, I. Pázsit, and Zs. Elter, “Comments on the stochastic characteristics of fis-
sion chamber signals,” Nuclear Instruments and Methods in Physics Research Sec-
tion A: Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 763,
pp. 44–52, 2014.
[6] The Evolution of IAEA Safeguards, no. 2 in International Nuclear Verification
Series, (Vienna, Austria), International Atomic Energy Agency, 1998.
[7] J. Doyle, Nuclear safeguards, security and nonproliferation: achieving security with
technology and policy. Elsevier, 2011.
[8] “Treaty on the Non-Proliferation of Nuclear Weapons (NPT).” URL: https://
www.un.org/disarmament/wmd/nuclear/npt/text/ (accessed: March, 2021).
[9] IAEA Safeguards Glossary: 2001 Edition, no. 3 in International Nuclear Verifica-
tion Series, (Vienna, Austria), International Atomic Energy Agency, 2002.
[10] J. Vidaurre-Henry, Handbook on International Nuclear Safeguards. Integrated Sup-
port Center for Nuclear Nonproliferation and Nuclear Security, 2016.
[11] T. Gozani, “Active nondestructive assay of nuclear materials: principles and ap-




[12] R. Dierckx and W. Hage, “Neutron signal multiplet analysis for the mass determi-
nation of spontaneous fission isotopes,” Nuclear Science and Engineering, vol. 85,
no. 4, pp. 325–338, 1983.
[13] N. Ensslin, “Active neutron multiplicity counting,” Los Alamos Report LA-UR-
07-140, 1998.
[14] S. Croft, L.-A. Bourva, D. Weaver, and H. Ottmar, “Effective mass of 240Pu, 238Pu
and 242Pu in relation to passive neutron coincidence and multiplicity counting,”
Journal of Nuclear Materials Management, pp. 10–19, 2001.
[15] L. G. Evans, B. Goddard, W. S. Charlton, and P. Peerani, “An analysis technique
for active neutron multiplicity measurements based on first principles,” tech. rep.,
Los Alamos National Lab.(LANL), Los Alamos, NM (United States), 2012.
[16] B. Goddard, W. Charlton, and P. Peerani, “First principle active neutron coinci-
dence counting measurements of uranium oxide,” Nuclear Instruments and Methods
in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associ-
ated Equipment, vol. 739, pp. 1–5, 2014.
[17] B. Goddard, S. Croft, A. Lousteau, and P. Peerani, “Evaluation of Am–Li neutron
spectra data for active well type neutron multiplicity measurements of uranium,”
Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, vol. 830, pp. 256–264, 2016.
[18] I. Pázsit, A. Enqvist, and L. Pál, “A note on the multiplicity expressions in nuclear
safeguards,” Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 603, no. 3,
pp. 541–544, 2009.
[19] M. M. Ferrer, P. Peerani, M. R. Looman, and L. Dechamp, “Design and per-
formances of the scrap neutron multiplicity counter,” Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors
and Associated Equipment, vol. 574, no. 2, pp. 297–314, 2007.
[20] H. O. Menlove, “HENC performance evaluation and plutonium calibration,” Los
Alamos Report, LA-13362-MS, 1997.
[21] H. O. Menlove, “Manual for the epithermal neutron multiplicity detector (ENMC)
for measurement of impure MOX and plutonium samples,” Los Alamos Report,
LA-14088-M, 2004.
[22] H. O. Menlove, “Manual for the portable handheld neutron counter (PHNC) for
neutron survey and the measurement of plutonium samples,” Los Alamos Report,
LA-14257-M, 2005.
[23] J. L. Dolan, M. Flaska, A. Poitrasson-Riviere, A. Enqvist, P. Peerani, D. L. Chich-
ester, and S. A. Pozzi, “Plutonium measurements with a fast-neutron multiplicity
counter for nuclear safeguards applications,” Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment, vol. 763, pp. 565–574, 2014.
102
[24] D. A. Brown, M. Chadwick, R. Capote, A. Kahler, A. Trkov, M. Herman, A. Son-
zogni, Y. Danon, A. Carlson, M. Dunn, et al., “ENDF/B-VIII. 0: The 8th major
release of the nuclear reaction data library with CIELO-project cross sections, new
standards and thermal scattering data,” Nuclear Data Sheets, vol. 148, pp. 1–142,
2018.
[25] D. B. Pelowitz, “MCNPX user’s manual version 2.7. 0-LA-CP-11-00438,” Los
Alamos National Laboratory, 2011.
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Appendix A
Detailed derivation of the moments
A.1 One point moments with instant detection
A.1.1 Distribution of one detector signal
The one-point distribution of the signal of one detector, say that labeled with 1, con-
cerns the random variable {y1(t)}, which is characterized by the cumulative distribution
function
F1(y, t) = P[y1(t) ≤ y].
The procedure of calculating the moments of the signal takes four steps.
• In the first step we start by formulating an equation for the density function of





The equation is written by considering the probabilities of all events that change
the value of the signal. As we shall see this equation has no solution so we need
to transform it.
• In the second step by taking the Fourier transform of the density equation we




eıωy p1(y, t) dy. (A.2)
This equation can easily be solved. Since the characteristic function is the gener-
ating function of the ordinary moments it could be used to calculate expression
of the ordinary moments. However, the selected moments are more conviniently
• In the third step, we calculate the stationary cumulant-generating function of the
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We shall see in subsequent section the calculation of any moment of of the detector
signals follows the same four steps listed above. Although the function in question are
replaced with the appropriate ones and the resulting equations are somewhat compli-
cated, the transformations applied remain the same and the whole derivation process
is a natural extension of the derivation presented here. For this reason, the derivation
of the one point moments of one detector will be presented below with as much detail
as possible. In the derivation of other moments in subsequent section we shall point
out only details that are qualitatively different and the remaining part of the derivation
will be omitted by referencing to this derivation.
As noted earlier, we start by formulating an expression for the density function p1
of the signal defined in (A.1). If we recall that the detection process starts at time t = 0
consequently the value of the signal at earlier times is zero, it is clear that the density
function for t < 0 takes the form
p1(y, t) = δ(y). (A.5)
On the other hand, as we shall explain below, for t ≥ 0 it obeys the Kolmogorov
backward integral equation






















′, t− t′) p1(y − y′, t− t′) dy′dt′.
(A.6)
Here Qs and P (n) denote the intensity and multiplicity of the source and were defined
earlier in Section 2.3.3; ε denotes the detection efficiency (more precisely: the probabil-













h1(y1, t) · · ·h1(yk, t) dyk · · · dy1, (A.7)
where h1 denotes the one-point density function of a single pulse and was defined in
(3.6).
Before interpreting the Kolmogorov equation (A.6), we should consider the physical
meaning of the the function U
(1)
k given by (A.7). One can recognize that it is essen-
tially the density function of k pulses induced by k neutrons originating from the same
emission at time t = 0. As a k-fold convolution of h1, it reflects the fact that pulses
induced by more that one neutrons are independent and add up linearly.
With these in mind, Equation (A.6) can be interpreted in the following way. As
an application of the law of total probability, the probability density of having a signal
value y at time t (left-hand side) is expressed with the probabilities (or probability
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densities) of events, that cause it (right-hand side). The two terms on the right-hand
side correspond to two mutually exclusive events. The first term represents the event
when no source emission occurs until time t with probability e−Qst, in which case the
signal value at time t remains zero with probability density δ(y). The second term
represents the event when there was at least one source emission until time t. In fact,
its is a sum (or integral) over the probabilities (or probability densities) of a set of
mutually exclusive events, each of which can be described as follows. The first emission
occurs at time t′ with probability density Qs e−Qst
′
; during the emission n neutrons are






εk (1− ε)n−k; the k pulses induced in the detector contribute by y′
to the signal at time t with probability density U
(1)
k (y
′, t − t′); pulses from subsequent
emissions contribute to it by y − y′ with probability density p1(y − y′, t− t′).
For practical reasons which will become apparent later, let us rewrite Equation (A.6)
into a slightly different form. It can be shown (with a simple substitution of variables)
that the arguments t′ and t− t′ in the second term can be switched which yields






















′, t′) p1(y − y′, t′) dy′dt′.
(A.8)
If we would solve (A.8), using the known form of the density function p1(y, t)
we could easily calculate the characteristic function (A.2), from which the stationary
cumulant-generating function as well as the corresponding cumulants could be obtained
using (A.3) and (A.4). However, Equation (A.8) is an integral equation in both vari-
ables y and t and, whats more, it contains multiple convolutions in the variable y. As
a result, no analytical solution of this equation can be found.
The alternative is to transform Equation (A.8) into another equation that we can
solve analytically. Keeping in mind the convolution theorem being an effective way
of simplifying convolution-expressions, let us take the Fourier transform of (A.8) with
respect to y; formally this can be written as∫ ∞
−∞
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Furthermore, by noting that ∫ ∞
−∞
eıωy δ(y) dy = 1
and accounting for the definitions (3.7) and (A.2), Equation (A.9) takes the form
















× χk1(ω, t′) π1(ω, t′) dt′.
(A.10)
This equation can be brought into slightly more compact form which shall also be








k (1− ε)n−k = {1 + ε [χ1(ω, t)− 1]}n .
If we further introduce the function
c1(x) = 1 + ε (x− 1) (A.11)
and account for (??), Equation A.10 simplifies to





−Qs(t−t′) G {c1 [χ1(ω, t′)]} π1(ω, t′) dt′. (A.12)
Like Equation (A.8) before, Equation (A.10) is also an integral equation, this time,
however, for the characteristic function π1. Comparing with (A.8) one immediately
notices how much simpler this last equation is: integration occurs only with respect to
the variable t; the former integrals of the other variable are now replaced by summations
hidden in the function G.
Equation (A.10) can be solved analytically by casting it into a differential equation.
Differentiating both sides with respect to t and rearranging the terms, we get
∂ π1(ω, t)
∂t







−Qs(t−t′) G {c1 [χ1(ω, t′)]} π1(ω, t′) dt′
]
which, after recognizing (A.12) in the second term of the right-hand side, simplifies to
∂ π1(ω, t)
∂t
= Qs (G {c1 [χ1(ω, t)]} − 1) π1(ω, t). (A.13a)
The initial condition corresponding to this equation, using (A.5), reads as
π1(ω, t = 0) =
∫ ∞
−∞
eıωy p1(y, 0) dy = 1. (A.13b)
It is easy to see that (A.13) has the solution









In the possession of the characteristic function π1, we can now obtain the stationary




(G {c1 [χ1(ω, t)]} − 1) dt. (A.15)
By substituting this expression into (A.4), we are able to calculate κk, the stationary
cumulant of order k.
As noted in the beginning of Section 3.2, we are interested in three moments of the
signal of one detector: its mean value κ1, its variance κ2 and its skewness κ3. Performing
the first step in the calculation of the moments, that is, differentiating the stationary

































































n (n− 1) (n− 2)P (n) [1 + ε (χ1 − 1)]n−3 dt.
where, for the sake of compactness, we have omitted the arguments (ω, t) of χ1. Finally,
let us divide the derivatives with the appropriate power of the imaginary unit ı at
evaluate them at ω = 0. Noticing that, based on (3.7), χ(ω = 0, t) = 1, furthermore
using (??) and substituting the moments (3.8) of the pulse symbolically, we get




κ2 = Qs ν1 ε
∫ ∞
0





κ3 = Qs ν1 ε
∫ ∞
0









If, additionally, we account for the definitions (2.22) of the detection rates, these ex-
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At this point it might worth to take a look at the physical meaning of the above
expressions of the moments. The κ1 mean value (first order moment) of the signal
originates from one “source”: the first moment µ1 of one pulse (single). The κ2 variance
(second order moment) of the signal, on the other hand, originates from two “sources”:
the second moment µ2 of one pulse (single) or the joint second moment µ
2
1 of two
distinct pulses (doubles). Finally, the κ3 skewness (third order moment) of the signal
originates from three “sources”: the third moment µ3 of one pulse (single), the joint
third moment µ2 µ1 of two distinct pulses (doubles) or the joint third moment µ
3
1 of
three distinct pulses (triples).
Finally, when we insert the explicit form of the moments of the pulse (3.8) into





the cumulants of the signal take the particularly compact forms
κ1 = S 〈a〉 I1, (A.19a)
κ2 =
[





S 〈a3〉+ 6D 〈a2〉〈a〉+ 6T 〈a〉3
]
I3. (A.19c)
A.1.2 One point distribution of two detector signals
The one-point distribution of the signal of two detectors, say those labeled with
1 and 2, concerns the random variable {y1(t),y2(t)}, which is characterized by the
cumulative distribution function
F1,1(y1, y2, t) = P[y1(t) ≤ y1,y2(t) ≤ y2].
As noted earlier, the procedure of calculating the joint moments of two signals
follows the same steps as calculation of the moments of one signal: starting from a
Kolmogorov backward integral equation for the density function, we derive an expres-
sion for the stationary cumulant-generating function, from which the desired moments
can be obtained by simple differentiation. For this reason, the derivation of the joint
moments below will be given in much less detail, focusing mainly on the differences
compared to the derivation in the previous subsection.
Again, we start by formulating expressions for the density function which, in this
case, will be defined as





With similar considerations as before, the density function for t < 0 takes the form
p1,1(y1, y2, t) = δ(y1) δ(y2),
whereas for t ≥ 0 it obeys the Kolmogorov backward integral equation
p1,1(y1, y2, t) = e






















(y′1, t− t′)U (1)k2 (y
′
2, t− t′)
× p1,1(y1 − y′1, y2 − y′2, t− t′) dy′1dy′2dt′
(A.20)
Here U (1) is the same as in (A.7) and the interpretation of Equation A.20 is also similar
to that of (A.6). The two terms on the right-hand side again correspond to two mutually
exclusive events: the first represents the event when there is no source emission until
time t, whereas the second represents the set of events when there is at least one source
emission until time t. The major difference compared to Equation (A.6) lies inside the
second term. In this case, following the release of n neutrons from the source at time t′,
k1 are detected by the first detector and k2 by the other, whereas k0 = n−k1−k2 escape;
this has a probability n!
k0! k1! k2!
εk1εk2(1 − 2ε)k0 . Then, by time t, the pulses induced in








(y′2, t − t′); pulses from further emissions contribute by y1 − y′1
and y2 − y′2 with probability density p1,1(y1 − y′1, y2 − y′2, t− t′).
Since, again, no analytical solution to the integral Equation (A.20) can be given,
we take its two-dimensional Fourier-transform with respect to the variables y1 and y2
to transform it to a simpler equation, this time for the characteristic function





eı(ω1y1+ω2y2) p1,1(y1, y2, t) dy1dy2. (A.21)
After simplification, we get















× χk11 (ω1, t′)χk21 (ω2, t′) π1,1(ω1, ω2, t′) dt′
for t ≥ 0 which, following similar considerations as before, can be reduced to






×G {c2 [χ1(ω1, t′), χ1(ω2, t′)]} π1,1(ω1, ω2, t′) dt′,
(A.22)
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where we have introduced the function
c2(x1, x2) = 1 + ε (x1 − 1) + ε (x2 − 1). (A.23)




= Qs (G {c2 [χ1(ω1, t), χ1(ω2, t)]} − 1) π1,1(ω1, ω2, t)
with the initial condition





eı(ω1y1+ω2y2) p1,1(y1, y2, 0) dy1dy2 = 1.
The solution of the above differential equation for t ≥ 0 can immediately be written as





(G {c2 [χ1(ω1, t′), χ1(ω2, t′)]} − 1) dt′
)
. (A.25)
Using (A.25), the stationary cumulant-generating function
γ1,1(ω1, ω2) = lim
t→∞
ln[π1,1(ω1, ω2, t)] (A.26)
can be obtained and takes the form
γ1,1(ω1, ω2) = Qs
∫ ∞
0
(G {c2 [χ1(ω1, t), χ1(ω2, t)]} − 1) dt. (A.27)












As noted in the beginning of Section 3.2, we are interested in two of the above
cumulants: the cross-covariance κ1,1 of the two signals and κ2,1, which does not have its
own name. By inserting (A.27) into (A.28), after similar considerations as in the case












The interpretation of the above equations is analogous to that of (A.17). The κ1,1
covariance (second order moment) of two signals originates from one “source”: the joint
second moment µ21(t) of two distinct pulses (doubles) each from a different detector. κ2,1
(third order moment) originates from two “sources”: the joint third moment µ2 µ1 of
two distinct pulses (doubles) each from a different detector and the joint third moment
µ31 of three distinct pulses (triples) of which two comes from one detector and one comes
from the other.
Again, when we use the explicit form of the moments of the pulse (3.8) and account
for (A.18), the expressions can be rewritten into the compact forms
κ1,1 = 2D 〈a〉2 I2, (A.30a)
κ2,1 =
[




A.1.3 One point distribution of three detector signals
The one-point distribution of the signal of three detectors, those labeled with 1, 2
and 3, concerns the random variable {y1(t),y2(t),y3(t)}, which is characterized by the
cumulative distribution function
F1,1,1(y1, y2, y3, t) = P[y1(t) ≤ y1,y2(t) ≤ y2,y3(t) ≤ y3].
The procedure of calculating the joint moments of three signals follows, again, the
same four steps as the calculation of the moments earlier, and is a straightforward
analogy of the derivations presented so far in this section. Therefore, the derivation
below will contain even less details as the one in the previous subsection: key expressions
will be presented without any particular explanation or commentary.
The density function
p1,1,1(y1, y2, y3, t) =
∂3F1,1,1(y1, y2, y3, t)
∂y1 ∂y2 ∂y3
(A.31)
for t < 0 takes the form
p1,1,1(y1, y2, y3, t) = δ(y1) δ(y2) δ(y3),
whereas for t ≥ 0 it obeys the Kolmogorov backward integral equation
p1,1,1(y1, y2, t) = e
























(y′1, t− t′)U (1)k2 (y
′
2, t− t′)U (1)k3 (y
′
3, t− t′)
× p1,1,1(y1 − y′1, y2 − y′2, y3 − y′3, t− t′) dy′1dy′2dy′3dt′.
The characteristic function







eı(ω1y1+ω2y2+ω3y3) p1,1,1(y1, y2, y3, t) dy1dy2dy3 (A.32)
for t ≥ 0 satisfies the differential equation
∂π1,1,1(ω1, ω2, ω3, t)
∂t
= Qs (G {c3 [χ1(ω1, t), χ1(ω2, t), χ1(ω3, t)]} − 1)
× π1,1,1(ω1, ω2, ω3, t)
with the initial condition
π1,1,1(ω1, ω2, ω3, t = 0) = 1
and with
c3(x1, x2, x3) = 1 + ε (x1 − 1) + ε (x2 − 1) + ε (x3 − 1). (A.33)
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The solution of the above differential equation for t ≥ 0 reads as





(G {c3 [χ1(ω1, t′), χ1(ω2, t′), χ1(ω3, t′)]} − 1) dt′
)
.
Using this expression, the stationary cumulant-generating function
γ1,1,1(ω1, ω2, ω3) = lim
t→∞
ln[π1,1,1(ω1, ω2, ω3, t)] (A.34)
is obtained in the form
γ1,1,1(ω1, ω2, ω3, t) = Qs
∫ ∞
0
(G {c3 [χ1(ω1, t), χ1(ω2, t), χ1(ω3, t)]} − 1) dt, (A.35)













As noted in the beginning of Section 3.2, the only moment of interest here is κ1,1,1,
the cross-bicovariance of three signals. By inserting (A.35) into (A.36), after similar
considerations as in the case of the moments of one signal, we arrive to the expressions




The interpretation of this equation is analogous to that of (A.17) and (??). The
κ1,1,1 bicovariance (third order moment) of three signals originates from one “source”:
the joint third moment µ31 of three distinct pulses (triples) each from a different detector.
Again, when we use the explicit form of the moments of the pulse (3.8) and account
for (A.18), the expression can be rewritten into the compact form
κ1,1,1 = 6T 〈a〉3 I3. (A.38)
A.2 One point moments with delayed detection
A.2.1 Distribution of one detector signal
By substituting (3.31) into the general expressions (3.20 of the moments, we obtain




κ2 = S 〈a2〉
∫ ∞
0




κ3 = S 〈a3〉
∫ ∞
0
I3(t) dt+ 6D 〈a2〉〈a〉
∫ ∞
0








fn(t− τ)u(τ) dτ. (A.40)
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The physical interpretation of these equations is the same as that of (3.20). However,
they can be recast into much compact forms. The integral in the first term of the right-
hand sides of all three equations can be simplified. By applying the convolution theorem








fn(t− τ)u(τ) dτdt =
∫ ∞
0
fn(t) dt = In,
where the quantity In was already defined earlier in (A.18). The physical content of this
last equations is that the moments of a single randomly delayed pulse are invariant to
the value of the delay. The integrals in the other terms of the above equations, however,
cannot be simplified in a similar way, because the moments of more than one randomly
















I31 (t) dt. (A.41)
With these considerations the expressions of the moments take the following form:
κ1 = S 〈a〉 I1, (A.42a)
κ2 =
[





S 〈a3〉+ 6D 〈a〉〈a2〉 ξ1,2 + 6T 〈a〉3 ξ1,1,1
]
I3. (A.42c)
A.2.2 Distribution of two detector signals
If we substitute (3.31) into the general expressions (A.29 of the moments then, by
using (A.40), we obtain




κ2,1 = 2D 〈a〉〈a2〉
∫ ∞
0




The physical content of these equations is the same as that of (??). By further
accounting for (A.41), they can be recast into the form
κ1,1 = 2D 〈a〉2 ξ1,1 I2, (A.43a)
κ2,1 =
[
2D 〈a〉〈a2〉 ξ1,2 + 6T 〈a〉3 ξ1,1,1
]
I3. (A.43b)
A.2.3 Distribution of three detector signals
If we substitute (3.31) into the general expression (A.37 of the moment then, by
using (A.40), we obtain




The physical content of this equation is the same as that of (A.37). By further
accounting for (A.41), they can be recast into the form
κ1,1,1 = 6T 〈a〉3 ξ1,1,1 I3. (A.44)
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A.3 Two and three point moments with delayed de-
tection
A.3.1 Two-point distribution of one detector signal
The two-point distribution of the signal of one detector, say that labeled with 1,
concerns the random variable {y1(t),y1(t−θ)}, which is characterized by the cumulative
distribution function
F2(y1, y2, t, θ) = P [y1(t) ≤ y1,y1(t− θ) ≤ y2] .
As we must already be used to it, the calculation of the two-point moments of
the detector signal follows the same four steps as the calculation of the one-point mo-
ments discussed in Sections 3.2 and 3.3: starting from a Kolmogorov backward integral
equation for the density function, we derive an expression for the stationary cumulant-
generating function, from which the desired moments can be obtained by differentiation.
However, as we shall see in this section, accounting for the temporal correlations in-
troduces certain qualitatively new elements to the equations, which are thus in no way
straightforward extensions of their one-point versions. For this reason, as we did with
the one-points moments of one detector signal back in Section 3.2, below we provide a
detailed derivation of the two-point moments of the signal (although still less detailed
than for its one-point version). In the case of other two- or three point moments dis-
cussed in the forthcoming subsections, we shall again return to the practice of showing
only the key steps from the derivations.
As usual, we start by formulating equations for the density function, which in this
case is defined as
p2(y1, y2, t, θ) =
∂2F2(y1, y2, t, θ)
∂y1∂y2
. (A.45)
If we recall that the detection process starts at time t = 0, hence the value of the signal
at earlier times is zero, it is easy to see that for θ ≥ 0 and t < θ the density function
takes the form
p2(y1, y2, t, θ) = p1(y1, t) δ(y2), (A.46)
where p1 is the one-point density function of the signal defined in (A.1). On the other
hand, as it will be explained below, for t ≥ θ the density function obeys the Kolmogorov
backward equation






























2, t− t′, θ) p2(y1 − y′1, y2 − y′2, t− t′, θ) dy′1dy′2












Here, again, Qs and P (n) denote the intensity and multiplicity of the source defined in
Section 2.3.3; ε denotes the detection efficiency (the probability of detecting a neutron)
introduced in Section 3.1; ∆ denotes the Heaviside step function and was defined in
(3.5); the function U
(2)
k is defined as
U
(2)














h2(y1,1, y2,1, t, θ) · · ·h2(y1,k, y2,k, t, θ) dy2,k · · · dy2,1 · dy1,k · · · dy1,1.
(A.48)
The physical content of the function (A.48) is analogous to that of its one-point
version (A.7): it is the two-point density function of k pulses induced by k neutrons
originating from the same emission at time t = 0. As a k-fold convolution of h2, it
again reflects the fact that pulses induced by more that one neutrons are independent
and add up linearly.
Equation (A.47), just like its one-point version Equation (A.6), is an application of
the law of total probability and can be interpreted in the following way. The first term
represents the event when no source emission occurs until time t with probability e−Qst,
in which case the signal value at both times t and t− θ remains zero with probability
density δ(y1) δ(y2). The second term sums (or integrates) over the probabilities (or
probability densities) of events each of which can be described as follows. The first
emission occurs at time t′ with probability Qs e−Qst
′
. During the emission n neutrons






εk (1 − ε)n−k. In specifying the contribution of the pulses to the
signal induced by the detected neutrons, two cases are distinguished (see the two terms
in the square brackets) based on the value of t′ (the time of first emission) relative to
t−θ. In the first case, when t−θ ≥ t′, the k pulses contribute by y′1 and y′2 to the value
of the signal at times t and t− θ with a probability density U (2)k (y′1, y′2, t− t′, θ); pulses
from subsequent emissions contribute to it by y1 − y′1 and y2 − y′2 with a probability
density p2(y1− y′1, y2− y′2, t− t′, θ). In the second case, when t− θ < t′, the value of the
signal is zero at time t− θ with a probability density δ(y2); the k pulses contribute to




1, t − t′); pulses from
subsequent emissions contribute to it by y1−y′1 with probability density p1(y1−y′1, t−t′).
Since no analytical solution of Equation (A.47) can be found, we transform it again
to another equation for the characteristic function





eı(y1ω1+y2ω2) p2(y1, y2, t, θ) dy1dy2.
by taking its two-dimensional Fourier transform with respect to the variables y1 and
y2. Application of the convolution theorem and performing the same transformations
as in the case of the one-point version yields the integral equation






× [∆(t′ − θ)G{c1[χ2(ω1, ω2, t′, θ)]} π2(ω1, ω2, t′, θ)
+ ∆(θ − t′)G{c1[χ1(ω1, t′)]}] π1(ω1, t′) dt′,
(A.49)
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where the functions G, c1, π1, χ1, χ2 are defined in (??), (A.11), (A.2), (3.30) and
(3.46), respectively.
In order to solve Equation (A.49) we again cast it into a differential equation. By
differentiating both sides with respect to t, after rearranging the terms we get
∂π2(ω1, ω2, t, θ)
∂t
= Qs ∆(t− θ) (G{c1[χ2(ω1, ω2, t, θ)]} − 1) π2(ω1, ω2, t, θ)
+Qs ∆(θ − t) (G{c1[χ1(ω1, t)]} − 1) π1(ω1, t)
which, for t > θ, reduces to
∂π2(ω1, ω2, t, θ)
∂t
= Qs (G{c1[χ2(ω1, ω2, t, θ)]} − 1) π2(ω1, ω2, t, θ). (A.50a)
The initial condition corresponding to this equation, using (A.46), reads as
π2(ω1, ω2, t = θ, θ) = π1(ω1, θ). (A.50b)
It is easy to see that (A.50) has the solution





(G{c1[χ2(ω1, ω2, t′, θ)]} − 1) dt′
]
.
In the possession of the characteristic function π2, we can now obtain the stationary
cumulant-generating function
γ2(ω1, ω2, θ) = lim
t→∞
ln[π2(ω1, ω2, t, θ)],
which takes the form
γ2(ω1, ω2, θ) = γ1(ω1, θ) +Qs
∫ ∞
θ
(G{c1[χ2(ω1, ω2, t, θ)]} − 1) dt, (A.51)
where γ1 is the one-point stationary cumulant-generating function defined in (A.3).












As noted in the beginning of Section 3.4, the only moment of interest here is the
auto-covariance function Cov2(θ), defined in (3.41a), which is identical to the cumulant
κ1,1(θ). Substituting (A.51) into (A.52) and performing the required operations yields
the result
Cov2(θ) = Qs ν1 ε
∫ ∞
θ





where µ1 and µ1,1, the moments of the pulse, were defined in (3.31) and (3.48), respec-
tively. If we also account for the definitions (2.22) of the detection rates, the covariance




µ1,1(t, θ) dt+ 2D
∫ ∞
θ
µ1(t)µ1(t− θ) dt. (A.53)
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Let us take a look at the physical meaning of this last equation. The auto-covariance
function of the signal has two components: the first one is the “auto-covariance func-
tion” µ1,1 of one pulse (single), whereas the second one is the “cross-covariance function”
µ1 µ1 of two distinct pulses (doubles).




fm(t− τ) fn(s− τ)u(τ) dτ (A.54)
further using (A.40), we get
Cov2(θ) = S 〈a2〉
∫ ∞
θ
I1,1(t, t− θ) dt+ 2D 〈a〉2
∫ ∞
θ
I1(t) I1(t− θ) dt.
This equation can be rewritten into a slightly simpler form. First note that, by ac-
counting for the fact that f(t) = 0 for t < 0, the lower boundary of the integral in both
terms on the right-hand side can be changed from θ to 0 without changing its value.
In the first term, by applying the convolution theorem and accounting for the fact that
the integral of the density function u is unity, we can write∫ ∞
0





f(t− τ) f(t− θ − τ)u(τ) dτdt =
∫ ∞
0
f(t) f(t− θ) dt.
The second term, on the other hand, cannot be simplified in a similar way. With these
considerations, Cov2(θ) now takes the form
Cov2(θ) = S 〈a2〉
∫ ∞
0
f(t) f(t− θ) dt+ 2D 〈a〉2
∫ ∞
0
I1(t) I1(t− θ) dt. (A.55)
As noted in the beginning of Section 3.4, we are mostly interested in the integral
Cov2 of the auto-covariance function defined in (3.44), which can formally be written
as










I1(t) I1(t− θ) dtdθ.
This equation can also be brought to a simpler form. By applying the convolution










In the case of the integral in the first term, let us first switch the order of the integration
with respect to t and θ. Then notice that, by recalling that f(t) = 0 for t < 0, the
upper limit of the integral with respect to θ can be changed from ∞ to t without
altering its value. Finally, by introducing the function F (t) =
∫ t
0
f(t′) dt′ and noting




f(t) f(t− θ) dtdθ =
∫ ∞
0







F 2(t) dt =
1
2
F 2(∞) = 1
2
I21 .
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A.3.2 Two-point distribution of two detector signals
The two-point distribution of the signal of two detectors, say those labeled with 1
and 2, concerns the random variable {y1(t),y2(t − θ)}, which is characterized by the
cumulative distribution function
F1,1(y1, y2, t, θ) = P [y1(t) ≤ y1,y2(t− θ) ≤ y2] .
The procedure of calculating the moments of this distribution is a rather straight-
forward extension of that of the two-point moments of one signal and the one-point
moments of two signals. For this reason, most details of the derivation will be omitted
and only the key formulas will be presented without any particular commentary.
The density function, which in this case is defined as
p1,1(y1, y2, t, θ) =
∂2
∂y1∂y2
F1,1(y1, y2, t, θ), (A.57)
for θ ≥ 0 and t < θ takes the form
p1,1(y1, y2, t, θ) = p1(y1, t) δ(y2),
whereas for t ≥ θ obeys the Kolmogorov backward integral equation

























(y′1, t− t′)U (1)k2 (y
′
2, t− t′ − θ)
× p1,1(y1 − y′1, y2 − y′2, t− t′, θ) dy′1dy′2










The interpretation of Equation (A.58) is analogous to that of (A.20) and (A.47).
After taking the two-dimensional Fourier transform of the above equation with re-
spect to y1 and y2, we find that the characteristic function





eı(y1ω1+y2ω2) p1,1(y1, y2, t, θ) dy1dy2 (A.59)
satisfies the differential equation
∂ π1,1(ω1, ω2, t, θ)
∂t
= Qs (G{c2[χ1(ω1, t′), χ1(ω2, t′ − θ)]} − 1) π1,1(ω1, ω2, t, θ)
for t ≥ θ, with the initial condition
π2(ω1, ω2, t = θ, θ) = π1(ω1, θ).
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Using (A.60) the stationary cumulant generating function
γ1,1(ω1, ω2, θ) = lim
t→∞
ln[π1,1(ω1, ω2, t, θ)] (A.61)
can be obtained and takes the form
γ1,1(ω1, ω2, θ) = γ1(ω1, θ) +Qs
∫ ∞
θ
(G{c2[χ1(ω1, t), χ1(ω2, t− θ)]} − 1) dt, (A.62)
from which the cumulant of order (m,n) can be calculated as
κm,n(θ) =







As noted in the beginning of Section 3.4, the only moment of interest here is the
cross-covariance function Cov1,1(θ), defined in (3.42), which is identical to the cumulant
κ1,1(θ). Substituting (A.62) into (A.63), after similar considerations as in the case of





where µ1, the moment of the pulse, was defined in (3.31). The interpretation of this
equation is analogous to that of (A.53). The cross-covariance function of the signal has
one component: the “cross-covariance function” µ1 µ1 of two distinct pulses (doubles)
each from a different detector.
By substituting the explicit form of µ1 and performing the same simplifications as
in the case of the auto-covariance function Cov2, we obtain
Cov1,1(θ) = 2D 〈a〉2
∫ ∞
0
I1(t) I1(t− θ) dt. (A.64)
Again, the main quantity of interest is the integral Cov1,1 of the cross-covariance
function, defined in (3.44) which, after simplification, takes the form
Cov1,1 = D 〈a〉2 I21 . (A.65)
A.3.3 Three-point distribution of one detector signal
The three-point distribution of the signal of one detector, say that labeled with 1,
concerns the random variable {y1(t),y1(t − θ)},y1(t − θ − ρ)}, which is characterized
by the cumulative distribution function
F3(y1, y2, y3, t, θ, ρ) = P [y1(t) ≤ y1,y1(t− θ) ≤ y2,y1(t− θ − ρ) ≤ y3] .
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Since the procedure of calculating the moments of this distribution is a straightfor-
ward analogy of that of the two-point distribution of one signal, we shall again omit
most of the details of the derivation.
The density function, which in this case is defined as
p3(y1, y2, y3, t, θ, ρ) =
∂3 F3(y1, y2, y3, t, θ, ρ)
∂y1 ∂y2 ∂y3
(A.66)
for θ, ρ ≥ 0 and t < θ + ρ takes the form
p3(y1, y2, y3, t, θ, ρ) = p2(y1, y2, t, θ) δ(y3),
whereas for t ≥ θ + ρ it obeys the Kolmogorov backward integral equation
p3(y1, y2, y3, t, θ, ρ) = e

































3, t− t′, θ, ρ)
× p3(y1 − y′1, y2 − y′2, y3 − y′3, t− t′, θ, ρ) dy′1dy′2dy′3











2, t− t′, θ)




k is defined as
U
(3)





















× h(3)(y1,1, y2,1, y3,1, t, θ, ρ) · · ·h(3)(y1,k, y2,k, y3,k, t, θ, ρ)
× dy3,k · · · dy3,1 · dy2,k · · · dy2,1 · dy1,k · · · dy1,1.
(A.68)
The interpretation of (A.67) and (A.68) is analogous to that of (A.47) and (A.48).
After taking the two-dimensional Fourier transform of the above equation with re-
spect to y1 and y2, we find that the characteristic function








× p3(y1, y2, y3, t, θ, ρ) dy1dy2dy3.
(A.69)
satisfies the differential equation
∂
∂t
π3(ω1, ω2, ω3, t, θ, ρ) = Qs (G{c1[χ3(ω1, ω2, ω3, t, θ, ρ)]} − 1) π3(ω1, ω2, ω3, t, θ, ρ)
for t ≥ θ + ρ, with the initial condition
π3(ω1, ω2, ω3, t = θ + ρ, θ, ρ) = π2(ω1, ω2, θ + ρ, θ).
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Using (A.70) the stationary cumulant generating function
γ3(ω1, ω2, ω3, θ, ρ) = lim
t→∞
ln[π3(ω1, ω2, ω3, t, θ, ρ)] (A.71)
can be obtained and takes the form




(G{c1[χ3(ω1, ω2, ω3, t, θ, ρ)]} − 1) dt. (A.73)
from which the cumulant of order (m,n, l) can be calculated as
κm,n,l(θ, ρ) =









As noted in the beginning of Section 3.4, the only moment of interest here is the auto-
bicovariance function Cov3(θ, ρ), defined in (3.41b), which is identical to the cumulant
κ1,1,1(θ, ρ). Substituting (A.72) into (A.74), after similar considerations as in the case
of the two-point moments of one detector, we get
Cov3(θ, ρ) = S
∫ ∞
θ+ρ









µ1(t)µ1(t− θ)µ1(t− θ − ρ) dt,
where µ1, µ1,1 and µ1,1,1, the moments of the pulse, were defined in (3.31), (3.48)
and (3.51), respectively. The interpretation of this equation is analogous to that of
(A.53). The auto-bicovariance function of the signal has three components: the “auto-
bicovariance function” µ1,1,1 of one pulse (single), the “cross-bicovariance function”
µ1 µ1,1 of two distinct pulses (doubles) and the “cross-bicovariance function” µ1 µ1 µ1
of three distinct pulses (triples).
By substituting the explicit forms of µ1, µ1,1 and µ1,1,1 and performing the same
simplifications as in the case of the auto-covariance function Cov2, we obtain
Cov3(θ, ρ) = S 〈a3〉
∫ ∞
0




[I1(t) I1,1(t− θ, t− θ − ρ)




I1(t) I1(t− θ) I1(t− θ − ρ) dt.
(A.75)
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Again, the main quantity of interest is the integral Cov3 of the cross-covariance
function, defined in (3.45). Using similar considerations as in the case of Cov3, one can



















The integrals in the second term cannot be simplified in a similar manner. A possible
explanation is that while the first and last terms represent a “pure auto-bicovariance”
and “pure cross-bicovariance”, the second term represents a “mix of auto- and cross-
covariances” which is not invariant to a time shift (such a mixed term could not exist






























I1(t− θ − ρ) I1,1(t, t− θ) dtdθdρ, (A.76c)





S 〈a3〉+ 2D 〈a〉〈a2〉(ξA + ξB + ξC) + 6T 〈a〉3
]
I31 . (A.77)
A.3.4 Three-point distribution of three detector signals
The three-point distribution of the signal of three detectors, those labeled with
1, 2 and 3, concerns the random variable {y1(t),y2(t − θ)},y3(t − θ − ρ)}, which is
characterized by the cumulative distribution function
F1,1,1(y1, y2, y3, t, θ, ρ) = P [y1(t) ≤ y1,y2(t− θ) ≤ y2,y3(t− θ − ρ) ≤ y3] .
Since the derivation of the moments of this distribution is a straightforward exten-
sion of that of the two-point distribution of two signals and three-point distribution of
three signals, we shall only provide the final results.
The cross-bicovariance function of three signals, defined in (3.43), takes the form
Cov1,1,1(θ, ρ) = 6T
∫ ∞
θ+ρ
µ1(t)µ1(t− θ)µ1(t− θ − ρ) dt
or, by substituting the explicit form of µ1 from (3.31):
Cov1,1,1(θ, ρ) = 6T 〈a〉3
∫ ∞
0
I1(t) I1(t− θ) I1(t− θ − ρ) dt. (A.78)
The integral Cov1,1,1 of this function, defined in (3.45), reads as
Cov1,1,1 = T 〈a〉3 I31 . (A.79)
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Calculation of the time delay
distribution
B.1 Example of a realistic time delay and detector
pulse shape
The quantities ξ1,1, ξ1,2 and ξ1,1,1, defined by (3.33), are analogous to the gate factors
of traditional multiplicity counting. They play a role similar to the gate factors fd and
ft of the traditional multiplicity counting, and this analogy will be supported with some
qualitative and quantitative investigations below. It is seen that, unlike in the theory
of traditional multiplicity counting, these appear more straightforward from the theory.
For any given detector pulse shape f(t) and amplitude distribution w(a), and known
time delay distribution u(τ), the defining integrals can be calculated either analytically
or numerically. The difficulty lies in the knowledge of the latter, whose determination
requires further derivations. Similarly to traditional multiplicity counting, the time
delay function, which is the basis of the gate factors, is not solely a property of the
detector, but also of the experimental set-up, and, unlike in traditional multiplicity
counting, a function of the (unknown) sample properties. For an illustration, in the next
subsection, the time delay distribution will be calculated for the case of fast neutron
detection from an item, where the only reason of the random detection time is the
random velocity of the neutrons arising from a sample emitting neutrons with a given
energy spectrum.
B.2 Time delay distribution: general
It is now a relevant question to ask into which of the above categories the realistic
time delays and detector pulse shapes will fall. The pulse shape widths of fission
chambers depend on the type and manufacture of the detector, and vary with the
gas pressure and detector geometries. The pulses are rather short, in general in the
range of some tens of ns. Regarding the fluctuations in the detection times, we shall
make an estimate based on the assumption that both neutron emission and detection
is instantaneous (after that the neutrons hit the detector), but neutrons from the item
will travel with different speeds due to the energy spectrum of source neutrons. The
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different speed will lead to different arrival times. To take an example (neglecting
relativistic effects), it takes about 13 ns for a 5 MeV neutron to travel a distance of
40 cm, whereas the same time for a 2 MeV neutron is 20.4 ns, the difference being less
than 8 ns. This is very much on the same scale as the detector pulse width, hence the
gate factors should be reasonably large.
In the continuation we shall assume that the neutrons are emitted from the sam-
ple with a given energy spectrum, and derive a general formula for the arrival time
distribution corresponding to the given energy spectrum. In reality, the source event
is a spontaneous fission, with a characteristic energy spectrum, whereas the neutrons
generated in the internal multiplication before leaving the sample will have a different
spectrum, corresponding to induced fission in the same material. However, we shall ne-
glect this spectral difference. It will also be assumed that the energies of the neutrons
from a fission event are independent of each other, and hence the corresponding arrival
time distributions will also be independent (as it was assumed in the previous parts of
the paper).
Before actually employing the concrete energy spectrum f(E) of a given material, it
is useful to derive a general formula for the of distribution of the arrival time τ in terms
of the energy spectrum. The task is simply the calculation of the distribution of the
function of a continuous random variable with a given distribution. This calculation is
expedited if we notice that both variables have a positive support, i.e. the accessible
values of E and τ satisfy the following conditions:
0 < E <∞ and 0 < τ <∞, (B.1)
as well as that there is a strictly monotonic relationship between E and τ . Then, we
can use the fact that if there exists a function g such that
τ = g(E), (B.2)
furthermore g
1. is monotonic;
2. is continuously differentiable;
3. has a non-zero derivative everywhere,
then the distribution u(τ) can be expressed from the relationships1
u(τ)dτ = f(E)dE (B.3)
and hence
u(τ) = f(E) |dE/dτ | (B.4)
where




1The formula provided here does not refer to the most general case, only when g satisfies the above
listed conditions.
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Assuming that the flight distance from the item to the detector is constant, denoted by




v2 and v =
s
τ






where m is the rest mass of the neutron. Note that in order to express the energy in
units of eV, the value of the mass should be substituted by m = m′/c2, where m′ is the
mass in units of eV/c2 and c is the speed of light. Using these expressions, one obtains
the relationship











With this last expression, the density function of the time delay can be calculated for
any source spectrum given in an analytical form.
B.3 Time delay distribution: Watt spectrum
The energy distribution of fission neutrons is usually described by the Watt-spectrum,
which is parametrized by two rate parameters a and b, which also uniquely identify the


















b x) x > 0. (B.8)
If the energy x has units of eV, then a must have units of eV , whereas b must have
units of 1/eV .
Substituting (B.8) into the general expression (B.7), we obtain:



























s, τ > 0. (B.9)
Figure B.1 shows these density functions for some typical values of their parameters.
B.4 Choice of the pulse shape function
In many applications, a double exponential function normalized to a unit amplitude







t > 0, (B.10)
where β is the pulse rise time and α is the pulse fall time. In the quantitative work
in the forthcoming, we shall use such a pulse shape function. Once the pulse shape is
131
APPENDIX B. CALCULATION OF THE TIME DELAY DISTRIBUTION
















(a) The distribution of the energy of neu-
trons from spontaneous fission of different
isotopes. Watt parameter values are taken
from [25, Appendix H.].




















(b) The distribution of the travelling time of
neutrons originating from the spontaneous
fission of Pu240 for different travelling dis-
tances.
Figure B.1







2 (α + β)C2
I3 =
2 (α− β)3
3 (2α + β) (α + 2β)C3
. (B.11)












B.5 Calculation of the gate factors
With the above choice of the detector pulse shape and the calculated distribution
of time delay, everything is given to calculate the gate factors ξi,j,k of Eq. (3.33). In
view of the involved form of the integrand functions, especially the time delay function
(B.9), an analytical calculation is not possible. Instead, these integrals were evaluated
numerically. For a fixed source and detector characteristics, the dependence of the
values of the ξ factors on the source-detector distance was investigated. Since according
to Fig. B.1, the neutron spectrum (and hence, the travelling time density) is similar for
the different spontaneously fissioning isotopes, we choose the Pu240 for this calculation,
due to its practical relevance. As for the detector characteristics, we chose α = 20 ns
and β = 5 ns as scale parameters in the pulse shape function (B.10), which is a typical
value for fission chambers and results in an approximate pulse width of 100 ns [93].
The results are shown in Figure B.2. It is seen that the gate factors remain rea-
sonably high up to a distance of 1 m between the source and the detector, although
for this case ξ1,1,1 is already down to about 0.1. Together with other deteriorating cir-
cumstances not accounted for here, such as the finite detection emission and detection
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time, in practice, a distance of a couple of tens centimetres appears to be a maximum
when the method is applicable in its present form.














Figure B.2: The values of the ξ factors at different source-detector distances ranging
from 0.1 m to 10 m.
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