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Abstract
To enhance the eﬃciency of regression parameter estimation by modeling the correla-
tion structure of correlated binary error terms in quantile regression with repeated mea-
surements, we propose a Gaussian pseudolikelihood approach for estimating correlation
parameters and selecting the most appropriate working correlation matrix simultaneously.
The induced smoothing method is applied to estimate the covariance of the regression pa-
rameter estimates, which can bypass density estimation of the errors. Extensive numerical
studies indicate that the proposed method performs well in selecting an accurate corre-
lation structure and improving regression parameter estimation eﬃciency. The proposed
method is further illustrated by analyzing a dental dataset.
Keywords: Gaussian estimation; Induced smoothing method; Pseudolikelihood; Re-
peated measurements; Working covariance matrix.
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1 Introduction
One characteristic of longitudinal data is that the measurements collected from the same
subject are correlated (Diggle et al., 2002). To account for the correlations, Liang and Zeger
(1986) developed the well-known generalized estimating equations (GEE) approach by
incorporating a working correlation matrix. The GEE approach assures consistency of re-
gression parameter estimators even when the correlation structure is misspeciﬁed. Widely
used correlation structures include exchangeable, MA(1), and AR(1).
Quantile regression has also become a powerful alternative technique for analyzing
repeated measurements, partly due to its ﬂexibility and ability to describe the entire con-
ditional distribution of a response variable (Koenker and D’Orey, 1987; Koenker, 2005).
However, modeling the correlation in quantile regression for repeated measurements is
challenging. A naive approach is to simply assume an independence working model
(Chen et al., 2004; Yin and Cai, 2005; Wang and Zhu, 2011). This approach is simple
and has some desirable properties but it may result in a great eﬃciency loss of parame-
ter estimators when a high correlation exists (Tang and Leng, 2011; Fu and Wang, 2012;
Leng and Zhang, 2014).
To improve the parameter estimates in quantile regression for repeated measurements,
Jung (1996) introduced the quasi-likelihood method for median regression, which re-
quires specifying and estimating a correlation matrix. Koenker (2004) considered a ran-
dom eﬀects model and carried out statistical inferences based on penalized L1-statistics.
Tang and Leng (2011) proposed a novel approach to incorporate the within-subject corre-
lation. However, this approach requires specifying the conditional mean model. Fu and Wang
(2012) presented a combination of between-subject and within-subject estimating func-
tions under an exchangeable correlation structure assumption. Leng and Zhang (2014)
combined sets of estimating functions based on distinct working correlation matric by the
quadratic inference function method to produce more eﬃcient estimates. However, the
parameter estimates derived from combined estimating functions are not guaranteed to
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perform as well as those derived from estimating equations with an accurate correlation
structure (Westgate, 2014).
White (1961) and Crowder (1985) introduced the Gaussian estimation procedure
which uses the Gaussian likelihood without assuming that the data are normally dis-
tributed. This method has good properties and has been investigated for mean regression
with longitudinal data (Crowder, 2001; Wang and Zhao, 2007; Carey and Wang, 2011;
Zhang and Paul, 2013). In this paper, we utilize the Gaussian pseudolikelihood approach
to simultaneously estimate correlation parameters and select a working correlation struc-
ture for the correlated binary error terms in quantile regression with repeated measure-
ments. This is achieved by estimating parameters and calculating the corresponding
Gaussian pseudolikelihood for all the plausible candidate working correlation models. If
one model is dominant based on the Gaussian pseudolikelihood criterion, the correlation
structure and parameter estimates obtained from this procedure can probably be trusted
for presentation. The proposed method is easy to implement. As demonstrated by the
extensive simulation studies, the selected correlation structure by the proposed method is
closest to the true structure in the sense that the corresponding estimates have the small-
est mean squared errors. Furthermore, the induced smoothing method (Brown and Wang,
2005) is used to estimate the asymptotic covariance matrix of regression parameter es-
timates, which bypasses density function estimation of the errors and greatly reduces
computational costs arising from other intensive resampling methods.
The rest of the paper is organized as follows: Section 2 presents the Gaussian pseu-
dolikelihood approach. Extensive numerical studies are carried out in Section 3. Section
4 illustrates the use of the proposed method using a dental dataset. Section 5 presents
conclusions.
2
2 Gaussian pseudolikelihood approach
Suppose that yi = (yi1, . . . , yini)
T are measurements collected at times (ti1, . . . , tini) for
the ith subject, where i = 1, . . . , m. Let Xi = (xi1, . . . , xini)
T be the corresponding
covariate vector, where xik is a p× 1 vector. Assume that the 100τth percentile of yik is
xTikβτ , that is Qτ (yik|xik) = xTikβτ , where βτ is an unknown parametric vector. Suppose
that measurements from diﬀerent subjects are independent, and those from the same
subject are dependent. Let ik = yik − xTikβτ , which is a continuous error term satisfying
p(ik ≤ 0) = τ and with an unspeciﬁed density function fik(·). What is of interest is to
ﬁnd an eﬃcient estimate of βτ for a particular τ .
Under an independence working model assumption, we can estimate βτ by minimizing
the following objective function
Lτ (β) =
m∑
i=1
ni∑
k=1
ρτ (yik − xTikβ), (1)
where ρτ (u) = u[τ − I(u ≤ 0)], and I(·) is an indicator function (Koenker and Bassett,
1978). Koenker and D’Orey (1987) developed an eﬃcient algorithm to optimize Lτ (β),
which is available in the statistical software R (package quantreg).
2.1 Gaussian estimation
Deﬁne Zik = I(yik ≤ xTikβ) and let Zi = (Zi1, . . . , Zini)T, hence Zi is a correlated binary
vector. Deﬁne μi = E(Zi) = (μi1, . . . , μini)
T. The variance of Zik is μik(1 − μik). Deﬁne
Ai = diag(μi1(1− μi1), . . . , μini(1− μini)). Suppose that Vi = A1/2i Ri(α)A1/2i is a working
covariance matrix and α is a q-dimension parameter vector. The working Gaussian log-
likelihood for (Z1, . . . , Zm) is
l(α, β) = −1
2
m∑
i=1
[
log(|2πVi|) + (Zi − μi)TV −1i (Zi − μi)
]
.
The score function for correlation parameter α has the lth component
∂l(α, β)
∂αl
=
1
2
tr
{
m∑
i=1
[V −1i (Zi − μi)(Zi − μi)T − Ini ]V −1i
∂Vi
∂αl
}
.
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When Vi is appropriately speciﬁed, the score functions are unbiased. However, when
Vi is misspeciﬁed, the unbiasedness is not satisﬁed because bias always exists when the
parameter is used in a wrong family.
The regression parameter β can be estimated by the following estimating functions
m∑
i=1
XTi ΛiA
−1/2
i R
−1
i (α)A
−1/2
i ψi(β), (2)
where Λi = diag(fi1(0), . . . , fini(0)), Ai = diag(τ(1 − τ), . . . , τ(1 − τ)), and ψi(β) =
(I(yi1 ≤ xTi1β)− τ, . . . , I(yini ≤ xTiniβ)− τ)T. Although it is possible to estimate fik(0) if
some conditions for the error distributions are imposed, we will not pursue this further
and will simply assume fik(0) is a constant. Then (2) is simpliﬁed to
UG(β) =
m∑
i=1
XTi A
−1/2
i R
−1
i (α)A
−1/2
i ψi(β).
The score function for α can be re-expressed as
QG(αl) =
m∑
i=1
tr
{
∂R−1i (α)
∂αl
[
A
−/2
i ψi(β)(A
−/2
i ψi(β))
T − Ri(α)
]}
. (3)
Assume that βˆ is the resulting estimator by solving UG(β) = 0. Under some regularity
conditions, βˆ is a consistent estimator of β and
√
m(βˆ − β) → N(0,Σ) (Fu and Wang,
2012), where
Σ = lim
m→+∞
mD−1(β)Cov(UG(β)){D−1(β)}T,
where D(β) =
∑m
i=1X
T
i A
−1/2
i R
−1
i A
−1/2
i ΛiXi.
2.2 Working correlation structure selection
Appropriate speciﬁcation of Ri(α) can improve the estimation eﬃciency. Carey and Wang
(2011) proposed a Gaussian pseudolikelihood criterion to select a working covariance
model for marginal mean regression models. In this subsection, we adapt the Gaussian
pseudolikelihood criterion for the purpose of selecting a working correlation structure
in marginal quantile regression. We substitute the pseudolikelihood Gaussian likelihood
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for the parametric likelihood in the Akaike information criterion (AIC) and Bayesian
information criterion (BIC) and obtain modiﬁed versions of AIC and BIC:
GAIC = −2l(αˆ, βˆ) + 2(p+ q),
GBIC = −2l(αˆ, βˆ) + 2 log(m)(p + q).
For a given set of correlation structures, we obtain the estimates of α and β after choosing
our ﬁnal correlation structure corresponding to the minimum value of GAIC or GBIC.
It can be proven that E[l(α, β)] reaches the maximum value when Vw takes the true
correlation matrix. The proof is given in the Appendix. Note that there is a subtle
diﬀerence between the traditional AIC/BIC and the GAIC/GBIC proposed here – the
traditional AIC/BIC requires the likelihood function to be correct while the GAIC/GBIC
does not.
2.3 Covariance matrix estimation
In this section, we use the induced smoothing method (Brown and Wang, 2005) to esti-
mate Σ, which can bypass density estimation of the errors. Assume Z ∼ N(0, Ip) and
approximate βˆ by β + Γ1/2Z. The induced smoothing estimating functions of UG(β) can
be naturally deﬁned as
U˜G(β) = EZ [UG(β + Γ
1/2Z)] =
m∑
i=1
XTi V
−1
i
⎛
⎜⎜⎝
1− Φ(yi1−xTi1β
ri1
)− τ
...
1− Φ(yini−x
T
ini
β
rini
)− τ
⎞
⎟⎟⎠ ,
where Φ(·) is the standard normal cumulative distributed function and rik = (xTikΓxik)1/2,
k = 1, . . . , ni. Under some regularity conditions, m
−1/2[U˜G(β)−UG(β)] = op(1). Because
U˜G(β) are smoothing functions of β, thus ∂U˜G(β)/∂β can be easily calculated. Deﬁne
D˜(β) =
∂U˜G(β)
∂β
=
m∑
i=1
XTi V
−1
i Λ˜iXi,
where Λ˜i is a diagonal matrix with the kth diagonal element r
−1
ik φ((yik − xTikβ)/rik) and
can be treated as an approximation of D(β). Estimator β˜ derived from U˜G(β) and its
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covariance matrix can be obtained by iteration. The estimation algorithm for β, α, and
the covariance matrix can be summarized as the following stepwise procedures:
Step 1. Initialization: β˜0 is obtained from (1) using the rq function in the quantreg
package in R programm. Set αˆ0 = 0 and Γ0 = m−1Ip.
Step 2. Obtain ψi(β˜
k−1) using β˜k−1; minimize l(β˜k−1, α) to obtain αˆk and thereby Ri(αˆk).
Step 3. Update β˜k and Γ˜k by
β˜k = β˜k−1 + {−D˜(β˜k−1,Γk−1)}−1U˜G(αˆk−1, β˜k−1,Γk−1),
Γk = D˜−1(β˜k,Γk−1)Cov{U˜G(αˆk−1, β˜k)}{D˜−1(β˜k,Γk−1)}T,
where Cov(U˜G(β)) =
∑m
i=1X
T
i A
−1/2
i R
−1
i A
−1/2
i ψ˜i(β)ψ˜
T(β)A
−1/2
i R
−1
i A
−1/2
i Xi.
Step 4. Repeat steps (2) and (3) until convergency.
The ﬁnal values of β˜ and Γ will be taken as the smoothed estimators of β and its co-
variance matrix, respectively. Under some regularity conditions,
√
m(β˜ − β) → N(0,Σ)
(Fu and Wang, 2012).
3 Simulation studies
To gauge the performance of the proposed method, we carry out extensive numerical
studies in this section. The dependent variable is generated from the following linear
model:
yik = xik1β1 + xik2β2 + ik, k = 1, . . . , 5, i = 1, . . . , 100.
In the simulations, both β1 and β2 are assumed to be 1. The covariates xik1 is randomly
generated from a uniform distribution of U(0, 1) and xik2 is fromN(0, 1). Let ik = qτ+ηik,
where qτ is a shift to ensure p(ik ≤ 0) = τ . Five diﬀerent cases of ηi = (ηi1, . . . , ηi5)T are
considered:
Case (1): Independence models Assume that ηi1, . . . , ηi5 are independent identically dis-
tributed and four diﬀerent distributions are considered: N(0, 1), a Student’s t-distribution
with three degrees of freedom (t3), a lognormal distribution, and heteroscedastic errors
6
0.25(1 + |xik2|)N(0, 1).
Case (2): Correlated normal distribution Assume that ηi follows a multivariate normal
distribution MVN(0, R(ρ)). The correlation structure of R(ρ) is one of three: exchange-
able, MA(1), and AR(1).
Case (3): Correlated Student’s t-distribution We assume that ηi follows a multivariate
Student’s t-distribution T3(0, R(ρ)). The same three correlation structures for R(ρ) as in
Case (2) are considered.
Case (4): Correlated lognormal distributions Assume that ηi ∼ lnMVN(0, R(ρ)). The
same three correlation structures for R(ρ) as in Case (2) are considered.
Case (5): Correlated heteroscedastic errors Assume that ηik = 0.25(1+ |xik2|)eik, where
(ei1, . . . , ein) ∼ N(0, R(ρ)). The same three correlation structures for R(ρ) as in Case (2)
are considered.
Recall that we use the Gaussian pseudolikelihood approach to estimate the correlation
structure of the binary vector Zi = (I(i1 ≤ 0), . . . , I(i5 ≤ 0))T , which is induced by the
correlations among the disturbance term i = (i1, . . . , i5)
T in the data-generating process.
However, the correlation structure of Zi may not be the same as that of i, and a complex
relationship may exist. We discuss this relationship below for each correlated case.
Denote αkl as the correlation coeﬃcient of Zik and Zil. We have the general correlation
equation
αkl =
Fikl(F
−1
ik (τ), F
−1
il (τ))− τ 2
τ(1− τ) , for any k, l and k = l, (4)
where Fikl is the joint cumulative distribution function of ik and il, and F
−1
ik is the quan-
tile function of the marginal distribution of ik, Fik. In Case (2) where i ∼ MVN(−Φ−1(τ), R(ρkl))
with ρkl being the correlation coeﬃcient of ik and il, equation (4) becomes
αkl =
Φ2(Φ
−1(τ),Φ−1(τ); ρkl)− τ 2
τ(1 − τ) ,
where Φ2(·, ·, ρkl) denotes the standardized bivariate normal distribution with correlation
coeﬃcient ρkl. When the correlation structure of i is independence, that is ρkl = 0,
we have αkl = 0, indicating an independence correlation structure for Zi. When the
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correlation structure of i is exchangeable or MA(1), the correlation structure of Zi is
also exchangeable or MA(1) with the correlation value depending on τ . For example, for
an exchangeable correlation structure with ρ = 0.5 for i, the corresponding correlation
for Zi , α, equals 0.333 and 0.308 at τ = 0.5 and 0.75, respectively. However, when the
correlation matrix of i is AR(1) with a parameter ρ, the correlation matrix of Zi is no
longer AR(1) and depends on ρ as a function of an intractable double integral.
In Case (3) where i ∼ T3(0, R(ρ)), we have
αkl =
T3(t
−1
3 (τ), t
−1
3 (τ); ρkl)− τ 2
(τ − τ 2) ,
where T3 is a bivariate Student’s t-distribution with three degrees of freedom and t
−1
3 is the
quantile function of a univariate Student’s t-distribution with three degrees of freedom.
When ρkl = 0, αkl is a constant denoted by α. The value of α depends on τ and may
not be zero. For example, we have α = 0 for τ = 0.5 and α = 0.041 for τ = 0.25.
As in the multivariate normal case, an exchangeable correlation structure of i yields
an exchangeable correlation structure for Zi. However, Zi may not preserve the same
correlation structure when that of i is MA(1) and values of τ are not equal to 0.5. When
the correlation matrix of i is AR(1), the correlation matrix of Zi is no longer AR(1). For
Cases (4) and (5), the relationship between the correlation structures of i and Zi is the
same as that in Case (2).
We conduct a simulation study with 1000 independent realizations at τ = 0.5 and
0.75 for all the cases. For exchangeable and AR(1) correlation structures, the values of
ρ = 0.5 and ρ = 0.7 are used. For the MA(1) correlation structure, the values of ρ = 0.5
and ρ = 0.3 are used. Besides exchangeable, MA(1), and AR(1) correlation structures, a
stationary structure for R(ρ) is also considered, in which each descending diagonal from
left to right is constant. For the stationary structure, the values of ρ = (0.5, 0.5, 0.3, 0.3)
and ρ = (0.5, 0.35, 0.3, 0.1) are considered. All computations are performed using R
version 3.02. Multivariate Gaussian and Student’s t random variables are generated using
the mvtnorm library. The simulation results are presented in Tables 1-9.
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As we can see, in the presence of correlations, estimates obtained from weighted esti-
mating equations have smaller mean squared errors than those derived from the indepen-
dence working model, even when the working correlation structure is misspeciﬁed. The
means squared errors increase as the correlation parameter increases, as one might expect,
because the data become less informative when correlation is stronger. Furthermore, the
estimating functions with an appropriate correlation structure perform best. When the
true correlation structure is included in the pool of candidates, such as independence,
exchangeable, and MA(1), both GAIC and GBIC are very powerful in selecting the true
correlation structure. Speciﬁcally, when the true correlation structure is exchangeable,
the proposed criteria demonstrate a detect rate of approximately 99%. The detection
rates of both criteria are higher at τ = 0.5 than τ = 0.75 for all the cases and increase as
the correlation parameter increases. When the true correlation structure is not included
in the competing pool of candidates, such as when the correlation structure of R(ρ) is
AR(1) or stationary, the detection rates of the proposed criteria seem to vary depending
on the correlation parameter, as shown by the simulation results for stationary correlation
structures (see Tables 8-9). They tend to select a structure that is closely approximate
to the true structure, and the corresponding estimates have smaller mean squared errors.
When the true correlation structure is independence, the GBIC performs better than the
GAIC. Note that expect the independence model (q = 0), all the candidate models with
the same q = 1 have the same penalty term involving (p+q) , and hence GAIC and GBIC
perform similarly in many cases. becomes the same across all the models. We have now
made it clear in the text
In the simulation studies, we also compare the proposed estimator with the estima-
tor βˆC proposed by Fu and Wang (2012). When the correlation structure of R(ρ) is
exchangeable, the estimator βˆEX selected by the proposed criteria is comparable with
βˆC . However, when the correlation structure of R(ρ) is AR(1) or MA(1), the estimator
selected by the proposed criteria is more eﬀective than βˆC , that is because βˆC is based on
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the exchangeable correlation structure assumption.
4 Analysis of dental data
Potthoﬀ and Roy (1964) presented a set of growth data for 11 girls and 16 boys. For
each subject, the distance in millimeters from the center of the pituitary gland to the
pteryomaxillary ﬁssure was measured every two years at ages 8, 10, 12, and 14. None of
the data are missing, therefore, the data are balanced data. What is of interest, is the
relation between the recorded distance and age. Figures 1-2 indicate that the distance
is linearly related to age. Furthermore, the boys’ distances were larger than those of
the girls at the same age. Five possible outliers are present (see Figure 2). The mean
regression is sensitive to extreme values, we therefore consider a robust quantile regression
at τ = 0.25, 0.5, and 0.75,
Qτ (yik) = β0 + β1Gi + β2Ageik + β3Gi ∗ Ageik,
where yik is the distance for the ith subject at time k, Ageik is the age, and Gi takes -1 for
girls and 1 for boys. Parameters β0 and β1 denote the intercept and slope of the average
growth curve for the entire group. Parameters β1 and β3 denote the deviations from this
average intercept and slope for the group of girls and the group of boys, respectively.
Therefore, the intercept and slope of the average growth curve for girls are indicated by
β0 − β1 and β2 − β3, respectively. Equivalently, the intercept and slope of the average
growth curve for boys are given by β0 + β1 and β2 + β3, respectively.
The parameter estimates and their standard errors are presented in Table 10. The
results indicate that β2 is signiﬁcant at τ = 0.25, 0.5, and 0.75, which indicates that there
is a linear relationship between distance and age. Parameter β1 is not signiﬁcant, which
indicates that, on average, neither girls nor boys diﬀered signiﬁcantly with respect to
their initial dental distance. The parameter estimate of β3 is positive and signiﬁcant at
τ = 0.25 but not signiﬁcant at τ = 0.5 and 0.75, which indicates that boys with low
distances (bottom 25%) increased faster over time than girls at τ = 0.25, and there is no
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signiﬁcant diﬀerence between boys’ and girls’ distance increment at τ = 0.5 and 0.75. The
proposed criteria have the lowest values when the correlation structure is exchangeable
at τ = 0.25 and 0.75. However, the proposed criteria reach the minimum values when
the correlation structure is AR(1) at τ = 0.5. This indicates that kids in the top or
bottom 25% have more steady correlations over time (hence exchangeable is appropriate)
but correlations at the medium decay fast over time, which makes the AR(1) model
appropriate. These plausible explanations need to be tested on a much larger dataset to
be convincing.
5 Conclusion
For quantile regression with repeated measurements, Jung (1996) proposed weighted es-
timating functions that include a working correlation matrix. Therefore, a suit of esti-
mating equations can be constructed based on diﬀerent working correlation structures.
Although methods exist that can optimally combine these estimating equations, and
therefore increase or maintain estimation eﬃciency relative to these estimating equations
(Leung et al., 2009; Leng and Zhang, 2014). However, due to the additional estimation
variability and computational burdens arising when combining these estimating equations,
the combination is not guaranteed to perform as well as the derived estimating equations
with an accurate working correlation structure (Westgate, 2014). We have now proposed
the Gaussian pseudolikelihood method to estimate correlation parameters. Furthermore,
we propose two criteria based on the resulting likelihood for selection of a working cor-
relation structure. The criteria appear to be a reasonable technique for steering analysts
from misspeciﬁed working correlation structures.
In this paper, we only used the Gaussian pseudolikelihood criterion to select a working
correlation matrix. We will investigate the performance of this criterion in the selection
of variance functions in future work.
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Appendix
Suppose that we have a candidate modelM1 and the true modelMT with the log-likelihood
functions l(β∗, Vw(α)) and l(β∗, VT (α∗)), respectively. A well known measure of separation
between two models is given by the Kullback-Leibler information. The Kullback-Leibler
information between M1 and MT is
D(VT , Vw) = EMT (2l(β∗, VT (α∗)))− EMT (2l(β∗, Vw(α))).
Because
EMT [2l(β∗, VT (α∗))] = − log(2π)
m∑
i=1
ni −
m∑
i=1
[
log |VT |+ tr(V −1T VT )
]
= − log(2π)
m∑
i=1
ni −
m∑
i=1
[log |VT |+ tr(Ini)] ;
EMT [−2l(β∗, Vw(α))] = log(2π)
m∑
i=1
ni +
m∑
i=1
[
log |Vw|+ tr(V −1w VT )
]
= log(2π)
m∑
i=1
ni +
m∑
i=1
[− log |V −1w |+ tr(V −1w VT )]
= log(2π)
m∑
i=1
ni +
m∑
i=1
[− log |V −1w VT |+ tr(V −1w VT ) + log |VT |]
Assume that λ1, . . . , λp are the eigenvalues of V
−1
w VT , we have
EMT [2l(β∗, VT (α∗))]−EMT [2l(β∗, Vw(α))] =
m∑
i=1
[− log |V −1w VT |+ tr(V −1w VT )]− m∑
i=1
ni
=
m∑
i=1
[
− log(
ni∏
k=1
λk) +
ni∑
k=1
λk
]
−
m∑
i=1
ni
=
m∑
i=1
[
−
ni∑
k=1
log λk +
ni∑
k=1
λk
]
−
m∑
i=1
ni.
It is easy to prove that if and only if λ1 = . . . = λni = 1, D(θ, θ∗, Vw) reaches the global
minimum. According to singular value decomposition theorem, there exists an orthogonal
matrix P satisfying
V −1w VT (V
−1
w VT )
T = Pdiag(λ21, . . . , λ
2
ni
)PT,
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that is,
V −1w V
2
T V
−1
w = Pdiag(λ
2
1, . . . , λ
2
ni
)PT.
When λ1 = . . . = λni = 1, we have
V −1w V
2
T V
−1
w = PP
T = Ini,
thus V 2T = V
2
w . Because VT and Vw are positive deﬁnite matrices, therefore Vw = VT , which
indicates that −EMT (2l(β∗, Vw(α))) ≥ −EMT (2l(β∗, VT (α∗))). Therefore, the expected
Gaussian ‘working’ likelihood reaches its maximum at the true covariance matrix.
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Table 1: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR, and
βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and MA(1)
correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for Case (1).
Frequencies of the correlation structure identiﬁed using GAIC and GBIC criteria.
True correlation structure is independence
N(0, 1)
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.223 -0.239 -0.242 -0.242 -0.224 -0.180 -0.181 -0.173 -0.173 -0.920
Mse 0.949 0.947 0.950 0.950 0.957 1.086 1.092 1.087 1.086 1.111
β2 Bias 0.074 0.067 0.069 0.068 0.065 -0.388 -0.371 -0.371 -0.371 -0.335
Mse 0.272 0.273 0.271 0.271 0.280 0.325 0.325 0.326 0.326 0.329
GAIC 745 131 61 63 — 646 182 89 83 —
GBIC 938 31 18 13 — 870 68 27 35 —
t3
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.338 0.354 0.329 0.332 0.298 0.542 0.496 0.496 0.499 -0.216
Mse 1.062 1.060 1.064 1.063 1.080 1.606 1.607 1.604 1.605 1.608
β2 Bias -0.501 -0.511 -0.509 -0.506 -0.533 0.238 0.274 0.254 0.255 0.232
Mse 0.345 0.349 0.348 0.347 0.349 0.502 0.507 0.505 0.505 0.513
GAIC 702 143 67 88 — 683 160 68 89 —
GBIC 922 41 20 17 — 868 74 26 32 —
lnN(0, 1)
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 1.306 1.347 1.331 1.336 1.410 3.505 3.562 3.556 3.552 2.285
Mse 0.933 0.944 0.932 0.932 0.966 4.245 4.262 4.275 4.277 4.231
β2 Bias 0.073 0.069 0.070 0.072 0.083 0.170 0.204 0.183 0.183 0.092
Mse 0.287 0.292 0.292 0.292 0.302 1.235 1.240 1.239 1.240 1.238
GAIC 691 152 77 80 — 639 197 78 86 —
GBIC 927 39 21 13 — 863 79 31 27 —
0.25(1 + |xik2|)N(0, 1)
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.193 0.191 0.197 0.197 0.168 0.233 0.254 0.247 0.247 -0.017
Mse 0.141 0.141 0.141 0.141 0.142 0.176 0.177 0.178 0.178 0.180
β2 Bias 0.178 0.185 0.182 0.184 0.178 0.065 0.042 0.055 0.055 0.030
Mse 0.105 0.104 0.104 0.104 0.107 0.125 0.125 0.126 0.126 0.126
GAIC 730 139 57 74 — 600 180 104 116 —
GBIC 932 38 9 21 — 829 72 48 51 —
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Table 2: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR, and
βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and MA(1)
correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the exchange-
able correlation structure with the correlation coeﬃcient ρ = 0.5 of error terms. Frequencies of
the correlation structure identiﬁed using GAIC and GBIC criteria.
Structure of R(ρ) is exchangeable ρ = 0.5
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.269 0.475 0.325 0.273 0.452 0.280 -0.098 -0.027 0.044 -1.474
Mse 1.845 1.372 1.495 1.611 1.382 2.051 1.549 1.727 1.821 1.589
β2 Bias 0.245 0.239 0.224 0.233 0.186 0.002 0.107 0.068 0.050 0.061
Mse 0.303 0.225 0.250 0.260 0.228 0.334 0.257 0.280 0.289 0.263
GAIC 0 992 8 0 — 0 971 28 1 —
GBIC 0 992 8 0 — 0 971 28 1 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.349 -0.240 -0.211 -0.260 -0.225 1.024 0.567 0.598 0.694 -1.211
Mse 2.273 1.677 1.867 1.980 1.689 3.426 2.502 2.721 2.937 2.552
β2 Bias -0.332 -0.218 -0.233 -0.250 -0.221 0.374 0.313 0.323 0.368 0.331
Mse 0.316 0.256 0.280 0.287 0.262 0.489 0.366 0.409 0.422 0.371
GAIC 0 998 2 0 — 0 984 15 1 —
GBIC 0 998 2 0 — 0 984 15 1 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 1.704 1.400 1.528 1.586 1.538 2.776 1.880 2.001 2.144 -0.465
Mse 1.930 1.421 1.602 1.708 1.449 8.151 6.418 6.835 7.229 6.402
β2 Bias 0.136 0.086 0.105 0.123 0.061 0.394 0.130 0.233 0.286 0.131
Mse 0.308 0.230 0.256 0.267 0.229 1.164 0.933 1.025 1.058 0.927
GAIC 0 993 7 0 — 0 973 25 2 —
GBIC 0 993 7 0 — 0 973 25 2 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.073 0.018 0.039 0.057 0.010 0.167 0.192 0.105 0.102 -0.401
Mse 0.294 0.227 0.245 0.259 0.226 0.328 0.256 0.281 0.293 0.263
β2 Bias -0.110 -0.119 -0.101 -0.100 -0.129 0.051 0.006 -0.022 -0.001 0.031
Mse 0.103 0.078 0.089 0.092 0.080 0.130 0.097 0.111 0.115 0.099
GAIC 0 998 2 0 — 0 982 18 0 —
GBIC 0 998 2 0 — 0 982 18 0 —
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Table 3: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR, and
βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and MA(1)
correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the exchange-
able correlation structure of with the correlation coeﬃcient ρ = 0.7 error terms. Frequencies of
the correlation structure identiﬁed using GAIC and GBIC criteria.
Correlation structure of R(ρ) is exchangeable ρ = 0.7
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.210 -0.429 -0.673 -0.478 -0.475 -0.263 0.194 -0.010 -0.322 -1.201
Mse 2.157 1.279 1.484 1.731 1.293 2.827 1.568 1.866 2.264 1.628
β2 Bias 0.058 -0.002 -0.146 0.142 -0.004 -0.163 -0.100 -0.138 -0.157 -0.135
Mse 0.269 0.154 0.182 0.203 0.155 0.335 0.203 0.234 0.256 0.201
GAIC 0 1000 0 0 — 0 991 9 0 —
GBIC 0 1000 0 0 — 0 991 9 0 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.185 -0.223 -0.225 -0.221 -0.258 1.253 0.893 0.838 0.821 -0.548
Mse 2.837 1.516 1.821 2.217 1.548 3.925 2.307 2.688 3.104 2.375
β2 Bias -0.229 -0.077 -0.156 -0.202 -0.090 -0.010 -0.055 -0.027 -0.022 -0.076
Mse 0.317 0.195 0.231 0.248 0.201 0.509 0.304 0.348 0.382 0.307
GAIC 0 998 2 0 — 0 992 8 0 —
GBIC 0 998 2 0 — 0 992 8 0 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 2.059 1.320 1.372 1.551 1.420 6.546 4.732 5.045 5.346 2.329
Mse 2.498 1.306 1.578 1.904 1.345 10.449 6.892 7.544 8.449 6.780
β2 Bias -0.117 0.003 -0.097 -0.135 0.006 -0.263 -0.423 -0.576 -0.443 -0.429
Mse 0.300 0.175 0.202 0.229 0.177 1.298 0.751 0.880 0.970 0.759
GAIC 0 999 1 0 — 0 991 9 0 —
GBIC 0 999 1 0 — 0 991 9 0 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.089 -0.065 -0.029 0.027 -0.069 0.407 0.340 0.357 0.349 -0.169
Mse 0.348 0.209 0.237 0.277 0.212 0.438 0.270 0.311 0.357 0.275
β2 Bias -0.003 -0.054 -0.064 -0.037 -0.033 0.082 0.016 0.012 0.040 0.028
Mse 0.116 0.070 0.081 0.090 0.071 0.129 0.078 0.092 0.102 0.080
GAIC 0 1000 0 0 — 0 992 8 0 —
GBIC 0 1000 0 0 — 0 992 8 0 —
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Table 4: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR, and
βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and MA(1)
correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the MA(1)
correlation structure the with correlation coeﬃcient ρ = 0.3 of error terms. Frequencies of the
correlation structure identiﬁed using GAIC and GBIC criteria.
Correlation structure of R(ρ) is MA(1) ρ = 0.3
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.311 0.289 0.404 0.386 0.280 0.753 0.735 0.728 0.729 -0.167
Mse 1.083 1.077 1.066 1.058 1.086 1.251 1.220 1.219 1.215 1.232
β2 Bias 0.152 0.159 0.184 0.182 0.173 0.228 0.234 0.203 0.198 0.264
Mse 0.273 0.266 0.259 0.258 0.268 0.350 0.343 0.331 0.332 0.353
GAIC 5 36 344 615 — 63 72 330 535 —
GBIC 40 28 336 596 — 128 65 311 496 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.075 0.027 0.023 0.011 0.032 1.495 1.507 1.529 1.500 0.342
Mse 1.350 1.329 1.291 1.286 1.355 2.205 2.080 2.054 2.068 2.115
β2 Bias 0.021 0.017 -0.013 -0.011 0.026 0.248 0.231 0.267 0.290 0.219
Mse 0.362 0.353 0.339 0.339 0.356 0.525 0.504 0.490 0.491 0.503
GAIC 2 21 335 642 — 13 135 431 421 —
GBIC 35 19 325 621 — 46 126 422 406 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 1.424 1.295 1.255 1.273 1.264 3.331 3.424 3.370 3.319 1.927
Mse 1.205 1.168 1.150 1.146 1.176 5.474 5.368 5.255 5.244 5.391
β2 Bias 0.086 0.131 0.116 0.094 0.145 -0.617 -0.551 -0.486 -0.491 -0.542
Mse 0.269 0.258 0.247 0.246 0.261 1.338 1.311 1.269 1.273 1.308
GAIC 4 24 322 650 — 60 61 306 573 —
GBIC 29 23 317 631 — 151 49 280 520 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.239 -0.260 -0.238 -0.237 -0.281 0.137 0.158 0.173 0.167 -0.183
Mse 0.192 0.191 0.183 0.182 0.195 0.203 0.201 0.199 0.198 0.208
β2 Bias 0.037 0.026 0.007 0.007 0.031 0.062 0.046 0.023 0.021 0.035
Mse 0.106 0.104 0.099 0.098 0.106 0.122 0.120 0.115 0.115 0.121
GAIC 5 22 344 629 — 54 84 333 529 —
GBIC 32 19 339 610 — 118 76 316 490 —
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Table 5: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR, and
βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and MA(1)
correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the MA(1)
correlation structure of with the correlation coeﬃcient ρ = 0.5 of error terms. Frequencies of
the correlation structure identiﬁed using GAIC and GBIC criteria.
Structure of R(ρ) is MA(1) ρ = 0.5
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.826 0.691 0.691 0.666 0.711 0.188 0.155 0.037 0.041 -0.859
Mse 1.249 1.182 1.076 1.053 1.184 1.379 1.322 1.254 1.242 1.357
β2 Bias -0.293 -0.266 -0.270 -0.275 -0.257 0.185 0.044 0.001 0.043 0.047
Mse 0.277 0.262 0.220 0.210 0.267 0.319 0.302 0.270 0.263 0.308
GAIC 0 1 141 858 — 1 2 210 787 —
GBIC 0 1 141 858 — 1 2 210 787 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.310 -0.498 -0.361 -0.302 -0.429 1.461 1.370 1.246 1.230 0.060
Mse 1.587 1.513 1.420 1.396 1.523 2.531 2.384 2.185 2.155 2.383
β2 Bias 0.247 0.202 0.135 0.163 0.233 0.186 0.084 0.025 0.041 0.034
Mse 0.367 0.349 0.298 0.290 0.346 0.498 0.463 0.406 0.398 0.467
GAIC 0 0 137 863 — 0 3 342 655 —
GBIC 0 0 137 863 — 0 3 342 655 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 1.342 1.043 0.880 0.869 1.096 3.175 3.087 2.821 2.789 1.243
Mse 1.291 1.208 1.089 1.068 1.205 6.045 5.609 5.212 5.171 5.626
β2 Bias 0.095 0.079 0.112 0.143 0.099 -0.351 -0.248 -0.110 -0.086 -0.254
Mse 0.299 0.281 0.235 0.227 0.286 1.252 1.213 1.064 1.027 1.207
GAIC 0 0 141 859 — 1 3 230 766 —
GBIC 0 0 141 859 — 1 3 230 766 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.067 0.078 0.147 0.160 0.069 0.088 0.115 0.136 0.124 -0.280
Mse 0.194 0.188 0.178 0.173 0.193 0.238 0.227 0.217 0.216 0.233
β2 Bias -0.026 -0.004 0.021 0.031 -0.017 0.040 0.027 0.045 0.059 0.040
Mse 0.108 0.104 0.089 0.085 0.105 0.126 0.120 0.103 0.102 0.122
GAIC 0 0 131 869 — 0 8 222 770 —
GBIC 0 0 131 869 — 1 8 222 769 —
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Table 6: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR,
and βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and
MA(1) correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the
AR(1)correlation structure with the correlation coeﬃcient ρ = 0.5 of error terms. Frequencies
of the correlation structure identiﬁed using GAIC and GBIC criteria.
Correlation structure of R(ρ) is AR(1) ρ = 0.5
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.195 0.127 0.142 0.140 0.086 0.768 0.990 1.072 0.955 -0.151
Mse 1.421 1.295 1.243 1.269 1.304 1.698 1.584 1.500 1.521 1.582
β2 Bias -0.120 -0.054 -0.007 -0.052 -0.060 -0.104 -0.038 -0.029 -0.031 -0.007
Mse 0.283 0.245 0.225 0.235 0.248 0.344 0.326 0.294 0.297 0.339
GAIC 0 57 895 48 — 1 122 741 136 —
GBIC 0 57 895 48 — 3 122 739 136 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.134 0.073 0.239 0.235 0.029 1.271 0.899 0.716 0.801 -0.460
Mse 1.710 1.555 1.458 1.501 1.583 2.740 2.359 2.299 2.378 2.375
β2 Bias 0.150 0.139 0.165 0.205 0.108 0.098 0.107 0.134 0.127 0.128
Mse 0.334 0.298 0.276 0.281 0.298 0.505 0.441 0.421 0.431 0.449
GAIC 0 52 893 55 — 0 148 751 101 —
GBIC 0 52 893 55 — 0 148 751 101 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.823 0.665 0.644 0.694 0.730 3.171 3.149 3.062 2.916 1.172
Mse 1.552 1.411 1.325 1.370 1.426 6.827 6.148 5.810 5.916 6.054
β2 Bias 0.013 0.003 -0.032 -0.033 0.030 -0.154 -0.214 -0.246 -0.222 -0.225
Mse 0.259 0.230 0.215 0.222 0.229 1.354 1.203 1.087 1.109 1.200
GAIC 0 55 883 62 — 0 101 764 135 —
GBIC 0 55 883 62 — 2 101 763 134 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.015 0.019 0.001 0.011 0.036 0.317 0.262 0.257 0.269 -0.215
Mse 0.240 0.217 0.206 0.212 0.219 0.274 0.245 0.234 0.239 0.249
β2 Bias 0.008 -0.065 -0.056 -0.035 -0.072 0.084 0.079 0.075 0.068 0.092
Mse 0.104 0.094 0.085 0.087 0.095 0.127 0.116 0.107 0.108 0.118
GAIC 0 45 904 51 — 0 114 702 184 —
GBIC 0 45 904 51 — 1 113 702 184 —
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Table 7: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR, and
βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and MA(1)
correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the AR(1)
correlation structure with the correlation coeﬃcient ρ = 0.7 of error terms. Frequencies of the
correlation structure identiﬁed using GAIC and GBIC criteria.
Correlation structure of R(ρ) is AR(1) ρ = 0.7
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.063 -0.226 -0.205 -0.131 -0.280 0.537 0.669 0.664 0.507 -0.677
Mse 1.984 1.509 1.407 1.550 1.530 2.008 1.587 1.504 1.630 1.604
β2 Bias 0.298 0.358 0.333 0.365 0.350 0.403 0.308 0.116 0.138 0.286
Mse 0.289 0.206 0.189 0.209 0.210 0.359 0.271 0.232 0.252 0.270
GAIC 0 68 930 2 — 0 103 883 14 —
GBIC 0 68 930 2 — 0 103 883 14 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.303 -0.125 -0.351 -0.423 -0.135 1.800 1.242 1.216 1.352 -0.412
Mse 2.259 1.754 1.599 1.773 1.790 3.762 2.605 2.453 2.817 2.606
β2 Bias -0.156 -0.013 -0.001 -0.043 -0.043 -0.224 -0.079 -0.155 -0.178 -0.098
Mse 0.350 0.256 0.227 0.247 0.258 0.573 0.384 0.345 0.383 0.387
GAIC 0 54 943 3 — 0 150 833 17 —
GBIC 0 54 943 3 — 0 150 833 17 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 1.436 0.858 0.827 1.018 0.922 5.391 3.813 3.810 4.126 1.233
Mse 1.937 1.436 1.295 1.445 1.455 8.722 6.551 6.145 6.745 6.494
β2 Bias 0.159 0.004 0.020 0.067 0.017 -0.372 -0.346 -0.235 -0.199 -0.321
Mse 0.284 0.212 0.182 0.197 0.213 1.317 0.987 0.880 0.953 0.975
GAIC 0 55 944 1 — 0 112 873 15 —
GBIC 0 55 944 1 — 0 112 873 15 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.297 -0.201 -0.182 -0.222 -0.211 0.074 0.086 0.064 0.047 -0.466
Mse 0.335 0.248 0.229 0.262 0.250 0.373 0.275 0.258 0.286 0.281
β2 Bias 0.017 0.048 0.056 0.018 0.042 -0.027 -0.072 -0.061 -0.062 -0.075
Mse 0.111 0.080 0.072 0.080 0.081 0.126 0.093 0.083 0.091 0.093
GAIC 0 52 948 0 — 0 108 873 19 —
GBIC 0 52 948 0 — 0 108 873 19 —
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Table 8: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR, and
βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and MA(1)
correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the stationary
correlation structure with ρ = (0.5, 0.5, 0.3, 0.3) of error terms. Frequencies of the correlation
structure identiﬁed using GAIC and GBIC criteria.
Correlation structure of R(ρ) is stationary structure ρ = (0.5, 0.5, 0.3, 0.3)
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.263 -0.416 -0.402 -0.339 -0.519 0.699 0.384 0.417 0.497 -0.890
Mse 1.713 1.376 1.424 1.509 1.403 1.787 1.490 1.547 1.605 1.538
β2 Bias -0.101 -0.052 -0.082 -0.092 -0.053 -0.114 -0.075 -0.156 -0.161 -0.071
Mse 0.302 0.236 0.259 0.271 0.240 0.361 0.289 0.307 0.322 0.297
GAIC 0 857 143 0 — 1 771 222 6 —
GBIC 0 857 143 0 — 1 771 222 6 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.471 -0.299 -0.179 -0.273 -0.288 1.750 1.883 1.603 1.571 0.199
Mse 1.871 1.539 1.599 1.678 1.551 3.097 2.619 2.648 2.770 2.637
β2 Bias -0.401 -0.342 -0.342 -0.351 -0.344 -0.006 -0.043 -0.123 -0.093 -0.016
Mse 0.346 0.272 0.290 0.304 0.275 0.489 0.400 0.429 0.445 0.407
GAIC 0 869 131 0 — 0 848 147 5 —
GBIC 0 869 131 0 — 0 848 147 5 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 1.823 1.712 1.550 1.592 1.745 3.411 2.928 3.204 3.121 0.485
Mse 1.810 1.497 1.530 1.613 1.510 7.772 6.364 6.629 6.929 6.372
β2 Bias 0.043 0.061 0.039 0.039 0.089 -0.699 -0.341 -0.537 -0.621 -0.342
Mse 0.279 0.223 0.228 0.241 0.225 1.186 1.012 1.060 1.085 0.997
GAIC 0 867 133 0 — 0 782 213 5 —
GBIC 0 867 133 0 — 0 782 213 5 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.138 0.130 0.094 0.106 0.134 0.144 0.240 0.163 0.134 -0.268
Mse 0.271 0.216 0.220 0.237 0.219 0.331 0.259 0.271 0.291 0.261
β2 Bias -0.044 0.043 0.020 -0.004 0.050 -0.147 -0.131 -0.171 -0.177 -0.120
Mse 0.102 0.082 0.086 0.090 0.084 0.124 0.105 0.111 0.114 0.106
GAIC 0 879 121 0 — 0 795 197 8 —
GBIC 0 879 121 0 — 0 795 197 8 —
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Table 9: Biases×100 (Bias), mean squared errors×100 (Mse) of estimators βˆIN , βˆEX , βˆAR,
and βˆMA obtained from estimating equations with independence, exchangeable, AR(1), and
MA(1) correlation structures, respectively, and estimator βˆC by Fu and Wang (2012) for the
stationary correlation structure with ρ = (0.50, 0.35, 0.30, 0.10) of error terms. Frequencies of
the correlation structure identiﬁed using GAIC and GBIC criteria.
Correlation structure of R(ρ) is stationary structure ρ = (0.50, 0.35, 0.30, 0.10)
MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.240 -0.158 -0.186 -0.211 -0.183 0.326 0.156 0.245 0.284 -1.011
Mse 1.604 1.414 1.390 1.428 1.411 1.685 1.535 1.525 1.546 1.574
β2 Bias -0.064 -0.041 -0.023 -0.025 0.005 -0.066 -0.088 -0.114 -0.092 -0.044
Mse 0.282 0.245 0.241 0.246 0.252 0.346 0.289 0.290 0.298 0.299
GAIC 0 412 582 6 — 1 415 526 58 —
GBIC 0 412 582 6 — 2 414 526 58 —
T3(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 0.179 0.256 0.348 0.295 0.333 1.046 1.038 1.037 0.955 -0.557
Mse 1.837 1.580 1.603 1.646 1.590 2.917 2.456 2.474 2.562 2.522
β2 Bias 0.234 0.157 0.134 0.157 0.150 -0.158 0.044 -0.003 -0.079 0.060
Mse 0.357 0.297 0.296 0.305 0.298 0.524 0.431 0.427 0.441 0.438
GAIC 0 400 593 7 — 0 486 484 30 —
GBIC 0 400 593 7 — 0 486 484 30 —
lnMVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias 1.521 1.115 1.170 1.284 1.150 4.298 4.093 3.708 3.711 1.935
Mse 1.557 1.339 1.330 1.373 1.364 7.581 6.661 6.497 6.648 6.572
β2 Bias 0.006 -0.048 -0.095 -0.079 -0.021 -0.152 -0.122 -0.029 -0.090 -0.101
Mse 0.306 0.266 0.263 0.269 0.269 1.213 1.094 1.139 1.145 1.100
GAIC 0 397 593 10 — 0 421 527 52 —
GBIC 0 397 593 10 — 1 420 527 52 —
0.25(1 + |xik2|) MVN(0, R(ρ))
τ = 0.5 τ = 0.75
βˆIN βˆEX βˆAR βˆMA βˆC βˆIN βˆEX βˆAR βˆMA βˆC
β1 Bias -0.037 -0.111 -0.066 -0.043 -0.124 0.203 0.244 0.172 0.161 -0.229
Mse 0.244 0.213 0.210 0.216 0.216 0.307 0.273 0.269 0.274 0.278
β2 Bias 0.010 -0.027 -0.055 -0.045 -0.013 -0.051 -0.035 -0.008 -0.030 -0.023
Mse 0.116 0.102 0.100 0.103 0.103 0.119 0.106 0.111 0.112 0.107
GAIC 0 399 590 11 — 0 435 514 51 —
GBIC 0 399 590 11 — 0 435 514 51 —
25
Table 10: Parameter estimates (Est) and their standard errors (SE) of estimators βˆIN ,
βˆEX , βˆAR and βˆMA obtained from estimating equations with independence, exchangeable,
AR(1), and MA(1) correlation structures, respectively, and frequencies of the correlation
structure identiﬁed using GAIC and GBIC criteria for the dental dataset.
τ = 0.25
β0 β1 β2 β3 GAIC GBIC
Est (Sd) Est (Sd) Est (Sd) Est (Sd)
βˆIN 20.690 (0.299) 0.513 (0.299) 0.543 (0.063) 0.175 (0.063) -64.790 -59.606
βˆEX 20.690 (0.299) 0.513 (0.299) 0.543 (0.063) 0.175 (0.063) -69.584 -63.105
βˆAR 20.726 (0.298) 0.542 (0.298) 0.540 (0.063) 0.172 (0.063) -65.797 -59.318
βˆMA 20.718 (0.299) 0.547 (0.299) 0.541 (0.064) 0.173 (0.064) -65.189 -58.709
τ = 0.50
β0 β1 β2 β3 GAIC GBIC
Est (Sd) Est (Sd) Est (Sd) Est (Sd)
βˆIN 21.877 (0.348) 0.729 (0.348) 0.591 (0.078) 0.095 (0.078) -33.720 -28.536
βˆEX 21.877 (0.348) 0.729 (0.348) 0.591 (0.078) 0.095 (0.078) -62.332 -55.852
βˆAR 21.918 (0.306) 0.795 (0.306) 0.595 (0.081) 0.088 (0.081) -64.971 -58.492
βˆMA 21.896 (0.307) 0.803 (0.307) 0.599 (0.085) 0.078 (0.085) -56.289 -49.810
τ = 0.75
β0 β1 β2 β3 GAIC GBIC
Est (Sd) Est (Sd) Est (Sd) Est (Sd)
βˆIN 23.306 (0.561) 0.704 (0.561) 0.657 (0.094) 0.133 (0.094) -72.790 -67.606
βˆEX 23.306 (0.561) 0.704 (0.561) 0.657 (0.094) 0.133 (0.094) -107.511 -101.032
βˆAR 23.390 (0.592) 0.802 (0.592) 0.660 (0.093) 0.119 (0.093) -101.206 -94.726
βˆMA 23.344 (0.593) 0.817 (0.593) 0.660 (0.094) 0.106 (0.094) -88.079 -81.600
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Figure 1: The distance (mm) versus the measurement time (year) for boys and girls.
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Figure 2: Boxplot of distances (mm). The solid line is the median line for boys, and the
dashed line is the median line for girls.
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