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Abstract







dt+ σ dW (t), t ≥ 0,
with r ≥ 0, σ > 0, (W (t), t ≥ 0) a standard one-dimensional Brownian motion
and with a finite signed measure a. Assume that a trajectory (X(t), −r ≤ t ≤ T )
is observed up to time T > 0. In this setting the nonparametric estimation of the
weight function g is considered, where da(s) = g(s) ds is supposed to hold.
By exhibiting a close relationship with an ill-posed inverse problem, we are able
to use the Galerkin projection method for the construction of an estimator of g.
We regard an L2-risk function and prove that this Galerkin estimator converges
with the rate T−
s
2s+3 for functions g in the Sobolev space Hs([−r, 0]), s > 0. This
rate is worse than those obtained in many classical cases. However, we prove a
lower bound, stating that no estimator can attain a better rate of convergence in a
minimax sense.
For discrete time observations of maximal distance ∆, the Galerkin estimator
still attains the above asymptotic rate if ∆ is roughly of order T−1/2. In contrast,
we prove that for observation intervals ∆, with ∆ independent of T , the rate must
deteriorate significantly by providing the rate estimate T−
s
2s+6 from below.
Furthermore, we construct an adaptive estimator by applying wavelet thresh-
olding techniques to the corresponding ill-posed inverse problem. This nonlinear
estimator attains the above minimax rate even for more general classes of Besov
spaces Bsp,∞ with p > max(
6
2s+3 , 1). The restriction p ≥
6
2s+3 is shown to hold for
any estimator, hence to be inherently associated with the estimation problem.
Finally, a hypothesis test with a nonparametric alternative is constructed that
could for instance serve to decide whether a trajectory has been generated by a
stationary process with or without time delay. The test works for an L2-separation
rate between hypothesis and alternative of order T−
s
2s+2.5 . This rate is again shown
to be optimal among all conceivable tests.
For the proofs, the parameter dependence of the stationary solutions has to be
studied in detail and the mapping properties of the associated covariance operators
have to be determined exactly. Other results of general interest concern the mixing
properties of the stationary solution, a case study for exponential weight functions
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The classical research area of time series analysis is concerned with statistical in-
ference for stochastic processes evolving in discrete time. The dynamics of these
processes depend on their behaviour in the past and on some random perturba-
tions. With the development of a powerful mathematical theory and the rise of
computer power, continuous time stochastic processes gained a lot of attention in
recent years. Many models are best set up in a continuous time setting so that the
need of algorithms for similar tasks as for discrete time models arose. While the
statistical theory for some classes of Markov processes, i.e. processes, where the dy-
namics only depend on the current state of the process and on random disturbances,
is already far developed, the treatment of statistical questions for continuous time
processes that depend also on the past is only just emerging.
Stochastic delay differential equations
Deterministic continuous time processes involving some time delay are widespread.
Everybody will have experienced the problem of regulating the water temperature
of a shower. Since turning the lever needs some time to result in a changed water
temperature on the skin, we usually tend to adjust the temperature too strongly and
an oscillation between higher and lower temperature than desired is the consequence.
An easy mathematical “showering” model has been derived in Kolmanovskii and
Myshkis (1992, Sec. 1.4):
T ′(t) = −κ(T (t− h)− Td),
where T (t) denotes the water temperature at the mixer at time t, Td the desired
temperature value, h the time for the water to move from the mixer to the person’s
skin and κ > 0 is a constant modelling the reaction of the person to a wrong temper-
ature. A phlegmatic person would choose a small value of κ and an energetic person
a large value of κ. If we believe in this model, then mathematics can prove that a
well-balanced character reacts optimally, because for too small κ the temperature
adjusts only very slowly and for too large κ oscillations occur, maybe even with
increasing amplitude leading to burns and frostbite.
There are also many examples of delay equations beyond the area of control
theory. In population models the time delay is due to some pregnancy period or an
age-dependent birth and death rate. The incubation period leads to time delays in
epidemiology. The whole discussion, whether cyclic or anti-cyclic public spending
better supports a steady economic growth, is basically a question of the time lag
involved. A nice selection of continuous time models with time delay is presented
in the book of Kolmanovskii and Myshkis (1992). In the literature many different
names for the underlying equations are used: delay differential equations, functional
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differential equations, retarded differential equations, differential equations with af-
tereffect, with memory, with time lag etc.
Randomness plays a significant role, when the environment, in which the process
evolves, is too complex to be modelled deterministically. There are plenty of possi-
bilities to create differential equations involving time delay and randomness. When
the randomness in a delay differential equation is due to some driving stochastic
processes like for stochastic ordinary differential equations, then these equations
are called stochastic delay differential equations (SDDEs). First results on SDDEs
go back to Itô and Nisio (1964); the fundamental theory is presented in the mono-
graphs by Mohammed (1984) and Mao (1997). We shall here consider the so-called






dt+ σ dW (t), t ≥ 0,
X(t) = F (t), t ∈ [−r, 0].
This is a usual stochastic differential equation with a one-dimensional Brownian
motion (W (t), t ≥ 0), but involving a time delay in the drift. The drift is a mean
over the past trajectory (X(u), t − r ≤ u ≤ t) weighted by the signed measure a.
Particular cases of the drift are point delays α1X(t− r1) + · · ·+ αnX(t− rn) with
α1, . . . , αn ∈ R and r1, . . . , rn ≥ 0 or distributed delays
∫ 0
−r X(t + s)g(s)ds with a
Lebesgue-integrable function g : [−r, 0] → R. We assume σ > 0 and r ≥ 0; the case
of unbounded memory r = ∞ is not considered. In contrast to ordinary differential
equations, we have to prescribe an initial function F on the interval [−r, 0]. Precise
definitions of all the quantities involved will be given later.
The affine SDDEs form a basic class of autonomous stochastic delay differential
equations, since they generalize linear deterministic delay differential equations as
well as linear stochastic ordinary differential equations. The asymptotic behaviour
of their solution processes is well understood even for more general driving processes
than Brownian motion Mohammed and Scheutzow (1990) so that an investigation
of statistical questions is feasible. The results obtained for this prototype model
of a stochastic delay differential equation should be regarded as an indicator for
the possibilities and the problems of statistical methods for other stochastic delay
differential equations.
The estimation problem
Our goal here is the nonparametric estimation of the weight function in the case
of distributed delay. We suppose that one trajectory (X(t), −r ≤ t ≤ T ) of a solu-
tion process is observed up to time T > 0 and try to estimate the weight function
g ∈ L2([−r, 0]), where the underlying weight a satisfies da(u) = g(u)du. As usual
in nonparametric estimation theory, we shall investigate the asymptotic behaviour
of our estimator. We consider the estimator for an observation period tending to
infinity (T →∞). Another natural choice would be to consider small noise asymp-
totics (σ → 0), but in this case the influence of the initial function becomes very
important and the weight measure is not for all initial functions identifiable, e.g.
not for F = 0. The solution process X is assumed to be stationary, which is not a
severe restriction for weight measures a in the set M−, to be introduced later. For
other weight measures a the solution X is unstable in the long time limit, which is
not very suitable for long time asymptotics.
Under the assumption of a parametric family of weight measures a in the point
delay case, estimation results have been obtained by Mensch (1989), Kutoyants et al.
(1992), Gushchin and Küchler (1999), Küchler and Kutoyants (2000) and Putschke
(2001). The estimation problem is presented in the context of exponential families
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in the monograph of Küchler and Sørensen (1997). In the setting discussed above,
i.e. T → ∞ and stationarity, one obtains the usual T−1/2-consistency and LAN-
property for estimating the coefficients of the point measure a. Other parametric
results concern the case of non-stationarity or the case that the position rather than
the size of the point measure has to be estimated. The first to consider nonpara-
metric estimation for affine SDDEs was Rothkirch (1993). He recognized the link
with an ill-posed problem and derived a weakly consistent estimator. Kutoyants and
Mourid (1994) proposed a nonparametric estimator of the deterministic trajectory
for the small noise asymptotics, but did not address the problem of determining
the weight measure a from this deterministic trajectory. The analytical problem,
whether the weight measure is uniquely determined by a segment of a deterministic
trajectory, has been considered by Verduyn Lunel (2000), but the partly positive
results he obtains are non-constructive. It would be very interesting to see whether
the last two approaches can be combined to yield an estimator in the small noise
asymptotics for certain classes of initial functions.
The main results
In nonparametric statistics rates of convergence can usually only be proved for
certain compact subclasses of the function family considered. Therefore, weight
functions g that are s-times differentiable in an L2-sense, that is g is in the Sobolev
space Hs([−r, 0]), are considered for s > 0. Choosing as the loss function the norm
in L2([−r, 0]), we study for estimators ĝ the uniform risk
sup
‖g‖Hs≤S, v0(g)≤−δ
Eg[‖ĝ − g‖2L2 ]1/2
over weight functions that are bounded in Hs-norm by some constant S > 0 and
satisfy some later specified uniform stationarity assumption v0(g) ≤ −δ < 0. The
symbol Eg denotes the expected value under the law of the stationary solution cor-
responding to the weight function g. The first main result is that the minimax rate
of convergence for this risk is T−
s
2s+3 as T tends to infinity. This means that no esti-
mator can attain a better rate and that we can construct an estimator with exactly
this rate of convergence. In this sense, our proposed estimator is rate-optimal. This
estimator is easy to implement numerically by the Galerkin projection method.
It is further proved that this so-called Galerkin estimator still attains this opti-
mal rate, when the trajectory is only observed at discrete times of maximal distance
∆ and the distance ∆ is roughly of order T−1/2 for T → ∞. On the other hand,
for equispaced observations of distance ∆, independent of T , it is shown that the
rate cannot be better than T−
s
2s+6 , a significant deterioration. The Galerkin esti-
mator also exhibits a certain robustness with respect to the misspecification that
the underlying true weight measure does not possess an L2-density.
Inspired from classical nonparametric estimation theory, we show that the rate
T−
s
2s+3 even holds for a larger subclass of weight functions when nonlinear methods
are applied. By using a wavelet thresholding estimator we prove that this rate up
to logarithmic factors is attainable for weight functions in the Besov space Bsp,∞
for p > max( 62s+3 , 1). This means that s derivatives in an L
p-sense suffice even for
certain values of p < 2. On the other hand, the restriction p ≥ 62s+3 necessarily holds
for any estimator in a minimax-sense, which follows from a corresponding risk lower
bound. Moreover, the wavelet thresholding estimator is adaptive and also works for
Lq-loss functions for q 6= 2. The only drawback is that its numerical calculation
requires more effort than for the Galerkin estimator.
Finally, the problem of hypothesis testing with a nonparametric alternative is
treated. The hypothesis is that a certain weight measure a0, which is a linear com-
bination of a measure with Lebesgue density and a point measure at the boundary
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points −r and 0, is the true parameter. The alternative consists of all weight mea-
sures of similar linear combinations with s-regular density, which have a generalized
L2-distance ρ > 0 from a0. For prescribed errors of the first and of the second kind
we ask for the minimal value of ρ such that a test satisfies these error bounds. It
turns out that in a similar minimax sense as above the best achievable rate for
ρ = ρ(T ) is T−
s
2s+2.5 as T tends to infinity. This is better than the rate obtained
from just using an estimator to derive the test statistics. The proposed test is con-
structive and easy to implement. For instance, it could be used to test whether some
observed data comes from an Ornstein-Uhlenbeck process without delay or rather
from an affine SDDE with proper delay.
All these results are new and somewhat surprising, because for many classical
problems in nonparametric statistics like density estimation, regression or signal
detection the minimax rates are better, i.e. T−
s
2s+1 for estimation and T−
s
2s+0.5 for
testing, see e.g. Ibragimov and Khas’minskii (1981), Härdle et al. (1998) and Ingster
(1993a). Observe the formal similarity of our estimation problem with the problem
of estimating the drift function of a one-dimensional ergodic diffusion. Also in this
case the better rate T−
s
2s+1 is obtained, consult Hoffmann (1999) for estimation
results for diffusions. The reason why even the best estimator cannot attain this
rate for the estimation of the weight function is due to the fact that the estimation
problem is closely related to an ill-posed inverse problem. Heuristically, this may be
explained by the fact that an integral over the weight function enters into the drift
so that some sort of differentiation must be applied to recover the weight function.
During the course of the proofs, it is however rather recommendable to keep a
Gaussian signal plus noise model in mind: For a known covariance operator Q on
L2([−r, 0]) and centred Gaussian noise Γ on L2([−r, 0]) with covariance operator Q
the goal is to estimate the function g ∈ L2([−r, 0]) from the observation of
Qg + T−1/2Γ, T > 0.
In the framework of Nussbaum and Pereverzev (1999), the covariance operator
Q will be shown to have a degree of ill-posedness α = 2 and the noise to have





2s+3 for T →∞.
Several different fields of mathematics are used for the derivation of the re-
sults. The analytical tools range from the theory of linear delay equations and
abstract functional analysis via complex and Fourier analysis to function spaces
and wavelets. The probabilistic methods rely on the theory of stochastic differential
equations, Gaussian processes and Gaussian measures on Banach spaces. Results
on the Galerkin scheme of numerical analysis are fundamental for the Galerkin
estimator. The lower bound proofs for the minimax risk, the wavelet thresholding
estimator and the results for the test follow mainly standard nonparametric statisti-
cal methods. The semigroup description of delay equations is only touched, because
everything can be presented rather explicitly.
Some topics seem to be of general interest in the different fields. As far as
we know, the Galerkin method with errors in the operator has until now been
studied abstractly without any “real world” application in mind, which we provide.
The stationary solutions of affine SDDEs form a subclass of stationary Gaussian
processes, which have laws that are locally equivalent to the Wiener measure. From
the highly developed theory of Gaussian processes even improvements of results for
deterministic delay equations follow (cf. Remark 3). The methods of nonparametric
statistics and those for ill-posed inverse problems are mostly designed for operators
and for noise which satisfy very idealized conditions, so that it is remarkable that
the methods can also be applied to less ideal situations. A beautiful example of the
interplay between analysis and stochastics is given by the derivation of properties of
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the covariance operators: The injectivity follows from stochastic arguments using a
change of measure, while the range is determined analytically by Fredholm theory.
Thus, from the perspective of abstract mathematics nice applications of the theory
and links between different branches are the delightful parts, while from an applied
point of view the model assumptions are still rather idealized, but provide a reference
for the investigation of more complicated models.
A general guideline
To grasp the main ideas, we shall now indicate the interdependency between the re-
sults, presented in the different sections. In order to derive uniform risk estimates,
the dependence of the affine SDDE on the weight measure has to be described
precisely (Sections 2.1, 2.3). The covariance operator Qa corresponding to the sta-
tionary solution of the affine SDDE with weight measure a is studied on the space
of L2-functions (Sections 3.1, 3.2). The two main quantities for the estimation, the
functions qT and bT are introduced and shown to converge to the covariance func-
tion qa and a function ba, respectively, in some Hölder space-norm with a rate T−1/2
for T → ∞ (Chapter 4). From the relation ba = Qa(a) the idea to use Q−1T bT as
an estimator is derived, where QT is the integral operator with kernel qT . Due to
the illposedness of the covariance operator Qa, the problem has to be regularised
by solving it in some finite dimensional space Vn, using the Galerkin projection
method. The results for the classical Galerkin method are adapted to the case of
perturbations of the operator and then applied to yield the announced results for
the Galerkin estimator (Chapter 5).
The investigation of the wavelet thresholding operator (Section 7.1) relies heavily
on the mapping properties of the covariance operator with respect to the scale of
Besov spaces (Section 3.3). The main idea is to smooth bT adaptively and to invert
the operator equation afterwards. For the construction of the test (Sections 8.1,
8.2) the only new prerequisite is the β-mixing property of the stationary solution
(Section 2.3), which is used for the estimates of some covariance terms. This mixing
property is also of interest on its own. All the lower bound proofs for continuous
time observations (Sections 6.1, 7.2, 8.3) rely on the likelihood ratio, which turns
out to be a rather delicate object (Section 2.2).
Further results on affine SDDEs, which may stand on their own, concern the
set of measures that admit stationary solutions, in particular topological properties
of this set (Section 2.1) and its shape for a two-parameter family of exponential
weight functions (Section 2.4), and the relationship between affine SDDEs and au-
toregressive schemes (Section 2.5). This last result supports the view of stochastic
delay differential equations as continuous time analogues of time series models. We
conclude by an outlook on some open problems and on variations of the model
assumptions (Chapter 9).
Only the results that have not been known before have been listed and will be
proved. Of course, the proofs sometimes follow ideas by other authors, to which
then always credit is given. Whenever it was possible, results for general weight
measures have been proved even if it had sufficed to consider absolutely continuous
weight measures, in order to facilitate subsequent work on this subject. Some parts
of Sections 2.1-2.3 and the appendix on function spaces and wavelets are written in
a more colloquial style, when well-known results from the literature are discussed.
The numbering always starts with the number of the chapter and of the section,
the regularly used symbols are listed after this introduction.
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Notation
The notation follows the usual conventions, nevertheless the general mathematical
symbols that will be used are gathered in the first table. The notation of the different
function spaces is presented in the second table (cf. also the appendix). The third
table summarizes some frequently used quantities from the text.
General symbols
A := B A is defined by B
[a, b], (a, b) closed, open interval from a to b
N, N0, Z {1, 2, . . .}, {0, 1, . . .}, {0,+1,−1,+2,−2, . . .}
R, R+, R−, C (−∞,∞), [0,∞), (−∞, 0], complex numbers
Re(z), Im(z), z̄ real part, imaginary part, complex conjugate of z ∈ C
bxc largest integer smaller or equal to x ∈ R
dxe smallest integer larger or equal to x ∈ R
a ∨ b, a ∧ b maximum, minimum of a and b
a b, a ≈ b a is much smaller than, approximately equal to b
|x| modulus of x ∈ R or Euclidean norm of x ∈ Rd
|S|, S a set cardinality of S
A ⊂ B A is contained in B or A = B
∂S, S ⊂ C boundary of S in C
span(v, w, . . .) the subspace spanned by v, w, . . .
U + V , U ⊕ V the sum, the direct sum (U ∩ V = {0}) of U and V
dimV , codimV linear dimension, codimension of V
ranT , kerT range and kernel of the operator T
Id identity operator or matrix
det(M) determinant of M
‖T‖, ‖T‖X→Y operator norm of T : X → Y
‖T‖HS Hilbert-Schmidt norm of T
• multiplication sign
f(•), g(•1, •2) the functions x 7→ f(x), (x1, x2) 7→ g(x1, x2)
supp(f) support of the function or distribution f
f |S function f restricted to the set S
f ′, f ′′, f (m) first, second, m-fold (weak) derivative of f
f ′(a+) derivative of f at a to the right
1S indicator function of the set S
f̂ , F(f) f̂(ξ) = F(f)(ξ) =
∫
R f(t)e
−iξtdt or estimator f̂ of f





cos, sin, cosh, sinh (hyperbolic) trigonometric functions
P, E, Var, Cov probability, expected value, variance and covariance
Eg, Varg, Covg as before with respect to the probability measure Pg
L(X), X ∼ P the law of X, L(X) = P
σ(Zi, i ∈ I) σ-algebra generated by (Zi)i∈I
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δx Dirac measure at x
A . B A = O(B), i.e. ∃ c > 0∀p : A(p) ≤ cB(p) (p parameter)
A & B B . A
A ∼ B A . B and B . A
Function spaces and norms




Hs(I) L2-Sobolev space of regularity s on I
‖•‖s norm in Hs
Bsp,α(I) Besov space on I
‖•‖s,p,α norm in Bsp,α or in Wsp,α
〈•1, •2〉, ‖•‖ scalar product in L2 or dual pairing, L2-norm
C(I) = C0(I) {f : I → R | f continuous}
CC(I) {f : I → C | f continuous}
‖f‖∞ supx|f(x)|
Cα(I), 0 < α < 1 α-Hölder continuous functions for 0 < α < 1
Cs(I), s = m+ α functions f with f (i) ∈ Cα, ∀ i ≤ m ∈ N; 0 ≤ α < 1
Cm,1(I) functions f ∈ Cm(I) with f (m) Lipschitz continuous
D(R+) Skorohod space on R+
H2 Hardy space of holomorphic functions in the upper half plane
M(I) space of finite signed measures on I




W (t) standard one-dimensional Brownian motion at time t
X(t), X(a)(t) solution process to SDDE (with weight a) at time t
(Ft); FXT filtration for (W (t), t ≥ 0); σ(X(t), 0 ≤ t ≤ T )
a, g weight measure, weight function of SDDE
r length of memory in SDDE
χ, χa characteristic function of delay equation (with weight a)
v0, v0(a) largest real part of zeros of χ, χa
M− = M−([−r, 0]) {µ ∈M([−r, 0]) | v0(µ) < 0}
M(R, δ) {µ ∈M([−r, 0]) | ‖µ‖TV ≤ R, v0(µ) ≤ −δ}
M(s, S, δ) {f ∈ Hs([−r, 0]) | ‖f‖s ≤ S, v0(f) ≤ −δ}
M(s, p, S, δ) {µ ∈ Wsp,∞ | ‖µ‖s,p,∞ ≤ S, v0(µ) ≤ −δ}
µn




f dµ ∀ f ∈ C




∼= Bsp,α([−r, 0])⊕ span(δ−r, δ0)
q, qa (auto-)covariance function of SDDE (with weight a)
Q, Qa covariance operator on [−r, 0] with kernel q, qa
Q covariance matrix q((i− j)∆)0≤i,j≤N
qT , QT qT (u, v) =
∫ T
0
X(t+ u)X(t+ v) dt, integral operator




ŷT adaptive estimate of Qaa
q̂T , Q̂T estimate of qa based on ŷT , integral operator
âT adaptive estimator of a ∈ Wsp,∞
Vn approximation space
Pn L
2-orthogonal projection on Vn
ĝT,n Galerkin estimator of g
λ, |λ| multi-index λ = (j, k), |λ| = j
ψ, ψjk, ψλ wavelet, ψλ(x) = ψjk(x) = 2j/2ψ(2jx− k)
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ΛT (X(1), X(2)) Radon-Nikodym derivative
L(X(1))
L(X(2))
on C([0, T ])
H0 = {a0} test hypothesis consisting of the weight a0
Kρ test alternative separated from H0 by a ball of radius ρ




The results of this chapter on stochastic delay differential equations
prepare the grounds for the subsequent statistical applications. We start
with a brief review of the deterministic theory of linear autonomous de-
lay equations. For future estimation purposes it is shown that in the
right topology the characteristic functions depend continuously on the
weights. Moreover, the set of weights yielding exponentially stable so-
lutions is an open subset in the space of signed measures. Basic facts
about affine SDDEs are contained in the second section, in particular
an expression for the Radon-Nikodym derivative or likelihood function
is presented. In the fundamental third section on stationary solutions,
results on the existence of stationary solutions and on their spectral den-
sity are used to investigate the mixing properties of these solutions and
the parameter dependence of the covariance functions. As an example,
SDDEs with an exponential weight function are considered in the fourth
section. In this case the region of stability and the covariance function
can be determined quite explicitly. In the last section it is shown that the
stationary solution of an affine SDDE can be approximated in the Skoro-
hod topology by piecewise constant stationary autoregressive processes.
This supports the view of affine SDDEs as continuous time analogues of
autoregressive schemes.
2.1 The deterministic linear theory
The theory of deterministic delay equations that are linear, autonomous and have
a bounded memory is well understood. The notions and results without proof that
are presented in this section can be found for instance in Chapter 7 of Hale and
Verduyn Lunel (1993) and Chapters I-IV of Diekmann et al. (1995), to which we
refer for exact statements and proofs. The only deviation from the classical termi-
nology will be the (equivalent) use of finite signed measures instead of normalized
bounded variation (NBV) functions. New deterministic results mainly concern the
parameter dependence of certain quantities, which is vital for the establishment of
minimax results in the subsequent statistical applications.
Let a ∈M([−r, 0]) be a signed measure (“the weight”) on [−r, 0] with finite total
variation norm ‖a‖TV for r ∈ [0,∞) (“the length of memory”) and let F : [−r, 0] →
R be a deterministic initial function. If not stated differently, we shall henceforth
assume r > 0 to avoid trivialities. Then a deterministic, one-dimensional, linear and
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x(t+ s) da(s), t ≥ 0, (2.1.1)
x(t) = F (t), t ∈ [−r, 0].
By
∫ 0
−r we always mean the integral over the closed interval [−r, 0] . Mostly, F is
assumed to be continuous, i.e. F ∈ C([−r, 0]). Then, by the Riesz representation
theorem, the differential equation (2.1.1) is the general form of an autonomous
first order equation where the derivative x′(t) is a continuous linear functional of
the function segment (x(t + s), s ∈ [−r, 0]) regarded as an element of C([−r, 0]).
The dynamics of x may be described by saying that the growth at time t equals a
weighted mean of the values between t− r and t. The case a = αδ0 corresponds to
the ordinary differential equation x′(t) = αx(t).
It is possible to construct a fundamental solution and a characteristic equation
for (2.1.1) which are of the same importance in the representation and analysis of
solutions as in the case of ordinary differential equations.
Definition 1. A function x0 that is absolutely continuous on [0,∞) and solves
(2.1.1) in a weak sense with initial values x0(0) = 1 and x0(t) = 0 for t ∈ [−r, 0) is
called fundamental solution of (2.1.1).
The function χ : C → C defined by




is called characteristic function associated to equation (2.1.1) or just to the weight
a. We set
v0 := v0(a) := sup {Re(λ) |χa(λ) = 0}. (2.1.3)
The set of all a ∈M([−r, 0]) with v0(a) < 0 will be denoted by M−([−r, 0]) or just
M−. Its elements will be called M−-weights. Furthermore, for R > 0, δ ∈ R we set
M(R, δ) := {a ∈M([−r, 0]) | ‖a‖TV ≤ R, v0(a) ≤ −δ}. (2.1.4)
A standard result is that a solution x ∈ C([0,∞)) to (2.1.1) with continuous
initial function F exists and is unique. Existence and uniqueness of the fundamental
solution x0 also holds true. Furthermore, such a solution x satisfies





x0(t+ s− u)F (u) du da(s), t ≥ 0. (2.1.5)
The set {λ ∈ C | Re(λ) ≥ β, χ(λ) = 0} is finite for all β ∈ R due to the
holomorphy of χ and to the estimate
|χ(λ)| ≥ |λ| − ‖a‖TV e|β|r > 0, for Re(λ) ≥ β, |λ| > ‖a‖TV e|β|r. (2.1.6)
Consequently, the value v0(a) is always finite and not larger than ‖a‖TV . If χ(λ) = 0
holds for some λ ∈ C, then Re(eλt) and Im(eλt) are solutions of the delay equation
(2.1.1) on the whole real line. For all continuous initial functions F the asymptotic
growth of x(t) for t→∞ can be estimated by
|x(t)| . evt, t ≥ 0, (2.1.7)
for any v > v0, i.e. there is a constant C = C(v, F ) with |x(t)| ≤ Cevt for all
t ≥ 0. Thus, if a is an M−-weight, then the solutions of (2.1.1) converge to zero







|x(s)|‖a‖TV . evt, t ≥ 0. (2.1.8)
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for all λ ∈ C with Re(λ) > v0. (2.1.9)
Example 1. The linear ordinary differential equation x′(t) = αx(t) with initial
condition x(0) = F (0) is a particular instance of a “delay equation” in the above
sense with r = 0 and a = αδ0. Its fundamental solution is x0(t) = eαt and its
characteristic function is χ(λ) = λ − α with v0 = α. In this case, (2.1.5), (2.1.7)
and (2.1.9) can easily be checked. We shall frequently refer to this degenerate case
because then the subsequent calculations will always be explicit.
Since the characteristic function is nonlinear, the set M−([−r, 0]) is difficult to
determine (cf. Section 2.4), but there are at least some simple conditions on a for
v0(a) < 0 and v0(a) > 0.
Lemma 1.
1. If −a ∈ M([−r, 0]) is a positive measure with ‖a‖TV = −a([−r, 0]) ∈ (0, π2r ),
then v0(a) < 0 holds.
2. For weights a with a([−r, 0]) > 0 always v0(a) > 0 holds.
Proof.
1. Let us consider x, y ∈ R with χa(x+iy) = 0. By looking at real and imaginary








Suppose x ≥ 0. Then from the second identity the inequality
|y| ≤ ‖ex• sin(y•)‖∞‖a‖TV < π2r
follows. Inserting this into the first identity shows that the integrand there is
strictly positive, thus the contradiction x < 0 follows.
2. For a([−r, 0]) > 0 the characteristic function χa has always a positive real
root due to
χa(0) = −a([−r, 0]) < 0 and χa(x) ≥ x− ‖a‖TV →∞ for x→∞.
The bound π2r for the first result is sharp as the example a = −
π
2r δ−r with
χa(± π2r i) = 0 shows Küchler and Mensch (1992, Cor. 2.9). One can show that if the
negative feedback induced by a is too strong, then oscillations with exponentially
growing amplitude may occur. The second result states that in the mean positive
weights always allow for exploding solutions.
It will turn out that the right topology to consider on M([−r, 0]) is the weak*
topology in functional analytic language or the weak topology in probabilistic terms.
We shall henceforth use the second terminology. For signed measures this topology
is not metrizable, though the relative topology on the (norm) unit ball is metriz-
able owing to the separability of C([−r, 0]) Rudin (1991, Thm. 3.16). Moreover,
any ball in M([−r, 0]) is weakly compact by the Banach-Alaoglu theorem Rudin
(1991, Thm. 3.15) and any weakly convergent sequence is norm bounded by the
uniform boundedness principle Rudin (1991, Thm. 2.5). Compactness will prove to
be essential so that we shall only deal with weakly converging sequences and not
with nets or filters.
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Definition 2. We say that a sequence (an)n∈N ⊂ M([−r, 0]) converges weakly to








f(s) da(s) for all f ∈ C([−r, 0])
holds, and write an
w→ a. If an
w→ a implies f(an) → f(a) for some function f with
values in a metric space, we say that f is weakly continuous, instead of using the
more precise attribute weakly sequentially continuous.
We prove a lemma about the convergence of characteristic functions and show
two topological properties of the set M−. Two-dimensional sections of M− already
reveal a complicated geometric structure, in particular M− is not convex and its
boundary is not differentiable (see Diekmann et al. (1995, Chap. 11) and the forth-
coming Figures 2.4.2 and 2.4.3 on the pages 30 and 31).
Lemma 2. If a sequence (an) ⊂ M([−r, 0]) converges weakly to a ∈ M([−r, 0]),
then the characteristic functions χan converge uniformly on compact sets to the
characteristic function χa.
Proof. Let K ⊂ C be compact. The convergence an
w→ a implies χan(z) → χa(z)
pointwise for all z ∈ C. Setting for f ∈ CC([−r, 0]), the space of C-valued continuous




f d(an − a),
we obtain χan(λ) − χa(λ) = ln(eλ), eλ(t) := eλt. Now observe that the family







holds so that F is equicontinuous and the Arzelà-Ascoli theorem Rudin (1991, Thm.
A5) applies. Set S := supn‖an−a‖TV , which is finite by the argument given before
Definition 2. Suppose that there exists an ε > 0 and a sequence (λn)n ⊂ K with
|ln(eλn)| > ε for all n, i.e. that ln does not converge uniformly to zero on F . We can
then assume that eλn → f holds for some f ∈ CC([−r, 0]) by passing to a convergent
subsequence. However, weak convergence then implies for n→∞
|ln(eλn)| ≤ |ln(eλn − f)|+ |ln(f)| ≤ S‖eλn − f‖∞ + |ln(f)| → 0,
which contradicts the assumption. Therefore, ln converges to zero uniformly on F
and hence χan converges to χa uniformly on K.
Theorem 1.
1. The set M−([−r, 0]) is pathwise connected in total variation norm.
2. Weak convergence of (an) ⊂ M([−r, 0]) to a ∈ M([−r, 0]) implies v0(an) →
v0(a).
3. M−([−r, 0]) is a weakly sequentially open subset of M([−r, 0]), which means
that for a ∈M− and an
w→ a the weights an lie in M−([−r, 0]) for sufficiently
large values of n.
Proof.
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1. The key for proving connectedness is the following translation relation:
χa(λ+ τ) = λ+ τ −
∫ 0
−r
eλseτsda(s) = χaτ (λ), λ ∈ C, τ ∈ R,
with daτ (s) = −τdδ0(s) + eτsda(s). The mapping τ 7→ aτ is obviously norm
continuous. Given an M−-weight a, we shall construct a path to the M−-
weight −Aδ0 for any given A > ‖a‖TV . Then two given measures can be
connected via −Aδ0 for A large enough.
Let a be a measure in M− and A > ‖a‖TV . For τ ≥ 0 the measures aτ remain
in M− by the translation relation. Therefore a = a0 and aA are connected
in M−. Now consider the path h 7→ ch from −Aδ0 to aA with dch(s) =
−Adδ0(s)+heAsda(s) and h ∈ [0, 1]. This path is again norm continuous and
for Re(λ) ≥ 0 the estimate (2.1.6) yields
|χch(λ)| ≥ |λ+A| − ‖ch +Aδ0‖TV ≥ A− ‖a‖TV > 0.
Hence, there is a norm continuous path between aA and −Aδ0 which lies
completely in M− and the first statement has been proved.
2. Let Hρ := {λ ∈ C | Re(λ) > ρ} be a left-bounded half plane and for µ ∈
M([−r, 0]) let N(µ, ρ) be the number of zeros of χµ in Hρ counted according
to their multiplicity. For the second statement it suffices to show that N(an, ρ)
equals N(a, ρ) for a dense set of real values ρ and n = n(ρ) sufficiently large,
since then N(an, v0(a) + ε) = 0 and N(an, v0(a)− ε) ≥ 1 holds for any ε > 0
and large n.
Choose S > supn‖an‖TV and ρ ∈ R such that no zero of χa has real part ρ.
Since χa has only countably many zeros, the set of admissible values of ρ is
dense in R. We consider the region
R := {λ ∈ Hρ | |λ| > Se|ρ|r}.
By the estimate (2.1.6) we infer that there are no zeros of an or of a in the
closure of R. Since Hρ \R is a semi circle, the argument principle of complex










if the integrand is finite Ahlfors (1979, Thm. 20). Because χan → χa holds
uniformly in any compact neighbourhood of ∂(Hρ \ R) by Lemma 2, it is
known from complex analysis that the integrand converges uniformly Ahlfors
(1979, Thm. 13) and hence N(an, ρ) eventually equals N(a, ρ) for n→∞.
3. This is just the preceding statement applied to a ∈M−, i.e. v0(a) < 0.
Remarks 1.
• Since the norm topology is stronger than the weak topology on M([−r, 0]), the
set M− is also pathwise connected in the weak topology and ‖an − a‖TV → 0
also implies χan → χa uniformly on compact sets. In particular, M− is an
open connected subset of M([−r, 0]) in the norm topology.
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• The second statement of the theorem can easily be generalized. Suppose an
w→ a
holds and D is a domain, which is bounded to the left, has sufficiently smooth
boundary and no zeros of χa on the boundary. Then the number of zeros of
χan on D eventually, i.e. for large values of n, equals the number of zeros of
a. The proof is achieved by applying the argument principle to χan on the set
D \R with R as in the preceding proof. This property does not hold any more
for general unbounded domains; for instance, χδ−r has infinitely many zeros
in C for r > 0, whereas χδ0 has exactly one (“the zeros disappear at −∞ as r
tends to zero”).
Corollary 1. For any R > 0 and δ ∈ R the set of weights M(R, δ), defined in
(2.1.4), is weakly compact in M([−r, 0]).
Proof. As stated before Definition 2, the ball {a | ‖a‖TV ≤ R} is weakly compact
and metrizable. Theorem 1 then shows that a 7→ v0(a) is weakly continuous on this
ball, whence M(R, δ) is a weakly closed subset of the weakly compact ball and thus
itself weakly compact.
2.2 The solution of an affine SDDE
Inhomogeneous linear or affine stochastic delay differential equations (affine SD-
DEs) result from the perturbation of a deterministic linear equation by additive
white noise. More precisely, assume that (Wt, t ≥ 0) is a standard one-dimensional
Brownian motion on a filtered probability space (Ω,F, (Ft)t≥0,P) and that the filtra-
tion (Ft) satisfies the usual conditions, concerning right-continuity and P-negligible
sets Karatzas and Shreve (1991, Def. 2.25). Given an F0-measurable and P-almost







dt+ dW (t), t ≥ 0, (2.2.10)
X(t) = F (t), t ∈ [−r, 0]
has a unique strong solution X = (X(t), t ≥ −r) in C([−r,∞)). Following Mao
(1997), a process X on (Ω,F,P) is called a strong solution if X is a.s.-continuous,
(Ft)-adapted, satisfies X(t) = F (t) for t ∈ [−r, 0] and





X(t+ s) da(s) dt+W (t), ∀ t ≥ 0.
The solution is called unique if any other solutionX ′ is indistinguishable fromX, i.e.
satisfies P(X(t) = X ′(t), ∀t ≥ 0) = 1. The existence and uniqueness result follows
from Mao (1997, Thm. 5.2.2), because the linear drift functional and the constant
diffusion coefficient both satisfy the uniform Lipschitz and the linear growth condi-
tion. If E[‖F‖p∞] < ∞ holds for p ≥ 2, then the solution process also has uniform







<∞ for all T ≥ 0. (2.2.11)
Several remarks seem to be in order. Note that the drift functional is measur-
able and non-anticipative so that X belongs to the class of Itô processes, but it is
not a diffusion type process unless F is σ(X(0))-measurable Liptser and Shiryaev
(2001, Chap. 4.2). It is not a Markov process if the trivial case supp(a) ⊂ {0} is
excluded; however, it may be lifted to a Markov process with state space C([−r, 0])
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as presented in Mohammed (1984, Chapters III-IV). Unfortunately, the transition
semigroup on Cucb(C([−r, 0])), the uniformly continuous and bounded functions on
C([−r, 0]), is only weakly continuous and the weak generator has to be determined
on this rather complicated space.
The space transformation Y (t) := σX(t), σ > 0, transforms (2.2.10) to the
same equation in terms of Y , but with diffusion coefficient σ. Therefore and since
the diffusion coefficient can be exactly determined from a continuous observation
of a trajectory, σ = 1 will be assumed throughout this work. Mean inverting drift
terms of the form
∫ 0
−r X(t+ s)da(s) +m with m ∈ R can also be reduced to m = 0
in the case a([−r, 0]) 6= 0 by regarding X̃(t) = X(t) + a([−r, 0])−1m. By a time
transformation one could even assume r = 1, but leaving r in a general form will
not complicate the expressions.
As in the deterministic case, a variation of constants formula yields a represen-
tation of X(t) for t ≥ 0 in terms of the fundamental solution x0, the initial function
F and a stochastic integral with respect to W Mohammed et al. (1986):





x0(t+s−u)F (u) du da(s)+
∫ t
0
x0(t−s) dW (s). (2.2.12)
Since x0 is absolutely continuous for t ≥ 0, it suffices to interpret the stochastic
integral in the Wiener sense, i.e. as being defined by partial integration, which
immediately yields the existence of a continuous version.
For statistical purposes the knowledge of the Radon-Nikodym derivative (likeli-
hood function) of the considered processes is (almost) indispensable.
Definition 3. Define the sub-σ-algebra FXT := σ(X(t), 0 ≤ t ≤ T ) of FT .
Theorem 2. Let µX denote the law on C([0, T ]) induced by the solution process
(X(t), 0 ≤ t ≤ T ) of (2.2.10) with a continuous initial condition F satisfying for
some ε > 0 the exponential moment condition E[exp(ε‖F‖2∞)] <∞ . If µW denotes
the law induced by (X(0) + W (t), 0 ≤ t ≤ T ) on C([0, T ]), then µX and µW are
mutually absolutely continuous with Radon-Nikodym derivative:

























Remark 1. The statement is to be understood in the sense that the conditional
expectation, which is an FXT -measurable map on Ω, is µX-a.s. canonically identified
with a Borel-measurable functional on C([0, T ]) (cf. the discussion at the beginning
of Section 7.1 in Liptser and Shiryaev (2001)).
Proof. The proof is an application of Liptser and Shiryaev (2001, Thm. 7.1) re-
garding Itô processes, adapted to nonzero initial value (cf. their more general Thm.































The first property follows from the boundedness of X in (2.2.11). The second one
can be deduced from the representation (2.2.12), which shows that |X(t)| is bounded
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pathwise by KT (‖F‖∞ + sup0≤s≤T |W (s)|) for 0 ≤ t ≤ T , KT a constant, since the
stochastic integral may be calculated pathwise by partial integration. Following the
proof of Karatzas and Shreve (1991, Cor. 3.5.16), we obtain for all 0 ≤ tn−1 < tn ≤
T with tn−tn−1 < K−2T min(ε, (2T )−1) by independence of F and W and by Doob’s








































(tn − tn−1)K2TW (T )2
)]
<∞.
By Karatzas and Shreve (1991, Cor. 3.5.14) this implies the second property, when-
ever we choose 0 = t0 < · · · < tN = T yielding finite expectations as above.
Remarks 2.
• As an alternative proof strategy the Girsanov theorem in Putschke (2001,
Lemma 3.1.1) may be used, if the process X(0) + W is understood as an
affine stochastic delay process having the same initial function F , but zero
weight measure and if the Radon-Nikodym derivative is restricted to the space
C([0, T ]).
• Every continuous Gaussian process F on [−r, 0] satisfies the moment condi-
tion due to the Fernique Theorem for Gaussian measures on C([−r, 0]), see
Da Prato and Zabczyk (1992, Thm. 2.6).
Next, we consider two solution processesX(1) andX(2) commonly defined on our
filtered probability space, keeping the measure P fixed, and derive their likelihood
function. The main difficulty is due to the initial condition.
Corollary 2. Let X(1) and X(2) be solutions of the affine SDDE (2.2.10) with
weights a1, a2 and continuous initial functions F1, F2, respectively, where the mo-
ments E[exp(ε‖F1‖2∞)] and E[exp(ε‖F2‖2∞)] are both finite for some ε > 0. If the
laws of F1(0) and F2(0) are mutually absolutely continuous, then the laws µ1 and
µ2 on C([0, T ]), induced by X(1) and X(2), are mutually absolutely continuous.
With the convention of Remark 1 for functions x ∈ C([0, T ]) the functionals
Z
(1)




∣∣∣∣ FX(1)T ] (x),
Z
(2)




∣∣∣∣ FX(2)T ] (x)
can be chosen such that Z(i)t is Ft-adapted and Z
(i)
•1 (•2) is jointly measurable with
respect to the Borel-σ-algebra of the space [0, T ]× C([0, T ]) for i = 1, 2.
The Radon-Nikodym-derivative is then P-a.s. given by
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Proof. Since F1(0) and F2(0) have mutually absolutely continuous laws, the pro-
cesses F1(0) +W and F2(0) +W induce equivalent laws on C([0, T ]) with Radon-
Nikodym derivative Λ(F1(0), F2(0)). This follows from the fact that for all bounded
Borel-measurable functions G : Rn+1 → R and all 0 ≤ t1 ≤ . . . ≤ tn ≤ T , n ∈ N, by
independence of F and W (put G̃(x0, x1, . . . , xn) := G(x0, x1 − x0, . . . , xn − x0))
E[G(F1(0), F1(0) +W (t1), . . . , F1(0) +W (tn))]
= E[G̃(F1(0),W (t1), . . . ,W (tn))]
= E[G̃(F2(0),W (t1), . . . ,W (tn))Λ(F1(0), F2(0))]
= E[G(F2(0), F2(0) +W (t1), . . . , F2(0) +W (tn))Λ(F1(0), F2(0))]
holds and that the Borel-σ-algebra of C([0, T ]) is generated by the coordinate pro-
jections. This kind of argument also provides the aforementioned adaptation to
nonzero initial conditions. By Theorem 2 we thus conclude that µ1 and µ2 are
mutually absolutely continuous.
From Liptser and Shiryaev (2001, Lemma 4.9) follows the asserted existence of
the functionals Z(1) and Z(2). Moreover, from Thm. 7.13 in Liptser and Shiryaev
(2001), adapted to nonzero initial conditions, follows P-a.s. for X = X(i) and Z =
Z(i), i = 1, 2, that X and the diffusion-type process Ξ, solving
dΞ(t) = Zt(Ξ) dt+ dW (t), t ≥ 0, Ξ(0) = X(0),







are satisfied. For X(1) and X(2) this last condition is an immediate consequence of


































We find the Radon-Nikodym derivative dµ1dµ2 under the law of X
(2):
ΛT (X(1), X(2))
= ΛT (X(1), F1(0) +W )ΛT (F1(0) +W,F2(0) +W )ΛT (F2(0) +W,X(2))















































2.3. Stationary solutions 19
Remark 2. The likelihood ratio ΛT (X(1), X(2)) for solutions with the same deter-

















with a12 = a1 − a2. Note that already for different deterministic functions F1 and
F2 with F1(0) = F2(0) the likelihood ratio is less simple. For the general case, the
Markov property for the corresponding stochastic evolution equation on C([−r, 0])
Scheutzow (1983, Thm 2.1) yields that the conditional expectation in the definition
of Z(i) for T ≥ r needs only to be taken with respect to FX(i)r , i = 1, 2, and we
obtain



















Recall that a stochastic process (X(t), t ≥ 0) is stationary if for all τ1, . . . , τn ≥ 0,
n ∈ N and s > 0 the vectors (X(τ1), . . . , X(τn)) and (X(τ1 +s), . . . , X(τn +s)) have
the same distribution.
Theorem 1. The affine SDDE (2.2.10) with weight a ∈ M([−r, 0]) admits a sta-
tionary solution X if and only if a is an element of M−([−r, 0]). This stationary
solution is unique.
Proof. This follows from the general result by Gushchin and Küchler (2000).
More abstractly, the theory of stochastic evolution equation Da Prato and Zabczyk
(1992, Thm. 11.11) yields that for a ∈M− there exists a unique invariant measure
on the Delfour-Mitter Hilbert space R×L2([−r, 0]), when the delay equation is
lifted to this space, since then the transition operator Tt of the deterministic semi-
group satisfies limt→∞‖Tt‖ = 0. The existence of a stationary law of the real valued
process follows from the projection of this invariant measure onto its first coordi-
nate. Though this approach does not immediately supply a proof of uniqueness,
it is more general in the sense that the whole L2([−r, 0])-valued segment process
(Xt)t≥0 = (X(t+ s), −r ≤ s ≤ 0)t≥0 is stationary.
We gather some facts from Küchler and Mensch (1992) and Mohammed and
Scheutzow (1990). A nice representation of the stationary solution process can be




x0(t− s) dW (s), t ≥ 0. (2.3.13)
Thus,X is a moving average over the fundamental solution, which is in close analogy
to the representation of stationary autoregressive processes Brockwell and Davis
(1996). Note that the integral is well-defined due to x0 ∈ L2([0,∞)). X is uniquely
determined by the fact that it is a stationary Gaussian process which is centred and
has (auto-)covariance function
qa(t) := q(t) := E[X(0)X(|t|)] =
∫ ∞
0
x0(s)x0(s+ |t|) ds, t ∈ R . (2.3.14)
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Figure 2.3.1: Trajectory of a stationary solution
From the properties of x0, it follows that the covariance function qa satisfies the




qa(t+ s) da(s), t ≥ 0; qa(t) = qa(−t), t ∈ [−r, 0]. (2.3.15)
It is, by the way, quite remarkable that such symmetric solutions on [−r, r] exist
for linear delay equations. From the relationship (2.1.9) between the fundamental
solution and the characteristic function a very useful explicit representation of the







, ξ ∈ R . (2.3.16)
Note that due to v0(a) < 0 the spectral density is continuous and decays like |ξ|−2
for |ξ| → ∞.
Example 2. Consider again a = αδ0. The solution to the affine SDDE is an
Ornstein-Uhlenbeck process, which for α < 0 admits a stationary solution with
covariance function qOU (t) = 12|α|e
αt and spectral density q̂OU (ξ) = (ξ2 + α2)−1.
For the case of exponential weight functions see Proposition 2. Figure 2.3.1 shows
a trajectory of the stationary solution process of the SDDE with weight function
g(t) = −101+3t for t ∈ [−1, 0]. By the Girsanov Theorem 2 this could also just be a
path of Brownian motion.
For the asymptotic study of the quality of the estimators we shall always assume
the stationarity of the solution. That this assumption is justified in the stable regime
a ∈ M−, follows from the representation (2.2.12) which implies that any solution
X(t) of (2.2.10) converges exponentially fast in L2(Ω) for t→∞ to the stationary
solution at time t Mohammed et al. (1986, Thm. 3). The fact that the law of X(t)
converges to the stationary distribution for t → ∞ is already a consequence of
Da Prato and Zabczyk (1992, Thm. 11.11).
Another manifestation of this asymptotic independence of X(t) from the initial
process is the following mixing property of the stationary solution.
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Theorem 3. The stationary solution X of (2.2.10) with an M−-weight a is β-






|Pa(A |σ(X(s), s ≤ τ))− Pa(A)|
]
≤ Ce−δt
for all t > 0. For fixed R > 0 and ε > 0 the constant C may be chosen uniformly
for all weights a from M(R, δ + ε).
Remarks 3.
• Following Ibragimov and Rozanov (1978, Chap. IV), the β-mixing property is
called absolute regularity and is for Gaussian processes equivalent to informa-
tion regularity. Moreover, it implies the strong mixing or α-mixing property
and, in our Gaussian setting, also the complete regularity
r(t) := sup
η1,η2
Cova[η1, η2] ≤ 2πCe−δt, t > 0, (2.3.17)
where the supremum is taken over all σ(X(s), s ≤ τ)-measurable centred ran-
dom variables η1 and σ(X(s), s ≥ τ + t)-measurable centred random variables
η2 with Ea[η21 ] = Ea[η22 ] = 1 and τ ≥ 0 arbitrary.
• A Gaussian process is uniformly strongly mixing or ϕ-mixing if and only if the
covariance function has compact support Ibragimov and Rozanov (1978, Thm.
IV.5). This cannot happen in our case, since there do not exist any so called
small solutions in the one-dimensional case Diekmann et al. (1995, Thm.
V.4.3). Therefore, the β-mixing property is the strongest regularity property
among those discussed by Ibragimov and Rozanov (1978) that X can satisfy.
• Another surprising consequence of the theorem, which strengthens an analyt-
ical result in Diekmann et al. (1995, p. 219), follows from the equivalence








where the sum is taken over all zeros λj of the characteristic function χ.
• The mixing property of X is not completely obvious, since stationary Gaus-
sian processes with exponentially decreasing covariance functions exist that are
not mixing at all. An example is provided by the Gaussian process Z with co-
variance function E[Z(0)Z(t)] = exp(−t2/2) and hence spectral density of the
same form which prevents Z even from being regular, i.e. ergodic Ibragimov
and Rozanov (1978, p. 113).
Proof. According to Ibragimov and Rozanov (1978, Thm. IV.9), taking into account
the equivalence of β-mixing and information regularity (loc.cit., p. 128), the follow-
ing three conditions on the spectral density q̂a = |χa(i•)|−2 have to be checked:




2)−1 log(q̂a(ξ)) dξ > −∞;
3. I(T ) := lim supε→0
∫ −T
−∞|t||cε(t)|

















The bound for I must hold uniformly for weights a ∈M(R, δ).
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The first property follows from the spectral representation (2.1.9) and a Paley-
Wiener theorem Ibragimov and Rozanov (1978, p. 35) since x0 ∈ L2([0,∞)) holds
for a ∈ M−. For the second condition observe that q̂a is continuous and that
|q̂a(ξ)| ∼ (1 + ξ2)−1 holds due to (2.3.16).





|te−δtcε(t)|2 dt =: K <∞
with a uniform constantK for the weights inM(R, δ), since then I(T ) ≤ KT−1e−2δT
for T > 0 follows from |te−2δt| ≥ Te2δT for t ≤ −T . The Plancherel identity and
general properties of the complex Fourier transform for functions holomorphic in
the strip {z ∈ C | |Re(z)| < v0} Katznelson (1976, Thm. VI.1.5 and Section VI.7.1)
yield















The estimate |(fg)′|2 ≤ 2(|f ′g|2 + |fg′|2), which is derived from the product rule,










































































with a constant depending on δ and ‖a‖TV . Due to (2.1.6), |χa(iλ − δ)|−2 ∼ (1 +
λ2)−1 is satisfied for λ ∈ R such that K < ∞ holds as required. Estimate (2.1.6)
further proves that K may be chosen uniformly for a ∈ M(R, δ + ε). For we have
|χa(iλ− δ)|−2 ≤ 14 |λ|
−2 for |λ| ≥ 2‖a‖TV and the integral∫ 2R
−2R
|χa(iλ− δ)|−2 dλ
depends weakly continuously on a by Lemma 2 and M(R, δ+ ε) is weakly compact
(Corollary 1). Hence, the third condition holds uniformly.
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A key ingredient of the subsequent discussions will be the regularity and the
parameter-dependence of the covariance function qa. By a dominated convergence






x0(s)x0(h+ s) ds =
∫ ∞
0
x0(s)x′0(s) ds = − 12x0(0)
2 = − 12 ,
(2.3.18)
so that q′ has a jump of size −1 at zero by the symmetry of q. As will be shown now,
the covariance function will be quite regular elsewhere. For the notion of Sobolev
spaces Hα we refer to Appendix A.1.
Proposition 1. Let (an)n∈N be a sequence in M− with covariance functions qn
according to (2.3.14) and suppose an
w→ a with v0(a) < −δ < 0. For f : R → R set
Eδ(f)(t) := f(t)eδt, t ∈ R.
Then ‖Eδ(qn − qa)‖Hα(R) → 0 holds for all α < 52 . For any µ, ν ∈ M
− with
v0(µ), v0(ν) < −δ < 0 the difference Eδ(qµ − qν) is an element of Hα(R) for all
α < 52 .
Proof. In view of (2.3.16) we consider first the associated characteristic functions
χn and χa. Due to |χ(iξ)|2 = χ(iξ)χ(−iξ) the Fourier transform q̂ can be extended
to a holomorphic function in the strip {z ∈ C | |Im(z)| < v0} Katznelson (1976,
Section VI.7.1) and satisfies
F(Eδ(q))(ξ) = q̂(ξ + iδ) = χ(iξ − δ)−1χ(−iξ + δ)−1.
Setting S := eδr supn‖an‖TV < ∞, we obtain from (2.1.6) |χn(±iξ ∓ δ)|−1 ≤
(|ξ|−S)−1, |ξ| → ∞. Lemma 2 in combination with the classical result from calculus






|χn(±iξ ∓ δ)|−1 = max
|ξ|≤2S
|χa(±iξ ∓ δ)|−1 <∞.
Due to v0(an) → v0(a) < −δ (Theorem 1) the functions χ−1n (i•−δ) and χ−1n (−i•+δ)
have no poles on the real axis for n ≥ N , N sufficiently large, and are thus uniformly
dominated for n ≥ N :
|χn(iξ − δ)|−1 ≤M(ξ) and |χn(−iξ + δ)|−1 ≤M(ξ), ξ ∈ R,





|χn(iξ − δ)|−1 + |χn(−iξ + δ)|−1
)
, |ξ| ≤ 2S,
(|ξ| − S)−1, otherwise.
The inverse triangle inequality provides for n ≥ N the pointwise estimate
|q̂a(ξ + iδ)− q̂n(ξ + iδ)|
≤ |χa(iξ − δ)|(|χa(−iξ + δ)− χn(−iξ + δ)|)
|χa(iξ − δ)χa(−iξ + δ)χn(iξ − δ)χn(−iξ + δ)|
+
|χn(−iξ + δ)|(|χa(iξ − δ)− χn(iξ − δ)|)
|χa(iξ − δ)χa(−iξ + δ)χn(iξ − δ)χn(−iξ + δ)|
≤ (|iξ + δ|+ S)M4(ξ)
(




|χa(−iξ + δ)− χn(−iξ + δ)|+ |χa(iξ − δ)− χn(iξ − δ)|
)
, (2.3.19)
with a constant depending on S and δ. Observe that |χa(i• ± δ) − χn(i• ± δ)|
is uniformly bounded by 2S. By Lemma 2 on pointwise convergence and due to
(1 + ξ2)αM6(ξ) ∈ L1(R) for α < 52 the dominated convergence theorem yields
lim
n→∞
‖(1 + ξ2)α|F(Eδ(qa − qn))|2‖L1(R) = 0.
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From the characterisation of Sobolev spaces by the Fourier transform (Appendix
A.1) we conclude Eδ(qa − qn) → 0 in Hα(R). Even without any convergence as-
sumption, the deduction (2.3.19) shows that Eδ(qµ−qν) is bounded in Hα(R)-norm
for v0(µ), v0(ν) < −δ.
Corollary 3. The restriction on R+ of any covariance function q in (2.3.14) satis-
fies q|R+ ∈ Hα(R+) for all α < 52 , but q ∈ H
α(R) holds only for α < 32 . The covari-
ance function is Lipschitz continuous, i.e. q ∈ C0,1(R), and even q|R+ ∈ C1,1(R+)
holds. For δ < −v0 the following estimates are valid:
sup
t≥0
|q(t+ h)− q(t)|eδt ≤ C1h, sup
t>0
|q′(t+ h)− q′(t)|eδt ≤ C2h, h > 0.
For fixed R > 0, ε > 0 the constants C1 and C2 may be chosen to hold uniformly
for weights a from M(R, δ + ε) and to be independent of h.
Proof. Observe that qOU (t) = 12e
−|t| (cf. Example 2) lies in Hα(R) if and only if
α < 32 holds. Therefore any covariance function q lies only in H
α(R) for α < 32
since qOU has this property and q − qOU ∈ H3/2(R) holds by Proposition 1. On
R+, however, qOU is arbitrarily often differentiable so that q|R+ ∈ Hα(R+), α < 52 ,
follows immediately from q − qOU ∈ Hα(R).
The functions qOU and q − qOU are both Lipschitz continuous functions on
R owing to H2(R) ⊂ C0,1(R) (Appendix A.1), hence q is Lipschitz continuous.
In addition, an
w→ a with v0(a) < −δ implies by Proposition 1 and by Sobolev
embeddings ‖Eδ(qan − qa)‖C0,1(R) → 0 so that the Lipschitz constant of Eδ(q)
depends weakly continuously on the weight. By Corollary 1 this constant can be
chosen uniformly over M(R, δ+ ε). The first estimate now follows from the triangle
inequality and the Lipschitz continuity of eδ•:
|q(t+ h)− q(t)|eδt ≤ |q(t+ h)eδ(t+h) − q(t)eδt|+ |q(t+ h)eδ(t+h)|(1− e−δh)
≤ ‖Eδ(q)‖C0,1(h+ 1− e−δh), t, h > 0.
To study the Lipschitz continuity of the derivative we use the fact that qa satisfies
the deterministic delay equation (2.3.15) and infer similarly
|q′a(t+ h)− q′a(t)|eδt =
∣∣∣∣∫ 0
−r
(qa(t+ h+ s)− qa(t+ s)) da(s)
∣∣∣∣eδt
≤ 2‖a‖TV ‖qa‖C0,1([t−r,t+h])heδt . h, t, h > 0
with a constant only depending on ‖a‖TV and ‖Eδ(qa)‖C0,1 , which can thus also be
chosen uniformly.
Another two corollaries show how these convergence properties of the covariance
function are related with the actual processes.
Corollary 4. Let R > 0 and δ > 0 be fixed. Then the laws of the stationary solutions
{X(a) | a ∈M(R, δ)} of the affine SDDE (2.2.10) with weight a are uniformly tight
on C([−r,∞)) with the topology of uniform convergence on compact sets.









E[(X(a)(t)−X(a)(s))4] ≤ CT |t− s|2, CT <∞ for all T > 0.
2.3. Stationary solutions 25








6(qa(0)− qa(t− s))2 ≤ CT |t− s|2, CT <∞ for all T > 0.
By the weak compactness of M(R, δ) (Corollary 1) the first condition follows from
Proposition 1 and the second from the uniform Lipschitz continuity of qa derived
in Corollary 3.
Corollary 5. Suppose the sequence (an) ⊂ M− converges weakly to the weight
a0 ∈M−. Then for any p ≥ 1 the moments of the likelihood ratio of the associated
processes on C([0, r]) converge to one:
lim
n→∞
Ea0 [Λr(X(an), X(a0))p] = 1.
This is to be understood in the sense that for sufficiently large n the moment is
finite and converges.
Proof. Due to Lemma 2 and the bounds |χan(iξ)| ∈ [|ξ| − ‖an‖TV , |ξ| + ‖an‖TV ],
ξ ∈ R, there are constants c, C > 0 such that for all n ∈ N and also for n = 0
c(1 + ξ2)−1 ≤ |χan(iξ)|−2 ≤ C(1 + ξ2)−1, i.e. q̂an(ξ) ∼ (1 + ξ2)−1, ξ ∈ R,
holds. By Ibragimov and Rozanov (1978, Thm. III.13) this estimate for the spec-
tral density implies that the Gaussian processes X(an) and X(a0) have mutually




(qan − qa0)′′(t− s)2 ds dt <∞
is satisfied. Furthermore, by reconsidering the steps leading from the expression of
the log-likelihood ratio in Thm. III.8 to Thm. III.13 of Ibragimov and Rozanov
(1978), one obtains
Vara0 [log(Λr(X
(an), X(a0))] . ‖qan − qa0‖2H2([−r,r])




(an), X(a0)))] = 0.
In terms of the operator R(n) := Id−Q1/2a0 Q−1anQ
1/2
a0 with eigenvalues (λ
(n)
i )i∈N
we obtain by using the eigenfunctions of R(n) (cf. Ibragimov and Rozanov (1978,
Sec. III.2.1)) with independent real random variables (ηi) ∼ N(0, 1):











The convergence of Vara0 [log(Λr(X
(an), X(a0)))] is thus equivalent with the conver-
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holds. By the independence of (ηi) we conclude




























p(−λ(n)i − 12 (λ
(n)
i )













→ 0 for n→∞.
In the first line we used the identity E[exp(αη2i )] = (1− 2α)−1/2 for α ∈ [0, 12 ) and
in the third line the Taylor expansion of log(1+•). In fact, the estimate log(1−x)+
x+ 12x
2 ∈ [−εx2, εx2] for all ε > 0 and |x| ≤ K(ε) together with limn supi|λ
(n)
i | → 0
had been used for the precise argument in the third line.
2.4 Case study: exponential weight function
We focus on weight measures with exponential density of the form
da(s) = −βeαs ds, α, β ∈ R,
modeling a memory effect that is waxing (α < 0) or waning (α > 0) with a constant
rate. The case α = 0 yields an arithmetic mean over the past. From a mathematical
perspective an exponential weight function is very attractive because it often allows
to transform infinite-dimensional problems to finite-dimensional ones (c.f. Elsanosi
et al. (2000) for bounded memory, Scheutzow (1983) for unbounded memory).
There is a large literature on stability regions, i.e. parameter values yielding
v0 < 0, for the weights with point delay (Bellman and Cooke (1963), Diekmann
et al. (1995)). The covariance function in the case of a one point delay has been
investigated by Küchler and Mensch (1992). We shall first investigate the region of
stability in the parameter plane for the exponential weight functions with bounded
delay 0 < r <∞ and then determine the corresponding covariance functions.
The stability region








It should be mentioned that a similar analysis of the zeros of a function of this
type has been carried out in Bellman and Cooke (1963, Thm. 13.9). Nevertheless
we would like to cover also the case α ≤ 0 and strive for asymptotic results as well,
whereas Bellman and Cooke (1963) only state the result in an abstract manner not
yielding numerical values.
From Lemma 1 we infer v0 ≥ 0 for β ≤ 0 and we therefore assume β > 0 in the
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whence without loss of generality we can assume r = 1 for the search of the stability
region. We henceforth consider
da(s) = −βeαs ds and χα,β(λ) =
{
λ2+αλ+β−βe−αe−λ
α+λ , α+ λ 6= 0
λ+ β, α+ λ = 0
(2.4.20)
for r = 1, α ∈ R and β > 0.
In order to determine the number of zeros of χα,β in the right half plane, we
need a result from complex analysis.
Lemma 3. Let F : R2×C → C be a continuous function such that for all (α, β) ∈
R2 the function z 7→ F (α, β, z) is holomorphic on C. Let O ⊂ C be an open and
bounded set and let (α0, β0) be such that F (α0, β0, z) 6= 0 holds for all z on the
boundary ∂O of O. Then there exists a neighbourhood U ⊂ R2 of (α0, β0) such that
• F (α, β, z) 6= 0 holds for all (α, β) ∈ U and all z ∈ ∂O;
• the number of zeros of F (α, β, •) in O, taking multiplicities into account, is
constant.
In other words, the set
Nn(O) := {(α, β) ∈ R2 |F (α, β, •) 6= 0 on ∂O, F (α, β, •) has n zeros in O}
is an open subset of R2 for all n ∈ N0.
Proof. This is Diekmann et al. (1995, Lemma 2.8), which relies on the argument
principle in complex analysis.
We shall apply this lemma with F (α, β, z) = χα,β(z), which obviously satisfies all
the conditions imposed. The right half plane {z ∈ C | Re(z) > 0} is not bounded,
but due to (2.1.6) we only need to consider the zeros of χα,β in some semicircle
O = {z ∈ C | Re(z) > 0, |z| < R} for R sufficiently large. Any (α, β) ∈ R2 for which
χα,β does not vanish on the imaginary axis belongs to Nn(O) for some n ∈ N0. The
parameter plane R2 is thus partitioned into open sets, where the number of zeros
of χα,β is constant and no zero lies on ∂O, and into (closed) sets, where χα,β has a
zero on ∂O.
We shall determine the regions in the parameter plane where the number of
zeros in O is constant. For this, we first treat the case α = 0, then derive asymptotic
results for the parameter values (α, β) corresponding to zeros on the imaginary axis
and finally extend the case α = 0 to the general case using the preceding lemma.




λ , λ 6= 0
β, λ = 0
.
Due to β > 0 we need not consider λ = 0. Any purely imaginary zero λ = iy,
y ∈ R \{0}, of χ0,β satisfies the equations
−y2 + β − β cos(y) = 0,
−β sin(y) = 0.
Necessarily y = kπ, k ∈ Z \{0}, and β(1− (−1)k) = k2π2 hold, which imply further
that k cannot be even. Hence
{(yk, βk) | yk = (2k + 1)π, βk = π
2
2 (2k + 1)
2, k ∈ Z}
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is the set of solutions of this system of equations. Lemma 3 therefore shows that
the number of zeros of χ0,β in O is constant as a function of β on each of the open
intervals (βk, βk+1), k ∈ N0, and on (0, β0).
What happens at the boundary points of these intervals? Due to χ0,βk(λk) = 0
this can be considered as an implicit function problem; we wish to know how the
zero λk moves for small perturbations of βk. Thus, think of the parameter β = β(λ)
to be dependent on the zero λ of χ0,β and allow for complex values of β, then for
λ ∈ C \{2kπi | k ∈ Z}
χ0,β(λ)(λ) =
λ2 + β(λ)− β(λ)e−λ
λ




Thus, at a given point λ the characteristic function has a zero for the (complex-
valued) parameter β(λ). We obtain as derivative
β′(λ) =
2λ(e−λ − 1) + λ2e−λ
(e−λ − 1)2
.
At λk = iyk = (2k + 1)πi this gives β′(iyk) = iyk + 14y
2
k 6= 0. By the existence
of local inverses of holomorphic functions Ahlfors (1979, Sections 2.3, 3.3) we can


















Hence, Re(λ′(βk)) > 0 holds and the zero λk = λ(βk) moves with increasing β into
the right half plane. This shows that locally at βk at least two complex conjugate
zeros of χ0,β cross the imaginary axis from the left to the right as β increases.
That there are not more than two zeros moving into the right half plane can be
proved by considering Oδ := {z ∈ C | Re(z) > −δ, |z| < R}, δ > 0 and R = R(δ)
large enough (cf. (2.1.6)). We choose δ > 0 so small that there is no zero of χ0,βk on
the boundary ∂Oδ and such that χ0,βk on Oδ \O vanishes only at λk and λ−(k+1).
By Lemma 3 the number of zeros of χ0,β in Oδ is locally constant at β = βk such
that the number of zeros of χ0,β in O can increase by at most two at the points βk,
k ∈ N0.
The first condition of Lemma 1 shows v0 < 0 for β ∈ (0, π2 ), which by Lemma
3 extends to the whole interval (0, β0). Altogether, we thus know that there exist
exactly 2k zeros of χ0,β with positive real part for β ∈ (βk−1, βk), k ∈ N. For a
visualization we refer to the forthcoming Figures 2.4.2 and 2.4.3.
The case of arbitrary α. We also regard the parameter values for which the char-
acteristic function has zeros on the imaginary axis. Splitting into real and imaginary
part we obtain from (2.4.20) for a zero λ = iy, y ∈ R, of χα,β :
y2 = β(1− e−α cos(y)), (2.4.21)
αy = −βe−α sin(y). (2.4.22)
Note that α+iy = 0 would imply α = y = 0 and thus χα,β(λ) = β 6= 0. Furthermore,
with y ∈ R also −y is a solution and y = 0 would again imply α = 0, whence we
shall assume y > 0 in the sequel. An elimination of β yields
α(eα − cos(y)) = −y sin(y). (2.4.23)
As a function of y the left hand side remains bounded while the function on the
right oscillates with an amplitude growing to infinity. Hence, there are for fixed
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α ∈ R infinitely many solutions yk(α), k ∈ N, ordered by magnitude 0 < y1(α) <
y2(α) < · · · . We derive for k ∈ N the estimates
|α|(eα − 1) ≤ yk(α)|sin(yk(α))| ≤ |α|(eα + 1), (2.4.24)
|α|(eα − 1) ≤ yk(α) < |α|(eα + 1) + 2kπ. (2.4.25)
The upper bound for yk(α) follows from the fact that by the 2π-periodicity of the
sine function in the interval [|α|(eα+1)+2(k−1)π, |α|(eα+1)+2kπ), k ∈ N, at least





, k ∈ N . (2.4.26)







α(α(eα + 1) + 2kπ)2
eα − 1
(2.4.27)
holds, which shows βk(α) ∼ α2e2α for α > 0 and any fixed k ∈ N. The estimates
derived are not very useful for α < 0. In this case we use that the left hand side
of (2.4.23), as a function of y, changes its sign from minus to plus in the intervals
(2lπ − π2 , 2lπ), l ∈ N, whereas the right hand side is positive at 2lπ −
π
2 and zero
at 2lπ, l ∈ N. Hence, we conclude yk(α) < 2kπ for all α < 0. From (2.4.23) then
follows eα − cos(yk(α)) → 0 for α → −∞ and fixed k ∈ N, hence |sin(yk(α))| → 1.
Equation (2.4.26) yields for α→ −∞ the asymptotics βk(α) ∼ |α|eα, k ∈ N.
For α→ 0 we can also determine the asymptotic behaviour of βk(α). Equation
(2.4.23) shows yk(α) sin(yk(α)) → 0, i.e. yk(α) → lπ for some l ∈ N0, when α→ 0;
more precisely, we even have yk(α) → kπ, since for sufficiently small |α| the left
hand side of (2.4.23) as well as its derivative with respect to y are arbitrarily close
to zero, whence the multiplicity of the solution yk(α) is one and there exists exactly
one solution in a small neighbourhood of lπ for all l ∈ N (exclude l = 0: the left
hand side of (2.4.23) is positive at y = 0 for all α 6= 0, whereas the right hand side






2 , k odd,
∞, k even.
For small values of α > 0 the lower bound in (2.4.27) is not sharp. It can be











, α > 0.
By extending the stability region from α = 0 to general values of α by Lemma
3, we have determined several properties of the stability region.
Proposition 1. The stability region with v0 < 0 for (2.4.20) in the parameter plane
R2 contains the region
{(α, β) |α ≥ 0, β > 0, β(1 + e−α) < max(π2, α2(eα − 1)2)}.
Regarding the asymptotic behaviour, there are constants C1 > C2 > 0 such that the
stability region S lies “sandwiched” between two sets:
S ⊂ {(α, β) |α < 0, β ∈ (0, C1|α|eα)} ∪ {(α, β) |α ≥ 0, β ∈ (0, C1α2e2α)},
S ⊃ {(α, β) |α < 0, β ∈ (0, C2|α|eα)} ∪ {(α, β) |α ≥ 0, β ∈ (0, C2α2e2α)}.
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Figure 2.4.2: The number of zeros of χα,β in (2.4.20) with positive real part
Remark 3. It is interesting to compare the results with the case of unbounded delay




eλs(−β)eαs ds = λ+ β
α+ λ
, Re(λ) > −α.
Exactly for α, β > 0 its zeros have only negative real parts, whence it can be deduced
that the stability region is the quadrant {(α, β) |α, β > 0} Riedle (2001). Keeping
α, β > 0 fixed in our setting, we consider r → ∞. Then from the reduction step
at the beginning we have α̃r = rα and β̃r = r2β and the parabola described by the
curve (α̃r, β̃r) for r → ∞ exponentially fast enters the stability region, because the
sufficient condition β̃r < C2α̃2re
2α̃r is equivalent to β < C2α2e2αr.
A numerical computation of the curves in the parameter plane for which there
are zeros of the characteristic function on the imaginary axis reveals a complicated
nonlinear structure (Figures 2.4.2, 2.4.3). In particular, the stability region is not
convex and not even isotonous in the sense that v0(a) < 0 implies v0(τa) < 0 for
all τ ∈ (0, 1). This behaviour is rather counterintuitive. With regard to Figure 2.4.3
imagine for instance starting with α = 1, β = 100. Then there are two zeros with
positive real part. Since too strong negative feedback leads to exploding oscillations,
one might reduce β to 60 and v0 < 0 holds, but when the value of β is decreased
further, the stability region is left again (e.g., for β = 30) before one returns to the
stability region for small values of β. This kind of behaviour does not occur in the
case of two point delays or any other of the case studies considered in Diekmann
et al. (1995, Chap. XI).
The covariance function
We first reveal a very interesting feature. The solution x of the deterministic delay
equation (2.1.1) with exponential weight function is also the solution of a linear
2.4. Case study: exponential weight function 31














Figure 2.4.3: Detail of Figure 2.4.2




x(t+ s)eαs ds = −βe−αt
∫ t
t−1
x(s)eαs ds, t ≥ 0,
x′′(t) = −β(x(t)− x(t− 1)e−α)− αx′(t), t ≥ 0.
Also with regard to the problem of stability this opens an interesting new perspec-
tive. One might think of x describing an oscillating physical system with friction
α and a back driving force of the form β(x(t)− x(t− 1)e−α) exhibiting a memory
effect. Already for modest values of α > 0 the memory effect is rather small, but for
α < 0 there is not only a negative “friction” term, but also an in the mean forward
driving force term, which together might result in a very unstable regime. It should





ieαit, t ∈ [−r, 0], n ∈ N, γ1, . . . , γn, α1, . . . , αn ∈ R,
gives rise to a higher order differential equation only involving point delays at time
−r, r being the memory length. This is proved analogously by multiple differenti-
ation, a technique that is well known for unbounded memory (r = ∞), in which
case the point delay disappears and an ordinary differential equation of higher order
results (cf. Scheutzow (1983) and the references given there).
Using the fact that the covariance function q solves the deterministic delay
equation (2.3.15), we obtain
q′′(t) = −β(q(t)− e−αq(1− t))− αq′(t), t ∈ [0, 1]. (2.4.28)
We consider the complex-valued ansatz function
x(t) = A sin(ω(t− 12 )) +B cos(ω(t−
1
2 ))
with some A,B, ω ∈ C. Equation (2.4.28) and a comparison of the coefficients in
front of the sine and cosine terms require for x to be a solution of (2.4.28) the
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conditions
−Aω2 = −Aβ(1 + e−α) +Bαω,
−Bω2 = −Bβ(1− e−α)−Aαω.
We aim at solving the linear system(
−ω2 + β(1 + e−α) αω











for non-trivial values of (A,B). This can be done if and only if the determinant of
the matrix vanishes, hence
ω4 − (2β + α2)ω2 + β2(1− e−2α) = 0,
or equivalently




2)2 − β2(1− e−2α) (2.4.30)
holds. The argument of the square root is always strictly positive due to β > 0,
hence ω2 is real and there are two different solutions for ω2. We obtain exactly two
solutions ω+ and ω− of (2.4.30) that are nonnegative (ω2 ≥ 0) or have positive
imaginary part (ω2 < 0). Note that α ≥ 0 implies ω2 ≥ 0. Moreover, the matrix is
never the zero matrix, because the upper left and lower right entry always differ.
Hence, there are vectors v+ = (ξ+, η+), v− = (ξ−, η−) spanning the one-dimensional
kernel of this matrix for ω = ω+ and ω = ω−, respectively, and we obtain two
linearly independent solutions
x+(t) = ξ+ sin(ω+(t− 12 )) + η+ cos(ω+(t−
1
2 )),
x−(t) = ξ− sin(ω−(t− 12 )) + η− cos(ω−(t−
1
2 )).
A general complex-valued solution of (2.4.28) is given by
x(t) = C+x+(t) + C−x−(t), C+, C− ∈ C . (2.4.31)
From the theory of ordinary differential equations it is known that for the linear
system
f ′′1 (t) = −β(1− e−α)f1(t)− αf ′2(t), t ∈ (0, 1),
f ′′2 (t) = −β(1 + e−α)f2(t)− αf ′1(t), t ∈ (0, 1),




2 ) = 0,
(2.4.32)
the set of solution functions (f1, f2) forms a linear space of dimension two. On
the other hand, any function y solving (2.4.28) gives rise to the solutions f1 :=
y+ y(1− •), f2 := y− y(1− •) of (2.4.32) and the mapping y 7→ (f1, f2) is injective,
which shows that the solution space of (2.4.28) is at most two dimensional and is
given by the set of linear combinations (2.4.31). In particular, there are constants
Cq+ and Cq− such that q = Cq+x++Cq−x− holds on [0, 1]. How can these constants
be found? We claim that by the two linear conditions on q (cf. Section 2.3)




q(|t+ s|)(−βeαs) ds (2.4.33)
the constants Cq+ and Cq− are uniquely determined. The easiest way to see this is
to consider the functions
qab(t) = aq(t) + b
∫ t
0
q(t− s) ds, t ∈ [0, 1], a, b ∈ C,


















Figure 2.4.4: The covariance function q on [0, 1] for α = 0 and β ∈ (0, π
2
2 )




qab(|t+ s|)(−βeαs) ds+ bq(0), t ∈ [0, 1].
Hence, they span the two-dimensional solution space of (2.4.28). Imposing addition-
ally the second condition in (2.4.33) reduces the solution space to a one-dimensional
space (b = 0 due to q(0) 6= 0). The first condition then finally forces a = 1 and
hence q is the unique solution of (2.4.28) satisfying the conditions (2.4.33).














Observe that q(0), the variance of X(t) for any t ≥ 0, explodes for β ↓ 0 and β ↑ π
2
2 .
In the first limit the covariance function is nearly constant at a high positive level,
in the second limit it resembles a sine function of high amplitude, see Figure 2.4.4
which is however imprecise at the boundaries.
The conditions imposed on the constants automatically have to yield real-valued
functions, although the argument relied on complex-valued functions and ω+, ω−
can be purely imaginary, hence yielding hyperbolic trigonometric functions. Küchler
and Mensch (1992) have found similar expressions for the covariance function in the
case of a one point delay. Let us summarize.
Proposition 2. The covariance function q of the stationary solution of the affine
SDDE (2.2.10) with exponential weight function (2.4.20) and v0 < 0 is given by
q(t) = C+ξ+ sin(ω+(|t| − 12 )) + C+η+ cos(ω+(|t| −
1
2 ))+
C−ξ− sin(ω−(|t| − 12 )) + C−η− cos(ω−(|t| −
1
2 )), t ∈ [−1, 1],
where
• ω+ and ω− are the solutions of (2.4.30) with either nonnegative real or positive
imaginary part,
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• (ξ+, η+), (ξ−, η−) span the kernel of the matrix in (2.4.29) for ω = ω+ and
ω = ω−, respectively, and
• C+, C− are determined from the conditions (2.4.33).
For α ≥ 0 the values of ω+ and ω− are real. For α = 0 we find (2.4.34).
2.5 SDDEs as limits of autoregressive schemes
Suppose the affine SDDE (2.2.10) is discretized according to the Euler scheme with











∆εn, εn ∼ N(0, 1) i.i.d. (2.5.35)





j δ−j∆ is –
in some later determined sense – close to the original weight measure a. Concerning
the notions in connection with autoregressive processes we follow Brockwell and
Davis (1996).
In order to justify numerical methods or mathematical modelling with affine
SDDEs we are interested in the distribution of the stepwise constant stochastic
process
Y ∆(t) := X∆b t∆ c, t ≥ 0, (2.5.36)
in the Skorohod space D(R+). It is shown that for an M−-weight a, small ∆ and
a reasonable choice of a∆ stationary solutions X∆ of the autoregressive scheme
exist and that the distributions of the corresponding processes Y ∆ converge to
the distribution of the stationary solution X of the affine SDDE in the Skorohod
topology for ∆ → 0. With a little bit more effort one can prove the result also for
non-Gaussian distributions of (εn) with finite second moments. This can be seen
as an invariance principle similar to Donsker’s theorem on sums of independent
random variables.
The restriction to stationary solutions allows us to determine explicitly the
(auto)covariance function and spectral density so that a direct comparison of the
discrete time and continuous time Gaussian processes is possible. This is the ad-
vantage of our method compared to similar results by Scheutzow (1984) who has
used Lyapunov functional and Markov chain methods for the investigation of dis-
cretized stochastic delay differential equations that might even be nonlinear. Strong
(i.e. pathwise) discrete approximations of stochastic delay differential equations for
a large class of weight measures have been considered by Hu et al. (2001).
Lemma 4. If a is an M−-weight and a∆ w→ a holds for ∆ → 0, then the autoregres-
sive scheme (2.5.35) admits a unique stationary solution (X∆n )n∈N for small enough







, λ ∈ [−π, π].
Remark 4. The assertion of the lemma is to be understood in the sense that for
any sequence ∆m → 0 with a∆m
w→ a for m → ∞ there is a stationary solution to
(2.5.35) for m large enough. This remark also applies to the subsequent statements.
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Proof. According to Brockwell and Davis (1996, p. 83), the characteristic polyno-
mial









da∆(s), z ∈ C,
has to be studied. If there are no zeros of ϕ∆ in the unit circle {z ∈ C | |z| ≤ 1},
then the statement of the lemma follows.
For λ in the strip Σ∆ := {λ ∈ C | Re(λ) ≥ 0, |Im(λ)| ≤ ∆−1π} we consider the
function







We set R := c−1 sup∆‖a∆‖TV <∞, where c > 0 will be determined later, and split
Σ∆ for small enough ∆ into three pieces
Σ1 := {λ ∈ C | Re(λ) ∈ [0, R], |Im(λ)| ≤ R},
Σ∆2 := {λ ∈ Σ∆ | Re(λ) ≥ R},
Σ∆3 := {λ ∈ Σ∆ | Re(λ) ≤ R, |Im(λ)| ≥ R}.
Then ∆ → 0 implies χ∆ → χa uniformly on the compact rectangle Σ1, which follows
from the argument in the proof of Lemma 2 and the fact that (1− e−λ∆)∆−1 → λ
holds uniformly in λ on bounded sets.
For λ ∈ Σ∆2 we obtain the uniform asymptotic estimate
|χ∆(λ)| ≥ |1− e
−λ∆|
∆
− cR ≥ 1− e
−R∆
∆
− cR→ (1− c)R as ∆ → 0.
For the estimate on Σ∆3 we set f(x) = (1− cos(x))x−2 and m := min|x|≤π f(x) > 0.
For λ = x+ iy ∈ Σ∆3 and ∆ → 0 we get
|χ∆(λ)| ≥
√


















If we therefore choose c < min(1,
√
2m), then χ∆ does not vanish on the strip
Σ∆ for small enough ∆. Consequently, ϕ∆ does not vanish on the unit circle due to
ϕ∆(0) = 1.
Remark 5. For later reference we note that the estimate on Σ∆3 in the proof yields
the first of the inequalities
(
√
2m− c)y ≤ |χ∆(iy)| ≤ (
√
2M + c)y, if y ∈ R, |y| ≥ R.
The second inequality is derived along the same lines, when the triangle inequality
instead of the inverse triangle inequality is used and M is set to equal max|x|≤π f(x).
Since χ∆ does not vanish on the imaginary axis, the asymptotic estimate
|χ∆(iy)| ∼ (1 + y2)1/2 (2.5.38)
for all y ∈ R holds uniformly for all small values of ∆.
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|E[X∆0 X∆m]− qa(m∆)| = 0
is satisfied, provided |F(a∆ − a)(λ)| . (1 + λ2)∆ holds for λ ∈ R and ∆ → 0.
Proof. Using spectral densities, we find
















The last summand tends to zero for ∆ → 0. The integrand in the first summand
can be bounded, if the definition of χ∆ (2.5.37) and the convergence of F(a∆ − a)
are used:









|1− e−iλ∆ − iλ∆|
∆
+ (1 + λ2)∆)
)
.
For real λ with |λ∆| ≤ π we estimate
|e−iλ∆ − 1| ∼ λ∆ and e−iλ∆ − 1 + iλ∆ ∼ λ2∆2
so that by (2.5.38) a uniform bound of the integrand is obtained:
|∆f∆(∆λ)− |χa(iλ)|−2| . (1 + λ2)−3/2(λ2∆ + (1 + λ2)∆).
Thus, the first integral in (2.5.39) also tends to zero as ∆ → 0 because of∫ π/∆
−π/∆
(1 + λ2)−1/2∆ dλ = 2∆ log(π/∆ + (1 + π2/∆2)1/2) → 0.
Remarks 4.
• The following choice of the discretisation a∆ of a satisfies the condition in the
preceding proposition. Introduce the distribution function Fa(x) := a([−r, x]),
x ∈ [−r, 0], of a and put F∆(x) := Fa(b x∆c∆). Then F
∆ is a right-continuous
step-wise constant function, hence a distribution function of a measure a∆.
Partial integration and the inequality ‖Fa − F∆‖L1 ≤ ‖Fa‖BV ∆, which is
easily proved for monotonous functions and then extended to bounded variation
(BV) functions Fa, yield∣∣∣∣∫ 0
−r
eiλs d(a− a∆)(s)
∣∣∣∣ = ∣∣∣∣(Fa − F∆)eiλ•|0−r − ∫ 0
−r
iλeiλs(Fa − F∆)(s) ds
∣∣∣∣
≤ |(Fa − F∆)(−r)e−iλr|+ |λ|‖Fa − F∆‖L1
≤ |(Fa − F∆)(−r)|+ ∆|λ|‖Fa‖BV ([−r,0])
≤ ∆(1 + λ)‖a‖TV .
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• Concerning the rate of convergence in the proposition it is easily shown that
it is at most of order ∆ log(∆−1), hence almost linear in ∆. It can hardly be
better than linear since
∫
|λ|≥π/∆|χa(iλ)|
−2 dλ & ∆ holds. Consider also the
next example, where already for m = 0 only a linear rate of convergence is
obtained.
Example 3. A discretisation of the Ornstein-Uhlenbeck process with a = −δ0 leads
to the AR(1) process
X∆n+1 = (1−∆)X∆n +
√
∆ εn
with covariance function E[X∆0 X∆m] = (2−∆)−1(1−∆)m of the stationary solution
for ∆ < 1. The spectral density
f∆OU (λ) =
∆
|1− e−iλ + ∆|2
satisfies ∆f∆OU (∆λ) → q̂OU (λ) as ∆ → 0.
Theorem 4. Suppose that a∆ satisfies the assumptions of Proposition 2 with sta-
tionary solution X∆ of (2.5.35). Then the distributions of Y ∆ from (2.5.36) con-
verge for ∆ → 0 to the distribution of (X(t), t ≥ 0), the stationary solution to the
affine SDDE (2.2.10) with weight a, in the topology of the Skorohod space D(R+).
In particular, the distributions converge in L∞([0, T ]) for all T ≥ 0.
Proof. Obviously, Y ∆ and X are centered Gaussian processes belonging to D(R+).
Therefore the finite dimensional distributions converge if the covariance functions
converge pointwise. This follows from regarding




Proposition 2 and the uniform continuity of qa.
According to Billingsley (1968, Thm. 15.6) the tightness of the distributions of
the processes Y ∆ in D(R+) follows from the inequality
E[(Y ∆(t2)− Y ∆(t1))2(Y ∆(t1)− Y ∆(t0))2] . (t2 − t0)2 (2.5.40)
for all t0 ≤ t1 ≤ t2. Note that the left hand side vanishes for t2− t0 < ∆, since then
Y ∆(t1) = Y ∆(t0) or Y ∆(t1) = Y ∆(t2) holds. Therefore we can assume t2− t0 ≥ ∆.
Because all random variables in (2.5.40) are Gaussian, the left hand side equals
(c∆(t2, t2)− 2c∆(t2, t1) + c∆(t1, t1))(c∆(t1, t1)− 2c∆(t1, t0) + c∆(t0, t0))
+ 2(c∆(t2, t1)− c∆(t2, t0)− c∆(t1, t1) + c∆(t1, t0))2.
We below establish the uniform estimate for all m,n ∈ N0
|E[X∆0 X∆m]− E[X∆0 X∆m+n]| . n∆, (2.5.41)
which shows that the left hand side of (2.5.40) can be bounded up to a constant by
4
(










b t2∆ c − b
t0
∆ c
)2 ∆2 ≤ 6(t2 − t0 + ∆)2.
This is the desired bound since (t2 − t0 + ∆) ≤ 2(t2 − t0) holds for t2 − t0 ≥ ∆.
It remains to prove (2.5.41). Put
d∆(m) := c∆(0,m∆)− c∆OU (0,m∆)
with c∆OU corresponding to the AR(1) process from Example 3. Then by an estima-
tion of the difference of the spectral densities (cf. the properties of χ∆ in (2.5.37),
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(2.5.38) and the strategy in the proof of Proposition 1) d∆ has the property claimed
for c∆:
|d∆(m+ n)− d∆(m)| ≤
∫ π
−π














|λ|(1 + λ2)−3/2 dλ
∼ n∆.
For ∆ < 1 Bernoulli’s inequality yields
|c∆OU (0, (m+ n)∆)− c∆OU (0,m∆)| = (2−∆)−1(1−∆)m(1− (1−∆)n) ≤ n∆
and c∆ has thus the same asymptotic behaviour as c∆OU , which proves the claim
(2.5.41). By the definition of the Skorohod topology, the convergence in L∞([0, T ])
is a consequence of the continuity of X.
Chapter 3
The covariance operator
The study of the covariance operator Q of the stationary solution
X on an interval of length r will be essential for all subsequent investi-
gations. Since in the stationary case (X(t), −r ≤ t ≤ 0) is a Gaussian
process on C([−r, 0]), the covariance operator maps M([−r, 0]), the dual
of C([−r, 0]), to C([−r, 0]). In the first section it is shown that Q is in-
jective. Roughly speaking, Q is an operator that integrates twice. This
is given a precise meaning in the second section, where it is shown that
Q maps measures with L2-densities to measures with densities in the
Sobolev space H2([−r, 0]) for all weight measures a. The Feldman-Hajek
theorem is employed to show that the action of the covariance operators
Qa depends in a certain sense continuously on the weight measure a.
These results suffice for the linear estimation theory; for the non-
linear theory however, the action of Q along the scale of Besov spaces
has to be studied, which is the content of the last section. Here, the
main result is that the operator Q with the Besov space Bsp,α([−r, 0]) as
domain has closed range with codimension 2 in Bs+2p,α ([−r, 0]) and that
a complementing subspace of the range is given by span{Qδ−r, Qδ0}.
The essential prerequisite for this property of Q is that the covariance
function q is sufficiently regular, which is the case for weight measures
in the generalized Besov space Wsp,α.
3.1 Injectivity
The stationary Gaussian process (X(t), t ≥ −r) solving the affine SDDE (2.2.10)
induces a centred Gaussian distribution on the Banach space C([−r, 0]) and hence
by injection also on the Hilbert space L2([−r, 0]). The general theory Vakhaniya
et al. (1987, Thm. III.2.2) yields that the covariance operator is a symmetric posi-
tive semi-definite operator mapping M([−r, 0]), the dual of C([−r, 0]), to C([−r, 0])
and in the Hilbert space case L2([−r, 0]) to L2([−r, 0]). The covariance structure
can equivalently be described by a symmetric positive semi-definite bilinear form
Vakhaniya et al. (1987, Section III.1.1), which leads us to the following definition.
Definition 4. Let X be the stationary solution of the affine SDDE (2.2.10) with
weight a ∈ M−. Then the covariance operator Qa : M([−r, 0]) → C([−r, 0]) is
implicitly defined by the bilinear form








, µ, ν ∈M([−r, 0]),
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where the brackets denote the dual pairing between C([−r, 0]) and M([−r, 0]). Equi-
valently, it can be expressed as integral operator with the covariance function qa




qa(t− s) dµ(s), t ∈ [−r, 0], µ ∈M([−r, 0]).
If there is no danger of ambiguity the subscript a will be dropped. Moreover, if µ
has a Lebesgue density f , we shall be inexact and write Qaf instead of Qaµ.
A priori, we know that 〈Qµ, µ〉 ≥ 0 holds for all measures µ ∈ M([−r, 0]).
Properties of the covariance operator of the Wiener measure yield even the strict
positive definiteness of Q by a change of measure argument.
Proposition 3. The covariance operator Q is strictly positive definite, i.e. for all
µ ∈M([−r, 0]), µ 6= 0, the inequality 〈Qµ, µ〉 > 0 holds.
Proof. According to Theorem 2 the processes (X(t), 0 ≤ t ≤ r) and (X(0) +
W (t), 0 ≤ t ≤ r) induce equivalent measures µX and µW on C([0, r]), for the
moment condition use the Fernique theorem Da Prato and Zabczyk (1992, Thm.
2.6). Taking into account that X(0) is a centred Gaussian variable independent of
(W (t), t ≥ 0) and that X is stationary, we obtain for µ ∈M([−r, 0])
〈Qµ, µ〉 = 0 ⇐⇒ 〈X(• + r), µ〉 = 0 µX − a.s.
⇐⇒ 〈X(0) +W (• + r), µ〉 = 0 µW − a.s.
⇐⇒ E[〈X(0), µ〉2 + 〈W (• + r), µ〉2] = 0
⇐⇒ 〈W (• + r), µ〉 = 0 P−a.s. and 〈1, µ〉 = 0.
Girsanov’s theorem implies Revuz and Yor (1999, Cor. VIII.2.3) that the sup-
port of the Wiener measure on C([0, r]) is the space of all continuous functions
starting in zero. The first condition in the last line of equivalences implies that the
support of the Wiener measure is contained in the kernel of µ, when µ is regarded
as a continuous linear functional. By the support property of the Wiener measure,
we thus infer from 〈Qµ, µ〉 = 0 that the support of µ is contained in {−r}. The
second condition implies that a one-point measure µ must be identically zero. Thus
〈Qµ, µ〉 = 0 implies µ = 0.
3.2 The domain L2([−r, 0])
From now on, we let the integral operator Q act on measures as well as on func-
tions (cf. Definition 4). Then it is shown in this section that Q maps L2([−r, 0])
continuously to H2([−r, 0]), the Sobolev space of order 2 (cf. Appendix A.1). When
writing L2 or Hs we shall always mean the corresponding function space on [−r, 0].
The abstract theory Vakhaniya et al. (1987, Thm. IV.2.4) merely yields that Q is a
nuclear operator on L2([−r, 0]), that is its eigenvalues are summable, whereas our
result entails that the eigenvalues are decreasing like n−2 (cf. Baumeister (1987)
and also the proof of Proposition 9). In the theory of illposed problems such an
operator is said to be of smoothing order 2 or to have a degree of ill-posedness 2
Nussbaum and Pereverzev (1999). The fact that Q is not smoothing of higher order
is reflected by the closed range of Q in H2, which means that Q is an isomorphism
between L2 and Q(L2) in H2. Similar results for general integral operators have
been obtained by Sakhnovich (1996), but by entirely different methods and only for
continuous functions.
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Example 4. The covariance operator QOU of the Ornstein-Uhlenbeck process in
Example 2 has the kernel qOU (t − s) = 12e
−|t−s| for α = −1. In a distributional




−|t|)′′ = 12 (− sgn(t)e
−|t|)′ = −δ0 + 12e
−|t| = −δ0 + qOU (t)
holds so that for f ∈ L1([−r, 0]) the covariance operator satisfies
(QOUf)′′(t) = ((−δ0 + qOU ) ∗ f)(t) = −f(t) +QOUf(t) for a.e. t ∈ [−r, 0] .
This shows that the covariance operator QOU generates the second antiderivative
perturbed by an even more regular function.
When function spaces on the whole real line are considered, then the integral
operator with kernel qOU is the canonical isomorphism between the Sobolev spaces
Hs(R) and Hs+2(R), s ∈ R. The restriction to functions on [−r, 0] produces bound-
ary effects: Point measures µ = αδ−r + βδ0 with mass at the boundary are mapped
by QOU to the infinitely differentiable function αqOU (•+ r)+βqOU on [−r, 0], since
the jumps of the derivative of QOUµ at −r (α 6= 0) and 0 (β 6= 0) are “not visible
from inside the interval”.
This example is a good preparation for the main theorem of this section, but
first a lemma is needed.




k(|t− s|)f(s) ds, t ∈ [−r, 0],
is a continuous linear operator from L2([−r, 0]) to H2([−r, 0]) with ‖K‖L2→H2 .
‖k‖H2 .
Proof. First consider the following identities in an L2-sense for t ∈ [−r, 0] and

















k′′(t− s)f(s) ds+ k′(0)f(t) +
∫ 0
t




k′′(|t− s|)f(s) ds+ 2k′(0)f(t).
By the Cauchy-Schwarz inequality we obtain
‖Kf‖L2 ≤ 2‖k‖L2‖f‖L2 ,
‖(Kf)′‖L2 ≤ 2‖k′‖L2‖f‖L2 ,
‖(Kf)′′‖L2 ≤ 2‖k′′‖L2‖f‖L2 + 2‖k′‖∞‖f‖L2 .
Hence, the Sobolev embedding H2 ⊂ C1 proves ‖Kf‖H2 . ‖k‖H2‖f‖L2 .
Theorem 5. The covariance operator, restricted to L2([−r, 0]), is a continuous lin-
ear operator Qa : L2([−r, 0]) → H2([−r, 0]). Its range Qa(L2) is closed in H2([−r, 0])
with codim(Qa(L2)) ≤ 2.
The mapping a 7→ Qa is weakly continuous in the sense that an
w→ a ∈ M−
implies ‖Qan −Qa‖L2→H2 → 0.
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Proof. Since by Corollary 3 qa is in H2([0, r]) and symmetric, we can apply the
preceding Lemma 5 and deduce the continuity of Qa : L2([−r, 0]) → H2([−r, 0]).
Set h(t) = qOU (t) − qa(t) with qOU from Example 4. Then from Proposition 1




h′′(t− s)f(s) ds, t ∈ [−r, 0], f ∈ L2([−r, 0]),
holds. Let us denote the integral operator with kernel h′′ by K. Then due to
h′′ ∈ L2([−r, r]), the operator K is a Hilbert-Schmidt operator on L2([−r, 0]) and
therefore compact Dunford and Schwartz (1963, Section XI.6). If D denotes the
derivative operator, we obtain the decomposition
D2Qa = D2QOU +K = − Id+QOU +K.
Let V ⊂ L2([−r, 0]) denote the kernel of D2Qa and let W be a complementing
subspace of V in L2([−r, 0]). By Fredholm theory Zeidler (1995, Section 5.5) the
range of D2Q is closed and its codimension equals the finite dimension of V . There-
fore there exists a complementing subspace U of D2Q(L2) with dimU = dimV .
The situation is illustrated by the following diagram:
L2 = W ⊕ VyQ
H2 = Q(L2) + (D2)−1(U)yD2
L2 = D2Q(L2) ⊕ U
While by definition L2 in the first and in the third line can be written as the
direct sum of the respective subspaces, the representation of H2 in the second
line follows from the third line due to (D2)−1(D2Q(L2)) = Q(L2) + ker(D2) ⊂
Q(L2) + (D2)−1(U). The fact that Q(V ) is contained in the kernel of D2 implies
that the operators Q and D2 each map the vertically corresponding subspaces into
each other.
From the injectivity of Q (Proposition 3) dimQ(V ) = dimV follows. Due to
Q(V ) ⊂ Q(L2) ∩ (D2)−1(U) we obtain
codimQ(L2) ≤ dim(D2)−1(U)− dimQ(V ) = (dimU + dim ker(D2))− dimV
= dim ker(D2) = 2.
Since Q(L2) has finite codimension in H2([−r, 0]), Q has closed range in H2([−r, 0])
Zeidler (1995, Ex. 3.12.2).
Suppose that the sequence (an) of M−-weights converges weakly to a ∈ M−.
Then the corresponding covariance operators converge due to Lemma 5 and Propo-
sition 1:
‖(Qan −Qa)‖L2→H2 . ‖qan − qa‖H2 → 0.
As will become apparent in the next section, the codimension of Qa(L2) in H2
is exactly two and a complementing subspace is spanned by Qaδ−r and Qaδ0.
The fact that the covariance operator Qa is positive definite allows us to define
a positive definite bilinear form, i.e. a scalar product. For the Galerkin method
developed in the next chapter it will be essential to establish an ellipticity condition
for this scalar product uniformly in the weight a for a varying in a compact set.
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Proposition 4. Let a weight a0 ∈ M−([−r, 0]) and a weakly compact set A ⊂









Proof. Since the covariance operator Q is a positive operator, the bounded operator
Q1/2 and the unbounded operator Q−1/2 are well-defined and positive. In our case
the centred Gaussian measures with covariance operator Qa0 and Qa, a ∈ A, are
equivalent on L2([−r, 0]) ⊃ C([−r, 0]) by Corollary 2, stationarity and the Fernique
theorem. The Feldman-Hajek Theorem Da Prato and Zabczyk (1992, Thm. 2.23)
therefore implies that ranQ1/2a and ranQ
1/2
a0 agree, which – by the closed graph




a is an isomorphism
on L2([−r, 0]).
According to Theorem 5, Qa depends in operator norm weakly continuously
on a. Therefore, also Q1/2a Hämarik (1983, p. 75) and thus Ta and its adjoint T ∗a
depend in operator norm weakly continuously on a. Finally, the mapping A 7→
A−1 for invertible operators A is norm-continuous Rudin (1991, Thm. 10.11) and
thus a 7→ ‖(T ∗a )−1‖ is weakly continuous. Hence, observing that Q
1/2
a0 inherits the


































In the second line equality holds because the range of the injective and selfadjoint
operator Q1/2a0 is dense in L2([−r, 0]).
Remarks 5.
• It is obvious from the proof that in the preceding proposition the covariance
operator of any centred equivalent Gaussian measure can serve as Qa0 . In




(min(t, s) + r + 1)f(s) ds, f ∈ L2([−r, 0]), t ∈ [−r, 0],
which is derived from µW in the Girsanov-Theorem 2 with X(0) ∼ N(0, 1), is
eligible.
• The converse direction of the Feldman-Hajek Theorem gives conditions under
which a Gaussian measure N(µ,Q) on L2([−r, 0]) is equivalent to N(0, QW ).
It remains an open and interesting question whether stationary solutions of
stochastic differential equations induce these equivalent measures if and only
if they solve autonomous affine stochastic differential equations with (possibly
unbounded) time delay. Hitsuda (1968) has found a representation of those
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processes X which have an equivalent distribution to ordinary Brownian mo-
tion W by means of a stochastic Volterra-type integral:





k(s, u) dW (u)
)
ds, t ∈ [0, r], (3.2.1)
where k is a certain L2-Volterra kernel. The linear dependence on the past
hints towards a positive answer to this question.
3.3 Domains of Besov space type
For the notion of Besov spaces Bsp,α and its properties we refer to Appendix A.2 and
the references given there. Just recall the identity Bs2,2 = H
s so that the subsequent
results are also valid for the scale of L2-Sobolev spaces. The covariance operator
is an integral operator acting on functions defined on the bounded interval [−r, 0].
This produces the boundary effect that the point measures δ−r and δ0 are mapped
to functions which are as regular as the covariance function. This will prove to be
useful in the section on hypothesis testing as it allows us to distinguish between
proper affine SDDEs and equations of Ornstein-Uhlenbeck type. In anticipation of
this mapping property we introduce spaces of weights that are linear combinations
of weight functions, which have some regularity in the scale of Besov spaces, and of
the point measures δ−r and δ0.
Definition 5. Let s ≥ 0 and p, α ∈ [1,∞] be given. We introduce the subspace Wsp,α
of weights with λ denoting the Lebesgue measure on [−r, 0] by
Wsp,α :=
{
µλ +m1δ−r +m2δ0 | dµλdλ ∈ B
s
p,α([−r, 0]), m1,m2 ∈ R
}
and equip it with the norm
‖µ‖Wsp,α := ‖µ‖s,p,α := ‖
dµλ
dλ ‖Bsp,α + |m1|+ |m2|.
We shall abuse notation and write µ = f +m1δ−r +m2δ0 with f = dµλdλ .
Note that Wsp,α is canonically isomorphic to the sum of the Banach space B
s
p,α
and the space R2. This is the easiest way to see that Wsp,α is a Banach space. Later
on, we shall need the observation that a linear operator T on Wsp,α satisfies with
obvious notation
‖Tµ‖ = ‖T (µλ +m1δ−r +m2δ0)‖
≤ ‖Tµλ‖+ ‖T (m1δ−r +m2δ0)‖
≤ (‖T |Bsp,q‖+ ‖T |span(δ−r,δ0)‖)‖µ‖s,p,α. (3.3.2)
For the investigation of the mapping properties of the covariance operator we
first need a result on the regularity of certain convolutions. We have not strived
for the outmost generality concerning the range of the indices. Related questions
for convolutions between functions from Besov spaces have apparently only been
considered on the real axis. If the functions considered on [−r, 0] had compact
support in the interior of this interval, we could apply the results from the literature,
but here we have to take care of the boundary behaviour. As usual we define 1∞ := 0.
Lemma 6. For functions g ∈ Bsp,α([−r, 0]) and k ∈ Bs+1p′,α′([0, r]), s ≥ 0 and 1 <










g(u− t)k(u) du, t ∈ [0, r].
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Then L is a bilinear mapping from Bsp,α([−r, 0])×Bs+1p′,α′([0, r]) to Bs+1p,α ([0, r]) with
‖L(g, k)‖s+1,p,α . ‖g‖s,p,α‖k‖s+1,p′,α′ .
Proof. First, we show for a fixed function g in B0p,α([−r, 0]) that Tk := L(g, k) maps
Bsp′,α′([0, r]) to B
s
p,α([0, r]) for s ∈ [0, 1] and all p and α.
Regarding the case s = 0, we obtain by duality and extension to R Triebel (1983,
Thm. 2.11.2, Prop. 3.3.2)
‖Tk‖L∞ . sup
t∈R
|(g1R−) ∗ (k1R+)| . ‖g‖0,p,α‖k‖0,p′,α′ .
Since the L∞-norm is stronger than the B0p,α-norm for α ≥ p ∨ 2 (Proposition 16



















≤ ‖g‖0,p,α‖k‖∞ + ‖T (k′)‖0,p,α
. ‖g‖0,p,α‖k‖1,p′,α′ .
We have bounded the B1p,α-seminorm of Tk and hence – using the case s = 0 once
more – also ‖Tk‖1,p,α (cf. Appendix A.2).
Therefore T is a continuous linear operator acting as T : B0p′,α′ → B0p,α and as
T : B1p′,α′ → B1p,α. By the real interpolation theory (Triebel (1983, Thm. 3.3.6) and
Bennett and Sharpley (1988, Thm. 5.1.12)) we infer for s ∈ [0, 1] the estimate
‖Tk‖s,p,α . ‖g‖0,p,α‖k‖s,p′,α′ .
In the second step, we proceed by an induction argument from s to s+1. Suppose
g ∈ Bsp,α and k ∈ Bs+1p′,α. The weak derivative of L(g, k) is given by (see above)
L(g, k)′(t) = g(−t)k(0) + L(g, k′)(t), t ∈ [0, r],
which yields for s ∈ [0, 1]
‖L(g, k)′‖s,p,α ≤ ‖g‖s,p,α‖k‖∞ + ‖T (k′)‖s,p,α . ‖g‖s,p,α‖k‖s+1,p′,α′
and a fortiori for s > 1 by induction
‖L(g, k)′‖s,p,α ≤ ‖g‖s,p,α‖k‖∞ + ‖g‖s−1,p,α‖k′‖s,p′,α′ . ‖g‖s,p,α‖k‖s+1,p′,α′ .
Since the very first argument provided an estimate for ‖L(g, k)‖Lp of the same type,
the norm ‖L(g, k)‖s+1,p,α is bounded as asserted.
Proposition 3. For a weight function a ∈ Wsp,α with v0(a) < 0, s ≥ 0, 1 < p <∞
and α ∈ [p ∨ 2,∞] the covariance function satisfies qa ∈ Bs+3p,α ([0, r]).
Proof. From Corollary 3 we already know that qa lies in Hρ([0, r]) for all ρ < 52 .
We now use the fact that qa satisfies the deterministic delay equation (2.1.1) and is
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symmetric. For a = g + γ1δ−r + γ2δ0 and t ∈ [0, r] this shows that q′′a(t) equals(∫ 0
−r









qa(• + u)g(u) du
)′




q′a(−t− u)g(u) du− qa(0)g(−t) +
∫ 0
−t
q′a(t+ u)g(u) du+ qa(0)g(−t)







q′a(u)g(u− t) du− γ1q′a(r − t) + γ2q′a(t).
(3.3.3)
We prove the statement qa ∈ Bs+3p,α ([0, r]) by setting σ := sup{s ≥ 0 | qa ∈





(Proposition 16) for all ε > 0 and from qa ∈ Hρ([0, r]) for ρ < 52 .
By definition of σ the last two summands in (3.3.3) are elements of Bτ1p,α for
all τ1 < σ − 1. By Lemma 6 with k = q′a the second summand lies in Bτ2p,α for





ρ′ < ρ − 1p +
1
p′ = ρ + 1 −
2
p ) and τ2 ≤ s + 1. The substitutions t̃ := −r − t and
g̃(u) := g(r − u) transform the first summand∫ r−t
0




whence we can conclude by Lemma 6 that this summand also lies in Bτ2p,α for the
same values of τ2.
This shows that q′′a is an element of B
τ1∧τ2
p,α , hence for all ε ∈ (0, 2− ( 2p ∨ 1)) the
inclusion qa ∈ B2+τ1∧τ2p,α ⊂ B
2+(σ−2+ε)∧(s+1)
p,α holds true, from which we conclude
s+ 1 < σ − 2 + ε by the definition of σ and thus qa ∈ Bs+3p,α ([0, r]).
Example 5. Consider the case da(s) = −1[−1,0](s)ds with r = 2. Then v0(a) < 0
holds (cf. Lemma 1 or Proposition 1). The choice r > 1 is artificial, but serves well






qa(• + s)1[−1,0](s) ds
)′
(t) = −qa(t) + qa(t− 1).
By (2.3.18) the derivative of qa has a jump of size -1 at zero, which yields in our
case q′′′a (1+) − q′′′a (1−) = 1. On the other hand the third derivative q′′′a exists, is
continuous and bounded on the set [0, 2] \ {1}.
In terms of function spaces the weight function and the third derivative of the
covariance function both lie in Bsp,1 for all s <
1
p (Appendix A.2), which shows that
in this case the covariance function is exactly three times more regular than the
weight function.
Theorem 2. For M−-weights a in Wsp,α, s ≥ 0, 1 < p < ∞, α ∈ [p ∨ 2,∞], the
covariance operator is a continuous operator
Qa : Wsp,α → Bs+2p,α ([−r, 0]).
Moreover, Qa is bijective, hence an isomorphism.
3.3. Domains of Besov space type 47
Proof. First, let us consider how Qa acts on functions f ∈ Bsp,α. Since Qa maps
M([−r, 0]) to C([−r, 0]) (see the discussion before Definition 4), we only need
to estimate ‖(Qaf)′′‖s,p,α. By symmetry of qa and by the regularity result qa ∈
Bs+3p,α ([0, r]) ⊂ C2([0, r]) (Propositions 3 and 16) we obtain for t ∈ [−r, 0] like in the











f(t+ u)q′′a(u) du. (3.3.4)
Lemma 6 with obvious modifications and the embedding (A.2.3) therefore yield the
estimate
‖(Qaf)′′‖s,p,α . ‖f‖s,p,α + ‖f‖s−1,p,α‖q′′a‖s,p′,α′ . (1 + ‖qa‖s+3,p,α)‖f‖s,p,α,
which shows that Qa maps Bsp,α continuously to B
s+2
p,α . Writing the derivative op-
erator as D, we further find for all ε ∈ (0, 2− ( 2p ∨ 1)) by (A.2.3)
‖(D2Qa + Id)f‖s+ε . ‖f‖s+ε−1,p,α‖q′′a‖s+ε,p′,α′ . ‖qa‖s+3,p,α‖f‖s,p,α.
We infer that D2Qa + Id is a compact operator on Bsp,α, because B
s+ε
p,α ([−r, 0])
embeds compactly into Bsp,α([−r, 0]). Exactly the same argument as in the proof of
Theorem 5 applies to the Fredholm operatorD2Qa on Bsp,α and yields thatQa(B
s
p,α)
is a closed subspace of Bs+2p,α of codimension less than or equal to two.
Due to Qaδ−r = qa(• + r) and Qaδ0 = qa we have Qa(span(δ−r, δ0)) ⊂ Bs+3p,α ⊂
Bs+2p,α by Proposition 3. It remains to use the injectivity of Qa on M([−r, 0]) (Propo-
sition 3) in order to conclude that Qa(span(δ−r, δ0)) is a two-dimensional subspace




p,α) ≤ 2 holds,
this codimension must equal two and Qa(span(δ−r, δ0)) is a complementing sub-
space. This shows that Qa : Wsp,α → Bs+2p,α is surjective and hence bijective. Because
Qa is separately continuous on these two subspaces, it is continuous on its span
Wsp,α (cf. (3.3.2)) and by the open mapping theorem it is thus an isomorphism
Rudin (1991, Cor. 2.12).
As in the L2-case the covariance operator depends continuously on the under-
lying weight with respect to correctly chosen norms. This will be a corollary to
the next proposition, which strengthens the convergence result for the covariance
functions from Proposition 1.
Proposition 4. Suppose s ≥ 0, 1 < p <∞ and α ∈ [p ∨ 2,∞] are given. If (an) is
a sequence of M− ∩Wsp,α-weights that converges in Wsp,α-norm to the M− ∩Wsp,α-
weight a, then ‖qan − qa‖Bs+3p,α → 0 follows.
Proof. Put fn := qan − qa and an = gn + γ1,nδ−r + γ2,nδ0. Similarly as in (3.3.3),
the following identities hold for t ∈ [0, r]:
f ′′n (t) =
(∫ 0
−r
qan(• + u) dan(u)−
∫ 0
−r






fn(• + u) dan(u)
)′




f ′n(−t− u)gn(u) du+
∫ 0
−t
f ′n(t+ u)gn(u) du
− γ1,nf ′n(r − t) + γ2,nf ′n(t)− (Qa(an − a))′(−t)




f ′n(u)gn(−u− t) du+
∫ 0
−t
f ′n(u)gn(u− t) du
− γ1,nf ′n(r − t) + γ2,nf ′n(t)− (Qa(an − a))′(−t).
Therefore we obtain for all σ > 0 (allowing the value ∞) the estimate
‖f ′′n‖σ,p,α . ‖f ′n‖σ,p′,α′‖gn‖σ−1,p,α + (|γ1,n|+ |γ2,n|)‖f ′n‖σ,p,α
+ ‖Qa‖B(σ−1)∨0p,α →Bσ+1p,α ‖an − a‖(σ−1)∨0,p,α. (3.3.5)
For an
w→ a the covariance functions converge in Hρ([0, r]) for all ρ < 52 , whence
‖fn‖σ,p,α → 0 holds for all σ < 2 + 1p . In particular, the convergence ‖fn‖Lp → 0
follows. Hence, the right hand side of estimate (3.3.5) is finite for all σ ∈ (0, 1p ). Once
again using Bσp,α ⊂ Bσ−1+εp′,α′ for all ε ∈ (0, 2− (
2
p ∨ 1)), we obtain for all σ ≤ s+ 1
‖fn‖σ+2,p,α . ‖fn‖Lp + ‖an‖s,p,α‖fn‖σ+2−ε,p,α + ‖Qa‖‖an − a‖s,p,α.
Starting with σ0 = ε, we can iterate this estimate (σn+1 := min(σn + ε, s+ 1)).
Hence ‖fn‖s+3,p,α is bounded by a multiple of ‖fn‖Lp + ‖fn‖2,p,α + ‖an − a‖s,p,α,
which tends to zero for n→∞. This proves ‖fn‖s+3,p,α → 0.
Remarks 6.
• In the case of weight functions gn that converge in Hs-norm, an easier proof
can be obtained via the spectral density (cf. Proposition 1), which satisfies
|q̂gn(ξ)− q̂g(ξ)| . (1 + ξ2)−3/2|ĝn(ξ)− ĝ(ξ)|, ξ ∈ R,
from which it is immediate that ‖gn − g‖s → 0 implies ‖qgn − qg‖s+3 → 0,
even on the whole real line. Unfortunately, there is no simple description of
Besov spaces in terms of the Fourier transform. Moreover, the existence of
point measures destroys the regularity on the boundary points of the interval
[0, r], when the function is regarded on the real line.
• The case p ≤ 1, which has some importance for results on adaptive approxi-
mation Cohen (2000), remains open. For p ≤ 1 we do not have the embedding
property Bsp,α ⊂ Bs−1+εp′,α′ , which was essential for the induction argument in
the proof. The restriction α ≥ p ∨ 2 was only used to guarantee Lp ⊂ B0p,α.
The condition p < ∞ was used for the embedding B1p′,α′ ⊂ C0. In any case,
we shall need the results only for L2-Sobolev spaces (p = 2, α = 2) and Besov
spaces with α = ∞.
Corollary 6. If (an) is a sequence of M− ∩Wsp,α-weights that converges in Wσp,α-
norm to the M− ∩Wsp,α-weight a for some σ > s− 2 + (1∨ 2p ) and s, p, α as before,
then the covariance operators converge in operator norm:
lim
n→∞
‖Qan −Qa‖Wsp,α→Bs+2p,α = 0.
Proof. From equation (3.3.4) we infer by linearity for f ∈ Bsp,α and t ∈ [−r, 0]
((Qan −Qa)f)′′(t) =∫ r+t
0
f(t− u)(qan − qa)′′(u) du+
∫ −t
0
f(t+ u)(qan − qa)′′(u) du.
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By Lemma 6 and by the norm estimates ‖•‖s+2,p′,α′ . ‖•‖σ+3,p,α and ‖•‖Lp′ .




‖(Qan −Qa)f‖L∞ + ‖f‖s−1,p,α‖(qan − qa)′′‖s,p′,α′
‖f‖s,p,α
. ‖qan − qa‖Lp′ + ‖qan − qa‖σ+3,p,α
. ‖qan − qa‖σ+3,p,α.
From the preceding Proposition 4 we see that for ‖an − a‖σ,p,α → 0 this bound
tends to zero.
Since (Qan −Qa)δ−r and (Qan −Qa)δ0 are both expressions of the form qan −
qa evaluated on [0, r], Proposition 4 also shows that Qan − Qa tends to zero on
span(δ−r, δ0). By (3.3.2) we therefore conclude ‖Qan −Qa‖ → 0 on Wsp,α.
Corollary 7. For sets A ⊂ Wsp,α (s > 0 and p, α as before) that are bounded in




‖Q−1a ‖Bs+2p,α →Wsp,α <∞.
Proof. Since A is bounded in Wsp,α, it is by the Besov embeddings relatively compact
in any Wσp,α for σ < s. Just use the abstract description W
σ
p,α
∼= Bσp,α ⊕ δ−r ⊕ δ0.
Then a compact set K in Bσp,α and a bounded closed (hence compact) set B in
δ−r ⊕ δ0 generate a compact set K ⊕B in Bσp,α ⊕ (δ−r ⊕ δ0).
In Corollary 6 it was shown that the operator norm of Qa depends continuously
on a in Wσp,α-norm for some σ < s due to p > 1. Consider the closure Ā of A in
Wσp,α, which by Proposition 1 is still contained in M
−. Then supa∈Ā‖Qa‖ is finite
by the usual compactness argument in Wσp,α.
Finally, the norm continuity of the mapping Qa 7→ Q−1a Rudin (1991, Thm.
10.11) yields the second statement.
Chapter 4
Convergence results
The law of the solution process of an affine SDDE can be described
by an asymptotically sufficient statistic (qT , bT ). In this chapter the
convergence of 1T qT to qa for T → ∞ under the stationary law Pa is
established in some strong functional norms. We shall also prove that
1
T bT tends to Qaa, the covariance operator corresponding to the weight
a applied to the weight a. These properties are the key for the construc-
tion of an estimator of a. The convergence takes place with the usual
1√
T
-rate. Since an argument based on moments, similar to Kolmogorov’s
continuity theorem, will be applied, the first section deals with bounds
on polynomial moments. Another result in this section concerns the con-
vergence of certain exponential moments of wavelet coefficients, which
shall be used later for large deviation arguments. The uniform validity
of constants over classes of weight measures will become crucial for the
statistical results in a minimax setting, but is rather tedious work.
4.1 Moment estimates
In view of the likelihood ratio in Corollary 2 and its simplification in Remark 2 we
introduce the random functions qT and bT and the random operator QT , which are
all σ(X(t), −r ≤ t ≤ T )-measurable.
Definition 6. Let (X(t), −r ≤ t ≤ T ) be a stationary solution process of the affine
SDDE (2.2.10) with weight a ∈M−. We put
qT (u, v) :=
∫ T
0








X(t+ s) dX(t), s ∈ [−r, 0].
Remark 6. Due to the continuity of X it is clear that qT is a continuous process
on [−r, 0]2 and QT is well defined. With regard to bT we have the identity
bT (s) = QTa(s) +
∫ T
0
X(t+ s) dW (s), s ∈ [−r, 0], Pa−a.s.
We obtain for the stochastic integral by the Burkholder-Davis-Gundy inequality
Karatzas and Shreve (1991, Thm. 3.28) and the Lipschitz continuity of the co-
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X(t+ s) dW (t)−
∫ T
0





(X(t+ s)−X(t+ s′))2 dt
)m]
. (qa(0)− qa(s− s′))m . |s− s′|m.
Therefore, we may choose a continuous version of the stochastic integral and hence
of bT by the Kolmogorov continuity theorem Karatzas and Shreve (1991, Thm. 2.8),
which we will do from now on.

















X(t+ s) dW (t)
)
= Qaa(s) Pa − a.s.
Together with the injectivity of Qa this result shows that a is identifiable from an
infinitely long continuous observation of a trajectory (X(t), t ≥ −r). In order to
be able to estimate the risk of an estimator we shall need a more refined result in
terms of functional norms. The idea is to apply a version of Kolmogorov’s continuity
theorem in order to obtain an estimate of ‖ 1T qT (•1, •2)− qa(•1 − •2)‖ in a range of
function space norms on [−r, 0]2. For simplicity we shall write ‖ 1T qT − qa‖ for this
last expression. We now enter into these rather technical estimations. The first one
establishes the crucial moment estimate, the second one a simple Lp-estimate and
the last two an exponential moment estimate for the wavelet coefficients.
Proposition 5. With qT as in Definition 6 and for u, v, u′, v′ ∈ [−r, 0], m ∈ N and
T > 0 the estimate
Ea[( 1T qT (u, v)− qa(u− v)−
1
T qT (u
′, v′) + qa(u′ − v′))2m]
. T−m(|u− u′|+ |v − v′|)2m
holds. For fixed R > 0 and δ > 0 the constant may be chosen uniformly for all
weights a from M(R, δ). It then only depends on m.
Proof. The following short hand notations will be used for fixed values u, v, u′, v′:
A(t) := X(t+ u), B(t) := X(t+ v)−X(t+ v′), α := qa(u− v)− qa(u− v′),
C(t) := X(t+ v′), D(t) := X(t+ u)−X(t+ u′), γ := qa(u− v′)− qa(u′ − v′).
We find
1
T qT (u, v)− qa(u− v)−
1
T qT (u





















T qT (u, v)− qa(u− v)−
1
T qT (u
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Both summands can be estimated in exactly the same way, so we only present the
estimation of the first summand.







































dt2m . . . dt1.
The application of the Fubini Theorem is justified by the Fernique theorem Da Prato
and Zabczyk (1992, Thm. 2.6) for the Gaussian measure induced byX on C([−r, T ]).
In order to evaluate the expected value of the product, let us introduce the
family P2(2n) of all partitions of the set {1, . . . , 2n} into subsets with two elements.
An easy argument based on the characteristic function shows that for a centered













is valid. In our case we choose n = 2m, N2i−1 = Ai, N2i = Bi. Since α =
E[N2i−1N2i] holds, terms involving neighbouring random variables N2i−1, N2i can-














holds true. When the definition of Ai and Bi is resubstituted, then the right hand
side is an expression in terms of the covariance function qa. From Corollary 3 we
use the Lipschitz continuity of qa on R and of q′a on the real line away from zero to
obtain for tk ≥ tl and δ < −v0(a) with uniform constants
|Ea[AkAl]| = |qa(tk − tl)| . e−δ(tk−tl),
|Ea[AkBl]| = |qa(tk − tl + u− v)− qa(tk − tl + u− v′)|
. e−δ(tk−tl−r)|v − v′|,
|Ea[BkBl]| = |2qa(tk − tl)− qa(tk − tl + v − v′)− qa(tk − tl + v′ − v)|
. min
(




|q′a(tk − tl + h)− q′a(tk − tl − h)| dh1(|v−v′|,∞)(tk − tl)
)
. min(e−δ(tk−tl−r), |v − v′|(1[0,|v−v′|](tk − tl) + |v − v′|).
Every product on the right of (4.1.1) consists of 2m factors, at least m of which
involve a covariance formed with some Bk. The bounds on the covariances, which
have just been derived, decrease with increasing distance tk − tl so that we can







e−δ(t2i−1−t2i−r)|v − v′|(1[0,|v−v′|](t2i−1 − t2i) + |v − v′|).
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The gain of this estimation argument lies in the fact that we can perform the
































e−δs(1s≤|v−v′| + |v − v′|) ds dt
)m
. T−m|v − v′|2m.
Note that the constants in this calculation depend on m, δ and a uniform constant
for a ∈M(R, δ+ ε) with ε > 0 any constant. The assertion then follows from using
δ − ε instead of δ.
Lemma 7. The random function qT satisfies
Ea[‖ 1T qT − qa‖
2m
L2m ] . T
−m,
involving a constant which may be chosen uniformly for all a from M(R, δ) for fixed
R > 0 and δ > 0.
Proof. Exactly as in the proof of Proposition 5 (use |Ea[X(ti + u)X(tj + v)]| .
e−δ(|ti−tj |−|u−v|)) we obtain































e−δ(t2i−1−t2i−|u−v|) dt2m . . . dt1
. T−m.
The uniformity of the constant follows again from Corollary 3.
The next proposition and the subsequent lemma will prove to be useful for the
wavelet thresholding algorithm in the chapter about adaptive estimation and for
the testing problem. It is of no importance for the linear estimation theory. For the
notions regarding wavelets the appendix A.3 should be consulted, in particular the
notion of regularity of a wavelet basis here has a slightly different meaning than
usually.
Proposition 6. Let (ψλ) be a compactly supported 2-regular wavelet basis of L2([−r, 0]).
Then there exists a constant K > 0 such that for µ ∈M([−r, 0])
sup
λ
Ea[cosh(αT 1/223|λ|/2〈( 1T QT −Qa)µ, ψλ〉)] ≤
1
1−K2α2‖µ‖2TV
holds for all α ∈ [0, (K‖µ‖TV )−1). For fixed R > 0, δ > 0 the constant K may be
chosen uniformly for all weights a from M(R, δ).
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In addition, we obtain for m ∈ N
sup
λ
Ea[〈( 1T QT −Qa)ψλ, ψλ〉
2m] . T−m2−4|λ|m
with a constant that may equally be chosen uniformly over M(R, δ).




(2m)! we shall again estimate polynomial moments,
but this time the dependence on m becomes crucial. The statement concerning
polynomial moments will be a simple by-product during the course of the proof.
Recall that 〈•, •〉 denotes the L2-scalar product as well as the dual pairing be-
tween continuous functions and measures such that 〈Kµ, f〉 = 〈µ,Kf〉 holds for
integral operators K with a symmetric continuous kernel, continuous functions f
and finite measures µ. Using the finiteness of E[‖X‖C([−r,T ])] by the Fernique the-
orem on C([−r, T ]) as requirement for the Fubini Theorem we obtain:
Ea[〈( 1T QT −Qa)µ, ψλ〉
2m]









( 1T QT −Qa)ψ(ui)
]













ψλ(vi) dv2m . . . dv1




dv2m . . . dv1
∫
[0,T ]2m
















with z2i−1 = ti + ui and z2i = ti + vi. Changing the order of integration (qa is
continuous), we start with the integration over vi, i = 1, . . . , 2m. Since any vi
appears only once in the product, we have to deal with products over terms which
have one of the following three forms:
qa(ti + ui − tj − uj), (I),∫ 0
−r




qa(ti + vi − tj − vj)ψλ(vi)ψλ(vj) dvi dvj (III).
For the factor (I) we shall use |qa(ti + ui − tj − uj)| ≤ C1e−δ|ti−tj | derived from
(2.1.7) or Corollary 3 for δ < −v0(a).
The Lipschitz constant of qa(ti + ui − tj − •) on [−r, 0] is of order e−δ(|ti−tj |−r)
by Corollary 3, which implies the existence of a constant C2 such that the modulus
of the integral (II) is smaller than C22−3|λ|/2e−δ|ti−tj | (Corollary 13).
For the estimation of the integral (III) we let S denote the length of an interval
supporting ψ and distinguish the cases (1) |ti−tj | > 2−|λ|S and (2) |ti−tj | ≤ 2−|λ|S.
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qa(ti − tj + 2−|λ|(vi − vj))2−|λ|ψ(vi)ψ(vj) dvi dvj ,
which shows that in case (1) qa needs only to be evaluated at either positive argu-
ments or at negative ones. Due to the Lipschitz continuity of q′a with exponentially
decaying norm (Corollary 3) the estimate in Corollary 13 shows that the modulus of
(III) is in case (1) smaller than C32−3|λ|e−δ|ti−tj |, C3 > 0 a constant. In case (2) qa
is at least Lipschitz continuous and the modulus of (III) is by the same arguments
smaller than C42−2|λ|e−δ|ti−tj |, C4 > 0 a constant.
Finally note that each ui and vi appears exactly once in the product and that
each ti appears twice so that with C := maxj Cj∫
[−r,0]2m
















1 + 2|λ|1{k,l even,|tk/2−tl/2|≤S2−|λ|}
)
e−δ|tdk/2e−tdl/2e|.
If we now integrate over ti, i = 1, . . . , 2m, and use the symmetry in t1, . . . , t2m,
then we arrive at









e−δ|t2i−1−t2i| dt2m . . . dt1









≤ ‖µ‖2mTV T−m2−3|λ|mC2m|P2(4m)|( 2δ + 2S)
m.
In particular, putting µ = ψλ such that ‖µ‖TV = ‖ψλ‖L1 ∼ 2−|λ|/2 holds, we
have proved the additional statement on polynomial moments.
Since |P2(4m)| ≤ 22m(2m)! holds (it equals the standard Gaussian moments),
we finally obtain for sufficiently small α > 0 the uniform estimate in λ
Ea[cosh(αT 1/223|λ|/2〈( 1T QT −Qa)µ, ψλ〉)] ≤
∞∑
m=0
22mα2m‖µ‖2mTV C2m(2 + 2δS)m
=
1
1− 4α2‖µ‖2TV C2(2 + 2δS)
.
Furthermore, the deduction relied only on Corollary 3 concerning the dependence on




Lemma 8. Let (ψλ) be a compactly supported and 1-regular wavelet basis of L2([−r, 0]).
Then there exists a constant K > 0 such that the estimate
sup
λ
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is satisfied for β < K−1. For fixed R > 0, δ > 0 the constant K may be chosen
uniformly for all weights a from M(R, δ).
Proof. By the trivial inequality e|x| ≤ ex + e−x, x ∈ R, it suffices to consider
Ea[exp(±C〈bT −QTa, ψλ〉)]
with C = βT−1/22|λ|. The Fubini theorem for stochastic integrals Protter (1992,










X(t+ s)ψλ(s) ds dW (t)
)]
.



















is a nonnegative local martingale in T with respect to the filtration (FT ), hence by
Fatou’s lemma it is a supermartingale and its expected value is bounded by one.
For any C we therefore obtain by the Cauchy-Schwarz inequality
















The right-hand side is easy to evaluate since X is a stationary Gaussian process.













































By the Corollaries 3 and 13 we conclude that the estimate holds for all β < K−1
and that we can choose K uniformly for a ∈M(R, δ).
4.2 Convergence in function spaces
By Kolmogorov’s continuity theorem or just by partial integration in (2.3.13) we see
that the trajectories (X(t), −r ≤ t ≤ T ) of a stationary solution lie in the Hölder
space Cα([−r, T ]) for α < 12 , i.e. they are as regular as Brownian motion. On the
other hand, the function qT lies in Cα([−r, 0]2) for α < 1. We shall prove in this
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section that 1T qT converges to qa in C
α-norm for all α < 1. Note also that by Lemma
6 with µ = δu, u ∈ [−r, 0], the wavelet coefficients of 1T qT (u, •) − qa(u − •) are in
the mean of order 2−3|λ|/2. If we could exchange the order of taking supremum and
expected value, this would imply that qT would even be Lipschitz continuous. This
stronger continuity property can in general not be expected due to X /∈ C1/2([0, T ])
and the convolution-type integral in the definition of qT .
Proposition 7. For any α < 1 and 1 ≤ p <∞ the estimate




holds with a constant that for weights a ∈M(R, δ) with R > 0, δ > 0 can be chosen
uniformly and is independent of T .
Proof. Using the inner description of Sobolev spacesW σ,p([−r, 0]2) (Appendix A.1),
we obtain from Lemma 7 and Proposition 5 with uniform constants for σ < 1 and
m ∈ N such that mσ ≤ m− 1
Ea[‖ 1T qT − qa‖
2m






Ea[(( 1T qT − qa)(x)− (
1









|x− y|2m−(2mσ+2) dx dy
∼ T−m.
An application of the Sobolev embedding theorem (Appendix A.1) then proves for
α < σ − 22m




By choosing σ > α and m sufficiently large the assertion follows.
By Remark 6 bT has a version with α-Hölder continuous trajectories, α < 12 ,
and from Lemma 8 and Proposition 7 one can even derive convergence in Hα-norm
using wavelets. We shall however be content with a convergence result merely in
L2.
Corollary 8. The estimate




holds with a constant that for weights a ∈M(R, δ) with R > 0, δ > 0 can be chosen
uniformly and is independent of T .
Proof. Applying the Fubini-Tonelli Theorem for positive integrands, the SDDE
(2.2.10), an easy norm estimate and Proposition 7, we obtain
Ea[‖ 1T bT −Qaa‖
2




























The uniformity of the constants follows from Propositions 1 and 7.
Chapter 5
The Galerkin estimator
In the preceding chapter the convergence of 1T qT to qa and of
1
T bT to
Qaa was established. Abstractly speaking, we can infer from the obser-
vations an operator Aη close to another operator A and data yδ close to
y and we want to determine from this a good approximation for A−1y.
This leads to an ill-posed problem because the operator A is injective,
but its inverse is not continuous (Chapter 3) so that small errors in the
data can lead to arbitrarily large estimation errors. An additional dif-
ficulty lies in the fact that we only know an approximation Aη of the
operator A.
In the first section, an introduction to the deterministic Galerkin
method for such ill-posed problems is given. This method is used in
the second section for the construction of an estimator of the weight
function. For classes of regular weight functions a uniform asymptotic
upper bound for this estimator is proved in the third section. This is
followed by an investigation of the behaviour of the estimator for dis-
crete time observations of maximal distance ∆. Asymptotic risk bounds
are obtained for T → ∞ and ∆ → 0. A discussion of the case where
the estimator is applied to a process with a general – not necessarily
absolutely continuous – weight measure concludes the chapter.
5.1 Inverse problems
There are several methods to treat ill-posed inverse problems. The general paradigm
is that the problem P is approximated by a scale of well-posed inverse problems
Ph which, as h becomes smaller, approximate the original problem P better, but
become more ill-conditioned. Under a compactness assumption on the unknown true
solution it is possible to calibrate the approximation error (“the bias term”) and the
bad condition (“the variance term”) by a right choice of h depending on the error
level, such that the solution of Ph converges to the true solution of P as the error
level tends to zero. A good introduction to these concepts is given by Baumeister
(1987).
Among the classical methods for ill-posed problems the so-called Galerkin, Ray-
leigh-Ritz or variational method is particularly well suited for our problem because it
is designed for positive definite operators, its numerical implementation is straight-
forward and it can easily be extended to approximately known operators. We shall
be working with an L2-type risk function so that Hilbert space techniques can be
employed.
Given the identity Ax = y in a Hilbert space H, where A is a selfadjoint and
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positive definite linear operator on H, x and y are elements of H, the abstract
ill-posed inverse problem consists of finding a good approximation xn of x from the
knowledge of the approximations yδ of y and Aη of A. The approach of the Galerkin
method is to use a subspace Vn of H with dimVn = n and to project the problem
onto Vn, i.e. to solve the linear system
〈Aηxn, vn〉 = 〈yδ, vn〉, ∀vn ∈ Vn, (5.1.1)
for xn ∈ Vn. Note that it suffices to test the equation only with basis vectors vn = ei,
i = 1, . . . , n, of Vn. If Aη is positive definite on H, it is also positive definite on Vn,
hence the condition (5.1.1) reduces to a uniquely solvable n × n-system of linear
equations. If Pn : H → Vn denotes the orthogonal projection onto Vn, then we may
equivalently express the solution by
xn = (PnAη|Vn)−1Pnyδ. (5.1.2)
Intuitively, a scale of spaces (Vn)n∈N should be used that exhausts H and approxi-
mates any vector in H the better the larger n is. In the above paradigm we would set
h = n−1 because for n→∞ the approximation error decreases, while the operator
norm ‖(PnAη|Vn)−1‖ increases.
The whole analysis of the error xn − x will be based upon the next theorem,
which has inherited many ideas from an analogous statement by Hämarik (1983).
Theorem 3. Let A be a selfadjoint and strictly positive definite operator on the
Hilbert space H and let Aη be another linear operator on H with ‖A − Aη‖ ≤
η. Let x, y, yδ ∈ H be given with Ax = y. Denote the orthogonal projection on
a finite-dimensional subspace Vn ⊂ H by Pn and introduce the operator Rn :=
(PnA|Vn)−1Pn.
If η < ‖Rn‖−1 holds, then PnAη is invertible on Vn. In this case, setting Rnη :=





Furthermore, if PnAη is invertible on Vn, then the Galerkin solution xn := Rnηyδ
satisfies the error bound
‖xn − x‖ ≤
[
1 + ‖Rnη‖(‖(Id−Pn)A‖+ η)
]
‖(Id−Pn)x‖
+ (1 + ‖Rnη‖η)‖Rn(Aηx− yδ)‖. (5.1.4)
Proof. Due to 〈PnAvn, vn〉 = 〈Avn, vn〉 > 0 for vn ∈ Vn \ {0}, PnA is injective,
hence bijective on Vn and ‖(PnA|Vn)−1‖ = sup‖vn‖=1‖PnAvn‖
−1 follows. Note that
the orthogonal projection Pn has always operator norm 1 and its norm is attained
on Vn so that ‖Rn‖L2→Vn = ‖(PnA|Vn)−1‖Vn→Vn holds. Therefore the condition
η < ‖Rn‖−1 implies for vn ∈ Vn, ‖vn‖ = 1,
‖PnAηvn‖ ≥ ‖PnAvn‖ − ‖Pn(Aη −A)vn‖ ≥ (‖(PnA|Vn)−1‖−1 − η) > 0.








The main estimate (5.1.4) is obtained by several applications of the triangle in-
equality. As additional ingredients in the proof we use that RnηAη is a projection on
Vn (the so called Galerkin projection), that the projection Id−Pn equals (Id−Pn)2
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and that the selfadjointness of A and Pn implies ‖A(Id−Pn)‖ = ‖(Id−Pn)A‖. We
arrive at
‖x− xn‖ ≤ ‖x− Pnx‖+ ‖Pnx−RnηAηx‖+ ‖Rnη(Aηx− yδ)‖
≤ ‖(Id−Pn)x‖+ ‖RnηAη(Pn − Id)x‖
+ ‖(Rnη −Rn)(Aηx− yδ)‖+ ‖Rn(Aηx− yδ)‖
≤
[
1 + ‖Rnη‖(‖A(Id−Pn)‖+ ‖(Aη −A)(Id−Pn)‖)
]
‖(Id−Pn)x‖
+ ‖Rnη(A−Aη)Rn(Aηx− yδ)‖+ ‖Rn(Aηx− yδ)‖
≤
[
1 + ‖Rnη‖(‖(Id−Pn)A‖+ η)
]
‖(Id−Pn)x‖
+ (1 + ‖Rnη‖η)‖Rn(Aηx− yδ)‖.
5.2 Construction of the estimator
A reason why we do not try to estimate arbitrary weights a ∈M([−r, 0]) is that the
space M([−r, 0]) with the total variation norm is not separable. Therefore any union⋃
n Vn of finite-dimensional subspaces Vn cannot be dense in the norm topology. A
Galerkin-type estimator can thus only work for a separable subspace of M([−r, 0]),
which is known to contain the weight. By assuming that the true underlying M−-
weight a has a square-integrable Lebesgue density, we fix exactly such a separable
subset. Moreover, we take advantage of the Hilbert space structure. It should already
be mentioned that in Section 5.5 the properties of the estimator under construction
are studied with respect to weak convergence if any measure a ∈ M− is the true
underlying weight.
Assumption 1. We assume that the weight a ∈M−([−r, 0]) in the SDDE (2.2.10)
has a Lebesgue density g ∈ L2([−r, 0]). The corresponding quantities will be indexed
by g rather than by a.
A scale of good approximation spaces (Vn) for L2([−r, 0]), as for instance splines
with n uniformly spaced knots, is easily available (cf. the forthcoming Definition 7).
We define the linear Galerkin estimator ĝT,n ∈ Vn of g, measurable with respect to
σ(X(t), −r ≤ t ≤ T ), as the solution of
〈QT ĝT,n, fn〉 = 〈bT , fn〉, ∀fn ∈ Vn. (5.2.5)
As remarked earlier, this can be rewritten more compactly as
ĝT,n = (PnQT |Vn)−1PnbT
with the orthogonal projection Pn : L2([−r, 0]) → Vn. First establish the relation-
ship with the abstract method developed in the previous section. Our Hilbert space
is L2([−r, 0]), the true operator A is given by Qg, the true data by Qgg and the
perturbed quantities are Aη = 1T QT and yδ =
1
T bT . Then condition (5.2.5) equals
(5.1.1) after multiplication with T .
It was tacitly assumed in (5.2.5) that PnQT is invertible on Vn. We shall see
in the proof of Theorem 4 that the condition in Theorem 3 for invertibility will be
satisfied with a probability tending to one as T →∞, if the true weight function g
is in Hs([−r, 0]) for some s > 12 . We shall now, however, show directly that PnQT
is almost surely invertible on any finite dimensional subspace Vn of M([−r, 0]) and
for any fixed T > 0. First an almost obvious lemma from linear algebra is needed.
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Lemma 9. Let n linear independent functions fj : [A,B] → R, j = 1, . . . , n,
B > A, be given. Define for t ≥ 0 the shift operator to the right Tt by
Ttf(s) =
{
0, if s ∈ [A,A+ t)
f(s− t), if s ∈ [A+ t, B]
, s ∈ [A,B].
Suppose that there exists an ε > 0 with fj |[B−ε,B] = 0 for all j = 1, . . . , n. Then for
any m ∈ N there are points 0 = t1 < t2 < . . . < tm < B −A such that the family of
functions (Ttifj)1≤i≤m
1≤j≤n
is linearly independent on [A,B].
Proof. It suffices to show the linear independence of the family (Ttifj) for m = 2
with t2 =: τ < ε since then the family F = {f1, . . . , fn, Tτf1, . . . , Tτfn} satisfies the
hypothesis of the lemma with ε − τ instead of ε and a simple induction yields the
general result for m > 2.
For t ∈ (A,B] consider the linear (!) subspace
Nt :=
{
λ = (λ1, . . . , λn) ∈ Rn
∣∣∣ n∑
j=1
λjfj |[A,t] = 0
}
⊂ Rn .
Note the monotonicity property Nt ⊂ Ns for t > s and the identity NB−ε = {0}
(by linear independence). We introduce the points τk where the dimension of Nt
drops, i.e. τk := sup{t ∈ [A,B] | dimNt ≥ k}, k = 0, . . . , n. We shall prove now that
any choice of τ in the set
{x ∈ (0, ε) | ∀ 0 ≤ k < l ≤ n : x 6= τk − τl}
will produce a linearly independent family F . To this end note that F is linearly




γjfj , ∀h =
∑
j=1
ηjTτfj : g + h = 0 ⇒ g = h = 0
is satisfied, since {f1, . . . , fn} and {Tτf1, . . . , Tτfn} are each linearly independent
families for τ < ε.
Assume on the contrary that g+h = 0, but g 6= 0 and h 6= 0 and set ρ := inf{s ∈
[A,B] |h(s) 6= 0}. Then ρ ≥ τ holds by definition of h and g + h = 0 implies that
g vanishes on the interval [0, ρ]. Therefore the coefficient vector γ = (γ1, . . . , γn) of
g is an element of Nρ. Thus, γ even lies in Nτk0 for some τk0 ≥ ρ. From this and
g + h = 0 we conclude that h also vanishes on the interval [A, τk0 ], which shows
τk0 = ρ and η ∈ Nρ−τ . This is impossible because then η would lie in some Nτk1 ,
τk1 ≥ ρ−τ , but τk1 6= ρ−τ by the choice of τ so that h would vanish on the interval
[A, τk1 + τ ], which is strictly larger than [A, ρ]. This contradiction shows that the
family F is indeed linearly independent.
Proposition 8. Let Vn ⊂ M([−r, 0]) be an n-dimensional subspace and T > 0.
Then QT induces a strictly positive definite bilinear form on Vn with probability
one; i.e. for any M−-weight a holds
Pa(∀µn ∈ Vn \ {0} : 〈QTµn, µn〉 > 0) = 1.
Proof. Let the points 0 < t1 < . . . < tn < T be fixed and be chosen later. Then,
by the positive semidefiniteness of the form (cf. the second line of the calculations
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that follow) the following probability has to be shown to vanish:
Pa(∃µn ∈ Vn \ {0} : 〈QTµn, µn〉 = 0)
= Pa
(











∃µn ∈ Vn \ {0} ∀t ∈ [0, T ] :
∫ 0
−r




∃µn ∈ Vn \ {0} ∀i = 1, . . . , n :
∫ 0
−r




the matrix M :=
(∫ 0
−r






where (e1, . . . , en) is a basis of Vn and in the third line the a.s.-continuity of X
was used. On C([−r + t1, T ]) the law Pg is equivalent to PB , the law of Brownian
motion (B(t), −r ≤ t ≤ T ) starting at t = −r in zero (cf. Theorem 2). It thus
suffices to show that the matrix M is PB-almost surely non-singular. This will be
accomplished by showing that the distribution of M is absolutely continuous with
respect to the Lebesgue measure in Rn×n, since the set of non-singular matrices is
an open and dense subset of Rn×n and thus the singular matrices form a Lebesgue
null set.
The problem is therefore reduced to showing that the covariance matrix C ∈
Rn
2×n2 of the Gaussian vector M ∈ Rn
2
is non-singular. Suppose on the contrary
that C is singular. Then there is a nonzero vector (αij)1≤i,j≤n such that
0 = 〈C(αij), (αij)〉Rn2






































where [s − ti, 0] denotes the empty set for s > ti and ej(A) := ej(A ∩ [−r, 0]) for
general real Borel sets A. Then the functions fj(u) := ej([u, 0]) have just been
shown to form a linearly dependent family (fj(• − ti))ij of functions on [−r, T ]
(use the left-continuity of fj to get rid of the Lebesgue null set). On the other
hand, the measures (ej) are linearly independent in M([−r, 0]) and hence so are
their distribution functions fj on [−r, 0]. Therefore, an application of the preceding
Lemma 9 with A = −r, B = T and ε = T yields the desired contradiction whenever
the points t1, . . . , tn are chosen according to this lemma. Note that this choice only
depends on the basis (ej) and not on X.
Remarks 7.
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• This proposition is an improvement of the result in Küchler and Sørensen
(1997, Lemma 9.1.2), which is stated for point measures µn and effectively
only shows that any nonzero vector almost surely never lies in the kernel of
QT so that the null set involved might still be vector-dependent, hence not
universal.
• The general question, whether QT as an operator on M([−r, 0]) or just on
L2([−r, 0]) is almost surely injective, remains a very interesting open problem.
By the Girsanov theorem, it can be reformulated: Given a standard Brownian
motion (B(t), t ∈ [0, T ]), T > 1, what is the probability that for τ ∈ [0, T − 1]
the segments Bτ = (B(s + τ), s ∈ [0, 1]) span a dense subspace of C([0, 1])
or L2([0, 1]) respectively? One can prove that because of the independence of
increments the segments Bτ for τ ∈ N span a dense subspace in C([0, 1]) with
probability one. This yields the answer in the limiting case T = ∞. The finite-
dimensional proof relies heavily on the fact that the set of singular matrices
has Lebesgue measure zero so that an infinite-dimensional adaptation does not
seem feasible.
5.3 Upper bounds for the L2-risk
In this section we shall assess the quality of an estimator ĝ of the weight function
g by the L2(Ω × [−r, 0])-risk Eg[‖ĝ − g‖2L2[−r,0]]
1/2. The use of the L2([−r, 0])-loss
function is quite natural since the Galerkin method essentially relies on a Hilbert
space structure. Considering only second moments with respect to the probability
measure allows for straightforward calculations since the error term 1√
T
(bT −QTa)
has the same covariance structure as the Gaussian process X. The estimation of
higher moments is technically much more involved, as will be seen in the chapter
on testing theory where fourth order moments need to be estimated.
We have to choose the scale of approximation spaces (Vn)n∈N carefully. As is well
known from approximation theory, the so-called Bernstein and Jackson inequalities
or direct and inverse estimates are fundamental. The first one ensures a certain or-
der of approximation as n→∞, the second one gives a bound on the decay of the
smallest eigenvalue of the covariance operator restricted to Vn. Expressed in sta-
tistical terminology, the Jackson inequality bounds the bias, whereas the Bernstein
inequality helps to control the variance term.
Definition 7. A sequence (Vn)n∈N of n-dimensional subspaces of L2([−r, 0]) will be
called s-approximating if it satisfies the following inequalities with fixed constants
CJ , CB > 0, Pn denoting the orthogonal projection onto Vn:
‖(Id−Pn)u‖L2 ≤ CJ‖u‖Hαn−α, ∀u ∈ Hα([−r, 0]), α ∈ {s, 2}, (5.3.6)
〈Qvn, vn〉 ≥ CBn−2‖vn‖2L2 , ∀vn ∈ Vn. (5.3.7)
Here, Q denotes any covariance operator Qa for a ∈ M−([−r, 0]) or the operator
QW from Remark 5.
Remark 7. It follows from Proposition 4 and Remark 5 that (5.3.7) holds for all
(Qa)a∈M− , possibly with a different constant, once it is established for one Qa or
for QW .
The Jackson inequality (5.3.6) is satisfied by any reasonable and smooth enough
finite element space or wavelet multiresolution analysis. If the operator Q were an
isomorphism from L2([−r, 0]) to H2([−r, 0]) the Bernstein-type inequality (5.3.7)
would also be straight forward. Since Q is not surjective, we have to work a little
bit harder, but it turns out that the inequality can also be established under usual
conditions by some refined duality argument.
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‖f − Pnf‖H1 = 0, ∀ f ∈ H1([−r, 0]),
‖vn‖H1 . n‖vn‖L2 , ∀ vn ∈ Vn,
then the Bernstein inequality (5.3.7) is satisfied by (Vn)n∈N.
Proof. We use QW to prove (5.3.7) because its square root Q
1/2
W can be determined
explicitly. Since QW is a positive definite compact operator on L2([−r, 0]), there
exists a decreasing sequence (λn) of positive eigenvalues and a corresponding or-




λn〈f, en〉en, f ∈ L2([−r, 0]),
is valid Dunford and Schwartz (1963, Cor. X.3.5). The eigenfunctions must satisfy
the differential equation (D denotes the derivative operator)
λnD
2en = D2QW en = D2
(∫ 0
−r
(min(s, •) + r + 1)en(s) ds
)
= −en.
Therefore en must be a trigonometric function of the form
en(s) = An cos(ωns) +Bn sin(ωns)
with ωn = λ
−1/2
n . Using (DQW en) =
∫ 0
• en(s)ds we obtain the restriction e
′
n(0) = 0
and thus Bn = 0. An integration by parts shows
QW (cos(ωn•))(t) = ω−2n (cos(ωnt) + (2r + 1)ωn sin(ωnr)− cos(ωnr)).
For en being an eigenfunction it is therefore necessary and sufficient that ωn satisfies
(2r + 1)ωn sin(ωnr) = cos(ωnr), which by the periodicity of the tangens yields
ωn ∼ πr n and hence λn ∼ n
−2. The exponent 2, by the way, corresponds to the
degree of illposedness of the operator QW . Finally set An = ‖cos(ωn•)‖−1L2 .












〈f, en〉An sin(ωn•), f ∈ L2([−r, 0]).
In order to justify this formal expansion, we first calculate the L2-scalar product
〈sin(ωm•), sin(ωn•)〉 for m 6= n:∫ 0
−r









= −(2r + 1) sin(ωmr) sin(ωnr) + 0.
Equally, we obtain ‖sin(ωn•)‖2L2 = −(2r + 1) sin
2(ωnr) + A−2n . Due to 〈1, en〉 =
Anω
−1
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which a posteriori justifies the expansion ofDQ1/2W in an L
2-sense. Let V be the space





W (V ) is closed in H
1. Hence, the whole range Q1/2W (L
2) is the sum
of a closed subspace and a one-dimensional subspace of H1, which is always closed
Rudin (1991, Thm. 1.42). By the open mapping theorem Q1/2W : L
2 → Q1/2W (L2) is
an isomorphism and there is a constant c > 0 such that ‖Q1/2W f‖H1 ≥ c‖f‖L2 holds
for all f ∈ L2([−r, 0]) Rudin (1991, Cor. 2.12c).
For the final estimate we shall additionally use the fact that the range of Q1/2W




onto Vn. By a duality argument we obtain uniformly in n, using the two assumptions




















































Example 6. A whole class of s-approximating sequences of approximation spaces
is provided by splines of order m ≥ s ∨ 2 with equidistant knots Schumaker (1981).
Wavelet multiresolution analyses (Vj) in L2([−r, 0]) are also s-approximating
whenever they are (s ∨ 2)-regular (Corollary 12).
We introduce the class of weight functions considered and prove an asymptotic
risk upper bound uniformly for weights from this class.
Definition 8. For s > 0, S > 0 and δ > 0 set
M(s, S, δ) := {g ∈ Hs([−r, 0]) | ‖g‖s ≤ S, v0(g) ≤ −δ}.
Proposition 10. Assume that the subspaces (Vn) are s-approximating and that ĝT,n
is determined by (5.2.5). Then ĝT,n is σ(X(t), −r ≤ t ≤ T )-measurable. Introduce
the random set
Bg := {‖Qg − 1T QT ‖‖(PnQg|Vn)
−1‖ ≤ 12}.
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If g ∈ Hs([−r, 0]) with v0(g) < 0 is the true underlying weight function of the
stationary solution of the SDDE (2.2.10), then we obtain the bound
Eg[‖ĝT,n − g‖2L21Bg ] . n−2s + n3T−1. (5.3.8)
The constant may be chosen uniformly for g ∈M(s, S, δ) for fixed s > 0, S > 0 and
δ > 0.
Proof. The quantity ĝT,n ∈ Vn ⊂ L2([−r, 0]) is a continuous function of QT and bT
with respect to the operator norm and the L2-norm, respectively. Since qT 7→ QT
is continuous with respect to the L2-norm and the operator norm and since qT and
bT are σ(X(t), −r ≤ t ≤ T )-measurable, so is ĝT,n.
Note that the estimate (5.1.3) from Theorem 3 is satisfied on the set Bg (recall
A = Qg, Aη = 1T QT ). Inserting this estimate into (5.1.4), we obtain on Bg
‖ĝT,n − g‖L2 ≤ (2 + 2‖Rn‖‖(Id−Pn)Qg‖)‖(Id−Pn)g‖L2 + 2T−1‖Rn(QT g− bT )‖L2
with Rn = (PnQg|Vn)−1Pn. Because the subspaces Vn are s-approximating, the
following inequalities hold:
‖(Id−Pn)g‖L2 ≤ CJSn−s,
‖(Id−Pn)Qg‖ . ‖(Id−Pn)‖H2→L2 ≤ CJn−2, (5.3.9)
‖Rn‖ = inf
‖vn‖=1
〈Qgvn, vn〉 . n2. (5.3.10)
Note that in inequality (5.3.9) the constant depends weakly continuously on g by
Theorem 5, hence may be chosen uniformly for all g ∈M(s, S, δ) by the usual com-
pactness argument. The constant from Bernstein’s inequality in the last inequality
(5.3.10) can also be chosen uniformly for all g with ‖g‖Hs ≤ S <∞ by Proposition
4 due to the weak compactness of Hs-balls. The estimate on Bg simplifies to
‖ĝT,n − g‖L2 . (1 + n2n−2)‖g‖Hsn−s + T−1‖Rn(QT g − bT )‖L2 .
Only the second “variance” term is stochastic and needs further treatment. Denote
by (e1, . . . , en) an L2-orthonormal basis of Vn. Then the selfadjointness of Rn, the
Fubini theorem for stochastic integrals (use the continuity of X and Protter (1992,
Thm. 46)) and inequality (5.3.10) give
Eg[‖Rn(QT g − bT )‖2L2 ] =
n∑
i=1
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Finally, the general estimate (A+B)2 ≤ 2(A2 +B2) yields the desired result
Eg[‖ĝT,n − g‖12Bg ] . n
−2s + T−1n3
with a uniform constant for g ∈M(s, S, δ).
The preceding proposition states the classical result in nonparametric estima-
tion theory that the error can be split into a bias term and a variance term. The
normalised bias term is of order n−s and comes from the fact that functions in Hs
can be approximated in Vn with a rate n−s. The variance term is classically of order
E[‖PnN‖2L2 ] where N denotes the noise. In the abstract white noise model or the
related density estimation or regression problems the noise is of the form εW , W
white noise, and we obtain ε2 dim(Vn) as variance term. In our case however, the
noise T−1(QT g − bT ) resembles in a second order sense T−1/2X = T−1/2Q1/2g W
(cf. the above calculations), but due to the illposedness the application of Q−1g am-
plifies the noise to T−1/2Q−1/2g W and we obtain a variance term of order T−1n3.
The factor n3 can be understood as the dimension of Vn multiplied by n to the
power of the degree of illposedness of Qg or more succinctly as the trace norm of
Rn. This is the intuitive explanation for the phenomenon that the variance term is
of higher order than usual. For an abstract investigation of these questions we refer
to Nussbaum and Pereverzev (1999).
Simulations confirm the rapid growth of the variance term for an increasing num-
ber of variables. Figure 5.3.1 shows the Galerkin estimator derived from the simu-
lation of an SDDE for a period of length 2000 by a discretisation step ∆ = 1/1600.
As initial condition an Ornstein-Uhlenbeck process has been chosen, which is close
in law to the true stationary solution. For the Galerkin estimator only discrete ob-
servations of width ∆ = 1/200 were used in order to save computer capacity. The
results show clearly that for a small number of knots the true exponential weight
function cannot be well approximated (first row) and that for a large number of
knots (last row) a lot of noise is present, which intuitively one would like to smooth
out. In the second row there is already enough variability to well approximate the
weight function, but still a sufficiently low dimension to keep the noise small. Start-
ing with the largest number of knots, one can consider the estimators with less knots
as an averaging of the high-dimensional estimator; so the smoothing takes place by
a reduction of the approximation space used.
As usual, we balance the bias and the variance term by the right choice of n
in order to obtain a convergence rate for T → ∞. Observe, however, that we still
have to get rid of the assumption concerning the random set Bg. We shall show
that for g ∈ Hs([−r, 0]) with s > 12 the probability of Bg tends fast enough to
one for T → ∞, but on its complement we are not able to bound ‖Rnη‖ and
‖ĝT,n−g‖ may explode. This is why we artificially renormalise ĝT,n in order to keep
it bounded. We could equivalently measure the risk with the truncated risk function
Eg[min(‖ĝT,n − g‖, L)2]1/2 for some L > 0.
Theorem 4. Assume the hypotheses and definitions of the preceding Proposition
10, but rescale ĝT,n to S‖ĝT,n‖−1L2 ĝT,n in the case ‖ĝT,n‖L2 > S. Then the choice
n(T ) ∼ T
1
2s+3 yields the uniform asymptotic upper bound T−
s
2s+3 for the risk. More
precisely, for any δ > 0, any s > 12 and any S > 0 the following holds:
sup
g∈M(s,S,δ)
Eg[‖ĝT,n(T ) − g‖2L2 ]1/2 . T
− s2s+3 .
Proof. Observe first that the rescaling always produces a better estimate of g, since
we know a priori ‖g‖L2 ≤ ‖g‖s ≤ S. By the choice of n(T ) the estimate 5.3.8 may

























Figure 5.3.1: The weight function g(t) = −101+3t, t ∈ [−1, 0], and some simulated
Galerkin estimators. In the different rows linear splines with 3 and 5, 6 and 9, 11
and 21 uniform knots were used.
be rewritten as the uniform estimate
sup
g∈M(s,S,δ)
Eg[‖ĝT,n(T ) − g‖2L21Bg ]1/2 . T
− s2s+3 .
Due to the rescaling, ‖ĝT,n‖L2 ≤ S is guaranteed, so that it suffices to prove
Pg(Ω \ Bg) . T−
2s
2s+3 uniformly in g to finish the proof. From Proposition 5 we
infer Eg[‖qg − 1T qT ‖
2m
L2 ] . T
−m uniformly for g in M(s, S, δ) ⊂ M(S, δ). Since we
have established the estimate ‖Rn(T )‖2m . n(T )4m ∼ T
4m
2s+3 in inequality (5.3.10)







Eg[‖qg − 1T qT ‖
2m‖Rn(T )‖2m] <∞.
Thus, by the generalized Chebyshev inequality and by the general norm bound
‖Qg − 1T QT ‖ ≤ ‖qg −
1











The choice of m is at our disposal and the last estimate proves that for s > 12 the
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probability Pg(Ω \ Bg) tends to zero for T → ∞ faster than any polynomial in T
and uniformly in g.
Remarks 8.
• A look at Corollary 2 in conjunction with Remark 2 shows that the Galerkin es-
timator ĝT,n is asymptotically the maximum likelihood estimator of the weight
g, if g is supposed to lie in the finite-dimensional space Vn. The proposed non-
parametric estimator ĝT,n(T ) may hence be interpreted as a maximum likeli-
hood estimator for a misspecified parametric model where the misspecification
(the bias) shrinks with increasing observation time. This relationship with the
maximum likelihood estimator already indicates why the Galerkin estimator
is rate-optimal in a minimax setting. Moreover, it gives the estimator ĝT,n a
statistical interpretation, even if we are not in the stationary regime, but still
observe a trajectory of an affine SDDE, or if the model is misspecified in the
sense of Section 5.5.
• Observe that a practical implementation of the Galerkin estimator is very easy.
Only the quantities qT and bT have to be calculated, an approximation space Vn
has to be chosen and the linear system (5.2.5) has to be inverted. The problems
due to discrete observations are investigated in the Sections 5.4 and 6.2. Note
that we have assumed to know the regularity s of the unknown weight function
g in order to choose the right space Vn. This drawback will be removed by the
adaptive method presented in Chapter 7. The constants involved are in practice
difficult to determine so that the automatic calibration of bias and variance
term might pose a problem. A more precise result, not only announcing the
rate of convergence, but also the asymptotic constant (cf. Pinsker (1980) for
a signal plus noise setting), could be strived for. However, this seems not to
be easily achievable.
• The restriction s > 12 was necessary in order to bound the probability of Ω\Bg.
For s < 12 we still get convergence, but have to calibrate n(T ) differently
and obtain a slower rate. The problem stems from the fact that we estimate
‖Rn‖L2→L2 . n2 deterministically, while – as seen in the estimate of the
variance term – it should be more appropriate to use a mean square estimate
of ‖Rn(QT −Qg)‖L2→L2 , which might be of order n3/2 in n. It is thus likely
that the upper bound holds for all s > 0 and the techniques employed are just
too rough.
• At this point it is natural to ask how the bound on the risk changes with re-
spect to a diffusion coefficient σ in (2.2.10), which is not equal to one. The
– perhaps surprising – answer is that it is completely independent of σ > 0,
since both QT and bT would involve a factor of σ2 such that it cancels out in
the calculation of ĝT,n. This is in perfect agreement with the theory of estima-
tion for autoregressive processes, where a discretized variant of the Galerkin
estimator is given by the Yule-Walker estimator Brockwell and Davis (1996,
Section 8.1). As was pointed out before, the diffusion coefficient merely scales
the solution process and can be set to one by a linear space transformation.
• The functional law of the iterated logarithm for mixing sequences of Banach
space-valued random variables Dehling and Philipp (1982) can be used to de-
rive almost sure convergence results. For integer values of T the quantities qT
and bT can be regarded as sums of functions of the stationary and β-mixing
sequence (X(n+ s), 0 ≤ s ≤ 1)n∈N in L2([0, 1]). The techniques developed so
far then readily yield an almost sure upper risk bound of ĝT,n in L2([−r, 0])
of order n−s + T−1/2n4 up to (iterated) logarithmic factors. It is very likely
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that the rate for the variance term can be decreased to T−1/2n3 times loga-
rithmic factors. The main difficulty is a tight almost-sure estimate of the term
‖Rn(QT g − bT )‖.
5.4 Discrete time observations (∆ → 0)
While the theoretical justification of the Euler scheme used for the generation of
trajectories follows from Section 2.5, it remains to investigate how the Galerkin
method applies to discrete data due to a numerical implementation or an observation
at discrete time points only. Since the estimation method inherently deals with
errors, it is no surprise that for discrete data at time points of maximal distance ∆
the error does not increase significantly, if ∆ is small.
We assume that a trajectory of an affine SDDE is observed at time points 0 =
t0 < t1 < · · · < tN = T with maximal width
∆ := max
1≤i≤N
|ti − ti−1|. (5.4.11)
Note that we have deliberately not chosen an equidistant time grid because con-
tinuous time models are particularly useful in the case of non-uniformly spaced
data.
Definition 9. For a stationary solution X of the affine SDDE (2.2.10) and a
collection T∆ of time points with maximal width ∆ as in (5.4.11) we put
X∆(t) := X(btc∆), t ≥ 0, where btc∆ := max{ti ∈ T∆ | ti ≤ t}.




T are defined by
q∆T (u, v) :=
∫ T
0








X∆(ti−1 + s)(X(ti)−X(ti−1)), s ∈ [−r, 0].
Lemma 10. The following asymptotic upper bound holds for m ∈ N:
Ea[‖qT − q∆T ‖2mL2m([−r,0]2)] . ∆
2mT 2m.
Proof. We first split the error into a bias and a variance-type term:


























(X∆(t+ u)X∆(t+ v)− qa(bt+ uc∆ − bt+ vc∆)) dt
)2m .
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The first term (the bias) is of order (∆T )2m since qa is Lipschitz continuous.
The second summand (the variance) resembles the moment estimate of Proposi-
tion 5. In fact, a completely analogous proof, which only relies on the regularity
and decay property of the covariance function, shows that the second term is of
order Tm∆2m. In our case, however, a rough estimate using Jensen’s inequality and
Gaussian moment properties suffices to bound the second term by




X(t+ u)X(t+ v)− qa(u− v)−X∆(t+ u)X∆(t+ v)
+ qa(bt+ uc∆ − bt+ vc∆)
)2m]
. T 2m sup
u,v,t
(qa(u− v)− qa(bt+ uc∆ − bt+ vc∆))2m
. T 2m∆2m.
Thus, the asserted upper bound holds true.
Lemma 11. For b∆T − bT we obtain the asymptotic upper bound
Ea[‖b∆T − bT ‖2L2([−r,0])] . ∆T + ∆
2T 2.
Proof. We split again into a bias and a variance term. By the Lipschitz continuity
of the covariance function we obtain as a bound for the bias term∫ 0
−r





















Ea[(X(bti−1 + sc∆)−X(t+ s))X(t+ u)] da(u) dt
)2
. (‖a‖TV T∆)2.
The variance term may be treated, using separate estimates for the drift and the
diffusion part:∫ 0
−r





















(X(bti−1 + sc∆)−X(t(1) + s))X(t(1) + u1),









Ea[(X(bti−1 + sc∆)−X(t+ s))2] dt.
The diffusion part (last summand) is of order ∆T due to the Lipschitz continuity
of qa. The drift part can again be estimated as in the proof of Proposition 5. Put
N1 := X(bti−1 + sc∆)−X(t(1) + s), N2 := X(t(1) + u1),
N3 := X(btj−1 + sc∆)−X(t(2) + s), N4 := X(t(2) + u2).
72 Chapter 5. The Galerkin estimator
Since X is Gaussian, we obtain
Cova[N1N2, N3N4] = Ea[N1N3] Ea[N2N4] + Ea[N1N4] Ea[N2N3].
The Lipschitz continuity of qa at t with a Lipschitz constant of order e−δt for
δ < −v0(a) (Corollary 3) yields
Ea[N1N3] . ∆e−δ|t
(1)−t(2)|, Ea[N2N4] . e−δ|t
(1)−t(2)|,
Ea[N1N4] . ∆e−δ|t
(1)−t(2)|, Ea[N2N3] . ∆e−δ|t
(1)−t(2)|.
The covariance is thus of order ∆e−2δ|t
(1)−t(2)| and the drift part can also be
estimated by ∆T .
By invoking qa|R+ ∈ C1,1(R+) in the proof, one could even obtain Ea[N1N3] .
∆2e−δ|t
(1)−t(2)| and thus bound the drift part by ∆2T .
Proposition 11. Let X be the stationary solution of the SDDE (2.2.10) with weight
function g ∈ Hs([−r, 0]) and v0(g) < 0. Choose s-approximating subspaces Vn and
introduce the random set
B∆g := {‖Qg − 1T Q
∆
T ‖‖(PnQg|Vn)−1‖ ≤ 12}.
Then the Galerkin estimator ĝ∆T,n ∈ Vn, determined by the condition
〈Q∆T ĝ∆T,n, vn〉 = 〈b∆T , vn〉, ∀ vn ∈ Vn,
is well-defined on B∆g and satisfies
Eg[‖ĝ∆T,n − g‖2L21B∆g ] . n
−2s + n3T−1 + n4(∆T−1 + ∆2).
Proof. We apply the strategy of the proof of Proposition 10. On B∆g the estimator
is uniquely determined by (5.1.3), and we obtain on B∆g the bound
‖ĝ∆T,n − g‖ . (2 + 2n2n−2)n−s + 2‖Rn 1T (Q
∆
T g − b∆T )‖
≤ 4n−s + 2‖RnT−1(QT g − bT )‖+ n2 2T (‖q
∆
T − qT ‖‖g‖+ ‖b∆T − bT ‖),
where we used (5.3.10) in order to bound ‖Rn‖ . n2. Putting the estimate of
the variance term derived in Proposition 10 and the bounds obtained in the two
preceding lemmata together, we find the announced upper bound.
Corollary 9. Let s > 12 , ∆(T ) . T
− 12−
1
4s+6 , n(T ) ∼ T
1
2s+3 and g as in Proposi-
tion 11 with ‖g‖s ≤ S be given. Rescale the discretized Galerkin estimator ĝ∆T,n in
Proposition 11 for ĝ∆T,n > S to S‖ĝ∆T,n‖−1ĝ∆T,n and set it to zero if PnQ∆T |Vn is not
invertible. Then the risk satisfies for T →∞






which is the minimax rate for observations in continuous time.
Proof. From the preceding proposition and the risk improvement due to the rescal-
ing we obtain






On the complement of B∆g the loss is bounded by 2S and we only need to estimate
Pg(Ω \B∆g ). The Chebyshev inequality in combination with (5.3.10), Proposition 7
and Lemma 10 yields for any m ∈ N
Pg(‖Qg − 1T Q
∆
T ‖‖(PnQg|Vn)−1‖ > 12 ) . (T
−m + ∆(T )2m)n(T )4m . T
−2ms+m
2s+3 .
Hence, for s > 12 the probability Pg(Ω\B
∆
g ) tends to zero faster than any polynomial.
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Remarks 9.
• It is very likely that the upper bound in Proposition 11 can be improved in
such a way that the term (∆T−1 + ∆2) is only multiplied by n3. Our proof
strategy bounds ‖Rn‖ by a multiple of n2, whereas the variance estimation
of Proposition 10 shows that the variance term is of order n3/2 in n. If this
strengthening were possible, we would obtain the more appealing result that
the width ∆ plays the same role as the level T−1/2 of the noise. Heuristically,
this can be understood from the fact that qg and Qgg are Lipschitz continuous
and by knowing these functions only on a grid of distance ∆ their values can
be interpolated with an error of order ∆. In the case of ergodic diffusions
Hoffmann (1999) showed that the nonparametric estimation rate for the drift
is maintained for ∆T → 0, which is far more restrictive than in our Gaussian
SDDE case.
• We had achieved an estimate of order (T−1∆2)m in the moment estimation
of Proposition 5. So one might wonder whether the results in the Lemmata 10
and 11 are optimal. The main error contributions in the estimates, however,
are due to the bias terms and these seem to be quite tight. If we used a linear
interpolation for the definition of X∆, we would obtain similar estimates. Of
course, an asymptotic lower bound for observations at discrete times with ∆ →
0 is desirable in order to find the true minimax rate for the risk. In Section
6.2 it is shown that for discrete time observations with constant uniform time
step ∆ > 0 the minimax-rate is significantly slower.
• In the last corollary we have not given a risk bound uniformly over weight
functions g in M(s, S, δ), but by retracing all the estimation steps it is not
difficult to establish again the uniformity of the constants involved.
5.5 A misspecified model
We study the Galerkin estimator ĝT,n in the case where the true underlying weight
a belongs to M−([−r, 0]), but Assumption 1 is not satisfied, i.e. a might be a general
finite measure, for instance −δ0, leading to an Ornstein-Uhlenbeck process. Since
we cannot expect the estimator to converge in total variation norm due to the
inseparability of M([−r, 0]) in this norm, we are interested in its convergence in the




−r f(s)da(s) for all f ∈ C([−r, 0])
under Pa in some probabilistic sense.
Before proving the main result, we introduce a family of metrics (da)a∈M−
metrizing weak convergence of norm bounded sequences.
Lemma 12. Let (ei)i∈N be an orthonormal basis of L2([−r, 0]) and Qa be a covari-




2−i min(1, |〈µ− ν,Qaei〉|), µ, ν ∈M([−r, 0]),
is a metric on M([−r, 0]). For norm bounded sequences (µn) ⊂ M([−r, 0]) weak
convergence µn
w→ µ ∈M([−r, 0]) is equivalent to da(µn, µ) → 0.
Proof. That da is a metric is clear once the implication da(µ1, µ2) = 0 ⇒ µ1 = µ2
has been proved. For this it suffices to prove that span(Qaei, i ∈ N) is dense in
C([−r, 0]). Consider a measure µ ∈ M([−r, 0]) with 〈Qaei, µ〉 = 0 for all i ∈ N.
From the symmetry of qa we derive 〈Qaµ, ei〉 = 0 for all i ∈ N and hence Qaµ = 0,
because Qaµ is an element of C([−r, 0]) ⊂ L2([−r, 0]) and (ei) is an orthonormal
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basis. The injectivity of Qa (Proposition 3) implies µ = 0, whence span(Qaei, i ∈ N)
lies indeed dense.





Qaeidµ for all i ∈ N





Qaeidµ for all i ∈ N and hence for all finite linear combina-
tions. For given f ∈ C([−r, 0]) and ε > 0 we choose a function h ∈ span(Qaei, i ∈ N)














w→ µ follows for supn‖µn‖TV <∞.
Proposition 12. Let a be any M−-weight and (ei)i∈N be an orthonormal basis of
L2([−r, 0]). Set Vn := span(e1, . . . , en) and suppose that (Vn) satisfies the Bernstein
inequality (5.3.7). Then the Galerkin estimator ĝT,n from Proposition 10 satisfies
for the metric da from Lemma 12:
Ea[da(ĝT,n, a)] . T−1/2n2.
With the choice n(T ) ∼ T
1
2s+3 from Theorem 4 the bound tends to zero for s > 12 .
Proof. Following the suitably adapted notation and the proof of Proposition 10, in




2−i Ea[min(1, |〈QaĝT,n −Qaa, ei〉|)]
≤ Pa(Ω \Ba) +
∞∑
i=1




2−i Ea[|〈 1T QT ĝT,n −Qaa, ei〉|]












. Pa(Ω \Ba) + T−1/2n2.
As in the proof of Theorem 4, by Chebyshev’s inequality we obtain Pa(Ω \ Ba) .
n2T−1/2 so that the main statement of the proposition has been proved. If n(T )
is calibrated as in Theorem 4, then the bound converges to zero for T
−2s+1
2s+3 → 0,
which is satisfied for s > 12 .
Several questions remain open. The most important one is whether ĝT,n re-
mains bounded in L1([−r, 0]) under Pa, because then weak convergence would
follow by Lemma 12. An L2-bounded sequence fn that converges weakly (in our
sense) to some µ ∈ M([−r, 0]) has a subsequence converging L2-weakly to some
f∞ ∈ L2([−r, 0]), so that f∞ must be the Lebesgue density of µ. This means that
in the case of weights without L2-density a weakly convergent estimator must be
L1-bounded, but cannot remain L2-bounded. To find such a norm bound for the
Galerkin method in a non-Hilbert space is beyond the scope of the classical theory.
If this L1-boundedness could be proved, then an almost sure convergence result
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would show that the Galerkin estimator converges weakly to the true weight mea-
sure with probability one. This convergence would then no longer be expressed in
a weight-dependent, hence unknown distance. Another goal could be to prove con-
vergence in some H−ρ([−r, 0])-space for ρ > 12 , because M([−r, 0]) is embedded in
this space of distributions. In fact, the scalar product used in the definition of da
induces a norm which is equivalent to the H−1-norm due to the mapping properties
of Qa. The main difficulty then is the treatment of the set Ω \Ba.
Although our result is not very strong, it shows that we can expect the Galerkin
estimator to be somehow robust to misspecification, since there exists at least a
metric for which it converges in the mean.
Chapter 6
Lower risk bounds
So far, we have only bounded the L2-risk of the Galerkin estimator
from above and have obtained the rate T−
s
2s+3 , which is worse than
in many other classical cases. Naturally, the question arises whether a
different estimation procedure could achieve a better result. This will
be answered in the negative in the first section, at least concerning the
asymptotic rate, that is the above rate is really the minimax rate for
our estimation problem.
Another topic of interest is whether the weight can be estimated
when the trajectory is observed at discrete time points only. In Section
5.4 this problem was treated for observation points of maximal distance
∆ for the asymptotic ∆ → 0 and T → ∞. As it turns out, the rate for
T → ∞ deteriorates significantly for equidistant observations of fixed
distance ∆, at least to T−
s
2s+6 . This lower bound is derived in the second
section.
6.1 Continuous time observations
In order to prove the lower bound, we use the classical Assouad cube technique as
presented by Härdle et al. (1998). Let s > 0, S > 0 and δ > 0 be given such that
M(s, S, δ) has a nonempty interior in Hs([−r, 0]). This condition is satisfied iff there
is a weight function g0 ∈ Hs([−r, 0]) with ‖g0‖s < S and v0(g) < −δ. For δ small
enough, which is the case we are interested in, the existence of such a function is
guaranteed by Lemma 1, take for instance g0 = −α1[−r,0], α = α(δ, S, r) > 0 small
enough. On the other hand, the set M(s, S, δ) can be empty for small S, some s
and large δ.
Let (ψj,k) be a compactly supported and s-regular wavelet basis of L2(R) (cf.
Appendix A.3). We denote by Rj a maximal subset of Z with supp(ψj,k) ⊂ [−r, 0]
and supp(ψj,k) ∩ supp(ψj,k′) = ∅ for all k, k′ ∈ Rj with k 6= k′. The cardinality of
Rj is of order |Rj | ∼ 2j for j →∞ due to the compact support of the wavelets. For
sign vectors ε ∈ {−1,+1}Rj we introduce the functions




where γ = γ(j, T ) is, for the moment, arbitrary, but so small that ‖gε‖s ≤ S
and v0(gε) ≤ −δ hold. In particular, the law Pgε of the stationary solution with
weight function gε is well defined. We quote the main lemma from the literature on
nonparametric lower risk bounds and use it for proving our lower bound.
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Lemma 13. For ε = (εi) ∈ {−1,+1}Rj define εk = (εki ) ∈ {−1,+1}Rj by
εki :=
{
εi, if i 6= k,
−εi, if i = k.
If there exist constants λ, p > 0 such that for the likelihood ratio ΛT
Pgε(ΛT (X(gεk ), X(gε)) > e−λ) ≥ p, ∀ ε ∈ {−1,+1}Rj , k ∈ Rj ,
holds, then for any FXT -measurable estimator GT the following lower bound is valid:
max
ε∈{−1,+1}Rj
Egε [‖GT − gε‖2L2 ] ≥ 12 |Rj |γ
2e−λp.
Proof. This is Lemma 10.2 in Härdle et al. (1998) in the L2-case, adapted to our
notation.
Theorem 5. For s > 0, S > 0 and δ > 0 such that M(s, S, δ) has nonempty





Eg[‖GT − g‖2L2 ]1/2 & T
− s2s+3 ,
where the infimum is taken over all FXT -measurable estimators GT .
Proof. We claim that for 2j ∼ T
1
2s+3 (as for the upper bound) and γ = c2−j(s+
1
2 )
with c > 0 small enough the preceding lemma gives the result. Note first that
‖gε − g0‖s = γ2j/2‖ψj,k‖s ∼ c implies that for small enough c the functions gε
remain in the Sobolev ball of radius S. Furthermore, since ‖gε − g0‖L2 converges
to zero, also v0(gε) < −δ will be satisfied for sufficiently large T by Theorem 1 and
gε eventually lies in M(s, S, δ). The assertion of the theorem is then a consequence
of the preceding lemma due to |Rj |γ2 ∼ 2j2−j(2s+1) ∼ T−
2s
2s+3 , once universal
constants λ, p have been found with
Pgε(log(ΛT (X(gεk ), X(gε)) > −λ) ≥ p > 0. (6.1.1)
By Chebyshev’s inequality it suffices to show that the second moment of the log-
likelihood remains uniformly bounded. Since the stationary solutions are Gaussian,
the laws of X(0) under Pgε and Pgεk are mutually absolutely continuous so that
Corollary 2 in connection with Remarks 2, 2 yields for T ≥ r
log(ΛT (X(gεk ), X(gε))(X)














=: S1 + S2 − S3.
The term S1 is the log-likelihood ratio between X(gεk ) and X(gε) on C([0, r]). Due
to the convergence of the weight functions
‖gε − g0‖L1 = ‖gεk − g0‖L1 ≤ γ(T )2|Rj(T )|/2 → 0, T →∞,
Corollary 5 yields Egε [S21 ] → 0 for T →∞.
Since S3 is – up to a constant – the quadratic variation process in T of the
martingale (S2, (FT )T≥r), it suffices to establish a bound for the second moment of
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S3. We infer from the estimate 〈Qgψj,k, ψj,k〉 . 2−2j with a uniform constant for
g ∈M(s, S, δ) (Corollaries 3, 13) that the expected value of S3 is bounded uniformly







Egε [X(t+ u)X(t+ v)]ψj,k(u)ψj,k(v) du dv dt
≤ 2γ2T 〈Qgεψj,k, ψj,k〉
. γ2T2−2j ∼ 1.
Proposition 7 with α = 0 and the estimate ‖ψj,k‖L1 ∼ 2−j/2 yield for the variance
term
Vargε [S3] ≤ 4γ4 Egε [〈(QT − TQgε)ψj,k, ψj,k〉2]
≤ 4γ4 Egε [‖qT − Tqgε‖2∞]‖ψj,k‖4L1
. γ4T2−2j ∼ γ2 → 0.
Again, the constant involved can be chosen uniformly for g ∈ M(s, S, δ) by
Proposition 7 and the Chebyshev inequality yields (6.1.1) with constants λ > 0,
p > 0 independent of ε, k and γ:
Pgε(log(ΛT (X(gεk ), X(gε)) > −λ) ≥ 1− Pgε(|log(ΛT (X(gεk ), X(gε))| > λ)
≥ 1− C1(E[S21 ] + E[(S2 − S3)2])
≥ 1− C2,
with constants C1, C2 > 0, where C2 can be made arbitrarily small by choosing
c = γ2j(s+
1
2 ) sufficiently small.
Corollary 10. For s > 12 , S > 0 and δ > 0 such that M(s, S, δ) has nonempty
interior in Hs([−r, 0]), the minimax rate of convergence for estimating the unknown
weight function from the continuous observation of a stationary solution up to time





Eg[‖GT − g‖2L2 ]1/2 ∼ T
− s2s+3 , T →∞,
where the infimum is taken over all FXT -measurable estimators GT .
Proof. This is the joint result of Theorem 4 and Theorem 5. Only observe that
the Galerkin estimator ĝT−r,n is σ(X(t), −r ≤ t ≤ T − r)-measurable, but by
stationarity equals in law the corresponding estimator based on observations of
(X(t), 0 ≤ t ≤ T ); use T − r ∼ T to conclude.
Remarks 10.
• In Theorem 7 we shall see that the condition s > 12 can be relaxed when
logarithmic terms are neglected, because the adaptive estimator attains its rate
for all s > 0. By constructing a non-adaptive linear estimator of Qaa in
H2([−r, 0]) and proceeding as in Chapter 7 it is even possible to get rid of the
logarithmic factor.
• Note that we have shown the lower bound even for weight functions in the
Besov space Bs∞,∞([−r, 0]) due to ‖gε − g0‖s,∞,∞ . γ2j(s+
1
2 ) ∼ 1.
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6.2 Discrete time observations (∆ fixed)
Suppose now that we observe the stationary solution X of the SDDE (2.2.10) at
discrete time points 0,∆, 2∆, . . . , N∆. For a fixed width ∆ we find an asymptotic
lower risk bound for N →∞. Due to N = ∆−1T the obtained rate N−
s
2s+6 is worse
than the minimax rate T−
s
2s+3 for continuous time observations.
It should be emphasized that only a lower bound is known and that a mini-
max rate might be slower or that the weight is not even identifiable from discrete
time observations. In fact, the observer only sees a discrete time Gaussian process
evolving with (auto-)covariances (qa(i∆))i∈N0 and the weight a will be identifiable
if a 7→ (qa(i∆))i∈N0 is an injective map on the considered set of parameters. This
is why we shall state the result locally for a small nonparametric neighbourhood of
a weight function, which could possibly be chosen in such a way that the identifia-
bility property is satisfied. We start with a lemma on Gaussian likelihood functions
preparing the grounds for the main theorem. For the theory of Hilbert-Schmidt
operators used throughout this section we refer to Dunford and Schwartz (1963,
Section XI.6). Let us only mention that the Hilbert-Schmidt norm of a symmetric
operator S on Rd is given in terms of its eigenvalues (λi)1≤i≤d (counted according






Lemma 14. For two centred d-dimensional Gaussian laws P1 and P2 with regular







2 − Id and assume that all of its eigenvalues λi satisfy λi ≥ − 12 . Then
the following estimate in terms of the Hilbert-Schmidt norm ‖L‖HS is satisfied by
the likelihood function Λ1,2 := d P1d P2 :
P2(Λ1,2 ≥ exp(− 12‖L‖
2
HS − ‖L‖HS)) ≥ 14 .
Proof. First, we express the law of the log-likelihood function under P2 in terms of























2 x〉 under N(0, Id)
= 12 log(det(Id +L))−
1
2 〈Lx, x〉 under N(0, Id).
Being a symmetric matrix, L has an orthonormal basis (e1, . . . , ed) of eigenvec-
tors with corresponding eigenvalues λ1, . . . , λd. From the inequality log(1 + λ) ≥
λ − λ2 for λ ≥ −12 and the assumption on the eigenvalues (λi) follows for all
x =
∑d
i=1 xiei ∈ R
d
log(det(Id +L))− 〈Lx, x〉 =
d∑
i=1
(log(1 + λi)− λix2i ) ≥
d∑
i=1
(λi − λ2i − λix2i ) =: l(x).
For an N(0, Id)-distributed random vector Z in Rd we find











By Chebyshev’s inequality we conclude
P2(Λ1,2 ≥ exp(− 12‖L‖
2
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Theorem 6. Let s > 0, δ > 0 and g0 ∈ Hs([−r, 0]) with v0(g0) < −δ be given.
Then the following local risk lower bound for equidistant discrete time observations






Eg[‖g −G∆N‖2L2 ]1/2 & N
− s2s+6 ,
where the infimum is taken over all σ(X(0), X(∆), . . . , X(N∆))-measurable esti-
mators G∆N of g.
Proof. The proof follows the same ideas as the one for continuous time observations
in the last section. We choose S := ‖g0‖s + ε, use an (s ∨ 3)-regular wavelet basis
(ψj,k), define Rj as before and put




This time we ensure by the right choice of γ = γ(j,N) that ‖gε − g0‖s ≤ ε and
v0(gε) ≤ −δ is satisfied; hence g ∈ M(s, S, δ) holds. This means that we take γ =
c2−j(s+
1
2 ) with a sufficiently small constant c > 0. Furthermore, we put 2j ∼ N
1
2s+6 .
Then, in terms of the likelihood ratio
Λ∆N (X




∣∣∣∣ σ(X(0), . . . , X(N∆))] ,
Assouad’s Lemma 13 with adapted notation yields the statement of the theorem as
soon as universal constants λ, p have been found with
Pgε(Λ∆N (X(gεk ), X(gε)) > e−λ) ≥ p > 0; (6.2.2)
for our choice of γ and j yields
1
2 |Rj |γ
2e−λp ∼ 2j2−j(2s+1) ∼ N−
2s
2s+6 .
The stationary solution X is a nondegenerate Gaussian process whence Λ∆N in
(6.2.2) is the likelihood between finite-dimensional Gaussian vectors and we can
apply Lemma 14. In the notation of this lemma we consider the covariance matrices
Q1 = (q1((i−j)∆))1≤i,j≤N with q1(t) := qg
εk
(t) and Q2 = (q2((i−j)∆))1≤i,j≤N with
q2(t) := qgε(t) and the problem is reduced to bounding the Hilbert-Schmidt norm
of the operator L, provided all eigenvalues of L are larger than − 12 . By the ideal
property of Hilbert-Schmidt operators Dunford and Schwartz (1963, Cor. XI.6.5)
we obtain the estimate
‖L‖HS = ‖Q1/22 Q
−1
1 (Q2 − Q1)Q
−1/2








We prove next that the operator norms ‖Q1/22 ‖, ‖Q
−1
1 ‖ and ‖Q
−1/2
2 ‖ are uniformly
bounded by showing that the eigenvalues of the symmetric and positive definite
covariance matrix Qg = (qg((i − j)∆))i,j are bounded away from zero and from
infinity, uniformly for weight functions g in M(s, S, δ). In the last step we will
establish the fact that the Hilbert-Schmidt norm ‖Q1−Q2‖HS is uniformly of order
γN1/22−5j/2, hence also uniformly bounded, which then proves the assertion.
Denote by Q any covariance matrix Qg with g ∈M(s, S, δ) arbitrary. For bound-
ing the eigenvalues of Q from above and below, we use the representation of Q by
virtue of the spectral density q̂ = |χ|−2(i•). For x = (x0, . . . , xN ) ∈ RN+1 we set


















































In the second line the orthogonality of the exponentials was used. The integrals in
the fourth line may be interchanged due to the uniform boundedness in t and the
integrability in ξ of the integrand. The last line follows from the observation that
the Fourier decomposition of the trigonometric function |fx|2 returns |fx|2.
Since the Euclidean norm of x satisfies |x|2 = 12π
∫ π
−π|fx(t)|
2dt, we are now in
the position to bound the smallest eigenvalue of Q by
inf
|x|=1









Hence, by Lemma 2 and Corollary 1 there is a positive constant which bounds
the smallest eigenvalue of Q from below for all weights in M(s, S, δ) ⊂ M(S, δ),
independent of N . In order to establish a uniform upper bound for the eigenvalues
of Q, recall the uniform estimate |χg(iξ)| & (1 + ξ2)1/2, ξ ∈ R, for g ∈ M(s, S, δ)
from the proof of Proposition 1, which yields
sup
|x|=1


















(1 + k2)−1 <∞.
Hence, the eigenvalues of Q are indeed bounded away from zero and bounded from
above uniformly on M(s, S, δ), so that (6.2.3) simplifies to the uniform estimate
‖L‖HS . ‖Q2 − Q1‖HS .
The Hilbert-Schmidt norm of the matrix Q2−Q1 can be calculated component-
wise Dunford and Schwartz (1963, Cor. XI.6.3) such that
‖Q2 − Q1‖2HS =
N∑
i,j=0
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holds. We use the bound (2.3.19) in the proof of Proposition 1 with δ replaced by
δ


















|χ1(−iξ + δ2 )− χ2(−iξ +
δ
2 )|+ |χ1(iξ −
δ


















(2−2j + ξ2)−3/2(|ψ̂(−ξ − i2−j−1δ)|+ |ψ̂(ξ + i2−j−1δ)|) dξ.
We claim that the last integral is bounded uniformly for j → ∞. Observe first by
the Cauchy-Schwarz inequality and the Plancherel theorem∫
|ξ|>1






(‖ψ̂(−•− i2−j−1δ)‖L2 + ‖ψ̂(−•− i2−j−1δ)‖L2)
. ‖E2−j−1δ(ψ)‖L2 + ‖E−2−j−1δ(ψ)‖L2 ,
which is uniformly bounded, because ψ has compact support. Secondly, the compact
support and the vanishing moments of ψ up to the third order allow to define a








ψ(ζ) dζ dη dξ, x ∈ R .
By partial integration of the Fourier transform we obtain on [−1, 1]∫ 1
−1








(|ψ̂(−3)(−ξ − i2−j−1δ)|+ |ψ̂(−3)(ξ + i2−j−1δ)|) dξ
≤ ‖ψ̂(−3)(−•− i2−j−1δ)‖L2 + ‖ψ̂(−3)(−•− i2−j−1δ)‖L2
= ‖E2−j−1δ ψ(−3)‖L2 + ‖E−2−j−1δ ψ(−3)‖L2 ,
which is, for the same reasons as above for ψ, uniformly bounded.




(q1 − q2)(k∆)2 . Nγ22−5j
∞∑
k=0
e−kδ∆/2 ∼ Nγ22−5j ∼ c2.
The estimate holds uniformly for g ∈M(s, S, δ). We obtain the bound ‖L‖HS ≤ 12
by the right choice of c and hence |λi| ≤ 12 for all eigenvalues λi of L. Lemma 14
then establishes (6.2.2) uniformly and an application of Lemma 13 concludes the
proof.
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Remarks 11.
• The technique employed in the proof would yield the same lower bound for N
independent observations of the value X(0). Loosely speaking, we used the fact
that the mapping g 7→ qg is continuous with respect to the B−3∞,∞-norm and the
sup-norm in connection with ‖ψjk‖−3,∞,∞ = 2−5j/2. This leads to a value of
at least 52 for the degree of ill-posedness involved and explains the appearance
of the value 6 in the rate as the sum of twice the degree of ill-posedness plus
the effect of approximate white noise. A way to improve, i.e. to increase the
lower risk bound could be to find (maybe even nonlocal) perturbations gε which
leave the values of the covariance function at the points i∆ for i = 0, . . . , I
invariant with I →∞ as N, j →∞. This would yield an exponential decay of
‖L‖HS in terms of I.
• Concerning the question of identifiability, we are faced with the problem of
identifying the weight a from the sequence (qa(k∆))k∈N0 , which is known after
an infinitely long observation time. Since qa solves the deterministic delay
equation (2.1.1), this can be considered as an analytical problem in the theory
of deterministic delay differential equations, where already problems appear
in the case of solutions known on continuous time intervals Verduyn Lunel
(2000). If the observations are not equidistant, then the above lower bound
and also the identifiability problem might change completely. In the case of
ergodic autonomous diffusions the drift and the diffusion coefficient can be
identified from discrete time observations, because the transition operator of
the associated Markov semigroup is identifiable for T →∞.
Intuitively, the possibilities to increase the lower bound seem to be more promis-
ing, which would mean that the whole estimation problem is even more ill-posed.
As a general guideline, the estimation should hence only be performed for high fre-
quency data. It should be stressed that even in the case of parametric estimation
for affine SDDEs yet no result exists for discrete time observations.
Chapter 7
Adaptive estimation
The Galerkin estimator has two main drawbacks. Firstly, it requires
an a priori knowledge or guess of the regularity s of the true weight
function for the right choice of the approximation space Vn. Secondly,
it is not well suited for functions that have a strongly varying pointwise
regularity. For this kind of functions the approximation spaces should be
chosen adaptively, that is nonlinear methods are recommendable. In our
case the locations of the more irregular regions of the weight function
are not known, but wavelet thresholding or adaptive kernel estimation
methods successfully try to locate them approximately from the known
data.
An approach based on wavelet thresholding is presented in the first
section. It is more involved than the Galerkin estimator, but attains
the optimal rate of convergence up to a logarithmic factor even for the
wider class of Besov spaces, which are a means to characterize spatially
inhomogeneous regularity. The rate-optimality of the adaptive estimator
with respect to an L2-risk function is derived from the lower bound of
the second section.
7.1 The thresholding estimator
The main idea for the construction of an adaptive estimator of the weight is to
work in the image space of the covariance operator Q, which is the Sobolev space
H2([−r, 0]) for the generalized L2-domain W02,2. The first step consists of estimating
adaptively the function Qaa from the data bT such that the H2-norm of the error
is small. In the second step we find a good approximation Q̂T of the covariance
operator Qa and apply Q̂−1T to the estimate of Qaa.
The adaptive estimate ŷT of Qaa is obtained by the so-called hard thresholding
algorithm. The function 1T bT can be regarded as a noisy observation of Qaa (Corol-
lary 8). We calculate the wavelet coefficients (Yλ) of 1T bT and we only use those
coefficients that are larger than a certain threshold level to construct a smoothed
version ŷT of 1T bT . The reason for this procedure to work is that small coefficients of
the observation 1T bT are with high probability due to small or vanishing coefficients
of the true function Qaa. Neglecting them does not very much increase the bias, but
keeps the variance small. At points of less regularity of Qaa the wavelet coefficients
will be large even for higher frequencies 2j , hence more wavelets are used for the
estimator than in regions of slow variation.
Definition 10. Let smax > 2 be fixed. With bT from Definition 6 introduce for any
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multi-index λ the coefficient
Yλ,T := 〈 1T bT , ψλ〉,
where (ψλ)λ is a compactly supported smax-regular wavelet basis in L2([−r, 0]). De-
fine the hard thresholding estimator




Yλ,T 1|Yλ,T |>κλ(T )
)
ψλ
for a certain resolution level J(T ) and thresholds κ(T ) := (κλ(T )).
The next definition introduces the classes of weights for which the minimax rates
will be considered (cf. Definition 5). Furthermore, two constants will be needed for
the determination of the threshold level.
Definition 11. For s > 0, S > 0, p > 1 and δ > 0 set
M(s, p, S, δ) := {a ∈ Wsp,∞ | ‖a‖s,p,∞ ≤ S, v0(a) ≤ −δ}.
Denote by α(S, δ) the constant K−1S−1 with K from Proposition 6, chosen
uniformly for weights in M(S, δ). Denote by β(S, δ) the constant K−1 with K from
Lemma 8, also chosen uniformly for weights in M(S, δ).
We now prove the main proposition on adaptive estimation of Qaa. In the case
of L2-loss, this is fairly classical. An abstract approach covering much more general
situations has been developed by Kerkyacharian and Picard (2000), and we largely
follow their ideas. A specification of their results to our situation would require an
amount of work similar to the following self-contained presentation.
Proposition 13. Let s ∈ (0, smax− 2], S > 0, max( 62s+3 , 1) < p <∞ and δ > 0 be
given. Set 2J(T ) ∼ T 1/2 and κλ(T ) = κ2−jT−1/2 log(T ) with some κ ≥ 48α(S,δ) and










Remark 8. Although the convergence rate depends on s, the estimator ŷT is com-
pletely independent of s. It depends however on S and δ via the thresholding level
κ and on smax by the choice of the wavelet basis.
Proof. For the sake of brevity we shall suppress the T -dependence of the quantities,
i.e. rather write Yλ, J or κλ. We introduce the true coefficients (Zλ) and error
coefficients (Eλ)
Zλ := 〈Qaa, ψλ〉, Eλ := Yλ − Zλ = 〈 1T bT −Qaa, ψλ〉.
For Eλ we obtain from Proposition 6 and Lemma 8 by the Cauchy-Schwarz inequal-






















≤ C <∞. (7.1.1)
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Proposition 6 and Lemma 8 yield a uniform constant C for all weights a ∈M(s, p, S, δ) ⊂
M(S, δ).
Starting with the error estimate, we obtain from the characterisation of the space
H2([−r, 0]) by 2-regular wavelets (Appendix A.3)









The second term can be dealt with by linear approximation theory. By Jackson’s
inequality in H2([−r, 0]) (Corollary 11), the Besov space embeddings (A.2.3) and

































Due to Qa : Wsp,∞ → Bs+2p,∞ isomorphically (Theorem 2) with uniform constants
(Corollary 7), this second term is of order T−
2s
2s+3 uniformly over M(s, p, S, δ).
The summands of the first term can be split according to the four cases whether
thresholding takes place or not and whether the true coefficient is large or not:(
Yλ1|Yλ|>κλ − Zλ
















=: S1(λ) + S2(λ) + S3(λ) + S4(λ).
By the Cauchy-Schwarz inequality, the exponential moment property of Eλ


















. T−5/223J ∼ T−1.





24|λ| Pa(|Eλ| > κλ2 )Z
2
λ
. ‖Qaa‖2H2 exp(− 3κ2
|λ|T 1/2κλ)
∼ T−3‖a‖W02,2 .
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The remaining estimates rely on nonlinear approximation theory. Using the char-










we infer for all j ∈ N0 and τ > 0 by a Chebyshev inequality-type argument the
following bound on the cardinality of large wavelet coefficients:




We set π := p∧ 2 and obtain the estimate s+ 3(12 −
1
π ) > 0 from the restriction
p > max( 62s+3 , 1). The sum involving S2(λ) can be bounded by separate estimates,
















































The same technique, notably estimate (7.1.2), applies to the estimate of the
sum over S4(λ), which is deterministic. This time we have to use a more refined
analysis by considering the values of Zλ in certain dyadic intervals. Here finally
the logarithmic term enters, because one must choose 2j0 ∼ (T (log T )−2)
1
2s+3 for

















































































For the estimate in the case p ≥ 2 we choose π in the interval ( 62s+3 , 2), use the
embedding property Bsp,∞ ⊂ Bsπ,∞ for π < p and repeat the same calculations with
p replaced by π.
By putting all estimates together, we find the bound






where the constant holds uniformly for a ∈M(s, p, S, δ).
In the next step we construct an operator Q̂T from the observations up to time
T , which is close to the true covariance operator. We could, of course, use the
results for QT from Proposition 7, but it is even simpler to use the relationship




qa(t+ s) da(s) =
∫ 0
−r
qa(−t− s) da(s) = Qaa(−t).
Writing qa(t) = qa(0)+
∫ t
0
q′a(u)du, we can thus determine qa from the knowledge of
qa(0) andQaa and derive an estimator from estimators for these two quantities. This
is exactly the construction method of Q̂T we shall adopt. We thus avoid calculating
and smoothing the function qT (only qT (0, 0) is needed).
Theorem 7. Let s ∈ (0, smax], S > 0, max( 62s+3 , 1) < p < ∞ and δ > 0 be given.









ŷT (v) dv, u ∈ [−r, r],
i.e. Q̂Tµ(t) :=
∫ 0
−r q̂T (t−u) dµ(u) for t ∈ [−r, 0], µ ∈M([−r, 0]). Then the operator
Q̂T : W02,2 → H2([−r, 0]) is continuous. It is invertible on the set
CT := {‖Q−1a ‖H2→W02,2‖Qa − Q̂T ‖W02,2→H2 ≤
1
2}.









Q̂−1T ŷT , if Q̂T is invertible,
0, otherwise.
Then the following asymptotic upper bound holds for T →∞:
sup
a∈M(s,p,S,δ)
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Proof. Due to ŷT ∈ H2([−r, 0]) the kernel q̂T |[0,r] is an element of H3([0, r]) and the
continuity of Q̂T : W02,2 → H2([−r, 0]) follows from Lemma 5 and estimate (3.3.2).
Formally, the Neumann series expansion yields for Q̂−1T
Q̂−1T = (Id−Q
−1
a (Qa − Q̂T ))−1Q−1a =
∞∑
m=0
(Q−1a (Qa − Q̂T ))mQ−1a .
This expansion is as usually a posteriori justified for the operators Q̂T , Qa : W02,2 →

















1− ‖Q−1a ‖H2→W02,2‖Qa − Q̂T ‖W02,2→H2
<∞.
Hence, on CT the operator Q̂T is invertible with
‖Q̂−1T ‖H2→W02,2 ≤ 2‖Q
−1
a ‖H2→W02,2 .
In order to bound the probability of CT from below, we use the estimate ‖Qa −
Q̂T ‖W02,2→H2 ≤ C1‖qa− q̂T ‖H2([−r,0]), C1 > 0 some universal constant, derived from
Lemma 5 with k(t) = (qa − q̂T )(−t) and from relation (3.3.2) (on span(δ−r, δ0) this
is immediate). From Proposition 13 we know






















In all the estimates the constants can be chosen to hold for all a ∈M(s, p, S, δ) by
the uniformity established in Propositions 13 and 7. Finally, Chebyshev’s inequality
yields with constants C2, C3 > 0
sup
a∈M(s,p,S,δ)
Pa(Ω \ CT ) ≤ sup
a∈M(s,p,S,δ)
Pa(‖qa − q̂T ‖H2 > C2)
≤ sup
a∈M(s,p,S,δ)
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It therefore suffices to work on the set CT , because on its complement the loss
is bounded by 2S and hence the squared risk tends to zero uniformly with rate
(T/(log T )2)−
2s
2s+3 . On CT we obtain
‖âT − a‖0,2,2 = ‖Q̂−1T ŷT −Q
−1
a Qaa‖0,2,2





≤ 2‖Q−1a ‖H2→W20,2,2‖ŷT −Qaa‖H2
+ ‖Q̂−1T ‖H2→W20,2,2‖Qa − Q̂T ‖W20,2,2→H2‖Q
−1
a ‖H2→W20,2,2‖Qaa‖H2
≤ 2‖Q−1a ‖H2→W20,2,2‖ŷT −Qaa‖H2
+ 2‖Q−1a ‖2H2→W20,2,2‖Qa − Q̂T ‖W20,2,2→H2‖Qaa‖H2
. ‖ŷT −Qaa‖H2 + ‖qa − q̂T ‖H2 .
By Corollary 7 the last estimate holds with a uniform constant for all a ∈M(s, p, S, δ).
From the preceding Proposition 13 and the estimate (7.1.3) we conclude
sup
a∈M(s,p,S,δ)
Ea[‖âT − a‖20,2,21CT ] . T−
2s
2s+3 ,
which accomplishes the proof of the asymptotic risk upper bound.
Remarks 12.
• One might want to consider the submodel in which the weights do not include
any point measures, i.e. the weight space Bsp,∞ instead of W
s
p,∞. For this one
can project the estimator âT onto L2([−r, 0]) by neglecting the point measure
part. Another possibility is to project ŷT H2-orthogonally to Q̂T (L2). In both
cases the asymptotic risk rate does not increase, because under the submodel
assumption the errors due to these corrections are at most of the order of the
risk.
• Our method differs from the classical wavelet thresholding algorithm for den-
sity estimation or regression due to the ill-posedness involved. Our threshold
κλ depends on the resolution level |λ|, because the intensity of the noise co-
efficients measured in H2-norm is of order 22|λ| E[E2λ]1/2 ∼ 2|λ|T−1/2. Fur-
thermore, we only need to calculate the wavelet coefficients up to a resolution
level 2J ∼ T 1/2 and it is not necessary to suppose that the weight also has
some regularity with respect to an L2-Sobolev space. The reason for these two
phenomena is that the condition p > max( 62s+3 , 1) is so strong that the linear
approximation error is already sufficiently small. That the restriction p > 62s+3
or equivalently s− 3( 1p −
1
2 ) > 0 is really necessary will follow from the lower
bound in the next section.
• Another deviation from classical results is the factor T (log T )−2, which stems
from the fact that we only have finite exponential moments of the noise and not
higher Gaussian-like moments, for which the factor T (log T )−1 is achieved.
Since qT and bT are quadratic in X, this can probably not be improved on.
It might however be possible to employ some uniform functional central limit
theorem and apply results similar to those of Neumann and von Sachs (1995)
in order to enlarge the factor to T (log T )−1.
• Concerning implementation issues it should be mentioned that it seems rather
difficult to determine α(S, δ) and β(S, δ). Numerically challenging is also the
inversion algorithm for the calculation of Q̂−1T ŷT . The investigation of this












Figure 7.1.1: Adaptive L2-risk for weights in Wsp,∞. The dashed line corresponds to
the embedding of a piecewise constant weight function.
problem is ongoing work with Albert Cohen and Marc Hoffmann, Paris. Since
we have got estimation errors anyway, we can employ an iterative method,
which in each step combines a thresholding algorithm with a step from an
iterative solver for linear systems, for instance a gradient method. This algo-
rithm seems to yield rate-optimal results with a small amount of computing
time and storage. The approach here is closely related to the wavelet-vaguelette
decomposition method proposed by Donoho (1995). Due to boundary effects it
is however difficult to determine whether the functions Q̂−1T ψλ, when properly
scaled, fulfil the vaguelette properties.
• Having obtained results for wavelet thresholding in H2([−r, 0])-loss, it is not
difficult to transfer the classical theory for Lp-loss to Lp-Sobolev loss and hence
to bound the risk of the thresholding estimator of the weight a with respect to an
Lp-type loss function. The abstract approach has been investigated by Kerky-




obtained, provided π > max( 3p3+ps , 1) is satisfied. Other thresholding methods
than hard thresholding or also adaptive kernel methods could also be applied
(cf. Härdle et al. (1998) and the references given there).
Example 7. Which rate of convergence do we obtain for the L2-risk of the weight
function g = −1[− 12 ,0] in the case r = 1? Since g lies in the spaces H
s for all s < 12
(Appendix A.2) we obtain roughly the rate T−1/8 for the Galerkin estimator. With
respect to the scale of Besov spaces g lies in Bs1/s,∞, s ∈ (0, 1) (Appendix A.2).
For the risk estimate of the wavelet thresholding estimator we need the restriction
p = 1s >
6
3+2s such that the maximal value of s, we can use for the rate, is s ≈
3
4 ,
as shown in Figure 7.1.1. The adaptive estimation rate is therefore approximately
T−1/6. This is slow, but significantly better than the non-adaptive rate. Similarly,
smooth weight functions only having a jump in the first derivative at one point belong
to Hs for s < 32 and to B
2
1,∞, whence the Galerkin estimator converges roughly with
the rate T−1/4 and the wavelet thresholding estimator roughly with the rate T−2/7.
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If the estimation theory also worked for p ≤ 1, we would even obtain the rate T−3/10
(s = 94 , p =
4
5). Note that the more regular the weight functions are, the less the
convergence rates differ in the adaptive and in the non-adaptive case.
7.2 Lower risk bound: sparse case
The content of this section is to show that the adaptive wavelet thresholding es-
timator is – up to logarithmic factors – rate-optimal with respect to the L2-risk
function, in the sense that one cannot improve on the restriction p > 63+2s in order
to obtain the speed of convergence T−
s
2s+3 for weights in Wsp,∞. For smaller values
of p the rate of convergence is indeed worse and is obtained by embedding Wsp,∞ to
Wσπ,∞ with some properly chosen σ < s and π > p, as it was done in Example 7. In
the sequel, we merely have to assume s+ 12 −
1
p > 0 in order to have the embedding
Wsp,∞ ⊂ W02,2 and a well-defined risk.
The expression“sparse case” for the estimation of functions with Lp-regularity
for p < 2 is explained by the fact that the most difficult functions to estimate are
those which have very localized irregular peaks (cf. the discussion in Härdle et al.
(1998, Section 10.4)).
Theorem 8. Let s > 0, p > 0, S > 0 and δ > 0 be given with s + 12 −
1
p > 0,
i.e. p > 22s+1 , and such that M(s, p, S, δ) has nonempty interior in W
s
p,∞. Then the














where the infimum is taken over all FXT -measurable estimators âT .
Proof. As in Chapter 6 we build from a weight a0 in the interior of M(s, p, S, δ) a
family of local alternatives (ak). Choose a compactly supported s-regular wavelet
basis in L2(R) and denote by Rj a maximal set of integers with supp(ψjk) ⊂ [−r, 0]
and supp(ψjk) ∩ supp( ψjk′) = ∅ for all k, k′ ∈ Rj , k 6= k′. For any k ∈ Rj we set
ajk := a0 + γψjk




p ) such that ‖ajk‖s,p,∞ ≤ S and v0(ajk) ≤ −δ are
satisfied, hence ajk ∈ B(s, S, p, δ) holds true. We briefly interrupt the proof for
stating a classical lemma for the lower bound proofs in the sparse case.
Lemma 15. Suppose the likelihood ratio satisfies
Pajk
(
log(ΛT (X(a0), X(ajk))) ≥ −j
)
≥ π0 > 0






Ea[‖âT − a‖2L2 ]1/2 & γ(T ).
Proof of the Lemma. This is an adapted version of Härdle et al. (1998, Lemma
10.1). Only choose vkT = |Rj | ∼ 2j , substituting n by T . Then the lower bound







Pa(‖âT − a‖L2 ≥ γ(T )) > 0
on the set {‖âT − a‖L2 ≥ γ(T )} and hence everywhere.
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Let us resume the proof of the theorem. Exactly as in the proof of the lower
bound in Theorem 5, we obtain
Eajk [log(ΛT (X(a0), X(ajk))2] . γ4T 22−4j + γ4T2−2j
with a uniform constant for all ajk. Thus, by Chebyshev’s inequality the require-
ments of Lemma 15 are satisfied, when we balance the conditions on γ by choosing
2(2s+3−
2
p )j ∼ T/ log(T ) such that




)−4(s+ 12− 1p )−4
2s+3− 2
p
T 2 ∼ (log T )2 ∼ j2
holds. Thus, the lower bound follows.
We have obtained a fairly complete picture of the minimax rates for the L2-
risk of certain Besov regularity classes M(s, p, S, δ). This is the content of the next
corollary and presented graphically in the (s, p−1)-plane in Figure 7.1.1.
Corollary 11. Assume that s > 0, 1 < p < ∞, S > 0 and δ > 0 are given such
that M(s, p, S, δ) has nonempty interior in Wsp,∞. In what follows the infima are












holds, then p ≥ 62s+3 follows.





































for all σ < s.
Proof.







⇐⇒ s+ 32 −
3
p ≥ 0.
2. The upper bound is due to Theorem 7 and the lower bound is due to Theorem
5, taking into account the Remarks 10 concerning Bs∞,∞.
3. The lower bound is just Theorem 8. For the upper bound use the embbedding





π := (τ − s+ 1p )
−1 > 62τ+3 .
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Due to π > p > 1 we can apply Theorem 7 for B(τ, π, S′, δ), S′ chosen















and thus also for all σ < s.
Chapter 8
Hypothesis testing
Often, statistical methods are not applied for estimation purposes,
but to confirm or to reject a certain hypothesis. The knowledge of the
mean square error in an estimation procedure yields a confidence in-
terval, but this construction is in general not optimal. The motivation
for this chapter is the development of a testing procedure that decides
whether an observed trajectory of an affine SDDE has some memory
effect or is just a simple Ornstein-Uhlenbeck process. As it turns out,
the test will also apply to the more general problem to decide whether
a0 from the generalized L2-space W02,2 is the true underlying weight.
The nonparametric alternative will consist of those weights in this class
that lie outside an W02,2-ball around a0 of radius ρ and satisfy a Sobolev
regularity condition of order s.
A test is constructed that can decide between hypothesis and al-
ternative with small error probabilities if the separation rate satisfies
ρ & T−
s
2s+2.5 for T →∞. Note that the test derived from the Galerkin
estimator would by Chebyshev’s inequality separate hypothesis and al-
ternative only for ρ & T−
s
2s+3 . This phenomenon of rate improvement
is familiar in nonparametric testing theory for L2-spaces. The ideas and
proofs are derived from a related Gaussian problem, which will be inves-
tigated as a model problem in parallel with the original SDDE testing
problem. The first section states the testing problem thoroughly and
introduces the test statistics used. In the second section the minimal
separation rate between hypothesis and alternative for which the test
works is determined. In the last section, this rate is shown to be optimal
among all conceivable tests.
8.1 Construction of a test
We take advantage of the mapping properties of the covariance operator (Theorem
2) and use the space W02,2 as the parameter space for the weights. A thorough
discussion of testing a single hypothesis versus a nonparametric set of alternatives
in the signal plus white noise model is given in the series of papers Ingster (1993a;
Ingster (1993b; Ingster (1993c). Classically, the set of alternatives Kρ is a compact
Sobolev ball where an L2-ball of radius ρ > 0 around the hypothesis is cut out. We
think of having fixed the error level of the first kind α ∈ (0, 1) and of the second
kind β ∈ (0, 1) and ask for the smallest separation value ρ in the alternative such
that these error bounds are not transgressed. This value of ρ will be determined
asymptotically with respect to the observation time T . Having fixed the general
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ideas we now define our testing problem precisely.
Definition 12. Let s > 0, S > ρ > 0 and δ > 0 be given. For a0 ∈ Ws2,2 with
v0(a0) < −δ set
H0 := {a0},
Kρ := {a ∈ Ws2,2 | ‖a− a0‖s,2,2 ≤ S, v0(a) ≤ −δ, ‖a− a0‖0,2,2 ≥ ρ}.
The set H0 encodes the hypothesis that the true underlying weight is a0 and the
set Kρ corresponds to the alternative that one of its elements is the true underlying
weight.
The subsequent results remain true if it is only assumed that a0 is in W02,2 and
if one considers the alternative
Kρ := {a ∈ W02,2 | ‖Qa(a− a0)‖s+2,2,2 ≤ S, v0(a) ≤ −δ, ‖a− a0‖0,2,2 ≥ ρ}.
Drawing a parallel with a signal plus noise model from the experience of the es-
timation problem, we might view bT as noisy observation of QTa under Pa. Heuris-
tically, the difference bT − QTa0 should be a comparatively small function under
Pa0 , but contain a significant signal under Pa for weights a in some distance of a0.
Observe, however, the difficulties arising through the heteroskedastic nature of the
noise and through the ill-posedness induced by QT . The corresponding Gaussian
shift experiment serves as a good intuition in order to understand the subsequent
construction of the test statistic and the proofs of its asymptotic behaviour. We
therefore include the calculations for this model problem.
B Model problem. Suppose Q is any fixed covariance operator from Definition 4 with a
weight from Ws2,2. Let Γ ∼ N(0, Q) be a centred Gaussian C([−r, 0])-valued random
variable. Based on the observation
Y := Qa+ T−1/2Γ, a ∈ H0 ∪Kρ,
we want to decide whether a lies in H0 or Kρ. We consider the fastest convergence rate
in ρ(T ) → 0 for T →∞, for which this can still be accomplished. By applying Q−1/2 to
Y we get a white noise model with signal Q1/2a and it only remains to take care of the
fact that the signals corresponding to hypothesis and alternative are separated in the
norm ‖Q1/2•‖L2 , i.e. roughly in the weaker H−1-norm. This approach already indicates
that we shall end up with a rate T
− s2(s+1)+0.5 instead of classically T−
s
2s+0.5 .
When using the correct functional norm, namely the H2([−r, 0])-norm, we can
apply the test statistic known for the white noise model. For the sake of simplicity
we shall explicitly use wavelet bases. They will only be used for smoothing the data
(and not for inversion) so that finite element or kernel methods should be working
in the same way.
Definition 13. Given an (s ∨ 2)-regular wavelet basis (ψλ) on L2([−r, 0]), the
quantities bT and QT from Definition 6 and the weight a0 from Definition 12, we







for T > 0, J ∈ N. We choose 2J(T ) ∼ T
1
2s+2.5 , set T := TT,J(T ) and suppress
the time dependence of T. For a given α ∈ (0, 1) we employ the following decision
function ϕ:
ϕ := 1{Z>q1−α} with Z :=
T − Ea0 [T]
Vara0 [T]1/2
,
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where q1−α denotes the (1− α)-quantile of Z under Pa0 . The non-randomized deci-
sion is taken according to the rule that the hypothesis is accepted for ϕ = 0 and it
is rejected in favour of the alternative for ϕ = 1.
Remarks 13.
• From the wavelet characterisation of H2([−r, 0]) we obtain
TT,j ∼ 1T ‖PJ(bT −QTa0)‖
2
H2 .
• By following this decision rule we automatically bound the error of the first
kind: Pa0(ϕ = 1) = α. Observe that by Chebyshev’s inequality q1−α ≤ α−1/2
holds. In practice, similar moment approximations or Monte Carlo-simulations
may be used in order to determine q1−α, because it seems rather unlikely that
the exact law of T can be determined. For fixed J the central limit theorem for
mixing processes could be applied as T →∞. In our case, however, J tends to
infinity with T → ∞ so that a very strong infinite-dimensional central limit
theorem would be needed.
• Compared with the calculation of the Galerkin estimator, the test statistic T is
even easier to determine, because we need not solve a multidimensional linear
system. Basically, we compare Qa0a0 and Qaa for a ∈ Kρ so that the whole
analysis takes place in the range of the covariance operators, which is exactly
H2([−r, 0]) for the domain W02,2.
The test can easily be adapted to our model problem. In fact, originally it was
derived from it.
B Model problem. We only substitute the corresponding expressions in T and take care





Then we use the same definition of Z and of the decision function ϕ.
8.2 Test asymptotics
The whole argument to find the upper bound relies on asymptotic estimates for
the expected value and the variance of T under the different laws corresponding to
H0 and Kρ. The gain in the convergence rate compared to the estimation problem
is due to the fact that under Pa0 the standard deviation of T is asymptotically
significantly smaller than its expected value, which on the other hand demands
much more subtle estimates in the proofs.




24|λ|〈Qa0ψλ, ψλ〉, Vara0 [T] . 25J(T ).
Proof. By the Fubini theorem for stochastic integrals Protter (1992, Thm. 46) and
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B Model problem. Since T−1/2(bT − QT a0) has the same covariance structure under
Pa0 as Γ, the expected value equals
∑
|λ|≤J(T ) 2
4|λ|〈Qψλ, ψλ〉. For the variance term
we use the characterisation of the H2-norm by 2-regular wavelets (Appendix A.3) and
































The estimation of higher moments in the SDDE case is more complicated, be-
cause we lose too much by a direct application of the Cauchy-Schwarz inequality.
For λ, λ′ with |λ|, |λ′| ≤ J we aim at estimating the covariance term
Cλ,λ′ := Cova0 [〈bT −QTa0, ψλ〉2, 〈bT −QTa0, ψλ′〉2].
Let us introduce the processes A(t) := 〈X(t+•), ψλ〉 and B(t) := 〈X(t+•), ψλ〉, t ≥
0, which are stationary Gaussian processes under Pa with A(t) ∼ N(0, 〈Qaψλ, ψλ〉)





)2m . (b− a)m〈Qaψλ, ψλ〉m . (b− a)m2−2m|λ|, (8.2.1)
and its analogue for B(t) in terms of λ′ will be needed. They are derived from
the martingale moment inequality Karatzas and Shreve (1991, Prop. 3.26) and
Corollary 13. We obtain the following decomposition by the Fubini theorem for



























































































=: 4S1(λ, λ′) + 2S2(λ, λ′) + 2S3(λ, λ′) + S4(λ, λ′).
We shall see that the main contribution comes from S1(λ, λ′) and is of the form
T 2〈Qa0ψλ, ψλ′〉2. We shall thus recover the terms appearing in the model problem.






= Ea0 [〈(QT − TQa0)ψλ, ψλ〉2]1/2 . T 1/22−2|λ|
and the corresponding estimate for B(t) and λ′. The Itô isometry and the estimate






































and the corresponding result for the term involving B(t). Let us use the estimates,












′|)S1(λ, λ′) + (T−1 + T−1/2)22(|λ|+|λ
′|)
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(I1(t) + I2(t)) dt.
The first integrand I1(t) is immediately identified as I1(t) = t〈Qa0ψλ, ψλ′〉2. Intu-
itively, the second integrand I2(t) is not growing linearly in t, since A(t) and B(t)
are almost independent of Fs for times s t due to the mixing property of X.
For the exact argument we set τ := max(0, 2δ log(t)) and consider first the co-
variance with the integrals up to time t − τ . Use Theorem 3 in the context of the






















. t−1(t− τ) Ea0 [A(0)4]1/2 Ea0 [B(0)4]1/2
. 2−2(|λ|+|λ
′|).
The remainder term for I2(t) can easily be estimated by the Cauchy-Schwarz
inequality, since
Vara0 [A(t)B(t)]
1/2 ≤ Ea0 [A(t)4]1/4 Ea0 [B(t)4]1/4 . 2−(|λ|+|λ
′|), t ≥ 0,























































follow from the bound (8.2.1).
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Resuming the calculations from the interim result (8.2.2), we finally obtain the
announced bound (cf. the calculations for the model problem):


































Remark 9. Note that the constants appearing in the bounds of the preceding Propo-
sition 14 can be chosen uniformly for all a0 ∈ M(R, δ), R > 0 and δ > 0 fixed, be-
cause the dependence on a0 enters through the estimates for qa0 , v0(a0) and through
the mixing property from Proposition 3, which all allow to choose uniform constants.
Proposition 15. For a ∈M− ∩Ws2,2, s > 0, the following estimates hold:
Ea[T − Ea0 [T]] ≥ C1T‖a− a0‖2W02,2 − C2T2
−2J(T )s‖a− a0‖2Ws2,2 − C32
5J(T )/2,




The positive constants C1, C2, C3, C4 can be chosen uniformly for all a ∈M(R, δ),
when R > 0 and δ > 0 are fixed.
Proof. In the course of the proof of the bound for the expected value we shall
number the appearing constants consecutively, because the use of the symbol . is
not applicable for differences. Note that eventually the constants C3, C4 and C7+C9
correspond to the constants C1, C2 and C3 in the statement of the proposition.
Starting with the expected value, we first look at our model problem and then
transfer the results to the more complicated SDDE case.
B Model problem. The mapping properties of Q on Ws2,2 (Theorem 2) and the Jackson
inequality in H2 (Remark 11) yield
Ea[T − Ea0 [T]] =
∑
|λ|≤J(T )




24|λ|T 〈Q(a− a0), ψλ〉2
= T (C1‖Q(a− a0)‖2H2 − C2‖(Id−PJ(T ))Q(a− a0)‖
2
H2)
≥ C3T‖a− a0‖2W02,2 − C4T2
−2J(T )s‖Q(a− a0)‖2Hs+2
≥ C3T‖a− a0‖2W02,2 − C5T2
−2J(T )s‖a− a0‖2Ws2,2 .
The constants C1, C2 and C4 only depend on the wavelet basis, whereas C3 and C5
depend also on the operator norm of Q : Ws2,2 → Hs+2([−r, 0]) and its inverse.
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In the SDDE case certain terms do not cancel:

















〈T (Qa −Qa0)ψλ, ψλ〉+ 2 Ea[〈bT −QTa, ψλ〉〈QT (a− a0), ψλ〉]







24|λ|(S1(λ) + 2S2(λ) + S3(λ)).
It will become apparent that the last summand S3(λ) gives the main contri-
bution. For the sum over S3(λ), the inequality E[X2] ≥ E[X]2 yields the same






≥ C3‖a− a0‖2W02,2 − C52
−2J(T )s‖a− a0‖2Ws2,2 .
Recall that C3 and C5 depend on the operator norms of Qa and Q−1a . By Corollary
7 they can be chosen uniformly for a ∈M(R, δ).
From Corollary 13 and qa − qa0 ∈ H2([−r, r]) (Proposition 1) we conclude for







2 )T‖qa − qa0‖H2 ≥ −C725J(T )/2T.
The constants C6 and C7 depend W02,2-continuously on a by Proposition 4.
For estimating S2(λ) we use Ea[〈bT − QTa, ψλ〉] = 0, the Cauchy-Schwarz in-









24|λ|‖a− a0‖TV T2−3|λ|/2〈Qaψλ, ψλ〉1/2
≥ −C925J(T )/2T.
By the Proposition and Corollaries used, the constants can be chosen uniformly for
a ∈M(R, δ). By combining the single estimates we find
Ea[T −Ea0 [T]] ≥ C3T‖a− a0‖2W02,2 −C5T2
−2J(T )s‖a− a0‖2Ws2,2 − (C7 +C9)2
5J(T )/2
with uniform constants for a ∈M(R, δ).
The estimate of the variance of T under Pa is more involved. So we start off
again with the model problem.
B Model problem. We expand the covariance into four terms and use the fact that odd
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〈T 1/2Q(a− a0) + Γ, ψλ〉2,
〈T 1/2Q(a− a0) + Γ, ψλ′〉2
]






4T 〈Q(a− a0), ψλ〉〈Q(a− a0), ψλ′〉Cov[〈Γ, ψλ〉, 〈Γ, ψλ′〉]
+ 2T 1/2〈Q(a− a0), ψλ〉Cov[〈Γ, ψλ〉, 〈Γ, ψλ′〉2]





′|)4T 〈Q(a− a0), ψλ〉〈Q(a− a0), ψλ′〉〈Qψλ, ψλ′〉


























〈f, h〉 = ‖f‖H−2 .
The characterisation of H−2 and H2 by the wavelet basis (Appendix A.3) thus implies





















. Vara0 [T] + 2
2J(T )T‖Q(a− a0)‖2H2
∼ Vara0 [T] + 2
2J(T )T‖a− a0‖2W02,2 .
The constant involved depends continuously on the operator norm of Q : W02,2 → H2
and its inverse.
In the SDDE case we decompose the variance of T using the general inequality
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24|λ|〈QT (a− a0), ψλ〉2
 .
The first variance term is the analogue of Vara0 [T] estimated in Proposition 14, only
with a0 replaced by a. Hence taking into account Remark 9, we find the uniform







 . 25J(T ).
The second variance term in (8.2.3) resembles the mixed term in the model
problem apart from the randomness of QT . Therefore this term is decomposed
further. The first term involves the difference QT − TQa which can be estimated
using Proposition 6 and Lemma 8 with x4 . ex, x ≥ 0. The second term corresponds
exactly to the mixed term in the model problem, since only second order moments
















24|λ|〈Qa(a− a0), ψλ〉〈bT −QTa, ψλ〉)
]
≤ 2 2J(T )
∑
|λ|≤J(T )
28|λ| Ea[〈( 1T QT −Qa)(a− a0), ψλ〉












+ 22J(T )T‖a− a0‖2W02,2
. (25J(T ) + 22J(T )T )‖a− a0‖2W02,2 .
The last variance term in (8.2.3) is treated by writing QT = (QT −TQa)+TQa
and by separately regarding the second moments of the two generated summands.
We deduce from Proposition 6, the Cauchy-Schwarz inequality and the 2-regularity
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〈(QT − TQa)(a− a0), ψλ〉2





































28|λ|(T 22−6|λ| + T 2〈Qa(a− a0), ψλ〉2T2−3|λ|‖a− a0‖2TV )
. 24J(T ) + T22J(T )‖Qa(a− a0)‖2H2‖a− a0‖2W02,2
. 24J(T ) + 22J(T )T‖a− a0‖4W02,2 .
By Theorem 5 and Proposition 6 the constants can again be chosen uniformly for
a ∈M(R, δ).
We have thus proved the announced asymptotic upper bound




with a uniform constant for a ∈M(R, δ).
We are now ready to prove the main theorem of this section.
Theorem 9. Given the decision function ϕ from Definition 13 and some fixed







Pa(ϕ = 0) ≤ β.
Proof. Set b := Ea[T]−Ea0 [T]− q1−α Vara0 [T]1/2. Then we infer from the preceding
Propositions 14 and 15
b ≥ C1T‖a− a0‖2W02,2 − C2T2
−2J(T )sS2 − C325J(T )/2 − q1−αC425J(T )/2
uniformly for all a ∈ Kρ ⊂ M(S + ‖a0‖, δ) with positive constants C1, C2, C3, C4.
Due to 2−2J(T )s ∼ T−125J(T )/2 ∼ T−
2s
2s+2.5 we can choose the constant η so large
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that for all a ∈ Kρ and sufficiently large T the inequality b ≥ C5T‖a − a0‖2W02,2 is




















2s+2.5 ρ(T )−4 + C7T−
2s+0.5
2s+2.5 ρ(T )−2 + C8T−
2s
2s+2.5 ρ(T )−2 + C9T−
2s+0.5
2s+2.5
≤ C6η−4 + (C7 + C8)η−2 + C9T−
1
5
with positive constants C6, C7, C8, C9. Enlarging η if necessary, this last sum can
obviously be bounded by any β > 0 for sufficiently large values of T . Since the
constants do not depend on a ∈ Kρ, this bound holds uniformly in a.
Remark 10. Looking at the results of the preceding chapter, it would be interest-
ing to develop an adaptive testing method for nonparametric alternatives of some
Besov regularity. In the classical signal plus white noise model such a test has been
developed for instance by Spokoiny (1996). It seems reasonable that the adaptive
techniques yield comparable results in the case of the SDDE problem. However, the
technical issues regarding the estimates will become even more unpleasant. A similar
statement applies to the problem of testing not a single, but a parametric hypothesis
against a nonparametric alternative, which in a regression setting has been studied
by Horowitz and Spokoiny (1999) among many others.
8.3 Optimality of the test
We shall establish the counterpart to the theory of the preceding section, namely an
asymptotic lower bound of the separation rate for any testing procedure for T →∞.
The technique employed is similar to that of the proof of the lower bound for the
estimation problem. Its analogue for the signal plus white noise model is presented
by Ingster (1993b).
Recall that a non-randomized decision function of a test based on the observa-
tions of X on [0, T ] is just an FXT -measurable function with values in the set {0, 1}.
Therefore the next theorem states that the separation rate ρ(T ) of hypothesis and
alternative cannot be asymptotically smaller than T−
s
2s+2.5 for the uniform testing
problem, whichever decision function is used.
Theorem 10. For the testing problem specified in Definition 12, but with s > 14 ,
there exists for any given η > 0 a constant Cη > 0 such that for ρ(T ) := CηT−
s
2s+2.5








Pa0(Φ = 1) + Pa(Φ = 0)
)
≥ 1− η
holds, where the infimum is taken over all {0, 1}-valued and FXT -measurable func-
tions Φ.
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Proof. Let (ψjk) be a compactly supported (s ∨ 2)-regular wavelet basis of L2(R)
and denote by Rj a maximal subset of Z with supp(ψjk) ⊂ [−r, 0] and supp(ψjk)∩





Choose γ := γ02−j(s+
1
2 ) with some sufficiently small constant γ0 > 0 and 2j ∼
T
1
2s+2.5 such that ‖dε‖s ≤ S holds, which is possible due to ‖dε‖s ∼ γ2j(s+
1
2 ). In
the sequel, the constants that appear will be independent of γ0. Putting Cη := C1γ0
with C1 > 0 small enough we can guarantee that aε := a0 + dε eventually lies in
Kρ(T ) for large T , because for all ε




2s+2.5 ≤ C1C2γ2j/2 ≤ C1C3 lim inf
T→∞
‖dε‖L2 (8.3.4)
holds. Note that v0(a0 + dε) ≤ −δ follows from Theorem 1 for large T , since
‖dε‖L2 → 0 for T →∞ and v0(a0) < −δ are satisfied.
We bound the following sum R of probabilities from below (Φ denotes any
decision function) by the usual Bayes technique of estimating the supremum over a
set from below by the mean over this set:
R := sup
ε∈{−1,+1}Rj












Φ + d Paεd Pa0 (1− Φ)
]
= 1 + Ea0
Φ





≥ 1− Ea0 [Φ2]1/2 Ea0




















We shall prove that the expected value in the last line is less than exp(C6γ40)
with some uniform constant C6 > 0. For a given η > 0 we may choose γ0 with
(exp(C6γ40) − 1)1/2 ≤ η so that the error probability R satisfies R ≥ 1 − η. After
this choice of γ0 we set Cη := C1γ0, where some C1 < C−13 is chosen (cf. (8.3.4)),
and the theorem follows.
B Model problem. The likelihood ratio between the Gaussian distributions of the ob-
servations Yaε = Qaε + T
−1/2Γ and Ya0 = Qa0 + T
−1/2Γ is given by Da Prato and
Zabczyk (1992, Thm. 2.21)
dPaε
dPa0
(Y ) = exp(〈T 1/2Q−1/2Q(aε − a0), T 1/2Q−1/2Y 〉)•
• exp(− 1
2
‖T 1/2Q−1/2Q(aε − a0)‖2)
= exp(T 〈dε, Y 〉 − T2 ‖Q
1/2dε‖2).
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Let us here assume that Q is the covariance operator QW from Remark 5. Then it is
claimed that for k, k′ ∈ Rj with k 6= k′ the orthogonality relation 〈QWψjk, ψjk′〉 = 0 is




ψjk′ = 0 and the disjointness of the support















ψjk′(v) dv dt = 0.
We have used a well-known result on the reproducing kernel Hilbert space of Brownian
motion.
Under the assumption Q = QW the calculations are straightforward (the arguments are














T 〈dε + dε′ , Y 〉 − T2 (‖Q
1/2
W dε‖























































Identity (1) follows from reinjecting the likelihood for Pa0+dε+dε′ , (2) from the orthog-
onality relation just derived, (3) from the invariance of the sum over ε′ for fixed ε, (4)
from expanding the product, (5) from Corollaries 3 and 13 and |Rj | ≤ C52j , and (6)
from the inequality cosh(x) ≤ ex
2
, x ∈ R.
So, for the model problem with Q = QW we obtain the asserted bound for the expected
value and the asymptotic lower bound follows.
From Corollary 2 and Remark 2, which we may apply like in the proof of The-
orem 5, we infer for the SDDE case that the summands resulting from expanding
8.3. Optimality of the test 109
















































































Λr(X(aε), X(a0))2Λr(X(aε′ ), X(a0+dε+dε′ ))2
]1/2
.
Since ‖dε‖L1 = ‖dε′‖L1 converges to zero for T, j →∞, we obtain from Corollary
5 the convergence of the second expected value:
Ea0+dε+dε′
[






















Λr(X(a0+dε′ ), X(a0+dε+dε′ ))4
]1/2
→ 1.












































2T 〈QW dε, dε′〉
)
(8.3.7)
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and show that the first two factors converge to one uniformly over ε, ε′ in the limit
T →∞.
We want to apply Proposition 6 with µ := dε‖dε‖L1 , which is possible for the
asymptotically vanishing values of α:
α := 2|Rj |T 1/2γ2−3j/2‖dε‖L1 ∼ T 1/2γ2 ∼ γ20T
−s+0.25
2s+2.5 → 0, s > 1
4
.

























Again, by the uniformity of the estimate in Proposition 6 we can choose a universal
constant C1 for all a ∈ Kρ ⊂M(S + ‖a0‖TV , δ), which implies that the first factor
of the right hand side in (8.3.7) converges uniformly to one for T →∞.
The covariance function qa, when restricted to [−r, 0], lies in H3([−r, 0]) by
Proposition 3. We claim that then h(t) := qa(t) + 12 |t|, t ∈ [−r, r], even lies in
H3([−r, r]). For t ∈ [0, r] we obtain














q′′′a (w) dw dv du,
which due to q′a(0+) = − 12 also holds for t ∈ [−r, 0] if the symmetry relations
q′′a(0+) = q
′′(0−) and q′′′a (v) = −q′′′(−v) are taken into account. Therefore q′′′ is
the third weak derivative of h and lies in L2([−r, r]), whence h ∈ H3([−r, r]) follows.
We obtain for a ∈ W02,2 due to
∫
ψ = 0, the Cauchy-Schwarz-inequality and the
characterisation of H3









































2s+2.5 (‖qa‖H3([0,r]) + 1).
With a look at Proposition 4 this calculation for a = a0 +dε +dε′ shows that the
second factor in (8.3.7) also converges uniformly to one for T → ∞. We have thus
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reduced the SDDE case to the model problem case. We conclude that the bound
exp(C6γ40)(1 + o(T )) holds for the expected value in (8.3.5) with o(T ) → 0 for
T →∞. This finally proves as for the model problem the lower bound by choosing
γ0 and thus Cη sufficiently small.
Remarks 14.
• As a consequence of the theorem we obtain that for ρ(T )T
s
2s+2.5 → 0 the sum
of the error probabilities tends to one. This means that we cannot distinguish
between hypothesis and alternative, because this bound is attained by the con-
stant decision functions Φ = 0 and Φ = 1.
• The restriction s > 14 is probably only of technical nature. We have used a
very rough Hölder inequality estimate in order to apply Proposition 6. A more
subtle analysis could show that this restriction is not necessary.
• The lower bound and its proof remain the same when we allow for randomized
decision functions Φ taking values in [0, 1] and consider Ea0 [Φ] + Ea[1 − Φ]
instead of Pa0(Φ = 1) + Pa(Φ = 0).
Chapter 9
Conclusion
The problem of nonparametric inference for the weight function is now fairly well
understood under stationarity assumptions. In particular, its treatment as an ill-
posed inverse problem has been shown to be adequate by deriving minimax rates for
the estimation and the testing problem. Even adaptive estimation methods work in
a rate-optimal way. In principle, all the techniques developed for a signal plus noise
model can be transferred to the SDDE model by regarding 1T bT as noisy observation
of Qaa. For instance, the detection of change points should not pose any problems,
because the adaptive wavelet thresholding algorithm has been shown to work, and
could for instance yield an estimator of the memory length r. From a practitioner’s
point of view the methods developed here could at least serve to get an intuition
of “what is going on” before using more specific tools, e.g. parametric methods.
Another important application is the testing against a nonparametric alternative,
which for parametric model assumptions should be obligatory.
Some minor details that have not been settled concern for example the restric-
tions s > 12 in Theorem 4 and s >
1
4 in Theorem 10 or the correct power of the
logarithmic factor in Corollary 11. More consequences for a general theoretical un-
derstanding are to be expected from results concerning the L1-boundedness of the
estimator for the misspecified model in Section 5.5 or concerning the injectivity of
the operators QT and Q̂T . Another point that needs further study is the case of
discrete time observations; especially lower bounds for ∆ → 0 and the problem of
identifiability for constant ∆ should be studied more intensively. Also an extension
of the test model as discussed in Remark 10 would be advisable.
The strong relation between the SDDE case and the Gaussian model problem
suggests an investigation whether this closeness of the models can be made precise in
Le Cam’s sense of asymptotic equivalence of statistical experiments. It would yield
the mathematical justification of the statement made above that everything that is
known for the model problem also works in the SDDE case and would imply all the
results obtained here almost “for free”. However, some of the estimates derived here
will certainly be needed again for the proof of this asymptotic equivalence. Besides
these theoretical questions an implementation of the adaptive estimator and the
hypothesis test, simulation studies of their accuracy and applications to real data
are also of considerable interest.
The model assumptions treated here are quite specific. Since the Galerkin es-
timator is close to the maximum likelihood estimator for a general affine SDDE,
it should still yield reasonable results for weight functions that do not admit sta-
tionary solutions. Note however that in this case the trajectory will be growing
exponentially and the observation and treatment of the data become problematic.
The same methods of inference can also be applied to multi-dimensional affine SD-
DEs where the theory is comparable, but the weights are in this case matrices of
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measures or functions. Thus, the curse of dimensionality will apply with a term
that is quadratic in the dimension and the problem becomes highly ill-posed, un-
less certain submodel assumptions are made. Another line of research consists of
keeping the Gaussian model, but using fractional Brownian motion as driving term.
The covariance operator of fractional Brownian motion maps L2 to some Sobolev
space Hα corresponding to its index and it would be interesting to see whether this
change in the degree of ill-posedness results in a different estimation rate. Before
that, a thorough theoretical study will be necessary because fractional Brownian
motion is in general not a semimartingale.
The continuous time limit of general ARMA time series yields a memory effect
in the diffusion term which might read like σ1dW (t − 1) + σ0dW (t). A stochastic
version of so-called neutral delay equations is obtained by equations with a drift
of the form (
∫ t
t−r g(s − t)dX(s))dt with g ∈ L
2([−r, 0]) and with additive white
noise (cf. also equation (3.2.1)). By partial integration, neglecting boundary terms,
this is a generalisation of affine SDDEs. The latter two equations are inhomogeneous
linear SDDEs that have apparently not been well studied yet, but should have many
features in common with affine SDDEs. Further variations of the drift or diffusion
term could be thought of, but abandoning “Gaussianity” will require more refined
techniques, because our methods very much rely on powerful results for infinite-
dimensional Gaussian measures. So let us close with the master’s voice:
There are problems to whose solution I would attach an infinitely
greater importance than to those of mathematics, for example touching
ethics, or our relation to God, or concerning our destiny and our fu-
ture; but their solution lies wholly beyond us and completely outside the
province of science.
Johann Carl Friedrich Gauß (1777-1855)
(from J. R. Newman, The World of Mathematics)
Appendix A
Function spaces and wavelets
In this appendix results on function spaces, especially Sobolev and
Besov spaces, and their characterisation by wavelet bases are presented.
A thorough introduction into these topics is provided for instance by
Triebel (1983) (only function spaces), Meyer (1995), Härdle et al. (1998)
or Cohen (2000). We start with the definition of L2-Sobolev spaces Hs
of regularity s and state their spectral characterisation and the Sobolev
embedding theorem. Besov spaces Bsp,q are defined in terms of the mod-
ulus of continuity, the embedding properties are stated and illustrated
by examples. Finally, the concept of wavelet bases is introduced. The
characterisation of Besov spaces by regular wavelet bases and two sub-
sequently useful corollaries close the appendix.
A.1 Sobolev and Hölder-type spaces
Let us introduce the scale of Sobolev spaces Hs(R), s ≥ 0, which combine the
advantages of a differentiability description and of a Hilbert space structure. For
s = m ∈ N0 set
Hm(R) := {f ∈ L2(R) | f (i) ∈ L2(R) for all i = 0, . . . ,m},
where f (i) denotes the i-th derivative of f in a weak (distributional) sense. These




‖f (i)‖2L2 , 〈f, g〉m :=
m∑
i=0
〈f (i), g(i)〉L2 .






(1 + ξ2)m|f̂(ξ)|2 dξ.
This spectral representation provides a method for defining Sobolev spaces of non-
integer regularity s ≥ 0:
Hs(R) := {f ∈ L2(R) | ‖f‖2s :=
∫ ∞
−∞
(1 + ξ2)s|f̂(ξ)|2 dξ <∞}.
These spaces are Hilbert spaces and coincide with those constructed by the abstract
complex interpolation method.
The spacesHm(I), I an interval, are either derived fromHm(R) by restriction or
equivalently by the same inner definition. Note that the Fourier transform method
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cannot be used. For non-integer s ≥ 0 an abstract interpolation method or the
restriction method can be applied. For s < 0 the spaces Hs are defined by duality





As an example consider the function f := 1[−1,1]. Its Fourier transform is f̂(ξ) =
sin(ξ)ξ−1 and by the spectral definition we infer that f lies in Hs(R) for all s < 12 .
It is in Hs([−1, 1]) for all s ≥ 0.




for all s′ < s, (A.1.1)
Hs ⊂ Cα for all α < s− 12 , (A.1.2)
where Cα, α = m+ β, m ∈ N0, β ∈ [0, 1), is the Banach space





‖f (i)‖∞ + sup
x,h∈R
h6=0
|f (m)(x+ h)− f (m)(x)|
|h|β
.
Later on we shall also need the Lipschitz-type spaces for m ∈ N0





‖f (i)‖∞ + sup
x,h∈R
|f (m)(x+ h)− f (m)(x)|
|h|
.
Note that throughout this work the derivative at the boundary of I is taken as the
one-sided derivative and sometimes the notation f ′(a+) is used for the derivative
of f to the right at a.
In particular the norm estimate ‖•‖Cα . ‖•‖Hs holds for α < s− 12 . In the case
of a bounded interval I, the embeddings are compact, i.e. an Hs-bounded set is
relatively compact in Hs
′
-norm and in Cα-norm for s′ and α as above.
More generally, one defines for any open set O ⊂ Rd (or its closure O) with
Euclidean norm |•| and for m ∈ N0, p ∈ [1,∞] the Lp-Sobolev spaces
Wm,p(O) = Wm,p(O) := {f ∈ Lp(O) | f (α) ∈ Lp(O), |α| ≤ m},
where α = (α1, . . . , αd) denotes a multi-index with |α| =
∑






these spaces are Banach spaces and by interpolation techniques one can define
W s,p(O) for all s ≥ 0. For s ∈ (0, 1), p <∞, the spaces W s,p(O) have the following
equivalent norm








The general Sobolev embedding theorem states W s,p(O) ⊂ Cα(O) for all α <
s− dp with continuous embeddings.
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A.2 Besov spaces
An even larger scale of function spaces is given by the Besov spaces Bsp,α, measuring
the regularity s in an Lp-sense with an additional fine-tuning parameter α ∈ [1,∞].
These spaces appear naturally, e.g. from the real interpolation method or in nonlin-
ear approximation theory. We shall however present the classical definition via the
modulus of continuity, which requires the least amount of technical preparations.
Definition 14. Let I ⊂ R be a bounded or unbounded interval, ∆hf(x) := f(x+h)−
f(x) and Ih := {x ∈ I |x± h ∈ I}. Then the n-th order Lp-modulus of smoothness
is defined by
ωn(f, ε)p := sup
|h|≤ε
‖∆nhf‖Lp(Inh),
where ∆nh denoting the n-fold application of ∆h. For p, α ∈ [1,∞] and s > 0 set










with the usual modification supt ωn(f, t)pt−s for α = ∞ and with n = bsc+ 1. The
Besov space Bsp,α(I) is the subspace of L
p(I)
Bsp,α(I) := {f ∈ Lp(I) | ‖f‖s,p,α <∞},
which is a Banach space with respect to the norm ‖•‖Bsp,α := ‖•‖s,p,α. On a bounded
interval I an equivalent norm is given by (n as above)
‖f‖Bsp,α ∼ ‖f‖Lp + ‖f
(n−1)‖s−(n−1),p,α.
For s = 0 or even more general parameter values s ∈ R, p, α > 0 the spaces
Bsp,α can still be defined using the Littlewood-Paley decomposition or wavelets. We
send the reader to Triebel (1983, Def. 2.3.1) or Meyer (1995, Sec. 2.9) for its exact
definition.
How do Besov spaces relate to Sobolev and Hölder-type spaces? This and a
corresponding embedding theorem are the content of the next proposition, which
collects statements from Triebel (1983).
Proposition 16. For all s ∈ R the identity Bs2,2 = Hs holds with equivalent norms.
For non-integer s > 0 we have Bsp,p = W
s,p and Bs∞,∞ = C
s. For m ∈ N0 we only
have Bmp,p∧2 ⊂Wm,p ⊂ Bmp,p∨2 and Bm∞,1 ⊂ Cm ⊂ Cm,1 ⊂ Bm∞,∞.
The fact that the parameter α only plays a minor role is reflected by the first of
the following embedding relations
• Bsp,α ⊂ Bs
′
p,α′ , s > s
′, any α, α′;
• Bsp,α ⊂ Bsp′,α, p > p′;
• Bsp,α ⊂ Bsp,α′ , α < α′;
• even sharper, the Sobolev embedding theorem generalizes to
Bsp,α ⊂ Bs
′
p′,α for s ≥ s′ and s− 1p ≥ s
′ − 1p′ ; (A.2.3)
as a special case Bsp,α ⊂ Cs
′
for s− 1p > s
′ follows.
The first embedding is compact for Besov spaces on bounded intervals.
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An illustration of the role played by the different parameters is given by the
result that paths of Brownian motion almost surely lie in B1/2p,∞ for all p ∈ [1,∞),
but, as is well-known, neither in C1/2 nor in H1/2. As another example consider
again f = 1[−1,1]. It satisfies ω1(f, ε)p = (2ε)1/p and therefore ‖f‖1,1,∞ < ∞. By
embedding or directly we see that f ∈ Bsp,∞ holds for all s ≤ 1p (cf. f ∈ H
s, s < 12 ,
obtained previously). It is a good example for the phenomenon that by some loss
of integrability we obtain higher regularity. This is the essential idea used in the
theory of nonlinear approximation and adaptive estimation.
A.3 Wavelets
We immediately start with the definition of an orthonormal wavelet basis in L2(R).
Definition 15. For j ∈ Z and k ∈ Z introduce the multi-index λ = (j, k) and put
|λ| := |(j, k)| := j. A wavelet basis (ψλ)λ is an orthonormal basis of functions in
L2(R), derived from one function ψ ∈ L2(R) by translations and dilations
ψλ(x) := ψjk(x) := 2j/2ψ(2jx− k).
Furthermore set Vj as the closure of span(ψλ, |λ| ≤ j). By Pj : L2([−r, 0]) → Vj we
denote the orthogonal projection onto Vj.
An example of a function ψ yielding such a wavelet basis is the Haar-function
ψ = 1[0, 12 ] − 1[ 12 ,1]. In this case Vj is the space of all functions in L
2(R) that are
modulo Lebesgue null sets constant on the intervals [2−jk, 2−j(k + 1)), k ∈ Z.
The existence of wavelet bases besides the Haar-wavelet and related spline wavelets
is a nontrivial fact, in particular compactly supported wavelets of arbitrary high
regularity exist, the so-called Daubechies-wavelets Meyer (1995, Section 3.8).
Cohen et al. (1993) constructed orthonormal wavelet bases on a bounded interval
I. The basis functions are obtained by restricting the Daubechies-wavelets to this
interval. Wavelet functions ψλ whose support crosses the boundary of I are suitably
corrected in order to keep the orthogonality and approximation properties. These
corrected functions are still denoted by ψλ even if they are not directly derived
from ψ. A consequence of this construction is that only multi-indices λ = (j, k)
with |k| . 2j are used and that the spaces Vj are finite-dimensional, whence we
can start off with a space V−1 and an orthonormal basis (ψ−1,k)k of V−1. Then any




















where the second sum is taken over all k with supp(ψjk) ∩ I 6= ∅. Note that sum-
mation over |λ| ≤ j0 in this work will always mean summation over (j, k) for all
j ≤ j0 and all corresponding values of k
Wavelets are like tailor-made for the description of Besov spaces.
Definition 16. A wavelet basis (ψλ) will be called s-regular on the bounded or
unbounded interval I if the following two conditions are satisfied:
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1. For all σ ∈ [−s, s], p, α ∈ [1,∞] the function or distribution f is an element













The above expression constitutes a norm equivalent to ‖•‖σ,p,α.
2. For all k = 0, . . . , bsc the vanishing moment property is fulfilled∫ ∞
−∞
xkψ(x) dx = 0.









From Meyer (1995, Prop. 2.9.4, Thm. 2.6.4) and Cohen et al. (1993) we immediately
obtain (only mind the different notion of s-regularity there):
Theorem 11. s-regular wavelet bases exist for any s > 0. Moreover, they may be
chosen to have compact support.
Observe that the Besov space embedding properties are simple consequences of
these characterisations by Hölder’s inequality. Two short corollaries are of central
importance in our context.
Corollary 12. The spaces (Vj) are s-approximating in the sense of Definition 7
for n ∼ 2j if the wavelet basis is (s ∨ 1)-regular.
Proof. The Jackson-inequality follows easily:
‖f − Pjf‖2L2 =
∑
|λ|>j
〈f, ψλ〉2 ≤ 2−2js
∑
|λ|>j
22|λ|s〈f, ψλ〉2 . 2−2js‖f‖2Hs .
For the establishment of the Bernstein inequality we use Proposition 9. The first
of its conditions is satisfied, because for f ∈ H1
‖f − Pjf‖2H1 ∼
∑
|λ|>j
22|λ|〈f, ψλ〉2 → 0 as j →∞.




22|λ|〈vj , ψλ〉2 ≤ 22j‖vj‖2L2
uniformly for all vj ∈ Vj .
Remark 11. Even more generally, for f ∈ Hs+ρ and an (s + ρ)-regular wavelet
basis, s, ρ ≥ 0, we obtain the Jackson inequality in Hρ




1/2 . 2−js‖f‖Hs+ρ .
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Corollary 13. Let f ∈ Bsp,∞([−r, r]) be given with s ≥ 0, p ∈ [1,∞] and suppose




f(x− y)ψλ(x)ψλ(y) dy dx
∣∣∣∣ ≤ C‖f‖Bsp,∞([−r,r])2−|λ|(s+1− 1p )
holds with a constant C > 0 independent of f and of the multi-index λ. In particular,
for f ∈ Cm,1([−r, r]), m ∈ N0, we obtain the bound C‖f‖Cm,12−|λ|(m+2).
Proof. Note that for y ∈ [−r, 0] the function f(• − y)|[−r,0] lies in Bsp,∞. By the


















The constant involved is only due to the Besov norm description by the wavelet
basis. The continuous embedding Cm,1 ⊂ Bm+1∞,∞ yields the last statement.
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Härdle, Wolfgang and Kerkyacharian, Gerard and Picard, Dominique and Tsy-
bakov, Alexander (1998). Wavelets, approximation, and statistical applications.
Springer, Berlin.
Hitsuda, M. (1968). Representation of Gaussian processes equivalent to Wiener
process. Osaka J. Math., 5:299–312.
Hoffmann, Marc (1999). Adaptive estimation in diffusion processes. Stochastic
Processes Appl., 79(1):135–163.
Horowitz, Joel and Spokoiny, Vladimir (1999). An adaptive, rate-optimal test
of a parametric model against a nonparametric alternative. Preprint 542,
Weierstraß-Institut Berlin (WIAS).
Hu, Yaozhong and Mohammed, Salah-Eldin and Yan, Feng (2001). Numerical solu-
tions of stochastic differential systems with memory. Preprint, Southern Illinois
University, Carbondale.
Ibragimov, I.A. and Khas’minskii, R.Z. (1981). Statistical estimation. Asymptotic
theory. Springer, New York.
Ibragimov, I.A. and Rozanov, Y.A. (1978). Gaussian random processes. Translated
by A. B. Aries. Springer, New York.
Ingster, Yu.I. (1993a). Asymptotically minimax hypothesis testing for nonparamet-
ric alternatives. I. Math. Methods Stat., 2(2):85–114.
Ingster, Yu.I. (1993b). Asymptotically minimax hypothesis testing for nonparamet-
ric alternatives. II. Math. Methods Stat., 2(3):171–189.
Ingster, Yu.I. (1993c). Asymptotically minimax hypothesis testing for nonparamet-
ric alternatives. III. Math. Methods Stat., 2(4):249–268.
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