We consider symmetric hypothesis testing, where the hypotheses are allowed to be arbitrary density operators in a finite dimensional unital C * -algebra capturing the classical and quantum scenarios simultaneously. We prove a Chernoff type lower bound for the asymptotically achievable error exponents. In the case of commuting density operators it coincides with the classical Chernoff bound. Moreover, the bound turns out to be tight in some non-commutative special cases, too. The general attainability of the bound is still an open problem.
Introduction
One typical problem in hypothesis testing is to decide between two equiprobable hypotheses, say H 0 and H 1 , where H i assumes that the observed data streams are generated by an i.i.d. process with law P i , i = 0, 1. In the classical setting P 0 , P 1 are probability measures on a measureable space, the sample space. One discriminates between them by means of test functions, which are positive valued measureable functions on the sample spaces of size n ∈ N. An error occurs when according to the given decision rule based on the value of the test function one accepts hypothesis H 0 while the data are generated with law P 1 , or vice versa.
If one declares one of the hypotheses to be the null hypothesis and the other one the alternative then errors occuring while the null hypothesis is true are called of first kind, otherwise of second kind. Due to Stein's lemma there exist test functions maintaining a given upper bound on the error probability of first kind such that the probability of error of second kind decreases to 0 with the optimal asymptotic rate exponent equal to the Kullback-Leibler distance from the alternative to the null hypothesis. Sanov's theorem extends this result to the case where instead of a single measure P 0 a whole family Ω of measures is associated with the null hypothesis. Then the negative Kullback-Leibler distance from the set Ω to P 1 gives the minimal asymptotic error exponent, [13] , see also [4] .
In symmetric hypothesis testing one treats the errors of first and second kind in a symmetric way. The focus is on the Bayesian error probability, which is the average of the two kinds of errors probabilities. It is minimized by the maximum likelihood ratio test and vanishes exponentially fast as the sample size n tends to infinity. The corresponding optimal asymptotic rate exponent is equal to the Chernoff bound inf 0≤s≤1 log p
, for probability measures P 0 and P 1 with respective densities p 0 and p 1 with respect to the dominating measure µ = P 0 +P 1 . These results go back to papers by Chernoff and Hoeffding, [3, 6] , see also [9] .
If the data streams may consist of quantum systems one has to choose a more general mathematical framework replacing probability measures by states on an appropriate algebra of observables, i.e. by normalized positive linear functionals on a unital C * -algebra, which we assume to be finite-dimensional in the present paper. One discriminates between two states Ψ 0 and Ψ 1 by means of quantum tests defined as positive operator valued measurements on n-fold tensor products of the algebra of observables of a single quantum system. This is in analogy to test functions on sample spaces of finite size n ∈ N.
While problems in non symmetric quantum hypothesis testing were solved in [11] and [2] , where quantum versions of Stein's lemma and Sanov's theorem have been proved, the symmetric case is not yet fully treated. More precisely, quantum tests minimizing the generalized Bayesian error probabilities were constructed about 30 years ago by Helstrom and Holevo in [5, 7] . However, an expression for the optimal asymptotic quantum error exponent similar to the classical Chernoff bound is still an open problem. There is no canonical way to extend it to a quantum setting. On the very formal level, due to non-commutativity effects, there are different non equivalent ways to generalize the bound. In [11] Ogawa and Hayashi list three candidates for the optimal quantum rate exponent relying on three different extensions of the target function in the variational formulae of the classical Chernoff bound. The functions may be arranged in increasing order, two of them are properly defined only if the hypotheses are faithful states.
gives lower and upper bounds on the optimal error exponent in terms of fidelity between the two density operators in question. We remark that fidelity is a notion of distinguishability between density operators which is frequently used in quantum information theory, see e.g. [10] . In the case that one of the density operators corresponds to a pure quantum state the lower bound turns out to be attainable. Additionally, the author notes the following fact, essentially proved by Ogawa and Hayashi, [11] . One of the Chernoff type candidates, the third in the increasing arrangement, is an upper bound on the optimal error exponent for hypotheses represented by faithful states.
Our main result, which we formulate rigorously in Section 2, states that inf 0≤s≤1 log Tr ρ 1−s 0 ρ s 1 , which is essentially the second candidate from [11] , is a lower bound on the general asymptotic error exponent, for ρ 0 and ρ 1 being density operators replacing the probability densities p 0 and p 1 of the classical setting. We prove the main theorem in Section 3. Finally, in Section 4 we review other existing results and conjectures on a general Chernoff bound. We relate them to our lower bound and discuss evidence for its achievability beyond the special classical case, where it holds by construction.
Mathematical setting and the main theorem
Let H be a finite-dimensional Hilbert space. We consider a single system with an algebra of observables A which is * -isomorphic to a unital C * -subalgebra of the linear operators B(H). This means A ≃
Hence it describes a purely classical finite system. The tensor product algebra
, n ∈ N, corresponds to a system consisting of n components, each one with an algebra of observables A i , i = 1, . . . , n, being * -isomorphic to A. The normalized positive linear functionals Ψ : A (n) −→ C, n ∈ N, are the states of the associated system. They are represented by density operators ρ ∈ A with respect to the canonical trace Tr in B(H), i.e. ρ is a positive linear operator in A satisfying the normalization condition Tr ρ = 1, such that for all a ∈ A Ψ(a) = Tr ρa.
States with corresponding density operators being minimal projections in A are called pure states of A. In the present paper we will use occasionally the so called bra-kat notation, where |v denotes a vector in a Hilbert space H and v| is its dual vector with respect to the scalar product in H. A one-dimensional projection onto a subspace of H spanned by a unit vector v ∈ H may be written as |v v|. It is a density operator of a pure state in B(H).
Let Ψ 0 and Ψ 1 be two states on A with respective density operators ρ 0 and ρ 1 . The goal is to discriminate between the equiprobable hypotheses H 0 and H 1 , where
Assuming that for each n ∈ N the state of the system on A (n) has a tensor product density operator ρ ⊗n 0 or ρ ⊗n 1 , the decision should be based on the result of a POVM (positive operator valued measurement) {r n , 1 − r n }, where r n ∈ A (n) is a positive operator with r n ≤ 1 and the corresponding outcome is interpreted as the result "yes" of the measurement. The rule is to accept H 1 if the result is "yes", otherwise to reject H 1 in favour of H 0 . The corresponding Bayesian error probability is
The optimal hypothesis tests minimizing the error probability are known to be the Holevo-Helstrom hypothesis tests, [7, 5] . They are given for each n ∈ N by the projections
where supp a denotes the support projection of a linear operator a and a + means the positive part of a self-adjoint operator a, i.e. a + := λi>0 λ i E i for a = i λ i E i being the spectral decomposition of a. Indeed, it holds for arbitrary r ∈ A (n) with 0 ≤ r ≤ 1
The Holevo-Helstrom tests Π * n are non-commutative generalizations of the likelihood ratio tests: If A is an abelian C * -algebra then the hypotheses H 0 and H 1 correspond to commuting density operators ρ 0 and ρ 1 and may be completely specified by their eigenvalues forming discrete probability measures P i , i = 0, 1 on an appropriate index set A for the mutually commuting minimal projectors of A. For each n ∈ N the set of eigenvalues of the tensor product ρ ⊗n i , i = 0, 1, corresponds to the respective product measure P n i := n j=1 P i on the cartesian product
A while the Holevo-Helstrom projection Π * n generalizes the indicator function λ * n = χ {p n 1 −p n 0 >0} on A n , which is the well known maximum likelihood decision. Here p i denote the probability densities of the laws P i . As already mentioned in the Introduction the Bayesian error probability Err n (λ * n ) vanishes, as n → ∞, with a minimal asymptotical rate exponent equal to the Chernoff bound
We remark that
represent the normalization factors of the parametric family of probability measures
interpolating between p 0 and p 1 . The family is sometimes called Hellinger arc in the literature.
For completeness we cite the classical theorem formulated for the general case where the underlying sample space may be an arbitrary measurable space (Ω, Σ), not necessarily a discrete one.
Theorem 2.1 Let P 0 , P 1 be two probability measures on a measurable space (Ω, Σ) with corresponding densities p 0 , p 1 with respect to the dominating measure µ := P 0 + P 1 . Let λ * n be the best test for deciding between the equiprobable hypotheses P 0 or P 1 based on n i.i.d. observations ω 1 , . . . , ω n all having law P 0 or P 1 . Then the Bayesian error probabilities Err n (λ * n ) satisfy
We mention that for strictly positive p 0 and p 1 with p 0 = p 1 the function A(s) is analytic and strictly convex. Hence a minimizer σ ∈ [0, 1] of A(s) exists and the infimum is in fact a minimum. However, if the probability measures p 0 , p 1 have possibly different supports then A(s) may be discontinuous at the endpoints of the intervall [0, 1] and a minimizer need not exist.
We intend to investigate the asymptotic behavior of Bayesian error probability in the general case, where the hypotheses are allowed to be arbitrary states on a finite-dimensional unital C * -algebra A. In order to derive a general optimal asymptotic rate exponent we replace the target function in the variational formulae (2) which defines the classical Chernoff bound bŷ
We conjecture thatÂ(s) represents the proper generalization of (3) in context of symmetric hypothesis testing. Our main theorem, formulated below, confirms one part of the conjecture, i.e. that the logarithm of the infimum ofÂ(s) over [0, 1] gives a lower bound on the optimal rate exponent. Unfortunately, beyond some special cases, which we go to discuss in Section 4, we have not proved the general achievability of the bound untill now.
Theorem 2.2 [A Lower Bound of
Chernoff Type] Let Ψ 0 , Ψ 1 be two states on a finite-dimensional unital C * -algebra A with respective density operators ρ 0 , ρ 1 ∈ A. Then any sequence of hypothesis test projections Π n ∈ A (n) , n ∈ N, satisfies lim inf
3 Proof of the main theorem
We will prove the main theorem 2.2 applying the corresponding classical result, Theorem 2.1, to appropriate probability distributions appearing in the general non-commutative setting. Another ingredient is the following lemma.
Lemma 3.1 Let x, y be two unit vectors in a finite-dimensional Hilbert space H and λ, γ ≥ 0. Then
Proof of Lemma 3.1. Let ξ, α be vectors in R 2 identified with the respective complex numbers x, y and Πx, y , where Π ∈ B(H) is a projection. We intend to prove
We remark that (7) is a stronger assertion than that of Lemma 3.1 since the infimum in (7) is over arbitrary α ∈ R 2 while the infimum in (6) is equal to
where Γ ξ := { Πx|y : Π ∈ B(H) projection }, again identifying C with R 2 .
Let P ξ be the projection onto the subspace spanned by ξ ∈ R 2 , then
where in the last line we set P ξ α = aξ, for some a ∈ R.
Assume ξ > 0, otherwise the lemma is trivially true. We calculate the minimum of (8) as a function of a taking the derivative. The solution of (2λa − 2γ(1 − a)) ξ 2 = 0 is a = γ λ+γ , which leads to the value of (8) at the minimum
Finally, the claim (7) follows from the estimate
Proof of Theorem 2.2. We will establish lim inf
We consider two arbitrary density operators ρ, σ on a finite-dimensional Hilbert space H = C k with spectral representations
i.e. |x i , i = 1, . . . , k, and |y i , i = 1, . . . , k are two orthonormal bases (ONB) of eigenvectors in C k , and λ i , γ i are the respective eigenvalues of ρ and σ.
Let Π be a projection onto a subspace of C k , then
where the last equality is by Parseval's identity for the ONB |y j , j = 1, . . . , k.
In the same way we obtain
Now, in view of the identity
We introduce the abbreviation
It holds
where the first inequality is obvious and the second is an application of Lemma 3.1. Observe that
define probability measures P and Q on k 2 elements, respectively. Indeed
and similarly for (q i,j ). Now, inequality (10) may be written
with ∆(P, Q) denoting the classical minimal Bayesian error probability of discrimination between probability measures P and Q by means of test functions 0 ≤ ϕ ≤ 1, i.e.
where E P ϕ is the expected value of ϕ with respect to P , and similarily for Q. Now we consider the case where the quantum hypotheses are ρ ⊗n 0 and ρ ⊗n 1 . Then the corresponding classical probability measures according to (11) are product measures P n and Q n , for P, Q corresponding to ρ 0 , ρ 1 , respectively. Applying inequality (12) and subsequently combining it with Theorem 2.1 on the classical Chernoff bound we obtain lim inf
We finish the proof by verifying
Achievability of the bound
In Section 2 we have conjectured the achievability of the lower bound of Theorem 2.2. By construction the bound is sharp in the special case of two commuting density operators recovering the classical scenario. However, there is more evidence for achievability.
1. 'One pure state'. In [8] V. Kargin established a lower and an upper bound on the optimal asymptotic quantum rate exponent in terms of fidelity
defined between the two hypothetic density operators ρ 0 and ρ 1 . More explicitly, the bounds, which by definition apply to the sequence of HolevoHelstrom projections for the quantum hypotheses ρ 0 and ρ 1 , are 2 log F (ρ 0 , ρ 1 ) and log F (ρ 0 , ρ 1 ). If one of the hypotheses, say H 0 , is a pure quantum state with a corresponding density operator ρ 0 = |v 0 v 0 | for some v 0 ∈ H, then 2 log F (ρ 0 , ρ 1 ) = log v 0 |ρ 1 v 0 turns out to be an attainable lower bound, see Theorem 3 in [8] . We verify that the lower bound inf 0≤s≤1 log Tr
coincides with log v 0 |ρ 1 v 0 . Indeed,
where for some p, q ∈ (0, 1), represent another special case of quantum hypotheses, where we could verify the tightness of the lower bound (5) by direct calculations. We decided to skip the calculations here.
Finally, we mention that, again in [8] , the following upper bound on the optimal asymptotic rate exponent has been derived by applying results by Ogawa and Hayashi:
lim sup n→∞ n −1 log Err(π n ) ≤ min{Ψ(ρ 0 ρ 1 ), Ψ(ρ 1 ρ 0 )}, The bound (14) is one of the three candidates for a quantum Chernoff bound discussed in [11] . There has been shown its relation to our lower bound: We point out that in a rigorous manner the expressions in (15) are defined only for faithful states, i.e. for states with strictly positive density operators, otherwise the inverse operators appearing in (15) do not exist.
