The Massive Parallel Computing (MPC) model gained popularity during the last decade and it is now seen as the standard model for processing large scale data. One significant shortcoming of the model is that it assumes to work on static datasets while, in practice, real world datasets evolve continuously. To overcome this issue, in this paper we initiate the study of dynamic algorithms in the MPC model. We first discuss the main requirements for a dynamic parallel model and we show how to adapt the classic MPC model to capture them. Then we analyze the connection between classic dynamic algorithms and dynamic algorithms in the MPC model. Finally, we provide new efficient dynamic MPC algorithms for a variety of fundamental graph problems, including connectivity, minimum spanning tree and matching.
INTRODUCTION
Modern applications often require performing computations on massive amounts of data. Traditional models of computation, such as the RAM model or even shared-memory parallel systems, are inadequate for such computations, as the input data do not fit into the available memory of today's systems. The restrictions imposed by the limited memory in the available architectures has led to new models of computation that are more suitable for processing massive amounts of data. A model that captures the modern needs of computation at a massive scale is the Massive Parallel Computing (MPC) model, that is captured by several known systems (such as MapReduce, Hadoop, or Spark). At a very high-level, a MPC system consists of a collection of machines that can communicate with each other through indirect communication channels. The computation proceeds in synchronous rounds, where at each round the machines receive messages from other machines, perform local computations, and finally send appropriate messages to other machines so that the next round can start. The crucial factors in the analysis of algorithms in the MPC model are the number of rounds and the amount of communication performed per round.
The MPC model is an abstraction of a widely-used framework in practice and has resulted in an increased interest by the scientific community. An additional factor that contributed to the interest in this model is that MPC exhibits unique characteristics that are not seen in different parallel and distributed architectures, such as its ability to perform expensive local computation in each machine at each round of the computation. Despite its resemblance to other parallel models, such as the PRAM model, the MPC model has different algorithmic power from the PRAM model [23] .
The ability of the MPC model to process large amounts of data, however, comes with the cost of the use of large volumes of resources (processing time, memory, communication links) during the course of the computation. This need of resources strengthens the importance of efficient algorithms. Although the design of efficient algorithms for solving problems in the MPC model is of vital importance, applications often mandate the recomputation of the solution (to a given problem) after small modifications to the structure of the data. For instance, such applications include the dynamic structure of the Web where new pages appear or get deleted and new links get formed or removed, the evolving nature of social networks, road networks that undergo development and constructions, etc. In such scenarios, even the execution of very efficient algorithms after few modifications in the input data might be prohibitive due to their large processing time and resource requirements. Moreover, in many scenarios, small modifications in the input data often have a very small impact in the solution, compared to the solution in the input instance prior to the modifications. These considerations have been the driving force in the study of dynamic algorithms in the traditional sequential model of computation.
Dynamic algorithms maintain a solution to a given problem throughout a sequence of modifications to the input data, such as insertions or deletion of a single element in the maintained dataset. In particular, dynamic algorithms are able to adjust efficiently the maintained solution by typically performing very limited computation. Moreover, they often detect almost instantly that the maintained solution needs no modification to remain a valid solution to the updated input data. The update time of a dynamic algorithm in the sequential model is the time required to update the solution so that it is a valid solution to the current state of the input data. Dynamic algorithms have worst-case update time u(N ) if they spend at most O(u(N )) after every update, and u(N ) amortized update bound if they spend a total of O(k ·u(N )) time to process a sequence of k updates. The extensive study of dynamic algorithms has led to results that achieve a polynomial, and often exponential, speed-up compared to the recomputation of a solution from scratch using static algorithms, for a great variety of problems. For instance, computing the connected components of a graph takes O(m + n) time, where n and m are the number of vertices and edges of the graph, respectively, while the most efficient dynamic algorithms update the connected components after an edge update in O(log n) amortized time [20] , or in sub-polynomial time in the worst-case [27] . Similarly, there exist algorithms that maintain a maximal matching in polylogarithmic time per update in the worst case [10] , while recomputing from scratch requires O(m + n) time.
So far, there has been very little progress on modelling dynamic parallel algorithms in modern distributed systems, despite their potential impact in modern applications, with respect to the speedup and reduced use of resources. There have been few dynamic algorithms that maintain the solution to a problem in the distributed setting. For instance, in [11] , Censor-Hillel et al. present a dynamic algorithm for maintaining a Maximal Independent Set of a graph in the LOCAL model. Assadi et al. [7] improve the message complexity by adjusting their sequential dynamic algorithm to the LOCAL model. In [2] , Ahn and Guha study problems that can be fixed locally (i.e., within a small neighborhood of some vertex) after some small modification that has a very limited impact on the existing solution. This line of work has been primarily concerned with minimizing the number of rounds and the communication complexity. Moreover, the algorithms designed for the LOCAL model do not necessarily take into account the restricted memory size in each machine.
In this paper, we present an adaptation of the MPC model, that we call DMPC, that serves as a basis for dynamic algorithms in the MPC model. First, we impose a strict restriction on the availability of memory per machine, which mandates the algorithms in this model to operate in any system that can store the input in the total memory. Second, we define a set of factors that determine the complexity of a DMPC algorithm. These factors consist of (i) the number of rounds per update that are executed by the algorithm, (ii) the number of machines that are active per round, and (iii) the total amount of communication per round, which refers to the sum of sizes of all messages sent at any round. A final requirement for our model is that DMPC algorithms should provide worst-case update time guarantees. This is crucial not only because of the shared nature of the resources, but also because it is imposed by many realworld applications, in which one needs to act fast upon an update in the data, such as detecting a new malicious behavior, or finding relevant information to display to a new activity (e.g., displaying ads, friend recommendations, or products that are relevant to a purchase).
Inspired by today's systems that share their resources between many different applications at any point in time, it is necessary to design algorithms that do not require dedicated systems to operate on, and that can be executed with limited amounts of resources, such as memory, processors, and communication channels. This necessity is further strengthened by the fact that typically dynamic algorithms are required to maintain a solution to a problem over long series of updates, which implies that the application is running for a long sequence of time. Our model imposes these properties through the predefined set of restriction. In particular, we focus on three main dimensions Memory. Dynamic algorithms in our model are required to use a very limited amount of memory in each machine. Specifically, assuming that the input is of size N , each machine is allowed to use only O( √ N ) memory. Note that this limitation does not aim at ensuring that the machines are large enough to fit O(
(as a system with such weak machines would need many millions of machines to even store the data, given that even weak physical machines have several GB of memory). Rather, it aims at guaranteeing that the allocation of the machines of the model to physical machines is flexible in terms of memory, allowing the system to move machines of the model across different physical machines without affecting the execution of the algorithm. (Notice that the system can co-locate several machines of the model to a single physical machine.)
Resource utilization and number of machines. Our model promotes limited processing time in several ways. First, two factors of evaluation of an algorithm are the number of rounds that are required to process each update, and the number of machines that are active at each round of the update. Notice that machines that are not used by the execution of a dynamic algorithm can process other applications that co-exist in the same physical machines. Moreover, algorithms with worst-case update time are guaranteed to end the execution of a particular update in limited time, thus avoiding locking shared resources for large periods of time.
Communication Channels. In our model, one of the factors that contributes to the complexity of an algorithm is the amount of communication that occurs at each round during every update. Furthermore, the number of machines that are active per round also contributes to the complexity of an algorithm (namely, the number of machines receiving or transmitting messages). These two facts ensure that efficient algorithms in the DMPC model use limited communication.
Similarly to the sequential model, the goal of a dynamic algorithm in the DMPC model is to maintain a solution to a problem more efficiently than recomputing the solution from scratch with a static algorithm. Here, the main goal is to reduce the bounds in all three factors contributing to the complexity of an algorithm. However, algorithms reducing some of the factors, without increasing the others, may also be of interest.
We initiate the study of dynamic algorithms in the DMPC model by designing algorithms for basic graph-theoretic problems. In particular, we present fully-dynamic algorithms for maintaining a maximal matching, a 3 /2-approximate matching, a (2 + ϵ)-approximate matching, the connected components of a graph, as well as a (1 +ϵ)-approximate Minimum Spanning Tree (MST) of a weighted graph.
Finally, we show that our model can exploit successfully the techniques that were developed for dynamic algorithms in the sequential model. In particular, we present a black-box reduction that transforms any sequential dynamic algorithm with p(S) preprocessing time and u(S) update time to an algorithm in the dynamic MPC model which performs the preprocessing step in O(p(S)) rounds, uses O(1) machines and O(1) total communication per round, and such that each update is performed in O(u(S)) number or rounds using O(1) machines and O(1) total communication per round. With this reduction, the characteristics (amortized vs. worst-time and randomized vs. deterministic) of the DMPC algorithm are the same as the sequential algorithm.
Related work in the classic MPC model. It was known from the PRAM model how to compute a (1 + ϵ) approximate matching in O(log n) rounds [26] . Lattanzi et al. [25] introduced the so-called filtering technique which gives an algorithm for computing a 2-approximate matching in O(1/c) rounds assuming that the memory per machine is O(n 1+c ), for any c > 0. Under the same memory assumption, Ahn and Guha [2] showed an algorithm running in O(1/(cϵ)) number of rounds for (1 +ϵ) approximate matching. Both those algorithms run in O(log n) time when the memory in each machine is Θ(n), which matches the known bound from the PRAM model. It was only recently that Czumaj et al. [14] overcame the O(log n) barrier for computing an approximate matching. In particular, in [14] the authors presented a (1 + ϵ)-approximate matching in O((log log n) 2 ) time with O(n) memory per machine. This bound has been improved to O(log log n) rounds, under the assumption of slightly superlinear memory per machine [6, 16] . Very recently, Ghaffari and Uitto [17] presented an algorithm that uses only sublinear memory and can compute a (1 + ϵ)-approximate matching in O( log ∆) rounds, where ∆ is the maximum degree in the graph.
Another central problem in the MPC model is the computation of the connected components of a graph. This problem can be solved in O(log n) rounds [24, 27] . In particular, the algorithm in [24] runs in O(log log n) rounds on certain types of random graphs. In the case where each machine contains O(n 1+c ) memory, it is known how to compute the connected components of a graph in a constant number of rounds [25] . Under a well-known conjecture [31] , it is impossible to achieve o(log n) on general graphs if the space per machine is O(n 1−c ) and the total space in all machines is O(m). Very recently Andoni et al. [4] presented a new algorithm that uses sublinear memory and runs inÕ(log D) parallel rounds, where D is the diameter of the input graph.
Our results. Throughout the paper we denote by G = (V , E) the input graph, and we use n = |V |, m = |E|, and N = m + n. All bounds refer to worst-case update bounds. Our algorithmic results are summarized in Table 1 . All of our algorithms use O(N ) memory across all machines, and hence make use of O(
Maximal matching. Our first algorithm maintains fully-dynamically a maximal matching in O(1) rounds per update in the worst case, while the number of machines that are active per rounds is O(1), and the total communication per round is O( √ N ). The general idea in this algorithm, inspired from [29] , is to use vertex-partitioning across the machines and additionally to store at one machine the last √ N updates in a buffer, together with the changes that each of these updates generated. We call this summary of updates and the changes that they trigger the update-history. Every time that an update arrives (i.e., an edge insertion or an edge deletion), the update-history is sent to the endpoints that are involved in the update, and each endpoint adjusts its data structure based on the update-history (that is, it updates its knowledge of which vertices among its neighbors are free), and further sends back (to the machine that maintains the update-history) any possible changes that the update might have triggered. The machines that maintain the endpoints of the updated edge might further communicate with one of their neighbors to get matched with them. Additional challenges arise from the fact that the neighborhood of a single vertex might not fit in a single machine. For comparison, the best static MPC algorithm to compute a maximal matching in the static case runs in O(log log n) when the space per machine is O(n) [16] , O( log n) when the space is sublinear [17] and in O(c/δ ) rounds when N ∈ Ω(n 1+c ) and the space per machine is Ω(n 1+δ ) [25] . These algorithms use all the machines at each round and generate Ω(N ) communication per round.
We note that although our algorithm has communication complexity O( proportional to the number of machines used by the system. Namely, if we allow larger memory per machine then the communication complexity reduces significantly. Hence, in real-world systems we expect our algorithm to use limited communication per MPC round.
3/2-approximate matching. We further study the problem of maintaining a maximum cardinality matching beyond the factor 2 approximation given by a maximal matching. We present an algorithm for maintaining a 3/2-approximate matching that runs in
round. The best known static algorithm for computing a O(1+ϵ) approximate matching runs in O(log log n) rounds in the case where the memory available in each machine is O(n) [6, 14, 16] or in O( log ∆) rounds when the memory available in each machine is sublinear [31] , where ∆ the maximum degree in the graph.
(2 + ϵ)-approximate matching. Our algorithm for maintaining a maximal matching requires polynomial communication among the machines and the use of a coordinator machine. To overcome those restrictions, we explore the setting where we are allowed to maintain an almost maximal matching instead of a proper maximal matching. In other terms, at most an ϵ fraction of the edges of a maximal matching may be missing. In this setting, we show that we can adapt the fully-dynamic centralized algorithm by Charikar and Solomon [12] that has polylogarithmic worst-case update time. We note that our black-box reduction to the DMPC model yields a fully-dynamic algorithm with a polylogarithmic number of rounds. However we show how we can adapt the algorithm to run in O(1) rounds per edge insertion or deletion, using O(polylog(n)) number of active machines and total communication per round. 1 Connected components and (1 + ϵ) MST. We consider the problem of maintaining the connected components of a graph and the problem of maintaining a O(1 + ϵ)-approximate Minimum Spanning 
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Tree (MST) on a weighted graph. For both problems we present fully-dynamic deterministic algorithms that run in O(1) rounds per update in the worst case, with O(
total communication per round. Notice that, in order to maintain the connected components of a graph, it suffices to maintain a spanning forest of the graph. As it is the case also for centralized algorithms, the hard case is to handle the deletion of edges from the maintained spanning forest. The main ingredient in our approach is the use of Euler tour of a spanning tree in each connected component. This enables us to distinguish between different trees of the spanning forest, based on the tour numbers assigned to each of vertices of the trees, which we use to determine whether a vertex has an edge to particular part of a tree. Notice that to achieve such a bound, each vertex needs to known the appearance numbers of its neighbors in the Euler tour, which one cannot afford to request at each round as this would lead to O(N ) communication. We show how to leverage the properties of the Euler tour in order to avoid this expensive step. In the static case, the best known algorithm to compute the connected components and the MST of a graph requires O(c/δ ) rounds when N ∈ Ω(n 1+c ) and S ∈ Ω(n 1+δ ) [25] .
In the case where S ∈ o(n), [13] presented an algorithm to compute the connected components of a graph in O(log n) rounds, with all the machines and Ω(N ) communication per round.
Bounds from the dynamic algorithms literature. We present a reduction to dynamic algorithms in the centralized computational model. More specifically, we show that if there exists a centralized algorithm with update time u(m, n) and preprocessing time p(m, n) on a graph with m edges and n vertices, then there exists a dynamic MPC algorithm which updates the solution in O(u(m, n)) rounds with O(1) active machines per round and O(1) total communication, after p(m, n) rounds of preprocessing. The characteristics of the centralized algorithm (e.g., amortized or worst-case update time, randomized or deterministic) carry over to the MPC model. This reduction, for instance, implies an amortized O(1) round fullydynamic DMPC algorithm for maintaining the connected components or the maximum spanning tree (MST) of a graph [20] , and an amortized O(1) round fully-dynamic DMPC algorithm for the maximal matching problem [30] . These algorithms however do not guarantee worst-case update time, which is important in applications. Moreover, the connected components and MST algorithms have super-constant round complexity.
Road map. In section 2 we introduce the model. Then in Section 3 we present our maximal matching algorithm, in Section 4 we present our 3 /2-approximation. Our connected component algorithm, and the (1 + ϵ)-MST, are presented in Section 5. Finally, our (2 + ϵ) approximation algorithm and the reduction are omitted due to lack of space, and are available in the full version of the paper.
THE MODEL
In this work we build on the model that was introduced by Karloff, Suri, and Vassilvitski [23] , and further refined in [3, 9, 18] . This model is commonly referred to as the Massive Parallel Computing (MPC) model. In its abstraction, the MPC model is the following. The parallel system is composed by a set of µ machines M 1 , . . . , M µ , each equipped with a memory that fits up to S bits. The machines exchange messages in synchronous rounds, and each machine can send and receive messages of total size up to S at each round. The input, of size N , is stored across the different machines in an arbitrary way. We assume that S, µ ∈ O(N 1−ϵ ), for a sufficiently small ϵ. The computation proceeds in rounds. In each round, each machine receives messages from the previous round. Next, the machine processes the data stored in its memory without communicating with other machines. Finally, each machines sends messages to other machines. At the end of the computation, the output is stored across the different machines and it is outputted collectively. The data output by each machine has to fit in its local memory and, hence, each machine can output at most S bits.
Since at each round all machines can send and receive messages of total size S, the total communication per round is bounded by S · µ ∈ O(N 2−2ϵ ). See [23] for a discussion and justification. When designing MPC algorithms, there are three parameters that need to be bounded: -Machine Memory: In each round the total memory used by each machine is O (N (1−ϵ ) ) bits.
-Total Memory: The total amount of data communicated at any round is O (N (2−2ϵ ) ) bits.
-Rounds: The number of rounds is O(log i n), for a small i ≥ 0. Several problems are known to admit a constant-round algorithm, such as sorting and searching [18] .
Dynamic algorithms. In the centralized model of computation, dynamic algorithms have been extensively studied in the past few decades. The goal of a dynamic algorithm is to maintain the solution to a problem while the input undergoes updates. The objective is to update the solution to the latest version of the input, while minimizing the time spent for each update on the input. A secondary optimization quantity is the total space required throughout the whole sequence of updates.
A dynamic graph algorithm is called incremental if it allows edge insertions only, decremental if it allows edge deletions only, and fully-dynamic if it allows an intermixed sequence of both edge insertions and edge deletions. Most basic problems have been studied in the dynamic centralized model, and they admit efficient update times. Some of these problems include, connectivity and minimum spanning tree [20, 28] , approximate matching [5, 8, 10, 12, 29, 30] , shortest paths [1, 15] .
Dynamic algorithms in the DMPC model. Let G = (V , E) be a graph with n = |V | vertices and m = |E| edges. In the general setting of the MPC model, where the memory of each machine is strictly sublinear in n, no algorithms with constant number of rounds are known even for very basic graph problems, such as maximal matching, approximate weighted matching, connected components. Recomputing the solution for each of those problems requires O(log n) rounds, the amount of data that is shuffled between any two rounds can be as large as O(N ) , all the machines are active in each round, and all machines need to communicate with each other. Therefore, it is natural to ask whether we can update the solution to these problems after a small change to the input graph, using a smaller number of rounds, less active machines per round, and less total communication per round. Notice that bounding the number of machines that communicate immediately implies the same bound on the active machines per round. For convenience, we call active the machines that are involved in communication. The number of active machines also implies a bound on the amount of data that are sent in one round, as each machine has information at most equal to its memory (i.e., O( √ N ) bits). The complexity of a dynamic algorithm in the DMPC model can be characterized by the following three factors: -The number of rounds required to update the solution.
-The number of machines that are active per round.
-The total amount of communication per round. An ideal algorithm in the DMPC model processes each update using a constant number of rounds, using constant number of machines and constant amount of total communication. While such an algorithm might not always be feasible, a dynamic algorithm should use polynomially (or even exponentially) less resources than it's static counterpart in the MPC model.
Use of a coordinator. Distributed systems often host multiple jobs simultaneously, which causes different jobs to compete for resources. Additionally, systems relying on many machines to work simultaneously are prone to failures of either machines or channels of communication between the machines. Our model, allows solutions where all updates are sent to a single (arbitrary, but fixed) machine that keeps additional information on the status of the maintained solution, and then coordinates the rest of the machines to perform the update, by sending them large messages containing the additional information that it stores. Examples of such an algorithm is our algorithm for the maximal matching, and the 3/2 approximate matching. In practice, the use of a coordinator might create bottlenecks in the total running time, since it involves transmission of large messages, and also makes the system vulnerable to failures (i.e., if the coordinator fails, one might not be able to recover the solution).
We note that the role of the coordinator in our matching algorithms is not to simulate centralized algorithms (as we do in our reduction from DMPC algorithms to dynamic centralized algorithms), i.e., to perform all computation at the coordinator machine while treating the rest of the machines as memory. In particular, we treat the coordinator as a buffer of updates and changes of the solution, and we communicate this buffer to the rest of the machines on a need-to-know basis.
Algorithmic challenges. The main algorithmic challenges imposed by our model are the sublinear memory (most of the algorithm known in the MPC model use memory in Ω(n)) and the restriction on the number of machines used in every round. This second point is the main difference between the MPC and DMPC model and poses a set of new interesting challenges.
FULLY-DYNAMIC DMPC ALGORITHM FOR MAXIMAL MATCHING
In this section we present a deterministic fully-dynamic algorithm for maintaining a maximal matching with a constant number of rounds per update and a constant worst-case number of active machines per update, when the memory of each machine is Ω(
bits, where N = (m + n) and m is the maximum number of edges throughout the update sequence. The communication per round is O( √ N ). Recall that our model introduces additional restrictions in the design of efficient algorithms. Specifically, the memory of each machine might not even be sufficient to store the neighborhood of a single vertex, which implies that the edges incident to a single vertex may be stored in polynomially many machines. In this framework, a scan of the neighbors of a single vertex requires a polynomially number of active machines in each round. Our algorithm borrows an observation from the fully-dynamic algorithm for maximal matching of Neiman and Solomon [29] , which has O( √ m) worst-case update time and O(n 2 ) space, or the same amortized update bound with O(m) space. Specifically, Neiman and Solomon [29] observe that a vertex either has a low degree, or has only few neighbors with high degree. This allows us to treat vertices with large degree separately from those with relatively small degree. We call a vertex heavy if it has a large degree and light if it has a small degree. The threshold in the number of vertices that distinguishes light from heavy vertices is set to be 2 machine. Given that each vertex knows whether it is an endpoint of a matched edge, the only non-trivial update to be handled is when an edge e = (x, y) of the matching is deleted and we have to check whether there exists an edge adjacent to x or y that can be added to the matching. Notice that if the neighborhood of each vertex fits in a single machine, then it is trivial to bound the number of rounds to update the solution, as it is sufficient to search for free neighbors of x and y that can be matched to those vertices. Such a search can be done in a couple of rounds by sending a message from x and y to their neighbors to ask whether they are free to join or not. However, this does not immediately bound the number of active machines per round. Overview. Our algorithm keeps for each light vertex all the edges of its adjacency list in a single machine. For every heavy node we keep only √ 2m edges that we call alive. We call suspended the rest of the edges of v. We initially invoke an existing algorithm to compute a maximal matching in O(log n) rounds. Our algorithm always maintains a matching with the following invariant: If a new edge gets inserted to the graph, we simply check if we can add it to the matching (i.e., if both its endpoints are free). Now assume that an edge (x, y) from the matching gets deleted. If both the endpoints are light, then we just scan their adjacency lists (that lie in a single machine) to find a replacement edge for each endpoint of (x, y). If x is heavy, then we search the √ 2m alive edges of x and if we find a neighbor that is free we match it. If we cannot find a free neighbor of x, then among the (matched) √ 2m alive neighbors of x there should exist a neighbor w with a light mate z (as otherwise the sum of degrees of the mates of neighbors of x would exceed m), in which case we remove (w, z) from the matching, we add (x, w) to the matching, and we search the neighbors of the (light) vertex z for a free neighbor to match z. If y is heavy, we proceed analogously.
We build the necessary machinery in order to keep updated the aforementioned allocation of the adjacency lists to the available machines. This involves moving edges between machines whenever this is necessary, which introduces several challenges, since we cannot maintain updated the information in all machines with only O(1) message exchange. On the other hand, we cannot allocate edges to an arbitrary number of machines. We deal with these issues by periodically updating the machines by taking advantage of the fact that we can send large messages from the coordinator. Initialization and bookkeeping. Our algorithm makes use of O( √ N ) machines. We assume that all vertices of the graph contain
IDs from 1 to n. Our algorithm executes the following preprocessing. First, we compute a maximal matching (this can be done in O(log n) rounds with the randomized CONGEST algorithm from [22] ). Together with each edge in the graph we store whether an endpoint of the edge is matched: if it is, we also store its mates in the matching.
In a second phase, we compute the degree of each vertex (this can be done in O(1) rounds for all vertices). We place the vertices into the machines in such a way that the whole adjacency list of light vertices, and arbitrary √ 2m edges from the adjacency list of heavy vertices, are stored in single machines. The remaining adjacency list of a heavy vertex is stored in separate exclusive machines (only store edges of that vertex) so that as few machines as possible are used to store the adjacency list of a heavy vertex. On the other hand, the light vertices are grouped together into machines. The machines that store heavy vertices are characterized as heavy machines, and those storing light vertices as light machines.
One of the machines acts as the coordinator, in the sense that all the queries and updates are executed through it. The coordinator machine, denoted by M C , stores an update-history H of the last O( √ N ) updates in both the input and the maintained solution, i.e., which edges have been inserted and deleted from the input in the last √ N updates and which edges have been inserted and deleted in the maintained maximal matching. Moreover, for each newly inserted edge that exists in the update-history we store a binary value for each of its endpoints that indicates if their adjacency list has been updated to include the edge. For convenience, throughout this section we say that the algorithm invokes some function without specifying that all the communication is made through M C . We dedicate O(n/ √ N ) machines to store statistics about the vertices of the graphs, such as their degree, whether they are matched and who is their mate, the machine storing their alive edges, the last in the sequence of machines storing their suspended edges (we treat the machines storing suspended edges as a stack). To keep track of which machine keeps information about which vertices, we allocate many vertices with consecutive IDs to a single machine so that we can store the range of IDs stored in each machine. Hence in M C , except of the updatehistory H , we also store for each range of vertex IDs the machine that contains their statistics. This information fits in the memory of M C as the number of machines is O( √ N ). Finally, M C also stores the memory available in each machine.
Maintaining the bookkeeping.
In what follows, for the sake of simplicity, we assume that the update-history H is updated automatically. Further, we skip the description of the trivial update or queries on the statistics of a vertex, such as its degree, whether it is an endpoint of a matched edge, the machine storing its alive edges, etc. All of these can be done in O(1) rounds via a message through the coordinator machine M C . After each update to the graph, we update the information that is stored in a machine by executing those updates in a round-robin fashion, that is, each machine is updated after at most O(
Throughout the sequence of updates we use the following set of supporting procedures to maintain a valid allocation of the vertices into machines: -дetAlive(x) : Returns the ID of the machine storing the alive neighbors of x.
-дetDeдInMachine(M, x) : Returns x's degree in machine M.
-дetSuspended(x) : Returns the ID of the last in the sequence of heavy machines storing the edges of x.
-f its(M, s) : Return true if s edges fit into a light machine M, and f alse otherwise.
-toFit(s) : Returns the ID of a light machine that has enough memory to store s edges, and the available space in that machine.
-addEdдe((x, y)): We only describe the procedure for x, as the case for y is completely analogous. If x is heavy, add (x, y) in the machine дetSuspended(x) if it fits, or otherwise to a new machine, and set the new machine to be дetSuspended(x). If, on the other hand, x is light and (x, y) fits into дetAlive(x), we simply add (x, y) in дetAlive(x). If, (x, y) does not fit in дetAlive(x) then call moveEdдes(x, s, M x , toFit(s), H ), where s is the number of alive edges of x (if x becomes heavy, we mark that). If all of the remaining edges in the machine M x (of light vertices other than x) fit into another machine, then move them there (this is to bound the number of used machines).
-moveEdдes(x, s, M 1 , M 2 , H ), where x is light: First, remove from machine M 1 deleted edges of x based on H . Second, send from M 1 up to s edges of x to M 2 . If the s edges do not fit into M 2 , move the neighbors of x from M 2 to a machine that fits them, i.e., execute
-f etchSuspended(x, s), where x is heavy: Moves s suspended edges to the machine M x = дetAlive(x). To achieve this we call moveEdдes(x, s, дetSuspended(x), M x ). While the number of edges moved to M x is s ′ < s, call moveEdдes(x, s−s ′ , дetSuspended(x), M x ).
-moveSuspended(x, s, L), where x is heavy: Moves the set L of s edges of x from machine дetAlive(x) to the machines storing the suspended edges of x. We first fit as many edges as possible in the machine дetSuspended(x), and the rest (if any) to a new machine.
-updateV ertex(x, H ) : Update the neighbors of x that are stored in M x = дetAlive(x) based on H . If x is heavy and the number of edges from the adjacency list of x in M is s < √ 2m, then call f etchSuspended(x, √ 2m −s). If x is heavy and the set of alive edges has size s >
2m edges of x that do not contain the edge (x, mate(x)). If, on the other hand, x is light and the set of alive edges of x does not fit in M x after the update, call moveEdдes(x, s, M x , toFit(s), H ), where s is the number of alive edges of x. If all of the remaining edges in the machine M x (of light vertices other than x) fit into another machine, then move them there (this is to bound the number of used machines).
-updateMachine(M, H ) : Update all adjacency lists stored in machine M to reflect the changes in the update-history H . If M is a heavy machine of a vertex x, we proceed as in the case of updateV ertex(x, H ), but now on machine M rather than дetAlive(x). Now we assume M is light. First, delete the necessary edges of the light vertices stored at M based on H . If all of the remaining edges of the machine fit into another half-full machine, then move them there (this is to bound the number of used machines).
Handling updates. Now we describe how our algorithm updates the maintained maximal matching after an edge update.
insert(x, y). First, execute updateV ertex(x), updateV ertex(y), and addEdдe((x, y)). If both x and y are matched then do nothing and return. If neither x nor y are matched, add (x, y) to the matching and return. In the case where x is matched and heavy and y is unmatched and light then do nothing and return. The same happens if y is matched and heavy and x is unmatched. If x is unmatched and heavy, search for a (matched, as this is a maximal matching) neighbor w of x whose mate z is light, remove (w, z) from the matching, add (x, w) to the matching, and if z (who is a light vertex) has an unmatched neighbor q add (z, q) to the matching. If y is unmatched and heavy proceed analogously. Note that this restores Invariant 3.1. In any case, the update-history is updated to reflect all the changes caused by the insertion of (x, y).
delete(x, y). First, update H to reflect the deletion of (x, y) and call updateV ertex(x) and updateV ertex(y) . If (x, y) is not in the matching do nothing and return. (The edge has already been deleted from the adjacency lists via the calls to updateV ertex.) If (x, y) is in the matching proceed as follows. First, remove (x, y) from the matching. If z ∈ {x, y} is heavy, search for a neighbor w of z whose mate w ′ is light, remove (w, w ′ ) from the matching, add (z, w) to the matching, and if w ′ (who is a light vertex) has an unmatched neighbor q add (w ′ , q) to the matching. If z ∈ {x, y} is light, scan the neighborhoods of z for a unmatched vertex w, and add (z, w) to the matching. In any case, the update-history is updated to reflect all the changes caused by the deletion of (x, y). Proof. Recall that we manage the machines that are used to store the sequence of machines storing the suspended edges of heavy vertices as stacks, that is, we store the last machine storing the suspended edges of a vertex x together with the rest of the statistics for x, and each machine maintains a pointer to the next machine in the sequence. Hence, we can access in O(1) rounds the machine that is last in the sequence of machines maintaining the suspended edges of a vertex. The only supporting function that is not trivially executable in O(1) rounds is f etchSuspended. Note that a call to f etchSuspended makes multiple calls to moveEdдes to transfer edges suspended edges of a heavy vertex x. As each machine is updated every O( √ N ) rounds, it follows that the number of edges that have been removed from the graph and the machines storing those edges are not yet updated, is O(
As all the calls to moveEdдes transfer at most O( √ N ) edges of x, and all but one machines storing suspended edges of x are full, it follows that there is at most a constant number of calls to moveEdдes. □
FULLY-DYNAMIC 3/2-APPROXIMATE MAXIMUM MATCHING
The algorithm for the 3/2 approximate matching builds on top of the algorithm for maintaining a maximal matching from Section 3. Our algorithm is an adaptation of the algorithm from [29] to our DMPC model. Our algorithm's approximation is based on a well-known graph-theoretic connection between augmenting paths in an unweighted graph, with respect to a matching, and the approximation factor of the matching relatively to the maximum cardinality matching. An augmenting path is a simple path starting and ending at a free vertex, following alternating unmatched and matched edges. Specifically, a matching that does not contain augmenting paths of length (2k −1) in a graph, is a (1+ 1 k )-approximate matching [21] . In this section we show that it is possible to use the technique in [29] to design a simple DMPC algorithm for k = 2. The additional information that the algorithm needs to maintain, compared to the algorithm from Section 3, is the number of unmatched neighbors of each vertex. We call these counters free-neighbor counters of the light vertices. We keep this information in the O(n/ √ N ) machines storing the statistics about the vertices of the graph. Here assume that the computation starts from the empty graphs (An initialization algorithm for this problem would require eliminating all augmenting paths of length 3, but we are not aware of such an algorithm using O(N ) total memory).
Since the algorithm from Section 3 maintains a matching where all heavy vertices are always matched, we only update the freeneighbor counters whenever a light vertex changes its matching status. Recall that a light vertex keeps all of its neighbors in the same machine. Therefore, we simply update the counters of the neighbors of the light vertex. This requires a message of size O( √ N ) from the light vertex v that changed its status to the coordinator and from there appropriate messages of total size O(
machines storing the free-neighbor counters of the neighbors of v.
Given that we maintain for each vertex its free-neighbor counter, we can quickly identify whether an edge update introduces augmenting paths of length 3. The modifications to the algorithm from Section 3 are as follows.
-In the case of the insertion of edge (u, v), if u is matched but v unmatched, we check whether the mate u ′ of u has a free neighbor w; if so, we remove (u, u ′ ) from the matching and we add (w, u ′ ) and (u, v) (this is an augmenting path of length 3). We only update the free-neighbor counters of the neighbors of w and v, as no other vertices change their status, and no new augmenting paths are introduces as no matched vertex gets unmatched.
-If u and v are free after inserting (u, v), we add (u, v) into the matching and update the free-neighbor counters of all neighbors of u and v (who are light vertices, as all heavy vertices are matched).
-If we delete an edge which is not in the matching, then we simply update the free-neighbor counters of its two endpoints.
-Whenever an edge (u, v) of the matching is deleted, we treat u as follows. If u has a free neighbor w, then we add (u, w) to the matching and update the free-neighbor counters of the neighbors of w (who is light). If u is light but has no free neighbors, then we search for an augmenting path of length 3 starting from u. To do so, it is sufficient to identify a neighbor w of u whose mate w ′ has a free neighbor z u. If there exists such w ′ then we remove (w, w ′ ) from the matching and add (u, w) and (w ′ , z) to the matching, and finally update the free-neighbor counters of the neighbors of z (who is light). No other vertex changes its status. If on the other hand, u is heavy, then we find an alive neighbor w of u with a light mate w ′ , remove (w, w ′ ) from the matching and add We conclude this section by proving the approximation factor of our algorithm.
Lemma 4.1. The algorithm described in this section correctly maintains a 3/2-approximate matching.
Proof. Omitted due to lack of space. □
FULLY-DYNAMIC CONNECTED COMPONENTS AND APPROXIMATE MST
In this section we present a fully-dynamic deterministic distributed algorithm for maintaining the connected components of a graph with constant number of rounds per edge insertion or deletion, in the worst case 3 . At the heart of our approach we use Euler tours, which have been successfully used in the design of dynamic connectivity algorithms in the centralized model of computation, e.g., in [19, 20] . Given a rooted tree T of an undirected graph G, an Euler tour (in short, E-tour) of T is a path along T that begins at the root and ends at the root, traversing each edge exactly twice. The E-tour is represented by the sequence of the endpoints of the traversed edges, that is, if the path uses the edges (u, v), (v, w), then v appears twice. As an E-tour is defined on a tree T , we refer to the tree T of an E-tour as the Euler tree (E-tree, in short) of the E-tour. The root of the E-tree appears as the first and as the last vertex of its E-Tour. The length of a tour of an E-tree T is ELenдth T = 4(|T | − 1), the endpoints of each edge appear twice in the E-tour. See Figures 1  and 2 for examples. As the preprocessing shares similarities with the edge insertion, we postpone the description of the preprocessing after describing the update procedure to restore the E-tour after an edge insertion or deletion. We assume that just before an edge update, we maintain for each connected component of the graph a spanning tree, and an E-tour of the spanning tree. Using vertex-based partitioning we distribute the edges across machines, and each vertex is aware of the ID of its component, and together with each of its edges we maintain the ID of the component that it belongs to and the two indexes in the E-tour (of the tree of the component) that are associated with the edge. Moreover, we maintain with each vertex v the index of its first and last appearance in the E-tour of its E-tree, which we denote by f (v) and l(v). We denote by index v the set of all indexes that v appears in the E-tour of T . Note that
is the degree of v in the corresponding E-tree T . We do not explicitly store index v , this is implicitly stored with each vertex as information on v's edges. Therefore, we perform updates on the indexes in index v but it is actually the indexes that are stored at the edges that are updated. To update this information in a distributed fashion, we leverage the properties of an E-tour which allows us to change the root of an E-tree, merge two E-trees, and split an E-tree, by simply communicating the first and last indexes of the new root, or the endpoints of the inserted/deleted edge.
Handling updates. The main idea to handle updates efficiently is that the E-tour of the spanning trees can be updated efficiently with limited communication. For instance, we change the root of an E-tree, and update all the information stored in the vertices of that tree, by sending O(1)-size messages to all vertices. Moreover, we test whether a vertex u is an ancestor of a vertex v, in their common E-tree, using only the values f (u) and l(u) and f (v) and l(v). We handle the edge updates as follows.
insert(x, y): If x and y are in the same connected component, we simply add the edge to the graph. Otherwise, we proceed as follows. We first make y the root of its E-tree T y (if it is not already). Let ELenдth T y = 4(|T y | − 1) denote the length of the E-tour of T y .
For each vertex w in T y we update each index i ∈ index w to be i = ((i + ELenдth T y − l(y)) mod ELenдth T y ) + 1. These shifts of the indexes of w correspond to a new E-tour starting with the edge between y and its parent, where the parent is defined with respect to the previous root of T y . Second, we update the indexes i ∈ index w of the vertices w ∈ T y to appear after the first appearance of x in the new E-tour. For each vertex w in T y update each index i ∈ index w to be i = i + f (x) + 2. Third, set index y = index y ∪ { f (x) + 2, f (x) + l(y) + 3} and index x = index x ∪ { f (x) + 1, f (x) + l(y) + 4}, where l(y) is the largest index of y in the E-tour of T y before the insertion of (x, y). Finally, to update the indexes of the remaining vertices in T x , for each i ∈ index w where i > f (x) we set i = i + 4 · ELenдth T y .
See Figure 1 for an illustration. Notice that the only information required by each vertex w to perform this update, besides index w which is implicitly stored on the edges of w and f (w), is ELenдth T y , f (y), l(y), f (x), l(x), which can be sent to all machines via a constant size message from x and y to all other machines. Notice that x and y do not need to store f (x), l(x) and f (y), l(y), ELenдth T y , respectively, as they can simply learn those by sending and receiving an appropriate message to all machines. Hence each insertion can be executed in O(1) rounds using all machines and O( delete(x, y): If (x, y) is not a tree edge in the maintained forest, we simply remove the edge from the graph. Otherwise, we first split the E-tree containing x and y into two E-trees, and then we reconnect it if we find an alternative edge between the two E-trees.
We do that as follows. We check whether x is an ancestor of y or vice versa by checking whether f (x) < f (y) and l(x) > l(y). Assume w.l.o.g. that x is an ancestor of y in T x . First, we set index x = index x \ { f (y) − 1, l(y) + 1} and index x = index y \ { f (y), l(y)} (that is, we simply drop the edge (x, y)). Then, for all descendants w of y in T y (including y), for each i ∈ index w set i = i − f (y), where f (y) is the smallest index of y before the deletion of (x, y). Update |T y | and allocate a new ID for the new connected component containing y. Second, for all vertices w ∈ T x \ T y and all i ∈ index w if i > l(y) set i = i − ((l(y) − f (y) + 1) + 2), where l(y) and f (y) are the largest and smallest, respectively, index of y before the deletion of (x, y). This is to inform all vertices that appear after l(y) that the subtree rooted at y has been removed, and hence the E-tour just cuts them off (the +2 term accounts for the two appearances of x in the E-tour because of (x, y)). Finally, we find an edge from a vertex v ∈ T y to a vertex w ∈ T x , and execute insert(x, y).
Similarly to the case of an edge insertion, all of the above operations can be executed in a constant number of rounds as the only information that is required by the vertices are the ID of the components of x and y, and the values f (x), l(x), f (y), l(y), which are sent to all machines. Moreover, the search of a replacement edge to reconnect the two trees of x and y can be done in O(1) rounds as we only need to send the IDs of the two components to all machines, and then each machine reports at most one edge between these two components to a specific machine (specified also in the initial message to all machines).
Extending to (1 + ϵ)-approximate MST
To maintain a minimum spanning tree instead of a spanning tree, we use the dynamic spanning tree algorithm with the following two changes. First, whenever an edge (x, y) is added and the two endpoints are already in the same tree, we compute the edge (u, v) with the maximum weight among all the edges whose both endpoints are ancestors of either x or y (but not both) and we compare it to the weight of (x, y) (these tests can be done efficiently using the E-tree). We only keep the edge with the minimum weight among (u, v) and (x, y). Second, at Step 3 of the delete operation, instead of adding any edge between the two trees, the algorithm adds the minimum among all such edges.
The preprocessing can be adjusted to compute a (1+ϵ)-approximate MST by doing bucketization, which introduces only a O(log n) factor in the number of rounds. In fact, it is enough to bucket the edges by weights and compute connected components by considering the edges in bucket of increasing weights iteratively and separately.
