Abstract-Within the fields of visual effects and animation, humans have historically spent painstaking hours mastering the skill of drawing frame-by-frame animations. One such animation technique that has been widely used is called "rotoscoping" and has allowed uniquely stylized animations to capture the motion of real life action sequences. Automating this arduous process would free animators from performing frame by frame stylization to concentrate on artistic contributions. We introduce a new artificial system based on an existing neural style transfer method which creates artistically stylized animations that simultaneously reproduce both the motion of the original videos that they are derived from and the unique style of a given artistic work. This system utilizes a convolutional neural network framework to extract a hierarchy of image features used for generating images that appear visually similar to a given artistic style while at the same time faithfully preserving temporal content. The use of optical flow allows the combination of style and content to be integrated directly with the apparent motion over frames of a video to produce smooth and visually appealing transitions. This implementation demonstrates how biologically-inspired systems such as convolutional neural networks are rapidly approaching human-level behavior in tasks that were once thought impossible. Further, this research provides unique insights into the way that humans who produce artistically stylized animations perceive temporal information.
I. INTRODUCTION
A typical animator using modern computerized drawing tools can produce several seconds of animation a week, the exact amount dependent on the scene complexity, motion, dialogue, and fidelity. Dozens of animators may work for over a year on a motion picture. Their individual style and capabilities will differ, leaving it up to others to meticulously create a seamless production. Tools which can either speed up the animation process, normalize drawings across animators, or apply similar styles to all drawings are areas of active research. Often animators start with real video snippets, and as such this research aims to apply a particular artistic style across all frames of a video snippet in a uniform fashion.
Convolutional Neural Networks (CNNs) have recently demonstrated groundbreaking performance on image recognition tasks [1] and are currently used in virtually all commercial speech recognition applications and in most state-ofthe-art methods for object detection, stock market forecasting, network security, medical diagnosis, and pattern recognition in general. [2] introduced a CNN framework aimed at reconstructing unique textures, and Gatys et al. [3] modified this framework to represent a multi-scale representation which can capture both image content and artistic style at different frequencies. By introducing a dual loss function CNN framework, whereby one loss is used to minimize content reconstruction, and a second loss is used to minimize texture reconstruction, their network can optimize both of these iteratively to produce a still image which faithfully maintains content with a specific style applied.
Obtaining aesthetically appealing results from artistic stylization algorithms that operate on videos generally requires spatiotemporally coherent textures. Image generation techniques that are sensitive to initialization conditions cannot usually produce temporally coherent content across frames since any minor variation on their initialization may produce vastly different outputs. The stochastic nature of the generative algorithm reduces temporal coherence resulting in significant jitter due to the fact that small details can fluctuate between sequential frames. This fluctuation is quite distracting to a viewer [4] . Not only is jitter a significantly unappealing factor in these types of animations, an artifact referred to as the "shower door effect" (SDE) is also quite undesirable and can occur in methods that utilize somewhat inaccurate motion tracking [5] . SDE occurs when regions of the texture stay static relative to the content of a video. When this effect is severe enough, it gives the appearance of the objects moving behind a textured shower door [4] [5] . Given the nature of artistic creativity, jitter and SDE may plausibly be considered aesthetically pleasing in some instances, however such instances are a minority when compared to style transfers which benefit from spatiotemporal texture coherence.
A naïve approach of artistic style transfer for videos would be to process each frame independently using a specific stylization algorithm. Independent batch processing yields stylized frames with aesthetics perceptually pursuant to that of a single rendered image. Batch processing incurs no penalty from spatiotemporal entanglements, and can typically be parallelized, often making it the fastest transfer method to video. However, the naïve approach typically produces significant jitter (particularly at high frame rates), since it is the nature of traditional video capture methods to introduce stochastic variation between frames, even with modern stabilization techniques. Exclusion of temporal information makes jitter reduction nonviable, without reducing the stochastic nature of the style transfer.
Optical flow algorithms compute the apparent motion between image sequences, which represents the temporal change between frames. Style transfer algorithms reliant on optical flow can produce temporally coherent motion, which can significantly stabilize the stylized video when compared to the naïve implementation which is impacted by jitter. Ideal optical flow data would capture all motion correctly, and could be used to produce spatiotemporally coherent styles. Inaccurate optical flow data will produce styles which are not absolutely coherent; failure to recognize movement can produce unexpected artifacts, yielding textures that are spatiotemporally uncorrelated leading to the SDE. Although there is no completely accurate computation of optical flow, transfer algorithms incorporating optical flow can significantly reduce jitter, but their resistance to spatiotemporal texture incoherence is limited by the accuracy of the chosen optical flow method.
In order to obtain aesthetically pleasing videos using artistic style transfer methods, spatiotemporal coherence must be achieved to reduce the aforementioned undesirable effects. While the naïve video extension of the style algorithm may not encounter the SDE, it is highly prone to jitter. Incorporation of optical flow reduces jitter, but may also introduce SDE, signaling poor coherence to the viewer. Thus, to optimize aesthetic appeal of videos produced via stochastic artistic style transfer, we introduce non-linear modifications to optical flow trajectories which minimize jitter and SDE. These modifications also account for frame brightness, contrast, and can detect cuts from one scene to the next [6] .
The main contributions of this paper include a method of artistic style transfer to videos that preserves the original motion of the video without any harsh or distracting disruptions in content. The introduced method utilizes non-linear modifications of optical flow trajectories to transfer the motion of generated style in order to preserve localized structures. Further, we analyze the shortcomings of only applying optical flow without temporal brightness and contrast adaptations to our algorithm and show that an adaptive approach to the overall framework produces more visually appealing outputs.
After the introduction, Section 2 overviews the background of the neural network-based image synthesis and optical flow methods that we utilize in our algorithm. Section 3 introduces our spatiotemporally coherent texture framework. Section 4 presents the experimental results, and Section 5 contains concluding remarks.
II. BACKGROUND A. Neural Network-Based Image Synthesis
Convolutional neural networks (CNNs) have currently surpassed human level performance in object recognition tasks and have proven useful for various tasks in the pattern recognition community [7] [8] . Traditionally these networks are trained in order to classify objects into categories or even segment images [1] . An interesting property of these CNNs is that they systematically abstract images into a hierarchy of features of increasing complexity. This property has only recently been explored in more generative applications. Gatys et al. [3] utilize these CNNs in a generative manner to automatically transfer a reference image's artistic style to still images. The novelty of their method to transferring artistic style to content images comes from the use of the naturally occurring hierarchical layers of abstraction inherent to the way CNNs process images. This method leverages CNNs to extract and optimally combine content and style from two independent images. Convolutional layers of CNNs represent collections of filters activated by convolving these filters with their inputs. The objective of CNNs in image recognition is to detect and differentiate varieties of features including edges, textures, and parts of objects among many others. CNNs abstract these features along a hierarchy of layers of increasing complexity and abstraction. Reconstructions from each layer's filter maps provide insight into the type of information they detail. At early layers, localized information becomes more important down to the level of individual pixels. In contrast, higher layers within a CNN increasingly represent objects and their global arrangement.
This unique hierarchical abstraction aspect of CNNs allows the optimization of style and content detail from pixel level information in early layers, to objects and global arrangements in later layers. The image to be generated can be optimized to maximally represent its original content with varying amounts of induced style. Further, the applied style constituent components of high, medium, to low frequency detail can be precisely controlled by changing the CNN optimization function at each hierarchical layer.
B. Optical Flow
In 1981, Horn and Schunck defined a few key assumptions that would create a baseline for optimizing the problem of computing dense optical flow. These assumptions included spatial smoothness and brightness constancy. Limited by technology of the time, their model was somewhat dismissed as having unimpressive findings. Decades later, descendant methods augmented this original technique with improved optimization, robust error functions [9] [10] [11] [12], median filtering [13] , and coarse-to-fine estimation hierarchies [14] among others.
Sun et al. [6] thoroughly analyzed the assumptions and methods used in the Horn-Schunck method in an effort to systematically improve it, with some common augmentations to the algorithm. They modified the original assumptions of this method combined with a non-convex generalized Charbonnier penalty function and spline-based bicubic interpolation which managed to achieve significant improvements on modern datasets. Recognizing the benefit of median-filtering during optimization, they refined the objective function to incorporate a median filter in the form of extended neighborhoods, however they modified this to minimize negative impacts of median filtering, such as over-smoothing [6] .
The use of optical flow in motion estimation is integral in determining the temporal relationship between adjacent frames in a video sequence and is also currently used in object segmentation tasks for this reason. Recently, Simonyan and Zisserman [15] studied several variants of optical flow to dramatically improve semantic understanding of action in videos. This semantic understanding of videos with optical flow data can further augment the generative uses of optical flow data to produce more temporally coherent and recognizable motion.
III. METHODOLOGY
There are several factors to consider when producing an effective motion-tracking stylization technique. One important aspect is the reduction of unwanted jitter, or noise in the motion of style information between frames. This can become very distracting to a viewer and often disorienting if there is a large amount of movement between frames [4] [16] . Another aspect of temporal coherence comes from matching the transfer of style between two neighboring, but unrelated frames such as a jump cut within a video. Finally, realistically stylized animation will also consider overall frame brightness and contrast, whereby overexposed, underexposed, and low contrast frames warrant less style than mid-tone, high contrast, and colorful frames. All together, these three aspects create a more complete and attractive visual experience.
A. Optical Flow
In order to address the temporal coherence between frames, dense optical flow data is used to "seed" the initialization of the next frame's style information. In this way, the next frame will most likely fall into a minima that more closely resembles the previous frame with respect to its motion. This can be accomplished through the extraction of the previous frame's style using (1) . This equation shows how the style is removed from the output image wherein S t refers to the extracted style for frame t, the term V t corresponds to the final generated frame at time t, and U t refers to the original frame at the given time.
After style extraction, a warping operation (2) is applied to every pixel in the style in order to allow its information to be passed onto the next iteration. The updated pixel locations are based on (3) wherein v x and v y correspond to the computed optical flow velocities of each pixel at their respective x and y coordinates in the image. This essentially preserves the information about the previous style that was applied at the updated pixel locations where objects and larger structures have moved in order to allow the localized style to follow the motion of the underlying content.
The resulting operation becomes (4) which computes the initialization for the frame G t x,y based on a scalar multiple k of the extracted style from the previous frame warped using a linear transformation of the pixels which is then added to the original frame for time t. 
The processing pipeline of this operation can be seen in Fig.  1 wherein the extracted style is enhanced for detail. The initialization of the stylization process with G t x,y reduces the total number of iterations required to converge based on the chosen value for the scaling factor k. In our experiments we were able to reduce the total number of iterations T required to converge to acceptable outputs by 50% with a k value of 0.5, effectively speeding up the process by almost 2 times when compared to a fully sequentially processed baseline. This speedup, however does not quite scale linearly and can be highly variable based on the optimization method used as well as the optimization parameters themselves. Further, the optical flow method has data dependencies that are not present in the naïve implementation making it considerably less parallelizable.
B. Adaptive Methods
The above method only handles a subset of motion cases wherein the style is applied uniformly with the same number of optimization iterations for every consecutive frame after the initial frame. This does not, however take into account the fact that in real video, there are discontinuities between frames called "jump-cuts" and also transitions called "fades" which can gradually decrease the contrast of a scene from a selected color. Fades may also be present as a natural alteration in the brightness within a scene over time which should be accounted for within the stylized output. We developed a more robust method that addresses these aspects via three separate adaptations: adaptive style based on motion acceleration, mean frame brightness, and RMS frame contrast.
The acceleration of the apparent motion of pixels can be thought of as the second derivative of the position of these pixels over time which is also equivalent to the first derivative of the optical flow velocities for each pixel. This acceleration is calculated in (5) wherein v t represents the optical flow matrix at time t.
The mean acceleration (6) is used to compare to a threshold value µ th , which may be set in order to allow stylization to go unchanged if the acceleration is low and gradually reduce the transfer of style between frames using a new k mod value for the style transfer weighting as the acceleration goes above the threshold. Simultaneously, the value of T is increased to a maximum T max as the acceleration increases in order to apply a proportional amount of stylization to the new frame. The steepness of these thresholded Gaussian curves can be controlled using w k and w T .
kμ ≥ µ th k otherwise
The Gaussian shape for these equations was used in order to allow slow onset of jump-cut transitions to adapt the style transfer, however as the jump-cut takes less time, the style transfer becomes dramatically less between frames. The above metric can have less of an effect for videos wherein the inter-scene difference causes the apparent acceleration to be similar. In these cases it is more advisable to replace the second derivative of the optical flow data in (6) with the second derivative of the inter-pixel differences. This can be easily computed and has been more effective in practice. We found that although this acceleration adaptation can smooth out transitions, it is not entirely necessary since adjacent frames with very different content will naturally have optical flow data that scatters their initializations. This method does, however help to increase the amount of style that is applied during sudden transitions.
The final adaptive method used to improve stylization was an approach that analyzed the brightness and contrast of the image to adapt the style output of the image to changes in global lighting conditions. We first compute the overall RMS contrast of the image using (9) .
If this global RMS contrast is below a threshold C th , but not below an absolute minimum threshold T min , then the contrast is stretched linearly from the minimum brightness, 0 to the maximum brightness of the image, 1 based on (10) .
The above method stretches the histogram of brightness values of an image past the threshold RMS contrast where C + and C − are chosen to push the contrast to be relatively equal to the threshold. Once this threshold is reached, the histogram stretched frame is then stylized using an appropriate amount of transfer from the previous frame. If however the T min threshold is passed, the frame is considered a solid frame and no style is applied to the current frame nor is any style transferred forward to the next frame. Once the frame has an appropriate amount of style applied, the histogram is stretched back to match the original contrast of the image.
Next the brightness is adapted using (11) wherein if the mean brightness,β exceeds a threshold β th , then the overall brightness is reduced back to this threshold.
This reduces the overall brightness such that when the frame is stylized, the output image more closely resembles the input frames rather than over-saturating them. After the style has been applied, the original brightness of the image is restored. These two adaptations work surprisingly well across a wide range of lighting conditions and prevent unwanted streaking artifacts that can appear from optical flow data interacting with solid colored frames.
IV. RESULTS
We used a VGG style convolutional neural network which was pre-trained on the ImageNet dataset to be used for the stylization of frames. In this network, style loss and content loss are computed at each layer as described in [3] .
In order to experimentally verify our methods, we utilize videos with both dynamic scenes and varied amounts of motion. To demonstrate the effectiveness of our method, the videos "This is Vermont Foliage" by Matt Benedetto [17] and "People Walking Around" by ButForTheSky [18] are used in this paper. The former is a video that shows very smooth continuous motion of the frame itself as the camera moves outwards through the scene while the latter video was selected for its complex movement of people with different speeds of walking and occlusions. These videos exemplify the wide range of movement that can be present in any video.
A baseline approach used to compare our results applied the stylization algorithm one frame at a time using "The Starry Night" by Vincent Van Gogh as the reference style image.
This approach had significant jitter as evident in Fig. 2 and  3 which show that localized structures such as brush strokes and colors change very rapidly between frames in this naïve approach. The dense optical flow approach using the non-local method described by Sun et al. [6] stabilized motion significantly. Motion preservation is fairly evident in the local structures of the mountainside in Fig. 2b . Brush strokes are very well preserved between frames in the optical flow approach while these features move around significantly in the baseline approach. Similarly, in Fig. 3b , the notable feature of the woman's ear has significantly different detail between frames in the naïve, non-motion matched approach, however the optical flow approach clearly preserves local style structures over time.
Once the amount of style transferred between frames was optimized for overall visual experience, the adaptive approaches were then introduced to increase the overall temporal coherence between frames. This came in the forms of acceleration detection, contrast adaptation, and brightness adaptation. The acceleration detection produces subtle differences, especially when looking at still frames, and as such, we have omitted figures from our results. We tested our dynamic contrast adaptation by processing a video with a rapid fade in from a completely black scene. This sequence of tests is shown in Fig. 4 . The non-adapted case has significant artifacts from incorrect style transfer from the apparent motion that is evident in the black scene transitioning into a content-rich scene. This resulted in streaking of textures in the non-adapted case which is visually unappealing. This is minimized in our adaptive case which matches the visual style and contrast of the original frames.
Next we tested our brightness adaptation which was tested by varying the amount of light in a scene until it was completely white. This fade to white can be seen in Fig. 5 . Both brightness and contrast are adapted in this experiment. This experiment shows that without brightness and contrast adaptations, the output frames are free to vary wildly and do not faithfully match the inputs that generated them. Further, the propagation of style through frames is not dampened and thus the non-adapted case transfers its style to a white background which can be disruptive to a smooth and continuous viewing experience.
V. CONCLUSION
We have demonstrated that our spatiotemporal framework is robust enough to automatically produce temporally coherent videos that exemplify a given artistic style without distracting jittering effects. Through the use of a neural style transfer algorithm, non-local optical flow, and several adaptations, this research is able to produce videos that are well behaved and match the original temporal content under a variety of lighting conditions while preserving texture information from a reference artwork. Further, we have showed that a completely automated system for producing motion matched artistic works is entirely possible given current advances in research which can free animators of the laborious process of performing frame-by-frame stylization and allow them to focus on their own artistic style contributions instead. As such we present our framework for producing these animations as a tool that can be applied to any type of stochastically influenced stylization process that stands to benefit from temporal coherence between generated frames of a video in order to maximize viewer comfort and overall visual appeal.
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