In this paper, we introduce a multi-step iterative algorithm for finding a common element of the set of solutions of a finite family of generalized mixed equilibrium problems, the set of solutions of a finite family of variational inclusions for maximal monotone and inverse strong monotone mappings, the set of solutions of general system of variational inequalities and the set of fixed points of a countable family of nonexpansive mappings in a real Hilbert space. This multi-step iterative algorithm is based on Korpelevich's extragradient method, viscosity approximation method, projection method, and strongly positive bounded linear operator and W -mapping approaches. We establish the strong convergence of the sequences generated by the proposed algorithm to a common element of above mentioned problems under appropriate assumptions, which also solves some optimization problem. The result presented in this paper improves and extends some corresponding ones in the earlier and recent literature.
Introduction
There are many fundamental problems in nonlinear analysis, but here we consider only few, namely, generalized mixed equilibrium problems, variational inclusions, system of variational inequalities and fixed point problems. These problems have been focus of many researchers because of their applications in different branches of science, engineering, management and social sciences. We describe these problems as follows:
Let H be a real Hilbert space with inner product ·, · and norm · , C be a nonempty closed convex subset of H and S : C → C be a mapping. We denote by Fix(S) the set of fixed points of S and by R the set of all real numbers. Through out the paper, we assume that M and N are integers.
System of Generalized Mixed Equilibrium Problem.
For each k ∈ {1, 2, ..., M }, let Θ k : C × C → R be a bifunction, A k : H → H be a nonlinear operator, and ϕ k : C → R ∪ {+∞} be a proper lower semicontinuous and convex function. The system of generalized mixed equilibrium problem (SGMEP) is defined as follows:
Find x ∈ C such that for each k = 1, ..., M , Θ k (x, y) + ϕ k (y) − ϕ k (x) + A k x, y − x ≥ 0, for all y ∈ C.
(1.1) If k = 1, then SGMEP reduces to the generalized mixed equilibrium problem considered in [17] . More precisely, let ϕ : C → R be a real-valued function, A : H → H be a nonlinear mapping and Θ : C × C → R be a bifunction. The generalized mixed equilibrium problem (GMEP) is to find x ∈ C such that Θ(x, y) + ϕ(y) − ϕ(x) + Ax, y − x ≥ 0, for all y ∈ C.
(1.2)
We denote the set of solutions of GMEP (1.2) by GMEP(Θ, ϕ, A). The solution set of SGMEP is equal to M k=1 GMEP(Θ k , ϕ k , A k ) which is the set of common solutions of M generalized mixed equilibrium problems. It is worth to mention that the GMEP (1.2) includes several problems, namely, optimization problems, variational inequalities, minimax problems, Nash equilibrium problems in noncooperative games as special cases.
When ϕ ≡ 0, GMEP (1.2) becomes to the generalized equilibrium problem (GEP) of finding x ∈ C such that Θ(x, y) + Ax, y − x ≥ 0, for all y ∈ C.
System of Variational Inequalities.
Let F 1 , F 2 : C → H be two mappings. The general system of variational inequalities (GSVI) problem is to find (x * , y * ) ∈ C × C such that for all x ∈ C ν 1 F 1 y * + x * − y * , x − x * ≥ 0, ν 2 F 2 x * + y * − x * , x − y * ≥ 0, (1.4) where ν 1 > 0 and ν 2 > 0 are two constants. It is considered and studied in [9] . In particular, if F 1 = F 2 = A, then the GSVI (1.4) is considered in [22] . Further, if x * = y * additionally, then the GSVI reduces to the classical VIP (1.3). Ceng et al. [9] transformed the GSVI (1.4) into the fixed point problem of the mapping G = P C (I − ν 1 F 1 )P C (I − ν 2 F 2 ), that is, Gx * = x * . The set of fixed points of the mapping G = P C (I − ν 1 F 1 )P C (I − ν 2 F 2 ) is denoted by Γ .
System of Variational Inclusion Problems.
For each i ∈ {1, 2, ..., N }, let R i : C → 2 H be a set-valued mapping with nonempty values, and B i : C → H be single-valued mapping. The system of variational inclusions (SVI) is to find x ∈ C such that for each i ∈ {1, 2, ..., N } 0 ∈ B i x + R i x.
(1.5) If i = 1, then SVI is called variational inclusion. More precisely, let B : C → H be a single-valued mapping and R : C → 2 H be a multivalued mapping with nonempty values, where domain of R, D(R) = C. The variational inclusion (VI) problem is to find x ∈ C such that 0 ∈ Bx + Rx.
(1.6)
We denote by I(B, R) the solution set of the variational inclusion (1.6). Then the solution set of SVI is equal to N i=1 I(B i , R i ) which is the set of common solutions of N variational inclusions. For further details on variational inclusions, we refer to [12] [13] [14] [15] 27] and the references therein.
If B ≡ R ≡ 0, then I(B, R) = C. If B ≡ 0, then problem (1.6) becomes the inclusion problem introduced by Rockafellar [19] . It is known that problem (1.6) provides a convenient framework for the unified study of optimal solutions in many optimization related areas including mathematical programming, complementarity problems, variational inequalities, optimal control, mathematical economics, equilibria and game theory, etc. Let a set-valued mapping R : D(R) ⊂ H → 2 H be maximal monotone. We define the resolvent operator J R,λ : H → D(R) associated with R and λ as follows:
where λ is a positive number.
Common Fixed Point Problem.
Let {T n } ∞ n=1 be a sequence of nonexpansive self-mappings on C. The common fixed point problem (CFPP) is to find x ∈ C such that x ∈ T i (x) for each i ∈ N. The set of common fixed point of {T n } ∞ n=1 is denoted by ∞ n=1 Fix(T n ). If n = 1, then CFPP reduces to the fixed point problem. More precisely, let C be a nonempty subset of an H and T : C → C be a mapping. The fixed point problem (FPP) is to find an element x ∈ C such that T (x) = x.
It is well-known problem and has tremendous applications in different branches of science, engineering, social sciences and management.
Problem to be considered.
For each k ∈ {1, 2, ..., M } ⊂ N, let Θ k : C × C → R be a bifunction, ϕ k : C → R ∪ {+∞} be a proper lower semicontinuous and convex function and A k : H → H be a mapping. For each i ∈ {1, 2, ..., N } ⊂ N, let R i : C → 2 H be a set-valued mapping and B i : C → H be a single-valued mapping. For j = 1, 2, let the mapping F j : C → H be a mapping. Let {T n } ∞ n=1 be a sequence of nonexpansive self-mappings on C and {λ n } be a sequence in (0, b] for some b ∈ (0, 1). Let V be a bounded linear operator on H and f : H → H be a mapping. Assume that
We consider the following problem: Problem 1.1. Find x * ∈ Ω , where x * = P Ω (I − (V − γf ))x * is a unique solution of the following variational inequality problem (VIP):
or, equivalently, the unique solution of the minimization problem
where h is a potential function for γf .
Remark 1.2. The Problem 1.1 is very different from the problem of finding a point
There is no doubt that the Problem 1.1 is more general and more subtle than the problem considered in [25, Theorem 3.2] .
During the last decade, many authors proposed different kinds of algorithms to find the common solutions of some problems mentioned above; See, for example, [13, 15, 23, 25, 26] and the references therein.
Inspired by the research going on in this area, in this paper, we introduce the multi-step iterative algorithm for finding a solution of Problem 1.1. This multi-step iterative algorithm is based on Korpelevich's extragradient method, viscosity approximation method, projection method, and strongly positive bounded linear operator and W -mapping approaches. We prove the strong convergence of the sequences generated by the proposed algorithm to a solution of Problem 1.1. Our result improves and extends the corresponding results in [18, 
Preliminaries
Throughout this paper, we assume that H is a real Hilbert space whose inner product and norm are denoted by ·, · and · , respectively. Let C be a nonempty closed convex subset of H. We write x n → x (respectively, x n x) to indicate that the sequence {x n } converges (respectively, weakly) to x. Moreover, we use ω w (x n ) to denote the weak ω-limit set of the sequence {x n }, i.e., ω w (x n ) := {x ∈ H : x n i x for some subsequence {x n i } of {x n }}.
Lemma 2.1 ( [13] ). Let X be a real inner product space. Then,
Lemma 2.2 ([13])
. Let H be a real Hilbert space. Then, the following assertions hold:
A mapping V is called strongly positive on H if there exists a constantγ > 0 such that
Lemma 2.3 ( [16] ). Let V be aγ-strongly positive bounded linear operator on H and assume 0 < ρ ≤ V −1 .
In particular, if
Alternatively, T is firmly nonexpansive if and only if T can be expressed as
where S : H → H is nonexpansive; projections are firmly nonexpansive.
Definition 2.5. Let T be a nonlinear operator with the domain D(T ) ⊂ H and the range R(T ) ⊂ H. Then T is said to be
(b) β-strongly monotone if there exists a constant β > 0 such that
(c) ν-inverse-strongly monotone if there exists a constant ν > 0 such that
It can be easily seen that if T is nonexpansive, then I − T is monotone. It is also easy to see that the projection P C is 1-ism. Inverse strongly monotone (also referred to as co-coercive) operators have been applied widely in solving practical problems in various fields.
On the other hand, it is obvious that if A is ζ-inverse-strongly monotone, then A is monotone and 1 ζ -Lipschitz continuous. Moreover, we also have that, for all u, v ∈ C and λ > 0,
So, if λ ≤ 2ζ, then I − λA is a nonexpansive mapping from C to H.
Let {T n } ∞ n=1 be an infinite family of nonexpansive self-mappings on C and {λ n } ∞ n=1 be a sequence of nonnegative numbers in [0, 1] . For any n ≥ 1, define a mapping W n on C as follows:
Such a mapping W n is called the W -mapping generated by T n , T n−1 , ..., T 1 and λ n , λ n−1 , ..., λ 1 .
Lemma 2.6 ([20]
). Let C be a nonempty closed convex subset of a real Hilbert space H. Let {T n } ∞ n=1 be a sequence of nonexpansive self-mappings on C such that ∩ ∞ n=1 Fix(T n ) = ∅ and {λ n } ∞ n=1 be a sequence in (0, b] for some b ∈ (0, 1). Then, for every x ∈ C and k ≥ 1, lim n→∞ U n,k x exists, where U n,k is defined by (2.2).
Remark 2.7 ( [26] , Remark 3.1). It can be known from Lemma 2.6 that if D is a nonempty bounded subset of C, then for > 0, there exists n 0 ≥ k such that for all n > n 0
Remark 2.8 ( [26] , Remark 3.2). Utilizing Lemma 2.6, we define a mapping W : C → C by
This mapping W is called the W -mapping generated by T 1 , T 2 , ... and λ 1 , λ 2 , .... Since W n is nonexpansive, so W : C → C is too.
Indeed, observe that for each x, y ∈ C
If {x n } is a bounded sequence in C, then we put D = {x n : n ≥ 1}. Hence, it is clear from Remark 2.7 that for an arbitrary > 0, there exists N 0 ≥ 1 such that for all n > N 0
This implies that lim
Lemma 2.9 ( [20] ). Let C be a nonempty closed convex subset of a real Hilbert space H. Let {T n } ∞ n=1 be a sequence of nonexpansive self-mappings on C such that ∩ ∞ n=1 Fix(T n ) = ∅, and let {λ n } ∞ n=1 be a sequence in (0, b] for some b ∈ (0, 1). Then, Fix(W ) = ∩ ∞ n=1 Fix(T n ). The metric (or nearest point) projection from H onto C is the mapping P C : H → C which assigns to each point x ∈ H, the unique point P C x ∈ C such that
The following properties of a projection are useful and pertinent to our purpose. Proposition 2.10 ( [13] ). Given any x ∈ H and z ∈ C, the following assertions hold:
(c) P C x − P C y, x − y ≥ P C x − P C y 2 , for all y ∈ H, which hence implies that P C is nonexpansive and monotone.
The following lemma provides the characterization of a solution of the variational inequality problem in terms of projection operator.
Lemma 2.11 ([9] ). Let A : C → H be a monotone mapping. Then,
Ceng et. al. [9] transformed problem (1.4) into a fixed point problem in the following way:
Proposition 2.12 ( [9] ). For givenx,ȳ ∈ C, (x,ȳ) is a solution of the GSVI (1.4) if and only ifx is a fixed point of the mapping G : C → C defined by
In particular, if the mapping F j : C → H is ζ j -inverse-strongly monotone for j = 1, 2, then the mapping G is nonexpansive provided ν j ∈ (0, 2ζ j ] for j = 1, 2.
Throughout this paper, it is assumed that Θ : C ×C → R is a bifunction satisfying conditions (A1)-(A4) and ϕ : C → R is a lower semicontinuous and convex function with restriction (B1) or (B2), where (A1) Θ(x, x) = 0, for all x ∈ C; (A2) Θ is monotone, i.e., Θ(x, y) + Θ(y, x) ≤ 0, for all x, y ∈ C; (A3) Θ is upper-hemicontinuous, i.e., for all x, y, z ∈ C, lim sup
(A4) Θ(x, ·) is convex and lower semicontinuous for each x ∈ C; (B1) for each x ∈ H and r > 0, there exists a bounded subset D x ⊂ C and y x ∈ C such that for any
Given a positive number r > 0. Let T (Θ,ϕ) r : H → C be the solution set of the auxiliary mixed equilibrium problem, that is, for each x ∈ H,
Next we list some elementary conclusions for the MEP. : H → C by
Then, the following assertions hold:
is firmly nonexpansive, that is, for any x, y ∈ H,
x − x , for all s, t > 0 and x ∈ H. Now we present the demiclosedness principle which will be used in the sequel.
Lemma 2.14 (Demiclosedness principle). [13] Let C be a nonempty closed convex subset of a real Hilbert space H and S : C → C be a nonexpansive mapping with Fix(S) = ∅. Then, I − S is demiclosed. That is, whenever {x n } is a sequence in C weakly converging to some x ∈ C and the sequence {(I − S)x n } strongly converges to some y, it follows that (I − S)x = y. Here I is the identity operator of H.
Recall that a set-valued mapping T :
A set-valued mapping T : D( T ) ⊂ H → 2 H is called maximal monotone if T is monotone and (I + λ T )D( T ) = H for each λ > 0, where I is the identity mapping of H.
We denote by G( T ) the graph of T . It is known that a monotone mapping T is maximal if and only if,
Let A : C → H be a monotone and k-Lipschitz-continuous mapping, and N C v be the normal cone to C at v ∈ C, i.e.,
Then, T is maximal monotone (see [19] ) and
Let R : D(R) ⊂ H → 2 H be a maximal monotone mapping. Let λ, µ > 0 be two positive numbers.
Lemma 2.15 ([6]
). There holds the resolvent identity
Remark 2.16. For λ, µ > 0, we have
Indeed, whenever λ ≥ µ, utilizing Lemma 2.15 we deduce
Similarly, whenever λ < µ, we get
Combining the above two cases, we conclude that (2.4) holds.
Now, we present some properties for the resolvent operator J R,λ : H → D(R).
Lemma 2.17 ([6]
). J R,λ is single-valued and firmly nonexpansive, i.e.,
Consequently, J R,λ is nonexpansive and monotone.
Lemma 2.18 ([7]
). Let R be a maximal monotone mapping with D(R) = C. Then for any given λ > 0, u ∈ C is a solution of problem (2.2) if and only if u ∈ C satisfies
Lemma 2.19 ([27]
). Let R be a maximal monotone mapping with D(R) = C and let B : C → H be a strongly monotone, continuous and single-valued mapping. Then for each z ∈ H, the inclusion z ∈ (B + λR)x has a unique solution x λ for λ > 0.
Lemma 2.20 ([7]
). Let R be a maximal monotone mapping with D(R) = C and B : C → H be a monotone, continuous and single-valued mapping. Then (I + λ(R + B))C = H for each λ > 0. In this case, R + B is maximal monotone.
Finally, we present a result related to the convergence of real sequences.
Lemma 2.21 ([24]
). Assume that {a n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in [0, 1] and {σ n } is a real sequence such that
Then lim n→∞ a n = 0.
Algorithm and Convergence Result
We propose the following multi-step iterative algorithm for finding a solution of Problem 1.1 such that it is also a solution of an optimization problem.
Algorithm 3.1. For arbitrarily given x 1 ∈ H, let {x n } be a sequence generated iteratively by
where
, and W n is the W -mapping defined by (2.2).
This multi-step iterative algorithm is based on Korpelevich's extragradient method, viscosity approximation method, projection method, and strongly positive bounded linear operator and W -mapping approaches. Now we present the strong convergence of the sequence generated by Algorithm 3.1 to an element of Ω .
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H, and for each k ∈ {1, 2, ..., M }, Θ k : C × C → R be a bifunction satisfying (A1)-(A4), A k : H → H be η i -inverse strongly monotone and ϕ k : C → R ∪ {+∞} be a proper lower semicontinuous and convex function. For each i ∈ {1, 2, ..., N }, let R i : C → 2 H be a maximal monotone mapping and B i : C → H be µ k -inverse strongly monotone. For j = 1, 2, let the mapping F j : C → H be ζ j -inverse strongly monotone. Let {T n } ∞ n=1 be a sequence of nonexpansive self-mappings on C and {λ n } be a sequence in (0, b] for some b ∈ (0, 1). Let V be aγ-strongly positive bounded linear operator on H and f : H → H be an l-Lipschitz continuous mapping with 0 ≤ γl <γ. Assume that Ω = ∅, and W n be the W -mapping defined by (2.2). Assume that either (B1) or (B2) holds. Let {x n } be a sequence generated by Algorithm 3.1 such the following conditions hold:
Then, the sequence {x n } converges strongly to x * ∈ Ω , where x * = P Ω (I − (V − γf ))x * is a unique solution of the following VIP:
Proof. Since lim n→∞ α n = 0 and 0 < lim inf n→∞ β n ≤ lim sup n→∞ β n < 1, we may assume without loss of generality that for some 0 < c, d
Since V is aγ-strongly positive bounded linear operator on H, we know that
Observe that
It follows that
for all k ∈ {1, 2, ..., M } and n ≥ 1,
for all i ∈ {1, 2, ..., N } and n ≥ 1, and ∆ 0 n = Λ 0 n = I, where I is the identity mapping on H. Then, we have u n = ∆ M n x n and v n = Λ N n u n . We observe that P Ω (γf + (I − A)) is a contraction. Indeed, for all x, y ∈ H we have
By Banach contraction principle, we deduce that P Ω (γf + (I − V )) has a unique fixed point x * ∈ H, that is, x * = P Ω (γf + (I − V ))x * .
We divide the rest of the proof into six steps.
Step 1. We show that {x n } is bounded. Indeed, take a fixed p ∈ Ω arbitrarily. Utilizing (2.1) and Proposition 2.13 (b), we have
Utilizing (2.1) and Lemma 2.17, we have
Combining (3.2) and (3.3), we have
F j is ζ j -inverse-strongly monotone for j = 1, 2, and 0 < ν j ≤ 2ζ j for j = 1, 2, we deduce that, for any n ≥ 1,
This shows that G is nonexpansive. Thus, from (3.1), (3.4), (3.5) and W n p = p, we get
By induction, we obtain
Therefore, {x n } is bounded, and so are the sequences {u n }, {v n }, {f (x n )} and {W n Gv n }.
Step 2. We prove that x n+1 − x n → 0 as n → ∞. Indeed, we write y n = α n γf (x n ) + β n x n + ((1 − β n )I − α n V )W n Gv n . Then, x n+1 = P C y n for each n ≥ 1. Define y n = β n x n + (1 − β n )w n for each n ≥ 1. Then from the definition of w n , we obtain
It follows from Lemma 2.3 that
Since W n , T n and U n,i are all nonexpansive, from (2.2), we have
where sup n≥1 { U n+1,n+1 Gv n + U n,n+1 Gv n } ≤ M for some M > 0. Utilizing (2.1) and (2.4), we get
where sup
Utilizing Proposition 2.13 (b), (e), we deduce
where M 1 > 0 is a constant such that for each n ≥ 0 and so we have
Combining (3.6)-(3.9), we obtain
Note that
Hence it follows from (3.10) that
− r k,n | < ∞ where i ∈ {1, 2, ..., N } and k ∈ {1, 2, ..., M }, from b ∈ (0, 1) and Lemma 2.21 we conclude that lim n→∞ x n+1 − x n = 0.
(3.11)
Step 3. We prove that lim n→∞ v n − Gv n = 0. Indeed, for simplicity, we writeṽ n = P C (I − ν 2 F 2 )v n , z n = P C (I − ν 1 F 1 )ṽ n andp = P C (I − ν 2 F 2 )p. Then z n = Gv n and
From (3.1), (3.4), (3.5) and Proposition 2.10 (a) and Lemma 2.2 (b), we obtain that for p ∈ Ω ,
which immediately implies that
Since lim n→∞ α n = 0, lim n→∞ x n+1 −x n = 0 and ν i ∈ (0, 2ζ i ), i = 1, 2, we deduce from the boundedness of {x n }, {f (x n )} and {W n Gv n } that
Also, in terms of the firm nonexpansivity of P C and the ζ j -inverse strong monotonicity of F j for j = 1, 2, we obtain from ν j ∈ (0, 2ζ j ), j = 1, 2 and (3.5) that
and
Thus, we have
Consequently, from (3.4), (3.5), (3.12) and (3.14), it follows that
Since lim n→∞ α n = 0, lim n→∞ x n+1 − x n = 0 and lim n→∞ F 2 v n − F 2 p = 0, we deduce from the boundedness of {x n }, {v n }, {ṽ n }, {f (x n )} and {W n Gv n } that
Furthermore, from (3.4), (3.5), (3.12) and (3.15) , it follows that
which leads to
Since lim n→∞ α n = 0, lim n→∞ x n+1 − x n = 0 and lim n→∞ F 1ṽn − F 1p = 0, we deduce from the boundedness of {x n }, {z n }, {ṽ n }, {f (x n )} and {W n Gv n } that
Hence, from (3.16) and (3.17), we get
Step 4. We prove that lim n→∞ x n − u n = 0, lim n→∞ x n − v n = 0 and lim n→∞ v n − W v n = 0. Indeed, observe that 19) and 20) for i ∈ {1, 2, ..., N } and k ∈ {1, 2, ..., M }. Combining (3.4), (3.5), (3.12), (3.19) and (3.20), we get
which hence implies that
Since lim n→∞ α n = 0, lim
k ) where i ∈ {1, 2, ..., N } and k ∈ {1, 2, ..., M }, we deduce from the boundedness of {x n }, {v n }, {f (x n )} and {W n Gv n } that lim
where i ∈ {1, 2, ..., N } and k ∈ {1, 2, ..., M }. Furthermore, by Proposition 2.13 (b) and Lemma 2.2 (a), we have
which implies that
By Lemma 2.2 (a) and Lemma 2.17, we obtain
which immediately leads to
Combining (3.12) and (3.23), we obtain
Since lim n→∞ α n = 0, lim n→∞ x n+1 − x n = 0 and {λ i,n } ⊂ [a i , b i ] ⊂ (0, 2η i ) where i ∈ {1, 2, ..., N }, we deduce from (3.21) and the boundedness of {x n }, {u n }, {v n }, {f (x n )} and {W n Gv n } that
Combining (3.3), (3.12) and (3.22), we get
where k ∈ {1, 2, ..., M }, we conclude from (3.21) and the boundedness of {x n }, {v n }, {f (x n )} and {W n Gv n } that
Therefore, from (3.24) and (3.25), we get (3.27) respectively. Thus, from (3.26) and (3.27), we obtain
In the meantime, we observe that
From (3.13), (3.18) and (3.28), it follows that
Also, note that
From (3.18), (3.29), Remark 2.8 and the boundedness of {v n }, we immediately obtain
Step 5. We prove that lim sup
where x * = P Ω (γf + (I − V ))x * . Indeed, as previously, we have proven that x * is the unique fixed point of the mapping P Ω (γf + (I − V )), that is, x * is the unique solution in Ω to the following VIP:
Equivalently, x * is the unique solution of the minimization problem
where h is a potential function for γf . Now, observe that there exists a subsequence {x n i } of {x n } such that lim sup
Since {x n i } is bounded, there exists a subsequence {x n i j } of {x n i } which converges weakly to some w. Without loss of generality, we may assume that x n i w. From (3.24)-(3.26) and (3.31), we have that u n i w, v n i w, Λ m n i u n i w and ∆ k n i x n i w, where m ∈ {1, 2, ..., N } and k ∈ {1, 2, ..., M }. Utilizing Lemma 2.14, we deduce from (3.18) and (3.30) that w ∈ Γ and w ∈ Fix(W ) = ∩ ∞ n=1 Fix(T n ) (due to Lemma 2.9).
Next, we prove that w ∈ ∩ N m=1 I(B m , R m ). As a matter of fact, since B m is η m -inverse strongly monotone, B m is a monotone and Lipschitz continuous mapping. It follows from Lemma 2.20 that
In terms of the monotonicity of R m , we get
and hence,
In particular,
Since Λ m n u n − Λ m−1 n u n → 0 (due to (3.24)) and B m Λ m n u n − B m Λ m−1 n u n → 0 (due to the Lipschitz continuity of B m ), we conclude from Λ m n i u n i w and
It follows from the maximal monotonicity of
By (A2), we have
Let z t = ty + (1 − t)w for all t ∈ (0, 1] and y ∈ C. This implies that z t ∈ C. Then, we have
Utilizing (A1), (A4) and (3.33), we obtain
Letting t → 0, we have, for each y ∈ C,
This implies that w ∈ GMEP(Θ k , ϕ k , A k ), and hence,
Ω . Therefore, from (3.31) and x * = P Ω (γf + (I − V ))x * , we have lim sup
Step 6. We prove that x n − x * → 0 as n → ∞. Indeed, taking into account that x n+1 = P C y n and y n = α n γf (x n ) + β n x n + ((1 − β n )I − α n V )W n Gv n , we obtain from (3.4) and Proposition 2.10 (a) that
Applying Lemma 2.21 to (3.35), we infer that the sequence {x n } converges strongly to x * . This completes the proof. Now, we present an example in support of our main result. for all x, y ∈ R 2 with x = (a, b) and y = (c, d). Let C = {(a, a) : a ∈ R}. Clearly, C is a nonempty closed convex subset of a real Hilbert space H = R 2 . Put Θ(x, y) = Ax, y − x and ϕ(x) = 0 for all x, y ∈ C where A = 2/3 1/3 1/3 2/3 . Then Θ : C × C → R is a bi-function satisfying hypotheses (A1)-(A4). Put S = 3/5 2/5 2/5 3/5 . Then A = S = 1, and A and S are both 2 × 2 positive definite symmetric matrices. Let R 1 : C → 2 H be a maximal monotone mapping, for instance, putting
where N C v = {w ∈ H : v − u, w ≥ 0, ∀u ∈ C}. In terms of Rockafellar [19] we know that R 1 is maximal monotone and 0 ∈ R 1 v if and only if v ∈ VI(C, S). For each n = 1, 2, ..., we set T n = S. Then T n is a nonexpansive self-mapping on C for each n = 1, 2, .... Put . Then B 1 (:= F 1 ) and F j are 1/2-inverse strongly monotone for each j = 1, 2, V is strongly positive bounded linear operator, and γf ≤ 2/3. It is easy to see that Ω = ∞ n=1 Fix(T n ) ∩ I(B 1 , R 1 ) ∩ GMEP(Θ, ϕ, A) ∩ Γ = {0} where Γ is the fixed point set of the mapping G = P C (I − ν 1 F 1 )P C (I − ν 2 F 2 ). Let {α n }, {β n } be sequences in (0, 1), and {r n } be a sequence in (0, ∞) with lim inf n→∞ r n > 0. In this case, for any given x 0 ∈ C, the iterative scheme (3.11) is equivalent to the following one:
u n = P C (x n − r n Au n ) = x n − r n u n , v n = J R 1 ,λ 1,n (I − λ 1,n B 1 )u n = u n − λ 1,n v n , x n+1 = P C [α n γf (x n ) + β n x n + ((1 − β n )I − α n V )W n Gv n ] = 2 3 α n x n + β n x n + (1 − β n − 4 3 α n )v n .
Note that, whenever Θ(x, y) = Ax, y − x and ϕ(x) = 0 for all x, y ∈ C, the inequality Θ(u n , y) + ϕ(y) − ϕ(u n )+ 1 rn y−u n , u n −x n ≥ 0, ∀y ∈ C, is equivalent to the equality u n = P C (x n −r n Au n ) = x n −r n u n . Hence we get u n = 1 1+rn x n . Taking into account v n = J R 1 ,λ 1,n u n = (I +λ 1,n R 1 ) −1 u n , we obtain u n ∈ v n +λ 1,n R 1 v n , which leads to un−vn λ 1,n ∈ R 1 v n = Sv n + N C v n . So, we have v n − u, un−vn λ 1,n − Sv n ≥ 0, ∀u ∈ C, i.e., u − v n , u n − λ 1,n Sv n − v n ≤ 0, ∀u ∈ C, which hence yields v n = P C (u n − λ 1,n Sv n ) = u n − λ 1,n v n . Thus, v n = Observe that x n+1 ≤ 2 3 α n x n + β n x n + (1 − β n − 4 3 α n ) v n = 2 3 α n x n + β n x n + (1 − β n − 4 3 α n ) 1 1 + λ 1,n · 1 1 + r n x n ≤ 2 3 α n x n + β n x n + (1 − β n − 4 3 α n ) x n = (1 − 2 3 α n ) x n ≤ exp(− 2 3 n k=0 α k ) x 0 → 0 as n → ∞.
Consequently, {x n } converges to the unique element 0 in Ω , which solves the VIP in Theorem 3.1. 
