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Abstract
I apply the algebraic framework developed in [1] to study geometry of elliptic spaces in
1, 2, and 3 dimensions. The background material on projectivised Clifford algebras and their
application to Cayley-Klein geometries is described in [2]. The use of Clifford algebra largely
obviates the need for spherical trigonometry as elementary geometric transformations such as
projections, rejections, reflections, and rotations can be accomplished with geometric multi-
plication. Furthermore, the same transformations can be used in 3-dimensional elliptic space
where effective use of spherical trigonometry is problematic. I give explicit construction of
Clifford parallels and discuss their properties in detail. Clifford translations are represented in
a uniform fashion by geometric multiplication as well. The emphasis of the exposition is on
geometric structures and computation rather than proofs.
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1 Elliptic line E1
In Elliptic space E1, the norm of a = de0 + ae1 is given by ‖a‖ =
√
d2 + a2, so any non-zero vector
can be normalised. A normalised vector can be written as
a = −e0 sinα + e1 cosα. (1)
It dually represents a point in E1 at x = tanα if α 6= pi2 + pik where k ∈ Z, otherwise a = ±e0. Note
that e1a = cosα + e01 sinα = e
αe01 and, therefore, a can be expressed via the exponential function
as follows:
a = e1e
αe01 . (2)
In the following, I identify vectors in the dual model space R2∗ with the points in E1 they dually
represent. I will refer to a,b, etc as points in E1.
The distance r ∈ [0, pi
2
] between two normalised points a and b is defined by
sin r = |a ∨ b|. (3)
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Figure 1: The distance between points in E1.
In E1, |a · b|2 + |a ∨ b|2 = 1 for the normalised points and, therefore, the distance also satisfies
cos r = |a · b|. For the normalised points a = −e0 sinα+ e1 cosα and b = −e0 sin β + e1 cos β, I get
a · b = sinα sin β + cosα cos β = cos(α− β) and, therefore,
r =
{
|α− β|, if |α− β| ≤ pi
2
,
pi − |α− β|, if pi
2
< |α− β| ≤ pi. (4)
The distance in E1 has a maximum value of
pi
2
. For instance, the distance from the origin e1 to e0
equals pi
2
, so e0 is not at infinity in E1. In fact, e0 is not different from any other point in E1.
The points a = 1√
5
(−2e0 + e1) and b = 1√2(−e0 + e1) shown in Figure 1(a) are parametrised
by α = arctan 2, β = pi
4
via (1), which gives rab = arctan 2 − pi4 for the distance between them.
Similarly, for the points a = 1√
5
(−2e0 + e1) and c = 1√10(3e0 + e1) shown in Figure 1(b), I get
rac = pi− (arctan 2 + arctan 3) for the distance between them (c is parametrised by κ = − arctan 3).
In both cases, the distance between the points is equal to the angle (in Euclidean sense in R2) between
the linear subspaces representing the points. Due to this property of the distance measure in Elliptic
space, it is convenient to visualise E1 as a unit circle centered on the origin as shown in Figure 1,
instead of a straight line at w = 1. The circle is defined by
w2 + x2 = 1 (5)
and the correspondence between the linear subspaces of R2 and the points on the circle is determined
by the intersection of the subspaces with the circle. A linear subspace intersects the circle in two
points, which by construction are identified and treated as a single point in E1. In this representation
of E1, it is almost equivalent to a 1-dimensional version of spherical geometry denoted by S1. The
difference between E1 and S1 is that the antipodal points on the circle, which are treated as separate
points in S1, are identical in E1.
The polar point ae01 of a point a is a point in E1 which is at a distance of
pi
2
from a. This can be
readily seen from ae01 = ‖a‖e1eαe01e
pi
2
e01 = ‖a‖e1e(α+
pi
2
)e01 , where I used e01 = e
pi
2
e01 . For instance,
e0 is the polar point of −e1, and e1 is the polar point of e0.
2
Spinors in E1 are defined in the standard way as the product of an even number of normalised proper
points. Note that every point in E1 is proper, including e0. Any spinor can be written as S = e
αe01
for some α ∈ R, e.g. (−e1)e1 = −1 = epie01 . Spinors in E1 can be identified with normalised complex
numbers.
The translation of a point a by λ is given by TaT−1, where T = e−
1
2
λe01 . If a is parametrised with
α, then a′ = TaT−1 can be parametrised with α′ = α+λ, which follows from a′ = TaT−1 = aT−2 =
e1e
αe01eλe01 = e1e
(α+λ)e01 where I used a = e1e
αe01 . Note that a = e1e
αe01 can be interpreted as the
translation of e1, the origin of E1, by α. So, a translation in E1 is equivalent to a Euclidean rotation
around the origin of R2. The space E1 is closed and periodic with the period equal to pi; translating
any point by pi yields the original point (albeit with the opposite orientation).
The top-down reflection of a in b is given by −bab−1. If a is parametrised with α and b with β,
then a′ = −bab−1 can be parametrised with α′ = β − (α − β), which follows from a′ = −bab−1 =
−e1eβe01e1eαe01e−βe01e−11 = −e1eβe01e−αe01eβe01 = −e1e(β−α+β)e01 . Note that the orientation of a′ is
the opposite of a.
The projection of a on b is given by the familiar expression (a · b)b−1, which yields b cos(α − β) if
a and b are normalised (a is parametrised by α, and b by β). Indeed, (a · b)b−1 = 1
2
(ab + ba)b =
1
2
b(ba + ab) = b1
2
(e(α−β)e01 + e(β−α)e01) = b cos(α − β). So, if a is at a distance of pi
2
from b, the
projection of a on b is zero. Unlike e0 in Euclidean space, e0 in E1 is invertible and it is possible
to project on e0 as on any other point. The rejection of a by b is given by (a ∧ b)b−1, which for
the normalised points yields be01 sin(α − β). So, the rejection by b coincides with the polar point
of b weighted by sin(α − β). Moreover, the rejection is equivalent to projection on the polar point.
The expression for scaling, which I used in degenerate spaces, is not applicable in a non-degenerate
space.
2 Elliptic plane E2
The norm of a line a = de0 + ae1 + be2 and a point P = we12 + xe20 + ye01 is given by ‖a‖ =√
d2 + a2 + b2 and ‖P‖ = √w2 + x2 + y2. So, any line or point in E2 can be normalised.
The distance r ∈ [0, pi
2
] between two normalised points P and Q is defined by
sin r = ‖P ∨Q‖. (6)
Since |P ·Q|2 +‖P∨Q‖2 = 1 for normalised points in E2, the distance r also satisfies cos r = |P ·Q|.
If the point P is expressed via the standard coordinates x and y, i.e. P = e12 + xe20 + ye01, then
‖P‖ = √1 + x2 + y2 and
sin r =
√
x2 + y2√
1 + x2 + y2
, cos r =
1√
1 + x2 + y2
. (7)
So, those points that are at an infinite distance from the origin in Euclidean space E2 are at the
distance of pi
2
from the origin in Elliptic space E2, which is the maximum distance in E2. The
distance between arbitrary points P and Q can be understood as the Euclidean angle between the
1-dimensional linear subspaces in R3 corresponding to J(P) and J(Q), where R3 is viewed as a
3-dimensional Euclidean space. See Figure 2(a), where P = e12 + e20 and Q = e12 + 2e01, which
upon the normalisation yields r = arccos( 1√
2
1√
5
) for the distance between the points.
The angle α ∈ [0, pi] between two normalised lines a and b, or more precisely the angle between the
orientation vectors of the lines, is defined by
cosα = a · b. (8)
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Figure 2: Visualising E2
It corresponds to the Euclidean angle between a and b only if both lines pass through the origin.
In general, α is equal to the Euclidean angle between the 2-dimensional linear subspaces in R3
corresponding to J(a) and J(b), or more precisely it is equal to the Euclidean angle between the
vectors I(a) and I(b), which are perpendicular (in the Euclidean sense of R3) to the planes J(a) and
J(b). Since both the distance and angular measures are elliptic, there is a close relationship between
them. For instance, if 0 ≤ α ≤ pi
2
, then α is equal to the distance between the polar points of the
lines a and b, i.e. cosα = |(aI) · (bI)|.
Due to the above mentioned properties of the distance and angular measures, it might be more
convenient to visualise E2 as a unit sphere centered on the origin in R3 rather than a plane at w = 1.
The sphere is defined by
w2 + x2 + y2 = 1 (9)
and its antipodal points are identified. This is a natural extension of the representation of E1 as a
unit circle.
When E2 is viewed as the unit sphere, each line in E2 can be identified with a great circle of the
sphere. For instance, the line a = P∨Q = −2e0 + 2e1 + e2 shown in Figure 2(b) is represented by a
2-dimensional linear subspace of R3, which intersects the unit sphere along a great circle. If the great
circle is thought of as the equator, then the polar point aI = −2e12+2e20+e01 = −2(e12−e20− 12e01)
of the line a is located at the poles of the sphere with respect to the equator. The polar point aI is
at the distance of pi
2
from any point on the line a. Hence, the commutator P ×Q, which coincides
with the polar point of the line P∨Q, is located at a finite distance from the origin. Since I−1 = −I
in E2, the definition of the duality transformation implies that J(a) = −I(aI), where J and I are
the duality and identity transformations. So, a line a and its polar point aI are related to each other
in E2 in essentially the same way as a line and a point dual to each other in the sense of projective
duality.
The distance r between a normalised line a and a normalised point P satisfies sin r = |a ∨ P|
and alternatively cos r = ‖a · P‖. For instance, the distance from P = e12 − 35e20 + 45e01 to a =−2e0 + 2e1 + e2 is given by sin r = 2.43√2 , where normalisation has been taken into account. For a
normalised line a = de0 + ae1 + be2, I get sin r = |d| for the distance r from the line to the origin.
For instance, the distance of e0 from the origin equals
pi
2
.
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Figure 3: Triangles in E2 (1)
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Figure 4: Triangles in E2 (2)
Unlike the flat spaces E2 and M2, there is no one-to-one correspondence between the area S of a
triangle in E2 defined by three normalised points P, Q, R and the value of |P ∨Q ∨R|. However,
if one of the angles of the triangle is right, say, the angle at the point P equals pi
2
, then the area S
satisfies
sinS = |P ∨Q ∨R|
1 + |Q ·R| , (10)
where P, Q, and R are assumed to be normalised and (P∨Q) ·(P∨R) = 0. In particular, if all three
points are at the distance pi
2
from one another, then sinS = 1 and S = pi
2
, which is the maximum
possible area of a triangle in E2. The total area of E2 equals 2pi.
5
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Figure 5: Some basic properties of E2
An example of a triangle is shown in Figure 3, where P = 1√
2
(e12−e20), Q = 1√6(e12−2e20+e01), and
R = 4√
61
(e12 − 34e20 + 32e01). The angles associated with the triangle (see Figure 3(b)) can be found
by applying the definition (8), which gives α = arccos( r·q‖r‖‖q‖), β = arccos(
r·p
‖r‖‖p‖), γ = arccos(
q·p
‖q‖‖p‖),
where r = P∨Q, q = P∨R, p = R∨Q. Observe the correspondence between the angles as shown
in Figure 3(b) and the bottom-up orientation of lines, which constitute the sides of the triangle.
Then, the area S can be computed with
S = α + β − γ, (11)
which is equivalent to the spherical excess formula S = α + β + (pi − γ) − pi. The same area can
be computed by breaking the triangle into two right triangles and computing the area of each by
applying (10).
Another example is shown in Figure 4, where Q and R are the same and P = 1√
11
(e12 + 3e20 − e01).
Note the unusual appearance of this triangle in the plane E2. The lines by the sides of the triangle
are defined by r = Q ∨P, q = R ∨P, p = R ∨Q, which gives the bottom-up orientation shown in
Figure 4(b). Then, S = α + β − γ as before.
The line passing through P and perpendicular to a is given by the inner product a ·P as usual (see
Figure 5(a), where P = e12− 35e20 + 45e01 and a = −2e0 +2e1 +e2. Note that a ·P = 0 if the location
of P coincides with that of the polar point aI of a. Projection, rejection, and reflection are defined
in the usual way and since any non-zero blade is invertible in E2 it is possible to project on the line
e0 and, say, the point e20, for example. For an illustration of the projection and rejection of a point
by a line, see Figure 5(a). Note that the rejection (P ∧ a)a−1 is at the distance of pi
2
from a, so it is
located at the same position in E2 as the polar point of a. The top-down reflection of a line a in a
line b is given by −bab−1 and is illustrated in Figure 5(b), where a = −2e0 + 2e1 + e2 and b = e1.
In general, in E2 the projection of Bl on Ak is given by (Bl · Ak)A−1k and the rejection of Bl by Ak
is given by (Bl ∧ Ak)A−1k . The top-down reflection of Bl in Ak is given by (−1)klAkBlA−1k and the
bottom-up reflection by AkBlA
−1
k .
Note that a ·P passes through the polar point aI of the line a. In fact, any line in E2 passing through
aI is perpendicular to a. Moreover, the polar point of any line perpendicular to a lies on the line a.
This can be used to construct a triangle with maximal area of pi
2
as follows. For any line a, select
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Figure 6: Rotation in E2
a line b passing through aI, then define the third line c = (aI) ∨ (bI). The angles of the resulting
triangle are all equal to pi
2
and, therefore, its area equals pi
2
. Observe also that in elliptic space E2
any two lines intersect at a single point, which is at a finite distance from the origin. Hence, there
are no parallel lines in E2.
The spin group of E2 is defined in the standard way and consists of spinors of the form e
A where
A is a bivector. It is isomorphic to the group of normalised quaternions. The action SAkS
−1 of
a spinor S = e−
1
2
αR on the geometric object dually represented by the blade Ak is consistent with
the rotation of Ak around the point R by the angle α, where α refers to the angle according to the
elliptic metric, rather than Euclidean. No translation is possible in E2 since there are no points at
infinity.
The rotation of the point P = e12 + 3e20 around R = e12 +
1
2
e20 by the angle α =
pi
4
is shown in
Figure 6(a). The solid curve in E2 (see Figure 6(a)) shows the trajectory of P under the action of the
spinor S = e−
1
2
tR, where the parameter t varies from 0 to 2pi (the projection of this curve onto the
unit sphere is shown with the solid curve as well). The curve consists of points at an equal distance
from R and, therefore, forms a circle in E2, which passes through P and whose centre is at R. The
appearance of the circle on the plane E2 is elliptic.
Figure 6(b) shows another example of the rotation, where P = e12 +
2
3
e20, R = e20, and α =
pi
4
. Note
that R is shown on the unit sphere only; it corresponds to a stack of lines in the plane E2. The solid
curve shows the trajectory of P under the action of the spinor S = e−
1
2
tR, where the parameter t
varies from 0 to 2pi. It is also a circle but its appearance in the plane E2 is hyperbolic.
In general, a circle in E2 could appear as an ellipse, two branches of a hyperbola, a parabola, or a
straight line. The latter represents a circle whose radius equals pi
2
. The circle is parabolic if there is
only one point on it that belongs to the line e0 and hyperbolic if there are two points on the circle
that belong to e0. Otherwise, it is elliptic. The circle of radius
pi
2
whose centre is at the origin cannot
be visualised on the plane E2; this circle corresponds to the line e0.
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(a) E3 (b) E3
Figure 7: Basic properties of points and planes in E3
3 Elliptic space E3
For a plane a = de0 + ae1 + be2 + ce3, a line Λ = p10e10 + p20e20 + p30e30 + p23e23 + p31e31 + p12e12,
where p10p23 + p20p31 + p30p12 = 0, and a point P = we123 + xe320 + ye130 + ze210, the norm is given
by ‖a‖ = √d2 + a2 + b2 + c2, ‖Λ‖ =
√
p210 + p
2
20 + p
2
30 + p
2
23 + p
2
31 + p
2
12, ‖P‖ =
√
w2 + x2 + y2 + z2,
and a2 = ‖a‖2, Λ2 = −‖Λ‖2, P2 = −‖P‖2. Note that the above formula for ‖Λ‖ is only valid for
lines; it is not applicable to non-simple bivectors.
The hyperplane E3 is embedded in the model space R4 at w = 1. By analogy with the 1- and
2-dimensional cased, the 3-dimensional elliptic space can also be thought of as the unit 3-sphere
centred on the origin of R4, which is defined by
w2 + x2 + y2 + z2 = 1. (12)
The antipodal points in the unit 3-sphere are identified. The immediate 3-dimensional vicinity of
the origin of E3 is near the unit 3-sphere and they resemble each other closely. As one moves away
from the origin of E3, the unit 3-sphere deviates from the hyperplane E3, curving into the fourth
dimension along w and towards the hyperplane w = 0. It is not possible to visualise the unit 3-sphere.
However, one can infer the geometry in the 3-sphere by examining the geometry in E3, which can be
readily visualised.
Planes and lines in E3 correspond to great spheres and great circles in the unit 3-sphere. For instance,
the plane e0 corresponds to the great sphere where the unit 3-sphere intersects the hyperplane w = 0.
Any two distinct great spheres in the unit 3-sphere intersect along a great circle, which corresponds
to the line at the intersect of two planes in E3 corresponding to the great spheres. A point in E3
corresponds to a pair of antipodal points in the unit 3-sphere.
The polar point aI of a plane a is shown in Figure 7(a), where a = e0 +
1
2
e1 − 32e2 + e3. The line
e0 ∧ a is at the intersection of the planes a and e0. It is at a finite distance from the origin but it
cannot be shown directly since it lies in e0 (it is depicted in the same way as a line at infinity in E3).
A line passing through P and perpendicular to a is given by a ·P, unless P is located at aI in which
case a ·P = 0. An example is shown in Figure 7(b) where P = e123 − 12e320 + 32e210. Note that a ·P
8
Figure 8: Lines in E3
passes through the polar point aI of a. In fact, any line perpendicular to a passes through aI and
and conversely any line passing through aI is perpendicular to the plane a. The same observation
applies to planes, i.e. a plane is perpendicular to a if and only if it passes through aI. This also
concerns the plane passing through aI which would be parallel to a in Euclidean space (in elliptic
space, there are no parallel planes since any two planes intersect at a finite distance from the origin).
Note also that any line Λ that lies in the plane a is in the same relationship with respect to aI as
an equatorial line and its polar point in E2.
The distance r ∈ [0, pi
2
] between normalised points P and Q is defined by
sin r = ‖P ∨Q‖, (13)
where P ∨Q is a line passing through P and Q. Since ‖P ∨Q‖2 + |P ·Q|2 = 1 in E3, one also gets
cos r = |P ·Q|. If P = e123 + xe320 + ye130 + ze210 and Q = e123, i.e. Q is at the origin of E3, then
‖P‖ = √1 + x2 + y2 + z2 and the distance from the origin to P satisfies
sin r =
√
x2 + y2 + z2√
1 + x2 + y2 + z2
, cos r =
1√
1 + x2 + y2 + z2
. (14)
As in 1- and 2-dimensional cases, the maximum distance in E3 equals
pi
2
.
A plane a and its polar point aI are related by projective duality and J(a) = I(aI) where J and
I are duality and identity transformations (note that I−1 = I and I2 = 1 in E3). Furthermore, the
distance between aI and any point on a equals pi
2
. The polar point of the plane PI coincides with
P and J(P) = I(PI). The distance from P to any point on the plane PI equals pi
2
. For a line Λ,
the pair of lines Λ and ΛI are also related by projective duality and J(Λ) = I(ΛI). An example is
shown in Figure 8(a) where Λ = −1
3
e20 + e30 + e23 − e31 − 13e12. The distance between any point on
Λ and any point on ΛI equals pi
2
.
The angle α between normalised planes a and b, or more precisely the angle between the top-down
orientation vectors of the planes, is defined by
cosα = a · b. (15)
For any normalised a and b, their geometric product yields ab = cosα + Λ sinα, where Λ is a
normalised line at the intersection of the planes a and b.
9
A plane in E3 can be considered as a copy of E2, so the total area of any plane in E3 is finite and
is equal to 2pi. The total volume of E3 equals pi
2. This is equivalent to half the volume of the unit
3-sphere in R4 with the Euclidean metric. A factor of 1
2
is needed since antipodal points in the unit
3-sphere serving as a model of E3 are identified. The volume of the unit 3-sphere in R4 should not be
confused with the hypervolume of the 4-dimensional region bounded by the unit 3-sphere. There is
no simple expression for the volume of an arbitrary 3-simplex, i.e. a tetrahedron, in E3. However, the
volume of a 3-simplex whose sides are perpendicular to one another equals pi
2
8
, which is the largest
possible volume a 3-simplex can have in E3.
The distance r from a normalised point P to a normalised plane a satisfies sin r = |a ∨ P| and
cos r = ‖a ·P‖. It equals the distance along the line a ·P from P to the point where a ·P intersects
a. The distance from a normalised point P to a normalised line Λ satisfies sin r = ‖Λ ∨ P‖ and
cos r = ‖Λ ·P‖, where Λ∨P is a plane passing through Λ and P, and Λ ·P is a plane perpendicular
to Λ and passing through P. Recall that Λ∨P = 0 if P lies on the line Λ and note that Λ·P = 0 if P
lies on ΛI. The angle α between a line Λ and a plane a satisfies cosα = ‖a ·Λ‖ and sinα = ‖a∧Λ‖,
where a · Λ is a plane passing through Λ and perpendicular to a, and a ∧ Λ is a point where Λ
intersects a (the angle α does not take into account the orientation of Λ and a). Recall that a∧Λ = 0
if the line Λ lies in the plane a. Note also that a · Λ = 0 if the line Λ passes through aI, in which
case ΛI lies in the plane a. A plane is perpendicular to Λ if and only if it passes through ΛI. So, a
set of planes perpendicular to Λ forms a sheaf of planes passing through ΛI. A line is perpendicular
to a plane a if and only if it passes through aI. The angle α between two normalised lines Λ and Θ
is given by Λ ·Θ = − cosα if the lines intersect.
The pair of lines Λ and ΛI have an interesting property that the distance between Λ and ΛI is
constant everywhere along these lines. Such lines in E3 are called Clifford-parallel. There are two
families, positive and negative, of Clifford-parallel lines associated with the line Λ. The lines in each
family are Clifford-parallel to one another and Λ is Clifford-parallel to lines in both families. Each
family foliates the whole elliptic space E3. If one ignores weight and orientation, there are exactly
two lines Clifford-parallel to Λ passing through every point in E3, except for the points on the lines
Λ and ΛI. One of these parallels is positive and the other is negative.
I assume the line Λ is normalised and is given by Λ = p10e10+p20e20+p30e30+p23e23+p31e31+p12e12
with p10p23 + p20p31 + p30p12 = 0. The positive family of lines Clifford-parallel to Λ is given by
Λ+ = Λ+(Ω) = Λ + (Λm ·Ω)(I− 1)Ω, (16)
and the negative family by
Λ− = Λ−(Ω) = Λ + (Λp ·Ω)(I + 1)Ω, (17)
where
Λm = (p10 − p23)e23 + (p20 − p31)e31 + (p30 − p12)e12, (18)
Λp = (p10 + p23)e23 + (p20 + p31)e31 + (p30 + p12)e12, (19)
and Ω ranges over all normalised lines passing through the origin. The lines Λm and Λp also pass
through the origin and are normalised since Λ is assumed to be normalised. The parallels Λ+, Λ−
are all normalised and their orientation is consistent with that of Λ. It is convenient to parametrise
Ω with φ ∈ [0, 2pi) and θ ∈ [0, pi] by
Ω = Ωm(φ, θ) = e
−1
2
φΛme−
1
2
θΛ⊥mΛme
1
2
θΛ⊥me
1
2
φΛm (20)
for the positive family and by
Ω = Ωp(φ, θ) = e
−1
2
φΛpe−
1
2
θΛ⊥p Λpe
1
2
θΛ⊥p e
1
2
φΛp (21)
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for the negative family; Λ⊥m is perpendicular to Λm, Λ
⊥
p is perpendicular to Λp, and both Λ
⊥
m and Λ
⊥
p
are normalised and pass through the origin. Then, |pi
2
− θ| gives the distance from Λ to the Clifford
parallels, both positive and negative, parametrised with (φ, θ). The exact meaning of φ depends on
the choice of Λ⊥m and Λ
⊥
p . Note that Λm ·Ωm(φ, θ) = − cos θ, i.e. θ in (20) is the angle between Λm
and Ωm(φ, θ), and Λp · Ωp(φ, θ) = − cos θ, i.e. θ in (21) is the angle between Λp and Ωp(φ, θ). So,
the Clifford parallels can be given by
Λ+ = Λ+(φ, θ) = Λ− cos θ(I− 1)Ωm(φ, θ), (22)
Λ− = Λ−(φ, θ) = Λ− cos θ(I + 1)Ωp(φ, θ). (23)
If Λ is not normalised, one can find the Clifford parallels of Λ/‖Λ‖ by applying the above formulas
and then scale the parallels by ‖Λ‖ to get the Clifford parallels of Λ. Some positive and negative
Clifford parallels of Λ = 3√
29
(−1
3
e20 + e30 + e23 − e31 − 13e12) located at the distance r = pi10 from Λ
are shown in Figure 9 (positive in (a) and negative in (b)).
Note that ΛI is a positive Clifford parallel of Λ (substitute Ω = Λm into (16)) and −ΛI is a negative
Clifford parallel of Λ (substitute Ω = Λp into (17)), while Λ belongs to both positive and negative
families. Also, even though Λm is used in the definition of the positive Clifford parallels, −Λm is a
negative Clifford parallel and Λp is a positive Clifford parallel. They can be obtained by substituting
Ω = (Λp + Λm)/‖Λp + Λm‖ into (16) and (17).
Since (I + 1)(I− 1) = 0, the positive and negative Clifford parallels of Λ satisfy
(I + 1)Λ+ = (I + 1)Λ and (I− 1)Λ− = (I− 1)Λ, (24)
respectively. These formulas can be used to define Clifford parallels. A non-simple bivector which
can be written as Ξ+ = (I + 1)Λ where Λ is a line has the property that IΞ+ = Ξ+. I will call it
a positive Clifford bivector. It defines a set of positive Clifford parallels via (I + 1)Λ+ = Ξ+, which
includes Λ and ΛI. I will refer to these positive Clifford parallels as the Clifford parallels of the
positive Clifford bivector Ξ+. If Λ+ is a Clifford parallel of Ξ+, then Λ+I is also a Clifford parallel
of Ξ+. Similarly, a non-simple bivector which can be written as Ξ− = (I − 1)Λ where Λ is a line
has the property that IΞ− = −Ξ− and will be called a negative Clifford bivector. It defines a set
of negative Clifford parallels via (I − 1)Λ− = Ξ−, which includes Λ and −ΛI. I will refer to these
negative Clifford parallels as the Clifford parallels of the negative Clifford bivector Ξ−. If Λ− is a
Clifford parallel of Ξ−, then −Λ−I is also a Clifford parallel of Ξ−. The Clifford parallel Λ of a
Clifford bivector Ξ which passes through a point P is given by
Λ = (Ξ ∨P)P−1. (25)
It is either positive or negative depending on whether the Clifford bivector Ξ is positive or negative.
Most bivectors in E3 are non-simple, but any non-simple bivector can be decomposed into a sum of
two complementary lines called the axes of the non-simple bivector. Two lines Λ1 and Λ2 are called
complementary if Λ1 ·Λ2 = 0 and Λ1×Λ2 = 0. Complementary lines are not only perpendicular but
they also commute. For instance, Θ and ΘI, where Θ is a line, are complementary. For a non-simple
Λ, assume Λ = Λ1 + Λ2, where Λ1 and Λ2 are complementary. Then
Λ1Λ2 =
1
2
Λ ∧Λ, (26)
Λ21 + Λ
2
2 = Λ ·Λ. (27)
Squaring the first equation and using the second yields a quadratic equation for Λ21 and Λ
2
2:
Λ41,2 − (Λ ·Λ)Λ21,2 + 14(Λ ∨Λ)2 = 0. (28)
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Figure 9: Clifford parallels of Λ
If (Λ ·Λ)2 > (Λ ∨Λ)2, there are two distinct solutions given by
Λ21,2 =
1
2
(
Λ ·Λ±
√
(Λ ·Λ)2 − (Λ ∨Λ)2
)
. (29)
For definiteness, I will assume Λ1 uses the minus sign in (29) and Λ2 uses the plus sign, which implies
‖Λ1‖ > ‖Λ2‖ since Λ ·Λ is a negative scalar. I will call Λ1 the larger axis and Λ2 the smaller axis.
If (Λ ·Λ)2 = (Λ ∨Λ)2 or equivalently Λ ·Λ = ±Λ ∨Λ, then
Λ21 = Λ
2
2 =
1
2
(Λ ·Λ). (30)
These two cases exhaust all possibilities, since (Λ ·Λ)2 ≥ (Λ∨Λ)2 for any bivector Λ in E3. Hence,
if Λ21 and Λ
2
2 are distinct, the axes of Λ are given by
Λ1 = Λ/(1 +
1
2
(Λ ∧Λ)/Λ21) and Λ2 = Λ/(1 + 12(Λ ∧Λ)/Λ22). (31)
Note that Λ2/‖Λ2‖ = Λ1I/‖Λ1‖ if Λ∨Λ < 0 and Λ2/‖Λ2‖ = −Λ1I/‖Λ1‖ if Λ∨Λ > 0, so the axes
are at the distance pi
2
from each other.
If Λ21 = Λ
2
2, I get Λ1,2(1 + Λ ∧ Λ/Λ · Λ) = Λ but the multivector 1 + Λ ∧ Λ/Λ · Λ = 1 ± I is
not invertible. In this case, the decomposition of the non-simple Λ into complementary lines is not
unique. If Λ ·Λ = Λ ∨Λ, then
Λ = λ1e10 + λ2e20 + λ3e30 + λ1e23 + λ2e31 + λ3e12 (32)
for some λ1, λ2, λ3 ∈ R and Λ is a positive Clifford bivector. One possible decomposition is given
by Λ1 = λ1e23 + λ2e31 + λ3e12 and Λ2 = Λ1I = λ1e10 + λ2e20 + λ3e30. The bivector Λ can also be
decomposed as Λ = Λ+1 + Λ
+
1I, where Λ
+
1 is any positive Clifford parallel of Λ1 (one needs to ensure
that the weight of Λ+1 matches that of Λ1). On the other hand, if Λ ·Λ = −Λ ∨Λ, then
Λ = −λ1e10 − λ2e20 − λ3e30 + λ1e23 + λ2e31 + λ3e12 (33)
for some λ1, λ2, λ3 ∈ R and Λ is a negative Clifford bivector. A decomposition is given by Λ1 =
λ1e23 + λ2e31 + λ3e12 and Λ2 = −Λ1I = −λ1e10− λ2e20− λ3e30. Other decompositions are given by
Λ = Λ−1 −Λ−1I, where Λ−1 is any negative Clifford parallel of Λ1.
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Figure 10: Commutator in E3
The commutator Λ×Φ of two intersecting lines Λ and Φ is simple. It is a line which is perpendicular
to both Λ and Φ and passes through Λ and Φ at the point where they intersect. On the other hand,
if Λ and Φ are Clifford-parallel, then Λ×Φ is generally not simple but the decomposition into axes is
not unique. In fact, for any point on Λ (or on Φ), it is possible to find an axis which passes through
the point. The separation r between Λ and Φ measured along the axes, i.e. the distance between
the Clifford-parallel lines Λ and Φ, is constant and satisfies sin2 r = |Λ ∨ Φ| and cos2 r = |Λ · Φ|
where Λ and Φ are assumed to be normalised.
If Λ and Φ do not intersect and are not Clifford-parallel, then Λ × Φ is non-simple and can be
decomposed uniquely into two axes, (Λ × Φ)1 and (Λ × Φ)2. The axes are perpendicular to both
Λ and Φ and pass through both lines. Since the axes are perpendicular to both Λ and Φ, the
separation between Λ and Φ measured along each axis is at a local minimum. If r1 and r2 denote
these local minimal separations, then r1 < r2 and the distance r between the lines Λ and Φ is given
by r = r1, where r1 corresponds to the separation along the larger axis (Λ×Φ)1 and r2 corresponds
to the separation along the smaller axis (Λ×Φ)1.
An example is shown in Figure 10, where Λ = −3
2
e10+e20− 12e30−e23− 52e31−2e12 and Φ = e10+ 53e20−
2e30− e23 + 3e31 + 2e12. I get sin r = sin r1 = ‖P1 ∨Q1‖ =
√
(22−5√17)/59 for the normalised points P1
and Q1, where the axis (Λ×Φ)1 intersects the lines Λ and Φ, and sin r2 = ‖P2∨Q2‖ =
√
(22+5
√
17)/59
for the normalised points P2 and Q2, where (Λ×Φ)2 intersects Λ and Φ.
The local minimal separations r1 and r2 satisfy cos r1 cos r2 = |Λ · Φ| and sin r1 sin r2 = |Λ ∨ Φ|,
provided that the lines are normalised. The rotation around the axis (Λ×Φ)2 causes the point Q1
to moves along (Λ×Φ)1. The distance r = r1 can be thought of as the angle that the point Q1 needs
to be rotated by in order to bring it to the point P1 (note that Q1 must be rotated in the correct
direction to get r; if Q1 is rotated in the opposite direction one gets pi− r instead). Similarly, r2 can
be thought of as the angle required to bring Q2 to P2 when the point Q2 is rotated around the axis
(Λ ×Φ)1. It is consistent with the angle between two planes, both of which pass through the axis
(Λ×Φ)1 and one of which contains Λ while the other contains Φ.
By analogy with the Euclidean case, one can refer to r2 as the angle between the lines Λ and Φ.
Indeed, in the Euclidean case, the distance between two lines can be obtained by the rotation around
the axis at infinity, i.e. translation, while the angle can be obtained by the rotation around the finite
axis. In the elliptic case, both axes are finite and it is natural to associate the smaller separation
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Figure 11: Projection, rejection and reflection in E3 (1)
with the distance and the larger separation with the angle between the lines. Since r2 ∈ [0, pi2 ], it does
not take the orientation of the lines into account. It is more convenient to define the angle α ∈ [0, pi]
between the normalised lines Λ and Φ by Λ · Φ = − cos r cosα, where r is the distance between
the lines, in order to take the orientation of the lines into account (r2 may be called the unoriented
angle and r2 = α if α ≤ pi2 or r2 = pi − α if α > pi2 ). Hence, in general the geometric product of two
normalised lines Λ and Φ is given by
ΛΦ = − cos r cosα + Λ×Φ± I sin r sinα, (34)
where the sign in front of I depends on the relative orientation of the lines. The distance r ∈ [0, pi
2
]
between normalised lines Λ and Φ can thus be determined from
2 sin2 r = 1 + v2 − u2 −
√
(1 + v2 − u2)2 − 4v2, (35)
where u = Λ ·Φ and v = Λ∨Φ. Once the distance is found, the angle α ∈ [0, pi] is determined from
cosα = −u/ cos r. Since both distance and angular measures in E3 are elliptic, there is not much
difference between angles and distances as evidenced by the above discussion.
The usual formulas for projection and rejection apply in E3. The projection of a geometric object
dually represented by a blade Bl on a plane a is defined by (Bl · a)a−1 and the rejection is defined
by (Bl ∧ a)a−1. For instance the rejection of a line Λ by a is given by (Λ ∧ a)a−1. The rejections
pass through the polar point aI of the plane a, and the projections lie on a. The rejection by a is
zero if Bl lies on the plane a, and the projection on a is zero if Bl passes through the polar point aI
of a, in which case Bl is perpendicular to a. An example of the projection on and rejection by the
plane a = e0 +
1
2
e1 − 32e2 + e3 is shown in Figure 11 for the point P = e123 − 12e320 + 32e210 and the
line Λ = e10 + e20 − 3e23 + 3e31 + 2e12.
The projection of Bl on a point P is defined by (Bl ·P)P−1 and the rejection is defined by (Bl∧P)P−1
for planes (l = 1) and by (Bl×P)P−1 for lines and points (l = 2, 3), in accord with the decomposition
of the relevant geometric products. For instance, the rejection of a line Λ by P is given by (Λ×P)P−1.
The rejections lie on the plane PI, whose polar point is P, and the projections pass through the
point P. The projection of Bl on P is zero if Bl lies on PI, and the rejection of Bl by P is zero if Bl
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Figure 12: Projection, rejection and reflection in E3 (2)
passes through P. The configurations are in some sense dual to those arising in projection on and
rejection by a plane.
The projection of Bl on a line Λ is defined by (Bl · Λ)Λ−1 for points and planes (l = 1, 3). The
rejection of a plane a by Λ is defined by (a ∧Λ)Λ−1, and the rejection of a point P by Λ is defined
by (P×Λ)Λ−1. An example of the projection on and rejection by the line Λ = −1
3
e20 + e30 + e23 −
e31− 13e12 is shown in Figure 12 for the plane a = e3 and the point P = e123 + 2e320− 32e130− 14e210.
In Figure 12(a), the points A1 and A2 are located at the intersect of the plane a with the lines Λ
and ΛI, respectively. The projection (a · Λ)Λ−1 contains Λ and the rejection (a ∧ Λ)Λ−1 contains
ΛI. The projection (P ·Λ)Λ−1 and rejection (P ×Λ)Λ−1 of the point P by the line Λ both lie on
the line ΛP = (Λ · P) ∧ (Λ ∨ P), which passes through P and is perpendicular to Λ; ΛP is also
perpendicular to ΛI. Note that ΛP can also be written as ΛP =
1
2
P ∨ (ΛPΛ−1) if Λ is normalised.
The geometric product ΦΛ of two lines consists of three terms which can be split into two components
for the projection and rejection in two different ways. In general, the commutator Φ×Λ is not simple,
so it needs to be decomposed into two axes. Then the larger axis (Φ × Λ)1 can be combined with
Φ ·Λ and the smaller axis (Φ×Λ)2 with Φ∧Λ, which gives the first kind of projection and rejection:
proj1(Φ; Λ) = (Φ ·Λ + (Φ×Λ)1)Λ−1,
rej1(Φ; Λ) = ((Φ×Λ)2 + Φ ∧Λ)Λ−1.
(36)
If (Φ×Λ)1 is combined with Φ∧Λ and (Φ×Λ)2 with Φ ·Λ, one gets the second kind of projection
and rejection:
proj2(Φ; Λ) = (Φ ·Λ + (Φ×Λ)2)Λ−1,
rej2(Φ; Λ) = ((Φ×Λ)1 + Φ ∧Λ)Λ−1.
(37)
These projections and rejections share some of their basic properties with those in Euclidean space.
For instance, proj1(Φ; Λ) is a line which passes through Λ and is at the same angle to Λ as Φ, and
rej2(Φ; Λ) is a line which is at the same distance from Λ as Φ and is perpendicular to Λ.
The top-down reflection of Bl in Ak is given by (−1)klAkBlA−1k and the bottom-up reflection is given
by (−1)k(l−1)AkBlA−1k . The top-down and bottom-up reflections in lines are identical since k = 2 for
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Figure 13: Rotation in E3
lines. For instance, the reflection of a point P in a line Λ is given by ΛPΛ−1, and the top-down
reflection of Λ in a plane a is given by aΛa−1. Some examples are shown in Figures 11 and 12.
Note that the points P and ΛPΛ−1 are at the same distance from Λ (see Figure 12(b)), and the line
aΛa−1 is at the same angle to the plane a as Λ (see Figure 11(b)).
Spinors in E3 are defined in the usual way as multivectors that can be written as the product of an
even number of planes which square to unity. They are even and each spinor satisfies SS˜ = 1. Any
spinor in E3 can also be written as S = e
A for some bivector A. Spinors form a Lie group whose Lie
algebra consists of bivectors with the commutator used as the product in the algebra.
Any proper motion in E3 can be obtained as an action of a spinor. One encounters the following
proper motions. The action SAkS
−1 of a spinor
S = e−
1
2
(α+βI)Λ, (38)
where α, β ∈ R, α 6= β, and Λ is a normalised line, on the geometric object dually represented by
a blade Ak yields a double rotation of Ak around Λ by the angle α and around ΛI by β. Under
the double rotation, the axes Λ and ΛI of the double rotation are invariant, which implies that any
point on Λ or ΛI stays on the line. Double rotation in E3 corresponds to a proper motion in E3
which consists of a simple rotation around an axis and a translation along the same axis. If β = 0,
a simple rotation around Λ is obtained. Some trajectories generated by the rotation around the line
Λ are shown in Figure 13.
If one substitutes α = β in the above, the spinor can be written as
S = e−
1
2
βΞ+ , (39)
where Ξ+ = (I + 1)Λ is a positive Clifford bivector, and the resulting proper motion occurs along
the Clifford parallels associated with Ξ+. If, on the other hand, α = −β, then
S = e−
1
2
βΞ− , (40)
where Ξ− = (I − 1)Λ is a negative Clifford bivector, and the proper motion is along the Clifford
parallels of Ξ−. The proper motions which result from the action SAkS−1 of S defined by (39) and
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(40) are called Clifford translations. The Clifford translation of a point P generated by a Clifford
bivector Ξ can also be written as
P 7→ P cos β + P×Ξ sin β (41)
by expressing Ξ in terms of the Clifford parallel that passes through P and simplifying the action
SPS−1 of the spinor S = e−
1
2
βΞ. Clifford translations can also be represented by quaternion multi-
plication. If a point P = we123 + xe320 + ye130 + ze210 is normalised and Λ = λ1e23 + λ2e31 + λ3e12,
then the Clifford translation of P by β generated by the positive Clifford bivector Ξ = Ξ+ = (I+1)Λ
is also given by p 7→ pq, where p = w + xi + yj + zk and q = cos β − (λ1i + λ2j + λ3k) sin β are the
relevant quaternions. So, a Clifford translation generated by Ξ+ can also be referred to as a right
Clifford translation. For the negative Clifford bivector Ξ = Ξ− = (I− 1)Λ, p 7→ qp yields the same
Clifford translation as that generated by Ξ−. It can be called a left Clifford translation.
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