INTRODUCTION 47
Genetic by environment interaction (GE) could be expressed as a difference in 48 the relative response of genotypes across diverse environments. When we consider a 49 set of genotypes exposed to different environments, their performance will differ 50 depending on the interaction of genetic properties with the different environmental 51 conditions, leading to differences in variances and rank changes among genotypes 52 (Cooper and DeLacy 1994) . These rank changes represent a very important challenge 53 for breeders due to the difficulties of selecting genotypes with stable performance 54 over diverse environments. 55
Environments can be different both in time and space. For this reason, the 56 concept of GE embraces both interactions that take place between genotypes and a 57 particular location (genotype by location interaction), and between genotypes and 58 particular years (genotype by year interaction). Genotype by location interactions are 59 usually determined by soil and climate conditions and are thus predictable, while 60
genotype by year interactions are characterized by plot-to-plot variability and weather 61 conditions and thus, are harder to predict (Malosetti et al. 2013  The Gaussian prior assumed for genetic and environmental effects does not induce 94 variable selection, and 2) the model relies on the similarity between covariates 95 through the relationship matrix, which may not be a good representation of reality. 96 Heslot et al. (2014) proposed a factorial regression model, where instead of using all 97 the available ECs and molecular markers, they chose the ECs that most significantly 98 influenced the growth and development of the crop by using crop growth models 99 (CGM). These variables were introduced in the factorial regression model along with 100 those markers that showed the highest variance across environments. One advantage 101 of this approach is that it reduces the dimensionality of both markers and EC; however, 102
it is possible to lose information by using only preselected markers and ECs (Elias et al 103 2016) . 104
The partial least square regression (PLS) (Wold et al. 2001 ) is a generalization of 105 multiple linear regression (MLR). PLS is a dimension reduction approach that can 106 accommodate a large number of correlated genetic and environmental variables 107 simultaneously, by finding one or few factors named latent variables (LV) that explain 108 both the variance of the X matrix (containing predictor variables) and the covariance 109 between matrices X and Y (containing response variables). PLS can be used for 110 variable selection, in order to improve estimation/prediction performance, but also to 111 improve model interpretation and understanding of the system studied. PLS models 112 have previously been tested in the context of GP both in plant and animal breeding 113 
7
Understanding the genetic basis of GE is also necessary to gain predictive 117 capability, and one way to do this is by detecting QTLs with varying effects across 118 different environmental conditions, or QTL by environment interaction (QTLE). 119
Methods usually employed to detect QTLE have been very useful to detect QTL with 120 differential expression across environments, but provide no explanation of the 121 underlying environmental factors involved. When weather data are available, factorial 122 regression models can be used to determine the extent of influence of these factors on 123 QTLE Campbell et all. 2004; Malosetti et al. 2004) . 124
Rice is one of the world's most important staple food crops, constituting over 125 21% of the caloric intake of the world's population and up to 76% of the caloric needs 126 in many Asian countries (Fitzgerald et al. 2008) . World markets dictate the value of rice 127 mainly based on milling quality traits, so breeding for both high yield and quality is a 128 major breeding objective for rice exporting countries like Uruguay. The main objectives 129 of this study were to: 1) use molecular marker data and environmental covariates 130 simultaneously to predict rice yield and milling quality traits in untested environments 131 8
MATERIALS AND METHODS 139
Germplasm 140
The germplasm consists of two rice-breeding populations, an indica and a 141 tropical japonica population belonging to the National Institute of Agricultural 142
Research (INIA-Uruguay). Both populations were evaluated in a single location, Paso de 143 la Laguna Experimental Station (UEPL), Treinta y Tres, Uruguay (3315'S, 5425'W) 144 over between 2009-2013. 145 The indica population consisted of 327 elite breeding lines evaluated over three 146 years (2010-2012), and the field design consisted in a randomized complete block 147 design with two or three replications. Trait correlations, heritabilities, and genomic 148 prediction accuracies for this dataset were computed in previous studies (Rosas et al. 149 2017, Monteverde et al. 2018 , Quero et al. 2018 ). The tropical japonica population 150 consisted of 320 elite breeding lines evaluated over five years (2009) (2010) (2011) (2012) (2013) . The 151 number of accessions observed each year ranged from 93 to 319, as detailed in Table  152 1. This dataset was unbalanced with non-random missing data, since ~50% genotypes 153 were dropped from testing every year based on performance, and new genotypes 154 were added over time. Each year, the genotypes were planted independently in 155 replicated trials in six-row plots using an augmented randomized complete block 156 design with two or three replications. Both indica and tropical japonica trials were 157 conducted under irrigated conditions using appropriate pest and weed control. 158
The agronomic traits of interest used in this study were Grain Yield (GY of 159 paddy rice in kilograms per hectare) and Plant Height (PH measured in cm from the soil 160 surface to the tip of the flag leaf). The grain quality traits measured were Percentage 161 of Head Rice Recovery (PHR measured in grams, as the weight of whole milled kernels, 162 using a 100g sample of rough rice), and the percentage of Chalky Grain (GC measured 163 as % of chalky kernels in a subsample of 50 g of total milled rice, where the area of 164 chalk -core, white back or white belly-was larger than half the kernel area based on 165 visual inspection). More details about how grain quality traits were measured can be 166 found in Quero et al. (2017) and Monteverde et al. (2018) . 167
168

Phenotypic analysis 169
Phenotypic data for each trait were analyzed separately each year. The model 170 used to calculate the best linear unbiased estimators (BLUEs) for each year was: 171
where y ijkl is the trait score, m is the overall mean, b i is the random block effect with To compute the EC from daily weather data for each rice genotype, the plant 197 development stage has to be determined in order to account for the differential effect 198 that weather variables may have in different stages of crop development. This 199 information is usually hard to obtain directly or, as in our case, not available. For this 200 reason, the phenology of the crop was defined according to flowering time (days to 201 50% flowering, FT), which was measured for each line every year. With this measure, 202 and sowing and harvest date, three main phenology stages were determined for each 203
year, according to Yoshida (1981) : vegetative stage (of variable length, starting on 204 sowing date), reproductive stage (starting 35 days before FT), and maturation stage 205 (ending 30 days after FT). 206
Once these phenological stages are defined for each year, EC can be computed 207 from daily weather data. Covariates with zero variance were removed from the 208 analysis. For prediction, both markers and EC were centered by subtracting the mean, 209 and standardized to unit variance by dividing the centered values by the standard 210 deviation of the marker or EC. A total of 54 EC were used in the indica population, and 211 51 for the tropical japonica, and are summarized in Table 2 . 212
213
PLS regression 214
PLS regression was first introduced by Wold (1966) , and was originally 215 developed for econometrics and chemometrics. It is a multivariate statistical technique 216 that was designed to deal with the p >> n problem; i.e., when the number of 
Genomic Best Linear Prediction (GBLUP) and reaction norm models 261
Mixed linear models were used as a baseline comparison of prediction 262 accuracies with PLS models. The models used considered the random main effects of 263 markers (G model), the random main effects of markers and EC (G+W model), and the 264 random main effects of markers, EC, and the interactions between them (G+W+GW 265 model). 266
The G model constituted of a standard GBLUP model for the mean performance 267 of genotypes within each set of environments, using the following model: 268 
274
The vector g = Xb contains the genomic values of all the lines, and follows a 275 multivariate normal density with null mean and covariance matrix
where G is a genomic relationship matrix whose entries are given by The prediction problem studied here was that of predicting future seasons. 298 
QTL by EC interactions 304
For the detection of QTL by environment interaction we used a two-step 305 strategy as described in Gutiérrez et al. (2015) . In the first step, we scanned the 306 genome of both indica and tropical japonica subspecies to detect QTL in individual 307 environments (single environment QTL mapping). In the second step, QTL expression 308 across environments was regressed on environmental covariates in order to explain 309 QTL effects in terms of sensitivities to environmental covariates ( 
where y ij is the phenotype of individual i at environment j , m is the general mean, 
Phenotypic data analysis 358
The indica dataset was balanced with a total of 327 lines per environment, 359 while the tropical japonica dataset was unbalanced, with a total of 23 lines common to 360 all environments (Table 1) . Estimations of broad-sense heritability estimated on a line-361 mean basis per trait by year for both datasets were medium to high, with PHR having 362
the highest values of heritability in both datasets. 363 Table 3 shows the partitioning of the observed phenotypic variance into 364 different sources of variation for both rice datasets. In the indica population, PHR and 365 GC showed the highest proportion of variance explained by GY, at 20.04% and 366 13.22%, respectively. On the other hand, the year component was the highest variance 367 component for GY and PH (Table 3 ). In the tropical japonica population, the year 368 component was the highest; it was above all components for the four traits, and much 369 higher than for the indica population. In contrast, the GY component was lower in 370 tropical japonica compared to indica (Table 3) . 371
Genomic prediction of untested years 372
Bar plots showing prediction accuracy for the four traits in the indica 373 population are shown in Figure 1 . PLS-based methods showed higher prediction 374 accuracies than reaction norm-based models for all traits except GC, where prediction 375 accuracies for the PLS-GW method were the same as with the reaction norm models. 376
For PLS models, the use of EC in addition to molecular markers resulted in higher 377 prediction accuracies in all cases, though PHR in 2011 and GC in 2012 had identical 378 prediction accuracies for both methods. For reaction norm models, fitting the 379 simpler G+W model (Fig. 1) . 381
In the tropical japonica population, the use of PLS-based models was always 382 better than reaction norm models, with the single exception of GY in 2010 (Fig. 2) . In 383 all cases, PLS-GW was better than PLS-G. Within the reaction norm models, the G+W 384 method was the best, with the exception of GC in 2013. Fitting a GE component in 385 these models resulted in lower prediction accuracies than fitting the G+W model ( Fig.  386 2). 387
When running PLS with all the environments within each dataset, we can 388 detect which variables best explain each trait by looking at the coefficients. Table 4  389 shows the ranking of coefficients for the EC variables for each trait in both datasets. 390
For GY, variables related to temperature and humidity during flowering stage were 391 among the most important. For PHR and GC, the 5 variables with the highest 392 coefficients were related to temperature, humidity and solar radiation during 393 maturation. In the tropical japonica dataset, variables related to humidity, solar 394 radiation and rainfall during maturation showed the highest coefficients for PHR and 395 GC. For GY, two variables at flowering time showed higher coefficient values than the 396 rest: maximum temperature and wind speed (Table 4) . 397 398
Detecting QTL in single environments 399
We searched for significant trait-marker associations in single years to find QTL 400 to test for interactions with EC in the next step. In this first analysis, we could not find 401 any QTL that passed the FDR threshold for GY in any environment in any population. In 402 the case of PH, we did not find any QTL for the indica population, but we found one 403 20 major effect QTL on chromosome 1 that was significant in all environments in the 404 japonica dataset; it corresponds to the sd-1 gene. 405
We detected QTL for grain quality traits in both datasets (Table 5 ). In the indica 406 population, a total of 13 QTL (chromosomes 1, 2, 3, 4, 6, 7, 10 and 11) were found for 407 PHR, and a total of 4 QTL (chromosomes 1, 3 and 4) for GC. QTL were found only in 408 years 2010 and 2012 for PHR, and in years 2011 and 2012 for GC. Three of the QTL 409 were reported in a previous GWAS analysis using this same dataset (Quero et al. 2018) . 410
These QTL were: qPHR.i.2.2 (S2_24210614), qPHR.i.3.1 (S3_10247958), qGC.i.1.1 411 (S1_1066894). Two additional QTL were in LD with two previously reported QTL in the 412 same study. These were qPHR.i.3.2 and qPHR.i.6.1, which were in LD with 413 S3_15365726 and S6_829223 in our study, respectively. In the tropical japonica 414 population, a total of 5 QTL were found for PHR (chromosomes 1, 2, 3, 6, and 8), and 415 one for GC (chromosome 6) ( Table 5 ). Two of these QTL were in LD with previously 416 A decomposition of the QTL with significant QTL  environment interaction was 422 obtained by introducing environmental covariates as explanatory variables. We first 423 tested different covariance structures for the modeling of the GE component and 424 compared them using BIC (see Methods); for all traits, the covariance structure that 425 resulted in the lowest BIC was the heterogeneous compound symmetry (data not 426 shown). The QTL responses for the indica dataset are shown in Table 6 . Two QTL 427 showed significant interaction with environmental covariates related to temperature, 428 precipitation and humidity during the maturation stage. Marker S2_24210614 showed 429 a negative relationship with PpitDay_M and RelH_M. The high correlation between 430 these two variables (r = 0.99) explains why they show the same coefficients for the 431 main QTL effect (), and the interaction (). Marker S6_13215923 showed a negative 432 relationship when interacting with low temperature days, and a positive effect when 433 interacting with maximum and average temperature during maturity. There were not 434 significant main effects detected at either of these positions (Table 6) . 435
Results for regression of marker covariates on environmental covariates for the 436 tropical japonica dataset are shown in Table 7 . One QTL for PHR, S6_27834772, 437 showed significant interaction with environmental covariates related to humidity and 438 precipitation during maturation. This marker did not show a significant main effect 439 (Table 7) . For GC, marker S6_27402260, also in chromosome 6, showed a significant 440 positive response to weather covariates related to precipitation and temperature, and 441 a negative response to heliophany. This marker also showed a significant main effect 442 (Table 7) . 443 444 22
DISCUSSION 445
In this work we proposed to characterize and interpret GE interaction for four 446 traits (GY, PHR, GC and PH) in two different breeding populations of rice (indica and 447 tropical japonica) grown in a subtropical/temperate climate. In the first part of our 448 paper, we compare the performance of different genomic prediction models that 449 account for genotype, environment and GE components, to predict untested years, 450 and we identify the most influential weather covariables for our two datasets. In the 451 second part, we map environment-specific QTL and study the environmental variables 452 that affect their expression, in order to interpret the QTLE effects that account for 453 the total GE. 454 455
Prediction accuracies for untested environments 456
Usually genomic prediction models are tested and compared using cross-457 validation strategies. In a multiple environment context, most studies include two 458 basic random cross-validation schemes (Burgueño et al. 2012 ): CV1, which tests the 459 performance of lines that have not been evaluated in any of the observed 460 environments, and CV2, which tests the performance of lines that have been evaluated 461 in some environments but not in others. These two scenarios have the disadvantage of 462 training and validating the models with the same data, which could lead to an 463 overestimation of the prediction accuracy the model would attain if it had been 464 applied in an independent test dataset. Predicting new environments is a more 465 difficult task but could represent a good validation strategy because the performance 466 of prediction models is assessed in an independent dataset. In this work we used a 467 cross-validation scheme for prediction in untested environments, represented by 468 years, a component of GE that is not easy to reproduce. This is a very relevant type of 469 prediction for a small plant breeding program, where data from multiple locations is 470 either limited or absent, and the need is to predict which lines are more likely to 471 perform better in future environments. The use of EC to model the environment 472 component explicitly has been previously shown to increase prediction accuracies for 473 untested environments , Jarquín et al. 2017 , and this situation 474 also applies to our work. 475
For prediction, we compared two modeling approaches that differ in the way 476 that multiple and correlated variables are handled: 1) a variance components 477 approach that allows modeling the main and interaction effects of markers and ECs 478 using covariance structures, and 2) a PLS approach that models genotype and 479 environment effects by identifying a linear combination of all the explanatory 480 variables, providing latent vectors that optimally predict the response variable. We 481 found that the PLS-GW model was in all cases superior to or not different from PLS-G 482 and reaction norm models in both datasets. Although the variance explained by the 483 GE component in the indica population was comparable in some cases to the 484 variance explained by the genotype and/or the year main components, the proportion 485 of variance explained jointly by the genotype, environment and GE components, was 486 never superior to 50% of the total variance. This could explain the lower prediction 487 accuracies obtained in this population compared to the japonica population. It is 488 possible that the EC used in this study explained only a limited proportion of the across 489 environment interaction in the indica dataset, and for this reason reaction norm 490 models, when fitting covariance matrices for the environment and marker by 491 environment interaction, did not improve prediction accuracies in comparison to the 492 simpler GBLUP model. In the japonica population, the proportion of the total variance 493 explained by GE was very low compared to the main genotype and environment 494 components, which also explains why modeling a specific interaction covariance matrix 495 did not give better results than modeling the main genotype and environment 496 covariance matrices alone. In this population, the main environment effect was better 497
represented by the EC, and thus, prediction accuracies, when including an EC 498 covariance matrix (W) or the EC in the PLS model, were higher than when using a G 499 matrix or molecular markers alone. 500
Besides the ability of handling numerous and correlated predictors, an 501 additional advantage of using PLS models is that we can detect which covariates are 502 the most explanatory in our model by looking at the model coefficients (Wold et al. 20%, and would be most detrimental for indica varieties, which are best adapted to 516 tropical climates. In the tropical japonica population, the two EC that showed the 517 highest (negative) coefficients for GY were wind speed during flowering, and maximum 518 temperature during grain filling. Both wind speed and high temperatures during 519 reproduction have been proven to negatively affect GY due to pollen dehydration and 520 consequent spikelet sterility (Marchezan and da Silva 1993; Raju et al. 2013) . 521
For the grain quality traits, EC related to humidity, solar radiation and 522 heliophany during grain ripening were among the most important in both datasets. 523
The positive coefficients for solar radiation, and the negative coefficients for humidity 524 reflect the relative effects of these variables on milling quality, as previously reported 525 February-March, the period in which rice kernels usually develop, rarely reach 32C. In 533 our own dataset, the average maximum temperatures were never higher than 30C, so 534 it is probable that in the absence of high stress-inducing temperatures in sub-tropical 535 rice growing areas, other variables such as humidity and solar radiation are more 536 important, as is reflected in our results. 537
538
QTL detection and interaction with environmental covariates 539
For this part of the analysis we used mixed-models to analyze QTL by EC 540 interactions because of their flexibility, and the possibility of modeling genetic 541 correlations between environments. We first performed an association mapping 542 analysis for each of the four traits in each environment in both populations. In the case 543 of PH, Rosas et al. (2017) performed a GWAS analysis on these same populations using 544 the mean across environments and found a major effect QTL corresponding to the sd-1 545 gene which was segregating in the japonica population, but fixed in the semi-dwarf 546 indica population (Rosas et al. 2017) . When we performed a single environment scan 547
we could not find any other QTL in either population, other than a major-effect QTL 548 corresponding to the sd-1 gene in japonica. 549
Of the 23 QTL we found for PHR and GC in both populations, 8 were coincident 550 with QTL reported by Quero et al. (2018) in the same populations using the mean 551 across environments. For PHR in indica, we found evidence of two different genomic 552 regions, one on chromosome 2 and another one on chromosome 6 that are affected 553 by different weather conditions: either temperature or humidity, the two main 554 environmental factors that affect milling quality (Cooper et al. 2008, Zhao and 555 Fitzgerald 2013) . 556
Two putative QTL in tropical japonica were co-located on chromosome 6: 557 S6_27834772 for PHR and S6_27402260 for GC. These two QTL are in LD with 558 qPHR.j.6.1 and qGC.j.6.2 previously found by Quero et al. (2018) , and contain genes 559 related to starch metabolism, such as OsBEI (LOC_Os06g51084). It is known that the 560 expression of starch branching enzymes, like OsBEI, can be affected by temperature 561 (Yamakawa et al. 2007; Sreenivasulu et al. 2014 ). According to our results, these two 562 QTL showed interaction with precipitation and humidity for PHR, and with low and 563 mean temperature, precipitation and heliophany for GC. Other researchers have 564
shown that periods of intense solar radiation and high humidity during the ripening 565 stage can increase the incidence of chalky grains (Wakamatsu and Tanaka 2009, Zhao 566 et al. 2016) . But these reports do not constitute proof that there is a causal 567 relationship between the expression of these QTL and the EC, because many EC are 568 correlated in a complex way and not all EC were observed. In temperate climates, 569
where day and night temperatures are never as high as in the tropics, other 570 environmental factors such as humidity and solar radiation can affect milling quality in 571 a negative way. These findings should be confirmed by analyzing more lines in more 572 environments to properly quantify QTL main and environment-specific effects. 573
In this work we used PLS, multiplicative reaction norm and mixed models to 574 analyze our data, predict genotypic performance for yield, height and milling quality 575 traits, and detect QTL by EC interactions. In all these analyses we assumed that the 576 relationships between molecular markers and EC were linear, which constitutes a 577 major limitation since interactions between genes and environmental conditions may 578 take many different forms. A next step would be to fit statistical models with more 579 biological realism, using models that could accommodate non-linear and more 580 complex responses over a more extensive number of environments. Crop growth 581 models also hold promise as a way to integrate more complex biological knowledge Minimum temperature below 15: Sum of the days where the minimum temperature was below 15. 
