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Povzetek
Delo obsega pregled problematike avtomatskega iskanja cˇlovesˇkih obrazov na
slikah in mozˇnosti izboljˇsav algoritmov na tem podrocˇju. Predlagan je algoritem
za avtomatsko iskanja cˇlovesˇkih obrazov na slikah, ki poskusˇa zdruzˇiti vecˇ idej,
o katerih so pisali razlicˇni avtorji. Algoritem predpostavlja dolocˇene olajˇsevalne
okoliˇscˇine oziroma omejitve. Podane so tudi mozˇne izboljˇsave, katerih ideje izvi-
rajo iz negativnih rezultatov testa na 43 testnih slikah. Algoritem zaradi ome-
jitev in temu primerne zasnove ni univerzalen. Tako ni primeren kot izhodiˇscˇe za
nacˇrtovanje ﬂeksibilnejˇsega algoritma. Dovolj ucˇinkovit pa je za aplikacijo, katero
omejitve algoritma ne bi ovirale in bi zahtevala hitro delovanje.
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Abstract
This work contains a proposal for an automatic in-image face detection method,
that tries to join several theories, which many authors wrote of before. The method
assumes certain circumstances and constraints, respectively. Just because of such
constraints it is not applicable universally. Thus, it’s not suitable for a starting-
point of a more ﬂexible method. On the other hand, however, it is eﬀective enough
to be used in an application, where this constraints would not obstruct the employed
algorithm and also if the application would require fast execution. Eﬀectiveness of
the method was tested on 43 test-images.
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Raziskave na podrocˇju vida od grsˇkih ﬁlozofov, prek gestaltske sˇole psihologije na
zacˇetku 20. stoletja, do danasˇnjih dni, kazˇejo na to, da je proces ustvarjanja men-
talne predstave o prizoru, ki ga cˇlovek opazuje, lahko pojasnjen s spletom razlicˇnih
mehanizmov. Dvodimenzionalna slika je le eden izmed osnovnih faktorjev mentalne
predstavitve prizora, vendar med vsemi faktorji podaja veliko, cˇe ne kar najvecˇ, in-
formacij o opazovanem prizoru. Pri dolocˇenih problemih racˇunalniˇskega vida je
tako prakticˇno nesmiselno delati s kompleksnejˇsimi modeli, cˇe nam zˇe enostavni
ponujajo dovolj veliko kolicˇino informacij.
Disciplina racˇunalniˇskega vida skusˇa oponasˇati sposobnost cˇlovesˇkega vida. E-
den njenih ciljev je iskanje objektov na dvodimenzionalnih slikah. Tako kot cˇlovek
neznan prizor preucˇuje na nacˇin, da ga “razbija” na manjˇse dele in primerja z
znanimi vzorci iz spomina, tudi postopek iskanja objektov segmentira sliko.
Zaradi vse bolj razsˇirjenih in obsezˇnih slikovnih podatkovnih baz in “zˇivih”
video informacij je njihovo inteligentno oziroma avtomaticˇno preiskovanje izredno
pomembno. Ljudje, to je cˇlovesˇki obrazi, so eden od najpogostejˇsih in zelo speciﬁcˇnih
objektov, ki jih zˇelimo poiskati na slikah. O pomembnosti problematike pricˇajo
sˇtevilne raziskave, ki jih na tem podrocˇju izvajajo raziskovalne skupine po svetu.
V svetu racˇunalniˇstva nobeno podrocˇje ni majhno v smislu, da ga lahko cˇlovek
povsem obvlada. Na vsako podrocˇje namrecˇ vpliva toliko drugih podrocˇij (racˇunal-
niˇskih in drugih), da enostavno ne moremo potegniti razlocˇne meje med posamezn-
imi podrocˇji. Ideja z nekega podrocˇja je nemalokrat uporabna tudi drugje, slediti
tempu, ki ga narekuje taksˇno zˇivljenje, pa je prakticˇno nemogocˇe in nesmiselno!
Zato so strokovnjaki v danasˇnjem svetu najvecˇkrat “ozko usmerjeni”, kar ni nujno
dobro, je pa potrebno za uspesˇno prilagajanje okolju v katerem zˇivimo!
Tako je seveda tudi pri sistemih za avtomatsko iskanje cˇlovesˇkih obrazov na
slikah in njihovimi izvedenkami oziroma nadgradnjami! Veliko avtorjev se zˇe vecˇ
let ukvarja le z dolocˇenim podproblemom taksˇnega sistema, taksˇnih podproblemov
pa je spet mnogo. V novejˇsih cˇlankih so osnovni algoritmi, ki so uporabni na tem
podrocˇju, dandanes le bezˇno omenjeni s kaksˇnim imenom, sistemi pa so dosegli zˇe
kompleksnost “velikega” projekta. Nekateri avtorji so si zastavili nalogo sistema
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bolj speciﬁcˇno, drugi spet bolj univerzalno. Rezultati, ki jih dosegajo posamezni
algoritmi (sistemi) so primerljivi med seboj; cˇe uposˇtevamo njihovo komplekstnost
in omejitve. Na prvi pogled bi lahko rekli, da vsi algoritmi dosegajo podobne rezul-
tate, noben od njih pa sˇe vedno ni “popoln”! Pa vendar, kaj pa sploh razumemo
pod pojmoma podobnost in popolnost?! Vecˇina razvitih algoritmov ima vsaj enega
od dveh najpogostejˇsih problemov:
• prevelika racˇunska (cˇasovna, prostorska) kompleksnost in/ali
• premajhna ucˇinkovitost.
Na osnovi zgornjih opazk je bila zacˇrtana pot katere rezultat je pricˇujocˇe delo.
Delo obsega pregled problematike avtomatskega iskanja cˇlovesˇkih obrazov na slikah
in mozˇnosti izboljˇsav algoritmov na tem podrocˇju. Predlagan je algoritem za av-
tomatsko iskanja cˇlovesˇkih obrazov na slikah, ki poskusˇa zdruzˇiti vecˇ idej, o ka-
terih so pisali razlicˇni avtorji (glej literaturo). Algoritem predpostavlja dolocˇene
olajˇsevalne okoliˇscˇine oziroma omejitve. Podane so tudi mozˇne izboljˇsave, katerih
ideje izvirajo iz negativnih rezultatov testa.
Na tem mestu je potrebno izpostaviti dejstvo, da je avtomatsko iskanje obra-
zov, kot tudi vecˇina drugih avtomatskih iskanj razlicˇnih objektov, zahtevna naloga,
predvsem zaradi pomembnih variacij vzorcev, ki jih tezˇko parametriziramo anali-
ticˇno.
Namen algoritmov za avtomatsko iskanje cˇlovesˇkih obrazov na slikah je ocˇiten:
njihov osnovni cilj je segmentirati sliko na regije, ki vsebujejo obraz ali njegove dele
in na regije, ki jih lahko v nadalnji obdelavi slike zanemarimo, saj ne predstavl-
jajo obraza ali njegovega dela. Izpostavimo nekaj aplikacij, ki uporabljajo taksˇne
algoritme:
• najpomembnejˇso skupino aplikacij predstavljajo aplikacije za nadzor in var-
nost,
• aplikacije za video konferencˇni sistem,
• aplikacije graﬁcˇne animacije mimike uporabnika,
• aplikacije oddaljenega vodenja kamere,
• ipd.
1.1 Primer aplikacije bancˇnega avtomata
S staliˇscˇa racˇunalniˇske znanosti beseda prihodnost najvecˇkrat izpostavlja avtoma-
tiziranost. To pomeni, da tezˇimo k temu, da stroj, recimo racˇunalnik, opravi vecˇino
dela sam.
Vcˇasih smo za dvig denarja vedno morali na banko ter tam zaposlenim zaupati
svoje zˇelje in namere. Danes lahko marsikatero bancˇno storitev opravimo drugacˇe,
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preko bancˇnega avtomata. Aplikacija bancˇnega avtomata spada v skupino aplikacij
za nadzor in varnost.
Bancˇni avtomati so pospesˇili poslovanje, razbremenili zaposlene, so (prakticˇno)
nezmotljivi, dostopni 24 ur na dan, prijazni do uporabnika, itd. Edina negativna
lastnost bancˇnih avtomatov je neoseben odnos, vendar po drugi strani prav ta
zagotavlja ucˇinkovitost.
Bancˇni avtomat je res majhna avtomatizirana banka, vendar ljudje tezˇimo sˇe k
vecˇji stopnji avtomatiziranosti. Danes potrebujemo za uporabo bancˇnega avtomata
dve stvari: bancˇno kartico in osebno sˇtevilko. Marsikomu povzrocˇata ti dve stvari
preglavice, saj moramo imeti bancˇno kartico vedno pri sebi, osebno sˇtevilko pa
moramo znati na pamet. Najvecˇji problem predstavlja prav osebna sˇtevilka.
Predstavljajte si naslednjo resˇitev: uporabnik stopi do bancˇnega avtomata, ta
ga samodejno prepozna ter ga povprasˇa po storitvah, ki jih zˇeli opraviti. Problemi,
ki so danes vsakdanji - bancˇna kartica, osebna sˇtevilka, mogocˇe celo neoseben odnos
- izginejo!
Ne, to ni znanstvena fantastika! Veliko raziskovalnih skupin po svetu se ukvarja
s taksˇnimi problemi. Tudi pricˇujocˇe delo je prvi korak k zgoraj opisani resˇitvi.
Namrecˇ, avtomatsko prepoznavanje uporabnika lahko omejimo na prepoznavanje
obraza, saj zˇe same ocˇi vsebujejo vecˇ informacije kot prstni odtisi, ta informacija pa
je tudi zanesljivejˇsa. Cˇe zˇelimo uporabiti to informacijo moramo najprej lokalizirati
ocˇi na sliki, saj je bistvena informacija prav v tem delu obraza. V pricˇujocˇem
delu s predlaganim algoritmom za avtomatsko iskanje cˇlovesˇkih obrazov na slikah
poskusˇamo dosecˇi prav to, torej najti obraz in lokalizirati ocˇi!
1.2 Sistem za iskanje in razpoznavanje obrazov
V grobem lahko recˇemo, da nek sistem za iskanje in razpoznavanje obrazov sestavl-
jajo naslednji deli (slika 1.2):
• zaznavanje gibanja,
• iskanje obraza (obrazov),
• sledenje gibanju obraza,
• izlocˇanje znacˇilnosti obraza in
• prepoznavanje obraza.
Taksˇen sistem v realnem svetu predstavlja aplikacijo nadzora in varnosti, algoritme
taksˇnega sistema pa lahko uporabljamo sˇe marsikje (npr. pri nadzoru kvalitete
izdelkov).
Vsak del je najvecˇkrat spet (kompleksna) zbirka algoritmov, ki realizirajo dolo-
cˇene zahteve. Velikokrat z algoritmi racˇunalniˇskega vida v taksˇnih sistemih sodelu-
jejo tudi razlicˇni pristopi k strojnemu ucˇenju (najvecˇkrat se uporabljajo nevronske
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Slika 1.1: Algoritem sistema za iskanje in razpoznavanje obrazov
mrezˇe). Vendar pa je vecˇ kot jasno, da strojno ucˇenje ni vedno na mestu, saj lahko
realiziramo dolocˇene zahteve bolj ucˇinkovito brez njega!
V nasledjih podpoglavjih so predstavljeni pristopi k zgoraj navedenim podprob-
lemom, poglavje 2 pa nam daje vpogled v kompleksnost posameznega podproblema.
1.2.1 Zaznavanje in sledenje gibanju
Nenapisano pravilo pravi, da moramo pri nacˇrtovanju vsakega postopka izhajati
iz dejstva, da so enostavne stvari “zlata vredne” (posnemanje narave in ravnanje
po zdravi pameti). Cˇe se tega ne drzˇimo, si zˇe na samem zacˇetku dela na nekem
projektu nakopljemo na glavo nepotrebne tezˇave. Sˇele nato se lotimo problema z
orodji, ki nam omogocˇajo izboljˇsanje nekega pristopa.
Cˇe uposˇtevamo to pravilo, potem vemo, da je najenostavnejˇsi pristop k zazna-
vanju in sledenju gibanja ta, da enostavno naredimo razliko med dvema zapored-
nima slikama. Z izboljˇsevanjem osnovnega pristopa raste ucˇinkovitost in seveda
tudi komplekstnost sistema.
Da realiziramo sledenje gibanju obraza pa moramo seveda najprej resˇiti problem
iskanja obraza.
1.2.2 Iskanje obrazov
Poznamo kar nekaj ocˇitno razlicˇnih pristopov k iskanju obrazov [12, 16]:
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• pristop na osnovi modela (top-down model-based approach) - Temelji
na razlicˇnih velikostih modelov obraza. Zaradi ucˇinkovitosti algoritem tega
pristopa najprej preiˇscˇe sliko na podlagi grobega modela, potem pa, ko najde
primerno ujemanje modela in vhodne slike, nadaljuje iskanje z manj grobim
modelom (Yang, Huang, 1994; Lanitis, 1995). Najvecˇkrat pristop predvideva
le en model obraza za posamezno velikost (najvecˇkrat v frontalnem polozˇaju).
Pristop je tezˇko nadgraditi tako, da bi nasˇel tudi obraze v drugacˇnih (ra-
zlicˇnih) polozˇajih!
• pristop na osnovi znacˇilk (bottom-up feature-based approach) - Pri-
stop izseje iz slike mnozˇico bistvenih tocˇk, ki opisujejo obraz in jih zdruzˇi v
kandidate za obraze na podlagi njihovih geometrijskih razmerij (Leung, 1995;
Sumi, Ohta, 1995; Yow, Cipolla, 1995)! Ta pristop je enostavno nadgradljiv
tako, da bi nasˇel tudi obraze v drugacˇnih (razlicˇnih) polozˇajih, njegova po-
mankljivost pa je ta, da ne bo delal enako dobro na razlicˇno kvalitetnih slikah
(vecˇja je locˇljivost, vecˇja je kvaliteta), saj se struktura bistvenih tocˇk prevecˇ
spreminja, da bi lahko bile uspesˇno zaznane!
• pristop na osnovi teksture (texture-based approach) - Obraze iˇscˇemo
na podlagi distribucije informacije o sivinah v neki podsliki, pri tem pa
uporabljamo Haralickov matricˇni pristop (Space Gray Level Dependency) [6]
(Dai et al., 1994). Tudi ta pristop je tezˇko nadgraditi tako, da bi nasˇel tudi
obraze v drugacˇnih (razlicˇnih) polozˇajih!
• pristop na osnovi nevronskih mrezˇ (neural-network approach) - Ce-
lotno sliko razdelimo na regije, te pa predstavimo v neki standardni ve-
likosti oziroma obliki. Tako obdelan del slike posˇljemo na vhod nevronske
mrezˇe, ki deluje kot ﬁlter (Sung, Poggio, 1994; Rowley et al., 1995). Pristop
daje (zelo) dobre rezultate nad slikami, ki vsebujejo obraze v frontalnem
polozˇaju, ucˇinkovitost pa se poslabsˇa pri ostalih orientacijah obraza. Pristopa
(sˇe vedno) ni mogocˇe nadgraditi tako, da bi nasˇel obraze tudi v proﬁlnem
polozˇaju.
• pristop na osnovi barv (colour-based approach) - Vsak slikovni ele-
ment (piksel) oznacˇimo na podlagi podobnosti z barvo kozˇe. Na podlagi
te transformacije oznacˇimo dolocˇene regije slike kot obraz, cˇe seveda regija
vsebuje primerno oziroma zadostno kolicˇino barve kozˇe (Chen et al., 1995;
Dai, Nakano, 1996). Zaznamo lahko razlicˇne orientacije obraza. Slaba stran
pristopa je obcˇutljivost na barvo kozˇe in obliko obraza!
• pristop na osnovi gibanja (motion-based approach) - Tu uporabljamo
razliko med dvema zaporednima slikama. Tako locˇimo dinamicˇno dogajanje
od staticˇnega ozadja. Obraz nato poiˇscˇemo na podlagi prisotnih silhuet (Trew
et al., 1993) ali barve, ki nam jo da razlika (Schiele, Waibel, 1995). Poman-
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jkljivost tega pristopa je, da ne deluje dobro nad scenami, kjer se premika
veliko objektov.
• pristop na podlagi informacije o globini (depth-based approach) -
V prvem koraku moramo dobiti par stereo posnetkov frontalnega polozˇaja
obraza (obrazov). Nato se dolocˇi korespondenca med tocˇkami nad sˇirokim
intervalom disparitete. Pri tem se uporablja multiresolucijski hierarhicˇni al-
goritem ujemanja. Nato se na podlagi informacije o globini dolocˇijo znacˇilke
obraza oziroma obraz.
• Razne kombinacije zgoraj omenjenih pristopov oziroma njihovih delov (tudi
z drugimi metodami strojnega ucˇenja [4])!
1.2.3 Izlocˇanje znacˇilnosti obraza
Vecˇina algoritmov za razpoznavanje obrazov oziroma izlocˇanje znacˇilnosti obraza
predvideva dolocˇene olajˇsevalne okoliˇscˇine, ki povzrocˇijo, da iskanje obrazov postane
trivialno. Tako so recimo nekateri avtorji v nadaljno obdelavo posˇiljali le izrez iz
originalne slike, ki je vseboval obraz (Craw et al.,1992; Turk, Pentland, 1991), drugi
pa so spet predvideli dolocˇene omejitve pri orientaciji obraza ali/in komplekstnosti
ozadja [3]. - Problem iskanja obrazov vsekakor ni trivialen, cˇe je ozadje lahko
kompleksno, osvetlitev poljubna in orientacija obraza ni vnaprej dolocˇena!
Poznamo dva osnovna pristopa k izlocˇanju znacˇilnosti obraza:
• pristop od spodaj navzgor - Pri segmentaciji izhajamo iz posameznega
slikovnega elementa, le-te pa zdruzˇujemo v modele, ki opisujejo posamezne
znacˇilke obraza.
• pristop od zgoraj navzdol - Tukaj si pomagamo z modeli znacˇilk obraza,
ki jih primerjamo s posameznimi deli slikovnega prostora.
Opisi znacˇilk so lahko zelo enostavni, naprimer zgolj barvna informacija, lahko pa
so tudi zelo kompleksni, naprimer opis s krivuljami.
1.2.4 Prepoznavanje obraza
Poznamo sisteme, ki poskusˇajo razpoznati obraz na podlagi vecˇ slik iste osebe
oziroma na podlagi le ene slike. Algoritmi za oba pristopa so lahko zelo razlicˇni,
ni pa nujno. Na podlagi vecˇ slik lahko zgeneriramo 3D model, ki nam nudi veliko
vecˇ informacij od ene same 2D slike! Taksˇen sistem pa je najverjetneje s staliˇscˇa
kompleksnosti predrag! Torej trenutno je najprimerneje narediti kompromis, ki
zagotavlja kvalitetno 2D informacijo.
Torej kot vhod sistemu podamo sliko ali sekvenco slik. V prvem koraku dolocˇimo
segmente, ki bi lahko predstavljali obraze, potem pa izlocˇimo znacˇilke obraza. Nato
pride na vrsto prepoznavanje, ki se izvrsˇi kot primerjava med izlocˇenimi oziroma
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najdenimi znacˇilkami in podatkovno bazo sistema. Kot rezultat dobimo identi-
ﬁkacijo oseb(e). Poznani so tudi pristopi, kjer sta prvi in drugi korak zamenjana,
tako da se (kandidat za) obraz tvori na podlagi kandidatov za znacˇilke.
Poglavje 2
Dela s podobno tematiko
V tem poglavju je predstavljenih nekaj najzanimivejˇsih (najnovejˇsih) sistemov za
avtomatsko iskanje cˇlovesˇkih obrazov na slikah ter njihovih izvedenk oziroma nad-
gradenj. Opis vsakega sistema vsebuje razlago osnovne ideje ter prednosti in sla-
bosti pristopa.
Podpoglavja 2.1, 2.2, 2.3 in 2.4 so urejena tako, da kompleksnost opisanih algo-
ritmov narasˇcˇa iz podpoglavja v podpoglavje. Prav zaradi tega velikokrat kasnejˇsa
podpoglavja vsebujejo tudi opise, ki bi kot zakljucˇene celote morali imeti mesto v
podpoglavju z nizˇjo oznako, vendar zaradi konsistentnosti z literaturo temu ni tako;
opis dela enega avtorja oziroma skupine ostaja v enem sklopu.
Pozornost pri opisu je namenjena predvsem iskanju obrazov in znacˇilk obraza.
Med starejˇsimi sistemi je potrebno omeniti predvsem delo G. Chow in X. Lija
[3] ter A. L. Yuilla in sod. [17].
2.1 Iskanje obrazov
2.1.1 Pristop K.-K. Sunga in T. Poggia - Cambridge, MIT,
ZDA, 1998
Pristop temelji na strojnem ucˇenju ter omogocˇa iskanje obrazov v frontalnih polozˇa-
jih (z dovoljeno majhno stopnjo zasuka) na sivinskih slikah s kompleksnim ozadjem
[13].
Osnovni postopek je sledecˇ:
• Nad izsekom oziroma oknom testnega vzorca se najprej izvrsˇi predprocesir-
anje.
• Na podlagi kanonicˇnega modela obraza, ki se sestavi na podlagi predhodnega
ucˇenja, se naredi primerjava z rezultati prejˇsnje tocˇke.
• Parametri, ki jih algoritem pridobi na ta nacˇin, gredo na vhod nevronske
mrezˇe, ki na izhodu pove, ali je v oknu obraz ali ne.
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Predprocesiranje se izvrsˇi nad dvema ucˇnima bazama slik (bazo obrazov in
skrbno izbrano bazo, v kateri ni obrazov), prav tako pa tudi nad vsakim novim
oknom testnega vzorca, ki ga zˇelimo klasiﬁcirati.
• Sprememba velikosti. - Vzorec spremeni velikost na 19 × 19 slikovnih ele-
mentov. Algoritem obravnava taksˇen vzorec kot vektor s 361 komponentami;
torej gre za prav toliko razsezˇen prostor.
• Maskiranje vzorca. - Iz vzorca se odstranijo slikovni elementi ob samih
robovih vzorca s pomocˇjo maske, ki naj bi ohranjala le obraz. S tem je
dosezˇena izlocˇitev nezazˇeljene napacˇne klasiﬁkacije zaradi strukture ozadja,
zmanjˇsa pa se tudi razsezˇnost prostora; vektor ima sedaj le 283 komponent.
• Popravek gradienta osvetlitve. - V vzorcu se osvetlijo (zelo) zasencˇeni deli, ki
so posledica ekstremnih kotov osvetlitve. Operacija odsˇteje od nemaskiranega
okna najustreznejˇso ravnino svetlosti.
• Izravnavanje histograma. - Okno postane relativno neodvisno od razlicˇnih
pogojev osvetlitve, velikokrat pa se izboljˇsa tudi kontrast.
Kanonicˇni model obraza, ali z drugimi besedami, model distribucije vzorcev
obraza sestavlja sˇest grup, ki aproksimirajo distribucijo v 283 razsezˇnem prostoru.
S sˇestimi grupami je opisan tudi model distribucije vzorcev, na katerih ni obraza.
Vsaka grupa je vecˇdimenzionalna Gaussova funkcija s srediˇscˇem in kovariancˇno
matriko, ki opisuje lokalno distribucijo okoli srediˇscˇa.
Za vsako novo okno testnega vzorca, ki ga zˇelimo klasiﬁcirati, se izracˇuna
vektor, ki vsebuje 12 komponent. Vsaka komponenta podaja razdaljo med cen-
trom posamezne grupe kanonicˇnega modela in centrom posamezne grupe modela,
ki ga dobimo iz testnega vzorca. Taksˇen vektor gre na vhod nevronske mrezˇe -
vecˇnivojskega perceptrona.
Avtorja navajata, da se je taksˇen pristop izkazal za uspesˇnega tudi pri iskanju
znacˇilk in nalogah razpoznavanja vzorcev v drugih domenah.
Podoben pristop je uporabljen tudi v [9, 11].
2.1.2 Pristop A. Rowleya in sod. - Pittsburgh, ZDA, 1998
Bistvene razlike v pristopu A. Rowleya in sod. [11] glede na pristop opisan v
poglavje 2.1.1 so:
• Kot vhod v nevronsko mrezˇo se uporabi predprocesiran vhodni vzorec.
• Nevronska mrezˇa je pravzaprav paralelna povezava treh nevronskih mrezˇ, kar
naj bi zagotavljalo zaznavanje znacˇilk obraza. Izhod celotne nevronske mrezˇe
povezˇe ugotovitve vseh treh delov.
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• Na osnovi rezultatov vecˇ mrezˇ postopek sˇe dodatno izlocˇi napacˇne klasi-
ﬁkacije. Posamezne mrezˇe so ucˇene na enak nacˇin, razlikujejo pa se glede na
nakljucˇno izbrano zacˇetno inicializacijo utezˇi, nakljucˇno izbrano ucˇno mnozˇico
slik, na katerih ni obrazov in permutacijo vrstnega reda predstavitve slik.
• Integrirana je hevristika, ki na podlagi ugotovitve, da pristop najde vecˇino
obrazov vecˇkrat (na lokacijah, ki so si zelo blizu in na razlicˇno velikih vzorcih),
sˇe dodatno izlocˇi napacˇne klasiﬁkacije.
Razvitih je bilo vecˇ razlicˇic celotnega sistema, nekaj tudi z namenom pospesˇitve
oziroma zˇelje po delovanju sistema v realnem cˇasu, seveda na racˇun slabsˇe klasi-
ﬁkacijske tocˇnosti.
V svetovnem spletu (internet) je na naslovu
http://www.ius.cs.cmu.edu/demos/facedemo.html
na voljo demonstracijska razlicˇica razvitega sistema. V dodatku B je podanih nekaj
rezultatov tega sistema. Vse slike v dodatku B so sluzˇile tudi kot testne slike za
predlagan algoritem za avtomatsko iskanje cˇlovesˇkih obrazov na slikah, ki je opisan
v poglavju 3.
2.1.3 Pristop E. Osune in sod. - Cambridge, MIT, ZDA,
1998
Pristop [9] se glede na pristop opisan v poglavju 2.1.1 razlikuje predvsem po spre-
menjeni metodi ucˇenja nevronske mrezˇe, t.i. SVM (Support Vector Machine).
Pri vecˇini postopkov ucˇenja je cilj minimizirati napacˇne klasiﬁkacije (t.i. em-
piricˇno tveganje), pri SVM pa je cilj minimizirati zgornjo mejo napake posplosˇitve
(t.i. minimizacija strukturnega tveganja). Osnovni problem SVM je, da zahteva ve-
liko spomina. Vektorji podpore (support vectors) so le tiste podatkovne tocˇke, ki so
bistvene za resˇitev problema; gre za tocˇke, ki lezˇijo na meji med dvema razredoma.
Njihovo sˇtevilo je navadno majhno, dokazano pa je, da je to sˇtevilo proporcionalno
napaki posplosˇitve klasiﬁkatorja (V. Vapnik in sod., 1992).
Tudi za klasiﬁkacijo novega vzorca se uporabi SVM.
2.2 Sledenje gibanju obraza
2.2.1 Pristop R. Ferauda in sod. - Telekom Francije, 1997
Tudi ta pristop [5] uporablja nevronske mrezˇe. Bistvena prednost tega pristopa pa je
dobro zaznavanje obrazov, ki so od frontalnega polozˇaja obrnjeni proti proﬁlnemu.
Zaznavanje je zadovoljivo do kota 50o. Pomemben je tudi podatek delovanja v
realnem cˇasu, seveda na zmogljivi delovni postaji, na kateri R. Feraud in sod.
razvijajo aplikacijo videofona z mozˇnostjo sledenja osebi (sistem LISTEN).
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Vhod v nevronsko mrezˇo je predprocesirano okno vzorca oziroma slike velikosti
15 × 20. Predprocesiranje vsebuje ravnanje histograma (okno postane relativno
neodvisno od razlicˇnih pogojev osvetlitve), glajenje (odpravljanje sˇuma) in normal-
izacija (operacija odsˇtevanja) z vzorcem povprecˇnega obraza, dobljenega nad ucˇno
mnozˇico.
Tako dobljeni vhod nato vstopa v 3 neodvisne nevronske mrezˇe (vecˇnivojske
perceptrone):
• Dve izmed njih dajo na izhodu verjetnost, da je na vhodu obraz, pri cˇemer
je bila ena naucˇena z ucˇno domeno obrazov v frontalnem polozˇaju, druga pa
z ucˇno domeno obrnjenih obrazov. Podobna ideja je uporabljena tudi v [11]
(poglavje 2.1.2).
• Tretja nevronska mrezˇa da na izhodu verjetnost posamezne domene; torej ima
dva izhoda. Mrezˇa se naucˇi iz zˇe naucˇenih mrezˇ prejˇsnje tocˇke ter enovite baze
vzorcev obrazov (obrazi v frontalnem polozˇaju in obrnjeni obrazi) in vzorcev,
na katerih ni obrazov.
• Na podlagi zgornjih verjetnosti se izracˇuna verjetnost, da je na vhodu obraz.
Vecˇkratna zaznava istega obraza sluzˇi kot ocena dejanske prisotnosti obraza na
dolocˇeni lokaciji.
Taksˇen pristop k iskanju obrazov je integriran v sistem LISTEN (Locating Indi-
vidual Speaker and Tracking ENvironment), ki ima sposobnost lociranja in sledenja
cˇlovesˇkemu obrazu ob neznanem ozadju v realnem cˇasu. Sistem se lahko nahaja
v dveh nacˇinih: nacˇinu iskanja ali sledenja. V nacˇinu iskanja je kamera ﬁksirana
in deluje modul iskanja. Ko je (najblizˇji) obraz najden, se sistem preklopi v nacˇin
sledenja in kamera sledi najdenemu obrazu. Pri tem se modul iskanja izkljucˇi, mod-
ula zaznavanja gibanja in barve kozˇe pa ostajata vkljucˇena. Ta dva modula v cˇasu
iskanja iz slike izlocˇata regije (okna), ki gredo na vhod modula iskanja.
2.3 Izlocˇanje znacˇilnosti obraza
2.3.1 Pristop K. C. Yowa in R. Cipolle - Cambridge, VB,
1997
Da dobimo vpogled v kompleksnost problema za izlocˇanje znacˇilnosti obraza, si
oglejmo primer resˇitve problema [16]:
• dolocˇi zanimive tocˇke (ﬁltriranje),
• iskanje robov,
• ohranitev zanimivih (paralelnih) robov,
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• grupiranje tocˇk v kandidate za obraze (obris obraza, obrvi, ocˇi, nosa in ust)
in
• izbira resnicˇnih obrazov glede na verjetnost obraza (s pomocˇjo verjetnostne
mrezˇe).
Algoritem temelji na veliki kolicˇini geometrijskih in barvnih (sivinskih) informaci-
jah.
Postopek se dobro obnese nad slikami z razgibanim ozadjem in razlicˇnimi ori-
entacijami obraza (±30o). Slabosti taksˇnega pristopa pa so problemi kot npr. de-
tekcija majhnih obrazov, vcˇasih se zgodi, da ima vecˇjo verjetnost kandidat, ki ni
obraz, sˇumne slike in premalo podanih znacˇilnosti obraza (narisani obrazi).
Ta pristop k iskanju obraza (in izlocˇanju njegovih znacˇilnosti) je izboljˇsava t.i.
pristopa na osnovi znacˇilk (glej poglavje 1.2.2). Ta pristop je eden najbolj ﬂek-
sibilnih, saj je “enostavno” nadgradljiv glede na razlicˇne velikosti in orientacije
obraza.
2.3.2 Pristop S. Jebara in A. Pentlanda - Cambridge, MIT,
ZDA, 1997
Sistem [7] v realnem cˇasu omogocˇa avtomatsko iskanje, modeliranje in sledenje
znacˇilkam obraza s pomocˇjo 3D informacije. 3D informacija omogocˇa obdelavo
obrnjenih obrazov (proti proﬁlnemu polozˇaju).
Glavne komponente algoritma za iskanje znacˇilk so:
• Klasiﬁkacija kozˇe. - Nad testno mnozˇico obrazov se izvede grupiranje dis-
tribucije slikovnih elementov v barvnem prostoru RGB. Cilj tega je najti
model verjetnostne porazdelitve barve kozˇe. Testna mnozˇica ni vsebovala
temnopoltih obrazov.
Ko dobi sistem na vhod novo sliko, se vsak slikovni element slike na podlagi
zgornjega modela oceni kot slikovni element kozˇe oziroma kot slikovni element
necˇesa drugega. Nato se izvrsˇi sˇe grupiranje slikovnih elemetov kozˇe.
• Transformacija simetrije. - Sedaj se na osnovi konture obraza dolocˇi okno, v
katerem lahko pricˇakujemo ocˇi. S t.i. algoritmom “Transformacije simetrije”
se poiˇscˇejo ocˇi. Ta algoritem zazna pomembne robne konﬁguracije, ki obkro-
zˇajo objekt. Kot kandidat za oko se uporabi najtemnejˇsi slikovni element
simetricˇnega objekta.
Usta se poiˇscˇejo na osnovi izlocˇitve temnega horizontalnega dela, na osnovi
iskanja najvecˇjega vertikalnega gradienta med ocˇmi in usti pa se poiˇscˇe tudi
vertikala lokacije nosu. Problem brkov ni izpostavljen.
• 3D normalizacija. - Ker vsi obrazi niso v frontalnem polozˇaju, se najprej izvrsˇi
izkrivljanje obraza v kanonicˇen frontalen polozˇaj s pomocˇjo 3D modela. 3D
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model je bil zgrajen predhodno iz baze. Sedaj se izvrsˇi poravnavanje znacˇilk
modela in najdenih znacˇilk na vhodni sliki.
Ko je najdeno najboljˇse ujemanje vseh sˇtirih znacˇilk, se tekstura obraza iz
vhodne slike prenese na 3D model. Model se nato obrne v frontalen polozˇaj.
Sedaj se iz modela naredi 2D slika obraza v frontalnem polozˇaju (t.i. popacˇen
obraz). S pomocˇjo operacije ujemanja histogramske informacije leve in desne
strani tako dobljenega obraza z zˇeljenim histogramom, se izvrsˇi sˇe norma-
lizacija osvetlitve.
• Analiza v prostoru obrazov. - Prostor obrazov je vnaprej podana baza obrazov
z rocˇno dolocˇenimi znacˇilkami. S projekcijo popacˇenega obraza v ta prostor,
se aproksimira njegova razdalja od ucˇne mnozˇice obrazov.
Do sedaj algoritem pozna lokacijo ocˇi, ust ter vertikalo na kateri je lokacija
nosu. Do tocˇne horizontalne lokacije nosu pride s pomocˇjo 12. razlicˇnih nor-
malizacij in projekcij v prostor obrazov, narejenih vzdolzˇ horizontalne linije
spodnjega dela nosu. Za lokacijo nosu se sedaj izbere tista lokacija nosu iz
mnozˇice 12. popacˇenih obrazov, ki ima minimalno razdaljo od ucˇne mnozˇice
obrazov.
Ko so lokacije znacˇilk znane, se pricˇne sledenje na osnovi 2D SSD korelacijskih
krp. Pristop sledenju znacˇilk na osnovi korelacije se zacˇne s sledenjem v smislu
najblizˇje sosesˇcˇine, kjer se lokalno iˇscˇejo znacˇilke. Taksˇno sledenje samo po sebi ni
zmozˇno zaznavati nelinearnih sprememb (npr. iz slike izgine del obraza, obracˇanje
obraza proti proﬁlu,...), zato si algoritem za sledenje pomaga s 3D informacijo.
Pomaga si tudi s parametricˇno opisanim prostorom 3D (lasersko skeniranih) glav.
Tako preprecˇuje ocenjevanje oziroma obdelavo napacˇnih 3D oblik. Koncˇna ﬁltrirana
3D struktura obraza in 3D ocena poze obraza sluzˇita kot kontrola 2D sledenja v
naslednji iteraciji sistema, s tem pa je resˇenih nekaj omejitev 2D predstavitve.
2.3.3 Pristop N. Oliverja in A. Pentlanda - Cambridge,
MIT, ZDA, 1997
V [8] je predstavljen sistem, ki v realnem cˇasu sledi, opisuje oblike in klasiﬁcira
izraze cˇlovesˇkih obrazov in ust. Uporablja se informacija o 2D znacˇilnostih regij.
Regije so grupe slikovnih elementov, ki si delijo lastnosti slike na nizkem nivoju.
Prav pristop z regijam omogocˇa delovanje v realnem cˇasu.
Bistveni deli sistema, poimenovanega LAFTER (Lips And Face TrackER), so:
• Inkrementalna metoda Maksimizacije pricˇakovanja. - Metoda zagotavlja adap-
tivno in nenehno izboljˇsevanje opisa regije (modela). S tem postaja opis
odpornejˇsi proti spremembam v osvetlitvi in razlicˇnim barvam polti (med bar-
vami polti ni omenjene temne polti). Zacˇetni model verjetnostne porazdelitve
barve kozˇe se dobi po isti metodi pred samim zacˇetkom delovanja sistema.
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• Nov pristop opisa regij. - Temelji na ideji najkrajˇsega opisa (MDL - Minimum
Description Length).
• Metoda klasiﬁkacije podatkov o obliki oziroma izrazu ust s pomocˇjo HMM
(Hidden Markov Method).
Pristop k problemu iskanja obraza uporablja grobo informacijo o barvi, velikosti
in obliki regije. Za segmentacijo se uporabi algoritem “Rast regij”, ki je optimiziran
tako, da dosega veliko vecˇjo hitrost kot standarden algoritem. Do koncˇne odlocˇitve
o prisotnosti obraza pride s pomocˇjo informacije o velikosti in obliki regije, ki se
primerja z informacijo o kanonicˇni velikosti in obliki obraza. Kot informacija o
obliki sluzˇi sˇtirikotnik okoli regije. S pomocˇjo Kalmanovega ﬁltra sistem vzdrzˇuje
oceno srediˇscˇ in oblik vseh regij, kar izkoriˇscˇa za to, da kamera sledi gibanju tako,
da je obraz vedno v sredini in enake velikosti.
Ko je znana informacija o lokaciji obraza (srediˇscˇe, sˇirina, viˇsina, kot zasuka)
se s pomocˇjo statistike dolocˇi sˇtirikotnik, znotraj katerega mora sistem poiskati
usta. Tudi tukaj se uporablja isti princip segmentacije. Ker pa je ta informacija
na tem mestu nezadostna, se uporabi tudi informacija o regiji, ki obkrozˇa usta. Ob
vsakem iterativnem koraku se zaradi ucˇinkovitosti izracˇuna srediˇscˇe ust. Oblika
ust je karakterizirana s sˇirino in viˇsino ter sˇtirikotnikom okoli njih. Taksˇen vektor
parametrov se uporablja pri klasiﬁkaciji izraza na cˇlovesˇkem obrazu. Neobcˇutljivost
glede na kot zasuka obraza (nagnjenost glave) je dosezˇena z izracˇunom kota nag-
njenosti ter nato zasuka regije. Usta so torej vedno bolj ali manj v horizontalni
legi.
Z uporabo opisanega vektorja parametrov, ki opisuje izraz ust, je bila naucˇena
HMM. Naucˇila se je razlikovati med petimi osnovnimi izrazi: normalen, smejocˇ,
zˇalosten, odprta usta, obsˇiren smeh (smeh in odprta usta.)
Avtorja izpostavljata dejstvo, da je s tem pristopom mozˇno (prvicˇ) v realnem
cˇasu brati z ustnic in razpoznavati izraze v neomejenem okolju pisarne.
Sistem je integriran v vecˇ aplikacij: aplikacijo za video konferencˇni sistem,
aplikacijo graﬁcˇne animacije mimike uporabnika, aplikacijo oddaljenega vodenja
kamere,...
2.3.4 Pristop K. Sobottke in I. Pitasa - Thessaloniki, Grcˇija,
1998
Avtorja [12] predstavita resˇitvi prvih dveh korakov problema prepoznavanja obra-
zov, torej iskanja obrazov in izlocˇanja znacˇilk, predlagata pa tudi resˇitev za sledenje
obrazu in znacˇilkam.
Pristop izkoriˇscˇa dejstvo, da so obrazi zelo dobro opisljivi z barvo kozˇe in ovalno
obliko. Pri izlocˇanju znacˇilk se uporabi informacija o sivinskih nivojih znotraj regij,
ki naj bi predstavljale obraz(e).
Postopek je sledecˇ; na vhodu imamo sivinsko sliko:
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• Najprej se izvrsˇi segmentacija na osnovi barv. Kot osnovni barvni prostor je
vzet HSV (Hue-Saturation-Value), saj je kompatibilen s cˇlovesˇkim zaznavan-
jem barv. Dobimo dvobitno sliko.
• Najboljˇsa aproksimacija ovalne oblike obraza je elipsa. Segmentacijo elips
lahko naredimo na podlagi robov ali regij. Ta postopek uporablja informacijo
o regijah, saj naj bi le-ta zagotavljala vecˇjo ucˇinkovitost pri boju zoper sˇum
in spremembam osvetlitve.
– Postopek najde najprej povezane komponente. Uporabi se algoritem
“Rast regij”.
– Nato preveri ali je vsaka povezana komponenta priblizˇno enaka elipsi.
Najbolje se prilegajocˇo elipso najde na podlagi momentov. Za opis elipse
potrebujemo pet parametrov: srediˇscˇe elipse je tezˇiˇscˇe povezane kompo-
nente, do orientacije elipse pride preko najmanjˇsega vztrajnostnega mo-
menta, podobno pa preko vztrajnostnih momentov dobi tudi vrednosti
obeh polosi.
– Na podlagi znanih parametrov se izvrsˇi redukcija kandidatov za obraze.
Uposˇteva se orientacija in razmerje med polosema.
– Kandidate za obraze, ki so ostali, oceni na podlagi ujemanja povezane
komponente in najbolje prilegajocˇe se elipse. Uporabi se prag, ki sˇtevilo
kandidatov za obraz sˇe zmanjˇsa.
• Kandidate za obraz preveri z iskanjem znacˇilk znotraj povezanih komponent;
nad vhodno sliko. Pri tem se naslanja na ugotovitev, da se znacˇilke obraza
(obrvi, ocˇi, nosnici, usta in brada) locˇijo od ostalega obraza po (izrazito)
temnejˇsi barvi. - Le kako bi se taksˇen pristop obnesel pri obdelavi obrazov
temne polti?!?
– Na podlagi zgornje ugotovitve se temnejˇsi deli sˇe poudarijo s pomocˇjo
dveh operacij morﬁranja: sivinske erozije in izboljˇsanja kontrasta.
– Obraz opiˇse kot ozvezdje minimumov in maksimumov sivinskega reliefa
(uporaba histogramske informacije). Ker so vse znacˇilke obraza orienti-
rane horizontalno, se najprej izvede normalizacija orientacije povezane
komponente, cˇe je ta seveda potrebna.
∗ Izracˇuna se y-projekcija (histogram) sivinskega reliefa - za vsako
vrstico povezane komponente se dolocˇi povprecˇna vrednost sivine v
vrstici. Tako dobljeni rezultat zgladi s ﬁltrom povprecˇja velikosti
3× 3. Pomembni minimumi so dolocˇeni tako, da se preveri gradient
vsakega minimuma z najblizˇjim maksimumom. Minimum naj bi
predstavljal znacˇilko.
∗ Za tako dobljene minimume se izracˇunajo x-projekcije (histogrami)
sivinskega reliefa. Povprecˇijo se vrednosti sivin treh vrstic za vsako
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kolono. Tako dobljeni rezultat se spet zgladi s ﬁltrom povprecˇja
velikosti 3 × 3, dolocˇijo pa se tudi pomembni ekstremi, ki naj bi
predstavljali posamezno znacˇilko.
– Do ocene, kako dobro par znacˇilk (minimumov ali maksimumov) ustreza
zahtevam, pride na osnovi teorije mehke logike. Za vsako zahtevo je
podana t.i. funkcija cˇlanstva, ki z dolocˇeno stopnjo verjetnosti oceni,
kako dobro je posamezni zahtevi ugodeno. Na podlagi praga se opravi
redukcija kandidatov za znacˇilke.
– Izvrsˇi se zdruzˇevanje v grupe glede na koordinate levega in desnega min-
imuma oziroma maksimuma. Pri tem izhajamo iz x-projekcij. Smisel
tega je grupiranje podobnih kandidatov. Do grup pridemo s pomocˇjo
Nenadzorovanega min-max algoritma.
– Izbere se najboljˇse ozvezdje znacˇilk, ki opisuje obraz. Vsaka od mozˇnosti
se oceni na podlagi vertikalne simetrije ozvezdja, razdalj med posamezn-
imi znacˇilkami in prej izracˇunane ocene posameznega kandidata za obraz.
Parametri barvnega prostora HSV so bili nastavljeni tako, da je sistem zaznal le
obraze svetle (bele, rumene) polti, kako dobra je segmentacija obrazov druge polti
pri teh parametrih, pa sˇe ni znano.
Pristop najde tudi obraze v proﬁlu; slikovnega dokaza v delu ni. Vecˇjo tezˇo
posvecˇa iskanju obrazov z vsemi znacˇilkami. To je dosezˇeno tako, da se sˇtevilo
najdenih znacˇilk pomnozˇi z utezˇjo.
Avtorja pravita, da so rezultati (zelo) zadovoljivi. - Do problemov je priˇslo pri
naslednjih primerih:
• cˇe so najdene le znacˇilke ocˇi ali obrvi,
• cˇe so kandidati za znacˇilke raztreseni sˇiroko okoli prave pozicije, se lahko
izbere napacˇno srediˇscˇe grupe,
• oblika pricˇeske lahko vpliva na rezultat in
• v primeru (popolne) porasˇcˇenosti obraza.
Ko je obraz segmentiran in so poiskane tudi znacˇilke, lahko sledimo gibanju.
Sledenje obrisu obraza je resˇeno s pomocˇjo aktivnih (deformirajocˇih se) krivulj (t.i.
kacˇ). Krivulja se spreminja na podlagi barvnih karakteristik. Sledenje znacˇilkam
pa je resˇeno s pomocˇjo ujemanja blokov.
2.4 Prepoznavanje obraza
Potencialni uporabniki nekega sistema so vedno vsaj malo skepticˇni glede podanih
rezultatov posameznih avtorjev, zato si zˇelijo, da bi sisteme testirala neka neodvisna
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skupina, ki naj ima zelo dodelan pristop k ocenjevanju. Iz ocene naj bo razvidna
tako primerjava kot tudi smernice za izboljˇsanje postopkov.
FERET (FAce REcognition Technology) [10] je program, ki oceni razlicˇne pri-
stope k prepoznavanju obrazov. Zaupanje v oceno je dosezˇeno z ogromno, neod-
visno podatkovno bazo in dodelano metodo vrednotenja ucˇinkovitosti posameznega
sistema. Avtorji FERETa testirajo pristope priblizˇno na leto in pol, testirajo pa
pristope avtorjev, ki se samostojno odlocˇijo za sodelovanje. Ob gradnji sistema za
razpoznavanje je to vsekakor zelo zanimiva referenca.
2.4.1 Pristop L. Wiskotta in sod. - Bochum, Nemcˇija, 1997
Zelo zanimiv in uspesˇen pristop temelji na teoriji grafov [14]. Sistem uporablja v
osnovi naslednji postopek:
• iz slike izlocˇi obraz in ga pretvori v neko standardno obliko (mnozˇica bistvenih
oziroma opisnih tocˇk),
• obraz opiˇse z (neusmerjenim) grafom, kjer so vozliˇscˇa prej dolocˇene bistvene
tocˇke,
• vsako vozliˇscˇe hrani nekaksˇen sklad mozˇnih objektov (npr. nosov),
• algoritem ob primerjavi oziroma razpoznavi izbere najboljˇse mozˇnosti iz po-
sameznih skladov in na podlagi ujemanja razpozna osebo.
Sistem, potem ko zgradi graf nad slikovno bazo vseh oseb in sliko osebe, ki jo mora
prepoznati, potrebuje malo racˇunske zmogljivosti, saj prepoznavanje poteka kar na
osnovi primerjave med zgrajenima grafoma oziroma podobnostih med posameznimi
vozliˇscˇi grafa.
Taksˇen sistem je zelo ﬂeksibilen, namenjen pa je prepoznavanju oseb znotraj
znanega, torej vnaprej podanega, razreda. V primerjavi s sistemi, ki uporabljajo
nevronske mrezˇe, ta sistem ne potrebuje nobenega dodatnega ucˇenja, cˇe slikovno
bazo oseb razsˇirimo!
S pomocˇjo iste teorije in pristopa lahko sistem ugotavlja tudi spol osebe in
prisotnost ocˇal in/ali brade [15].
Zanimivi so tudi pristopi, ki temeljijo na 3D informaciji [1].
2.5 Ugotovitev
Glede na vrstni red zgornjih podpoglavij je zanimiva ugotovitev, da se pristop
z nevronskimi mrezˇami uporablja le v sistemih za golo iskanje obrazov, nobeno
delo pa ne raziskuje mozˇnosti nadgradnje, cˇeprav je nadgradnja mogocˇa; v [13] je
omenjeno, da se je taksˇen pristop izkazal za uspesˇnega tudi pri iskanju znacˇilk in
nalogah razpoznavanja vzorcev v drugih domenah.
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Znacˇilk na podlagi predprocesiranega vhodnega okna in izhoda nevronske mrezˇe,
ki pove, ali okno vsebuje obraz ali ne, ni tezˇko najti. Ena od idej je ta, da si po-
magamo s t.i. povprecˇnim obrazom. Med njim in vhodnim oknom se nato naredi
primerjava, katere rezultat so posamezne znacˇilke obraza. Na ta nacˇin so znacˇilke
oznacˇene, vendar niso opisane tako, da bi ta opis lahko sluzˇil kot pomemben pa-
rameter za razpoznavanje obraza. Za resˇitev tega problema je torej nujen drugacˇen,
mogocˇe dodaten, pristop.
Druga zanimiva ugotovitev pa je ta, da noben sistem, razen sistemi, ki temeljijo
na nevronskih mrezˇah1, ne iˇscˇe oziroma ne najde obrazov temne polti. V slikovnem
materialu del so le obrazi svetle polti.
1Pri nevronskih mrezˇah se problemu temne polti lahko izognemo z ustreznim predprocesiranjem
(glej poglavje 2.1.1).
Poglavje 3
Predlagan algoritem za iskanje
obrazov
Algoritem zdruzˇuje ideje pristopa na osnovi znacˇilk in pristopa na osnovi barv
(glej poglavje 1.2.2). Osnovni omejitvi predlaganega algoritma tako izvirata zˇe iz
omejitev omenjenih pristopov:
• vhodna slika mora biti v dovolj veliki locˇljivosti; obraz mora biti dovolj velik
in
• obcˇutljivost na barvo kozˇe.
Osnovna ideja algoritma: na sliki najdi taksˇne regije, ki vsebujejo kandidate za
oko, nato na podlagi geometrijskih znacˇilnosti obraza poskusi zdruzˇiti kandidate v
par ocˇi in koncˇno kandidata za obraz potrdi ali zavrni na podlagi barvne informacije
obraza.
Zasnovan je nad mnozˇico dokaj razlicˇnih slik, t.i. ucˇno mnozˇico (pri tem ni
uporabljeno strojno ucˇenje). Cilj algoritma je bil dosecˇi maksimalno klasiﬁkacijsko
tocˇnost nad slikami, ki ustrezajo naslednjim zahtevam oziroma omejitvam (poleg
zgoraj omenjenima):
• delovanje v realnem cˇasu na danes standardnem osebnem racˇunalniku,
• enostavno ozadje,
• enakomerna osvetlitev slike (ateljejska osvetlitev),
• obrazi svetle polti, ki morajo biti v celoti na sliki (frontalen polozˇaj) in
• obrazi obrnjeni najvecˇ do 30o.
Ucˇinkovitost algoritma je bila testirana nad neodvisno mnozˇico slik, t.i. testno
mnozˇico.
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Algoritem je nastajal korak za korakom, kjer je posamezen korak predstavljal
neko zakljucˇeno celoto. Vsak korak algoritma svoj rezultat zapiˇse v sliko. Osnovni
princip delovanja algoritma je prikazan na sliki 3.1, ki pripada ucˇni mnozˇici.
Pragovi integrirani v algoritem igrajo pomembno vlogo pri ugotavljanju njegove
ucˇinkovitosti. Zastavljeni so dokaj ohlapno (tolerantno), ucˇinkoviti pa postanejo
kot zaporedje. Vsi pragovi so bili dolocˇeni eksperimetalno nad ucˇno mnozˇico.
Predlagan algoritem za iskanje obrazov
Vhod: slika v formatu BMP
Izhod: oznacˇeni obrazi na vhodni sliki
Osnovni koraki algoritma so:
1. Iz barvne slike algoritem izlocˇi popolnoma nepomembne barve (tiste, ki ni-
kakor ne morejo predstavljati obraza). Nepomembne barve zamenja z belo
barvo.
2. Tako obdelano sliko spremeni v sivinsko sliko (format PGM).
3. Sliko ﬁltrira z mediano.
4. S pomocˇjo algoritma “Rast regij” izvrsˇi segmentacijo belih regij.
5. Izlocˇi regije, ki ne morejo vsebovati ocˇesa.
6. Poiˇscˇe robove na sliki s pomembnimi sivinami.
7. Znotraj ohranjenih regij izvrsˇi iskanje krozˇnic (kandidatov za oko) nad naj-
denimi robovi s pomocˇjo Houghove transformacije.
8. Za vsako regijo najde najboljˇso krozˇnico.
9. Na podlagi geometrijskih znacˇilnosti obraza iˇscˇe ustrezne partnerske krozˇnice.
10. Za potrditev kandidata za obraz se uporabi barvna informacija obraza. Na
podlagi te informacije (grobo) oceni tudi verjetnost kandidata.
3.1 Opis posameznih korakov algoritma
3.1.1 Izlocˇanje nepomembnih barv
Popolnoma nepomembne barve so tiste, ki nikakor ne morejo predstavljati obraza.
Nepomembne barve algoritem zamenja z belo barvo.
Zaradi zgornje deﬁnicije nepomembnih barv se ucˇinkovitost algoritma mocˇno
zmanjˇsa, saj se omeji le na iskanje obrazov svetle polti. (Podoben pristop bi se
sicer lahko uporabil tudi pri iskanju obrazov temne polti.)
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Slika 3.1: Osnovni princip delovanja predlaganega algoritma: 1. vhodna slika, 2.
izlocˇene nepomembne barve, 3. slika ﬁltrirana z mediano, 4. segmentirane bele
regije, 5. izlocˇene nepomembne regije, 6. najdeni robovi, 7. najboljˇse krozˇnice
znotraj zanimivih regij, 8. izhodna slika
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Upragovljanje barvne informacije posameznih slikovnih elementov se je izkazal
za vse prej kot stabilen postopek, zaradi enostavnosti pa je vsekakor uporaben pri
obdelavi slik, ki ustrezajo dolocˇenim zahtevam. Za vecˇjo univerzalnost postopka
bi morali uporabiti kompleksnejˇsi oziroma stabilnejˇsi postopek (npr. model verjet-
nostne porazdelitve barve kozˇe [7]).
Barva kozˇe je dolocˇena z naslednjim izrazom (oznake R, G in B so komponente
barvnega prostora RGB):
% Kozˇa ob enakomerni osvetlitvi ⇒
R > 95 IN G > 40 IN B > 20 IN
max{R,G,B} −min{R,G,B} > 15 IN
% komponente RGB ne smejo biti blizu skupaj - izlocˇevanje sivin
|R−G| > 15 IN
% tudi R in G komponenti ne smeta biti blizu skupaj -
% ne gre za svetlo polt
R > G IN R > B % R je najvecˇja komponenta
ALI
% Kozˇa ob uporabi bliskavice ali (rahle) osvetlitve s strani ⇒
R > 220 IN G > 210 IN B > 170 IN
|R−G| ≤ 15 IN % R in G komponenti sta blizu skupaj
R > B IN G > B % B je najmanjsˇa komponenta
3.1.2 Sivinska slika
Sliko, ki vsebuje le pomembne barve, algoritem spremeni v sivinsko sliko (format
PGM). To ne pomeni, da barvne informacije ne bomo vecˇ potrebovali - sprememba
se naredi le zaradi poenostavitve naslednjih korakov algoritma.




(R2 + G2 + B2)/3.
Formulo uporabimo nad posameznimi slikovnimi elementi slike.
3.1.3 Mediana ﬁlter
Mediana ﬁlter je nelinearen ﬁlter. To pomeni, da velja:
mediana(A(x) + B(x)) = mediana(A(x)) + mediana(B(x)).
Filter ohranja detajle (ne gladi robov), popravi t.i. sol in poper sˇum, slabo pa
odpravi Gaussov sˇum.
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Slika se ﬁltrira s ﬁltrom oziroma oknom velikosti 3×3. Znotraj okna je delovanje
sledecˇe:
• slikovni elementi se uredijo po velikosti glede na vrednost sivine,
• sredinski slikovni element okna dobi vrednost sivine, ki je v sredini urejenega
seznama.
Taksˇen postopek se izvrsˇi nad celotno sliko (okno premikamo preko celotne slike),
zanemarijo se le robni slikovni elementi (ostanejo nespremenjeni).
Algoritem s tem dosezˇe zabrisanje nepomembnih belih segmentov, vecˇjo kom-
paktnost zanimivih belih segmentov, izlocˇi pa tudi slikovne elemente oziroma manjˇse
segmente barve kozˇe, ki so obkrozˇeni z belimi slikovnimi elementi.
3.1.4 Algoritem “Rast regij”
Algoritem uporabimo za segmentacijo belih regij. Bele regije predstavljajo regije
izlocˇenih, nepomembnih barv, med njimi tudi regij, ki naj bi vsebovale ocˇi. Posa-
mezne bele regije locˇi med seboj na podlagi t.i. barvanja, saj vsaki regiji dolocˇi
sˇtevilko, ki predstavlja njeno barvo.
Psevdo koda osnovnega algoritma:
barva=1
za vsak slikovni element T = (x, y) slike (razen za robne elemente) delaj
cˇe element T bele barve, potem
cˇe element nad elementom T bele barve in element levo od elementa T druge barve, potem
element T pobarvaj z isto barvo kot je pobarvan zgornji element
cˇe element levo od elementa T bele barve in element nad elementom T druge barve, potem
element T pobarvaj z isto barvo kot je pobarvan levi element
cˇe sta element levo od elementa T in element nad elementom T bele barve, potem
element T pobarvaj z isto barvo kot je pobarvan levi element
zagotovimo ekvivalentnost barv leve in zgornje regije
cˇe sta element levo od elementa T in element nad elementom T ne bele barve, potem
element T pobarvaj z barvo barva
barva = barva + 1
Na izhodu dobimo pobarvane regije, ki hranijo poleg barve (torej sˇtevilke barve)
sˇe naslednje podatke:
• sˇtevilo belih elementov v regiji in
• koordinati, ki opisujeta okvir regije.
Sˇtevilo mozˇnih barv oziroma razlicˇnih regij na sliki je v implementaciji omejeno
navzgor s sˇtevilom 256, v splosˇnem pa bi lahko vzeli poljubno sˇtevilo. Iz rezultatov
je razvidno, da je po izvrsˇitvi algoritma “Rast regij” iz slike vedno segmentiranih
manj regij od 10% omenjenega sˇtevila. Omenjeno sˇtevilo pa mora biti veliko vecˇje
od sˇtevila segmentiranih regij zato, ker algoritem vnaprej ne ve, ali se bosta dve
regiji zlili v eno ali ne. Tako lahko na primer algoritem na sredini opravljenega dela
uporablja dosti vecˇje sˇtevilo barv kot na koncu.
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3.1.5 Izlocˇanje nepomembnih regij
Nepomembne regije so deﬁnirane kot tiste, ki ne morejo vsebovati ocˇesa. Izlocˇijo
se regije, ki ustrezajo vsaj enemu od spodnjih pogojev:
• cˇe je razmerje med sˇtevilom belih elementov znotraj regije in povrsˇino okvirja
regije manjˇse od 45%,
• cˇe okvir regije zavzema vecˇ kot 40% celotne slike,
• cˇe je sˇirina okvirja regije manjˇsa od viˇsine, velja pa sˇe vsaj eden od pogojev:
– cˇe je razmerje med sˇtevilom belih elementov znotraj regije in povrsˇino
okvirja regije manjˇse od 66%,
– cˇe je razmerje med viˇsino in sˇirino okvirja regije vecˇje od 2,
• cˇe je razmerje med sˇirino in viˇsino okvirja regije vecˇje od 2,5 in velja, da je
povrsˇina okvirja regije vecˇja od 4,
• cˇe sta sˇirina in viˇsina okvirja regije vecˇja od 10 in velja, da je vsaj eden izmed
kotnih slikovnih elementov okvirja regije bel (namrecˇ, cˇe je regija dovolj velika
in vsebuje oko, potem v nobenem kotu okvirja regije ni belega slikovnega
elementa) in
• cˇe je razdalja med srediˇscˇema dveh regij manjˇsa kot 10, ne obdrzˇi zgornje
regije oziroma raje kot izlocˇitev zgornje, ne obdrzˇi tiste z manjˇso povrsˇino
okvirja regije, cˇe je razlika v viˇsini manjˇsa ali enaka 3 (s tem izlocˇimo regije
obrvi ter manjˇse regije, ki lahko predstavljajo sˇum ob regiji ocˇesa).
Hevristicˇna pravila so bila sestavljena na podlagi znacˇilnosti ucˇne mnozˇice. Naj-
prej se je avtomatsko, torej s programom, obdelala zˇeljena informacija na sliki,
nato pa se je ta informacija uporabila pri rocˇni izpeljavi pogojev, pri tem pa so
se uposˇtevale tudi znacˇilnosti obraza. Pogoji so dodatno omiljeni tako, da se od
konkretno dobljenih sˇtevil dopusˇcˇa odstopanje do 10%.
3.1.6 Iskanje robov
Ker so iz slike izlocˇene nepomembne barve, je algoritem iskanja robov zelo enostaven
in vendar ucˇinkovit. Bistveni robovi za algoritem so tako ali tako le tisti, ki naj bi
opisovali ocˇi.
Postopek iskanja robov:
• Najprej sivinsko sliko z obdrzˇanimi pomembnimi barvami (sivinami) pre-
makne za en slikovni element v smeri stranske diagonale, nato pa najde rob
na osnovi primerjave istolezˇnih slikovnih elementov v originalni in premakn-
jeni sliki. Kot rob oznacˇi tisti slikovni element, katerega absolutna vrednost
razlike istolezˇnih slikovnih elementov je vecˇja od 90.
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• Enak postopek uporabi tudi nad premaknjeno sliko v smeri glavne diagonale.
• Rezultata obeh zgornjih korakov zdruzˇi v eno sliko (odebeljitev robov).
3.1.7 Houghova transformacija
Houghova transformacija je uporabna pri iskanju vseh krivulj, ki se dajo zapisati kot
parametricˇna funkcija. Zaradi lazˇjega razumevanja si oglejmo, kako se s pomocˇjo
te transformacije iz slike izlocˇijo linearni segmenti.
Slika 3.2: Od leve proti desni: parametra (polmer r in kot θ), ki dolocˇata premico
v normalni obliki, sˇop premic skozi robni element in predstavitev sˇopa premic v
parametricˇnem prostoru
Premico zapiˇsemo v normalni obliki:
r = x cos θ + y sin θ.
Imamo dva parametra (polmer r in kot θ), ki dolocˇata parametricˇni prostor. Tocˇka
(r, θ) v parametricˇnem prostoru dolocˇa premico. Da lahko poiˇscˇemo linearne seg-
mente, moramo poiskati vsem mozˇnim premicam skozi robne elemente (tocˇke, ki
sestavljajo najdene robove na sliki) tocˇke v parametricˇnem prostoru. Pri resˇevanju
uporabimo t.i. akumulacijsko polje. Element akumulacijskega polja ustreza ma-
jhnemu kosu parametricˇnega prostora. Ob inicializaciji ima vsak element akumu-
lacijskega polja vrednost 0. Vsako tocˇko, ki pripada dolocˇeni premici, zabelezˇimo v
parametricˇnem prostoru tako, da povecˇamo vrednost ustreznega elementa akumu-
lacijskega polja. Razdelitev parametricˇnega prostora v elemente akumulacijskega
polja imenujemo kvantizacija. - Slika 3.2.
Element akumulacijskega polja, ki na koncu vsebuje veliko vrednost, ustreza
premici na sliki, na kateri lezˇi linearni segment. Glede na uporabljeno kvantizacijo,
so tudi dobljeni parametri premice ustrezni priblizˇki resnicˇnih parametrov. Ker je
v primeru iskanja linearnih segmentov akumulacijsko polje dvorazsezˇno, ga lahko
prikazˇemo kot sivinsko sliko, s katere so lepo razvidni vrhovi akumulacijskega polja -
zanimive premice. - Slika 3.3.
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Slika 3.3: Od leve proti desni: vhodna slika, najdeni robovi, akumulacijsko polje in
izbrane premice na vhodni sliki
Psevdo koda iskanja linearnih segmentov:
za vsak robni element T = (x, y) slike delaj
za θ = 0 do 360 delaj
r = x cos θ + y sin θ
zaokrozˇi r
povecˇaj vrednost elementa (r, θ) v akumulacijskem polju
Bistveni problemi Houghove transformacije so:
• kvantizacija - Vecˇje je akumulacijsko polje, boljˇsi je priblizˇek krivulje, vecˇja
pa je cˇasovna kompleksnost postopka, in obratno, manjˇse je akumulacijsko
polje, slabsˇi je priblizˇek krivulje in manjˇsa je cˇasovna kompleksnost.
• prag - Kje postaviti mejo, ki dolocˇa, katere krivulje vsebujejo dovolj elemen-
tov?
• vecˇparametricˇne krivulje - Akumulacijsko polje ima vecˇ dimenzij, kar obcˇutno
povecˇa cˇasovno kompleksnost postopka.
V algoritmu je uporabljena Houghova transformacija za iskanje krozˇnic. Cˇeprav
je akumulacijsko polje trorazsezˇno, je hitro izvajanje zagotovljeno tako, da se izvrsˇi
transformacija le nad zanimivimi regijami slike.
Psevdo koda iskanja krozˇnih segmentov v algoritmu:
za vsak robni element T = (x, y) regije delaj
za x0 = 1 do sˇirine regije delaj
za y0 = 1 do visˇine regije delaj
r =
√
(x− x0)2 + (y − y0)2
zaokrozˇi r





povecˇaj vrednost elementa (r, x0, y0) v akumulacijskem polju
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Predzadnja vrstica pove, da iˇscˇemo le krozˇnice, katerih polmer je najvecˇ polovica
sˇirine oziroma viˇsine regije. S tem je zagotovljeno, da je krozˇnica v vecˇini vsebo-
vana v regiji, hkrati pa omejimo velikost akumulacijskega polja. Zaradi majhnega
prostora problem kvantizacije ne pride do izraza. Posamezna koordinata v akumu-
lacijskem polju tako ustreza velikosti enega slikovnega elementa.
3.1.8 Iskanje najboljˇse krozˇnice v regiji
Tudi problemu praga pri Houghovi transformaciji se poskusˇamo izogniti tako, da
omejimo polmer krozˇnice navzgor.
Po opravljeni transformaciji, algoritem poiˇscˇe krozˇnico z najvecˇ elementi, nato
pa poiˇscˇe povprecˇno srediˇscˇe krozˇnic, ki imajo taksˇno sˇtevilo elementov in seveda
enak polmer. Tako dobljena krozˇnica se vzame kot najboljˇsi kandidat za segment
ocˇesa v regiji.
3.1.9 Iskanje partnerskih krozˇnic
Krozˇnici ne moreta biti partnerki (kandidat za par ocˇi), cˇe velja vsaj eden izmed
pogojev:
• cˇe je obraz obrnjen za vecˇ kot 30o,
• cˇe sta polmera najboljˇse krozˇnice enaka 1, potem razdalja med srediˇscˇema
krozˇnic ne sme biti iz intervala [13,27],
• cˇe ima maksimalen polmer vrednost 2 ali 3, potem razdalja med srediˇscˇema
krozˇnic ne sme biti iz intervala [13,50], prav tako pa ne moreta biti partnerki
krozˇnici s polmeroma 1 in 3,
• cˇe sta polmera vecˇja od 3, potem razdalja med srediˇscˇema krozˇnic ne sme biti
manjˇsa od 16 ali pa med krozˇnicama ne sme biti prostora za manjˇsi polmer
in
• cˇe je razmerje med povrsˇinama okvirjev regij manjˇse od 10%.
Hevristicˇna pravila so bila sestavljena na podlagi znacˇilnosti ucˇne mnozˇice. Naj-
prej se je avtomatsko, torej s programom, obdelala zˇeljena informacija na sliki,
nato pa se je ta informacija uporabila pri rocˇni izpeljavi pogojev, pri tem pa so
se uposˇtevale tudi znacˇilnosti obraza. Pogoji so dodatno omiljeni tako, da se od
konkretno dobljenih sˇtevil dopusˇcˇa odstopanje do 10%.
3.1.10 Potrditev kandidata za obraz
Za potrditev kandidata za obraz se ponovno uporabi barvna informacija. Najprej
se izracˇuna tocˇka na sredini med srediˇscˇema krozˇnic, nato pa se pravokotno (navz-
dol) na daljico, ki predstavlja razdaljo med srediˇscˇema izracˇuna tocˇka, ki je od
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sredine oddaljena za polovico omenjene razdalje. Tocˇka naj bi bil priblizˇek sredine
nosu. Sedaj pogleda, cˇe je krozˇnica s srediˇscˇem v tej tocˇki in polmerom velikosti
razdalje med izracˇunanima tocˇkama v celoti na sliki. Krozˇnica naj bi opisovala del
obraza okoli nosu. Cˇe krozˇnica ni v celoti na sliki, potem kandidata za obraz za-
vrne, sicer pa pogleda v notranjost krozˇnice. Znotraj krozˇnice se izracˇuna odstotek
slikovnih elementov, ki so barve kozˇe ter najsvetlejˇsa in najtemnejˇsa vrednost (siv-
ina) slikovnih elementov barve kozˇe. Cˇe je odstotek slikovnih elementov barve kozˇe
manjˇsi od 85% ali pa, cˇe je razlika med najsvetlejˇsim in najtemnejˇsim slikovnim
elementom manjˇsa od 601, potem kandidata za obraz zavrne, sicer pa ga oznacˇi na
osnovi tako dobljenih vrednosti (oceni verjetnost kandidata):
• najmanjˇso verjetnost pripiˇse kandidatu, ki ima znotraj krozˇnice vsaj 85%
slikovnih elementov barve kozˇe in razliko med najsvetlejˇsim in najtemnejˇsim
slikovnim elementom vsaj 60 - taksˇnega kandidata oznacˇi na izhodni sliki s
sivino 200,
• srednjo verjetnost pripiˇse kandidatu, ki ima znotraj krozˇnice vsaj 90% slikov-
nih elementov barve kozˇe in razliko med najsvetlejˇsim in najtemnejˇsim slikovnim
elementom vsaj 80 - taksˇnega kandidata oznacˇi na izhodni sliki s sivino 100
in
• najvecˇjo verjetnost pripiˇse kandidatu, ki izpolnjuje vsaj enega izmed nasled-
njih pogojev (taksˇnega kandidata oznacˇi na izhodni sliki s cˇrno barvo):
– znotraj krozˇnice ima vsaj 90% slikovnih elementov barve kozˇe in razliko
med najsvetlejˇsim in najtemnejˇsim slikovnim elementom vsaj 120,
– znotraj krozˇnice ima vsaj 95% slikovnih elementov barve kozˇe in razliko
med najsvetlejˇsim in najtemnejˇsim slikovnim elementom vsaj 100,
– znotraj krozˇnice ima 100% slikovnih elementov barve kozˇe.
Nos kot srediˇscˇe kroga je izbran zato, ker je ta del obraza pri vecˇini ljudi
podoben, hkrati pa predstavlja najbolj neodvisen del obraza od raznih poseb-
nih znacˇilnosti posameznika (npr. nosˇenje ocˇal, prisotnost brade, pricˇeska preko
cˇela,...).
3.2 Odraz pragov
Kako pragovi, opisani v poglavju 3.1, vplivajo na ucˇinkovitost algoritma, si oglejmo
na slikah 3.4, 3.5, 3.6 in 3.7. Vse vhodne slike pripadajo ucˇni mnozˇici.
1Razlika med najsvetlejˇsim in najtemnejˇsim slikovnim elementom predstavlja eno od
znacˇilnosti obraza. Namrecˇ nos zaradi svojih geometrijskih znacˇilnosti povzrocˇi razliko v svet-
losti barve kozˇe v svoji okolici. Na ta nacˇin na primer izlocˇimo iz nadalnje obdelave del stene,
ki ima barvo kozˇe, ne izpolnjuje pa pogoja o zahtevani minimalni razliki med najsvetlejˇsim in
najtemnejˇsim slikovnim elementom.
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Iz slike 3.4 je lepo razvidna zavrnitev kandidata za obraz, ki vsebuje levo oko
leve osebe in desno oko desne osebe, saj je odstotek slikovnih elementov barve kozˇe
znotraj krozˇnice, ki naj bi vsebovala nos, manjˇsi od 85%.
Bistveni znacˇilnosti slike 3.5 sta kompleksno ozadje, ki se delno ujema z barvo
kozˇe in slaba osvetlitev osebe. To botruje velikemu sˇtevilu belih regij, ki pa jih
algoritem ucˇinkovito omeji.
Zaradi ustrezne osvetlitve algoritem najde na sliki 3.6 vse tri obraze, zaradi
vecˇje oddaljenosti obrazov v ozadju, pa slednjima pripiˇse manjˇso verjetnost, saj
sta osvetljena veliko slabsˇe kot obraz v ospredju. Razlika med najsvetlejˇsim in
najtemnejˇsim slikovnim elementom znotraj krozˇnice, ki naj bi vsebovala nos, ne
ustreza pragu za viˇsjo verjetnost. Seveda je rezultat tudi posledica dejstva, da je
obraz v ospredju v vecˇji locˇljivosti kot obraza v ozadju.
Slika 3.7 predstavlja tipicˇen element mnozˇice, ki ustreza vsem zahtevam nave-
denim na zacˇetku poglavja 3. Iz slike je lepo razvidna izlocˇitev regij obrvi.
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Slika 3.4: Zavrnitev kandidata za obraz, ki vsebuje levo oko leve osebe in desno oko
desne osebe
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Slika 3.5: Ucˇinkovita omejitev sˇtevila belih regij
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Slika 3.6: Zaradi vecˇje oddaljenosti obrazov v ozadju, algoritem slednjima pripiˇse
manjˇso verjetnost, saj sta osvetljena veliko slabsˇe kot obraz v ospredju, pravtako
pa sta obraza v ozadju v manjˇsi locˇljivosti
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Slika 3.7: Lepo razvidna izlocˇitev regij obrvi
Poglavje 4
Rezultati
Iz priloge A so razvidni sˇe rezultati nad preostalo ucˇno mnozˇico. Algoritem nad
ucˇno mnozˇico dosega 100 odstotno klasiﬁkacijsko tocˇnost, saj je sluzˇila kot osnova
pri snovanju algoritma. Tako za testiranje ucˇinkovitosti algoritma ta mnozˇica ni
verodostojna.
Da dobimo verodostojne rezultate o ucˇinkovitosti algoritma, je bil algoritem
testiran nad neodvisno testno mnozˇico. To mnozˇico sestavljajo slike iz dveh javnih
baz obrazov, nekaj realisticˇnih animacij obrazov ter nekaj slik znanih osebnosti:
• javna baza obrazov PICS (Psychological Image Collection at Stirling) - 31
slik s po enim obrazom na sliko, z enostavnim ozadjem, osvetlitev se (rahlo)
spreminja, do izraza pride tudi uporaba bliskavice,
• javna baza obrazov M2VTS (Multi Modal Veriﬁcation for Teleservices and
Security applications database) - sˇest slik s po enim obrazom na sliko, z
enostavnim ozadjem, pri enakomerni osvetlitvi; na dveh slikah je obraz rahlo
obrnjen proti proﬁlnemu polozˇaju,
• realisticˇne animacije obrazov - trije obrazi na dveh slikah, z enostavnim ozad-
jem,
• slike znanih osebnosti - sedem slik s po enim obrazom na sliko, na dveh slikah
je obraz obrnjen proti proﬁlnemu polozˇaju, ena slika pa ima kompleksnejˇse
ozadje.
Skupna znacˇilnost vseh slik je, da so bolj ali manj primerne za identiﬁkacijske
dokumente. Slike znanih osebnosti so vkljucˇene v test zato, ker so te slike posneli
profesionalni fotograﬁ; tudi pretvorba v digitalno obliko je bila narejena z njihove
strani.
Vse slike v testni mnozˇici ne ustrezajo zahtevam navedenim na zacˇetku poglavja
3, vendar prav te dobro ilustrirajo pomankljivosti predlaganega algoritma. Slike,
ki tako zˇe vnaprej niso imele dobrega izhodiˇscˇa so:
• slike, na katerih je obraz obrnjen proti proﬁlnemu polozˇaju in
34
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• slike s kompleksnejˇsim ozadjem.
Taksˇnih slik je skupaj v testni mnozˇici pet, od tega je na dveh algoritem uspesˇno
nasˇel obraz. Dejstvo, da sta na obeh slikah obraza obrnjena proti proﬁlnemu
polozˇaju, pove, da algoritem tolerira tudi manjˇse odklone od frontalnega polozˇaja.
Dobrega izhodiˇscˇa nimajo tudi tiste slike, ki imajo v ozadju barve, ki ustrezajo
lastnostim bliskavice. Zaradi padanja sence ob uporabi bliskavice je tako do proble-
mov prihajalo tudi pri slikah iz baze PICS, vendar je algoritem ta problem v vecˇini
primerov dobro resˇil.
Tabele 4.1, 4.2, 4.3 in 4.4 podajajo rezultate testiranja algoritma nad posamezno
podmnozˇico testne mnozˇice, tabela 4.5 pa nad celotno testno mnozˇico.
Vsi rezultati so razvidni iz slik 4.1, 4.2, 4.3, 4.4, 4.5, 4.6 in 4.7. Pri negativnih
rezultatih je podana tudi razlaga, kaj je povzrocˇilo napako.
baza obrazov PICS - 31 slik - 31 obrazov
sˇtevilo najdenih obrazov sˇtevilo zadetkov
37 31
Tabela 4.1: Rezultati testiranja algoritma nad bazo obrazov PICS
baza obrazov M2VTS - 6 slik - 6 obrazov
sˇtevilo najdenih obrazov sˇtevilo zadetkov
7 6
Tabela 4.2: Rezultati testiranja algoritma nad bazo obrazov M2VTS
realisticˇne animacije obrazov - 2 sliki - 3 obrazi
sˇtevilo najdenih obrazov sˇtevilo zadetkov
3 3
Tabela 4.3: Rezultati testiranja algoritma nad realisticˇnimi animacijami obrazov
Iz rezultatov lahko sklepamo, da ob uposˇtevanju vseh omejitev algoritma, le-ta
lahko dosezˇe skoraj 100 odstotno klasiﬁkacijkso tocˇnost, vendar to pomeni, da se
omejimo na dolocˇeno domeno slik, ki ustrezajo tocˇno dolocˇenim zahtevam in se
oddaljimo od zˇeljene univerzalnosti! To pa ni nujno slabo, saj je algoritem dovolj
ucˇinkovit, da bi lahko bil integriran v aplikacijo, katero omejitve algoritma ne bi
ovirale, sama pa bi zahtevala hitro delovanje.
Algoritem bi naprimer lahko sluzˇil kot uvodni del sistema za razpoznavanje
obrazov, saj je iz rezultatov razvidno, da nad testno mnozˇico v vecˇini primerov
pravilno oznacˇi obraz (tocˇen podatek: 43 zadetkov/44 obrazov=97.7%), pogresˇke
pa bi sistem tako izlocˇil na osnovi ujemanja z bazo obrazov, ki jih zˇe pozna.
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Slika 4.1: Pozitivni rezultati iz baze obrazov PICS
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Slika 4.2: Negativni rezultati iz baze obrazov PICS - na prvi in zadnji sliki pride
do napake zaradi barve ozadja, ki ustreza lastnostim bliskavice, na preostalih treh
pa zaradi barve las (za konkreten primer glej naslednjo sliko)
Slika 4.3: Obrazlozˇitev negativnega rezultata iz baze obrazov PICS: iz zaporedja slik
je lepo razvidno, da algoritem obdrzˇi regije, katerih najtemnejˇsa tocˇka je presvetla,
da bi regija lahko vsebovala oko, razlog za napako pa je neizlocˇeno ozadje, ki ustreza
barvi kozˇe (skrajno desna regija)
Slika 4.4: Pozitivni rezultati iz baze obrazov M2VTS; iz zadnjih dveh slik je
razvidno, da algoritem tolerira tudi manjˇse odklone od frontalnega polozˇaja
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Slika 4.5: Pozitivni rezultati nad realisticˇnimi animacijami obrazov
Slika 4.6: Pozitivni rezultati nad slikami znanih osebnosti
Slika 4.7: Negativni rezultati iz baze obrazov M2VTS (sredinska slika) in nad
slikami znanih osebnosti - na prvi sliki pride do napake zaradi zlitja regije ocˇesa
z regijo ozadja (obraz najde na osnovi kombinacije oko-obrv), na drugi sliki pride
do napake zaradi kompleksnejˇsega ozadja, na tretji sliki zaradi zaliscev, na cˇetrti
in peti pa zaradi prevelikega odklona od frontalnega polozˇaja (na peti tudi zaradi
napacˇne izlocˇitve regije ocˇesa); tukaj moramo vzeti v zakup dejstvo, da 2., 4. in 5.
slika ne ustrezajo zahtevam predlaganega pristopa navedenim na zacˇetki poglavja 3
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znane osebnosti - 4 ustrezne slike - 4 obrazi
sˇtevilo najdenih obrazov sˇtevilo zadetkov
4 3
Tabela 4.4: Rezultati testiranja algoritma nad slikami znanih osebnosti; tri slike (2.,
4. in 5. slika na sliki 4.7) niso ustrezale zahtevam navedenim na zacˇetku poglavja
3 in zato niso vkljucˇene v zgornjih rezultatih
celotna testna mnozˇica - 43 slik - 44 obrazov
sˇtevilo najdenih obrazov sˇtevilo zadetkov
51 43
Tabela 4.5: Rezultati testiranja algoritma nad celotno testno mnozˇico
4.1 Sˇibke tocˇke algoritma
Rezultati testiranja algoritma so primarno ocenili ucˇinkovitost algoritma, sekun-
darno pa izpostavili njegove sˇibke tocˇke:
Sliki 4.2 in 4.3 izpostavljata predvsem dejstvo, da pride do napak pri klasi-
ﬁkaciji zaradi neizlocˇenega ozadja in barve las. Obdrzˇijo se tudi regije, katerih
najtemnejˇsa tocˇka je presvetla, da bi regija lahko vsebovala oko. Taksˇne regije
lahko na podlagi te informacije zagotovo izlocˇimo. Lasje predstavljajo prob-
lem le v toliko, cˇe so neenakomerno osvetljeni (oziroma cˇe so v skrajnosti
pobarvani z vecˇ razlicˇnimi barvami), sicer jih algoritem tako ali tako vecˇji del
ohrani oziroma odstrani. Najbolj problematicˇna barva las je svetlo rjava, saj
ta barva ustreza spodnji meji barve kozˇe v barvnem prostoru RGB.
Ostali negativni primeri (slika 4.7) vecˇinoma ne ustrezajo omejitvam algoritma
(2., 4. in 5. slika na sliki 4.7 ne ustrezajo zahtevam navedenim na zacˇetku poglavja
3). Najbolj perecˇ problem predstavlja negativen primer, ki nastopi zaradi zaliscev
(3. slika na sliki 4.7). Resˇitev tega problema bi lahko iskali v bolj izpopolnjenem
modelu barvne informacije znotraj krozˇnice, ki naj bi vsebovala nos. Prva slika
na sliki 4.7 potrjuje zˇe izpostavljeno dejstvo (poglavje 3.1.1), da je upragovljanje
barvne informacije posameznih slikovnih elementov vse prej kot stabilen postopek.
Skupno resˇitev vseh treh problemov, torej problema neizlocˇenega ozadja, barve
las in zaliscev, bi lahko iskali tudi v dodatni hevristiki, ki bi izkoriˇscˇala ugotovitev,
da napacˇno klasiﬁcirani obrazi najvecˇkrat vsebujejo pravilno oznacˇen obraz ali pa
vsaj eno znacˇilko, torej oko. Po drugi strani velja tudi, cˇe primerjamo oznacˇitve, ki
se prekrivajo, da je pravilno oznacˇen obraz po povrsˇini vedno najmanjˇsi. S pomocˇjo
taksˇne hevristike bi se sˇtevilo najdenih obrazov v tabeli 4.5 zmanjˇsalo za 6, kar bi
pomenilo, da bi bila napacˇno klasiﬁcirana le dva primera in sicer predzadnja slika
na sliki 4.2 in prva slika na sliki 4.7.
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Izpostavljene sˇibke tocˇke in mozˇne resˇitve problemov oziroma razsˇiritve algo-
ritma predstavljajo smernice za nadaljne delo.
Poglavje 5
Zakljucˇek in nadaljne delo
Avtomatsko iskanje obrazov je, kot tudi vecˇina drugih avtomatskih iskanj razlicˇnih
objektov, zahtevna naloga, predvsem zaradi pomembnih variacij vzorcev, ki jih
tezˇko parametriziramo analiticˇno.
Zaradi vse bolj razsˇirjenih in obsezˇnih slikovnih podatkovnih baz in “zˇivih”
video informacij je njihovo inteligentno oziroma avtomaticˇno preiskovanje izredno
pomembno. Ljudje, to je cˇlovesˇki obrazi, so eden od najpogostejˇsih in zelo speciﬁcˇ-
nih objektov, ki jih zˇelimo poiskati na slikah. O pomembnosti problematike pricˇajo
sˇtevilne raziskave, ki jih na tem podrocˇju izvajajo raziskovalne skupine po svetu.
Vecˇina razvitih algoritmov ima vsaj enega od dveh najpogostejˇsih problemov:
• prevelika racˇunska (cˇasovna, prostorska) kompleksnost in/ali
• premajhna ucˇinkovitost.
Pri dolocˇenih problemih racˇunalniˇskega vida je prakticˇno nesmiselno delati s
kompleksnejˇsimi modeli, cˇe nam zˇe enostavni ponujajo dovolj veliko kolicˇino infor-
macij. Ta stavek je predstavljal vodilo pri snovanju predlaganega algoritma.
Algoritem je zasnovan nad mnozˇico dokaj razlicˇnih slik, t.i. ucˇno mnozˇico (pri
tem ni uporabljeno strojno ucˇenje). Cilj algoritma je bil dosecˇi maksimalno klasi-
ﬁkacijsko tocˇnost nad slikami, ki ustrezajo naslednjim zahtevam oziroma omejitvam:
• vhodna slika mora biti v dovolj veliki locˇljivosti; obraz mora biti dovolj velik1,
• obcˇutljivost na barvo kozˇe (omejimo se na svetlo polt),
• delovanje v realnem cˇasu na dandanes standardnem osebnem racˇunalniku,
• enostavno ozadje,
• enakomerna osvetlitev slike (ateljejska osvetlitev),
1Slike v ucˇni mnozˇici so velike 100×75 slikovnih elementov, slike v testni mnozˇici pa 100×100
slikovnih elementov. Razmerje med stranicama formata 100×75 ustreza razmerju med stranicama
standardne fotograﬁje.
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• obrazi svetle polti, ki morajo biti v celoti na sliki (frontalen polozˇaj) in
• obrazi obrnjeni najvecˇ do 30o.
Algoritem zdruzˇuje ideje pristopa na osnovi znacˇilk in pristopa na osnovi barv
(glej poglavje 1.2.2). Prvi dve omejitvi predlaganega algoritma tako izvirata zˇe iz
omejitev omenjenih pristopov.
Ucˇinkovitost algoritma je bila testirana nad neodvisno mnozˇico slik, t.i. testno
mnozˇico. Iz rezultatov lahko sklepamo, da ob uposˇtevanju vseh omejitev algoritma,
le-ta lahko dosezˇe skoraj 100 odstotno klasiﬁkacijsko tocˇnost, vendar to pomeni, da
se omejimo na dolocˇeno domeno slik, ki ustrezajo tocˇno dolocˇenim zahtevam in
se oddaljimo od zˇeljene univerzalnosti! To trditev lahko podkrepimo z dejstvom,
da nad testno mnozˇico algoritem v vecˇini primerov pravilno oznacˇi obraz (tocˇen
podatek: 43 zadetkov/44 obrazov=97.7%).
Univerzalnosti pa algoritem zaradi omejitev in temu primerne zasnove ne more
dosecˇi. Tako ni primeren kot izhodiˇscˇe za nacˇrtovanje ﬂeksibilnejˇsega algoritma,
dovolj ucˇinkovit pa je, da bi lahko bil integriran v aplikacijo, katero omejitve algo-
ritma ne bi ovirale, sama pa bi zahtevala hitro delovanje.
Smernice za nadaljne delo lahko torej iˇscˇemo na vecˇ koncih:
• nadgraditev algoritma tako, da bi dosegal 100 odstotno klasiﬁkacijsko tocˇnost
nad dolocˇeno domeno slik, ki ustrezajo tocˇno dolocˇenim zahtevam,
• zasnova ﬂeksibilnejˇsega algoritma,




Slika A.1: Preostala ucˇna mnozˇica
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Rezultati nad preostalo ucˇno mnozˇico so prikazane na sliki A.1; v ucˇno mnozˇico
spadajo tudi slike 3.1, 3.4, 3.5, 3.6 in 3.7. Seveda algoritem nad ucˇno mnozˇico
dosega 100 odstotno klasiﬁkacijsko tocˇnost, saj je sluzˇila kot osnova pri snovanju
algoritma. Tako za testiranje ucˇinkovitosti algoritma ta mnozˇica ni verodostojna.
Celotna ucˇna mnozˇica vsebuje 24 slik.
Dodatek B
Demo razlicˇica sistema
A. Rowleya in sod.
Pristop A. Rowleya in sod. [11] je opisan v poglavju 2.1.21. Izpostavimo le nekaj
bistvenih lastnosti pristopa:
• temelji na strojnem ucˇenju (nevronske mrezˇe),
• omogocˇa iskanje obrazov v frontalnem polozˇaju in
• na vhodu dobi sivinsko sliko.
Zˇe iz nasˇtetih lastnosti je razvidna ogromna razlika med tem pristopom in v pricˇujocˇem
delu predlaganim pristopom za avtomatsko iskanje cˇlovesˇkih obrazov na slikah (glej
poglavje 3).
Na sliki B.1 je zdruzˇenih vecˇ slik iz testne mnozˇice (glej slike 4.1, 4.4, 4.5 in
4.6). Predlagan algoritem je na vseh slikah pravilno oznacˇil obraz. Enak zakljucˇek
lahko podamo tudi za sistem A. Rowleya in sod..
Slika B.2 je ekvivalentna sliki 4.7. Iz nje lahko sklepamo, da je sistem A. Row-
leya in sod. ﬂeksibilnejˇsi od v tem delu predlaganega pristopa, saj dovoli vecˇje
odmike obraza od frontalnega polozˇaja in tolerira vecˇjo stopnjo sˇuma na sliki. Tukaj
moramo vzeti v zakup dejstvo, da 2., 4. in 5. slika na sliki 4.7 ne ustrezajo zahte-
vam predlaganega pristopa navedenim na zacˇetku poglavja 3, pravtako pa velja, da
na 2. in 3. sliki na sliki 4.7 ne bi priˇslo do napacˇne klasiﬁkacije, cˇe bi v predlagan
postopek dodali hevristiko opisano v poglavju 4.1.
Torej A. Rowley in sod. so razvili ucˇinkovit sistem, katerega sˇibki tocˇki sta
kvecˇjemu cˇasovna kompleksnost in zahteva po racˇunski mocˇi.
1Demonstracijska razlicˇica sistema A. Rowleya in sod. je na voljo na spletnem naslovu
http://www.ius.cs.cmu.edu/demos/facedemo.html.
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Slika B.1: Primeri slik, na katerih sta oba pristopa (pristop A. Rowleya in sod. ter
v tem delu predlagan pristop) pravilno oznacˇila obraze
Slika B.2: Primeri slik, ki dokazujejo vecˇjo ﬂeksibilnost sistema A. Rowleya in sod.
(glej sliko 4.7)
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