Urban change involves transformations in the physical appearance and the social composition of neighborhoods. Yet, the relationship between the physical and social components of urban change is not well understood due to the lack of comprehensive measures of neighborhood appearance. Here, we introduce a computer vision method to quantify change in physical appearance of streetscapes and generate a dataset of physical change for five large American cities. We combine this dataset with socioeconomic indicators to explore whether demographic and economic changes precede, follow, or co-occur with changes in physical appearance. We find that the strongest predictors of improvement in a neighborhood's physical appearance are population density and share of college-educated adults. Other socioeconomic characteristics, like median income, share of vacant homes, and monthly rent, do not predict improvement in physical appearance. We also find that neighborhood appearances converge to the initial appearances of bordering areas, supporting the Burgess "invasion" theory. In addition, physical appearance is more likely to improve in neighborhoods proximal to the central business district. Finally, we find modest support for "tipping" and "filtering" theories of urban change.
Introduction
How does a city's physical appearance impact its social and economic outcomes? How does a city's social and economic structure shape its physical appearance? The co-evolution between the physical appearance and social composition of cities has interested scholars for centuries. In fact, most architectural and urban planning movements subscribe, at least implicitly, to a theory of the co-evolution between a city's physical appearance and its social composition. As Wilson (1994) wrote, when the City Beautiful movement emerged a century ago, its scholars "trumpeted the ameliorative power of beauty, [. . . ] stating their belief in its capacity to shape human thought and behavior." Nevertheless, the relationship between the physical and socioeconomic components of urban change is not well understood due to the lack of comprehensive measures of physical appearance.
We overcome these limitations by using computer vision methods that quantify the physical appearance of streetscapes using images. Specifically, we use "Streetscore", a measure of perceived safety of streetscapes obtained from computer vision methods (Naik et al., 2014 ) trained on hundreds of thousands of ratings of Google Street View images (Salesses et al., 2013) . Streetscore provides a decisive advantage over manually curated or crowdsourced datasets. As a computer algorithm, it has the throughput required to evaluate millions of street blocks to identify physical changes in the urban environment at an unprecedented scale.
In this study, we combine Streetscores with demographic and economic data largely taken from the U.S. Census and American Community Survey. Since neighborhood changes may largely reflect migration, we cannot directly test architectural ideas about how neighborhood appearance impacts the life of specific individuals. Rather, we examine how neighborhood appearance relates to aggregate social outcomes at the neighborhood level. We explore whether social and economic changes precede, follow, or co-occur with changes in the physical appearance of neighborhoods.
Additionally, we test three explicit theories of urban change: invasion, tipping, and filtering.
First, we examine whether ex ante social characteristics (typically measured in the 2000 U.S. Census) predict changes in the physical appearance of neighborhoods (as measured by changes in Streetscore). We find that the social factors that best predict higher perceived safety in 2007-density and education-are also the best predictors of increases in perceived safety between 2007 and 2014. These relationships hold regardless of whether we control for the 2007 Streetscore or other variables. High housing prices and rents also predict upgrading in Streetscore, perhaps because it is more sensible to invest in the physical environment where land is intrinsically more valuable. Surprisingly, we find that other variables, such as income, race, and poverty, have little 1 or no predictive power in our context. Second, we examine whether ex ante physical characteristics predict changes in neighborhoods' social characteristics. We find limited evidence for this hypothesis. Unfortunately, our measures of social change are limited to the small and overlapping samples from the American Community Survey instead of the U.S. Census. Streetscores in 2007 predicts increases in density, income, and housing prices, as well as decreases in poverty rates and in the share of the African American and Hispanic population. Oddly, higher Streetscores are associated with less growth in college education, perhaps because of impecunious college graduates headed into scruffier neighborhoods.
Third, we study the correlation between changes in Streetscores and changes in social characteristics. We find these interactions tend to be statistically significant, but relatively modest in magnitude.
Finally, we test the invasion, tipping, and filtering hypotheses of urban change. The invasion hypothesis (Burgess, 1925) is the idea that improvements in a neighborhood will spillover to adjacent areas. Like Kolko (2010) , we find that improvements are much larger in areas that are initially surrounded by perceptually safer or better-educated neighborhoods. Yet our findings also support the presence of spatial spillovers, as we observe that physical changes in the urban environment tend to cluster spatially, an empirical fact that is also supportive of the invasion hypothesis.
The tipping hypothesis developed by Schelling (1969) and Grodzins (1957) suggests that neighborhoods in bad physical condition will get progressively worse, while nicer areas will get better.
Our results show weak evidence for this hypothesis, as we find a positive association between a neighborhood's initial Streetscore and the subsequent Streetscore growth. Yet, we do not find that initially threatening neighborhoods get worse-only that they improve less.
The filtering hypothesis (Margolis, 1982) , on the other hand, suggests cycles in which neighborhoods gradually decay until they get upgraded. We also find weak support for this idea, finding that neighborhoods with newer housing stock score higher than neighborhoods built in the 1950s.
However, we cannot rule out the possibility that this finding is also reflective of differences in the perception of various architectural styles, since neighborhoods built before 1939 (prior to the widespread adoption of modernist architecture in the U.S.) also score highly.
In summary, we find that population density and share of college-educated adults are the strongest predictors of subsequent improvement in a neighborhood's physical appearance. We also find strong evidence in support of the invasion theory, but only weak evidence in support of tipping and filtering.
The Physical City and the Social City
Much has been written on the relationship between the physical environment and societal behavior. Winston Churchill's famous quotation "we shape our buildings, thereafter they shape us," is a particularly pithy statement of the ancient architectural belief that human life is shaped by the built environment. During the Renaissance, Alberti wrote that "beauty will have such an effect, even upon an enraged enemy, that it will disarm his anger" (Lefaivre and Tzonis, 2004) , suggesting that violent crime will be lower in more aesthetically attractive areas. Alberti's aesthetic determinism In a different strand of literature we find the empirical work on urban change. There is much work on the statistical properties of urban social change, dating back to Weber (1899), Du Bois (1899), and Drake and Cayton (1970) . There is also a recent, albeit smaller, literature on the statistical properties of neighborhood appearance. Quantitative attempts to measure the appearance of neighborhoods began with pioneering urban planning scholars, such as Amos Rapoport (1969) and Kevin Lynch (1960) . These efforts have continued with more recent work by social scientists (e.g., Sampson et al. (1997) ; Hwang and Sampson (2014) ).
Traditional efforts to quantify neighborhood appearance used visual perception surveys, in which people were asked to rate or compare images. These methods created the first perceptual and evaluative maps of cities at relatively low resolutions (Lynch, 1960; Milgram, 1976; Nasar, 1998) .
However, the manual nature of traditional data collection processes meant that they could not be deployed over large territories or different time periods.
More recently, the availability of online images and advances in computer vision and machine learning have made it possible to quantify the visual appearance of streetscapes at unprecedented scales. Crowdsourcing increases the throughput of visual perception surveys from hundreds of images to thousands (Salesses et al., 2013) . In turn, these crowdsourced studies provide training data for computer vision algorithms that simulate the assessments of humans and score millions of images (Naik et al., 2014) . Scores derived from computer vision make it possible to examine which urban designs are more conducive to the development of safer-looking urban environments (Harvey et al., 2015) and to identify the streetscape features that explain perceived safety (Porzi et al., 2015) .
The economics and sociology literature on urban change has typically reflected contemporaneous urban events. Weber (1899) and Burgess (1925) , for instance, wrote during an era of unbridled urban growth and focused primarily on urban expansion. After World War II, the changing racial character of America's neighborhoods seemed to be the central fact of urban life, and so Grodzins (1957), Taeuber and Taeuber (1969), and Schelling (1969) wrote about racial change and tipping points. When urban decay set in, Hoover and Vernon (1959) and Muth (1969) discussed neighborhood filtering, and Wilson (1978) described the later exodus of prosperous African-Americans from urban ghettos.
Just as many architects often argue that appearance shapes society, many social scientists argue that society determines the changes in the physical city. For example, Burgess (1925) presented a concentric-ring theory of cities (a 20th-century variant on von Thünen and Hall (1966) ). This model describes a city in which a central business district (CBD) is surrounded first by a transition zone (containing industry and the poor), then by a working man's residential zone, then by a more prosperous zone, and finally by a zone for commuters. The Burgess model of neighborhood change is one of invasion, in which inner zones expand outward as the overall growth of the city continues.
While the driving force is the overall city expansion, the impact on individual neighborhoods can be physical. For instance, previously attractive residential zones can get occupied by industry and lower-income housing.
The Burgess (1925) invasion hypothesis predicts that proximity to the CBD could well be associated with declining perceived safety, as transition zones expand out to residential areas. A 21st-century variant of Burgess, especially for New York and Boston, would note the emergence of prosperous zones right near the city center (Glaeser et al., 2008) . The prediction here is that, in thriving cities, the zone near the city center grows and invades its neighbors. In either case, we can test the invasion theory by looking for neighborhood improvements either close to the CBD or in areas that are less attractive, but proximal to more attractive areas.
Another theory about the evolution of a city's physical environment is the famous tipping model of Grodzins (1957) and Schelling (1969) . Applied to appearance, their idea is that over time, attractive places continue to improve, while unattractive places tend to get worse. In filtering models (Muth, 1969; Bond and Coulson, 1989) , housing decays over time. Consequently, housing is built initially for the prosperous, but as it decays it is sold or rented to the poor. More recently, Resseger (2013) has also shown the power of physical space to shape social characteristics, by documenting that neighborhoods contain fewer minorities when regulations prevent the construction of multi-family housing neighborhoods.
Last but not least, probably the most famous hypothesis connecting urban perception and human behavior is the Broken Windows Theory (BWT) of Wilson and Kelling (1982) . The BWT is now used to describe two ideas: (i) urban disorder could trigger disorderly behavior, and (ii) policing minor offenses is an effective way of deterring larger offenses. While BWT is a topic of wide interest that has been explored using experimental (Keizer et al., 2008) and observational methods (Salesses et al., 2013) , it is also a topic that goes beyond the scope of our current effort.
Our work focuses on linking the changes in neighborhood appearance, derived from Streetscore, with neighborhood demographic and economic data. We test broad hypotheses about whether the social attributes of a neighborhood predict changes in appearance, whether appearance predicts social changes, and whether both appearance and society change together. In addition, we test the theories of invasion, tipping and filtering. Therefore, our work builds on both the literature on neighborhood appearance and urban change.
Next, we describe our data sources and methods to quantify neighborhood appearance.
Data and Methods
In this section, we describe our method to measure changes in neighborhood appearance using computer vision by processing time-series image data from Google Street View.
We query the Google Street View Image API to obtain 360
• panorama images captured by the Street View vehicles. Each panorama is associated with a unique identifier ("panoid"), latitude, longitude, and time stamp. We identify a section of the panorama by specifying the heading and pitch of the camera relative to the Street View vehicle. We obtained a total of 1,645,760 panoids for street blocks in Baltimore, Boston, Detroit, New York, and Washington D.C. for 2007 and 2014.
We call the 2007 panel the "before" panel and the 2014 panel the "after" panel. For the street blocks that lack images for either 2007 or 2014, we completed the "before" and "after" panels using images from the closest years for which data was available. As a result, 5% of the images in the "before" panel are from either 2008 or 2009. Similarly, 12% of the images in the "after"
panel are from 2013. Finally, we match images from the "before" and "after" panels by using their geographical locations (i.e. latitude and longitude) and by choosing the same heading and pitch.
This process gave us images that show the same place, from the same point of view, at different times (see Figure 1- 
We preprocess the visual data to identify whether one or both of the images in "before" and "after" pairs are over-exposed, blurred, or occluded images and discard such image pairs. Thus, we reduce our data to a set containing only valid "before" and "after" image pairs (for details, see Supplemental Material).
Next, we calculate the perception of safety for each image using a variant of the Streetscore algorithm (Naik et al., 2014 ) trained on a crowdsourced study of people's perception of safety based on 4,109 images and 208,738 user ratings (Salesses et al., 2013) . The perception of safety correlates highly with the perception of wealth (Salesses et al., 2013) . We choose to use safety scores because our dataset on perception of safety has a larger number of user ratings than our data set on perception of wealth. As a result, the dataset on perception of safety is more robust for training a machine learning algorithm. Our variant of Streetscore evaluates streetscapes by first segmenting images (Hoiem et al., 2008) into four geometric classes-ground (which contains streets and sidewalks), buildings, trees, and sky ( Figure 1 ). Then Streetscore characterizes each class using two popular computer vision features-GIST (Oliva and Torralba, 2001) and Textons (Malik et al., 2001) . Next, Streetscore predicts the crowdsourced rating of an image using support vector machine. To avoid seasonal effects, Streetscore quantifies infrastructural changes alone, that is, changes in ground and buildings. Finally, we compute the changes in Streetscore between images in the "before" and "after" panel from the same location, to obtain the Urban Change Coefficient (UCC)(for details, see Supplemental Material). We aggregate the Streetscores from 2007 and 2014, as well as the UCC between these periods at the census tract level for the five cities in our study.
To relate the Streetscore indicators of neighborhood appearance to socioeconomic data at the cen- In the next section, we describe our findings on relating neighborhood appearance to socioeconomic characteristics.
Results

Basic Characteristics of Physical Urban Change
Here we present the descriptive statistics of Streetscores from the five cities considered in our study, along with maps of spatial distribution of urban changes. Table 1 implying that both the mean and the variance of street appearance has increased.
Next, we present maps illustrating the instances of major urban change seen in the cities of Baltimore, Boston, New York, and Washington D.C. (Figure 2 ). We measure urban change by defining the Urban Change Coefficient (UCC) as the difference between the Streetscores of the "before"
and "after" images for each pair. Positive UCCs are indicative of urban change in which the "after" image (2014) is perceived to be safer than the "before" image (2007). The maps in Figure 2 show instances of large urban change, that is, UCCs representing changes of at least four standard deviations. Our UCC maps show that urban change has a tendency to cluster, meaning that places that experience urban change tend to be close to other places experiencing urban change.
Next, we move away from descriptive statistics and will look at the co-evolution between the physical appearance and social composition of neighborhoods.
The Physical City and the Social City
In this analysis, we first explore the cross-sectional correlation between a city's physical appearance and social composition. Then, we examine whether a city's physical appearance precedes, follows, or co-occurs with social change.
Our unit of observation is the census tract. We use tract characteristic data from the 2000 U.S. In all regressions, we have corrected for spatial correlation in standard errors following Conley (2008) and using STATA routines developed by Hsiang (2010) . These corrections are meant to address the clustering of both neighborhood attractiveness and the social characteristics discussed above. Table 2 shows the correlation between Streetscore and neighborhood social characteristics in 2007.
Cross-sectional Correlations between a City's Physical Appearance and Social Composition
Each entry illustrates a coefficient from a separate regression. The first column shows the coefficients and standard errors from a univariate regression. The second column shows the coefficients and standard errors from a regression that also includes indicator variables for the different cities.
We have also run multivariate regressions, but we omitted these results to save space.
The first two rows of Table 2 show the most robust cross-sectional correlates: population density and education. The first column shows that without the city controls, as the log of density increases, Streetscores improve by 1.23, which represents about one-half of a standard deviation of Streetscore (2.6). When we control for city-level indicator variables, the coefficient drops to .72, but remains extremely significant. This result is robust to including all of the other controls in the table.
Since Streetscores are roughly linear in log density, the overall relationship is concave. Perceived safety rises with density but the effect levels off. This non-linearity helps make sense of the result. Urban streetscapes are perceived as safe when there are people who live there. Commercial or vacant spaces are seen as threatening. This fact lends support to the famous Jacobs (1961) claim about how safety is increased by "eyes on the street." That said, we cannot claim that dense urban spaces are seen as safer than low-density suburban or rural areas, as we do not have such low-density spaces in the sample. These regressions imply only that urban spaces with high population densities are perceived as being safer than urban spaces with low population densities in five (generally dense) eastern U.S. cities.
The second robust correlate of perceived safety is education. As the share of the population with a college degree increases by 20 percent (one standard deviation), perceived safety rises by .64 without city controls and by .52 with city controls. Again, the result is quite robust. In this case, we suspect that the relationship reflects the tendency of educated people to be willing to pay for safer neighborhoods rather than the ability of educated residents to make a neighborhood feel safe.
There is no robust relationship between median income and perceived safety. The coefficient in the first column is 1.3, which is considerable and significant when the regression is run using ordinary least squares. The correction for spatial correlation of the errors, however, causes the estimated standard errors to rise significantly and leads the coefficient to become statistically insignificant (albeit still fairly large). With the addition of city-level indicator variables, the magnitude becomes much smaller. As in so many other areas (see, e.g., Glaeser and Saiz (2004) ), education is a far stronger correlate of urban strength than income.
The fourth and fifth rows show the relationship between Streetscore and housing costs. The fourth row shows the connection with monthly rent. As rents increase by one standard deviation (245), Streetscore increases by 1, without city controls, and by .5 with city controls. Without city controls, a one standard deviation increase in housing prices (1.5) increases Streetscore by almost 5. The coefficient falls dramatically when we control for city, because there are enormous gaps in prices between New York and either Detroit or Baltimore. Within cities, a one standard deviation increase in prices is associated with an increase in Streetscore of slightly more than 2.
While the price regressions have been run with Streetscore as the dependent variable for consistency with the other analyses in Table 2 , it may be more appropriate to interpret these results as reflecting the willingness to pay for a visually safer or more attractive environment. If regressions are re-run with city level controls and with the housing costs as the dependent variable, we find that a one standard deviation increase in Streetscore is associated with an increase in housing prices of .4 log points and increased monthly rent of $66. These increases are significant and suggest the value in pursuing serious hedonic regressions using Streetscore, but interpreting our result here is difficult partially because the rent data precedes the Streetscore data by seven years. (Other reasons to be wary include the lack of other housing or neighborhood controls, the self-reported nature of the housing prices, and the issues surrounding rent control in New York.)
The next rows look at race and poverty. The sixth row of Table 2 shows that there is no significant relationship between poverty and Streetscore, which is perhaps unsurprising given that income and Streetscore are not correlated. There is a modest negative relationship between Streetscore and percent African-American. The relationship between Streetscore and percent Hispanic is positive, without the city-level controls, and essentially zero with these controls.
The final row shows the relationship between vacancy and Streetscore. Without city-level fixed effects, there is a negative relationship between vacancy rates and Streetscore. The effect switches sign and becomes stronger in the second column, which may reflect the fact that vacancy rates are much higher for higher-density rental properties than for lower-density, single-family detached homes.
Changes in a City's Physical and Social Composition
We now turn to relationships between changes in a city's physical appearance and social composition. Unfortunately, we do not have exogenous variables that would enable us to tease out the chains of causality. We can, however, examine whether social factors predict physical change, or whether physical factors predict social change. We will also look at the correlation between the two types of change.
Do social factors predict physical change? Table 3 Table 2 , each entry in Table 3 is a separate coefficient from a different regression.
The first column shows the results for density, and the first coefficient means that as the log of density increases by 1, the growth in Streetscore increase by .2 points, which is about one-fourth of a standard deviation of the UCC (.77). The density coefficient is large, but as the second column shows, it primarily reflects differences across cities. When we control for city fixed effects, the coefficient drops to .08, which is still statistically significant and reasonably meaningful. The estimated impact of log density on the change in Streetscore over a seven year period is about one-tenth of the impact of log density on the level of Streetscore in 2007.
The density coefficient drops slightly when we control for the initial Streetscore level in the third column. In the fourth column, we drop New York from the sample and the coefficient remains close in value but loses statistical significance. Density does appear to predict growth in Streetscore over the sample period, but the relationship is far weaker than the connection between density and the level of Streetscore in 2007.
The next row of (Glaeser et al., 1995) , skilled neighborhoods seem to have disproportionately experienced physical improvements.
By contrast, the relationship between UCC and median income is far weaker. The relationship is statistically significant but disappears when we control for city fixed effects. This change reflects the fact that Streetscore improvement was strongest in New York, which is also the richest city.
Income is insignificant in all of the specifications where we control for city-level fixed effects.
The fourth and fifth rows of Table 3 look at housing costs. Both monthly rents and the log of median housing price are significantly correlated with Streetscore changes in three of the four specifications. Both variables lose statistical significance when we drop New York, which is perhaps unsurprising given that New York comprises more than half of our sample.
The coefficient on rents is about one-seventh of the comparable coefficient from the comparable levels regression in Table 2 . The coefficient on log housing price is about one fourth of the coefficient on log Housing Price in Table 2 . A one log point increase in housing prices is associated with a .35 increase in Streetscore, which is reasonably large. One plausible explanation for this strong relationship is that Housing Price is forward-looking, and buyers in 2000 anticipate which neighborhoods will improve. Yet the correlation with rents-which should not anticipate future gains in neighborhood quality-suggests that forward-looking behavior does not explain the entire story.
The next three regressions look at poverty rates, and race. Poverty is not correlated with UCC.
Streetscores increased less in areas where there are more African-Americans, but the effect is modest. A 20 percent increase in the share of an area that is African-American is associated with a .04 decrease in Streetscore growth. The coefficient shrinks and becomes statistically insignificant when we exclude New York. The share of the population that is Hispanic does not correlate with changes in Streetscore across the entire sample. The correlation is positive outside of New York.
The last row examines the relationship between the vacancy rate in 2007 and change in Streetscore.
In the first column, we find that lower vacancy rates do predict improvements in Streetscore. Yet this relationship disappears once we control for city fixed effects. The result in the first column seems to be driven primarily by the fact that vacancy rates are lower in New York, and New York experienced the largest gains in Streetscore.
Overall, our results on whether social characteristics predict physical change are mixed. Education is certainly a strong predictor. Housing costs and density also predict changes in Streetscore, at least when New York is included. Yet the other demographic variables are generally not significantly correlated with neighborhood change.
Do physical factors predict social change? We now examine whether physical factors predict social change. In Table 4 We regress the change in the social variables on the 2007 value of Streetscore. As in Table 2 , each entry represents a coefficient from a separate regression. The top left entry shows that a one-standard deviation increase in the initial Streetscore value (2.6) is associated with a .02 log point increase in population density over our time period. In the second column, we see that this coefficient drops in half when we include city level fixed effects. The coefficient increases again when we control for the 2000 density level of the variable in the third column and when we drop the New York data in column (4).
To us, this effect seems almost implausibly large. Taking the third column as our preferred specification, we find that a one standard deviation increase in Streetscore is associated with an over 3 percentage point increase in density over this short time horizon. It does appear that people are moving into areas that are seen as being safer. The results are also quite statistically robust. The next row shows, somewhat surprisingly, that higher Streetscores are associated with less growth in the share that is college educated. In the first two columns, the estimated coefficient is -1, meaning that an increase in Streetscore of 2 is associated with 2% decrease in the growth of the share that is college educated. In the last two columns, where we control for the share of the population that is college educated in 2000, the coefficient drops to -.6. But even this last coefficient is remarkably large for such a short time period.
One possible explanation for this relationship is that the observed effect is showing gentrification in action: better educated people move into areas that are initially less attractive, causing large jumps in the measured skill levels. That hypothesis would seem to suggest that there will be a large positive association between changes in Streetscore and changes in education; we test this
later. Yet it is also possible that the young people who are moving into lower-quality areas are relatively transient individuals, such as recent graduates or students. In the later case, we may not expect to see much upgrading of the physical streetscape.
The third row shows the relationship between initial Streetscore and income growth. In all four specifications, a 2 point increase in Streetscore is associated with about a .01 log point increase in incomes. Again, this effect seems relatively large to us since the time period is so small. It does seem to be that incomes are rising faster in places that are initially more attractive.
It is somewhat unusual to see such divergent trends for income and education, which usually go together. One possible explanation is that while changes in education seem more likely to be explained by migration, changes in income seem more likely to reflect changes in the fortunes of longer-term residents. According to this view, lower initial Streetscores are associated with an influx of well-educated gentrifiers, while high initial Streetscores are associated with households whose fortunes were more resilient during the Great Recession.
The fourth and fifth rows of Table 4 show the correlation between Streetscore and changes in housing costs. The correlation with rents is small and statistically insignificant overall, although it becomes larger and significant when we exclude New York. The correlation with changes in housing prices is more robust. A one standard deviation increase in Streetscore in 2007 is associated with a growth in housing prices of .006 log points in our preferred specification (the third column).
Given the enormous volatility of housing prices over this time period, this change seems relatively modest.
The next three rows of Table 4 show the relationship between changes in Streetscore and changes in poverty and race. In all three specifications with city fixed effects, a one standard deviation increase in Streetscore in 2007 is associated with a -.4 percentage point reduction in the poverty rate. It is hard to discern whether this represents the movement of wealthier people into nicer areas, or whether it reflects people in nicer areas experiencing less economic distress over this period.
The results on race, naturally, can reflect only migration. In our preferred specification, a one standard deviation increase in Streetscore is associated with a reduction in percent African-American of .18 percent. The comparable regressions in the last row shows that a one standard deviation increase in Streetscore is associated with a .26 percentage point reduction in the share of Hispanics.
The effects are not huge, but they do seem to suggest that whites have moved disproportionately into areas that appear safer.
The last row shows the relationship between changes in vacancy rates and the initial Streetscore value. The first column shows that a one standard deviation increase in the initial Streetscore is associated with a quite significant 1% reduction in the vacancy rate. This coefficient loses three quarters of its magnitude when we control for city level fixed effects, but remains statistically significant. The coefficient becomes insignificant in the third column, but then jumps back up in significance and magnitude when we exclude New York. It appears that Streetscore is a solid predictor of changes in the vacancy rate outside of New York, but not in New York, where the vacancy rates tend to be extremely low.
While we recognize the limitations of our ACS sample, our results do seem to suggest that Streetscore predicts changes in the social environment. These results are typically robust to other controls, so they do at least suggest that the social characteristics of a neighborhood respond to the physical state of the area.
What are the correlations between physical and social change? Table 5 Table 4 . The advantage of the census variables is that they are more precisely measured. The disadvantage is that the time period matches less well to the Streetscore change (and we have only three usable variables). Again, each entry shows the result of a separate regression. We have regressed Streetscore changes on changes in the social variables, but no causality is implied by this choice. These regressions merely test whether there is a parallel trend in the two variables.
The top row shows the correlation between changes in Streetscore and changes in density between 2000 and 2010. The coefficients range from .03 to .07. In our preferred specification, a density increase of .2 is associated with a .008 increase in Streetscore. This effect is modest, but it is statistically significant. The fourth row reproduces this relationship using the ACS and finds that coefficients drop by two thirds but remains marginally significant in our preferred specification (the third column).
The next two rows show the results for changes in the shares of the population that are AfricanAmerican and Hispanic. Again the results are generally significant, with more growth in either minority group being associated with less growth in perceived safety. The effects seem modest to us: a 10 percent point increase in the share of the population that is African-American in associated with a .07 point decrease in Streetscore, which is slightly less than one-tenth of standard deviation.
The coefficient on change in Hispanic share is somewhat stronger. A ten-percentage point increase in the share of Hispanics is associated with a .13 decrease in Streetscore.
The remaining rows all use data from the ACS. The change in the share with a college degree is negatively associated with changes in Streetscore. Again, this is somewhat surprising and perhaps explained by young, more transient populations moving into areas with initially lower Streetscores.
Changes in income are positively associated with changes in Streetscore. Changes in poverty are negatively associated with changes in Streetscore. There is no correlation with changes in housing prices or rents. It is hard to know if these weak results reflect a genuine lack of correlation or whether this reflects the weaknesses of our overlapping American community survey sample.
Changes in the vacancy rate (obtained from the HUD USPS dataset) are strongly associated with changes in Streetscore across the entire sample if we do not control for city-level fixed effects, but become insignificant once we include these basic controls.
Overall, though, we do see trends in changes going together, especially when we use the considerably more accurate census data. These results support the view that there are interactions between the physical city and the social city.
Three Theories of Neighborhood Change
We now test three famous theories of neighborhood change: invasion, tipping, and filtering.
Invasion
We first test the Burgess (1925) invasions model. The natural test for invasion is to regress changes on the characteristics of bordering neighborhoods and proximity to downtown. We begin by controlling for proximity to the Central Business District (CBD) in each city, with the locations of the CBDs based on coding of Holian and Kahn (2012) . As in Table 2 , each entry in Table 6 represents a coefficient estimated in a separate regression.
The left column shows the results for all the cities with no controls whatsoever. In this case, the coefficient is essentially 0. The next column includes city indicator variables and the estimated coefficient falls to a statistically significant -.07. This switch reflects the fact that New York had large Streetscore gains and average distance to CBD is much higher there than in smaller cities like Baltimore and Boston.
This means that as the distance to the CBD increases by one mile, the expected growth in the Streetscore measure falls by .07 points. The third column shows that the coefficient changes little if we also control for initial education, log of density, and Streetscore. The fourth column shows that the coefficient becomes slightly more negative when we drop New York from the sample. (We drop New York because it represents more than 50% of our data, and it is important to make sure that the results are not simply reflecting phenomena of a single large city.)
The original invasion hypothesis postulated a process under which urban slums would gradually make their ways out from the center to nearby suburbs. The current pattern is instead one in which the central city sees particularly large upgrades in perceived street safety. Our results are similar to those of Kolko (2010) , who also found that gentrification was closely correlated with distance to the city center (although this may be a characteristic of cities in developed countries,
and not of cities in general). One interpretation is that we are currently witnessing the reversal of the process described by Park and Burgess. City centers, which always had a strong fundamental asset-proximity to jobs-are reverting to that fundamental.
While the data does not suggest decay emanating out from a center, the core idea of the invasions hypothesis-that neighborhoods spill over into each other-is readily vindicated by the data. The next row of Table 6 regresses UCC on the average Streetscore in surrounding areas. The coefficient without city indicators is .14, but in all three of the other specifications, the coefficient is around .09. Notably, the coefficient on neighboring scores is more than double the impact of the neighborhood's own score, implying that almost one-tenth of the Streetscore difference between a neighborhood and its neighbors is eliminated over a seven year period. Since most of the movement over the sample period is positive, the regression should be interpreted as meaning that growth is faster in areas with more attractive neighbors. This strong convergence is exactly the prediction of the invasion theory.
The third row of Table 6 examines the effect of adjacent density. As adjacent density is highly correlated with adjacent Streetscore, it is not surprising to see that there is also a robust correlation here, although the connection is not as strong as with adjacent Streetscores. The fourth row examines the average house price in the adjacent areas. In this case, the correlation is significant without controls, but proves not to be robust to controlling for the initial area attributes.
Finally, the fifth row looks at average share of the population with college degrees in adjacent areas. The relationship is positive and robust. As the share increases by 20%, Streetscore increases by .12 points. This again corroborates the results of Kolko (2010) , who found that gentrification is faster in areas with more educated neighbors. These findings point to a process of neighborhood convergence, which is, in a sense, at the heart of the invasion hypothesis.
Tipping
In tipping models, neighborhoods either spiral downwards or climb upwards. In extreme versions of the model, there is a single threshold below which a neighborhood moves downward and above which a neighborhood moves upward.
To To look for a tipping pattern, we present the data visually in Figure 3 . We group the data into sixteen bins based on the initial value of Streetscore. We determine the average Streetscore growth in each bin and plot the results. The pattern shows the positive relationship shown in the regression, albeit with significantly concavity. If a neighborhood starts with a sufficiently high score, it has little room to move up. Yet while there does seem to an upward spiral, there is little evidence of a downward spiral, since average growth is still positive for the neighborhoods with the lowest initial scores.
We suspect that this lack of downward movement may be particular to the time period under consideration. Despite the Great Recession, 2007-2014 was a relatively good time period for many of America's eastern cities, and this may explain why we do not see declines even for less attractive neighborhoods. Still, the pattern predicted by tipping models, in which upward growth is faster in initially better areas does seem to be supported by the data.
Filtering
Finally, we look at the filtering hypothesis, which suggests the importance of the age of the building stock: areas should gradually decline until they are upgraded. To test the hypothesis that building age shapes streetscape change, we regress Streetscores and changes in Streetscore on the shares of the building stock (as of the year 2000) built during different decades. The data groups together all buildings erected before 1939.
The first regression in Table 7 If this explanation is correct, then the replacement creates selection so that the older buildings that survive are particularly nice ones.
The third regression in Table 7 examines the changes in Streetscore. Here we see a slightly positive coefficient for the recent buildings and a negative coefficient for the older post-war buildings. This too is compatible with a filtering view that older buildings are in the process of degenerating. The positive coefficient on pre-war buildings can also be interpreted as meaning that some of these buildings have reached the point where they are being regenerated, either by new buildings or through reinvestment.
The fourth regression controls for initial levels of Streetscore, share of the population with a college degree, and log of density. The results become weaker, but the coefficients on the share of the stock built during the 1980s remains positive and significant and the coefficient on the share of the stock building during the 1940s remains negative and significant. These results again support the general thrust of the filtering hypothesis that older neighborhoods gradually degenerate.
Conclusion
We used a new measure of urban perception-Streetscore-to examine the link between the physical city and the social city. We first tested whether social attributes of the neighborhood, including income, education and race, predict changes in perceived safety. Our results were mixed. Education and population density strongly predict changes in the physical environment, but other variables show less correlation. We then tested whether the physical environment predicted changes in the attributes of the humans living in the area. We found strong correlations between changes in community attributes and neighborhoods' initial physical appearance, although we have some concerns about the ACS data. Both population density and incomes rose significantly more in places that were initially perceived as safer. Finally, we documented the correlation between changes in the physical city and changes in the social city.
We also tested three long-standing hypotheses about neighborhood change and found support for all three. We tested the invasion hypothesis by examining whether proximity to the city center or the attributes of adjacent neighborhoods predicts changes in the physical environment-and found that they do. We found the growth in perceived neighborhood safety to be greater in areas that were initially seen as safer. This result lends support to the tipping hypothesis-although we found little evidence for rapid decay in areas with low initial Streetscores. We also tested the filtering hypothesis and found that the age of the building stock was associated with both perceived safety and changes in perceived safety.
To us, our work raises at least as many questions as it answers. Is the correlation between density and perceived safety true more generally? Does the correlation between physical environment and the social neighborhood reflect migration or changes to the people who are permanently living in the area? We hope that future research can address these questions and can continue exploring the links between the physical city and the humans that reside there.
Supplemental Material Methods
Here we describe the method to compute the Urban Change Coefficient (UCC) from a pair of Street View images of the same location from 2007 (the "before" image) and 2014 (the "after" image).
This process consists of two main steps: (1) Removal of unsuitable images and (2) Streetscore prediction. We describe these step below.
Step 1 -Removal of Unsuitable Images First, we remove over-exposed images. Typically, these images are a result of the sun directly shining into the camera. To identify over-exposed pixels, we covert the image to the CIELAB color space, where L represents lightness and a, b channels represent the color. The color channels are combined as C = (a, b) T . We compute an over-exposed map M, which gives a value between 0 and 1. (Guo et al., 2010) . At pixel i,
where δ, L T and C T are constants with values 1/60, 80, and 40, respectively. We obtain the mean M sky i
of M i over all the pixels that belong to the "sky" geometric class, as predicted by the Geometric Layout algorithm (Hoiem et al., 2008) . We discard the image pair if at least one of the images satisfies M sky i > 0.85, which indicates over-exposure.
Second, we remove images that are out-of-focus or contain motion blur. To detect blurred images, we compute the Absolute Central Moment (ACMO) of each image. ACMO is a statistical measure that allows a simultaneous optimization of both focus and exposure (Shirvaikar, 2004) . If the normalized value of ACMO is less than 0.2, we label the image as blurred. We discard all the image pairs in which at least one of the images is blurred.
Finally, we remove image pairs in which the number of pixels in the image occupied by the "tree"
class (Hoiem et al., 2008) change by more than 10% between the "before" or "after" images. We find this an effective way of discarding image pairs where one of the images contains greenery occluding buildings, while the other does not.
Step 2 -Streetscore Prediction
After removing images unsuited for urban change detection, we predict the Streetscore of remaining images using a regression algorithm trained from computer vision features and the crowdsourced study of Salesses et al. (2013) . Salesses et al. (2013) performed an online study where participants were shown images of streetscapes randomly chosen from New York, Boston, Linz and Salzburg. Participants were asked to choose one of the two images in response to the questions: "Which place looks safer?", "Which place looks more upper class?" and "Which place looks unique?". In this study, 7,872 unique participants from 91 countries ranked 4,109 images using 208,738 pairwise comparisons (or "clicks").
Following Naik et al. (2014) , we convert the pairwise comparisons to ranked scores using the Microsoft Trueskill Algorithm (Herbrich et al., 2006) , which is a Bayesian ranking algorithm. We denote the Trueskill scores for the question "Which place looks safer?" as Streetscores. The images and their Streetscores form the training set for predicting the human perception of new images using machine learning. In this paper, we only use images from New York and Boston for training since we are interested in predicting the human perception of American cities.
To predict streetscores, we begin with a modified version of the Geometric Layout algorithm (Hoiem et al., 2008) to assign pixel-wise semantic labels. We assign pixels to four geometric classes:
"Ground", "Buildings", "Trees", and "Sky". Next, we extract two different image features separately for the pixels of the four geometric classes. First, we use Textons (Malik et al., 2001 ) to create a finite dictionary of the micro-structures present in each geometric class and encode the textures of objects such as walls and trees. We generate a texton dictionary by convolving the images with a Gaussian filterbank and clustering their responses together. The clusters represent a "word" in the texton vocabulary and every pixel is assigned to the nearest cluster center, creating a texton map. Second, we use the GIST feature descriptor introduced by Oliva and Torralba (2001) on each of the geometric classes. GIST is a global image feature that provides a low dimensional representation of the spatial layout properties of a scene.
After feature extraction, we use ν-Support Vector Regression (ν-SVR) (Schölkopf et al., 2000) to predict the Streetscores of images. Given a set of training images with feature vectors x and Streetscores q ∈ R, ν-SVR with a linear kernel generates a weight vector w and a bias term b under a set of constraints. The two variables (w, b) are used to predict the Streetscore for a new image with feature vector x by evaluating q = w·x +b. We measure the accuracy of our predictor using the Coefficient of Determination (R 2 ). We obtain R 2 = 57% over 5-fold cross-validation on the training set.
Armed with the Streetscore predictor, we move to the task of measuring urban change from image pairs. Recall that our predictor is a weight vector trained using image features on top of the four geometric classes: ground, building, trees and sky. Therefore, we are able to compute the contribution of each geometric class to the Streetscore of each image. We choose to discard the contribution of the "trees" and "sky" classes since their scores depend on the season and weather at the time of image capture. Note that the "trees" class contains only large trees (and not landscaping), allowing us to account for changes in the built environment due to landscaping from the "ground" class.
Once we compute the Streetscore for each image in a "before"-"after", we calculate the difference in the Streetscores of the two images to obtain the score for urban change. We call this score the "Urban Change Coefficient (UCC)". Regressions are estimated with a constant that is not reported. 
