A meticulous assessment of the risk of extreme environmental events is of great necessity for populations, civil authorities as well as the insurance/reinsurance industry. Koch (2017 Koch ( , 2018 introduced a concept of spatial risk measure and a related set of axioms which are well-suited to analyse and quantify the risk due to events having a spatial extent, precisely such as natural disasters. In this paper, we first carry out a detailed study of the correlation (and covariance) structure of powers of the Smith and Brown-Resnick max-stable random fields. Then, using the latter results, we thoroughly investigate spatial risk measures associated with variance and induced by powers of max-stable random fields. In addition, we show that spatial risk measures associated with several classical risk measures and induced by such cost fields satisfy (at least) part of the previously mentioned axioms under appropriate conditions on the max-stable fields. Considering such cost fields is particularly relevant when studying the impact of extreme wind speeds on buildings and infrastructure.
Introduction
Extratropical cyclones (such as European windstorms) and tropical cyclones constitute a major risk for society, as can be seen for instance from the consequences in Europe of Windstorms Lothar and Martin in December 1999: 140 fatalities and damage of around 19 billion USD. Hurricane Irma, which struck many Caribbean islands and parts of Florida in September 2017, led to at least 134 deaths and catastrophic damage exceeding 67.8 billion USD. A short time later, Hurricane Maria caused many further deaths and losses estimated at 91 billion USD. Such dramatic events show the prime importance for civil authorities and the insurance industry of the accurate evaluation of the risk of natural disasters, particularly as, in a climate change context, the frequency of certain types of extreme events increases (see, e.g., Bevere and Mueller, 2014) .
Having in mind the spatial nature of environmental extreme events, Koch (2017 Koch ( , 2018 ) introduced a new notion of spatial risk measure, which makes explicit the contribution of the space and allows to take into account at least part of the spatial dependence of the cost field in the risk measurement. The spatial risk measure associated with a classical risk measure Π and induced by a cost random field C (e.g., modelling the cost due to damage caused by a hurricane) is the function of space resulting from the application of Π to the normalised integral of C on various geographical areas. Koch (2017 Koch ( , 2018 ) also proposed a set of axioms characterising how the value of an induced spatial risk measure is expected to evolve with respect to the space variable, at least under some conditions on Π and C. To the best of our knowledge, the papers by Koch (2017 Koch ( , 2018 are the first articles establishing a theory about risk measures in a spatial context where the risks spread over a continuous geographical region. This theory might be of interest for the insurance/reinsurance industry since it allows, for instance, to quantify the rate of spatial diversification.
One of the main goals of the present paper is to illustrate this notion of spatial risk measure and related axioms with examples which might be insightful for the analysis of the risk due to extreme wind speed. For this purpose, we consider a specific case of the general cost field model introduced in Koch (2017) . Since we are interested in extreme events, we model the field of the environmental variable using max-stable fields, which appear within an extension of multivariate extreme-value theory to the level of random fields (in the case of stochastic processes, see, e.g., de Haan, 1984; de Haan and Ferreira, 2006) . They are very relevant to model the temporal maxima of a given variable (for instance wind speed) at all points in space since they emerge as the pointwise maxima taken over an infinite number of suitably rescaled independent copies of a random field. Moreover, we consider the damage function D(z) = z β , z > 0, for β > 0. The latter is particularly adapted to the case of wind hazard. For instance, in Klawa and Ulbrich (2003) , Pinto et al. (2007) and Donat et al. (2011) , the damage is set proportional to the third power of the wind speed. Their choice stems in part from the fact that the cube of wind speed is proportional to the advection of kinetic energy. Finally, our specific cost field model arises from the application of D to positive max-stable fields.
First, we thoroughly investigate the correlation (and covariance) structure of powers of the Smith and Brown-Resnick max-stable random fields. This part contains new results for max-stable fields and, therefore, can be of interest independently of spatial risk measures for the extreme-value community. Then, we theoretically study several spatial risk measures induced by powers of some max-stable random fields, mainly the Smith and Brown-Resnick random fields. Using the first part, we carry out a detailed analysis of spatial risk measures associated with variance and induced by such cost fields. Moreover, we show that spatial risk measures associated with several classical risk measures and induced by powers of some max-stable fields satisfy (at least) part of the axioms introduced in Koch (2017 Koch ( , 2018 when the max-stable random fields possess adequate properties. The obtained results might have useful implications for the insurance/reinsurance industry.
The remainder of the paper is organized as follows. In Section 2, we briefly recall the notion of spatial risk measure and the corresponding set of axioms introduced in Koch (2017 Koch ( , 2018 . Moreover, we specify the cost field model underlying the examples of spatial risk measures considered. Then, Section 3 investigates in detail the correlation structure of powers of the Smith and Brown-Resnick random fields. In Section 4, we study some spatial risk measures induced by the previously described cost fields. Finally, Section 5 provides a short summary as well as some perspectives. Throughout the paper, the elements belonging to R d for some d ≥ 1 are denoted using bold symbols, whereas those in more general spaces are designated using normal font. Moreover, ν stands for → denote equality and convergence in distribution, respectively. In the case of random fields, distribution has to be understood as the set of all finite-dimensional distributions.
2 Spatial risk measures and cost field model
Spatial risk measures and corresponding axioms
Let A be the set of all compact subsets of R 2 with a positive Lebesgue measure and A c the set of all convex elements of A. Denote by C the set of all real-valued and measurable random fields on R 2 having almost surely (a.s.) locally integrable sample paths. Each field characterises the economic or insured cost generated by the events belonging to specified categories and occurring during a given time period, say [0, T L ]. In the following, T L is considered as fixed and does not appear for the sake of notational simplicity. Each category of events (e.g., a European windstorm or a hurricane) will be named a hazard in the following. Let L be the set of all real-valued random variables defined on an adequate probability space. A risk measure is some function Π : L → R and will be referred to as a classical risk measure throughout the paper in order to underline the difference with a spatial risk measure. A classical risk measure Π is said to be law-invariant if, for all X ∈ L, Π X only depends on the distribution ofX.
We first recall the definition of normalised spatially aggregated loss function (Koch, 2017 (Koch, , 2018 , which allows to disentangle the contribution of the space and the contribution of the hazards and forms the basis of our definition of spatial risk measure.
Definition 1 (Normalised spatially aggregated loss function). The normalised spatially aggregated loss function is defined by
The quantity L N (A, C) represents the economic or insured loss per surface unit on region A due to hazards whose costs can be modelled with the cost field C. We now remind the reader of the notion of spatial risk measure introduced by Koch (2017 Koch ( , 2018 , which makes explicit the contribution of the space in the risk measurement.
Definition 2 (Spatial risk measure as a function of the cost field). A spatial risk measure is a function R Π that assigns a real number to any region A ∈ A and random field C ∈ C:
where Π is a classical risk measure.
For many relevant risk measures Π such as, e.g., variance, Value-at-Risk (VaR) and expected shortfall (ES), this notion of spatial risk measure allows to take (at least) part of the spatial dependence structure of the field C into account. This is obviously an attractive feature. For a given Π and C ∈ C, the quantity R Π (·, C) is referred to as the spatial risk measure associated with Π and induced by the cost field C. We recall (Koch, 2018, Theorem 1) that the distribution of L N (A, C) only depends on A and the finite-dimensional distributions of C. Consequently, for a fixed A, if Π is law-invariant, then R Π (A, C) only depends on the finite-dimensional distributions of C.
Finally, we recall the set of axioms for spatial risk measures developed in Koch (2017 Koch ( , 2018 . It concerns the spatial risk measures properties with respect to the space and not to the cost distribution, the latter being fixed.
Definition 3 (Set of axioms for spatial risk measures induced by a cost field). Let Π be a classical risk measure. For A ∈ A, let b A denote its barycenter. For a fixed C ∈ C, we define the following axioms for the spatial risk measure associated with Π and induced by C, R Π (·, C):
Spatial invariance under translation:
for all v ∈ R 2 and A ∈ A, R Π (A + v, C) = R Π (A, C), where A + v denotes the region A translated by the vector v.
Spatial sub-additivity:
for all
3. Asymptotic spatial homogeneity of order −α, α ≥ 0:
where λA is the area obtained by applying to A a homothety with center b A and ratio λ > 0, and
It is also legitimate to introduce the axiom of spatial anti-monotonicity: for all
The latter is equivalent to the axiom of spatial sub-additivity. These axioms seem natural and make sense at least under some conditions on the cost field C and for some classical risk measures Π, as shown in Koch (2017 Koch ( , 2018 . The axiom of spatial sub-additivity qualitatively points out spatial diversification. If it is satisfied, an insurance company would be well advised to underwrite policies in both regions A 1 and A 2 instead of only one of them. The axiom of asymptotic spatial homogeneity of order −α quantifies the rate of spatial diversification when the area becomes wide. Hence, knowing α might be valuable for the insurance/reinsurance industry.
For more discussions and details about these notions of normalised spatially aggregated loss, spatial risk measures and corresponding axioms, we refer the reader to Koch (2018) , Section 2.1, on which the previous description is based.
Specification of our cost field model
The general cost field model introduced in Koch (2017) , Section 2.3, is defined by
where {E(x)} x∈R 2 is the exposure field, D the damage function and {Z(x)} x∈R 2 the random field of the environmental variable generating risk. We briefly recall the interpretation of this model. The cost is assumed to result only from a unique natural hazard.
The latter (e.g., a hurricane) is characterised by the random field of an environmental variable (e.g., the wind speed), Z, which is representative of the risk during the whole period [0, T L ]. The application of the damage function D to the natural hazard field leads to the destruction percentage at each location. At last, multiplying the latter by the exposure yields the cost at each location. For more details and interpretations, we refer the reader to Koch (2017) , Section 2.3. For the purpose of this paper, we choose the exposure to be uniformly equal to unity. Moreover, we consider, for a β > 0, the damage function
As explained in Section 1, the latter is particularly well-suited to damage due to wind. Furthermore, we take Z to be a positive max-stable random field such that the field Z β belongs to C, i.e. is measurable and has a.s. locally integrable sample paths. Proposition 1 in Koch (2018) gives that the latter property is satisfied as soon as Z is measurable and the function
β is locally integrable. Most often, Z will be the Smith or Brown-Resnick random field; see below.
Now, we provide some insights about max-stable random fields. In any dimension d ≥ 1, they are defined as follows. Below, " " denotes the supremum when the latter is taken over a countable set.
Definition 4 (Max-stable random field). A real-valued random field {Z(x)} x∈R d is said to be max-stable if there exist sequences of functions a T (x),
where the {Z t (x)} x∈R d , t = 1, . . . , T, are independent replications of Z.
We will often make the classical assumption that Z has standard Fréchet margins, i.e., for all x ∈ R 2 , P(Z(x) ≤ z) = exp (−1/z) , z > 0. A max-stable random field having standard Fréchet margins will be referred to as a simple max-stable random field.
Let
∈ R be sequences of functions. If there exists a non-degenerate random field {G(x)} x∈R d such that
then G is necessarily max-stable; see, e.g., de Haan (1984) . This justifies the relevance and significance of max-stable random fields in the modelling of spatial extremes.
Various spectral representations of max-stable random fields have been introduced in the literature (see, e.g., de Haan, 1984; Schlather, 2002; Kabluchko, 2009) . Here, we present a general one which can be found in Strokorb et al. (2015) . Let (Ω, F, ξ) be a probability space and
Theorem 1. Simple max-stable random fields that are separable in probability allow for a spectral representation of the form
where the (U i , S i ) i≥1 are the points of a Poisson point process on (0, ∞)×E with intensity u −2 ν(du) ×μ(ds) for some Polish measure space (E, E,μ) and the functions V x : E → (0, ∞) are measurable such that E V x (s)μ(ds) = 1, for each x ∈ R d . Moreover, any field of the form (1) is a simple max-stable random field.
This general probabilistic representation especially encompasses two well-known classes of representation:
. Considering in (1) the spectral functions defined by
leads to the so called Mixed Moving Maxima random fields (M3 random fields) or Moving Maxima random fields (M2 random fields) if the random shape function is deterministic (i.e. if ξ charges only one point ω 0 ∈ Ω).
Random fields-based representation
Let f satisfy
and V x (ω) = f (x, ω), for all ω ∈ Ω and x ∈ R d . It is equivalent to denote
where {V (x)} x∈R d is a random field.
The spectral representation (1) allows diverse parametric models for max-stable random fields to be defined. Some of them are described in the following. Let {ε(x)} x∈R d be a stationary 1 standard Gaussian random field with any correlation function.
The Smith model (Smith, 1990) This model consists in a specific M2 random field where the deterministic shape function f is the density of a d-variate Gaussian random vector with mean 0 and covariance matrix Σ. This field is referred to as the Smith random field with covariance matrix Σ.
The tube model (Koch, 2017) It is a specific M2 random field on R 2 where the deterministic shape function f is written
). The Schlather model (Schlather, 2002) This model results from taking V (x) = √ 2π ε(x) in (2). All correlation functions to be found in the geostatistical literature can be used, allowing for a wide variety of behaviours.
The Brown-Resnick model Let {W (x)} x∈R d be a centred Gaussian random field with stationary increments. Recall that a random field {W (x)} x∈R d is said to have stationary increments if the distribution of the field
where Var stands for the variance. The field arising from taking in (2)
is referred to as the Brown-Resnick random field associated with the variogram γ W . We will also sometimes denominate this field the Brown-Resnick random field built with W . This model consists in a generalisation of the stochastic process introduced by Brown and Resnick (1977) . The special case where W (x) = σ ε(x), with σ > 0, leads to the so called geometric Gaussian random field; see e.g. Davison et al. (2012) .
It is important to note (see, e.g., Huser and Davison, 2013 ) that the Smith random field with covariance matrix Σ corresponds to the Brown-Resnick field associated with the variogram
where designates transposition. However, the results corresponding to the Smith and Brown-Resnick fields will be presented separately in the following. This is indeed standard in the spatial extremes literature to differentiate both models, the Smith field being defined using the M2 representation and the Brown-Resnick field being written using the random fields-based representation. Another reason for our choice consists in the fact that some of our results are based on findings in Koch (2018) and Koch et al. (2018) , where the results for the Smith and Brown-Resnick fields are stated separately. We recall that, provided it is well-defined, the variogram γ of a random field on R d with stationary increments is said to be isotropic if, for all x ∈ R d , γ(x) only depends on x , where . denotes the Euclidean distance. In this case, we associate with γ the univariate function
. We conclude this section by shortly describing the extremal coefficient (see, e.g., Schlather and Tawn, 2003) , which is a well-known measure of spatial dependence for max-stable random fields. Let {Z(x)} x∈R d be a simple max-stable random field. In the case of two locations, the extremal coefficient function Θ is defined by
where u > 0.
3 Spatial dependence measure for powers of max-stable random fields
Several dependence measures for max-stable random fields have been introduced in the literature. We can mention, among others, the extremal coefficient (see, e.g., Schlather and Tawn, 2003) , the F-madogram (Cooley et al., 2006) and the λ-madogram (Naveau et al., 2009 ). Here we propose a spatial dependence measure for a specific function of max-stable random fields and not max-stable random fields themselves, more precisely
where Corr stands for correlation and {Z(x)} x∈R 2 is a positive max-stable field having a finite second moment. For appropriate values of β 1 and β 2 , we can interpret this quantity as a measure of spatial dependence between locations x 1 and x 2 for damage due to wind (and not for wind speed itself). Hence, improving our understanding of max-stable fields and being potentially fruitful for practical applications, this measure is relevant in itself. It will also be useful for the study of spatial risk measures associated with variance in Section 4.1. We denote byF (ν f , s f , m f ) the Fréchet distribution with decay, scale and location parameters ν f , s f > 0 and m f ∈ R, respectively. By definition, a random variableZ
The following lemma gives a necessary and sufficient condition on β > 0 such that, for Z having the standard Fréchet distribution,Z β has a finite first and second moment, respectively. Lemma 1. Let β > 0. LetZ be a random variable followingF(1, 1, 0), i.e. having the standard Fréchet distribution. ThenZ β has a finite first moment if and only if (iff ) β < 1 and a finite second moment iff β < 1/2. Moreover, E Z β = Γ(1 − β), where Γ denotes the gamma function.
Proof. Let ν f > 0. In the case of the Fréchet distributionF(ν f , 1, 0), it is well-known that the k-th moment, denoted by µ k , is finite iff k < ν f and that
Thus, we haveZ β ∼F (1/β, 1, 0). Hence,Z β has a finite first moment iff 1/β > 1, i.e. β < 1, and a finite second moment iff 1/β > 2 i.e. β < 1/2. Moreover,
Now, we study the dependence measure D in the case of the Smith and BrownResnick random fields. From Lemma 1, we know that D is well-defined as soon as β 1 , β 2 ∈ (0, 1/2). We start with the following result which will also be of interest when analysing the induced spatial risk measures associated with variance in Section 4.1. We denote by Cov the covariance and, for β 1 , β 2 ∈ (0, 1/2), we introduce the function g β 1 ,β 2 defined by
where, for θ, h > 0,
with Φ and φ denoting the distribution function and the density of a standard Gaussian random variable, respectively.
Theorem 2. The following holds:
1. Let {Z(x)} x∈R 2 be the Smith random field with covariance matrix Σ. Then, for all x 1 , x 2 ∈ R 2 and β 1 , β 2 ∈ (0, 1/2), we have
where
The quantity . Σ is the norm associated with the inner product induced by the matrix Σ −1 .
2. Let {Z(x)} x∈R 2 be the Brown-Resnick random field associated with the variogram γ W . Then, for all x 1 , x 2 ∈ R 2 and β 1 , β 2 ∈ (0, 1/2), we have
Proof. 1. Let β 1 , β 2 ∈ (0, 1/2) and x ∈ R 2 . First, we show the result in the case where x 1 = x 2 = x. Since Z is simple max-stable, it follows from Lemma 1 that
Now, we prove the result in the case where
where l denotes the bivariate density of the Smith random field (at x 1 and x 2 ). In order to take advantage of the radius/angle decomposition of the multivariate extreme-value distributions, it is relevant to make the following change of variable:
The corresponding Jacobian matrix is written
where det denotes the determinant. Therefore, introducing
we have that
Let h = x 2 − x 1 Σ . Equation (4) in Padoan et al. (2010) gives that the bivariate density of the Smith random field (at x 1 and x 2 ) satisfies, for z 1 , z 2 > 0,
From (8), it follows that, for all z 1 , θ > 0,
Thus, using (7) and (9) and the fact that the density of a random variableZ ∼F(1,
where, for a distribution F , µ k (F ) stands for the k-th moment of a random variable having F as distribution. Using a change of variable, we have
and
Substituting (11) and (12) in (10) and using Lemma 1, we obtain the result.
2. It is known that the bivariate distribution function (at x 1 , x 2 ∈ R 2 ) of the BrownResnick random field associated with the variogram γ W is the same as that of the Smith random field with covariance matrix Σ when replacing (x 2 − x 1 ) Σ −1 (x 2 − x 1 ) with γ W (x 2 − x 1 ); compare Equation (1) in Huser and Davison (2013) and Equation (3) in Padoan et al. (2010) . It follows that the bivariate density (at x 1 and x 2 ) of the Brown-Resnick random field associated with the variogram γ W is given by the right-hand side of (8) for h = γ W (x 2 − x 1 ). Hence, exactly the same proof as for Bullet 1 with h = γ W (x 2 − x 1 ) instead of (x 2 − x 1 ) Σ −1 (x 2 − x 1 ) provides the result.
Note that, as the Smith random field is a particular case of the Brown-Resnick field, the result in Bullet 1 of Theorem 2 is a particular case of the result in Bullet 2. This is not specific to Theorem 2 but occurs throughout the paper. The reasons justifying our choice to differentiate the Smith and Brown-Resnick fields have been expounded in Section 2.2.
Using Theorem 2, we obtain the next expressions for the spatial dependence measure D when Z is the Smith or the Brown-Resnick random field. Corollary 1. The following holds:
. Thus, the results are immediate using (5) and (6) as well as the definition of the correlation.
In the case where Z is the Smith random field with covariance matrix Σ, we denote our dependence measure D by D S,Σ . Likewise, if Z is the Brown-Resnick random field associated with the variogram γ W , we use the notation D B,γ W . We observe that, for fixed values of β 1 and β 2 , D S,Σ (x 1 , x 2 , β 1 , β 2 ) only depends on x 2 − x 1 Σ , the Mahalanobis distance (associated with Σ) between x 1 and x 2 . Similarly, D B,γ W (x 1 , x 2 , β 1 , β 2 ) only depends on γ W (x 2 − x 1 ). Hence, in the following, we will use the notations D S,Σ ( x 2 − x 1 Σ , β 1 , β 2 ) and D B,γ W (γ W (x 2 − x 1 ), β 1 , β 2 ), respectively. In order to derive useful conclusions about these quantities from Corollary 1, we now investigate the behaviour of the function g β 1 ,β 2 defined in (4). For this purpose, we first need the following result. Proposition 1. Let B(F 1 , F 2 ) be the class of all bivariate random vectors with given margins F 1 and F 2 . For a random vector X = (X 1 , X 2 ) , its distribution function is denoted F X 1 ,X 2 . Let X = (X 1 , X 2 ) and Y = (Y 1 , Y 2 ) be random vectors in B(F 1 , F 2 ). Then, we have that
for all increasing functions f 1 and f 2 such that f 1 : (0, ∞) → (0, ∞) and f 2 : (0, ∞) → (0, ∞), provided the expectations exist.
Proof. The proof is partly inspired from the proof of Theorem 1 in Dhaene and Goovaerts (1996) . Let f 1 : (0, ∞) → (0, ∞) and f 2 : (0, ∞) → (0, ∞) be increasing functions. Assume that, for all z 1 , z 2 > 0,
We have that
2 (z 2 ) and the same equality for Y. Consequently, since, for all z 1 , z 2 > 0, f
it follows from (13) that, for all z 1 , z 2 > 0,
Since X 1 and Y 1 have the same distribution and the same is true for X 2 and Y 2 , we deduce that
For a random variableX, we denote by FX its distribution function. Using (14), (15) and Lemma 1 in Dhaene and Goovaerts (1996) , we obtain that
The result follows from the combination of (15) and (16).
Henceforth, we can show the following useful and technical result.
Theorem 3. Let β 1 , β 2 ∈ (0, 1/2). The function g β 1 ,β 2 defined in (4) is decreasing.
Proof. Let {Z(x)} x∈R 2 be the Smith random field with covariance matrix Σ and x, y ∈ R 2 . Equation (3.1) in Smith (1990) gives that, for all z 1 , z 2 > 0,
where h = y − x Σ . We can show, for example using Mathematica, that
where erfc is the complementary error function, defined by
The first term in the right-hand side of (17) is obviously positive and we now show that the second one is negative. We have, for all z 1 , z 2 > 0, that
where y = z 1 /z 2 . The last inequality is satisfied, giving that the second term of the right-hand side of (17) is negative. Thus, we have, for all x, y ∈ R 2 and z 1 , z 2 > 0, that
Let us consider h 1 > h 2 > 0 and x 1 , x 2 , x 3 , x 4 ∈ R 2 such that
It follows from (18) that, for all z 1 , z 2 > 0,
Since Z is simple max-stable, we have that
. Therefore, the application of Proposition 1 with f 1 (z) = z β 1 and f 2 (z) = z β 2 , z > 0, where
Now, we know from Theorem 2, Bullet 1, that, for all x, y ∈ R 2 satisfying y − x Σ = h,
Finally, the combination of (19), (20) and (21) gives that g β 1 ,β 2 (h 1 ) < g β 1 ,β 2 (h 2 ), showing the result.
It directly follows from Corollary 1 and Theorem 3 that, for fixed β 1 , β 2 ∈ (0, 1/2), D S,Σ ( x 2 − x 1 Σ , β 1 , β 2 ) decreases when the Mahalanobis distance between x 1 and x 2 increases. Similarly, for most commonly encountered models of isotropic variogram γ W ,
is a decreasing function of x 2 −x 1 . Such a decrease of the dependence with the distance seems totally natural.
We will now have a particular focus on the case where β 1 = β 2 . We introduce, for β ∈ (0, 1/2), the function g β defined by
and which arises when setting β 1 = β 2 in the function g β 1 ,β 2 specified in (4). Next result directly follows from Corollary 1.
Corollary 2. The following holds:
1. Let {Z(x)} x∈R 2 be the Smith random field with covariance matrix Σ. Then, for all x 1 , x 2 ∈ R 2 and β ∈ (0, 1/2), we have
2. Let {Z(x)} x∈R 2 be the Brown-Resnick random field associated with the variogram γ W . Then, for all x 1 , x 2 ∈ R 2 and β ∈ (0, 1/2), we have
Proof. Since, for all β ∈ (0, 1/2), g β,β = g β , the result is a straightforward consequence of Corollary 1 when setting β 1 = β 2 = β.
In order to draw conclusions about the behaviour of the dependence measure D in the case β 1 = β 2 , we first study the function g β defined in (22). Theorem 3 immediately yields the following corollary.
Corollary 3. Let β ∈ (0, 1/2). The function g β defined in (22) is decreasing.
Proof. The result directly follows from Theorem 3 since g β = g β,β for all β ∈ (0, 1/2).
Additionally, we have the following useful propositions which especially give the behaviour of the function g β around 0 and at ∞.
Proposition 2. Let β ∈ (0, 1/2). The function g β defined in (22) is continuous at h = 0, i.e. satisfies lim
Thus, g β is continuous everywhere on [0, ∞).
Proof. Let {Z(x)} x∈R 2 be the Smith random field with covariance matrix Σ = I 2 , where I 2 is the identity matrix in dimension 2. The field Z β is stationary by stationarity of Z. In addition, since Z is simple max-stable and β ∈ (0, 1/2), we know from Lemma 1 that Z β has a finite second moment. Accordingly, Z β is second-order stationary. Moreover, since the Smith random field is sample-continuous, it immediately follows that Z β is samplecontinuous and thus continuous in quadratic mean. Hence, the covariance function of the field Z β is continuous at the origin. This implies, using (5) with β 1 = β 2 = β and the fact that g β,β = g β , that
This easily yields (23), which means that g β is continuous at h = 0. For any h > 0, the continuity of g β at h is obtained similarly since the covariance function of a field which is second-order stationary can be discontinuous only at the origin. Finally, g β is continuous everywhere on [0, ∞).
Proof. Let {Z(x)} x∈R 2 be the Smith random field with covariance matrix Σ = I 2 . As will be seen in the proof of Theorem 8, the field Z β satisfies the central limit theorem (in a sense specified in Section 4.2). This implies (see Section 4.2) that
which entails, using (5) with β 1 = β 2 = β and the fact that g β,β = g β , that
Since g β is decreasing (see Corollary 3), this necessarily implies that
(24).
Remark 1. An alternative proof of Proposition 3 involving the fact that max-stable random fields are associated is provided in Appendix.
The integral appearing in the expression of g β has no closed form and therefore a numerical approximation is required. For this purpose, we use adaptive quadrature with a number of sub-intervals N = 10
6 . 2 Figure 1 shows that the decrease of g β (h) for a given β with respect to h is more and more pronounced when β increases. Additionally, as suggested by Figure 1 and confirmed by Figure 2 , for h fixed, it seems that g β (h) increases with β at a rate which grows very fast with β.
Below, we study the behaviour of D S,Σ ( x 2 − x 1 Σ , β, β) and D B,γ W (γ W (x 2 − x 1 ), β, β) with respect to β and the Euclidean distance x 2 − x 1 . First, using (23), it follows The solid (respectively dashed and dotted) line depicts the evolution of g β (h) with respect to β for h = 0.1 (respectively h = 0.3 and h = 4). The integrals are computed using adaptive quadrature with N = 10 6 .
from Corollary 2 that lim
1 ), β, β) = 1. Now, note that, introducing B 1 = {x ∈ R 2 : x = 1}, the unit ball of R 2 , for a functionf from R 2 to R, lim h →∞f (h) = ∞ must be understood as lim h→∞ inf u∈B 1 f (hu) = ∞. Using (24), we deduce from Corollary 2 that lim
Furthermore, the faster the increase of γ W to ∞, the faster the convergence of D B,γ W (γ W (x 2 − x 1 ), β, β) to 0. These results are consistent with our expectations. In order to obtain Figure 3 , we have taken Σ = I 2 as covariance matrix for the Smith random field. From (3), we know that this field corresponds to the Brown-Resnick field associated with the variogram γ W (x) = x 2 , x ∈ R 2 . For the Brown-Resnick field, we have chosen the variogram γ W (x) = x , x ∈ R 2 . In accordance with the previous discussion, we observe that the convergence to 0 of our dependence measure D is faster for the Smith field than for the Brown-Resnick field. Moreover, interestingly, we see that the curves corresponding to β = 0.2 and β = 0.49 are very close. This seems to indicate that the correlation is only faintly sensitive to the value of the coefficient β. This feature is highlighted in Figure 4 . On top of being insightful for the understanding of max-stable fields, this observation might be interesting for practice if we interpret β as a damage coefficient. In broad terms, this means that the correlation between damage evolves only a little with the damage coefficient. Secondly, in line with the theory, we observe that the correlation rapidly decreases from values close to 1 to values close to 0 when h increases from 0.1 to much larger values. The solid (respectively dotted) lines represent the evolution of D S,Σ ( x 2 − x 1 Σ , β, β) and D B,γ W (γ W (x 2 −x 1 ), β, β) with respect to x 2 −x 1 for β = 0.2 (respectively β = 0.49). We take Σ = I 2 and γ W (x) = x , x ∈ R 2 . The integrals are computed using adaptive quadrature with N = 10 6 .
We conclude this section by noting that many features observed for D are also true for Cov Z(x 1 ) β , Z(x 2 ) β , x 1 , x 2 ∈ R 2 , β ∈ (0, 1/2). The most significant difference lies in the fact that the sensitivity with respect to β is much larger, as can be anticipated when observing the evolution of g β (h) with respect to β for different values of h displayed in Figure 2 .
Spatial risk measures induced by powers of maxstable random fields
In this section, we study some examples of spatial risk measures induced by the cost field
where β > 0 and {Z(x)} x∈R 2 is a positive max-stable random field such that the field Z β belongs to C. Most often, Z will be the Smith or Brown-Resnick random field. The Brown-Resnick model is of great significance for practical applications since, due to its flexibility, it is one of the most suitable (if not the most) models among currently available max-stable models, at least for environmental data (see, e.g., Davison et al., 2012, Section 7.4 , in the case of rainfall).
We first introduce the following useful lemma.
Lemma 2. Let {Z(x)} x∈R 2 be a measurable and simple max-stable random field and β ∈ (0, 1). Then, the random field Z β belongs to C.
Proof. First, the field Z β is obviously measurable. Furthermore, Lemma 1 gives that, for all x ∈ R 2 , E Z(x) β = Γ(1 − β). Consequently, the function
β is constant and hence locally integrable. Therefore, Proposition 1 in Koch (2018) yields that Z β has a.s. locally integrable sample paths. This concludes the proof.
Let {Z(x)} x∈R 2 be a measurable and simple max-stable random field and β ∈ (0, 1). We consider the field {C(x)} x∈R 2 = Z(x) β x∈R 2 . From Lemma 2, we know that C ∈ C.
The cost field C has obviously identical margins. Moreover, Lemma 1 gives that E[|C (0) Koch (2018) gives that, for all A ∈ A, R 1 (A, C) = Γ(1 − β). Moreover, R 1 (·, C) satisfies the axioms of spatial invariance under translation, spatial sub-additivity and asymptotic spatial homogeneity of order 0 with K 1 (A, C) = 0 and K 2 (A, C) = Γ(1 − β), A ∈ A c . More generally, spatial risk measures associated with the expectation are not of great interest since, by Fubini's Theorem, they do not account for the spatial dependence of the cost field C.
In the following, we study some spatial risk measures associated with variance in detail. Then, we provide a central limit-based approximation of the distribution of L N (λA, C) for A ∈ A c and λ large enough. Finally, we analyse some spatial risk measures associated with VaR and ES.
Spatial risk measures associated with variance
We focus on the quantity R 2 (·, C) = Var (L N (·, C)), provided it is finite, where C is given in (25). We first study the function λ → R 2 (λA, C), for specific regions A ∈ A, in detail. Among others, we derive useful expressions for R 2 (λA, C), λ > 0, in some cases. As will be seen, these formulae might be of practical relevance for the insurance industry. Additionally, they will allow us to prove the axiom of spatial sub-additivity in specific configurations. Second, we provide conditions on the field Z such that R 2 (·, C) satisfies (at least) part of the axioms recalled in Definition 3.
Study of R
Recall that B 1 denotes the Borel σ-field on R. Furthermore, let B((0, ∞)) be the Borel σ-field on (0, ∞). We start with a preliminary result.
Lemma 3. Let {Z(x)} x∈R 2 be a simple max-stable random field. Let β ∈ (0, 1/2) and = 1/2 − β. The function
is obviously measurable from ((0, ∞), B((0, ∞))) to (R, B 1 ) and increasing. Moreover, we
and such a δ exists.
Proof. The fact that D is measurable and increasing is obvious. Additionally, it follows from Lemma 1 that E Z(0)
< ∞ iff β(2+δ) < 1 i.e. β < 1/(2+δ). Consequently, since β = 1/2 − , we have that
Now, a positive δ satisfying (26) exists since ∈ (0, 1/2) and hence the right-hand side of (26) is positive.
Let {Z(x)} x∈R 2 be a simple and measurable max-stable random field. Moreover, let β ∈ (0, 1/2) and {C(x)} x∈R 2 = Z(x) β x∈R 2 . Lemma 2 yields that C ∈ C. Moreover, it follows from Lemma 1 that, for all x ∈ R 2 , E [C(x) 2 ] < ∞. Thus, using Theorem 4 in Koch (2018) , we obtain that, for all A ∈ A and λ > 0,
Hence, taking advantage of the expression of Cov Z(x) β , Z(y) β obtained in Theorem 2, we can deduce the expression of R 2 (λA, C) in the case where Z is the isotropic Smith random field or the Brown-Resnick random field with an isotropic variogram, when the region A is either a disk or a square. Note that in the whole paper, disk and square refer to a closed disk with positive radius and a (closed) square with positive side, respectively. The corresponding results are given in the next two theorems.
Theorem 4. Let {Z(x)} x∈R 2 be the Smith random field with covariance matrix Σ = KI 2 , where K > 0. Let β ∈ (0, 1/2) and {C(x)} x∈R 2 = Z(x) β x∈R 2 . Then: 1. Let A be a disk with radius R. For all λ > 0, we have
where f d is the density of the Euclidean distance between two points independently and uniformly distributed on A, given, for h ∈ [0, 2R], by
2. Let A be a square with side R. For all λ > 0, we have
where f s is the density of the Euclidean distance between two points independently and uniformly distributed on A, written as:
Proof. First, note that, for all x 1 , x 2 ∈ R 2 , x 2 − x 1 2 Σ = x 2 − x 1 2 /K. Consequently, using (5) with β 1 = β 2 = β and the fact that g β,β = g β , we obtain
The results follow from (27) and similar arguments as in the proof of Corollary 1 in Koch (2017) .
Theorem 5. Let {Z(x)} x∈R 2 be the Brown-Resnick random field associated with an isotropic variogram γ W whose corresponding univariate function is γ
W . Let β ∈ (0, 1/2) and {C(x)} x∈R 2 = Z(x) β x∈R 2 . Then: 1. Let A be a disk with radius R. For all λ > 0, we have
where f d has been given in Theorem 4.
where f s has been given in Theorem 4.
Proof. Using (6) with β 1 = β 2 = β and the fact that g β,β = g β , we obtain
The following theorem concerns the limit of R 2 λA, Z β when λ → ∞ for Z being the fields in Theorems 4 and 5.
Theorem 6. Let β ∈ (0, 1/2). Furthermore, let us be in one of the two following cases:
1. Case 1: Let {Z(x)} x∈R 2 be the Smith random field with covariance matrix Σ = KI 2 , where K > 0.
2. Case 2: Let {Z(x)} x∈R 2 be the Brown-Resnick random field associated with a vari-
W is measurable and
Let {C(x)} x∈R 2 = Z(x) β x∈R 2 . Then, we have, for all A being a disk with radius R or a square with side R, that lim λ→∞ R 2 (λA, C) = 0.
Proof. 1. We show the result for Case 1. As will be seen in Theorem 7, Bullet 3, R 2 (·, C) satisfies the axiom of asymptotic spatial homogeneity of order −2, with K 1 (A, C) = 0, A ∈ A c . This yields that, for all A ∈ A c , lim λ→∞ R 2 (λA, C) = 0.
2. We now establish the proof for Case 2. We show the result when A is a disk. The arguments are the same in the case of the square. Since f d is a continuous function of h on the compact set [0, 2R], it is bounded. Moreover, combining the fact that g β is decreasing (see Corollary 3), (23) and (24), we deduce that g β is bounded. Therefore, there existsB > 0 such that, for all h ≥ 0 and λ > 0,
In addition, f d and g β are continuous and thus measurable. Accordingly, since γ
W (λh) is measurable. Thus, using Lebesgue's dominated convergence theorem, the fact that f d is a density and (30), we obtain
Finally, combining (24), (29) and (31), we obtain that
This concludes the proof.
Note that the results of Theorem 6 are consistent with the current knowledge about mixing of max-stable random fields. Under the conditions of Theorem 6, the extremal coefficient function Θ of the Smith or the Brown-Resnick random field is isotropic. Thus, we introduce the univariate function
In both cases, we have lim h→∞ Θ (u) (h) = 2. This implies from Kabluchko and Schlather (2010) , Theorem 3.1, and the fact that this result can be extended to random fields on R d , d > 1 (see, e.g., Dombry, 2012, p.20) , that the Smith and Brown-Resnick fields are mixing under the assumptions of Theorem 6. Hence, these fields are mean-ergodic, which implies the result of Theorem 6.
Corollary 3 implies that, for all K > 0 and h > 0, the function λ → g β (λh/K) is decreasing. Thus, if Z is the Smith random field with covariance matrix Σ = KI 2 , where K > 0, and C = Z β , for β ∈ (0, 1/2), it follows from Theorem 4 that λ → R 2 (λA, C) is decreasing for A being a disk or a square. Consequently, there is spatial diversification. Moreover, Theorem 6, Bullet 1, implies that this spatial diversification is total. Total diversification has to be understood in the sense that lim λ→∞ R 2 (λA, C) = 0. Similarly, if the function h → γ (u) W (h) is increasing (respectively non-decreasing), then Corollary 3 entails that, for all h > 0, the function λ → g β γ (u) W (λh) is decreasing (respectively non-increasing). Therefore, if Z is the Brown-Resnick random field associated with an isotropic variogram γ W (such that the corresponding univariate function is γ (u) W ), and C = Z β , β ∈ (0, 1/2), we deduce from Theorem 5 that λ → R 2 (λA, C) is decreasing (respectively non-increasing) for A being a disk or a square. Thus, there is spatial diversification. Furthermore, if γ (u) W is measurable and satisfies (30), Bullet 2 in Theorem 6 implies that this spatial diversification is total. Theorems 4 and 5 might be of interest for the insurance industry. Indeed, they allow computing the value of λ such that R 2 (λA, C) equals a wanted low variance level. In other words, they enable to find out the characteristic dimension of a geographical area needed to reach a specified low variance for the loss per surface unit.
Below, we study how R 2 (λA, C) evolves with respect to λ under the assumptions of Theorems 4 and 5. The integrals appearing in the corresponding expressions have no closed form. Therefore, as above, we use adaptive quadrature with N = 10 6 . Without loss of generality, we set R = 1. In the case of the Smith random field with covariance matrix I 2 , Figure 5 displays a rapid decrease of R 2 (λA, C) to the limiting risk measure when λ increases. The decrease is slightly slower in the case of the square. Note that this behaviour is similar as the one observed when the cost field is the indicator function of the Smith random field exceeding a given threshold; see Koch (2017) , Figure 1 . The decrease is much slower in the case of the Brown-Resnick field associated with the variogram γ W (x) = x , x ∈ R 2 . This stems from the fact that this variogram increases to ∞ at a lower rate than the one linked to the Smith field with covariance matrix I 2 . We recall that the latter field corresponds to the Brown-Resnick field associated with the variogram γ W (x) = x 2 , x ∈ R 2 . In both cases, we observe that the values of R 2 (λA, C) are much lower for β = 0.47 than for β = 0.49. This is confirmed by Figure 6 , where we can see that R 2 (λA, C) increases with β at a rate which grows very rapidly with β (this is true for other values of λ than 1). This feature is likely to be inherited from the behaviour of the function g β with respect to β depicted in Figure 2 . We have noticed in Section 3 that the value of β has only a low impact on the spatial dependence measure D but we see here that it has a huge influence on the value of R 2 (λA, C), λ > 0.
Axioms
The following theorem provides conditions on the field Z such that R 2 (·, C) satisfies (at least) part of the axioms recalled in Definition 3.
Theorem 7.
1. Let {Z(x)} x∈R 2 be a positive and stationary max-stable random field and β > 0 such that the field Z β belongs to C and has a finite second moment. We introduce the cost field {C(x)} x∈R 2 = Z(x) β x∈R 2 . Then, the spatial risk measure induced by C R 2 (·, C) satisfies the axiom of spatial invariance under translation. In particular, this is true for the Smith, Schlather, Brown-Resnick, geometric Gaussian and tube random fields for β ∈ (0, 1/2). W is non-decreasing. Let β ∈ (0, 1/2) and {C(x)} x∈R 2 = Z(x) β x∈R 2 . Then R 2 (·, C) satisfies the axiom of spatial sub-additivity when the two regions are both a disk or a square. Var is a law-invariant classical risk measure. Hence, Theorem 5, Bullet 1, in Koch (2018) gives the first result. Now, we consider the Smith, Schlather, Brown-Resnick, geometric Gaussian and tube random fields. As they are all measurable and simple max-stable and β ∈ (0, 1/2), it follows from Lemma 2 that, in all these cases, C ∈ C. Furthermore, R 2 (·, C) is welldefined. Finally, these max-stable fields are stationary and thus C as well, concluding the proof.
2. First, in both cases, R 2 (·, C) is invariant under translation by Bullet 1. Moreover, for A being a disk or a square, we have seen that the function λ → R 2 (λA, C) is decreasing in the case of the Smith field and non-increasing (respectively decreasing) in the case of the Brown-Resnick field if γ (u) W is non-decreasing (respectively increasing). Therefore, the result follows by the same reasoning as in the proof of Theorem 3, Bullet 2, in Koch (2017) .
3. Since the Smith and Brown-Resnick random fields are simple max-stable, it follows from Lemma 3 that, for β ∈ (0, 1/2), the function D(z) = z β , z > 0, satisfies the assumptions of Corollaries 4 and 6 in Koch (2018) . Hence, Corollaries 6 and 4 in Koch (2018) give the result for (a) and (b), respectively.
Remark 2. The result of Theorem 7 is also true if Z is a sample-continuous BrownResnick random field associated with a variogram γ W which satisfies a slightly weaker condition, i.e.
for a δ such that
where = 1/2 − β.
Proof. Since the Brown-Resnick random field is measurable and simple max-stable and β ∈ (0, 1/2), Lemma 2 gives that C ∈ C. Furthermore, the Brown-Resnick field is stationary, yielding that, for all x, y ∈ R 2 , Cov(C(x), C(y)) = Cov(C(0), C(x − y)). For a δ satisfying (33), Lemma 3 gives that E |C(0)| 2+δ < ∞. Let us take q such that 2/(2 + δ) + 1/q = 1, i.e. q = (2 + δ)/δ. Let Θ denote the extremal coefficient of the Brown-Resnick field. Equation (32) precisely means that
Using (6) with β 1 = β 2 = β, the fact that g β is decreasing and (24), we have that, for all
Finally, this Brown-Resnick field is assumed to be sample-continuous. Thus, Theorem 6 in Koch (2018) gives the result.
Central limit theorem and homothety
We first recall the concepts of Van Hove sequence and central limit theorem (CLT) for random fields. Let d ∈ N\{0}. For V ⊂ R d and r > 0, we denote V +r = {x ∈ R d : dist(x, V) ≤ r}, where dist stands for the Euclidean distance. Additionally, we denote ∂V the boundary of
and, for any Van Hove sequence
where, for µ ∈ R and σ ≥ 0, N (µ, σ 2 ) denotes the normal distribution with expectation µ and variance σ 2 . Using results about CLT for functions of stationary max-stable random fields by Koch et al. (2018) and an outcome of Koch (2018) , we obtain the following theorem.
Theorem 8. Let {Z(x)} x∈R 2 be either 1. the Smith random field with any covariance matrix Σ.
2. the Brown-Resnick random field associated with the variogram γ W (x) = η x α , x ∈ R 2 , where η > 0 and α ∈ (0, 2].
Let β ∈ (0, 1/2) and {C(x)} x∈R 2 = Z(x) β x∈R 2 . We have, for all A ∈ A c , that
The expression of Cov Z(0) β , Z(x) β is given by Theorem 2 (when setting β 1 = β 2 = β).
Proof. We know from the proof of Theorem 7, Bullet 1, that, if Z is the Smith or BrownResnick random field, then C ∈ C. Moreover, C is stationary and thus has identical margins. In addition, as the Smith and Brown-Resnick random fields are simple maxstable, it follows from Lemma 3 that, for β ∈ (0, 1/2), the function D(z) = z β , z > 0, satisfies the assumptions of Theorems 3 and 4 in Koch et al. (2018) . Thus, in the case of Bullet 1, Theorem 4 in Koch et al. (2018) yields that C satisfies the CLT. Similarly, in the case of Bullet 2, by Theorem 3 in Koch et al. (2018) , C satisfies the CLT. Finally, since the Smith and Brown-Resnick random fields are simple max-stable, Lemma 1 yields that they both satisfy E [C(0)] = Γ(1 − β). The results follow from Theorem 2 in Koch (2018) .
If λ is large enough, this result gives an approximation of the distribution of the normalised spatially aggregated loss:
where ≈ means "approximately follows". Such an approximation can of course be useful in practice, e.g. for an insurance company. We conclude this section by observing that the result of Theorem 8 holds true for the Brown-Resnick random field under more general conditions on the variogram. Before, we need the following definition. We recall that B 1 denotes the unit ball of R 2 . For two functionsf 1 andf 2 from R 2 to R, the notationf
Remark 3. The result of Theorem 8 also holds true if Z is the Brown-Resnick field built with a random field {W (x)} x∈R 2 which is sample-continuous and whose variogram satisfies sup
Proof. Remark 3 in Koch et al. (2018) gives that C satisfies the CLT and the other arguments are the same as in the proof of Theorem 8.
Spatial risk measures associated with Value-at-Risk and expected shortfall
For a random variableX with distribution function FX, its Value-at-Risk at the level α ∈ (0, 1) is written VaR α (X) = inf {x ∈ R : FX(x) ≥ α}. Moreover, provided E X < ∞, its expected shortfall at the level α ∈ (0, 1) is defined by
Classic values for α are 0.95 and 0.99. Note that in the actuarial literature, ES is sometimes referred to as Tail Value-at-Risk (see, e.g., Denuit et al., 2005 , Definition 2.4.1). In the following, for α ∈ (0, 1), q α and φ denote the quantile at the level α and the density of the standard Gaussian distribution, respectively. In this section, we focus on
where α ∈ (0, 1) and C is given in (25). We first shortly comment on the functions λ → R 3,α (λA, C) and λ → R 4,α (λA, C) and then provide conditions on the field Z such that R 3,α (·, C) and R 4,α (·, C) satisfy (at least) partially the axioms recalled in Definition 3.
4.3.1 Study of R 3,α (λA, C) and R 4,α (λA, C), λ > 0
As in the case of the induced spatial risk measures associated with VaR studied in Koch (2017) , Section 4.3, deriving a tractable formula for VaR of L N (λA, C), A ∈ A, is very difficult. The same type of approximation as that described in Koch (2017) , Section 4.3.1, can be used, leading to the same kind of graphs as Figure 6 in Koch (2017) for the function λ → R 3,α (λA, C). This approach is numerically rather time-consuming.
For the same reasons, it is very arduous to obtain a tractable formula for ES of L N (λA, C), A ∈ A. In the case of a continuous random variableX, we know that
Hence, a possibility to get an approximation for ES of L N (λA, C) could be to compute the right-hand side of (36) using a Monte-Carlo method. However, this would be really time-consuming.
Axioms
Although we do not have an explicit formula for R 3,α (λA, C) and R 4,α (λA, C), thanks to some outcomes in Koch (2018) (connected with Theorem 8), we know their asymptotic behaviours (when λ → ∞) under some conditions. The corresponding result is part of next theorem.
Theorem 9. 1. Let {Z(x)} x∈R 2 be a positive and stationary max-stable random field and β > 0 such that the field Z β belongs to C. Let {C(x)} x∈R 2 = Z(x) β x∈R 2 . Then, for all α ∈ (0, 1), R 3,α (·, C) satisfies the axiom of spatial invariance under translation. Provided E [|C(0)|] < ∞, the same is true for R 4,α (·, C). In the case of the Smith, Schlather, Brown-Resnick, geometric Gaussian and tube random fields, R 3,α (·, C) satisfies the axiom of spatial invariance under translation for all β > 0 and the same holds true for R 4,α (·, C) for β ∈ (0, 1).
2. Let {Z(x)} x∈R 2 be either
• the Smith random field with any covariance matrix Σ.
• the Brown-Resnick random field associated with the variogram γ W (x) = η x α , x ∈ R 2 , where η > 0 and α ∈ (0, 2].
Let β ∈ (0, 1/2) and {C(x)} x∈R 2 = Z(x) β x∈R 2 . Then: The expression of Cov Z(0) β , Z(x) β is given by Theorem 2 (when setting β 1 = β 2 = β).
Proof. 1. The field C is stationary by stationarity of Z. For all β > 0, R 3,α (·, C) is well-defined. In addition, we have, for all λ > 0, that
Accordingly, if E [|C(0)|] < ∞, using the stationarity of C and Fubini's theorem, we obtain that E [|L N (λA, C)|] < ∞. This implies that R 4,α (·, C) is well-defined. Finally, VaR and ES are both law-invariant classical risk measures. Consequently, Theorem 5, Bullet 1, in Koch (2018) gives the first result. We have seen in the proof of Theorem 7, Bullet 1, that the Smith, Schlather, BrownResnick, geometric Gaussian and tube max-stable random fields are stationary and such that C ∈ C. Moreover, in all these cases, Lemma 1 yields that E [|C(0)|] < ∞ if β ∈ (0, 1). This concludes the proof.
2. We know from the proof of Theorem 7, Bullet 3, that, in the case of the Smith and Brown-Resnick fields, the function D(z) = z β , z > 0, satisfies the assumptions of Corollaries 4 and 6 in Koch (2018) . Therefore, (a) and (b) follow from Corollary 6 in Koch (2018) in the case of the Smith random field. They follow from Corollary 4 in Koch (2018) in the case of the Brown-Resnick random field associated with the variogram γ W (x) = η x α , x ∈ R 2 , where η > 0 and α ∈ (0, 2].
At last, we note that the result of Theorem 9, Bullet 2, holds true for the BrownResnick random field under more general conditions on the variogram.
Remark 4. The result of Theorem 9, Bullet 2, also holds true if Z is the Brown-Resnick random field built with a random field {W (x)} x∈R 2 which is sample-continuous and whose variogram satisfies (34) and (35).
Proof. This is a consequence of Corollary 5 in Koch (2018) , which we can apply since the function D(z) = z β , z > 0, satisfies the required assumptions.
Conclusion
In this paper, we first carry out a detailed analysis of the correlation (and covariance) structure of powers of some max-stable random fields, more specifically the Smith and Brown-Resnick fields. The obtained results might be valuable for the extreme-value community, independently of any risk management context. Then, we illustrate the notion of spatial risk measure and the corresponding axiomatic approach introduced in Koch (2017 Koch ( , 2018 in a case where the cost fields are powers of max-stable random fields. Such cost fields may typically be realistic for damage due to extreme wind speeds. Using the first part, we perform a thorough study of spatial risk measures associated with variance and induced by such cost fields. In addition, we provide sufficient conditions on the max-stable random fields such that spatial risk measures associated with several classical risk measures and induced by powers of max-stable fields satisfy (at least) part of the axioms. Most often, the max-stable random fields we consider in this paper have standard Fréchet margins. However, this might not always be realistic for practical applications. Accordingly, ongoing research aims at allowing more general marginal distributions.
