Introduction
Sequences of events occur in several applications, such as mobile services (the requests made by each user), telecommunication network alarm handling, user interface studies, etc. Such a sequence can be denoted ( e i , t i ), where i = 1, . . . , n, and for each i, e i ∈ E is an event type and t i is the occurrence time.
As an example, consider the following excerpt from a sequence of 46662 events (alarms) from a telecommunications network. Here the first field is the alarm type, and the second is the occurrence time. In several data analysis applications on sequences of events, we face the problem of finding "similar" situations. This is needed, e.g., for predicting the next events, and for understanding the dynamics of the process producing the sequence.
More formally, the problem of finding similar situations can be defined as follows. Given a time t and a window width w, find another time s such that the windows of the sequence occurring in intervals (t − w, t) and (s − w, s) are similar. The similarity between two slices can be defined using an edit distance notion [16] , i.e., the distance is defined as the cost of the cheapest possible sequence of operations that transforms one slice to another. The operations are insertion and deletion of an event and moving an event in time; each operation has an associated cost. The edit distance can be computed using a dynamic programming algorithm, but the computation is slow. Furthermore, assigning costs to the edit operations is quite problematic [17] .
The uses of similarity search in event sequences are at least twofold. First, we are interested in showing to the human analyst previous situations that resemble the current one. That is, we want to be able to pinpoint certain cases in the past that might contain useful information for the human. Second, we would like to use the similarity criterion to predict the future events: if slices similar to the current one have in the past been followed by certain types of events, we might expect to see them again. In this paper we are mostly concerned with the first type of application. This means that an occasional false match is not really a problem, and that the method should be fast enough to be used even for searching long sequences.
In this paper we describe a simple and fast way of mapping a sequence of events into points in k-dimensional Euclidean space using a random function, and show how this mapping can be used as a preprocessing method for finding similar situations. We contrast the accuracy and performance of our method with the dynamic programming approach, but the real validation of the method is in the experimental results.
We close this introduction by considering related work. Similarity between objects is a fundamental notion whose definition is crucial to various data mining and information retrieval methods. In order to look for patterns or regularities in data, it is often necessary to be able to quantify how far from each other two data objects are. Once similarity has been defined, we can use, e.g., distance-based clustering or nearest neighbor techniques to search for interesting information from the data. Recently, there has been considerable interest in defining intuitive and easily computable measures of similarity between complex objects and in using abstract similarity notions in querying databases [13, 14, 22, 11, 15, 7] .
Most of the above work has concentrated on similarity notions in unordered data. The sequential aspect of data is important also in the analysis of time series data occurring in, e.g., several financial and scientific applications, such as stock price indices, the volume of product sales, telecommunications data, onedimensional medical signals, audio data, and environmental measurement sequences. While there is a vast body of statistical literature on time series, similarity notions appropriate for data mining applications such as described above have not been studied much. Time series similarity concepts have been studied in [1, 2, 9, 20] .
An interesting recent solution for a somewhat similar problem is based on generative models instead of distance measures [8] . This paper considers real-valued time-series data and presents a way of constructing waveform models from the data.
Our work concerns sequences of events. They could be considered to be time-series data where the values are discrete events, and this means waveform models are not applicable. To apply the model-based approach, one would apparently need some other kind of prior assumptions on relationships in the data.
The rest of this paper is organized as follows. Section 2 describes the random mapping method somewhat abstractly, and Section 3 shows how the mapping can be used for similarity search in practice. Section 4 discusses why we expect the method to meet our goals in theory, and Section 5 describes how we have tested it with real data. Section 6 is a short conclusion.
Random mappings for event sequences
In this section we describe how sequences of events are mapped to real quantities. We use ideas stemming from the Johnson-Lindenstrauss lemma [12] , which recently has attracted lots of interest: see, e.g., [6, 5, 19, 21, 3] .
In our application, the events have occurrence times, and this has to be taken into account in the definition of the random projection. The projection is defined in two phases as follows.
For each event type e ∈ E and for each j = 1, . . . , k let ρ(e, j) be a normally distributed random variable with mean 0 and variance 1. In other words, we associate with each event type a random k-dimensional vector. This defines a random mapping from the set of event types into k-dimensional space.
Let f be a function from [0, w] to [0, 1] . This function will be used to extend the mapping defined above to slices of events. To do this, we first define some notation. Given an event sequence S = ( e 1 
That is, for dimension j we sum the variables ρ(d i , j) corresponding to the event types occurring in the slice, weighted by the function f on the distance of the event from the end point of the slice.
In our experiments, we have chosen f to be linear, i.e., f (x) = x/w. In this case, there is a simple incremental algorithm to compute the k-dimensional representations r(t i , w) of all the slices in the sequence. The algorithm slides a window of width w through the data and keeps the "current" k-vector in an array variable current and the unweighted sum of the vectors corresponding to events within the window in another variable sum. When the position of the window changes from t to t , current can be updated by adding the value of sum scaled by f (t − t). When events enter and exit the window, current and sum are updated accordingly.
Another possibility would be to choose an exponential function f (x) = e −x . The incremental algorithm would be even simpler: as the window position changes, it suffices to multiply current by f (t −t). If the incremental-computation property can be sacrificed, we might choose functions that give different weight to different parts of the slice.
Thus the mapping is quite easy to compute; in practice, the computation is very fast. For example, even a naive awk implementation that doesn't take advantage of the incremental nature of the task but computes the mapping separately for each window, took 19 minutes on an SGI O2 (195 MHz MIPS R10000 processor) to compute the vectors for the 46662-event alarm data used in our examples with w = 1000 and k = 10. Thereafter, it took about 40 seconds per window to find the closest match for a window, i.e., to produce a single data point for Figure 1 . An implementation of the incremental method in, say, C, would of course be orders of magnitude faster.
Using the mapping in searching for similar situations
Suppose we have accumulated a long sequence of events (or a set of sequences), and we are given a slice of events that have happened during the last w time units. Our task is to find the situations from the past which resemble the current situation as much as possible. The trivial method using edit distance definitions would be to compute the edit distance between the query slice and all other slices. However, this will in practice be very slow. The edit distance computations take time O(nm) for slices of lengths n and m, with fairly large constant factors. An additional problem with the use of the edit distance framework is that, as mentioned above, we need to specify lots of parameters. These parameters are seldom available and hence the relatively intuitive fingerprinting approach can be more useful.
Suppose that we have computed for each slice S(t i , w) the corresponding kdimensional vector r(t i , w). Then we compute the k-dimensional vector for the query slice Q; let this be q. Now we search (using normal linear search or more advanced data structures) for the vector r(t i , w) such that it and q are close to each other, i.e., r(t i , w) − q is small. After we find such vectors r(t i , w), we verify the closeness of the corresponding slice S(t i , w) to Q by using edit distance computation. That is, the mapped slices r are used as fingerprints of the original slices.
Thus our method avoids the full search in the space of slices of event sequences by doing first a search in k-dimensional Euclidean space. Such fingerprinting methods are, of course, quite often used; see, e.g., [18] . The complexity of the method is linear in the size of the data: in practice the method is very fast, even with naive implementation. The precomputed k-dimensional vectors r(t i , w) could be stored in, e.g., an R-tree [10] , to further speed up the search.
Here we just give two examples of what the method finds. In these examples, the parameter k was set to 9. Consider the fragment of sequence displayed in Table 1 (a). The events shown are all the events occurring at most 1000 seconds prior to the event 7260 573169 occurring as event number 1730 of the example sequence. We have included also the position in the sequence, and the time is relative to the end of the slice. The slice having the smallest distance to this query window occurred at position 29212 at time 2369304 and is shown in Table 1 (b). Note the intuitive similarity between these two slices.
Another example is the sequence occurring at position 38000 of the original sequence. The query slice is shown in Table 2 (a). The minimum distance to query window was 0.107156 at position 37988, see Table 2 (b). It can be seen that the sequences have a strong resemblance to each other.
Properties of the random mapping
Given two identical slices S(t, w) and S(t , w), the random vectors r(t, w) and r(t , w) are obviously identical. Also, if the slices S(t, w) and S(t , w) are quite close to each other in the sense of edit distance computed by dynamic programming, then the distance between r(t, w) and r(t , w) as vectors in k-dimensional space is small.
To see this, consider first the case S(t, w)
e., the slices are identical except that the latter doesn't have the element d 1 , t 1 . For simplicity, assume that f (t − t i ) = 1 for all t i . Then, the squared distance between r(t, w) and r(t , w) is
2 ) = 2k. In contrast, consider the squared distance from the origin to a vector obtained by mapping a random m-event slice S(t, w) = ( d 1 , t 1 , . . . , d m , t m ) . Every element of the vector r(t, w) is a sum of m random variables, r i (t, w) = m j=1 f (t−t j )ρ(d j , i). Assuming they are independent, i.e., that no event is repeated in the slice, the expected value of r i (t, w)
2 ) = m, so the expected squared distance from origin to the vector is km. For the variance, we get E(r i (t, w)
, so the variance of the squared distance is 2km. Thus, the editing operations of inserting and deleting one event have a small expected effect on the distance, compared to arbitrary vectors in the k-space. In the previous analysis, we assumed that all the events have equal weight. In practice, the effects of these editing operations will be even smaller for events towards the low-weight end of the slice. Also, assuming a continuous f , the editing operation of moving an event in time has an effect proportional to the length of the time change, just as in the notion of editing distance. Therefore, the approximated distance is small when a slice is subjected to a small number of editing operations.
An inverse relationship can also be shown. That is, if two slices are far from each other, then the corresponding random vectors are far from each other with high probability. Details are omitted in this version. 
Experiments
In this section we describe the experimental studies we have used to verify the operation of our method. Recall that our primary goal is to locate previously occurring situations that resemble the current one. To test how well this goal is met, we performed the following experiments. We conducted some experiments on telecommunications alarm data (which is also the source of the examples above) and the Entree Chicago data from the UCI KDD Archive [4] . The alarm data consists of 46662 alarms over a period of a month.
The time values seen on the x-axis of several figures are in seconds, and they range from about half a million to three million. The figures show only a subset of the full range for reasons of legibility. There are 180 types of alarms occurring in the data.
The Entree Chicago data comes from the log of an application which provides restaurant recommendations on the Web. We consider only the final recommendation made by the system for a single user. We converted the date/time information to seconds since the beginning of 1970 (a popular way of expressing time in some operating systems), so the time values vary from about 842 million to 924 million, and again the figures show a smaller range. The sequence contains 50672 events of 619 types.
We first describe the experiments on the telecommunications alarm data, and then show some results on the Entree Chicago data.
Alarm data
First, to get some feel for the data, we computed all closest slices for every 10th window with w = 1000 using the random mapping approximation. Figure 1 shows the location for the closest match for each slice. Some temporal locality can be observed.
We then created an artificial query window of width 1000 consisting of 37 events of 20 types. None of the event types occurred in the original sequence. We pasted 50 copies of this query window onto the alarm data. The pasting was made transparently, i.e., the original events were left into the sequence. Thus the modified sequence contains some clear copies of the query window, but most of the copies contain also other events. The query window was constructed by copying a part of the sequence and renaming the events.
We ran our mapping algorithm with several values of the parameter k, and performed queries using the following rule: list all windows in the order of approximate distance to the query window, but when a window S is listed, forget about all subsequent windows that overlap S. So, if (9000, 10000] is listed as one of the resulting windows, none of the windows (9000 + i, 10000 + i] for i = −999, . . . , 999 are listed. Otherwise, we would get several spurious results, since heavily overlapping windows are naturally similar. Figure 2 shows the distances of some of the resulting windows for k = 5, 10, 15, 30. The x-axis gives the location in the sequence, and the y-axis gives the approximated distance, i.e., the Euclidean distance in k-space. The plots have been truncated at a point slightly above the median distance for scaling purposes, since some windows have extremely high distances. For legibility, the horizontal axis shows only a part of the full time scale. The vertical lines indicate the positions of the inserted windows.
The best 50 non-overlapping windows in the case k = 15 are listed in Table 3 (p. 13). The first column gives the computed distance to the query window; in the first three cases, there were no extra events intermingled with the target, so the distance was zero. The second column indicates the position (i.e., time in seconds) of the window, and the third one gives the position of the closest target window, if there is one within the window width 1000. The fourth column is simply the difference of the second and third ones.
Of the 50 target windows, 22 are found exactly, and 20 more overlap one of the best 50 windows. Note how all the distances below 13 correspond to windows close to the targets, and distances up to about 5 are all exact hits (cf. Figure 2) .
It seems from the figures, especially from the case k = 30, that there is no way the method can find all of the inserted windows. Indeed, even with k = 100, some of the inserts remain indistinguishable from other windows. This is because sometimes the target window is inserted at a place where there are lots of events already, and the resulting window is not very similar to the target. 
Figure 2. Distances to selected windows, alarm data
This is illustrated in Figure 3 , where the approximated distances of the inserted target windows are plotted against the "density ratio" |I |/|I|, where |I| is the number of inserted events and |I | is the actual number of events within the 1000-width target window, counting both inserted events and those that were part of the original sequence.
For each target window W , either W appears or one or two windows overlapping W appear in the sorted list where overlaps have been omitted. We call the "rank" of W in this listing the rank of the first listed window W for which W ∩W = ∅. Ties are resolved arbitrarily to give each window a unique rank. Figure 4 shows the ranks of target windows against the density ratio defined earlier. Ranks greater than 100 are shown as 100.
Note the effect of k: with a larger number of dimensions, the targets stand out better in Figure 2 , but the number of targets within the best windows doesn't increase very much. With this data, it seems that values of k around 5 or 10 are sufficient.
Entree Chicago data
In the case of the Entree Chicago data, we again inserted 50 windows in the sequence. Since the time scale is different, we used 10000 seconds as the window width. In contrast to the previous experiments, the inserts contain mostly event types that also appear in the original sequence: of the 24 events in the insert, 10 are artificial (ones that don't appear in the unmodified sequence). This makes the targets a bit harder to recognize, but they should still be quite far away from other windows. As in the previous case, the insert was obtained by taking a part of the sequence and renaming some events. Figure 5 shows the distances of windows selected as in the case of alarm data. The values of k shown are 10, 15, 20 and 30. The plots indicate that several of the targets can be found in this case as well. With this data and this insert, the density ratio of the targets was higher than in the previous case. This is nicely shown in Figures 6 and 7 , plotted for the cases k = 10 and k = 30.
Concluding Remarks
We have described a simple method for similarity search in sequences of events. The method is based on the use of random projections. We have shown some simple theoretical properties of the method and evaluated its performance on real data. The experiments show that the method is quite good in recognizing similar situations. There are cases where it fails to find a pasted occurrence of the query window, but then there are so many other events mixed within the window that the pasted window would not be considered to be close to the original in the edit distance sense either, assuming some reasonable assignment of costs to the editing operation of inserting events.
Some open problems remain. The theoretical properties of the random mapping applied to sequences of events are largely unexplored. The choice of a linear weighting function f in this paper is somewhat arbitrary, since also other functions admit an incremental algorithm. Another line of research that we are currently pursuing is the use of the similarity metric in the prediction of future events. 
