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ABSTRACT
In this paper we propose an unified construction of Lya-
punov functions based on Lur’e type functions that al-
lows us to go from Persidskii’s to pure quadratic func-
tions. Such Lyapunov functions allows the establish-
ment of the absolute stability of nonlinear systems with
nonlinearities belonging to given sectors. The sectors
can be finite or infinite. An stability criterion is for-
mulated in terms of Linear Matrix Inequalities (LMI).
The parameters that define the sectors are present in
the given LMI and are made available for optimization,
leading to several optimization problems that are able
to determine the available robustness levels for several
sector configurations.
RESUMO
Neste artigo propomos uma me´todo unificado para cons-
truc¸a˜o de func¸o˜es de Lyapunov a partir de func¸o˜es do
tipo Lur’e que conte´m como casos particulares as fun-
c¸o˜es do tipo Persidskii e as func¸o˜es puramente quadra´-
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ticas. Estas func¸o˜es de Lyapunov permitem estabelecer
um crite´rio para a estabilidade absoluta de sistemas na˜o
lineares com na˜o linearidades pertencentes a setores, se-
jam eles finitos ou infinitos. O crite´rio de estabilidade
e´ formulado por meio de desigualdades matriciais linea-
res (LMIs) nas quais os paraˆmetros que definem os se-
tores esta˜o dispon´ıveis para otimizac¸a˜o. Esta proprie-
dade nos permite definir problemas de otimizac¸a˜o para
determinac¸a˜o dos n´ıveis de robustez para diversas con-
figurac¸o˜es dos setores.
KEYWORDS: Estabilidade Absoluta, Desigualdades Ma-
triciais Lineares, Crite´rio do C´ırculo, Crite´rio de Popov
1 INTRODUC¸A˜O
Neste artigo estamos interessados em estudar a estabili-
dade de sistemas descritos por equac¸o˜es diferenciais no
seguinte formato
x˙i =
n∑
j=1
aijfj(xj), i = 1, . . . , n, (1)
em que x ∈ n e´ o vetor de estado e no qual as func¸o˜es
fj :  →  na˜o sa˜o necessariamente lineares. Pode-
mos nos referir a este tipo de sistema de maneira mais
Revista Controle & Automac¸a˜o/Vol.13 no.1/Jan., Fev., Mar. e Abril 2002 13
compacta por meio da notac¸a˜o
x˙ = Af(x), (2)
em que A := (aij) e f := (f1, . . . , fn).
Dizemos que a matriz A e´ diagonalmente esta´vel se
existe uma matriz P diagonal e definida positiva que
soluciona a desigualdade de Lyapunov
ATP + PA < 0. (3)
Neste caso, sabemos que a origem e´ um ponto de equi-
l´ıbrio esta´vel do sistema (1) para todas as func¸o˜es fj
pertencentes a` classe (Persidskii, 1969)
F := {f :  → , f(τ ) τ > 0, f(0) = 0} (4)
O fato que esta´ por tra´s deste resultado e´ a definic¸a˜o da
seguinte func¸a˜o de Lyapunov
V (x) :=
n∑
i=1
pii
∫ xi
0
f(τ ) dτ (5)
chamada aqui func¸a˜o de Persidskii. Se a matriz diagonal
e definida positiva P := (pii) soluciona a equac¸a˜o (3)
enta˜o
V˙ (x) := f(x)T
(
ATP + PA
)
f(x) < 0 (6)
ao longo de todas as trajeto´rias do sistema (1).
Sistemas descritos pela equac¸a˜o diferencial (2) cujas fun-
c¸o˜es em f(·) pertencem a` classe F teˆm um papel im-
portante no estudo da estabilidade de sistemas na˜o li-
neares (Kaszkurewicz e Bhaya, 1993). Esta classe de
sistemas pode tambe´m representar sistemas com per-
turbac¸o˜es sobre o vetor de estado, os quais se fazem
presentes em diversas a´reas, conforme (Kaszkurewicz e
Bhaya, 1993; Kaszkurewicz e Hsu, 1979; Chu e Glo-
ver, 1999). Aplicac¸o˜es recentes desta classe de siste-
mas incluem o estudo da estabilidade de redes neu-
rais de Hopfield (Kaszkurewicz e Bhaya, 1994) e sis-
temas com elementos sujeitos a saturac¸a˜o (Albertini e
D’Alessandro, 1996). Como tambe´m notado por ou-
tros autores (Kaszkurewicz e Bhaya, 1993; Chu e Glo-
ver, 1999), a importaˆncia desta classe de sistemas se
torna ainda maior se percebemos que um sistema na
forma
y˙ = f(Ay), (7)
em que f := (f1, . . . , fn), fi ∈ F , i = 1, . . . , n, pode ser
tambe´m descrito por meio da equac¸a˜o (2). De fato, se
a matriz A for Hurwitz, isto e´, se todos os autovalores
de A se encontrarem no semiplano esquerdo do plano
complexo, a transformac¸a˜o de varia´veis x = Ay e´ capaz
de colocar o sistema (7) na forma (2).
Em alguns casos, a classe de func¸o˜es na˜o lineares F ,
definida em (4), e a func¸a˜o de Persidskii associada (5)
podem ser muito restritivas. Alguns autores teˆm ten-
tado incorporar certa flexibilidade a este contexto im-
pondo que a matriz P seja apenas diagonal dominante,
ao inve´s de diagonal. Desta maneira, alguns resulta-
dos menos conservadores puderam ser obtidos para sis-
temas com perturbac¸o˜es parame´tricas (Kaszkurewicz e
Bhaya, 1993) e com perturbac¸o˜es repetidas (Chu e Glo-
ver, 1999).
Nosso objetivo neste artigo e´ prover uma maneira sim-
ples e flex´ıvel de estudar a estabilidade de sistemas na
forma (1) com relac¸a˜o a` classe de func¸o˜es
F(γ, δ) := {f :  → ; γτ2 < f(τ )τ < δτ2, f(0) = 0}
(8)
definidas para valores no intervalo 0 ≤ γ ≤ 1 ≤ δ. De-
vido a` interpretac¸a˜o geome´trica desta definic¸a˜o, dizemos
que uma func¸a˜o pertencente a F(γ, δ) encontra-se no se-
tor F(γ, δ). Casos particulares de interesse podem ser
gerados variando-se os valores dos paraˆmetros γ e δ. Por
exemplo, o conjunto de func¸o˜es F(1, 1) = {f(τ ) = τ}
conte´m apenas a func¸a˜o identidade; a classe F(γ, δ)
torna-se equivalente a` classe F definida em (4) a` me-
dida em que (γ, δ) → (0,∞).
Para que possamos obter estes resultados, a restric¸a˜o de
que P seja uma matriz diagonal deve ser relaxada. Con-
seguimos isto lanc¸ando ma˜o de func¸o˜es do tipo Lur’e,
que permitem incorporar os paraˆmetros γ e δ nas condi-
c¸o˜es para estabilidade. Estas condic¸o˜es sa˜o apresentadas
como um conjunto de desigualdades matriciais lineares
(LMI) (Boyd et al., 1994), o que torna poss´ıvel definir
problemas de otimizac¸a˜o para determinac¸a˜o do domı´-
nio de robustez em termos dos paraˆmetros γ e δ. Uma
vez que paraˆmetros γi e δi, i = 1, . . . , n sa˜o definidos
individualmente para cada perturbac¸a˜o fi, os resulta-
dos apresentados sa˜o aplica´veis tambe´m a sistemas par-
cialmente perturbados, isto e´, sistemas nos quais ape-
nas uma parte do vetor de estado e´ realimentado por
meio de uma func¸a˜o na˜o linear. Encontra-se este tipo
de sistema, por exemplo, no estudo do problema de con-
trole de frequ¨eˆncia de sistemas de poteˆncia (Hsu e Sal-
gado, 1980; Pai, 1981).
Uma outra classe de sistemas que se encontra ao alcance
dos me´todos apresentados e´ a classe dos sistemas com
perturbac¸o˜es do vetor de estado do tipo multiplicativa,
como em
x˙i =
n∑
j=1
aij (1 + σj)xj , j = 1, . . . , n, (9)
O valor da perturbac¸a˜o σjxj depende da amplitude
do sinal xj e o paraˆmetro σj pode ser interpretado
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como uma medida da relac¸a˜o sinal/ru´ıdo, o que faz com
que sistemas na forma (9) nos quais σj seja limitado
constituam um caso particular de sistemas com rela-
c¸a˜o sinal/ru´ıdo finita (FSN) estudados, por exemplo,
em (Thygesen e Skelton, 1995). Definindo-se os limites
|σj| ≤ ξj, 0 < ξj < 1, a estabilidade do sistema (9) pode
ser verificada testando-se a estabilidade do sistema (2)
com relac¸a˜o ao setor F(1− ξj , 1 + ξj).
1.1 Notac¸a˜o
O s´ımbolo (T ) indica transposic¸a˜o tanto para matrizes
quanto para vetores. A notac¸a˜o P > 0 significa que a
matriz P e´ sime´trica (P = P T ) e definida positiva. Para
matrizes quadradas, o operador trace (·) denota o trac¸o
de (·). A matriz identidade e a matriz nula sa˜o grafadas,
respectivamente, I e 0.
2 ANA´LISE DE ESTABILIDADE
Abrimos esta sec¸a˜o definindo a seguinte candidata a fun-
c¸a˜o de Lyapunov
V (x) := xTWx +
n∑
i=1
pii
∫ xi
0
f(τ ) dτ , (10)
em que W > 0 e P := (pii) > 0, por no´s chamada func¸a˜o
de Lur’e. No contexto do estudo da estabilidade absoluta
de sistemas na˜o lineares, a func¸a˜o de Lur’e encontra-
se associada ao crite´rio de Popov ao passo que formas
quadra´ticas puras se encontram associadas ao crite´rio
do c´ırculo. Para uma descric¸a˜o mais completa destes
conceitos veja, por exemplo, (Khalil, 1996).
A derivada em relac¸a˜o ao tempo da func¸a˜o (10) ao longo
de qualquer trajeto´ria do sistema (2) e´ dada por
V˙ (x) = 2fTATWx + fT
(
ATP + PA
)
f. (11)
Os setores definidos em (8) implicam que
(fi − γixi) (fi − δixi) < 0, i = 1, . . . , n (12)
e, portanto,
fT f − fT (Γ + ∆)x + xTΓ∆x < 0, (13)
em que Γ := diag (γ1, . . . , γn) e ∆ := diag (δ1, . . . , δn).
Combinando as desigualdades (11) e (13) podemos con-
cluir que, caso exista uma matriz diagonal e definida
positiva Q := (qii) de tal forma que
V˙ (x) < fTQf − fT (Γ + ∆)Qx+ xTΓ∆Qx, (14)
enta˜o a derivada em relac¸a˜o ao tempo da func¸a˜o V (x)
ao longo de qualquer trajeto´ria do sistema (2) que sa-
tisfac¸a a condic¸a˜o de setor, definida em (8), e´ negativa.
Consequ¨entemente, a origem e´ um ponto de equil´ıbrio
esta´vel para o sistema. A condic¸a˜o (14) pode ser descrita
por meio das seguintes LMIs
[
ATP + PA−Q ATW + 1
2
(Γ +∆)Q
WA + 1
2
Q (Γ + ∆) −Γ∆Q
]
< 0,
W > 0, P > 0 (15)
Com a discussa˜o acima, acabamos de provar o seguinte
teorema.
Teorema 1 A origem e´ um ponto de equil´ıbrio esta´-
vel do sistema x˙ = Af(x) para toda func¸a˜o fi ∈
F(γi, δi), i = 1, . . . , n se existirem matrizes diagonais e
definidas positivas P e Q, e uma matriz sime´trica e de-
finida positiva W de tal forma que as LMIs (15) sejam
simultaneamente fact´ıveis.
O teste de estabilidade representado pelas LMIs (15) e´
gene´rico o bastante para conter diversos resultados atu-
almente dispon´ıveis na literatura. O objetivo das pro´xi-
mas sec¸o˜es e´ avaliar esta capacidade com respeito a di-
ferentes configurac¸o˜es dos setores F(γi, δi), i = 1, . . . , n.
Antes de procedermos a estas ana´lises, cabe ressalvar
que o teste apresentado no Teorem 1 e´ apenas uma con-
dic¸a˜o suficiente de estabilidade, podendo levar, em al-
guns casos, a ana´lises conservadoras. Esta limitac¸a˜o,
na˜o impede pore´m que observemos melhora significa-
tiva em relac¸a˜o aos crite´rios atualmente existentes de
estabilidade para este tipo de sistema (veja exemplos na
Sec¸a˜o 4).
2.1 Sistemas puramente lineares
Nesta sec¸a˜o, mostramos que o Teorema 1 na˜o e´ con-
servador quando aplicado a` ana´lise de sistemas pura-
mente lineares, isto e´, sistemas na forma x˙ = Ax. Neste
caso, a configurac¸a˜o apropriada dos setores F(γi, δi), i =
1, . . . , n, e´ ditada pela escolha particular das matrizes
Γ = ∆ = I.
Lema 2 Se existir uma matriz sime´trica e definida po-
sitiva W que satisfac¸a a desigualdade
ATW + WA < 0, (16)
o sistema linear x˙ = Ax e´ dito assintoticamente es-
ta´vel. Neste caso, a matriz W definida acima, a ma-
triz P → 0+I e uma matriz diagonal e definida positiva
Q suficientemente grande satisfazem o Teorema 1 com
Γ = ∆ = I e a func¸a˜o de Lyapunov (10) reduz-se a uma
func¸a˜o puramente quadra´tica.
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Prova: Como (16) e´ estritamente fact´ıvel, podemos
sempre calcular uma matriz P → 0+I e uma matriz di-
agonal e definida positiva Q suficientemente grande de
tal forma que
ATW +WA + ATP + PA + ATWQ−1WA < 0.
Isto conclui esta prova uma vez que a desigualdade
acima e´ o complemento de Schur (Boyd et al., 1994)
da primeira LMI em (15) caso Γ + ∆ = 2I e Γ∆ = I.

2.2 Na˜o linearidades no primeiro e no ter-
ceiro quadrantes
Uma segunda importante configurac¸a˜o dos setores
F(γi, δi), i = 1, . . . , n, esta´ associada a` escolha das ma-
trizes Γ → 0+I e ∆ → ∞I. Neste caso, todos os se-
tores F(γi, δi) se tornam equivalentes ao setor F , defi-
nido em (4). Em relac¸a˜o a esta configurac¸a˜o, mostramos
por meio do pro´ximo lema que o Teorema 1 conte´m o
Teorema de Persidskii (Persidskii, 1969) como um caso
particular.
Lema 3 Se existir uma matriz diagonal e definida po-
sitiva P que satisfac¸a a desigualdade
ATP + PA < 0, (17)
a origem e´ um ponto de equil´ıbrio esta´vel do sistema (1)
para toda func¸a˜o fj ∈ F , definida em (4). Neste caso,
a matriz P definida acima, a matriz W → 0+I e uma
matriz diagonal e definida positiva Q suficientemente pe-
quena satisfazem o Teorema 1 com Γ→ 0+I e ∆ →∞I
e a func¸a˜o de Lyapunov (10) reduz-se a uma func¸a˜o de
Persidskii.
Prova: Como (17) e´ estritamente fact´ıvel, para todo es-
calar α > 0 podemos calcular uma matriz diagonal e de-
finida positiva Q suficientemente pequena de tal forma
que a desigualdade
ATP + PA +
(
α−1 + α
)2 − 4
4
Q < 0
seja fact´ıvel. A desigualdade acima e´ exatamente o
complemento de Schur da primeira LMI em (15) com
W → 0+I, Γ = αI e ∆ = α−1I. Conclu´ımos a prova
observando que isto e´ verdade para qualquer valor de
α > 0, em particular, para α → 0+. 
Uma outra condic¸a˜o de estabilidade para o sistema (1)
com na˜o linearidades no setor F , definido em (4), foi ob-
tida em (Geromel et al., 1998). Vale a pena ressaltarmos
que a metodologia empregada em (Geromel et al., 1998)
e´ completamente distinta da descrita no presente artigo.
O pro´ximo lema mostra que o Teorema 1 tambe´m con-
te´m este resultado.
Lema 4 Se existir uma matriz sime´trica e definida po-
sitiva W que satisfac¸a a desigualdade
ATW +WA < 0, ATW diagonal (18)
a origem e´ um ponto de equil´ıbrio esta´vel do sistema (1)
para toda func¸a˜o fj ∈ F , definida em (4). Neste caso,
a matriz W definida acima, a matriz P → 0+I e uma
matriz diagonal e definida positiva Q suficientemente pe-
quena satisfazem o Teorema 1 com Γ→ 0+I e ∆ →∞I
e a func¸a˜o de Lyapunov (10) reduz-se a` uma func¸a˜o pu-
ramente quadra´tica.
Prova: A partir de uma soluc¸a˜o fact´ıvel W para a de-
sigualdade (18) e um escalar α > 0 definimos a matriz
diagonal e definida positiva
Q := − 2
α + α−1
ATW > 0.
Estas matrizes e P → 0+I constituem uma soluc¸a˜o fac-
t´ıvel para as LMI (15) com Γ = αI e ∆ = α−1I. Con-
clu´ımos assim esta prova pois isto e´ verdade para todo
valor de α > 0, em particular para α → 0+. 
O Teorema 1 e os lemas acima enunciados revelam a
ligac¸a˜o entre a ana´lise de estabilidade obtida a partir
de uma func¸a˜o de Lyapunov puramente quadra´tica, de
uma func¸a˜o de Lur’e (10), e de uma func¸a˜o de Persids-
kii (5). A obtenc¸a˜o destas relac¸o˜es no contexto da ana´-
lise de estabilidade de sistemas na forma (1) e´ bastante
interessante uma vez que, segundo a teoria de estabili-
dade absoluta, estas func¸o˜es esta˜o associadas, respecti-
vamente, ao crite´rio do c´ırculo, ao crite´rio de Popov e ao
teorema de Persidskii. Por meio de uma u´nica condic¸a˜o
descrita pelas LMIs (15) fomos capazes de tratar todos
estes problemas de maneira unificada.
Antes de prosseguirmos, notemos que o resultado ex-
presso no Lema 4 e´ sujeito a uma interpretac¸a˜o alter-
nativa por meio do conceito de positividade real (Khalil,
1996).
Corola´rio 5 As seguintes afirmac¸o˜es sa˜o equivalentes:
a) Existe uma matriz sime´trica e definida positiva W
de tal forma que a desigualdade (18) seja fact´ıvel.
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b) Existe uma matriz diagonal e definida positiva Q de
tal forma que a func¸a˜o de transfereˆncia
H(s) := −Q (sI −A)−1A
seja positiva real estrita (SPR).
Prova: Uma func¸a˜o de transfereˆncia gene´rica
C (sI −A)B e´ dita SPR se existe uma matriz si-
me´trica e definida positiva W de tal forma que
ATW +WA < 0, BTW = C
Se substituirmos os valores de A, B e C presentes em
H(s) na expressa˜o acima obtemos
ATW +WA < 0, ATW = −Q < 0
que e´ completamente equivalente a (18). 
2.3 O caso puramente quadra´tico
Uma releitura do resultado (Geromel et al., 1998) atra-
ve´s do Lema 4 nos leva a` seguinte conclusa˜o: e´ poss´ıvel
estudar a estabilidade de sistemas com perturbac¸o˜es no
setor F apenas com a ajuda de uma func¸a˜o de Lyapu-
nov puramente quadra´tica. Podemos obter a generali-
zac¸a˜o deste resultado para o setor F(γ, δ) simplesmente
fazendo com que a matriz P seja nula em (10), o que
torna a func¸a˜o de Lur’e a uma func¸a˜o puramente qua-
dra´tica. Consequ¨entemente, as LMIs (15) reduzem-se
a [ −Q ATW + 12 (Γ + ∆)Q
WA +Q (Γ + ∆) 12 −Γ∆Q
]
< 0,
W > 0. (19)
Assim, podemos estabelecer o seguinte corola´rio ao Te-
orema 1.
Corola´rio 6 A origem e´ um ponto de equil´ıbrio es-
ta´vel do sistema x˙ = Af(x) para toda func¸a˜o fi ∈
F(γi, δi), i = 1, . . . , n se existirem uma matriz diagonal
e definida positiva Q e uma matriz sime´trica e definida
positiva W de tal forma que as LMIs (19) sejam simul-
taneamente fact´ıveis.
Ademais, o Corola´rio 5 nos indica que, no caso pura-
mente quadra´tico, podemos tentar obter relac¸o˜es entre
as novas condic¸o˜es apresentadas neste artigo e o conceito
de positividade real. No restante desta sec¸a˜o, procurare-
mos obter representac¸o˜es equivalentes para o Corola´rio 6
em termos dos conceitos de positividade real e norma
H∞ (Colaneri et al., 1997). Para tal, reescrevamos as
LMIs (19) na forma equivalente


1
2
(Γ +∆)ATW + (•)T WA 1
2
(∆− Γ)Q
ATW −Q 0
Q (∆− Γ) 12 0 −Q

 < 0,
W > 0 (20)
em que (•) representa a matriz da primeira parcela da
expressa˜o onde se encontra. A equivaleˆncia entre (19)
e (20) e´ estabelecida da seguinte maneira: tomando o
complemento de Schur de (19) obtemos
1
2
(Γ + ∆)ATW + WA (Γ +∆)
1
2
+WAQ−1ATW +
1
4
(∆− Γ)2 Q < 0.
Se nos lembrarmos de que ∆ > Γ e usarmos o comple-
mento de Schur mais uma vez recuperamos (20). Esta
condic¸a˜o nos permite identificar a seguintes equivaleˆn-
cias.
Lema 7 As seguintes afirmac¸o˜es sa˜o equivalentes:
a) Existem uma matriz diagonal e definida positiva Q
e uma matriz sime´trica e definida positiva W de tal
forma que o Corola´rio 6 seja satisfeito.
b) Existe uma matriz diagonal e definida positiva Q de
tal forma que a func¸a˜o de transfereˆncia
H(s) :=
[
0
1
2
Q (Γ −∆)
]
.
[
sI − 1
2
A (Γ +∆)
]−1 [
A 0
]
+
1
2
[
Q 0
0 Q
]
(21)
seja positiva real estrita e estendida(ESPR).
c) Existe uma matriz diagonal e definida positiva Q de
tal forma que a func¸a˜o de transfereˆncia
H(s) :=
1
2
Q
1
2 (∆− Γ) .
[
sI − 1
2
A (Γ + ∆)
]−1
AQ−
1
2 (22)
tenha norma H∞ menor do que um.
Prova: Inicialmente provamos que o ı´tem a) e´ equiva-
lente ao ı´tem b). Uma func¸a˜o de transfereˆncia gene´rica
C (sI− A)−1 B + D
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e´ dita ESPR se existe uma matriz sime´trica e definida
positiva W de tal forma que
[
ATW + WA WB − CT
BTW − C −D −DT
]
< 0.
Esta LMI e´ conhecida pelo nome de “lema da positivi-
dade real”(Positive Real Lemma) (Colaneri et al., 1997).
Se substituirmos os valores de A, B, C e D em (21) na
expressa˜o acima obtemos (20).
Provemos agora a equivaleˆncia entre a) e c). Uma fun-
c¸a˜o de transfereˆncia gene´rica
C (sI− A)−1 B
tem norma H∞ menor do que um se, e somente se, existe
uma matriz sime´trica e definida positiva W de tal forma
que 
A
TW + WA WB CT
BTW −I 0
C 0 −I

 < 0.
Esta LMI e´ conhecida pelo nome de “lema da limitac¸a˜o
real” (Bouded Real Lemma) (Colaneri et al., 1997). Se
substituirmos os valores de A, B e C em (22) na expres-
sa˜o acima obtemos (com (•) significando o mesmo que
em (20))


1
2
(Γ +∆)ATW + (•) WAQ−12 1
2
(∆− Γ)Q 12
Q−
1
2ATW −I 0
Q
1
2 (∆− Γ) 1
2
0 −I


< 0
que, multiplicado de ambos os lados pela matriz diago-
nal T := diag
(
I, Q
1
2 , Q
1
2
)
, se transforma em (20). 
Notemos que a matriz Q se presta ao papel de scaling
nas condic¸o˜es b) e c) do Lema 7.
3 OTIMIZANDO OS SETORES
Uma das propriedades mais interessantes dos resulta-
dos deste artigo e´ que os paraˆmetros do setor F(γ, δ),
definido em (8), se encontram presentes nas condic¸o˜es
de estabilidade. Consequ¨entemente, e conforme expli-
cado mais adiante, torna-se poss´ıvel definir problemas
de otimizac¸a˜o nos quais estes paraˆmetros possam ser
otimizados visando determinar os maiores domı´nios de
robustez dispon´ıveis. Diversas estrate´gias sa˜o poss´ıveis,
dependendo do tipo de setor considerado.
Suponhamos que os setores F(γi, δi), i = 1, . . . , n, mo-
delem efeitos de saturac¸a˜o no estado como, por exemplo,
f
x
δ
γτ1
τ1 τ2
Figura 1: Curva de saturac¸a˜o
em (Albertini e D’Alessandro, 1996). Neste caso, pode-
mos imaginar que as func¸o˜es fj se parec¸am com a linha
so´lida mostrada na Figura 1. O valor da derivada δ e´
suposto conhecido e, sem perda de generalidade, e´ con-
siderado igual a um. O problema de otimizac¸a˜o aqui
proposto e´ o de minimizar γ. A raza˜o para isto e´ que
quanto menor o valor de γ, maior o valor de τ2, isto
e´, maior o limite de robustez em relac¸a˜o a` saturac¸a˜o
no n´ıvel τ1. Se pudermos obter γ arbitrariamente pro´-
ximo ao zero, o sistema torna-se robusto a` saturac¸a˜o em
qualquer n´ıvel. Notemos que o valor τ2 pode ser enten-
dido como um limite pra´tico ao ma´ximo valor do estado
considerado. Apenas para efeito de simplificac¸a˜o da ex-
posic¸a˜o, supomos que todas as na˜o linearidades sa˜o do
mesmo tipo. Neste caso, o problema de minimizac¸a˜o de
γ pode ser descrito, por exemplo, atribuindo ∆ = I e
introduzindo a mudanc¸a de varia´veis
V := ΓQ. (23)
Assim, a partir de (15), obtemos o programa
min λ, (24)
t.q. λQ > V, (24a)[
ATP + PA−Q ATW + 12 (V + Q)
WA + 12 (V + Q) −V
]
< 0, (24b)
W > 0, (24c)
Q > 0, V > 0, P > 0 diagonais. (24d)
A ide´ia por tra´s da definic¸a˜o deste problema e´ que
λI > Γ e, portanto, minimizando λ estaremos tambe´m
minimizando Γ. Notemos que λ pode ser entendido
como o ma´ximo autovalor do feixe diagonal (Q, V ), o
que caracteriza este problema como um problema de oti-
mizac¸a˜o quase convexo, cuja soluc¸a˜o o´tima global pode
ser obtida por meio de algoritmos de pontos interiores
(veja (Nesterov e Nemirovskii, 1994) para mais deta-
lhes). O pro´ximo problema, que e´ inteiramente con-
vexo, pode ser visto como uma alternativa mais simples
ao problema (24)
min trace (V ) , t.q. (24b–24d) (25)
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fx
f = x
δ
γ
Figura 2: Na˜o linearidade sime´trica
A func¸a˜o objetivo reflete a nossa intenc¸a˜o de minimizar
a frac¸a˜o Γ = V Q−1 atrave´s da minimizac¸a˜o apenas do
numerador V .
A segunda configurac¸a˜o a ser considerada esta´ ilustrada
na Figura 2. Os aˆngulos entre a reta f = x e as retas
f = δx e f = γx sa˜o ideˆnticos. Com respeito a` para-
metrizac¸a˜o do setor F(γ, δ), isto implica que a relac¸a˜o
entre γ e δ deve ser γ = δ−1. Portanto, para que possa-
mos aumentar o aˆngulo de abertura do setor, devemos
definir como objetivo a minimizac¸a˜o de γ. Se conside-
rarmos, mais uma vez, que as na˜o linearidades sa˜o todas
iguais, podemos impor Γ∆ = I e introduzir a mudanc¸a
de varia´veis
V :=
1
2
(
Γ + Γ−1
)
Q (26)
Como o nosso objetivo e´ reduzir o valor de Γ ou, equi-
valentemente, aumentar a raza˜o V Q−1, podemos lanc¸ar
ma˜o do problema de otimizac¸a˜o
min trace (Q− V ) (27)[
ATP + PA−Q ATW + V
WA + V −Q
]
< 0
W > 0
V > Q > 0, P > 0 diagonais.
Notemos que a soluc¸a˜o deste problema e´ tal que V Q−1 >
I, o que torna sempre poss´ıvel recuperar Γ a partir
de (26). Ale´m disto, Q − V < 0, o que faz com que
a func¸a˜o objetivo tente aumentar V e diminuir Q, o que
acaba por aumentar a raza˜o V Q−1.
Finalmente, consideramos setores na forma F(1 −
ξj , 1 + ξj), que esta˜o associados a modelos do tipo
FSN (Thygesen e Skelton, 1995). Neste caso, devemos
considerar Γ = I − Ξ, ∆ = I + Ξ, em que Ξ = (ξjj) e´
uma matriz diagonal e definida positiva. Assim, temos
que Γ + ∆ = 2I, Γ∆ = I − Ξ2, e um poss´ıvel objetivo
pode ser representado como maximizar os limites em Ξ.
Para este fim, introduzimos a mudanc¸a de varia´veis
V := ΞQ (28)
e o problema de otimizac¸a˜o convexo
min trace (Q− V ) (29)
A
TP + PA−Q ATW +Q 0
WA + Q −Q V
0 V −Q

 < 0
W > 0
Q > V > 0, P > 0 diagonais
Este problema e´ obtido a partir de manipulac¸o˜es efetua-
das em (15) com o aux´ılio do complemento de Schur. A
motivac¸a˜o para a definic¸a˜o da func¸a˜o objetivo e´ o nosso
interesse em maximizar a raza˜o V Q−1. Notemos, entre-
tanto, que neste caso Q−V > 0 (pois Ξ < I) e o mı´nimo
valor poss´ıvel para a func¸a˜o objetivo e´ zero, caso em que
Q = V , o que implica Ξ = I.
Como um u´ltimo comenta´rio: devido a` natureza dia-
gonal das matrizes Γ, ∆ e Q, as formulac¸o˜es definidas
acima podem ser facilmente agregadas de modo a refle-
tir diferentes configurac¸o˜es dos setores para um mesmo
sistema na forma (1).
4 EXEMPLO
Considere o seguinte sistema na˜o linear
x˙1 = x1 − x3 − h(x3) (30)
x˙2 = −x2 − g(x2) + 2x3 + 2h(x3) (31)
x˙2 = 5x1 − x2 − g(x2) − 2x3 − 2h(x3) (32)
em que as func¸o˜es g(·) e h(·) esta˜o definidas no conjunto
F . Este sistema pode ser reescrito na forma (2) por meio
das equac¸o˜es

x˙1x˙2
x˙3

 =

1 0 −10 −1 2
5 −1 −2



f1(x1)f2(x2)
f3(x3)

 , (33)
em que
f(x) =

f1(x1)f2(x2)
f3(x3)

 :=

 x1x2 + g(x2)
x3 + h(x3)

 . (34)
Se as func¸o˜es f2(·) e f3(·) pertencem ao conjunto F en-
ta˜o g(·) e h(·) tambe´m pertencem a F . Portanto, se
a matriz A do sistema (33) for diagonalmente esta´vel,
a estabilidade do sistema (30–32) pode ser estabelecida
por meio de uma func¸a˜o de Lyapunov do tipo Persidskii.
Infelizmente, esta matriz na˜o e´ diagonalmente esta´vel.
Para que possamos comparar os resultados deste artigo
com os me´todos baseados no conceito de passividade
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(crite´rios do c´ırculo e de Popov) dispon´ıveis na literatura
reescrevemos o sistema (30–32) na forma de Lur’e
x˙1x˙2
x˙3

 =

1 0 −10 −1 2
5 −1 −2



x1x2
x3

+

 0 0−1 2
−1 −2

w (35)
y = −
[
0 1 0
0 0 1
]
x1x2
x3

 (36)
w = −φ(y) := −
(
g(x2)
h(x3)
)
. (37)
Nesta forma, e levando-se em conta as na˜o linearida-
des g(·) e h(·) em F , a estabilidade do sistema (35–37)
pode ser avaliada por meio da condic¸a˜o de positivi-
dade real. Como a func¸a˜o de transfereˆncia entre a
entrada w e a sa´ıda y do sistema (35–37) na˜o e´ posi-
tiva real estrita (SPR), novamente nenhuma conclusa˜o
sobre a estabilidade pode ser obtida. Utilizando ver-
so˜es multivaria´veis dos crite´rios do c´ırculo e de Popov
(veja (Khalil, 1996; Haddad e Bernstein, 1993) para mais
detalhes) podemos determinar setores
φ(y)T [φ(y) −Ky] ≤ 0 (38)
para os quais e´ poss´ıvel verificar a estabilidade absoluta.
Na forma mais geral destes resultados o paraˆmetro do se-
tor K deve ser uma matriz sime´trica e definida positiva.
Para incertezas escalares, como as tratadas neste artigo,
a matriz K deve ser diagonal. Setores na forma (38) po-
dem ser comparados aos setores (8) por meio do escalar
γ = λmin(K), (39)
em que λmin(·) denota o autovalor mı´nimo da matriz (·).
Para toda matriz diagonal e definida positiva K, verifi-
camos que γφ(y)T y ≤ φ(y)TKy para todos os vetores y.
Portanto, voltando a tratar do exemplo, se a origem do
sistema (35–37) e´ um ponto de equil´ıbrio esta´vel para
todas as na˜o linearidades φ(·) definidas no setor (38),
enta˜o a origem do sistema (30–32) e´ tambe´m um ponto
de equil´ıbrio esta´vel com relac¸a˜o a`s na˜o linearidades g(·)
e h(·) definidas no setor F(0, γ). Utilizando os resulta-
dos do artigo (de Oliveira et al., 2002) podemos calcular
o ma´ximo valor do escalar γ que pode ser obtido com
o crite´rio do c´ırculo γc = 0.14. Para este exemplo, o
ma´ximo valor de γ que pode ser obtido com o crite´rio
de Popov coincide com o ma´ximo obtido pelo crite´rio do
c´ırculo, isto e´, γp = γc = 0.14.
Considerando-se novamente o sistema (33), a especifica-
c¸a˜o original de que os setores associados a`s na˜o linea-
ridades g(·) e h(·) definidas em (30–32) deveriam estar
contidos em F pode ser exatamente expressa na forma
f1(·) ∈ F(1, 1), f2(·), f3(·) ∈ F(1,∞). (40)
Sendo assim, as condic¸o˜es obtidas no presente artigo
podem ser utilizadas para tratar diretamente este tipo
de setor se definirmos
Γ := diag (1, 1, 1) , ∆ := diag (1, 1 + γ, 1 + γ) . (41)
Para estas especificac¸o˜es, o Teorema 1 parece indicar
que o sistema (30–32) e´ esta´vel para todo valor positivo
de γ. Soluc¸o˜es fact´ıveis para a LMI (15) podem ser obti-
das para valores de γ da ordem de 10300, o que, para to-
dos os efeitos pra´ticos, garante a estabilidade do sistema
face a`s na˜o linearidades g(·) e h(·) em praticamente todo
o setor infinito. E´ dif´ıcil verificar numericamente a fac-
tibilidade da LMI (15) para valores maiores do que este
devido a problemas de precisa˜o nume´rica. Para nossa
surpresa, mesmo o crite´rio puramente quadra´tico defi-
nido no Corola´rio 6 e´ capaz de garantir a estabilidade
para todo valor de γ positivo menor do que γq = 3.01.
Notemos que este valor e´ aproximadamente vinte e uma
vezes maior do que o valor obtido pelos crite´rios do c´ır-
culo e de Popov. Portanto, este exemplo ilustra uma
situac¸a˜o em que os crite´rios desenvolvidos neste artigo
podem ser bem menos conservadores do que os crite´rios
baseados no conceito de passividade.
Finalmente, a fim de ilustrarmos o uso dos procedimen-
tos de otimizac¸a˜o dos setores desenvolvidos na Sec¸a˜o 3, a
robustez do sistema (33) sera´ avaliada em relac¸a˜o a per-
turbac¸o˜es multiplicativas no componente do estado x1.
O objetivo e´ determinar o ma´ximo valor de ξ de tal
forma que a origem seja um ponto de equil´ıbrio esta´vel
para o sistema (33) cujos setores sa˜o definidos por
f1(·) ∈ F(1− ξ, 1 + ξ), f2(·), f3(·) ∈ F(1,∞). (42)
Este problema pode ser tratado se introduzirmos uma
pequena modificac¸a˜o para que o problema (29) considere
apenas a minimizac¸a˜o do componente f1(·). O resultado
desta otimizac¸a˜o proveˆ o valor ma´ximo de ξ∗ = 0.46.
Isto e´, a origem e´ um ponto de equil´ıbrio esta´vel do
sistema (30–32) para todas as na˜o linearidades g(·) e h(·)
em F e tambe´m face a perturbac¸o˜es multiplicativas no
primeiro componente do vetor de estado (x1) limitadas
por ξ∗ = 0.46.
5 CONCLUSO˜ES
Introduzimos neste artigo um novo teste para estabi-
lidade absoluta de sistemas dinaˆmicos que apresentam
na˜o linearidades no vetor de estados que possam ser des-
critas por setores. Esta nova condic¸a˜o de estabilidade e´
expressa na forma de desigualdades matriciais lineares
(LMI) e tem como base uma func¸a˜o de Lyapunov do
tipo Lur’e. Testes de estabilidade com func¸o˜es de Lya-
punov do tipo Persidskii ou do tipo puramente quadra´-
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tica sa˜o gerados como casos particulares, zerando-se al-
guns elementos da LMI original. Um exemplo nume´rico
demonstra que esta nova condic¸a˜o pode prover resulta-
dos menos conservadores do que os obtidos por meio de
crite´rios baseados no conceito de passividade (crite´rios
do c´ırculo e de Popov). Uma ana´lise mais detalhada e
criteriosa da relac¸a˜o entra as condic¸o˜es propostas e os
crite´rios cla´ssicos pode ser encontrada em (de Oliveira
et al., 2002). Os paraˆmetros dos setores aparecem expli-
citamente na LMI e podem ser otimizados utilizando-se
te´cnicas de programac¸a˜o convexa.
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