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Introduction
Gelfand-Nai˘mark theorem [2] states the correspondence between locally com-
pact Hausdorff topological spaces and commutative C∗-algebras. So a noncommu-
tative C∗-algebra can be regarded as a noncommutative generalization of a topo-
logical space. Further development of noncommutative geometry gives general-
izations of following classical geometric an topological notions.
Table 1: Mapping between classical and noncommutative geometry
Classical notion Noncommutative generalization
Topological space C∗-algebra
Measure space von Neumann algebra
Riemannian manifold Spectral triple
Topological K-theory K-theory of C∗-algebras
Homology and cohomology Noncommutative homology and cohomology
In this book we continue development of the noncommutative geometry, this
book contains generalizations of following notions.
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Table 2: Mapping between geometry of topological coverings and noncommuta-
tive ones
Classical notion Noncommutative generalization
Covering Noncommutative covering
Theorem about covering Theorem about covering
of Riemannian manifold of spectral triple
Fundamental group of a space π1 (X ) Fundamental group of a C∗-algebra π1 (A)
Flat connections given by Noncommutative flat connections
coverings given by noncommutative coverings
Unoriented spinc-manifolds Unoriented spectral triples
There is a set of theories of noncommutative coverings (e.g. [16,68]). In contrary
the presented here theory gives results which are (almost) equivalent to the clas-
sical topological theory. In particular covering spaces of commutative spaces are
also commutative. This fact yields pure algebraic definition of the fundamental
group (cf. the Theorem 4.11.39 and the Corollary 4.11.40).
The Chapter 1 contains preliminary results. The material of this chapter can be
read as needed.
The Chapter 2 contains the construction of noncommutative of finite-old cov-
erings of C∗-algebras and operator spaces. Sections 2.1 -2.3 are basic and needed
for the further reading of this book. Other sections are written for those who are
interested in following applications of this theory:
• Coverings and strong Morita equivalence.
• Noncommutative path lifting.
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• Coverings of spectral triples.
• Finite noncommutative coverings and flat connections.
• Unoriented spectral triples.
The Chapter 3 is devoted to noncommutative infinite coverings of C∗-algebras
and operator spaces. Sections 3.1 - 3.4 are basic. The Section 3.5.1 is interesting for
those who are interested in coverings of spectral triples.
The Chapter 4 contains applications of described in Chapters 2 and 3 to com-
mutative coverings. It is proven the one to one correspondence between geometry
of topological coverings and "noncommutative ones" presented in the Table 2.
The Chapter 5 is devoted to noncommutative coverings of C∗-algebras with
continuous trace. It is proven that the theory of noncommutative coverings of C∗-
algebras with continuous trace contains all ingredients of right row of the Table
2.
In the Chapter 6 the coverings of spaces of vector fields are being discussed.
Sections of vector fields of Hilbert spaces have the natural structure of operator
spaces. Application of the results of the Chapters 2 and 3 yield finite-fold and
infinite noncommutative coverings of these spaces.
In the Chapter 7 we consider noncommutative finite-fold and infinite coverings
of foliations.
The Chapter 8 is devoted to noncommutative coverings of noncommutative tori.
The Chapter 9 is devoted to noncommutative coverings of isospectral deforma-
tions. We consider "noncommutative finite-fold coverings" only. The presented in
Sections 2.7, 2.8 and 2.9 of coverings of spectral triples is applied to isospectral
deformations.
The Chapter 10 is devoted to the two-listed covering of quantum SO (3) by
quantum SU (2);
11
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Chapter 1
Preliminaries
1.1 Basic facts. Notations
This research is based on the noncommutative generalizations of both topologi-
cal spaces and coverings. Following two theorems describe these generalizations.
Theorem 1.1.1. [2] (Gelfand-Naı˘mark). Let A be a commutative C∗-algebra and let X
be the spectrum of A. There is the natural ∗-isomorphism γ : A→ C0(X ).
Theorem 1.1.2. [56] Suppose X and Y are compact Hausdorff connected spaces and
p : Y → X is a continuous surjection. If C(Y) is a projective finitely generated Hilbert
module over C(X ) with respect to the action
( f ξ)(y) = f (y)ξ(p(y)), f ∈ C(Y), ξ ∈ C(X ),
then p is a finite-fold covering.
Following table contains special symbols.
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Symbol Meaning
Aˆ or A∧ Spectrum of a C∗- algebra A with the hull-kernel topology
(or Jacobson topology)
A+ Cone of positive elements of C∗- algebra, i.e. A+ = {a ∈ A | a ≥ 0}
AG Algebra of G - invariants, i.e. AG = {a ∈ A | ga = a, ∀g ∈ G}
Aut(A) Group of * - automorphisms of C∗- algebra A
A′′ Enveloping von Neumann algebra of A
B(H) Algebra of bounded operators on a Hilbert space H
C (resp. R) Field of complex (resp. real) numbers
C(X ) C∗- algebra of continuous complex valued
functions on a compact space X
C0(X ) C∗- algebra of continuous complex valued functions on a locally
compact topological space X equal to 0 at infinity
Cc(X ) Algebra of continuous complex valued functions on a
topological space X with compact support
Cb(X ) C∗- algebra of bounded continuous complex valued
functions on a locally compact topological space X
G
(
X˜ | X
)
Group of covering transformations of covering X˜ → X [70]
H Hilbert space
K = K (H) C∗- algebra of compact operators on the separable Hilbert space H
K(A) Pedersen ideal of C∗-algebra A
C∗- lim−→ C
∗-inductive limit
lim←− Inverse limit
M(A) A multiplier algebra of C∗-algebra A
Mn(A) The n× n matrix algebra over C∗-algebra A
N A set of positive integer numbers
N0 A set of nonnegative integer numbers
supp a Support of a ∈ Cb (X )
repx or rep
A
x An irreducible representation A→ B (H) which corresponds
to a point x ∈ Aˆ of spectrum of A (cf. (D.2.3)).
Z Ring of integers
Zn Ring of integers modulo n
k ∈ Zn An element in Zn represented by k ∈ Z
X \ A Difference of sets X \ A = {x ∈ X | x /∈ A}
|X| Cardinal number of a finite set X
[x] The range projection of element x of a von Neumann algebra.
f |A′ Restriction of a map f : A→ B to A′ ⊂ A, i.e. f |A′ : A′ → B
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1.2 C∗-inductive limits of nonunital algebras
Definition 1.2.1. We say that a C∗-algebra A is connected if the only central projec-
tions of M (A) are 0 and 1.
1.2.2. Let A be a C∗-algebra. Denote by A∼ the unital C∗-algebra given by
A∼ def=
{
A if A is unital
A+ if A is not unital
(1.2.1)
where A+ is the minimal unitization of A (cf. Definition D.1.8).
Definition 1.2.3. An injective *-homomorphism φ : A → B is said to be unital if it
is unital in the sense of the Definition D.3.1 or can be uniquely extended up to the
unital (in sense of the Definition D.3.1) of *-homomorphism φ∼ : A∼ → B∼ where
A+ and B+ are minimal unitizations of A and B (cf. Definition D.1.8).
Remark 1.2.4. The Definition 1.2.3 is a generalization of the Definition D.3.1.
Remark 1.2.5. Any unital *-homomorphism φ : A → B can be uniquely extended
up to the unital *-homomorphism M (φ) : M (A)→ M (B) of multipliers.
1.2.6. Let {Aλ}λ∈Λ be a family of C∗-algebras where Λ denotes an directed set (cf.
Definition A.1.3). Suppose that for every µ, ν with µ ≤ ν, there exists the unique
unital (in sense of the Definition 1.2.3) injective *-homomorphism fµν : Aµ →֒ Aν
satisfying fµν = fµλ ◦ fλν where µ < λ < ν. If C∗-algebras Aλ are not unital
then there are natural unital (in sense of the Definition D.3.1) unique injective *-
homomorphisms f∼µν : A∼µ → A∼ν of minimal unitiazations. From the Theorem
D.3.4 it turns out that C∗-inductive limit C∗- lim−→Λ A
∼
λ of
{
A∼λ
}
.
Definition 1.2.7. In the situation of 1.2.6 consider injective *-homomorphisms
Aλ →֒ C∗- lim−→Λ A
∼
λ of
{
A∼λ
}
as inclusions Aλ ⊂ C∗- lim−→Λ A
∼
λ of
{
A∼λ
}
. The C∗-
norm completion of the union ∪λ∈ΛAλ ⊂ C∗- lim−→Λ A
∼
λ is said to be the C
∗-inductive
limit of {Aλ}. It is denoted by C∗- lim−→λ∈Λ Aλ or C
∗- lim−→ Aλ.
Remark 1.2.8. The Definition 1.2.7 is a generalization of the Definition D.3.3. There
is the evident generalizations of the Theorem D.3.4 and the Proposition D.3.6.
Lemma 1.2.9. If A+ is the minimal unitization of a nonunital C∗-algebra A and ΩA,
ΩA+ are state spaces of A and A+ respectively then one has
ΩA =
{
τ+ ∈ ΩA+ | τ+ (0⊕ 1) = 0; where 0⊕ 1 ∈ A⊕ C ∼= A+
}
. (1.2.2)
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Proof. Any state τ : A → C induces the state τ+ : A+ → C given by τ+ (a⊕ λ) =
τ (a) for any a⊕ λ ∈ A⊕ C ∼= A+. Clearly τ+ satisfies to (1.2.2).
Corollary 1.2.10. If a C∗-algebra A is a C∗-inductive limit (in sense of the Definition
1.2.7) of Aλ (λ ∈ Λ), the state space Ω of A is homeomorphic to the projective limit of the
state spaces Ωλ of Aλ.
Proof. Let us consider unital injective *-homomorphisms f+µν : A
+
µ → A+ν (in the
sense of the Definition D.3.1) of the minimal unitiazations and let Â+ be a C∗-
inductive limit (in sense of the Definition 1.2.7) of
{
A+λ
}
. From the Theorem D.3.7
it follows that the state space ΩÂ+ is the projective limit Ω
+
λ of A
+
λ . From the
Lemma 1.2.9 it turns that ΩÂ ⊂ ΩÂ+ and Ωλ ⊂ Ω+λ and for any λ ∈ Λ. Moreover
every state τ̂ ∈ ΩÂ is mapped onto τλ ∈ Ωλ. It follows that Ω is homeomorphic
to the projective limit of the state spaces Ωλ.
1.3 Inclusions of some C∗ algebras
Definition 1.3.1. Suppose that there is a C∗-algebra D and a Hilbert D-module
XD with D-valued product 〈·, ·〉D : XD × XD → D. Suppose that there is a C∗-
subalgebra A of D and a C∗-Hilbert A-module XA with product 〈·, ·〉A. An inclu-
sion XA ⊂ XD is said to be exact if following conditions hold
〈ξ, η〉A = 〈ξ, η〉D ∀ξ, η ∈ XA, (1.3.1)
∀η ∈ XD \ XA ∃ξ ∈ XA 〈ξ, η〉D /∈ A (1.3.2)
Definition 1.3.2. Let us consider the situation of the Definition (1.3.1). Denote by
L (XD) the space of D-linear adjointable maps (cf. Definition D.4.7). L ∈ LD (XD)
is said to be A-continuous if LXA ⊂ XA. We write L ∈ LA (XA).
Following lemma is a consequence of the above definition.
Lemma 1.3.3. In the situation of the definition (1.3.1) L ∈ LD (XD) is A-continuous if
and only if
〈ξ, Lη〉D ∈ A ∀ξ, η ∈ XA (1.3.3)
Corollary 1.3.4. In the situation of the definition (1.3.1) a self-adjoint L = L∗ ∈ LD (XD)
is A-continuous if and only if
〈ξ, Lξ〉D ∈ A ∀ξ ∈ XA (1.3.4)
Proof. Follows from the Lemma 1.3.3 and the polarization equality (D.4.3).
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Corollary 1.3.5. Let {ξα ∈ XA}α∈A be a family such that the C-linear span of {ξα} is
dense in XA. A self-adjoint L : XD → XD is A-continuous if and only if
∀α ∈ A 〈ξα, Lξα〉D ∈ A. (1.3.5)
Lemma 1.3.6. Let a ∈ B (H)+ be a positive operator, and let Gε : R → R be a bounded
continuous map given by
Gε (x) =

0 x ≤ 0
x
ε 0 < x ≤ ε
1 x > ε
ε > 0. (1.3.6)
If p def= Gε (a) then for any positive b ∈ B (H)+ such that b ≤ a one has
‖b− pbp‖ ≤ 2ε ‖a‖ . (1.3.7)
Proof. If p ∈ B (H) is the spectral projection of a (cf. Definition D.2.29) on the set
(−∞, ε) then one has the direct sum H = pH⊕ (1− p)H such that
ax = apx ∀x ∈ (1− p)H,
‖ay‖ ≤ ε ‖y‖ ∀y ∈ pH
Denote by a′ def= a1/2, b′ def= b1/2, H′ = (1− p)H, H′′ = pH. According to our
construction one has
a′x = a′px , ∀x ∈ H′;∥∥a′y∥∥ ≤ ε1/2 ‖y‖ , ∀y ∈ H′′.
Suppose that y ∈ H′′ is such that ‖b′y‖ > ε1/2 ‖y‖. If py is the projector along y
then following inequality∥∥b′y∥∥ = ∥∥b′pyy∥∥ = ∥∥b′py∥∥ ‖y‖ = √∥∥pyb′b′py∥∥ ‖y‖ = √∥∥pybpy∥∥ ‖y‖ <
<
√∥∥pyapy∥∥ ‖y‖ = √∥∥pya′a′py∥∥ ‖y‖ = ∥∥a′py∥∥ ‖y‖ = ∥∥a′pyy∥∥ ≤ ε1/2 ‖y‖
yields a contradiction. If x ∈ H′ and y ∈ H′′ then ‖x+ y‖2 = ‖x‖2 + ‖y‖2 and
following condition holds.
(x+ y) (b− pbp) (x+ y) = y (b− pbpε) y+
+x (b− pbp) y+ y (b− pbp) x (1.3.8)
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Taking into account
‖yby‖ = ∥∥yb′b′y∥∥ ≤ ε1/2 ∥∥b′∥∥ ‖y‖2 ≤ ε1/2 ‖a‖1/2 ‖y‖2 ≤ ε1/2 ‖a‖1/2 ‖x+ y‖2 ,
‖ypbpy‖ ≤ ‖yby‖ ≤ ε1/2 ‖a‖1/2 ‖x+ y‖2 ,
‖xby‖ = ‖ybx‖ = ∥∥xb′b′y∥∥ ≤ ε1/2 ∥∥b′∥∥ ‖x‖ ‖y‖ ≤ ε1/2 ‖a‖1/2 ‖x‖ ‖y‖ ≤
≤ ε1/2 ‖a‖1/2 ‖x‖
2 + ‖y‖2
2
= ε1/2 ‖a‖1/2 ‖x+ y‖
2
2
,
‖xpbpy‖ = ‖ypbpx‖ ≤ ε1/2 ‖a‖1/2 ‖x+ y‖
2
2
,
one has
‖(x+ y) (b− pbp) (x+ y)‖ ≤ 4ε1/2 ‖a‖1/2 ‖x+ y‖2 ,
hence
‖b− pbp‖ ≤ 2ε ‖a‖ .
Lemma 1.3.7. (i) If B ⊂ K (XA) is a hereditary subalgebra and XBA the norm closure
of XAB then there is the natural isomorphism
B ∼= K
(
XBA
)
(1.3.9)
(ii) If XA is a Hilbert module, and YA ⊂ XA is a submodule then YA is the norm
completion of XAK (YA). Moreover K (YA) ⊂ K (XA) is a hereditary subalbegra.
Proof. (i) The poof has two parts (a) B ⊂ K (XBA) and (b) K (XBA) ⊂ B.
(a) B ⊂ K (XBA). Let b ∈ B+ be a positive element. If ε > 0 then there are is a
compact operator a ∈ ∑nj=1 ξ j 〉〈 ηj ∈ K (XA) such that ‖a− b‖ < ε/2. If Gε is
given by (1.3.6) and p = Gε/(4‖a‖) (b) ∈ B then from the Lemma 1.3.6 it turns
out
‖b− pbp‖ ≤ ε
2
From ‖p‖ ≤ 1 it turns out∥∥∥∥∥ n∑j=1 ξ jp 〉〈 ηjp− pbp
∥∥∥∥∥ =
∥∥∥∥∥p
(
n
∑
j=1
ξ j 〉〈 ηj − b
)
p
∥∥∥∥∥ ≤
∥∥∥∥∥ n∑j=1 ξ j 〉〈 ηj − b
∥∥∥∥∥ < ε2 ,
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hence one has ∥∥∥∥∥ n∑j=1 ξ jp 〉〈 ηjp− b
∥∥∥∥∥ = ε.
Taking into account ∑nj=1 ξ jp 〉〈 ηjp ∈ K
(
XBA
)
we conclude b ∈ K (XBA).
(b) K (XBA) ⊂ B. If b ∈ K (XBA) and ε > 0 then there is b′ ∈ ∑nj=1 ξ jb′j 〉〈 ηjb′′j ∈
K (XBA) such that ‖b− b′‖ < ε. Since B ⊂ K (XA) is a hereditary b′j, b′′j ∈ B
one has ξ jb′j 〉〈 ηjb′′j = b′∗j
(
ξ j 〉〈 ηj
)
b′′j ∈ B. Since K
(
XBA
)
is norm closed one
has b ∈ B.
(ii) Every a ∈ K (YA) is represented by a C∗-norm convergent series
a =
∞
∑
j=0
ξ j 〉〈 ηj ξ j, ηj ∈ YA
so for any ξ ∈ XA
ξa =
∞
∑
j=0
〈
ξ j, ξ
〉
ηj.
Since any summand of the above series lies in YA and the series is norm convergent
one has ξa ∈ YA, equivalently XAK (YA) ⊂ YA. If ξ ∈ YA then ξ 〉〈 ξ ∈ K (YA). If
Gε is given by (1.3.6) then p = Gε2/‖ξ‖ (ξ 〉〈 ξ) ∈ K (YA) and ‖ξ − ξp‖ < ε, so ξ lies
in the norm completion of XAK (YA). If b′b′′ ∈ K (YA) then
b′ =
∞
∑
j=1
ξ′j 〉〈 η′j ,
b′′ =
∞
∑
k=0
ξ′′k 〉〈 η′′k
and for any a ∈ K (XA) one has
b′ab′′ =
∞
∑
j=1
k=1
ξ′j 〉〈 η′ja, ξ′′k 〉〈 η′′k
Every summand of the above sum lies in K (YA) and the sum is C∗-norm con-
vergent, so b′ab′′ ∈ K (YA). From the Lemma D.1.17 it follows that K (X′A) is a
hereditary subalbebra of K (XA).
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Lemma 1.3.8. Let B ⊂ K (XA) be a hereditary subalgebra, and let and XBA the norm
closure of XAB. For any positive b ∈ B+ and any ξ ∈ XA there is η ∈ XBA such that
0 ≤ b′ ≤ b ⇒ ∥∥〈ξb′, ξ〉A − 〈ηb′, η〉A∥∥ < ε.
Proof. f Gε is given by (1.3.6) and p = Gε/(4‖b‖‖ξ‖2) (b) ∈ B then from the Lemma
1.3.6 it turns out ∥∥b′ − pb′p∥∥ ≤ ε
2 ‖ξ‖2 <
ε
‖ξ‖2 .
If η = ξp then η ∈ XBA and one has∥∥〈ξb′ , ξ〉A − 〈ηb′, η〉A∥∥ < ε.
Lemma 1.3.9. Let XA be a Hilbert A-module, let YA be a be a Hilbert A-module with
the inclusion ι : YA →֒ XA and the projection p : XA →֒ YA such that p ◦ ι = IdYA .
Following conditions hold
(i) There is the natural inclusion ιL : L (YA) →֒ L (XA) such that ιL (L (YA)) is a
hereditary subalgebra of L (XA).
(ii) The inclusion induces the natural inclusion ιK : K (YA) →֒ K (XA) such that
ιK (K (YA)) is a hereditary algebra of both L (XA) and K (XA). Moreover one has
ιK (K (YA)) = L (YA) ∩K (XA) . (1.3.10)
(iii) ι (YA) is the norm completion of XA ιK (K (YA)).
Proof. Let us define the inclusion
ιL : L (YA) →֒ L (XA) ;
a 7→ (ξ 7→ ιAapAξ) ∀ξ ∈ XA.
(1.3.11)
(i) If a ∈ L (XA) and b, b′ ∈ ι (L (XB)) then one has
bab′ξ = ιbpaιb′ pξ = ι
(
bpaιb′
)
pξ, (1.3.12)
and taking into account (1.3.11) we conclude bab′ ∈ L
(
XC0(X )
)
. From the Lemma
D.1.17 it turns out that ιL (L (YA)) is a hereditary subalgebra of L (XA). We write
YA ⊂ XA and L (YA) ⊂ L (XA) instead of ι : YA →֒ XA respectively ιL : L (YA) →֒
20
L (XA).
(ii) Similarly to (1.3.11) define the inclusion
ιK : K (YA) →֒ K (XA) ;
a 7→ (ξ 7→ ιAapAξ) ∀ξ ∈ XA.
(1.3.13)
From (1.3.12) it turns out that ιK : K (YA) is a hereditary algebra of K (XA). Oth-
erwise K (XA) is a hereditary algebra of L (XA), hence ιK (K (YA)) is a hereditary
algebra of L (XA). The inclusion K (YA) ⊂ L (YA) ∩ K (XA) is already proven.
Suppose a ∈ L (YA) ∩ K (XA), we can suppose that a is positive. For any ε there
are ξ j, ηj ∈ XA such that ∥∥∥∥∥a− n∑j=1 ξ j 〉〈 ηj
∥∥∥∥∥ < ε2. (1.3.14)
If Gε is given by (1.3.6) and p′ = Gε/(4‖a‖) (ι (b)) ∈ ι (K (YA)) then from (1.3.7) it
follows that ∥∥a− p′ap′∥∥ < ε
2
.
Taking into account ‖p′‖ ≤ 1 one has∥∥∥∥∥p′
(
a−
n
∑
j=1
ξ j 〉〈 ηj
)
p′
∥∥∥∥∥ =
∥∥∥∥∥p′ap′ − n∑j=1 ξ jp′ 〉〈 ηjp′
∥∥∥∥∥ < ε2 ,∥∥∥∥∥a− n∑j=1 ξ jp′ 〉〈 ηjp′
∥∥∥∥∥ < ε.
and taking into account ξ jp′, ηjp′ ∈ ι (YA) one has a ∈ ιK (K (YA)).
(iii) Consider a compact operator
a =
∞
∑
j=1
ξ j 〉〈 ηj ∈ K (YA) (1.3.15)
where ξ j, ηj ∈ YA. If ξ ∈ XA then ξ ι
(
ξ j 〉〈 ηj
)
= ι
(
ξ j
) 〈
ξ, ι
(
ηj
)〉
A ∈ YA. Taking
into account that (1.3.15) is norm convergent one has ξι (a) ∈ YA, hence the norm
completion of XA ιK (K (YA)) is a submodule of YA. Conversely let η ∈ YA and let
b = η 〉〈 η ∈ K (YA). If Gε is given by (1.3.6) and p′ = Gδ/(‖η‖) (ι (b)) ∈ ι (K (YA)),
then one has
ι (η) p′ ∈ XA ιK (K (YA)) ,∥∥ι (η)− ι (η) p′∥∥ ≤ δ.
However δ is arbitrary real number, it turns out ι (η) lies in the closure of XA ιK (K (YA)).
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1.4 Miscellany
Lemma 1.4.1. Let B is a C∗-subalgebra of a separable C∗-algebra A containing an approx-
imate unit for A. Suppose that A is separable and suppose there are a1, ..., an ∈ M (A)
such that
M (A) = a1M (B) + ...+ anM (B) . (1.4.1)
Let p : A→ A′ be a surjective morphism of C∗-algebras, and let p˜ : M (A)→ M (A′) is
its extension given by the Theorem D.1.34. Then M (A′) is a finitely generated p˜ (M (B))-
module.
Proof. If a′ ∈ M (A′) then from the Theorem D.1.34 it turns out that there is a ∈
M (A) such that a′ = p˜ (a). Otherwise from there are b1, ..., bn ∈ M (B) such that
a = a1b1 + ...+ anbn. It turns out
a′ = p˜ (a1) p˜ (b1) + ...+ p˜ (an) p˜ (bn) ,
i.e. M (A′) is an p˜ (M (B))-module, generated by p˜ (a1) , ..., p˜ (an) ∈ M (A′).
Let X be a C∗-Hilbert A-module. We also write XA instead X and 〈x, y〉XA
instead 〈x, y〉A, the meaning depends on context. If ℓ2 (A) is the standard Hilbert
A-module (cf. Definition D.4.11) There is the natural *-isomorphism
K (ℓ2 (A)) ∼= A⊗K (1.4.2)
Any element a ∈ K (ℓ2 (A)) corresponds to an infinite matrix
a1,1 . . . aj,1 . . .
...
. . .
... . . .
aj,1 . . . aj,j . . .
...
...
...
. . .
 ∈ K (ℓ2 (A)) . (1.4.3)
The free finitely generated A-module An is also C∗-Hilbert A module with the
product 〈{
aj
}
j=1,...,n ,
{
bj
}
j=1,...,n
〉
An
=
n
∑
j=1
a∗j bj. (1.4.4)
The algebra of compact operators is given by
K (An) = Mn (A) (1.4.5)
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Remark 1.4.2. Similarly to (1.4.3) and (1.4.5) any compact operator on the separa-
ble Hilbert space can be represented by an infinite or a finite matrix
x1,1 . . . xj,1 . . .
...
. . .
... . . .
xj,1 . . . xj,j . . .
...
...
...
. . .
 ∈ K (L2 (N)) ,
orx1,1 . . . xn,1... . . . ...
xn,1 . . . xn,n
 ∈ K (L2 ({1, ..., n})) = Mn (C)
(1.4.6)
Definition 1.4.3. Let us consider an algebra of finite or infinite matrices given by
(1.4.6). For every j, k ∈ N a matrix given by (1.4.6) is said to be j, k-elementary if
xpr = δpjδrk.
Denote by ejk the j, k-elementary matrix. We say that x = (x1, ..., xn) ∈ Cn or
x = (x1, x2, ...) ∈ ℓ2 (N) is j-elementary if xk = δjk. Denote by ej the j-elementary
vector.
Lemma 1.4.4. If we consider the situation of the Lemma D.4.16 then {pn}n∈N is the
approximate unit for K (ℓ2 (A)).
Proof. Follows from the Definition D.1.13 and the Lemma D.4.16.
1.4.5. Consider the situation of the Lemma D.4.16. If both A and B are positive
operators such that A ≥ B then one has
‖A− Apn‖ = ‖A (1− pn)‖ =
√
‖(1− pn) A2 (1− pn)‖ ≥
≥
√
‖(1− pn) B2 (1− pn)‖ = ‖B− Bpn‖
so we conclude
A ≥ B⇒ ‖A− Apn‖ ≥ ‖B− Bpn‖ (1.4.7)
Lemma 1.4.6. If K : ℓ2 (A)→ ℓ2 (A) is a compact operator (in the sense of Mishchenko)
then one has
lim
n→∞ ‖pnKpn − K‖ = 0. (1.4.8)
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Proof. From (ii) of the Lemma D.4.16 it follows that limn→∞ ‖Kpn − K‖ = 0, hence
from ‖pn‖ = 1 it follows that
lim
n→∞ ‖pn (Kpn − K)‖ = limn→∞ ‖pnKpn − pnK‖ = 0.
Otherwise from (iii) of the Lemma D.4.16 it follows that limn→∞ ‖pnK− K‖ = 0
and taking into account the triangle identity one has limn→∞ ‖pnKpn − K‖ = 0.
Lemma 1.4.7. Let H′ and H′′ be Hilbert spaces. If
a def=
(
b c
c∗ d
)
∈ B (H′ ⊕H′′)
+
is a positive bounded operator then one has∥∥∥∥a− (b 00 0
)∥∥∥∥ ≤ ‖d‖+ 2√‖d‖ ‖b‖ ≤ ‖d‖+ 2√‖d‖ ‖a‖. (1.4.9)
Proof. IfH def= H′⊕H′′, x′ ∈ H′, y′′ ∈ H′′, x def= (x′, 0) ∈ H′⊕H′′ and y def= (0, y′′) ∈
H′ ⊕H′′ then from then from the Cauchy–Schwarz inequality it follows that
|(x, ay)H| ≤
√
(x, ax)H
√
(y, ay)H =
√
(x′, bx′)H′
√
(y′′, dy′′)H′′ . (1.4.10)
On the other hand from
‖c‖ = ‖c∗‖ = sup
‖x′‖=1
‖y′′‖=1
∣∣(x′, cy′′)H′∣∣ = sup
‖x′‖=1
‖y′′‖=1
∣∣((x′, 0) , a (0, y′′))H∣∣ ,
and taking into account (1.4.10) one has ‖c‖ ≤ √‖b‖√‖d‖. Otherwise∥∥∥∥a−(b 00 0
)∥∥∥∥ ≤ ‖d‖+ 2 ‖c‖ ≤ ‖d‖+ 2√‖d‖ ‖b‖.
From ‖b‖ ≤ ‖a‖ it follows that ‖d‖+ 2√‖d‖ ‖b‖ ≤ ‖d‖+ 2√‖d‖ ‖a‖.
Lemma 1.4.8. Let A, B1, B2 be C∗-algebras. If φ : B1 ⊕ B2 → A is a surjective *-
homomorphism then A = φ (B1⊕ {0})⊕ φ ({0} ⊕ B2).
Proof. If A 6= φ (B1 ⊕ {0}) ⊕ φ ({0} ⊕ B2) then there is a nonzero b ∈ φ (B1 ⊕ 0) ∩
φ ({0} ⊕ B2). If both b1 ∈ B1 and b2 ∈ B2 are such that φ (b1 ⊕ 0) = φ (0⊕ b2) = b
then φ (b1 ⊕ 0) φ (0⊕ b∗2) = bb∗. Otherwise from (b1 ⊕ 0) (0⊕ b∗2) = 0 it follows
that 0 = φ ((b1 ⊕ 0) (0⊕ b∗2)) = φ (b1 ⊕ 0) φ (0⊕ b∗2) = bb∗, hence ‖bb∗‖ = ‖b‖2 =
0. However we supposed that b is not zero. The contradiction proves this lemma.
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Remark 1.4.9. The Lemma 1.4.8 is an algebraical analog of that any connected
component of the topological space is mapped into a connected component.
Corollary 1.4.10. Let A, B1, B2 be C∗-algebras. If φ : B1 ⊕ B2 → A is a surjective
*-homomorphism and A is not a direct sum of more than one nontrivial algebras then
φ (B1⊕ {0}) = {0} or φ ({0} ⊕ B2) = {0}.
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Chapter 2
Noncommutative finite-fold
coverings
2.1 Basic definitions
Here the noncommutative generalization of the Theorem 1.1.2 is being consid-
ered.
Definition 2.1.1. Let π : A →֒ A˜ be an injective unital *-homomorphism of con-
nected C∗-algebras. Let G be group of *-automorphisms of A˜ such that A ∼= A˜G def={
a ∈ A˜ | a = ga; ∀g ∈ G
}
. We say that the triple
(
A, A˜,G
)
and/or the quadruple(
A, A˜,G,π
)
and/or *-homomorphism π : A →֒ A˜ is a noncommutative finite-fold
quasi-covering. We write
G
(
A˜
∣∣∣ A) def= G. (2.1.1)
Lemma 2.1.2. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering then there
is an approximate unit of A˜ which is contained in A.
Proof. From the Theorem D.1.14 there is an approximate unit {u˜λ}λ∈Λ of A˜. For
any g ∈ G and x˜ ∈ A˜ one has
lim
λ
‖x− x (gu˜λ)‖ = lim
λ
∥∥∥g (g−1x− (g−1x) u˜λ)∥∥∥ = 0,
i.e. {gu˜λ}λ∈Λ is an approximate unit of A˜. If vλ = 1|G| ∑ gu˜λ ∈ A, then, of
course, {vλ}λ∈Λ is an approximate unit of A˜, i.e. {vλ} is an approximate unit of
A˜ contained in A.
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Lemma 2.1.3. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering then A˜ is
a C∗-Hilbert A-module with respect to the following A-valued product
〈a, b〉A = ∑
g∈G
g (a∗b) . (2.1.2)
Proof. Direct calculation shows that the product (2.1.2) satisfies to conditions (a)-
(d) of the Definition D.4.3, Let us prove that A˜ is closed with respect to the norm
(D.4.1). The norm ‖·‖H of A-Hilbert pre-module A˜A is given by
‖a˜‖H =
√√√√∥∥∥∥∥∑g∈G g (a˜∗ a˜)
∥∥∥∥∥
C
where ‖·‖C is the C∗-norm. From the above equation and taking into account
‖a˜‖C =
√‖a˜∗ a˜‖C it turns out
‖a˜‖C ≤ ‖a˜‖H ,
‖a˜‖H ≤
√
|G| ‖a˜‖C .
The algebra A˜ is closed with respect to C∗-norm, hence a C∗-Hilbert A-premodule
A˜A is closed with respect to the C∗-Hilbert A-premodule norm.
Definition 2.1.4. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering
then product given by (2.1.2) is said to be the Hilbert product associated with the
noncommutative finite-fold quasi-covering
(
A, A˜,G,π
)
.
Definition 2.1.5. Let π : A →֒ A˜ be an injective unital *-homomorphism of con-
nected C∗-algebras such that following conditions hold:
(a) If Aut
(
A˜
)
is a group of *-automorphisms of A˜ then the group
G =
{
g ∈ Aut
(
A˜
) ∣∣∣ ga = a; ∀a ∈ A}
is finite.
(b) A ∼= A˜G def=
{
a ∈ A˜
∣∣∣ a = ga; ∀g ∈ G}.
We say that the triple
(
A, A˜,G
)
and/or the quadruple
(
A, A˜,G,π
)
and/or *-
homomorphism π : A →֒ A˜ is a noncommutative finite-fold pre-covering.
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Remark 2.1.6. Any noncommutative finite-fold pre-covering is a noncommutative
finite-fold quasi-covering.
Remark 2.1.7. Indeed conditions (a), (b) of the Definition 2.1.5 state an isomor-
phism between ordered sets of groups and C∗-algebras and it is an analog the
fundamental theorem of Galois theory. (cf. [44] Chapter Six, § 6 for details).
2.1.8. Let A ⊂ A˜ be an inclusion of C∗-algebras such that A˜ is a finitely generated
left A-module, i.e.
∃a˜1, ...a˜n A˜ = Aa˜1 + ..., Aa˜n.
From A˜ = A˜∗ it turns out that
A˜ = a˜∗1A+ ..., a˜
∗
nA,
hence one has
A˜ is a finilely generated left A-module ⇔
⇔ A˜ is a finilely generated right A-module. (2.1.3)
Definition 2.1.9. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold pre-covering
(resp. quasi-covering). Suppose both A and A˜ are unital. We say that
(
A, A˜,G,π
)
is an unital noncommutative finite-fold covering (resp. unital noncommutative finite-fold
quasi-covering) if A˜ is a finitely generated C∗-Hilbert left and/or right A-module
with respect to product given by (2.1.2).
Remark 2.1.10. Above definition is motivated by the Theorem 1.1.2.
Remark 2.1.11. From the Equation 2.1.3 it follows that the usage of left A-modules
in the Definition 2.1.9 is equivalent to the usage of right ones.
Remark 2.1.12. From the Lemma D.4.13 it turns out that A˜ is a projective A-
module.
Definition 2.1.13. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold pre-covering
(resp. quasi-covering) such that following conditions hold:
(a) There are unitizations A →֒ B, A˜ →֒ B˜.
(b) There is an unital noncommutative finite-fold quasi-covering
(
B, B˜,G, π˜
)
such that π = π˜|A (or, equivalently A ∼= A˜ ∩ B) and the action G× A˜ → A˜
is induced by G× B˜→ B˜.
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We say that the triple
(
A, A˜,G
)
and/or the quadruple
(
A, A˜,G,π
)
and/or *-
homomorphism π : A →֒ A˜ is a noncommutative finite-fold covering with unitization,
(resp. noncommutative finite-fold quasi-covering with unitization).
Remark 2.1.14. If we consider the situation of the Definition 2.1.13 then since both
inclusions A →֒ B, A˜ →֒ B˜ correspond to essential ideals then one has{
g ∈ Aut
(
A˜
) ∣∣∣ ga = a; ∀a ∈ A} ∼= { g ∈ Aut(B˜) ∣∣∣ gb = b; ∀b ∈ B} ,
it turns out that(
A, A˜,G,π
)
is a pre-covering ⇒
(
B, B˜,G, π˜
)
is a pre-covering . (2.1.4)
Remark 2.1.15. Any noncommutative finite-fold covering with unitization is a
noncommutative finite-fold quasi-covering with unitization.
Lemma 2.1.16. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering then:
(i) There is the natural inclusion ϕ : M (A) →֒ M
(
A˜
)
of C∗-algebras.
(ii) If an action of G on M
(
A˜
)
is induced by the action of G on A˜ then there is the
natural *-isomorphism
ψ : M
(
A˜
)G ∼= M (A) (2.1.5)
Proof. (i) From the Lemma 2.1.2 and the Proposition D.1.15 it turns out that π
extends to the inclusion
M (A) ⊂ M
(
A˜
)
. (2.1.6)
(ii) For any a ∈ M (A) one has
gϕ (a) = ϕ (a) ∀g ∈ G
(
A˜
∣∣∣ A) ,
hence ϕ (M (A)) ⊂ M
(
A˜
)G
. On the other hand if a ∈ M
(
A˜
)G
and b ∈ A˜G then
ab ∈ A˜ is such that g (ab) = (ga) (gb) = ab ∈ A˜G. From A = A˜G it follows that
there is the following map
ψ : M
(
A˜
)G → M (A) . (2.1.7)
Clearly ψ ◦ ϕ = IdM(A) and since ϕ is injective we conclude that both ϕ and ψ are
isomorphisms.
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Definition 2.1.17. A
(
A, A˜,G,π
)
noncommutative finite-fold pre-covering is said
to be noncommutative finite-fold covering if there is an increasing net {uλ}λ∈Λ ⊂
M (A)+ of positive elements such that
(a) There is the limit
β- lim
λ∈Λ
uλ = 1M(A)
in the strict topology of M (A) (cf. Definition D.1.12).
(b) If for all λ ∈ Λ both Aλ and A˜λ are C∗-norm completions of uλAuλ and
uλ A˜uλ respectively then for every λ ∈ Λ a quadruple(
Aλ, A˜λ,G, π|Aλ : Aλ →֒ A˜λ
)
is a noncommutative finite-fold covering with unitization. The action G ×
A˜λ → A˜λ, is the restriction on A˜λ ⊂ A˜ of the action G× A˜→ A˜.
Remark 2.1.18. The Definition 2.1.17 implicitly uses the given by the Lemma 2.1.16
inclusion M (A) ⊂ M
(
A˜
)
.
Remark 2.1.19. If {uλ}λ∈Λ =
{
1M(A)
}
then the Definition 2.1.17 yields a noncom-
mutative finite-fold covering with unitization, i.e. every noncommutative finite-
fold covering with unitization is a noncommutative finite-fold covering.
Remark 2.1.20. From the Lemma D.1.17 it turn out that for all λ ∈ Λ both Aλ and
A˜λ are hereditary subalbebras of A and A˜ respectively.
Remark 2.1.21. The Definition 2.1.17 is motivated by the Theorem 4.10.8.
Definition 2.1.22. The group G is said to be the finite covering transformation group
(of
(
A, A˜,G,π
)
) and we use the following notation
G
(
A˜
∣∣∣ A) def= G. (2.1.8)
Lemma 2.1.23. In the situation of the Definition 2.1.17 the union ∪λ∈Λ A˜λ is dense in A˜.
Proof. If ε > 0 then from the Lemma 2.1.2 it turns out that for any a˜ ∈ A˜ there is
λ ∈ Λ such that
‖a˜− uλ a˜uλ‖ < ε (2.1.9)
From uλ a˜uλ ∈ A˜λ one concludes that ∪λ∈Λ A˜λ is dense in A˜.
Remark 2.1.24. There are alternative theories of noncommutative coverings (e.g.
[16]), however I do not know the theory which gives a good definition of the
fundamental group (cf. Remark 4.10.9).
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2.2 Basic constructions
Definition 2.2.1. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering.
If M
(
A˜
)
is the multiplier algebra of A˜ then there is the natural action of G on
M
(
A˜
)
such that for any a˜ ∈ M
(
A˜
)
, b˜ ∈ A˜ and g ∈ G a following condition
holds
(ga˜) b˜ = g
(
a˜
(
g−1b˜
))
,
b˜ (ga˜) = g
((
g−1b˜
)
a˜
)
,
(2.2.1)
We say that action of G on M
(
A˜
)
is induced by the action of G on A˜.
Lemma 2.2.2. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering. Suppose
B˜ ⊂ M
(
A˜
)
is such that GB˜ = B˜ and B is a unitization of A such that B = B˜G. If
G =
{
g ∈ Aut
(
A˜
) ∣∣∣ ga = a; ∀a ∈ A}
G˜ =
{
g ∈ Aut
(
B˜
) ∣∣∣ gb = b; ∀b ∈ B}
then there is the natural injective homomorphism of groups
G →֒ G˜.
Proof. If b ∈ B then b = 1|G| ∑g∈G gb. Otherwise from B˜ ⊂ M
(
A˜
)
it turns out that
it is a directed set {a˜λ} ∈ A˜ such that there is the limit b = β-lim a˜λ, so one has
b =
1
|G| ∑g∈G
gβ- lim a˜λ =
1
|G|β- lim ∑g∈G
ga˜λ (2.2.2)
For any g ∈ G from g ∑g′∈G g′ a˜λ = ∑g∈G g′ a˜λ, and (2.2.2) one concludes gb = b,
i.e. g defines element g˜ ∈ G˜. From A˜ ⊂ B˜ it turns out that the map g 7→ g˜ is
injective.
Corollary 2.2.3. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering and both
A and A˜ are connected (cf. Definition 1.2.1) nonunital C∗-algebras then the inclusion
π : A →֒ A˜ is unital in sense of the Definition 1.2.3.
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Proof. The given by the Lemma 2.1.16 *-homomorphism ϕ : M (A) →֒ M
(
A˜
)
is injective, it follows that ϕ
(
1M(A)
)
6= 0. Otherwise g1M(A˜) = 1M(A˜) for any
g ∈ G, it follows that 1M(A˜) ∈ ϕ (M (A)). Since A˜ is connected 1M(A˜) is the
unique central idempotent of M
(
A˜
)
On the other hand A is connected, so 1M(A)
is the unique central idempotent of M (A). It follows that
ϕ
(
1M(A)
)
= 1M(A˜),
ϕ (1A+) = 1A˜+ .
Lemma 2.2.4. If P is a finitely generated Hilbert A-module then there is a finite subset{
a˜1, ..., a˜n, b˜1, ..., b˜n
}
⊂ P such that
n
∑
j=1
b˜j 〉〈 a˜j = 1End(P)A .
Proof. If P is generated by a˜j, ..., a˜n ∈ P as a right A-module and S ∈ End (P)A is
given by
S =
n
∑
j=1
a˜j 〉〈 a˜j (2.2.3)
then S is self-adjoint. From the Corollary 1.1.25 of [41] it turns out that S is strictly
positive. Otherwise P is a finitely generated right A-module, so from the Exercise
15.O of [76] it follows that S is invertible. Let R ⊂ R+ be a spectrum S of and
suppose that φ : R+ → R+ is given by z 7→ 1z . If T = φ (S) then
TS = 1End(P)A
so if b˜j = Ta˜j then
n
∑
j=1
Ta˜j 〉〈 a˜j =
n
∑
j=1
b˜j 〉〈 a˜j = 1End(P)A . (2.2.4)
Remark 2.2.5. From the Lemma 2.2.4 it follows that if
(
A, A˜,G,π
)
is an unital
noncommutative finite-fold covering (cf. Definition 2.1.9) then there is a finite
subset {
a˜1, ..., a˜n, b˜1, ..., b˜n
}
⊂ A˜
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such that
a˜ =
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j a˜
))
; ∀a˜ ∈ B˜ (2.2.5)
Remark 2.2.6. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold covering with
unitization. If
(
B, B˜,G, φ
)
is an unital noncommutative finite-fold covering which
satisfies to conditions (a), (b) of the Definition 2.1.13 then there is a finite subset{
a˜1, ..., a˜n, b˜1, ..., b˜n
}
⊂ A˜
such that
b˜ =
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j b˜
))
; ∀b˜ ∈ B˜,
(cf.(2.2.5)). In particular if a˜ ∈ A˜ then
a˜ =
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j a˜
))
and taking into account
a˜∗j a˜ ∈ A˜,
∑
g∈G
g
(
a˜∗j a˜
)
∈ A˜G = A
one has
A˜ = b˜1A+ ...+ b˜nA (2.2.6)
From (2.2.6) it follows that
A˜ = Ab˜∗1 + ...+ Ab˜
∗
n (2.2.7)
Lemma 2.2.7. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering with
unitization. If A is a separable C∗-algebra then A˜ is a separable C∗-algebra.
Proof. Follows from (2.2.6).
Lemma 2.2.8. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering with uni-
tization. Let
(
B, B˜,G, π˜
)
be an unital noncommutative finite-fold quasi-covering which
satisfies to conditions (a), (b) of the Definition 2.1.13. Then there is
{
b˜1, ..., b˜n
}
⊂ B˜ such
that
M
(
A˜
)
= b˜1M (A) + ...+ b˜nM (A) . (2.2.8)
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Proof. It is known that for any a˜ ∈ M
(
A˜
)
there is a directed set {a˜λ} ∈ A˜ such
that there is the limit a˜ = β-lim a˜λ with respect to the strict topology (cf. Definition
D.1.12). From the Remark 2.2.5 turns out that there is finite subset{
a˜1, ..., a˜n, b˜1, ..., b˜n
}
⊂ B˜
such that
b˜ =
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j a˜
))
; ∀b˜ ∈ B˜,
so one has
a˜λ =
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j a˜λ
))
.
From the above equation it turns out
a˜ = β- lim a˜λ = β- lim
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j a˜λ
))
=
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j β- lim a˜λ
))
=
=
n
∑
j=1
b˜j
(
∑
g∈G
g
(
a˜∗j a˜
))
=
n
∑
j=1
b˜jaj; where aj = ∑
g∈G
g
(
a˜∗j a˜
)
∈ M (A) .
The element a˜ ∈ M
(
A˜
)
is arbitrary, so one has
M
(
A˜
)
= b˜1M (A) + ...+ b˜nM (A) .
Remark 2.2.9. Any b˜ ∈ B˜ is a multiplier of A˜, in particular b˜1, ..., b˜n ∈ M
(
A˜
)
, so
from 2.2.8 it follows that M
(
A˜
)
is a finitely generated M (A)-module.
Corollary 2.2.10. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering with
unitization (cf. Definition 2.1.13).
(i) There is an unital noncommutative finite-fold quasi-covering
(
M (A) ,M
(
A˜
)
,G, φ
)
.
(ii) Moreover if
(
A, A˜,G,π
)
is a noncommutative finite-fold covering with unitization
(cf. Definition 2.1.13) then
(
M (A) ,M
(
A˜
)
,G, φ
)
is an unital noncommutative
finite-fold covering (cf. Definition 2.1.9).
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Proof. From the Lemma 2.2.8 it turns out that M
(
A˜
)
is a finitely generated M (A)-
module.
(i) The morphism φ : M (A) → M
(
A˜
)
is injective, hence from the Lemma 2.1.16
it turns out that M (A) = M
(
A˜
)G
.
(ii) Both A and A˜ are essential ideals of M (A) and M
(
A˜
)
respectively, so one has{
g ∈ Aut
(
M
(
A˜
)) ∣∣∣ ga = a; ∀a ∈ M (A)} =
=
{
g ∈ Aut
(
A˜
) ∣∣∣ ga = a; ∀a ∈ A} = G,
hence the group
{
g ∈ Aut
(
M
(
A˜
)) ∣∣∣ ga = a; ∀a ∈ M (A)} is finite.
Corollary 2.2.11. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering with
unitization. Suppose both A and A˜ are separable and φ : M (A) →֒ M
(
A˜
)
is the
injective *-homomorphism given by the Lemma 2.1.16. Let p : A˜ → A˜′ be a surjective
morphism of C∗-algebras which commutes with G; that is:
g ◦ p = p ◦ g; ∀G. (2.2.9)
Then the following conditions hold:
(i) There is the natural action of G on A˜′;
(ii) If A′ = p (A) then M
(
A˜′
)
is a finitely generated Hilbert M (A′)-module.
Proof. From the Corollary 2.2.10 it turns out that there is an unital noncommutative
finite-fold covering
(
M (A) ,M
(
A˜
)
,G, φ
)
.
(i) For any a˜′ ∈ A˜′ there is a˜ ∈ A˜ such that p (a˜) = a˜′, moreover if a˜1, a˜2 ∈ A˜ are
such that p (a˜1) = p (a˜2) = a˜′ then from (2.2.9) it turns out p (ga˜1) = p (ga˜2) for
any g ∈ G. From this fact one can correctly define ga˜′ def= p (ga˜).
(ii) From the Remark 2.2.9 it turns out that there are a˜1, ..., a˜n ∈ M
(
A˜
)
such that
M
(
A˜
)
= a˜1M (A) + ...+ a˜nM (A) .
From the Lemma 2.2.7 it follows that A˜ is a separable C∗-algebra. From the Theo-
rem D.1.34 p extends to the surjective morphism p : M
(
A˜
)
→ M
(
A˜′
)
. For any
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a˜′ ∈ M
(
A˜′
)
there is a˜ ∈ M
(
A˜
)
such that a˜′ = p (a˜). Otherwise
a˜ = a˜1a1 + ...+ a˜nan; where a1, ..., an ∈ M (A) ,
hence one has
a˜′ = a˜′1a
′
1 + ...+ a˜
′
na
′
n; where a˜
′ = p (a˜) ,
a′j = p
(
aj
) ∈ M (A′) , a˜′j = p (a˜j) , for all j = 1, ..., n.
Since a˜′ is arbitrary element of M
(
A˜′
)
one has
M
(
A˜′
)
= a˜′1M
(
A′
)
+ ...+ a˜′1M
(
A′
)
,
i.e. M
(
A˜′
)
is a finitely generated M (A′)-module. Any a˜′, b˜′ ∈ M
(
A˜′
)
can be
represented as strict limits
a˜′ = β- lim a˜′λ; a˜
′
λ ∈ A˜′,
b˜′ = β- lim b˜′λ; b˜
′
λ ∈ A˜′,
hence from ∑g∈G g
(
a˜′∗λ b˜
′
λ
)
∈ A′ one can define M (A′)-valued product〈
a˜′, b˜′
〉
M(A′)
= β- lim ∑
g∈G
g
(
a˜′∗λ b˜
′
λ
)
. (2.2.10)
and similarly to the Lemma 2.1.3 one can prove that M
(
A˜′
)
is complete with
respect to the topology induced by the product (2.2.10), i.e. M
(
A˜′
)
is a Hilbert
M (A′)-module.
2.2.12. If A ⊂ A˜ is an inclusion of C∗-algebras such that there is an approximate
unit for A˜ containing in A then from the Proposition D.1.15 it turns out that the
inclusion extends to an *-homomorphism M (A) → M
(
A˜
)
. If p : A˜ → A˜′ is
surjective morphism of C∗-algebras and {u˜λ} is an approximate unit for A˜ then
p ({u˜λ}) is an approximate unit for A˜′. From these circumstances it turns out if
approximate unit for A˜ containing in A then there is approximate unit for A˜′ con-
taining in A′ = p (A), hence the inclusion A′ ⊂ A˜′ extends to a *-homomorphism
M (A′) → M
(
A˜′
)
. In particular from the proof of the Lemma 2.1.16 it turns out
that if inclusion A ⊂ A˜ is such there is
(
A, A˜,G,π
)
is a noncommutative finite-
fold quasi-covering, then there is the natural *-homomorphism M (A′) → M
(
A˜′
)
.
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Lemma 2.2.13. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering with
unitization (cf. Definitions 2.1.1, 2.1.9), such that A is separable. Let p : A˜ → A˜′ a
surjective morphisms of C∗-algebras which commutes with G; that is:
g ◦ p = p ◦ g; ∀g ∈ G. (2.2.11)
If A′ = p (A) and the natural *-homomorphism M (A′) → M
(
A˜′
)
is injective, and A˜′
is connected then following conditions hold:
(i) There is an unital noncommutative finite-fold quasi-covering(
M
(
A′
)
,M
(
A˜′
)
,G, π˜
)
.
(ii) There is a noncommutative finite-fold quasi-covering with unitization(
A′, A˜′,G, π˜|A′
)
.
Remark 2.2.14. From the Lemma 2.2.7 it follows that A˜ is a separable C∗-algebra.
From (2.2.11) it follows that there is correctly defined action G × A˜′ → A˜′ given
by gp (a˜) = p (ga˜) for any g ∈ G. This action follows from the equation (2.2.11).
Proof. (of the Lemma 2.2.13). Firstly we prove that both quadruples
(
A′, A˜′,G, π˜|A′
)
and
(
M (A′) ,M
(
A˜′
)
,G, π˜
)
are quasi-coverings, i.e. both satisfy to the Definition
2.1.1. If a′ ∈ A′ then there is a ∈ A such that a′ = p (a) hence one has ga′ =
p (ga) = p (a) = a′, i.e. a ∈ A˜′G. Conversely if a′ ∈ A˜′G then
a′ =
1
|G| ∑g∈G
ga′
and if a′ = p (a˜) then
a′ =
1
|G| p
(
∑
g∈G
ga˜
)
and taking into account ∑g∈G ga˜ ∈ A one has a ∈ p (A) = A′. In result we con-
clude that A′ = A˜′G. Otherwise M (A′)→ M
(
A˜′
)
is an injective *-homomorphism,
so from the Lemma 2.1.16 it turns out M (A′) ∼= M
(
A˜′
)G
.
(i) One should prove that M
(
A˜′
)
is a finitely generated Hilbert module over
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M (A′). The application of the equation (2.1.2) and the Definition 2.1.4 provides
the structure of Hilbert M (A′)-module on M
(
A˜′
)
. From the Remark 2.2.9 it turns
out that M
(
A˜
)
is a finitely generated C∗-Hilbert module over M (A). Since there
are b˜1, ..., b˜n ∈ M
(
A˜
)
such that
M
(
A˜
)
= b˜1M (A) + ...+ b˜nM (A)
the algebra A˜ is separable. From the Theorem D.1.34 it turns out that there is
the extension of p up to surjective morphism p : M
(
A˜
)
→ M
(
A˜′
)
. For any
a˜′ ∈ M
(
A˜′
)
there is a˜ ∈ M
(
A˜
)
such that a˜′ = p (a˜). If
a˜ = b˜1a1 + ...+ b˜nan where a1, ..., an ∈ A
then
a˜′ = b˜′1a
′
1 + ...+ b˜
′
na
′
n where a
′
1, ..., a
′
n ∈ A′; b˜′j = p
(
b˜j
)
; a′j = p
(
aj
)
; ∀j = 1, ..., n.
So one has
M
(
A˜′
)
= b˜′1M
(
A′
)
+ ...+ b˜′nM
(
A′
)
i.e. M
(
A˜′
)
is the finitely generated module over M (A′). It turns out that(
M
(
A′
)
,M
(
A˜′
)
,G, π˜
)
is an unital noncommutative finite-fold quasi-covering (cf. Definition 2.1.9).
(ii) Both A′ and A˜′ are essential ideals of M (A′) and M
(
A˜′
)
respectively it turns
out that
(
A′, A˜′,G, π˜|A′
)
is a noncommutative finite-fold quasi-covering with uni-
tization (cf. Definition 2.1.13)
2.2.15. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold pre-covering (cf. Defini-
tion 2.1.5). Let B ⊂ A a connected C∗-subalgebra such that there is C∗-subalgebra
B˜ ⊂ A˜ which satisfies to the following conditions
• B is not a direct sum of more then one C∗-algebras.
• B˜ ∪ gB˜ = {0} for all nontrivial g ∈ G.
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•
π (B) ⊂
⊕
g∈G
gB˜ (2.2.12)
• If pB˜ :
⊕
g∈G gB˜ → B˜ is the natural projection pB˜ ◦ π|B : B
≈−→ B˜ is *-
isomorprhism.
Definition 2.2.16. In the described in 2.2.15 situation we say that the Equation
(2.2.12) a direct sum decomposition of
(
A, A˜,G,π
)
.
Lemma 2.2.17. Let
(
A, A˜1,G1,π1
)
,
(
A, A˜2,G2,π2
)
be finite-fold noncommutative pre-
coveings. Let B ⊂ A be a C∗ subalgebras such there are B˜1 ⊂ A˜1, B˜2 ⊂ A˜2 and direct
summand decompositions (cf. Definition 2.2.16).
π1 (B) ⊂
⊕
g1∈G1
g1B˜1,
π2 (B) ⊂
⊕
g2∈G2
g2B˜2.
(2.2.13)
If there is a injective *- homomorphism π12 : A˜1 →֒ A˜2 such that π2 = π12 ◦ π1 then there
the following conditions hold:
• If pe : ⊕g2∈G2 g2B˜2 → B˜2 is the natural projection then there is the unique g′1 ∈ G1
such that
pe ◦ π12
(
g′1B˜1
)
6= {0}.
• If B˜′1
def
= g′1B˜1 then there is the surjecive homomorphism φ : G2 → G1 such that
π12
(
g1B˜′1
)
⊂ ⊕
g2∈G2
φ(g2)=g1
g2 B˜′2
Proof. From the Corollary 1.4.8 it follows that there is the unique g′1 ∈ G1 such that
pe ◦ π12
(
g′1B˜1
)
6= {0}.
If g2 ∈ G2 is any element B˜′1
def
= g′1B˜1 and pg2 :
⊕
g′2∈G2 g
′
2B˜2 → g2B˜2 is the natural
projection then from the Corollary 1.4.8 it follows that the unique g1 ∈ G1 such
that pg2 ◦ π12
(
g1B˜′1
)
6= {0}. So there is the map
φ : G2 → G1,
g1 = φ(g2) ⇔ pg2 ◦ π12
(
g1B˜′1
)
6= {0}. (2.2.14)
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Denote by H2
def
=
{
h2 ∈ G2| ph2π12
(
B˜′1
)
6= {0}
}
⊂ G2, and B′2 def= ⊕h2∈H2h2B2. Any
g2 ∈ G2 yields the ∗-isomorphism B′2 → g2B′2 with the inverse isomorphism g−12 :
gB′2 → B′2. So for any h2 ∈ H2 one has g2h2g−12 ∈ H2, i.e. H2 ⊂ G2 is a normal
subgroup. If g2 ∈ G2 and h2 ∈ H2 then one has
ph2π
1
2
(
B˜′1
)
6= {0} ⇒ pg2h2g2π12
(
B˜′1
)
6= {0} AND pg2g2π12
(
B˜′1
)
6= {0}
⇒ φ(g2h2) = φ (g2) ,
i.e. φ is equivalent to the surjective homomorphism of G onto its factorgroup
G2 → G2/H2 .
2.3 Induced representations
Definition 2.3.1. Let
(
A, A˜,G,π
)
is a finite-fold noncommutative covering such
that A˜A
def
= A˜ is of the C∗-Hilbert A-module (cf. 2.1.3, 2.1.4). If ρ : A → B (H) is
a representation and ρ˜ = A˜− IndAA˜ ρ : A˜ → B
(
H˜
)
is given by (D.5.3), i.e. ρ˜ is the
induced representation (cf. Definition D.5.5) then we say that ρ˜ is induced by the
pair
(
ρ,
(
A, A˜,G,π
))
.
2.3.2. If X = A˜⊗AH is the algebraic tensor product then according to (D.5.4) there
is a sesquilinear C-valued product (·, ·)X on X given by(
a˜⊗ ξ, b˜⊗ η
)
X
=
(
ξ,
〈
a˜, b˜
〉
A
η
)
H
(2.3.1)
where (·, ·)H means the Hilbert space product on H, and 〈·, ·〉A˜ is given by (2.1.4).
So X is a pre-Hilbert space. There is a natural map A˜×
(
A˜⊗AH
)
→ A˜ ⊗A H
given by
A˜×
(
A˜⊗A H
)
→ A˜⊗A H,(
a˜, b˜⊗ ξ
)
7→ a˜b˜⊗ ξ.
(2.3.2)
The space H˜ of the representation ρ˜ = A˜ − IndAA˜ ρ : A˜ → B
(
H˜
)
is the Hilbert
norm completion of the pre-Hilbert space X = A˜⊗A H and the action of A˜ on H˜
is the completion of the action on A˜⊗AH given by (2.3.2).
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Lemma 2.3.3. If A→ B (H) is faithful then ρ˜ : A˜→ B
(
H˜
)
is faithful.
Proof. If a˜ ∈ A˜ is a nonzero element then
a = 〈a˜ a˜∗, a˜ a˜∗〉A = ∑
g∈G
g (a˜∗ a˜ a˜ a˜∗) ∈ A
is a nonzero positive element. There is ξ ∈ H such that (aξ, ξ)H > 0. However
(aξ, ξ)H = (ξ, 〈a˜ a˜∗, a˜ a˜∗〉A ξ)H = (a˜a˜∗ ⊗ ξ, a˜a˜∗ ⊗ ξ)H˜ =
(
a˜ξ˜, a˜ξ˜
)
H˜
> 0.
where ξ˜ = a˜∗ ⊗ ξ ∈ A˜⊗A H ⊂ H˜. Hence a˜ξ˜ 6= 0.
2.3.4. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold covering, let ρ : A→ B (H)
be a faithful non-degenerated representation, and let ρ˜ : A˜ → B
(
H˜
)
is induced
by the pair
(
ρ,
(
A, A˜,G,π
))
. There is the natural action of G on H˜ induced by
the map
g (a˜⊗ ξ) = (ga˜)⊗ ξ; a˜ ∈ A˜, g ∈ G, ξ ∈ H. (2.3.3)
There is the natural orthogonal inclusion
H →֒ H˜ (2.3.4)
induced by inclusions
A ⊂ A˜; A⊗AH ⊂ A˜⊗AH.
If A˜ is an unital C∗-algebra then the inclusion (2.3.4) is given by
ϕ : H →֒ H˜,
ξ 7→ 1A˜ ⊗ ξ
(2.3.5)
where 1A˜ ⊗ ξ ∈ A˜⊗A H is regarded as element of H˜. The inclusion (2.3.5) is not
isometric. From 〈
1A˜, 1A˜
〉
= ∑
g∈G( A˜ |A)
g12
A˜
=
∣∣∣G ( A˜ ∣∣∣ A)∣∣∣ 1A
it turns out
(ξ, η)H =
1∣∣∣G ( A˜ ∣∣∣ A)∣∣∣ (ϕ (ξ) , ϕ (η))H˜ ; ∀ξ, η ∈ H (2.3.6)
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Action of g ∈ G
(
A˜ | A
)
on A˜ can be defined by representation as ga˜ = ga˜g−1,
i.e.
(ga˜)ξ = g
(
a˜
(
g−1ξ
))
; ∀ξ ∈ H˜.
Definition 2.3.5. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering.
An let φ be a positive functional on A. Any positive functional ψ : A˜ → C is said
to be a lift of φ if ‖ψ‖ = ‖φ‖ and φ = ψ|A. We say that the lift ψ is G-invariant if
ψ (a˜) = ψ (ga˜) for each g ∈ G and a˜ ∈ A˜.
Lemma 2.3.6. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering then there
is the one-to-one correspondence between positive functionals on A and their G-invariant
lifts.
Proof. For any positive functional φ : A → C there is a G-invariant lift ψ : A˜ → C
given by
a˜ 7→ 1|G|φ
(
∑
g∈G
ga˜
)
. (2.3.7)
If ψ′,ψ′′ are two G-invariant lifts of φ then for any a˜ ∈ A˜ one has
ψ′ (a˜) =
1
|G| ∑g∈G
ψ′ (ga˜) =
1
|G|φ
(
∑
g∈G
ga˜
)
=
1
|G| ∑g∈G
ψ′′ (ga˜) = ψ′′ (a˜) ,
i.e. ψ′ = ψ′′.
Lemma 2.3.7. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering then fol-
lowing conditions hold:
(i) If X˜ = A˜∧ is the spectrum of A˜ then there is the natural action G× X˜ → X˜ ,
(ii) If X = Aˆ is the spectrum of A then there is the natural surjective continuous map
p : X˜ → X ;
repA˜x˜ 7→ repA˜x˜
∣∣∣
A
∼= repAp(x˜)
(2.3.8)
(cf. Proposition D.2.25, and (D.2.3)), which is G-invariant, i.e.
p ◦ g = p; ∀g ∈ G, (2.3.9)
(iii) The map p naturally induces the homeomorphism pG : X˜/G ≈−→ X .
43
Proof. (i) If ρ˜ : A˜ → B
(
H˜
)
is an irreducible representation then for any g ∈ G
there is the irreducible representation
ρ˜g : A˜→ B
(
H˜
)
,
ρ˜g (a˜) = ρ˜ (ga˜) ; ∀a˜ ∈ A˜.
The map ρ˜ 7→ ρ˜g gives a homeomorphism of X˜ . Such homeomorphisms give an
action G× X˜ → X˜ , such that gρ˜ = ρ˜g for any g ∈ G.
(ii) Let τ˜ : A˜→ C be a pure state on A˜, and let τ def= τ˜|A A→ C be the restriction. If
a˜ ∈ A˜+ is a positive element such that τ˜ (a˜) 6= 0 then a = ∑g∈G ga˜ ∈ A is a positive
element such that τ˜ (a) 6= 0. It turns out that the restriction τ def= τ˜|A : A → C
is a state. Let p : A → C be a positive functional such that p < τ. From the
Hahn–Banach theorem it follows that there is a positive functional p˜ : A˜→ C such
p˜ < τ˜. Since τ˜ is there is t ∈ [0, 1] such that p˜ = tτ˜. One has the G invariant state
τ˜⊕ : A˜→ C,
a˜ 7→ 1|G| ∑g∈G
τ˜
If
p˜⊕ : A˜→ C,
a˜ 7→ 1|G| p
(
∑
g∈G
τ˜
)
then from p˜⊕ = tτ˜⊕, p = p˜⊕|A and τ = τ˜⊕|A it follows that p = tτ. So the state τ
is pure, and the map τ˜ 7→ τ yields the given by (2.3.8) map. Let us prove that the
map is continuous. From the Theorem D.2.17 any closed set U ⊂ X corresponds
to a closed two-sided ideal I ⊂ A such that
U = {ρ ∈ X | ρ (I) = {0}} .
The set p−1 (U) corresponds to the closed two-sided ideal
I˜I =
⋂
x˜∈X˜
repx˜(I)=0
ker repx˜, (2.3.10)
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so the preimage of U , is closed, it turns out that p is continuous. From the Propo-
sition D.2.25 it turns out that p is a surjective map. From the condition (b) of the
Definition 2.1.5 it turns out that ga = a for any a ∈ A and g ∈ G, so one has
(gρ˜) (a) = ρ˜ (a) for any ρ˜ ∈ X˜ . It follows that p ◦ g = p; ∀g ∈ G. From the
Lemma 2.3.6 it turns out that p is a bijective map.
(iii) Any pure state φ : A → C uniquely defines the given by 2.3.7 invariant state
φ˜. Otherwise φ˜ uniquely depends on the G-orbit of any pure state ψ˜ : →˜C such
that ψ˜
∣∣
A = φ. So the map pG : X˜/G
≈−→ X is bijective. Open subsets of X˜/G
correspond to open subsets U˜ ⊂ X˜ such that GU˜ = U˜ . Otherwise such open
subset corresponds to the closed two-sided G-invariant ideal I˜, i.e. GI˜ = I˜. If
I def= A ∩ π−1
(
I˜
)
then I˜ is the generated by π (I) ideal. There are mutually in-
verse maps between closed two sided ideals of A an closed two-sided G-invariant
ideals A˜ given by
I 7→ the generated by π (I) ideal,
I˜ 7→ A ∩ π−1
(
I˜
)
This maps establishes the one to one correspondence between open subsets of both
X˜/G and X , i.e. pG : X˜/G ≈−→ X is a homeomorphism.
Remark 2.3.8. From the equation (2.3.8) it turns out that there is the natural iso-
morphism
pA˜x˜ : rep
A˜
x˜ (A)
∼=−→ repAp(x˜) (A) ,
repA˜x˜ (a) 7→ repAp(x˜) (a) ; ∀a ∈ A.
(2.3.11)
Corollary 2.3.9. Let
(
A, A˜,G,π
)
be a pure noncommutative finite-fold quasi-covering
(cf. Definition 2.1.13). If the spectra X and X˜ of both A and A˜ respectively then for any
n ∈ N the set
Xn =
{
x ∈ X |
∣∣∣p−1 (x)∣∣∣ ≥ n}
is an open subset of X .
Proof. If x ∈ Xn then there is m ≥ n such that
∣∣p−1 (x0)∣∣ = m. There is a subset
x˜0 ∈ p−1 (x0) and the subset {g1, ..., gm} such that
∀j, k ∈ {g1, ..., gm} j 6= k ⇒ gj x˜0 6= gk x˜0
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Since X˜ is Hausdorff there is an open neighborhood U˜ of x˜0 such that
∀x ∈ U˜ ∀j, k ∈ {g1, ..., gm} j 6= k ⇒ gj x˜ 6= gk x˜.
So one has
∀x˜ ∈ ⋃
g∈G
gU˜
∣∣∣p−1 (x)∣∣∣ ≥ m.
From the Lemma 2.3.7 it turns out that there is an open subset U ⊂ X such that
p−1 (U) = ⋃g∈G gU˜ , so one has
∀x ∈ U
∣∣∣p−1 (p (x))∣∣∣ ≥ m.
2.3.10. Suppose that If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering
and A is separable. There is an isomorphism A˜ ≈ A⊕ P of A-modules then any
a˜ ∈ End
(
A˜
)
A
can be represented as a sum a˜ = α (a˜) + β (a˜) + γ (a˜) + δ (a˜) of
A-module homomorphisms α : A→ A, β : P→ A, γ : A→ P, δ : P→ P. If
M (a˜) =
(
α (a˜) β (a˜)
γ (a˜) δ (a˜)
)
(2.3.12)
then
M
(
a˜′ a˜′′
)
= M
(
a˜′
)
M
(
a˜′′
)
.
2.3.11. If ρ˜ : A˜→ B
(
H˜
)
an irreducible representation then
H˜ = ρ
(
A˜
)
ξ. (2.3.13)
If
H def= ρ˜ (α (A)) ξ. (2.3.14)
then from the Lemma 2.3.7 one has the irreducible representation
ρ : A→ B (H) ; ρ (a) (ρ˜ (a′) ξ) def= ρ˜ (aa′) ξ ∀a, a′ ∈ A. (2.3.15)
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If pH : H˜ → H˜ is the projector onto H then
∀a˜ ∈ A˜ ρ˜ (α (a˜)) = pH ρ˜ (a˜) pH,
ρ (β (a˜)) = pHρ˜ (a˜) (1− pH) ,
ρ˜ (γ (a˜)) = (1− pH) ρ˜ (a˜) pH,
ρ (δ (a˜)) = (1− pH) ρ˜ (a˜) (1− pH) ,
ρ˜ (a˜) =
(
ρ˜ (α (a˜)) ρ˜ (β (a˜))
ρ˜ (γ (a˜)) ρ˜ (δ (a˜))
) (2.3.16)
Definition 2.3.12. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold quasi-covering.
The minimal hereditary subalgebra of A˜ which contains π (A), is said to be the
reduced algebra of
(
A, A˜,G,π
)
. The reduced algebra is denoted by A˜red.
Remark 2.3.13. Clearly one has an inclusion
A ⊂ A˜red (2.3.17)
Remark 2.3.14. If A˜′ is a hereditary subalgebra of A˜ which contains A then for all
gA˜′ a hereditary subalgebra of A˜ which contains A. If follows that GA˜red = A˜red.
Hence there is the natural action
G× A˜red → G× A˜red (2.3.18)
Moreover from A˜G = A and A ⊂ A˜red it follows that
A˜Gred = A. (2.3.19)
Remark 2.3.15. For any x˜ ∈ X˜ one has
repx˜
(
A˜red
)
= repx˜ (A) (2.3.20)
Really if repx˜
(
A˜red
)
$ repx˜ (A) then
A˜′ def=
{
a˜′ ∈ A˜red
∣∣∣ repx˜ (a˜′) ∈ repx˜ (A)}
is a hereditary algebra of A˜ which contains π (A) and A˜′ $ A˜red.
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Remark 2.3.16. From the Lemma 2.3.7 and the Proposition D.2.20 it follows that
the spectrum of A˜red coincides with the spectrum of A˜ as a topological space. If
X˜ is the spectrum of both A˜red and A˜ then the inclusion G →֒ Aut
(
A˜
)
induces a
homomorphism
h : G → Homeo
(
X˜
)
.
If
Gred
def
=
{
g ∈ Aut
(
A˜
) ∣∣∣ ga˜red = a˜red; ∀a˜red ∈ A˜red} ⊂ G (2.3.21)
then from the coincidence of spectra of A˜ and A˜red it follows that
Gred = ker
(
G → Homeo
(
X˜
))
. (2.3.22)
In particular Gred is normal subgroup of G and there is the inclusion
G/Gred ⊂ Homeo
(
X˜
)
. (2.3.23)
Moreover from the Lemma 2.3.7 it follows that there is a homeomorphism
X ∼= X˜/ (G/Gred) . (2.3.24)
2.4 Strong Morita equivalence of finite-fold coverings
The following result about algebraic Morita equivalence of Galois extensions is
in fact rephrasing of described in [4, 15] constructions. Let
(
A, A˜,G
)
be an unital
finite-fold noncommutative covering. Denote by A˜⋊G a crossed product, i.e. A˜⋊G
ia a C∗-algebra which coincides with a set of maps from G to A˜ as a set, and
operations on A˜ are given by
(a+ b) (g) = a (g) + b (g) ,
(a · b) (g) = ∑
g′∈G
a
(
g′
) (
g′
(
b
(
g′−1g
)))
∀a, b ∈ A˜⋊G, ∀g ∈ G,
a∗ (g) =
(
a
(
g−1
))∗
; ∀a ∈ A˜⋊G, ∀g ∈ G.
(2.4.1)
Let us construct a Morita context(
A˜⋊ G, A, A˜⋊G A˜A, A A˜A˜⋊G, ϕ,ψ
)
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where both A A˜A˜⋊G and A˜⋊G A˜A coincide with A˜ as C-spaces. Left and right action
of A˜⋊ G on A˜ is given by
aa˜ = ∑
g∈G
a (g) (ga˜) ,
a˜a = ∑
g∈G
g−1 (a˜a (g)) ,
∀a ∈ A˜⋊G, ∀a˜ ∈ A˜.
Left (resp. right) action of A on A˜ we define as left (resp. right) multiplication by
A. Denote by ϕ : A˜⊗A A˜→ A˜⋊G, ψ : A˜⊗A˜⋊G A˜→ A the maps such that
ϕ
(
a˜⊗ b˜
)
(g) = a˜
(
gb˜
)
,
ψ
(
a˜⊗ b˜
)
= ∑
g∈G
g
(
a˜b˜
)
,
∀a˜, b˜ ∈ A˜, g ∈ G.
From above equations it follows that
ϕ
(
a˜⊗ b˜
)
c˜ = ∑
g∈G
(
ϕ
(
a˜⊗ b˜
)
(g)
)
gc˜ =
= ∑
g∈G
a˜
(
gb˜
)
(gc˜) = a˜ ∑
g∈G
g
(
b˜c˜
)
= a˜ψ
(
b˜⊗ c˜
)
,
a˜ϕ
(
b˜⊗ c˜
)
= ∑
g∈G
g−1
(
a˜b˜gc˜
)
=
=
(
∑
g∈G
g−1
(
a˜b˜
))
c˜ =
(
∑
g∈G
g
(
a˜b˜
))
c˜ = ψ
(
a˜⊗ b˜
)
c˜,
(2.4.2)
i.e. ϕ,ψ satisfy conditions (B.1.1), so
(
A˜⋊G, A, A˜⋊G A˜A, A A˜A˜⋊G, ϕ,ψ
)
is a Morita
context. Taking into account that the A-module A˜A is a finitely generated projec-
tive generator and Remark B.1.2 one has a following lemma.
Lemma 2.4.1. If
(
A, A˜,G
)
is an unital noncommutative finite-fold covering then(
A˜⋊G, A, A˜⋊G A˜A, A A˜A˜⋊G, ϕ,ψ
)
is an algebraic Morita equivalence.
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Corollary 2.4.2. Let
(
A, A˜,G,π
)
be an unital noncommutative finite-fold covering. Let
us define a structure of Hilbert A˜⋊G− A bimodule on A˜⋊G A˜A given by following prod-
ucts
〈a, b〉A˜⋊G = ϕ (a⊗ b∗) ,
〈a, b〉A = ψ (a∗ ⊗ b) .
(2.4.3)
Following conditions hold:
(i) A bimodule A˜⋊G A˜A satisfies the associativity condition (a) of the Definition D.6.1,
(ii) 〈
A˜, A˜
〉
A˜⋊G
= A˜⋊ G,〈
A˜, A˜
〉
A
= A.
It follows that A˜⋊G A˜A is a A˜⋊G− A equivalence bimodule.
Proof. (i) From (2.4.2) it follows that products 〈−,−〉A˜⋊G, 〈−,−〉A satisfy condi-
tion (a) of the Definition D.6.1.
(ii) From the Lemma 2.4.1 and the definition of algebraic Morita equivalence it
turns out
ϕ
(
A˜⊗A A˜
)
=
〈
A˜, A˜
〉
A˜⋊G
= A˜⋊G,
ψ
(
A˜⊗A˜⋊G A˜
)
=
〈
A˜, A˜
〉
A
= A.
Let us consider the situation of the Corollary 2.4.2. Denote by e ∈ G the neutral
element. The unity 1A˜⋊G of A˜⋊ G is given by
1A˜⋊G (g) =
{
1A˜ g = e
0 g 6= e . (2.4.4)
From the Lemma 2.4.1 it follows that there are a˜1, ..., a˜n, b˜1, ..., b˜n ∈ A˜ such that
1A˜⋊G = ϕ
(
n
∑
j=1
a˜j ⊗ b˜∗j
)
=
n
∑
j=1
〈
a˜j, b˜j
〉
A˜⋊G
. (2.4.5)
From the above equation it turns out that for any g ∈ G
ϕ
(
n
∑
j=1
ga˜j ⊗ b˜∗j
) (
g′
)
=
(
n
∑
j=1
〈
ga˜j, b˜j
〉
A˜⋊G
) (
g′
) { 1A˜ g′ = g
0 g′ 6= g . (2.4.6)
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Corollary 2.4.3.
(
A, A˜,G,π
)
be an unital noncommutative finite-fold covering. The
given by D.5.4 functor A A˜A˜⋊G ⊗A˜⋊G (−) : HermA˜⋊G → HermA is equivalent to the
functor of invariant submodule
(−)G : HermA˜⋊G → HermA;
H˜ 7→ H˜G =
{
ξ˜ ∈ H˜ | gξ˜ = ξ˜, ∀g ∈ G
}
.
Proof.
H ∼=A A˜A⋊G⊗A⋊G H˜
Otherwise any ξ˜ ∈A A˜A⋊G ⊗A⋊G H˜ equals to 1A˜ ⊗ ξ˜′. From g1A˜ ⊗ ξ˜′ = 1A˜ ⊗ gξ˜′
and g1A˜ = 1A˜ for any g ∈ G it turns out that gξ˜′ = ξ˜′ i.e. ξ˜′ is G-invariant.
Lemma 2.4.4. Let
(
A, A˜,G
)
be a noncommutative finite-fold quasi-covering with uniti-
zation (cf. Definition 2.1.13). Let us define a structure of Hilbert A˜⋊G− A bimodule on
A˜⋊G A˜A given by products (2.4.3) Following conditions hold:
(i) A bimodule A˜⋊G A˜A satisfies associativity conditions (a) of the Definition D.6.1
(ii) 〈
A˜, A˜
〉
A
= A,〈
A˜, A˜
〉
A˜⋊G
= A˜⋊G.
It follows that A˜⋊G A˜A is a A˜⋊ G− A equivalence bimodule.
Proof. (i) From the Definition 2.1.13 it follows that there are unital C∗-algebras B, B˜
and inclusions A ⊂ B, A˜ ⊂ B˜ such that A (resp. B) is an essential ideal of A˜ (resp.
B˜). Moreover there is an unital noncommutative finite-fold covering
(
B, B˜,G
)
.
From the Corollary 2.4.2 it turns out that a bimodule B˜⋊GB˜B is a B˜⋊ G− B equiv-
alence bimodule. Both scalar products 〈−,−〉A˜⋊G, 〈−,−〉A are restrictions of
products 〈−,−〉B˜⋊G, 〈−,−〉B, so products 〈−,−〉A˜⋊G, 〈−,−〉A satisfy to condi-
tion (a) of the Definition D.6.1.
(ii) From (2.4.5) it turns out that there are a˜1, ..., a˜n, b˜1, ..., b˜n ∈ B˜ such that
1B˜⋊G = ϕ
(
n
∑
j=1
a˜j ⊗ b˜∗j
)
=
n
∑
j=1
〈
a˜j, b˜j
〉
B˜⋊G
.
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If a ∈ A+ is a positive element then there is x ∈ A ⊂ A˜ such that a = x∗x it
follows that
a =
1
|G| 〈x, x〉A .
Otherwise A is the C-linear span of positive elements it turns out〈
A˜, A˜
〉
A
= A.
For any positive a˜ ∈ A˜+ and any g ∈ G denote by ya˜g ∈ A˜⋊G given by
ya˜g
(
g′
) { a˜ g′ = g
0 g′ 6= g .
There is x˜ ∈ A˜ such that x˜x˜∗ = a˜. Clearly x˜ (ga˜j) , x˜b˜j ∈ A˜ and from (2.4.6) it
follows that
ya˜g =
n
∑
j=1
〈
x
(
ga˜j
)
, xb˜j
〉
A˜⋊G
The algebra A˜⋊ G is the C-linear span of elements ya˜g, so one has
〈
A˜, A˜
〉
A˜⋊G
=
A˜⋊ G.
Theorem 2.4.5. If
(
A, A˜,G
)
is a noncommutative finite-fold covering then a Hilbert(
A˜⋊G, A
)
bimodule A˜⋊G A˜A is a A˜⋊G− A equivalence bimodule.
Proof. From the Definition 2.1.17 there is a family
{
I˜λ ⊂ A˜
}
λ∈Λ
of closed ideals of
A such that
⋃
λ∈Λ I˜λ is a dense subset of A and for any λ ∈ Λ there is a natural
noncommutative finite-fold covering with unitization
(
I˜λ
⋂
A, I˜λ,G
)
. From the
Lemma 2.4.4 it turns out that I˜λ is a I˜λ ⋊G− I˜λ ⋂ A equivalence bimodule and〈
I˜λ, I˜λ
〉
I˜λ⋊G
= I˜λ ⋊ G,〈
I˜λ, I˜λ
〉
I˜λ
⋂
A
= I˜λ
⋂
A.
(2.4.7)
for any λ ∈ Λ. The union ⋃λ∈Λ I˜λ is a dense subset of A˜ and ⋃λ∈Λ I˜λ ⋂ A is a dense
subset of A. So domains of products 〈−,−〉 I˜λ⋊G , 〈−,−〉Iλ can be extended up
to A˜× A˜ and resulting products satisfy to (a) of the Definition D.6.1. From (2.4.7)
it turns out that
〈
A˜, A˜
〉
A˜⋊G
(resp.
〈
A˜, A˜
〉
A
) is a dense subset of A˜⋊G (resp. A),
i.e. the condition (b) of the Definition D.6.1 holds.
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2.5 Noncommutative unique path lifting
Here we generalize path-lifting property given by the Definition A.2.11. Because
noncommutative geometry has no points it has no a direct generalization of paths,
but there is an implicit generalization. Let X˜ → X be a covering. The following
diagram reflects the path lifting problem.
X˜
I = [0, 1] X
f
p
f ′
However above diagram can be replaced with an equivalent diagram
Homeo(X˜ )
I = [0, 1] Homeo(X )
f
α 7→ α|X
f ′
where Homeo means the group of homeomorphisms with compact-open topology
(See [70]). Above diagram has the following noncommutative generalization
Aut(A˜)
I = [0, 1] Aut(A)
f
α 7→ α|A
f ′
In the above diagram we require that α|A ∈ Aut (A) for any α ∈ Aut
(
A˜
)
. The
diagram means that f ′(t)|A = f (t) for any t ∈ [0, 1]. Noncommutative generaliza-
tion of a locally compact space is a C∗-algebra, so the generalization of Homeo(X )
is the group Aut(A) of *-automorphisms carries (at least) two different topologies
making it into a topological group [72]. The most important is the topology of
pointwise norm-convergence based on the open sets
{α ∈ Aut(A) | ‖α(a) − a‖ < 1} , a ∈ A.
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The other topology is the uniform norm-topology based on the open sets{
α ∈ Aut(A)
∣∣∣∣∣ supa 6=0 ‖a‖−1‖α(a) − a‖ < ε
}
, ε > 0 (2.5.1)
which corresponds to following "norm"
‖α‖Aut = sup
a 6=0
‖a‖−1‖α(a) − a‖ = sup
‖a‖=1
‖α(a) − a‖. (2.5.2)
Above formula does not really means a norm because Aut (A) is not a vector
space. Henceforth the uniform norm-topology will be considered only.
Definition 2.5.1. Let A →֒ A˜ be an inclusion of C∗-algebras. Let f : [0, 1] →
Aut (A) be a continuous function such that f (0) = IdA. If there is a continuous
map f˜ : [0, 1] → Aut
(
A˜
)
such that f˜ (t)
∣∣∣
A
= f (t) for any t ∈ [0, 1] and f˜ (0) = IdA˜
then we say that f˜ is a π-lift of f . If a lift f˜ of f is unique then and map f˜ : [0, 1] →
Aut
(
A˜
)
is said to be the unique π-lift of f . If f˜ is the unique π-lift of f then we
denote by
lift f
def
= f˜ (1) . (2.5.3)
2.5.2. Let π : A →֒ A˜ be an inclusion of C∗-algebras. Let both f1 : [0, 1] → Aut (A),
f2 : [0, 1] → Aut (A) have unique π-lifts f˜1 and f˜2 respectively. If f1 ∗ f2 : [0, 1] →
Aut (A), f˜1 ∗ f˜2 : [0, 1] → Aut
(
A˜
)
are given by
( f1 ∗ f2) (t) =

f2 (2t) 0 ≤ t ≤ 12
f1
(
2
(
t− 12
))
f2 (1) 12 < t ≤ 1
,
(
f˜1 ∗ f˜2
)
(t) =

f˜2 (2t) 0 ≤ t ≤ 12
f˜1
(
2
(
t− 12
))
f˜2 (1) 12 < t ≤ 1
then f˜1 ∗ f˜2 is the unique π-lift of f1 ∗ f2. Hence one has lift f1∗ f2 = lift f1 lift f2 . It
turns out that the set of elements lift f is a subgroup of Aut
(
A˜
)
.
Definition 2.5.3. Let π : A →֒ A˜ be an inclusion of C∗-algebras then the group of
elements lift f (cf. 2.5.2) is said to be the π-lift group.
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Lemma 2.5.4. Let A →֒ A˜ be an inclusion of C∗-algebras. Let f : [0, 1] → Aut (A) be a
continuous function such that f (0) = IdA and f˜ : [0, 1] → Aut
(
A˜
)
is the unique π-lift
of f . If g ∈ G =
{
g ∈ Aut
(
A˜
) ∣∣∣ ga = a; ∀a ∈ A}. Then one has g f˜ (1) = f˜ (1) g,
i.e. G commutes with the π-lift group.
Proof. If f˜ ′ : [0, 1] → Aut
(
A˜
)
is given by f˜ ′(t) = g f˜ (t)g−1 then f˜ ′(t)|A = f˜ (t)|A.
From the Definition 2.5.1 it turns out f˜ ′ = f˜ . It turns out g f˜ (1)g−1 = f˜ ′(1) = f˜ (1),
i.e. one has f˜ (1) = g f˜ (1)g−1 and, consequently f˜ (1)g = g f˜ (1).
Lemma 2.5.5. Let π : A →֒ A˜ be an inclusion of C∗-algebras. f : [0, 1] → Aut (A) be
a continuous function such that f (0) = IdA. If there are two different π-lifts of f then
there is a nontrivial continuous map: f˜ : [0, 1] → Aut
(
A˜
)
such that f˜ |A (t) = idA for
every t ∈ [0, 1].
Proof. If f˜ ′ and f˜ ′′ are different π-lifts of f then the map f˜ : [0, 1] → Aut
(
A˜
)
given by t 7→ f˜ ′ (t)
(
f˜ ′′ (t)
)−1
satisfies to conditions of this lemma.
Corollary 2.5.6. Let π : A →֒ A˜ be an inclusion of C∗-algebras, such that the group
G =
{
g ∈ Aut
(
A˜
) ∣∣∣ ga = a; ∀a ∈ A}
is finite, and let f : [0, 1] → Aut (A) be such that f (0) = IdA. If f˜ is a π-lift of f then
f˜ is the unique π-lift of f .
Proof. If there are two different lifts of f then there is a nontrivial continuous map:
f˜ : [0, 1] → Aut
(
A˜
)
such that f˜ |A (t) = idA. For any t ∈ [0, 1] one has f˜ (t) ∈ G.
Since f˜ is not trivial, the group G is not finite.
Theorem 2.5.7. Let p : X˜ → X be a topological covering projection. Any path ω :
I → Homeo(X ) such that ω(0) = IdX can be uniquely lifted to the path ω˜ : I →
Homeo(X˜ ) such that ω˜(0) = IdX˜ , i.e. p(ω˜(t)(x)) = ω(t)(p(x)), ∀t ∈ [0, 1], ∀x ∈
X˜ . It means that the natural *-homomorphism C0 (X ) →֒ C0
(
X˜
)
has the unique path
lifting.
Proof. Follows from theorem A.2.12.
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2.6 Coverings of operator spaces
Here we generalize section 2.1.
Definition 2.6.1. Let Y be an unital operator space, and let C∗e (Y) be the C∗-
envelope (cf. Definition D.7.12) of Y. A sub-unital operator space is a pair (X,Y)
where X is a closed with respect to C∗-norm subspace of Y such that X = Y⊕ C ·
1C∗e (Y) or X = Y.
Remark 2.6.2. Any C∗-algebra A naturally yields a sub-unital operator space
which is (A, A) is A is unital and (A, A+) otherwise.
Definition 2.6.3. If both (X,Y) and
(
X˜, Y˜
)
are sub-unital operator spaces then
complete isometry from (X,Y) to
(
X˜, Y˜
)
is a complete unital isometry πY : Y →֒ Y˜
such that πY (X) ⊂ X˜. We write(
πX : X →֒ X˜
)
def
= πY|X ;
(πX,πY) : (X,Y) →֒
(
X˜, Y˜
)
.
(2.6.1)
Definition 2.6.4. If a pair (X,Y) is sub-unital operator space then the C∗-envelope
of (X,Y) is the C∗-algebra given by
C∗e (X,Y) =
= ∩ {A ⊂ C∗e (Y) | A is a C∗-subalgebra of C∗e (Y) AND X ⊂ A} ,
(2.6.2)
i.e. C∗e (X,Y) is the C∗-algebra, generated by X.
Definition 2.6.5. Let both (X,Y) and
(
X˜, Y˜
)
be sub-unital operator spaces and let
(πX,πY) : (X,Y) →֒
(
X˜, Y˜
)
be a complete isometry from (X,Y) to
(
X˜, Y˜
)
. If the
following conditions hold:
(a) There is a finite-fold noncommutative covering
(
C∗e (X,Y) ,C∗e
(
X˜, Y˜
)
,G, ρ
)
(cf. Definition 2.1.17) such that πY = ρ|Y and πX = ρ|X.
(b) If X˜′ ⊂ C∗e
(
X˜, Y˜
)
is a C-linear space such that X = X˜′ ∩ C∗e (X,Y) and
GX˜′ = X˜′ then X˜′ ⊆ X˜.
Then we say that
(
(X,Y) ,
(
X˜, Y˜
)
,G, (πX,πY)
)
is a noncommutative finite-fold cov-
ering of the sub-unital operator space (X,Y).
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Remark 2.6.6. The action G × C∗e
(
X˜, Y˜
)
→ C∗e
(
X˜, Y˜
)
is trivial on C∗e (X,Y), so
from (b) of the Definition 2.6.5 it follows that there is the natural action G× X˜ → X˜
which is trivial on X.
2.7 Coverings of spectral triples
Let (A,H,D) be a spectral triple, and let A is the C∗-norm completion of A. Let(
A, A˜,G
)
be an unital noncommutative finite-fold covering. Let ρ : A → B (H)
be a natural representation given by the spectral triple (A,H,D), and let ρ˜ : A˜ →
B
(
H˜
)
be a representation induced by the pair
(
ρ,
(
A, A˜,G
))
. The algebra A˜ is a
finitely generated projective A-module, it turns out following direct sum
A˜
⊕
Q ∼= An.
of A-modules. So there is a projector p ∈ Mn (A) such that A˜ ∼= pAn as A-module.
A is dense in A and A is closed with respect homomorphic calculus, it turns out
that there is a projector p˜ ∈ Mn (A) such that ‖ p˜− p‖ < 1, so one has
A˜ ∼= p˜An.
From A˜ ⊂ EndA
(
A˜
)
and EndA
(
A˜
)
= p˜ Mn (A) p˜ ⊂ Mn (A) it follows that there
is the following inclusion of C∗-algebras A˜ ⊂ Mn (A). Both A˜ and Mn (A) are
finitely generated projective A modules, it turns out that there is an A-module P
such that
A˜
⊕
P ∼= Mn (A) .
Taking into account inclusions A˜ ⊂ Mn (A) and Mn (A) ⊂ Mn (A) one can define
the intersection of algebras
A˜ def= A˜⋂Mn (A) . (2.7.1)
From [37] it turns out that Mn (A) is closed with respect to holomorphic functional
calculus. Both Mn (A) and A˜ are closed with respect to holomorphic functional
calculus, so A˜ is closed with respect to holomorphic functional calculus, i.e. A˜ is
a pre-C∗-algebra. From
Mn (A) ∼= A˜
⊕ (
P
⋂
Mn (A)
)
it turns out that A˜ is a finitely generated projective A module.
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Lemma 2.7.1. The algebra A˜ is a dense subalgebra of A˜ with respect to the C∗-norm
topology.
Proof. There is the isomorphism An
2 ≈ Mn (A) of right A-modules. Since A˜ is a
projective right A-module, there is a projector pM ∈ Mn2 (A) it follows that
A˜ ∼= pMAn2
The algebra Mn2 (A) is dense in Mn2 (A), so there is a projector p˜M ∈ Mn2 (A)
such that such that ‖p˜M − pM‖ < 1, it turns out
A˜ ∼= p˜MAn2 (2.7.2)
For any a˜ ∈ A˜ there is a net {a˜α ∈ Mn (A)} such that
lim a˜α = a˜
in sense of C∗-norm topology. The sequence can be regarded as a sequence{
a˜α ∈ An2
}
n∈N
. From (2.7.2) it turns out that if b˜α = p˜M a˜α ∈ A˜ then
lim b˜α = lim p˜M a˜α = p˜M lim a˜α = p˜M a˜ = a˜.
Otherwise from a˜α ∈ An2 and p˜M ∈ Mn2 (A) it turns out that b˜α = p˜M a˜α ∈ An2 ∼=
Mα (A), so one has b˜α ∈ A˜⋂Mα (A) ∼= A˜. Hence for any a˜ ∈ A˜ there is a
sequence
{
b˜α ∈ A˜
}
n∈N
such that
lim b˜α = a˜.
Definition 2.7.2. In the above situation we say that the unital noncommutative
finite-fold covering
(
A, A˜,G
)
is smoothly invariant if GA˜ = A˜.
Lemma 2.7.3. Let us use the above notation. Suppose that the right A-module A˜A is
generated by a finite set {a˜1, . . . , a˜n}, i.e.
A˜A =
n
∑
j=1
a˜jA,
such that following conditions hold:
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(a)
〈
a˜j, a˜k
〉
A˜ ∈ A for any j, k = 1, . . . , n.
(b) The generated by {a˜1, . . . , a˜n} right A-module is G-invariant, i.e. for all j =
1, . . . , n and g ∈ G one has ga˜j = ∑nk=1 a˜kck where ck ∈ A for every k = 1, . . . , n.
Then following conditions hold:
(i)
A˜ ∩Mn (A) =
{
a˜ ∈ A˜ | 〈a˜j, a˜a˜k〉A˜ ∈ A; ∀j, k = 1, . . . , n} (2.7.3)
(ii) The unital noncommutative finite-fold covering
(
A, A˜,G
)
is smoothly invariant
(cf. Definition 2.7.2).
Proof. (i) If S ∈ End
(
A˜
)
A
is given by
S =
n
∑
j=1
a˜j 〉〈 a˜j (2.7.4)
then S is self-adjoint. Moreover S is represented by a matrix
{
Sjk =
〈
a˜j, a˜k
〉
A˜
}
j,k=1,...,n
∈
Mn (A). From the Corollary 1.1.25 of [41] it turns out that S is strictly positive.
Otherwise A˜A is a finitely generated right A-module, so from the Exercise 15.O
of [76] it follows that S is invertible, i.e. there is T ∈ End
(
A˜
)
A
such that
ST = TS = 1End(A˜)A
.
If we consider S as element of Mm (A) then the spectrum of S is a subset of
U0 ⋃U1 ⊂ C such that
• Both U0 and U1 are open sets.
• U0 ⋂ U1 = ∅,
• 0 ∈ U0 and 0 is the unique point of the spectrum of S which lies in U0.
If π,ψ are homomorphic functions on U0 ⋃ U1 given by
φ|U0 = ψ|U0 ≡ 0,
φ|U1 = 1,
ψ|U1 = z 7→
1
z
.
Then following conditions hold:
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• p = φ (S) is a projector, such that A˜A ≈ pAn as a right A-module,
• p ∈ Mn (A),
• ψ (S) = T ∈ Mn (A) and TS = ST = 1End(A˜)A .
If a˜ ∈ A then from TS = ST = 1End(A˜)A it turns out
a˜ = TSa˜ST = T
(
n
∑
j=1
a˜j 〉〈 a˜j
)
a˜
(
n
∑
k=1
a˜k 〉〈 a˜k
)
T = TMa˜T
where Ma˜ ∈ Mn (A) is a matrix given by
Ma˜ =
{
Ma˜jk =
〈
a˜j, a˜a˜k
〉
A˜
}
j,k=1,...,n
.
From T ∈ Mn (A) it turns out that
Ma˜ ∈ Mn (A)⇒ TMa˜T ∈ Mn (A) .
Conversely from S ∈ Mn (A) it follows that
TMa˜T ∈ Mn (A)⇒ STMa˜TS = Ma˜ ∈ Mn (A) ,
so one has
Ma˜ ∈ Mn (A)⇔ TMa˜T ∈ Mn (A) .
Hence a˜ ∈ Mn (A) if and only if
〈
a˜j, a˜a˜k
〉
A˜ ∈ A for any j, k = 1, . . . n.
(ii) Note that given by (2.1.2) product is G-invariant, i.e.
〈
a˜, b˜
〉
A˜
=
〈
ga˜, gb˜
〉
A˜
for
any g ∈ G, it follows that〈
a˜j, (ga˜) a˜k
〉
A˜ =
〈
g−1a˜j, a˜
(
g−1a˜k
)〉
A˜
.
Otherwise taking into account the condition (b) of these lemma one has
g−1 a˜j =
n
∑
l′=1
a˜l′c
′
l′ ,
g−1a˜k =
n
∑
l′′=1
a˜l′′c
′′
l′′ ,
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where c′l′ .c
′′
l′′ ∈ A for all l′, l′′ = 1, . . . n. It turns out that
〈
a˜j, (ga˜) a˜k
〉
A˜ =
〈
g−1 a˜j, a˜
(
g−1 a˜k
)〉
A˜
=
n
∑
l′=1
l′′=1
c′∗l′ 〈a˜l′ , a˜a˜l′′〉A˜ cl′′ ∈ A.
Hence one has g
(
A˜
⋂
Mn (A)
)
= A˜
⋂
Mn (A), or equivalently
G
(
A˜
⋂
Mn (A)
)
= A˜
⋂
Mn (A) ,
hence from (2.7.1) one has
GA˜ = A˜.
In the following text we suppose that the unital noncommutative finite-fold
covering
(
A, A˜,G
)
is smoothly invariant. From the Proposition E.3.9 it follows
that there is a connection
∇′ : A˜ → A˜ ⊗A Ω1D.
Let us define a connection
∇˜ : A˜ → A˜ ⊗A Ω1D,
∇˜ (a˜) = 1|G| ∑g∈G
g−1
(∇′ (ga˜) .) (2.7.5)
The connection ∇˜ is G-equivariant, i.e.
∇˜ (ga˜) = g
(
∇˜ (a˜)
)
; for any g ∈ G, a˜ ∈ A˜. (2.7.6)
Lemma 2.7.4. If the unital noncommutative finite-fold covering
(
A, A˜,G
)
is smoothly
invariant then there is the unique G-equivariant connection
∇˜ : A˜ → A˜ ⊗A Ω1D.
Proof. From the equation (2.7.6) it follows that a G-equivariant connection exists.
Let us prove the uniqueness of it. It follows from the Proposition E.3.9 that the
space of connections is an affine space over the vector space HomA
(
A˜, A˜ ⊗A Ω1D
)
.
The space of G-equivariant connections is an affine space over the vector space
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HomGA
(
A˜, A˜ ⊗A Ω1D
)
of G-equivariant morphisms, i.e. morphisms in the cate-
gory M GA˜ (cf. B.2). However from B.2 it follows that the category M
G
A˜ is equivalent
to the category MA of A-modules. It turns out that there is a 1-1 correspondence
between connections
∇ : A → A⊗A Ω1D = Ω1D
and G-equivariant connections
∇˜ : A˜ → A˜ ⊗A Ω1D.
It follows that thee is the unique G-equivariant ∇˜ connection which corresponds
to
∇ : A → A⊗A Ω1D = Ω1D,
a 7→ [D, a] .
2.7.5. Let H∞ def= ⋂∞n=1DomDn, and let us define an operator D˜ : A˜ ⊗A H∞ →
A˜⊗AH∞ such that if a˜ ∈ A˜ and
∇˜ (a˜) =
m
∑
j=1
a˜j ⊗ωj ∈ A˜ ⊗A Ω1D
then
D˜ (a˜⊗ ξ) =
m
∑
j=1
a˜j ⊗ωj (ξ) + a˜⊗ Dξ, ∀ξ ∈ H∞. (2.7.7)
The space A˜ ⊗AH∞ is a dense subspace of the Hilbert space H˜ = A˜⊗A H, hence
D˜ can be regarded as an unbounded operator on H˜.
Definition 2.7.6. The operator D˜ given by (2.7.7) is said to be the
(
A, A˜,G
)
-lift of
D. The spectral triple
(
A˜, H˜, D˜
)
is said to be the
(
A, A˜,G
)
-lift of (A,H,D).
2.8 Finite noncommutative coverings and flat connections
2.8.1 Basic construction
Let (A,H,D) be a spectral triple, let
(
A˜, H˜, D˜
)
is the
(
A, A˜,G
)
-lift of (A,H,D).
Let V = Cn and with left action of G, i.e. there is a linear representation ρ :
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G → GL (C, n). Let E˜ = A ⊗ Cn ≈ A˜n be a free module over A˜, so E˜ is a pro-
jective finitely generated A-module (because A˜ is a finitely generated projective
A-module). Let ∇˜ : E˜ → E˜ ⊗A˜ Ω1D˜ be the trivial flat connection. In 2.7 it is proven
that Ω1
D˜
= A˜ ⊗A Ω1D it follows that the connection ∇˜ : E˜ → E˜ ⊗A˜ Ω1D˜ can be
regarded as a map ∇′ : E˜ → E˜ ⊗A˜ A˜ ⊗A Ω1D˜ = E˜ ⊗A Ω1D, i.e. one has a connection
∇′ : E˜ → E˜ ⊗A Ω1D.
From ∇˜ ◦ ∇˜|E = 0 it turns out that ∇′ ◦∇′|E = 0, i.e. ∇′ is flat. There is the action
of G on E˜ = A˜ ⊗ Cn given by
g (a˜⊗ x) = ga˜⊗ gx; ∀g ∈ G, a˜ ∈ A˜, x ∈ Cn. (2.8.1)
Denote by
E = E˜G =
{
ξ˜ ∈ E˜ | Gξ˜ = ξ˜
}
(2.8.2)
Clearly E is an A-A-bimodule. For any ξ˜ ∈ E˜ there is the unique decomposition
ξ˜ = ξ + ξ⊥,
ξ =
1
|G| ∑g∈G
gξ˜,
ξ⊥ = ξ˜ − ξ.
(2.8.3)
From the above decomposition it turns out the direct sum E˜ = E˜G⊕ E⊥ of A-
modules. So E = E˜G is a projective finitely generated A-module, it follows that
there is an idempotent e ∈ EndAE˜ such that E = eE˜ . The Proposition E.3.9 gives
the canonical connection
∇ : E → E ⊗A Ω1D (2.8.4)
which is defined by the connection ∇′ : E˜ → E˜ ⊗A Ω1D and the idempotent e.
Lemma 2.8.1. If ∇ : E → E ⊗A Ω1 is the trivial connection and e ∈ EndA (E) is an
idempotent then the given by (E.3.9) connection
∇e : eE → eE ⊗Ω1;
ξ 7→ (e⊗ 1)∇ξ
is flat.
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Proof. From
(e⊗ 1) (IdE ⊗ d) ◦ (e⊗ 1) (IdE ⊗ d) = e⊗ d2 = 0
it turns out that ∇e ◦ ∇e = 0, i.e. ∇e is flat.
Remark 2.8.2. The notion of the trivial connection is an algebraic version of geo-
metrical canonical connection explained in the Section H.2.
From the Lemma 2.8.1 it turns out that the given by (2.8.4) connection ∇ is flat.
Definition 2.8.3. We say that ∇ is a flat connection induced by noncommutative
covering
(
A, A˜,G
)
and the linear representation ρ : G → GL (C, n), or we say the
∇ comes from the representation ρ : G → GL (C, n).
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2.8.2 Mapping between geometric and algebraic constructions
The geometric (resp. algebraic) construction of flat connection is explained in
the Section H.2 (resp. 2.8.1). Following table gives a mapping between these con-
structions.
Geometry Agebra
1 Riemannian manifold M. Spectral triple
(
C∞ (M) , L2 (M,S) , /D).
2 Topological covering M˜ → M. Noncommutative covering,(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M)) ,
given by the Theorem 1.1.2.
3 Natural structure of Reimannian Triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, /˜D
)
is the
manifold on the covering space M˜.
(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M)) -lift
of
(
C∞ (M) , L2 (M,S) , /D).
4 Group homomorphism Action G
(
M˜
∣∣∣M)×Cn → Cn
G
(
M˜
∣∣∣M)→ GL (n,C)
5 Trivial bundle M˜× Cn. Free module C∞
(
M˜
)
⊗Cn.
6 Canonical flat connection on M˜× Cn Trivial flat connection on C∞
(
M˜
)
⊗ Cn
7 Action of G
(
M˜
∣∣∣M) on M˜× Cn Action of G ( M˜ ∣∣∣M) on C∞ (M˜)⊗ Cn
8 Quotient space Invariant module
P =
(
M˜× Cn
)
/G
(
M˜
∣∣∣M) . E = (C∞ (M˜)⊗Cn)G( M˜ |M)
9 Geometric flat connection on P Algebraic flat connection on E .
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2.9 Unoriented spectral triples
Let M be an unoriented Riemannian manifold, and let M˜ → M be a two-fold
covering by oriented Riemannian manifold M˜ which admits a spinc structure (cf.
Definition E.4.2). There is an action of Z2× M˜ → M˜ such that M ∼= M˜/Z2. These
considerations inspire the following definition.
Definition 2.9.1. Denote by g ∈ Z2 the unique nontrivial element. An unoriented
spectral triple (A,H,D) consists of:
1. A pre-C∗-algebra A.
2. An unital noncommutative finite-fold covering
(
A, A˜,Z2
)
(cf. Definition
2.4.2) where A is the C∗-norm completion of A.
3. A faithful representation ρ : A→ B (H).
4. A selfadjoint operator D on H, with dense domain DomD ⊂ H, such that
a(DomD) ⊆ DomD for all a ∈ A.
5. An unital oriented spectral triple
(
A˜, H˜, D˜
)
which satisfies to described in
[39, 73] axioms.
Above objects should satisfy to the following conditions:
(a) If A˜ is the C∗-norm completion of A˜ then the representation A˜ → H˜ is
induced by the pair
(
ρ,
(
A, A˜,Z2
))
(cf. Definition 2.1.9).
(b) The action Z2× A˜→ A˜ of Z2 ∼= G
(
A˜
∣∣∣ A) induces the actions Z2×A˜ → A˜,
Z2 × H˜ → H˜, such that
g
(
a˜ξ˜
)
= (ga˜)
(
gξ˜
)
; ∀a˜ ∈ A˜, ∀ξ˜ ∈ H˜,(
gξ˜, gη˜
)
=
(
ξ˜, η˜
)
; ∀ξ˜, η˜ ∈ H˜, ,
where (·, ·) is the scalar product on H˜,
(2.9.1)
g
(
D˜ξ˜
)
= D˜
(
gξ˜
)
; ∀ξ˜ ∈ Dom D˜ (2.9.2)
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(c) There are natural isomorphisms
A ∼= A˜Z2 def=
{
a˜ ∈ A˜ | ga˜ = a˜
}
,
H ∼= H˜Z2 def=
{
ξ˜ ∈ H˜ | gξ˜ = ξ˜
}
.
(2.9.3)
(d) If A (resp. A˜) is a C∗-norm completion of A (resp. A˜) then the triple(
A, A˜,Z2
)
is an unital noncommutative finite-fold covering and the follow-
ing condition hold:
A = A⋂ A˜, (2.9.4)
D = D˜|H = D˜|H˜Z2 . (2.9.5)
Remark 2.9.2. The Definition 2.9.1 is motivated by explained in the Section 4.10.4
commutative examples.
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Chapter 3
Noncommutative infinite
coverings
3.1 Basic definitions
This section contains a noncommutative generalization of infinite coverings.
Definition 3.1.1. Let us consider the following diagram
A˜1 A˜2
A
π12
π1 π2
where A, A˜1, A˜2 are C∗-algebras and π1, π2, are noncommutative finite-fold cover-
ings. We say that the unordered pair (π1,π2) is compliant if it satisfies to following
conditions:
(a) If there is an injective *-homomorphism π12 : A˜1 → A˜2 such that π2 = π12 ◦π1
then π12 is a noncommutative finite-fold covering (cf. Definition 2.1.17).
(b) Following condition holds
G
(
A˜2
∣∣∣ A)π12 (A˜1) = π12 (A˜1) . (3.1.1)
(c) From (3.1.1) it turns out that there is the homomorphism h : G
(
A˜2
∣∣∣ A) →
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G
(
A˜1
∣∣∣ A) such that
π12 (h (g) a1) = g ◦ π12 (a1) (3.1.2)
for each a1 ∈ A˜1. We claim that h is surjective.
(d) If ρ : A˜1 → A˜2 is any injective *-homomorphism such that π2 = ρ ◦ π1 then
there is the unique g ∈ G
(
A˜1
∣∣∣ A) such that
ρ = π12 ◦ g. (3.1.3)
Definition 3.1.2. In the situation of the Definition 3.1.1 we say that the homomor-
phism h : G
(
A˜2
∣∣∣ A)→ G ( A˜1 ∣∣∣ A) which satisfies to (3.1.2) comes from π12.
Remark 3.1.3. From the Definition 3.1.1 it turns out that if ρ′ : A˜1 → A˜2 and
ρ′ : A˜2 → A˜1 are *-homomorphisms such that π2 = ρ′ ◦ π1 and π1 = ρ′′ ◦ π2 then
both ρ′ and ρ′′ are *-isomorphisms.
Definition 3.1.4. Let Λ be a countable directed set (cf. Definition A.1.3) such
that there is the unique minimal element λmin ∈ Λ. Let A be a C∗-algebra. Let
us consider a set noncommutative finite-fold coverings S = {πλ : A →֒ Aλ}λ∈Λ
indexed by Λ such that Aλmin = A, and πλmin = IdA. We do not claim that any
noncommutative finite-fold covering A→ A˜ belongs toS. Suppose that following
conditions hold:
(a) For any µ, ν ∈ Λ a pair (πµ,πν) is compliant (cf. Definition 3.1.1).
(b) For µ, ν ∈ Λ one has
µ ≥ ν if and only if there is an *-homomorphism π : Aν →֒ Aµ;
such that πµ = π ◦ πν.
(3.1.4)
The set S = {πλ : A →֒ Aλ}λ∈Λ, or equivalently
S = {(A, Aλ,G (Aλ | A) ,πλ)}λ∈Λ
is said to be an algebraical finite covering category. We write S ∈ FinAlg.
Remark 3.1.5. Below for all λ ∈ Λ we implicitly assume that Aλ ⊂ C∗-lim−→λ∈Λ Aλ
(cf. Definition 1.2.7) i.e. for any µ, ν ∈ Λ and aµ ∈ Aµ, aν ∈ Aν we suppose that
both aµ, aν are elements of the single C∗-algebra C∗-lim−→λ∈Λ Aλ.
70
Definition 3.1.6. A subcategory Spt of an algebraical finite covering category S
is said to be a pointed algebraical finite covering category if it is equivalent to the
pre-order category given by Λ (cf. Definition H.1.1 and Remark H.1.3). We write
Spt ∈ FinAlgpt, and use the following notation
Spt =
(
{πλ : A →֒ Aλ}λ∈Λ ,
{
π
µ
ν : Aµ →֒ Aν
}
µ,ν∈Λ
ν>µ
)
,
or simply Spt =
({πλ : A →֒ Aλ} , {πµν}) . (3.1.5)
Remark 3.1.7. The Definition 3.1.6 means that for any µ ≥ ν the category Spt
contains the unique *-homomorphism πνµ : Aν →֒ Aµ. The family of
{
πνµ
}
of
*-homomorphisms is said to be a base-point.
3.1.8. Let us consider the situation of the Definition 3.1.6. If µ, ν ∈ Λ and µ > ν.
Denote by hµν : G
(
Aµ
∣∣ A) → G (Aν | A) the surjective homomorphism which
comes from πνµ (cf. Definition 3.1.2).
Lemma 3.1.9. Let us use notation of 3.1.8. If µ,λ, ν are such that µ > λ > ν then
hµν = h
µ
λ ◦ hλν .
Proof. From the equation (3.1.2) it turns out that for all aν ∈ Aν and gµ ∈ G
(
Aµ
∣∣ A)
one has
πνµ
(
hµν
(
gµ
)
aν
)
= gµ ◦ πνµ (aν) , (3.1.6)
πνλ
(
hλν
(
hµλ
(
gµ
))
aν
)
= hµλ
(
gµ
) ◦ πνλ (aν) , (3.1.7)
πλµ
(
hµλ
(
gµ
)
πνλ (aν)
)
= gµ ◦ πλµ (πνλ (aν)) = gµ ◦ πνµ (aν) . (3.1.8)
If we substitute hµλ
(
gµ
)
πνλ (aν) in the left part of (3.1.8) by the left part of (3.1.7)
and taking into account πλµ ◦ πνλ = πνµ one has
πλµ
(
πνλ
(
hλν
(
hµλ
(
gµ
))
aν
))
= πνµ
(
hλν ◦ hµλ
(
gµ
)
aν
)
= gµ ◦ πνµ (aν) . (3.1.9)
Comparison of (3.1.6) and (3.1.9) yields hµν = h
µ
λ ◦ hλν .
Definition 3.1.10. From the Lemma 3.1.9 it turns out that one can define surjecive
homomorphisms hµν : G
(
Aµ
∣∣ A) → G (Aν | A) the surjective homomorphism
which come from πνµ, hence there is the inverse limit
Ĝ = lim←−
λ∈Λ
G (Aλ | A)
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of groups. For any λ ∈ Λ there is the surjecive homomorphism
hλ : Ĝ → G (Aλ | A) (3.1.10)
Wa say that the inverse limit comes from the base point
{
πνµ
}
(cf Remark 3.1.7).
Lemma 3.1.11. Let S = {(A, Aλ,G (Aλ | A) ,πλ)}λ∈Λ ∈ FinAlg. be an algebraical
finite covering category. Consider two pointed subcategories Sptπ , S
pt
ρ having morphisms{
πνµ : Aν →֒ Aµ
}
and
{
ρνµ : Aν →֒ Aµ
}
. Suppose that both
{
dµν : G
(
Aµ
∣∣ A)→ G (Aν | A)} and {eµν : G (Aµ ∣∣ A)→ G (Aν | A)}
are surjecive homomorphisms which come from
{
πνµ
}
and
{
ρνµ
}
respectively. Sup-
pose that both Ĝ = lim←−λ∈Λ G (Aλ | A) and Ĥ = lim←−λ∈Λ G (Aλ | A) are inverse lim-
its which come from
{
dµν
}
and
{
eµν
}
respectively. If dλ : Ĝ → G (Aν | A) and eλ :
Ĥ → G (Aν | A) are natural surjective homomorphisms then there is the bijective map
φ : Ĝ ≈−→ Ĥ and ĝ ∈ Ĝ such that
eλ ◦ φ = dλ ◦ ĝ, (3.1.11)
ρνµ = π
ν
µ ◦ dν (ĝ) ∀µ > ν (3.1.12)
Proof. If µ ≥ ν then there is gν ∈ G (Aν | A) such that
ρνµ = π
ν
µ ◦ gν. (3.1.13)
From πνµ = π
λ
µ ◦ πνλ and ρνµ = ρλµ ◦ ρνλ one has dµν
(
gµ
)
= gν. The family {gλ}
gives an element ĝ ∈ Ĝ. Any ĝ′ ∈ Ĝ corresponds to a family {g′λ}λ∈Λ such that
dµν
(
g′µ
)
= g′ν. Otherwise there is the family
{
g′′λ
}
λ∈Λ such that g
′′
λ = g
′
λ ◦ dλ (ĝ)
and eµν
(
g′′µ
)
= g′′ν . The family
{
g′′λ
}
uniquely defines the element ĝ′′ ∈ Ĥ. In result
one has the bijective map
φ : Ĝ ≈−→ Ĥ,
ĝ′ 7→ ĝ′′
which satisfies to the equation (3.1.11). The equation (3.1.12) follows from (3.1.13).
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Remark 3.1.12. The map φ induces the isomorphism of groups
ϕ : Ĝ ≈−→ Ĥ,
ĝ −1ĝ′ ĝ 7→ φ (ĝ′) (3.1.14)
Remark 3.1.13. Let S = {(A, Aλ,G (Aλ | A) ,πλ)}λ∈Λ ∈ FinAlg. be an algebraical
finite covering category. If both
{
πνµ
}
and
{
ρνµ
}
are base-points of S then from
the Lemma 3.1.11 it turns out the category
(
S,
{
πνµ
})
is equivalent to
(
S,
{
ρνµ
})
.
Remark 3.1.14. There is a functor from Spt =
{{πλ : A →֒ Aλ} , {πµν}} to the
category of finite groups and epimorphisms. The functor is given by
(A →֒ Aλ) 7→ G (Aλ | A) ;(
π
µ
ν : Aν →֒ Aµ
) 7→ (hµν : G (Aµ ∣∣ A)→ G (Aν | A)) .
Remark 3.1.15. If ν ≥ µ then sinceSpt contains the unique injective *-homomorphism
π
µ
ν : Aµ →֒ Aν, then according to the Remark 3.1.5 we substitute following equa-
tions
π
µ
ν : Aµ →֒ Aν,
π
µ
ν
(
aµ
)
= ∑
g∈G( Aµ | Aν)
gaν (3.1.15)
by
Aµ ⊂ Aν,
aµ = ∑
g∈G( Aµ | Aν)
gaν (3.1.16)
Let Spt =
({πλ : A →֒ Aλ} , {πµν}) be a pointed algebraical finite covering
category (cf. Definition 3.1.6). Let Â = C∗- lim−→λ∈Λ Aλ be the C
∗-inductive limit of
C∗-algebras, and let Ĝ = lim←−λ∈Λ G (Aλ | A) be the projective limit of groups.
Definition 3.1.16. A faithful representation π : Â →֒ B (H) is said to be equivariant
if there is the action Ĝ×H → H such that
g (âξ) = (gâ) (gξ) ; ∀g ∈ Ĝ, â ∈ Â, ξ ∈ H. (3.1.17)
Remark 3.1.17. If a faithful representation π : Â →֒ B (H) is equivariant then the
action Ĝ×H → H induces the natural action Ĝ× B (H)→ B (H) such that
(ga) ξ
def
= g
(
a
(
g−1ξ
))
; ∀g ∈ Ĝ, a ∈ B (H) , ξ ∈ H. (3.1.18)
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Lemma 3.1.18. Following conditions hold:
(i) The universal representation π̂ : Â →֒ B
(
Ĥ
)
(cf. Definition D.2.10) is equivari-
ant.
(ii) The atomic representation πa : Â →֒ B
(
Ĥa
)
(cf. Definition D.2.33) is equivariant.
Proof. (i) If S is the state space of Â then there is the natural action Ĝ × S → S
given by
(gs) (â)
def
= s (ga)
where s ∈ S, g ∈ Ĝ and â ∈ Â Let s ∈ S, and let L2
(
Â, s
)
is the Hilbert space of
the representation πs : Â → B
(
L2
(
Â, s
))
which corresponds to s (cf. D.2.1). If
fs : Â → L2
(
Â, s
)
is the given by D.2.1 natural Â-linear map then the Â-module
fs
(
Â
)
is dense in L2
(
Â, s
)
. Since
Ĥ =⊕
s∈S
L2
(
Â, s
)
the C-linear span of given by
ξsâ =
0, ..., fs (â)︸ ︷︷ ︸
sth−place
, ..., 0
 ∈⊕
s∈S
L2
(
Â, s
)
= Ĥ
elements is dense in Ĥ. Hence if for g ∈ Ĝ we define
gξsâ
def
=
0, ..., fgs (gâ)︸ ︷︷ ︸
gsth−place
, ..., 0
 ∈ Ĥ
then gξ can be uniquely defined for all ξ ∈ Ĥ i.e. there is the natural action
Ĝ× Ĥ → Ĥ. Using the equality
â1 fs (â2) = fs (â1 â2)
one can prove that the action Ĝ× Ĥ → Ĥ satisfies to (3.1.17).
(ii) The replacement of the "state" word in (i) with "pure state" one gives (ii).
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Definition 3.1.19. Let Spt =
({πλ : A →֒ Aλ} , {πµν}) ∈ FinAlgpt be a pointed
algebraical finite covering category. Â def= C∗- lim−→λ∈Λ Aλ be the C
∗-inductive limit
of C∗-algebras, and let Ĝ def= lim←−λ∈Λ G (Aλ | A) be the projective limit of groups.
Let Gλ
def
= ker
(
Ĝ → G (Aλ | A)
)
, and let A∼λ be given by (1.2.1). Let π : Â →
B (H) be an equivariant representation. A positive element a ∈ B (H)+ is said
to be π-special if for any λ0 ∈ Λ, ε > 0 and z ∈ A∼λ0 it satisfies to the following
conditions:
(a) If fε : R → R is a continuous function given by
fε (x) =
{
0 x ≤ ε
x− ε x > ε (3.1.19)
then for all λ ≥ λ0 there are aλ, bλ, aελ ∈ Aλ such that
∑
g∈Gλ
π (z)∗ (ga)π (z) = π (aλ) ,
∑
g∈Gλ
fε
(
π (z)∗ (ga)π (z)
)
= π (aελ) ,
∑
g∈Gλ
(
π (z)∗ (ga)π (z)
)2
= π (bλ)
(3.1.20)
where sums of the above series mean the strong convergence in B (H) and
the action Gλ × B (H)→ B (H) is given by (3.1.18).
(b) There is µ ∈ Λ such that µ ≥ λ0 and
∀λ ∈ Λ λ ≥ µ⇒ ∥∥a2λ − bλ∥∥ < ε (3.1.21)
where aλ, bλ ∈ Aλ are given by (3.1.20).
If π is the atomic representation then a is said to be special.
Lemma 3.1.20. Let Spt =
({πλ : A →֒ Aλ} , {πµν}) ∈ FinAlgpt be a pointed al-
gebraical finite covering category. Â def= C∗- lim−→λ∈Λ Aλ be the C
∗-inductive limit of
C∗-algebras, and let Ĝ def= lim←−λ∈Λ G (Aλ | A) be the projective limit of groups. Let
Gλ
def
= ker
(
Ĝ → G (Aλ | A)
)
, and let A∼λ be given by (1.2.1). Let π : Â → B (H) be
an equivariant representation. If a ∈ B (H)+ is a positive element such that said for any
λ0 ∈ Λ, ε > 0 and z ∈ A∼λ0 there is λ′ ≥ λ0 such that a satisfies to (3.1.20) for all λ ≥ λ′
then a satisfies to (3.1.20) for all λ ≥ λ0
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Proof. The set Λ is directed, so for any λ ≥ λ0 there is λ′′ ∈ Λ such that λ′′ ≥ λ and
λ′′ ≥ λ′. There is the surjective homomorphism Gλ′′ → Gλ′ , such that Gλ′′/Gλ′ ∼=
G (Aλ′′ | Aλ′). Let us enumerate G (Aλ′′ | Aλ′), i.e. G (Aλ′′| Aλ′) = {g1, ..., gn}. If h :
Gλ′ → G (Aλ′′| Aλ′) is the natural sujective homomorphism then for all j = 1, ..., n
we select gj ∈ Gλ′ such that h
(
gj
)
= gj. One has
∑
g∈Gλ′
π (z)∗ (ga)π (z) =
n
∑
j=1
gj
(
∑
g∈Gλ′′
π (z)∗ (ga)π (z)
)
=
n
∑
j=1
gjπ (aλ′′) ,
∑
g∈Gλ′
fε
(
π (z)∗ (ga)π (z)
)
=
n
∑
j=1
gj
(
∑
g∈Gλ′′
fε
(
π (z)∗ (ga)π (z)
))
=
n
∑
j=1
gjπ (a
ε
λ′′) ,
∑
g∈Gλ′
(
π (z)∗ (ga)π (z)
)2
=
n
∑
j=1
gj
(
∑
g∈Gλ′′
(
π (z)∗ (ga)π (z)
)2)
=
n
∑
j=1
gjπ (bλ′′)
where aλ′′ , bλ′′ , aελ′′ ∈ Aλ′′. From gjπ (aλ′′) = π
(
gjaλ′′
)
, gjπ (bλ′′) = π
(
gjbλ′′
)
and
gjπ
(
aελ′′
)
= π
(
gjaελ′′
)
it follows that
∑
g∈Gλ′
π (z)∗ (ga)π (z) = π
 ∑
g′∈G( Aλ′′ |Aλ′ )
g′aλ′′
 ,
∑
g∈Gλ′
fε
(
π (z)∗ (ga)π (z)
)
= π
 ∑
g′∈G( Aλ′′ |Aλ′ )
g′aελ′′
 ,
∑
g∈Gλ′
(
π (z)∗ (ga)π (z)
)2
= π
 ∑
g′∈G( Aλ′′ |Aλ′ )
g′bλ′′
 .
However there are aλ′ , bλ′ , aελ′ ∈ Aλ′ such that
π
 ∑
g′∈G( Aλ′′ |Aλ′ )
g′aλ′′
 = π (aλ′) ,
π
 ∑
g′∈G( Aλ′′ |Aλ′ )
g′aελ′′
 = π (aελ′) ,
π
 ∑
g′∈G(Aλ′′ |Aλ′ )
g′bλ′′
 = π (bλ′) .
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Lemma 3.1.21. Any π-special element a ∈ B (H)+ equals to the following strong limit
a = lim
λ∈Λ
π (aλ) (3.1.22)
where aλ satisfies to the following equation
∑
g∈Gλ
π
(
1A∼λ
)∗
(ga)π
(
1A∼λ
) ∼= ∑
g∈Gλ
ga = π (aλ) (3.1.23)
(cf. Equation 3.1.20).
Proof. The net {π (aλ)}λ∈Λ is decreasing, so from the Theorem D.1.25 the strong
limit limα∈Λ π (aλ) exists. The strong limit coincides with the weak one, so one
should prove that for all ξ, η ∈ H one has
(ξ, aη) = lim
λ∈Λ
(ξ,π (aλ) η) = lim
λ∈Λ
(
ξ,
(
∑
g∈Gλ
ga
)
η
)
. (3.1.24)
Element a is positive, so from the the polarization equality (D.4.3) it follows that
(3.1.24) is equivalent to
(ξ, aξ) = lim
λ∈Λ
(
ξ,
(
∑
g∈Gλ
ga
)
ξ
)
∀ξ ∈ H. (3.1.25)
For any λ ∈ Λ one has
(ξ, aξ) <
(
ξ,
(
∑
g∈Gλ
ga
)
ξ
)
. (3.1.26)
Otherwise the nonincreasing net
{
xλ =
(
ξ,
(
∑g∈ker(Ĝ→G(Aλ | A)) ga
)
ξ
)}
of real
numbers is bounded, so it is convergent. For any ε > 0 there is λε ∈ Λ such that
|xλ − limλ xλ| < ε for all λ ≥ λε. It follows that
λ ≥ λε ⇒
⇒
∣∣∣∣∣∣∣∣
ξ,
 ∑
g∈Gλ
g 6=e
ga
 ξ
−
ξ,
 ∑
g∈Gλ
g 6=e
ga
 ξ

∣∣∣∣∣∣∣∣ < ε
where e is the unity of the group Ĝ. On the other hand from⋂
λ∈Λ
ker
(
Ĝ → G (Aλ | A)
)
= {e}
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it turns out that
∀λ ∈ Λ λ ≥ λε ⇒ (ξ, aξ) + ε >
(
ξ,
(
∑
g∈Gλ
ga
)
ξ
)
(3.1.27)
The equation (3.1.25) is a direct consequence of the equations (3.1.26) and (3.1.27).
Corollary 3.1.22. If π̂ : Â → B
(
Ĥ
)
is the universal representation then any π̂-special
element a ∈ B
(
Ĥ
)
lies in the enveloping Borel *-algebra B
(
Â
)
of Â (cf. Definition
D.1.39).
Proof. Since Λ is countable there is an increasing cofinal subset {λn}n∈N ⊂ Λ, so
one has
lim
λ∈Λ
π̂ (aλ) = lim
n→∞ π̂ (aλn) .
From the above equation and the Definition D.1.39 it turns out that limλ∈Λ π̂ (αλ) ∈
B
(
Â
)
. Taking into account (3.1.22) one has a ∈ B
(
Â
)
.
Definition 3.1.23. If a is π-special and x̂, ŷ ∈ Â then we say that the element
b = π (x̂) aπ (ŷ) ∈ B (H) (3.1.28)
is π-weakly special. If π is atomic then we say that b is weakly special. Denote by
Ξπ (Spt) the Â-bimodule of π-weakly special families.
3.1.24. The natural action of Ĝ×H → H induces the action Ĝ× B (H) → B (H).
Clearly if a ∈ B (H) is special then ga satisfies to (a), (b) of the Definition 3.1.19,
i.e. ga is also special. Similarly if b is weakly special then gb is also special, i.e.
there is the natural action
Ĝ× Ξπ
(
Spt
)→ Ξπ (Spt) (3.1.29)
There is the natural C-linear map
f Ξπ : Ξπ
(
Spt
)→ B (H) (3.1.30)
The action (3.1.29) induces the action
Ĝ× Aπ → Aπ (3.1.31)
where Aπ is the C∗-algebra, generated by Ξπ (Spt).
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Definition 3.1.25. Let us consider the situation of 3.1.24. The C∗-algebra Aπ ⊂
B
(
Ĥ
)
generated by the operator space f Ξπ (Ξπ (S
pt)) is said to be the π-disconnected
algebraical inverse noncommutative limit of Spt. If G
(
Aπ
∣∣ A) def= Ĝ then there is the
action of G
(
Aπ
∣∣ A)× Aπ → Aπ which comes from the action (3.1.29). The triple(
A, Aπ ,G
(
Aπ
∣∣ A)) is said to be the π-disconnected algebraical infinite noncommuta-
tive covering of Spt. We say that G
(
Aπ
∣∣ A) is the π-disconnected covering transfor-
mation group of Spt. If π is the atomic representation i.e. π = πa : Â → B
(
Ĥa
)
then we write A instead Aπ and we say that A is the disconnected algebraical inverse
noncommutative limit ofSpt. Similarly G
(
A
∣∣ A) def= Ĝ. The triple (A, A,G (A ∣∣ A))
is said to be the disconnected algebraical infinite noncommutative covering of Spt. We
say that G
(
A
∣∣ A) is the disconnected covering transformation group of Spt.
Lemma 3.1.26. If π̂ : Â → B
(
Ĥ
)
is the universal representation then there is the
natural *-isomorphism
Aπ̂ ∼= A def= Aπ̂a . (3.1.32)
Proof. If π̂a : Â → B
(
Ĥa
)
is the atomic representation then from the Definition
3.1.25 it follows that A def= Aπ̂a ⊂ B
(
Ĥa
)
. From the Theorem D.2.13 it turns out
that there is the surjective *-homomorphism p : π̂
(
Â
)′′ → π̂a (Â)′′. From the
Corollary D.2.35 one has the inclusion B
(
Â
)
⊂ B
(
Ĥa
)
where B
(
Â
)
is en-
veloping Borel *-algebra of Â (cf. Definition D.1.39). It follows that the restriction
p|
B(Â) : B
(
Â
)
→ p
(
B
(
Â
))
is injective hence p|
B(Â) is an *-isomorphism. On the other hand from the Corol-
lary 3.1.22 it turns out that A ⊂ B
(
Â
)
so the restriction
p|Aπ̂ : Aπ̂ → p
(
Aπ̂
)
is *-isomorphism. If aπ̂ ∈ Aπ̂ is π̂-special then aπ̂a = p|Aπ̂ (aπ̂) ∈ B
(
Ĥa
)
is
π̂a-special (cf. Definition 3.1.19). It follows that
p
(
Aπ̂
) ⊂ Aπ̂a
so there is the natural inclusion
Aπ̂ ⊂ Aπ̂a
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If ιH : Ĥa →֒ Ĥ is the natural inclusion and pH : Ĥ →֒ Ĥa is the natural projection
then there is the natural inclusion
ι : B
(
Ĥa
)
→֒ B
(
Ĥ
)
,
a 7→ (ξ 7→ ιH (apH (ξ))) ∀a ∈ B
(
Ĥa
)
, ξ ∈ Ĥ.
If aπ̂a ∈ B
(
Ĥa
)
is π̂a-special then direct check shows that aπ̂ = ι (aπ̂a) ∈ B
(
Ĥ
)
is
π̂-special. It follows that there is the natural inclusion Aπ̂a ⊂ Aπ̂ . Both inclusions
Aπ̂a ⊂ Aπ̂ and Aπ̂ ⊂ Aπ̂a yield the isomorphism Aπ̂ ∼= Aπ̂a .
Lemma 3.1.27. If we consider the situation of 3.1.24 and the Definition 3.1.25 then the
spectrum of Â is the inverse limit of spectra of Aλ.
Proof. Denote by Xλ and X̂ the spectra of Aλ and Â respectively. From the Lemma
2.3.7 it turns out that for any µ, ν ∈ Λ such that µ > ν the inclusion πνµ : Aν → Aµ
induces the surjective continuous map pνµ : Xµ → Xν. Otherwise if Yλ and Ŷ
are the state spaces of Aλ and Â then one has Xλ ⊂ Yλ and X̂ ⊂ Ŷ . Moreover
for any µ, ν ∈ Λ such that µ > ν there is the natural continuous surjective map
tνµ : Yµ → Yν such that
pνµ = t
ν
µ
∣∣∣Xµ
From the Corollary 1.2.10 it follows that the state space Ŷ = lim←−Yλ of Â is the
inverse limit of state spaces of Aλ, i.e. for any λ ∈ Λ there is the natural map
t̂λ : Ŷ → Yλ such that there is the following diagram
Ŷ
Yµ Yν
t̂µ t̂ν
tνµ
is commutative. Similarly there is the inverse limit X̂ = lim←−Xλ and the following
diagram
X̂
Xµ Xν
p̂µ p̂ν
pνµ
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is commutative. Let x̂ ∈ X̂ and let τ̂ : Â → C be the corresponding functional.
Suppose that p̂ : Â → C is a positive functional such that p̂ ≤ τ̂. For any λ ∈ Λ
following conditions hold:
• The restriction p̂|Aλ is a positive functional.
• There is there is a number tλ ∈ [0, 1] such that p̂|Aλ = tλ τ̂|Aλ
If µ, ν ∈ Λ are such that µ > ν then
p̂|Aν =
1∣∣G (Aµ∣∣ Aν)∣∣ ∑g∈G( Aµ|Aν) g p̂|Aµ ,
τ̂|Aν =
1∣∣G (Aµ∣∣ Aν)∣∣ ∑g∈G( Aµ|Aν) g τ̂|Aµ
(cf. Lemma 2.3.7) it follows that tµ = tν, hence there is t ∈ [0, 1] such that tλ = t
for all λ ∈ Λ. So one has p̂ = tτ̂, i.e. τ̂ is a pure state. Conversely suppose that τ̂
is pure and τ̂|Aλ is not pure. There is a positive functional pλ : Aλ → C such that
pλ ≤ τ̂|Aλ and pλ 6= t τ|Aλ for all t ∈ [0, 1]. Using Hahn–Banach theorem one can
extent pλ up to a positive functional p̂ : Â→ C such that p̂ ≤ τ̂. But p̂ 6= tτ̂ for all
t ∈ [0, 1], i.e. the state τ̂ is not pure.
Lemma 3.1.28. Let {Hλ}λ∈Λ be a family of Hilbert spaces, and let H be the norm com-
pletion of the algebraic direct sum ⊕λ∈ΛHλ. The bounded net {aα}α∈A ∈ H is strongly
convergent if and only if for all λ ∈ Λ and ζ ∈ H given by
ζ =
0, ... , ζλ︸︷︷︸
λth−place
, ..., 0
 ∈ ⊕
λ∈Λ
Hλ
the net {aαζ} ∈ H is norm convergent.
Proof. If {aα}α∈A ∈ H is strongly convergent then the net {aαζ} ∈ H is norm
convergent for all ζ ∈ H.
Conversely suppose that ‖aα‖ < C for all α ∈ A . If ξ = (ξλ)λ∈Λ ∈ H and
ε > 0 then there is a finite subset Λ0 ⊂ Λ and η ∈ ⊕λ∈ΛHλ such that
ηλ =
{
ξλ λ ∈ Λ0
0 λ /∈ Λ0
AND η = (ηλ ∈ Hλ)λ∈Λ ⇒ ‖ξ − η‖ <
ε
2C
. (3.1.33)
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For any λ ∈ Λ0 there is αλ ∈ A such that
β,γ ≥ αλ ⇒
∥∥(aβ − aγ) ξλ∥∥ < ε
2 |Λ0|C (3.1.34)
If αmax ≥ aλ for every λ ∈ Λ0 then one has
β,γ ≥ αmax ⇒
∥∥(aβ − aγ) ξ∥∥ < ε.
3.1.29. Consider the situation of the Lemma 3.1.27. Any ξ ∈ Ĥa corresponds to
the family
{ξ x̂ ∈ Hx̂}x̂∈X̂ . (3.1.35)
Lemma 3.1.30. Let a ∈ B
(
Ĥa
)
+
is a special element. There is the family {ax̂ ∈ B (Hx̂)}x̂∈X̂
such that for any ξ̂ ∈ Ĥa given by the family (3.1.35) element aξ is represented by the
family
{ax̂ξ x̂ ∈ Hx̂}x̂∈X̂ .
Proof. For all λ ∈ Λ we consider the implicit inclusion Aλ ⊂ Â so for any x̂ ∈ X̂
there is the representation repx̂ : Aλ → B (X ). From the Lemma 3.1.21 it follows
that there is the decreasing net
{
aλ ∈ Â+
}
λ∈Λ
such that aλ ∈ Aλ and there is
the limit a = limλ∈Λ aλ with respect to the strong topology of B
(
Ĥa
)
. From the
Lemma D.1.25 for any x̂ ∈ X̂ there is the limit ax̂ = limλ∈Λ repx̂ (aλ) with respect
to the strong topology of B
(
Ĥx̂
)
. If ξ ∈ Ĥa is given by the family (3.1.35) and
ε > 0 then there is a finite subset is a finite subset F = {x̂1, ..., x̂n} ⊂ X̂ such that
ηx̂ =
{
ξ x̂ x̂ ∈ F
0 x˜ /∈ F AND η = {ηx̂ ∈ Hx̂}x̂∈X̂ ⇒ ‖ξ − η‖ <
ε
2 ‖a‖ . (3.1.36)
For any j = 1, ..., n there is λj ∈ Λ such that
µ ≥ ν ≥ λj ⇒
∥∥repx̂ (aµ − aν) ξ x̂∥∥ < ε2n ‖a‖ (3.1.37)
If λmax ≥ λ1 AND ... AND λmax ≥ λn then from the equations (3.1.36) and (3.1.37)
it turns out that if ζ is represented by the family {ax̂ξ x̂ ∈ Hx̂}x̂∈X̂ then one has
‖aξ − ζ‖ < ε.
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Remark 3.1.31. In the situation of the Lemma 3.1.30 denote by
repx̂ (a)
def
= lim
λ∈Λ
repx̂ (aλ) . (3.1.38)
Definition 3.1.32. Any maximal connected C∗-subalgebra A˜π ⊂ Aπ is said to be
a π-connected component of S. The maximal subgroup Gπ ⊂ G
(
Aπ | A
)
among
subgroups G ⊂ G (Aπ | A) such that GA˜π = A˜π is said to be the A˜π-invariant
group of Spt.
Definition 3.1.33. Let Spt ∈ FinAlgpt, let π : Â → B (H) be an equivariant rep-
resentation. Suppose that
(
A, Aπ ,G
(
Aπ
∣∣ A)) is the π-disconnected infinite non-
commutative covering of S, A˜π is a π-connected component of Spt, and Gπ is
the A˜π-invariant group of Spt. For any λ ∈ Λ denote by hλ : Ĝ → G (Aλ | A)
the natural surjective homomorphism of groups. We say that Spt is π-good if the
following conditions hold:
(a) For all λ ∈ Λ the natural *-homomorphism Aλ → M
(
A˜π
)
is injective.
(b) If J ⊂ G (Aπ | A) is a set of representatives of G (Aπ ∣∣ A)/Gπ, then the
algebraic direct sum ⊕
g∈J
gA˜π
is a dense subalgebra of Aπ .
(c) For any λ ∈ Λ the restriction hλ|Gπ is an epimorphism, i. e. hλ (Gπ) =
G (Aλ | A).
If π is the atomic representation πa then we say A˜
def
= A˜π is a connected component
of Spt and Spt is good.
Definition 3.1.34. Let Spt ∈ FinAlgpt be an algebraical finite covering category.
Let π : Â → B (H) a representation such that Spt is π-good. A connected com-
ponent A˜π ⊂ Aπ is said to be the π- inverse noncommutative limit of Spt. The
A˜π-invariant group Gπ is said to be the π-covering transformation group of S. The
triple
(
A, A˜π,Gπ
)
is said to be the π-infinite noncommutative covering ofS. We will
use the following notation
lim←−
π
Spt
def
= A˜π,
G
(
A˜π
∣∣∣ A) def= Gπ.
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If π is the atomic representation then the subscript π will be dropped and we use
the words inverse noncommutative limit ofSpt,covering transformation group of S and
infinite noncommutative covering instead of π-inverse noncommutative limit of Spt,
π-covering transformation group of S and π-infinite noncommutative covering
respectively. In this case we write lim←−S
def
= A˜ and G
(
A˜
∣∣∣ A) def= G.
Lemma 3.1.35. Any change of base point yields equivalent weak infinite noncommutative
coverings.
Proof. Follows from the Lemma 3.1.11 (cf. Remark 3.1.13)
Remark 3.1.36. From the condition (b) of the Definition 3.1.34 it turns out that a
connected inverse noncommutative limit is unique up to ∗-isomorphism.
Remark 3.1.37. If X̂ is the spectrum of the C∗-inductive limit C∗-lim−→λ∈Λ Aλ then
for all x̂ and λ ∈ Λ there are the natural representations
repx̂ : Aλ → B (Hx̂) . (3.1.39)
From the Lemma 3.1.30 it turns out that there are the following natural represen-
tations
repx̂ : A→ B (Hx̂) ,
repx̂ : A˜→ B (Hx̂)
(3.1.40)
(cf. Notation (3.1.38)).
Remark 3.1.38. Below for all λ ∈ Λ we implicitly assume that Aλ ⊂ B (H). Simi-
larly the following natural inclusions
Â ⊂ B (H) , Aπ ⊂ B (H) , A˜π ⊂ B (H) ,
will be implicitly used. These inclusions enable us replace the Equations 3.1.20
with the following equivalent system of equations
∑
g∈Gλ
z∗ (ga) z ∈ Aλ,
∑
g∈Gλ
fε (z∗ (ga) z) ∈ Aλ,
∑
g∈Gλ
(z∗ (ga) z)2 ∈ Aλ.
(3.1.41)
84
3.2 Infinite coverings of operator spaces
Here we consider a generalization of the discussed in the Section 3.1 construc-
tion.
3.2.1. Consider a pointed algebraical finite covering category (cf. Definition 3.1.6)
given by
Spt =
(
{πλ : A →֒ Aλ}λ∈Λ ,
{
π
µ
ν : Aµ →֒ Aν
}
µ,ν∈Λ
ν>µ
)
,
and suppose that Spt is good (cf. Definition 3.1.33). Assume that for every λ ∈ Λ
(including λmin cf. 3.1.4) there is a sub-unital operator space (Xλ,Yλ) (cf. Defini-
tion 2.6.1) such that Aλ ∼= C∗e (Xλ,Yλ) suppose that any πλ and πµν corresponds to
a noncommutative finite-fold coverings of operator spaces(
(X,Y) , ((Xλ,Yλ)) ,G (Aλ| A) ,
(
πλXλ ,π
λ
Yλ
))
and ((
Xµ,Yµ
)
, ((Xν,Yν)) ,G
(
Aµ
∣∣ Aν) ,(πµνXµ ,πµνYµ))
respectively.
Definition 3.2.2. Consider the situation 3.2.1. We say that the category
S
pt
op =
({(πXλ ,πYλ) : (X,Y)→ (Xλ,Yλ)}λ∈Λ ,{(
πνXµ ,π
ν
Yµ
)
:
(
Xµ,Yµ
)→ (Xν,Yν)}µ,ν∈Λ
ν>µ
)
(3.2.1)
is a pointed algebraical finite covering category of operator spaces. We write
S
pt
op ∈ OSpptop. (3.2.2)
Definition 3.2.3. Consider the situation of 3.2.1 and 3.2.2. Let A˜ be the inverse
noncommutative limit of Spt. Let Â = C∗-lim−→λ∈Λ Aλ and πa : Â → B (Ha) be the
atomic representation. An element x˜ ∈ A˜ is said to be subordinated to Sptop if there
is a net {xλ ∈ Xλ}λ∈Λ ⊂ Â such that
x˜ = lim
λ∈Λ
πa (xλ) (3.2.3)
where the limit of (3.2.3) implies the strong limit in B (Ha).
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Definition 3.2.4. Let Ξop ⊂ A˜ is the space of subordinated to Sptop elements. The
C∗-norm completion of the C-linear space Ξop is said to be the inverse noncommu-
tative limit of Sptop.
Remark 3.2.5. Since the inverse noncommutative limit is a C∗-norm closed sub-
space of C∗-algebra A˜ it has the natural structure of the operator space.
3.3 Universal coverings and fundamental groups
Very natural choice of fundamental group is proposed in [48], where the funda-
mental group of algebraic manifold is an inverse limit of finite covering groups.
However this theory does not yield the fundamental group, it provides its the
profinite completion of the fundamental group. Another way is the construction
of the noncommutative universal covering using construction 3.1. This construc-
tion yields fundamental group in the commutative case A = C0 (X ) for described
below class of spaces.
3.3.1 Universal coverings of C∗-algebras
Definition 3.3.1. Let A be a connected C∗-algebra. Let us consider the family
{πλ : A →֒ Aλ}λ∈Λ of all noncommutative finite-fold coverings of A. Denote by
S = {πλ : A →֒ Aλ}λ∈Λ and suppose that there is a pointed algebraical finite
covering category category Spt =
(
{πλ : A →֒ Aλ} ,
{
πνµ
})
which is good. The
connected infinite noncommutative covering
(
A, A˜,G
(
A˜
∣∣∣ A)) of S is said to
be the universal covering of A. We also say that A˜ the universal covering of A. The
group G
(
A˜
∣∣∣ A) is said to be the fundamental group of the pair (A,{πνµ}). We
use the following notation
π1
(
A,
{
πνµ
})
def
= G
(
A˜
∣∣∣ A) . (3.3.1)
Remark 3.3.2. In the Definition 3.3.1 the algebra A˜ does not depend on a base-
point
{
πνµ
}
up to isomorphism (cf. Remark 3.1.13).
Lemma 3.3.3. Let ĝ ∈ Ĝ = lim←−G
(
Aλ | A,
{
π
µ
ν
})
and let ρµν = π
µ
ν ◦ hµ (ĝ) then there
is is the natural isomorphism
π1
(
A,
{
πνµ
}) ≈−→ π1 (A,{ρνµ}) ,
g 7→ ĝgĝ−1.
(3.3.2)
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Proof. Follows from the Lemma 3.1.11 (cf. Remark 3.1.12).
3.3.2 Universal coverings of operator spaces
Here the generalization 3.3.1 is being considered here.
Definition 3.3.4. Let (X,Y) be a sub-unital operator space (cf. Definition 2.6.1).
Let us consider the family ((X,Y) , ((Xλ,Yλ)) ,G (Aλ| A)) of all noncommutative
finite-fold coverings of (X,Y). Denote by S = {πλ : A →֒ Aλ}λ∈Λ and suppose
that there is a pointed algebraical finite covering category of operator spaces cate-
gory S
pt
op (cf. Definition 3.2.2) given by
S
pt
op =
({(πXλ ,πYλ) : (X,Y)→ (Xλ,Yλ)}λ∈Λ ,{(
πνXµ ,π
ν
Yµ
)
:
(
Xµ,Yµ
)→ (Xν,Yν)}µ,ν∈Λ
ν>µ
)
The inverse noncommutative limit of S
pt
op 3.2.4 is said to be the universal covering
of (X,Y). If C∗e (X,Y) is the C∗-envelope of (X,Y) then the fundamental group
π1
(
C∗e (X,Y) ,
{
πνµ
})
is said to be the fundamental group of (X,Y). We write
π1
(
(X,Y) ,
{
πνµ
})
def
= π1
(
C∗e (X,Y) ,
{
πνµ
})
(3.3.3)
Remark 3.3.5. If X˜ is the universal covering of (X,Y) and ˜C∗e (X,Y) is the uni-
versal covering of C∗e (X,Y) then there is the natural inclusion X˜ ⊂ ˜C∗e (X,Y).
Otherwise if π1
(
C∗e (X,Y) ,
{
πνµ
})
× C∗e (X,Y) → C∗e (X,Y) is the natural action
then π1
(
C∗e (X,Y) ,
{
πνµ
})
X˜ = X˜, hence from (3.3.3) it follows the existence of
the natural action
π1
(
(X,Y) ,
{
πνµ
})
× X˜ → X˜. (3.3.4)
Remark 3.3.6. The both notions of the universal covering and the fundamental
group of a C∗-algebra are specializations of the universal covering and the funda-
mental group of an operator space.
3.4 Induced representations
Definition 3.4.1. Let Spt =
({πλ : A →֒ Aλ} , {πµν}) ∈ FinAlgpt be a pointed alge-
braical finite covering category. Let π : C∗-lim−→λ∈Λ Aλ → B
(
Ĥ
)
be an equivariant
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representation such that Spt is π-good (cf. Definition 3.1.33). Let(
A, A˜π,G
(
A˜π
∣∣∣ A))
be an infinite noncommutative covering of Spt. Let K
(
A˜π
)
be the Pedersen’s
ideal of A˜π (cf. Definition D.1.33). We say that A˜π allows the inner product if for
any λ ∈ Λ, and a˜, b˜ ∈ K
(
A˜π
)
the series
aλ = ∑
g∈ker(G( A˜π |A)→G(Aλ | A))
g
(
a˜∗ b˜
)
is convergent with respect to the strict topology (cf. Definition D.1.12)of M
(
A˜π
)
and aλ ∈ Aλ. Also we say that
(
A, A˜π,G
(
A˜π
∣∣∣ A)) allows the inner product.
Remark 3.4.2. Let Spt =
({πλ : A →֒ Aλ} , {πµν}) ∈ FinAlgpt be a pointed alge-
braical finite covering category. Let
(
A, A˜π,G
(
A˜π
∣∣∣ A)) be a weak infinite non-
commutative covering of S. Let K
(
A˜π
)
be the Pedersen’s ideal of A˜π. If there is
λ0 ∈ Λ such that for any a˜, b˜ ∈ K
(
A˜π
)
such that
cλ0 = ∑
g∈ker(G( A˜π |A)→G(Aλ0 | A))
g
(
a˜∗ b˜
)
∈ Aλ0
then for any λ < λ0 one has
cλ = ∑
g∈ker(G( A˜π |A)→G(Aλ | A))
g
(
a˜∗ b˜
)
= ∑
g∈G(Aλ0 | Aλ)
gcλ0 ∈ Aλ.
Remark 3.4.3. If Spt allows inner product then K
(
A˜π
)
is a pre-Hilbert A module
such that the inner product is given by〈
a˜, b˜
〉
A
= ∑
g∈G( A˜π |A)
g
(
a˜∗ b˜
)
∈ A
where the above series is convergent with respect to the strict topology of M
(
A˜π
)
.
The completion of K
(
A˜π
)
with respect to a norm
‖a˜‖ =
√
‖〈a˜, a˜〉A‖ (3.4.1)
88
is a Hilbert A-premodule. Denote by XA this completion. The ideal K
(
A˜π
)
is a
left A˜π-module, so XA is also A˜π-module. Sometimes we will write A˜πXA instead
XA. Moreover since K
(
A˜π
)
is A-bimodule and A˜π-bimodule A˜πXA is also A-
bimodule and A˜π-bimodule. Since the given by (3.4.1) norm exceeds the C∗-norm
of A˜π there is the natural inclusion
A˜π
XA ⊂ A˜π (3.4.2)
Definition 3.4.4. Let Spt =
({πλ : A →֒ Aλ} , {πµν}) ∈ FinAlgpt and Spt allows
inner product (with respect to π) then K
(
A˜π
)
then we say that given by the
Remark 3.4.3 A-Hilbert module A˜πXA corresponds to A˜π.
Definition 3.4.5. Let Spt =
({πλ : A →֒ Aλ} , {πµν}) ∈ FinAlgpt and let(
A, A˜π,G
(
A˜π
∣∣∣ A))
be a weak infinite noncommutative covering of Spt. Suppose A˜π allows inner
product and A-Hilbert module A˜πXA corresponds to A˜π. Suppose ρ : A → B (H)
is a representation and ρ˜ =A˜π XA − Ind
A
A˜π
ρ : A˜π → B
(
H˜
)
is given by (D.5.3),
i.e. ρ˜ is the induced representation (cf. Definition D.5.5) The representation
ρ˜ : A˜π → B
(
H˜
)
is said to be induced by ρ. We also say that ρ˜ is induced by(
ρ,
(
A, A˜π,G
(
A˜π
∣∣∣ A))).
Remark 3.4.6. If ρ is faithful, then ρ˜ is faithful.
Remark 3.4.7. There is the action of G
(
A˜π
∣∣∣ A) on H˜ which comes from the
natural action of G
(
A˜π
∣∣∣ A) on the A˜π-bimodule K (A˜π). If the representation
A˜→ B
(
H˜
)
is faithful then an action of G
(
A˜π
∣∣∣ A) on A˜π is given by
(ga˜) ξ = g
(
a˜
(
g−1ξ˜
))
; ∀g ∈ G, ∀a˜ ∈ A˜π, ∀ξ˜ ∈ H˜. (3.4.3)
Remark 3.4.8. If ρ˜ : A˜π → B
(
H˜
)
is induced by
(
ρ,
(
A, A˜π,G
(
A˜π
∣∣∣ A))) then
H˜ is the completion of the pre-Hilbert space K
(
A˜π
)
⊗AH with given by(
a˜⊗ ξ, b˜⊗ η
)
H˜
=
(
ξ,
〈
a˜, b˜
〉
A
η
)
H
∀a˜⊗ ξ, b˜⊗ η ∈ K
(
A˜π
)
⊗H (3.4.4)
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scalar product. The action A˜π ⊗ H˜ → H˜ corresponds to the completion of the
following action
A˜π ×
(
K
(
A˜π
)
⊗H
)
→ K
(
A˜π
)
⊗H;(
a˜, b˜⊗ ξ
)
7→ a˜b˜⊗ ξ.
(3.4.5)
If H˜ is the Hilbert norm completion of K
(
A˜π
)
⊗H then the action (3.4.5) uniquely
defines an action
A˜π × H˜ → H˜, (3.4.6)
so there is the inclusion
A˜π ⊂ B
(
H˜
)
. (3.4.7)
3.4.9. Let Hλ be a Hilbert completion of Aλ ⊗A H which is constructed in the
section 2.3. There is the natural inclusion of pre-Hilbert spaces
K
(
A˜π
)
⊗A H = K
(
A˜π
)
⊗Aλ (Aλ ⊗AH) →֒ K
(
A˜π
)
⊗Aλ Hλ. (3.4.8)
such that K
(
A˜π
)
⊗A H is dense in K
(
A˜π
)
⊗Aλ Hλ with respect to pre-Hilbert
norm, i.e. the inclusion 3.4.8 induces the isomorphism of Hilbert completions. For
all λ ∈ Λ there is the action
B (Hλ)×
(
K
(
A˜π
)
⊗Aλ Hλ
)
→ K
(
A˜π
)
⊗Aλ Hλ,
(aλ, (a˜⊗ ξ)) 7→ a˜⊗ aλξ,
and taking into account that K
(
A˜π
)
⊗Aλ Hλ is dense in H˜ one has the following
action
B (Hλ)× H˜ → H˜ (3.4.9)
and the corresponding inclusion
B (Hλ) ⊂ B
(
H˜
)
. (3.4.10)
In particular one has the natural inclusion
B (H) ⊂ B
(
H˜
)
. (3.4.11)
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Both inclusions Aλ ⊂ B (Hλ) and (3.4.10) yield the inclusion
Aλ ⊂ B
(
H˜
)
. (3.4.12)
There is the natural action (Aλ ⊗A B (H))× H˜ → H˜ given by
((a⊗ b) , ξ) 7→ abξ. (3.4.13)
where both a ∈ Aλ and b ∈ B (H) are regarded as elements of B
(
H˜
)
. The given
by (3.4.13) action yields the following inclusion
Aλ ⊗A B (H) ⊂ B
(
H˜
)
. (3.4.14)
There is the natural action
(
A˜π ⊗A B (H)
)
× H˜ → H˜ given by
((a˜⊗ b) , ξ) 7→ abξ (3.4.15)
where both a˜ ∈ A˜π and b ∈ B (H) are regarded as elements of B
(
H˜
)
. The given
by (3.4.13) action yields the following inclusion
A˜π ⊗A B (H) ⊂ B
(
H˜
)
. (3.4.16)
3.5 Coverings of spectral triples
Definition 3.5.1. Let (A,H,D) be a spectral triple, and let A be the C∗-norm
completion of A with the natural representation A→ B (H). Let
Spt =
({πλ : A →֒ Aλ} , {πµν}) ∈ FinAlgpt (3.5.1)
be a pointed algebraic finite covering category. Suppose that for any λ ∈ Λ there
is a spectral triple (Aλ,Hλ,Dλ), such that
(a) (Aλ,Hλ,Dλ) is the (A, Aλ,G (Aλ | A))-lift of (A,H,D).
(b) Aλ is the C∗-norm completion of Aλ.
(c) There is an equivariant representation π : C∗-lim−→λ∈Λ Aλ → B
(
Ĥ
)
such that
Spt is π-good.
(d) For any µ > ν the spectral triple
(Aµ,Hµ,Dµ) is a (Aν, Aµ,G (Aµ ∣∣ Aν))-lift
of (Aν,Hν,Dν).
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We say that
S(A,H,D) = {(Aλ,Hλ,Dλ)}λ∈Λ (3.5.2)
is a weakly coherent set of spectral triples. We write S(A,H,D) ∈WCohTriple.
Definition 3.5.2. A weakly coherent set of spectral triples S(A,H,D) is said to be a
coherent set of spectral triples if π-algebraical infinite noncommutative covering of
S
(
A, A˜π,G
(
A˜π
∣∣∣ A)) which allows the inner product (cf. Definition 3.4.1). We
write S(A,H,D) ∈ CohTriple.
3.5.1 Constructive approach
From the inclusions [Dλ,Aλ] ∈ B (Hλ) and (3.4.10) one has the natural inclusion
[Dλ,Aλ] ⊂ B
(
H˜
)
(3.5.3)
For any s ∈ N the given by (3.4.9) action B (Hλ)× H˜ → H˜ naturally induces an
action
B
(
H2sλ
)
× H˜2s → H˜2s
hence there is an inclusion
B
(
H2sλ
)
⊂ B
(
H˜2s
)
. (3.5.4)
If πsλ : Aλ →֒ B
(H2sλ ) is given by (E.2.1), (E.2.2) then from (3.5.4) it turns out that
there is the inclusion
πsλ (Aλ) ⊂ B
(
H˜2s
)
(3.5.5)
If Ω1D is the module of differential forms associated with the spectral triple (A,H,D)
(cf. Definition E.3.5) then from Ω1D ⊂ B (H) and the given by (3.4.16) A˜π ⊗A
B (H) ⊂ B
(
H˜
)
inclusion it follows that there is the following inclusion
A˜π ⊗A Ω1D ⊂ B
(
H˜
)
. (3.5.6)
Definition 3.5.3. Let us consider the situation of the Definition 3.5.2. Let Ω1D be
the module of differential forms associated with the spectral triple (A,H,D) (cf.
Definition E.3.5). An element a˜ ∈ A˜π is said to be S(A,H,D)- smooth if the following
conditions hold:
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(a) The element a˜ lies in the Pedersen’s ideal of A˜π, i.e. a˜ ∈ K
(
A˜π
)
.
(b) For any λ ∈ Λ the series
aλ = ∑
g∈ker(G( A˜π|A)→G( Aλ|A))
ga˜
is convergent with respect to strict topology of M
(
A˜π
)
and aλ ∈ Aλ where
the inclusion Aλ ⊂ Aλ ⊂ M
(
A˜π
)
is implied.
(c) If for any λ ∈ Λ and s ∈ N the representation πsλ : Aλ →֒ B
(H2sλ ) is given
by (E.2.1), (E.2.2) and inclusion πsλ (Aλ) ⊂ B
(
H˜2s
)
(cf. (3.5.5)) is implied
then the net
{
πsλ (aλ)
}
λ∈Λ is convergent with respect to the strong topology
of B
(
H˜2s
)
.
(d) If for any λ ∈ Λ the given by (3.5.3) inclusion [Dλ,Aλ] ⊂ B
(
H˜
)
is implied
then the net {[Dλ, aλ]}λ∈Λ is convergent with respect to the strong topology
of B
(
H˜2s
)
. Moreover one has
lim
λ∈Λ
[Dλ, aλ] ∈ K
(
A˜π
)
⊗A Ω1D ⊂ B
(
H˜
)
where left part of the above equation means the limit with respect to the
strong topology of B
(
H˜
)
, and the right part implies the inclusion K
(
A˜π
)
⊗A
Ω1D ⊂ A˜π ⊗A Ω1D ⊂ B
(
H˜
)
(cf. (3.5.6)).
Denote by a˜s def= limλ∈Λ πsλ (aλ) ∈ B
(
H˜2s
)
in sense the strong convergence of
B
(
H˜2s
)
, and denote by W˜∞ the space of smooth elements.
3.5.4. There is a subalgebra A˜smooth ⊂ A˜ generated by smooth elements. For any
s > 0 there is a seminorm ‖·‖s on A˜smooth given by
‖a˜‖s
def
= ‖a˜s‖ = lim
λ∈Λ
‖πsλ (aλ)‖ . (3.5.7)
Definition 3.5.5. The completion of A˜smooth in the topology induced by the semi-
norms ‖·‖s is said to be a smooth algebra of the coherent set (3.5.2) of spectral triples.
This algebra is denoted by A˜. We say that the set of spectral triples is good if A˜ is
dense in A˜.
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3.5.6. For any a˜ ∈ W˜∞ we denote by
a˜D = lim
λ∈Λ
[Dλ, aλ] =
k
∑
j=1
a˜jD ⊗ωj ∈ K
(
A˜
)
⊗A Ω1D (3.5.8)
where aλ
def
= ∑g∈ker(G( A˜π|A)→G(Aλ |A)) a˜ ∈ Aλ. If H∞ =
⋂∞
n=0DomD
n then for any
a˜⊗ ξ ∈ W˜∞ ⊗AH∞ we denote by
D˜ (a˜⊗ ξ) def=
k
∑
j=1
a˜jD ⊗ ωj (ξ) + a˜⊗ Dξ ∈ K
(
A˜
)
⊗A H, (3.5.9)
i.e. D˜ is a C-linear map from W∞ ⊗AH∞ to K
(
A˜
)
⊗A H. The space W˜∞ ⊗A H∞
is dense in H˜, hence the operator D˜ can be regarded as an unbounded operator
on H˜.
Definition 3.5.7. Let Spt ∈ FinAlgpt is given by (3.5.1). Let
(
A, A˜,G
(
A˜
∣∣∣ A))
be an infinite noncommutative covering of S. Let (3.5.2) be a good coherent
set of spectral triples. Let D˜ be given by (3.5.9). We say that
(
A˜, H˜, D˜
)
is a(
A, A˜,G
(
A˜
∣∣∣ A))-lift of (A,H,D). Also we say that (A˜, H˜, D˜) is the limit of the
coherent set S(A,H,D) = {(Aλ,Hλ,Dλ)}λ∈Λ.
3.5.2 Axiomatic approach
Let us consider the situation of the Definition 3.5.2. If π˜ : A˜ → B
(
H˜
)
is
a faithful representation then for every λ ∈ Λ the injective *-homomorphisms
Aλ →֒ M
(
A˜
)
and M
(
A˜
)
induce the faithful representation πλ : Aλ →֒ B
(
H˜
)
.
If D˜ is an unbounded operatoron H˜ then similarly to (E.2.1) and (E.2.2) we can
define representations
π˜sλ : Aλ →֒ B
(
H˜2s
)
= B
(
H˜
)
.
We imply that π˜sλ (a) is bounded for any a ∈ Aλ. Using the Proposition E.3.3 one
can define *-representation
π˜λ : Ω
∗Aλ → B
(
H˜
)
,
π˜λ(a0da1...dan) = a0
[
D˜, a1
]
...
[
D˜, an
]
∀aj ∈ Aλ.
(3.5.10)
of the reduced universal algebra Ω∗Aλ (cf. (E.3.1)).
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Definition 3.5.8. An unbounded operator D˜ on H˜ is said to be
(
A, A˜,G
(
A˜
∣∣∣ A))-
axiomatic lift of the weakly coherent set of spectral triplesS(A,H,D) = {(Aλ,Hλ,Dλ)}λ∈Λ
(cf. Definition 3.5.1) if following conditions hold:
(a) If πsλ : Aλ →֒ B
(H2sλ ) is given by (E.2.1) and (E.2.2) then for any a ∈ Aλ one
has
‖π˜sλ (a)‖ = ‖πsλ (a)‖ .
(b) If
πλ : Ω
∗Aλ → B (Hλ) ,
πλ(a0da1...dan) = a0[Dλ, a1]...[Dλ, an] ∀aj ∈ Aλ.
(3.5.11)
and π˜λ is given by (3.5.10) then kerπλ = ker π˜λ, where both kerπλ and
ker π˜λ are graded ideals given by the equation (E.3.2).
Remark 3.5.9. If J0 = kerπλ and J˜0 = ker π˜λ are graded two-sided ideals given by
(E.3.2) then from J0 = J˜0 it follows that
J0 + dJ0 = J˜0 + dJ˜0,
so one has
Ω∗Aλ/ (J0 + dJ0) = Ω∗Aλ/
(
J˜0 + dJ˜0
)
(3.5.12)
and taking into account (E.3.4) we conclude that
ΩDλ = ΩD˜.
Thus the representation Aλ → B (Hλ) and the operator Dλ yield a graded involu-
tive algebra ΩDλ which coincides with the algebra ΩD˜ given by the representation
Aλ → B
(
H˜
)
and the operator D˜.
Definition 3.5.10. Let us consider the situation of the Definition 3.5.8. An element
a˜ ∈ A˜ is said to be S(A,H,D)- axiomatically smooth if the following conditions hold:
(a) The element a˜ lies in the Pedersen’s ideal of A˜, i.e. a˜ ∈ K
(
A˜
)
.
(b) For any λ ∈ Λ the series
aλ = ∑
g∈ker(G( A˜ |A)→G(Aλ |A))
ga˜
is convergent with respect to strict topology of M
(
A˜
)
and aλ ∈ Aλ for any
λ ∈ Λ.
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(c) If π˜s : A˜ → B
(
H˜2s
)
is constructed similarly to equations (E.2.1) and (E.2.2)
from the representation π˜ : A˜ → B
(
H˜
)
and the operator D˜, then for all
s ∈ N following condition holds
‖π˜s (a˜)‖ < ∞. (3.5.13)
Definition 3.5.11. Let A˜ax smooth ⊂ A˜ is a generated by axiomatically smooth el-
ements involutive algebra. The completion of A˜ax smooth in the topology induced
by the seminorms ‖·‖s = ‖π˜s (·)‖ is said to be a axiomatically smooth algebra of the
coherent set (3.5.2) of spectral triples. This algebra is denoted by A˜ax. We say that
the set of spectral triples is axiomatically good if A˜ax is dense in A˜.
Remark 3.5.12. It is not known whether the axiomatic approach is equivalent to
the constructive one. Also it is not known whether the axiomatic approach yields
the unique result.
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Chapter 4
Coverings of commutative
C∗-algebras
4.1 Multiples of continuous functions
Lemma 4.1.1. Let X be a locally compact Hausdorff space. Let f ′, f ′′ ∈ C0 (X ) be such
that supp f ′ ⊂ supp f ′′, and let U = { x ∈ X | f ′′ (x) 6= 0} . Suppose f : X → C be
given by
f (x) =
{
f ′(x)
f ′′(x) x ∈ U
0 x /∈ U (4.1.1)
One has f ∈ C0 (X ) if and only if following conditions hold:
(a) For any x0 ∈ supp f ′′ \ U and any net {xα ∈ U}α∈A such that limα xα = x0
following condition holds
lim
α∈A
f ′ (xα)
f ′′ (xα)
= 0.
(b) For any ε > 0 there is a compact V ⊂ X such that
x ∈ U ∩ (X \ V) ⇒
∣∣∣∣ f ′ (x)f ′′ (x)
∣∣∣∣ < ε.
Proof. If x0 ∈ U then f ′′ (x0) 6= 0 so f is continuous at x0. If x0 ∈ X \ supp f ′′ then
there is an open neighborhood of x0 and f ′′ (X \ supp f ′′) = f (X \ supp f ′′) = {0},
hence f is continuous at x0. If x0 ∈ supp f ′′ \ U then from the equation (4.1.1) and
the condition (a) it turns out that f is continuous at x0. Condition (b) means that
f ∈ C0 (X ) (cf. Definition A.1.21).
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Definition 4.1.2. If f ′, f ′′ ∈ C0 (X ) then f ′ is a multiple of f ′′ if there is f ∈ C0 (X )
such that f ′ = f f ′′ and f ′′ (x) = 0⇒ f (x) = 0. Denote by
div
(
f ′, f ′′
) def
= f ∈ C0 (X ) . (4.1.2)
Remark 4.1.3. If f ′, f ′′ ∈ C0 (X ) then f ′ is a multiple of f ′′ if and only if f ′ and f ′′
satisfy to the Lemma 4.1.1.
4.1.4. Let X be a locally compact Hausdorff space, and let fε be given by (3.1.19).
For every f ∈ C0 (X )+ and and ε > 0 the pair fε ( f ) , f satisfies to the Lemma
4.1.1, i.e. fε ( f ) ∈ C0 (X ) is a multiple of f . If
Fε ( f )
def
= div ( fε ( f ) , f ) (4.1.3)
then one has
‖ f − Fε ( f ) f‖ ∼= ‖ f − fε ( f )‖ ≤ ε. (4.1.4)
The set supp fε is compact, so from supp fε = supp Fε ( f ) it turns out that
Fε ( f ) ∈ Cc (X ) (4.1.5)
(cf. Definition A.1.20).
Lemma 4.1.5. If X is a locally compact, Hausdorff space then for any x0 ∈ X and any
open neighborhood U ⊂ X of x0 there is a continuous function a : X → [0, 1] such that
following conditions hold:
• a (X ) = [0, 1].
• a (x0) = 1.
• supp a ⊂ U .
• There is an open neighborhood V ⊂ U of x0 which satisfies to the following condition
a (V) = {1}. (4.1.6)
Proof. From the Exercise A.1.12 it turns out that that X is completely regular (cf.
Definition A.1.10), i.e. there is a continuous function a : X → [0, 1] such that
a (x0) = 1 and a (X \ U) = {0}. The set V =
{
x ∈ X | a (x) > 23
}
is open. If
f : R → R is a continuous function given by
f (t) =

0 t ≤ 13
3t− 1 13 < t ≤ 23
1 t > 23
then f (a) : X → [0, 1] satisfies to conditions of this lemma.
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Corollary 4.1.6. Let X be a locally compact, Hausdorff space. For any x0 ∈ X , and any
open neighborhood U of x0 there is an open neighborhood V of x0 such that the closure of
V is a subset of U .
Proof. If a satisfies to the Lemma 4.1.5 then set V = {x ∈ X | a (x) > 0} is open
and the closure of V is a subset of U .
4.1.7. Let X be a locally compact, Hausdorff space, x0 ∈ X and f is given by the
Lemma 4.1.5 then we denote by
fx0
def
= f . (4.1.7)
Let p : X˜ → X be a covering. Let x˜0 ∈ X˜ , and let U˜ be an open neighborhood
of x˜0 such that the restriction p|U˜ : U˜
≈−→ U def= p
(
U˜
)
is a homeomorphism. Since
X˜ is locally compact and Hausdorff there is f˜ ∈ Cc
(
X˜
)
and open subset V˜ such
that {x˜0} ⊂ V˜ ⊂ U˜ , f˜
(
V˜
)
= 1, f˜
(
X˜
)
= [0, 1] and supp f˜ ⊂ U˜ . We write
f˜x˜0
def
= f˜ . (4.1.8)
4.2 Partitions of unity and compact subsets
Lemma 4.2.1. Suppose X is a locally compact Hausdorff space, and {Vα}α∈A is a count-
able family of of open subsets of X such that X = ∪Vα. If for all α ∈ A one has:
• the set Vα is connected,
• the closure of Vα is compact
then for any x0 ∈ X there is a finite or countable sequence U1 $ ... $ Un $ ... of connected
open subsets of X such that
• x0 ∈ U1.
• For any n ∈ N the closure of Un is compact.
• ∪ Un = X .
Proof. Let us define a finite or countable sequence U1 $ ... $ Un $ ... by induction.
1. Let us select a α0 ∈ A such that x0 ∈ Vα0 , and let U1 = Vα0 .
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2. If Un is already defined then we looking for Vα such that
Vα 6⊂ Un; Vα ∩ Un 6= ∅. (4.2.1)
It there is no Vα which satisfies to (4.2.1) then the sequence is competed.
Otherwise one sets Un+1 def= Un ∪ Vα.
Clearly that for every n ∈ N the set Un is an open connected and have the compact
closure. If X 6= ∪ Un then
X = ∪ Un
⊔∪α∈A0Vα; where Vα⋂∪ Un = ∅; ∀α ∈ A0,
i.e. X is not connected. So one has X = ∪ Un.
Lemma 4.2.2. If X is a locally compact, connected, locally connected, Lindelöf (cf. Defini-
tion A.1.28), Hausdorff space then there is a family {Vα}α∈A of open subsets of X which
satisfies to conditions of the Lemma 4.2.1.
Proof. The space X is a locally compact, so for any point there is an open neigh-
borhood Vx such that the closure of Vx is compact. Moreover one can assume
that Vx is connected since X is locally connected. The space is X is Lindelöf, so
there is a finite or countable family {Vα}α∈A such that {Vα}α∈A ⊂ {Vx}x∈X and
X = ∪α∈A Vα.
4.2.3. If consider the situation of the Lemma 4.2.1 and suppose that X is para-
compact, then from the Theorem A.1.25 it turns out that there is a partition of
unity
∑
λ∈Λ
fλ
dominated by {Vλ}λ∈Λ. From the proof of the Lemma 4.2.1 it turns out that for
any n ∈ N there is a finite subset Λn ⊂ Λ such that Un = ∪λ∈ΛnVλ. If
fn = ∑
λ∈Λn
fλ (4.2.2)
then there is a point-wise limit 1Cb(X ) = limn→∞ fn.
Lemma 4.2.4. If a countable indexed family of subsets {Uα}α∈A of topological space X is
locally finite (cf. Definition A.1.22) and a subspace Y of X is compact then there is finitely
many α such that Uα ∩ Y 6= ∅.
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Proof. Denote by
A
′ = {α ∈ A | Uα ∩ Y 6= ∅}
and for any α ∈ A ′ we select xα ∈ Uα ∩ Y . If A ′ is not finite then since Y
is compact then there is an infinite directed subset A ′′ ⊂ A ′ such that the net
{xα}α∈A ′′ is convergent. If y = limα∈A ′′ xα then any neighborhood of y intersects
with infinitely many sets Uα. It is a contradiction with the Definition A.1.22.
Corollary 4.2.5. Let X be a topological space, and let
1Cb(X ) = ∑
α∈A
fα
be a partition of unity (cf. A.1.23). For any compact subset Y ⊂ X there is a finite subset
AY ⊂ A such that
∑
α∈AY
fα (x) = 1 ∀x ∈ Y . (4.2.3)
Proof. From the Definition A.1.23 it follows that the family {supp fα}α∈A is locally
finite, from the Lemma 4.2.4 it turns out that the set
AY
def
= {α ∈ A | supp fα ∩ Y 6= Y}
is finite.
Definition 4.2.6. In the situation of the Corollary 4.2.5 we say that the finite sum
∑
α∈AY
fα =
m
∑
i=1
fαj
is a covering sum for Y .
4.3 Transitive coverings
The notion of "regular covering" has no any good noncommutative generaliza-
tion. So instead the "regular covering" we will use "transitive covering" which is
explained below.
Definition 4.3.1. A covering p : X˜ → X is said to be transitive if X is connected
and for every x ∈ X the group of covering transformations (cf. Definition A.2.3)
G
(
X˜
∣∣∣X ) transitively acts on p−1 (x), i.e.
∀x˜ ∈ X˜ G
(
X˜
∣∣∣X ) x˜ = p−1 (p (x˜)) . (4.3.1)
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Remark 4.3.2. From the Corollary A.2.17 it turns out that any regular covering is
transitive.
Lemma 4.3.3. Let X be a connected, locally compact, Hausdorff space, and let p : X˜ → X
be a covering of connected spaces. If g ∈ Homeo
(
X˜
)
is such that p ◦ g = p then one
has
∃x˜ ∈ X˜ gx˜ = x˜ ⇔ ∀x˜ ∈ X˜ gx˜ = x˜.
Proof. The implication ⇐ is evident. Suppose that ∃x˜ ∈ X˜ gx˜ 6= x˜. There are
open neighborhoods U˜ ′ and U˜ ′′ of x˜ and gx˜ such that U˜ ′ ∩ U˜ ′′ = ∅. Otherwise
there is open neighborhood V˜ of x˜ such that gV˜ ⊂ U˜ ′′. It follows that gy˜ 6= y˜ for
all y˜ ∈ U˜ ′ ∩ V˜ . Hence the set {
y˜ ∈ X˜
∣∣∣ gy˜ 6= y˜}
is open, or equivalently the set
W˜ =
{
y˜ ∈ X˜
∣∣∣ gy˜ = y˜}
is closed. Suppose that x˜ ∈ X˜ is such that x˜ = gx˜. There is a connected open
neighborhood U˜ of x˜ such that p|U˜ is injective. On the other hand the restriction
p|U˜ can be regarded as a homeomorphism from U˜ onto p
(
U˜
)
. Otherwise there is
an open neighborhood V˜ of x˜ such that gV˜ ⊂ U˜ . Taking into account p ◦ g = p one
has ∀y˜ ∈ U˜ ∩ V˜ gy˜ = ( p|U˜ )−1 ◦ p ◦ g (y˜) = ( p|U˜ )−1 ◦ p (y˜) = y˜, so W˜ is open.
From ∃x˜ ∈ X˜ gx˜ = x˜ it turns out that W˜ 6= ∅ and taking into account that X is
connected we conclude that W˜ = X˜ . It equivalently means that
∀x˜ ∈ X˜ gx˜ = x˜.
Corollary 4.3.4. Let X be a connected, locally compact, Hausdorff space, and let p : X˜ →
X be a covering of connected spaces. If there is x˜0 ∈ X˜ such that the map
G
(
X˜ | X
) ≈−→ p−1p (x˜0) ;
g 7→ gx˜0.
is biective then p is a transitive covering.
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Corollary 4.3.5. If p : X˜ → X is a transitive covering then there is the natural homeo-
morphism X ∼= X˜/G
(
X˜
∣∣∣X ).
Remark 4.3.6. The Corollary 4.3.5 can be regarded as a generalization of the The-
orem A.2.16.
Lemma 4.3.7. Consider a commutative triangle of connected topological spaces and con-
tinuous maps
X˜1 X˜2
X
p
p1 p2
Suppose X is a locally compact, locally connected, Hausdorff space and p1, p2 are cover-
ings. For all g ∈ G
(
X˜1
∣∣∣X ) the following condition holds
∃x˜1 ∈ X˜1 p ◦ g (x˜1) = p (x˜1) ⇔ ∀x˜1 ∈ X˜1 p ◦ g (x˜1) = p (x˜1) .
Proof. The implication ⇐ is evident. Suppose that ∃x˜1 ∈ X˜1 p (gx˜1) 6= p (x˜1).
There are open neighborhoods U˜ ′2 and U˜ ′′2 of p (x˜1) and p (g˜x1) such that U˜ ′2 ∩ U˜ ′′2 =
∅. Otherwise there is open neighborhood V˜1 of x˜1 such that p
(
gV˜1
)
⊂ U˜ ′′2 . It
follows that p (gy˜1) 6= p (y˜1) for all y˜ ∈ U˜ ′1 ∩ V˜1. Hence the set{
y˜1 ∈ X˜1
∣∣∣ p (gy˜1) 6= p (y˜1)}
is open, or equivalently the set
W˜1 =
{
y˜1 ∈ X˜1
∣∣∣ p (gy˜1) = p (y˜1)}
is closed. Suppose that x˜1 ∈ X˜1 is such that x˜1 = gx˜1. There is an open neigh-
borhood U˜ ′1 of x˜1 such that p1|U˜ ′1 is injective. There is an open neighborhood
U˜ ′2 of p (x˜1) such that p2|U˜ ′2 is injective. Since X is locally connected there is a
connected open neighborhood U of p1 (x˜1) such that U ⊂ p1
(
U˜ ′1
)
∩ p2
(
U˜ ′2
)
. If
U˜1 = U˜ ′1 ∩ p−11 (U) and U˜2 = U˜ ′2 ∩ p−12 (U) then both p1|U˜1 and p2|U˜2 are injective
and may be regarded as homeomorphisms from both U˜1 and U˜2 onto U . For any
y˜1 ∈ U˜1 one has
p (gy˜1) =
(
p2|U˜2
)−1 ◦ p1 (gy˜1) .
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On the other hand from g ∈ G
(
X˜1
∣∣∣X ) it follows that p1 (gy˜1) = p1 (y˜1), hence
the following condition holds
p (gy˜1) =
(
p2|U˜2
)−1 ◦ p1 (y˜1) = p (y˜1) .
The above equation is true for all y˜1 ∈ U˜1 so the set W˜1 is open. From ∃x˜1 ∈
X˜1 p ◦ g (x˜1) = p (x˜1) it turns out that W˜1 6= ∅ and taking into account that X is
connected we conclude that W˜1 = X˜1. It equivalently means that
∀x˜1 ∈ X˜1 p ◦ g (x˜1) = p (x˜1) .
Corollary 4.3.8. Consider the situation of the Lemma 4.3.7. If the map p is surjective and
the covering p1 is transitive then map p is a transitive covering.
Proof. From the Corollary A.2.6 it follows that p is a covering. There is the natural
homomorphic inclusion G
(
X˜1
∣∣∣ X˜2) ⊂ G ( X˜1 ∣∣∣X ). Let x˜2 ∈ X˜2 be a point and
x = p2 (x˜2). If x˜1 ∈ X˜1 is such that p (x˜1) = x˜2 then p−11 (x) = G
(
X˜1
∣∣∣X ) x˜1
because the covering p˜1 is transitive. It follows that p−1 (x˜2) = Gx˜2 x˜1 where
Gx˜2 =
{
g ∈ G
(
X˜1
∣∣∣X )∣∣∣ p (gx˜2) = p (x˜2)} .
However from the Lemma 4.3.7 it follows that Gx˜2 = G
(
X˜1
∣∣∣ X˜2), hence p−1 (x˜2) =
G
(
X˜1
∣∣∣ X˜2) x˜1.
Definition 4.3.9. Let X be a connected, locally connected, locally compact, Haus-
dorff space. Let {Uα}α∈A be a finite or countable family of connected open sub-
sets of X , such that X = ∪ Uα and for all α the closure of Uα is compact. An
ordered finite subset (Uα1 , ...,Uαn) of the family {Uα} is said to be an {Uα}-path if
Uαj ∩ Uαj+1 6= ∅ for all j = 1, ..., n− 1
Lemma 4.3.10. Consider the situation of the Definition 4.3.9. If the space X is Lindelöf
then for any Uα′ ,Uα′′ ∈ X there is a {Uα}-path (Uα1 , ...,Uαn) such that Uα1 = Uα′ and
Uαn = Uα′′ .
Proof. If x′ ∈ Uα′ and x′′ ∈ Uα′′ then from the Lemma 4.2.1 it follows that there is
the sequence of connected compact sets
{Uj}j∈N such that x′ ∈ U1 and X = ∪ Uj.
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Let n ∈ N be such that x′′ ∈ Un and x′′ /∈ Un−1. From the proof of the Lemma
4.2.1 it turns out that there is a path
(
Uα′1 , ...,Uα′k
)
such that x′ lies in the closure
of Uα1 and x′′ lies in the closure of Uαk The path {Uα}-path
(
Uα′ ,Uα′1 , ...,Uα′k ,Uα′′
)
satisfies to this lemma.
Definition 4.3.11. If both p′ =
(
Uα′1 , ...,Uα′k
)
and p′′ =
(
Uα′′1 , ...,Uα′′l
)
are paths
such that Uα′k = Uα′′1 then the path p =
(
Uα′1 , ...,Uα′k ,Uα′′2 , ...,Uα′′l
)
is said to be the
composition of p′ and p′′. We write
p′ ◦ p′′ def= p. (4.3.2)
4.3.12. Let X be a connected, locally connected, second-countable, locally compact
Hausdorff space. Let p : X˜ → X is a transitive covering such that G
(
X˜
∣∣∣X ) is
countable. There is a countable set {Uα}α∈A set of open connected subsets of X
such that following conditions hold:
• X = ∪α∈A Uα.
• The closure of Uα is a compact set for all α ∈ A .
• Uα is evenly covered by p.
• The family {Uα} is locally finite (cf. Definition A.1.22).
From the TheoremA.1.25 it turns out that there is a partition of unity ∑α∈A aα (x) =
1 subordinated {Uα}α∈A . Consider the situation 4.3.12. For any α ∈ A we select
an open connected set U˜α ∈ X˜ . The family
{
gU˜α
}
(g,α)∈G( X˜ |X )×A is locally finite
and
X˜ = ⋃
(g,α)∈G( X˜ |X )×A
gU˜α
Definition 4.3.13. In the above situation we say that the family {Uα}α∈A is compli-
ant with p, and the family
{
gU˜α
}
(g,α)∈G( X˜ |X )×A is the p-lift of {Uα}α∈A .
Remark 4.3.14. Sometimes we denote by A˜
def
= G
(
X˜
∣∣∣X )×A and{
U˜α˜
}
α˜∈A˜
def
=
{
gU˜α
}
(g,α)∈G( X˜ |X )×A . (4.3.3)
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4.3.15. Let X be a connected, locally connected, second-countable, Hausdorff
space, and let p : X˜ → X be a transitive covering, such that X˜ is connected.
Consider a described in 4.3.12 family {Uα}α∈A of open subsets of X . Denote by{
U˜α˜
}
α˜∈A˜
the p-lift of {Uα}α∈A (cf. Definition 4.3.13 and Equation (4.3.3)).
Definition 4.3.16. Consider the situation 4.3.15. If p˜ =
(
U˜α˜1 , ..., U˜α˜n
)
is a
{
U˜α˜
}
-
path then clearly p =
(
p
(
U˜α˜1
)
, ..., p (Uα˜n)
)
is a {Uα}-path. We say that p is the
p-descend of p˜ and we write
p
def
= descp p˜. (4.3.4)
Lemma 4.3.17. If p = (Uα1 , ...,Uαn) is a {Uα}-path then for any U˜α˜′ ∈
{
U˜α˜
}
such that
p
(
U˜α˜′
)
= Uα1 there is the unique
{
U˜α˜
}
-path p˜ such that p = descp p˜ and the first
element of p˜ is U˜α˜′ .
Proof. From the condition of this lemma the first element of p˜ is U˜α˜′ , other elements
will be constructed by the induction. Suppose that we already have j elements
U˜α˜1 , ..., U˜α˜j of the path p˜. If U˜ ′ ∈
{
U˜α˜
}
is such that p
(
U˜ ′
)
= Uαj+1 then from
Uαj ∩ Uαj+1 6= ∅ it turns out that there is the unique g ∈ G
(
X˜
∣∣∣X ) such that
gU˜ ′ ∩ U˜α˜j 6= ∅. We set gU˜ ′ as j+ 1th element of p˜, i.e. Uα˜j+1
def
= gU˜ ′. In result the
path
p˜
def
=
(
U˜α˜1 , ...,Uα˜n
)
satisfies to the requirements of this lemma. The above construction is unique so p˜
is uniquely defined by the conditions of this lemma.
Definition 4.3.18. The given by the Lemma 4.3.17 path p˜ is said to be the p-Uα˜′ -lift
of p. We write
lift
Uα˜′
p p
def
= p˜. (4.3.5)
4.3.19. In the situation 4.3.15 select x˜0 ∈ X˜ and U˜0 ∈
{
U˜α˜
}
is such that x˜0 ∈ U˜0.
Let U0 = p
(
U˜0
)
and x0 = p (x˜0). From the Lemma 4.3.10 it follows that for all
g ∈ G
(
X˜
∣∣∣X ) there is a {U˜α˜} path p˜g = (U˜α˜1 , ..., U˜α˜n) such that
U˜α˜1 = U˜0; U˜α˜n = gU˜0 (4.3.6)
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A path which satisfies to (4.3.6) is not unique. One has
pg = descpp˜g ⇔ p
(
pg
)
= p (p) =
(
p
(
U˜α˜1
)
, ..., p (Uα˜n)
)
⇒
⇒ p
(
U˜α˜1
)
= p
(
U˜α˜n
)
= U0.
(4.3.7)
If g′, g′′ ∈ G
(
X˜
∣∣∣X ) then from (4.3.7) it follows that there is the composition
descpp˜g′ ◦ descpp˜g′′ (cf. Definition 4.3.11).
Definition 4.3.20. In the situation 4.3.19 we say that the path p˜g corresponds to
g ∈ G
(
X˜
∣∣∣X ). This path is not unique.
Lemma 4.3.21. If we consider the situation 4.3.19 and suppose that p˜g′ =
(
U˜α˜′1 , ..., U˜α˜′k
)
,
p˜g′′ =
(
U˜α˜′′1 , ..., U˜α˜′′l
)
. If
p˜ = liftU˜0p
(
descpp˜g′ ◦ descpp˜g′′
)
,
p˜ =
(
U˜α˜1 , ..., U˜α˜k+l−1
)
then U˜α˜k+l−1 = g′g′′U˜0.
Proof. From U˜α˜′k = g′U˜0 it follows that
p˜ =
(
U˜α˜′1 , ..., U˜α˜′k , g
′U˜α˜′′2 , ..., g′U˜α˜′′l
)
and taking into account U˜α˜′′l = g′U˜0 one has U˜α˜k+l−1 = U˜α˜′′k = g′g′′U˜0.
4.3.22. In the situation 4.3.19 consider a commutative triangle of connected topo-
logical spaces and transitive coverings.
X˜ ′ X˜ ′′
X
p
p′ p′′
Suppose that X is a connected, locally connected, locally compact, Hausdorff
space. Consider a described in 4.3.12 family {Uα}α∈A of open subsets of X . Let
both
{
U˜α˜′
}
α˜′∈A˜ ′
,
{
U˜α˜′′
}
α˜′′∈A˜ ′′
be the p′-lift and p′′-lift of {Uα}α∈A respectively
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(cf. Definition 4.3.13 and Equation (4.3.3)). Let U˜ ′0 ∈
{
U˜α˜′
}
, and x˜0 ∈ U˜ ′0. Denote
by U˜ ′′0 def= p
(
U˜ ′0
)
⊂ X˜ ′′, U0 def= p′
(
U˜ ′0
)
⊂ X , x˜′′0 def= p (x˜′0) ⊂ U˜ ′′0 , x0 def= p′ (x˜′0) ⊂ U0.
Both p′ and p′′ are transitive coverings, hence from the Corollary 4.3.4 it follows
that there are bijecive maps
G
(
X˜ ′ | X
) ≈−→ p′−1p′ (x˜′0) ,
g 7→ gx˜′0;
G
(
X˜ ′′ | X
) ≈−→ p′′−1p′′ (x˜′′0 ) ,
g 7→ gx˜′′0 .
On the other hand the map p induces the surjective map p′−1p′ (x˜′0)→ p′′−1p′′ (x˜′′0 )
so one has the surjecive map
h : G
(
X˜ ′ | X
)
→ G
(
X˜ ′′ | X
)
(4.3.8)
Lemma 4.3.23. In the situation 4.3.22 following condition holds:
(i) The given by (4.3.8) surjective map h : G
(
X˜ ′ | X
)
→ G
(
X˜ ′′ | X
)
is a homo-
morphism of groups.
(ii) If we consider the natural inclusion G
(
X˜ ′ | X ′′
)
⊂ G
(
X˜ ′ | X
)
then G
(
X˜ ′ | X ′′
)
is a normal subgroup of G
(
X˜ ′ | X
)
(cf. Definition B.3.3).
Proof. (i) Let g′1, g
′
2 ∈ G
(
X˜ ′ | X
)
and let both p˜′g′1 =
(
U˜ ′α˜′1,1 , ..., U˜
′
α˜′1,k
)
, p˜′g′2 =
(
U˜ ′α˜′2,1 , ..., U˜
′
α˜′2,l
)
are
{
U˜ ′α˜′
}
-paths which correspond to g′1 and g
′
2 respectively (cf. Definition 4.3.20).
Clearly both descpp˜
′
g′1
and descpp˜
′
g′2
are
{
U˜α˜′′
}
-paths which correspond to h (g1) and
h (g2) respectively. From the Lemma 4.3.21 it follows that both
p˜′ def= liftU˜
′
0
p′
(
descp′ p˜g1 ◦ descp′ p˜g2
)
,
p˜′′ def= liftU˜
′′
0
p′′
(
descp′ p˜g1 ◦ descp′ p˜g2
)
are
{
U˜ ′α˜′
}
and
{
U˜ ′′α˜′′
}
-paths which correspond to g1g2 and h (g1) h (g2) respec-
tively. It means that that p˜′ =
(
U˜ ′α˜′1 , ..., U˜
′
α˜′k+l−1
)
then U˜ ′α˜′k+l−1 = g1g2U˜
′
0. On the other
hand p˜′′ = descpp˜′ =
(
p
(
U˜ ′α˜′1
)
, ..., p
(
U˜ ′α˜′k+l−1
))
, so p
(
U˜ ′α˜′k+l−1
)
= h (g1g2) U˜ ′′0 , i.e.
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p˜′′ corresponds to h (g1g2). It follows that h (g1g2) = h (g1) h (g2), i.e. h is a homo-
morphism.
(ii) Follows from G
(
X˜ ′′ | X ′
)
= ker h.
Corollary 4.3.24. Let X , X ′ and X ′′ be connected, locally connected, second-countable,
locally compact, Hausdorff spaces. If p′ : X ′ → X and p′′ : X ′′ → X ′ are finite-fold
transitive coverings such that p′′ ◦ p′ is transitive then
(i) There is an exact sequence of group homomorphisms
{e} → G (X ′′ ∣∣ X ′)→ G (X ′′ ∣∣ X )→ G (X ′ | X )→ {e} .
(ii) For any g ∈ G (X ′′ | X ) one has gC0 (X ′) = C0 (X ′) .
Proof. (i) Directly follows from the Lemma 4.3.23.
(ii) Suppose a′ ∈ C0 (X ′′). One has a′ ∈ C0 (X ′) if and only if g′′a′ = a′ for
all g′′ ∈ G (X ′′ | X ′). Since G (X ′′ | X ′) is a normal subgroup of G (X ′′ | X )
for each g ∈ G (X ′′ | X ) and g′′1 ∈ G (X ′′ | X ′) there is g′′2 ∈ G (X ′′ | X ′) such
that g′′1 g = gg
′′
2 , it turns out g
′′
1 ga
′ = gg′′2 a
′ = ga′, i.e. g′′1 (ga
′) = ga′ so one has
ga′ ∈ C0 (X ′).
Definition 4.3.25. Let X be a connected, locally connected, locally compact, second-
countable, Hausdorff space. Let us consider the category FinCov-X such that
• Objects of FinCov-X are transitive finite-fold coverings X˜ → X of X where
the space X˜ is connected.
• A morphism form p1 : X˜1 → X to p2 : X˜2 → X is a surjective continuous
map p12 : X˜1 → X˜2 such that p12 ◦ p2 = p1.
We say that FinCov-X is the finite covering category of X .
Remark 4.3.26. From the Corollary 4.3.8 it follows that p12 is a transitive covering.
Remark 4.3.27. We also use the alternative notation in which objects of FinCov-X
are covering spaces, i.e. a covering X˜ → X is replaced with the space X˜ .
Lemma 4.3.28. If p1 : X˜1 → X , p2 : X˜2 → X are objects of FinCov-X and p′ : X˜1 →
X˜2, p′′ : X˜1 → X˜2 are morphisms of FinCov-X then there is g ∈ G
(
X˜2
∣∣∣X ) such that
p′′ = g ◦ p′.
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Proof. The covering p2 is transitive, so from p′ ◦ p2 = p′′ ◦ p2 it turns out that
∀x˜1 ∈ X˜1 there is the unique gx˜1 ∈ G
(
X˜2
∣∣∣X ) p′ (x˜1) = gx˜1 ◦ p′′ (x˜1) .
There is the map
h : X˜1 → G
(
X˜2
∣∣∣X ) ;
x˜1 7→ gx˜1
and since both p′ and p′′ are local isomorphisms the map h is continuous. How-
ever the space G
(
X˜2
∣∣∣X ) of homeomorphisms is discrete and the space X˜1 is
connected, hence the map h is constant, i.e.
∃g ∈ G
(
X˜2
∣∣∣X ) ∀x˜1 ∈ X˜1 p′′ (x˜1) = g ◦ p′ (x˜1) .
Definition 4.3.29. If X is a set (resp. topological space) and x0 ∈ X is a base-point
then we say that the pair (X , x0) is a pointed set (resp. pointed space). If both (X , x0)
and (Y , y0) are pointed spaces and ϕ : X → Y is such that ϕ (x0) = y0 then we
say that ϕ is a pointed map. We write
ϕ : (X , x0)→ (Y , y0) (4.3.9)
Definition 4.3.30. Let (X , x0) be a pointed space such that X is a connected, locally
connected, locally compact, second-countable, Hausdorff space. Let us consider
the category FinCov-(X , x0) such that
• Objects of FinCov-(X , x0) are transitive finite-fold coverings(
X˜ , x˜0
)
→ (X , x0) of X preserving base-points.
• A morphism form p1 :
(
X˜1, x˜10
)
→ (X , x0) to p2 :
(
X˜2, x˜20
)
→ (X , x0) is a
preserving base-points surjective continuous map p :
(
X˜1, x˜10
)
→ (X2, x20)
such that p ◦ p1 = p2.
We say that FinCov-(X , x0) is the topological pointed finite covering category of (X , x0).
Remark 4.3.31. The category FinCov-(X , x0) is a subcategory of FinCov-X .
Remark 4.3.32. If both p1 :
(
X˜1, x˜10
)
→ (X , x0) and p2 :
(
X˜2, x˜20
)
→ (X , x0) are
objects of FinCov-(X , x0) then there is no more than one morphism from p1 to p2.
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Lemma 4.3.33. Let X be a connected, locally connected, locally compact, Hausdorff, Lin-
delöf space. Suppose that X˜ → X be a transitive finite-fold covering. Then for any x0 ∈ X
there is a finite or countable sequence U1 $ ... $ Un $ ... of connected open subsets of X
such that
(i) x0 ∈ U1.
(ii) For any n ∈ N the closure of Un is compact.
(iii) ∪ Un = X .
(iv) The space p−1 (Un) is connected for any n ∈ N.
Proof. (i)-(iii) From the Lemma 4.2.1 it follows that there is a finite or countable
sequence U1 $ ... $ Un $ ... of connected open subsets of X such that conditions
(i)-(iii) holds.
(iv) Let x˜0 ∈ p−1 (Un) be any point, and let U˜ x˜0n be a connected component of
p−1 (Un) such that x˜0 ∈ U˜ x˜0n . If Gn =
{
g ∈ G
(
X˜ | X
)∣∣∣ gx˜0 ∈ U x˜0n } then there is is
a nondecreasing sequence of subgroups
G1 ⊆ ... ⊆ Gn ⊆ ...
Since G
(
X˜ | X
)
is finite there is m ∈ N such that Gk = Gm for every k ≥ m. If
J ∈ G
(
X˜ | X
)
is a set of representatives of G
(
X˜ | X
)
/Gm and U˜ x˜0 = ∪n∈NU˜ x˜0n
then one has
X˜ = ⋃
n∈N
p−1 (Un) =
⊔
g∈J
gU˜ x˜0
Since the space X˜ is connected the set J is a singleton. It follows that p−1 (Uk) =
U˜ x˜0k for every k ≥ m i.e. p−1 (Uk) is connected. So the finite or countable subse-
quence Um $ ... $ Uk $ ... of U1 $ ... $ Un $ ... satisfies to the condition (iv).
Lemma 4.3.34. Let X be a connected, locally connected, locally compact, Hausdorff space,
and let U ⊂ X be a connected open subspace. If p : X˜ → X is a transitive covering, such
that such that the space U˜ = p−1 (U) is connected then the restriction p|U˜ : U˜ → U is a
transitive covering. Moreover the map
h : G
(
X˜
∣∣∣X )→ G ( U˜ ∣∣∣U) ,
g 7→ g|U˜
(4.3.10)
is the isomorphism of groups.
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Proof. The covering p is transitive, hence if x˜0 ∈ U˜ then there is a bijection
G
(
X˜
∣∣∣X ) ≈−→ p−1 ◦ p (x˜0)
it follows that the map (4.3.10) is injective. If g′ ∈ G
(
U˜
∣∣∣U) then for any x˜ ∈ U˜
there is gx˜ ∈ G
(
X˜
∣∣∣X ) such that g′ x˜ = gx˜′ x˜. There is a continuous map
U˜ → G
(
X˜
∣∣∣X ) ;
x˜ 7→ gx˜′ .
Since U˜ is connected and G
(
X˜ | X
)
is a discrete group of homeomorphisms the
map is constant, so that there is the unique g ∈ G
(
X˜
∣∣∣X ) such that g′ = g|U˜ , i.e.
the map h is surjecive.
4.4 Vector bundles and spaces of sections
This section is not exclusively devoted to commutative C∗-algebras. It contains
a more general theory, where C∗-algebras are represented by locally trivial bun-
dles. Homogeneous C∗ algebras and with continuous trace C∗-algebras can be
represented as locally trivial bundles. Any commutative C∗-algebra is also a vec-
tor bundle with one-dimensional fibers. So this theory is used in this chapter and
the chapters 5, 6, 7.
Remark 4.4.1. The section A.3 describes the theory of vector bundles with finite-
dimensional fibers. However many results of the theory can be applied to vector
bundles where any fiber is a more general Banach space. Below the word vector
bundle means that a fiber may be arbitrary Banach space.
4.4.2. Let X be a locally compact Hausdorff space and ξ = (E,π,X ) is a vector
bundle (cf. Definition A.3.4 and Remark 4.4.1) such that any fiber is a Banach
C-space. The space Γ (E,π,X ) of sections of (E,π,X ) is a C-space. For any
a ∈ Γ (E,π,X ) the given by
norma : X → R,
x 7→ ‖ax‖
(4.4.1)
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map is continuous. Denote by
Γc (E,π,X ) def= { a ∈ Γ (E,π,X )| norma ∈ Cc (X )} ,
Γ0 (E,π,X ) def= { a ∈ Γ (E,π,X )| norma ∈ C0 (X )} ,
Γb (E,π,X ) def= { a ∈ Γ (E,π,X )|norma ∈ Cb (X )} .
(4.4.2)
There is the norm ‖a‖ def= ‖norma‖ on the above spaces such that both Γ0 (E,π,X )
and Γb (E,π,X ) are Banach spaces and Γc (E,π,X ) is dense in Γ0 (E,π,X ). If f :
Y → X is a continuous map and (E×X Y , ρ,Y) is the inverse image of (E,π,X )
by f (cf. Definition A.3.7) then the natural projection E ×X Y → E yields the
natural C-linear maps
Γ (E,π,X ) →֒ Γ (E×X Y , ρ,Y) ,
Γb (E,π,X ) →֒ Γb (E×X Y , ρ,Y)
(4.4.3)
such that the second map is an isometry. Consider a category Top-X such that
• Objects of are continuous maps Y → X .
• Morphism Y ′ → X to Y ′′ → X is a continuous map f : Y ′ → Y ′′ such that
the following diagram
Y ′ Y ′′
X
f
is commutative.
For any vector bundle (E,π,X ) equations (4.4.2) and (4.4.3) yield two contravari-
ant functors Γ and Γb form Top-X to the category of vector spaces given such
that
Γ (Y) def= Γ (E×X Y , ρ,Y) ,
Γb (Y) def= Γb (E×X Y , ρ,Y) ,
Γ ( f )
def
=
(
Γ
(
E×X Y ′′, ρ,Y ′′
)→ Γ (E×X Y ′, ρ,Y ′)) ,
Γb ( f )
def
=
(
Γb
(
E×X Y ′′, ρ,Y ′′
)→ Γb (E×X Y ′, ρ,Y ′))
(4.4.4)
and Γb is a functor to the category of Banach spaces and isometries.
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4.5 Continuous structures lift and descent
Let X be a locally compact, paracompact, Hausdorff space; and for each x in X ,
let Ax be a (complex) Banach space. Let us consider a continuity structure F for
X and the {Ax}x∈X (cf. Definition D.8.27). Denote by
C (X , {Ax} ,F) def=
{
{ax}x∈X ∈ ∏
x∈X
Ax
∣∣∣∣∣ {ax} is a continuous section
}
(4.5.1)
(cf. Definition D.8.28).
Remark 4.5.1. From the Lemma D.8.31 it follows that C (X , {Ax} ,F) is C0 (X )-
module.
Lemma 4.5.2. (i) If F is a continuity structure for X and the {Ax} (cf. Definition
D.8.27), then C (X , {Ax} ,F) is a continuity structure for X and the {Ax}.
(ii)
C (X , {Ax} ,F) = C (X , {Ax} ,C (X , {Ax} ,F)) . (4.5.2)
Proof. (i) One needs check conditions (a)-(c) of the Definition D.8.27.
(a) Follows from the Lemma D.8.30.
(b) Follows from the inclusion F ⊂ C (X , {Ax} ,F).
(c) If Ax is a C∗-algebra for all x ∈ X then from (c) of the Definition D.8.27 it
turns out that F is closed under multiplication and involution. Select x0 ∈ X
and ε > 0. For all a ∈ C (X , {Ax} ,F) there is an open neighborhood U of x0
and a family {a′x} ∈ F such that ‖ax − a′x‖ < ε for all x ∈ U . It follows that
‖a∗x − a′∗x ‖ < ε for all x ∈ U , and taking into account a′∗x ∈ F we conclude
that a∗ ∈ C (X , {Ax} ,F). If a, b ∈ C (X , {Ax} ,F) then for any δ > 0 such
that δ2 + δ (‖a‖+ ‖b‖) < δ there are open neighborhoods U ′,U ′′ of x0 and
families {a′x} ∈ F such that ‖ax − a′x‖ < δ for all x ∈ U ′ and ‖bx − b′x‖ < δ
for all x ∈ U ′′. It turns out that ‖axbx − a′xb′x‖ < ε for all x ∈ U ′ ∩ U ′′. It
follows that the family {axbx} lies in C (X , {Ax} ,F).
(ii) From F ⊂ C (X , {Ax} ,F) it follows that
C (X , {Ax} ,F) ⊂ C (X , {Ax} ,C (X , {Ax} ,F)) .
Let a ∈ C (X , {Ax} ,C (X , {Ax} ,F)), let x0 ∈ X and ε > 0. There is an open
neighborhood U ′ of x0 and a′ ∈ C (X , {Ax} ,F) such that ‖ax − a′x‖ < ε2 for all
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x ∈ U ′. Otherwise there is an open neighborhood U ′′ of x0 and a′′ ∈ F such
that ‖a′x − a′′x‖ < ε2 for every x ∈ U ′′. It follows that ‖ax − a′′x‖ < ε for every
x ∈ U ′ ∩ U ′′, hence one has a ∈ C (X , {Ax} ,F). In result we conclude that
C (X , {Ax} ,C (X , {Ax} ,F)) ⊂ C (X , {Ax} ,F) .
Any vector bundle (E,π,X ) (cf. Definition A.3.4 and Remark 4.4.1) yields a
family of fibers {Ex}x∈X . The given by (4.4.2) spaces are a continuity structures
for X and the {Ex}x∈X .
Definition 4.5.3. Let (E,π,X ) be vector bundle with the family of fibers {Ex}x∈X .
Any linear subspace F ⊂ Γ (E,π,X ) (cf. 4.4.2) is said to be (E,π,X )-continuous
structure if Γ (E,π,X ) ∼= C (X , {Ex} ,F).
Lemma 4.5.4. In the situation of the Definition 4.5.3 the space Γ (E,π,X ) is a (E,π,X )-
continuous structure.
Proof. Clearly one has Γ (E,π,X ) ⊂ C (X , {Ex} , Γ (E,π,X )). Let x0 ∈ X be any
point, and select an open neighborhood U of x0 such that (E,π,X )|U is trivial (cf.
A.3.2), i.e. E|U ∼= U × Ex0 . The map s : X → E such that π ◦ s = IdX is continuous
at x0 if there is an open neighborhood V of x0 such that V ⊂ U and s|V corresponds
to the continuous map fs : V → Ex0 . For any ε > 0 and t ∈ C (X , {Ex} , Γ (E,π,X ))
there is s ∈ Γ (E,π,X ) and an open neighborhood U1 of x0 such that ‖sx − tx‖ <
ε/2 for all x ∈ U1. Otherwise there is an an open neighborhood U2 of x0 such that
U2 ⊂ U and ‖ fs (x)− fs (x0)‖ < ε/2 for any x ∈ U . If t|U corresponds to a map
ft : U → Ex0 such then for any x ∈ V = U1 ∩ U2 one has ‖ ft (x)− ft (x0)‖ < ε.
It follows that ft is continuous at x0, so t corresponds to a continuous section of
(E,π,X ) at x0. However x0 ∈ X is an arbitrary, so t is continuous at any point
of X , equivalently t is continuous, i.e. t is a section of (E,π,X ). It follows that
t ∈ Γ (E,π,X ) and C (X , {Ex} , Γ (E,π,X )) ⊂ Γ (E,π,X ).
For any a ∈ C (X , {Ax} ,F) denote by
norma : X → R, x 7→ ‖ax‖ . (4.5.3)
Let us define ‖·‖ : C (X , {Ax} ,F) → [0,∞) given by
‖a‖ def= ‖norma‖ . (4.5.4)
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Definition 4.5.5. The space Cb (X , {Ax} ,F) given by
Cb (X , {Ax} ,F) def= { a ∈ C (X , {Ax} ,F)| ‖a‖ < ∞} . (4.5.5)
is said to be the space of bounded continuous sections.
Lemma 4.5.6. One has
a ∈ Cb (X , {Ax} ,F) ⇔ norma ∈ Cb (X ) .
Proof. From the Lemma D.8.30 it follows that the map x 7→ ‖ax‖ is continuous,
from the Equation (4.5.5) it follows that x 7→ ‖ax‖ is bounded.
Definition 4.5.7. If a ∈ C (X , {Ax} ,F) is presented by the family {ax ∈ Ax} then
the closure of { x ∈ X | ‖ax‖ > 0} is said to be the support of a. The support of a
coincides with the support of the norma, hence we write
supp a def= supp norma. (4.5.6)
Definition 4.5.8. The Cb
(
X˜
)
-module
Cc (X , {Ax} ,F) = { a ∈ Cb (X , {Ax} ,F) | supp a is compact } (4.5.7)
is said to be the compactly supported submodule. The norm completion of Cc (X , {Ax} ,F)
is said to be converging to zero submodule and we denote it by C0 (X , {Ax} ,F). We
also use the following notation
Cc (A)
def
= Cc (X , {Ax} , A) , (4.5.8)
C0 (A)
def
= C0 (X , {Ax} , A) , (4.5.9)
Cb (A)
def
= Cb (X , {Ax} , A) , (4.5.10)
C (A)
def
= C (X , {Ax} , A) , (4.5.11)
C0 (X , {Ax} ,F)|U
def
= { a ∈ C0 (X , {Ax} ,F) | supp a ⊂ U} . (4.5.12)
Remark 4.5.9. Both Cc (X , {Ax} , A) and C0 (X , {Ax} , A) are C0 (X )-modules (cf.
Remark 4.5.1).
Remark 4.5.10. If C0 (X , {Ax} ,F) is a C∗-algebra with continuous trace then the
notation (4.5.12) complies with (D.2.7).
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Lemma 4.5.11. Following conditions hold
Cc (A) = { a ∈ Cb (A) | norma ∈ Cc (X )} , (4.5.13)
C0 (A) = { a ∈ Cb (A) | norma ∈ C0 (X )} (4.5.14)
(cf. Equations (4.5.3), (4.5.9), (4.5.10) ).
Proof. The equation (4.5.13) is evident. If a ∈ C0 (A) then there is a C∗-norm
convergent net {aα ∈ Cc (A)}α∈A such that a = lim aα. For any α, β ∈ A one has∥∥∥normaα − normaβ∥∥∥ ≤ ∥∥aα − aβ∥∥ . (4.5.15)
From (4.5.15) it turns out that the net {normaα} is uniformly convergent. From
normaα ∈ Cc (X ) and the Definition 4.5.8 it turns out limα normaα ∈ C0 (X ). Con-
versely let a ∈ C0 (A) be such that norma ∈ C0 (X ). If Fε is given by (4.1.3) and
aε ∈ Cc (A) is such that aε = Fε (norma) a then from (4.1.4) it turns out that
‖Fε (norma) norma − norma‖ ≤ ε,
or, equivalently
‖Fε (norma) (x) ax − ax‖ ≤ ε ∀x ∈ X ,
and taking into account (4.5.4) one has
‖Fε (norma) a− a‖ = ‖aε − a‖ ≤ ε. (4.5.16)
From (4.1.5) it follows that
supp Fε (norma) = supp aε is compact. (4.5.17)
From (4.5.16) and (4.5.17) it turns out that there is the norm limit a = limε→0 aε
such that aε ∈ Cc (A). Taking into account the Definition 4.5.8 one has a ∈ C0 (A).
Corollary 4.5.12. One has
X is compact ⇒ Cc (A) = C0 (A) = Cb (A) = C (A) . (4.5.18)
Lemma 4.5.13. (i) If F is a continuity structure for X and the {Ax} (cf. Definition
D.8.27), then all of Cc (X , {Ax} ,F), C0 (X , {Ax} ,F) and Cb (X , {Ax} ,F) are
a continuity structures for X and the {Ax}.
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(ii)
C (X , {Ax} ,F) = C (X , {Ax} ,Cc (X , {Ax} ,F)) =
C (X , {Ax} ,C0 (X , {Ax} ,F)) = C (X , {Ax} ,Cb (X , {Ax} ,F))
(4.5.19)
Proof. (i) One needs check conditions (a)-(c) of the Definition D.8.27.
(a) Follows from the Lemma D.8.30.
(b) For any x0 denote by fx0 ∈ Cc (X ) such that fx0 (X ) = [0, 1] and there is an
open neighborhood U of x0 which satisfies to fx0 (U) = {1} (cf. 4.1.7). For
any a ∈ F one has fx0a ∈ Cc (X , {Ax} ,F), and from fx0 (x0) = 1 it turns out
A =
{
ax ∈ Ax| ∃a′ ∈ F ax = a′x
} ⊂
⊂ Ac =
{
ax ∈ Ax| ∃a′ ∈ Cc (X , {Ax} ,F) ax = a′x
}
.
Since A is dense in Ax, so Ac is dense in Ax. If
A0 =
{
ax ∈ Ax| ∃a′ ∈ C0 (X , {Ax} ,F) ax = a′x
}
,
Ab =
{
ax ∈ Ax| ∃a′ ∈ Cb (X , {Ax} ,F) ax = a′x
}
then from
A ⊂ Ac ⊂ A0 ⊂ Ab ⊂ Ax
it turns out that A0 and Ab are dense in Ax.
(c) The proof is similar to the proof of (c) in the proof of the Lemma 4.5.2.
(ii) From the inclusions
Cc (X , {Ax} ,F) ⊂ C0 (X , {Ax} ,F) ⊂ Cb (X , {Ax} ,F) ⊂ C (X , {Ax} ,F)
it follows that
C (X , {Ax} ,Cc (X , {Ax} ,F)) ⊂ C (X , {Ax} ,C0 (X , {Ax} ,F)) ⊂
⊂ C (X , {Ax} ,Cb (X , {Ax} ,F)) ⊂ C (X , {Ax} ,F) .
(4.5.20)
Let a ∈ C (X , {Ax} ,C (X , {Ax} ,F)), let x0 ∈ X and ε > 0. There is an open
neighborhood U ′ of x0 and a′ ∈ C (X , {Ax} ,F) such that ‖ax − a′x‖ < ε for
all x ∈ U ′. Otherwise if fx0 is given by the Corollary 4.1.6 and a′′ def= fx0a′ ∈
Cc (X , {Ax} ,F). There is an open neighborhood U ′′ of x0 such that fx0 (U ′′) =
{1} it turns out that ‖ax − a′′x‖ < ε for all x ∈ U ′ ∩ U ′′. It follows that a ∈
C (X , {Ax} ,Cc (X , {Ax} ,F)), so one has
C (X , {Ax} ,F) ⊂ C (X , {Ax} ,Cc (X , {Ax} ,F)) ,
and taking into account (4.5.20) one obtains (4.5.19).
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Corollary 4.5.14. Following conditions hold:
Cc
(X , {Ax}x∈X ,Cc (X , {Ax}x∈X ,F)) =
= Cc
(X , {Ax}x∈X ,C0 (X , {Ax}x∈X ,F)) =
= Cc
(X , {Ax}x∈X ,Cb (X , {Ax}x∈X ,F)) =
= Cc
(X , {Ax}x∈X ,C (X , {Ax}x∈X ,F)) = Cc (X , {Ax}x∈X ,F) ,
C0
(X , {Ax}x∈X ,Cc (X , {Ax}x∈X ,F)) =
= C0
(X , {Ax}x∈X ,C0 (X , {Ax}x∈X ,F)) =
= C0
(X , {Ax}x∈X ,Cb (X , {Ax}x∈X ,F)) =
= C0
(X , {Ax}x∈X ,C (X , {Ax}x∈X ,F)) = C0 (X , {Ax}x∈X ,F) ,
Cb
(X , {Ax}x∈X ,Cc (X , {Ax}x∈X ,F)) =
= Cb
(X , {Ax}x∈X ,C0 (X , {Ax}x∈X ,F)) =
= Cb
(X , {Ax}x∈X ,Cb (X , {Ax}x∈X ,F)) =
= Cb
(X , {Ax}x∈X ,C (X , {Ax}x∈X ,F)) = Cb (X , {Ax}x∈X ,F) .
(4.5.21)
Lemma 4.5.15. Let F be a continuity structure for X and the {Ax}x∈X (cf. Definition
D.8.27), and let a ∈ C0 (X , {Ax} ,F) is represented by a family {ax ∈ Ax}. Suppose
norma is multiple of f ∈ C0 (X ) (cf. Definition 4.1.2). Let U = {x ∈ X | f (x) 6= 0}. If
{bx ∈ Ax}x∈X is the family given by
bx =
{
ax
f (x) x ∈ U
0 x /∈ U (4.5.22)
then there is b ∈ C0 (X , {Ax} ,F) represented by the family {bx}x∈X . Moreover
‖bx‖ =
{ ‖ax‖
f (x) x ∈ U
0 x /∈ U (4.5.23)
Proof. Firstly we proof that the family {bx} is continuous with respect to F at any
x0 ∈ X (cf. Definition D.8.28). Consider two alternative cases:
(i) x0 ∈ U . Let fx0 ∈ Cc (X ) be such that fx0 (X ) = [0, 1] and supp fx0 ⊂ U and
there is an open neighborhood V of x0 which satisfies to fx0 (V) = {1} (cf.
Lemma 4.1.5). From the Lemma 4.1.1 it turns out fx0 is a multiple of f , i.e.
there is f ′ ∈ C0 (X ) such that fx0 = f ′ f . If a f
′
= f ′a ∈ Cc (X , {Ax} ,F) then
a f
′
x = bx for any x ∈ V .
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(ii) x0 /∈ U . From the Lemma 4.1.1 it turns that out for any ε > 0 there is
an open neighborhood W of x0 such that ‖bx‖ < ε for any x ∈ W . So if
a def= 0 ∈ C0 (X , {Ax} ,F) then ‖bx − ax‖ < ε for all x ∈ W .
So the family {bx} yields the element b ∈ C (X , {Ax} ,F). Otherwise from normb =
div (norma, f ) if follows that normb ∈ C0 (X ) and taking into account (4.5.14) one
has b ∈ C0 (X , {Ax} ,F). The equation (4.5.23) follows from (4.5.22).
Definition 4.5.16. In the situation of the Lemma 4.5.15 we say that a is a multiple
of f . we write
div (a, f )
def
= b ∈ C0 (X , {Ax} ,F) . (4.5.24)
4.5.17. If F is a continuity structure F for X and the {Ax} then from the Lemma
D.8.31 it follows that C0 (X )F ⊂ C0 (X , {Ax} ,F).
Lemma 4.5.18. Let F be a continuity structure F for X and the {Ax}, such that F ⊂
C0 (X , {Ax} ,F). If X is paracompact (cf. Definition A.1.24) then the space C0 (X )F is
dense in C0 (X , {Ax} ,F) with respect to the norm topology.
Proof. Suppose a ∈ C0 (X , {Ax} ,F) is represented by the family {ax ∈ Ax} and
let ε > 0. For any x′ ∈ X we select an open neighborhood Ux′ ⊂ X and ax′ ∈ F
represented by the family {a′x ∈ Ax} such that
∥∥∥ax − ax′x ∥∥∥ < ε/4 for all x ∈ Ux′ .
From X = ∪x′∈XUx′ and the Theorem A.1.25 there exists a partition of unity
∑
x′∈X
fx′ (x) = 1 ∀x ∈ X
dominated by {Ux′}. The set U def= { x ∈ X | ‖ax‖ ≥ ε/4} is compact so there is a
finite covering sum ∑nj=1 fxj for U (cf. Definition 4.2.6), such that ∑nj=1 fxj (x) = 1
for each x ∈ U . From
∥∥∥ax − ax′x ∥∥∥ < ε/4 for all x ∈ Ux′ it turns out that∥∥∥∥∥ n∑j=1 fxj (x) axjx − ax
∥∥∥∥∥ < ε/4 < ε ∀x ∈ U .
and taking into account
x ∈ X \ U ⇒ 0 ≤
n
∑
j=1
fxj (x) ≤ 1 AND
AND ‖ax‖ < ε/4 AND
∥∥∥ax − ax′x ∥∥∥ < ε/4 ⇒
⇒
∥∥∥∥∥ n∑j=1 fxj (x) axjx − ax
∥∥∥∥∥ < ε
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one has ∥∥∥∥∥ n∑j=1 fxj (x) axjx − ax
∥∥∥∥∥ < ε ∀x ∈ X ⇔
∥∥∥∥∥ n∑j=1 fxjaxj − a
∥∥∥∥∥ < ε.
From ∑nj=1 fxja
xj ∈ C0 (X )F it turns out that the space C0 (X )F is dense in
C0 (X , {Ax} ,F) .
Corollary 4.5.19. Let F be a continuity structure for X and the {Ax}, such that F ⊂
C0 (X , {Ax} ,F). If X is paracompact C0 (X )F ⊂ F and F is norm closed then
the the natural inclusion F →֒ C0 (X , {Ax} ,F) is the C0 (X )-isomorphism F ∼=
C0 (X , {Ax} ,F).
Remark 4.5.20. From the Corollary 4.5.19 it follows that C0 (X , {Ax} ,F) is a min-
imal norm closed subspace of Cb (X , {Ax} ,F) which contains all products f a
where a ∈ F and f ∈ C0 (X ).
4.5.21. Let F be a continuity structure for X and the {Ax} Select x ∈ X . From (b)
of the Definition D.8.27 it turns out that the C-space{
ax ∈ Ax | ∃a′ ∈ Cb (X , {Ax} ,F) ax = a′x
}
is dense in Ax. So there is the map
ϕx : Cb (X , {Ax} ,F) → Ax. (4.5.25)
Denote by Ix = { f ∈ Cb (X )| f (x) = 0}, and let IxC (X , {Ax} ,F) be a submodule
such that
ϕx (IxCb (X , {Ax} ,F)) = 0.
If
Cx = Cb (X , {Ax} ,F) /IxCb (X , {Ax} ,F) (4.5.26)
then there is a C-linear map
φx : Cx → Ax.
Let us define a norm on Cx given by
‖c‖Cx = infa∈C(X ,{Ax},F )
c=a+IxC(X ,{Ax},F )
‖a‖ (4.5.27)
Clearly ‖c‖Cx ≥ ‖φx (c)‖. If a′ ∈: Cb (X , {Ax} ,F) is a representative of c given
by the family {a′x ∈ Ax} then for all ε > 0 there is an open neighborhood U of x
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such that ‖a′x‖ −
∥∥a′x′∥∥ < ε for all x′ ∈ U . From the Exercise A.1.12 it turns out
that X is completely regular (cf. Definition A.1.10). If f : X → [0, 1] is such that
supp f ⊂ U and f (x) = 1 then f a′ is a representative of c and ‖ f a′‖ < ‖φx (c)‖+ ε.
It follows that ‖c‖Cx < ‖φx (c)‖+ ε and taking into account ‖c‖Cx ≥ ‖φx (c)‖ one
has ‖c‖Cx = ‖φx (c)‖, i.e. φx : Cx → Ax is an isometry, hence Ax can be defined
as the norm completion of Cx. If βX is the Stone-Cˇech compactification of X (cf.
Definition A.1.33) one can define Aβx for any βx ∈ βX . For any βx ∈ βX there is
an ideal Iβx ⊂ C (βX ) = Cb (X ) and similarly to above construction there is the
normed space Cβx = Cb (X , {Ax} ,F) /IβxCb (X , {Ax} ,F).
Definition 4.5.22. Let F be a continuity structure for X and the {Ax}x∈X , such
that X is completely regular (cf. Definition A.1.10). A family {βAβx}x∈βX such
that βAβx is a completion of Cβx is said to be the Stone-Cˇech extension or the β-
extension of {Ax}x∈X .
If x ∈ X then clearly Ax ∼= βAx. For any a ∈ Cb (X , {Ax} ,F) on can define a
family β (a) =
{
aβx ∈ βAβx
}
such that
aβx = φβx
(
a+ IβxCb (X , {Ax} ,F)
)
. (4.5.28)
From norma ∈ Cb (X ) one has normβ(a) ∈ C (βX ), so the space βF of families
4.5.28 is a continuity structure for βX and the {βAβx}. Since βF is norm closed
and βF is compact one has
βF = Cc
(
βX , {βAβx}x∈βX , βF) = C0 (βX , {βAβx}x∈βX , βF) =
= Cb
(
βX , {βAβx}x∈βX , βF) = C (βX , {βAβx}x∈βX , βF) . (4.5.29)
From the equation (4.5.28) it turns out that for all βx ∈ βX there is the C-linear
map
φβx : Cb (X , {Ax} ,F) → βAβx (4.5.30)
such that φβx (Cb (X , {Ax} ,F)) is dense in Aβx.
Definition 4.5.23. The continuity structure βF for βX and the {βAβx} given by
(4.5.28) is said to be the Stone-Cˇech extension or the β-extension of F .
Remark 4.5.24. From the the construction the family β (a) =
{
aβx ∈ βAβx
}
uniquely
depends on a ∈ Cb (X , {Ax} ,F). It turns out that there is the natural Cb (X )-
isomorphism
βF ∼= Cb (X , {Ax} ,F) (4.5.31)
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Lemma 4.5.25. Let βF be the given by families {aβx} (cf.(4.5.28)) continuity structure
for βX and the {βAβx}. If A ⊂ βF the norm bounded and norm closed C (βX )-
submodule which is a continuity structure for βX and the {βAβx} then there is the
natural isomorphism
A ∼= Cb (X , {Ax} ,F) . (4.5.32)
Proof. The inclusion A ⊂ βF induces the inclusion A ⊂ Cb
(
βX , {βAβx} , βF).
From the Corollaries 4.5.12 and 4.5.19 it follows that A = Cb
(
βX , {βAβx} , βF),
and taking into account Cb
(
βX , {βAβx} , βF) ∼= Cb (X , {Ax} ,F) one has 4.5.32.
Definition 4.5.26. For any family of Banach spaces {Ax}x∈X the union {̂Ax}
def
=
∪x∈X Ax is said to be the total set of {Ax}x∈X . The natural map
{̂Ax} → X ,
ax 7→ x
is said to be the total projection.
4.5.27. Let us consider a continuity structure F for X and the {Ax}x∈X (cf. Defi-
nition D.8.27). Let U ⊂ X be an open subset and let s ∈ C (X , {Ax} ,F). For any
ε > 0 denote by
O (U , s, ε) def=
{
ax ∈ {̂Ax}
∣∣∣ x ∈ U ‖ax − sx‖ < ε} (4.5.33)
Lemma 4.5.28. A collection of given by the equation (4.5.33) subsets satisfies to (a) and
(b) of the Definition A.1.1.
Proof. Condition (a) is evident, let us proof (b). Let a0x0 ∈ {̂Ax} and consider
O (U ′, s′, ε′) ,O (U ′′, s′′, ε′′) ⊂ {̂Ax} such that a0x0 ∈ O (U ′, s′, ε′) ∩O (U ′′, s′′, ε′′). Let
s ∈ C (X , {Ax} ,F) is C0 (X ) be such that ax = sx. One has ‖s′x − sx‖ < ε′ and
‖s′′x − sx‖ < ε′′. If ε < min (ε′ − ‖s′x − sx‖ , ε′′ − ‖s′′x − sx‖) then there are open
subsets U ′,U ′′ ⊂ X such that
∀x ∈ U ′ ∥∥s′x − sx∥∥ < ε′ − ε,
∀x ∈ U ′′ ∥∥s′′x − sx∥∥ < ε′′ − ε.
From the above equations it follows that O (U , s, ε) ⊂ O (U ′, s′, ε′) ∩O (U ′′, s′′, ε′′).
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Definition 4.5.29. A topological T (X , {Ax} ,F) space such that
• The space T (X , {Ax} ,F)which coincides with the total set {̂Ax} def= ∪x∈X Ax
as a set.
• The topology of T (X , {Ax} ,F) generated by given by (4.5.33) sets (cf. Def-
inition A.1.1).
is said to be the total space for (X , {Ax} ,F).
Remark 4.5.30. The total projection T (X , {Ax} ,F) → X (cf. Definition 4.5.26) is
a continuous map.
Lemma 4.5.31. Following conditions hold.
(i) If p : T (X , {Ax} ,F) → X is the total projection then any continuous map
j : X → T (X , {Ax} ,F) such that p ◦ j = IdX then the family {j (x) ∈ Ax} is
continuous.
(ii) Conversely any continuous section {ax} corresponds to a continuous map
j : X → T (X , {Ax} ,F) ,
x 7→ ax.
(4.5.34)
Proof. (i) If ε > 0 and x0 ∈ X then from (b) of the Definition D.8.27 it follows that
there is a ∈ F such that ‖ax0 − j (x0)‖ < ε/2. If U ′ is an open neighborhood of
x0 then from j (x0) ∈ O (U ′, a, ε), and since j is continuous it follows that U def=
j−1 (O (U ′, a, ε)) is open. So for all x ∈ U one has ‖ax − j (x)‖ < ε, i.e. the family
{j (x)} is continuous (cf. Definition D.8.28).
(ii) Suppose ε > 0 and x0 ∈ X . If that j (x0) ∈ O (U ′, b, ε) then ‖ax0 − bx0‖ < ε.
From the Lemma D.8.30 it follows that there is an open neighborhood U of x0
such that ‖ax − bx‖ < ε for all x ∈ U . So one has U ⊂ j−1 (O (U , b, ε)), i.e. j
is continuous at x0. Similarly one can prove that j is continuous at any point of
X .
Definition 4.5.32. For any subset V ⊂ X denote by C (V , {Ax} ,F) the C space
of continuous maps j : V → T (X , {Ax} ,F) such that if p is the total projec-
tion then p ◦ j = IdV . The space C (V , {Ax} ,F) is said to be the V-restriction of
C (X , {Ax} ,F).
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4.5.33. Similarly to the Equation 4.5.3 any a ∈ C (V , {Ax} ,F) yields a continuous
map
norma : V → R, x 7→ ‖ax‖ . (4.5.35)
Similarly to (4.5.4) define ‖·‖ : C (X , {Ax} ,F)→ [0,∞) given by
‖a‖ def= ‖norma‖ . (4.5.36)
Denote by
Cb (V , {Ax} ,F) def= { a ∈ C (V , {Ax} ,F)| norma ∈ Cb (V)} ,
C0 (V , {Ax} ,F) def= { a ∈ C (V , {Ax} ,F)| norma ∈ C0 (V)} .
(4.5.37)
Remark 4.5.34. Both given by the Equations (4.5.37) spaces are closed with respect
to the given by (4.5.36) norm .
Remark 4.5.35. If V is compact then one has C (V , {Ax} ,F) = Cb (V , {Ax} ,F) =
C0 (V , {Ax} ,F).
Lemma 4.5.36. Let X be a locally compact, normal space; and for each x in X , let
Ax be a (complex) Banach space. Let us consider a continuity structure F for X and
the {Ax}x∈X (cf. Definition D.8.27). If V ⊂ X is compact then the restriction map
C0 (X , {Ax} ,F) → C (V , {Ax} ,F) is surjective.
Proof. One needs prove that for any a ∈ C (V , {Ax} ,F) there is b ∈ C (V , {Ax} ,F)
such that
a = b|V . (4.5.38)
Our proof has two parts:
(i) For all a ∈ C (V , {Ax} ,F) and ε > 0 there is b ∈ C (X , {Ax} ,F) such that
‖a− b|V‖ < ε,
‖b‖ < ‖a‖+ 3ε. (4.5.39)
.
(ii) Looking for b which satisfies to (4.5.38).
(i) For any x ∈ V we select sx ∈ C (X , {Ax} ,F) such that ‖sxx − ax| < ε. There is
an open neighborhood U ′x of x such that
∥∥∥sxy∥∥∥ < ε+ ‖a‖ for all y ∈ U ′x. Clearly ax ∈
O (U ′x, sx, 2ε). There is an open neighborhood Ux of x such that axy ∈ O (U ′x, s, 2ε)
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for all y ∈ Ux. One has V ⊂ ∪x∈VUx, and since V is compact there is finite
{x1, ..., xn} ∈ V such that V ⊂ ∪nj=1Uxj . If 1C(V)= ∑nj=1 φ′j is a subordinated by
V ⊂ ∪nj=1Uxj partition of unity then from the Theorem A.1.15 it follows that for
any j = 1, ..., n there is φ′′j ∈ C0 (X ) such that φ′′j (X ) = [0, 1] and φ′′j
∣∣∣V = φj.
Similarly from the Theorem A.1.15 it turns out that there is ψ ∈ C0 (X ) such that
ψ (X ) = [0, 1] and
ψ (x) =
{
1 x ∈ V
0 x /∈ ∪nj=1Uxj
For all j = 1, ..., n denote by φj
def
= ψφ′j. There is s ∈ C (V , {Ax} ,F) given by
b def= ∑nj=1 φjs
xj . From our construction it follows that b satisfies to the Equations
(4.5.39).
(ii) Let ε > 0. Using induction we construct the sequence {an}n∈N ⊂ C (V , {Ax} ,F),
{bn}n∈N ⊂ C (X , {Ax} ,F) such that
‖an‖ < ε
2n−1
,
n > 1 ⇒ ‖bn‖ < 5ε
2n−1
.
(4.5.40)
From (4.5.39) it follows that there is b1 ∈ C (X , {Ax} ,F) such that
‖a− b1|V‖ < ε,
‖b1‖ < ‖a‖+ 3ε.
If a1
def
= a− b|V then one has ‖a1‖ < ε. Applying (4.5.39) once again (replacing ε
with ε/2) one can obtain b2 ∈ C (U , {Ax} ,F) such that
‖a1 − b2|V‖ <
ε
2
,
‖b2‖ < ‖a1‖+ 3ε
2
<
5ε
2
.
If a2
def
= a1 = b2|V then a1, a2, b1, b2 satisfy to the Equations (4.5.40). If an and bn are
known then using (4.5.39) one can find bn+1 such that
‖an − bn+1|V‖ <
ε
2n
,
‖bn+1‖ < ‖an‖+ 3ε
2n
<
5ε
2n
.
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From ‖bn+1‖ < 5ε2n it follows that the series b
def
= ∑∞n=1 bn is norm convergent.
Otherwise from (4.5.40) it follows that∥∥∥∥∥a−
(
m
∑
n=1
bn
)∣∣∣∣∣V
∥∥∥∥∥ < ε2m−1 ,
hence one has a = b|V .
Below in this Section we assume that all topological spaces are paracompact,
connected and locally connected.
4.5.37. If p : X˜ → X is a covering then the family {Ax} naturally induces the
family
{
A˜x˜
}
x˜∈X˜
such that for any x˜ ∈ X˜ there is the isomorphism
cx˜ : A˜x˜ ∼= A(p(x˜)). (4.5.41)
Definition 4.5.38. Let F be a continuity structure for X and the {Ax}x∈X , let
p : X˜ → X be a covering. For any a ∈ C (X , {Ax} ,F) we define the family{
a˜x˜ = c
−1
x˜
(
ap(x˜)
)
∈ A˜x˜
}
x˜∈X˜
(4.5.42)
is said to be the p-lift of a and we write
{a˜x˜} def= liftp (a) . (4.5.43)
Lemma 4.5.39. Let F be a continuity structure for X and the {Ax}x∈X , let p : X˜ → X
be a covering. The space
F˜ =
{
liftp (a)
∣∣∣ a ∈ C (X , {Ax}x∈X ,F)} (4.5.44)
is continuity structure for X˜ and the
{
A˜x˜
}
x˜∈X˜
.
Proof. Check (a) - (c) of the Definition D.8.27.
(a) For every x˜0 ∈ X˜ there is an open neighborhood U˜ such that the restriction
p|U˜ is injective. For any a ∈ C
(X , {Ax}x∈X ,F) the function norma is continuous
at x0 = p (x˜0). Otherwise for all x˜ ∈ U˜ one has normliftp(a) (x˜) = norma (p (x˜)),
hence normliftp(a) is continuous at x˜0.
(b) The subspace
{ ax0 ∈ Ax0 | a ∈ C (X , {Ax} ,F)}
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is dense in Ax0 so the space{
liftp (a)x˜0 ∈ A˜x˜0
∣∣∣ a ∈ C (X , {Ax} ,F)}
is dense in A˜x˜0 .
(c) If Ax is a C∗-algebra for all x ∈ X then from the condition (c) of the Definition
D.8.27 it follows that F is closed under pointwise multiplication and involution,
i.e. for any a, b ∈ F represented by families {ax} and {bx} respectively the families
{a∗x} and {axbx} lie in F . If
{
a˜∗x˜
}
= liftp (a
∗) and
{
a˜x˜ b˜x˜
}
= liftp (ab) then from
(4.5.42) it turns out that liftp (a
∗) , liftp (ab) ∈ F˜ .
Definition 4.5.40. Let F˜ be given by (4.5.44). The space of continuous sections
(with respect to) F˜ vector fields is said to be p-lift of C (X , {Ax} ,F). We write
liftp [C (X , {Ax} ,F)] def= C
(
X˜ ,
{
A˜x˜
}
, F˜
)
, (4.5.45)
liftp [F ] def= C
(
X˜ ,
{
A˜x˜
}
, F˜
)
(4.5.46)
Following Lemma is a direct consequence of the Lemma 4.5.39 and the Defini-
tion 4.5.40.
Lemma 4.5.41. . If F is a continuity structure for X and the {Ax} then one has:
(i) For any covering p : X˜ → X there is the natural injective Cb (X )-linear map.
liftp : C (X , {Ax} ,F) →֒ liftp [C (X , {Ax} ,F)] . (4.5.47)
(ii) If p′ : X ′ → X and p′′ : X ′′ → X ′ are coverings then one has
liftp′◦p′′ [C (X , {Ax} ,F)] = liftp′
[
liftp′′ [C (X , {Ax} ,F)]
]
, (4.5.48)
∀a ∈ C (X , {Ax} ,F) liftp′◦p′′ (a) = liftp′ ◦ liftp′′ (a) . (4.5.49)
The following Lemma is evident.
Lemma 4.5.42. For any a ∈ Cb (X , {Ax} ,F) one has
‖a‖ =
∥∥∥liftp (a)∥∥∥ , (4.5.50)
hence the map (4.5.47) induces the norm preserving map
liftp : Cb (X , {Ax} ,F) →֒ Cb
(
X˜ ,
{
A˜x˜
}
, F˜
)
,
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i.e. one has the isometry
liftp : Cb (X , {Ax} ,F) →֒ Cb
(
liftp [C (X , {Ax} ,F)]
)
. (4.5.51)
Lemma 4.5.43. If p : X˜ → X is a finite-fold covering then one has
Cc (X , {Ax} ,F) ⊂ Cc
(
X˜ ,
{
A˜x˜
}
, F˜
)
=
= Cc
(
liftp [C (X , {Ax} ,F)]
)
,
C0 (X , {Ax} ,F) ⊂ C0
(
X˜ ,
{
A˜x˜
}
, F˜
)
=
= C0
(
liftp [C (X , {Ax} ,F)]
)
.
(4.5.52)
Proof. If a ∈ Cc (X , {Ax} ,F) then supp a is compact. Since p is a finite-fold cover-
ing supp liftp (a) = p−1 (supp a) ⊂ X˜ is compact, hence liftp (a) ∈ Cc
(
X˜ ,
{
A˜x˜
}
,F
)
.
For any a ∈ C0 (X , {Ax} ,F) there is a net {aα ∈ Cc (X , {Ax} ,F)}α∈A such that
there is a norm limit limα aα = a. Otherwise for any α, β ∈ A one has
∥∥aα − aβ∥∥ =∥∥∥liftp (aα)− liftp (aβ)∥∥∥ it follows that the net {liftp (aα) ∈ Cc (X˜ ,{A˜x˜} , F˜)} is
convergent and limα liftp (aα) = liftp (a).
Remark 4.5.44. Similarly to the Remark 4.5.20 C0
(
liftp [C (X , {Ax} ,F)]
)
is the
minimal norm closed subspace of Cb
(
liftp [C (X , {Ax} ,F)]
)
which contains all
products f liftp (a) where a ∈ C0 (X , {Ax} ,F) and f ∈ C0
(
X˜
)
.
Lemma 4.5.45. Let F be a continuity structure for X and the {Ax}x∈X , let p : X˜ → X
be a transitive covering.
(i) There is the natural action
G
(
X˜
∣∣∣X )× liftp [C (X , {Ax} ,F)]→ liftp [C (X , {Ax} ,F)]
which yields actions
G
(
X˜
∣∣∣X )× Cc (liftp [C (X , {Ax} ,F)])→ Cc (liftp [C (X , {Ax} ,F)]) ,
G
(
X˜
∣∣∣X )× C0 (liftp [C (X , {Ax} ,F)])→ C0 (liftp [C (X , {Ax} ,F)]) ,
G
(
X˜
∣∣∣X )× Cb (liftp [C (X , {Ax} ,F)])→ Cb (liftp [C (X , {Ax} ,F)]) .
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(ii) If p′ : X˜ ′ → X˜ is a transitive covering then
G
(
X˜ ′
∣∣∣X ) liftp′ (liftp [C (X , {Ax} ,F)]) =
= liftp′
(
liftp [C (X , {Ax} ,F)]
)
,
G
(
X˜ ′
∣∣∣X ) liftp′ (Cb (liftp [C (X , {Ax} ,F)])) =
= liftp′
(
Cb
(
liftp [C (X , {Ax} ,F)]
))
.
(4.5.53)
Moreover if p′ is a finite-fold covering then one has
G
(
X˜ ′
∣∣∣X ) liftp′ (Cc (liftp [C (X , {Ax} ,F)])) =
= liftp′
(
Cc
(
liftp [C (X , {Ax} ,F)]
))
,
G
(
X˜ ′
∣∣∣X ) liftp′ (C0 (liftp [C (X , {Ax} ,F)])) =
= liftp′
(
C0
(
liftp [C (X , {Ax} ,F)]
))
.
(4.5.54)
(iii) If Ax is a C∗-algebra for any x ∈ X then any g ∈ G
(
X˜
∣∣∣X ) yields automor-
phisms of involutive algebras liftp [C (X , {Ax} ,F)], Cc
(
liftp [C (X , {Ax} ,F)]
)
,
C0
(
liftp [C (X , {Ax} ,F)]
)
and Cb
(
liftp [C (X , {Ax} ,F)]
)
.
Proof. (i) For every g ∈ G
(
X˜
∣∣∣X ) from (4.5.41) it turns out that
A˜x˜ ∼= Ap(x˜) ∼= A˜gx˜
If a˜ ∈ liftp [C (X , {Ax} ,F)] corresponds to a family {a˜x˜}x˜∈X˜ then we define ga˜
such that it is given by the family
{
a˜gx˜
}
x˜∈X˜ . The given by (4.5.44) continuous
structure F˜ is G
(
X˜
∣∣∣X )- invariant, it turns out that {a˜gx˜}x˜∈X˜ is continuous (with
respect to F˜ ) (cf. Definition D.8.28). So for any g ∈ G
(
X˜
∣∣∣X ) one has an
isomorphism
liftp [C (X , {Ax} ,F)] ≈−→ liftp [C (X , {Ax} ,F)] ,
a˜ 7→ ga˜.
Any g ∈ G
(
X˜
∣∣∣X ) is in fact a homeomorphism it follows that supp a˜ is homeo-
morphic to supp ga˜. In particular if supp a˜ is compact then supp ga˜ is also compact,
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so one has
G
(
X˜
∣∣∣X )Cc (liftp [C (X , {Ax} ,F)]) = Cc (liftp [C (X , {Ax} ,F)]) .
Taking into account that C0
(
liftp [C (X , {Ax} ,F)]
)
is the norm completion of
Cc
(
liftp [C (X , {Ax} ,F)]
)
we conclude
G
(
X˜
∣∣∣X )C0 (liftp [C (X , {Ax} ,F)]) = C0 (liftp [C (X , {Ax} ,F)]) .
From ‖a˜‖ = ‖ga˜‖ one concludes
G
(
X˜
∣∣∣X )Cb (liftp [C (X , {Ax} ,F)]) = Cb (liftp [C (X , {Ax} ,F)]) .
(ii) If a˜ ∈ liftp [C (X , {Ax} ,F)] then a˜ corresponds to a family
{
a˜x˜ ∈ A˜x˜
}
x˜∈X˜
where A˜x˜ ∼= Ap(x˜) for each x˜ ∈ X˜ . The element
a˜′ = liftp (a˜) ∈ liftp◦p′ [C (X , {Ax} ,F)] corresponds to the family{
a˜′x˜′ = c
−1
x˜′
(
a˜p′(x˜′)
)
∈ A˜′x˜
}
x˜′∈X˜ ′
where cx˜′ is given by (4.5.42). For any
g˜ ∈ G
(
X˜ ′
∣∣∣ X˜ ) one has p′ (x˜) = p′ (g˜x˜) it turns out that g˜a˜′ = a˜′. Conversely if
a˜′ = g˜a˜′ for all g˜ ∈ G
(
X˜ ′
∣∣∣ X˜) then clearly there is a˜ ∈ liftp [C (X , {Ax} ,F)] such
that a˜′ = liftp′ (a˜), i.e.
liftp′
(
liftp [C (X , {Ax} ,F)]
)
=
=
{
a˜′ ∈ liftp◦p′ [C (X , {Ax} ,F)]
∣∣∣ a˜′ = g˜a˜′ ∀g˜ ∈ G ( X˜ ′ ∣∣∣ X˜ )} (4.5.55)
The subgroup G
(
X˜ ′
∣∣∣ X˜) ⊂ G ( X˜ ′ ∣∣∣X ) is normal (cf. Lemma 4.3.23), so for
any g ∈ G
(
X˜ ′
∣∣∣X ) and g˜ ∈ G ( X˜ ′ ∣∣∣ X˜ ) there is g˜′ ∈ G ( X˜ ′ ∣∣∣ X˜) such that
g˜g = gg˜′ . If a˜′ ∈ liftp′
(
liftp [C (X , {Ax} ,F)]
)
then g˜ (ga˜′) = g (g˜′ a˜′) = ga˜′,
hence from (4.5.55) it turns out that ga˜′ ∈ liftp′
(
liftp [C (X , {Ax} ,F)]
)
. If a˜ ∈
Cc
(
liftp [C (X , {Ax} ,F)]
)
then supp a˜ ∈ X˜ is compact. Moreover if p′ is a finite-
fold covering then supp liftp′ (a˜) ∈ X˜ ′ is compact. Since any g′ ∈ G
(
X˜ ′
∣∣∣X ) is a
homeomorphism supp g′liftp′ (a˜) = g′ supp liftp′ (a˜) is also compact so one has
g′liftp′ (a˜) ∈ Cc
(
liftp [C (X , {Ax} ,F)]
)
(4.5.56)
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If b˜ ∈ C0
(
liftp [C (X , {Ax} ,F)]
)
then there is a net
{
b˜α ∈ Cc
(
liftp [C (X , {Ax} ,F)]
)}
such that b˜ = limα b˜α. Taking into account (4.5.56) one has
g′liftp′
(
b˜
)
= lim
α
g′liftp′
(
b˜α
)
∈ C0
(
liftp [C (X , {Ax} ,F)]
)
. (4.5.57)
The equations (4.5.56) and (4.5.57) yield (4.5.54).
(iii) If a˜, b˜ ∈ liftp [C (X , {Ax} ,F)] correspond to
{
a˜x˜ ∈ A˜x˜
}
x˜∈X˜
and
{
b˜x˜ ∈ A˜x˜
}
x˜∈X˜
respectively, then the product a˜b˜ corresponds to the families
{
a˜x˜ b˜x˜
}
. For any
g ∈ G
(
X˜ ′
∣∣∣X ) elements ga˜, gb˜, (ga˜) (gb˜) correspond to {a˜gx˜}, {b˜gx˜}, {a˜gx˜ b˜gx˜}.
Otherwise g
(
a˜b˜
)
corresponds to
{
a˜gx˜ b˜gx˜
}
, so one has (ga˜)
(
gb˜
)
= g
(
a˜b˜
)
. The
elements a˜∗, ga˜∗ correspond to the families
{
a˜∗x˜ ∈ A˜x˜
}
,
{
a˜∗gx˜ ∈ A˜x˜
}
and taking
into account that ga˜ corresponds to
{
a˜gx˜
}
we conclude that (ga˜)∗ = ga˜∗ . Thus
g is a *-automorphism of the involutive algebra liftp [C (X , {Ax} ,F)], and tak-
ing into account (i) of this Lemma we conclude that g is an automorphism of
the involutive algebras Cc
(
liftp [C (X , {Ax} ,F)]
)
, C0
(
liftp [C (X , {Ax} ,F)]
)
and
Cb
(
liftp [C (X , {Ax} ,F)]
)
.
4.5.46. If B ⊂ C0 (A) = C0 (X , {Ax} , A) is a norm closed C-space then for any
x ∈ X there is a normed C-subspace
B˚x =
{
bx ∈ Ax| ∃b′ ∈ B bx = b′x
}
(4.5.58)
Denote by Bx the norm closure of B˚x and suppose Bx 6= {0} for any x ∈ X . The
C-space B is a continuity structure for X and the {Bx}x∈X .
Definition 4.5.47. In the situation 4.5.46 the family {Bx}x∈X is the B-restriction of
{Ax}x∈X .
4.5.48. If B is a C0 (X )-module then from the Corollary 4.5.19 it turns out that
there is the natural isomorphism
B ∼= C0 (X , {Bx} , B) . (4.5.59)
Definition 4.5.49. In the situation 4.5.48 we define
Cc (B) = B ∩ Cc (A) = {b ∈ B | normb ∈ Cc (X )} (4.5.60)
C0 (B) = B ∩ C0 (A) = {b ∈ B | normb ∈ C0 (X )} (4.5.61)
132
There are following inclusions
Cc (B) ⊂ C0 (B) = B (4.5.62)
such that Cc (B) is dense in C0 (B).
Lemma 4.5.50. Let us consider a continuity structure A for X and the {Ax}x∈X such
that A ∼= C0 (X , {Ax} , A). Let both B′, B′′ ⊂ A are C-subspaces, such that B′ is a norm
closed C0 (X )-module. If both {B′x} and {B′′x} are B′ and B′′-restrictions of {Ax} (cf.
Definition 4.5.47) then one has
∀x ∈ X B′′x ⊂ B′x ⇒ B′′ ⊂ B′
Proof. From the Corollary 4.5.19 it follows that
B′ = C0
(X , {B′x} , B′) .
Select b′′ ∈ B′′ and x0 ∈ X . For any ε > 0 there is b′ = {b′x} ∈ C0 (X , {B′x} , B′)
such that
∥∥b′x0 − b′′x0∥∥ < ε2 . The map x 7→ ‖b′x − b′′x‖ is continuous (cf. Lemma
D.8.30), it turns out that there is an open neighborhood U of x0 such that ‖b′x − b′′x‖ <
ε for every x ∈ U . If follows that b′′ is continuous with respect to B′ (cf. Defini-
tion D.8.28). Taking into account that normb′′ ∈ C0 (X ) it turns out that b′′ ∈
C0 (X , {B′x} , B′) = B′, hence B′′ ⊂ B′.
Corollary 4.5.51. Let us consider a continuity structure A for X and the {Ax}x∈X such
that A ∼= C0 (X , {Ax} , A). Let both B′, B′′ ⊂ A be closed C0 (X )-modules. If both {B′x}
and {B′′x} are B′ and B′′-restrictions of {Ax} (cf. Definition 4.5.47) then one has
∀x ∈ X B′′x = B′x ⇒ B′′ = B′.
4.5.52. Let F be a continuity structure for X and the {Ax}x∈X , let p : X˜ → X be
a covering. Let B ⊂ C0 (X , {Ax} ,F) is a norm closed C0
(
X˜
)
-module such that
there is the B-restriction {Bx}x∈X of {Ax}x∈X (cf. Definition 4.5.47). If p : X˜ →
X is a finite-fold covering then there are p-lifts
{
A˜x˜
}
x˜∈X˜
and
{
B˜x˜
}
x˜∈X˜
of both
{Ax}x∈X and {Bx}x∈X respectively (cf. 4.5.38). For any x ∈ X there is the natural
inclusion Bx ⊂ Ax, which yields the inclusion
B˜x˜ = c
−1
x˜ (Bx) ⊂ A˜x˜ ∀x˜ ∈ X˜ cx˜ is given by (4.5.41). (4.5.63)
From (4.5.63) and B ⊂ C0 (X , {Ax} ,F) for any b ∈ B one has
liftp (b) ∈ liftp [C0 (X , {Ax} ,F)] .
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Taking into account the Definition 4.5.40 and equations (4.5.13), (4.5.14), (4.5.50)
one has
liftp [C0 (X , {Bx} , B)] ⊂ liftp [C0 (X , {Ax} ,F)] ,
Cc
(
liftp [C0 (X , {Bx} , B)]
)
⊂ Cc
(
liftp [C0 (X , {Ax} ,F)]
)
,
C0
(
liftp [C0 (X , {Bx} , B)]
)
⊂ C0
(
liftp [C0 (X , {Ax} ,F)]
)
,
Cb
(
liftp [C0 (X , {Bx} , B)]
)
⊂ Cb
(
liftp [C0 (X , {Ax} ,F)]
)
.
(4.5.64)
The space liftp (B) is a continuity structure for X˜ and the
{
B˜x˜
}
(cf. Definition
D.8.27).
Definition 4.5.53. In the above situation the space B˜ of continuous (with respect
to liftp (B)) vector fields
{
bx˜ ∈ B˜x˜
}
x˜∈X˜
(cf. Definition D.8.28) is said to be the p-lift
of B. We write
liftp [B]
def
= B˜. (4.5.65)
Remark 4.5.54. From the Definition 4.5.53 it turns out that there are injective
Cb (X )-linear maps
liftp : B →֒ liftp [B] ,
liftp : Cb (B) →֒ Cb
(
liftp [B]
)
.
(4.5.66)
Moreover if p is a finite-fold covering there are following inclusions
liftp : Cc (B) →֒ Cc
(
liftp [B]
)
;
liftp : C0 (B) →֒ C0
(
liftp [B]
) (4.5.67)
(cf. Definition 4.5.49).
Remark 4.5.55. Similarly to (4.5.48) one has
liftp′◦p′′ [B] = liftp′
[
liftp′′ [B]
]
. (4.5.68)
Definition 4.5.56. Let F continuity structure for X and the {Ax}x∈X , let p : X˜ →
X be a covering. Let U˜ be an open set such that the restriction p|U˜ is injective. Let
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U = p
(
U˜
)
. If a ∈ C (X , {Ax} ,F) is such that supp a ⊂ U and a˜ = liftp (a) then
the family
a˜x˜ =
{
c−1x˜
(
ap(x˜)
)
x˜ ∈ U˜
0 x˜ /∈ U˜
cx˜ is given by (4.5.41) (4.5.69)
is said to be the p-U˜ -lift or simply the U˜ -lift of a. Otherwise we say that a is the
p-descent of a˜. We write
a˜ def= liftpU˜ (a) or simply a˜
def
= liftU˜ (a) ,
a def= descp (a˜) or simply a
def
= desc (a˜) .
(4.5.70)
Remark 4.5.57. if a = descp (a˜) then a is represented by the family {ax}x∈X such
that
ax =
{
cx˜ (a˜x˜) x ∈ U AND x˜ ∈ U˜ AND p (x˜) = x
0 x /∈ U (4.5.71)
where cx˜ is given by (4.5.41).
Remark 4.5.58. From the Equation (4.5.42) it turns out
a = descp
(
lift
p
U˜ (a)
)
,
a˜ = liftpU˜
(
descp (a˜)
)
.
(4.5.72)
Lemma 4.5.59. Let (E,π,X ) be vector bundle with the family of fibers {Ex}x∈X and let
Γ (E,π,X ) be a (E,π,X )-continuous structure (cf. Lemma 4.5.4). If p : X˜ → X is
a covering and
(
E×X X˜ , ρ, X˜
)
is the inverse image of (E,π,X ) by p (cf. Definition
A.3.7) then there is the natural C-isomorphism
liftp [C (X , {Ex} , Γ (E,π,X ))] ∼= Γ
(
E×X X˜ , ρ, X˜
)
.
Proof. From the equation (4.4.3) it follows that there is the natural inclusion
liftp (C (X , {Ex} , Γ (E,π,X ))) ⊂ Γ
(
E×X X˜ , ρ, X˜
)
and taking into account the Lemma 4.5.4 one has
liftp [C (X , {Ex} , Γ (E,π,X ))] ⊂
⊂ C
(
X ,
{(
E×X X˜
)
x˜
}
x˜∈X˜
, Γ
(
E×X X˜ , ρ, X˜
))
= Γ
(
E×X X˜ , ρ, X˜
)
.
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Let s˜ ∈ Γ
(
E×X X˜ , ρ, X˜
)
be represented the a family
{
s˜x˜ ∈
(
E×X X˜
)
x˜
}
. Let
x˜0 ∈ X˜ be any point and ε > 0. Let U˜ is an open neighborhood of x˜0 such that the
restriction p|U˜ is injective. Let fx˜0 ∈ Cc
(
X˜
)
is such that supp fx˜0 ⊂ U˜ and there is a
neighborhood V˜ of x˜0 which satisfies to the condition fx˜0
(
V˜
)
= {1} (cf. Equation
(4.1.8)). Denote by t˜ def= fx˜0 s˜ ∈ Γ
(
E×X X˜ , ρ, X˜
)
. The family {tx}x∈X given by
tp(x˜) =

c−1x˜
(
t˜x˜
)
p (x˜) ∈ p
(
U˜
)
AND x˜ ∈ U˜
0 p (x˜) /∈ p
(
U˜
) where cx˜ is given by (4.5.41)
yields an element t ∈ Γ (E,π,X ). On the other hand one has liftp (t)x˜ = s˜x˜ for
all x˜ ∈ V˜ . It follows that s˜ continuous (with respect to liftp (Γ (E,π,X ))) at x0
(cf. Definition D.8.28). Otherwise x˜0 is arbitrary it turns out s˜ continuous (with
respect to liftp (Γ (E,π,X ))), hence from the Definition 4.5.45 it follows that s˜ ∈
liftp [Γ (E,π,X )].
4.6 Continuous structures and C∗-algebras
Lemma 4.6.1. Let X be a locally compact, Hausdorff space called the base space; and for
each x in X , let Ax be a C∗-algebra. If F is a continuity structure for X and the {Ax}x∈X
(cf. Definition D.8.27), then Cb (X , {Ax} , A) is a C∗-algebra.
Proof. Follows from the condition (c) of the Definition D.8.27 and the Lemmas
D.8.29, D.8.31.
4.6.2. Since converging to zero submodule C0 (X , {Ax} , A) (cf. Definition 4.5.8) is
C∗-norm closed subalgebra of Cb (X , {Ax} , A) it is a C∗-algebra.
Lemma 4.6.3. In the situation of 4.6.2 there is the natural inclusion
Cb (X , {Ax} ,F) →֒ M (C0 (X , {Ax} ,F))
of C∗-algebras.
Proof. If a ∈ C0 (X , {Ax} ,F) and b ∈ Cb (X , {Ax} ,F) then ab ∈ Cb (X , {Ax} ,F).
Form the Lemma 4.5.11 it follows that norma ∈ C0 (X ) and from the Lemma
4.5.6 it follows that norma, normab ∈ Cb (X ). Taking into account normab ≤
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normanormb we conclude that normab ∈ C0 (X ), hence from the Lemma 4.5.11
one has ab ∈ C0 (X , {Ax} ,F). Similarly we prove that ba ∈ C0 (X , {Ax} ,F), so
b ∈ M (C0 (X , {Ax} ,F)).
4.6.4. If A = C0 (X , {Ax} , A) is a C∗-algebra with continuous trace and U is any
subset then denote by C0 (V , {Ax} , A) the V-restriction of C0 (X , {Ax} , A) (cf. Def-
inition 4.5.32). The space C0 (V , {Ax} , A) has the natural structure of *-algebra
with C∗-norm. It is norm closed (cf. Remark 4.5.34), so C0 (V , {Ax} , A) is a C∗-
algebra.
Lemma 4.6.5. Consider the above situation. If X is a normal space and V ⊂ X is compact
then the following conditions hold.
(i) If A|V is given by the Equation D.2.8 then there is the natural *-isomorphism
A|V ∼= C0 (V , {Ax} , A).
(ii) The spectrum of A|V coincides with V .
Proof. (i) From D.2.8 it follows that there is the surjective *-homomorphism p′ :
A→ A|V . From the Lemma 4.5.36 it turns out that is the surjective *-homomorphism
p′ : A → C0 (V , {Ax} , A). From ker p′ = ker p′′ = A|X\U it follows that A|V ∼=
C0 (V , {Ax} , A).
(ii) The spectrum of C0 (V , {Ax} , A) equals to V so from(i) of this Lemma it follows
that the spectrum of A|V coincides with V .
Below in this Section we assume that all topological spaces are paracompact,
connected and locally connected.
Lemma 4.6.6. If F is a continuity structure for X and the {Ax}x∈X , such that Ax is a
C∗-algebra for all x ∈ X and p : X˜ → X is a covering then
(i) The map liftp : C (X , {Ax} ,F) →֒ liftp [X , {Ax} ,F ] is injective homomorphism
of involutive algebras.
(ii) The restriction
lift p
∣∣∣
Cb(X ,{Ax},F )
: Cb (X , {Ax} ,F) →֒ Cb
(
liftp [X , {Ax} ,F ]
)
is a homomorphism of C∗-algebras.
(iii) If p is a finite-fold covering then there is an injective *-homomorphism of C∗-algebras
lift p
∣∣∣
C0(X ,{Ax},F )
: C0 (X , {Ax} ,F) →֒ C0
(
liftp [X , {Ax} ,F ]
)
.
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Proof. (i) If
a ∈ C (X , {Ax}x∈X ,F) , b ∈ C (X , {Ax}x∈X ,F)
then a, b and ab are represented by families
{ax ∈ Ax} , {bx ∈ Ax} , {axbx ∈ Ax} .
Otherwise liftp (a) , liftp (a) , liftp (ab) ∈ liftp [X , {Ax} ,F ] are represented by fami-
lies {
a˜x˜ = ap(x˜) ∈ Ap(x˜)
}
x˜∈X˜
,
{
b˜x˜ = bp(x˜) ∈ Ap(x˜)
}
x˜∈X˜
,{
a˜x˜ b˜x˜ = ap(x˜)bp(x˜) = (ab)p(x˜) ∈ Ap(x˜)
}
x˜∈X˜
,
hence one has
liftp (ab) = liftp (a) liftp (b) . (4.6.1)
Element a∗ is represented by the family {a∗x ∈ Ax} and liftp (a) is represented by
the family
{
a˜∗x˜ = a
∗
p(x˜) ∈ Ap(x˜)
}
x˜∈X˜
it turns out that
liftp (a
∗) = liftp (a)
∗ . (4.6.2)
(ii) Follows from (i) and (4.5.51).
(iii) Follows from (i) and (4.5.52).
4.6.7. Let X be a connected, locally connected, locally compact, Hausdorff space
called the base space; and for each x in X , let Ax be a C∗-algebra. Let us consider
a continuity structure F for X and the {Ax}x∈X (cf. Definition D.8.27). Denote by
A def= C0
(X , {Ax}x∈X ,F) . (4.6.3)
Let us consider the category FinCov-X given by the Definition 4.3.25. From 4.6.2
it turns out that C0 (X , {Ax} ,F) is a C∗-algebra. If p is a finite-fold covering then
from the Lemma 4.6.6 it follows that liftp induces the injective *-homomorphism
C0 (X , {Ax} ,F) →֒ C0
(
liftp [X , {Ax} ,F ]
)
of C∗-algebras. From the Lemma 4.5.41 it follows contravariant functor A0 from
FinCov-X to the category of C∗-algebras such that
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• If p : X˜ → X is an object of the category FinCov-X , i.e. p is a transitive
finite-fold covering then
A0 (p)
def
=
(
C0 (X , {Ax} ,F) →֒ C0
(
liftp [X , {Ax} ,F ]
))
. (4.6.4)
We also write A0
(
X˜
)
instead of A0 (p) and use the notation
A0
(
X˜
)
def
= C0
(
liftp [X , {Ax} ,F ]
)
(4.6.5)
which is alternative to (4.6.4) (cf. Remark 4.3.27).
• If p12 : X˜1 → X˜2 is morphism form p1 : X˜1 → X to p2 : X˜2 → X , i.e.
p1 = p12 ◦ p2, then
A0
(
p12
)
def
= liftp12
∣∣∣
A0(X˜2)
: A0
(
X˜2
)
→֒ A0
(
X˜1
)
. (4.6.6)
Definition 4.6.8. The described in 4.6.7 contravariant functor A0 is from the cate-
gory the category FinCov-X to the category of C∗- algebras and *-homomorphisms
is said to by the finite covering functor associated with A =
(X , {Ax}x∈X ,F).
Definition 4.6.9. Let X be a connected, locally connected, locally compact, Haus-
dorff space and for each x in X , let Ax be a C∗-algebra. Let us consider a con-
tinuity structure F for X and the {Ax}x∈X (cf. Definition D.8.27). Suppose that
A def=
(X , {Ax}x∈X ,F). If p : X˜ → X is a transitive covering then we use the
following notation for C∗-algebras and their injective *-homomorphisms:
Ac (X ) def= Cc (X , {Ax} ,F) ,
A0 (X ) def= C0 (X , {Ax} ,F) ,
Ab (X ) def= Cb (X , {Ax} ,F) ,
Ac
(
X˜
)
def
= Cc
(
liftp [C (X , {Ax} ,F)]
)
,
A0
(
X˜
)
def
= C0
(
liftp [C (X , {Ax} ,F)]
)
,
Ab
(
X˜
)
def
= Cb
(
liftp [C (X , {Ax} ,F)]
)
,
Ab (p)
def
= lift p
∣∣∣
A0(X )
: A0 (X ) →֒ Ab
(
X˜
)
,
Ab (p)
def
= lift p
∣∣∣
Ab(X )
: Ab (X ) →֒ Ab
(
X˜
)
(4.6.7)
(cf. (ii) of the Lemma 4.6.6).
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Remark 4.6.10. If Ax is a C∗-algebra for any x ∈ X then for any a, b ∈ C0 (X , {Ax} ,F)
and a˜, b˜ ∈ C0
(
liftp [C (X , {Ax} ,F)]
)
one has
supp a˜ ⊂ U˜ OR supp b˜ ⊂ U˜ ⇒ descp
(
a˜b˜
)
= descp (a˜) descp
(
b˜
)
,
supp a ⊂ U OR supp b ⊂ U ⇒ liftpU˜ (ab) = lift
p
U˜ (a) lift
p
U˜ (b) ,
supp a˜ ⊂ U˜ ⇒ descp (a˜∗) = descp (a˜)∗ ,
supp a ⊂ U ⇒ liftpU˜ (a
∗) = liftpU˜ (a)
∗ .
(4.6.8)
4.6.11. Consider a special case of the Definition 4.6.8 Let X be a locally compact
Hausdorff space. If we consider a family {Cx}x∈X of Banach spaces each of which
is isomorphic to C then C0 (X ) is a continuity structure for X and the {Cx}.
Moreover if p : X˜ → X is a finite fold covering then one has
Cb
(
X˜
) ∼= Cb (liftp [C0 (X , {Cx} ,C0 (X ))]) ,
C0
(
X˜
) ∼= C0 (liftp [C0 (X , {Cx} ,C0 (X ))]) . (4.6.9)
Definition 4.6.12. Consider the finite covering functor associated with
A = (X , {Cx} ,C0 (X ))
(cf. Definition 4.6.8) from the category FinCov-X to the category of C∗- algebras
and *-homomorphisms is said to be the finite covering algebraic functor. We denote
this functor by C0. The restriction of C0 on FinCov-(X , x0) is also said to be the
finite covering algebraic functor and also denoted by C0.
Remark 4.6.13. If we use described in the Remark 4.3.27 alternative notation then
for any object p : X˜ → X of FinCov-X the value of C0 coincides with C0
(
X˜
)
, i.e.
this notation is tautological. If p12 : X˜1 → X˜2 is a morphism form p1 : X˜1 → X to
p2 : X˜2 → X , i.e. p12 is a continuous map p : X˜1 → X˜2 such that p12 ◦ p2 = p1 (cf.
Definition 4.3.25) then
C0
(
p12
)
def
= C0
(
p12
)
: C0 (X2) →֒ C0 (X1) . (4.6.10)
is the natural injective *-homomorphism.
Lemma 4.6.14. Let X be a connected, locally connected, locally compact, Hausdorff space,
and let F be continuity structure for X and the {Ax}x∈X (cf. Definition D.8.27) where
Ax is a C∗-algebra for every x ∈ X . Let p : X˜ → X be a covering. Let U˜ be an open set
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such that the restriction p|U˜ is injective and U = p
(
U˜
)
. If the closure of U is compact,
both C0 (X , {Ax} ,F)|U and C0
(
liftp [C (X , {Ax} ,F)]
)∣∣∣U˜ are given by (4.5.12) then
there is the natural *-isomorphism
C0 (X , {Ax} ,F)|U ∼= C0
(
liftp [C (X , {Ax} ,F)]
)∣∣∣U˜ .
Proof. There are two C-linear maps
lift
p
U˜ : C0 (X , {Ax} ,F)|U → C0
(
liftp [C (X , {Ax} ,F)]
)∣∣∣U˜ ,
descp : C0
(
liftp [C (X , {Ax} ,F)]
)∣∣∣U˜ → C0 (X , {Ax} ,F)|U
and from (4.5.70) it turns out that the maps are mutually inverse. Moreover from
(4.6.8) it follows that both maps are ∗-homomorphisms.
Lemma 4.6.15. Let X be a connected, locally connected, locally compact, Hausdorff space,
and let F be continuity structure for X and the {Ax}x∈X (cf. Definition D.8.27) where
Ax is a C∗-algebra for every x ∈ X . Suppose that A def= C0
(X , {Ax}x∈X ,F).
(i) If p : X˜ → X is a transitive covering then there is the natural injective *-
homomorphism
M (A (p)) : M (A0 (X )) →֒ M
(
A0
(
X˜
))
. (4.6.11)
(ii) There is the natural action G
(
X˜
∣∣∣X )×M (A0 (X˜ ))→ M (A0 (X˜ )).
(iii) If p : X˜ → X is a transitive finite-fold covering then M (A (p)) induces the
following *-isomorphism
M (A0 (X )) ∼= M
(
A0
(
X˜
))G( X˜ |X )
. (4.6.12)
Proof. (i) From the Theorem D.8.33 it turns out than any a ∈ M (A (p)) cor-
responds to the strictly continuous section {ax ∈ M (Ax)}x∈X . The section de-
fines the section
{
a˜x˜ = ap(x˜) ∈ M
(
A˜x˜
)
= M
(
Ap(x˜)
)}
x˜∈X˜
. Let x˜0 ∈ X˜ be any
point consider an open neighborhood U˜ of x˜0 such that the restriction p|U˜ :
U˜ ≈−→ U = p
(
U˜
)
is a injective. If f˜x˜0 is given by (4.1.7) such that supp f˜x˜0 ⊂ U˜
and there is an open neighborhood V˜ of x˜0 such that f˜x˜0
(
V˜
)
= 1. If c˜ ∈
141
A0
(
X˜
)
= C0
(
liftp [C (X , {Ax} ,F)]
)
, then supp f˜x˜0 c˜ ⊂ U˜ . Let c = descp (a˜)
(cf. Definition 4.5.56). From the Theorem D.8.33 it follows that for any ε there
is an open V ′ neighborhood of x0 = p (x˜0) and the element b ∈ F such that
‖cx (ax − bx)‖+ ‖(ax − bx) cx‖ < ε for every x in V ′. One can suppose V ′ ⊂ V . Let
fx0 = descp
(
f˜x˜0
)
, a˜ = liftpU˜ ( fx0a), b˜ = lift
p
U˜ ( fx0b). Direct check shows that
‖c˜x˜ (a˜x˜ − a˜x˜)‖+ ‖(a˜x˜ − a˜x˜) c˜x˜‖ < ε
for all x˜ ∈ p−1V ′ ∩ U˜ . From the the Theorem D.8.33 it turns out that
a˜ = {a˜x˜} ∈ M
(
C0
(
liftp [C (X , {Ax} ,F)]
)) ∼= M (A0 (X˜)) .
The map a 7→ a˜ is the required by this lemma injective *-homomorphism from
M (A0 (X )) to M
(
A0
(
X˜
))
.
(ii) If a˜ ∈ M
(
A0
(
X˜
))
represented by the section
{
a˜x˜ ∈ M
(
Ap(x˜)
)}
x˜∈X˜
and
g ∈ G
(
X˜
∣∣∣X ) then we define ga˜ ∈ M (A0 (X˜)) as the element represented by
the section
{
a˜gx˜ ∈ M
(
Ap(x˜)
)}
x˜∈X˜
.
(iii) Every a˜ ∈ M
(
A0
(
X˜
))G( X˜ |X )
represented by a section
{
a˜x˜ ∈ M
(
Ap(x˜)
)}
x˜∈X˜
such that a˜x˜ = a˜gx˜ for each g ∈ G
(
X˜
∣∣∣X ). If turns out that p (x˜′) = p (x˜′′) ⇒
a˜x˜′ = a˜x˜′′ , hence there is the section
{
ax ∈ M
(
Ap(x)
)}
x∈X
such that a˜x˜ = ap(x˜) for
every x˜ ∈ X . It turns out
M (A0 (X )) (a) = a˜,
i.e. one has the surjective *-homomorphism
M (A0 (X ))→ M
(
A0
(
X˜
))G( X˜ |X )
.
However the *-homomorphism M (A0 (X )) → M
(
A0
(
X˜
))
is injective and
M
(
A0
(
X˜
))G( X˜ |X ) ⊂ M (A0 (X˜ ))
hence the map M (A0 (X )) → M
(
A0
(
X˜
))G( X˜ |X )
is injective, so one has the
*-isomorphism M (A0 (X )) ∼= M
(
A0
(
X˜
))G( X˜ |X )
.
142
Lemma 4.6.16. Let X be a connected, locally connected, locally compact, Hausdorff space,
and let F be continuity structure for X and the {Ax}x∈X (cf. Definition D.8.27) where
Ax is a C∗-algebra for every x ∈ X . Let p : X˜ → X be a transitive covering. Suppose that
U ⊂ X is a connected open subset evenly covered by U˜ ⊂ X˜ . Let a ∈ Cc (X , {Ax} ,F)
be such that supp a ⊂ U . If a˜ = liftU˜ (a) then following conditions hold:
(i) The series
∑
g∈G( X˜ |X )
ga˜.
is convergent in the strict topology of M
(
C0
(
liftp [C (X , {Ax} ,F)] X˜
))
(cf. Def-
inition D.1.12),
(ii)
∑
g∈G( X˜ |X )
ga˜ = a = liftp ◦ descp (a˜) ∈
∈ Cb
(
liftp [C (X , {Ax} ,F)]
)
⊂
⊂ M
(
C0
(
liftp [C (X , {Ax} ,F)]
))
.
(4.6.13)
Proof. (i) If b˜ ∈ C0
(
liftp [C (X , {Ax} ,F)]
)
and ε > 0 then from the Definition
A.1.21 it turns out there is a compact set V˜ ⊂ X˜ such that
∥∥∥b˜ (x˜)∥∥∥ < ε2‖a˜‖ for any
x˜ ∈ X˜ \ V˜ . Let us prove that the set
G0 =
{
g ∈ G
(
X˜
∣∣∣X )∣∣∣ V˜ ∩ gU˜ 6= ∅}
If G0 is not finite then there is an infinite closed set X˜ ′ =
{
x˜g
}
g∈G0 such that
x˜g ∈ V˜ ∩ U˜ . If g′ 6= g′′ then both g′U˜ and g′′U˜ are open neighborhoods of both
x˜g′ and x˜g′′ such that g′U˜ ∩ g′′U˜ = ∅. It means that the set X˜ ′ is discrete. From
X˜ ′ ⊂ V˜ it follows that X˜ ′ is compact, however any infinite discrete set is not
compact. From this contradiction we conclude that the set G0 is finite. For any
G′ ⊂ G
(
X˜
∣∣∣X ) such that G0 ⊂ G′ a following condition holds∥∥∥∥∥b˜
(
∑
g∈G′
ga˜− ∑
g∈G0
ga˜
)∥∥∥∥∥+
∥∥∥∥∥
(
∑
g∈G′
ga˜− ∑
g∈G0
ga˜
)
b˜
∥∥∥∥∥ < ε.
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The above equation means that the series is convergent in the strict topology of
M
(
C0
(
liftp [C (X , {Ax} ,F)] X˜
))
.
(ii) If b˜ ∈ C0
(
liftp [C (X , {Ax} ,F)] X˜
)
and x˜0 ∈ X˜ then
(
a˜b˜
)
x˜0
= ap(x˜0)b˜x˜0 . If
ap(x˜0) = 0 then
(
a˜b˜
)
x˜0
= 0. Otherwise there is x˜′0 ∈ U˜ such that p (x˜′0) = p (x˜0).
From (4.5.42) it turns out a˜x˜′0 = ap(x˜′0)
. The covering p is transitive, so there is the
unique g ∈ G
(
X˜
∣∣∣X ) such that x˜0 = gx˜′0. So one has (ga˜)x˜0 = ap(x˜0). If g′ 6= g
then gU˜ ⋂ U˜ = ∅. It turns out that (g′ a˜)x˜0 = 0 for any g′ 6= g. Hence one has ∑
g′∈G( X˜ |X )
g′ a˜

x˜0
= (ga˜)x˜0 = c
−1
x˜0
(
ap(x˜0)
)
where cx˜0 is given by (4.5.41),
it follows that ∑
g′∈G( X˜ |X )
g′ a˜
 b˜

x˜0
=
b˜
 ∑
g′∈G( X˜ |X )
g′ a˜

x˜0
= b˜x˜0ap(x˜0).
The above equation means that
∑
g∈G( X˜ |X )
ga˜ = a = liftp ◦ descp (a˜) ∈ M
(
C0
(
liftp [C (X , {Ax} ,F)]
))
.
4.6.17. Suppose that K = K (H) is a simple C∗-algebra (cf. Definition D.1.31) of
compact operators where H = C or H = Cn or H = ℓ2 (N). If A is C∗-algebra
such that the spectrum X of A is Hausdorff then A is a CCR algebra (cf. Remark
D.8.24). There is a family {repx (A)}x∈X such that repx (A) is simple C∗-algebra
for all x ∈ X . From the Lemma D.8.26 it follows that A is a continuity structure
for X and the {Ax} (cf. Definition D.8.27). Otherwise from the Lemma 4.5.4 it
turns out that
A ∼= C0
(
X ,
{
Ax
def
= repx (A)
}
x∈X
, A
)
(4.6.14)
where Ax ∼= K (H) for all x ∈ X . If p : X˜ → X is a covering then A0
(
X˜
)
def
=
C0
(
X˜ ,
{
A˜x˜
}
, F˜
)
are C∗-algebra with continuous trace and X˜ is the spectrum of
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A0
(
X˜
)
. If a˜ ∈ A0
(
X˜
)
) is represented by the family {a˜x˜}x˜∈X˜ then one has
a˜x˜ = repx˜ (a˜) (4.6.15)
where repx˜ : A0
(
X˜
)
→ B (Hx˜) is the irreducible representation which corre-
sponds to x˜ (cf. Equation D.2.3). If πa : A0
(
X˜
)
→֒ B (Ha) is the atomic represen-
tation (cf. Definition D.2.33) then Ha = ⊕x˜∈X˜ Hx˜ and πa = ⊕x˜∈X˜ repx˜. Otherwise
the representation πa can be uniquely extended up to πa : Ab
(
X˜
)
→ B (Ha).
From (4.6.7) it turns out there is the injective *-homomorphism liftp : A0 (X ) →֒
Ab
(
X˜
)
so A0 (X ) can be regarded as a subalgebra of Ab
(
X˜
)
.
Lemma 4.6.18. Consider the situation 4.6.17. Suppose that U ⊂ X is a connected open
subset evenly covered by U˜ ⊂ X˜ . Let a˜ ∈ A0
(
X˜
)
be an element such that supp a˜ ⊂ U˜ .
The following conditions hold:
(i) The series
∑
g∈G( X˜ |X )
πa (ga˜) . (4.6.16)
is convergent in the strong topology of B (Ha) (cf. Definition D.1.20 ),
(ii)
∑
g∈G( X˜ |X )
πa (ga˜) = πa
(
descp (a˜)
)
(4.6.17)
where descp (a˜) ∈ A is the p-descend a˜ of (cf. Definition 4.5.56) and A is regarded as a
subalgebra of Ab
(
X˜
)
(cf. Lemma 4.6.16).
Proof. (i) Since Ha is the Hilbert completion of the algebraic direct sum ⊕x˜∈X˜ Hx˜
one can apply the Lemma 3.1.28. If
ζ =
0, ... , ζ x˜︸︷︷︸
x˜th−place
, ..., 0

For all g ∈ G
(
X˜
∣∣∣X ) one has
(ga˜) ζ =
{
0 x˜ /∈ gU˜
(ga˜) ζ = descp (a˜) ζ x˜ ∈ gU˜
,
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hence for each finite subset G ⊂ G
(
X˜
∣∣∣X ) the following condition holds(
∑
g∈G
ga˜
)
ζ =
{
0 x˜ /∈ ∪g∈GgU˜
(ga˜) ζ = descp (a˜) ζ x˜ ∈ ∪g∈GgU˜
(4.6.18)
From the Equitation (4.6.18) it follows that the series
(
∑g∈G( X˜ |X ) ga˜
)
ζ is norm
convergent. From the Lemma it turns out that the series 4.6.16 is convergent in
the strong topology of B (Ha).
(ii) Follows from the Equation (4.6.18).
Lemma 4.6.19. Let A def= C0
(X , {Ax}x∈X ,F) be a C∗-algebra described in 4.6.17, and
suppose that X is a connected, locally connected, locally compact, Hausdorff space. Let
both p1 : X˜1 → X , p2 : X˜2 → X are transitive coverings. If π12 : A0
(
X˜1
)
→ A0
(
X˜2
)
is an injective *-homomorphism such that A0 (p1) = π12 ◦ A0 (p2) (cf. Notation (4.6.4))
then following conditions hold:
(a) There is the transitive covering p21 : X˜2 → X˜1 such that π12 = A0
(
p21
)
(cf. Equation
(4.6.7)).
(b) If
Gj =
{
g ∈ Aut
(
A0
(
X˜j
)) ∣∣∣ ga = a ∀a ∈ A} , j = 1, 2 (4.6.19)
then for there are the natural isomorphisms
Gj ∼= G
(
X˜j
∣∣∣X ) , j = 1, 2. (4.6.20)
Moreover one has
G2π12
(
A0
(
X˜1
))
= π12
(
A0
(
X˜1
))
.
(c) The natural homomorphism h : G2 → G1 such that
π12 (h (g) a1) = g ◦ π12 (a1) , ∀a1 ∈ A0
(
X˜1
)
is surjective.
(d) If ρ : A0
(
X˜1
)
→ A0
(
X˜2
)
is any injective *-homomorphism such that A0 (p2) =
ρ ◦ A0 (p1) then there is the unique g ∈ G1 such that
ρ = π12 ◦ g.
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Proof. (a) Let x˜2 ∈ X˜2. Let U˜ ′2 is a connected open subset neighborhood of x˜2
which is mapped homeomorphically onto p2
(
U˜ ′2
)
. There is a connected open
subset U˜ ′1 ⊂ X˜1 which is mapped homeomorphically onto p1
(
U˜ ′1
)
and p2 (x˜2) ∈
p1
(
U˜ ′1
)
. Let us select an open connected neighborhood U of p2
(×˜2) such that
U ⊂ p1
(
U˜ ′1
)
∩ p2
(
U˜ ′2
)
and let U˜1 def= U˜ ′1 ∩ p−11 (U) and U˜2
def
= U˜ ′2 ∩ p−12 (U). If the
ideals A|U ⊂ A, A0
(
X˜1
)∣∣∣U˜1 ⊂ A0
(
X˜1
)
and A0
(
X˜2
)∣∣∣U˜2 ⊂ A0
(
X˜2
)
are given by
the Equation (D.2.7) ideals then the generated by A0 (p1) (A|U ) and A0 (p2) (A|U )
hereditary subalgebras of A0
(
X˜1
)
and A0
(
X˜2
)
are equal to
⊕
g1∈G( X˜1|X )
g1 A0
(
X˜1
)∣∣∣U˜1 ⊂ A0
(
X˜1
)
,
⊕
g2∈G( X˜2|X )
g2 A0
(
X˜2
)∣∣∣U˜2 ⊂ A0
(
X˜2
)
,
(4.6.21)
i.e. there are direct sum decompositions of both
(
A, A0
(
X˜1
)
,G
(
X˜1
∣∣∣X ) , A0 (p1))
and
(
A, A0
(
X˜2
)
,G
(
X˜2
∣∣∣X ) , A0 (p2)) (cf. Definition 2.2.16). The system of equa-
tions (4.6.21) is a special instance of the equations 2.2.13. If
pe :
⊕
g∈G( X˜2|X ) g A0
(
X˜2
)∣∣∣U˜2 → A0
(
X˜2
)∣∣∣U˜2 is the natural projection then from
the Lemma 2.2.17 it follows that there is the unique g1 ∈ G1 such that pe ◦
π12
(
g1 A0
(
X˜1
)∣∣∣U˜1
)
6= {0}. Both homeomorphisms U˜2 ∼= U and g1U˜1 ∼= U yield a
homeomorphism ϕ : U˜2 → g1U˜1 ∼= U . Assume that p21 (x˜2)
def
= ϕ (x˜2). This defini-
tion does not depend on choice of the sets U , U˜1, U˜2 because if we select U ′ ⊂ U ,
U˜ ′1 ⊂ U˜1, U˜ ′2 ⊂ U˜2 such that x˜2 ∈ U˜ ′2 then we obtain the same p21 (x˜2). In result
one has a continuous map p21 : X˜2 → X˜1 which is surjective because π12 is injec-
tive. From the Lemma 2.2.17 it follows that there is the surjecive homomorphism
φ : G2 → G1 such that
π12
(
g1 A0
(
X˜1
)∣∣∣U˜1
)
⊂ ⊕
g2∈kerφ
g2 A0
(
X˜2
)∣∣∣U˜2
It turns out that (
p21
)−1 (
g1U˜2
)
=
⊔
g2∈ker φ
g2U˜1,
147
i.e. p21 is a covering. From the Corollary 4.3.8 it turns that the map p
2
1 is a transitive
covering.
(b) If gj ∈ Gj then from (a) of this lemma it follows that there is a covering qj :
X˜j → X˜j such that qj = pj ◦ qj and A0
(
qj
)
= g. From the Definition A.2.3 it turns
out that qj ∈ G
(
X˜j
∣∣∣X ) and one has the isomorphism
Gj ∼= G
(
X˜j
∣∣∣X ) ,
gj 7→ qj.
The equation
G2π12
(
A0
(
X˜1
))
= π12
(
A0
(
X˜1
))
.
follows from (4.5.54) and the isomorphism Gj ∼= G
(
X˜j
∣∣∣X ).
(c) Follows from (4.6.20) and the natural surjective homomorphism G
(
X˜2
∣∣∣X )→
G
(
X˜1
∣∣∣X ) .
(d) If ρ : A0
(
X˜1
)
→ A0
(
X˜2
)
is any *-homomorphism then from (a) of this lemma
it turns out that there is a covering q : X˜1 → X such that p1 ◦ q = p2 and ρ = C0 (q).
From the Lemma 4.3.28 it follows that there is g ∈ G
(
X˜1
∣∣∣X ) such that q = g ◦ p.
It follow that
C0 (q) = C0
(
p21
) ◦ g (4.6.22)
where g is regarded as element of Aut
(
A0
(
X˜1
))
. Taking into account ρ = C0 (q)
and π12 = C0
(
p21
)
the equation (4.6.22) is equivalent to ρ = π12 ◦ g.
4.7 Continuous structures and sheaves
If we consider the situation of the Definition H.4.6 then inverse image sheaf f−1G
on X be the sheaf associated to the presheaf U 7→ limV⊇ f (U ) G (V), where U is any
open set in X , and the limit is taken over all open sets V of V containing f (U). If
the map f is surjective then one has limV⊇ f (X ) G (V) ∼= G (X ) it follows that there
is the injective homomorphism
p−1
G
: G (X ) →֒ f−1G (Y) (4.7.1)
of Abelian groups.
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Let F be a continuity structure for X and the {Ax}x∈X , and let C (X , {Ax} ,F)
the Cb (X )-module of continuous sections (with respect to) F vector fields. For any
a ∈ C (X , {Ax} ,F) there is a family {ax ∈ Ax}x∈X . For any open subset U ⊂ X
there is the restriction a|U which is a family {ax ∈ Ax}x∈U . The image of the map
a 7→ a|U is an Abelian group we denote it by G (X , {Ax} ,F) (U). Clearly the map
U 7→ G (X , {Ax} ,F) (U) (4.7.2)
yields a presheaf.
Definition 4.7.1. The sheaf associated with the given by (4.7.2) presheaf is the sheaf
of the continuity structure F . We denote it by C (X , {Ax} ,F).
Lemma 4.7.2. Let X be a locally compact, locally connected, Hausdorff space. Let F be a
continuity structure for X and the {Ax}x∈X . Let p : X˜ → X be a covering and
C
(
X˜ ,
{
A˜x˜
}
, F˜
)
= liftp [C (X , {Ax} ,F)]
is the p-lift of C (X , {Ax} ,F) (cf. Definition 4.5.40). If both C (X , {Ax} ,F) and
C
(
X˜ ,
{
A˜x˜
}
, F˜
)
are sheaves of the continuity structures F and F˜ respectively then
C
(
X˜ ,
{
A˜x˜
}
, F˜
)
is the inverse image of C (X , {Ax} ,F) (cf. Definition H.4.6), i.e.
C
(
X˜ ,
{
A˜x˜
}
, F˜
)
= p−1 (C (X , {Ax} ,F)).
Proof. From the Definition H.4.6 it follows that p−1 (C (X , {Ax} ,F)) is associ-
ated to the presheaf G given by U˜ 7→ limU⊇p(U˜) C (X , {Ax} ,F) (U), where U˜
is any open set in X˜ , and the limit is taken over all open sets U of X contain-
ing p
(
U˜
)
. In particular if U˜ is homeomorphically mapped onto p
(
U˜
)
then
G
(
U˜
) ∼= C (X , {Ax} ,F) (p (U˜)). Let s˜ ∈ p−1 (C (X , {Ax} ,F)) (U˜). From
(2) of H.4.5 it follows that for any x˜ ∈ U˜ there is an open neighborhood V˜ of
x˜ such that V˜ ⊂ U˜ and the element t˜ ∈ G
(
V˜
)
such that for all y˜ ∈ V˜ the
germ t˜y˜ of t˜ at y˜ is equal to s˜ (y˜). For any x˜ we select an neighborhood V˜x˜ of
x˜ such that V˜x˜ satisfies to (2) of H.4.5 and V˜x˜ is homeomorphically mapped onto
p
(
V˜x˜
)
. From G
(
V˜x
) ∼= C (X , {Ay} ,F) (p (V˜x)) it follows that the restriction
s˜|V˜x corresponds to element sx˜ ∈ C
(X , {Ay} ,F) (p (V˜x)). From the Definition
4.7.1 it follows that sx˜ corresponds to a continuous (with respect to F ) family{
ay ∈ Ay
}
y∈p(V˜x). So if cy˜ : A˜y˜ → Ap(y˜) is given by (4.5.41) for any y˜ ∈ V˜x
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then there is continuous (with respect to F˜ ) family
{
a˜y˜ = c−1
(
ap(y˜)
)}
y˜∈V˜x˜
. Let
x˜′, x˜′′ ∈ U˜ . If both
{
a˜′y˜′
}
y˜′∈V˜x˜′
and
{
a˜′′y˜′′
}
y˜′′∈V˜x˜′′
are families corresponding to both
s˜|V˜x′ and s˜|V˜x′′ then from s˜|V˜x′
∣∣∣V˜x′∩V˜x′′ = s˜|V˜x′′
∣∣∣V˜x′∩V˜x′′ it follows that a˜′y˜ = a˜′′y˜ for all
y˜ ∈ V˜x′ ∩ V˜x′′ . So there is the single family
{
a˜y˜
}
y˜∈U˜ which is the combination of
continuous (with respect to F˜ ) families {a˜y˜}y˜∈V˜x˜ The family {a˜y˜}y˜∈U˜ continuous
(with respect to F˜ ) so it corresponds the element of C
(
X˜ ,
{
A˜x˜
}
, F˜
) (
U˜
)
.
4.7.3. If we consider the situation of proof of the Lemma 4.7.2 then the map
liftp : C (X , {Ax} ,F) →֒ liftp [C (X , {Ax} ,F)]
is in fact an injective homomorphism
liftp : C (X , {Ax} ,F) (X ) →֒ p−1 (C (X , {Ax} ,F))
(
X˜
)
of Abelian groups. One the other hand from (4.7.1) it follows that there is an
injective homomorphism
p−1
C (X ,{Ax},F ) : C (X , {Ax} ,F) (X ) →֒ p
−1 (C (X , {Ax} ,F))
(
X˜
)
.
From the given by proof of the Lemma 4.7.2 construction one has
p−1
C (X ,{Ax},F ) = liftp. (4.7.3)
Example 4.7.4. Let X be a locally compact Hausdorff space. If we consider a
family {Cx}x∈X of Banach spaces each of which is isomorphic to C then C0 (X ) is
a continuity structure for X and the {Cx}. Moreover one has
C0 (X ) = C0 (X , {Cx} ,C0 (X ))
If p : X˜ → X is a covering then Cb
(
X˜
) ∼= Cb (liftp [C0 (X , {Cx} ,C0 (X ))]) and
C0
(
X˜
) ∼= C0 (liftp [C0 (X , {Cx} ,C0 (X ))]). There is the sheaf
C
(
X˜ , {Cx˜} ,C0 (X )
)
of continuous functions.
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Example 4.7.5. If (S ,π,X ) is a Hermitian vector bundle then there is a family
{Sx}x∈X . From the Lemma 4.5.4 it turns out that Γ (X ,S) is a continuity structure
for X and the {Sx}. Moreover one has
Γ (X ,S) = C (X , {Sx} , Γ (X ,S))
If p : X˜ → X is a covering and S˜ is the inverse image of S by p then from the
Lemma 4.5.59 it follows that
Γ
(
X˜ , S˜
)
= liftp [C (X , {Sx} , Γ (X ,S))]
Hence one can apply to Γ (X ,S) and Γ
(
X˜ , S˜
)
given by Definition 4.5.56 opera-
tions of the lift and the descent.
4.7.6. Let X be a locally compact Hausdorff space. Let F be a continuity structure
for X and the {Ax}x∈X , and let C
def
= C (X , {Ax} ,F) be the sheaf of the continuity
structure F (cf. Definition 4.7.1). From the Lemma D.8.30 for any open subset
U ⊂ X there is the natural action Cb (X )×C (U) → C (U). If S ⊂ C is a subsheaf
of C then it is possible that Cb (X )S (U) 6⊂ S (U). However it is possible that
there is a subring R ⊂ Cb (X ) such that RS (U) ⊂ S (U).
Definition 4.7.7. Let M be a Riemannian manifold Let F be a continuity structure
for M and the {Ax}x∈M, and let C
def
= C (M, {Ax} ,F) be the sheaf of the conti-
nuity structure F (cf. Definition 4.7.1). Let U ⊂ M be an open subset, and let
C∞ (M)× C (U) → C (U) be the action induced by the action Cb (M)× C (U) →
C (U). A subsheaf S ⊂ C is said to be smooth if C∞ (M)S (U) ⊂ S (U) for all
open U ⊂ M.
Lemma 4.7.8. subsheaf S ⊂ C is smooth if and only if for any x ∈ M there is a basis of
open neighborhoods {Uα} of x such that C∞ (M)S (Uα) ⊂ S (Uα).
Proof. If the subsheaf S ⊂ C is smooth then for any x ∈ M there is a basis of
open neighborhoods {Uα} of x such that C∞ (M)S (Uα) ⊂ S (Uα). Conversely
let U ⊂ M be an open subset. For any x ∈ U we select an open neighborhood
Ux ∈ {Uα} such that Ux ⊂ U , so one has U = ∪x∈UUx. From the Definition H.4.2 it
follows that any section s ∈ S (U) is uniquely defined by its restrictions s|Ux such
that
s|Ux′
∣∣∣Ux′∩ Ux′′ = s|Ux′′
∣∣∣Ux′∩ Ux′′ .
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If f ∈ C∞ (M) then f s|Ux ∈ S (Ux) and
f s|Ux′
∣∣∣Ux′∩ Ux′′ = f s|Ux′′
∣∣∣Ux′∩ Ux′′ .
so from the Definition H.4.2 it follows that f s ∈ S (U), i.e. S is smooth.
Example 4.7.9. Consider the Example 4.7.4. Suppose that X = M is a Riemannian
manifold, and S is a spinor bundle (cf. Section E.4.1). There is a C∞ (M) submod-
ule Γ∞ (M,S) ⊂ Γ (M,S) of smooth sections (cf. Definition E.4.1), which induced
the smooth subsheaf C ∞ (M,S) ⊂ C (M, {Sx} , Γ (X ,S)).
Lemma 4.7.10. Consider the situation of the Definition 4.7.7 and suppose that p : M˜ →
M be a transitive covering of where M˜ has given by the Proposition E.5.1 structure of a
Riemannian manifold. If subsheaf S ⊂ C def= C (M, {Ax} ,F) is smooth then the inverse
image p−1S ⊂ p−1C is smooth.
Proof. Let x˜ ∈ M˜, select a basis
{
U˜α
}
of open connected neighborhoods of x˜ such
that the restriction p|U˜α is injective. If Uα
def
= p
(
U˜α
)
then one has
p−1S
(
U˜α
) ∼= S (Uα)
C∞
(
U˜α
) ∼= C∞ (Uα) . (4.7.4)
From (4.7.4) it follows that C∞
(
U˜α
)
p−1S
(
U˜α
)
⊂ p−1S
(
U˜α
)
and taking into
account the Lemma 4.7.8 we conclude that the sheaf S is smooth.
If consider the situation of the Lemma 4.7.10 then from (4.7.1) it turns out that
there is the following inclusion
p−1
H om(S ,S ) : H om (S ,S ) (M) ⊂ H om
(
p−1S , p−1S
) (
M˜
)
.
where H om is the sheaf of local morphisms (cf. H.4.7). Denote by
E nd (S )
def
= H om (S ,S ) ,
E nd
(
p−1S
)
def
= H om
(
p−1S , p−1S
)
,
p−1
E nd(S )
def
= p−1
H om(S ,S ),
p−1
E nd(S ) : E nd (S ) ⊂ E nd
(
p−1S
)
.
(4.7.5)
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Definition 4.7.11. Let us consider the situation of the Lemma 4.7.10, and sup-
pose that D ∈ E nd (S ) (M), ξ ∈ S (M). We say that both p−1
E nd(S ) (D) ∈
E nd
(
p−1S
) (
M˜
)
and p−1
S
(ξ) ∈ S
(
M˜
)
are the p-inverse images of D and ξ re-
spectively. We write
p−1D def= p−1
E nd(S ) (D) ,
p−1ξ def= p−1
S
(ξ)
(4.7.6)
Remark 4.7.12. If ξ ∈ S (M) and D ∈ E nd (S ) (M) then one has
p−1 (Dξ) = p−1D p−1ξ ∈ S
(
M˜
)
. (4.7.7)
If following conditions hold:
• S ⊂ C
(
X˜ ,
{
A˜x˜
}
, F˜
)
,
• ξ˜ ∈ S
(
M˜
)
,
• there is an open subset U˜ ⊂ M˜ homeomorphically mapped onto p
(
U˜
)
such
that supp ξ˜ ⊂ U˜ ,
then one has
p−1D ξ˜ = liftpU˜
(
D descp
(
ξ˜
))
. (4.7.8)
If both p1 : M˜1 → M and p2 : M˜2 → M˜1 are coverings and p = p2 ◦ p1 then for
every D ∈ E nd (S ) one has
p−1D = p−12
(
p−11 D
)
. (4.7.9)
Example 4.7.13. Consider the situation of the Example 4.7.9, and let p : M˜ → M
be a covering. If S˜ = p∗S is the inverse image of S by p (cf. Definition A.3.7) then
from the Lemma 4.5.59 it follows that there is the natural isomorphism
Γ
(
M˜, S˜
) ∼= liftp [C (M, {Sx} , Γ (M,S))] .
If the subsheaf C ∞
(
M˜, S˜
)
⊂ C
(
M˜, S˜
)
is the p-inverse image of C ∞ (M,S) then
from the Lemma 4.7.10 it follows that the sheaf C ∞
(
M˜, S˜
)
is smooth (cf. Defini-
tion 4.7.7). So if
Γ∞
(
M˜, S˜
)
def
= C ∞
(
M˜, S˜
) (
M˜
)
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then Γ∞
(
M˜, S˜
)
is a C∞
(
M˜
)
-module. The given by (E.4.5) Dirac operator can be
regarded as an element of E nd (C ∞ (M,S)) (M), i.e. D/ ∈ E nd (C ∞ (M,S)) (M).
If D˜/ def= p−1D/ is the p-inverse image of D/ (cf. Definition 4.7.11) then
D˜/ = p−1D/ ∈ E nd
(
C
∞
(
M˜, S˜
)) (
M˜
)
. (4.7.10)
Otherwise from the Equation (4.7.5) it turns out that D˜/ can be regarded as C-linear
operator, i.e.
D˜/ : Γ∞
(
M˜, S˜
)
→ Γ∞
(
M˜, S˜
)
.
If
ΩD
def
= {a [D/ , b] ∈ E nd (C ∞ (M,S)) (M) | a, b ∈ C∞ (M)} (4.7.11)
then ΩD is a C∞ (M)-bimodule and there is the natural inclusion
ΩD ⊂ EndC∞(M) (Γ∞ (M,S)) ⊂ EndC(M) (Γ (M,S)) .
Any ω ∈ ΩD, is given by the family {ωx}x∈X where ωx ∈ End (Sx). There is the
family of normed spaces {Ω′x}x∈X such that any Ω′x is generated by the described
above endomorphisms ωx ∈ End (Sx) and the norm of Ω′x comes from the norm
of End (Sx). If Ωx is the norm completion of Ω′x then Ωx is the Banach space. The
C∞ (M)-module ΩD is a continuous structure for M and {Ωx}x∈X and the space
C0 (M, {Ωx} ,ΩD) induces a sheaf C (M, {Ωx} ,ΩD). On the other hand form
ΩD ⊂ E nd (C ∞ (M,S)) (M) the C∞ (M)-module ΩD induces a smooth subsheaf
C
∞ (ΩD) ⊂ E nd
(
C
∞
(
M˜, S˜
))
.
If U˜ ⊂ M˜ is an open subset such that the restriction pU˜ is injective and a ∈ C∞ (M)
is such that supp a ⊂ U def= p
(
U˜
)
then one has
lift
p
U˜ ([D/ , a]) =
[
p−1D/ , liftpU˜ (a)
]
∈ p−1C ∞ (ΩD)
(
M˜
)
⊂
⊂ EndC∞(M)
(
Γ∞
(
M˜, S˜
))
.
(4.7.12)
4.8 Lifts of continuous functions
Let X be a second-countable, locally compact, Hausdorff space. Let p : X˜ → X
be a transitive covering (cf. Definition 4.3.1). It turns out that for any x ∈ X there
154
is a connected open neighborhood Ux evenly covered by p. Since X be a second-
countable there is a countable subset {xα}α∈A ⊂ X such that X =
⋃
α∈A Uxα .
Denote by Uα def= Uxα . From the Theorems A.1.29 and A.1.30 it turns out that X is
paracompact, and from the Theorem A.1.25 it turns out that there is a partition of
unity
∑
α∈A
aα = 1Cb(X ) (4.8.1)
dominated by {Uα}α∈A .
Lemma 4.8.1. If X is a second countable, locally compact, Hausdorff space and
1Cb(X ) = ∑
α∈A
aα (4.8.2)
is a partition of unity (cf. Definition A.1.23 then the series (4.8.2) is convergent with
respect to the strict topology on the multiplier algebra M (C0 (X )) (cf. Definition D.1.12).
Proof. Suppose the partition of unity is dominated by a countable covering X =⋃
α∈A Uα. If a ∈ C0 (X ) and ε > 0 then from the Definition A.1.21 it turns out
that there is a compact set U ⊂ X such that |a (x)| < ε/2 for every x ∈ X \ U .
Since U is compact from the Corollary 4.2.5 it turns out that there is a covering
sum ∑α∈A0 aα for U (cf. Definition 4.2.6) where the subset A0 ⊂ A if finite. For all
x ∈ U one has ∑α∈A0 aα (x) = 1, it follows that∥∥∥∥∥a− a
(
∑
α∈A0
aα
)∥∥∥∥∥+
∥∥∥∥∥a−
(
∑
α∈A0
aα
)
a
∥∥∥∥∥ < ε.
Remark 4.8.2. In the situation of the Lemma 4.2.3 if fn ∈ C0 (X ) is given by (4.2.2)
then from the Lemma 4.8.1 it follows that there is the limit
1Cb(X ) = β- limn→∞ fn. (4.8.3)
with respect to the strict topology on the multiplier algebra M (C0 (X )) (cf. Defi-
nition D.1.12).
Lemma 4.8.3. Let us consider the situation described in 4.3.12. For every α ∈ A we
select an open connected subset U˜α of X˜ which is homeomorphically mapped onto Uα. One
has
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(i)
X˜ = ⋃
g∈G( X˜ |X ), α∈A
gU˜α (4.8.4)
(ii) If a˜α = liftU˜α (aα) ∈ C0
(
X˜
)
then the series
∑
(g,α)∈G( X˜ |X )×A
ga˜α = 1Cb(X˜ ) (4.8.5)
is a partition of unity dominated by the family{
gU˜α
}
g∈G( X˜ |X ), α∈A . (4.8.6)
Proof. (i) Let x˜0 ∈ X˜ and let x0 = p (x˜0). There is α ∈ A such that x0 ∈ Uα. If
x˜′0 ∈ U˜α is such that p (x˜′0) = x0 then there is g ∈ G
(
X˜
∣∣∣X ) such that x˜0 = gx˜′0,
hence one has x˜0 ∈ gU˜α.
(ii) The series (4.8.1) is a partition of unity it turns out there is an open connected
neighborhood U of x0 and a finite subsetA0 ⊂ Λ such that U ⋂ supp aα = ∅ for any
α ∈ A \A0 and U ⋂ Uα 6= ∅ for any α ∈ A0. There is the unique connected open
neighborhood U˜ of x˜0 such that U˜ which is mapped homeomorphically onto U .
For any α ∈ A0 there is U ⋂ supp aα 6= ∅, so there is xα ∈ U ⋂ supp aα. Otherwise
there are x˜α ∈ U˜ , x˜′α ∈ U˜α such that p (x˜α) = p (x˜′α) = xα. The covering p is a
transitive, so there is the unique gα ∈ G
(
X˜
∣∣∣X ) such that gα x˜′α = x˜α. It follows
that gα supp a˜α
⋂ U˜ ∼= supp aα ⋂U . So there is a finite subset
A˜0 =
{
gαU˜α
}
α∈A0
⊂
{
gU˜α
}
g∈G( X˜ |X ), α∈A
such that U˜ ⋂ gα supp a˜α 6= ∅ if U ⋂ gα supp a˜α ∈ Λ˜0 and U˜ ⋂ gαU˜α = ∅ if
U˜ ⋂ gα supp a˜α /∈ Λ˜0. It follows that the family (4.8.6) is locally finite. From
∑
α∈A0
a (x0) = 1
it follows that
∑
α∈A0
gα a˜ (x˜0) = 1
i.e. the series (4.8.5) is a partition of unity dominated by the family (4.8.6).
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Definition 4.8.4. A partition of unity (4.8.5) given by the Lemma 4.8.3 is said to be
compliant to the covering p : X˜ → X . The union (4.8.4), i.e.
X˜ = ⋃
g∈G( X˜ |X ), α∈A
gU˜α
is also said to be compliant to the covering p : X˜ → X .
Lemma 4.8.5. Let X˜ be a second-countable, connected, locally connected, locally compact,
Hausdorff space. Let p : X˜ → X be a transitive covering. Let us use the notation of the
Definition 4.6.9. Any a˜ ∈ Ac
(
X˜
)
can be represented by the following way
a˜ = a˜1 + ...+ a˜m
where a˜j ∈ Ac
(
X˜
)
and the set U˜j =
{
x˜ ∈ X˜
∣∣∣ a˜j (x˜) 6= 0} is homeomorphically mapped
onto p
(
U˜j
)
for all j = 1, ...,m. Moreover if a˜ is positive then one can select positive
a˜1, ..., a˜m.
Proof. Consider the compliant to p
1Cb(X˜ ) = ∑
α∈A
a˜α
partition of unity (cf. Definition 4.8.4). The set U˜ def= supp a˜ is compact so from the
Corollary 4.2.5 it turns out that there is a covering sum
∑
α∈AU
fα =
m
∑
i=1
fαj
for U (cf. Definition 4.2.6). So one has
a˜ = fα1 a˜+ ...+ fαm a˜
or, equivalently
a˜ = a˜1 + ...+ a˜m
where a˜j = fαj a˜ for every j = 1, ...,m. If a˜ is positive then a˜j is positive for each
j = 1, ...,m. From
U˜j ⊂ U˜αj
it follows that U˜j is homeomorphically mapped onto p
(
U˜j
)
.
157
Lemma 4.8.6. If p : X˜ → X is a covering and the union
X˜ = ⋃
g∈G( X˜ |X ), α∈A
gU˜α
is compliant to p : X˜ → X (cf. Definition 4.8.4) then there is the natural homeomorphism
X˜ ∼=
⊔
g∈G( X˜ |X ), α∈A
gU˜α/ ∼
where x˜′ ∼ x˜′′ ⇔ x˜′ ∈ g′U˜α′ AND x˜′′ ∈ g′′U˜α′′ AND
AND g′U˜α′ ∩ g′′U˜α′′ 6= ∅ AND p
(
x˜′
)
= p
(
x˜′′
)
.
(4.8.7)
Proof. If x˜′ ∈ g′U˜α′ , x˜′′ ∈ g′′U˜α′′ and g′U˜α′ ∩ g′′U˜α′′ = ∅ then clearly x˜′ 6= x˜′′.
Otherwise if g′U˜α′ ∩ g′′U˜α′′ 6= ∅ then g′U˜α′ ∩ g′′U˜α′′ is homeomorphically mapped
onto p
(
g′U˜α′ ∩ g′′U˜α′′
)
, hence from p (x˜′) = p (x˜′′) it turns out x˜′ = x˜′′.
Remark 4.8.7. If both X and X˜ are compact and G
(
X˜
∣∣∣X ) is finite then one can
select a finite A . Moreover if A˜ = G
(
X˜
∣∣∣X )×A and e˜(g,α) = g√a˜α one has
1C(X˜ ) = ∑
α˜∈A˜
e˜2α˜ (4.8.8)
If g ∈ G
(
X˜
∣∣∣X ) is not trivial then from gU˜α˜ ∩ U˜α˜ = ∅ it follows that
e˜α˜ (ge˜α˜) = 0. (4.8.9)
From the equations (4.8.8) and (4.8.9) it follows that
1C(X˜ ) = ∑
α˜∈A˜
e˜α˜ 〉〈 e˜α˜ (4.8.10)
where e˜α˜ 〉〈 e˜α˜ means a compact operator induced by the C∗-Hilbert module struc-
ture given by (2.1.2).
4.8.8. Let X be a compact, Hausdorff space; and for each x in X , let Ax be a
(complex) Banach space. Let us consider a continuity structure F for X . If p :
X˜ → X is a finite-fold covering then C
(
X˜
)
is a finitely generated C (X )-module
(cf. Theorem 1.1.2). There is the map
φ : C
(
X˜
)
⊗C(X ) C (X , {Ax} ,F) → liftp [C (X , {Ax} ,F)] ;
n
∑
j=1
a˜j ⊗ ξ j 7→
n
∑
j=1
a˜jliftp
(
ξ j
)
.
(4.8.11)
158
The map φ can be described by the following way. If for all j = 1, ..., n and ξ j is rep-
resented by the family
{
ξ jx
}
x∈X respectively then φ
(
∑
n
j=1 a˜j ⊗ ξ j 7→ a˜jliftp
(
ξ j
))
is
represented by the family{
n
∑
j=1
a˜j (x˜) c
−1
x˜
(
ξ jx
)}
x˜∈X˜
where cx˜ is given by (4.5.41). (4.8.12)
Lemma 4.8.9. The given by (4.8.11) map φ is the isomorphism of left C
(
X˜
)
-modules.
Proof. For all a˜ ∈ C
(
X˜
)
one has
φ
(
a˜
n
∑
j=1
a˜j ⊗ ξ j
)
= φ
(
n
∑
j=1
a˜a˜j ⊗ ξ j
)
=
=
n
∑
j=1
a˜a˜j ⊗ liftp
(
ξ j
)
= a˜
n
∑
j=1
a˜j ⊗ liftp
(
ξ j
)
= a˜φ
(
n
∑
j=1
a˜j ⊗ ξ j
)
,
i.e. φ is the homomorphism of left C
(
X˜
)
-modules. From the equation (4.8.8) it
follows that
n
∑
j=1
a˜j ⊗ ξ j = ∑
α˜∈A˜
n
∑
j=1
e˜α˜ e˜α˜ a˜j ⊗ ξ j = ∑
α˜∈A˜
n
∑
j=1
e˜α˜descp
(
e˜α˜ a˜j
)⊗ ξ j =
∑
α˜∈A˜
n
∑
j=1
e˜α˜ ⊗ descp
(
e˜α˜ a˜j
)
ξ j.
(4.8.13)
If φ
(
∑
n
j=1 a˜j ⊗ ξ j
)
= 0 then from (4.8.12) it follows that ∑nj=1 a˜j (x˜) c
−1
x˜
(
ξ jx
)
=
0 for all x˜ ∈ X˜ . It turns out that ∑nj=1 e˜α˜ a˜j (x˜) c−1x˜
(
ξ jx
)
= 0, hence one has
descp
(
e˜α˜ a˜j
)
ξ j = 0, and taking into account (4.8.13) we conclude that ∑
n
j=1 a˜j ⊗ ξ j =
0, i.e. the map φ is injective.
For all ξ˜ ∈ liftp [C (X , {Ax} ,F)] one has
ξ˜ = φ
(
∑
α˜∈A˜
e˜α˜ ⊗ descp
(
e˜α˜ξ˜
))
,
hence the map φ is surjective.
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4.8.10. Let X be a locally compact, paracompact, Hausdorff space; and for each x
in X , let Ax be a (complex) Banach space. Let us consider a continuity structure
F for X . If p : X˜ → X is a covering then Cc
(
X˜
)
is a C0 (X )-module. There is the
map
φ : Cc
(
X˜
)
⊗C0(X ) C (X , {Ax} ,F)→ Cc
(
liftp [C (X , {Ax} ,F)]
)
;
n
∑
j=1
a˜j ⊗ ξ j 7→ a˜jliftp
(
ξ j
) (4.8.14)
The map φ can be described by the following way. If for all j = 1, ..., n and ξ j is rep-
resented by the family
{
ξ jx
}
x∈X respectively then φ
(
∑
n
j=1 a˜j ⊗ ξ j 7→ a˜jliftp
(
ξ j
))
is
represented by the family{
n
∑
j=1
a˜j (x˜) c
−1
x˜
(
ξ jx
)}
x˜∈X˜
where cx˜ is given by (4.5.41). (4.8.15)
Lemma 4.8.11. The given by (4.8.14) map φ is the isomorphism of left C0
(
X˜
)
-modules.
Proof. Similarly the Lemma 4.8.9 one can proof that the map φ is a homomorphism
of left C0
(
X˜
)
-modules. Denote by
1Cb(X˜ ) = ∑
α˜∈A˜
a˜α˜ = ∑
α˜∈A˜
e˜2α˜; e˜α˜
def
=
√
a˜α˜ ∀α˜ ∈ A˜ (4.8.16)
the compliant to the covering p : X˜ → X (cf. Definition 4.8.4) partition of
unity. For any finite sum ∑nj=1 a˜j ⊗ ξ j ∈ Cc
(
X˜
)
⊗C(X ) C (X , {Ax} ,F) the set
U˜ = ∪nj=1 supp a˜j is the finite union of compact sets, so that U˜ is compact. From
the Corollary 4.2.5 it follows that there is a covering sum (cf. Definition 4.2.6) for
U˜ , i.e. a finite subset A˜U˜ ⊂ A˜ such that
∑
α˜∈A˜U˜
e˜2α˜ (x˜) = 1 ∀x˜ ∈ U˜
It follows that
∑
α˜∈A˜U˜
e˜2α˜ a˜j = a˜j ∀j = 1, ..., n.
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Hence one has
n
∑
j=1
a˜j ⊗ ξ j = ∑
α˜∈A˜U˜
n
∑
j=1
e˜α˜ e˜α˜ a˜j ⊗ ξ j = ∑
α˜∈A˜U˜
n
∑
j=1
e˜α˜descp
(
e˜α˜ a˜j
)⊗ ξ j =
∑
α˜∈A˜U˜
n
∑
j=1
e˜α˜ ⊗ descp
(
e˜α˜ a˜j
)
ξ j.
(4.8.17)
If φ
(
∑
n
j=1 a˜j ⊗ ξ j
)
= 0 then from (4.8.15) it follows that ∑nj=1 a˜j (x˜) c
−1
x˜
(
ξ jx
)
=
0 for all x˜ ∈ X˜ . It turns out that ∑nj=1 e˜α˜ a˜j (x˜) c−1x˜
(
ξ jx
)
= 0, hence one has
descp
(
e˜α˜ a˜j
)
ξ j = 0, and taking into account 4.8.17 we conclude ∑
n
j=1 a˜j ⊗ ξ j = 0,
i.e. the map φ is injective.
For all ξ˜ ∈ Cc (X , {Ax} ,F) → Cc
(
liftp [C (X , {Ax} ,F)]
)
the set supp ξ˜ is com-
pact. From the Corollary 4.2.5 it follows that there is a covering sum for supp ξ˜, i.e.
a finite subset A˜
supp ξ˜ ⊂ A˜ such that
∑
α˜∈A˜
supp ξ˜
e˜2α˜ (x˜) = 1 ∀x˜ ∈ supp ξ˜,
hence one has
∑
α˜∈A˜
supp ξ˜
e˜2α˜ξ˜ = ξ˜,
ξ˜ = φ
 ∑
α˜∈A˜U˜
e˜α˜ ⊗ descp
(
e˜α˜ξ˜
) ,
it turns out that the map φ is surjective.
4.8.12. Let A be a homogeneous of order n C∗-algebra (cf. Definition D.8.20). If X
is the spectrum of A then the Theorem D.2.26 yields an the inclusion f : Cb (X ) →֒
M (A). Taking into account that the C∗-algebra Mn (C) is unital it is easy to prove
that the inclusion f induces the inclusion
C0 (X ) →֒ A (4.8.18)
The C∗-algebra A can be represented by the following way
A = C0
(X , {Mn (C)x}x∈X , A)
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Suppose that B is a left A-module such that B = C0
(X , {Bx}x∈X , B) such that
there is the action Mn (C)x × Bx → Bx and the action A× B→ B is given by
({ax ∈ Mn (C)x} , {ξx ∈ Bx}) 7→ {axξx}
If X is compact and p : X˜ → X is a finite-fold covering then there is the map
φ : liftp
[
C
(X , {Mn (C)x}x∈X , A)]⊗A B→ liftp [C0 (X , {Bx}x∈X , B)] ;
n
∑
j=1
{
a˜jx˜
}⊗ {ξ jx} 7→
{
n
∑
j=1
a˜j (x˜) c−1x˜
(
ξ jx
)}
x˜∈X˜
where cx˜ is given by (4.5.41)
(4.8.19)
Lemma 4.8.13. The given by (4.8.19) map is the isomorphism of
liftp [C (X , {Mn (C)x} , A)]-modules.
Proof. Similarly the Lemma 4.8.9 one can proof that the map φ is a homomorphism
of left liftp [C (X , {Mn (C)x} , A)]-modules. Since X is compact and p is a finite-
fold covering the space X˜ is also compact. It turns out that C0
(
X˜
)
= C
(
X˜
)
and
from the Lemma 4.5.12 it follows that
liftp
[
C
(X , {Mn (C)x}x∈X , A)] = C0 (liftp [C (X , {Mn (C)x}x∈X , A)]) ;
liftp
[
C0
(X , {Bx}x∈X , B)] = C0 (liftp [C0 (X , {Bx}x∈X , B)]) .
If we consider the finite sum (4.8.8)
1C(X˜ ) = ∑
α˜∈A˜
e˜2α˜
then from the inclusion (4.8.18) it turns out that the elements e˜α˜ can be regarded
as elements of the C∗-algebra C0
(
liftp
[
C
(X , {Mn (C)x}x∈X , A)]). The following
proof of this lemma is similar to the proof of the Lemma 4.8.9.
Example 4.8.14. If M is compact Riemannian manifold with a spin bundle S (cf.
E.4.1) and p : M˜ → M is a transitive covering. Suppose that C (M)-module B in
the equation (4.8.19) is the space of sections Γ (M,S). Then one has
A = [C
(
M, {Mn (C)x}x∈X , A
)
= C (M)⊗Mn (C) ,
liftp
[
C
(
M, {Mn (C)x}x∈X , A
)]
= C
(
M˜
)
⊗Mn (C) ,
C0
(
liftp
[
C0
(X , {Bx}x∈X , B)]) = Γ (M˜, S˜) .
162
The specialization of the given by (4.8.19) isomorphism of C
(
M˜
)
⊗Mn (C)-modules
satisfies to the following equation
C
(
M˜
)
⊗Mn (C)⊗C(M)⊗Mn(C) Γ (M,S)
≈−→ Γ
(
M˜, S˜
)
;
m
∑
j=1
a˜j ⊗ ξ j 7→ a˜jliftp
(
ξ j
)
.
(4.8.20)
4.8.15. Consider the similar to 4.8.12 situation. But now we suppose that X is a
locally compact, paracompact, Hausdorff space. There is the map
φ : Cc
(
liftp [C (X , {Mn (C)x} , A)]
)
⊗A B→ Cc
(
liftp [C0 (X , {Bx} , B)]
)
;
n
∑
j=1
{
a˜jx˜
}⊗ {ξ jx} 7→
{
n
∑
j=1
a˜j (x˜) c
−1
x˜
(
ξ jx
)}
x˜∈X˜
where cx˜ is given by (4.5.41)
(4.8.21)
Lemma 4.8.16. The given by (4.8.21) map is the isomorphism of
C0
(
liftp [C (X , {Mn (C)x} , A)]
)
-modules.
Proof. Similarly the Lemma 4.8.9 one can proof that the map φ is a homomorphism
of left C0
(
liftp [C (X , {Mn (C)x} , A)]
)
-modules. Denote by
1Cb(X˜ ) = ∑
α˜∈A˜
e˜2α˜
the given by (4.8.16) compliant to the covering p : X˜ → X partition of unity (cf.
Definition 4.8.4). From the inclusion (4.8.18) it turns out that the elements e˜α˜ can be
regarded as elements of the involutive algebra Cc
(
liftp
[
C
(X , {Mn (C)x}x∈X , A)]).
The following proof of this lemma is similar to the proof of the Lemma 4.8.11.
Example 4.8.17. If M is compact Riemannian manifold with a spin bundle S (cf.
E.4.1) and p : M˜ → M is a transitive covering. Suppose that C (M)-module B in
the equation (4.8.19) is the space of sections Γ (M,S). Then one has
A = [C
(
M, {Mn (C)x}x∈X , A
)
= C (M)⊗Mn (C) ,
Cc
(
liftp
[
C
(
M, {Mn (C)x}x∈X , A
)])
= Cc
(
M˜
)
⊗Mn (C) ,
C0
(
liftp
[
C0
(X , {Bx}x∈X , B)]) = Γc (M˜, S˜) .
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The specialization of the given by (4.8.19) isomorphism of C0
(
M˜
)
⊗ Mn (C)-
modules satisfies to the following equation
Cc
(
M˜
)
⊗Mn (C)⊗C(M)⊗Mn(C) Γ
(
M,Sk
) ≈−→ Γc (M˜, S˜k) ;
m
∑
j=1
a˜j ⊗ ξ j 7→ a˜jliftp
(
ξ j
)
.
(4.8.22)
4.9 Geometrical lifts of spectral triples
4.9.1 Finite-fold lifts
Let
(
C∞ (M) , L2 (M, S) , /D
)
be a commutative spectral triple (cf. Equation (E.4.6)),
and let p : M˜ → M be a finite-fold covering . From the Proposition E.5.1 it follows
that M˜ has natural structure of the Riemannian manifold. If TM is a tangent bun-
dle then from the Lemma 4.5.4 it follows that Γ (M, TM) is a continuity structure
for M and the family {TxM}x∈M of tangent spaces (cf. Definition D.8.27) such that
Γ (M, TM) = C (M, {TxM} , Γ (M, TM)) .
It is known [46] that the tangent bundle TM˜ of M˜ is the inverse image of TM (cf.
Definition A.3.7). From the Theorem 4.5.59 it follows that Γ
(
M˜, TM˜
)
is the p-lift
of C (M, {TxM} , Γ (M, TM)) i.e.
Γ
(
M˜, TM˜
) ∼= liftp [C (M, {TxM} , Γ (M, TM))] (4.9.1)
The described in E.4.1 tensor fields on M˜ are lifts of corresponding tensor fields on
M. In particular the metric tensor g on M corresponds to an element of the module
Γ (M, TM)⊗C(M) Γ (M, TM). The metric tensor g˜ of M˜ is given by g˜ = liftp (g).
Similarly the given by (E.4.1) volume elements v and v˜ on M and M˜ satisfy to the
equation
v˜ = liftp (v) . (4.9.2)
If both Cℓ(M) → M and Cℓ(M˜) → M˜ are described in E.4.1 bundles of C∗ alge-
bras then Γ
(
M˜,Cℓ(M˜)
) ∼= liftp [C (M, {Cℓ(M)x} , Γ (M,Cℓ(M)))]. If S˜ = p∗S the
inverse image of the spinor bundle S (cf. Definition A.3.7) then
Γ
(
M˜, S˜
) ∼= liftp [C (M, {Sx} , Γ (M, S))]
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For any x ∈ M there is the natural isomorphism Cℓ(M)x ∼= EndC (Sx), so taking
into account Cℓ(M˜)x˜ ∼= Cℓ(M)p(x˜) and EndC
(
S˜x˜
) ∼= EndC (Sp(x˜)) for any x˜ ∈ M˜
there is the natural isomorphism Cℓ(M˜)x˜ ∼= EndC
(
S˜x˜
)
. It follows that the bundle
S˜ yields the spinc structure on TM˜. (cf. Definition E.4.2). The given by (4.9.2)
volume form yields the measure µ˜ on M˜, in result one has the Hilbert space
H˜ def= L2
(
M˜, S˜, µ˜
)
.
Using the Definition E.4.1 one can construct the C∞ (M)-module Γ∞ (M, S) and
C∞
(
M˜
)
-module Γ∞
(
M˜, S˜
)
of smooth sections. Also there is the spinc connection
∇S (cf. (E.4.4)). Similarly to the Equation (E.4.5) one can define the Dirac operator
D˜/ : Γ∞
(
M˜, S˜
)
→ Γ∞
(
M˜, S˜
)
which can be regarded us an unbounded operator on H˜. So one has the spectral
triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜, µ˜
)
, D˜/
)
.
Definition 4.9.1. The constructed above spectral triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜, µ˜
)
, D˜/
)
is said to be the geometrical p-lift of the spectral triple
(
C∞ (M) , L2 (M, S, µ) ,D/
)
.
The Dirac operator D˜/ can be defined as the section of a sheaf. Let
C (M, {Sx} , Γ (M, S)) be sheaf of the continuity structure Γ (M, S) (cf. Definition
4.7.1). According to the Example 4.7.13 the C∞ (M)-module Γ∞ (M, S) induces the
smooth subsheaf
C
∞
(
M, {Sx}x∈M , Γ (M,S)
) ⊂ C (M, {Sx}x∈M , Γ (M,S)) (4.9.3)
(cf. Definition 4.7.7). The given by
C
∞
(
M˜, {Sx˜}x˜∈M˜ , Γ
(
M˜, S˜
))
def
= p−1C ∞
(
M, {Sx}x∈M , Γ (M,S)
)
(4.9.4)
inverse image is such that
Γ∞
(
M˜, S˜
)
= C ∞
(
M˜, {Sx˜}x˜∈M˜ , Γ
(
M˜, S˜
)) (
M˜
)
. (4.9.5)
If M˜ is locally compact then denote by
Γ∞c
(
M˜, S˜
)
def
= C ∞
(
M˜, {Sx˜}x˜∈M˜ , Γ
(
M˜, S˜
)) (
M˜
)
∩ Γc
(
M˜, S˜
)
. (4.9.6)
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From the Example 4.7.13 it follows that
/D ∈ E nd (C ∞ (M, {Sx}x∈M , Γ (M,S))) (M) .
The operator D˜/ is the p-inverse image p−1 /D of /D (cf. Definition 4.7.11), i.e.
D˜/ = p−1 /D ∈ E nd
(
p−1C ∞ (M, {Sx} , Γ (M,S))
) (
M˜
)
=
= E nd
(
C
∞
(
M˜,
{
S˜x˜
}
, Γ
(
M˜, S˜
))) (
M˜
)
.
(4.9.7)
4.9.2 Infinite lifts
Let
(
C∞ (M) , L2 (M, S) , /D
)
be a commutative spectral triple (cf. Equation (E.4.6)),
and let p : M˜ → M be an infinite covering . From the Proposition E.5.1 it follows
that M˜ has natural structure of the Riemannian manifold. Similarly to the Section
4.9.1 on can define the bundle S˜ → M˜ which corresponds to the C0
(
M˜
)
-module
Γ
(
M˜, S˜
)
= liftp [C (M, {Sx} , Γ (M, S))] . (4.9.8)
Similarly to the Equation (4.9.2) there is the natural volume form v˜ = liftp (v)
which induces the measure µ˜ on M˜. If
Γc
(
M˜, S˜
)
def
= Cc
(
liftp [C (M, {Sx} , Γ (M, S))]
)
(4.9.9)
then any ξ˜ ∈ Γc
(
M˜, S˜
)
has compact support, hence
∀ξ˜ ∈ Γc
(
M˜, S˜
) ∥∥∥ξ˜∥∥∥ def= √∫
M˜
∥∥∥ξ˜ x˜∥∥∥2 dµ˜ < ∞. (4.9.10)
The completion of Γc
(
M˜, S˜
)
with respect to the given by (4.9.10) norm is a Hilbert
space which is denoted by L2
(
M˜, S˜, µ˜
)
, or simply L2
(
M˜, S˜
)
. Similarly to the
Equations (4.9.3) and (4.9.4) we define following sheaves
C
∞
(
M, {Sx}x∈M , Γ (M,S)
) ⊂ C (M, {Sx}x∈M , Γ (M,S))
C
∞
(
M˜,
{
S˜x˜
}
x˜∈M˜
, Γ
(
M˜, S˜
))
def
= p−1C ∞
(
M, {Sx}x∈M , Γ (M,S)
)
.
(4.9.11)
and the given by (4.9.7) Dirac operator
D˜/ = p−1 /D ∈ E nd
(
p−1C ∞ (M, {Sx} , Γ (M,S))
) (
M˜
)
=
= E nd
(
C
∞
(
M˜,
{
S˜x˜
}
, Γ
(
M˜, S˜
))) (
M˜
)
.
(4.9.12)
166
If
Γ∞c
(
M˜, S˜
)
def
= Γc
(
M˜, S˜
)
∩ C ∞
(
M˜,
{
S˜x˜
}
x˜∈M˜
, Γ
(
M˜, S˜
)) (
M˜
)
(4.9.13)
then D˜/ can be regarded as a C-linear map
D˜/ : Γ∞c
(
M˜, S˜
)
→ Γ∞c
(
M˜, S˜
)
.
However the subspace Γ∞c
(
M˜, S˜
)
⊂ L2
(
M˜, S˜
)
is dense with respect to the given
by (4.9.10) norm. It follows that D˜/ can be regarded as an unbounded operator
on L2
(
M˜, S˜
)
. There is the family
{
End S˜x˜
}
x˜∈M˜
of Banach spaces such that for
any a˜ ∈ C∞
(
M˜
)
the commutator
[
D˜/ , a˜
]
corresponds to a family {ω˜x˜}x˜∈M˜, where
ω˜x˜ ∈ End S˜x˜ for all x˜ ∈ M˜. On the other hand for all x˜ there is the natural
isomorphism of algebras End S˜x˜ ∼= Cℓx˜ (cf. Section E.4.1). So ω˜x˜ can be regarded
as element of Cℓx˜. Moreover the space Γ
(
M˜,Cℓ
(
M˜
))
is the continuity structure
for M˜ and {Cℓx˜} (cf. Definition D.8.27) such that the {ω˜x˜} is continuous with
respect to Γ
(
M˜,Cℓ
(
M˜
))
(cf. Definition D.8.28). So one can write[
D˜/ , a˜
]
∈ C
(
M˜, Γ
(
M˜, {Cℓx˜} ,Cℓ
(
M˜
)))
.
Similarly to the Equations (E.2.1), (E.2.2) for any s ∈ N the operator D˜/ yields
the representation
πs : C∞
(
M˜
)
→ B
(
L2
(
M˜, S˜
)2s)
.
For any a˜ ∈ C∞
(
M˜
)
the element πs (a˜) corresponds to a continuous section
of the family {M2s (Cℓx˜)}x˜∈M˜, i.e.
πs (a˜) ∈ C
(
M˜, {M2s (Cℓx˜)}x˜∈M˜ ,M2s
(
Γ
(
M˜, {Cℓx˜} ,Cℓ
(
M˜
))))
.
Denote by
C∞0
(
M˜
)
def
=
def
=
{
a˜ ∈ C∞
(
M˜
)∣∣∣πs (a˜) ∈
∈ C0
(
M˜, {M2s (Cℓx˜)} ,M2s
(
Γ
(
M˜, {Cℓx˜} ,Cℓ
(
M˜
))))
∀s ∈ N
}
.
(4.9.14)
Definition 4.9.2. The triple
(
C∞0
(
M˜
)
, L2
(
M˜, S˜, µ˜
)
, D˜/
)
is said to be the geometri-
cal p-lift of the spectral triple
(
C∞ (M) , L2 (M, S, µ) ,D/
)
.
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4.10 Finite-fold coverings
This section contains an algebraic version of the Proposition 1.1.2 in case of
finite-fold coverings.
4.10.1 Coverings of C∗-algebras
Lemma 4.10.1. Let A be a commutative C∗-algebra. If
(
A, A˜,G,π
)
is a noncommutative
finite-fold covering with compactification (cf. Definition 2.1.13) then the dimension of any
irreducible representation of A˜ is finite. Moreover if X˜ is the spectrum of A˜ then there is
N ∈ N such that for any x˜ ∈ X˜ there is m ≤ N which satisfies to the following condition
repx˜
(
A˜
)
≈ Mm (C) .
Proof. Any irreducible representation ρ˜ : A˜ → B
(
H˜
)
can be uniquely extended
up to ρ˜ : M
(
A˜
)
→ B
(
H˜
)
. From (2.2.6) it follows that there are b˜1, ..., b˜n ∈ M˜
(
A˜
)
such that
A˜ = b˜1A+ ...+ b˜nA,
so, one has
repx˜
(
A˜
)
= repx˜
(
b˜1
)
repx˜ (A) + ...+ repx˜
(
b˜n
)
repx˜ (A)
If p : X˜ → X is given by the Lemma 2.3.7 then repx˜|A ∼= repp(x˜) (A) ∼= C, it turns
out that
repx˜
(
A˜
)
= repx˜
(
b˜1
)
C + ...+ repx˜
(
b˜n
)
C,
or equivalently
∀a˜ ∈ A˜ ∃ {k1, ..., kn} ⊂ C repx˜ (a˜) = repx˜
(
b˜1
)
k1 + ...+ repx˜
(
b˜n
)
kn, (4.10.1)
i.e. repx˜ (a˜) linearly depends on n or less than n complex-valued parameters.
Hence if N ≥ √n then repx˜
(
A˜
)
≈ Mm (C) where m ≤ N.
Lemma 4.10.2. Let A be commutative C∗-algebra If
(
A, A˜,G,π
)
be a noncommutative
finite-fold covering with unitization (cf. Definition 2.1.13) then A˜ is commutative.
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Proof. If A˜red is the reduced algebra of
(
A, A˜,G,π
)
(cf. Definition 2.3.12) then
from the Equation (2.3.20) it follows that A˜red is commutative. From the Theorem
1.1.1 it follows that the spectrum X˜ of A˜red is Hausdorff. From the Remark 2.3.16
it turns out that X˜ coincides with the spectrum of A˜ as a topological space. If A˜
is not commutative then there is x˜ ∈ X˜ such that dim repx˜
(
A˜
)
> 1. Denote by N
the maximal dimension of repx˜. From the Lemma 4.10.1 it turns out that there is
N ∈ N such that the dimension of repx˜
(
A˜
)
is less or equal to N for all x˜ ∈ X˜ .
From the Proposition D.2.28 it turns out that the set
NX˜ =
{
x˜ ∈ X˜ | dim repx˜ = N
}
is open subset of X˜ . If N A˜ ⊂ A˜ is a closed ideal which corresponds to NX˜ , i.e.
N A˜ =
⋂
x˜∈X˜ \NX˜
ker repx˜
then from Theorem D.8.21 it turns out N A˜ corresponds to a fibre bundle with the
base space NX˜ and and fibre space MN (C). It follow that there is an open subset
U˜ ⊂N X˜ such that
N A˜
∣∣∣U˜ = A˜∣∣∣U˜ ∼= C0 (U˜)⊗MN (C) . (4.10.2)
where N A˜
∣∣∣U˜ is given by the equation (D.2.7). There is f˜ ∈ C0 (NX˜ )which satisfies
to the Lemma 4.1.5, i.e. there is an open subset V˜ ⊂ U˜ such that f˜
(
V˜
)
= {1}.
Since U˜ is an open subset of V˜ the function f˜ can be regarded as element of
C0
(
X˜
)
. Any a˜ ∈ A˜
∣∣∣U˜ can be represented by continuous function U˜ → MN (C).
Let ψ, ϑ : U˜ → MN (C) be given by
ψ (x˜) =

f (x˜) 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
 .
ϑ (x˜) =

0 f (x˜) . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
 .
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Let both p˜‖, b˜ ∈ A˜
∣∣∣U˜ be represented by both ψ, ϑ respectively. From A˜∣∣∣U˜ ⊂ A˜ it
turns out that both p˜‖ and b˜ can be regarded as elements of A˜, i.e. p˜‖, b˜ ∈ A˜.
Since V˜ is a locally compact Hausdorff open subspace of U˜ there is x0 ∈ V˜ a
continuous positive ϕ ∈ C0
(
X˜
)
+
such that ϕ (x˜0) = 1 and supp ϕ ⊂ V˜ . Denote
by p˜⊥ def= 1M(A˜) − p˜‖ ∈ A˜. If ǫ ∈ R and u˜ǫ
def
= p‖eiǫϕ + p⊥ ∈ A˜ then for any x˜ ∈ U˜
following condition holds
repx˜ (u˜ǫ) =


eiǫϕ(x˜) 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
 x˜ ∈ V˜

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
 x˜ ∈ U˜ \ V˜
. (4.10.3)
Otherwise repx˜ (u˜ǫ) repx˜ (u˜
∗
ǫ) = repx˜ (u˜
∗
ǫ) repx˜ (u˜ǫ) = 1 for any x˜ ∈ V˜ , it follows that
repx˜ (u˜ǫ) repx˜ (u˜∗ǫ) = repx˜ (u˜∗ǫ) repx˜ (u˜ǫ) = 1 for any x˜ ∈ X˜ . Hence one has u˜∗ǫ u˜ǫ =
u˜ǫu˜∗ǫ = 1A˜ i.e. u˜ǫ is unitary. There is an internal *-automorphism χǫ ∈ Aut
(
A˜
)
given by a˜ 7→ u˜∗ǫ a˜u˜ǫ. From
repx˜0 (u˜
∗
ǫ) ϑ (x0) repx˜0 (u˜ǫ) =

0 e−iǫ . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
 .
it turns out that
ǫ1, ǫ2 ∈ [0, 2π) & ǫ1 6= ǫ2 ⇒ repx˜0
(
χǫ1
(
b˜
))
6= repx˜0
(
χǫ2
(
b˜
))
⇒ χǫ1 6= χǫ2 .
The C∗-algebra A˜red is commutative, it follows that
a˜red ∈ A˜red ⇒ repx˜ (a˜red) =

fred (x˜) 0 . . . 0
0 fred (x˜) . . . 0
...
...
. . .
...
0 0 . . . fred (x˜)
 ∀x˜ ∈ X˜
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and taking into account the Equation (4.10.3) one has repx˜ (u˜ǫ) repx˜ (a˜red) repx˜ (u˜
∗
ǫ) =
repx˜ (a˜red) for every x˜ ∈ X˜ . It means that χǫ (a˜red) = a˜red for all a˜red ∈ A˜red hence
the group
Gred
def
=
{
g ∈ Aut
(
A˜
) ∣∣∣ ga˜red = a˜red; ∀a˜red ∈ A˜red}
is not finite. From the inclusion Gred ⊂ G it follows that G is not finite , i.e. one has
the contradiction with (a) of the Definition 2.1.5. From this contradiction it turns
out that dim repx˜
(
A˜
)
= 1 for any x˜ ∈ X˜ , it means that A˜ is commutative.
Corollary 4.10.3. Let A be an unital commutative C∗-algebra. Let
(
A, A˜,G,π
)
be an
unital noncommutative finite-fold covering (cf. Definition 2.1.9). If p : X˜ → X is the
continuous map from the spectrum of A˜ to the spectrum of A given by the Lemma 2.3.7
then p is a finite-fold transitive topological covering such that G ∼= G
(
X˜ | X
)
. More-
over the quadruple
(
A, A˜,G,π
)
is equivalent to
(
C (X ) ,C
(
X˜
)
,G
(
X˜
∣∣∣X ) ,C0 (p))
where C0 (p) : C (X ) →֒ C
(
X˜
)
is the finite covering algebraic functor (cf. Definition
4.6.12).
Proof. From the Lemma 4.10.2 it follows that A˜ is commutative. From the Theorem
1.1.1 it turns out that A ∼= C (X ) ∼= C0 (X ), A˜ ∼= C
(
X˜
) ∼= C0 (X˜) and π is
equivalent to C0 (p). According to the Definition 2.1.9 it turns out that C
(
X˜
)
is
a finitely generated Hilbert C (X )-module, so from the Lemma D.4.13 it turns out
that C
(
X˜
)
is a projective C (X )-module. Hence from the Theorem 1.1.2 it turns
out that p is a covering. From the Lemma 2.3.7 it turns out that the covering p is
transitive and there is the natural isomorphism G ∼= G
(
X˜ | X
)
.
The algebraic construction of finite-fold coverings requires the following defi-
nition.
Definition 4.10.4. A covering p : X˜ → X is said to be a covering with compactifica-
tion if there are compactifications X →֒ Y and X˜ →֒ Y˜ such that:
• There is a covering p : Y˜ → Y ,
• The covering p is the restriction of p, i.e. p = p|X˜ .
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Example 4.10.5. Let g : S1 → S1 be an n-fold covering of a circle. Let X ∼= X˜ ∼=
S1 × [0, 1). The map
p : X˜ → X ,
p = g× Id[0,1)
is an n-fold covering. If Y ∼= Y˜ ∼= S1 × [0, 1] then a compactification [0, 1) →֒ [0, 1]
induces compactifications X →֒ Y , X˜ →֒ Y˜ . The map
p : Y˜ → Y ,
p = g× Id[0,1]
is a covering such that p|X˜ = p. So if n > 1 then p is a nontrivial covering with
compactification.
Example 4.10.6. Let X = C \ {0} be a complex plane with punctured 0, which is
parametrized by the complex variable z. Let X →֒ Y be any compactification. If
both {z′α ∈ X}, {z′′α ∈ X} are nets such that limα |z′α| = limα |z′′α | = 0 then form
limα |z′α − z′′α | = 0 it turns out
x0 = lim
α
z′α = limα z
′′
α ∈ Y . (4.10.4)
If X˜ ∼= X then for any n ∈ N there is a finite-fold covering
p : X˜ → X ,
z 7→ zn.
If both X →֒ Y , X˜ →֒ Y˜ are compactifications, and p : Y˜ → Y is a covering such
that p|X˜ = p then from (4.10.4) it turns out p−1 (x0) = {x˜0} where x˜0 is the unique
point such that following conditions hold:
x˜0 = lim
α
z˜α ∈ Y˜ ,
lim
α
|z˜α| = 0.
It turns out
∣∣p−1 (x0)∣∣ = 1. However p is an n-fold covering and if n > 1 then∣∣p−1 (x0)∣∣ = n > 1. It contradicts with ∣∣p−1 (x0)∣∣ = 1, and from the contradiction
it turns out that for any n > 1 the map p is not a covering with compactification.
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The following lemma supplies the quantization of coverings with compactifi-
cation.
Lemma 4.10.7. Let X be a locally compact space and there is an injective *-homomorphism
π : C (X ) →֒ A˜ of C∗-algebras then following conditions are equivalent:
(i) The quadruple
(
C0 (X ) , A˜,G,π
)
is a noncommutative finite-fold covering with
unitization.
(ii) The C∗-algebra A˜ is commutative. Moreover if X (resp. X˜ ) is the spectrum of
A (resp. A˜) then the given by the Lemma 2.3.7 map p : X˜ → X is a transi-
tive topological finite-fold covering with compactification such that the quadruple(
C0 (X ) , A˜,G,π
)
is naturally equivalent to(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜ | X
)
,C0 (p)
)
where *-homomorphism C0 (p) : C0 (X ) → C0
(
X˜
)
is C0 is a finite covering
algebraic functor (cf. Definition 4.6.12).
Proof. (i)⇒(ii) From the Lemma 4.10.2 it follows that the C∗-algebra A˜ is commu-
tative, taking into account the Theorem 1.1.1 it follows that A˜ ∼= C0
(
X˜
)
. From
the Definition 2.1.13 it turns out that following conditions hold:
(a) There are unital C∗-algebras B, B˜ and inclusions C0 (X ) ⊂ B, C0
(
X˜
) ∼= A˜ ⊂
B˜ such that both C0 (X ) (resp. C0
(
X˜
) ∼= A˜) are an essential ideals of both
B (resp. B˜),
(b) There is a unital noncommutative finite-fold covering
(
B, B˜,G, π˜
)
such that
π = π˜|C0(X ) and the action G× A˜→ A˜ is induced by G× B˜→ B˜.
Since both C0 (X ) and C0
(
X˜
)
are an essential ideals of B and B˜ the C∗-algebras
B and B˜ are commutative. Since both B and B˜ are unital the spectra Y and Y˜
of these C∗-algebras are is a compact Hausdorff spaces, hence from the Theorem
1.1.1 it follows that B ∼= C (Y) and B˜ ∼= C
(
Y˜
)
. From the Corollary 4.10.3 it turns
out that there is a transitive finite-fold covering p˜ : Y˜ → Y such that the inclusion
B →֒ B˜ corresponds to C0 ( p˜) : C (Y) →֒ C
(
Y˜
)
. Both C0 (X ) and C0
(
X˜
)
are
essential ideals, of C0 (Y) and C0
(
Y˜
)
, hence from the Example D.1.5 it follows
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that both X and X˜ are open dense subsets of both Y and Y˜ . It means that both
inclusions X →֒ Y and X˜ →֒ Y˜ are compactifications. From π = π˜|C0(X ) it follows
that p˜
(
X˜
)
= X so p = p˜|X˜ : X˜ → X is a covering. From transitivity of action
G× Y˜ → Y˜ and the condition G× C0
(
X˜
)
= C0
(
X˜
)
it turns out that the action
G × X˜ → X˜ is transitive. From p = p˜|X˜ it follows that p is a covering with
compactification.
(ii)⇒(i) The map p : X˜ → X is a transitive topological finite-fold covering with
compactification, hence there are compactifications X →֒ Y , X˜ →֒ Y˜ and the
transitive finite-fold covering p˜ : Y˜ → Y such that p = p˜|X˜ . Firstly we prove that
the quadruple
(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜
∣∣∣X ) ,π) is a finite-fold noncommutative
pre-covering, i.e. it satisfies to the conditions (a) and (b) of the Definition 2.1.5.
(a) The group
G =
{
g ∈ Aut
(
C0
(
X˜
)) ∣∣∣ ga = a; ∀a ∈ C0 (X )} ∼= G ( X˜ ∣∣∣X )
is finite.
(b) C0 (X ) ∼= C0
(
X˜
)G( X˜ |X )
.
Secondly we prove that
(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜ | X
)
,C0 (p)
)
satisfies to the
conditions (a), (b) of the Definition 2.1.13.
(a) Both maps X →֒ Y , X˜ →֒ Y˜ are compactifications, hence both inclusions
C0 (X ) →֒ C (Y) and C0
(
X˜
)
→֒ C
(
Y˜
)
correspond to essential ideals (cf.
Example D.1.5). It means that the inclusions are unitizations.
(b) From the Theorem 1.1.2 it follows that C0
(
Y˜
)
is a finitely generated projec-
tive module, it follows that the quadruple(
C (Y) ,C
(
Y˜
)
,G,C0 ( p˜)
)
is an unital noncommutative finite-fold covering (cf. Definition 2.1.9). From
p = p˜|X˜ it follows that π˜|C0(X ) = π. The action G× X˜ → X˜ is induced by
the action G× Y˜ → Y˜ , hence the action G× C0
(
X˜
)
→ C0
(
X˜
)
is induced
by the action G× C
(
Y˜
)
→ C
(
Y˜
)
.
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Theorem 4.10.8. LetX be a locally compact, connected, locally connected, second-countable,
Hausdorff space. Following conditions hold:
(i) If the triple quadruple
(
C0 (X ) , A˜,G,π
)
is a noncommutative finite-fold covering
(cf. Definition 2.1.17), X˜ is the spectrum of A˜ and p : X˜ → X is given by the
Lemma 2.3.7, then p is a finite-fold transitive topological covering, A˜ ∼= C0
(
X˜
)
and G ∼= G
(
X˜
∣∣∣X ).
(ii) If p : X˜ → X is a finite-fold transitive topological covering and π : C0 (X ) →֒
C0
(
X˜
)
is the *-homomorphism induced by p and the action G
(
X˜
∣∣∣X )×C0 (X˜ )→
C0
(
X˜
)
is induced by G
(
X˜ | X
)
× X˜ → X˜ then there is the noncommutative
finite-fold covering
(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜
∣∣∣X ) ,π) (cf. Definition 2.1.17).
Proof. (i) Let {uλ}λ∈Λ ⊂ M (C0 (X ))+ ∼= Cb (X ) be an increasing net which satis-
fies to the conditions (a) and (b) of the Definition 2.1.17. If both Aλ and A˜λ are
C∗-norm completions of uλC0 (X ) uλ and uλ A˜uλ respectively then Aλ and A˜λ are
a hereditary subalbebras of C0 (X ) and A˜. If X˜ is the spectrum of A˜ then from
the Proposition D.2.20 it follows that there are open subsets Uλ and U˜λ of X and
X˜ which are spectra of both Aλ and A˜λ respectively. Since Aλ is a subalgebra
of a commutative subalgebra one has Aλ ∼= C0 (Uλ). From the condition (b) of
the Definition 2.1.17 it follows that there is a noncommutative finite-fold covering
with unitization (
C0 (Uλ) , A˜λ,G, π|C0(Uλ) : C0 (Uλ) →֒ A˜λ
)
From the Lemma 4.10.7 it follows that the C∗-algebra A˜λ is commutative, i.e. A˜λ ∼=
C0
(
U˜λ
)
and the restriction p|U˜λ : U˜λ → Uλ is a transitive finite-fold covering.
From the condition (a) of the Definition 2.1.17 it follows that β- limλ∈Λ uλ = 1Cb(X )
so the union ∪A˜λ ∼= ∪C0
(
U˜λ
)
is dense in A˜ i.e. there is a dense commutative
subalgebra of A˜. It turns out that the C∗-algebra A˜ is commutative, hence A˜ ∼=
C0
(
X˜
)
. If x0 ∈ X is any point then from the Exercise A.1.12 and the Definition
A.1.10 it follows that there is f ∈ C0 (X ) such that f (x0) = 1. Since ∪λ∈ΛC0 (Uλ)
is dense in C0 (X ) there is λ0 ∈ Λ and f0 ∈ C0 (Uλ0) such that ‖ f − f0‖ < 1/2. It
follows that | f0 (x0)| ≥ 1/2, hence x0 ∈ Uλ0 . So one concludes that X = ∪λ∈ΛUλ.
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Similarly one can prove that X˜ = ∪λ∈ΛU˜λ. If x0 ∈ X0 is any point then there
is λ0 ∈ Λ such that x0 ∈ Uλ0 . Since p|U˜λ0 : U˜λ0 → Uλ0 is a transitive finite-fold
covering there is an open neighborhood V of x0 such that V ⊂ Uλ0 and V is evenly
covered by p|U˜λ0 (cf. Definition A.2.1). Clearly V is evenly covered by p, and G
transitively acts on p−1 (x0). Since π is injective, the map p is surjective, so p is a
transitive covering. The following equation
G
(
C0
(
X˜
) ∣∣∣C0 (X )) ∼= G ( X˜ ∣∣∣X )
is clear.
(ii) Firstly we prove that the quadruple
(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜
∣∣∣X ) ,π) is a
finite-fold noncommutative pre-covering, i.e. it satisfies to the conditions (a) and
(b) of the Definition 2.1.5.
(a) The group
G =
{
g ∈ Aut
(
C0
(
X˜
)) ∣∣∣ ga = a; ∀a ∈ (C0 (X )} ∼= G ( X˜ ∣∣∣X )
is finite.
(b) C0 (X ) ∼= C0
(
X˜
)G
.
The space X is second-countable hence from the Theorem A.1.29 it follows that
X is a Lindelöf space. Let us consider a finite or countable sequence U1 $ ... $
Un $ ... of connected open subsets of X given by the Lemma 4.3.33. In particular
following condition hold:
• For any n ∈ N the closure Vn of Un is compact.
• ∪ Un = X .
• The space p−1 (Un) is connected for any n ∈ N.
From the Remark 4.8.2 it turns out that there are fn ∈ C0 (Un) ⊂ C0 (X ) such that
there is the limit
1Cb(X ) = β- limn→∞ fn (4.10.5)
with respect to the strict topology on the multiplier algebra M (C0 (X )) ∼= Cb (X )
(cf. Definition D.1.12). Let us check conditions (a), (b) of the Definition 2.1.17.
(a) Follows from the Equation (4.10.5).
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(b) If both An and A˜n are the C∗-norm completions of fnC0 (X ) fn and fnC0
(
X˜
)
fn
respectively then both An and A˜n are hereditary subalgebras of C0 (X ) and
C0
(
X˜
)
. From the Proposition D.2.20 it follows that both spectra Un and
U˜n of An and A˜n are open subsets of X and X˜ respectively. Otherwise the
closure Vn of Un is compact, and taking into account that p is a finite-fold
covering the closure V˜n of U˜n is also compact, so from the Theorem 1.1.2 it
turns out that C
(
V˜n
)
is a finitely generated C (Vn)-module. Clearly the cov-
ering pV˜n : V˜n → Vn is transitive, and taking into account the Lemma 4.3.34
for every n ∈ N there is the natural isomorphism of groups G
(
V˜n
∣∣∣ Vn) ∼=
G
(
X˜
∣∣∣ X ), hence (C (Vn) ,C (V˜n) ,G ( X˜ ∣∣∣X ) , π|C(V˜n)) is a unital non-
commutative finite-fold covering (cf. Definition 2.1.9). On the other hand
both C0 (Un) and C0
(
U˜n
)
are essential ideals of C (Vn) and C
(
V˜n
)
respec-
tively (cf. Example D.1.5), so for every n ∈ N the quadruple(
C0 (Un) ,C0
(
U˜n
)
,G
(
X˜
∣∣∣ X ) , π|C0(U˜n))
is a noncommutative finite-fold covering with unitization (cf. Definition
2.1.13).
Remark 4.10.9. The Theorem 4.10.8 yields a pure algebraic definition of the fun-
damental group (cf. the Theorem 4.11.39 and the Corollary 4.11.40). Alternative
theories (e.g. described in [16]) which allow coverings of commutative C∗-algebras
by noncommutative ones do not have this property.
Lemma 4.10.10. Let X be a connected, locally compact, second-countable, Hausdorff
space. Denote by FinCov-C0 (X ) a category of noncommutative finite-fold coverings of
C0 (X ), i. e.
• Objects of FinCov-C0 (X ) are noncommutative finite-fold coverings of C0 (X ).
• If π′ : C0 (X ) → C0
(
X˜ ′
)
and π′′ : C0 (X ) → C0
(
X˜ ′′
)
are objects of FinCov-
C0 (X ) then the morphism from π′ to π′′ is an injective *-homomorphism π :
C0
(
X˜ ′
)
→ C0
(
X˜ ′′
)
such that the following diagram commutative.
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C0 (X ′) C0 (X ′′)
C0 (X )
π
π′ π′′
Following conditions hold:
(i) If the category FinCov-X is given by the Definition 4.3.25 then there is the natural
equivalence of the categories C0 : FinCov-X ∼= FinCov-C0 (X ).
(ii) Any unordered pair of *-homomorphisms (π′,π′′) from the above diagram is com-
pliant (cf. Definition 3.1.1).
Proof. (i) From the Theorem 4.10.8 it follows that there is a one-to-one correspon-
dence between objects of FinCov-X and objects of FinCov-C0 (X ) given by(
p : X˜ → X
)
7→ C0 (p) : C0 (X ) →֒ C0
(
X˜
)
where C0 (p) is given by the Definition 4.6.12. If p′ : X˜ ′ → X and p′′ : X˜ ′′ → X
are objects of FinCov-X and p : X˜ ′ → X˜ ′′ is a morphism of FinCov-X then from
the Corollary 4.3.8 it turns out that p is a transitive finite-fold covering. From the
equation (4.6.10) it follows that p corresponds to the injective *-homomorphism
C0 (p) : C0
(
X˜ ′′
)
→ C0
(
X˜ ′
)
. (4.10.6)
So one has a functor from FinCov-X to FinCov-C0 (X ). Let us define the inverse
functor. From the Theorem 4.10.8 it follows that any object π : C0 (X ) →֒ C0
(
X˜
)
of FinCov-C0 (X ) corresponds to a transitive finite-fold covering p : X˜ → X such
that π = C0 (p). If C (p′) : C0 (X ) → C0
(
X˜ ′
)
and C (p′′) : C0 (X ) → C0
(
X˜ ′′
)
are
objects of FinCov-C0 (X ) and π : C0
(
X˜ ′′
)
→ C0
(
X˜ ′
)
is a *-homomorphism such
that C0 (p′) = π ◦ C0 (p′′) then from the Lemma 4.6.19 it turns out that there is a
finite-fold transitive covering p : X˜ ′ → X˜ ′′ such than π = C0 (p) and p′ = p ◦ p′′.
So one has the inverse functor from FinCov-C0 (X ) to FinCov-X .
(ii) The conditions (a)-(d) of the Definition 3.1.1 directly follow from (a)-(d) of the
Lemma 4.6.19.
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4.10.2 Induced representation
Let us consider a compact Riemannian manifold M with a spin bundle S (cf.
E.4.1). Denote by µ the Riemannian measure (cf. [26]) on M which corresponds
to the given by the Equation (E.4.1) volume element. The bundle S is Hermitian
(cf. Definition A.3.11) so there is a Hilbert space L2 (M, S, µ) (or L2 (M, S) in a
simplified notation) (cf. A.3.10) with the given by (A.3.3) scalar product, i.e.
(ξ, η)L2(M,S)
def
=
∫
M
(ξx, ηx)x dµ. (4.10.7)
Moreover from (A.3.4) it follows that there is the natural representation
C (M)→ B (L2 (M, S)) . (4.10.8)
From A.3.10 it follows that L2 (M, S, µ) is the Hilbert norm completion of Γ (M,S).
On the other hand from the Lemma 4.5.4 it follows that Γ (M,S) is continuity
structure for X and the {Sx}x∈X (cf. Definition D.8.27), such that
Γ (M,S) ∼= C (M, {Sx} , Γ (M,S)) .
If p : M˜ → M is a finite-fold transitive covering then from the Lemma 4.8.9 it
follows that there is the natural isomorphism
φ : C
(
X˜
)
⊗C(M) C (M, {Sx} , Γ (M,S)) ≈−→ liftp [C (M, {Sx} , Γ (M,S))] (4.10.9)
of C
(
M˜
)
-modules. From the Lemma 4.5.59 it follows that liftp [C (M, {Sx} , Γ (M,S))] ∼=
Γ
(
M˜, S˜
)
where S˜ is the inverse image of S by p (cf. Definition A.3.7). Hence the
equation (4.10.9) can be rewritten by the following way
φ : C
(
M˜
)
⊗C(M) Γ (M,S) ≈−→ Γ
(
M˜, S˜
)
(4.10.10)
Lemma 4.10.11. Following conditions hold:
(i) The map (4.10.10) can be extended up to the following homomorphism
C
(
M˜
)
⊗C(M) L2 (M,S) ≈−→ L2
(
M˜, S˜
)
of left C
(
M˜
)
-modules.
(ii) The image of C
(
M˜
)
⊗C(M) L2 (M,S) is dense in L2
(
M˜, S˜
)
.
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Proof. (i) Let ∑nj=1 a˜j ⊗ ξ j ∈ C
(
M˜
)
⊗C(M) L2 (M,S) be any element. From A.3.10
L2 (M, S, µ) is the Hilbert norm completion of Γ (M,S). Hence for any j = 1, ..., n
there is a net
{
ξ jα
} ⊂ Γ (M,S) such that ξ j = limα ξ jα where we mean the con-
vergence with respect to the Hilbert norm ‖·‖L2(M,S). If C = maxj=1,...,n
∥∥a˜j∥∥ then
there is α0 such that
α ≥ α0 ⇒
∥∥ξ j − ξ jα∥∥L2(M,S) < εnC ,
so one has
α ≥ α0 ⇒
∥∥∥∥∥ n∑j=1 a˜j ⊗ ξ jα0 −
n
∑
j=1
a˜j ⊗ ξ jα
∥∥∥∥∥
L2(M˜,S˜)
< ε.
The above equation it follows that the net
{
∑
n
j=1 a˜j ⊗ ξ jα
}
α
satisfies to the Cauchy
condition, so it is convergent with respect to the topology of L2
(
M˜, S˜
)
.
(ii) From the Lemma 4.8.9 it follows that the image of C
(
M˜
)
⊗C(M) L2 (M,S) in
L2
(
M˜, S˜
)
contains Γ
(
M˜, S˜
)
, however Γ
(
M˜, S˜
)
is dense in L2
(
M˜, S˜
)
. It follows
that φ
(
C
(
M˜
)
⊗C(M) L2 (M,S)
)
is dense in L2
(
M˜, S˜
)
.
Remark 4.10.12. Indeed the image of C
(
M˜
)
⊗C(M) L2 (M,S) coincides with L2
(
M˜, S˜
)
.
However this fact is not used here.
Let both µ and µ˜ be Riemannian measures (cf. [26]) on both M and M˜ respec-
tively which correspond to both the volume element (cf. (E.4.1)) and its p-lift (cf.
(4.9.2)). If a˜⊗ ξ, b˜⊗ η ∈ C
(
M˜
)
⊗C(M) Γ (M, S) ⊂ L2
(
M˜, S˜
)
then the given by the
Equation (2.3.1) scalar product (·, ·)ind on Γ (M, S) ⊗ L2 (M, S, µ) satisfies to the
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following equation
(
a˜⊗ ξ, b˜⊗ η
)
ind
=
(
ξ,
〈
a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
=
= ∑
α˜∈A˜
(
ξ,
〈
a˜α˜ a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
= ∑
α˜∈A˜
(
ξ, desc
(
a˜α˜ a˜
∗ b˜
)
η
)
L2(M,S)
=
= ∑
α˜∈A˜
∫
M
(
ξx, desc
(
a˜α˜ a˜
∗ b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜
∫
M
(
desc (e˜α˜ a˜) ξx, desc
(
e˜α˜ b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜
∫
M˜
(
a˜liftU˜α˜ (eα˜ξ) x˜ , b˜ liftU˜α˜ (eα˜η)x˜
)
x˜
dµ˜ =
= ∑
α˜∈A˜
∫
M˜
a˜α˜
(
a˜liftU˜α˜ (ξ) x˜ , b˜ liftU˜α˜ (η)x˜
)
x˜
dµ˜ =
=
∫
M˜
(
a˜liftp (ξ) x˜ , b˜ liftp (η)x˜
)
x˜
dµ˜ =
(
a˜ liftp (ξ) , b˜ liftp (η)
)
L2(M˜,S˜)
=
=
(
φ (a˜⊗ ξ) , φ
(
b˜⊗ η
))
L2(M˜,S˜)
(4.10.11)
where φ is given by (4.8.11) and both finite families {a˜α˜}α˜∈A˜ , {e˜α˜}α˜∈A˜ ⊂ C
(
M˜
)
are explained in the Remark 4.8.7. The equation (4.10.11) means that (·, ·)ind =
(·, ·)L2(M˜,S˜), and taking into account the dense inclusion C
(
M˜
)
⊗C(M) Γ (M, S) ⊂
L2
(
M˜, S˜
)
with respect to the Hilbert norm of L2
(
M˜, S˜
)
one concludes that the
space of induced representation coincides with L2
(
M˜, S˜
)
. It means that induced
representation C
(
M˜
)
× L2
(
M˜, S˜
)
→ L2
(
M˜, S˜
)
is given by (A.3.4). So one has
the following lemma.
Lemma 4.10.13. If the representation ρ˜ : C
(
M˜
)
→ B
(
H˜
)
is induced by the pair
(
C (M)→ B (L2 (M, S)) ,(C (M) ,C (M˜) ,G ( M˜ ∣∣∣M)))
(cf. Definition 2.3.1) then following conditions holds
(a) There is the homomorphism of Hilbert spaces H˜ ∼= L2
(
M˜, S˜
)
,
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(b) The representation ρ˜ is given by the natural action of C
(
M˜
)
on L2
(
M˜, S˜
)
(cf.
(A.3.4)).
Proof. (a) Follows from (4.10.11).
(b) From the Lemma 4.10.11 it follows that the map C
(
M˜
)
⊗C(M) L2 (M,S) ≈−→
L2
(
M˜, S˜
)
is the homomorphism of C
(
M˜
)
modules, so the given by (A.3.4)
C
(
M˜
)
-action coincides with the C
(
M˜
)
-action the given by (2.3.2).
Remark 4.10.14. If the spectral triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜, µ˜
)
, D˜/
)
is the geometri-
cal p-lift of the spectral triple
(
C∞ (M) , L2 (M, S, µ) ,D/
)
(cf. Definition 4.9.1), then
clearly the corresponding to
(
C∞ (M) , L2 (M, S, µ) ,D/
)
representation of C (M)
equals to the given by the Lemma 4.10.13 representation .
4.10.3 Coverings of spectral triples
Consider the situation of the Section 4.10.2. Suppose that
∑
g∈G( M˜ |M), α∈A
ga˜α = 1C(M˜) (4.10.12)
is the compliant with the covering p : M˜ → M partition of unity (cf. Definition
4.8.4). The space M is compact, hence one can suppose that the set A is finite.
If we denote by A˜
def
= G
(
M˜
∣∣∣M) × A then the above partition of unity is the
following finite sum
∑
α˜∈A˜
a˜α˜ = 1C(M˜).
From the Proposition A.1.26 one can assume that a˜α˜ ∈ C∞
(
M˜
)
and
e˜α˜
def
=
√
a˜α˜ ∈ C∞
(
M˜
)
,
∑
α˜∈A˜
e˜2α˜ = ∑
α˜∈A˜
e˜α˜descp (e˜α˜) = 1C(M˜).
(4.10.13)
Lemma 4.10.15. Following conditions hold:
(i) The finite family {e˜α˜}α˜∈A˜ satisfies to the Lemma 2.7.3.
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(ii)
C
(
M˜
)
∩M|A˜ | (C∞ (M)) = C∞
(
M˜
)
. (4.10.14)
(iii) The given by the Corollary 4.10.3 unital noncommutative finite-fold covering(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M)) is smoothly invariant (cf. Definition 2.7.2).
Proof. (i) For any a˜ ∈ C
(
M˜
)
from (4.10.13) it follows that
a˜ = ∑
α˜∈A˜
e˜α˜ 〈e˜α˜, a˜〉A˜ ∈ ∑
α˜∈A˜
e˜α˜C (M) ,
i.e. the right C (M)-module C
(
M˜
)
is generated by the finite set {e˜α˜}; that is
C
(
M˜
)
= ∑
α˜∈A˜
e˜α˜C (M) .
Let us prove that {e˜α˜} satisfies to conditions (a) and (b) of the Lemma 2.7.3.
(a) One has 〈
e˜α˜′ , e˜α˜′′
〉
C(M˜) = ∑
g∈G( M˜ |M)
g
(
e˜∗
α˜′ , e˜α˜′′
)
,
so from e˜
α˜′ , e˜α˜′′ ∈ C∞
(
M˜
)
it turns out that
〈
e˜
α˜′ , e˜α˜′′
〉
C(M˜) ∈ C∞ (M).
(b) The given by the Equation (4.10.12) set {ga˜α}g∈G( M˜ |M), α∈A is G
(
M˜
∣∣∣M)-
invariant, hence from e˜α˜
def
=
√
a˜α˜ it turns out that the family {e˜α˜} is also
G
(
M˜
∣∣∣M)-invariant.
(ii) From (i) the Lemma 2.7.3 it follows that
C
(
M˜
)
∩Mn (C∞ (M)) =
=
{
a˜ ∈ C (M) | 〈e˜α˜′ , a˜e˜α˜′′〉C(M˜) ∈ C∞ (M) ; ∀α˜′, α˜′′ ∈ A˜
} (4.10.15)
From e˜
α˜′ , e˜α˜′′ ∈ C∞
(
M˜
)
it turns out that any a˜ ∈ C∞
(
M˜
)
satisfies to the right part
of (4.10.15). If a˜ ∈ C
(
M˜
)
\ C∞
(
M˜
)
then there is point x˜ ∈ M˜ such that a˜ is not
smooth at x˜. There is α˜ ∈ A˜ such that e˜α˜ (x˜) 6= 0, so e˜2α˜ a˜ is not smooth at x˜. On the
other hand one has 〈e˜α˜, a˜e˜α˜〉C(M˜) = descp
(
a˜e˜2α˜
)
is not smooth at p (x˜) so α˜ does not
match to right part of (4.10.15), i.e. a˜ /∈ C
(
M˜
)
∩Mn (C∞ (M)). In result one has
C
(
M˜
)
∩Mn (C∞ (M)) = C∞
(
M˜
)
. (4.10.16)
(iii) From (ii) the Lemma 2.7.3.
For any a˜ ∈ C∞
(
M˜
)
following condition holds
a˜ = ∑
α˜∈A˜
γ˜α˜ = ∑
α˜∈A˜
φ˜α˜ψ˜α˜; where φ˜α˜ = e˜α˜, ψ˜α˜ = e˜α˜ a˜, γ˜α˜ = a˜α˜ e˜
2
α˜. (4.10.17)
Denote by Ω1/D the module of differential forms associated with the given by (E.4.6)
spectral triple
(
C∞ (M) , L2 (M, S) , /D
)
(cf. Definition E.3.5). Denote by
φα˜
def
= desc
(
φ˜α˜
)
, ψα˜
def
= desc
(
ψ˜α˜
)
, γα˜
def
= desc (γ˜α˜) ∈ C∞ (M) (4.10.18)
Let us define a C-linear map
/˜∇ : C∞
(
M˜
)
→ C∞
(
M˜
)
⊗C∞(M) Ω1/D,
a˜ 7→ ∑
α˜∈A˜
(
φ˜α˜ ⊗ [ /D,ψα˜] + ψ˜α˜ ⊗ [ /D, φα˜]
)
.
(4.10.19)
For any a ∈ C∞ (M) from [ /D,ψα˜a] = ψα˜ [ /D, a] + [ /D,ψα˜] a, φ˜α˜ ⊗ ψα˜ = φ˜α˜ψ˜α˜ ⊗ 1C∞(M)
and (E.4.7) it follows that
/˜∇ (a˜a) = ∑
α˜∈A˜
(
φ˜α˜ ⊗ [ /D,ψα˜a] + ψ˜α˜a⊗ [ /D, φα˜]
)
=
= ∑
α˜∈A˜
(
φ˜α˜ ⊗ [ /D,ψα˜] a+ φ˜α˜ ⊗ ψα˜ [ /D, a] + ψ˜α˜ ⊗ a [ /D, φα˜]
)
=
= ∑
α˜∈A˜
(
φ˜α˜ ⊗ [ /D,ψα˜] a+ φ˜α˜ψ˜α˜ ⊗ [ /D, a] + ψ˜α˜ ⊗ [ /D, φα˜] a
)
=
= ∑
α˜∈A˜
(
φ˜α˜ ⊗ [ /D,ψα˜] + ψ˜α˜ ⊗ [ /D, φα˜]
)
a+ ∑
α˜∈A˜
φ˜α˜ψ˜α˜ ⊗ [ /D, a] = /˜∇ (a˜) a+ a˜⊗ [ /D, a] .
The comparison of the above equation and (E.3.8) states that /˜∇ is a connection. If
g ∈ G
(
M˜
∣∣∣M) then from desc (gφ˜α˜) = φα˜ and desc (gψ˜α˜) = ψα˜ it follows that
/˜∇ (ga˜) = /˜∇
(
∑
α˜∈A˜
(
gφ˜α˜
) (
gψ˜α˜
))
=
= ∑
α˜∈A˜
(
gφ˜α˜ ⊗ [ /D,ψα˜] + gψ˜α˜ ⊗ [ /D, φα˜]
)
= g
(
/˜∇ (a˜)
)
,
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i.e. /˜∇ is G
(
M˜
∣∣∣M)-equivariant (cf. (2.7.6)). Similarly to (4.8.11) one can define a
C∞
(
M˜
)
-module homomorphism
φ∞ : C∞
(
M˜
)
⊗ Γ∞ (M,S)→ Γ∞
(
M˜, S˜
)
,
n
∑
j=1
a˜j ⊗ ξ j 7→
n
∑
j=1
a˜jliftp
(
ξ j
) (4.10.20)
where both Γ∞ (M,S) and Γ∞
(
M˜, S˜
)
are defined by the Equations (E.4.2) and
(4.9.4) respectively.
Lemma 4.10.16. The given by the Equation (4.10.20) homomorphism is an isomorphism.
Proof. The proof of the Lemma 4.8.9 uses the partition of unity. However from the
Proposition A.1.26 it turns out that there is a smooth partition of unity. Using it
one can proof this lemma as well as the Lemma 4.8.9 has been proved.
Now we have the G
(
M˜
∣∣∣M)-equivariant connection /˜∇, so on can find the
specialization of explained in 2.7.5 construction of the operator D˜ : A˜ ⊗A H∞ →
A˜ ⊗A H∞. The following table reflects the mapping between general theory and
the commutative specialization
General theory Commutative specialization
Hilbert spaces H and H˜ L2 (M,S) and L2
(
M˜, S˜
)
Pre-C∗-algebras A and A˜ C∞ (M) and C∞
(
M˜
)
Dirac operators D D/
D˜ ?
H∞ def= ⋂∞n=1DomDn ⊂ H Γ∞ (M,S) = ⋂∞n=1DomD/ n
If /∇a˜ = ∑mj=1 a˜j ⊗ ωj ∈ C∞
(
M˜
)
⊗C∞(M) Ω1D/ then for all ξ ∈ Γ∞ (M,S) denote
by
a˜ξ = φ∞
(
m
∑
j=1
a˜j ⊗ ωj (ξ)
)
=
m
∑
j=1
a˜jliftp
(
ωj (ξ)
) ∈ Γ∞ (M˜, S˜)
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where φ∞ is given by the Equation (4.10.20), and taking into account the Equation
(4.10.19) one has
a˜ξ = ∑
α˜∈A˜
(
φ˜α˜liftp ([ /D,ψα˜] ξ) + ψ˜α˜liftp ([ /D, φα˜] ξ)
)
.
The partition of unity (4.10.12) compliant with the covering p : M˜ → M, so for
any α˜ ∈ A˜ there is an open subset U˜α˜ ⊂ M˜ such that
• supp a˜α˜ ⊂ U˜α˜.
• The restriction p|U˜α˜ is injective.
From (4.10.17) it follows that supp φ˜α˜, supp ψ˜α˜, supp γ˜α˜ ⊂ U˜α˜. From the Equa-
tions (4.5.72) and (4.10.18) it follows that
φ˜α˜ = lift
p
U˜α˜
(φα˜) , ψ˜α˜ = lift
p
U˜α˜
(ψα˜) , γ˜α˜ = lift
p
U˜α˜
(γα˜) ,
hence one has
a˜ξ = ∑
α˜∈A˜
(
lift
p
U˜α˜
(φα˜) liftp ([ /D,ψα˜] ξ) + lift
p
U˜α˜
(ψα˜) liftp ([ /D, φα˜] ξ)
)
=
= ∑
α˜∈A˜
(
lift
p
U˜α˜
(φα˜ [ /D,ψα˜] ξ) + lift
p
U˜α˜
(ψα˜ [ /D, φα˜] ξ)
)
.
Otherwise from (E.4.7) it turns out that ψα˜ [ /D, φα˜] = [ /D, φα˜] ψα˜, so it follows that
a˜ξ = ∑
α˜∈A˜
(
lift
p
U˜α˜
(φα˜ [ /D,ψα˜] ξ) + lift
p
U˜α˜
(ψα˜ [ /D, φα˜] ξ)
)
=
= ∑
α˜∈A˜
(
lift
p
U˜α˜
(φα˜ [ /D,ψα˜] ξ + ψα˜ [ /D, φα˜] ξ)
)
=
= ∑
α˜∈A˜
(
lift
p
U˜α˜
([ /D, φα˜ψα˜] ξ)
)
= ∑
α˜∈A˜
(
lift
p
U˜α˜
([ /D,γα˜] ξ)
)
.
If p−1 (D/ ) ∈ E nd
(
C ∞
(
M˜, S˜
))
is the p-inverse image of D/ (cf. Definition 4.7.11)
then taking into account (4.7.12) one has
a˜ξ = ∑
α˜∈A˜
[
p−1 (D/ ) , γ˜α˜
]
liftp (ξ) =
[
p−1 (D/ ) , ∑
α˜∈A˜
γ˜α˜
]
liftp (ξ) =
=
[
p−1 (D/ ) , a˜
]
liftp (ξ) .
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If D˜ is the specialization of the given by (2.7.7) operator then
φ∞
(
D˜ (a˜⊗ ξ)
)
= a˜ξ + φ∞ (a˜⊗ Dξ) =
=
[
p−1 (D/ ) , a˜
]
liftp (ξ) + a˜liftp (D/ ξ) =
=
[
p−1 (D/ ) , a˜
]
liftp (ξ) + a˜p
−1 (D/ ) liftp (ξ) = p−1D/ a˜liftp (ξ) =
= p−1 (D/ ) φ∞ (a˜⊗ ξ) ,
or, shortly
φ∞
(
D˜ (a˜⊗ ξ)
)
= p−1D/ φ∞ (a˜⊗ ξ) , (4.10.21)
However φ∞ is the isomorphism, it can be regarded as the identical map, so the
equation (4.10.21) is equivalent to
D˜ (a˜⊗ ξ) = p−1 (D/ ) (a˜⊗ ξ) , (4.10.22)
in result one has
D˜ = p−1 /D. (4.10.23)
In more detail the above formula has the following meaning
/˜∇ (a˜) =
m
∑
j=1
a˜j ⊗
[
D/ , aj
] ⇒ m∑
j=1
a˜j ⊗
[
D/ , aj
]
ξ + a˜⊗ D/ ξ = p−1 /D (a˜⊗ ξ) (4.10.24)
where p−1D/ is the p-inverse image of D/ (cf. Definition 4.7.11 and Equation 4.7.10).
Theorem 4.10.17. Let
(
C∞ (M) , L2 (M, S) , /D
)
be a commutative spectral triple and
let p : M˜ → M be a transitive finite-fold covering. If
(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M))
is an unital noncommutative finite-fold covering given by the Corollary 4.10.3 then the
geometrical p-lift of
(
C∞ (M) , L2 (M, S) , /D
)
(cf. Definition 4.9.1) coincides with the(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M))-lift of (C∞ (M) , L2 (M, S) , /D) (cf. Definition 2.7.6).
Proof. From the given by Section 4.9 construction the the geometrical p-lift of(
C∞ (M) , L2 (M, S) , /D
)
equals to
(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, D˜/
)
where
• S˜ is the S˜ = p∗S the inverse image of the spin bundle S (cf. Definition A.3.7).
• The given by (A.3.4) natural representation C
(
M˜
)
→ B
(
L2
(
M˜, S˜
))
is as-
sumed.
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• Operator D˜/ can be regarded as
D˜/ = p−1 /D ∈ E nd
(
C
∞
(
M˜,
{
S˜x˜
}
, Γ
(
M˜, S˜
))) (
M˜
)
. (4.10.25)
Denote by
(
A˜, H˜, D˜
)
the
(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M) ,C0 (p))-lift of(
C∞ (M) , L2 (M, S) , /D
)
. Consider the given by (4.10.13) finite set {e˜α˜}α˜∈A˜ . From
(iii) of the Lemma 4.10.15 it turns that
(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M)) is smoothly
invariant. According to the Definition 2.7.6 and taking into account the Equation
(4.10.16) one has A˜ = C
(
M˜
)
∩Mn (C∞ (M)) = C∞
(
M˜
)
. If ρ : C (M)→ L2 (M, S)
is the representation of the spectral triple
(
C∞ (M) , L2 (M, S) , /D
)
then the repre-
sentation ρ˜ : C
(
M˜
)
→ B
(
H˜
)
of the spectral triple
(
A˜, H˜, D˜
)
is induced by the
pair
(
ρ,
(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M))). From the Remark 4.10.14 it follows that
the representation ρ˜ is equivalent to the representation, which corresponds to the
spectral triple
(
C∞ (M) , L2 (M, S) , /D
)
. From (4.10.23) it follows that D˜ = p−1 /D
and taking into account (4.10.25) one has D˜ = D˜/ . It result the
(
A˜, H˜, D˜
)
spectral
triple is equivalent to the
(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, D˜/
)
one.
4.10.4 Unoriented spectral triples
Let M be an unoriented Riemannian manifold, and let p : M˜ → M be a two
listed regular covering by oriented Riemannian manifold M˜ which admits a spinc
structure (cf. Definition E.4.2) given by a spinor bundle S˜ . From the Corollary
4.10.3 it follows that the triple
(
C (M) ,C
(
M˜
)
,Z2
)
is an unital finite-fold non-
commutative covering (cf. Definition 2.1.9). If there is a bundle S → M is
such that S˜ is the p-inverse image of S (cf. Definition A.3.7) then S is a Her-
mitian vector bundle (cf. Definition A.3.11). It follows that there is a Hilbert
space L2 (M,S) and the faithful representation ρ : C (M) → B (L2 (M,S)). Simi-
larly to the Lemma 4.10.13 one can proof that the given by (A.3.4) representation
ρ˜ : C
(
M˜
)
→֒ B
(
L2
(
M˜, S˜
))
is induced by the pair(
C (M)→ B (L2 (M, S)) ,(C (M) ,C (M˜) ,G ( M˜ ∣∣∣M)))
(cf. Definition 2.3.1). The manifold M˜ admits a spinc structure, so there is the
spectral triple
(
C∞
(
M˜,
)
, L2
(
M˜, S˜
)
, D˜/
)
. Since S˜ is Z2-invariant the operator D˜/
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is also Z2-invariant there is an unbounded operator
D/ def= D˜/
∣∣∣
L2(M˜,S˜)Z2
(4.10.26)
where the the induced by the map (2.3.3) action Z2 × L2
(
M˜, S˜
)
→ L2
(
M˜, S˜
)
is
implied. On the other hand L2
(
M˜, S˜
)Z2 ∼= L2 (M,S).
Theorem 4.10.18. The described above triple(
C∞ (M) , L2
(
M˜, S˜
)Z2
= L2 (M,S) , /D
)
. (4.10.27)
a commutative unoriented spectral triple (cf. Definition 2.9.1).
Proof. The following table shows the specialization of objects 1-5 required by the
Definition 2.9.1.
Definition 2.9.1 Commutative specialization
1 A C∞ (M)
2
(
A, A˜,Z2
) (
C (M) ,C
(
M˜
)
,Z2
)
3 ρ : A→ B (H) C (M)→ B (L2 (M,S))
4 D D/
5
(
A˜, H˜, D˜
) (
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, D˜/
)
Let us proof conditions (a)-(d) of the Definition 2.9.1. Conditions (a)-(c) follow
from the discussion at the beginning of the Section 4.10.4. Let us prove (d). The
following evident formula
C∞ (M) = C (M) ∩ C∞
(
M˜
)
is the specialization of the Equation (2.9.4). The Equation (4.10.26), is the special-
ization of (2.9.5).
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Example 4.10.19. If S3 is the 3-dimensional sphere then the tangent bundle TS3 is
trivial. The follows that the bundle Cℓ
(
S3
)→ S3 (cf. E.4.1) is also trivial. So there
is the trivial spinor bundle S˜ → S3, and the spectral triple
(
C∞
(
S3
)
, L2
(
S3, S˜
)
, D˜/
)
which satisfies to described in [39,73] axioms. Otherwise there is two listed regular
topological covering p : S3 → RP3 where RP3 is the 3-dimensional real projective
space. The spinor bundle S˜ is trivial, hence there is the trivial bundle S → RP3
such that S˜ is the p-inverse image of S . From the Theorem 4.10.18 it follows that
there is the given by (
RP3, L2
(
RP3,S) ,D/ )
unoriented spectral triple.
4.11 Infinite coverings
4.11.1 Inverse limits of coverings in topology
4.11.1. Let X be a connected, locally connected, locally compact, Hausdorff topo-
logical space. Let {pλ : Xλ → X}λ∈Λ be a family of transitive finite-fold coverings
which is indexed by a countable set Λ such that Xλ is connected for all λ ∈ Λ. Let
us define an order on Λ such that
µ ≥ ν if and only if there is a surjective coninuous map p : Xµ → Xν
such that pµ = pν ◦ p.
(4.11.1)
From the Corollary A.2.6 it follows that the map p is a covering. Suppose that
there is the minimal λmin ∈ Λ such that Xλmin def= X and suppose that the ordered
set Λ is directed (cf. Definition A.1.3). Suppose that for any λ ∈ Λ there is a base
point xλ0 ∈ Xλ such that
∀µ, ν ∈ Λ pµ
(
xµ0
)
= pν (xν0) ,
µ ≥ ν ⇒ ∃p : Xµ → Xν pµ = pν ◦ p AND p
(
xµ0
)
= xν0.
For any µ ≥ ν there is the unique pointed map p : (Xµ, xµ0 ) → (Xν, xν0) which
satisfies to the above equation we denote it by pµν
def
= p. From the Corollary A.2.6
it turns out that pµν is a covering for all µ > ν. The spaces Xλ and coverings pµν
yield a category which is equivalent to the pre-order category Λ (cf. Definition
H.1.1). So there is the inverse limit X̂ = lim←−λ∈Λ Xλ in the category of topological
spaces and continuous maps. For all λ ∈ Λ a there is the natural continuous map
p̂λ : X̂ → X .
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Definition 4.11.2. Consider the situation 4.11.1 and suppose that Λ is a countable
directed set (cf. Definition A.1.3) such that there is the unique minimal element
λmin ∈ Λ. Let X be a connected locally connected second-countable topologi-
cal space. Consider a full subcategory S the finite covering category of X (cf.
Definition 4.3.25). The set of objects is marked by Λ, i.e. the set of objects is a
family {pλ : Xλ → X}λ∈Λ of transitive finite-fold coverings such that Xλmin = X ,
and pλmin = IdX . Morphism from pµ : Xµ → X to pν : Xν → X is a surjective
continuous map p : Xµ → Xν such that pµ = pν ◦ p. We say that S is a topological
finite covering category and we write S ∈ FinTop.
Definition 4.11.3. Let SX be a topological finite covering category with the set
of objects {pλ : Xλ → X}λ∈Λ. Suppose that there are base points x0 ∈ X and
xλ0 ∈ Xλ such that for any λ ∈ Λ the pλ is a pointed map
(Xλ, xλ0 ) → (X , x0) (cf.
Definition 4.3.29). Let us consider a subcategory S(X ,x0) =
{(Xλ, xλ0 )→ (X , x0))}
of SX such that any morphism p
µ
ν :
(Xµ, xµ0 ) → (Xν, xν0) of S(X ,x0) is a pointed
map. We say that S(X ,x0) is a pointed topological finite covering category and we write
S(X ,x0)
def
=
def
=
{{
pλ :
(
Xλ, xλ0
)
→ (X , x0)
}
λ∈Λ
,
{
pµν :
(Xµ, xµ0 )→ (Xν, xν0)}µ,ν∈Λ
µ≥ν
}
S(X ,x0) ∈ FinToppt.
(4.11.2)
Remark 4.11.4. The category S(X ,x0) is a subcategory of the category FinCov-
(X , x0) the pointed finite covering category of (X , x0)
Remark 4.11.5. The category S(X ,x0) is equivalent to the pre-order category Λ (cf.
Definition H.1.1).
Definition 4.11.6. Let S(X ,x0) be a pointed topological finite covering category
given by the Equation (4.11.2) and let X̂ def= lim←−λ∈Λ Xλ be the inverse limit of
topological spaces. Let p̂λ : X̂ → Xλ be the natural continuous map for all λ ∈ Λ.
The subset Û ⊂ X̂ is said to be special if for all λ ∈ Λ following conditions hold:
• The restriction p̂λ|Û is injective.
• The set p̂λ
(
Û
)
is connected and open.
Lemma 4.11.7. Let X̂ = lim←−λ∈Λ Xλ be the inverse limit in the category of topological
spaces and continuous maps. Any special set of X̂ is a Borel subset of X̂ .
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Proof. If Uλ ⊂ Xλ is an open set then p̂−1λ (Uλ) ⊂ X̂ is open. If Û is a special set
then Û = ⋂λ∈Λ p̂−1λ ◦ p̂λ (Û), i.e. Û is a countable intersection of open sets. So Û
is a Borel subset.
Lemma 4.11.8. Consider the situation of the Definition 4.11.3 and denote by
{
Ûα ⊂ X̂
}
α∈A
the collection of all special sets (cf. Definition 4.11.6). Following condition holds:
(i) The collection
{
Ûα
}
is a basis for a topology on X̂ (cf. Definition A.1.1).
(ii) Let X be the topological space which coincides with X̂ as a set and the topology of
X is generated by
{
Ûα
}
, and let p̂ : X → X̂ be the natural biective map. For all
λ ∈ Λ the composition pλ
def
= p̂λ ◦ p̂ : X → X̂ → Xλ is a covering.
(iii) The bijective map p̂ : X → X̂ is continuous.
Proof. (i) One needs proof (a) and (b) of the Definition A.1.1.
(a) Let x̂0 ∈ X̂ , denote by xλ0 def= p̂λ (x̂0). Let {λn}n∈N ⊂ Λ be a cofinal subset
such that m > k ⇒ λm > λk. Let p̂ : X̂ → X be the natural continuous
map, and let x0
def
= p̂ (x̂0). Since X is locally connected there exists an open
connected neighborhood U of x0 evenly covered by pλ1 : Xλ1 → X . For any n
there is the unique open connected neighborhood Uλn ⊂ Xλn of xλn0 such that
pλn (Uλn) = U . For any λ ∈ Λ there is λn such that λn ≥ λ. If Uλ def= pλnλ (Uλn)
then pλ (Uλ) = U . If Û def= ⋂λ∈Λ p̂−1λ (Uλ) then the restriction p̂λ|Û injective
and maps Û onto the open set Uλ. Thus Û is special and x̂0 ∈ Û .
(b) If both Û1 and Û2 are special sets then since p̂λ|Û1 is injective the restriction
p̂λ|Û1∩Û2 is also injective. Since p̂λ
(
Û1 ∩ Û2
)
= p̂λ
(
Û1
)
∩ p̂λ
(
Û2
)
and both
p̂λ
(
Û1
)
, p̂λ
(
Û2
)
are open, the set p̂λ
(
Û1 ∩ Û2
)
is open. If p̂ : X̂ → X
is the natural continuous map then since X is locally connected there is a
connected open subset U3 ⊂ X such that U3 ⊂ p
(
Û1
)
∩ p
(
Û2
)
. If Û3 def= Û1∩
Û2 ∩ p̂−1 (U3) then clearly Û3 ⊂ Û1 ∩ Û2. Moreover for all λ ∈ Λ the set Û3
is homeomorphically mapped onto open connected set p̂λ
(
Û1
)
∩ p̂λ
(
Û2
)
∩
p−1λ (U3) ∼= U3, i.e. Û3 is special.
(ii) Let xλ0 ∈ Xλ be a point, and let x0 = pλ
(
xλ0
)
. There is a connected open
neighborhood U of x0 evenly covered by pλ, and the connected neighborhood Uλ
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of xλ0 such that pλ (Uλ). Let {λn} ⊂ Λ be an indexed by natural numbers finite or
countable linearly ordered cofinal subset such that m > k ⇒ λm > λk and λn > λ
for any n. Let x̂0 ∈ X̂ be such that p̂ (x̂0) = xλ0 . For any n there is the unique
open connected neighborhood Uλn ⊂ Xλn of xλn0 such that pλn (Uλn) = U . For any
λ′ ∈ Λ there is λn such that λn ≥ λ. If Uλ′ def= pλnλ′ (Uλn) then pλ′ (Uλ′) = U . If
Û x̂0 def= ⋂λ′∈Λ p̂−1λ′ (xλ′) then the restriction p̂λ′ |Û injective and maps Û onto the
open set Uλ′ . Thus Û is special and x̂0 ∈ Û . Similarly for any x̂ ∈ p̂−1λ
(
xλ0
)
one
can construct Û x̂ such that x̂ ∈ Û x̂ and Û x̂ is mapped homeomorphically onto Uλ.
If x̂1, x̂2 ∈ p̂−1λ
(Uλ0 ) are such that x̂1 6= x̂2 then Û x̂1 ∩ Û x̂2 = ∅. So one has
p̂−1λ (Uλ) =
⊔
x̂∈ p̂−1λ (xλ0 )
Û x̂,
hence taking into account that both p̂λ : X̂ → Xλ and pλ : X → Xλ are surjective
we conclude that pλ is a covering.
(iii) All maps pλ : X → Xλ are continuous, hence from the definition of the inverse
image it follows that the natural map X → X̂ is continuous.
Definition 4.11.9. Consider the situation of the Definition 4.11.3, and let X̂ =
lim←−Xλ be the inverse limit in the category of topological spaces and continuous
maps (cf. [70]). If p̂ : X̂ → X is the natural continuous map then a homeo-
morphism g of the space X̂ is said to be a covering transformation if a following
condition holds
p̂ = p̂ ◦ g.
The group Ĝ of such homeomorphisms is said to be the group of covering transfor-
mations of S. Denote by G
(
X̂
∣∣∣X ) def= Ĝ.
Lemma 4.11.10. Consider the situation of the Definition 4.11.3, and suppose that for all
λ ∈ Λ the the covering is transitive (cf. Definition 4.3.1). Let
(
X̂ , x̂0
)
= lim←−
(Xλ, xλ0 )
be the inverse limit in the category of topological spaces and continuous maps. There is the
natural group isomorphism G
(
X̂
∣∣∣X ) ∼= lim←−G (Xλ | X ). For any λ ∈ Λ there is the
natural surjective homomorphism hλ : G
(
X̂
∣∣∣X ) → G (Xλ | X ) and ⋂λ∈Λ ker hλ is a
trivial group.
Proof. There is a continuous map p̂ :
(
X̂ , x̂0
)
→ (X , x0) and for any λ ∈ Λ there
is the natural continuous map p̂λ : p̂ :
(
X̂ , x̂0
)
→ (Xλ, xλ0 ) Let x̂′ ∈ X̂ be such
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that p̂ (x̂′) = x0. If x′λ = p̂λ (x̂
′) and xλ = p̂λ (x̂0) then pλ (xλ) = pλ (x′λ), where
pλ :
(Xλ, xλ0 ) → (X , x0) is the natural covering. Since pλ is transitive for any
λ ∈ Λ there is the unique gλ ∈ G (Xλ | X ) such that x′λ = gλxλ. In result there is
a sequence {gλ ∈ G (Xλ | X )}λ∈Λ which satisfies to the following condition
gµ ◦ pλµ = pλµ ◦ gλ
where λ > µ and pλµ : Xλ → Xµ is a morphism of S(X ,x0). The sequence {gλ}
naturally defines an element ĝ ∈ lim←−G (Xλ |X ). Let us define an homeomorphism
ϕĝ : X̂ → X̂ by a following construction. If x̂′′ ∈ X̂ is any point then there is the
family
{
x′′λ ∈ Xλ
}
λ∈Λ such that
x′′λ = p̂λ
(
x̂′′
)
.
On the other hand there is the family
{
x′′ĝλ ∈ Xλ
}
λ∈Λ
x′′ĝλ = gλx
′′
λ
which for any n > m satisfies to the following condition
pλµ
(
x′′ĝλ
)
= x′′gµ .
From the above equation and properties of inverse limits it follows that there is
the unique x̂′′ĝ ∈ X̂ such that
p̂λ
(
x̂′′ĝ
)
= x′′ĝλ ; ∀λ ∈ Λ.
The required homeomorphism ϕĝ is given by
ϕĝ
(
x̂′′
)
= x̂′′ĝ.
From p̂ ◦ ϕĝ = p̂ it follows that ϕĝ corresponds to an element in G
(
X̂ | X
)
which mapped onto gλ for any λ ∈ Λ. Otherwise ϕĝ naturally corresponds
to the element ĝ ∈ lim←−G (Xλ |X ), so one has the natural group isomorphism
G
(
X̂
∣∣∣X ) ∼= lim←−G (Xλ | X ). From the above construction it turns out that any
homeomorphism ĝ ∈ G
(
X̂ | X
)
uniquely depends on x̂′ = ĝx̂0 ∈ p̂−1 (x0). It
follows that there is the 1-1 map ϕ : p̂−1 (x0)
≈−→ G
(
X̂
∣∣∣X ). Since the covering
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pλ : Xλ → X is transitive there is the 1-1 map ϕλ : p−1λ (x0)
≈−→ G (Xλ | X ). The
natural surjective map
p̂−1 (x0)→ p−1λ (x0)
induces the surjective homomorphism G
(
X̂
∣∣∣X )→ G (Xλ | X ). If ĝ ∈ ⋂Λ∈λ ker hλ
is not trivial then ĝx̂0 6= x̂0 and there is n ∈ N such that p̂λ (x̂0) 6= p̂λ (ĝx̂0) =
hλ (ĝ) p̂λ (x̂0), so hλ (ĝ) ∈ G (Xλ | X ) is not trivial and ĝ /∈ ker hλ. From this
contradiction it follows that
⋂
λ∈Λ ker hλ is a trivial group.
Lemma 4.11.11. Consider the situation of the Definition 4.11.3. Let X be the topological
space given by the Lemma 4.11.8 with natural bicontinuous map X → X̂ . There is the
natural isomorphism G
(X | X ) ≈−→ G (X̂ | X ) induced by the map X → X̂ .
Proof. Since X coincides with X̂ as a set, and the topology of X is finer than the
topology of X̂ there is the natural injective map G (X | X ) →֒ G (X̂ | X ). If
ĝ ∈ G
(
X̂ | X
)
and Û is a special set, then for any n ∈ N following condition
holds
p̂λ
(
ĝÛ
)
= hλ (ĝ) ◦ p̂λ
(
Û
)
(4.11.3)
where p̂λ : X̂ → Xλ is the natural map, and hλ : G
(
X̂ | X
)
→ G (Xλ | X ) is given
by the Lemma 4.11.10. Clearly hλ (ĝ) is a homeomorphism of Xλ, so from (4.11.3)
it follows that p̂λ
(
ĝÛ
)
is an open subset of Xλ. Hence ĝÛ is special. So ĝ maps
special sets onto special sets. Since topology of X is generated by special sets the
map ĝ is a homeomorphism of X , i.e. ĝ ∈ G (X | X ).
Corollary 4.11.12. In the situation of the Lemma 4.11.11, the natural coverings X → X
and X → Xλ are transitive.
Definition 4.11.13. Consider the situation of the Definition 4.11.3. A pair(
(Y , y0) , pY
)
of a topological connected pointed space (Y , y0)with and preserving
base-point continuous map pYλ : (Y , y0) →
(
X̂ , x̂0
)
is said to be a transitive covering
of S(X ,x0) if for any λ ∈ Λ the composition pYλ
def
= p̂λ ◦ pY is a transitive covering.
We write
(
(Y , y0) , pY
) ↓ S(X ,x0).
Definition 4.11.14. Let us consider the situation of the Definition 4.11.13. A mor-
phism from
(
Y ′, pY ′
)
↓ S(X ,x0) to
(
Y ′′, pY ′′
)
↓ S(X ,x0) is a preserving base-point
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continuous map f :
(
Y ′, pY ′
)
→
(
Y ′′, pY ′′
)
such that
pY
′′ ◦ f = pY ′ .
Remark 4.11.15. If f :
(
Y ′, pY ′
)
→
(
Y ′′, pY ′′
)
is a morphism from
(
Y ′, pY ′
)
↓
S(X ,x0) to
(
Y ′′, pY ′′
)
↓ S(X ,x0) then from the Lemma 4.3.7 it follows that f is a
transitive covering.
4.11.16. There is a category with objects and morphisms described by Definitions
4.11.13, 4.11.14 respectively. Denote by ↓ S(X ,x0) this category.
Lemma 4.11.17. There is the final object of the category ↓ S(X ,x0) described in 4.11.16.
Proof. Let X̂ = lim←−λ∈Λ Xλ be the inverse limit in the category of topological spaces
and continuous maps and p̂λ : X̂ → Xλ, p̂ : X̂ → X be natural continuous maps.
The family
{
xλ0
}
uniquely defines the point x̂0 ∈ X̂ . If X is the topological space
given by (ii) of the Lemma 4.11.8 then the point x̂0 uniquely defines the point
x0 ∈ X because X coincides with X̂ as the set. Let p̂ : X → X̂ be the given by (ii)
of the Lemma continuous map. Denote by X˜ ⊂ X the connected component of x0,
and denote by x˜0
def
= x0. From the Lemma 4.11.8 it follows that the compositions
p̂λ ◦ p̂ :
(X , x0) → (X , x0) and p̂ ◦ p̂ : (X , x0) → (Xλ, xλ0 ) are pointed coverings.
From the Theorem A.2.7 it follows that restrictions p̂λ ◦ p̂
∣∣∣X˜ : (X˜ , x0) → (X , x0)
and p̂ ◦ p̂
∣∣∣X˜ : (X˜ , x0) → (Xλ, xλ0 ) are also coverings. For all λ ∈ Λ the covering
p̂λ ◦ p̂ is transitive, so p̂ ◦ p̂
∣∣∣X˜ is also transitive because X˜ is a connected component
of X .
Thus the pair
(
X˜ , p̂
∣∣∣X˜) is an object of the category ↓ S(X ,x0), let us prove that
it is the final object. Since the continuous pointed map p̂ :
(X , x0) → (X̂ , x̂0)
is bijective there is the natural map pY : (Y , y0) →
(X , x0). Denote by pY :
(Y , y0) → (X , x0) the natural pointed covering. Suppose that y ∈ Y is any point,
and let x = pY (y) ∈ X and x = p (x) = pY (y) ∈ X . Let both U1 and U2 be open
connected neighborhoods of x evenly covered by both pY and p respectively. Let
U be an open connected neighborhood of x such that U ∈ U1 ∩ U2. One has
p−1 (U) =
⊔
x′∈p−1(x)
U x′ ,
p−1Y (U) =
⊔
y′∈p−1Y (x′)
Vy′
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where both U x′ and Vy′ are connected neighborhoods of x′ and y′ respectively. It
follows that
pY
(U x) = ⊔
y′∈p−1Y (x′)
pY (y
′)=x
Vy′
It turns out that the map pY is continuous. Since Y is connected one has pY (Y) ⊂
X˜ , or there is the natural continuous map p˜Y : (Y , y0) →
(
X˜ , x˜0
)
.
4.11.18. Consider the situation of the Lemma 4.11.17. Let G ⊂ G (X ∣∣X ) be the
maximal among subgroups G′ ⊂ G (X ∣∣X ) such that G′X˜ = X˜ . For all x ∈ X
there is x˜ ∈ X˜ such that p (x) = p (x˜). It follows that there is g ∈ G (X ∣∣X ) such
that x = gx˜. Since g is a homeomorphism it homeomorphically maps x˜ onto the
connected component of x. It follows that
X = ⊔
g∈J
gX˜ (4.11.4)
where J ⊂ G (X ∣∣X ) is a set of representatives of G (X ∣∣X ) /G. Otherwise there
is the group isomorphism
G ∼= G
(
X˜
∣∣∣X ) (4.11.5)
and the covering X˜ → X is transitive.
Definition 4.11.19. The given by the Lemma 4.11.17 final object
((
X˜ , x˜0
)
, pX˜
)
of the category ↓ S(X ,x0) is said to be the topological inverse limit of S(X ,x0). The
notation
((
X˜ , x˜0
)
, pX˜
)
= lim←−S(X ,x0) or simply X˜ = lim←−S(X ,x0) will be used.
The given by (ii) of the Lemma 4.11.8 space X is said to be the disconnected inverse
limit of S(X ,x0).
Lemma 4.11.20. Let S(X ,x0) =
{(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt be a pointed
topological finite covering category, and let X be the disconnected inverse limit of S(X ,x0).
For any compact U ⊂ X there is λU ∈ Λ such that for any λ ≥ λU ∈ Λ such that for any
λ ≥ λU the set U is mapped homeomorphically onto pλ
(U) ⊂ Xλ where pλ : X → Xλ
is the natural covering.
Proof. Let us select any λ0 ∈ Λ. For any x ∈ U there is an open there is a connected
open neigborhood U x which is mapped homeomorphically onto pλ0
(U x). One has
U ⊂ ∪x∈UU x. Since U is compact there is a finite set
{U x1 , ...,U xn} ⊂ {U x}x∈U such
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that U ⊂ ∪nj=1U xj . Write
{U 1, ...,Un} def= {U x1 , ...,U xn}. Suppose that j, k = 1, ..., n
be such that U j ∩ U k = ∅ and pλ0
(U j) ∩ pλ0 (U k) 6= ∅. Then there are xj ∈ U j
and xk ∈ U k such that pλ0
(
x j
)
= pλ0 (xk). Since xj 6= xk there is λjk ∈ Λ such that
pλjk
(
xj
) 6= pλjk (xk). It turns out that pλjk (U j) ∩ pλjk (U k) = ∅. If λU = maxjk λjk
then for all λ ≥ λU the set U is mapped homeomorphically onto pλ
(U) ⊂ Xλ.
Corollary 4.11.21. Let S(X ,x0) =
{(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt be a pointed
topological finite covering category, and let X be the disconnected inverse limit of S(X ,x0).
If the space X is normal then for any compact U ⊂ X there is λU ∈ Λ and a contin-
uous function fλU : XλU → [0, 1] such that fλU
(
pλU
(U)) = {1} and g supp fλU ∩
supp fλU = ∅ for all nontrivial g ∈ G
(
XλU
∣∣∣X ).
Proof. From the Lemma 4.11.20 one can suppose that gpλU
(U) ∩ pλU (U) = ∅ for
all nontrivial g ∈ G
(
XλU
∣∣∣X ), so one has
pλU
(U)⋂ ⋃
g∈G
(
XλU
∣∣∣X)\{e}
gpλU
(U) = ∅
where e is the trivial element of G
(
XλU
∣∣∣X ). It turns out that there is f ′ : XλU →
[0, 1] such that f ′
(
pλU
(U)) = {1} and
f ′
 ⋃
g∈G
(
XλU
∣∣∣X)\{e}
gpλU
(U)
 = {0}.
Clearly g supp f ′ ∩ pλU
(U) = ∅ for any nontrivial g ∈ G (XλU ∣∣∣X ), so one has
pλU
(U)⋂
supp (1− f ′)⋃ ⋃
g∈G
(
XλU
∣∣∣X)\{e}
g supp f ′
 = ∅
It turns out that there is f : XλU → [0, 1] such that f
(
pλU
(U)) = {1} and
f
supp (1− f ′)⋃ ⋃
g∈G
(
XλU
∣∣∣X)\{e}
g supp f ′
 = {0}.
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From f (supp (1− f ′)) = {0} it follows that supp f ⊂ supp f ′ and taking into
account that supp f ∩ g supp f ′ = ∅ for all nontrivial g ∈ G
(
XλU
∣∣∣X ) one has
supp f ∩ g supp f = ∅.
Lemma 4.11.22. Let (X , x0) be a connected, locally connected, locally compact, Hausdorff
pointed space, and let p˜ :
(
X˜ , x˜0
)
→ (X , x0) be a pointed transitive covering such that X˜
is connected and the covering group G
(
X˜
∣∣∣X ) (cf. Definition A.2.3) is residually finite
(cf. Definition B.3.2). Let us consider a familyS(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ
of all transitive finite-fold pointed coverings such for every λ ∈ Λ there is a covering
p˜λ :
(
X˜ , x˜0
)
→ (Xλ, xλ0 ) such that p˜ = pλ ◦ p˜λ. Following conditions hold:
(i) The family S(X ,x0) is a pointed a topological finite covering category.
(ii) The pointed space
(
X˜ , x˜0
)
is the inverse noncommutative limit of S(X ,x0).
Proof. For any finite group H with surjective group homomorphism
φ : G
(
X˜
∣∣∣X )→ H
there the space XH = X˜/ ker φ. There base-point x˜0 naturally defines the base
point xH0 ∈ XH. There are natural pointed coverings pH :
(X H, xH0 )→ (X , x0) and
p˜H :
(
X˜ , x˜0
)
→ (XH, xH0 ), pH : (XH, xH) → (X , x0) such that p˜ = pH ◦ p˜H. It
turns out that pH belongs to the family S(X ,x0). Otherwise since p˜ is a transitive
covering for any λ ∈ Λ there is the surjective homomorphism φλ : G
(
X˜
∣∣∣X ) →
G (Xλ | X ) such that the following condition holds Xλ = X˜/ ker φλ. So there is a
one-to-one correspondence between objects of S(X ,x0) and finite groups which are
epimorphic images of G
(
X˜
∣∣∣X ). The group G ( X˜ ∣∣∣X ) is residually finite so the
map
φ = ∏
λ∈Λ
φλ : G
(
X˜
∣∣∣X ) →֒ ∏
λ∈Λ
G (Xλ | X ) (4.11.6)
is an injective homomorphism.
(i) Let us consider the order on Λ given by (4.11.1), i.e.
µ ≥ ν if and only if there is a surjective coninuous map p : Xµ → Xν
such that pµ = pν ◦ p.
(4.11.7)
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For any λ ∈ Λ the kernel kerφλ ⊂ G
(
X˜
∣∣∣X ) is a subgroup of finite index. For
any µ, ν ∈ Λ the intersection ker φµ ∩ kerφν ⊂ G
(
X˜
∣∣∣X ) is also a subgroup of
finite index, so there is the group G
(
X˜
∣∣∣X ) / (kerφµ ∩ kerφν) is finite. It follows
that there is the space X˜/ (kerφµ ∩ kerφν) with the natural finite-fold covering
pµν : X˜/
(
kerφµ ∩ kerφν
) → X and the covering p˜µν : X˜ → X˜/ (kerφµ ∩ kerφν)
such that p˜ = pµν ◦ p˜µν. From the definition of S(X ,x0) there is λ ∈ Λ such that
the covering pµν : X˜/
(
ker φµ ∩ kerφν
) → X is equivalent to pλ : Xλ → X . From
the natural coverings X˜/ (kerφµ ∩ kerφν) → X˜/ ker φµ, X˜/ (kerφµ ∩ kerφν) →
X˜/ kerφν it follows that there are coverings Xλ → Xµ and Xλ → Xµ and from
(4.11.7) it turns out that λ ≥ µ and λ ≥ ν. Hence Λ is a directed set.
(ii) The pointed pair
((
X˜ , x˜0
)
,
{
p˜µν
}
µ,ν∈Λ
)
is an object of the category ↓ S(X ,x0).
If
(
X˜ ′, x˜′0
)
is the inverse limit of S(X ,x0) then there is the natural continuous map
p :
(
X˜ , x˜0
)
→
(
X˜ ′, x˜′0
)
. If x˜1, x˜2 ∈ X˜ are such that x˜1 6= x˜2 and p (x˜1) = p (x˜2)
then there is g ∈ G
(
X˜
∣∣∣X ) such that x˜1 = g˜x˜2. If p˜′λ : (X˜ ′, x˜′0) → (Xλ, xλ0 ) then
from p (x˜1) = p (x˜2) it turns out that p˜λ (x˜1) = p˜λ (x˜2) for all λ ∈ Λ. It turns out
that φλ (g) is trivial for every λ ∈ Λ. Taking into account that the homomorphism
(4.11.6) is injective we conclude that g is trivial, so x˜1 = x˜2. Thus the map p is
injective, and since p is a covering (cf. Remark 4.11.15) it is a homeomorphism.
From the natural homeomorphism
(
X˜ , x˜0
) ∼= (X˜ ′, x˜′0) it turns out that (X˜ , x˜0)
is the inverse noncommutative limit of S(X ,x0).
4.11.2 Algebraic construction in brief
The inverse limit of coverings X˜ is obtained from inverse limit of topological
spaces X̂ by a change of a topology. The topology of X˜ is finer then topology of
X̂ , it means that C0
(
X̂
)
is a subalgebra of Cb
(
X˜
)
. The topology of X˜ is obtained
from topology of X̂ by addition of special subsets. Addition of new sets to a
topology is equivalent to addition of new elements to C0
(
X̂
)
. To obtain Cb
(
X˜
)
we will extend C0
(
X̂
)
by special elements (cf. Definition 3.1.19). If U˜ ⊂ X˜ is
a special set and a˜ ∈ Cc
(
X˜
)
is positive element such that a˜|X˜ \U˜ = {0}, and
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a ∈ Cc (X0) is given by a = ∑ĝ∈Ĝ ĝa˜, then following condition holds
a ( p˜λ (x˜)) =
∑
ĝ∈Ĝ
ĝa˜
 ( p˜λ (x˜)) =
{
a˜ (x˜) x˜ ∈ U˜
0 p˜λ (x˜) /∈ p˜λ
(
U˜
) .
From above equation it follows that∑
ĝ∈Ĝ
ĝa˜
2 = ∑
ĝ∈Ĝ
ĝa˜2. (4.11.8)
The equation (4.11.8) is purely algebraic and related to special subsets. From the
Theorem 4.11.37 it follows that the algebraic condition (4.11.8) is sufficient for
construction of C0
(
X˜
)
. Thus noncommutative inverse limits of coverings can be
constructed by purely algebraic methods.
4.11.3 Coverings of C∗-algebras
This section supplies a purely algebraic analog of the topological construction
given by the Subsection 4.11.1.
4.11.23. Let SX = {pλ : Xλ → X , }λ∈Λ ∈ FinTop be a pointed topological finite
covering category. Let us consider a continuity structure F for X and the {Ax}x∈X
where Ax is a C∗-algebra for any x ∈ X . There is the contravariant finite covering
functor A0 associated with A =
(X , {Ax}x∈X ,F) from the category the category
FinCov-X to the category of C∗- algebras and *-homomorphisms (cf. Definition
4.6.8). The restriction of A0 on SX is also denoted by A0. So one has the category
SA0(X ) = {A0 (pλ) : A →֒ A0 (Xλ)}λ∈Λ of C∗-algebras and *-homomorphisms.
Lemma 4.11.24. Let us consider a specialization the situation 4.11.23 such that A =(X , {Cx}x∈X ,C0 (X )) and A0 = C0 (cf. Definition 4.6.12). Following conditions hold:
(i) If SX = {pλ : Xλ → X}λ∈Λ ∈ FinTop is a topological finite covering category
(cf. Definition 4.11.2) then there is the natural algebraical finite covering category
(cf. Definition 3.1.4)
SC0(X ) = {πλ = C0 (pλ) : C0 (X ) →֒ C0 (Xλ)}λ∈Λ ∈ FinAlg.
(ii) Conversely any algebraical finite covering category
SC0(X ) = {πλ : C0 (X ) →֒ C0 (Xλ)}λ∈Λ ∈ FinAlg. (4.11.9)
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naturally induces topological finite covering category
SX = {pλ : Xλ → X}λ∈Λ ∈ FinTop
.
Proof. (i) One needs check (a), (b) of the Definition 3.1.4.
(a) Follows from (ii) of the Lemma 4.10.10.
(b) If µ, ν ∈ Λ are such that µ > ν then there is the continuous map p : Xµ → Xν
such that
pµ = pν ◦ p (4.11.10)
From the Corollary 4.3.8 it follows that p is a finite-fold transitive cov-
ering, and from the Lemma 4.5.43 it turns out that p corresponds to *-
homomorphism C0 (p) : C0 (Xν) →֒ C0
(Xµ) (cf. Definition 4.6.8). Taking
into account (4.11.10) one has
C0
(
pµ
)
= C0 (p) ◦ C0 (pν) . (4.11.11)
The equation (4.11.11) is a specialization of (3.1.4).
(ii) From the Theorem 4.10.8 it turns out that any object πλ : C0 (X ) →֒ C0 (Xλ) of
the category SC0(X ) corresponds to the object pλ : Xλ → X of the category SX ,
i.e. pλ is a transitive finite-fold covering. If µ, ν ∈ Λ are such that µ > ν then from
(b) of the Definition 3.1.4 it follows that there is an injective *-homomorphism
π : C0 (Xν) → C0
(Xµ) such that
C0
(
pµ
)
= π ◦ C0
(
pµ
)
. (4.11.12)
From the condition (a) of the Definition 3.1.4 and the condition (a) of the Defini-
tion 3.1.1 it turns out that the homomorphism π is a noncommutative finite fold
covering, so taking into account Theorem 4.10.8 one has the topological finite-
fold covering p : Xµ → Xν such that π = C0 (p). From (4.11.12) it follows that
pµ = p ◦ pν.
Lemma 4.11.25. If S(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt is a pointed
topological finite covering category such that for any µ > ν there is the unique pointed
covering pµν :
(Xµ, xµ0 )→ (Xν, xν0) then
SC0(X ) =
=
({C0 (pλ) : C0 (X ) →֒ C0 (Xλ)} , {C0 (pµν) : C0 (Xν) →֒ C0 (Xµ)}) (4.11.13)
is a pointed algebraical finite covering category (cf. Definition 3.1.6).
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Proof. According to our construction for any µ > ν the category SC0(X ) contains
the unique injective *-homomorphism from C0 (Xν) to C0
(Xµ). This lemma fol-
lows from the Remark 3.1.7.
4.11.26. LetS(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt be a pointed topo-
logical finite covering category (cf. Definition 4.11.2). Similarly to 4.11.23 consider
a continuity structure F for X and the {Ax}x∈X where Ax is a simple C∗-algebra
(cf. Definition D.1.31) for any x ∈ X . There is the contravariant finite covering
functor A0 associated with A =
(X , {Ax}x∈X ,F) from the category the category
S(X ,x0) to the category of C
∗- algebras and *-homomorphisms. There is the cate-
gory
SA =
=
({A0 (pλ) : A →֒ A0 (Xλ)} , {A0 (pµν ) : A0 (Xν) →֒ A0 (Xµ)}) (4.11.14)
Lemma 4.11.27. If SA given by (4.11.14) is a pointed algebraical finite covering category
(cf. Definition 3.1.6) and Λ is countable then
(i) The spectrum of the C∗-inductive limit Â def= C∗- lim−→Λ A0 (Xλ) is the projective
limit lim←−Xλ.
(ii) Let X be the disconnected inverse limit of S(X ,x0) (cf. Definition 4.11.19), let p :
X → X be the natural covering. Suppose that
A0
(X ) = C0 (liftp [A0 (X )]) .
If Ha is the space of the atomic representation πa : A0
(X ) →֒ B (Ha) (cf. Defi-
nition D.2.33), X̂ is the projective limit lim←−Xλ of topological spaces and Ĥa is the
space of the atomic representation π̂a : C∗- lim−→Λ A0 (Xλ) →֒ B
(
Ĥa
)
then there is
the natural isomorphism
Ha ∼= Ĥa.
.
(iii) If
{
aλ ∈ Â
}
λ∈Λ
is a bounded strongly convergent in B
(
Ĥa
)
net then the strong
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limit a = lim π̂a (aλ) is given by
aξ = a
... , ξ x̂︸︷︷︸
x̂th place
, ...
 =
... , ax̂ξ x̂︸︷︷︸
x̂th place
, ...
 ;
ξ =
... , ξ x̂︸︷︷︸
x̂th place
, ...
 ∈ Ĥa = ⊕
x̂∈X̂
Ĥx̂
(4.11.15)
where ax̂ ∈ B
(
Ĥx̂
)
is the strong limit ax̂ = limλ∈Λ repx̂ (aλ).
Proof. (i) The spectrum of A0 (Xλ) is Xλ, and taking into account the Lemma 3.1.27
one concludes that spectrum of the C∗-inductive limit C∗- lim−→Λ A0 (Xλ) is the pro-
jective limit lim←−Xλ.
(ii) Denote by X̂ def= lim←−Xλ and Â
def
= C∗- lim−→Λ A0 (Xλ). The space X is the spec-
trum of A0
(X ). From (ii) of the Lemma 4.11.8 it follows that there is the bi-
jective continuous map p̂ : X → X̂ . If x ∈ X , x̂ ∈ X̂ , x ∈ X are points and
repx : A0 (X ) → B (Hx), repx : A0
(X ) → B (Hx), repx̂ : Â → B (Hx̂) are corre-
sponding irreducible representations then there are natural isomorphisms
Hx ∼= Hp(x),
Ĥx̂ ∼= H p̂(x̂)
where p̂ : X̂ → X is the natural surjective map. It follows that
Hx ∼= Ĥ p̂(x)
and taking into account
Ha =
⊕
x∈X
Hx,
Ĥa =
⊕
x̂∈X̂
Ĥx̂ ∼=
⊕
x∈X
H p̂(x)
one has Ha ∼= Ĥa.
(iii) If ax̂ ∈ B
(
Ĥx̂
)
is not the strong limit of limλ∈Λ repx̂ (aλ) then there ex-
ists ε > 0 and ξ x̂ ∈ Ĥx̂ such that for any λ0 ∈ Λ there is λ > λ0 such that
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‖(repx̂ (aλ)− repx̂ (a)) ξ x̂‖ > ε. If
ξa =
... , ξ x̂︸︷︷︸
x̂th place
, ...
 ∈ Ĥa
then one has ‖(aλ − a) ξa‖ > ε, i.e. a is not a strong limit of {aλ}. Conversely
select any C > 0 such that ‖aλ‖ < C for all λ ∈ Λ. There is a finite subset X̂0 ⊂ X̂
and ηa ∈ Ĥa such that
ηa =
... , ηx̂︸︷︷︸
x̂th place
, ...
 ;
ηx̂ =
{
ξ x̂ x̂ ∈ X̂0
0 x̂ /∈ X̂0
;
‖ξa − ηa‖ < ε
2C
.
There is λ0 ∈ Λ such that
‖(repx̂ (aλ)− repx̂ (a)) ξ x̂‖ <
ε
2
∣∣∣X̂0∣∣∣ ∀x̂ ∈ X̂0 ∀λ > λ0
From the above equations one has
‖(aλ − a) ξ‖ < ε,
i.e. there is the strong limit a = limλ∈Λ repx̂ (aλ).
4.11.28. Consider the specialization of the Lemma 4.11.27 such that
A =
(X , {Cx}x∈X ,F) = C0 (X ), A0 = C0, and the given by (4.11.14) category
equals to
SC0(X ) =
=
({C0 (pλ) : C0 (X ) →֒ C0 (Xλ)} , {C0 (pµν) : C0 (Xν) →֒ C0 (Xµ)}) . (4.11.16)
For any x̂ ∈ X̂ the corresponding irreducible representation is the C-linear map
repx̂ : Â→ C;
â 7→ âx̂ = â (x̂)
205
and taking into account (iii) of the Lemma 4.11.27 any special element a of (4.11.16)
corresponds to a family {ax̂ ∈ C}x̂∈X̂ . Similarly any weakly special element b =
ĉ a d̂ with ĉ, d̂ ∈ Ĉ0 (X ) corresponds to a family {bx̂ ∈ C}x̂∈X̂ . If Ξ
(
SC0(X )
)
is
Ĉ0 (X )-bimodule of weakly special elements and D∗
(
X̂
)
the C∗- algebra of all
(possibly discontinuous) bounded maps X̂ → C then the above construction gives
is the C-linear map
Ξ
(
SC0(X )
)
→ D∗
(
X̂
)
.
Taking into account the bijective map X → X̂ one has the C-linear map
φ : Ξ
(
SC0(X )
)
→ D∗ (X ) . (4.11.17)
Indeed the image of φ is contained in the *-algebra of bounded D-Borel functions
(cf. D.2).
Lemma 4.11.29. If A is the disconnected infinite noncommutative covering of SC0(X )
then the map (4.11.17) yields the natural injective *-homomorphism
ϕ : A →֒ D∗ (X ) . (4.11.18)
Proof. Since A is the C∗-norm completion of f Ξ
(
Ξ
(
SC0(X )
))
the map (4.11.17)
uniquely defines the map ϕ. From the Lemma 4.11.27 it turns out that ϕ is injec-
tive.
Lemma 4.11.30. If C0
(X ) ⊂ D∗ (X ) is the natural inclusion then in the situation ot
the Lemma 4.11.29 one has
C0
(X ) ⊂ ϕ (A) .
Proof. Denote by p : X → X and pλ : X → Xλ the natural coverings. Let a ∈
Cc
(X )
+
be a positive function such that the open set U = { x ∈ X ∣∣ a (x) > 0} If
U ⊂ X is homeomorphically mapped onto U = p (U) ⊂ X then U . Let us prove
that a is special, i.e. it satisfies to the conditions (a) and (b) of the Definition 3.1.19
(a) If fε is given by (3.1.19) then for each ε > 0 one has
fε (a) ∈ Cc
(X )
+
,
supp fε (a) ⊂ X .
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From the Lemma 4.6.18 it turns out that
∑
g∈ker(G( X˜ |X )→G(Xλ |X ))
πa (g fε (a˜)) = πa
(
descpλ ( fε (a˜))
)
.
Otherwise descpλ ( fε (a˜)) ∈ C0 (Xλ) for any λ ∈ Λ.
(b) For every λ ∈ Λ the set U is mapped homeomorhically onto Xλ, it turns
out that if if aλ ∈ C0 (Xλ) is given by (3.1.23) then according to the Lemma
4.6.18 one has aλ = descpλ (a). Similarly for all λ0 ∈ Λ and for every z ∈ A+λ0
following condition holds supp z∗ a˜z ⊂ U so from 4.6.18 one has
λ > λ0 ⇒ ∑
g∈ker(G( X˜ |X )→G(Xλ |X ))
πa (g (z∗ a˜z)) = πa
(
descpλ (z
∗ a˜z)
)
.
From the above equation it turns out that
∀µ, ν ∈ Λ ν ≥ µ ≥ λ ⇒ ∑
g∈G(Xν |Xµ)
g (z∗aνz) = descpµν (z
∗aνz) AND
AND ∑
g∈G(Xν |Xµ)
g (z∗aνz)2 = descpµν (z
∗aνz)2
(4.11.19)
where pµν : Xµ → Xν is the natural covering. The equation (4.11.19) yields
the following
∀µ, ν ∈ Λ ν ≥ µ ≥ λ⇒
∥∥∥∥∥∥(z∗aµz)2 − ∑g∈G(Xν |Xµ) g (z∗aνz)2
∥∥∥∥∥∥ = 0 (4.11.20)
which is a specialization of (3.1.21).
Now taking into account the Lemma 4.8.5 one concludes that Cc
(X )
+
⊂
ϕ
(
A
)
. Since Cc
(X ) is dense in C0 (X ) (cf. Definition A.1.20) and A is C∗-norm
closed we have C0
(X ) ⊂ ϕ (A).
4.11.31. Denote by Gλ = G (Xλ | X ) groups of covering transformations and Ĝ =
lim←−Gλ. Denote by p : X → X , pλ : X → Xλ, p
λ : Xλ → X , pµλ : Xµ → Xλ (µ > λ)
the natural covering projections.
Lemma 4.11.32. Suppose that X is a locally compact, locally connected, Hausdorff space.
Let f ∈ D∗ (X )
+
be a positive bounded discontinuous function such that following con-
ditions hold:
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(a) If fε is given by (3.1.19) then for any ε ≥ 0, λ ∈ Λ there is a pont-wise convergent
series
f
ε
= ∑
g∈ker(Ĝ→G(Xλ | X ))
(
g fε
(
f
))
(x)
such that the function f ελ : Xλ → C given by pλ (x) 7→ f
ε
(x) lies in C0 (Xλ).
(b) Denote by fλ
def
= f 0λ . For all δ > 0 there is λ0 ∈ Λ such that if λ > λ0 and
Uλ0 = {xλ0 ∈ Xλ0 | fλ0 (xλ0) ≥ δ} ,
Uλ = {xλ ∈ Xλ| fλ (xλ) ≥ δ}
(4.11.21)
then the restriction pλλ0
∣∣∣Uλ : Uλ ≈−→ Uλ0 is bijective.
Then one has f ∈ C0
(X ).
Proof. Suppose λ0 satisfies to the condition (b) of this lemma. If
U = ⋂
λ≥λ0
p−1λ (Uλ) (4.11.22)
then the restriction pλ|U : U → Uλ is a bijection for any λ ≥ λ0. Really if there are
x1, x2 ∈ U such that pλ (x1) = pλ (x2) and x1 6= x2 then there is nontrivial g ∈ Ĝ
such that x2 = gx1. So there is λ > λ0 such that hλ (g) ∈ G (Xλ| Xλ0) is not trivial
(where hλ is the natural surjective homomorphism Ĝ → G (Xλ| Xλ0)). It follows
that pλ (x1) 6= pλ (x2) but from (4.11.22) it follows that pλ (x1) , pλ (x2) ∈ Uλ.
Otherwise pλλ0 (pλ (x1)) = p
λ
λ0
(pλ (x2)) so p
λ
λ0
∣∣∣Uλ : Uλ ≈−→ Uλ0 is not bijective, it
is a contradiction with (b). Let x ∈ U be a point and x = p (x). There is open
connected neighborhood U of x such that U is evenly covered by p and U ⊂
pλ0 (Uλ). For any λ ∈ Λ we select a connected neighborhood U ′λ of pλ (x) ∈ Xλ
which is homeomorphically mapped onto U . The set
U ′ def= ⋂
λ∈Λ
p−1λ
(U ′λ)
is open with respect to the given by the Lemma 4.11.8 topology, so from U ′ ⊂ U it
turns out that U is an open subset of X . From U =
{
x ∈ X ∣∣ f (x) ≥ δ}, it follows
that for any ε > δ following conditions holds
V =
{
x ∈ X ∣∣ fε ( f) (x) > 0} ⊂ U
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From the condition (a) of this lemma it follows that
fε
(
f
)
= lift
pλ
U ( f
ε
λ)
(cf. Definition 4.5.56). It follows that fε
(
f
)
∈ Cc
(X ). There is the C∗-norm
limit f = limε→0 fε
(
f
)
and since and from the Definition A.1.20 it turns out that
f ∈ C0
(X ).
Theorem 4.11.33. Suppose that X is a locally compact, locally connected, Hausdorff
space. Let f ∈ D∗ (X )
+
be a positive bounded discontinuous function such that following
conditions hold:
(a) If fε is given by (3.1.19) and ε > 0, λ ∈ Λ and x ∈ X then there are a pont-wise
convergent series
f λ = ∑
g∈ker(Ĝ→G(Xλ | X ))
g f ,
f
ε
λ = ∑
g∈ker(Ĝ→G(Xλ | X ))
g fε
(
f
)
,
hλ = ∑
g∈ker(Ĝ→G(Xλ | X ))
g f
2
.
(4.11.23)
Moreover there are fλ, f ελ, hλ ∈ C0 (Xλ) are such that for all x ∈ X one has
f λ = liftpλ ( fλ) ,
f
ε
λ = liftpλ ( f
ε) ,
hλ = liftpλ (hλ) .
(4.11.24)
(b) For all ε > 0 there is µ ∈ Λ such that µ ≥ λ0 and
∀λ ∈ Λ λ ≥ µ⇒ ∥∥ f 2λ − gλ∥∥ < ε. (4.11.25)
Then one has f ∈ C0
(X ).
Proof. Let µ ∈ Λ be such that for any λ ≥ µ ≥ λ0 following condition holds
λ ≥ µ ≥ λ0 ⇒
∥∥ f 2λ − gλ∥∥ < 2ε2. (4.11.26)
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For all λ > µ denote by pλ
def
= pλµ : Xλ → Xµ. Let x˜1, x˜2 ∈ Xλ be such that
x˜1 6= x˜2,
pλ (x˜1) = pλ (x˜2) = x,
fλ (x˜1) ≥ ε; fλ (x˜2) ≥ ε.
(4.11.27)
From the equations (4.11.23), (4.11.24) it turns out that
fµ (x) = ∑
x˜∈(pλ)−1(x)
fλ (x˜) .
hµ (x) = ∑
x˜∈(pλ)−1(x)
hλ (x˜) ,
fλ (x˜) = ∑
x∈(pλ)−1(x˜)
f λ (x) .
hλ (x˜) = ∑
x∈(pλ)−1(x˜)
f
2
(x) .
(4.11.28)
From the above equation it turns out that
f 2λ (x˜) = ∑
x∈(pλ)−1(x˜)
f
2
(x) + ∑
(x′,x′′)∈p−1λ (x˜)×p−1λ (x˜)
x′ 6=x′′
f
(
x′
)
f
(
x′′
) ≥
≥ ∑
x∈(pλ)−1(x˜)
f
2
λ (x) = hλ (x˜) .
f 2µ (x) = ∑
x˜∈p−1λ (x)
f 2λ (x˜) + ∑
(x˜′,x˜′′)∈p−1λ (x)×p−1λ (x)
x˜′ 6=x˜′′
fλ
(
x˜′
)
fλ
(
x˜′′
) ≥
≥ ∑
x˜∈p−1λ (x)
f 2λ (x˜) + fλ (x˜1) fλ (x˜2) + fλ (x˜2) fλ (x˜1) ≥
≥ ∑
x˜∈p−1λ (x)
hλ (x˜) + 2 fλ (x˜1) fλ (x˜2) ≥ hµ (x) + 2ε2,
hence one has ∥∥∥ f 2µ − gµ∥∥∥ ≥ 2ε2
However the above equation contradicts with (4.11.26), so the situation (4.11.27) is
impossible. It follows that for all λ > µ one has
pλ (x˜1) = pλ (x˜2) = x AND fλ (x˜1) ≥ ε AND fλ (x˜2) ≥ ε⇒ x˜1 = x˜2. (4.11.29)
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The equation (4.11.29) is equivalent to the condition (b) of the Lemma 4.11.32, so
f satisfies conditions (a), (b) of the Lemma 4.11.32, hence one has f ∈ C0
(X ).
Remark 4.11.34. Below the given by the Equation (4.11.18) injecive homomor-
phism ϕ : A →֒ D∗ (X ) will by replaced with inclusion A ⊂ D∗ (X ). Similarly
to the Remark 3.1.38 for all λ ∈ Λ we implicitly assume that C0 (Xλ) ⊂ D∗
(X ).
Similarly the following natural inclusion
C∗- lim−→
λ∈Λ
C0 (Xλ) ⊂ D∗
(X )
will be implicitly used. These inclusions enable us replace the Equations 3.1.20
with the following equivalent system of equations
∑
g∈Gλ
z∗ (ga) z ∈ C0 (Xλ) ,
∑
g∈Gλ
fε (z∗ (ga) z) ∈ C0 (Xλ) ,
∑
g∈Gλ
(z∗ (ga) z)2 ∈ C0 (Xλ) ,
(4.11.30)
where Gλ
def
= ker
(
G
(X ∣∣X )→ G (Xλ| X )).
Corollary 4.11.35. Suppose that
S
pt
C0(X ) =
=
({C0 (pλ) : C0 (X ) →֒ C0 (Xλ)} , {C0 (pµν) : C0 (Xν) →֒ C0 (Xµ)})
is a pointed algebraical finite covering category given by the Lemma 4.11.25. If A is a
disconnected inverse noncommutative limit of SC0(X ) then (A ⊂ C0
(X ) (cf. Equation
4.11.18).
Proof. Suppose that a ∈ D∗ (X ) corresponds to a special element of SptC0(X ). If we
select any λ0 ∈ Λ and set z = 1C0(Xλ0)∼ ∈ C0 (Xλ0)
∼ then from the conditions (a)
and (b) of the Definition 3.1.19 it turns out that f def= z∗az satisfies to the conditions
(a) and (b) of the Theorem 4.11.33. It follows that f ∈ C0
(X ). However f =
1C0(Xλ0)
∼ a 1C0(Xλ0)
∼ = a, hence a ∈ C0
(X ). If x̂, ŷ ∈ C0 (X̂ ) then because the
natural map X → X̂ is continuous one can assume x̂, ŷ ∈ Cb
(X ). It follows that
b = x̂aŷ ∈ C0
(X ), i.e. any weakly special element b (cf. Definition 3.1.23) lies
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in C0
(X ), i.e. b ⊂ C0 (X ). On the other hand A is the generated by weakly
special elements C∗-algebra, and C0
(X ) is C∗-norm closed, it turns out that A ⊂
C0
(X ).
4.11.36. From the Lemma 4.11.30 and the Corollary 4.11.35 it follows that discon-
nected inverse noncommutative limit of SC0(X ) is isomorphic to C0
(X ). Accord-
ing to the Definition 3.1.25 one has
G
(
C0
(X )∣∣C0 (X )) = lim←−
λ∈Λ
G (C0 (Xλ)|C0 (X ))
and taking into account G (C0 (Xλ)|C0 (X )) ∼= G (Xλ| X ) and
G
(X ∣∣X ) = lim←−λ∈Λ G (Xλ| X ) we conclude that
G
(
C0
(X )∣∣C0 (X )) = G (X ∣∣X ) . (4.11.31)
Let X˜ ⊂ X be a connected component of X then the closed ideal C0
(
X˜
)
⊂ C0
(X )
is a maximal connected C∗-subalgebra of C0
(X ). If
G ⊂ G (C0 (X )∣∣C0 (X ))
is the maximal among subgroups G′ ⊂ G (C0 (X )∣∣C0 (X )) such that G′C0 (X˜ ) =
C0
(
X˜
)
then G is the maximal among subgroups G′′ ⊂ G (X ∣∣X ) such that
G′′X˜ = X˜ (cf. (4.11.31)), or equivalently
G = G
(
X˜
∣∣∣X ) . (4.11.32)
If J ⊂ G (C0 (X )∣∣C0 (X )) is a set of representatives of
G
(
C0
(X )∣∣C0 (X )) /G (C0 (X˜ )∣∣∣C0 (X )) then from the (4.11.4) it follows that
X = ⊔
g∈J
gX˜
and C0
(X ) is a C∗-norm completion of the algebraic direct sum
⊕
g∈J
C0
(
gX˜
)
. (4.11.33)
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Theorem 4.11.37. Let S(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt be a
pointed topological finite covering category such that for any µ > ν there is the unique
pointed covering pµν :
(Xµ, xµ0 )→ (Xν, xν0). is the unique pointed covering pµν : (Xµ, xµ0 )→
(Xν, xν0). If
S
pt
C0(X ) =
=
({C0 (pλ) : C0 (X ) →֒ C0 (Xλ)} , {C0 (pµν) : C0 (Xν) →֒ C0 (Xµ)})
is a given by the Lemma 4.11.25 pointed algebraical finite covering category (cf. Definition
3.1.6) then following conditions hold:
(i) SptC0(X ) is good and the triple
(
C0 (X ) ,C0
(
lim←−S(X ,x0)
)
,G
(
lim←−S(X ,x0)
∣∣∣X ))
is the infinite noncommutative covering of SptC0(X )(cf. Definition 3.1.34).
(ii) There are isomorphisms:
• lim←−S
pt
C0(X ) ≈ C0
(
lim←−S(X ,x0)
)
.
• G
(
lim←−S
pt
C0(X )
∣∣∣C0 (X )) ≈ G ( lim←−S(X ,x0) ∣∣∣X ).
Proof. From the Lemma 4.11.30 and the Corollary 4.11.35 it follows that discon-
nected inverse noncommutative limit of SC0(X ) is isomorphic to C0
(X ) where X
is the disconnected inverse limit of S(X ,x0) (cf. Definition 4.11.19). If X˜ ⊂ X is the
connected component of x0 then C0
(
X˜
)
is the connected component of C0
(X ).
(i) To prove thatS
pt
C0(X ) is good one needs check conditions (a)-(c) of the Definition
3.1.33.
(a) For any λ ∈ Λ the covering X˜ → Xλ induces the inclusion C0 (Xλ) →֒
Cb
(
X˜
)
= M
(
Cb
(
X˜
))
.
(b) We already know that the direct sum (4.11.33) is dense in C0
(X ).
(c) The homomorphism G
(
C0
(
X˜
) ∣∣∣C0 (X ))→ G (C0 (Xλ) |C0 (X )) is equiv-
alent to G
(
X˜
∣∣∣X ) → G (Xλ | X ). However both coverings X˜ → X and
Xλ → X are transitive, hence from the equation (4.3.8) it follows that the
homomorphism G
(
X˜
∣∣∣X )→ G (Xλ | X ) is surjective.
(ii) Follows from (i) of this lemma.
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Lemma 4.11.38. If S(X ,x0) =
{(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt,
SC0(X ) (X , x0) =
({C0 (X ) →֒ C0 (Xλ)} , {C0 (Xµ) →֒ C0 (Xν)}) then SptC0(X ) allows
inner product (cf. Definition 3.4.1).
Proof. Denote by p :
(X , x0) → (X , x0), pλ : (X , x0) → (Xλ, xλ0 ), pλ : (Xλ, xλ0 ) →
(X , x0), pµν :
(Xµ, xµ0 ) → (Xν, xν0) (µ > ν) the natural pointed coverings. If X˜ =
lim←−S(X ,x0) then from the Theorem 4.11.37 it turns out(
C0 (X ) ,C0
(
X˜
)
,G
(
X˜ | X
))
is the infinite noncommutative covering of SC0(X ) (cf. Definition 3.1.34). It is
shown in [58] that the Pedersen’s ideal K
(
C0
(
X˜
))
of C0
(
X˜
)
coincides with
Cc
(
X˜
)
. If a˜, b˜ ∈ Cc
(
X˜
)
then supp a is compact. From the Lemma 4.11.20 it
follows that there is λ0 ∈ Λ such that for all λ ≥ λ0 the restriction pλ|supp a is
injective. From (ii) of the Lemma 4.6.16 it follows that
cλ = ∑
g∈ker(G( X˜ |X )→G(Xλ | X ))
g
(
a˜∗ b˜
)
= descpλ
(
a˜b˜
)
where notation descpλ means the descent (cf. Definition 4.5.56). From the proper-
ties of the descent it turns out that descpλ
(
a˜b˜
)
∈ C0 (Xλ), i.e. cλ ∈ C0 (Xλ). Taking
into account the Remark 3.4.2 we conclude that cλ ∈ C0 (Xλ) for all λ ∈ Λ.
4.11.4 Universal coverings and fundamental groups
Following theorem gives universal coverings of commutative C∗-algebras.
Theorem 4.11.39. Let X be a connected, locally connected, locally compact, second-
countable, Hausdorff space. If there is the universal topological covering p˜ : X˜ → X
(cf. Definition A.2.20) such that G
(
X˜
∣∣∣X ) is residually finite group (cf. Definition
B.3.2) then C0
(
X˜
)
is the universal covering of C0 (X ) (cf. Definition 3.3.1).
Proof. If {pλ : Xλ → X}λ∈Λ is a family of all transitive finite-fold coverings of X
then from the Theorem 4.10.8 it follows that the family of all noncommutative
finite-fold coverings of C0 (X ) is given by
{C0 (pλ) : C0 (X ) →֒ C0 (Xλ)}λ∈Λ .
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Since X˜ is the universal covering for any λ ∈ Λ there is a covering p˜λ : X˜ →
Xλ such that p˜ = p˜λ ◦ pλ. From the Lemma 4.11.24 it turns out that SC0(X ) =
{C0 (pλ) : C0 (X ) →֒ C0 (Xλ)}λ∈Λ is an algebraical finite covering category. From
the Lemma 4.11.22 it follows that any x˜0 ∈ X˜ yields a pointed a topological finite
covering category
S(X , p˜(x˜0)) =
{
pλ :
(
Xλ, xλ0
)
→ (X , x0)
}
such that
(
X˜ , x˜0
)
is the topological inverse noncommutative limit of S(X , p˜(x˜0)).
From the Lemma 4.11.25 the category S(X , p˜(x˜0)) yields the pointed algebraical
finite covering category(
{C0 (pλ) : C0 (X ) →֒ C0 (Xλ)}λ∈Λ ,
{
C0
(
pµν
)}
µ,ν∈Λ
µ>ν
)
(4.11.34)
(cf. Definition 3.1.6). From the Theorem 4.11.37 it follows that C0
(
X˜
)
is the
inverse noncommutative limit of the pointed noncommutative finite covering cat-
egory (4.11.34). Taking into account the Definition 3.3.1 we conclude that C0
(
X˜
)
is the universal covering of C0 (X ).
Corollary 4.11.40. If (X , x0) is a connected, locally path connected, semilocally 1-connected,
locally compact, second-countable Hausdorff space such that the fundamental group π1 (X , x0)
is residually finite then following conditions hold:
(i) C0 (X ) has the algebraical universal covering.
(ii) There is a pointed algebraical finite covering category
(
SC0(X ),
{
C0
(
pµν
)})
and the
natural group isomorphism
π1 (X , x0) ∼= π1
(
C0 (X ) ,
{
C0
(
pµν
)})
. (4.11.35)
Proof. (i) From the Lemmas A.2.21 and A.2.22 it turns out that there is the uni-
versal covering X˜ → X . From the Corollary A.2.19 it turns out that π1 (X , x0) ≈
G
(
X˜
∣∣∣X ), hence G ( X˜ ∣∣∣X ) is residually finite. From the Theorem 4.11.39 it fol-
lows that C0
(
X˜
)
is the universal covering of C0 (X ).
(ii) Let p˜ : X˜ → X be the universal covering of X and let x˜0 ∈ X˜ be such that
p˜ (x˜0) = x0. If p˜λ : X˜ → Xλ are natural coverings and xλ0 = p˜λ (x˜0) then there is a
pointed topological finite covering categoryS(X , p˜(x˜0)) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}.
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From the Lemma 4.11.25 there is the associated to S(X , p˜(x˜0)) pointed algebraical fi-
nite covering category
(
{C0 (pλ) : C0 (X )→ C0 (Xλ)} ,
{
C0
(
pµν
)}
µ,ν∈Λ
µ>ν
)
such that
C0
(
X˜
)
is the inverse limit of it (cf. Definition 3.1.34). From (3.3.1) it follows that
π1
(
C0 (X ) ,
{
C0
(
pµν
)})
= G
(
C0
(
X˜
) ∣∣∣ C0 (X )) .
Otherwise from the Corollary A.2.19 it follows that π1 (X , x0) ≈ G
(
X˜
∣∣∣X ) and
taking into account G
(
C0
(
X˜
) ∣∣∣ C0 (X )) ∼= G ( X˜ ∣∣∣X ) one has
π1 (X , x0) ∼= π1
(
C0 (X ) ,
{
C0
(
pµν
)})
.
4.11.5 Induced representation
Similarly to the section 4.10.2 consider a compact Riemannian manifold M with
a spinor bundle S (cf. E.4). Denote by µ the Riemannian measure (cf. [26]) on M
which corresponds to the given by (E.4.1) volume element. The bundle S is Her-
mitian (cf. Definition A.3.11) so there is a Hilbert space L2 (M, S, µ) (or L2 (M, S)
in a simplified notation) (cf. A.3.10) with the given by (A.3.3) scalar product, i.e.
(ξ, η)L2(M,S)
def
=
∫
M
(ξx, ηx)x dµ (4.11.36)
Moreover from (A.3.4) it follows that there is the natural representation
ρ : C (M)→ B (L2 (M, S)) . (4.11.37)
From A.3.10 it follows that L2 (M, S, µ) is the Hilbert norm completion of Γ (M,S).
Let p : M˜ → M be an infinite transitive covering, such that the group G
(
M˜
∣∣∣M)
is residually finite. From the Lemma 4.11.22 and the Theorem 4.11.37 it turns out
that the triple
(
C (M) ,C0
(
M˜
)
G
(
M˜
∣∣∣M)) is an infinite noncommutative cover-
ing (cf. Definition 3.1.34). From the Lemma 4.11.38 it follows that(
C (M) ,C0
(
M˜
)
G
(
M˜
∣∣∣M)) allows inner product (cf. Definition 3.4.1). So there
is the induced by
(
ρ,
(
C (M) ,C0
(
M˜
)
G
(
M˜
∣∣∣M))) representation ρ˜ : C0 (M˜) →֒
B
(
H˜
)
(cf. Definition 3.4.5), such that H˜ is the Hilbert norm completion of
K
(
C0
(
M˜
))
⊗C(M) L2 (M, S)
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where K
(
C0
(
M˜
))
is Pedersen’s ideal of C0
(
M˜
)
(cf. Definition D.1.33 and Re-
mark 3.4.8). On the other hand it is proven in [58] that the Pedersen’s ideal
K
(
C0
(
X˜
))
of C0
(
X˜
)
coincides with Cc
(
X˜
)
. If
Γc
(
M˜, S˜
)
def
= Cc
(
liftp [C (M, {Sx} , Γ (M, S))]
)
then from the Lemma 4.8.11 it follows that there is the given by (4.8.14) isomor-
phism
Cc
(
M˜
)
⊗C(M) Γ (M, S) ≈−→ Γc
(
M˜, S˜
)
of left C0
(
M˜
)
-modules. On the other hand then from (4.9.10) it follows that there
is the inclusion Γc
(
M˜, S˜
)
⊂ L2
(
M˜, S˜
)
, hence there is the homomorphism
φ : Cc
(
M˜
)
⊗C(M) Γ (M, S)→ L2
(
M˜, S˜
)
(4.11.38)
of left C0
(
M˜
)
-modules.
Lemma 4.11.41. Following conditions hold:
(i) The map (4.11.38) can be extended up to the following homomorphism
Cc
(
M˜
)
⊗C(M) L2 (M,S) ≈−→ L2
(
M˜, S˜
)
of left C0
(
M˜
)
-modules.
(ii) The image of Cc
(
M˜
)
⊗C(M) L2 (M,S) is dense in L2
(
M˜, S˜
)
.
Proof. (i) Let ∑nj=1 a˜j ⊗ ξ j ∈ Cc
(
M˜
)
⊗C(M) L2 (M,S) be any element. From A.3.10
it turns out that L2 (M, S, µ) is the Hilbert norm completion of Γ (M,S). Hence
for any j = 1, ..., n there is a net
{
ξ jα
} ⊂ Γ (M,S) such that ξ j = limα ξ jα where
we mean the convergence with respect to the Hilbert norm ‖·‖L2(M,S). If C =
maxj=1,...,n
∥∥a˜j∥∥ then there is α0 such that
α ≥ α0 ⇒
∥∥ξ j − ξ jα∥∥L2(M,S) < εnC ,
so one has
α ≥ α0 ⇒
∥∥∥∥∥ n∑j=1 a˜j ⊗ ξ jα0 −
n
∑
j=1
a˜j ⊗ ξ jα
∥∥∥∥∥
L2(M˜,S˜)
< ε.
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The above equation it follows that the net
{
∑
n
j=1 a˜j ⊗ ξ jα
}
α
satisfies to the Cauchy
condition, so it is convergent with respect to the topology of L2
(
M˜, S˜
)
.
(ii) From the Lemma (4.8.11) it follows that the image of Cc
(
M˜
)
⊗C(M) L2 (M,S)
in L2
(
M˜, S˜
)
contains Γc
(
M˜, S˜
)
, however Γc
(
M˜, S˜
)
is dense in L2
(
M˜, S˜
)
. It
follows that φ
(
Cc
(
M˜
)
⊗C(M) L2 (M,S)
)
is dense in L2
(
M˜, S˜
)
.
Let both µ and µ˜ be Riemannian measure (cf. [26]) on both M and M˜ respec-
tively which correspond to both the volume element (cf. (E.4.1)) and its p-lift (cf.
(4.9.2)). Let
1Cb(X˜ ) = ∑
α˜∈A˜
a˜α˜ = ∑
α˜∈A˜
e˜2α˜; e˜α˜
def
=
√
a˜α˜ ∀α˜ ∈ A˜
be the given by (4.8.16) partition of unity, compliant to the covering p : M˜ → M
(cf. Definition 4.8.4). If a˜ ⊗ ξ, b˜ ⊗ η ∈ Cc
(
M˜
)
⊗C(M) Γ (M, S) ⊂ L2
(
M˜, S˜
)
then
supp a˜ is compact, so there exists covering sum for supp a˜ (cf. Definition 4.2.6), i.e.
a finite subset A˜supp a˜ ⊂ A˜ such that
∑
α∈Asupp a˜
a˜α (x˜) = 1 ∀x˜ ∈ supp a˜.
The given by the Equation (3.4.4) scalar product (·, ·)ind on Cc
(
M˜
)
⊗C(M) Γ (M, S)
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satisfies to the following equation(
a˜⊗ ξ, b˜⊗ η
)
ind
=
(
ξ,
〈
a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
=
= ∑
α˜∈A˜supp a˜
(
ξ,
〈
a˜α˜ a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
=
= ∑
α˜∈A˜supp a˜
(
ξ, desc
(
a˜α˜ a˜
∗ b˜
)
η
)
L2(M,S)
=
= ∑
α˜∈A˜supp a˜
∫
M
(
ξx, desc
(
a˜α˜ a˜
∗ b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜supp a˜
∫
M
(
desc (e˜α˜ a˜) ξx, desc
(
e˜α˜ b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜supp a˜
∫
M˜
(
a˜liftU˜α˜ (eα˜ξ) x˜ , b˜ liftU˜α˜ (eα˜η)x˜
)
x˜
dµ˜ =
= ∑
α˜∈A˜supp a˜
∫
M˜
a˜α˜
(
a˜liftU˜α˜ (ξ) x˜ , b˜ liftU˜α˜ (η)x˜
)
x˜
dµ˜ =
=
∫
M˜
(
a˜liftp (ξ) x˜ , b˜ liftp (η)x˜
)
x˜
dµ˜ =
(
a˜ liftp (ξ) , b˜ liftp (η)
)
L2(M˜,S˜)
=
=
(
φ (a˜⊗ ξ) , φ
(
b˜⊗ η
))
L2(M˜,S˜)
(4.11.39)
where φ is given by (4.8.14). The equation (4.11.39) means that (·, ·)ind = (·, ·)L2(M˜,S˜),
and taking into account the dense inclusion C
(
M˜
)
⊗C(M) Γ (M, S) ⊂ L2
(
M˜, S˜
)
with respect to the Hilbert norm of L2
(
M˜, S˜
)
one concludes that the space of
induced representation coincides with L2
(
M˜, S˜
)
. It means that induced repre-
sentation C
(
M˜
)
× L2
(
M˜, S˜
)
→ L2
(
M˜, S˜
)
is given by (A.3.4). So one has the
following lemma.
Lemma 4.11.42. If the representation ρ˜ : C
(
M˜
)
→ B
(
H˜
)
is induced by the pair(
C (M)→ B (L2 (M, S)) ,(C (M) ,C0 (M˜) ,G ( M˜ ∣∣∣M)))
(cf. Definition 3.4.5) then following conditions hold:
(a) There is the homomorphism of Hilbert spaces H˜ ∼= L2
(
M˜, S˜
)
,
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(b) The representation ρ˜ is given by the natural action of C0
(
M˜
)
on L2
(
M˜, S˜
)
(cf.
A.3.4).
Proof. (a) Follows from (4.11.39),
(b) From the Lemma 4.10.11 it follows that the map Cc
(
M˜
)
⊗C(M) L2 (M,S) ≈−→
L2
(
M˜, S˜
)
is the homomorphism of C0
(
M˜
)
modules, so the given by (A.3.4)
C0
(
M˜
)
-action coincides with the C0
(
M˜
)
-action the given by (3.4.5).
Remark 4.11.43. If the spectral triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜, µ˜
)
, D˜/
)
is the geometri-
cal p-lift of the spectral triple
(
C∞ (M) , L2 (M, S, µ) ,D/
)
(cf. Definition 4.9.2), then
clearly the corresponding to
(
C∞ (M) , L2 (M, S, µ) ,D/
)
representation of C0 (M)
equals to the given by the Lemma 4.11.42 representation .
4.11.6 Coverings of spectral triples
Let
(
C∞ (M) , L2 (M, S) , /D
)
be a commutative spectral triple (cf. Equation (E.4.6)),
and let p : M˜ → M be an infinite regular covering such that the covering group
G
(
M˜ | M
)
(cf. Definition A.2.3) is residually finite (cf. Definition B.3.2). From
the Lemma 4.11.22 it it turns out that there is a (topological) finite covering cate-
gory S = {pλ : Mλ → M} (cf. 4.11.2) such that the (topological) inverse limit of
S is naturally homeomorphic to M˜. From the Proposition E.5.1 it follows that M˜
and Mλ (∀λ ∈ Λ) have natural structure of the Riemannian manifolds. Accord-
ing to the Example 4.7.5 denote by S˜ def= C0
(
liftp (S)
)
and Sλ
def
= Cb
(
liftpλ (S)
)
(for all λ ∈ Λ) the lifts of the spin bundle (cf. A.3). Similarly to the Section
4.9 one can prove that for any λ ∈ Λ that there is the pλ-inverse image p−1λ /D
of /D (cf. Definition 4.7.11) and the operator p−1λ /D can be regarded as an un-
bounded operator on L2 (Mλ, Sλ). Moreover there is the p˜-inverse image p˜−1 /D
of /D (cf. Definition 4.7.11) and the operator p˜−1 /D is an unbounded operator on
L2
(
M˜, S˜
)
. From the Lemma 4.11.24 and the Theorem 4.11.37 it turns out that
SC(M) = {C(M) →֒ C(Mλ)}λ∈Λ is a good (algebraical) finite covering category,
and the triple (
C (M) ,C0
(
M˜
)
,G = G
(
M˜
∣∣∣M))
is an infinite noncommutative covering of SC(M).
Lemma 4.11.44. The set
S(C∞(M),L2(M,S), /D) =
{(
C∞ (Mλ) , L2 (Mλ, Sλ) , p−1λ /D
)}
λ∈Λ
∈ CohTriple (4.11.40)
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is a coherent set of spectral triples.
Proof. Consider the atomic representation πa : C∗-lim−→λ∈Λ C (Mλ) → B
(
Ĥ
)
(cf.
Definition D.2.33). Any coherent set of spectral triples is weakly coherent. So one
needs check that S(C∞(M),L2(M,S), /D) satisfies to conditions (a)-(d) of the Definition
3.5.1.
(a) Follows from the Theorem 4.10.17.
(b) For all λ ∈ Λ the C∗-algebra C (Mλ) is the C∗-norm completion of C∞ (Mλ).
(c) Follows from the Corollary 4.11.37.
(d) Follows from the Theorem 4.10.17.
From the Lemma 4.11.38 it follows that the pointed algebraical finite covering
category S
pt
C(M) allows inner product, hence from the Definition 3.5.2 it turns out
that S(C∞(M),L2(M,S), /D) is a coherent set of spectral triples.
For any λ ∈ Λ denote by p˜λ : M˜ → Mλ the natural covering.
Lemma 4.11.45. If W˜∞ is the space of S(C∞(M),L2(M,S), /D)-smooth elements (cf. Definition
3.5.3) then
W˜∞ ⊂ C∞c
(
M˜
)
def
= C∞
(
M˜
)⋂
Cc
(
M˜
)
.
Proof. It is shown in [58] that Pedersen’s ideal of C0
(
M˜
)
coincides with Cc
(
M˜
)
,
and taking into account the condition (a) of the Definition 3.5.3 one has
W˜∞ ⊂ Cc
(
M˜
)
where the sum of the series implies the strict topology (cf. Definition D.1.12). If
a˜ ∈ W˜∞ then from the condition (b) of the Definition 3.5.3 it follows that
aλ = ∑
g∈ker(Ĝ→Gλ)
ga˜ ∈ C∞ (Mλ) , ∀λ ∈ Λ.
From the Lemma 4.11.20 it turns out that there is µ ∈ Λ and an open set U˜ ⊂ M˜
such that supp a˜ ⊂ U˜ there for any λ ≥ µ the restriction p˜λ|U˜ is injective. From the
Lemma 4.6.16 it follows that
λ ≥ µ ⇒ a˜ = liftp˜λU˜ (aλ) (4.11.41)
From (4.11.41) and aµ ∈ C∞
(
Mµ
)
it turns out a˜ ∈ C∞
(
M˜
)
.
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Lemma 4.11.46. If W˜∞ is the space ofS(C∞(M),L2(M,S), /D)-smooth elements (cf. Definition
3.5.3) then
C∞c
(
M˜
)
⊂ W˜∞.
Proof. Let a˜ ∈ C∞c
(
M˜
)
. From the Lemma 4.11.20 it turns out that there is µ ∈ Λ
and an open set U˜ ⊂ M˜ such that supp a˜ ⊂ U˜ there for any λ ≥ µ the restriction
p˜λ|U˜ is injective. For any nontrivial g ∈ G
(
M˜
∣∣∣M) one has
gU˜ ∩ U˜ = ∅. (4.11.42)
If ρ : C (M) → B (L2 (M,S)) is the given by A.3.4 representation then from the
Lemma 4.11.42 it follows that the induced by the pair
(
ρ,
(
A, A˜π,G
(
A˜π
∣∣∣ A)))
is given by the natural action ρ˜ : C0
(
M˜
)
× L2
(
M˜, S˜
)
→ L2
(
M˜, S˜
)
explained in
A.3.4). The action ρ˜ can be extended up to the action L∞
(
M˜
)
× L2
(
M˜, S˜
)
→
L2
(
M˜, S˜
)
. If g ∈ G
(
M˜
∣∣∣M) and χU˜ ∈ L∞ (M˜) is the characteristic function of
U˜ then gχU˜ corresponds to a projector in B
(
L2
(
M˜, S˜
))
. From (4.11.42) it follows
that
g′ 6= g′′ ⇒ g′χU˜ ⊥ g′′χU˜
If
χλ
def
= ∑
g∈ker(G( M˜ |M)→G( M˜ |Mλ))
gχU˜
and ξ˜ ∈ L2
(
M˜, S˜
)
then
‖χλξ‖2 = ∑
g∈ker(G( M˜ |M)→G( M˜ |Mλ))
∥∥(gχU˜ ) ξ∥∥2 .
Since the intersection ∩λ∈Λ ker
(
G
(
M˜
∣∣∣M)→ G ( M˜ ∣∣∣Mλ)) is trivial one has
lim
λ∈Λ
‖χλξ‖2 =
∥∥(χU˜ ) ξ∥∥2 ,
lim
λ∈Λ ∑
g∈ker(G( M˜ |M)→G( M˜ |Mλ))
g is not trivalal
∥∥(gχU˜ ) ξ∥∥2 = 0,
lim
λ∈Λ ∑
g∈ker(G( M˜ |M)→G( M˜ |Mλ))
g is not trivalal
(
gχU˜
)
ξ = 0,
lim
λ∈Λ
χλξ = χU˜ξ,
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hence there is the limit
lim
λ∈Λ
χλ = χU˜ (4.11.43)
in the sense of the strong topology of B
(
L2
(
M˜, S˜
))
. Let us check that a˜ satisfies
to (a)-(d) of the Definition 3.5.3.
(a) Follows from K
(
C0
(
M˜
))
= Cc
(
M˜
)
.
(b) If aλ ∈ C (Mλ) is the sum of series
∑
g∈ker(G( M˜ |M)→G( M˜ |Mλ))
ga˜ ∈ C∞ (Mλ) .
is the sense of strict topology, then from supp a˜ ⊂ U˜ if follows that a˜ satisfies to the
Equation (4.11.41). From the Lemma 4.6.16 it follows that
λ ≥ µ ⇒ aλ = desc p˜λ (a˜)
and taking into account a˜ ∈ C∞
(
M˜
)
we conclude that aλ ∈ C∞ (Mλ). For any
ν < µ one has
aν = ∑
g∈G(Mλ|M)
gaµ .
The above sum is finite and gaµ ∈ C∞
(
Mµ
)
for all g ∈ G (Mλ |M) so aν ∈
C∞ (Mν).
(c) The action L∞
(
M˜
)
× L2
(
M˜, S˜
)
→ L2
(
M˜, S˜
)
naturally yields the diagonal ac-
tion L∞
(
M˜
)
× L2
(
M˜, S˜
)2s → L2 (M˜, S˜)2s such that the defined above projectors
χU˜ and χλ become elements of B
(
L2
(
M˜, S˜
)2s)
. The given by (4.11.43) limit can
be regarded as limit in the sense of the strong topology of B
(
L2
(
M˜, S˜
)2s)
. From
supp a˜ ⊂ U˜ it follows that
a˜ = χU˜ a˜,
∀λ ≥ µ aλ = ∑
g∈ker(G( M˜ |M)→G( M˜ |Mλ))
ga˜ =
=
 ∑
g∈ker(G( M˜ |M)→G( M˜ |Mλ))
gχU˜
 aλ = χλaµ,
a˜ = χU˜ aµ
(4.11.44)
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If πsλ : C
∞ (Mλ) → B
(
L2
(
M˜, S˜
)2s)
is a representation given by (E.2.1) and (E.2.2)
then similarly to (4.11.44) one has
∀λ ≥ µ πsλ (aλ) = χλπsµ
(
aµ
)
,
πs (a˜) = χU˜π
s
µ
(
aµ
)
.
and taking into account (4.11.43) there is the limit
lim
λ∈Λ
1Cb(M˜) ⊗ π
s
λ (aλ) =
(
lim
λ∈Λ
χλ
)(
1Cb(M˜) ⊗ π
s
λ
(
aµ
))
=
= χU˜
(
1Cb(M˜) ⊗ π
s
λ
(
aµ
))
= πs (a˜)
in the sense of the strong topology of B
(
L2
(
M˜, S˜
)2s)
.
(d) From (2.7.7) it follows that the commutator [D/ λ, aλ] corresponds to /∇λ (aλ) ∈
C∞ (Mλ)⊗C∞(M) Ω1D/ where /∇λ : C∞ (Mλ) → C∞ (Mλ)⊗C∞(M) Ω1D/ is the unique
G (Mλ |M)-equvariant connection (cf. Lemma 2.7.4). On the other hand from the
explicit equation (4.10.19) it follows that
[D/ λ, aλ] = /∇λ (aλ) =
m
∑
j=1
ajλ ⊗ωj.
where ωj ∈ Ω1D/ and ajλ ∈ C∞ (Mλ) is such that supp ajλ ⊂ supp aλ. From D/ λ =
p−1λ (D/ ) (cf. (4.10.23)) and aλ = lift
pλµ
p˜λ(U˜)
(
aµ
)
for all λ ≥ µ one has
[D/ λ, aλ] =
m
∑
j=1
lift
pλµ
p˜λ(U˜)
(
ajµ
)
⊗ ωj
If a˜j
def
= lift
p˜µ
U˜
(
ajµ
)
then a˜j ∈ Cc
(
M˜
)
On the other hand similarly to (4.11.44) for
any j = 1, ...,m one has
a˜j = χU˜ a˜j,
∀λ ≥ µ ajλ = χλajµ,
a˜j = χU˜ a
j
µ
it follows that
lim
λ∈Λ
ajλ = limλ∈Λ
χλa
j
µ =
(
lim
λ∈Λ
χλ
)
ajµ = χU˜ a
j
µ = a˜j.
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It follows that
lim
λ∈Λ
[D/ λ, aλ] = lim
λ∈Λ
m
∑
j=1
ajλ ⊗ωj =
m
∑
j=1
(
lim
λ∈Λ
ajλ
)
⊗ ωj =
m
∑
j=1
ajλ ⊗ ωj =
=
m
∑
j=1
a˜j ⊗ ωj =
m
∑
j=1
l˜ift
p˜µ
U˜
(
ajµ
)
⊗ωj.
(4.11.45)
From lift
p˜µ
U˜
(
ajµ
)
∈ Cc
(
M˜
)
it follows that
lim
λ∈Λ
[D/ λ, aλ] ∈ Cc
(
M˜
)
⊗Ω1D/ = K
(
C0
(
M˜
))
⊗Ω1D/
Similarly to (4.8.14) one can define a C∞c
(
M˜
)
-module homomorphism
φ˜∞ : C∞c
(
M˜
)
⊗C∞(M) Γ∞ (M,S) → Γ∞c
(
M˜, S˜
)
,
n
∑
j=1
a˜j ⊗ ξ j 7→
n
∑
j=1
a˜jliftp
(
ξ j
) (4.11.46)
where both Γ∞ (M,S) and Γ∞c
(
M˜, S˜
)
are defined by the Equations (E.4.2) and
(4.9.6) respectively.
Lemma 4.11.47. The given by the Equation (4.11.46) homomorphism is an isomorphism.
Proof. The proof of the Lemma 4.8.11 uses the partition of unity. However from
the Proposition A.1.26 it turns out that there is a smooth partition of unity. Using
it one can proof this lemma as well as the Lemma 4.8.11 has been proved.
4.11.48. Let us explicitly find the commutative specialization of the explained in
3.5.6 construction. Following table reflects the mapping between general theory
and the commutative specialization.
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General theory Commutative specialization
Hilbert spaces H and H˜ L2 (M,S) and L2
(
M˜, S˜
)
Pre-C∗-algebra A C∞ (M)
Pedersen’s ideal K
(
A˜
)
Cc
(
M˜
)
The space of smooth W˜∞ C∞c
(
M˜
)
elements
Dirac operators D D/
D˜ ?
H∞ def= ⋂∞n=1DomDn ⊂ H Γ∞ (M,S) = ⋂∞n=1DomD/ n
Select an element ξ ∈ H∞ = Γ∞ (M,S) and for all λ ∈ Λ denote by
φλ∞ : C
∞ (Mλ)⊗ Γ∞ (M,S)→ Γ∞ (Mλ,Sλ) ,
n
∑
j=1
a˜j ⊗ ξ j 7→
n
∑
j=1
a˜jliftpλ
(
ξ j
)
the given by the Lemma 4.10.16 isomorphism of C∞ (Mλ)-modules. If a˜D/ is the
specialization of the given by (3.5.8) operator then from the equation (4.11.45) it
follows that
a˜D/ =
m
∑
j=1
l˜ift
p˜µ
U˜
(
ajµ
)
⊗ ωj (4.11.47)
where parameters of the Equation 4.11.47 satisfy to the following condition
[
D/ µ, desc p˜µ (a˜)
]
liftpµ (ξ) = φ
µ
∞
(
m
∑
j=1
ajµ ⊗ωj (ξ)
)
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If D˜ is given by (3.5.9) then one has
D˜ (a˜⊗ ξ) =
m
∑
j=1
l˜ift
p˜µ
U˜
(
ajµ
)
⊗ ωj (ξ) + a˜⊗ D/ ξ =
m
∑
j=1
l˜ift
p˜µ
U˜
(
ajµ
)
⊗ωj (ξ) + l˜ift p˜µU˜
(
aµ
)⊗ D/ ξ ∈ Cc (M˜)⊗C∞(M) Γ∞ (M,S) . (4.11.48)
If we consider the given by (4.11.46) and isomorphism φ˜∞ then D˜ can be regarded
as the map D˜ : Γ∞c
(
M˜, S˜
)
→ Γ∞c
(
M˜, S˜
)
and from the equation (4.11.48) it follows
that
φ˜∞ (a˜⊗ ξ) = a˜liftp (ξ) ,
D˜
(
φ˜∞ (a˜⊗ ξ)
)
= φ˜∞
(
m
∑
j=1
l˜ift
p˜µ
U˜
(
ajµ
)
⊗ωj (ξ) + l˜ift p˜µU˜
(
aµ
)⊗ D/ ξ) =
=
m
∑
j=1
l˜ift
p˜µ
U˜
(
ajµ
)
liftp
(
ωj (ξ)
)
+ l˜ift
p˜µ
U˜
(
aµ
)
liftp (D/ ξ) =
=
m
∑
j=1
l˜ift
p˜µ
U˜
(
ajµ
)
liftp
(
ωj (ξ)
)
+ lift
p˜µ
U˜
(
aµliftpµ (D/ ξ)
)
=
= lift
p˜µ
U˜
(
φ˜∞
(
m
∑
j=1
ajµ ⊗ωj (ξ) + a˜µ ⊗ D/ ξ
))
.
(4.11.49)
On the other hand from (2.7.7) it turns out that
m
∑
j=1
ajµ ⊗ωj (ξ) + a˜µ ⊗ D/ ξ = D/ µ
(
aµ ⊗ ξ
)
,
hence
D˜ (a˜⊗ ξ) = lift p˜µU˜
(
D/ µ
(
aµ ⊗ ξ
))
or equivalently
D˜
(
φ˜∞ (a˜⊗ ξ)
)
= lift
p˜µ
U˜
(
D/ µ
(
φλ∞
(
desc p˜µ (a˜)⊗ ξ
)))
,
D˜ a˜ liftp (ξ) = lift
p˜µ
U˜
(
D/ µdesc p˜µ (a˜)
)
.
On the other hand from (4.7.8) it follows that
p˜−1µ D/ µ a˜liftp (ξ) = lift
p˜µ
U˜
(
D/ µdesc p˜µ (a˜)
)
,
D˜ a˜ liftp (ξ) = p˜
−1
µ D/ µ a˜liftp (ξ) .
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However from the Theorem 4.10.17 it follows that D/ µ = p−1µ D/ , so from p = p˜µpµ
it follows that p˜−1µ D/ µ = p˜−1µ p−1µ D/ = p−1D/ , hence one has
D˜ a˜ liftp (ξ) = p˜
−1D/ a˜liftp (ξ) ∀a ∈ C∞
(
M˜
)
ξ ∈ Γ∞ (M,S) (4.11.50)
But from the Lemma 4.11.47 it follows that the Γ∞c
(
M˜, S˜
)
is the linear span of
a˜ liftp (ξ) ∀a˜ ∈ C∞c
(
M˜
)
∀ξ ∈ Γ∞ (M,S) so from (4.11.50) it follows that
D˜ξ˜ = p−1D/ ξ˜ ∀ξ˜ ∈ Γ∞c
(
M˜, S˜
)
,
or, equivalently
D˜ = p−1D/ . (4.11.51)
Theorem 4.11.49. In the described in this section situation following conditions hold:
(i) The given by 4.11.40 coherent set
S(C∞(M),L2(M,S), /D) =
{(
C∞ (Mλ) , L2 (Mλ, Sλ) , /Dλ
)}
λ∈Λ ∈ CohTriple
of spectral triples is good (cf. Definition 3.5.5).
(ii) The
(
C (M) ,C0
(
M˜
)
,G
(
M˜
∣∣∣M))-lift of the spectral triple(
C∞ (M) , L2 (M, S, µ) ,D/
)
(cf. Definition 3.5.7) coincides with the geometrical
p-lift of
(
C∞ (M) , L2 (M, S, µ) ,D/
)
(cf. Definition 4.9.2).
Proof. (i) One has an inclusion C∞c
(
M˜
)
⊂ C0
(
M˜
)
of involutive algebras. The
given by the seminorms (3.5.7) topology T on C∞c
(
M˜
)
is finer than the C∗-norm
topology, so if A˜ is the T -completion of C∞c
(
M˜
)
with respect to the C∗-norm then
A˜ ⊂ C0
(
M˜
)
. Otherwise C∞c
(
M˜
)
is dense in C0
(
M˜
)
with respect to the C∗-norm
topology, hence A˜ is dense in C0
(
M˜
)
with respect to the the C∗-norm topology.
(ii) Consider the given by (4.10.12) finite partition of unity
1C(M) = ∑
α∈A
aα; where aα ∈ C∞ (M) .
For any s ∈ N denote by
C′s = max
α∈A
‖aα‖s , Cs = max
(
1,C′s
)
.
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For any α ∈ A there is a˜α ∈ C∞c
(
M˜
)
such that descp (a˜α) = aα. Moreover there is
the given by (4.8.5) partition of unity, i.e.
∑
g∈G( M˜ |M), α∈A
ga˜α = 1Cb(M˜)
If a˜ ∈ C∞0
(
M˜
)
then from (4.9.14) it follows that for all ε > 0 and s ∈ N there is a
compact set U˜ ⊂ M˜ such that
|πs (a˜) (x˜)| < ε
2Cs |A | ∀x˜ ∈ M˜ \ U˜ .
On the other hand there is a covering sum for U˜ (cf. Definition 4.2.6), i.e. the finite
subset A˜U˜ ⊂ G
(
M˜
∣∣∣M)×A such that
∑
(g,α)∈AU˜
(ga˜α) (x˜) = 1 ∀x˜ ∈ U˜ .
If a˜′ = a˜ ∑(g,α)∈AU˜ (ga˜α) then a˜
′ ∈ C∞c
(
M˜
)
because the set is A˜U˜ finite. Otherwise
from the above inequalities one has∥∥a˜− a˜′∥∥s < ε,
it follows that the completion of C∞c
(
M˜
)
with respect to the seminorms (3.5.7) is
C∞0
(
M˜
)
. From the Definition 3.5.7 it follows that the
(
C (M) ,C0
(
M˜
)
,G
(
M˜
∣∣∣M))-
lift of the spectral triple
(
C∞ (M) , L2 (M, S, µ) ,D/
)
is given by
(
C∞0
(
M˜
)
, H˜, D˜
)
.
On the other hand the geometrical p-lift of
(
C∞ (M) , L2 (M, S, µ) ,D/
)
equals to(
C∞0
(
M˜
)
, L2
(
M˜, S˜, µ˜
)
, D˜/
)
. From the Remark 4.11.43 the representationC0
(
M˜
)
→֒
B
(
H˜
)
is equivalent to the representation C0
(
M˜
)
→֒ B
(
L˜2
(
M˜, S˜, µ˜
))
. Compari-
son of the equations (4.9.7) and (4.11.51) yields the following
D˜ = D˜/ .
4.12 Supplementary results
The material of this section is not relevant of coverings of commutative C∗-
algebras. It contains common technical results which will be used in the Chapters
5 and 7.
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4.12.1 Families of operator spaces
If X is a locally compact Hausdorff space, and XC0(X ) is a full C∗-Hilbert C0 (X )-
module, then similarly to (4.5.26) and (4.5.27) for any x ∈ X one can define a
normed space Cx. If Hx is the norm completion of Cx then there is a family
{Hx}x∈X such that XC0(X ) is a continuity structure for X and the {Hx} (cf. Defini-
tion D.8.27). Let us define the product on Hx given by (D.4.4), thus Hx becomes a
Hilbert space for each x ∈ X . On the other hand the space XC0(X ) is norm closed,
so from the Corollary 4.5.19 one has the C0 (X )-isomorphism
XC0(X ) = C0
(
X , {Hx} ,XC0(X ).
)
(4.12.1)
If D∗ (X ) is the C∗-algebra of complex-valued bounded (discontinuous) maps
X → C. The D∗ (X )-module of bounded families {ξx ∈ Hx} is a full C∗-Hilbert
D∗ (X )-module with given by
〈{ξx} , {ηx}〉D∗(X )
def
=
(
x 7→ (ξx, ηx)Hx
)
(4.12.2)
scalar product.
Definition 4.12.1. The described above C∗-Hilbert D∗ (X )-module is said to be the
discontinuous extension of XC0(X ). We denote it by XD∗(X ).
Remark 4.12.2. There is the natural inclusion XC0(X ) ⊂ XD∗(X ).
Lemma 4.12.3. In the above situation one has
(i) If XC0(X ) a Hilbert C0 (X )-module, then XCb(X )
def
= Cb
(
X , {Hx} ,XC0(X )
)
is a
Hilbert Cb (X )-module, such that the Hilbert module product on XC0(X ) the restric-
tion of the product on Cb
(
X , {Hx} ,XC0(X )
)
.
(ii) XC0(X ) = C0
(
Cb
(
X , {Hx} ,XC0(X )
))
.
Proof. (i) For any ξ, η ∈ Cb
(
X , {Hx} ,XC0(X )
)
we define
〈ξ, η〉Cb(X ) ∈ Cb (X ) ,
x 7→ 1
4
3
∑
k=0
ik
∥∥∥ξx + ikηx∥∥∥2 . (4.12.3)
230
From (D.4.3) it turns out that (4.12.3) supplies a Hilbert module product on XCb(X )
which is the restriction of the product on Cb
(
X , {Hx} ,XC0(X )
)
. Since
Cb
(
X , {Hx} ,XCb(X )
)
is norm closed Cb
(
X , {Hx} ,XC0(X )
)
is a Hilbert Cb (X )-
module.
(ii) Follows from the Corollary 4.5.19.
Lemma 4.12.4. If XCb(X ) is a Hilbert Cb (X )-module then one has
(i) XC0(X ) = C0
(
X , {Hx} ,XCb(X )
)
is a Hilbert C0 (X )-module, such that the prod-
uct on XC0(X ) the restriction of the product on XCb(X ).
(ii) XCb(X ) = Cb
(
XC0(X )
)
.
Proof. (i) From the Lemma 4.5.11 it turns out that normξ ∈ C0 (X ) for any
ξ ∈ C0
(
X , {Hx} ,XCb(X )
)
.
From (4.12.3) it follows that 〈ξ, η〉Cb(X ) ∈ C0 (X ) so C0
(
X , {Hx} ,XCb(X )
)
is a
Hilbert C0 (X )-premodule, with respect to restriction of the Hilbert product on
Cb
(
C0
(
X , {Hx} ,XC0(X )
))
. However from the Definition 4.5.8 it follows that
C0
(
X , {Hx} ,XCb(X )
)
is closed with respect to norm, hence C0
(
X , {Hx} ,XCb(X )
)
is a Hilbert C0 (X )-module.
(ii) Follows from (4.5.21).
Lemma 4.12.5. Consider the situation of the Lemma 4.12.4. If {K (Hx)}x∈X is a family
of compact operators thenK
(
XC0(X )
)
is a continuity structure for X and the {K (Hx)}x∈X ,
such that
K
(
XC0(X )
) ∼= C0 (X , {K (Hx)} ,K (XC0(X ))) .
Proof. Similarly to (4.5.25) for any x ∈ X there is the C-linear map
φx : XC0(X ) → Hx.
such that φx
(
XC0(X )
)
is dense in Hx. Let us check (a) and (b) of the definition
D.8.27.
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(a) If ξ, η ∈ XC0(X ) and ξ 〉〈 η is an elementary operator then one has
normξ〉〈η = normξ normη ∈ C0 (X ) .
Since K
(
XC0(X )
)
is norm closure of the algebraic C-linear span of elemen-
tary operators norma ∈ C0 (X ) for any a ∈ K
(
XC0(X )
)
.
(b) If a ∈ K (Hx) then for any ε > 0 there is the finite-rank operator
a′ =
n
∑
j=1
αj 〉〈 β j αj, β j ∈ Hx
such that ∥∥a− a′∥∥ < ε
2
Otherwise φx
(
Cb
(
X , {Hx} ,XC0(X )
))
is dense in Hx so for any j = 1, ..., n
there are ξ j, ηj ∈ XC0(X ) such that∥∥αj 〉〈 β j − φx (ξ j) 〉〈 φx (ηj)∥∥ < ε
2n
it turns out ∥∥a− φx (ξ j) 〉〈 φx (ηj)∥∥ < ε.
From the Corollary 4.5.19 it turns out that there is the following isomorphism
K
(
XC0(X )
) ∼= C0 (X , {K (Hx)} ,K (XC0(X ))) .
Lemma 4.12.6. Let XCb(X )
def
= Cb
(
X , {Hx} ,XC0(X )
)
be a Hilbert Cb (X )-module given
by the Lemma 4.12.3. The is the natural inclusion
K
(
XCb(X )
)
⊂ Cb
(
X , {K (Hx)} ,K
(
XC0(X )
))
. (4.12.4)
Proof. Let a ∈ K
(
XCb(X )
)
, x0 ∈ X and ε > 0. There is
a′ =
n
∑
j=1
ξ j 〉〈 ηj ∈ K
(
XCb(X )
)
ξ j, ηj ∈ XCb(X )
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such that ‖a− a′‖ < ε. There is fx0 ∈ Cc (X ) such that fx0 (X ) = [0, 1] and there
is an open neighborhood U of x0 which satisfy to the condition fx0 (X ) = 1. From
fx0ξ j, fx0ηj ∈ XC0(X ) it follows that
a′′ =
n
∑
j=1
fx0ξ j 〉〈 fx0ηj ∈ K
(
XC0(X )
)
From ‖a− a′‖ < ε it turns out ‖a (x)− a′′ (x)‖ < ε for each x ∈ U , i.e. a is
continuous with respect to K
(
XC0(X )
)
at x0 (cf. Definition D.8.28). Since x0 ∈ X
is an arbitrary point a is continuous and taking into account that a is bounded one
has a ∈ Cb
(
X , {K (Hx)} ,K
(
XC0(X )
))
.
If X is locally compact Hausdorff space then it is completely regular (cf. Ex-
ercise A.1.12 and Definition A.1.10). Let βX be the Stone-Cˇech compactification
of X and let {βHβx}βx∈βX be the Stone-Cˇech extension of {Hx} (cf. Definition
4.5.22). The Cb (X )-module Cb
(
X , {Hx} ,XC0(X )
)
induces the continuity structure
βXC0(X ) for βX and
{
βHβx
}
such that there is the natural Cb (X )-isomorphism
Cb
(
X , {Hx} ,XC0(X )
) ∼= Cb (βX , {βHβx} , βXC0(X )) ∼= βXC0(X ). (4.12.5)
By the definition one has XCb(X )
def
= Cb
(
X , {Hx} ,XC0(X )
)
, so from (4.12.5) one can
regard
XCb(X ) = XC(βX ) = Cb
(
βX , {βHβx} , βXC0(X )) .
There is the family
{K (Hβx)}βx∈βX. Otherwise from
K
(
XCb(X )
) ∼= K (XC(βX ))
and taking into account the lemma 4.12.5 one can proof that K
(
XC(βX )
)
is a con-
tinuity structure for βX and {K (Hβx)}. Otherwise K (XC(βX )) is norm closed
C (βX )-module, so from the Corollaries 4.5.12 and 4.5.19 it follows that
K
(
XCb(X )
)
= Cb
(
βX , {K (Hβx)} ,K (XCb(X ))) .
If βK
(
XC0(X )
)
be the Stone-Cˇech extension of K
(
XC0(X )
)
(cf. Definition 4.5.23)
then from (4.5.31) it turns out that
βK
(
XC0(X )
) ∼= Cb (X , {K (Hx)} ,K (XC0(X ))) (4.12.6)
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and taking into account K
(
XCb(X )
)
⊂ Cb
(
X , {K (Hx)} ,K
(
XC0(X )
))
we con-
clude that
K
(
XCb(X )
)
⊂ Cb
(
βX , {K (Hβx)} , βK (XC0(X ))) .
From the Corollaries 4.5.12 and 4.5.19 one has
K
(
XCb(X )
)
= Cb
(
βX , {K (Hβx)} , βK (XC0(X ))) ,
βK
(
XC0(X )
)
= Cb
(
βX , {K (Hβx)} , βK (XC0(X )))
so from (4.12.6) it follows that
K
(
XCb(X )
)
= Cb
(
X , {K (Hx)} ,K
(
XC0(X )
))
.
So we proved the following lemma.
Lemma 4.12.7. Suppose that X is locally compact Hausdorff space. If XC0(X ) is a Hilbert
C0 (X )-module, and XCb(X )
def
= Cb
(
X , {Hx} ,XC0(X )
)
is a Hilbert Cb (X )-module given
by the Lemma 4.12.3 then there is the natural Cb (X )-isomorphism
K
(
XCb(X )
) ∼= Cb (K (XC0(X ))) . (4.12.7)
4.12.8. If
{
L2 (N)x
}
x∈X is a family of isomorphic to L
2 (N) Hilbert spaces then
the standard Hilbert module ℓ2 (C0 (X )) (cf. Definition D.4.11) is a continuity
structure for X and the {L2 (N)x} (cf. Definition D.8.27). From the Corollary
4.5.19 it turns out that
ℓ
2 (C0 (X )) ∼= C0
(X , {L2 (N)x} , ℓ2 (C0 (X ))) (4.12.8)
If
{
ej
}
j∈N is an orthogonal basis then any ξ ∈ ℓ2 (C0 (X )) is represented by
ξ =
∞
∑
j=1
f jej; ∀j ∈ N f j ∈ C0 (X ) ;
(
x 7→
∞
∑
j=1
∣∣ f j (x)∣∣2
)
∈ C0 (X ) . (4.12.9)
If D∗ (X ) is the C∗-algebra of complex-valued bounded (discontinuous) maps
X → C then there is the natural inclusion
ℓ
2 (C0 (X )) ⊂ ℓ2 (D∗ (X )) . (4.12.10)
Lemma 4.12.9. The natural inclusion ℓ2 (C0 (X )) ⊂ ℓ2 (D∗ (X )) is exact (cf. Definition
1.3.1).
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Proof. If η = ∑∞j=1 gjej ∈ ℓ2 (D∗ (X )) \ ℓ2 (C0 (X )) is such that gj ∈ D∗ (X ) for all
j = 1, ...,∞ then there are x0 ∈ X and k ∈ N such that gk is not continuous at x0.
If f ∈ C0 (X ) is such that f (x0) 6= 0 and ξ = f ek ∈ XC0(X ) then
〈ξ, η〉D∗(X ) /∈ C0 (X ) . (4.12.11)
The equation (4.12.11) is a specialization of the condition (1.3.2).
Lemma 4.12.10. Let XC0(X ) be a Hilbert C0 (X )-module. Consider the natural isomor-
phism XC0(X ) ∼= C0
(
X , {Hx}x∈X ,XC0(X )
)
. If XCb(X )
def
= Cb
(
X , {Hx} ,XC0(X )
)
then
there is the natural *-isomorphism of C∗-algebras
L
(
XC0(X )
) ∼= L (XCb(X )) .
Proof. Any a ∈ L
(
XCb(X )
)
corresponds to a family {ax ∈ B (Hx)}x∈X such that
aξ ∈ Cb
(
X , {Hx} ,XC0(X )
)
for any ξ = {ξx ∈ Hx} ∈ Cb
(
X , {Hx} ,XC0(X )
)
. For
any η ∈ C0
(
X , {Hx} ,XC0(X )
)
one has normη ∈ C0 (X ), and taking into account
norma ∈ Cb (X ) we conclude that normaη ≤ normanormη ∈ C0 (X ) i.e. aη ∈
C0
(
X , {Hx} ,XC0(X )
) ∼= XC0(X ). So a can be regarded as an element of L (XC0(X ))
and there is the natural inclusion L
(
XCb(X )
)
⊂ L
(
XC0(X )
)
. Conversely it is clear
that any a ∈ L
(
XC0(X )
)
yields a Cb (X )-linear map
C
(
X , {Hx} ,XC0(X )
)
→ C
(
X , {Hx} ,XC0(X )
)
and since ‖a‖ < ∞ the operator a gives a linear map
Cb
(
X , {Hx} ,XC0(X )
)
→ Cb
(
X , {Hx} ,XC0(X )
) ∼= XCb(X ).
So a can be regarded as an element of L
(
XCb(X )
)
and there is the natural inclusion
L
(
XC0(X )
)
⊂ L
(
XCb(X )
)
.
4.12.2 Operator spaces and coverings
4.12.11. Let F by a continuity structure for X and the {Ax} (cf. Definition D.8.27)
where Ax is a C∗-algebra. Let L be a closed left ideal of Cb (X , {Ax} ,F). If
p : X˜ → X then C0
(
X˜
)
-module{
f˜ liftp (b) ∈ liftp [C (X , {Ax} ,F)]
∣∣∣ b ∈ L; f˜ ∈ Cb (X˜ )}
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is a left ideal of liftp [C (X , {Ax} ,F)]. It turns out that liftp [L] is closed left ideal
of liftp [C (X , {Ax} ,F)] (cf. Definition 4.5.53). Similar reasons can be applied to
right, two sided ideals and hereditary subalgebras, i.e.
L is a closed left ideal of Cb (X , {Ax} ,F) ⇒
⇒ liftp [L] is a closed left ideal of liftp [Cb (X , {Ax} ,F)] ;
R is a closed right ideal of Cb (X , {Ax} ,F) ⇒
⇒ liftp [R] is a closed right ideal of liftp [Cb (X , {Ax} ,F)] ;
I is a closed two sided ideal of Cb (X , {Ax} ,F) ⇒
⇒ liftp [I] is a closed two sided of liftp [Cb (X , {Ax} ,F)] ;
B is a hereditary subalgebra of Cb (X , {Ax} ,F) ⇒
⇒ liftp [B] is a hereditary subalgebra of liftp [Cb (X , {Ax} ,F)] .
(4.12.12)
Lemma 4.12.12. Let XC0(X ) be a Hilbert C0 (X )-module. If p : X˜ → X is a covering
then Cb
(
liftp
[
X , {Hx} ,XC0(X )
])
is a Hilbert Cb
(
X˜
)
-module.
Proof. From the Definition 4.5.40 and the Lemma 4.5.11 it turns out the normξ˜ =(
x˜ 7→
∥∥∥ξ˜ x˜∥∥∥) ∈ Cb (X˜) for all ξ˜ ∈ Cb (liftp [X , {Hx} ,XC0(X )]). For any ξ˜, η˜ ∈
Cb
(
liftp
[
X , {Hx} ,XC0(X )
])
from (D.4.3) it turns out
〈ξx, ηx〉 = 1
4
3
∑
k=0
ik
〈
ξx + ikηx, ξx + ikηx
〉
⇒ (x 7→ 〈ξx, ηx〉) ∈ C0
(
X˜
)
.
4.12.13. Let XC0(X ) be a full Hilbert C0 (X )-module and let K
(
XC0(X )
)
be a C∗-
algebra of compact operators. If {Hx}x∈X is the completion of the given by (4.5.26)
and (4.5.27) normed space, then there is a family {K (Hx)}x∈X is a family of
compact operators such that K
(
XC0(X )
)
is a continuity structure for X and the
{K (Hx)}
Lemma 4.12.14. Consider the situation 4.12.13, If XCb(X )
def
= Cb
(
liftp
[
X , {Hx} ,XC0(X )
])
is a Hilbert Cb
(
X˜
)
-module given by the Lemma 4.12.3 then there is the natural isomor-
phism
K
(
XCb(X˜ )
) ∼= Cb (liftp [K (XC0(X ))]) . (4.12.13)
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Proof. If a ∈ K
(
XC0(X )
)
then there is the C∗-norm convergent series
a =
∞
∑
j=1
ξ j 〉〈 ηj ξ j, ηj ∈ XC0(X )
From (4.5.50) it turns out that the series
∞
∑
j=1
liftp
(
ξ j
) 〉〈 liftp (ηj)
is norm convergent, hence liftp (a) ∈ K
(
XCb(X˜ )
)
. So one has the natural in-
clusion liftp
[
K
(
XC0(X˜ )
)]
→֒ K
(
XCb(X˜ )
)
. Let x˜0 ∈ X˜ , and let U˜ be an open
neighborhood of x˜0 such that the restriction p|U˜ : U˜
≈−→ U = p
(
U˜
)
is a homeo-
morphism. According to 4.1.7 there is f˜x˜0 ∈ Cc
(
X˜
)
and open subset V˜ such that
{x˜0} ⊂ V˜ ⊂ U˜ , f˜x˜0
(
V˜
)
= 1, f˜x˜0
(
X˜
)
= [0, 1] and supp f˜x˜0 ⊂ U˜ . Let x0 = p (x˜0)
and let fx0 = descp
(
f˜x˜0
)
. If a˜ ∈ K
(
XCb(X˜ )
)
and a˜ f = f˜x˜0 a˜ then a˜ (x˜) = a˜ f (x˜) for
all x˜ ∈ V˜ . Otherwise if a = descp
(
a˜ f
)
then a˜ f (x˜) = liftp (a) (x˜) for all x˜ ∈ V˜ , hence
a˜ (x˜) = liftp (a) (x˜) for each x˜ ∈ V˜ . From the Definition D.8.28 it turns out that a˜ is
continuous and taking into account ‖a˜‖ < ∞ one has a˜ ∈ liftp
[
K
(
XC0(X )
)]
, i.e.
K
(
XCb(X˜ )
)
⊂ Cb
(
liftp
[
K
(
XC0(X )
)])
.
Corollary 4.12.15. Consider the situation 4.12.13. Suppose that p is a finite fold covering.
If
liftp : K
(
XC0(X )
)
→֒ liftp
[
K
(
XC0(X )
)]
(4.12.14)
is given by the Lemma 4.12.14 then one has
liftp
(
K
(
XC0(X )
))
⊂ C0
(
liftp
[
K
(
XC0(X )
)])
(4.12.15)
Proof. Follows from the Lemma 4.5.43.
Lemma 4.12.16. If X is a locally compact space and p : X˜ → X is a covering then there
is the natural C0 (X )-linear inclusion
liftp : ℓ
2 (C0 (X )) →֒ ℓ2
(
Cb
(
X˜
))
. (4.12.16)
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Moreover if p is a finite-fold covering then there is the natural C0 (X ) linear inclusion
liftp : ℓ
2 (C0 (X )) →֒ ℓ2
(
C0
(
X˜
))
. (4.12.17)
Proof. From (4.12.9) it turns out that
ξ ∈ ℓ2 (C0 (X ))⇒ ξ =
∞
∑
j=1
f jej; ∀x ∈ X
∞
∑
j=1
∣∣ f j (x)∣∣2 < ∞ ∀j ∈ N f j ∈ C0 (X ) .
If ξ = ∑∞j=1 f jej then we define
liftp (ξ) =
∞
∑
j=1
liftp
(
f j
)
ej. (4.12.18)
Taking into account liftp
(
f j
) ∈ Cb (X˜), ∑∞j=1 ∣∣∣liftp ( f j) (x)∣∣∣2 < ∞ for all x ∈ X one
concludes that
liftp (ξ) ∈ ℓ2
(
Cb
(
X˜
))
.
Moreover if p is a finite-fold covering then f j ∈ C0
(
X˜
)
and(
x˜ 7→
∥∥∥liftp (ξ) (x˜)∥∥∥) ∈ C0 (X˜ ) .
4.12.17. The Hilbert module ℓ2 (C0 (X )) yields a family of isomorphic Hilbert
spaces
{
L2 (N)x
}
x∈X . From the equation 4.12.8 it turns out that
ℓ
2 (C0 (X )) ∼= C0
(X , {L2 (N)x} , ℓ2 (C0 (X ))) . (4.12.19)
If p : X˜ → X is a covering then there is a family of isomorphic Hilbert spaces{
L2 (N)′x˜
}
x˜∈X˜ such that for any x˜ ∈ X˜ there is the natural (uniquely defined)
isomorphism L2 (N)′x˜ ∼= L2 (N)p(x˜). Otherwise ℓ2
(
C0
(
X˜
))
naturally induces
a family
{
L2 (N)x˜
}
x˜∈X˜ . there is the natural (uniquely defined) isomorphism
L2 (N)′x˜ ∼= L2 (N)x˜. The space liftp
(
ℓ2 (X )) is a continuity structure for X and
the
{
L2 (N)′x˜
}
, and the space ℓ2
(
X˜
)
is the continuity structure for for X and the{
L2 (N)x˜
}
. From the isomorphisms L2 (N)′x˜, Lemma 4.12.16 and the Definition
4.5.45 it turns out that
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liftp
[
C0
(X , {L2 (N)x} , ℓ2 (X ))] ∼= C (X˜ , {L2 (N)x˜} , ℓ2 (X˜)) ,
Cc
(
liftp
[
C0
(X , {L2 (N)x} , ℓ2 (X ))]) ∼= Cc (X˜ , {L2 (N)x˜} , ℓ2 (X˜)) ,
C0
(
liftp
[
C0
(X , {L2 (N)x} , ℓ2 (X ))]) ∼= C0 (X˜ , {L2 (N)x˜} , ℓ2 (X˜)) ,
Cb
(
liftp
[
C0
(X , {L2 (N)x} , ℓ2 (X ))]) ∼= Cb (X˜ , {L2 (N)x˜} , ℓ2 (X˜)) ,
(4.12.20)
In particular one has
ℓ
2
(
C0
(
X˜
)) ∼= C0 (liftp [C0 (X )]) , (4.12.21)
ℓ
2
(
Cb
(
X˜
)) ∼= Cb (liftp [C0 (X )]) (4.12.22)
4.12.3 Some operator systems
Let us consider a pointed topological finite covering category
S(X ,x0) =
{(
Xλ, xλ0
)
→ (X , x0)
}
.
Suppose that
(X , x0) is its topological inverse limit, and denote by p : (X , x0) →
(X , x0) and pλ :
(X , x0)→ (Xλ, xλ0 ) the natural coverings. If XC0(X ) is a full count-
ably generated Hilbert C0 (X ) from the Theorem D.4.12 one has the isomorphism
of C∗-Hilbert modules.
XC0(X ) ⊕ ℓ2 (C0 (X )) ∼= ℓ2 (C0 (X )) .
The Lemma 1.3.9 yields inclusions
ιL : L
(
XC0(X )
)
→֒ L (ℓ2 (C0 (X ))) ,
ιK : K
(
XC0(X )
)
→֒ K (ℓ2 (C0 (X ))) ,
ιK
(
K
(
XC0(X )
))
is a hereditary subalgebra
of both K (ℓ2 (C0 (X ))) and L (ℓ2 (C0 (X ))) .
(4.12.23)
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Otherwise from the (4.12.1) and (4.12.21), (4.12.22) there are C0 (X ) isomorphisms
XC0(X ) = C0
(
X , {Hx} ,XC0(X )
)
,
ℓ
2 (C0 (Xλ)) ∼= C0
(
liftpλ
[
ℓ
2 (C0 (X ))
])
,
ℓ
2
(
C0
(X )) ∼= C0 (liftp [ℓ2 (C0 (X ))]) ,
ℓ
2
(
Cb
(X )) ∼= Cb (liftp [ℓ2 (C0 (X ))]) .
From the above equations and the Lemmas 4.5.42, 4.5.43 it turns out that there are
following inclusions
ℓ
2 (pλ) : ℓ2 (C0 (X )) →֒ ℓ2 (C0 (Xλ)) ,
ℓ
2
(
pνµ
)
: ℓ2
(
C0
(Xµ)) →֒ ℓ2 (C0 (Xν)) where ν ≥ µ,
ℓ
2 (pλ) : ℓ
2 (C0 (Xλ)) →֒ ℓ2
(
Cb
(X )) ,
ℓ
2 (p) = ℓ2 (pλ) ◦ ℓ2 (pλ) : ℓ2 (C0 (X )) →֒ ℓ2
(
Cb
(X )) ,
and taking into account (4.5.49) one has
ν > λ > µ⇒ ℓ2
(
pνµ
)
= ℓ2 (pνλ) ◦ ℓ2
(
pλµ
)
,
ν > µ⇒ ℓ2 (pν) = ℓ2
(
pµν
) ◦ ℓ2 (pµ) ,
ℓ
2 (p) = ℓ2 (pλ) ◦ ℓ2
(
pλ
)
,
If
XC0(Xλ)
def
= C0
(
liftpλ
[
XC0(X )
])
,
XC0(X )
def
= C0
(
liftp
[
XC0(X )
])
,
XCb(X )
def
= Cb
(
liftp
[
XC0(X )
])
.
then from (4.5.65) then there are natural inclusions
XC0(Xλ) ⊂ ℓ2 (C0 (X )λ) ,
XC0(X ) ⊂ ℓ
2
(
C0
(X )) ,
XCb(X ) ⊂ ℓ
2
(
Cb
(X ))
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The Lemma 4.12.14 and the Corollary 4.12.15 yield following *-isomorphisms
K
(
XC0(Xλ)
)
= C0
(
liftpλ
[
K
(
XC0(X )
)])
,
K
(
XC0(X )
)
= C0
(
liftp
[
K
(
XC0(X )
)])
,
K
(
XCb(X )
)
= Cb
(
liftp
[
K
(
XC0(X )
)]) (4.12.24)
and injective *-homomorphisms
K (pλ) : K
(
XC0(X )
)
→֒ K
(
XC0(Xλ)
)
,
K
(
pνµ
)
: K
(
XC0(Xµ)
)
→֒ K
(
XC0(Xν)
)
where ν ≥ µ,
K (pλ) : K
(
XC0(Xλ)
)
→֒ K
(
XCb(X )
)
,
K (p) = K (pλ) ◦ K (pλ) : K
(
XC0(X )
)
→֒ K
(
XCb(X )
)
,
(4.12.25)
From Lemmas (4.12.23), 4.12.24 and (4.5.64) it turns out that there are the inclu-
sions
ιK : K
(
XC0(X )
)
→֒ K (ℓ2 (C0 (X ))) ,
ιbK : K
(
XCb(X )
)
→֒ K (ℓ2 (Cb (X ))) ,
From the 4.12.12 it turns out
ιK
(
K
(
XC0(X )
))
is a hereditary subalgebra
of K (ℓ2 (C0 (X ))) and L (ℓ2 (C0 (X ))) ,
ιbK
(
K
(
XCb(X )
))
is a hereditary subalgebra
of K (ℓ2 (Cb (X ))) and L (ℓ2 (Cb (X ))) .
(4.12.26)
Remark 4.12.18. Denote by K̂ def= C∗-lim−→λ∈ΛK
(
XC0(Xλ)
)
be the inductive limit of
C∗-algebras in sense of the Definition 1.2.7 and π̂a : K̂ → B
(
Ĥa
)
be the atomic
representation. If Ĝ def= lim←−λ∈Λ G (Xλ | X ) is the inverse limit of groups then sim-
ilarly to the Lemma 3.1.18 one construct the equivariant action Ĝ × Ĥa → Ĥa
which naturally induces the action
Ĝ× B
(
Ĥa
)
→ B̂
(
Ĥa
)
. (4.12.27)
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Chapter 5
Coverings of continuous trace
operator spaces
The notion of the operator space with continuous trace is a generalization of the
notion of the C∗-algebra with continuous trace (cf. Section 5.1). Here we consider
noncommutative coverings of these spaces.
5.1 Continuous trace operator spaces
Operator space with continuous trace it generalization of C∗-algebra with contin-
uous trace.
5.1.1. If A be a C∗-algebra, such that the spectrum X of A is Hausdorff then A is
a CCR-algebra (cf. Remark D.8.24). From the Corollary D.8.11 it follows that A
is C∗-algebra of type I and its primitive spectrum coincides with its spectrum (cf.
Theorem D.8.9). There is the action
C0 (X )× A→ A;
(x, a) 7→ xa; x ∈ C0 (X ) , a ∈ A
(5.1.1)
be the given by the Theorem D.2.26 action. For any x ∈ X there is the irreducible
representation repx : A→ B (Hx).
Definition 5.1.2. Let A be a C∗-algebra which has continuous trace. We say that a
sub-unital subspace (X,Y) of A (cf. Definition 2.6.1) continuous trace operator space
if following conditions hold:
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(a) If X is the spectrum of A then one has C0 (X ) × X ⊂ X where the action
C0 (X )× A→ A is given by the Dauns Hofmann theorem (cf. (5.1.1)).
(b) For any x ∈ X if both Xx and Yx are C∗-norm completions of repx (X)
and repx (Y) respectively then the C∗-algebra repx (A) is the C∗-envelope of
(Xx,Yx), i.e. repx (A) = C
∗
e (Xx,Yx) (cf. Definition 2.6.4).
Lemma 5.1.3. In the situation of the Definition 5.1.2 A is the C∗-envelope of (X,Y) (cf.
Definition 2.6.4), i.e. A = C∗e (X,Y).
Proof. Firstly we prove that the minimal unitization A+ (cf. Definition D.1.8) of A
is the C∗-envelope of Y. Denote by k : Y →֒ A+ the natural inclusion. If (C∗e (Y) , j)
is the C∗-envelope of Y then from the Definition D.7.12 it follows that there is the
surjective unital *-homomorphism π : A+ → C∗e (Y) such that j = π ◦ k. If we
represent A+ = C 1A+ ⊕ A then clearly kerπ ⊂ 0⊕ A ∼= A. If kerπ 6= {0} then
kerπ is a closed ideal which corresponds to an a nonempty open subset U ⊂ X
where X is the spectrum of A (cf. Theorem D.2.17). If x0 ∈ U is any point then
from (b) of the Definition 5.1.2 there is a ∈ X such that repx0 (a) 6= 0. Since X
is Hausdorff there is f ∈ C0 (X ) such that f (x0) = 1 and supp f ⊂ U . Clearly
f a 6= 0. From (a) of the Definition 5.1.2 it follows that f a ∈ Y, otherwise one has
k ( f a) ∈ kerπ. Hence π ◦ k is not injective, so there is a contradiction. It turns out
that kerπ = {0}, i.e. π is injective. Otherwise π is surjective the Definition D.7.12,
hence π : A+ ∼= C∗e (Y) is an isomorphism.
Secondly we prove that A = C∗e (X,Y). Denote by A′
def
= C∗e (X,Y) ⊂ C∗e (Y).
Let us prove that A′ is a C0 (X )-module. Select f ∈ C0 (X ). For any a′ ∈ A′ and
ε > 0 there is a polynomial
b′ =
n
∑
j=1
xj,1 · xj,2 · ... · xj,k j where x1,1, ..., xn,kn ∈ X ∪ X∗,∥∥b′ − a′∥∥ < ε‖ f‖ .
Otherwise X is C0 (X )-module it turns out that f xj,1 ∈ X for all j = 1, ..., n. So one
has
b′′ =
n
∑
j=1
(
f xj,1
) · xj,2 · ... · xj,k j ∈ A′,∥∥b′′ − f a′∥∥ < ε,
hence f a′ ∈ A′. From the Definition 5.1.2 it follows that X ∪ X∗ ⊂ A, hence
A′ ⊂ A. Suppose that that there is x ∈ X repx (A′) $ repx (A). There are a ∈
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A and ε > 0 such that ‖repx (a)− repx (a′)‖ > ε for all a′ ∈ A′. Since Ax is
generated by Xx as C∗-algebra one has Xx $ repx (A′), hence X $ A′. There is
a contradiction, it follows that repx (A
′) = repx (A). From the Corollary 4.5.51 it
follows that A′ = A.
5.2 Basic constructions
5.2.1 C∗-algebras induced by coverings
Let A be a C∗-algebra with continuous trace which according to the Theorem
D.8.34 can be represented by the following way
A ∼= C0
(X , {Ax}x∈X ,F) (5.2.1)
where X = Aˆ is the Hausdorff spectrum of A, and C0
(X , {Ax}x∈X ,F) is the
converging to zero submodule (cf. Definition 4.5.8).
Definition 5.2.1. Let us consider the specialization of the Definitions 4.6.8 and
4.6.9 where A =
(X , {Ax}x∈X ,F) is given by (5.2.1). For any finite-fold covering
p : X˜ → X we use the given by (4.6.7) notation. If p is a finite-fold covering then
we use the following notation
A0 (p) : A →֒ A0
(
X˜
)
(5.2.2)
We say that A0
(
X˜
)
is the p-lift of A.
5.2.2. If p12 : X˜1 → X˜2 is a morphism of FinTop-X form p1 : X˜1 → X to p2 : X˜2 →
X , i.e. p1 = p12 ◦ p2 then similarly to to (4.6.6) we write
A0
(
p12
)
def
= liftp12
∣∣∣
A0(X˜2)
: A0
(
X˜2
)
→֒ A0
(
X˜1
)
. (5.2.3)
5.2.2 Geometrical lifts of spectral triples
Let us consider two spectral triples.
1. The commutative spectral triple
(
C∞ (M) , L2 (M, S) ,D/
)
(cf. Equation (E.4.6)).
2. The finite spectral triple
(
Mm (C) ,Ck,Dfin
)
(cf. E.6).
245
If Γfin is the grading operator (cf. Definition E.1.3) of
(
Mm (C) ,Ck,Dfin
)
then from
E.7 it follows that there is the product of above spectral triples(
C∞ (M)⊗Mm (C) , L2 (M, S)⊗ Ck,D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin
)
. (5.2.4)
If p : M˜ → M is a finite-fold covering then there is the given by the Definition
4.9.1 geometrical p-lift
(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, D˜/
)
of the spectral triple(
C∞ (M) , L2 (M, S) ,D/
)
.
Definition 5.2.3. The given by(
C∞
(
M˜
)
⊗Mm (C) , L2
(
M˜, S˜
)
⊗ Ck, D˜/ ⊗ Γfin + IdL2(M˜,S˜) ⊗ Dfin
)
product of spectral triples
(
C∞
(
M˜
)
, L2
(
M˜, S˜, µ˜
)
, D˜/
)
and
(
Mm (C) ,Ck,Dfin
)
is
said to be the geometrical p-lift of(
C∞ (M)⊗Mm (C) , L2 (M, S)⊗Ck,D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin
)
.
If p : M˜ → M is an infinite covering then there is the given by the Definition
4.9.2 geometrical p-lift
(
C∞0
(
M˜
)
, L2
(
M˜, S˜
)
, D˜/
)
of the spectral triple
(
C∞ (M) , L2 (M, S) ,D/
)
.
Definition 5.2.4. The given by(
C∞0
(
M˜
)
⊗Mm (C) , L2
(
M˜, S˜
)
⊗ Ck, D˜/ ⊗ Γfin + IdL2(M˜,S˜) ⊗ Dfin
)
triple is said to be the geometrical p-lift of(
C∞ (M)⊗Mm (C) , L2 (M, S)⊗Ck,D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin
)
.
5.3 Finite-fold coverings
5.3.1 Coverings of C∗-algebras
Lemma 5.3.1. If
(
A, A˜,G,π
)
is a noncommutative finite-fold quasi-covering, such that
A is a C∗-algebra with continuous trace then the reduced algebra of
(
A, A˜,G,π
)
(cf.
Definition 2.3.12) is a continuous trace C∗-algebra.
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Proof. Let X (resp. X˜ ) be the spectrum of A (resp. A˜), and let p : X˜ → X be
a continuous map given by the Lemma 2.3.7. Let x˜0 ∈ X˜ be any point and let
x0 = p (x˜0) ∈ X . From the Proposition D.8.18 it turns out that there is an Abelian
a′ ∈ A such that aˆ′ ∈ K (X ) and tr (repx0 (a′)) = 1. If A˜red is the reduced algebra
of
(
A, A˜,G,π
)
(cf. Definition 2.3.12) then there is the inclusion φ : A →֒ A˜red.
If a˜′ def= φ (a) then from the Equation 2.3.20 it follows that the rank of repx˜ (a˜′)
does not exceed 1 for all x˜ ∈ X˜ . Let both aˆ : X → R and ˆ˜a′ : X → R are given
by x 7→ tr (repx (a′)) and x˜ 7→ tr (repx˜ (a˜′)) respectively. One has f0 ∈ C0 (X ) and
taking into account that the map X˜ → X is surjective and continuous we conclude
that ˆ˜a′ is continuous. It 0 < ε < 1 and fε is given by (3.1.19) then since a˜′ is positive
there is a˜ = 11−ε fε (a˜) ∈ A+, which satisfies to following conditions
(a) dim repx˜ (a˜) ≤ dim repx˜ (a˜′) ≤ 1 for any x˜ ∈ X˜ ,
(b) ˆ˜a = 11−ε fε
(
ˆ˜a′
)
.
From (a) it turns out that a˜a is an Abelian element of A˜red. From (b) it follows
that ˆ˜a ∈ K
(
X˜
)
. So a˜ satisfies to (iii) of the Proposition D.8.18. Hence from the
Proposition D.8.18 it turns out that A˜red is a continuous trace C∗-algebra.
Lemma 5.3.2. If A is a C∗-algebra with the Hausdorff spectrum X then the bijective
map (D.8.3) yields the one-to-one correspondence between essential ideals and open dense
subsets of X .
Proof. The given by(D.8.3) map U ↔ A|U yields the one-to-one correspondence
between ideals and open subsets of X (cf. Remark D.8.24).
Suppose that U ⊂ X is a dense subset of X and a ∈ A be such that a 6= 0
and aA|U = {0}. From the Lemma D.8.26 it follows that there is an open subset
V ⊂ X such that repx (a) 6= 0 for all x ∈ V . Since U is dense, one has V ∩ U 6= ∅.
There is x0 ∈ U such that repx0 (a) 6= 0. From the Exercise A.1.12 it follows that
the space X is completely regular (cf. Definition A.1.10). There is a continuous
function fU : X → [0, 1] such that fU (x0) = 1 and fU (X \ U) = {0}. Otherwise
from the Lemma D.8.25 if follows that fU a∗ ∈ A|U . From
∥∥repx0 (a ( fU a∗))∥∥ =∥∥repx0 (a)∥∥2 6= 0 it follows that aA|U 6= {0}. From the Lemma D.1.4 it turns out
that A|U is an essential ideal.
If U is not dense then there is an open subset V ⊂ X such that U ∩ V =
∅. There is a ∈ A such that and x0 ∈ V such that repx0 (a) 6= 0. There is a
continuous function fV : X → [0, 1] such that fV (x0) = 1 and fV (X \ V) = {0},
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and repx0 ( fV a) = repx0 (a) 6= 0. So fV a 6= 0. Otherwise for all f ∈ C0 (U) from
fV f = 0 it follows that ( fV a) ( f b) = 0 for all b ∈ A. On the other hand form the
Lemma D.8.25 it follows that A|U is the C∗-norm closure of C0 (U) A, so one has
( fV a) A|U = {0}, i.e. the ideal A|U is not essential.
Lemma 5.3.3. Let A be a continuous trace C∗-algebra, and let be
(
A, A˜,G,π
)
be a
noncommutative finite-fold quasi-covering. Suppose that there are a subgroup G′ ⊂ G
and an open subset U˜ of the spectrum X˜ of A˜ such that
• For all g ∈ G′ and x˜ ∈ U˜ one has gx˜ = x˜.
• For all a˜ ∈ A˜ and x˜ ∈ U˜ the following condition holds{
repx˜
(
∑
g∈G′
ga˜
)∣∣∣∣∣ a˜ ∈ A˜
}
= repx˜
(
A˜red
)
where A˜red is the reduced C∗-algebra (cf. Definition 2.3.12) of
(
A, A˜,G,π
)
.
If there is x˜0 ∈ U˜ such that repx˜0
(
A˜red
)
$ repx˜0
(
A˜
)
then the set{
g ∈ Aut
(
A˜
)∣∣∣ ∀a˜red ∈ A˜red ga˜red = a˜red}
is not finite.
Proof. From the Theorem D.8.19 it follows that A˜ contains an essential ideal I˜
which is a continuous trace C∗-algebra. From the Lemma 5.3.2 it follows that the
spectrum X˜ I˜ of I˜ is a dense open subset of X˜ and repx˜
(
I˜
)
= repx˜
(
A˜
)
for all
x˜ ∈ X˜ I˜ . It follows that I˜ = A˜
∣∣∣X˜ I˜ . The set X˜ I˜ is open and dense in X˜ , hence
U˜ ′ def= U˜ ∩ X˜ I˜ is open and it is not empty. The C∗-algebra A˜
∣∣∣U˜ ′ is a closed two
sided ideal of the continuous trace C∗-algebra I˜, so from the Proposition D.8.10
it follows that A˜
∣∣∣U˜ ′ is a continuous trace C∗-algebra. For any x˜0 ∈ A˜∣∣∣U˜ ′ there
is an Abelian element e˜ ∈ A˜
∣∣∣U˜ ′ such that repx˜ (e˜) 6= 0 (cf. Proposition D.8.18).
According to to the construction D.8.14 there is a compact neighborhood V˜ of x˜0
such that A˜
∣∣∣V˜ e˜|V˜ is an A˜∣∣∣V˜ − e˜|V˜ A|V˜ e˜|V˜ ∼= C (V˜) -imprimitivity bimodule. We
denote it by XC(V˜)
def
= A˜
∣∣∣V˜ e˜|V˜ . From the condition (b) of the Definition D.6.1 it
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turns out that A˜
∣∣∣V˜ ∼= K (XC(V˜)). From A˜red $ A˜ it turns out that there is a
Hilbert submodule X‖
C(V˜)
def
= Ared|V˜ e˜|V˜ . From the Equation (2.3.20) it follows that
repx˜
(
A˜red
)
= repx˜ (A)
so for any x˜ ∈ V˜ one has
repx˜
(
∑
g∈G′
a˜
)
∈ repx˜
(
A˜red
)
.
If a˜‖ def= 1|G′| ∑g∈G′ ga˜ and a˜
⊥ def= a˜− a˜‖ then repx˜
(
a˜‖
)
∈ repx˜
(
A˜red
)
and repx˜
(
∑g∈G′ ga˜⊥
)
=
0 for all x˜ ∈ V˜ . The natural decomposition a˜ = a˜‖ + a˜⊥ yields the direct sum
A˜
∣∣∣V˜ = A˜red∣∣∣V˜ ⊕ A˜∣∣∣V˜⊥ which naturally induces the direct sum XC(V˜) = X‖C(V˜) ⊕
X⊥
C(V˜) of Hilbert modules. Let f˜x˜0 : X˜ → [0, 1] be a continuous map such that
supp f˜x˜0 ⊂ U˜ ′′ and there is an open neighborhood U˜0 which satisfies to the condi-
tion f˜x˜0
(
U˜0
)
= {1} (cf. Lemma 4.1.5). There is a continuous map ϕ : X˜ → [0, 1]
such that ϕ (x˜0) = 1 and supp ϕ ⊂ U˜0. For any ǫ ∈ (0, 2π) denote by
ϕǫ ∈ Cb
(
X˜
)
,
x˜ 7→ eiεϕ(x˜).
There is the automorphism χε of the Hilbert C0
(
V˜
)
-module XC0(V˜) given by
ξ˜‖ + ξ˜⊥ 7→ ξ˜‖ + ϕǫξ˜⊥. This automorphism yields the *-automorphism ψǫ ∈
Aut
(
K
(
XC0(V˜)
)) ∼= Aut( A˜∣∣∣V˜) given by
∞
∑
j=0
ξ˜ j 〉〈 η˜j 7→
∞
∑
j=0
χε
(
ξ˜ j
)
〉〈 χε
(
η˜j
)
.
If U˜ ′′ def=
{
x˜ ∈ V˜
∣∣∣ f˜x˜0 (x˜) > 0} then there the natural inclusion A˜∣∣∣U˜ ′′ ⊂ A˜∣∣∣V˜ such
that for all ǫ the *-automorphism ψǫ corresponds to the *-automorphism θǫ ∈
Aut
(
A˜
∣∣∣U˜ ′′). Moreover If ǫ1 6= ǫ2 then θǫ1 6= θǫ2 . For any ǫ ∈ (0, 2π) there is a
bijective C-linear map gǫ : A˜
≈−→ A˜ given by
a˜ 7→
(
1− f˜x˜0
)
a˜+ θǫ
(
f˜x˜0 a˜
)
.
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Since for any x˜ ∈ X˜ the map
repx˜
(
A˜
)
→ repx˜
(
A˜
)
,
repx˜ (a˜)→ repx˜ (gǫ (a˜)) ∀a˜ ∈ A˜
is *-automorphism, the map gǫ is ∗-automorphism. For any x˜ ∈ X˜ consider the
irreducible representation repx˜ : A˜ → B (Hx˜) and ξ x˜ ∈ B (Hx˜). From the Theorem
D.2.6 it follows that Hx˜ = repx˜ :
(
A˜
)
ξ x˜. Denote by H‖x˜
def
= repx˜ :
(
A˜red
)
ξ x˜ and
by H⊥x˜ the orthogonal complement of H‖x˜, i.e. Hx˜ = H‖x˜ ⊕H⊥x˜ . There is a family
of Banach spaces
{
repx˜ :
(
A˜ ⊂ B
(
H‖x˜ ⊕H⊥x˜
))}
x˜∈X˜
. The space X˜ is Hausdorff
so from the Theorem D.8.26 it follows that A˜ is a continuity structure for X˜ and
the family
{
repx˜ :
(
A˜
)}
x˜∈X˜
(cf. Definition D.8.27). Any a˜ ∈ A˜ corresponds to a
family
{
a˜x˜ ∈ B
(
H‖x˜ ⊕H⊥x˜
)}
=
{(
α (a˜x˜) β (a˜x˜)
γ (a˜x˜) δ (a˜x˜)
)
∈ B
(
H‖x˜ ⊕H⊥x˜
)}
where α (a˜x˜) ∈ B
(
H‖x˜
)
, β (a˜x˜) ∈ B
(
H⊥x˜ ,H‖x˜
)
, γ (a˜x˜) ∈ B
(
H‖x˜,H⊥x˜
)
, δ (a˜x˜) ∈
B
(H⊥x˜ ). If a˜red def= 1|Gred| ∑g∈Gred ga˜ then a˜red ∈ A˜red and from the Equation (2.3.16)
it follows that a˜red corresponds to a family{(
α (a˜x˜) 0
0 δ (a˜x˜)
)
∈ B
(
H‖x˜ ⊕H⊥x˜
)}
x˜∈X˜
. (5.3.1)
The automorphism gε is such that a˜ corresponds to a family{(
α (a˜x˜) ϕǫ (x˜) β (a˜x˜)
ϕǫ (x˜)γ (a˜x˜) δ (a˜x˜)
)}
x˜∈X˜
, (5.3.2)
so from the Equation (5.3.1) it follows that gǫ (a˜red) = a˜red, i.e. gǫ ∈ Gred. Other-
wise from
∀ǫ1, ǫ2 ∈ (0, 2π) ǫ1, 6= ǫ2 ⇒ ϕǫ1 (x˜0) 6= ϕǫ2 (x˜0)
and taking into account (5.3.2) one has infinitely many different automorphisms
gε. Thus the group Gred is not finite.
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Corollary 5.3.4. Let A be a continuous trace C∗-algebra, and let
(
A, A˜,G,π
)
by a
noncommutative finite-fold pre-covering. If X˜ is the spectrum of A˜ and A˜red is the reduced
algebra of
(
A, A˜,G,π
)
(cf. Definition 2.3.12) then the set
X˜ ‖ def=
{
x˜ ∈ X˜
∣∣∣ repx̂ (A˜red) = repx̂ (A˜)} (5.3.3)
is dense in X˜
Proof. If X˜ ‖ is not dense in X˜ then there is nonempty open subset U˜ ⊂ X˜ \ X˜ ‖.
For any x˜ ∈ U˜ denote by Gx˜ def= { g ∈ G| gx˜ = x}. If n def= minx˜∈U˜ |Gx˜| then from
the Corollary 2.3.9 it turns out that the set
U˜n def=
{
x˜ ∈ U˜
∣∣∣ |Gx˜| ≤ n}
is open. If x˜0 ∈ U˜n and G′ def= G \ Gx˜0 then for any g ∈ G′ there is an open
neighborhood U˜g such that U˜g ∩ gUg = ∅. The set U˜x˜0 ⊂ ∩g∈G′ U˜g is an open
neighborhood of x˜0 such that gx˜ 6= x˜ for all x˜ ∈ U˜x˜0 and g ∈ G′. It follows for each
x˜ ∈ U˜x˜0 one has
• Gx˜ = Gx˜0 .
• repx̂
(
A˜red
)
$ repx̂
(
A˜
)
It is easy check that repx˜
 ∑
g∈Gx˜0
ga˜
∣∣∣∣∣∣ a˜ ∈ A˜
 = repx˜ (A˜red)
for all x˜ ∈ U˜0. From the Lemma 5.3.3 it follows that{
g ∈ Aut
(
A˜
)∣∣∣ ∀a˜red ∈ A˜red ga˜red = a˜red}
is not finite, it contradicts with the Condition (a) of the Definition 2.1.5. So the set
U˜n is not open. The contradiction proves this lemma.
Corollary 5.3.5. Let A be a continuous trace C∗-algebra, and let
(
A, A˜,G,π
)
by a non-
commutative finite-fold pre-covering. Then for any Abelian element a ∈ A the generated
by π (a) subalgera A˜a of A˜ is commutative.
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Proof. If X˜ the spectrum of A˜ and X˜ ‖ is given by the Equation 5.3.3 then X˜ ‖ is
a dense subset of X˜ (cf. Corollary 5.3.4). Otherwise from the Equation 2.3.20 it
follows that dim repx˜
(
A˜a
)
≤ 1 for all x˜ ∈ X˜ ‖. From the Proposition D.2.28 it
follows that the set
X˜1 def=
{
x˜ ∈ X˜
∣∣∣dim repx˜ (A˜a) ≤ 1}
contains the closure of X˜ ‖ which coincides with X˜ , i.e. X˜1 = X˜ hence A˜a is
commutative.
Corollary 5.3.6. Let A be a continuous trace C∗-algebra, and let be
(
A, A˜,G,π
)
be a
noncommutative finite-fold precovering then A˜ ia a continuous-trace C∗-algebra
Proof. Let X˜ be the spectrum of A˜ and let x˜ ∈ X˜ be a point. Let p : X˜ → X be the
given by the Lemma 2.3.7 map from the spectrum of A˜ to the spectrum of A. If
a ∈ A D.8.4 is an Abelian element such that repp(x˜) (a) 6= 0 then from the Corollary
5.3.5 it follows that π (a) is Abelian such that repx˜ (π (a)) 6= 0. From the Definition
D.8.4 it follows that A˜ is a continuous-trace C∗-algebra.
Lemma 5.3.7. Let A be a continuous trace C∗-algebra, and let be
(
A, A˜,G,π
)
be a
noncommutative finite-fold covering with unitization (cf. Definition 2.1.13). Let A →֒ B,
A˜ →֒ B˜ required by the Condition (a) the Definition 2.1.13. Let x˜0 ∈ X˜ is a non-isolated
point then the ideal
B˜0 =
{
b˜ ∈ B˜ | repx˜0
(
b˜
)
= 0
}
is not finitely generated B˜-module.
Proof. Assume there is a finite number of generators b˜1, ..., b˜s of B˜0. Let a˜ ∈ A˜+ be
an Abelian element of A˜ such that there is an open neighborhood V˜ of x0 which
satisfies to the following condition
tr (repx˜ (a˜)) = ‖repx˜ (a˜)‖ = 1; ∀x˜ ∈ V˜ .
There is f˜0 ∈ C0
(
X˜
)
such that f˜0 (x0) = 0 and f˜
(
V˜
)
6= {0}. From f˜0 a˜ ∈ B˜0 it
follows that there are c˜1, ..., c˜s ∈ B˜0 such that
b˜1c˜1 + ...+ b˜sc˜s = f˜0 a˜,
hence
tr
(
repx
(
a˜b˜1c˜1 + ...+ a˜b˜sc˜s
))
= f˜0 (x) ∀x ∈ V .
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It turns out that
∃x˜ ∈ V˜ ∃j ∈ {1, ..., s} repx˜
(
a˜b˜j
)
6= 0.
From a˜b˜j ∈ A for any j = 1, ..., s it turns out that the map f˜ j : X˜ → R+ given by
f˜ j (x˜)
def
=
∥∥∥repx˜ (a˜b˜j)∥∥∥
lies in C
(
X˜
)
+
and from abj ∈ B0 it follows that f˜ j (x˜0) = 0. If f˜ =
√
f˜1 + ...+
√
f˜s
then from f˜ (x0) = 0 it turns out a˜′
def
= f˜ a˜ ∈ B˜0, hence one has a˜′ = b˜1a˜′1 + ...+ b˜s a˜′s.
The element a˜′ is Abelian and
tr
(
repx˜
(
a˜′
))
= tr
(
repx˜
(
a˜′ a˜
))
= tr
(
repx˜
(
a˜a˜′ a˜
))
= f˜ (x˜) ; ∀x˜ ∈ V˜ ,
∃j ∈ {1, ..., s} ∃x˜ ∈ V˜ repx˜
(
a˜′j a˜
)
6= 0
Denote by
Λ
def
=
{
j ∈ {1, ..., s}| a˜′j a˜ 6= 0
}
Let us put
mj = ‖a˜′j a˜‖, j ∈ Λ.
There is an open neighborhood U˜ ⊂ X˜ of x˜0 such that the following inequalities√
f j (x˜) ≤ 1
2 ·mj
hold for any x˜ ∈ U˜ , j ∈ Λ. In result one has the following contradiction
f˜ (x˜) =
∥∥repx˜ (a˜′)∥∥ ≤ n∑
j=1
∥∥∥repx˜ (a˜b˜j)∥∥∥ ∥∥∥repx˜ (a˜′j a˜)∥∥∥ ≤ ∑
j∈Λ
f˜ j(x˜)mj ≤
≤
s
∑
j=1
√
f˜ j (x˜) ·
√
f˜ j (x)mj ≤ 1
2
f˜ (x˜) ; ∀x˜ ∈ U˜ .
Remark 5.3.8. The Lemma 5.3.7 is a generalization of the Lemma 3.2 of the article
[56].
Lemma 5.3.9. Let both A and A˜ are separable continuous trace C∗-algebras and there is
the inclusion A ⊂ A˜ such that.
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• If X is the spectrum spectra of A then the inclusion A ⊂ A˜ induces a surjective
map X˜ → X .
• Both X and X˜ are compact.
• The inclusion A ⊂ A˜ induces the inclusion M (A) ⊂ M
(
A˜
)
.
Let X ′ ⊂ X be a directed set {xα} together with a unique limit point x. Let X˜ ′ ⊂ X˜ be
equal to the union of directed sets {x˜0α} and {x˜1α} with a common limit point x˜, and
p(x˜0α) = p(x˜
1
α) = xα, p(x˜) = x.
Then M
(
A˜
)
is not a finitely generated module over M(A).
Proof. The surjective map X˜ ′ → X ′ yields an injective *-homomorphism C (X ′) →֒
C
(
X˜ ′
)
. Consider two C∗-subalgebras C(X˜ ′)1 and C(X˜ ′)0 of the C∗-algebra C(X˜ ′),
where C(X˜ ′)1 consists of those continuous functions, which are constant on {x˜0α}∪
x˜, and C(X˜ ′)0 consists of those continuous functions, which are zero on {x˜1α} ∪ x˜.
Then any continuous function f on X˜ ′ can be represented in the unique way as
the sum f = f1 + f0 of the function f1 ∈ C(X˜ ′)1, which is equal to f on {x˜1α} ∪
{x˜}, and the function f0 = f − f1 ∈ C(X˜ ′)0. Hence, C(X˜ ′) = C(X˜ ′)1 ⊕ C(X˜ ′)0.
Clearly, C(X˜ ′)1 is isomorphic to C(X ′), and C(X˜ ′)0 is isomorphic to C(X ′)0 as
C(X ′)-modules, where C(X ′)0 consists of continuous functions vanishing at x.
If both A|X ′ and A˜
∣∣∣X˜ ′ are given by the Equation D.2.8 then there are surjective
*-homomorphisms
A→ A|X ′ ,
A˜→ A˜
∣∣∣X˜ ′ .
From the Theorem D.1.34 it follows that there are are surjective *-homomorphisms
M (A)→ M
(
A|X ′
)
,
M
(
A˜
)
→ M
(
A˜
∣∣∣X˜ ′) ,
Both X ′ and X˜ ′ are compact so from the Lemma 4.6.5 it follows that these spaces
are spectra of both A|X ′ and A˜
∣∣∣X˜ ′ respectively. From the Theorems D.2.26 and
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D.8.9 it turns out that there are inclusions C (X ′) ⊂ M
(
A|X ′
)
, C
(
X˜ ′
)
⊂ M
(
A˜
∣∣∣X˜ ′).
The direct sum C(X˜ ′) = C(X˜ ′)1 ⊕ C(X˜ ′)0 yields the direct sum M
(
A˜
∣∣∣X˜ ′) =
M
(
A˜
∣∣∣X˜ ′)
0
⊕M
(
A˜
∣∣∣X˜ ′)
1
where M
(
A˜
∣∣∣X˜ ′)
0
def
= C(X˜ ′)0M
(
A˜
∣∣∣X˜ ′) and
M
(
A˜
∣∣∣X˜ ′)
1
def
= C(X˜ ′)1M
(
A˜
∣∣∣X˜ ′). Clearly there is the natural isomorphism
M
(
A|X ′
) ∼= M( A˜∣∣∣X˜ ′)
1
of M
(
A|X ′
)
modules. Otherwise
M
(
A˜
∣∣∣X˜ ′)
0
∼=
{
a˜ ∈ M
(
A˜
∣∣∣X˜ ′)∣∣∣∣ repx˜ (a˜) = 0}
Thus, if M
(
A˜
∣∣∣X˜ ′) is finitely generated, then M( A˜∣∣∣X˜ ′)
0
is finitely generated
too. A contradiction with Lemma 5.3.7. Since M
(
A˜
∣∣∣X˜ ′) is not finitely generated
M
(
A|X ′
)
module, M
(
A˜
)
is not a finitely generated module over M(A).
Remark 5.3.10. The Lemma 5.3.9 is a generalization of the Lemma 3.3 of the article
[56].
Lemma 5.3.11. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold covering with uniti-
zation, such that A is a separable C∗-algebra with continuous trace. Suppose that both
spectra X , X˜ of both A, A˜ are compact and p : X˜ → X is the given by the Lemma 2.3.7
continuous map. Suppose X ′ ⊂ X is a closed subset, X˜ ′ = p−1(X ′), and M
(
A˜
)
is a
finitely generated M (A)-module. Then
(i) M
(
A˜
∣∣∣X˜ ′) is a finitely generated M (A|X ′)-module.
(ii) M
(
A˜
∣∣∣X˜ ′′) is a finitely generated M (A|X ′)-module for any closed subset X˜ ′′ ⊂
X˜ ′.
Proof. Let a˜1, , ..., a˜n be such that
M
(
A˜
)
= a˜1M (A) + ...+ a˜nM
(
A˜
)
.
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(i) From the Equation D.2.8 it follows that there are surjective *-homomorphisms
A → A|X ′ and A˜ → A˜
∣∣∣X˜ ′ . From the Theorem D.1.34 it follows that there are sur-
jective *-homomorphisms p′ : M (A)→ M
(
A|X ′
)
and p˜′ : M
(
A˜
)
→ M
(
A˜
∣∣∣X˜ ′).
For all j = 1, ..., n denote by a˜′j
def
= p˜′
(
a˜j
)
. For any a˜′ ∈ M
(
A˜
∣∣∣X˜ ′) there is a˜ ∈ A˜
such that a˜′ = p˜′ (a˜). On the other hand there are a1, ..., an ∈ M (A) such that
a˜ = a˜1a1 + ...+ a˜nan. It turns out that
a˜′ = a˜′1p
′ (a1) + ...+ a˜′np
′ (an) ,
i.e. M
(
A˜
∣∣∣X˜ ′) is M (A|X ′) module generated by a˜′1, , ..., a˜′n
(ii) From the Equation D.2.8 it follows that there are surjective *-homomorphisms
A|X ′ → A|X ′′ From the Theorem D.1.34 it follows that there is the surjective *-
homomorphisms p˜′′ : M
(
A˜
∣∣∣X˜ ′) → M( A˜∣∣∣X˜ ′′). For any a˜′′ ∈ M( A˜∣∣∣X˜ ′′) there
is a˜ ∈ A˜ such that a˜′′ = p˜′′ ◦ p˜′ (a˜). On the other hand there are a1, ..., an ∈ M (A)
such that a˜ = a˜1a1 + ...+ a˜nan. It turns out that
a˜′ = a˜′1 p˜
′′ ◦ p′ (a1) + ...+ a˜′n p˜′′ ◦ p′ (an) ,
i.e. M
(
A˜
∣∣∣X˜ ′) is M (A|X ′) module generated by a˜′1, , ..., a˜′n
Remark 5.3.12. The Lemma 5.3.9 is a generalization of the Lemma 3.4 of the article
[56].
Lemma 5.3.13. Let
(
A, A˜,G,π
)
be noncommutative finite-fold covering with unitiza-
tion (cf. Definition 2.1.13). Suppose that A is a separable continuous trace C∗-algebra,
with compact spectrum X . If p : X˜ → X is the given by the Lemma 2.3.7 continuous
map from the spectrum of A˜ to the spectrum of A then p is a finite-fold covering.
Proof. Assume kx =
∣∣p−1 (x)∣∣ denotes the cardinality of the pre-image of a point
x ∈ X . From the Lemma 2.3.7 it follows that kx ≤ |G| for all x ∈ X . Suppose
that k is a minimal value of kx’s over x ∈ X . Let us select a point x with minimal
kx. Firstly, we claim that the set Xk = {x ∈ X : kx = k} is open. Indeed, in
the opposite case there is a net {xα} in X \ Xk converging to a certain point x of
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Xk. By Lemma A.1.35 one can found a regular neighborhood U of x satisfying the
condition (A.1.2) with m = k, i.e. if p−1(x) = {x˜1, ..., x˜k}
p−1(U) = U˜1 ⊔ · · · ⊔ U˜k; x˜j ∈ U˜j ∀j = 1, ..., k.
There is a closed neighborhood V of x such that V ⊂ U , so the following condition
holds
p−1(V) = V˜1 ⊔ · · · ⊔ V˜k; x˜j ∈ V˜j = p−1(V) ∩ U˜j ∀j = 1, ..., k. (5.3.4)
Moreover, one can assume (passing to a sub-net of {xα} if it is necessary) that
the net {xα} belongs to U and there is a number t such that the neighborhood
U˜t has at least two points x˜′α and x˜′′α from the pre-image of xα for any α. Put
X ′ def= {xα} ∪ {x} and X˜ ′ def= {x˜′α} ∪ {x˜′′α} ∪ {x˜} where d˜ef= p−1 (x)∩ U˜t. Then C
(
X˜ ′
)
is a finitely generated module over C (X ′) by Lemma 5.3.11. But this contradicts
to Lemma 5.3.9.
Secondly, let us show that Xk is closed. Indeed from the Corollary 2.3.9 it
follows that for any j > k the set
X ′k def= {x ∈ X | kx ≥ k+ 1}
is open, hence Xk = X \ X ′k is closed.
So we have proved that the set X \ Xk is both open and closed and, conse-
quently, it has to be empty, because X is supposed to be connected. Thus, all
points of X have the same number of pre-images, i.e.
kx = k; ∀x ∈ X (5.3.5)
Now for an arbitrary point x0 ∈ X let us choose its regular neighborhood U
satisfying the condition (A.1.2) with m = k, i.e.
p−1(U) = U˜1 ⊔ · · · ⊔ U˜k,
The continuous surjection of compact Hausdorff spaces p : X˜ → X is in particular,
a closed map. It turns out that X ′ = p
(
X˜ \ ⋃kj=1 U˜j) is closed. The set V = X \X ′
is open. Moreover
p−1(V) = V˜1 ⊔ · · · ⊔ V˜k; where V˜j = U˜j
⋂
p−1(V)
and p
(
V˜j
)
= V for every j = 1, ..., k, hence taking into account (5.3.5) the re-
striction pV˜j : V˜j → V is a bijective map. Since p is closed pV˜j : V˜j → V is a
homeomorphism. So p is a finite-fold covering.
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Remark 5.3.14. The Lemma 5.3.13 is an analog of the Theorem 4.4 of [56].
Corollary 5.3.15. Let
(
A, A˜,G,π
)
be a noncommutative finite-fold covering with uni-
tization (cf. Definition 2.1.13) Suppose A is a separable C∗-algebra with continuous trace
and the spectrum of A is compact. Let X and X˜ be the spectra of A and A˜ respectively.
Then following conditions hold:
(i) The given by the Lemma 2.3.7 map p : X˜ → X is a transitive finite-fold covering,
and G ∼= G
(
X˜
∣∣∣X ).
(ii) There is the natural isomorphism A˜ ∼= A0
(
X˜
)
(cf. Equation 4.6.5).
Proof. (i) From the Lemma 5.3.13 it follows that p is a covering. From the Lemma
2.3.7 it follows that there is a homeomorphism X˜/G ∼= X , hence G transitively
acts on p−1 (x) for any x ∈ X . Thus from the Corollary 4.3.4 it turns out that the
covering p is transitive. Taking into account the X˜/G ∼= X one concludes that
G ∼= G
(
X˜
∣∣∣X ).
(ii) There is the family
{
A˜x˜
def
= repx˜
(
A˜
)}
x˜∈X˜
of C∗-algebras. If there is x˜0 ∈ X
such that repx˜0 (A) $ repx˜0
(
A˜
)
then there is a nontrivial g ∈ G and a˜ ∈ A˜ such
that gx˜0 = x˜0 and repx˜0 (a˜) 6= repx˜0 (ga˜). But the condition gx˜0 = x˜0 contradicts
with (i) of this Corollary. It follows that repx˜
(
A˜
) ∼= repx (A) for all x˜ ∈ X . From
the Lemma 4.5.39 the C∗-algebra A yields for continuity structure for X˜ and the{
A˜x˜
}
x˜∈X˜
. If A0
(
X˜
)
def
= C0
(
liftp [C (X , {repx (A)}) , A]
)
(cf. Definition 4.5.40)
then there is the inclusion A →֒ A0
(
X˜
)
. Any a˜ ∈ A˜ corresponds to a family{
repx˜
(
A˜
)}
x˜∈X˜
and from the inclusion A → A˜ it follows that for all a ∈ A the
family given by liftp (a) corresponds to the element of A˜. From the Theorems
D.2.26 D.8.9 it follows that for any f˜ ∈ C0
(
X˜
)
and a ∈ A the element f˜ liftp (a)
given by the family
{
f˜ (x˜) repx˜ (a)
}
corresponds to an element of A˜. From the
Remark 4.5.44 it follows that A0
(
X˜
)
def
= C0
(
liftp [C (X , {repx (A)}) , A]
)
⊂ A˜.
If a˜ ∈ A˜ \ A0
(
X˜
)
and T
(
X˜ ,
{
A˜x
}
, A
)
is the total space for
(
X˜ ,
{
A˜x
}
, A
)
(cf. Definition 4.5.29) then from the Lemma 4.5.31 it follows that a˜ corresponds
to a dicontinuous map j : X˜ → T
(
X˜ ,
{
A˜x
}
, A
)
such that k ◦ j = IdX˜ where
k : T
(
X˜ ,
{
A˜x
}
, A
)
→ X˜ is the total projection (cf. Definition 4.5.26). Suppose
that j is not continuous at x˜0 ∈ X˜ . If f˜x˜0 : X˜ → [0, 1] is the given by the Equation
(4.1.7) continuous function then g supp f˜x˜0 ∩ supp f˜x˜0 = ∅ for all nontrivial g ∈ G
and there is an open neighborhood U˜ of x˜0 such that fx˜0
(
U˜
)
= {1}. From these
properties it turns out that the map j f : X˜ → T
(
X˜ ,
{
A˜x
}
, A
)
which corresponds
to f˜x˜0 a˜ is not continuous at x˜0, so one has f˜x˜0 a˜ ∈ A˜ \ A0
(
X˜
)
. Clearly one has√
f˜x˜0 a˜ ∈ A˜ \ A0
(
X˜
)
. However a = ∑g∈G g
(√
f˜x˜0 a˜
)
∈ π (A) ⊂ A˜. From the
Remark 4.5.44 it follows that
√
f˜x˜0a ∈ A0
(
X˜
)
, otherwise
√
f˜x˜0a = a˜ ∈ A0
(
X˜
)
.
It contradicts with a˜ ∈ A˜ \ A0
(
X˜
)
, hence from this contradiction it follows that
A˜ \ A0
(
X˜
)
= ∅ and A˜ ∼= A0
(
X˜
)
.
Corollary 5.3.16. Let A be a separable C∗-algebra with continuous trace and X is a
spectrum of A. If X is compact there is 1-1 correspondence between transitive coverings
X˜ → X and noncommutative finite-fold coverings
(
A, A˜,G,π
)
with unitization (cf.
Definition 2.1.13). The correspondence is given by
(
p : X˜ → X
)
7→
(
A, A0
(
X˜
)
,G
(
X˜
∣∣∣X ) , A0 (p)) , (5.3.6)(
A, A˜,G,π
)
7→
(
the given by the Equation (2.3.8) map p : X˜ → X
)
. (5.3.7)
Proof. Firstly we proof that the right part of 5.3.6 is a covering with unitiza-
tion. Clearly
(
A, A0
(
X˜
)
,G
(
X˜
∣∣∣X ) , A0 (p)) is a noncommutative finite-fold
precovering. From the Theorems D.2.26 D.8.9 it follows that there is the inclu-
sion C (X ) → M (A) and C
(
X˜
)
→ M
(
A0
(
X˜
))
. Let both B and B˜ are C∗-
subalgebras of M (A) and M
(
A˜
)
generated by A ∪ C (X ) and A0
(
X˜
)
∪ C
(
X˜
)
respectively. The *-homomorphism M (A) →֒ M
(
A˜
)
naturally induces the in-
jective *-homomorphism π˜ : B →֒ B˜. The quadruple
(
B, B˜,G
(
X˜
∣∣∣X ) , π˜) is a
precovering. The map p : X˜ → X is a transitive finite-fold covering and both
spaces X and X˜ are compact, hence from the Remark 4.8.7 it follows that there is
a finite sum
1C(X˜ ) = ∑
α˜∈A˜
e˜2α˜ e˜α˜ ∈ C
(
X˜
)
(5.3.8)
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such that for any nontrivial g ∈ G
(
X˜
∣∣∣X ) one has
e˜α˜ (ge˜α˜) = 0. (5.3.9)
If a˜ ∈ B˜ then from (5.3.8) it follows that
a˜ = ∑
α˜∈A˜
e˜α˜ (e˜α˜ a˜) (5.3.10)
From (5.3.9) it follows that if g ∈ G
(
X˜
∣∣∣X ) is not trivial then
e˜α˜ (g (e˜α˜ a˜)) = e˜α˜ (ge˜α˜) (gα˜) = 0 · (gα˜) = 0. (5.3.11)
From the equations 5.3.10 and 5.3.10 it follows that
a˜ = ∑
α˜∈A˜
e˜α˜aα where aα
def
= ∑
g∈G( X˜ |X )
g (e˜α˜ a˜) ∈ B,
i.e. B˜ is a finitely generated B-module. So
(
B, B˜,G
(
X˜
∣∣∣X ) , π˜) is an unital non-
commutative finite fold covering (cf. Definition 2.1.9). From B ∩ A0
(
X˜
)
= A and
G
(
X˜
∣∣∣X )× A0 (X˜) = A0 (X˜ ) it follows that (A, A0 (X˜ ) ,G ( X˜ ∣∣∣X ) , A0 (p))
is a noncommutative finite-fold covering with unitization.
From Corollary 5.3.15 it follows that the image of the map (5.3.7) contains
finite-fold transitive coverings only.
Corollary 5.3.17. Let A be a separable continuous trace C∗-algebra such that the spectrum
X of A is compact. If U ⊂ X is a dense open subspace and A|U ⊂ A is the given by
(D.2.7) two sided ideal. For any finite-fold transitive covering p : X˜ → X the quadruple(
A|U , A0
(
X˜
)∣∣∣
p−1(U )
,G
(
X˜
∣∣∣X ) , A0 (p)| A|U
)
(5.3.12)
is a noncommutative finite-fold covering with unitization (cf. Definition 2.1.13).
Proof. From the Corollary (5.3.16) if follows that there is a noncommutative finite-
fold covering with unitization
(
A , A0
(
X˜
)
,G
(
X˜
∣∣∣X ) , A0 (p)), which in par-
ticular is a noncommutative finite-fold precovering (cf. Definition 2.1.5). From
the Lemma 5.3.2 it follows that both A|U and A0
(
X˜
)∣∣∣
p−1(U )
are essential ideals of
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both A , hence A0
(
X˜
)
the quadruple (5.3.12) is also a noncommutative finite-fold
precovering. From the Definition 2.1.13 it follows that there is an unital noncom-
mutative finite-fold covering
(
B, B˜,G
(
X˜
∣∣∣X ) , π˜) such that both A and A0 (X˜)
are essential ideals of both B and B˜. Let us prove that
(
B, B˜,G
(
X˜
∣∣∣X ) , π˜) satis-
fies to the conditions (a), (b) of the Definition 2.1.13 with respect to the quadruple
(5.3.12), i.e.
(a) Both A|U and A0
(
X˜
)∣∣∣
p−1(U )
are essential ideals of both A and A0
(
X˜
)
, it
turns out that both A|U and A0
(
X˜
)∣∣∣
p−1(U )
are essential ideals of both B and
B˜.
(b) There quadruple
(
B, B˜,G
(
X˜
∣∣∣X ) , π˜) unital noncommutative finite-fold cov-
ering. such that A0 (p)| A|U = π˜| A|U and the action
G
(
X˜
∣∣∣X )× A0 (X˜)∣∣∣
p−1(U )
→ A0
(
X˜
)∣∣∣
p−1(U )
is induced by the action
G
(
X˜
∣∣∣X )× B˜→ B˜.
Theorem 5.3.18. Let A be a separable continuous trace C∗-algebra and X is a spectrum
of A. Suppose that X be a locally compact, connected, locally connected, second-countable,
Hausdorff space. There is 1-1 correspondence between finite-fold transitive coverings X˜ →
X with and finite-fold noncommutative coverings
(
A, A˜,G,π
)
. The correspondence is
given by (
p : X˜ → X
)
7→
(
A, A0
(
X˜
)
,G
(
X˜
∣∣∣X ) , A0 (p)) , (5.3.13)(
A, A˜,G,π
)
7→
(
the given by the Equation (2.3.8) map p : X˜ → X
)
. (5.3.14)
Proof. For our proof we need the finite or countable sequence U1 $ ... $ Un $ ...
of connected open subsets of X given by the Lemma 4.3.33 which satisfies to the
following conditions
• For any n ∈ N the closure Vn of Un is compact.
• ∪ Un = X .
• The space p−1 (Un) is connected for any n ∈ N.
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Firstly proof that the image of the map (5.3.13) contains finite-fold noncommu-
tative coverings only. Clearly the quadruple
(
A, A0
(
X˜
)
,G
(
X˜
∣∣∣X ) , A0 (p)) is a
noncommutative finite-fold precovering (cf. Definition 2.1.5). If A|Vn is given by
(D.2.8) then from the the Proposition D.8.10 it follows that A|Vn is a continuous
trace C∗-algebra. Moreover from the Lemma 4.6.5 it turns out that the spectrum
of A|Vn equals to Vn. If V˜n def= p−1 (Vn) then p|V˜n : V˜n → Vn is a finite-fold transi-
tive covering. From the Corollary 5.3.16 it follows that there is a noncommutative
finite-fold covering with unitization(
A|Vn , A0
(
X˜
)∣∣∣p−1(Vn) ,G ( V˜n∣∣∣ Vn))
From the Corollary 5.3.17 it follows that(
A|Vn
∣∣∣Un , A0
(
X˜
)∣∣∣p−1(Vn)∣∣∣∣
p−1(Un)
,G
(
U˜n
∣∣∣Un)) =
=
(
A|Un , A0
(
X˜
) ∣∣∣
p−1(Un)
,G
(
U˜n
∣∣∣Un))
is a noncommutative finite-fold covering with unitization. From the Remark 4.8.2
it follows that there is the increasing sequence
{
un ∈ Cc (X )+
}
n∈N such that
1Cb(X ) = β- limn→∞ un supp un = Vn (5.3.15)
with respect to the strict topology on the multiplier algebra M (C0 (X )) (cf. Defini-
tion D.1.12). The limit can be regarded as a limit with respect to strict topology of
M (A). From the Lemma D.8.25 it follows that both C∗-algebras A|Un and A˜
∣∣∣U˜n are
C∗-norm completions of unAun and un A˜un respectively. So right part of (5.3.13)
satisfies to the Definition 2.1.17, i.e. it is a finite-fold noncommutative covering.
Let us prove that the right part of the Equation (5.3.14) contains finite fold
coverings only. Consider an increasing net {uλ}λ∈Λ ⊂ M (A)+ and coverings with
unitizations
(
Aλ, A˜λ,G, π|Aλ
)
required by the Definition 2.1.17. For all λ ∈ Λ the
subalgebra Aλ ⊂ A is hereditary (cf. Remark 2.1.20), so from the Proposition
D.8.10 is a C∗-algebra with continuous trace. If both Xλ and X˜λ are spectra of
Aλ and A˜λ which are open subsets of X and X˜ (cf. Proposition D.2.20). From
β- limλ∈Λ uλ = 1M(A) and the Lemma 2.1.2 it follows that {uλ} is an approximate
unit for M
(
A˜
)
, so the union ∪Aλ is dense in A. For any x0 ∈ X there is a ∈ A
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such that
∥∥repx0 (a)∥∥ > 1. Otherwise since ∪Aλ is dense in A there is λ0 ∈ Λ and
a0 ∈ Aλ0 such that ‖a− a0‖ < 1/2. It follows that
∥∥repx0 (a)∥∥ > 1/2 so one has
x0 ∈ Xλ0 . It turns out that X = ∪Xλ. Similarly one can prove that X˜ = ∪X˜λ. For
any n ∈ N the set Vn is compact, hence from X = ∪Xλ there is λn ∈ Λ such that
Vn ⊂ Xλn . If Aλ|Vn the Vn-restriction (cf. 4.6.4 and the Definition 4.5.32) then from
the Lemma 4.6.5 it follows that Aλ|Vn is a C∗-algebra with continuous trace and
the spectrum of A˜λ
∣∣∣V˜n equals to V˜n. (cf. Lemma 4.6.5) .From the Corollary 5.3.16
there is a noncommutative finite-fold covering with unitization(
Aλ|Vn , A˜λ
∣∣∣V˜n ,G ( V˜n∣∣∣ Vn))
From the Corollary 5.3.16 it turns out that the given by the Lemma 2.3.7 map
p|V˜n : V˜n → Vn is a finite-fold transitive covering. From X = ∪Vn and X˜ = ∪V˜n it
follows that p : X˜ → X is a transitive covering.
Corollary 5.3.19. Let A be a separable, continuous trace C∗-algebra such that the spec-
trum X of A is connected, locally connected, second-countable, Hausdorff space. Denote
by FinCov-X a category of transitive finite-fold coverings of X given by the Definition
4.3.25. Denote by FinCov-A a category of finite-fold coverings of A, i. e.
• Objects of FinCov-A are noncommutative finite-fold coverings of A.
• If π1 : A→ A˜1 and π2 : A→ A˜2 then the morphism from π1 to π2 is a transitive
finite-fold covering covering ρ : A˜2 → A1 such that the following diagram commu-
tative
A1 A˜2
A
ρ
π1 π2
There is the natural equivalence of the categories A0 : FinCov-X ∼= FinCov-A.
Proof. From the Theorem 5.3.18 it follows that there is a one-to-one correspondence
between objects of FinCov-X and objects of FinCov-A given by(
p : X˜ → X
)
7→ A0 (p) : A0 (X ) →֒ A0
(
X˜
)
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where A0 (p) is given by the Definition 5.2.1. If p1 : X˜1 → X and p2 : X˜2 → X
are objects of FinCov-X and p : X˜1 → X˜2 is a morphism of FinCov-X then from
the Theorem 5.3.18 it turns out that p is a transitive finite-fold covering. From the
equation 5.2.2 it follows that p corresponds to the *-homomorphism
A0 (p) : A0
(
X˜2
)
→ A0
(
X˜1
)
. (5.3.16)
So one has a functor from FinCov-X to FinCov-A. Let us define the inverse functor.
From the Theorem 5.3.18 it follows that any object π : A0 (X ) →֒ A0
(
X˜
)
of
FinCov-A corresponds to a transitive finite-fold covering p : X˜ → X such that
π = A0 (p). If A0 (p1) : A0 (X ) → A0
(
X˜1
)
and A0 (p2) : A0 (X ) → A0
(
X˜2
)
are
objects of FinCov-A and π : A0
(
X˜2
)
→ A0
(
X˜1
)
is a *-homomorphism such that
A0 (p1) = π ◦ A0 (p2) then π corresponds to a continuous map p : X˜1 → X˜2 such
than p1 = p ◦ p2. So one has the inverse functor from FinCov-A to FinCov-X .
5.3.2 Coverings of operator spaces
5.3.20. Let (X,Y) be a sub-unital subspace having continuous trace (cf. Definition
5.1.2) and let A def= C∗e (X,Y) be the C∗-envelope of (X,Y). From the Lemma 5.1.3
it follows that A has continuous trace, hence the spectrum X of A is the locally
compact Hausdorff space. Let p : X˜ → X be a transitive covering, denote by
X˜ def= C0
(
liftp [X]
)
,
A˜ def= C0
(
liftp [A]
)
= A0
(
X˜
)
(cf. Equation 5.2.2),
Y˜ def= X˜ + C · 1A˜+ .
(5.3.17)
(cf. Equations 4.5.9, 4.5.46). If the covering p is finite-fold then there are the
natural injective *-homomorphism ρ : A → A˜ and the complete unital isometry
(πX,πY) : (X,Y) →֒
(
X˜, Y˜
)
from (X,Y) to
(
X˜, Y˜
)
(cf. Definition 2.6.3).
Theorem 5.3.21. Let us consider the given by 5.3.20 situation. If X is a connected, locally
connected and second-countable space then there is the 1-1 map from the set of finite-fold
transitive coverings p : X˜ → X (2.6.5) and noncommutative finite-fold coverings of the
subunital operator space (X,Y) given by(
p : X˜ → X
)
7→
(
(X,Y) ,
(
X˜, Y˜
)
,G
(
X˜
∣∣∣X ) , (πX,πY)) . (5.3.18)
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Proof. Firstly we proof that
(
(X,Y) ,
(
X˜, Y˜
)
,G
(
X˜
∣∣∣X ) , (πX,πY)) is a finite-fold
covering for each transitive finite-fold covering p : X˜ → X . One needs check (a)
and (b) of the Definition 2.6.5.
(a) From the Theorem 5.3.18 it turns out that(
C∗e (X,Y) , A˜,G
(
X˜
∣∣∣X ) ,C0 (p))
a finite-fold noncommutative covering. From Xx ⊂ Ax for any x ∈ X , X˜x˜ ∼= Xp(x˜)
and A˜x˜ ∼= Ap(x˜) it follows that C0
(
X˜x˜, Y˜x˜
)
= repx˜
(
A˜
)
for all x˜ ∈ X˜ (cf. notation
of the Definition 5.1.2). Applying the Lemma 5.1.3 one has A˜ = C∗e
(
X˜, Y˜
)
, clearly
the following condition holds πY = ρ|Y, πX = ρ|X.
(b) If X˜′ ⊂ C∗e
(
X˜, Y˜
)
is a C-linear space such that X = X˜′ ∩ C∗e (X,Y) and GX˜′ =
X˜′ then from X˜x˜ ∼= Xp(x˜) it follows that X˜′x˜ ⊂ X˜x˜ for all x˜ ∈ X˜ . From the Lemma
4.5.50 it follows that X˜′ ⊂ X˜.
Secondly we proof that any noncommutative finite-fold covering(
(X,Y) ,
(
X˜, Y˜
)
,G, (πX,πY)
)
of the subunital operator space (X,Y) yields the transitive finite-fold covering
p : X˜ → X . From (a) of the Definition 2.6.5 it follows that(
(X,Y) ,
(
X˜, Y˜
)
,G, (πX,πY)
)
corresponds to noncommutative covering
(
C∗e (X,Y) ,C∗e
(
X˜, Y˜
)
,G, ρ
)
of C∗-algebras.
However C∗e (X,Y) has continuous trace, so and taking into account the Theorem
5.3.18 on can find required covering p : X˜ → X .
5.3.3 Induced representation
Let us consider a compact Riemannian manifold M with a spinor bundle S. The
algebra C (M) ⊗Mn (C) is a homogeneous of order n C∗-algebra (cf. Definition
D.8.20). If p : M˜ → M is a finite-fold transitive covering then from the Theorem
5.3.18 it follows that there is a noncommutative finite-fold covering(
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M)) (5.3.19)
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If ϕfin : Mm (C)→ B
(
Ck
)
is a faithful representation then there is the action
C (M)⊗Mm (C)× C
(
M,
{
Sx ⊗Ck
}
, Γ (M,S)⊗ Ck
)
→
→ C
(
M,
{
Sx ⊗Ck
}
, Γ (M,S)⊗ Ck
) (5.3.20)
such that from
a = a′ ⊗ T, a′ ∈ C (M) T ∈ Mm (C) ,
ξ = ξ′ ⊗ x, ξ′ ∈ Γ (M,S) x ∈ Ck
it follows that
aξ = a′ξ′ ⊗ ϕfin (T) x
There is the alternative description of the above action. The C∗-algebra C (M)⊗
Mm (C) is a continuity structure for M and the family {Mm (C)x}x∈X such that
C (M)⊗Mm (C) ∼= C (M, {Mm (C)x} ,C (M)⊗Mm (C))
For any x ∈ X the representation ϕfin induces the action Mm (C)x × Sx ⊗ Ck →
Sx ⊗ Ck such that
ax (sx ⊗ y) = s⊗ ϕfin (ax) y, ∀ax ∈ Mm (C)x , ∀sx ∈ Sx, ∀y ∈ Ck. (5.3.21)
If a ∈ C (M, {Mm (C)x} ,C (M)⊗Mm (C)) corresponds to a family {ax ∈ Mm (C)}x∈X
and ξ ∈ C (M, {Sx ⊗Ck} , Γ (M,S)⊗Ck) is corresponds to a family {ξx ∈ Sx ⊗Ck}x∈X
then the product aξ corresponds to the family
{
axξx ∈ Sx ⊗ Ck
}
x∈X where the ac-
tion (5.3.21) is implied. From the Lemma 4.8.13 it follows that there is the following
isomorphism (
C
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C)
⊗C(M)⊗Mm(C)
(
C
(
M,
{
Sx ⊗ Ck
}
, Γ (M,S)⊗ Ck
)) ≈−→
≈−→ liftp
[(
C
(
M,
{
Sx ⊗Ck
}
, Γ (M,S)⊗ Ck
))] (5.3.22)
of left C
(
M˜
)
⊗Mm (C)-modules. Note that Sx⊗Ck ∼= Skx and taking into account
Lemmas 4.5.4 and 4.5.59 the given by (5.3.22) isomorphism can be represented by
the following way(
C
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) Γ
(
M,Sk
) ≈−→ Γ (M˜, S˜k) (5.3.23)
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where S˜ is the inverse image of S . For any x ∈ X the space Sx is a Hilbert space,
so Skx = Sx ⊗ Ck has the natural structure of Hilbert space which is the finite
direct product of Hilbert spaces. It follows that Sk is a Hermitian vector bundle
(cf. Definition A.3.11) and L2
(
M,Sk) ∼= L2 (M,S)k is a Hilbert space with the
given by (A.3.3) scalar product, i.e.
(ξ, η)L2(M,Sk)
def
=
∫
M
(ξx, ηx)x dµ. (5.3.24)
Lemma 5.3.22. If p : M˜ → M is a finite-fold transitive covering and S˜ is the inverse
image of S by p (cf. Definition A.3.7) then the following conditions hold:
(i) The map (5.3.23) can be extended up to the following homomorphism(
C
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) L2
(
M,Sk
) ≈−→ L2 (M˜, S˜k)
of left C
(
M˜
)
⊗Mm (C)-modules.
(ii) The image of
(
C
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) L2
(
M,Sk) is dense in L2 (M˜, S˜k).
Proof. There is the natural inclusion of C∗-algebras
C
(
M˜
)
→ C
(
M˜
)
⊗Mm (C) ,
a˜ 7→ a˜⊗ 1Mm(C).
Using it one can prove this lemma as well as the Lemma 4.10.11 had been proved.
Remark 5.3.23. Indeed the image of C
(
M˜
)
⊗C(M) L2 (M,S) coincides with L2
(
M˜, S˜
)
.
However this fact is not used here.
Let both µ and µ˜ be Riemannian measure (cf. [26]) on both M and M˜ respec-
tively which correspond to both the volume element (cf. (E.4.1)) and its p-lift
(cf. (4.9.2)). If A def= C (M)⊗Mm (C), A˜ def= C
(
M˜
)
⊗Mm (C) and a˜⊗ ξ, b˜ ⊗ η ∈
A˜⊗A Γ
(
M,Sk) ⊂ L2 (M˜, S˜k) then the given by the Equation (2.3.1) scalar product
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(·, ·)ind on A˜⊗A Γ
(
M,Sk) satisfies to the following equation(
a˜⊗ ξ, b˜⊗ η
)
ind
=
(
ξ,
〈
a˜, b˜
〉
C(M˜)
η
)
L2(M,S k)
=
= ∑
α˜∈A˜
(
ξ,
〈
a˜α˜ a˜, b˜
〉
C(M˜)
η
)
L2(M,S k)
= ∑
α˜∈A˜
(
ξ, desc
(
a˜α˜ a˜
∗ b˜
)
η
)
L2(M,S k)
=
= ∑
α˜∈A˜
∫
M
(
ξx, desc
(
a˜α˜ a˜
∗ b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜
∫
M
(
desc (e˜α˜ a˜) ξx, desc
(
e˜α˜b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜
∫
M˜
(
a˜liftU˜α˜ (eα˜ξ)x˜ , b˜ liftU˜α˜ (eα˜η)x˜
)
x˜
dµ˜ =
= ∑
α˜∈A˜
∫
M˜
a˜α˜
(
a˜liftU˜α˜ (ξ)x˜ , b˜ liftU˜α˜ (η)x˜
)
x˜
dµ˜ =
=
∫
M˜
(
a˜liftp (ξ)x˜ , b˜ liftp (η)x˜
)
x˜
dµ˜ =
(
a˜ liftp (ξ) , b˜ liftp (η)
)
L2(M˜,S˜ k)
=
=
(
φ (a˜⊗ ξ) , φ
(
b˜⊗ η
))
L2(M˜,S˜ k)
(5.3.25)
where φ is given by (4.8.19). The equation (5.3.25) means that (·, ·)ind = (·, ·)L2(M˜,S˜ k),
and taking into account the dense inclusion C
(
M˜
)
⊗C(M) Γ
(
M,Sk) ⊂ L2 (M˜, S˜k)
with respect to the Hilbert norm of L2
(
M˜, S˜k
)
one concludes that the space of
induced representation coincides with L2
(
M˜, S˜k
)
. It means that induced repre-
sentation C
(
M˜
)
× L2
(
M˜, S˜k
)
→ L2
(
M˜, S˜k
)
is given by (A.3.4). So one has the
following lemma.
Lemma 5.3.24. If C (M)⊗Mm (C) → B
(
L2
(
M,Sk)) is the described above represen-
tation and the representation ρ˜ : C
(
M˜
)
⊗Mm (C)→ B
(
H˜
)
is induced by the pair(
ρ,
(
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M)))
(cf. Definition 2.3.1) then following conditions holds
(a) There is the homomorphism of Hilbert spaces H˜ ∼= L2
(
M˜, S˜k
)
,
(b) The representation ρ˜ is described above action of C
(
M˜
)
⊗Mm (C) on L2
(
M˜, S˜k
)
.
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Proof. (a) Follows from (5.3.25),
(b) From the Lemma 5.3.22 it follows that the map(
C
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) L2
(
M,Sk) ≈−→ L2 (M˜, S˜k) is the homomorphism
of left C
(
M˜
)
⊗Mm (C) modules, so the given by (A.3.4), i.e. C
(
M˜
)
⊗Mm (C)-
action coincides with the C
(
M˜
)
⊗Mm (C)-action the given by (2.3.2).
Remark 5.3.25. If the spectral triple
T˜ def=
(
C∞
(
M˜
)
⊗Mm (C) , L2
(
M˜, S˜
)
⊗Ck, D˜/ ⊗ Γfin + IdL2(M˜,S˜) ⊗ Dfin
)
is the geometrical p-lift of the spectral triple(
C∞ (M)⊗Mm (C) , L2 (M, S)⊗ Ck,D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin
)
.
(cf. Definition 5.2.3), then clearly the corresponding to T˜ representation of C (M)⊗
Mm (C) equals to the given by the Lemma 5.3.24 representation.
5.3.4 Coverings of spectral triples
Consider the situation of the Section 5.3.3. Here the notation of the Section is
used. Clearly one has
C (M)⊗Mm (C) ∼=
m⊕
r=1
s=1
C (M)⊗ ers (5.3.26)
where ers are elementary matrices (cf. Definition 1.4.3).
Lemma 5.3.26. Let p : M˜ → M be a finite-fold transitive covering. Consider the given
by the Corollary 4.10.3 unital finite-fold noncommutative coverings(
C (M) ,C
(
M˜
)
,G
(
M˜
∣∣∣M)) ,
given the Corollary 4.10.3. If the family {e˜α˜}α˜∈A˜ ⊂ C∞
(
M˜
)
is the given by (4.10.13)
and
{e˜α˜ ⊗ ers}α˜∈A˜ ; r,s=1,...,m ⊂ C∞ (M)⊗Mm (C) (5.3.27)
then the following conditions hold 4.10.15
(i) The finite family (5.3.27) satisfies to the Lemma 2.7.3.
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(ii)
C
(
M˜
)
⊗Mm (C) ∩Mm2|A˜ | (C∞ (M)⊗Mm (C)) =
= C∞
(
M˜
)
⊗Mm (C) .
(5.3.28)
(iii) The given by the the Theorem 5.3.18 unital noncommutative finite-fold covering(
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M))
is smoothly invariant (cf. Definition 2.7.2).
Proof. (i) For any a˜ ∈ C
(
M˜
)
from (4.10.13) it follows that
C
(
M˜
)
= ∑
α˜∈A˜
e˜α˜C (M) .
and taking into account (5.3.26) one has
C (M)⊗Mm (C) ∼=
m
∑
r=1
s=1
∑
α˜∈A˜
(e˜α˜ ⊗ ers)C (M)⊗Mm (C)
i.e. the right C (M)⊗Mm (C) -module C
(
M˜
)
⊗Mm (C) is generated by the finite
set (5.3.27). Let us prove that the family (5.3.27) satisfies to conditions (a) and (b)
of the Lemma 2.7.3.
(a) From the proof of the Lemma 5.3.26 it turns out that〈
e˜α˜′ , e˜α˜′′
〉
C(M˜) = ∑
g∈G( M˜ |M)
g
(
e˜∗
α˜′ , e˜α˜′′
)
∈ C∞ (M)
for all α˜′, α˜′′ ∈ A˜ , and taking into account that elements 1C(M˜) ⊗ ers are
G
(
M˜
∣∣∣M)-invariant one has〈
e˜α˜′ ⊗ ers, e˜α˜′′ ⊗ evw
〉
C(M˜))⊗Mm(C) =
〈
e˜α˜′ , e˜α˜′′
〉
C(M˜) ⊗ ersevw ∈
∈ C∞ (M)⊗Mm (C) .
(b) From the Lemma 4.10.15 it follows that the given by (4.10.13) family {e˜α˜}α˜∈A˜
is G
(
M˜
∣∣∣M)-invariant, hence the family (5.3.27) is also G ( M˜ ∣∣∣M)-invariant.
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(ii) If the following condition holds
a˜⊗ b ∈ C
(
M˜
)
⊗Mm (C) ∩Mm2|A˜ | (C∞ (M)⊗Mm (C))
then from (i) of the Lemma 2.7.3 it follows that〈
e˜α˜′ ⊗ ers, (a˜⊗ b) e˜α˜′′ ⊗ evw
〉
C(M˜))⊗Mm(C) ∈ C
∞ (M)⊗Mm (C) ;
∀α˜′, α˜′′ ∈ A˜ , ∀r, s,w, v = 1, ...,m.
On the other hand from (5.3.26) it follows that
a˜⊗ b =
m
∑
r=1
s=1
a˜rs ⊗ ers, (5.3.29)
so one has〈
e˜
α˜′ ⊗ err, (a˜⊗ b) e˜α˜′′ ⊗ ess
〉
C(M˜))⊗Mm(C) =
〈
e˜
α˜′ , a˜rs e˜α˜′′
〉
C(M˜) ⊗ ers ∈
∈ C∞ (M)⊗Mm (C) .
(5.3.30)
From (5.3.30) and the Lemma 5.3.26 it follows that a˜rs ∈ C∞
(
M˜
)
and taking into
account (5.3.29) following condition holds
a˜⊗ b ∈ C∞
(
M˜
)
⊗Mm (C) ,
i.e.
C
(
M˜
)
⊗Mm (C) ∩Mm2|A˜ | (C∞ (M)⊗Mm (C)) ⊂ C∞
(
M˜
)
⊗Mm (C) .
Conversely if a˜ ⊗ b ∈ C∞
(
M˜
)
⊗Mm (C) and a˜ ⊗ b is given by (5.3.29) then fol-
lowing condition holds〈
e˜α˜′ ⊗ ers, (a˜⊗ b) e˜α˜′′ ⊗ evw
〉
C(M˜))⊗Mm(C) =
〈
e˜α˜′ , a˜sv e˜α˜′′
〉
C(M˜) ⊗ ersevw. (5.3.31)
On the other hand from the Lemma 5.3.26 it follows that
〈
e˜
α˜′ , a˜sv e˜α˜′′
〉
C(M˜) ∈
C∞ (M), hence
〈
e˜α˜′ ⊗ ers, (a˜⊗ b) e˜α˜′′ ⊗ evw
〉
C(M˜))⊗Mm(C) ∈ C
∞
(
M˜
)
⊗Mm (C), and
taking into account (5.3.29) one has
a˜⊗ b ∈ C∞
(
M˜
)
⊗Mm (C) ,
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i.e.
C∞
(
M˜
)
⊗Mm (C) ⊂ C
(
M˜
)
⊗Mm (C) ∩Mm2|A˜ | (C∞ (M)⊗Mm (C)) .
(iii) From (ii) the Lemma 2.7.3.
Consider the given by (5.2.4) product of spectral triples(
C∞ (M)⊗Mm (C) , L2 (M, S)⊗Ck,D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin
)
and let D be an unbounded operator on L2 (M, S)⊗ Ck given by
D = D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin. (5.3.32)
From the evident equations[
D, a⊗ 1Mm(C)
]
= [D/ , a]⊗ Γfin ∀a ∈ C∞ (M) ,[
D, 1C(M˜) ⊗ b
]
= IdL2(M,S) ⊗ [Dfin, b] ∀b ∈ Mm (C) .
it follows that
[D/ , a]⊗ Γfin, IdL2(M,S) ⊗ [Dfin, b] ∈ Ω1D; ∀a ∈ C∞ (M) ∀b ∈ Mm (C) . (5.3.33)
where Ω1D ⊂ B
(
L2 (M, S)⊗Ck) is the module of differential forms associated with
the spectral triple (5.2.4) (cf. Definition E.3.5). Similarly to (4.8.20) one can define
a C∞
(
M˜
)
-module homomorphism
φ∞ : C∞
(
M˜
)
⊗Mn (C)⊗C∞(M)⊗Mn(C) Γ∞ (M,S)
≈−→ Γ∞
(
M˜, S˜
)
;
m
∑
j=1
a˜j ⊗ ξ j 7→ a˜jliftp
(
ξ j
)
.
(5.3.34)
where both Γ∞ (M,S) and Γ∞
(
M˜, S˜
)
are defined by the Equations (E.4.2) and
(4.9.4) respectively.
Lemma 5.3.27. The given by the Equation (4.10.20) homomorphism is an isomorphism.
Proof. The proof of the Lemma 4.8.9 uses the partition of unity. However from the
Proposition A.1.26 it turns out that there is a smooth partition of unity. Using it
one can proof this lemma as well as the Lemma 4.8.9 has been proved.
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Now we have the G
(
M˜
∣∣∣M)-equivariant connection ∇˜, so on can find the
specialization of explained in 2.7.5 construction of the operator D˜ : A˜ ⊗A H∞ →
A˜ ⊗A H∞. Following table reflects the mapping between general theory and the
commutative specialization
General theory Commutative specialization
Hilbert spaces H and H˜ L2 (M,S)k and L2
(
M˜, S˜
)k
Pre-C∗-algebras A C∞ (M)⊗Mn (C)
A˜ C∞
(
M˜
)
⊗Mn (C)
Dirac operators D D/ ⊗ Γfin + IdL2(M,S)k ⊗ Dfin
D˜ ?
H∞ def= ⋂∞n=1DomDn ⊂ H Γ∞ (M,S)k = ⋂∞n=1DomDn
Let /˜∇ : C∞
(
M˜
)
→ C∞
(
M˜
)
⊗C∞(M) Ω1/D be a given by (4.10.19) G
(
M˜
∣∣∣M)-
equivariant connection (cf. (2.7.6)). Suppose that a˜ ∈ C∞
(
M˜
)
and
/˜∇ (a˜) =
r
∑
j=1
a˜j ⊗
[
D/ , aj
] ∈ C∞ (M˜)⊗C∞(M) Ω1/D
Denote by
∇˜ : C∞
(
M˜
)
⊗Mm (C)→ C∞
(
M˜
)
⊗Mm (C)⊗C∞(M)⊗Mm(C) Ω1D,
a˜⊗ b 7→
r
∑
j=1
(
a˜j ⊗
[
D/ , aj
])⊗ bΓfin + a˜⊗ [Dfin, b] . (5.3.35)
From [Dfin, bb′] = b [Dfin, b′] + [Dfin, b] b′, Γfinb′ = b′Γfin and /˜∇ (a˜a) = /˜∇ (a˜) a +
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a˜ [D/ , a] , ∀a ∈ C∞ (M) it follows that for any b′ ∈ Mm (C) one has
∇˜ ((a˜⊗ b) (a⊗ b′)) =
=
(
r
∑
j=1
(
a˜j ⊗
[
D/ , aj
])
a+ a˜⊗ [D/ , a]
)
⊗ bb′Γfin + a˜a⊗
[
Dfin, bb
′] =
=
(
r
∑
j=1
(
a˜j ⊗
[
D/ , aj
])
a
)
⊗ bΓfinb′ + a˜a⊗ [Dfin, b] b′ +
+ (a˜⊗ [D/ , a])⊗ bΓfinb′ + a˜a⊗ b
[
Dfin, b
′] .
From (5.3.35) it follows that
(
r
∑
j=1
(
a˜j ⊗
[
D/ , aj
])
a
)
⊗ bΓfinb′ + a˜a⊗ [Dfin, b] b′ = ∇˜ (a˜⊗ b)
(
a⊗ b′)
and taking into account that
(a˜⊗ [D/ , a])⊗ bΓfinb′ + a˜a⊗ b
[
Dfin, b
′] = (a˜⊗ b)⊗ [D, a⊗ b′]
we conclude that
∇˜ ((a˜⊗ b) (a⊗ b′)) = ∇˜ (a˜⊗ b) (a⊗ b′)+ (a˜⊗ b) [D, a⊗ b′] ,
i.e. ∇˜ is a connection (cf. (E.3.8)). The connection /˜∇ is G
(
M˜
∣∣∣M)-equivariant, so
∇˜ is also G
(
M˜
∣∣∣M)-equivariant (cf. (2.7.6)). Let us find the specialization of the
operator D˜ given by the equation 2.7.7. If ξ ⊗ η ∈ L2 (M, S) ⊗ Ck then the from
2.7.7 and (5.3.35) it follows that
D˜ ((a˜⊗ b)⊗ (ξ ⊗ η)) =
r
∑
j=1
(
a˜j ⊗
[
D/ , aj
]
ξ
)⊗ bΓfinη + (a˜⊗ ξ)⊗ [Dfin, b] η +
+ (a˜⊗ b)⊗ D (ξ ⊗ η) .
Taking into account (5.3.32) one has (a˜⊗ b) ⊗ D (ξ ⊗ η) = (a˜⊗ D/ ξ) ⊗ bΓfinη +
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(a˜⊗ ξ)⊗ bDfinη it turns out that
D˜ ((a˜⊗ b)⊗ (ξ ⊗ η)) =
= D˜ ((a˜⊗ ξ)⊗ bη) =
r
∑
j=1
(
a˜j ⊗
[
D/ , aj
]
ξ
)⊗ bΓfinη + (a˜⊗ ξ)⊗ [Dfin, b] η+
+ (a˜⊗ D/ ξ)⊗ bΓfinη + (a˜⊗ ξ)⊗ bDfinη =
=
(
r
∑
j=1
a˜j ⊗
[
D/ , aj
]
ξ + a˜⊗ D/ ξ
)
⊗ bΓfinη + (a˜⊗ ξ)⊗ ([Dfin, b] + bDfin) η =
=
(
r
∑
j=1
a˜j ⊗
[
D/ , aj
]
ξ + a˜⊗ D/ ξ
)
⊗ bΓfinη + (a˜⊗ ξ)⊗ Dfinbη.
(5.3.36)
However from (4.10.24) it follows that
m
∑
j=1
a˜j ⊗
[
D/ , aj
] ⇒ m∑
j=1
a˜j ⊗
[
D/ , aj
]
ξ + a˜⊗ D/ ξ = p−1 /D (a˜⊗ ξ) (5.3.37)
where p−1D/ is the p-inverse image of D/ (cf. Definition 4.7.11 and Equation 4.7.10).
Substitution of (5.3.37) into right part of (5.3.36) gives the following
D˜ ((a˜⊗ ξ)⊗ bη) = p−1 /D (a˜⊗ ξ)⊗ Γfinbη + (a˜⊗ ξ)⊗ Dfinbη,
or equivalently
D˜ = p−1D/ ⊗ Γfin + IdL2(M˜,S˜) ⊗ Dfin. (5.3.38)
Theorem 5.3.28. Consider the situation of the Definition 5.2.3, i.e.
• The spectral triple
T =
(
C∞ (M)⊗Mm (C) , L2 (M, S)⊗ Ck,D/ ⊗ Γfin + IdL2(M,S)⊗Ck ⊗ Dfin
)
.
• The regular finite-fold covering p : M˜ → M.
• The given by
T˜ =
(
C∞
(
M˜
)
⊗Mm (C) , L2
(
M˜, S˜
)
⊗Ck, D˜/ ⊗ Γfin + IdL2(M˜,S˜)⊗Ck ⊗ Dfin
)
geometrical p-lift of T.
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The geometrical p-lift of T (cf. Definition 5.2.3) coincides with the(
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M))-lift of T (cf. Definition 2.7.6).
Proof. Denote by
(
A˜, H˜, D˜
)
the(
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M))-lift of T. Consider the given
by (5.3.27) finite set. From (iii) of the Lemma 5.3.26 it turns that(
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M)) is smoothly invariant. Accord-
ing to the Definition 2.7.6 and taking into account the Equation (5.3.28) one has
A˜ = C
(
M˜
)
⊗Mm (C) ∩Mm2|A˜ | (C∞ (M)⊗Mm (C)) =
= C∞
(
M˜
)
⊗Mm (C) .
If ρ : C (M)⊗Mm (C)→ L2 (M, S)⊗Ck is the representation of the spectral triple
T then the representation ρ˜ : C
(
M˜
)
⊗ Mm (C) → B
(
H˜
)
of the spectral triple(
A˜, H˜, D˜
)
is induced by the pair(
ρ,
(
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M))). From the Remark 5.3.25
it follows that the representation ρ˜ is equivalent to the representation, which cor-
responds to the spectral triple T. From (5.3.38) it follows that
D˜ = p−1D/ ⊗ Γfin + IdL2(M˜,S˜)k ⊗ Dfin
and taking into account (4.10.25) one has D˜/ = p−1D/ we conclude that the spectral
triple
(
A˜, H˜, D˜
)
is equivalent to the T˜ one.
5.3.5 Unoriented spectral triples
Consider the described in the Section 4.10.4 situation, i.e. one has
• The Riemannian manifold M˜ with the spinor bundle S˜ such that there is the
spectral triple
(
C∞
(
M˜,
)
, L2
(
M˜, S˜
)
, D˜/
)
.
• The unoriented Riemannian manifold M with the two listed covering p :
M˜ → M and the bundle S → M such that S˜ is the p-inverse image of S .
• The unoriented spectral triple (C∞ (M, ) , L2 (M,S) ,D/ ) given by the Theo-
rem 4.10.18
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Theorem 5.3.29. In the described above situation there is the given by(
C∞ (M)⊗Mm (C) , L2 (M,S)k , /D⊗ Γfin + IdL2(M,S)k ⊗ Dfin
)
. (5.3.39)
unoriented spectral triple (cf. Definition 2.9.1).
Proof. The following table shows the specialization of objects 1-5 required by the
Definition 2.9.1.
Definition 2.9.1 This theorem specialization
1 A C∞ (M)⊗Mm (C)
2
(
A, A˜,Z2
) (
C (M)⊗Mm (C) ,C
(
M˜
)
⊗Mm (C) ,Z2
)
3 ρ : A→ B (H) C (M)⊗Mm (C)→ B
(
L2 (M,S)k
)
4 D /D⊗ Γfin + IdL2(M,S)k ⊗ Dfin
5
(
A˜, H˜, D˜
) (
C∞
(
M˜
)
⊗Mm (C) , L2
(
M˜, S˜
)k
, D˜
)
where D˜ def= D˜/ ⊗ Γfin + IdL2(M˜,S˜)k ⊗ Dfin
Similarly to the proof of the Theorem 4.10.18 one can proof that above objects
satisfy to the conditions (a)-(d) of the Definition 2.9.1.
5.4 Infinite coverings
5.4.1 Coverings of C∗-algebras
Lemma 5.4.1. Let A be a separable C∗-algebra with continuous trace let X = Aˆ be the
spectrum of A. Suppose that X is a connected, locally connected, second-countable space.
Let us consider the situation 4.11.23 and suppose that
A def= C0
(X , {Ax}x∈X , A)
and A0 is the given by the Definition 4.6.12 functor. Following conditions hold:
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(i) If SX = {pλ : Xλ → X}λ∈Λ ∈ FinTop is a topological finite covering category
(cf. Definition 4.11.2) then there is the natural algebraical finite covering category
(cf. Definition 3.1.4).
SA = {πλ = A0 (pλ) : A →֒ A0 (Xλ)}λ∈Λ ∈ FinAlg.
(ii) Conversely any directed algebraical finite covering category
SA = {πλ : A →֒ A0 (Xλ)}λ∈Λ ∈ FinAlg. (5.4.1)
naturally induces directed topological finite covering category
SX = {pλ : Xλ → X}λ∈Λ ∈ FinTop.
Proof. (i) One needs check the conditions (a) and (b) of the Definition 3.1.4.
(a) The conditions (a)-(d) of the Definition 3.1.1 directly follow from (a)-(d) of
the Lemma 4.6.19.
(b) Follows from the Corollary 5.3.19.
(ii) From the Theorem 5.3.18 it turns out that any object πλ : A →֒ A0 (Xλ) of the
category SA corresponds to the object pλ : Xλ → X of the category SX , i.e. pλ is
a transitive finite-fold covering. If µ, ν ∈ Λ are such that µ > ν then from (b) of the
Definition 3.1.4 it follows that there is *-homomorphism π : A0 (Xν) → A0
(Xµ)
such that
A0
(
pµ
)
= π ◦ A0 (pν) . (5.4.2)
From (a) of the Definition 3.1.4 it turns out that the homomorphism π is a non-
commutative finite fold covering, so taking into account the Corollary 5.3.19 one
has the topological finite-fold covering p : Xµ → Xν such that π = A0 (p). From
(5.4.2) it follows that pµ = p ◦ pν.
Lemma 5.4.2. If S(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt is a pointed
topological finite covering category such that for any µ > ν there is the unique pointed
covering pµν :
(Xµ, xµ0 )→ (Xν, xν0) then
S
pt
A =
= {A0 (pλ) : A →֒ A0 (Xλ)} ,
{
A0
(
pµν
)
: A0 (Xν) →֒ A0
(Xµ)} (5.4.3)
is a pointed algebraical finite covering category (cf. Definition 3.1.6).
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Proof. According to our construction for any µ > ν the category SA contains the
unique *-homomorphism from A0 (Xν) to A0
(Xµ). This lemma follows from the
Remark 3.1.7.
5.4.3. Consider the specialization of Lemma 4.11.27 such that A =
(X , {Ax}x∈X , A),
and A0, and the given by the Lemma 4.11.27 functor. Suppose that Hx is the space
of the given by (D.2.3) representation repx : A → B (Hx) and K def= repx (A) where
K = Mn (C) or K = K
(
L2 (N)
)
. From the Lemma 5.4.2 it follows that (5.4.3) is
the pointed algebraical finite covering category. Let Â def= C∗-lim−→λ∈Λ A0 (Xλ) the
C∗-inductive limit, and let πa : Â →֒ B (Ha) be the atomic representation (cf. Def-
inition D.2.33). If A is the disconnected algebraical inverse noncommutative limit
of S
pt
A (cf. Definition 3.1.25) then there is the natural inclusion A ⊂ B (Ha). Oth-
erwise Ha = ⊕x̂∈X̂ Hx̂ where X̂ is the spectrum of Â and Hx̂ is the space of rep-
resentation repx̂
(
Â
)
→ B (Hx̂). If X̂ is the spectrum of Â then from the Lemma
3.1.27 it follows that X̂ = lim←−λ∈Λ Xλ. Otherwise if X is the disconnected inverse
limit of S(X ,x0) then there is the natural bijective continuous map φ : X → X̂
if p̂ : X̂ → X is the natural map and both repxA → B (Hx), repxA → B (Hx)
are natural irreducible representations then Hx ∼= H p̂◦φ(x), Hx̂ ∼= H p̂(x), hence
Hx ∼= Hφ(x) for all x ∈ X . So one has
⊕
x̂∈X̂
Hx̂ ∼=
⊕
x∈X
Hx
The left part of the above equation is the space of the atomic representation of
Â, right part is the space of the atomic representation of A0
(X ). So the atomic
representation of A0
(X ) can be regarded as the natural inclusion
ϕA : A0
(X ) →֒ B (Ha) . (5.4.4)
Remark 5.4.4. Below the given by the Equation (5.4.4) *-homomorphism will be
replaced with the inclusion A0
(X ) ⊂ B (Ĥa) of C∗-algebras. Similarly to the
Remark 3.1.38 below for all λ ∈ Λ we implicitly assume that A0 (Xλ) ⊂ B (Ha).
Similarly the following natural inclusion
C∗- lim−→
λ∈Λ
A0 (Xλ) ⊂ B
(
Ĥa
)
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will be implicitly used. These inclusions enable us replace the Equations 3.1.20
with the following equivalent system of equations
∑
g∈Gλ
z∗ (ga) z ∈ A0 (Xλ) ,
∑
g∈Gλ
fε (z∗ (ga) z) ∈ A0 (Xλ) ,
∑
g∈Gλ
(z∗ (ga) z)2 ∈ A0 (Xλ) .
(5.4.5)
where Gλ
def
= ker
(
G
(X ∣∣X )→ G (Xλ| X )).
Example 5.4.5. Let XC0(X )
def
= C0
(
X , {Hx} ,XC0(X )
)
be a Hilbert C0 (X )-module
given by (4.12.1). If S(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt is a
pointed topological finite covering category then for each λ ∈ Λ define
XC0(X )
def
= C0
(
liftpλ
[
XC0(X )
])
If S(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt is a pointed topological fi-
nite covering category them from the Lemma 5.4.2 it follows that there is a pointed
algebraical finite covering category (cf. Definition 3.1.6) given by
S
pt
K(XC0(X ))
def
=
def
=
{{
K (pλ) : K
(
XC0(X )
)
→֒ K
(
XC0(Xλ)
)}
,
{K (pµν)}} (5.4.6)
If K̂ def= C∗- lim−→λ∈ΛK
(
XC0(Xλ)
)
and K̂ →֒ B
(
Ĥa
)
is the atomic representation
then from 5.4.3 it follows that
Ĥa =
⊕
x∈X
Hx (5.4.7)
where
⊕
means the Hilbert norm completion of the algebraic direct sum.
Lemma 5.4.6. If the spectrum of A is paracompact and locally connected then there is the
natural inclusion
A0
(X ) ⊂ A.
(cf. Equation (5.4.4)).
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Proof. Denote by p : X → X and pλ : X → Xλ. If U ⊂ X is an open set which
is homeomorphically mapped onto U = p (U) ⊂ X then U is homeomorpfilally
mapped onto Uλ = pλ
(U) ⊂ X λ for any λ ∈ Λ. Let a ∈ A0 (X )+ is a positive
element such that supp a ⊂ U . Following proof contains two parts:
(i) Element a is special.
(ii) A0
(X ) ⊂ A.
(i) One needs check that. a satisfies to the conditions (a), (b) of the Definition
3.1.19.
(a) For any ε ≥ 0, λ ∈ Λ and z ∈ A+λ there is aελ ∈ Aλ one has
supp z∗az, supp fε (z∗az) , supp (z∗az)2 ⊂ U , so from the Lemma 4.6.18 it turns
out that
∑
g∈ker(Ĝ→G(Xλ | X ))
g (z∗az) = aλ == descpλ (z
∗az) ∈ A0 (Xλ) ,
∑
g∈ker(Ĝ→G(Xλ | X ))
g fε (z∗az) = descpλ ( fε (z
∗az)) ∈ A0 (Xλ) ,
∑
g∈ker(Ĝ→G(Xλ | X ))
g (z∗az)2 = bλdescpλ (z
∗az)2 ∈ A0 (Xλ)
where the strong convergence of the series is implied. Above equations
coincide with (5.4.5).
(b) From aλ = descpλ (z
∗az) and bλ = descpλ (z
∗az)2 it turns out that
∀λ ∈ Λu⇒ ∥∥a2λ − bλ∥∥ = 0,
i.e. aλ and bλ satisfy the inequality (3.1.21).
(ii) Consider a compliant compliant to the covering p : X → X partition of unity
∑
(g,α)∈G(X |X )×A
gφα = 1Cb(X )
(cf. Definition 4.8.4) If a ∈ A0
(X )
+
is any positive element then from the Lemma
D.8.1 it follows that
a = ∑
(g,α)∈G(X |X )×A
gφαa.
281
On the other hand it is already proven that gφαa is a special element for all (g, α) ∈
G
(X ∣∣X )×A . For any ε > 0 there is a compact set V ⊂ X such that repx (a) < ε
for all x ∈ X \ V so from the Corollary 4.2.5 it turns out that there is a covering
sum for U˜ (cf. Definition 4.2.6) i.e. a finite subset A0 ⊂ G
(X ∣∣X )×A such that
∑
(g,α)∈A0
gφα (x) = 1; ∀x ∈ V .
It follows that ∥∥∥∥∥ ∑
(g,α)∈A0
gφαa− a
∥∥∥∥∥ < ε.
Taking into account that the set A0 is finite one has ∑(g,α)∈A0 gφαa ∈ A ans since
ε is arbitrary small it turns out that a ∈ A. Thus the positive cone A0
(X )
+
of
A0
(X ) is a subset of A. However any C∗-algebra is generated by its positive cone,
it follows that A0
(X ) ⊂ A.
5.4.7. Consider the situation of the Example 5.4.5, i.e. K̂ def= C∗- lim−→λ∈ΛK
(
XC0(Xλ)
)
and the atomic representation K̂ →֒ B
(
Ĥa
)
where
Ĥa =
⊕
x∈X
Hx
(cf. Equation (5.4.7)). The space XCb(X )
def
= Cb
(
liftpλ
[
XC0(X )
])
is a Hilbert Cb
(X )
- module. Any bounded family
a def= {ax ∈ K (Hx)}x∈X (5.4.8)
yields a bounded operator in B
(
Ĥa
)
. If XD∗(X ) is the discontinuous extension of
XC0(X ) (cf. Definition 4.12.1) and ξ
def
=
{
ξx
} ∈ XD∗(X ) then
aξ def=
{
axξx
} ∈ XD∗(X ) (5.4.9)
Definition 5.4.8. Let K̂ def= C∗-lim−→λ∈ΛK
(
XC0(Xλ)
)
be the inductive limit of C∗-
algebras in sense of the Definition 1.2.7, and let π̂a : K̂ → B
(
Ĥa
)
be the atomic
representation (cf. Definition D.2.33). Let Ĝ def= lim←−λ∈Λ G (Xλ | X ) be the pro-
jective limit of groups and let Gλ
def
= ker
(
Ĝ → G (Xλ | X )
)
. An element a =
{ax ∈ K (Hx)}x∈X ∈ B (Ha) is coherent if for any λ0 ∈ Λ, ξλ0 ∈ Xλ0 and ε > 0
following conditions hold:
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(a) If fε : R → R is a continuous function given by (3.1.19) then there are
fλ, f ελ, hλ,∈ C0 (Xλ)+ such that
∑
g∈Gλ
〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉
D∗(X )
= fλ,
∑
g∈Gλ
fε
(〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉
D∗(X )
)
= f ελ,
∑
g∈Gλ
〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉2
D∗(X )
= hλ .
(5.4.10)
where sums of the above series mean the point-wise convergence, and the
Equations (4.12.2), (5.4.9) are used.
(b) There is µ ∈ Λ such that µ ≥ λ0 and
∀λ ∈ Λ λ ≥ µ⇒ ∥∥ f 2λ − hλ∥∥ < ε (5.4.11)
where aλ, bλ ∈ C0 (Xλ) are given by (5.4.10).
Remark 5.4.9. Similarly to the Lemma 3.1.21 one can proof that there is the strong
limit a = lim π̂a (a′λ) in B (Ha). It follows that a corresponds to the family
{ax ∈ Hx}x∈X . (5.4.12)
Lemma 5.4.10. Let K̂ def= C∗-lim−→λ∈ΛK
(
XC0(Xλ)
)
be the inductive limit of C∗-algebras
in sense of the Definition 1.2.7, and let π̂a : K̂ → B
(
Ĥa
)
be the atomic representation
(cf. Definition D.2.33). Let Ĝ def= lim←−λ∈Λ G (Xλ | X ) be the projective limit of groups and
let Gλ
def
= ker
(
Ĝ → G (Xλ | X )
)
. Let K
(
XC0(Xλ)
)
be given by (1.2.1). If a ∈ B
(
Ĥa
)
is such that for any λ0 ∈ Λ, ε > 0 and z ∈ A∼λ0 it satisfies to the following conditions:
(a) If fε : R → R is a continuous function given by (3.1.19). then for all λ ≥ λ0 there
are aλ, bλ, aελ ∈ K
(
XC0(Xλ)
)
such that
∑
g∈Gλ
π (z)∗ (ga)π (z) = π (aλ) ,
∑
g∈Gλ
fε
(
π (z)∗ (ga)π (z)
)
= π (aελ) ,
∑
g∈Gλ
(
π (z)∗ (ga)π (z)
)2
= π (bλ)
(5.4.13)
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where sums of the above series mean the strong convergence in B
(
Ĥa
)
and the
action Gλ × B
(
Ĥa
)
→ B
(
Ĥa
)
is given by (3.1.18).
(b) There is µ ∈ Λ such that µ ≥ λ0 and
∀λ ∈ Λ λ ≥ µ⇒ ∥∥a2λ − bλ∥∥ < ε (5.4.14)
where aλ, bλ ∈ Aλ are given by (3.1.20).
then a is coherent (cf. Definition 5.4.8).
Proof. Suppose λ0 ∈ Λ. If ξλ0 ∈ Xλ0 is an arbitrary element then z′ def= ξλ0 〉〈 ξλ0 ∈
K
(
XC0(Xλ0)
)
, such that normz′ = norm
2
ξλ0
, i.e. z′ is a multiple of normξλ0 (cf. Defi-
nition 4.5.16). From the Lemma 4.5.15 it follows that there is z def= div
(
z′, normξλ0
)
∈
K
(
XC0(Xλ0)
)
(cf. Equation 4.5.24). For all x ∈ Xλ0 the dimension of repx (z′) does
not exceed 1, hence repx (z) also does not exceed 1. Let us check that a satisfies to
conditions (a) and (b) of the Definition 5.4.8.
(a) From (5.4.13) it follows that there are fλ, f ελ, hλ,∈ C0 (Xλ)+ such that
∑
g∈Gλ
tr
(
π (z)∗ (ga)π (z)
)
= fλ,
∑
g∈Gλ
fε
(
tr
(
π (z)∗ (ga)π (z)
))
= f εl a,
∑
g∈Gλ
tr
(
π (z)∗ (ga)π (z)
)2
= hλ
(5.4.15)
where tr
(
b
)
means the map x 7→ repx
(
b
)
. On the other hand from our
construction it follows that
tr
(
π (z)∗ (ga)π (z)
)
=
〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉
D∗(X )
,
fε
(
tr
(
π (z)∗ (ga)π (z)
))
=
= fε
(〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉
D∗(X )
)
,
tr
(
π (z)∗ (ga)π (z)
)2
=
〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉2
D∗(X )
(5.4.16)
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From the Equations (5.4.15) and (5.4.16) it turns out that
∑
g∈Gλ
〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉
D∗(X )
= fλ,
∑
g∈Gλ
fε
(〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉
D∗(X )
)
= f ελ,
∑
g∈Gλ
〈
liftpλ0
(ξλ0) ga, liftpλ0
(ξλ0)
〉2
D∗(X )
= hλ.
(b) From the Equation (5.4.14) it turns out that
∀λ ∈ Λ λ ≥ µ⇒ ∥∥ f 2λ − hλ∥∥ = ∥∥a2λ − bλ∥∥ < ε.
5.4.11. Any element of ξ ∈ ℓ2 (Cb (X )) corresponds to a family{
ξ (x) ∈ L2 (N)x
}
x∈X . (5.4.17)
Similarly any b ∈ K (ℓ2 (Cb (X ))) corresponds to a family{
b (x) ∈ K (L2 (N)x)}x∈X , (5.4.18)
hence for any x ∈ X there is a representation
ρx : K
(
ℓ
2
(
Cb
(X )))→ B (L2 (N)x) (5.4.19)
and there is a faithful representation
ρX : K
(
ℓ
2
(
Cb
(X ))) →֒ B
⊕
x∈X
L2 (N)x
 . (5.4.20)
Similarly for any xλ ∈ Xλ there is a representation
ρxλ : K
(
ℓ
2 (Cb (Xλ))
)→ B (L2 (N)xλ) (5.4.21)
and there is a faithful representation
ρXλ : K
(
ℓ
2 (Cb (Xλ))
) →֒ B( ⊕
xλ∈Xλ
L2 (N)xλ
)
. (5.4.22)
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From (4.12.23) it turns out K
(
XC0(Xλ)
)
⊂ K (ℓ2 (C0 (Xλ))) and K (XC0(Xλ)) is a
hereditary subalgebra of K (ℓ2 (C0 (Xλ))) Taking into account (4.5.64) and 4.12.12
one has
K
(
XC0(X )
)
⊂ K (ℓ2 (Cb (X ))) ,
K
(
XC0(X )
)
is a hereditary subalgebra of K (ℓ2 (Cb (X ))) (5.4.23)
Denote by K̂ def= C∗-lim−→λ∈ΛK
(
XC0(Xλ)
)
the C∗-inductive limit in sense of the Def-
inition 1.2.7. If π̂a : K̂ →֒ B
(
Ĥa
)
be the atomic representation (cf. Definition
D.2.33). The space Ĥa is the Hilbert direct sum
Ĥa =
⊕
x̂∈X̂
Hx̂
where X̂ is the spectrum of K̂ and Hx̂ is the irreducible representation which
corresponds to x̂ (cf. Definition D.2.9). Similarly to the Lemma 3.1.27 one can
proof that X̂ is homeomorphic the inverse limit of the spectra, i.e. X̂ = lim←−λ∈Λ Xλ.
Otherwise from the given by the Lemma 4.11.17 of the disconnected inverse limit
there is the bijective continuous map X ∼= X̂ and this map gives the following
representation of the space
Ĥa =
⊕
x∈X
Hx. (5.4.24)
For all λ ∈ Λ the C∗-algebra K
(
XC0(Xλ)
)
will be regarded as a subalebra of K̂.
Lemma 5.4.12. Consider the situation of the (cf. Definition 5.4.8) with the a coherent
element a ∈ B
(
Ĥa
)
. Let λ0 ∈ Λ and ξ ∈ XC0(Xλ0). Let pλ0 : X → Xλ0 be the natural
covering, and ξ def= liftpλ0
(ξ) ∈ XCb(X ) corresponds to a family
{
ξx
}
x∈X . If f : X → R
is given by
x 7→ (ξx, repx (a) , ξx)
then f ∈ C0
(X ).
Proof. If fλ ∈ C0 (Xλ) is given by the equation (5.4.10) and f λ
def
= liftpλ ( fλ) ∈
Cb
(X ) then f = limλ f λ is a point-wise limit. From the Definition 5.4.8 it follows
that f satisfies to the Theorem 4.11.33, hence f ∈ C0
(X ).
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Corollary 5.4.13. If a ∈ B (Ha) is coherent (cf. Definition 5.4.8), ξ ∈ ℓ2
(
Cb
(X )) and
f ∈ D∗ (X ) ,
x 7→ (ξ (x) , ρx (a) ξ (x))Hx
then f ∈ Cb
(X ).
Proof. From the Lemma 1.3.7 it follows that XCb(X ) is the norm completion of
ℓ
2
(
Cb
(X ))K (XCb(X )) .
If ξ ∈ ℓ2 (Cb (X )) then the Lemma 1.3.8 it turns out that for any ε > 0 there is
η ∈ XCb(X ) such that
0 ≤ a ≤ K (pλ) (a)λ ⇒
∥∥∥〈ξa, ξ〉Cb(X ) − 〈ηa, η〉Cb(X )∥∥∥ < ε. (5.4.25)
where K (pλ) is given by (4.12.25). However form the Lemma 5.4.12 it follows
that 〈ηa, η〉Cb(X ) ∈ Cb
(X ) and taking into account (5.4.25) one has 〈ξa, ξ〉Cb(X ) ∈
Cb
(X ).
Corollary 5.4.14. If a ∈ B (⊕x∈X L2 (N)x) is coherent then
a ∈ Kb
(
XC0(X )
)
= Cb
(
K
(
XCb(X )
))
. (5.4.26)
Proof. If ξ ∈ ℓ2 (Cb (X )) then then from the Corollary 5.4.13 it turns out that〈
liftpλ (ξλ) a, liftpλ (ξλ)
〉
D∗(X )
∈ Cb
(X ). From the Lemma 4.12.9 and the Corol-
lary 1.3.4 it turns out that a is Cb
(X )-continuous (cf. Definition 1.3.2), so one has
a ∈ L (ℓ2 (Cb (X ))). The C∗-algebra K (ℓ2 (Cb (X ))) is a hereditary subalbebra of
L (ℓ2 (Cb (X ))). Otherwise from liftpλ (aλ) > a and liftpλ (aλ) ∈ K (ℓ2 (Cb (X )))
it turns out a ∈ K (ℓ2 (Cb (X ))). Taking into account (5.4.23) K (XCb(X )) is a
hereditary subalgebra of K (ℓ2 (Cb (X ))) and from liftpλ (aλ) ∈ K (XCb(X )) it
turns out that
a ∈ K
(
XCb(X )
)
. (5.4.27)
Lemma 5.4.15. Suppose that X is compact. If a ∈ B (⊕x∈X L2 (N)x) is coherent then
a ∈ K0
(
XC0(X )
)
= C0
(
K
(
XC0(X )
))
. (5.4.28)
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Proof. From the Remark D.4.15 it follows that a is compact in sense of Mischenko,
hence for any ε > 0 from the Lemma 1.4.6 it turns out that there is n ∈ N such
that
‖pna pn − a‖ < ε. (5.4.29)
where pn ∈ K
(
ℓ2
(
Cb
(X ))) is the projector onto ⊕nj=1Cb (X ) ⊂ ℓ2 (Cb (X )). If
λ0 ∈ Λ then since X is compact and the covering Xλ0 → X is finite fold, the
space Xλ0 is compact. It turns out that C0 (Xλ0) ∼= C (Xλ0) and 1C(Xλ0) ∈ C (Xλ0).
Denote by
a′ = pna pn. (5.4.30)
One has a′ ∈ K (ℓ2 (Cb (X ))). If e1, ..., en ∈ ℓ2 (C (Xλ0)) such that
ej =
... , 1C(Xλ0)︸ ︷︷ ︸
jth−place
, ..., 0

and ej
def
= pλ0
(
ej
)
than since the trace of the positive operator equals or exceeds its
norm one has ∥∥repx˜ (a′)∥∥ ≤ n∑
j=1
〈
eja, ej
〉
Cb(X ) (x˜) ∀x˜ ∈ X˜ . (5.4.31)
From the Lemma 5.4.12 it turns out
〈
eja, ej
〉
Cb(X ) ∈ C0
(X ) so
f n =
n
∑
j=1
〈
eja, ej
〉
Cb(X ) ∈ C0
(X ) . (5.4.32)
Otherwise from a′ ∈ K (ℓ2 (Cb (X ))) it turns out
norma =
(
x 7→ ∥∥repx˜ (a′)∥∥) ∈ C0 (X ) ,
and taking into account f n ∈ C0
(X ), norma′ ≤ f n one has
norma′ ∈ C0
(X ) .
or equivalently
normpnapn ∈ C0
(X ) .
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From (5.4.29) it follows that norma = limn→∞ normpnapn , and taking into account
4.5.14 it turns out that
a ∈ C0
(
K
(
XC0(X )
))
.
Lemma 5.4.16. Suppose that X is a connected, locally connected, locally compact, locally
compact, Hausdorff space. If a ∈ B (⊕x∈X L2 (N)x) is coherent then
a ∈ K0
(
XC0(X )
)
= C0
(
K
(
XC0(X )
))
. (5.4.33)
Proof. From the Corollary 5.4.14 it turns out that there is
f ∈ Cb
(X ) ,
x 7→ ‖repx (a)‖
From the construction 4.11.1 it follows that there is the minimal λmin ∈ Λ such
that Xλmin def= X . We set λ0 def= λmin. If a′λ0 ∈ K
(
XC0(Xλ0)
)
is given by (3.1.23) then
from the Lemma D.8.26 it turns out that for all ε > 0 the set
Y ′ def= {x ∈ X ∣∣∥∥repx (a′λ0)∥∥ ≥ ε} (5.4.34)
is compact. From the Lemmas 4.2.1 and 4.2.2 it follows that there is a connected
compact set Y ⊂ X such that Y ′ ⊂ Y and x0 ∈ Y . Denote by Yλ0 def= Y , Yλ def=
p−1λ (Y) ⊂ Xλ and Y
def
= p−1 (Y) ⊂ X . From x0 ∈ Y it turns out that that base-
points xλ0 and x of Xλ and X respectively satisfy to the following equations. The
direct check yields the proof that there is a pointed topological finite covering
category (cf. Definition 4.11.3) S(Y ,x0) =
{(Yλ, xλ0 )→ (Y , x0))} with morphisms
pµν
∣∣Yµ : (Yµ, xµ0 )→ (Yν, xν0) (5.4.35)
Where pµν :
(Xµ, xµ0 ) → (Xν, xν0) are morphisms of the pointed topological finite
covering category S(X ,x0). One can consider the family F =
{
K
(
XC(Yλ)
)}
λ∈Λ
If
b ∈ B (⊕x∈Y L2 (N)x) is given by
repx
(
b
)
def
= repx (a) ∀x ∈ Y . (5.4.36)
then since a satisfies to the Definition 5.4.8, the element b also satisfies the to
Definition 5.4.8, i.e. b is coherent with respect to the family F. The set Y is
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compact so from the Lemmas 5.4.15 and D.8.26 it turns out the map
Y → R,
x 7→
∥∥∥repx (b)∥∥∥
lies in C0
(X ). The set
Z def=
{
x ∈ Y
∣∣∣∥∥∥repx (b)∥∥∥ ≥ ε}
is compact. However repx
(
a′λ0
)
≥ repx (a) for any x ∈ X and taking into account
(5.4.34) one has
∀x ∈ X \ p−1 (Y) ‖repx (a)‖ < ε.
From the above equation and (5.4.36) it follows that
Z = {x ∈ X |‖repx (a)‖ ≥ ε} = {x ∈ X ∣∣∣ f (x) ≥ ε} .
The set Z is compact, hence from the Definition A.1.21 it follows that f ∈ C0
(X ),
and taking into account the Corollary 5.4.14 one has a ∈ C0
(
K
(
XC0(X )
))
.
Lemma 5.4.17. Consider the situation of the Lemma 5.4.1. If a ∈ B
(
Ĥa
)
is a special
element (cf. Definition 3.1.19) then a ∈ A0
(X ).
Proof. If aλ ∈ A0 (Xλ) is given by (3.1.22) then from the Lemma 3.1.21 it follows
that a = limλ∈Λ πa (aλ). Let X be the spectrum of A and let
{Vµ ⊂ X }µ∈M a
family of compact subsets which satisfies to the Proposition D.8.15, i.e. interiors
form a cover
{Uµ} of X , such that for each µ ∈ M , there is an A|Vµ − C (Vµ)-
imprimitivity bimodule Xµ. Let {Uν}ν∈N be a compliant with p : X → X family
(cf. Definition 4.3.13). If{Uβ}β∈B def= {Uβ ⊂ X ∣∣ ∃µ ∈ M ∃ν ∈ N Uβ = Uµ ∩ Uν} .
From the Definition A.1.24 it follows that there is a locally finite refinement {Uα}α∈A{Uβ}β∈B. From the our construction it follows that {Uα} is a refinement of both{Uµ} and {Uν}. So the family {Uα} satisfies to the following properties:
(a) {Uα} is a compliant with p : X → X family.
(b) The closure Vα of Uα is compact for all α ∈ A .
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(c) For each α ∈ A , there is an A|Vα − C (Vα)-imprimitivity bimodule Xα.
Let
∑
A
φα = 1Cb(X )
be a partition of unity dominated by {Uα}α∈A . For any λ ∈ Λ consider the given
by (4.8.5) partition of unity, i.e.
∑
(g,α)∈G(X |X )×A
gφλα = 1Cb(Xλ).
If Vλα def= supp φλα and Uλα def=
{
xλ ∈ Xλ| φλα (xλ) > 0
}
for any λ ∈ Λ and α ∈ A then
for any g ∈ G (Xλ | X ) there is an Aλ|gV
λ
α − C (gVλα )-imprimitivity bimodule Xλα .
Let us select any λ0 ∈ Λ, ε > 0. If z = 1A(Xλ0)∼ ∈ A (Xλ0)
∼ then from (3.1.41) it
turns out that following strongly convergent in B
(
Ĥa
)
series
a′λ
def
= ∑
g∈Gλ
g (z∗az) = ∑
g∈Gλ
ga ∈ A0 (Xλ0) .
From norma ∈ C0 (Xλ0) it follows that for all ε > 0 there is a compact set Vλ0 ⊂ Xλ0
such
∥∥∥norma|Xλ0\Vλ0∥∥∥ < ε. It follows that
∀x ∈ X \ p−1λ0 (Vλ0) ‖repx (a)‖ ≤
∥∥∥repp(x) (a)∥∥∥ < ε. (5.4.37)
The set Vλ0 ⊂ Xλ0 is compact so there is a covering sum for Vλ0 ⊂ Xλ0 (cf. Defini-
tion 4.2.6), i.e. a finite subset A0 ⊂ G (Xλ0 | X )×A such that
∑
(g,α)∈A0
gφλ0α (x) = 1; ∀x ∈ λ0.
From the inequality (5.4.37) it follows that∥∥∥∥∥a− ∑
(g,α)∈A0
gφλ0α a
∥∥∥∥∥ < ε. (5.4.38)
Let us fix (g, α) ∈ A0 and denote by Yλ0 def= gUλ0α . Also denote by qλ def= pλλ0 : Xλ →
Xλ0 the natural covering and Yλ def= q−1λ (Yλ0). One has gφλ0α a′λ0 ∈ A0 (Xλ0)|Yλ0 .
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From our construction there is an A (Xλ0)|Yλ0 - C0 (Yλ0)-imprimitivity bimodule
XC0(Yλ0)
, such that
A0 (Xλ0)|Yλ0
∼= K
(
XC0(Yλ0)
)
.
If λ ≥ λ0 and then there is a Hilbert C0 (Yλ)-module XC0(Yλ)
def
= C0
(
liftqλ
(
XC0(Yλ0)
))
such that
A0 (Xλ)|Yλ ∼= K
(
XC0(Yλ)
)
.
Similarly to the Definition 5.4.8 there is a directed set
{
K
(
XC0(Yλ)
)}
λ∈Λ
λ≥Λ0
of C∗-
algebras. If K̂ def= C∗-lim−→λ∈ΛK
(
XC0(Xλ)
)
the inductive limit then from the Lemma
3.1.27 it turns out that the spectrum of K̂ coincides as set with Y def= p −1λ0 (Yλ0).
So the space of the atomic representation of K̂ equals to Ĥ‖a def= χYĤa where χY ∈
B
(
Ĥa
)
is the characteristic function of Y . There is the direct sum Ĥa = Ĥ‖a ⊕ Ĥ⊥a .
Since a is special for any z ∈ A0 (Xλ0)|Yλ0 there are aλ, a
ε
λ and bλ ∈ A0 (Xλ) such
that
∑
g′∈Gλ
(
g
√
φλ0α z
)∗ (
g′a
) (
g
√
φλ0α z
)
= aλ = ∑
g′∈Gλ
z∗
(
g
(
g′φλ0α a
))
z,
∑
g′∈Gλ
fε
((
g
√
φλ0α z
)∗ (
g′a
) (
g
√
φλ0α z
))
= aελ =
= ∑
g′∈Gλ
fε
(
z∗
(
g′
(
gφλ0α a
))
z
)
,
∑
g′∈Gλ
((
g
√
φλ0α z
)∗ (
g′a
) (
g
√
φλ0α z
))2
= bλ =
= ∑
g′∈Gλ
(
z∗
(
g′
(
gφλ0α a
))
z
)2
(5.4.39)
where sums of the above series mean the strong convergence in B
(
Ĥa
)
. (cf.
Equations (3.1.41)). From z ∈ A0 (Xλ0)|Yλ0 it follows that zĤ
⊥
a = {0}, so the series
(5.4.39) are strongly convergent in B
(
Ĥ‖a
)
. From the Equation 3.1.20 one has
∀λ ∈ Λ λ ≥ µ⇒ ∥∥a2λ − bλ∥∥ < ε (5.4.40)
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The space H‖a is the space of the atomic representation of K̂, so from the equa-
tions (5.4.39), (5.4.39) and the Lemma 5.4.10 it follows that gφλ0α a is coherent (cf.
Definition 5.4.8). From the Lemma 5.4.16 it follows that
gφλ0α a ∈ K0
(
XC0(Y)
)
= C0
(
K
(
XC0(Y)
))
.
If U ⊂ X is the open connected set which is homemorphically mapped onto Yλ0
then Y = ⊔g∈Gλ0 gU and K0 (XC0(Y)) is the C∗-norm completion of the algebraic
direct sum ⊕
g′∈Gλ0
g′K0
(
XC0(U)
)
=
⊕
g′∈Gλ0
g′ A0
(X )∣∣U
So gφλ0α a can be represented as a sum of the following C∗-norm convergent series
gφλ0α a = ∑
g′∈Gλ0
ag′ ; ag′ ∈ g′ A0
(X )∣∣U .
Since any summand of the series lies in A0
(X ) the sum of the series belongs to
A0
(X ), i.e. gφλ0α a ∈ A0 (X ). The set A0 is finite, hence one has ∑(g,α)∈A0 gφλ0α a ∈
A0
(X ). Otherwise the number ε in the inequality (5.4.38) may be arbitrary small,
so one has a ∈ A0
(X ).
Corollary 5.4.18. If A is the disconnected algebraical inverse noncommutative limit of
the given by (5.4.3) pointed algebraical finite covering category then one has A ⊂ A0
(X )
Proof. From the Lemma 5.4.17 it turns out that any special a lies in A0
(X ). From
the Lemma 4.6.15 it turns out that A0 (Xλ) ⊂ M
(
A0
(X )). It follows that C∗-
lim−→λ∈Λ A0 (Xλ) ⊂ M
(
A0
(X )). Hence one has
πa (x̂) bπa (ŷ) ∈ ϕ
(
A0
(X )) , ∀x̂, ŷ ∈ C∗- lim−→
λ∈Λ
A0 (Xλ) ,
i.e. any weakly special element is contained in ϕA
(
A0
(X )). On other hand A is
a C∗-algebra generated by weakly special elements, so one has A ⊂ A0
(X ).
5.4.19. From the Lemma 5.4.6 and the Corollary 5.4.18 it follows that disconnected
inverse noncommutative limit of SA is isomorphic to A0
(X ). According to the
Definition 3.1.25 one has
G
(
A0
(X )∣∣ A) = lim←−
λ∈Λ
G (A0 (Xλ)| A)
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and taking into account G (A0 (Xλ)| A) ∼= G (Xλ| X ) and G
(X ∣∣X ) = lim←−λ∈Λ G (Xλ| X )
we conclude that
G
(
A0
(X )∣∣ A) = G (X ∣∣X ) . (5.4.41)
If X˜ ⊂ X is a connected component of X then the closed ideal A0
(
X˜
)
⊂ A0
(X )
is a maximal connected C∗-subalgebra of A0
(X ). If
G ⊂ G (A0 (X )∣∣ A)
is the maximal among subgroups among subgroups G′ ⊂ G (A0 (X )∣∣ A) such that
G′A0
(
X˜
)
= A0
(
X˜
)
then G is the maximal among subgroups among subgroups
G′′ ⊂ G (X ∣∣X ) such that G′′X˜ = X˜ (cf. (4.11.31)), or equivalently
G = G
(
X˜
∣∣∣X ) . (5.4.42)
If J ⊂ G (A0 (X )∣∣ A) is a set of representatives of
G
(
A0
(X )∣∣ A)/G (A0 (X˜)∣∣∣ A)
then from the (4.11.4) it follows that
X = ⊔
g∈J
gX˜
and A0
(X ) is a C∗-norm completion of the direct sum
⊕
g∈J
gA0
(
X˜
)
. (5.4.43)
Theorem 5.4.20. Let A be a separable C∗-algebra with continuous trace and X = Aˆ
is the spectrum of A. Let S(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt be a
pointed topological finite covering category such that for any µ > ν there is the unique
pointed covering pµν :
(Xµ, xµ0 )→ (Xν, xν0). If
SA =
=
({A0 (pλ) : A →֒ A0 (Xλ)} , {A0 (pµν ) : A0 (Xν) →֒ A0 (Xµ)})
is a given by the Lemma 5.4.2 pointed algebraical finite covering category (cf. Definition
3.1.6). then following conditions hold:
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(i) SA is good and the triple
(
A, A0
(
lim←−SX
)
,G
(
lim←−SX | X
))
is the infinite
noncommutative covering of SA (cf. Definition 3.1.34).
(ii) There are isomorphisms:
• lim←−SA ≈ A0
(
lim←−SX
)
.
• G
(
lim←−SA | A
)
≈ G
(
lim←−SX | X
)
.
Proof. From 5.4.19 it follows that the disconnected algebraical inverse noncommu-
tative limit of SA is isomorphic to A0
(X ), and the closed ideal A0 (X˜) ⊂ A0 (X )
is a maximal connected C∗-subalgebra of A0
(X ) (cf. (5.4.19)) One needs check
conditions (a)-(c) of the Definition 3.1.33.
(a) Since X˜ → Xλ is a covering for all λ ∈ Λ the natural *-homomorphism
A0 (Xλ) →֒ M
(
A0
(
X˜
))
is injective.
(b) We already know that the algebraic direct sum
⊕
g∈J gA0
(
X˜
)
is a dense
subalgebra of A0
(X ) (cf. 5.4.19).
(c) For every λ ∈ Λ the homomorphism G
(
A0
(
X˜
) ∣∣∣ A) → G (A0 (Xλ) | A)
is equivalent to G
(
X˜
∣∣∣X ) → G (Xλ | X ). However both coverings X˜ → X
and Xλ → X are transitive, hence from the equation (4.3.8) it follows that
the homomorphism G
(
X˜
∣∣∣X )→ G (Xλ | X ) is surjective.
(ii) Follows from (i) of this lemma.
Lemma 5.4.21. Let A be a C∗-algebra with continuous trace, and let X be the spectrum
of A. Suppose that X is a connected, locally connected, second-countable, Hausdorff space.
If S(X ,x0) =
{(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt and
S
pt
A = = {A0 (pλ) : A →֒ A0 (Xλ)} ,
{
A0
(
pµν
)
: A0 (Xν) →֒ A0
(Xµ)}
is the given by the Lemma 5.4.2 pointed algebraical finite covering category then SptA
allows inner product (cf. Definition 3.4.1).
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Proof. The proof is similar to the proof of the Lemma 4.11.38. Denote by p˜ : X˜ →
X , p˜λ : X˜ → Xλ, pλ : Xλ → X , pµλ : Xµ → Xλ (µ > λ) the natural covering
projections. If X˜ = lim←−S(X ,x0) then from the Theorem 5.4.20 it turns out(
A, A0
(
X˜
)
,G
(
X˜ | X
))
is the infinite noncommutative covering of S
pt
A (cf. Definition 3.1.34). Theorem
D.8.34 represented by the following way
A = C0
(X , {Ax}x∈X ,F)
where the notation (4.5.12) is used. If A =
(X , {Ax}x∈X ,F) From (4.6.5) and the
Definitions 4.6.9, 5.2.1 it turns that
A0
(
X˜
)
def
= C0
(
liftp [X , {Ax} ,F ]
)
.
If a˜ ∈ C0
(
liftp [X , {Ax} ,F ]
)
lies in the Pederesen’s ideal of C0
(
liftp [X , {Ax} ,F ]
)
then the given by (4.5.6) set supp a˜ is a compact subset of X˜ . From the Lemma
4.11.20 it follows that there is λ0 ∈ Λ such that for all λ ≥ λ0 the restriction
p˜λ|supp a is injective. From (ii) of the Lemma 4.6.16 it follows that
cλ = ∑
g∈ker(G( X˜ |X )→G(Xλ | X ))
g
(
a˜∗ b˜
)
= descpλ
(
a˜b˜
)
where notation descpλ means the descent (cf. Definition 4.5.56). From the proper-
ties of the descent it turns out that descpλ
(
a˜b˜
)
∈ A0 (Xλ), i.e. cλ ∈ A0 (Xλ). Taking
into account the Remark 3.4.2 we conclude that cλ ∈ A0 (Xλ) for all λ ∈ Λ.
5.4.2 Coverings of operator spaces
Here we consider the generalization of the Theorem 5.4.20.
5.4.22. Let (X,Y) be a sub-unital subspace having continuous trace (cf. Definition
5.1.2) and let A def= C∗e (X,Y) be the C∗-envelope of (X,Y). From the Lemma 5.1.3
it follows that A has continuous trace, hence the spectrum X of A is the locally
compact Hausdorff space. Suppose that X is a second-countable, connected and
locally connected set. Let S(X ,x0) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}λ∈Λ ∈ FinToppt be
a pointed topological finite covering category such that for any µ > ν there is the
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unique pointed covering pµν :
(Xµ, xµ0 ) → (Xν, xν0). From the Lemma 5.4.2 it turns
out that is a pointed algebraical finite covering category (cf. Definition 3.1.6).
SA =
= {A0 (pλ) : A →֒ A0 (Xλ)} ,
{
A0
(
pµν
)
: A0 (Xν) →֒ A0
(Xµ)}
From the Theorem 5.4.20 it follows that SA is good. Moreover if X˜ is the topolog-
ical inverse limit of S(X ,x0) then the triple(
A, A0
(
X˜
)
,G
(
X˜
∣∣∣ X ))
the infinite noncommutative covering of SA(cf. Definition 3.1.34). From the The-
orem 5.3.21 it follows that there is pointed algebraical finite covering category of
operator spaces (cf. Definition 3.2.2)
S
pt
(X,Y) =
(
{(πXλ ,πYλ) : (X,Y)→ (Xλ,Yλ)}λ∈Λ ,
{(
πνXµ ,π
ν
Yµ
)}
µ,ν∈Λ
ν>µ
)
where Xλ = C0
(
liftpλ [X]
)
, πXλ = C0 (pλ)|X, πνXµ = C0
(
pµ
)∣∣
Xµ
.
Theorem 5.4.23. Consider the situation of 5.4.22. If X˜ the inverse noncommutative
limit (cf. Definition 3.2.4) of Spt
(X,Y) then there is the natural complete isomorphism X˜
∼=
C0
(
lift p˜ [X]
)
where p˜ : X˜ → X is the natural transitive covering.
Proof. Let Â def= C∗-lim−→λ∈Λ A0 (Xλ), and let πa : Â → B (Ha) be the atomic repre-
sentation, Denote by p˜λ = X˜ → Xλ for all λ ∈ Λ the natural coverings. Let U˜ ⊂ X˜
be an open subset which is homeomorphically mapped onto U = p˜
(
U˜
)
. Let
b˜ ∈ C0
(
lift p˜ [X]
)
supp b˜ ⊂ U˜ . (5.4.44)
There is the net
{
desc p˜λ
(
b˜
)
∈ Xλ
}
λ∈Λ
⊂ Â. From the Lemma 4.6.18 it turns out
that
b˜ = lim
λ∈Λ
πa
(
desc p˜λ
(
b˜
))
where the strong limit is implied. So b˜ is subordinated to Spt
(X,Y) (cf. Definition
3.2.3). According to the Definition 3.2.4 one has b˜ ∈ X˜. Following proof contains
two parts:
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(i) C0
(
liftp˜ [X]
)
⊂ X˜.
(ii) X˜ ⊂ C0
(
lift p˜ [X]
)
(i) The C-linear space of the given by (5.4.44) is dense in C0
(
lift p˜ [X]
)
⊂ X˜ with
respect to C∗-norm topology.
(ii) For any x ∈ X denote by Sx the linear space of all continuous linear functionals
s : repx (C∗e (Xx,Yx)) → C such that s (Xx) = {0}. Since C∗e (Xx,Yx) ∼= K and K
is a reflexive Banach space, i.e. K∗∗ ∼= K, and taking into account that Xx ⊂
repx (C∗e (X,Y)) is a closed subset one has
Xx = { t ∈ repx (C∗e (X,Y)) | s (t) = 0 ∀s ∈ Sx}
If Hx is the space of the representation repx then for any s ∈ S there are ξ, η ∈ Hx
such that s (a) = (ξ, aη)Hx for each a ∈ repx (C∗e (X,Y)). Denote by
Tx =
{
(ξ, η) ∈ Hx ×Hx| a 7→ (ξ, repx (a) η)Hx ∈ Sx
}
If Hx˜ the space of the representation repx˜ : A0
(
X˜
)
→ B (Hx˜) then there if the
natural isomorphism cx˜ : Hx˜ ∼= H p˜(x˜). So for any x˜ ∈ X˜ there is the the natural
representation repx˜ : A→ B (Hx˜). There is the set
Tx˜ =
{(
c−1x˜ (ξ) , c
−1
x˜ (η)
)
∈ Hx˜ ×Hx˜
∣∣∣ (ξ, η) ∈ Tx}
such that
X =
{
a ∈ A
∣∣∣∣(ξ˜, repx˜, (a) η˜)Hx˜ = 0 ∀
(
ξ˜, η˜
)
∈ Tx˜
}
From the Theorem 5.3.21 it follows that Xλ = C0
(
liftp [X]
)
(cf. Equation (5.3.17))
so one has
Xλ =
{
aλ ∈ Aλ
∣∣∣∣(ξ˜, repx˜ (aλ) η˜)Hx˜ = 0 ∀
(
ξ˜, η˜
)
∈ Tx˜
}
If aλ ∈ Xλ then
(
ξ˜, repx˜ (aλ) η˜
)
Hx˜
= 0 for all
(
ξ˜, η˜
)
∈ Tx˜. If a˜ is a strong limit of
{aλ} then a˜ is a weak limit {aλ} so one has(
ξ˜, repx˜ (a˜) η˜
)
Hx˜
= 0; ∀
(
ξ˜, η˜
)
∈ Tx˜ ∀x˜ ∈ X˜ . (5.4.45)
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since the linear span of Tx˜ is dense in c
−1
x˜
(
Sp(x˜)
)
the equation (5.4.45) is equivalent
to
repx˜ (a˜) ∈ c−1x˜
(
Xp(x)
)
,
repx˜ (a˜) ∈ repx˜
(
C0
(
liftp˜ [X]
))
∀x˜ ∈ X˜ .
Hence for every x˜ ∈ X˜ one has repx˜
(
X˜
)
⊂ repx˜
(
C0
(
lift p˜ [X]
))
. From the Lemma
4.5.50 it turns out that X˜ ⊂ C0
(
liftp˜ [X]
)
.
5.4.3 Universal coverings and fundamental groups
Following theorem gives universal coverings of operator spaces with continuous
trace.
Theorem 5.4.24. Let A be a separable C∗-algebra with continuous trace, such that the
spectrum X of A is a connected, locally connected, locally compact, second-countable,
Hausdorff space. If there is the universal topological covering p˜ : X˜ → X (cf. Definition
A.2.20) such that G
(
X˜
∣∣∣X ) is a residually finite group then the triple(
A, A0
(
X˜
)
,G
(
X˜
∣∣∣X ))
is the universal covering of A (cf. Definition 3.3.1).
Proof. Denote by the (topological) finite covering categorySX = {pλ : Xλ → X}λ∈Λ
(cf. Definition 4.11.2) such that any finite-fold transitive covering X˜ ′ → X belongs
to SX . From the Corollary 5.3.19 it turns out that there is the (algebraical) fi-
nite covering category SA = {πλ : A →֒ A (Xλ)}λ∈Λ. From the Theorem 5.3.18
it follows that any noncommutative finite-fold covering A →֒ A′ belongs to SA.
From the Lemma 5.4.2 the pointed a topological finite covering category S(X , p˜(x˜0))
induces the pointed algebraical finite covering category S
pt
A given by (5.4.3), i.e.
S
pt
A =
{A0 (pλ) : A →֒ A0 (Xλ)} ,
{
A0
(
pµν
)
: A0 (Xν) →֒ A0
(Xµ)} .
From the Lemma 4.11.22 it turns out that the pointed space
(
X˜ , x˜0
)
is the in-
verse noncommutative limit of S(X ,x0). From the Theorem 5.4.20 it turns out that(
A, A
(
X˜
)
,G
(
X˜
∣∣∣X )) is infinite noncommutative covering of SA (cf. Def-
inition 3.1.34), and taking into account the Definition 3.3.1 one concludes that(
A, A
(
X˜
)
,G
(
X˜
∣∣∣X )) is the universal covering of A.
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Corollary 5.4.25. Let A be a separable C∗-algebra, such that the spectrum X of A is is
a connected locally connected locally compact second-countable Hausdorff space. If X is a
locally path connected semilocally 1-connected space, then
(i) A has the algebraical universal approximately finite covering.
(ii) Moreover if π1 (X , x0) is residually finite then there is the group isomorphism
π1 (X , x0) ∼= π1
(
A,
{
A0
(
pµν
)})
. (5.4.46)
Proof. (i) From the Lemmas A.2.21 and A.2.22 it turns out that there is the uni-
versal covering X˜ → X . From the Corollary A.2.19 it turns out that π1 (X , x0) ≈
G
(
X˜
∣∣∣X ), hence G ( X˜ ∣∣∣X ) is residually finite. From the Theorem 5.4.24 it fol-
lows that A0
(
X˜
)
is the universal covering of A.
(ii) Let p˜ : X˜ → X be the universal covering of X and let x˜0 ∈ X˜ be such that
p˜ (x˜0) = x0. If p˜λ : X˜ → Xλ are natural coverings and xλ0 = p˜λ (x˜0) then there is a
pointed topological finite covering categoryS(X , p˜(x˜0)) =
{
pλ :
(Xλ, xλ0 )→ (X , x0)}.
From the Lemma 5.4.2 there is the associated to S(X , p˜(x˜0)) pointed algebraical
finite covering category
(
{A0 (pλ) : A→ A0 (Xλ)} ,
{
A0
(
pµν
)}
µ,ν∈Λ
µ>ν
)
. such that
A0
(
X˜
)
is the inverse limit of it (cf. Definition 3.1.34). From (3.3.1) it follows that
π1
(
A,
{
A0
(
pµν
)})
= G
(
A0
(
X˜
) ∣∣∣ A) .
Otherwise from the Corollary A.2.19 it follows that π1 (X , x0) ≈ G
(
X˜
∣∣∣X )
and taking into account G
(
A0
(
X˜
) ∣∣∣ A) ∼= G ( X˜ ∣∣∣X ) one has
π1 (X , x0) ∼= π1
(
A,
{
A0
(
pµν
)})
.
5.4.26. Let (X,Y) be sub-unital operator space with continuous trace (cf. Definition
5.1.2) C∗-algebra with continuous trace. From the Lemma 5.1.3 it follows that the
C∗-envelope Ce (X,Y) has continuous trace.
Theorem 5.4.27. Consider the situation described in 5.4.26, and suppose that the spec-
trum X of Ce (X,Y) a connected locally connected locally compact second-countable Haus-
dorff space. If there is the universal topological covering p˜ : X˜ → X (cf. Definition
A.2.20) such that G
(
X˜
∣∣∣X ) is residually finite group then C0 (lift p˜ [X]) is the univer-
sal covering of (X,Y) (cf. Definition 3.3.4).
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Proof. From the Theorem 5.4.24 it follows that(
Ce (X,Y) ,Ce (X,Y)0
(
X˜
)
,G
(
X˜
∣∣∣X ))
is the universal covering of Ce (X,Y). From the Definition 3.3.4 and the Theorem
5.4.23 it follows that C0
(
lift p˜ [X]
)
is the universal covering of (X,Y).
Corollary 5.4.28. Consider the situation described in 5.4.26 and the Theorem 5.4.27 If
X is a locally path connected semilocally 1-connected space, and π1 (X , x0) is residually
finite then
π1
(
(X,Y) ,
{
C∗e (X,Y)0
(
pµν
)}) ∼= π1 (X , x0)
Proof. Follows from the Theorem 5.4.24 Corollary 5.4.24 and the Definition (3.3.4).
5.4.4 Induced representation
Let us consider a compact Riemannian manifold M with a spin bundle S. The
algebra C (M) ⊗Mn (C) is a homogeneous of order n C∗-algebra (cf. Definition
D.8.20). If p : M˜ → M is an infinite transitive covering then from the Theorem
5.4.20 it follows that there is a noncommutative infinite covering(
C (M)⊗Mm (C) ,C0
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M)) . (5.4.47)
If ϕfin : Mm (C)→ B
(
Ck
)
is a faithful representation then there is the action
C (M)⊗Mm (C)× C
(
M,
{
Sx ⊗ Ck
}
, Γ (M,S)⊗Ck
)
→
→ C
(
M,
{
Sx ⊗ Ck
}
, Γ (M,S)⊗ Ck
) (5.4.48)
such that from
a = a′ ⊗ T, a′ ∈ C (M) T ∈ Mm (C) ,
ξ = ξ′ ⊗ x, ξ′ ∈ Γ (M,S) x ∈ Ck
it follows that
aξ = a′ξ′ ⊗ ϕfin (T) x
There is the alternative description of the above action. The C∗-algebra C (M)⊗
Mm (C) is a continuity structure for M and the family {Mm (C)x}x∈X such that
C (M)⊗Mm (C) ∼= C (M, {Mm (C)x} ,C (M)⊗Mm (C))
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For any x ∈ X the representation ϕfin induces the action Mm (C)x × Sx ⊗ Ck →
Sx ⊗ Ck such that
ax (sx ⊗ y) = s⊗ ϕfin (ax) y, ∀ax ∈ Mm (C)x , ∀sx ∈ Sx, ∀y ∈ Ck. (5.4.49)
If a ∈ C (M, {Mm (C)x} ,C (M)⊗Mm (C)) corresponds to a family
{ax ∈ Mm (C)}x∈X and ξ ∈ C
(
M,
{Sx ⊗Ck} , Γ (M,S)⊗Ck) corresponds to a
family
{
ξx ∈ Sx ⊗Ck
}
x∈X then the product aξ corresponds to the family{
axξx ∈ Sx ⊗Ck
}
x∈X where the action (5.3.21) is implied. From the Lemma 4.8.16
it follows that there is the isomorphism(
Cc
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C)
⊗C(M)⊗Mm(C)
(
C
(
M,
{
Sx ⊗ Ck
}
, Γ (M,S)⊗ Ck
)) ≈−→
≈−→ Cc
(
liftp
[(
C
(
M,
{
Sx ⊗ Ck
}
, Γ (M,S)⊗Ck
))]) (5.4.50)
of left C0
(
M˜
)
⊗Mm (C)-modules. Note that Sx ⊗ Ck ∼= Skx and taking into ac-
count Lemmas 4.5.4 and 4.5.59 the given by (5.3.22) isomorphism can be repre-
sented by the following way(
Cc
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) Γ
(
M,Sk
) ≈−→ Γc (M˜, S˜k) (5.4.51)
where S˜ is the inverse image of S . For any x ∈ X the space Sx is a Hilbert space,
so Skx = Sx ⊗ Ck has the natural structure of Hilbert space which is the finite
direct product of Hilbert spaces. It follows that Sk is a Hermitian vector bundle
(cf. Definition A.3.11) and L2
(
M,Sk) ∼= L2 (M,S)k is a Hilbert space with the
given by (A.3.3) scalar product, i.e.
(ξ, η)L2(M,Sk)
def
=
∫
M
(ξx, ηx)x dµ. (5.4.52)
Lemma 5.4.29. If p : M˜ → M is a finite-fold transitive covering and S˜ is the inverse
image of S by p (cf. Definition A.3.7) then the following conditions hold:
(i) The map (5.3.23) can be extended up to the following homomorphism(
Cc
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) L2
(
M,Sk
) ≈−→ L2 (M˜, S˜k)
of left C0
(
M˜
)
⊗Mm (C)-modules.
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(ii) The image of
(
Cc
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) L2
(
M,Sk) is dense in L2 (M˜, S˜k).
Proof. There is the natural inclusion of C∗-algebras
C
(
M˜
)
→ C
(
M˜
)
⊗Mm (C) ,
a˜ 7→ a˜⊗ 1Mm(C).
Using it one can prove this lemma as well as the Lemma 4.11.41 had been proved.
Let both µ and µ˜ be Riemannian measure (cf. [26]) on both M and M˜ respec-
tively which correspond to both the volume element (cf. (E.4.1)) and its p-lift (cf.
(4.9.2)). If A def= C (M)⊗Mm (C), A˜ def= C0
(
M˜
)
⊗Mm (C) and K
(
A˜
)
is the Ped-
ersen’s ideal of A˜ then one has K
(
A˜
) ∼= Cc (M˜) ⊗ Mm (C). If a˜ ⊗ ξ, b˜ ⊗ η ∈
K
(
A˜
)
⊗A Γ
(
M,Sk) ⊂ L2 (M˜, S˜k) then a˜ ∈ Cc (M˜) , so there exists covering sum
for supp a˜ (cf. Definition 4.2.6), i.e. a finite subset A˜supp a˜ ⊂ A˜ such that
∑
α∈Asupp a˜
a˜α (x˜) = 1 ∀x˜ ∈ supp a˜.
The given by the Equation (3.4.4) scalar product (·, ·)ind on
Cc
(
M˜
)
⊗Mm (C)⊗C(M)⊗Mm(C) Γ (M, S)k satisfies to the following equation satis-
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fies to the following equation(
a˜⊗ ξ, b˜⊗ η
)
ind
=
(
ξ,
〈
a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
=
= ∑
α˜∈A˜supp a˜
(
ξ,
〈
a˜α˜ a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
=
= ∑
α˜∈A˜supp a˜
(
ξ, desc
(
a˜α˜ a˜
∗ b˜
)
η
)
L2(M,S)
=
= ∑
α˜∈A˜supp a˜
∫
M
(
ξx, desc
(
a˜α˜ a˜
∗ b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜supp a˜
∫
M
(
desc (e˜α˜ a˜) ξx, desc
(
e˜α˜b˜
)
ηx
)
x
dµ =
= ∑
α˜∈A˜supp a˜
∫
M˜
(
a˜liftU˜α˜ (eα˜ξ)x˜ , b˜ liftU˜α˜ (eα˜η)x˜
)
x˜
dµ˜ =
= ∑
α˜∈A˜supp a˜
∫
M˜
a˜α˜
(
a˜liftU˜α˜ (ξ)x˜ , b˜ liftU˜α˜ (η)x˜
)
x˜
dµ˜ =
=
∫
M˜
(
a˜liftp (ξ)x˜ , b˜ liftp (η)x˜
)
x˜
dµ˜ =
(
a˜ liftp (ξ) , b˜ liftp (η)
)
L2(M˜,S˜)
=
=
(
φ (a˜⊗ ξ) , φ
(
b˜⊗ η
))
L2(M˜,S˜)
(5.4.53)
where φ is given by (4.8.21). The equation (5.4.53) means that (·, ·)ind = (·, ·)L2(M˜,S˜ k),
and taking into account the dense inclusion Cc
(
M˜
)
⊗C(M) Γ
(
M,Sk) ⊂ L2 (M˜, S˜k)
with respect to the Hilbert norm of L2
(
M˜, S˜k
)
one concludes that the space of
induced representation coincides with L2
(
M˜, S˜k
)
. It means that induced repre-
sentation C0
(
M˜
)
× L2
(
M˜, S˜k
)
→ L2
(
M˜, S˜k
)
is given by (A.3.4). So one has the
following lemma.
Lemma 5.4.30. If C (M) ⊗ Mm (C) → B
(
L2
(
M,Sk)) is the described above repre-
sentation and the representation ρ˜ : C0
(
M˜
)
⊗ Mm (C) → B
(
H˜
)
is induced by the
pair (
ρ,
(
C (M)⊗Mm (C) ,C0
(
M˜
)
⊗Mm (C) ,G
(
M˜
∣∣∣M)))
(cf. Definition 3.4.5) then following conditions hold:
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(a) There is the homomorphism of Hilbert spaces H˜ ∼= L2
(
M˜, S˜k
)
,
(b) The representation ρ˜ is described above action of C0
(
M˜
)
⊗Mm (C) on L2
(
M˜, S˜k
)
.
Proof. (a) Follows from (5.3.25),
(b) From the Lemma 5.3.22 it follows that the map(
C
(
M˜
)
⊗Mm (C)
)
⊗C(M)⊗Mm(C) L2
(
M,Sk) ≈−→ L2 (M˜, S˜k) is the homomorphism
of left C
(
M˜
)
⊗Mm (C) modules, so the given by (A.3.4), i.e. C
(
M˜
)
⊗Mm (C)-
action coincides with the C
(
M˜
)
⊗Mm (C)-action the given by (2.3.2).
Remark 5.4.31. If the spectral triple
T˜
def
=
(
C∞0
(
M˜
)
⊗Mm (C) , L2
(
M˜, S˜
)
⊗ Ck, D˜/ ⊗ Γfin + IdL2(M˜,S˜) ⊗ Dfin
)
is the geometrical p-lift of the spectral triple(
C∞ (M)⊗Mm (C) , L2 (M, S)⊗ Ck,D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin
)
.
(cf. Definition 5.2.4), then clearly the corresponding to T˜ representation of C (M)⊗
Mm (C) equals to the given by the Lemma 5.4.30 representation.
5.4.5 Coverings of spectral triples
Let /T
def
=
(
C∞ (M) , L2 (M, S) , /D
)
be a commutative spectral triple (cf. Equa-
tion (E.4.6)), and let p˜ : M˜ → M be an infinite regular covering such that the
covering group G
(
M˜ | M
)
(cf. Definition A.2.3) is residually finite (cf. Defini-
tion B.3.2). From the Lemma 4.11.22 it it turns out that there is a (topological)
finite covering category S = {pλ : Mλ → M} (cf. 4.11.2) such that the (topolog-
ical) inverse limit of S is naturally homeomorphic to M˜. From the Proposition
E.5.1 it follows that M˜ and Mλ (∀λ ∈ Λ) have natural structure of the Rieman-
nian manifolds. According to the Example 4.7.5 denote by S˜ def= C0
(
liftp (S)
)
and
Sλ
def
= Cb
(
liftpλ (S)
)
(for all λ ∈ Λ) the lifts of the spin bundle (cf. A.3). Similarly
to the Section 4.9 one can prove that for any λ ∈ Λ that there is the pλ-inverse
image p−1λ /D of /D (cf. Definition 4.7.11) and the operator p
−1
λ /D can be regarded
as an unbounded operator on L2 (Mλ, Sλ). Moreover there is the p˜-inverse image
p˜−1 /D of /D (cf. Definition 4.7.11) and the operator p˜−1 /D is an unbounded operator
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on L2
(
M˜, S˜
)
. From the Lemma 4.11.24 and the Theorem 4.11.37 it turns out that
S
pt
C(M) = (C(M) →֒ C(Mλ)}λ∈Λ ,
{
C0
(
pµν
)
: C (Mν) →֒ C
(
Mµ
))
is a good pointed
algebraical finite covering category, and the triple(
C (M) ,C0
(
M˜
)
,G = G
(
M˜
∣∣∣M))
is an infinite noncommutative covering of SC(M). Otherwise from the Theorem
4.11.49 it follows that
S(C∞(M),L2(M,S), /D) =
=
{
/Tλ
def
=
(
C∞ (Mλ) , L2 (Mλ, Sλ) , p−1λ /D
)}
λ∈Λ
∈ CohTriple (5.4.54)
From the Theorem 5.4.20 one has a good pointed algebraical finite covering cate-
gory
S
pt
C(M)⊗Mm(C) =
=
({
C0 (pλ)⊗ IdMm(C)C(M)⊗Mm (C) →֒ C(Mλ)⊗Mm (C)
}
λ∈Λ ,
{
C0
(
pµν
)⊗ IdMm(C) : C (Mν)⊗Mm (C) →֒ C (Mµ)⊗Mm (C)}µ,ν∈Λ
µ≥ν
) (5.4.55)
and (
C (M)⊗Mm,C0
(
M˜
)
⊗Mm,G = G
(
M˜
∣∣∣M))
is the infinite noncommutative covering of S
pt
C(M)⊗Mm(C) (cf. Definition 3.1.34). If
Tfin
def
=
(
Mm (C) ,Ck,Dfin
)
is a finite spectral triple (cf. Definition E.6) then one can
define products of spectral triples (cf. Definition E.7)
T
def
= /T× Tfin =
(
C∞ (M)⊗Mm (C) , L2 (M,S)⊗Ck,D
)
,
where D def= D/ ⊗ Γfin + IdL2(M,S) ⊗ Dfin ;
Tλ
def
= /Tλ × Tfin =
(
C∞ (Mλ)⊗Mm (C) , L2 (Mλ,Sλ)⊗Ck,Dλ
)
,
where Dλ
def
= p−1λ D/ ⊗ Γfin + IdL2(Mλ,Sλ) ⊗ Dfin.
(5.4.56)
Lemma 5.4.32. The indexed by Λ family of spectral triples
ST
def
= {Tλ}λ∈Λ (5.4.57)
is a coherent set of spectral triples (cf. Definition 3.5.2).
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Proof. Consider the atomic representation πa : C∗-lim−→λ∈Λ C (Mλ) ⊗ Mm (C) →
B
(
Ĥ
)
(cf. Definition D.2.33). Any coherent set of spectral triples is weakly co-
herent. So one needs check that ST satisfies to conditions (a)-(d) of the Definition
3.5.1.
(a) Follows from the Theorem 5.3.28.
(b) For all λ ∈ Λ the C∗-algebra C (Mλ) is the C∗-norm completion of C∞ (Mλ).
(c) Follows from the Theorem 5.4.20.
(d) Follows from the Theorem 5.3.28.
From the Lemma 5.4.21 it follows that the pointed algebraical finite covering
category S
pt
C(M)⊗Mm(C) allows inner product, hence from the Definition 3.5.2 it
turns out that ST is a coherent set of spectral triples.
Lemma 5.4.33. If W˜∞ is the space of ST-smooth elements (cf. Definition 3.5.3) then
W˜∞ = C∞c
(
M˜
)
⊗Mm (C) .
Proof. The proof of this lemma is similar to the proofs of the Lemmas 4.11.45 and
4.11.46
Similarly to (4.8.22) one can define a C∞c
(
M˜
)
-module homomorphism
φ˜∞ :
(
C∞c
(
M˜⊗Mn (C)
)
⊗C∞(M)⊗Mn(C) Γ∞ (M,S)k
)
→ Γ∞c
(
M˜, S˜
)k
,
n
∑
j=1
a˜j ⊗ ξ j 7→
n
∑
j=1
a˜jliftp
(
ξ j
) (5.4.58)
where both Γ∞ (M,S) and Γ∞c
(
M˜, S˜
)
are defined by the Equations (E.4.2) and
(4.9.6) respectively.
Lemma 5.4.34. The given by the Equation (5.4.58) homomorphism is an isomorphism.
Proof. The proof of the Lemma 4.8.11 uses the partition of unity. However from
the Proposition A.1.26 it turns out that there is a smooth partition of unity. Using
it one can proof this lemma as well as the Lemma 4.8.11 has been proved.
5.4.35. Let us explicitly the specialization of the explained in 3.5.6 construction.
Following table reflects the mapping between general theory and the specializa-
tion.
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General theory The specialization
Hilbert spaces H and H˜ L2 (M,S)k and L2
(
M˜, S˜
)k
Pre-C∗-algebra A C∞ (M)⊗Mn (C)
Pedersen’s ideal K
(
A˜
)
Cc
(
M˜
)
The space of W˜∞ C∞c
(
M˜
)
⊗Mn (C)
smooth elements
Dirac operators D D/ ⊗ Γfin + IdL2(M,S)k ⊗ Dfin
D˜ ?
H∞ def= ⋂∞n=1DomDn ⊂ H Γ∞ (M,S)k = ⋂∞n=1DomDn
Similarly to the given by 4.11.48 construction we can prove the following explicit
equation
D˜ = p˜−1D/ ⊗ Γfin + IdL2(M,S)k ⊗ Dfin (5.4.59)
for the specialization of the given by (3.5.9) operator.
Theorem 5.4.36. In the described in this section situation following conditions hold:
(i) The given by (5.4.56) (5.4.57) coherent set
ST
def
= {Tλ}λ∈Λ
of spectral triples is good (cf. Definition 3.5.5).
(ii) The
(
C (M)⊗Mn (C) ,C0
(
M˜
)
⊗Mn (C) ,G
(
M˜
∣∣∣M))-lift of the spectral triple
T
def
=
(
C∞ (M)⊗Mn (C) , L2 (M, S, µ)k ,D/ ⊗ Γfin + IdL2(M,S)k ⊗ Dfin
)
(cf. Definition 3.5.7) coincides with the geometrical p-lift of T (cf. Definition 5.2.4).
Proof. The proof of this theorem is similar to the proof of the Theorem 4.11.49.
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Chapter 6
Coverings of C∗-Hilbert modules
over commutative C∗-algebras
6.1 Basic constructions
The notion of continuous vector field is discussed in D.8.2, here we consider the
space of continuous vector fields as an operator space. Let X be a locally compact
Hausdorff topological space and let {Hx}x∈X be a family of infinite dimensional
Hilbert spaces. Let F be a continuity structure for X and the {Hx} (cf. Definition
D.8.27). If
XC0(X )
def
= C0 (X , {Hx} ,F) (6.1.1)
( cf. Definition 4.5.8) then form the Lemma 4.12.3 it turns out that XC0(X ) is a
C∗-Hilbert C0 (X )-module. It is known that any C∗-Hilbert module is an operator
space. Here we consider a detailed construction of this operator space. Denote by
HC0(X )
def
=
⊕
x∈X
Cx,
HX def=
⊕
x∈X
Hx
the Hilbert direct sums where Cx
def
= C for all x ∈ X . Any ξ ∈ XC0(X ) corresponds
to a family {ξx ∈ Hx} which gives the operator
a (ξ) ∈ B
(
HX ,HC0(X )
)
;
{ηx ∈ Hx} 7→
{
(ηx, ξx)Hx ∈ Cx
} (6.1.2)
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Denote by
o (ξ) ∈ B
(
HX
⊕HC0(X )) ;
o (ξ)
def
=
(
0 0
a (ξ) 0
)
There is the C-linear injective map o : XC0(X ) → B
(
HX⊕HC0(X )) yields the
structure of the operator space. If o∗ (ξ) is adjoint of o (ξ) then o∗ (ξ) corresponds
to the operator (
0 a∗ (ξ)
0 0
)
∈ B
(
HX
⊕HC0(X ))
where
a∗ (ξ) ∈ B
(
HC0(X ),HX
)
; {cx ∈ Cx} 7→ {cxηx ∈ Cx} (6.1.3)
Denote by A ⊂ B
(
HC0(X ) +HX
)
the C∗-algebra generated by the C-linear space{
a ∈ B
(
HC0(X )
⊕HX)∣∣∣ ∃ξ ∈ XC0(X ) a = o (ξ)}
Any a ∈ A corresponds to the family {ax ∈ Hx⊕Cx}x∈X . For any x ∈ X and
ξ ∈ XC0(X ) one has ‖ξx‖ = ‖o (ξ)x‖ it turns for any a ∈ A one has
(x 7→ ‖ax‖) ∈ C0 (X )
where the family {ax ∈ Hx⊕Cx}x∈X corresponds to a. It turns out that A is a
continuity structure for X and the {Hx⊕Cx} (cf. Definition D.8.27) so
A = C0
(
X ,
{
Hx
⊕
Cx
}
, A
)
(6.1.4)
(cf. Definition 4.5.8). For all ξ, η ∈ XC0(X ) one has
o (ξ) o (η) = o∗ (ξ) o∗ (η) = 0,
o (ξ) o∗ (η) =
(
ξ 〉〈 η
0 0
)
∈
(
K
(
XC0(X )
)
0
0 0
)
,
o∗ (ξ) o (η) =
(
0 0
0 〈ξ, η〉XC0(X )
)
∈
(
0 0
0 C0 (X )
)
,
it follows that
A ∼=
K (XC0(X )) a∗ (XC0(X ))
a
(
XC0(X )
)
C0 (X )
 . (6.1.5)
Lemma 6.1.1. If A is given by (6.1.4) and Aˆ is the spectrum of A then there is the natural
homeomorphism Aˆ ∼= X .
Proof. If
B def=
(
K
(
XC0(X )
)
0
0 0
)
⊂ A
then for all b′b′′ ∈ B and a ∈ A one has b′ab′′ ∈ B, i.e. B is a hereditary subalgebra
of A (cf. Lemma D.1.17). If Bˆ is the spectrum of B then from the Proposition D.2.20
it follows that Aˆ \ hull (B) ∼= Bˆ. If hull (B) 6= ∅ and y ∈ hull (B) then ρy (B) = 0.
If there is ξ ∈ XC0(X ) such that ρy (o (ξ)) 6= 0 then ρy (o (ξ) o∗ (ξ)) 6= 0 and from
o (ξ) o∗ (ξ) ∈ B one has a contradiction it turns out ρy (o (ξ)) = ρy (o∗ (ξ)) = 0 for
all ξ ∈ XC0(X ). If
C def=
(
0 0
0 C0 (X )
)
⊂ A
then C is generated by elements o∗ (ξ) o (η)where ξ, η ∈ XC0(X ), so ρy (C) = {0}. It
follows that ρy (A) = {0} but it is impossible. So one has hull (B) = ∅ and Aˆ ∼= Bˆ.
From B ∼= K
(
XC0(X )
)
and the Proposition D.8.18 it follows that Aˆ ∼= Bˆ ∼= X .
Corollary 6.1.2. If A is given by (6.1.4) the A is a C∗- algebra with continuous trace.
Proof. For any x0 ∈ X there is a positive f ∈ Cc (X ) such that f (x0) = 1. The
element (
0 0
0 f
)
∈ A
satisfies to (iii) of the Proposition D.8.18 so A is a C∗- algebra with continuous
trace.
The map o : XC0(X ) → A is an inclusion so XC0(X ) can be regarded as the
subspace of B
(
HX⊕HC0(X )). If Y def= C · 1HX⊕HC0(X ) ⊕ XC0(X ) then (XC0(X ),Y)
is a sub-unital operator space (cf. Definition 2.6.1).
Lemma 6.1.3. The given by (6.1.4) C∗-algebra A is the C∗-envelope of
(
XC0(X ),Y
)
(cf.
Definition 2.6.4), i.e. A ∼= C∗e
(
XC0(X ),Y
)
(cf. (2.6.2)).
Proof. Firstly we prove that A+ is the C∗-envelope C∗e (Y) of Y. From the natural in-
clusion jY : Y →֒ A+ of operator spaces it follows that (A+, jY) is the C∗-extension
of Y (cf. Definition D.7.9). From the Theorem D.7.11 it turns out that there is the
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surjective *-homomorphism k : A+ → C∗e (Y). If A+ is not isomorphic to C∗e (Y)
then ker k 6= {0}. Note that ker k is a closed self-adjoint ideal. Consider a positive
nonzero element
a =
(
c b∗
b d
)
∈ ker k
where the matrix representation (6.1.5) is used. It follows that c 6= 0 or d 6= 0.
If c 6= 0 then there is the generated by c nonempty ideal I ∈ K
(
XC0(X )
)
and
an open subset U ∈ X such that ker k = K
(
XC0(X )
)∣∣∣U (cf. D.8.2). There is the
nonzero ξ ∈ XC0(X ) such that supp ξ ⊂ U . From o (ξ) o∗ (ξ) ∈ ker k it turns out
that (k ◦ jY (ξ)) (k ◦ jY (ξ))∗ = 0 and k ◦ jY (ξ) = 0, but it is impossible. If d 6= 0
then there is an open subset V ⊂ X such that d (x) > 0 for all x ∈ V . There is a
nonzero η ∈ XC0(X ) such that supp η ⊂ V . From o∗ (η) o (η) ∈ ker k it turns out
that (k ◦ jY (η))∗ (k ◦ jY (η)) = 0 and k ◦ jY (η) = 0 but it is impossible. So k is *-
isomorphism and A+ ∼= C∗e (Y). Otherwise A is the minimal containing o
(
XC0(X )
)
C∗-subalgebra of A+. From the Definition 2.6.4 it follows that A ∼= C∗e (X,Y).
6.2 Noncommutative coverings and fundamental groups
Following Theorems follow from from the Corollary 6.1.2, Lemma 6.1.3.
Theorem 6.2.1. If XC0(X ) is given by (6.1.1) and X is a second-countable space lo-
cally connected space then the Theorem 5.3.21 5.4.23 yields the 1-1 correspondence be-
tween transitive finite-fold coverings of X and noncommutative finite-fold coverings of(
XC0(X ),Y
)
.
Theorem 6.2.2. If XC0(X ) is given by (6.1.1) and X is a second-countable space locally
connected space then the Theorem 5.4.23 yields the 1-1 correspondence between transitive
infinite coverings of X with residually finite covering group and noncommutative infinite
coverings of
(
XC0(X ),Y
)
.
Taking into account the Theorem 5.4.27 one has
Theorem 6.2.3. If XC0(X ) is given by (6.1.1) and X is a second-countable space locally
connected space. If there is the universal topological covering p˜ : X˜ → X (cf. Definition
A.2.20) such that G
(
X˜
∣∣∣X ) is residually finite group then C0 (liftp˜ [XC0(X )]) is the
universal covering of
(
XC0(X ),Y
)
(cf. Definition 3.3.4).
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From the Corollary 5.4.28 it follows that
Corollary 6.2.4. Consider the situation described in the Theorem 6.2.3 If X is a locally
path connected semilocally 1-connected space, and π1 (X , x0) is residually finite then
π1
((
XC0(X ),Y
)
,
{
C∗e
(
XC0(X ),Y
)
0
(
pµν
)}) ∼= π1 (X , x0)
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Chapter 7
Foliations and coverings
7.1 Basic constructions
7.1.1 Irreducible representations
For any foliated space (M,F) denote by M/F the set of all leaves, and for any
leaf L ∈ M/F we select a point xL ∈ L. We write
ρL
def
= ρxL : C
∗
r (M,F)→ B
(
L2 (GxL)
)
(7.1.1)
where the representation ρxL is given by the Equation (G.1.4). From the Theorem
G.1.38 it turns out that the representation (7.1.1) is irreducible if and only if the
leaf L has no holonomy. If M/Fno hol ⊂ M/F the subset of leaves which have no
holonomy then the spectrum of C∗r (M,F) coincides with M/Fno hol. The atomic
representation πa of C∗r (M,F) (cf. Definition D.2.33) is given by
πa =
⊕
L∈M/Fno hol
ρL : C∗r (M,F) →֒ B
 ⊕
L∈M/Fno hol
L2 (GxL)
 . (7.1.2)
7.1.2 Operator algebras of foliation coverings
Lemma 7.1.1. If (M,F) is a foliated manifold without boundary and p : M˜ → M is a
covering then for any x ∈ M there is a foliated chart (V , φ) such that x ∈ V and V is
evenly covered by p.
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Proof. If x ∈ M there is a point then there is an open neighborhood U which
is evenly covered by p (cf. Definition A.2.1). There is a foliated atlas {Uα}α∈A ,
hence there is α ∈ A such that x ∈ Uα. There is a *-homomorphism ϕ : Uα ≈−→
Rq × Rn−q. The set W = ϕ (U ∩ Uα) is an open neighborhood of ϕ (x). Since
cubic neighborhoods are basis of all neighborhoods of ϕ (x) there is an inclusion
ψ : Rq ×Rn−q → W which is a foliated chart. If V = ϕ−1 (W) and φ = ψ−1 ◦ ϕ
then (V , φ) is a foliated chart, such that V is evenly covered by p.
Lemma 7.1.2. Let (M,F) be a foliated manifold without boundary, and let p :
(
M˜, F˜
)
→
(M,F) be a regular covering (cf. Definition G.2.10). If U˜ is a foliated chart such that
the restriction p|U˜ : U˜ → X is injective, and U = p
(
U˜
)
then there are the natural
involutive isomorphisms
ψU˜ : C
∗
r (U ,F|U )
≈−→ C∗r
(
U˜ , F˜
∣∣∣U˜) ,
ψU˜ : Γc (U ,F|U )
≈−→ Γc
(
U˜ , F˜
∣∣∣U˜) . (7.1.3)
Proof. Follows from the isomorphism (U ,F|U ) ∼=
(
U˜ , F˜
∣∣∣U˜) of foliated manifolds.
Definition 7.1.3. In the situation the Lemma 7.1.2 we say that if a˜ ∈ C∗r
(
U˜ , F˜
∣∣∣U˜)
then ψ−1U˜ (a˜) is the p-descent of a˜. We write
descp (a˜)
def
= ψ−1U˜ (a˜) .
Conversely if a ∈ C∗r (U ,F|U ) then a˜ = ψU˜ (a) ∈ C∗r
(
U˜ , F˜
∣∣∣U˜) is said to be the
p-U˜ -lift of a. We write
lift
p
U˜ (a˜)
def
= ψU˜ (a) .
Sometimes lift
p
U˜ is replaced with lift
p
U˜ .
Remark 7.1.4. From the Definition 7.1.3 it follows that
lift
p
U˜ ◦ descp (a˜) = a˜,
descp ◦ liftpU˜ (a) = a.
(7.1.4)
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Remark 7.1.5. If (M,F) is a foliated manifold without boundary and both p′ :
M′ → M, p′′ : M′′ → M′ are coverings then for any open subset U ′′ of M′′ such
that the restriction p′ ◦ p′′|U ′′ and any a′′ ∈ C∗r (U ′′,F ′′|U ′′) ⊂ C∗r (M′′,F ′′) one has
descp′◦p′′
(
a′′
)
= descp′ ◦ descp′′
(
a′′
)
. (7.1.5)
7.1.6. Let (M,F) be a foliated manifold without boundary, and let p :
(
M˜, F˜
)
→
(M,F) be a regular covering of foliations (cf. Definition G.2.10). For any x ∈ M
we select a chart (U , ϕ) such that x ∈ U and U is evenly covered by p. In result
one has a foliated atlas {Uα}α∈A associated to F (cf. Definition G.1.6) such that
Uα is evenly covered by p. From the Lemma G.1.13 one can suppose that the
atlas is regular. For any α ∈ A we select a connected open subset U˜α which is
homemorphically mapped onto Uα. If A˜ = A × G
(
M˜
∣∣∣M) and U˜(α,g) = gU˜α
then
{
U˜α
}
α˜∈A˜
is a foliated atlas of
(
M˜, F˜
)
which is regular.
Definition 7.1.7. Let (M,F) be a foliated manifold, and let p : M˜ → M be a
covering. A regular foliated atlas A = {Uι}ι∈I of M is said to be subordinated to p
if Uι is evenly covered by p for all ι ∈ I .
Definition 7.1.8. Let (M,F) be a foliated manifold, and let p : M˜ → M be a
covering. Let A = {Uι}ι∈I of M be subordinated to p regular foliated atlas. If
A˜ =
{
U˜ι˜
}
ι˜∈I˜
is the regular foliated atlas of M˜ such that for any ι˜ ∈ I˜ there is ι ∈ I
such that p
(
U˜ι˜
)
= Uι then we say that A˜ is the p-lift of A.
Definition 7.1.9. Let A = {Uι}ι∈I be a regular foliated atlas of M. We say that the
family of given by (G.1.3)
Vα = G (Uι0) ... G (Uιk) ∈ G (M,F) , α = (ι1, ..., ιk, ) (7.1.6)
open Hausdorff sets is induced by A.
Lemma 7.1.10. Let (M,F) be a foliation, and let p :
(
M˜, F˜
)
→ (M,F) be a reg-
ular covering (cf. Definition G.2.10). Let A = {Uι}ι∈I of M be a subordinated to p,
regular foliated atlas (cf. Definition G.1.12). Let A˜ =
{
U˜ι˜
}
ι˜∈I˜
be the p-lift of A. Let
Vα = G (Uι0) ... G (Uιk) 6= ∅. If p
(
U˜ι˜k
)
= Uιk then for there is the unique tuple{
U˜ι˜0 , ...., U˜ι˜k−1
}
such that
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• p
(
U˜ι˜ j
)
= Uι j for any j = 1, ..., k− 1.
• G
(
U˜ι˜0
)
... G
(
U˜ι˜k
)
6= ∅.
Proof. If
{
U˜ιλ
}
λ∈Λ
⊂ A˜ is such that p
(
U˜ι˜λ
)
= Uιk−1 for every λ ∈ Λ then there
is the unique λ0 ∈ Λ such that U˜ιλ0 ∩ U˜ι˜k 6= ∅. It follows that G
(
U˜ι˜λ0
)
G
(
U˜ι˜k
)
6=
∅ and G
(
U˜ι˜λ
)
G
(
U˜ι˜k
)
= ∅ for all λ 6= λ0. Similarly on can find the unique
U˜ι˜k−2 , ..., U˜ι˜0 such that G
(
U˜ι˜0
)
... G
(
U˜ι˜k
)
6= ∅.
Remark 7.1.11. In the situation of the Lemma 7.1.10 the chart U˜ι˜k can be replaced
with U˜ι˜0 .
7.1.12. From (G.1.5) it turns out that there is the surjective map
Γ⊕ :
⊕
α
Γc
(
Vα,Ω1/2
)
Γ⊕−→ Γc
(
G,Ω1/2
)
.
Otherwise from the Definition G.1.27 it follows that Γc
(G,Ω1/2) is dense in C∗r (M,F)
with respect the given by (G.1.6) to pseudonorm for all α there is the inclusion
Γc
(Vα,Ω1/2) →֒ Γc (G,Ω1/2) which can be regarded as a map
φα : Γc
(
Vα,Ω1/2
)
→ C∗r (M,F) . (7.1.7)
The algebraic C-linear span of elements φα (aα) is dense in C∗r (M,F)
Lemma 7.1.13. If (M,F) is a foliated space, and p :
(
M˜, F˜
)
→ (M,F) is a regular
covering (cf. Definition G.2.10) then one has:
(i) There is the natural injective *-homomorphism
C∗b (p) : C
∗
r (M,F) →֒ M
(
C∗r
(
M˜, F˜
))
(7.1.8)
(ii) If p is a finite-fold covering then C∗b (p) (C
∗
r (M,F)) ⊂ C∗r
(
M˜, F˜
)
, i.e. is the
natural injective *-homomorphism
C∗r (p) : C
∗
r (M,F) →֒ C∗r
(
M˜, F˜
)
. (7.1.9)
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Proof. (i) Let A = {Uι}ι∈I of M be a subordinated to p regular foliated atlas. Let
A˜ =
{
U˜ι˜
}
ι˜∈I˜
be the p-lift of A. For any Uι ∈ A and U˜ι˜ ∈ A˜ consider given by
(G.1.7) maps, i.e.
jUι : Γc
(
G (Uι) ,Ω1/2
)
→֒ Γc
(
G (M) ,Ω1/2
)
,
jU˜ι˜ : Γc
(
G
(
U˜ι˜
)
, Ω˜1/2
)
→֒ Γc
(
G
(
M˜
)
, Ω˜1/2
)
Let Vα′ = G
(
Uι′0
)
... G
(
Uι′
k′
)
6= ∅ and let V˜
α˜′′ = G
(
U˜ι˜′′0
)
... G
(
U˜ι˜′′
k′′
)
6= ∅. Let
a′α′ = jUι′0
(
a′ι′0
)
· ... · jUιk′
(
a′ι′
k′
)
∈ Γc
(
Vα′ ,Ω1/2
)
, a′ι′j ∈ Γc
(
G
(
Uι′j
)
,Ω1/2
)
;
a˜′′α˜′′ = jU˜ι˜′′0
(
a˜′′ι˜′0
)
· ... · jUι˜k′′
(
a˜′′ι˜′′
k′′
)
∈ Γc
(
V˜α˜′′ , Ω˜1/2
)
, a˜′′ι˜′j ∈ Γc
(
G
(
Uι˜′′j
)
, Ω˜1/2
)
and suppose
a = φα′
(
a′α′
) ∈ C∗r (M,F) , (7.1.10)
a˜ = φα˜′′
(
a˜′′α˜′′
) ∈ C∗r (M˜, F˜) , (7.1.11)
(cf. (7.1.7)). One has p−1
(
Uι′
k′
)
=
⊔
λ∈Λ U˜λι˜′
k′
. There is no more then one λ0 ∈
Λ such that U˜λ0
ι˜′
k′
∩ U˜ι˜′′0 6= ∅. If U˜
λ0
ι˜′
k′
∩ U˜ι˜′′0 = ∅ then we set a˜a = 0. Otherwise
we set U˜ι˜′
k′
= U˜λ0
ι˜′
k′
and according to the Lemma 7.1.10 there is the unique tuple{
U˜ ′ι˜0 , ...., U˜ ′ι˜′k′−1
}
such that
• p
(
U˜ ′
ι˜′0
)
= Uι′j for any j = 1, ..., k− 1.
• G
(
U˜ ′ι˜′0
)
... G
(
U˜ ′ι˜′k
)
6= ∅.
We define
aa˜ = φα′
(
lift
U˜ι˜′0
p
(
a′ι′0
)
· ... · lift
U˜ι˜′
k′
p
(
a′ι′
k′
))
a˜ ∈ C∗r
(
M˜, F˜
)
Similarly one can define a˜a ∈ C∗r
(
M˜, F˜
)
. By linearity this product can be ex-
tended up to any finite sum of given by (7.1.11) elements. Since the C-linear span
of given by (7.1.11) is dense in C∗r
(
M˜, F˜
)
we have products aa˜ and a˜a for every
319
a ∈ C∗r
(
M˜, F˜
)
. Using the same reasons the products aa˜ and a˜a can be extended
up to the linear span of given by (7.1.10) elements, hence for any a ∈ C∗r (M,F)
and a˜ =∈ C∗r
(
M˜, F˜
)
one has aa˜, a˜a ∈ C∗r
(
M˜, F˜
)
.
(ii) If p is a finite-fold covering then for any ι ∈ I and p−1 (Uι) = ⊔λ∈Λ U˜λι then
the set Λ is finite. So for any
a ∈ C∗r
(
Uι, F|Uι
)
⊂ C∗r (X , F ) (7.1.12)
one has
∑
λ∈Λ
lift
U˜λι
p (a) ∈ C∗r
(
M˜, F˜
)
,
i.e. there is a map
C∗r
(
Uι, F|Uι
)
→֒ C∗r
(
M˜, F˜
)
So one has
∑
λ∈Λ
liftV˜λ
α′
(a) ∈ C∗r
(
M˜, F˜
)
. (7.1.13)
Above equation gives a map from the minimal algebra X which contains given
by (7.1.12) elements to C∗r
(
M˜, F˜
)
. Otherwise X is dense in C∗r (M,F) (cf. the
Corollary G.1.28) so the map X → C∗r
(
M˜, F˜
)
can be uniquely extended up to the
injective *-homomorphism C∗r (M,F) →֒ C∗r
(
M˜, F˜
)
.
Definition 7.1.14. Denote by FinFol the category of foliated manifolds and finite-
fold regular coverings (cf. Definition G.2.10). The given by the Lemma 7.1.13
from FinFol to the category of C∗-algebras and ∗-homomorphisms is said to be
the C∗r -functor. It will be denoted by C∗r .
Lemma 7.1.15. Let (M,F) be a foliated space, and let p : M˜ → M be a transitive
covering. Let
(
M˜, F˜
)
be the foliated space which comes from p. If U˜ ⊂ M˜ is a connected
open subset such that the restriction p|U˜ is injective, a˜ ∈ C∗r
(
M˜, F˜
)
is such that b˜ ∈
C∗r
(
U˜ , F˜U
)
(cf. Lemma G.2.3) then the following series
∑
g∈G( M˜|M)
ga˜ (7.1.14)
is convergent with respect to the strict topology of M
(
C∗r
(
M˜, F˜
))
. Moreover the sum
of the series in sense of the strict topology is equal to descp (a˜).
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Proof. Let A = {Uι}ι∈I of M be a subordinated to p regular foliated atlas. Let
A˜ =
{
U˜ι˜
}
ι˜∈I˜
be the p-lift of A. For all b˜′ ∈ C∗r
(
M˜, F˜
)
and ε > 0 there is b˜ ∈
Γc
(
G
(
M˜
)
, Ω˜1/2
)
such that
b˜′ =
n
∑
k=1
jU˜ι˜k,0
(
a˜ι˜k,0
)
· ... · jU˜ι˜k,jk
(
a˜ι˜k,jk
)
, a˜ι˜k,jl ∈ Γc
(
G
(
Uι˜ j,l
)
, Ω˜1/2
)
,∥∥∥b˜′ − b˜∥∥∥ < ε‖a˜‖
where U˜ι˜k,l ∈ A˜ for all k, l and jU˜ι˜k,l are given by (G.1.7) maps. For all k = 1, ..., n
there is no more than one g ∈ G
(
M˜
∣∣∣M) such that gU˜ ∩ U˜ι˜k,0 6= ∅. It follows that
the set
G′0
def
=⊂
{
g ∈ G
(
M˜
∣∣∣M)∣∣∣ ∃k ∈ {1, ..., n} gU˜ ∩ U˜ι˜k,0 6= ∅}
is finite. Similarly the set
G′′0 =
{
g ∈ G
(
M˜
∣∣∣M)∣∣∣ ∃k ∈ {1, ..., n} gU˜ ∩ U˜ι˜k,jk 6= ∅}
is also finite. According to the given by the Lemma 7.1.13 construction one has
descp (a˜) · jU˜ι˜k,0
(
a˜ι˜k,0
)
· ... · jU˜ι˜k,jk
(
a˜ι˜k,jk
)
=
=
(ga˜) jU˜ι˜k,0
(
a˜ι˜k,0
)
· ... · jU˜ι˜k,jk
(
a˜ι˜k,jk
)
gU˜ ∩ U˜ι˜k,0 6= ∅
0 ∀g ∈ G
(
M˜
∣∣∣M) gU˜ ∩ U˜ι˜k,0 = ∅ ,
jU˜ι˜k,0
(
a˜ι˜k,0
)
· ... · jU˜ι˜k,jk
(
a˜ι˜k,jk
)
descp (a˜) =
=
jU˜ι˜k,0
(
a˜ι˜k,0
)
· ... · jU˜ι˜k,jk
(
a˜ι˜k,jk
)
(ga˜) gU˜ ∩ U˜ι˜k,jk 6= ∅
0 ∀g ∈ G
(
M˜
∣∣∣M) gU˜ ∩ U˜ι˜k,jk = ∅.
(7.1.15)
If follows that both sets
G′ def=
{
g ∈ G
(
M˜
∣∣∣M)∣∣∣ (ga˜) b˜ 6= 0} ⊂ G′0,
G′′ def=
{
g ∈ G
(
M˜
∣∣∣M)∣∣∣ b˜ (ga˜) 6= 0} ⊂ G′′0 (7.1.16)
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are finite. From (7.1.15) it follows that
∑
g∈G( M˜|M)
(ga˜) b˜′ = ∑
g∈G′∪G′′
(ga˜) b˜′,
∑
g∈G( M˜|M)
b˜′ (ga˜) = ∑
g∈G′∪G′′
b˜′ (ga˜) ,
and taking into account
∥∥∥b˜′ − b˜∥∥∥ < ε‖a˜‖ one has∥∥∥∥∥∥ ∑g∈G( M˜|M) (ga˜) b˜− ∑g∈G′∪G′′ (ga˜) b˜
∥∥∥∥∥∥ < ε,∥∥∥∥∥∥ ∑g∈G( M˜|M) b˜ (ga˜)− ∑g∈G′∪G′′ b˜ (ga˜)
∥∥∥∥∥∥ < ε.
7.1.3 Reduced sheaf of the foliation
7.1.16. Let V ⊂ G (M,F) be an open subset. For any x ∈ M denote by
kerV
def
=
⋂
a∈Γc(M,Ω1/2)
supp a⊂V
ker ρx (a) ,
imV
def
=
⋃
a∈Γc(M,Ω1/2)
supp a⊂V
imρx (a) .
(7.1.17)
Let H′′x be the completion of imV and let H′x be the orthogonal complement of the
completion of kerV . Denote by pxV , q
x
V ∈ B
(
L2 (Gx)
)
orthogonal projections from
L2 (Gx) onto H′x and H′′x respectively. Clearly one has
W ⊆ V ⇒ pxW ≤ pxV AND qxW ≤ qxV . (7.1.18)
For any open V ⊂ G (M,F) and a ∈ C∗r (M,F) we define the operator
a|V =
⊕
x∈M
pxVρx (a) q
x
V ∈ B
 ⊕
L∈M/Fno hol
L2 (GxL )
 . (7.1.19)
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(cf. Equation 7.1.2) The C-space of given by (7.1.19) operators is an Abelian group
denoted by G (V). IfW ⊆ V then there is the map
ρVW : G (V)→ G (W) ,⊕
x∈M
pxVρx (a) q
x
V 7→ pxW pxVρx (a) qxVqxW . (7.1.20)
Thus there is a presheaf G of Abelian groups (cf. Definition H.4.1).
Definition 7.1.17. The presheaf G is said to be reduced presheaf of (M,F). The
associated with G sheaf C ∗r (M,F) is said to be the reduced sheaf of (M,F).
Remark 7.1.18. From (7.1.19) it turns out that for any open V ⊂ G (M,F) there
are projectors PV ,QV ∈ B
(⊕
L∈M/Fno hol L
2 (GxL )
)
a|V = PVπa (a)QV ∈ B
 ⊕
L∈M/Fno hol
L2 (GxL)
 . (7.1.21)
The Equation (7.1.20) can be replaced with
ρVW : G (V)→ G (W) ,
PVπa (a)QV 7→ PWPVπ (a)QVQW .
(7.1.22)
Lemma 7.1.19. If the foliation groupoid G (M,F) is Hausdorff and a ∈ Cr (M,F)+ is a
positive element then for any ε > 0 there is an open set V ⊂ G (M,F) such that
• The closure of V is compact.
• ‖(1− PV )πa (a) (1− PV )‖ < ε (cf. Equations (7.1.2) and (7.1.21)) .
Proof. There is δ > 0 such that 2
√‖a‖δ+ δ2 < ε. From the Definition G.1.27 it fol-
lows that there is b ∈ Γc
(G (M,F) ,Ω1/2) such that ∥∥√a− b∥∥ < δ. From the above
inequalities it follows that ‖a− bb∗‖ < ε. Otherwise bb∗ ∈ Γc
(G (M,F) ,Ω1/2) so
the support of bb∗ is compact. If V be the maximal open subset of the support
of bb∗ then PV = QV because bb∗ is positive (cf. Equation 7.1.21). There is the
following representation
πa (a) =
(
PVπa (a) PV PVπa (a) (1− PV )
(1− PV )πa (a) PV (1− PV)πa (a) (1− PV )
)
,
bb∗ =
(
d 0
0 0
)
,
hence from ‖a− bb∗‖ < ε it follows that ‖(1− PV)πa (a) (1− PV)‖ < ε.
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Corollary 7.1.20. If G (M,F) is Hausdorff and a ∈ Cr (M,F)+ is a positive then for
any ε > 0 there is an open set V ⊂ G (M,F) such that
• The closure of V is compact.
• ‖πa (a)− a|V‖ < ε (cf. Equations (7.1.2) and (7.1.21)) .
Proof. There is δ > 0 such that δ+ 2
√
δ ‖a‖ < ε. From the Lemma 7.1.19 it follows
that there is an open set V ⊂ G (M,F) such that
• The closure of V is compact.
• ‖(1− PV)πa (a) (1− PV)‖ < δ (cf. Equations (7.1.2) and (7.1.21)) .
There is the following representation
πa (a) =
(
PVπa (a) PV PVπa (a) (1− PV)
(1− PV)πa (a) PV (1− PV)πa (a) (1− PV)
)
,
a|V =
(
PVπa (a) PV 0
0 0
)
From δ+ 2
√
δ ‖a‖ < ε, ‖(1− PV)πa (a) (1− PV)‖ < δ and the Equation (1.4.9) one
has ‖πa (a)− a|V‖ < ε.
7.1.4 Stalks of the reduced sheaf
Here we research local structure of the reduced sheaf, it enables us to construct
the global one.
7.1.21. We suppose that the groupoid G (M,F) is Hausdorff. We would like to find
stalks of C ∗r (M,F) at different γ ∈ G (M,F) (cf. Definition H.4.3). We consider
following three types:
(I) γ is the image of a constant path.
(II) s (γ) 6= r (γ).
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Type I Let γ ∈ (M,F) is a constant path such that s (γ) = r (γ) = x0 ∈ M.
Let us consider the foliation chart ϕU : U ≈−→ (0, 1)q × (0, 1)n−q where U ⊂ M .
Suppose that U is an open neighborhood of x0, and ϕU can extended up to the
homeomorphism ϕU : U → [0, 1]q × [0, 1]n−q where U is the closure of U . Select
ω ∈ Ω1/2 such that the restriction of ωx ⊗ ωx on U corresponds to the Lebesgue
measure on (0, 1)n−q. Let Π (M,F) be the space of paths on leaves (cf. G.1.18),
denote by
W def= {γ ∈ Π (M,F)| s (γ) , r (γ) ∈ U} .
Let V ⊂ Π (M,F) be the connected component of W which contain the constant
path γ. Denote by V def= Φ (V) ⊂ G (M,F) where the map Φ is given by the
Equation (G.1.2). If V is the closure of V then there are natural homeomorphisms
φ : V ∼= (0, 1)q × (0, 1)n−q × (0, 1)n−q
φ : V ∼= [0, 1]q × [0, 1]n−q × [0, 1]n−q
There are natural homomorphisms of Abelian groups
φ∗ : Γc
(
M,Ω1/2
)
→ Γc
(
V , Ω1/2
∣∣∣V) ,
φ
∗
: Γc
(
M,Ω1/2
)
→ Γc
(
V , Ω1/2
∣∣∣V)
Since V is dense in V one has the isomorphism of Abelian groups
φ∗
(
Γc
(
M,Ω1/2
)) ∼= φ∗ (Γc (M,Ω1/2)) .
Select ωx ∈ Ω1/2 such that ωx ⊗ ωx corresponds to the Lebesgue measure on
(0, 1)n−q. Any f ∈ C
(
[0, 1]q × [0, 1]n−q × [0, 1]n−q
)
∩C∞
(
[0, 1]q × [0, 1]n−q × [0, 1]n−q
)
corresponds to f · (ωx ⊗ ωy) ∈ Γc (V ,Ω1/2). On the other hand from the Theorem
G.1.36 it follows that the C∗-norm completion of Γc
(V , Ω1/2∣∣V) is isomorphic to
C
(
[0, 1)q
]⊗K (L2 ((0, 1)n−q , dx)) ,
where dx is the Lebesgue measure on (0, 1)n−q It follows that
C
∗
r (M,F) (V) = ϕ∗U
(
C
(
[0, 1]q
)⊗K (L2 ((0, 1)n−q , dx))) (7.1.23)
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Any a ∈ C ([0, 1]q)⊗K (L2 ((0, 1)n−q , dx)) is the C∗-norm limit of the following
operators(
kyξ
)
(z) =
∫
(0,1)n−q
k
(
y, z, z′
)
ξ
(
z′
)
dz′ k ∈ Γ
(
G,Ω1/2
)
(7.1.24)
where k ∈ C∞
(
[0, 1]q × (0, 1)n−q × (0, 1)n−q
)
For any
f ∈ C0
(
(0, 1)q × (0, 1)n−q × (0, 1)n−q
)
∩ C∞
(
(0, 1)q × (0, 1)n−q × (0, 1)n−q
)
and k ∈ C∞
(
[0, 1]q × (0, 1)n−q × (0, 1)n−q
)
there is an operator f · k given by
(
f · kyξ
)
(z) =
∫
(0,1)q
f
(
y, z, z′
)
k
(
y, z, z′
)
ξ
(
z′
)
dz′ k ∈ Γ
(
G,Ω1/2
)
such that
‖ f · k‖ ≤ ‖ f‖ ‖k‖ (7.1.25)
From the equation (7.1.25) it follows that if there is C∗-norm convergent net {kα}
of given by (7.1.24) operators then the net { f · kα} is also C∗-norm convergent.
So for all f ∈ C0
(
(0, 1)q × (0, 1)n−q × (0, 1)n−q
)
and for all k ∈ C ([0, 1]q) ⊗
K
(
L2
(
(0, 1)n−q , dx
))
there is the uniquely defined operator f · k, such that
ϕU ( f · k) ∈ C∗r (M,F) ,(
f ′ + f ′′
) · k = f · k+ f ′′ · k. (7.1.26)
Let Y = ϕ−1U
(
ϕU (x0)× (0, 1)n−q
)
be a transversal. For any y ∈ Y denote by
Hy def=
{
ξ ∈ L2 (Gy) ∣∣ γ /∈ V ⇒ ξ (γ) = 0} ∼= L2 ((0, 1)n−q , dx) ,
i.e. there is a family
{Hy} of indexed by Y Hilbert spaces. Any smooth half
density on ω ∈ Γ (V ,Ω1/2) gives a family {ξy ∈ Hy} such that the map y 7→ ∥∥ξy∥∥
is continuous. It turns out that Γ
(V ,Ω1/2) is a continuity structure for Y and the{Hy} (cf. Definition D.8.27). If
XCb(Y)
def
= Cb
(
Y , {Hy} , Γ (U ,Ω1/2)) (7.1.27)
is the converging to zero submodule (cf. Definition 4.5.8 and (4.5.9)) then from
(4.12.3) it follows that XCb(Y) has the natural structure of Hilbert Cb (Y)-module.
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Moreover for any y ∈ Y the structure of Hilbert spaceHy comes from the structure
of the Hilbert module XC0(Y). From the Equation (7.1.23) it follows that
C
∗
r (M,F) (V) ∼= K
(
XCb(Y)
)
. (7.1.28)
From the above construction it follows that
∀ f ∈ C0 (V) ∩ C∞ (V) ∀a ∈ C∗r (M,F) (V) ∃ f · a ∈ C∗r (M,F) ,(
f ′ + f ′′
) · a = f · a+ f ′′ · a. (7.1.29)
In result we have the following lemma
Lemma 7.1.22. There is the one-to-one correspondence between C ∗r (M,F) (V) andK
(
XC0(Y)
)
.
Type II Consider a subset Vα given by (G.1.3) i.e.
Vα = G (Uι0) ... G (Uιk) ∈ G (M,F) α = (ι0, ..., ιk)
such that s (γ) ∈ Uιk and r (γ) ∈ Uι0 . We also suppose that
Uι0 ∩ Uιk = ∅. (7.1.30)
Let us consider a transversal Y ∈ Uιk such the s (γ) ∈ Y and for any y ∈ Y there
is γ ∈ Vα such that s (γ) ∈ Y . Denote by
V = {γ ∈ Vα | the leaf of γ meets Y} ,
Us = { x ∈ M | ∃γ ∈ V s (γ) = x} ,
Ur = { x ∈ M | ∃γ ∈ V r (γ) = x}
(7.1.31)
We also suppose that there are the foliation charts ϕUs : Us → (0, 1)q × (0, 1)n−q,
ϕUr : Ur → (0, 1)q × (0, 1)n−q where Us,Ur ⊂ M is an open subsets such that
s (γ) = r (γ) ∈ U . Let Y = ϕ−1U
(
s (γ)× (0, 1)n−q
)
be a transversal such that for
any y ∈ Y there is γ ∈ Va such that s (γ) ∈ V . Denote by
V = {γ ∈ Vα | the leaf of γ meets Y} (7.1.32)
For any y ∈ Y denote by
Hsy =
{
ξ ∈ L2 (Gy) ∣∣ (γ /∈ V OR r (γ) /∈ Us)⇒ ξ (γ) = 0} ,
Hry =
{
ξ ∈ L2 (Gy) ∣∣ (γ /∈ V OR r (γ) /∈ Ur)⇒ ξ (γ) = 0}
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i.e. there are a families of indexed by Y Hilbert spaces. Any smooth half den-
sity on ω ∈ Γ (Us,Ω1/2) (resp. ω ∈ Γ (Ur,Ω1/2) gives a family {ξsy ∈ Hsy}
(
{
ξsy ∈ Hsy
}
)such that both maps y 7→
∥∥∥ξsy∥∥∥ and y 7→ ∥∥∥ξry∥∥∥ are continuous. It
turns out that Γ
(Us,Ω1/2) (resp. Γ (Ur,Ω1/2)) is a continuity structure for Y and
the
{
Hsy
}
(resp.
{
Hry
}
). Similarly to (7.1.27) define Hilbert C0 (Y)- modules
XsC0(Y)
def
= C0
(
Y ,
{
Hsy
}
, Γ
(
Us,Ω1/2
))
,
XrC0(Y)
def
= C0
(
Y ,
{
Hry
}
, Γ
(
Ur,Ω1/2
))
Note that both Hry and Hsy agrees with Hilbert spaces defined in 7.1.16. Hence the
projection of py : L2
(Gy) → Hy coincides with pyV , qyV defined in 7.1.16. Any a ∈
C∗r (M,F) defines a family
{
ρy (a) ∈ B
(L2 (Gy))}y∈Y . Hence a defines a family{
pyVρy (a) q
y
V ∈ B
(
L2
(Gy))} (7.1.33)
The family (7.1.33) defines an element sV ∈ C ∗r (M,F) (V) otherwise the family
(7.1.33) uniquely corresponds to the compact operator in K
(
XsC0(Y),X
r
C0(Y)
)
. In
result we have the following lemma
Lemma 7.1.23. There is the one-to-one correspondence between C∗r (M,F) (V) and
K
(
XsC0(Y),X
r
C0(Y)
)
.
If V , Us and Ur are given by (7.1.31) then from (7.1.30) it follows that
Us ∩ Ur = ∅,
V ∩ V−1 = V−1 ∩ V = V ∩ V · V−1 = V−1 ∩ V · V−1 =
V ∩ V−1 · V = V−1 ∩ V−1 · V = V · V−1 = V−1 · V = ∅.
Definition 7.1.24. The set Vb given by
Vb def= V ∪ V−1 ∪ V · V−1 ∪ V−1 · V = V ⊔ V−1 ⊔ V · V−1 ⊔ V−1 · V (7.1.34)
is the balanced envelope of V .
From (7.1.34) it follows that
C
∗
r (M,F) (Vb) = C ∗r (M,F) (V)⊕ C ∗r (M,F)
(
V−1
)
⊕
⊕C ∗r (M,F)
(
V · V−1
)
⊕ C ∗r (M,F)
(
V−1 · V
) (7.1.35)
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On the other hand one has
V · V−1 = {γ ∈ G (M,F) | γ (t) ∈ Us ∀t ∈ [0, 1]} ,
V−1 · V = {γ ∈ G (M,F) | γ (t) ∈ Ur ∀t ∈ [0, 1]}
and taking into account the Lemma 7.1.22 following conditions hold
C
∗
r (M,F)
(
V · V−1
)
= K
(
XsC0(Y)
)
,
C
∗
r (M,F)
(
V−1 · V
)
= K
(
XrC0(Y)
)
.
Otherwise from the Lemma 7.1.22 it turns out that
C
∗
r (M,F) (V) = K
(
XsC0(Y),X
r
C0(Y)
)
,
C
∗
r (M,F)
(
V−1
)
= K
(
XrC0(Y),X
s
C0(Y)
)
and taking into account (7.1.35) one has
C
∗
r (M,F) (Vb) = K
(
XsC0(Y)
)
⊕K
(
XrC0(Y)
)
⊕
⊕K
(
XsC0(Y),X
r
C0(Y)
)
⊕K
(
XrC0(Y),X
s
C0(Y)
)
.
From
K
(
XsC0(Y) ⊕ XrC0(Y)
)
= K
(
XsC0(Y)
)
⊕K
(
XrC0(Y)
)
⊕
⊕K
(
XsC0(Y),X
r
C0(Y)
)
⊕K
(
XrC0(Y),X
s
C0(Y)
)
.
it turns out
C
∗
r (M,F) (Vb) = K
(
XsC0(Y) ⊕ XrC0(Y)
)
= K
(
XC0(Y)
)
. (7.1.36)
where
XC0(Y) = X
s
C0(Y) ⊕ XrC0(Y) (7.1.37)
Remark 7.1.25. If pxVb and p
x
Vb are given by construction 7.1.16 projections then
pxVb = p
x
Vb =
(
L2 (Gx) → Hsx ⊕Hrx
)
(7.1.38)
where L2 (Gx) → Hsx ⊕Hrx means the projection of the Hilbert space L2 (Gx) onto
its subspace Hsx ⊕Hrx.
Remark 7.1.26. Similarly to the type I one can proof the analog of the Equation
(7.1.29), i.e.
∀ f ∈ C0 (Vb) ∀a ∈ C∗r (M,F) (Vb) ∃ f · a ∈ C∗r (M,F) ,(
f ′ + f ′′
) · a = f · a+ f ′′ · a. (7.1.39)
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7.1.5 Extended algebra of foliation
Let (M,F) be a foliated manifold (cf. Section G). If Ω1/2G ) is given by (G.1.8) and
and C∞b (M) = Cb (M)∩C∞ (M) is the algebra of smooth bounded functions on M
then there is a left and right actions C∞b (M)×Ω1/2G → Ω1/2G and Ω1/2G × C∞b (M)→
Ω1/2G given by
f
(
ωx ⊗ ωy
)
= f (x)
(
ωx ⊗ωy
)
;(
ωx ⊗ ωy
)
f = f (y)
(
ωx ⊗ωy
)
;
where f ∈ Γc(M), x, y ∈ M, ωx ⊗ ωy ∈ Ω1/2x ⊗Ω1/2y .
These actions naturally induces left and right actions of C∞b (M) on the *-algebra
described Γc
(
G,Ω1/2G
)
the section G.2. There is the alternative description of the
left and right actions of C∞b (M) on Γc
(
G,Ω1/2G
)
. For all x ∈ M, there is the repre-
sentation, ρx : Γc
(
G,Ω1/2G
)
→ B (L2 (Gx)) given by (G.1.4) and the representation
(ρx(a) ξ) (γ) =
∫
γ1◦γ2=γ
a(γ1) ξ(γ2) ∀ ξ ∈ L2(Gx).
Above representations yield the representation
ρ
def
= ∏
x∈M
ρx : Γc
(
G,Ω1/2G
)
→ B
(⊕
x∈M
L2 (Gx)
)
(7.1.40)
Similarly for all x ∈ M, there is the representation, πx : C∞b (M) → B
(
L2 (Gx)
)
given by
πx ( f ) ξ = f |Gx ξ,
where f |Gx ∈ Cb (Gx) and the the product means the well known product Cb (Gx)×
L2 (Gx)→ L2 (Gx). There is the following representation
π
def
= ∏
x∈M
πx : C∞b (M)→ B
(⊕
x∈M
L2 (Gx)
)
. (7.1.41)
Clearly one has
∀ f ∈ C∞b (M) ‖π ( f )‖ = ‖ f‖Cb(M) . (7.1.42)
Now for all f ∈ C∞b (M) and a ∈ Γc
(
G,Ω1/2G
)
the products f a and a f can be
defined by the following way
ρ ( f a) = π ( f ) ρ (a) ,
ρ (a f ) = ρ (a)π ( f ) .
(7.1.43)
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From the Equations (7.1.42) and (7.1.43) it follows that
‖ f a‖C∗r (M,F ) ≤ ‖ f‖Cb(M)‖a‖C∗r (M,F ),
‖a f‖C∗r (M,F ) ≤ ‖ f‖Cb(M)‖a‖C∗r (M,F ).
(7.1.44)
If the net {aα} ⊂ Γc
(
G,Ω1/2G
)
is convergent with respect to the norm ‖ · ‖C∗r (M,F )
then from the Equation (7.1.44) it turns out that both nets { f aα} ⊂ Γc
(
G,Ω1/2G
)
and {aα f} ⊂ Γc
(
G,Ω1/2G
)
are ‖a‖C∗r (M,F )-norm convergent. Taking into account
that the C∗-algebra C∗r (M,F) is the completion of Γc
(
G,Ω1/2G
)
with respect to
the norm ‖ · ‖C∗r (M,F ) one has f a, a f ∈ C∗r (M,F) for any a ∈ C∗r (M,F) and f ∈
C∞b (M). It turns out that every f ∈ C∞b (M) is a multiplier of C∗r (M,F), i.e.
C∞b (M) ⊂ M (C∗r (M,F)). Since C∞b (M) is dense in Cb (M) with respect to given
by the Equation 7.1.41 C∗-norm one has
Cb (M) ⊂ M (C∗r (M,F)) . (7.1.45)
Definition 7.1.27. Let M →֒ Y be a compactification of M (cf. Definition A.1.31).
Let us consider the induced by (7.1.45) inclusion C∗r (M,F)⊕C (Y) ⊂ M (C∗r (M,F)).
The C∗-norm completion generated by C∗r (M,F) ⊕ C (Y) unital subalgebra of
M (C∗r (M,F)) is said to be the Y-extended algebra of the foliation (M,F). The Y-
extended algebra will be denoted by E∗Y (M,F).
7.2 Finite-fold coverings
7.2.1 Coverings of C∗-algebras
Lemma 7.2.1. If (M,F) is a foliated manifold and both p1 : (M,F) →
(
M˜1, F˜1
)
p2 :
(M,F)→
(
M˜2, F˜2
)
are regular finite-fold coverings of foliations and π12 : C
∗
r
(
M˜1, F˜1
)
→
C∗r
(
M˜2, F˜2
)
is an injective *-homomorphism such that C∗r (p1) = π12 ◦C∗r (p2) then there
is the regular covering p21 :
(
M˜2, F˜2
)
→
(
M˜1, F˜1
)
such that π12 = C
∗
r
(
p21
)
.
Proof. Let A = {Uι}ι∈I be a regular foliated atlas of M. Suppose that A is simul-
taneously subordinated to p1 and p2 (cf. Definition 7.1.7). Let both A˜1 and A˜2 are
the p1-lift and p2-lift of A respectively (cf. Definition 7.1.8). Let us select x˜20 ∈ M˜2
and U˜2 be neighborhood of of x˜20 such that U˜2 ∈ A˜2 Let U = p2
(
U˜2
)
∈ A and
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U˜1 ∈ A˜1 be such that p1
(
U˜1
)
= U .
p−11 (U) =
⊔
g1∈G( M˜1|M)
g1U˜1,
otherwise one has
p−12 (U) =
⊔
g2∈G( M˜2|M)
g2U˜2.
From the Proposition G.1.30 it turns out that the restrictions C∗r (p1)|C∗r (U ,F|U ) ,
C∗r (p2)|C∗r (U ,F|U ) can be regarded as following injective *-homomorphisms
C∗r (p1)|C∗r (U ,F|U ) : C
∗
r (U , F|U ) →֒
⊕
g1∈G( M˜1|M)
C∗r
(
g1U˜1, F˜
∣∣∣
g1U˜1
)
,
C∗r (p2)|C∗r (U ,F|U ) : C
∗
r (U , F|U ) →֒
⊕
g2∈G( M˜2|M)
C∗r
(
g2U˜2, F˜
∣∣∣
g2U˜2
) (7.2.1)
such that C∗r (U , F|U ) ∼= C∗r
(
U˜1, F˜
∣∣∣
g1U˜1
)
∼= C∗r
(
U˜2, F˜
∣∣∣
g2U˜2
)
for all g1 ∈ G
(
M˜1
∣∣∣M)
and g2 ∈ G
(
M˜2
∣∣∣M). Indeed both given by (7.2.1) maps are diagonal, i.e.
C∗r (p1)|C∗r (U ,F|U ) (a) =
 a , ..., a︸ ︷︷ ︸
|G( M˜1|M)|−times
 ,
C∗r (p2)|C∗r (U ,F|U ) (a) =
 a , ..., a︸ ︷︷ ︸
|G( M˜2|M)|−times
 ;
(7.2.2)
for all a ∈ C∗r (U , F|U ). Let π1a : C∗r
(
M˜2, F˜2
)
→ B
(
H˜2
)
be the atomic representa-
tion and for any g2 ∈ G
(
M˜2
∣∣∣M) denote by H˜g2U˜22 def= π1a (C∗r (g2U˜2, F˜ ∣∣∣g2U˜2
))
H˜2.
For any g′2, g
′′
2 ∈ G
(
M˜2
∣∣∣M) one has g′2 6= g′′2 ⇒ H˜g′2U˜22 ⊥ H˜g′′2 U˜22 . For all a ∈
C∗r (U , F|U ) one has
π1a (a) ∈ B
 ⊕
g2∈G( M˜2|M)
H˜g2U˜22
 .
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Any element of B
(⊕
g2∈G( M˜2|M) H˜
g2U˜2
2
)
corresponds to a matrix
ag1g1 . . . ag1gn... . . . ...
agngn . . . agngn
 (7.2.3)
where n =
∣∣∣G ( M˜2 ∣∣∣M)∣∣∣, {g1, ..., gn} = G ( M˜2 ∣∣∣M) and agjgk ∈ B(H˜gk U˜22 , H˜gjU˜22 )
where j, k = 1, ..., n. From the Equation (7.2.2) it follows that π1a (a) corresponds to
the diagonal matrix
π1a (a) =
a . . . 0... . . . ...
0 . . . a
 (7.2.4)
where elements of matrix correspond to bounded operators of B
(
H˜g′2U˜22 , H˜
g′′2 U˜2
2
)
for any g′2, g
′′
2 ∈ G
(
M˜2
∣∣∣M). For any g1 ∈ G ( M˜1∣∣∣M) denote by
π g1U˜1 :
⊕
g′1∈G( M˜1|M)
C∗r
(
g′1U˜1, F˜
∣∣∣
g′1U˜1
)
→ C∗r
(
g1U˜1, F˜
∣∣∣
g1U˜1
)
the natural projection. If a ∈ C∗r (U , F|U )+ is positive then both
a˜1
def
= C∗r (p1)|C∗r (U ,F|U ) (a) ,
a˜‖1
def
= π g1U˜1 (a˜1)
If a˜⊥1
def
= a˜1 − a˜‖1 then
a˜⊥1 ∈
⊕
g′1∈G( M˜1|M)
g′1 6=g1
C∗r
(
g′1U˜1, F˜
∣∣∣
g′1U˜1
)
and taking into account a˜‖1 ∈ C∗r
(
g1U˜1, F˜
∣∣∣
g1U˜1
)
one has a˜‖1 a˜
⊥
1 = a˜
⊥
1 a˜
‖
1 = 0. Oth-
erwise a˜⊥2 is a sum of
∣∣∣G ( M˜1∣∣∣M)∣∣∣− 1 positive elements, so a˜⊥1 is positive. Both
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a˜‖1
def
= π12
(
a˜‖1
)
and a˜⊥1
def
= π12
(
a˜⊥1
)
. If both
A‖ =

a‖g1g1 . . . a
‖
g1gn
...
. . .
...
a‖gngn . . . a
‖
gngn
 and A⊥ =
a
⊥
g1g1 . . . a
⊥
g1gn
...
. . .
...
a⊥gngn . . . a
⊥
gngn

are matrices which represent a˜‖1 and a˜
⊥
1 respectively then from a˜
‖
1 a˜
⊥
1 = a˜
⊥
1 a˜
‖
1 = 0 it
follows that A‖A⊥ = A⊥A‖ = 0. Otherwise from (7.2.4) it follows that A‖ + A⊥
is a diagonal matrix, so one has j 6= k ⇒ a‖gjgk = −a⊥gjgk . If there are j 6= k
such that a‖gjgk 6= 0 then there is ξ ∈ H˜
gjU˜2
2 such that η = a
‖
gjgkξ 6= 0. From
η ∈ H˜gkU˜22 it turns out that ξ ⊥ η. If H ∼= C2 is the C-linear span of {ξ, η} and
pH :
⊕
g2∈G( M˜2|M) H˜
g2U˜2
2 → H is the natural projection then both pA‖p and pA⊥p
correspond to positive complex matrices 2× 2 matrices
B‖ =
(
b‖1,1 b
‖
1,2
b‖2,1 b
‖
2,2
)
∈ M2 (C) and B⊥ =
(
b⊥1,1 b
⊥
1,2
b⊥2,1 b
⊥
2,2
)
∈ M2 (C)
The matrix B⊥ is positive because the operator A⊥ is positive, and from b⊥1,2 6= 0 it
follows that B⊥ is invertible. There is ξ ∈ H such that
B⊥ξ =
(
1
0
)
.
From b‖1,2 6= 0 it turns out
B‖
(
1
0
)
= B‖B⊥ξ 6= 0,
hence B‖B⊥ 6= 0. Therefore one has A‖A⊥ 6= 0, i.e. there is a contradiction. From
this contradiction it follows that A‖ is diagonal, so
π12
(
a˜‖1
)
∈ ⊕g2∈G( M˜2|M) C∗r
(
g2U˜2, F˜
∣∣∣
g2U˜2
)
. On the other hand the composition
π g1U˜1 ◦ C∗r (p1)|C∗r (U ,F|U ) is *-isomorphism, so that
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π12
(
C∗r
(
g1U˜1, F˜
∣∣∣
g1U˜1
))
⊂ ⊕
g2∈G( M˜2|M)
C∗r
(
g2U˜2, F˜
∣∣∣
g2U˜2
)
,
π12
 ⊕
g∈G( M˜1 |M)
C∗r
(
g1U˜1, F˜
∣∣∣
g1U˜1
) ⊂ ⊕
g2∈G( M˜2|M)
C∗r
(
g2U˜2, F˜
∣∣∣
g2U˜2
) (7.2.5)
i.e. there are direct sum decompositions of both(
C∗r (M,F) ,C∗r
(
M˜1, F˜1
)
,G
(
M˜1
∣∣∣M) ,C∗r (p1))
and
(
C∗r (M,F) ,C∗r
(
M˜2, F˜2
)
,G
(
M˜2
∣∣∣M) ,C∗r (p2)) (cf. Definition 2.2.16). The
system of equations (7.2.5) is a special instance of the (2.2.13). If
pe :
⊕
g2∈G( M˜2|M) C∗r
(
g2U˜2, F˜
∣∣∣
g2U˜2
)
→ C∗r
(
g2U˜2, F˜
∣∣∣
g2U˜2
)
is the natural projec-
tion then from the Lemma 2.2.17 it follows that there is the unique g1 ∈ G1
such that pe ◦ π12
(
C∗r
(
g1U˜1, F˜
∣∣∣
g1U˜1
))
6= {0}. Both homeomorphisms U˜2 ∼= U
and g1U˜1 ∼= U yield a homeomorphism ϕ : U˜2 → g1U˜1 ∼= U . Assume that
p21
(
x˜20
) def
= ϕ
(
x˜02
)
. This definition does not depend on choice of the sets U , U˜1,
U˜2 because if we select U ′ ⊂ U , U˜ ′1 ⊂ U˜1, U˜ ′2 ⊂ U˜2 such that x˜2 ∈ U˜ ′2 then we obtain
the same p21
(
x˜02
)
. In result one has a continuous map p21 : X˜2 → X˜1 which is sur-
jective because π12 is injective. In result one has a continuous map p
2
1 : X˜2 → X˜1
which is surjective because π12 is injective. From the Lemma 2.2.17 it follows that
there is the surjecive homomorphism φ : G2 → G1 such that
π12
(
C∗r
(
g1U˜1, F˜
∣∣∣
g1U˜1
))
⊂ ⊕
g2∈kerφ
C∗r
(
g2U˜2, F˜
∣∣∣
g2U˜2
)
It turns out that (
p21
)−1 (
g1U˜2
)
=
⊔
g2∈ker φ
g2U˜1,
i.e. p21 is a covering. From the Corollary 4.3.8 it turns that the map p
2
1 is a transitive
covering.
Corollary 7.2.2. If (M,F) is a foliated manifold and p : (M,F)→
(
M˜, F˜
)
is a regular
finite-fold covering of foliation then there is the natural isomorphism
G
(
M˜
∣∣∣M) ∼= G def= { g ∈ Aut(C∗r (M˜, F˜))∣∣∣ ga = a ∀a ∈ C∗r (M,F)} .
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Proof. From the Lemma 7.2.1 it follows that any g ∈ G corresponds to a covering
p˜ : M˜ → M˜ such that p = p ◦ p˜. Otherwise from the Definition A.2.3 it turns out
that p˜ corresponds to an element g ∈ G
(
M˜
∣∣∣M).
Definition 7.2.3. If
(
M˜, F˜
)
→ (M, F) is a regular finite-fold covering of foli-
ations (cf. Definition G.2.10) is such that M˜ → M is a covering with compacti-
fication (cf. Definition 4.10.4) then
(
M˜, F˜
)
→ (M, F) is said to be a finite-fold
covering with compactification.
7.2.4. Let
(
M˜, F˜
)
→ (M, F) is a finite-fold covering with compactification (cf.
Definition 7.2.3). Let both M ⊂ Y a M˜ ⊂ Y˜ are compactifications such that there
is a transitive finite fold covering pY : Y˜ → Y and the covering pM : M˜ → M
is the restriction of pY , i.e. pM = pY |M. If both E∗Y (M, F) and E∗Y˜
(
M˜, F˜
)
are
Y and Y˜-extended algebras of foliations (cf. Definition 7.1.27) respectively then
the natural inclusions C (Y) →֒ C
(
Y˜
)
and C∗r (M, F) →֒ C∗r
(
M˜, F˜
)
yield the
inclusion E∗Y (M, F) →֒ E∗Y˜
(
M˜, F˜
)
.
Lemma 7.2.5. In the situation 7.2.4 there is the natural isomorphism
G
(
M˜
∣∣∣M) ∼= G def= { g ∈ Aut(E∗Y˜ (M˜, F˜)) ∣∣∣ ga = a; ∀a ∈ E∗Y (M,F)} .
Proof. From the equations
a˜ ∈ C
(
Y˜
)
+
⊂ E∗Y˜
(
M˜, F˜
)
+
⇔ ∑
g∈G
ga˜ ∈ C (Y)+ ⊂ E∗Y (M, F)+ ,
a˜ ∈ C∗r
(
M˜, F˜
)
+
⊂ E∗Y˜
(
M˜, F˜
)
+
⇔ ∑
g∈G
ga˜ ∈ C∗r (M, F)+ ⊂ E∗Y (M, F)+
it follows that
GC
(
Y˜
)
+
= C
(
Y˜
)
+
,
GC∗r
(
M˜, F˜
)
+
= C∗r
(
M˜, F˜
)
+
,
hence one has
GC
(
Y˜
)
= C
(
Y˜
)
,
GC∗r
(
M˜, F˜
)
= C∗r
(
M˜, F˜
)
.
(7.2.6)
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From the equation (7.2.6) any g ∈ G defines a pair
(
g′, g′′
) ∈ G (C (Y˜) ∣∣∣C (Y))×
×
{
g ∈ Aut
(
C∗r
(
M˜, F˜
))∣∣∣ ga = a ∀a ∈ C∗r (M,F)}
so from G
(
C
(
Y˜
) ∣∣∣C (Y)) ∼= G ( M˜ ∣∣∣M) and the Corollary 7.2.2 one can assume
that (g′, g′′) ∈ G
(
M˜
∣∣∣M)× G ( M˜ ∣∣∣M). Thus there is a homomorphism
ι : G → G
(
M˜
∣∣∣M)× G ( M˜ ∣∣∣M)
The C∗-algebra E∗Y˜
(
M˜, F˜
)
is generated by C
(
Y˜
)
⊕ C∗r
(
M˜, F˜
)
so if g ∈ G is not
trivial if and only if at least one of the following two conditions hold
∃a˜′ ∈ C
(
Y˜
)
ga˜′ 6= a˜′,
∃a˜′′ ∈ C∗r
(
M˜, F˜
)
ga˜′′ 6= a˜′′.
Hence ι is an injective homomorphism of groups. If ∆ ⊂ G
(
M˜
∣∣∣M)×G ( M˜ ∣∣∣M)
is the image of the diagonal homomorphism
G
(
M˜
∣∣∣M) →֒ G ( M˜ ∣∣∣M)× G ( M˜ ∣∣∣M) ;
g 7→ (g, g)
then from
∀g ∈ G
(
M˜
∣∣∣M) ∀a˜′ ∈ C∗r (M˜, F˜) ∀a˜′ ∈ C (Y˜) g (a˜′) g (a˜′′) = g (a˜′ a˜′′) ;
g
(
a˜′′
)
g
(
a˜′
)
= g
(
a˜′′ a˜′
)
it follows that ∆ ⊂ ι (G). Suppose that g ∈ G is such that ι (g) = (g′, g′′) /∈ ∆,
i.e. g′ 6= g′′. Let U˜ ⊂ M˜ is open subset such that U˜ ∩ gU˜ = ∅ for any nontrivial
g ∈ G
(
M˜
∣∣∣M). There are a˜′ ∈ C0 (U˜) and a˜′′ ∈ C∗r (U˜ , F˜ ∣∣∣U˜) such that a˜′ a˜′′ 6= 0.
Otherwise from g′U˜ ∩ g′′U˜ = ∅ it follows that g (a˜′ a˜′′) = (g′ a˜′) (g′′ a˜′′) = 0, it is
impossible because g is ∗-automorphism. From this contradiction one has ι (G) =
∆ ∼= G
(
M˜
∣∣∣M) and since ι is injective it turns out that G ∼= G ( M˜ ∣∣∣M).
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Lemma 7.2.6. Let
(
M˜, F˜
)
→ (M, F) be a regular finite-fold covering of foliated spaces
(cf. Definition G.2.10) which corresponds to a covering p : M˜→ M with compactification
(cf. Definition 4.10.4) then(
C∗r (M,F) ,C∗r
(
M˜, F˜
)
,G
(
M˜
∣∣∣M),C∗r (p))
is a noncommutative finite-fold covering with unitization (cf. Definition 2.1.13).
Proof. From the Lemma 7.2.5 it turns out that the quadruple(
C∗r (M,F) ,C∗r
(
M˜, F˜
)
,G
(
M˜
∣∣∣M),C∗r (p))
is a finite-fold pre-covering (cf. Definition 2.1.5). Now one needs prove that the
quadruple satisfies to conditions (a), (b) of the Definition 2.1.13.
(a) Let M →֒ Y , M˜ →֒ Y˜ be compactifications such that there is the finite
fold covering p : Y˜ → Y such that p = p|Y˜ . Denote by E∗Y (M,F) (resp.
E∗Y˜
(
M˜, F˜
)
) the C (Y) (resp. C
(
Y˜
)
)-extended algebra of the foliation (M,F)
(resp.
(
M˜, F˜
)
) (cf. Definition 7.1.27). Both C (Y) (resp. C
(
Y˜
)
are uni-
tal, hence both E∗Y (M,F) and E∗Y˜
(
M˜, F˜
)
are unital. From E∗Y (M,F) ⊂
M (C∗r (M,F)) and E∗Y˜
(
M˜, F˜
)
⊂ M
(
C∗r
(
M˜, F˜
))
it turns out that that there
are unitizations
C∗r (M,F) →֒ E∗Y (M,F) ,
C∗r
(
M˜, F˜
)
→֒ E∗Y˜
(
M˜, F˜
)
.
(7.2.7)
From the Lemma 7.2.5 it follows that
G
(
M˜
∣∣∣M) ∼= { g ∈ Aut(C∗r (M˜, F˜)) ∣∣∣ ga = a; ∀a ∈ C∗r (M,F)} ∼=
∼=
{
g ∈ Aut
(
E∗
C(X˜ )
(
M˜, F˜
)) ∣∣∣∣ ga = a; ∀a ∈ E∗C(X ) (M,F)} .
(b) One need check that the triple(
E∗Y (M,F) , E∗Y˜
(
M˜, F˜
)
,G
(
M˜
∣∣∣M)) (7.2.8)
is an unital noncommutative finite-fold covering. From the Lemma 7.2.5 it
follows that (7.2.8) is a noncommutative finite-fold pre-covering. From the
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Remark 4.8.7 it follows that there is a finite set { e˜α }α∈A ⊂ C
(
Y˜
)
which
satisfies to the following equations
1C(Y˜) = ∑
α∈A
e˜2α (7.2.9)
e˜α (ge˜α) = 0; for any notrivial g ∈ G
(
M˜
∣∣∣M) (7.2.10)
If a˜ ∈ E∗Y˜
(
M˜, F˜
)
then from (7.2.9) it turns out that
a˜ = ∑
α∈A
e˜α (e˜α a˜) .
Otherwise from (7.2.10) it follows that e˜α (g (e˜α a˜)) = 0 for any notrivial
g ∈ G
(
M˜
∣∣∣M), it turns out
e˜α (e˜α a˜) = e˜α ∑
g∈G( M˜ |M)
g (e˜α a˜)
From ∑g∈G( M˜ |M) g (e˜α a˜) ∈ E∗Y (M, F) it follows that E∗Y˜
(
M˜, F˜
)
is a E∗Y (M, F)-
module generated by the finite set { e˜α }.
7.2.7. Let
(
M˜, F˜
)
→ (M, F) be a regular finite-fold covering of foliated spaces
(cf. Definition G.2.10). Suppose that there is an open connected subset U ⊂ M
with compact closure such that the U˜ def= p−1 (U) is connected. Suppose that u ∈
C0 (U) ⊂ C0 (X ) is a strictly positive element of C0 (U) (cf. Definition D.1.28). The
C∗-norm completions of both uC∗r (M, F) u and uC∗r
(
M˜, F˜
)
u will be denoted
by C∗r (M, F)|U and C∗r
(
M˜, F˜
)∣∣∣U˜ respectively.
Lemma 7.2.8. In the situation of 7.2.7 the triple(
C∗r (M, F)|U , C∗r
(
M˜, F˜
)∣∣∣U˜ ,G ( U˜ ∣∣∣U) ∼= G ( M˜ ∣∣∣M)) (7.2.11)
is a noncommutative finite-fold covering with unitization (cf. Definition 2.1.13).
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Proof. Firstly one needs prove that the triple (7.2.8) is a noncommutative finite-fold
pre-covering, i.e. it satisfies to the Definition 2.1.5. Similarly to the proof of the
Corollary 7.2.2 one can prove that{
g ∈ Aut
(
C∗r
(
M˜, F˜
)∣∣∣U˜) ∣∣∣ ga = a ∀a ∈ C∗r (M,F)|U} ∼= G ( U˜ ∣∣∣U) , (7.2.12)
C∗r (M,F)|U ∼= C∗r
(
M˜, F˜
)∣∣∣G( U˜ |U)U˜ . (7.2.13)
The equations (7.2.12) and (7.2.13) are special instances of the conditions (a) and
(b) of the Definition 2.1.5, i.e. the triple (7.2.11) is a a noncommutative finite-fold
pre-covering.
Secondly we prove that the triple (7.2.11) satisfies to the conditions (a) and (b)
of the Definition 2.1.13.
(a) If both V and V˜ are closures of both U and U˜ then similarly to the Equation
(7.1.45) one can obtain the following inclusions
C (V) ⊂ M
(
C∗r
(
M˜, F˜
)∣∣∣U˜) ,
C
(
V˜
)
⊂ M
(
C∗r
(
M˜, F˜
)∣∣∣U˜) .
If both E∗r (M,F)|U and E∗r
(
M˜, F˜
)∣∣∣U˜ are subalgebras of M (C∗r (M,F)|U )
and M (C∗r (M,F)|U ) generated by both C∗r (M,F)|U ∪ C (V) and
C∗r
(
M˜, F˜
)∣∣∣U˜ ∪ C (V˜) then one has:
• The C∗-algebras E∗r (M,F)|U and E∗r
(
M˜, F˜
)∣∣∣U˜ are unital.
• The inclusions C∗r (M,F)|U ⊂ E∗r (M,F)|U and
C∗r
(
M˜, F˜
)∣∣∣U˜ ⊂ E∗r (M˜, F˜)∣∣∣U˜ are unitizations.
(b) Similarly to the proof of the Lemma 7.2.6 one can proof that the triple(
E∗r (M, F)|U , E∗r
(
M˜, F˜
)∣∣∣U˜ ,G ( U˜ ∣∣∣U) ∼= G ( M˜ ∣∣∣M))
is a unital noncommutative finite-fold covering (cf. Definition 2.1.9). From
C∗r
(
M˜, F˜
)∣∣∣U˜ ∩ E∗r (M, F)|U = C∗r (M, F)|U and G ( U˜ ∣∣∣U) C∗r (M˜, F˜)∣∣∣U˜ =
C∗r
(
M˜, F˜
)∣∣∣U˜ it turns out that that the triple (7.2.11) satisfies to the condition
(b) of the Definition 2.1.13.
340
Theorem 7.2.9. Let
(
M˜, F˜
)
→ (M, F) be a regular finite-fold covering of foliated
spaces (cf. Definition G.2.10). If the manifold M is second-countable and connected then
the quadruple (
C∗r (M,F) ,C∗r
(
M˜, F˜
)
,G
(
M˜
∣∣∣M),C∗r (p))
is a noncommutative finite-fold covering (cf. Definition 2.1.17).
Proof. The space M is second-countable hence from the Theorem A.1.29 it follows
that M is a Lindelöf space. Let us consider a finite or countable sequence U ′1 $ ... $
U ′n $ ... of connected open subsets of M given by the Lemma 4.3.33. In particular
following condition hold:
• For any n ∈ N the closure Vn of U ′n is compact.
• ∪ U ′n = X .
• The space p−1 (U ′n) is connected for any n ∈ N.
From the Remark 4.8.2 it turns out that there there is an increasing net { fn}n∈N ⊂
Cc (M) such that supp fn ⊂ U ′n and there is the limit 1Cb(M) = β- limn→∞ fn with
respect to the strict topology on the multiplier algebra M (C0 (X )) ∼= Cb (X ) (cf.
Definition D.1.12). This limit is also the limit
1M(C∗r (M,F )) = β- limn→∞ fn (7.2.14)
with respect to the strict topology of the multiplier algebra M (C∗r (M,F)). Let us
check that the net { fn}n∈N satisfies to the conditions (a) and (b) of the Definition
2.1.17.
(a) Follows from the Equation (7.2.14).
(b) If
Un def= { x ∈ M| fn (x) > 0} ,
U˜n def= p−1 (Un)
then the C∗-norm completions of both fn C∗r (M,F)|U˜ fn and
fn C∗r
(
M˜, F˜
)∣∣∣U˜ fn are the explained in 7.2.7 C∗-algebras C∗r (M,F)|Un and
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C∗r
(
M˜, F˜
)∣∣∣U˜n Otherwise from the Lemma 7.2.8 it turns out that for every
n ∈ N the triple(
C∗r (M, F)|Un , C∗r
(
M˜, F˜
)∣∣∣U˜n ,G
(
U˜n
∣∣∣Un) ∼= G ( M˜ ∣∣∣M))
is a noncommutative finite-fold covering with unitization (cf. Definition
2.1.13). The action G
(
U˜n
∣∣∣Un) × C∗r (M˜, F˜)∣∣∣U˜n → C∗r
(
M˜, F˜
)∣∣∣U˜n , is the
restriction on C∗r
(
M˜, F˜
)∣∣∣U˜n ⊂, C∗r
(
M˜, F˜
)
of the action G
(
U˜n
∣∣∣Un) ×
C∗r
(
M˜, F˜
)
→, C∗r
(
M˜, F˜
)
.
Lemma 7.2.10. Let (M,F) be a foliated space such that M is a connected, second-
countable manifold. If both p1 :
(
M˜1, F˜1
)
→ (M,F) and p2 :
(
M˜2, F˜2
)
→ (M,F) are
regular coverings then the unordered pair of *-homomorphisms(
C∗r (p1) : C
∗
r (M,F) →֒ C∗r
(
M˜1, F˜1
)
,C∗r (p2) : C
∗
r (M,F) →֒ C∗r
(
M˜2, F˜2
))
is compliant (cf. Definition 3.1.1).
Proof. One needs check (a)-(d) of the Definition 3.1.1
(a) Suppose that there is a *-homomorphism π12 : C
∗
r
(
M˜1, F˜1
)
→ C∗r
(
M˜2, F˜2
)
such that C∗r (p2) = π12 ◦C∗r (p1). From the Lemma 7.2.1 it turns out that there
is a regular covering p21 :
(
M˜2, F˜2
)
→
(
M˜1, F˜1
)
such that π12 = C
∗
r
(
p21
)
.
Both M˜1 and M˜2 are compact hence from the Lemma 7.2.6 it follows that
C∗r
(
p21
)
is a noncommutative finite-fold covering.
(b) There are natural isomorphisms
G
(
M˜1
∣∣∣M) ∼= G (C∗r (M˜1, F˜1) ∣∣∣C∗r (M,F)) ,
G
(
M˜2
∣∣∣M) ∼= G (C∗r (M˜2, F˜2) ∣∣∣C∗r (M,F)) ,
hence the natural surjective homomorphism h : G
(
M˜2
∣∣∣M)→ G ( M˜1 ∣∣∣M)
induces the surjective homomorphism
h′ : G
(
C∗r
(
M˜2, F˜2
) ∣∣∣C∗r (M,F))→ G (C∗r (M˜1, F˜1) ∣∣∣C∗r (M,F)) .
(7.2.15)
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For all g ∈ G
(
C∗r
(
M˜2, F˜2
) ∣∣∣C∗r (M,F)) and a˜ ∈ C∗r (M˜1, F˜1) one has
ga˜ = h′ (g) a˜ and taking into account that h′ (g) is a *-automorphism of
C∗r
(
M˜1, F˜1
)
one has ga˜ ∈ C∗r
(
M˜1, F˜1
)
.
(c) It is already proven the existence of the surjecive homomorphism (7.2.15).
(d) If ρ : C∗r
(
M˜1, F˜1
)
→ C∗r
(
M˜1, F˜1
)
is any *-homomorphism such that C∗r (p2) =
ρ ◦ C∗r (p1) then from the the Lemma 7.2.1 it turns out that there is g ∈
G
(
M˜2
∣∣∣ M˜1) such that
q = g ◦ p. (7.2.16)
If we consider g as element of G
(
C∗r
(
M˜2, F˜2
) ∣∣∣C∗r (M˜1, F˜1)) from (7.2.16)
it follows that
ρ = π12 ◦ g.
7.2.2 Coverings and irreducible representations
If p :
(
M˜, F˜
)
→ (M,F) is the regular finite-fold covering then from the Lemma
7.2.6 it follows that there is the natural noncommutative finite-fold covering
C∗r (M,F) →֒ C∗r
(
M˜, F˜
)
. From the Lemma 2.3.7 it turns out that there is the natu-
ral surjective map from the spectrum of C∗r
(
M˜, F˜
)
to the spectrum of C∗r (M,F).
Lemma 7.2.11. In the above situation the given by the Lemma 2.3.7 map from the spec-
trum of C∗r
(
M˜, F˜
)
to the spectrum of C∗r (M,F) corresponds to natural map
M˜/F˜no hol → M/Fno hol,
L˜ 7→ p
(
L˜
)
.
(7.2.17)
Proof. If x˜ ∈ L˜ then from (7.1.1) it turns out that ρL˜ = ρx˜ if L = p
(
L˜
)
and x = p (x˜)
then ρL = ρx. One has
ρx˜|C∗r (M,F ) ∼= ρx. (7.2.18)
The equation (7.2.18) is the special case of (2.3.8).
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Lemma 7.2.12. Consider the situation of the Lemma 7.1.15. If πa :
(
M˜, F˜
)
→֒ B (Ha)
is the atomic representation (cf. Definition D.2.33) then the series (7.1.14) is convergent
with respect to the strong topology of B (Ha). Moreover the sum of the series in sense of
the strong topology of B (Ha) is equal to descp (a˜) (cf. Definition 7.1.3).
Proof. From (7.1.2) it follows that Ha ∼= ⊕L˜∈M˜/F˜no hol L2 (GxL). If ξ ∈ Ha is given by
ξ =
... , ξ L˜︸︷︷︸
L˜th−place
, ...

and ε > 0 then there is a finite subset is a finite subset F =
{
L˜1, ..., L˜m
}
⊂
M˜/F˜no hol such that
ηL˜ =
{
ξ L˜ L˜ ∈ F
0 x˜ /∈ F AND η =
... , ηL˜︸︷︷︸
L˜th−place
, ...
 ⇒ ∥∥∥ξ˜ − η˜∥∥∥ < ε2 ‖a‖ .
For any L˜ ∈ F there is the irreducible representation ρL def= ρxL : C∗r
(
M˜, F˜
)
→
B
(
L2
(
Gx˜L˜
))
(cf. (7.1.1)) and the state τL˜ : C
∗
r
(
M˜, F˜
)
→ C, such that L2
(
Gx˜L˜
) ∼=
L2
(
C∗r
(
M˜, F˜
)
, ττL˜
)
where L2
(
C∗r
(
M˜, F˜
)
, ττL˜
)
is given by the GNS-construction
(cf. Section D.2.1). Otherwise there is the specialization fτL˜ : C
∗
r
(
M˜, F˜
)
→
L2
(
C∗r
(
M˜, F˜
)
, τL˜
)
of given by (D.2.1) homomorphism of left C∗r
(
M˜, F˜
)
-modules
such that fτL˜ : C
∗
r
(
M˜, F˜
)
is dense in L2
(
C∗r
(
M˜, F˜
)
, τL˜
)
. Let A = {Uι}ι∈I of M
be a subordinated to p regular foliated atlas. Let A˜ =
{
U˜ι˜
}
ι˜∈I˜
be the p-lift of A.
b˜ ∈ Γc
(
G
(
M˜
)
, Ω˜1/2
)
such that
b˜L˜ =
n
∑
k=1
jU˜ι˜k,0
(
a˜ι˜k,0
)
· ... · jU˜ι˜k,jk
(
a˜ι˜k,jk
)
, a˜ι˜k,jl ∈ Γc
(
G
(
Uι˜ j,l
)
, Ω˜1/2
)
,∥∥∥ fτL˜ (b˜L˜)− η˜L˜∥∥∥ < ε2 |F| ‖a˜‖
where U˜ι˜k,l ∈ A˜ for all k, l and jU˜ι˜k,l are given by (G.1.7) maps. Similarly to (7.1.16)
the set
G′
L˜
def
=
{
g ∈ G
(
M˜
∣∣∣M)∣∣∣ (ga˜) b˜L˜ 6= 0}
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hence the set
GL˜
def
=
{
g ∈ G
(
M˜
∣∣∣M)∣∣∣ (ga˜) fτL˜ (b˜L˜) 6= 0} ⊂ GL˜
is also finite. If G def= ∩L˜∈FGL˜ then
∑
g∈G
ga˜
(
∑
L˜∈F
fτL˜
(
b˜L˜
))
= ∑
g∈G( M˜|M)
ga˜
(
∑
L˜∈F
fτL˜
(
b˜L˜
))
,
so taking into account
∥∥∥ξ˜ − η˜∥∥∥ < ε2‖a‖ and ∥∥∥ fτL˜ (b˜L˜)− η˜L˜∥∥∥ < ε2|F|‖a˜‖ for all L˜ ∈ F
one has ∥∥∥∥∥∥∑g∈G (ga˜) ξ − ∑g∈G( M˜|M) (ga˜) ξ
∥∥∥∥∥∥ < ε.
So the series (7.1.14) is strongly convergent. On the other hand from
(ga˜) b˜L˜ 6= 0⇒ descp (a˜) b˜L˜ = (ga˜) b˜L˜ ⇒ descp (a˜) fτL˜
(
b˜L˜
)
= (ga˜) fτL˜
(
b˜L˜
)
it follows that the limit of the series (7.1.14) equals to descp (a˜).
7.3 Infinite coverings
Definition 7.3.1. Let (M,F) be a foliated space such that M is second-countable
and connected. Let Λ be a countable directed set (cf. Definition A.1.3) with the
minimal element λmin ∈ Λ. Let us consider a following category S(M,F ).
(a) Objects are regular coverings pλ : (Mλ,Fλ) → (M,F) indexed by λ ∈ Λ.
We do not require that any finite-fold covering p :
(
M˜, F˜
)
→ (M,F) is an
object of S(M,F ).
(b) Morphism from pµ :
(
Mµ,Fµ
) → (M,F) to pν : (Mν,Fν) → (M,F) is a
regular covering p :
(
Mµ,Fµ
)→ (Mν,Fν) such that pµ = pν ◦ p.
We claim that
µ ≥ ν if and only if there is a morphism
from pµ :
(
Mµ,Fµ
)→ (M,F) to pν : (Mν,Fν) → (M,F) (7.3.1)
We set (Mλmin ,Fλmin) def= (M,F) The category S(M,F ) is said to be a foliation finite
covering category and we write S(M,F ) ⊂ FinFol.
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Lemma 7.3.2. If S(M,F ) = {pλ : (Mλ,Fλ) → (Mλ,Fλ)} ∈ FinFol is a foliation finite
covering category (cf. Definition 7.3.1) then there is the natural algebraical finite covering
category (cf. Definition 3.1.4)
SC∗r (M,F ) =
= {πλ = C∗r (pλ) : C∗r (M,F) →֒ C∗r (Mλ,Fλ)}λ∈Λ ∈ FinAlg.
(7.3.2)
Proof. One needs check (a), (b) of the Definition 3.1.4.
(a) Follows from the Lemma 7.2.10.
(b) From (7.3.1) it follows that
µ ≥ ν if and only if there is
an *-homomorphism C∗r (p) : C
∗
r (Mν,Fν) →֒ C∗r
(
Mµ,Fµ
)
;
such that C∗r
(
pµ
)
= C∗r (p) ◦ C∗r
(
pµ
)
.
(7.3.3)
7.3.3. Suppose that
S(M,F ) = {pλ : (Mλ,Fλ)→ (M,F)} ⊂ FinFol
be a foliation finite covering category. Let x0 ∈ M be a base-point suppose that
for any λ ∈ Λ there is a base point xλ0 ∈ Xλ such that x0 = pλ
(
xλ0
)
. Suppose that
for any µ > ν ∈ Λ there is the unique regular covering pµν :
(
Mµ,Fµ
) → (Mν,Fν)
such that pµν
(
xµ0
)
= xν0. There is a category
S(M,F ,x0) =
=
{
{pλ : (Mλ,Fλ)→ (M,F)}λ∈Λ ,
{
pµν :
(
Mµ,Fµ
)→ (Mν,Fν)}µ,ν∈Λ
µ≥ν
}
.
(7.3.4)
The category S(M,F ,x0) is the pre-order category which is equivalent to Λ (cf. Def-
inition H.1.1).
Definition 7.3.4. The given by (7.3.4) category is said to be a pointed finite foliation
category.
Lemma 7.3.5. If
S(M,F ,x0)
def
=
{
{pλ : (Mλ,Fλ)→ (M,F)}λ∈Λ ,
{
pµν :
(
Mµ,Fµ
)→ (Mν,Fν)}µ,ν∈Λ
µ≥ν
}
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is a pointed finite foliation category then there is a pointed algebraical finite covering
category SC∗r (M,F ,x0) (cf. Definition (ref. 3.1.6) given by
{{C∗r (pλ) : C∗r (M,F) →֒ C∗r (Mλ,Fλ)} , {C∗r (pµν) : C∗r (Mν,Fν) →֒ C∗r (Mµ,Fµ)}} .
Proof. Follows from the Lemma 7.3.2 and the Remark 3.1.7.
7.3.6. Let S(M,F ,x0)
{
(M,F , x0) →
(
Mλ,Fλ, xλ0
)}
λ∈Λ be a pointed foliation finite
covering category. There is the natural pointed topological finite covering category
S(M,x0) = {pλ : Mλ → M}λ∈Λ (cf. Definition 4.11.3). Let M be the disconnected
inverse limit of S(M,x0) (cf. Definition 4.11.19), and let p : M → M, p : M → Mλ
be the natural transitive coverings. If
(
M,F) is the p-lift of (M,F) (cf. Definition
G.2.5) then for any x ∈ M there is the natural homeomorphism Gpλ(x) ∼= Gx. Hence
there is the natural isomorphism L2
(
Gpλ(x)
) ∼= L2 (Gx). Denote by
L
no hol def= { L is a leaf of (M,F) | L has no holomomy} ,
L
no hol
λ
def
= { Lλ is a leaf of (Mλ,F) | Lλ has no holomomy} ,
L
no hol def
=
{
L is a leaf of
(
M,F) ∣∣ L has no holomomy} ,
Denote by M no hol ⊂ M such that for all L ∈ L no hol there is just one point
Mno hol such that x ∈ L. We suppose that any having holonomy leaf has empty
intersection with M no hol. Similarly one defines M no holλ ⊂ Mλ and M
no hol ⊂ M.
Moreover we require that
∀λ ∈ Λ pλ
(
M no holλ
)
= M no hol,
∀µ, ν ∈ Λ ν > µ ⇒ pνµ
(
M no holν
)
= M no holµ ,
∀λ ∈ Λ ⇒ pλ
(
M no hol
)
= M no holλ
(7.3.5)
The direct calculation shows that the above requirements are compatible. From
the Theorem G.1.38 it turns out that if ρx is given by (G.1.4) then the following
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representations
πa
def
=
⊕
x∈M no hol
ρx : C∗r (M,F) →֒ B
( ⊕
x∈M no hol
L2 (Gx)
)
,
πλa
def
=
⊕
xλ∈M no holλ
ρxλ : C
∗
r (Mλ,Fλ) →֒ B
 ⊕
x∈M no holλ
L2 (Gxλ)
 ,
πa
def
=
⊕
x∈M no hol
ρx : C∗r
(
M,F) →֒ B
 ⊕
x∈M no hol
L2 (Gx)
 ,
are atomic. If SC∗r (M,F ) is a given by the Lemma 7.3.5 pointed algebraical finite
covering category then for any µ, ν the following condition holds
µ > ν ⇒ πµa = C∗r
(
pµν
) ◦ πνa . (7.3.6)
If ̂C∗r (M,F) def= C∗-lim−→C
∗
r (Mλ,Fλ) then from the Lemma 3.1.27 it follows that
the spectrum of ̂C∗r (M,F) as a set is the inverse limit M̂ no hol def= lim←−λ∈Λ M
no hol
λ .
From (7.3.5) it follows that φ : M̂ no hol ∼= M no hol, i.e. the spectrum of ̂C∗r (M,F)
coincides with the spectrum of C∗r
(
M,F) as a set. For any x̂ ∈ M̂ no hol there is the
irreducible representation πx̂ :
̂C∗r (M,F) → B
(
Ĥx̂
)
. If p̂ : M̂ → M is the natural
continuous map then p̂
(
M̂ no hol
)
M no hol and Hx̂ ∼= L2
(
G p̂(x̂)
)
. Otherwise for
any x ∈ M there is the natural isomorphism
L2 (Gx) ∼= L2
(
Gp(x)
)
.
It follows that there is the natural isomorphism of Hilbert spaces
φ :
⊕
x∈M no hol
L2 (Gx) ∼=
⊕
x̂∈M̂ no hol
Hx̂. (7.3.7)
The left part of (7.3.7) is the space of the atomic representation πa : C∗r
(
M,F) →֒
B
(Ha) the right part is the space of the atomic representation π̂a : ̂C∗r (M,F) →֒
B
(
Ĥa
)
. From (7.3.7) it follows that there is the natural inclusion
ϕ : C∗r
(
M,F) →֒ B (Ĥa) . (7.3.8)
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Remark 7.3.7. Below the given by the Equation (7.3.8) *-homomorphism will be
replaced with the inclusion C∗r
(
M,F) ⊂ B (Ĥa) of C∗-algebras. Similarly to
the Remark 3.1.38 below for all λ ∈ Λ we implicitly assume that C∗r (Mλ,Fλ) ⊂
B (widehatHa). Similarly the following natural inclusion
̂C∗r (M,F) ⊂ B
(
Ĥa
)
will be implicitly used. These inclusions enable us replace the Equations 3.1.20
with the following equivalent system of equations
∑
g∈Gλ
z∗ (ga) z ∈ C∗r (Mλ,Fλ) ,
∑
g∈Gλ
fε (z∗ (ga) z) ∈ C∗r (Mλ,Fλ) ,
∑
g∈Gλ
(z∗ (ga) z)2 ∈ C∗r (Mλ,Fλ) .
(7.3.9)
7.3.8. Select λ0 ∈ Λ and z ∈ C∗r (Mλ0 ,Fλ0)∼. Let A = {Uι}ι∈I be a regular
subordinated to p : M → M foliated atlas of M (cf. Definition 7.1.7). Let
Aλ =
{Uλ
ιλ
⊂ Mλ
}
, A =
{U ι ⊂ M} be pλ and p-lifts of A respectively (cf. Def-
inition 7.1.8). Let q ∈ C∗r (Mλ0 ,Fλ0) be given by
q =
n
∑
j=0
q
ι
λ0
j,0
· ... · q
ι
λ0
j,kj
; q
ι
λ0
j,kj
∈ C∗r
Uλ0
ι
λ0
j,kj
, Fλ0 |Uλ0
ι
λ0
j,kj
 Uλ0
ι
λ0
j,kj
∈ Aλ0 , (7.3.10)
Suppose that there is U ∈ A such that for any j ∈ {1, ..., n} there is l ∈ {1, ..., kj}
such that pλ0
(U) = Uλ0
ι
λ0
j,0
. From the Lemma 7.1.10 it follows that for any j ∈
{1, ..., n} there is the unique tuple
{
U ιj,1 , ....,U ι j,k
}
such that
• pλ0
(
U ιj,l
)
= Uλ0
ι
λ0
j,l
for any l = 1, ..., kj.
• G
(
U ιj,0
)
... G
(
U ιj,kj
)
6= ∅.
Denote by
U q =
n⋃
j=0
 k j⋃
l=0
U ιj,l
 . (7.3.11)
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For any j ∈ {1, ..., n} and l ∈ {1, ..., kj}, we select qj,l ∈ C∗r (U ιj,l , F ∣∣U ιj,l
)
such that
descpλ0
(
qj,l
)
= q
ι
λ0
j,l
. Let
q def=
n
∑
j=1
qιj,0 · ... · qιj,kj ∈ C
∗
r
(
U q, F ∣∣U q) . (7.3.12)
Definition 7.3.9. In the situation 7.3.8 we say that q is pλ0-U -extended lift of q and
we write ext-liftUpλ0 (
q)
def
= q.
Remark 7.3.10. The given by (7.3.11) set U q is a finite union of the sets with com-
pact closure. So the closure of U q is compact. From the Lemma 4.11.20 there is
λU q ∈ Λ such that for any λ ≥ λU q ∈ Λ such that for any λ ≥ λU q the set U
q
is
mapped homeomorphically onto pλ
(
U q
)
⊂ Xλ.
Lemma 7.3.11. Consider the above situation. Let U ∈ A and let a ∈ C∗r
(U , F ∣∣U ) a
positive element. If λ0 ∈ Λ and z ∈ C∗r
(
M,F)∼. For any ε > 0 there is y ∈ C∗r (M,F)∼
and an open subset U y ⊂ X with compact closure such that
‖y− z‖ < ε,
y∗ay ∈ C∗r
(
U y, F ∣∣U y) .
Proof. For any λ ∈ Λ denote by aλ def= descpλ (a). If in the equation (7.3.10) qιλ0j,0 =√
aλ0 for all j ∈ {1, ..., n} and q is given by the Equation (7.3.12) then
q∗q =
(
n
∑
j=1
q∗ιj,kj
· ... · q∗ιj,1
)
a
(
n
∑
j=1
qιj,1 · ... · qιj,kj
)
∈ C∗r
(
U q, F ∣∣U q) (7.3.13)
Any z ∈ C∗r
(
M,F)∼ can be presented by the sum Let z = z0 + c where z0 ∈
C∗r (Mλ0 ,Fλ0) and c ∈ C. From (i) of the Lemma 7.1.13 it turns out that z can be
regarded as an element of M
(
C∗r
(
M,F)) so one has z∗az ∈ C∗r (M,F). For all
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ε > 0 there is t0 ∈ C∗r (Mλ0 ,Fλ0) such that
t0 =
n
∑
j=1
t
ι
λ0
j,1
· ... · t
ι
λ0
j,kj
; t
ι
λ0
j,kj
∈ C∗r
Uλ0
ι
λ0
j,kj
, Fλ0 |Uλ0
ι
λ0
j,kj
 Uλ0
ι
λ0
j,kj
∈ Aλ0 ,
‖t0 − z0‖ < δ,
y def= c+ t0 = c+
n
∑
j=1
t
ι
λ0
j,1
· ... · t
ι
λ0
j,kj
;
‖y− z‖ < ε.
(7.3.14)
If I ⊂ {1, ..., n} is such that j ∈ I ⇔ pλ
(U) ∩ Uλ
ιλ1,kj
6= ∅ and
r = c+∑
j∈I
t
ι
λ0
j,1
· ... · t
ι
λ0
j,kj
then one has
r∗ar = y∗ay,
∀λ ∈ Λ λ ≥ λ0 ⇒ r∗descpλ (a) r = y∗descpλ (a)
(7.3.15)
On the other hand from j ∈ I ⇔ pλ
(U) ∩ Uλ
ιλ1,kj
6= ∅ if follows that the sum
q = c
√
descpλ0
(a) + ∑
j∈I
√
descpλ0
(a)t
ι
λ0
j,1
· ... · t
ι
λ0
j,kj
complies with the construction 7.3.8, so there is pλ-U -extended lift ext-liftUpλ (q) of
q (cf. Definition 7.3.9) given by
q =
√
a+ ∑
j∈I
√
a tιj,0 · ... · tιj,kj ∈ C
∗
r
(
U q, F ∣∣U q) . (7.3.16)
where the closure of U q is compact. From the Equations 7.3.13 and (7.3.15) it
follows that
y∗ay = q∗q ∈ C∗r
(
U q, F ∣∣U q) .
Define U y def= U q.
Corollary 7.3.12. Consider the above situation. Let U ∈ A and let a ∈ C∗r
(U , F ∣∣U) a
positive element. If λ0 ∈ Λ and z ∈ C∗r
(
M,F)∼ then following conditions hold:
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(i) The series
∑
g∈Gλ
g (z∗az)2
is strongly convergent in B
(
Ĥa
)
.
(ii) For any ε > 0 there is y ∈ C∗r
(
M,F)∼ such that for all λ ≥ λ0 one has
‖y− z‖ < ε, (7.3.17)∥∥∥∥∥ ∑g∈Gλ g (z∗az)2 − ∑g∈Gλ g (y∗ay)2
∥∥∥∥∥ < ε, (7.3.18)
∃µ ≥ λ0 λ ≥ µ ⇒ ∑
g∈Gλ
g (y∗ay)2 =
(
∑
g∈Gλ
g (y∗ay)
)2
. (7.3.19)
Proof. (i) For all g ∈ Gλ one has
(ga) zz∗ (ga) ≤ ‖z‖2 (ga) (ga) .
On the other hand ∑g∈Gλ ‖z‖2 (ga) (ga) = ∑g∈Gλ ‖z‖2 (ga)2 = ‖z‖2 πa
(
descpλ (a)
2
)
,
hence for any finite subset G0λ ⊂ Gλ one has
∑
g∈G0λ
(ga) zz∗ (ga) ≤ ‖z‖2 πa
(
descpλ (a)
2
)
,
i.e. an increasing series ∑g∈Gλ (ga) zz
∗ (ga) is bounded. From the Lemma D.1.25
it turns ot that the series ∑g∈Gλ (ga) zz
∗ (ga) is strongly convergent in B
(
Ĥa
)
. It
follows that the series
∑
g∈Gλ
g (z∗ az)2 =
= z∗
(
∑
g∈Gλ
(ga) zz∗ (ga)
)
z
is also strongly convergent in B
(
Ĥa
)
.
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(ii) For all ∆ ∈ C∗r (Mλ0 ,Fλ0)∼ such that ‖∆‖ = δ one has
∑
g∈Gλ
(ga) zz∗ (ga) ≤
≤ ‖z‖2 ∑
g∈Gλ
(ga) (ga) = ‖z‖2 descpλ (a)2 .
∑
g∈Gλ
(ga)πa (z+ ∆) (z+ ∆)
∗ (ga) ≤ (‖z‖+ δ)2 descpλ (a)2 ,∥∥∥∥∥ ∑g∈Gλ (ga) zz∗ (ga)
∥∥∥∥∥ ≤ ‖z‖2 ‖a‖2 ,∥∥∥∥∥ ∑g∈Gλ (ga)πa (z+ ∆) (z+ ∆)∗ (ga)
∥∥∥∥∥ ≤ (‖z‖+ δ)2 ‖a‖2
(7.3.20)
The series in the Equations (7.3.20) contain positive summands only and from
(7.3.20) it turns out that they are bounded. From the D.1.25 it follows that the
series in the Equations (7.3.20) are strongly convergent in B
(
Ĥa
)
.
(z+ ∆)∗
(
∑
g∈Gλ
(ga) (z+ ∆) (z+ ∆)∗ (ga)
)
(z+ ∆)∗ =
= z∗
(
∑
g∈Gλ
(ga) (z+ ∆) (z+ ∆)∗ (ga)
)
(z+ ∆)∗ +
+πa (∆)
∗
(
∑
g∈Gλ
(ga) (z+ ∆) (z+ ∆)∗ (ga)
)
(z+ ∆)∗ .
From the Equation (7.3.20) it follows that∥∥∥∥∥πa (∆)∗
(
∑
g∈Gλ
(ga) (z+ ∆) (z+ ∆)∗ (ga)
)
(z+ ∆)∗
∥∥∥∥∥ ≤
≤ δ (‖z‖+ δ)3 ‖a‖2
Similarly one has∥∥∥∥∥z∗
(
∑
g∈Gλ
(ga) (z+ ∆) (z+ ∆)∗ (ga)
)
∆∗
∥∥∥∥∥ ≤
≤ δ (‖z‖+ δ)2 ‖z‖ ‖a‖2
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One has ∥∥(z+ ∆) (z+ ∆)∗ − zz∗∥∥ < δ2 + 2δ ‖z‖
If P def=
∣∣(z+ ∆) (z+ ∆)∗ − zz∗∣∣ ∈ B (Ĥa) is given by the Proposition D.1.26 then
following conditions hold
•
‖P‖ = ∥∥(z+ ∆) (z+ ∆)∗ − zz∗∥∥ < δ2 + 2δ ‖z‖
• ∣∣(ga) ((z+ ∆) (z+ ∆)∗ − zz∗) (ga)∣∣ =
= (ga) P (ga) .
• ∥∥∥∥∥ ∑g∈Gλ (ga)
(
(z+ ∆) (z+ ∆)∗ − zz∗) (ga)∥∥∥∥∥ ≤∥∥∥∥∥ ∑g∈Gλ (ga) P (ga)
∥∥∥∥∥ ≤ ‖P‖
∥∥∥∥∥ ∑g∈Gλ (ga)2
∥∥∥∥∥ =
= ‖P‖ ‖a‖2 ≤ (δ2 + 2δ ‖z‖) ‖a‖2
(7.3.21)
If y def= z+ ∆ then From the equation 7.1.42 it follows that∥∥∥∥∥z∗
(
∑
g∈Gλ
(ga) (yy∗ − zz∗) (ga)
)
z
∥∥∥∥∥ ≤
≤ (δ2 + 2δ ‖z‖) ‖a‖2 ‖z‖2 .
From the above equations it follows that∥∥∥∥∥ ∑g∈Gλ g (y∗ay)2 − ∑g∈Gλ g (z∗az)2
∥∥∥∥∥ ≤ φ (δ) (7.3.22)
where δ = ‖y− z‖ and φ : R+ → R+ is a continuous function given by
φ (δ) = δ (‖z‖+ δ)3 ‖a‖2 + δ (‖z‖+ δ)2 ‖z‖ ‖a‖2 +
+
(
δ2 + 2δ ‖z‖) ‖a‖2 ‖z‖2 =
= δ ‖a‖2
(
(‖z‖+ δ)3 + (‖z‖+ δ)2 ‖z‖+ (δ+ 2 ‖z‖) ‖z‖2
)
.
(7.3.23)
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Since φ (0) = 0 for any ε > 0 there is δε > 0 such that φ (δε) < ε. From the Lemma
7.3.11 it follows that there is y ∈ C∗r
(
M,F)∼ an open subset U y ⊂ X with compact
closure such that
‖y− z‖ < min (ε, δε) ,
y∗ay ∈ C∗r
(
U y, F ∣∣U y) .
From our above construction it turns out that y satisfies to inequalities 7.3.17,
7.3.18. From the Lemma 4.11.20 it follows that there is µ ∈ Λ such that for any
λ ≥ λU the set U
y
is mapped homeomorphically onto pλ
(
U y
)
. From the Lemma
7.2.12 it turns out that for all λ ≥ µ following conditions hold
∑
g∈Gλ
g (y∗ay) = descpλ (y
∗ay) ,
∑
g∈Gλ
g (y∗ay)2 = descpλ (y
∗ay)2 ,
hence one has
∑
g∈Gλ
g (y∗ay)2 =
(
∑
g∈Gλ
g (y∗ay)
)2
i.e. y satisfies to the Equation 7.3.19.
Lemma 7.3.13. Consider the above situation. If U ∈ A then any positive element a ∈
C∗r
(U , F ∣∣U) ⊂ C∗r (M,F) ⊂ B (Ĥa) is special (cf. Definition 3.1.19).
Proof. Let λ0 ∈ Λ, ε > 0 and z ∈ C∗r (Mλ0 ,Fλ0)∼. Let us check conditions (a), (b)
of the Definition 3.1.19.
(a) One needs check that
∑
g∈Gλ
z∗ (ga) z ∈ C∗r (Mλ,Fλ) , (7.3.24)
∑
g∈Gλ
fε (z∗ (ga) z) ∈ C∗r (Mλ,Fλ) , (7.3.25)
∑
g∈Gλ
(z∗ (ga) z)2 ∈ C∗r (Mλ,Fλ) . (7.3.26)
(cf. Remark 3.1.38).
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1. Proof of (7.3.24). One has ∑g∈Gλ z
∗ (ga) z = z∗
(
∑g∈Gλ ga
)
z. From the
Lemma 7.2.12 it turns out that there is the strong limit ∑g∈Gλ ga = descpλ (a) ∈
C∗r (Mλ,Fλ), so one has ∑g∈Gλ z∗ (ga) z ∈ C∗r (Mλ,Fλ).
2. Proof of (7.3.25). From fε (z∗ (ga) z) ≤ z∗ (ga) z it follows that ∑g∈G0λ fε (z
∗ (ga) z) ≤
aλ for any finite subset G0λ ⊂ Gλ so from the Lemma D.1.25 it turns out that
the series
∑g∈Gλ fε (z
∗ (ga) z) is strongly convergent in B
(
Ĥa
)
. Moreover one has∥∥∥∥∥ ∑g∈Gλ fε (z∗ (ga) z)
∥∥∥∥∥ ≤ ‖aλ0‖ . (7.3.27)
From the Lemma 7.3.11 it follows that for all For all δ > 0 there is y ∈
C∗r (Mλ0 ,Fλ0)∼ such that ‖y− z‖ < δ and an open subset U
y ⊂ X with
compact closure such that
y∗ay ∈ C∗r
(
U y, F ∣∣U y) .
If δ′ > 0 and select δ is such that δ (δ+ 2 ‖z‖) ‖a‖ < δ′ then
‖y− z‖ < δ ⇒ ‖y∗ay− z∗az‖ < δ′,
‖y− z‖ < δ ⇒ ∥∥y∗descpλ (a) y− z∗descpλ (a) z∥∥ < δ′. (7.3.28)
If Ĥ⊥a is given by
Ĥ⊥a def=
{
ξ ∈ Ĥa
∣∣∣ (y∗descpλ0 (a) y) ξ = 0} ⊂ Ĥa,
and p⊥y : Ĥa → Ĥ⊥a is the natural projection and py def=
(
1− p⊥y
)
then there
is the following matrix representation
z∗descpλ (a) z =
(
pyz∗descpλ (a) zpy pyz
∗descpλ (a) zp
⊥
y
p⊥y z∗descpλ (a) zpy p
⊥
y z
∗descpλ (a) zp
⊥
y
)
,
y∗descpλ (a) y =
(
pyy∗descpλ (a) ypy 0
0 0
)
,
z∗az =
(
pyz∗azpy pyz∗azp⊥y
p⊥y z∗azpy p⊥y z∗azp⊥y
)
,
y∗ay =
(
pyy∗aypy 0
0 0
)
,
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hence from the inequality (7.3.28) it turns out that
∥∥∥p⊥y z∗azp⊥y ∥∥∥ < δ′ and∥∥∥p⊥y z∗descpλ (a) zp⊥y ∥∥∥ < δ′. Taking into account that
p⊥y fε (z
∗az) p⊥y ≤ p⊥y z∗azp⊥y
p⊥y fε
(
z∗descpλ (a) z
)
p⊥y ≤ p⊥y z∗descpλ (a) zp⊥y∥∥∥p⊥y fε (z∗az) p⊥y ∥∥∥ < δ′,∥∥∥p⊥y fε (z∗descpλ (a) z) p⊥y ∥∥∥ < δ′. (7.3.29)
From the above inequalities and the Lemma 1.4.7 it follows that∥∥∥∥ fε (z∗az)− (py fε (z∗az) py 00 0
)∥∥∥∥ <
< δ′ + 2
√
δ′ ‖z‖2 ‖a‖,∥∥∥∥ fε (z∗descpλ (a) z)−(py fε (z∗descpλ (a) z) py 00 0
)∥∥∥∥ <
< δ′ + 2
√
δ′ ‖z‖2 ‖a‖.
(7.3.30)
From the Corollary 4.11.21 it follows that there is µ
def
= λU y and a continuous
map fµ : Mµ → [0, 1] such that fµ
(
pµ
(
U y
))
= {1} and g supp fµ ∩ supp fµ =
∅ for all nontrivial g ∈ G (Xµ ∣∣X ). From the Equation (7.1.45) it follows that
fµ is a multiplier of C∗r (Mλ,Fλ) for any λ ≥ µ such that fλpy = py fλ = py.
It follows that
py fε (z∗az) py = py fµ fε (z∗az) fµpy,
py fε
(
z∗descpλ (a) z
)
py = py fµ fε
(
z∗descpλ (a) z
)
fµpy,
(7.3.31)
so one has
fµ fε (z∗az) fµ =
(
py fε (z∗az) py py fµ fε (z∗az) fµp⊥y
p⊥y fµ fε (z∗az) fµpy p⊥y fµ fε (z∗az) fµp⊥y
)
,
fµ fε
(
z∗descpλ (a) z
)
fµ =
=
(
py fε
(
z∗descpλ (a) z
)
py py fµ fε
(
z∗descpλ (a) z
)
fµp⊥y
p⊥y fµ fε
(
z∗descpλ (a) z
)
fµpy p⊥y fµ fε
(
z∗descpλ (a) z
)
fµp⊥y
)
,
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From fµ ≤ 1 and (7.3.29) it turns out that∥∥∥p⊥y fµ fε (z∗az) fµp⊥y ∥∥∥ < δ′,∥∥∥p⊥y fµ fε (z∗descpλ (a) z) fµp⊥y ∥∥∥ < δ′. (7.3.32)
On the other hand from ‖ fε (z∗az) z‖ ≤ ‖z∗az‖ ≤ ‖z‖2 ‖a‖,∥∥ fε (z∗descpλ (a) z) z∥∥ ≤ ∥∥z∗descpλ (a) z∥∥ ≤ ‖z‖2 ‖a‖, inequalities (7.3.29) and
the Lemma 1.4.7 it turns out that∥∥∥∥ fµ fε (z∗az) fµ −(py fµ fε (z∗az) fµpy 00 0
)∥∥∥∥ < δ′ + 2√δ′ ‖z‖2 ‖a‖,∥∥∥∥ fµ fε (z∗descpλ (a) z) fµ − (py fµ fε (z∗descpλ (a) z) fµpy 00 0
)∥∥∥∥ <
< δ′ + 2
√
δ′ ‖z‖2 ‖a‖.
(7.3.33)
The combination of inequalities (7.3.30) and (7.3.33) yields the following∥∥ fε (z∗az)− fµ fε (z∗az) fµ∥∥ < 2(δ′ + 2√δ′ ‖z‖2 ‖a‖) ,∥∥ fε (z∗descpλ (a) z)− fµ fε (z∗descpλ (a) z) fµ∥∥ < 2(δ′ + 2√δ′ ‖z‖2 ‖a‖) .
For any ε′ > 0 select δ′ > 0 such that ε′ < 2
(
δ′ + 2
√
δ′ ‖z‖2 ‖a‖
)
. Select
δ > 0 such that δ (δ+ 2 ‖z‖) ‖a‖ < δ′. From the above description it follows
that
‖z− y‖ < δ ⇒ ∥∥ fε (z∗az)− fµ fε (z∗az) fµ∥∥ < ε′,
‖z− y‖ < δ ⇒ ∥∥ fε (z∗descpλ (a) z)− fµ fε (z∗descpλ (a) z) fµ∥∥ < ε′.
(7.3.34)
From the inequality (7.3.34) it follows that
∀λ ≥ λ0
∥∥∥∥∥ ∑g∈Gλ g fε (z∗az)− ∑g∈Gλ g
(
fµ fε (z∗az) fµ
)∥∥∥∥∥ ≤ ε′. (7.3.35)
On the other hand from the Lemma 7.2.12 it follows that
∀λ ≥ µ ∑
g∈Gλ
g
(
fµ fε (z∗az) fµ
)
= desc p˜λ
(
fµ fε (z∗az) fµ
) ∈ C∗r (Mλ,Fλ) ,
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so from the Lemma 3.1.20 it turns out that
∀λ ≥ λ0 ∑
g∈Gλ
g
(
fµ fε (z∗az) fµ
) ∈ C∗r (Mλ,Fλ) (7.3.36)
From the Equations (7.3.35) and (7.3.36) it turns out that
∀ε′ > 0 ∀λ ≥ λ0 ∃aλ ∈ C∗r (Mλ,Fλ)
∥∥∥∥∥ ∑g∈Gλ g fε (z∗az)− aλ
∥∥∥∥∥ < ε′,
so one has
∀λ ≥ λ0 ∑
g∈Gλ
g fε (z∗az) ∈ C∗r (Mλ,Fλ) .
3. Proof of (7.3.26). From the Corollary 7.3.12 it turns out that for any ε >
0 there is y ∈ C∗r (Mλ,Fλ)+ which satisfies to the Equations (7.3.18) and
(7.3.19). It is already proven that for any λ ≥ λ0
∑
g∈Gλ
g (y∗ay) = y∗descpλ (a) y ∈ C∗r (Mλ,Fλ)
so (
∑
g∈Gλ
g (y∗ay) = y∗descpλ (a) y
)2
∈ C∗r (Mλ,Fλ) .
From the Equation (7.3.19) it follows that
∃µ ≥ λ0 λ ≥ µ ⇒ ∑
g∈Gλ
g (y∗ay)2 ∈ C∗r (Mλ,Fλ)
and taking into account the Lemma 3.1.20 one has
∀λ ≥ λ0 ∑
g∈Gλ
g (y∗ay)2 ∈ C∗r (Mλ,Fλ) (7.3.37)
Using the Equations (7.3.18) and (7.3.37) one concludes that
∀ε > 0 ∀λ ≥ λ0 ∃bλ ∈ C∗r (Mλ,Fλ)
∥∥∥∥∥ ∑g∈Gλ g ( fε (z∗az))2 − bλ
∥∥∥∥∥ < ε.
Hence one has ∑g∈Gλ g ( fε (z
∗az))2 ∈ C∗r (Mλ,Fλ).
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(b) If δ > 0 is such that δ (δ+ 2 ‖y− z‖) ‖a‖ < δ′ then from ‖y− z‖ < δ it follows
that ∥∥∥∥∥ ∑g∈Gλ g (z∗az)− ∑g∈Gλ g (y∗ay)
∥∥∥∥∥ < δ′ (7.3.38)
If δ′ is such that δ′ ‖a‖ ‖z‖2
(
δ′ + 2 ‖a‖ ‖z‖2
)
< ε/2 then from ‖y− z‖ < δ it
follows that ∥∥∥∥∥∥
(
∑
g∈Gλ
g (z∗az)
)2
−
(
∑
g∈Gλ
g (y∗ay)
)2∥∥∥∥∥∥ < ε2. (7.3.39)
Otherwise from the Corollary 7.3.12 there is y ∈ C∗r (Mλ0 ,Fλ0) such that ‖y− z‖ <
min (ε/2, δ) such that ∥∥∥∥∥ ∑g∈Gλ g (z∗az)2 − ∑g∈Gλ g (y∗ay)2
∥∥∥∥∥ < ε2 (7.3.40)
From the Equations (7.3.39), (7.3.40) and taking into account (7.3.18) it follows that
∃µ ≥ λ0 λ ≥ µ ⇒
∥∥∥∥∥∥
(
∑
g∈Gλ
g (z∗az)
)2
− ∑
g∈Gλ
g (z∗az)2
∥∥∥∥∥∥ < ε (7.3.41)
The Equation (7.3.41) is version of (3.1.21).
Corollary 7.3.14. Let
S(M,F ,x0)
def
=
{
{pλ : (Mλ,Fλ)→ (M,F)}λ∈Λ ,
{
pµν :
(
Mµ,Fµ
)→ (Mν,Fν)}µ,ν∈Λ
µ≥ν
}
be pointed finite foliation category (cf. Definition (ref. 3.1.6), and let M be the disconnected
inverse limit 4.11.19 of a pointed topological finite covering category
S(M,x0)
def
=
def
=
{{
pλ :
(
Mλ, x
λ
0
)
→ (M, x0)
}
λ∈Λ
,
{
pµν :
(
Mµ, x
µ
0
)→ (Xν, xν0)}µ,ν∈Λ
µ≥ν
}
∈ FinToppt,
(cf. Definition 4.11.3) and p : M → M be the natural covering. Let (M,F) be the
induced by p foliated space (cf. Definition G.2.5). If{{C∗r (pλ) : C∗r (M,F) →֒ C∗r (Mλ,Fλ)} , {C∗r (pµν) : C∗r (Mν,Fν) →֒ C∗r (Mµ,Fµ)}} .
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is a pointed algebraical finite covering category SC∗r (M,F ,x0) (cf. Definition (ref. 3.1.6)
given by the Lemma 7.3.5 and A ∈ B (Ha) is its disconnected algebraical infinite non-
commutative covering (cf. Definition 3.1.25) then there is the natural inclusion
C∗r
(
M,F) ⊂ A.
Proof. The C∗-algebra C∗r
(
M,F) is generated by special elements given by the
Lemma 7.3.13.
Any special element a = π̂a (x̂) bπ̂a (x̂) ∈ B
(
Ĥa ∼= ⊕x∈M no hol L2 (Gx)) yields
the family of operators {
ax ∈ B
(
L2 (Gx)
)}
x∈M no hol .
We would like to prove that {ax} gives an element of C ∗r
(
M,F) (G (M,F)). To
do it one should find the covering G (M,F) = ⋃Vα such that for all α the family
{ax} represents element sx ∈ C ∗r
(
M,F) (Vα). From the construction 7.1.16 one
should proof that the family
pxVαaxq
x
Vα
corresponds to the element of C ∗r
(
M,F) (Vα).
Lemma 7.3.15. Let V ⊂ G (M,F) be such that
(a) V ∩ gV = ∅ for any nontrivial g ∈ G (M ∣∣M).
(b) V is a set of type I (cf. 7.1.4) or Vα = Vb where Vb is given by (7.1.34).
If a ∈ B
(
Ĥa
)
is a special element (cf. Definition 3.1.19) which corresponds to the family
of operators
{
ax ∈ B
(
L2 (Gx)
)}
x∈M no hol then
{
ax ∈ B
(
L2 (Gx)
)}
yields the element
s ∈ C ∗r
(
M,F) (Vα).
Proof. For each λ ∈ Λ let aλ ∈ C∗r (Mλ,Fλ)+ be such that
∑
g∈ker(Ĝ→G(M | Mλ))
ga = π̂ (aλ) . (7.3.42)
Let V = q (V) ∈ G (M,F) and Vλ = qλ (V) ∈ G (Mλ,Fλ) where q : G (M,F) →
G (M,F) and qλ : G
(
M,F) → G (Mλ,Fλ) are natural coverings. Denote by V =
q−1 (V) = ⊔g∈G(M |M)gV and Vλ = q−1λ (V) where qλ : G (Mλ,F) → G (M,Fλ) is
the natural covering. Let Y ⊂ M be the transversal to V considered in the section
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7.1.4, let Y = p (Y) ⊂ M and Yλ = pλ (Y) ⊂ M. Denote by Y = p−1 (Y) =
⊔g∈G(M |M)gY and Yλ = p−1λ (Y). Any aλ defines an element of C ∗r (Mλ,Fλ) (Vλ).
For all λ ∈ Λ denote by XC0(Yλ) the Hilbert C0 (Yλ)-module which comes from
(7.1.27) if V is of type I (resp. from (7.1.37) V = V b (cf. (7.1.34)). From the results
of the section 7.1.4 for all λ ∈ Λ there is the isomorphism
C
∗
r (Mλ,Fλ) (Vλ) ∼= K
(
XCb(Yλ)
)
it turns out that one has the surjective *-homomorphism
φλ : C
∗
r (Mλ,Fλ)→ K
(
XCb(Yλ)
)
(7.3.43)
Let K̂ def= C∗-lim−→λ∈ΛK
(
XCb(Yλ)
)
be the C∗-inductive limit, and let πKa : K̂ →
B
(HKa ) be the atomic representation. The family {φλ (aλ) ∈ K̂} is decreasing,
hence from the Lemma D.1.25 it follows that there is the limit aK = lim φλ (aλ) ∈
B
(HKa ) with respect to the strong topology of B (HKa ). The element a is special,
so it satisfies to conditions (a) and (b) of the Definition 3.1.19. It turns out that
the element aK satisfies to conditions (a) and (b) of the Definition 5.4.8. From the
Lemma 5.4.16 it follows that
aK ∈ K
(
XC0(Y)
)
, (7.3.44)
and taking into account the Section 7.1.4 the family {aλ} yields the element s ∈
C ∗r
(
M,F) (Vα)
Corollary 7.3.16. Any special element a ∈ B
(
Ĥa
)
corresponds to the global section
s ∈ C ∗r
(
M,F) (G (M,F)).
Proof. There is family
{Vα ⊂ G (M,F)} such that (M,F) such that Vα satisfies
to the conditions (a), (b) of the Lemma 7.3.15. From the Lemma 7.3.15 it follows
that the family {ax} yields the family
{
sα ∈ C ∗r
(
M,F) (Vα)}a⊂A . Moreover one
has sα′ |Vα′∩Vα′′ = sα′′ |Vα′∩Vα′′ , hence the family {sα} gives the global section s ∈
C ∗r
(
M,F) (G (M,F)).
Corollary 7.3.17. If a ∈ B
(
Ĥa
)
is a special element (cf. Definition 3.1.19) then a ∈
C∗r
(
M,F) where we assume the given by the Equation (7.3.8) inclusion C∗r (M,F) ⊂
B
(
Ĥa
)
.
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Proof. From the Definition 7.3.1 that there is the minimal λmin ∈ Λ such that
(M,F) = (Mλmin ,Fλmin). Let a = aλmin ∈ C∗r (M,F)+ be given by the Equation
3.1.23. If ε > 0 and δ > 0 is such that δ + 2
√
δ ‖a‖ < ε2 then from the Lemma
7.1.19 there is an open set V ⊂ G (M,F) such that
• The closure of V is compact,
• ‖(1− PV )πa (a) (1− PV )‖ < δ
where πa : C∗r (M,F) →֒ B (Ha) is the atomic representation (cf. Definition
D.2.33). If ̂C∗r (M,F) def= C∗-lim−→λ∈Λ C
∗
r (M,F) and π̂a : ̂C∗r (M,F) → B
(
Ĥa
)
is
the atomic representation then PV can be regarded as the element of B
(
Ĥa
)
, i.e.
there is P̂V ∈ B
(
Ĥa
)
such that there is the natural *-isomorphism
PVπa (C∗r (M,F)) PV ∼= P̂V π̂a (C∗r (M,F)) P̂V
From a < π̂a (a) it follows that
(
1− P̂V
)
a
(
1− P̂V
)
<
(
1− P̂V
)
π̂a (a)
(
1− P̂V
)
,
so one has ∥∥∥(1− P̂V) a (1− P̂V)∥∥∥ < δ.
From δ+ 2
√
δ ‖a‖ < ε2 and the Lemma (1.4.7) it follows that∥∥∥a− P̂V aP̂V∥∥∥ < ε
2
(7.3.45)
The set G (M,F) can be represented as a union G (M,F) ∪α∈A Vα where for all
α ∈ A the set Vα is described in the Section 7.1.4. If q : G
(
M,F) → G (M,F)
is the natural covering the using subordinated atlas (cf. Definition 7.1.7) one can
suppose that Vα is evenly covered by q (cf. Definition A.2.1). Since the closure of
V is compact there is a covering sum for V (cf. Definition 4.2.5), i.e. a finite subset
A0 ⊂ A and a family
{
fα ∈ Cc
(G (M,F))} such that Dom fα = [0, 1] and
∀x ∈ V f (x) = ∑
α∈A0
fα (x) = 1.
For all α ∈ A0 we select a connected set Vα which is mapped homeomorphically
onto Vα, and f α
def
= lift
q
U˜ ( fα) (cf. Definition 4.5.70). From the Corollary 7.3.17 it
follows that the element a corresponds to the section s ∈ C ∗r
(
M,F) (G (M,F)).
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From the Equations (7.1.29), (7.1.39) for any α ∈ A0 and g ∈ G
(
M
∣∣M) one can
define
(
g f α
)
· s|gVα ∈ C∗r
(
M,F). If
f
′ def
= 1− ∑
α∈A0
g∈G(M|M)
∈ Cb
(G (M,F))
then ‖ f ′‖ = 1. From the inequalities (7.1.25), (7.3.45) and taking into account
a− ∑
α∈A0
g∈G(M|M)
(
g f α
)
· s|gVα = f
′ ·
(
a− P̂VaP̂V
)
one has ∥∥∥∥∥∥∥∥∥a− ∑α∈A0g∈G(M|M)
(
g f α
)
· s|gVα
∥∥∥∥∥∥∥∥∥ <
ε
2
. (7.3.46)
On the other hand from the Equation (7.3.44) it turns out that for all α ∈ A0 the
following condition holds
∑
g∈G(M|M)
(
g f α
)
· s|gVα ∈ K
(
X
C0
(⊔
g∈G(M|M)
)
gVα
)
,
hence for all α ∈ A0 there is Gα ⊂ G
(
M
∣∣M) such that
∀g ∈ G (M∣∣M) \ Gα ∥∥∥(g f α) · s|gVα∥∥∥ < ε2 |A0| .
Otherwise if PgVα and QgVα are given by (7.1.22) then one has
∀g′, g′′ ∈ G (M∣∣M) g′ 6= g′′ ⇒
⇒ s (g′Vα) ∩ s (g′′Vα) = ∅ AND r (g′Vα) ∩ r (g′′Vα) = ∅ ⇒
⇒ Pg′VαĤa ⊥ Pg′′VαĤa AND Qg′VαĤa ⊥ Qg′′VαĤa
(7.3.47)
From the Equation (7.3.47) it follows that
∀α ∈ A0
∥∥∥∥∥∥a− ∑g∈G(M|M)\Gα
(
g f α
)
· s|gVα
∥∥∥∥∥∥ < ε2 |A0| .
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and taking into account the inequality (7.3.47) one has∥∥∥∥∥a− ∑
α∈A0
∑
g∈Gα
(
g f α
)
· s|gVα
∥∥∥∥∥ < ε.
One the other hand the sum b def= ∑α∈A0 ∑g∈Gα
(
g f α
)
· s|gVα has a finite set of
summands and any summand lies in C∗r
(
M,F), it follows that b ∈ C∗r (M,F). In
result one has
∀ε > 0 ∃b ∈ C∗r
(
M,F) ∥∥∥a− b∥∥∥ < ε,
hence a ∈ C∗r
(
M,F).
Corollary 7.3.18. If A is the disconnected algebraical inverse noncommutative limit of
the given by the Lemma 7.3.5 pointed algebraical finite covering category{{C∗r (pλ) : C∗r (M,F) →֒ C∗r (Mλ,Fλ)} , {C∗r (pµν) : C∗r (Mν,Fν) →֒ C∗r (Mµ,Fµ)}} .
then one has A ⊂ ϕ (C∗r (M,F)) where ϕ is given by the Equation (7.3.8).
Proof. If πa (x̂) aπa (ŷ) be weakly special element such that a is special and x̂, ŷ ∈
C∗-lim−→λ∈Λ C
∗
r (Mλ,Fλ) then a ∈ ϕ
(
C∗r
(
M,F)). From the Lemma 7.1.13 it turns
out that C∗r (Mλ,Fλ) ⊂ M
(
C∗r
(
M,F)), hence one has C∗-lim−→λ∈Λ C∗r (Mλ,Fλ) ⊂
M
(
C∗r
(
M,F)). It follows that
x̂, ŷ ∈ M (C∗r (M,F)) , (7.3.48)
hence one has
πa (x̂) aπa (ŷ) ∈ ϕ
(
C∗r
(
M,F)) .
The C∗-algebra A is generated by weakly special elements, so one has A ⊂ ϕ (C∗r (M,F))
7.3.19. From the Corollaries 7.3.14 and 7.3.18 it turns out that A = ϕ
(
C∗r
(
M,F)),
or equivalently, there is the natural *-isomorphism
A ∼= C∗r
(
M,F) . (7.3.49)
According to the Definition 3.1.25 one has
G
(
C∗r
(
M,F)∣∣C∗r (M,F)) = lim←−
λ∈Λ
G (C∗r (Mλ,Fλ)|C∗r (M,F))
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and taking into account G (C∗r (Mλ,Fλ)|C∗r (M,F)) ∼= G (Mλ|M) and G
(
M
∣∣M) =
lim←−λ∈Λ G (Mλ|M) we conclude that
G
(
C∗r
(
M,F)∣∣C∗r (M,F)) = G (M∣∣M) . (7.3.50)
If M˜ ⊂ M be a connected component of M then C∗r
(
M˜, F˜
)
def
= C∗r
(
M˜, F ∣∣M˜) is
the maximal connected subalgebra of C∗r
(
M,F). If
G ⊂ G (C∗r (M,F)∣∣C∗r (M,F))
is the maximal among subgroups among subgroups G′ ⊂ G (C∗r (M,F)∣∣C∗r (M,F))
such that GC∗r
(
M˜, F˜
)
= C∗r
(
M˜, F˜
)
then G is the maximal among subgroups
among subgroups G′′ ⊂ G (M∣∣M) such that G′′M˜ = M˜ (cf. (7.3.50)), or equiva-
lently
G = G
(
M˜
∣∣∣M) (7.3.51)
If J ⊂ G (M∣∣M) is a set of representatives of G (M∣∣M) /G ( M˜∣∣∣M) then from
the (4.11.4) it follows that
M =
⊔
g∈J
gM˜
and C∗r
(
M,F) is a C∗-norm completion of the direct sum⊕
g∈J
gC∗r
(
M˜, F˜
)
. (7.3.52)
Theorem 7.3.20. Suppose that
(
M,F) is a local fiber bundle. Let SC∗r (M,F ,x0) be a
pointed algebraical finite covering category SC∗r (M,F ,x0) (cf. Definition (ref. 3.1.6) de-
scribed in the Lemma 7.3.5 and given by{{C∗r (pλ) : C∗r (M,F) →֒ C∗r (Mλ,Fλ)} , {C∗r (pµν) : C∗r (Mν,Fν) →֒ C∗r (Mµ,Fµ)}} .
LetS(M,x0) =
{
pλ :
(
Mλ, xλ0
)→ (M, x0)}λ∈Λ ∈ FinToppt be the corresponding pointed
topological finite covering category (cf. Definition 4.11.3). Let M˜ = lim←−S(M,x0) be the
topological inverse limit of S(M,x0) (cf. Definition 4.11.19), and let p˜ : M˜ → M˜ is a
natural covering and
(
M˜, F˜
)
be the p˜-lift of (M,F) (cf. Definition G.2.5). Then the
following conditions hold:
(i) The category SC∗r (M,F ,x0) is good (cf. Definition 3.1.32).
366
(ii) The triple
(
C∗r (M,F) ,C∗r
(
M˜, F˜
)
,G
(
M˜
∣∣∣M)) is the infinite noncommutative
covering of SC∗r (M,F ,x0), (cf. Definition 3.1.34).
Proof. From (7.3.49) it follows that the disconnected algebraical inverse noncom-
mutative limit of SC∗r (M,F ,x0) is isomorphic to C
∗
r
(
M,F) which is the C∗-norm
completion of the algebraic direct sum
⊕
g∈J gC∗r
(
M˜, F˜
)
any connected compo-
nent of the disconnected algebraical inverse noncommutative limit is isomorphic
to C∗r
(
M˜, F˜
)
.
(i) One needs check the conditions (a) - (c) of the Definition 3.1.32
(a) For any λ ∈ Λ there is the natural injective *-homomorphism C∗r (Mλ,Fλ) →֒
M
(
C∗r
(
M˜, F˜
))
.
(b) We already stated that C∗r
(
M,F) which is the C∗-norm completion of the
algebraic direct sum
⊕
g∈J gC∗r
(
M˜, F˜
)
(c) Follows from the surjective homomorphisms G
(
M˜
∣∣∣M)→ G (Mλ |M)
(ii) Follows from the proof of (i).
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Chapter 8
Coverings of noncommutative tori
8.1 Basic constructions
8.1.1. For all x = (x1, ..., xn) ∈ Rn one has ‖x‖2 = |x1|2 + ...+ |xn|2. So for any
m ∈ N there is a polynomial map pm : Rn → R such that
‖x‖2m = pm (|x1| , ..., |xn|) .
If f ∈ S (Rn) then from the Equation (C.2.4) it follows that for all m ∈ N there is
C′ > 0 such that
| f (x) pm (|x1| , ..., |xn|)| = | f (x)| ‖x‖2m < C ∀x ∈ Rn.
If C′′ = supx∈Rn | f (x)| then | f (x)|
(
1+ ‖x‖2m
)
< C′ + C′′, i.e.
∀m ∈ N ∃C > 0 | f (x)| < C(
1+ ‖x‖2m
) ∀x ∈ Rn.
Similarly one can proof that
∀ f ∈ S (Rn) ∀m ∈ N ∃Cmf > 0 | f (x)| <
Cmf(
1+ ‖x‖m) ∀x ∈ Rn (8.1.1)
If R > 0 and y ∈ R2N is such that ‖y‖ < R then from ‖x‖ > R if follows that
‖x+ y‖ ≥ ‖x‖ − ‖y‖. If ‖x‖ < max (1, 2R) then f (x+ y) < C′′ otherwise
f (x+ y) <
Cmf(
1+ ‖x/2‖m) .
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If Cm,Rf
def
= C′′ (1+ (2R))m + Cmf 2
m then
‖y‖ < R ⇒ | f (x+ y)| <
Cm,Rf(
1+ ‖x‖m) ∀x ∈ Rn. (8.1.2)
8.2 Finite-fold coverings
8.2.1 Coverings of C∗-algebra
The finite-fold coverings of noncommutative tori are described in [16, 68]. Here
we would like to prove that these coverings comply with the general theory of
noncommutative coverings described in 2.1.
8.2.1. Let C
(
TnΘ
)
be a noncommutative torus (cf. Definition F.1.2). Denote by
{Uk}k∈Zn ⊂ C
(
TnΘ
)
the set of unitary elements which satisfy to (F.1.1). We would
like to construct an inclusion π : C
(
TnΘ
) →֒ C (Tn
Θ˜
)
where C
(
Tn
Θ˜
)
is another
noncommutative torus. Denote by
{
U˜k
}
k∈Zn
⊂ C
(
Tn
Θ˜
)
the set of unitary ele-
ments which satisfy to (F.1.1), i.e.
U˜kU˜p = e
−πik · Θ˜pU˜k+p (8.2.1)
We suppose that there is a subgroup Γ ∈ Zn of maximal rank such that
U˜k ∈ π (C (TnΘ))⇔ k ∈ Γ. (8.2.2)
Recall that, given a subgroup Γ $ Zn of maximal rank, there is an invertible n× n-
matrix M with integer valued entries such that Γ = MZn. It is proven in [68] that
the inclusion π : C
(
TnΘ
) →֒ C (Tn
Θ˜
)
exists if and only if the following condition
holds
Θ ∈ MTΘ˜M+ Mn (Z) . (8.2.3)
From Γ = Γ = MZn it turns out that C
(
TnΘ
)
is the C∗-norm completion of the
C-linear span of of unitary elements given by
Uk = U˜Mk ∈ C (TnΘ) ; k ∈ Zn. (8.2.4)
For any j = 1, ..., n denote by
u˜j
def
= U˜k j , where kj =
0, ..., 1︸︷︷︸
jth−place
, ..., 0
 ∈ C (Tn
Θ˜
)
. (8.2.5)
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There is the action
Rn × C
(
Tn
Θ˜
)
→ C
(
Tn
Θ˜
)
;
s · uj 7→ e2π jsuj.
If Γ∨ the dual lattice
Γ∨ = {x ∈ Qn | x · Γ ∈ Z} = M−1Zn (8.2.6)
then the action Rn × C
(
Tn
Θ˜
)
→ C
(
Tn
Θ˜
)
can by restricted onto Γ∨ such that
ga = a ∀a ∈ C (TnΘ) .
If g ∈ Γ∨ ∩Zn then ga˜ = a for all a˜ ∈ C
(
Tn
Θ˜
)
. It follows that there is the inclusion
Γ∨/Zn ⊂
{
g ∈ Aut
(
C
(
Tn
Θ˜
)) ∣∣∣ ga = a; ∀a ∈ C (TnΘ)} (8.2.7)
From Γ = MZn and Zn = MΓ∨ one has the isomorphism Γ∨/Zn ∼= Zn/Γ and the
inclusion.
Zn/Γ ⊂
{
g ∈ Aut
(
C
(
Tn
Θ˜
)) ∣∣∣ ga = a; ∀a ∈ C (TnΘ)} (8.2.8)
Definition 8.2.2. In the described in 8.2.1 situation we say that the inclusion π :
C
(
TnΘ
) →֒ C (Tn
Θ˜
)
corresponds to the matrix M.
Lemma 8.2.3. If C
(
TnΘ
) ⊂ C (Tn
Θ˜
)
is a given by 8.2.1 inclusion then the group
G =
{
g ∈ Aut
(
C
(
Tn
Θ˜
)) ∣∣∣ ga = a; ∀a ∈ C (TnΘ)} (8.2.9)
is finite.
Proof. Let for any j = 1, ..., n the unitary element uj ∈ C
(
Tn
Θ˜
)
is given by (8.2.5).
From (8.2.2) it turns out that for any j ∈ 1, ..., n there is lj ∈ N such that U˜ljk j =
u˜
lj
j ∈ C
(
TnΘ
)
.
C (TnΘ)j
def
=
{
a ∈ C (TnΘ)| au˜
lj
j = u˜
lj
j a
}
⊂ C (TnΘ) ,
C
(
Tn
Θ˜
)
j
=
{
a˜ ∈ C
(
Tn
Θ˜
) ∣∣∣ a˜a = aa˜ ∀a ∈ C (TnΘ)j}
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then for any g ∈ G one has gC
(
Tn
Θ˜
)
j
⊂ C
(
Tn
Θ˜
)
j
. Otherwise C
(
Tn
Θ˜
)
j
is a com-
mutative C∗-algebra generated by uj. If w˜ = gu˜j then w˜lj = u˜
lj
j , and since C
(
Tn
Θ˜
)
j
is commutative one has
w˜lj u˜
∗lj
j =
(
w˜u˜∗j
)lj
= 1. (8.2.10)
From (8.2.10) it turns out that there is 0 ≤ mj < lj such w˜ = e
2πimj
lj u˜∗j . Similarly one
can prove that there are lj (j = 1, ..., n) such that for any g ∈ G there are 0 ≤ mj < lj
following condition holds
gU˜k = exp
(
2πi
(
k1
l1
+ ...+
kn
ln
))
U˜k; where k = (k1, ..., kn) . (8.2.11)
From (8.2.11) it turns out that |G| = l1 · ... · ln, i.e. G is finite.
8.2.4. For any x ∈ Rn let us consider a continuous map
fx : [0, 1] → Aut (C (TnΘ)) ;
t 7→
(
Uk 7→ e2πitk·xUk
)
.
and there is the π-lift f˜x : [0, 1] → Aut
(
C
(
Tn
Θ˜
))
of fx (cf. Definition 2.5.1) given
by
f˜x (t) U˜k = e
2πit(M−1k)·xU˜k;
where M satisfies to the Equation .(8.2.4)
From the Lemma 8.2.3 and the Corollary 2.5.6 it follows that f˜x is the unique π-lift
of fx. From the Lemma 2.5.4 it turns out that f˜x commutes with the given by (8.2.9)
group G. There is the continuous action
Rn × C (TnΘ) → C (TnΘ) ,
x •Uk = fx (1)Uk = e2πik·xUk; ∀x ∈ Rn
(8.2.12)
which can be uniquely lifted to the continuous action
Rn × C
(
Tn
Θ˜
)
→ C
(
Tn
Θ˜
)
,
x • U˜k = e2πi(M
−1k)·xU˜k; ∀x ∈ Rn
(8.2.13)
Clearly one has
x • a˜ = a˜; ∀a˜ ∈ C
(
Tn
Θ˜
)
⇔ x ∈ Γ (8.2.14)
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Lemma 8.2.5. If G is given by (8.2.9) then there is the natural group isomorphism G ∼=
Zn/Γ.
Proof. If x ∈ Zn then clearly x • a = a for any a ∈ C (TnΘ) so there is the natural
group homomorphism φ : Zn → G. From (8.2.14) it turns out that kerφ = Γ,
i.e. there is the natural inclusion Zn/Γ → G. From the Lemma 2.5.4 it turns
out that the action of G commutes with the action of Zn/Γ on C
(
Tn
Θ˜
)
it follows
that G is the direct product G = G′ ×Zn/Γ. Action of G on C
(
Tn
Θ˜
)
induces the
unitary action of G on the Hilbert space L2
(
C
(
Tn
Θ˜
)
, τ˜
)
. It follows that there is
the following Hilbert direct sum
L2
(
C
(
Tn
Θ˜
)
, τ
)
= ⊕λ∈ΛG′Hλ
⊕⊕µ∈ΛZn/ΓHµ (8.2.15)
where ΛG′ (resp. ΛZn/Γ) is the set of irreducible representations of G′ (resp. Zn/Γ),
Hλ (resp. Hµ) is the Hilbert subspace which corresponds to the representation λ
(resp. µ). The group Zn/Γ is and commutative group, hence any irreducible
representation of Zn/Γ has dimension 1. For any x ∈ Γ∨/Zn the corresponding
representation ψx : Z
n/Γ×C → C is given by
ψ
(
k, z
)
, χx
(
k
)
= e2πikx;
where z ∈ C, k ∈ Zn and x ∈ Γ∨ are representatives of
k ∈ Zn/Γ and x ∈ Γ∨/Zn.
(8.2.16)
So there is a bijective map ϕZn/Γ : Z
n/Γ∨ ≈−→ ΛZn/Γ. From (8.2.13) it turns out that
k
′ • U˜k = χM−1k
(
k
′)
U˜k; where k
′ is representative of k′ ∈ Zn/Γ,
hence one has
CU˜k ∈ HϕZn/Γ(M−1k) ⊂
⊕
µ∈ΛZn/Γ
Hµ
The C-linear span of
{
U˜k
}
k∈Zn
is dense in L2
(
C
(
Tn
Θ˜
))
, so there is the following
Hilbert direct sum
L2
(
C
(
Tn
Θ˜
)
, τ
)
= ⊕µ∈ΛZn/ΓHµ (8.2.17)
Comparison of (8.2.15) and (8.2.17) gives ⊕λ∈ΛG′Hλ = {0} it turns out that G′ is
trivial, hence G = Zn/Γ.
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Theorem 8.2.6. In the above situation the triple
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zn/Γ,π
)
is an
unital noncommutative finite-fold covering.
Proof. Both C
(
TnΘ
)
, C
(
Tn
Θ˜
)
are unital C∗-algebras, so from the Definition 2.1.9
one needs check the following conditions:
(i) The quadruple
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zn/Γ,π
)
is a noncommutative finite-fold
pre-covering. (cf. Definition 2.1.5).
(ii) C
(
Tn
Θ˜
)
is a finitely generated C
(
TnΘ
)
-module.
(i) One needs check (a), (b) of the Definition 2.1.5.
(a) Follows from the Lemma 8.2.5.
(b) Suppose
a˜ = ∑
k∈Zn
ckU˜k ∈ C
(
Tn
Θ˜
)Zn/Γ
; ck ∈ C.
If there is k ∈ Zn \ Γ such that ck 6= 0 and k ∈ Zn/Γ is represented by
k then ka˜ 6= a˜, so one has a˜ /∈ C
(
Tn
Θ˜
)Zn/Γ
. From this contradiction we
conclude that ck 6= 0 ⇔ k ∈ Γ. It follows that a˜ ∈ C
(
TnΘ
)
, hence one has
C
(
Tn
Θ˜
)Zn/Γ
= C
(
TnΘ
)
.
(ii) Let a˜ ∈ C
(
Tn
Θ˜
)
be any element given by
a˜ = ∑
x˜∈Zn
c˜x˜U˜x˜.
Let M ∈ Mn (Z) be such that Γ = MZn. The group Zn/Γ ∼= Zn/MZn, let
N = |Zn/Γ| and {x˜1, . . . , x˜N} ⊂ Zn is a set of representatives of Zn/Γ. If
bj =
1
|Zn/Γ| ∑g∈Zn/Γ
g
(
a˜U˜∗x˜j
)
∈ C (TnΘ)
then from the definition of C
(
TnΘ
)
the series
bj = ∑
y∈Zn
djyU˜My
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is norm convergent and djy = c˜My−x˜j . It turns out that
bjU˜x˜j = ∑
y∈Zn
c˜My+x˜jU˜My+x˜j (8.2.18)
Since {x˜1, . . . , x˜N} ⊂ Zn is a set of representatives of Zn/Γ from (8.2.18) it follows
that
n
∑
j=1
bjU˜x˜j = ∑
x˜∈Zn
c˜x˜U˜x˜ = a˜ (8.2.19)
The equation 8.2.19 means that C
(
Tn
Θ˜
)
is a left C
(
TnΘ
)
-module generated by the
finite set
{
U˜x˜j
}
.
Remark 8.2.7. Let Θ = Jθ where θ ∈ R \Q and
J =
(
0 1N
−1N 0
)
.
Denote by C
(
T2Nθ
) def
= C
(
T2NΘ
)
. Let n ∈ N and n > 1 and θ˜ = θ/n2. If u1, ..., u2N ∈
C
(
T2Nθ
)
are generators of C
(
T2Nθ
)
(cf. Definition F.1.3) and u˜1, ..., u˜2N ∈ C
(
T2N
θ˜
)
are generators of C
(
T2N
θ˜
)
then there is an injective *-homomorphism
π : C
(
T2Nθ
)
→֒ C
(
T2N
θ˜
)
,
uj 7→ u˜nj j = 1, ..., 2N.
From the Theorem 8.2.6 it turns out that the quadruple(
C
(
T2Nθ
)
,C
(
T2N
θ˜
)
,Z2Nn ,π
)
is an unital noncommutative finite-fold covering.
Lemma 8.2.8. If the diagram with injective *-homomorphisms π1, π2.
C˜
(
Tn
Θ˜1
)
C
(
Tn
Θ˜2
)
C
(
TnΘ
)
π12
π1 π2
is commutative then the pair (π1,π2) is compliant (cf. Definition 3.1.1),
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Proof. It is proven in that for the inclusions π1,π2 there are invertible n × n-
matrices M1, M2 with integer valued entries such that
Θ ∈ MT1 Θ˜1M1 + Mn (Z) ,
Θ ∈ MT2 Θ˜2M2 + Mn (Z) .
If π12 exists then there are lattices Γ, Γ1 ⊂ Zn such that
∀k ∈ Zn U˜k ∈ π2
(
C
(
Tn
Θ˜2
))
⇔ k ∈ Γ,
∀k ∈ Zn U˜k ∈ π12
(
C
(
Tn
Θ˜1
))
⇔ k ∈ Γ1.
(8.2.20)
Let us check conditions (a)-(d) of the Definition 3.1.1.
(a) If there is an injective *-homomorphism π12 : C
(
Tn
Θ˜1
)
→֒ C
(
Tn
Θ˜2
)
then from
[68] it follows that there is an invertible n × n-matrices M with integer valued
entries such that
Θ1 ∈ MTΘ˜2M+ Mn (Z)
From the Theorem 8.2.6 it follows that π12 a noncommutative finite-fold covering
(cf. Definition 2.1.17).
(b) For any g ∈ G
(
C
(
Tn
Θ˜2
) ∣∣∣C (TnΘ)) from the equations (8.2.11) and (8.2.20) it
follows that
k ∈ Γ1 ⇔ U˜k ∈ π12
(
C
(
Tn
Θ˜1
))
AND ∃c ∈ C gU˜k = cU˜k ⇒
⇒ gU˜k ∈ π12
(
C
(
Tn
Θ˜1
))
.
so one has
G
(
C
(
Tn
Θ˜2
)∣∣∣C (TnΘ))π12 (C (TnΘ˜1)) = π12 (C (TnΘ˜1)) .
(c) From the Theorem 8.2.6 it follows that
G
(
C
(
Tn
Θ˜2
)∣∣∣C (TnΘ)) ∼= Zn/Γ,
G
(
C
(
Tn
Θ˜1
)∣∣∣C (TnΘ)) ∼= Zn/Γ1
where Γ1 ⊂ Γ the natural homomorphism
φ : G
(
C
(
Tn
Θ˜2
)∣∣∣C (TnΘ)) → G (C (TnΘ˜1)∣∣∣C (TnΘ)) is equivalent to the homo-
morphism ϕ : Zn/Γ → Zn/Γ1. The homomorphism ϕ is surjective, hence φ is
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surjective.
(d) If ρ : C
(
Tn
Θ˜1
)
→֒ C
(
Tn
Θ˜2
)
is an injective *-homomorphism such that π2 =
ρ ◦ π1 then both π12 and ρ can be regarded as *-isomorphisms from C
(
Tn
Θ˜1
)
onto
their images. But from (8.2.4) it follows follows that the image of π12 coincides with
the image of ρ. It follows that there is g ∈ Aut
(
C
(
Tn
Θ˜1
))
such that ρ = π12 ◦ g.
From π2 = ρ ◦ π1 and π2 = π12 ◦ π1 it follows that ga = a for all a ∈ C
(
Tn
Θ˜
)
, i.e.
g ∈ G
(
C
(
Tn
Θ˜1
)∣∣∣C (TnΘ)).
Lemma 8.2.9. Let π : C
(
TnΘ
) →֒ C (Tn
Θ˜
)
be an injective *-homomorphism which cor-
responds to a noncommutative finite-fold covering
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zn/Γ
)
. There
is a diagonal covering
(
C
(
TnΘ
)
,C
(
Tn
Θ/k2
)
,Znk
)
and the injective *-homomorphism˜˜π : C (Tn
Θ˜
)
→ C
(
Tn
Θ/m2
)
such that following condition hold:
• The homomorphism π˜ : C
(
Tn
Θ˜
)
→֒ C
(
Tn
Θ/m2
)
corresponds an unial noncommu-
tative finite-fold covering having unique map lifting
(
C
(
Tn
Θ˜
)
,C
(
Tn
Θ/k2
)
,Zn/Γ˜
)
,
• Following digram
C
(
Tn
Θ˜
)
C
(
Tn
Θ/m2
)
C
(
TnΘ
)
π˜
π ˜˜π
is commutative.
Proof. From the construction 8.2.1 it turns out that:
Γ = MZn,
Θ = MTΘ˜M+ P
Θ˜ =
(
MT
)−1
ΘM−1 +
(
MT
)−1
PM−1
where P ∈ Mn (Z). There is m ∈ N such that N = mM−1 ∈ Mn (Z), or equiva-
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lently
MN =
m . . . 0... . . . ...
0 . . . m
 .
If ˜˜
Θ =
Θ˜− (MT)−1 PM−1
m2
then
Θ = mMT ˜˜ΘMm,
Θ˜ = m ˜˜Θm−m (MT)−1 PM−1m =
= m ˜˜Θm− NTPN ∈ m ˜˜Θm+ Mn (Z) .
So there are noncommutative finite-fold coverings π′ : C
(
TnΘ
) →֒ C (Tn˜˜
Θ
)
, π′′ :
C
(
Tn
Θ˜
)
→֒ C
(
Tn˜˜
Θ
)
, which correspond to triples
(
C
(
TnΘ
)
,C
(
Tn˜˜
Θ
)
,Zn/mMZn
)
,(
C
(
Tn
Θ˜
)
,C
(
Tn˜˜
Θ
)
,Znm
)
From N = mM−1 it turns out
Θ = mMTNT
(
NT
)−1 ˜˜
ΘPN−1NMm = m2
((
NT
)−1 ˜˜
ΘN−1
)
m2,(
NT
)−1 ˜˜
ΘN−1 =
Θ
m4
,
˜˜
Θ = NT
(
NT
)−1 ˜˜
ΘPN−1N = NT
Θ
m4
N
From the above equations it follows that there is a noncommutative finite-fold
covering π˜ : C
(
Tn˜˜
Θ
)
→֒ C
(
Tn
Θ/m4
)
which corresponds to the triple
(
C
(
Tn˜˜
Θ
)
,C
(
Tn
Θ/m4
)
,Zn/NZn
)
.
The composition ˜˜π = π˜ ◦ π : C (TnΘ) → C (TnΘ/m4) corresponds to the diagonal
covering
(
C
(
TnΘ
)
,C
(
Tn
Θ/m4
)
,Znm2
)
.
Corollary 8.2.10. If SC(TnΘ)
is a family of all noncommutative finite-fold coverings given
by the Theorem 8.2.6 then following conditions hold:
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(i) Let {pk}k∈N ∈ N is a sequence such that for every s ∈ N there are j,m ∈ N which
satisfy to the following condition
sm =
j
∏
k=1
pj.
If mj = ∏
j
k=1 pk then the ordered set
SN
C(TnΘ)
=
{(
C (TnΘ) ,C
(
Tn
Θ/m2j
)
,Znm j
)}
j∈N
is a cofinal subset (cf. Definition A.1.4) of SC(TnΘ)
.
(ii) The family SC(TnΘ)
is a directed set with respect to the given by (3.1.4) order.
Proof. (i) Let
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zn/Γ
)
be a noncommutative finite-fold covering
having unique path lifting. From the Lemma 8.2.9 it turns out that there is a
noncommutative finite-fold covering C
(
Tn
Θ˜
)
→֒ C
(
Tn
Θ/s2
)
. Otherwise there is
j ∈ N such mj = sm, so there are following noncommutative finite-fold coverings
C
(
Tn
Θ/s2
)
→֒ C
(
Tn
Θ/m2j
)
,
C
(
Tn
Θ˜
)
→֒ C
(
Tn
Θ/m2j
)
.
(8.2.21)
From (8.2.21) it turns out that(
C (TnΘ)→ C
(
Tn
Θ/m2j
))
≥
(
C (TnΘ)→ C
(
Tn
Θ˜
))
,
i.e.
{(
C
(
TnΘ
)
,C
(
Tn
Θ/m2j
)
,Znm j
)}
j∈N
is cofinal.
(ii) Follows from (i).
8.2.2 Induced representation
Let us consider an unital noncommutative finite-fold covering(
C (TnΘ) ,C
(
Tn
Θ˜
)
,Zn/Γ,π
)
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given by the Theorem 8.2.6. The group Zn/Γ is and commutative group, hence
any irreducible representation of Zn/Γ has dimension 1. From the proof of the
Lemma 8.2.5 it follows that the moduli space of the irreducible representations
Zn/Γ coincides with Γ∨/Zn and any irreducible representation corresponds to a
character the given by (8.2.16) character χx : Z
n/Γ → C. It is known the orthogo-
nality of characters (cf. [40]), i.e.
∑
g∈Zn/Γ
χx1 (g) χx1 (g) =
{ |Zn/Γ| x1 = x2
0 x1 6= x2. (8.2.22)
Otherwise one has
gU˜k = χM−1k (g) U˜k; ∀g ∈ Zn/Γ
and taking into account (8.2.22) following condition holds〈
U˜k1 , U˜k2
〉
C(TnΘ)
= ∑
g∈Zn/Γ
g
(
U˜∗k1U˜k2
)
=
= ∑
g∈Zn/Γ
χM−1k1
(g) χM−1k2 (g) U˜
∗
k1U˜k2 =
= ∑
g∈Zn/Γ
χM−1k1
(g) χM−1k2 (g) |e
−πik1 · Θ˜k2U˜k2−k1 =
=
{
|Zn/Γ| e−πik1 · Θ˜k2UM−1(k2−k1) ∈ C
(
TnΘ
)
k1 − k2 ∈ Γ
0 k1 − k2 /∈ Γ.
(8.2.23)
From the equation (F.1.15) it follows that
UM−1(k2−k1)ξl = e
−πiM−1(k2−k1) · ΘlξM−1(k2−k1)+l =
= e−πi(k2−k1) · Θ˜MlξM−1(k2−k1)+l
(8.2.24)
Let ρ : C
(
TnΘ
) → B (L2 (C (TnΘ) , τ)) be the described in F.1.4 faithful GNS-
representation. If ρ˜ : C
(
Tn
Θ˜
)
→ B
(
H˜
)
is the induced by the pair
(
ρ,
(
C (TnΘ) ,C
(
Tn
Θ˜
)
,Zn/Γ,π
))
representation (cf. Definition 2.3.1) then H˜ is the Hilbert norm completion of the
tensor product C
(
Tn
Θ˜
)
⊗C(TnΘ) L
2
(
C
(
TnΘ
)
, τ
)
. Denote by (·, ·)H˜ the scalar product
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on H˜ given by (2.3.1). If ξl1 , ξl2 ∈ L2
(
C
(
TnΘ
)
, τ
)
then from (8.2.23), (8.2.24) and
(F.1.14) it follows that (
U˜k1 ⊗ ξl1 , U˜k2 ⊗ ξl2
)
H˜
=
=
{
e−πik1 · Θ˜k2eπi(k2−k1) · Θ˜Ml2 |Zn/Γ| k1 + Ml1 = k2 + Ml2
0 k1 + Ml1 6= k2 + Ml2.
(8.2.25)
From the Equation (8.2.25) it turns out that H˜ is a Hilbert direct sum
H˜ = ⊕
p∈Zn
H˜p
of one-dimensional Hilbert spaces such that
U˜k ⊗ ξl ∈ H˜k+Ml
If k1 + Ml1 = k2 + Ml2 and
ξ˜1
def
=
√
|Zn/Γ|e−πik1 · Θ˜Ml1U˜k1 ⊗ ξl1 ,
ξ˜2
def
=
√
|Zn/Γ|e−πik2 · Θ˜Ml2U˜k2 ⊗ ξl2
then from (8.2.25) it follows that(
ξ˜1, ξ˜2
)
H˜
= e−πik1 · Θ˜k2eπi(k2−k1) · Θ˜Ml2eπik1 · Θ˜Ml1e−πik2 · Θ˜Ml2 = eπix,
where x = −k1 · Θ˜k2 + (k2 − k1) · Θ˜Ml2 + k1 · Θ˜Ml1 − k2 · Θ˜Ml2 =
= −k1 · Θ˜k2 + k1 · (Ml2 −Ml1) = −k1 · Θ˜k2 + k1 · Θ˜ (k2 − k1)
Since Θ˜ is skew symmetric one has x = 0 it follows that
(
ξ˜1, ξ˜2
)
H˜
= 1 and taking
into account
∥∥∥ξ˜1∥∥∥H˜ = ∥∥∥ξ˜2∥∥∥H˜ = 1 one has ξ˜1 = ξ˜2. So there is the orthonormal
basis
{
ξ˜p
}
p∈Zn
such that
ξ˜p
def
=
√
|Zn/Γ|e−πik · Θ˜MlU˜k ⊗ ξl where p = Ml + k. (8.2.26)
and for all p ∈ Zn the element ξ˜p does not depend on the representation p =
Ml+ k. Direct check shows that
U˜kξ˜l = e
πik · Θ˜l ξ˜Mk+l . (8.2.27)
Using equations (8.2.26) and (F.1.15) one has the following lemma.
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Lemma 8.2.11. If ρ˜ : C
(
Tn
Θ˜
)
→ B
(
H˜
)
is the induced by the pair(
ρ,
(
C (TnΘ) ,C
(
Tn
Θ˜
)
,Zn/Γ,π
))
then ρ˜ is equivalent to the described F.1.4 faithful GNS representation.
8.2.3 Coverings of spectral triples
Lemma 8.2.12. Let
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zn/Γ,π
)
be an unital noncommutative finite-
fold covering given by the Theorem 8.2.6. Let {x˜1, . . . , x˜N} ⊂ Zn is a set of representatives
of Zn/Γ.
(i) The finite family
{
U˜x˜j
}
j=1,...,N
⊂ C∞
(
Tn
Θ˜
)
satisfies to the Lemma 2.7.3.
(ii)
C
(
Tn
Θ˜
)
∩MN (C∞ (TnΘ)) = C∞
(
M˜
)
. (8.2.28)
(iii) The given by the Theorem 8.2.6 unital noncommutative finite-fold covering(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zn/Γ,π
)
is smoothly invariant (cf. Definition 2.7.2).
Proof. (i) Let us prove that
{
U˜x˜j
}
satisfies to conditions (a) and (b) of the Lemma
2.7.3.
(a) Follows from〈
U˜x˜j , U˜x˜k
〉
=
e
πixjΘ˜xkUM−1(xk−xj) ∈ C∞
(
TnΘ
)
xj − xk ∈ Γ
0 xj 6= xk
(b) For any j = 1, ..., n and g ∈ Zn/Γ one has gU˜x˜j = U˜x˜j
(
χM−1 x˜j
(g) · 1C∞(TnΘ)
)
.
(ii) For any a˜ ∈ C
(
Tn
Θ˜
)
from the Theorem 8.2.6 it follows that
a˜ =
N
∑
l=1
alU˜x˜l where al ∈ C (TnΘ) (8.2.29)
On the other hand one has〈
U˜x˜j , a˜U˜x˜k
〉
= ∑
g∈Zn/Γ
g
(
U˜∗xj a˜U˜x˜k
)
= ∑
g∈Zn/Γ
N
∑
l=1
g
(
U˜x˜jalU˜x˜lU˜x˜k
)
=
= ∑
g∈Zn/Γ
N
∑
l=1
χ
M−1(x˜l+x˜k−x˜j)g
(
U˜x˜jalU˜x˜lU˜x˜k
)
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where M−1
(
x˜l + x˜k − x˜j
) ∈ Γ∨/Zn (cf. (8.2.6)) represented by M−1 (x˜l + x˜k − x˜j) ∈
Qn and χ
M−1(x˜l+x˜k−x˜j) is a character which corresponds to χM−1(x˜l+x˜k−x˜j). Since the
set {x˜1, . . . , x˜N} ⊂ Zn is a set of representatives of Zn/Γ one has
M−1
(
x˜l + x˜k − x˜j
)
= 0 ⇔ M−1 (x˜l + x˜k − x˜j) = 0.
Otherwise it is known that
∑
g∈Zn/Γ
χ
M−1(x˜l+x˜k−x˜j) (g) =
{
N M−1
(
x˜l + x˜k − x˜j
)
= 0
0 M−1
(
x˜l + x˜k − x˜j
) 6= 0
If x˜l + x˜k − x˜j = 0 and al = ∑p∈Zn clkUk where clk ∈ C and a′l = U˜x˜jalU˜x˜lU˜x˜k =
∑p∈Zn c′lkUk then from (F.1.2) it follows that
∣∣c′lk ∣∣ = ∣∣clk∣∣ for all k ∈ Z. Hence
supk∈Zn (1+ ‖k‖)s
∣∣∣clk∣∣∣ = supk∈Zn (1+ ‖k‖)s ∣∣∣c′lk ∣∣∣
and taking into account (C.2.2) one has
al = ∑
p∈Zn
clkUk ∈ C∞ (TnΘ) ⇔ a′l = U˜x˜jalU˜x˜lU˜x˜k = ∑
p∈Zn
c′lkUk ∈ C∞ (TnΘ) .
So from (8.2.29) it turns out
∀l = 1, ..., n a′l ∈ C∞ (TnΘ) ⇒ a˜ ∈ C∞
(
Tn
Θ˜
)
,
or, equivalently
∀j, k = 1, ..., n
〈
U˜x˜j , a˜U˜x˜k
〉
∈ C∞ (TnΘ) ⇒ a˜ ∈ C∞
(
Tn
Θ˜
)
.
Conversely if there are j, k ∈ 1, ..., n such that
〈
U˜x˜j , a˜U˜x˜k
〉
/∈ C∞ (TnΘ) and x˜l =
x˜k − x˜j then al /∈ C∞
(
TnΘ
)
. If al = ∑k∈Zn ckUk and a˜ = ∑k˜∈Zn c˜k˜U˜k˜ then from
(8.2.29) it follows that ∣∣c˜Mk+x˜l ∣∣ = |ck|
There is c ∈ R such that c > 4 and
‖k‖ > c ⇒ ‖Mk+ x˜l‖ > ‖k‖2 ⇒ (1+ ‖Mk+ x˜l‖)
2
> 1+ ‖k‖.
From al /∈ C∞
(
TnΘ
)
and (C.2.2) it follows that there is s ∈ N such that
sup
k∈Zn
(1+ ‖k‖)s |ck| = ∞.
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If C > 0 is a big number then there is k ∈ Z2 such that ‖k‖ > c and (1+ ‖k‖)s |ck| >
C. It follows that
(1+ ‖Mk+ x˜l‖)2s > C.
So
sup
k˜∈Zn
(
1+ ‖k˜‖
)2s ∣∣c˜k˜∣∣ = ∞
and from (C.2.2) it follows that a˜ /∈ C∞
(
Tn
Θ˜
)
. In result
C∞
(
Tn
Θ˜
)
=
{
a˜ ∈ C∞
(
Tn
Θ˜
)∣∣∣ 〈U˜x˜j , a˜U˜x˜k〉 ∈ C∞ (TnΘ) j, k ∈ 1, ..., n} .
The Equation (8.2.29) follows from (i) of the Lemma 2.7.3.
(iii) Follows from (ii) of the Lemma 2.7.3.
The Hilbert space of relevant to spectral triple is H˜m = H˜ ⊗Cm where m = 2[n/2]
and H˜ is described in 8.2.2 and the action of C
(
Tn
Θ˜
)
on H˜ is given by (F.1.15). The
action of C
(
Tn
Θ˜
)
on H˜m is diagonal. Let Ω1D is the module of differential forms
associated with the spectral triple (A,H,D) (cf. Definition E.3.5). We suppose that
Γ = MZn where M ∈ Mn (Z) is a diagonal matrix
M =
k1 . . . 0... . . . ...
0 . . . kn
 k1, ..., kn ∈ N
Let us consider a map
∇˜ : C∞
(
Tn
Θ˜
)
→ C∞
(
Tn
Θ˜
)
⊗C∞(TnΘ) Ω
1
D,
a˜ 7→
n
∑
µ=1
∂a
∂xµ
⊗ u∗µ
[
D, uµ
]
=
n
∑
µ=1
∂a
∂xµ
⊗ γµ
where γµ Clifford (Gamma) matrices in Mn(C) satisfying the relation (F.1.22)
The map satisfies to the following equation
∇U˜l˜=(l˜1,...,l˜n) =
n
∑
µ=1
l˜µ
kµ
U˜l˜ ⊗ γµ. (8.2.30)
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If Ul=(l1,...,ln) ∈ C∞
(
TnΘ
)
, l˜′ = (l1k1, . . . , lnkn), l˜′′ = l˜ + l˜′ then from (F.1.1) it turns
out
U˜l˜Ule
−πil˜ · Θ˜l˜′Ul˜′′=l˜+l˜′
and taking into account (8.2.30) one has
∇
(
U˜l˜Ul
)
= e−πil˜ · Θ˜l˜
′ n
∑
µ=1
lµkµ + l˜µ
kµ
U˜l˜′′ ⊗ γµ =
= e−πil˜ · Θ˜l˜
′ n
∑
µ=1
l˜µ
kµ
U˜l˜′′ ⊗ γµ + e−πil˜ · Θ˜l˜
′ n
∑
µ=1
lµU˜l˜′′ ⊗ γµ =
=
n
∑
µ=1
l˜µ
kµ
U˜l˜Ul ⊗ γµ +
n
∑
µ=1
lµU˜l˜Ul ⊗ γµ =
=
n
∑
µ=1
l˜µ
kµ
(
U˜l˜ ⊗ γµ
)
Ul + U˜l˜ ⊗
n
∑
µ=1
lµUl ⊗ γµ =
=
(
∇U˜l˜
)
Ul + U˜l˜ ⊗ [D,Ul] =
(
∇U˜l˜
)
Ul + U˜l˜ ⊗ dUl.
where dUl is given by (E.3.6). Right part of the above equation is a specific case
of (E.3.6), i.e. elements U˜l˜ satisfy condition (E.3.6). Since C-linear span of
{
U˜l˜
}
(resp. {Ul} ) is dense in C∞
(
Tn
Θ˜
)
(resp. C∞
(
TnΘ
)
) the map ∇ is a connection. If
(p1, . . . , pn) ∈ Zk1 × · · · ×Zk1 then from
(p1, . . . , pn) U˜l˜ = e
2πi p1l1k1 · · · · · e2πi pnlnkn U˜l˜
it turns out
∇
(
(p1, . . . , pn) U˜l˜
)
= e2πi
p1l1
k1 · ... · e2πi pnlnkn
n
∑
µ=1
l˜µ
kµ
U˜l˜ ⊗ γµ = (p1, . . . , pn)
(
∇U˜l˜
)
,
i.e. ∇ is Zk1 × · · · ×Zk1 -equivariant, i.e it satisfies to (2.7.6). If ξ˜l = ΨΘ˜
(
U˜l˜
)
=
U˜l ⊗ 1C(TnΘ) then from
[
D, 1C(TnΘ)
]
= 0 it turns out that given by (2.7.7) Dirac
operator satisfy to following condition
D˜
(
ξ˜ l˜ ⊗ x
)
= ∇
(
U˜l˜
) (
1C(TnΘ)
⊗ x
)
+ U˜l˜D
(
1C(TnΘ)
⊗ x
)
=
=
n
∑
µ=1
l˜µ
kµ
ξ˜ l˜ ⊗ γµxµ; ∀x =
x1. . .
xm
 ∈ Cm.
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Let us consider following objects
• The spectral triple (C∞(TnΘ), L2 (C (TnΘ) , τ)⊗ Cm,D) given by (F.1.23),
• An unital noncommutative finite-fold covering
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zk1 × ...×Zkn
)
given by the Theorem 8.2.6.
Summarize above constructions one has the following theorem.
Theorem 8.2.13. The
(
C
(
TnΘ
)
,C
(
Tn
Θ˜
)
,Zk1 × ...×Zkn
)
-lift of the spectral triple
(
C∞(TnΘ), L
2 (C (TnΘ) , τ)⊗Cm,D
)
is the spectral triple
(
C∞
(
Tn
Θ˜
)
, L2
(
C
(
Tn
Θ˜
))
, D˜
)
.
8.3 Infinite coverings
Lemma 8.3.1. If C
(
TnΘ
)
is a noncommutative torus then the family
SC(TnΘ)
=
{(
C (TnΘ) ,C
(
TnΘλ
)
,Zn/Γλ,πλ
)}
λ∈Λ (8.3.1)
of all given by the Theorem 8.2.6 noncommutative finite-fold coverings is algebraical finite
covering category, i.e. SC(TnΘ)
∈ FinAlg (cf. Definition 3.1.4).
Proof. Let us check (a) and (b) of the Definition 3.1.4.
(a) Follows from the Lemma 8.2.8.
(b) The set of lattices on Zn is partially ordered and from(
C (TnΘ) ,C
(
TnΘµ
)
,Zn/Γµ,πµ
)
≥ (C (TnΘ) ,C (TnΘν) ,Zn/Γν,πν) ⇒ Γµ j Γν
it turns out that Λ has a partial order given by the Equation (3.1.4). The minimal
element λmin ∈ Λ corresponds to the C∗-algebra C
(
TnΘ
)
. From (ii) of the Corollary
8.2.10 it follows that Λ is directed.
8.3.2. Any given by the Theorem given by the Theorem 8.2.6 noncommutative
finite-fold covering uniquely defines a topological covering T˜n → Tn of the or-
dinary tori. The Corollary 8.2.10 gives an infinite linearly ordered sequence of
coverings
Tn ← Tn1 ...← Tnj ← ... (8.3.2)
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Clearly Rn is the topological inverse limit of the sequence (8.3.2). The choice of
base the point x˜ ∈ Rn naturally gives the base point xj ∈ Tnj for every j ∈ N
since the sequence cofinal one has a base point xλ ∈ Tnλ where Tnλ is the torus
which corresponds to C
(
TnΘ
) →֒ C (TnΘλ) ∈ SC(TnΘ). If µ ≥ ν then there is the
unique pointed map
(
Tnµ, xµ
)
→ (Tnν , xν) which uniquely defines the injective *-
homomorphism πνµ : C
(
TnΘν
)
→֒ C
(
TnΘµ
)
. In result one has a pointed algebraical
finite covering category
S
pt
C(TnΘ)
def
=
({
πλ : C (TnΘ) →֒ C
(
TnΘλ
)}
λ∈Λ ,
{
πνµ
}
µ,ν∈Λ
µ>ν
)
(8.3.3)
(cf. Definition 3.1.6). Similarly to the Remark 8.2.7 denote by Let Θ
def
= Jθ where
θ ∈ R \Q and
J def=
(
0 1N
−1N 0
)
.
Denote by N def= n2 and C
(
T2Nθ
) def
= C
(
T2NΘ
)
. Consider the given by the Corollary
8.2.10 cofinal subcategory of S
pt
C(TnΘ)
, i.e.
SN
C(TnΘ)
=
{(C (T2Nθ ) ,C(T2Nθ/m2j
)
,Znm j ,πj
)}
j∈N ,
{
π
j
k : C
(
T2N
θ/m2j
)
→֒ C
(
T2N
θ/m2k
)}
j,k∈N
j<k
 ⊂ Spt
C(TnΘ)
.
(8.3.4)
8.3.1 Equivariant representation
According to F.2.15 the algebra Cb
(
R2Nθ
)
contains all plane waves.
Remark 8.3.3. If {ck ∈ C}k∈N0 is such that ∑∞k=0 |ck| < ∞ then from ‖exp (ik·)‖op =
1 it turns out ‖∑∞k=0 ck exp (ik·)‖op < ∑∞k=0 |ck| < ∞, i.e. ∑∞k=0 ck exp (ik·) ∈ Cb
(
R2Nθ
)
.
8.3.4. The equation (F.2.17) is similar to the equation (F.1.1) which defines C
(
T2Nθ
)
.
From this fact and from the Remark 8.3.3 it follows that there is an injective *-
homomorphism C∞
(
T2Nθ
) →֒ Cb (R2Nθ ) ; Uk 7→ exp (2πik·). An algebra C∞ (T2Nθ )
is dense in C
(
T2Nθ
)
so there is an injective *-homomorphism C
(
T2Nθ
) →֒ Cb (R2Nθ ).
The faithful representation Cb
(
R2Nθ
) → B (L2 (R2N)) gives a representation π :
C
(
T2Nθ
)→ B (L2 (R2N))
π : C
(
T2Nθ
)
→ B
(
L2
(
R2N
))
,
Uk 7→ exp (2πik·)
(8.3.5)
where Uk ∈ C
(
TnΘ
)
is given by the Definition F.1.3.
8.3.5. Denote by
{
U
θ/m j
k ∈ U
(
C
(
T2Nθ/m j
))}
k∈Z2N
the basis of C
(
T2Nθ/m j
)
. Similarly
to (8.3.5) there is the representation πj : C
(
T2Nθ/m j
)
→ B (L2 (R2N)) given by
πj
(
U
θ/m j
k
)
= exp
(
2πi
k
mj
·
)
.
If πλ : C
(
TnΘ
) →֒ C (TnΘλ) ∈ Spt (cf. (8.3.3)) then since the given by (8.3.4) is
cofinal in S
pt
C(TnΘ)
there is j in N such that Spt
C(TnΘ)
that the contains the morphism
C
(
TnΘλ
)
→֒ C
(
T2Nθ/m j
)
. If ̂C
(
T2Nθ
) def
= C∗-lim−→λ∈Λ C
(
TnΘλ
)
then from the following
diagram
C
(
TnΘλ
)
C
(
T2Nθ/m j
)
B
(
L2
(
R2N
))πλ
πj
yields a faithful representation π̂ : Ĉ
(
Tn
Θ
) → B (L2 (R2N)). There is the action of
Z2N ×R2N → R2N given by
(k, x) 7→ k+ x.
The action naturally induces the action of Z2N on both L2
(
R2N
)
and B
(
L2
(
R2N
))
.
Otherwise the action of Z2N on B
(
L2
(
R2N
))
induces the action of Z2N on ̂C
(
T2Nθ
)
.
There is the following commutative diagram
Z2N G
(
̂C
(
T2Nθ
) | C (T2Nθ ))
Gj
def
= G
(
C
(
T2Nθ/m j
)
| C (T2Nθ )) ≈ Z2Nm j
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Taking into account the Definition 3.1.1 and the Lemma 8.2.8 one has the following
diagram
Zn G
(
Ĉ
(
Tn
Θ
) | C (TnΘ))
Gλ
def
= G
(
C
(
TnΘλ
)
| C (TnΘ)) ≈ Zn/Γλ
If Ĝ def= lim←−λ∈Λ Gλ then from the above diagram it follows that there is the natural
homomorphism Z2N →֒ Ĝ, and Z2N is a normal subgroup. Let J ⊂ Ĝ be a set of
representatives of Ĝ/Z2N , and suppose that 0Ĝ ∈ J. Any g ∈ Ĝ can be uniquely
represented as g = gJ + gZ where g ∈ J, gZ ∈ Z2N . For any g1, g2 ∈ Ĝ denote by
ΦJ (g1, g2) ∈ J, ΦZ (g1, g2) ∈ Z2N , such that
g1 + g2 = ΦJ (g1, g2) + ΦZ (g1, g2) .
Let us define an action of Ĝ on
⊕
g∈J L2
(
R2N
)
given by
g1
0, ..., ξ︸︷︷︸
gth2 −place
, ..., 0, ...
 =
0, ..., ΦZ (g1, g2) ξ︸ ︷︷ ︸
ΦJ(g1+g2)
th−place
, ..., 0, ...
 . (8.3.6)
Let X ⊂ ⊕g∈J L2 (R2N) be given by
X =
η ∈
⊕
g∈J
L2
(
R2N
)
| η =
0, ..., ξ︸︷︷︸
0th
Ĝ
−place
, ..., 0, ...

 .
Taking into account that X ≈ L2 (R2N), we will write L2 (R2N) ⊂ ⊕g∈J L2 (R2N)
instead of X ⊂ ⊕g∈J L2 (R2N). This inclusion and the action of Ĝ on⊕g∈J L2 (R2N)
enable us write
⊕
g∈J gL2
(
R2N
)
instead of
⊕
g∈J L2
(
R2N
)
. If π̂⊕ : ̂C
(
T2Nθ
) →
B
(⊕
g∈J gL2
(
R2N
))
is given by
π̂⊕ (a) (gξ) = g
(
π̂
(
g−1a
)
ξ
)
; ∀a ∈ ̂C (T2Nθ ), ∀g ∈ J, ∀ξ ∈ L2 (R2N) . (8.3.7)
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8.3.2 Inverse noncommutative limit
Below we use the ’×’ symbol for the Moyal plane product using the described
in F.2.16 scaling construction.
Lemma 8.3.6. Let a, b ∈ S (R2N). For any ∆ ∈ R2N let a∆ ∈ S (R2N) be such that
a∆ (x)
def
= a (x+ ∆) . (8.3.8)
For any m, n ∈ N there is a constant Aa,bm,n such that
|a∆ ⋄ b (x)| < A
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ∀x ∈ R
2N (8.3.9)
where ⋄ means the given by (F.2.21) twisted convolution.
Proof. From the definition of Schwartz functions it follows that for any f ∈ S (R2N)
and any l ∈ N there is C fl > 0 such that
| f (u)| < C
f
l
(1+ ‖u‖)l
. (8.3.10)
Denote by Ψ (x)
def
= |F (a∆ × b) (x)| From (F.2.3) it follows that
Ψ (x,∆) = a∆ ⋄ b (x) =
∫
R2N
a∆ (x− t) b (t) eix·Jt dt =
=
∫
R2N
a (x+ ∆− t) b (t) eix·Jt dt.
Consider two special cases:
(i) ‖x‖ ≤ ‖∆‖2 ,
(ii) ‖x‖ > ‖∆‖2 .
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(i) From (8.3.10) it turns out
|Ψ (x,∆)| ≤
∫ ∣∣∣a (x+ ∆− t) b (t) eix·Jt∣∣∣ dt ≤
≤
∫
R2N
CaM
(1+ ‖t− ∆− x‖)M
Cb2M
(1+ ‖t‖)2M
dt =
=
∫
R2N
CaM
(1+ ‖t− ∆− x‖)M (1+ ‖t‖)M
Cb2M
(1+ ‖t‖)M
dt ≤
≤ sup
x∈R2N , ‖x‖≤ ‖∆‖2 , s∈R2N
CaMC
b
2M
(1+ ‖s− ∆− x‖)M (1+ ‖s‖)M
×
×
∫
R2N
1
(1+ ‖t‖)M
dt.
(8.3.11)
If x, y ∈ R2N then from the triangle inequality it follows that ‖x+ y‖ > ‖y‖ − ‖x‖,
hence
(1+ ‖x‖)M (1+ ‖x+ y‖)M ≥ (1+ ‖x‖)M (1+max (0, ‖y‖ − ‖x‖))M .
If ‖x‖ ≤ ‖y‖2 then ‖y‖ − ‖x‖ ≥ ‖y‖2 and
(1+ ‖x‖)M (1+ ‖x+ y‖)M >
(‖y‖
2
)M
. (8.3.12)
Clearly if ‖x‖ > ‖y‖2 then condition (8.3.12) also holds, hence(8.3.12) is always true.
It turns out from ‖−x− ∆‖ > ‖∆‖2 and (8.3.12) that
inf
x∈R2N, ‖x‖≤ ‖∆‖2 , s∈R2N
(1+ ‖s− ∆− x‖)M (1+ ‖s‖)M >
∥∥∥∥∆4
∥∥∥∥M ,
hence from (8.3.11) it turns out
|Ψ (x,∆)| ≤ 4
MCaMC
b
2M
‖∆‖M
×
∫
R2N
1
(1+ ‖t‖)M
dt =
C′
‖∆‖M
where
C′ = 4MCaMC
b
2M
∫
R2N
1
(1+ ‖t‖)M
. (8.3.13)
Otherwise from
(1+ ‖s− ∆− x‖)M (1+ ‖s‖)M > 1
391
it follows that Ψ (x,∆) ≤ C′ and taking into account (8.3.13) one has
|Ψ (x,∆)| ≤ 2C
′
(1+ ‖∆‖)M
If M = 2M′ then from ‖x‖ ≤ ∆2 it follows that
|Ψ (x,∆)| ≤ 2C
′2M′
(1+ ‖∆‖)M′ (1+ ‖x‖)M′
. (8.3.14)
If M is such that M > 2n and M > 2m then from (8.3.14) it follows that
Ψ (x,∆) ≤ 4C
′2M′
(1+ ‖∆‖)m (1+ ‖x‖)n . (8.3.15)
(ii) If (·, ·)L2(R2N) is the given by (C.2.6) scalar product then from (C.2.7) it turns
out
|Ψ (x,∆)| ≤
∣∣∣∣∫ a (t− ∆− x) b (t) eix·Jtdt∣∣∣∣ =
=
∣∣∣∣(a (• − ∆− x) , b (•) eix·J•)L2(R2N)
∣∣∣∣ =
=
∣∣∣∣(F (a (• − ∆− x)) , F (b (•) eix·J•))L2(R2N)
∣∣∣∣ =
=
∣∣∣∣∫
R2N
F (a) (• − ∆− x) (u)F
(
b (•) eix·J•
)
(u) du
∣∣∣∣ ≤
≤
∫
R2N
∣∣∣e−i(−∆−x)·uF (a) (u)F (b) (u+ Jx)∣∣∣ du ≤
≤
∫
R2N
CF (a)3M
(1+ ‖u‖)3M
CF (b)2M
(1+ ‖u− Jx‖)2M
du ≤
≤ sup
x∈R2N, ‖x‖> ‖∆‖2 , s∈R2N
CF (a)3M
(1+ ‖s‖)M
CF (b)2M
(1+ ‖s− Jx‖)M
×
× 1
(1+ ‖u− Jx‖)M (1+ ‖u‖)M
∫
R2N
1
(1+ ‖u‖)M
du.
From (8.3.12) it follows that
(1+ ‖u‖)M (1+ ‖u− Jx‖)M > ‖Jx‖M ,
inf
x∈R2N, ‖x‖> ‖∆‖2 , s∈R2N
(1+ ‖s‖)M (1+ ‖s− Jx‖)M >
∥∥∥∥ J∆4
∥∥∥∥M ,
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and taking into account (1+ ‖u‖)M (1+ ‖u− Jx‖)M ≥ 1, (1+ ‖s‖)M (1+ ‖s− Jx‖)M >
1 one has
|Ψ (x,∆)| ≤ C
F (a)
3M C
F (b)
2M∥∥∆
4
∥∥M ‖Jx‖M
∫
R2N
1
(1+ ‖u‖)M
du,
|Ψ (x,∆)| ≤ CF (a)3M CF (b)2M
∫
R2N
1
(1+ ‖u‖)M
du
If M > 2N +m then the integral I =
∫
R2N
1
(1+‖u‖)M du is convergent and from
|Ψ (x,∆)| ≤ 4C
F (a)
3M C
F (b)
2M I∥∥(1+ ∆4 ∥∥)M (1+ ‖Jx‖)M , (8.3.16)
From (F.1.20) and θ = 2 one has ‖Jz‖ = ‖2z‖ ; ∀z ∈ R2N and taking into account
(8.3.16) there is C1 > 0 such that
|Ψ (x,∆)| ≤ C1
‖(1+ ∆‖)M (1+ ‖x‖)M
, (8.3.17)
If M ≥ m and M ≥ n then from (8.3.17) it turns out
|Ψ (x,∆)| ≤ 2C1‖(1+ ∆‖)m (1+ ‖x‖)n , (8.3.18)
If Aa,bm,n ∈ R is such that Aa,bm,n ≥ 4C′2M′ and Aa,bm,n ≥ 2C1 then from (8.3.15) and
(8.3.18) it follows that Aa,bm,n satisfies to (8.3.9).
Corollary 8.3.7. Let a, b ∈ S (R2N). For any ∆ ∈ R2N let a∆ ∈ S (R2N) be such that
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a∆ (x)
def
= a (x+ ∆). For any m, n ∈ N there is a constant Ca,bm,n such that
|(a∆ ⋄ b) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|(b ⋄ a∆) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|(a∆ × b) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|(b× a∆) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|F (a∆ ⋄ b) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|F (b ⋄ a∆) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|F (a∆ × b) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|F (b× a∆) (x)| < C
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n .
(8.3.19)
where F means the Fourier transformation.
Proof. From the Lemma 8.3.19 it follows that is a constant Aa,bm,n such that
|(a∆ ⋄ b) (x)| < A
a,b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n .
Clearly |b ⋄ a∆ (x)| =
∣∣(b ⋄ a∆)∗ (x)∣∣ = and taking into account (F.2.25) one has
|b ⋄ a∆ (x)| =
∣∣(b ⋄ a∆)∗ (x)∣∣ = |(a∗∆ ⋄ b∗) (x)| < Ab∗,a∗m,n(1+ ‖∆‖)m (1+ ‖x‖)n (8.3.20)
From (F.2.23) it follows that
a∆ × b = a∆ ⋄ F˜b,
hence from the Lemma 8.3.19 it follows that
|a∆ × b (x)| < A
a,F˜b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n
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Similarly to (8.3.20) one has
|b× a∆ (x)| < A
(F˜b)
∗
,a∗
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n
Applying (F.2.22) one has
|F (a∆ ⋄ b) (x)| < A
F a, F F˜b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|F (b ⋄ a∆) (x)| < A
F(F˜b)∗ ,F a∗
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|F (a∆ × b) (x)| < A
F a,F b
m,n
(1+ ‖∆‖)m (1+ ‖x‖)n ,
|F (b× a∆) (x)| < .
If Ca,bm,n ∈ R is such that
Ca,bm,n > A
a, b
m,n, C
a,b
m,n > A
b∗, a∗
m,n , C
a,b
m,n > A
a, F˜b
m,n , C
a,b
m,n > A
(F˜b)
∗
, a∗
m,n ,
Ca,bm,n > A
F a, F b
m,n , C
a,b
m,n > A
F b∗, F a∗
m,n , C
a,b
m,n > A
F a, F F˜b
m,n , C
a,b
m,n > A
(F F˜b)∗, F a∗
m,n
then from the above construction it follows that Ca,bm,n satisfies to the equations
(8.3.19).
Corollary 8.3.8. Let a, b ∈ S (R2N). For any ∆ ∈ R2N let a∆ ∈ S (R2N) be such that
a∆ (x) = a (x+ ∆). For any m ∈ N there is a constant Ca,bm such that for any x,∆ ∈ R2N
following conditions hold
‖a∆ × b‖2 <
Ca,bm
(1+ ‖∆‖)m (8.3.21)
where ‖·‖2 is given by (F.2.7).
Proof. Follows from the equation 8.3.19.
Lemma 8.3.9. If a ∈ S (R2N) then for all j ∈ N the following conditions hold:
(i) The series
∑
g∈ker
(
Z2N→Z2Nmj
) ga = aj (8.3.22)
is convergent with respect to the weak*-topology (cf. Definition C.1.2) of the dual
space S′
(
R2N
)
of S
(
R2N
)
. Moreover aj is represented by infinitely differentiable
map R2N → C, i.e. aj ∈ C∞
(
R2N
)
.
395
(ii) One has
aj = ∑
k∈Z2N
ck exp
(
2πi
k
mj
·
)
(8.3.23)
where {ck ∈ C}k∈Z2N are rapidly decreasing coefficients given by
ck =
1
m2Nj
∫
R2N
a (x) exp
(
2πi
k
mj
· x
)
dx =
1
m2Nj
Fa
(
k
mj
)
. (8.3.24)
Proof. Let I def=
[
0,mj
]2N ⊂ R2N be a cube. If R def= √2Nmj then ‖x‖ < R for all
x ∈ I, hence from (8.1.2) it follows that
|(ga) (x)| = |a (x+ g)| <
Cm,Rf(
1+ ‖g‖m) ∀x ∈ I.
For all m > 2N the series ∑g∈ker
(
Z2N→Z2Nmj
) Cm,Rf
(1+‖g‖m) is convergent. If
C def= ∑
g∈ker
(
Z2N→Z2Nmj
)
Cm,Rf(
1+ ‖g‖m)
then for any subset G ⊂ ker
(
Z2N → Z2Nm j
)
and x ∈ I one has∣∣∣∣∣∑g∈G (ga) (x)
∣∣∣∣∣ < C. (8.3.25)
Moreover the series
∑
g∈ker
(
Z2N→Z2Nmj
) (ga)|I
is uniformly convergent, so the sum of the above series is continuous. If Dβ =
∂
∂x
β1
1
... ∂
∂xβnn
then from the equation (C.2.4) it turns out that Dβa ∈ S (R2N), so the
sum of the series
∑
g∈ker
(
Z2N→Z2Nmj
)
(
gDβa
)∣∣∣
I
is also continuous. If ε > 0 and a ∈ S (R2N) then there is a compact set V ⊂ R2N
such that |a (x)| < ε2C for all R2N \V . There is a finite subset G0 ⊂ ker
(
Z2N → Z2Nm j
)
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such that V ⊂ ⋃g∈G0 gI. Denote by Ca def= supx∈R2N |a (x)|. Otherwise there is a
finite set GI ⊂ ker
(
Z2N → Z2Nm j
)
such that
GI ⊂ G ⊂ ker
(
Z2N → Z2Nm j
)
⇒
∥∥∥∥∥∥∥ ∑g∈ker(Z2N→Z2Nmj ) (ga)|I − ∑g∈G (ga)|I
∥∥∥∥∥∥∥ <
ε
2Ca
For any g′ ∈ G0 one has
gGI ⊂ G ⊂ ker
(
Z2N → Z2Nm j
)
⇒
⇒
∥∥∥∥∥∥∥ ∑g∈ker(Z2N→Z2Nmj ) (ga)|g′ I − ∑g∈g′GI (ga)|g′ I
∥∥∥∥∥∥∥ <
ε
2Ca
If G def=
⋃
g′∈G0 g
′GI then from above construction it follows that
G ⊂ G ⊂ ker
(
Z2N → Z2Nm j
)
⇒
∣∣∣∣∣∣∣
〈
∑
g∈ker
(
Z2N→Z2Nmj
) ga, a
〉
−
〈
∑
g∈G
ga, a
〉∣∣∣∣∣∣∣ < ε,
i.e. the series 8.3.22 is convergent with respect to the weak*-topology. The sum of
series is periodic and since the sums ∑g∈ker
(
Z2N→Z2Nmj
) ga|I and ∑g∈ker(Z2N→Z2Nmj )
(
gD
β
a
)∣∣∣
I
are continuous aj is represented by infinitely differentiable map R2N → C.
(ii) Follows from
ck =
1
m2Nj
∫
I
exp
(
2πi
k
mj
x
)
∑
g∈ker
(
Z2N→Z2Nmj
) (ga) (x) dx =
=
1
m2Nj
∑
g∈ker
(
Z2N→Z2Nmj
)
∫
gI
exp
(
2πi
k
mj
x
)
a (x) dx =
=
1
m2Nj
∫
R2N
exp
(
2πi
k
mj
x
)
a (x) dx =
1
m2Nj
Fa
(
k
mj
)
.
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Lemma 8.3.10. If a ∈ S (R2Nθ ) is an element which correspond to positive element
of Cb
(
R2Nθ
) ⊂ B (L2 (R2Nθ )) (cf. Definition F.2.6) then for all j ∈ N there is aj ∈
C∞
(
T2Nθ/2m j
)
such that the series
∑
g∈ker
(
Z2N→Z2Nmj
) ga = aj
is strongly convergent in B
(
L2
(
R2Nθ
))
. Moreover the sum of the above series in sense of
the strong topology coincides with the sum with respect to the weak*-topology of the dual
space S ′ (R2N) (cf. Definition C.1.2).
Proof. From the Lemma 8.3.9 it follows that there the series
∑
g∈ker
(
Z2N→Z2Nmj
) ga = aj ∈ S′
(
R2N
)
(8.3.26)
is convergent with respect to the weak*-topology (cf. Definition C.1.2). Since aj is
a smooth mj - periodic function it can be regarded as the element of C∞
(
T2Nθ/2m j
)
.
On the other hand from 8.3.4 it follows that aj ∈ Cb
(
R2Nθ
) ⊂ B (L2 (R2Nθ )). From
(F.2.4) for any x ∈ S (R2Nθ ) and g ∈ ker(Z2N → Z2Nm j ) one has
(x, (ga) x)L2(R2Nθ )
= ((ga) x, x)L2(R2Nθ )
= ((ga) ⋆θ x, x)L2(R2Nθ )
=
=
〈
((ga) ⋆θ x)
∗ , x
〉
= 〈x∗ ⋆θ (ga) , x〉 = 〈ga, x ⋆θ x∗〉
where (·, ·)L2(R2Nθ ) is the scalar product of the Hilbert space and 〈·, ·〉 means the
natural pairing S ′ (R2Nθ ) × S (R2Nθ ) → C. Since ga is a positive operator of
B
(
L2
(
R2Nθ
))
all summands of the series
∑
g∈ker
(
Z2N→Z2Nmj
) (x, gax)L2(R2Nθ ) = ∑
g∈ker
(
Z2N→Z2Nmj
) 〈ga, x ⋆θ x∗〉
are positive. Otherwise the series (8.3.26) is convergent with respect to the weak*-
topology, so one has
∑
g∈ker
(
Z2N→Z2Nmj
) 〈ga, x ⋆θ x∗〉 =
〈
aj, x ⋆θ x∗
〉
(8.3.27)
From the positivity of summands it follows that
∑
g∈G
(x, gax)L2(R2Nθ )
≤ (x, ajx)L2(R2Nθ )
398
for any finite G ⊂ ker
(
Z2N → Z2Nm j
)
. Otherwise S (R2Nθ ) is dense subset of
L2
(
R2Nθ
)
with respect to the Hilbert norm of L2
(
R2Nθ
)
, so one has
∑
g∈G′
(ξ, gaξ)L2(R2Nθ )
≤ (ξ, ajξ)L2(R2Nθ )
for all ξ ∈ L2 (R2Nθ ), hence
∑
g∈G′
ga ≤ aj.
So from the Lemma D.1.25 it follows that the series ∑g∈ker
(
Z2N→Z2Nmj
) ga is strongly
convergent in B
(
L2
(
R2Nθ
))
. Moreover since S (R2N) is dense in L2 (R2N) and
taking into account the Equation (8.3.27) one has
∀ξ ∈ L2
(
R2N
)
∑
g∈ker
(
Z2N→Z2Nmj
) (ξ, gaξ)L2(R2Nθ ) =
(
ξ, ajξ
)
L2(R2Nθ )
,
it turns out that
∑
g∈ker
(
Z2N→Z2Nmj
) ga = aj
where the sum of the series means the strong convergence in B
(
L2
(
R2Nθ
))
.
Lemma 8.3.11. If m > n then there is Cm,n > 0 such that for any k ∈ N one has
sk =
1
kn ∑x∈Zn
1(
1+
∥∥ x
k
∥∥)m < Cm,n (8.3.28)
Proof. If f : Rn → R and φk : Rn → Zn are given by
f (x) =
1
(1+ ‖x‖)m ,
φk (x1, ..., xn) = (y1, ..., yn) ∈ Zn, yj ≤ kxj < yj + 1 j = 1, ..., n
then one has
sk =
∫
Rn
f
(
φk
( x
k
))
dx.
Otherwise from
f
(
φk
( x
k
))
≤ 2m f (x) ∀x ∈ Rn
it follows that
sk <
∫
Rn
2m
(1+ ‖x‖)m dx.
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From m > n it follows that the integral
∫
Rn
1
(1+‖x‖)m dx is convergent so one can
assume
Cm,n =
∫
Rn
2m
(1+ ‖x‖)m dx
Corollary 8.3.12. Let m > 2N and a˜ ∈ S (R2Nθ ) is such that
‖F a˜ (x)‖ < 1
(1+ ‖x‖)m
For any j ∈ N following condition holds
aj = ∑
g∈ker
(
Z2N→Z2Nmj
) a˜ ⇒
∥∥aj∥∥ < Cm,n
where Cm,n is given by the Lemma 8.3.11.
Proof. From (8.3.23) and (8.3.24) it follows that
∥∥aj∥∥ < 1m2Nj ∑k∈Z2N
∥∥∥∥F a˜( kmj
)∥∥∥∥
and taking into account the Lemma 8.3.11 one has∥∥aj∥∥ < Cm,n
Corollary 8.3.13. If m > n then
s = ∑
x∈Zn\0
1
‖x‖m < ∞ (8.3.29)
Proof. Follows from the Lemma 8.3.11 and the implication
‖x‖ > 1⇒ 1‖x‖m <
2m
(1+ ‖x‖)m
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Denote by H⊕ def= ⊕g∈J gL2 (R2N) and let π̂⊕ : ̂C (T2Nθ ) →֒ B (H⊕) be given
by (8.3.7) representation. If a˜ ∈ S (R2Nθ ) then from the Lemma 3.1.21 it turns out
a˜ ∈ π⊕
(
̂C
(
T2Nθ
))′′
. Since π̂⊕ is a faithful representation of ̂C
(
T2Nθ
)
, one has an
injective homomorphism S (R2Nθ ) →֒ π̂⊕ ( ̂C (T2Nθ ))′′ of involutive algebras. For
any a˜ ∈ S (R2Nθ ) following condition holds
∑
g∈ker(Ĝ→Gj)
gπ̂⊕ (a˜) = ∑
g′∈J
g′
 ∑
g′′∈ker(Z2N→Gj)
g′′π̂⊕ (a˜)
 = ∑
g∈J
gP.
where
P = ∑
g∈ker(Z2N→Gj)
gπ̂ (a˜) .
If J ⊂ Ĝ is a set of representatives of Ĝ/Z2N and g′, g′′ ∈ J are such that
g′ 6= g′′ then operators g′P, g′′P act on mutually orthogonal Hilbert subspaces
g′L2
(
R2N
)
, g′′L2
(
R2N
)
of the direct sum
⊕
g∈J gL2
(
R2N
)
, and taking into account
‖P‖ = ‖gP‖ one has∥∥∥∥∥∥ ∑g∈ker(Ĝ→Gj) π̂⊕ (a˜)
∥∥∥∥∥∥ =
∥∥∥∥∥∑g∈J gP
∥∥∥∥∥ = ‖P‖ =
∥∥∥∥∥∥ ∑g∈ker(Z2N→Gj) π̂ (a˜)
∥∥∥∥∥∥ . (8.3.30)
Lemma 8.3.14. If a in S (R2Nθ ) is positive then following conditions hold:
(i) For any j ∈ N0 the following series
aj = ∑
g∈ker(Ĝ→Gj))
ga,
bj = ∑
g∈ker(Ĝ→Gj)
ga2
are strongly convergent and the sums lie in C∞
(
T2N
θ/m2j
)
, i.e. aj, bj ∈ C∞
(
T2N
θ/m2j
)
;
(ii) For any ε > 0 there is N ∈ N such that for any j ≥ N the following condition
holds ∥∥∥a2j − bj∥∥∥ < ε.
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Proof. (i) Follows from the Lemma 8.3.10.
(ii) Denote by Jj = ker
(
Z2N → Gj
)
= mjZ2N . If
aj = ∑
g∈Jj
ga,
bj = ∑
g∈Jj
ga2
then
a2j − bj = ∑
g∈Jj
ga
 ∑
g′∈Jj\{g}
g′′a
 . (8.3.31)
From (8.3.8) it follows that ga = ag where ag (x) = a (x+ g) for any x ∈ R2N and
g ∈ Z2N . Hence the equation (8.3.31) is equivalent to
a2j − bj = ∑
g∈Jj
ag ∑
g′∈Jj\{g}
ag′ = ∑
g∈Z2N
am jg ∑
g′∈Z2N\{g}
am jg′ =
= ∑
g′∈Jj
g′
a ∑
g∈Z2N\{0}
am jg
 .
Let m > 1 and M = 2N + 1+ m. From the Corollary 8.3.7 it follows that there is
C ∈ R such that ∥∥∥∥∥∥∑g∈Jj g (aa∆)
∥∥∥∥∥∥ < C‖∆‖M .
From the triangle inequality it follows that
∥∥∥a2j − bj∥∥∥ =
∥∥∥∥∥∥∑g∈Jj g
a ∑
g′∈Z2N\{0}
am jg′
∥∥∥∥∥∥ ≤
≤ ∑
g′∈Z2N\{0}
∥∥∥∥∥∥∑g∈Jj g
(
a am jg′
)∥∥∥∥∥∥ ≤ ∑g∈Z2N\{0} C∥∥mjg′∥∥M .
From M > 2N it turns out that the series
C′ = ∑
g′∈Z2N\{0}
C
‖g′‖M
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is convergent and
∑
g∈Z2N\{0}
C∥∥mjg∥∥M = C
′
mMj
.
If ε > 0 is a small number and N ∈ N is such mN > M
√
C′
ε then from above
equations it follows that for any j ≥ N the following condition holds∥∥∥a2j − bj∥∥∥ < ε.
8.3.15. If { fnm}n,n∈N0 are elements, which satisfy to the Lemma F.2.11 then L
(
R2
)
if the Hilbert space generated by orthogonal elements { fnm}n,m∈N0 . Denote by
L2
(
R2
)
‖
def
=
⊕
n∈N0
C fnn ⊂ L
(
R2
)
,
L2
(
R2N
)
‖
def
= L2
(
R2
)
‖
⊗ · · ·⊗ L2 (R2)‖︸ ︷︷ ︸
N−times
⊂ L
(
R2N
) (8.3.32)
where
⊕
and
⊗
mean the Hilbert direct sum and the Hilbert tensor product
respectively. From the Proposition F.2.13 it follows that any a ∈ Cb
(
R2θ
)
can be
represented by the matrix {amn ∈ C} such that
a =
∞
∑
m,n=0
amn fmn,
sup
ξ∈L2(R2)
‖ξ‖=1
‖aξ‖ < ∞.
Otherwise any b ∈ B
(
L2
(
R2
)
‖
)
can represented by the matrix {bmn ∈ C} such
that
b =
∞
∑
m,n=0
bmn fmn,
sup
ξ∈L2(R2)‖
‖ξ‖=1
‖bξ‖ < ∞.
From L2
(
R2
)
‖ ⊂ L2
(
R2
)
it follows that Cb
(
R2θ
) ⊂ B (L2 (R2)‖). Similarly there
is the basis of L2
(
R2N
)
which contains all elements f j1k1 ⊗ ... ⊗ f jNkN and a ∈
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Cb
(
R2Nθ
)
can be represented by
a = ∑
j1k1...jNkN
aj1k1...jNkN f j1k1 ⊗ ...⊗ f jNkN (8.3.33)
Otherwise there is the basis of L2
(
R2N
)
‖ which contains all elements f j1 j1 ⊗ ...⊗
f jN jN and the given by (8.3.33) operator can be regarded as an element of B
(
L2
(
R2N
)
‖
)
,
i.e. Cb
(
R2Nθ
) ∈ B (L2 (R2N)‖). Let us enumerate the basis of L2 (R2N)‖ i.e.{
ξ j
}
j∈N =
{
f j1 j1 ⊗ ...⊗ f jN jN
}
. (8.3.34)
Any a ∈ B
(
L2
(
R2N
)
‖
)
can be represented by the following way
a =
∞
∑
j,k=0
ajkξ j 〉〈 ξk. (8.3.35)
Lemma 8.3.16. Let us consider a dense inclusion
S (R2θ)⊗ · · · ⊗ S (R2θ)︸ ︷︷ ︸
N−times
⊂ S
(
R2Nθ
)
of algebraic tensor product which follows from (F.2.14). If a ∈ S (R2Nθ ) is a positive such
that
•
a =
M1
∑
j=0
k=0
c1jk f jk ⊗ · · · ⊗
MN
∑
j=0
k=0
cNjk f jk
where cljk ∈ C and f jk are given by the Lemma F.2.11,
• For any l = 1, . . . ,N the sum ∑Mlj=0
k=0
cljk f jk is a rank-one operator in B
(
L2
(
R2
)
‖
)
.
then a is π⊕-special (cf. Definition 3.1.19).
Proof. Clearly a is a rank-one operator in B
(
L2
(
R2N
)
‖
)
. Let j0 ∈ N, ε > 0 and
z ∈ C
(
T2N
θ/m2j0
)
. Denote by Gj
def
= ker
(
Ĝ → Z2Nm j
)
. One needs check conditions (a)
and (b) of the Definition 3.1.19.
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(a) From the Lemma 8.3.10 if follows that for any j ∈ N there is a′j ∈ C
(
T2N
θ/m2j
)
such that
∑
g∈Gj
ga = π⊕
(
aj
)
(8.3.36)
where the sum of the series implies the strong convergence in B (H⊕). It follows
that the series
∑
g∈Gj
π⊕ (z)∗ (ga)π⊕ (z) = π⊕ (z)∗ π⊕
(
a′j
)
π⊕ (z) ∈ C
(
T2N
θ/m2j
)
. (8.3.37)
is strongly convergent. If g ∈ Gj then eg def= π⊕ (z)∗ (ga)π⊕ (z) is a positive rank-
one operator. Also
(
π⊕ (z)∗ (ga)π⊕ (z)
)2
and fε
(
π⊕ (z)∗ (ga)π⊕ (z)
)
are rank
one operator, so since z is Gj invariant (for all j ≥ j0) one has
k =
∥∥∥(π⊕ (z)∗ aπ⊕ (z))2∥∥∥∥∥π⊕ (z)∗ aπ⊕ (z)∥∥ ⇒
⇒ (π⊕ (z)∗ (ga)π⊕ (z))2 = kπ⊕ (z)∗ (ga)π⊕ (z) ,
kε =
∥∥ fε (π⊕ (z)∗ aπ⊕ (z))∥∥∥∥π⊕ (z)∗ aπ⊕ (z)∥∥ ⇒
⇒ fε
(
π⊕ (z)∗ (ga)π⊕ (z)
)
= kεπ⊕ (z)∗ (ga)π⊕ (z) .
(8.3.38)
From the Equations (8.3.37) and (8.3.38) it turns out that both series
∑
g∈Gj
(
π⊕ (z)∗ (ga)π⊕ (z)
)2
= ∑
g∈Gj
kπ⊕ (z)∗ (ga)π⊕ (z) =
= kπ⊕
(
z∗ajz
) ∈ C(T2N
θ/m2j
)
,
∑
g∈Gj
fε
(
π⊕ (z)∗ (ga)π⊕ (z)
)
= ∑
g∈Gj
kεπ⊕ (z)∗ (ga)π⊕ (z) =
= kεπ⊕
(
z∗ajz
) ∈ C(T2N
θ/m2j
)
(8.3.39)
are strongly convergent. The Equations (8.3.37) and (8.3.39) are specializations of
the Equations (3.1.20).
(b) Select ε > 0, j0 ∈ N and for every z ∈ C
(
T2N
θ/m2j
)
. Let aj0 ∈ C
(
T2N
θ/m2j0
)
is given
by (8.3.36) and denote by C def=
∥∥aj0∥∥. There is δ > 0 such that δ2 + 2Cδ < ε/2.
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Since C∞
(
T2N
θ/m2j0
)
is dense in C
(
T2N
θ/m2j0
)
there is y ∈ C∞
(
T2N
θ/m2j0
)
such that
‖y− z‖ < δ. From y∗ay ∈ S (R2Nθ ) and the Lemma 8.3.14 it follows that there is
k > j0 such that
∀m, n ∈ N n ≥ m ≥ k⇒
∥∥∥∥∥∥(y∗amy)2 − ∑g∈Z2Nmn/mm g (y
∗any)2
∥∥∥∥∥∥ < ε2 .
and taking into account ‖y− z‖ < δ one has where aλ ∈ Aλ is such that
∀m, n ∈ N n ≥ m ≥ k ⇒
∥∥∥∥∥∥(z∗amz)2 − ∑g∈Z2Nmn/mm g (z
∗anz)2
∥∥∥∥∥∥ < ε.
Corollary 8.3.17. If Aπ̂⊕ is the disconnected inverse noncommutative limit ofSθ with re-
spect to π̂⊕ and A is the C∗-norm completion of the algebraic direct sum
⊕
g∈J gC0
(
R2Nθ
)
then
Aπ̂⊕ ⊂ A
Proof. From the Lemma 8.3.16 it turns out that Aπ̂⊕ contains all elements
a = f j1k1 ⊗ · · · ⊗ f jNkN ∈ S
(
R2θ
)⊗ · · · ⊗ S (R2θ)︸ ︷︷ ︸
N−times
⊂ S
(
R2Nθ
)
⊂ C0
(
R2Nθ
)
(8.3.40)
where f jlkl (l = 1, . . . ,N) are given by the Lemma F.2.11. However the C-linear
span of given by (8.3.40) elements is dense in C0
(
R2Nθ
)
, hence C0
(
R2Nθ
) ⊂ Aπ̂⊕ .
From the Equation (3.1.31) it turns out
Aπ̂⊕ ⊂ A
8.3.18. Denote by
Fin
(
L2
(
R2N
)
‖
)
def
=
{
a ∈ B
(
L2
(
R2N
)
‖
)∣∣∣∣ ∃m ∈ N a = m∑
j,k=0
akjξ j 〉〈 ξk
}
.
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where the basis
{
ξ j
}
is given by (8.3.34). Any element of B
(
L2
(
R2N
)
‖
)
fin
corre-
sponds to a finite C-linear combination of elements f j1 j1 ⊗ ...⊗ f jN jN it turns out
that there is the natural inclusion
Fin
(
L2
(
R2N
)
‖
)
⊂ S
(
R2Nθ
)
.
The C∗-norm completion of Fin
(
L2
(
R2N
)
‖
)
equals to K
(
L2
(
R2N
)
‖
)
and tak-
ing into account (F.2.12) one concludes that S (R2Nθ ) ⊂ K (L2 (R2N)‖). Since
C0
(
R2Nθ
)
is the C∗-norm closure of S (R2Nθ ) one has
C0
(
R2Nθ
) ∼= K(L2 (R2N)‖
)
(8.3.41)
Note then Fin
(
L2
(
R2N
)
‖
)
is a dense subspace of B
(
L2
(
R2N
)
‖
)
with respect to
the strong topology. From (F.2.11) it follows that∫
R2N
f j1k1 ⊗ · · · ⊗ f jNkN = δj1k1 · ... · δjNkN ,
Hence if a ∈ Fin
(
L2
(
R2N
)
‖
)
corresponds to fa ∈ S
(
R2Nθ
)
then one has
∫
R2N
fa dx = tr (a) . (8.3.42)
Otherwise if a ∈ C (T2Nθ ) is such that
∑
g∈Ĝ
ga = π̂⊕ (a)
then from (C.2.9) it follows that
τ (a) =
∫
R2N
fa dx = tr (a) (8.3.43)
where τ is the given by (F.1.9) functional. If a ∈ B
(⊕
g∈J gL2
(
R2N
))
is a special
element and aj ∈ C
(
T2N
θ/m2j
)
is such that
∑
g∈ker
(
Ĝ→Z2Nmj
) ga = π̂⊕
(
aj
)
407
then aj corresponds to a family
{
π̂⊕
(
aj
)∣∣
gL2(R2N)
}
g∈J
. For any g ∈ J the sequence{
π̂⊕
(
aj
)∣∣
gL2(R2N)
}
j∈N
is decreasing, so a corresponds to the family
{
ag
}
g∈J where
ag equals to the strong limit ag = limj→∞ π̂⊕
(
aj
)∣∣
gL2(R2N)
.
Lemma 8.3.19. Let φ : C0
(
R2Nθ
) → B (L2 (R2N)) the natural inclusion. Suppose that
a ∈ B
(⊕
g∈J gL2
(
R2N
))
is a special element. If a corresponds to a family
{
ag
}
g∈J then
for any g ∈ J the positive operator ag ∈ gϕ
(
C0
(
R2Nθ
))
.
Proof. Let a ∈ C (T2Nθ ) is such that
∑
g∈Ĝ
ga = π̂⊕ (a)
Let Fin
def
=
⊕
g∈J Fin
(
L2
(
R2N
)
‖
)
be the algebraic direct sum, denote by
{aα}α∈A =
{
b ∈ Fin
∣∣∣ b ≤ a}
α∈A
.
Let us define the order on A such that α ≥ β ⇔ aα ≥ aβ for all α, β ∈ A . Any aα
corresponds to the family
{
agα
}
g∈J , and a corresponds to the family
{
ag
}
g∈J such
that there is the strong limit ag = limα∈A a
g
α. If a
g
α ∈ C
(
T2Nθ
)
is such that
∑
g′∈Ĝ
g′agα = π̂⊕
(
agα
)
then from agα ≤ a it follows that agα < a and τ
(
agα
) ≤ τ (a) where τ is the given
by (F.1.9) functional. Since
{
agα
}
α∈A is increasing
{
τ
(
agα
)}
α∈A is also increasing, it
follows that there is the limit τa = limα∈A τ
(
agα
)
< ∞. Taking into account (8.3.43)
one has the following limit
τa = lim
α∈A
tr
(
agα
)
If
{
ξ j
}
j∈N ⊂ L2
(
R2N
)
‖ is the given by (8.3.34) topological basis of gL
2
(
R2N
)
‖
then one has
cmα =
m
∑
j=1
(
ξ j, a
g
α, ξ j
)
L2(R2N)‖
≤ τa
and since
{
agα
}
is weakly convergent
lim
α∈A
m
∑
j=1
(
ξ j, a
g
α, ξ j
)
L2(R2N)‖
=
m
∑
j=1
(
ξ j, a
g, ξ j
)
gL2(R2N)‖
408
and from the Theorem A.1.36 it follows that
lim
m→∞
m
∑
k=1
(ξk, a
g, ξk)L2(R2N)‖
= lim
m→∞ limα∈A
cmα =
∞
∑
j=1
(
ξ j, a
g, ξ j
)
L2(R2N)‖
= τa.
Otherwise for all positive trace class operator b ∈ B
(
L2
(
R2N
)
‖
)
one has
tr
(
b
)
=
∞
∑
j=1
(
ξ j, b, ξ j
)
L2(R2N)
< ∞.
it follows that
tr (ag) = τa < ∞,
and since ag is positive it is trace-class. On the other hand any trace-class operator
is compact it turns out that ag ∈ gK
(
gL2
(
R2N
)
‖
)
, hence from (8.3.41) it follows
that ag ∈ gϕ
(
C0
(
R2Nθ
))
.
Lemma 8.3.20. If a ∈ B
(⊕
g∈J gL2
(
R2N
))
is a special element, then it lies in the
C∗-norm completion of the algebraic direct sum
⊕
g∈J gC0
(
R2Nθ
)
Proof. If a ∈ C (T2Nθ ) is such that
∑
g∈Ĝ
ga = π̂⊕ (a)
then from the proof of the Lemma8.3.19 it follows that
τ (a) = ∑
g∈Ĝ
tr (ag)
It follows that for any ε > 0 there is a finite subset Ĝ0 such that∣∣∣∣∣∣τ (a)− ∑g∈Ĝ0 tr (ag)
∣∣∣∣∣∣ < ε.
it follows that ∥∥∥∥∥∥a− ∑g∈Ĝ0 ag
∥∥∥∥∥∥ < ε.
On the other hand from the Lemma 8.3.19 it turns out that ∑g∈Ĝ0 a
g lies on the
algebraic direct sum
⊕
g∈J gC0
(
R2Nθ
)
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Lemma 8.3.21. If Aπ̂⊕ be the disconnected inverse noncommutative limit of Sθ then
Aπ̂⊕ is isomorphic to the C∗-algebra A which is the C∗-norm completion of the direct sum⊕
g∈J gC0
(
R2Nθ
)
Proof. From the Corollary 8.3.17 it turns out A ⊂ Aπ̂⊕ . Otherwise from the Lemma
8.3.20 it follows that any special element lies in A, so one has Aπ̂⊕ ⊂ A.
8.3.22. Let Aπ̂⊕ be the disconnected inverse noncommutative limit of Sθ with
respect to π̂⊕ of Sθ. From the Corollary 8.3.17 it follows that
C0
(
R2Nθ
)
⊂ Aπ̂⊕
⋂
B
(
L2
(
R2N
))
.
From the Lemma 8.3.20 it follows that
Aπ̂⊕
⋂
B
(
L2
(
R2N
))
⊂ C0
(
R2Nθ
)
.
In result we have
Aπ̂⊕
⋂
B
(
L2
(
R2N
))
= C0
(
R2Nθ
)
. (8.3.44)
Similarly for any g ∈ J on has
Aπ̂⊕
⋂
B
(
gL2
(
R2N
))
= gC0
(
R2Nθ
)
.
The algebra C0
(
R2Nθ
)
is irreducible. Clearly C0
(
R2Nθ
) ⊂ Aπ̂⊕ is a maximal irre-
ducible subalgebra.
Theorem 8.3.23. Following conditions hold:
(i) The representation π̂⊕ is good,
(ii)
lim←−
π̂⊕
↓ Sθ = C0
(
R2Nθ
)
;
G
(
lim←−
π̂⊕
↓ Sθ | C
(
T2Nθ
))
= Z2N ,
(iii) The triple
(
C
(
T2Nθ
)
,C0
(
R2Nθ
)
,Z2N
)
is an infinite noncommutative covering of
Sθ with respect to π̂⊕.
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Proof. (i) There is the natural inclusion Aπ̂⊕ →֒ ∏g∈J B
(
gL2
(
R2N
))
where ∏
means the Cartesian product of algebras. This inclusion induces the decompo-
sition
Aπ̂⊕ →֒ ∏
g∈J
(
Aπ̂⊕
⋂
B
(
gL2
(
R2N
)))
.
From (8.3.44) it turns out Aπ̂⊕
⋂
B
(
gL2
(
R2N
))
= gC0
(
R2Nθ
)
, hence there is the
inclusion
Aπ̂⊕ →֒ ∏
g∈J
gC0
(
R2Nθ
)
.
From the above equation it follows that C0
(
R2Nθ
) ⊂ Aπ̂⊕ is a maximal irreducible
subalgebra. One needs check conditions (a)-(c) of the Definition 3.1.33
(a) Clearly the map ̂C
(
T2Nθ
)→ M (C0 (R2Nθ )) is injective,
(b) From the Lemma 8.3.21 it turns out that algebraic direct sum
⊕
g∈J gC0
(
R2Nθ
)
is a dense subalgebra of Aπ̂⊕ .
(c) The homomorphism Z2N → Z2N/Γλ is surjective,.
(ii) and (iii) Follow from the proof of (i).
8.3.3 Covering of spectral triple
The sequence of spectral triples
Let us consider following objects
• A spectral triple of a noncommutative torus
(
C∞(T2Nθ ),H = L2
(
C
(
T2Nθ
)
, τ
)⊗C2N ,D),
• A good algebraical finite covering sequence given by
Sθ =
{
C
(
T2Nθ
)
→ C
(
T2N
θ/m21
)
→ C
(
T2N
θ/m22
)
→ ...→ C
(
T2N
θ/m2j
)
→ ...
}
∈ FinAlg.
given by (8.3.4).
Otherwise from the Theorem 8.2.13 it follows that
S(C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D)
= {
(
C∞ (Tθ) , L
2
(
C
(
T2Nθ
)
, τ
)
⊗ C2N ,D
)
, . . . ,(
C∞
(
T2N
θ/m2j
)
, L2
(
C
(
T2N
θ/m2j
)
, τj
)
⊗ C2N ,Dj
)
, . . . } ∈ CohTriple
(8.3.45)
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is a coherent sequence of spectral triples. We would like to proof that
S(C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D)
is axiomatically good (cf. Definition 3.5.11) and to find a
(
C
(
T2Nθ
)
,C
(
R2Nθ
)
,Z2N
)
-
lift of
(
C∞ (Tθ) , L2
(
C
(
T2Nθ
)
, τ
)⊗C2N). If ρ : C (Tθ) → B (L2 (C (T2Nθ ) , τ)) ⊗
C2
N
is the natural representation then from the 8.3.1 it turns out that
ρ˜ : C
(
R2Nθ
)
→ B
(
L2
(
R2Nθ
)
⊗C2N
)
is induced by (ρ,Sθ , π̂
⊕). Let us consider a topological covering ϕ : R2N → T2N
and a commutative spectral triple
(
C∞
(
T2N
)
, L2
(
T2N , S
)
, /D
)
given by (F.1.24).
Denote by S˜ = ϕ∗S and /˜D = p−1 /D inverse image of the spinor bundle S (cf. A.3)
and the p-inverse image Dirac operator /D (cf. Definition 4.7.11). Otherwise there
is a natural isomorphism of Hilbert spaces
Φ˜ : L2
(
R2Nθ
)
⊗ C2N ≈−→ L2
(
R2N
)
⊗ C2N .
Denote by
D˜ = Φ˜−1 ◦ /˜D ◦ Φ˜. (8.3.46)
Axiomatic approach
Here we apply the developed in 3.5.2 approach. The given by (8.3.7) represen-
tation π̂⊕ naturally induces the faithful representation
π˜ : C0
(
R2Nθ
)
→֒ B
(
L2
(
R2N
))
,
If D˜ is an unbounded operator then for any j ∈ N the given by Section 3.5.2
construction yields the representation
π˜j : Ω
∗C∞
(
T2N
θ/m2j
)
→ B
(
L2
(
R2N
))
,
π˜j(a0da1...dan) = a0
[
D˜, a1
]
...
[
D˜, an
]
∀a1, ..., an ∈ C∞
(
T2N
θ/m2j
)
.
(8.3.47)
Lemma 8.3.24. If D˜ is given by the Equation (8.3.46) then D˜ is the axiomatic lift (cf.
Definition 3.5.8) of the coherent set of spectral triples S(C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D)
given
by (8.3.45).
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Proof. One needs check (a) and (b) of the Definition 3.5.8.
(a) Both representations πT : C∞
(
T2N
θ/m2j
)
→ B (L2 (T2N)), πR : C∞ (T2Nθ/m2j
)
→
B
(
L2
(
R2N
))
are faithful so one has∥∥∥πT (a)⊗ 1M2s (C)∥∥∥ = ∥∥∥πR (a)⊗ 1M2s (C)∥∥∥ = ‖a‖ ∀a ∈ C∞ (T2Nθ/m2j
)
.
(b) If πj : Ω
∗C∞
(
T2N
θ/m2j
)
→ B (L2 (T2N)) then
∥∥∥πj (a0 [D˜, a1] ... [D˜, an])∣∣∣ = ∥∥∥π˜j (a0 [D˜, a1] ... [D˜, an])∣∣∣ ∀a1, ..., an,
so one has kerπj = ker π˜j for all j ∈ N.
8.3.25. If a ∈ C0
(
R2Nθ
)
is given by (8.3.40) then a satisfies to (a)-(c) of the Definition
3.5.10, i.e. a is axiomatically smooth. On the other hand the C-linear span of given
by (8.3.40) elements is dense in C0
(
R2Nθ
)
it follows that the coherent set of spectral
triples S(C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D)
is good (cf. Definition 3.5.11 )
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Chapter 9
Isospectral deformations and their
coverings
9.1 Finite-fold coverings
9.1.1 Basic construction
Let M be Riemannian manifold which admits a spinc-structure (cf. Definition
E.4.2). Suppose that there is a the smooth action of T2×M → M. Let x˜0 ∈ M˜ and
x0 = π (x˜0). Denote by ϕ : R2 → R2/Z2 = T2 the natural covering. There are two
closed paths ω1,ω2 : [0, 1] → M given by
ω1 (t) = ϕ (t, 0) x0, ω2 (t) = ϕ (0, t) x0.
There are lifts of these paths, i.e. maps ω˜1, ω˜2 : [0, 1]→ M˜ such that
ω˜1 (0) = ω˜2 (0) = x˜0,
π (ω˜1 (t)) = ω1 (t) ,
π (ω˜2 (t)) = ω2 (t) .
Since π is a finite-fold covering there are N1,N2 ∈ N such that if
γ1 (t) = ϕ (N1t, 0) x0, γ2 (t) = ϕ (0,N2t) x0.
and γ˜1 (resp. γ˜2) is the lift of γ1 (resp. γ2) then both γ˜1, γ˜2 are closed. Let us select
minimal values of N1,N2. If prn : S
1 → S1 is an n listed covering and prN1,N2 the
covering given by
T˜2 = S1 × S1
prN1
×prN2−−−−−−→→ S1 × S1 = T2
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then there is the action T˜2 × M˜ → M˜ such that
T˜2 × M˜ M˜
T2.×M M
prN1N2 × π π
where T˜2 ≈ T2. Let p˜ = ( p˜1, p˜2) be the generator of the associated with T˜2
two-parameters group U˜ (s) so that
U˜ (s) = exp (i (s1 p˜1 + s2 p˜2)) .
The covering M˜ → M induces an involutive injective homomorphism
ϕ : C∞ (M)→ C∞
(
M˜
)
.
Suppose M → M/T2 is submersion, and suppose there is a weak fibration
T2 → M → M/T2 (cf. [70]) There is the exact homotopy sequence of the weak fibration
· · · → πn
(
T2, e0
) i#−→ πn (M, e0) p#−→ πn (M/T2, b0) ∂−→ πn−1 (T2, e0)→ . . .
· · · → π2
(
M/T2, b0
) ∂−→ π1 (T2, e0) i#−→ π1 (M, e0) p#−→ π1 (M/T2, b0) ∂−→ π0 (T2, e0)→ . . .
(cf. [70]) where πn is the nth homotopical group for any n ∈ N0. If π : M˜ → M is
a finite-fold regular covering then there is the natural surjective homomorphism
π1 (M, e0) → G
(
M˜
∣∣∣M). If π : M˜ → M induces a covering π : M˜/T2 → M/T2
then the homomorphism ϕ : π1 (M, e0) → G
(
M˜
∣∣∣M) can be included into the
following commutative diagram.
π1
(
T2, e0
) ∼= Z2 π1 (M, e0) π1 (M/T2, b0) {e}
G
(
T˜2 |T2
)
G
(
M˜
∣∣∣M) G (M˜/T˜2 | M/T2) {e}
ϕ′ ϕ ϕ′′
i# p#
i∗ p∗
Denote by G def= G
(
M˜
∣∣∣M), G′ def= G (T˜2 |T2), G′′ def= G (M˜/T˜2 | M/T2).
From the above construction it turns out that G′ = G
(
T˜2 |T2
)
= ZN1 × ZN2 .
Otherwise there is an inclusion of Abelian groups G
(
T˜2 |T2
)
⊂ T˜2. The action
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T˜2× M˜ → M˜ is free, so the action G′× M˜ → is free, so the natural homomorphism
G′ → G is injective, hence there is an exact sequence of groups
{e} → G′ → G → G′′ → {e}. (9.1.1)
Let θ, θ˜ ∈ R be such that
θ˜ =
θ + n
N1N2
, where n ∈ Z.
If λ = e2πiθ , λ˜ = e2πiθ˜ then λ = λ˜N1N2 . There are isospectral deformations C∞ (Mθ) ,C∞
(
M˜θ˜
)
and C-linear isomorphisms l : C∞ (M) → C∞ (Mθ), l˜ : C∞
(
M˜
)
→ C∞
(
M˜θ˜
)
.
These isomorphisms and the inclusion ϕ induces the inclusion
ϕθ : C∞ (Mθ)→ C∞
(
M˜θ˜
)
,
ϕθ˜ (C
∞ (Mθ))n1,n2 ⊂ C∞
(
M˜θ˜
)
n1N1, n2N2
.
Denote by G = G
(
M˜
∣∣∣M) the group of covering transformations. Since l˜ is
a C-linear isomorphism the action of G on C∞
(
M˜
)
induces a C-linear action
G× C∞
(
M˜θ˜
)
→ C∞
(
M˜θ˜
)
. According to the definition of the action of T˜2 on M˜
it follows that the action of G commutes with the action of T˜2. It turns out
gC∞
(
M˜
)
n1,n2
= C∞
(
M˜
)
n1,n2
for any n1, n2 ∈ Z and g ∈ G. If a˜ ∈ C∞
(
M˜
)
n1,n2
, b˜ ∈ C∞
(
M˜
)
n′1,n
′
2
then g
(
a˜b˜
)
=
(ga˜)
(
gb˜
)
∈ C∞
(
M˜
)
n1+n′1,n2+n
′
2
. One has
l˜ (a˜) l˜
(
b˜
)
= λ˜n
′
1n2 l˜
(
a˜b˜
)
,
λ˜n2 p˜1 l
(
b˜
)
= λ˜n
′
1n2 l
(
b˜
)
λ˜n2 p˜1 ,
l˜ (ga˜) l˜
(
gb˜
)
= ga˜λ˜n2 p˜1gb˜λ˜n
′
2 p˜1 = λ˜n
′
1n2g
(
a˜b˜
)
λ˜(n2+n
′
2) p˜1 .
On the other hand
g
(
l˜ (a˜) l˜
(
b˜
))
= g
(
λ˜n
′
1n2 l˜
(
a˜b˜
))
= λ˜n
′
1n2g
(
a˜b˜
)
λ˜(n2+n
′
2) p˜1 .
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From above equations it turns out
l˜ (ga˜) l˜
(
gb˜
)
= g
(
l˜ (a˜) l˜
(
b˜
))
,
i.e. g corresponds to automorphism of C∞
(
M˜θ˜
)
. It turns out that G is the
group of automorphisms of C∞
(
M˜θ˜
)
. From a˜ ∈ C∞
(
M˜θ˜
)
n1,n2
it follows that
a˜∗ ∈ C∞
(
M˜θ˜
)
−n1,−n2
. One has
g
((
l˜ (a˜)
)∗)
= g
(
λ˜−n2 p˜1 a˜∗
)
= g
(
λ˜n1n2 a˜∗λ˜−n2 p˜1
)
= λ˜n1n2g
(
l˜ (a˜∗)
)
.
On the other hand(
gl˜ (a˜)
)∗
=
(
(ga˜) λ˜n2 p˜1
)∗
= λ˜−n2 p˜1 (ga∗) = λ˜n1n2
(
ga∗λ˜−n2 p˜1
)
= λ˜n1n2g
(
l˜ (a˜∗)
)
,
i.e. g
((
l˜ (a˜)
)∗)
=
(
gl˜ (a˜)
)∗
. It follows that g corresponds to the involutive au-
tomorphism of C∞
(
M˜θ˜
)
. Since C∞
(
M˜θ˜
)
is dense in C
(
M˜θ˜
)
there is the unique
involutive action G × C
(
M˜θ˜
)
→ C
(
M˜θ˜
)
. For any y0 ∈ M/T2 there is a point
x0 ∈ M mapped onto y0 and a connected submanifold U ⊂ M such that:
• dimU = dimM− 2,
• U is transversal to orbits of T2-action,
• The fibration T2 → U × T2 → U × T2/T2 is the restriction of the fibration
T2 → M → M/T2,
• The image Vy0 ∈ M/T2 of U ×T2 in M/T2 is an open neighborhood of y0,
• Vy0 is evenly covered by M˜/T˜2 → M/T2.
It is clear that
M/T2 =
⋃
y0∈M/T2
Vy0 .
Since M/T2 is compact there is a finite subset I ∈ M/T2 such that
M/T2 =
⋃
y0∈I
Vy0 .
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Above equation will be rewritten as
M/T2 =
⋃
ι∈I
Vι (9.1.2)
where ι is just an element of the finite set I and we denote corresponding transver-
sal submanifold by Uι. There is a smooth partition of unity subordinated to (9.1.2),
i.e. there is a set
{
aι ∈ C∞
(
M/T2
)}
ι∈I of positive elements such that
1C(M/T2) = ∑
ι∈I
aι , (9.1.3)
aι
((
M/T2
) \ Vι) = {0}.
Denote by
eι
def
=
√
aι ∈ C∞
(
M/T2
)
. (9.1.4)
For any ι ∈ I we select an open subset V˜ι ⊂ M˜/T2 which is homeomorphically
mapped onto Vι. If I˜ = G′′ ×A then for any (g′′, ι) ∈ I˜ we define
V˜(g′′,ι) = g′′V˜ι. (9.1.5)
Similarly we select a transversal submanifold
U˜ι ⊂ M˜
which is homeomorphially mapped onto Uι. For any (g′′, ι) ∈ I˜ we define
U˜(g′′,ι) = gU˜ι. (9.1.6)
where g ∈ G is an arbitrary element mapped to g′′. The set Vι is evenly covered
by π′′ : M˜/T˜2 → M/T2, so one has
gV˜ι
⋂ V˜ι = ∅; for any nontrivial g ∈ G′′. (9.1.7)
If e˜ι ∈ C∞
(
M˜/T˜2
)
is given by
e˜ι (x˜) =
{
eι (π′′ (x˜)) x˜ ∈ U˜ι
0 x˜ /∈ U˜ι
then from (9.1.3) and (9.1.7) it turns out
1C(M˜/T˜2) = ∑
g∈G′′
∑
ι∈I
e˜2ι ,
(ge˜ι) e˜ι = 0; for any nontrivial g ∈ G′′.
(9.1.8)
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If I˜ = G′′ × I and e˜(g,ι) = ge˜ι for any (g, ι) ∈ G′′ × I then from (9.1.8) it turns out
1C(M˜/T˜2) = ∑
ι˜∈ I˜
e˜2ι˜ ,
(ge˜ι˜) e˜ι˜ = 0; for any nontrivial g ∈ G′′,
1C(M˜/T˜2) = ∑
ι˜∈ I˜
e˜ι˜ 〉〈 e˜ι˜ .
(9.1.9)
It is known that C
(
T2
)
is an universal commutative C∗-algebra generated by two
unitary elements u, v, i.e. there are following relations
uu∗ = u∗u = vv∗ = v∗v = 1C(T2),
uv = vu, u∗v = vu∗, uv∗ = v∗u, u∗v∗ = v∗u∗.
(9.1.10)
If J = I ×Z×Z then for any (ι, j, k) ∈ J there is an element f ′(ι,j,k) ∈ C∞
(Uι ×T2)
given by
f ′(ι,j,k) = eιu
jvk (9.1.11)
where eι ∈ C∞
(
M/T2
)
is regarded as element of C∞ (M). Let p : M → M/T2.
Denote by f(ι,j,k) ∈ C∞ (M) an element given by
f(ι,j,k) (x) =
{
f ′(ι,j,k) (x) p (x) ∈ Vι
0 p (x) /∈ Vι
,
where the right part of the above equation assumes the inclusion Uι ×T2 →֒ M.
(9.1.12)
If we denote by u˜, v˜ ∈ U
(
C
(
T˜2
))
unitary generators of C
(
T˜2
)
then the covering
π′ : T˜2 → T2 corresponds to a *-homomorphism C (T2)→ C (T˜2) given by
u 7→ u˜N1 ,
v 7→ v˜N2 .
There is the natural action of G
(
T˜2 | T2
) ∼= ZN1 ×ZN2 on C (T2) given by(
k1, k2
)
u˜ = e
2πik1
N1 u˜,(
k1, k2
)
v˜ = e
2πik2
N1 v˜
(9.1.13)
420
where
(
k1, k2
)
∈ ZN1 ×ZN2 . If we consider C
(
T˜2
)
C(T2)
as a right Hilbert module
which corresponds to a finite-fold noncommutative covering then one has〈
u˜j
′
v˜k
′
, u˜j
′′
v˜k
′′〉
C
(
T˜2
) = N1N2δj′ j′′δk′k′′1C(T2),
1
C
(
T˜2
) = 1
N1N2
j=N1
k=N2
∑
j=0
k=0
u˜jv˜k 〉〈 u˜jv˜k.
(9.1.14)
If J˜ = I˜ × {0, . . . ,N1 − 1} × {0, . . . ,N2 − 1} then for any (ι˜, j, k) ∈ J˜ there is an
element f˜ ′(ι˜,j,k) ∈ C∞
(
U˜ι˜ × T˜2
)
given by
f˜ ′(ι˜,j,k) = e˜ι˜u˜
jv˜k (9.1.15)
where e˜ι˜ ∈ C∞
(
M˜/T˜2
)
is regarded as element of C∞
(
M˜
)
. Let p : M˜ → M˜/T˜2.
Denote by f˜(ι˜,j,k) ∈ C∞
(
M˜
)
an element given by
f˜(ι˜,j,k) (x˜) =
{
f˜ ′(ι˜,j,k) (x˜) p (x˜) ∈ V˜ι˜
0 p (x˜) /∈ V˜ι˜.
where right the part of the above equation assumes the inclusion U˜ι˜ × T˜2 →֒ M˜.
(9.1.16)
Any element e˜ι˜ ∈ C
(
M˜/T˜2
)
is regarded as element of C
(
M˜
)
. From e˜ι˜ ∈
C∞
(
M˜
)
0,0
it turns out l˜ (e˜ι˜) = e˜ι˜,
〈
l˜ (e˜ι˜′) , l˜ (e˜ι˜′′)
〉
C(M˜θ˜)
= 〈e˜ι˜′ , e˜ι˜′′〉C(M˜).
From (9.1.9)-(9.1.16) it follows that
1C(M˜) =
1
N1N2
∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
f˜(ι˜,j,k) 〉〈 f˜(ι˜,j,k), (9.1.17)
〈
f˜(ι˜′,j′,k′), f˜(ι˜′′,j′′,k′′)
〉
C(M˜)
=
1
N1N2
δj′ j′′δk′k′′ 〈e˜ι˜′ , e˜ι˜′′〉C(M˜) ∈ C∞ (M) ,〈
l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜( ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
=
1
N1N2
δj′ j′′δk′k′′ 〈e˜ι˜′ , e˜ι˜′′〉C(M˜θ˜) ∈ C
∞ (Mθ) .
(9.1.18)
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From the (9.1.17) it turns out that C
(
M˜
)
is a right C (M) module generated by fi-
nite set of elements f˜(ι˜,j,k) where (ι˜, j, k) ∈ J˜, i.e. any a˜ ∈ C
(
M˜
)
can be represented
as
a˜ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
f˜(ι˜,j,k)a( ι˜,j,k); where a(ι˜,j,k) ∈ C (M) . (9.1.19)
Moreover if a˜ ∈ C∞
(
M˜
)
then one can select a(ι˜,j,k) ∈ C∞ (M). However any
a( ι˜,j,k) ∈ C∞ (M) can be uniquely written as a doubly infinite norm convergent
sum of homogeneous elements,
a(ι˜,j,k) = ∑
n1,n2
T̂n1,n2 ,
with T̂n1,n2 of bidegree (n1, n2) and where the sequence of norms ||T̂n1 ,n2 || is of
rapid decay in (n1, n2). One has
l˜
(
f˜(ι˜,j,k)a( ι˜,j,k)
)
= ∑
n1,n2
f˜(ι˜,j,k)T̂n1,n2λ˜
(N2n2+j) p˜1 = ∑
n1,n2
f˜( ι˜,j,k)λ˜
j p˜1 λ˜kN1n1 T̂n1,n2λ˜
N2n2 p˜1(9.1.20)
the sequence of norms ||λ˜kN2n2 T̂n1,n2 || = ||T̂n1 ,n2 || is of rapid decay in (n1, n2) it
follows that
a′(ι˜,j,k) = ∑
n1,n2
λ˜kN1n1 T̂n1,n2 ∈ C∞ (M) (9.1.21)
From (9.1.19) - (9.1.21) it turns out
l˜ (a˜) = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
l
(
a′(ι˜,j,k)
)
; where l
(
a′(ι˜,j,k)
)
∈ C∞ (Mθ) . (9.1.22)
However C
(
M˜θ˜
)
is the norm completion of C∞
(
M˜θ
)
, so from (9.1.22) it turns out
that C
(
M˜θ˜
)
is a right Hilbert C (Mθ)-module generated by a finite set
Ξ =
{
l˜
(
f˜(ι˜,j,k)
)
∈ C∞
(
M˜θ˜
)}
(ι˜,j,k)∈ J˜
(9.1.23)
From the Lemma D.4.13 it follows that the module is projective. So one has the
following theorem.
Theorem 9.1.1. The triple
(
C (Mθ) ,C
(
M˜θ˜
)
,G
(
M˜ | M
))
is an unital noncommuta-
tive finite-fold covering.
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9.1.2 Induced representation
From (9.1.18) it turns out〈
l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
= δj′ j′′δk′k′′
〈
l˜ (e˜ι˜′) , l˜ (e˜ι˜′′)
〉
C(M˜θ˜)
=
= δj′ j′′δk′k′′ 〈e˜ι˜′ , e˜ι˜′′〉C(M˜θ˜) = eι˜′eι˜′′ ∈ C
∞ (Mθ) .
(9.1.24)
Let g ∈ G be any element, and let l˜
(
f˜(ι˜,j,k)
)
∈ Ξ where Ξ is given by (9.1.23).
From (9.1.15) and (9.1.16) it turns out
l˜
(
f˜(ι˜,j,k)
)
= e˜ι˜ l˜
(
u˜jv˜k
)
= e˜ι˜u˜
jv˜kλ˜kp˜1 . (9.1.25)
If g ∈ G be any element, then from the exact sequence (9.1.1) {e} → G′ → G →
G′′ → {e} it follows that there is g′′ ∈ G′′ which is the image of g. For any
ι˜ ∈ I˜ = G′′ × I there is ι˜′ ∈ I˜ such that g′′ transforms ι˜ to ι˜ ′. If V˜ι˜ ∈ M˜/T˜2 is given
by (9.1.5), and U˜ι˜ ∈ M˜ is given by (9.1.6) then there is g′ ∈ G′ ∼= ZN1 ×ZN2 such
that
g′′V˜ι˜ = V˜ι˜′ ,
gU˜ι˜ = g′U˜ι˜′ .
If g′ corresponds to
(
k1, k2
)
∈ ZN1 ×ZN2 then from g′′ e˜ι˜ = e˜ι˜′ and (9.1.13) it turns
out
g f˜(ι˜,j,k) = g
(
e˜ι˜u˜
jv˜k
)
=
(
g′′ e˜ι˜
) (
g′
(
u˜jv˜k
))
=
= e˜ι˜′
(
e
2πijk1
N1 e
2πikk2
N1 u˜jv˜k
)
= e
2πijk1
N1 e
2πikk2
N1 f˜(ι˜′,j,k).
(9.1.26)
Form above equation it follows that for any ι˜1, ι˜2 ∈ I˜, g1, g2 ∈ G, j′, j′′ = 0, . . . N1−
1, k′, k′′ = 0, . . . N2 − 1 where are ι˜′1, ι˜′2 ∈ I˜, l1, l2 ∈ Z such that〈
g1 f˜(ι˜1,j′,k′), g2 f˜(ι˜2,j′′,k′′)
〉
C(M˜)
= e
2πil1
N1 e
2πil2
N2 δj′ j′′δk′k′′
〈
e˜ι˜′1 , e˜ι˜′2
〉
C(M˜)
∈ C∞ (M) ,〈
g1
(
l˜
(
f˜(ι˜1,j′,k′)
))
, g2
(
l˜
(
f˜( ι˜2,j′′,k′′)
))〉
C(M˜θ˜)
=
= e
2πil1
N1 e
2πil2
N2 δj′ j′′δk′k′′
〈
e˜ι˜′1 , e˜ι˜′2
〉
C(M˜θ˜)
∈ C∞ (Mθ) .
(9.1.27)
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From (9.1.27) it turns out that the finite set Ξ˜ = GΞ satisfies to the condition
(a) of the Lemma 2.7.3, i.e.〈
l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜( ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
= C∞ (Mθ) ; ∀l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜( ι˜′′,j′′,k′′)
)
∈ Ξ˜.
(9.1.28)
Lemma 9.1.2. For any a˜ ∈ C
(
M˜θ˜
)
following conditions are equivalent
(a) a˜ ∈ C∞
(
M˜θ˜
)
,
(b)
〈
l˜
(
f˜(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
∈ C∞ (Mθ) ; ∀l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜(ι˜′′,j′′,k′′)
)
∈
Ξ.
Proof. (a)⇒(b) For any g ∈ G following condition holds gl˜
(
f˜( ι˜′,j′,k′)
)
, gl˜
(
f˜(ι˜′′,j′′,k′′)
)
∈
C∞
(
M˜θ˜
)
, hence〈
l˜
(
f˜(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
= ∑
g∈G
g
(
l˜
(
f˜ ∗(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
))
∈ C∞
(
M˜θ˜
)
.
Since
〈
l˜
(
f˜( ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
is G-invariant one has
〈
l˜
(
f˜(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
∈ C∞ (M) .
(b)⇒(a) There is the following equivalence
e˜ι˜ a˜e˜ι˜ ∈ C∞
(
M˜θ˜
)
⇔ 〈e˜ι˜, a˜e˜ι˜〉C(M˜θ˜) ∈ C
∞ (Mθ) .
Taking into account e˜ι˜ = l˜
(
f˜( ι˜,0,0)
)
one has a following logical equation
∀ι˜ ∈ I˜
〈
l˜
(
f˜(ι˜,0,0)
)
, a˜l˜
(
f˜(ι˜,0,0)
)〉
C(M˜θ˜)
∈ C∞ (Mθ)⇔
⇔ l˜
(
f˜( ι˜,0,0)
)
a˜l˜
(
f˜(ι˜,0,0)
)
∈ C∞
(
M˜θ˜
)
⇒
⇒ a˜ = ∑
ι˜∈ I˜
e˜ι˜ a˜e˜ι˜ = ∑
ι˜∈ I˜
l˜
(
f˜(ι˜,0,0)
)
a˜l˜
(
f˜(ι˜,0,0)
)
∈ C∞
(
M˜θ˜
)
.
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Corollary 9.1.3. Following conditions hold:
• C
(
M˜θ˜
)⋂
Mn (C∞ (Mθ)) = C∞
(
M˜θ˜
)
,
• The unital noncommutative finite-fold covering(
C (Mθ) ,C
(
M˜θ˜
)
,G
(
M˜ | M
))
is smoothly invariant.
Proof. Follows from (9.1.28), and Lemmas 2.7.3, 9.1.2.
From (9.1.17) for any a˜ ∈ C
(
M˜θ˜
)
following condition holds
a˜ =
1
N1N2
∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
) 〈
a˜, l˜
(
f˜(ι˜,j,k)
)〉
C(M˜θ˜)
= ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k)
(9.1.29)
where a( ι˜,j,k) =
1
N1N2
〈
a˜, l˜
(
f˜(ι˜,j,k)
)〉
C(M˜θ˜)
∈ C (Mθ). If ξ ∈ L2 (M, S) then
a˜⊗ ξ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k) ⊗ ξ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
⊗ a( ι˜,j,k)ξ =
= ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
⊗ ξ( ι˜,j,k) ∈ C
(
M˜θ˜
)
⊗C(Mθ) L2 (M, S) ,
where ξ( ι˜,j,k) = a( ι˜,j,k)ξ ∈ L2 (M, S) .
(9.1.30)
Denote by H˜ = C
(
M˜θ˜
)
⊗C(Mθ) L2 (M, S) and let (·, ·)H˜ is the given by (2.3.1)
Hilbert product. If ξ, η ∈ L2 (M, S) then from (9.1.24) it turns out(
l˜
(
f˜( ι˜′,j′,k′)
)
⊗ ξ, l˜
(
f˜(ι˜′′,j′′,k′′)
)
⊗ η
)
H˜
= N1N2δj′ j′′δk′k′′ (ξ, eι˜′ eι˜′′η)L2(M,S) . (9.1.31)
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From (9.1.31) it turns out the orthogonal decomposition
H˜ =
j=N1−1
k=N2−1⊕
j=0
k=0
H˜jk ,
where H˜jk =
{
ξ˜ ∈ H˜ | ξ˜ = ∑
ι˜∈ I˜
l˜
(
f˜(ι˜,j,k)
)
⊗ ξ( ι˜,j,k) ∈ C
(
M˜θ˜
)
⊗C(Mθ) L2 (M, S)
}
.
From (9.1.31) it turns out than for any 0 ≤ j′, j′′ < N1 and 0 ≤ k′, k′′ < N2 there is
an isomorphism of Hilbert spaces given by
Φ
j′k′
j′′k′′ : H˜j′k′
≈−→ H˜j′′k′′ ,
l˜
(
f˜(ι˜,j′,k′)
)
⊗ ξ 7→ l˜
(
f˜(ι˜,j′′,k′′)
)
⊗ ξ.
(9.1.32)
Similarly if H˜comm = C
(
M˜
)
⊗C(M) L2 (M, S) then there is the decomposition
H˜comm =
j=N1−1
k=N2−1⊕
j=0
k=0
H˜commjk ,
where H˜commjk =
{
ξ˜ ∈ H˜comm | ξ˜ = ∑
ι˜∈ I˜
f˜(ι˜,j,k) ⊗ ξ(ι˜,j,k) ∈ C
(
M˜
)
⊗C(M) L2 (M, S)
}
.
From the Lemma (4.10.13) it turns out H˜comm = L2
(
M˜, S˜
)
the induced represen-
tation is given by the natural action of C (M) on L2
(
M˜, S˜
)
. Similarly to (9.1.32)
for any 0 ≤ j′, j′′ < N1 and 0 ≤ k′, k′′ < N2 there is an isomorphism of Hilbert
spaces given by
Ψ
j′k′
j′′k′′ : H˜commj′k′
≈−→ H˜commj′′k′′ ,
f˜(ι˜,j′,k′) ⊗ ξ 7→ f˜(ι˜,j′′,k′′) ⊗ ξ.
(9.1.33)
From l˜
(
f˜(ι˜,0,0)
)
= f˜(ι˜,0,0) = e˜ι˜ it turns out the natural ismomorphism
H˜comm0,0 ∼= H˜0,0 (9.1.34)
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We would like to define the isomorphism ϕ : H˜ ≈ C
(
M˜θ˜
)
⊗C(Mθ) L2 (M, S)
≈−→
H˜comm such that for any a˜ ∈ C
(
M˜θ˜
)
, and ξ ∈ L2 (M, S) following condition holds
ϕ (a˜⊗ ξ) = a˜
(
1C(M) ⊗ ξ
)
(9.1.35)
where the right part of the above equation assumes the action of C
(
M˜θ˜
)
on
L2
(
M˜, S˜
)
by operators (H.5.3). From the decomposition (9.1.29) it turns the equa-
tion (9.1.35) is true if and only if it is true for any a˜ = l˜
(
f˜(ι˜,j,k)
)
awhere a ∈ C (Mθ),
i.e.
ϕ
(
l˜
(
f˜(ι˜,j,k)
)
a⊗ ξ
)
= l˜
(
f˜( ι˜,j,k)
)
a
(
1C(M) ⊗ ξ
)
,
or equivalently
ϕ
(
l˜
(
f˜( ι˜,j,k)
)
⊗ aξ
)
= l˜
(
f˜(ι˜,j,k)
) (
1C(M) ⊗ aξ
)
(9.1.36)
From (9.1.33) the right part of (9.1.36) is given by
l˜
(
f˜(ι˜,j,k)
) (
1C(M) ⊗ aξ
)
= Ψ0,0jk
(
λ˜kp1
(
f˜(ι˜,0,0) ⊗ aξ
))
From the above equation it turns out that if η ∈ H˜j,k then
ϕ (η) = ϕ|H˜j,k (η) = Ψ
0,0
jk
(
λ˜kp1Φ
jk
0,0 (η)
)
(9.1.37)
and
ϕ =
j=N1−1
k=N2−1⊕
j=0
k=0
ϕH˜j,k : H˜
≈−→ H˜comm
then from above construction it turns out that ϕ satisfies to (9.1.35). In result we
have the following lemma.
Lemma 9.1.4. If ρ˜ : C
(
M˜θ˜
)
→ B
(
H˜
)
is induced by
(
ρ,
(
C (Mθ) ,C
(
M˜θ˜
)
,G
(
M˜,M
)))
then ρ˜ can be represented by action of C
(
M˜θ˜
)
on L2
(
M˜, S˜
)
by operators (H.5.3).
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9.1.3 Coverings of spectral triples
If f(ι,j,k) ∈ C∞ (M) is given by (9.1.12) then from then from (9.1.11) it turns out
f ′(ι,j,k) = eιu
jvk ∈ C0 (Uι) = C0
(Vι ×T2)
In the above formula the product ujvk can be regarded as element of both C
(
T2
)
and Cb
(Vι ×T2) = Cb (Wι), where Wι ⊂ M is the homeomorphic image of Vι ×
T2. Since the Dirac operator /D is invariant with respect to transformations u 7→
eiϕuu, v 7→ eiϕvv one has
[ /D, u] = dιuu, [ /D, v] = d
ι
vv (9.1.38)
where dιu, d
ι
v : Vι → Mdim S (C) are continuous matrix-valued functions. I would
like to avoid functions in Cb (Uι), so instead (9.1.38) the following evident conse-
quence of it will be used[
/D, aujvk
]
= [ /D, a] ujvk + a (jdιu + kd
ι
v) u
jvk; a ∈ C0
(
M/T2
)
, supp a ⊂ Vι.
(9.1.39)
In contrary to (9.1.38) the equation (9.1.39) does not operate with Cb (Uι), it oper-
ates with C0 (Uι). Let π : M˜ → M and let /˜D = p−1 /D be the π-inverses image of /D
(cf. Definition 4.7.11). Suppose V˜ι˜ ⊂ M˜/T˜2 is mapped onto Vι ⊂ M/T2. Then we
set dι˜u
def
= dιu, d
ι˜
v
def
= dιv. The covering π maps V˜ι˜ × T˜2 onto Vι ×T2. If u˜, v˜ ∈ C
(
T˜2
)
are natural generators, then the covering T˜2 → T2 is given by
C
(
T2
)→ C (T˜2) ,
u 7→ u˜N1 , v 7→ v˜N2 .
From the above equation and taking into account (9.1.38) one has[
/˜D, u˜
]
=
dι˜u
N1
u˜,
[
/˜D, v˜
]
=
dι˜v
N2
v˜,[
/˜D, a˜u˜jv˜k
]
=
[
/˜D, a˜
]
u˜jv˜k + a˜
(
jι˜u
N1
+
kι˜v
N2
)
u˜jv˜k;
a˜ ∈ C0
(
M˜/T˜2
)
, supp a˜ ⊂ V˜ι˜.
(9.1.40)
For any a˜ ∈ C∞
(
M˜
)
such that supp a˜ ⊂ W˜ι˜ following condition holds[
/˜D, a˜
]
= liftW˜ι˜ ([ /D, desc (a˜)]) (9.1.41)
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If b ∈ C∞ (M/T2) ⊂ C∞ (M) then from (9.1.40) and (9.1.41) it turns out
[
/˜D, f˜(ι˜,j,k)bu
j′vk
′]
=
√
e˜ι˜u˜
jv˜kuj
′
vk
′ ⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜u˜
jv˜kuj
′
vk
′ ⊗ [ /D,√eι˜] +
+b
√
e˜ι˜u˜
jv˜kuj
′
vk
′ ⊗√eι˜
(
j′du +
jdu
N1
+ k′dv +
kdv
N2
)
and taking into account
[
/˜D, l˜
]
= 0 one has
[
/˜D, l˜
(
f˜(ι˜,j,k)bu
j′vk
′)]
=
√
e˜ι˜ l˜
(
u˜jv˜kuj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜jv˜kuj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜jv˜kuj
′
vk
′)⊗√eι˜ (j′du + jduN1 + k′dv + kdvN2
) (9.1.42)
Taking into account that l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)
= λ˜j
′N2k l˜
(
u˜jv˜kuj
′
vk
′)
the equation (9.1.42)
is equivalent to
[
/˜D, l˜
(
f˜(ι˜,j,k)
)
bl˜
(
uj
′
vk
′)]
=
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ (j′du + jduN1 + k′dv + kdvN2
) (9.1.43)
For any a˜ ∈ C
(
M˜θ˜
)
there is the decomposition given by (9.1.29), i.e.
a˜ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k)
Let Ω1/D be the module of differential forms associated with the spectral triple
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(
C∞ (Mθ) , L2 (M, S) , /D
)
(cf. Definition E.3.5). Let us define a C-linear map
∇ : C∞
(
M˜θ˜
)
→ C∞
(
M˜θ˜
)
⊗C∞(Mθ) Ω1/D ,
∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a( ι˜,j,k) 7→ ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
√
e˜ι˜ l˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜a(ι˜,j,k)
]
+
+∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
√
e˜ι˜ l˜
(
u˜jv˜k
)
a( ι˜,j,k) ⊗ [ /D,
√
eι˜] +
+∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
√
e˜ι˜ l˜
(
u˜jv˜k
)
a( ι˜,j,k) ⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
.
(9.1.44)
For any a ∈ C∞ (Mθ) following condition holds
∇
(
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k)a
)
=
√
e˜ι˜ l˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜a(ι˜,j,k)a
]
+
+
√
e˜ι˜ l˜
(
u˜jv˜k
)
a(ι˜,j,k)a⊗ [ /D,
√
eι˜] +
√
e˜ι˜ l˜
(
u˜jv˜k
)
a( ι˜,j,k)a⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
=
=
√
e˜ι˜ l˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜a( ι˜,j,k)
]
a+ e˜ι˜ l˜
(
u˜jv˜k
)
a( ι˜,j,k) ⊗ [ /D, a] +
+
√
e˜ι˜ l˜
(
u˜jv˜k
)
a(ι˜,j,k)a⊗ [ /D,
√
eι˜] +
√
e˜ι˜ l˜
(
u˜jv˜k
)
a( ι˜,j,k)a⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
=
= ∇
(
l˜
(
f˜(ι˜,j,k)
)
a( ι˜,j,k)
)
a+ l˜
(
f˜(ι˜,j,k)
)
a( ι˜,j,k) [ /D, a] .
(9.1.45)
From (9.1.44), (9.1.45) and taking into account (E.3.8) one concludes that ∇ is a
connection (cf. Definition E.3.8). If
(
l1, l2
)
∈ ZN1 ×ZN2 and α = e
2πil1 j
N1 e
2πil2k
N2 ∈ C
then following condition holds
∇
((
l1, l2
) (
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k)
))
=
√
e˜ι˜αl˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜a( ι˜,j,k)
]
+
+
√
e˜ι˜αl˜
(
u˜jv˜k
)
a( ι˜,j,k) ⊗ [ /D,
√
eι˜] +
√
e˜ι˜αl˜
(
u˜jv˜k
)
a(ι˜,j,k) ⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
=
= α∇
(
l˜
(
f˜( ι˜,j,k)
)
a( ι˜,j,k)
)
=
(
l1, l2
)
∇
(
l˜
(
f˜(ι˜,j,k)
)
a( ι˜,j,k)
)
,
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i.e. the connection ∇ is ZN1 ×ZN2 equivariant (cf. (2.7.6)). If a(ι˜,j′,k′) ∈ C∞ (Mθ)j′,k′
is an element of bidegree (j′, k′) then there is b ∈ C∞ (Mθ)0,0 such that
e˜ι˜a( ι˜,j′,k′) = e˜ι˜bu
j′vk
′
. (9.1.46)
From (9.1.45) it it follows that
∇
(
l˜
(
f˜(ι˜,j,k)a( ι˜,j′,k′)
))
=
√
e˜ι˜ l˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜bl˜
(
uj
′
vk
′)]
+
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ ( jduN1 + kdvN2
)
,
and taking into account√
e˜ι˜ l˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜bl˜
(
uj
′
vk
′)]
=
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ (j′du + k′dv)
one has
∇
(
l˜
(
f˜(ι˜,j,k)a( ι˜,j′,k′)
))
=
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ (j′du + jduN1 + k′dv + kdvN2
) (9.1.47)
From (9.1.47) and (9.1.43) it turns out that∇
(
l˜
(
f˜(ι˜,j,k)a(ι˜,j′,k′)
))
=
[
/˜D, l˜
(
f˜(ι˜,j,k)
)
a( ι˜,j′,k′)
]
.
Any a˜ ∈ C∞
(
M˜θ˜
)
is an infinite sum of elements f˜(ι˜,j,k)a( ι˜,j′,k′) it turns out
∇ (a˜) =
[
/˜D, a˜
]
. (9.1.48)
Taking into account the Corollary 9.1.3 one has the following theorem.
Theorem 9.1.5. The noncommutative spectral triple(
C∞
(
M˜θ˜
)
, L2
(
M˜, S˜
)
, /˜D
)
is a
(
C (Mθ) ,C
(
M˜θ˜
)
,G
(
M˜ | M
))
-lift of
(
C∞ (Mθ) , L2 (M, S) , /D
)
.
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9.1.4 Unoriented twisted spectral triples
Suppose that M is unoreintable manifold which satisfies to (H.5.1), i.e.
T2 ⊂ Isom(M) ,
Suppose that the natural 2-fold covering p : M˜ → M is such that M˜ is a Rieman-
nian manifold which admits a spinc structure (cf. Definition E.4.2), so there is an
oriented spectral triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, /˜D
)
. Assume that there is a Hermi-
tian bundle S → M on M such that S˜ is the p-inverse image of S (cf. Definition
A.3.7). From 4.10.4 it turns out that there is an unoriented spectral triple given by
(4.10.27), i.e. (
C∞ (M) , L2
(
M˜, S˜
)Z2
, /D
)
.
Otherwise from (H.5.6) it follows that there is an oriented twisted spectral triple(
l
(
C∞
(
M˜
))
, L2
(
M˜, S˜
)
, /˜D
)
.
.
Action of G
(
M˜
∣∣∣M) ∼= Z2 on M˜ induces an action of Z2 on both C∞ (M˜)
and lC∞
(
M˜
)
such that
C∞ (M) = C∞
(
M˜
)Z2
,
lC∞ (M) = lC∞
(
M˜
)Z2
,
From the above construction we have an unoriented twisted spectral triple(
lC∞ (M) , L2
(
M˜, S˜
)Z2
, /D
)
.
which satisfies to the Definition (2.9.1).
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Chapter 10
The double covering of the
quantum group SOq(3)
The covering of the quantum SO (3) is described in [30, 60]. Here we would
like to prove that the covering complies with the general theory of noncommu-
tative coverings described in 2.1. Moreover we prove that the covering gives an
unoriented spectral triple (cf. Definition 2.9.1).
10.1 Basic constructions
Denote by
G =
{
g ∈ Aut (C (SUq (2))) ∣∣ ga = a; ∀a ∈ C (SOq (3))} (10.1.1)
Denote by
C
(
SUq (2)
)
N
def
=
{
a˜ ∈ C (SUq (2)) ∣∣ a˜ββ∗ = q2Nββ∗ a˜} ; ∀N ∈ Z (10.1.2)
and let us prove that the Equation (10.1.2) yields the Z-grading of C
(
SUq (2)
)
.
Really following conditions hold:
•
a˜ ∈ C (SUq (2))N ⇔ a˜ =

αN ∑∞j=0
k=0
bjkβjβ∗k N ≥ 0
(α∗)−N ∑∞j=0
k=0
bjkβjβ∗k N < 0
(10.1.3)
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• From the Theorem H.3.4 it follows that the linear span of given by the Equa-
tion (H.3.11) elements is dense in C
(
SUq(2)
)
, hence C
(
SUq(2)
)
is the C∗-
norm completion of the following direct sum⊕
N∈Z
C
(
SUq (2)
)
N . (10.1.4)
From ββ∗ ∈ C (SOq (3)) it follows that the grading is G-invariant, i.e.
gC
(
SUq (2)
)
N = C
(
SUq (2)
)
N ; ∀g ∈ G, ∀N ∈ N. (10.1.5)
C
(
SUq (2)
)
0
is a commutative C∗-algebra generated generated by β and β∗ i.e.
a˜ ∈ C (SUq (2))0 ⇒ a˜ = ∞∑
j=0
k=0
cjkβ
jβ∗k; cjk ∈ C.
It follows that gβ ∈ C (SUq (2))0, i.e. gβ = ∑∞j=0
k=0
cjkβjβ∗k, and taking into account
β2 ∈ C (SOq(3))⇒ (gβ)2 = β2 one concludes
gβ = ±β. (10.1.6)
From α ∈ C (SUq (2))1 and the equations (10.1.3), (10.1.5) it turns out that for any
g ∈ G one has
gα ∈ C (SUq (2))1 ⇒ gα = α ∞∑
j=0
k=0
bjkβ
jβ∗k; bjk ∈ C (10.1.7)
Otherwise from α2 ∈ SOq (3) it turns out
α2 = gα2 = (gα)2 =
α ∞∑
j=0
k=0
bjkβ
jβ∗k

2
=
= α2
∞
∑
j=0
k=0
∞
∑
l=0
m=0
qk+mbjkblmβ
j+l (β∗)k+m = α2
∞
∑
j=0
k=0
crsβrβ∗s;
where crs =
r
∑
l=0
s
∑
m=0
qk+mbr−l,s−mblm
(10.1.8)
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It turns out that c0,0 = 1 and crs = 0 for each (r, s) 6= (0, 0). Otherwise c0,0 = b20,0
it turns out that b0,0 = ǫ = ±1. Suppose that there are j, k ∈ N0 such that bjk 6= 0
and j+ k > 0. If j and k are such that
bjk 6= 0,
j+ k = min
bmn 6=0
m+n>0
m+ n
then cjk = ǫbjk
(
1+ qj+k
) 6= 0. There is a contradiction with crs = 0 for each
r+ s > 0. It follows that if j+ k > 0 then bjk = 0, hence one has
gα = εα = ±α.
In result we have
gα = ±α, gβ = ±β
If gα = α and gβ = −β then g (αβ) = −αβ, it is impossible because αβ ∈ SOq (3).
It turns out that G = Z2 and if g ∈ G is not trivial then gα = −α and gβ = −β. So
we proved the following lemma
Lemma 10.1.1. If G =
{
g ∈ Aut (C (SUq (2))) | ga = a; ∀a ∈ C (SOq (3))} then
G ≈ Z2. Moreover if g ∈ G is the nontrivial element then
g
(
αkβnβ∗m
)
= (−1)k+m+n αkβnβ∗m,
g
(
α∗kβnβ∗m
)
= (−1)k+m+n α∗kβnβ∗m.
10.2 Covering of C∗-algebra
Lemma 10.2.1. C
(
SUq (2)
)
is a finitely generated projective C
(
SOq (3)
)
module.
Proof. Let A f be given by the Theorem H.3.4. If A
Z2
f = A f
⋂
C
(
SOq (3)
)
then from
(H.3.9) and the Theorem H.3.4 it turns out that given by (H.3.11) elements
αkβnβ∗m and α∗k
′
βnβ∗m
with even k+m+ n or k′ +m+ n is the basis of AZ2f . If
a˜ = αkβnβ∗m /∈ AZ2f
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then k+m+ n is odd. If m > 0 then
a˜ = αkβnβ∗m−1β∗ = aβ∗ where a ∈ AZ2f .
If m = 0 and n > 0 then
a˜ = αkβn−1β = aβ where a ∈ AZ2f
If m = 0 and n = 0 then k > 0 and
a˜ = αk−1α = aα where a ∈ AZ2f .
From
a˜ = α∗k
′
βnβ∗m /∈ AZ2f
it follows that k′ +m+ n is odd. Similarly to the above proof one has
a˜ = aα or a˜ = aα∗ or a˜ = aβ or a˜ = aβ∗ where a ∈ AZ2f .
From the above equations it turns out that A f is a left A
Z2
f -module generated by
α, α∗, β, β∗. Algebra AZ2f (resp. A f ) is dense in C
(
SOq (3)
)
(resp. C
(
SUq (2)
)
)
it follows that C
(
SUq (2)
)
is a left C
(
SOq (3)
)
-module generated by α, α∗, β, β∗.
From the Remark Kasparov stabilization theorem it turns out that C
(
SUq (2)
)
is a
finitely generated projective C
(
SOq (3)
)
module.
Corollary 10.2.2. The triple
(
C
(
SOq (3)
)
,C
(
SUq (2)
)
,Z2
)
is an unital noncommuta-
tive finite-fold covering.
Proof. Follows from C
(
SOq (3)
)
= C
(
SUq (2)
)Z2 and Lemmas 10.1.1, 10.2.1.
Corollary 10.2.3. The triple
(
C
(
SOq (3)
)
,C
(
SUq (2)
)
,Z2 ×Z2,π
)
is an unital non-
commutative finite-fold covering.
10.3 SOq (3) as an unoriented spectral triple
Let h : C
(
SUq (2)
)
be a given by the Equation (H.3.3) state, and L2
(
C
(
SUq (2)
)
, h
)
is the Hilbert space of the corresponding GNS representation (cf. Section D.2.1).
The state h is Z2-invariant, hence there is an action of Z2 on L2
(
C
(
SUq (2)
)
, h
)
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which is naturally induced by the action Z2 on C∞
(
SUq (2)
)
. From the above
construction it follows that the unital orientable spectral triple(
C∞
(
SUq (2)
)
, L2
(
C
(
SUq (2)
)
, h
)
, D˜
)
can be regarded as the triple given by condition 4 of the Definition 2.9.1. Also one
sees that all conditions of the the Definition 2.9.1 hold, so one has an unoriented
spectral triple (
C∞
(
SOq (3)
)
, L2
(
C
(
SUq (2)
)
, h
)Z2 ,D)
where C∞
(
SOq (3)
)
= C
(
SOq (3)
)⋂
C∞
(
SUq (2)
)
and D = D˜|
L2(C(SUq(2)),h)
Z2 .
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Appendices
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Appendix A
Topology
A.1 General topology
Definition A.1.1. [53] If X is a set, a basis for a topology on X is a collection B of
subsets of X (called basis elements) such that
(a) For each x ∈ X , there is at least one basis element B containing x.
(b) If x belongs to the intersection of two basis elements B1 and B2, then there is
a basis element B3 containing x such that B3 ⊂ B1 ∩ B2.
If B satisfies these two conditions, then we define the topology T generated by
B as follows: A subset U of X is said to be open in X (that is, to be an element of
T ) if for each x ∈ U , there is a basis element B ∈ B such that x ∈ B and B ⊂ U .
Remark A.1.2. It is proven that given by the Definition A.1.1 collection T is a
topology (cf. [53]).
Definition A.1.3. [22] Let Λ be a set and ≤ is relation on Λ. We say that ≤ directs
Λ or Λ is directed by ≤, if ≤ has following properties:
(a) If λ ≤ µ and µ ≤ ν, then λ ≤ ν,
(b) For every λ ∈ Λ, λ ≤ λ,
(c) For any µ, ν ∈ Λ there exists a λ ∈ Λ such that µ ≤ λ and ν ≤ λ.
Definition A.1.4. [22] A subset Ξ ⊂ Λ is said to be cofinal in Λ if for every λ ∈ Λ
there is χ ∈ Ξ such that λ ≤ χ.
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Definition A.1.5. [22] A net in topological space X is an arbitrary function from a
non-empty directed set Λ to the space X . Nets will be denoted by S = {xλ ∈ X}λ∈Λ.
Definition A.1.6. [22] A point x ∈ X is called a limit of a net S = {xλ ∈ X}λ∈Λ
if for every neighborhood U of x there exists λ0 ∈ Λ such that xλ ∈ U for every
λ ≥ λ0; we say that {xλ} converges to x. The limit will be denoted by x = lim S, or
x = limλ∈Λ xλ, or lim xλ.
Remark A.1.7. A net can converge to many points, however if X is Hausdorff then
the net can have the unique limit.
Definition A.1.8. [53] If a space X has a countable basis for its topology, then X
is said to satisfy the second countability axiom, or to be second-countable.
Definition A.1.9. [53] Suppose that one-point sets are closed in X . Then X is
said to be regular if for each pair consisting of a point x and a closed set B disjoint
from x, there exist disjoint open sets containing x and B respectively. The space
X is said to be normal if for each pair A, B of disjoint closed sets of X there exist
disjoint open sets containing A and B respectively.
Definition A.1.10. [53] A topological space X is completely regular if one-point sets
are closed in X and for each point x0 and each closed U ⊂ X not containing x0,
there is a continuous function f : X → [0, 1] such that f (x0) = 1 and f (Y) = {0}.
Theorem A.1.11. [53] Every regular space with a countable basis is normal.
Exercise A.1.12. [53] Show that every locally compact Hausdorff space is com-
pletely regular.
Theorem A.1.13. [53] Every compact Hausdorff space is normal.
Theorem A.1.14. [53] Urysohn lemma. Let X be a normal space, let A, B be discon-
nected closed subsets of X . Let [a, b] be a closed interval in the real line. Then there exist
a continuous map f : X → [a, b] such that f (A) = {a} and f (B) = {b}.
Theorem A.1.15. [53] Tietze extension theorem. Let X be a normal space; let A be a
closed subspace of X .
(a) Any continuous map of A into the closed interval [a, b] of R may be extended to a
continuous map of all X into [a, b]
(a) Any continuous map of A into R may be extended to a continuous map of all X
into R.
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Definition A.1.16. [53] If φ : X → C is continuous then the support of φ is defined
to be the closure of the set φ−1 (C \ {0}) Thus if x lies outside the support, there
is some neighborhood of x on which φ vanishes. Denote by supp φ the support of
φ.
Theorem A.1.17. [14] For a locally compact Hausdorff space X , the following are equiv-
alent:
(a) The Abelian C∗-algebra C0 (X ) is separable;
(b) X is σ-compact and metrizable;
(c) X is second-countable.
Definition A.1.18. [53]. A space X is said to be locally connected at x if for every
neighborhood U of x there is a connected neighborhood V of x contained in U . If
X is locally connected at each of its points, it is said simply to be locally connected.
Theorem A.1.19. [53] A space X is locally connected if and only if for every open set U ,
each component of U is open in X .
There are two equivalent definitions of C0 (X ) and both of them are used in
this book.
Definition A.1.20. An algebra C0 (X ) is the norm closure of the algebra Cc (X ) of
compactly supported continuous complex-valued functions.
Definition A.1.21. A C∗-algebra C0 (X ) is given by the following equation
C0 (X ) = {ϕ ∈ Cb (X ) | ∀ε > 0 ∃K ⊂ X (K is compact) & ∀x ∈ X \ K |ϕ (x)| < ε} ,
i.e. ∥∥ϕ|X\K∥∥ < ε.
Definition A.1.22. [53] An indexed family of sets {Aα} of topological space X is
said to be locally finite if each point x in X has a neighborhood that intersects for
only finite many values of α.
Definition A.1.23. [53] Let {Uα ∈ X}α∈A be an indexed open covering of X . An
indexed family of functions
φα : X → [0, 1]
is said to be a partition of unity , dominated by {Uα}, if:
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1. φα (X \ Uα) = {0}
2. The family supp φα is locally finite.
3. ∑α∈A φα (x) = 1 for any x ∈ X .
Definition A.1.24. [53] A space X is paracompact if every open covering X = ∪ Uα
has a locally finite open refinement X = ∪ Vβ.
Theorem A.1.25. [53] Let X be a paracompact Hausdorff space; let {Uα ∈ X}α∈A be
an indexed open covering of X . Then there exists a partition of unity, dominated by {Uα}.
Proposition A.1.26. [12] A differential manifold M admits a (smooth) partition of unity
if and only if it is paracompact.
Theorem A.1.27. Every paracompact Hausdorff space X is normal
Definition A.1.28. [22] We say that a topological space X is a Lindelöf space, or has
a Lindelöf property, if X is regular and every open cover of X contains a countable
subcover.
Theorem A.1.29. [22] Every regular second-countable space in Lindelöf.
Theorem A.1.30. [53] Every regular Lindelöf space is paracompact.
Definition A.1.31. [53] A compactification of a space X is a compact Hausdorff
space Y containing X as a subspace and the closure X of X is Y , i.e X = Y .
Theorem A.1.32. [53] Let X be a completely regular space. There exists a compactifica-
tion Y of X having the property that every bounded continuous map f : X → R extends
uniquely to a continuous map of Y into R.
Definition A.1.33. For each completely regular space X , let us choose, once and
for all, a compactification of X satisfying the extension condition of Theorem
A.1.32. We will denote this compactification of by βX and call it the Stone-Cech
compactification of X . It is characterized by the fact that any continuous map
X → Y of X into a compact Hausdorff space Y extends uniquely to a contin-
uous map βX → Y .
Definition A.1.34. [56] Let
p : Y → X (A.1.1)
be a continuous surjection of compact Hausdorff spaces, in particular, a closed
map. Let us consider the map (A.1.1) and a certain point x of X , which has a
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finite number of pre-images y1, . . . , ym. Then a neighborhood U of x is said to be
regular if
p−1(U) = V1 ⊔ · · · ⊔ Vm, (A.1.2)
where Vi are some neighborhoods of yi, i = 1, . . . ,m.
Lemma A.1.35. [56] Let p : Y → X be a continuous closed map of Hausdorff spaces.
Then any point x of X with a finite number of pre-images has a regular neighborhood.
Theorem A.1.36. [45] Theorem on iterated limits. Let D be a directed set, let Em be
a directed set for each m in D, let F be the product D ×∏m∈D Em, and for (m, f ) in F
let R(m, f ) = (m, f (m)). If S(m, n) is a member of a topological space for each m in D
and each n in En, then S ◦ R converges to limm limn S(m, n) whenever this iterated limit
exists.
Definition A.1.37. [67] Suppose next that X is a set and F is a nonempty family of
mappings f : X → Y f , where each Y f is a topological space. (In many important
cases, Y f is the same for all f ∈ F .) Let τ be the collection of all unions of finite
intersections of sets f−1 (V) with f ∈ F and V open in Y f . Then τ is a topology on
X , and it is in fact the weakest topology on X that makes every f ∈ F continuous:
If τ′ is any other topology with that property, then τ ⊂ τ′. This τ is called the
weak topology on X induced by F , or, more succinctly, the F -topology of X .
A.2 Coverings
Results of this section are copied from [70]. The covering projection word is
replaced with covering outside this section.
Definition A.2.1. [70] Let π˜ : X˜ → X be a continuous map. An open subset U ⊂
X is said to be evenly covered by π˜ if π˜−1(U) is the disjoint union of open subsets
of X˜ each of which is mapped homeomorphically onto U by π˜. A continuous
map π˜ : X˜ → X is called a covering projection if each point x ∈ X has an open
neighborhood evenly covered by π˜. X˜ is called the covering space and X the base
space of the covering.
Definition A.2.2. [70] A topological space X is said to be locally path-connected if
the path components of open sets are open.
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Denote by π1 the functor of fundamental group [70].
Definition A.2.3. [70] Let p : X˜ → X be a covering. A self-equivalence is a home-
omorphism f : X˜ → X˜ such that p ◦ f = p. This group of such homeomorphisms
is said to be the group of covering transformations of p or the covering group. Denote
by G
(
X˜ | X
)
this group.
Theorem A.2.4. [70] A fibration has unique path lifting if and only is every fiber has no
nonconstant paths.
Theorem A.2.5. [70] If X is locally connected, a continuous map p : X˜ → X is a
covering projection if and only if for each component Y of X the map
p|p−1(Y) : p−1 (Y) → Y
is a covering projection.
Corollary A.2.6. [70] Consider a commutative triangle
X˜1 X˜2
X
p
p1 p2
where X is locally connected and p1, p2 are covering projections. If p is a surjection then
p is a covering projection.
Theorem A.2.7. [70] If p : X˜ → X is a covering projection onto locally connected base
space, then for any component Y˜ of X˜ the map
p|Y˜ : Y˜ → p
(
Y˜
)
is a covering projection onto some component of X˜ .
Theorem A.2.8. [70] Let p1 : X˜1 → X , p2 : X˜2 → X be objects in the category of
connected covering spaces of a connected locally path-connected space X . The following
are equivalent
(a) There is a coveting projection f : X˜1 → X˜2 such that p2 ◦ f = p1.
(b) For all x˜1 ∈ X˜1 and x˜2 ∈ X˜2 such that p1 (x˜1) = p2 (x˜2), π1 (p1)
(
π1
(
X˜1, x˜1
))
is conjugate to a subgroup of π1 (p2)
(
π1
(
X˜2, x˜2
))
.
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(c) There exist x˜1 ∈ X˜1 and x˜2 ∈ X˜2 such that π1 (p1)
(
π1
(
X˜1, x˜1
))
is conjugate to
a subgroup of π1 (p2)
(
π1
(
X˜2, x˜2
))
.
Lemma A.2.9. [70] A local homeomorphism is an open map.
A.2.1 Unique path lifting
A.2.10. There is a significant problem in the algebraic topology, called the lifting
problem. Let p : E → B and f : X → B continuous maps of topological spaces.
The lifting problem [70] for f is to determine whether there is a continuous map
f ′ : X → E such that f = p ◦ f ′-that is, whether the dotted arrow in the diagram
E
X B
f
p
f ′
corresponds to a continuous map making the diagram commutative. If there is
such map f ′, then f can be lifted to E , and we call f ′ a lifting or lift of f . If p is a
covering projection and X = [0, 1] ⊂ R then f can be lifted.
Definition A.2.11. [70] A continous map p : E → B is said to have the unique path
lifting if, given paths ω and ω′ in E such that p ◦ ω = p ◦ ω′ and ω(0) = ω′(0),
then ω = ω′.
Theorem A.2.12. [70] Let p : X˜ → X be a covering projection and let f , g : Y → X˜ be
liftings of the same map (that is, p ◦ f = p ◦ g). If Y is connected and f agrees with g for
some point of Y then f = g.
Remark A.2.13. From theorem A.2.12 it follows that a covering projection has
unique path lifting.
A.2.2 Regular and universal coverings
Definition A.2.14. [70] A fibration p : X˜ → X with unique path lifting is said to
be regular if, given any closed path ω in X , either every lifting of ω is closed or
none is closed.
Theorem A.2.15. [70] Let p : X˜ → X be a fibration with unique path lifting and
assume that a nonempty X˜ is a locally path-connected space. Then p is regular if and only
if for some x˜0 ∈ X˜ , π1 (p)π1
(
X˜ , x˜0
)
is a normal subgroup of π1 (X , p (x˜0)).
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Theorem A.2.16. [70] Let G be a properly discontinuous group of homeomorphisms of
space Y . Then the projection of Y to the orbit space Y/G is a covering projection. If Y
is connected, this covering is regular and G is its group of covering transformations, i.e.
G = G (Y | Y/G).
Lemma A.2.17. [70] Let p : X˜ → X be a fibration with a unique path lifting. If
X˜ is connected and locally path-connected and x˜0 ∈ X˜ then p is regular if and only if
G
(
X˜ | X
)
transitively acts on each fiber of p, in which case
ψ : G
(
X˜ | X
)
≈ π1 (X , p (x˜0)) /π1 (p)π1
(
X˜ , x˜0
)
.
Remark A.2.18. [70] If X˜ is simply connected, any fibration p : X˜ → X is regular,
and we also have the next result.
Corollary A.2.19. [70] Let p : X˜ → X be a fibration with a unique path lifting where
X˜ is simply connected locally path-connected and nonempty. Then the group of self-
equivalences of p is isomorphic to the fundamental group of X , i.e. π1 (X ) ≈ G
(
X˜
∣∣∣X ).
Definition A.2.20. [70] A universal covering space of a connected space X is an
object p : X˜ → X of the category of connected covering spaces of X such that for
any object p′ : X˜ ′ → X of this category there is a morphism
X˜ X˜ ′
X
f
p p′
in the category.
Lemma A.2.21. [70] A connected locally path-connected space X has a simply connected
covering space if and only if X is semilocally 1-connected.
Lemma A.2.22. [70] A simply connected covering space of a connected locally path-
connected space X is an universal covering space of X .
A.3 Vector bundles
Let k be the field of real or complex numbers, and let X be a topological space.
Definition A.3.1. [43] A quasi-vector bundle with base X is given by:
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(a) A finite dimensional k-vector space Ex for every point x of X .
(b) A topology on the disjoint union E =
⊔
Ex which induces the natural topol-
ogy on each Ex, such that the obvious projection π : E→ X is continuous.
The quasi-vector bundle with base will be denoted by ξ = (E,π,X ). The space E
is the total space of ξ and Ex is the fiber of ξ at the point x.
A.3.2. Let V be a finite dimensional vector space over k, Ex = V and the total
space may be identified with X × V with the product topology then the quasi-
vector bundle (X ×V,π,X ) is called a trivial vector bundle.
A.3.3. Let ξ = (E,π,X ) be a quasi-vector bundle, and let let X ′ ⊂ X be a subspace
of X . The triple ξ′ =
(
π−1 (X ′) ,π|π−1(X ′),X ′
)
is called the restriction of ξ to X ′.
The fibers of ξ′ are just fibers of ξ over the subspace ξ. One has
X ′′ ⊂ X ′ ⊂ X ⇒ (ξ|X ′)|X ′′ = ξ|X ′′ . (A.3.1)
Definition A.3.4. Let ξ = (E,π,X ) be quasi-vector bundle. Then ξ is said to be
locally trivial or a vector bundle if for every point x in X , there exists a neighborhood
of x such that ξ|U is isomorphic to a trivial bundle.
Definition A.3.5. Let ξ = (E,π,X ) be a vector bundle. Then a continuous section
of ξ is a continuous map s : X → E such that π ◦ s = IdX ,
Remark A.3.6. In [43] the vector bundles over fields R and C are considered. Here
we consider complex vector bundles only.
Definition A.3.7. [43] Let f : X ′ → X be a continuous map. For every point x′
of X ′, let E′x′ = E f (x′). Then the set E′ =
⊔
x′∈X ′ may be identified with the fiber
product X ′×X E formed by the pairs (x′, e) such that f (x′) = π (e). If π′ : E′ → X ′
is defined by π′ (x′, e) = x′, it is clear that the triple ξ = (E′,π′,X ′) defines a quasi-
vector bundle over X ′, when we provide E′ with the topology induced by X ′ × E.
We write ξ′ = f ∗ (ξ) or f ∗ (E): this is the inverse image of ξ by f .
Definition A.3.8. If (E,π,X ) is a quasi-vector bundle then a continuous map s :
X → E is said to be a continuous section if π ◦ s = IdX . The space Γ (X , E), of
continuous sections can be regarded as both left and right Cb (X )-module.
Theorem A.3.9. [43]. Theorem (Serre, Swan). Let A = Ck(X ) be the ring of continuous
functions on a compact space X with values in k. Then the section functor Γ induces an
equivalence of categories of vector bundles over X and finitely generated projecive A-
modules.
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A.3.10. Let X be a compact topological space and S the complex vector bundle
on X , such for any x ∈ X the fiber Sx of S is a Hilbert space, i.e. there is a scalar
product.
(·, ·)x : Sx ×Sx → C. (A.3.2)
If Γ (M, S) is the space of continuous sections of S then we suppose that for any
ξ, η ∈ Γ (M, S) the map X → C given by x 7→ (ξx, ηx)x is continuous. If µX is
a measure on X then there is the scalar product (·, ·) : Γ (M,S) × Γ (M,S) → C
given by
(ξ, η)
def
=
∫
X
(ξx, ηx)x d µX (A.3.3)
Denote by L2 (X ,S , µX ) or L2 (X ,S) the Hilbert norm completion of Γ (M, S), and
denote by (·, ·)L2(X ,S ,µX ) or (·, ·)L2(X ,S) the given by (A.3.3) scalar product. There
is the natural representation
C0 (X )→ B
(
L2 (X ,S)) . (A.3.4)
Definition A.3.11. In the situation of A.3.10 we say that S is Hermitian vector bundle.
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Appendix B
Algebra
B.1 Algebraic Morita equivalence
Definition B.1.1. A Morita context (A, B, P,Q, ϕ,ψ) or, in some authors (e.g. Bass
[5]) the pre-equivalence data is a generalization of Morita equivalence between cat-
egories of modules. In the case of right modules, for two associative k-algebras
(or, in the case of k = Z, rings) A and B, it consists of bimodules APB, BQA and
bimodule homomorphisms ϕ : P⊗B Q → A, ψ : Q ⊗A P → B satisfying mixed
associativity conditions, i.e. for any p, p′ ∈ P and q, q′ ∈ Q following conditions
hold:
ϕ (p⊗ q) p′ = pψ (q⊗ p′) ,
ψ (q⊗ p) q′ = qϕ (p⊗ q′) . (B.1.1)
A Morita context is a Morita equivalence if both ϕ and ψ are isomorphisms of
bimodules.
Remark B.1.2. The Morita context (A, B, P,Q, ϕ,ψ) is a Morita equivalence if and
only if A-module P is a finitely generated projective generator (cf. [5] II 4.4)
B.2 Finite Galois coverings
Here I follow to [4]. Let A →֒ A˜ be an injective homomorphism of unital alge-
bras, such that
• A˜ is a projective finitely generated A-module,
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• There is an action G× A˜→ A˜ of a finite group G such that
A = A˜G =
{
a˜ ∈ A˜ | ga˜ = a˜; ∀g ∈ G
}
.
Let us consider the category M G
A˜
of G− A˜ modules, i.e. any object M ∈ M G
A˜
is a
A˜-module with equivariant action of G, i.e. for any m ∈ M a following condition
holds
g (a˜m) = (ga˜) (gm) for any a˜ ∈ A˜, g ∈ G.
Any morphism ϕ : M → N in the category M G
A˜
is G- equivariant, i.e.
ϕ (gm) = gϕ (m) for any m ∈ M, g ∈ G.
Let A˜ [G] be an algebra such that A˜ [G] ≈ A˜ × G as an Abelian group and a
multiplication law is given by
(a, g) (b, h) = (a (gb) , gh) .
The category M G
A˜
is equivalent to the category MA˜[G] of A˜ [G]modules. Otherwise
in [4] it is proven that if A˜ is a finitely generated, projective A-module then there is
an equivalence between a category MA of A-modules and the category MA˜[G]. It
turns out that the category M G
A˜
is equivalent to the category MA. The equivalence
is given by mutually inversed functors (−)⊗ A˜ : MA → M GA˜ and (−)
G : M G
A˜
→
MA.
B.3 Profinite and residually finite groups
B.3.1. [21] Let G be a group and {Gα} be the set of all normal subgroups of finite
index in G. Then the set
{
G/Gα, φαβ
}
of finite quotients G/Gα, of G together with
the canonical projections φαβ : G/Gα → G/Gβ whenever Gα ⊂ Gβ is an inverse
system. The inverse limit lim←−G/Gα of this system is called the profinite completion
of G and is denoted by Ĝ. The group Ĝ can also be described as the closure of
the image of G under the the diagonal mapping ∆ : G → ∏ (G/Gα) where G/Gα,
is given the discrete topology and ∏ (G/Gα) has the product topology. In this
description the elements of Ĝ are the elements (gα) ∈ ∏ (G/Gα) which satisfy
φαβ (gα) = β whenever Gα ⊂ Gβ.
Definition B.3.2. [9] A group G is said to be residually finite if for each nontrivial
element from G there exists a finite group K and a homomorphism ϕ : G → K
such that ϕ (g) 6= 1.
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Definition B.3.3. [44] A subgroup H is called a normal subgroup (or invariant
subgroup) of the group G, if the left-sided partition of the group G with respect to
the subgroup H coincides with the right-sided partition, i.e. if for every g ∈ G the
equation
gH = Hg (B.3.1)
holds (understood in the sense that the two subsets coincide in G). Thus we can
speak simply of the partition of the group G with respect to the normal subgroup H.
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Appendix C
Functional analysis
C.1 Weak topologies
Definition C.1.1. [67] Suppose X is a topological vector space (with topology τ)
whose dual X∗ separates points on X. The X∗-topology (cf. Definition A.1.37) of
X is called the weak topology of X.
Definition C.1.2. [67] Let X again be a topological vector space whose dual is X∗.
For the definitions that follow, it is irrelevant whether X∗ separates points on X
or not. The important observation to make is that every x ∈ X induces a linear
functional fx on X∗, defined by
fxΛ = Λx
The X-topology of X∗ (cf. Definition A.1.37) is called the weak*-topology of X∗.
Remark C.1.3. [67] In the above situation the net {xα}α∈A ∈ X is convergent
with respect to weak topology if the net {Λxα} ∈ C is convergent for all Λ ∈ X∗.
Similarly the net {Λα}α∈A ∈ X∗ is convergent with respect to weak*-topology if
the net {Λαx} ∈ C is convergent for all x ∈ X.
C.2 Fourier transformation
There is a norm on Zn given by
‖(k1, ..., kn)‖ =
√
k21 + ...+ k
2
n. (C.2.1)
The space of complex-valued Schwartz functions on Zn is given by
S (Zn) def=
{
a = {ak}k∈Zn ∈ CZ
n | supk∈Zn (1+ ‖k‖)s |ak| < ∞, ∀s ∈ N
}
. (C.2.2)
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Let Tn be an ordinary n-torus. We will often use real coordinates for Tn,
that is, view Tn as Rn/Zn. Let C∞ (Tn) be an algebra of infinitely differentiable
complex-valued functions on Tn. There is the bijective Fourier transformations
FT : C∞ (Tn) ≈−→ S (Zn); f 7→ f̂ given by
f̂ (p) = FT( f )(p) =
∫
Tn
e−2πix·p f (x) dx (C.2.3)
where dx is induced by the Lebesgue measure on Rn and · is the scalar product
on the Euclidean space Rn. The Fourier transformation carries multiplication to
convolution, i.e.
f̂ g (p) = ∑
r+s=p
f̂ (r) ĝ (s) .
The inverse Fourier transformation F−1
T
: S (Zn) ≈−→ C∞ (Tn); f̂ 7→ f is given by
f (x) = F−1T f̂ (x) = ∑
p∈Zn
f̂ (p) e2πix·p.
There is the C-valued scalar product on C∞ (Tn) given by
( f , g) =
∫
Tn
f gdx = ∑
p∈Zn
f̂ (−p) ĝ (p) .
Denote by S (Rn) be the space of complex Schwartz (smooth, rapidly decreasing)
functions on Rn.
S (Rn) =
=
{
f ∈ C∞(Rn) : ‖ f‖α,β) < ∞ ∀α = (α1, ..., αn) , β = (β1, ..., βn) ∈ Zn+
}
,
‖ f‖α,β = sup
x∈Rn
∣∣∣xαDβ f (x)∣∣∣ (C.2.4)
where
xα = xα11 · ... · xαnn ,
Dβ =
∂
∂xβ11
...
∂
∂xβnn
.
The topology on S (Rn) is given by seminorms ‖ · ‖α,β.
Let F and F−1 be the ordinary and inverse Fourier transformations given by
(F f ) (u) =
∫
R2N
f (t)e−2πit·udt,
(
F−1 f
)
(u) =
∫
R2N
f (t)e2πit·udt (C.2.5)
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which satisfy following conditions
F ◦ F−1|S(Rn) = F−1 ◦ F|S(Rn) = IdS(Rn).
There is the C-valued scalar product on S (Rn) given by
( f , g) =
∫
Rn
f gdx =
∫
Rn
F fFgdx. (C.2.6)
which if F -invariant, i.e.
( f , g)L2(Rn) = (F f ,Fg)L2(Rn) . (C.2.7)
There is the action of Zn on Rn such that
gx = x+ g; x ∈ Rn, g ∈ Zn
and Tn ≈ Rn/Zn. Any f ∈ C∞ (Tn) can be regarded as Zn- invariant and smooth
function on Rn. On the other hand if f ∈ S (Rn) then the series
h = ∑
g∈Zn
g f
is point-wise convergent and h is a smooth Zn - invariant function. So we can
assume that h ∈ C∞ (Tn). This construction provides a map
S (Rn)→ C∞ (Tn) ,
f 7→ h = ∑
g∈Zn
g f . (C.2.8)
If f̂ = F f , ĥ = FTh then for any p ∈ Zn a following condition holds
ĥ (p) = f̂ (p) . (C.2.9)
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Appendix D
Operator algebras
D.1 C∗-algebras and von Neumann algebras
In this section I follow to [54, 57].
Definition D.1.1. [54] A Banach *-algebra is a *-algebra A together with a complete
submultiplicative norm such that ‖a∗‖ = ‖a‖ ∀a ∈ A. If, in addition, A has a unit
such that ‖1‖ = 1, we call A a unital Banach *-algebra.
A C∗-algebra is a Banach *-algebra such that
‖a∗a‖ = ‖a‖2 ∀a ∈ A. (D.1.1)
Example D.1.2. [54] IfH is a Hilbert space, then the algebra of bounded operators
B (H) is a C∗-algebra.
Definition D.1.3. [61] A two sided ideal I in a C∗-algebra A is essential if I has
nonzero intersection with every other nonzero ideal A.
Alternatively the essential ideal can be given by the following lemma.
Lemma D.1.4. [61] An ideal I is essential if and only if aI = {0} implies a = 0.
Example D.1.5. [61] Let A def= C0 (X ) and let U be an open subset of X. Then
I def= ( f ∈ A| f (x) = 0 ∀x ∈ X \ U)
is an essential ideal in A if and only if U is dense in X .
Definition D.1.6. [61] A unitization of a C∗-algebra A is a C∗-algebra B with
identity and an injective *-homomorphism ι : A →֒ B such that ι (A) is an essential
ideal of B.
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Example D.1.7. Suppose A is C∗-algebra which has no identity. Then A+ = A⊕C
is a *-algebra with
(a⊕ λ) (b⊕ µ) = (ab+ λb+ µa)⊕ λµ, (a⊕ λ)∗ = a∗ ⊕ λ.
It is proven in [61] that there is the natural unique C∗-norm ‖·‖A+ on A+ such that
‖a⊕ 0‖A+ = ‖a⊕ 0‖A
where ‖·‖A is the C∗-norm on A. Thus A+ is an unital C∗-algebra, and the natural
map A →֒ A+ is a unitization.
Definition D.1.8. Let A be a C∗-algebra. The described in the Example D.1.7
unitization ι : A →֒ B is called minimal.
Definition D.1.9. [61] A unitization ι : A →֒ B is called maximal if for every
embedding j : A →֒ C of A as an essential ideal of a C∗-algebra φ : C → B such
that φ ◦ j = ι.
Remark D.1.10. It is proven in [61] that for any C∗-algebra A there unique maximal
unitization.
Definition D.1.11. We say that the maximal unitization of A is the multiplier algebra
of A and denote it by M (A).
Definition D.1.12. [57] Let A be a C∗-algebra. The strict topology on the multi-
plier algebra M(A) is the topology generated by seminorms |||x|||a = ‖ax‖+ ‖xa‖,
(a ∈ A). If Λ is a directed set and {aλ ∈ M (A)}λ∈Λ is a net the we denote by
β- limλ∈Λ aλ the limit of {aλ} with respect to the strict topology. If x ∈ M(A) and
a sequence of partial sums ∑ni=1 ai (n = 1, 2, ...), (ai ∈ A) tends to x in the strict
topology then we shall write
x = β- lim
∞
∑
i=1
ai.
Definition D.1.13. [57] Let A be a C∗-algebra. A net {uλ}λ∈Λ in A+ with ‖uλ‖ ≤ 1
for all λ ∈ Λ is called an approximate unit for A if λ < µ implies uλ < uµ and if
lim ‖x− xuλ‖ = 0 for each x in A. Then, of course, lim ‖x− uλx‖ = 0 as well.
Theorem D.1.14. [57] Each C∗-algebra contains an approximate unit.
Proposition D.1.15. [1] If B is a C∗-subalgebra of A containing an approximate unit for
A, then M (B) ⊂ M (A) (regarding B′′ as a subalgebra of A′′).
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Definition D.1.16. [57] A cone M in the positive part of C∗-algebra A is said to
be hereditary if 0 ≤ x ≤ y, y ∈ M implies x ∈ M for each x ∈ A. A *-subalgebra B
of A is hereditary if B+ is hereditary in A+.
Lemma D.1.17. [54] Let B be a C∗-subalgebra of C∗-algebra A. Then B is hereditary in
A if and only if bab′ ∈ B for all b, b′ ∈ B and a ∈ A.
Lemma D.1.18. [54] Let A be a C∗-algebra.
(i) If L is a closed left ideal in A then L ∩ L∗ is a hereditary C∗-subalgebra of A. The
map L 7→ L ∩ L∗ is the bijection from the set of closed left ideals of A onto the the
set of hereditary C∗-subalbebras of A.
(ii) If L1, L2 are closed left ideals, then L1 ⊆ L2 is and only if L1 ∩ L∗1 ⊂ L2 ∩ L∗2.
(iii) If B is a hereditary C∗-subalgebra of A, then the set
L (B) = { a ∈ A | a∗a ∈ B}
is the unique closed left ideal of A corresponding to B.
Definition D.1.19. [54] If A is a C∗-algebra, its center C is the set of elements of A
commuting with every of A.
Definition D.1.20. [57] Let H be a Hilbert space. The strong topology on B (H) is
the locally convex vector space topology associated with the family of seminorms
of the form x 7→ ‖xξ‖, x ∈ B(H), ξ ∈ H.
Definition D.1.21. [57] Let H be a Hilbert space. The weak topology on B (H) is
the locally convex vector space topology associated with the family of seminorms
of the form x 7→ |(xξ, η)|, x ∈ B(H), ξ, η ∈ H.
Theorem D.1.22. [57] Let M be a C∗-subalgebra of B(H), containing the identity oper-
ator. The following conditions are equivalent:
• M = M′′ where M′′ is the bicommutant of M;
• M is weakly closed;
• M is strongly closed.
Definition D.1.23. [57] Any C∗-algebra M is said to be a von Neumann algebra or
a W∗- algebra if M satisfies to the conditions of the Theorem D.1.22.
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Definition D.1.24. [57] We say that a von Neumann algebra M is a factor if the
center of consists only of scalar multiplies of 1M.
Lemma D.1.25. [57] Let Λ be an increasing in the partial ordering. Let {xλ}λ∈Λ be an
increasing of self-adjoint operators in B (H), i.e. λ ≤ µ implies xλ ≤ xµ. If ‖xλ‖ ≤ γ
for some γ ∈ R and all λ then {xλ} is strongly convergent to a self-adjoint element
x ∈ B (H) with ‖xλ‖ ≤ γ.
For each x ∈ B(H) we define the range projection of x (denoted by [x]) as pro-
jection on the closure of xH. If M is a von Neumann algebra and x ∈ M then
[x] ∈ M.
Proposition D.1.26. [57] For each element x in a von Neumann algebra M there is a
unique partial isometry u ∈ M and positive |x| ∈ M+ with uu∗ = [|x|] and x = |x|u.
Definition D.1.27. The formula x = |x|u in the Proposition D.1.26 is said to be the
polar decomposition.
Definition D.1.28. [57] We say that an element h is a C∗-algebra is strictly positive
if φ (h) > 0 for any nonzero positive linear functional φ on A.
Theorem D.1.29. [57] Let A be a C∗-algebra. The following conditions are equivalent:
(i) There is a strictly positive element h in A+.
(ii) There is an element h in A+ such that [h] = 1 in A′′.
(iii) There is a countable approximate unit for A.
Proposition D.1.30. [6] Let A be a C∗-algebra, and h ∈ A+. Then h is strictly positive
if and only if hA is dense in A.
Definition D.1.31. [57] A C∗-algebra A is said to be simple if 0 and A are its
only closed ideals. In this book we consider only simple C∗-algebras of compact
operators K (H) where H = Cn (n ∈ N) or H = ℓ2 (N).
Theorem D.1.32. [57] For each C∗-algebra A there is a dense hereditary ideal K(A),
which is minimal among dense ideals.
Definition D.1.33. The ideal K(A) from the theorem D.1.32 is said to be the Ped-
ersen’s ideal of A.
Theorem D.1.34. [1] Let π be a surjective morphism between separable C∗-algebras A
and B. Then π extends to a surjective morphism of M (A) onto M (B).
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Remark D.1.35. The Theorem D.1.34 can be regarded as noncommutative Tietze’s
extension theorem A.1.15, see [1] for details.
D.1.36. [57] Let H be a Hilbert space and M a subset of B (H)sa (where B (H)sa ⊂
B (H) is the R-space of self-adjoint operators). The monotone sequential closure of
M is defined as the smallest class B (M) in B (H)sa that contains M and contains
the strong limit of each monotone (increasing or decreasing) sequence of elements
from B (M).
Lemma D.1.37. [57] Each countable subset of B (M) lies in the monotone sequential
closure of a separable subset of M.
Theorem D.1.38. [57] Let A be a C∗-subalgebra of B (H). Then B (Asa) is the self-
adjoint part of a C*-algebra.
Definition D.1.39. [57] Let A be a C∗-algebra. We define the enveloping Borel
*-algebra of A to be the C∗-algebra
B (A) = B (Asa) + iB (Asa) (D.1.2)
the monotone sequential closure being taken on the universal Hilbert space for A.
D.2 States and representations
Definition D.2.1. [57] A state of a C∗ -algebra A is a positive functional of norm
one. The set of states of A is denoted by SA (or just S if no confusion can arise).
Definition D.2.2. [54] We say a state τ on a C∗-algebra A is pure if it has the
property that whenever p is a positive linear functional on A such that p ≤ τ,
necessarily there is a number t ∈ [0, 1] such that p = tτ. The set of pure states on
A is denoted by PS(A).
D.2.1 GNS construction
Any state τ of C∗-algebra A induces a faithful GNS representation [54]. There
is a C-valued product on A given by
(a, b)
def
= τ (a∗b) .
This product induces a product on A/Iτ where Iτ def= {a ∈ A | τ(a∗a) = 0}. So
A/Iτ is a pre-Hilbert space. Denote by L2 (A, τ) the Hilbert completion of A/Iτ.
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The Hilbert space L2 (A, τ) is a space of a GNS representation A → B (L2 (A, τ))
(or equivalently A× L2 (A, τ) → (L2 (A, τ)) which comes from the Hilbert norm
completion of the natural action A× A/Iτ → A/Iτ. The natural map A→ A/Iτ
induces the homomorphism of left A-modules
fτ : A→ L2 (A, τ) ,
a 7→ a+ Iτ
(D.2.1)
such that fτ (A) is a dense subspace of L2 (A, τ).
Theorem D.2.3. [57] For each positive functional τ on a C∗-algebra A there is a cyclic
representation πτ : A → L2 (A, τ) with a cyclic vector ξτ ∈ L2 (A, τ) such that
(πτ (x) ξτ , ξτ) = τ (a) for all x ∈ A.
Definition D.2.4. The given by the Theorem D.2.3 representation is said to be a
GNS reprerentation.
D.2.5. If X is a second-countable locally compact Hausdorff space then from the
Theorem A.1.17 it follows that C0 (X ) is a separable algebra. Therefore C0 (X ) has
a state τ such that associated with τ GNS representation [54] is faithful. From [8]
it follows that the state τ can be represented as the following integral
τ (a) =
∫
X
a dµ (D.2.2)
where µ is a positive Radon measure. In analogy with the Riemann integration,
one can define the integral of a bounded continuous function a on X . There is a
C-valued product on C0 (X ) given by
(a, b) = τ (a∗b) =
∫
X
a∗b dµ,
hence C0 (X ) is a phe-Hilbert space. Denote by L2 (C0 (X ) , τ) or L2 (X , µ) the
Hilbert space completion of C0 (X ).
D.2.2 Irreducible representations
Theorem D.2.6. [57] Let π : A → B (H) be a nonzero representation of C∗-algebra A.
The following conditions are equivalent:
(i) There are no non-trivial A-subspaces for π.
(ii) The commutant of π (A) is the scalar multipliers of 1.
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(iii) π (A) is strongly dense in B (H).
(iv) For any two vectors ξ, η ∈ H with ξ 6= 0 there is a ∈ A such that π (a) ξ = η.
(v) Each nonzero vector in H is cyclic for π (A).
(vi) A → B (H) is spatially equivalent to a cyclic representation associated with a pure
state of A.
Definition D.2.7. Let A → B (H) be a nonzero representation of C∗-algebra A.
The representation is said to be irreducible if it satisfies to the Theorem D.2.6.
Remark D.2.8. From the condition (i) of the Theorem D.2.6 it turns out that ir-
reducibility is the categorical property, i.e. if there is the equivalence between
category of representations of C∗-algebras then any irreducible representation is
mapped to irreducible one. The equivalence between category of representations
corresponds to the strong Morita equivalence (cf. D.6).
Definition D.2.9. [57] Let A be a C∗-algebra. We say that two representations
π1 : A→ B (H1) and π2 : A→ B (H2) are spatially equivalent (or unitary equivalent)
if there is an isometry u of H1 onto H2 such that uπ1 (a) u∗ = π2 (a) for all a ∈ A.
By the spectrum of A we understand the set Aˆ of spatially equivalence classes of
irreducible representations. For any x ∈ Aˆ we denote by
repx : A→ B (H) OR repAx : A→ B (H) (D.2.3)
a representation which corresponds to x. Sometimes we use alternative notation
of the spectrum A∧ def= Aˆ.
Definition D.2.10. [57] Let A be a C∗-algebra, and let S be the state space of
A. For any s ∈ S there is an associated representation πs : A → B (Hs). The
representation
⊕
s∈S πs : A→
⊕
s∈S B (Hs) is said to be the universal representation.
The universal representation can be regarded as A→ B (⊕s∈SHs).
Definition D.2.11. [57] Let A be a C∗-algebra, and let A→ B (H) be the universal
representation A → B (H). The strong closure of π (A) is said to be the envelop-
ing von Neumann algebra or the enveloping W∗-algebra of A. The enveloping von
Neumann algebra will be denoted by A′′.
Proposition D.2.12. [57] The enveloping von Neumann algebra A′′ of a C∗-algebra A
is isomorphic, as a Banach space, to the second dual of A, i.e. A′′ ≈ A∗∗.
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Theorem D.2.13. [57] For each non-degenerate representation π : A → B (H) of a
C∗-algebra A there is a unique normal morphism of A′′ onto π (A)′′ which extends π.
Definition D.2.14. Let A be a C∗-algebra. The primitive spectrum is the space of the
primitive ideals of A, we shall denote the primitive spectrum by Aˇ.
Remark D.2.15. There is the natural surjective map
Aˆ→ Aˇ (D.2.4)
which maps an irreducible representation to its kernel.
D.2.16. For each set F in Aˇ define a closed ideal
ker (F) =
⋂
t∈F
t. (D.2.5)
For each subset I of A define a set
hull (I) =
{
t ∈ Aˇ | I ⊂ t} (D.2.6)
Using a surjective map Aˆ→ Aˇ one can define the hull (I) ⊂ Aˆ as the preimage of
hull (I) in Aˇ
Theorem D.2.17. The class {hull (I) | I ⊂ A} form the closed sets for a topology on Aˇ.
There is a bijective order preserving isomorphism between open sets in this topology and
the closed ideals in A.
Definition D.2.18. The topology on Aˇ defined in the Theorem D.2.17 is called be
the Jacobson topology. The topology on Aˆ induced by the surjecive map Aˆ → Aˇ
and the Jacobson topology on Aˇ is also called to be the Jacobson topology.
Remark D.2.19. In the following text we consider the only Jacobson topology on
both Aˆ and Aˇ.
Proposition D.2.20. [57] If B is a hereditary C∗-subalbebra of A then there is the natural
homeomorphism between Aˆ \ hull (B) and Bˆ, where
hull (B) =
{
x ∈ Aˆ | repx (B) = {0}
}
.
Corollary D.2.21. [54] Every closed ideal of C∗-albebra is a hereditary C∗-subalbebra.
Remark D.2.22. From the Theorem D.2.17, the Proposition D.2.20 and the Corol-
lary D.2.21 any closed ideal I corresponds of C∗-algebra A corresponds to the open
subset U ⊂ Aˆ such that there is the natural homeomorphism Iˆ ∼= U . Moreover if
I is an essential ideal then U is dense subset of Aˆ.
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Proposition D.2.23. [54] Let B be a C∗-algebra. For each positive functional φ on B
there is a norm preserving extension of φ to a positive functional on A. If B is hereditary
this extension is unique.
Proposition D.2.24. [57] If B is a C∗-subalgebra of A then each pure state of B can be
extended to a pure state of A.
Proposition D.2.25. [57] If B is a C∗-subalgebra of A then for each irreducible repre-
sentation ρ : B → B (H′) of B there is an irreducible representation A → B (H) of A
with a closed subspace H1 ⊂ H such that ρB : B → B (H1) is spatially equivalent to
ρ : B→ B (H′).
Theorem D.2.26. (Dauns Hofmann) [57] For each C∗-algebra A there is the natural
isomorphism from the center of M (A) onto the class of bounded continuous functions on
Aˇ.
Theorem D.2.27. [61] Suppose that A is a C∗-algebra and that a ∈ A.
(a) The function x 7→ ‖repx (a)‖ is lower semi-continuous on Aˆ; that is{
x ∈ Aˆ | ‖repx (a)‖ ≤ k
}
is closed for all k ≥ 0.
(b) For each k > 0,
{
x ∈ Aˆ | ‖repx (a)‖ ≥ k
}
is compact.
Proposition D.2.28. [57] The subset n Aˇ of Aˇ corresponding to irreducible represen-
tations of A with finite dimension less or equal to n is closed. The set n Aˇ \n−1 Aˇ of
n-dimensional representations is a Hausdorff space in its relative topology.
Definition D.2.29. [62] Let A be a bounded self-adjoint operator and Ω a Borel
set of R. If 1Ω is the characteristic function of Ω then PΩ = 1Ω (A) is called the
spectral projection of A. We also write χΩ instead 1Ω.
D.2.30. [61] Let Prim A be the space of primitive ideals of A. The topology on
Prim A always determines the ideal structure of A: the open sets U in Prim A are
in one-to-one correspondence with the ideals
A|U
def
=
⋂
{P ∈ Prim A | P /∈ U} (D.2.7)
and there are natural homeomorphisms P 7→ P ∩ U of U onto Prim A|U , and
P 7→ P/AU of (Prim A) \ U onto Prim A/AU . When Prim A is a (locally compact)
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Hausdorff space T, we can localize at a point t ‚ that is, examine behavior in a
neighbourhood of t ‚ either by looking at the ideal AU corresponding to an open
neighbourhood U of t, or by passing to the quotient
A|F def= A/ (APrim A\F) (D.2.8)
corresponding to a compact neighborhood F of t.
Remark D.2.31. Clearly there are natural injective A|U → A and surjective A →
A|F *-homomorphisms,
Remark D.2.32. The notations D.2.7 and D.2.8 slightly differs from [61]. Here we
write A|U and A|F instead of AU and A F respectively.
Definition D.2.33. [57] Let A be a C∗-algebra with the spectrum Aˆ. We choose
for any t ∈ Aˆ a pure state φt and associated representation πt : A → B (Ht). The
representation
πa =
⊕
t∈Aˆ
πt on
⊕
t∈Aˆ
Ht (D.2.9)
is called the (reduced) atomic representation of A. Any two atomic representations
are unitary equivalent and any atomic representation of A is faithful (cf. [57]).
Remark D.2.34. [57] The atomic representation πa : A→ B (Ha) is faithful.
Corollary D.2.35. [57] For each C∗-algebra A the atomic representation is faithful on
the enveloping Borel *-algebra B (A) of A (cf. Definition D.1.39).
D.3 Inductive limits of C∗-algebras
Definition D.3.1. An injective *-homomorphism φ : A →֒ B of unital C∗-algebras
is said to be unital if and only if φ (1A) = 1B. (cf. [71]).
Remark D.3.2. In the cited text [71] the word "principal" used instead "unital". In
this book all entries of the word "principal *-homomorphism" are replaced with
"unital *-homomorphism".
Definition D.3.3. [71] Let Λ be an increasingly directed set and Aλ be a C∗-algebra
having an identity 1λ associated with λ ∈ Λ If there exists a C∗-algebra A with the
identity 1 and a unital isomorphism fλ of Aλ into A for every λ ∈ Λ such that
fµ
(
Aµ
) ⊂ fν (Aν) if ν < µ; µ, ν ∈ Λ
and that the join of fλ (Aλ) (λ ∈ Λ) is uniformly dense in A, A is called the
C∗-inductive limit of Aλ, and is denoted by C∗- lim−→Λ Aλ or C
∗- lim−→ Aλ
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Theorem D.3.4. [71] Let {Aλ)}λ∈Λ be a family of C∗-algebras where Λ denotes an
increasingly directed set. If, for every µ, ν with µ < ν, there exists a unital injective
*-homomorphism fµν : Aµ → Aν satisfying
fµν = fµλ ◦ fλν where µ < λ < ν.
then there exists the C∗-inductive limit of Aλ.
D.3.5. Let Ω and Ωλ be state spaces of A and Aλ respectively. When A is a
C∗- inductive limit of {Aλ}, every state τ of A defines a state τλ on Aλ. Then,
for every µ, ν ∈ Λ such as µ < ν, we put f ∗µν the conjugate mapping of the
principal isomorphism fµν of Aµ into Aν which maps Ων onto Ων has the following
properties
τµ = f ∗µν (τν) (D.3.1)
f ∗µν = f
∗
µλ ◦ f ∗λν if µ < λ < ν (D.3.2)
Conversely, a system of states {τλ ∈ Ωλ}λ∈Λ which satisfies the condition (D.3.1)
defines a state on A since every positive bounded linear functional on the algebraic
inductive limit A0 of {Aλ}, is uniquely extended over A.
Proposition D.3.6. [71] Let a C∗-algebra A be a C∗-inductive limit of {Aλ)}λ∈Λ, and
Λ′ be a cofinal subset in Λ, then A is the C∗-inductive limit of {Aλ′)}λ′∈Λ′ .
Theorem D.3.7. [71] If a C∗-algebra A is a C∗-inductive limit of Aλ (λ ∈ Λ), the state
space Ω of A is homeomorphic to the projective limit of the state spaces Ωλ of Aλ.
Corollary D.3.8. [71] If a commutative C∗-algebra A is a C∗-inductive limit of the
commutative C∗-algebras Aλ (λ ∈ Λ), the spectrum X of A is the projective limit of
spectrums Xλ of Aλ (λ ∈ Λ).
D.4 Hilbert modules and compact operators
Definition D.4.1. [61] A left A-module X Banach A-module if X is a Banach space
and ‖a · x‖ ≤ ‖a‖ ‖x‖ for all a ∈ A and x ∈ X . A Banach A-module is nondegenerate
is nondegenerate if span { a · x| a ∈ A x ∈ X} is dense in X. We then have
aλ · x→ x whenever x ∈ X and {aλ} is a bounded approximate identity for A.
Proposition D.4.2. [61] Suppose that X is a nondegenerate Banach A-module. Then
every element of X is of the form a · x for some a ∈ A and x ∈ X .
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Definition D.4.3. [Paschke [55], Rieffel [63]] Let A be a C∗-algebra. A pre-Hilbert
A-module is a right B-module X (with a compatible C-vector space structure),
equippedwith a conjugate-bilinear map (linear in the second variable) 〈−,−〉A : X×
X → A satisfying
(a) 〈x, x〉A ≥ 0 for all x ∈ X;
(b) 〈x, x〉A = 0 only if x = 0;
(c) 〈x, y〉A = 〈y, x〉∗A for all x, y ∈ X;
(d) 〈x, y · a〉A = 〈x, y〉B · a for all x, y ∈ X, a ∈ A.
The map 〈−,−〉A is called a A-valued inner product on X. Following equation
‖x‖ = ‖ 〈x, x〉A ‖1/2 (D.4.1)
defines a norm on X. If X is complete with respect to this norm, it is called a
Hilbert A-module.
Definition D.4.4. [61] A Hilbert A-module XA is a full Hilbert A-module if the
ideal
I def= span {〈ξ, η〉A| ξ, η ∈ XA}
is dense in A.
Remark D.4.5. Suppose that A is a C∗-algebra and that p is a projection in A (or
M(A) ). Following facts are proven in the Example 2.12 of [61]. Then Ap def=
{ ap| a ∈ A} is a Hilbert pAp module with inner product
〈ap, bp〉pAp
def
= pa∗bp (D.4.2)
This Hilbert module is full. Similarly, pA is a Hilbert A-module which is full over
the ideal ApA def= span { apb| a, b ∈ A} generated by p, and Ap is itself a full left
Hilbert ApA-module.
Remark D.4.6. For any C∗-pre-Hilbert X module, or more more precisely, for any
sesquilinear form 〈·, ·〉 the polarization equality
4 〈ξ, η〉 =
3
∑
k=0
ik
〈
ξ + ikη, ξ + ikη
〉
(D.4.3)
is obviously satisfied for all ξ, η ∈ X. If H is a Hilbert space then there is the
following analog of the identity (D.4.3)
(ξ, η)H =
∑
3
k=0 i
k
∥∥ξ + ikη∥∥
4
, ∀ξ, η ∈ X (D.4.4)
472
Definition D.4.7. An A-linear map L : X → X is said to be adjointable if there is
L∗ : X → X such that
〈ξ, Lη〉A = 〈L∗ξ, η〉A ∀ξ, η ∈ XA
Denote by LA(X) the C∗-algebra of adjointable maps.
Definition D.4.8. [57] If X is a C∗ Hilbert A-rigged module then denote by θξ,ζ ∈
LB(X) such that
θξ,ζ(η) = ζ〈ξ, η〉X , (ξ, η, ζ ∈ X) (D.4.5)
Norm closure of a generated by such endomorphisms ideal is said to be the algebra
of compact operators which we denote by K(X). The K(X) is an ideal of LA(X).
Also we shall use following notation ξ〉〈ζ def= θξ,ζ .
Theorem D.4.9. [6] Let XA is a Hilbert A-module. The C∗-algebra of adjointable maps
LA (XA) is naturally isomorphic to the algebra M (K (XA)) of multiplies of compact
operators K (XA).
Remark D.4.10. The text of the TheoremD.4.9 differs from the text of the Theorem
13.4.1 [6]. It is made for simplicity reason.
Definition D.4.11. (cf. [51]) The direct sum of countable number of copies of a
Hilbert module X is denoted by ℓ2 (X). The Hilbert module ℓ2 (A) is said to
be the standard Hilbert A-module over A. If A is unital then ℓ2 (A) possesses the
standard basis
{
ξ j
}
j∈N.
ℓ
2 (A) =
{
{an}n∈N ∈ AN |
∞
∑
n=1
a∗nan < ∞
}
,
〈{an} , {bn}〉ℓ2(A) =
∞
∑
n=1
a∗nbn.
(D.4.6)
Theorem D.4.12. Kasparov Stabilization or Absorption Theorem. [6] If XA is a
countably generated Hilbert A-module, then XA ⊕ ℓ2 (A) ∼= ℓ2 (A).
Lemma D.4.13. [51] Let X be a finitely generated Hilbert submodule in a Hilbert module
Y over a unital C∗-algebra. Then Y is an orthogonal direct summand in X.
Definition D.4.14. [69] Let A be an unital C∗-algebra a bounded A operator K :
ℓ2 (A)→ ℓ2 (A) is compact (in the sense of Mishchenko) if we have
lim
n→∞
∥∥∥K|L⊥n ∥∥∥ = 0,
where Ln = ⊕nj=1A ⊂ ℓ2 (A) = ⊕∞j=1A, L⊥n = ⊕∞j=n+1A ⊂ ℓ2 (A) = ⊕∞j=1A.
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Remark D.4.15. [69] Any compact (in the sense of Mishchenko) operator is com-
pact in the sense of the Definition D.4.
Lemma D.4.16. [69] Let K : ℓ2 (A) → ℓ2 (A) be compact operator (in the sense of
Mishchenko) Let pn be the projection on Ln along L⊥n . The following properties are equiv-
alent.
(i) limn→∞
∥∥∥K|L⊥n ∥∥∥ = 0.
(ii) limn→∞ ‖Kpn − K‖ = 0.
(iii) limn→∞ ‖pnK− K‖ = 0.
D.5 Hermitian modules and functors
In this section we consider an analogue of the A⊗B − : BM→A M functor or
an algebraic generalization of continuous maps. Following text is in fact a citation
of [64].
Definition D.5.1. [64] Let B be a C∗-algebra. By a (left) Hermitian B-module we
will mean the Hilbert space H of a non-degenerate *-representation A → B(H).
Denote by Herm(B) the category of Hermitian B-modules.
D.5.2. [64] Let A, B be C∗-algebras. In this section we will study some general
methods for construction of functors from Herm(B) to Herm(A).
Definition D.5.3. [64] Let A and B be C∗-algebras. By a Hermitian B-rigged A-
module we mean a C∗-Hilbert B module, which is a left A-module by means of
*-homomorphism of A into LB(X).
D.5.4. Let X be a Hermitian B-rigged A-module. If V ∈ Herm(B) then we can
form the algebraic tensor product X ⊗Balg V, and equip it with an ordinary pre-
inner-product which is defined on elementary tensors by
〈x⊗ v, x′ ⊗ v′〉 = 〈〈x′, x〉Bv, v′〉V . (D.5.1)
Completing the quotient X⊗Balg V by subspace of vectors of length zero, we obtain
an ordinary Hilbert space, on which A acts by
a(x⊗ v) = ax⊗ v (D.5.2)
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to give a *-representation of A. We will denote the corresponding Hermitian mod-
ule by X ⊗B V. The above construction defines a functor X ⊗B − : Herm(B) →
Herm(A) if for V,W ∈ Herm(B) and f ∈ HomB(V,W) we define f ⊗ X ∈
HomA(V ⊗ X,W ⊗ X) on elementary tensors by ( f ⊗ X)(x ⊗ v) = x⊗ f (v). We
can define action of B on V ⊗ X which is defined on elementary tensors by
b(x⊗ v) = (x⊗ bv) = xb⊗ v.
The complete proof of above facts is contained in the Proposition 2.66 [61]
Definition D.5.5. Let us consider the situation D.5.4. The functor X⊗B− : Herm(B)→
Herm(A) is said to be the Rieffel correspondence. If π : B→ B (HB) a representation
then the representation ρ : A→ B (HA) given by the functor X⊗B− : Herm(B)→
Herm(A) is said to be the induced representation. We use following notation
ρ = X− IndAB π or ρ = IndAB π or ρ = X − Indπ (D.5.3)
(cf. Chapter 2.4 of [61]).
Remark D.5.6. If A is a C∗-algebra and A → B (H) is a representation then
(aξ, η)H = (ξ, a
∗η)H for each a ∈ A and ξ, η. Taking into account (c) of the
Definition D.4.3 the equation (D.5.1) can be rewritten by following way
〈x⊗ v, x′ ⊗ v′〉 = 〈v, 〈x, x′〉Bv′〉V . (D.5.4)
The equation (D.5.4) is more convenient for our purposes than (D.5.1) one.
D.6 Strong Morita equivalence for C∗-algebras
The notion of the strong Morita equivalence was introduced by Rieffel.
Definition D.6.1. [Rieffel [63–65]] Let A and B be C∗-algebras. By an A-B-equivalence
bimodule (or A-B-imprimitivity bimodule) we mean an (B, A)-bimodule which is
equipped with A- and B-valued inner products with respect to which X is a right
Hilbert A-module and a left Hilbert B-module such that
(a) 〈x, y〉B z = x 〈y, z〉A for all x, y, z ∈ X;
(b) 〈X,X〉A spans a dense subset of A and 〈X,X〉B spans a dense subset of B,
i.e. X is a full Hilbert A-module and a full Hilbert B-module.
We call A and B strongly Morita equivalent if there is an A-B-equivalence bimodule.
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Example D.6.2. [61] Let p be a projection in M(A). We saw in the Remark D.4.5
that Ap is a full right Hilbert pAp-module and a full left Hilbert ApA-module.
(Recall that ApA denotes the ideal generated by p, which is the closed span of the
set ApA.) Thus Ap is an ApA-pAp-imprimitivity bimodule.
Theorem D.6.3. [61, 63] Let X be an A-B equivalence bimodule. Then given by D.5.5
functor X⊗B− induces an equivalence between the category of Hermitian B modules and
the category of Hermitian A-modules, the inverse being given by X˜ ⊗A −.
Remark D.6.4. If X is an A–B-imprimitivity bimodule and X˜ is the conjugate
vector space then X˜ is a B–A-imprimitivity bimodule (cf. [61]).
Theorem D.6.5. [61] Suppose that X is an A–B-imprimitivity bimodule, and π, ρ
are nondegenerate representations of B and A, respectively. Then X˜ − Ind (X − Indπ)
is naturally unitarily equivalent to π, and X − Ind
(
X˜ − Ind ρ
)
is naturally unitarily
equivalent to ρ.
Corollary D.6.6. [61] If X is an A–B-imprimitivity bimodule, then the inverse of the
Rieffel correspondence X − Ind is X˜ − Ind.
Corollary D.6.7. [61] Suppose that X is an A–B-imprimitivity bimodule, and that π
is a nondegenerate representation of B. Then X˜ − Indπ is irreducible if and only if π is
irreducible.
Corollary D.6.8. If X is A-B-imprimitivity bimodule then the Rieffel correspondence
restricts to a homeomorphism hX : Prim B
≈−→ Prim A.
Definition D.6.9. In the situation of the Corollary D.6.8 the homeomorphism hX :
Prim B ≈−→ Prim A is said to be the Rieffel homeomorphism.
D.7 Operator spaces and algebras
Definition D.7.1. [7] A concrete operator space is a (usually closed) linear subspace
X of B(H1,H2), for Hilbert spaces H1,H2 (indeed the case H1 = H2 usually
suffices, via the canonical inclusion B(H1,H2) ⊂ B(H1⊕H2).
Definition D.7.2. [7] A concrete operator algebra is a closed subalgebra of B(H), for
some Hilbert space H.
Remark D.7.3. There are abstract definitions of operator algebras and and an oper-
ator spaces. It is proven that the classes of operator algebras and operator spaces
are equivalent to the class of concrete operator algebras and spaces respectively
(cf. [7].)
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Definition D.7.4. [7] (Unital operator spaces). We say that an operator space X is
unital if it has a distinguished element usually written as e or 1, called the identity
of X, such that there exists a complete isometry u : X →֒ A into a unital C∗-algebra
with u(e) = 1A. A unital-subspace of such X is a subspace containing e.
D.7.5. [7] (Completely bounded maps). Suppose that X and Y are operator spaces
and that u : X → Y is a linear map. For a positive integer n, we write un for the
associated map [xjk] 7→
[
u
(
xjk
)]
from Mn(X) to Mn(Y). This is often called the
(nth) amplification of u, and may also be thought of as the map IdMn(C) ⊗ u on
Mn (C)⊗ X. Similarly one may define um,n : Mm,n(X) → Mm,n(Y). If each matrix
space Mn(X) and Mn(Y) has a given norm ‖·‖n , and if un is an isometry for all
n ∈ N, then we say that u is completely isometric, or is a complete isometry. Similarly,
u is completely contractive (resp. is a complete quotient map) if each un is a contraction
(resp. takes the open ball of Mn(X) onto the open ball of Mn(Y)). A map u is
completely bounded if
‖u‖cb
def
= sup
{∥∥[u (xjk)]∥∥ ∣∣ ∥∥[xjk]∥∥ < 1 ∀n ∈ N}
Compositions of completely bounded maps are completely bounded, and one has
the expected relation ‖u ◦ v‖cb ≤ ‖u‖cb ‖v‖cb. If u : X → Y is a completely
bounded linear bijection, and if its inverse is completely bounded too, then we say
that u is a complete isomorphism. In this case, we say that X and Y are completely
isomorphic and we write X ≈ Y.
Remark D.7.6. [7] Any *-homomorphism u : A → B of C∗-algebras is injective if
and only if u is completely isometric (cf. [7]).
D.7.7. [7] (Extensions of operator spaces). An extension of an operator space X is
an operator space Y , together with a linear completely isometric map j : X →֒ Y.
Often we suppressmention of j, and identify X with a subspace of Y. We say that Y
is a rigid extension of X if IdY is the only linear completely contractive map Y → Y
which restricts to the identity map on j (X). We say Y is an essential extension of
X if whenever u : Y → Z is a completely contractive map into another operator
space Z such that u ◦ j is a complete isometry, then u is a complete isometry. We
say that (Y, j) is an injective envelope of X if Y is injective, and if there is no injective
subspace of Y containing j(X).
Lemma D.7.8. Let (Y, j) be an extension of an operator space X such that Y is injective.
The following are equivalent:
(i) Y is an injective envelope of X,
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(ii) Y is a rigid extension of X,
(iii) Y is an essential extension of X.
Definition D.7.9. [7] Thus we define a C∗-extension of a unital operator space X to
be a pair (A, j) consisting of a unital C∗-algebra A, and a unital complete isometry
j : X → A, such that j(X) generates A as a C∗-algebra.
Corollary D.7.10.
(i) If X is a unital operator space (resp. unital operator algebra, approximately unital
operator algebra), then there is an injective envelope (I(X), j) for X, such that I(X)
is a unital C∗-algebra and j is a unital map (resp. j is a unital homomorphism, j is
a homomorphism).
(ii) If A is an approximately unital operator algebra, and if (Y, j) is an injective envelope
for A+, then (Y, j|A) is an injective envelope for A.
(iii) If A is an approximately unital operator algebra which is injective, then A is a unital
C∗-algebra.
Theorem D.7.11. [7] (Arveson‚ Hamana) If X is a unital operator space, then there
exists a C∗-extension (B, j) of X with the following universal property: Given any C∗-
extension (A, k) of X, there exists a (necessarily unique and surjective) ∗-homomorphism
π : A→ B, such that π ◦ k = j.
Definition D.7.12. [7] If X is a unital operator space, then the given by the Theo-
rem D.7.11 pair (B, j) is said to be the C∗-envelope of X. Denote by
C∗e (X)
def
= B. (D.7.1)
Definition D.7.13. [7] The C∗-envelope of a nonunital operator algebra A is a pair
(B, j), where B is the C∗-subalgebra generated by the copy j(A) of A inside a
C∗-envelope (C∗e (A+), j) of the unitization A+ of A. Denote by
C∗e (A)
def
= B. (D.7.2)
Theorem D.7.14. (Haagerup, Paulsen, Wittstock). Suppose that X is a subspace of a C∗-
algebra B, thatH1 and H2 are Hilbert spaces, and that u : X → B(H2,H1) is a completely
bounded map. Then there exists a Hilbert space H3, a ∗-representation π : B → B(H3)
(which may be taken to be unital if B is unital), and bounded operators S : H3 → H1 and
T : H2 → H3, such that u(x) = Sπ(x)T for all x ∈ X. Moreover this can be done with
‖S‖ ‖T‖ = ‖‖cb In particular, if ϕ ∈ Ball(X∗), and if B is as above, then there exist H3,
p as above, and unit vectors ξ, η ∈ H3, with ϕ = (π (x) ξ, η)H3 on X.
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D.8 C∗-algebras of type I
D.8.1 Basic facts
Let A be a C∗-algebra. For each positive x ∈ A+ and irreducible representation
π : A→ B (H) the (canonical) trace of π(x) depends only on the equivalence class
of π, so that we may define a function
xˆ : Aˆ→ [0,∞];
xˆ (t) = tr (π (x))
(D.8.1)
where Aˆ is the spectrum of A (the space of equivalence classes of irreducible
representations) and tr is the trace of the operator. From Proposition 4.4.9 [57]
it follows that xˆ is lower semicontinuous function in the Jacobson topology (cf.
Definition D.2.18).
Lemma D.8.1. Let A be a C∗-algebra whose spectrum X is paracompact (and hence
Hausdorff). Suppose that {Uα}α∈A is a locally finite cover of X = ∪α∈A Uα by relatively
compact open sets, {φα} is a partition of unity subordinate to {Uα}, and {aα} is a set
of elements in A parameterized by A . If there is a function f ∈ C0 (X ) such that
‖repx (aα)‖ ≤ f (x) for all x and α, then there is a unique element a of A such that
repx (a) = ∑α∈A φαrepx (aα) for every x ∈ X ; we write a = ∑α∈A φαaα.
Definition D.8.2. [57] We say that element x ∈ A+ has continuous trace if xˆ ∈
Cb(Aˆ). We say that C∗-algebra has continuous trace if a set of elements with con-
tinuous trace is dense in A+.
Remark D.8.3. If a C∗-algebra A has continuous trace then for simplicity we say
that A is continuous-trace C∗-algebra,
There are alternative equivalent definitions continuous-trace C∗-algebras. One
of them is presented below.
Definition D.8.4. [61] A continuous-trace C∗-algebra is a C∗-algebra A with Haus-
dorff spectrum X such that, for each x0 ∈ X there are a neighborhood U of t and
a ∈ A such that repx (a) is a rank-one projection for all x ∈ U .
Definition D.8.5. [57] A positive element in C∗ - algebra A is Abelian if subalgebra
xAx ⊂ A is commutative.
Definition D.8.6. [57] We say that a C∗-algebra A is of type I if each non-zero
quotient of A contains a non-zero Abelian element. If A is even generated (as
C∗-algebra) by its Abelian elements we say that it is of type I0.
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Proposition D.8.7. [57] A positive element x in C∗-algebra A is Abelian if dim π(x) ≤
1 for every irreducible representation π : A→ B(H).
Definition D.8.8. [57] A C∗-algebra is called liminaly (or CCR) if ρ (A) = K for
each irreducible representation ρ : A→ B (H).
Theorem D.8.9. [57] Let A be a C∗-algebra of type I. Then
(i) K ⊂ π (A) for each irreducible representation π : A→ B (H) of A.
(ii) Aˆ = Aˇ.
Proposition D.8.10. [57] Each hereditary C∗-subalgebra and each quotient of a C∗-
algebra which is of type I0 or has continuous trace is of type I0 or has continuous trace,
respectively.
Corollary D.8.11. [57] Any CCR C∗-algebra is of type I.
Proposition D.8.12. Suppose that A and B are C∗-algebras and X is an A− B-imprimitivity
bimodule.
(a) If hX : Prim B
≈−→ Prim A is the Rieffel homeomorphism and f ∈ Cb(Prim A) then
f · x = x · ( f ◦ hX) for all x ∈ X .
(b) If A and B have Hausdorff spectrum X , then X is an imprimitivity bimodule over
X if and only if f · x = x · f for all x ∈ X and f ∈ C0 (X ).
Proposition D.8.13. [61] A C∗-algebra A with Hausdorff spectrum X has continuous
trace if and only if A is locally Morita equivalent to C0 (X ), in the sense that each x ∈ X
has a compact neighborhood V such that A|V is Morita equivalent to C (V) over V .
D.8.14. For our research it is important the proof of the Proposition D.8.13. Here
is the fragment of the proof described in [61]. Conversely, suppose that A has
continuous trace, and fix x0 ∈ X . Choose a compact neighbourhood V of x0
and p ∈ A such that repx (p) is a rank-one projection for all x ∈ V Then p|V
is a projection in A|V , and A|V p|V is an A|V − p|V A|V p|V -imprimitivity bi-
module (cf. Example D.6.2). Note that the map f 7→ f p|V is an isomorphism
of C0 (V) into p|V A|V p|V . On the other hand, if a ∈ A and x ∈ V , then
repx (p) is a rank-one projection in the algebra repx (A) of compact operators, and
repx (pap) = repx (p) repx (a) (pap)repx (p) must be a scalar multiple fa (x) repx (p)
of x 7→ repx (p). We claim that fa is continuous, so that f 7→ f p|V is an isomor-
phism of C (V) onto p|V A|V p|V . Well, for x, y ∈ V we have
| fa (x)− fa (y)| = ‖repx ( fa (x)− fa (y)) p‖ = ‖repx (pap− fa (y) p)‖ .
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Since Aˆ is Hausdorff, for fixed y the right-hand side is a continuous function of
x by Lemma D.2.27; since it vanishes at y, the left-hand side goes to 0 as x → y
In other words, fa is continuous, as claimed, and A|V p|V is an p|V A|V p|V -C(V)-
imprimitivity V-bimodule. Because the actions of C (V) on the left and right of
A|V p|V coincide, it is actually an p|V A|V p|V -C(V)-imprimitivity bimodule by
Proposition D.8.12.
Proposition D.8.15. [61]Suppose that A is a continuous-trace C∗-algebra with paracom-
pact spectrum X . Then there are compact subsets {Vα ⊂ X}α∈A whose interiors form a
cover {Uα} of X , such that for each α ∈ A , there is an A|Vα − C (Vα)-imprimitivity
bimodule Xα.
Proposition D.8.16. [57] If A is a C∗-algebra with continuous trace there is for each
x ∈ K (A)+ and n < ∞ such that dimπ (A) ≤ n for every irreducible representation
π : A → B (H). Moreover, the map x 7→ xˆ (cf. (D.8.1)) is a faithful, positive linear
surjection of K (A) onto K
(
Aˆ
)
.
Lemma D.8.17. [57] If A is a separable algebra then Aˇ is second-countable.
Proposition D.8.18. [57] Let A be a C∗ - algebra with continuous trace. Then
(i) A is of type I0;
(ii) Aˆ is a locally compact Hausdorff space;
(iii) For each t ∈ Aˆ there is an Abelian element x ∈ A such that xˆ ∈ K(Aˆ) and
xˆ(t) = 1.
The last condition is sufficient for A to have continuous trace.
Theorem D.8.19. [57] Let A be a C∗-algebra of type I. Then A contains an essen-
tial ideal which has continuous trace. Moreover, A has an essential composition series
{Iα | 0 ≤ α ≤ β} such that Iα+1/Iα has continuous trace for each α < β.
Definition D.8.20. [35] A C∗-algebra is homogeneous of order n if every irreducible
*-representation is of the same finite dimension n.
Theorem D.8.21. [35] Every homogeneous C∗-algebra of order n is isomorphic with
some C0 (B), where B is a fibre bundle with base space Aˆ, fibre space Mn (C) , and group
PU (n).
Theorem D.8.22. [42] Let A be a C∗-algebra in which for every primitive ideal P, P
is finite-dimensional and of order independent of P. Then the structure space of A is
Hausdorff.
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Definition D.8.23. [61] If A is a C∗-algebra with Hausdorff spectrum Aˆ and U is
an open subset of Aˆ then the set
A|U =
⋂
x∈Aˆ\U
ker repx (D.8.2)
is said to be the open restriction of A on U .
Remark D.8.24. It is shown n [61] that the Jacobson topology on of the primitive
spectrum (cf. Definition D.2.18) always determines the ideal structure of A: the
open sets U in Aˇ are in one-to-one correspondence with the ideals
U ↔ A|U . (D.8.3)
On the other it is proven in [61] that any C∗-algebra A with Hausdorff spectrum
is CCR-algebra. From the Theorem D.8.9 it turns out that the spectrum of A
coincides with its primitive spectrum. So the Equation D.8.3 establishes the one-
to-one correspondence with the ideals of A and opens sets of the spectrum of
A.
Lemma D.8.25. [61] Suppose that A is a C∗-algebra with Hausdorff spectrum X and
that U is an open subset of Aˆ. If A|U is given by (D.2.7) then A|U is the closure of the
space
{ f · a | a ∈ A and f ∈ C0 (X ) vanishes off U} ,
or, equivalently the closure of the space
C0 (U) A.
Lemma D.8.26. [61] Suppose A is a C∗-algebra with Hausdorff spectrum X .
(a) If a, b ∈ A and repx (a) = repx (b) for every x ∈ X , then a = b.
(b) For each a ∈ A the function x 7→ ‖repx (a)‖ is continuous on X , vanishes at
infinity and has sup-norm equal to ‖a‖.
D.8.2 Fields of operators
Let X be a locally compact Hausdorff space called the base space; and for each
x in X , let Ax be a (complex) Banach space. A vector field (with values in the
{Ax}) is a function a on X given by x 7→ ax such that ax ∈ Ax for each x in X .
Obviously the vector fields form a complex linear space. If each Ax is a *-algebra,
then the vector fields form a *-algebra under the pointwise operations; in that case
the vector fields will usually be referred to as operator fields. Here, either each Ax
will be a Hilbert space or each Ax will be a C∗-algebra.
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Definition D.8.27. [35] A continuity structure for X and the {Ax} is a linear space
F of vector fields on X , with values in the {Ax} , satisfying:
(a) If a ∈ F , the real-valued function x 7→ ‖ax‖ is continuous on X .
(b) For each x in X , { ax | a ∈ F} is dense in Ax.
(c) If each Ax is a C*-algebra, we require also that F is closed under pointwise
multiplication and involution.
Definition D.8.28. [35] A vector field a is continuous (with respect to F ) at x0, if
for each ε > 0 there is an element b of F and a neighborhood U of x0 such that
‖ax − bx‖ < ε for all x in U . We say that a is continuous on X if it is continuous at
all points of X .
Lemma D.8.29. [35] If a sequence of vector fields {an} continuous (with respect to F )
at x0 converges uniformly on X to a vector field a, then a is continuous at x0 (with respect
to F ).
Lemma D.8.30. [35] If a vector field a is continuous with respect to F at x0, then
x 7→ ‖ax‖ is continuous at x0.
Lemma D.8.31. [35] The vector fields continuous (with respect to F ) at x0 form a linear
space, closed under multiplication by complex-valued functions on X which are continuous
at x0. If each Ax is a C∗-algebra, the vector fields continuous at x0 are also closed under
pointwise multiplication and involution.
D.8.3 C∗-algebras as cross sections and their multiplies
Here I follow to [1]. The following definition is a specialization of the Definition
D.8.28.
For any C∗-algebra A denote by M (A)β the algebra M (A) of multipliers with
the strict topology (cf. Definition D.1.12).
Definition D.8.32. A bounded section a of the fibered space {X ,M (Ax)} is said
to be strictly continuous (with respect to) F if for each ε > 0 and for each c ∈ F
there is an element b ∈ F and an neighborhood U of x0 such that ‖cx (ax − bx)‖+
‖(ax − bx) cx‖ < ε for every x in U .
We denote by Cb
(
X ,M (Ax)β ,F
)
the set of all bounded strictly continuous
cross sections in {X ,M (Ax)}
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Theorem D.8.33. [1] There is the natural *-isomorphism
M (C0 (X , Ax,F )) ∼= Cb
(
X ,M (Ax)β ,F
)
.
Theorem D.8.34. [32] Let A be a liminal C∗-algebra whose spectrum X is Hausdorff.
Let
(X , {Ax}x∈X .F) be the continuous field of non-zero elementary C∗-algebras over X
defined by A. Let A′ be the C∗-algebra defined by
(X , {Ax}x∈X ,F). For every a ∈ A,
let a′ = {a (x) ∈ Ax}x∈X be the element of C0
(X , {Ax}x∈X ,F) defined by a. Then
a′ ∈ A′ and a 7→ a′ is an isomorphism of A onto A′.
D.8.35. [1] Theorem D.8.33 allows us (in principle) to determine the multipliers of
any liminal algebra C∗-algebra A with Hausdorff spectrum. Because in this case
A can be represented as an algebra of continuous cross sections
A = C0
(
Aˆ, A (t) , A
)
where A (t) = K (Ht). Since M (K (Ht)) is equal to B (H) equipped with the
strong* topology, denoted by B (H)s∗ , we can state the following.
Corollary D.8.36. [1] If A is a liminal algebra C∗-algebra A with Hausdorff spectrum,
so what A = C0
(
Aˆ,K (Ht) , A
)
, then M (A) = Cb
(
Aˆ, B (H)s∗ , A
)
.
Remark D.8.37. [1] Even in case where A has only one and two dimensional
representations it is not necessary true that M (A) has Hausdorff spectrum.
Theorem D.8.38. [35] Let X be a locally compact Hausdorff space, and let {Ax}x∈X
be a family of C∗-algebras. If F is a continuity structure for X and the {Ax}. If Ax ∼=
K (ℓ2 (N)) for all x ∈ X then C0 (X , {Ax} ,F) is a C∗-algebra with continuous trace.
Remark D.8.39. There are C∗-algebras with continuous trace which do not match
to the TheoremD.8.38, i.e. these algebras cannot be represented as C0 (X , {Ax} ,F).
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Appendix E
Spectral triples
This section contains citations of [39].
E.1 Definition of spectral triples
Definition E.1.1. [39] A (unital) spectral triple (A,H,D) consists of:
• an unital pre-C∗-algebra A with an involution a 7→ a∗, equipped with a
faithful representation on:
• a Hilbert space H; and also
• a selfadjoint operator D on H, with dense domain DomD ⊂ H, such that
a(DomD) ⊆ DomD for all a ∈ A.
Definition E.1.2. [39] A real spectral triple is a spectral triple (A,H,D), together
with an antiunitary operator J : H → H such that J(DomD) ⊂ DomD, and
[a, Jb∗ J−1] = 0 for all a, b ∈ A.
Definition E.1.3. [39] A spectral triple (A,H,D) is even if there is a selfadjoint
unitary grading operator Γ on H such that aΓ = Γa for all a ∈ A, Γ(DomD) =
DomD, and DΓ = −ΓD. If no such Z2-grading operator Γ is given, we say that
the spectral triple is odd.
There is a set of axioms for spectral triples described in [39, 73]. In this article
the following axioms are used only.
Axiom E.1.4. [73](Regularity) For any a ∈ A, [D, a] is a bounded operator on H,
and both a and [D, a] belong to the domain of smoothness
⋂∞
k=1Dom(δ
k) of the
derivation δ on B(H) given by δ(T) def= [|D| , T].
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Axiom E.1.5 (Real structure). The antiunitary operator J : H → H satisfying J2 =
±1, JDJ−1 = ±D, and JΓ = ±ΓJ in the even case, where the signs depend only
on n mod 8 (and thus are given by the table of signs for the standard commutative
examples).
n mod 8 0 2 4 6
J2 = ±1 + − − +
JD = ±DJ + + + +
JΓ = ±ΓJ + − + −
n mod 8 1 3 5 7
J2 = ±1 + − − +
JD = ±DJ − + − +
Moreover, b 7→ Jb∗ J−1 is an antirepresentation of A on H (that is, a representation
of the opposite algebra Aop), which commutes with the given representation of A:
[a, Jb∗ J−1] = 0, for all a, b ∈ A,
(cf. Definition E.1.2)
Axiom E.1.6. [First order] For each a, b ∈ A, the following relation holds:
[[D, a], Jb∗ J−1] = 0, for all a, b ∈ A. (E.1.1)
This generalizes, to the noncommutative context, the condition that D be a first-
order differential operator. Since
[[D, a], Jb∗ J−1] = [[D, Jb∗ J−1], a] + [D, [a, Jb∗ J−1]︸ ︷︷ ︸
=0
],
this is equivalent to the condition that [a, [D, Jb∗ J−1]] = 0.
Lemma E.1.7. [39] Let A be an unital Fréchet pre-C∗-algebra, whose C∗-completion
is A. If q˜ = q˜2 = q˜∗ is a projection in A, then for any ε > 0, we can find a projection
q = q2 = q∗ ∈ A such that ‖q− q˜‖ < ε.
Theorem E.1.8. [37] If A is a Fréchet pre-C∗-algebra with C∗-completion A, then the
inclusion j : A → A induces an isomorphism K0 j : K0 (A)→ K0 (A).
Remark E.1.9. The K0-symbol in the above Theorem is the K0-functor of K-theory
(cf. [5, 6]). The K0-functor is related to projective finitely generated modules. Oth-
erwise any projective finitely generated module corresponds to the idempotent of
the matrix algebra. The idea of the proof of the Theorem E.1.8 contains following
ingredients:
• For any idempotent e˜ ∈ Mn (A) one constructs and idempotent e ∈ Mn (A)
such that there is the isomorphisms e˜An ∼= eAn of A-modules.
• The inverse to K0 j homomorphism is roughly speaking given by
[eAn] 7→ [e˜An]
where [·] means the K-theory class of projective finitely generated module.
From the isomorphism e˜An ∼= eAn the above equation can be replaced with
[eAn] 7→ [eAn] (E.1.2)
E.2 Representations of smooth algebras
Let (A,H,D) be a spectral triple. Similarly to [52] we define a representation of
π1 : A → B(H2) given by
π1(a) =
(
a 0
[D, a] a
)
. (E.2.1)
We can inductively construct representations πs : A → B (H2s) for any s ∈ N. If
πs is already constructed then πs+1 : A → B
(
H2s+1
)
is given by
πs+1(a) =
(
πs(a) 0
[D,πs(a)] πs(a)
)
(E.2.2)
where we assume diagonal action of D on H2s , i.e.
D
 x1...
x2s
 =
Dx1...
Dx2s
 ; x1, ..., x2s ∈ H.
For any s ∈ N0 there is a seminorm ‖·‖s on A given by
‖a‖s = ‖πs(a)‖ . (E.2.3)
The definition of spectral triple requires that A is a Fréchet algebra with respect
to seminorms ‖·‖s.
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E.3 Noncommutative differential forms
Definition E.3.1. [18]
(a) A cycle of dimension n is a triple
(
Ω, d,
∫ )
where Ω =
⊕n
j=0 Ω
j is a graded
algebra over C, d is a graded derivation of degree 1 such that d2 = 0, and∫
: Ωn → C is a closed graded trace on Ω,
(b) Let A be an algebra over C. Then a cycle over A is given by a cycle (Ω, d, ∫ )
and a homomorphism A → Ω0.
E.3.2. We let Ω∗A be the reduced universal differential graded algebra over A
(cf. [18] Chapter III.1). It is by definition equal to A in degree 0 and is generated
by symbols da (a ∈ A) of degree 1 with the following presentation:
(α) d(ab) = (da)b+ adb ∀a, b ∈ A,
(β) d1 = 0.
One can check that Ω1A is isomorphic as an A-bimodule to the kernel ker(m)
of the multiplication mapping m : A⊗A → A, the isomorphism being given by
the mapping
∑ aj ⊗ bj ∈ ker(m) 7→ ∑ ajdbj ∈ Ω1A
The involution * of A extends uniquely to an involution on * with the rule
(da)∗ def= −da∗.
The differential d on A is defined unambiguously by
d(a0da1...dan) = da0da1...dan ∀aj ∈ A,
and it satisfies the relations
d2ω = 0 ∀ω ∈ Ω∗A,
d(ω1ω2) = (dω1)ω2 + (−1)∂ω1 ω1dω2.
Proposition E.3.3. [18] Let (A,H,D) be a spectral triple.
1. The following equality defines a *-representation π of the reduced universal algebra
Ω∗A on H:
π(a0da1...dan) = a0[D, a1]...[D, an] ∀aj ∈ A. (E.3.1)
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2. Let J0 = kerπ be the graded two-sided ideal of Ω∗A given by
Jk0 =
{
ω ∈ Ωk
∣∣∣π (ω) = 0} (E.3.2)
then
J = J0 + dJ0 (E.3.3)
is a graded differential two-sided ideal of Ω∗A.
Remark E.3.4. Using 2) of Proposition E.3.3, we can now introduce the graded
differential algebra
ΩD = Ω
∗A/J. (E.3.4)
Thus any spectral triple (A,H,D) naturally defines a cycle ρ : A → ΩD (cf.
Definition E.3.1). In particular for any spectral triple there is an A-bimodule Ω1D ⊂
B (H) of differential forms which is the C-linear span of operators given by
a [D, b] ; a, b ∈ A. (E.3.5)
There is the differential map
d : A → Ω1D,
a 7→ [D, a] . (E.3.6)
Definition E.3.5. We say that that both the cycle ρ : A → ΩD and the differential
(E.3.6) are associated with the triple (A,H,D). We say that A-bimodule Ω1D is the
module of differential forms associated with the spectral triple (A,H,D).
E.3.1 Noncommutative connections and curvatures
Definition E.3.6. [18] Let A ρ−→ Ω be a cycle over A, and E a finite projective
module over A. Then a connection ∇ on E is a linear map ∇ : E → E ⊗A Ω1 such
that
∇ (ξx) = ∇ (ξ) x = ξ ⊗ dρ (x) ; ∀ξ ∈ E , ∀x ∈ A. (E.3.7)
Here E is a right module over A and Ω1 is considered as a bimodule over A.
Remark E.3.7. In case of associated cycles (cf. Definition E.3.6) the connection
equation (E.3.7) has the following form
∇ (ξa) = ∇ (ξ) a+ ξ [D, a] . (E.3.8)
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Remark E.3.8. The map ∇ : E → E ⊗A Ω1 is an algebraic analog of the map
∇ : Γ (E)→ Γ (E⊗ T∗ (M)) given by (H.2.2).
Proposition E.3.9. [18] Following conditions hold:
(a) Let e ∈ EndA (E) be an idempotent and ∇ is a connection on E ; then
ξ 7→ (e⊗ 1)∇ξ (E.3.9)
is a connection on eE ,
(b) Any finitely generated projective module E admits a connection,
(c) The space of connections is an affine space over the vector spaceHomA
(E , E ⊗A Ω1),
(d) Any connection ∇ extends uniquely up to a linear map of E˜ = E ⊗A Ω into itself
such that
∇ (ξ ⊗ ω) = ∇ (ξ)ω+ ξ ⊗ dω; ∀ξ ∈ E , ω ∈ Ω. (E.3.10)
E.3.2 Connection and curvature
Definition E.3.10. A curvature of a connection ∇ is a (right A-linear) map
F∇ : E → E ⊗A Ω2 (E.3.11)
defined as a restriction of ∇ ◦∇ to E , that is, F∇ = ∇ ◦∇|E where ∇ is given by
the Equation (E.3.10). A connection is said to be flat if its curvature is identically
equal to 0 (cf. [13]).
Remark E.3.11. Above algebraic notions of curvature and flat connection are gen-
eralizations of corresponding geometrical notions explained in [46] and the Section
H.2.
For any projective A module E there is a trivial connection
∇ : E ⊗A Ω → E ⊗A Ω,
∇ = IdE ⊗ d.
From d2 = d ◦ d = 0 it follows that (IdE ⊗ d) ◦ (IdE ⊗ d) = 0, i.e. any trivial
connection is flat.
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E.4 Commutative spectral triples
This section contains citation of [39, 73].
E.4.1 Spinc manifolds
Let M be a compact n-dimensional orientable Riemannian manifold with a met-
ric g on its tangent bundle TM. For any section X ∈ Γ (M, TM) of the tangent
bundle there is the derivative (cf. [46])
X : C∞ (M)→ C (M)
We say that X is smooth if X (C∞ (M)) ⊂ C∞ (M). Denote by Γ∞ (M, TM) the space
of smooth vector fields. A tensor bundle corresponds to a tensor products
Γ (M, TM)⊗C(M) ...⊗C(M) Γ (M, TM)
Smooth sections of tensor bundle correspond to elements of
Γ∞ (M, TM)⊗C∞(M) ...⊗C∞(M) Γ∞ (M, TM) ⊂
⊂ Γ (M, TM)⊗C(M) ...⊗C(M) Γ (M, TM) .
The metric tensor g is a section of the tensor bundle, or equivalently
g ∈ Γ (M, TM)⊗C(M) Γ (M, TM), we suppose that the section is smooth, i.e g ∈
Γ∞ (M, TM)⊗C∞(M) Γ∞ (M, TM). On the other hand g yields the isomorphism
Γ (M, TM) ∼= Γ (M, T∗M)
between sections of the tangent and the cotangent bundle. The section of cotangent
bundle is said to be smooth if it is an image of the smooth section of the tangent
bundle. Below we consider tensor bundles which correspond to tensor products of
exemplars of Γ (M, T∗M) and/or Γ (M, T∗M). The metric tensor yields the given
by
v =
√[
gjk
]
dx1...dxn (E.4.1)
volume element (cf. [26]. The volume element can be regarded as an element of
Γ (M, T∗M)⊗C(M) ...⊗C(M) Γ (M, T∗M), i.e. v is a section of the tensor field. On the
other hand element v defines the unique Riemannian measure µ on M. If E→ M is a
complex bundle then from the Serre-Swan Theorem A.3.9 it turns out that there is
an idempotent e ∈ Mn (C (M)) such that there is the C(M)-module isomorphism
Γ (M, E) ∼= eC (M)n
From the Theorem E.1.8 one can suppose that e ∈ Mn (C∞ (M)) (cf. Remark E.1.9).
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Definition E.4.1. The isomorphic to eC∞ (M)n group with the induced by
Γ∞ (M, E) ∼= eC∞ (M)n ⊂ eC (M)n ∼= Γ (M, E) e ∈ Mn (C∞ (M)) (E.4.2)
inclusion Γ∞ (M, E) ⊂ Γ (M, E) is said to be the subgroup of smooth sections.
It is clear that
C∞ (M) Γ∞ (M, E) ⊂ Γ∞ (M, E) (E.4.3)
and the map
Γ∞ (M, E) 7→ Γ (M, E)
yields the given by the Theorem E.1.8 isomorphism K0 (C∞ (M)) ∼= K0 (C (M)).
It can be proved that the Definition E.4.1 complies with the above definition of
smooth tensor fields. We build a Clifford algebra bundle Cℓ(M) → M whose
fibres are full matrix algebras (over C) as follows. If n is even, n = 2m, then
Cℓx(M) := Cℓ(TxM, gx)⊗R C ≃ M2m(C) is the complexified Clifford algebra over
the tangent space TxM. If n is odd, n = 2m + 1, the analogous fibre splits as
M2m(C)⊕M2m(C), so we take only the even part of the Clifford algebra: Cℓx(M) def=
Cℓeven(TxM)⊗R C ≃ M2m(C).
What we gain is that in all cases, the bundle Cℓ(M) → M is a locally trivial
field of (finite-dimensional) elementary C∗-algebras, so B = Γ (M,Cℓ(M)) is a
C∗-algebra.Locally, one finds trivial bundles with fibres Sx such that Cℓx(M) ≃
End(Sx); the class δ(Cℓ(M)) is precisely the obstruction to patching them together
(there is no obstruction to the existence of the algebra bundle Cℓ(M)). It was
shown by Plymen [59] that δ(Cℓ(M)) = W3(TM) ∈ H3(M,Z), the integral class
that is the obstruction to the existence of a spinc structure in the conventional sense
of a lifting of the structure group of TM from SO(n) to Spinc(n): see [50] for more
information on W3(TM).
Thus M admits spinc structures if and only if δ(Cℓ(M)) = 0. But in the
Dixmier–Douady theory, δ(Cℓ(M)) is the obstruction to constructing (within the
C∗-category) a B-A-bimodule S that implements a Morita equivalence between
A = C(M) and B = C(M,Cℓ(M)). Let us paraphrase Plymen’s redefinition of a
spinc structure, in the spirit of noncommutative geometry:
Definition E.4.2. Let M be a Riemannian manifold, A = C(M) and
B = C(M,Cℓ(M)). We say that the tangent bundle TM admits a spinc structure
if and only if it is orientable and δ(Cℓ(M)) = 0. In that case, a spinc structure
on TM is a pair (ε,S) where ε is an orientation on TM and S is a B-A-equivalence
bimodule.
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What is this equivalence bimodule S? By the Serre-Swan theorem A.3.9, it
is of the form Γ(M, S) for some complex vector bundle S → M that also carries
an irreducible left action of the Clifford algebra bundle Cℓ(M). This is the spinor
bundle whose existence displays the spinc structure in the conventional picture.
We call C∞(M, S) the spinor module; it is an irreducible Clifford module in the
terminology of [3], and has rank 2m over C(M) if n = 2m or 2m+ 1.
Remark E.4.3. If B def= Γ∞ (M,Cℓ(M)) then B is an be an unital Fréchet pre-C∗-
algebra, such that B is dense in B. Similarly if A def= C∞ (M) then A is dense in
A def= C (M). The Morita equivalence between B and A is given by the projective
B-A bimodule Γ (M, S). Similarly The Morita equivalence between B and A is
given by the projective B-A bimodule Γ∞ (M, S).
E.4.2 The Dirac operator
As soon as a spinor module makes its appearance, one can introduce the Dirac
operator. Let µ be the Riemannian measure given by the volume element (cf.
Equation (E.4.1)). If H def= L2(M, S, µ) is the space H def= L2(M, S, µ) of square-
integrable spinors then Γ∞ (M,S) ⊂ H.
This is a selfadjoint first-order differential operator D/ defined on the space H
of square-integrable spinors, whose domain includes the space of smooth spinors
S = Γ∞ (M,S). The Riemannian metric g = [gij] defines isomorphisms TxM ≃
T∗xM and induces a metric g−1 = [gij] on the cotangent bundle T∗M. Via this iso-
morphism, we can redefine the Clifford algebra as the bundle with fibres Cℓx(M) :=
Cℓ(T∗xM, g−1x )⊗R C (replacing Cℓ by Cℓeven when dimM is odd). Let Γ(M, T∗M)
be the C (M)-module of 1-forms on M. The spinor module S is then a B-A-
bimodule on which the algebra B = Γ(B,Cℓ(M)) acts irreducibly. If γ : B ∼=
EndA (S) the natural isomorphism then γ obeys the anticommutation rule
{γ(α),γ(β)} = −2g−1(α, β) = −2gijαiβ j ∈ C (M) for α, β ∈ Γ(M, T∗M).
The action γ of Γ(M,Cℓ(M)) on the Hilbert-space completion H of S is called the
spin representation.
The metric g−1 on T∗M gives rise to a canonical Levi-Civita connection
∇g : Γ∞(M, T∗M) → Γ∞(M, T∗M) ⊗A Γ∞(M, T∗M) that, as well as obeying the
Leibniz rule
∇g(ωa) = ∇g(ω) a+ω ⊗ da,
preserves the metric and is torsion-free. The spin connection is then a linear oper-
ator ∇S : Γ∞(M, S) → Γ∞(M, S)⊗A Γ∞(M, TM) satisfying two Leibniz rules, one
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for the right action of A and the other, involving the Levi-Civita connection, for
the left action of the Clifford algebra:
∇S(ψa) def= ∇S(ψ)a+ ψ⊗ da,
∇S(γ(ω)ψ) = γ(∇gω)ψ+ γ(ω)∇Sψ,
(E.4.4)
for a ∈ A, ω ∈ Γ∞(M, T∗M), ψ ∈ Γ∞(M, S).
Once the spin connection is found, we define the Dirac operator as the compo-
sition γ ◦ ∇S; more precisely, the local expression
D/ def=
n
∑
j=1
γ(dxj)∇S
∂/∂x j (E.4.5)
is independent of the local coordinates and defines D/ on the domain S ⊂ H. One
can check that this operator is symmetric; it extends to an unbounded selfadjoint
operator on H, also called D/ . In result one has the commutative spectral triple(
C∞ (M) , L2 (M, S) ,D/
)
. (E.4.6)
It is shown in [49, 73] that the first order condition (cf. Axiom E.1.6) is equivalent
to the following equation
[ /D, a] b = b [ /D, a] ∀a, b ∈ C∞ (M) . (E.4.7)
E.5 Coverings of Riemannian manifolds
It is known that the covering manifold is a manifold. Following proposition
states this fact.
Proposition E.5.1. (Proposition 5.9 [46])
(i) Given a connected manifold M there is a unique (unique up to isomorphism) uni-
versal covering manifold, which will be denoted by M˜.
(ii) The universal covering manifold M˜ is a principal fibre bundle over M with group
π1(M) and projection p : M˜ → M, where π1(M) is the first homotopy group of
M.
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(iii) The isomorphism classes of covering spaces over M are in 1:1 correspondence with
the conjugate classes of subgroups of π1(M). The correspondence is given as follows.
To each subgroup H of π1(M), we associate E = M˜/H. Then the covering manifold
E corresponding to H is a fibre bundle over M with fibre π1(M)/H associated
with the principal bundle M˜(M,π1(M)). If H is a normal subgroup of π1(M),
E = M˜/H is a principal fibre bundle with group π1(M)/H and is called a regular
covering manifold of M.
E.5.2. If M˜ is a covering space of Riemannian manifold M then it is possible to
give M˜ a Riemannian structure such that π : M˜ → M is a local isometry (this
metric is called the covering metric). cf. [26] for details.
From the Theorem 1.1.1 it turns out any (noncommutative) C∗-algebra may be
regarded as a generalized (noncommutative) locally compact Hausdorff topolog-
ical space. The article [56] contain noncommutative analogs of coverings. The
spectral triple [39,73] can be regarded as a noncommutative generalization of Rie-
mannian manifold. Having analogs of both coverings and Riemannian manifolds
one can proof a noncommutative generalization of the Proposition E.5.1.
E.6 Finite spectral triples
Here I follow to [49]. Finite spectral triples are particular cases of spectral triples
of dimension 0. The latter are rigorously defined within the axioms of noncommu-
tative geometry and yield a general theory of discrete spaces. Among all discrete
spaces, we focus on finite ones, thus the algebra is finite dimensional. Futher-
more, we will also assume that the Hilbert space is finite dimensional, an infinite
dimensional one corresponding to a theory with an infinite number of elementary
fermions. Accordingly, a finite spectral triple (A,H,D) is defined as a spectral
triple of dimension 0 such that both A and H are finite dimensional. Using such
a triple, it is possible to a construct Yang-Mills theory with spontaneous symme-
try breaking whose gauge group is the group of unitary elements of A, H is the
fermionic Hilbert space and D is the mass matrix.
It is known that finite dimensional real involutive algebras which admit a faith-
ful representation on a finite dimensional Hilbert space are just direct sums of
matrix algeras over the fields of real numbers, complex numbers and quaternions.
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Therefore, we write the algebra as a direct sum
A =
N⊕
j=1
Mnj (K) ,
where Mn (K) denotes the algebra of square matrices of order n with entries in the
field M = R, C or H. This remark simplifies considerably finite noncommutative
geometry and it becomes possible to give a detailed account of all finite spectral
triples. We also consider the particular case of complex finite spectral triples,
whose algebra is a complex algebra and the representation π is assumed to be
linear over complex numbers.
Here we consider the case where A = ⊕Kj=1 Mnj (C) which acts on the Hilbert
space CN , i.e. there is a representation ρ : A → B (CN) = MN (C). The Dirac
operator D is represented by the mass matrix M ∈ MN (C), i.e.
Dξ = Mξ; ξ ∈ CN. (E.6.1)
E.7 Product of spectral triples
Here I follow to [20]. Let both (A1,H1,D1) and (A2,H2,D2) be spectral triples,
we would like to find their direct product (A,H,D) = (A1,H1,D1)× (A2,H2,D2).
It is known that there are even and odd spectral triples, so there are following
cases:
(i) Even-even case. In this case A def= A1 ⊗ A2 and H = H1 ⊗ H2. Moreover
if ρ1 : A1 → B (H1) and ρ2 : A2 → B (H2) are representations of spectral
triples then the representation of the product is given by ρ
def
= ρ1 ⊗ ρ1 :
A1 ⊗A2 → B (H1 ⊗H2). The Dirac operator is given by
D def= D1⊗ idH2 + χ1 ⊗ D2 ,
D′ def= D1⊗ χ2 + idH1 ⊗ D2 ,
(E.7.1)
where χ1 (resp. χ2) is the chirality operator of (A1,H1,D1) (resp. (A2,H2,D2))
(cf. [20]) Operators D and D′ are unitary equivalent.
(ii) Even-odd case. The algebra, the *-representation, and Dirac operator are the
same as in the even-even case.
(iii) Odd-odd case. This case is not considered it this work, so it not described
here.
496
Appendix F
Noncommutative torus and Moyal
plane
F.1 Noncommutative torus TnΘ
F.1.1 Definition of noncommutative torus TnΘ
Definition F.1.1. [74] Denote by "·" the scalar product on Rn. The matrix Θ is
called quite irrational if, for all λ ∈ Zn, the condition exp(2πi λ · Θµ) = 1 for all
λ, µ ∈ Zn implies λ = 0.
Definition F.1.2. Let Θ be an invertible, real skew-symmetric quite irrational n× n
matrix. A noncommutative torus C
(
TnΘ
)
is the universal C∗-algebra generated by
the set {Uk}k∈Zn of unitary elements which satisfy to the following relations.
UkUp = e
−πik · ΘpUk+p; (F.1.1)
Following condition holds
UkUp = e
−2πik · ΘpUpUk. (F.1.2)
An alternative description of C
(
TnΘ
)
is such that if
Θ =

0 θ12 . . . θ1n
θ21 0 . . . θ2n
...
...
. . .
...
θn1 θn2 . . . 0
 (F.1.3)
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then C
(
TnΘ
)
is the universal C∗-algebra generated by unitary elements u1, ..., un ∈
U
(
C
(
TnΘ
))
such that following condition holds
ujuk = e
−2πiθjkukuj. (F.1.4)
Unitary operators u1, ..., un correspond to the standard basis of Zn and they are
given by
uj = Uk j , where kj =
0, ..., 1︸︷︷︸
jth−place
, ..., 0
 (F.1.5)
Definition F.1.3. The unitary elements u1, ..., un ∈ U
(
C
(
Tnθ
))
which satisfy the
relations (F.1.4), (F.1.5) are said to be generators of C
(
TnΘ
)
. The set {Ul}l∈Zn is said
to be the basis of C
(
TnΘ
)
.
If a ∈ C (TnΘ) is presented by a series
a = ∑
l∈Zn
clUl; cl ∈ C
and the series ∑l∈Zn |cl| is convergent then from the triangle inequality it follows
that the series is C∗-norm convergent and the following condition holds.
‖a‖ ≤ ∑
l∈Zn
|cl | . (F.1.6)
In particular if supl∈Zn (1+ ‖k‖)s |cl | < ∞, ∀s ∈ N then ∑l∈Zn |cl | < ∞ and taking
into account the Equation (C.2.2) there is the natural inclusion φ∞ : S (Zn) ⊂
C
(
TnΘ
)
of vector spaces. If
C∞ (TnΘ)
def
= φ∞ (S (Zn)) ⊂ C (TnΘ) (F.1.7)
then C∞
(
TnΘ
)
is a pre-C∗-algebra, and the Fourier transformation C.2.3 yields the
C-isomorphism
C∞ (Tn) ∼= C∞ (TnΘ) . (F.1.8)
F.1.4. There is a state
τ : C (TnΘ) → C;
∑
k∈Zn
akUk 7→ a(0,...,0); where ak ∈ C, (F.1.9)
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which induces the faithful GNS representation The C∗-norm completion C
(
TnΘ
)
of C∞
(
TnΘ
)
is a C∗-algebra and there is a faithful representation
C (TnΘ)→ B
(
L2 (C (TnΘ) , τ)
)
. (F.1.10)
(cf. Definition D.2.4). Similarly to the equation (D.2.1) there is a C-linear map
ΨΘ : C (TnΘ) →֒ L2 (C (TnΘ) , τ) . (F.1.11)
If
ξk
def
= ΨΘ (Uk) (F.1.12)
then from (F.1.1), (F.1.9) it turns out
τ (U∗kUl) = (ξk, ξl) = δkl, (F.1.13)
i.e. the subset {ξk}k∈Zn ⊂ L2
(
C
(
TnΘ
)
, τ
)
is an orthogonal basis of L2
(
C
(
TnΘ
)
, τ
)
.
Hence the Hilbert space L2
(
C
(
TnΘ
)
, τ
)
is naturally isomorphic to the Hilbert
space ℓ2 (Zn) given by
ℓ
2 (Zn) =
{
ξ = {ξk ∈ C}k∈Zn ∈ CZ
n | ∑
k∈Zn
|ξk|2 < ∞
}
and the C-valued scalar product on ℓ2 (Zn) is given by
(ξ, η)
ℓ2(Zn) = ∑
k∈Zn
ξkηk. (F.1.14)
From (F.1.1) and (F.1.12) it follows that the representationC
(
TnΘ
) →֒ B (L2 (C (TnΘ) , τ))
corresponds to the following action
C (TnΘ)× L2 (C (TnΘ) , τ)→ L2 (C (TnΘ) , τ) ;
Ukξl = e
−πik · Θlξk+l .
(F.1.15)
F.1.2 Geometry of noncommutative tori
In the below text we imply that Θ is quite irrational. The restriction of given by
(F.1.9) state on C∞
(
TnΘ
)
satisfies to the following equation
τ ( f ) = f̂ (0) (F.1.16)
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where f̂ means the Fourier transformation. From C∞
(
TnΘ
) ≈ S (Zn) it follows
that there is a C-linear isomorphism
ϕ∞ : C∞ (TnΘ)
≈−→ C∞ (Tn) . (F.1.17)
such that following condition holds
τ ( f ) =
1
(2π)n
∫
Tn
ϕ∞ ( f ) dx. (F.1.18)
From (F.1.18) it follows that for any a, b ∈ C∞ (TnΘ) the scalar product on L2 (C (TnΘ) , τ)
is given by
(a, b) =
∫
Tn
a∗commbcommdx (F.1.19)
where acomm ∈ C∞ (Tn) (resp. bcomm) is a commutative function which corre-
sponds to a (resp. b).
Definition F.1.5. If Θ is non-degenerated, that is to say, σ(s, t) def= s · Θt to be
symplectic. This implies even dimension, n = 2N. One then selects
Θ = θ J def= θ
(
0 1N
−1N 0
)
(F.1.20)
where θ > 0 is defined by θ2N
def
= detΘ. Denote by C∞
(
T2Nθ
) def
= C∞
(
T2NΘ
)
and
C
(
T2Nθ
) def
= C
(
T2NΘ
)
.
Denote by δµ (µ = 1, . . . , n) the analogues of the partial derivatives 1i
∂
∂xµ on
C∞(Tn) which are derivations on the algebra C∞(TnΘ) given by
δµ(Uk) = kµUk.
These derivations have the following property
δµ(a∗) = −(δµa)∗,
and also satisfy the integration by parts formula
τ(aδµb) = −τ((δµa)b), a, b ∈ C∞(TnΘ).
The spectral triple describing the noncommutative geometry of noncommuta-
tive n-torus consists of the algebra C∞(TnΘ), the Hilbert spaceH = L2
(
C
(
TnΘ
)
, τ
)⊗
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Cm, where m = 2[n/2] with the representation π⊗ 1B(Cm) : C∞(TnΘ)→ B (H) where
π : C∞(TnΘ) → B
(
L2
(
C
(
TnΘ
)
, τ
))
is given by (F.1.10). The Dirac operator is given
by
D = /∂ def=
n
∑
µ=1
∂µ ⊗ γµ ∼=
n
∑
µ=1
δµ ⊗ γµ, (F.1.21)
where ∂µ = δµ, seen as an unbounded self-adjoint operator on L2
(
C
(
TnΘ
)
, τ
)
and
γµs are Clifford (Gamma) matrices in Mm(C) satisfying the relation
γiγj + γjγi = 2δij1Mm(C). (F.1.22)
There is a spectral triple(
C∞(TnΘ), L
2 (C (TnΘ) , τ)⊗ Cm,D
)
. (F.1.23)
There is an alternative description of D. The space C∞ (Tn) (resp. C∞
(
TnΘ
)
)
is dense in L2 (Tn) (resp. L2
(
C∞
(
TnΘ
)
, τ
)
), hence from the C-linear isomorphism
ϕ∞ : C∞
(
TnΘ
) ≈−→ C∞ (Tn) given by (F.1.17) it follows isomorphism of Hilbert
spaces
ϕ : L2 (C (TnΘ) , τ)
≈−→ L2 (Tn) .
Otherwise Tn admits a spin bundle S such that L2
(
T2, S
) ≈ L2 (Tn)⊗Cm. It turns
out an isomorphism of Hilbert spaces
Φ : L2 (C (TnΘ) , τ)⊗ Cm ≈−→ L2 (Tn, S) .
There is a commutative spectral triple(
C∞ (Tn) , L2 (Tn, S) , /D
)
(F.1.24)
such that D is given by
D = Φ−1 ◦ /D ◦Φ. (F.1.25)
Noncommutative geometry replaces differentials with commutators such that the
differential d f corresponds to 1i [ /D, f ] and the well known equation
d f =
n
∑
µ=1
∂ f
∂xµ
dxµ
is replaced with
[ /D, f ] =
n
∑
µ=1
∂ f
∂xµ
[
/D, xµ
]
(F.1.26)
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In case of commutative torus we on has
dxµ = iu∗µduµ
where uµ = e−ixµ , so what equation (F.1.26) can be written by the following way
[ /D, f ] =
n
∑
µ=1
∂ f
∂xµ
u∗µ
[
/D, uµ
]
(F.1.27)
We would like to prove a noncommutative analog of (F.1.27), i.e. for any a ∈
C∞
(
TnΘ
)
following condition holds
[D, a] =
n
∑
µ=1
∂a
∂xµ
u∗µ
[
D, uµ
]
(F.1.28)
From (F.1.21) it follows that (F.1.28) is true if and only if
[
δµ, a
]
=
n
∑
µ=1
∂a
∂xµ
u∗µ
[
δµ, uµ
]
; µ = 1, . . . n. (F.1.29)
In the above equation ∂a∂xµ means that one considers a as element of C
∞ (Tn), takes
∂
∂xµ
of it and then the result of derivation considers as element of C∞
(
TnΘ
)
. Since
the linear span of elements Uk is dense in both C∞
(
TnΘ
)
and L2
(
C
(
TnΘ
)
, τ
)
the
equation (F.1.29) is true if for any k, l ∈ Zn following condition holds
[
δµ,Uk
]
Ul =
∂Uk
∂xµ
u∗µ
[
δµ, uµ
]
Ul.
The above equation is a consequence of the following calculations:[
δµ,Uk
]
Ul = δµUkUl −UkδkUl = (k+ l)UkUl − lUkUl = kUkUl,
∂Uk
∂xµ
u∗µ
[
δµ, uµ
]
Ul = kUku
∗ (δµuµUl − uµδUl) = kUku∗ ((l + 1) uµUl − luµδUl) =
= kUku
∗
µuµUl = kUkUl.
For any k ∈ Zn following condition holds
u∗µ
[
δµ, uµ
]
Uk = u
∗
µδµuµUk − u∗µ uµδµUk = u∗µ
(
(k+ 1) uµUk − kuµUk
)
= Uk
it turns out
u∗µ
[
δµ, uµ
]
= 1C(TnΘ)
; u∗µ
[
D, uµ
]
= γµ. (F.1.30)
502
From (F.1.21), (F.1.28) and (F.1.30) it turns out
[D, f ] =
n
∑
µ=1
∂ f
∂xµ
γµ. (F.1.31)
γµ ∈ Ω1D (F.1.32)
where Ω1D is the module of differential forms associated with the spectral triple
(F.1.23) (cf. Definition E.3.5).
F.2 Moyal plane
Definition F.2.1. Denote the Moyal plane product ⋆θ on S
(
R2N
)
given by
( f ⋆θ h) (u) =
∫
y∈R2N
f
(
u− 1
2
Θy
)
g (u+ v) e2πiy·vdydv (F.2.1)
where Θ is given by (F.1.20).
There is the tracial property [34] of the Moyal product∫
R2N
( f ⋆θ g) (x) dx =
∫
R2N
f (x) g (x) dx. (F.2.2)
The Fourier transformation of the star product satisfies to the following condition.
F ( f ⋆θ g) (x) =
∫
R2N
F f (x− y)Fg (y) eπiy·Θx dy. (F.2.3)
Proposition F.2.2. [34] The algebra S (R2N , ⋆θ) has the (nonunique) factorization prop-
erty: for all h ∈ S (R2N) there exist f , g ∈ S (R2N) that h = f ⋆θ g.
Definition F.2.3. [23] Denote by S ′ (Rn) the vector space dual to S (Rn), i.e. the
space of continuous functionals on S (Rn). The Moyal product can be defined, by
duality, on larger sets than S (R2N). For T ∈ S ′ (R2N), write the evaluation on
g ∈ S (R2N) as 〈T, g〉 ∈ C; then, for f ∈ S we may define T ⋆θ f and f ⋆θ T as
elements of S ′ (R2N) by
〈T ⋆θ f , g〉 def= 〈T, f ⋆θ g〉
〈 f ⋆θ T, g〉 def= 〈T, g ⋆θ f 〉
(F.2.4)
503
using the continuity of the star product on S (R2N). Also, the involution is ex-
tended to by 〈T∗, g〉 def= 〈T, g∗〉. Consider the left and right multiplier algebras:
MθL def= { T ∈ S ′(R2N) : T ⋆θ h ∈ S(R2N) for all h ∈ S(R2N) },
MθR def= { T ∈ S ′(R2N) : h ⋆θ T ∈ S(R2N) for all h ∈ S(R2N) },
Mθ def= MθL ∩MθR.
(F.2.5)
In [23] it is proven that
MθR ⋆θ S ′
(
R2N
)
= S ′
(
R2N
)
and S ′
(
R2N
)
⋆θ MθL = S ′
(
R2N
)
. (F.2.6)
It is known [34] that the domain of the Moyal plane product can be extended
up to L2
(
R2N
)
.
Lemma F.2.4. [34] If f , g ∈ L2 (R2N), then f ⋆θ g ∈ L2 (R2N) and ‖ f‖op < (2πθ)− N2 ‖ f‖2.
where ‖·‖2 be the L2-norm given by
‖ f‖2
def
=
∣∣∣∣∫
R2N
| f |2 dx
∣∣∣∣ 12 . (F.2.7)
and the operator norm
‖T‖op def= sup{ ‖T ⋆ g‖2/‖g‖2 : 0 6= g ∈ L2
(
R2N)
)
} (F.2.8)
Definition F.2.5. Denote by S (R2Nθ ) (resp. L2 (R2Nθ ) ) the operator algebra which
is C-linearly isomorphic to S (R2N) (resp. L2 (R2N) ) and product coincides with
⋆θ . Both S
(
R2Nθ
)
and L2
(
R2Nθ
)
act on the Hilbert space L2
(
R2N
)
. Denote by
Ψθ : S
(
R2N
) ≈−→ S (R2Nθ ) (F.2.9)
the natural C-linear isomorphism.
Definition F.2.6. [34] Let S ′ (R2N) be a vector space dual to S (R2N). Denote by
Cb
(
R2Nθ
) def
= { T ∈ S ′ (R2N) : T ⋆θ g ∈ L2 (R2N) for all g ∈ L2(R2N) }, provided
with the given by (F.2.8) operator norm ‖ · ‖op. Denote by C0
(
R2Nθ
)
the operator
norm completion of S (R2Nθ ) .
Remark F.2.7. Obviously S (R2Nθ ) →֒ Cb (R2Nθ ). But S (R2Nθ ) is not dense in
Cb
(
R2Nθ
)
, i.e. C0
(
R2Nθ
)
( Cb
(
R2Nθ
)
(cf. [34]).
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Remark F.2.8. L2
(
R2Nθ
)
is the ‖ · ‖2 norm completion of S
(
R2Nθ
)
hence from the
Lemma F.2.4 it follows that
L2
(
R2Nθ
)
⊂ C0
(
R2Nθ
)
. (F.2.10)
Remark F.2.9. Notation of the Definition F.2.6 differs from [34]. Here symbols
Aθ,Aθ, A0θ are replaced with Cb
(
R2Nθ
)
,S (R2Nθ ) ,C0 (R2Nθ ) respectively.
Remark F.2.10. The C-linear space C0
(
R2Nθ
)
is not isomorphic to C0
(
R2N
)
.
There are elements
{
fnm ∈ S
(
R2
)}
m,n∈N0 , described in [23], which satisfy to
the following Lemma.
Lemma F.2.11. [23] Let m, n, k, l ∈ N. Then fmn ⋆θ fkl = δnk fml and f ∗mn = fnm. Thus
fnn is an orthogonal projection and fmn is nilpotent for m 6= n. Moreover, 〈 fmn, fkl〉 =
δmk δnl. The family { fmn : m, n ∈ N0 } ⊂ S
(
R2
) ⊂ L2(R2) is an orthogonal basis.
Remark F.2.12. One has ∫
R2
fmn = δmn. (F.2.11)
Proposition F.2.13. [23,34] Let N = 1. Then S (R2Nθ ) = S (R2θ) has a Fréchet algebra
isomorphism with the matrix algebra of rapidly decreasing double sequences c = (cmn) of
complex numbers such that, for each k ∈ N,
rk(c)
def
=
(
∞
∑
m,n=0
θ2k
(
m+ 12
)k (
n+ 12
)k |cmn|2)1/2 (F.2.12)
is finite, topologized by all the seminorms (rk); via the decomposition f = ∑
∞
m,n=0 cmn fmn
of S(R2) in the { fmn} basis. The twisted product f ⋆θ g is the matrix product ab, where
(ab)mn
def
=
∞
∑
k=0
aµνbkn. (F.2.13)
For N > 1, C∞
(
R2Nθ
)
is isomorphic to the (projective) tensor product of N matrix
algebras of this kind, i.e.
S
(
R2Nθ
) ∼= S (R2θ)⊗ · · · ⊗ S (R2θ)︸ ︷︷ ︸
N−times
(F.2.14)
with the projective topology induced by seminorms rk given by (F.2.12).
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Remark F.2.14. If A is C∗-norm completion of the matrix algebra with the norm
(F.2.12) then A ≈ K, i.e.
C0
(
R2θ
) ≈ K. (F.2.15)
Form (F.2.14) and (F.2.15) it follows that
C0
(
R2Nθ
) ∼= C0 (R2θ)⊗ · · · ⊗ C0 (R2θ)︸ ︷︷ ︸
N−times
≈ K⊗ · · · ⊗ K︸ ︷︷ ︸
N−times
≈ K (F.2.16)
where ⊗ means minimal or maximal tensor product (K is nuclear hence both
products coincide).
F.2.15. [34] By plane waves we understand all functions of the form
x 7→ exp(ik · x)
for k ∈ R2N . One obtains for the Moyal product of plane waves:
exp (ik·) ⋆Θ exp (ik·) = exp (ik·) ⋆θ exp (ik·) = exp (i (k+ l) ·) e−πik·Θl. (F.2.17)
It is proven in [34] that plane waves lie in Cb
(
R2Nθ
)
.
F.2.16. Let us consider the unitary dilation operators Ea given by
Ea f (x)
def
= aN/2 f (a1/2x),
It is proven in [34] that
f⋆θg = (θ/2)−N/2E2/θ(Eθ/2 f ⋆2 Eθ/2g). (F.2.18)
We can simplify our construction by setting θ = 2. Thanks to the scaling rela-
tion (F.2.18) any qualitative result can is true if it is true in case of θ = 2. We use
the following notation
f×g def= f⋆2g (F.2.19)
Introduce the symplectic Fourier transform F by
F f (x) def= (2π)−N
∫
f (t)eix·Jt d2N t; F˜ f (x) def= (2π)−N
∫
f (t)eix·Jt d2N t; (F.2.20)
The twisted convolution [23] f ⋄ g is defined by
f ⋄ g (u) def=
∫
f (u− t) g (t) e−iu·Jtdt. (F.2.21)
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Following conditions hold [23]:
F ( f × g) = F f ⋄ Fg; F ( f ⋄ g) = F f ×Fg; (F.2.22)
f × g = F f ⋄ g = f ⋄ F˜g; f ⋄ g = F f × g = f × F˜g; (F.2.23)
( f × g)× h = f × (g× h) ; ( f ⋄ g) ⋄ h = f ⋄ (g ⋄ h) ; (F.2.24)
( f × g)∗ = g∗ × h∗; ( f ⋄ g)∗ = g∗ ⋄ h∗. (F.2.25)
Definition F.2.17. [34] We may as well introduce more Hilbert spaces Gst (for
s, t ∈ R) of those
f ∈ S ′(R2) =
∞
∑
m,n=0
cmn fmn
for which the following sum is finite:
‖ f‖2st def=
∞
∑
m,n=0
(m+ 12 )
s(n+ 12)
t|cmn|2.
for Gst.
Remark F.2.18. It is proven in [23] f , g ∈ L2 (R2), then f × g ∈ L2 (R2) and
‖ f × g‖ ≤ ‖ f‖ ‖g‖. Moreover, f × g lies in C0
(
R2
)
: the continuity follows by
adapting the analogous argument for (ordinary) convolution.
Remark F.2.19. It is shown in [23] that
S (R2) = ⋂
s,t∈R
Gst. (F.2.26)
F.2.20. This part contains a useful equations proven in [23]. There are coordinate
functions p, q on R2 such that for any f ∈ S (R2) following conditions hold
q× f =
(
q+ i
∂
∂p
)
f ; p× f =
(
p− i ∂
∂q
)
f ;
f × q =
(
q− i ∂
∂p
)
f ; f × p =
(
p+ i
∂
∂q
)
f .
(F.2.27)
From q× f , f × q, p × f , f × p ∈ S (R2N) it follows that p, q ∈ M2 (cf. (F.2.5)).
From (F.2.6) it follows that
q× S ′
(
R2N
)
⊂ S ′
(
R2N
)
; p× S ′
(
R2N
)
⊂ S ′
(
R2N
)
;
S ′
(
R2N
)
× q ⊂ S ′
(
R2N
)
; S ′
(
R2N
)
× p ⊂ S ′
(
R2N
)
.
(F.2.28)
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If f ∈ S ′ (R2) then from (F.2.27) it follows that
∂
∂p
f = −iq× f + i f × q, ∂
∂q
f = ip× f − i f × p (F.2.29)
If
a def=
q+ ip√
2
, a def=
q− ip√
2
,
∂
∂a
def
=
∂q + i∂p√
2
,
∂
∂a
def
=
∂q − i∂p√
2
,
H def= aa =
1
2
(
p2 + q2
)
,
a× a = H − 1, a× a = H + 1
(F.2.30)
then
a× f = a f + ∂ f
∂a
, f × a = a f − ∂ f
∂a
,
a× f = a f − ∂ f
∂a
, f × a = a f + ∂ f
∂a
,
(F.2.31)
H × fmn = (2m+ 1) fmn; fmn × H = 2(n+ 1) fmn (F.2.32)
a× fmn =
√
2mfm−1,n; fmn × a =
√
2n+ 2 fm,n+1;
a× fmn =
√
2m+ 2 fm+1,n; fm+1,n× a =
√
2n fm,n−1.
(F.2.33)
It is proven in [23] that
∂j ( f × g) = ∂j f × g+ f × ∂jg; (F.2.34)
where ∂j =
∂
∂xj
is the partial derivation in S (R2N).
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Appendix G
Foliations and operator algebras
G.1 Foliations
Definition G.1.1. [18] Let M be a smooth manifold and TM its tangent bundle, so
that for each x ∈ M, TxM is the tangent space of M at x. A smooth subbundle F
of TM is called integrable if and only if one of the following equivalent conditions
is satisfied:
(a) Every x ∈ M is contained in a submanifold W of M such that
Ty(W) = Fy ∀ y ∈W ,
(b) Every x ∈ M is in the domain U ⊂ M of a submersion p : U → Rq (q =
codimF ) with
Fy = Ker(p∗)y ∀ y ∈ U ,
(c) C∞ (F) = {X ∈ C∞ (TM) , Xx ∈ Fx ∀ x ∈ M} is a Lie algebra,
(d) The ideal J (F) of smooth exterior differential forms which vanish on F is
stable by exterior differentiation.
G.1.2. [18] A foliation of M is given by an integrable subbundle F of TM. The
leaves of the foliation (M,F) are the maximal connected submanifolds L of M
with Tx(L) = Fx, ∀ x ∈ L, and the partition of M in leaves
M = ∪Lα , α ∈ X
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is characterized geometrically by its “local triviality”: every point x ∈ M has a
neighborhood U and a system of local coordinates (xj)j=1,...,dimV called foliation
charts, so that the partition of U in connected components of leaves corresponds
to the partition of
RdimM = RdimF ×RcodimF
in the parallel affine subspaces RdimF × pt. The corresponding foliation will be
denoted by (
Rn,Fp
)
(G.1.1)
where p = dimFp. To each foliation (M,F) is canonically associated a C∗- algebra
C∗r (M, F) which encodes the topology of the space of leaves. To take this into
account one first constructs a manifold G, dim G = dim M+ dim F .
Definition G.1.3. [10] Let N ⊂ M be a smooth submanifold. We say that F is
transverse to N (and write F ⋔ N) if, for each leaf L of F and each point x ∈ L∩N,
Tx (L) ans Tx (N) together span Tx (M). At the other extreme At the other extreme,
we say that F is tangent to N if, for each leaf L of F , either L ∩ N = ∅ or L ⊂ N.
The symbol Fp denotes either the full Euclidean space Rp or Euclidean half
space Hp = { (x1, ..., xn) ∈ Rp| x1 ≤ 0}.
Definition G.1.4. [10] A rectangular neighborhood in Fn is an open subset of the
form B = J1 × ...× Jn, where each Jj is a (possibly unbounded) relatively open
interval in the jth coordinate axis. If J1 is of the form (a, 0], we say that B has
boundary ∂B {(0, x2, ..., xn)} ⊂ B.
Definition G.1.5. [10] Let M be an n-manifold. A foliated chart on M of codi-
mension q is a pair (U , ϕ)), where U ⊂ M is open and ϕ : U ≈−→ Bτ × B⋔ is a
diffeomorphism, B⋔ being a rectangular neighborhood in Fq and Bτ a rectangular
neighborhood in Fn−q. The set Py = ϕ−1 (Bτ × {y}) , where y ∈ B⋔, is called
a plaque of this foliated chart. For each x ∈ Bτ, the set Sx = ϕ−1 ({x} × B⋔) is
called a transversal of the foliated chart. The set ∂τU = ϕ−1 (Bτ × (∂B⋔)) is called
the tangential boundary of U and ∂⋔U = ϕ−1 (∂ (Bτ)× ∂B⋔) is called the transverse
boundary of U .
Definition G.1.6. Let M be an n-manifold, possibly with boundary and corners,
and let F = {Lλ}λ∈Λ be a decomposition of M into connected, topologically
immersed submanifolds of dimension k = n− q. Suppose that M admits an atlas
{Uα}α∈A of foliated charts of codimension q such that, for each α ∈ A and each
λ ∈ Λ, Lλ ∩ Uα is a union of plaques. Then F is said to be a foliation of M of
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codimension q (and dimension k) and {Uα}α∈A l is called a foliated atlas associated
to F . Each Lx is called a leaf of the foliation and the pair (M,F) is called a foliated
manifold. If the foliated atlas is of class Cr (0 ≤ r ≤ ∞ or r = ω), then the foliation
F and the foliated manifold (M,F). is said to be of class Cr.
Definition G.1.7. If (M,F) is a foliation and U ⊂ M be an open subset F|U is the
restriction of F on U then we say that (U ,F|U ) is the restriction of (M,F) to U .
(cf. [18])
Definition G.1.8. A foliated atlas of codimension q and class Cr on the n-manifold
M is a Cr-atlas A def= {Uα}α∈A of foliated charts of codimension q which are coher-
ently foliated in the sense that, whenever P and Q are plaques in distinct charts of
A, then P ∩Q is open both in P and Q.
Definition G.1.9. Two foliated atlases lt and A on A′ of the same codimension and
smoothness class Cr are coherent (A ≈ A′) if A∪A′ is a foliated C∗-atlas.
Lemma G.1.10. Coherence of foliated atlases is an equivalence relation.
Lemma G.1.11. Let A and A′ be foliated atlases on M and suppose that A is associated
to a foliation F . Then A and A′ are coherent if and only if A′ is also associated to F .
Definition G.1.12. A foliated atlas A
def
= {Uα}α∈A of class Cr is said to be regular if
(a) For each α ∈ A , the closure U α of Uα is a compact subset of a foliated chart
{Vα} and ϕα = ψ|Uα .
(b) The cover {Uα} is locally finite.
(c) if Uα and Uβ are elements of A, then the interior of each closed plaque P ∈ U α
meets at most one plaque in U β.
Lemma G.1.13. Every foliated atlas has a coherent refinement that is regular.
Theorem G.1.14. The correspondence between foliations on M and their associated foli-
ated atlases induces a one-to-one correspondence between the set of foliations on M.
We now have an alternative definition of the term "foliation".
Definition G.1.15. A foliation F of codimension q and class Cr on M is a coherence
class of foliated atlases of codimension q and class Cr on M.
By Zorn’s lemma, it is obvious that every coherence class of foliated atlases
contains a unique maximal foliated atlas.
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Definition G.1.16. A foliation of codimension q and class Cr on M is a maximal
foliated Cr-atlas of codimension q on M.
G.1.17. Let Π (M,F) be the space of paths on leaves, that is, maps α : [0, 1] → M
that are continuous with respect to the leaf topology on M. For such a path let
s (α) = α (0) be its source or initial point and let r (α) = α (1) be its range or
terminal point. The space Π (M,F) has a partially defined multiplication: the
product α · β of two elements α and β is defined if the terminal point of β is the
initial point of α, and the result is the path β followed by the path α. (Note that
this is the opposite to the usual composition of paths α#β = β · α used in defining
the fundamental group of a space.)
Definition G.1.18. In the situation of G.1.17 we say that the topological space
Π (M,F) is the space of path on leaves.
Definition G.1.19. [10] A groupoid G on a set X is a category with inverses,
having X as its set of objects. For y, z ∈ X the set of morphisms of G from y to z
is denoted by Gzy.
Definition G.1.20. [11] The graph, or holonomy groupoid, of the foliated space
(M,F) is the quotient space of Π (M,F) by the equivalence relation that iden-
tifies two paths α and β if they have the same initial and terminal points, and the
loop α · β has trivial germinal holonomy. The graph of (M,F) will be denoted by
G (M,F), or simply by G (M) or by G when all other variables are understood.
Remark G.1.21. There is the natural surjective continuous map
Φ : Π (M,F) → G (M,F) (G.1.2)
from the space of path on leaves to the foliation graph.
Proposition G.1.22. Let A = {Uι} be a regular foliated atlas of M. For each finite
sequence of indices {α0, ..., αk}, the product
Vα = G (Uι0) ... G (Uιk) ∈ G (M,F) α = (ι0, ..., ιk) (G.1.3)
is either empty or a foliated chart for the graph G. The collection of all such finite products
is a covering of G by foliated charts.
Theorem G.1.23. The graph G of (M,F) is a groupoid with unit space G0 = M, and
this algebraic structure is compatible with a foliated structure on G and M. Furthermore,
the following properties hold.
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(i) The range and source maps r, s : G → M are topological submersions.
(ii) The inclusion of the unit space M → G is a smooth map.
(iii) The product map G ×M G → G, given by (γ1,γ2) 7→ γ1 · γ2, is smooth.
(iv) There is an involution j : G → G, given by j (γ) = γ−1, which is a diffeomorphism
of G, sends each leaf to itself, and exchanges the foliations given by the range
Lemma G.1.24. If f1 ∈ Γc
(Uα1 ,Ω1/2) and f2 ∈ Γc (Uα2 ,Ω1/2) then their convolution
is a well-defined element f1 ∗ f2 ∈ Γc
(Uα1 · Uα2 ,Ω1/2)
For each leaf L of (M,F) one has a natural representation of this ∗-algebra
on the L2 space of the holonomy covering L˜ of L. Fixing a base point x ∈ L, one
identifies L˜ with Gx = {γ, s(γ) = x} and defines
(ρx( f ) ξ) (γ) =
∫
γ1◦γ2=γ
f (γ1) ξ(γ2) ∀ ξ ∈ L2(Gx), (G.1.4)
Proposition G.1.25. If V ⊂ G is a foliated chart for the graph of (M,F) and f ∈
Γc
(V ,Ω1/2) , then ρx ( f ), given by (G.1.4), is a bounded integral operator on L2 (Gx).
G.1.26. The space of compactly supported half-densities on G is taken as given by
the exact sequence⊕
α0α1
Γc
(
Uα0α1 ,Ω1/2
)
→⊕
α0
Γc
(
Uα0 ,Ω1/2
)
Γ⊕−→ Γc
(
G,Ω1/2
)
(G.1.5)
associated to a regular cover for ((M,F)) as above. The first step for defining a
convolution is to do it at the level of
⊕
α0 Γc
(Uα0Ω1/2), as the following lemma
indicates.
Definition G.1.27. The reduced C∗-algebra of the foliated space (M,F) is the com-
pletion of Γc
(G,Ω1/2) with respect to the pseudonorm
‖ f‖ = sup
x∈M
‖ρx ( f )‖ (G.1.6)
where ρx is given by (G.1.4). This C∗-algebra is denoted by C∗r (M,F).
An obvious consequence of the construction of C∗r (M,F) is the following.
Corollary G.1.28. Let M be a foliated space and let A be a regular cover by foliated
charts. Then the algebra generated by the convolution algebras Γc
(G (U) ,Ω1/2), U ⊂ A,
is dense in C∗r (M,F).
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G.1.29. Let (M,F) be an arbitrary foliated space and let U ⊂ M be an open
subset. Then (U ,F|U ) is a foliated space and the inclusion U →֒ M induces a
homomorphism of groupoids G (U) →֒ G , hence a mapping
jU : Γc
(
G (U) ,Ω1/2
)
→֒ Γc
(
G (M) ,Ω1/2
)
(G.1.7)
that is an injective homomorphism of involutive algebras.
Proposition G.1.30. Let U be an open subset of the foliated space M. Then the inclusion
U →֒ M induces an isometry of C∗r (U ,F|U ) into C∗r (M,F).
Lemma G.1.31. Each element γ ∈ G induces a unitary operator ργ : L2 (s (γ)) ≈−→
L2 (r (γ)) that conjugates the operators ρs(γ) ( f ) and ρr(γ) ( f ). In particular, the norm of
ρx ( f ) is independent of the point in the leaf through x.
Lemma G.1.32. If f ∈ Γc
(G,Ω1/2) does not evaluate to zero at each γ ∈ G, then there
exists a point x in M such that ρx ( f ) 6= 0.
Definition G.1.33. [10] A foliated space (M,F) is a fibration if for any x there is an
open transversal N such that x ∈ N and for every leaf L of (M,F) the intersection
L ∩ N contains no more then one point.
Proposition G.1.34. The reduced C∗-algebra of a foliated space M consisting of exactly
one leaf is the algebra K (L2 (M)) of compact operators on L2 (M).
Proposition G.1.35. [11] The reduced C∗-algebra C∗r (N × Z) of the trivial foliated space
N × Z is the tensor product K ⊗ C0 (Z), where K is the algebra of compact operators on
L2 (N) and C0 (Z) is the space of continuous functions on Z that vanish at infinity.
Theorem G.1.36. [11] Assume that (M,F) is given by the fibers of a fibration p : M →
B with fiber F. Then (M,F) is isomorphic to C0 (B)⊗K
(
L2 (N)
)
.
Remark G.1.37. It is proven in [11] (See Claim 2, page 56) that for any x ∈ M
the given by (G.1.4) representation ρx : C∗r (M,F) → B
(
L2 (Gx)
)
corresponds to a
state τx : C∗r (M,F)→ C.
Theorem G.1.38. [11] Let (M,F) be a foliated space and let x ∈ M. Then the represen-
tation ρx is irreducible if and only if the leaf through x has no holonomy.
Proposition and Definition G.1.39. [10] LetA be a regular foliated atlas of class Cr and
let γ =
{
γα,β
}
α,β∈A be its holonomy cocycle. Then the set ΓA of holonomy transformations
is the Cr pseudogroup on S generated by γ, called the holonomy pseudogroup of A.
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Above definition refines the equivalence relation coming from the partition of
M in leaves M = ∪Lα. An element γ of G is given by two points x = s(γ),
y = r(γ) of M together with an equivalence class of smooth paths: γ(t) ∈ M,
t ∈ [0, 1]; γ(0) = x, γ(1) = y, tangent to the bundle F ( i.e. with γ˙(t) ∈ Fγ(t),
∀ t ∈ R) up to the following equivalence: γ1 and γ2 are equivalent if and only if
the holonomy of the path γ2 ◦ γ−11 at the point x is the identity. The graph G has
an obvious composition law. For γ,γ′ ∈ G, the composition γ ◦ γ′ makes sense
if s(γ) = r(γ′). If the leaf L which contains both x and y has no holonomy, then
the class in G of the path γ(t) only depends on the pair (y, x). In general, if one
fixes x = s(γ), the map from Gx = {γ, s(γ) = x} to the leaf L through x, given
by γ ∈ Gx 7→ y = r(γ), is the holonomy covering of L. Both maps r and s from
the manifold G to M are smooth submersions and the map (r, s) to M×M is an
immersion whose image in M×M is the (often singular) subset
{(y, x) ∈ M×M : y and x are on the same leaf}.
For x ∈ M one lets Ω1/2x be the one dimensional complex vector space of maps
from the exterior power ∧k Fx, k = dim F, to C such that
ρ (λ v) = |λ|1/2 ρ (v) ∀ v ∈ ∧k Fx , ∀ λ ∈ R .
Then, for γ ∈ G, one can identify Ω1/2γ with the one dimensional complex vector
space Ω1/2y ⊗Ω1/2x , where γ : x→ y. In other words
Ω1/2G = r
∗(Ω1/2M )⊗ s∗(Ω1/2M ) . (G.1.8)
G.2 Operator algebras of foliations
Here I follow to [18] The bundle Ω1/2M is trivial on M, and we could choose once
and for all a trivialisation ν turning elements of Γc
(
G,Ω1/2G
)
into functions. Let us
however stress that the use of half densities makes all the construction completely
canonical. For f , g ∈ Γc
(
G,Ω1/2G
)
, the convolution product f ∗ g is defined by the
equality
( f ∗ g)(γ) =
∫
γ1◦γ2=γ
f (γ1) g(γ2) . (G.2.1)
This makes sense because, for fixed γ : x → y and fixing vx ∈ ∧k Fx and vy ∈
∧k Fy, the product f (γ1) g(γ−11 γ) defines a 1-density on Gy = {γ1 ∈ G, r(γ1) =
y}, which is smooth with compact support (it vanishes if γ1 /∈ supp f ), and hence
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can be integrated over Gy to give a scalar, namely ( f ∗ g)(γ) evaluated on vx, vy.
The ∗ operation is defined by f ∗(γ) = f (γ−1), i.e. if γ : x → y and vx ∈ ∧k Fx,
vy ∈ ∧k Fy then f ∗(γ) evaluated on vx, vy is equal to f (γ−1) evaluated on vy, vx.
We thus get a ∗-algebra Γc
(
G,Ω1/2G
)
. where ξ is a square integrable half density
on Gx. Given γ : x → y one has a natural isometry of L2(Gx) on L2(Gy) which
transforms the representation ρx in ρy.
Definition G.2.1. [18] C∗r (M,F) is the C∗-algebra completion of Γc
(
G,Ω1/2G
)
with the norm
‖ f‖ = sup
x∈M
‖ρx( f )‖ . (G.2.2)
Example G.2.2. Linear foliation on torus. Consider a vector field X˜ on R2 given by
X˜ = α
∂
∂x
+ β
∂
∂y
with constant α and β. Since X˜ is invariant under all translations, it determines
a vector field X on the two-dimensional torus T2 = R2/Z2. The vector field X
determines a foliation F on T2. The leaves of F are the images of the parallel
lines L˜ = {(x0 + tα, y0 + tβ) : t ∈ R} with the slope θ = β/α under the projection
R2 → T2. In the case when θ is rational, all leaves of F are closed and are circles,
and the foliation F is determined by the fibers of a fibration T2 → S1. In the
case when θ is irrational, all leaves of F are everywhere dense in T2. Denote by(
T2,Fθ
)
this foliation.
G.2.1 Restriction of foliation
Lemma G.2.3. [18] If U ⊂ M is an open set and (U ,F|U ) is the restriction of (M,F)
to U then the graph G (U ,F|U ) is an open set in the graph G (M,F), and the inclusion
C∞ (U ,F|U ) →֒ C∞ (M,F)
extends to an isometric *-homomorphism of C∗-algebras
C∗r (U ,F|U ) →֒ C∗r (M,F) .
Remark G.2.4. [18] This lemma, which is still valid in the non-Hausdorff case [17],
allows one to reflect algebraically the local triviality of the foliation. Thus one can
cover the manifold M by open sets Uλ such that F restricted to Uλ has a Hausdorff
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space of leaves, Vλ = Uλ/F . and hence such that the C*-algebras C∗r (Uλ,F|Uλ)
are strongly Morita equivalent to the commutative C∗-algebras C0 (Bλ). These
subalgebras C∗-algebras C∗r (Uλ,F|Uλ) generate C∗r (M,F). but of course they fit
together in a very complicated way which is related to the global properties of the
foliation.
G.2.2 Lifts of foliations
Let M be a smooth manifold and let is an F ⊂ TM be an integrable subbundle.
If p : M˜ → M is a covering and F˜ ⊂ TM˜ is the lift of F given by a following
diagram
F˜ TM˜
F TM
→֒
→֒
then F˜ is integrable.
Definition G.2.5. In the above situation we say that a foliation
(
M˜, F˜
)
is the
induced by p covering of (M,F) or the p-lift of (M,F).
Remark G.2.6. The p-lift of a foliation is described in [27, 75].
G.2.7. If γ : [0, 1] → M is a path which corresponds to an element of the holonomy
groupoid then we denote by [γ] its equivalence class, i.e. element of groupoid.
There is the space of half densities Ω1/2
M˜
on M˜ which is a lift the space of half
densities Ω1/2M on M. If L is a leaf of (M,F), L′ = π−1 (L) then a space L˜ of
holonomy covering of L coincides with the space of the holonomy covering of L′.
It turns out that L2
(
G˜x˜
)
≈ L2
(
Gπ(x˜)
)
for any x˜ ∈ M˜. If G (resp. G˜) is a holonomy
groupoid of (M,F) (resp.
(
M˜, F˜
)
) then there is the surjective map pG : G˜ → G
given by
[γ˜] 7→ [p ◦ γ˜]
If the covering is finite-fold then the map pG : G˜ → G induces a natural involutive
homomorphism
C∞c
(
G,Ω1/2M
)
→֒ C∞c
(
G˜,Ω1/2
M˜
)
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Completions of C∞c
(
G,Ω1/2M
)
and C∞c
(
G˜,Ω1/2
M˜
)
with respect to given by (G.2.2)
norms gives an injective *- homomorphism
π : C∗r (M,F) →֒ C∗r
(
M˜, F˜
)
(G.2.3)
of C∗-algebras. The action of the group G
(
M˜
∣∣∣M) of covering transformations
on M˜ naturally induces an action of G
(
M˜
∣∣∣M) on (M˜, F˜). It follows that there
is the natural action C∗r
(
M˜, F˜
)
such that
C∗r (M,F) = C∗r
(
M˜, F˜
)G( M˜ |M)
(G.2.4)
Let G (M, F) and G
(
M˜, F˜
)
be the holonomy groupoids of (M, F) and(
M˜, F˜
)
respectively. The natural surjective map G
(
M˜, F˜
)
→ G (M, F) in-
duces the injective *-homomorphism C∗r
(
M˜, F˜
)
→֒ C∗r
(
M˜, F˜
)
. Assume both
G (M, F) and G
(
M˜, F˜
)
are Hausdorff. Let G
(
M˜
∣∣∣M) be the covering group of
p : M˜ → M . The G
(
M˜
∣∣∣M)-action on M˜ can be naturally extended to G (M˜, F˜)
by sending γ˜ to gγ˜ for a representative path γ˜ in M˜ and g ∈ G
(
M˜
∣∣∣M).
Lemma G.2.8. [75] Let p : M˜ → M be a regular covering manifold with covering group
G
(
M˜
∣∣∣M) N ⊂ M a connected submanifold, and N˜ a connected component of p−1 (N)
Then the restriction pN˜ of p to N is also regular, with the covering group G
(
N˜
∣∣∣N)
being a subgroup G
(
M˜
∣∣∣M).
In particular, if Lx˜ is the leave in
(
M˜, F˜
)
containing x˜ ∈ p−1 (x) , where x ∈
M, then Lx˜ is a regular cover of Lx. We denote the covering group by G
(
M˜
∣∣∣M)
x
.
On the other hand, for each x ∈ M, there is a holonomy group Gxx , and we have
the holonomy group bundle {Gxx} over M. If x1, x2 are on the same leaf, then any
path γ connecting x1 and x2 induces an isomorphism γ∗ : Gx1x1
∼=−→ Gx2x2 by mapping
[γ1] to
[
γγ1γ
−1]. As a local homeomorphism, the covering map p induces an
embedding p : G x˜x˜ → Gxx for each x˜ ∈ p−1 (x).
Lemma G.2.9. [75] The group p∗x
(G x˜x˜ ) is a normal subgroup of Gxx . Equivalently,
p∗x
(
G x˜1x˜1
)
= p∗x
(
G x˜2x˜2
)
for x˜1, x˜2 ∈ p−1 (x) if Lx˜1 = Lx˜2 ,
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Thus we may form the quotient holonomy group bundle
{G x˜x˜} over M. There is
an obvious group homomorphism φx : G
(
M˜
∣∣∣M)
x
→ Gxx/G x˜x˜ defined as follows.
An element g ∈ G
(
M˜
∣∣∣M)
x
corresponds to a point xg ∈ p−1 (x) ∩ Lx˜ if we fix
x˜ corresponding to the unit e. A path γg starting at x˜ and ending at gx˜ gives a
loop π
(
γ˜g
)
in M representing an element φx (g) in Gx, whose class in Gxx/G x˜x˜ is
uniquely defined by g. Given any [γ] in Gxx there is a preimage γ˜ in Lx˜ starting at
x˜. The point r (γ˜) ∈ p−1 (x) ∩ Lx˜ corresponding to some g ∈ G
(
M˜
∣∣∣M)
x
. So φx
is onto.
Definition G.2.10. [75] The covering map p :
(
M˜, F˜
)
→ (M, F) of foliations
is said to be regular if the map φ is an isomorphism from the leaf covering group
bundle to the quotient holonomy group bundle.
Remark G.2.11. Every regular covering map p :
(
M˜, F˜
)
→ (M, F) of foliations
induces nontrivial action of G
(
M˜
∣∣∣M) on C∗r (M˜, F˜) such that
C∗r
(
M˜, F˜
)G( M˜ |M) ∼= C∗r (M˜, F˜) .
Remark G.2.12. If a map p :
(
M˜, F˜
)
→ (M, F) is regular covering of foliations
and a leaf L˜ ∈ M˜ has no holonomy then gL˜ 6= L˜ for all nontrivial g ∈ G
(
M˜
∣∣∣M),
i.e. G
(
M˜
∣∣∣M) transitively acts on leaves having no holonomy.
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Appendix H
Miscellany
H.1 Pre-order category
Definition H.1.1. [36] A category is said to be a pre-order category if there is at
most one morphism between different objects.
Definition H.1.2. A binary relation R ⊂ Λ×Λ on the set Λ (writing pRq in place
of (p, q) ∈ R ) is said to be pre-ordering if it is
(a) reflexive, i.e. for each p we have pRp and
(b) transitive, whenever pRq and qRs, we have pRs.
Remark H.1.3. For any set Λ with pre-ordering R there is a pre-order category
such that
(a) Objects of the category are elements of Λ.
(b) Morphisms are pairs (p, q) ∈ R.
(c) The composition of morphisms is given by (q, s) ◦ (p, q) = (p, s).
H.2 Flat connections in the differential geometry
Here I follow to [46]. Let M be a manifold and G a Lie group. A (differentiable)
principal bundle over M with group G consists of a manifolfd P and an action of G
on P satisfying the following conditions:
(a) G acts freely on P on the right: (u, a) ∈ P× G 7→ ua = Rau ∈ P;
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(b) M is the quotient space of P by the equivalence relation induced by G, i.e.
M = P/G, and the canonical projection π : P→ M is differentiable;
(c) P is locally trivial, that is, every point x of M has an open neighborhood U
such that π−1 (U) is isomophic to U × G in the sense that there is a diffeo-
morphism ψ : π−1 (U)→ U × G such that ψ (u) = (π (u) , ϕ (u)) where ϕ is
a mapping of π−1 (U) into G satisfying ψ (ua) = (ψ (u)) a for all u ∈ π−1 (U)
and a ∈ G.
A principal fibre bundle will be denoted by P (M,G,π) , P (M,G) or simply P.
Let P (M,G) be a principal fibre bundle over a manifold with group G. For
each u ∈ P let Tu (P) be a tangent space of P at u and Gu the subspace of Tu (P)
consisting of vectors tangent to the fibre through u. A connection Γ in P is an
assignment of a subspace Qu of Tu (P) to each u ∈ P such that
(a) Tu (P) = Gu ⊕Qu (direct sum);
(b) Qua = (Ra)∗ Qu for every u ∈ P and a ∈ G, where Ra is a transformation of
P induced by a ∈ G, Rau = ua.
Let P = M × G be a trivial principal bundle. For each a ∈ G, the set M × {a}
is a submanifold of P. The canonical flat connection in P is defined by taking the
tangent space to M × {a} at u = (x, a) as the horizontal tangent subspace at u.
A connection in any principal bundle is called flat if every point has a neighbor-
hood such that the induced connection in P|U = π−1 (U) is isomorphic with the
canonical flat connection.
Corollary H.2.1. (Corollary II 9.2 [46]) Let Γ be a connection in P (M,G) such that
the curvature vanishes identically. If M is paracompact and simply connected, then P is
isomorphic to the trivial bundle and Γ is isomorphic to the canonical flat connection in
M× G.
If π˜ : M˜ → M is a covering then the π˜-lift of P is a principal P˜
(
M˜,G
)
bundle,
given by
P˜ =
{
(u, x˜) ∈ P× M˜ | π (u) = π˜ (x˜)
}
.
If Γ is a connection on P (M,G) and M˜ → M is a covering then is a canonical
connection Γ˜ on P˜
(
M˜,G
)
which is the lift of Γ, that is, for any u˜ ∈ P˜ the horizontal
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space Q˜u˜ is isomorphically mapped onto the horizontal space Qπ˜(u˜) associated
with the connection Γ. If Γ is flat then from the Proposition (II 9.3 [46]) it turns out
that there is a covering M˜ → M such that P˜
(
M˜,G
)
(which is the lift of P (M,G))
is a trivial bundle, so the lift Γ˜ of Γ is a canonical flat connection (cf. Corollary
H.2.1). From the the Proposition (II 9.3 [46]) it follows that for any flat connection
Γ on P (M,G) there is a group homomorphism ϕ : G
(
M˜ | M
)
→ G such that
(a) There is an action G
(
M˜ | M
)
× P˜→ P˜ ≈ M˜× G given by
g (x˜, a) = (gx˜, ϕ (g) a) ; ∀x˜ ∈ M˜, a ∈ G,
(b) There is the canonical diffeomorphism P = P˜/G
(
M˜ | M
)
,
(c) The lift Γ˜ of Γ is a canonical flat connection.
Definition H.2.2. In the above situation we say that the flat connection Γ is induced
by the covering M˜→ M and the homomorphism G
(
M˜
∣∣∣M)→ G, or we say that
Γ comes from G
(
M˜
∣∣∣M)→ G.
Remark H.2.3. The Proposition (II 9.3 [46]) assumes that M˜ → M is the universal
covering however it is not always necessary requirement.
Remark H.2.4. If π1 (M, x0) is the fundamental group [70] then there is the canon-
ical surjective homomorphism π1 (M, x0) → G
(
M˜
∣∣∣M). So there exist the com-
position π1 (M, x0) → G
(
M˜
∣∣∣M)→ G. It follows that any flat connection comes
from the homomorphisms π1 (M, x0)→ G.
Suppose that there is the right action of G on P and suppose that F is a manifold
with the left action of G. There is an action of G on P × F given by a (u, ξ) =(
ua, a−1ξ
)
for any a ∈ G and (u, ξ) ∈ P × F. The quotient space P ×G F =
(P× F) /G has the natural structure of a manifold and if E = P×G F then E (M, F,G, P)
is said to be the fibre bundle over the base M, with (standard) fibre F, and (structure)
group G which is associated with the principal bundle P (cf. [46]). If P = M × G is
the trivial bundle then E is also trivial, that is, E = M × F. If F = Cn is a vector
space and the action of G on Cn is a linear representation of the group then E is
the linear bundle. Denote by T (M) (resp. T∗ (M)) the tangent (resp. contangent)
bundle, and denote by Γ (E), Γ (T (M)), Γ (T∗ (M)) the spaces of sections of E,
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T (M), T∗ (M) respectively. Any connection Γ on P gives a covariant derivative
on E, that is, for any section X ∈ Γ (T (M)) and any section ξ ∈ Γ (E) there is the
derivative given by
∇X (ξ) ∈ Γ (E) .
If E = M× Cn, Γ is the canonical flat connection and ξ is a trivial section, that is,
ξ = M× {x} then
∇Xξ = 0, ∀X ∈ T (M) . (H.2.1)
For any connection there is the unique map
∇ : Γ (E)→ Γ (E⊗ T∗ (M)) (H.2.2)
such that
∇Xξ = (∇ξ,X)
where the pairing (·, ·) : Γ (E⊗ T∗ (M)) × Γ (T (M)) → Γ (E) is induced by the
pairing Γ (T∗ (M))× Γ (T (M))→ C∞ (M).
H.3 Quantum SU (2) and SO (3)
There is a quantum generalization of SU (2) and we will introduce a quantum
analog of SO (3). Let q be a real number such that 0 < q < 1. A quantum group
C
(
SUq(2)
)
is the universal C∗-algebra algebra generated by two elements α and β
satisfying the following relations:
α∗α+ β∗β = 1, αα∗ + q2ββ∗ = 1,
αβ− qβα = 0, αβ∗ − qβ∗α = 0,
β∗β = ββ∗.
(H.3.1)
From C (SU1 (2)) ≈ C (SU (2)) it follows that C
(
SUq(2)
)
can be regarded as
a noncommutative deformation of the space SU(2). The dense pre-C∗-algebra
C∞
(
SUq(2)
) ⊂ C (SUq(2)) is defined in [28]. Let Q, S ∈ B (ℓ2 (N0)) be given by
Qek = q
kek,
Sek =
{
ek−1 k > 0
0 k = 0
.
and let R ∈ B (ℓ2 (Z)) be given by ek 7→ ek+1. There is a faithful representation [77]
C
(
SUq (2)
)→ B (ℓ2 (N0)⊗ ℓ2 (Z)) given by
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α 7→ S
√
1−Q2 ⊗ 1,
β 7→ Q⊗ R. (H.3.2)
There is a faithful state h : C
(
SUq(2)
)→ C given by
h (a) =
∞
∑
n=0
q2n (en ⊗ e0, aen ⊗ e0) (H.3.3)
where a ∈ C (SUq(2)) and e0 ⊗ en ∈ ℓ2 (N0)⊗ ℓ2 (Z) (cf. [77]).
Definition H.3.1. The state h is said to be the Haar measure.
Denote by L2
(
C
(
SUq (2)
)
, h
)
the GNS space associated with the state h. The
representation theory of SUq(2) is strikingly similar to its classical counterpart. In
particular, for each l ∈ {0, 12 , 1, . . .}, there is a unique irreducible unitary represen-
tation t(l) of dimension 2n + 1. Denote by t(l)jk the jkth entry of t
(l). These are all
elements of A f and they form an orthogonal basis for L2
(
C
(
SUq (2)
)
, h
)
. Denote
by e(l)jk the normalized t
(l)
jk ’s, so that {e(l)jk : n = 0, 12 , 1, . . . , i, j = −n,−n+ 1, . . . , n}
is an orthonormal basis. The definition of equivariant operators (with respect to
action of quantum groups) is described in [29]. It is proven in [28] that any un-
bounded equivariant operator D˜ satisfies to the following condition
D˜ : e(l)jk 7→ d(l, j)e(l)jk , (H.3.4)
Moreover if
d(l, j) =
{
2l + 1 l 6= j,
−(2l + 1) l = j, (H.3.5)
then there is a 3-summable spectral triple(
C∞
(
SUq (2)
)
, L2
(
C
(
SUq (2)
)
, h
)
, D˜
)
(H.3.6)
described in [28].
According to [25] (equations (4.40)-(4.44) ) following condition holds
t(l)jk = M
l
jkα
−j−kβk−jpl+k
(
ββ∗; q−2(k−j)q2(j+k) | q2
)
; j+ k ≤ 0 & k ≥ j,
t(l)jk = M
l
jkα
−j−kβ∗(k−j)pl+k
(
ββ∗; q−2(k−j)q2(j+k) | q2
)
; j+ k ≤ 0 & k ≤ j,
t(l)jk = M
l
j,kpl−k
(
ββ∗; q−2(k−j)q2(j+k) | q2
)
βk−jα∗j+k; j+ k ≥ 0 & k ≥ j,
t(l)jk = M
l
k,jpl−j
(
ββ∗; q−2(k−j)q2(j+k) | q2
)
β∗j−kα∗j+k; j+ k ≥ 0 & j ≥ k
(H.3.7)
525
where Mljk ∈ R for any l, j, k and pl−k
(
x; q−2(k−j)q2(j+k) | q2
)
is little Jacobi poly-
nomial (cf. [25]). Denote by g ∈ Z2 the unique nontrivial element. There is a
surjective group homomorphism
Φ : SU (2) → SO (3) , kerΦ = Z2 = {±1}
and the natural action of Z2 on SU(2) such that
SO (3) ∼= SU (2) /Z2,
g
(
α −β
β α
)
=
(−α β
−β −α
)
; ∀
(
α −β
β α
)
∈ SU (2) . (H.3.8)
This action induces an action of Z2 on a C∗-algebra C (SU (2)) given by
gα = −α, gβ = −β
where α, β are regarded as functions SU (2) → C. Indeed SU (2) is an oriented
manifold, SO (3) is an unoriented one, and SU (2) → SO (3) is a two-fold cover-
ing There is a quantum generalization of SU (2) and we will introduce a quantum
analog of SO (3). Let q be a real number such that 0 < q < 1. There is a noncom-
mutative analog of the action (H.3.8) described in [30, 47, 60]
Z2 × C
(
SUq (2)
)→ C (SUq (2)) ,
gα = −α, gβ = −β. (H.3.9)
In [30, 47, 60] the quantum group SOq (3) is defined, moreover in it is proven
in [30, 60] following
C
(
SOq (3)
) def
= C
(
SUq (2)
)Z2 ∼= {a˜ ∈ C (SUq (2)) , ga˜ = a˜} .
Above equation can be used as the definition of SOq (3)
Definition H.3.2. Denote by
C
(
SOq (3)
) def
= C
(
SUq (2)
)Z2 ∼= {a˜ ∈ C (SUq (2)) , ga˜ = a˜} . (H.3.10)
The C∗-algebra C
(
SOq (3)
)
is said to be the quantum SO (3).
Remark H.3.3. Our definition of SOq (3) differs from the Definition given in other
sources. For example the quantum group defined in [66] is a quantization of O (3)
and not of SO(3) (cf. [30]).
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TheoremH.3.4. [77] Let q 6= 0, and letA f the dense involutive subalgebra of C
(
SUq(2)
)
generated by α, β. The set of elements of the form
αkβnβ∗m and α∗k
′
βnβ∗m (H.3.11)
where k,m, n = 0, . . . ; k′ = 1, 2, . . . forms a basis in A f : any element of A f can be
written in the unique way as a finite linear combination of elements of (H.3.11).
H.4 Presheaves and Sheaves
Definition H.4.1. [38] Let X be a topological space. A presheaf F of Abelian
groups on X consists of the data
(a) for every open subset U ⊆ X , an Abelian group F (U), and
(b) for every inclusion V ⊆ U of open subsets of X , a morphism of Abelian
groups ρUV : F (U) → F (V),
subject to conditions
(0) F (V) = 0, where ∅ is the empty set,
(1) ρUU is the identity map, and
(2) ifW ⊆ V ⊆ U are three open sets, then ρUW = ρVW ◦ ρUV .
Definition H.4.2. [38] A presheaf F on a a topological space X is a sheaf if it
satisfies the following supplementary conditions:
(3) If U is an open set, if {Vα} is an open covering of U , and if s ∈ F (U) is an
element such that s|Vα = 0 for all α, then s = 0;
(4) If U is an open set, if {Vα} is an open covering of U , and we have elements
sα for each α, with property that for each α, β, sα|Vα∩Vβ = sα|Vβ∩Vβ , then there
is an element s ∈ F (V) such that s|Vα = sα for each α.
(Note condition (3) implies that s is unique.)
Definition H.4.3. [38] If F is a presheaf on X , and if x is a point of X we define
the stalk Fx of F at x to be the direct limit of groups F (U) for all open sets U
containing x, via restriction maps ρ.
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Proposition and Definition H.4.4. [38] Given a presheaf F , there is a sheaf F+ and
a morphism θ : F → F+, with the property that for any sheaf G , and any morphism
ϕ : F → G , there is a unique morphism ψ : F+ → G such that ϕ = ψ ◦ θ. Furthermore
the pair (F+, θ) is unique up to unique isomorphism. F+ is called the sheaf associated
to the preseaf F .
H.4.5. Following text is the citation of the proof of H.4.4 (cf. [38]). For any open
set U , let F+ (U) be set of functions s from U to the union ⋃x∈U Fx of stalks of F
over points of U , such that
(1) for each x ∈ U , s (x) ∈ Fx, and
(2) for each x ∈ U , there is a neighborhood V of x contained in U and an element
t ∈ F (V), such that for all y ∈ V the germ ty of t at y is equal to s (y).
Definition H.4.6. [38] Let f : X → Y be a continuous map of topological
spaces. For any sheaf F on X , we define the direct image sheaf f∗F on Y by
( f∗F ) (V) = F
(
f−1 (V)) for any open set V ⊆ Y . For any sheaf G on Y , we
define the inverse image sheaf f−1G on X be the sheaf associated to the presheaf
U 7→ limV⊇ f (U ) G (V), where U is any open set in X , and the limit is taken over
all open sets V of V containing f (U).
Definition H.4.7. [38] Let F , G be sheaves of Abelian groups on X . For any
open set U ⊆ X the set of morphisms Hom (F |U , G |U ) has the natural structure
of Abelian group. It is a sheaf (cf. [38]). It is called the sheaf of local morphisms of
F → G , "sheaf hom" for short, and is denoted by H om (F ,G ).
Recall that for s ∈ F (X ), supp s = { x ∈ X | s (x) 6= 0} denotes the support of
the section s.
H.5 Isospectral deformations
A very general construction of isospectral deformations of noncommutative ge-
ometries is described in [19]. The construction implies in particular that any
compact Riemannian manifold M which admits a spinc structure (cf. Defini-
tion E.4.2), whose isometry group has rank ≥ 2 admits a natural one-parameter
isospectral deformation to noncommutative geometries Mθ. We let (C∞ (M) ,H =
L2 (M, S) , /D) be the canonical spectral triple associated with a compact spin-
manifold M. We recall that A = C∞(M) is the algebra of smooth functions on
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M, S is the spinor bundle and /D is the Dirac operator. Let us assume that the
group Isom(M) of isometries of M has rank r ≥ 2. Then, we have an inclusion
T2 ⊂ Isom(M) , (H.5.1)
with T2 = R2/2πZ2 the usual torus, and we let U(s), s ∈ T2, be the corresponding
unitary operators in H = L2(M, S) so that by construction
U(s) /D = /DU(s).
Also,
U(s) aU(s)−1 = αs(a) , ∀ a ∈ A , (H.5.2)
where αs ∈ Aut(A) is the action by isometries on the algebra of functions on M.
We let p = (p1, p2) be the generator of the two-parameters group U(s) so that
U(s) = exp(i(s1p1 + s2p2)) .
The operators p1 and p2 commute with D. Both p1 and p2 have integral spectrum,
Spec(pj) ⊂ Z , j = 1, 2 .
One defines a bigrading of the algebra of bounded operators in H with the oper-
ator T declared to be of bidegree (n1, n2) when,
αs(T) = exp(i(s1n1 + s2n2)) T , ∀ s ∈ T2 ,
where αs(T) = U(s) TU(s)−1 as in (H.5.2).
Any operator T of class C∞ relative to αs (i. e. such that the map s → αs(T) is
of class C∞ for the norm topology) can be uniquely written as a doubly infinite
norm convergent sum of homogeneous elements,
T = ∑
n1,n2
T̂n1,n2 ,
with T̂n1,n2 of bidegree (n1, n2) and where the sequence of norms ||T̂n1 ,n2 || is of
rapid decay in (n1, n2). Let λ = exp(2πiθ). For any operator T in H of class C∞
we define its left twist l(T) by
l(T) = ∑
n1,n2
T̂n1,n2 λ
n2p1 , (H.5.3)
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and its right twist r(T) by
r(T) = ∑
n1,n2
T̂n1,n2 λ
n1p2 ,
Since |λ| = 1 and p1, p2 are self-adjoint, both series converge in norm. Denote by
C∞ (M)n1,n2 ⊂ C∞ (M) the C-linear subspace of elements of bidegree (n1, n2).
One has,
Lemma H.5.1. [19]
a) Let x be a homogeneous operator of bidegree (n1, n2) and y be a homogeneous oper-
ator of bidegree (n′1, n
′
2). Then,
l(x) r(y) − r(y) l(x) = (x y − y x) λn′1n2λn2p1+n′1p2 (H.5.4)
In particular, [l(x), r(y)] = 0 if [x, y] = 0.
b) Let x and y be homogeneous operators as before and define
x ∗ y = λn′1n2 xy ;
then l(x)l(y) = l(x ∗ y).
The product ∗ defined in (H.5.1) extends by linearity to an associative product on
the linear space of smooth operators and could be called a ∗-product. One could
also define a deformed ‘right product’. If x is homogeneous of bidegree (n1, n2)
and y is homogeneous of bidegree (n′1, n
′
2) the product is defined by
x ∗r y = λn1n′2 xy .
Then, along the lines of the previous lemma one shows that r(x)r(y) = r(x ∗r y).
We can now define a new spectral triple where both H and the operator /D are
unchanged while the algebra C∞ (M) is modified to l(C∞ (M)) . By Lemma H.5.1 b)
one checks that l (C∞ (M)) is still an algebra. Since /D is of bidegree (0, 0) one has,
[ /D, l(a)] = l([ /D, a]) (H.5.5)
which is enough to check that [ /D, x] is bounded for any x ∈ l(A). There is a
spectral triple (l (C∞ (M)) ,H, /D).
Denote by C∞ (Mθ) (resp. C (Mθ)) the algebra lC∞ (M) (resp. the operator norm
completion of l (C∞ (M))). Denote by ρ : C (M)→ L2 (M, S) (resp. πθ : C (Mθ)→
B
(
L2 (M, S)
)
) natural representations. There is an oriented twisted spectral triple
(l (C∞ (M)) ,H, /D) . (H.5.6)
described in [19].
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