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Katholieke Universiteit, Toernooiveld, The Netherlands 
Communicated by L. K. Schmetterer 
A robust principal component analysis for samples from a bivariate 
distribution function is described. The method is based on robust estimators for 
dispersion in the univariate case along with a certain linearization of the bivariate 
structure. Besides the continuity of the functional defining the direction of the 
suitably modified principal axis, we prove consistency of the corresponding 
sequence of estimators. Asymptotic normality is established under some additional 
conditions. 
1. INTRODUCTION AND FIRST RESULTS 
Classical principal component analysis is based on the sample covariance 
matrix as an estimator of the covariance matrix of the unknown multivariate 
normal distribution from which the sample is taken. It is obvious that this 
method is not robust: not only will the estimated direction of the principal 
axis be rather sensitive to outliers but the very definition of the principal axis 
in terms of the population covariance matrix will not even make sense if the 
(mixed) moments of second order do not exist. The purpose of this paper is 
to describe a robust approach to principal component analysis. The main 
tools are robust estimators for dispersion in the univariate case along with a 
certain linearization of the multivariate structure. As a by-product we arrive 
at a class of stochastic processes that might be of independent interest. 
Attention will be restricted to the bivariate case and the emphasis is on 
asymptotic properties such as (strong) consistency and asymptotic normality 
of the estimated direction of the-properly modified-principal axis. 
More specifically we consider a sequence X, = (X,, , X,,), X2 = 
w* L 3 XZZ>Y of independent and identically distributed (i.i.d.) bivariate 
random vectors, defined on a certain probability space (a, ,d, P). For N E N 
the first N of these vectors constitute a random sample of size N from their 
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common bivariate distribution function (d.f.) F on R2. The bivariate 
empirical d.f. based on this sample is, as usual, defined by 
FN(XI,X2)=N-l c 1 (-oo,x,lX(-oo.x2,(Xnl,X”*), (x,,x,)E IR2.(l.l) 
n=-1 
Let us introduce 
.T= {G: G is an i-variate dJ on R’}, iE {1,2). (1.2) 
For any G E .e and Bore1 set B in R’ we write 
G(B)=/ dG. (1.3) 
B 
For t E [0, 2n) let e, E R2 be the unit vector making an angle t with the x:- 
axis, so that, e.g., e, = (LO) and e,,,,,, = (0, 1). The inner product of 
a, b E R2 is written as (a, b). With any bivariate d.f. G E .i7; we associate 
the collection of linearized d.f.‘s {CC,,, t E [0, 27r)}, where 
G,,,(x) = G{ Y E R2: ( y, e,) < 4 XE R. (1.4) 
In particular we introduce, for any t E [0, 27r), the univariate random 
variables (r.v.‘s) 
K,, = 6% 9 eA n E ( 1, 2 ,..., N}. (1.5) 
These r.v.‘s are a random sample from the univariate d.f. F(,, , see (1.4), since 
it is obvious that 
F&l = p((%, e,> G 4, XE m. (1.6) 
This random sample will be referred to as the linearized sample 
(corresponding to the angle t). It is also obvious that the empirical d.f. of this 
linearized sample coincides with flN,CIj, i.e., that 
&J.,,,(x) =w’ E l~-m&?%*)~ XE R. (1.7) 
fl=l 
Because of the relation X,,,,, = -Xn,l, t E [0, 7r) one can essentially restrict 
attention to t E [0, rc); it will be convenient, however, to use the closed 
interval [0, n]. 
In order to establish robustness of certain functionals we first need to 
‘introduce a metric in .%. For i E ( 1, 2} we shall use the metric 
Pi(G,, G2) =S~IJ IGli’Hl - G2P’lI3 GjE.5, (1.8) 
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for j E ( 1, 2}, where the supremum is taken over all closed halfspaces 
It-1 c R’. It should be noted that we have 
P,(G, 3 G) = zg I G,(x) - G,(x)l, GjE.i7,, (1.9) 
and the relation 
P~(GI, GA = ,,“;P,, P,(GI,,~~, G,,& G,E%F,. (1.10) 
Classical principal component analysis is based on the non-robust 
functional 
!( .I 
x - x dF,,,(x) * dF(,,(X), 
1 
(1.11) 
where F is bivariate normal. The direction of the principal axis is the angle p, 
where this last expression assumes its maximum, if unique. A straightforward 
robustification is obtained by replacing the functional in (1.11) by a robust 
functional for dispersion. We therefore introduce a functional 
8:. 5 -+ R, 0 robust, i.e., continuous w.r.t. the metric p, ; (1.12) 
see Hampel [7] and Huber [8]. Application of this functional to the elements 
(in a subset) of the linearized d.f.‘s associated with the underlying bivariate 
d.f. F yields the function 
t I--+ W,,, 1, 
DEFINITION 1.1. The direction of 
functional t: .& -+ [O, 7c), defined by 
r(G) = inf{s E [0, z]: sup 
rcro.s1 
t E [O, 7r]. (1.13) 
the modified principal axis is the 
(1.14) 
For any pair G, , G, E ,173 we define, moreover, 
p(t(G,), s(G,)) = I r(G,) - 4G2)I A (r - l$G,) - ~(Gdl). (1.15) 
We shall assume that 
where 
VE > 0, (1.16) 
Z(p; E) = (P - e, P + e) f7 [O, nl, P E (0, n), 
= [O, E) u (7r - E, II], p = 0. 
(1.17) 
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It is obvious that under this condition r(F) = p, where F is the underlying 
bivariate d.f. 
Let (Gk} c.F* be an arbitrary sequence such that pz(G,, F) + 0, as 
k-r co, where F is the underlying bivariate d.f. The robustness of 19 (see 
(1.12)) and relation (1.10) entails that 
~(G,,,,,) -+ Wu,) Vt E 10, xl- as k-w. (1.18) 
For the present problem, however, we shall use the stronger property that 
sup l@G,,o,) - @o,)I + 0, as k+oo. (1.19) 
ts[o,nl 
THEOREM 1.1. Suppose that the underlying bivariate d$ F and the 
functional 0 are such that (1.16) is satisfied and that (1.19) holds true for 
any (G,} c.F2 with pZ(Gk, F)-+ 0, as k + 00. Then the functional z in (1.14) 
is robust at F (w.r.t. the metrics pz in (1.8) and p in (1.15)) and 
P(lj”, r(&) = z(F)) = 1, (1.20) 
i.e., {t(flN)} is a strongly consistent sequence of estimators for the direction of 
the modified principal axis. 
Proof. Choose an arbitrary E > 0. Let us introduce the number 
(1.21) 
In view of condition (1.19) there exists &(E) > 0 such that 
sup I &GJ - @‘~,)l < 38,(s), as p2(G, F) < bZ(&). (1.22) 
IElo,nl 
We shall prove that 
P(~(G), $F)) < ~3 as p2(G, F) < b(e), 
which entails the robustness of r at F. 
It follows from (1.21) and (1.22) that 
SUP ~(G,,,) < W&)-$4(4. 
IeI(P:f) 
(1.23) 
(1.24) 
On the other hand, (1.22) entails 
Q(G(,,) > W,,,) - %(&I. (1.25) 
Combination of (1.24), (1.25) and the definition of r in (1.14) yields (1.23). 
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According to the version of the Glivenko-Cantelli theorem due to 
Wolfowitz [ 13, 141 we have 
Pqim, p& F) = 0) = 1; (1.26) 
see also (l.S)-(1.10). The strong consistency in (1.20) is immediate from 
(1.26) and the robustness. 1 
Let us briefly comment on the assumptions (1.16) and (1.19). It will turn 
out (see Section 2) that assumption (1.19) is automatically fulfilled for an 
important class of functionals. Moreover, if 0(F, .,) is continuous on [0, n] 
with a unique maximum, (1.16) is fulfilled. It should be noted, however, that 
the function B(F,.,) need not be smooth. In particular if F concentrates mass 
1 on a finite set of points, this function need not even be continuous. This 
lack of smoothness presents serious difficulties if one wishes to show the 
asymptotic normality of r(fN). Therefore the remainder of this paper is 
devoted to the study of smoothened versions &iF,.,) and @,.,. ,) of 8(F,. ,) 
respectively 13@~,, . ,). Specifications and basic properties of the stochastic 
processes 
are given in Section 2. Processes of this type may have some independent 
interest. Robustness, strong consistency and asymptotic normality of the 
relevant quantities based on t; the corresponding modification of r, are 
established in Section 3. 
We conclude this section with some references. Linearization has been 
used in Roy [lo] and Roy and Bose [ 111, where it leads to the so called 
union-intersection principle for testing certain multivariate hypotheses. A 
certain linearization is, e.g., also considered in Pyke [9, Sect. 41 in the study 
of bivariate empirical processes. An application in nonparametric 
multivariate analysis is given in Buhrman and Ruymgaart [4]. Finally 
classical principal component analysis itself is based on linearization as has 
already been observed. As an aside it should be observed that linearization 
plays a natural role in quantum mechanics. Given a pair of non-commuting 
(and consequently not simultaneously measurable) observables like, e.g., 
position and momentum one may consider the set of all standardized linear 
combinations of these observables. Each such linear combination has a 
univariate d.f. (depending on the state of the system); thus we are given a 
family (F(,,, t E [0, 2n)J of univariate d.f.‘s. According to a theorem due to 
Nelson (see Theorem 2.1 in Gudder (61) there does not exist a bivariate d.f. 
the collection of linearized d.f.‘s of which coincides with the aforementioned 
family. 
683/l i/4-3 
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2. A SMOOTH VERSION 
First we shall specify the functional 0 in (1.12). Let J: (0, 1)-t R satisfy 
J(s) = 0 vs 6s [y, 1 - y] for some y E (0, f). (2.1) 
To obtain a suitable estimator for dispersion (see, e.g., David [5] and Bickel 
and Lehmann [ 11) it furthermore is assumed that 
J(f - s) = -J(f + s) < 0 vs E (0, f). (2.2) 
To guarantee robustness of 13 in a strong sense (see Lemma 2.1) we impose 
the condition that J has a derivative J(i) such that 
J(l) is continuous and 3c E (0, 00): I#‘)( < c on (0, 1). (2.3) 
We define as usual 
G-‘(s) = inf{x: G(x) > s}, SE (0, 1) for GE.&. (2.4) 
It is well known that the functional 
8(G) = j-’ G-‘(S) J(s) ds, GE<F, (2.5) 
0 
is robust on 5 (see, e.g., Huber [8] and Boos [3]). In Boos [3] it was 
demonstrated that this functional even has a Frechet derivative on 5 ; in the 
course of the proof the relation 
e(G) - e(G,) - 1‘ (G(x) - G,(x)) J(G,(x)) dx 
R 
= -i’ [-%Xx)) -J”(G,W - (G(x) - G,(x))J(G,(x))l dx (2.6) 
R 
was established, where 
J”(u) = ,f” J(s) ds, s E (0, 1). 
0 
Under the present conditions on J that are stronger than those in Boos [3 1, 
one can even show that the functional satisfies a uniform Lipschitz con- 
dition. 
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LEMMA 2.1. Under the assumptions (2.1) and (2.3) we have 
B(G) - OtG,) - 1’ (G,(x) - Gz(x))J(Gdx)) dx 
R 
< + cb,tG, 7 G)12~ (2.7) 
for any pair G, , G, E <;T;. The number c appearing on the right in (2.7) is 
the same as the number in (2.3) and is consequently independent of G, 
and G,. 
Proof. The lemma is immediate from (2.6) by observing that 
&%)) - ~W,W) = (G,(x) - G,(x)) JtG,tx)) 
+ f(G&) - G,(x))* J”‘(G’(x)), XE IR, 
where G’(x) is a point strictly between G,(x) and G,(x). I 
LEMMA 2.2. Let y be as in (2.1). For each G E Yz there exists a 
constant r(G) E (0,~) such that 
-r(G) < G(;,'(fy) < G(;,‘(l - fv> < r(G) vt E (0, x]. (2.8) 
In particular, under assumptions (2.1) and (2.3) the function @(G, .,) is 
bounded on [O, x]. 
Proof. Given G E .Fz there exists an open sphere B with center 0 and 
radius r(G) E (0, co) such that 
G(B) = G{B} > 1 - fy, (2.9) 
where I? is the closure of B. Since G,,,(-r(G)) < G{B’} and G,,,(r(G)) > 
G{B) relation (2.8) is immediate from (2.9). The last assertion of the lemma 
is obvious from (2.8) and (2.5). 1 
Let D be a domain in R’. The collection of the continuous functions on D 
for which all the (mixed partial) derivatives of order j are continuous on the 
interior of D is denoted by 
@j’(D); in particular we write ‘@O)(D) = S?(D). (2.10) 
Let (a, /?) 3 [0, rr] and consider a kernel 
K: (a, P> X (a, P> -+ [O, oo>, K E @3’((a, P) X (a, P)). (2.11) 
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For any bounded measurable function 4: [0, rr] + R we define the 
smoothened version $ by 
(2.12) 
For brevity let us write 
&K(t, s)/(atj) = K’j’(t s) 9 7 (t, s> E (a, P) x (a, PI. (2.13) 
Let us note that 
$k W3’([0, n]); pj’( . ) = 1; K(j)(-) s) 4(s) ds, (2.14) 
for j E {0, 1, 2,3}. In order that 6 remains (in some sense) close to $ one 
typically chooses K zero outside a narow strip along the main diagonal in 
[0, z] x [O, a-1. On a slightly smaller strip one might choose K constant. 
DEFINITION 2.1. Let 0 be of the type (2.5) with J satisfying (2.1) and 
(2.3). Because of Lemma 2.2, for any G E .% we may define a function t +-+ 
$(G(,,) according to 
@,,,) = 1‘ K(t, s) e(G,,,) ds, t E 10, xl, (2.15) 
0 
where K satisfies (2.11); see also (2.12). By the direction of the smoothly 
modified principal axis we shall understand the functional t’: F1 + [0, 7~ 1, 
obtained from r in (1.14) by replacing @(Go,) by &G,,,) as in (2.15). 
THEOREM 2.1. Suppose that &F,, ,) has a unique maximum on [0, n), 
where F is the underlying bivariate df. Then the functional f in 
DeJnition 2.1 is robust at F (w.r.t. the metrics p2 in (1.8) and p in (1.15)) 
and 
‘(ljm, f(&) = qF)) = 1. (2.16) 
+ 
Proof: It follows from the way in which Theorem 1.1 was proved that we 
need only verify that conditions (1.16) and (1.19) are satisfied with 6’ 
replaced by 8. Since by (2.14) the function t?(F,.,) is continuous on [0, rr] the 
uniqueness of the maximum in [0, rc) trivially entails (1.16). As far as (1.19) 
is concerned it is immediate from the properties of K that (1.19) in its 
original form (i.e., with 8 instead of 8) entails its validity for 8. Therefore we 
shall restrict ourselves to the proof of (1.19) for 0. 
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Let us choose an arbitrary sequence ( Gk} c .% such that p2(G,, F) -+ 0, as 
k+ co. We see from (2.7) that 
sup I@(Gk,,lJ - @F&l 
reIo.nl 
We used relation (1.10) to obtain this upper bound. It follows from (2.8) 
(applied with G.= F) that 
sup 1‘ IJ(F,,,(x))l dx ,< 2@) $zt:, P(s)1 < 00. 
IE[O.Tl .p 
(2.18) 
The assertion (1.19) follows at once from (2.17) and (2.18). 1 
3. ASYMPTOTIC NORMALITY 
Motivated by (2.6) let us introduce the decomposition 
N”‘(s(E,,,,,) - B(F,,,)) = N- 1’2  A,(t) + R,(t), t E [Q n], (3.1) 
n=l 
where 
An(t) = I’ [F,,,(x) - Lax,(X.r>l J(F,,,(x)) dx, 
-R 
t E [O, 7111 (3.2) 
and R, is the remainder. 
It is clear that the A, are i.i.d. random elements in some function space, so 
that one might expect the process N-r’* C:=, A,(t), t E [0, 7~1, to converge 
weakly (note that the expectation function is identically equal to zero). It is 
remarkable, however, to find that some of the well-known moment conditions 
for tightness seem hard to verify, even in the case where F has a (smooth) 
density with respect to Lebesgue measure in R2. 
For this as well as for other reasons we return to the smooth versions. It is 
convenient to write 
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In the notation of (2.12) the smooth versions can be written as F,,, and ,L?. 
According to (2.14) these (random) functions are elements of VC3’( [0, z]), so 
that the processes N”‘(~~‘(t) -g”(t)), t E [0, n], are random elements in 
i”([ 0, z]) for j = 0, 1,2 (and even j = 3 but we do not need this). Following 
(3.1) these processes may be decomposed as 
N”‘(q!yt) -/P(t)) 
= N-‘I* ;; a:)(t) + &‘(t), t E [O, 711, (3.4) 
“51 
for i = 0, 1, 2, where the 2:’ and i?;’ are random elements in i”( [0, n]) as 
well. 
Any of the random elements a,, (j’ has a well defined covariance function 
xj on [0, rr] x 10, z]. T o b e more explicit let us introduce the joint d.f. 
I:t(,,,)XX~ Y) = pwn,, G x9 X”J 1 Y < 17 (x, Y) E R2, (3.5) 
and (s, t) E [0, rc] x [0, rr]. We have 
E,p(t) = 0 Vt E [0, n], j E (0, 1, 21, (3.6) 
x = E&A(s) q’(t) j 
.R .z 
= 
J J 
P(s, u) P(t, v) . 
[J J 
(F0&& Y) 
0 0 II? R 
-F,,,(x) F,,,(Y))J(F,,,(x)) W,,,(Y)) dx 4 1 du dv 
V(s, t)E [O,n] X [O,n], j E (0, 1, 2). (3.7) 
For j = 0, 1, 2 we introduce Gaussian processes .Yj such that 
E.q(t) = 0, E.Tqs) .5(t) = 2 (s, t), (3.8) 
j 
for s, t E [0,7r]. 
A condition on the underlying d.f. F, sufficient for our purpose, is that 
F has a bounded density w.r.t. Lebesgue measure on R*. (3.9) 
With some additional effort (3.9) can be weakened to the assumption that F 
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is continuous on IR*. We conjecture that we can do even without any 
condition on F. This is the case if one can show that 
36 E (0, f): A-‘p2(&,, F) 7 0 (N-, co>, (3.10) 
for any d.f. FE. 4. It is obvious from Stute [ 12, Theorem 1.11 that (3.9) 
implies (3.10). 
LEMMA 3.1. Let conditions (2.1), (2.3), (2.11) and either (3.9) or (3.10) 
be satisfied. Then we have the convergence in distribution 
on the complete separable metric space q([O, n]) endowed with the 
supremum metric. 
Proof: It will be convenient to introduce the notation 
cj = max 
(s.l)EfO,nlXlO.nl 
IK”‘(s, tll, jE {O, 1, 2, 3}, 
where K”’ = K. 
First we shall prove that 
(3.12) 
It follows from (2.7) (2.12) and (3.1) that 
= $r~~cN”~[p~(&, F)]*, 
so that (3.12) follows at once from (3.10). 
Relation (3.12) entails that we need only show the convergence in 
distribution 
(3.13) 
Since the a!/) are i.i.d. random elements in GY([O, n]) the convergence of the 
finite dimensional distributions is trivially fulfilled. To prove tightness we use 
Billingsley [2, Theorem 12.31. The random elements being centered and 
independent, we find 
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= N-’ f E(,#/(~) -$‘(Q)* 
n=l 
because of (2.8). This settles the tightness. I 
THEOREM 3.1. Suppose that ,E has a unique maximum in 10, n); 
according to Definition 2.1 this maximum is a fortiori assumed at the point 
t’(F). Let conditions (2.1), (2.3), (2.11) and either (3.9) or (3.10) be satisfied. 
Then we have 
N”‘(f(&) - s’(F)) a’. f ‘(0, a’) (N- 001, (3.15) 
where a* = [$2’(f(F))]P2 x:, (f(F), i(F)); see (3.7). 
Proof. Since F, is continuous on [0, x] it assumes an absolute maximum 
in [0, n]; Definition 2.1 entails that @,,,) is a point where this maximum is 
assumed, so that 
N”‘~;‘(i’(&)) = 0 = N”‘F;)(f((F)) 
+ N”*(z’(l,J - f(F)) F;)(tJ, (3.16) 
where t, is a random point strictly between f(F) and f(F,v). Moreover, 
Lemma 3.1 for j = 2 entails 
sup j q?(t) -‘C’*‘(t)] 7 0 (N + 00). 
telO.?Zl 
(3.17) 
Because p has a maximum at f(F) it follows that $*‘(F(F)) < 0; by 
continuity of ,P) there exists an F > 0 such that $*) < 0 on the interval 
Z(p; E), defined as in (1.16) with p = f(F). Let 
ON = {w E 0: tE-$-c) 1 q?(t)\ > 01; (3.18) 
it is clear from (3.17) that 
w/J + 1 (N + 03). (3.19) 
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Combination of (3.16) and (3.18) yields 
AP’(r’(&) - f(F)) = - 
N”‘(~~‘(Z’F)) - /.P(f(F))) 
c?(t.v) 
9 on Q,. (3.20) 
The (strong) consistency in Theorem 2.1 and (3.17) imply 
(3.21) 
and the theorem follows by straightforward combination of (3.19)-(3.21) 
and Lemma 3.1 for i = 1. 1 
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