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ABSTRACT In this article,wepresent the results of themolecular dynamics simulationsof amphiphilic helix peptidesof 13amino-
acid residues, placed at the lipid-water interface of dipalmitoylphosphatidylcholine bilayers. The peptides are identical with, or are
derivatives of, the N-terminal segment of the S4 helix of voltage-dependent K channel KvAP, containing four voltage-sensing
arginine residues (R1–R4). Upon changing the direction of the externally applied electric ﬁeld, the tilt angle of the wild-type peptide
changes relative to the lipid-water interface, with the N-terminus heading upwith an outward electric ﬁeld. Thesemovements were
not observed using an octane membrane in place of the dipalmitoylphosphatidylcholine membrane, and were markedly
suppressed by 1), substituting Phe located one residue before the ﬁrst arginine (R1) with a hydrophilic residue (Ser, Thr); or 2),
changing the periodicity rule of Rs fromat-every-third to at-every-fourth position; or 3), replacingR1with a lysine residue (K). These
andother ﬁndings suggest that the voltage-dependentmovement requires deeppositioningofRswhen the resting (inward) electric
ﬁeld is present. Later, we performed simulations of the voltage sensor domain (S1–S4) of Kv1.2 channel. In simulations with a
strong electric ﬁeld (0.1 V/nm or above) and positional restraints on the S1 and S2 helices, S4movement was observed consisting
of displacement along the S4 helix axis and a screwlike axial rotation. Gating-charge-carrying Rs were observed to make serial
interactions with E183 in S1 and E226 in S2, in the outer water crevice. A 30-ns-backward simulation started from the open-state
model gave rise to a structure similar to the recent resting-state model, with S4 moving vertically ;6.7 A˚. The energy landscape
around the movement of S4 appears very ragged due to salt bridges formed between gating-charge-carrying residues and
negatively charged residues of S1, S2, and S3 helices. Overall, features of S3 and S4 movements are consistent with the recent
helical-screw model. Both forward and backward simulations show the presence of at least two stable intermediate structures in
whichR2andR3 form salt bridgeswith E183 or E226, respectively. These structures are the candidates for the states postulated in
previous gating kinetic models, such as the Zagotta-Hoshi-Aldrich model, to account for more than one transition step per subunit
for activation.
INTRODUCTION
Voltage-gated ion channels open and close in response to
changes in transmembrane potential via motion of the voltage
sensor domains (1). The voltage-dependent potassium chan-
nels, known as Kv channels, are tetramers with each subunit
containing six-transmembrane segments, termed S1–S6.
Voltage sensor domains consist of four segments—S1, S2,
S3, and S4—each containing a transmembrane helix (2–5). A
single pore domain is formed by the S5-S6 regions from the
four subunits. The movement and conformational change of
segments S1–S4 within the voltage sensing domain is some-
how coupled to the intracellular gate of the pore domain (S5-
S6) to open and close the channel (6). It is now clear that the
voltage-sensing S4 segment in voltage-dependent ion chan-
nels undergoes movement in response to varying membrane
potential (7,8). The S4 helix in each voltage sensor domain
has a series of positively charged amino acids at every third
position. Four arginine residues (Rs) have been shown to be
present on the same side of the S4 helix of the voltage-de-
pendent ion channels, KvAP and Kv1.2 (4,5). Because the
recent structure of the mammalian Kv1.2 voltage-gated K1
channel appears to be activated/open state (5), a number of
experimental studies have been carried out and severalmodels
for the closed state have been proposed to study the mecha-
nism of voltage-dependent gating that drives resting and ac-
tivated states. Although it is beyond the scope of this article to
review details of experimental and modeling studies, the
models include the original paddle model (9), the more recent
paddlemodel (10), the helical screwmodel (8,11–13), and the
transporter model (14).
In these models, it is generally accepted that the S1 and S2
segments do not move extensively upon gating (8,14,15). On
the other hand, there is still disagreement concerning how
and to what extent the S3 and S4 segments move (7–10,15–
20). While many models have been derived taking into ac-
count the open state Kv1.2 crystal structure (5), the structural
constraints informative for constructing the resting state
models remain relatively scarce. (However, see (21).) How a
voltage sensor domain interacts with the surrounding lipid
bilayer is also a matter of debate and under extensive research
(22–25).
Recent advances in force ﬁeld and computation have al-
lowed increasingly complex systems to be studied, including
peptides binding to lipid membranes and, in particular, ion
channels within membranes (e.g., 26–29). Atomistic mo-
lecular dynamic simulations have been used to explore the
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interactions of a transmembrane S4 helix with a lipid bilayer
(30), of a Kv1.2 channel with a lipid bilayer (31,32) and of
the KvAP voltage sensor with a detergent micelle (33) and
with a lipid bilayer (30).
Before focusing on voltage-sensor dynamics, we were in-
terested in the general physicochemistry of arginine-con-
taining peptides. Several studies have shown differences
between arginine (R) and lysine (K) residues in the effect on
peptide-lipid membrane interactions. One such area is cell-
penetrating peptides, also known as protein transduction do-
mains (34). Cell-penetrating peptides not only can enter cells
but also can deliver molecular cargos. Of note, R9 (a peptide
consisting solely of nine Rs), but not K9, exhibits transduction
into cytoplasm (35).Moreover, it has been shown that Tat47-57
(YGRKKRRQRRR), a well-known CPP found in Tat protein
of HIV virus, and YG(R)9 are transduced to the cytosolic
compartment, while YG(K)9 is endocyted and remains in the
endosomes (36).
For voltage sensors of voltage-dependent channels, the
important gating charges are carried nearly always by R, not
K. The delocalization of the positive charges over the side
chain of Rs may be important for movement of the voltage
sensor (9). Our recent molecular dynamic simulations of
positively charged amphipathic peptidesHaTx1 andGsMTx4
also showed the smoothmovement of R as opposed to K (37).
In our preliminary analyses of the behaviors of R-con-
taining peptides within membrane, we incidentally observed
that the N-terminal segment of the S4 helix of KvAP exhibits
a tilting movement upon changing the direction of an external
electric ﬁeld. With an interest in general peptide-membrane
interactions, we ﬁrst focus on the dynamics of the N-terminal
segments of S4 under varied directions of the electric ﬁeld. In
Results and Discussion, the simulations of S1–S4 within the
dipalmitoylphosphatidylcholine (DPPC) lipid bilayer are
considered.
SIMULATION DETAILS
The GROMACS 3.3.1 program was used for molecular dy-
namic simulations. For DPPC, the parameters modiﬁed by
Tieleman and Berendsen were used (38). For the N-terminal
segment of S4, its derivatives, the S4 helix, the voltage sensor
(which we refer to as S1–S4), and the GROMOS96 param-
eter set was used. For water, the simple-point charge (SPC)
model was used (39).
The peptide LFR, which is identical to the N-terminal part
(115–127) of the S4 helix of KvAP, and its derivatives are
listed in Table 1. We chose KvAP because the results of the
dynamics simulations of KvAP were available at the time
(40,41). The KvAP voltage-sensor crystal structure (PDB ID
code 1ORS) (4) was used as the initial coordinates for LFR.
The initial coordinates for other peptides were obtained by
replacing each residue with the aid of SwissPDBViewer
(us.expasy.org/spdbv) and performing energy minimization
with harmonically restraining Ca positions. The N- and
C-terminus of the peptides were capped with an acetyl group
and an NH2 group, respectively. The initial coordinates of the
bilayer membrane consisting of 128 DPPC molecules were
taken from the preequilibrated membrane as we described
(42). The peptides were placed horizontally at the depth of
carbonyl oxygen atoms (with the center of mass of the peptide
being 1 nm above that of the lipid membrane). To avoid
molecular overlap, the growth method was used; the peptide
whose size had been reduced to 1:10 was allowed to grow by
energy minimization (43). The peptide/DPPC system was
hydratedwith 3840watermolecules containing seven sodium
and 11 chloride ions. Before the productive runs, a 1-ns
equilibration runwas carried out with restraints on the peptide
atoms. The dihedral angles (f and c) were harmonically re-
strained with the coefﬁcient of 125.6 kJ/mol/(rad)2 for all
production runs of the peptide-membrane system.
TABLE 1 Peptides used for the 13aa peptide/membrane simulations
t ()y Position from bilayer center (nm)z
Peptide (sequence)* Resting Activated Resting Activated
LFR (Ace-LFRLVRLLRFLRI-NH2) 106.3 6 6.8 72.3 6 7.0 1.10 6 0.07 1.01 6 0.11
LF1K (Ace-LFKLVRLLRFLRI-NH2) 88.2 6 5.2 78.4 6 6.1 1.08 6 0.06 1.21 6 0.03
LFK(Ace-LFKLVKLLKFLKI-NH2) 93.0 6 4.8 81.8 6 5.2 1.18 6 0.07 1.15 6 0.05
LWR(Ace-LWRLVRLLRFLRI-NH2) 111.4 6 6.4 77.8 6 6.0 1.17 6 0.05 1.26 6 0.06
LLR(Ace-LLRLVRLLRFLRI-NH2) 100.7 6 4.4 72.9 6 7.5 1.01 6 0.05 1.07 6 0.05
LVR (Ace-LVRLVRLLRFLRI-NH2) 101.9 6 5.6 57.0 6 5.4 1.08 6 0.06 1.05 6 0.04
LIR(Ace-LIRLVRLLRFLRI-NH2) 85.5 6 6.6 77.4 6 4.4 1.19 6 0.06 1.23 6 0.04
LAR (Ace-LARLVRLLRFLRI-NH2) 89.2 6 8.6 86.9 6 6.7 1.13 6 0.07 1.10 6 0.09
LSR(Ace-LSRLVRLLRFLRI-NH2) 98.3 6 5.4 81.8 6 5.6 1.13 6 0.07 1.11 6 0.05
LTR(Ace-LTRLVRLLRFLRI-NH2) 91.4 6 7.2 83.2 6 5.1 1.10 6 0.05 1.12 6 0.06
LYR(Ace-LYRLVRLLRFLRI-NH2) 89.9 6 6.2 86.2 6 6.8 1.18 6 0.05 1.16 6 0.11
LFR4(Ace-RLFLRVLLRFLIR-NH2) 69.1 6 6.6 68.4 6 4.9 1.12 6 0.04 1.21 6 0.07
*Residues introduced to modify LFR are underlined.
yAverage and SD obtained from the 50 frames covering the ﬁnal 2-ns period of the 10-ns simulation.
zPosition of the center of mass from the bilayer center.
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For the S4/DPPC system, the initial coordinates of S4 were
taken from the crystal structure of Kv1.2 (residues 281–316
of chain B, PDB ﬁle 2A79). For the S1–S4/DPPC system, the
initial coordinates for S1–S4 were taken from those for res-
idues 162–323 of chain B of 2A79. For the atoms whose
coordinates have not been determined, the models by the
ROSETTA-membrane method and provided by Dr. Yarov-
Yarovoy were used (8,44). For the S4 and S1–S4 peptides,
both ends were capped and side-chain ionization states were
determined based on pKa calculations performed using the
pro-pKa server (http://159.149.163.21:8080/propka_about.
htm). For the open model (8), it was predicted that all of the
ionizable side chains would be present in their default (at
pH 7) ionization states. For the closed model, although only
E236 exhibited an unusually high pKa (;9.2) for Glu, co-
ordinates sampled from our equilibrium simulation all ex-
hibited a value of ;3–5, and therefore we chose the default
ionization pattern for all residues. All histidine residues were
set at neutral.
To embed the S4 segment in the DPPCmembrane, we used
our own program to remove the DPPC molecules that over-
lapped the protein. For the S4/DPPC system, four DPPC
molecules were thus removed and, for the S1–S4/DPPC
system, 25 DPPC molecules were removed. The vertical po-
sition of S1–S4 was set considering the previous simulation
(31), but in our condition the choice of the initial depth of S1–
S4 in the membrane was not critical. Our ﬁnal system for the
S4/DPPC simulation was composed of the S4 peptide, 124
DPPC, 4 sodium ions, 11 chloride ions, and 3840 SPC water
molecules and for the S1–S4/DPPC simulation the system
consisted of the S1–S4 peptide, 104 DPPC, 10 sodium ions,
10 chloride ions, and 5430 SPC water molecules. The typical
size of the simulation box for the S1–S4/DPPC system was
64 3 64 3 80 (A˚3).
For all the simulations in this study, the bond lengths were
constrained using the LINCS (45). The cutoff for the Lennard-
Jones interactions was set at 9 A˚. To account for the long-
range electrostatic interactions under the periodic boundary
condition, the particle-mesh Ewald (PME) algorithm (46)
was used with the real-space cutoff at 9 A˚ and the maximal
grid size of 0.12 A˚. The integration time-step was set at 2 fs.
For peptide/DPPC and S4/DPPC systems, the temperature
was set at 323 K, whereas for the S1–S4/DPPC simulations,
the temperature was set at 350 K (with the exception of sim-1
for which 323 K was used) with Berendsen coupling (47).
The pressure was controlled by the Berendsen barostat at
1 atm with the independent (semiisotropic) coupling in the xy
and z directions. Typically, the ﬁrst 10 nanoseconds of a
simulation was carried out without an external electric ﬁeld at
which point the simulation was continued in the presence of
an electric ﬁeld. Unless otherwise noted, after the energy-
minimization without restraints, an equilibration run was
carried out for 1 ns constraining the peptide Ca, followed by a
free productive run. Analysis of the properties of the system
and movement of the peptide was done using a combination
of GROMACS utilities and our own analysis programs. We
deﬁne the t-angle as the angle between the helix long axis
and the z axis, which is set to be the membrane normal. Here,
the long axis of a helix consisting of N residues was deﬁned
based on the mean position of the Ca of the i
th residue relative
to that of the (i1 7)th residue, for which iwas varied from 1 to
N7.
To ﬁnd a clear trend in a short computation time, we ini-
tially applied an electric ﬁeld of 0.2 V/nm for the peptide/
DPPC simulation. For the S4/DPPC and S1–S4/DPPC sim-
ulations, we applied external electric ﬁelds of 0.2, 0.1, and
0.05 V/nm. We refer to the external electric ﬁeld in the di-
rection of the z axis (mimicking membrane depolarization) as
the outward electric ﬁeld and the direction opposite to the
z axis as the inward electric ﬁeld. For S1–S4/DPPC simula-
tions, we also use the terms forward and backward. Forward
means that the simulation is started from the resting state
model (8) in the presence of the outward electric ﬁeld so that
S4 moves outward, undergoing a transition to the open state.
Backward means that the simulation is started from the open
state model in the presence of the inward electric ﬁeld.
Each charged atom feels a local ﬁeld that is the sum of the
applied external ﬁeld and the ﬁeld due to the charges of
neighboring atoms (48,49). Computation of the electrostatic
potentialf(r) was carried out using the PMEmethod through
a modiﬁed version of the VMD plug-in PMEPot (50,51). The







where ri(r) is the point charge of atom i at position r being
approximated by a spherical Gaussian of inverse width b.
The sum was taken over all atoms in the system. The value b
was set at 0.25 A˚ and a density of grid points of 1/(0.8 3
0.83 0.8 A˚3) was used. The linear external electric ﬁeld was
added to potential maps as described (49). The term gating-
current denotes the movement of charged particles driven by
the electric ﬁeld and necessary for voltage-dependent gating
of voltage-dependent channels (1). For Kv channels, the S4
helix carries many of the charged particles, or gating charges.
While each of the R and K residues (of S4) carrying gating
charges is likely to be ionized 11e, these residues move
through just a fraction of the total electric ﬁeld in the
membrane. Therefore, as in the literature (e.g., (1,32)), we
use the term gating charge to denote the fraction of the total
electric ﬁeld through which each charged residue moves. For
example, if a particle with11emoves down through a half of
the total transmembrane electric ﬁeld, we state that the
particle carries the gating charge of 0.5e. To infer the gating
charge carried by each charged residue, R1 for example, we
need to know the potential drop that R1 undergoes during
voltage-sensing. To this end, we calculated the potential
f(r)R1, which is the potential map calculated and averaged
over 100 frames covering an additional 5-ns simulation in
which the charges belonging to the R1 residue are turned off.
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For example, we calculated the gating charge (i.e., the
fraction of the total electric ﬁeld in the membrane) carried











where the summation was taken for all the atoms belonging
to the residue R1, zi is the charge z of atom i belonging to R1,
f(ri)R1,open denotes the electric potential (at the position of i)
created by all the atoms not belonging to R1, and E is the full
membrane potential, for which we simply used the product of
the height of the simulation box and the strength of the ap-
plied electric ﬁeld. To turn off the R1 charges, a deprotonated
arginine residue was used. (Although our experience is
currently limited to deprotonation, turning off all the partial
charges of the arginine residue may also be considered in the
future.) Note that, in addition to Ca movements, side-chain
movements of charged residues can contribute to the gating
current. Therefore, the potential map f(ri)R1,open was cal-
culated from a 5-ns simulation, in which 1), all atoms of S4
and charged atoms of DPPC molecules were restrained at
the open conﬁguration (the conformation obtained under a
depolarizing electric ﬁeld); and 2), an inward electric ﬁeld
was applied. Namely, an open state/inward voltage simula-
tion. Finally the applied electric ﬁeld was added to the
potential map as described in Sotomayor et al. (49). Simi-
larly, we calculated f(ri)R1,semiclosed from a 5-ns simulation
starting with a semiclosed structure (described below) and an
inward electric ﬁeld, and continued with the restraints on Ca-
values of S4 and the inwardly applied electric ﬁeld: namely, a
semiclosed state/inward voltage simulation. While we used
explicit treatment of atoms, our approach is similar to the
literature (8,32) in which the continuum electrostatic approx-
imation was used for the f(ri). In our case, the effect of side-
chain movements due to an applied electric ﬁeld can be taken
into account to some extent.
Before beginning this study, we carried out several simu-
lations of a dual-bilayer system containing different numbers
of ions producing a physiological transmembrane potential
(52). We found that the potential map became stable at;5 ns
of equilibrium simulations (M. Nishizawa and K. Nishizawa,
unpublished result). Because of the high dielectric coefﬁcient
of the water layer, the voltage drop was found to occur only in
the hydrophobic interior of the membrane (51,52). The
convergence and reproducibility of the transmembrane po-
tential map was not appreciably affected by changing the
number of sodium and chloride ions within the range of 10–
20 per simulation box. We also performed a simulation of a
single bilayer system similar to that of Sotomayor (49) and
the PMEpot calculation on a 2-ns trajectory showed good
convergence after the initial ;5 ns.
Calculations were carried out on 15 desktop PCs with
AMD 2.2-GHz processors with or without parallelization.
All molecular images were made with VMD (50).
RESULTS AND DISCUSSION
First, we analyzed the effect of an applied electrical ﬁeld on
the behavior of the arginine-containing peptides at the
membrane-water interface. Table 1 shows the list of peptides
analyzed. LFR is the N-terminus segment of the voltage
sensor S4 of KvAP (residues 115–127) forming a helix (4).
Our previous simulations starting from different LFR orien-
tations (both in t and the rotational angle around the helix
axis) and positions (depth) exhibited immediate, robust
transformation reaching the equilibrium position/orientation
within ;1 ns. As was anticipated from its amphiphilicity,
LFR moved to a relatively deep part of the lipid headgroup
(carbonyl oxygen layer), with the center of mass approaching
;1 nm above the bilayer center.
Fig. 1 shows the average z position of the Ca-values of the
peptides over the ﬁnal 2-ns period of the representative 10-ns
simulation. Error bars representing the SD for the 20 frames
from the 2-ns period are small. By repeating the 10-ns sim-
ulation at least three times, we found that the results were
reproducible. LFR exhibited a change in orientation in re-
sponse to the change in the electric ﬁeld direction. With the
inward electric ﬁeld (mimicking the resting potential), LFR
headed down, with its N-terminus located close to the bilayer
center and the C-terminus 1.5 nm above the bilayer center.
(Table 1 summarizes the t-angle.) In contrast, with the out-
ward electric ﬁeld, LFR headed up, with its N-terminus lo-
cated .1 nm above the bilayer center and the C-terminus
located at a deep position in the membrane. Qualitatively,
such voltage-dependent motions can be considered to be
caused by interactions between the electric ﬁeld and the di-
pole moment of the a-helix; due to the hydrogen bonds
formed along the helix axis, the N-terminus has a net positive
charge and C-terminus has a net positive charge.
Intriguingly, the magnitude of the motion caused by the
electric ﬁeld change was partly lost when R1 (R117 of KvAP,
the ﬁrst gating-charge-carrying arginine corresponding to
R294 of Kv1.2) was replaced with K (LF1K, shown on the
third line of Fig. 1). Note that R1 is the third residue of the
LFR. For LF1K, the N-terminus was located .1 nm above
the bilayer center even with the inward electric ﬁeld and the
magnitude of reorientation caused by the electric ﬁeld change
was small. When all four Rs were substituted with Ks, the
reorientation due to the electric ﬁeld change was largely lost
(LFK of Fig. 1).
An octane slab/water system has been used in several
simulation studies of lipid/peptide interactions (e.g., (26,40)).
We examined the LFR and LFK in a box containing 301
octane molecules, 2460 water molecules, and three sodium
and seven chloride ions. Neither LFR nor LFK exhibited an
appreciable level of voltage-dependent movement (Fig. 1,
bottom). In both cases, the four positively charged residues
extended their side chain into the water layer. Because the
electric ﬁeld is small, we reason that, once the charged resi-
dues are trapped in the water, the electric ﬁeld at the side
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chains becomes so weak in the high dielectric coefﬁcient of
water that the movements are lost.
Why does R, but not K, enable the peptide to respond to the
electric ﬁeld change? Visual inspection indicates that, in the
absence of the external electric ﬁeld, R1 (R117 in KvAP,
corresponding to R294 in Kv1.2) and R4 (R126 in KvAP and
R303 in Kv1.2) of LFR were located at approximately the
depth of OSs, which is relatively deep among the lipid
headgroup atoms. (Note that oxygen atoms in the carboxyl
ester of DPPC can be classiﬁed into two groups: 1), the
carbonyl oxygen atoms—O16 and O35 or OC—that are linked
solely to the carbon atom of carboxyl groups; and 2), the ester
oxygen atoms—O14 and O33 or OS—that are linked directly
to glycerol backbone of the phosphatidyl group.) On the
other hand, as exempliﬁed by LF1K, K tends to form hy-
drogen bonds with phosphate and water oxygen atoms. It was
also shown that LFK is located at a more outward (shallow)
position than LFR (Table 1). Thus, R and K behave differ-
ently in the hydrogen-bond formation with the lipid head-
group. We will focus on the hydrogen-bond partners of R1 in
the next subsection.
We also noticed that Phe2, which is located just before R1,
behaved unusually; despite its hydrophobicity, Phe2 pro-
truded into the water layer. For most of the simulation time,
we did not observe interactions typical of the cation-p effect
between Phe2 and R1, but the side chain of Phe2 was usually
located close to that of R1. Fig. 2 shows a typical snapshot at
the inward and outward electric ﬁeld. To gain more insight,
we replaced Phe2 with other types of amino acids (Fig. 1).
LSR and LTR did not show the electric ﬁeld-dependent
movement. In contrast, LWR, LLR, and LVR exhibited re-
orientation similar to LFR. These results suggest the hydro-
phobicity of the second residue and perhaps the depth of the
N-terminus at the resting potential is crucial for the large
magnitude movement associated with the electric ﬁeld
change. It seems possible that the second (hydrophobic)
FIGURE 1 The z distance of each Ca
in the 13aa a-helix peptides from the
DPPC bilayer (top three lines) and oc-
tane (bottom) midplane. For LFR (top,
left) and LFK (third line), one represen-
tative trajectory out of ﬁve 10-ns simu-
lations was analyzed. For the other
peptides, one out of three runs was
analyzed. Shown is the position aver-
aged from 20 frames covering the ﬁnal
2-ns period of the simulation. Error bars
show the mean 6 SD for the 20 frames.
Shaded lines show the results with the
inward (resting) electric ﬁeld. Dark lines
show the results with the outward (de-
polarizing) electric ﬁeld. Symbols
shown in the left part of each graph
show the mean z position of the center of
mass of the carbonyl oxygen atoms
(COs) in the outer membrane leaﬂet in
simulations performed with an inward
electric ﬁeld (circle) and an outward
electric ﬁeld (solid triangle). The left-
most symbols indicate the center of
mass of the COs at least 0.7 nm away
from any atoms in the peptide, whereas
the symbols just to the right of them
indicate the com of COs located within
0.7 nm of any atoms in the peptide.
For the peptide/octane system (bottom),
the mean 6 SD was negligibly small
(,;0.1 nm), and so omitted.
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residue may limit hydration of R1, mitigating the charge-
masking effect of water.
It is interesting that hydrophilic residues (S and T) do not
bring the N-terminus to a position as high as in LFR (and
LWR, LLR and LVR) with the outward (activated) electric
ﬁeld. It could be that S or T and water molecules hydrating
S and T reduce the effective charge of R1. Because the
magnitude of movement of LAR was small, the bulkiness of
the second residue could also be an important factor for the
wide range of movement at the activated potential.
For LFR4, four residues were replaced with R, not at every
third, but at every fourth residue. With this interval, the four
Rs lie on the same side of the helix, aligned along the long
axis of the helix. Despite that the amino-acid composition of
LFR4 is the same as LFR, LFR4 did not exhibit an appre-
ciable degree of voltage dependent movement (Fig. 1, third
line). It is most likely that, because the four Rs are aligned on
one side of the helix, R1 of LFR4 may be located at a high
position and therefore, lose access to the deep oxygen atoms,
which would otherwise act as scaffolding for these movements.
Carbonyl and ester oxygen atoms of DPPC
Intriguingly, when R1 is located deeper in the lipid head-
groups, it forms hydrogen bonds with OSs as well as with
OCs. By contrast, when R1 is located in a shallower position
(as in the case with an outward electric ﬁeld), R1 forms more
hydrogen bonds with water and phosphate oxygen atoms
(Fig. S1 in Supplementary Material). The situation was dif-
ferent in the case of K. K in place of R1 forms hydrogen
bonds mainly with OCs both at the resting and activated
potentials and there was a relatively small change in hydro-
gen bond partners upon the electric ﬁeld change (LF1K,
LFK, and Fig. S1, third line). Given that R-to-K substitution
leads to shallow positioning of the peptide (e.g., LFK of Fig. 1
and Table 1), it is possible that the restrictive nature of K may
be caused by its preferred hydrogen-bond formation with
OCs and water molecules, disfavoring interactions with
phosphate group. By contrast, R appears to interact with var-
ious oxygen atoms with fairly similar frequency, and this
may partly facilitate the large magnitude of motion of
R-containing peptides upon the change in the electric ﬁeld.
However, it should be noted that the force ﬁeld used in this
study assigns relatively large negative atomic charges to OS
and OC atoms. More analyses are necessary to examine the
robustness of these results (i.e., the prevalent involvement of
OCs in hydrogen-bond formation and the difference between
R and K) with respect to the choice of force ﬁelds. Although
we used DPPC only, it may also be important to examine
different compositions of lipid.
For the group of peptides exhibiting a marked reorientation
(LFR, LLR, LWR, and LVR), the number of phosphate
oxygen atoms forming hydrogen bonds with R1 increased
with the outward electric ﬁeld (Fig. S1). For those peptides
exhibiting an insigniﬁcant level of reorientation (LAR, LYR,
LSR, and LTR), no substantial increase in hydrogen bonds
between R1 and phosphate oxygen atoms was observed upon
applying the outward electric ﬁeld. Of note, LSR and LTR,
even with an inward electric ﬁeld, form hydrogen bonds with
phosphate oxygen atoms. LFR4 hydrogen-bonds to phos-
phate oxygen atoms but hydrogen-bond partners were not
affected by the change in electric ﬁeld. These results suggest
that phosphate oxygen atoms play a role as the outermost
scaffolding for the peptide motion; phosphate oxygen atoms
may be reserved for the depolarized membrane potential if
large movements like the ones seen with LFR, LLR, LWR,
and LVR are to be enabled.
S4 helix simulation
Based on the apparent free energy of translocon-mediated
integration of transmembrane helices into the endoplasmic
reticulummembrane (53), it has been argued that the S4 helix
can be inserted into a membrane without other peptides or
peptide segments (54). Although S4 helix is likely to be ac-
companied by other helices in physiologically relevant situ-
ations, it is of physicochemical interest to interpret the results
of the S4 helix that have been reported in Hessa et al. (54).
The S4 helix of KvAP in the transmembrane conﬁguration
has also been analyzed by molecular dynamic simulations
FIGURE 2 Snapshot of LFR/DPPC. Shown are frames at
10 ns of the simulation with the inward (A) and the outward
(B) electric ﬁeld. For clarity, Phe2 and four Rs are shown in
licorice representation. Green ribbon shows the backbone
of the LFR peptide, whereas yellow spheres show the Ca-
values of R1–R4.
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(41). While the vertical orientation of S4 with respect to the
membrane persisted through the simulation (41), the total
simulation time was considerably short (;10 ns). We carried
out several 10-ns simulations using S4 of Kv1.2. S4 move-
ment appeared to depend on the initial position. When we
placed S4 at the height of the bilayer center, S4 exhibited a
4.3 A˚ inward movement (Fig. 3 A). When S4 was placed at
4.5 A˚ above the bilayer center, a;2 A˚ inward movement was
observed (Fig. 3 B). The charged residues interact strongly
with either the outer or the inner lipid headgroups, and it
seems that S4 cannot search the equilibrium position quickly.
Intriguingly, unlike the previous result (41), the S4 helix,
which was placed in the nearly vertical orientation, began
tilting and the t-angle increased for the initial 3 ns, and ﬁnally
reached ;50 (Fig. 3, A and B). The resultant S4 orientation
was somewhat similar to that observed in the S1–S4 simu-
lations described below, but the side chains of Rs interact
with the lipid headgroups, causing membrane thinning. For
Fig. 3, simulations were performed with a 0.05 V/nm inward
electric ﬁeld, but the tilting was reproduced without the ex-
ternal electric ﬁeld (data not shown). Note that all atoms of S4
were initially position-restrained, allowing us to evaluate
ﬂexibility of the membrane (left panels of Fig. 3). After the
restraints were turned off, the tilting began but the membrane
deformation largely remained (right panels of Fig. 3, A and
B). When we placed S4 in a manner mimicking the x-ray
structure by Long et al. (5), the S4 helix started to bend at
;1 ns and was disrupted (Fig. 3 C). (For the simulations
shown in Fig. 3, we did not introduce restraints on the di-
hedral angles of peptide backbone.)
The measurement by Dorairaj and Allen (55) has shown
that the free energy of polyleucine a-helix with an arginine
residue near the center of the membrane is high (;70 kJ/
mol). Therefore, the oblique orientation of the S4 helix,
which appears to facilitate the interactions between Rs and
the lipid headgroups, may represent a more stable orientation
than the vertical orientation that was reported in Freites et al.
(41). Previous attenuated total reﬂection-Fourier transform
infrared spectroscopy studies have shown that the S4 seg-
ment of Shaker (with the sequence LAILRVIRLVRV-
FRIFKLSRHSKGLQ, 26 residues) is oriented parallel to the
membrane surface, with t being 70–72 (56). Solution and
solid-state NMR spectroscopy analyses have also shown that
the S4 segment of the rat brain sodium channel (with the
sequence ALRTFRVLRALKTISVIPGLK, 21 residues) is
oriented approximately parallel to the membrane surfaces of
FIGURE 3 Snapshots of S4 simulations. (A) Simulation
with S4 initially placed at a low position. The center of
mass (or com) of R1–R4 Ca-values was placed 0.029 A
above the bilayer center. (B) Simulation with S4 initially
placed at a high position. The com was placed 4.5 A˚ above
the bilayer center. (C) Simulation with S4 initially placed at
a high position and tilted. The com was placed 4.2 A˚ above
the bilayer center and the t-angle was set at 43 to mimic
the x-ray structure reported by Long et al. (5). For each of
panels A–C, left snapshot is the frame at 2 ns of simulation
with the positional restraints on all atoms of S4 helix. Right
snapshot is the frame obtained 10 ns after the restraints
were removed. The peptide backbone is shown with a silver
tube. Red spheres, ester oxygen atoms; purple spheres,
phosphate oxygen atoms.
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dodecylphosphocholine micelles and a planar palmitoyl
phosphatidylcholine bilayer (57). It thus seems quite possible
that the isolated S4 helix favors interfacial position, assuming
an orientation parallel to the membrane surface. Our data
favor the view that, for an isolated S4 helix, the true mini-
mum in the free energy surface is likely to involve an inter-
facial conﬁguration (58,59), although computational
analyses of an isolated S4 are difﬁcult at present because of
the long simulation time necessary for equilibration.
The argument of the S4 helix insertion into the membrane
(54) was based on the number of glycosylation events on the
nascent S4 peptide; glycosylated only once is interpreted to
mean that the helix was membrane-inserted, whereas gly-
cosylated twice is interpreted to mean that the helix was not
(60). However, oligosaccharyl transferase (OT) complex,
which is responsible to the glycosylation, directly interacts
with the translocon protein complex (e.g., 61) and therefore,
position of the peptide relative to the translocon complex
should affect glycosylation rates and efﬁcacy (60). OT
complex has been estimated to be 120 A˚ in heights, and,
assuming the 40 A˚ embedded on the lipid bilayer, the height
of the part protruding into the endoplasmic reticulum (ER)
lumen is estimated to be;40 A˚ (62). It has also been shown
that the active site of OT complex is located;30–40 A˚ away
from the membrane in the ER lumen (63). One of the gly-
cosylation sites introduced into the plasmid system of Hessa
et al. (54) is close to the C-terminus end of the tested peptide
(with their interval being only ﬁve residues according to
(53)). Considering this, the S4 helix could temporarily settle
into a position within the translocon that permits only a single
glycosylation event, and end up adopting a helical conﬁgu-
ration parallel to the membrane surface (60).
S1–S4 simulations
Voltage-sensing domains have recently been described in
voltage-sensing proteins that lack associated pore domains
(64–66). In the voltage-activated proton channel (mVSOP or
alternatively called Hv1), the voltage-sensing domain itself is
thought to function as a proton channel (65,66). It is reasonable
to assume that the voltage-sensing domains are modular and
they can function as a unit independent from the pore-forming
domains (S5-S6). We performed simulations of the voltage
sensor domain (S1–S4) of Kv1.2. When we performed a
simulation without restraints on helices, the whole structure of
S1–S4 underwent a conformational drift, which was associ-
ated with concerted movements of membrane lipid. Although
the drift could be informative, we chose to restrain S1 and S2
by positional harmonic restraints on Ca-values so that we
could easily evaluate the S3 and S4 movements. The restraints
could also be beneﬁcial in preserving the overall conforma-
tion, given the harsh conditions adopted in the following
simulations (see below). Note that it is well established that the
movement of S1 and S2, relative to the whole S1–S4 structure,
upon gating is negligible (e.g., (8,14)).
We ﬁrst performed several simulations starting from the
open state model (8) without applying the electric ﬁeld.
Water molecules ﬁlled the small crevices above and below
R4 (R303), forming an hourglass-shaped aqueous region (the
initial frame of Movie 1 of our site at http://homepage3.
nifty.com/;gene). Similar structures have been reported in
the simulations of Kv1.2 (31,32) and of the isolated voltage
sensor of the KvAP channel (30,33). As typical snapshots
show, R1 and R2 are positioned to interact with a mixed
lipid-water environment and the water environment of the
external aqueous cleft, respectively (Movie 1 of our site).
That R1 and R2, in the open state, interact with water mol-
ecules as well as lipid headgroups is also shown by the
hydrogen-bond partner analysis and cumulative radial dis-
tribution function analysis (data not shown). For most of the
simulation time, R3 and R4 formed salt bridges with E183 (of
S1) and E226 (of S2), respectively (Fig. 4 A). R3 was also
competing with R4 for E226. These interactions have been
pointed out in the x-ray structure study (10).
Even without restraints on S3, S3 remained close to S2
near the intracellular side. K5 (K306 of S4) maintained in-
FIGURE 4 Conformation changes observed in simula-
tion-5 (sim-5). (A) Snapshot after 1 ns of the simulation
without the electric ﬁeld. (B) Snapshot after 20 ns of the
simulation in the presence of the inward electric ﬁeld at
0.15 V/nm (see Table 2).
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teraction with both D259 (of S3) and E236 (of S2), acting as
glue keeping the helices close together. This is consistent
with the experimental ﬁndings in the second-site suppressor
analysis of the Shaker B channel (67), which shows that
D259 and E236 are electrostatically interacting with K5.
Based on methanethiosulfonate reactivity of site-directed
cysteines in the Shaker K1 channel, it has been shown that
R3, R4, and K5 are inaccessible in the open state and become
accessible from the inside in the resting state (68). The latter
ﬁnding led the authors to suggest a large inward translocation
of S4 and/or a wide opening of the voltage sensor to the in-
side (widening the intracellular vestibule). Our open-state
simulation showed a somewhat wider opening of the intra-
cellular vestibule than the open state model by Pathak et al.
(8), but Phe233 acted as a barrier that prevents water pene-
tration from the intracellular side. The opening was even
wider when the inward electric ﬁeld was applied as shown
below. Although this is consistent with the methanethiosul-
fonate-accessibility data, it is not clear whether or not our
simulation is reliable in evaluating the width of the opening to
the intracellular side, given the strong electric ﬁeld and the
truncation on the S5-S6.
S4 movement with inward electric ﬁeld
We continued the simulation, applying the different strengths
of electric ﬁeld (Table 2). For sim-1 and -2, an inward electric
ﬁeld of 0.05 V/nm was applied. Despite the high temperature
(323 K for sim-1 and 350 K for sim-2), the displacement of
S4 helix was insigniﬁcant even at 30 ns (see also Fig. 6).
Table 2 shows the magnitude of vertical translocation of Ca
and the side-chain carbon-atom (CZ, the closest carbon atom
to the charged nitrogen atoms) of the gating-charge-carrying
residues of S4.When we applied a strong inward electric ﬁeld
(0.2 V/nm), the membrane broke apart and a water pore oc-
curred (sim-7 and -8).
Strikingly, for sim-5, in which an inward 0.15 V/nm
electric ﬁeld was applied, S4 moved ;6.7 A˚ inward and R1
formed salt bridges with E183 and E226 at 12 ns (Figs. 5 and 6
and Table 2). We tentatively call the structure at 30 ns of
sim-5 the semiclosed structure. As Movie 1 (of our site)
shows, S4 exhibited a screwlike (i.e., axial) rotation of;90,
which was counterclockwise when viewed from the extra-
cellular side.
In general, when the applied electric ﬁeld was weak (0.1 V/
nm or 0.05 V/nm), the S4 translocation was small (e.g., sim-1
to sim-4 of Table 2, Fig. 6). It is also noted that the side chain
of the gating-charge-carrying Rs exhibited larger movements
than the Ca-values.
Salt bridge formation appeared to be the major factor
slowing the S4 movement. The initial (open-state) confor-
mation places R4 in the vicinity of the E226 of S2 (Fig. 4 A).
Typically, during the initial;1 ns, R3 replaced R4 to form a
salt bridge with E226, although for sim-1, R3 was interacting
with E183 at the end of the simulation (30 ns). For many
simulations, even after a slight inward movement of S4 (over
2 A˚), the R3-E226 salt bridge remained stable (Fig. 5, A and B;
Fig. 6; and Movie 1). For sim-2 and sim-6, the R3-E226
remained until the end of the simulation. Although the time
point was different among the simulations, the R3-E226 salt
bridge ﬁnally broke apart and, in turn, R2 formed a salt bridge
with E226. Such transitions occurred abruptly. Close to the
same time, R3 moved to a position deeper than Phe233,
forming a salt bridge with D259 or sometimes with E236.
Only for sim-5, did R2 move further, resulting in R2-E236
and R1-E226 salt bridges (Movie 1 of our site).
The translocation of S4 is thought to occur on the order of
microseconds (69). To expedite the translocation, we adopted
TABLE 2
Vertical movement








V/nm, direction Temp. R1 R2 R3 R4 K5
1 Open 30 0.05, inward 323 K 1.7 (0.8) 0.7 (0.3) 0.8 (2.6) 0.5 (0.6) 0.0 (4.9)
2 Open 30 0.05, inward 350 K 2.5 (1.9) 0.9 (0.8) 0.7 (2.2) 0.8 (0.5) 0.4 (4.5)
3 Open 40 0.1, inward 350 K 4.0 (2.9) 4.2 (7.0) 6.2 (9.9) 5.9 (9.1) 5.5 (12.9)
4 Open 30 0.1, inward 350 K 3.0 (1.3) 4.0 (4.2) 6.0 (9.2) 5.8 (9.4) 5.4 (11.4)
5 Open 30 0.15, inward 350 K 4.7 (6.5) 7.2 (14.1) 8.7 (17.6) 7.5 (14.9) 5.8 (12.1)
6 Open 30 0.15, inward 350 K 5.3 (5.5) 4.5 (4.5) 5.9 (7.2) 6.1 (10.4) 5.8 (10.5)
7 Open Pore* at 20 0.2, inward 350 K 11.8 (15.7) 14.3 (21.2) 14.7 (24.2) 10.0 (17.5) 4.3 (11.2)
8 Open Pore* at 3.3 0.2, inward 350 K (Not determined)
9 Resting 30 0.05, outward 350 K 1.7 (1.5) 1.5 (6.4) 0.4 (5.4) 1.2 (3.0) 0.0 (2.3)
10 Resting 20 0.1, outward 350 K 4.7 (3.6) 3.7 (10.5) 1.5 (8.2) 0.2 (2.4) 3.2 (1.4)
11 Resting Pore* at 23.2 0.2, outward 350 K 6.1 (6.6) 8.0 (14.6) 7.6 (16.2) 5.0 (12.6) 0.3 (2.4)
12 Resting Pore* at 4 0.2, outward 350 K (Not determined)
13 Resting 10 0.1, inward 350 K 2.8 (3.1) 2.1 (4.6) 0.7 (2.0) 0.7 (3.1) 2.1 (3.2)
Ca movement is shown. In the parentheses the movement of Cz, distal carbon atom of side chain is shown. For sim-7 and -11, data just prior to the
pore formation are shown.
*Pore means that the membrane broke out and/or a water pore was formed at the indicated time.
yFor comparison, vertical movements of Ca-values as reported by Pathak et al. (8) are (in A˚): 8.0 for R1, 10.5 for R2, 10.4 for R3, 7.4 for R4, and 1.9 for K5.
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a high temperature and a strong electric ﬁeld. In our system,
0.1 V/nm creates the ;800 mV transmembrane potential.
Nonetheless, in most of the simulations, the z position of S4
as a function of time (Fig. 6) underwent stagnation at inter-
mediate conformations. Inspection of all the simulations
showed that both R2-E183/E226 and R3-E183/E226 salt
bridges appear to act as barriers slowing down the movement
of the S4 helix to a similar degree.
Does our semiclosed structure (sim-5) represent the resting
state? In our semiclosed structure, R2 is located fairly inward
(Fig. 4 B) and is consistent with the recent results of disulﬁde
bonding experiments of the resting state, showing the prox-
imity of R1 and I177 (of S1) as well as I230 (of S2) (21). The
Cd21metal bridge formation study suggested that R1 and I230
approach each other at 6–8 A˚ in the closed state (21). The
Cb-Cb distances in our semiclosed structure are 12.6 A˚ for
R1-I177 and 11.7 A˚ for R1-I230, respectively. Moreover, in the
studies of the ‘‘omega current’’ (70), Isacoff and colleagues
have shown that E283 in Shaker (i.e., E226 in Kv1.2) is posi-
tioned near R1 (R362 in Shaker, i.e., R294 in Kv1.2) in the
closed state. Consistent with this, for our semiclosed structure,
the centers of mass of E226 and that of R1 are 5.3 A˚ apart.
The resting state model (8) places S4 at a very deep po-
sition; the Ca of R1 is placed 10.15 A˚ deeper (inside) than
that of E226 of S2, whereas R2 is positioned close to E236
and D259. Compared with their model, our semiclosed
structure places the Ca-values of R1–R4 at a relatively high
(outside) position, whereas the side chains have moved ahead
and are directed inward (Table 2, Fig. 5). However, when we
continued the sim-5 to 30 ns, the S4 was still moving inward
(Fig. 5 A, black line). Moreover, in sim-7, a larger S4
translocation was observed than in sim-5, although the
membrane broken at 20 ns (Table 2, Fig. 6). Therefore, it
seems possible that our semiclosed structure is an interme-
FIGURE 5 Time course of the z position for the side chain of R2 and of R3, and the average Ca-value z positions of R1–R4. Green and red lines represent the
positions of Cz, the carbon atom closest to the charged nitrogen atoms, of R2 and R3, respectively. Black lines show the average Ca-values z positions of R1–
R4. (A) sim-5, (B) sim-3, (C) sim-10, and (D) sim-11.
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diary structure in which S4 has moved to the midpoint; when
simulations on a much longer timescale are performed, fur-
ther inward S4 movement could be observed. On the other
hand, when we performed backward (inward) simulations
starting from the resting state model reported in Pathak et al.
(8), R1 and R2 exhibited an ;2–3 A˚ outward translocation,
despite the application of an inward electric ﬁeld (sim-13 of
Table 2). This type of simulation could be informative for
evaluation of different resting state models. More computa-
tional analyses are necessary to understand the resting state
structure because subtle conditions of a simulation (such as
the use of S5 and S6 helices, lipid types and initial confor-
mations, etc.) inﬂuence the results.
S4 movement with outward electric ﬁeld
We also carried out forward simulations, starting from the
closed state model proposed by Pathak et al. (8). In the
equilibration run without an electric ﬁeld, R1 interacted with
E226, whereas R2 interacted with both D259 and E236 (Fig.
5, C and D). In sim-10 (with outward 0.1 V/nm), the outward
S4 movement occurred but the magnitude was small (Fig.
5 C, Movie 2 of our site, and Fig. 6). At ;5 ns, R2 moved
farther upward, and interacted with E226, whereas R1 in-
teracted with E183. At 10 ns, S4 is at an even higher position,
with R3 located higher than D259 and E236 and interacting
with both of them. R4 and K5 maintained their interaction
with the lipid headgroups of the inner membrane leaﬂet,
staying away from the S1 and S2 helices (Movie 2 of our
site). Under our conditions, it was rare that R4 (or K5) ap-
proached D259 or E236. In sim-11, R4 formed a salt bridge
with D259 (Fig. 5 D and Movie 3 of our site), although this
result should be interpreted carefully because the R4 inter-
action with D259 occurred immediately before the occur-
rence ofmembrane distortion and the pore formation (Movie 3).
Overall, these ﬁndings again support the view that salt
FIGURE 6 Time course of the z position for the side chain of R1–R4 and K5 and the average Ca-value z positions of R1–R4. Shown are the results for all the
simulations listed in Table 2. Yellow, green, red, and blue lines indicate the z positions of the Cz of R1, R2, R3, and R4, respectively, and the magenta line
indicates that of the Nz of K5. Black lines show the average of Ca-value z positions of R1–R4. The numbers drawn in the graphs show the residues with which
R1–R4 and K5 form salt bridges: 183 is E183; 226 is E226; 236 is E236; and 259 is D259. PC denotes the DPPC headgroup.
Simulations of the S1–S4 Kv Channels 1739
Biophysical Journal 95(4) 1729–1744
bridges slow down and punctuate the S4 outward transloca-
tion, as in the case of the inward translocation.
Environment of the gating charges
The x-ray structure of the Kv1.2 channel shows the R1 and
R2 side chains projecting into the hydrophobic lipid acyl
chains (5). Simulation studies show that R1 and R2 side
chains are hydrated and directed to the external water crev-
ices (8,31,32). Our data support these previous results. The
atoms forming hydrogen bonds with R1 and R2 are some-
what similar to R1 in the LFR peptide. In particular, R2 in
S1–S4 simulations in the semiclosed state formed hydrogen
bonds both with water molecules and OC atoms, as in the
case of R1 in LFR, LWR, LLR, and LVR (data not shown).
Cumulative radial distribution of molecule types (or groups)
as a function of distance from the residue center of each
gating-charge-carrying arginine residue also supports this
feature (not shown).
We also examined the environment change upon the
transition from the open state conformation to the interme-
diate conformation with the S4 helix displaced 2 A˚ inward.
The results are summarized as follows. For R1, the transition
caused the detachment of R1 from the lipid acyl chains, OC
and OS atoms. For R2, detachment from the lipid acyl chain,
OC and OS, upon transition was more prominent. (However,
the prevalence of interactions of R1 and R2 with OC and OS
atoms should be carefully interpreted because the particular
force ﬁeld as well as lipid composition chosen in this study
may have promoted such interactions.) After the transition,
R2 exhibited more involvement of phosphate oxygen atoms
in hydrogen-bond formation, similar to LLR and LVR. Be-
cause R3 and R4 form hydrogen bonds only with water and/
or amino-acid side chains of residues of S1–S3 helices, in-
volvement of OC, OS, and PO4 were negligible.
Why is R instead of K favored as the gating-charge-car-
rying residue at the positions R1–R4 of Kv1.2? Although this
is difﬁcult at present to answer, two features may be relevant.
First, the bidentated (forklike) structure of the guanidinium
group of arginine may help make the overall interaction of S4
with S1 and S2 stable. For the intermediate states found, R3
and R4 form 0.78 and 1.46 salt bridges on average with the
negatively charged residues, respectively (S4/0.1V/nm of
Fig. S2 in Supplementary Material and data not shown).
When we replaced R1–R4 with K and performed a similar
simulation, fewer salt bridges formed (0.47 for K3 and 0.51
for K4) and the time period without any salt bridge increased
(S4K/0.1V/nm in Fig. S2). Because, in general, Rs as op-
posed to Ks appear to make interactions smooth and constant,
it would be interesting to examine whether or not the variance
of magnitude of S4 movement among simulation runs is re-
duced by Rs. Second, we note that Ks introduced in place of
R2 and R3 exhibit stronger water-drawing-in effect than Rs.
Our inspection and radial distribution function analyses show
that K tends to interact strongly with a small number of water
molecules forming a cluster in the vicinity of the K residue
(;3–4.5 A˚ from the amino group of the K side chain) (Fig.
S3 in Supplementary Material). By contrast, R usually in-
teracts with several water molecules loosely associated with
each other and the guanidinium group, forming a loose
cluster at a distance of ;4–7 A˚ from the guanidinium group
(Fig. S3). When Ks were introduced as the gating-charge-
carrying residue, the density of water at the depth of I230 and
F233 was greater than when Rs are used (data not shown). It
seems possible that the tight interaction of Ks and water may
cause frequent occurrence of proton wire or water channel
phenomenon, which would be detrimental to the cellular pH
control. We surmise that because of these two features (i.e.,
the unstable formation of salt bridges and the tight interaction
with water), K is not as suitable to the gating-charge carrying
as R.
Focused electric ﬁeld and arginine contribution
for gating current
For the Shaker and Kv2.1 K1 channels, channel opening is
coupled to displacement of 3 or 4e per voltage sensor across
the membrane-voltage difference (7,71,72). A number of
experimental approaches have suggested the formation of a
focused transmembrane electric ﬁeld (16,19,73–75). This
concept is supported by theoretical investigation (31,32).
Such a focused electric ﬁeld should allow a limited translo-
cation of the S4 segment to sufﬁce for voltage-gating. We
carried out electrostatic potential calculations for estimating
the voltage drop that each R1–R4 and K5 undergo during
sim-5. As described in Simulation Details, two conforma-
tions were used; in the ﬁrst simulation S4 was restrained in
the open state, in the second S4 was restrained in the semi-
closed state (Fig. S4 in Supplementary Material). (The volt-
age drop for each residue was calculated from each distinct
simulation in which the charge of the corresponding residue
was turned off.) The results supported the view that the
transmembrane electric ﬁeld is focused at a narrow space near
the extracellular side of the membrane. As has been pointed
out (31,48), the electric potential was high in the region
consisting of lipid headgroup of the outer leaﬂet of the
membrane (Fig. S4). Based on the sim-5 30-ns simulation,
the gating charge carried by each charged residue was as
follows: R1, 0.01e; R2, 0.23e; R3, 0.28e, R4, 0.57e, and K5,
0.34e, the sum of which amounts to 1.43e. Based on the sim-7
(for the period during which the membrane was intact), R1,
0.40e; R2, 0.17e; R3, 0.28e; R4, 0.42e; K5, 0.43e and the
sum was 1.70e. These values are comparable to those re-
ported by Pathak et al. (8): R1, 0.23e; R2, 0.61e; R3, 0.65e;
and R4, 0.33e, which amount to 1.82e. Given that, for R1–R4,
our semiclosedmodel (sim-5) appears to account for;77% of
the Ca movements compared with the models given in
Pathak et al. (8) and the side-chain movement is also likely to
contribute in our simulation, the sum (1.43e) appears rea-
sonable. However, it should also be kept in mind that our use
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of a very strong electric ﬁeld may cause a nonphysiological
distortion of the electrostatic potential map.
Phe233 has been implicated for the hydrophobicity sepa-
rating the external and internal water vestibule. Inspection of
trajectories shows that for the salt-bridge remodeling, for
example, from R3-E226 to R3-E236, R3 has to proceed
across the Phe233, which is acting as a barrier. Because both
arginine and phenylalanine have large side chains, it appears
that Phe233 has to ‘‘step aside tomake a room’’ for Rs passing.
On the other hand, the presence of D259 facilitates the Rs
translocation; from E226, Rs can use D259 as a transit for
further movement to E236.
S4 movement supportive of helical screw model
The traditional helical screw or sliding helix models of volt-
age-gating argued that S4 was moving inside a hydrophilic
pore formed mainly by protein residues (11,76). This move-
ment was conﬁrmed by chemical-labeling studies (16,68). It
is now established that a narrow waist was protected from the
labeling reaction leading to the concept that the gating
charges of S4 move through a narrow pathway between the
internal and external water vestibules (77). However, analysis
of motions of substituted ﬂuorescence probes using several
distinct strategies has shown that there is only a small (2–4 A˚)
outward translocation during gating (14,20). The small
translocation led the authors to suggest the transporter model
(14). However, more recent disulﬁde bonding and Cd21
metal bridge experiments (21) led the authors to predict an
;6.5 A˚ vertical movement of S4 (and;180 axial rotation).
In our backward simulations, the translocation was;6.7 A˚
for sim-5 and ;11 A˚ for sim-7 (Table 2; note that the mem-
brane broke at 20 ns for sim-7). In terms of S4 axial rotation,
sim-5 and sim-7 showed ;90 and ;70 rotation, respec-
tively, whereas sim-11 (forward simulation) exhibited ;80
rotation. However, it is possible that the complete transloca-
tion and axial rotation occurs on amuch longer timescale, and
that we did not cover the full range ofmotions.More extended
simulations may be helpful to examine the range of axial ro-
tation.
Our results show that the direction of the S4 movement is
not vertical, but rather tilted. In our simulation, the tilt angle
was more ﬂat in the open (activated) state. Therefore, while
the luminescence resonance energy transfer data was con-
sistent with the 2 A˚ vertical displacement of S4 (20), it seems
possible that the top of the S4 moves outward upon transition
to the open state.
A recent model by Pathak et al. proposed that the S1–S4
domain undergoes an overall counterclockwise rotation
when viewed from the extracellular side (8). If this is the case,
then we would expect the S4-S5 linker to bend toward S4
itself such that the linker and S3 get closer. In our simulation,
such bending was not observed. The S4-S5 linker also ro-
tated, but this appeared to be secondary to the screwlike ro-
tation of S4. However, in our system the S4-S5 linker has a
free end, so we cannot address the question how the S4 and
S4-S5 linker behave when connected to the pore domain.
Future computational studies should include the effect of this
S4-S5 linker on the pore domain conformation.
Implications for gating kinetics models
In their early modeling studies of ionic current and channel
kinetics, Hodgkin and Huxley (78) represented the kinetics of
gating in K channels by the product of independent ﬁrst-order
variables n4. Here, n represents the fraction of the open gates.
In the Hodgkin and Huxley model, four independent and
identical K channel subunits were considered to convert in-
dividually between a resting state (R) and an activated state
(A). In the model, four subunits in the A state make an open
channel (O). After the advent of gating-current measurement
(79), ﬂuctuation analyses of gating current implied that most
of the gating charge for one channel moves in a series of two
or three brief steps, suggesting a limited number of voltage-
dependent state transitions happen (69,80). This ﬁnding and
the delay of the S-shape time course of K-channel activation,
which was inconsistent with one step-per-subunit models, led
Zagotta et al. to introduce a model, namely, the Zagotta-
Hoshi-Aldrich model (81). Their work showed that two se-
quential voltage-dependent conformational changes per subunit
can account for many characteristics of steady state and
kinetic behavior of Kv channels (71). The Zagotta-Hoshi-
Aldrich model was considered with nonindependent transi-
tions between subunits, such as cooperative transitions and
concerted conformational changes, and with slow kinetics for
the ﬁrst closing transition (81). In-depth review is beyond the
scope of this work, but additional states and explicit con-
certed transition steps have also been proposed (e.g., (82,83)).
To grasp general trends quickly, we chose 350 K and a
strong electric ﬁeld (0.05–0.2 V/nm), which are obviously not
physiological. Even in such harsh conditions, the S4 translo-
cation proceeded in a punctuated manner; S4 was caught in
one of the deﬁnable conformations and underwent an abrupt
change to the next conformation. For both forward and
backward simulations, substantial residential time for the
conformation including the R3-E183/E226 interaction and
that with theR2-E183/E226 interactionwas observed. In these
harsh conditions they appeared to have a similar degree of
stability, although these intermediate conformations may ex-
hibit a difference in stability in physiologically more relevant
conditions. It is tempting to envisage that one of the confor-
mations, or both, could be the intermediate conformational
state introduced in the Zagotta-Hoshi-Aldrich model. Further
computational approaches varying the temperature and volt-
age could be helpful in characterizing the intermediate states.
CONCLUSION
The N-terminal segment of S4 consists of hydrophobic res-
idues and four arginine residues. Our analyses of interactions
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between S4 and the DPPC membrane imply that the peptide
has energetically compromised characteristics interacting
with lipid membrane; arginine favors shallow positioning
(and hydration) but hydrophobic residues favor deep posi-
tioning (dehydration). It is likely that the hydrophobicity acts
to push the arginines deep into the lipid headgroups (i.e., near
carbonyl oxygen atoms). The at-every-three-residue rule of
arginine places the Ca of R1 and R4 on opposing sides of the
helix, which appears to press R1 and R4 into the membrane
interior. The deep positioning of R1 is likely to be the pre-
requisite for the wide-range movement upon voltage change.
In Results and Discussion, we carried out simulations of
the S1–S4/DPPC system to examine the effect of an external
electric ﬁeld on the movement of S3 and S4 helices relative to
S1 and S2. Although a strong electric ﬁeld and a high tem-
perature were used, the magnitude of S4 movement was large
(with;6.7 A˚ vertical translocation). As S4 moves, the gating-
charge-carrying arginine residues make serial interaction
with negatively charged residues in S1, S2, and S3. The S4
movement occurred in a punctuated manner because the R2-
E183/E226 and R3-E183/E236 salt bridges conferred sta-
bility to the intermediate conformations. This stability slows
down the gating activation dynamics and divides the full
voltage-dependent transition into a series of smaller transi-
tions. This is reminiscent of kineticmodels such as the Zagotta-
Hoshi-Aldrich model, which argue that ‘‘more than one
conformational change must occur sequentially per subunit,
to open the channel’’ (81). Our studies also provide a hy-
pothesis for the basis of a preferred occurrence of R as op-
posed to K in a voltage sensor. The relatively constant
interactions with the negatively charged residues and loose
interaction with water molecules may provide arginine suit-
ability for the voltage sensing role. More quantitative anal-
yses, such as free energy proﬁle analysis for S4 movement,
are necessary for rigorous assessment of the intermediate
conformations. It should also be noted that, for our system,
S4 was truncated after the S4-S5 linker and therefore we
cannot address the question how S4 movement inﬂuences the
structure of the pore domain. It also remains to be studied
how transitions within one subunit are coupled with the
transitions in another subunit. Many more experimental and
computational analyses are necessary to address these issues.
SUPPLEMENTARY MATERIAL
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