Linear optical networks with any number of modes are described quantum mechanically. We reformulate the conventional formal description based on input-output operator relations and obtain an intuitive description based on the possible paths taken by the photons. The effect of a linear optical network on localized photons is treated within the same formalism. The potential and limitations of linear optics for application in quantum information processing are briefly discussed.
Recently, there has been a growing interest in linear optical networks in the context of quantum information technology. 4 It has been demonstrated that universal ͑nonde-terministic͒ quantum computation is possible when linear optical networks are combined with single photon detectors. Due to the increasing interest in linear optics as a candidate for universal quantum computation, it is useful to have a general and self-contained introduction to this field which is appropriate for students, teachers, and potential researchers. Although the quantum theory of linear multiports is well-established, [5] [6] [7] the theory may be difficult to understand intuitively because it is based on a formal input-output operator relation. We will demonstrate that this conventional theory of linear optics can be reformulated in an intuitive way: The probability amplitude for a given event is given by a sum over all possible paths that the photons may take through the network. Each term in the sum represents the classical transmission coefficients that the photons pick up on their way. This path formulation is analogous to the Feynman rules of quantum electrodynamics. 8 In conventional descriptions of linear optical networks, the photons are usually assumed to be monochromatic. However, in all practical experiments the optical signals have finite duration. Therefore, to understand the behavior of an optical network in practical experiments, a time-domain formulation is necessary. We will therefore also analyze the effect of the multiport on localized photons in the time domain. Finally, we review some important properties and limitations for applications in the field of quantum information processing.
II. CLASSICAL DESCRIPTION
An optical component is linear if the output fields are linearly related to the input fields. Examples of such components include beam splitters, couplers, phase shifters, polarization rotators, polarizers, wave retarders, filters, or networks of these components.
We start by reviewing the classical theory of linear optical networks. Consider a linear multiport with N input modes and N output modes ͑see Fig. 1͒ . The different input and output modes do not have to be associated with different physical ports. Input and output modes with the same index may share the same physical port because they propagate in different directions. Input ͑or output͒ modes with different indices also may share the same physical port if they are separated, e.g., in frequency or polarization. We denote the complex, classical fields in the input and output modes by a i and b i , respectively, where i is an integer between 1 and N. Because the multiport is assumed to be linear, the output fields must be linearly related to the input fields,
or in vector notation
bϭSa. ͑2͒
The matrix S is the scattering matrix associated with the network. The scattering parameter S i j is the transmission coefficient from input j to output i ͑note the order͒. We restrict ourselves to lossless networks, so that the output power is equal to the input power:
is valid for any vector a, and it follows that S is unitary:
This property is realized by noting that MϵS † SϪI is Hermitian. Thus M can be diagonalized in an orthonormal basis ͉i͘, that is, Mϭ ͚ i m i ͉i͗͘i͉ in Dirac notation. Because a is arbitrary, it may be chosen to be equal to one of the eigenvectors ͉i͘. Equation ͑4͒ then gives m i ϭ0, which implies that Mϭ0.
Most electromagnetic components are reciprocal, so for coinciding inputs and outputs, the scattering matrix is symmetrical (SϭS T ). 7 The symmetry applies to reciprocal components such as beam splitters, couplers, thin-film filters, fiber Bragg gratings, and networks of such components, while components based on the Faraday effect ͑Faraday rotators, optical isolators, Faraday mirrors, and circulators͒ do not have symmetric scattering matrices in general.
As an example, consider a beam splitter ͑see Fig. 2͒ . Because we have a total of four physical ports with two polarization modes in each, a general scattering matrix would have dimension 8ϫ8. However, because TE and TM polarizations ͑electric field orthogonal or parallel to the plane of incidence͒ do not couple to each other, we can treat the two polarizations separately. If we assume for instance TE polarization, the scattering matrix has dimension 4ϫ4. In this description, the input and output modes share the same physical ports. Because the beam splitter is reciprocal, this 4ϫ4 scattering matrix must be symmetric. Moreover, one input mode couples only to two output modes, so many of the elements in this 4ϫ4 matrix are zero. It is therefore convenient to use the convention that the beam splitter has only two input modes a 1 and a 2 , and two output modes b 1 and b 2 ͑see Fig. 2͒ :
͑6͒
Because S † SϭI, we obtain:
S 11 S 12 * ϭϪS 21 S 22 * .
͑7c͒
By taking the absolute value of both sides of Eq. ͑7c͒ and using Eqs. ͑7a͒ and ͑7b͒, we see that 
In Eq. ͑11͒ we have introduced the parametrization ϭcos 2 . A drawing of the asymmetric beam splitter is given in Fig. 3 , using the convention given in Ref. 9 .
III. QUANTUM MECHANICAL DESCRIPTION
In this section we consider the multiport from a quantum mechanical perspective. The theory is based on conventional field quantization in the ͑discrete͒ frequency-domain. In Sec. IV we will see how the theory can be formulated for localized photons ͑time-domain description͒ so that mode separation in time is possible as well.
A single mode of the electromagnetic field is described classically as a harmonic oscillator with a certain frequency . Quantization means that the classical oscillator is replaced by a quantum mechanical oscillator. The classical amplitude a becomes a quantum mechanical operator. This operator and its adjunct satisfy the commutator relation ͓a,a † ͔ϭ1. The Hamiltonian associated with the mode is
with orthonormal eigenstates ͉n͘ and eigenvalues E n ϭប(nϩ1/2). The eigenvectors satisfy a͉n͘ϭͱn͉nϪ1͘, ͑13a͒
so we can express the n photon state as 
An optical component with N input and N output modes is described by the operators a i ͑inputs͒ and b i ͑outputs͒. The input modes are independent, so the associated operators obey the commutator relations
Because the transition from the classical to the quantum mechanical description consists in replacement of the classical fields by operators, it is clear that the relation between b i and a i still can be written as
where S i j is the same scattering matrix as in the classical description. Equation ͑16͒ is consistent with the fact that
where the last equality follows from Eq. ͑15a͒ and the fact that S is unitary. The component is now completely described by the relation between the input and output operators a i and b i . For readers used to the Schrödinger picture, this relation might be surprising because the Schrödinger equation tells us that dynamics is represented by unitary evolution of the state vector:
where U is a unitary operator that takes the input state ͉ a ͘ to the output state ͉ b ͘. In this picture, operators and observables are constant. On the other hand, Eq. ͑16͒ refers to the Heisenberg picture, where the state vectors are constant while the operators evolve. Of course, the two pictures predict the same measurement statistics for any observable. In the Schrödinger picture, where the dynamics is described by Eq. ͑18͒, the expectation value of an observable ͑operator͒ A on the output state is
͑19͒
Because the Heisenberg picture must give the same result, the operator A must evolve as
where the state vector is constant. We still do not know the operator U because we have not identified the Hamiltonian of the multiport. Nevertheless, from Eq. ͑16͒ we know the dynamics of the annihilation and creation operators:
This equation can be used for determining the probabilities for detecting a certain number of photons at certain outputs. For simplicity, take the beam splitter Eq. ͑11͒ as an example. Assume that input 1 is in the n-photon state ͉n͘ while input 2 is in the vacuum state, that is, the total input state is ͉n0͘ϵ͉n͉͘0͘. If we use the Heisenberg picture where the state is constant and the operators evolve, we obtain the following expectation value for the number of detected photons in output 1:
This result is not surprising because the power reflection of the beam splitter is . A more interesting result is obtained if we calculate the expectation value of the product of the number of detected photons in output 1 and 2,
If we use the same procedure as above, we find with the help of Eq. ͑15͒ that the expectation value is (1Ϫ)n(nϪ1). This expression vanishes for nϭ1; thus a photon cannot be detected in both outputs as long as there is only one photon in the inputs. This non-classical result demonstrates that the photon cannot be split using this linear device.
The Heisenberg picture is convenient for computing the expectation values of photon numbers. In many cases, however, we are mainly interested in the probabilities for detecting a certain number of photons in the outputs. To calculate the output state, we return to the Schrödinger picture where the operators are constant and the states evolve. We assume the input state ͉10͘, that is, a single incident photon in mode 1 with the other mode in the vacuum state, and we want to find the output state ͉ b ͘. The dynamics due to the beam splitter can be described by the unitary operator U, that is, ͉ b ͘ϭU͉10͘. With the help of Eq. ͑14͒ we obtain:
The last equality results from the fact that the beam splitter has no effect on the vacuum ͉00͘; no photons at the input give no photons at the output. 11 Although we are in the Schrödinger picture, it is perfectly valid to use the last part of Eq. ͑21b͒, which can be viewed as a mathematical transformation of a i † :
We need the inverse transformation Ua i † U † . The substitution U→U † ϵU Ϫ1 means evolution under the inverse operator, that is, exchanging the role of the inputs and the outputs. This exchange implies that S→S † . Thus,
If we substitute Eq. ͑25͒ into Eq. ͑23͒ and use the scattering matrix Eq. ͑11͒, we find
Similarly we can calculate
U͉01͘ϭͱ1Ϫ͉10͘Ϫͱ͉01͘, ͑26b͒

U͉11͘ϭͱ2ͱ1Ϫ͓͉20͘Ϫ͉02͘]ϩ͓1Ϫ2͔͉11͘, ͑26c͒
U͉02͘ϭ͑1Ϫ ͉͒20͘ϩ͉02͘Ϫͱ2ͱ1Ϫ͉11͘, ͑26d͒
etc. In obtaining Eq. ͑26͒ we have used the fact that the creation operators associated with different input modes commute, see Eq. ͑15b͒.
Finally, we will demonstrate how to calculate the output state in a general linear network with several modes. Initially, we limit ourselves to the case with three input and three output modes, and we wish to calculate the output state when the input is in the state ͉210͘, that is, mode 1 has two incident photons, mode 2 has one, and mode 3 has zero. We find:
All terms in Eq. ͑27͒ contain three creation operators, that is, the superposition state at the output consists only of threephoton terms such as ͉021͘, ͉300͘, ͉111͘, etc. This fact implies that no photons are lost or created, as we would expect for a linear and lossless network. First, consider the term with ͉300͘, that is, kϭlϭmϭ1. The probability amplitude of this term ͑its coefficient͒ becomes S 11 S 11 S 12 ͱ3!/2!. If we ignore the normalization ͱ3!/2!, this term represents the product of the transmission coefficients along the paths of the three photons; two photons are transmitted from input 1 to output 1 and one photon is transmitted from input 2 to output 1. Second, consider the term with ͉201͘. Here there are several possible set of indices (k,l,m) giving ͉201͘: ͑1,1,3͒, ͑1,3,1͒, and ͑3,1,1͒. The associated probability amplitude becomes S 11 S 11 S 32 ϩS 11 S 31 S 12 ϩS 31 S 11 S 12 . Note that an extra normalization factor does not appear in this case because ͱ2!/2!ϭ1. The three terms in the amplitude represent the possible ways the photons can go. For example, the last term S 31 S 11 S 12 means that the first photon is transmitted from input 1 to output 3, the second from 1 to 1, and the third from 2 to 1. This procedure can of course be extended to any number of modes and photons. More generally, we have found the following rules that can be applied for determining the quantum mechanical operation of any linear optical network.
͑1͒
The state ͉n 1 ,n 2 ,...,n N ͘ becomes a superposition of terms of the form ͉m 1 ,m 2 ,...,m N ͘, where the total number of photons is conserved, m 1 ϩm 2 ϩ¯ϩm N ϭn 1 ϩn 2 ϩϩ n N . ͑2͒ The probability amplitude for the transition
where
The terms in the sum represent the possible paths taken by the photons. Using this method it is simple to verify Eq. ͑26͒. For example:
The probability of detecting one photon in both outputs is ͉1Ϫ2͉ 2 . For a 50:50 beam splitter, 1Ϫ2ϭ0, so U͉11͘ ϭ͓͉20͘Ϫ͉02͘]/&. In this case the two paths leading to ͉11͘ interfere destructively. It is interesting to note that the state ͓͉20͘Ϫ͉02͘]/& cannot be written as a product state, so the output modes are entangled.
IV. LOCALIZED PHOTONS
In practical experiments the photons are more or less localized. Although a localized input pulse contains different frequencies, we will find that the effect of the multiport still can be analyzed in a similar fashion as we did previously.
Localized photons contain necessarily a continuous band of frequencies. We denote the continuous frequency destruction and creation operators in mode i by a i () and a i † (), respectively. The operators are normalized such that
similarly to Eq. ͑15a͒. Localized photons in a pulse centered about time t 0 can be created by the photon-wavepacket creation operator,
where the function (,t 0 ) for example can be a Gaussian pulse shape:
͑32͒
In Eq. ͑32͒, 0 and ⌬ are the central frequency and pulse bandwidth, respectively. Usually ⌬Ӷ 0 , so the range of integration in Eq. ͑31͒ can be extended to the entire frequency axis from Ϫϱ to ϱ. With the help of Eq. ͑30͒ we find the commutator relation,
͑33͒
showing that two pulses in the same mode can be treated as independent if they are sufficiently separated in time, that is,
In principle, even if Eq. ͑34͒ is not fulfilled, we can still define orthogonal pulses by the standard Gram-Schmidt procedure.
from which it is straightforward to verify Eq. ͑39͒ using the method in Sec. III. Alternatively, we can find Eq. ͑39͒ simply by tracing the four possible paths for the photon through the network in Fig. 5 , and determining the associated transmission coefficients.
V. APPLICATIONS IN QUANTUM INFORMATION PROCESSING
A quantum bit ͑qubit͒ is a general superposition state ␣͉0͘ L ϩ␤͉1͘ L , where ͉␣͉ 2 ϩ͉␤͉ 2 ϭ1, and ͉0͘ L and ͉1͘ L are some logical, orthonormal basis states. The basis states can in principle be encoded with any two physical, orthonormal states. A popular encoding in the photonic case is dual-rail encoding, where two optical modes are used to represent Fig. 4 . A filter structure consisting of two couplers and a delay element. The labels refer to the classical fields or the Heisenberg-picture operators. Fig. 5 . Equivalent multiport when the pulses are considered as independent modes. The input c is the pulse after the delay element at tϭt 0 , and the output d is the pulse after the delay element at tϭt 2 , where t 2 ϭt 1 ϩ.
More generally, assume that N optical modes are used to encode n qubits. The state space associated with n qubits has dimension 2 n , so a general quantum circuit on n qubits can be described by a 2 n ϫ2 n unitary matrix V. This circuit has 2 2n degrees of freedom. 12 On the other hand, a linear optical network with N modes has only N 2 degrees of freedom. Hence, to implement any quantum circuit on n qubits ͑uni-versal logic͒, it is a necessary condition that
Nу2
n . ͑41͒
In other words, the required number of modes scales exponentially with the number of qubits. An encoding that satisfies Nϭ2 n is the ''one-hot'' encoding where all N modes but one are in the vacuum state. The logical states ͉000͘ L , ͉001͘ L , and ͉010͘ L would then correspond to the number states ͉10000000͘, ͉01000000͘, and ͉00100000͘, respectively. In this encoding, there is only one photon in the network. In the logical, computational basis, V therefore corresponds directly to S. Thus any V can be implemented ͑universal logic͒. The main problem with the one-hot encoding is that it is not separable; if we add one qubit to the circuit, the representation of the other qubits and the entire circuit is changed.
It would be interesting to check if universal quantum logic is possible in the separable case ͑using linear optics͒. For the case of a circuit with only nϭ1 qubits, Eq. ͑41͒ becomes Nу2, suggesting that any single-qubit gate might be possible to implement using a linear network with two modes. Indeed, a separable dual-rail encoding is the same as one-hot in this case, so any single-qubit circuit can be implemented.
For a quantum circuit with nу2, the situation is different. The set of two-qubit gates is universal. 4 Thus if any twoqubit gate could be implemented, it would be possible to implement an arbitrary n-qubit circuit. In a separable representation with a constant number of modes for each qubit, Eq. ͑41͒ would be violated for a sufficiently large number of qubits n. In other words, for nу2, some gates are not possible, even if Eq. ͑41͒ is satisfied.
A possible way to get around the degrees of freedom problem is to introduce ancillary modes. The ancilla inputs must be prepared in some standard state, and the ancilla outputs may be measured or left free. If we measure the ancillas, we can choose to accept or reject the output depending on the measurement results ͑postselection͒. It turns out that universal logic is possible using postselection, 9,13 but the circuit becomes nondeterministic. The inclusion of photodetectors introduces a form of nonlinearity.
14 Any quantum circuit can be made using one-qubit gates ͑attainable with linear optics͒ and a two-qubit gate called controlled-not gate ͑CNOT͒. 4 This gate flips the value of the second qubit if the first one is set to ͉1͘ L :
The subscript L indicates logical states. Much effort has been put into designing an efficient CNOT gate or similar gates that can easily provide a CNOT gate, including the conditional sign flip gate ͑CS gate͒ 13 and the nonlinear sign shift gate ͑NS gate͒. 9, 13 We will give an example for the simplest case of interest in the search of a CNOT gate: the NS gate defined by the following nonlinear transformation on the signal state:
This gate can be implemented nondeterminstically using a multiport with three input and output modes; the signal mode and two ancilla modes ͑see Fig. 6͒ . The ancilla inputs are assumed to be in the states ͉1͘ and ͉0͘, respectively. The output of the signal mode is accepted only if one photon is detected in the first ancilla output and none in the other. By using the method described in Sec. III, we will now analyze the circuit in Fig. 6 , and show that the beam splitter reflectivities 1 , 2 , and 3 can be chosen to obtain the transformation Eq. ͑43͒ on the signal state.
The network can be seen as three multiports in cascade, one for each of the beam splitters, with the scattering matrices
These are variations of the beam splitter scattering matrix Eq. ͑11͒, with an extra row and column for the input that does not go through the beam splitter. The first multiport to act on the input is the leftmost one, so the scattering matrix of the entire multiport is
It is now easy to find the probability amplitudes for the different transitions. According to Eq. ͑43͒ we want ͉010͘ →c͉010͘, ͉110͘→c͉110͘, and ͉210͘→Ϫc͉210͘ for some complex number c satisfying ͉c͉р1. The case ͉c͉Ͻ1 corresponds to nondeterministic operation. By determining the product of scattering parameters that the photons pick up on their way, and summing over the possible paths, we obtain the following: • Transition ͉010͘→c͉010͘:
cϭS 22 ϭͱ1Ϫ 1 ͱ1Ϫ 3 ϩͱ 1 ͱ 2 ͱ 3 .
͑46͒
• Transition ͉110͘→c͉110͘: 
͑48͒
Here, S i j are the scattering parameters, that is, the elements of S, and we have numbered the modes from the top. Note that the normalization factor C, as defined in Sec. III, is 1 in all cases. We follow Ref. 9, solve Eq. ͑47͒ for c and substitute the result into Eq. ͑48͒ and find 2 ϭ͑&Ϫ1 ͒
. ͑49͒
If we substitute 2 into Eqs. ͑47͒ and ͑46͒, we obtain 1 and 3 . The maximum value for ͉c͉ is achieved when
yielding cϭ1/2. In other words, every time one photon is detected in the first ancilla and none in the other, the desired NS operation on the signal state has been successful. On average this will happen 1/4 of the time. To achieve a successful operation in practice, the interferometer in Fig. 6 must be carefully stabilized.
For larger multiports the analysis can become tedious, but has the advantage of being easily implemented on a computer, thus providing a tool for the study of more complex linear optical multiports.
VI. SUMMARY
We have analyzed linear optical networks using basic concepts from quantum mechanics. The input-output operator method is shown to be equivalent to a simple formulation based on the superposition of paths taken by the photons. Moreover, we demonstrated that the theory of linear multiports also can be applied directly to the case with orthogonal time-domain modes ͑light pulses͒. Finally, we have discussed some applications in the field of quantum information processing, where this method is particularly useful. 
