A new sparse SOS decomposition algorithm is proposed based on a new sparsity pattern, called cross sparsity patterns. The new sparsity pattern focuses on the sparsity of terms and thus is different from the well-known correlative sparsity pattern which focuses on the sparsity of variables though the sparse SOS decomposition algorithms based on these two sparsity patterns both take use of chordal extensions /chordal decompositions. Moreover, it is proved that the SOS decomposition obtained by the new sparsity pattern is always a refinement of the block-diagonalization obtained by the sign-symmetry method. Various experiments show that the new algorithm dramatically saves the computational cost compared to existing tools and can handle some really huge polynomials.
INTRODUCTION
Deciding global nonnegativity of multivariate polynomials and the related polynomial optimization problems (POPs) arise from many fields such as mathematics, control, engineering, probability, statistics and physics. In general, the problem of nonnegativity decision is NP-hard (when the degree is at least four) [26] . The well-known Cylindrical Algebraic Decomposition algorithm solves the nonnegativity decision problem in time doubly exponential in the number of variables of polynomials ( [8] ) and the critical point methods allow to decide global nonnegativity in singly exponential time in the number of variables [13, 27] . A more efficient method for tackling this problem is using sum of squares (SOS) decompositions which severs as a certificate of nonnegativity of a given polynomial though the SOS condition is stronger than nonnegativity. For a polynomial ∈ R[x] = R[ 1, . . . , ] and a given monomial basis = {x 1 , . . . , x }, the SOS condition for can be converted to the problem of deciding if there exists a positive semidefinite matrix (Gram matrix) such that = which can be effectively solved by semidefinite programming (SDP) [19, 26] .
However, the size of the corresponding SDP matrix for a polynomial with variables and of degree 2 is (︀ + )︀ . When the given polynomial has many variables and a high degree, the corresponding SDP problem is hard to be dealt with by existing SDP solvers due to the very large size of the corresponding SDP matrix. On the other hand, most polynomials coming from practice have certain structures including symmetry and sparsity. So it is crucial to take full advantage of structures of polynomials to reduce the size of corresponding SDP problems. In recent years, a lot of work has been done on this subject.
In the literature, there are three kinds of approaches to reduce computations by exploiting sparsity. One approach is reducing the size of the monomial basis ; such techniques include computing Newton polytopes [32] , using the diagonal inconsistency [21] , the iterative elimination method [18] , and the facial reduction [28] .The second approach is exploiting the non-diagonal sparsity of the Gram matrix ; such techniques include using the sparsity of variables [6, 24, 25, 34, 37] , using the symmetry property [11] , using the split property [9] , and minimal coordinate projections [29] . The third approach is exploiting the sparsity of constrained conditions of corresponding SDP problems, such as coefficient matching conditions [4, 16, 38] .
In this paper, a new sparse SOS decomposition algorithm is proposed based on a new sparsity pattern, called cross sparsity patterns. Given a polynomial ∈ R[x] with the support A ⊆ N and a monomial basis = {x 1 , . . . , x }, the cross sparsity pattern associated with A is represented by an × symmetric (0, 1)-matrix A whose elements are defined by
where 2B = {2 1, . . . , 2 }. It can be seen that the new sparsity pattern focuses on the sparsity of terms and thus is different from the well-known correlative sparsity pattern [34] which focuses on the sparsity of variables. For example, for a polynomial ∈ R[x], if contains a term involving all variables 1, . . . , , then is not sparse in the sense of correlative sparsity patterns and hence the corresponding SDP matrix for the SOS decomposition of cannot be block-diagonalized. But may still be sparse in the sense of cross sparsity patterns (see Example 3.4) .
Following the chordal sparsity approaches, we associate the matrix A with an undirected graph ( A , A ) where
and generate a chordal extension of ( A , A ). Then as usual, we use matrix decompositions for positive semidefinite matrices with chordal sparsity patterns to construct sets of supports for a blocking SOS decomposition. We prove that the blocking SOS decomposition obtained by cross sparsity patterns is always a refinement of the block-diagonalization obtained by the sign-symmetry method [21] . We test the new algorithm on various examples. It turns out that the new algorithm dramatically reduces the computational cost compared to existing tools on certain examples and can handle sparse polynomials of a large size. It also should be noted that though a nonnegative polynomial admitting an SOS decomposition does not necessarily admit a sparse SOS decomposition, these two notions always coincide for our examples, and moreover we prove that they coincide in the quadratic case.
The algorithms based on SDP programming output only numerical SOS decompositions. If we want to obtain exact SOS decompositions as certificates of nonnegativity, the rounding-projection procedure can compute a weighted rational SOS decomposition when the given polynomial lies in the interior of the SOS cone [30] . More recently, another framework for computing exact SOS decompositions under the same assumption was proposed [22, 23] .
The rest of this paper is organized as follows. Section 2 introduces some basic notions from nonnegative polynomials and graph theory. Section 3 defines a cross sparsity pattern matrix and a cross sparsity pattern graph associated with a sparse polynomial. We show that how we can exploit this sparsity pattern to obtain a block SOS decomposition for a sparse nonnegative polynomial. Moreover, we compare our approach with other methods to exploit sparsity in SOS decompositions, including correlative sparsity patterns and sign-symmetries. We discuss in Section 4 when the sparse SOS relaxation obtain the same optimal values as the dense SOS relaxation for polynomial optimization problems. The algorithm is given in Section 5. Section 6 includes numerical results on various examples. We show that the proposed SparseSOS algorithm exhibits a significantly better performance in practice. Finally, the paper is concluded in Section 7. ∈ supp( )}, and the Newton polytope of is defined as New( ) = conv({ : ∈ supp( )}).
PRELIMINARIES
A polynomial ∈ R[x] which is nonnegative over R is called a nonnegative polynomial. The class of nonnegative polynomials is denoted by PSD, which is a convex cone.
A vector ∈ N is even if is an even number for = 1, . . . , . A necessary condition for a polynomial (x) to be nonnegative is that every vertex of its Newton polytope is an even vector, i.e. (New( )) = (supp( )) ⊆ (2N) [32] . 2 to denote the set of polynomials which are sums of squares of polynomials in R [B] . The set of × symmetric matrices is denoted by and the set of × positive semidefinite matrices is denoted by + . Let x B be the |B|-dimensional column vector consisting of elements x , ∈ B, then 
Chordal graphs
We introduce some basic notions from graph theory. A graph ( , ) consists of a set of nodes = {1, 2, . . . , } and a set of edges ⊆ × . A graph ( , ) is said to be undirected if and only if ( , ) ∈ ⇔ ( , ) ∈ . A cycle of length is a sequence of nodes { 1, 2, . . . , } ⊆ with ( , 1) ∈ and ( , +1) ∈ , for = 1, . . . , − 1. A chord in a cycle { 1, 2, . . . , } is an edge ( , ) that joins two nonconsecutive nodes in the cycle.
An undirected graph is called a chordal graph if all its cycles of length at least four have a chord. Chordal graphs include some common classes of graphs, such as complete graphs, line graphs and trees, and have applications in sparse matrix theory. Note that any non-chordal graph ( , ) can always be extended to a chordal graph̃︀( ,̃︀) by adding appropriate edges to , which is called a chordal extension of ( , ). A clique ⊆ is a subset of nodes where ( , ) ∈ for any , ∈ , ̸ = . If a clique is not a subset of any other clique, then it is called a maximal clique. It is known that maximal cliques of a chordal graph can be enumerated efficiently in linear time in the number of vertices and edges of the graph. See for example [5, 10, 12] for the details.
Given an undirected graph ( , ), we define an extended set of edges ⋆ := ∪ {( , ) | ∈ } that includes all selfloops. Then, we define the space of symmetric sparse matrices as
and the cone of sparse PSD matrices as
Given a maximal clique of ( , ), we define a matrix
where ( ) denotes the -th node in , sorted in the natural ordering. Note that = ∈ | | extracts a principal submatrix defined by the indices in the clique from a symmetry matrix , and = inflates a | | × | | matrix into a sparse × matrix . Then, the following theorem characterizes the membership to the set + ( , 0) when the underlying graph ( , ) is chordal. 
EXPLOITING TERM SPARSITY IN SOS DECOMPOSITIONS
A convenient but incomplete method for checking global nonnegativity of multivariate polynomials, as introduced in [7] , is using sum of squares decompositions. Given a polynomial
then we say (x) is a sum of squares (SOS). The existence of an SOS decomposition of a given polynomial serves as a certificate for its global nonnegativity. For ∈ N, let N :
. The SOS condition (5) can be converted to the problem of deciding if there exists a positive semidefinite matrix such that
which can be solved by a semidefinite programming (SDP) problem. We say that a polynomial ∈ R[N 2 ] is sparse if the number of elements in its support A = supp( ) is much less than the number of elements in N 2 that forms a support of fully dense polynomials in R[N 2 ]. When (x) is a sparse polynomial in R[N 2 ], the size of the SDP problem (6) can be reduced by eliminating redundant elements from N . In fact, N in problem (6) can be replaced by [32] 
There are also other methods to reduce the size of B further, see for example [18, 28, 36] .
Cross sparsity pattern
To exploit the term sparsity of polynomials in SOS decompositions, we introduce the notion of cross sparsity patterns, which, roughly speaking, is measured by the different kinds of cross products of monomials arising in the objective polynomial (x).
where 2B = {2 1, . . . , 2 }. Given a cross sparsity pattern matrix R A = ( ), the associated graph ( A , A ) with
= 1} is called the cross sparsity pattern graph.
To apply Theorem 2.1, we first generate a chordal extensioñ︀ ( A ,̃︀ A ) of the cross sparsity pattern graph ( A , A ) and then use the extended cross sparsity pattern graph︀ ( A ,̃︀ A ) instead of ( A , A ).
Remark 3.2. Given a graph ( A , A ), there may be many different chordal extensions and choosing anyone of them is valid for deriving the sparse SOS decompositions presented in this paper. For example, we can add edges to all of the connected components of ( A , A ) such that every connected component becomes a complete subgraph to obtain a chordal extension. The chordal extension with the least number of edges is called the minimum chordal extension. Finding the minimum chordal extension of a graph is an NP-hard problem in general. Finding a chordal extension of a graph is equivalent to calculating the symbolic sparse Cholesky factorization of its adjacency matrix. Fortunately, several heuristic algorithms, such as the minimum degree ordering, are known to efficiently produce a good approximation. For more information on symbolic Cholesky factorizations with the minimum degree ordering and minimum chordal extensions, see [2, 3, 15] .
Sparse SOS relaxations
Given A ⊆ N with (A ) ⊆ (2N) , assume that B is the support set of a monomial basis. Let the set of SOS polynomials supported on A be
Generally the Gram matrix for a sparse SOS polynomial (x) can be dense. Let ( A , A ) be the cross sparsity pattern graph and̃︀( A ,̃︀ A ) a chordal extension. To maintain the sparsity of (x) in the Gram matrix , we consider a subset of SOS polynomials︀
By virtue of Theorem 2.1, the following theorem gives the blocking SOS decompositions for polynomials iñ︀ Σ(A ). 2 for = 1, . . . , such that
Proof. By Theorem 2.1, 
So (x) ∈̃︀ Σ(A ) if and only if there exist
which is equivalent to that there exist (x) ∈ R[B ] 2 for = 1, . . . , such that (x) = ∑︀ =1 (x).
Comparison with correlative sparsity patterns
The notion of correlative sparsity patterns was introduced by Waki et al. [34] to exploit variable sparsity of polynomials in SOS programming, which also takes use of chordal extensions /chordal decompositions. An interpretation of correlative sparsity patterns in terms of the sparsity of Gram matrices was recently given in [39] . It should be emphasized that the angles of correlative sparsity patterns and cross sparsity patterns to exploit sparsity are different. Correlative sparsity patterns focus on the sparsity of variables, while cross sparsity patterns focus on the sparsity of terms. For example, for a polynomial ∈ R[x], if contains a term involving all variables 1, . . . , , then is not sparse in the sense of correlative sparsity patterns and hence the corresponding SDP matrix for the SOS decomposition of cannot be blockdiagonalized. But may still be sparse in the sense of cross sparsity patterns.
Example 3.4. Consider the polynomial = 2 2 + 2 + 2 +1− . A monomial basis for is {1, , , , 2 , 2 }. The correlative sparsity pattern graph of is a complete graph, and hence the corresponding Gram matrix of cannot be blocked. On the other hand, the cross sparsity pattern graph of has three maximal cliques, corresponding to {1, 2 , 2 }, {1, } and { , } respectively. Hence, the corresponding Gram matrix of can be blocked into one 3 × 3 submatrix and two 2 × 2 submatrices. 
Comparison with sign-symmetries
In [21] , sign-symmetries are exploited to block diagonalize sums of squares programming ([21, Theorem 3]), which is implemented in Yalmip. Given a polynomial ∈ R[x] with supp( ) = A . The sign-symmetries of are defined by all vectors r ∈ {0, 1} such that r ≡ 0 (mod 2) for all ∈ A . By virtue of sign-symmetries, SOS programming can be blocked as follows. We show in Theorem 3.6 that the blocking decomposition obtained by cross sparsity patterns is always a refinement of the block-diagonalization obtained by sign-symmetries. Proof. The block-diagonalization of the SOS decomposition for obtained by sign-symmetries can be represented by a graph ( , ) with = {1, . . . , } and ( , ) ∈ if and only if ≡ (mod 2). Then by Theorem 3.5, the blocks obtained by sign-symmetries correspond to the connected components of ( , ). To show that the blocking decomposition obtained by cross sparsity patterns is a refinement of the block-diagonalization obtained by sign-symmetries, we only need to prove that the cross sparsity pattern graph ( , A ) is a subgraph of ( , ), i.e.
A ⊆ . By the definition of sign-symmetries, we have ≡ 0 (mod 2) for all ∈ A . By the definition of cross sparsity pattern graphs, ( , ) ∈ A if and only if + ∈ A ∪ 2B. So if ( , ) ∈ A , then either + ∈ A or + ∈ 2B. In anyone of these two cases, we always have ( + ) ≡ 0 (mod 2), which is equivalent to ≡ (mod 2). Thus ( , ) ∈ as desired.
WHEN DO Σ(A ) AND̃︀ Σ(A )
COINCIDE 
ALGORITHM
According to Section 3, a sparse SOS decomposition procedure can be easily divided into the following four steps:
(1) Compute the support set of a monomial basis B; (2) Generate the cross sparsity pattern graph ( A , A ) and a chordal extensioñ︀( A ,̃︀ A ); (3) Compute all of the maximal cliques of̃︀( A ,̃︀ A ) and obtain the blocking SOS problem; (4) Use an SDP solver to solve the blocking SOS problem.
In step 1, we compute the support set of a monomial basis B following the method in [21] .
In step 2, different chordal extensions will lead to different blocking SOS decompositions. When implementing this step, we obtain a chordal extensioñ︀( A ,̃︀ A ) by adding edges to ( A , A ) such that every connected component becomes a complete subgraph.
The above procedure is formally stated as Algorithm 1 (named SparseSOS) in the following. Obviously, since we use well-known and popular methods and tools for Step 1 and Step 4, the efficiency of SparseSOS essentially depends on Step 2 and Step 3. That is, if we can convert original problems into problems of smaller sizes via Step 2 and Step 3, the computation cost will certainly be decreased since SDP solvers in Step 4 receives smaller inputs. We will show in the next section that SparseSOS performs well on many examples.
Algorithm 1 SparseSOS
input: a polynomial with supp( ) = A output: a representation = ∑︀ 
NUMERICAL EXPERIMENTS
In this section, we give numerical results to illustrate the effectiveness of the algorithm SparseSOS. The algorithm is implemented with C++ as a tool also named SparseSOS. It turns out that SparseSOS is extremely powerful and can deal with some really huge polynomials.
Versions and Commands
Our tool SparseSOS can be downloaded at https://gitlab.com/haokunli/sparsesos. All the examples in the following subsections can be downloaded there as well. We illustrate by a very simple example how to use SparseSOS. Suppose we want to check whether the following polynomial is SOS by SparseSOS: 36*x0^10*x1^2 + 4*x0^10*x2^2 + 81*x0^2*x1^8*x2^2 -84*x0^8*x1^3 + 18*x0^2*x1^8*x2 +49*x0^6*x1^4 + x0^2*x1^8 + 36*x0^4*x1^4*x2^2 + 4*x0^4*x1^4*x2 + 4*x0^6*x2^2. Then, we only need to type in: is_sos example.txt to run SparseSOS on the example.
SparseSOS uses mosek 8.1 as an LP solver and csdp 6.2 as an SDP solver. In the following subsections, we compare the performance on some examples of SparseSOS with that of Yalmip [20] , SOSTOOLS [31] , and SparsePOP [35] which also exploit sparsity in SOS decompositions. The versions of the tools and their LP and SDP solvers are listed here: Yalmip R20181012 (LP solver: gurobi 8.1; SDP solver: mosek 8.1), SOSTOOLS303 (SDP solver: sdpt 3.4) and SparsePOP301 (SDP solver: sdpt 3.4).
All numerical examples were computed on a 6-Core Intel Core i7-8750H@2.20GHz CPU with 16GB RAM memory and ARCH LINUX SYSTEM.
The polynomials
where we set 3 +2+ = . Note that is modified from [26] . For any ∈ N∖{0}, is homogeneous and is an SOS polynomial. For these 's, SparseSOS dramatically reduces the problem sizes and the computation time (see Table 2 ).
Remark 6.1. It is easy to see that, for ≤ 4, SOSTOOLS and SparsePOP cannot block-diagonalize the corresponding Gram matrices for while Yalmip and our tool SparseSOS reduce the Gram matrices to smaller submatrices of the same size. That is the reason why Yalmip and SparseSOS cost much less time on those problems. For ≥ 5, only SparseSOS can work out results and Yalmip fails to obtain a block-diagonalization.
MCP polynomials ,
The Monotone Column Permanent (MCP) Conjecture was given in [14] . In the dimension 4, this conjecture is equivalent to deciding whether particular polynomials 1,2, 1,3, 2,2, 2,3 are nonnegative (the definitions of , can be found in [17] ). Actually, it was proved that every , multiplied by a small particular polynomial is an SOS polynomial ( [17] ). Let
We use SparseSOS to certify nonnegativity of 1,2, 1,3, 2,2, 2,3. The result is listed in Table 3 . Remark 6.2. When we use the 'sparse' option, SOSTOOLS seems to make a mistake in computing a monomial basis for 2,2 and fails to obtain an SOS decomposition for 2,2.
Randomly generated polynomials
Now we present the numerical results for randomly generated polynomials. A sparse randomly generated polynomial
is constructed as follows: first generate a set of monomials in the set x N with probability , and then randomly assign the elements of to 1, . . . , with random coefficients between −10 and 10. We generate 18 random polynomials 1, . . . , 18 from 6 different classes, where 1, 2, 3 ∈ randpoly(10, 6, 10, 0.01), 4, 5, 6 ∈ randpoly(10, 6, 10, 0.015), 7, 8, 9 ∈ randpoly(10, 10, 10, 0.001), 6. We observe that the reason why Yalmip is faster on 6 lies in the efficiency of SDP solvers. Mosek is faster on 6 than csdp.
Although we select only three polynomials from each class of random polynomials, we notice that SparseSOS performs similarly on polynomials from the same class. For example, for the classes randpoly(10, 6, 10, 0.01), randpoly(10, 6, 10, 0.015), and randpoly (10, 8, 20 , 0.002), SparseSOS succeeds in obtaining the final SOS decompositions. For the classes randpoly(10, 10, 10, 0.001) and randpoly (10, 8, 20 , 0.005), SparseSOS can obtain block-diagonalizations but cannot work out the final SOS decompositions. For the class randpoly (10, 8, 20 , 0.01), SparseSOS cannot obtain block-diagonalizations.
CONCLUSIONS
We exploit the term sparsity of polynomials in SOS Programming by virtue of cross sparsity patterns and prove a sparse SOS decomposition theorem for sparse polynomials via PSD matrix decompositions with chordal sparsity patterns. Based on this, a new sparse SOS algorithm is proposed and is tested on various examples. The experimental results show that the new algorithm is very efficient. The algorithm can be combined with other simplification methods, e.g. [4] , to reduce computational costs further. We will apply the SparseSOS algorithm to solve large scale unconstrained and constrained polynomial optimization problems in future work.
