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Data-driven Adaptive Benders Decomposition for
the Stochastic Unit Commitment Problem
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Abstract—This paper proposes a data-driven version of the
Benders decomposition algorithm applied to the stochastic unit
commitment (SUC) problem. The proposed methodology aims
at finding a trade-off between the size of the Benders master
problem and the number of iterations until convergence. Using
clustering techniques, we exploit the information contained in
the Lagrange multipliers of the Benders subproblems in order
to aggregate the optimality cuts, without compromising the
critical information that is passed to the master problem. In
addition, we develop an outer parallelization scheme that finds
the optimal solution of the SUC problem by solving a series of less
computationally intensive SUC instances for certain partitions of
the scenario set. Our computational results on the IEEE 3-Area
RTS-96 power system, illustrate the improved performance of
our data-driven Benders algorithm, in terms of solution time and
problem size, compared both to the SUC extensive formulation
and to the prevailing single- and multi-cut Benders formulations.
Index Terms—Stochastic unit commitment, Benders decompo-
sition, clustering, parallel computing, scenario reduction.
I. INTRODUCTION
The appeal for the reduction of greenhouse gas emissions
and the establishment of a sustainable power system have
prompted the widespread development of renewable energy
sources. According to the annual report of REN21 [1], 57
countries have established 100% renewable energy targets and
the annual growth rate of renewables over the past decade
is more than 5%. However, the transition towards a fully-
renewable electricity sector requires a paradigm shift in the
market design and the operation of the power system, as
the power production of wind turbines or solar PVs depends
on weather conditions that can be only partially predicted
ahead of real-time operation. On the contrary, conventional
generators which serve the base load and provide the necessary
flexibility to cope with the inherent variability and the uncer-
tainty induced by the forecast errors of stochastic renewables,
have to be committed well in advance of the actual operation,
due to their technical requirements.
The need for improved decision-support tools that embrace
a probabilistic view of system uncertainties has been drawing
extensive attention in the recent literature. In this line, the
works in [2]–[4] among others, propose a variant of the
classical unit commitment (UC) problem based on stochastic
optimization [5]. The so-called stochastic unit commitment
(SUC) co-optimizes day-ahead and real-time operations in
order to minimize expected system cost, having a probabilistic
description of uncertainty in the form of scenarios. To obtain
though a reliable stochastic solution, we need to model accu-
rately the predictive densities of renewable generation using a
large number of scenarios. Considering that the traditional UC
model is already a computationally challenging mixed-integer
linear program (MILP), the SUC model with a large scenario
set may result in an intractable optimization problem.
Two main approaches have been proposed to cope with
this high computational burden. The first employs scenario
reduction techniques [6], [7] to approximate with reasonable
accuracy the probability distribution of the underlying stochas-
tic process using a smaller scenario set. The second approach
relies on decomposition schemes that exploit the special struc-
ture of the SUC problem. Lagrangian relaxation is applied to
SUC in [8], while [9] proposes a distributed asynchronous ver-
sion of this algorithm. The Progressive Hedging algorithm is
employed in [10] and [11] to solve the SUC problem, whereas
the column-and-constraint generation method is used in [12].
The authors in [13] and [14] employ a Benders decomposition
algorithm to improve the computational tractability of the SUC
model when applied to large-scale power systems.
In this work, we combine the aforementioned approaches
in order to develop a data-driven version of the Benders
decomposition algorithm. Using clustering techniques, we
exploit the information contained in the Lagrange multipliers
of the second-stage subproblems, which reflect the sensitivities
of the recourse actions with respect to first-stage decisions, in
order to control efficiently the amount of data that is passed
to the Benders master problem. In addition, we propose an
outer parallelization algorithm that leverages the statistical
properties of the scenario set to solve the SUC problem in
a two-step process and enables the use of high performance
computing resources. In the first step, we partition the scenario
set into smaller subsets and we solve in a distributed fashion
the corresponding SUC problems. These SUC models are
less computationally demanding than the original SUC due to
the reduced number of scenarios involved. The full scenario
set is then fed to a SUC instance in which the commitment
variables that were common among all subsets are treated as
fixed parameters to reduce the branching effort of the MILP
solver. The proposed data-driven Benders algorithm brings two
major advantages: it improves the computational tractability
of the SUC problem in terms of solution time and size of the
problem, while it keeps intact the uncertainty information.
The rest of the paper is organized as follows. Section II
provides the mathematical formulation of the extensive form
of the SUC problem and its reformulation using Benders
decomposition. Section III presents the proposed data-driven
Benders decomposition improvements and the outer paral-
lelization scheme. Section IV discusses the parameter tuning
for enhancing the performance of the proposed methods and
analyses the results from the case study based on the standard
IEEE RTS-96 power system. Finally, Section V concludes the
paper and provides suggestions for future work.
2II. MATHEMATICAL FORMULATION
In this section, we first provide the mathematical formula-
tion of the stochastic unit commitment problem and we then
explain how it can be decomposed according to the single- and
multi-cut versions of the Benders decomposition algorithm.
A. Stochastic Unit Commitment
The stochastic unit commitment model is formulated as the
following two-stage stochastic programming problem:
Minimize
ΞDA,ΞBA
CDA + CBA =
∑
t∈T
∑
g∈G
(
Cgpgt + C
SU
g ygt + C
U
g r
+
gt + C
D
g r
−
gt
)
+
∑
ω∈Ω
πω
∑
t∈T
[∑
g∈G
(C+g p
+
gtω − C
−
g p
−
gtω) + C
shed
∑
n∈N
lshedntω
]
(1a)
subject to
ugt = u
0
g, ∀g, ∀t ≤ L
U
g + L
D
g , (1b)
t∑
t′=t−UTg+1
ygt′ ≤ ugt, ∀g, ∀t > L
U
g + L
D
g , (1c)
t∑
t′=t−DTg+1
zgt′ ≤ 1− ugt, ∀g, ∀t > L
U
g + L
D
g , (1d)
ygt − zgt = ugt − u
0
g, ∀g, t = 0, (1e)
ygt − zgt = ugt − ugt−1, ∀g, ∀t ∈ {1, .., T }, (1f)
ygt + zgt ≤ 1, ∀g, t, (1g)
pgt + r
+
gt ≤ pgt−1 + r
+
gt−1 +R
U
g (ugt−1 + ygt), ∀g, t, (1h)
pgt−1 − r
−
gt−1 ≤ pgt − r
−
gt +R
D
g (ugt + zgt), ∀g, t, (1i)
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−
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+
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D
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g , ∀g, t, (1l)
r−gt ≤ R
−
g , ∀g, t, (1m)
wjt ≤ Wj , ∀j, t, (1n)∑
g∈Gn
pgt +
∑
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wjt = Lnt +
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fˆℓt −
∑
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fˆℓt, ∀n, t, (1o)
− Fℓ ≤ fˆℓt ≤ Fℓ, ∀ℓ, t, (1p)
fˆℓt = Bℓ
∑
n∈Nℓ
δˆnt, ∀ℓ, t, (1q)
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(
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)
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(
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)
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∑
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(
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)
−
∑
ℓ∈F outn
(
f˜ℓtω − fˆℓt
)
, ∀n, t, ω, (1r)
p+gtω ≤ r
+
gt, ∀g, t, ω, (1s)
p−gtω ≤ r
−
gt, ∀g, t, ω, (1t)
w
spill
jtω ≤ W
∗
jtω , ∀j, t, ω, (1u)
lshedntω ≤ Lnt, ∀n, t, ω, (1v)
− Fℓ ≤ f˜ℓtω ≤ Fℓ, ∀ℓ, t, ω, (1w)
f˜ℓtω = Bℓ
∑
n∈Nℓ
δ˜ntω, ∀ℓ, t, ω, (1x)
ugt = {0, 1}, ygt = {0, 1} , zgt = {0, 1}, ∀g, t,
pgt, r
+
gt, r
−
gt ≥ 0, ∀g, t; wjt ≥ 0, ∀j, t,
δˆnt free, ∀n, t; fˆℓt free, ∀ℓ, t, (1y)
p+gtω, p
−
gtω ≥ 0, ∀g, t, ω, w
spill
jtω ≥ 0, ∀j, t,
f˜ℓtω free, ∀ℓ, t, ω, l
shed
ntω, δ˜ntω free, ∀n, t, ω, (1z)
where ΞDA = {ugt, ygt, zgt, pgt, r
+
gt, r
−
gt, ∀g, t;wjt, ∀j, t;
δˆnt, ∀n, t; fˆℓt, ∀ℓ, t} is the set of first-stage (day-
ahead) decision variables and ΞBA = {p+gtω,
p−gtω, ∀g, t, ω;w
spill
jtω , ∀j, t, ω; δ˜ntω, l
shed
ntω, ∀n, t, ω; f˜ℓtω, ∀ℓ, t, ω}
is the set of second-stage (balancing) decision variables.
The objective function (1a) to be minimized is the total
expected system cost that comprises both day-ahead (CDA)
and balancing cost (CBA) components. The day-ahead part of
(1a) accounts for the energy production and start-up costs of
all conventional units, denoted by Cg and C
SU
g , respectively,
as well as for the upward and downward reserve capacity
procurement costs CUg and C
D
g . The real-time cost component
includes the re-dispatch cost for every uncertainty realization
ω ∈ Ω, namely: the upward and downward reserve deployment
at the corresponding offer prices C+g and C
−
g , as well as the
involuntary load shedding at the penalty cost of Cshed.
The first-stage constraints (1b)-(1q) ensure that the day-
ahead schedule respects the technical limits of the power
system. Using the binary variables ugt, ygt, zgt, the initial state
of the units in the beginning of the scheduling horizon as well
as the resulting allowable start-up and shut-down actions are
imposed through constraints (1b) and (1c) - (1d), respectively.
Parameter u0g denotes the initial commitment status of unit
g, whereas parameter LUg (L
D
g ) indicates the number of time
periods for which generator g must be online (offline) from
the beginning of the scheduling horizon. Parameters UTg and
DTg denote the minimum up and down time for generator
g. Constraints (1e) and (1f) model the transition from start-
up to shut-down state, while constraint (1g) states that unit g
can either start-up or shut-down at time period t. The upward
and downward ramping limits RUg and R
D
g are enforced by
constraints (1h) and (1i), respectively, taking into account the
energy production schedule pgt as well as the amount of
upward and downward reserve capacity, denoted by r+gt and
r−gt, procured from each generator. Similarly, the minimum
P g and maximum P g generation bounds are enforced by
constraints (1j) and (1k), where the maximum power to shut
down the units is equal to RDg . The procurement of upward and
downward reserves is limited by the corresponding capacity
offers R+g and R
−
g using constraints (1l) and (1m). Constraint
(1n) bounds wind power dispatch wjt to the installed wind
power capacity Wj . Finally, the nodal power balance is
enforced by the equality constraint (1o) taking into account
the day-ahead network power flows fˆℓ which are restricted by
the transmission capacity limits Fℓ in constraints (1p) and (1q)
based on a DC flow approximation.
The second-stage constraints (1r) - (1x) model the balancing
recourse actions for each wind power realization ω. Con-
straints (1s) and (1t) ensure that the deployment of upward
p+gtω and downward p
−
gtω reserves, respectively, does not
exceed the corresponding procured quantities at the day-ahead
stage. The amount of wind power production w
spill
jtω that can
be spilled as well as the allowable load shedding lshedntω at
each node are bounded to the realized wind power production
3W ∗jtω in each scenario ω and to the nodal demand Lnt in
constraints (1u) and (1v), respectively. Equation (1r) ensures
that conventional generation, wind power production and load
are properly re-dispatched such that the whole system zone
remains in balance, whereas constraints (1w) and (1x) imposes
the transmission capacity limits on the real-time power flows
f˜ℓtω. Constraints (1y) and (1z) are variable declarations.
B. Benders decomposition algorithm
The solution of the stochastic unit commitment model (1)
can become very computationally intensive when this mixed-
integer, NP-hard problem is applied to large-scale power sys-
tems in combination with a large set of scenarios to describe
accurately the wind power uncertainty. Nonetheless, exploiting
the structure of the problem at hand, we can apply the Benders
decomposition algorithm in order to reduce the involved
computational burden, while ensuring also convergence to
the global optimal solution. Below, we present the two main
implementations of the Benders algorithm, namely, the single-
and multi-cut versions, which we will use as foundation for
the decomposition strategies proposed in this work.
To facilitate the exposition, we first present the multi-cut
version of Benders adapted to two-stage stochastic optimiza-
tion problems [15] and we then outline its main differences
compared to the single-cut approach [5]. In the multi-cut
Benders algorithm, the extensive form (1) of the SUC model
is decomposed into a master problem that involves only
first-stage variables and into a set of subproblems, one per
scenario ω, that model the recourse actions. The Benders
master problem in iteration ν is formulated as:
Minimize
ΞDA,θω
QMC = CDA +
∑
ω∈Ω
πωθω (2a)
subject to
constraints (1b)− (1q), (1y), (2b)
θω ≥ θ
min, ∀ω, (2c)
θω ≥ Θ
(k)
ω , ∀k = {1, ..., ν − 1}, ∀ω, (2d)
Θ(k)ω = Q
(k)
ω +
∑
t∈T
[∑
g∈G
λ
+;(k)
gtω (r
+
gt − r
+;(k)
gt )+
∑
g∈G
λ
−;(k)
gtω (r
−
gt − r
−;(k)
gt ) +
∑
j∈W
λ
W;(k)
jtω (wjt − w
(k)
jt )+
∑
ℓ∈L
λ
F;(k)
ℓtω (fˆℓt − fˆ
(k)
ℓt )
]
, ∀k = {1, ..., ν − 1}, ∀ω.
(2e)
The first-stage constraints of the SUC problem are included in
(2b), whereas information about the second stage is conveyed
to the master problem via the auxiliary variable θω that is
bounded from below by parameter θmin in (2c) and the set
of optimality cuts (2e). These cuts are essentially supporting
hyperplanes of a function that maps first-stage decisions to
optimal recourse actions for each scenario ω. At each iteration
ν of the Benders algorithm, a new set of cuts (2e) is included in
the master problem, using the dual variables λ of the second-
stage subproblems that are formulated, according to [16], for
every scenario ω′ ∈ Ω as:
Minimize
ΞS
ω′
Q
(ν)
ω′ =
∑
t∈T
[∑
g∈G
(C+g p
+
gtω′ − C
−
g p
−
gtω′) + C
sh
∑
n∈N
lshedntω′
]
(3a)
subject to
constraints (1r)− (1x), (1z), ω = ω′, (3b)
r+gt = r
+;(ν)
gt : λ
+;(ν)
gtω′ , ∀g, t, (3c)
r−gt = r
−;(ν)
gt : λ
−;(ν)
gtω′ , ∀g, t, (3d)
wjt = w
(ν)
jt : λ
W;(ν)
jtω′ , ∀j, t, (3e)
fˆℓt = fˆ
(ν)
ℓt : λ
F;(ν)
ℓtω′ , ∀ℓ, t, (3f)
where ΞSω′ = Ξ
BA
ω′
⋃
{r+gt, r
−
gt, ∀g, t;wjt, ∀j, t; fˆℓt, ∀ℓ, t} is the
set of primal optimization variables of the Benders subproblem
for scenario ω′, and λ+gtω′ , λ
−
gtω′ , λ
W
jtω′ , λ
F
ℓtω′ are the
Lagrange multipliers of the ‘fixing’ constraints (3c) - (3f)
associated with the optimal solution of master problem at
iteration ν. It should be noted that allowing for load shedding
and wind spillage during real-time operation, the second-stage
constraints (3b) are always satisfied and thus it is not necessary
to include feasibility cuts in the master problem (2). At the
end of every iteration ν, an upper and a lower bound, denoted
as ξ
(ν)
and ξ(ν), respectively, are calculated as:
ξ
(ν)
= CDA +
∑
ω
πωQ
(ν)
ω , ξ
(ν) = QMC (4)
and the Benders algorithm terminates when ξ
ν
−ξν ≤ ε, where
ε is a user-defined convergence threshold.
The single-cut version of Benders decomposition as pre-
sented in [15] adds only one cut per iteration in the master
problem, which in turn is formulated as:
Minimize
ΞDA,θ
QSC = CDA + θ (5a)
subject to
constraints (1b)− (1q), (1y), (2e), (5b)
θ ≥ θmin, (5c)
θ ≥
∑
ω∈Ω
πωΘ
(k)
ω , ∀k = {1, ..., ν − 1}. (5d)
The convergence criterion is the same as in the multi-cut
version, albeit the lower bound in (4) is now calculated as
ξ(ν) = QSC. Comparing the two variations of the Benders
algorithm, one notices that the size of the master problem (2)
in the multi-cut version grows significantly faster compared to
its single-cut counterpart (5). By adding |Ω| new constraints
(cuts) in every iteration ν, where |Ω| is the cardinality of
the scenario set Ω, the multi-cut approach preserves the
complete information that is passed from the sub-problems
to the master problem and enables convergence to the optimal
solution in a lower number of iterations [17]. However, this
comes at the expense of larger master problem instances and
higher memory requirements. On the other hand, the single-
cut version aggregates all the second-stage information at each
iteration ν into one new cut only, reducing the size of the
master problem, especially in cases where |Ω| is large, at the
expense of more iterations until the algorithm convergences.
Finally, we remark that in both versions of the Benders
algorithm, each subproblem (3) is essentially a different ω-
indexed parametrization of the same linear program. There-
fore, no information exchange is required between the different
instances of (3), once the first-stage decisions are fixed using
either the multi-cut version (2) or the single-cut formulation
(5) of the master problem.
4III. DATA-DRIVEN ADAPTIVE BENDERS DECOMPOSITION
As previously discussed, the multi- and single-cut versions
of the Benders decomposition algorithm outperform each other
in terms of the number of iterations and the size of the master
problem, respectively. In order to bridge this efficiency gap,
we propose an adaptive data-driven version of the Benders
algorithm that lies in-between the two prevailing approaches
and aims at finding the optimal trade-off between the size
of the master problem and the number of iterations. This is
a generic algorithm involving two distinct processes that can
be applied independently to any problem that can be solved
using Benders decomposition. The first process exploits the
statistical information from the second-stage subproblems in
order to make efficient use of the Benders cuts. The second
process builds, on the other hand, an outer parallelization of
the Benders algorithm which is based on first-stage infor-
mation. In both processes, the |Ω| subproblems are treated
independently and their optimal solutions are computed in
parallel within each Benders iteration.
A. Improving Benders decomposition algorithm using data-
driven techniques
Our first data-driven process comprises two main functions:
an intelligent cuts’ aggregation based on data clustering tech-
niques and the adaptive management of the existing and the
new cuts in the course of the Benders algorithm. Aiming for
a trade-off between the single- and multi-cut versions of the
Benders algorithm, we group the scenarios into several clusters
c ∈ Ck and we reformulate the master problem as:
Minimize
ΞDA,θω
CDA +
∑
ω∈Ω
πωθω (6a)
subject to
constraints (2b), (2e), (6b)
θω ≥ θ
min, ∀ω, (6c)∑
ω∈Ωc
πωθω ≥
∑
ω∈Ωc
πωΘ
(k)
ω : µck,
∀k = {1, ..., ν − 1} \ Iκ, ∀c ∈ Ck, (6d)∑
ω∈Ω
πωθω ≥
∑
ω∈Ω
πωΘ
(k)
ω , ∀k ∈ I
κ, (6e)
where Ωc comprises all scenarios ω that belong to cluster c.
Using constraint (6d), we generate an aggregated cut for
all scenarios ω ∈ Ωc and for each cluster c ∈ Ck. This cut
aggregation is applied to all cuts that were generated in each
of the previous iterations {1, ..., ν − 1} \ Iκ, where Iκ is a
dynamic set that contains the iteration counters of the inactive
cuts for which we apply the cut consolidation technique from
[18]. The cut consolidation technique performs an intelligent
handling of the inactive cuts once they become obsolete.
Indeed, only a limited number of cuts are binding at every
iteration and usually many cuts remain inactive after certain
iterations [19]. In order to take advantage of this observation,
we use constraint (6e) to replace with a single cut all cuts that
were created in iteration k using the corresponding clusters
Ck and remained inactive in κ successive iterations, i.e. the
respective Lagrange multiplier µck of Benders cut (6d) is
equal to zero in κ successive iterations. This strategy keeps
the information from the inactive cuts in a compressed form
and reduces the size of the master problem. It should be noted
that the cut consolidation is applied only if all cuts generated at
iteration k, using clusters c ∈ Ck, are inactive for κ successive
iterations. Then iteration counter k is appended to the set Iκ
and the master problem constraints (6d) and (6e) are rebuilt
according to the corresponding indices.
A relevant question that emerges after this reformulation
of the master problem is how to define the set of clusters C
such that the information contained in the solution of each
ω-indexed subproblem is passed as intact as possible to the
master problem despite reducing the number of cuts. To tackle
this question, we need to decide which clustering technique to
use for computing the clusters and based on which attributes
we will compare and evaluate the similarity of the scenarios.
For every scenario, a number of attributes can be used to
perform the comparison required to form the clusters. The
most intuitive attribute is the production forecast W ∗jtω of
every wind farm j and time t, which is the only parameter
that varies in each subproblem for different scenarios ω ∈ Ω.
Considering that the wind power scenario set is a fixed
parameter for the SUC problem, the cluster formation only
needs to be performed once at the beginning of the Benders
algorithm. However, this static clustering approach is unable
to account for any new information that may become available
in the course of the Benders iterations, as the master problem
traverses the second-stage value function.
In fact, at the end of each new Benders iteration ν we
obtain updated values of the objective function (3a) and of
the dual variables corresponding to constraints (3c)-(3f). Both
these values reflect the impact of first-stage decisions on the
recourse cost for each uncertainty realization ω and are the
building blocks of the optimality cuts that drive the solution of
the problem, i.e. similar values of these duals and the objective
function (3a) would yield identical Benders cuts. To extract
additional value from these data, we can apply a dynamic clus-
tering approach, using the aforementioned quantities as clus-
tering attributes and re-compute the set of clusters Ck at every
Benders iteration k. Four dual variables are defined for every
scenario at every iteration, corresponding to different first-
stage decisions, i.e. day-ahead wind power dispatch, power
flows and upward/downward reserve procurement capacities.
In order to use these dual variables as clustering attributes,
we need to normalize their values such that we can perform
a meaningful comparison. As an illustration, the normalized
value λ
+
gtω of the dual variable λ
+
gtω is calculated as:
λ
+
gtω =
λ+gtω − min
∀g,t,ω
(λ+gtω)
max
∀g,t,ω
(λ+gtω)− min
∀g,t,ω
(λ+gtω)
, ∀g, t, ω. (7)
Similarly, we obtain the normalized values of the remaining
dual variables λ−gtω , λ
W
jtω , and λ
F
ℓtω.
Aggregation of Benders cuts into classes characterized by
similar properties is paramount for obtaining an accurate
description of the recourse value function, while restricting
the number of constraints in the master problem. In general,
clustering techniques are based on the comparison of objects
with respect to a specific metric. In Section IV, we evaluate
and compare the performance of three clustering methods,
namely, the k-shape, k-means and hierarchical algorithms.
The k-shape [20] focuses primarily on the shape and the
5variation pattern of the data instead of their specific values.
The k-means algorithm [21], which belongs to the family of
partitional clustering techniques, groups the data around k-
centroids, where these centroids are the mean values of the
scenarios within each k-cluster. Finally, in the agglomerative
hierarchical method [22], each object is initially considered
as a cluster that are iteratively fused in pairs with minimum
distance until the desired number of clusters is formed.
In order to balance efficiently the size of the master prob-
lem with the number of iterations, we develop an adaptive
approach that varies the number of clusters until conver-
gence is achieved. The main idea is to introduce a measure
for‘convergence speed’ and modify the number of clusters,
considering that adding more clusters (cuts) improves the
rate of convergence at consecutive iterations but increases the
size of the master problem. To quantify convergence speed,
we utilize the property of the lower bound ξ being a non-
decreasing function of the Benders iteration ν. This can be
intuitively verified considering that the master problem in
iteration (ν + 1) is a more constrained version of the ν-th
instance, due to the addition of the new cuts. Based on the
above, we calculate the difference between two successive
values of the lower bound as ∆ = ξ(ν+1) − ξ(ν), which is
then compared with two user-defined limits denoted as ∆↑
and ∆↓. If ∆ < ∆↑ the number of clusters is increased by ̺
clusters and vice versa if ∆ > ∆↓. To make the algorithm less
sensitive to small variations of ∆, these thresholds are selected
as ∆↑ < ∆↓, defining a dead-band in which the number of
clusters remains unchanged.
The complete algorithm (Algorithm 1) of the data-driven
Benders decomposition methodology described above is pro-
vided in the Appendix of the paper.
B. Outer parallelization of the Benders algorithm
Inspired by the work in [12], we propose an outer paral-
lelization process that comprises two steps. At the first step,
we split the scenario set Ω into smaller subsets s ∈ S and we
solve the SUC for all subsets. Then, we compare the first-stage
binary variables ugt at the optimal solution of each subset and
we resolve the SUC problem using the full scenario set Ω,
fixing though the commitment variables that are identical in
all subsets to the solution obtained in the previous step. The
complete algorithm (Algorithm 2) for the outer parallelization
of the Benders algorithm is presented in the Appendix of the
paper.
To form the set of subsets S, we first apply the k-medoid
clustering method to the original scenario set Ω in order to
obtain e ∈ E clusters and the corresponding most significant
scenario (medoid), denoted as me. Each subset s is then
constructed as a tuple s = {ω ∈ Ωe}
⋃
{me′ ∀e
′ ∈ E \e} that
contains the scenarios of cluster e and the most significant
scenarios of all the other clusters e′ ∈ E \ e. This subset
formation approach is illustrated in Fig. A1 of the Appendix. It
is worth mentioning that the k-medoid clustering technique is
chosen here to ensure that the center of each cluster (medoid)
corresponds to a scenario contained in Ω and not to an artificial
trajectory as in the k-shape or k-means algorithms. As a result,
each scenario subset s consists of scenarios that have similar
properties, i.e. belong to the same cluster e, as well as the
medoids me′ from the rest of the clusters e
′ ∈ E \ e. These
scenariosme′ enrich the information contained in each subset,
since they encode the general characteristics of uncertainty in
their clusters without carrying along the particularities of all
scenarios, such that the optimal solutions for different subsets
can still be different. To ensure notational clarity, we underline
that the clusters e ∈ E used in the outer parallelization process
differ from clusters c ∈ Ck employed in the cut aggregation
process of the previous subsection. In particular, the set of
clusters E is generated once, at the beginning of the outer
parallelization process, based on the wind power scenario set
Ω, whereas the set of clusters Ck is re-computed in each
iteration k of the Benders algorithm.
The logic behind the process described above follows from
the nature of the problem at hand. In particular, the primary
purpose of the unit commitment problem is to find the optimal
day-ahead schedule of the conventional units, in order to
ensure that the system will have enough flexibility to cope
with the variability and uncertainty of renewables during real-
time operation. From a technical perspective1, the rest of
the decision variables provide rather an indicative/advisory
dispatch schedule that is anyhow subject to changes, de-
pending on the actual operating conditions. In this regard
and considering that by construction the subsets describe
adequately the diversity of plausible operating conditions, we
postulate that the common commitment variables among all
subsets characterize accurately the true optimal solution.
The benefits from applying this outer parallelization pro-
cess is twofold. First, the SUC problem instances for each
subset are smaller than the initial model with the complete
scenario set. In addition, each SUC per subset can be solved
independently and in parallel, exploiting at the same time all
the data-driven techniques that we proposed in the previous
subsection to speed up the Benders algorithm. An additional
advantage is that the SUC problem run in the second step,
despite including all scenarios in Ω, is less computationally
intense, since a significant portion of the binary variables is
fixed. Finally, this procedure provides the possibility to discard
time-consuming subsets as we show in the following section.
IV. CASE STUDIES
In this section, we evaluate the proposed data-driven adap-
tive version of the Benders algorithm and the outer paral-
lelization process described in Section III. We used the IEEE
RTS-24 from [23] to evaluate the performance of the various
clustering parameters, i.e. attributes and clustering techniques,
and the IEEE 3-Area RTS-96 provided in [24] to assess the
efficiency of the proposed improvements compared to the
standard versions of the Benders decomposition algorithm.
The IEEE RTS-24 system comprises 24 nodes connected by 34
transmission lines, 12 generators and 6 wind farms. The IEEE
3-Area RTS-96 consists of 72 nodes, 107 lines, 96 generators
and 15 wind farms. We model wind power uncertainty using
a set of scenarios that respect the spatio-temporal correlation
of forecast errors over 15 different wind farm locations in
Western Denmark. These scenarios are provided online at [25].
The tests on the IEEE RTS-24 were performed on a desktop
computer, with an Intel(R) Xeon Gold(TM) 6154 CPU with
1We acknowledge that the day-ahead schedule may have also economic
implications, if the unit commitment model is used as market-clearing mech-
anism and the resulting production schedule is used in economic settlements.
62 processors clocking at 2.99GHz and 479 GB of RAM.
For the numerical experiments carried out on the IEEE 3-
Area RTS-96, we used the SGE Arton Grid of D-ITET ETH
Zu¨rich [26] with 11 computing servers of 16 cores Intel(R)
Xeon(TM) at 2.9 GHz. All test cases were implemented and
solved in Python with Gurobi [27] as the MILP solver. The
parallelization of the subproblems was implemented using the
Joblib Python library [28] with a multi-processing scheme. The
input data and the corresponding Python codes are provided
online in [29].
A. Assessment of clustering parameters
We use the IEEE RTS-24 system to evaluate and compare
different attributes and clustering techniques for our applica-
tion. The computations are performed using 50 equiprobable
scenarios over a scheduling horizon of 10 hours, with stopping
criterion ε = 10−6. In order to get an unbiased evaluation of
the impact of different clustering parameters on computational
time, the following tests are performed using the standard
version of the Benders algorithm, without the improvements
presented in Section III.
Figure 1 shows the computational time as a function of the
number of clusters generated using the hierarchical method
and considering as clustering attributes the wind power scenar-
ios, the dual variables of the ‘fixing’ constraints (3c) - (3f) and
the subproblems’ objective value. These different attributes
exhibit similar performance. As the static clustering approach
based on wind power scenarios is not compatible with an
adaptive approach that varies the number of clusters between
successive Benders iterations, we choose to proceed with the
dynamic clustering based on dual variables, which according
to Fig. 1 exhibits less performance variations compared to
clustering based on the objective value. This follows from the
fact that the latter clustering approach is based on a single-
valued attribute per iteration, i.e. the objective function value,
as opposed to clustering based on multiple dual variables that
can encapsulate more information.
Moving ahead with clustering based on duals, we compare
the performance of hierarchical, k-means and k-shape cluster-
ing techniques. The two first methodologies were implemented
using the Scikit-learn Python library [30], whereas for the third
one we used the Sieve Python platform [31]. Figure 2 shows
that the k-shape method performs poorly for our problem
compared to the hierarchical and k-means algorithms that
can achieve notable reduction of computational time with few
clusters. Hereinafter, we use the hierarchical clustering method
due to its simpler implementation, without any compromise on
the efficiency for our data-driven algorithm.
B. Evaluation of data-driven Benders decomposition
In this section, we use the IEEE 3-Area RTS-96 system
to appraise the performance of the proposed data-driven im-
provements on Benders decomposition. The numerical tests
are conducted for 100 scenarios and 24 hours. The MIP gap
and the Benders convergence tolerance ε are set to 10−6.
To facilitate the assessment, we include in the algorithm one
improvement scheme at a time and we compare the results in
terms of computational time and problem size, expressed as
the number of rows (constraints) of the master problem.
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Fig. 1. Comparison of different clustering attributes for the SUC problem
applied to the IEEE RTS-24 system, using the hierarchical clustering method.
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Fig. 2. Comparison of clustering methods for the SUC problem applied to
the IEEE RTS-24 system, using dual variables as clustering attributes.
1) Benders decomposition - standard versions: Aiming to
establish a benchmark for comparing our data-driven improve-
ments, we first report in Table I the results of the standard
Benders decomposition algorithms, i.e. single- and multi-cut
version. Both versions converge to the same objective function
value, though the single-cut version is almost nine times
slower than its multi-cut counterpart, affirming that the dense
aggregation of recourse information in a single cut diminishes
computational efficiency. On the other hand, the increased
size of the master problem, despite being moderate in this
particular case, is an indication of potential memory issues if
the number of cuts grows significantly.
2) Adaptive cuts aggregation: The adaptive cuts aggrega-
tion strategy requires as input the number of clusters ̺ that
will be added if ∆ lies outside the interval [∆↑,∆↓]. The
initial number of clusters as well as the values of ̺, ∆↑, ∆↓
are problem-specific parameters and thus have to be tuned for
the particular problem instance. In order to provide a more
systematic approach for tailoring the thresholds ∆↑ and ∆↓,
we compute them as percentages of the objective function
value, i.e. P = α · [CDA + CBA], as follows:
∆↑ = (1 − ζ) ∗ P , ∆↓ = (1 + ζ) ∗ P , (8)
where ζ sets a user-defined width of the dead-band around P .
We set α = 1% and we perform a grid search on the
parameters ζ and ̺. According to the results presented in
Table II, we can see that the master problem grows larger
as the cluster increment ̺ increases, since more cuts are
added in every iteration. Moreover, the computational speed
is optimized for ̺ = 5, whereas there is no clear indication
about the optimal value of ζ. Based on these observations, in
the following computations we set ζ = 75% and ̺ = 5, since
this parameter setting provides a reasonable trade-off between
the computational speed and the size of the master problem.
The expected system cost is the same for all values of ζ and
̺ and equal to the solution provided in Table I.
Table III shows the impact of the initial number of clusters,
which along with the increment step ̺ affects the number
of cuts that are added in every Benders iteration. It becomes
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PERFORMANCE OF SINGLE- AND MULTI-CUT BENDERS ALGORITHMS
Benders
Algorithm
Expected
Cost [$]
Time [s] # of Rows
Single-cut 747,007.74 62,074 23,292
Multi-cut 747,007.74 7,654 24,879
TABLE II
SENSITIVITY ANALYSIS ON CLUSTER INCREMENT AND THRESHOLD
ζ = 25% ζ = 50% ζ = 75%
̺ = 1
Time [s] 4,959 5,024 6,400
# of Rows 23,583 23,590 23,674
̺ = 5
Time [s] 4,100 4,211 4,096
# of Rows 23,892 23,841 23,811
̺ = 10
Time [s] 4,248 4,731 4,093
# of Rows 24,060 24,144 24,001
apparent that both the computational time and the number of
rows increase when the initial number of clusters increases.
Since we aim to minimize these two values, we choose to fix
the initial number of clusters equal to 1.
3) Outer parallelization strategy: To assess the perfor-
mance of this strategy we have to consider the total computa-
tional time T = T1+T2, with T1 and T2 referring respectively
to the time required for the parallel solution of subproblems
ω ∈ Ωs within each subset s and to the solution of SUC with
fixed commitment variables. Denoting as τs the computational
time of subset s, we define T1 as T1 = max∀s(τs).
Table IV compares the results of the SUC with (number of
subsets |S| greater than 1) and without (number of subsets |S|
equal to 1) the application of the outer parallelization strategy.
Setting the number of subsets to |S| = 10 over-compresses and
dilutes the information such that both the computational time
and the final objective value are significantly increased. On the
contrary, using the outer approximation strategy with |S| = 30,
we manage to obtain the true optimal solution reducing at the
same time the size of the problem. Indeed, the full benefits of
problem size reduction may unfold when the SUC is applied to
real-life power systems, when memory requirements become
an issue. For |S| = 30, the algorithm computes six different
commitment schedules (Commitment I - VI) as shown in Fig.
A2 of the Appendix, which compares the commitment status in
the subset solution with the corresponding optimal value.Only
the points for which the binary commitment variables ugt
that are different among the commitments and therefore not
fixed in the second step of the outer parallelization strategy
are shown. It is worth noting that each commitment schedule
I, IV, V and VI is determined by one subset only, schedule
II is given by two subsets and the remaining 24 subsets
all yield the commitment schedule IV as the solution. This
indicates that the commitment schedule is driven primarily by
the uncertainty characteristics of each subset and not by the
number of scenarios per se.
Based on these observations and taking into account that
each subset in the outer parallelization strategy is solved inde-
pendently and in parallel, we consider the option to disregard
the most computationally demanding subsets. Table V reports
the optimal value of the objective function, the solution time
and the problem size that correspond to different percentages
γ of completed subproblems, e.g. γ = 25% means that only
a quarter of the subsets is solved to optimality before the first
TABLE III
SENSITIVITY ANALYSIS ON THE INITIAL NUMBER OF CLUSTERS
Initial
# of clusters
1 25 50 100
Time [s] 4,096 4,244 4,284 6,962
# of Rows 23,811 23,864 24,054 24,789
TABLE IV
SENSITIVITY ANALYSIS ON THE NUMBER OF SUBSETS
# of Subsets s 1 10 30
Exp. Cost [$] 747,007.74 747,359.74 747,007.74
T1 [s] - 15,819 3,697
T2 [s] - 1,452 1,391
T [s] 4,096 17,271 5,088
Max. # of rows 23,811 23,746 23,767
TABLE V
SENSITIVITY ANALYSIS ON THE PERCENTAGE OF COMPLETED SUBSETS
γ 100% 85% 75% 25%
Exp. Cost [$] 747,007.74 747,007.74 747,007.74 747,130.28
T1 [s] 3,697 2,657 2,434 2,199
T2 [s] 1,391 1,350 1,364 1,518
Max. # of rows 23,767 23,671 23,671 24,098
step of the outer parallelization algorithm is terminated.
As already mentioned some commitment schedules are
obtained only by one subset. Therefore, by reducing γ, we bear
the risk to disregard unique schedules if their computational
time is high. In that case, some commitment variables will
be fixed to non-optimal values in the second step of the
process, as if they were common for all subsets in S. Having,
however, only six different commitment schedules resulting
from the full subset S, we are indeed able to recover the
true optimal solution even for γ = 75%, albeit with reduced
computational time and problem size. In practice, this setting
does not discover commitment schedules I and II within the
75% of the subsets that are solved first and therefore fixes
some extra commitment variables compared to the γ = 100%
case that keeps them free. Nevertheless, in the second run of
the SUC for γ = 100%, these commitment variables obtain
eventually the same optimal value as in the γ = 75% case
where they were treated as fixed parameters. This behavior
changes for γ = 25%, since this small subset of solutions
does not capture adequately the different operating conditions.
Only schedules III and VI are disclosed and five commitment
variables are fixed to non-optimal values, resulting in increased
expected system cost. It should be noted that we explored the
possibility to warm start instead of fixing the binary variables
ugt in order to mitigate the risk of being trapped to sub-
optimal solutions. However, this approach almost doubles the
computational time T2 and diminishes the advantages of the
outer parallelization strategy.
4) Cut Consolidation: We apply the cut consolidation tech-
nique on the second-step SUC problem of the outer paralleliza-
tion, which involves the complete set of uncertainty scenarios
Ω. Table VI reports the computational time for different values
of the iteration threshold κ, showing that this technique can
reduce moderately the computational time T2 and has a more
pronounced impact on the size of the problem that is now
reduced almost to the size of the single-cut version.
8TABLE VI
SENSITIVITY ANALYSIS ON THE ITERATION THRESHOLD
κ 2 5 10
Exp. Cost [$] 747,007.74 747,007.74 747,007.74
T2 [s] 1,357 1,336 1,402
# of rows 23,636 23,541 23,707
5) Performance analysis: Table VII summarizes the perfor-
mance of the different improvements and compares them to
the extensive form of the SUC problem. All problem instances
reach the same optimal solution. The single-cut version of
Benders algorithm has the worst performance in terms of com-
putational time, whereas the multi-cut version can speed up
considerably the solution process at the expense of increased
problem size. Applying the adaptive clustering strategy can
alleviate this issue and further reduce the computational time.
The outer parallelization algorithm leverages the capabilities
of distributed optimization to halve the computational time
compared to the multi-cut approach, whereas cut consolidation
allows to shrink the problem and almost reach the size of the
single-cut version. Overall, our data-driven version of Benders
decomposition, achieves a two-fold reduction of computational
time and reduces the problem size by a factor of 50 compared
to the extensive form of the SUC problem.
TABLE VII
COMPARISON OF THE IMPROVEMENTS
Exp. Cost [$] Time [s] # of rows
Single-cut 747,007.74 62,074 23,292
Multi-cut 747,007.74 7,654 24,879
Cut aggregation 747,007.74 4,096 23,811
Outer parallelization 747,007.74 3,798 23,671
Cut consolidation 747,007.74 3,770 23,541
Extensive form 747,007.74 8,477 1,402,779
V. CONCLUSIONS
In this paper, we propose several data-driven improvements
of Benders decomposition in order to improve its compu-
tational performance and reduce its memory requirements,
and we apply our algorithms to the stochastic unit commit-
ment problem. Using state-of-the-art clustering techniques we
developed an adaptive cuts aggregation strategy that halves
computational time compared to the multi-cut Benders ap-
proach. In addition, we proposed a novel outer parallelization
approach that is implemented in a distributed fashion and is
combined with a cut consolidation method. Our numerical
results show that this data-driven scheme outperforms, in terms
of computational time and problem size, both the standard
Benders decomposition and the extensive form solved by a
commercial optimization solver.
Future research may focus on the development of more
systematic processes for tuning the user-defined parameters
of the various data-driven solution schemes as well as on the
extension of our algorithm to multi-stage formulations.
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9APPENDIX
This document serves as an Appendix for the paper “Data-
driven Adaptive Benders Decomposition for the Stochastic
Unit Commitment Problem”.
A. Algorithm of the data-driven Benders decomposition
Algorithm 1 Data-driven Benders decomposition
Require: ̺, ∆↑, ∆↓
1: ν := 0,
2: repeat
3: Solve Master problem
4: Return optimal solution x(ν)
5: Compute lower bound ξ(ν)
6: Set xsubω := x
(ν)
7: Solve in parallel subproblem (3a)-(3f), ∀ω ∈ Ω
8: Compute upper bound ξ
(ν)
9: Compute ∆ and define number of clusters c ∈ C
10: Generate clusters c ∈ C
11: Add aggregated Bender cuts in the Master problem
12: Apply cut consolidation
13: ν := ν + 1
14: until |ξ
(ν)
− ξ(ν)| ≤ ǫ
In Algorithm 1, vector xν contains the optimal values of the
primal variables of the master problem at iteration ν, which
are passed to the Benders subproblems according to constraints
(3c)-(3f), i.e. xν = {r+gt, r
−
gt, ∀g, t;wjt, ∀j, t; fˆℓt, ∀ℓ, t}.
B. Algorithm of the outer parallelization of the Benders algo-
rithm
Algorithm 2 Outer parallelization of the Benders algorithm
1: Generate clusters e ∈ E
2: Generate subsets s ∈ S
3: for each s ∈ S do
4: Solve SUC model (1) using data-driven
Benders decomposition ∀ω ∈ s

 in parallel
5: Return optimal solution us
6: end for
7: Fix common binary commitment variables in us, ∀s ∈ S
8: Solve SUC model (1) using data-driven
Benders decomposition ∀ω ∈ Ω
In Algorithm 2, vector us contains the optimal values of the
commitment status binary variables ugt for all subsets s ∈ S.
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Fig. A1. Formation of clusters e ∈ E and subsets s ∈ S used in the outer
parallelization of the Benders algorithm. Scenarios ω ∈ Ω in color denote
the most significant scenarios of the corresponding cluster e, according to the
k-medoid clustering method.
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