Особенности построения алгоритмов оценивания параметров многомерных случайных процессов by A. Lobaty A. et al.
СИСТЕМНЫЙ АНАЛИЗ И ПРИКЛАДНАЯ ИНФОРМАТИКА 1, 2020
24 Обработка информации и принятие решений
УДК 629.7 + 531.383
А. А. ЛОБАТЫЙ, А. Ю. БУМАЙ 
ОСОБЕННОСТИ ПОСТРОЕНИЯ АЛГОРИТМОВ ОЦЕНИВАНИЯ 

















Среди задач оптимальной обработки ин-
формации значительное место занимают за-
дачи оптимального оценивания параметров 
многомерных случайных в условиях воздей-
ствия на них различных помех (неопределен-
ностей). В математической статистике оцени-
ванием называют обработку данных измере-
ний (наблюдений) с целью уменьшения влия-
ния случайных факторов (ошибок) [1, 2]. 
К системам, решающим такие задачи, можно 
отнести имеющие большое распространение 
различные навигационные системы, устанав-
ливаемые на движущихся объектах (ДО), ко-
торые перемещаются как поземной или во-
дной поверхности, так и в воздушном или 
космическом пространстве. Назначением та-
ких навигационных систем является опреде-
ление собственного положения относительно 
заданной системы координат. При этом если 
перемещение ДО происходит в пределах Зем-
ли, то неподвижную систему координат «при-
вязывают» к Земле, если движение ДО проис-
ходит в пределах солнечной системы, то – к 
Солнцу и так далее.
Одними из самых распространенных ДО 
являются беспилотные летательные аппараты 
(БЛА), представляющие широкий класс само-
движущихся летательных аппаратов, различа-
ющихся предназначением, принципами по-
строения, выполняемыми задачами. Для непо-
средственного измерения навигационных па-
раметров или физических величин, которые 
используются для определения этих параме-
тров на борту БЛА, применяются различные 
устройства и системы: инерциальные навига-
ционные системы (как правило, бесплатфор-
менные); радиотехнические высотомеры и из-
мерители скорости; барометрические и гео-
магнитные датчики; измерители воздушного 
давления и прочие приборы, основанные на 
различных физических принципах. Среди 
внешних источников информации о навигаци-
онных параметрах, находящихся за пределами 
БЛА, наибольшее распространение имеют 
спутниковые навигационные системы (СНС), 
к которым относятся системы GPS, ГЛОНАСС, 
DORIS, Galileo, Beidou [3, 4, 5]. К дополни-
тельным источникам навигационной информа-
ции можно также отнести системы телеме-
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трии, установленные как на борту БЛА, так 
и на наземных пунктах управления (радиомая-
ки и т. п.). Навигационная информация, посту-
пающая от различных источников, как прави-
ло, отличается точностью и достоверностью, 
так как получается на основе различных физи-
ческих принципов, каждый из которых имеет 
свою природу неопределенностей. Всё это ста-
вит на повестку дня задачу комплексирования 
различных источников информации для повы-
шения точности и достоверности выделения 
полезной составляющей. Принципы комплек-
сирования измерителей могут быть различны-
ми, основанными на различиях у измерителей 
и той же физической величины спектральных, 
амплитудных или иных информационных ха-
рактеристик. 
Задача оценивания вероятностных 
характеристик случайного процесса
Рассмотрим общую постановку задачи оце-
нивания вероятностных характеристик много-
мерного случайного процесса с помощью мно-
гомерного измерителя. В общем случае систе-
ма уравнений, описывающая эволюцию состо-
яния исследуемой системы (например – дви-
жение БЛА, как и любого ДО) с учетом нео-
пределенностей представляет собой пример 
функционального представления модели дина-
мической системы как нестационарного нели-
нейного управляемого объекта, подверженно-
го действию возмущений [6]:
( ) ( , ) ( ) ( ) ( ) ( )X t X t W t U t H t t= j + + x ,  
 0 0( )X t X= , 
(1)
где j(X,  t) – в общем случае нелинейная век-
торная функция, X = [x1...xn]T = X(t) – вектор 
переменных, описывающих пространство состо-
яний системы, X ϵ Rn, где Rn – n­мерное евклидо-
во пространство векторов. U = [u1...uh]T = U(t) – 
вектор управлений, U ϵ Rn. x = [x1...xn]T = x(t) – 
вектор белых шумов (возмущений) с матрицей 
интенсивностей G(t), характеризующий нео-
пределенности, оказывающие влияние на эво-
люцию X(t), W(t) и H(t) – матрицы переменных 
(в общем случае) коэффициентов. 
Заметим, что математическую модель прак-
тически любого случайного процесса можно 
представить как результат прохождения белого 
шума через соответствующий формирующий 
фильтр, представляющий собой совокупность 
математических выражений, с помощью кото-
рых из белого шума получают случайный про-
цесс с заданной корреляционной функцией. 
Добавив выражения, описывающие формиру-
ющий фильтр, к уравнению (1), получим мате-
матическое представление векторного марков-
ского процесса. Для анализа эволюции такого 
процесса, описываемого уравнением (1), удоб-
но использовать уравнение Фоккера–Планка–
Колмогорова (в западных источниках – урав-
нение Фоккера–Планка) для многомерной 
функции плотности вероятности f (X, t), кото-
рое имеет вид [1, 6]:
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где p(X, t) – вектор плотности потока вероят-
ности вида
1
( , ) ( , ) ( , ) ( , ) ( , )
2
[ ]TxX t A X t f X t B X t f X tp = − ∇ .
 (3)
∇x – векторный оператор дифференцирова-
ния (оператор градиента), который имеет вид: 
∇xT = [∂/∂x1...∂/∂xn], n – размерность вектора 
X(t). A(X, t) и B(X, t) соответственно, вектор 
сноса и матрица диффузии, которые называ-
ются также локальными характеристиками 
марковского процесса и определяются на ос-
нове введения в рассмотрение таких понятий, 
как стохастические интеграл – интегралы по 
времени от белых шумов. Заметим, что стоха-
стические интегралы вычисляются как предел 
в среднем квадратическом суммы, каждый 
член которой представляет собой произведе-
ние элементарного подинтервала на значение 
соответствующей функции либо вначале каж-
дого подинтервала (стохастический интеграл 
Ито), либо в середине каждого подинтервала 
(симметризованный стохастический интеграл 
Стратоновича­Фиска) [1, 6]. Не смотря на то, 
что интегралы Ито требуют осторожного об-
ращения при замене переменных и интегриро-
вании по частям, они удобнее при решении 
ряда задач анализа и синтеза стохастических 
систем, так как в выражении для вектора сноса 
A(X, t) отсутствует дополнительное слагаемое, 
связывающее его с вектором x(t). При такой 
трактовке стохастических интегралов в форме 
Ито и процесса (1) выражения для A(X, t) 
и B(X, t) имеют вид: A(X, t) = j(X, t)+W(X, t)
U(X, t), B(X, t) = H(t)G(t)HT(t).
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Нахождение решения уравнения (2) осо-
бенно для многомерных систем представляет 
собой неразрешимую задачу, которая суще-
ственно упрощается при применении различ-
ных способов аппроксимации функции f(X, t). 
Наиболее распространенным является приме-
нение двухмоментной гауссовой аппроксима-
ции f(X, t), основанной на применении цен-
тральной предельной теоремы теории вероят-
ностей. Выражение для гауссовой многомер-
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В выражении (5) |q(t)| – определитель кова-
риационной матрицы q(t) вектора X(t), mx(t) – 
математическое ожидание вектора X(t). В ска-
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где qpq – алгебраическое дополнение элемента 
qpq в  определителе |q|. Здесь аргумент t для 
упрощения записи опущен.
Задача вероятностного анализа процесса 
X(t) упрощается, если уравнение, описываю-
щее эволюцию процесса (1), является линей-
ным. Обоснованность линеаризации системы (1) 
обусловлена малой степенью отклонений пара-
метров возмущённого движения объекта (на-
пример, БЛА) от их номинальных значений. 
Обычно принимается, что если отклонения 
входных параметров систем dU(t) и вызываемые 
ими отклонения выходных параметров dX(t) 
не превосходят 3–5% номинальных значений, 
то такое требование выполняется, что даёт ос-
нование представлять возмущённое движение 
в виде линейной комбинации U(t) = U*(t)+dU(t), 
X(t) = X*(t)+dX(t) [1]. Параметры, обозначен-
ные звёздочкой, отвечают номинальному не-
возмущённому движению. Объединяя в одну 
систему уравнения номинального и возмущён-
ного движения, получим каноническую форму 
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D(t), W(t), H(t) – матрицы коэффициентов. 
Из уравнения (6) достаточно просто получа-
ются дифференциальные уравнения для векто-
ра математических ожиданий mx(t) = M[X(t)] 
и ковариационной матрицы q(t) = M[[X(t) – mx(t)]
[X(t) – mx(t)]T] (здесь M[...] – операция матема-
тического ожидания – «осреднения») вектора 
X(t), которые имеют вид:
 ( ) ( ) ( ) ( ) ( )x xm t A t m t W t U t= + , 0 0( )x xm t m= . (7)
0 0
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ),
( ) .
TTt D t t t t H t G t H tD
t




Задачи определения наилучших (оптималь-
ных) значений процесса X(t) на основании 
имеющихся наблюдений в виде вектора Z(t1) 
в зависимости от того, как расположен момент 
времени t1 по отношению к моменту времени t 
представляют собой задачи оценивания (филь-
трации, сглаживания или экстраполяции). За-
дача фильтрации является основной. Рассмо-
трим эту задачу, учитывая, что совокупность 
выходов измерителей процесса X(t) представ-
ляет собой вектор Z = [z1...zm]T = Z(t), Z ϵ Rm. 
Вектор наблюдений Z(t) связан с вектором со-
стояния X(t) нелинейной векторной функцией 
C(X, t). При этом наблюдение (измеритель) име-
ет аддитивную помеху z(t), обусловленную тех-
нологическими и внешними факторами, не свя-
занными с процессом X(t): 
 ( ) ( , ) ( )Z t C X t t= + z . (9)
Обычно z(t) принимается векторным цен-
трированным гауссовым белым шумом с ма-
трицей интенсивностей Ԛ(t). Обоснованность 
такого допущения основана на том, что в пре-
делах полосы пропускания измерителя вели-
чина спектральной плотности шума z(t) явля-
ется (принимается) постоянной.
Полной вероятностной характеристикой X(t) 
в момент времени t при измерении вектора X(t) 
является условная апостериорная функция 
плотности вероятности, обозначаемая ˆ ( , )f X t  = 
f  (X, t  | Z,t). Эволюция ˆ ( , )f X t  описывается 
интегро­дифференциальным уравнением Стра-
тоновича­Кушнера для апостериорной плотно-
сти вероятности [1, 7]:
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r( Xˆ , Z, t) – функция невязки, вычисляе-
мая по формуле:
    
1
ˆ( , , )
ˆ ˆ( ) ( ( ) ( ) ( ) ( , ) .
T
X Z t
Z t C X t t Z t C X tQ−
r =
   − −   
  (12)
Уравнение Стратоновича­Кушнера не мо-
жет быть решено непосредственно не только 
в силу трудностей вычислений, но и в связи 
с тем, что в нем присутствует истинное значе-
ние оцениваемого процесса X(t), которое по 
условию задачи не может быть определено. 
При решении практических задач фильтрации, 
как правило, требуется определить оптималь-
ную апостериорную оценку X̂(t) = X̂(t | Z). В ка-
честве критерия оптимальности чаще всего 
рассматривается минимум среднего квадрата 
ошибки оценивания – математическое ожида-
ние функции [X̂(t) – X(t)]2. В то же время кри-
терием оптимальности может быть и макси-
мум функции ˆ ( , )f X t  (максимум апостериор-
ной вероятности – МАВ), при котором:
.
 (13)
При гауссовой аппроксимации ˆ ( , )f X t , как 
показано в [7], выражения для оптимальной 
оценки X̂(t) имеют тот же вид, что и при ква-
дратичном критерии.
В качестве оптимальной оценки X̂(t) обыч-
но рассматривается условное математическое 
ожидание X(t), вычисляемое как интеграл вида:
 
ˆˆ ( ) ( ) ( , )X t X t f X t dX
∞
−∞
= ∫ . (14)
Так как найти точное значение интеграла 
(14) с учетом (1), (9) и (10) практически невоз-
можно, то применяют так называемые субоп-
тимальные алгоритмы, основанные на различ-
ных способах аппроксимации нелинейных 
функций j(X, t) и C(X, t) (кусочно­полиноми-
нальная, кусочно­линейная). Распространенной 
и удобной для использования является линей-
ная аппроксимация данных нелинейных функ-
ций. При этом выражения (6) и (9) принимают 
вид:
 0 0
( ) ( ) ( ) ( ) ( ) ( ),
( ) ,
X D t X t W t U t H t t
X t X




 ( ) ( ) ( ) ( )Z t C t X t t= + z . (16)
z(t) – белый шум измерителя, C(t) – матри-
ца коэффициентов.
В простейшем случае линейной постанов-
ки задачи, когда процесс X(t) описывается урав-
нением (15), а измеритель – выражением (16), 
вектор сноса имеет вид A(X, t) = D(t)X(t) +	
W(t)U(t), а матрица диффузии равна интенсив-
ности шума x(t) B(X, t) = G(t). При этом диф-
ференциальное уравнение для определения 
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В выражении (17) R(t) – апостериорная 
корреляционная матрица, дифференциальное 
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Выражения (17) и (18) представляют собой 
классический фильтр Калмана (Калмана­Бью-
си) [8]. Заметим, что при использовании дан-
ного фильтра в различных системах обработки 
информации необходимо учитывать, что мате-
матические модели процессов X(t) и Z(t) могут 
отличаться от их реальных физических пред-
ставлений по причине их неточной идентифи-
кации, что может приводить к существенным 
методическим ошибкам фильтрации [9]. 
Задача комплексирования  
измерителей и фильтров
В большинстве практических задач считает-
ся, что размерность вектора измерений Z(t) мень-
ше размерности вектора процесса X(t) (m ≤ n), 
однако возможна постановка задачи, когда для 
одной из составляющих xi(t) процесса X(t) име-
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ется несколько измерителей (m ˃ n). В этом 
случае для повышения точности и достовер-
ности оценивания процесса ( )X t  необходимо 
осуществлять комплексирование измерителей 
и соответствующих фильтров. В работе [10] 
предлагается метод комплексирования, осно-
ванный на пошаговой обработке результатов, 
полученных от нескольких фильтров Калмана. 
Метод основан на использовании перехода от 
гауссовых апостериорных оценок процесса X(t) 
к нечетким функциям принадлежности с по-
следующей обработкой полученной информа-
ции по правилам нечеткой логики. Следует од-
нако заметить, что практическая реализация 
данного подхода требует больших вычислитель-
ных затрат информационной системы.
Процессы измерения и фильтрации можно 
представить в виде структурной схемы (рис. 1), 
где для упрощения записи обозначены плотно-
сти вероятности: 
( ) ( , )f X f X t= , ( ) ( , )f Z f Z t= ,
( ) ( , , )f Z X f Z X t= t, ˆ( ) ( , , )f X Z f X t Z= t.
Априорные и апостериорные плотности 
вероятности связаны между собой известной 
формулой Байеса:
 ( ) ( ) ( ) ( )f X Z f Z f Z X f X= . (19)
В качестве оценки вектора состояния в ряде 
случаев может рассматриваться функция f (Z | X), 
которая характеризует условную плотность ве-
роятности множества измерений Z(t) при фикси-
рованном значении X(t). Оптимальным считает-
ся значение X(t), при котором условная плот-
ность вероятности f (Z | X) имеет максимальное 
значение [11]. Такой критерий называется кри-
терием максимума правдоподобия (МП). Его 
целесообразно применять при комплексиро-
вании нескольких измерителей одного пара-
метра при отсутствии оптимальной фильтрации:
 
. (20)
В общем случае критерий МАВ (13) может 
содержать больше информации о процессе X(t), 
чем критерий МП (20), но в некоторых случа-
ях, когда отсутствует фильтрация и размер-
ность вектора измерений Z(t) больше размер-
ности вектора процесса X(t), критерий МП мо-
жет представить более точный результат полу-
чения оптимальной оценки X̂ (t). Обоснуем 
данное предположение.
Так как безусловная плотность вероятно-
сти f(Z) не зависит непосредственно от X(t), 
то значения X̂МП(t) в соответствии с форму-
лами (19) и (20) могут определяться путем 
максимизации по X(t) совместной плотности 
f (Z | X) f (X). Для гладких и дифференцируе-
мых плотностей вероятности из формулы (19) 
следует:
( ) ( ) ( )
( ) ( ) ( )
f X Z f Z X f X







В выражении (21) обозначено 1
(...)












= = ∂ ∂ ∂ ∂
∂ ∇
.
Из выражения (21) следует, что необходи-
мым условием МАВ является:
 ( ) ( )
( )
0







Соответственно необходимым условием МП 
является:
 ( ) ( )
( )
0







Так как для многомерных процессов опре-
деление плотностей вероятности не представ-
ляется возможным, то в качестве оценок рас-
сматривают первые mx(t) = M[X(t)] = X(̂t) и вто-
рые Rx(t) = M[(X̂ (t) – X(̂t))2] апостериорные ве-
роятностные моменты этих процессов, на ос-
нове гауссовой аппроксимации плотностей ве-
роятностей, что имеет место при калмановской 
фильтрации. При наличии нескольких измери-
телей и соответственно – нескольких алгорит-
мов фильтрации процесса X(t) для их комплек-
сирования рассмотрим условную апостериор-
Рис. 1. Структура процесса фильтрации
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ную плотность вероятности, которую обозна-
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В выражении (24) Rk и x̂ k – апостериорные 
вероятностные моменты k­х выходов фильтров 
Калмана. Критерием комплексирования (опти-
мальной оценки процесса X(t)) в этом случае 
будет максимум апостериорного правдоподо-




Таким образом, в схему, представляющую 
структуру процесса фильтрации (риc. 1), не-
обходимо добавить блок комплексирования 
(рис. 2)
Полученные апостериорные оценки 
x̂ i(t) = [x̂ i1... x̂  im]T (i = 1̅,̅ m) переменной   xi(t) 
явля-ются случайными процессами с 
нулевыми ма-тематическими ожиданиями и 
дисперсиями Ri, вычисленными на основе 
решения уравнений 
(17) и (18). 
Предполагая, что существует совместная 
плотность вероятности апостериорных оценок 
f (X | X̂): вектора X(t) необходимым условием 
МАП является:
 
ˆ( ) ( )
ˆ( )
0








Соответственно оценка максимального прав-
доподобия по апостериорной дисперсии будет 
корнем уравнения:
 ( ) ( )
ˆ( )
0








При m независимых наблюдениях zk(t) и m
фильтров Калмана (k = 1̅,̅ m) значения апосте-
риорных характеристик x̂  МАП и RМАП случай-
ного процесса x(t), при использовании крите-
рия МАП в соответствии с (26) и (27) вычис-



















= ∑ . (28)
Заметим, что в условиях наличия неопре-
деленностей точность апостериорного оцени-
вания по критерию МАП в соответствии с вы-
ражениями (28) будет тем выше, чем больше 
число измерителей и фильтров. Это не сложно 
доказывается математически.
Пример
В качестве примера рассмотрим для на-
глядности одномерную систему с двумя изме-
рителями, эволюция которой характеризуется 
уравнениями (15) и (16), преобразованными 
к виду:
 ( ) ( ) ( )x t ax t t= + x , 0 0( )x t x= , (29)
 1 1 1( ) ( ) ( )z t c x t t= + z , (30)
 2 2 2( ) ( ) ( )z t c x t t= + z . (31)
где x(t) – белый шум процесса интенсивности 
g и M[x] = 0; z1(t) и z2(t) – соответствующие 
центрированные белые шумы измерителей 
z1(t) и z2(t) с интенсивностями q1 и q2. Плот-










 − = − 
p   
. (32)
Для независимых наблюдений z1(t), z2(t) 
случайного процесса x(t) и двух фильтров Кал-
мана можно записать выражение для условной 
совместной апостериорной плотности вероят-
ности f(x | x̂ 1, x̂ 2):
   1 21 2
1 2 1 1 2 2
2 2
1 2
ˆ ˆ ˆ ˆ( , ) ( , ) ( , )
ˆ ˆ( ) ( )1
exp ,
2 22 x xx x
f x x x f x z x f x z x
x x x x
R RR R
= =
 − − − − 
p     
 (33)
Рис. 2. Структура процесса комплексирования
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где x̂ 1 и x̂ 2, Rx1 и Rx1 – соответственно апостери-
орные математические ожидания и дисперсии, 
вычисленные на основе применения алгорит-
мов фильтра Калмана (17) – (18). 
Оценка максимального апостериорного 
правдоподобия для среднего значения x̂  явля-
ется корнем уравнения (25), которое в дан-
ном случае двух измерителей будет иметь ко-
рень , который является не-
смещенной оценкой максимального апостери-
орного правдоподобия для среднего значения 
оцениваемого процесса x(t). 
На рис. 3 представлены результаты матема-
тического моделирования, выполненного в сре-
де Matlab­Simulink. На рис. 3, а, б представле-
ны графики изменения выходных сигналов из-
мерителей. На рис. 3, в – графики изменения 
выходных сигналов фильтров. На рис. 3, г – 
график входного сигнала x(t) и график сигна-
ла, полученного в результате комплексирова-
ния двух фильтров . Как по-
казали результаты, представленные на графи-
ках, результирующий процесс хк(t) ближе к x(t), 
чем выходные сигналы каждого из фильтров 
ˆô1x  и ˆô2x . Запаздывание процессов ˆô1x , ˆô2x  
и хк(t) относительно x(t) обусловлено инерци-
онностью математической модели оптималь-
ной обработки информации (фильтра Калма-
на). Полученные результаты подтверждают обо-
снованность приведенных выше теоретических 
положений. 
Заключение
На основе анализа существующих мето-
дов и алгоритмов оценивания многомерных 
случайных процессов предложен новый кри-
терий оценивания – максимум апостериорно-
го правдоподобия. Обоснованность такого 
критерия основана на том, что интенсивное 
развитие технических систем ставит задачу 
получения оптимальной оценки информации, 
полученной от различных источников и соот-
                                                    а                                                                                             б
                                                   а                                                                                             б
Рис. 3. результаты математического моделирования
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ветственно отфильтрованной по критериям 
и правилам оптимальной обработки инфор-
мации на основе известных математических 
моделей оцениваемых процессов и измери-
телей. 
Полученные выражения для комплексиро-
вания апостериорных оценок процесса явля-
ются обоснованными в рамках линейных ма-
тематических моделей процессов и измерите-
лей, а также – принятых допущений о гауссо-
вом характере имеющихся неопределенностей. 
Результаты математического моделирования 
показали работоспособность предложенного 
метода комплексирования. Метод позволяет 
решать ряд практических задач. При этом точ-
ность и достоверность полученных результа-
тов будет определяться обоснованностью со-
ответствующих допущений.
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