The general task of optimal adaptive control with recursive identification (self-tuning control) is very complicated problem. This problem is solved usually by the separation of identification and control -the Certainty Equivalency (CE) Principle. The aim of this paper is to present the solution of this problem using the Dual Adaptive Control (Bicriterial Approach). The main idea of this approach involves two cost functions: (1) the system output should track cautiously the desired reference signal; (2) the control signal should excite the controlled process sufficiently for accelerating the parameter estimates. This approach was verified by a real-time control of nonlinear time varying laboratory model -DTS200 Three Tank System.
INTRODUCTION
One approach to adaptive control is based on the recursive estimation of the unknown system characteristics, their gradual specification and thus monitoring possible changes. Using this knowledge, appropriate methods can be employed to design the optimal controller. This kind of controller, which identifies unknown processes and then synthesizes control (adaptive control with recursive identification) is referred in the literature as a selftuning controller -STC.
It is clear that to reach these goals the identification of the static and dynamic characteristics of a controlled process plays an important role together with the optimal control strategy itself. It is known from parameter estimation theory that the determination of parameters is always burdened by a degree of uncertainty -error. This uncertainty not only depends on the number of identified steps (i.e. the amount of sample data) and on the choice of structure for the mathematical model of the controlled process, but is also dependent on the behaviour of the controller output, the sampling period and the choice of filter for the controller and process outputs. This means that every realized change in the controller output except the required control effect also excites the controlled system and thus creates the condition for its identification; in other words, for the best identification of the controlled process, it is necessary to impose certain conditions on the course of controller inputs.
The general task of optimal adaptive control with recursive identification is, therefore, extremely complicated. The controller output signal of optimal adaptive system should have two main properties:
• it has ensure that the process output follows the reference signal value and respond to its changes, • it has to excite sufficiently the controlled process for its quality identification. These properties are introduced in the literature as dual properties (or dual features) and adaptive control system giving these two properties is indicated as adaptive dual control systems.
The exact solution to the optimal dual adaptive control was presented by Feldbaum (Feldbaum, 1960; Feldbaum, 1965) using the dynamic programming. Unfortunately, due to the complexity of calculations it involves, exact dual optimal control is too demanding to be of use in most situations.
It has, therefore, been necessary to simplify the solution to this problem using experimental experience and intuition. This solution is based on constrained separation of identification and controlthe Certainty Equivalence (CE) Principle. The principle of CE consists in the fact that the model uncertainty is not considered. For the controller design the parameter estimates of the process model, which are obtained by the recursive identification, are used. It is assumed at the same time that values of these estimates correspond to their real values. It is obvious that adaptive control systems based on CE approach are not always optimal. For that purpose, several simplified approaches to design of adaptive control systems have been developed. These simplifications could be divided into two main groups based on: (1) approximations of the dual problem known as implicit dual control methods; (2) reformulation of the problem known as explicit dual control methods (Wittenmark, 1995; Filatov and Unbehauen, 2000; Wittenmark, 2003) .
One of the most efficient approaches is given by the bicriterial synthesis method for dual adaptive controllers. The main idea of the bicriterial approach consists in the introduction of two cost functions that correspond to the two goals of dual control: (1) to track the plant output to the desired reference signal and (2) to introduce the excitation up the parameter estimation. This bicriterial approach has been designed essentially by Filatov and Unbehauen (Filatov and Unbehauen, 2004) . In this paper the bicriterial approach is used for adaptive dual control of the DTS200 laboratory model.
STRUCTURE OF ADAPTIVE DUAL SYSTEM
The main difference between conventional CE adaptive control system (see Fig. 1 ) and adaptive dual control system (see Fig. 2 ) lies in the parameter estimates transmission. In the case of dual system, both parameter estimates and their accuracy are considered. If the uncertainty of recursively acquired parameter estimates is taken into account, it is possible to calculate the controller output, which ensures the optimal excitation of system for quality identification at keeping the cautious character of controlling signal. This approach can markedly improve the quality of control of systems with small a priori information and high level of uncertainty.
BICRITERIAL APPROACH
Two criteria minimization method called bicriterial approach is based on sequential minimization of two cost functions for dual control corresponding to two aims of dual control (see Fig. 3 ). The first function is control losses c k J and its optimum after minimization is the cautious control action
. This cautious controller results in a control signal with a magnitude smaller than that which an ordinary CE controller would achieve so there are smaller overshoots after the start of a process. The second cost function a k J which stands for parametric uncertainty is minimized around the cautious control value in the k Ω domain.
The resulting control action value is given as a compromise of optimization of two criteria when the magnitude of the excitation is given by the size of domain k Ω . It is suitable to define these constraints symmetrically around the cautious control value ) (k u c by the value of parameter k θ representing magnitude of the additional excitations. Finally, we 
The amplitude of excitations is dependent on the value of the selectable parameter η and the trace of covariance matrix C(k). 
DUAL MODIFICATION OF CE CONTROLLER
where
is the ARX model parameter vector and
is the regression vector (y(k) is the process output variable, u(k) is the controller output variable). The noise sequence ξ(k) has variance σ ξ 2 . A simple recursive least squares identification method is used to estimate the plant parameters. The vector of parameter estimates is updated as
stands for prediction error. Square covariance matrix is updated in each sampling period according to
The following notation for covariance matrix is introduced for on-coming manipulations
The set of process outputs and inputs available at time k is denoted as 
and
Substituting equations (5) and (12) into equation (13) and minimization of modified equation (13) leads to the cautious control law 
and finally after next modification resulting dual control law is in the form (Filatov and Unbehauen, 2004) 
The detailed structure of an adaptive control system with a dual control unit is shown in Fig. 4 .
INTERCONNECTED TANKS
Above-mentioned dual approach was verified by control of liquid level in the interconnected cylindrical tanks.
Mathematical model
A scheme of two interconnected tanks is presented in the Fig. 5 . The system consists of two interconnected cylindrical tanks T 1 and T 2 and a pump P which is responsible for inflow to the tank T 1 . The liquid level heights in the tanks T 1 and T 2 are h 1 and h 2 respectively. The inflow produced by the pump is q in , flow between tanks is q 1 and the outflow is q 2 . The pipe between tanks and the outflow pipe are described by constants k 1 and k 2 respectively. The model can be described by the following system of nonlinear partial differential equations ( )
where V 1 and V 2 are capacities of liquid in the tanks T 1 and T 2 .
The system can be considered as a single input single output system (SISO) where the input is inflow q in and output is liquid level h 2 . This configuration was used in the experiments described in the following sections.
Real-time laboratory model DTS200
Control experiments were performed using real-time laboratory model Amira DTS200 -Three Tank System. The scheme of this model is shown in Fig. 6 .
The system consists of three interconnected cylindrical tanks, two pumps, six valves, pipes, measurement of liquid levels and other elements.
Valves V 2 and V 4 were fully closed during the experiments, valve V 1 was fully opened and valve V 5 was partially opened. The valve positions did not change during the experiments. This configuration leads to the same model as described in the previous section. The controlled signal (y) was the height of the liquid level in the middle tank (y = h 3 ). This level was controlled by the control voltage of the pump P 1 (u).
Due to the characteristics of the valves, pipes and pump, the system behaviour contains more nonlinearities than the mathematical model described by equations (18). This can be seen from the static characteristics shown in Fig. 7 .
Control of laboratory model
Several different adaptive control algorithms were used to control the described system and results of two of them are presented later in this chapter. Both controllers are based on recursive least squares online identification combined with the pole placement Fig. 7 Static characteristic of the controlled system Fig. 6 Scheme of Amira DTS200 control law. Controlled system was modelled as a discrete second order linear system. A sampling period of T 0 = 10 s was used for all experiments and initial parameter estimates were set without using a priori information about controlled system. Dual controllers' performances were compared to the performance of the same controllers without dual modification (CE).
The first controller uses two degree of freedom (2DOF) structure (see Fig. 8 ), the CE control law is given by the equation
where the desired characteristic polynomial of the closed loop was set according to equation
The coefficients of polynomial (20) were chosen as 1 2
The selectable parameter in equation (3) was chosen as η=30. The CE version of this controller is further referenced as pp1 and its dual version as pp1_d. The control performances of pp1 and pp1_d controllers can be seen in Fig. 9 and Fig 10. The second presented self-tuning controller is based on pole placement controller pp2b1 from the SelfTuning Controllers Simulink Library (Bobál and Chalupa, 2003; Bobál et al., 2005) . The idea of this controller is to make the dynamic behaviour of the closed loop similar to that of the second order continuous system with characteristic polynomial as stated by equation 
Structure of control circuit with this controller is shown in Fig 11 and the CE control law is given by equation
Controller parameters were set to ξ=1 and ω n =0.05, which leads to asymptotic step responses. The CE version of this controller is further referred to as pp2 and its dual modification as pp2_d. The control performance of pp2 and pp2_d controllers can be seen in Fig. 12 and Fig. 13 .
Nonlinearities and changes of the behaviour of controlled system can be observed from the figures presented in this chapter. Inspecting Fig 9, it can be seen that reference signal of 10 cm caused to the control signal of about 20% in the first part but to 40% in the last part. Thus, the gain of the system has decreased to the half during control course.
Comparison of control performance using summing criteria
The performances of individual controllers were compared not only by investigating graphs of performance of controller and process output signal, but also by mathematical criteria. Four criteria were used to compare control courses obtained by 
Values of individual criteria for pp1 and pp1_d controllers are compared in Criteria S e2 and S ea are based on control error. Sum of squares of control error and sum of absolute values of control error were used to obtain S e2 and S ea respectively. These criteria represent accuracy of control process. Criteria S u2 and S ua are based on changes control signal. Sum of squares of control sequence and sum of absolute values of control sequence were used to obtain S u2 and S ua respectively. These criteria represent demands for actuators. Value N was selected to cover whole control process (N=301).
Usage of pp2 controllers led to better accuracy of control process but demands on the actuator were higher. Usage of dual modification led to better performance of controller in almost all tested cases.
CONCLUSIONS
Dual control using bicriterial approach was verified and compared with some other standard adaptive control approaches in real-time conditions by controlling a laboratory model. Examples of control of nonlinear and time varying DTS200 Tank System were shown. Despite the fact that the nonlinear system was modelled by a linear model, real-time experiments demonstrated that the dual controller can be suitable for control of nonlinear systems. 
