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ABSTRACT. I repeat my definition for quantization of a vector bundle. For the
cases of the Toeplitz and geometric quantizations of a compact Ka¨hler manifold, I
give a construction for quantizing any smooth vector bundle which depends func-
torially on a choice of connection on the bundle.
INTRODUCTION
Traditionally, “quantization” has meant some sort of process that, given a classi-
cal, symplectic phase space, produces a noncommutative algebra of quantum ob-
servables. The concept of noncommutative geometry (see [3]) suggests that such a
noncommutative algebra can be thought of as the algebra of functions on a “non-
commutative space”, so perhaps quantization could be made into a way of con-
structing a noncommutative geometry from a classical geometry.
However, as it stands, quantization is only a procedure for constructing an al-
gebra. Since the algebra of continuous (or smooth) functions contains only the
information of the point-set (or differential) topology of a space, this is merely the
quantization of topology. It would be desirable to extend quantization to a theory
of quantization of geometry.
Beyond topology, vector bundles are arguably the second most fundamental
structure in geometry, so a plausible first step towards a theory of quantizing ge-
ometry would be a theory of quantizing vector bundles. I began constructing such
a theory in [7] by giving a definition of vector bundle quantization and a procedure
for quantizing the equivariant vector bundles over coadjoint orbits of compact,
semi-simple Lie groups.
I continue the story in this paper by giving a procedure for quantizing arbitrary
smooth vector bundles over compact Ka¨hler manifolds. The construction depends
only on the structures used to quantize the manifold, the vector bundle itself, and
a connection on the vector bundle.
1. GENERALITIES
Most of the symbols defined in this section will be defined again through con-
structions in Sec’s 2 and 3. The theorems of Sec. 3 will show that these construc-
tions actually do satisfy the original definitions.
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Recall that a continuous field of C∗-algebras (see [4, 9]) is the natural notion of
a bundle of C∗-algebras. The fibers are all C∗-algebras, the space of (continuous)
sections is a C∗-algebra, and for each point of the base space there is an evaluation
map, a ∗-homomorphism of the algebra of sections onto the fiber algebra.
By the most general definition (see [10, 11, 12]), a strict deformation quantization
of a (Poisson) manifold M consists of a continuous field of C∗-algebras, AI^, and a
(total) quantization map. Conventionally, the base space I^ of the continuous field
is the set of possible values of h¯; more generally, it is just some set containing
an accumulation point ∞ ∈ I^ which plays the role of h¯ = 0. The fiber of the
continuous field at this “classical limit” point is C(M), the C∗-algebra of continuous
functions onM.
Definition. A is the C∗-algebra of continuous sections of AI^. P : A → C(M) is the
evaluation homomorphism at∞ ∈ I^.
In most of this paper the quantization map is a mapQ : C(M)→ A; more gener-
ally, the domain ofQmay be only a dense subalgebra of C(M), but it must contain
the smooth functions C∞(M). The composition P ◦Q is required to be the identity
map; that is, applying the quantization map to a function f ∈ C(M) gives a contin-
uous section of AI^ whose value at ∞ ∈ I^ is f. Finally, Q is required to commute
with the involution (∗-structure) and fit a relation with the Poisson bracket.
Specifying the total quantization map, Q, is equivalent to specifying, for each
point i ∈ I := I^r{∞}, a mapQi toAiwhich is justQ composed with the evaluation
at i. It may be possible to reconstruct the continuous field AI^ from this system
of quantization maps. The total quantization map Q can be reconstructed as the
direct product of the Qi’s. The codomain of this reconstructed quantization map
is superficially the C∗-algebraic direct product
∏
i∈IAi; however, the image of Q
is actually contained in A ⊂∏i∈IAi and will usually generate A (as a C∗-algebra)
in most cases. Given a proposed system of quantization mapsQi, it is a nontrivial
convergence condition that the image ofQ consists of sections of some continuous
field.
For some purposes, including defining quantization of a vector bundle, the con-
tinuous field AI^ is the only important structure. For this reason, in [7], I gave the
following:
Definition. A general quantization of M is a continuous field AI^ with C(M) as the
fiber over∞.
This is just enough structure to define whether or not a sequence of operators
converges to a given function onM.
The context of this paper is the geometric quantization of compact Ka¨hler man-
ifolds. In this case I^ = N^ := {1, 2, . . . ,∞}, the 1-point compactification of the pos-
itive integers. The algebras AN for each N ∈ N are (finite-dimensional) matrix
algebras, and ifM is connected, they are simple (i. e., “full”) matrix algebras.
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Assume for simplicity thatM is connected. then, all the information of the gen-
eral quantization is contained in A and P. The index set N^ can be recovered as the
spectrum of the center of A.
The ideal A0 := kerP is the algebra of sections of AN^ that vanish at ∞. Equiv-
alently, A0 consists of those sections over N for which the sequence of norms con-
verges to 0. Since N is discrete, A0 is just the C
∗-algebraic direct sum
⊕
N∈NAN.
I shall be concerned with two choices of quantization maps here. The first are
the Toeplitz quantization maps TN; these are manifestly completely positive and
thus defined on all of C(M). The second type are the geometric quantization maps
QN; as I shall show in Thm. 5.2, these correspond to the same general quantization
as the Toeplitz quantization maps do.
Note that a general quantization can be phrased as an extension
0→ A0 −→ A P−→ C(M)→ 0. (1.1)
The total Toeplitz quantization map T : C(M) → A gives a completely positive
splitting of (1.1).
1.1. Quantized vector bundles. The category equivalence of vector bundles over
M with finitely generated projective (f. g. p.) modules of C(M) is well known. The
C(M)-module corresponding to a vector bundle V overM is the space of continu-
ous sections Γ(M, V). This suggests the following definition (see [7]).
Definition. Given a general quantization, expressed as P : A → C(M), a quanti-
zation of a vector bundle V is any f. g. p. A-module, V, such that the push-forward
by P is P∗(V) = Γ(M, V).
For every i ∈ I^, pushing V forward by the evaluation homomorphism gives a
module Vi of Ai. The A-module V is equivalent to a bundle of modules over I^
whose fiber over i is Vi.
It is not obvious a priori that any quantization of V will exist, or that it will be
at all unique. To investigate these issues, it is helpful to consider K-theory; the
group K0(M) classifies vector bundles; the group K0(A) classifies f. g. p.A-modules
(which are the quantized vector bundles).
The short exact sequence (1.1) leads, as usual, to a six-term, periodic exact se-
quence in K-theory; incorporating the identity K∗[C(M)] = K
∗(M), this reads,
K0(A0)
β−−−→ K0(A) −−−→ K0(M)
α
x y
K1(M) ←−−− K1(A) ←−−− K1(A0).
(1.2)
Assume that I is discrete, and the Ai’s are full matrix algebras. Then A0 is just
the direct sum
⊕
iAi, and the K-groups are direct sums K∗(A0) =
⊕
iK∗(Ai). Since
each Ai is a full matrix algebra, its K-theory is K0(Ai) ∼= Z and K1(Ai) = 0. This
gives that K0(A0) ∼= Z
⊕∞ and K1(A0) = 0.
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The algebraic direct sum Z⊕∞ is the set of sequences of integers with finitely
many nonzero terms. This corresponds to the fact that an f. g. p. module of A0
is a direct sum of (finitely generated) modules of finitely many AN’s. Any A0-
module is also an A-module; the f. g. p. A0-modules are precisely those A-modules
which are finite-dimensional as vector spaces. This identification corresponds to
the map β in (1.2), and shows that βmust be injective, which, by exactness, shows
that the map α is zero. With this, the exact sequence (1.2) breaks down into the
isomorphism
K1(P) : K1(A) −˜→ K1(M)
and the short exact sequence
0→ Z⊕∞ −→ K0(A) K0(P)−−−→ K0(M)→ 0. (1.3)
This K0(P) maps the K-class of a quantization of a vector bundle, V , to the K-
class of V . The exact sequence (1.3) shows that K0(P) is surjective, which suggests
that any vector bundle can be quantized.
Theorem 1.1. For a general quantization AI^ such that I is discrete and the fibers over I
are matrix algebras, every vector bundle can be quantized.
Proof. Any vector bundle can be realized as the image of some idempotent matrix
of continuous functions e ∈Mm[C(M)]. The ideal A0 consists of all compact oper-
ators in A, so any element of the preimage P−1(e) is “essentially” idempotent (i. e.,
modulo compacts). There therefore exists an idempotent e˜ such that P(e˜) = e. The
right image Ame˜ is a quantization of the vector bundle in question.
The short exact sequence (1.3) also shows that kerK0(P) = Z
⊕∞ . This means that
the K-class of a quantization of V is uniquely determined by V, modulo Z⊕∞ . This
suggests:
Theorem 1.2. With the hypothesis of Theorem 1.1, quantization of a vector bundle is
unique modulo finite-dimensional modules.
Proof. We need to prove that if V and V ′ are quantizations of V, then there ex-
ists a module homomorphism from V to V ′ whose kernel and cokernel are finite-
dimensional (in other words, a Fredholm homomorphism).
Any f. g. p. module can be realized as the (right) image of an idempotent matrix
over A. So, identify V and V ′ with the images of idempotents e, e ′ ∈ Mm(A); that
is, V = Ame and V ′ = Ame ′. These idempotents can be chosen so that P(e) =
P(e ′); therefore, e − e ′ ∈ Mm(A0). Multiplication by e ′ (respectively, e) gives a
homomorphism ϕ ′ : V
·e′−→ V ′ (resp., ϕ : V ′ ·e−→ V).
Let k be the self-adjoint idempotent whose (right) image is kerϕ ◦ϕ ′. Since this
is a subspace of V, k satisfies ke = k, and since this is the kernel of ϕ ◦ϕ ′, k satisfies
ke ′e = 0. A priori k is not necessarily inMm(A). However, the entries of k are in
the C∗-algebraic direct product of the Ai’s; i. e., bounded sections of AI^ over I. A0
is an ideal in this algebra, so k = k(e − e ′)e ∈ Mm(A0). Therefore, kerϕ ◦ ϕ ′ is
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an f. g. p. module of A0 and is thus finite-dimensional. By an identical argument,
kerϕ ′ ◦ ϕ is also finite-dimensional. This implies that the kernel and cokernel of
ϕ ′ are finite-dimensional.
The converse is clearly also true: If V is a quantization of V, and V ′ is isomorphic
to Vmodulo finite-dimensional modules, then V ′ is also a quantization of V.
2. TOEPLITZ QUANTIZATION
Again, letM be a compact, connected Ka¨hler manifold. Now, let L be a Hermit-
ian line bundle with curvature given by the symplectic form as ∇2 = −iω and L0
a holomorphic line bundle with an inner product on sections (i. e., a pre-Hilbert
structure on Γ(M, L0)).
Definition. For each N ∈ N, LN := L0 ⊗ L⊗N, HN := Γhol(M, LN) (the space of
holomorphic sections of LN), and AN := EndHN (matrices overHN).
The inner products on sections of L0 and fibers of L combine to give an inner
product on sections of LN. This makes HN into a Hilbert space; it does not need
to be completed, since it is finite-dimensional. The Hilbert space structure of HN
makes AN a C
∗-algebra.
The connections and inner products must be compatible. For convenience, as-
sume that L1 (and thus any LN∈N) is “positive” (if not, just reparameterizeN). This
guarantees that AN is nontrivial for all N ∈ N. The simplest choice of L0 is just
the trivial line bundle with the trivial connection and the inner product given by
integrating with the canonical volume formωn/n! (n := dimCM).
The space HN is naturally a Hilbert subspace of L
2(M, LN) which is a subspace
of the the Hilbert space of (0, ∗)-forms with coefficients in LN.
Definition. Let ΠN be the self-adjoint projection onto HN. The Toeplitz quantiza-
tion map TN : C(M)→ AN is given by
TN(f) := ΠNf. (2.1)
In other words, the action of TN(f) on an element ofHN (holomorphic section of
LN) is given by first multiplying by f (giving a non-holomorphic section) and then
projecting back to HN by ΠN. This TN is automatically a unital and (completely)
positive map; therefore, it is norm-contracting.
2.1. Vector bundles. Suppose that we are given a smooth vector bundle V with a
specific connection. I would like to construct from V a sequence of AN modules.
The algebra AN can be written as AN = EndHN = Hom(HN,HN) and can be
thought of as consisting of square matrices of height and width HN. Any module
of AN can be written as Hom(E,HN) and thought of as consisting of rectangular
matrices of heightHN and width E. Any construction for E should generalize that
ofHN.
Thanks to the Kodaira vanishing theorem (see the appendix and e. g., [6]) and
the assumption that L1 is positive, HN = Γhol(M, LN) can also be realized as the
kernel of the LN-twisted Dolbeault operator that acts onΩ
0,∗(M, LN).
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In order to generalizeHN appropriately, we will need:
Definition. DV := ∇∂¯+ (∇∂¯)∗ = iγµ∇µ is the V∗ ⊗ LN-twisted Dolbeault operator,
a Dirac-type operator acting on the smooth (0, ∗)-formsΩ0,∗(M, V∗ ⊗ LN).
Here, ∇ is the connection, and the Dirac matrices satisfy [γµ, γν]+ = γµγν +
γνγµ = gµν, which differs from the usual convention by a factor of 2. A number
of inequalities related to Dolbeault operators will prove useful, but the proofs of
these are relegated to the appendix.
Natural generalizations of AN and TN are,
Definition. V˜N := Hom(E˜
V
N,HN)where E˜
V
N = kerDV. The map T
V
N : Γ(M, V)→ V˜N
is given by
TVN(v) := ΠNv. (2.2)
In this, multiplication must be understood to mean contraction of V with V∗.
Multiplying an element of E˜VN ⊂ Ω0,∗(M, V∗ ⊗ LN) by v gives an element of
Ω0,∗(M, LN); ΠN then projects this down to HN. If V is trivial (i. e., V = C ×M
with the trivial connection), then TVN reduces to TN.
The tildes will be dispensed with by the end of the next section.
3. CONVERGENCE
If V has an inner product— or if we assign one— then there is a natural operator
norm on V˜N which generalizes the norm on AN. This corresponds to the norm
‖v‖ := sup
x∈M
‖v(x)‖ on sections. None of the constructions here will require an
inner product on V ; however, several of the proofs will make use of one — which
can be taken arbitrarily.
The main property of the maps TN and T
V
N that is needed to prove convergence
of the quantization of both the algebra and vector bundles is
Lemma 3.1. For any function f ∈ C(M) and any section v ∈ Γ(M, V),
lim
N→∞
∥∥TN(f)TVN(v) − TVN(fv)∥∥ = 0.
Proof. LetD be the LN-twisted Dolbeault operator, so thatHN = kerD. We can ap-
proximate ΠN by (1+αD
2)−1with α a positive real number; in fact, by Lemma A.1
(in the appendix) there exists a constant C < 1 such that
SpecD2 ⊂ {0} ∪ [N− C,∞), (3.1)
so the error in ΠN ≈ (1+ αD2)−1 is bounded as∥∥ΠN− (1+ αD2)−1∥∥ ≤ (1+ α[N− C])−1 ≤ α−1(N− C)−1.
Now, for f ∈ C∞(M) any smooth function, the commutator [f, ΠN]− is approxi-
mated by
[f, (1+ αD2)−1]− = α(1+ αD
2)−1[D2, f]−(1+ αD
2)−1
= iα(1+ αD2)−1[D,γµf|µ]+(1+ αD
2)−1.
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Another consideration of (3.1) shows that,
∥∥(1+ αD2)−1D∥∥ ≤ (N− C)1/2
1+ α(N− C)
≤ α−1(N− C)−1/2.
So, ∥∥[f, (1+ αD2)−1]−∥∥ ≤ 2(N− C)−1/2∥∥γµf|µ∥∥ = √2 (N− C)−1/2‖∇f‖.
This gives that
‖[f, ΠN]−‖ ≤
√
2 (N− C)−1/2‖∇f‖+ 2α−1(N− C)−1‖f‖,
for any α > 0, and therefore,
‖[f, ΠN]−‖ ≤
√
2 (N− C)−1/2‖∇f‖.
With a slight abuse of notation,
TN(f)T
V
N(v) − TN(fv) = T
V
N(f ΠNv− fv) = T
V
N([f, ΠN]−v).
By construction, TVN is norm-contracting; thus,∥∥TN(f)TVN(v) − TVN(fv)∥∥ ≤ √2 (N− C)−1/2‖∇f‖ ‖v‖.
So
∥∥TN(f)TVN(v) − TVN(fv)∥∥ → 0 as N → ∞. Since TN and TVN are norm-contracting,
they are continuous, and since C∞(M) ⊂ C(M) is a dense subalgebra, the conclu-
sion holds for all f ∈ C(M).
Definition. The total Toeplitz quantization map T : C(M)→∏N∈NAN is the direct
product of the TN’s. Also A0 :=
⊕
N∈NAN is the C
∗-algebraic direct sum, and A :=
Im T + A0.
Lemma 3.2. A is a C∗-algebra, and T induces an isomorphism C(M) −˜→ A/A0.
Proof. Lemma 3.1 is in this case equivalent to the statement that for any functions
f, g ∈ C(M),
T(f)T(g) − T(fg) ∈ A0. (3.2)
The direct sum A0 is an ideal in the direct product
∏
N∈NAN, so (3.2) shows that A
is algebraically closed. Since T is norm-contracting, Im T is norm-closed, and so A
is norm-closed. Hence, A is a C∗-algebra.
Equation (3.2) also shows that T induces (by composition with the quotient map
A → A/A0) a ∗-homomorphism C(M) → A/A0. This is surjective because of the
definition of A. We need to verify that it is injective.
Since A lies inside the direct product of the AN’s, there is for each N ∈ N an ob-
vious “evaluation” homomorphism PN : A → AN. Define the normalized partial
traces t˜rN : A→ C by t˜rNa := tr[PN(a)]/dimHN, so that t˜rN1 = 1. The normalized
trace is norm-contracting, so any a ∈ A satisfies |t˜rNa| ≤ ‖PN(a)‖; therefore,
a ∈ A0 =⇒ lim
N→∞ t˜rNa = 0. (3.3)
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Note that for any f ∈ C(M), the (unnormalized) trace of TN(f) can be expressed
as
tr[TN(f)] = Tr[ΠNf] = lim
t→∞ Tr[e
−tD2f].
Using the asymptotic expansion for e−tD
2
(the “heat kernel expansion”, see [5]),
this can be evaluated explicitly as a polynomial in the curvatures of TM and LN.
The result is a polynomial in N with leading order term
(
N
2π
)n ∫
M
f
ωn
n!
.
This, with (3.3), shows that t˜r∞ := limN→∞ t˜rN is well-defined on A, vanishes on
A0 and satisfies
t˜r∞ [T(f)] = 1
volM
∫
M
f
ωn
n!
.
Suppose that some function f is in the kernel of the induced homomorphism
C(M) → A/A0, or equivalently that T(f) ∈ A0. The kernel of a ∗-homomorphism
is spanned by its positive elements, so we can assume without loss of generality
that f ≥ 0. This implies that 0 = t˜r∞ [T(f)] ∝
∫
M
fωn/n!, but since ωn is nonvan-
ishing this implies f = 0. So, the homomorphism is injective and thus an isomor-
phism.
Definition. P : A→ C(M) is the composition of the natural surjection A→ A/A0
with the inverse of the isomorphism induced by T .
The following shows that A indeed gives a general quantization ofM.
Theorem 3.3. There is a continuous field of C∗-algebras over N^ such that the fiber over
N ∈ N is AN, the fiber over∞ is C(M), and the algebra of continuous sections is A.
Proof. Let PN : A→ AN denote the evaluation map atN. Most of the axioms given
in [4] for a continuous field of C∗-algebras are easily verified. The nontrivial axiom
is the requirement that for any a ∈ A the norms ‖PN(a)‖ define a continuous
function on N^. Since continuity is only an issue at ∞ ∈ N^, this reduces to the
requirement that ‖PN(a)‖→ ‖P(a)‖when N→∞. It is sufficient to prove this on
Im T ; in other words, we need to show that for any f ∈ C(M),
lim
N→∞‖TN(f)‖ = ‖f‖.
The spectrum A^ (of irreducible representations, see 3.2.2 of [4]) is a non-Haus-
dorff union of M and N, although it maps continuously onto N^. According to
Prop. 3.3.2 of [4], the function on A^ defined by the norms of the images of any
a ∈ A is lower semi-continuous. This means that for any x ∈M,
lim inf
N→∞ ‖TN(f)‖ ≥ ‖f(x)‖
≥ ‖f‖.
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On the other hand, because TN is norm-contracting,
lim sup
N→∞ ‖TN(f)‖ ≤ supN∈N‖TN(f)‖ ≤ ‖f‖.
Each of the maps TN is surjective (Prop. 4.2 of [1]), so this is clearly the smallest
continuous field such that N 7→ TN(f) defines a continuous section. In fact, Im T
generates A as a C∗-algebra.
Definition.
TV : Γ(M, V)→∏
N∈N
V˜N
is the direct product of the TVN’s, V := A · Im TV is the A-module generated by Im TV,
VN is the restriction of V to an AN-module, and P
V : V → V/A0V = P∗(V) is the
natural surjection.
The following lemma shows that the analytic condition ‖vN‖ → 0 can be ex-
pressed algebraically.
Lemma 3.4.
A0V =
{
v ∈
∏
N∈N
VN
∣∣∣ lim
N→∞‖vN‖ = 0
}
,
and TV induces a homomorphism of C(M)-modules, PV ◦ TV : Γ(M, V)→ P∗(V).
Proof. As I have mentioned, TVN is norm-contracting; thus T
V(v) is bounded. Be-
cause of this, the sequence of norms coming from any element of A0V = A0 Im T
V
must converge to 0. Conversely, A0V is norm-closed and contains all sequences in∏
N∈N VNwith finitely many nonzero terms. This proves the first claim.
With this, Lemma 3.1 shows that for all f ∈ C(M) and v ∈ Γ(M, V)
T(f)TV(v) − TV(fv) ∈ A0V,
which proves the second claim.
Lemma 3.5. For N sufficiently large, VN = V˜N.
Proof. Equivalently, for sufficiently largeN, the image of TVN generates V˜N as anAN-
module. If not, then Im TVN must lie inside a proper submodule of V˜N, and so there
must exist ψ ∈ E˜VN such that, for any ϕ ∈ HN and v ∈ Γ(M, V), 〈ϕ|TVN(v)|ψ〉 = 0.
Take any nonzero ϕ ∈ HN and ψ ∈ E˜VN. Let ψ0 ∈ Γ∞(M, V∗ ⊗ LN) be the com-
ponent of ψ in degree 0. Assume N to be sufficiently large that ψ0 is guaranteed
by Corollary A.2 not to vanish. Using the fact that M is connected, the zeros of
ϕ must form a proper subvariety of M, and ψ0 must be nonzero on an open set;
therefore, there exists y ∈ M where ϕ(y), ψ0(y) 6= 0. If v ∈ Γ(M, V) approximates
the distribution ϕ(y)ψ¯0(y)δ(x, y), then 〈ϕ|TN(v)|ψ〉 = 〈ϕ|v|ψ〉 will approximate
‖ϕ(y)‖2‖ψ0(y)‖2 and must be nonzero for a sufficiently close approximation.
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3.1. Category. It remains to be proven that V is a finitely generated, projective
(f. g. p.) module and that its push-forward is P∗(V) = Γ(M, V). To do this, it will
be helpful to make the correspondence V 7→ V into a functor. Since the module V
is not constructed from the vector bundle V alone but from V accompanied by a
connection, the domain of this functor must be a category of vector bundles with
connections. We need to identify those bundle homomorphisms which will lead
naturally to module homomorphisms.
A bundle homomorphism naturally defines a map of sections. It also naturally
gives (by tensor product with the identity map) homomorphisms of the tensor
products with any other bundle (such as 1-forms). For simplicity, I will denote all
these trivially derived maps by the same symbol as the original homomorphism.
Definition. a morphism of bundles with connections, φ : V → W, is a smooth
bundle homomorphism such that for any smooth section v ∈ Γ∞(M, V),
φ(∇Vv) = ∇Wφ(v); (3.4)
in other words, φ is covariantly constant.
With these morphisms, vector bundles with connections form an Abelian cate-
gory. Clearly, the identity homomorphism on any bundle satisfies the above prop-
erty, and the composition of two such morphisms does as well. Also, the kernel
and cokernel of such a morphism inherit natural connections.
Now, let’s try and construct a functor Q from this category of bundles with con-
nections to the category of A-modules, such that Q(V) = V.
Definition/Theorem 3.6. Any morphism φ : V → W of bundles with connections in-
duces a homomorphism Q(φ) : V→W of A-modules which satisfies,
TW ◦ φ = Q(φ) ◦ TV. (3.5)
Proof. φ gives an adjoint map on the dual bundles in the opposite direction, and in
turn maps the spaces of forms φ∗ : Ω0,∗(M,W∗⊗LN)→ Ω0,∗(M, V∗⊗LN). Because
φ intertwines connections, the map φ∗ intertwines Dolbeault operators. If ψ ∈
kerDW = E˜
W
N , thenDVφ
∗(ψ) = φ∗(DWψ) = 0; this means that the restriction of φ
∗
to E˜WN maps φ
∗ : E˜WN → E˜VN. This induces a homomorphism φ∗ : V˜N ⊃ VN→ W˜N.
Put these maps together to define Q(φ). A priori, Q(φ) maps an element of V to
some sequence of elements of W˜N. We need to prove that the image of Q(φ) in fact
lies insideW.
For any v ∈ Γ(M, V) and ψ ∈ E˜WN ,
TWN [φ(v)]ψ = ΠNφ(v)ψ = ΠNvφ
∗(ψ) = φ∗
[
TVN(v)
]
ψ.
So, TWN ◦ φ = φ∗ ◦ TVN and hence, Eq. (3.5). SinceW is defined to be generated by
Im TW, this shows that indeed Q(φ) : V→W.
Q is an additive functor. It respects identity maps, compositions, and sums of
morphisms. Because of this, Qmust respect finite direct sums; this property is also
easily seen from the construction of Q.
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The category of bundles with connections actually behaves somewhat trivially.
Because a morphism is covariantly constant, it can be specified completely by its
action at a single point. As a result, this category behaves somewhat like the cate-
gory of finite-dimensional vector spaces. Any short exact sequence splits. Because
of this, any additive functor (such as Q) on this category is exact.
Of course, not all bundle homomorphisms are morphisms of bundles with con-
nections. We will need some module homomorphisms that do not come from Q.
The following result shows that an isomorphism of vector bundles can be used to
construct a homomorphism of modules which is an isomorphism modulo finite-
dimensional modules.
Lemma 3.7. Let V andW be isomorphic bundles with different connections. Then there
exists a Fredholm homomorphism u : V→W (compare Thm. 1.2), which satisfies
PW ◦ u ◦ TV = PW ◦ TW. (3.6)
Proof. The homomorphism u is specified by giving, for each N, a homomorphism
uN : VN→WN of AN-modules. Define ΠVN to be the spectral projection at 0 for the
V∗⊗LN-twisted Dolbeault operator (likewise withW); that is, ΠVN is an idempotent
with ImΠVN = kerDV and kerΠ
V
N = ImDV.
The isomorphism of V and W gives a natural (isometric) inclusion ι : E˜WN →֒
Ω0,∗(M, V∗ ⊗ LN). Composing this with ΠVN gives ΠVNι : E˜WN → E˜VN, and ΠWN ι is the
identity on E˜WN . According to Lemma A.3,
lim
N→∞‖Π
V
N− Π
W
N‖ = 0; (A.4)
therefore, forN sufficiently large, ‖ΠVN−ΠWN‖ < 1. When this is so, ΠVNι is injective,
because if ψ ∈ E˜WN is nonzero then,∥∥ΠVNιψ∥∥ = ∥∥(ΠVN− ΠWN )ιψ+ ψ∥∥
≥ (1− ∥∥ΠVN− ΠWN∥∥) ‖ψ‖ > 0.
The existence of a similar injection in the opposite direction establishes that ΠVNι is
bijective.
Recall from Lemma 3.5 that for N sufficiently large VN = V˜N (and likewise with
W). When N is sufficiently large, we can define uN : VN→ WN to be the bijection
given by uN(vN) = vNΠ
V
Nι. For smallN, it doesn’t matter what uN is.
Now assemble the uN’s into u. The kernel and cokernel of u come entirely from
the finitely many uN’s which are not bijective, and thus are finite-dimensional. In
other words, u is Fredholm.
But does the image in fact lie inside W? Using Eq. (A.4) again shows that, for
any v ∈ Γ(M, V),∥∥TVN(v)ΠVNι − TWN (v)∥∥ ≤ ∥∥TVN(v)∥∥∥∥ΠVN− ΠWN∥∥→ 0
asN→∞; therefore, by Lemma 3.4, u[TV(v)] − TW(v) ∈ A0W ⊂W.
Theorem 3.8. V = Q(V) is a quantization of V by the definition in Sec. 1.1.
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Proof. For any vector bundle V, there exists another vector bundleW such that the
direct sum is some trivial bundle V⊕W ∼= Cm×M. Choose an arbitrary connection
onW. As noted above, Q respects finite direct sums, so Q(V ⊕W) = V⊕W.
By Lemma 3.7 there exists an A-module homomorphism u : V⊕W→ Amwhose
kernel and cokernel are finite-dimensional and thus projective. All the terms of the
exact sequence
0→ keru −→ V⊕W u−→ Am −→ cokeru→ 0,
other than V ⊕W, are now seen to be f. g. p. modules; therefore V ⊕W, and thus
V, is f. g. p.
It remains to prove that P∗(V) = V/A0V = Γ(M, V). Lemma 3.4 showed that
PV ◦ TV : Γ(M, V) → P∗(V) is a C(M)-module homomorphism, and it is clearly
surjective by the definition of V. We need to prove that the kernel of PV ◦ TV is
trivial.
Letφ denote the natural inclusion φ : V →֒ V⊕W (as bundles with connections)
and ϕ the equivalent inclusion ϕ : V →֒ Cm×M (as a bundle). If v ∈ ker[PV ◦ TV],
then TV(v) ∈ A0V, so P ◦ u ◦ Q(φ) ◦ TV(v) = 0, since u ◦ Q(φ) is an A-module
homomorphism. However, by Eq’s (3.5) and (3.6),
P ◦ u ◦ Q(φ) ◦ TV = P ◦ u ◦ TV⊕W ◦ φ = P ◦ T ◦ϕ = ϕ
which is injective. Therefore, ker[PV ◦ TV] ⊆ kerϕ = 0, and
PV ◦ TV : Γ(M, V) −˜→ P∗(V)
is indeed an isomorphism.
4. THE HOLOMORPHIC CASE
Recall that a holomorphic vector bundle is a bundle with a connection whose
curvature is of type (1, 1).
Theorem 4.1. IfV is a holomorphic vector bundle, then for allN ∈ N, VN = Hom(EVN,HN)
where
EVN = Γhol(M, V
∗ ⊗ LN),
and Γhol means holomorphic sections.
Proof. This is much the same as the proof of Lemma 3.5.
In the holomorphic case, D2 respects the Z-grading, so E˜VN (and thence VN)
is Z-graded. Sections of V, and thus Im TVN, are entirely of degree 0, so VN ⊆
Hom(EVN,HN).
If the statement were false, then there would exist a nonzero ψ ∈ EVN such that
for any,ϕ ∈ HN and v ∈ Γ(M, V), 〈ϕ|v|ψ〉 = 0. However, ifϕ 6= 0 then the zero sets
of ϕ and ψ will be proper subvarieties of M; therefore, there exists y ∈ M where
ϕ(y) 6= 0 and ψ(y) 6= 0. So, if v(x) approximates the distribution ϕ(y)ψ¯(y)δ(x, y),
then 〈ϕ|v|ψ〉 will approximate ‖ϕ(y)‖2‖ψ(y)‖2 and thus be nonzero for a suffi-
ciently close approximation.
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5. GEOMETRIC QUANTIZATION
Definition. The standard geometric quantization maps (see [14]) QN : C
∞(M) →
AN are defined on smooth functions by (with a slight abuse of notation)
QN(f) := ΠN
[
f− i
N
piµνf|µ∇ν
]
= TN
(
f− i
N
piµνf|µ∇ν
)
. (5.1)
Here pi is the Poisson bivector, defined by piµνωλν = δ
µ
λ, and∇ is again the connec-
tion.
Following TVN, there is an obvious generalization of QN for vector bundles.
Definition. QVN : Γ
∞(M, V)→ V˜N is given by
QVN(v) := T
V
N
(
v− i
N
piµνv|µ∇ν
)
.
Lemma 5.1. For any smooth section v ∈ Γ∞(M, V),
lim
N→∞‖T
V
N(v) −Q
V
N(v)‖ = 0.
Proof. Let wµ be any tangent vector with components in V, and use D to denote
both the LN-twisted and V
∗ ⊗ LN-twisted Dolbeault operators. Then,
−i[D,γµw
µ]+ = [γ
ν∇ν, γµwµ]+ = [γν, γµwµ]+∇ν+ γν[∇ν, γµwµ]−
= wµ∇µ+ γνγµwµ|ν.
Because the argument of TVN acts between the kernels of the Dolbeault operators,
this gives the identity
0 = TVN ([D,γµw
µ]+) = iT
V
N(w
µ∇µ+ γνγµwµ|ν).
Now, setting wµ = − i
N
piνµv|ν gives
QVN(v) − T
V
N(v) =
i
N
TVN(γ
νγµpi
λµv|λν). (5.2)
Since TVN is norm-contracting, for any smooth v, the norm of the difference (5.2)
converges to 0 asN→∞.
Equation (5.2) is related to a formula due to Tuynman [13]. Namely, for any
smooth function f ∈ C∞(M),
QN(f) = TN
[
f+ 1
2N
∆(f)
]
where ∆ = −∇2 is the scalar Laplacian. Since ∆ is a positive operator, this shows
that QN, like TN, is (completely) positive, which means that, after all, QN can be
uniquely, continuously defined on all of C(M).
As with Toeplitz quantization, we can assemble the QN’s into a direct-product
map Q : C∞(M)→∏N∈NAN.
Theorem 5.2. Q : C(M)→ A and P ◦Q = id.
Proof. By Lemma 5.1, for any smooth function f, T(f) −Q(f) ∈ A0. This shows that
P[Q(f)] = f.
Since A = P−1[C(M)], this shows that ImQ ⊂ A.
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This shows that the general quantization constructed by geometric quantization is
exactly the same as that constructed by Toeplitz quantization.
Analogous to the construction of V, define V ′ to be the A-module generated by
the image of QV.
Theorem 5.3. This V ′ is a quantization of V.
Proof. It is sufficient to prove that V ′ is isomorphic to Vmodulo finite-dimensional
modules.
Choose some set of smooth sections of V such that their images by TV generate
V, and hence their images by TVN generate VN. For sufficiently largeN, their images
by QVNwill be close enough to those by T
V
N to generate V˜N = VN. Therefore, for N
sufficiently large V ′N = VN.
6. FURTHER STRUCTURES
Because V has been produced constructively from V and its connection, essen-
tially any additional structure that is consistent with the connection on V should
lift to V. (This is equally true for V ′.)
If there is a group G acting on M, and V is a G-equivariant vector bundle with
an equivariant connection, then there will be a natural representation of G on V,
and TV will be G-invariant. See also [7].
If V has a given inner product and a compatible connection, then V will have
a natural inner product, corresponding to the inner product of sections integrated
against the volume form ωn/n!.
7. GROWTH OF MODULES
Since (for any N) the algebra AN = EndHN is a full matrix algebra, its modules
are classified (modulo isomorphism) by the positive integers. To be precise, any
AN-module can be written in the form Hom(E,HN), where AN acts only on HN,
and E may be any finite-dimensional vector space; the integer corresponding to
this module is:
Definition. rk[Hom(E,HN)] := dimE.
This also gives a natural isomorphism rk : K0(AN) −˜→ Z.
Theorem 7.1. Let V be any quantization of a vector bundle V, and VN the restriction of V
to an AN-module. For all sufficiently large values of N,
rkVN =
∫
M
chV ∧ td TM∧ eNω/2π−c1(L0). (7.1)
Proof. The uniqueness result of Thm. 1.2 implies that any analytic formula for rkVN
for large Nmust apply to any quantization of V. It is therefore sufficient to look at
the specific quantization constructed in Sec. 3.
By Lemma 3.4, forN sufficiently large, VN = V˜N = Hom(E˜
V
N,HN); hence, rkVN =
dim E˜VN. This is the kernel of the V
∗ ⊗ LN-twisted Dolbeault operator, and has
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the same dimension as the kernel of the V ⊗ L¯N-twisted anti-Dolbeault opera-
tor. By Corollary A.2, this is entirely of even degree (again, for N sufficiently
large); hence, rkVN is the index of the this anti-Dolbeault operator. Equation
(7.1) then follows from the Riemann-Roch-Atiyah-Singer theorem if we note that
ch L¯N = e
−c1(LN) = eNω/2π−c1(L0).
This gives some interesting qualitative results. Again writing n := dimCM, the
right hand side of Eq. (7.1) is a polynomial in N of degree n. The coefficients of
this polynomial give n + 1 components of the Chern character of V. The growth
of rkVN thus gives some — but not in general all — topological information about
the bundle V. Evidently, the sequence of modules VN does not carry all the infor-
mation of V; there is important information contained in the way these modules fit
together asN→∞.
Since A is a quantization of the trivial line bundle, Eq. (7.1) implies the formula
dimHN =
∫
M
td TM∧ eNω/2π−c1(L0), (7.2)
which, thanks to the Kodaira vanishing theorem, holds for all N > 0. Comparing
(7.1) with (7.2) shows that rkVN ≈ rkV · dimHN, with corrections of order Nn−1
(rkV is the fiber dimension).
A trivial vector bundle over M can be quantized to a free module of A. In that
case, rkVN must be an integer multiple of dimHN, but in general the deviation
from this reflects the nontriviality of a vector bundle.
It is especially interesting to quantize a spinor bundle. SinceM is symplectic, it is
even dimensional, and spinors decompose as S = S+⊕S− into left and right handed
parts. The Dirac operator is odd; that is, it maps left spinors to right spinors and
vice-versa. A “quantized” Dirac operator should act on the quantized spinor bun-
dle, i. e., DN : SN → SN. If oddness of the Dirac operator is preserved, and if
S+N and S
−
N are of different size, then the quantized Dirac operator will necessarily
have a kernel.
Typically, S+N and S
−
N are different. In fact rk S
+
N− rk S
−
N is independent of N and
equal to the Euler characteristic χ(M). The dimension of anAN-module is equal to
its rank times dimHN, so the dimension of the kernel of a quantizedDirac operator
for a manifold of nonzero Euler characteristic must be at least
dimkerDN ≥ |χ(M)|dimHN.
This may have dire consequences for the existence of quantized Dirac operators. I
hope to discuss this further in a future paper.
Theorem 7.1 can also be expressed in terms of idempotents.
Corollary 7.2. Let e ∈Mm[C(M)] and e˜ ∈Mm(A) be idempotents such that P(e˜) = e.
For N sufficiently large,
tr e˜N =
∫
M
ch e∧ td TM∧ eNω/2π−c1(L0). (7.3)
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Here ch e is the Chern character of the bundle determined by e, and e˜N is the evaluation of
e˜ at N.
Proof. The idempotent e defines a vector bundle V. The module V := Ame˜ is a
quantization of V. We have VN = A
m
Ne˜N. This gives rkVN = tr e˜N.
I explore an implication of Eq. (7.3) in another paper [8].
APPENDIX A. SPECTRAL INEQUALITIES
The line bundles LN continue to be as defined in Sec. 2. Specifically, LN = L
⊗N⊗
L0, and L1 is assumed to be positive.
Lemma A.1. If V has a compatible connection and inner product, then the V∗ ⊗ LN-
twisted Dolbeault operator, DV, is (essentially) self-adjoint and there exists a constant, C,
such that
SpecD2V ⊂ {0} ∪ [N− C,∞). (A.1)
Moreover, for the trivial bundle V = C×M, we can take C < 1.
Proof. Let Latin indices denote holomorphic and barred Latin indices antiholomor-
phic directions in the tangent bundle. Using the Ka¨hler identity ωi¯ = igi¯, the
Weitzenbock formula in this case takes the form
D2V = −g
i¯∇i∇¯+Nδ+ K^, (A.2)
where δ is the grading operator onΩ0,∗(M, V∗ ⊗ LN),
K^ = iγı¯γjKı¯j+
i
2
γiγjKij+
i
2
γı¯γ¯Kı¯¯,
and K is the curvature of V∗ ⊗ L0.
The operatorD2V always preserves the Z2-grading ofΩ
0,∗(M, V∗⊗ LN) into even
and odd parts, although it may not respect the full Z-grading. With respect to the
Z2-grading, DV decomposes into D+ + D−, where D+ maps even to odd and D−
maps odd to even.
The first term of (A.2) is a positive operator, and δ ≥ 1 when restricted to the
odd subspace; therefore,
D+D− ≥ N− C, (A.3)
where C = ‖K^‖ is sufficient. This proves that any eigenvalue of D+D− (the spec-
trum consists entirely of eigenvalues) is greater than N− C.
Let ψ be an eigenvector of D−D+ with eigenvalue λ 6= 0. This implies that
D+ψ 6= 0. Now, D+D−(D+ψ) = D+λψ = λ(D+ψ), so λ is an eigenvalue of D+D−.
Therefore, λ ≥ N− C.
For V trivial, The assumption that L1 is positive implies that δ + K^ is strictly
positive. This means thatD2 > (N− 1)δ, and so we can take C < 1 in (A.3).
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Corollary A.2. Let V be an arbitrary vector bundle with a connection, and DV the V
∗ ⊗
LN-twisted Dolbeault operator. For N sufficiently large, kerDV is entirely of even degree,
and for any nonzero ψ ∈ kerDV, the degree 0 component of ψ is nonvanishing. Identical
results hold for the V ⊗ L¯N-twisted anti-Dolbeault operator.
Proof. Assign an arbitrary inner product to V . The given connection on V can be
decomposed into a connection compatible with the inner product and a self-adjoint
potential. Correspondingly, the Dolbeault operator decomposes as DV = D0+ iB
where D0 is a self-adjoint Dolbeault operator and B is a self-adjoint and bounded
Dirac matrix. Using Eq. (A.2) again gives
ReD2V = D
2
0− B
2 ≥ Nδ− C − ‖B‖2.
Now assume thatN > C+‖B‖2. Ifψ is of strictly positive degree (i. e. ψ0 = 0) then
D2Vψ 6= 0, which implies ψ 6∈ kerDV.
Because DV respects the Z2-grading, kerDV must be the sum of even and odd
parts. However, if ψ is of strictly odd degree, then it is of strictly positive degree.
Hence, kerDV can have no odd part.
Note that if V is trivial, then the first statement can be strengthened to the clas-
sical Kodaira vanishing theorem, namely the fact that kerD is entirely of degree 0
and thus is simply Γhol(M, LN)— a fact which was used in Sec. 3.
Recall that in the proof of Lemma 3.7, ΠVN was defined as the idempotent such
that ImΠVN = kerDV and kerΠ
V
N = ImDV.
Lemma A.3. If V andW are the same bundle, but with different connections, then
lim
N→∞‖Π
V
N− Π
W
N‖ = 0. (A.4)
Proof. Suppose initially that the W connection is compatible with the inner prod-
uct. This means that the associated Dolbeault operator DW and idempotent Π
W
N
will be self-adjoint.
Since different connections on the same bundle only differ by a potential, the
difference A := DV −DW of the Dolbeault operators is bounded.
The idempotent ΠVN can be expressed in terms of DV as
ΠVN =
1
2pii
∮
C
(z−DV)
−1dz,
where the contour of integration C encloses 0 but no other eigenvalue of DV. An
identical formula holds for ΠWN in terms ofDW. The difference of these expressions
gives
ΠVN− Π
W
N =
1
2pii
∮
C
(z−DV)
−1A (z−DW)
−1dz. (A.5)
Expanding (z −DV)
−1 = (z −DW − A)
−1 as a power series in A and taking the
norm gives
∥∥(z−DV)−1∥∥ ≤
[∥∥(z−DW)−1∥∥−1− ‖A‖
]−1
.
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SinceDW is self-adjoint, the norm of (z−DW)
−1 is just the reciprocal of the distance
from z to SpecDW. Equation (A.1) implies that (for some C)
SpecDW ⊂
(
−∞,−√N− C] ∪ {0} ∪ [√N− C,∞).
If we let the contour C be the circle about 0 of radius 1
2
√
N− C (which is a good
contour if N > C − 4‖A‖2), then for z ∈ C, ‖(z − DW)−1‖ ≤ 2(N − C)−1/2. Taking
the norm of (A.5) now gives
‖ΠVN− ΠWN‖ ≤ 2 ‖A‖ (N− C)−1/2
[
1
2
(N− C)1/2− ‖A‖]−1 .
This clearly goes to 0 asN→∞, thus proving the claim in this special case.
Idempotents constructed from two connections incompatible with the inner
product can both be compared with one constructed from a connection that is
compatible with the inner product; thus, this special case implies the more gen-
eral result.
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