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Abstract
Proteins are large biological molecules that perform a vast array of functions within
living organisms. Proteins are made from a process called translation, in which a
ribosome decodes mRNA, a single-stranded copy of DNA, to produce a specific amino
acid chain.
Given the essential role of proteins in maintaining life, it is of central importance to
comprehend the translation process and how it is regulated. Translation process can be
divided into three major stages: initiation, elongation and termination. Regulation can
occur at any of these stages to control protein production. In most cases, regulation
primarily targets the initiation stage. Another direct mechanism to ensure accurate
protein level in the cell is to regulate the stability of mRNA.
Using mathematical modelling, in this thesis we investigate how protein production
is controlled. We use a stochastic modelling approach called the Totally Asymmetric
Simple Exclusion Process to model the translation process. Numerical simulation acts
as a complementary tool. We first investigate how mRNA stability affects protein
production from one mRNA during its lifetime. Next, we investigate auto-negative
feedback on translation initiation and its substantial impact on controlling protein level
in a cell. Finally, we incorporate ribosome recycling into the auto-negative feedback
control. Novel results such as oscillation and bistable switching in protein level are
found via this mathematical analysis. These predictions invite experimental testing.
xii
Chapter 1
Introduction
This introductory chapter is employed to present basic biological and mathematical
background required to clarify the main scope of this PhD project. We also outline the
work presented in this thesis.
1.1 Biological Background
1.1.1 Translation of Messenger RNA (mRNA)
The central dogma of molecular biology states that genetic information is coded in
self replicating DNA and undergoes unidirectional transfer to a single stranded copy
of DNA called messenger RNA or mRNA in a process called transcription, mRNA
serves as templates for protein synthesis in the related process of translation [32, 33].
This thesis focuses on the process of translation. A detailed description of this process
is as follows.
In brief, translation is the process of manufacturing proteins. Proteins are biological
1
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Figure 1.1: Elemental components for mRNA translation. Illustration of mRNA,
ribosome, tRNA and amino acid.
functional molecules, comprising one or more chains of amino acids (aa) [113]. A
chain of amino acids is also termed as a polypeptide. Twenty types of amino acids are
used to naturally assemble proteins, and these amino acids are known as natural amino
acids or proteinaceous amino acids [76, 143]. Figure 1.1 provides the illustration of
the elementary components for translation. The mRNA is a chain of nucleotides with
a 5’ end and a 3’ end. In mRNA, genetic information is encoded in a sequence of
nucleotides. A, G, C, U are used to represent four different bases of nucleotide in the
form of the nucleoside triphosphastes (ATP, GTP, CTP and UTP). Three nucleotides
as a group is commonly referred to as a codon. Therefore, there are 43 = 64 different
codons (possible combinations of A, G, C, U) [34]. Each codon corresponds to a
certain amino acid. However, most amino acids can be indicated by more than one
codon. For example, codon GUC codes for amino acid Valine while Valine can also be
specified by codons GUU, GUA and GUG. This phenomenon of duplication is because
of the redundancy between 64 possible codons and yet only 20 natural amino acids.
The first codon of an mRNA to be translated is called a start codon (in 5’ region). AUG
is the most common start codon [109]. Relatively, the codon that signals termination
of translation is called a stop codon. There are several stop codons in standard mRNA:
UAG, UAA and UGA [70, 88].
A ribosome is a complex molecule of proteins and RNA, consisting of a small subunit
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and a large subunit. The ribosome serves as a machine to assemble amino acids to a
polypeptides, and finally release the polypeptides as a protein [12, 120]. Ribosomes
move in the 5’ to 3’ direction (i.e., reads the genetic information from start codon to
stop codon). Ribosomes have three binding sites for transfer RNA (tRNA) designated
A, P, E. Site A recruits an aminoacyl-tRNA; site P is for binding of a peptidyl-tRNA;
and site E provides binding room for a free tRNA to exit. The tRNA is responsible for
transporting the raw material of protein, amino acid, to ribosomes. The most prominent
structure of tRNA is the so-called anticodon. The anticodon is utilized to recognise and
decode the corresponding codon [54]. Therefore, tRNA can bind to sites in ribosome,
recognise the codon and deliver the correct amino acid to the ribosome to subsequently
build protein. Particularly, a tRNA bound with the correct amino acid is referred to as
a ‘charged’ tRNA. Further information about the ribosome and tRNA operation will
be provided next.
In general, both eukaryotic and prokaryotic translation processes can be divided into
three main stages: initiation, elongation and termination, though the mechanism in
eukaryotic cells can be more complicated [2, 13, 70, 97, 106].
The first step of the initiation stage involves assembly of a small ribosome subunit
to the sequence of an mRNA called a ribosome binding site, or RBS, with the help
of certain initiation factors. In eukaryotes, the ribosome binding site is the 5’ cap of
an mRNA. In prokaryotes, the ribosome binding site is a so-called Shine-Dalgarno
sequence located a few nucleotides upstream of the start codon of an mRNA. Subse-
quently, an initiator tRNA binds to the P site and the small ribosome subunit scans the
mRNA in the 5’ to the 3’ direction until the start codon is reached. After that, a large
ribosome subunit is recruited to associate with the small ribosome subunit, leading to
the formation of a complete ribosome that is ready to start translating. Subsequently,
translation proceeds to the elongation stage.
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Figure 1.2: Sketch of the elongation process in translation. Four steps of elongation
numbered consecutively by 1−4 are displayed. Ribosome moves forward one codon
by one codon. Diagram is reproduced from [27].
The sketch of the elongation process is displayed in Figure 1.2. After initiation, the
initiator methionyl tRNA is positioned in the P site. The first step of the elongation
is the binding of the next ‘charged’ tRNA to the A site. If the anticodon of the tRNA
cannot pair with the A site, then the tRNA is released and this process is repeated until
the correct ‘charged’ tRNA is inserted into the A site. Meanwhile, the deacylated tRNA
in the E site abandons the ribosome. Next, a new peptide bond between the amino acid
carried by the tRNA in the P site and the amino acid carried by the tRNA in the A site
is formed, leaving a free tRNA in the P site and a peptidyl tRNA in the A site. The
last step of the elongation is translocation. During translocation, the ribosome moves
one codon forward, making the free tRNA in the P site transferred to the E site and the
peptidyl tRNA in the A site transferred to the P site. Thereafter, the elongation process
goes back to the first step: the E site is bound by the free tRNA, the P site is bound
by the peptidyl tRNA and the A site is empty. As Figure 1.2 illustrates, the ribosome
is ready for binding of a new ‘charged’ tRNA to the A site and incorporating a new
amino acid to the growing polypeptide.
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The elongation process is iterated until the A site of the ribosome encounters a stop
codon. In the cell, there is no tRNA with anticodon complementary to the stop codon.
Rather, cells contain certain release factors that respond to the termination signals to
terminate the translation process. The release factors bind to the stop codon at the A
site and hydrolyse the bond between the polypeptide chain and the tRNA bound in
the P site, releasing a newly synthesised protein. After that, the ribosome subunits
dissociate from the mRNA.
1.1.2 mRNA Degradation
Stability of mRNA is important to the translation. The greater the mRNA stability,
the more protein can be produced from that mRNA. Lifetimes of prokaryotic mRNA
can be in the range of seconds to over an hour [117, 141]. While eukaryotic mRNA
lifetimes range from minutes to days [149]. The mechanisms for mRNA degradation
are different in prokaryotes and eukaryotes.
In general, the prokaryotic mRNA degradation depends on a rate limiting initiation
step, following first order kinetics [38, 92]. After initiation, endonucleases cleavage
the mRNA into fragments in the 5’ end to the 3’ end direction. Subsequently, those
fragments are digested to nucleotides by exonucleases in the 3’ end to the 5’ end di-
rection [94].
Eukaryotic mRNA degradation is determined by the mRNA structure, namely, poly(A)
tail and 5’ cap. The poly(A) tail consists of multiple adenosine monophosphates in the
3’ end of an mRNA. The 5’ cap is a specially altered nucleotide on the 5’ end of an
mRNA [60]. In general, eukaryotic mRNA degradation requires three steps [94, 131].
The first step is deadenylation, i.e., removal of the poly(A) tail. The second step is
decapping: hydrolysis of the 5’ cap structure on an mRNA. The last step is to degrade
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the mRNA by a combination of endonucleases and exonucleases.
Other than the above general degradation pathways, mRNA degradation is also me-
diated by other mechanisms. For instance, nonsense mediated decay to reduce er-
rors in gene expression by eliminating mRNA that contain premature stop codons [6];
microRNAs can accelerate the deadenylation, thereby hastening mRNA degradation
[145]; small interfering RNA (siRNA) mediated mRNA breaking down [112].
1.1.3 Regulation of Translation
Regulations can occur throughout the whole translation process: initiation, elongation
and termination [55]. However, in most cases, initiation is a key and rate limiting step.
Thus, translation regulation primarily targets the initiation stage [89, 102]. The mech-
anisms of translational regulation are different for eukaryotes and prokaryotes for a
number of reasons, for instance, (1) prokaryotic translation begins while the mRNA
is still being synthesised, however, eukaryotic mRNA has to be transported to the cy-
toplasm before translation [59, 105]; (2) compared to eukaryotic translation, there are
relatively large number of ribosomes translating the same mRNA, thus, ribosomes do
not have to be recycled like in eukaryotes (we will introduce this recycling later) [61];
(3) short mRNA lifetime is sufficient to supply protein for a small and quickly divid-
ing prokaryotic cell, while eukaryotic cells require more stable mRNAs with 5’ cap,
poly(A) tail or other secondary structures.
In prokaryotes, there are three main translational regulation pathways: through trans-
acting proteins, through trans-acting RNAs, and through cis-acting mRNA elements.
(I) Protein mediated regulation. The majority of proteins involved in this regulation
pathway act as repressors. A typical example is ribosomal protein S1 in E. coli. S1 par-
ticipates in translation initiation complex formation by assisting the positioning of the
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small ribosome subunit in the translation initiation region. However, redundant S1 can
bind to the AU rich region of its own ribosome binding site, inhibiting its own trans-
lation initiation [40, 116]. (II) RNA mediated regulation. Antisense RNAs (asRNAs)
can bind to the target mRNA to curtail initiation and even lead to mRNA degradation
[139]. asRNA is a single-stranded RNA that is complementary to an mRNA. Bacteria
small RNAs (sRNAs) can bind to mRNA targets and regulate translation. sRNAs are
small (50-250 nucleotide) non-coding RNA molecules. For example, DsrA activates
translation of the stress sigma factor, RpoS in E. coli [101]. (III) cis-mRNA elements
mediated regulation. mRNA can even function as proteins or sRNAs to regulate its
translation. For instance, the prfA mRNA in L. monocytogenes has a secondary struc-
ture in 5’ untranslated region to inhibit translation at low temperature (below 37◦)
[84]. Another cis-mRNA structure is riboswitch, a regulatory segment that binds a
small molecule, resulting in repression or activation of its own translation [9, 111].
For eukaryotes, we introduce two main regulation categories. (I) Regulation by RNA-
binding proteins. Some proteins are able to interact with the 5’ untranslated region
of an mRNA to inhibit translation, e.g., poly(A) binding protein, or PABP, can bind
to clustered motifs that are a few nucleotides downstream of the 5’ cap of a PABP
mRNA, blocking ribosome scanning [110]. Important protein-mRNA interaction oc-
curs between PABP and the 3’ poly(A) tail of an mRNA. PABP are able to bind to
the poly(A) tail and further be bound by the 5’ end of the mRNA, resulting in a cir-
cularisation configuration (‘closed loop’) to allow ribosome recycling and translation
reinitiation [3]. However, the ‘closed loop’ may also be constructed to inhibit trans-
lation. For example, in Drosophila melanogaster embryos, protein Smaug binds to
the 3’ untranslated region of Nanos mRNA, interacting with eIF4E1a to form an in-
hibitory ‘closed loop’ with the help of bridging protein CUP [128]. (II) Regulation
by microRNAs. MicroRNA is a small non-coding RNA molecule found in eukary-
otes, that is complementary to a part of one or more mRNAs. MicroRNA negatively
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Component
Dry Cell Molecules Different Copies of
Mass (%) /Cell types each type
Wall 10 1 1 1
Membrane 10 2 2 1
DNA 1.5 1 1 1
mRNA 1 1,500 600 2−3
tRNA 3 200,000 60 > 3000
rRNA 16 38,000 2 19,000
Ribosomal protein 9 106 52 19,000
Soluble protein 46 2.0×106 1850 > 1000
Small molecules 3 7.5×106 800
Table 1.1: Considering E. coli in terms of its macromolecular components. 25% of
bacterial dry mass is concerned with gene expression. Table is reproduced from [94].
regulates translation, the mechanism including: preventing assembly of the initiation
complex or recruiting the ribosomal subunit in the initiation stage; inhibition of the
elongation; responsible for ribosome drop off (translation premature termination) and
mRNA degradation [5, 71, 107, 114, 140].
1.1.4 Stochasticity in Translation
Experimental data have demonstrated that gene expression is a fundamentally stochas-
tic process [18, 52]. All cellular events depend on the stochastic molecular collisions.
Mathematically, if numerous identical events occur independently, then stochastic fluc-
tuations can be ignored. However, in practice, active mRNA molecules exist in a low
number of copies in a cell, making stochasticity important for the translation process.
Table 1.1 presents data on the macromolecular components for 25% of E. coli dry
mass. Typically, only 2-3 copies of particular mRNA are found. Moreover, the transla-
tion process relies on several biochemical reactions such as ribosome assembly, tRNA
pairing and other molecular regulations. These random association and disassociation
events would undoubtedly introduce considerable noise. The stochasticity motivates
stochastic modelling for the translation process, and we will introduce it later.
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1.2 Mathematical Background
Mathematical modelling of the translation process has attracted comprehensive at-
tention. ‘Bottom up’ (understand the process from known, simple behaviour of its
components) and ‘top down’ (understand the process by breaking down it composi-
tional subsystems) approaches have been employed to study the translation process
[36, 126, 133, 138]. Two broad classes of mathematical modelling have been devel-
oped: deterministic approach and stochastic approach. We now discuss each approach
in turn.
1.2.1 Deterministic Approach
Determinstic approaches are perhaps most commonly used to model chemical reac-
tions [7]. Systems of ordinary differential equations (ODEs) and delay differential
equations (DDEs) are the essential tools of the determintic approach, namely, using
rate equation to express the rate of production of a component of the system as a
function of the concentrations of other components:

ODE:
dxi(t)
dt
= fi
(
x(t)
)
, i6 i6 n,
DDE:
dxi(t)
dt
= fi
(
x(t − τ i)
)
, i6 i6 n,
(1.2.1)
where x = [x1, x2, . . . , xn] is the concentration of all the components of the system, τi
is time delay and fi is usually a nonlinear function [35, 51].
The translation process involves a series of biochemical reactions: ribosome assembly,
reading the mRNA codon by codon, detaching the mRNA, releasing a protein and all
the other possible regulations. However, it is not necessary to model every aspect of
the whole process. Translation initiation is a key rate limiting step. Therefore, using
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ODE, the simplest chemical reaction system to describe the translation process is as
follows (the elongation detail is omitted) [142]:
mRNA+ ribosome GGGA mRNA·ribosome,
mRNA·ribosome GGGA mRNA+ ribosome+protein.
In this simplest case, only three ODEs are sufficient to describe the translation process.
To take elongation into account, the translation process is typically modelled as a set
of ODEs by considering the following chemical reaction systems [50, 75, 127, 154]:
RBS+ ribosome GGGA RBS · ribosome,
RBS · ribosome GGGA RBS · ribosome ·P1,
RBS · ribosome ·P1 GGGA codon2 · ribosome ·P2,
... GGGA
...
codonL−1 · ribosome ·PL−1 GGGA codonL · ribosome ·PL,
codonL · ribosome ·PL GGGA ribosome+mRNA+protein,
where Pi denote a polypeptide with length i. In the above system, the first biochemical
reaction describes translation initiation, the last biochemical reaction indicates transla-
tion termination and biochemical reactions inbetween characterise translation elonga-
tion. Each possible codon·ribosome·polypeptide complex is regarded as an indepen-
dent biochemical species. Thus, L+ 2 ODEs are required to describe this system (L
ODEs for all the possible biochemical species, plus two extra ODEs for initiation and
termination). Clearly then, if initiation, termination and elongation steps are presented
by a series of biochemical reactions, rather than a single simple step, the resultant ODE
system can be much more complicated [16, 37, 45, 153].
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More recently, to capture the fact that there exist time delays in the translation process,
delay differential equation (DDE) models have been developed [83, 119, 150, 151]. In
those works, the translation process is basically described by:
ribosome(t)+RBS(t) GGGARBS(t+τ1)+ ribosome(t+τ2)+protein(t+τ2). (1.2.2)
It is assumed that a ribosome is bound to the RBS for a time τ1. The ribosome then
transits the mRNA in a time τ2 (τ2 > τ1). At this stage, the ribosome detaches from the
mRNA and a protein is produced.
The above deterministic approach does not reflect some features of the translation pro-
cess, for example, the fact that a codon cannot be simultaneously occupied by more
than one ribosome. Moreover, considering the large size of the ODE system that may
be involved, analytical solutions to the ODE system are difficult to obtain.
1.2.2 Stochastic Approach
An alternative approach to model the translation process is stochastic modelling us-
ing the so called TASEP, the totally asymmetric exclusion process, which was first
introduced in the 1960s [98, 99, 152].
The schematic of the TASEP is illustrated in Figure 1.3. In this model, mRNA is
represented by a one dimensional lattice. Codons on the mRNA are represented by
sites labelled by i = 1, 2, . . . , L. Ribosomes are referred to as particles. For simplicity,
the size of a particle is assumed to be equivalent to the size of a site. Site i can be
occupied by 0 or 1 particle (described by Si = 0 or 1), so that the system configuration
can be described by a state vector (S1, S2, . . . , SL). Three major assumptions are made:
(i) particles move unidirectionally, the size of a particle is the same as that of a site
and the supply of particles is unlimited; (ii) motion between neighbouring particles is
page 12 of 195
Figure 1.3: Schematic of the TASEP. Particles move unidirectionally with rate γ . No
more than one particle can occupy a site simultaneously. Entry rate is denoted by α
and exit rate is given by β .
steric exclusive, which ensures no more than one particle can simultaneously occupy
one site; (iii) a single, uniform elongation rate is applied. To capture the essence of
the translation process, the particle-hole exchange rule of the TASEP is as follows.
Particles bind to site 1 at rate α provided S1 = 0 (corresponding to the translation
initiation); a particle translocation takes place between site i and i+1 at rate γ provided
Si = 1, Si+1 = 0 (corresponding to the elongation step, and γ is usually rescaled to
be 1); the particle on site L detaches from the lattice at rate β (corresponding to the
translation termination). Let ρi be density profile, which is the average occupation of
site i in the long time limit. Let ρ denote overall average density, and it is given by
ρ =∑ρi/L. The current, J, quantifying the average number of particles that enter/exist
the lattice, is defined as:
J =
〈
Si (1−Si+1)
〉
= α 〈1−S1〉= β 〈SL〉 . (1.2.3)
Though the evolution of the TASEP is hard to predict, a steady state (time indepen-
dent) solution of ρi, ρ , and J can be obtained. For system with large size L, mean
field approximation is applied to solve the steady state. The essence of the mean field
approximation is to ignore the interplay between the neighbouring particles, namely,
J = ρi (1−ρi+1) = α (1−ρ1) = βρL. (1.2.4)
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Figure 1.4: TASEP with extended particle size l > 1. Consider a large section of
length I in the lattice. A ribosome (green object) with size l locates its reader at site i.
Moreover, the relationship between the overall average density ρ and the current J is
given by:
J = ρ(1−ρ). (1.2.5)
The exact and mean field steady state solution has been solved [43, 44]. We will
reproduce these results and fill in gaps in Chapter 2.
To make the proto TASEP model more realistic, Gibbs et al. [98, 99] took into account
the large size of ribosomes compared to a codon, i.e., considered TASEP with particle
size l > 1. Experimental data suggest that l = 12 is the most appropriate [75]. In this
generalised TASEP, a particle occupies l sites on the lattice, i.e., a functional particle
at site i is extended to occupy sites i to site i+ l−1 and site i is referred to as a ‘reader’
[124]. The particle-hole exchange rule is modified. To enter the lattice, the first l sites
must be empty. The particle with the ‘reader’ on site i translocates if site i+ l is empty.
While a particle is reading the last l sites, there is no other particle forward, thus there
is no steric hindrance for the last l hops and the particle leaves the lattice at the site L
(the ‘reader’ of the large sized particle is on site L) [93]. In this case, the current J is
given by:
J = α
〈
l
∏
k=1
(1−Sk)
〉
=
〈
Si (1−Si+l)
〉
= 〈SL−l〉= . . .= 〈SL−1〉= β 〈SL〉 . (1.2.6)
Consider a fixed section of length I in the lattice (I is large), as Figure 1.4 shows.
Suppose the ribosome in Figure 1.4 is the jth particle from the left end of the lattice,
and the reader is denoted by x j = i. Then the probability that the ribosome is free to
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translocate (i.e., Si+l = 0) is given by:
P
(
x j+1 > i+ l
)
=
Si+l+1+Si+l+2+ ...+Si+I
Si+l +Si+l+1+ ...+Si+I
=
∑Ik=i+1 Sk−∑i+lk=i+1 Sk
∑Ik=i+1 Sk−∑i+lk=i+1 Sk +Si+l
=
1−∑i+lk=i+1ρk
1−∑i+lk=i+1ρk +ρi+l
=
ρ¯i
ρi+l + ρ¯i
, where ρ¯i = 1−
i+l
∑
k=i+1
ρk,
which is also the probability that the location of reader of the j+1th particle satisfies
x j+1 > i+ l. Thus, the current can be calculated by ρiP
(
x j+1 > i+ l
)
as:
J =
ρiρ¯i
ρi+l + ρ¯i
. (1.2.7)
To better predict the density profile, Shaw et al. [123] considered pair correlations
between particles. However, no higher level of mean field theory has been developed.
Another important modification to the standard TASEP is to consider the site depen-
dent hopping rates. In practice, the hopping rates depend on the nucleotide sequence
and the abundance of the specific ‘charged’ tRNA, resulting in an inhomogeneous hop-
ping rate sequence γi. Such modification makes it extremely difficult to determine the
density profile, overall average density and current. Most progress was made mainly
with numerical simulations while some understanding is established by using mean
field approximation [47, 56, 87]. With a full set of random hopping rates γi which
are chosen from some known distributions, research has concentrated on the effect of
the disorder on the relationship between the overall average density and the current
[11, 68, 74, 90, 132]. In particular, slow site research has attracted broad attention.
The slow site is a site has slower hopping rate than all its neighbours. The density pro-
file and current are affected by the location of the slow site. If there are two slow sites,
the distance between them dramatically affects the current [25, 46, 56]. For example,
Romano et al. [121] showed that the queueing of the particles behind a slow site can
lead to a first-order phase transition. However, all these works were done for l = 1,
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inhomogeneous TASEP with l > 1 remain to be uncovered.
Apart from extended particle size and inhomogeneous hopping rates, realistic transla-
tion model also requires limited supply of resources, for example, two most important
components: ribosome and tRNA. A modification has been made to allow the particle
binding rate to mediate the available ribosomes in the reservoir [1, 29, 30]. In those
works, a single TASEP was studied and the total number of particles was fixed and
denoted by a constant Ntot . The effective particle binding rate was assumed to be:
αe f f = α tanh
(
n0
N∗
)
, (1.2.8)
where n0 was the particles in the reservoir and N∗ was a crossover parameter. Let N
denote the particles on the lattice, then N+n0 = Ntot . Results showed that the overall
average density and the current were affected by Ntot and the length of the lattice, L.
Competition for the finite particle resource between multiple TASEPs has also been
studied [31, 67]. Domain Wall theory [31] and mean field approximation [67] were
adopted respectively to capture the nontrivial behaviours of the multiple TASEPs with
different length, particle binding/exit rate. Results showed that if all TASEPs have
equal length, then the behaviour is analogous to that of a single TASEP with finite par-
ticle supply. For the case that involved different lattice lengths, several unanticipated
new regimes emerged. Brackley et al. [19] considered the finite supply of tRNA. In
their work, the effective hopping rate was mediated by the available ‘charged’ tRNA
in the reservoir:
γe f f = γT, (1.2.9)
where T denotes the ‘charged’ tRNA and γ is the intrinsic elongation rate. The total
number of tRNA was fixed as a constant, T¯ . The formation of the ‘charged’ tRNA was
assumed to follow Michaelis-Menten kinetics. Results showed that limiting the supply
of tRNA dramatically reduced the current.
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More complexity has been included in the modelling of the elongation step [8, 27, 62,
63, 77, 118]. In those works, the elongation step consisted of several sub steps, rather
than being described by a single, random hopping event. Usually, the effective hopping
rate is derived first, making it possible to apply the framework of the standard TASEP.
Shifted phase diagrams are obtained due to the varying effective hopping rate. For
example, Ciandrini et al. [27] suggested that the elongation step could be approximated
by two sub steps: (i) searching for the correct ‘charged’ tRNA; (ii) translocation from
one site to the next. Thus a ribosome was represented by a two-state particle: state 1
denoted the absence of the correct ‘charged’ tRNA while state 2 denoted the presence.
The transition rate from the state 1 to state 2 was k. The translocation can only occur
at rate γ if a particle was in state 2.
More complex translation initiation and termination have been considered [17, 37, 45,
147]. One important example is that eukaryotic mRNA can form a ‘closed loop’ due
to the interaction between the poly(A) tail and PABP. This enhances the efficiency of
translation. Two main hypotheses have been taken to understand this translation effi-
ciency enhancement. One hypothesis is that the efficiency enhancement is due to the
ribosome diffusion [24, 64, 103, 122]. In those models, ribosomes were assumed to
leave the 3’ end of the mRNA to enter the ribosome reservoir. Due to the ‘closed loop’,
the local concentration of ribosomes around the ribosome binding site (located in the
5’ end of the mRNA) was increased. Thus, the ribosome binding rate is increased. The
other hypothesis is motivated by the experimental evidence that the enhancement of ef-
ficiency of the translation is not only due to the passive ribosome diffusion. Ribosomes
can pass from the 3’ end to the 5’ end of the mRNA directly [48, 57, 58, 115, 125, 146].
Marshall et al. [104] developed a ribosome recycling model based on TASEP to incor-
porate ribosome reinitiation. Essentially, Marshall et al. [104] assumed that ribosomes
could be recruited directly from the stop codon to the start codon to initiate translation.
Computational methods are used to simulate TASEP based model. In general, there are
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two main methods. One is the Gillespie Stochastic Simulation Algorithm, or Gillespie
SSA [65, 66, 78, 79]. In the Gillespie SSA, randomly generated numbers are used to
(i) determine which reaction will occur, and (ii) when the chosen reaction occurs. The
other technique is the Monte Carlo method [95, 136]. In the Monte Carlo method,
randomly generated numbers are used to (i) choose one reaction from all the possible
reactions, and (ii) determine whether or not the chosen reaction occurs. Details will be
presented later.
1.3 Thesis Outline
The rest of this thesis is ordered as follows. In Chapter 2 we review key properties of
the TASEP and reproduce the exact and mean field solution of the steady state. We fill
some gaps in the steps presented in the original works [43, 44]. Next, we develop a
linear approximation to measure the transient state of the TASEP. Particularly, we ap-
proximate the rate of particles enter/exit the lattice before the steady state is achieved.
Finally, we give a introduction to the Gillespie SSA and the Monte Carlo methods.
In Chapter 3 we investigate the role of mRNA degradation in mediating translation. We
assume that mRNA degradation is initiated by a simple, single step. After initiation,
(i) endonucleases track down the last ribosome on the mRNA in 5’−3’ direction to
degrade the mRNA, or (ii) endonucleases digest the mRNA quickly. We report that
the simple single step of mRNA degradation initiation can be modelled as a Poisson
process. We attempt to derive the probability density function of protein production
during the whole mRNA lifetime. We also investigate how the parameters affect the
probability density function. Differences between the two mRNA degradation types
are discussed.
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In Chapter 4, we consider a general case of negative feedback control on mRNA trans-
lation initiation. It is assumed that binding of ribosomes to the RBS of a given mRNA
is suppressed by proteins produced from that mRNA itself. We extend this model in
Chapter 5 to include ribosome recycling. In Chapter 4 and Chapter 5, we attempt to
derive the effective ribosome binding/exit rate in order to apply the framework of the
mean field solution of the TASEP. We obtain the generalised phase diagram, as well
as the average density and the current in all phases. We investigate how the auto-
negative feedback/auto-negative feedback and ribosome recycling affects the protein
level. DDE model is developed to analyse the dynamics. Special cases of oscillation
and bistable switching are found.
In Chapter 6 we summarise key results and discuss the possible implications of obtain-
ing a better understanding of the translation process. Possible future directions for the
application of the TASEP technique and the modelling of the translation are discussed.
Chapter 2
TASEP and its Simulation
In this chapter, we first follow the works of Derrida et al. [43, 44] to derive an exact
solution and also a mean field solution for TASEP in long time limit. The proofs in
[43, 44] omit many steps. We summarise the results in [43, 44] as lemmas and fill the
steps here to provide the reader with a more accessible description of the arguments.
We define phases of TASEP in a more rigorous way. Next, we give an approximation
of transient state of TASEP before the steady state is reached. Finally we introduce
two main simulation methods, Gillespie Stochastic Simulation Algorithm and Monte
Carlo simulation method. This chapter is the basis of the whole thesis.
2.1 Exact Steady State Solution
TASEP is a stochastic process, particles enter into the lattice from the left end and leave
the lattice from the right end with fixed rates. Let PL (S1,S2, . . . ,SL) be the probability
that TASEP is in the state (S1,S2, . . . ,SL). PL (S1,S2, . . . ,SL) can be scaled by a constant
19
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ZL as:
PL (S1,S2, . . . ,SL) =
fL (S1,S2, . . . ,SL)
ZL
, (2.1.1)
where
ZL = ∑
S1=0,1
. . . ∑
SL=0,1
fL (S1,S2, . . . ,SL) .
Derrida et al. [43] argued that it would be more convenient to use fL (S1,S2, . . . ,SL)
afterwards. It is shown that in steady state, fL (S1,S2, . . . ,SL) is simply given by a
product of L matrices D or E with matrix D at site i if site i is occupied and matrix E
if site i is vacant[43, 53, 72, 86]:
fL (S1,S2, . . . ,SL) = 〈W |
L
∏
i=1
(
SiD+(1−Si)E
) |V 〉 (2.1.2)
where D, E are square matrices and 〈W |, |V 〉 are vectors. In general, it is not necessary
to specify these matrices and vectors. Moreover,
Lemma 2.1. TASEP is in steady state if:
DE = D+E, D|V 〉= 1
β
|V 〉, 〈W |E = 1
α
〈W |. (2.1.3)
Proof. (see [44]) To prove Lemma 2.1, there is need to introduce transition rate matrix.
The transition rate matrix Q is an n× n matrix whose elements describe the rates a
stochastic process moves among the n states. The elements qi j, i , j, are non-negative
and represent the rates that the process moves between the state i and j. The diagonal
elements qii are chosen such that each row of Q sums to zero, i.e., qii =−∑ j,i qi j. qii
represent the rates that a stochastic process out of state i.
Consider the transition rate matrix for particle entering the lattice from the left end at
rate α . There are two states for this process, (0, S2, . . . , SL) and (1, S2, . . . , SL). Let h1
denote this transition rate matrix, the size of h1 is 2×2. The transition rate from state
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(0, S2, . . . , SL) to (1, S2, . . . , SL) is represented by (h1)1;0, which is given by α . The
transition rate out of the state (0, S2, . . . , SL) is (h1)0;0. (h1)0;0 is chosen to be−α such
that the first row of h1 sums to zero. In TASEP, particles move unidirectionally from
the left end to the right end of the lattice, so the transition rate from state (1, S2, . . . , SL)
to the state (0, S2, . . . , SL) and the transition rate out of state (1, S2, . . . , SL) are both 0.
The transition rate matrix is therefore given by:
h1 =
−α α
0 0
 .
Consider the transition rate matrix for particle leaving from the right end of the lattice
at rate β . There are two states for this process, (S1, S2, . . . , 0) and (S1, S2, . . . , 1). Let
hL represent this matrix. The size of hL is 2× 2. (hL)0;1, the transition rate from the
state (S1, S2, . . . , 1) to the state (S1, S2, . . . , 0), is given by β . The transition rate out
of the state (S1, S2, . . . , 1), (hL)1;1, is chosen to be −β such that the second row of hL
sums to zero. The remaining two elements of hL are both 0 because particles cannot
enter into the lattice from the right end. The transition rate matrix is therefore given
by:
hL =
0 0
β −β
 .
Consider the transition rate matrix for particles hopping between the non-boundary site
i and i+1, 16 i < L. There are four states for this process, (. . . , Si−1, 0, 0, Si+1, . . .),
(. . . , Si−1, 0, 1, Si+1, . . .), (. . . , Si−1, 1, 0, Si+1, . . .) and (. . . , Si−1, 1, 1, Si+1, . . .). Let
h denote this matrix, the size of h is 4× 4. The only transition that can occur is the
transition from the state (. . . , Si−1, 1, 0, Si+1, . . .) to the state (. . . , Si−1, 0, 1, Si+1, . . .).
The transition rate for this transition, (h)0,1;1,0, is 1 (note that γ is set to be 1). The
transition rate out of the state (. . . , Si−1, 1, 0, Si+1, . . .), (h)1,0;1,0, is therefore chosen
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to be −1, such that the row sums to zero. All the other transition rates are 0. The
transition rate matrix is then given by:
h =

0 0 0 0
0 0 0 0
0 1 −1 0
0 0 0 0

.
In summary, the non-zero elements of these transition rate matrices are
(h1)0;0 =−α (h1)1;0 = α
(h)1,0;1,0 =−1 (h)0,1;1,0 = 1 (2.1.4)
(hL)1;1 =−β (hL)0;1 = β .
The evolution of PL (S1,S2, . . . ,SL) can be described by the following master equation,
using the transition rate matrices,
d
dt
PL (S1,S2, . . . ,SL) =∑
τ1
(h1)S1;τ1 PL (τ1,S2, . . . ,SL)
+
L−1
∑
i=1
∑
τi,τi+1
(h)Si,Si+1;τi,τi+1 PL (S1, . . . ,τi,τi+1, . . . ,SL)
+∑
τL
(hL)SL;τL PL (S1, . . . ,SL−1,τL) , (2.1.5)
where τi ∈ {0, 1} is the possible occupation of site i. We are principally interested in
steady state of (2.1.5), that is conditions which ensure the right hand side of (2.1.5) is
equal to 0. If there exist two coefficients x0, x1 satisfying the following equalities:
∑
τ1
(h1)S1;τ1 fL (τ1,S2, . . . ,SL) = xS1 fL−1 (S2, . . . ,SL) , (2.1.6)
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∑
τi,τi+1
(h)Si,Si+1;τi,τi+1 fL (S1, . . . ,Si−1,τi,τi+1,Si+2, . . . ,SL)
=−xSi fL−1 (S1, . . . ,Si−1,Si+1, . . . ,SL)
+ xSi+1 fL−1 (S1, . . . ,Si,Si+2, . . . ,SL) , (2.1.7)
∑
τL
(hL)SL;τL fL (S1, . . . ,SL−1,τL) =−xSL fL−1 (S1, . . . ,SL−1) . (2.1.8)
then indeed TASEP is in steady state since by substituting (2.1.6-2.1.8) into (2.1.5)
yields
dPL (S1,S2, . . . ,SL)
dt
= 0. Now the task is to find the coefficients x0, x1 using
(2.1.2, 2.1.6-2.1.8).
For (2.1.6), if S1 = 0, the only non-zero transition rate is (h1)0;0, therefore:
∑
τ1
(h1)S1;τ1 fL (τ1,S2, . . . ,SL)
=∑
τ1
(h1)0;τ1 fL (τ1,S2, . . . ,SL) = (h1)0;0 fL (0,S2, . . . ,SL)
=−α〈W |E
L
∏
i=2
(
SiD+(1−Si)E
) |V 〉,
xS1 fL−1 (S2, . . . ,SL) = x0〈W |
L
∏
i=2
(
SiD+(1−Si)E
) |V 〉,
therefore
−α〈W |E
L
∏
i=2
(
SiD+(1−Si)E
) |V 〉= x0〈W | L∏
i=2
(
SiD+(1−Si)E
) |V 〉,
then
α〈W |E =−x0〈W |.
If S1 = 1, the only non-zero transition rate is (h1)1;0, therefore
∑
τ1
(h1)S1;τ1 fL (τ1,S2, . . . ,SL)
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=∑
τ1
(h1)1;τ1 fL (τ1,S2, . . . ,SL) = (h1)1;0 fL (0,S2, . . . ,SL)
=α〈W |E
L
∏
j=2
(
SiD+(1−Si)E
) |V 〉,
xS1 fL−1 (S2, . . . ,SL) = x1〈W |
L
∏
j=2
(
SiD+(1−Si)E
) |V 〉,
∴ α〈W |E = x1〈W |.
Overall,
α〈W |E = x1〈W |=−x0〈W |. (2.1.9)
For (2.1.7), if Si = 0, the only non-zero transition rate is (h)0,1;1,0, therefore:
∑
τi,τi+1
(h)Si,Si+1;τi,τi+1 fL (S1, . . . ,Si−1,τi,τi+1,Si+2, . . . ,SL)
=(h)0,1;1,0 fL (S1, . . . ,Si−1,1,0,Si+2, . . . ,SL)
=〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
DE
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉,
− xSi fL−1 (S1, . . . ,Si−1,Si+1, . . . ,SL)+ xSi+1 fL−1 (S1, . . . ,Si,Si+2, . . . ,SL)
=− x0 fL−1 (S1, . . . ,Si−1,1, . . . ,SL)+ x1 fL−1 (S1, . . . ,0,Si+2, . . . ,SL)
=− x0〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
D
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉
+ x1〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
E
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉,
∴〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
DE
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉
=− x0〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
D
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉
+ x1〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
E
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉,
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then
DE =−x0D+ x1E.
If Si = 1, the only non-zero transition rate is (h)1,0;1,0, therefore:
∑
τi,τi+1
(h)Si,Si+1;τi,τi+1 fL (S1, . . . ,Si−1,τi,τi+1,Si+2, . . . ,SL)
=(h)1,0;1,0 fL (S1, . . . ,Si−1,1,0,Si+2, . . . ,SL)
=−〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
DE
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉,
− xSi fL−1 (S1, . . . ,Si−1,Si+1, . . . ,SL)+ xSi+1 fL−1 (S1, . . . ,Si,Si+2, . . . ,SL)
=− x1 fL−1 (S1, . . . ,Si−1,0, . . . ,SL)+ x0 fL−1 (S1, . . . ,1,Si+2, . . . ,SL)
=− x1〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
E
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉
+ x0〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
D
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉,
∴ −〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
DE
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉
=− x1〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
E
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉
+ x0〈W |
i−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
D
L
∏
j=i+2
(
S jD+
(
1−S j
)
E
)
|V 〉,
then
DE =−x0D+ x1E.
Overall, one gets
DE =−x0D+ x1E. (2.1.10)
For (2.1.8), if SL = 0, the only non-zero transition rate is (hL)0;1, therefore
∑
τL
(hL)SL;τL fL (S1, . . . ,SL−1,τL)
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=∑
τL
(hL)0;τL fL (S1, . . . ,SL−1,τL) = (hL)0;1 fL (S1, . . . ,SL−1,1)
=β 〈W |
L−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
D|V 〉,
− xSL fL−1 (S1, . . . ,SL−1) =−x0〈W |
L−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
|V 〉,
then
βD|V 〉=−x0|V 〉.
If SL = 1, the only non-zero transition rate is (hL)1;1, therefore
∑
τL
(hL)SL;τL fL (S1, . . . ,SL−1,τL)
=∑
τL
(hL)1;τL fL (S1, . . . ,SL−1,τL) = (hL)1;1 fL (S1, . . . ,SL−1,1)
=−β 〈W |
L−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
D|V 〉,
− xSL fL−1 (S1, . . . ,SL−1) =−x1〈W |
L−1
∏
j=1
(
S jD+
(
1−S j
)
E
)
|V 〉,
∴ βD|V 〉= x1|V 〉.
Overall, one gets
βD|V 〉= x1|V 〉=−x0|V 〉. (2.1.11)
By choosing x1 = −x0 = 1, (2.1.9, 2.1.10, 2.1.11) is exactly (2.1.3). One may argue
that in fact x1 =−x0 can be any non-zero constant C. It is true, however, one can always
change the value of x1 = −x0 to be 1 by multiplying D and E by 1C . By now x0, x1
have been found, which implies that (2.1.6-2.1.8) hold, and
dPL (S1,S2, . . . ,SL)
dt
= 0.
In other words, TASEP can be in steady state. Lemma 2.1 is proved. 
In the steady state, let 〈Si〉 denote the average occupation of site i over time, 〈SiS j〉
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represents the correlation between site i and site j, J represents the current which is
the average number of particles passing through the lattice per unit time, then:
Lemma 2.2. The steady state formulation.
〈Si〉= 〈W |C
i−1DCL−i|V 〉
〈W |CL|V 〉 , (2.1.12)
〈SiS j〉= 〈W |C
i−1DC j−i−1DCL− j|V 〉
〈W |CL|V 〉 , (2.1.13)
J =
〈W |CL−1|V 〉
〈W |CL|V 〉 , (2.1.14)
where C = D+E = DE.
Proof. (see [44]) Based on the definition of average occupation, it can be shown that:
〈Si〉= 1 · ∑
S1=0,1
. . . ∑
S j,i=0,1
. . . ∑
SL=0,1
PL (S1, . . . ,Si = 1, . . . ,SL)
=
 ∑
S1=0,1
. . . ∑
S j,i=0,1
. . . ∑
SL=0,1
fL (S1, . . . ,Si = 1, . . . ,SL)
/ZL
=
∑S1=0,1 . . .∑S j,i=0,1 . . .∑SL=0,1 fL (S1, . . . ,Si = 1, . . . ,SL)
∑S1=0,1 . . .∑Si=0,1 . . .∑SL=0,1 fL (S1, . . . ,Si, . . . ,SL)
=
∑S1=0,1 . . .∑S j,i=0,1 . . .∑SL=0,1〈W |∏Lk=1
(
SkD+(1−Sk)E
) |V 〉
∑S1=0,1 . . .∑Si=0,1 . . .∑SL=0,1〈W |∏Lk=1
(
SkD+(1−Sk)E
) |V 〉
=
〈W |(D+E)i−1 D(D+E)L−i |V 〉
〈W |(D+E)L |V 〉 =
〈W |Ci−1DCL−i|V 〉
〈W |CL|V 〉 .
The correlation 〈SiS j〉, i < j can be derived:
〈SiS j〉
= ∑
S1=0,1
. . . ∑
Si=0,1
. . . ∑
S j=0,1
. . . ∑
SL=0,1
SiS jPL
(
S1, . . . ,Si, . . . ,S j, . . . ,SL
)
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=
 ∑
S1=0,1
. . . ∑
Si=1
. . . ∑
S j=1
. . . ∑
SL=0,1
fL
(
S1, . . . ,Si = 1, . . . ,S j = 1, . . . ,SL
)/ZL
=
∑S1=0,1 . . .∑Si=1 . . .∑S j=1 . . .∑SL=0,1 fL
(
S1, . . . ,Si = 1, . . . ,S j = 1, . . . ,SL
)
∑S1=0,1 . . .∑Si=0,1 . . .∑S j=0,1 . . .∑SL=0,1 fL
(
S1, . . . ,Si, . . . ,S j, . . . ,SL
)
=
∑S1=0,1 . . .∑Si=1 . . .∑S j=1 . . .∑SL=0,1〈W |∏Lk=1
(
SkD+(1−Sk)E
) |V 〉
∑S1=0,1 . . .∑Si=0,1 . . .∑S j=0,1 . . .∑SL=0,1〈W |∏Lk=1
(
SkD+(1−Sk)E
) |V 〉
=
〈W |(D+E)i−1 D(D+E) j−i−1 D(D+E)L− j |V 〉
〈W |(D+E)L |V 〉
=
〈W |Ci−1DC j−i−1DCL− j|V 〉
〈W |CL|V 〉 .
In the steady state, the current J is defined as:
J = 〈α(1−S1)〉= . . .= 〈Si (1−Si+1)〉= . . .= 〈βSL〉.
Without loss of generality, current is derived as follows:
J = 〈Si (1−Si+1)〉= 〈Si〉−〈SiSi+1〉
=
〈W |Ci−1DCL−i|V 〉
〈W |CL|V 〉 −
〈W |Ci−1DCi+1−i−1DCL−i−1|V 〉
〈W |CL|V 〉
=
〈W |Ci−1DCL−i|V 〉−〈W |Ci−1DDCL−i−1|V 〉
〈W |CL|V 〉
=
〈W |Ci−1D(C−D)CL−i−1|V 〉
〈W |CL|V 〉 =
〈W |Ci−1DECL−i−1|V 〉
〈W |CL|V 〉
=
〈W |Ci−1CCL−i−1|V 〉
〈W |CL|V 〉 =
〈W |CL−1|V 〉
〈W |CL|V 〉 .
Lemma 2.2 is proved. 
Lemma 2.3. Expression of 〈W |CN |V 〉 and DCn.
〈W |CN |V 〉=
N
∑
p=1
p(2N−1− p)!
N!(N− p)!
(
1
/
β
)p+1−(1/α )p+1(
1
/
β
)
−
(
1
/
α
) (2.1.15)
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DCn =
n−1
∑
p=0
(2p)!
p!(p+1)!
Cn−p+
n+1
∑
p=2
(p−1)(2n− p)!
n!(n+1− p)! D
p. (2.1.16)
Proof. It can be shown that for 06 p6 n+1,
p(2n+1− p)!
(n+1)!(n+1− p)! −
(p+1)(2n− p)!
(n+1)!(n− p)! =
(p−1)(2n− p)!
n!(n+1− p)! (2.1.17)
since
p(2n+1− p)!
(n+1)!(n+1− p)! −
(p+1)(2n− p)!
(n+1)!(n− p)!
=
p(2n+1− p)!
(n+1)!(n+1− p)! −
(p+1)(2n− p)!(n+1− p)
(n+1)!(n+1− p)!
=
(
p(2n+1− p)− (p+1)(n+1− p))(2n− p)!
(n+1)!(n+1− p)!
=
(n+1)(p−1)(2n− p)!
(n+1)!(n+1− p)! =
(p−1)(2n− p)!
n!(n+1− p)! ,
and for n> 0, using the formula of the sum for a geometric series of matrix:
DnC =C+
n+1
∑
q=2
Dq =
Dn+2−D2
D− I +C =
Dn+2−D
D− I +E, (2.1.18)
note that
1
D− I means (D− I)
−1 here, namely, matrix inverse,
∵ DnC = Dn(D+E) = Dn+1+DnE = Dn+1+Dn−1DE
=Dn+1+Dn−1(D+E) = Dn+1+Dn−1C,
∴ DnC = Dn+1+Dn−1C = Dn+1+Dn+Dn−2C = . . .
=Dn+1+Dn+Dn−1+ . . .+D2+D0C =C+
n+1
∑
q=2
Dq,
and C+
n+1
∑
q=2
Dq =C+
D2 (I−Dn)
I−D =
Dn+2−D2
D− I +C,
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and
Dn+2−D2
D− I +C =
Dn+2−D
D− I +
D−D2
D− I +C
=
Dn+2−D
D− I +
D(I−D)
D− I +C =
Dn+2−D
D− I −D+C =
Dn+2−D
D− I +E.
It can be proved by mathematical induction that
Cn =
n
∑
p=0
p(2n−1− p)!
n!(n− p)!
p
∑
q=0
EqDp−q n> 1. (2.1.19)
For n = 1
C =
1
∑
p=0
p(2−1− p)!
1!(1− p)!
p
∑
q=0
EqDp−q
=
0(2−1−0)!
1!(1−0)!
0
∑
q=0
EqD0−q+
1(2−1−1)!
1!(1−1)!
1
∑
q=0
EqD1−q
= 0+
1
∑
q=0
EqD1−q = E0D1−0+E1D1−1 = D+E,
it is true. Assume (2.1.19) is true for n, then
Cn+1 =CnC =
n
∑
p=0
p(2n−1− p)!
n!(n− p)!
p
∑
q=0
EqDp−qC
=
n
∑
p=0
p(2n−1− p)!
n!(n− p)!
p
∑
q=0
Eq
(
Dp−q+2−D
D− I +E
)
=
n
∑
p=0
p(2n−1− p)!
n!(n− p)!
p
∑
q=0
Eq+1+Eq( Dp−q+2−D
D− I
)
=
n
∑
p=0
(
(p+1)(2n− p)!
(n+1)!(n− p)! −
(p+2)(2n− p−1)!
(n+1)!(n− p−1)!
)
×
p
∑
q=0
Eq+1+Eq( Dp−q+2−D
D− I
)
=
n
∑
p=0
(p+1)(2n− p)!
(n+1)!(n− p)!
p
∑
q=0
Eq+1+Eq( Dp−q+2−D
D− I
)
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−
n
∑
p=0
(p+2)(2n− p−1)!
(n+1)!(n− p−1)!
p
∑
q=0
Eq+1+Eq( Dp−q+2−D
D− I
)
=
(0+1)(2n−0)!
(n+1)!(n−0)!
E0+1+E0( D0−0+2−D
D− I
)
+
n
∑
p=1
(p+1)(2n− p)!
(n+1)!(n− p)!
p
∑
q=0
Eq+1+Eq( Dp−q+2−D
D− I
)
−
n
∑
p=0
(p+2)(2n− p−1)!
(n+1)!(n− p−1)!
p
∑
q=0
Eq+1+Eq( Dp−q+2−D
D− I
)
=
(2n)!
(n+1)!n!
(E +D)
+
n+1
∑
p=2
p(2n+1− p)!
(n+1)!(n+1− p)!
p−1
∑
q=0
Eq+1+Eq( Dp−q+1−D
D− I
)
−
n+1
∑
p=2
p(2n+1− p)!
(n+1)!(n+1− p)!
p−2
∑
q=0
Eq+1+Eq( Dp−q−D
D− I
)
=
(2n)!
(n+1)!n!
(E +D)+
n+1
∑
p=2
p(2n+1− p)!
(n+1)!(n+1− p)! ×p−1∑q=0
Eq+1+Eq( Dp−q+1−D
D− I
)− p−2∑
q=0
Eq+1+Eq( Dp−q−D
D− I
)
=
(2n)!
(n+1)!n!
(E +D)+
n+1
∑
p=2
p(2n+1− p)!
(n+1)!(n+1− p)! ×

p−1∑
q=0
Eq+1−
p−2
∑
q=0
Eq+1

+
p−1
∑
q=0
(
Eq
Dp−q+1−D
D− I −E
q D
p−q−D
D− I
)
+E p−1
Dp−p+1−D
D− I

=
(2n)!
(n+1)!n!
(E +D)+
n+1
∑
p=2
p(2n+1− p)!
(n+1)!(n+1− p)!
E p+ p−1∑
q=0
EqDp−q

=
n+1
∑
p=0
p(2n+1− p)!
(n+1)!(n+1− p)!
p
∑
q=0
EqDp−q,
so (2.1.19) is proven by mathematical induction. Note that (2.1.18) is used for red
parts, and (2.1.17) is used for blue parts. The indices labelled green are reconstructed
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so that the terms can be combined. Furthermore, from (2.1.3),
〈W |En = 〈W |EEn−1 = 1
α
〈W |En−1 = . . .= 1
αn
〈W | (2.1.20)
Dn|V 〉= Dn−1D|V 〉= Dn−1 1
β
|V 〉= . . .= 1
β n
|V 〉. (2.1.21)
Using the expression for CN , (2.1.19), and also (2.1.20, 2.1.21),
〈W |CN |V 〉= 〈W |
N
∑
p=0
p(2N−1− p)!
N!(N− p)!
p
∑
q=0
EqDp−q|V 〉
=
N
∑
p=0
p(2N−1− p)!
N!(N− p)!
p
∑
q=0
〈W |EqDp−q|V 〉
=
N
∑
p=0
p(2N−1− p)!
N!(N− p)!
p
∑
q=0
1
αq
1
β p−q
〈W |V 〉
=
N
∑
p=0
p(2N−1− p)!
N!(N− p)!
1
β p
(
1−
(
β
α
)p+1)
1− βα
〈W |V 〉
=
N
∑
p=1
p(2N−1− p)!
N!(N− p)!
(
1
/
β
)p+1−(1/α )p+1(
1
/
β
)
−
(
1
/
α
) 〈W |V 〉 N > 1,
formula (2.1.15) is therefore derived with the normalization 〈W |V 〉 = 1 (this normal-
ization is used afterwards). Lemma 2.3 is proved. 
Based on Lemma 2.2 and Lemma 2.3, it is possible to obtain the exact expressions for
the average occupation 〈Si〉 and current J in the steady state even without knowing the
forms for C, D, E and 〈W |, |V 〉:
Lemma 2.4. The steady state density profile.
〈Si〉i<L =
l−1
∑
p=0
(2p)!
p!(p+1)!
〈W |CL−p−1|V 〉
〈W |CL|V 〉 +
〈W |Ci−1|V 〉
〈W |CL|V 〉
l+1
∑
p=2
(p−1)(2l− p)!
l!(l+1− p)! β
−p,
〈SL〉= 1β
〈W |CL−1|V 〉
〈W |CL|V 〉 , J =
〈W |CL−1|V 〉
〈W |CL|V 〉 ,
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where l = L− i and 〈W |CN |V 〉 is given in Lemma 2.3.
Proof. The expression for current J is given by (2.1.14). Using the expression for
average occupation 〈Si〉 and (2.1.16), one can obtain:
for l > 1 :
〈Si〉= 〈W |C
i−1DCL−i|V 〉
〈W |CL|V 〉 =
〈W |Ci−1DCl|V 〉
〈W |CL|V 〉
=
〈W |Ci−1∑l−1p=0 (2p)!p!(p+1)! Cl−p|V 〉
〈W |CL|V 〉 +
〈W |Ci−1∑l+1p=2 (p−1)(2l−p)!l!(l+1−p)! Dp|V 〉
〈W |CL|V 〉
=
l−1
∑
p=0
(2p)!
p!(p+1)!
〈W |Ci−1Cl−p|V 〉
〈W |CL|V 〉 +
l+1
∑
p=2
(p−1)(2l− p)!
l!(l+1− p)!
〈W |Ci−1Dp|V 〉
〈W |CL|V 〉
=
l−1
∑
p=0
(2p)!
p!(p+1)!
〈W |CL−p−1|V 〉
〈W |CL|V 〉 +
〈W |Ci−1|V 〉
〈W |CL|V 〉
l+1
∑
p=2
(p−1)(2l− p)!
l!(l+1− p)! β
−p
for l = 0 i.e., i = L :
〈SL〉= 〈W |C
L−1DCL−L|V 〉
〈W |CL|V 〉 =
〈W |CL−1D|V 〉
〈W |CL|V 〉 =
1
β
〈W |CL−1|V 〉
〈W |CL|V 〉 .
Lemma 2.4 is proved. 
TASEP can be in a steady state in long time limit and the exact steady state solution is
obtained in this section.
2.2 Mean Field Steady State Solution
One can see that the computational price to solve the exact steady state is massive, es-
pecially for large systems. For most applications of TASEP, systems are large. There-
fore, one has to seek an approximation for the exact steady state solutions for large
systems. In this section, we will follow Derrida et al. [43] to derive the mean field
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solution for large systems. To derive the mean field solution, one starts from time
dependent updating of site occupations and four phases will be defined.
Given the occupation of site i, i ∈ [2, L− 1] at time t is Si(t), then the occupation at
time t+1 is given by:
Si(t+1) =

Si(t)+Si−1(t)
(
1−Si(t)
)
if site i−1 is chosen to update,
Si(t)−Si(t)
(
1−Si+1(t)
)︸                             ︷︷                             ︸
=Si(t)Si+1(t)
if site i is chosen to update,
Si(t), otherwise.
The particle reservoir, together with L sites are randomly chosen to update, so the
probability of each of the first two events happening is
1
L+1
. Hence, the expected
value of Si(t+1) is:
〈Si(t+1)〉
=
〈Si(t)〉+ 〈Si−1(t)〉−〈Si(t)Si−1(t)〉
L+1
+
〈Si(t)Si+1(t)〉
L+1
+
(
1− 2
L+1
)
〈Si(t)〉
=〈Si(t)〉+ 〈Si−1(t)〉−〈Si(t)〉+ 〈Si(t)Si+1(t)〉−〈Si−1(t)Si(t)〉L+1 .
Consider the occupation of site 1 at time t+1:
S1(t+1) =


1 with associated prob.
S1(t)+α(1−S1(t))
L+1
,
0 with associated prob.
(1−S1(t))(1−α)
L+1
,︸                                                            ︷︷                                                            ︸
reservoir is chosen
S1(t)S2(t) site 1 is chosen,
S1(t) otherwise.
Both the particle resevoir and site 1 are chosen with associated probability
1
L+1
.
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Hence, the expected value of S1(t+1) is:
〈S1(t+1)〉
=
〈S1(t)〉+α(1−〈S1(t)〉)
L+1
+
〈S1(t)S2(t)〉
L+1
+ 〈S1(t)〉
(
1− 2
L+1
)
=〈S1(t)〉+ α(1−〈S1(t)〉)+ 〈S1(t)S2(t)〉−〈S1(t)〉L+1 .
Consider the occupation of site L at time t:
SL(t+1) =

SL(t)+SL−1(t)
(
1−SL(t)
)
, site L−1 is chosen
1 with associated prob.
SL(t)(1−β )
L+1
,
0 with prob.
1−SL(t)+SL(t)β
L+1
,︸                                                  ︷︷                                                  ︸
site L is chosen
SL(t), otherwise.
The probabilities of site L−1 and L being chosen are both 1
L+1
. Hence, the expected
value of SL(t+1) is:
〈SL(t+1)〉
=
〈SL(t)〉+ 〈SL−1(t)〉−〈SL−1(t)SL(t)〉
L+1
+
〈SL(t)(1−β )〉
L+1
+ 〈SL(t)〉
(
1− 2
L+1
)
=〈SL(t)〉+ 〈SL−1(t)〉−〈SL−1(t)SL(t)〉−β 〈SL(t)〉L+1 .
To summarise,
〈S1(t+1)〉−〈S1(t)〉= α(1−〈S1(t)〉)+ 〈S1(t)S2(t)〉−〈S1(t)〉L+1 ,
〈Si(t+1)〉−〈Si(t)〉= 〈Si−1(t)〉−〈Si(t)〉+ 〈Si(t)Si+1(t)〉−〈Si−1(t)Si(t)〉L+1 ,
〈SL(t+1)〉−〈SL(t)〉= 〈SL−1(t)〉−〈SL−1(t)SL(t)〉−β 〈SL(t)〉L+1 ,
(2.2.1)
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where i = 2, . . . , L−1.
Mean field approximation is widely used to simplify large individual interacting sys-
tems, see [39, 137]. The essence of the mean field approximation is to neglect the
correlation between the individuals, i.e., to set 〈SiSi+1〉 = 〈Si〉〈Si+1〉. Note that the
mean field approximation agrees well to the exact solution for sufficient large L. It
has been shown that TASEP can be in steady state. In the steady state, 〈Si〉 remains
unchanged. Thus the left hand sides of (2.2.1) are 0. Setting ρi = 〈Si〉 and applying the
mean field approximation, one gets:
ρi−ρiρi+1 = ρi−1−ρi−1ρi, (2.2.2)
α(1−ρ1) = ρ1−ρ1ρ2, (2.2.3)
βρL = ρL−1−ρL−1ρL. (2.2.4)
Setting ρi−ρiρi+1 = ρi−1−ρi−1ρi = J yields a recursion:
ρi+1 = 1− Jρi , (2.2.5)
where J is a constant to be determined later. In fact, J is the current under mean field
approximation since:
J = 〈Si〉−〈SiSi+1〉= ρi−ρiρi+1.
Recursion (2.2.5) has two fixed points given by the roots of the following function:
ρ = 1− J
ρ
, i.e., y(ρ) = ρ2−ρ+ J.
The fixed points ρ± =
1
2
(
1± √1−4J
)
exist provided J 6 1
4
. The stability of the
fixed point is determined by
d
dρ
(
1− J
ρ
)
=
J
ρ2
. If
∣∣∣∣ Jρ2
∣∣∣∣ < 1, then the fixed point is
page 37 of 195
stable, otherwise it is unstable. The fixed point ρ− is unstable since:
J
ρ2−
−1 = J(
1
2
(
1− √1−4J
))2 −1 = 4J−1+2
√
1−4J−
(√
1−4J
)2
(
1− √1−4J
)2
=
√
1−4J
(
2−2√1−4J
)
(
1− √1−4J
)2 > 0, i.e., Jρ2− > 1.
The fixed point ρ+ is stable since:
J
ρ2+
−1 = J(
1
2
(
1+
√
1−4J
))2 −1 = 4J−1−2
√
1−4J−
(√
1−4J
)2
(
1+
√
1−4J
)2
=
√
1−4J
(
−2−2√1−4J
)
(
1+
√
1−4J
)2 < 0, i.e., 0 < Jρ2+ < 1.
Using the facts that J =
1− (ρ+−ρ−)2
4
and ρ++ ρ− = 1, a new recursion can be
defined. Let
Ψi :=
ρi−ρ−
ρi−ρ+ , (2.2.6)
then:
Ψi+1 =
ρi+1−ρ−
ρi+1−ρ+ =
1− J
ρi
−ρ−
1− J
ρi
−ρ+
=
ρi− J−ρ−ρi
ρi− J−ρ+ρi =
(1−ρ−)ρi− J
(1−ρ+)ρi− J
=
ρ+ρi− 1− (ρ+−ρ−)
2
4
ρ−ρi− 1− (ρ+−ρ−)
2
4
=
4ρ+ρi−1+(ρ+−ρ−)2
4ρ−ρi−1+(ρ+−ρ−)2 ,
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from (2.2.6), one gets ρi =
ρ−−ρ+Ψi
1−Ψi , then:
Ψi+1 =
4ρ+
ρ−−ρ+Ψi
1−Ψi −1+(ρ+−ρ−)
2
4ρ−
ρ−−ρ+Ψi
1−Ψi −1+(ρ+−ρ−)
2
=
4ρ+(ρ−−ρ+Ψi)−1+Ψi+(ρ+−ρ−)2− (ρ+−ρ−)2Ψi
4ρ−(ρ−−ρ+Ψi)−1+Ψi+(ρ+−ρ−)2− (ρ+−ρ−)2Ψi
=
4ρ+ρ−+(ρ+−ρ−)2−1−4ρ2+Ψi+Ψi− (ρ+−ρ−)2Ψi
4ρ2−−1+(ρ+−ρ−)2−4ρ−ρ+Ψi+Ψi− (ρ+−ρ−)2Ψi
=
(ρ++ρ−)2−1+Ψi
(
(1−2ρ+)(1+2ρ+)− (2ρ+−1)2
)
(2ρ−−1)(2ρ−+1)+(1−2ρ−)2+Ψi
(
1− (ρ++ρ−)2
)
=
4ρ+(1−2ρ+)
4ρ−(2ρ−−1)Ψi =
ρ+(2ρ−−1)
ρ−(2ρ−−1)Ψi
=
ρ+
ρ−
Ψi.
Therefore:
Ψi =Ψ1
(
ρ+
ρ−
)i−1
=
(ρ1−ρ−)ρ i−1+
(ρ1−ρ+)ρ i−1−
,
and:
ρi =
ρ−−ρ+Ψi
1−Ψi =
ρ−−ρ+ (ρ1−ρ−)ρ
i−1
+
(ρ1−ρ+)ρ i−1−
1− (ρ1−ρ−)ρ
i−1
+
(ρ1−ρ+)ρ i−1−
=
ρ i−(ρ1−ρ+)−ρ i+(ρ1−ρ−)
ρ i−1− (ρ1−ρ+)−ρ i−1+ (ρ1−ρ−)
=
−ρ i−ρ++ρ i+ρ−+
(
ρ i−−ρ i+
)
ρ1
−ρ i−1− ρ++ρ i−1+ ρ−+
(
ρ i−1− −ρ i−1+
)
ρ1
=
ρ+ρ−
(
ρ i−1+ −ρ i−1−
)
+
(
ρ i−−ρ i+
)
ρ1
ρ+ρ−
(
ρ i−2+ −ρ i−2−
)
+
(
ρ i−1− −ρ i−1+
)
ρ1
,
i.e., ρi =
−ρ+ρ−
(
ρ i−1+ −ρ i−1−
)
+
(
ρ i+−ρ i−
)
ρ1
−ρ+ρ−
(
ρ i−2+ −ρ i−2−
)
+
(
ρ i−1+ −ρ i−1−
)
ρ1
, (2.2.7)
where ρ± are fixed points. Replacing ρ1−ρ1ρ2 with J in (2.2.3) and ρL−1−ρL−1ρL
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with J in (2.2.4), it yields:
ρ1 = 1− Jα , ρL =
J
β
. (2.2.8)
The mean field density profile is therefore given by (2.2.7, 2.2.8). Comparison between
the mean field approximation and the exact solution is shown in Appendix A
It has been shown that ρ− is unstable and ρ+ is stable. After L iterations, recursion
(2.2.5) has four typical cobwebs as shown in Figure 2.1. Note that in general, we
consider L to be large but finite.
Case A: ρ1 is close to the unstable fixed point ρ−, i.e., ρ1 = ρ−± ε(L), ρi deviates
from ρ− and ρL < ρ+. ε(L) is an infinitesimal.
Case B: ρ1 > ρ−, ρi approaches to the stable fixed points ρ+, ρL = ρ+± ε(L).
Case C: ρi deviates from ρ− and approaches to ρ+, ρ1 = ρ−+ ε(L), ρL = ρ+− ε(L).
Case D: J >
1
4
so there are no fixed points, ρ1 >
1
2
and ρL <
1
2
, most ρis stay around
1
2
.
In fact, J has to be close to
1
4
, i.e., J =
1
4
+ ε(L). This is required by the precondition
for mean field approximation: sufficient large systems. Otherwise, if J 1
4
, cobweb
Figure 2.1D gives small systems.
Given these four cases and the mean field expressions for ρ1 and ρL, one is able to
derive four phases depending on different values of α and β .
Lemma 2.5. For case A, α < β , α <
1
2
and ρ1 ' α , ρL ' α(1−α)β , J ' α(1−α),
ρ ' α , where ρ = ∑ρi
L
.
Proof. Now we consider Case A, ρ1 is close to ρ−:
ρ1 = 1− Jα = ρ−± ε(L) =
1
2
(
1− √1−4J
)
± ε(L)
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Figure 2.1: Cobweb diagram of recursion 2.2.5. Four typical cases of cobwebs with
large but finite iteration are shown here. The red curve is ρi+1 = 1− J/ρi, and the red
oblique line is ρi+1 = ρi. J =
3
16
in (A, B, C) and J =
1
4
+10−5 in (D).
yields 2J−α ' α√1−4J > 0. Squaring both sides yields J ' α(1−α), implies that
ρ1 ' α and ρL ' α(1−α)β . Substituting J ' α(1−α) into 2J−α > 0 yields:
2J−α ' 2α(1−α)−α > 0 =⇒ α < 1
2
,
and from ρL < ρ+:
α(1−α)
β
<
1
2
(
1+
√
1−4α(1−α)
)
=⇒ α < β .
From Figure 2.1A, one can see that most ρi stay close to ρ−, so ρ ' ρ−, namely, ρ 'α .
The resulting mean field density profile for this phase is given in Figure 2.2A. 
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Lemma 2.6. For case B, β < α, β <
1
2
and ρ1 ' 1− β (1−β )α , ρL ' 1− β , J '
β (1−β ), ρ ' 1−β .
Proof. Now we consider Case B, ρL is close to ρ+:
ρL =
J
β
= ρ+± ε(L) = 12
(
1+
√
1−4J
)
± ε(L)
yields 2J−β ' β √1−4J > 0. Squaring both sides gives J ' β (1−β ), implies that
ρ1' 1− β (1−β )α and ρL = 1−
J
β
' 1−β . Substituting J ' β (1−β ) into 2J−β > 0
yields:
2J−β ' 2β (1−β )−β > 0 =⇒ β < 1
2
,
and from ρ1 > ρ−:
1− β (1−β )
α
>
1
2
(
1−
√
1−4β (1−β )
)
=⇒ β < α.
From Figure 2.1B, one can see that most ρi stay close to ρ+, so ρ ' ρ+, namely,
ρ ' 1−β . The resulting mean field density profile for this phase is given in Figure
2.2B. 
Lemma 2.7. For case C, α = β <
1
2
and ρ1 ' α , ρL ' 1−α , J ' α(1−α), ρ ' α .
Proof. Now we consider Case C, ρ1 is close to ρ− and ρL is close to ρ+:
ρ1 = 1− Jα = ρ−+ ε(L) =
1
2
(
1− √1−4J
)
+ ε(L),
ρL =
J
β
= ρ+− ε(L) = 12
(
1+
√
1−4J
)
− ε(L)
yields
2J
α
−1+2ε(L) = 2J
β
−1+2ε(L) = √1−4J > 0.
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2J
α
− 1+ 2ε(L) = 2J
β
− 1+ 2ε(L) has two solutions, J = 0 and α = β . The trivial
solution J = 0 is not physical relevant, so it is abandoned.
2J
α
−1+2ε(L) = √1−4J
yields J ' α(1−α), implies that ρ1 ' α and ρL = α(1−α)β . Substituting J ' α(1−
α) into
2J
α
−1+2ε(L)> 0 gives α < 1
2
.
The resulting mean field density profile for this phase is given in Figure 2.2C. The
typical density profile has a sharp transition from a low density level, α , to a high
density level, 1−α . The Case C thus is a special case that the Case A and Case B are
coexistent. Furthermore, as we can see from Figure 2.1C and Figure 2.2C, due to the
symmetry of the typical density profile, ρ =
1
2
. 
Lemma 2.8. For case D, α, β > 1
2
and ρ1 ' 1− 14α , ρL '
1
4β
, J ' 1
4
, ρ ' 1
2
.
Proof. J =
1
4
+ε(L) directly gives J ' 1
4
. Using (2.2.8), one is able to obtain ρ1 ' 1−
1
4α
and ρL ' 14β . Moreover, from ρ1 >
1
2
> ρL, one can easily obtain that α, β >
1
2
.
From Figure 2.1D, most ρi stay around
1
2
, so ρ ' 1
2
. The resulting mean field density
profile for this phase is given in Figure 2.2D. 
The phases defined by Lemma 2.5-2.8 are shown in Figure 2.3. Subfigure (A) is for the
average density. Subfigure (B) is for the current. The phase bounded by α < β , α <
1
2
is called low density phase since the average density in this phase is relatively low.
The phase bounded by β < α, β <
1
2
is called high density phase since the average
density in this phase is relatively high. The line α = β <
1
2
is the boundary between
the low density phase and the high density phase. It is referred to coexistence line or
shock phase since it shares the properties of the low density phase and the high density
phase. The average density is discontinuous when crosses over the coexistence line. In
the phase bounded by α, β > 1
2
, current reaches the maximal value, thus, this phase is
called maximal current phase.
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Figure 2.2: Density profile of TASEP. This figure shows typical density profiles for
four phases. (A) Low density phase: α = 0.25, β = 0.5(black)/β = 0.9(red). (B)
High density phase: α = 0.5(black)/α = 0.95(red), β = 0.3. (C) Coexistence line:
α = β = 0.3. (D) Maximal current phase: α = β = 0.8. The profile densities are given
by (2.2.7, 2.2.8).
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Figure 2.3: Illustration of the mean field solution. (A): average density ρ . (B):
current J. Four phases are displayed, the coexistence line (shock phase) is represented
by the dashed line.
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2.3 Transient Behaviour Approximation
We summarised the widely used steady state solution of TASEP in previous sections.
However, transient behaviour of TASEP has attracted little attention and the corre-
sponding theory is not well developed. Nagar et al. [108] gave a way to approximate
the transient behaviour. The transient behaviour is important for some applications of
TASEP, for example, modelling protein production which we will develop later. In this
section, we will develop an approximation for the transient behaviour of TASEP based
on Nagar et al. [108]. We will study a rate that particles enter the lattice denoted by
J1 and a rate that particles exit the lattice denoted by J2. Let N1 be the total number of
particles entering the lattice during [0, t] and N2 be the total number of particles exiting
the lattice during [0, t], N1 and N2 are given by: N1 =
∫ t
0 J1dt, N2 =
∫ t
0 J2dt.
2.3.1 Low Density Phase
TASEP is in low density phase if α < β , α <
1
2
. A typical time evolution of the
density profile of the low density phase is shown in Figure 2.4. The very first particle
that binds to site 1 will take an expected time L to reach site L. Thus, the transient
state of the TASEP can be divided into two stages. The first stage is during the time
interval [0, L], see the trajectories at t = 300, 600 for L = 1000 in Figure 2.4. The
second stage is during the time interval (L, tLDc ], where t
LD
c is the time that the whole
lattice accomplishes a steady state, namely, the global steady state (see the trajectory at
t = 1600). In the first stage, no particle leaves the lattice, so J2 = 0. A wave that travels
from left to right is observed in Figure 2.4. The left part of the lattice reaches a steady
state before the other part. In fact, the leftmost part of the lattice reaches the steady
state very quickly. One can understand it by treating the leftmost part of the lattice as
a sub system. This left sub system has a short lattice, a particle entry rate α <
1
2
, and
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Figure 2.4: Time evolution of density profile for low density phase. Density profile
ρi(t) is plotted, different colours show different times, t = 300/600/1000/1600. Each
of ρi(t) is the average of 2000 simulations. We use α = 0.1, β = 0.8, L = 1000. We
will introduce simulation methods later.
a maximal exit rate, 1. Particle motion in the sub system is essentially not restricted
by β , it is affected only by the ‘hard core’ repulsion between adjacent particles. Thus,
the left sub system is an approximated TASEP in the low density phase and reaches
a steady state quickly. J1 in the first stage is determined by the current of the left
sub system, which can be approximated by α(1−α). In the second stage, J1 is also
α(1−α) since the left sub system has been in the steady state. Particles start leaving
the lattice, thus J2 increases from 0 until the steady state α(1−α) is reached. As a first
approximation, we set J2 =
α(1−α)
2
during the second stage. After tLDc , the whole
lattice is in the global steady state of the low density phase, thus J1 = J2 = α(1−α).
Unlike us, Nagar et al. [108] ignored the transition of J2 from 0 to α(1−α). They
assumed that J2 is 0 before the global steady state is reached, and immediately becomes
α(1−α) after that.
At time tLDc , we suppose that the lattice is in a global steady state, i.e., the net number
of particles added to the lattice in [0, tLDc ] can be approximated by the total number of
particles on the lattice in the steady state:
α(1−α)L+
(
α(1−α)− α(1−α)
2
)(
tLDc −L
)
= αL =⇒ tLDc =
1+α
1−α L.
The red term is the net number of particles added to the lattice during the first stage,
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Figure 2.5: Transient state approximation for low density phase. (A) Number of
particles entering the lattice and (B) number of particles exiting lattice are plotted as
functions of time. Red dashed lines are approximations (2.3.2) and black lines are
stochastic averages from 2000 simulations. 20 realizations of simulation are plotted
(green). Yellow region is the first stage and pink region is the second stage. In purple
region, TASEP is in the steady state. We use α = 0.1, β = 0.8, L = 1000.
and the blue term is the net number of particles added to the lattice during the second
stage. The green term, αL, is the number of particles on the lattice in the steady state,
which is given by the product of average density in the steady state of the low density
phase and the length of the lattice (see Lemma 2.5). In summary, in the low density
phase:
J1 = α(1−α), t > 0; J2 =

0, 0 < t < L,
α(1−α)
2
, L6 t < tLDc ,
α(1−α), t > tLDc .
(2.3.1)
Following the approximation (2.3.1) above, we have the total number of particles en-
tering the lattice in [0, t] and the total number of particles exiting the lattice in [0, t]:
N1 = α(1−α)t; N2 =

0, 0 < t < L,
α(1−α)
2
(t−L), L6 t < tLDc ,
α(1−α)t−αL, t > tLDc .
(2.3.2)
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The transient state approximation for the low density phase is then given by (2.3.1),
(2.3.2), and it is shown in Figure 2.5. The approximation (2.3.2) agrees well with the
average of simulations.
2.3.2 High Density Phase
TASEP is in high density phase if β < α, β <
1
2
. Typical time evolution of density
profile in the high density phase is shown in Figure 2.6. In this case, we find that the
right part of the lattice reaches its steady state before the left part, and a wave travels
from right to left until the whole lattice reaches the global steady state. This is because
the exit rate β is the limiting rate, and hence particles queue on the lattice. What is
interesting is the density profile evolution of the left end of the lattice. Particles enter
an empty lattice at t = 0. The leftmost part of the lattice can be regarded as a small
sub system with an entry rate α and a maximal exit rate, 1. Based on the basic theory,
the sub system will be in the low density phase if α <
1
2
, and will be in the maximal
current phase if α > 1
2
. These two cases are illustrated in Figure 2.6. As we can see,
the density profile of the leftmost part of the lattice for α <
1
2
is flat while the density
profile of the leftmost part of the lattice for α > 1
2
is not. We now consider α <
1
2
and
α > 1
2
separately.
2.3.2.1 α < 1/2
We divide the transient state of the TASEP in the high density phase with α <
1
2
into
two stages, [0, L] and (L, tHDc1 ], where t
HD
c1 is the time that the whole lattice reaches the
global steady state. Motivated by the simulations shown in Figure 2.6, we consider the
leftmost part of the lattice to be a sub system in the low density phase during [0, tHDc1 ]
by neglecting the rapid transition to the high density phase at the very end of [0, tHDc1 ].
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Figure 2.6: Time evolution of density profile for high density phase. Density profile
ρi(t) is plotted, different colours show different times. Each of ρi(t) is the average of
2000 simulations. (A) α = 0.4, β = 0.1, L= 1000 and (B) α = 0.8, β = 0.1, L= 1000.
Therefore, J1 = α(1−α) in [0, tHDc1 ], and J1 = β (1−β ) after tHDc1 . In the first stage
[0, L], no particle leaves the lattice, so J2 = 0. Neglecting the rapid transition of J2
from 0 to the steady state, J2 is set to be β (1−β ) after t = L.
Using the same argument we used to define tLDc , we are able to find t
HD
c1 :
α(1−α)L+ (α(1−α)−β (1−β ))(tHDc1 −L)= (1−β )L
=⇒ tHDc1 =
(1−β )2L
α(1−α)−β (1−β ) .
The red term is the net number of particles added to the lattice during the first stage,
and the blue term is the net number of particles added to the lattice during the second
stage. The green term, (1−β )L, is the number of particles on the lattice in steady state,
which is given by the product of average density in the steady state and the length of
the lattice. In summary, in the high density phase
(
for α <
1
2
)
:
J1 =

α(1−α), t < tHDc1 ,
β (1−β ), t > tHDc1 .
J2 =

0, t < L,
β (1−β ), t > L.
(2.3.3)
The total numbers of particles entering and exiting the lattice in [0, t] are given by:
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Figure 2.7: Transient state approximation for high density phase: α < 1/2. (A)
Number of particles entering the lattice and (B) number of particles exiting lattice are
plotted as functions of time. Red dashed lines are approximations (2.3.4) and black
lines are stochastic averages from 2000 simulations. 20 realizations of simulation are
plotted (green). Yellow region is the first stage and pink region is the second stage. In
purple region, TASEP is in the steady state. We use α = 0.4, β = 0.1, L = 1000.
N1 =

α(1−α)t, t < tHDc1 ,
β (1−β )t+(1−β )2L, t > tHDc1 .
N2 =

0, t < L,
β (1−β )(t−L), t > L.
(2.3.4)
The transient state approximation for the high density phase
(
for α <
1
2
)
is then given
by (2.3.3), (2.3.4), and is shown in Figure 2.7. As is clear from the Figure, the approx-
imation (2.3.4) agrees well with the average of simulations.
2.3.2.2 α > 1/2
Using the same argument we used for the case α <
1
2
, we divide the transient state into
two stages, [0, L] and (L, tHDc2 ], where t
HD
c2 is the time that the lattice reaches the global
steady state. The leftmost part of the lattice is treated as a sub system in the maximal
current phase during [0, tHDc2 ]. Therefore, J1 is approximated by
1
4
in [0, tHDc2 ], and J1 =
β (1−β ) after tHDc2 . In the first stage, no particle leaves the lattice, so J2 = 0. Neglecting
the rapid transition of J2 from 0 to the steady state, J2 is set to be β (1−β ) after t = L.
The net number of particles added to the lattice during [0, tHDc2 ] is approximated by the
total number of particles on the lattice in the steady state, we are able to find tHDc2 by
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Figure 2.8: Transient state approximation for high density phase: α > 1/2. (A)
Number of particles entering the lattice and (B) number of particles exiting lattice are
plotted as functions of time. Red dashed lines are approximations (2.3.6) and black
lines are stochastic averages from 2000 simulations. 20 realizations of simulation are
plotted (green).Yellow region is the first stage and pink region is the second stage. In
purple region, TASEP is in the steady state. We use α = 0.8, β = 0.1, L = 1000.
solving following equality:
1
4
L+
(
1
4
−β (1−β )
)(
tHDc2 −L
)
= (1−β )L =⇒ tHDc2 =
(3−4β )L
1−4β (1−β ) .
The red term is the net number of particles added to the lattice during the first stage
[0, L], and the blue term is the net number of particles added to the lattice during
the second stage (L, tHDc2 ]. The green term, (1−β )L, is the number of particles on the
lattice in the steady state, which is given by the product of average density in the steady
state and the length of the lattice. In summary, in the high density phase
(
for α > 1
2
)
:
J1 =

1
4
, t < tHDc2 ,
β (1−β ), t > tHDc2 .
J2 =

0, t < L,
β (1−β ), t > L.
(2.3.5)
The total numbers of particles entering and exiting the lattice in [0, t] are:
N1 =

1
4
t, t < tHDc2 ,
β (1−β )t+ 3−4β
4
L, t > tHDc2 .
N2 =

0, t < L,
β (1−β )(t−L), t > L.
(2.3.6)
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Figure 2.9: Time evolution of density profile for coexistence line. Density profile
ρi(t) is plotted, different colours show different times. Each of ρi(t) is the average of
2000 simulations. We use α = 0.4, β = 0.4, L = 1000.
The transient behaviour approximation for the high density phase
(
for α > 1
2
)
is then
given by (2.3.5), (2.3.6), and is shown in Figure 2.8. As we can see from the figure,
the approximation (2.3.6) agrees well with the average of simulations.
2.3.3 Coexistence Line
TASEP is in coexistence line if α = β <
1
2
. A typical time evolution of density profile
of the coexistence line is shown in Figure 2.9. We find that the density profiles at
different times intersect at the leftmost of the lattice. The density profile evolution
has an intermediate state just like the global low density phase steady state, which
is indicated by green color (t = 6000) in Figure 2.9. After the intermediated state,
the density profile continues evolving until the global coexistence line steady state is
reached.
We divide the transient state of the coexistence line into three stages: [0, L], (L, tCLc ]
and (tCLc , T
CL
c ], where t
CL
c is the time that the lattice reaches the intermediate state
(the global low density steady state) and TCLc is the time that the lattice reaches the
global coexistence line steady state. The leftmost part of the lattice is treated as a sub
system with a particle entering rate α <
1
2
and a maximal particle exit rate, 1. The
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Figure 2.10: Transient state approximation for coexistence line. (A) Number of
particles entering the lattice and (B) number of particles exiting lattice are plotted as
functions of time. Red dashed lines are approximations (2.3.8) and black lines are
stochastic averages from 2000 simulations. 20 realizations of simulation are plotted
(green). Yellow region is the first stage and pink region is the second stage. In purple
region, TASEP is in the steady state. We use α = 0.4, β = 0.4, L = 1000.
sub system is in the low density phase. Therefore, during all the three stages, [0, TCLc ],
J1 is determined by the current of the sub system, which is approximately given by
α(1−α). In the first stage, no particle leaves, so J2 = 0. In the second stage, (L, tCLc ],
particles start leaving the lattice, thus J2 increases from 0 until the intermediate steady
state α(1−α) is reached. As an assumption, we set J2 = α(1−α)2 during the second
stage. In the third stage (tCLc , T
CL
c ], though the global steady state is yet to be reached,
the leftmost and the rightmost of the lattice are approximately already in the steady
state, so J1 = J2 = α(1−α). After TCLc , the whole lattice is in the global coexistence
line steady state, J1 = J2 = α(1− α). In this sense, it is insignificant to estimate
TCLc . In fact, T
CL
c is much larger than t
CL
c and is hard to be estimated. This is not
difficult to understand. Because during the (tCLc , T
CL
c ], though J1 = J2 by mean field
approximation, J1 and J2 have a slight stochastic difference which can be positive or
negative (overall it is positive). The density profile evolves with this slight stochastic
difference and takes a long period of time. At tCLc , the lattice reaches the intermediate
state just like the global steady state of the low density phase. The number of particles
on the lattice at time tCLc is approximately given by the number of particles on the lattice
at the low density phase steady state, and also given by the net number of particles
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added to the lattice during [0, tCLc ]:
α(1−α)L+
(
α(1−α)− α(1−α)
2
)(
tLDc −L
)
= αL =⇒ tCLc =
1+α
1−α L.
The red term is net number of particles added during the first stage [0, L], and the blue
term is the net number of particles added to the lattice during the second stage. The
green term, αL, is the number of particles on the lattice in the intermediate state, which
is given by the product of average density in the intermediate state and the length of
the lattice. In summary, in the coexistence line:
J1 = α(1−α), t > 0; J2 =

0, 0 < t < L,
α(1−α)
2
, L6 t < tLDc ,
α(1−α), t > tLDc ,
(2.3.7)
and
N1 = α(1−α)t; N2 =

0, 0 < t < L,
α(1−α)
2
(t−L), L6 t < tCLc ,
α(1−α)t−αL, t > tCLc .
(2.3.8)
The transient behaviour approximation for the coexistence line is then given by (2.3.7),
(2.3.8), and is shown in Figure 2.10. We can see from the figure that the approximation
(2.3.8) agrees well with the average of simulations, though not perfect. This is because
we used an approximated intermediate state.
2.3.4 Maximal Current Phase
TASEP is in maximal current phase if α, β > 1
2
. A typical time evolution of density
profile of the maximal current phase is shown in Figure 2.11. We find that the density
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Figure 2.11: Time evolution of density profile for maximal current phase. Density
profile ρi(t) is plotted, different colours show different times. Each of ρi(t) is the
average of 2000 simulations. We use α = 0.6, β = 0.6, L = 1000.
profiles at different times are approximately linear and intersect at the leftmost of the
lattice. We divide the transient state into two stages: [0, L] and (L, tMCc ], where t
MC
c
is the time that the whole lattice is approximately in a global steady state. The left-
most part of the lattice is treated as a sub system with a particle entering rate α > 1
2
and a maximal particle exit rate, 1. The sub system is in the maximal current phase.
Therefore, during [0, tMCc ], J1 is determined by the current of the sub system, which is
approximately given by
1
4
. In the first stage, no particle leaves, so J2 = 0. In the second
stage, particles start leaving the lattice, thus J1 increases from 0 until the steady state
1
4
is reached. As an assumption, we set J2 =
1
8
during the second stage. After tMCc , the
whole lattice is in the global maximal current phase steady state, J1 = J2 =
1
4
.
At tMCc , the net number of particles added to the lattice in [0, t
MC
c ] can be approximated
by the total number of particles on the lattice in the steady state:
1
4
L+
(
1
4
− 1
8
)(
tMCc −L
)
=
1
2
L =⇒ tMCc = 3L,
The red term is the net number of particles added to the lattice during [0, L], and the
blue term is the net number of particles added to the lattice during (L, tMCc ]. The green
term,
1
2
L, is the the number of particles on the lattice in the steady state, which is given
by product of average density in the global steady state and the length of the lattice. In
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Figure 2.12: Transient state approximation for maximal current phase. (A) Num-
ber of particles entering the lattice and (B) number of particles exiting lattice are plotted
as functions of time. Red dashed lines are approximations (2.3.10) and black lines are
stochastic averages from 2000 simulations. 20 realizations of simulation are plotted
(green). Yellow region is the first stage and pink region is the second stage. In purple
region, TASEP is in the steady state. We use α = 0.6, β = 0.6, L = 1000.
summary, in the maximal current phase:
J1 =
1
4
, t > 0; J2 =

0, 0 < t < L,
1
8
, L6 t < tMCc ,
1
4
, t > tMCc .
(2.3.9)
The total numbers of particles entering and exiting the lattice are:
N1 =
1
4
t, t > 0; N2 =

0, 0 < t < L,
1
8
(t−L), L6 t < tMCc ,
1
4
t− 1
2
L, t > tMCc .
(2.3.10)
The transient state approximation for the maximal current phase is then given by
(2.3.9), (2.3.10), and is shown in Figure 2.12. The approximation (2.3.10) agrees well
with the average of simulations, though not perfect. Nonlinear transient state need to
be used to improve the approximation.
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2.4 Simulation Methods
In this section, we will introduce two main simulation methods for TASEP: Gillespie
Stochastic Simulation Algorithm (Gillespie SSA) and Monte Carlo method.
2.4.1 Gillespie SSA
We first introduce the Gillespie SSA. S(t) = [S1(t), . . . , SL(t)]T is called a state vector
for the TASEP. The state vector describes the state of TASEP at time t. In TASEP,
there are L+ 1 reactions that can take place. Let R = [R0, . . . RL]T represent these
reactions. R0 is the reaction that a particle binds to the empty site 1 with rate α , RL
is the reaction that the particle on site L leaves the lattice with rate β , and R j, j ∈
[1, L− 1] is the reaction that the particle on site j jumps to the empty site j+ 1. The
reactions are associated with so called propensity functions, a(t) = [a0(t), . . . , aL(t)]T .
The probability that the reaction R j takes place in an infinitesimal time interval [t, t +
dt) is given by a j(t)dt. The propensity functions for TASEP is given by:
a0(t) = α(1−S1(t)), aL(t) = βSL(t), ai(t) = Si(t)(1−Si+1(t)), i ∈ [1, L−1].
(2.4.1)
The essence of the Gillespie SSA is to determine which reaction is going to take place
and when it is going to happen. Next, we give a brief introduction to how the algorithm
determines when the specific next reaction takes place.
Consider the probability that no reactions occur during [t, t + τ) given a state S(t),
this probability is denoted by P0
(
τ |S(t), t). Under common assumption (e.g., large
number of reactions), and given the Markovian dynamics, reactions that take place over
[t, t+ τ) are independent of those in [t+ τ, t+ τ+dτ). Then during [t, t+ τ+dτ),
prob. no reactions occur over [t, t+ τ+dτ)
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= prob. no reactions occur over [t, t + τ)× prob. no reactions occur over [t +
τ, t+ τ+dτ)
= prob. no reactions occur over [t, t + τ)× (1 − sum of prob. each reaction
occurs over [t+ τ, t+ τ+dτ)
)
,
which yields
P0
(
τ+dτ | S(t), t)= P0 (τ | S(t), t)
1− L∑
j=0
a j(t+ τ)dτ

Since we consider the situation that no reactions occur over [t, t+τ+dτ), so S(t+τ)=
S(t). That is,
P0
(
τ+dτ | S(t), t)= P0 (τ | S(t), t)
1− L∑
j=0
a j(t)dτ

Subtracting P0
(
τ | S(t), t) from both sides and dividing by dτ , then letting dτ → 0,
lead to the following ODE,
dP0
(
τ | S(t), t)
dτ
=−asum(t)P0
(
τ | S(t), t) , asum(t) = L∑
j=0
a j(t).
Solving this ODE, one obtains
P0
(
τ | S(t), t)= e−asum(t)τ . (2.4.2)
Consider the probability that the reaction R j occurs in the time interval [t + τ, t + τ+
dτ), which is given by p
(
τ, j | S(t), t)dτ . Note that dτ is so small that there can
reasonably be only one reaction occurring over [t+ τ, t+ τ+dτ). Because:
p
(
τ, j | S(t), t)dτ
= prob. no reaction occur over [t, t+τ)× prob. reaction R j occurs over [t+τ, t+
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τ+dτ)
= P0
(
τ | S(t), t)a j(t)dτ = a j(t)e−asum(t)τdτ ,
so
p
(
τ, j | S(t), t)= a j(t)e−asum(t)τ = a j(t)asum(t)asum(t)e−asum(t)τ . (2.4.3)
The fraction
a j(t)
asum(t)
is used to determine the reaction index j. (0, 1) interval can be di-
vided into L+1 subintervals, whose jth subinterval has a length of
a j(t)
asum(t)
. Therefore
the chance of the reaction R j being chosen is proportional to its propensity function.
Draw a uniform (0, 1) random number ξ1, then j is chosen by:
j−1
∑
k=0
ak(t)< ξ1asum(t)6
j
∑
k=0
ak(t). (2.4.4)
Notice that asum(t)e−asum(t)τ is an exponential distribution, which describes the time
between events in a Poisson process. For any given 0 < b < c:
P(b < τ < c) =
∫ c
b
asum(t)e−asum(t)τdτ = e−asum(t)b− easum(t)c,
P(b < τ < c) = P(−c <−τ <−b) = P
(
e−asum(t)c < e−asum(t)τ < e−asum(t)b
)
.
Therefore,
P
(
e−asum(t)c < e−asum(t)τ < e−asum(t)b
)
= e−asum(t)b− easum(t)c,
which indicates that e−asum(t)τ is a uniform distribution. Since 0 < e−asum(t)τ < 1, so
draw a uniform (0, 1) random number ξ2, τ is determined by solving e−asum(t)τ = ξ2:
τ =
1
asum(t)
ln
(
1
ξ2
)
. (2.4.5)
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The algorithm is summarised below.
1. Initialize TASEP: Si = 0, i ∈ [1, L], t = 0 and a0 = α , ai = 0, 0 < i 6 L,
asum = α ,
2. Draw a uniform random number ξ1, obtain τ according to (2.4.5), and set
t = t+ τ ,
3. Draw a uniform random number ξ2, find j according to (2.4.4):
1©: If j = 0, set S1 = 1, a0 = 0, a1 = 1−S2, asum = asum−α+1−S2;
2©: If j = 1, set S1 = 0, S2 = 1, a0 = α, a1 = 0, a2 = 1−S3, asum = asum+
α−S3;
3©: If j = i, i ∈ [2, L−2], set Si = 0, Si+1 = 1, ai−1 = Si−1, ai = 0, ai+1 =
1−Si+2, asum = asum+Si−1−Si+2;
4©: If j = L−1, set SL−1 = 0, SL = 1, aL−2 = SL−2, aL−1 = 0, aL = β and
asum = asum−1+SL−2+β ;
5©: If j = L, set SL = 0, aL−1 = SL−1, aL = 0, asum = asum+SL−1−β ,
4. Repeat steps 2−3 or else stop the process after some preset time steps.
2.4.2 Monte Carlo Method
An alternative simulation algorithm is the Monte Carlo method. To apply the Monte
Carlo method to simulate the TASEP, a time step, which is called a Monte Carlo step
(MCS) is defined first. The lattice has L sites labelled 1, . . . , L. A particle reservoir is
indicated by site 0. A MCS is defined as L+ 1 ‘attempts’. At each ‘attempt’, a site
i, i ∈ [0, L] is randomly chosen, and its occupation Si is updated. On the average, all
the sites are chosen once in a MCS. The algorithm is summarised below.
1. Initialize TASEP: Si = 0, i ∈ [1, L] and t = 0, set a MCS, τ ,
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2. Randomly choose a site:
1©: If site 0 is chosen and S1 = 0, draw a uniform (0, 1) random number
ξ : if ξ < ατ , set S1 = 1;
2©: If site i, i ∈ [1, L− 1] is chosen, and Si = 1, Si+1 = 0, set Si = 0,
Si+1 = 1;
3©: If site L is chosen and SL = 1, draw a uniform (0, 1) random number
ξ : if ξ < βτ , set SL = 0,
3. Repeat step 2 for L+1 times, then set t = t+ τ ,
4. Repeat step 2−3 or else stop the process after some preset time steps.
Both the Monte Carlo method and the Gillespie SSA can be used to generate stochas-
tic simulations for TASEP. The Monte Carlo method randomly chooses a reaction and
determines the reaction to occur or not. The Gillespie SSA randomly determine when
and which reaction to occur next. The time step of Monte Carlo method is fixed while
the time step of Gillespie SSA is random. Therefore, it is easier to average realizations
of simulations by Monte Carlo method. Moreover, it is much faster to run the simula-
tions using the Monte Carlo method than the Gillespie SSA without further optimizing
the SSA algorithm. We took a test using C programming, to run one realization of
simulation, the Gillespie SSA took 4.957864 seconds, whilst the Monte Carlo method
took 0.138277 seconds. Thus we will use Monte Carlo method in this thesis unless
otherwise noted. The algorithm is displayed in Appendix C
2.5 Summary
We outlined the exact steady state solution and the mean field solution of the TASEP
which were originally constructed by Derrida et al. Compared to the original results,
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Low density phase α < β , α < 1/2 ρ = α J = α(1−α)
High density phase α > β , β < 1/2 ρ = 1−β J = β (1−β )
Coexistence line phase α = β < 1/2 ρ = 1/2 J = α(1−α)
Maximal current phase α , β > 1/2 ρ = 1/2 J = 1/4
Table 2.1: Summary of the mean field solutions for TASEP. Steady state for L→ ∞
is shown. γ is set to be 1.
we filled in some steps to provide the reader with a fairly rigorous and more compre-
hensive description of the results construction. The exact steady state solution was
shown in Lemma 2.4. The solution is valid for systems of arbitrary size L. One can
obtain the exact expression for current, average occupation in the steady state.
We also displayed the mean field steady state solution for system of large size. Four
phases were defined according to different values of α and β . These phases were
named low density, high density, coexistence (shock phase) and maximal current. The
mean field solution in each phase is summarised in Table 2.1.
We also constructed approximations for the transient state of the TASEP before the
steady state, which may be important for some applications, e.g., application of trans-
lation process modelling. Proteins are made throughout the mRNA lifetime. For mod-
elling of translation of those mRNAs with short lifetime, the transient state of the
TASEP can take up fair share of the mRNA lifetime. Thus only considering the steady
state of the TASEP is not comprehensive. We gave linear transient state approximation
of the rates of particles entering and exiting the lattice in Section 2.3.
We introduced two stochastic simulation methods for TASEP. The Gillespie SSA and
the Monte Carlo method. Unless otherwise noted, we will use Monte Carlo method
in this thesis. Our aim of this chapter was to give an overview of the fundamental
stochastic particle interacting model, the TASEP, which is the basis of the whole thesis.
Later, we will apply the TASEP model to study how protein is made by the mRNA
translation process and how protein production is controlled.
Chapter 3
The Role of mRNA Degradation in
Mediating Translation
3.1 Introduction
In this chapter, we study an incorporated process of prokaryotic mRNA degradation-
translation and how this affects protein production. By developing a TASEP based
model and mean field approximation, we are able to obtain the probability density
distribution of protein production, and further to give some strategies to control protein
production from the mathematical point of view. As we stated in the Introduction
chapter, the degradation of prokaryotic mRNAs is usually initiated by a simple single
step: binding of a degradosome to a target mRNA. The degradosome is a multi-protein
complex present in most prokaryotic cells [21]. A degradosome binds to the 5’ end
of an mRNA at a special site upstream of the ribosome binding site. Subsequently,
it cleaves the ribosome binding site, initiating the mRNA degradation. There are two
main degradation types: tracking degradation and rapid degradation.
62
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Figure 3.1: Schematic of mRNA degradation. A degradosome binds to the 5’ end
of an mRNA, (A) tracks along the mRNA to find cleavage sites in 5’-3’ direction or
(B) loops to cleavage sites or accesses to cleavage sites directly. The mRNA is cleaved
at those cleavage sites. Type A is called tracking degradation. Type B is called rapid
degradation.
The schematic of the tracking degradation is shown in Figure 3.1A. The degradosome
cleaves the mRNA at certain specific sites. Those specific sites are called cleavage
sites. Cleavage sites are specific codons within the mRNA to which the degrado-
some can bind. Once bound, the degradosome cleaves nucleotides by hydrolysing the
phosphodiester bond between them. In tracking degradation, the degradosome can-
not access all cleavage sites directly. Rather, the degradosome must track along 5’-3’
direction sequentially cleaving the mRNA at the cleavage sites. One example of the
tracking degradation is the mRNA degradation in B. subtilis [10, 28]. In the track-
ing degradation, ongoing translation can inhibit degradation because ribosomes on the
mRNA block the degradosome from scanning the downstream cleavage sites. In other
words, after an mRNA in active translation being triggered to decay by a degradosome,
the ribosomes downstream of the degradosome are able to finish translation processes.
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Figure 3.2: Illustration of mRNA degradation-translation model. A degradosome
binds to site 0 to initiate mRNA degradation. Degradosome binding is independent of
ribosome binding. Degradosome binding rate is d. Ribosome binds to site 1 at rate α ,
hops to next empty site at rate γ and leaves site L at rate β .
The schematic of the rapid degradation is shown in Figure 3.1B. In rapid degradation,
the degradosome can loop to the cleavage sites or even access to the cleavage sites
directly to cut the mRNA into pieces once after the initiation of the mRNA degrada-
tion. Thus, the mRNA is degraded almost immediately. One example of the rapid
degradation is the mRNA degradation in E. coli [22, 28, 82].
Synthesis and maturation of eukaryotic mRNA occur exclusively in the nucleus. Only
after the mRNA is exported to the cytoplasm, translation and degradation can occur.
In contrast to eukaryotes, prokaryotic mRNA is transcribed, translated, and degraded
simultaneously. The 5’ end of the mRNA starts to decay even before the 3’ end has
been synthesised or translated [94]. In this sense, we simply model the initiation of
prokaryotic mRNA degradation to a single step, degradosome binding (to include all
the possible biochemical interactions). We now construct an mRNA degradation -
translation model based on the TASEP framework. We illustrate this model in Figure
3.2. A degradosome binds to site 0 (the degradosome binding site) at rate d to initiate
mRNA degradation. Ribosome binds to the empty ribosome binding site at rate α .
Ribosomes on site i, i ∈ [1, L− 1] jump to site i+ 1 at rate γ provided site i+ 1 is
empty. Ribosome leaves site L at rate β . Note that for simulation, γ has been chosen
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to be one, unless otherwise noted.
As above we use Monte Carlo method to simulate the mRNA degradation - translation
model. We introduced the Monte Carlo simulation method in Section 2.4.2. To simu-
late the mRNA degradation - translation model, a Monte Carlo step consists of L+ 2
attempts (to include randomly choosing the degradosome particle binding site). If the
degradosome binding site is chosen and it is empty, then a uniform random number
ξ ∈ [0, 1] is drawn. If ξ < dτ , then the degradosome binding site is occupied and the
system can no longer load ribosomes. The scheme afterwards depends on the degrada-
tion type. For the tracking degradation, those ribosome particles already on the lattice
continue moving until the whole lattice is empty. For the rapid degradation, the sim-
ulation stops when degradosome particle binding occurs. To measure the amount of
protein produced from one mRNA during its lifetime, the number of ribosome particles
that leave site L during simulation are counted.
3.2 Degradosome Binding Can be Modelled by a Pois-
son Process
Both the tracking degradation and the rapid degradation are initiated by degradosome
binding. We assumed that degradosome binds to the 5’ end of an mRNA at a constant
rate d, thus the degradosome binding can be modelled as a Poisson process. Thus,
the waiting time to degradosome binding is exponentially distributed. Exponentially
distributed turnover of the mRNAs has been found and used [41, 108, 129, 135]. Let
T be a random variable representing the degradosome binding time and fT (t) be the
probability density function for T . We are able to write down fT (t) directly:
fT (t) = de−dt , (3.2.1)
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Figure 3.3: Probability densities of degradosome binding time for different degra-
dosome binding rates. Red lines are probability density function given by formula
(3.2.1), and blue bars are results from Monte Carlo simulations (please refer to text for
details). L = 1000,α = 0.3,β = 0.1. (A) d = 0.02. (B) d = 0.025.
whose mean value and standard deviation are both 1/d. We used the simulation method
introduced in Section 3.1 to run 15000 simulations. We recorded the waiting time to
degradosome particle binding and obtained corresponding probability density distribu-
tions. The probability density distributions are shown in Figure 3.3. The simulation
results (blue histograms) match the theoretic formula (3.2.1) very well (e.g., the exact
mean value and standard deviation for d = 0.02 are both 50, whilst the mean value of
the stochastic simulation is 49.9698 and the standard deviation is 50.2522 to 4 decimal
places). Thus, the Monte Carlo simulation is consistent with the model set up.
3.3 Protein Distribution under Tracking Degradation
The total number of proteins produced from one mRNA is affected by mRNA degra-
dation. Intuitively thinking, the longer mRNA lifetime, the more protein is produced.
As an assumption, mRNA degradation is initiated by a single step: degradosome bind-
ing, and the degradosome binding time is exponentially distributed. For the tracking
degradation, at the time of degradosome binding, all the ribosomes bound onto the
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mRNA finish translation to produce proteins. Therefore, the number of proteins pro-
duced from one mRNA is equivalent to the number of ribosomes that bind to the RBS
before degradosome binding occurs. We now use the method described in Section 3.1
to generate simulations.
Recall that in Section 2.3, we approximated the average number of ribosome particles
entering the lattice by N1, where N1 is a function of time, t. In fact, by replacing t
with T (T is the random variable representing degradosome binding time), N1 can be
used to approximate the expected number of proteins, N, per mRNA for the tracking
degradation.
Before moving to the next step, we recall that:
Lemma 3.1. If X is a random variable whose probability density function (PDF) is
fX(x), then the random variable Y = aX +b, where a,b are constants and a > 0, has
PDF fY (y) =
1
a
fX
(
y−b
a
)
.
3.3.1 Low Density Phase
Recall from (2.3.2) that in the low density phase, N1 is approximately given by N1 =
α(1−α)T . The probability density function of T is given by (3.2.1). Applying Lemma
3.1, we can write down the probability density function for protein number N = n
directly:
fN(n) =
d
α(1−α) exp
{ −dn
α(1−α)
}
, n ∈ R. (3.3.1)
Probability density function (3.3.1) is an exponential distribution, whose expected
value and standard deviation are both α(1− α)/d. We ran 50000 simulations us-
ing the method introduced in Section 3.1. We recorded number of proteins produced
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Figure 3.4: Probability density distribution of protein for low density phase:
tracking degradation. Red curve is probability density function (3.3.1). Blue bars
are probability density distribution from simulations (please refer to the text for de-
tails). α = 0.1,β = 0.8,L = 1000,d = 0.001.
in each realization of simulation and obtained corresponding probability density dis-
tribution. The probability density distribution of protein is shown in Figure 3.4. Sim-
ulation and the approximated probability density function are in good agreement (the
mean value of simulation is 89.8374 and the standard deviation is 90.1164, whilst the
expected value and the standard deviation of (3.3.1) are both 90). We see that increas-
ing the ribosome binding rate, α , or decreasing the degradosome binding rate, d, (or
both) contribute to a higher expected value and standard deviation, which are given by
α(1−α)
d
. This is very straightforward from a biological point of view, larger α leads
to more ribosomes participating in translation and smaller d prolongs mRNA lifetime.
Note, however, that the probability density function of protein (3.3.1) is independent
of L and β . This is because in the low density phase, changing β does not change any
properties of the TASEP. Moreover, for tracking mRNA degradation, no matter how
long the mRNA is, ribosomes which bind to the mRNA before degradosome binding
occurs always finish translation.
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Figure 3.5: Probability density distribution of protein for maximal current phase:
tracking degradation. Red curve is probability density function (3.3.2). Blue bars are
probability density distribution from simulations (please refer to the text for details).
α = 0.6,β = 0.6,L = 1000,d = 0.001.
3.3.2 Maximal Current Phase
Recall from (2.3.10) that in the maximal current phase, N is approximately given by
N =
1
4
T . The probability density function for protein number N = n can be simply
derived:
fN(n) = 4d exp{−4dn} , n ∈ R. (3.3.2)
Probability density function (3.3.2) is an exponential distribution, whose expected
value and standard deviation are both
1
4d
. Smaller d gives a higher expected value
and standard deviation. (3.3.2) is only dependent on d, and is independent of α, β , L.
This is because in the maximal current phase, α and β do not affect any properties of
the TASEP. Moreover, for tracking mRNA degradation, ribosomes always finish trans-
lation no matter how long the mRNA is. We run 50000 simulations using the method
introduced in Section 3.1. The result is shown in Figure 3.5. Our simulation and the
approximated probability density function are in good agreement. A small systematic
error arises because that the current in simulation is actually slightly larger than
1
4
.
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3.3.3 High Density Phase: α < 1/2
Recall from Section 2.3 that transient behaviours in the high density phase with α <
1
2
and α > 1
2
are different. Thus, the protein production from one mRNA can also be
divided into two cases. When α <
1
2
, N is approximately given by (see (2.3.4)):
N =

α(1−α)T, T < tHDc1 ,
β (1−β )T +(1−β )2L, T > tHDc1 ,
tHDc1 =
(1−β )2L
α(1−α)−β (1−β ) .
The probability density function for protein number N = n can be derived using Lemma
3.1:
fN(n) =

d
α(1−α) exp
{ −dn
α(1−α)
}
, n < α(1−α)tHDc1 ,
d
β (1−β ) exp
{
−d
(
n
β (1−β ) −
1−β
β
L
)}
, n> α(1−α)tHDc1 .
(3.3.3)
From Figure 3.6, we see that probability density function (3.3.3) has two branches. One
branch is an exponential distribution with parameter
d
α(1−α) , which can be regarded
as a distribution of protein being produced at rate α(1−α). The other branch can be
obtained by shifting an exponential distribution with parameter
d
β (1−β ) , which can
be regarded as a distribution of protein being produced at rate β (1− β ). Moreover,
we notice that the probability density function is discontinuous at a critical point. This
is because the protein production rate at the critical point changes to β (1− β ) from
α(1−α) (see Section 2.3.2.1). We will study the properties of the critical point later.
Let E[N] be the expected value of (3.3.3), then E[N] is given by:
E[N] =
∫ ∞
0
n fN(n)dn.
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Figure 3.6: Probability density distribution of protein for high density phase under
tracking degradation: α < 1/2. Red curve is probability density function (3.3.3).
Blue bars are probability density distribution from simulations (please refer to the text
for details). (A) α = 0.45,β = 0.05,L = 500,d = 0.001. (B) α = 0.45,β = 0.05,L =
500,d = 0.0004.
We obtain:
E[N] =
∫ ∞
0
n fN(n)dn
=
∫ α(1−α)tHDc1
0
n
d
α(1−α) exp
{ −dn
α(1−α)
}
dn
+
∫ ∞
α(1−α)tHDc1
n
d
β (1−β ) exp
{
−d
(
n
β (1−β ) −
1−β
β
L
)}
dn
=
α(1−α)
d
+
β (1−β )−α(1−α)
d
exp
{
−dtHDc1
}
. (3.3.4)
To study the properties of E[N], we take derivatives of E[N] with respect to α, β , d, L,
respectively:
∂E[N]
∂α
=
1−2α
d
+
−1+2α
d
exp
{
−dtHDc1
}
+
β (1−β )−α(1−α)
d
exp
{
−dtHDc1
} d(1−β )2L(1−2α)(
α(1−α)−β (1−β ))2
=
1−2α
d
+
−1+2α
d
exp
{
−dtHDc1
}
+ exp
{
−dtHDc1
} (1−β )2L(1−2α)
β (1−β )−α(1−α)
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=
1−2α
d
exp
{
−dtHDc1
}exp{dtHDc1 }−
(
1+
d(1−β )2L
α(1−α)−β (1−β )
)
>
1−2α
d
exp
{
−dtHDc1
}1+dtHDc1 −
(
1+
d(1−β )2L
α(1−α)−β (1−β )
)
=
1−2α
d
exp
{
−dtHDc1
}(
1+dtHDc1 −
(
1+dtHDc1
))
> 0
∵ α < 1/2 =⇒ 1−2α > 0,
∂E[N]
∂β
=
1−2β
d
exp
{
−dtHDc1
}
+ exp
{
−dtHDc1
} (1−β )L(1−β −2α(1−α))
α(1−α)−β (1−β ) > 0,
∵ β < α < 1
2
=⇒ α(1−α)> β (1−β ), 1−β −2α(1−α)> 0,
∂E[N]
∂d
=
(
β (1−β )−α(1−α))−tHDc1 exp
{
−dtHDc1
}
d− exp
{
−dtHDc1
}
d2
+
−α(1−α)
d2
=
α(1−α)
d2
(
−1+ exp
{
−dtHDc1
}(
dtHDc1 +1
))
−β (1−β )
exp
{
−dtHDc1
}(
dtHDc1 +1
)
d2
=
α(1−α)
d2
exp
{
−dtHDc1
}(
−exp
{
dtHDc1
}
+
(
1+dtHDc1
))
−β (1−β )
exp
{
−dtHDc1
}(
dtHDc1 +1
)
d2
<
α(1−α)
d2
exp
{
−dtHDc1
}(
−
(
1+dtHDc1
)
+
(
1+dtHDc1
))
−β (1−β )
exp
{
−dtHDc1
}(
dtHDc1 +1
)
d2
=−β (1−β )
exp
{
−dtHDc1
}(
dtHDc1 +1
)
d2
< 0,
∂E[N]
∂L
=
β (1−β )−α(1−α)
d
e−dt
HD
c1
−d(1−β )2
α(1−α)−β (1−β ) = e
−dtHDc1 (1−β )2 > 0.
For the red term, we used a mathematical conclusion: ex > 1+x for any x > 0. There-
fore, E[N] is an increasing function of α, β and L, a decreasing function of d. From
mathematical point of view, this can be explained as follows. Recall that the protein
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production rate changes from α(1−α) to β (1−β ) at tHDc1 , and tHDc1 is proportional to
L. The increase of α, β , L is equivalent to an increase of the average protein produc-
tion rate. Intuitively, the increase of d means a decrease of an average mRNA lifetime,
thus a decrease of an average protein production. E[N] tends to
α(1−α)
d
with the
increasing of β or L:
lim
β→α
E[N] =
α(1−α)
d
+
α(1−α)−α(1−α)
d
lim
β→α
exp
{
−dtHDc1
}
=
α(1−α)
d
,
lim
L→∞
E[N] =
α(1−α)
d
+
β (1−β )−α(1−α)
d
lim
L→∞
exp
{
−dtHDc1
}
=
α(1−α)
d
,
since as β → α or L→ ∞, tHDc1 → ∞, the average protein production rate is given by
α(1−α). Moreover, it is not difficult to show that:
E[N] =
α(1−α)
d
+
β (1−β )−α(1−α)
d
exp
{
−dtHDc1
}
<
α(1−α)
d
,
since β (1−β )−α(1−α)< 0 when 1/2 > α > β and
E[N] =
α(1−α)
d
+
β (1−β )−α(1−α)
d
exp
{
−dtHDc1
}
>
α(1−α)
d
+
β (1−β )−α(1−α)
d
=
β (1−β )
d
.
Thus, E[N] is bounded by:
β (1−β )
d
< E[N]<
α(1−α)
d
, (3.3.5)
which is easy to understand because that the average protein production rate is bounded
by α(1− α) and β (1− β ). Now we consider the peak of the probability density
function (3.3.3) noted above. The critical point at which this peak occurs is given by:
n = α(1−α)tHDc1 =
α(1−α)(1−β )2L
α(1−α)−β (1−β ) =
(1−β )2L
1−β (1−β )/(α(1−α)) , (3.3.6)
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which is obviously a decreasing function of α and an increasing function of β and L:
smaller α , larger β , L give larger tHDc1 , which means later the critical point occurs.
The value of fN at the critical point is H = fN
(
α(1−α)tHDc1
)
, i.e.,
H =
d
β (1−β ) exp
−d
(
α(1−α)tHDc1
β (1−β ) −
1−β
β
L
)
=
d
β (1−β ) exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
=
d
β (1−β ) exp
{
−dtHDc1
}
. (3.3.7)
Taking derivatives of H with respect to α, β , d, L, respectively (note 1/2 > α > β )
yields:
∂H
∂α
=
d
β (1−β ) exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
d(1−β )2L(1−2α)(
α(1−α)−β (1−β ))2 > 0,
∂H
∂β
=
−d(1−2β )(
β (1−β ))2 exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
+
d
β (1−β ) exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
d(1−β )L(2α(1−α)+β −1)
α(1−α)−β (1−β ) < 0,
∂H
∂d
=
1
β (1−β ) exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
+
d
β (1−β ) exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
−(1−β )2L
α(1−α)−β (1−β )
=
exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
α(1−α)−β (1−β )
(
α(1−α)−β (1−β )−d(1−β )2L
)
> 0 if d <
α(1−α)−β (1−β )
(1−β )2L ,
< 0 if d >
α(1−α)−β (1−β )
(1−β )2L ,
∂H
∂L
=
d
β (1−β ) exp
{
−d(1−β )2L
α(1−α)−β (1−β )
}
−d(1−β )2
α(1−α)−β (1−β ) < 0.
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Therefore, H is increasing with α , decreasing with β and L, this is because within a
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Figure 3.7: Probability density distribution of protein for high density phase under
tracking degradation: α > 1/2. Red curve is probability density function (3.3.8).
Blue bars are probability density distribution from simulations (please refer to the text
for details). α = 0.8,β = 0.1,L = 1000,d = 0.0005.
fixed mRNA lifetime span (d), more mRNAs are able to produce the protein number
at the critical point value with smaller tHDc1 (larger α , smaller β , L). H is increasing
with d if d <
α(1−α)−β (1−β )
(1−β )2L , and decreasing if d >
α(1−α)−β (1−β )
(1−β )2L . This
is non-intuitive. With the increase of d, the average lifetime of an mRNA decreases.
Consequently, the average mRNA lifetime gets close to tHDc1 first and then moves away
from tHDc1 due to the further decreasing of d. Therefore, with d increases, more mRNAs
produce proteins at the critical point value first and then less mRNAs produce proteins
at the critical point value . Note that H is decreasing to 0 with the increasing of β , L
and d:
lim
β→α or L→∞
H = lim
β→α or L→∞
d
β (1−β ) limβ→α or L→∞exp
{
−dtHDc1
}
= 0,
since as β → α or L→ ∞, tHDc1 → ∞.
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Moreover,
lim
d→∞
H = lim
d→∞
1
β (1−β )
d
exp
{
d(1−β )2L
α(1−α)−β (1−β )
}
= lim
d→∞
1
β (1−β )
1
exp
{
d(1−β )2L
α(1−α)−β (1−β )
}
(1−β )2L
α(1−α)−β (1−β )
=
1
β (1−β )3L
α(1−α)−β (1−β ) limd→∞ exp
{
d(1−β )2L
α(1−α)−β (1−β )
} = 0.
Thus, one can mediate where the peak occurs and the value of fN at the critical point
by carefully choosing the parameters to control the likelihood of protein production
sitting around the critical point. For example, in Figure 3.6B, the likelihood around
560 - 600 increases sharply.
3.3.4 High Density Phase: α > 1/2
Analysis and properties of the high density phase when α > 1/2 is similar to those of
the high density phase when α < 1/2, so we may omit some insignificant details. The
interpretation of the results is also omitted, please refer back to case of α < 1/2 for a
better understanding.
Recall that when α > 1
2
, N is approximately given by (see (2.3.6)):
N =

1
4
T, T < tHDc2 ,
β (1−β )T + 3−4β
4
L, T > tHDc2 ,
tHDc2 =
(3−4β )L
1−4β (1−β ) .
The probability density function for protein number N = n can be derived using Lemma
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3.1:
fN(n) =

4d exp{−4dn} , n < 1
4
tHDc2 ,
d
β (1−β ) exp
{
−d
(
n
β (1−β ) −
(3−4β )L
4β (1−β )
)}
, n> 1
4
tHDc2 .
(3.3.8)
From Figure 3.7, we see that the probability density function (3.3.8) has two branches.
One branch is an exponential distribution with parameter 4d, which can be regarded as
a distribution of protein being produced at rate
1
4
. The other branch can be obtained by
shifting an exponential distribution with parameter
d
β (1−β ) , which can be regarded as
a distribution of protein being produced at rate β (1−β ). Again, we observed a critical
point at which there occurs a peak. This is because at the critical point, the protein
production rate changes from
1
4
to β (1−β ) (as we discussed in Section 2.3.2.2). We
will discuss the properties of the critical point later.
Let E[N] to be the expected value of (3.3.8), then E[N] is given by:
E[N] =
∫ ∞
0
n fN(n)dn.
We obtain:
E[N] =
∫ ∞
0
n fN(n)dn =
∫ tHDc2 /4
0
n4d exp{−4dn}dn
+
∫ ∞
tHDc2 /4
n
d
β (1−β ) exp
{
−d
(
n
β (1−β ) −
(3−4β )L
4β (1−β )
)}
dn
=
1
4d
− 1−4β (1−β )
4d
exp
{
−dtHDc2
}
. (3.3.9)
Taking derivatives of E(n) as defined in (3.3.9) with respect to α, β , d, L, respectively
yields:
∂E[N]
∂α
= 0,
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∂E[N]
∂β
=
4−8β
4d
exp
{
−dtHDc2
}
− 1−4β (1−β )
4d
exp
{
−dtHDc2
} ∂
∂β
( −d(3−4β )L
1−4β (1−β )
)
=
(2β −1)2+2dL(1−β )
(1−2β )d exp
{
−dtHDc2
}
> 0,
∂E[N]
∂d
=
−1
4d2
+
1−4β (1−β )
4d2
exp
{
−dtHDc2
}
+
1−4β (1−β )
4d
exp
{
−dtHDc2
}
tHDc2
=
−1
4d2
+
1
4d2
exp
{
−dtHDc2
}
(1−2β )2
(
1+dtHDc2
)
<
−1
4d2
+
1
4d2
exp
{
−dtHDc2
}
exp
{
dtHDc2
}
=
−1
4d2
+
1
4d2
< 0,
∵ (1−2β )2 < 1,
∂E[N]
∂L
=−1−4β (1−β )
4d
exp
{
−dtHDc2
} −d(3−4β )
1−4β (1−β )
=
3−4β
4
exp
{
−dtHDc2
}
> 0.
Therefore, E[N] is independent of α . E[N] is an increasing function of β and L, is a
decreasing function of d. It is easy to show that:
lim
β→1/2
E[N] =
1
4d
−
1−41
4
4d
exp
{
−dtHDc2
}
=
1
4d
,
lim
L→∞
E[N] =
1
4d
− 1−4β (1−β )
4d
lim
L→∞
exp
{
−dtHDc2
}
=
1
4d
,
lim
d→∞
E[N] =
1
∞
− 1−4β (1−β )
∞
lim
d→∞
exp
{
−dtHDc2
}
= 0.
Moreover, it is not difficult to show that:
E[N] =
1
4d
− 1−4β (1−β )
4d
exp
{
−dtHDc2
}
<
1
4d
,
since 1−4β (1−β )> 0 when β < 1/2, and
E[N] =
1
4d
− 1−4β (1−β )
4d
exp
{
−dtHDc2
}
>
1
4d
− 1−4β (1−β )
4d
=
β (1−β )
d
.
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Thus, E[N] is bounded by:
β (1−β )
d
< E[N]<
1
4d
. (3.3.10)
Now we consider the peak of the probability density function (3.3.8) noted above. The
critical point at which this peak occurs is given by:
n =
1
4
tHDc2 =
(3−4β )L
4(1−2β )2 , (3.3.11)
which obviously is linearly increasing with L. Besides:
∂n
∂β
=
2L(1−β )
(1−2β )3 > 0.
Thus, the critical point is increasing with β .
The value of fN at the critical point is H = fN
(
1
4
tHDc2
)
, i.e.,
H =
d
β (1−β ) exp
−d

1
4
tHDc2
β (1−β ) −
(3−4β )L
4β (1−β )


=
d
β (1−β ) exp
{−d(3−4β )L
(1−2β )2
}
=
d
β (1−β ) exp
{
−dtHDc2
}
. (3.3.12)
Taking derivatives of H with respect to α, β , L, d, respectively (note α > 1/2 > β )
yields:
∂H
∂α
= 0,
∂H
∂β
=
−d(1−2β )
β 2(1−β )2 exp
{−d(3−4β )L
(1−2β )2
}
+
d
β (1−β ) exp
{−d(3−4β )L
(1−2β )2
}−8dL(1−β )
(1−2β )3
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=
−d(1−2β )
β 2(1−β )2 exp
{−d(3−4β )L
(1−2β )2
}
− 8d
2L
β (1−2β )3 exp
{−d(3−4β )L
(1−2β )2
}
< 0,
∂H
∂L
=
d
β (1−β ) exp
{−d(3−4β )L
(1−2β )2
}−d(3−4β )
(1−2β )2 < 0,
∂H
∂d
=
1
β (1−β ) exp
{−d(3−4β )L
(1−2β )2
}
+
d
β (1−β ) exp
{−d(3−4β )L
(1−2β )2
}−(3−4β )L
(1−2β )2
=
exp
{−d(3−4β )L
(1−2β )2
}
β (1−β )(1−2β )2
(
(1−2β )2− (3−4β )dL
)
> 0 if d <
(1−2β )2
(3−4β )L , < 0 if d >
(1−2β )2
(3−4β )L .
Therefore, H is decreasing with β and L, first increasing then decreasing with d. More-
over, with the increasing of β , L, d, H tends to 0:
lim
β→1/2
H =
d
1/4
lim
β→1/2
exp
{
−dtHDc2
}
= 0, lim
L→∞
H =
d
β (1−β ) limL→∞exp
{
−dtHDc2
}
= 0,
lim
d→∞
H = lim
d→∞
1
β (1−β )
d
exp
{
d(3−4β )L
(1−2β )2
}
=
1
β (1−β )
1
(3−4β )L
(1−2β )2
lim
d→∞
1
exp
{
d(3−4β )L
(1−2β )2
} = 0.
Thus, one can mediate where the peak occurs and the value of fN at the critical point
by carefully choosing the parameters to control the likelihood of protein production
sitting around the critical point.
3.4 Protein Distribution under Rapid Degradation
As we introduced, this type of mRNA degradation is rapid after the initial degradosome
binding event. For rapid degradation, at the time of degradosome binding, we assume
that the mRNA is degraded immediately. Therefore, the number of proteins produced
from one mRNA is equivalent to number of ribosomes that leave the mRNA before
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degradosome binding occurs. Recall that in Section 2.3, we approximated the number
of ribosome particle leaving the lattice by N2, where N2 is a function of time, t. In fact,
by replacing t with T (T is the random variable representing degradosome binding
time), N2 can be used to approximate the expected number of proteins per mRNA, N.
3.4.1 Low Density Phase
Recall from (2.3.2) that in the low density phase, N is approximately given by:
N =

0, 0 < T 6 L,
α(1−α)
2
(T −L), L < T < tLDc ,
α(1−α)T −αL, T > tLDc ,
tLDc =
1+α
1−α L.
The probability density function of T is given by (3.2.1). We apply Lemma 3.1 to
obtain the probability density function for protein number N directly. For L < T <
tLDc , namely, N = n ∈
(
α(1−α)
2
(L−L), α(1−α)
2
(tLDc −L)
)
=
(
0, α2L
)
, the cor-
responding probability density function is:
fN(n) =
1
α(1−α)
2
d exp
−d

n−
(
−α(1−α)
2
L
)
α(1−α)
2


=
2d
α(1−α) exp
{
−d
(
2n
α(1−α) +L
)}
.
For T > tLDc , namely, N = n> α2L:
fN(n) =
d exp
{
−d
(
n−(−αL)
α(1−α)
)}
α(1−α) =
d
α(1−α) exp
{
−d
(
n+αL
α(1−α)
)}
.
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For 0 < T 6 L, N = 0 ·T +0 = 0, thus we cannot obtain the corresponding probability
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Figure 3.8: Probability density distribution of protein for low density phase: rapid
degradation. Red curve is probability density function (3.4.2). Red dot is the probabil-
ity of producing no protein (3.4.3). Blue bars are probability density distribution from
simulations (please refer to the text for details). α = 0.1,β = 0.8,L= 1000,d = 0.001.
density function by applying Lemma 3.1. In practice, the probability that the mRNA
is degraded without producing any proteins, P(0), is certainly not zero. However, in
practice and in simulation, the protein number is discrete while in our model, N is
continuous. In this sense, we define:
P(0) := P(06 n < 1) =
∫ 1
0
fN(n)dn = 1−
∫ ∞
1
fN(n)dn. (3.4.1)
Therefore, if α2L > 1,
P(0) = 1−
∫ ∞
1
fN(n)dn = 1−
∫ α2L
1
fN(n)dn−
∫ ∞
α2L
fN(n)dn
= 1−
∫ α2L
1
2d
α(1−α) exp
{
−d
(
2n
α(1−α) +L
)}
dn
−
∫ ∞
α2L
d
α(1−α) exp
{
−d
(
n+αL
α(1−α)
)}
dn
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= 1− exp
{
−d
(
L+
2
α(1−α)
)}
.
If α2L6 1,
P(0) = 1−
∫ ∞
1
fN(n)dn = 1−
∫ ∞
1
d
α(1−α) exp
{
−d
(
n+αL
α(1−α)
)}
dn
= 1− exp
{
−d
(
1+αL
α(1−α)
)}
.
To summarise, the probability density function for protein number is as follows,
fN(n) =

2d
α(1−α) exp
{
−d
(
2n
α(1−α) +L
)}
, 0 < n < α2L,
d
α(1−α) exp
{
−d
(
n+αL
α(1−α)
)}
, n > α2L,
(3.4.2)
and
P(0) =

1− exp
{
−d
(
L+
2
α(1−α)
)}
n = 0, if α2L > 1,
1− exp
{
−d
(
1+αL
α(1−α)
)}
n = 0, if α2L < 1.
(3.4.3)
From Figure 3.8, we see that the simulation and the approximated probability density
function are in good agreement. Note that the dot at n = 0 represents the probabil-
ity to produce no protein. We also observed that the probability density function is
discontinuous at the critical point n = α2L. We will study these properties later.
Let E[N] denote the expected value of (3.4.2), then E[N] is given by:
E[N] =
∫ ∞
0
n fN(n)dn
page 84 of 195
=
∫ α2L
0
n
2d
α(1−α) exp
{
−d
(
2n
α(1−α) +L
)}
dn
+
∫ ∞
α2L
n
d
α(1−α) exp
{
−d
(
n+αL
α(1−α)
)}
dn
=
α(1−α)
2d
(
exp
{−dL(1+α)
1−α
}
+ exp{−dL}
)
. (3.4.4)
Next, we study the properties of the expected value E[N]. Taking derivatives of E[N]
as defined in (3.4.4) with respect to α, β , d, L, respectively yields:
∂E[N]
∂α
=
1−2α
2d
(
exp
{−dL(1+α)
1−α
}
+ exp{−dL}
)
+
α(1−α)
2d
exp
{−dL(1+α)
1−α
}(
−dL1−α+1+α
(1−α)2
)
=
1−2α
2d
exp
{
−(1+α)dL
1−α
}(
exp
{
2αdL
1−α
}
−
(
1+
2αdL
(1−α)(1−2α)
))
> 0 if exp
{
2αdL
1−α
}
>
(
1+
2αdL
(1−α)(1−2α)
)
,
< 0 if exp
{
2αdL
1−α
}
<
(
1+
2αdL
(1−α)(1−2α)
)
,
∂E[N]
∂β
= 0,
∂E[N]
∂d
=
−α(1−α)
2d2
(
exp
{−dL(1+α)
1−α
}
+ exp{−dL}
)
− α(1−α)
2d
(
exp
{−dL(1+α)
1−α
}
(1+α)L
1−α + exp{−dL}L
)
< 0,
∂E[N]
∂L
=−α(1−α)
2d
(
exp
{−dL(1+α)
1−α
}−(1+α)d
1−α + exp{−dL}d
)
< 0.
Therefore, if exp
{
2αdL
1−α
}
>
(
1+
2αdL
(1−α)(1−2α)
)
, E[N] is increasing with α , oth-
erwise is decreasing with α . This is non-intuitive. Biological interpretation remains
unaccounted for. E[N] is decreasing with d and L. This is because with the increase of
d, the average lifetime of an mRNA decreases; with the increase of L, it takes longer
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time for a ribosome to complete its translation. Moreover, E[N] tends to 0 with the
increasing of d, L:
lim
L→∞
E[N] =
α(1−α)
2d
(
lim
L→∞
exp
{−dL(1+α)
1−α
}
+ lim
L→∞
exp{−dL}
)
= 0,
lim
d→∞
E[N] =
α(1−α)
∞
(
lim
d→∞
exp
{−dL(1+α)
1−α
}
+ lim
d→∞
exp{−dL}
)
= 0.
Moreover, it is easy to show that E[N] is bounded by
α(1−α)
d
since:
E[N] =
α(1−α)
2d
(
exp
{−dL(1+α)
1−α
}
+ exp{−dL}
)
<
α(1−α)
2d
(1+1) =
α(1−α)
d
, (3.4.5)
since the average protein production rate is bounded by α(1−α).
Let Z = P(0), from (3.4.3), even without taking derivatives of Z, we are able to deter-
mine that Z is decreasing with α and increasing with d and L. This is because with
smaller α and larger d, L, an mRNA is more likely to produce no protein before the
mRNA is degraded.
Moreover, Z tends to a limiting level (suppose L 4 such that α2L 1 when α →
1/2):
lim
α→1/2
Z = lim
α→1/2
1− exp{−d(L+ 2
α(1−α)
)}= 1− e−d(L+8),
and Z tends to 1 with the increasing of d and L:
lim
d,L→∞
Z = 1− lim
d,L→∞
exp
{
−d
(
L+
2
α(1−α)
)}
= 1.
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The probability density function (3.4.2) is discontinuous at a critical point given by
α2L. Let C = α2L, and H = fN
(
C−
)
. The critical point C = α2L is clearly positively
correlated with α and L. H = fN
(
C−
)
is given by:
H =
2d
α(1−α) exp
−d
(
2α2L
α(1−α) +L
)
=
2d
α(1−α) exp
{−(1+α)dL
1−α
}
. (3.4.6)
Clearly H is decreasing with α and L. This is because with the increase of α and L,
the critical point value increases, less mRNAs produce that amount of proteins during
their lifetimes. The corresponding limitations of H is therefore given by:
lim
α→1/2
H =
2d exp
{−(1+1/2)dL
1−1/2
}
1/2(1−1/2) = 8de
−3dL,
lim
L→∞
H =
2d
α(1−α) limL→∞exp
{−(1+α)dL
1−α
}
= 0.
Take derivative of H with respect to d:
∂H
∂d
=
2exp
{−(1+α)dL
1−α
}
α(1−α) −
2d
α(1−α) exp
{−(1+α)dL
1−α
}
(1+α)L
1−α
=
2exp
{−(1+α)dL
1−α
}
α(1−α)
(
1− 1+α
1−α dL
)
> 0 if d <
1−α
(1+α)L
, < 0 if d >
1−α
(1+α)L
.
Hence, H is first increasing then decreasing with d. Note that
1−α
(1+α)L
is the recipro-
cal of tLDc and the average lifetime of an mRNA is
1
d
. Namely, if the average lifetime
of an mRNA is shorter than tLDc , with the increase of d, less mRNAs produce proteins
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at the critical value and vise versa. H tends to 0 with increasing d:
lim
d→∞
H = lim
d→∞
2
α(1−α)
d
exp
{
(1+α)dL
1−α
}
=
2
α(1−α)
1
(1+α)L
1−α
lim
d→∞
1
exp
{
(1+α)dL
1−α
} = 0.
Now we consider fN(C+), which is given by:
fN(C+) =
d
α(1−α) exp
−d
(
α2L+αL
α(1−α)
)=
d exp
{−(1+α)dL
1−α
}
α(1−α) =
H
2
.
Hence, as we can see, the probability density function (3.4.2) is discontinuous at the
critical point C = α2L and the probability density is halved as N increases through this
value.
3.4.2 High Density Phase
Recall from (2.3.4) and (2.3.6) that in the high density phase, N is approximated by:
N =

0, T 6 L,
β (1−β )(T −L), T > L.
The probability density function of T is given by (3.2.1). We apply Lemma 3.1 to
obtain the probability density function for protein number N directly. For T > L, N =
n > β (1−β )(L−L) = 0, the corresponding probability density function is:
fN(n) =
d
β (1−β ) exp
{
−d
(
n
β (1−β ) +L
)}
.
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For 0 < T 6 L, N = 0 = 0 ·T +0, thus the corresponding probability density function
cannot be obtained by appling Lemma 3.1. The probability of producing no protein is:
P(0) = 1−
∫ ∞
1
fN(n)dn = 1−
∫ ∞
1
d
β (1−β ) exp
{
−d
(
n
β (1−β ) +L
)}
dn
= 1− exp
{
−d
(
1
β (1−β ) +L
)}
. (3.4.7)
To summarise,
fN(n) =
d
β (1−β ) exp
{
−d
(
n
β (1−β ) +L
)}
, n ∈ R+, (3.4.8)
P(0) = 1− exp
{
−d
(
1
β (1−β ) +L
)}
. (3.4.9)
We run 50000 simulations using the Monte Carlo method introduced in Section 3.1 and
2.4.2. The result is shown in Figure 3.9. The mean value of simulation is 105.2275,
whilst the expected value of (3.4.8) is 109.1775 (whose expression will be given in
(3.4.10)). Thus our simulation and the approximated probability density function ap-
pear to match well.
Let E[N] denote expected value of (3.4.8), then E[N] is given by:
E[N] =
∫ ∞
0
n fN(n)dn =
∫ ∞
0
n
d
β (1−β ) exp
{
−d
(
n
β (1−β ) +L
)}
dn
=
β (1−β )
d
exp{−dL} . (3.4.10)
E[N] as defined in (3.4.10) is a simple expression, without taking derivatives, we can
determine that E[N] is a decreasing function of d, L and an increasing function of β
for β <
1
2
. This is because with the increase of d, the average lifetime of an mRNA
decreases; with the increase of L, a ribosome needs longer time to complete its trans-
lation; larger β provides a lager protein production rate. Furthermore, E[N] tends to 0
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Figure 3.9: Probability density distribution of protein for high density phase:
rapid degradation. Red curve is probability density function (3.4.8). Red dot is the
probability of producing no protein (3.4.9). Blue bars are probability density distribu-
tion from simulations. α = 0.4,β = 0.1,L = 1000,d = 0.0005.
with the increasing of d and L since:
lim
d→∞
E[N] =
β (1−β )
∞
lim
d→∞
exp{−dL}= 0, lim
L→∞
E[N] =
β (1−β )
d
lim
L→∞
exp{−dL}= 0.
It is easy to show that E[N] is bounded by β (1−β )/d:
E[N] =
β (1−β )
d
exp{−dL}< β (1−β )
d
(∵ exp{−dL}< 1) . (3.4.11)
Let Z = P(0), which is given by (3.4.9). It is obvious that Z is decreasing with β
and increasing with d, L. This is because with smaller β and largerd, L, an mRNA is
more likely to produce no protein before the mRNA is degraded. Z tends to following
limiting levels:
lim
β→1/2
Z = 1− exp
{
−d
(
1
1/2(1−1/2) +L
)}
= 1− e−d(L+4),
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lim
d,L→∞
Z = 1− lim
d,L→∞
exp
{
−d
(
1
β (1−β ) +L
)}
= 1.
3.4.3 Maximal Current Phase
Recall from (2.3.10) that in the maximal current phase,
N =

0, 0 < T 6 L,
1
8
(T −L), L < T 6 tMCc ,
1
4
T − 1
2
L, T > tMCc ,
tMCc = 3L.
The probability density function of T is given by (3.2.1). We apply Lemma 3.1 to
obtain the probability density function of protein number N directly. For L < T 6
tMCc , N = n∈
(
1
8
(L−L), 1
8
(3L−L)
]
=
(
0,
L
4
]
, the corresponding probability density
function is fN(n) = 8d exp
{−d (8n+L)}. For T > tMCc , N = n> L4 , the corresponding
probability density function is fN(n) = 4d exp
{−d (4n+2L)}.
For 0 < T 6 L, N = 0 ·T +0 = 0, thus the corresponding probability density function
cannot be obtained by applying Lemma 3.1. Probability of producing no protein is:
P(0) = 1−
∫ ∞
1
fN(n)dn = 1−
∫ L/4
1
8d exp
{−d (8n+L)}dn
−
∫ ∞
L/4
4d exp
{−d (4n+2L)}dn = 1− exp{−d(8+L)} . (3.4.12)
To summarise,
fN(n) =

8d exp
{−d (8n+L)} , 0 < n6 L/4,
4d exp
{−d (4n+2L)} , n > L/4, (3.4.13)
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Figure 3.10: Probability density distribution of protein for maximal current
phase: rapid degradation. Red curve is probability density function (3.4.13). Red dot
is the probability of producing no protein (3.4.14). Blue bars are probability density
distribution from simulations. α = 0.6,β = 0.6,L = 1000,d = 0.001.
and
P(0) = 1− exp{−d(8+L)} . (3.4.14)
The simulation result is shown in Figure 3.10. The mean value of simulation is about
54.5178, whilst the expected value of (3.4.13) is 52.2083 (whose expression will be
given in (3.4.15)). Though the mean values are close, poor agreement between simula-
tion and approximation is observed. This poor agreement suggests that for the maximal
current phase, linear approximation on protein production is not ideal.
Let E[N] denote the expected value of (3.4.13), then E[N] is given by:
E[N] =
∫ ∞
0
n fN(n)dn
=
∫ L/4
0
n8d exp
{−d (8n+L)}dn+∫ ∞
L/4
n4d exp
{−d (4n+2L)}dn
=
1
8d
(
exp(−dL)+ exp(−3dL)) . (3.4.15)
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It is obvious that E[N] (3.4.15) is decreasing with d and L. With the increase of d,
the average lifetime of an mRNA decreases, and with the increase of L, it takes longer
time for a ribosome to complete its translation. The corresponding limitations are:
lim
d→∞
E[N] =
1
∞
(
lim
d→∞
exp(−dL)+ lim
d→∞
exp(−3dL)
)
= 0,
lim
L→∞
E[N] =
1
8d
(
lim
L→∞
exp(−dL)+ lim
L→∞
exp(−3dL)
)
= 0.
It is easy to show that E[N] is bounded by
1
4d
:
E[N] =
1
8d
(
exp(−dL)+ exp(−3dL))< 1
8d
(1+1) =
1
4d
. (3.4.16)
Let Z = P(0), which is given by (3.4.14). It is obvious that Z is an increasing function
of d and L. This is because that with the increase of dand L, more mRNAs produce no
proteins before degradation. Z tends to 1:
lim
d→∞
Z = 1− lim
L→∞
exp
{−d(8+L)}= 1.
The probability density function (3.4.13) is discontinuous at a critical point n=
L
4
. Let
C =
L
4
and H = fN
(
C−
)
. H is given by:
H = 8d exp
{
−d
(
8 · L
4
+L
)}
= 8de−3dL. (3.4.17)
H is clearly a decreasing function of L. With the increase of L, the value critical point
increases, less mRNAs produce that amount of proteins before degradation. Taking
derivative of H with respect to d:
∂H
∂d
= 8e−3dL+8de−3dL(−3L) = 8e−3dL(1−3dL).
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Thus H is increasing with d if d <
1
3L
otherwise is decreasing with d. Note that
1
3L
is the reciprocal of tMCc and the average lifetime of an mRNA is
1
d
. Namely, if the
average lifetime of an mRNA is shorter than tMCc , with the increase of d, more mRNAs
produce proteins at the critical value and vice versa.
H tends to 0 as d, L goes to infinity:
lim
d,L→∞
H = 8d lim
d,L→∞
e−3dL = 0.
Now we consider fN
(
C+
)
, which is given by:
fN
(
C+
)
= 4d exp
{
−d
(
4 · L
4
+2L
)}
= 4de−3dL =
H
2
.
Hence, the probability density is halved as N increases through the critical point.
3.5 Discussion and Conclusion
In this chapter, we studied two typical mRNA degradation types and investigated how
these degradation types control the amount of proteins produced from one mRNA dur-
ing its lifetime. In our model, an mRNA in active translation is triggered to degrade
by degradosome binding. For the tracking degradation, the degradosome tracks along
and digests the mRNA. For the rapid degradation, the mRNA is degraded immediately
after degradosome binding occurs.
We studied the probability density distribution for protein production of one mRNA.
Table 3.1 lists the properties of the probability density distributions for the tracking
degradation. One can use these properties to control the protein production. E rep-
resents the expected value of the protein production. To improve the average protein
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α β d L
Low density phase E ↗ − ↘∗ −
Maximal current phase E − − ↘∗ −
E ↗ ↗∗ ↘∗ ↗∗
High density phase α < 1/2 C ↘∗ ↗ − ↗
H ↗ ↘∗ y∗ ↘∗
E − ↗∗ ↘∗ ↗∗
High density phase α > 1/2 C − ↗ − ↗
H − ↘∗ y∗ ↘∗
Table 3.1: Parameters determine the properties of probability density function
for tracking degradation. E is the expected value. C is the critical point at which
the probability density function for high density phase is discontinuous. H is the prob-
ability density at the critical point. −: independent of the parameter. ↗: increasing
with the parameter. ↘: decreasing with the parameter. y: increasing first and then
decreasing with the parameter. ∗: reaching a limiting level.
production for low density phase, for example, one can increase the ribosome binding
rate, α , or decrease degradosome binding rate, d. Note that this is an intuitive result,
in practice, it is not easy to change these parameters. C represents the critical point at
which the probability density function is discontinuous and a peak occurs. H denotes
the value of the probability density at C. The peak H indicates a higher likelihood of
protein production around C. The discontinuity only occurs in the high density phase
and is due to the change of the protein production rate during the translation process.
H and C are negatively related. For example, for the high density phase when α <
1
2
,
increasing α gives a lower value of C and a higher likelihood H. In particular, C is
independent of d, whilst H first increases and then decreases with d. Table 3.2 lists
the properties of the probability density distributions for the rapid degradation. We
introduced an extra quantity Z for this case. Z represents the probability of producing
no protein, P(0). Z is high compared to the rest of the probability densities, which
means there is a high likelihood to produce no protein. There is a discontinuity in the
low density phase and the maximal current phase. The value of the probability density,
H, is halved as the probability density distribution passes through the critical point.
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α β d L
Low density phase
E y − ↘∗ ↘∗
Z ↘∗ − ↗∗ ↗∗
C ↗ − − ↗
H ↘∗ − y∗ ↘∗
High density phase
E − ↗ ↘∗ ↘∗
Z − ↘∗ ↗∗ ↗∗
Maximal current phase
E − − ↘∗ ↘∗
Z − − ↗∗ ↗∗
C − − − ↗
H − − y∗ ↘∗
Table 3.2: Parameters determine the properties of probability density function
for trapid degradation. E is the expected value. Z is the probability of producing
no protein. C is the critical point at which the probability density function for low
density phase/maximal current phase is discontinuous. H is the probability density at
the critical point. −: E,C, H is independent of the parameter. ↗: increasing with the
parameter. ↘: decreasing with the parameter. y: increasing first and then decreasing
with the parameter. ∗: reaching a limiting level.
We studied the expected protein production and found that it is bounded by some
limiting levels. We summarise the bounds as follows. For the tracking degradation:
Low density phase: E[N] =
α(1−α)
d
,
High density phase when α <
1
2
:
β (1−β )
d
< E[N]<
α(1−α)
d
,
High density phase when α > 1
2
:
β (1−β )
d
< E[N]<
1
4d
,
Maximal current phase: E[N] =
1
4
.
For the rapid degradation:
Low density phase: E[N]<
α(1−α)
d
,
High density phase: E[N]<
β (1−β )
d
,
Maximal current phase: E[N]<
1
4d
.
It is obvious that with the same parameter configuration, the average level of the protein
production of the tracking degradation is higher than that of the rapid degradation for
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all the phases. Comparing the average level of the protein production within the phases
for the tracking degradation we see that:
1©: given the same value of d and α , α < 1
2
, EHD < ELD < EMC,
2©: given the same value of d, α > 1
2
, ELD < EMC and EHD < EMC,
3©: for ELD and EHD when α > 12, values are dependent on β ,
where the indices of E indicate the phases. Comparing the average level of the protein
production within the phases for the rapid degradation we see that:
1©: given the same value of d, ELD < EMC and EHD < EMC,
2©: for ELD and EHD, values are dependent on parameters.
Overall, our approximated probability density functions are in good agreement with
the simulation results, and the probability density functions are able to reveal the basic
properties of the mRNA degradation-translation model. However, the approximation
for the rapid degradation in the maximal current phase need to be improved. Next,
we will consider another mechanism to control the protein production: auto-negative
feedback.
Chapter 4
The Role of Auto-Negative Feedback
in Regulating Translation
4.1 Introduction
In some cases, gene expression is controlled by feedback at the translational level.
For example, E. coli threonyl-tRNA synthetase represses its own mRNA translation by
binding to the ribosome binding site to prevent binding of the ribosome [15, 20]. In this
chapter, we consider a general case of protein feedback in translation. We study the
situation where there is competition for the ribosome binding site on a given mRNA
between ribosomes and the proteins produced from the mRNA itself. In some cases,
proteins need to form into a complex before binding to the ribosome binding site. We
assume that a protein complex binding/unbinding event is much faster and occurs more
frequently than a ribosome binding/unbinding event. We construct a model based on
the TASEP and use the Monte Carlo method to simulate this model. By applying the
framework of the mean field solution of the TASEP and delay differential equation
model, we gain fundamental insights about the biological process.
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4.2 Model Construction and Simulation
4.2.1 Model Construction
Without loss of generality, we assume that a protein complex and a ribosome compete
to bind to the vacant ribosome binding site. Due to the simple steric exclusion, they
cannot bind simultaneously. Protein complex formation is required:
P+P+ . . .P︸           ︷︷           ︸
n
r1
GGGGGBF GG
r2
nP,
where P is protein, n proteins form a protein complex nP and r1, r2 are constant having
dimension 1/time. In fact, protein multimerization evolves on a time scale that is much
faster than that of translation initiation [23]. Therefore it is reasonable to apply a quasi-
steady-state approximation on this reaction:
d[nP]
dt
= r1
(
[P]
)n− r2[nP]≈ 0 =⇒ [nP] = r1r2 ([P])n = r1r2
(
N
V
)n
, (4.2.1)
[ · ] represents concentration and N denotes the number of molecules of P and V denotes
the cell volume.
As shown in the schematic Figure 4.1, the model set up is as follows. A protein com-
plex binds to the empty ribosome binding site at rate k1. Law of mass action indicates:
k1 = r3[nP] =
r1r3
r2
(
N
V
)n
, (4.2.2)
where r3 is a constant with dimension 1/time. The protein complex is assumed to
unbind from the ribosome binding site at rate k2. A ribosome binds to the empty
ribosome binding site at rate α . Ribosomes on site i, i ∈ [1, L−1] jump to site i+1 at
rate γ provided site i+ 1 is empty. Ribosome leaves site L at rate β , and a protein is
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Figure 4.1: Schematic of the model of translation with auto-negative feedback.
Protein is produced from the translation process and it negatively regulates its own
translation. This model is based on the TASEP, please refer to the text for details.
Unless otherwise noted, γ = 1.
produced. Proteins are removed at rate r to mimic all the possible losses.
4.2.2 Model Simulation
We use Monte Carlo method to simulate the model. The ribosome reservoir is indicated
by site 0, the protein reservoir is indicated by site L+1. A Monte Carlo step is defined
as L+ 3 ‘attempts’ (including protein complex binding/unbinding). At each attempt,
a site i, i ∈ [0, L+1] is randomly chosen to update. Particularly, S1 = 2 indicates that
site 1 is occupied by a protein complex. The algorithm is as follows.
1. Set Si = 0, i ∈ [1, L], protein particle number N = 0 and t = 0, set a MCS, τ ,
2. Randomly choose a site:
1©: If site 0 is chosen and S1 = 0, draw a uniform (0, 1) random number
ξ : if ξ < ατ , set S1 = 1;
2©: If site 1 is chosen, draw a uniform (0, 1) random number ξ ,
i©: If S1 = 1 and S2 = 0, set S1 = 0, S2 = 1;
ii©: If S1 = 2 and ξ < k2τ , set S1 = 0;
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Figure 4.2: Simulation of the model of translation with auto-negative feedback.
Protein number is plotted as a function of time. Black curves are the averages of 5000
stochastic simulations. 20 realizations of stochastic simulations are displayed for each
case. Green curve is one of them. (A): Protein levels stabilise. α = 0.8, β = 0.8,V =
150, r1/r2 = 1, r3 = 32, k2 = 32, τ = 0.025. (B): Protein levels oscillate. α = 0.3, β =
0.7,V = 100, r1/r2 = 32, r3 = 1, k2 = 1, τ = 0.025. γ = 1, L = 500, n = 5, r = 0.002
for both cases. Initial protein levels are 0. Note that the trajectories fire at about 500.
That is because it takes about L for the very first ribosome to produce a protein. Unless
otherwise noted, this statement applies to all the remaining simulations.
3©: If site i, i ∈ [2, L− 1] is chosen, and Si = 1, Si+1 = 0, set Si = 0,
Si+1 = 1;
4©: If site L is chosen and SL = 1, draw a uniform (0, 1) random number
ξ : if ξ < βτ , set SL = 0 and N = N+1;
5©: If site L+1 is chosen and S1 = 0, draw a uniform (0, 1) random number
ξ : if ξ < k1τ , set S1 = 2,
3. Repeat step 2 for L+3 times,
4. Set c= 0 (as a counter) and repeat the following procedure N times for protein
removal: draw a uniform (0, 1) random number ξ : if ξ < rτ , set c = c+1,
5. Set N = N− c and t = t+ τ , repeat step 2−5 or else stop the process.
Note that the protein multimerisation is not implemented explicitly in the simula-
tion, since the quasi-steady-state approximation for that has been made to simplify the
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whole process. Using the Monte Carlo method we introduced above, we obtain typical
simulations as shown in Figure 4.2. Note that in the simulation, time is rescaled, 10000
corresponds to about 5.5 minutes in real time (detail is shown in Appendix B). After
extensive parameter testing, two typical cases are found: (i) protein levels stabilise
(see Figure 4.2A), (ii) protein levels oscillate (see Figure4.2B). In general, negative
feedback and time delay can create an oscillatory response [69, 134]. In our system,
protein negatively regulates translation initiation, and the ribosome transportation in
the translation process naturally provides a time delay. Thus oscillations are not un-
expected. However, the competition between protein and ribosome on the ribosome
binding site makes a detailed mathematical analysis difficult. Later on, we will make
some assumptions to make a simple analysis for a basic understanding of the model
dynamics.
4.3 Simplified Model: Equilibrium Approximation
4.3.1 Model Formulation
We now consider the competition on the ribosome binding site which is expressed by
the following biochemical reactions:
nP+RBS
k1
GGGGGBF GG
k2
nP ·RBS, (4.3.1)
R+RBS
α
GGGGGAR ·RBS
1−S2
GGGGGGGGGGARBS, (4.3.2)
where nP ·RBS is the complex of the ribosome binding site and the protein complex,
RBS is the vacant ribosome binding site and R ·RBS is the complex of ribosome and
the ribosome binding site. Assume the biochemical reaction (4.3.1) occurs rapidly and
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is dominant, nP ·RBS is in instantaneous equilibrium, i.e., k1, k2 are large compared to
α, 1−S2, then we can derive the following equilibrium approximations:
d[nP ·RBS]
dt
= k1× [nP]× [RBS]− k2× [nP ·RBS]≈ 0. (4.3.3)
Since the reaction (4.3.1) occurs much more frequently and faster than the reaction
(4.3.2), we assume that (4.3.1) and (4.3.2) can be regarded as two separate independent
processes: (i) nP binds/unbinds to the RBS frequently, leading to a probability of the
RBS being vacant (not occupied by nP), and (ii) ribosome binds to the vacant RBS.
For process (i), the ribosome binding site is either occupied by a protein complex or is
vacant for ribosome to bind. Let us consider a single mRNA. The total concentration
of ribosome binding site is denoted by 1/V , where V is the cell volume. Therefore,
[RBS]+ [nP ·RBS] = 1/V . From (4.3.3) and using the fact (4.2.1):
k1× [nP]× [RBS]≈ k2× [nP ·RBS] = k2
(
1
V
− [RBS]
)
=⇒[RBS]≈ V
−1(
[P]
/
n
√
r2k2/r1k1
)n
+1
=
V−1
1+
(
N/θ
)n ,
by setting θ = V n
√
r2k2/r1k1 and the number of protein N to be [P]×V . Let f (N)
denote the probability that the ribosome binding site is free:
p(N) =
[RBS]
V−1
=
V−1/
(
1+
(
N/θ
)n)
V−1
=
1
1+
(
N/θ
)n .
Therefore, considering the process (4.3.2), we define the effective ribosome binding
rate as the following Hill function:
αe f f = α× p(N) = α
1+
(
N/θ
)n . (4.3.4)
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Figure 4.3: Simulation test for the simplifed model. Protein number is plotted
as a function of time. Black curves are copies of what we showed in Figure 4.2.
Red dashed curves are the average of 5000 stochastic simulations of the simplifed
model. One realisation of simulation is displayed for each case. We use the same
parameter configuration as what we used for Figure 4.2. (A): Protein levels stabilise.
α = 0.8, β = 0.8, θ = 150. (B): Protein levels oscillate. α = 0.3, β = 0.7, θ = 50.
L = 500, n = 5, r = 0.002 for both cases. Intial protein levels are 0.
Now we are able to simplify the model by considering such a TASEP: ribosomes bind
to the empty ribosome binding site at rate αe f f , ribosomes on the lattice jump to the
next site provided the next site is empty, ribosomes finally leave site L and a protein
is produced, proteins are removed at rate r. In essence, in the simplified model, the
protein complex formation and the binding/unbinding of the protein complex to the
ribosome binding site are incorporated into αe f f . Before we perform the mean field
analysis, we do a simulation test to check the reasonability of the assumptions. The
simulation test is shown in Figure 4.3. As we can see, the simulation of the simpli-
fied model and that of the original auto-negative feedback model match well and no
significant differences of the fluctuations are found. Thus, we are confident that the
assumptions in the simplified model are reasonable. The simplified model is well de-
veloped to reveal the properties of the original model. Next we perform the mean
field analysis by using αe f f and β . The mean field approach is mainly modified in the
low density phase since the properties of the low density phase is determined by αe f f .
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Generalised phase boundaries will be obtained in Section 4.3.2-4.3.4. Further discus-
sion on these results will be made later in Section 4.3.5. Note that in the steady state,
the mean field protein level is given by J/r, which can be obtained by considering the
steady state solution of the following ODE:
dN(t)
dt
= J− rN(t).
4.3.2 High Density Phase
Knowing that JHD = β (1−β ) and N = JHDr , together with (4.3.4), we have:
αe f f =
α
1+
(
N
θ
)n = α
1+
(
β (1−β )
θr
)n . (4.3.5)
The simplified model is in the high density phase if αe f f > β , β <
1
2
. Hence, substi-
tuting (4.3.5) into these inequalities yields the boundary for the high density phase:
α >
(
1+
(
β (1−β )
θr
)n)
β , β <
1
2
. (4.3.6)
In the high density phase, JHD = β (1−β ), ρHD = 1−β , the auto-negative feedback
does not affect the properties at all. The protein levels stabilise.
4.3.3 Maximal Current Phase
Knowing that JMC =
1
4
and N =
1
4r
, together with (4.3.4), we have:
αe f f =
α
1+
(
N
θ
)n = α
1+
(
1
4θr
)n . (4.3.7)
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The simplified model is in the maximal current phase if αe f f , β >
1
2
. Hence, substi-
tuting (4.3.7) into these inequalities yields the maximal current phase boundary:
α > 1
2
(
1+
(
1
4θr
)n)
, β > 1
2
. (4.3.8)
In the maximal current phase, JMC =
1
4
, ρMC =
1
2
, the auto-negative feedback does not
affect the properties at all. The protein levels stabilise.
4.3.4 Low Density Phase
The simplified model is in the low density phase if:
αe f f <
1
2
, β > αe f f . (4.3.9)
Knowing that JLD = αe f f
(
1−αe f f
)
and N =
JLD
r
<
1
4r
, we have:
αe f f =
α
1+
(
N
θ
)n = α
1+
(
αe f f
(
1−αe f f
)
θr
)n . (4.3.10)
In the low density phase, αe f f is the solution of (4.3.10), JLD =αe f f
(
1−αe f f
)
, ρLD =
αe f f . However, the solutions of (4.3.10) is not obvious, we have to ensure the solutions
exist. Multiplying (θr)n+
(
αe f f (1−αe f f )
)n at both sides yields:
f = αn+1e f f
(
1−αe f f
)n
+αe f f (θr)n−α(θr)n = 0. (4.3.11)
The derivative of f with respect to αe f f is:
f ′ = (n+1)αne f f
(
1−αe f f
)n−nαn+1e f f (1−αe f f )n−1+(θr)n
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= αne f f
(
1−αe f f
)n−1 (1−αe f f +n(1−2αe f f ))+(θr)n,
since both 1−αe f f and (1− 2αe f f ) are positive in
(
0,
1
2
)
, so f ′ > 0 in
(
0,
1
2
)
,
namely, f is increasing. Moreover, f (0) = −α(θr)n < 0. From (4.3.9), αe f f <
min
(
1
2
, β
)
. Therefore, the solution of (4.3.10) under condition (4.3.9) exists if and
only if:
f
(
min
(
1
2
, β
))
> 0, (4.3.12)
and the solution is unique.
For β <
1
2
, f (β )> 0 yields:
f (β ) = β n+1(1−β )n+β (θr)n−α(θr)n > 0,
which gives:
α < β
(
1+
(
β (1−β )
θr
)n)
. (4.3.13)
For β > 1
2
, f
(
1
2
)
> 0 yields:
f
(
1
2
)
=
(
1
2
)n+1(
1− 1
2
)n
+
1
2
(θr)n−α(θr)n > 0,
which gives:
α <
1
2
(
1+
(
1
4θr
)n)
. (4.3.14)
In summary, the boundary for the low density phase is:

α <
1
2
(
1+
(
1
4θr
)n)
β > 1
2
,
α < β
(
1+
(
β (1−β )
θr
)n)
β <
1
2
.
(4.3.15)
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We have known that due to the time delay and the negative feedback, oscillatory be-
haviour can arise (see Figure 4.3B). The above mean field analysis is incapable of
clarifying the oscillation (mean field only gives the steady state solution and ignores
the correlation between sites). We now develop a delay differential equation (DDE)
model to study the oscillation in the low density phase. Assume that ribosomes require
a period of time T to travel from the 5’ end to the 3’ end of an mRNA. Thus, the protein
production rate at time t is determined by the rate of ribosomes entering the mRNA at
time t−T , i.e., J(t) = αe f f
(
N(t−T ))(1−αe f f (N(t−T ))). Thus, the DDE model
is described by:
dN(t)
dt
=
α
1+
(
N(t−T )
θ
)n
1− α
1+
(
N(t−T )
θ
)n
− rN(t). (4.3.16)
The steady state of (4.3.16), N∗, is the solution of the following equation:
R(N) =
α
1+
(
N
θ
)n
1− α
1+
(
N
θ
)n
− rN = 0. (4.3.17)
We now check if N∗ exists within
(
0,
1
4r
)
. Taking derivative of R(N) with respect to
N:
dR(N)
dN
=
1− 2α
1+
(
N
θ
)n
 ddN
 α
1+
(
N
θ
)n
− r
=
1− 2α
1+
(
N
θ
)n

−αn
(
N
θ
)n
N
(
1+
(
N
θ
)n)2 − r.
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In the low density phase, α
1+
N
θ
n <
1
2
=⇒ 1− 2α
1+
N
θ
n > 0. Letting
B =
1− 2α
1+
(
N
θ
)n

αn
(
N
θ
)n
N
(
1+
(
N
θ
)n)2 > 0, (4.3.18)
then
dR(N)
dt
= −B− r < 0, R(N) is a monotone decreasing function of N. Moreover,
R(0) = α(1−α)> 0 and
R
(
1
4r
)
=
α
1+
(
1
4θr
)n
1− α
1+
(
1
4θr
)n
− r 14r < 14 − 14 < 0.
Therefore, unique N∗ exists. Investigating the oscillatory behaviour requires stability
analysis.
To check the stability of N∗, we consider a small perturbation |δ (t)|  1. Substituting
N(t) = N∗+ δ (t) into (4.3.16) and using Taylor expansion (the high order term is
dropped) yields:
d(N∗+δ (t))
dt
=
α
1+
(
N∗+δ (t−T )
θ
)n
1− α
1+
(
N∗+δ (t−T )
θ
)n
− r(N∗+δ (t)) ,
dδ (t)
dt
=
α
1+
(
N∗
θ
)n
1− α
1+
(
N∗
θ
)n
− rN∗−Bδ (t−T )− rδ (t)+O(δ 2) ,
dδ (t)
dt
=−Bδ (t−T )− rδ (t), (4.3.19)
where B > 0 and B is given by (4.3.18). Suppose that δ (t) has a solution δ (t) = Aeλ t
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and substitute this solution into (4.3.19):
λ + r =−Be−λT . (4.3.20)
Any real solution λ of (4.3.20) is negative, since λ =−(r+Be−λT )< 0. Suppose that
when T = Tc, the purely imaginary eigenvalues arise, i.e., λc =±iω , a Hopf bifurcation
could occur, note that this is a necessary but not sufficient condition [73]. We suppose
that ω is real and positive. Given that eix = cosx+ isinx, substituting λ = ±iω into
(4.3.20) yields:
± iω+ r =−Be∓iωTc =⇒

r =−BcosωTc
ω = BsinωTc
. (4.3.21)
From (4.3.21), it follows that ω2 = B2 (sinωTc)2 = B2−B2 (cosωTc)2 = B2− r2. So
ω =
√
B2− r2 provided B2− r2 > 0. Since B2− r2 = (B+ r)(B− r), and B, r > 0,
the sign of B2− r2 is determined by B− r. Using (4.3.17), (4.3.18), we are able to
ascertain that:
B− r
=
1− 2α
1+
(
N∗
θ
)n

αn
(
N∗
θ
)n
N
(
1+
(
N∗
θ
)n)2 − α
N∗
(
1+
(
N∗
θ
)n)
1− α
1+
(
N∗
θ
)n

=
α
(
(n−1)
(
N∗
θ
)2n
+(α+n−2αn−2)
(
N∗
θ
)n
+α−1
)
N∗
(
1+
(
N∗
θ
)n)3 ,
We define:
g
((
N∗
θ
)n)
= (n−1)
(
N∗
θ
)2n
+(α+n−2αn−2)
(
N∗
θ
)n
+α−1. (4.3.22)
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Hence, the sign of B− r is determined by g
((
N∗
θ
)n)
, which is a quadratic function.
First, we notice that if n= 1, then g
((
N∗
θ
)n)
=−(α+1)N
∗
θ
−(1−α)< 0. Hence a
Hopf bifurcation cannot occur since we require B− r > 0. Therefore, one requirement
for a Hopf bifurcation is that n > 1.
For n > 1, the discriminant of g
((
N∗
θ
)n)
is given by:
∆= (α+n−2αn−2)2+4(n−1)(1−α)> 0, (4.3.23)
since α < 1. g
((
N∗
θ
)n)
has the following two distinct real roots:
(
N∗
θ
)n
±
=
−(α+n−2αn−2)± √∆
2(n−1) ,
where ∆ is given in (4.3.23). However,
(
N∗
θ
)n
−
is negative since:
(−(α+n−2αn−2))2−∆=−4(n−1)(1−α)< 0.
Therefore, it is easy to conclude that g
((
N∗
θ
)n)
> 0 requires:
(
N∗
θ
)n
>
(
N∗
θ
)n
+
=
−(α+n−2αn−2)+ √∆
2(n−1) . (4.3.24)
From (4.3.17) and (4.3.24), it follows that:
α
1+
(
N∗
θ
)n
+
1− α
1+
(
N∗
θ
)n
+
> α
1+
(
N∗
θ
)n
1− α
1+
(
N∗
θ
)n
> rθ n
√(
N∗
θ
)n
+
.
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Hence, we get the following condition:
θr <
α
1+
(
N∗
θ
)n
+
1− α
1+
(
N∗
θ
)n
+
 1
n
√(
N∗
θ
)n
+
(4.3.25)
The condition (4.3.25) divides the low density phase into two regions. In one region,
the condition (4.3.25) does not hold, there is no Hopf bifurcation for the DDE (4.3.16),
N∗ is stable, resulting in a stabilised protein level. In the other region, the condition
(4.3.25) is satisfied and a Hopf bifurcation for the DDE (4.3.16) could arise, resulting
in a oscillatory protein level. From (4.3.21) and given ω =
√
B2− r2, we are able to
obtain Tc:
Tc =
1√
B2− r2 arcsin
√
B2− r2
B
. (4.3.26)
Therefore, for T > Tc, oscillation could occur. T is used to approximate the ribosome
travel time from one end of a mRNA to the other end, which is given by T ≈ L
J
, where
J is the current. Thus, to obtain oscillatory behaviours, the system requires
L
J
> Tc,
i.e.,
L> JTc. (4.3.27)
Otherwise noted, all the simulations and analysis in this thesis are satisfied the condi-
tion that L> JTc.
4.3.5 Simulation and Discussion
We will show the simulations in this section. Recall that the good agreement of the
simulations for the simplified model and the simulations for the original model (see
Figure 4.3), we only display the simulations for the simplified model next. From the
previous section, we summarise the mean field phase boundaries for the simplified
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model as follows:
LD - HD: α =
(
1+
(
β (1−β )
θr
)n)
β , β <
1
2
,
LD - MC: α =
1
2
(
1+
(
1
4θr
)n)
, β > 1
2
,
HD - MC: β =
1
2
, α > 1
2
(
1+
(
1
4θr
)n)
.
(4.3.28)
The boundaries (4.3.28) intersect at the point (α, β )=
1
2
(
1+
(
1
4θr
)n)
,
1
2
. The
maximal current phase vanishes for θr < 1/4. The boundary α =
1
2
(
1+
(
1
4θr
)n)
is a straight horizontal line since n, θ , r are constants, and α =
1
2
(
1+
(
1
4θr
)n)
>
1
2
.
∵ d
dβ
β(1+(β (1−β )
rθ
)n)= 1+ (n+1)β n(1−β )n−nβ n+1(1−β )n−1
(rθ)n
=1+
β n(1−β )n−1
>0, β∈[0,0.5]︷                         ︸︸                         ︷(
n(1−2β )+(1−β ))
(rθ)n
> 1 > 0,
therefore the boundary α =
(
1+
(
β (1−β )
θr
)n)
β , β <
1
2
is monotonically increas-
ing, and α =
(
1+
(
β (1−β )
θr
)n)
β > β .
Recall that the boundaries for the standard TASEP is given as follows:

α = β , β 6 1
2
,
α =
1
2
, β >
1
2
,
β =
1
2
, α > 1
2
.
(4.3.29)
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Figure 4.4: Phase diagram and phase transition of the simplified model with no
oscillation. (A): Average density ρ of the simplified model. (B) Current J of the
simplified model. Blacked lines are the mean field boundaries (4.3.28). White dashed
lines are the boundaries of the TASEP (4.3.29). Phase transitions for the (C) average
density and (D) current by fixing β = 0.3 or β = 0.8 and varying α systematically
(dashed lines indicate the boundaries). Lines are mean field solutions, ‘+’ labels the
data from simulations. Parameters: n = 5, r = 0.002, L = 500, θ = 150.
Thus compare (4.3.28) and (4.3.29), we can see that the boundaries for the simplified
model are shifted and the low density phase is enlarged. Moreover, θr has a significant
impact on the shape of (4.3.28). It is not difficult to see that as θr increases, the
boundaries (4.3.28) degenerates to the boundaries (4.3.29) eventually as
(
1/(θr)
)n
goes to 0. In this sense, we name
1
θr
‘Impact Factor’. The impact factor measures
the significance of the feedback. The larger the impact factor, the greater the effect
the feedback has on the system. Interestingly, from (4.3.25), the impact factor also
determines the boundary for the stable and oscillatory cases.
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Figure 4.5: Plotting condition (4.3.25) as a function of α . Red line is θr. Black
curve is the right hand side of (4.3.25). (A) Parameter configuration that cannot lead
to oscillation, θ = 150, r = 0.002, n = 5. (B) Parameter configuration that can lead to
oscillation, θ = 50, r = 0.002, n = 5
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Figure 4.6: Stochastic simulations of the simplified model: protein levels stabilise.
Protein number is plotted as a function of time. Black lines are the averages of 5000
realizations of stochastic simulations. Grey lines are 20 realizations of stochastic sim-
ulations, green line is one of them. Red dashed lines are mean field N∗. (A): LD. N∗
is calculated from αe f f
(
1−αe f f
)
/r. α = 0.2, β = 0.6. (B): HD. N∗ = β (1−β )/r.
α = 0.8, β = 0.4. (C): MC. N∗ = 1/4r. α = 0.8, β = 0.8. All other parameters:
θ = 150, n = 5, r = 0.002, L = 500. The simulations are generated by the Monte
Carlo method.
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Figure 4.7: Phase diagram for the simplified model with oscillation in the low den-
sity phase. We plot Cv (4.3.30) in the plane. Under the chosen parameter configuration,
only HD and LD phases exist in the plane α, β ∈ [0, 1]. Black curve is the boundary
between the low density phase and high density phase. White dashed line divides the
low density phase into two parts (α = 0.1089, obtained from Figure 4.5B). I: protein
level stabilises. II: protein level oscillates. L = 500, n = 5, θ = 50, r = 0.002.
In Figure 4.4A/B, we show a simulation of the phase diagram for the simplified model.
We can see that the boundaries (black lines) are shifted compared to the boundaries for
the standard TASEP (white lines). The low density phase is extended at the expense of
the high density phase and the maximal current phase. The simulation results do show
different behaviours in different phases. By fixing β and varying α systematically, the
system undergoes LD-HD and LD-MC phase transitions. The phase transitions are
shown in Figure 4.4C/D. The simulation agrees with the mean field solution well. In
this example, the oscillation cannot occur. From Figure 4.5A, we can see that given
the specific parameter configuration, the condition (4.3.25) can never be satisfied. We
picked a set of parameter configurations from each phase shown in Figure 4.4, and ob-
tained typical simulations for the simplified model. The simulation results are shown
in Figure 4.6. The average of stochastic simulations reaches the mean field approxi-
mation eventually. The protein levels stabilise.
However, we have known that in the low density phase, oscillation can occur. For
example, given the parameter configuration θ = 50, r = 0.002, n = 5, L = 500, for
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Figure 4.8: Simulation and power spectrum for the simplified model in the low
density phase. Protein number is plotted as a function of time. Black lines are the av-
erages of the 5000 realizations of stochastic simulations. Grey lines are 20 realizations
of stochastic simulations, green line is one of them. Red dashed lines are mean field
N∗. Typical simulation (A) and the corresponding power spectrum (C) from the region
I shown in Figure 4.7. α = 0.05, β = 0.7, n= 5, θ = 50, r = 0.002, L= 500. Typical
simulation (B) and the corresponding power spectrum (D) from the region II shown in
Figure 4.7. α = 0.5, β = 0.7, n = 5, θ = 50, r = 0.002, L = 500.
α > 0.1089, the condition for Hopf bifurcation (4.3.25) is satisfied (see Figure 4.5B).
Thus, oscillation occurs when α > 0.1089. We show the phase diagram under this
parameter configuration in Figure 4.7. We used a standardised quantity, coefficient of
variation, to measure the dispersion of the simulation. The coefficient of variation is
defined as:
Cv =
σ
µ
, (4.3.30)
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Figure 4.9: Stochastic simulations for the limiting case. Grey lines are 20 realiza-
tions of the stochastic simulations and green line is one of them. Black curve is the
average of the 5000 realizations of stochastic simulations. Red dashed line is y = θ .
α = 0.3, β = 0.7, θ = 50, L = 500, r = 0.002.
where σ is the standard deviation, and µ is the mean of the protein level. Intuitively,
Cv for oscillatory simulation is higher than Cv for stable simulation. From Figure 4.7,
we do observe that α = 0.1089 divides the low density phase into two regions. In
region I, Cv is low. In region II, Cv is high. In Figure 4.8, we show typical simulation
and corresponding power spectrum from the region I and II. From Figure 4.8A/C, we
observe that in region I, the average of simulations tends to a stable level which given
by the mean field solution and the corresponding power spectrum shows a broad band.
Thus, in region I, protein levels stabilise. From 4.8B/D, we observe that in region
II, the average of simulations displays a oscillatory behaviour and the corresponding
power spectrum gives peaks. Thus, in region II, protein levels oscillate.
4.4 A Limiting Case
In the previous section, we affirmed the existence of the oscillation in the low density
phase. However, there is very little we can do to determine the period and amplitude
of the oscillation. In this section, we consider a limiting case of n→∞. We are able to
write down exact expressions of the period and amplitude for the limiting model, then
to provide a qualitative understanding for the general model.
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As n→ ∞, the effective ribosome binding rate (4.3.4) can be approximated by:
αe f f = αH(θ −N), (4.4.1)
where H(x) is the Heaviside function. A typical oscillation example is shown in Fig-
ure 4.9. In this limiting case, after the protein level passes through θ , the translation
initiation is switched off/on. However, it takes some time for the ribosome to undergo
the elongation process and the termination. Thus, a time delay T is introduced for the
system to react to the switching off/on of the translation initiation. The delay T ∝ L,
where L is the length of the lattice. Particularly, S ∝ α(1−α) since the oscillation
only occurs in the low density phase. In order to perform mathematical analysis, we
develop the following simple deterministic DDE model:
dN(t)
dt
= SH
(
θ −N(t−T ))− rN(t). (4.4.2)
Next we attempt to obtain the period and the amplitude of the oscillation in (4.4.2).
Starting with N(0) = 0, N(t) increases with time. Suppose that at time tc1, N(tc1) = θ .
Then H
(
θ −N(t−T ))= 1 during t ∈ [0, tc1+T ]. The following ODE:
dN(t)
dt
= S− rN(t), N(0) = 0, (4.4.3)
has the solution: N(t) = S
(
1− e−rt)/r. Thus, N(tc1) = S(1− e−rtc1)/r = θ , and we
have tc1 =− ln
(
1−θr/S)/r.
Let T0 = tc1 +T , then the protein number at t = T0 is N(T0) = Sr
(
1− e−rT0
)
. Since
N(T0)> θ , so after that, H
(
θ −N(t−T ))= 0 and the protein number starts decreas-
ing. Suppose that at time tc2, N(tc2) = θ and:
dN(t)
dt
=−rN(t), t ∈ (T0, tc2+T ]. (4.4.4)
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The solution of (4.4.4) is N(t) = N(T0)e−r(t−T0). We have:
N(tc2) = N(T0)e−r(tc2−T0) = θ , =⇒ tc2 = 1r ln
(
N(T0)
θ
)
+T0.
Let T1 = tc2+T , then the protein number at t = T1 is N(T1)=N(T0)e−r(T1−T0). Suppose
at time tc3, N(tc3) = θ again and:
dN(t)
dt
= S− rN(t), t ∈ (T1, tc3+T ]. (4.4.5)
The solution of (4.4.5) is:
N(t) =
S
r
+
(
N(T1)− Sr
)
e−r(t−T1).
tc3 is then solved by:
N(tc3) =
S
r
+
(
N(T1)− Sr
)
e−r(tc3−T1) =⇒ tc3 = 1r ln
(
S− rN(T1)
S−θr
)
+T1.
Let T2 = tc3+T , then protein number at t = T2 is:
N(T2) =
S
r
+
(
N(T1)− Sr
)
e−r(T2−T1).
Now we write down the solution of N(T0), N(T1) and N(T2) in detail:
N(T0) =
S
r
(
1− e−rT0
)
=
S
r
(
1− e−r(tc1+T )
)
=
S
r
1− e
−rT+ln
1−θr
S

= Sr
(
1− e−rT
(
1− θr
S
))
,
N(T1) = N(T0)e−r(T1−T0) = N(T0)e−r(tc2+T−T0)
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= N(T0)e
−r
(
1
r ln
(
N(T0)
θ
)
+T0+T−T0
)
= N(T0)e−rT
θ
N(T0)
= θe−rT ,
N(T2) =
S
r
+
(
N(T1)− Sr
)
e−r(T2−T1) =
S
r
− S− rN(T1)
r
e−r(tc3+T−T1)
=
S
r
− S− rN(T1)
r
e
−r
(
1
r ln
(
S−rN(T1)
S−θr
)
+T1+T−T1
)
=
S
r
− S− rN(T1)
r
e−rT
S−θr
S− rN(T1) =
S
r
(
1− e−rT
(
1− θr
S
))
.
N(T0) = N(T2) indicates that the period of the oscillation is Tp = T2−T0:
Tp = T2−T0 = tc3+T −T0 = 1r ln
(
S− rN(T1)
S−θr
)
+T1+T −T0
=
1
r
ln
(
S− rN(T1)
S−θr
)
+ tc2+T +T −T0
= 2T +
1
r
ln
(
S− rN(T1)
S−θr
)
+
1
r
ln
(
N(T0)
θ
)
+T0−T0
= 2T +
1
r
ln
e−2rT + S2
(
1− e−rT
)
θr(S−θr)
 . (4.4.6)
Moreover, N(t)max = N(T2), N(t)min = N(T1), so the amplitude of the oscillation is
A = N(T2)−N(T1):
A = N(T2)−N(T1) = Sr
(
1− e−rT
(
1− θr
S
))
−θe−rT = S
r
(
1− e−rT
)
. (4.4.7)
Subsequently, we investigate how the parameters control the period and the amplitude.
Tp (4.4.6) is a composite function, we focus on the following term first:
Y = e−2rT +
S2
(
1− e−rT
)
θr(S−θr) . (4.4.8)
Taking derivatives of (4.4.8) with respect to S, T, θ , r, respectively:
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Figure 4.10: The period and the amplitude of the oscillation for the simplified
model. Average of simulations is plotted. (A) Changing with α . n = 10, L =
500, θ = 100, r = 0.001, β = 0.7, α = 0.15/0.2/0.5. (B) Changing with L. n =
5, θ = 50, r = 0.002, β = 0.7, α = 0.5, L = 300/500/700. (C) Changing with θ .
n = 10, L = 500, r = 0.001, β = 0.7, α = 0.5, θ = 10/70/150. (D) Changing with r.
n= 5, L= 500, θ = 20, β = 0.7, α = 0.3, r= 0.002/0.005/0.008. (E) Average of sim-
ulations (black curve) is damping while single realisation of simulation (see green and
brown) is oscillating. (F) Plotting (4.4.6) with respect to r. θ = 20, S = 0.25, T = 500.
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∂Y
∂S
=
S
(
1− e−rT
)
(S−2θr)
θr(S−θr)2 , > 0 if S > 2θr, < 0 otherwise,
∂Y
∂T
= e−rT r
(
S2
θr(S−θr) −2e
−rT
)
> e−rT r
(
S2
S2/4
−2
)
= 2e−rT r > 0,
∂Y
∂θ
=
S2
(
1− e−rT
)
(2θr−S)
θ 2r(S−θr)2 , > 0 if θ >
S
2r
, < 0 otherwise,
∂Y
∂ r
=−2Te−2rT +
S2
(
e−rT rT (S−θr)−
(
1− e−rT
)
(S−2θr)
)
θr2(S−θr)2 ,
however,
∂Y
∂ r
is hard to predict. Together with (4.4.6) and S ∝ α(1−α), T ∝ L, we
conclude that the period Tp decreases with α and θ first then increases with α and θ ;
increases with L. We need a numerical method to determine how Tp reacts to r. Taking
derivatives of (4.4.7) with respect to S, T, θ , r, respectively:
∂A
∂S
=
1
r
(
1− e−rT
)
> 0,
∂A
∂T
= Se−rT > 0,
∂A
∂ r
=
Se−rT
r2
(
1+ rT − erT
)
< 0.
We conclude that the amplitude A increases with α and L, decreases with r. A is
independent of θ .
The above conclusion of the period and the amplitude of the limiting case n→ ∞ can
be used to understand the period and the amplitude of the simplified model. In Figure
4.10, we show simulations to investigate the oscillations of the simplified model. From
Figure 4.10A, we observe that the period decreases first and then increases with α
and the amplitude increases with α . Figure 4.10B shows that a longer length of the
lattice L leading to a larger period and a larger amplitude. Figure 4.10C illustrates
that with the increasing of θ , the period is decreasing first and then increasing. From
Figure 4.10D, we see that the period decreases with r first and then increases (just
as Figure 4.10F shows), the amplitude decreases. Note that we observe that some
averages of simulations are damped because of the shift of the oscillation phases due
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to stochasticity, as Figure 4.10E shows. Though we have no quantitative prediction for
the period and the amplitude, we do obtain qualitative prediction.
4.5 Conclusion
In this chapter, we studied a general case of feedback in which the translation process
is repressed by proteins produced from that mRNA itself. Proteins first form protein
complexes (we assumed protein complex formation is much faster than all the other
biochemical reactions we considered in the model), then compete with ribosomes for
binding to the ribosome binding site. The Monte Carlo method was used to obtain
simulations. We found that in our model, protein level either stabilises or oscillates.
To perform a mathematical analysis to obtain a basic understanding of the model, we
simplified the model using some assumptions and approximations.
We assumed that protein complex binding/unbinding process is much faster than ribo-
some binding/unbinding to the ribosome binding site. nP ·RBS was assumed to be in
instantaneous equilibrium. Thus, the ribosome binding site was either occupied by a
protein complex, or was free for ribosome to bind to. We applied equilibrium approx-
imation on protein complex binding/unbinding process and obtained the probability
that the ribosome binding site was free. We defined the effective ribosome binding site
using that probability, and αe f f was given in (4.3.4). The simplified model was there-
fore a TASEP, whose ribosome binding rate was regulated by protein level. Mean field
analysis was performed. The phase diagram of the simplified model is reshaped, the
low density phase is extended at the expense of the high density phase and the max-
imal current phase. The impact factor,
1
θr
, is a key quantity in the simplified model.
The impact factor measures the significance of the feedback. The larger the impact
factor, the greater the effect the feedback has on the system. With the decreasing of
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the impact factor, the simplified model degenerates to the standard TASEP eventually.
In the high density phase and the maximal current phase, feedback does not affect the
properties of the system. To be more precise, the system has the same properties as
the TASEP without feedback. Protein level stabilises in these two phases. In the low
density phase, we used a DDE model to gain a basic understanding of the basic dy-
namics. When n> 1 and condition (4.3.25) is satisfied, the system can have oscillatory
behaviour.
To provide qualitative understanding of the period and the amplitude of the oscillation,
we considered a limiting case of n→ ∞. The effective ribosome binding rate was
approximated by the Heaviside function: αe f f = αH(θ−N). Oscillatory protein level
can occur. The oscillation is due to the switching on/off of the translation when the
protein level passes the threshold level, θ . A DDE model was developed to estimate the
amplitude and the period of the oscillation. Results indicate that (i) with the increasing
of α , the period decreases first and then increases, the amplitude increases; (ii) the
period and the amplitude increase with L; (iii) with the increasing of θ , the period
decreases first and then increases, the amplitude is independent of θ ; (iv) with the
increasing of r, the period decreases first and then increases, the amplitude decreases.
In the following chapter, we will consider a more complicated case of feedback. The
translation process is repressed by the protein level on the one hand, and is promoted
by ribosome recycling by forming a ‘closed loop’.
Chapter 5
The Role of Auto-Negative Feedback
and Ribosome Recycling in Regulating
Translation
5.1 Introduction
As we mentioned in Chapter 1, the 3’ end of an eukaryotic mRNA contains a structure
called poly(A) tail, consisting of multiple adenosine monophosphates. Poly(A) binding
protein (PABP) can bind to the poly(A) tail and further be bound by the 5’ end of the
mRNA, resulting in a ‘closed loop’ to enhance the efficiency of the translation process.
In the 5’ untranslated region (UTR) of a PABP mRNA, there commonly exists an A-
rich sequence. Overexpression of PABP can down-regulate its own mRNA translation
by binding to the A-rich sequence [81, 85, 91, 110, 144]. The autoregulation may
be due to an interference with the translation initiation [4]. Essentially, Marshall et
al. [104] assumed that ribosomes could be recruited directly from the stop codon to
the start codon of the mRNA to initiate translation. In this chapter, we first give an
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Figure 5.1: Model of translation with ribosome recycling. Ribosome on site L can
move into site 1 at rate k to re-initiate translation process if S1 = 0, or alternatively, it
detaches from site L and enters into the particle reservoir. Please refer to the text for
further detail. Schematic reproduced from [104].
introduction to the model of translation with ribosome recycling developed in [104].
By incorporating the autoregulation into this model, we develop a model of translation
with ribosome recycling and auto-negative feedback.
5.2 Translation with Ribosome Recycling
In this section, we summarise the main results of the model in [104]. The schematic is
shown in Figure 5.1. Ribosomes bind to site 1 at rate α if S1 = 0, and jump from site
i to site i+ 1 if Si+1 = 0. Ribosome on site L either detaches at rate β and enters the
reservoir or moves into site 1 at the recycling rate k (if S1 = 0) to re-initiate the trans-
lation process. Thus, in this model, the effective ribosome binding rate and effective
ribosome exit rate can be derived as:
αe f f = α+ kρL, βe f f = β + k (1−ρ1) . (5.2.1)
Applying the mean field framework of the TASEP, one can obtain the following results.
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Low density phase. Substituting ρ1 = αe f f and ρL = αe f f
(
1−αe f f
)
/βe f f (see
Lemma 2.5) into (5.2.1) yields:
αe f f = α+ k
αe f f
(
1−αe f f
)
β + k
(
1−αe f f
) =⇒ αe f f = α(β + k)β +αk ,
and
βe f f = β + k
(
1−αe f f
)
= β + k
(
1− α(β + k)
β +αk
)
.
JLD = αe f f
(
1−αe f f
)
and ρLD = αe f f yields:
JLD =
αβ (β + k)(1−α)
(β +αk)2
, ρLD =
α(β + k)
β +αk
. (5.2.2)
In the low density phase, αe f f < βe f f and αe f f <
1
2
, substituting αe f f and βe f f into
these inequalities yields:
α <

β if 2β + k < 1,
β
2β + k
otherwise.
(5.2.3)
High density phase. Substituting ρ1 = 1−βe f f
(
1−βe f f
)
/αe f f and ρL = 1−βe f f
(see Lemma 2.6) into (5.2.1) yields:
βe f f = β + k
1−(1− βe f f (1−βe f f )
α+ k
(
1−βe f f
))
 =⇒ βe f f = β (α+ k)α+ kβ ,
and
αe f f = α+ k
(
1−βe f f
)
= α+ k
(
1− β (α+ k)
α+ kβ
)
.
JHD = βe f f
(
1−βe f f
)
and ρHD = 1−βe f f yields:
JHD =
αβ (α+ k)(1−β )
(α+ kβ )2
, ρHD =
α(1−β )
α+ kβ
. (5.2.4)
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In the high density phase, βe f f < αe f f and βe f f <
1
2
, substituting αe f f and βe f f into
these inequalities yields:
α >

β if 2α+ k < 1,
kβ
1−2β otherwise,
β <
1
2
. (5.2.5)
Maximal current phase. Substituting ρ1 = 1− 14αe f f and ρL =
1
4βe f f
(see Lemma
2.8) into (5.2.1) yields:
βe f f = β + k
1−(1− 1
4
(
α+ k/4βe f f
))
 =⇒ βe f f = β +
√
β
(
β +
k
α
)
2
,
and
αe f f = α+ k
1
4βe f f
= α+
k
2
β + √β (β + k
α
) .
In the maximal current phase,
JMC =
1
4
, ρMC =
1
2
. (5.2.6)
Substituting αe f f and βe f f into the condition for the maximal current αe f f , βe f f >
1
2
yields:
α
2α+ k
6

β 6 kα
1−2α if α+ k <
1
2
,
β otherwise.
(5.2.7)
The current and the average density for all the phases are therefore given by (5.2.2),
(5.2.4) and (5.2.6). The boundaries are given by (5.2.3), (5.2.5) and (5.2.7). The
reshaped phase diagram is shown in Figure 5.2A. The translation model with ribosome
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Figure 5.2: Phase diagram for the translation model with ribosome recycling. (A)
Phase diagrams for different recycling rate k. (B) Average density simulated for k =
0.4, L = 500. Figure reproduced from [104].
recycling degenerates into the standard TASEP for k = 0. Moreover, the maximal
current phase is extended at the expense of the low density phase and the high density
phase. In this case, mRNA can access to optimal protein production rate for much
lower α and β compared to the standard TASEP. An simulation sample is shown in
Figure 5.2B, the simulation is in good agreement with the mean field solutions.
5.3 Model of Translation with Ribosome Recycling and
Auto-Negative Feedback
Now we develop a model of translation with ribosome recycling and auto-negative
feedback by extending the above model. In this model, there is a competition on the
ribosome binding site of an mRNA between ribosomes and proteins produced from
that mRNA itself. Following (4.3.4) defined for the model of translation with auto-
negative feedback in Section 4, we now define:
α0 =
α
1+
(
N
θ
)n . (5.3.1)
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Figure 5.3: Model of translation with ribosome recycling and auto-negative feed-
back. Ribosome on site L moves into site 1 at rate k to re-initiate translation process
if S1 = 0, or alternatively, it detaches from site L and enters into the particle reservoir,
both produce a protein (indicated by red dashed arrows). The ribosome binding rate is
mediated by protein level, and is denoted by α0. Proteins are removed at rate r.
Thus, ribosomes bind to site 1 at rate α0, ribosome on site i moves to site i+1 at rate γ
if site i+1 is vacant. Unless otherwise stated, γ = 1 in our model. Ribosome on site L
moves into site 1 (if site 1 is vacant) at rate k and a protein is produced, or alternatively,
moves into the ribosome reservoir at rate β and a protein is produced. Proteins are
removed at rate r. From these set up, we are able to derive general expression for
effective ribosome binding rate and effective ribosome exit rate:
αe f f = α0+ kρL =
α
1+
(
N
θ
)n + kρL, βe f f = β + k(1−ρ1). (5.3.2)
We use the Monte Carlo method to simulate the model. We construct another artificial
site L+ 1, which is a copy of site L. If site L+ 1 is chosen, then ribosome recycling
can take place. The algorithm is as follows:
1. Initialize TASEP: Si = 0, i ∈ [1, L], N = 0 and t = 0, set a MCS, τ ,
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2. Randomly choose a site:
1©: If site 0 is chosen and S1 = 0, draw a uniform (0, 1) random number
ξ : if ξ < α0τ , set S1 = 1;
2©: If site i, i ∈ [1, L− 1] is chosen, and Si = 1, Si+1 = 0, set Si = 0,
Si+1 = 1;
3©: If site L is chosen and SL = 1, draw a uniform (0, 1) random number
ξ : if ξ < βτ , set SL = 0;
4©: If site L+1 is chosen and SL = 1, S1 = 0, draw a uniform (0, 1) random
number ξ : if ξ < kτ , set SL = 0 and S1 = 1,
3. Repeat step 2 for L+2 times,
4. Set c= 0 (as a counter) and repeat the following procedure N times for protein
removal: draw a uniform (0, 1) random number ξ : if ξ < rτ , set c = c+1,
5. Set N = N− c and t = t+ τ , repeat step 2−3 or else stop the process.
In following three subsections, we perform mean field analysis for all phases in turn. In
the low density phase, we find a special case of oscillation. In the high density phase,
we find a special case of bistable switching.
5.3.1 Maximal Current Phase
In the maximal current phase, we have the following mean field solutions:
ρ1 = 1− 14αe f f , ρL =
1
4βe f f
, N =
1
4r
. (5.3.3)
Substituting (5.3.3) into (5.3.2) yields:
βe f f = β + k(1−ρ1) = β + k
1−(1− 1
4αe f f
)= β + k
4
1
αe f f
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= β +
k
4
1
α
1+
(
1/(4θr)
)n + k4βe f f
= β +
k
4α(4θr)n
(4θr)n+1
+
k
βe f f
= β +
kβe f f
(
(4θr)n+1
)
4n+1α(θr)nβe f f + k
(
(4θr)n+1
) ,
multiply 4n+1α(θr)nβe f f + k
(
(4θr)n+1
)
at the both sides:
4n+1α(θr)nβ 2e f f + kβe f f
(
(4θr)n+1
)
=β
(
4n+1α(θr)nβe f f + k
(
(4θr)n+1
))
+ kβe f f
(
(4θr)n+1
)
,
therefore, we obtain a quadratic equation for βe f f ,
4n+1α(θr)nβ 2e f f −4n+1αβ (θr)nβe f f − kβ
(
(4θr)n+1
)
= 0.
Subsequently,
βe f f =
4n+1αβ (θr)n±
√(
4n+1αβ (θr)n
)2
+4 ·4n+1α(θr)nkβ ((4θr)n+1)
2 ·4n+1α(θr)n
=
1
2
β ±
√
β 2+
kβ
(
(4θr)n+1
)
4nα(θr)n
 .
Since we require βe f f to be positive and
√
β 2+
kβ
(
(4θr)n+1
)
4nα(θr)n
> β , therefore:
βe f f =
1
2
β +
√√√√√β
β + k
α
(
1+
(
1
4θr
)n)
 . (5.3.4)
Then αe f f is easy to obtain,
αe f f =
α
1+
(
N
θ
)n + kρL = α
1+
(
1
4θr
)n + k4 1βe f f
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=
α
1+
(
1
4θr
)n + k
2
β +
√√√√√β
β + k
α
(
1+
(
1
4θr
)n)

. (5.3.5)
In the maximal current phase, the average density and the current are ρ =
1
2
and J =
1
4
.
Next we consider the phase diagram boundary for the maximal current phase. Knowing
that in the maximal current phase, αe f f , βe f f >
1
2
, we have:
βe f f =
β +
√√√√√β
β + k
α
(
1+
(
1
4θr
)n)
2
> 1
2
,
so
√√√√√β
β + k
α
(
1+
(
1
4θr
)n)> 1−β . Since 1−β > 0 for β < 1, we have
β 2+
k
α
(
1+
(
1
4θr
)n)
β > 1−2β +β 2, k
α
(
1+
(
1
4θr
)n)
+2
β > 1,
therefore,
β > α
2α+ k
(
1+
(
1
4θr
)n) , (5.3.6)
and
αe f f =
α
1+
(
1
4θr
)n + k
2
β +
√√√√√β
β + k
α
(
1+
(
1
4θr
)n)

> 1
2
,
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namely,
k
2
β +
√√√√√β
β + k
α
(
1+
(
1
4θr
)n)

> 1
2
− α
1+
(
1
4θr
)n . (5.3.7)
If
1
2
− α
1+
(
1
4θr
)n 6 0, i.e., α > 12
(
1+
(
1
4θr
)n)
, then (5.3.7) is always true.
If α <
1
2
(
1+
(
1
4θr
)n)
, we have:
k > 2
12 − α
1+
(
1
4θr
)n

β +
√√√√√β
β + k
α
(
1+
(
1
4θr
)n)
 ,
subsequently,
k−
1− 2α
1+
(
1
4θr
)n
β >
1− 2α
1+
(
1
4θr
)n

√√√√√β
β + k
α
(
1+
(
1
4θr
)n)> 0.
(5.3.8)
From (5.3.8), we have a weak condition, k−
1− 2α
1+
(
1
4θr
)n
β > 0, which can
be rewritten as:
β <
k
1+
(
1
4θr
)n
−2α
(
1+
(
1
4θr
)n)
. (5.3.9)
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Squaring the both sides of (5.3.8) yields:
k2−2
1− 2α
1+
(
1
4θr
)n
βk+
1− 2α
1+
(
1
4θr
)n

2
β 2
>
1− 2α
1+
(
1
4θr
)n

2
β 2+
1− 2α
1+
(
1
4θr
)n

2
kβ
α
(
1+
(
1
4θr
)n)
,
therefore,
k2 >
1− 2α
1+
(
1
4θr
)n
βk
2+
1− 2α
1+
(
1
4θr
)n

1+
(
1
4θr
)n
α

=
1− 2α
1+
(
1
4θr
)n
βk
2+
1+
(
1
4θr
)n
α
−2
=
(
1+
(
1
4θr
)n
−2α
)
βk
α
,
So
β 6 αk
1+
(
1
4θr
)n
−2α
. (5.3.10)
We have two conditions for β , (5.3.9) and (5.3.10). Since
k
1+
(
1
4θr
)n
−2α
(
1+
(
1
4θr
)n)
− αk
1+
(
1
4θr
)n
−2α
=
k
1+
(
1
4θr
)n
−2α
(1+( 1
4θr
)n)
−α
> 0 (α < 1),
so if (5.3.10) is satisfied, (5.3.9) is automatically satisfied. We finally obtain the phase
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diagram boundary for the maximal current phase as follows:
α
2α+ k
(
1+
(
1
4θr
)n) 6

β 6 αk
1+
(
1
4θr
)n
−2α
if α <
1
2
(
1+
(
1
4θr
)n)
,
β otherwise.
(5.3.11)
5.3.2 Low Density Phase
In the low density phase, we have the following mean field solutions:
ρ1 = αe f f , ρL =
αe f f (1−αe f f )
βe f f
, N =
αe f f (1−αe f f )
r
. (5.3.12)
Substituting (5.3.12) into (5.3.2) yields:
αe f f =
α
1+
(
N
θ
)n + kρL = α
1+
(
αe f f (1−αe f f )
θr
)n + kαe f f (1−αe f f )βe f f
=
α
1+
(
αe f f (1−αe f f )
θr
)n + k αe f f (1−αe f f )β + k(1−αe f f ) .
Subtracting k
αe f f (1−αe f f )
β + k(1−αe f f ) from the both sides, we get:
αe f f − k αe f f (1−αe f f )β + k(1−αe f f ) =
α
1+
(
αe f f (1−αe f f )
θr
)n ,
βαe f f + kαe f f (1−αe f f )− kαe f f (1−αe f f )
β + k(1−αe f f ) =
α(θr)n
(θr)n+(αe f f (1−αe f f ))n ,
βαe f f
β + k(1−αe f f ) =
α(θr)n
(θr)n+(αe f f (1−αe f f ))n ,
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multiplying both sides by
(
β + k(1−αe f f )
)(
(θr)n+(αe f f (1−αe f f ))n
)
, we get:
βαe f f (θr)n+βαn+1e f f (1−αe f f )n = α(θr)nβ +α(θr)nk(1−αe f f ),
finally we obtain:
βαn+1e f f (1−αe f f )n+(θr)n(β +αk)αe f f −α(θr)n(β + k) = 0. (5.3.13)
In the low density phase, αe f f is the solution of (5.3.13) and βe f f = β + k
(
1−αe f f
)
.
The average density and the current are ρ = αe f f and J = αe f f
(
1−αe f f
)
. Next we
consider the conditions of the existence of αe f f and the phase boundary for the low
density phase. In the low density phase, αe f f < βe f f , αe f f <
1
2
. From αe f f < βe f f ,
we have:
αe f f < βe f f = β + k(1−αe f f ), =⇒ (1+ k)αe f f < β + k,
therefore
αe f f <
β + k
1+ k
. (5.3.14)
On the other hand, αe f f <
1
2
. Therefore αe f f < min
(
1
2
,
β + k
1+ k
)
.
If
β + k
1+ k
> 1
2
, i.e., 2β +2k> 1+k, 2β +k> 1, then αe f f <
1
2
. Define f = βαn+1e f f (1−
αe f f )n+(θr)n(β +αk)αe f f −α(θr)n(β + k), the derivative with respect to αe f f is
f ′ = (n+1)βαne f f (1−αe f f )n−nβαn+1e f f (1−αe f f )n−1+(θr)n(β +αk)
= βαne f f (1−αe f f )n−1
(
(n+1)(1−αe f f )−nαe f f
)
+(θr)n(β +αk)
= βαne f f (1−αe f f )n−1
(
1−αe f f +n(1−2αe f f )
)
+(θr)n(β +αk),
since both 1−αe f f and 1− 2αe f f are positive in
(
0,
1
2
)
, so f ′ > 0 in
(
0,
1
2
)
. f is
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increasing in
(
0,
1
2
)
. Moreover, f (0) =−α(θr)n(β +k)< 0. Therefore, the solution
of (5.3.13) exists if and only if f
(
1
2
)
> 0 (in this case, the solution is unique):
f
(
1
2
)
= β
(
1
2
)n+1(
1− 1
2
)n
+(θr)n(β +αk)
1
2
−α(θr)n(β + k)
=
β
2
(
1
4
)n
+(θr)n(β +αk)
1
2
−α(θr)n(β + k)
=
(θr)n
2
(
β
(
1
4θr
)n
+β +αk−2α(β + k)
)
=
(θr)n
2
β(1+( 1
4θr
)n)
−α(2β + k)
 ,
f
(
1
2
)
> 0 requires β
(
1+
(
1
4θr
)n)
−α(2β + k)> 0, namely,
α <
β
2β + k
(
1+
(
1
4θr
)n)
. (5.3.15)
If
β + k
1+ k
<
1
2
, i.e., 2β +k < 1, then αe f f <
β + k
1+ k
. Since f is increasing in
(
0,
1
2
)
and
f (0)< 0, so the solution of (5.3.13) exists if and only if f
(
β + k
1+ k
)
> 0 (the solution
is unique):
f
(
β + k
1+ k
)
= β
(
β + k
1+ k
)n+1(
1− β + k
1+ k
)n
+(θr)n(β +αk)
β + k
1+ k
−α(θr)n(β + k)
= β
(
β + k
1+ k
)n+1(1−β
1+ k
)n
+(θr)n(β +αk)
β + k
1+ k
−α(θr)n(β + k)
=
(β + k)(θr)n
1+ k
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n
+β +αk−α(1+ k)
)
=
(β + k)(θr)n
1+ k
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n
+β −α
)
> 0,
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which gives
α < β
(
1+
(
(β + k)(1−β )
θr(1+ k)2
)n)
. (5.3.16)
Overall, the phase diagram boundary for the low density phase are:
α <

β
(
1+
(
(β + k)(1−β )
θr(1+ k)2
)n)
if 2β + k < 1,
β
2β + k
(
1+
(
1
4θr
)n)
otherwise.
(5.3.17)
Special case of oscillation. Motivated by the oscillatory protein level in the low den-
sity phase for the model in Chapter 4, we now develop a delay differential equation
model to investigate oscillation for the model of translation with ribosome recycling
and auto-negative feedback. The effective ribosome binding rate is given by:
αe f f =
α
1+
(
N/θ
)n + kρL.
We use the mean field solution to approximate ρL, namely,
αe f f =
α
1+
(
N/θ
)n + kρL = α1+ (N/θ)n + k αe f f (1−αe f f )β + k(1−αe f f ) ,
subsequently, αe f f is constructed to be a function of protein number, N:
αe f f =
α(β + k)
αk+β
(
1+
(
N/θ
)n) . (5.3.18)
Following 4.3.16, we propose the following DDE model:
dN(t)
dt
=
α(β + k)
αk+β
(
1+
(
N(t−T )
θ
)n)
1−
α(β + k)
αk+β
(
1+
(
N(t−T )
θ
)n)
− rN(t).
(5.3.19)
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The steady state of (5.3.19), N∗, is the solution of:
R(N) =
α(β + k)
αk+β
(
1+
(
N
θ
)n)
1−
α(β + k)
αk+β
(
1+
(
N
θ
)n)
− rN = 0. (5.3.20)
We now check if N∗ exists within
(
0,
1
4r
)
. Taking derivative of R(N) with respect to
N:
dR(N)
dt
=
1−
2α(β + k)
αk+β
(
1+
(
N
θ
)n)

d
dN

α(β + k)
αk+β
(
1+
(
N
θ
)n)
− r
=
1−
2α(β + k)
αk+β
(
1+
(
N
θ
)n)

−αβ (β + k)n
(
N
θ
)n
N
αk+β(1+(N
θ
)n)2
− r
=−B− r < 0,
where
B =
1−
2α(β + k)
αk+β
(
1+
(
N
θ
)n)

αβ (β + k)n
(
N
θ
)n
N
αk+β(1+(N
θ
)n)2
> 0. (5.3.21)
Hence, R(N) is decreasing with N. Moreover,
R(0) =
α(β + k)
αk+β
(
1− α(β + k)
αk+β
)
=
αβ (β + k)(1−α)
(αk+β )2
> 0,
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R
(
1
4r
)
<
1
4
− r · 1
4r
= 0.
Therefore, there exists a unique N∗. To check the stability of N∗, we consider a small
perturbation |δ (t)|  1. Substituting N(t) = N∗+ δ (t) into (5.3.19), using Taylor
expansion and further dropping the higher order term yields:
dδ (t)
dt
=−Bδ (t−T )− rδ (t). (5.3.22)
Suppose that δ (t) has a solution δ (t) = Aeλ t and substitute this solution into (5.3.22),
we get:
λ + r =−Be−λT . (5.3.23)
Any real solution λ of (5.3.23) is negative, since λ = −(r+Be−λT ) < 0. Suppose
that when T = Tc, the purely imaginary eigenvalues arise, i.e., λc = ±iω , Hopf bifur-
cation occurs. We suppose that ω is real and positive. Given that eix = cosx+ isinx,
substituting λ =±iω into (5.3.23) yields:
± iω+ r =−Be∓iωTc =⇒

r =−BcosωTc
ω = BsinωTc
. (5.3.24)
From (5.3.24), it follows that ω2 = B2 (sinωTc)2 = B2−B2 (cosωTc)2 = B2− r2. So
B2−r2 > 0 is required. Since B2−r2 = (B+r)(B−r), and B, r > 0, the sign of B2−r2
is determined by B− r. Using (5.3.20), (5.3.21), we are able to ascertain that:
B− r
=
1−
2α(β + k)
αk+β
(
1+
(
N∗
θ
)n)

αβ (β + k)n
(
N∗
θ
)n
N
αk+β(1+(N∗
θ
)n)2
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− α(β + k)
N∗
αk+β(1+(N∗
θ
)n)
1−
α(β + k)
αk+β
(
1+
(
N∗
θ
)n)

=
αβ (β + k)αk+β(1+(N∗
θ
)n)3
g
((
N∗
θ
)n)
,
where
g
((
N∗
θ
)n)
=β (n−1)
(
N∗
θ
)2n
− (β +αk)(1−α)
+
(
β (α+n−2αn−2)− (n+1)αk)(N∗
θ
)n
. (5.3.25)
Hence, the sign of B− r is determined by g
((
N∗
θ
)n)
, which is a quadratic function
of
(
N∗
θ
)n
. First, we notice that if n = 1, g
((
N∗
θ
)n)
=
(−(α+1)β −2αk) N∗
θ
−
(β +αk)(1−α) < 0. Hence Hopf bifurcation cannot occur. Therefore, one require-
ment for Hopf bifurcation is that n > 1.
For n > 1, the discriminant of g
((
N∗
θ
)n)
is given by:
∆=
(
β (α+n−2αn−2)− (n+1)αk)2+4β (n−1)(β +αk)(1−α)> 0, (5.3.26)
provided n > 1 and α < 1.
Therefore, g
((
N∗
θ
)n)
= 0 has two distinct real roots:
(
N∗
θ
)n
±
=
−(β (α+n−2αn−2)− (n+1)αk)± √∆
2β (n−1) ,
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where ∆ is given in (4.3.23) and
(
N∗
θ
)n
−
is negative.
Hence, it is easy to conclude that g
((
N∗
θ
)n)
> 0 requires:
(
N∗
θ
)n
>
(
N∗
θ
)n
+
=
−(β (α+n−2αn−2)− (n+1)αk)+ √∆
2β (n−1) . (5.3.27)
From (5.3.20) and (5.3.27), it follows that:
α(β + k)
αk+β
(
1+
(
N∗
θ
)n
+
)
1−
α(β + k)
αk+β
(
1+
(
N∗
θ
)n
+
)

>
α(β + k)
αk+β
(
1+
(
N∗
θ
)n)
1−
α(β + k)
αk+β
(
1+
(
N∗
θ
)n)
> rθ n
√(
N∗
θ
)n
+
,
namely, a Hopf bifurcation can occur if:
θr <
α(β + k)
αk+β
(
1+
(
N∗
θ
)n
+
)
1−
α(β + k)
αk+β
(
1+
(
N∗
θ
)n
+
)

1
n
√(
N∗
θ
)n
+
.
(5.3.28)
5.3.3 High Density Phase
In the high density phase, we have the following mean field solutions:
ρ1 = 1− βe f f (1−βe f f )αe f f , ρL = 1−βe f f , N =
βe f f (1−βe f f )
r
. (5.3.29)
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Substituting (5.3.29) into (5.3.2) yields:
βe f f = β + k(1−ρ1) = β + k
1−(1− βe f f (1−βe f f )
αe f f
)
= β + k
βe f f (1−βe f f )
α
1+
(
N
θ
)n + kρL = β +
kβe f f (1−βe f f )
α
1+
(
βe f f (1−βe f f )
θr
)n + k(1−βe f f ) ,
Subtracting
kβe f f (1−βe f f )
α
1+
(
βe f f (1−βe f f )
θr
)n + k(1−βe f f ) from the both sides, we get:
βe f f − kβe f f (1−βe f f )α
1+
(
βe f f (1−βe f f )
θr
)n + k(1−βe f f ) = β ,
αβe f f
1+
(
βe f f (1−βe f f )
θr
)n + kβe f f (1−βe f f )− kβe f f (1−βe f f )
α
1+
(
βe f f (1−βe f f )
θr
)n + k(1−βe f f ) = β ,
α(θr)nβe f f
(θr)n+
(
βe f f (1−βe f f )
)n
α(θr)n
(θr)n+
(
βe f f (1−βe f f )
)n + k(1−βe f f ) = β ,
α(θr)nβe f f
α(θr)n+ k(1−βe f f )
(
(θr)n+
(
βe f f (1−βe f f )
)n) = β ,
multiplying both sides by α(θr)n+ k(1−βe f f )
(
(θr)n+
(
βe f f (1−βe f f )
)n), we get:
α(θr)nβe f f = αβ (θr)n+ kβ (1−βe f f )(θr)n+ kββ ne f f
(
1−βe f f
)n+1
,
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we finally obtain:
kββ ne f f
(
1−βe f f
)n+1− (kβ +α)(θr)nβe f f +β (θr)n(α+ k) = 0. (5.3.30)
In the high density phase, βe f f is the solution of (5.3.30). The effective initiation rate
is then given by αe f f =
α
1+
(
βe f f (1−βe f f )
θr
)n +k(1−βe f f ). ρ = 1−βe f f and J =
βe f f (1−βe f f ). Next we consider the conditions of the existence of βe f f and the phase
boundary for the high density phase. In the high density phase, αe f f > βe f f , βe f f <
1
2
.
From βe f f <
1
2
, we have
1
2
> βe f f = β+k(1−ρ1)> β , namely, β < 12 in high density
phase.
βe f f = β + k(1−ρ1) = β + k
1−(1− βe f f (1−βe f f )
αe f f
)= β + kβe f f (1−βe f f )
αe f f
,
From αe f f > βe f f , we have
βe f f = β + k
βe f f (1−βe f f )
αe f f
< β + k(1−βe f f ) =⇒ (1+ k)βe f f < β + k,
subsequently,
βe f f <
β + k
1+ k
. (5.3.31)
On the other hand, βe f f <
1
2
, therefore, βe f f < min
(
1
2
,
β + k
1+ k
)
.
Define g= kββ ne f f
(
1−βe f f
)n+1−(kβ+α)(θr)nβe f f +β (θr)n(α+k), the derivative
with respect to βe f f is:
g′ = kβ
(
nβ n−1e f f
(
1−βe f f
)n+1− (n+1)β ne f f (1−βe f f )n)− (kβ +α)(θr)n
= kββ n−1e f f
(
1−βe f f
)n (n− (2n+1)βe f f )− (kβ +α)(θr)n,
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and the second derivative is:
g′′ =
(
kββ n−1e f f
(
1−βe f f
)n)′ (n− (2n+1)βe f f )− (2n+1)kββ n−1e f f (1−βe f f )n
= nkββ n−2e f f
(
1−βe f f
)n−1(2(2n+1)β 2e f f −4nβe f f +n−1) .
If
β + k
1+ k
> 1
2
, i.e., 2β + k > 1, then βe f f <
1
2
. We need to check the existence of the
solution of (5.3.30) in
(
0,
1
2
)
. The sign of g′′ is determined by the quadratic term
2(2n+1)β 2e f f −4nβe f f +n−1 which is associated with two roots:
β±e f f =
n
2n+1
±
√
2n+2
4n+2
.
Moreover,
β+e f f =
n
2n+1
+
√
2n+2
4n+2
=
2n+1
4n+2
+
√
2n+2−1
4n+2
=
1
2
+
√
2n+2−1
4n+2
>
1
2
,
and
β−e f f <
1
2
−
√
2n+2
4n+2
<
1
2
, β−e f f =
2n− √2n+2
4n+2
=
n−1
2n+
√
2n+1
> 0.
Thus, g′′ > 0 (g′ is increasing) in
(
0, β−e f f
)
and g′′ < 0 (g′ is decreasing) in
[
β−e f f ,
1
2
)
.
g′
(
β−e f f
)
is the maximum and
g′ (0) =−(kβ +α)(θr)n < 0,
g′
(
1
2
)
=−kβ 1
4n
− (kβ +α)(θr)n < 0.
If g′
(
β−e f f
)
< 0, then g′ < 0 (g is decreasing) in
(
0,
1
2
)
. Besides, g(0) = β (θr)n(α+
k) > 0. Thus, the solution of (5.3.30) g = 0 exists if and only if g
(
1
2
)
< 0, and the
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solution is unique.
If g′
(
β−e f f
)
> 0, then there are two solutions to g′ = 0. Let β 1e f f and β
2
e f f denote
the solutions and 0 < β 1e f f < β
2
e f f <
1
2
. Thus, g′ < 0 (g is decreasing) in
(
0, β 1e f f
)
∪(
β 2e f f ,
1
2
)
, g′ > 0 (g is increasing) in
(
β 1e f f , β
2
e f f
)
. Moreover, g(0) = β (θr)n(α +
k)> 0, and g
(
β 1e f f
)
is the local minimum. We have following cases.
(I) If g
(
β 1e f f
)
> 0, then g > 0 in
(
0, β 2e f f
)
and g is decreasing in
(
β 2e f f ,
1
2
)
. The
solution of (5.3.30) g = 0 exists if and only if g
(
1
2
)
< 0, and the solution is unique.
(II) If g
(
β 1e f f
)
< 0 and g
(
β 2e f f
)
< 0, then g < 0 in
(
β 1e f f ,
1
2
)
, there exists a unique
solution to (5.3.30) g = 0 in
(
0, β 1e f f
)
. In this case, g
(
1
2
)
< 0.
(III) If g
(
β 1e f f
)
< 0 and g
(
β 2e f f
)
> 0, then (5.3.30) g = 0 has three solutions if
g
(
1
2
)
< 0 or two solutions if g
(
1
2
)
> 0. If g
(
1
2
)
> 0, we have:
g
(
1
2
)
= kβ
(
1
2
)n(
1− 1
2
)n+1
− (kβ +α)(θr)n
(
1
2
)
+β (θr)n(α+ k)
=
(θr)n
2
(
kβ
(
1
4θr
)n
−α+2βα+βk
)
> 0,
which gives:
β >
α
2α+ k
(
1+
(
1
4θr
)n) . (5.3.32)
However, from (5.3.11), we find that (5.3.32) overlaps the maximal current phase.
βe f f <
1
2
and βe f f >
1
2
cannot be satisfied simultaneously. Thus there arises a con-
tradiction. Therefore, in this case, g
(
1
2
)
< 0 and there are three solutions to (5.3.30)
g = 0.
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Overall, for 2β + k > 1, the existence of the solution of βe f f requires g
(
1
2
)
< 0:
g
(
1
2
)
= kβ
(
1
2
)n(
1− 1
2
)n+1
− (kβ +α)(θr)n
(
1
2
)
+β (θr)n(α+ k)
=
(θr)n
2
(
kβ
(
1
4θr
)n
−α+2βα+βk
)
< 0,
which gives:
α >
kβ
(
1+
(
1
4θr
)n)
1−2β . (5.3.33)
Note that one or three solutions can be obtained.
If
β + k
1+ k
<
1
2
, i.e., 2β + k < 1, then βe f f <
β + k
1+ k
. Similar to the case for 2β + k > 1,
the existence of the solution of βe f f requires g
(
β + k
1+ k
)
< 0 and one or three solutions
can be obtained:
g
(
β + k
1+ k
)
=kβ
(
β + k
1+ k
)n(
1− β + k
1+ k
)n+1
− (kβ +α)(θr)nβ + k
1+ k
+β (θr)n(α+ k)
=kβ
(
β + k
1+ k
)n(1−β
1+ k
)n+1
− (kβ +α)(θr)nβ + k
1+ k
+β (θr)n(α+ k)
=(θr)n
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n k(1−β )
1+ k
− (β + k)(kβ +α)
1+ k
+β (α+ k)
)
=(θr)n
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n k(1−β )
1+ k
+
β (α+ k)(1+ k)− (β + k)(kβ +α)
1+ k
)
=(θr)n
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n k(1−β )
1+ k
+
αβk−αk+βk− kβ 2
1+ k
)
=(θr)n
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n k(1−β )
1+ k
+
kα(β −1)+ kβ (1−β )
1+ k
)
=(θr)n
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n k(1−β )
1+ k
+
k(β −α)(1−β )
1+ k
)
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=
(θr)nk(1−β )
1+ k
(
β
(
(β + k)(1−β )
θr(1+ k)2
)n
+β −α
)
< 0,
which gives
α > β
(
1+
(
(β + k)(1−β )
θr(1+ k)2
)n)
, (5.3.34)
Overall, the phase diagram boundaries for the high density phase are:
α >

β
(
1+
(
(β + k)(1−β )
θr(1+ k)2
)n)
if 2β + k < 1,
kβ
(
1+
(
1
4θr
)n)
1−2β otherwise,
β <
1
2
. (5.3.35)
5.3.4 Simulation and Discussion
The three phase diagram boundaries are given by (5.3.11), (5.3.17) and (5.3.35). The
phases meet at the point α =
1− k
2
(
1+
(
1
4θr
)n)
, β =
1− k
2
. For θr <
n√1− k
4 n
√
1+ k
,
1− k
2
(
1+
(
1
4θr
)n)
> 1 thus the maximal current phase vanishes.
We show a typical phase diagram in Figure 5.4. We use n= 1 for Figure 5.4. According
to the analysis above, it is known that for n= 1, there is no oscillation in the low density
phase and the solution of βe f f in the high density phase is unique. For the simulation
shown in Figure 5.4A, we fixed all the other parameters and varied k. As we can see, for
k = 0, we recover the phase diagram for the auto-negative feedback model developed
in Section 4, as would be expected. As k increases, the maximal current phase extends
at the expense of the low density and high density phase. This is because increasing
the ribosome recycling rate, k, promotes both αe f f and βe f f . Hence, the system can
achieve optimal protein production (maximal current phase) with much lower values of
α and β compared to the system without ribosome recycling. In Figure 5.4B, we fixed
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Figure 5.4: Typical phase diagram for the translation model with ribosome recy-
cling and auto-negative feedback. (A) For θr = 0.5 and different values of k. (B)
For k = 0.4 and different values of θr. (C) Average density and (D) current simulation
for θ = 100, r = 0.005, k = 0.4. Other parameters: n = 1, L = 500.
other parameters and varied θr. As we can see, for large θr (θr = 10), we recover
the phase diagram for the model developed by Marshall et al. [104], as expected.
As θr decreases, the low density phase extends at the expense of the high density
and maximal current phases. This is because decreasing θr reduces αe f f directly and
promotes βe f f indirectly. Hence, the system can achieve the low density phase with
larger α and smaller β compared to the system without auto-negative feedback. Figure
5.4C and D show simulation results for the average density and current, revealing a
good agreement between the mean field solution and simulation.
Next we consider the phase transitions. We are able to study how the average density
and the current change with the parameters. Fixing β and varying α systematically,
page 151 of 195
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
α
ρ
 
 
β = 0.2
β = 0.35
β = 0.5
A
0 0.2 0.4 0.6 0.8 10
0.05
0.1
0.15
0.2
0.25
α
J
 
 
β = 0.2
β = 0.35
β = 0.50.5 10.248
0.25
B
Figure 5.5: Typical phase transitions for the translation model with ribosome re-
cycling and auto-negative feedback. (A) For the average density. (B) For the current.
A zoom-in sub figure is provided. Solid lines are the mean field solutions, crosses are
the simulations. n= 1, k= 0.4, θ = 100, r= 0.005. β = 0.2 (balck, LD-HD), β = 0.35
(blue, LD-MC-HD), β = 0.5 (red, LD-MC).
the system can undergo a LD-HD transition, a LD-MC-HD transition and a LD-MC
transition. Importantly, for k = 1, the boundary between the low density phase and the
high density phase disappears, thus there is no LD-HD transition (see Figure 5.4A).
In Figure 5.5, we show three possible phase transitions. (I) LD-HD transition (black
in the figure). As α increases, so does the average density. The average density is
discontinuous at a critical point, beyond which the system enters the high density phase
from the low density phase. The current increases with α in the low density phase and
decreases with α in the high density phase. The current attains the maximum at the
critical point. That is due to the fact that in the low density phase, as α increases, αe f f
increases, leading to the increase of the average density and the current (see (5.3.2)
and (5.3.12)). Within the high density phase, αe f f keeps increasing with α , leading to
an increase of ρ1. Consequently, βe f f decreases. Thus, the average density increases
and the current decreases (see (5.3.2) and (5.3.29)). (II) LD-MC-HD transition (blue
in the figure). The average density increases with α in the low density and high density
phases, but exhibits a plateau in the maximal current phase (Figure 5.5A). The current
increases with α in the low density phase, exhibits a plateau in the maximal current
phase, and decreases with α in the high density phase (Figure 5.5B). The plateau is
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Figure 5.6: Typical phase diagram for the translation model with ribosome recy-
cling and auto-negative feedback: oscillation may occur. Black line is the boundary
between the low density phase and the high density phase. The maximal current phase
vanishes. The red dashed line divides the low density phase into two regions. In the
region above the red dashed line, oscillation can occur. The red dashed line is obtained
by solving (5.3.28). θ = 50, r = 0.002, k = 0.2, n = 5.
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Figure 5.7: Simulation for the low density phase of the translation model with
ribosome recycling and auto-negative feedback: oscillation may occur. Black lines
are the averages of the 5000 realizations of stochastic simulations. Grey lines are 20
realizations of stochastic simulations, green (blue) line is one of them. Red dashed
lines are the mean field solution αe f f
(
1−αe f f
)
/r, see (5.3.12). αe f f is obtained by
solving (5.3.13) (A) α = 0.8. (B) α = 0.2. (C) α = 0.05. β = 0.5, θ = 50, r =
0.002, k = 0.2, n = 5, L = 500.
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explained by the fact that in the maximal current phase, the average density is
1
2
and
the current is
1
4
. In the high density phase, αe f f keeps increasing with α , leading to
an increase of ρ1. Consequently, βe f f decreases and so does the current. (III) LD-MC
transition (red in the figure). The average density and the current increases with α in
the low density phase and exhibit a plateau in the maximal current phase.
It has been shown that in the low density phase, oscillatory behaviour can arise. We
display a typical phase diagram with the existence of oscillation in Figure 5.6. The
low density phase is divided into two regions by the condition (5.3.28). In the region
above the red dashed line, oscillation can occur. We chose three sets of parameters
to run the simulation, and present the results in Figure 5.7. Figure 5.7A/B exhibit
oscillations (α = 0.8/0.2, β = 0.5 is located in the oscillation region). However, we
find that the average of simulation gives damped behaviour, rather than the standard
oscillation. In 5.7B, we labelled two realisations of simulations with green and blue. It
is observed that a single realisation of simulation is oscillating while the phases of these
two realisations of simulation are shifted due to stochasticity, leading to a counteraction
to the amplitude. Figure 5.7C exhibits stable protein level (α = 0.05, β = 0.5 is located
in the stability region).
It has been shown that in the high density phase, βe f f can have one or three solutions.
We display a typical phase diagram with multiple solutions to βe f f in Figure 5.8A. In
the region bounded by the red dashed line, βe f f has three possible solutions. We fixed
β and varied α systematically to obtain the signal-response diagram Figure 5.8B/C.
Figure 5.8B shows the LD-HD transition of the average density, ρ . Figure 5.8C in-
dicates the LD-HD transition of the current, J. The signal-response diagrams give a
higher stable steady state branch, a lower stable steady state branch and an unstable
steady state branch, indicating that the system has three solutions within a range of
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Figure 5.8: Bistability in the high density phase of the translation model with ri-
bosome recycling and auto-negative feedback. (A) Phase diagram (partially shown).
In the region bounded by the red lines, bistability occurs. The red lines are obtained
by solving (5.3.30). Black line is the boundary between the low density phase and
the high density phase. (B) Signal-response for ρ with respect to α . β = 0.015. (C)
Signal-response for J with respect to α . β = 0.015. Red branches in (B) and (C)
indicate unstable steady states. (D) Simulation for the protein level, red dashed lines
are mean field solutions N, see (5.3.29), α = 0.77, β = 0.015. (E) Normalised protein
level (shown in (D)) and its corresponding average density 1−βe f f (shown as green).
θ = 21, r = 0.002, k = 0.8, n = 2, L = 500.
α . We notice that the current and the average density increase with α in the low den-
sity phase. As α increases, αe f f increases. In the low density phase, ρ = αe f f and
J = αe f f
(
1−αe f f
)
, this is why ρ, J are increasing with α . In the high density phase,
we observe a region where triple solutions of βe f f arise. In general, we find that as α
increases, the average density increases and the current decreases. From (5.3.2), we
see that αe f f keeps increasing with α , leading to an increase of ρ1. Consequently, βe f f
decreases. In the high density phase, ρ = 1− βe f f and J = βe f f
(
1−βe f f
)
. This is
the reason why ρ is increasing with α and J is decreasing with α . In Figure 5.8D,
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Figure 5.9: Histogram for the bistable switch. Run simulation for a long period
of time with the same parameters for the protein level shown in Figure 5.8D and the
corresponding histogram is plotted. Red bars are the frequencies for the steady states.
we present simulations for the protein level. The red dashed lines are the determin-
istic steady states. The upper and lower steady states are stable and the intermediate
steady state is unstable. We can see that due to the stochasticity, the protein level
shows a bistable switch between the two stable steady states. However, we can also
observe that during the transition between the stable steady states, the protein level
briefly stops at the unstable steady state before jumping to either the upper or the lower
stable steady states. We run the simulation for a long period of time and obtain the
corresponding histogram for the protein level shown in Figure 5.9. We can see that the
system shows a bimodal distribution centred at the two stable steady states. In Figure
5.8E, we compare the normalised protein level with the corresponding average density.
Higher average density gives a lower protein level. This can be explained as follows.
Due to the stochasticity, the high protein level may drop to a certain level, which re-
sults in a significant increase of αe f f , and subsequently ρ1. As a consequence, βe f f
decreases, leading to an increase of the average density and a decrease of the current,
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and thus protein level. Vice versa, the low protein level can rise to a certain level and
thus αe f f and ρ1 decreases significantly. As a consequence, βe f f increases, leading to
a decrease of the average density and an increase of the current (and protein level).
5.4 Conclusion
In this chapter, we studied a translation model with ribosome recycling and auto-
negative feedback that contains two novel features: (i) the effective ribosome bind-
ing/exit rate is enhanced by ribosome recycling, and (ii) the effective ribosome bind-
ing rate of a mRNA is negatively regulated by protein produced from itself. The phase
diagram for the translation model with ribosome recycling and auto-negative feedback
was derived by applying the mean field solution. Two quantities are important to the
phase boundaries. One is the ribosome recycling rate k. k is responsible for increas-
ing αe f f , βe f f to extend MC at the expense of LD and HD. The system can achieve
MC with lower α, β compared to the standard TASEP. The other one is θr. θr is re-
sponsible for depressing αe f f and promoting βe f f to extend LD at the expense of HD
and MC. In this model, the boundary between LD and HD can disappear for k = 1,
MC can vanish for θr <
n√1− k
4 n
√
1+ k
. On altering α and β appropriately, the system
undergoes LD-HD, LD-MC-HD, LD-MC transitions. In LD, the system can generate
oscillatory behaviour. We developed a DDE model to investigate these oscillation and
in particular, derived a condition for the existence of oscillations. In HD, the system
can generate bistable behaviour. J, ρ , and the protein level can switch between the two
stable states randomly. The oscillation and bistable switch behaviours are revealed in
our model. However, at present we have no biological evidence for these behaviours.
Thus, further experimental testing is required.
Chapter 6
Conclusions and Future Work
6.1 Conclusions
The translation process strongly affects cellular activities. Control of mRNA transla-
tion thus plays a pivotal role in the regulation of gene expression. In this thesis we
presented a combination of mathematical modelling and numerical simulation to study
and better understand the translation process. In order to do this we have taken a
stochastic modelling approach and developed three models of translation with differ-
ent regulatory factors. The first was a model of translation with mRNA degradation,
for which it was assumed that the mRNA degradation was initiated by a simple single
step. The second was a model of translation with auto-negative feedback, for which
we assumed that the ribosome binding was negatively controlled by protein produced
from its own mRNA. The last was a model of translation with ribosome recycling and
auto-negative feedback, in which the ribosome at the termination stage was assumed
to be able to access the ribosome binding site directly.
To provide a mathematical basis for the whole thesis, we gave an overview of the
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fundamental model, the TASEP, in Chapter 2. The exact and mean field steady state
solution of the TASEP were reproduced. Steps omitted in the original works [43, 44]
were completed to provide the reader with a more comprehensive understanding of the
results. We developed a linear approximation of transient state of the TASEP. The rate
of particles entering the lattice was approximated as follows. Before the steady state of
the entire lattice was reached, the rate of particles entering the lattice was determined
by the particle motion in the leftmost part of the lattice. We defined the leftmost part of
the lattice to be a sub-system with a particle binding rate, α , and a maximal exit rate,
1. Simulations suggested that the sub-system reached a steady state quickly and was
in the low density phase if α <
1
2
and in the maximal current phase if α > 1
2
. After the
steady state of the entire lattice was reached, the rate of particles entering the lattice
was given by the mean field solution of the current. The rate of the particles exiting the
lattice was mainly approximated by two stages. The first stage was during [0, L]. In
this stage, the rate of particles exiting the lattice was 0 because the very first ribosome
bound to the lattice required an expected time L to reach site L from site 1 so that there
was no particles leaving during [0, L]. The second stage was during [L, tc], where tc
was the time that the lattice reached the steady state. We assumed that the transient
exit rate linearly increased in this stage. We obtained tc using the argument that the
net number of particles added to the lattice during transient state can be approximated
by the total number of particles on the lattice in the steady state. We also provided a
description of the Gillespie SSA and the Monte Carlo method in turn.
In Chapter 3, we studied a model of translation with mRNA degradation. We as-
sumed that an mRNA in active translation is triggered to degrade by a simple single
step: degradosome binding. Two types of mRNA degradation were considered: track-
ing degradation and rapid degradation. Our aim was to ascertain how the different
degradation types affected protein production. We reported that the time that the de-
gradosome binding event occurred was exponentially distributed. Subsequently, we
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obtained the probability density functions for protein production from one mRNA dur-
ing its lifetime. For the tracking degradation, the results are summarised as follows.
In the low density phase, possible protein production is exponentially distributed. The
average protein production can be promoted by increasing the ribosome binding rate or
decreasing the degradosome binding rate. In the maximal current phase, possible pro-
tein production is also exponentially distributed. The average production is negatively
related to the degradosome binding rate and is independent of all the other parameters.
In the high density phase, we find that the protein production distribution is discontin-
uous at a critical point due to the change in the protein production rate. At the critical
point, a peak is observed in the probability density function, indicating a higher like-
lihood of producing this critical amount of protein than that of its neighbours. The
average protein production can be ramped up by increasing the ribosome exit rate and
the length of the mRNA or decreasing the degradosome binding rate. Moreover, for
α <
1
2
, increasing ribosome binding rate also leads to a rise in production. On average,
mRNA produces the most protein in the maximal current phase. If α <
1
2
, mRNA pro-
duces more protein in the low density phase than in the high density phase. If α > 1
2
,
protein production in the low density phase and in the high density phase cannot be
simply compared: determined by the value of β . For the rapid degradation, the most
exceptional observation is that there is a high probability of an mRNA producing no
proteins. This stems from the fact that mRNA can be rapidly degraded before the
first ribosome on that mRNA successfully terminates the translation process. For all
phases, decreasing the degradosome binding rate and the length of the mRNA lead to a
rise in production. More particularly, in the low density phase, the average production
is first increasing with the ribosome binding rate and then decreasing. In the high den-
sity phase, the average production increases with the ribosome exit rate. On average,
mRNA produces the most protein in the maximal current phase. Comparison between
the two mRNA degradation types shows that, given the same parameter configuration,
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mRNA with the tracking degradation always produce more protein than that with the
rapid degradation on average.
In Chapter 4, we studied a model of translation with auto-negative feedback control.
The translation initiation was assumed to be repressed by proteins produced from that
mRNA itself. We first considered the case where the negative feedback acted in a Hill
function way. The effective ribosome binding rate was derived as a function of protein
level. Applying the framework of the mean field solution of the TASEP, we were able
to obtain the following results. In this case, feedback is measured by an impact factor,
1
θr
, where θ is the Hill function parameter shown in (4.3.4) and r is the protein re-
moval rate. The larger the impact factor, the greater the effect the feedback has on the
system. In the limit θr→∞, the system degenerates to the standard TASEP. The phase
diagram of the model of translation with auto-negative feedback control is reshaped.
The low density phase is extended at the expense of the high density phase and the
maximal current phase. The maximal current phase vanishes for θr <
1
4
. In the high
density phase and the maximal current phase, feedback does not affect the properties
of the system. Namely, the same properties as the standard TASEP are obtained. The
protein level reaches a steady state in these two phases. In the low density phase, due
to the negative feedback and the intrinsic delay in the translation process, oscillatory
behaviour can arise. We developed a DDE model to better understand these oscilla-
tions. Analysis showed that a Hopf bifurcation occurs when the Hill coefficient n > 1
and certain condition for θr (4.3.25) is satisfied. Using these conditions, we were able
to divide the low density phase into two regions with or without oscillations. We next
considered a limiting case of n→ ∞. The effective ribosome binding rate was derived
as a Heaviside function. Oscillatory behaviour arises due to the switching on/off of the
translation process when the protein level passes the threshold level, θ . A DDE model
was developed to estimate the amplitude and the period of the oscillation. Qualitative
prediction for the period and the amplitude were obtained. Results indicate that (i) with
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the increasing of α , the period decreases first and then increases, while the amplitude
increases; (ii) the period and the amplitude increase with L; (iii) with the increasing of
θ , the period decreases first and then increases, while the amplitude is independent of
θ ; (iv) with the increasing of r, the period decreases first and then increases, while the
amplitude decreases.
In Chapter 5, we studied a model of translation with ribosome recycling and auto-
negative feedback. This model is an extension of the model in [104] and the model we
studied in Chapter 4. The terminating ribosome was assumed to reinitiate the transla-
tion at a recycling rate k. In addition, the effective ribosome binding rate was negatively
mediated by proteins produced from that mRNA itself. Effective ribosome binding/exit
rates were derived that allowed us to apply the framework of the mean field solution of
the TASEP. Two important quantities were found to reshape the phase diagram. One
is k, which is responsible for enhancing the effective ribosome binding/exit rate to ex-
tend the maximal current phase at the expense of the low density phase and the high
density phase. The other important quantity is the impact factor,
1
θr
, which is respon-
sible for depressing the effective ribosome binding rate and enhancing the effective
ribosome exit rate to extend the low density phase at the expense of the high density
phase and the maximal current phase. The boundary between the low density phase
and the high density phase disappears for k = 1 while the maximal current vanishes
for θr <
n√1− k
4 n
√
1+ k
. The system undergoes LD-HD, LD-MC-HD, LD-MC transitions
by fixing β and varying α systematically. In the maximal current phase, the proper-
ties of the system are the same as those in the TASEP. In the low density phase, due
to the negative feedback and the intrinsic delay in the translation process, oscillatory
behaviour can arise. Similar to the method followed in Chapter 4, a DDE model was
developed to investigate the conditions for the existence of the Hopf bifurcation: the
Hill coefficient n > 1 and a condition on θr (5.3.28). The low density phase is di-
vided into two regions with/without oscillations. In the high density phase, due to the
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nonlinear positive feedback, bistability arises. Stochastic simulation showed bistable
switching between two stable steady states.
In this thesis, we have used mathematical models to study the translation process and
its regulations. Each model focused on a particular regulation mechanism: mRNA
stability, auto-negative feedback control, and coupling ribosome recycling and auto-
negative feedback control. We have been able to better understand how protein is
produced and how protein production is controlled. Novel theoretical behaviours, such
as oscillation and bistable switching, have been revealed. However, no biological evi-
dence is available to support these findings as of now.
6.2 Future Work
6.2.1 Synchrony in Multiple mRNA Translation
In this thesis, we have studied the translation process by considering a single mRNA
using a TASEP method of investigation. However, in practice, multiple mRNAs un-
dergo translation at the same time. One future direction would be to consider multiple
mRNA translations. As we mentioned in Chapter 1, prokaryotic translation begins
while the mRNA is still being synthesised whilst in eukaryotes, mRNA has to be trans-
ported to the cytoplasm before translation [59, 105]. Therefore, in either case, time
lag between mRNA translations cannot be ignored. We begin the modelling of mul-
tiple mRNA translations by considering separate mRNAs with time lags. One may
argue that in the prokaryotes, the translation process may be substantially affected by
the coupling transcription process. However, it has been reported that in E. coli, the
transcription of mRNA proceeds at a maximal speed of about 40−80 bp/sec and that
translation is carried out at a maximal speed of about 20 aa/sec [42, 148]. Since every
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Figure 6.1: Synchrony translation of mRNAs. Red dashed/Black line is the average
of 5000 stochastic simulations of the first/second mRNA. Grey lines are 20 realizations
of simulations for each mRNA. Parameters: L = 500, α = 0.3, β = 0.7,θ = 50, n =
5, r = 0.002, ∆T = 3000.
three base pairs code for one amino acid, the speeds of transcription and translation are
nearly matched. Therefore we assume that the transcription process does not limit the
movement of ribosome during translation. So in essence, we can ignore transcription
altogether and just consider separate mRNAs. By introducing a time lag ∆T between
the two identical mRNAs (using the model in Section 4.3 for each individual mRNA),
we obtain the simulation shown in Figure 6.1. We find synchrony after some time.
This synchronisation can be explained by the following simple system of differential
equations that describe protein production:

dN1(t)
dt
= f
(
Ntot(t−∆t)
)− rN1(t),
dN2(t)
dt
= H(t−∆T ) f (Ntot(t−∆t))− rN2(t), (6.2.1)
where Ni(t) represents the number of protein from the ith mRNA, Ntot = ∑Ni, f is the
common production rate function, ∆T is the time lag between two mRNA trsnaaltions,
∆t is the intrinsic delay of translation and r is the protein removal rate. For t > ∆T ,
subtracting the lower sub equation from the upper sub-equation of (6.2.1) yields:
dΦ(t)
dt
=−rΦ(t), (6.2.2)
where Φ(t) =N1(t)−N2(t). It follows immediately that Φ(t) = Ae−rt . Therefore Φ(t)
tends to 0 as t tends to infinity, and synchrony arises.
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The synchronisation provides an understanding of how a cell coordinates its function
even without any further regulations. In the future, the synchrony model can be used
to investigate how the protein production reacts by introducing more mRNAs into the
system.
6.2.2 Another Application of TASEP: Ion Transport
The TASEP model method can be used to model many different phenomena besides
mRNA translation, for example, to model ion transport. A possible future direction
would be apply the TASEP method for potassium transport in the cell. The potas-
sium channels typically consist of two components: a filter, which selects and allows
potassium ions to pass, and a gate, which opens/closes the channel [49, 100]. The
filter can accommodate potassium ions at 4 sites at the extracellular side. In addition,
another two sites are designed for potassium ions to enter into or exit the membrane.
The ion transport can be modelled using techniques such as TASEP [26, 80, 130]. In
this section, we propose and study five alternative mechanisms for transport within
transmembrane potassium channels based on the TASEP framework. Our working hy-
pothesis is that movement of Potassium ions through the channel can be represented as
a six-step process. Figure 6.2 provides a schematic representation of this assumption.
We now provide further details of the assumptions behind this process.
1. Potassium ions pass through the membrane in a direction that takes them from
high concentrations to low concentrations.
2. Only potassium ions can pass through channel.
3. The channel comprises four internal sites S1− S4. There are two extra-channel
sites S0 and S5: potassium ions start at S0, pass through S1−S4, enter into S5 and
finally leave the membrane channel. The state of each of these sites is a random
page 165 of 195
Figure 6.2: Schematic of Potassium channel. Potassium ions pass through the mem-
brane from the high concentration side (intracellular) to low concentration side (extra-
cellular). Potassium ions can bind onto the sites labelled by S1− S4. Two extramem-
brane sites are represented S0,S5. Please refer to text for details.
variable: Si = 0 (empty) or 1 (occupied), i = 0..5. Note that only one ion can
occupy a site at any one time. Further experimental data suggests that S2 and S3
are always occupied.
4. The source of potassium ions within the cell is not limiting.
We now propose five models for how potassium ions pass through S0−S5. We refer to
these as (i) the TASEP, (ii) the Locust Model (iii) the Newton’s Cradle, (iv) the Push
Model and (v) the Water Model. The rules for each of these models are detailed as
follows:
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(i) TASEP We start with a simple model, a Totally Asymmetric Simple Exclusion
Process or TASEP. In this model, potassium ions move from an infinite source
to S0 at rate α . Subsequently, each ion can move to next site at a fixed (but not
necessarily equal) rate ri, i = 0, . . . ,4 and finally leave S5 at rate β . An ion can
only move from position j to j+1 if j+1 is free.
(ii) Locust Model The basic rules are as for the TASEP model. It is further assumed
that repulsion between ions enhances the hopping rate and thus additional rates
ei, i= 0, . . . ,4 are introduced. For instance, if S3 = 1, S2 = 0, the hopping rate of
the ion in S3 is r3; if S3 = 1, S2 = 1, the the hopping rate of the ion in S3 is then
now r3+e2. Hence, ions ‘leap forward’ as if pushed by (or jumping away from)
the ion behind. The one-directional nature of this added ‘force’ is assumed to be
a consequence of the potential difference across the channel.
(iii) Newton’s Cradle In this model, potassium ions move from an infinite source to
S0 at rate α . If S1 = 0, then this ion can move into S1 at rate r0. However, in
addition, if S1 = . . . = Sk = 1, k = 1,2,3,4 or 5, then like Newton’s Cradle, the
ions in sites S0−Sk−1 remain still, but the ion in Sk moves to next site. Thus the
ions in S1− S4 cannot move to next site by themselves. However, the ion in S5
can either be pushed or can simply leave at rate β .
(iv) Push Model In this model, ions can move into S0 at rate α . If S1 = 0, ion in S0
can move to S1 at rate r0. If S1 = . . . = Sk = 1, k = 1,2,3,4,5, then all the ions
in S0−Sk move forward to next site at rate r0 (pushed by the ion in S0).
(v) Water Model It is assumed that the channel operates by the alternate transfer
of water molecules and Potassium ions. Water molecules and Potassium ions
competitively bind onto the S0 site. The binding is successful if the first non-
empty site is occupied by the other species, e.g. a K-ion binding event at S0
is successful if a W-molecule occupies the first site. All subsequent movement
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Figure 6.3: Simulation results of the TASEP model. The average densities of Si, i =
0, . . . ,5 and S2S3 are displayed. Top sub figure is the results of the standard TASEP,
ri = 0.5, i= 0, . . . ,4, α, β are varying. Bottom is the results by varying α, r3, r0,12,4 =
0.5, β = 1.
rules follow the TASEP model.
Experimental data suggests that the sites S2 and S3 are occupied almost all the time. We
focus on investigating high occupation of S2S3. The simulation for the TASEP model
is shown in Figure 6.3. In the top sub figure, we vary α, β and fix ri = 0.5, i= 0, . . . ,4.
High densities of S2, S3, S2S3 are achieved when β is low. When β is low, ions queue
on the channel so that the densities are high. In the bottom sub figure, we vary α, r3,
similar results are obtained. Small r3 leads to the high average densities of S2, S3, even
S0, S1. Small r3 makes the site S3 to be a slow site. The ions queue on S0−S3.
The simulation of the Locust model is shown in Figure 6.4. All the average densities
are low. Of course we can MAKE the densities of S2, S3 high by setting α to be very
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Figure 6.4: Simulation result of the Locust model. The average densities of Si, i =
0, . . . ,5 and S2S3 are displayed. Fix ri = ei = 0.5, i = 0, . . . ,4, and vary α, β .
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Figure 6.5: Simulations of the Newton’s Cradle model. The average densities of
Si, i = 0, . . . ,5 and S2S3 are displayed. Top sub figure: r0 = 0.5, α, β are varying.
Bottom sub figure, β = 1, α, r0 are varying
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Figure 6.6: Simulations of the Push model. The average densities of Si, i = 0, . . . ,5
and S2S3 are displayed. Top sub figure: r0 = 0.5, vary α, β . Bottom sub figure: β = 1,
vary α, r0.
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Figure 6.7: Simulations of the Water model. The average densities of Si, i = 0, . . . ,5
and S2S3 are displayed. Top sub figure: r0 = 0.5, vary α, β . Bottom sub figure: β = 1,
vary α, r0.
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large and r3, e2 to be very small, i.e., to make the site S3 to be an artificial slow site.
The simulation of the Newton’s Cradle model is shown in Figure 6.5. In this model,
only α, β , r0 are involved. In the top sub figure, we fix r0 = 0.5 and vary α, β . The
average densities of S2, S3 are high, especially when α is small. Moreover, the average
densities of S2, S3, S2S3 are independent on β . Thereafter, we generate the simulation
by setting β = 1 and varying α, r0. From the bottom sub figure, we conclude that small
α and large r0 lead to the high average densities of S2, S3, S2S3. The simulation of the
Push model is shown in Figure 6.6. Similar to the Newton’s model, only α, β , r0 are
involved. Either varying α, β or varying α, r0 gives the same properties: the average
densities of S2, S3, S2S3 are 1, i.e., they are always occupied. In the Water model,
water and Potassium ion pass through the channel alternatively. Therefore, S2 and S3
can never be occupied by Potassium ions simultaneously. Just as Figure 6.7 shows.
We proposed five models. By choosing parameters carefully, we can achieve high
densities of S2, S3, S2S3 for the TASEP model and the Locust model. Specifically, in
the TASEP model, we can choose small r3 (or r4, β ), so that the ions queue on the
sites S0− S3 (or S0− S4, S0− S5, respectively). In the Locust model, we can choose
parameters to make a slow site. The slow site blocks the ions. For example, by setting
small r3, e2, S3 is made to be a slow site, ions queue on S0−S3, such that the average
densities of S2,S3 are high. In the Newton’s Cradle model and the Push model, the
average densities of S2, S3, S2S3 are dependent on α, r0. To achieve high densities, the
Newton’s Cradle model requires small α and large r0. In the Push model, the average
densities of S2, S3, S2S3 are always 1. In the Water model, S2 and S3 can never be
occupied by Potassium ions simultaneously. These models are developed to test the
hypotheses of the potassium transport mechanisms, the sites S2 and S3 are occupied
almost all the time. Though the four models (except the Water model) can all have
high average densities of S2, S3, S2S3, we need more biological information to support
these hypotheses.
Appendix A
Steady State: Mean Field
Approximation vs Exact Solution
In this appendix, we will show comparison between exact solution and mean field
approximation of TASEP for steady state.
The exact solution of TASEP is summarised as follows:
〈Si〉i<L =
l−1
∑
p=0
(2p)!
p!(p+1)!
〈W |CL−p−1|V 〉
〈W |CL|V 〉 +
〈W |Ci−1|V 〉
〈W |CL|V 〉
l+1
∑
p=2
(p−1)(2l− p)!
l!(l+1− p)! β
−p,
〈SL〉= 1β
〈W |CL−1|V 〉
〈W |CL|V 〉 , J =
〈W |CL−1|V 〉
〈W |CL|V 〉 ,
where l = L− i and
〈W |CN |V 〉=
N
∑
p=1
p(2N−1− p)!
N!(N− p)!
(
1
/
β
)p+1−(1/α )p+1(
1
/
β
)
−
(
1
/
α
) .
The mean field approximation is summarised in following table:
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Figure A.1: Comparison between exact solution and mean field approximation of
TASEP. Red circles are average density profiles over time from Monte Carlo simula-
tion. Blue lines are exact steady state solution of TASEP shown in Lemma 2.4. Black
lines are obtained by mean field recursion (2.2.5). (A) L= 30. (B) L= 85. (C) L= 500.
α = 0.1, β = 0.3.
Low density phase α < β , α < 1/2 ρ = α J = α(1−α)
High density phase α > β , β < 1/2 ρ = 1−β J = β (1−β )
Coexistence line phase α = β < 1/2 ρ = 1/2 J = α(1−α)
Maximal current phase α , β > 1/2 ρ = 1/2 J = 1/4
The comparison between exact solution and mean field approximation of TASEP is
shown in Figure A.1. We can see that the mean field approximation fits the exact
solution/simulation better with increasing of the size of TASEP L (L = 30/85/500 in
the figure). As mentioned in Chapter 2, the mean field approximation is valid with
sufficient large systems.
Appendix B
Rescale Real Time to Simulation Time
We rescale the time by the ribosome hopping rate γ . We take E.coli as the specific
example. Liang et.al reported that the average hopping rate is 22 amino acids per
second [96]. Therefore, the time unit of our simulation is
1
22
s. Let U be the time
unit. About 80% of all mRNAs have half lives between 3 and 8 min [14]. We take the
average 5.5 min. In passing, we comment on the relation between the mean life and
half life in biological processes. We assume that the object we study is denoted by X
and it decays exponentially with rate d:
dX(t)
dt
=−dX(t) =⇒ X(t) = X0e−dt , X0 = X(0).
Let Tm be mean life of X and Th be half life. We have known that Tm is 1/d. We are
able to solve Th by:
X(Th) = X0e−dTh =
1
2
X0,
and
Th = (ln2)/d = Tm ln2.
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Therefore the mean life time of mRNA is taken as 5.5/ ln2 min. To keep consistency
of the unit:
5.5
ln2
min =
5.5
ln2
×60s = 5.5
ln2
×60×22U≈ 104 U.
The average length of mRNA in prokaryotic cells is about 1000− 1500 nucleotides.
Each codon consist of three nucleotides, so average length of prokaryotic mRNA is
about 333−500 codons. We use L = 500 in our simulations.
Appendix C
Monte Carlo Code for TASEP in C
# i n c l u d e <s t d i o . h>
# i n c l u d e < s t d l i b . h>
# i n c l u d e <math . h>
# i n c l u d e <t ime . h>
# d e f i n e t r a n s i e n t 100000
# d e f i n e T 200000
# d e f i n e L 500
i n t prob ( double p )
{
double r , p r ;
r = drand48 ( ) ;
/ / p r i n t f (”% l f \n ” , r ) ;
i f ( r<p )
p r =1;
e l s e
pr =0;
re turn pr ;
}
175
page 176 of 195
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗ /
main ( i n t argc , char ∗ a rgv [ ] )
{
i n t i , j , k , s i t e , jump , t ;
double a lpha , be t a , p , rho [ L ] , mean rho [ ( T− t r a n s i e n t ) ] , J ,
d e l t a a l p h a , mean rho av ;
i n t p r o t e i n s , codon [ L + 1 ] ;
FILE ∗ f1 p ,∗ f 2 p ;
d e l t a a l p h a = 0 . 1 ;
b e t a = 0 . 7 ;
p = 1 . ;
s r a n d ( t ime (NULL ) ) ;
s r a n d 4 8 ( t ime (NULL ) ) ;
f o r ( a l p h a = 0 . 0 1 ; a lpha <1 .0 ; a l p h a = a l p h a + d e l t a a l p h a )
{
p r i n t f ( ” a l p h a=% l f \n ” , a l p h a ) ;
p r o t e i n s =0;
f o r ( i =0 ; i <(L + 1 ) ; i ++)
codon [ i ] = 0 ;
f o r ( i =0 ; i<L ; i ++)
rho [ i ] = 0 . ;
f o r ( t =0 ; t<T ; t ++)
{
f o r ( i =0 ; i<=L ; i ++)
{
s i t e = rand ( )%(L + 1 ) ;
i f ( s i t e ==0)
{
jump= prob ( a l p h a ) ;
page 177 of 195
i f ( jump==1 && codon [ 1 ] = = 0 )
codon [ 1 ] = 1 ;
}
i f ( s i t e ==L && codon [ s i t e ]==1)
{
jump= prob ( b e t a ) ;
i f ( jump ==1)
{
codon [ s i t e ] = 0 ;
i f ( t> t r a n s i e n t )
p r o t e i n s ++;
}
}
i f ( s i t e >0 && s i t e <L && codon [ s i t e ]==1)
{
jump= prob ( p ) ;
i f ( jump==1 && codon [ s i t e +1]==0)
{
codon [ s i t e ] = 0 ;
codon [ s i t e +1 ]=1 ;
}
}
}
i f ( t> t r a n s i e n t )
{
f o r ( k =0; k<L ; k ++)
i f ( codon [ k +1]==1)
rho [ k ] + + ;
mean rho [ t− t r a n s i e n t ] = 0 . ;
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f o r ( k =0; k<L ; k ++)
{
i f ( codon [ k +1]==1)
mean rho [ t− t r a n s i e n t ] + + ;
}
mean rho [ t− t r a n s i e n t ]=
mean rho [ t− t r a n s i e n t ] / ( 1 . ∗ L ) ;
}
}
mean rho av = 0 . ;
f o r ( t =0 ; t <(T− t r a n s i e n t ) ; t ++)
mean rho av = mean rho av +mean rho [ t ] ;
mean rho av = mean rho av / ( 1 . ∗ ( T− t r a n s i e n t ) ) ;
J = ( 1 .∗ p r o t e i n s ) / ( 1 . ∗ ( T− t r a n s i e n t ) ) ;
f 1 p = fopen ( ” a l p h a J r h o b e t a . d a t ” , ” a ” ) ;
f p r i n t f ( f1 p , ”%f \ t%f \ t%f \n ” , a lpha , J , mean rho av ) ;
f c l o s e ( f 1 p ) ;
f 2 p = fopen ( ” d e n s i t y p r o f i l e b e t a . d a t ” , ” a ” ) ;
f o r ( k =0; k<L ; k ++)
{
rho [ k ]= rho [ k ] / ( 1 . ∗ ( T− t r a n s i e n t ) ) ;
f p r i n t f ( f2 p , ”%l f \ t%d\ t%l f \n ” , a lpha , k , rho [ k ] ) ;
}
f p r i n t f ( f2 p , ”\n ” ) ;
f c l o s e ( f 2 p ) ;
}
re turn 0 ;
}
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