Abstract This paper provides a mathematical analysis of higher order variational methods and nonlinear diffusion filtering for image denoising. Besides the average grey value, it is shown that higher order diffusion filters preserve higher moments of the initial data. While a maximum-minimum principle in general does not hold for higher order filters, we derive stability in the 2-norm in the continuous and discrete setting. Considering the filters in terms of forward and backward diffusion, one can explain how not only the preservation, but also the enhancement of certain features in the given data is possible. Numerical results show the improved denoising capabilities of higher order filtering compared to the classical methods.
Introduction
Variational methods [3, 7, 34, 39] and nonlinear diffusion filtering [5, 35, 50] are two frequently used methods for image simplification and denoising. Variational approaches have first been proposed in the context of statistics as graduation method by Whittaker [53] in 1923 and became popular as regularisation method for inverse problems starting with the work by Tikhonov [44] in 1963. They have been introduced to the field of image processing by Bertero et al. [3] in 1988 and later on studied in many publications including [8, [37] [38] [39] . Linear diffusion filters have been introduced in image processing by Iijima in 1962 [24] , and the nonlinear counterparts by Perona and Malik [35] in 1990. Since the Perona-Malik filter yields results of high quality, it has given rise to many approaches based on partial differential equations for image processing [4, 5, 46, 50] . The high quality of the resulting images is accompanied and justified by interesting theoretical properties of nonlinear diffusion filtering like maximum-minimum principle, well-posedness results, average grey value invariance, and the existence of Lyapunov functionals [50] . In terms of local forward and backward diffusion it can be explained how these processes can adaptively smooth images regions and enhance edges [35] . The similarity of the results obtained by variational methods and diffusion filtering is not a coincidence: There are also close theoretical relationships between both method classes which habe been explained by Scherzer and Weickert [38] .
In practical results, Perona-Malik filters have one major drawback: Since the results contain piecewise constant regions, linear grey value transitions in the initial image are hard to recover. Usually the filters tend to oversegment them in constant stairs which gives rise to the name staircasing for this artefact. In Fig. 1 one can see a practical example for staircasing. The stopping time has been chosen such that the mean squared error with respect to the original image was minimised in this case. The visualisation shows some artificial stairs introduced by the second order total variation filter.
The most promising idea to overcome the problem of staircasing is to introduce higher derivative orders in the filter models [6, 10, 11, 13, 14, 25, 27, 28, 37, 47, 49, 55] . As an example, Fig. 2 shows some denoising results with the methods by You and Kaveh [55] and Lysaker et al. [28] . Recently, methods with higher order derivatives have also proved their usefulness for other computer vision applications like shape from shading [48] . Even if the motivation was different, interestingly already Whittaker's publication [53] from 1923 uses regularisation with higher derivatives.
So far, all of these methods have been presented independently from each other, and there is no general model for higher order approaches. Also an overview of properties that can be transferred from lower to higher order approaches is still missing. Additionally, most of the publications are more interested in modelling than in the numerical implementation.
The goal of the present paper is to present a general framework for variational methods and nonlinear diffusion filters for image processing with higher derivative orders. This framework includes several well-known filters as special cases. We explicitly deal with the discretisation of the higher order models. We investigate the properties of these models both in the continuous and discrete setting in comparison to the classical low-order case. Numerical examples juxtapose the practical behaviour of higher order filters with their classical low-order counterparts.
The paper is organised as follows: Sect. 2 introduces some necessary notations and shortly sketches the background on the calculus of variations. This knowledge will be immediately applied in the following Sect. 3 to characterise possible minimisers for a certain class of nonlinear higher order regularisation functionals. The necessary conditions for such minimisers are PDEs that directly lead us to higher order nonlinear diffusion equations. These are the central filter class this paper is concerned with. We will formulate possible discretisations for these diffusion equations in Sect. 4 and prove they have analogue properties than in the continuous setting. An interesting property, namely local feature enhancement, will be discussed in detail in Sect. 5. Some numerical results are displayed in Sect. 6 showing the behaviour of fourth order filtering and comparing the denoising capabilities with second order filters. The paper is concluded with a summary and an outlook in Sect. 7.
they will allow to prove some important properties of image filtering methods later on.
Let Ω ⊂ R n be an open set such that the boundary ∂Ω is piecewise smooth and x = (x 1 , . . . , x n ) T ∈ Ω. We start with a general variational functional
which depends on a function u : Ω −→ R and its partial derivatives up to the order p ∈ N. In the following, we will shortly write [x, u, p] := (x, u, Du, . . . , D p u) for the arguments of the integrand E. Let V := {x 1 , . . . , x n } be the set of variables and β = (β 1 , . . . , β p ) ∈ V p a vector of p components in this set. For a function u the partial derivative will be denoted by
The derivative order is then |β| := p. We explicitly do not use multiindices here, since we have to take care of the order of the derivatives for the boundary conditions. The reversal of β will be denoted byβ := (β p , . . . , β 1 ).
Having these notations at hand, we can formulate necessary conditions for a minimiser of E :
Proposition 1 (Euler-Lagrange Equations) A minimiser of the energy functional (1) necessarily satisfies the so-called Euler-Lagrange equations
Here, E D β u stands for the derivative of the energy functional E with respect to the formal variable D β u. This proof for this result can be found in [16, 18] , for example. If no other conditions are specified in advance by the model, one can find a natural set of boundary conditions accompanying the Euler-Lagrange equation [16, 18] 
Here, ν denotes the outer normal vector of the boundary ∂Ω of Ω. With these results we are able to consider variational methods with higher derivative orders for images in n spatial dimensions. In the next section, we will turn our attention to a very special class of representatives of these methods which comprises many classical approaches.
Higher Order Regularisation and Diffusion
For higher order nonlinear regularisation we are searching for a minimiser of the energy functional
for α > 0. The regulariser depends here on the sum of the squared derivatives of order p. This can be motivated by the fact that the smoothness term vanishes if u is a polynomial of degree p − 1. Table 1 shows several possible choices for the penaliser functions Ψ . More examples can be found in [7, 33] , for example. Special cases of this functional for p = 2 are considered by Lysaker et al. [28] , for example. With Proposition 1 we obtain the following EulerLagrange equations:
as necessary condition for this minimiser. The corresponding natural boundary conditions are given by Proposition 2: For all k ∈ {1, . . . , p} and all γ ∈ V k−1 we have
It is possible to use these Euler-Lagrange equations directly to determine possible minimisers for the energy func- [21] tional. Let us now turn our attention to some properties of these minimisers. Preservation of the average grey value is a basic feature of classical regularisation techniques. We will see that there is even a more general property for higher regularisation orders: 
We can calculate the second integral on the right-hand side and use the natural boundary conditions (6) to see that
We have abbreviated the last term by omitting the argument of Ψ . Alltogether, this means that the moments up to order p − 1 remain constant.
In the following, we will not directly use Euler-Lagrange equations for data filtering, but we rather relate it to generalised diffusion equations, see [38] . One can understand the left-hand side of (5) as finite difference. Introducing an artificial time variable t in our function u and setting u(·, 0) := f makes it possible to see the left-hand side as discretisation of a time-derivative of u with step size α. The whole equation (5) is then an implicit time discretisation of a nonlinear diffusion equation. This motivates to use nonlinear higher order diffusion equations of the form
with the boundary conditions given in (6) for data filtering. If we don't want to emphasise the variational formulation and rather tend to consider the diffusion equation on its own, we will often write g = Ψ for the diffusivity function. Possible choices for the diffusivity function g can be found in Table 2 .
Let us now consider some special cases for (7) which will be relevant for us later on. In all of the following examples, we set the initial condition u(·, 0) = f without explicitly stating it:
Example 1 (Diffusion of Order 2p in 1-D) In one spatial dimension we consider filtering on an interval (a, b) ⊂ R. Nonlinear diffusion of order 2p then is governed by the equation
The corresponding natural boundary conditions are in this case
for k ∈ {0, . . . , p − 1} and x ∈ {a, b}. There are p constraints at each boundary pixel as generalisation of the homogeneous Neumann boundary conditions which are well-known from the case p = 1.
Example 2 (Classical Perona-Malik Diffusion) In the case p = 1 and in two dimensions, we obtain the classical Perona-Malik equation [35] :
with the homogeneous Neumann boundary conditions
Example 3 (Fourth Order Diffusion in 2-D) The corresponding filter for p = 2 and TV diffusivity has been considered by Lysaker et al. [28] . Here we allow for a more general diffusivity function g, and the corresponding PDE looks like Remark 1 (Filtering Multi-Channel Images) The framework shown so far can be easily transferred to multi-channel images. For variational approaches, one includes the sum of all squared derivatives of the given order in the smoothness term (see Weickert and Schnörr [52] for first order regularisation). In the case of diffusion filtering, one has a system of equations with one diffusion equation for each channel. The equations are coupled via the joint diffusivity that depends on the sum of the corresponding squared derivative of all channels (see Gerig et al. [17] for second-order diffusion).
Remark 2 (Presmoothing and Well-Posedness) For the classical Perona-Malik filter, Catté et al. [5] have shown that introducing a mollifier in the argument of the diffusivity makes it possible to prove well-posedness. Similar methods have been applied by Greer and Bertozzi [20] to show existence and regularity of solutions for the models by Tumblin, Turk [47] and Wei [49] . Applied to our general model, the modified diffusion equation reads as
where
Later on we will see from the numerical examples that discretisations of (7) also work without such a regularisation. This indicates that discretisation has a regularising effect itself, as it has been proven for the classical PeronaMalik case by Weickert and Benhamouda [51] . Instead of presmoothing with a Gaussian kernel, one could also use higher order linear diffusion for regularisation [12] .
After these remarks concerning well-posedness we consider some scale-space properties of nonlinear diffusion. First we are interested in stability: We remember that classical diffusion filters satisfy a maximum-minimum principle. One can also obtain stability in the L 2 -sense as Lyapunov functional [50] . We see that for higher orders, only the latter property remains: Proposition 4 (L 2 -Stability) If a classical solution u of higher order nonlinear diffusion (7) with a nonnegative dif- Proof We calculate the time derivative of the L 2 -norm of the image u using partial integration and the boundary conditions (6):
We see that for this property, it is essential that g is larger or equal to zero. This assumption is natural for most diffusivity functions, especially if they can be motivated as derivatives of a penaliser Ψ . Since we assumed that the solution is continuously differentiable in time, this shows that the L 2 -norm is monotonically decreasing.
To illustrate this stability property, we show an example in Fig. 3 . It is visible that linear fourth order diffusion does not satisfy a maximum-minimum principle and thus is not stable in the L ∞ -sense. This example also gives an additional motivation why the boundary conditions are so important for our considerations: Using periodic boundary conditions changes the behaviour of the process significantly.
Besides the stability of the process, we are interested in characterisations of the simplification behaviour. For Perona-Malik filtering, it is well-known that the average grey value is left unchanged during the filtering process [50] . Filtering the step signal shown in Fig. 3 with periodic boundary conditions also has a constant signal as steady state. The filter with natural boundary conditions in this case yields a linear approximation to the initial signal and thus preserves more characteristic properties of the initial signal. The next proposition makes this precise for the continuous setting: 
as we have already calculated in the proof of Proposition 3.
We note that for p = 1, this is the well-known average grey value preservation of classical diffusion filters.
In the discrete setting, we are going to give an analogue to this statement in Proposition 7. Before turning our attention to the discrete setting, we are going to describe some aspects of nonlinear higher order filters that are crucial for the quality of the results: The possibility of not only preserving, but also enhancing features of the data such as edges.
Discrete Nonlinear Filtering
Let us now turn our attention to discretisations for the continuous models we have seen so far. To this end, we consider the vectors f = (f 1 , . . . , f N ) T and u = (u 1 , . . . , u N ) T ∈ R N as discretised versions of the images f and u. There are R ∈ N matrices D r ∈ R M×N , r = 1, . . . , R which extract the relevant features for penalisation of our discrete image u. For discretising the filters described so far, the matrices D r approximate all partial derivatives of u. We consider energy functions of the form
Note that at this stage we did not specify the arrangement of pixels, and also the matrices D r are just assumed to have real entries. We notice that by doing so, the energy function (13) can handle an image domain with several dimensions as well as multi-channel images. After showing the general procedure, we will give some examples where all the details are specified explicitly.
To determine a minimum of E, we are interested in critical points u with ∇E(u) = 0. Calculating the gradient yields the necessary condition for a minimiser
As in the previous section, we are going to write g(s) = Ψ (s) in the following, since Ψ plays the role of a diffusivity. Analogue to the continuous case, we can again regard the left-hand side as forward difference approximating a first derivative in an artificial time variable with a time step size t = α. Equation (14) is then an implicit discretisation for the vector-valued nonlinear ordinary differential equation
Let us choose a time step size τ > 0. We describe three common ways to discretise (16) 
in time:
Explicit Euler Forward Discretisation The simplest scheme is given as
where k ∈ N denotes the iteration index. It is called explicit since we can calculate the variable at the new time step as matrix-vector multiplication with the known data u k .
Semi-Implicit Discretisation
In the semi-implicit scheme, we calculate the matrix with the help of the known vector u k :
One has to solve a linear system of equations in order to obtain the next iterand.
Implicit Discretisation Even if we have not used it for experiments, we also mention the fully implicit discretisation for completeness:
where also the matrix is determined from the new values u k+1 . This scheme requires in each iteration the solution of a nonlinear system of equations and is thus computationally the most expensive one of the three schemes.
Properties of the Discrete Filters
In the following, we are going to investigate the basic properties of the discrete filtering methods. For a matrix A ∈ R M×N , let A denote the spectral norm
We are going to use the fact that the spectral norm is the corresponding matrix norm to the 2 vector norm (see [23, 43] , for example). We will see that in order to achieve 2 -stability (the discrete analogue of the L 2 -stability from Proposition 4) with an explicit scheme, we have to choose the time step size τ relatively small while the semi-implicit scheme and the implicit scheme allow arbitrary large time step sizes:
Proposition 6 ( 2 -Stability Condition) The explicit scheme (17) is stable in the 2 -norm if the time step size τ satisfies the condition
The semi-implicit discretisation (18) and the implicit discretisation (19) are stable in the 2 -norm for arbitrary time step sizes τ > 0.
Proof From definition (15) The complete matrix of the explicit scheme
then has eigenvalues in the interval
If the condition
is satisfied, the scheme is 2 -stable.
There is no such restriction for the corresponding semiimplicit and implicit schemes: The matrix
has eigenvalues larger or equal to one for all vectors u ∈ R N . The eigenvalues of its inverse thus lie in the interval (0, 1], and the 2 -norm of the image u k can not increase.
Besides these different restrictions due to numerical stability, the following property is common to all three discretisation methods: We now give the discrete analogon to Proposition 5 concerning moment preservation. In the discrete case, the statement is formulated slightly more general, since we have used general matrices in our discrete regularisation and diffusion approaches. (16) as well as the fully discrete schemes (17) , (18) and (19) leave the subspace
Proposition 7 (Invariant
Proof It is well-known that ran A T = (ker A) ⊥ for all real matrices A ∈ R M×N . For our matrices D r , it follows that
For the above mentioned schemes and equations this means that the changes can only affect the subspace orthogonal to the intersection of all kernels.
When our matrices implement appropriate finite difference approximations of derivatives, the point evaluations of polynomials are in the kernels of all D r . In this case, this proposition ensures the preservation of discrete moments up to a certain order. In that sense, it is a discrete analogue to the Propositions 3 and 5 and a generalisation of the discrete preservation of the average grey value in [50] . Again the boundary conditions in the discrete setting have a strong influence with respect to the answer of the question whether the polynomials are in the kernel or not, see Fig. 3 for an example and [10] for details in the one-dimensional case.
In the following, we give some examples how the matrices D r can be chosen to implement filtering methods in practice, for example with (17) or (18) . We have restricted ourselves here to finite difference derivative approximations since they are acting locally. An alternative would have been to use spectral methods ( [10, 45] , for example) that obtain a global estimate for the derivative. Nevertheless, they are numerically more expensive and not well-suited to the case of signals with discontinuities. Since our goal is edge preservation and enhancement, we use finite differences here. Natural boundary conditions For natural boundary conditions, the strategy is to approximate the derivatives in the smoothness term only at those points of the pixel grid where the whole approximation stencil still fits in. This does not impose any conditions at the boundary, and in this sense the necessary conditions as described above then lead to natural boundary conditions. Let h > 0 denote the spatial step size. In the one-dimensional case, the multiplication of the matrix
with a vector yields an approximation of the first derivative.
Here the superscript N stands for natural boundary conditions while the subscripts denote the derivative order and the number of pixels. For higher derivatives, we can simply use the corresponding products
We note that D N p,N ∈ R (N −p)×N is not a quadratic matrix. The kernel of D N p,N is given by point evaluations of polynomials of degree p − 1. An explicit scheme for one-dimensional nonlinear diffusion of order 2p reads as
for k ∈ N and u 0 = f . It realises a discretisation with natural boundary conditions; details can be found in [10] .
we see with Proposition 6 that the scheme is 2 -stable for time step sizes
As a typical example, let us assume a spatial step size h = 1 and choose the Perona-Malik diffusivity g with |g| ≤ 1. For an explicit discretisation, one has to choose τ ≤ 1/2 for order p = 1, τ ≤ 1/8 for p = 2, and τ ≤ 1/32 for p = 3 in this case.
Periodic boundary conditions Since it will be useful in the next chapter, we also write down the discretisation for diffusion with periodic boundary conditions. We use the circulant matrix
to approximate the first derivative and its p-th power
for higher derivative orders. Here, P denotes periodic boundary conditions. We notice that for larger values of p the higher derivative approximations are obtained at shifted positions by half of the derivative order. This does not influence the correctness of the result since for the outer derivative in the diffusion equation, we use the transposed matrix which effects a shift in the other direction by exactly the same amount. The limits for the time step size are the same as for natural boundary conditions. We would like to mention that independent of the order p, the matrix D P p,N always has the kernel span{(1, . . . 1) T } of constant signals.
The effect of these different boundary conditions and the resulting different kernels of the matrices has already become visible with the filtering example in Fig. 3 .
The discretisation of filtering equations in 2-D follows the same principle while it is slightly more technical. A possible discretisation with both an explicit and semi-implicit scheme can be found in Appendix.
Total Variation Regularisation and Splines
With the results shown above we have a formal analysis for discrete regularisation and diffusion filters. The property of leaving higher moments unchanged already indicates that the filtering results are closely connected to polynomials. In the special case of discrete regularisation with the 1 -norm as penalising function, one can even formalise these connections [40] [41] [42] : It can be shown that the results are discrete splines as described by Mangasarian and Schumaker [30, 31] . In that sense, 1 -regularisation yields discrete spline approximations of the given data where the number and position of spline knots are determined adaptively by the given data and the regularisation weight.
One can see that the knots can be found as contact points of a taut string with fixed end points within a tube of width α around the discrete p-th integrand of the initial data. For the minimisation procedure, one can use the very efficient taut-string algorithm as introduced by Mammen and van de Geer [29] . Further information about these so-called tube methods can be found in [9, 22] .
There is no proof for similar properties in the case of the Perona-Malik diffusivity: This case is more complicated to describe since the corresponding penaliser is not convex and has an additional contrast parameter. However, the numerical experiments in the next section indicate that with a suitable choice of the scale parameter, one can also obtain results that are at least closely related to piecewise polynomial approximations.
Local Feature Enhancement
Though classical nonlinear diffusion simplifies signals or images, it may also enhance important local features such as edges. This section discusses higher order diffusion from this point of view. We are going to work only with equations in the one-dimensional case in this subsection. As it can be seen with the numerical experiments later on, this does not mean that the results are restricted to 1-D. Even in higher dimensions, an image locally can be decomposed in 1-D feature directions: Let an edge in a 2-D image serve as example. Locally one can decompose the image in the two directions along the edge where the grey value does not change, and across the edge where the change it maximal. This clearly works with other low-dimensional features such as ridges as well. In that sense one can use the reasoning given in this subsection to explain the behaviour of filters in higher dimensions, too.
Second Order Filtering and Edge Enhancement
We have already shortly sketched this case in Sect. 1. To determine the possibility of edge enhancement for special diffusivities g one usually considers the flux function Φ(s) := g(s 2 )s. One can rewrite the one-dimensional second-order nonlinear diffusion equation (8) for p = 1 yielding
In regions where Φ (∂ x u) > 0 this equation behaves like a forward diffusion equation while in regions with Φ (∂ x u) < 0 there is backward diffusion possible. In these regions with backward diffusion, an edge enhancing behaviour is plausible and can also be observed in practice [35] .
Fourth Order Filtering
Now we take a closer look at the fourth order diffusion equation, i. e. we set p = 2 in (8) yielding
We expand the right-hand side of this equation and rewrite it as
using
and
Analogue to the second order case our argumentation is that (26) locally behaves similar to the linear equation
if the signs of the factors a and b are equal to the signs of Φ 1 and Φ 2 . For Φ 1 (∂ 2 x u) > 0 we expect some second order forward diffusion influence on the solution, whereas Φ 1 (∂ 2 x u) < 0 leads to second order backward diffusion. Similarly, Φ 2 (∂ 2 x u) > 0 ensures fourth order forward diffusion, and Φ 2 (∂ 2 x u) < 0 fourth order backward diffusion. It should be mentioned that Φ 2 always coincides with the function Φ in the second order case presented in Sect. 5.1. Also for orders higher than four, the sign of this function determines the diffusion property (forward or backward) of the highest order term which implies a certain similarity in the behaviour of several filtering orders. The main difference is the argument: Φ depends on the p-th derivative for 2p-th order filtering.
Application to Commonly Used Diffusivities
After showing the general approach for fourth order diffusion in the last section we now apply it to several diffusivities commonly used in practice to describe their characteristic behaviour. In the following the diffusivities are ordered according to their forward-backward diffusion properties:
The diffusivity g(
can be related to the regularisation approach by Charbonnier et al. [7] . It is known to perform forward diffusion in the second order case. By computing
we see that also fourth order Charbonnier diffusion always performs forward diffusion. With the observation
it is clear that regularised TV flow [15] The diffusivity function g(s 2 ) = (1 + s 2 /λ 2 ) −1 proposed by Perona and Malik [35] leads to the conditions
This really displays the adaptive nature of this diffusivity: Depending on the parameter λ > 0, the absolute value of the curvature |∂ 2
x u| leads to forward or backward diffusion. New to the fourth order case is the presence of two conditions and the possibility that only one of them holds, namely in regions where λ < |∂ 2 x u| < √ 3λ. This is qualitatively a novelty compared to the classical case of second-order diffusion. Similar conditions hold for the diffusivity g(s 2 ) = exp(−s 2 /(2λ 2 )) also proposed by Perona and Malik [35] .
-Backward Diffusion:
The balanced forward-backward diffusivity [26] defined by g(s 2 ) = 1/s 2 leads to Φ 1 (s 2 ) = −s −4 < 0 and Φ 2 (s 2 ) = −s −2 < 0 which implies that it always performs backward diffusion. As for total variation diffusivity we also suppose that the argument is nonzero here.
We conclude that even in the fourth order case there are diffusivities covering the whole spectrum from pure forward to pure backward diffusion. Of special interest are the two diffusivities by Perona and Malik since they allow for adaptive forward and backward diffusion depending on the local absolute value of the second derivative.
Generalisation to Higher Derivative Orders
After the generalisation of this considerations from order two to four, the natural question is if this also works for orders higher than four. Performing the same calculations as above for the sixth order equation (27) one obtains the equivalent equation
Since all derivatives of the diffusivity depend on the same argument (∂ 3 x u) 2 this has been omitted here, and we write g (j ) := g (j ) ((∂ 3 x u) 2 ) for better readability. The problem now arises from the terms in the last line, since the derivatives ∂ 3
x u and ∂ 5 x u appear here with odd exponents: Thus these summands might have arbitrary sign. This makes it impossible to distinguish several cases as it was feasible for second and fourth order equations. Even though we have explicitly shown here only the case of the sixth order equation for illustration, we have checked the equations up to a derivative order of twelve: They all comprise terms where the sign cannot be determined.
This does not mean that there the numerical behaviour of higher order filters would be not plausible. We have already mentioned above that the nonlinear factor in front of the highest derivative order is always the same as in the second order case. This implies that it is possible for all p ∈ N to write
The term R(u, Ψ, p) involves only derivatives of u with orders smaller than the maximal order 2p. Even if it is not possible to transfer the complete reasoning to the higher order equation, one can see that at least the factor in front of the largest diffusivity order term behaves in the same way as the one for the second order.
Numerical Experiments
In this section we show results of higher order nonlinear diffusion filtering in one and two dimensions with different orders. First we start with several experiments concerning the feature enhancement of higher order filters that has been investigated theoretically in Sect. 5. Then we show some further examples where higher orders can be applied successfully in order to obtain higher image quality in denoising applications. 
Feature Enhancement and Data Simplification
In our first experiment, we consider a one-dimensional Gaussian-shaped signal and filtering results for the orders two, four and six as displayed in Fig. 4 . We use the equations shown in Example 1 with natural boundary conditions here. The finite difference discretisation of the corresponding derivatives and an explicit scheme has been given in Example 4. For 2p-th order filtering with g(s 2 ) = (1 + s 2 /λ 2 ) −1 the parameter λ is chosen such that there are regions with |∂ p x u| > √ 3λ. We have seen in Sect. 5.3 that this is expected to yield backward diffusion for the orders two and four. While second order filtering yields enhancement of edges, the fourth order filtering result tends to be piecewise linear with enhanced curvature at corner points. This observation for fourth order filtering is further confirmed by the almost piecewise constant derivative approximation of the filtering result also shown in Fig. 4 . The sixth order filter behaves analogously yielding a piecewise quadratic signal which can also be seen by its piecewise constant approximation of the second derivative.
In conclusion, this experiment corroborates the belief that higher order nonlinear diffusion with order 2p approximates the given signal for an appropriate choice of the parameter λ piecewise with polynomials of degree p − 1 on disjoint intervals. Experimentally high values of the first or second order derivative of the initial signal determine the location of the interval boundaries where the filtered signal is p − 2 times continuously differentiable.
To demonstrate that this behaviour can be useful in practical applications, we have taken stock exchange data as realworld measurements in our second experiment. The results of simplifying this highly oscillatory data with higher order diffusion filtering is displayed in Fig. 5 . We have used natural boundary conditions and a semi-implicit finite difference discretisation (18) here. The linear systems of equations in each step have been solved with successive overrelaxation in this case. The large stopping times come from the fact that we use a very small value for the parameter λ in order to obtain strong feature enhancement and backward diffusion. We see that the higher order filters are capable to yield an almost piecewise polynomial approximation. In this sense, they are more adaptive to the data and also recover information about the derivatives of the initial signals.
Our third experiment shows that a similar adaptive behaviour is also possible in two dimensions. The Figs. 6 and 7 show some plots where an image is seen as surface in the three-dimensional space, and the grey values determine the z component. In Fig. 6 we see the original image and the result for edge-enhancing Perona-Malik filtering. To better visualise the edge-enhancement, the norm of the gradient is displayed for both the original and filtered image.
Similar results can be seen for fourth order filtering, too: Fig. 7 displays the same original image and a filtered version with fourth order Perona-Malik filtering. Here the relevant feature is not the gradient norm, but the Frobenius norm of the Hessian. We see that this norm becomes zero almost everywhere. There are only some lines in the image where 
Denoising Experiments
Let us now take a look at the results of some denoising experiments. For the first experiment, we use the test image from Fig. 1 . For better visualisation, we only display a section of size 128 × 128 pixels, but all calculations have been performed with the entire image. We compare the results for second and fourth order nonlinear diffusion to see if higher order filters are in fact helpful to avoid staircasing. We have used semi-implicit schemes for all filters. Figure 8 shows the corresponding results for the regularised total variation diffusivity. As regularisation parameter we have used λ = 0.01, and experiments with smaller values have shown that the results show no visible or measurable changes. The results have been optimised in order to minimise the 1 -and 2 -error. The resulting error norms and parameters are displayed in Table 3 . The second-order filtering results show staircasing artifacts. In the fourth-order case, minimising the 1 -error leads to unsharp edges, while the smooth grey value transitions are preserved well. With the gradient norm approximations, the staircasing for the second order filtering is clearly visible, while the fourth order filter reconstructs the linear grey value transition better. Using the Perona-Malik diffusivity, we obtain the results shown in Fig. 8 . In general, we see that the edges are much better preserved with this diffusivity. This is also reflected by smaller error measures. It is interesting to see that for the Perona-Malik filter of sec- Fig. 9 . The optimal results in terms of the 1 -error and the mean squared error for second and fourth order Perona-Malik diffusion can also be found there. Again we only display sections of size 128 × 128 pixels for better visibility of the differences. For this real-world image, we see that the visible differences are mostly concentrated on the edges: With fourth order diffusion, the edges contain less noise and seem a bit smoother and more natural. This is also reflected by smaller error norms, as it can be seen in Table 4 .
Conclusions and Outlook
We have developed a theoretical framework for generalised regularisation and nonlinear diffusion filtering with higher derivative orders. This framework is extending the classical variational methods and Perona-Malik filtering in several ways: For example, we have shown that higher order filters preserve higher moments both in the continuous and the discrete setting. This generalises the average grey value preservation of classical filters. The higher order filters do no longer satisfy a maximum-minimum principle. Nevertheless, they are stable with respect to the continuous and discrete 2-norms. Numerical experiments show that it is possible with this filtering technique to obtain an adaptive piecewise polynomial approximation of given data. Furthermore, it can enhance the denoising quality for synthetic and realworld data.
An interesting question of ongoing and future research is whether is possible to transfer even more properties of loworder filters to the higher order case, like Lyapunov functionals, for example. This is not only interesting for diffusion filters, but also for the corresponding variational methods. In this paper, we have restricted our attention to diffusion filters where the outer and inner derivative order are the same and therefore excluded filters like the Tumblin and Turk model [20, 47, 49] . Since they have recently shown to be connected to wavelet methods [13] , it would be interesting to further investigate the properties of these more general models.
Appendix: Discrete Fourth-Order Filtering in 2-D
An approach how to discretise the fourth order PDE in 2-D shown in Example 3 has been given by Lysaker et al. [27, 28] . They have used small one-sided stencils with only four pixels for the approximation of the mixed derivatives. We use another way here by using symmetric stencils since it has shown visually good results in practice. In 2-D, we do not write down the discretisations in matrix form, but in stencil notation. For the second-order derivatives with respect to one variable we use the standard second differences with spatial step sizes h x , h y > 0 in x-and y-direction: , respectively [32] . For the mixed differences, there are several possibilities of discretisation. We use the following stencils:
At the example of the first stencil for u xy we show how to obtain limits for the norm of the matrix with Gershgorin's theorem (see [23] , for example): Let us denote the matrix corresponding to the approximation of u xy with D xy . Applying the stencil twice gives 
This means that we have to choose the time step size τ ≤ 1 40 if we want to use the Perona-Malik diffusivity. For regularised total variation with typical values of λ = 0.01, one has the even smaller limit τ ≤ λ 4000 . For practical purposes, this limitation for the maximal time step size is severe, and we show how to derive semiimplicit discretisations to overcome this drawback. In Table 5 we display the corresponding stencil for fourth order nonlinear diffusion filtering. In the stencil, g ij approximates g( H (u) 2 F ) where the partial derivatives in the Hessian are approximated as described above. To implement natural boundary conditions, we have to set g ij = 0 for all (i, j ) at the boundary of the discrete grid Ω h , since there we do not have enough data to approximate H (u) F . This principle has already been described in the 1-D setting. If A denotes the matrix corresponding to the stencil in Table 5 , we have to solve the linear system of equations
As solver we use successive over-relaxation (SOR). We do not give a full description of this method here, since it can be found in many textbooks on numerical methods, for example [56] . In the proof of Proposition 6, we have seen that I + τ A is positive definite. This guarantees the convergence of the SOR method with the theorem of Ostrowski and Reich (see [43, p. 631] , for example). In practice, time step sizes τ in the order from 1 to 5 give visually good results. SOR introduces two further numerical parameters: the number of iterations and the relaxation factor ω. Usually we have worked with a relaxation factor ω = 1.5 and with 25 to 50 iterations. In practice this choice of parameters was sufficient for small residues and visually good results. 
