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In meiner Arbeit möchte ich auf die Möglichkeiten des Managements von InfiniBand-
Topologien eingehen. Zu Beginn gebe ich einen kurzen Überblick über die InfiniBand 
Architektur, um dem Leser einen Einstieg in diese Technologie zu ermöglichen. Anschließend 
möchte ich auf das Managementmodell von InfiniBand eingehen und dabei die verschiedenen 
durch die InfiniBand-Spezifikation definierten Managementklassen näher betrachten. Hierbei 
liegt der Fokus der Arbeit immer auf der Betrachtung der Managementmöglichkeiten, die für 
einen InfiniBand-Cluster von Bedeutung wären. Danach werden die vorhandenen 
Managementanwendungen – sowohl kommerzielle als auch open-source – auf ihre 
Fähigkeiten hin untersucht. Hier liegt das Hauptaugenmerk darauf, welche 
Managementmöglichkeiten implementiert wurden und welche Vor- und Nachteile die 
jeweiligen Anwendungen besitzen. Daran anschließend sollen mögliche Erweiterungen der 
vorhandenen Systeme und auch neue Forschungsergebnisse im Management von InfiniBand 
Netzwerken betrachtet werden. Am Ende der Arbeit soll dann geschlussfolgert werden, ob 
eine Eigenentwicklung für ein Managementtool nützlich wäre. 
 
Die InfiniBand Architektur (IBA) ist ein neuer Industriestandard für Server I/O und Inter-
Server Kommunikation. Er wurde von der InfiniBand Trade Association (IBTA) entwickelt, 
um Anforderungen wie Zuverlässigkeit, Verfügbarkeit, Performance und Skalierbarkeit 
besser erfüllen zu können, als dies mit herkömmlichen Bus-orientierten I/O Strukturen 
möglich ist. Dieser Standard bildet die Grundlage für die Implementierungen von InfiniBand. 
 
InfiniBand ist eine neue Technologie, die höheren Datendurchsatz, geringere Latenz, neue 
Server/Storage-Architekturen, bessere Plug-And-Play-Funktionalität (z.B. automatische 












Wie man im Bild 1 sehen kann, handelt es sich bei InfiniBand um ein geswitchtes Netzwerk, 
in dem alle Endknoten durch Punkt-zu-Punkt-Verbindungen mittels Switches verbunden sind. 
Das gesamte Kommunikationsnetzwerk (Switches, Router & Leitungen) wird bei Infiniband 
als Fabric (Gewebe) bezeichnet. 
 
Dieses Fabric bietet eine Reihe von Vorteilen gegenüber dem klassischen Bus. So sind 
mehrere Verbindungen gleichzeitig möglich und falls eine Verbindung ausfallen sollte, kann 
die Kommunikation über vorhandene Ausweichrouten trotzdem fortgeführt werden. 
Die Hosts sind mit einem HCA (Host Channel Adapter) an InfiniBand angeschlossen, bei der  
Peripherie übernimmt dies ein TCA (Target Channel Adapter). 
Die kleinste komplette IBA-Einheit ist ein Subnetz (~ 64k Knoten pro Subnetz). Mehrere 
Subnetze werden durch Router zu einem großen IBA Netzwerk verbunden. Durch einen 
Router wird auch ein Übergang zu anderen Netzen (LAN, WAN,…) ermöglicht. 
 
In den nächsten Abschnitten möchte ich einen kurzen Überblick über die Kommunikation und 
das Schichtenmodell der InfiniBand Architektur geben. Nähere Informationen zur Architektur 







IBA stellt mehrere Verbindungsarten zur Verfügung. Die Verbindungsart legt fest, wie zwei 
Knoten miteinander kommunizieren. 
 
Verbindungsart Verbindungsorientiert Empfangsbestätigung Protokoll 
Reliable Connection Ja Ja IBA 
Unreliable Connection Ja Nein IBA 
Reliable Datagram Nein Ja IBA 
Unreliable Datagram Nein Nein IBA 





Die Kommunikation zwischen Nutzern eines Channel Adapters (Consumer) erfolgt mittels 
Queues, wobei diese immer paarweise existieren (Queue Pair – QP); eine Queue zum Senden 
und eine zum Empfangen. 
 
 
Bild 2: Channel Adapter mit zwei Nutzern und drei QPs 
 
Consumer  1 












Mittels Work Requests werden die Queues und somit auch die Kommunikation gesteuert. Die 
Work Requests werden von einem Consumer gesendet und erzeugen ein Work Queue 
Element (WQE) in der entsprechenden Queue (Send oder Receive). Wenn der Channel 
Adapter ein WQE abgearbeitet hat, erzeugt er sofort ein Completion Queue Element (CQE) in 





Bild 3 [1]: Consumer Queuing Modell 
 
Jeder Consumer kann mehrere voneinander unabhängige Queue Pairs und dazugehörige 
Completion Queues erzeugen. Die Queues sind somit ein virtuelles Kommunikationsinterface, 
das von der Hardware bereitgestellt wird. Die Queues stellen eine private Ressource des 
Consumers dar. 
 
Auf die Send Queue lassen sich folgende Operationen anwenden: 
 
Send:  Im WQE wird ein Speicherblock des Consumers angegeben, der von der  
Hardware an die Zieladresse geschickt wird. In der Receive Queue des Ziels ist 
angegeben, wo die Daten abgelegt werden sollen. 
 
Remote Memory Access (RDMA): 
 Zusätzlich zu den Daten der Send Operation wird noch eine Speicheradresse  
des Ziels angegeben. Es gibt RDMA-Read, RDMA-Write und Atomic 
Operationen. RDMA-Write bedeutet, dass die Hardware Daten vom Consumer 
Speicher zum Remote Speicher überträgt. RDMA-Read bedeutet, dass die 
Hardware Daten vom Remote Speicher zum Consumer Speicher überträgt. 
Atomic ist ein Read eines 64 Bit Word des Ziels, das eventuell (swap if equal 
oder add) noch ein Update des Inhalts auslöst. 
 
 Memory Binding (MB): 
MB erlaubt es dem Consumer einen Speicherblock anzugeben, den er mit 
anderen teilt, sowie die Lese- und Schreibrechte dafür zu festzulegen. Daraus 
resultiert ein Memory Key (R_Key), den der Consumer an Remote-Knoten 






Auf die Receive Queue lässt sich eine Operation anwenden, die den Receive Data Buffer 
spezifiziert: 
Ein Receive WQE legt fest, wo die empfangenen Daten von einem anderen Consumer 
abgelegt werden sollen, der eine Send Operation ausführt. Beim erfolgreichen 
Empfang wird ein Receive WQE verbraucht, die Daten werden an der entsprechenden 





Eine Partitition definiert eine Gruppe von Knoten, die miteinander kommunizieren können, 
wobei jeder Port eines Endknotens mindestens Mitglied einer Partition ist. Partitionen werden 
mittels Partition Keys gesteuert (siehe nächsten Abschnitt). Sowohl Switches als auch Router 
können optional dafür genutzt werden, die Partitionierung durchzusetzen, indem sie P_Keys 
erhalten und daraufhin alle Pakete mit anderen P_Keys verwerfen. 
 
 
2.2.4. Verschiedene Schlüssel 
 
Die Schlüssel (Keys) werden in den Nachrichten verwendet, um verschiedene Zugriffsrechte 
zu ermöglichen: 
 
- Memory Keys (L_Key und R_Key): 
Die Schlüssel werden vom Channel Adapter vergeben und ermöglichen die 
Verwendung von virtuellen Speicheradressen und die Regelung für den 
Speicherzugriff. Wenn ein Consumer einen Teil seines Speichers für den 
RDMA-Zugriff freigibt, erhält er einen L_Key und einen R_Key vom Channel 
Adapter. Der L_Key wird für die Bereitstellung von lokalem Speicher für die 
QP verwendet. Der R_Key wird an andere entfernte Consumer gesendet, um 
ihnen den RDMA-Zugriff zu ermöglichen. 
 
- Management Key (M_Key): 
Der M_Key wird vom SM an die Ports der Channel Adapter vergeben. Der SM 
kann jedem Port einen anderen M_Key zuweisen. Sobald er aktiviert ist, 
werden Managementpakete ohne korrekten M_Key verworfen. 
 
- Partition Key (P_Key): 
Der P_Key wird durch den Subnetz Manager vom Partition Manager vergeben. 
Jeder Port eines Channel Adapter hat eine Tabelle von P_Keys. QPs, die 
miteinander kommunizieren wollen, müssen der gleichen Partition angehören 
und somit einen gemeinsamen P_Key haben. Der P_Key wird in jedem Paket 
mitgeschickt. Jeder Switch besitzt eine P_Key Tabelle für 
Managementnachrichten und kann optional eine Filterung der Nachrichten 
nach P_Keys unterstützen. 
 
- Baseboard Management Key (B_Key): 
Der B_Key wird vom Baseboard Manager vergeben und hat die gleiche 





- Queue Key (Q_Key): 
Der Q_Key wird vom Channel Adapter vergeben und regelt die Zugriffsrechte 
bei Übertragungen mittels Unreliable und Reliable Datagram. Während der 
Einrichtung der Kommunikation werden die Q_Keys für bestimmte QPs 






Jeder Endknoten kann einen oder mehrere Channel Adapter haben. Ein Channel Adapter kann 
wiederum ebenfalls einen oder mehrere Ports besitzen. Außerdem hat der Channel Adapter 
eine Reihe von QPs. 
 
Jede QP besitzt eine Queue Pair Nummer (QPN), die für die korrekte Zuordnung von Paketen 
an die QPs erforderlich ist. Die QPN ist deshalb in allen Paketen (außer RAW) enthalten. 
 
Ein Port hat einen Local ID (LID), der vom Subnetz Manager des lokalen Subnetzes vergeben 
wird und mindestens einen Global ID (GID) im Format einer IPv6 Adresse. In einem Subnetz 
sind die LIDs eindeutig und werden für die richtige Verteilung der Pakete im Subnetz von den 
Switches verwendet. Eine Paket enthält immer den Source LID (SLID), der die Quelle angibt, 
und einen Destination LID (DLID), der das Ziel angibt. GIDs sind auch global eindeutig und 
werden bei Paketen mit optionalem Global Route Header (GRH) benutzt. Der GRH, der 
ebenfalls wieder GIDs für Quelle und Ziel enthält, wird von den Switches ignoriert und nur 
von den Routern ausgewertet. 
 
Jeder Channel Adapter sowie jeder seiner Ports hat einen Globally Unique Identifier (GUID), 
der vom Hersteller vergeben wird. Der GUID und ein 64bit Subnetzpräfix ergeben zusammen 
den global gültigen GID. 
 
 
2.2.6. Virtual Lanes 
 
Virtual Lanes (VL) ermöglichen mehrere logische Verbindungen auf einer einzigen 
physikalischen Verbindung. Dabei repräsentiert eine Virtual Lane einen Sende- und einen 
Empfangsbuffer eines Ports. Alle Ports müssen VL15 unterstützen, die für das Subnetz 
Management reserviert ist.  
 
Des Weiteren muss mindestens eine Daten VL (VL0) unterstützt werden. Außerdem können 
weitere 14 Daten VLs (VL1 bis VL14) bereitgestellt werden. Die Anzahl der von einem Port 
genutzten Daten VLs wird vom Subnetz Manager so festgelegt, dass beide Endknoten einer 
Verbindung die gleiche Anzahl nutzen. Solange die Festlegung nicht geschehen ist, wird nur 
VL0 genutzt. 
 
Der Port verhindert mit einer separaten Flusssteuerung auf jeder VL, dass großes 
Trafficaufkommen auf einer VL die Kommunikation auf einer anderen VL beeinflusst. 
 







Die Funktionsweise der InfiniBand Architektur kann als Schichtenmodell beschrieben 
werden, wobei die Protokolle der Schichten voneinander unabhängig sind und jede Schicht 




Bild 4 [1]: Schichtenmodell der IBA 
 
 
2.3.1. Bitübertragungsschicht (Physical Layer) 
 
Die Bitübertragungsschicht ist für die physische Übertragung verantwortlich. Sie ist unter 
anderem für die richtige Kodierung der Bits sowie das Einfügen von Start- und Endzeichen 




Bild 5 [1]: IBA Packet Framing 
 
 
2.3.2. Subnetzschicht (Link Layer) 
 
Die Subnetzschicht ist für das Senden und Empfangen von Daten auf Paketebene 
verantwortlich. Diese Schicht ist unter anderem für die Adressierung, die Verteilung der 








Auf der Subnetzschicht unterscheidet man zwei verschiedene Pakettypen: 
 
Link Management Pakete: 
Diese Pakete sind für die Flusssteuerung und dem Parameterabgleich zwischen den 
Ports an jedem Ende eines Links verantwortlich. Die LMPs werden dafür in der 
Subnetzschicht erzeugt und auch wieder verbraucht. 
 
Datenpakete:  
Diese Pakete sind für die IBA Operationen verantwortlich. Im folgenden Bild ist der 





Bild 6 [1]: Allgemeiner Aufbau eines Datenpaketes 
 
 
Ein Paket besitzt immer einen Local Route Header (LRH). In diesem sind der SLID und 
DLID (LIDs von Quelle und Ziel) enthalten. Falls das Paket in ein anderes Subnetz geroutet 
werden soll, enthält die DLID die LID eines Routers. 
 
Der Invariant CRC (ICRC) ist für die Fehlererkennung aller Bereiche des Paketes 
verantwortlich, die sich während des Durchlaufs durch das Fabric nicht ändern. Der Variant 




2.3.3. Vermittlungsschicht (Network Layer): 
 
Die Vermittlungsschicht ist für das Routing zwischen Subnetzen verantwortlich. Dafür ist der 
Global Route Header (GRH) erforderlich. Der GRH enthält den GID von Quelle und Ziel. 
Wenn ein Paket über Subnetzgrenzen hinweg verschickt werden soll, enthält der LRH als 
DLID den LID eines Routers im aktuellen Subnetz. Der Router ersetzt den LRH und schickt 
das Paket somit an den nächsten Router. Dies wird solange wiederholt, bis das Subnetz des 
Ziels erreicht ist. Der letzte Router trägt den LID des Ziel in den neuen LRH ein. 
 
Router verändern auch den GRH, jedoch sind die GIDs von Quelle und Ziel durch den ICRC 




2.3.4. Transportschicht (Transport Layer) 
 
Die Transportschicht teilt eine Nachricht in Pakete auf und ist dafür verantwortlich, dass das 
Paket an die richtige QP geliefert wird. 
 
Im Base Transport Header (BTH), der in allen Paketen außer bei RAW Datagram vorhanden 
ist, sind das Ziel QP, der Opcode, die Paketsequenznummer (PSN) und die Partition 
angegeben. Der Opcode gibt an, ob das Paket das erste, letzte, ein mittleres oder ein einziges 
Paket ist und welche Operation ausgeführt wird (Send, RDMA Read / Write / Atomic). Beim 
Kommunikationsaufbau wird die PSN initialisiert und immer erhöht, wenn das QP ein neues 
Paket erstellt. Das Ziel QP überwacht die PSN und überpüft damit, ob ein Paket 
verlorengegangen ist. 
 
Zusätzlich zum BTH existieren noch Extended Transport Headers (ETH), die sich je nach 






3.1. Grundzüge des Managementmodells 
 
Das IBA Management gründet sich auf 4 fundamentale Konzepte: 
- Management Einheiten 
- Agenten 
- Nachrichtenschema 
- Sammlung von spezifischen Nachrichten mit gewissen Inhalten, die ein 
entsprechendes Verhalten bewirken sollen 
 
Manager sind aktive Einheiten, mit deren Hilfe die Fabric-Elemente gesteuert werden  und die 
Informationen von den Fabric-Elementen in Erfahrung bringen. 
 
Agenten sind passive Einheiten in IBA Channel Adaptern, Switches und Routern, die auf 
Nachrichten des Managers antworten. Sie verarbeiten eingehende Managementnachrichten  
und setzen somit verschiedene interne Parameter in den IBA Channel Adaptern, Switches und 
Routern oder fragen diese ab. Agenten treten nur beim eventuellen Senden von Traps an den 
Manager aktiv in Erscheinung. 
 
Die Kommunikation zwischen Managern und Agenten wird durch Managementnachrichten, 
genauer Management Datagrams (MADs) realisiert. 
 
Auf die 4 Konzepte wird in den folgenden Abschnitten genauer eingegangen. Weiterführende 










3.2. Klassen des Managementmodells 
 
Das Managementmodell besteht aus mehreren Managementklassen: 
 
- Subnet Management:  
- erforscht die Topologie des Subnetzes 
- weist jedem Port in dem Subnetz eine gemeinsame Subnet ID (Subnet 
Prefix) zu 
- weist jedem Port in dem Subnetz eine im jeweiligen Subnetz eindeutige 
Adresse zu -> Local ID oder LID 
- führt alle möglichen Pfade zwischen den Endknoten im Subnetz ein 
- sucht nach Topologieveränderungen (Elemente hinzugefügt oder entfernt, 
Veränderungen bei den Verbindungen zwischen den Elementen,…) 
 
 
- Subnet Administration:   
- ermöglicht Management Einheiten und Applikationen, Informationen über 
die Konfiguration des Fabric zu erhalten 
 
 
- Communication Management:  
- ist für Aufbau, Verwaltung und Abbau von Verbindungen verantwortlich 
 
- Performance Management:   
- stellt eine Menge von Möglichkeiten zur Verfügung, verschiedene 
Performancemerkmale des Fabrics zu prüfen 
 
- Device Management:  
- ermöglicht Art und Ort von verschiedenen Devices im Fabric zu bestimmen 
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-  Baseboard Management:   
- ermöglicht Nachrichten an Komponenten zu schicken, die hinter dem 
Channel Adapter Interface sind (z.B. Kontrolle der Gehäusetemperatur; von 
Hardware, die  hinter dem Channel Adapter liegt) 
 
- SNMP Tunneling Management:  
- ermöglicht den Transport von SNMP Operationen durch ein IBA Fabric 
 
- Hersteller-spezifisches Management:  
- ermöglicht das Management von herstellerspezifischen Einstellungen an den 
Devices 
 
- Applikations-spezifisches Management: 
-  ermöglicht das Management von anwendungsspezifischen Methoden und 




3.3. Der Subnetz Manager (SM) 
 
In den folgenden Abschnitten möchte ich den SM genauer betrachten, da er das Kernstück für 
das Management einer InfiniBand Architektur darstellt. 
 
Der SM ist eine Softwareeinheit, die in oder hinter jedem Device im Subnetz liegen kann. 
Typischerweise besteht er aus einem Programm, das auf einem Prozessorknoten läuft. 
 
Jedes Subnetz muss einen aktiven SM haben. Zur Erhöhung der Ausfallsicherheit kann ein 
Subnetz aber mehr als einen SM haben, wobei zu einem Zeitpunkt immer nur ein SM aktiv 
sein darf, während die anderen standby sind.  
  
Während des Erforschungsprozesses durchsuchen alle SMs das Fabric, um die 
Subnetztopologie herauszufinden. Wenn ein SM dabei zusätzliche SMs entdeckt, handeln 
diese untereinander aus, welcher zum Master SM wird. Die anderen übernehmen die Rolle 
des Standby SM. 
 
Der SM erforscht und initialisiert das Netzwerk, weist den Elementen ihre Local ID zu, legt 
die MTUs der Pfade fest, lädt die Switch Routing Tabellen, die die Pfade von Endknoten zu 
Endknoten festlegen. Dies alles macht der Master SM durch Kommunikation mit den Subnet 





Die Kommunikation zwischen SM und Subnetz Management Agent (SMA) erfolgt mittels 
Subnet Management Packets (SMPs), die eine Untermenge der MADs darstellen. 
 
Man unterscheidet zwei Arten von SMPs. Zum einen die LID gerouteten, zum anderen die 
direkt gerouteten Pakete. Die LID gerouteten Pakete werden von den Switches anhand der 
Ziel LID weitergeleitet. Da aber vor der Zuweisung der LIDs an die Knoten diese 
Weiterleitung nicht funktioniert, werden noch die direkt gerouteten SMPs benötigt.  
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Diese Pakete werden aufgrund eines Vektors von Portnummern weitergeleitet, der einen Pfad 
durch das Subnetz festlegt. 
 
Jeder Switch, Channel Adapter oder Router muss einen SMA enthalten. 
 
Für die Kommunikation von SM mit dem SMA wird eine spezielle Queue Pair (QP), die QP0 
eingesetzt, die auf das Subnet Management Interface (SMI) verweist. Es werden vom SM 
sogenannte Subnet Management request Packets (SMPs) zur QP0 des Zieldevices geschickt, 
welche unter anderem folgende Elemente enthalten: 
 
- Attribute ID:    Identifiziert das Device Attribut, welches behandelt werden  
   soll. 
 
- Method:    Gibt an, was mit dem Attribut gemacht werden soll. 
 
- Attribute Modifier:  Manche Kombinationen aus Attribute ID und Method  
   benötigen noch eine Spezifizierung durch einen Attribute  
   Modifier (z.B. bei PortInfo, Atrribute Modifier gibt den Port  
   des Ziel Devices an). 
 
- Data:   Die Benutzung dieses Feldes ist abhängig von der  
   Kombination aus Attribut und Methode (z.B. enthält es bei  
   der Set-Operation eines Attributs die Daten, die das Attribut  





Wenn der SM auf ein internes 
Attribut im gleichen Device 
zugreifen will, kann er gleich direkt 
mit dem SMA kommunizieren. 
- ein SMI pro Port bei CA / Router 
- ein SMI pro Switch an Port 0 (Switch Management Port) 
Bild 8: Zusammenhang von SM, SMA und SMI 
 
 
Jeder Port eines CA oder Router besitzt einen SMI (QP0), um SMP Request Pakete zu 
empfangen und SMP Response Pakete zu versenden. Wenn sich ein SM im CA oder Router 
oder direkt hinter ihm befindet, nutzt der SM den SMI, um an einem Port SMPs zu senden 
und zu empfangen. 
 
Ein Switch besitzt nur an Port 0 (dem Management Port) ein SMI. 
SM 




Wenn eintreffende SMPs für den SM 
bestimmt sind, können diese durch den 
SMA oder um diesen herum direkt zum 
SM weitergeleitet werden. 
 Der SM kann innerhalb oder hinter 
jedem Device liegen. 
- ein SMA pro Device
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Jeder CA, Switch und Router führt einen Subnet Management Agent (SMA) aus. Wenn ein 
SMP Request Paket an einem SMI des Devices ankommt, wird das Paket zum SMA des 
Devices weitergeleitet, wo die im SMP genannte Operation ausgeführt wird. Dann schickt der 
SMA ein SMP Response Paket zurück an den SMI, von dem er das Paket erhalten hat. Der 
SMI leitet das Response SMP an den SM zurück. 
 
 
3.3.1.1. Kommunikation an einem Beispiel 
 
Der SM greift mit folgender Abfolge auf ein Attribut zu [2]: 
 
1. Im Speicher wird ein MAD gebildet. Der SM bildet ein 256 Byte großes MAD im 
Hauptspeicher mit folgendem Inhalt: 
- Class = Subn (indiziert, dass dieses MAD zum SMA des Zieldevices geliefert 
wird) 
- Method = Aktion, die auf das Zielattribut angewendet werden soll (z.B. Get oder 
Set) 
- Attribute ID = ID des Attributes, auf dem die Aktion ausgeführt wird 
- Attribute Modifier (falls benötigt) 
- Daten (falls Attribute Write). 
 
2. Schickt Write Request zur QP0´s Receive Queue. Der SM führt ein Post Receive 
Request Verb Call zur Receive Queue (RQ) der QP0 aus, um dann das Response SMP 
empfangen zu können, welches als Antwort vom SMA des Zieldevices geschickt wird. 
 
3. Schickt Write Request zur QP0´s Send Queue. Der SM führt ein Post Send Request 
Verb Call aus, um ein Write Request (WR) zur Send Queue (SQ) der QP0 zu 
schicken. Der WR spezifiziert eine Anfangsspeicheradresse, die das zu sendende 
MAD enthält und auch die LID Adresse des Zielports. 
 
4. Paketübermittlung. Die QP0 SQ Logik liest das 256 Byte MAD aus dem 
Hauptspeicher und platziert es in das Datenfeld eines SMP. Das SMP wird zum HCA 
Port weitergeleitet, welcher mit QP0 verbunden ist. 
 
5. Ankunft des Pakets am Zielport. Das SMP überquert einen oder mehrere Links, bis 
es den Zielport erreicht. 
 
6. Paket gesendet an SMI. Das Paket wurde zur RQ Logik des SMI geliefert. 
 
7. Paket gesendet an SMA. SMI erkennt MAD´s Class = Subn und liefert das 256 Byte 
MAD an den SMA. 
 
8. Aktion auf dem Attribut ausgeführt. Der SMA führt die im Request SMP MAD 
gewünschte Methode auf dem Attribut aus. 
 
9. Response Paket wird gebildet. Der SMA bildet ein SMP Response Paket und schickt 
es an den Port des SMI. Die Felder Source LID (SLID) und Destination LID (DLID) 
des Request Paketes werden für das Response Paket vertauscht. Das Feld Base 
Transport Header:Destination QP (BTH:DestQP) wird auf QP0 gesetzt. 
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10. Antwort gesendet an SMI. Das Paket nimmt denselben Weg zurück zum HCA Port 
des Senders und wird an die SMI RQ Logik geliefert. 
 
11. Antwort wird im Speicher abgelegt. Die SMI RQ Logik nutzt die Scatter Buffer List 
im obersten RQ Work Queue Element (WQE) um zu bestimmen, wo das 256-Byte-
Antwort-MAD in den Speicher abgelegt werden soll. Ein Completion Queue Element 
(CQE) wird in der Completion Queue (CQ) gebildet. Der Endstatus der Operation 
kann im CQE´s Status Feld ausgelesen werden: 
- Status Feld: 16-bit Feld. Ist nur gültig, wenn ein Response MAD vom Zieldevice 
als Antwort auf einen Request gebildet wurde. 
 
Bit(s) Name Erklärung 
0 Busy Momentan beschäftigt, MAD abgelehnt. Dies ist kein Fehler 
1 Redirect_required Umleitung. Dies ist kein Fehler. In diesem Fall enthält das 
Datenfeld des MAD´s eine ClassPortInfo Datenstruktur, die 
eine neue Adresse definiert, an die alle weiteren Request MADs 
für diese Klasse geschickt werden sollen. 
4:2 Code für ungültige 
Felder 
- 0: Keine ungültigen Felder 
- 1: Die angegebene Version der Klasse wird nicht untersützt. 
- 2: Die angegebene Methode wird nicht unterstützt. 
- 3: Die Kombination von Methode / Attribut wird nicht     
       unterstützt 
- 4-6: Reserviert. 
- Ein oder mehrere Attributfelder enthalten ungültige Werte. 
7:5 Reserviert  
15:8 Class specific Die Bedeutung dieser Bits ist abhängig von der Klasse. 
 
Tabelle 1 [2]: Statusfeld 
 
12. SM ist informiert. Ein Interrupt, der vom HCA ausgelöst wird, informiert den SM, 






















3.3.1.2. Subnetz Management Pakete 
 






SM 01h SMA Der SM gibt ein Attribute Read (ein anderes 
Attribut als SMInfo) zum SMA des 
Zieldevices aus. 
SubnGet (SMInfo) SM 01h SM Ein SM gibt einen Request zum Lesen des 
Attributes SMInfo eines anderen SM´s aus. 
SubnSet (attribute) SM 02h SMA Der SM gibt ein Attribute Write (ein 
anderes Attribut als SMInfo) zum SMA des 
Zieldevices aus. 
SubnSet (SMInfo) SM 02h SM Ein SM gibt einen Request zum Schreiben 




SMA 81h SM Der SMA eines Devices gibt ein Response 
Paket zu einem Get() oder Set() Request 
Paket eines SM´s aus. 
SubnGetResp 
(SMInfo) 
SM 81h SM Ein SM gibt ein Response Paket zu einem 
Get(SMInfo) oder Set(SMInfo) Request 
Paket eines anderen SM´s aus. 
SubnTrap (Notice) SMA 05h SM Der SMA eines Devices gibt ein Trap() 
heraus, um den SM über ein internes 
Ereignis zu informieren. 
SubnTrapRepress 
(Notice) 
SM 07h SMA Als Antwort auf das Emfangen einer Serie 
von identischen Trap(Notice) Paketen von 
einem Device, gibt der SM ein 
TrapRepress(Notice) Paket zum SMA des 
Devices aus. 
 








Datagram Extended Transport 
Header (DETH) 











Wie am Anfang erwähnt, unterscheidet man bei SMPs zwischen LID gerouteten SMPs und 
direkt gerouteten SMPs.  
 
Wenn der Master SM allen Ports im Subnetz LID Adressen zugewiesen hat, werden die SMPs 
als ganz normales Paket verschickt. Die Switch Forwarding Tables nutzen das Paketfeld 
LRH:DLID (Local Route Header:Destination LID), um das Paket zum Zielport zu bringen. 





















Status ist nur sinnvoll bei 




3 Transaction ID 








8 – 15 32 Bytes reserviert 
16 – 31 64 Bytes von SMP Data (Attributinhalt bei SubnGetResp() ) 




64 Bytes reserviert 
 
Tabelle 3 [2]: LID geroutetes SMP MAD Format 
 
 
Wenn z.B. bei der Initialisierung der Pfad zwischen SM und Zieldevices nicht vollständig 
konfiguriert ist (z.B. ungültige Forwarding Tables, teilweise noch keine LID Adressen 
zugewiesen,…)  werden direkt geroutete SMPs eingesetzt, die folgendes Format besitzen: 
 
 





Management Class = 





R SM Method  
1 D  
Status ist nur sinnvoll bei 
Response Paketen  
Hop Pointer Hop Count 
2 
3 Transaction ID 








8 DrSLID DrDLID 
9 – 15 28 Bytes reserviert 
16 – 






64 Bytes reserviert 
 
Tabelle 4 [2]: Direkt geroutetes SMP MAD Format 
 
 
In den Tabellen 3 und 4 erscheint auch der Base MAD Header, der aus mehreren Feldern wie 
zum Beispiel der Managementklasse, der auszuführenden Methode oder dem AttributeID 
besteht. Nähere Informationen zur Definition der Base MAD Header Felder finden sie im 
Anhang A1.1. Tabelle 14 
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In jedem SMP und auch GMP wird im Base MAD Header die Managementklasse angegeben, 




Managementklasse Wert Beschreibung Wird unterstützt von 
Subnet Management 
(Subn) 01h LID geroutetes SMP Allen CAs, Switches und Routern
Subnet Management 




03h SA GMP Allen CAs, Switches und Routern, die einen SM haben 
Performance 
Manager (Perf) 04h 
Performance 
Management GMP Allen CAs, Switches und Routern
Baseboard 
Management (BM) 05h 
Baseboard Management 






Manager (ComMgt) 07h 
Communication 
Management GMP 
Allen CAs, die Reliable 
Connection (RC), Unreliable 
Connection (UC) oder Reliable 
Datagram (RD) und Unreliable 
Datagram Queue Pairs mit nicht 
festen Adressen unterstützen. 
SNMP 08h 
SNMP Tunneling GMP 
(wird benutzt um das 
SNMP Protokoll durch 
































In jedem SMP und GMP wird eine Methode angegeben, die ausgeführt werden soll. Hierbei 
unterscheidet man zwischen folgenden Möglichkeiten: 
 
Methodenname Typ Wert Beschreibung 
Get() Request 01h Lesen eines Device Attributes 
Set() Request 02h Schreiben eines Device Attributes 
GetResp() Response 81h Die Antwort auf einen Request vom Typ Get oder Set 
Send() Message 03h Sendet ein Datagramm, benötigt keine Antwort 
Trap() Message 05h Ein Devices sendet dem Manager unaufgefordert ein 
MAD wegen eines aufgetretenen Ereignisses 
Report() Request 06h Wird vom Manager zum Weiterleiten des Attributes 
Notice aus einem Trap(Notice) MAD an ein Device 
verwendet, welches Mitteilungen von diesem Device 
erhalten will. 
ReportResp() Response 86h Wird vom Device als Antwort auf den Empfang von 
Report(Notice) des Managers versandt 
TrapRepress() Message 07h Wird vom Manager geschickt, um den Management 
Agent eines Devices zu informieren, keine identischen, 
sich wiederholenden Trap(Notice) MADs für das 
gleiche Ereignis zu senden. 










  10h – 
7Fh, 
90h  – 
FFh 
Klassenspezifische Methoden. Die Benutzung wird in 
den Klassen definiert 
 





Der SM hat durch den SMA des Devices Zugriff auf verschiedene Attribute und kann diese 
managen. Die Attribute enthalten die Informationen über das Device, zum Beispiel NodeInfo 
(allgemeine Beschreibung über das Device), SwitchInfo (Informationen über den Switch), 
GUIDInfo (die Zuweisungstabelle der GUID), PortInfo (Informationen über den Port), 
SLtoVLMapping-Table (Zuordnung von Service Level zu Virtual Lane) oder die 
verschiedenen Tabellen für das Routing (LinearForwardingTable oder 
RandomForwardingTable, optional MulticastForwardingTable). Eine genaue Auflistung aller 






3.3.2. Bestimmung des Master SM 
 
In einem Subnetz kann es mehrere Subnetz Manager geben, was auch die Ausfallsicherheit 
des Subnetzes erhöht. Es muss aber sichergestellt sein, dass es zu einem Zeitpunkt in einem 
Subnetz jeweils nur einen Master SM  gibt. Das Verfahren, welches dies sicherstellt, soll in 
diesem Abschnitt behandelt werden. 
 
Ob sich hinter einem Port ein SM befindet, wird durch das Setzen des IsSM Bit in der 
PortInfo.CapabilityMask angezeigt. Jeder SM kann folgende Zustände annehmen: Not-
Active, Discovering, Standby oder Master. 
 
Für das Verfahren muss jeder SM die im Bild gezeigt State Machine korrekt durchlaufen. 
Dadurch wird sichergestellt, dass es zu einem Zeitpunkt in einem Subnetz nur genau einen 
Master SM gibt. Außerdem spezifiziert die State Machine wie sich der Master SM bei 
Topologieveränderungen, Paketverlusten, beim Hinzufügen und Entfernen von SMs und beim 





Bild 10 [1]: SM State Machine 
 
 
Die Elemente des SMInfo Attributes bestimmen, welcher SM in einem Subnetz mit mehreren 
SMs zum Master wird, es ist der SM mit der höchsten Priorität und dem kleinsten GUID. 
 
Jeder Standby SM muss in der Lage sein zum Master zu werden, wenn beim Master ein 
Fehler auftritt oder dessen Verbindung unterbrochen wird. Die Kontrolle wird ebenfalls 
übergeben, wenn der Master SM einen anderen SM mit höherer Priorität (oder gleicher 
Priorität und kleinerem GUID) entdeckt. Dies kann zum Beispiel bei der Fusion zweier 
Subnetze auftreten. Eine solche Übergabe zwischen den Subnetz Managern tritt nur bei den 
SMs auf, die den korrekten SM_Key besitzen. 
 
Unter bestimmten Umständen, wenn zum Beispiel die Anzahl der Standby SM stark ansteigt, 
kann der Master SM veranlassen, dass andere SMs den Zustand Not-active annehmen. 
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Wie im Bild zu sehen, ist Discovering der initiale Zustand, in diesem muss der SM wiederholt 
SubnGet (*) ausführen, um alle Knoten und SMs des Subnetzes zu finden. 
 
Eine ausführliche Beschreibung für den Durchlauf der in Bild 10 dargestellten State Machine 
finden sie im Anhang A1.3. 
 
 




Die General Services umfassen mehrere Managementklassen, wie sie auch schon im Punkt 
3.2. aufgeführt wurden: 
- Performance Management 
- Device Management 
- Baseboard Management 
- Communication Management 
- SNMP Tunneling Management 
- Vendor-Specific Management 
- Application-Specific Management 
 
Die Kommunikation zwischen den jeweiligen Managern (GSMs) und den zu ihrer 
Managementklasse gehörigen Agenten (GSAs) erfolgt mittels General Management Packets 
(GMPs), die eine Untermenge der MADs darstellen. Für die Kommunikation zwischen 
Manager und Agent einer Managementklasse wird eine spezielle Queue Pair (QP), die QP1 
eingesetzt, die auf das General Services Interface (GSI) verweist. Das GSI benutzt das GMP 
MAD´s Management Class Feld (siehe 3.3.1.2), um festzustellen, zu welchem GSA des 









Wenn der GSM auf ein internes 
Attribut im gleichen Device 
zugreifen will, kann er gleich direkt 
mit dem GSA kommunizieren. 
- ein GSI pro Port bei CA / Router 
- ein GSI pro Switch an Port 0 (Switch Management Port) 
GSM 




Wenn eintreffende GMPs für den GSM 
bestimmt sind, können diese durch den 
GSA oder um diesen herum direkt zum 
GSM weitergeleitet werden. 
Der GSM kann 
innerhalb oder hinter 
jedem Device liegen. 
 - verschiedene GSAs pro    
 Device 
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Im Unterschied zu SMPs, die immer unter Benutzung des Virtual Lane 15 Übertragungspuffer 
des Ports übertragen und immer im Virtual Lane 15 Empfangspuffer des Ports empfangen 
werden, wird der vom GMP benutzte Virtual Lane Puffer im Feld LRH:SL des GMP´s 
angegeben. 
 
Jedes GMP wird vom GSI auf Gültigkeit geprüft. Falls eine der folgenden Überprüfungen 
nicht erfolgreich ist, wird der Zugriff verwehrt: 
- Länge der Nutzdaten muss 256 Bytes sein 
- LRH:VL darf nicht 15 sein, nur SMPs werden über VL15 gesendet 
- BTH:DestQP muss auf 1 gesetzt sein 
- BTH:Opcode muss Send Only Unreliable Datagram gesetzt sein 
- Das Feld BaseVersion im Base MAD Header muss auf 1 gesetzt sein 
- Für die angegebene Managementklasse im Base MAD Header muss ein 
entsprechender Agent im CA, Switch oder Router implementiert sein 
 
Ein SM managet nur Devices in einem Subnetz, deshalb besitzen SMPs nie einen Global 
Route Header (GRH) und werden nicht in ein anderes Subnetz geroutet. Ein GSM hat 
entweder die Verantwortung für das Management von Devices in einem Subnetz oder von 
Devices, die sich in verschiedenen Subnetzen befinden. Für den letzten Fall, kann der GSM 


















Bild 12: GMP MAD Format mit optionalem GRH 
 
 
3.4.2. Performance Management 
 
Jedes InfiniBand Device muss einen Performance Management Agent (PMA) und eine 
bestimmte Menge von Registern für das Performance Monitoring und Error Monitoring 
implementiert haben. Zusätzlich zu diesen wird in der Spezifikation noch eine Menge von 
optionalen Attributen definiert, die das Monitoring von zusätzlichen Performance und Error 
Countern ermöglichen. 
 
Der Performance Manager (PM) ist verantwortlich für das Abrufen der Performance- und 
fehlerbezogenen Informationen aus diesen Registern. Dies geschieht durch PM GMP Request 
MADs an den PMA des Devices. Der PMA führt den Befehl auf dem Attribut aus und liefert 
in den meisten Fällen ein Ergebnis an den PM. 
 
Der PM kann beginnende Fehler erkennen, wie zum Beispiel sich wiederholende kleine 
Fehler, die sich zu einem Ausfall entwickeln können, und kann eine Performanceanalyse 
durchführen. Aufgrund dieser Informationen kann der PM den SM benachrichtigen, eine 









Dword  Byte 0 Byte 1 Byte 2 Byte 3 











Status ist nur sinnvoll bei Response 




3 Transaction ID 






6 - 15 40 Bytes reserviert 




192-Byte PM MAD Nutzdaten. Struktur und Inhalt sind abhängig 
von der Methode, dem Attribut und dem Attribute Modifier im 
Header-Feld 
 
Tabelle 7 [2]: Performance Management MAD Format 
 
 
Für das Performance Management wird eine Untermenge der in Punkt 3.3.1.2. beschriebenen 
Methoden benutzt: 
 
Methodenname Wert Beschreibung 
PerformanceGet() 01h Request für das Lesen eines klassenspezifischen Attributes 
PerformanceSet() 02h Request für das Schreiben auf ein klassenspezifisches 
Attribut 
PerformanceGetResp() 81h Antwort auf ein PerfGet() oder PerfSet() 
 
Tabelle 8: Performance Management Methoden 
 
 
Wie oben beschrieben, muss jedes InfiniBand Device eine bestimmte Menge von Registern 






Das ClassPortInfo Attribut muss für jede General Service Klasse implementiert sein, die das 
InfiniBand Device unterstützt. Das Vorhandensein des ClassPortInfo Attribut bestätigt die 
Verfügbarkeit der Managementklasse in dem InfiniBand Device und stellt Informationen über 
die MAD Version zur Verfügung, die von der Klasse unterstützt wird. Weiterhin stellt das 
ClassPortInfo Attribut portspezifische Informationen bereit und ist auch für die Zielangabe 
von Traps für bestimmte General Service Klassen verantwortlich, falls es dem jeweiligen Port 
erlaubt ist, Traps zu senden. Das einzige klassenspezifische Bit in der CapabilityMask des 
ClassPortInfo-Attributes ist das Bit 8, das AllPortSelect Bit. Wenn dieses Bit auf 1 gesetzt ist, 
dann unterstützen alle Attribute, die zum PortSelect Element gehören, dass PortSelect auf FFh 
gesetzt werden kann, um Informationen von allen Ports auf einmal zu bekommen. Falls das 
AllPortSelect Bit auf 0 gesetzt ist, resultiert der Wert FFh von PortSelect in einem 
undefinierten Verhalten. 
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Das Port Counters Attribut umfasst eine Menge von erforderlichen Ereigniszählern, die auf 
jedem Port immer laufen und stellt somit eine Performance Statistik für einen Port zur 
Verfügung.  
 
Das PortSamplesControl Attribut ermöglicht für einen ausgewählten Port eine Aufzeichnung 
zu führen, die unter anderem folgende Angaben enthält: 
- Menge gesendeter und empfangener Daten 
- Anzahl gesendeter und empfangener Pakete 
- Die Länge der Transmit Queue beim Start des Intervalls 
 
Die Aufzeichnung wird durch PerformanceSet(PortSamplesControl) gestartet, ein 
PerformanceGet(PortSamplesControl) liefert die Anzahl und Größe der verfügbaren Zähler, 
die Ereignisse, die aufgezeichnet werden können, und das Aufzeichnungsintervall (tick). Ein 
PerformanceGet(PortSamplesResult) liefert den Aufzeichnungsstatus und die Resultate. 
 
Will ein Programm, welches die Performance der Fabric untersuchen und darstellen will, eine 
Aufzeichnung starten, muss es folgende Schritte ausführen: 
1. Wähle einen zufälligen Wert für PortSamplesControl.SampleStart, der definiert, wie 
viel später die Aufzeichnung beginnt, nachdem ein 
PerformanceSet(PortSamplesControl) ausgeführt wurde. Der SampleStart Timer 
erlaubt dem Programm, den Start der Aufzeichnung zufällig zu wählen und ihn von 
Knoten- oder Netzwerkereignissen zu entkoppeln. 
 
2. Wähle einen zufälligen Wert für PortSamplesControl.Tag, der die jeweilige 
Aufzeichnungssession identifiziert. Dieser Wert wird benutzt, um Kollisionen zu 
entdecken, wenn verschiedene unabhängige Programme eine Aufzeichnungssession 
auf dem gleichen Port starten. 
 
3. Wähle einen Wert für PortSamplesControl.SampleInterval (dem 
Aufzeichnungsintervall), die aufzuzeichnenden Ereignisse und die Zähler, die jeden 
Ereignistyp zählen. 
 
4. Falls PerformanceSet(PortSamplesControl) ausgeführt wurde und der Wert von Tag, 
der von PerformanceGetResp(PortSamplesControl) zurückgeliefert wird, nicht mit 
dem gewählten Tag Wert übereinstimmt, dann benutzt ein anderes Programm den 
Aufzeichnungsmechanismus. In diesem Fall muss das erste Programm eine gewisse 
Zeit warten und erneut ein PerformanceSet(PortSamplesControl) ausführen. 
 
5. Wenn die Aufzeichnung erfolgreich gestartet ist, muss das Programm lang genug 
warten, bis die Zähler von SampleStart und SampleInterval abgelaufen sind. Dann 
führt es ein PerformanceGet(PortSamplesResult) aus, bis der SampleStatus = 0 ist 
(Aufzeichnungssession beendet). Falls der zurückgelieferte Tag Wert nicht mit dem 
gewählten übereinstimmt (unabhängig vom SampleStatus), dann hat ein anderes 
Programm die Kontrolle über den Aufzeichnungsmechanismus erlangt. In diesem Fall 
muss das erste Programm den Aufzeichnungsprozess wiederholen, nachdem das 
andere Programm die Kontrolle abgegeben hat. 
 
 




3.4.3. Device Management 
 
Der Device Management Agent (DMA) ist optional, muss also nicht in jedem InfiniBand 
Device implementiert sein. 
 
I/O Devices und I/O Controller (IOC) sind nicht direkt mit dem InfiniBand Fabric verbunden. 
Eine I/O Unit (IOU) bestehend aus einem oder mehreren IOCs ist über einen TCA mit dem 
Fabric verbunden. Der TCA ist verantwortlich für das Empfangen der Pakete vom Fabric und 
dem Ausliefern kompletter und gültiger Nachrichten an die IOCs und umgekehrt. Der TCA 
benötigt Speicherressourcen des IOC, um Pakete zusammenzusetzen und benachrichtigt den 
IOC, wenn ein komplettes Paket für ihn zur Verfügung steht. Der IOC ist für das Ausführen 





Bild 13 [1]: Architekturmodell für eine I/O Unit 
 
Jede IOU enthält einen DMA, der ankommende Requests des Device Manager (DM) 
behandelt und DevMgtTrap(Notice) MADs an den DM schickt, falls ein internes DM-





















DM MADs besitzen dabei folgendes Format: 
 
Dword  Byte 0 Byte 1 Byte 2 Byte 3 
0 Base Version = 01h 











Status ist nur sinnvoll bei Response 
Paketen. Zusätzlich gibt es folgende 
DM-spezifischen Status-Bits: 
- Bit 8 = No Response 
   1 = IOC antwortet nicht 
- Bit 9 = NoServiceEntries 
   1 = Service Einträge werden nicht  
          unterstützt 
- Bit 15 = GeneralFailure 
   1 = IOC General Failure 
Nicht benutzt 
2 
3 Transaction ID 






6 - 15 40 Bytes reserviert 




192-Byte DM MAD Nutzdaten. Struktur und Inhalt sind abhängig 
von der Methode, dem Attribut und dem Attribute Modifier im 
Header-Feld 
 
Tabelle 9 [2]: DM MAD Format 
 
 
Für das Device Management wird eine Untermenge der in Punkt 3.3.1.2. beschriebenen 
Methoden benutzt: 
 
Methodenname Wert Beschreibung 
DevMgtGet() 01h Request an die IOU für das Lesen von DM 
klassenspezifischen Attributen 
DevMgtSet() 02h Request an die IOU für das Schreiben auf ein DM 
klassenspezifisches Attribut 
DevMgtGetResp() 81h Der DMA antwortet auf ein DevMgtGet() oder 
DevMgtSet() 
DevMgtTrap(Notice) 05h Der DMA benutzt diese Methode, um die 
Benachrichtigung über ein Ereignis an den DM zu 
liefern. 
DevMgtTrapRepress(Notice) 07h Wird vom DM an den DMA geschickt, wenn der DMA 
veranlasst werden soll, wiederholte 
Benachrichtigungen über das gleiche Ereignis zu 
unterlassen 
 





Wie bei den anderen Klassen gibt es auch hier klassenspezifische Attribute, in diesem Fall 





ClassPortInfo 0001h 00000000h Es gibt keine klassenspezifischen Bits in der 
CapabilityMask. 
Notice 0002h 00000000h - 
FFFFFFFFh 
DM-verwandte Ereignisbenachrichtigungen 
werden im Notice Attribut geloggt. Falls 
Traps vom DM zugelassen sind, werden 
diese Benachrichtigungen automatisch an 
den DM geschickt. 
IOUnitInfo 0010h 00000000h Read-only. Liste der in der IOU enthaltenen 
IOC. Jede IOU muss bis zu FFh (255) 
Controller unterstützen. 
IOControllerProfile 0011h 00000001h – 
000000FFh 
Read-only. IOC Profil Informationen; der 
Attribute Modifier identifiziert den IOC. 
ServiceEntries 0012h 00010000h – 
00FFFFFFh 
Read-only. Liste der unterstützten Services 
und ihrer ServiceIDs. Jeder IOC hat eine 
Tabelle mit höchstens 256 ServiceEntries.  





DiagnosticTimeout 0020h 00000001h - 
FFFFFFFFh 
Read-only. Gibt die maximale Zeit für den 
Diagnosetest in ms an. Attribute Modifier 
benennt den IOC in der IOU. Falls der Test 
nicht in dieser Zeit abgeschlossen wird, 
deutet dies auf einen Device Fehler. 
PrepareToTest 0021h 00000001h - 
FFFFFFFFh 
Falls ein Write erfolgt, wird der durch den 
Attribute Modifier spezifizierte IOC des 
Devices auf den Diagnosetest vorbereitet. 
Bei einem Read, wird der Antwort Status 
zurückgeliefert: 
- 0000h = Fertig für Diagnosetest 
- 0100h = Ungültiger Attribute 
Modifier 
- 0200h = Device nicht bereit 
- 0400h = Device antwortet nicht 
- 0800h = Diagnose nicht 
unterstützt 
- 1000h – 8000h = Reserviert 
 
TestDeviceOnce 0022h 00000001h - 
FFFFFFFFh 
Falls ein Write erfolgt, wird bei dem durch 
den Attribute Modifier spezifizierten IOC 
des Devices ein einfacher Diagnosetest 
begonnen und einmal durchlaufen. Ein 
einfacher Test wird durch das Schreiben 
eines Wertes ungleich null auf das 
TestDeviceOnce Attribut initiiert. Das 
Resultat des Tests ergibt sich durch Lesen 






TestDeviceLoop 0023h 00000001h - 
FFFFFFFFh 
Falls ein Write erfolgt, wird bei dem durch 
den Attribute Modifier spezifizierten IOC 
des Devices ein einfacher Diagnosetest 
begonnen und dieser kontinuierlich 
wiederholt.  
DiagCode 0024h 00000001h - 
FFFFFFFFh 
Herstellerspezifische Diagnoseinformationen 
für einen IOC (spezifiziert durch Attribute 
Modifier) des Devices. 









Herstellerspezifische Attributwerte können 
definiert werden, um spezifische Tests 
durchführen zu können. 
 
Tabelle 11: Device Management Attribute 
 
 
Die Device Diagnose erlaubt die Identifikation von Fehlern in den Devices hinter dem TCA 
und wurde entwickelt, um Tests innerhalb eines aktiven Fabric durchführen zu können. Es 
muss aber beachtet werden, dass die meisten Devices nicht gleichzeitig für die I/O 
Nachrichtenübertragung und Diagnose benutzt werden können. Außerdem muss das Device 
für einen Test in einen initialen, bekannten Zustand versetzt werden. Aufgrund dieser 
Tatsachen sollte die Device Diagnose nur mit großer Sorgfalt und dem Wissen über die 
Auswirkungen auf die I/O-Transaktionen des Devices eingesetzt werden. 
 
 
3.4.4. Communication Management 
 
Jeder Channel Adapter muss einen Communication Management Agent implementiert haben. 
Communication Management umfasst die Protokolle und Mechanismen, die für den Aufbau, 
die Verwaltung und das Beenden von Verbindungen der Typen Reliable Connection, 
Unreliable Connection und Reliable Datagram benötigt werden. 
 
Die Communication Manager (CM) verwalten die Verbindungen über QPs, die nicht für die 
Verbindung benutzt werden. Die CMs nutzen dafür MADs, die über das General Service 















Dword  Byte 0 Byte 1 Byte 2 Byte 3 
0 Base Version = 01h 










Status ist nur sinnvoll bei Response 




3 Transaction ID 





AttributeModifier (wird für CM Attribute nicht benutzt) 




- Bei ComMgtGet(ClassPortInfo) ist dieser Bereich unbenutzt 
- Bei ComMgtSet(ClassPortInfo) enthält der Bereich Daten, 
die in das ClassPortInfo Attribut geschrieben werden sollen 
- Bei ComMgtGetResp(ClassPortInfo) enthält der Bereich das 
angeforderte ClassPortInfo Attribut 
- Bei ComMgtSend() enthält dieser Bereich das CM MAD, 
das an einen CM eines anderen Channel Adapters geschickt 
werden soll 
 
Tabelle 12 [2]: CM MAD Format 
 
 
Für den Aufbau einer Verbindung zwischen QP Klienten sind verschiedene Aufgaben zu 
erledigen. Würde jeder Prozeß seine eigene Verbindungsaufbauprozedur durchführen, wäre 
dies ineffizient. Deshalb ist der CM in der Lage die meisten Details für den 
Verbindungsaufbau und –aufrechterhaltung zu abstrahieren und den Applikationen zur 
Verfügung zu stellen. Die QP Klienten kümmern sich nur um die Kommunikation mit 
anderen Knoten und sind zum Beispiel nicht involviert in der Auswahl der Partition oder 
eines Ports. 
 
Der CM ist verantwortlich für das Einrichten und die Benutzung von Diensten, d.h. 
applikations-spezifische Dienste, die von einem QP Klienten auf einem Knoten (Service 
Provider) einem QP Klienten auf einem anderen Knoten (Service Client) in einem Klient-
Server-Verhältnis zur Verfügung gestellt werden.  
 
Der CM ermöglicht auch Peer-to-Peer Kommunikation. Ein Peer ist ein QP Klient, der ein 
Teil einer verteilten Applikation ist, die auf verschiedenen Knoten läuft und wo die 
Applikation auf einem Knoten die Informationen mit der gleichen Applikation auf einem 
anderen Knoten teilt. 
 
Ebenso ist der CM für die Aufrechterhaltung der QPs verantwortlich, er ermöglicht das 
Reparieren, Zurücksetzen oder Ersetzen von fehlerbehafteten QPs. 
 
Allein an den Verantwortlichkeiten des Communication Managers ist ersichtlich, dass ein 







3.4.5. Baseboard Management 
 
Jeder InfiniBand Knoten muss einen Baseboard Management Agent (BMA) implementiert 
haben. Alle anderen Manager sind für bestimmte IBA-verwandte Operationen eines IBA 
Devices verantwortlich, d.h. sie benutzten eine Menge von IBA-definierten Attributen und 
kontrollieren bestimmte Aspekte des Device-Interfaces zur IBA-Fabric. Sie haben nicht die 
Fähigkeit, Operationen der Device-spezifischen Logiken hinter dem Channel Adapter 
Interface zu managen. 
 
Der Baseboard Manager (BM) hat Zugriff auf die Komponenten, die hinter dem IBA 
Interface des Devices liegen (also hinter dem HCA oder TCA). Als Beispielanwendung wäre 
hier das Aufzeichnen der Gehäusetemperatur zu nennen.  
 
Das Baseboard Management wäre für ein Managementtool eine wünschenswerte 
Erweiterung, da gerade die Überwachung der Gehäusetemperatur für Clustersysteme 
durchaus sinnvoll wäre. 
 
 
3.4.6. SNMP Tunneling Management 
 
Der SNMP Tunneling Agent ist optional, muss also nicht in jedem InfiniBand Device 
implementiert sein. Dieses Tunneln ermöglicht die Anwendung des Simple Network 
Management Protocol auch in InfiniBand Architekturen. Da dieser Service für ein 
Managementtool für InfiniBand Architekturen aber nicht von Bedeutung ist, wird hier auf 
eine nähere Betrachtung verzichtet. 
 
 
3.4.7. Vendor-Specific Management 
 
Der Vendor-Specific Agent ist optional. Durch diese Klasse ist es den Herstellern von 
InfiniBand Hardware möglich, neue Methoden und Attribute sowie deren Benutzung zu 
definieren, die der InfiniBand Spezifikation entsprechen und nicht zu Konflikten mit den 
gegebenen Restriktionen bei der Benutzung von Methoden und Attributen führen. Dieser 
Service ist für ein allgemeines Managementtool für InfiniBand Architekturen ebenfalls nicht 
von Bedeutung, weshalb auf eine nähere Betrachtung dieser Klasse verzichtet wird. 
 
 
3.4.8. Application-Specific Management 
 
Der Application-Specific Agent ist optional. Durch diese Klasse ist es Applikationen möglich, 
neue Methoden und Attribute sowie deren Benutzung zu definieren, die der InfiniBand 
Spezifikation entsprechen und nicht zu Konflikten mit den gegebenen Restriktionen bei der 
Benutzung von Methoden und Attributen führen. Für ein Managementtool sehe ich keine 













In diesem Abschnitt möchte ich den Funktionsumfang kommerzieller Anwendungen für das 
Management anhand von zwei Beispielen aufführen. In einem späteren Abschnitt soll mithilfe 
dieser Betrachtung eventuell fehlende nützliche Funktionen in den Open-Source-Projekten 
festgestellt werden, um später eine solche Anwendung mit einem möglichst vollständigen 





VoltaireVision [6] ist eine InfiniBand Fabric Management Software, die für das Management 
und die Skalierung von Clustern mit tausenden Knoten entwickelt wurde. VoltaireVision ist 
direkt in den Switches von Voltaire integriert. Sie bietet sowohl eine logische als auch eine 
physische Sicht auf das Fabric mit all seinen Komponenten. Nachdem die Software 
automatisch das Fabric durchforscht und konfiguriert hat, bietet es verschiedene Sichten auf 
die Daten inklusive Topologieansichten, logischer Gruppierung der Daten, detaillierter 
Betrachtung, Statistiken und ausführlicher Logging-Informationen. 
 
VoltaireVision unterstützt folgende Fabric Management Fähigkeiten: 
- Subnet Management 
- Fabric Routing Policy (via APIs) 
- Trace Route Funktionalität 
- Status und Leistung der Infiniband Ports 
- Multi-Pathing 
- Quality of Service Policy und Attribute 
- Partitionierung der Elemente 
- Host und Switch Attribute 
- Infiniband Subnet Administration Attribute 
 
Voltaire wirbt selbst mit folgenden technischen Spezifikationen für Ihr Produkt 
VoltaireVision: 
- überwacht und administriert InfiniBand Switches und Router mit einfachen 
Policies 
- optimiert die Ausnutzung der Switching und Routing Ressourcen im gesamten 
Fabric 
- intelligente Gruppierung der Voltaire Switches, Router und Ports, um das gesamte 
Management zu vereinfachen 
- visualisiert die Fabric Konfiguration und die Statusinformationen durch 
verschiedene Sichtweisen mit unterschiedlichen Detailangaben 
- verfolgt Änderungen der Fabric Konfiguration und der Statusinformationen 
- automatische Wiederherstellung bei Fehlern in der Fabric durch 
Umgehung/Isolierung der Fehler und Zuweisung alternativer Ressourcen 
- Benutzung von VoltaireVision aus anderen Managementapplikationen heraus als 
Manager für das Fabric 
- Ansicht des Fabric durch eine Topologiekarte, die Details der Switches, Router 
und Hosts enthält 
- Identifiziert, isoliert und managet Ereignisse im InfiniBand Fabric 
- Kompatibel zur IBTA Spezifikation 1.1 
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- Zertifiziert für MPI/Pro  
- Zertifiziert für MPI-CH 
 
Die Software besitzt als Benutzerschnittstelle sowohl eine Kommandozeile als auch ein 
graphisches Interface. Der lokale Zugriff erfolgt durch ein angestecktes serielles Kabel, der 
Remote Zugang ist durch SNMP möglich. Der Softwarezugriff ist durch ein webbasiertes 
Interface oder mittels Telnet möglich. 
 
 
4.3. InfiniView Fabric Manager 
 
InfiniView Fabric Manager ist ein Produkt  von InfiniCon Systems [8]. Es ist ein integraler 
Bestandteil der InfinIO Softwarefamilie und stellt umfassende Kontroll- und 
Überwachungsfunktionen zur Verfügung, die die Konfiguration und Wartung des InfiniBand 
Fabrics vereinfachen. In Verbindung mit einer Benutzerschnittstelle namens InfiniView 
Fabric Viewer, können die wichtigsten Aktivitäten zur Optimierung des Fabric vorgenommen 
und angezeigt werden: 
- Device Discovery 
- Management der Pfade / Routen 
- Performance Management 
- Device Management 
- Fabric Policy Management 
- Fehler Management 
 
Die Software kann sowohl in einen InfiniCon Switch integriert werden, als auch in einer 
eigenen Serverumgebung laufen, wobei Fabric Manager und Fabric Viewer nicht auf 
derselben Plattform laufen müssen. Zum Beispiel kann der Fabric Viewer auf einer Linux- 
oder Windowsplattform laufen, während der Fabric Manager in einem InfiniCon Switch 
integriert ist. 
 
InfiniCon gibt für seinen InfiniView Fabric Manager u.a. folgende Features an: 
- zu IBTA 1.0a und 1.1 kompatibler Subnet Manager 
- managet alle InfiniBand kompatiblen Komponenten: 
- HCA 
- TCA 
- InfiniBand Switches 
- Topologieentdeckung und Kontrolle 
- Endeckt Komponenten 
- Automatisches Umleiten bei fehlerhaften Komponenten 
- Gemeinsame Code-Basis 
- Embedded Fabric Manager 
- Server-based Fabric Manager 
- Flexible Routing-Algorithmen 
- Unterstützt Übergabe des aktiven Management an anderen Fabric Manager, falls 
ein Fehler im Fabric Manager auftritt 
 
 
Der Fabric Manager beinhaltet sowohl den Subnet Manager, den Subnet Administrator als 
auch den Subnet Administration Agent. Es unterstützt ebenfalls Quality of Services und die 
Partitionierung des Subnetzes. 
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Weiterhin stellt der Fabric Manager auch General Services zur Verfügung: 
- Communication Manager 
- Performance Manager 
- Baseboard Manager 
 
 




Alle bis jetzt verfügbaren Software-Stacks zur Nutzung der InfiniBand-Technologie waren 
spezifische Produkte von Firmen, die auf ihre eigene InfiniBand-Hardware abgestimmt ist. 
Ziel dieses Projektes ist es, alle benötigten Softwarekomponenten für die Unterstützung von 
InfiniBand Fabrics in Linux Betriebssystemen als Open-Source-Entwicklung zur Verfügung 
zu stellen. Das Projekt wurde hauptsächlich von Intel und Mellanox unterstützt. In meiner 
Dokumentation möchte ich mich aber hauptsächlich auf die Teile der Entwicklung 
beschränken, die für das Management eines InfiniBand-Fabrics notwendig sind. 
Dabei möchte ich aber sehr genau auf den OpenSM eingehen, da dieser Subnetz Manager sehr 
vielversprechend erscheint und eine spätere Eigenentwicklung für eine 
Managementanwendung darauf aufbauen könnte. 
 
 
5.2. Spezifikation der Architektur für das Subnetz Management 
 
Die Infrastruktur des OpenSM Subnetz Managers stellt die Fähigkeiten zur Erforschung des 
Subnetzes und dessen Aktivierung zur Verfügung. 
 




Bild 14 [3]: Subnetz Management im Infiniband Stack 
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Das Subnetz Management besteht aus mehreren Komponenten: Subnetz Manager (SM) für 
die Erforschung und Konfiguration des Fabric, Subnetz Manager Datenbank (SMDB) zum 
Speichern der Fabric-Daten und ein Subnetz Administrator (SA), der die InfiniBand Anfragen 
auf die SMDB behandelt. Weiterhin wäre ein graphisches Interface (GUI – Graphical User 
Interface) sehr nützlich, was bisherige Open-Source Entwicklungen aber vermissen lassen. 
 
Das Subnetz Management benutzt als API den User Mode Access Layer, der in Punkt 5.4 
beschrieben wird. Als Benutzerschnittstelle steht die Subnetz Manager Kommandozeile zur 
Verfügung, wobei normalerweise der SM als System Daemon startet, aber als optionales 
Interface steht die Kommandozeile zur Verfügung. 
 
 




Der SM startet normalerweise als Linux Daemon, gestartet von /etc/rc. Optional kann er auch 
von einem System Administrator aus einer Shell gestartet werden. 
 
 
5.3.2. Funktionalität und Schnittstellen des SM 
 
Der SM ist verantwortlich für die Konfiguration des Subnetzes. Beim Start erforscht er das 
Fabric durch Senden von direkt gerouteten SMP Paketen durch den User Mode InfiniBand 
Access Layer (uAL). Der SM teilt den Knoten LIDs zu, stellt die Switch Forwarding Tables 
zusammen und lädt sie in die Switches. Außerdem aktiviert er die Ports im Subnetz. Danach 
durchsucht er das Fabric in periodischen Abständen, um Veränderungen bei den 
Verbindungen und Knoten zu bemerken. Falls der SM einen anderen SM im selben Subnetz 
entdeckt, handelt er nach dem weiter oben beschriebenen Verfahren aus, welcher SM als 
Master fungiert. Falls die Kontrolle von einem SM zu einem anderen übergeht, wird davon 
ausgegangen, dass der Status des Fabric (Zuweisungen der LIDs, Portstatus, Forwarding 
Tables) unverändert fortgeführt wird. 
 
Der SM speichert die Fabric-Daten in der Subnetz Management Datenbank (SMDB), was 
dem Subnetz Administrator (SA) erlaubt, an ihn gestellte Anfragen über 
Subnetzinformationen durch die SMDB zu beantworten. Im Allgemeinen schreibt also der 
SM in die SMDB und der SA liest aus der SMDB. 
 
Der SM spielt eine relativ geringe Rolle bei der automatischen Pfadveränderung. Wenn eine 
Verbindung besteht, können die verbundenen Knoten verschiedene Pfadanfragen an den SA 
stellen und wählen daraus einen Pfad (Paar von DGID/SGID) als Hauptpfad aus, die anderen 
sind alternative Pfade. Für die mögliche Pfadmigration muss der SM die Ports mit einer LID 
Mask Control (LMC) größer 0 konfigurieren, so dass ein Port verschiedene LIDs haben kann. 
Die Switch Forwarding Tables müssen anhand der gegebenen Konfiguration der Links so 
konfiguriert sein, dass verschiedene Pfade sich so wenig wie möglich überlappen. Der SM ist 







Der SM ist verantwortlich für das Management der Multicast Forwarding Tables der 
Switches. Der SM wird durch lokale Kommunikation mit dem SA über Veränderungen der 
Multicast Konfiguration informiert, wobei im Gegenzug der SA die MCMemberRecord 
Nachrichten der Endknoten verarbeitet, die in eine Multicast Gruppe aufgenommen werden 
wollen oder diese verlassen wollen. 
 
 
5.3.3. Funktionalität des SA 
 
Durch Benutzung von MADs der Klasse Subnetz Administrator  (SubnAdm), stellt der SA 
den Zugriff  auf Informationen mehrerer Typen zur Verfügung. Beim ersten Release von 
OpenSM wird der SA nur die Informationen (SA Attribute) unterstützen, die für SCSI RDMA 
Protocol (SRP), IP over InfiniBand (IPoIB) und Socket Direct Protocol (SDP) notwendig 
sind. Der SA unterstützt demnach folgende SA Attribute: NodeRecord, PortInfoRecord, 
PathRecord, MCMemberRecord, ServiceRecord. 
 
 
5.3.3.1. Der Datenpfad einer Anfrage an den SA 
 
 
Bild 15 [3]: Datenpfad für Anfrage an den SA 
 
 
Alle Knoten des Fabric erhalten ihre Fabric Informationen durch Senden einer 
Standardanfrage (SA-Record Request – SubnAdmGet()) (1) an den SA durch Benutzung des 
User Access Interface. Der SA erhält die gewünschten Daten (2) von der SMDB und schickt 
diese an den anfragenden Knoten durch das SM Vendor Transport Interface über den OSV 







5.3.4. Kurze Übersicht über die OpenSM Internas 
 
OpenSM basiert auf einem Dispatcher und Controller Modell. Der Dispatcher ist ein Pool von 
Threads, die das Versenden von Nachrichten zwischen den Controllern erledigen. Jeder 
Controller erledigt einen kleinen Teil der Gesamtarbeit. Zum Beispiel gibt einen MAD-
Controller, der mit dem Vendor Transport Layer kommuniziert, um MADs zu empfangen. 
Der MAD-Controller analysiert das MAD, um zu bestimmen, welcher andere Controller zur 
Verarbeitung benötigt wird. Dann schickt der MAD-Controller dieses MAD zum Dispatcher, 
damit der Empfänger-Controller das MAD bearbeiten kann, sobald ein Arbeitsthread 
verfügbar wird. 
 
Diese modulare Herangehensweise ermöglicht den Entwicklern schnell neue Module 
(Controller) in das Framework hinzuzufügen, um neue Features zu unterstützen. 
Typischerweise entspricht die Anzahl der Arbeitsthreads der Anzahl der CPUs im System. 
Alle Controller laufen im Kontext des Dispatcherthreads, der sie aufgerufen hat. Externe 
Komponenten wie die SMDB werden zwischen allen Controllern geteilt. 
 
 
5.3.5. Die Multi-threaded Erforschung von OpenSM 
 
Die Suchvorgänge von OpenSM (die initiale Subnetzerforschung ist der erste Suchvorgang) 
laufen voll multi-threaded ab. Deshalb kann es während eines Suchvorganges sein, dass der 
OpenSM die Switches und Knoten in unterschiedlicher Reihenfolge findet als im vorherigen 
Suchvorgang. Für den OpenSM ist es aber für die interne Repräsentation des Subnetzes in der 
SMDB und der Konfiguration des Subnetzes irrelevant, in welcher Reihenfolge die 
Subnetzobjekte entdeckt werden.  
 
 
5.3.6. Die nicht störende Subnetzkonfiguration des OpenSM 
 
Der OpenSM versucht die bestehende Konfiguration des Subnetzes zu erhalten, um den 
störenden Traffic zu minimieren. Diese Situation kann auftreten, wenn der OpenSM ein 
Subnetz aufgrund eines Fehlers eines bisher aktiven SM übernimmt, wenn der Knoten des 
OpenSM selbst neu starten muss oder wenn zwei oder mehr aktive SM sich 
zusammenschließen. Wo es möglich ist, behält der OpenSM die zugewiesenen LIDs bei. 




5.3.7. LID Mask Control > 0 
 
Der Wert von LID Mask Control ist ein Konfigurationsparameter, der vom User festgelegt 
wird. OpenSM unterstützt Werte von LMC größer null, was verschiedene Pfade zwischen 
Endknoten im Subnetz erlaubt. Die Anzahl erlaubter Pfade beträgt 2LMC. Sind Pfade mit 
gleicher Anzahl Hops gegeben, versucht der OpenSM die Überlappung der Pfade zu 
minimieren, wenn er die Forwarding Tables für die Switches konfiguriert. OpenSM wird aber 
keine Pfade mit geringerer Überlappung konfigurieren, falls diese mehr Hops enthalten als 










In diesem Abschnitt möchte ich den Access Layer etwas näher betrachten, um den Leser 
einen genaueren Einblick in die Architektur des InfiniBand Stacks zu ermöglichen und das 
Zusammenspiel der verschiedenen Schichten darzustellen. 
 
Der Access Layer ermöglicht den Zugang zur Transportschicht des InfiniBand Fabric. Der 
Access Layer stellt die Fähigkeiten der InfiniBand Architektur zur Verfügung und fügt die 
Unterstützung von Higher-Level Funktionalität hinzu, die von den meisten Benutzern des 
Fabric benötigt wird. Der Benutzer definiert Protokolle und Policies, die vom Access Layer 
benutzt werden und der Access Layer implementiert diese unter der Direktion des Benutzers. 
 
 
5.4.2. Funktionale Dienste des Access Layers 
 




Bild 16 [3]: Funktionale Dienste des Access Layers 
 
 
Der Access Layer befindet sich oberhalb des Verb Provider Treiber und operiert sowohl in 
der Kernel- als auch in der User-Level-Umgebung. Der Kernel Access Service und der User-
Level Support Service stellen Proxy-Agenten zur Verfügung und implementieren IO Control 
Codes, um die Kommunikation zwischen den Modulen im User-Level und Kernel-Level zu 
ermöglichen. Die User-Level Verbs Library ist eine optionale Komponente, die einen 
schnelleren Weg für manche Operationen ermöglicht. Falls eine solche Bibliothek nicht zur 
Verfügung steht, wird der User-Level Access Layer für alle Operationen verwendet. Die 




- Management Service 
- Resource Management 
- Work Processing 
- Memory Management 
 
 
5.4.3. Management Services  
 
Der Access Layer stellt eine umfassende Unterstützung für das Senden, Empfangen und 




Bild 17 [3]: MAD Architektur des Access Layers 
 
 
Eine Operation läuft folgendermaßen ab: 
1. Ein Klient registriert sich als Agent oder Manager einer bestimmten Klasse. Alle 
Managementklassen werden unterstützt, aber nur ein Manager kann sich pro Klasse 
registrieren. 
2. Der Access Layer gibt einen Alias für eine Queue Pair (QP) zurück, die zum Senden 
der MADs benutzt wird. 
3. Der Agent oder Manager einer bestimmten Klasse schickt MADs zum Alias der QP 
oder im Falle von QP Redirection zur eigenen QP. 
4. Klienten erhalten die ankommenden MADs durch Callback. Nicht angeforderte 
MADs werden zum registrierten Manager der Klasse geleitet. Antworten sind an den 
Agenten gerichtet, der die Anfrage gestartet hat.  
 
Wie in Bild zu sehen ist, unterstützt der Access Layer sowohl Subnetz Management (QP0) 
Datagramme als auch General Service (QP1) Datagramme. Work Request an QP0 oder QP1 
werden immer vom Access Layer bearbeitet, ein direkter Zugriff zu diesen QPs ist nicht 
erlaubt. Die MAD Dienste werden in gleiche und klassenspezifische Dienste unterteilt. 
Klassenspezifische Dienste nutzen MADs  der gegebenen Managementklasse, wie z.B. beim 
Communication Management. Zur Vereinfachung unterstützen klassenspezifische Handler 




Bild 18 [3]: Klassenspezifische MAD Handler 
 
 
Ablauf einer Operation: 
1. Ein Benutzer ruft eine Hilfsfunktion, die von einem der klassenspezifischen Handler 
unterstützt wird. Die MAD Hilfsfunktion formatiert und sendet das MAD im Namen 
des Benutzers. 
2. Die Antwort auf den Request des Benutzers wird zum Benutzer zurückgeschickt. 
 
Unabhängig von der Klasse des MAD´s, stellt der Access Layer folgende Features zur 
Verfügung: 
- Transaction ID Management 
- Segmentierung und Reassemblierung (SAR) für MAD Klassen, die SAR 
benötigen 
- Support für Queue Pair Redirection 
- Bildung von Warteschlangen, um zu verhindern, dass viele Klienten eine Queue 
Pair überfluten 
- Wiederholtes Senden von MADs, für die eine Antwort erwartet wurde 



















5.5. Details von OpenSM 
 
5.5.1. Methoden und Algorithmen von OpenSM 
 
5.5.1.1. OpenSM Objekttypen und Objektmethoden 
 
Die Namensgebung der Objekttypen und Objektmethoden ist beim OpenSM sehr intuitiv 
gelöst, so dass ein schneller Rückschluß vom Namen auf den Typ möglich ist. 
 




 typedef struct _osm_node 
{ 
  cl_map_item_t  map_item; 
  ib_node_info_t  node_info; 
  ib_node_desc_t node_desc; 
  uint32_t  discovery_count; 
  uint32_t  physp_tbl_size; 










 Funktion zur Bestimmung des LID des Port-Objektes: 
 
ib_net16_t 
   osm_port_get_base_lid( 
 IN const osm_port_t* const p_port ); 
   
Durch die Namensgebung der Objektmethode ist sofort eine Zuordnung der 
Operation möglich, sie betrifft hier den Objekttyp Port mit der Operation 
get_base_lid. Dies erhöht die Lesbarkeit und Übersichtlichkeit des Quellcodes. 
 
 
 Funktion zur Bestimmung des LID des Switch-Objektes: 
 
  ib_net16_t 
     osm_switch_get_lid( 
   IN const osm_switch_t* const p_sw ); 
 
  Durch die Namensgebung ist hier ebenfalls eine Zuordnung sofort möglich. Es  










OpenSM benutzt ein Hop-optimiertes Subnetz-Routing. Die Route zwischen 2 beliebigen 
Knoten wird so gewählt, dass ein Minimum an Switches überquert werden. Falls es die Wahl 
zwischen zwei Pfaden mit gleichen Hop-Werten gibt, verwendet OpenSM statisches Load 
Balancing durch ein einfach gewichtetes Round Robin Schema, wobei unterschiedliche 
Gewichte für 1x, 4x oder 12x Links verwendet werden. 
 
 
5.5.1.3. Subnetzkonfiguration von OpenSM 
 
Der Prozess der Konfiguration ist asynchron. Wenn der OpenSM Antwort MADs erhält, 
verarbeitet er diese und führt eventuell weitere Schritte aus. Der OpenSM unterdrückt den 
Verkehr von Reliable Datagram MADs, um die Bufferfähigkeit von VL15 der Switches nicht 
zu überlasten. 
 
Die verschiedenen Teile des Erforschungs-/Entdeckungsalgorithmus wird in relativ einfache 
Dispatcher Controller zerlegt, wobei der initiale Entdeckungsvorgang und die nachfolgenden 
Suchvorgänge sich den Programmcode teilen, wo es möglich ist. 
 
Ablauf der verschiedenen Schritte der Subnetzkonfiguration: 
1. Entdeckung und Bestandsaufnahme des Subnetzes 
2. Zuweisung der LIDs 
3. Konfigurierung der LID Matrix für jeden Switch für die lokalen Blattknoten (an 
Switch angeschlossene Knoten) 
4. Konfigurierung der LID Matrix für jeden Switch für die Nachbarn der Blattknoten 
5. Konfigurierung der LID Matrix für jeden Switch für weiter entfernte Knoten 
(schrittweise) 
6. Bildung der Switch Forwarding Tables und Zuweisung jeder Table an den jeweiligen 
Switch 
7. Setzt den Status der Ports auf ARMED, wenn es notwendig ist 
8. Setzt den Status der Ports auf ACTIVE, wenn es notwendig ist 
 
Bei der initialen Entdeckung und bei späteren Suchvorgängen, erzeugt der OpenSM Objekte 
on the fly, wenn er neue Komponenten entdeckt. Der Architektur von OpenSM liegt ein 
zentrales asynchrones Dispatcher Modell zugrunde. Die Controller um den Dispatcher 
erledigen die aktuell anfallende Arbeit, wobei jeder Controller nur einen sehr eng gefassten 
Teil der Arbeit ausführt. Der Dispatcher nutzt die Arbeitsthreads, um die Funktionen jedes 
Controllers aufzurufen. 
 
Die Erforschung ist beendet, wenn es keine ausstehenden QP0 MADs mehr gibt. Ist dies der 
Fall, schickt der SM MAD Controller eine Nachricht zum Dispatcher, so dass der State 









Der LID Manager durchsucht dann alle gefundenen Port-Objekte und vergleicht ihre LID-
Werte mit den LID-Werten aus dem Subnetz-Objekt. Dabei können vier verschiedene Fälle 
auftreten: 
1. Der Port meldet den gleichen LID-Bereich, wie er auch im Subnetz-Objekt angegeben 
ist. 
2. Der Port meldet einen LID-Bereich, der sich mit dem LID-Bereich eines anderen Ports 
überschneidet. 
3. Der Port hat noch gar keinen LID-Bereich zugewiesen bekommen. 
4. Der Port meldet einen LID-Bereich, der laut Subnetz-Objekt noch unbenutzt ist. 
 
Bei den Fällen 2 bis 4 muss der OpenSM dann bestimmte Maßnahmen ergreifen. 
 
 
5.5.2. Das Objekt Modell von OpenSM 
 
OpenSM modelliert die meisten seiner internen Datenstrukturen der physikalischen 
Komponenten in einer InfiniBand Fabric wie Knoten, Switches, Partitionen. Die OpenSM 
Objekte sind miteinander verbunden, um die physikalischen Verbindungen im InfiniBand 
Subnetz zu modellieren. Zum Beispiel enthält ein Switch-Objekt Port-Objekte. Port-Objekte 
sind mit anderen Port-Objekten verbunden. Die meisten OpenSM Objekte stellen Funktionen 
zur Verfügung, die Details der Objektimplementierung verbergen. 
 
Das höchste OpenSM Objekt ist das OpenSM Objekt selbst. Das OpenSM Objekt trägt den 
Namen osm_opensm_t und ist in osm_opensm.h definiert. Ein OpenSM Objekt umfasst 
genau ein InfiniBand Subnetz, wobei dieses Objekt aus anderen Objekten zusammengesetzt 
wird: 
- einem Subnetz Objekt 
- einem Subnetz Manager Objekt 
- einem Subnetz Administrator Objekt 
- einem Pool von MAD Objekten 
- einem Log Objekt  
- einem zentralen Dispatcher, der die Arbeitsthreads enthält 
- und vielen anderen unterstützten Objekten 
 
 
5.5.3. Die Komponentenbibliothek 
 
Die Komponentenbibiliothek ist eine portable, Open Source Bibliothek mit nützlichen 
Funktionen und „Containern“, die in C implementiert ist. Die Bibliothek stellt u.a. Listen, 
balancierte Bäume und in der Größe variable Arrays zur Verfügung. OpenSM benutzt sehr oft 
die Komponentenbibliothek. In den Sourcefiles bemerkt man dies an Funktionen, die mit cl_ 
aufgerufen werden. Dies sind Aufrufe an die Bibliothek. 
 
 
5.5.4 Details der verschiedenen Objekte 
 
In diesem Abschnitt sollen die verschiedenen Objekte näher betrachtet werden, um einen 





5.5.4.1. Basis Objekt 
 
Das Basis-Objekt umfasst alle grundlegenden Informationen über ein Objekt und wird vom 
OpenSM benötigt, um die Objekte zu managen. Jedes OpenSM Objekt hat ein solches Basis-
Objekt. In diesem Objekt sind unter anderen folgende Informationen enthalten: 
- Die Version des OpenSM 
- Der Wert des Management Key 
- Der Default LMC-Wert 
- Der Default-Wert für die maximale Anzahl von Daten-VLs, die vom OpenSM an 
den Ports initialisiert werden 
- Dem Default Service Level 
- Der Default-Wert für die SM Priorität, wie sie im SMInfo Attribut definiert ist (0 
= höchste Priorität) 
- Der Default-Wert für die Anzahl Sekunden zwischen Subnetzsuchvorgängen 
- Der Default-Wert für das Transaktions-Timeout 
- Der Default-Wert für das Subnetz-Timeout 




5.5.4.2. Subnetz Objekt 
 
Das Subnetz Objekt trägt den Namen osm_subn_t und ist in osm_subnet.h definiert. Das 
Subnetz-Objekt modelliert die physikalische Zusammensetzung des Subnetzes. Der OpenSM 
bildet dieses Objekt während der Erforschung des Subnetzes und hält es durch nachfolgende 
Suchvorgänge auf den aktuellen Stand. Ein Subnetz-Objekt besteht aus vielen anderen 
Komponenten, wie zum Beispiel: 
- Zeiger auf Knoten-Objekte, die physische Knoten repräsentieren 
- Zeiger auf Switch-Objekte, die physische Switches repräsentieren 
- Zeiger auf Router-Objekte, die physische Router repräsentieren 
- Zeiger auf Port-Objekte 
- Zeiger auf Partitions-Objekte, die logische Partitionen repräsentieren 
- Zeiger auf Multicastgruppen-Objekte, die Multicastgruppen repräsentieren 
- Der LID des Master SM des Subnetzes 
- Der LID des lokalen Ports, wo der SM sich befindet 
- Der GUID des SM 
- Dem Status des SM 
- Andere SM-Objekte, die andere Subnetz Manager im Subnetz repräsentieren 
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Das Subnetz Objekt enthält wie oben beschrieben auch Tabellen mit Zeigern von jedem 
Objekttyp im Subnetz. Die Zeigertabellen ermöglichen einen schnellen Zugriff auf  ein Objekt 
eines bestimmten Typs, sei es ein Switch, Port eines Knoten, Partition,… Bei Knoten- und 
Port-Objekten werden für jeden Objekttyp 2 Zeigertabellen verwendet: 
- LidTable – Zeiger sortiert nach Unicast LID 
- GuidTable – Zeiger sortiert nach GUID 
Die Zeigertabellen, die nach GUID sortiert sind, nutzen cl_map (rot-schwarz Bäume). Die 




5.5.4.3. Subnetz Manager Objekt 
 
Das Subnetz Manager Objekt trägt den Namen osm_sm_t und ist in osm_sm.h definiert. Ein 
Subnetz Manager Objekt wird für einen Subnetz Manager  (SM) benötigt, wobei OpenSM ein 
Subnetz Manager Objekt pro Subnetz Manager allokiert. Ein Subnetz Manager Objekt besteht 
unter anderen aus folgenden Komponenten: 
- einem Zeiger auf das Subnetz-Objekt für dieses Subnetz 
- einem Zeiger auf das Objekt für das herstellerspezifische Interface 
- einem Zeiger auf das Log-Objekt 
- einem Zeiger auf den MAD Pool 
- einem Zeiger auf das VL15 Interface 
- einem generischen MAD Attribut Requester 
- einem Controller für den Attribut Requester 
- einen MAD Attribut Responder 
- einem Node Description Receive Controller 
- einem Node Info Receive Controller 
- einem Switch Info Receive Controller 
- einem Port Info Receive Controller 
- einem MAD Controller 
- einem Zeiger auf den Dispatcher 
- einem Zeiger auf den Serialisierungs-Lock 
 
 
5.5.4.4. Subnetz Administrator Objekt 
 
Das Subnetz Administrator (SA) Objekt trägt den Namen osm_sa_t und ist in osm_sa.h 
definiert. Ein SA-Objekt wird für einen SA benötigt, wobei OpenSM ein SA-Objekt pro 
Subnetz Manager allokiert. Ein SA-Objekt besteht unter anderen aus folgenden 
Komponenten: 
- dem Status des SA-Objektes 
- einem Zeiger auf das Subnetz-Objekt für das Subnetz 
- einem Zeiger auf das Objekt für das herstellerspezifische Interface 
- einem Zeiger auf das Log Objekt 
- einem Zeiger auf den MAD Pool 
- einem Zeiger auf den Dispatcher 
- einem Zeiger auf den Serialisierungs-Lock 
- einem Transaktions-ID 
- einem MAD Controller 
- einem Response Objekt 
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5.5.4.5. Knoten Objekt 
 
Das Knoten Objekt trägt den Namen osm_node_t und ist in osm_node.h definiert. Ein 
Knoten-Objekt repräsentiert einen Knoten im Subnetz. Ein Knoten kann ein Host Channel 
Adapter (HCA), ein Target Channel Adapter (TCA), ein Switch oder ein Router sein. Ein 
Knoten-Objekt besteht aus folgenden Komponenten: 
- einem Array von physischen Port Objekten 
- Anzahl zum Knoten gehörender Ports 
- Discovery Count (Wie oft wurde der Knoten beim aktuellen Suchvorgang schon 
entdeckt; beim Start eines Suchvorganges auf null gesetzt) 
- dem NodeInfo Attribut 






Bild 20: Knoten-Objekte sind mit anderen Knoten-Objekten durch ihre physischen Port-Objekte verbunden 
 
 
5.5.4.6. Port Objekt 
 
Das Objektmodell für Ports ist etwas komplizierter. In Switches teilen sich alle Ports eine 
gemeinsame GUID und sind somit logisch zusammengehörig. In allen anderen Knotentypen 
hat jeder Port einen eigenen GUID. Das OpenSM Objektmodell regelt dies durch Einführung 
von 2 Typen für Port-Objekte: Physische Ports und Logische Ports. Physische Port-Objekte 
gehören zu ihrem Elternknoten, egal ob es ein Switch oder ein HCA ist. Sie stehen für einen 
physischen Port im Subnetz. Logische Port-Objekte bestehen aus einem oder mehreren 
physischen Port-Objekten, die sich alle den gleichen GUID Wert teilen. Ein logisches Port-
Objekt kann in einem Switch für mehrere physische Ports stehen, in allen anderen 
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Das physische Port Objekt trägt den Namen osm_physp_t und ist in osm_port.h definiert. 
Physische Port-Objekte repräsentieren physische Ports in einem Subnetz. Ein physisches Port-
Objekt besteht aus folgenden Komponenten: 
- Die in IBA definierten PortInfo Daten für diesen Port 
- Dem GUID dieses Ports (bei Switches teilen sich alle Ports einen GUID) 
- Portnummer 
- Zeiger auf das Eltern-Knoten-Objekt, zu dem der physische Port gehört 
- Zeiger auf den physischen Port auf der anderen Seite der Verbindung (Remote); 
falls NULL existiert keine Verbindung an diesem Port 
- Boolean-Wert über Gesundheitszustand des Ports (sollte TRUE sein) 
- Dem Directed Route Path dieses Ports 
- Zeiger auf die P_Key Tabelle 
- Virtual Lane Arbitration Tabelle 
- Einem Vektor von Zeigern zur Tabelle Service Level zu Virtual Lane 
 
Die Zeiger auf das Eltern-Knoten-Objekt und dem Port des Remoteknotens erlauben 
Funktionen, die das Subnetz-Objekt durchqueren, so dass ein Abbild der Topologie des 
physischen Subnetzes entsteht. 
 
Das logische Port Objekt trägt den Namen osm_port_t und ist in osm_port.h definiert. Ein 
Port-Objekt repräsentiert einen oder mehrere physische Ports, die sich den gleichen GUID 
teilen. Port-Objekte gehören zu einem Subnetz-Objekt. Ein Port-Objekt besteht aus: 
- einem Feld von Zeigern, die auf die korrespondierenden physischen Ports 
verweisen 
- dem GUID Wert dieses Ports 
- einem Zeiger auf ein Knoten-Objekt, zu dem die Ports gehören 
- Discovery Count (Wie oft wurde der Port beim aktuellen Suchvorgang schon 
entdeckt; beim Start eines Suchvorganges auf null gesetzt) 
- Einem Index der physischen Ports, um an physische Besonderheiten des 
physischen Ports zu gelangen, falls diese benötigt werden 
- Anzahl der physischen Ports, die zu dem logischen Port gehören 



























Port Objekt Physisches Port Objekt 
p_remote 
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Wie im Bild zu sehen, sind Port-Objekte logische Sammlungen von physischen Port-
Objekten, die sich eine gemeinsame GUID teilen. Switches haben mehrere physische Ports 
pro GUID, während andere Knoten nur einen physischen Port pro GUID besitzen. 
 
 
5.5.4.7. Switch Objekt 
 
Das Switch Objekt trägt den Namen osm_switch_t und ist in osm_switch.h definiert. Ein 
Switch-Objekt repräsentiert einen Switch im Subnetz. Ein Switch-Objekt besteht aus 
folgenden anderen Komponenten: 
- SwitchInfo Attribut 
- Zeiger zum Objekt des Elternknoten 
- Der Switch Forwarding Table 
- Der LID Matrix, die den Hop Count zu jedem LID von jedem Port aus enthält 
- Zeiger auf ein Array von Port-Profil-Objekten für diesen Switch 
- Der Multicast Forwarding Table  
 
 
5.5.4.8. LID Matrix Objekt 
 
Das LID Matrix Objekt trägt den Namen osm_lid_matrix_t und ist in osm_matrix.h definiert. 
Ein LID-Matrix-Objekt enthält die Anzahl der Hops zu jedem anderen LID über jeden Port 
des Eltern-Switches. Die LID Matrix ist ein zweidimensionales Feld, mit den LID-Werten auf 
der einen Achse und den Portnummern auf der anderen. Wenn neue LIDs zum Subnetz 
hinzugefügt werden, wird die LID Matrix um die neuen Werte erweitert. Der 
Routingalgorithmus ermittelt die Hop Count Werte für jede Switch Matrix. Die Konstruktion 
der Switch LID Matrix ist auch eine Vorarbeit für die Bildung der Forwarding Table. 
   
 
5.5.4.9. Partition Objekt 
 
Das Partition Objekt trägt den Namen osm_prtn_t und ist in osm_partition.h definiert. 
Partitions-Objekte modellieren die logische Gruppierung von physischen Ports in einer 
InfiniBand Partition. Hierbei steht ein Partitions-Objekt für eine Partition. Partitions-Objekte 
enthalten den P_Key der Partition und eine Zeigertabelle zu den Port-Objekten in der 





Bild 22: Zeigertabelle für ein Partitionsobjekt 











Zeiger zu den Partitions-Objekten werden in einer Partitionszeigertabelle gespeichert, die mit 





Bild 23: Tabelle mit Zeigern auf die Partitionen 
 
 
5.5.4.10. Multicast Gruppen Objekt 
 
Das Multicast Gruppen Objekt trägt den Namen osm_mgrp_t und ist in osm_multicast.h 
definiert. Eine Multicast-Gruppe wird durch seine LID identifiziert, die im Bereich 0xC000 – 
0xFFFE liegt und die allen Ports in einer Multicast-Gruppe zugewiesen wird. Objekte von 
Multicast-Gruppen ähneln sehr stark den Partitions-Objekten: Sie haben auch eine 
Zeigertabelle zu den Ports in der Multicast-Gruppe. Das Multicast Gruppen Objekt besteht 
aus folgenden Komponenten: 
- Dem LID (network order) der Multicast-Gruppe 
- Einem Zeiger auf den „Wurzelbaumknoten“ des Spannbaumes für die Multicast-
Gruppe; die Knoten des Baumes repräsentieren Switches; Mitgliederports werden 
nicht im Baum repräsentiert 
- Einer Tabelle (sortiert nach Port GUID) mit den Mitgliederports der Multicast-
Gruppe 





Bild 24: Zeigertabelle für ein Multicast-Gruppe-Objekt 
 
 
















Zeiger zu den Objekten von Multicast-Gruppen werden in einer Zeigertabelle von Multicast-






Bild 25: Tabelle mit Zeigern auf die Multicast-Gruppen 
 
 
Das Multicast LID Routing durch das Subnetz wird über einen Spannbaum realisiert, d.h. 
Schleifen sind nicht erlaubt. Die Multicast Forwarding Tables in Switches haben eine 
begrenzte Größe, so dass der Spannbaum für jede Multicast-Gruppe die kleinstmögliche 
Anzahl an Switches enthalten soll. Knoten, die nicht Mitglied einer Gruppe sind, können zu 
dieser auch nicht senden. 
 
Die Bildung einer Multicast-Gruppe geht folgendermaßen vonstatten: Man startet mit der 
Menge der Ports, die zu einer Gruppe gehören sollen. Anschließend bildet man den optimalen 
Spannbaum, indem man das Subnetz-Objekt durchquert. Dann wird der Spannbaum in 
Einträge für die Forwarding Table der beteiligten Switches umgewandelt und damit die 
Switches konfiguriert. Dieser Prozess funktioniert sowohl bei Unicast als auch bei Multicast 
Routing. 
 
Ein einzelnes Subnetz besteht aus mehreren Spannbäumen, einen pro Multicast-Gruppe. Das 
Subnetz-Objekt modelliert die physischen Verbindungen zwischen den Subnetzkomponenten, 
wobei Spannbäume die logischen Strukturen darstellen. 
 
 
5.5.4.11. Pfad Objekte 
 
Der SM und SA müssen die Informationen im Attribut PathRecord bereitstellen: 
- Path MTU 
- Rate 
- Packet Lifetime 
- Vorzugswert für den Pfad gegenüber anderen Pfaden zwischen zwei Knoten 
 
Es gibt aber zu viele Pfade in der Fabric, um alle Path Records vorher zu veranschlagen. In 










Die Pfadinformationen müssen vom SM und SA on the fly bestimmt werden. Der SM/SA 
durchquert das Subnetz-Objekt, inklusive der lokalen Kopien der Switch Forwarding Tables, 
um die Pfadparameter in einem Pfad-Objekt zu sammeln. Das Pfad-Objekt wird dann 








Vor dem Start des Sourceforge-Projektes lieferten alle InfiniBand-Hardware-Hersteller ihre 
Produkte mit ihrem jeweiligen proprietären spezifischen Software-Stack aus. Die großen 
Kunden der Hersteller teilten aber mit, dass sie nur Software einsetzen wollen, deren Code 
auch offengelegt ist. Dadurch legten die Firmen Topspin, Infinicon, Voltaire und Mellanox 
den Code für ihren jeweiligen Software-Stack offen. Jetzt bestand aber das Problem, dass es 
viele verschiedene Stacks gab: 
- 4 Versionen von VAPI (jeder Hersteller hatte seine Eigenheiten) 
- 3 verschiedene Mellanox HCA Treiber 
- Einen für den Sourceforge Stack 
- Einen für den Infinicon Stack 
- Einen für den Topspin Stack 
- 4 verschiedene Mid-Layers und viele Versionen der User Level Protokolle (IPoIB, 
SRP,…) 
 
Trotz der nun vorhandenen großen Auswahl aus Open-Source-Implementierungen, gab es 
weitere Probleme. Den Entwicklern des Linux Kernel gefiel keine der vorhandenen 
Varianten. Selbst der Sourceforge-Stack wurde abgelehnt, weil die Linux Community bei 
dessen Entwicklung nicht sehr involviert war. Bemängelt wurden zum Beispiel der Stil der 
Programmierung (Benutzung von Typdefinitionen, Abstraktionen,…). Somit wurde ein neues 
Open-Source-Projekt unter dem Namen OpenIB.org [7] begründet, in dem alle Hersteller mit 
beteiligt sind. Ziel dieser Entwicklung ist es, aus allen bis jetzt vorhandenen Stacks die besten 
Ideen zu entnehmen und einen neuen Stack zu entwerfen, der auch von der Linux Community 
akzeptiert wird. 
 
Dafür wurde in kleinen Schritten vorgegangen. In der ersten Phase wurde ein minimaler 
InfiniBand Stack entwickelt, der dann durch die Linux Kernel Mailing List verbreitet wurde. 
Es wurde mit einem kleinen kompakten HCA Treiber begonnen, dem Mthca von Topspin, der 
am meisten von der Linux Community akzeptiert ist. Dann sollen eine herstellerneutrale API 
und ein einfacher Mid-Layer entwickelt werden, der die Hardware aller Hersteller unterstützt 
und genügend User-Mode Unterstützung besitzt, um den OpenSM zu unterstützen. Das User 
















Bild 26 [3]: OpenIB Stack Architektur Phase 1 
 
 
In der zweiten Phase soll der Stack in kleinen Schritten weiterentwickelt und erweitert 
werden: 
- Hinzufügen von OS Bypass Access zur Hardware vom User Space 
- Dies ist eine der Schlüsseleigenschaften von InfiniBand 
- Dazu sind noch viele Diskussionen nötig, wie dies am besten in Linux zu 
verwirklichen ist. 
- Dann werden weitere User Level Protokolle hinzugefügt: 
- SCSI RDMA Protokoll (SRP) für Speicherung 
- kDAPL – Kernel Direct Access Protocol Layer 
- Sockets Direct Protocol und Protocol Offload Switch 




























Ein sehr interessantes Komplettpaket inklusive Installationsskript für die Nutzung der 
InfiniBand-Technologie stellt Mellanox Technologies bereit. In der seit dem 15. September 
2004 verfügbaren Version 1.6.0 beinhaltet es sowohl den von OpenIB.org bekannten 
InfiniBand Treiber, den OpenSM, die User Level Protokolle als auch die beiden 
verschiedenen Open Source MPI Implementierungen OSU MVAPICH und NCSA MPICH-
VMI und MPI Benchmark Applikationen. Zusätzlich sind auch noch das Mellanox 








Bild 28 [4]: Überblick über die InfiniBand Gold Collection 
 
 
In diesem Abschnitt möchte ich aber nur auf das IBADM eingehen. Eine genaue Betrachtung 
des Quellcodes soll aber hier aufgrund der Komplexität entfallen. 
 
Für das IBADM ist unter anderem ein Topologiefile namens ibadm.topo nötig, es beschreibt 
die InfiniBand Devices und Verbindungen in einem Cluster und ist für die spätere 
Namensbezeichnung der Devices in den vom IBADM erzeugten Berichten und die 
Verifikation der Verbindungen (die in dem File angegebene Cluster-Topologie wird mit der 
entdeckten Topologie verglichen) erforderlich. Das Topologiefile besteht aus mehreren 
Sektionen, jeweils eine Sektion beschreibt ein InfiniBand Device und seine Verbindung zu 




Bild 29 [4]: Beispiel für einen einfachen Cluster 
 
 
Das Topologiefile für dieses Beispiel wäre: 
 
  MTS2400 S-1 
 P1 -> MT23108 H-1 P1 
 P2 -> MT23108 H-1 P1 











In dem IBADM ist auch ein Tool namens ibtopogen enthalten. Dieses erzeugt ein 
Topologiefile aus einer Menge von High Level Cluster Parameter. Dies ist sehr hilfreich, da 
das Schreiben eines Topologiefile für Cluster mit vielen Knoten einer Automatisierung 
bedarf. Bei dem Aufruf von ibtopogen müssen drei Parameter angegeben werden: 
- NODESNUM: Gibt die Anzahl aller Hosts in dem Cluster an 
- N-STAGE: Gibt die Anzahl der Switch System Levels an 
- LxRADIX: Gibt die Anzahl der Ports von jedem Switch auf dem Level x an 
 
ibtopogen erzeugt dann eine N-STAGE stufige Fat-Tree Topologiebeschreibung basierend auf 





In Anlehnung an das Unix Kommando ls listet das Tool ibls alle bekannten Devices des IB 
Fabrics auf. Es benutzt dabei die in der Topologiebeschreibung angegebenen Systemnamen 
und gibt die angeforderten Daten auf dem Standard Output aus. Das Tool ermöglicht die 





ibmon ist ein InfiniBand Fabric Monitor Tool. Es gibt Rückmeldung über das Fabric, über 
Zustände, Fehler, Traffic. Außerdem ermöglicht es die Anzeige von Spannung, Temperatur 
und anderen Parametern in Switch Systemen, die Mellanox Chips verwenden. Aus diesen 
Gründen sollte ibmon kontinuierlich ausgeführt werden, um das Fabric zu überwachen. 
 
Der User wird mit einer vereinfachten Zusammenfassung der Ereignisse auf dem Standard 
Output informiert. Genauere Informationen werden in mehrere Log-Dateien abgelegt. ibmon 
erzeugt folgende Logfiles: 
 
ibmon_events.log  - Logfile über Ereignisse, wo bestimmte Vorgaben über- oder  
  unterschritten wurden 
 
ibmon_sweeps.log  - berichtet fortschreitend über alle Performance Management  
  Register von erfolgreichen Suchvorgängen 
 
ibmon_last_sweep.log - Logfile über den letzten Suchvorgang 
 
ibmon_bbm.log  - Logfile für Berichte des Baseboard Management 
 
Durch Optionen beim Aufruf von ibmon können verschiedenen Schwellenparameter z.B. für 
die Anzahl gesendeter oder empfangener Pakete, die Anzahl von Fehlern, die Anzahl 
verworfener Pakete auf VL-15 oder die Temperatur in °C angebenen werden, um bestimmte 
Ereignisse zu definieren. 
 






ibfwmgr ist ein Firmware Management Tool  für InfiniBand Cluster. Es ermöglicht die 
Installation und das Update der Firmware der Devices und ist in der Lage, für jedes Device 
die passende Firmware z.B. anhand des Board Typs zu bestimmen. Dadurch ist dieses Tool 
sehr gut für das Firmware Management in einem Cluster mit Devices mit verschiedenen 





Das Tool ibcon (ibconsole) ermöglicht die Sicht auf bestimmte Device Register in dem 
gesamten InfiniBand Fabric. 
 
 




In diesem Abschnitt möchte ich auf neue Entwicklungen im Bereich der 
Routingmechanismen eingehen. Dazu möchte ich zwei neue Arbeiten auf diesem Gebiet 
nennen, wobei ich auf eine Arbeit als Beispiel genauer eingehen will. Ziel dieses Abschnittes 
soll es sein, neue Entwicklungstendenzen und ihre möglichen Vorteile für die Praxis 
aufzuzeigen, um diese neuen Erkenntnisse in einer Entwicklung einer 
Managementanwendung eventuell einfließen lassen zu können. 
 
Die in [5] und [9] genannten Arbeiten beschäftigen sich mit dem Routing in InfiniBand 
Netzwerken. Das in [9] beschriebene Verfahren ermöglicht fehlertolerantes Routing in 
InfiniBand Netzwerken. Als Beispiel für die Entwicklungen möchte ich genauer auf das in [5] 
beschriebene Verfahren eingehen, welches schneller auf eine Veränderung der Topologie des 
InfiniBand Netzwerkes reagieren kann. 
 
Das in [5] beschriebene Verfahren setzt für die Berechnung der Routingtabellen zwei 
Algorithmen ein. Bei einer Topologieveränderung berechnet der eine Algorithmus 
provisorische Routen, die zwar nicht optimal sind, deren Berechnung aber ungefähr fünfmal 
schneller ist als die Berechnung der optimalen Routen. Dadurch soll gewährleistet werden, 
dass der Datenverkehr in einem InfiniBand Subnetz bei einer Topologieveränderung kürzer 
unterbrochen ist. Nachdem die provisorischen Routen berechnet wurden, werden mithilfe des 
anderen Algorithmus die optimalen Routen berechnet. Inzwischen wird der Datenverkehr 
über die provisorischen Routen abgewickelt. 
 
Dieses Verfahren mit den provisorischen und endgültigen Routen soll an dem im Bild 30 









6.3.2. Initialer Algorithmus zur Berechnung der endgültigen Routen 
 
Um die Menge von Routingtabellen zu berechnen, benutzt der anfängliche Algorithmus den 
Up/Down-Algorithmus, der für alle Topologien deadlockfrei arbeitet. Er basiert auf einer 
zyklenfreien Zuweisung der Richtung der Verbindungen des Netzwerks. Für jede Verbindung 
wird eine Richtung als Up, die andere als Down bezeichnet. Mithilfe verschiedener Verfahren 
wie MDST (minimum-depth spanning trees), POST (propagation-order spanning trees) oder 
DFS (depth-first search) ergibt sich für das Netzwerk dann ein azyklischer gerichteter Graph 
mit einem Zielknoten. 
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Um Deadlocks zu vermeiden, dürfen gültige Routen niemals einen Link in Up-Richtung 
benutzen, nachdem sie einen Link in Down-Richtung benutzt haben. Der normale Up/Down-
Algorithmus kann aber in InfiniBand Subnetzen nicht angewandt werden, da das Routing 
sowohl vom Input Port als auch vom Zielknoten abhängt und InfiniBand Switches lediglich 
den Ziel LID des Paketes für das Routing betrachten. Es gibt aber mehrere Ansätze, um 
mithilfe des Up/Down Routingalgorithmus die Routingtabellen für InfiniBand Netze zu 
berechnen. Ich möchte hier folgenden Ansatz verfolgen: Zuerst bestimmen wir alle gültigen 
Routen. Danach werden alle Routingalternativen entfernt, die zu einem Deadlock führen 
können: Gibt es für ein Ziel irgendeinen Port in Down-Richtung werden alle Routingoptionen 
ignoriert, die eine Verbindung in Up-Richtung benutzen, auch wenn sie zu kürzeren Pfaden 
führen würden. Da das InfiniBand Routing deterministisch ist, muss noch ein Output Port für 
jedes Ziel gewählt werden. Dabei wird der Output Port gewählt, über den die kürzeste Route 
möglich ist. Bei verschiedenen minimalen Routen wird per Zufall ein Port festgelegt. 
 
Der Algorithmus, der alle gültigen Up/Down-Routen berechnet, arbeitet folgendermaßen: 
Für jeden Knoten K1 in einem Subnetz betrachten wir die restlichen Knoten in diesem 
Subnetz. Dies geschieht durch kontrolliertes Flooding und dem Verwerfen von Paketen, die 
eine verbotene Down-Up Bewegung ausführen. Während der Untersuchung wird für jeden 
besuchten Knoten K2 ein neuer Tabelleneintrag hinzugefügt. Dieser Eintrag betrachtet K1 als 
Ziel und den Port, der für das Erreichen von K2 benutzt wurde, als Output Port. Die Länge 
der Route zwischen K1 und K2 wird ebenfalls gespeichert. Falls später eine kürzere Route 
gefunden wird, wird dieser Eintrag auf die kürzere Route geändert. 
 
 
6.3.3. Provisorische Routen 
 
Der initiale Algorithmus berechnet eine individuelle Route für jedes Paar von Subnetzknoten. 
Da der Vorgang der Berechnung aber sehr zeitaufwändig ist, soll ein alternativer Weg 
gefunden werden, der die zu berechnenden Tabelleneinträge reduziert. Dies wird erreicht, 
indem der Algorithmus mehrere Routen in einem Switch aufgrund der Existenz eines Default 
Ports zu Gruppen zusammenfasst. Dieser Default Port wird benutzt, um ein Paket 
auszuliefern, dessen Ziel LID nicht in der Routingtabelle enthalten ist. Da der am Anfang 
besprochene gerichtete Graph genau einen Zielknoten enthält, in dem alle Segmente in Up-
Richtung zusammenlaufen, kann dieser durch das Benutzen des Default Ports in jedem Switch 
definiert werden. Alle Segmente in Down-Richtung müssen durch individuelle 
Tabelleneinträge definiert werden.  
 
Der Algorithmus benötigt eine Untersuchung des gerichteten Graphen beginnend beim 
Zielknoten. In jedem Schritt wird ein Knoten K1 ausgewählt, bei dem alle Verbindungen in 
Up-Richtung zu bereits besuchten Knoten führen. Ist K1 ein Switch, wird als Default Port in 
K1 einer der Ports festgelegt, der ihn mit einem bereits besuchten Knoten (K2 genannt) 
verbindet. Anschließend wird für jeden zusätzlichen Nachbarn, der bereits besucht wurde 
(erreichbar durch Verbindung in Up-Richtung), ein neuer Tabelleneintrag in K1 hinzugefügt. 
Schließlich betrachtet der Algorithmus das Einfügen eines Tabelleneintrags in jedem vorher 
besuchten Switch K3, der benutzt werden soll, um K1 zu erreichen. Dieser Eintrag wählt als 
Output Port denjenigen, den K3 benutzt um K2 zu erreichen, außer wenn K3 und K1 
Nachbarn sind. Es ist nicht notwendig einen neuen Tabelleneintrag hinzuzufügen, falls der 
gewählte Output Port mit dem Default Port übereinstimmt. Insbesondere wenn K3 keinen 




Für das in Bild 30 dargestellte Netzwerk und den in Bild 31 dargestellte zugehörige gerichtete 
Graph berechnet der Algorithmus neben den 7 Default Ports noch 50 Tabelleneinträge. Dies 
erscheint auf den ersten Blick viel, jedoch berechnet der initiale Algorithmus 120 
Tabelleneinträge (für jeden Switch 15 Einträge). 
 
Betrachteter LID Default Port Neuer Tabelleneintrag 
(LID: DLID -> Output Port) 
1 - 1: 1 -> 0 
2 1 2: 2 -> 0 
1: 2 -> 1 
3 1 3: 3 -> 0 
1: 3 -> 2 
4 Nicht verfügbar 1: 4 -> 3 
5 2 5: 5 -> 0 
1: 5 -> 1 
6 2 6: 6 -> 0 
6: 2 -> 1 
1: 6 -> 2 
2: 6 -> 3 
3: 6 -> 4 
7 Nicht verfügbar 1: 7 -> 1 
2: 7 -> 4 
6: 7 -> 1 
8 1 8: 8 -> 0 
1: 8 -> 2 
3: 8 -> 2 
9 1 9: 9 -> 0 
1: 9 -> 2 
3: 9 -> 3 
10 2 10: 10 -> 0 
10: 5 -> 1 
1: 10 -> 2 
2: 10 -> 3 
3: 10 -> 4 
5: 10 -> 1 
6: 10 -> 3 
11 Nicht verfügbar 1: 11 -> 1 
2: 11 -> 2 
5: 11 -> 3 
10: 11 -> 1 
12 Nicht verfügbar 1: 12 -> 2 
2: 12 -> 3 
3: 12 -> 4 
6: 12 -> 4 
13 Nicht verfügbar 1: 13 -> 2 
3: 13 -> 2 
8: 13 -> 2 
14 Nicht verfügbar 1: 14 -> 2 
3: 14 -> 3 
9: 14 -> 2 
15 Nicht verfügbar 1: 15 -> 2 
2: 15 -> 3 
3: 15 -> 4 
5: 15 -> 1 
6: 15 -> 3 
10: 15 -> 3 
 




Die Menge der berechneten Routen ist aber nicht optimal wie es beim initialen Algorithmus 
der Fall ist. Dafür ist die Berechnung der provisorischen Routen etwa fünfmal schneller als 
die Berechnung mit dem initialen Algorithmus. Die beiden verschiedenen Algorithmen 
wendet man folgendermaßen an: Wird eine Veränderung der Netzwerktopologie erkannt, 
müssen die Routingtabellen in den Switches geändert werden. Da schnell auf diese 
Veränderung reagiert werden muss, werden provisorische Routen berechnet, da deren 
Berechnung schneller ist.  
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Anschließend werden diese provisorischen Routen an die Switches verteilt. Um Deadlocks 
bei der Verteilung zu vermeiden, werden alle Ports in dem Subnetz deaktiviert, bevor die 
Routingtabellen gesendet werden. Nachdem alle Switches Ihre neue Routingtabelle erhalten 
haben, werden die Ports wieder aktiviert und für den User Traffic freigegeben. Während der 
Verteilung der provisorischen Routen kann bereits mit der Berechnung der endgültigen 
Routen begonnen werden. Nachdem alle endgültigen Routingtabellen berechnet wurden, kann 
mit deren Verteilung begonnen werden. Hierfür müssen die Ports nicht deaktiviert werden, da 
keine Deadlocks auftreten können. Der Grund dafür liegt darin, dass beide 
Berechnungsalgorithmen auf dem gleichen azyklischen gerichteten Graphen beruhen. Es ist 
aber zu beachten, dass es trotz der deadlockfreien Verteilung der endgültigen Routingtabellen 
zum Verwerfen von Paketen kommen kann. Dies kann zum Beispiel gesehen, wenn sich die 
Route für einen bestimmten LID ändert. Dann ist es möglich, dass ein Paket, welches anhand 
der provisorischen Routingtabelle weitergeleitet wird, einen Switch durch denselben Port 
wieder verlassen muss durch den sie den Switch erreicht hat. Laut der Spezifikation der 
InfiniBand Architektur muss ein solches Paket verworfen werden. Deshalb ist es erforderlich, 





Das Verfahren der provisorischen und endgültigen Routen führt zwar zu einer Verlängerung 
der Zeit, bis die Anpassungen an einen Topologiewechsel vollständig vollzogen sind. Der 
große Vorteil dieses Verfahrens besteht aber darin, dass durch die viel kürzere 
Berechnungszeit der provisorischen Routen schneller eine gültige Menge von Routen 
verfügbar ist, was letztendlich dazu führt, dass eine geringere Zahl von Paketen durch die 




7. Mögliche Bereiche für weitere Entwicklungen 
 
Trotz des starken Open Source Bestreben der letzten Monate gibt es noch Bereiche für das 
Management von InfiniBand Netzwerken, die von den bisherigen Entwicklungen noch nicht 
zufriedenstellend gelöst wurden. Sehr auffallend ist, dass die Firmen zwar ihre InfiniBand 
Stacks offengelegt haben, aber ihre Lösungen für das Management und Monitoring eines 
InfiniBand Netzwerkes wurden meist nicht offengelegt. Eine Ausnahme stellt hier das 
IBADM aus der InfiniBand Gold Collection dar, dessen Quellcode offengelegt ist. 
 
Ich sehe in diesem Bereich den interessantesten Ansatzpunkt für eine Eigenentwicklung. Die 
Applikation sollte den Funktionsumfang wie das IBADM haben, aber eventuell um ein GUI 
ergänzt werden, was sich bis jetzt nur bei kommerziellen Anwendungen findet. Insgesamt 
sollte das Managementtool einen Subnetz Manager sowie einen Communication Manager, 
einen Performance Manager und einen Baseboard Manager enthalten. 
 
Der OpenSM als Subnetz Manager wird auch weiterhin durch die OpenIB.org Community 
gepflegt. Interessant wäre hier, neue Entwicklungsergebnisse wie die im Abschnitt 6.3 
genannten Verfahren zum fehlertoleranten Routing oder zur schnelleren Reaktion auf 







In dieser Arbeit wurden die Aspekte für ein Managementtool im Bereich der InfiniBand 
Netzwerke betrachtet. Nach einem kurzen allgemeinen Überblick über die InfiniBand 
Architektur wurde das in der InfiniBand Architecture Specification festgelegte 
Managementmodell näher betrachtet, da dieses Modell mit seinen 4 Konzepten, den 
Managementeinheiten, den Agenten, dem Nachrichtenschema (MADs) und den spezifischen 
Nachrichten die Grundlage für die Entwicklung eines solchen Tools darstellt. Es wurde 
hierbei auch auf die verschiedenen Klassen des Managementmodells eingegangen. 
Besonderer Wert wurde dabei auf das Subnetz Management gelegt, welches für die 
Konfiguration des Subnetzes verantwortlich ist. Ohne Subnetz Management funktioniert das 
InfiniBand Netzwerk nicht, es kümmert sich um die Erforschung der Topologie des 
Subnetzes, weist jedem Port eine im Subnetz eindeutige Local ID zu und kümmert sich auch 
um das Routing im Netzwerk.  
 
Nach der genauen Untersuchung des Subnetz Managements wurden die verschiedenen 
General Services und ihre Wichtigkeit für ein zu entwickelndes Managementtool betrachtet. 
Hierbei zeigte ich, dass das Communication Management, das Performance Management und 
das Baseboard Management sinnvollerweise von einem Managementtool unterstützt werden 
sollte. 
 
Anschließend wurde der Funktionsumfang zweier kommerzieller Anwendungen für das 
Management mit dem Ziel betrachtet, eventuell fehlende Funktionalitäten in den Open-
Source-Projekten aufzuspüren und diese bei der Entwicklung eines Managementtools zu 
ergänzen, wenn es sinnvoll erscheint. 
 
Nach der Betrachtung der kommerziellen Anwendungen wurde sehr genau auf das 
Sourceforge Projekt für das Management von InfiniBand Netzwerken eingegangen. 
Hauptaugenmerk lag dabei auf dem OpenSM, der eine sehr vielversprechende Entwicklung 
darstellt. Ebenso wurde die InfiniBand Gold Collection von Mellanox Technologies 
betrachtet, insbesondere hier das InfiniBand Administration Package IBADM. 
In einem weiteren Abschnitt wurden neue Entwicklungen im Bereich der 
Routingmechanismen und ihre Auswirkungen beim praktischen Einsatz untersucht. Hierbei 
wurde deutlich, dass sowohl das Verfahren für fehlertolerantes Routing als auch das genauer 
untersuchte Verfahren zur schnelleren Reaktion auf Topologieveränderungen im InfiniBand 
Netzwerk in einer späteren Entwicklung eines Managementtools einfließen sollten.  
 
Aufgrund fehlender Funktionalitäten in den open-source Implementierungen und neuer 
Erkenntnisse im Bereich der Routingmechanismen ist eine Neuentwicklung eines 
Managementtools in Betracht zu ziehen. 
 
Am Ende der Arbeit möchte ich nochmals kurz und knapp zusammenfassen, welchen 
Funktionsumfang eine Neuentwicklung eines Open-Source Managementtools besitzen sollte. 
Der OpenSM, der durch das Einfließen der neuen Entwicklungen wie dem Verfahren zum 
fehlertoleranten Routing und dem Verfahren zur schnelleren Reaktion auf 
Topologieveränderungen erweitert wird, stellt das Kernstück des Managementtools dar. 
Erweitert wird dieses durch die Unterstützung von Communication Management, 
Performance Management und Baseboard Management. Für eine bessere Handhabbarkeit und 
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A. Anhang  
 
A1 Nähere Informationen zum Managementmodell 
 
A1.1 Anhang zu 3.3.1.2. Subnetz Management Pakete 
 
Der Base MAD Header besteht, wie in den Tabellen 3 und 4 zu sehen, aus mehreren Feldern 





Base Version 8 Version des Basis MAD Formats. Muss eins sein (01h) 
Management 
Class 
8 Beschreibt zu welcher Managementklasse die Nachricht gehört. Mögliche Werte 
siehe Tabelle 6 
Class Version 8 Version des MAD klassenspezifischen Formats. Muss eins (01h) sein (nur für 
herstellerspezifische Klasse kann sie 01h oder größer sein) 
R 1 Response Bit. Ist nur gesetzt, wenn das Paket eine Antwort auf ein Request Paket 
ist. 
Method 7 Bezeichnet die auszuführende Aktion auf ein bestimmtes Attribut. 
Status 16 Das Statusfeld hat nur im Response MAD eine Bedeutung. Es beschreibt den 
Endstatus des vorangegangenen Request MAD 
Class-specific 16 Dieses Feld wird nur in direkt gerouteten SMPs benutzt. 
TransactionID 64 Der Inhalt des Feldes TransactionID (TID) ist implementierungsabhängig). Wenn 
eine neue Managementoperation initiiert wird, wird TID auf einen Wert gesetzt, der 
sich von allen gerade ausgeführten Managementoperationen unterscheidet. 
AttributeID 16 Bezeichnet das Attribut, welches mit der Methode behandelt wird. 
Attribute 
Modifier 
32 Bei bestimmten Method / Attribut Kombination ist auch ein Attribute Modifier 
notwendig. Zum Beispiel bei Request von SubnGet (PortInfo) oder SubnSet 
(PortInfo) gibt Attribute Modifier den Port an, dessen PortInfo Attribut behandelt 
werden soll. 
 























A1.1. Anhang zu 3.3.1.3. Attribute 
 





Modifier Beschreibung und Erfordernis 
Notice 0002h 00000000h - Informationen, die ein Ereignis betreffen 
- Erfordernis: SM muss beides unterstützen:  
- Empfang von Traps oder 
- SubnGet(Notice) & 
SubnSet(Notice) 
 
NodeDescription 0010h 00000000h - 512 Bits lang, read-only, UTF-8 kodierter 
Textstring, der das Device beschreibt 
- Erfordernis: Alle Ports an einem CA oder 
Router und der Port 0 beim Switch müssen 
dies unterstützen 
 
NodeInfo 0011h 00000000h - Read-only, allgemeine Informationen über 
das Device  
- Erfordernis: Alle Ports an einem CA oder 
Router und der Port 0 beim Switch müssen 
dies unterstützen 
 
SwitchInfo 0012h 00000000h - Informationen über den Switch  
- Erfordernis: Nur an Port 0 beim Switch 
erforderlich 
GUIDInfo 0014h Selektor für 
Tabellenblock 
- GUID Zuweisungstabelle 
- Erfordernis: Alle CA Ports müssen dies 
unterstützen 
VLArbitration 0018h Selektor für 
obere/untere 
Tabellenhälfte. Bei 
einem Switch Port 
Selektor 
- SM programmiert diese Tabelle, um die 
Daten Virtual Lane (VL) 
Übermittlungsbuffer zu priorisieren 
- Erfordernis: Müssen alle CAs, Router und 
Switches unterstützen, die mehr als eine 




PortInfo 0015h Selektor für Port - Informationen über den Port  
- Erfordernis: Alle Ports an einem CA, Router 
und Switch müssen dies unterstützen 
- Benutzung des Modifiers bei CAs und 
Routern: 
- 0 = Operation wird auf dem Port 
ausgeführt, der das SMP 
empfangen hat 
- Wenn ≠ 0 und ≠ Portnummer, die 
das SMP empfangen hat, dann ist 
das Attribut PortInfo nur read-
only und M_Key ist gesetzt 
sowohl für den Port, der das SMP 
empfangen hat, als auch den Port, 
der durch den Selektor 
ausgewählt wurde 
- Benutzung des Modifiers bei Switches: 
- 0 wählt den Management Port 





Modifier Beschreibung und Erfordernis 
P_KeyTable 0016h Selektor für 
Tabellenblock, bei 
Switch Portselektor 
- enthält die Partitionsschlüssel, die mit einem 
Port verbunden sind  
- Erfordernis: Alle Ports an einem CA oder 
Router und der Port 0 beim Switch müssen 
dies unterstützen. Zusätzlich zum Switch 
Port 0, kann ein Switch optional für jeden 
anderen Port das Attribut P_KeyTable 
unterstützen 
 
SLtoVLMapping-Table 0017h - Nicht verfügbar 
bei CA oder 
Router 
- Bei Switch siehe 
Beschreibung 
- Tabelle für Zuordnung Service Level zu 
Virtual Lane 
- Erfordernis: Müssen alle CAs, Router und 
Switches unterstützen, die mehr als eine 
Daten VL anbieten. 
- Bei einem Switch wählt der Selektor eine 
Kombination von In- und Output-Port aus 
der Tabelle aus: 
- Modifier Bits [15:8] bezeichnen 
den Input Port 
- Modifier Bits [7:0] bezeichnen 
den Output Port 
- Modifier Bits [31:16] müssen 0 
sein 
LinearForwardingTable 0019h LID Block Selektor - Switch benutzt das Attribut 
LinearForwardingTable oder 
RandomForwardingTable (eines der beiden, 
nicht beide), um die Weiterleitung von 
Paketen mit Unicast DLID Adressen zu 
ermöglichen. 
- Erfordernis: siehe Erfordernis bei 
SLtoVLMapping-Table 
RandomForwardingTable 001Ah LID Block Selektor - Switch muss entweder das Attribut 
LinearForwardingTable oder 
RandomForwardingTable unterstützen 
(eines der beiden, nicht beide), um die 
Weiterleitung von Paketen mit Unicast 
DLID Adressen zu ermöglichen 
- Erfordernis: siehe Erfordernis bei 
SLtoVLMapping-Table 
MulticastForwardingTable 001Bh LID Block Selektor - Switch kann optional dieses Attribut 
unterstützen, um die Weiterleitung von 
Paketen mit Multicast DLD Adressen zu 
ermöglichen 
- Erfordernis: siehe Erfordernis bei 
SLtoVLMapping-Table 
VendorDiag 0030h 00000000h – 
0000FFFFh 
- Read-only, herstellerspezifisches 
Diagnoseattribut, wird in Verbindung mit 
PortInfo genutzt 
- Erfordernis: Alle Ports an einem CA oder 
Router und der Port 0 beim Switch müssen 
dies unterstützen 
LEDInfo 0031h 00000000h - ermöglicht es, eine optionale 
herstellerspezifische LED an- bzw. 
auszuschalten oder den momentanen 
Zustand der LED zu bekommen 
- Erfordernis: Muss nur an Ports unterstützt 
werden, wenn deren Bit im Attribut 
PortInfo.CababilityMask gesetzt ist 
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Name  Attribute 
ID 
Modifier Beschreibung und Erfordernis 




- Beim Lesen liefert er GUID, SM_Key, 
ActCount, Priority und SMState des SM´s 
Port (Erklärung siehe Tabelle …) 
- Beim Schreiben durch einen anderen SM, 
bezeichnet der Modifier den Typ des 
Kontrollpaketes: 
- 1 = HANDOVER: Wird benutzt, um 
die Kontrolle zu einem höher 
priorisierten Standby oder Master 
SM zu übergeben. 
- 2 = ACKNOWLEDGE: Wird 
benutzt, um die Übergabe zu 
bestätigen 
- 3 = DISABLE: Wird benutzt, um 
einen Standby SM in den NotActive 
Zustand zu bringen. 
- 4 = STANDBY: Wird benutzt, um 
einen NotActive SM in den Standby 
Zustand zu bringen. 
- 5 = DISCOVER: Veranlasst einen 
Standby SM in den Zustand Discover 
zu gehen. 
- Erfordernis: Muss nur von dem Port 
unterstützt werden, hinter dem sich ein SM 
befindet. Dies kann jeder Port an einem CA 
oder Router oder der Port 0 eines Switches 
sein 




Bereich reserviert für herstellerspezifische SM 
Attribute 
 

























Die in der Tabelle SM Attribute verwendeten Begriffe beim Attribut SMInfo möchte ich nun 
noch etwas genauer erklären: 
 
Element Länge (in Bits) Beschreibung 
GUID 64 - Read-only, ist der PortGUID des Ports, hinter dem sich der SM 
befindet 
 
SM_Key 64 - Read-only, ist der Key dieses SM 
- Bei einem Read wird Null zurückgeliefert, außer wenn 
anfragende SM der Master ist oder sich authentifizieren kann 
ActCount 32 - Read-only 
- Ist ein Zähler, der inkrementiert wird, wenn der SM ein SMP 
ausgibt oder andere Mangementaktivitäten vornimmt 
Priority 4 - Read-only, gibt die Priorität des SM an: 
- 0h = geringste Priorität 
- Fh = höchste Priorität 
- Defaultwert ist Null 
SMState 4 - Read-only, gibt den momentanen Status des SM an: 
- 0: Not Active 
- 1: Discovering 
- 2: Standby 
- 3: Master 
- 4-15: Reserviert 
 














Die Elemente des SMInfo Attributes bestimmen, welcher SM in einem Subnetz mit mehreren 
SMs zum Master wird, es ist der SM mit der höchsten Priorität und dem kleinsten GUID. 
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Jeder Standby SM muss in der Lage sein zum Master zu werden, wenn beim Master ein 
Fehler auftritt oder dessen Verbindung unterbrochen wird. Die Kontrolle wird ebenfalls 
übergeben, wenn der Master SM einen anderen SM mit höherer Priorität (oder gleicher 
Priorität und kleinerem GUID) entdeckt. Dies kann zum Beispiel bei der Fusion zweier 
Subnetze auftreten. Eine solche Übergabe zwischen den Subnetz Managern tritt nur bei den 
SMs auf, die den korrekten SM_Key besitzen. 
 
Unter bestimmten Umständen, wenn zum Beispiel die Anzahl der Standby SM stark ansteigt, 
kann der Master SM veranlassen, dass andere SMs den Zustand Not-active annehmen. 
 
Wie im Bild zu sehen, ist Discovering der initiale Zustand, in diesem muss der SM wiederholt 
SubnGet (*) ausführen, um alle Knoten und SMs des Subnetzes zu finden. 
 
Wie im Bild zu sehen, ist Discovering der initiale Zustand, in diesem muss der SM wiederholt 
SubnGet (*) ausführen, um alle Knoten und SMs des Subnetzes zu finden. 
 
(1) Wenn der SM im Zustand Discovering einen anderen SM mit einer höheren Priorität 
als der eigenen oder mit der gleichen Priorität und kleinerem GUID oder im Zustand 
Master findet, beendet er die Erforschung des Subnetzes, dann geht er vom Zustand 
Discovering in den Zustand Standby über. 
 
(2) Wenn der SM im Zustand Discovering die Erforschung des Subnetzes abschließt 
ohne einen Master SM oder einen SM mit höherer Priorität (oder gleicher Priorität 
und kleinerem GUID) zu finden, dann übernimmt er selbst die Rolle des Master und 
geht in den Zustand Master über. Der Master SM sollte dann initial an alle Knoten 
im Subnetz SubnSet(PortInfo) SMPs mit MasterSMLID und MasterSMSL schicken, 
um den Pfad zum Master SM zu spezifizieren. 
 
(3) Jeder Standby SM soll den Master SM in bestimmten Zeitabständen mit 
SubnGet(SMInfo) SMPs befragen, die an PortInfo:MasterSMLID addressiert sind. 
Sollte der Standby SM nach einer bestimmten Anzahl von Wiederholungen als 
Antwort kein SubnGetResp(SMInfo) erhalten, dass ein Fortschreiten des ActCount 
des Master SM erkennen lässt, kann geschlussfolgert werden, dass beim Master SM 
ein Problem besteht. Somit geht der Standby SM in den Zustand Discovering über. 
 
(4) Wenn der Standby SM ein Discover Paket erhält, zum Beispiel ein SubnSet(SMInfo) 
mit dem MADHeader:AttributeModifier vom Wert 5 (siehe Tabelle 15 SM 
Attribute), dann geht der Standby SM in den Zustand Discovering über. 
 
(5) Wenn der Standby SM ein Disable Paket erhält, zum Beispiel ein SubnSet(SMInfo) 
mit dem MADHeader:AttributeModifier vom Wert 3 (siehe Tabelle 15 SM 
Attribute), dann geht der Standby SM in den Zustand Not-Active über. 
 
(6) Wenn der Master SM einen Standby SM mit höherer Priorität und korrektem 
SM_Key entdeckt, muss er den Standby SM in den Zustand Master bringen und 
selbst in den Zustand Standby gehen. Der Standby SM erhält dazu ein Handover 
Paket, zum Beispiel ein SubnSet(SMInfo) mit dem MADHeader:AttributeModifier 




a) Er sollte alle notwendigen Informationen über das Subnetz durch die Subnetz 
Administration vom derzeitigen Master SM besitzen. 
b) Er sollte an alle Knoten im Subnetz  SubnSet(PortInfo) SMPs mit 
MasterSMLID und MasterSMSL schicken, um den Pfad zum neuen Master 
SM zu spezifizieren. 
c) Er sollte dem Master ein Acknowledge Paket senden, zum Beispiel ein 
SubnSet(SMInfo) mit dem MADHeader:AttributeModifier vom Wert 2 
(siehe Tabelle 15 SM Attribute). 
d) Er übernimmt die Rolle des Master und geht in den Zustand Master über. 
e) Wenn der neue Master kein SubnGetResp(SMInfo) erhält, sollte er die 
höhere Schicht informieren, da dies ein Anzeichen dafür ist, dass in der Mitte 
des nicht erfolgreichen Handover ein Fehler beim Master aufgetreten ist. 
 
(7) Wenn der Master SM gültige SubnGet(SMInfo) oder SubnSet(SMInfo) erhält, muss 
er mit SubnGetResp(SMInfo) antworten, um den Standby Polling Mechanismus zu 
unterstützen. 
 
(8) Wenn der Master SM während eines Suchvorgangs Topologieveränderungen 
feststellt, muss er folgende Operationen ausführen: 
- Falls eine Verbindung nicht mehr vorhanden ist, muss der Master neue Pfade 
einrichten und neue MasterSMLID/SLs zu den betroffenen Knoten schicken. 
- Falls eine neue Verbindung vorhanden ist, dann startet der Master SM die 
Erforschung des Subnetzes hinter der neuen Verbindung. 
 
(9) Wenn der Master SM auf einen SM mit höherer Priorität (oder gleicher Priorität und 
kleinerem GUID) und passendem SM_Key trifft, findet ein Handover statt. Wenn 
der Master vom zukünftigen Master ein Acknowledge Paket empfängt, zum Beispiel 
ein SubnSet(SMInfo) mit dem MADHeader:AttributeModifier vom Wert 2 (siehe 
Tabelle 15 SM Attribute), dann geht er in den Zustand Standby über. 
 
 
(10) Wenn der Master SM beim Suchvorgang auf einen SM mit höherer Priorität (oder 
gleicher Priorität und kleinerem GUID) und passendem SM_Key trifft, sollte er die 
Suche bis zu Ende durchführen, um eventuell einen noch höher priorisierten SM zu 
finden. Anschließend findet ein Handover zu dem höchstpriorisierten SM statt. 
 
(11) Wenn der SM im Zustand Not-Active ein Standby Paket erhält, zum Beispiel ein 
SubnSet(SMInfo) mit dem MADHeader:AttributeModifier vom Wert 5 (siehe 














A2 Nähere Informationen zu den verschiedenen Objekten des OpenSM 
 
 
A2.1. Anhang zu 5.5.2. Das Objekt Modell von OpenSM 
 
Einige Funktionen von OpenSM für das OpenSM-Objekt: 
 
Funktion zur Konstruktion eines OpenSM-Objektes: 
void osm_opensm_construct (IN osm_opensm_t* const p_osm); 
p_osm ist ein Zeiger auf das zu konstruierende OpenSM-Objekt  
 
Funktion zum Zerstören eines OpenSM-Objektes (und Freigabe seiner Ressourcen):   
void osm_opensm_destroy (IN osm_opensm_t* const p_osm); 
p_osm ist ein Zeiger auf das zu zerstörende OpenSM-Objekt 
 
Funktion zum Initialisieren eines OpenSM-Objektes für die Benutzung: 
 ib_api_status_t osm_opensm_init ( 
  IN osm_opensm_t* const p_osm,  
  IN osm_subn_opt_t* const p_opt ); 
p_osm ist ein Zeiger auf das zu initialisierende OpenSM-Objekt 
p_opt ist ein Zeiger auf die Struktur der Subnetzoptionen 
Rückgabewert IB_Success, wenn die Initialisierung erfolgreich war 
 
Funktion zum Initiieren eines Subnetzsuchvorgangs: 
static inline void osm_opensm_sweep ( 
 IN osm_opensm_t* const p_osm ) 
{ 
 osm_sm_sweep ( &p_osm->sm ); 
} 




A2.2. Anhang zu 5.5.4.2. Subnetz Objekt 
 
Einige Funktionen von OpenSM für das Subnetz-Objekt 
 
Funktion zum Konstruieren eines Subnetz-Objektes: 
void osm_subn_construct ( IN osm_subn_t* const p_subn ); 
 p_subn ist ein Zeiger auf das zu konstruierende Subnetz-Objekt 
 
Funktion zum Zerstören eines Subnetz-Objektes: 
 void osm_subn_destroy ( IN osm_subn_t* const p_subn ); 
 p_subn ist ein Zeiger auf das zu zerstörende Subnetz-Objekt 
 
Funktion zum Initialisieren eines Subnetz-Objektes: 
 ib_api_status_t osm_subn_init ( 
  IN osm_subn_t* const p_subn, 
  IN const osm_subn_opt_t* const p_opt ); 
 p_subn ist ein Zeiger auf das zu initialisierende Subnetz-Objekt 
 p_opt ist ein Zeiger auf die Struktur der Subnetzoptionen 










A2.3. Anhang zu 5.5.4.3. Subnetz Manager Objekt 
 
Einige Funktionen von OpenSM für das Subnetz Manager Objekt 
 
Funktion zum Konstruieren eines SM-Objektes: 
void osm_sm_construct ( 
 IN osm_sm_t* const p_sm ); 
p_sm ist ein Zeiger auf das zu konstruierende SM-Objekt 
 
Funktion zum Zerstören eines SM-Objektes (Freigabe all seiner Ressourcen): 
 void osm_sm_destroy ( 
  IN osm_sm_t* p_sm ); 
p_sm ist ein Zeiger auf das zu zerstörende SM-Objekt 
 
Funktion zum Initialisieren eines SM-Objektes für die Benutzung: 
 ib_api_status_t 
  osm_sm_init ( 
   IN osm_sm_t* const p_sm, 
   IN osm_subn_t* const p_subn, 
   IN osm_vendor_t* const p_vendor, 
   IN osm_mad_pool_t* const p_mad_pool, 
   IN osm_vl15_t* const p_vl15, 
   IN osm_log_t* const p_log, 
   IN osm_stats_t* const p_stats, 
   IN cl_dispatcher_t* const p_disp, 
   IN cl_plock_t* const p_lock); 
 p_sm ist ein Zeiger auf das zu initialisierende SM-Objekt 
 p_subn ist ein Zeiger auf das Subnetz-Objekt für dieses Subnetz 
 p_vendor ist ein Zeiger auf das Objekt für das herstellerspezifische Interface 
 p_mad_pool ist ein Zeiger auf den MAD Pool 
 p_vl15 ist ein Zeiger auf das VL15 Interface 
 p_log ist ein Zeiger auf das Log Objekt 
 p_stats ist ein Zeiger auf das Statistik Objekt 
 p_disp ist ein Zeiger auf den zentralen Dispatcher von OpenSM 
 p_lock ist der Zeiger auf den Serialisierungs-Lock 
 Rückgabewert bei Erfolg ist IB_SUCCESS 
 
Funktion zum Initiieren eines Subnetzsuchvorganges: 
 void osm_sm_sweep ( 
  IN osm_sm_t* const p_sm ); 
 p_sm ist ein Zeiger auf das SM-Objekt 
 
Funktion zum Binden eines SM_Objektes zu einem Port GUID: 
 ib_api_status_t 
  osm_sm_bind ( 
   IN osm_sm_t* const p_sm, 
   IN const ib_net64_t port_guid ); 
 p_sm ist ein Zeiger auf das zu bindende SM-Objekt 
 port_guid ist der lokale Port GUID, mit dem sich verbunden wird 
 Rückgabewert bei Erfolg ist IB_SUCCESS 
 
Funktion zum Hinzufügen eines Ports zu einer Multicast-Gruppe (falls nötig, wird diese erst gebildet; Funktion 
vom SA aufgerufen): 
 ib_status_t 
  osm_sm_mcgrp_join ( 
   IN osm_sm_t* const p_sm, 
   IN const ib_net16_t mlid, 
   IN const ib_net64_t port_guid, 
   IN const uint8_t join_state ); 
 p_sm ist ein Zeiger auf ein SM-Objekt  
 mlid ist der Multicast LID 
 port_guid ist der Port GUID, der zur Gruppe hinzugefügt wird 
 join_state spezifiziert den Vereinigungsstatus für den Port 




Funktion zum Entfernen eines Ports aus einer Multicast-Gruppe (Funktion vom SA aufgerufen): 
 ib_api_status_t 
  osm_sm_mcgrp_leave ( 
   IN osm_sm_t* const p_sm, 
   IN const ib_net16_t mlid, 
   IN const ib_net64_t port_guid ); 
 p_sm ist ein Zeiger auf ein SM-Objekt 
 mlid ist der Multicast LID 
 port_guid ist der Port GUID, der aus der Gruppe entfernt wird 
 Rückgabewert bei Erfolg ist IB_SUCCESS 
 
Funktion zum Blockieren des aufrufenden Threads, bis das Subnetz hochgefahren ist: 
 static inline status_t 
  osm_sm_wait_for_subnet_up ( 
   IN osm_sm_t* const p_sm, 
   IN uint32_t const wait_us, 
   IN boolean_t const interruptible ) 
 { 
   return ( cl_event_wait_on( &p_sm->subnet_up_event, 
     wait_us, interruptible ) ); 
 } 
 p_sm ist ein Zeiger auf ein SM-Objekt 
 wait_us ist die Anzahl von Mikrosekunden, die gewartet wird 
 interruptible gibt an, ob die Warteoperation von externen Signalen unterbrochen  
werden kann 
Rückgabewert:  
  CL_SUCCESS wenn die Warteoperation erfolgreich war  
  CL_TIMEOUT wenn die bestimmte Zeitperiode abgelaufen ist 
  CL_NOT_DONE wenn die Warteoperation von einem externen Signal  
unterbrochen wurde 
  CL_ERROR wenn die Warteoperation nicht erfolgreich war 
 
 
A2.4. Anhang zu 5.5.4.4 Subnetz Administrator Objekt 
 
Einige Funktionen von OpenSM für das Subnetz Administrator Objekt: 
 
Funktion zum Konstruieren eines SA-Objektes: 
 void osm_sa_construct ( 
  IN osm_sa_t* const p_sa ); 
 p_sa ist ein Zeiger auf das zu konstruierende SA-Objekt 
 
Funktion zum Zerstören eines SA-Objektes (Freigabe all seiner Ressourcen): 
 void osm_sa_destroy ( 
  IN osm_sa_t* const p_sa ); 




















Funktion zum Initialisieren eines SA-Objektes für die Benutzung: 
 ib_api_status_t osm_sa_init ( 
  IN osm_sm_t* const p_sm, 
  IN osm_sa_t* const p_sa, 
  IN osm_subn_t* const p_subn, 
  IN osm_vendor_t* const p_vendor, 
  IN osm_mad_pool_t* const p_mad_pool, 
  IN osm_log_t* const p_log, 
  IN osm_stats_t* const p_stats, 
  IN cl_dispatcher_t* const p_disp, 
  IN cl_plock_t* const p_lock ); 
 p_sm ist ein Zeiger auf ein SM-Objekt 
 p_sa ist ein Zeiger auf das zu initialisierende SA-Objekt 
 p_subn ist ein Zeiger auf das Subnetz-Objekt für dieses Subnetz 
 p_vendor ist ein Zeiger auf das Objekt für das herstellerspezifische Interface 
 p_mad_pool ist ein Zeiger auf den MAD Pool 
 p_log ist ein Zeiger auf das Log Objekt 
 p_stats ist ein Zeiger auf das Statistik Objekt 
 p_disp ist ein Zeiger auf den zentralen Dispatcher von OpenSM 
 p_lock ist ein Zeiger auf den Serialisierungs-Lock von OpenSM 
 Rückgabewert bei Erfolg ist CL_SUCCESS 
 
Funktion zum Überprüfen, ob ein SA-Objekt erfolgreich initialisiert wurde: 
 boolean_t osm_sa_is_inited ( 
  IN const osm_sa_t* const p_sa ); 
 p_sa ist ein Zeiger auf ein SA-Objekt 
 Rückgabewert ist TRUE, wenn es erfolgreich initialisiert wurde, sonst FALSE 
 
Funktion zum Binden eines SA-Objektes mit einem Port GUID (ein SA-Objekt kann zu einer Zeit nur mit einem 
Port gebunden sein): 
 ib_api_status_t osm_sa_bind ( 
  osm_sa_bind ( 
   IN osm_sa_t* const p_sa, 
   IN const ib_net64_t port_guid ); 
 p_sa ist ein Zeiger auf ein SA-Objekt 
 port_guid ist der lokale Port GUID, mit dem sich verbunden wird 
 Rückgabewert bei Erfolg ist IB_SUCCESS 
 
Funktion zum Hinzufügen einer well known Multicast-Gruppe zur SA Datenbank (sollte vom SM vor der 
Programmierung der Switches und nach der Initialisierung des SA aufgerufen werden): 
 void osm_sa_add_well_known_mc_record ( 
  osm_mcmr_recv_t* const p_ctrl, 
  const ib_member_rec_t* const p_well_know_mc_rec); 
 p_ctrl ist ein Zeiger auf ein Objekt für die Struktur des NodeInfo Receivers 
 p_well_know_mc_rec ist ein Zeiger auf  die Struktur MCMemberRecord 
 
Funktion zum Erstellen des well known MC Record und zum Aufruf von osm_sa_add_well_known_mc_record 
(sollte vom SM vor der Programmierung der Switches und nach der Initialisierung des SA aufgerufen werden): 
 void osm_sa_create_template_record_ipoib ( 
  IN osm_sa_t* const p_sa, 
  IN const osm_subn_opt_t* const p_opt ); 
 p_sa ist ein Zeiger auf ein SA-Objekt 





A2.5. Anhang zu 5.5.4.5. Knoten Objekt 
 
Einige Funktionen von OpenSM für das Knoten Objekt: 
 
Funktion zum Zerstören eines Knotens (und Freigabe seiner Ressourcen): 
void osm_node_delete ( IN OUT osm_node_t** const p_node ); 
p_node ist ein Zeiger auf einen Zeiger auf das zu zerstörende Knoten-Objekt 
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Funktion zum Initialisieren eines Knoten-Objektes für die Benutzung: 
osm_node_t*  
osm_node_new ( 
 IN const osm_madw_t* const p_madw ); 
 p_madw ist ein Zeiger auf den Context Wrapper, der ein MAD mit dem  
NodeInfo Attribut des Knotens enthält 
Rückgabewert bei Erfolg ist ein Zeiger auf die neu initialisierte Knotenstruktur 
 
Funktion zum Überprüfen, ob bestimmte LID zum Knoten gehört: 
 boolean_t  
osm_node_is_lid ( 
 IN const osm_node_t* const p_node, 
 IN const uint16_t lid ); 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 lid ist der LID-Wert 
 Rückgabewert ist TRUE, falls die LID zum Knoten gehört, anderenfalls FALSE 
 
Funktion zum Erhalt eines Zeigers auf das physische Port-Objekt bei Angabe einer lokalen Portnummer: 
 static inline osm_physp_t* 
  osm_node_get_physp_ptr ( 
   IN const osm_node_t* const p_node, 
   IN const uint32_t port_num ) 
 { 
  CL_ASSERT ( port_num < p_node->physp_tbl_size ); 
  return ( (osm_physp_t*)&p_node->physp_table[port_num] ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 port_num ist die lokale Portnummer 
 Rückgabewert ist ein Zeiger auf das physische Port-Objekt, bei Rückgabewert 0 war  
die Portnummer nicht im richtigen Bereich 
 
Funktion zum Erhalt eines Zeigers auf alle gültigen physischen Port-Objekte, die zum Knoten gehören 
(hauptsächlich für Switches, wo sich alle physischen Ports einen gemeinsamen GUID teilen): 
 static inline osm_physp_t* 
  osm_node_get_any_physp_ptr ( 
   IN const osm_node_t* const p_node ) 
 { 
  CL_ASSERT ( p_node ); 
  return ( (osm_physp_t*)&p_node->physp_table[ 
   ib_node_info_get_local_port_num ( &p_node->node_info )] ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 Rückgabewert ist ein Zeiger auf alle gültigen physischen Port-Objekte, die zum  
Knoten gehören. 
 
Funktion zur Bestimmung des Knotentyps: 
 static inline uint8_t 
  osm_node_get_type ( 
   IN const osm_node_t* const p_node ) 
 { 
  return ( p_node->node_info.node_type ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 Rückgabewert ist der Typ des Knotens 
 
Funktion zur Bestimmung des LID eines bestimmten Ports des Knotens: 
 static inline ib_net16_t 
  osm_node_get_base_lid ( 
   IN const osm_node_t* const p_node, 
   IN const uint32_t port_num ) 
 { 
   CL_ASSERT ( port_num < p_node->physp_tbl_size ); 
   return ( osm_physp_get_base_lid ( &p_node->physp_table[port_num] ) ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 port_num ist die lokale Portnummer 




Funktion zum Erhalt eines Zeigers auf einen Remote-Knoten: 
 osm_node_t* 
  osm_node_get_remote_node ( 
   IN const osm_node_t* const p_node, 
   IN const uint8_t port_num, 
   OUT uint8_t *p_remote_port_num ); 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 port_num ist die Portnummer von p_node, durch die der Remote-Knoten erreicht wird 
 p_remote_port_num ist die Portnummer im Remote_Knoten, womit die Knoten  
verbunden sind, falls nicht benötigt NULL 
Rückgabewert ist ein Zeiger auf den Remote-Knoten; NULL falls kein Remote- 
Knoten existiert 
 
Funktion zur Bestimmung des LID eines Remote-Knotens: 
 ib_net16_t 
  osm_node_get_remote_base_lid ( 
   IN const osm_node_t* const p_node, 
   IN const uint32_t port_num ); 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 port_num ist die lokale Portnummer. 
 Rückgabewert ist die LID eines Ports auf der anderen Seite der Verbindung vom  
spezifizierten Port des angegebenen Knotens (LID des Remote-Knotens) 
 
Funktion zur Bestimmung des Knotentyps des Remote-Knotens: 
 static inline uint8_t 
  osm_node_get_remote_type ( 
   IN const osm_node_t* const p_node, 
   IN const uint8_t port_num ) 
 { 
   osm_node_t *p_remote_node; 
 
   p_remote_node = osm_node_get_remote_node ( p_node, port_num, NULL); 
   CL_ASSERT ( p_remote_node ); 
   return ( osm_node_get_type  ( p_remote_node ) ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 port_num ist die lokale Portnummer 
 Rückgabewert ist der Typ des Knotens auf der anderen Seite der Verbindung vom  
spezifizierten Port des angegebenen Knotens (Typ des Remote-Knotens) 
 
Funktion zur Bestimmung des LMC-Wertes eines Ports des Knotens: 
 static inline uint8_t 
  osm_node_get_lmc ( 
   IN const osm_node_t* const p_node, 
   IN const const uint32_t port_num ) 
 { 
   CL_ASSERT ( port_num < p_node->physp_tbl_size ); 
   return ( osm_physp_get_lmc ( &p_node->physp_table[port_num] ) ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 port_num ist die lokale Portnummer 
 Rückgabewert ist der LMC-Wert eines spezifizierten Ports des Knotens 
 
Funktion zur Initialisierung eines physischen Ports für den Knoten: 
 void osm_node_init_physp ( 
  IN osm_node_t* const p_node, 
  IN const osm_madw_t* const p_madw ); 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 p_madw ist ein Zeiger auf den Context Wrapper, der ein MAD mit dem  
NodeInfo Attribut des Knotens enthält, wie es entdeckt wurde, beim Hinzufügen des  









Funktion zur Bestimmung des Discovery Count: 
 static inline uint32_t 
  osm_node_discovery_count_get ( 
   IN const osm_node_t* const p_node ) 
 { 
   return (p_node->discovery_count ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 Rückgabewert ist der Discovery Count für diesen Knoten 
 
Funktion zum Rücksetzen des Discovery Counts für einen Knoten: 
 static inline void 
  osm_node_discovery_count_reset ( 
   IN osm_mode_t* p_node ) 
 { 
   p_node->discovery_count = 0; 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 
Funktion zum Inkrementieren des Discovery Counts: 
 static inline void 
  osm_node_discovery_count_inc ( 
   IN osm_node_t* const p_node ) 
 { 
  p_node->discovery_count++; 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 
Funktion zur Bestimmung des GUID des Knotens: 
 static inline ib_net64_t 
  osm_node_get_node_guid ( 
   IN const osm_node_t* const p_node ) 
 { 
 return ( p_node->node_info.node_guid ); 
 } 
 p_node ist ein Zeiger auf das Knoten-Objekt 
 
Funktion zur logischen Verbindung eines Knoten durch einen bestimmten Port mit einem anderen Knoten: 
 void osm_node_link ( 
 IN osm_node_t* const p_node, 
 IN const uint8_t port_num, 
 IN osm_node_t* const p_remote_node, 
 IN const uint8_t remote_port_num ); 
p_node ist ein Zeiger auf das Knoten-Objekt 
port_num ist die Portnummer des Knoten-Objektes, durch die die Verbindung erzeugt  
wird 
p_remote_node ist der Zeiger auf das Remote-Knoten-Objekt 
remote_port_num ist die Portnummer vom Remote_Knoten, durch die die Verbindung  
erzeugt wird 
 
Funktion zur logischen Trennung eines Knoten durch einen bestimmten Port von einem anderen Knoten: 
 void osm_node_unlink ( 
  IN osm_node_t* const p_node, 
  IN const uint8_t port_num, 
  IN osm_node_t* const p_remote_node, 
  IN uint8_t remote_port_num ); 
p_node ist ein Zeiger auf das Knoten-Objekt 
port_num ist die Portnummer des Knoten-Objektes, von dem die Verbindung getrennt  
wird 
p_remote_node ist der Zeiger auf das Remote-Knoten-Objekt 








Funktion zur Überprüfung, ob zwischen zwei gegebenen Knoten mit gegebenen Portnummern eine Verbindung 
existiert: 
 boolean_t osm_node_link_exists ( 
  IN osm_node_t* const p_node, 
  IN const uint8_t port_num, 
  IN osm_node_t* const p_remote_node, 
  IN uint8_t remote_port_num ); 
p_node ist ein Zeiger auf das Knoten-Objekt 
port_num ist die Portnummer des Knoten-Objektes, wo die Verbindung geprüft wird 
p_remote_node ist der Zeiger auf das Remote-Knoten-Objekt 
remote_port_num ist die Portnummer vom Remote_Knoten, wo die Verbindung  
geprüft wird 
Rückgabewert ist TRUE falls Verbindung existiert, sonst FALSE 
 
Funktion zur Überprüfung, ob vom gegebenen Knoten mit gegebener Portnummer eine Verbindung ausgeht: 
 boolean_t osm_node_has_any_link ( 
  IN osm_node_t* const p_node, 
  IN const uint8_t port_num ); 
p_node ist ein Zeiger auf das Knoten-Objekt 
port_num ist die Portnummer des Knoten-Objektes, wo die Verbindung geprüft wird 
 Rückgabewert ist TRUE falls eine Verbindung existiert, sonst FALSE 
 
Funktion zur Überprüfung, ob beide Ports einer Verbindung gültig (initialisiert) sind: 
 boolean_t osm_node_link_has_valid_ports ( 
  IN osm_node_t* const p_node, 
  IN const uint8_t port_num, 
  IN osm_node_t* const p_remote_node, 
  IN uint8_t remote_port_num ); 
p_node ist ein Zeiger auf das Knoten-Objekt 
port_num ist die Portnummer des Knoten-Objektes, die überprüft wird 
p_remote_node ist der Zeiger auf das Remote-Knoten-Objekt 
remote_port_num ist die Portnummer vom Remote_Knoten, die überprüft wird 




A2.6. Anhang zu 5.5.4.6. Port Objekt 
 
Einige Funktionen von OpenSM für das Port Objekt: 
 
Funktion zum Konstruieren eines physischen Port-Objektes 
 void osm_physp_construct ( 
  IN osm_physp_t* const p_physp ); 
 p_physp ist ein Zeiger auf das zu initialisierende physische Port-Objekt 
 
Funktion zum Initialisieren eines physischen Port-Objektes für die Benutzung: 
 void osm_physp_init ( 
  IN osm_physp_t* const p_physp, 
  IN const ib_net64_t port_guid, 
  IN const uint8_t port_num, 
  IN const struct _osm_node* const p_node, 
  IN const osm_bind_handle_t h_bind, 
  IN const uint8_t hop_count, 
  IN const uint8_t* const p_initial_path ); 
 p_physp ist ein Zeiger auf das zu initialisierende physische Port-Objekt 
 port_guid ist der GUID dieses Ports; Switch Ports teilen sich alle einen gemeinsamen  
Wert; falls GUID unbekannt, sollte bei Aufruf 0 benutzt werden 
port_num ist die Portnummer dieses Ports 
p_node ist ein Zeiger auf das Eltern-Knoten-Objekt dieses physischen Ports 
h_bind ist ein Bind Handle für den Zugriff auf diesen Port; falls Bind Handle für  
diesen Port unbekannt ist, beim Aufruf  OSM_INVALID_BIND_HANDLE benutzen 
hop_count ist der Hop Count für die direkte Route zu diesem Port; falls Hop Count  
unbekannt, beim Aufruf 0 benutzen 
p_initial_path ist ein Zeiger auf den Directed Route Path, um diesen Knoten zu  
erreichen; falls der Pfad unbekannt ist, bei Aufruf NULL benutzen 
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Funktion zum Zerstören eines physischen Port-Objektes: 
 inline void osm_physp_destroy ( 
  IN osm_physp_t* const p_physp ); 
 p_physp ist ein Zeiger auf das zu zerstörende physische Port-Objekt 
 
Funktion zum Überprüfen, ob Initialisierung erfolgreich war: 
 static inline boolean_t 
  osm_physp_is_valid ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   return ( p_physp->port_guid != 0 ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabewert ist TRUE, falls das physische Port-Objekt erfolgreich initialisiert  
wurde, sonst FALSE 
 
Funktion zur Überprüfung, ob physisches Port-Objekt healthy (gesund) ist: 
 static inline boolean_t 
  osm_physp_is_healthy ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   return ( p_physp->healthy ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabewert ist TRUE, wenn das physische Port-Objekt fehlerfrei ist, sonst FALSE 
 
Funktion zum Setzen des Health Flag: 
 static inline void 
  psm_physp_set_health ( 
   IN osm_physp_t* const p_physp, 
   IN boolean_t is_healthy ) 
 { 
   CL_ASSERT ( p_physp ); 
   p_physp->healthy = is_healthy; 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 is_healthy ist der Health-Wert, der dem Port zugewiesen wird; TRUE für fehlerfreien  
Port, sonst FALSE  
 
Funktion zum Kopieren des Attributes PortInfo in das physische Port-Objekt: 
 static inline void 
  osm_physp_set_port_info ( 
   IN osm_physp_t* const p_physp, 
   IN const ib_port_info_t* const p_pi ) 
 { 
   CL_ASSERT ( p_pi ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   p_physp->port_info = *p_pi; 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 p_pi ist ein Zeiger auf das Attribut PortInfo dieser Portnummer 
 
Funktion zum Kopieren des Attributes SLtoVL in das physische Port-Objekt: 
 static inline void 
  osm_physp_set_slvl_tbl ( 
   IN osm_physp_t* const p_physp, 
   IN ib_slvl_table_t *p_slvl_tbl, 
   IN uint8_t in_port_num ) 
 { 
   ib_slvl_table_t *p_tbl; 
   CL_ASSERT ( p_slvl_tbl ); 
   CL_ASSERT (osm_physp_is_valid ( p_physp ) ); 
   p_tbl = cl_ptr_vector_get (&p_physp->slvl_by_port, in_port_num); 
   *p_tbl = *p_slvl_tbl; 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 p_slvl_tbl ist ein Zeiger auf die SLtoVL Tabelle für diese Portnummer 
 in_port_num ist die Input Portnummer für diese SLtoVL 
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Funktion zum Erhalt eines Zeigers auf das Attribut SLtoVL des physischen Port-Objektes: 
 static inline in_slvl_table_t * 
  osm_physp_get_slvl_tbl ( 
   IN const osm_physp_t* const p_physp, 
   IN uint8_t in_port_num ) 
 { 
   ib_slvl_table_t *p_tbl; 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   p_tbl = cl_ptr_vector_get (&p_physp->slvl_by_port, in_port_num ); 
   return (p_tbl ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 in_port_num ist die Input Portnummer für diese SLtoVL 
 Rückgabewert ist ein Zeiger auf die slvl-Tabelle 
 
Funktion zum Kopieren des Attributes VL Arbitration in das physische Port-Objekt: 
 static inline void 
  osm_physp_set_vla_tbl ( 
   IN osm_physp_t* const p_physp, 
   IN ib_vl_arb_table_t *p_vla_tbl, 
   IN uint8_t block_num ) 
 { 
   CL_ASSERT ( p_vla_tbl ); 
   CL_ASSERT (osm_physp_is_valid (p_physp ) ); 
   CL_ASSERT ( (1 <= block_num) && (block_num <= 4)); 
   p_physp->vl_arb[block_num – 1] = *p_vla_tbl; 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 p_vla_tbl ist ein Zeiger auf die VL Arbitration Tabelle für diese Portnummer 
 block_num ist der Teil von VL Arbitration (gültige Werte von 1 bis 4) 
 
Funktion zum Erhalt eines Zeigers auf die VL Arbitration Tabelle des physischen Port-Objektes: 
 static inline ib_vl_arb_table_t * 
  osm_physp_get_vla_tbl ( 
   IN osm_physp_t* const p_physp, 
   IN uint8_t block_num ) 
 { 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   CL_ASSERT ( 1 <= block_num) && (block_num <= 4)); 
   return (& (p_physp->vl_arb[block_num – 1])); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 block_num ist der Teil von VL Arbitration (gültige Werte von 1 bis 4) 
 Rückgabewert ist ein Zeiger auf die slvl-Tabelle 
 
Funktion zum Erhalt eines Zeigers auf den physischen Port auf der anderen Seite der Verbindung (physischer 
Port des Remote-Knotens): 
 static inline osm_physp_t* 
  osm_physp_get_remote ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( p_physp->p_remote_physp ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabewert ist ein Zeiger auf den physischen Port des Remote-Knotens; NULL  
bedeutet keine Verbindung an diesem Port 
 
Funktion zur Bestimmung der Port GUID des physischen Ports: 
 static inline ib_net64_t 
  osm_physp_get_port_guid ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( p_physp->port_guid ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 





Funktion zur Bestimmung des Subnetz Prefix des physischen Ports: 
 static inline ib_net64_t 
  osm_physp_get_subnet_prefix ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( p_physp->port_info.subnet_prefix ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabewert ist der Subnetz Prefix für den physischen Port 
 
Funktion zur Überprüfung, ob der physische Port eine Verbindung zu einem bestimmten Port besitzt: 
 static inline boolean_t 
  osm_physp_link_exists ( 
   IN const osm_physp_t* const p_physp, 
   IN const osm_physp_t* const p_remote_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   CL_ASSERT ( p_remote_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_remote_physp ) ); 
   return ( (p_physp->p_remote_physp = = p_remote_physp ) && 
     (p_remote_physp->p_remote_physp = = p_physp ) ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 p_remote_physp ist ein Zeiger auf ein physisches Port-Objekt 
 Rückgabewert ist TRUE, falls der physische Port eine Verbindung mit dem anderen  
Port besitzt, sonst FALSE 
 
Funktion zum Setzen des Zeigers auf das physische Port-Objekt auf der anderen Seite der Verbindung (Remote): 
 static inline void 
  osm_physp_link ( 
   IN osm_physp_t* const p_physp, 
   IN osm_physp_t* const p_remote_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT (p_remote_physp ); 
   p_physp->p_remote_physp = p_remote_physp; 
   p_remote_physp->p_remote_physp = p_physp ); 
 } 
 p_physp ist ein Zeiger auf das zu verbindende physische Port-Objekt 
 p_remote_physp ist ein Zeiger auf das angrenzende zu verbindende physische Port- 
Objekt 
 
Funktion zum Löschen des Zeigers auf das physische Port-Objekt auf der anderen Seite der Verbindung 
(Remote): 
 static inline void 
  osm_physp_unlink ( 
   IN osm_physp_t* const p_physp, 
   IN osm_physp_t* const p_remote_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( p_remote_physp ); 
   CL_ASSERT ( osm_physp_link_exists ( p_physp, p_remote_physp ) ); 
   p_physp->p_remote_physp = NULL; 
   p_remote_physp->p_remote_physp = NULL; 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt, dessen Verbindung gelöst wird 
 p_remote_physp ist ein Zeiger auf das angrenzende physische Port- 











Funktion zur Überprüfung, ob ein physischer Port eine Verbindung zu irgendeinem anderen Port besitzt: 
 static inline boolean_t 
  osm_physp_has_any_link ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   if ( osm_physp_is_valid ( p_physp ) ) 
    return ( p_physp->p_remote_physp != NULL ); 
   else 
    return ( FALSE ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabewert ist TRUE, falls der physische Port eine Verbindung mit irgendeinem  
anderen Port besitzt, sonst FALSE 
 
Funktion zur Bestimmung der lokalen Portnummer des physischen Ports: 
 static inline uint8_t 
  osm_physp_get_port_num ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( p_physp->port_num ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabewert ist die lokale Portnummer des physischen Ports 
 
Funktion zum Erhalt eines Zeigers auf das Attribut PortInfo des physischen Ports: 
 static inline ib_port_info_t* 
  osm_physp_get_port_info_ptr ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( (ib_port_info_t*)&p_physp->port_info ); 
 } 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabewert ist ein Zeiger auf das Attribut PortInfo des physischen Ports 
 
Funktion zum Erhalt eines Zeigers auf das Eltern-Knoten-Objekt für diesen Port: 
 static inline struct _osm_node* 
  osm_physp_get_node_ptr ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   Return ( (struct _osm_node*)p_physp->p_node ); 
 } 
p_physp ist ein Zeiger auf das physische Port-Objekt 
Rückgabewert ist ein Zeiger auf das Eltern-Knoten-Objekt für diesen Port 
 
Funktion zur Bestimmung des Port-Status des physischen Ports: 
 static inline uint8_t 
  osm_physp_get_port_state ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( o_physp ) ); 
   return ( ib_port_info_get_port_state ( &p_physp->port_info )); 
 } 
p_physp ist ein Zeiger auf das physische Port-Objekt 










Funktion zur Bestimmung der LID des physischen Ports: 
 static inline ib_net16_t 
  osm_physp_get_base_lid ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( p_physp->port_info.base_lid ); 
 } 
p_physp ist ein Zeiger auf das physische Port-Objekt 
 Rückgabwert ist die LID für diesen physischen Port 
 
Funktion zur Bestimmung des LMC-Wertes des physischen Ports: 
 static inline uint8_t 
  osm_physp_get_lmc ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( ib_port_info_get_lmc ( &p_physp->port_info ) ); 
 } 
p_physp ist ein Zeiger auf das physische Port-Objekt 
Rückgabewert ist der LMC-Wert für diesen physischen Port 
 
Funktion zum Erhalt eines Zeigers auf den Directed Route Path für den physischen Port: 
 static inline osm_dr_path_t* 
  osm_physp_get_dr_path_ptr ( 
   IN const osm_physp_t* const p_physp ) 
 { 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return (osm_dr_path_t*)&p_physp->dr_path ); 
 } 
p_physp ist ein Zeiger auf das physische Port-Objekt 
Rückgabewert ist ein Zeiger auf den Directed Route Path für diesen Port 
 
Funktion zum Konstruieren eines Port-Objektes: 
 static inline void 
  osm_port_construct ( 
   IN osm_port_t* const p_port ) 
 { 
   cl_memclr ( p_port, sizeof(*p_port) ); 
   cl_qlist_init ( &p_port->mcm_list ); 
 } 
 p_port ist ein Zeiger auf das zu konstruierende Port-Objekt 
 
Funktion zum Zerstören eines Port-Objektes: 
inline static void 
 osm_port destroy ( 
  IN osm_port_t* const p_port ) 
{ 
  UNUSES_PARAM ( p_port );   
} 
p_port ist ein Zeiger auf das zu zerstörende Port-Objekt 
 
 
Funktion zum Zerstören und Deallokieren eines Port-Objektes: 
 inline static void 
  osm_port_delete ( 
   IN OUT osm_port_t** const pp_port ) 
 { 
   osm_port_destroy ( **pp_port ); 
   cl_free ( **pp_port ); 
   *pp_port = NULL; 
 } 
 pp_port ist ein Zeiger auf einen Zeiger auf das zu löschende Port-Objekt; nach der  






Funktion zum Initialisieren des Port-Objektes:  
 void osm_port_init (  
  IN osm_port_t* p_port, 
  IN const ib_node_info_t* p_ni, 
  IN const struct _osm_node* const p_parent_node ); 
 p_port ist ein Zeiger auf das zu initialisierende Port-Objekt 
 p_ni ist ein Zeiger auf das für diesen Port relevante NodeInfo Attribut 
 p_parent_node ist ein Zeiger auf das initialisierte Knoten-Objekt, zu dem der Port  
gehört 
 
Funktion zum Allokieren und Initialisieren des Port-Objektes: 
 osm_port_t* 
  osm_port_new ( 
   IN const ib_node_info_t* p_ni, 
   IN const struct _osm_node* const p_parent_node ); 
 p_ni ist ein Zeiger auf das für diesen Port relevante NodeInfo Attribut 
 p_parent_node ist ein Zeiger auf das initialisierte Knoten-Objekt, zu dem der Port  
gehört 
  
Funktion zur Bestimmung des LID des Port-Objektes: 
 static inline ib_net16_t 
  osm_port_get_base_lid ( 
   IN const osm_port_t* const p_port ) 
 { 
   const osm_physp_t* const p_physp = p_port->tbl[p_port->default_port_num]; 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp ) ); 
   return ( osm_physp_get_base_lid ( p_physp )); 
 } 
 p_port ist ein Zeiger auf das Port-Objekt 
 Rückgabewert ist der LID des Ports; falls 0 hat der Port noch keinen zugewiesenen  
LID 
 
Funktion zur Bestimmung des LMC-Wertes für den Port: 
 static inline uint8_t 
  osm_port_get_lmc ( 
   IN const osm_port_t* const p_port ) 
 { 
   const osm_physp_t* const p_physp = p_port->tbl[p_port->default_port_num]; 
   CL_ASSERT ( p_physp ); 
   CL_ASSERT ( osm_physp_is_valid ( p_physp )); 
   return ( osm_physp_get_lmc ( p_physp )); 
 } 
 p_port ist ein Zeiger auf das Port-Objekt 
 Rückgabewert ist der LMC-Wert des Ports 
 
Funktion zur Bestimmung des GUID des Port-Objektes: 
 static inline ib_net64_t 
  osm_port_get_guid ( 
   IN const osm_port_t* const p_port ) 
 { 
   return ( p_port->guid ); 
 } 
 p_port ist ein Zeiger auf das Port-Objekt 
 Rückgabewert ist der GUID des Ports 
 
Funktion zur Bestimmung der Anzahl physischer Port-Objekte, die zu dem Port gehören: 
static inline uint8_t 
 osm_port_get_num_physp ( 
 IN const osm_port_t* const p_port ) 
{ 
 return ( p_port->physp_tbl_size ); 
} 
p_port ist ein Zeiger auf das Port-Objekt 






Funktion zum Erhalt eines Zeigers auf ein bestimmtes physisches Port-Objekt: 
 static inline osm_physp_t* 
  osm_port_get_phys_ptr ( 
   IN const osm_port_t* const p_port, 
   IN const uint8_t port_num ) 
 { 
   CL_ASSERT ( port_num < p_port->physp_tbl_size ); 
   return ( p_port->tbl[port_num] ); 
 } 
p_port ist ein Zeiger auf das Port-Objekt 
port_num ist die Nummer des physischen Ports für den man den Zeiger auf  das  
physische Port-Objekt erhalten möchte; falls der Port in einem HCA ist, wird der Wert  
ignoriert 
Rückgabewert ist ein Zeiger auf ein bestimmtes physisches Port-Objekt 
 
Funktion zum Erhalt eines Zeigers auf das Default-physische-Port-Objekt: 
 static inline osm_physp_t* 
  osm_port_get_default_phys_ptr ( 
   IN const osm_port_t* const p_port ) 
 { 
   CL_ASSERT ( p_port->tbl[p_port->default_port_num] ); 
   CL_ASSERT ( osm_physp_is_valid ( p_port->tbl[p_port->default_port_num] )); 
   return ( p_port->tbl[p_port->default_port_num] ); 
 } 
p_port ist ein Zeiger auf das Port-Objekt 
Rückgabewert ist ein Zeiger auf das Default-physische-Port-Objekt 
 
Funktion zur Bestimmung des Bereiches der LID-Werte für einen Port: 
 void osm_port_get_lid_range_ho ( 
  IN const osm_port_t* const p_port, 
  OUT uint16_t* const p_min_lid, 
  OUT uint16_t* const p_max_lid ); 
p_port ist ein Zeiger auf das Port-Objekt 
p_min_lid ist ein Zeiger auf den kleinsten LID-Wert, der von diesem Port belegt wird 
p_max_lid ist ein Zeiger auf den größten LID-Wert, der von diesem Port belegt wird 
 
Funktion zum Hinzufügen neuer physischer Port-Objekte zur logischen Sammlung des Ports (hinzugefügte 
physische Ports müssen sich den gleichen GUID des Ports teilen): 
void osm_port_add_new_physp ( 
  IN osm_port_t* const p_port, 
  IN const uint8_t port_num ); 
p_port ist ein Zeiger auf das Port-Objekt 
port_num ist die Portnummer, die hinzugefügt wird 
 
Funktion zum Zurücksetzen des Discovery Count: 
 static inline void 
  osm_port_discovery_count_reset ( 
   IN osm_port_t* const p_port ) 
 { 
   P_port->discovery_count = 0; 
 } 
p_port ist ein Zeiger auf das Port-Objekt 
 
Funktion zur Bestimmung des Discovery Count (Wie oft wurde der Port entdeckt seit dem letzten Zurücksetzen 
des Discovery Count): 
static inline uint32_t 
  osm_port_discovery_count_get ( 
   IN const osm_port_t* const p_port ) 
 { 
   return ( p_port->discovery_count ); 
 } 
p_port ist ein Zeiger auf das Port-Objekt 








Funktion zum Inkrementieren des Discovery Count für diesen Port: 
 static inline void 
  osm_port_discovery_count_inc ( 
   IN osm_port_t* const p_port ) 
 { 
  p_port->discovery_count++; 
 }  
p_port ist ein Zeiger auf das Port-Objekt 
 
Funktion zum logischen Verbinden eines Ports zu einer Multicast-Gruppe: 
 ib_api_status_t 
  osm_port_add_mgrp ( 
   IN osm_port_t* const p_port, 
   IN const ib_net16_t mlid, 
   IN const uint8_t join_state ); 
p_port ist ein Zeiger auf das Port-Objekt 
 mlid ist der MLID der Multicast-Gruppe 
 join_state ist der Verbindungsstatus dieses Ports in der Multicast-Gruppe 
 Rückgabewert bei Erfolg IB_SUCCESS, sonst IB_INSUFFICIENT_MEMORY 
 
Funktion zum Auflösen einer logischen Verbindung eines Ports zu einer Multicast-Gruppe: 
 void osm_port_remove_mgrp ( 
  IN osm_port_t* const p_port, 
  IN const ib_net16_t mild ); 
p_port ist ein Zeiger auf das Port-Objekt 
 mlid ist der MLID der Multicast-Gruppe 
 
Funktion zum Auflösen der logischen Verbindungen eines Ports zu all seinen Multicast-Gruppen: 
 void osm_port_remove_all_mgrp ( 
  IN osm_port_t* const p_port ); 
p_port ist ein Zeiger auf das Port-Objekt 
 
Funktion zur Berechnung der Port MTU: 
 uint8_t osm_physp_calc_link_mtu ( 
  IN osm_log_t* p_log, 
  IN const osm_physp_t* p_physp ); 
 p_log ist ein Zeiger auf das Log-Objekt 
 p_physp ist ein Zeiger zum physischen Port-Objekt 
 Rückgabewert ist die MTU der Verbindung, die genutzt werden soll 
 
Funktion zur Berechnung der Port OP_VLS: 
 uint8_t osm_physp_calc_link_op_vls ( 
  IN osm_log_t* p_log, 
  IN const osm_subnet* p_subn, 
  IN const osm_physp_t* p_physp ); 
 p_log ist ein Zeiger auf das Log-Objekt 
 p_subn ist ein Zeiger auf das Subnetz-Objekt für den Zugriff auf die Optionen 
 p_physp ist ein Zeiger auf das physische Port-Objekt 
 
 
A2.7. Anhang zu 5.5.4.7. Switch Objekt 
 
Einige Funktionen von OpenSM für das Switch Objekt: 
 
Funktion zum Konstruieren eines Switch-Objektes: 
 void osm_switch_construct ( 
  IN osm_switch_t* const p_sw ); 
 p_sw ist ein Zeiger auf das zu konstruierende Switch-Objekt 
 
Funktion zum Zerstören eines Switch-Objektes (Freigabe aller Ressourcen): 
 void osm_switch_destroy ( 
  IN osm_switch_t* const p_sw ); 





Funktion zum Zerstören und Deallokieren eines Switch-Objektes: 
 void osm_switch_delete ( 
  IN OUT osm_switch_t** const pp_sw ); 
 pp_sw Zeiger auf den Zeiger auf das zu löschende Switch-Objekt 
 
Funktion zum Initialisieren eines Switch-Objektes für die Benutzung: 
 ib_api_status_t 
  osm_switch_init ( 
   IN osm_switch_t* const p_sw, 
   IN osm_node_t* const p_node, 
   IN const osm_madw_t* const p_madw ); 
p_sw ist ein Zeiger auf das zu initialisierende Switch-Objekt 
p_node ist ein Zeiger auf das Knoten-Objekt für diesen Switch 
p_madw ist ein Zeiger auf den Context Wrapper, der das Attribut SwitchInfo dieses  
Switches enthält 
Rückgabewert bei Erfolg IB_SUCCESS 
 
Funktion zum Erhalt eines Zeigers auf ein neu initialisiertes Switch-Objekt: 
 osm_switch_t* 
  osm_switch_new ( 
   IN osm_node_t* const p_node, 
   IN const osm_madw_t* const p_madw ); 
p_node ist ein Zeiger auf das Knoten-Objekt für diesen Switch 
p_madw ist ein Zeiger auf den Context Wrapper, der das Attribut SwitchInfo dieses  
Switches enthält 
Rückgabewert ist ein Zeiger auf ein neu initialisiertes Switch-Objekt 
 
Funktion zur Bestimmung, ob eine bestimmte LID die LID eines Switches oder eines Blattes vom Switch ist: 
 static inline boolean_t 
  osm_switch_is_leaf_lid ( 
   IN const osm_switch_t* const p_sw, 
   IN const uint16_t lid ho ) 
 { 
   return ( osm_lid_matrix_get_least_hops ( &p_sw->lmx, lid_ho ) <= 1 ); 
 } 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 lid_ho ist der LID (host order) zum Vergleichen 
 Rückgabewert ist TRUE, falls der LID der LID eines Switches oder eines Blattes vom  
Switch ist, sonst FALSE 
 
Funktion zur Bestimmung des Hop Count von einem Port des Switches zu einem bestimmten LID (LID/Port 
Intersection): 
 static inline uint8_t 
  osm_switch_get_hop_count ( 
   IN const osm_switch_t* const p_sw, 
   IN const uint16_t lid_ho, 
   IN const uint8_t port_num ) 
 { 
   return ( osm_lid_matrix_get ( &p_sw->lmx, lid_ho, port_num ) ); 
 } 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 lid_ho ist der LID (host order) für den man den Hop Count ermitteln möchte 
 port_num ist die Portnummer im Switch 
 Rückgabewert ist der Hop Count von einem Port des Switches zu einem bestimmten  
LID (LID/Port Intersection) 
 
Funktion zum Erhalt eines Zeigers auf die Forwarding Table des Switches: 
 static inline osm_fwd_tbl_t* 
  osm_switch_get_fwd_tbl_ptr ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( (osm_fwd_tbl_t*)&p_sw->fwd_tbl ); 
 } 
 p_sw ist ein Zeiger auf das Switch-Objekt 




Funktion zur Bestimmung der Anzahl Hops auf dem kürzesten Pfad von irgendeinem Port des Switches zu einer 
bestimmten LID: 
 static inline uint8_t 
  osm_switch_get_least_hops ( 
   IN const osm_switch_t* const p_sw, 
   IN const uint16_t lid_ho ) 
 { 
   return ( osm_lid_matrix_get_least_hops ( &p_sw->lmx, lid_ho ) ); 
 } 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 lid_ho ist der LID (host order) für den man den kleinsten Hop Count erhalten möchte 
 Rückgabewert ist die Anzahl Hops auf dem kürzesten Pfad von irgendeinem Port des  
Switches zu einer bestimmten LID 
 
Funktion zur Bestimmung der Portnummer des Switches, über die ein bestimmter LID geroutet wird: 
 static inline uint8_t 
  osm_switch_get_port_by_lid ( 
   IN const osm_switch_t* const p_sw, 
   IN const uint16_t lid_ho ) 
 { 
   return ( osm_fwd_tbl_get ( &p_sw->fwd_tbl, lid_ho ) ); 
 } 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 lid_ho ist der LID (host order)  
 Rückgabewert ist die Portnummer des Switches, über die ein bestimmter LID geroutet  
wird 
 
Funktion zur Bestimmung des LID des Switches: 
 ib_net16_t 
  osm_switch_get_lid ( 
   IN const osm_switch_t* const p_sw ); 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 Rückgabewert ist der LID vom Switch; 0 bedeutet, dass dem Switch keine LID  
zugewiesen wurde 
 
Funktion zum Erhalt eines Zeigers auf das physische Port-Objekt bei einer bestimmten Portnummer: 
 osm_physp_t* 
  osm_switch_get_physp_ptr ( 
   IN const osm_switch_t* const p_sw, 
   IN const uint32_t port_num ); 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 port_num ist die Portnummer, für die man das physische Port-Objekt erhalten möchte 
 Rückgabewert ist der Zeiger auf das physische Port-Objekt einer bestimmten  
Portnummer; NULL bedeutet, dass die Portnummer nicht im Bereich lag 
 
Funktion zum Erhalt eines Zeigers auf das physische Port-Objekt, das einen bestimmten LID routet: 
 static inline osm_physp_t* 
  osm_switch_get_route_by_lid ( 
   IN const osm_switch_t* const p_sw, 
   IN const ib_net16_t lid ) 
 { 
   uint8_t port_num; 
   CL_ASSERT ( p_sw ); 
   CL_ASSERT ( lid ); 
   port_num = osm_fwd_tbl_get ( &p_sw->fwd_tbl, cl_ntoh16 (lid ) ); 
   return ( osm_node_get_physp_ptr ( p_sw->p_node, port_num ) ); 
 } 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 lid ist der LID, für die eine Route gefunden werden soll; muss ein Unicast LID <  
0xC000 sein 
Rückgabewert ist der Zeiger auf das physische Port-Objekt, das einen bestimmten LID routet; NULL 








Funktion zum Erhalt eines Zeigers auf das Attribut SwitchInfo für einen Switch: 
 static inline ib_switch_info_t* 
  osm_switch_get_si_ptr ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( (ib_switch_info_t*)&p_sw->switch_info ); 
 } 
 p_sw ist ein Zeiger auf das Switch-Objekt 
 Rückgabewert ist der Zeiger auf das Attribut SwitchInfo für diesen Switch 
 
Funktion zur Bestimmung des größten Block ID (host order) für einen Switch: 
static inline uint32_t 
 osm_switch_get_max_block_id ( 
 IN const osm_switch_t* const p_sw ) 
{ 
 return ( (uint32_t) (osm_fwd_tbl_get_size ( &p_sw->fwd_tbl ) / 
   osm_fwd_tbl_get_lids_per_block ( &p_sw->fwd_tbl ) ) ); 
} 
p_sw ist ein Zeiger auf das Switch-Objekt 
Rückgabewert ist der größte Block ID (host order) für diesen Switch 
 
Funktion zur Bestimmung des größten Block ID (host order) für einen Switch, der für Unicast Routing benutzt 
wird: 
 static inline uint32_t 
  osm_switch_get_max_block_id_in_use ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( osm_fwd_tbl_get_max_block_id_in_use ( &p_sw->fwd_tbl, 
    cl_ntoh16 ( p_sw->switch_info.lin_top ) ) ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
Rückgabwert ist der größte Block ID (host order) für einen Switch, der für Unicast  
Routing benutzt wird 
 
Funktion zum Erhalt eines Zeigers auf das Knoten-Objekt für einen Switch: 
 static inline osm_node_t* 
  osm_switch_get_node_ptr ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return (p_sw->p_node ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
Rückgabewert ist der Zeiger auf das Knoten-Objekt für diesen Switch 
 
Funktion zur Bestimmung des größten LID (host order) Wertes in der Switch Routing Tabelle: 
 static inline uint16_t 
  osm_switch_get_max_lid_ho ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   Return ( osm_lid_matrix_get_max_lid_ho ( &p_sw->lmx ) ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
Rückgabewert ist der größte LID (host order) Wert  in der Switch Routing Tabelle 
 
Funktion zur Bestimmung der Anzahl der Ports in einem Switch: 
 static inline uint8_t 
  osm_switch_get_num_ports ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( osm_lid_matrix_get_num_ports ( &p_sw->lmx ) ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 








Funktion zur Überprüfung, ob ein Switch Multicast unterstützt: 
 static boolean_t 
  osm_switch_supports_mcast ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( p_sw->switch_info.mcast_cap != 0 ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
Rückgabewert ist TRUE, falls der Switch Multicast unterstützt, sonst FALSE 
 
Funktion zum Updaten des Attributes SwitchInfo für einen Switch: 
 static inline void 
  osm_switches_set_switch_info ( 
   IN osm_switch_t* const p_sw, 
   IN const ib_switch_info_t* const p_si ) 
 { 
   CL_ASSERT ( p_sw ); 
   CL_ASSERT ( p_si ); 
   P_sw->switch_info = *p_si; 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
p_si ist ein Zeiger auf das Attribut SwitchInfo für diesen Switch 
 
Funktion zum Setzen des Ports, um den bestimmten LID zu routen: 
 static inline void 
  osm_switch_set_path ( 
   IN osm_switch_t* const p_sw, 
   IN const uint16_t lid_ho, 
   IN const uint8_t port, 
   IN const boolean_t ignore_port_pro ) 
 { 
   CL_ASSERT ( p_sw ); 
   osm_fwd_tbl_set ( &p_sw->fwd_tbl, lid_ho, port ); 
   if (! ignore_port_pro ) 
    osm_port_pro_path_count_inc ( &p_sw->p_pro[port] ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
lid_ho ist der LID (host order), für den die Route gesetzt wird 
port ist der Port über den der bestimmte LID geroutet wird 
 
Funktion zum Setzen eines Blocks von Multicast Port Masken in der Multicast Tabelle: 
 static inline ib_api_status_t 
  osm_switch_set_mft_block ( 
   IN osm_switch_t* const p_sw, 
   IN const ib_net16_t* const p_block, 
   IN const uint16_t block_num, 
   IN const uint8_t position ) 
 { 
   CL_ASSERT ( p_sw ); 
   return ( osm_mcast_tbl_set_block ( &p_sw->mcast_tbl, p_block, block_num,  
position ) ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
p_block ist ein Zeiger auf den Block der zu setzenden Port-Masken 
block_num ist die zu setzende Blocknummer (0-511) 
position ist die zu setzende Port-Masken-Position (0-15) 














Funktion zur Bestimmung des Ports, der für das Routing zu einem bestimmten LID empfohlen wird: 
uint8_t osm_switch_recommend_path ( 
 IN const osm_switch_t* const p_sw, 
 IN const uint16_t lid_ho, 
 IN const boolean_t ignore_existing, 
 IN OUT uint64_t *remote_sys_guids, 
 IN OUT uint16_t *p_num_used_sys, 
 IN OUT uint64_t *remote_node_guids, 
 IN OUT uint16_t *p_num_used_nodes, 
 IN const uint32_t max_routes_subscribed ); 
p_sw ist ein Zeiger auf das Switch-Objekt 
lid_ho ist der LID (host order), für den man einen Pfadvorschlag möchte 
ignore_existing wird gesetzt, um den Switch zu veranlassen, die optimale Route  
unabhängig von existierenden Pfaden zu wählen; wenn FALSE, dann wählt der Switch  
einen existierenden Pfad, falls einer existiert, sonst wählt er die optimale Route. 
remote_sys_guids ist das Feld von Remote System GUIDs, die benutzt werden, um  
die anderen LIDs des gleichen Zielports (wenn LMC > 0 ) zu routen 
p_num_used_sys ist die Anzahl von Remote Systemen, die für das Routing zu dem  
Port benutzt werden 
remote_node_guids ist das Feld von Remote Knoten GUIDs, die benutzt werden, um  
die anderen LIDs des gleichen Zielports (wenn LMC > 0 ) zu routen 
p_num_uses_nodes ist die Anzahl von Remote Knoten, die für das Routing zu dem  
Port benutzt werden 
max_routes_subscribed ist die maximal erlaubte Anzahl von Ziel-LIDs, die durch  
einen bestimmten Port des Switches geroutet werden 
Rückgabewert ist der empfohlene Port für das Routing dieses LID 
 
Funktion zur Bestimmung des Ports, der für das Routing zu einem bestimmten LID empfohlen wird (Multicast): 
uint8_t osm_switch_recommend_mcast_path ( 
 IN osm_switch_t* const p_sw, 
 IN const uint16_t lid_ho, 
 IN const uint16_t mlid_ho, 
 IN const boolean_t ignore_existing ); 
p_sw ist ein Zeiger auf das Switch-Objekt 
lid_ho ist der LID (host order), für den man einen Multicast Pfadvorschlag möchte 
mlid_ho ist der MLID für die Multicast-Gruppe 
ignore_existing wird gesetzt, um den Switch zu veranlassen, die optimale Route  
unabhängig von existierenden Pfaden zu wählen; wenn FALSE, dann wählt der Switch  
einen existierenden Pfad, falls einer existiert, sonst wählt er die optimale Route. 
Rückgabewert ist der empfohlene Port für das Routing dieses LID 
 
Funktion zur Bestimmung der Anzahl von Einträgen in der Forwarding Table: 
 static inline uint16_t 
  osm_switch_get_fwd_tbl_size ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( osm_fwd_tbl_get_size ( &p_sw->fwd_tbl ) ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
Rückgabewert ist die Anzahl der Einträge in der Forwarding Table 
 
Funktion zur Bestimmung der Anzahl von Einträgen in der Multicast Forwarding Table: 
 static inline uint16_t 
  osm_switch_get_mcast_fwd_tbl_size ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( cl_ntoh16 ( p_sw->switch_info.mcast_cap ) ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 









Funktion zur Bestimmung der Anzahl von Pfaden, die durch einen Port gehen: 
 static inline uint32_t 
  osm_switch_path_count_get ( 
   IN const osm_switch_t* const p_sw, 
   IN const uint8_t port_num ) 
 { 
   return ( osm_port_pro_path_count_get ( &p_sw->p_pro[port_num] ) ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
port_num ist die Portnummer, für die man die Anzahl Pfade erhalten möchte 
Rückgabewert ist die Anzahl von Pfaden, die durch diesen Port gehen 
 
Funktion zur Vorbereitung eines Switches, die Pfad-Informationen wiederherzustellen:  
 void osm_switch_prepare_path_rebuild ( 
  IN osm_switch_t* const p_sw ); 
p_sw ist ein Zeiger auf das Switch-Objekt 
 
Funktion zum Erhalt eines Zeigers auf die Multicast Table des Switches: 
 static inline osm_mcast_tbl_t* 
  osm_switch_get_mcast_tbl_ptr ( 
   IN const osm_switch_t* const p_sw ) 
 { 
   return ( (osm_mcast_tbl_t*)&p_sw->mcast_tbl ); 
 } 
p_sw ist ein Zeiger auf das Switch-Objekt 
 Rückgabewert ist der Zeiger auf die Multicast Table des Switches 
 
Funktion zur Überprüfung, ob der Switch immer noch zum Baum einer bestimmten Multicast-Gruppe gehört: 
 static inline boolean_t 
  osm_switch_is_in_mcast_tree ( 
   IN const osm_switch_t* const p_sw, 
   IN const uint16_t mlid_ho ) 
 { 
   const osm_mcast_tbl_t* p_tbl; 
   p_tbl = &p_sw->mcast_tbl; 
   if ( p_tbl ) 
    return ( osm_mcast_tbl_is_any_port ( &p_sw->mcast_tbl, mlid_ho ) ); 
   else 
    return ( FALSE ); 
} 
p_sw ist ein Zeiger auf das Switch-Objekt 
 mlid_ho ist der MLID (host order) des zu prüfenden Multicast-Baumes 
 Rückgabewert ist TRUE, wenn der Switch zum Baum der bestimmten Multicast- 
Gruppe gehört, sonst FALSE 
 
 
A2.8. Anhang zu 5.5.4.8. LID Matrix Objekt 
 
Einige Funktionen von OpenSM für das LID Matrix Objekt: 
 
Funktion zur Konstruierung eines LID-Matrix-Objektes: 
 static inline void 
  osm_lid_matrix_construct ( 
   IN osm_lid_matrix_t* const p_lmx ) 
 { 
   p_lmx->num_ports = 0; 
   cl_vector_construct ( &p_lmx->lid_vec ); 
 } 
 p_lmx ist ein Zeiger auf das zu konstruierende LID-Matrix-Objekt 
 
Funktion zum Zerstören eines LID-Matrix-Objektes (Freigabe all seiner Ressourcen): 
 void osm_lid_matrix_destroy ( 
  IN osm_lid_matrix_t* const p_lmx ); 






Funktion zum Initialisieren eines LID-MATRIX-Objektes für die Benutzung: 
 ib_api_status_t 
  osm_lid_matrix_init ( 
   IN osm_lid_matrix_t* const p_lmx, 
   IN const uint8_t num_ports ); 
 p_lmx ist ein Zeiger auf das zu initialisierende LID-Matrix-Objekt 
 num_ports ist die Anzahl von Ports bei jedem LID Index; dieser Wert wird bei  
Initialisierung festgeschrieben 
Rückgabewert bei Erfolg ist IB_SUCCESS 
 
Funktion zur Bestimmung des Hop Count für eine LID/Port Intersection: 
 static inline uint8_t 
  osm_lid_matrix_get ( 
   IN const osm_lid_matrix_t* const p_lmx, 
   IN const uint16_tlid_ho, 
   IN const uint8_t port_num ) 
 { 
   CL_ASSERT ( port_num < p_lmx->num_ports ); 
   CL_ASSERT ( lid_ho < cl_vector_get_size(&p_lmx->lid_vec) ); 
   return ( (uint8_t*)cl_vector_get_ptr ( 
     &p_lmx->lid_vec, lid_ho ))[port_num] ); 
 } 
 p_lmx ist ein Zeiger auf ein LID-Matrix-Objekt 
 lid_ho ist der LID (host order), für den man den Hop Count ermitteln möchte 
 port_num ist die Portnummer des Switches 
 Rückgabewert ist der Hop Count einer bestimmten LID/Port Intersection 
 
Funktion zur Bestimmung des größten LID (host order) Wertes in der LID-Matrix: 
 static inline uint16_t 
  osm_lid_matrix_get_max_lid_ho ( 
   IN const osm_lid_matrix_t* const p_lmx ) 
 {   
   return ( (uint16_t) (cl_vector_get_size (&p_lmx->lid_vec) – 1 ) ); 
 } 
 p_lmx ist ein Zeiger auf ein LID-Matrix-Objekt 
 Rückgabewert ist der größte LID (host order) Wert in dieser LID-Matrix 
 
Funktion zur Bestimmung der Anzahl Ports in einer LID-Matrix: 
 static inline uint8_t 
  osm_lid_matrix_get_num_ports ( 
   IN const osm_lid_matrix_t* const p_lmx ) 
 { 
   return ( p_lmx->num_ports ); 
 } 
 p_lmx ist ein Zeiger auf ein LID-Matrix-Objekt 
 Rückgabewert ist die Anzahl Ports in dieser LID-Matrix 
 
Funktion zur Bestimmung des minimalsten Hop Count für eine LID: 
 static inline uint8_t 
  osm_lid_matrix_get_least_hops ( 
   IN osm_lid_matrix_t* const p_lmx, 
   IN const uint16_t lid_ho ) 
 { 
   if ( lid_ho > osm_lid_matrix_get_max_lid_ho ( p_lmx ) ) 
    return ( OSM_NO_PATH ); 
   return ( (uint8_t*)cl_vector_get_ptr( 
     &p_lmx->lid_vec, lid_ho ))[p_lmx->num_ports} ) ; 
 } 
 p_lmx ist ein Zeiger auf ein LID-Matrix-Objekt 
 lid_ho ist der LID (host order) für den man den kleinsten Hop Count ermitteln möchte 
 Rückgabewert ist der minimale Hop Count zu diesem LID, falls Verbindung existiert 
 
Funktion zum Löschen eines LID-Matrix-Objektes in Erwartung eines Rebuild: 
 void osm_lid_matrix_clear ( 
  IN osm_lid_matrix_t* const p_lmx ); 





A2.9. Anhang zu 5.5.4.9. Partition Objekt 
 
Einige Funktionen von OpenSM für das Partition Objekt: 
 
Funktion zum Konstruieren eines Partitions-Objektes: 
 void osm_prtn_construct ( 
  IN osm_prtn_t* const p_prtn ); 
 p_prtn ist ein Zeiger auf das zu konstruierende Partitions-Objekt 
 
Funktion zum Zerstören eines Partitions-Objektes (Freigabe all seiner Ressourcen): 
 void osm_prtn_destroy ( 
  IN osm_prtn_t* const p_prtn ); 
 p_prtn ist ein Zeiger auf das zu zerstörende Partitions-Objekt 
 
Funktion zum Initialisieren eines Partitions-Objektes für die Benutzung: 
 ib_api_status_t  
osm_prtn_init ( 
 IN osm_prtn_t* const p_prtn ); 
 p_prtn ist ein Zeiger auf das zu initialisierende Partitions-Objekt 
 Rückgabewert bei Erfolg ist CL_SUCCESS  
 
Funktion zur Bestimmung, ob ein Partitions-Objekt mit osm_prtn_init initialisiert wurde: 
 boolean_t  
  osm_ptrn_is_inited ( 
   IN const osm_prtn_t* const p_prtn ); 
 p_prtn ist ein Zeiger auf ein Partitions-Objekt 
 Rückgabewert ist TRUE, falls das Partitions-Objekt erfolgreich initialisiert wurde,  
sonst FALSE 
 
Funktion zur Überprüfung, ob ein Port Mitglied einer Partition ist: 
 boolean_t 
  osm_prtn_is_guid ( 
   IN const osm_prtn_t* const p_prtn, 
   IN const uint64_t guid ); 
 p_prtn ist ein Zeiger auf ein Partitions-Objekt 
 guid ist der Port GUID 
 Rückgabewert ist TRUE, falls der bestimmte Port Mitglied der Partition ist, sonst  
FALSE 
 
Funktion zur Bestimmung des Wertes von P_Key für eine Partition: 
 uint16_t  
  osm_prtn_get_pkey ( 
   IN const osm_prtn_t* const p_prtn ); 
 p_prtn ist ein Zeiger auf ein Partitions-Objekt 
 Rückgabewert ist der P_Key für diese Partition 
 
 
A2.10. Anhang zu 5.5.4.10. Multicast Gruppen Objekt 
 
Einige Funktionen von OpenSM für das Multicast Gruppen Objekt: 
 
Funktion zum Konstruieren eines Multicast-Gruppen-Objektes: 
 void osm_mgrp_construct ( 
  IN osm_mgrp_t* const p_mgrp ); 
 p_mgrp ist ein Zeiger auf das zu konstruierende Multicast-Gruppen-Objekt 
 
Funktion zum Zerstören eines Multicast-Gruppen-Objektes (Freigabe all seiner Ressourcen): 
 void osm_mgrp_destroy ( 
  IN osm_mgrp_t* const p_mgrp ); 






Funktion zum Initialisieren eines Multicast-Gruppen-Objektes für die Benutzung: 
 void osm_mgrp_init ( 
  IN osm_mgrp_t* const p_mgrp, 
  IN const ib_net16_t mlid ); 
 p_mgrp ist ein Zeiger auf das zu initialisierende Multicast-Gruppen-Objekt 
 mlid ist der Multicast LID für diese Multicast-Gruppe 
 
Funktion zum Allokieren und Initialisieren eines Multicast-Gruppen-Objektes: 
 osm_mgrp_t* 
  osm_mgrp_new ( 
   IN const ib_net16_t mlid ); 
 mlid ist der Multicast LID für diese Multicast-Gruppe 
 Rückgabewert ist ein Zeiger auf dieses Multicast-Gruppen-Objekt 
 
Funktion zum Zerstören und Deallokieren eines Multicast-Gruppen-Objektes: 
 void osm_mgrp_delete ( 
  IN osm_mgrp_t* const p_mgrp ); 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
 
Funktion zum Überprüfen, ob ein bestimmter Port GUID Mitglieder einer Multicast-Gruppe ist: 
 static inline boolean_t 
  osm_mgrp_is_guid ( 
   IN const osm_mgrp_t* const mgrp, 
   IN const ib_net64_t port_guid ) 
 { 
   return ( cl_qmap_get ( &p_mgrp->mcm_port_tbl, port_guid ) != 
     cl_qmap_end ( &p_mgrp->mcm_port_tbl ) ); 
 } 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
port_guid ist der Port GUID 
 
Funktion zur Überprüfung, ob eine Multicast-Gruppe Mitgliederports besitzt: 
 static inline boolean_t 
  osm_mgrp_is_empty ( 
   IN const osm_mgrp_t* const p_mgrp ) 
 { 
   return ( cl_qmap_count ( &p_mgrp->mcm_port_tbl ) == 0 ); 
 } 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
Rückgabewert ist TRUE, falls keine Ports in der Multicast-Gruppe sind, sonst FALSE 
 
Funktion zur Bestimmung des Multicast LID für eine Multicast-Gruppe: 
 static inline ib_net16_t 
  osm_mgrp_get_mlid ( 
   IN const osm_mgrp_t* const p_mgrp ) 
 { 
   return ( p_mgrp->mlid ); 
 } 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
Rückgabewert ist der MLID dieser Multicast-Gruppe 
 
Funktion zum Hinzufügen eines Ports zu einer Multicast-Gruppe: 
 osm_mcm_port_t* 
  osm_mgrp_add_port ( 
   IN osm_mgrp_t* const p_mgrp, 
   IN const ib_gid_t* const p_port_gid, 
   IN const uint8_t join_state ); 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
 p_port_gid ist ein Zeiger auf den GID des Ports, der zur Multicast-Gruppe hinzugefügt  
wird 
join_state ist der Vereinigungsstatus für diesen Port in der Gruppe 








Funktion zum Überprüfen eines Ports aus der Multicast-Gruppe: 
 boolean_t 
  osm_mgrp_is_port_present ( 
   IN const osm_mgrp_t* const p_mgrp, 
   IN const ib_net64_t port_guid, 
   OUT osm_mcm_port_t ** const pp_mcm_port ); 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
port_guid ist der Port GUID  
pp_mcm_port ist ein Zeiger auf einen Zeiger auf einen Mitgliederport; bei Erfolg wird  
er auf das Mitglied erneuert, sonst NULL 
Rückgabewert ist TRUE, wenn der Port Mitglied ist, sinst FALSE 
 
Funktion zum Entfernen eines Ports aus einer Multicast-Gruppe: 
 void osm_mgrp_remove_port ( 
  IN osm_mgrp_t* const p_mgrp, 
  IN const ib_net64_t port_guid ); 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
port_guid ist der Port GUID für den zu entfernenden Port 
 
Funktion zum Erhalt eines Zeigers auf den „Wurzel“ Switch der Multicast-Gruppe: 
 static inline osm_switch_t* 
  osm_mgrp_get_root_switch ( 
   IN const osm_mgrp_t* const p_mgrp ) 
 { 
   if (p_mgrp->p_root) 
    return ( p_mgrp->p_root->p_sw ); 
   else 
    return ( NULL ); 
 } 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
Rückgabwert ist der Zeiger auf den „Wurzel“ Switch der Multicast-Gruppe 
 
Funktion zum Erhalt der durchschnittlichen Anzahl Hops von einem Switch zu allen Mitgliedern der Multicast-
Gruppe: 
 float osm_mgrp_compute_avg_hops ( 
  const osm_mgrp_t* const p_mgrp, 
  const osm_switch_t* const p_sw ); 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
p_sw ist ein Zeiger auf den Switch 
Rückgabewert ist die durschnittliche Anzahl Hops von diesem Switch zu allen  
Mitgliedern der Multicast-Gruppe 
 
Funktion zum Aufruf einer bestimmten Funktion für jedes Element im Baum: 
 void osm_mgrp_apply_func ( 
  const osm_mgrp_t* const p_mprg, 
  osm_mgrp_func_t p_func, 
  void* context ); 
p_mgrp ist ein Zeiger auf ein Multicast-Gruppen-Objekt 
p_func ist ein Zeiger auf die Funktion 




A3 Nähere Informationen zur InfiniBand Gold Collection 
 
A3.1. Anhang zu 6.2.4. ibmon 
 
Das Tool ibmon gibt 3 verschiedene Berichte: 
 
1) Topologieübereinstimmungsbericht 
ibmon berichtet durch den Vergleich der aktuellen InfiniBand Topologie mit dem gegebenen 
Topologiefile die Namen des Systems und der Kabel. Dabei kann es drei verschiedene 
Fehlernachrichten erzeugen: 
 95
a) Verbindung existiert nur in der aktuellen Topologie (ermittelt durch Anfrage 
an den SA) aber nicht im Topologiefile 
b) Verbindung existiert nur im Topologiefile aber nicht in der aktuellen 
Topologie 
c) Verbindung befindet sich sowohl im Topologiefile als auch in der aktuellen 
Topologie, aber die verbundenen Ports stimmen nicht überein 
 
Jede Zeile des Berichtes beginnt mit einem der beiden Strings: 
-I- es handelt sich um eine Informationszeile 
-E- es handelt sich um einen Fehlerbericht 
 
Ein Bericht kann zum Beispiel folgendermaßen aussehen: 
 -I- Topology Check Report 
 -E- SL1-1 System Check Error: 
 -E- SL1-A1/P2 Expected port:2 OpenSM found port:1 
 -E- SL1-A1/P2 -> 0x0002c9000100d052/P2 (I) is only in SM 
 -E- SL1-A1/P2 -> H-2/P2 is only in topology 
 -E- 0x0002c9000100d052 System Check Error: 
 -E- 0x0002c9000100d052/P1 (I) -> SL1-A1/P2 is only in SM 
 -I- Topology Check End: 
 
2) Performance Event Bericht 
Die Berichte über die Performance Zähler werden in drei verschiedene Dateien abgelegt. 
Außerdem gibt ibmon immer Teile der Berichte auf stdout aus, wenn ein Bereich eines PM 
Zählers in einem InfiniBand Port überschritten wurde. 
 
Beispiel einer Fehlernachricht auf stdout: Die folgenden zwei Zeilen eines Reports 
beschreiben den gleichen Fehler. Die erste Zeile beschreibt den Fehler eines externen 
Kabel/Ports mit dem Systemnamen und den Front PanelsPorts. Die zweite Zeile beschreibt 
die interne Verbindung des gleichen Systemports mit dem InfiniBand Device. 
  
-E- 09:44:53 Cable: H-16/P1 <=> SL1-A1/P2 
 -E- 09:44:53 Cable: 0x0002c9000100d052/P2 (I) <=> SL1-A1/P1 
 
Beispiel einer Last Sweep Log Datei: Diese Datei enthält Informationen über alle 
Performance Zähler vom letzten Suchvorgang. Die erste Zeile in der Datei gibt die Zeit des 
Suchvorganges an. Die zweite Zeile benennt alle aufgezeichneten Zähler. Danach werden 
diese Werte für alle InfiniBand Devices aufgelistet: 
   
TIME : Mon Feb 09 10:06:41 UTC 2004 
# guid port symbol_error_counter link_error_recovery_counter link_down_counter port_rcv_errors port_rcv_remote 
_physical_errors port_rcv_switch_relay_errors port_xmit_discard port_xmit_constraint_errors port_rcv_constrain 
t_errors local_link_integrity_errors excesive_buffer_errors vl15_dropped port_xmit_data port_rcv_data port_xmi 
t_pkts port_rcv_pkts 
### 
H-16  1 : 47 0 4 0 0 0 150 0 0 0 0 0 5614848 5612904 77984 77957 
H-16  2 : 44 0 4 0 0 0 0 0 0 0 0 0 9936 10008 138 139 
SL1-A1  1 : 0 0 0 0 0 0 0 0 0 0 0 0 7128 7056 99 98 
SL1-A1  2 : 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SL1-A1  3 : 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SL1-A1  4 : 0 0 0 0 0 0 0 0 0 0 0 0 3167928 3169872 43999 44026 
 
ibmon_sweeps.log Datei: Die Datei ibmon_sweeps.log sammelt Informationen von allen 
Suchvorgängen. Von der Initierung einer neuen Suche an, extrahiert ibmon die 
Veränderungen der Performance und Baseboard Management Register aus 
ibmon_last_sweep.log im Vergleich zum vorhergegangenen Durchlauf. Diese Veränderungen 
werden in ibmon_sweeps.log aufgenommen. 
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ibmon_events.log Datei: Diese Datei enthält ausführliche Informationen über jedes Ereignis, 
das an stdout ausgegeben wurde. Dies schließt die Namen aller Zähler ein, deren Bereiche 
überschritten wurden. Als Beispiel ein Ausschnitt einer solchen Datei: 
 
-I- 10:06:41 H-1  1 : link_down_counter  tot:4  inc:4 
-E- 10:06:41 Cable: H-1/P1 <=> SL1-A1/P4 
-I- 10:06:41 H-1  1 : symbol_error_counter  tot:47  inc:47 
-E- 10:06:41 Cable: H-1/P1 <=> SL1-A1/P4 
-I- 10:06:41 H-1  2 : link_down_counter tot:4  inc:4 
-E- 10:06:41 Cable: 0x0002c9000100d052/P2 (I) <=> SL1-A1/P1 
-I- 10:06:41 H-1  2 : symbol_error_counter  tot:44  inc:44 
-E- 10:06:41 Cable: 0x0002c9000100d052/P2 (I) <=> SL1-A1/P1 
 
 
3) Board Management Berichte 
Ähnlich wie bei den Berichten zum Performance Monitoring werden bei den Baseboard 
Ereignissen eine Kurzversion auf stdout ausgegeben und alle Detailinformationen in eine 
Datei namens ibmon_bbm.log geschrieben. 
 
Beispiel einer Fehlernachricht auf stdout: Jedes Device bekommt Hinweise von seinen 
Board Monitoren, wenn eine Fehlfunktion des Boards auftritt. Dabei werden folgende 3 
verschiedene Typen von Board-Fehlfunktionen an stdout ausgegeben (jeweils mit Beispiel): 
a) Temperaturbereich überschritten 
-E- 10:06:42 Temperature Alarm on Device:SL1-A1 
b) Stromversorgung fällt um mehr als die erlaubten 10% ab 
 -E- 10:06:43 Power supply Alarm on Device:SL1-A1 
c) Lüfter Fehlfunktion 
 -E- 10:06:48 Fan Alarm on Device:SL1-A1 
 
Beispiel einer ibmon_bbm.log Datei: Diese Datei enthält ausführliche Informationen über 
jedes Board Management Ereignis, welches auf stdout ausgegeben wurde.Es enthält alle 
Modul- (System Boards) und Chassis- (System Back-Plane) Informationen der Devices. Als 
Beispiel folgt ein Ausschnitt dieser Datei: 
 
-I- Device Name:H-1 Guid:0x0002c9000100d051 
-I- Device Type:Infinihost 
-I- Device Name:SL1-A1 Guid:0x0002c90000000000 
-I- Device Type:Infiniscale3 
-I- Module Info Record: 
-I- Temperature [C] 1=32 => Alarm 
-I- Power Supply Exp/Meas [V]: 3.30/3.24 12.0/11.68 5.0/5.12 1.80/1.78 1.20/1.19 1.20/1.19 
-I- Chassis Info Record: 
-I- Temperature [C] 1=32 => Alarm 
-I- Power Supply Exp/Meas [V]: 12.0/12.0 
-I- Fans Count 1=ok 2=ok 3=ok 
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