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Abstract
The main focus of this paper is the following matrix Cauchy problem
for the Dirac system on the interval [0, 1] :
D
′(x)+
[
0 σ1(x)
σ2(x) 0
]
D(x) = iµ
[
1 0
0 −1
]
D(x), D(0) =
[
1 0
0 1
]
,
where µ ∈ C is a spectral parameter, and σj ∈ L2[0, 1], j = 1, 2. We
propose a new approach for the study of asymptotic behaviour of its solu-
tions as µ→∞ and |Imµ| ≤ c. As an application, we obtain new, sharp
asymptotic formulas for eigenfunctions of Sturm–Liouville operators with
singular potentials.
keyword:
Sturm–Liouville problem, singular potential, Dirac system, Sturm–Liouville op-
erator
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1 Introduction
Consider the following matrix Cauchy problem:
D′(x) + J(x)D(x) = iµJ0D(x), x ∈ [0, 1], D(0) = I, (1.1)
where
J0 =
[
1 0
0 −1
]
, J(x) =
[
0 σ1(x)
σ2(x) 0
]
, I :=
[
1 0
0 1
]
, (1.2)
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µ ∈ C is a spectral parameter, and σj ∈ L2[0, 1], j = 1, 2, are complex-valued
functions. By solution of (1.1), as usual, we understand a matrix D with entries
from the space of absolutely continuous on [0, 1] functions (i.e. from the Sobolev
space W 11 [0, 1]) satisfying (1.1) for a.e. x ∈ [0, 1].
Note that
J20 = I, J0J(x) + J(x)J0 = 0, a.e. x ∈ [0, 1]. (1.3)
Recall that any solution V = {v1, v2}T , vj ∈ W 11 [0, 1], of the next Cauchy
problem for Dirac system:
V ′(x) + J(x)V (x) = iµJ0V (x), x ∈ [0, 1], (1.4)
V (0) = {c1, c2}T ∈ C2,
is of the form
V (x) = D(x)V (0), x ∈ [0, 1].
Note that a system formally more general then (1.4):
Y ′(x) + P (x)Y (x) = iµJ0Y (x), P (x) =
[
p11(x) p12(x)
p12(x) p22(x)
]
, (1.5)
where x ∈ [0, 1] and Y = {y1, y2}T , pjj ∈ L1[0, 1], pij ∈ L2[0, 1], i, j = 1, 2,
i 6= j, can be reduced to (1.4) by a simple transformation given in [16]. Indeed,
setting
rj(x) =
∫ x
0
pjj(t) dx, j = 1, 2,
it is easy to see that Y is a solution of (1.5) if and only if a vector-function
V (x) =
[
er1(x) 0
0 er2(x)
]
Y (x)
satisfies (1.4) with
σ1(x) = p12(x)e
r1(x)−r2(x), σ2(x) = p21(x)e
r2(x)−r1(x).
On the other hand, the classical Dirac system (see. e. g. [13, Ch. VII, § 1])
BZ ′(x) +Q(x)Z(x) = µZ(x), x ∈ [0, 1], (1.6)
where
B =
[
0 1
−1 0
]
, Q(x) =
[
q11(x) q12(x)
q12(x) q22(x)
]
, qij ∈ L2[0, 1],
can be transformed to (1.5) by writing
Z(x) = UY (x), U =
[
1 −i
−i 1
]
.
Last years the study of asymptotic behaviour of fundamental solutions to
Dirac systems attracted a lot of attention, and we may mention e.g. [1], [3], [5],
[6], [8], [7], [13], [14], [16], [18], and [21], as samples. In particular, there is a
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variety of asymptotic formulas for the solutions to (1.1) in different settings and
under a wide range of assumptions on potentials. However, most of the those
formulas contain just a leading term. In this paper, by a new and comparatively
simple argument, we find sharp asymptotics for solutions to Dirac systems, thus
generalizing most of similar relations from the literature.
More specifically, we study the asymptotic behaviour of solutions D(x) =
D(x, µ) to the Cauchy problem (1.1) as µ→∞, µ ∈ Pd, where
Pd := {µ ∈ C : |Imµ| ≤ d}.
The idea of our method, originating from [15, Ch. 1, § 2, Problem 5], relies on a
special integral representation for D(x) = D(x, µ). The representation has the
form
D(x) = exAµ +
∫ x
0
e(x−2t)Aµ[J(t) +Q(x, t)] dt, (1.7)
where Q is a matrix function continuous on
∆ := {(x, t) ∈ R2 : 0 ≤ t ≤ x ≤ 1}, (1.8)
and, moreover, Q is a unique solution of the integral equation
Q(x, t) =
∫ x−t
0
J(t+ ξ)J(ξ)dξ −
∫ x−t
0
J(t+ ξ)Q(t+ ξ, ξ)dξ. (1.9)
It is crucial to observe that the kernel Q (and (1.9)) does not depend on µ. More
details can be found in Lemma 2.2. This approach allows us to obtain much
sharper asymptotic formulas for solutions to Dirac systems than those in the
literature. As a consequence, we get fine asymptotics for solutions to perturbed
Dirac systems of the form
D˜′(x) + J(x)D˜(x) = iµJ0D˜(x) +
P (x)
µ
D˜(x), x ∈ [0, 1], D˜(0) = I, (1.10)
where µ 6= 0 and entries of P are in L1[0, 1]. Note that such an approach can
be extended to a more general case when σj ∈ Lp[0, 1], j = 1, 2, p ≥ 1.
The representation (1.7) is not quite new. In [1] the authors considered a
matrix Dirac equation
BU ′(x) +
[
q1(x) q2(x)
q2(x) −q1(x)
]
U(x) = λU(x), x ∈ [0, 1], U(0) = I, (1.11)
where qj , j = 1, 2 are real-valued functions in Lp[0, 1], p ∈ [1,∞). If U is a
Cauchy matrix for (1.11), then by [1, Theorem 2.1] one has
U(x, λ) = e−λxB +
∫ x
0
e−λ(x−2s)P (x, s) ds, (1.12)
where P (x, ·) ∈ M(Lp) for every x ∈ [0, 1], and the mapping x 7→ P (x, ·) ∈
M(Lp) is continuous on [0, 1] . The representation (1.12) was derived in [1] via
the method of successive approximations by solving the integral equation
U(x, λ) = e−λxB +
∫ x
0
e−λ(x−t)BBQ(t)U(t, λ) dt, x ∈ [0, 1], Q = {qij}2i,j=1,
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and using the property e−λxBQ(t) = Q(t)eλxB, x, t ∈ [0, 1]. In the Hilbert space
setting, when p = 2, we follow a different strategy for obtaining (1.7). Namely,
we deduce an integral equation for Q and investigate this equation directly. As
a result, we obtain a more detailed information on Q.
Note that in [18] and [21] the Dirac system (1.6) was studied in a situation
when qij , i, j = 1, 2 are complex-valued functions in Lp[0, 1], p ∈ [1,∞). By
means of Prüferr’s substitution [9], in a rather complicated manner, “short”
asymptotic formulas (as µ → ∞, µ ∈ Pd) were obtained in [18] and [21] for
solutions Z of (1.6) with the initial conditions Z(0) = {1, 0}T and Z(0) =
{0, 1}T . These formulas (with p = 2) correspond to our Corollary 2.5.
We show that our results apply to the study of asymptotic behaviour of the
system of fundamental solutions to the differential equation
l(y) + λy = 0, l(y) := y′′ + q(x)y, x ∈ [0, 1], (1.13)
where a potential q belongs to W−12 [0, 1]. In other words,
q(x) = σ′(x), u ∈ L2[0, 1],
where the derivative is understood in the sense of distributions. Such a class
of singular potentials includes Dirac δ-type and Coulomb 1/x-type interactions,
which are frequently used in quantum mechanics and mathematical physics. For
a comprehensive treatment of physical models with potentials from negative
Sobolev spaces we refer to [12]. A short history and different approaches to the
study of singular Sturm–Liouville operators can be found in [19].
Following the regularization method described in [4] and [19], given y we
formally introduce a quasi-derivative y[1] of y:
y[1](x) := y′(x) + σ(x)y(x),
so that (1.13) can be rewritten in the form
(y[1])′(x) − σ(x)y[1](x) + σ2(x)y(x) + λy(x) = 0, x ∈ [0, 1]. (1.14)
Our main idea is to transform the equation (1.14) into an appropriate per-
turbed Dirac system (1.10). We show that if µ 6= 0 then the transformation(
y
y[1]
)
=
(
1 1
iµ −iµ
)(
v1
v2
)
(1.15)
“recasts” (1.14) as the following perturbed Dirac system for V = {v1, v2}T :
V ′(x)+
[
0 σ(x)
σ(x) 0
]
V (x) = iµJ0V (x)+
iσ2(x)
2
[
1 1
−1 −1
]
V (x), x ∈ [0, 1].
In this way, using our results on asymptotics of Cauchy’s matrix for (1.10),
we obtain a very precise information on asymptotic behavior of fundamental
solutions to (1.13) and on asymptotic distribution of the eigenvalues and eigen-
functions to the spectral problem
l(y) + λy = 0, y(0) = 0, y(1) = 0. (1.16)
The problem (1.16) was widely studied in the literature. Basic facts concern-
ing the asymptotics of its eigenvalues and eigenfunctions can be found in [10]
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and [11]. The authors of [10] and [11] employed the method of transformation
operators and used a factorized form of l to obtain asymptotic formulas with
remainder terms expressed in terms of Fourier sine coefficients. Their results
were precise enough to study the inverse spectral problem for (1.16), see, for
instance, [1] and [2]. More detailed formulas, stated in Theorem 5.1, were ob-
tained in [17], [19] and [20]. The approach of the latter papers relied on the
so-called Prüfer substitution, and it allowed one to derive asymptotic formulas
for eigenvalues of (1.16) with remainders ψn satisfying
sup
x∈[0,1]
∞∑
n=1
|ψn(x)| <∞. (1.17)
This method was further developed in a number of subsequent articles, see e.g.
[22], [23], [24], and [25]. Our main result generalizes and sharpens Theorem
5.1 essentially. In particular, we provide similar asymptotic formulas where
remainder terms ψ˜n satisfy a strengthened form of (1.17):
∞∑
n=1
sup
x∈[0,1]
|ψ˜n(x)| <∞.
Note that our method of reduction to the perturbed Dirac system applies in
a setting more general than that of this paper. For example (see Remark 1), a
transformation similar to (1.15) allows one to treat the equations of the form
(a(x)y′(x))′ + q(x)y(x) + µ2c(x)y(x) = 0, x ∈ [0, 1],
where q = u′, u ∈ L2[0, 1], and
a ∈W 12 [0, 1], c ∈W 12 [0, 1], a(x) > 0, c(x) > 0, x ∈ [0, 1].
2 Matrix Cauchy problems for Dirac systems
In this section we study the matrix Cauchy problem
D′(x) + J(x)D(x) = AµD(x), D(0) = I :=
[
1 0
0 1
]
, (2.1)
where Aµ := iµJ0 and σj ∈ L2, j = 1, 2.
We obtain an important integral representation for the solutions of (2.1),
given by (1.7) and (1.9).
Denote the space of continuous functions on ∆ with the supremum norm
‖ · ‖C(∆) by C(∆). If X is a Banach space, then M(X) stands for the Banach
space of 2× 2 matrices with entries from X and the norm
‖Q‖M(B) :=
2∑
k,j=1
‖Qjk‖B, Q = [Qjk]2j,k=1.
Define
l0 = max{‖σ1‖L1, ‖σ2‖L1}, l := ‖σ1‖L1 · ‖σ2‖L1 , l1 = ‖σ1‖L1 + ‖σ2‖L1 ,
(2.2)
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and
l˜0 = max{‖σ1‖L2, ‖σ2‖L2}, l˜ := ‖σ1‖L2 · ‖σ2‖L2 , l2 = ‖σ1‖2L2 + ‖σ2‖2L2 .
(2.3)
Moreover, let
σ0(x) := |σ1(x)| + |σ2(x)| ∈ L2[0, 1]. (2.4)
In our analysis of D we will need several auxiliary results addressing the two
integrals in (1.9). If J is defined by (1.2), then let the matrix function J˜ be
given by
J˜(x, t) :=
∫ x−t
0
J(t+ ξ)J(ξ)dξ =
∫ x
t
J(s)J(s − t) ds, (x, t) ∈ ∆. (2.5)
Note that
J˜(x, t) =
(
σ˜1(x, t) 0
0 σ˜2(x, t)
)
,
where
σ˜1(x, t) :=
∫ x−t
0
σ1(t+ξ)σ2(ξ)dξ, σ˜2(x, t) :=
∫ x−t
0
σ2(t+ξ)σ1(ξ)dξ, (x, t) ∈ ∆.
(2.6)
Using Cauchy–Schwartz’s inequality, for (x, t) ∈ ∆ (x + ǫ, t + δ) ∈ ∆, we
have
|σ˜1(x+ ǫ, t+ δ)− σ˜1(x, t)| =
∣∣∣ ∫ x−t+ǫ−δ
0
σ1(t+ δ + s)σ2(s)ds−
∫ x−t
0
σ1(t+ s)σ2(s)ds
∣∣∣
≤
(∫ x−t+ǫ−δ
x−t
|σ1(s)|2ds
)1/2
·
(∫ x+ǫ
x+δ
|σ2(s)|2ds
)1/2
+ ‖σ2‖L2
(∫ x
t
|σ(δ + s)− σ1(s)|2ds
)1/2
.
Clearly, a similar estimate holds for σ˜2 as well. Thus σ˜j ∈ C(∆), j = 1, 2, and
‖σ˜j‖C(∆) ≤ l˜, j = 1, 2. (2.7)
To treat the other integral from (1.9), define a linear operator Tσ on C(∆)
by
(Tσf)(x, t) =
∫ x−t
0
σ(t + ξ)f(t+ ξ, ξ)dξ =
∫ x
t
σ(s)f(s, s− t)ds, (2.8)
where σ ∈ L1[0, 1]. Let (x, t) ∈ ∆ and ǫ ∈ R, δ ∈ R so that (x + ǫ, t+ δ) ∈ ∆.
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Then
|(Tσf)(x+ ǫ, t+ δ)− (Tσf)(x, t)|
≤
∫ x+ǫ
t+δ
σ(s)|f(s, s− t− δ)− f(s, s− t)|ds
+
∣∣∣∣
∫ x+ǫ
t+δ
σ(s)f(s, s− t) ds−
∫ x
t
σ(s)f(s, s− t) ds
∣∣∣∣
≤ ‖σ‖L1 sup
s∈[0,1]
sup
τ1,τ2∈[0,s], |τ1−τ2|≤δ
|f(s, s− t)− f(s, s− t)ds|
+ 2‖f‖C(∆) sup
0<b−a<max{ǫ,δ}
∫ b
a
|σ(s)| ds.
Therefore, due to the fact that f is uniformly continuous on ∆, Tσ is bounded
on C(∆). Moreover,
|(Tσf)(x, t)| ≤ ‖f‖C(∆)
∫ x
0
|σ(t)| dt ≤ ‖σ‖L1‖f‖C(∆), (x, t) ∈ ∆, f ∈ C(∆).
(2.9)
Next, define bounded linear operators T12 and T21 on C(∆) by
T12 := Tσ1Tσ2 , T21 := Tσ2Tσ1 ,
and remark that
(Tljf)(x, t) =
∫ x
t
σl(s)
(∫ s
s−t
σj(τ)f(τ, τ − s+ t) dτ
)
ds, l, j = 1, 2, l 6= j.
(2.10)
The operators Tkj , k, j = 1, 2, k 6= j enjoy the following estimate.
Lemma 2.1. One has
‖T nkjf‖C(∆) ≤
ln
n!
‖f‖C(∆), f ∈ C(∆), n ∈ N, k, j = 1, 2, k 6= j.
(2.11)
Proof. Consider the operator T12. Define η ∈ C[0, 1] by
η(x) :=
∫ x
0
|σ1(s)|
(∫ s
0
|σ2(τ)| dτ
)
ds, x ∈ [0, 1].
It suffices to prove that for all (x, t) ∈ ∆ and n = 1, 2, . . . ,
|(T n12f)(x, t)| ≤
‖f‖C(∆)
n!
ηn(x), f ∈ C(∆). (2.12)
If n = 1, then the estimate (2.12) follows directly from (2.10). Arguing by
induction, suppose that (2.12) holds for some n ∈ N. Then for (x, t) ∈ ∆ and
7
f ∈ C(∆) we have
|(T n+112 f)(x, t)| ≤
∫ x
t
|σ1(s)|
∫ s
s−t
|σ2(τ)||(T n12f)(τ, τ − s+ t)| dτ ds
≤ ‖f‖C(∆)
n!
∫ x
0
|σ1(s)|
∫ s
s−t
|σ2(τ)|ηn(τ) dτ ds
≤ ‖f‖C(∆)
n!
∫ x
0
|σ1(s)|
∫ s
0
|σ2(τ)| dτ ηn(s) ds
=
‖f‖C(∆)
n!
∫ x
0
ηn(s) dη(s) =
‖f‖C(∆)
(n+ 1)!
ηn+1(x).
Therefore (2.12) and then (2.11) hold true.
Now we are ready to establish a first crucial property of the solutions to
(2.1). The proof of the next statement follows an idea from [15, Ch. 1, §24].
Lemma 2.2. If σ ∈ L2[0, 1], then a unique solution D = D(x, µ) of (2.1) can
be represented as
D(x, µ) = exAµ +
∫ x
0
e(x−2t)Aµ [J(t) +Q(x, t)]dt, (2.13)
where Q ∈M(C(∆)) is a unique solution
Q(x, t) = J˜(x, t) +
∫ x−t
0
J(t+ ξ)Q(t+ ξ, ξ)dξ, (2.14)
where J˜ ∈M(C(∆)) is given by (2.5). Moreover,
‖Q‖M(C(∆)) ≤ 2l˜(1 + l0)el, (2.15)
and
‖D‖M(C[0,1]) ≤ eda, a := 1 + l1 + 2l˜(1 + l0)el. (2.16)
Proof. We look for solutions of (2.1) in the form
D(x, µ) = exAµU(x, µ), U(0, µ) = I. (2.17)
The relation
J(x)exAµ = e−xAµJ(x), a. e. x ∈ [0, 1] (2.18)
implies that U satisfies the Cauchy problem
U ′(x, µ) + e−2xAµJ(x)U(x, µ) = 0, x ∈ [0, 1], U(0, µ) = I,
which is equivalent to the integral equation
U(x, µ) = I −
∫ x
0
e−2tAµJ(t)U(t, µ)dt, x ∈ [0, 1]. (2.19)
Now, we look for solutions of (2.19) in the form
U(x, µ) = I +
∫ x
0
e−2tAµQ0(x, t)dt, (2.20)
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where Q0 ∈ M2(L2(∆)) does not depend on µ. Substituting (2.20) into (2.19),
we obtain∫ x
0
e−2tAµQ0(x, t) dt = −
∫ x
0
e−2tAµJ(t) dt
−
∫ x
0
e−2tAµJ(t)
∫ t
0
e−2sAµQ0(t, s) ds dt.
Then, by (1.3), we have∫ x
0
e−2tAµJ(t)
∫ t
0
e−2sAµQ0(t, s)ds dt =
∫ x
0
e−2tAµ
∫ t
0
e2sAµJ(t)Q0(t, s)ds dt
=
∫ x
0
e−2tAµ
∫ x−t
0
J(t+ ξ)Q0(t+ ξ, ξ)dξdt,
hence∫ x
0
e−2tAµQ0(x, t) dt = −
∫ x
0
e−2tAµ
(
J(t) +
∫ x−t
0
J(t+ ξ)Q0(t+ ξ, ξ)dξ
)
dt
for all x ∈ [0, 1]. Therefore, U is a solution of (2.19) if and only if Q0 ∈
M2(L2(∆)) is a solution of
Q0(x, t) = −J(t)−
∫ x−t
0
J(t+ ξ)Q0(t+ ξ, ξ)dξ. (2.21)
Next, setting
Q0(x, t) = −J(t) +Q(x, t), (x, t) ∈ ∆,
and using (2.14), we infer that Q satisfies (2.21). The latter equation can be
written in an operator form
Q = J˜ + T˜Q, T˜ = −
[
0 Tσ1
Tσ2 0
]
,
where the operators Tσ1 and Tσ2 , defined by (2.8), are linear and bounded on
C(∆). In particular, by (2.9), we have
‖T˜F‖M(C(∆)) ≤ max{‖σ1‖L1 , ‖σ2‖L1}‖F‖M(C(∆)), F ∈M(C(∆)).
A more detailed analysis of T˜ can be found in Appendix.
Next observe that
T˜ 2n =
[
T n12 0
0 T n21
]
, n ∈ N,
therefore, by (2.11),
‖T˜ 2nF‖M(C(∆)) ≤
ln
n!
‖F‖M(C(∆)), F ∈M(C(∆)).
So (2.14) has a unique solution Q ∈ C(∆) of the form
Q =
∞∑
n=0
T˜ nJ˜ =
∞∑
n=0
T˜ 2n(I + T˜ )J˜ , (2.22)
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and moreover
‖Q‖M(C(∆)) ≤ (1 + l0)el‖J˜‖M(C(∆)). (2.23)
Thus, (2.22) and (2.7) imply (2.15).
Finally, in view of (2.13) and (2.15), we obtain
‖D‖M(C[0,1]) ≤ ed
(
1 + l1 + ‖Q(x, t)‖M(C(∆))
)
, µ ∈ Pd, (2.24)
and (2.24) follows.
By means of simple calculations, one obtains the following representation of
the matrix Q defined by (2.22).
Corollary 2.3. If Q is given by (2.22), then
Q =
[
Z1 −Tσ1Z2
−Tσ2Z1 Z2
]
, Z1 = σ˜1 +
∞∑
k=1
T k12σ˜1, Z2 = σ˜2 +
∞∑
k=1
T k21σ˜2,
(2.25)
Moreover,
‖Zj‖C(∆) ≤ ‖σ1‖L2‖σ2‖L2 exp (‖σ1‖L1‖σ2‖L1), (2.26)
‖TσjZl‖C(∆) ≤ ‖σj‖L1‖Zl‖C(∆), j = 1, 2.
Going back to the formulas (2.13) and (2.22) for D = D(x, µ), x ∈ [0, 1],
µ ∈ Pd, note that
D(x, µ) = exAµ +
∫ x
0
e(x−2t)Aµ[J(t) +Q(x, t)]dt
= exAµ +
∫ x
0
e(x−2t)AµJ(t)dt +
∫ x
0
e(x−2t)Aµ J˜(x, t)dt
+
∫ x
0
e(x−2t)Aµ(T˜ J˜)(x, t)dt
+
∫ x
0
e(x−2t)Aµ
∞∑
n=1
(T˜ 2n(I + J˜)(x, t)dt. (2.27)
Now, we are ready to investigate the asymptotic behaviour ofD(x, µ) defined
by (2.27) for µ ∈ Pd and fixed d > 0.
In what follows we will use different types of estimates for reminders. For
fixed σj ∈ L2, j = 1, 2, and µ ∈ C define
γ(µ) =
2∑
j=1
(∥∥∥∫ x
0
e−2iµtσj(t)dt
∥∥∥
L2
+
∥∥∥ ∫ x
0
e2iµtσj(t)dt
∥∥∥
L2
)
, (2.28)
γ0(x, µ) =
2∑
j=1
(∣∣∣ ∫ x
0
e−2iµtσj(t)dt
∣∣∣+ ∣∣∣ ∫ x
0
e2iµtσj(t)dt
∣∣∣) , x ∈ [0, 1]. (2.29)
and
γ1(µ) :=
∫ 1
0
σ0(s)γ
2
0 (s, µ) ds, γ2(µ) := l2γ
2(µ) + l1γ1(µ). (2.30)
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It is easy to see that if µ ∈ Pd then
‖γ0(x, µ)‖L2 ≤ γ(µ), γ(µ) ≤ 2e2dl1, γ0(x, µ) ≤ 2e2dl1, x ∈ [0, 1], (2.31)
and
γ2(µ) ≤ 4e4dl21(l2 + l21), γ2(µ) ≤ 2l1e2d(l2 + 2l1e2d‖σ0‖L2)γ(µ), (2.32)
For the sequel, define
N(x, t) := (T˜ J˜)(x, t) ∈ C(∆), (2.33)
and observe that
N(x, t) =
(
σ˜1(x, t) −(Tσ1 σ˜2)(x, t)
−(Tσ2 σ˜1)(x, t) σ˜2(x, t)
)
(x, t) ∈ ∆.
Lemma 2.4. Let σj ∈ L2, j = 1, 2. If D(x, µ) is a solution of (2.1) then
D(x, µ) = exAµ +D(0)(x, µ) +D(1)(x, µ), (2.34)
where
D(0)(x, µ) =
∫ x
0
e(x−2t)AµJ(t) dt+
∫ x
0
e(x−2t)AµN(x, t) dt,
and for all µ ∈ Pd and x ∈ [0, 1],
‖D(1)(x, µ)‖M(C[0,1] ≤ 2e5d exp (e2dl1)γ2(µ).
Proof. Let
D(1)(x, µ) :=
∫ x
0
e(x−2t)Aµ
∞∑
n=2
(T˜ nJ˜)(x, t)dt.
Using (2.27) and (6.7), we infer that
‖D(1)(x, µ)‖M(C[0,1]) ≤
∞∑
n=2
∥∥∥∥
∫ x
0
e(x−2t)Aµ(T˜ nJ˜)(x, t)dt
∥∥∥∥
M(C[0,1])
≤ 2edγ2(µ)
∞∑
n=2
e2ndln−21
(n− 2)! = 2e
5d exp (e2dl1)γ2(µ),
for all x ∈ [0, 1] and µ ∈ Pd.
The above lemma leads to asymptotic formulas for D. Let us start with
several simple observations. First of all, remark that
‖D(0)(x, µ)‖M(C([0,1])) ≤ ed(‖J‖M(L1[0,1]) + ‖J˜‖M(C(∆)) + ‖T˜ J˜‖M(C(∆)))
≤ ed(l1 + (1 + l1)‖J˜‖M(C(∆)))
≤ ed(l1 + 2(1 + l1)l˜).
Note also that from∥∥∥∥
∫ x
0
e(x−2t)AµJ(t) dt
∥∥∥∥
M(C)
≤ edγ0(x, µ), x ∈ [0, 1],
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(6.4), and (6.5) it follows that∥∥∥D(0)(x, µ)∥∥∥
M(C
≤ edγ0(x, µ) + e5d(1 + l0)l20γ(µ), x ∈ [0, 1].
Furthermore, by (6.6),∥∥∥∥
∫ x
0
eiµ(x−2t)N(x, t) dt
∥∥∥∥
M(C)
≤ ed
∥∥∥∥
∫ x
0
e−2iµtN(x, t) dt
∥∥∥∥
M(C)
≤ e3d(l2 + 1)(γ(µ) + γ1(µ)),
where x ∈ [0, 1] and µ ∈ Pd. Combining all these inequalities with Lemma 2.4
and the estimates from (2.32), we obtain the following representations for D.
Corollary 2.5. For every d > 0 there exist aj = aj(d, ‖σ1‖L2, ‖σ‖L2), j = 0, 1,
such that for all x ∈ [0, 1] and µ ∈ Pd,
D(x, µ) = exAµ +R(x, µ), (2.35)
where
‖R(x, µ)‖M(C[0,1]) ≤ a0, ‖R(x, µ)‖M(C) ≤ a1(γ(µ) + γ0(x, µ)).
Moreover,
D(x, µ) = etAµ +D0(x, µ) +R0(x, µ), (2.36)
where
D0(x, µ) :=
∫ x
0
e(x−2t)AµJ(t) dt =
(
0 q1(x, µ)
q2(x, µ) 0
)
,
q1(x, µ) :=
∫ x
0
eiµ(x−2t)σ1(t) dt, q2(x, µ) :=
∫ x
0
e−iµ(x−2t)σ2(t) dt
and
‖R0(x, µ)‖M(C) ≤ a1(γ(µ)γ0(x, µ) + γ1(µ)), x ∈ [0, 1].
3 Perturbed Dirac systems
Let us consider the matrix Cauchy problem
D˜′(x) + j(x)D˜(x) = AµD˜(x) +
P (x)
µ
D˜(x), x ∈ [0, 1], D˜(0) = I, (3.1)
where the entries of matrix P (x) = [pk,j(x)]
2
k,j=1 are complex-valued functions
from L1[0, 1]. Let µ 6= 0 and let D be a solution of (2.1). Then the solutions of
(3.1) also satisfy the integral equation
D˜ = D +
1
µ
AD˜, (3.2)
where a linear operator A = A(µ) acting on M2(C[0, 1]) is given by
(AD˜)(x) = D(x)(A0D˜)(x), (A0D˜)(x) :=
∫ x
0
D−1(t)P (t)D˜(t) dt, x ∈ [0, 1].
(3.3)
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Note that by Liouville’s theorem,
detD(x) = detD(0) = 1, x ∈ [0, 1],
hence
D−1(x) = −J0[D(x)]T J0, J0 :=
[
0 1
−1 0
]
, x ∈ [0, 1]. (3.4)
As a consequence, for every x ∈ [0, 1],
‖D(x)‖M(C) = ‖D−1(x)‖M(C). (3.5)
The identity (3.5) and the estimate (2.24) imply that
‖A(µ)‖M(C[0,1]) ≤ ‖D‖2M(C[0,1])‖P (t)‖M(L1[0,1]) ≤ be2d, µ ∈ Pd, (3.6)
where
b := a2‖P‖M(L1[0,1]),
and a constant a is defined in (2.24).
The following statement relates the solutions of the perturbed matrix Cauchy
problem (3.1) to the solutions of the Cauchy problem (2.1).
Corollary 3.1. For every µ ∈ Pd, |µ| > be2d, the solution D˜(x, µ) of (3.1)
admits the representation
D˜(x, µ) = D(x, µ) +
∞∑
k=1
µ−kAk(µ)D(x, µ), (3.7)
where the series converges inM(C[0, 1]). Moreover, for µ ∈ Pd, and |µ| > 2be2d,
‖D˜ −D‖M(C[0,1]) ≤
a2
|µ| , a2 = 2abe
3d (3.8)
and
D˜(x, µ) = D(x, µ) +
1
µ
A(µ)D(x, µ) + D˜1(x, µ), (3.9)
where
‖D˜1(x, µ)‖M(C[0,1]) ≤
∞∑
k=2
|µ|−k‖Ak(µ)D(x, µ)‖M(C[0,1]) ≤
a3
|µ|2 , (3.10)
and a3 = 2ab
2e5d.
Now we focus on the representation (3.9). In particular we investigate the
behaviour of the second term 1/µA(µ)D(x, µ) in (3.9). Due to (3.4) and (2.35),
we have
D−1(t)P (t)D(t) = −J0DT (t)J0PD(t)
= −J0[etAµ +RT (t, µ)]J0P (t)[etAµ +R(t, µ)]
= e−tAµP (t)etAµ +R1(t, µ), (3.11)
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where for almost all t ∈ [0, 1],
‖R1(t, µ)‖M(C) ≤ (‖R‖2M(C) + 2ed‖R‖M(C))‖P (t)‖M(C)
≤ a4[γ(µ) + γ0(t, µ)])‖P (t)‖M(C),
with a constant a4 = a4(d, ‖σ1‖L2, ‖σ2‖L2). Note that
e−tAµP (t)etAµ =
[
p11(t) e
−2iµtp12(t)
e2iµtp21(t) p22(t)
]
.
Furthermore, we have∥∥∥∥
∫ x
0
R1(t, µ) dt
∥∥∥∥
M(C[0,1])
≤ a4(‖P‖M(L1[0,1])γ(µ) + kP (µ)),
where
kP (µ) :=
∫ 1
0
‖P (t)‖M(C)γ0(t, µ) dt.
Using (2.36), we obtain that
A(µ)D(x, µ) = [eAµx +D0(x, µ) +R0(x, µ)]
∫ x
0
e−tAµP (t)etAµ dt
+D(x, µ)
∫ x
0
R1(t, µ) dt
= exAµ
∫ x
0
e−tAµP (t)etAµ dt
+D0(x, µ)
∫ x
0
e−tAµP (t)etAµ dt+R2(x, µ),
where
R2(x, µ) = R0(x, µ)
∫ x
0
e−tAµP (t)etAµ dt+D(x, µ)
∫ x
0
R1(t, µ) dt
and
‖R2(x, µ)‖M(C[0,1]) ≤ a5(‖P‖M(L1[0,1])γ(µ) + kP (µ)), µ ∈ Pd,
with a constant a5 = a5(d, ‖σ1‖L2, ‖σ2‖L2).
In this way, combining the observations following Corollary 3.1 with (3.9),
we derive the following assertion yielding sharp asymptotics for D˜.
Theorem 3.2. If µ ∈ Pd, |µ| > 2be2d, then
D˜(x, µ) = R(x, µ) +R0(x, µ), x ∈ [0, 1],
where R is given by
R(x, µ) := exAµ +D(0)(x, µ) + 1
µ
exAµ
∫ x
0
e−tAµP (t)etAµ dt
+
1
µ
D0(x, µ)
∫ x
0
e−tAµP (t)etAµ dt,
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and the reminder
R0(x, µ) = R0(x, µ) + R2(x, µ)
µ
+ D˜1(x, µ),
satisfies
‖R0(x, µ)‖M(C) ≤ a6(γ2(µ) + γ20(x, µ) + γ1(µ) + |µ|−1kP (µ) + |µ|−2), x ∈ [0, 1],
with a constant a6 = a6(d, ‖σ1‖L2, ‖σ2‖L2, ‖P‖M(L1)).
4 Sturm–Liouville equations with singular poten-
tials
In this section we consider a Sturm–Liouville equation
y′′(x) + q(x)y(x) + µ2y(x) = 0, x ∈ [0, 1], (4.1)
where a potential q is a complex-valued distribution of the first order, i.e.
q = σ′, σ ∈ L2[0, 1],
and µ ∈ C is a spectral parameter. Following the regularization method, we
introduce the quasi-derivative of y ∈W 11 [0, 1] as
y[1](x) := y′(x) + σ(x)y(x), y′(x) = y[1](x)− σ(x)y(x),
and rewrite (4.1) as
(y[1](x))′ − σ(x)y[1](x) + σ2(x)y(x) + µ2y(x) = 0, x ∈ [0, 1]. (4.2)
We say that y is a solution of of (4.2) if
y ∈ D := {y ∈ W 11 [0, 1], y[1](x) ∈ W 11 [0, 1]},
and (4.2) is satisfied for a.e. x ∈ [0, 1].
Note that (4.2) can be written in a matrix form
L
(
y
y[1]
)
:=
d
dx
(
y
y[1]
)
+
(
σ −1
σ2 + µ2 −σ
)(
y
y[1]
)
= 0. (4.3)
Let us now relate the equation (4.2) to the perturbed system (1.1). For µ 6= 0
define
S1(µ) :=
(
1 0
0 iµ
)
S0, S0 :=
(
1 1
1 −1
)
, S−11 (µ) =
1
2iµ
(
iµ −1
iµ −1
)
.
If (
y
y[1]
)
= S1(µ)
(
v1
v2
)
,
(
v1
v2
)
= S−11 (µ)
(
y
y[1]
)
, (4.4)
then by (4.3),
L
(
y
y[1]
)
= S1(µ)L0
(
v1
v2
)
,
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where
L0
(
v1
v2
)
:=
(
v1
v2
)′
+
1
2iµ
(
2µ2 + σ2 2iµσ2
2iµσ − σ2 −2µ2 − σ2
)(
v1
v2
)
.
Summarizing, we showed that y is a solution of (4.2) if and only if V = {v1, v2}T ,
defined by (4.4), is a solution of the system
V ′(x) + σ(x)
[
0 1
1 0
]
V (x) = iµJ0V (x) +
iσ2(x)
2µ
SV (x), x ∈ [0, 1], (4.5)
and this is precisely (3.1) with
J(x) =
[
0 σ(x)
σ(x) 0
]
, σ ∈ L2[0, 1],
P (x) =
i
2
[
τ(x) τ(x)
−τ(x) −τ(x)
]
, τ = σ2 ∈ L1[0, 1]. (4.6)
Note that in this case we have ‖τ‖L1 = ‖σ‖2L2.
As a result, if y is a solution of (4.2) with the initial conditions
y(0) = c1, y
[1](0) = c2, (4.7)
and µ 6= 0 then we can apply Theorem 3.2 to (4.5). In this case
e−tAµP (t)etAµ dt =
i
2
[
1 e−2iµt
−e−2iµt 1
]
,
and
D0(x, µ) =
∫ x
0
[
0 eiµ(x−2t)
e−iµ(x−2t) 0
]
σ(t) dt,
D(0)(x, µ) = D0(x, µ) +
∫ x
0
e(x−2t)AµN(x, t) dt,
where
N(x, t) =
[
σ˜(x, t) −(Tσσ˜)(x, t)
−(Tσσ˜)(x, t) σ˜(x, t)
]
,
σ˜(x, t) =
∫ x−t
0
σ(t+ ξ)σ(ξ) dξ,
(Tσσ˜)(x, t) =
∫ x−t
0
σ(t+ ξ)σ˜(t+ ξ, ξ) dξ.
Theorem 3.2 and the transformation (4.4) yield the identity(
y
y[1]
)
= S1(µ) [R(x, µ) +R0(x, µ)]S−11 (µ)
(
c1
c2
)
.
Thus we proved the following statement.
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Theorem 4.1. Let d > 0 and
Ωd(σ) := {µ ∈ Pd : |µ| > 2be2d}, b = ‖σ‖2L2
(
1 + ‖σ‖L1 + e‖σ‖L1‖σ‖2L2
)2
.
(4.8)
If y = y(x, µ), µ ∈ Ωd(σ), is a solution of (4.2) with the initial conditions (4.7),
then (
y
(iµ)−1y[1]
)
= W (x, µ)~c0(µ) +W0(x, µ)~c0(µ),
where
~c0(µ) = S
−1
1 (µ)
(
c1
c2
)
=
1
2
(
c1 +
c2
iµ
c1 − c2iµ
)
,
and
W (x, µ) =
(
eiµx e−iµx
eiµx −e−iµx
)
+
(
d1(x, µ) + d2(x,−µ) d2(x, µ) + d1(x,−µ)
d1(x, µ)− d2(x,−µ) d2(x, µ) − d1(x,−µ)
)
+
i
2µ
∫ x
0
σ2(t)
(
eiµx − e−iµxe2iµt eiµxe−2iµt − e−iµx
eiµx + e−iµxe2iµt eiµxe−2iµt + e−iµx
)
dt
+
i
2µ
(
q(x,−µ) q(x, µ)
−q(x,−µ) q(x, µ)
)∫ x
0
σ2(t)
(
1 e−2iµt
−e2iµt −1
)
dt,
q(x, µ) = −
∫ x
0
eiµ(x−2t)σ(t) dt, d1(x, µ) =
∫ x
0
eiµ(x−2t)σ˜(x, t) dt,
d2(x, µ) = q(x, µ)−
∫ x
0
ei(x−2t)Nσ(x, t) dt, Nσ(x, t) = (Tσσ˜)(x, t).
Moreover, for µ ∈ Ωd(σ),
‖W0(x, µ)‖M(C) ≤ Cρ(x, µ), (4.9)
where
ρ(x, µ) := γ2(µ) + γ20(x, µ) + γ1(µ) + |µ|−1kσ2(µ)] + |µ|−2, x ∈ [0, 1], (4.10)
and a constant C > 0 depends only on d > 0 and ‖σj‖L2 , j = 1, 2.
If in Theorem 4.1 we set ~c = (0, 1)T , then using the relations
2
∫ x
0
cos(2µt)σ˜(x, t)dt =
∫ x
0
∫ x
0
cos(2µ(t− s))σ(s)σ(t) dsdt
=
(∫ x
0
cos(2µt)σ(t) dt
)2
+
(∫ x
0
sin(2µt)σ(t) dt
)2
,
(4.11)
∫ x
0
sin(2µt)σ˜(x, t)dt =
∫ x
0
∫ s
0
σ(t)σ(s) sin(2µ(s− t))dtds
=
∫ x
0
σ(t) cos(2µt) dt
∫ x
0
σ(s) sin(2µs)ds
− 2
∫ x
0
∫ s
0
σ(t)σ(s) cos(2µs) sin(2µt)dtds. (4.12)
and simple calculations, we get the next corollary.
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Corollary 4.2. If y = y(x, µ) is a solution of (4.2) with the initial conditions
y(0, µ) = 0, y[1](0, µ) = 1, (4.13)
then for µ ∈ Ωd(σ), given by (4.8), we have
µy(x, µ) = sin(µx) + sin(µx)
∫ x
0
cos(2µt)σ(t)dt− cos(µx)
∫ x
0
sin(2µt)σ(t)dt
+ 2 cos(µx)
∫ x
0
∫ t
0
σ(s)σ(t) cos(2µt) sin(2µs)dsdt
− 1
2µ
cos(µx)
∫ x
0
cos(2µt)σ2(t)dt− 1
2µ
sin(µx)
∫ x
0
sin(2µt)σ2(t)dt
+
1
2µ
cos(µx)
∫ x
0
σ2(t)dt+
∫ x
0
sin(µ(x− 2t))Nσ(x, t)dt
− cos(µx)
∫ x
0
σ(t) sin(2µt)dt
∫ x
0
σ(s) cos(2µs)ds
+
1
2
sin(µx)
((∫ x
0
cos(2µt)σ(t) dt
)2
+
(∫ x
0
sin(2µt)σ(t) dt
)2)
− 1
2µ
∫ x
0
σ2(t)dt
∫ x
0
cos(2µ(x− s))σ(s)ds
+
1
2µ
cos(µx)
∫ x
0
∫ x
0
cos(2µ(t− s))σ2(t)σ(s)dtds
− 1
2µ
sin(µx)
∫ x
0
∫ x
0
sin(2µ(t− s))σ2(t)σ(s)dtds + φ1(x, µ), (4.14)
y[1](x, µ) = cos(µx) + cos(µx)
∫ x
0
cos(2µt)σ(t)dt + sin(µx)
∫ x
0
sin(2µt)σ(t)dt
− 2 sin(µx)
∫ x
0
∫ t
0
σ(s)σ(t) cos(2µt) sin(2µs)dsdt
+
1
2µ
sin(µx)
∫ x
0
cos(2µt)σ2(t)dt− 1
2µ
cos(µx)
∫ x
0
sin(2µt)σ2(t)dt
− 1
2µ
sin(µx)
∫ x
0
σ2(t)dt+
∫ x
0
cos(µ(x− 2t))Nσ(x, t)dt
+ sin(µx)
∫ x
0
σ(t) sin(2µt)dt
∫ x
0
σ(s) cos(2µs)ds
+
1
2
cos(µx)
((∫ x
0
cos(2µt)σ(t) dt
)2
+
(∫ x
0
sin(2µt)σ(t) dt
)2)
+
1
2µ
∫ x
0
σ2(t)dt
∫ x
0
sin(µ(x − 2s))σ(s)ds
− 1
2µ
sin(µx)
∫ x
0
∫ x
0
cos(2µ(t− s))σ2(t)σ(s)dtds
− 1
2µ
cos(µx)
∫ x
0
∫ x
0
sin(2µ(t− s))σ2(t)σ(s)dtds + φ2(x, µ). (4.15)
where
‖φj(x, µ)‖M(C) ≤ Cρ(x, µ), x ∈ [0, 1], j = 1, 2, (4.16)
18
and ρ is defined by (4.10).
5 Spectral problems for Sturm–Liouville equa-
tions with singular potentials
In this section we apply Corollary 4.2 to the spectral problem
y′′(x) + q(x)y(x) + λy(x) = 0, x ∈ [0, 1], (5.1)
y(0) = 0, y(1) = 0. (5.2)
where q = σ′ and σ ∈ L2[0, 1].
Recall that basic facts on asymptotics of eigenvalues and eigenfunctions of
the problem (5.1)-(5.2) can be found in [18] and [19]. For reader’s convenience
and for the matter of comparison with our results, we formulate some of them
below.
Theorem 5.1. If (λn)n≥1 are the eigenvalues of the spectral problem (5.1)-
(5.2), then
λn = µ
2
n, µn = πn+ µ0,n + rn, n ∈ N, (5.3)
where
µ0,n :=
∫ 1
0
sin(2πnt)σ(t)dt − 2
∫ 1
0
∫ t
0
σ(t)σ(s) sin(2πns) cos(2πnt)dsdt,
− 1
2πn
∫ 1
0
(1− cos(2πnt))σ2(t)dt, (5.4)
and (rn)n≥1 ∈ l1. The eigenfunctions (yn)n≥1 of the spectral problem (5.1)-(5.2)
satisfy
πnyn(x) = y0,n(x) + ψ1,n(x), (5.5)
y0,n(x) = sin(πnx)
(
1 +
∫ x
0
cos(2πns)σ(s)ds − 1
2πn
∫ x
0
sin(2πnt)σ2(t)dt
)
+ cos(πnx)
(
µ0,nx−
∫ x
0
sin(2πns)σ(s)ds +
1
2πn
∫ x
0
(1− cos(2πnt))σ2(t)dt
+ 2
∫ x
0
∫ t
0
σ(t)σ(s) sin(2πns) cos(2πnt)dsdt
)
, (5.6)
and
y[1]n (x) = y
[1]
0,n(x) + ψ2,n(x), (5.7)
y
[1]
0,n(x) = cos(πnx)
(
1 +
∫ x
0
cos(2πns)σ(s)ds − 1
2πn
∫ x
0
sin(2πnt)σ2(t)dt
)
− sin(πnx)
(
µ0,nx−
∫ x
0
sin(2πns)σ(s)ds +
1
2πn
∫ x
0
(1 − cos(2πnt)σ2(t)dt
+ 2
∫ x
0
∫ t
0
σ(t)σ(s) sin(2πns) cos(2πnt)dsdt
)
, (5.8)
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where
sup
x∈[0,1]
∞∑
n=1
|ψj,n(x)| <∞, j = 1, 2.
Our main aim in this section is to provide sharp asymptotic formulas for
(yn)n≥1.
Theorem 5.2. Let µ0,n be defined by (5.4) and let y0,n(x), y
[1]
0,n(x), n ≥ 1,
be given by (5.6), (5.8). The eigenfunctions of the spectral problem (5.1)-(5.2)
admit the representation
πnyn(x) = y0,n(x) + y1,n(x) + ψ˜1,n(x),
y[1]n (x) = y
[1]
0,n(x) + y
[1]
1,n(x) + ψ˜2,n(x),
where
y1,n(x) = sin(πnx)An(x) + cos(πnx)Bn(x) (5.9)
y
[1]
1,n(x) = cos(πnx)An(x) − sin(πnx)Bn(x) (5.10)
and
An(x) =
1
2
(∫ x
0
cos(2πnt)σ(t) dt
)2
+
1
2
(∫ x
0
sin(2πnt)σ(t) dt
)2
+
∫ x
0
cos(2πnt)Nσ(x, t)dt
− µ0,n
(
2
∫ x
0
sin(2πnt)σ(t)tdt+
∫ x
0
sin(2πnt)Nσ(x, t)tdt
)
+ µ0,nx
(∫ x
0
sin(2πnt)σ(t)dt− 2
∫ x
0
∫ t
0
σ(t)σ(s) sin(2πns) cos(2πnt)dsdt
+
∫ x
0
sin(2πns)σ(s)ds
∫ x
0
cos(2πnt)σ(t)dt +
∫ x
0
sin(2πnt)Nσ(x, t)dt
)
,
Bn(x) = µ0,nx
(∫ x
0
cos(2πnt)σ(t) dt +
1
2
(∫ x
0
cos(2πnt)σ(t) dt
)2
+
1
2
(∫ x
0
sin(2πnt)σ(t) dt
)2
+
∫ x
0
cos(2πnt)Nσ(x, t)dt
)
−
∫ x
0
sin(2πns)σ(s)ds
∫ x
0
cos(2πnt)σ(t)dt −
∫ x
0
sin(2πnt)Nσ(x, t)dt
+ µ0,n
(
2
∫ x
0
cos(2πnt)σ(t)tdt+ 2
∫ x
0
∫ x
0
cos
(
2πn(s− t))σ(s)sσ(t)dsdt
−
∫ x
0
cos(2πnt)Nσ(x, t)tdt
)
,
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where
∞∑
n=1
sup
x∈[0,1]
|ψ˜j,n(x)| <∞, j = 1, 2.
Proof. Using the relations
sin(2tµn)− sin(2πnt) = 2µ0,nt cos(2πnt) + sn(t), (5.11)
and
cos(2tµn)− cos(2πnt) = −2µ0,nt sin(2πnt) + cn(t), (5.12)
where
∞∑
n=1
sup
t∈[0,1]
(|sn(t)|+ |cn(t)|) <∞,
it suffices to insert the formulas (5.3) and (5.4) into the identities (4.14) and
(4.15), and to finish the proof by showing that
∞∑
n=1
ρ2(µn) <∞. (5.13)
To prove (5.13), using Parseval’s identity and a simple inequality |eiz−1| ≤ |z|ed,
z ∈ Pd, we infer that
∞∑
n=1
∣∣∣ ∫ x
0
e±2µntσ(t)dt
∣∣∣2 ≤ 2 ∞∑
n=1
∣∣∣∣
∫ x
0
e±2intσ(t)dt
∣∣∣∣
2
+ 2
∞∑
n=1
(∫ x
0
|e2iµ˜nt − 1||σ(t)|dt
)2
≤ 2‖σ‖2L2[0,x] + 4e2d‖σ‖2L1[0,x]
∞∑
n=1
|βn|2
≤ m <∞, (5.14)
for any x ∈ [0, 1], where m := 2(1 + 2e2d‖µ˜n‖2l2)‖σ‖2L2 . It follows from (5.14)
that
∞∑
n=1
γ20(x, µ) ≤ 4m, x ∈ [0, 1] (5.15)
Finally, by (5.15), if
ρ(x, µ) = γ2(µ) + γ20(x, µ) + |µ|−1kσ2 (µ) + |µ|−2
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then
∞∑
n=1
ρ(µn) ≤ 2
∫ 1
0
(
∞∑
n=1
γ20(x, µn)
)
dx+
∞∑
n=1
γ20(x, µn)
+
∫ 1
0
|σ(x)|2
(
∞∑
n=1
|µn|−1|γ0(x, µn)
)
dx+
∞∑
n=1
|µn|−2
≤ 2
∫ 1
0
(
∞∑
n=1
γ20(x, µn)
)
dx+
∞∑
n=1
γ20(x, µn)
+ ‖µ−1n ‖l2
∫ 1
0
|σ(x)|2
(
∞∑
n=1
γ20(x, µn)
)1/2
dx+ ‖µ−2n ‖2l2
≤ 12m+ 2m1/2‖µ−1n ‖l2‖σ|2L2 + ‖µ−2n ‖2l2 <∞.
Note that, in the same way, we can study a more general Sturm–Liouville
equation
(p(x)y′(x))′ + q(x)y(x) + µ2p(x)y(x) = 0, x ∈ [0, 1], (5.16)
where q = u′, u ∈ L2[0, 1], and the coefficient p is such that
p ∈ W 12 [0, 1], p(x) > 0, x ∈ [0, 1].
Indeed, rewrite (5.16) as
(y[1](x))′ − u(x)
p(x)
y[1](x) +
u2(x)
p(x)
y(x) + µ2p(x)y(x) = 0, x ∈ [0, 1], (5.17)
where
y[1](x) := p(x)y′(x) + u(x)y(x), y′(x) =
y[1](x)− u(x)y(x)
p(x)
.
We say that y is a solution of (5.17) if
y ∈ D := {y ∈ W 12 [0, 1] : y[1] ∈W 11 [0, 1]}
and (5.17) is satisfied for a.e. x ∈ [0, 1]. We will show that (5.17) can be
transformed into the perturbed Dirac system (1.1) with appropriate unknown
functions v1, v2 and coefficients J ∈M(L2[0, 1]) and P ∈M(L1[0, 1]).
The matrix form of (5.17) is
L˜
(
y
y[1]
)
:=
d
dx
(
y
y[1]
)
+M(x, µ)
(
y
y[1]
)
= 0, (5.18)
M(x, µ) :=
1
p
(
u −1
u2 + µ2p2 −u
)
. (5.19)
Define
w(x) := u(x) + p(x)g(x) ∈ L2[0, 1], g(x) :=
∫ x
0
u(t)p′(t)
p2(t)
dt ∈ W 12 [0, 1],
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S˜1(x, µ) =
1√
p
(
1 1
(iµ− g)p −(iµ+ g)p
)
,
(S˜1(x, µ))
−1 =
1
2iµ
√
p
(
(iµ+ g)p 1
(iµ− g)p −1
)
, µ 6= 0.
Since 2(
√
p)′ = p′/
√
p, g′ = up′/p2, we have
d
dx
S˜1(x, µ) =
p′
p
√
p
( −1 −1
(iµ− g)p/2− u −(iµ+ g)p/2− u
)
.
For µ 6= 0 and y ∈ D, we introduce a transformation y 7→ (v1, v2)T by
Y = S˜1(x, µ)V, Y :=
(
y
y[1]
)
, V :=
(
v1
v2
)
.
Then straightforward calculations reveal that
L˜Y = S˜1(µ)L˜0V L˜0V := V
′ +M0V,
where
M0 = S˜
−1
1 (S˜
′
1 +MS˜1) = −iµJ0 − σ(x)J −
iτ(x)
2µ
S, x ∈ [0, 1].
and
σ(x) =
2w − p′
2p
∈ L2[0, 1], τ(x) = w(p
′ − w)
p2
∈ L1[0, 1]. (5.20)
Summarizing the above, y ∈ D is a solution of (5.16) if and only if V =
{v1, v2}T is a solution of (1.1) with coefficients σ and τ defined by (5.20). Then
one can derive asymptotic formulas for the fundamental system of solutions to
(5.16) (as µ → ∞, |Imµ| ≤ c). We do not give any details here since they are
quite technical.
Remark 1. We can also consider the equation
(a(x)y′(x))′ + q0(x)y(x) + µ
2c(x)y(x) = 0, x ∈ [0, 1], (5.21)
where q0 = u
′
0, u ∈ L2[0, 1], and the coefficients a, c ar such that
a ∈W 12 [0, 1], c ∈ W 12 [0, 1], a(x) > 0, c(x) > 0, x ∈ [0, 1].
In this setting, our results are also applicable, however one needs to employ an
additional change of variables.
Let
t =
1
d
∫ x
0
c1/2(s)
a1/2(s)
ds ∈ [0, 1], d =
∫ 1
0
c1/2(s)
a1/2(s)
ds, z(t) = y(x(t)), t ∈ [0, 1].
Then from (5.21) it follows that
(p(t)z′(t))
′
+ q(t)z(t) + µ˜2p(t)z(t) = 0, t ∈ [0, 1],
where
µ˜ = dµ, p(t) =
√
a(x(t))c(x(t)) ∈W 12 [0, 1], q(t) = d2
√
a(x(t))√
c(x(t))
q0(x(t)),
and
q(t) = u′(t), u(t) = du0(x(t)) ∈ L2[0, 1].
This is exactly the situation described above.
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6 Appendix
Proposition 6.1. If σj ∈ L2[0, 1], and F ∈M(C(∆)), then∫ x
0
e−2iµt(T˜F )(x, t)dt = −
∫ x
0
e−2iµsJ(s)
∫ s
0
e2iµξF (s, ξ)dξds. (6.1)
Moreover,∫ x
0
e−2iµt(T˜ J˜)(x, t) dt = −
∫ x
0
e2iµy
(∫ x
y
J(z)e−2iµz dz
∫ y
0
JT (τ)e−2iµτdτ
)
JT (y)dy.
(6.2)
Proof. Indeed, we have∫ x
0
e−2iµt(T˜F )(x, t)dt = −
∫ x
0
e−2iµt
∫ x
t
J(s)F (s, s− t)dsdt
= −
∫ x
0
J(s)
∫ s
0
e−2iµtF (s, s− t)dtds
= −
∫ x
0
e−2iµsJ(s)
∫ s
0
e2iµξF (s, ξ) dξ ds.
and (6.1) is true. Moreover,∫ x
0
e−2iµt(T˜ J˜)(x, t) dt = −
∫ x
0
e−2iµt
∫ x−t
0
J(t+ ξ)
∫ t
0
JT (τ)JT (ξ + τ)dτdξdt
= −
∫ x
0
∫ x−ξ
0
e−2iµtJ(t+ ξ)
∫ t
0
JT (τ)JT (ξ + τ)dτdtdξ
= −
∫ x
0
∫ x−ξ
0
∫ x
ξ+τ
e−2iµze2iµξJ(z)JT (τ)JT (ξ + τ)dzdτdξ
= −
∫ x
0
∫ x
τ
∫ x
y
e−2iµze2iµye−2iµτJ(z)JT (τ)JT (y)dzdydτ
= −
∫ x
0
e2iµy
(∫ x
y
J(z)e−2iµz dz
∫ y
0
JT (τ)e−2iµτdτ
)
JT (y)dy,
where we first changed the order of integration, then passed to new variables
z = t+ ξ and y = τ + ξ and changed the order of integration again.
Note that if F ∈M(C(∆)) then∥∥∥∥
∫ x
0
e−2tAµF (x, t) dt
∥∥∥∥
M(C)
≤
∥∥∥∥
∫ x
0
e−2iµtF (x, t) dt
∥∥∥∥
M(C)
+
∥∥∥∥
∫ x
0
e2iµtF (x, t) dt
∥∥∥∥
M(C)
. (6.3)
for every x ∈ [0, 1].
Lemma 6.2. If µ ∈ Pd, then∥∥∥∥
∫ x
0
e−2tAµ J˜(x, t) dt
∥∥∥∥
M(C[0,1])
≤ 2e2dl0 γ(µ), (6.4)
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∥∥∥∥
∫ x
0
e−2tAµ(T˜ J˜)(x, t) dt
∥∥∥∥
M(C[0,1])
≤ 2e4dl20γ(µ), (6.5)
∥∥∥∥
∫ x
0
e−2tAµ(T˜ J˜)(x, t) dt
∥∥∥∥
M(C)
≤ 2(l2 + 1)e2d
(
γ(µ)γ0(x, µ)
+ γ1(µ)
)
, x ∈ [0, 1], (6.6)
∥∥∥∥
∫ x
0
e−2tAµ(T˜ nJ˜)(x, t) dt
∥∥∥∥
M(C(∆))
≤ 2e2nd l
n−2
1
(n− 2)!γ2(µ), n ≥ 2. (6.7)
Proof. Observe that∥∥∥∥
∫ x
0
e−2iµtJ˜(x, t)dt
∥∥∥∥
M2(C)
=
∥∥∥∥
∫ x
0
J(s)e−2iµs
∫ s
0
J(ξ)e2iµξdξds
∥∥∥∥
M2(C)
=
∣∣∣∣
∫ x
0
e−2iµsσ1(s)
∫ s
0
e2iµξσ2(ξ)dξds
∣∣∣∣
+
∣∣∣∣
∫ x
0
e−2iµsσ2(s)
∫ s
0
e2iµξσ1(ξ)dξds
∣∣∣∣
≤ e2d
{
‖σ1‖L2
∥∥∥ ∫ s
0
e2iµξσ2(ξ)dξ
∥∥∥
L2
+ ‖σ2‖L2
∥∥∥ ∫ s
0
e2iµξσ1(ξ)dξ
∥∥∥
L2
}
≤ e2dmax{‖σ1‖L2 , ‖σ2‖L1} γ(µ), x ∈ [0, 1].
Hence, by (6.3), the estimate (6.4) follows.
Next, in view of (6.1), if µ ∈ Pd, x ∈ [0, 1] and F ∈M(C(∆)), then∥∥∥∥
∫ x
0
e−2iµt(T˜ F )(x, t)dt
∥∥∥∥
M((C)
≤ e2d
∫ x
0
∥∥∥∥J(s)
∫ s
0
e2iµξF (s, ξ)dξ
∥∥∥∥
M(C)
ds,
(6.8)
and∥∥∥∥
∫ x
0
e−2iµt(T˜ F )(x, t)dt
∥∥∥∥
M(C[0,1])
≤ e2dl0
∥∥∥∥
∫ s
0
e2iµξF (s, ξ)dξ
∥∥∥∥
M(C[0,1])
. (6.9)
Using (6.9) and (6.4), we obtain that∥∥∥∥
∫ x
0
e−2iµt(T˜ J˜)(x, t) dt
∥∥∥∥
M(C[0,1])
≤ e2dl0
∥∥∥∥
∫ s
0
e2iµξJ˜(s, ξ) dξ
∥∥∥∥
M(C[0,1])
≤ e4d l˜20γ(µ),
thus, by (6.3), the estimate (6.5) holds.
By (6.3) and the estimate∥∥∥∥
∫ x
0
σ0(s)γ0(y, µ) dy
∥∥∥∥ ≤ ‖σ0‖L2 ‖γ0(y, µ)‖L2 ≤ (l2 + 1)γ(µ),
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the inequality (6.6) holds if∥∥∥∥∥
∫ x
0
e−2iµt(T˜ J˜)(x, t) dt
∥∥∥∥∥
M(C)
≤ e2d
(
γ1(µ) + γ0(x, µ)
∫ x
0
σ0(s)γ0(y, µ) dy
)
.
(6.10)
On the other hand, using (6.2), (6.4) and the Cauchy-Schwartz inequality, we
have∥∥∥∥∥
∫ x
0
e−2iµt(T˜ J˜)(x, t) dt
∥∥∥∥∥
M(C)
≤ e2d
∫ x
0
∥∥∥∥
∫ x
y
e−2iµzJ(z)dz
∫ y
0
e−2iµτJT (τ) dτJT (y)
∥∥∥∥
M2(C)
dy
≤ e2d
∫ x
0
σ0(y)
∥∥∥∥
∫ x
y
e−2iµzJ(z)dz
∥∥∥∥
M(C)
∥∥∥∥
∫ y
0
e−2iµτJ(τ) dτ
∥∥∥∥
M(C)
dy
≤ e2d
∫ x
0
σ0(y)
∥∥∥∥
∫ y
0
e−2iµτJ(τ) dτ
∥∥∥∥
2
M(C)
dy
+ e2d
∥∥∥∥
∫ x
0
e−2iµzJ(z)dz
∥∥∥∥
M(C)
∫ x
0
σ0(s)
∥∥∥∥
∫ y
0
e−2iµτJ(τ) dτ
∥∥∥∥
M(C)
dy
≤ e2dγ21(µ) + e2dγ0(x, µ)
∫ x
0
σ0(s)γ0(y, µ) dy,
and (6.10) follows.
To prove (6.7) it suffices to show that for all n ≥ 2 and any x ∈ [0, 1],
∥∥∥∥
∫ x
0
e−2iµt(T˜ nJ˜)(x, t) dt
∥∥∥∥
M(C)
≤ e
2nd
(n− 2)!
(∫ x
0
σ0(s) ds
)n−2
γ2(µ). (6.11)
We prove (6.11) by induction. Using (6.8) for F = T˜ J˜ and (6.10), we note that
∥∥∥ ∫ x
0
e−2iµt(T˜ 2J˜)(x, t) dt
∥∥∥
M(C)
≤ e2d
∫ x
0
σ0(s)
∥∥∥∥
∫ s
0
e2iµξ(T˜ J˜)(s, ξ)dξ
∥∥∥∥
M(C)
ds
≤ e4d
∫ x
0
|σ0(s)
(
γ0(s, µ)
∫ s
0
σ0(y)γ0(y, µ) dy + γ1(µ)
)
ds
≤ e4d
∫ x
0
σ0(s)γ0(s, µ)
∫ s
0
σ0(y)γ0(y, µ) dy ds+ e
4dl1γ1(µ)
≤ e4d
(∫ x
0
σ0(s)γ0(s, µ) ds
)2
2
+ e4dl1γ1(µ)
≤ e4dl2γ2(µ) + e4dl1γ1(µ).
Therefore, (6.11) holds for n = 2.
Suppose now that (6.11) is true for some n ≥ 2. Then, once again using
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(6.8), we have∥∥∥∥
∫ x
0
e−2iµt(T˜ n+1J˜)(x, t) dt
∥∥∥∥
M(C)
≤ e2d
∫ x
0
σ0(s)
∥∥∥∥
∫ s
0
e2iµξ(T˜ nJ˜)(s, ξ)dξ
∥∥∥∥
M(C)
ds
≤ e
2(n+1)d
(n− 2)! γ2(µ)
∫ x
0
σ0(s)
(∫ s
0
σ0(τ) dτ
)n−2
ds
=
e2(n+1)dγ2(µ)
(n− 1)!
(∫ x
0
σ0(τ) dτ
)n−1
, x ∈ [0, 1],
so (6.11) holds also for n+ 1, and the proof of (6.11) is finished.
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