Kernel density estimates for six major continuous traits in the real and synthetic data were plotted using gaussian kernel, with the default parameter specified in the seaborn.kdeplot documentation. We removed missing values, as well as non-realistic outliers (i.e. samples with BMI=0). Same filtering criteria was applied for two-sided KS test in thirteen continuous traits, including the six above. For the performance evaluation in 45 binary traits that have >100 non-missing values in the real data, we defined the "positive label" by alphabetical order, without specific clinical implications (therefore, "positive label" may correspond to negative clinical implications for certain features). Missing values are excluded from the denominator.
Runtime calculation
We tested the runtime of our method by simply copying and concatenating the test data we used (csv file, 773 rows and 96 columns, 237KiB) repeatedly, corresponding to doubling the number of rows (=number of individuals) each time. Error bars show the minimum and maximum of three technical replicates, and the dots are the mean of three replicates. We used 1 master node (8 vCPU, 52 GB memory, disk size = 100 GB), 10 standard-memory worker nodes (8 vCPU, 30 GB memory, disk size = 40GB), and 100 partitions. For the comparison with calculation in local, we used Google cloud SDK commands (gsutil cp) to download the data in local, read the data as a Pandas dataframe, and ran the aggregation function that is built in the Pandas package (i.e. We calculated the time of downloading the file to local, reading in Pandas, and aggregating the data). Note that the results could be different based on the simulation settings such as the number of worker nodes and the partitions, internet connection stability, or the number of cores in the local computation environment. 
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