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function, some generalizations and improvements of discrete Hardy’s inequality and
Carleman’s inequality are obtained.
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1. Introduction
The classical Hardy inequality [1] states that
∞
n=1
a 1p1 + a 1p2 + · · · + a 1pn
n
p ≤  p
p− 1
p ∞
n=1
an, (1.1)
for p > 1 and an ≥ 0 (n ∈ N)with∞n=1 an <∞. When p →∞, the above inequality degenerates to Carleman’s inequality
∞
n=1
(a1a2 · · · an) 1n ≤ e
∞
n=1
an. (1.2)
In view of the usefulness of inequalities (1.1) and (1.2) in analysis and its applications, they have received considerable
attention. In [2], inequality (1.1) was extended to the Weighted form ∞
n=1
un

n
k=1
ak
q 1q
≤ C
 ∞
n=1
vnapn
 1
p
, (1.3)
where {un}, {vn} are weighted sequences and 0 < q < ∞, 1 < p < ∞. However, the best constants for such inequalities
have not been established in general. Chen et al. [3] investigated the following general Hardy type inequality
∞
n=0
 ∞
k=0
an,kxk

p
≤ ∥A∥pp,p
∞
k=0
|xk|p, (1.4)
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where 1 < p <∞, and obtained an upper bound and a lower bound for ∥A∥p,p. Formore improvements and generalizations
of (1.1) and (1.2), we can refer to [4–8] and the references therein.
In this paper, by using Jensen’s inequality and Hadamard’s integral inequality for a convex function, we first give some
new generalizations of (1.1) and (1.2). Second, we obtain the improvement of (1.1) when p > 43 . Finally, we discuss the best
possibility of the constants for the obtained inequality.
2. Some preliminary lemmas
In this section, we state the following lemmas, which are useful in the proofs of our results.
Lemma 2.1 (Jensen’s Inequality). Let f : I ⊂ R → R be a convex function. If xk ∈ I(k = 1, 2, . . . , n), and qk ≥ 0 (k = 1,
2, . . . , n) with
n
k=1 qk = 1, then
f

n
k=1
qkxk

≤
n
k=1
qkf (xk). (2.1)
Lemma 2.2 (Hadamard’s Inequality). If f : [a, b] → R is a convex function, then
f

a+ b
2

≤ 1
b− a
 b
a
f (x) dx ≤ f (a)+ f (b)
2
. (2.2)
Lemma 2.3. If β > −2 and a > 12 , then a+ 12
a− 12
xβ dx ≥ 16a
β+4 − 4(β + 3)aβ+2
(4a2 − 1)2 . (2.3)
Proof. From β > −2 we have β + 3 > 1. Since f (x) = xβ+3 is a convex function on (0,+∞), it follows that
f (x) ≥ f (a)+ f ′(a)(x− a),
i.e.,
xβ+3 ≥ −(β + 2)aβ+3 + (β + 3)aβ+2x.
Therefore
xβ ≥ −(β + 2)aβ+3x−3 + (β + 3)aβ+2x−2. (2.4)
Integrating (2.4) on

a− 12 , a+ 12

, we can finish the proof of Lemma 2.3 by simplification. 
Lemma 2.4. Let an ≥ 0, bn ≥ 0 (n ∈ N),m ∈ N, and p > 1. Then, for arbitrary parameter t, we have
m
n=1
bn

n
k=1
a
1
p
k
p
≤
m
k=1
w(k)ak, (2.5)
where
w(k) =

k− 1
2
t(1−p) m
n=k
bn

n
i=1

i− 1
2
tp−1
. (2.6)
This lemma may be viewed as a version of Schur’s test and a special case of [9, Theorem 2.1]. Here we give a simple and
direct proof.
Proof. Let λnk > 0 (n ∈ N, k = 1, 2, . . . , n)withnk=1 λnk = 1. Since f (x) = xp is a convex function on (0,+∞) for p > 1,
then we can get from Lemma 2.1 that
n
k=1
a
1
p
k
p
=

n
k=1
λnkλ
−1
nk a
1
p
k
p
≤
n
k=1
λnk

λ−1nk a
1
p
k
p
=
n
k=1
λ
1−p
nk ak. (2.7)
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It follows from (2.7) that
m
n=1
bn

n
k=1
a
1
p
k
p
≤
m
n=1
bn
n
k=1
λ
1−p
nk ak =
m
k=1
ak
m
n=k
bnλ
1−p
nk . (2.8)
Taking λnk =

k− 12
t
n
i=1

i− 12
t in (2.8), we can obtain (2.5). This completes the proof of Lemma 2.4. 
Here, we callw(k) in (2.6), the weight coefficient. In the following, by choosing appropriate parameter t and estimating
the weight coefficient, several generalizations of discrete Hardy’s inequality are derived. Furthermore, some improvements
and generalizations of Carleman’s inequality are obtained by letting p →∞.
3. Main results
Now we give our main results.
Theorem 3.1. Let α be a constant and an ≥ 0 (n ∈ N) with∞n=1 n− 12 α an < ∞. Then, for p > 1 and −1 < α < p − 1,
we have
∞
n=1
nα

n
k=1
a
1
p
k
n

p
≤

p
p− 1− α
p ∞
n=1

n− 1
2
α
an. (3.1)
Proof. Let m be an arbitrary positive integer and bn = nα−p. Set−1 < t < min

α
1−p , 0

for p > 1 and−1 < α < p − 1.
Since f (x) = xt is a convex function on (0,+∞), it follows from Lemma 2.2 that
i− 1
2
t
≤
 i
i−1
xt dx for i = 1, 2, . . . , n. (3.2)
Thus 
n
i=1

i− 1
2
tp−1
≤

n
i=1
 i
i−1
xt dx
p−1
=
 n
0
xt dx
p−1
= n
(p−1)(1+t)
(1+ t)p−1 . (3.3)
It follows from (2.6) and (3.3) that
w(k) =

k− 1
2
t(1−p) m
n=k
nα−p

n
i=1

i− 1
2
tp−1
≤ 1
(1+ t)p−1

k− 1
2
t(1−p) m
n=k
nα+pt−t−1. (3.4)
Since α + pt − t − 1 = α − 1+ (p− 1)t < α − 1+ (p− 1) α1−p = −1, it follows from Lemma 2.2 that
nα+pt−t−1 ≤
 n+ 12
n− 12
xα+pt−t−1 dx. (3.5)
From (3.5), we have
m
n=k
nα+pt−t−1 ≤
m
n=k
 n+ 12
n− 12
xα+pt−t−1 dx
=
 m+ 12
k− 12
xα+pt−t−1 dx
≤ 1
t − pt − α

k− 1
2
α+pt−t
. (3.6)
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It follows from (3.4) and (3.6) that
w(k) ≤ 1
(1+ t)p−1(t − pt − α)

k− 1
2
α
. (3.7)
Therefore
m
n=1
nα

n
k=1
a
1
p
k
n

p
≤
m
k=1
w(k)ak ≤ 1
(1+ t)p−1(t − pt − α)
m
k=1

k− 1
2
α
ak. (3.8)
By simple computation, we can get that the function
f (t) = 1
(1+ t)p−1(t − pt − α) , −1 < t < min

α
1− p , 0

achieves the minimum

p
p−1−α
p
at t = − 1+αp . Hence, by setting t = − 1+αp in (3.8), we have
m
n=1
nα

n
k=1
a
1
p
k
n

p
≤

p
p− 1− α
p m
k=1

k− 1
2
α
ak
=

p
p− 1− α
p m
n=1

n− 1
2
α
an. (3.9)
The proof of (3.1) follows by takingm →∞. 
Letting p →+∞ in Theorem 3.1, we can obtain the following generalization of Carleman’s inequality.
Corollary 3.1. Let α > −1 and an ≥ 0 (n ∈ N) with∞n=1 n− 12 α an <∞. Then we have
∞
n=1
nα (a1a2 · · · an) 1n ≤ e1+α
∞
n=1

n− 1
2
α
an. (3.10)
Letting α →−1+ in Theorem 3.1, we can get the generalization of Hardy’s inequality as follows.
Corollary 3.2. Let an ≥ 0 (n ∈ N) with∞n=1 ann− 12 <∞. Then we have
∞
n=1
1
n

n
k=1
a
1
p
k
n

p
≤
∞
n=1
an
n− 12
. (3.11)
Theorem 3.2. Let p > 1 and an ≥ 0 (n ∈ N) with∞n=1 an <∞. Then we have
∞
n=1
16pn4 − 4(p+ 1)n2
p(4n2 − 1)2

n
k=1
a
1
p
k
n

p
≤

p
p− 1
p ∞
n=1
an. (3.12)
Proof. Let bn = 16pn4−4(p+1)n2p(4n2−1)2 n−p and set t = − 1p in (2.6). Then, for an arbitrary positive integer m, we can get from (2.6)
that
w(k) =

k− 1
2
 p−1
p m
n=k
bn

n
i=1

i− 1
2
− 1pp−1
. (3.13)
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Since f (x) = x− 1p is a convex function on (0,+∞), it follows from Lemma 2.2 that
i− 1
2
− 1p
≤
 i
i−1
x−
1
p dx, for i = 1, 2, . . . , n. (3.14)
Thus 
n
i=1

i− 1
2
− 1pp−1
≤

n
i=1
 i
i−1
x−
1
p dx
p−1
=
 n
0
x−
1
p dx
p−1
=

p
p− 1
p−1
n
(p−1)2
p . (3.15)
It follows from (3.13) and (3.15) that
w(k) ≤

p
p− 1
p−1 
k− 1
2
 p−1
p m
n=k
16pn4 − 4(p+ 1)n2
p(4n2 − 1)2 n
−2p+1
p . (3.16)
Setting β = −2p+1p and a = n in Lemma 2.3 yields
16pn4 − 4(p+ 1)n2
p(4n2 − 1)2 n
−2p+1
p ≤
 n+ 12
n− 12
x
−2p+1
p dx. (3.17)
By (3.16) and (3.17), we have
w(k) ≤

p
p− 1
p−1 
k− 1
2
 p−1
p m
n=k
 n+ 12
n− 12
x
−2p+1
p dx ≤

p
p− 1
p
. (3.18)
From Lemma 2.4 and (3.18), it follows that
m
n=1
16pn4 − 4(p+ 1)n2
p(4n2 − 1)2

n
k=1
a
1
p
k
n

p
≤

p
p− 1
p m
n=1
an. (3.19)
By lettingm →∞ in (3.19), it is easy to show that the theorem holds. 
Remark 3.1. It is easy to verify that, when p > 43 , the inequality
16pn4−4(p+1)n2
p(4n2−1)2 > 1 holds for any n ≥ 1. Hence, when p > 43 ,
Theorem 3.2 gives a type of improvement of Hardy’s inequality.
Remark 3.2. In Theorem 3.1, the constant

p
p−1−α
p
is the best possible, i.e., the following conclusion holds.
Proposition 3.1. Let p > 1 and−1 < α < p− 1. If there exists a constant cp such that
∞
n=1
nα

n
k=1
a
1
p
k
n

p
≤ cp
∞
n=1

n− 1
2
α
an, (3.20)
for an ≥ 0 (n ∈ N) with∞n=1 n− 12 α an <∞, then
cp ≥

p
p− 1− α
p
. (3.21)
606 J. Liu et al. / Computers and Mathematics with Applications 63 (2012) 601–607
Proof. Set
ak =


k− 1
2
−1−α
, k ≤ m,
0, k > m,
(3.22)
for an arbitrary positive integerm. Then we can get from (3.20) that
cp ≥
∞
n=1
nα

n
k=1
a
1
p
k
n

p
∞
n=1

n− 12
α
an
≥
m
n=1
nα

n
k=1
a
1
p
k
n

p
m
n=1

n− 12
α
an
=
m
n=1
nα−p

n
k=1

k− 12
− 1+αp p
m
n=1
1
n− 12
. (3.23)
Notice that
n
k=1

k− 1
2
− 1+αp
>
n
k=1
 k+ 12
k− 12
x−
1+α
p dx
=
 n+ 12
1
2
x−
1+α
p dx
= p
p− 1− α

n+ 1
2
 p−1−α
p
−

1
2
 p−1−α
p

>
p
p− 1− α

n
p−1−α
p − 1

= p
p− 1− α n
p−1−α
p

1− 1
n
p−1−α
p

. (3.24)
From the Bernoulli inequality (1+ x)p ≥ 1+ px for p > 1 and x ≥ −1 and (3.24), it follows that
n
k=1

k− 1
2
− 1+αp p
≥

p
p− 1− α
p
np−1−α

1− p
n
p−1−α
p

. (3.25)
Combining (3.23) and (3.25), we have
cp ≥

p
p− 1− α
p m
n=1
1
n −
m
n=1
p
n1+
p−1−α
p
m
n=1
1
n− 12
. (3.26)
Note that the series
∞
n=1
p
n1+
p−1−α
p
converges, and it is easy to prove that limm→∞ 1lnm
m
n=1
1
n = limm→∞ 1lnm
m
n=1
1
n− 12= 1. Hence, by settingm →∞ in (3.26), we can complete the proof. 
Similarly to the proof of Proposition 3.1, we can prove that the constant e1+α in Corollary 3.1 is also the best possible.
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