An estimating equation, which w e call the projected partial score, is introduced for longitudinal data analysis. The estimating equation is obtained by projecting the partial likelihood score function onto the vector space spanned by a class of conditionally linear" estimating equations. We demonstrate that removing certain terms from the projection of the full likelihood score does not alter important inferential properties of the estimating equation, and doing so is advantageous in handling missing data and time-varying covariates. Within a prequential frame of reference it is shown that the estimating equation is optimal among the largest collection of estimating equations determined by the conditional moments. Furthermore, the method possesses similar properties to generalized estimating equations; in particular, the correct conditional variance speci cation is necessary for e ciency but not for asymptotic consistency and distribution theory.
INTRODUCTION
Longitudinal or life history data typically involve the observation of subjects over a period of time, thereby resulting in dependent observations on the same subject. Much research has been focused on modelling the marginal mean of the response as a function of time and covariates and accommodating the within-subject dependence via speci cation of a covariance matrix. Alternatively one can use a conditional model which is based on a model for the conditional mean of the response as a function of past responses, and of present and past covariates.
Both approaches can be carried out under a fully parametric assumption, using maximum likelihood. Recently, particularly for the marginal model, much progress has been made in relaxing the parametric assumption to a semiparametric one, making the inference less sensitive to distributional assumptions. propose the use of a generalized estimating equation, which requires only correct speci cation of the marginal mean for asymptotic consistency and normality of the estimator. This is attractive since, due to the complexity of biological and epidemiological responses, researchers are often reluctant to assume a parametric distribution for the responses.
One di culty associated with the marginal model is drop-out, i.e. measurements for subjects may terminate prematurely; for example, a subject may leave the study before it is completed. note that when the drop-out depends on the previous observations, the use of a generalized estimating equation will, in general, result in biased estimators. The term, random drop-out, is used Diggle & Kenward, 1994 to describe dropout depending on the past observations. Another di culty Zeger, Liang, & Albert, 1988 is that generally only a linear parameterization of the marginal mean will allow statements concerning the e ects of changes in the covariate value of the average individual on the average individual's response.
In contrast, the conditional model, combined with the partial likelihood method, has advantage. The rst is our ability to delete conditional likelihood factors from the full likelihood so as to focus on processes of interest. This is because a partial likelihood is the product of any subset of conditional likelihoods from the full likelihood, so long as the conditioning events are nested as time progresses Wong, 1986 . In our setting, the marginal or conditional mean response is of primary interest; the drop-out, and covariates are, at best, of secondary interest. By leaving out those factors associated with the distribution of the covariate or of drop-out given the past, we avoid modelling them; yet we still obtain unbiased estimating functions, which behave similarly to derivatives of a full likelihood.
A second advantage is conceptual. To view a longitudinal data set progressively in time also helps us to understand phenomena special to the way the data are collected, that are not understood as transparently through a marginal model. For example, from the point of view of marginal modelling, it is tempting to think that in order to allow the drop-out to depend on the past, it is necessary to specify the full likelihood: see, for example, Diggle & Kenward 1994 . However, from a conditional perspective, we realize that the essential property of random drop-out is that it does not alter the conditional distribution of the response given the observed past. Additionally, given a desired parametrization of the marginal mean, one can choose among various conditional mean parameterizations leading to that marginal mean by distributional assumptions. We illustrate this in Section 3.
Since we consider situations in which one is reluctant to describe the distribution fully, it is natural to replace the sequence of parametrized conditional likelihoods, conditioned on nested events, by estimating functions based on the corresponding sequence of conditional moments. In this paper we provide a method for constructing such estimating functions.
When applied to longitudinal data, this handles covariates and random drop-out satisfactorily, as does partial likelihood; it avoids distributional assumptions, as does generalized estimating equations. It is obtained by projecting the partial score function onto a collection of Hilbert spaces with inner product speci ed by conditional moments, conditioned on nested events.
We also demonstrate, within a prequential frame of reference Dawid 1984 Dawid , 1991 , that the estimating function is optimal among the largest collection of estimating functions that can be described by the postulated conditional moments.
Just as quasi-likelihood can be viewed as a generalization of least squares, projected partial likelihood can be viewed as a generalization of least squares for the partial likelihood as employed by Scheike 1994. Our projection of the partial likelihood produces a martingale estimating function Godambe,1985 . The projection of the full likelihood score, as a martingale, onto a set of Hilbert spaces associated with conditional moments, was studied in Godambe & Heyde 1987 , & McLeish & Small 1988 . However, as we shall see in Section 2, removing certain terms from the partial score prior to projection does not change the essential inferential properties, and as illustrated via an example in Section 3, can help us in analyzing longitudinal data.
THE PROJECTED PARTIAL LIKELIHOOD
Suppose that we observe n individuals at time points j = 1 ; 2 ; :::, and obtain observations of the form Y = Z 0 ; Z 1 ; X 1 ; Z 2 ; X 2 ; Z 3 ; X 3 ; ::::
The random vector X j represents the responses from the subjects at time j, and Z j is the associated covariate matrix. Since there may be drop-out, we may have fewer than n observations at each time point. In other words, X j is a vector of dimension at most n, and Z j is a matrix of dimension dimX j p. On each subject only a nite number of observations are recorded; however in general one may not be able to specify a priori the maximum number of observations for a subject. See section 3 for an example. Denote Z 0 ; Z 1 ; X 1 ; :::; X j,1 ; Z j b y U j , 1 . W e shall assume that, conditionally on U j,1 , the subjects are independent at time j. In other words, pX j jU j,1 may be factorized as Q i pX ij jU j,1 , where X ij stands for the component o f X j corresponding to individual i. We are interested in understanding the the past observations U j,1 , and de ne, for members of G j , an inner product by hg j ; h j i j = E f g j h j j U j , 1 g ; g j ; h j 2 G j : This construction might at rst glance seem heuristic and arbitrary: we simply sum the projections of fs j g, which are onto di erent linear spaces fG j g associated with di erent inner products fh; i j g. However, this is entirely natural within a prequential frame of reference. In Dawid 1984 Dawid , 1991 , it is argued that if we are to assess the adequacy of the joint distribution P of a sequence of random variables fX j g based on the realization fx j g, all that is relevant is the realization fx j g, together with the associated sequence of conditional distributions fP j g; P j being the conditional distribution P j X 1 = x 1 ; :::; X j,1 = x j,1 . Thus we can choose any joint distribution Q whose conditional distributions Q j X 1 = x 1 ; :::; X j,1 = x j,1 coincide with P j . A particularly convenient choice of Q is that under which fX j g are independent with marginal distributions fP j g.
To specialize to the present context, let P ;j = P j u j , 1 , and let Q be the joint distribution of fX j g under which the X j 's are independent with marginal distribution P ;j .
We abbreviate E j P to E P , or simply E, and E j Q to E Q . Notice that we do not assume the knowledge of either P or Q beyond the moments f j ; V j g . Under the distribution Q , the maximal space of estimating functions whose rst two moments are determined by f j ; V j g is the tensor product space j1 G j : see iii The sequence of increments fg j g of g is a martingale di erence sequence.
When one can not, a priori, specify a maximal number of observations per subject, a rigorous justi cation of the optimality properties described above w ould utilize the fact that the score functions and estimating functions can bewritten as integrals with respect to a marked point process. We leave this topic for further research.
In some applications, the covariance V i may depend on an additional parameter , s a y o f dimension s. Suppose that, for each xed , there is an estimator,^ as in the theory of generalized estimating equations Approximately correct speci cation of the variance results in a lower asymptotic variance of the estimators than an incorrect speci cation. Note that the asymptotics given above are for the number of subjects increasing without bound and do not necessarily require that the numbers of observations per subject increase. A s k etch of the proof is given in the Appendix.
To consistently estimate the variance replace the diagonal elements of covX j jU j,1 by the diagonal elements of fX j , j ^ gfX j , j ^ g T ; and replace and by their estimators. 
EXAMPLE
This work was initially motivated by the analysis of menstrual data which presents many challenges to the researcher. We focus on a few of the challenges below. First, one usually observes women over a xed length of time, e.g. one year, and records the lengths of the menstrual cycles. This means that women who have a short mean cycle-length contribute more cycles than women with long mean cycle-length. Since the resulting data set will be overly weighed toward short cycles, data of this type are called length biased. In addition, the last cycle is only partially observed. Two additional characteristics of menstrual data are the presence of time-varying covariates, and a right-skewed cycle-length distribution. There is not, as yet, a biological model justify a parametric distribution for cycle length.
In order to address the length bias, note that if a woman is followed for C days then a cycle is observed only if the sum of the prior cycle lengths is less than C. This observation, combined with a parameterization of the conditional mean, allows us to construct an unbiased estimating function even though the observed cycles are length biased. For simplicity of presentation we will not address issues raised by only a partial observation of the last cycle: where Z j i is the associated covariate. In the mixed e ects model, is the intra-woman correlation coe cient. In a model assuming only the above form of the conditional mean, functions as an intra-woman correlation coe cient, in that if is zero then the covariance between X ij , Z ij and X il , Z il is zero for j 6 = l and the past is no longer helpful in estimating the mean of the next cycle length.
We also use the working model to specify the conditional variance as,
The estimating function is given by,
where j i is 1 if P j,1 l=1 X li C i , 0 otherwise. The presence of j i allows for the drop-out of subjects, and, since j i is a function of the past, the estimating function is unbiased, assuming the conditional mean is correctly speci ed.
The additional complication that the last cycle length is not fully observed requires an adjustment to the above method and is described in Murphy, Bentley & O'Hanesian 1994, where a more complete analysis of this data set can be found. This analysis was conducted using the SAS procedure IML. The response, cycle length, is centred at 28 days and the body mass index is centred at 21 kilograms centimeters 2 . From Table 1 , we see that there is evidence that, as the body mass of women in the nearer locale decreases, their cycle lengths increase. The lack of an e ect for women in the further locale may be due to the women being wealthier and not being followed as closely as the women in the nearer locale. A full theoretical treatment of the ideas in this paper would utilize the fact that the projected partial likelihood can be expressed as a martingale which i s a n i n tegral with respect to a marked point process. As in Greenwood&Wefelmeyer 1991, the model we consider is a partially speci ed marked point process model, since we do not specify the distribution of the covariate or drop-out. However in their comparison of Godambe's nite sample optimality with asymptotic optimality, they take the length of observation time to increase without bound. Our work is based on the number of subjects increasing without bound. Finally the prequential frame of reference is a natural viewpoint from which to consider nite sample optimality of the projected partial likelihood. Perhaps this frame of reference would be useful in constructing an optimality criterion for martingale estimating equations. Careful study is needed in this regard.
APPENDIX
Asymptotic Distribution Theory U s e a T a ylor series on the equation 0 = g f^ ;^ ^ g, the assumption that @= @ = O p 1, and the assumption that there exists a nite 0 for which p n , 0 = O p 1, to obtain 0 = g f ;^ g+ @g f ;^ g @ ^ , + O p n ĵ , j 2 :
Rearranging terms results in All that is left is to verify that n ,1=2 g ; 0 has an asymptotic normal distribution, and that ,n ,1 @ @ g ; 0 converges in probability to a positive de nite matrix. If g is the sum of independent observations, then asymptotic normality can be veri ed with the help of the Lindeberg-Feller central limit theorem and assumptions on the convergence of appropriate averages. However if the drop-out or appointment s c heme induces dependence among subjects then it is useful to consider the data, Y , as a marked point process. Corollary 2 and the example in the unpublished manuscript by Murphy 1993 give central limit theorems for a marked point process.
