Entwicklung von Methoden zur effizienten Untersuchung von Proteinstrukturdatenbanken und protonierungsbedingter, elektrostatischer Effekte der Protein-Ligandwechselwirkungen by Dramburg, Ingo
Entwicklung von Methoden zur effizienten
Untersuchung von
Proteinstrukturdatenbanken und
protonierungsbedingter, elektrostatischer
Effekte der Protein-Ligandwechselwirkungen
Dissertation
zur
Erlangung des Doktorgrades
der Naturwissenschaften
(Dr. rer. nat.)
dem
Fachbereich Pharmazie
der Philipps-Universita¨t Marburg
vorgelegt von
Ingo Dramburg
aus Lippstadt / Nordrhein-Westfalen
Marburg / Lahn 2003
2Vom Fachbereich Pharmazie der Philipps-Universita¨t Marburg als Disser-
tation am 28.04.2003 angenommen.
Erstgutachter: Prof. Dr. G. Klebe
Zweitgutachter: Prof. Dr. J. Gasteiger
Tag der mu¨ndlichen Pru¨fung: 28.04.2003
3Die Untersuchungen zur vorliegenden Arbeit wurden auf Anregung von
Herrn Prof. Dr. G. Klebe am Institut fu¨r Pharmazeutische Chemie des Fach-
bereiches Pharmazie der Philipps Universita¨t Marburg in der Zeit von Juni
1999 bis Februar 2003 durchgefu¨hrt.
Herzlich danken mo¨chte ich folgenden Personen
• Herrn Prof. Dr. G. Klebe danke ich fu¨r die interessante Themenstellung
sowie die Mo¨glichkeit, das Gebiet des rationalen Wirkstoffdesigns in seiner
ganzen Breite kennenzulernen. Die gewa¨hrte Freiheit zur eigensta¨ndigen
Arbeit und Unterstu¨tzung der Entwicklung eigener Ideen stellten eine
angenehme Form der Betreuung dar;
• Dr. Andreas Bergner fu¨r seine stete Auskunftbereitschaft und Geduld bei
der Entwicklung von Relibase+ zu ihrer heutigen Form;
• Prof. Dr. Gerrit Vriend und Dr. Jens Eric Nielsen fu¨r die Einfu¨hrung in
WhatIf und das Gebiet der Elektrostatikrechnung;
• Prof. Dr. J. Gasteiger und seiner Gruppe fu¨r Hinweise bezu¨glich des PEOE
Verfahrens;
• Prof. Dr. M.T. Stubbs fu¨r die Einfu¨hrung in die Grundlagen der Ro¨nt-
genstrukturaufkla¨rung;
• Dr. Christof Sotriffer fu¨r die Einfu¨hrung in AutoDock, die anregenden
Diskussionen und das Korrekturlesen;
• Christine Markmann fu¨r die ermutigende Unterstu¨tzung wa¨hrend der ver-
gangenen Jahre und fu¨rs Korrekturlesen;
• dem BMBF/SOL-Projekt fu¨r die finanzielle Unterstu¨tzung;
• sowie allen Mitgliedern der Arbeitsgruppe Klebe fu¨r die u¨beraus ange-
nehme Arbeitsatmospha¨re.
4
Inhaltsverzeichnis
1 Aufgabenstellung und U¨bersicht 9
1.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.1 Status Quo der Pharmaforschung . . . . . . . . . . . . . 9
1.1.2 Sequenzen, Strukturen und Bioinformatik . . . . . . . . 11
1.1.3 Protonierung in Proteinstrukturen . . . . . . . . . . . . . 14
1.2 Aufgabenstellung und Gliederung . . . . . . . . . . . . . . . . . 16
1.2.1 Teil I: Der Einfluss der Protonierung auf Protein- Li-
gandwechselwirkungen . . . . . . . . . . . . . . . . . . . 16
1.2.2 Teil II: Entwicklung einer effizienten Abfragesprache fu¨r
die Datenbank Relibase . . . . . . . . . . . . . . . . . . . 17
I Elektrostatik & Protonierung 19
2 Einfu¨hrung 21
2.1 Protonierungsgleichgewichte . . . . . . . . . . . . . . . . . . . . 21
2.2 Energetische Beitra¨ge zur Ligandenbindung . . . . . . . . . . . 23
2.2.1 Wasserstoffbru¨cken . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Ungerichtete, elektrostatische Wechselwirkungen . . . . . 26
2.2.3 Solvatisierungseffekte . . . . . . . . . . . . . . . . . . . . 28
2.3 Elektrostatische Rechenverfahren . . . . . . . . . . . . . . . . . 31
2.3.1 Theorie der Poisson-Boltzmann (PB) Berechnung . . . . 32
2.3.2 Parametrisierung . . . . . . . . . . . . . . . . . . . . . . 36
2.3.3 Die Solvatisierungsenergie kleiner organischer Moleku¨le . 37
2.3.4 Berechnung von Ionisierungsgleichgewichten in Proteinen 39
2.3.5 Wichtige Einflußgro¨ßen fu¨r FDPB-Berechnungen . . . . . 41
2.4 Ladungen und Radien in FDPB-Berechnungen . . . . . . . . . . 43
2.4.1 U¨berblick . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.2 Ladungsmodelle . . . . . . . . . . . . . . . . . . . . . . . 44
5
6 INHALTSVERZEICHNIS
2.4.3 Das PEOE Verfahren von Gasteiger und Marsili . . . . . 46
3 PEOE Parametrisierung fu¨r FDPB-Rechnungen 51
3.1 Vergleich der PEOE-Ladungen mit dem PARSE-Modell . . . . . 51
3.1.1 Optimierung durch Betonung von Dipolen . . . . . . . . 56
3.1.2 Optimierung der Elektronegativita¨tsparameter . . . . . . 58
3.1.3 Diskussion der Ergebnisse . . . . . . . . . . . . . . . . . 59
3.2 Validierung an einem Satz aus achtzig kleinen Moleku¨len . . . . 61
3.3 Ionisierte Formen . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.3.1 Ionisierung von Carbonsa¨uren und Alkoholen . . . . . . 65
3.3.2 Ionisierung von Aminen und Guanidinen . . . . . . . . . 67
3.4 Zusammenfassung und Diskussion . . . . . . . . . . . . . . . . . 67
4 pKa Berechnung in Proteinen 71
4.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Elektrostatische Beitra¨ge zur pKa Verschiebung . . . . . . . . . 72
4.3 Methodik & Testdatensatz . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 Auswahl der Dielektrizita¨tskonstante fu¨r das Proteininnere 75
4.3.2 Eingesetzte Programme . . . . . . . . . . . . . . . . . . 76
4.3.3 Testdatensatz . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.4 Methodik und Bedingungen . . . . . . . . . . . . . . . . 77
4.4 Ergebnisse und Diskussion . . . . . . . . . . . . . . . . . . . . . 78
4.4.1 Ursachen extremer pKa Verschiebungen . . . . . . . . . . 81
4.4.2 Protein G . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4.3 Barnase . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4.4 Xylanase . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5 pKa Verschiebungen in Komplexen 93
5.1 Katalysemechanismus der Serinproteasen . . . . . . . . . . . . . 94
5.2 Bindungsmodus und Elektrostatik . . . . . . . . . . . . . . . . . 95
5.3 Methodik & Durchfu¨hrung . . . . . . . . . . . . . . . . . . . . . 97
5.4 Ergebnisse und Diskussion . . . . . . . . . . . . . . . . . . . . . 98
5.4.1 Apo-Form . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.2 Thrombin-Napsagatran Komplex . . . . . . . . . . . . . 100
INHALTSVERZEICHNIS 7
6 Docking & Elektrostatik 105
6.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Acetylcholinesterase . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.3 AutoDock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.4 Methodik & Durchfu¨hrung . . . . . . . . . . . . . . . . . . . . . 111
6.4.1 Parametrisierung . . . . . . . . . . . . . . . . . . . . . . 111
6.4.2 Modellsysteme . . . . . . . . . . . . . . . . . . . . . . . 113
6.4.3 Ergebnisse & Diskussion . . . . . . . . . . . . . . . . . . 115
6.5 Rigides Docking in Apo-1EVE . . . . . . . . . . . . . . . . . . . 118
6.5.1 Ergebnisse & Diskussion . . . . . . . . . . . . . . . . . . 118
7 Fazit und Ausblick 125
II Computermethoden 127
8 Strukturdatenbanken & Wirkstoffdesign 129
8.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
8.2 U¨berblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
9 Relibase 133
9.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
9.2 Grundlegende Konzepte . . . . . . . . . . . . . . . . . . . . . . 136
9.2.1 Client/Server Kommunikation . . . . . . . . . . . . . . . 136
9.2.2 Prozessierung der Strukturdaten . . . . . . . . . . . . . . 137
9.3 Eine Abfragesprache fu¨r Relibase . . . . . . . . . . . . . . . . . 139
9.4 Die Programmiersprache Python . . . . . . . . . . . . . . . . . 140
9.5 Die Relibase-Python-Erweiterung . . . . . . . . . . . . . . . . . 141
9.5.1 Der Objektverwalter . . . . . . . . . . . . . . . . . . . . 142
9.5.2 Der Datenbankverwalter . . . . . . . . . . . . . . . . . . 144
9.6 Das Relibase-Python-Modul rlb . . . . . . . . . . . . . . . . . . 144
9.6.1 Verwendung des Relibase-Python-Moduls . . . . . . . . . 145
9.6.2 Vererben und Erweitern von Relibaseobjekten . . . . . . 147
9.6.3 Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
9.6.4 Erzeugen benutzerdefinierter Datenbanken . . . . . . . . 152
9.6.5 Client/Server-Funktionalita¨t . . . . . . . . . . . . . . . . 154
9.7 Befehlsreferenz . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
9.7.1 Initialisieren und Schließen der Datenbank . . . . . . . . 157
8 INHALTSVERZEICHNIS
9.7.2 Datenbankabfragen . . . . . . . . . . . . . . . . . . . . . 159
9.7.3 Klassenverwaltung . . . . . . . . . . . . . . . . . . . . . 162
9.7.4 Benutzerdefinierte Datenbanken erzeugen . . . . . . . . . 163
9.7.5 Caching von Objekten . . . . . . . . . . . . . . . . . . . 163
9.7.6 Kommandos fu¨r Client/Server Funktionalita¨t . . . . . . 164
9.7.7 Das interne Periodensystem der Elemente . . . . . . . . 164
9.7.8 Speichern von Strukturen in Standardformaten . . . . . 165
10 Elektrostatik Methoden 167
10.1 Die PyChem Bibliothek . . . . . . . . . . . . . . . . . . . . . . 167
10.1.1 pychem.classes . . . . . . . . . . . . . . . . . . . . . . . 168
10.2 Verwaltung von Gittern und Feldern . . . . . . . . . . . . . . . 171
10.2.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . 171
10.2.2 Erzeugen von Gittern . . . . . . . . . . . . . . . . . . . . 171
10.2.3 Manipulation von Gitterdaten . . . . . . . . . . . . . . . 173
10.2.4 Sonstige Funktionen . . . . . . . . . . . . . . . . . . . . 176
10.3 Elektrostatische Berechnungen . . . . . . . . . . . . . . . . . . . 176
10.3.1 Physikalische Bedingungen . . . . . . . . . . . . . . . . . 177
10.3.2 Erzeugen eines FDPB-Objektes . . . . . . . . . . . . . . 177
10.3.3 Beschreibung der Modellsubstanz . . . . . . . . . . . . . 179
10.3.4 Methoden von fdobject . . . . . . . . . . . . . . . . . . 180
A Testdatensatz zur Berechnung der Solvatisierungsenergien klei-
ner Moleku¨le 183
B Verwendete Programme 185
C Lebenslauf 187
D Erkla¨rung 189
Kapitel 1
Aufgabenstellung und U¨bersicht
In diesem Kapitel soll eine allgemeine Einfu¨hrung in die behandelte Proble-
matik gegeben werden. Zuna¨chst wird auf die Intention des Wirkstoffdesigns
eingegangen, die Bedeutung von Strukturdatenbanken, die Problematik der
Vorhersage von Protonierungszusta¨nden in Proteinstrukturen erla¨utert und
der Einfluß auf Protein-Ligandwechselwirkung herausgestellt. Die zu Beginn
gegebene kurze Zusammenfassung der behandelten Aspekte der Arbeit wer-
den in den folgenden Kapiteln vertieft. Insbesondere der zweite, technische
Teil wendet sich an den Leser mit programmiertechnischen Kenntnissen und
stellt Methoden vor, die im Rahmen der vorliegenden Arbeit entwickelt wur-
den; er dient gleichzeitig als Referenz fu¨r deren Anwendung auf neue Projekte.
1.1 Einfu¨hrung
1.1.1 Status Quo der Pharmaforschung
Die Pharmaforschung findet sich kurz nach der Jahrtausendwende in einer A¨ra
der Neuorientierung. Die klassische Pharmaforschung basierte und basiert auf
der “Suche” nach neuen “Heilmitteln”, bei der es in erster Linie darum geht,
geeignete Substanzen verschiedener Quellen zur Behandlung unterschiedlichs-
ter Krankheiten zu verwenden.
Mit dem Beginn der modernen Chemie Anfang des 19. Jahrhunderts bis
zur Mitte des 20. Jahrhunderts war der Weg zum Arzneimittel stets der, daß
Chemiker Substanzen herstellten, von denen einige im Tiermodell einen phar-
makologischen Effekt zeigten. Sofern sich dieser Effekt fu¨r die Behandlung
einer bekannten Krankheit eignete, wurden entsprechende Substanzen zu ei-
nem Arzneimittel weiterentwickelt. Hierbei ist die wichtigste Vorgehensweise
nach wie vor “Versuch und Irrtum”.
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Zur Verbesserung eines pharmakologischen Effektes wird eine gefundene
Leitstruktur chemisch modifiziert und erneut in einem Testsystem gepru¨ft.
Dieser Prozess fu¨hrt schließlich iterativ zu einer geeigneten Arzneistoff. Die
pharmakologischen und biochemischen Effekte, auf denen diese Wirkung be-
ruht, wurden vielfach erst verstanden, nachdem ein Arzneimittel mehrere Jahre
erfolgreich auf dem Markt war.
Die Auffassung, daß Enzyme als biologische Katalysatoren an nahezu allen
Stoffwechsel-Prozessen und Signalkaskaden einer Zelle bzw. eines Organismus
beteiligt sind, wird bereits seit langem diskutiert. Grundlegende Ansichten
u¨ber den Mechanismus der Protein-Ligandbindung wurden bereits vor u¨ber
100 Jahren, etwa von Emil Fischer[60] mit der Erkenntnis, “daß Enzym und
Glycosid wie Schloß und Schlu¨ssel zueinander passen mu¨ssen, um eine chemi-
sche Wirkung aufeinander ausu¨ben zu ko¨nnen“, entwickelt und sind in erwei-
terter Form auch heute noch gu¨ltig.
Danach bewirkt die geometrisch und chemisch komplementa¨re Anlagerung
kleiner Moleku¨le (im folgenden: Liganden) an biologische, makromolekulare
Zielstrukturen (fast immer Proteine, im folgenden allgemein Rezeptoren ge-
nannt) die Regulation sa¨mtlicher Stoffwechselprozesse eines Organismus.
Ha¨ufig beruhen Krankheiten auf fehlgeleiteten Stoffwechselwegen, wobei ein
Eingriff zur Korrektur oder zur Unterdru¨ckung eines bestimmten pathologi-
schen Effektes durch Verabreichung pharmakologisch wirksamer Substanzen
das Ziel jeder Arzneimitteltherapie ist. Zur Aufkla¨rung dieser Stoffwechselwe-
ge und einer gezielten Entwicklung geeigneter Wirkstoffe, sind Kenntnisse u¨ber
die zugrundeliegenden chemischen und strukturellen Mechanismen von großer
Bedeutung. Disziplinen wie Genomforschung und Molekularbiologie entwickeln
sich in rasantem Tempo und erlauben immer detailliertere Einblicke in die ver-
schiedensten biochemischen Vorga¨nge. Die so gewonnenen Erkenntnisse bilden
immer ha¨ufiger die Grundlage fu¨r ein sogenanntes rationales Wirkstoffdesign.
Neben diesen naturwissenschaftlichen Disziplinen ist auch in den Compu-
terwissenschaften ein Ende der Weiterentwicklung zu immer schnelleren und
leistungsfa¨higeren Rechnern heute noch nicht abzusehen, aber insbesondere die
Kombination aus Bio- und Informationswissenschaften scheint ein Schlu¨ssel zu
einer modernen und zielorientierten Pharmaforschung zu sein.
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1.1.2 Sequenzen, Strukturen und Bioinformatik
Seit die DNS als Tra¨ger der Erbinformation erkannt wurde, sind insbeson-
dere in der Biologie gewaltige Anstrengungen unternommen worden, um die
molekularen Mechanismen der Vererbung zu verstehen. Die Technologie zur
Sequenzaufkla¨rung des Genoms ganzer Organismen ist inzwischen weit fort-
geschritten. So konnte unla¨ngst die Sequenzierung des gesamten menschlichen
Genoms im sogenannten HUGO1 Projekt abgeschlossen werden [95, 187]. Fu¨r
immer mehr biomedizinisch relevante Organismen werden derzeit Sequenzie-
rungsprojekte begonnen oder sind bereits abgeschlossen2.
Nur unter massivem Einsatz der modernsten Technologien aus Molekular-
biologie und Informationswissenschaften ist es mo¨glich, derartige Projekte in
erstaunlich kurzer Zeit abzuschließen. Die so gewonnenen Daten werden der
Wissenschaft wahrscheinlich noch in Jahrzehnten U¨berraschungen offenbaren.
Jedoch ist das Genom eines Organismus lediglich eine Sammlung von “Her-
stellungsanweisungen” fu¨r Proteine. Vergleichbar mit der Sammlung von Bau-
pla¨nen eines Architekten, aus denen sich nicht ohne Weiteres die komplexe
Struktur einer Stadt erschließt, gibt das Genom als solches wenig Aufschluß
u¨ber die Struktur des aktiven Proteoms3 einer Zelle oder eines Organismus.
Die enorme Informationsfu¨lle, die durch die verschiedenen Sequenzierungs-
projekte verfu¨gbar gemacht wurde und wird, hat in den letzten Jahren zu
einem eigenen Feld der Informatik gefu¨hrt, der sogenannten Bioinformatik.
Die klassische Bioinformatik bescha¨ftigte sich urspru¨nglich vorwiegend mit
der Frage, aus dem Vergleich von Nukleinsa¨uresequenzen bzw. Aminosa¨urese-
quenzen4 verschiedener Proteine Ru¨ckschlu¨sse auf ihre Verwandschaft zueinan-
der und damit Ru¨ckschlu¨sse auf Struktur und Funktion der kodierten Proteine
zu ziehen.
Fu¨r das Versta¨ndnis der intra- und intermolekularen Wechselwirkungen von
Proteinen spielt die dreidimensionale Struktur eines Proteins eine große Rolle.
Da eine vollsta¨ndige Strukturvorhersage aus der Sequenz allein bisher nicht
mo¨glich ist, ist die experimentelle Aufkla¨rung der dreidimensionalen Protein-
struktur ein wichtiger Schritt nach der Sequenzierung und Identifizierung eines
Proteins.
1http://www.ornl.gov/hgmis/
2http://www.tigr.org/tdb/
3Proteom = Gesamtheit aller zu einem bestimmten Zeitpunkt exprimierten Proteine, einschließlich aller
posttranslationalen Vera¨nderungen
4Im folgenden wird nur noch von Sequenzen gesprochen, da Nukleinsa¨uresequenzen problemlos in Ami-
nosa¨uresequenzen u¨bersetzt werden ko¨nnen.
12 KAPITEL 1. AUFGABENSTELLUNG UND U¨BERSICHT
Die wichtigste Methode hierfu¨r ist die Ro¨ntgenstrukturanalyse [48, 78], im-
mer ha¨ufiger wird aber auch die NMR-Spektroskopie [200] oder Kryo-Elek-
tronenmikroskopie [113] verwendet. Die Aufkla¨rung einer Proteinstruktur ist
jedoch nach wie vor ein sehr mu¨hseliger Prozess. Oft dauert es Jahre, ein Pro-
tein in hinreichender Qualita¨t und Menge zu gewinnen, zu reinigen und zu
kristallisieren, um dann seine Struktur bestimmen zu ko¨nnen.
Sowenig aber die Sequenzierung eines einzelnen Gens geeignet ist, grund-
legende Erkenntnisse u¨ber die Geheimnisse des Lebens zu erhalten, sowenig
ist die Struktur eines einzelnen Proteins geeignet, um allgemeine Erkenntnisse
u¨ber Strukturen und Wechselwirkungen von Proteinen mit anderen Moleku¨len
zu erhalten. Es ist daher naheliegend, den Zusta¨ndigkeitsbereich der Bioinfor-
matik weiter zu fassen und auch den strukturellen Vergleich vieler Proteine
heranzuziehen, um na¨heres u¨ber Proteine und ihre Wechselwirkungen zu er-
fahren.
Die sogenannte strukturelle Bioinformatik und insbesondere die Chemoin-
formatik bescha¨ftigt sich mit der Frage nach Struktur-Wirkungsbeziehungen
in Protein-Ligand Komplexen auf Basis der kristallographisch gewonnenen
Strukturinformationen. Ziel des sogenannten strukturbasierten Wirkstoffde-
signs ist es, auf Basis dieser Erkenntnisse gezielt chemische Substanzen zu
entwickeln, die spezifisch an einen Rezeptor binden.
Da Strukturinformationen u¨ber Proteine erheblich schwieriger zu gewinnen
sind als Sequenzen, befinden sich Projekte zur strukturellen Aufkla¨rung des
Proteoms ganzer Zellsysteme noch ganz am Anfang. Jedoch werden aufge-
kla¨rte Proteinstrukturen bereits seit langem in Datenbanken gesammelt. Die
Gesamtheit aller zur Zeit vero¨ffentlichten dreidimensionalen Strukturen, wird
im wesentlichen durch die nichtkommerzielle Sammlung der Brookhaven- bzw.
RCSB-Protein-Datenbank [22] (kurz PDB5) repra¨sentiert.
In der PDB werden die Informationen sa¨mtlicher Proteinstrukturen ge-
sammelt, die von Wissenschaftlern in aller Welt aufgekla¨rt werden. Zum ge-
genwa¨rtigen Zeitpunkt verdoppelt sich die Zahl der Strukturen etwa alle vier
Jahre (Abbildung 1.1). Gegenwa¨rtig (Stand Ma¨rz 2003) sind etwa 20.000 Struk-
turen in der Datenbank enthalten.
Auch fu¨r Proteinstrukturen werden Anstrengungen unternommen, die wach-
sende Informationsflut zu bewa¨ltigen, sowie Regeln und Prinzipien fu¨r Prote-
infaltung und Wechselwirkungen der Proteine untereinander abzuleiten und
5http://www.rcsb.org/pdb/
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Abbildung 1.1: Ja¨hrliches Wachstum der PDB
besser zu verstehen.
Die PDB hat diesbezu¨glich jedoch einige Nachteile, da diese Datenbank
zuna¨chst eine reine Sammlung von Strukturinformationen darstellt. Jede ein-
zelne Struktur liegt dabei als Textdatei mit einer Liste der Atomkoordinaten,
Informationen zur Strukturaufkla¨rung sowie einigen Zusatzinformationen wie
der biologischen Quelle (z.B. der Organismus, Zellsystem) vor. Eine syste-
matische Analyse struktureller Informationen oder ein Vergleich bestimmter
Strukturkomponenten vieler Proteine war so lange Zeit nur sehr eingeschra¨nkt
mo¨glich.
Um diesen Defiziten abzuhelfen und eine Datenbank zu schaffen, die spezi-
ell auf Fragestellungen des Wirkstoffdesigns abgestellt ist, wurde bereits 1993
begonnen, auf Basis der PDB eine Datenbank zur Untersuchung der Protein-
Ligandwechselwirkungen aufzubauen, die Datenbank Relibase [84]. Relibase
erlaubt es, nach bestimmten Liganden zu suchen, diese zu vergleichen sowie
deren Bindetaschen zu u¨berlagern und einander gegenu¨ber zu stellen. Die-
se grundlegende Mo¨glichkeit zur Untersuchung von Protein-Ligandwechselwir-
kungen wurde im weiteren verwendet, um aus der statistischen Analyse von
Absta¨nden bestimmter Atomtypen in Protein-Ligand-Komplexen eine Bewer-
tungsfunktion fu¨r durch sogenanntes Docking 6 erzeugte Protein-Ligandgeo-
6Als Docking bezeichnet man die strukturelle Einpassung eines Liganden in eine vergrabene Proteinbin-
detasche mittels Computermethoden.
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metrien abzuleiten [79]. Derartige Bewertungsfunktionen sind essenziell, um
zu entscheiden, wie realistisch ein solcher gedockter Komplex ist. Abscha¨tzun-
gen dieser Art sind die Grundlage des computergestu¨tzten, strukturbasierten
Wirkstoffdesigns, das von der Geometrie des betrachteten Rezeptors ausgeht.
Das Wissen um die Zusammenha¨nge zwischen molekularer Struktur und
biochemischer Wirkung hat in den letzten Jahren zu einem Wandel der ge-
samten medizinischen und pharmazeutischen Forschung gefu¨hrt. Immer mehr
steht nun ein Zielprotein im Vordergrund, anhand dessen neue Wirkstoffe ge-
sucht werden.
1.1.3 Protonierung in Proteinstrukturen
Die wichtigste Methode zu Strukturaufkla¨rung von Proteinen, die Ro¨ntgendif-
fraktrometrie, ist nur bei extrem hoch aufgelo¨sten Strukturen in der Lage, die
ra¨umliche Position von Wasserstoffatomen abzubilden. Dies liegt insbesonde-
re daran, daß Ro¨ntgenstrahlen ausschließlich an den Elektronen eines Atoms
gebeugt werden. Da Wasserstoff jedoch lediglich u¨ber ein einzelnes Elektron
verfu¨gt, dessen Aufenthaltswahrscheinlichkeit in einer kovalenten Bindung zu-
dem deutlich in Richtung auf den gebundenen Schweratompartner verschoben
ist, gelingt es gewo¨hnlich nicht, aus Ro¨ntgenstrukturen direkte Aussagen u¨ber
den Protonierungszustand funktioneller Gruppen zu treffen. So gesehen sind
Proteinstrukturen, die durch Ro¨ntgenstrukturanalyse gewonnen werden, stets
unvollsta¨ndig.
Unter physiologischen Bedingungen befinden sich Proteine stets in einem
wa¨ssrigen Millieu bei einem definierten pH-Wert. Der Protonierungszustand
bzw. Protonierungsgleichgewichte der Proteine und damit auch ihre Stabilita¨t
und Aktivita¨t sind in hohem Maße von dieser Umgebung abha¨ngig. Es ist
seit geraumer Zeit bekannt, daß sowohl das Protonierungsgleichgewicht von
Aminosa¨ureseitenketten als auch von Liganden wa¨hrend einer Protein-Ligand-
bindung von verschiedenen Parametern bedingt wird. Das Gleichgewicht kann,
abha¨ngig von der chemischen Umgebung und der vorliegenden Salzkonzentra-
tion bzw. Ionensta¨rke, gegenu¨ber dem Zustand in reinem Wasser stark ver-
schoben sein [182, 183, 1].
Die Protonierung eines Liganden in seinem gebundenen Zustand kann deut-
lich von jener in reinem Lo¨sungsmittel abweichen. Gleiches gilt fu¨r die betei-
ligten Aminosa¨uren der Bindetasche. Die Protonierung ihrerseits bestimmt die
Ladung der beteiligten Gruppen. Die Topologie der Ladungen an der Protein-
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oberfla¨che hat wiederum einen großen Einfluß auf die molekulare Erkennung
von Protein und Ligand insbesondere u¨ber große Distanzen [123, 191, 196]. Ei-
ne der wichtigsten elektrostatischen Wechselwirkungen u¨ber kurze Distanzen
ist die Wasserstoffbru¨cke. Unter einer Wasserstoffbru¨cke versteht man eine ver-
gleichsweise starke, elektrostatische Wechselwirkung zwischen einem elektro-
negativen Donor- und Akzeptoratom u¨ber ein verbru¨ckendes Wasserstoffatom.
Die Ausbildung solcher Wechselwirkungen ist energetisch stark begu¨nstigt, so
daß lediglich zwei Prozent der in Proteinen vorkommenden Amidgruppen nicht
an Wasserstoffbru¨cken beteiligt sind [126]. Ferner kann durch geeignete Proto-
nierung eine einfache Wasserstoffbru¨cke in eine erheblich sta¨rkere Salzbru¨cke
u¨berfu¨hrt werden, was mit einem deutlichen Beitrag zur Bindungsaffinita¨t ein-
hergeht.
Zur Beurteilung der relativen Bindungssta¨rke einer Wasserstoffbru¨cke wer-
den im Allgemeinen die Absta¨nde undWinkel zwischen denWasserstoffbru¨cken-
partnern (Donor, Wasserstoff, Akzeptor) herangezogen. Geho¨rt das Donor-
bzw. Akzeptoratom jedoch zu einer titrierbaren Gruppe7 ist zusa¨tzlich das
durch den pKa-Wert dieser Gruppe beschriebene Protonierungsgleichgewicht
von Bedeutung.
Aufgrund unzureichender Auflo¨sung und zu geringem Streuungsvermo¨gen
vonWasserstoffatomen, ko¨nnen auchWasserstoffbru¨cken nicht direkt aus Ro¨nt-
genstrukturen abgelesen werden. Lediglich anhand der Orientierung und Ab-
sta¨nde mo¨glicher Wasserstoffbru¨ckendonor- und Akzeptoratome lassen sich
Ru¨ckschlu¨sse u¨ber das Vorhandensein einer Wasserstoffbru¨cke zwischen die-
sen Atomen mutmaßen. Problematisch ist in diesem Zusammenhang auch die
korrekte Orientierung der Aminosa¨uren Asparagin, Glutamin und Histidin. In
der Elektronendichte lassen sich Stickstoffatome, Sauerstoffatome und Kohlen-
stoffatomen nur schwer unterscheiden, sodaß es insbesondere bei diesen Ami-
nosa¨uren zu Fehlern in der Zuweisung der Atomtypen kommen kann (Abbil-
dung 1.2).
Die Problematik der Identifizierung und Bewertung von Wasserstoffbru¨cken
und ihrer Geometrie ist ein weites Feld und wurde in der Mitte der 90er Jah-
re von vielen Autoren bearbeitet, was auch ein Grund fu¨r die Fu¨lle empiri-
scher Bewertungsfunktionen fu¨r die Bindungssta¨rke von Wasserstoffbru¨cken
ist [92, 71, 72, 127, 198]. Eine vollkommende zufriedenstellende, theoretisch
fundierte und praktische anwendbare Methode zur Beschreibung existiert je-
7Als titrierbare Gruppe werden Seitenketten bezeichnet, die prinzipiell pH abha¨ngig protoniert oder
deprotoniert vorliegen ko¨nnen. Es sind damit also alle Sa¨uren oder Basen innerhalb des Proteins gemeint.
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Abbildung 1.2: Die Stickstoff-, Sauerstoff- und Kohlenstoffatome der Aminosa¨uren Asparagin,
Glutamin und Histidin sind aus der Elektronendichte einer Ro¨ntgenstrukturanalyse nicht immer
eindeutig zuzuordnen, da sie nur schwer unterscheidbar sind. Es treten somit immer wieder Prote-
instrukturen mit falsch zugeordneten Atomen auf.
doch bisher nicht. Mit Hilfe derartiger Bewertungsfunktionen ist es aber zu-
mindest mo¨glich, einzelnen Resten in einer Ro¨ntgenstruktur einen plausiblen
Protonierungszustand zuzuweisen.
1.2 Aufgabenstellung und Gliederung
1.2.1 Teil I: Der Einfluss der Protonierung auf Protein- Ligand-
wechselwirkungen
Im ersten Teil dieser Arbeit werden Protonierungszusta¨nde von Proteinen und
deren Liganden untersucht, sowie der Einfluß dieser Zusta¨nde auf die gegen-
seitige Wechselwirkung analysiert. Es werden dabei in erster Linie die elektro-
statischen Effekte betrachtet.
Elektrostatische Rechenverfahren bilden die Grundlage jeder Abscha¨tzung
von Protonierungszusta¨nden in Proteinen. Es wird gezeigt, wie der Ansatz zur
Lo¨sung der Poisson-Gleichung mittels der Finiten-Differenz-Methode von Pro-
teinen (Kapitel 4) auf Protein-Ligandkomplexe erweitert wird (Kapitel 5). Zu
diesem Zweck wird ein allgemeines Schema zur Bestimmung der Atomladungen
in Moleku¨len fu¨r die Anwendung in wa¨ssriger Umgebung entwickelt (Kapitel
2+3). Validiert wird dieses Verfahren anhand der Berechnung der Solvatisie-
rungsenergie kleiner Moleku¨le (Kapitel 3). Anschließend werden die, mit dem
hier entwickelten Parametrisierungsschema zur Vorhersage von pKa-Werten in
Proteinen erhaltenen Ergebnisse mit experimentellen Daten sowie anderen, in
der Literatur beschriebenen theoretischen Ergebnissen verglichen (Kapitel 4).
Der gefundene Parametersatz, der erstmals sowohl die proteinogenen Ami-
nosa¨uren wie auch chemisch sehr diverse Liganden korrekt behandeln kann,
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ergibt vergleichbare Ergebnisse wie andere Ladungsmodelle. Er ist er aber im
Gegensatz zu diesen universell fu¨r Proteine und Protein-Ligandkomplexe ein-
setzbar. Dabei ergibt sich zudem die Mo¨glichkeit durch ITC Messungen8 ge-
fundene Effekte des Proteins Thrombin im Komplex mit dem Liganden Nap-
sagatran [51] (Kapitel 5) durch Modellrechnungen zu erkla¨ren.
In Kapitel 6 wird untersucht, welchen Einfluß weitreichende elektrostati-
sche Effekte auf die Protein-Ligandbindung haben. Es wird gezeigt, daß die
Elektrostatik neben dem Einfluß auf die lokale Geometrie auch fu¨r das gegen-
seitige Erkennen von Protein und Ligand u¨ber große Distanzen eine wichtige
Rolle spielt und daß der entwickelte Parametersatz zur Modellierung derarti-
ger Effekte geeignet ist. Dies wird zuna¨chst an einer bekannten Struktur der
Acetylcholinesterase mit Hilfe des Programms Autodock untersucht, da dieses
Programm die Mo¨glichkeit vorsieht, extern berechnete elektrostatische Poten-
tiale als Zielfunktion fu¨r das Docking einzusetzen. Ferner wird die Anwendbar-
keit des Modells fu¨r das strukturbasierte Wirkstoffdesign getestet, indem mo-
dellierte Strukturen anderer Acetylcholinestere-Inhibitoren mit den bekannten
Ro¨ntgenstrukturen verglichen werden.
1.2.2 Teil II: Entwicklung einer effizienten Abfragesprache fu¨r die
Datenbank Relibase
Dieser zweite, eher technische Teil der Arbeit befaßt sich mit der Entwick-
lung einer effizienten Methode zur Verwaltung und Extraktion von Informa-
tionen aus der Datenbank Relibase [84]. Relibase ist eine Datenbank, die ent-
wickelt wurde, um u¨ber eine einheitliche Basis zur Untersuchung von Protein-
Ligandwechsel-wirkungen in PDB-Strukturen zu verfu¨gen, sowie eine Mo¨glich-
keit zur raschen Evaluierung a¨hnlicher Protein oder Ligand-Eigenschaften be-
reitzustellen. Relibase stellt eines der Werkzeuge dar, die Zugang zu einem
besseren Versta¨ndnis der Protein-Ligandwechselwirkungen ero¨ffnen sollen.
In diesem Sinne war Relibase Grundlage fu¨r die von Holger Gohlke ent-
wickelte empirische Bewertungsfunktion fu¨r Komplexstrukturen (DrugScore
[79]). Auch ist sie Kern der von Schmitt et al. entwickelten und von Daniel
Kuhn bearbeiteten Datenbank zum geometrischen Vergleich und zur Klas-
sifizierung von Proteinbindetaschen (CavBase [165]). Weitere Entwicklungen
sind die Erweiterung von Judith Gu¨nter zur Analyse von Wasser in Komplex-
strukturen (WaterBase) oder die von Peter Block begonnene Datenbank zur
8ITC = Isothermale Calorimetrie. Ein Verfahren, um geringste Wa¨rmemengen bei chemischen Reaktionen
zu messen.
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Untersuchung von Sekunda¨rstrukturmustern (SecBase [25]).
Was Relibase zu Beginn der vorliegenden Arbeit essentiell fehlte, war eine
Schnittstelle, die es erlaubte, mit vergleichsweise geringem Programmierauf-
wand auf den Datenbestand zuzugreifen. Bis zur Entwicklung der in der vorlie-
genden Arbeit entstandenen Programmierschnittstelle waren zur Anwendung
und Erweiterung der Datenbank profunde Programmierkenntnisse, sowie die
Verfu¨gbarkeit des Relibase Quelltextes erforderlich. Selbst damit war Reliba-
se ein schwer zu durchschauendes System, das ohne intensive und langwierige
Einarbeitungszeit kaum zu beherrschen war.
Mit der U¨bergabe der Pflege und Vermarktung von Relibase an das Cam-
bridge Crystallographic Datacenter9 wurde die Entwicklung einer vom Da-
tenbankkern unabha¨ngigen Schnittstelle und Abfragesprache notwendig, um
Weiterentwicklungen des Datenbankkerns und die Entwicklung von Erweite-
rungen, worunter vor allem neue Suchstrategien und Eigenschaftsbeschreibun-
gen zu verstehen sind, voneinander zu trennen. Inzwischen ist diese Trennung
vollsta¨ndig vollzogen.
Die Weiterentwicklung der Datenbank und die Lo¨sung technischer Probleme
werden nun ausschließlich vom CCDC durchgefu¨hrt, Erweiterungen und neue
Anwendungen werden vorwiegend vom Arbeitskreis Klebe entwickelt. Wie im
Kapitel 9 gezeigt wird, ist dies inzwischen auch von Wissenschaftlern ohne
profunde Kenntnisse der internen Datenbankstruktur oder komplizierter Pro-
grammiertechniken mo¨glich.
Die Spracherweiterung wird in einer Reihe laufender Projekte eingesetzt
und ist mit der aktuellen Relibase+ Version als ReliScript kommerziell erha¨lt-
lich. Zusa¨tzlich wurde die Entwicklung einer Datenbankerweiterung begonnen,
die Informationen u¨ber Protonierungszusta¨nde, wie sie in Teil I der Arbeit
berechnet werden, beinhaltet. Leider konnten nicht alle Probleme im Zusam-
menhang mit der pKa Berechnung gelo¨st werden, so daß es zum gegenwa¨rti-
gen Zeitpunkt nicht mo¨glich ist, automatisch die pKa Werte fu¨r sa¨mtliche in
Relibase abgelegten Proteine und Protein-Ligandkomplexe zu berechnen, was
urspru¨nglich eines der Ziele dieser Arbeit war. Dies muß in folgenden Arbeiten
weiterverfolgt werden. Alle erforderlichen Werkzeuge und Strukturen sind je-
doch vorhanden. Der Referenzteil gibt zusa¨tzlich einen U¨berblick u¨ber einige
wa¨hrend der Zeit dieser Arbeit entwickelten Methoden und Programme zur
Berechnung der Ergebnisse, die in Teil I dargestellt sind.
9CCDC: www.ccdc.cam.ac.uk
Teil I
Der Einfluß von
Protonierungszusta¨nden auf
Protein-
Ligandwechselwirkungen
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Kapitel 2
Einfu¨hrung
Proteine sind Makromoleku¨le bestehend aus einer oder mehreren Polypep-
tidketten, die aus den 20 proteinogenen Aminosa¨uren aufgebaut sind. Auf-
grund der unterschiedlichen physikochemischen Eigenschaften der beteiligten
Aminosa¨uren nehmen diese Peptidketten eine komplexe dreidimensionale Fal-
tungsstruktur ein. Zusa¨tzlich ko¨nnen weitere Modifikationen am Protein, wie
Einlagerung von Metallionen, das Knu¨pfen von Disulfidbindungen, Glycosilie-
rung mit Zuckerresten usw. auftreten. Die Struktur wird jedoch determiniert
durch die Wechselwirkung des Peptidstranges mit dem umgebenden Lo¨sungs-
mittel und sich selbst.
Bei dem umgebenden Lo¨sungsmittel handelt es sich in der Regel um eine
verdu¨nnte wa¨ssrige Lo¨sung in der neben weiteren Proteinen Metallionen und
andere organische Substanzen gelo¨st sind und die einen spezifischen, von den
Lebensbedingungen des Organismus und der Funktion der Zelle abha¨ngigen,
“physiologischen” pH Wert besitzt.
2.1 Protonierungsgleichgewichte
Unter den 20 proteinogenen Aminosa¨uren befinden sich einige, deren Seiten-
ketten in Wasser durch Abspaltung von Wasserstoffionen eine saure Reaktion
zeigen; dies sind insbesondere die Asparagin- und Glutaminsa¨ure, aber auch
Tyrosin und Cystein ko¨nnen Wasserstoffionen abzuspalten. Bei dieser Reakti-
on gehen die Aminosa¨uren von einem ungeladenen in einen negativ geladenen
Zustand u¨ber (Gleichung 2.1).
HA ⇀↽ A− +H+ (2.1)
Andere Aminosa¨uren, wie Arginin und Lysin, aber auch Histidin reagieren
21
22 KAPITEL 2. EINFU¨HRUNG
in Wasser durch Aufnahme von Wasserstoffionen basisch und gehen dabei in
einen positiv geladenen Zustand u¨ber (Reaktion 2.2).
B +H+ ⇀↽ BH+ (2.2)
Da das Wasserstoffkation H+ formal auch als Proton bezeichnet werden
kann, wird diese Abspaltung von Wasserstoffionen auch als Deprotonierung,
die Aufnahme als Protonierung bezeichnet.
Derartige Abspaltungs- und Aufnahmereaktionen finden jedoch immer in
Kombination mit einer gegenla¨ufigen Reaktion statt, sodaß man von sogenann-
ten konjugierten Sa¨ure-Base-Reaktionen spricht. Auch existieren niemals freie
H+ Ionen; vielmehr werden diese meist intermedia¨r an vorhandene Wassermo-
leku¨le unter Bildung eines Hydroniumions H3O
+ gebunden oder von Wasser
(H2O) unter Bildung eines Hydroxylanions (OH
−) abgespalten. Wasser rea-
giert auch mit sich selbst (Gleichung 2.3), was als Autoprotolyse bezeichnet
wird, so daß in Wasser stets eine geringe Menge H3O
+ als auch OH− Ionen
gelo¨st vorliegen.
2H2O ⇀↽ H3O
+ +OH− (2.3)
U¨ber das Massenwirkungsgesetz kann das Verha¨ltnis zwischen protonier-
tem und nichtprotoniertem Anteil ausgedru¨ckt werden (Gleichung 2.6). Diese
Beziehung gilt sowohl fu¨r im Protein enthaltene Aminosa¨uren als auch fu¨r
Liganden in Protein-Ligandkomplexen. Funktionelle Gruppen, die eine Proto-
nierungsreaktion zeigen, werden auch als titrierbar bezeichnet. Zur Charak-
terisierung der Protonierungseigenschaften einer titrierbaren Gruppe wird die
Gleichgewichtskonstante Ka bzw. pKa = −logKa verwendet. Entsprechend ist
der pH Wert der negative dekadische Logarithmus der vorliegenden H+ bzw.
H3O
+ Ionenkonzentration.
Durch Umformung erha¨lt man die Gleichung von Henderson und Hassel-
balch, durch die sich die Beziehung zwischen Konzentration der protonierten
und unprotonierten Spezies in Abha¨ngigkeit vom vorliegenden pH Wert aus-
dru¨cken la¨ßt (Gleichung 2.6).
Ka =
[A−] · [H+]
[HA]
(2.4)
H+ = Ka · [HA]
[A−]
| − log() (2.5)
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pH = pKa + log
[A−]
[HA]
(2.6)
Der pHWert ist somit entscheidend fu¨r den Protonierungszustand der betei-
ligten Reaktanden. Unterschiedliche protonierungszusta¨nde ko¨nnen zu deutli-
chen Vera¨nderungen der physikochemischen Eigenschaften fu¨hren. Zu den pH
abha¨ngigen Ligandeigenschaften geho¨ren z.B. die Lo¨slichkeit, die Fa¨higkeit
durch Zellmembranen zu diffundieren sowie die Affinita¨t zu Rezeptorprotei-
nen. Auf Seiten des Proteins sind neben der Aktivita¨t auch die Faltung und
die Stabilita¨t ha¨ufig stark pH abha¨ngig.
Um den Einfluß der Protonierungszusta¨nde auf Protein-Ligandwechselwir-
kungen, sowie auf die Aktivita¨t und Stabilita¨t von Proteinen zu verstehen,
soll zuna¨chst betrachtet werden, welche Einflu¨sse allgemein eine Rolle bei
Protein-Ligandwechselwirkungen spielen und welche von ihnen pH abha¨ngig
sein ko¨nnen.
2.2 Energetische Beitra¨ge zur Ligandenbindung
Die Bindung eines Liganden an einen Rezeptor ist eine Gleichgewichtsreakti-
on, die sich allgemein u¨ber eine Gleichgewichtskonstante Kass charakterisieren
la¨ßt. Sie beschreibt die Wechselwirkung eines Liganden (L) mit einem Protein
(P ) quantitativ (Gleichung 2.7). Diese Gleichgewichtskonstante ist messbar,
und ihre Gro¨ße gibt Auskunft u¨ber die Bindungsaffinita¨t eines Liganden fu¨r
das entsprechende Protein.
P + L ⇀↽ [PL] (2.7)
Kass =
[PL]
[P ] · [L] (2.8)
Da die Formulierung des Massenwirkungsgesetzes nur unter der Annahme
einer reinen Gleichgewichtsthermodynamik anzuwenden ist, Bedingungen, wie
sie in biologischen Systemen in aller Regel nicht vorliegen, mu¨ssten gegebenen-
falls weitere Einflu¨sse, wie Fließgradienten und Konzentrationsgradienten mit
in die Betrachtung einbezogen werden.
Statt der Bindungskonstanten wird insbesondere in theoretischen Modellen
ha¨ufiger die freie Bindungsenthalpie ∆G angegeben, die sich grundsa¨tzlich aus
einem enthalpischen Teil ∆H und einem entropischen Teil −T∆S zusammen-
setzt (Gleichung 2.9).
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∆G = −RTlnK = ∆H − T∆S (2.9)
In theoretischen Modellen, wie sie in dieser Arbeit Verwendung finden, wer-
den die Beitra¨ge zur freien Bindungsenthalpie ∆G gewo¨hnlich in verschiedene
nichtkovalente Wechselwirkungsterme aufgespalten, wobei einige eher entropi-
scher Natur, andere wiederum mehr enthalpischer Natur sind. Unter Annahme
einer Additivita¨t des gesamten freien Enthalpiebeitrags aus mehreren Einzel-
beitra¨gen la¨ßt sich die freie Bindungsenthalpie folgendermaßen aufspalten:
∆G = ∆GHB +∆Gelec +∆Gvdw +∆Gkonf +∆Gdesolv (2.10)
∆GHB Beitra¨ge durch Bildung und Aufbrechen von Wasserstoffbru¨cken
∆Gelec Beitra¨ge durch elektrostatische Wechselwirkungen
∆Gvdw Beitra¨ge durch Van der Waals Wechselwirkungen
∆Gkonf Beitra¨ge durch interne Konformationsa¨nderungen
∆Gdesolv Beitra¨ge durch A¨nderungen der Solvatation/Desolvatation
Experimentell bestimmte Inhibitionskonstanten (Ki bzw. KD) liegen in ei-
nem Bereich von 10−2 bis 10−12 M, was einer freien Standardbindungsenthalpie
von etwa -2.5 bis -15 kcal/mol bei T = 298 K entspricht [33]. Eine A¨nderung
der freien Standardenthalpie um 1.36 kcal/mol bewirkt bei dieser Temperatur
eine A¨nderung der Inhibitionskonstanten um eine Gro¨ßenordnung. Im Folgen-
den werden die einzelnen Beitra¨ge zur Gesamtwechselwirkungsenthalpie unter
besonderer Beru¨cksichtigung des Einflusses der Protonierungzusta¨nde betrach-
tet.
2.2.1 Wasserstoffbru¨cken
Die Bedeutung der Wasserstoffbru¨ckenbindung [97, 98] fu¨r die Struktur von
Proteinen und deren Komplexe mit Liganden geht bis auf Arbeiten von Pau-
ling zuru¨ck [148]. Wasserstoffbru¨cken entstehen durch die Wechselwirkungen
zwischen einem elektronegativen Akzeptoratom (A) und einem an ein elektro-
negatives Donoratom (D) gebundenes Wasserstoffatom (H). Die La¨nge einer
Wasserstoffbru¨cke, bzw. der Abstand zwischen Donor- und Akzeptoratom liegt
zwischen 2.5 und 3.2 A˚ [97] der D-H...A Winkel liegt zwischen 130 und 180◦
[110]. Wasserstoffbru¨cken besitzen bei sehr kurzen Distanzen ( < 2.2 A˚) einen
kovalenten Charakter, der bis zu 10% der Bindungsenergie einer kovalenten
Bindung ausmachen kann. Die Bedeutung von Wasserstoffbru¨cken fu¨r die Pro-
teinfaltung und Ligandwechselwirkung ist unbestritten, jedoch herrscht keine
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einheitliche Auffassunge u¨ber den genauen Beitrag zur Bilanz der Bindungs-
enthalpie [58, 135]. Die Quellen derartiger Daten sind insbesondere spektrosko-
pische Untersuchungen sowie durch Analyse kristallographischer Datenbanken
erhaltene statistischer Verteilungen [3, 110]. Eine Zusammenstellung in Kris-
tallpackungen beobachteter Wechselwirkungsgeometrien ist in der Datenbank
IsoStar enthalten [32]. Aus derartigen Datenbanken la¨ßt sich ableiten, daß
Carbonyl- und Carboxylat-Sauerstoffatome hauptsa¨chlich in Richtung ihrer
freien Elektronenpaare Wechselwirkungen ausbilden [111, 136, 8]; bei letzte-
ren sind die Elektronenpaare in syn-Stellung gegenu¨ber denen in anti-Stellung
bevorzugt [110, 158, 181]. Fu¨r vergrabene Wasserstoffbru¨cken, die an einer
Protein-Ligandbindung beteiligt sind, ist der Beitrag zur Bindungsenthalpie
allgemein als ho¨her einzuscha¨tzen als fu¨r solche an der lo¨sungsmittelexponier-
ten Proteinoberfla¨che, wo Wasser als sta¨ndiger Wasserstoffbru¨ckenpartner zur
Verfu¨gung steht [19, 176]. Innerhalb eines Proteins sind N-H bzw. C=O Grup-
pen nahezu vollsta¨ndig (> 98%) in Wasserstoffbru¨ckennetzwerke eingebunden
[126]. Die energetischen Beitra¨ge von Wasserstoffbru¨cken zur Bindungsenthal-
pie liegen fu¨r ungeladene Wasserstoffbru¨ckenpartner in einer Gro¨ßenordnung
von -0.5 bis -1.5 kcal/mol [58, 59].
A¨hnliche Zahlen resultieren aus Untersuchungen von Strukturen und Lo¨-
sungsenergien kristalliner zyklischer Dipeptide [83] sowie aus Studien zum
Stabilisierungsbeitrag von intramolekularen Wasserstoffbru¨cken in Proteinen
[46, 57, 180]. Fu¨r sogenannte Salzbru¨cken1, in denen starke elektrostatische
Wechselwirkungen u¨ber kurze Distanzen vorliegen, werden Beitra¨ge von -2.5
bis -5 kcal/mol angenommen [13, 59, 93].
Neben dem energetischen Beitrag zur Bindungsaffinita¨t fu¨hren Wasserstoff-
bru¨cken durch ihre energetisch begu¨nstigten Vorzugsgeometrien vor allen Din-
gen zu einer spezifischen Ausrichtung eines gebundenen Liganden in der Bin-
detasche. Die daraus resultierende Einschra¨nkung in den konformativen Frei-
heiten des Liganden kann zu einem ungu¨nstigen entropischen Beitrag fu¨hren,
so daß der tatsa¨chlich verbleibende Anteil der Wasserstoffbru¨ckenenergie unter
Umsta¨nden aufgezehrt oder sogar u¨berkompensiert werden kann. Aus diesem
Grund sind Wasserstoffbru¨cken als ausschließlich gu¨nstiger Beitrag zur Ligan-
denbindung differenziert zu betrachten.
Titrierbare Gruppen wie z.B. Carboxylgruppen, ko¨nnen abha¨ngig von ihrem
Protonierungszustand als Wasserstoffbru¨ckendonor oder als Akzeptor vorlie-
1Eine Salzbru¨cke ist eine Wasserstoffbru¨cke zwischen geladenen Wechselwirkungspartnern.
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gen (−COOH,−COO−). In deprotonierter Form kann zu einer protonierten
Aminogruppe (−NH+3 ) zudem eine Salzbru¨cke ausgebildet werden. Ob eine
Wasserstoffbru¨ck, oder Salzbru¨cke gebildet werden kann, sowie die Gro¨ße der
damit verbundenen Bindungsenthalpie ha¨ngt unmittelbar von dem Protonie-
rungszustand des Donor- und Akzeptoratoms ab und ist dadurch in hohem
Maße pH abha¨ngig.
2.2.2 Ungerichtete, elektrostatische Wechselwirkungen
Neben den vergleichsweise starken, gerichtetenWechselwirkungen, wie sie durch
Wasserstoffbru¨cken realisiert sind, finden auch zwischen allen weiteren gelade-
nen und polarisierten Moleku¨lteilen elektrostatische Wechselwirkungen statt.
Derartige Wechselwirkungen spielen bei der molekularen Erkennung und der
Ligandbindung eine ha¨ufig unterscha¨tzte Rolle. Von ihrer Natur her sind elek-
trostatische Wechselwirkungen zwischen Ladungspunkten durch das Coulomb-
Gesetz beschrieben. So ist die Coulomb-Kraft F zwischen zwei Ladungen q1
und q2 mit Abstand r durch Beziehung 2.11 gegeben:
F =
q1q2
4pi²0r2
(2.11)
Hierbei ist ²0 (²0 = 8.854 · 10−12 C2Jm) die Dielektrizita¨tskonstante des Va-
kuums. In einem anderen Medium mit einer relativen Dielektrizita¨tskonstante
² = ²r · ²0, in welchem ² ein Vielfaches von ²0 ist, verringert sich diese Kraft
proportional. Die elektrische Arbeit we (Einheit J) die resultiert, wenn q2 aus
unendlicher Entfernung in einen Abstand r zu q1 gebracht wird, ergibt sich aus
Gleichung 2.12:
we = −
∫ r
∞
Fdr = − q1q2
4pi²0
∫ r
∞
1
r2
dr =
q1q2
4pi²0r
(2.12)
Anders ausgedru¨ckt induziert jede Ladung in ihrer Umgebung ein elektro-
statisches Potential φ = q
4pi²0r
, das, multipliziert mit einer dort befindlichen
Ladung q, die Arbeit we ergibt. Die Einheit des Potentials ist J/C und wird
ha¨ufig mit einer Einheitsladung 1e multipliziert, um direkt die Arbeit zu er-
halten.
Da diese Zahlen aufgrund von ²0 sehr klein sind, wird ha¨ufig statt der Ein-
heit J ein Vielfaches von kT verwendet, was dem Produkt der Boltzmann-
konstante mit der absoluten Temperatur entspricht. Bei einer absoluten Tem-
peratur von T=300K entspricht 1kT demnach 1.38066 · 10−23J/K ∗ 300K =
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4.14 · 10−21J . Bezogen auf die bei chemischen Reaktionen u¨blicherweise ver-
wendeten Mengenverha¨ltnissen von einem Mol, was einer Multiplikation mit
der Avogadro-Konstante von 6.022 · 1023mol−1 entspricht, wird die atomare
Einheit 1kT gleichbedeutend mit einer chemischen Energie von 2.49 kJ/mol
bzw. 0.595 kcal/mol verwendet. Dies ist wiederum a¨quivalent zu RT. Beide
Einheiten kommen in der Literatur vor und sind vo¨llig gleichwertig.
Elektrostatische Wechselwirkungen sind zum einen recht starke Wechselwir-
kungen andererseits aber auch sehr weitreichend, was sich aus der Proportio-
nalita¨t des Potentials zu 1/r ergibt. Der Protonierungszustand eines Moleku¨ls
beeinflußt unmittelbar den Ladungszustand, da die Deprotonierung einer sau-
ren Seitenkette zu einer formalen Ladung von -1e und die Protonierung einer
basischen Seitenkette entsprechend zu einer formalen Ladung von +1e fu¨hrt.
Bei einem physiologischem pH-Wert von ca. 7.4 besitzt ein Protein immer
Seitenketten mit permanenten formalen Ladungen, da insbesondere die Gua-
nidinseitenkette von Arginin (pKa = 12.5), die Aminseitenkette von Lysin (pKa
= 10.8) protoniert, sowie Carboxylgruppen von Asparagin- (pKa = 3.9) und
Glutaminsa¨ure (pKa = 4.1) deprotoniert vorliegen (pKa-Werte nach [43]).
Die große Tendenz dieser Aminosa¨ureseitenketten, im geladenen Zustand
vorzuliegen, fu¨hrt dazu, daß diese Gruppen fast immer an der Proteinober-
fla¨che, dem Lo¨sungsmittel zugewandt, zu finden sind. In vergrabenen Bindeta-
schen und im Proteininneren sind sie seltener. Dort stehen sie in aller Regel in
Wechselwirkung mit entgegengesetzt geladenen Gruppen (z.B. in Salzbru¨cken)
oder anderen Ionen und tragen ganz erheblich zur Stabilita¨t eines Proteins bei.
Elektrostatische Wechselwirkungen weniger starker Basen oder Sa¨uren im
Protein, wie z.B. Tyrosin (pKa = 9.6), Histidin (pKa = 6.3) oder Cystein
(pKa = 8.4) deren Ladung aufgrund der Gleichgewichtslage ihres Protonie-
rungszustandes sta¨rker fluktuiert, ko¨nnen ebenfalls stabilisierend wirken. Die-
se Wechselwirkungen treten selbstversta¨ndlich nicht nur innerhalb des Prote-
ins auf, sondern beeinflussen ebenfalls die Bindungsaffinita¨t eines Liganden.
So besitzen einige Proteine durch geladene Aminosa¨uren oder eingebundene
anorganische Ionen permanente Ladungen in der Bindetasche, was entweder
zu sehr hohen Substratumsatzraten (Acetylcholinesterase) oder zu sehr hohen
Bindungsaffinita¨ten (Carboanhydrase) fu¨hrt.
Die so an der Oberfla¨che und im Inneren eines Rezeptors lokalisierten per-
manenten Ladungen fu¨hren zu einem spezifischen elektrostatischen Potential
in der na¨heren und weiteren Proteinumgebung, das eine Lenkung des Liganden
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in Richtung auf die Bindetasche bzw. eine Abstoßung von den nicht aktiven
Bereichen des Proteins bewirkt. Eine schematische Darstellung dieses elektro-
statischen Potentialfeldes zeigt Abbildung 2.1.
Abbildung 2.1: Schematische Darstellung des induzierten Potentials, das von geladenen Seiten-
ketten an der Oberfla¨che eines Rezeptors in seiner Umgebung gebildet wird. Die Einkerbung soll
schematisiert eine mo¨gliche Bindetasche repra¨sentieren.
Untersuchungen hierzu wurden insbesondere mittels Brownscher Dynamik-
simulationen sowie Elektrostatikrechnungen durchgefu¨hrt [191, 196, 112]. Die
Visualisierung des elektrostatischen Potentials an der Proteinoberfla¨che gibt
oft schon einen Hinweis auf mo¨gliche Bindetaschen, sowie auf deren grundsa¨tz-
liche elektrostatische Natur (positiv oder negativ polarisiert). Ein bindender
Ligand muß eine dazu komplementa¨re Ladung tragen. Hydrophobe Binde-
taschen besitzen entsprechend eine betont ungeladene Umgebung die einen
ebenfalls hydrophoben Liganden aus dem Lo¨sungsmittel in Richtung der Bin-
detasche treibt. Da die Ladungsverteilung neben permanenten Ladungstra¨gern
vor allem von den titrierbaren Gruppen bestimmt wird, ha¨ngt die Form und
Struktur der Potentialfelder stark vom pH Wert der Umgebung ab.
2.2.3 Solvatisierungseffekte
Die besondere Stellung des Wassers unter allen Lo¨sungsmitteln bei außer-
gewo¨hnlich kleinem Moleku¨lvolumen ein tetraedrisch koordiniertes molekula-
res Netzwerk auszubilden [54, 64], tritt auch bei der Desolvatation von Protein
und Ligand im Verlauf der Komplexbildung hervor.
Das tetraedrisch koordinierte Wasserstoffbru¨ckennetzwerk ist fu¨r die Was-
ser lokal bevorzugte Struktur, so daß trotz des Entropieverlustes durch die
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verminderte Bewegungsfreiheit des einzelnen Wassermoleku¨ls ein Großteil aller
Wassermoleku¨le in diesem quasikristallinen Zustand zu finden sind. Dennoch
erlaubt toleriert dieses Netzwerk ein hohes Maß an Unordnung, was auch zu
den vergleichsweise hohen Schmelz- und Siedetemperaturen fu¨hrt.
In Wasser gelo¨ste Substanzen sind stets solvatisiert (Abbildung 2.2). Fu¨r
große Moleku¨le, wie Proteine mit z.T. großen hydrophoben Bereichen, ist diese
Solvatisierung, d.h. die Anlagerung von Wassermoleku¨len, stets ein energeti-
scher Kompromiss. Entropisch ist die Assoziation an Proteinoberfla¨chen fu¨r
Wassermoleku¨le als ungu¨nstig anzusehen, da diese Bewegungsfreiheitsgrade
verlieren. Fu¨r einen Liganden ist der solvatisierte Zustand verglichen mit ei-
ner Proteinbindung entropisch jedoch als gu¨nstig zu betrachten, da sich so ein
Maximum an Rotations- und Torsionsfreiheitsgraden ergibt.
Bei der Assoziation eines Liganden an ein Rezeptorprotein wird die Sol-
vathu¨lle abgestreift und nach Bildung des Komplexes erfolgt eine Reorgani-
sation der Wassermoleku¨le, so daß eine Betrachtung der Wechselwirkung mit
Wasser und der zugeho¨rigen Energetik bedeutsam ist [40, 96, 117].
Zuna¨chst wirken Wassermoleku¨le als Wasserstoffbru¨ckendonator und Ak-
zeptor, wobei jedes Wassermoleku¨l zur Ausbildung einer Tetraederkonfigurati-
on in der Regel ein Netz von 3-4 Wasserstoffbru¨cken pro Moleku¨l ausbildet [98].
Poornima und Dean [150, 151] fanden bei der Untersuchung von 19 hochauf-
gelo¨sten Kristallstrukturen von Protein-Ligand-Komplexen, daß etwa 80% der
Wassermoleku¨le, die ro¨ntgenkristallographisch aufgekla¨rt wurden, verbru¨ckend
zwischen Protein und Ligand wirken.
Fu¨r diese indirekte, Solvens-vermittelte Wechselwirkung wurde unter der
Voraussetzung einer optimalen Geometrie ein Beitrag zur Bindungsaffinita¨t
von bis zu -3.0 kcal/mol [21, 193] bzw. -1.6 kcal/mol [114, 52] abgescha¨tzt.
Damit verbunden ist nicht nur das Aufbrechen von Wasserstoffbru¨cken zu
funktionellen Gruppen, sondern auch die Reorganisation der Wasserstruktur
an der Grenzfla¨che. Sowohl enthalpische als auch entropische Einflu¨sse auf die
Bindungsaffinita¨t resultieren aus der Restrukturierung [99, 147, 167, 168].
Es muß davon ausgegangen werden, daß Wechselwirkungen von Wasser zu
gelo¨sten Substanzen u¨ber Wasserstoffbru¨cken umso gu¨nstiger sind, je sta¨rker
die bevorzugte tetraedrische Ausbildung von Wasserstoffbru¨cken unterstu¨tzt
wird, wobei durch die Verminderung von Bewegungsfreiheitsgraden ein ungu¨ns-
tiger entropischer Beitrag zu beru¨cksichtigen ist.
Die Wechselwirkung mit hydrophoben Moleku¨len ist entsprechend ungu¨ns-
30 KAPITEL 2. EINFU¨HRUNG
Abbildung 2.2: Bei der Assoziation eines Liganden an eine Proteinbindetasche gehen Translations-
und Rotationsfreiheitsgrade des Liganden verloren, jedoch gewinnen die bei der Desolvatation frei-
gesetzten Wassermoleku¨le an Bewegungsfreiheit.
tig, da hier keinerlei Beitrag zur Vorzugsgeometrie des Wassers geleistet werden
kann. Solche Substanzen bilden keine Wechselwirkungen zu Wasser aus, so daß
als hydrophober Effekt die Pra¨sentation einer mo¨glichst kleinen apolaren Ober-
fla¨che gegenu¨ber Wasser bezeichnet wird [12, 37, 87]. Der resultierende ungu¨ns-
tige Energiebeitrag zur Ausbildung einer apolaren Kavita¨t in einem geschlos-
senen Wasserstoffbru¨ckennetzwerk wird bevorzugt durch entropische Effekte
erkla¨rt [152, 175] und verha¨lt sich proportional zur Solvens-exponierten Ober-
fla¨che [38, 55, 144, 146]. Bei Lo¨slichkeitsstudien von Kohlenwasserstoffen in
Wasser erha¨lt man so als Beitrag der hydrophoben Wechselwirkungen +0.025
bis +0.35 kcal/mol · A˚2 [38, 39, 87]. Die Analyse der vergrabenen Oberfla¨che
bei Rezeptor-Ligand-Bindungsstellen im Zusammenhang mit experimentell be-
stimmten Bindungsaffinita¨ten ergibt vergleichbare Werte von +0.025 bis +0.1
kcal/mol · A˚2 als Beitra¨ge zur Freien Enthalpie [138, 159, 167, 168]. Das Ver-
graben einer Methylgruppe (ca. 25 A˚2) liefert daher einen ungu¨nstigen Beitrag
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von etwa +0.6 bis +1.4 kcal/mol. Bei einem Assoziationsprozess kommt es zu
einer konformativen A¨nderung sowohl auf Liganden- als auch auf Proteinsei-
te, um dem umgebenden Solvens eine mo¨glichst geringe apolare Oberfla¨che
zu pra¨sentieren. Man spricht auch von einem sogenannten “hydrophoben Kol-
laps”.
Als wesentlicher gu¨nstiger Beitrag zur Solvatisierungsenergie eines Moleku¨ls
wird allgemein die elektrostatische Energie zur U¨berfu¨hrung eines Moleku¨ls
aus dem Vakuum in das Solvens betrachtet, von welchem ein ungu¨nstiger Bei-
trag zur Ausbildung der hydrophoben Kavita¨t abgezogen werden muß. Die-
se Betrachtung wird insbesondere von impliziten Solvatisierungsmodellen mit
großem Erfolg verwendet [9, 20, 26, 31, 49, 53, 56, 105, 192].
Explizite Wassermodelle bewerten vielmehr die Qualita¨t des ausgebilde-
ten Wasserstoffbru¨ckennetzwerks mit Hilfe geeigneter Bewertungsfunktionen
[12, 61, 73, 119, 154, 158, 179]. Diese Modelle spielen insbesondere in Mole-
kulardynamiksimulationen eine große Rolle. Je nach Anwendungsgebiet haben
aber beide Modelle ihre spezifischen Vor- und Nachteile [124, 130].
Der Einfluß von Protonierung und Deprotonierung auf diese Effekte ist
zuna¨chst analog zu dem Einfluß auf die Ausbildung von Wasserstoffbru¨cken zu
sehen. Andererseits ist eine gelo¨ste Substanz umso hydrophiler je polarer sie
ist. Fu¨r ein Protein ist dies gleichbedeutend mit der Zahl der an der Oberfla¨che
exponierten Ladungen. Wie stark der Einfluß des pH Wertes auf die Stabilita¨t
von Proteinen sein kann, sei an einem allta¨glichen Beispiel aufgezeigt. Das
Lactoglobulin [63, 153], ein wichtiges Protein in Sa¨ugermilch kann problem-
los auf u¨ber 100◦ Celsius erhitzt werden, ohne daß es zu einer Denaturierung
kommt. Der Einfluß von Milchsa¨urebakterien, wodurch Milch gewo¨hnlich sau-
er wird, oder eine ku¨nstlich herbeigefu¨hrte Senkung des pH Wertes fu¨hrt zu
einer raschen Denaturierung und erheblichen Herabsetzung der Lo¨slichkeit des
Proteins.
2.3 Elektrostatische Rechenverfahren
Aufgrund ihrer Sta¨rke und ihres Einflusses auch u¨ber große Distanzen von
332 kcal/mol · A˚/e2, sowie ihrer Distanzabha¨ngigkeit (r−1) sind elektrosta-
tische Wechselwirkungen fu¨r das Versta¨ndnis molekularer Wechselwirkungen
von besonderer Bedeutung. Sie beeinflussen signifikant die molekulare Faltung
[91], Redox-Potentiale, die Ligand-Rezeptor Bindung [35] und insbesondere
die pKa-Werte titrierbarer Gruppen in Proteinen [137, 194]. Doch gerade die
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Sta¨rke und die große Reichweite ihrer Wirkung stellen das Problem bei der
Berechnung der elektrostatischen Effekte in Lo¨sung dar.
Ein Na¨herungsverfahren, das sich als Quasi-Standard herausgestellt hat, be-
handelt das Lo¨sungsmittel als zeitgemitteltes Kontinuum. Das bedeutet, daß
das Lo¨sungsmittel nicht durch eine Anzahl diskreter im Raum verteilter Was-
sermoleku¨le dargestellt wird, sondern lediglich als ein Kontinuum mit einer
ladungsabschirmenden Eigenschaft, der relativen Dielektrizita¨tskonstante ²r.
Es sind zahlreiche Verfahren vorgeschlagen worden, die elektrostatischen
Wechselwirkungen in einem Lo¨sungsmittelkontinuum zu beschreiben. Die am
weitesten verbreitete Methode ist die Lo¨sung der Poisson-Boltzmann Gleichung
mittels der Finite-Differenz Methode (FDPB) [77, 76].
Andere Verfahren, wie das generalisierte Born-Modell [177, 203], das auf-
grund seiner hohen Geschwindigkeit gern im Zusammenhang mit Molekulardy-
namikrechnungen verwendet wird, ist fu¨r die Berechnung von Protonierungsei-
genschaften in Proteinsystemen immer noch nicht ausgereift. Da insbesondere
in Molekulardynamiksimulationen geeignete Resultate mittels des generalisier-
ten Born-Modells erhalten werden, ist zu erwarten, daß es in absehbarer Zeit im
Vergleich zu dem hier vorgestellten Poisson-Boltzmann-Ansatz an Bedeutung
gewinnen wird [143]. Andere Ansa¨tze zur Behandlung der Problematik, wie
das abgeschirmte Coulomb-Potential von Mehler et al. [128, 129, 162], haben
bis heute keine breite Akzeptanz gefunden.
Das Ziel jeder dieser Methoden ist es, die Poisson-Boltzmann-Gleichung
zu lo¨sen und damit das elektrische Potential fu¨r einen unregelma¨ßig geform-
ten Ko¨rper mit einer Anzahl in seinem Inneren lokalisierter Ladungspunk-
te zu lo¨sen. An dieser Stelle soll lediglich auf die Finite-Differenz-Poisson-
Boltzmann2 (FDPB) Methode eingegangen werden, da sie sich in der Vergan-
genheit in vielen Arbeiten bewa¨hrt hat und auch hier ausschließlich verwendet
wurde.
2.3.1 Theorie der Poisson-Boltzmann (PB) Berechnung
Die Coulomb-Energie, die erforderlich ist, einen beliebigen Ko¨rper mit n Punkt-
ladungen in eine bestimmte ra¨umliche Anordnung zu bringen, la¨ßt sich durch
Gleichung 2.13 ausdru¨cken:
2Finite-Differenz oder Finite-Element Methoden sind numerische Verfahren, um partielle Differentialglei-
chungen zu lo¨sen.
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W =
1
2
n∑
i=1
qiφi (2.13)
φi, das elektrostatische Coulomb-Potential, das durch alle von i verschie-
denen Ladungen qj an Position rij erzeugt wird, kann mit Hilfe der Coulomb
Gleichung (2.14) berechnet werden:
φi =
1
4pi²0
n∑
i
n∑
j 6=i
qj
²irij
(2.14)
Jede Ladung muß als eine Ladung in einer dielektrischen Kavita¨t mit einer
internen Dielektrizita¨tskonstante (Moleku¨l ²i) betrachtet werden, welche durch
ein weiteres Dielektrikum (Wasser ²solv) umgeben ist. Dieses a¨ußere Dielektri-
kum entha¨lt zudem gelo¨ste, mobile Ionen. Beide Dielektrika beeinflussen sich
gegenseitig durch Induktion, wobei einerseits eine Polarisierung der Ladung in
der Kavita¨t, andererseits eine Reorientierung der Ionen in dem umgebenden
Medium erfolgt. Induktion ist der Ursprung eines weiteren elektrischen Feldes,
das auch Reaktionsfeld genannt wird. Das Potential des Reaktionsfeldes ergibt
sich durch die Existenz einer dielektrischen Grenzfla¨che.
Um die Energie eines solchen Systems unter Beru¨cksichtigung der Wechsel-
wirkungen mit gelo¨sten Ionen und induktiver Effekte zu berechnen, wird auf
feldbasierte Modelle wie die Poisson-Boltzmann-Gleichung zuru¨ckgegriffen. Die
Poisson-Boltzmann-Gleichung (Gleichung 2.18) ist aus der Poisson-Gleichung
(Gleichung 2.15) abgeleitet, welche die Beziehung einer Ladungsdichte ρ in-
nerhalb eines Ko¨rpers mit dem Fluß des aus der Oberfla¨che dieses Ko¨rpers
hervorquellenden elektrischen Feldes in einem Medium der ortsabha¨ngigen Di-
elektritita¨tskonstante ²(r) in Beziehung setzt.
∇²(r) · ∇φ(r) = −4piρ(r) (2.15)
Betrachtet man ein Protein oder eine andere organische Substanz unter
physiologischen Bedingungen, so befindet es sich stets in einer verdu¨nnten
Elektrolyt-Lo¨sung unterschiedlicher Ionen. Diese Ionen sind in Anwesenheit
eines geladenen Ko¨rpers nicht gleichma¨ßig verteilt, sondern es kommt zu einer
Reorganisation in Abha¨ngigkeit von der lokalen Ladungsverteilung. Betrachtet
man als Beispiel eine Natriumchloridlo¨sung, so werden Na+ Ionen von nega-
tiven Moleku¨lteilen angezogen und von positiven abgestoßen, was im ersten
Fall zu einer Erho¨hung und im zweiten Fall zu einer Erniedrigung der loka-
len Na+ Konzentration fu¨hrt. Diese Betrachtung muß entsprechend fu¨r jede
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vorhandene Ionenart separat erfolgen und fu¨hrt in der Summe zu einer Ver-
schiebung des lokalen elektrostatischen Potentials. Diese Reorganisation von
Ionen ist Grundlage der Debye-Hu¨ckel Theorie, welche die Verschiebung der
lokalen Ionenkonzentration CI(r) beschreibt (Gleichung 2.16):
CI(r) = CIexp(
−qIφ(r)
kT
) (2.16)
C =
N∑
i
Ciexp(
−qiφ(r)
kT
) (2.17)
Hierbei ist CI(r) die lokale Konzentration der Ionenart I an einer gegebe-
nen Position r, CI die Ionenkonzentration in der Lo¨sung, qI die Ladung der
Ionenart und φ(r) das Potential an der Position r. Da in der Regel verschiedene
Arten von Ionen vorhanden sind, wird dies als Summe u¨ber alle Ionensorten i
ausgedru¨ckt (Gleichung 2.17).
Als Poisson-Boltzmann-Gleichung (Gleichung 2.18) bezeichnet man die um
den Debye-Hu¨ckel-Term erweiterte Poisson-Gleichung. Der Faktor λ ist inner-
halb des gelo¨sten Moleku¨ls jeweils 0 und außerhalb 1, da nur dort ein Einfluß
durch gelo¨ste Ionen vorliegt.
∇²(r) · ∇φ(r) = −4pi(ρ(r) + λ(r)
N∑
i
qiCiexp(
−qiφ(r)
kT
)) (2.18)
Diese nichtlineare Form der Poisson-Boltzmann-Gleichung ist nummerisch
schwierig zu lo¨sen [122, 11, 157, 202, 141], daher wird vorwiegend eine linea-
risierte Na¨herung, die linearisierte Poisson-Boltzmann-Gleichung verwendet
(LPB). Sie wird erhalten, indem der exponentielle Term durch Einfu¨hrung ei-
nes modifizierten Debye-Hu¨ckel Parameters κ2(Gleichung 2.20) entfernt wird
(Gleichung 2.21). Die Debye-La¨nge (κ−1 = rDebye) ergibt sich aus der Bezie-
hung 2.19. Sie ist eine charakteristische Distanz fu¨r die exponentielle Abschir-
mung einer Ladung und wird mit zunehmender Ionensta¨rke kleiner.
φ(r) =
q
4pi²²0r
e−r/rDebye (2.19)
κ2 =
1
²²0
N∑
i=1
ciq
2
i =
2
²²0kT
I (2.20)
Dies ist eine gute Na¨herung, solange der Exponent sehr klein ist, was bei
monovalenten Elektrolyten, kleinen Ladungen im gelo¨sten Moleku¨l und großen
Ionensta¨rken gegeben ist.
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∇²(r) · ∇φ(r) = −4piρ(r) + λ(r)κ2φ(r) (2.21)
Zur Lo¨sung der linearisierten Poisson-Boltzmann-Gleichung wird ein gitter-
basiertes Verfahren angewandt, das den zu beschreibenden Raum in ein kubi-
sches Gitter aufteilt (Abbildung 2.3). Jeder Gitterpunkt erha¨lt die Attribute
Ladung (qi), Potential (φi), Ionensta¨rke (I bzw. κ). Die Dielektrizita¨tskon-
stante (²) wird auf die Gitterlinien bzw. auf die Gitterpunkte eines ra¨umlich
um eine halbe Gitterweite verschobenen Gitters gelegt. Zur Lo¨sung werden
nummerische Verfahren angewandt, die die Laplace-Gleichung (∇2) fu¨r dieses
System lo¨sen [42].
Abbildung 2.3: Das Protein wird in ein kubisches Gitter gelegt. Jeder Gitterpunkt repra¨sentiert die
Eigenschaften Ladung (qi), Potential (φi) sowie Ionensta¨rke (I bzw. κ). Die Dielektrizita¨tskonstante
(²) wird auf die A¨ste zwischen den Gitterpunkten gelegt.
Nach Konvergenz des Systems entha¨lt das Gitter fu¨r jeden Punkt das ge-
suchte elektrostatische Potential φi. Die elektrostatische Energie dieses Sys-
tems ist somit die Summe der Produkte aller Ladungen (qi) mit den erhalte-
nen Potentialen (φi) (Gleichung 2.22). Hierbei handelt es sich aber lediglich um
eine artifizielle “Selbstenergie”. Es ist stets eine zweite Berechnung in einem
vera¨nderten System (z.B. anderes Lo¨sungsmittel, Konformationsa¨nderung, La-
dungsverschiebung) durchzufu¨hren, wobei die Differenz der beiden Selbstener-
gien eine freie Energie (∆G) darstellt.
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Welec =
1
2
∑
i
qiφi (2.22)
Programme, die sowohl lineare als auch nichtlineare PB Berechnungen-
durchfu¨hren ko¨nnen, sind z.B. Delphi [77] oder UHBD [41, 123]. Allgemein
herrscht jedoch U¨bereinstimmung, daß die linearisierte Poisson-Boltzmann Glei-
chung fu¨r die meisten Fa¨lle angewendet werden kann, da E ¿ kT ist wobei
E die Energie einer Testladung ist. Lediglich fu¨r hohe Ladungsdichten (z.B.
DNA) und hohe Salzkonzentrationen wird die nichtlineare PB bevorzugt.
In der vorliegenden Arbeit wird ausschließlich das MEAD-Paket von Donald
Bashford verwendet [14], da es einerseits frei, inklusive Quelltext verfu¨gbar ist,
was die Integration in die sonstige verwendete Programmierumgebung verein-
facht und es zudem einen speziellen Modus (multiflex) zur Berechnung der pKa
Werte titrierbarer Seitenketten in Proteinen besitzt. Zudem ist es in vielen
Vero¨ffentlichungen fu¨r verschiedenste Anwendungsbereiche validiert worden.
[18, 16, 15, 118].
2.3.2 Parametrisierung
Der Ansatz zur Berechnung elektrostatischer Energiebeitra¨ge mittels der FDPB-
Methode geht, wie gezeigt, von einer Kombination eines elektrostatischen Kon-
tinuums mit einer einfachen, statistischen Mechanik Beschreibung mobiler Io-
nen in Lo¨sung aus, wobei diese in der LPB als konstanter Faktor κ2 = 2
²²0kT
I
angena¨hert wird.
Zur Parametrisierung eines Modells wird die gelo¨ste Spezies, in dieser Arbeit
handelt es sich dabei um ein organisches Moleku¨l oder ein Protein, durch eine
Ansammlung geladener Kugeln beschrieben, die durch eine Position im Raum,
einen Radius sowie eine Punktladung definiert sind.
Das Lo¨sungsmittel wird durch seine Dielektrizita¨tskonstante (²) sowie einen
Radius der Lo¨sungsmittelmoleku¨le beschrieben, um eine Grenzfa¨che zwischen
Moleku¨linnerem und umgebendem Solvens zu definieren, die sogenannte sol-
venszuga¨ngliche Oberfla¨che (SAS)3.
Die gelo¨sten, beweglichen Ionen werden allgemein durch eine einheitliche
Ionensta¨rke I beschrieben, die von der Art und Konzentration der gelo¨sten
Ionen abha¨ngt. Die Ionensta¨rke wird als molare Konzentration eines monova-
lenten Ions angegeben. Als Standardwert fu¨r Modellrechnungen werden ha¨ufig
3aus dem Englischen: Solvent Accessible Surface
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0.1 mol/l oder auch 0 mol/l verwendet, wenn der Einfluß mobiler Ionen außer
Acht gelassen werden soll.
2.3.3 Die Solvatisierungsenergie kleiner organischer Moleku¨le
Unter der Voraussetzung, daß die freie Energie fu¨r das Lo¨sen eines Moleku¨ls in
Wasser vorwiegend elektrostatischen Ursprungs ist, kann das obige Verfahren
dazu genutzt werden, diesen Anteil an der Solvatisierungsenergie zu berechnen.
Der elektrostatische Anteil der Solvatisierungsenergie ergibt sich aus der
Energie, die aufgebracht werden muß, ein Moleku¨l, das durch einen Satz aus
Ladungen qi und Positionen ri im Raum repra¨sentiert wird, in einem Medium
der Dielektrizita¨tskonstante ²solv zu laden.
Wird zudem die Annahme gemacht, daß die Atomladungen eines Moleku¨ls
miteinander wechselwirken, kann die Energie, die no¨tig ist, die Atomladun-
gen eines Moleku¨ls in einen bestimmten Ladungszustand bei einer bestimm-
ten Geometrie zu bringen, durch die Coulomb Gleichung (2.14) ausgedru¨ckt
werden. Wie oben bereits erwa¨hnt, erha¨lt man aus einer einzelnen PB Berech-
nung mit der Dielektrizita¨tskonstanten des Lo¨sungsmittels (²solv) lediglich eine
Selbstenergie, die neben der Ladungszusammensetzung auch von der Gitter-
weite, den verwendeten Ladungen sowie der Art ihrer Verteilung auf dieses
Gitter abha¨ngt und somit eine Reihe von Artefakten entha¨lt.
Um diese Artefakte zu entfernen, wird eine zweite identische Berechnung
durchgefu¨hrt, die keine induktiven Polarisierungen entha¨lt und damit die Be-
dingungen des Vakuums darstellt (²vac = 1). Die Differenz beider Energien ist
dann die sogenannte Born-Energie. Sie entspricht dem elektrostatischen Anteil
an der Solvatisierungsenergie (Gleichung 2.23).
∆GBorn =
1
2
∑
i,j
qiqj[φsolv − φvac] (2.23)
2.3.3.1 Hydrophobe Beitra¨ge
Zu diesem elektrostatischen Anteil ist immer ein positiver, von der lo¨sungs-
mittelzuga¨nglichen Oberfla¨che abha¨ngiger Anteil zu addieren, der die Energie
zur Bildung einer apolaren Kavita¨t beschreibt. Folgt man der Methode von
Sitkoff & Honig [172] so la¨ßt sich dies als linearer Zusammenhang beschreiben
(Gleichung 2.24), wobei SAS die solvenszuga¨ngliche Oberfla¨che, λ den Propor-
tionalita¨tsfaktor und γ eine Basisenergie darstellt.
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∆G = λ · SAS + γ (2.24)
Die lineare Beziehung zwischen solvenszuga¨nglicher Oberfla¨che und Solva-
tisierungsenergie muß fu¨r jedes Verfahren zur Oberfla¨chenberechung an Hand
experimenteller Solvatisierungsenergien aliphatischer Kohlenwasserstoffe kali-
briert werden. In der vorliegenden Arbeit wurde das Program MSMS von
Michel Sanner [163] zur Berechnung dieser Oberfla¨che verwendet. Das Dia-
gramm 2.4 zeigt diese Beziehung fu¨r eine Reihe apolarer Kohlenwasserstoffe
(Methan...n-Oktan). Lediglich Methan fa¨llt aus dieser Reihe heraus, da es auf-
grund seiner geringen Gro¨ße noch relativ gut solvatisiert wird. Es wird ein λ
von 0.0059 [kcal/(mol · A2)], sowie ein γ von 0.772 kcal/mol erhalten.
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Abbildung 2.4: Lineare Beziehung zwischen solvenszuga¨nglicher Oberfla¨che (SAS) und experimen-
teller Solvatisierungsenergie ∆G
2.3.3.2 Born-Energie kugelsymmetrischer Ionen
Es sei an dieser Stelle auf die Gleichung von Max Born [28] (Gleichung 2.25)
hingewiesen, die es erlaubt, fu¨r kugelsymmetrische, geladene Teilchen, wie z.B.
Metallionen, die sogenannte Born-Energie analytisch zu berechnen.
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∆GBorn = −1
2
q2e2N
4pi²0r
· (1− (1/²r)) (2.25)
Dabei ist q die Ladung des Ions, N die Konzentration, e die Elementar-
ladung, ²0 die Dielektrizita¨tskonstante des Vakuums, sowie ²r die relative Di-
elektrizita¨tskonstante des umgebenden Lo¨sungsmittels. Diese Gleichung eignet
sich sehr gut, Implementationen des FDPB-Modells zu testen. Das generali-
sierte Born-Modell, das als Alternative zur FDPB-Methode gesehen werden
kann [177], benutzt diese Gleichung, um die elektrostatische Energie gro¨ßerer
Moleku¨le zu berechnen. Ein organisches Moleku¨l wird durch ein oder mehrere
unterschiedliche Pseudo-Ionen repra¨sentiert, deren Radien so gewa¨hlt sind, daß
die durch Lo¨sen der Born-Gleichung erhaltene elektrostatische Energie jener
des Moleku¨ls entspricht. Vergleichswerte werden hierbei ha¨ufig mit Hilfe der
FDPB-Methode berechnet. Dieses Verfahren ist insbesondere dort geeignet, wo
sehr viele, immer wiederkehrende Berechnungen wie z.B. bei Molekulardynamik-
Simulationen durchgefu¨hrt werden mu¨ssen. Sind die notwendigen Born-Radien
einmal gefunden, ist eine Berechnung der elektrostatischen Energie mit mini-
malem Rechenaufwand durchfu¨hrbar.
2.3.4 Berechnung von Ionisierungsgleichgewichten in Proteinen
Zur Berechnung von Ionisierungsgleichgewichten in Proteinen wird die Diffe-
renz der Born Energien einer titrierbaren Gruppe im Protein in protoniertem
und unprotoniertem Zustand berechnet
∆∆GBorn =
1
2
∑
i
qpi [φ
p
Protein(ri)−φpModell(ri)]−
1
2
∑
i
qui [φ
u
Protein(ri)−φuModell(ri)]
(2.26)
Hierbei bedeutet Modell, daß der betreffende Moleku¨lteil, die Modellsub-
stanz allein im Solvens berechnet wird, und Protein, daß die Berechnung in-
nerhalb des Proteins durchgefu¨hrt wird. Der Unterschied besteht lediglich in
einer vera¨nderten Dielektriztita¨tskonstante. Die Indizes p und u bedeuten je-
weils protoniert und unprotoniert. Jede Berechnung von φ erfordert selbst-
versta¨ndlich eine Entfernung der Coulomb-Selbstenergie-Terme, wie es weiter
oben beschrieben wurde. Das bedeutet, daß fu¨r die Berechnung von ∆∆GBorn
insgesamt vier PB La¨ufe erforderlich sind, eine fu¨r jeden Protonierungszustand,
sowie zwei weitere fu¨r die Berechnung der Selbst-Energien (Gleichung 2.26).
Neben diesem Born-Term tra¨gt jede weitere, pH unabha¨ngige Ladung zur
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Protonierungsenergie bei, die sogenannte Hintergrundenergie ∆∆GHint., die
sich aus Gleichung 2.27 ergibt.
∆∆GHint. =
1
2
∑
j
qj[φ
p
Protein(rj)−φuProtein(rj)]−
1
2
∑
j
qj[φ
p
Modell(rj)−φuModell(rj)]
(2.27)
Hierbei sind qj die Partialladungen an den Positionen rj. Aus diesen bei-
den Energiedifferenzen, sowie dem Modell-pKa Wertes, der fu¨r jede titrierbare
Gruppe experimentell in wa¨ßriger Lo¨sung bestimmt sein muß, la¨ßt sich ein
intrinsischer pKa Wert berechnen.
pKaintr = pKaModell − 1
2.303kbT
[∆∆GBorn +∆∆GHint.] (2.28)
Dieser intrinsische pKa Wert entspricht dem tatsa¨chlichen pKa Wert der
Gruppe, unter der Voraussetzung, daß sa¨mtliche anderen titrierbaren Grup-
pen in ihrem neutralen Zustand bleiben. Da dies niemals der Fall ist, sondern
alle titrierbaren Gruppen sich gegenseitig beeinflussen, muß diese gegenseitige
Wechselwirkung ebenfalls betrachtet werden.
Zuna¨chst kann so eine Wechselwirkungsenergie W pµ,v formuliert werden, um
den Protonierungszustand einer Gruppe µ von in Abha¨ngigkeit der Anwesen-
heit eines Protons an Gruppe v zu a¨ndern (Gleichung 2.29, Q ist dabei die
Gesamtladung der Gruppe).
W pµ,v =
∑
i
(Qpµ,i −Quµ,i)(φProteinp,v(ri)− φProteinu,v(ri) (2.29)
Sind die intrinsischen pKa Werte berechnet, sowie die Wechselwirkungsener-
gien W pµ,v bestimmt, ko¨nnen die Titrationskurven fu¨r jede titrierbare Gruppe
erstellt werden. Hierbei wird eine Boltzmann-gewichtete Summe aller mo¨gli-
chen Protonierungszusta¨nde bei jedem pH Wert bestimmt. Die Wahrschein-
lichkeit θi eine Gruppe in protoniertem Zustand zu finden, berechnet sich aus
folgender Beziehung:
Z = exp(
∑
µ
2.303xµ(pKintr,µ − pH) (2.30)
− 1
2
β
∑
µ,v
(xµ + q
0
µ)(xv + q
0
v)Wµ,v) (2.31)
θi =
∑
(x) xi · Z∑
(x) ·Z
(2.32)
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Hierbei ist x ein Vektor aus N-Elementen, deren Werte xi entsprechend dem
Protonierungszustand 0 oder 1 sein kann. Dabei ist q0µ die Ladung des unproto-
nierten Zustands der Gruppe µ, und (x) bedeutet die Summierung u¨ber alle 2N
mo¨glichen Protonierungszusta¨nde. Wµ,v = φ(rµ, rv) ist die Wechselwirkungs-
energie zweier titrierbarer Gruppen innerhalb des Proteins und resultiert aus
der Finiten-Differenz-Methode. MEAD verwendet zur Lo¨sung der Bewertung
aller 2N Zusta¨nde eine Reduktion der zu berechnenden titrierbaren Gruppen,
indem bei bestimmten pH Werten einige Gruppen so behandelt werden, als
ob sich ihr Protonierungszustand nicht a¨ndert. So ist z.B. davon auszugehen,
daß bei einem pH Wert unterhalb von 5.0 Arginin und Lysin protoniert sind.
Zu diesem Zweck macht MEAD zuna¨chst auf Basis der pKintr und Wij Werte
eine Abscha¨tzung fu¨r θmin und θmax wobei Gruppen mit einem θmax < 0.05 als
deprotoniert und Gruppen mit einem θmin > 0.95 als protoniert angenommen
werden. Dieses auch “reduced-site” Verfahren von Bashford & Karplus wird
ausfu¨hrlich in [18] erla¨utert.
In der praktischen Durchfu¨hrung muß fu¨r gro¨ßere Proteine mit wesentlich
mehr als 30-40 titrierbaren Gruppen ohnehin eine Auswahl getroffen werden,
welche pKa Werte berechnet werden sollen, da die Berechnung der Titrations-
kurven dann zeitbestimmend wird. Durch das exponentielle Verhalten, verdop-
pelt jede weitere, zu berechnende Gruppe die beno¨tigte Rechenzeit.
Daher ist die daraus resultierende Auswahl, der mit diesen interessierenden
Gruppen wechselwirkenden Gruppen sehr sorgfa¨ltig abzuwa¨gen. Eine Metho-
de von Honig et al. beruht auf der Tatsache, daß die Wechselwirkungen zwi-
schen zwei Ladungen abstandsabha¨ngig relativ schnell abfallen und die Wech-
selwirkungen mit Gruppen außerhalb eines Abstandes von 7.0 A˚ mittels einer
Na¨herung behandelt werden (Tanford-Roxby-Verfahren [178]), wa¨hrend Wech-
selwirkungen mit Gruppen innerhalb dieser 7 A˚ Umgebung durch statistische
Mechanik wie oben beschrieben berechnet werden. Es sind neben diesem ei-
ne Reihe weiterer Verfahren vorgeschlagen worden, dieses Problem zu lo¨sen
[74, 7, 104, 141].
2.3.5 Wichtige Einflußgro¨ßen fu¨r FDPB-Berechnungen
In den letzten zehn Jahren wurde in einer großen Zahl von Arbeiten gezeigt,
daß die FDPB-Methode geeignet ist, die elektrostatischen Wechselwirkungen
in Proteinen korrekt zu beschreiben. Warum die Anwendung dennoch nicht
trivial ist, liegt vor allem daran, daß die Parametrisierung nicht einheitlich ist
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und auch nicht alle Einflu¨sse auf diese Parametrisierung vollsta¨ndig verstanden
sind.
Zuna¨chst ist der Vergleich von Vorhersagen an Hand einer Struktur, die mit-
tels Ro¨ntgenkristallographie gewonnen wurde, mit experimentellen Daten, die
in Lo¨sung, oft bei anderen Temperaturen, pH Werten und sonstigen vera¨nder-
ten Bedingungen durchgefu¨hrt wurden, schwierig. Und obwohl mit dem FDPB-
Verfahren erhaltene pKa-Vorhersagen durchaus gut mit experimentellen Daten
vergleichbar sind, finden sich in fast jeder Struktur ein oder mehrere Reste, de-
ren pKa Abscha¨tzung vollsta¨ndig scheitert. Die Gru¨nde dafu¨r sind nicht immer
leicht zu finden.
Die wichtigsten Einflußgro¨ßen in Bezug auf die Ergebnisse der FDPB-Me-
thode sind die Parametrisierung von Radien und Ladungen. Diese Problema-
tik wird in Kapitel 2.4 ausfu¨hrlich behandelt. Andere Einflu¨sse ergeben sich
aus der Zuweisung von Wasserstoffatomen, da diese in der Ro¨ntgenstruktur
aufgrund ihres geringen Streuvermo¨gens ha¨ufig nicht bestimmbar sind. Fer-
ner wird die Flexibilita¨t des Proteins oft nicht oder zu wenig beru¨cksichtigt
[2, 23, 185, 121, 120].
Neuere Verfahren kombinieren daher Molekulardynamik mit Elektrostatik-
rechnungen [169, 201]. Diese Kombination bringt oft deutliche Verbesserungen,
jedoch ist der Einsatz an Rechenzeit fu¨r diese Modelle erheblich. Es konnte
aber gezeigt werden, daß die Ergebnisse fu¨r pKa Berechnungen in einer einzi-
gen u¨ber alle simulierten Trajektorien4 gemittelten Struktur mit dem mittleren
pKa Wert von Berechnungen einzelner Trajektorien vergleichbar sind [185]. Da
eine Ro¨ntgenstruktur grundsa¨tzlich bereits eine solche mittlere Struktur dar-
stellt, ist erkla¨rbar, warum auch an rigiden Proteinstrukturen gute Vorhersagen
mo¨glich sind.
Kofaktoren und explizite, strukturelle Wassermoleku¨le spielen ebenso eine
Rolle. Gewo¨hnlich werden sa¨mtliche Wassermoleku¨le aus der Struktur entfernt,
da Wasser als Kontinuum betrachtet wird. Strukturelle, oft sta¨rker vergrabene
Wassermoleku¨le sind aber eher als Bestandteil des Proteins anzusehen, als
daß sie zum Solvent zu za¨hlen sind. Umgekehrt ko¨nnen in manchen Modellen
geladene Seitenketten auch dem Solvens zugerechnet werden [53]. Kofaktoren
und andere Liganden sind schwierig in derartige Modelle einzufu¨gen, da fu¨r
sie ha¨ufig keine zum Protein kompatible Parametrisierung der Radien und
Ladungen mo¨glich ist.
4Trajektorie: zeitliche Abfolge von Momentaufnahmen einer Dynamiksimulation
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Die Auswahl der relativen Dielektrizita¨tskonstante ²prot fu¨r das Proteinin-
nere ist ein weiteres Problem. Es handelt sich dabei um eine mehr oder weniger
willku¨rlich gewa¨hlte Zahl. Sie muß von 1 verschieden sein, da eine notwendige
Polarisierung der Proteinoberfla¨che sonst nicht erfolgt. U¨blicherweise wird fu¨r
alle Bereiche des Proteins eine einheitliche Dielektrizita¨tskonstante im Bereich
zwischen 2 oder 4 verwendet [18]. In systematischen Studien wurde aber ge-
funden, daß abha¨ngig vom Protein auch Werte bis 20, manchmal auch noch
ho¨her (bis 78.5), bessere Vorhersagen erlauben [82].
Inzwischen ist weitgehend akzeptiert, daß eine einheitliche Dielektrizita¨ts-
konstante fu¨r das gesamte Protein ungeeignet ist [157, 186, 53, 103]. Es wird
angenommen, daß ²prot in der Na¨he der Grenzfla¨che zu Wasser und starker
Ladungsschwerpunkte, wie in der Na¨he von Ionen, die im Protein enthalten
sind, groß ist (> 8) und sehr klein in Bereichen, wo kaum geladene Gruppen
vorkommen. Mehler et al. verwenden in einem ganz anderen Modell sehr erfolg-
reich ein ²protein, das von der Distanz zur Proteinoberfla¨che abha¨ngt [128, 129].
Ku¨rzlich schlugen Vasilyev et al. [186] ein weiteres Verfahren zur Berechnung
einer distanzabha¨ngigen, effektiven Dielektrizita¨tskonstante vor, wobei jedoch
experimentelle pKa Werte bekannt sein mu¨ssen.
2.4 Ladungen und Radien in FDPB-Berechnungen
2.4.1 U¨berblick
Den gro¨ßten Einfluß bei der Parametrisierung von Modellen zur Berechnung
elektrostatischer Wechselwirkungsenergien hat, neben den Umgebungsbedin-
gungen wie Dielektrizita¨tskonstante des Lo¨sungsmittels oder der verwendeten
Ionensta¨rke, die geeignete Beschreibung der Ladungsverteilung und der Pro-
portionen des betrachteten Moleku¨ls. Die Ladungsverteilung eines Moleku¨ls
wird durch seine ra¨umliche Struktur, sowie durch die im Raum lokalisierten
Atomtypen5 und die damit verbundenen Atomladungen bestimmt. Eine ge-
eignete Auswahl von Radien ist wichtig fu¨r die korrekte Beschreibung der
Protein/Solvens Grenzfla¨che, die, wie weiter oben besprochen, fu¨r Polarisa-
tionseffekte relevant ist.
Obwohl die FDPB-Methode seit beinahe 20 Jahren verwendet wird und
lediglich Atome mit den Eigenschaften Radius und Ladung beno¨tigt, ist die
korrekte Parametrisierung die Achillesferse des Verfahrens.
5Atomtyp ist das Element in einem definierten Hybridisierungszustand.
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2.4.2 Ladungsmodelle
Grundsa¨tzlich gibt es eine Fu¨lle von verschiedenen Ladungsmodellen, die die
Ladungsverteilung eines Moleku¨ls durch Partialladungen der Atome zu be-
schreiben versuchen. Die Modelle unterscheiden sich je nach Anwendungs-
gebiet. Kraftfelder zur Optimierung von Moleku¨lgeometrien kleiner Moleku¨le
verwenden andere Ladungsmodelle als solche fu¨r Proteine. Dockingmethoden
verwenden wiederum andere Modelle als Programme zur Berechnung von Sol-
vatisierungseffekten.
U¨blicherweise werden fu¨r pKa Berechnungen in Proteinen Atomladungen
und van der Waals Radien von Moleku¨l-Mechanik Kraftfeldern wie z.B.
CHARMM[30] oder AMBER ohne weitere Modifikationen verwendet. Da die
meisten Kraftfelder keine elektrische Polarisierbarkeit enthalten, wu¨rde ei-
ne korrekte Adaption derartiger Ladungsmodelle eine Dielektrizita¨tskonstante
von 1 fu¨r das Proteininnere erfordern. Jedoch werden in FDPB-Berechnungen
stets lokale Dielektrizita¨tskonstanten verwendet, die von 1 verschieden sind,
gerade um eine Polarisierbarkeit zu beru¨cksichtigen.
In einer Arbeit an Myoglobin wurden fu¨nf verschiedene Parametersa¨tze ge-
testet [15]. Demchuk und Wade verwendeten in ihrer Untersuchung zur Ver-
besserung der pKa-Berechnung in Proteinen einen modifizierten OPLS Para-
metersatz [45, 100].
In einer Untersuchung zur Proteinstabilita¨t an 21 Salzbru¨cken von Tidor et
al. [86] wurden drei verschiedene Parametersa¨tze (CHARMM[30], PARSE[172]
und OPLS[100]) verwendet, um zu vergleichen, welcher am geeignetsten er-
scheint. Dabei wurde festgestellt, daß der PARSE und der CHARMM Parame-
tersatz sich untereinander am a¨hnlichsten sind und entsprechend die geringsten
Unterschiede in der Berechnung auftreten. Die Atomladungen des OPLS Pa-
rametersatzes sind allgemein kleiner als die der anderen beiden, was auch zu
den kleinsten Energiebeitra¨gen fu¨hrt. Es wird deutlich, daß die Auswahl eines
geeigneten Parametersatzes fu¨r FDPB-Berechnungen keineswegs einfach ist.
Erschwerend kommt noch die Tatsache hinzu, daß alle diese Parametersa¨tze
lediglich fu¨r Proteine bzw. deren Aminosa¨uren parametrisiert sind. Fu¨r die
Anwendung auf Protein-Ligandwechselwirkungen gibt es u¨berhaupt keine all-
gemeingu¨ltigen Regeln. Fu¨r die Anwendung im Wirkstoffdesign ist es aber
erforderlich, u¨ber ein robustes Verfahren zur Parametrisierung beliebiger orga-
nischer Moleku¨le zu verfu¨gen. Bisher mußten fu¨r jeden behandelten Liganden
eigene Untersuchungen unternommen werden, um die vorgenommene Zuwei-
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sung von Atomladungen zu validieren.
Der Grund, warum es so viele verschiedene Verfahren zur Ladungsbeschrei-
bung gibt, liegt in erster Linie darin begru¨ndet, daß es sich bei Partialladungen
von Atomen nicht um physikalische Observable handelt. Die Unterschiede in
den Modellen ergeben sich daher im wesentlichen aus der Methode, aus der
sie abgeleitet und den experimentellen Daten, an denen sie validiert wurden.
So ist z.B. das Dipolmoment eines Moleku¨ls leicht zu bestimmen, jedoch ist
jedes Modell, das in der Lage ist, dieses Dipolmoment zu reproduzieren [66],
nicht notwendigerweise auch geeignet, andere physikochemische Eigenschaf-
ten dieses Moleku¨ls zu beschreiben. Andere Verfahren, die insbesondere in
der Vorhersage bestimmter physikochemischer Eigenschaften kleiner Moleku¨le
verwendet werden (z.B. pKa Werte, Lo¨slichkeiten), begnu¨gen sich vielfach da-
mit, bestimmten funktionellen Gruppen empirisch gefundene Inkremente fu¨r
bestimmten Eigenschaften zuzuweisen [189, 156].
In der Literatur sind zur Verwendung von kontinuumsbasierten Lo¨sungsmit-
telmodellen seit langem eine Reihe von Parametersa¨tzen bekannt, die ha¨ufig
aus Programmsystemen zu Moleku¨ldynamiksimulation u¨bernommen wurden
(s.o.). Am wichtigsten und am ha¨ufigsten verwendet wird der PARSE Para-
metersatz von Sitkoff und Honig aus dem Jahre 1996 [172]. Er wurde durch
Optimierung von 68 Ladungs- und 8 Radiensa¨tzen fu¨r insgesamt 23 chemische
Gruppen erhalten. Er ist gut geeignet, um freie Solvatisierungsenergien vorher-
zusagen und wird auch ha¨ufig fu¨r pKa-Berechnungen von Proteinen eingesetzt.
Dieser Parametersatz ist rein empirischer Natur, Partialladungen werden nur
auf Atome einer polaren funktionellen Gruppe verteilt6, Atome von Kohlen-
wasserstoffketten erhalten stets die Ladung Null. Es werden auf diese Weise
nur reduzierte “Modellreste” betrachtet.
Der gro¨ßte Nachteil dieses Parametersatzes ist, daß er nicht sa¨mtliche che-
mische Gruppen umfaßt, so daß fehlende funktionelle Gruppen, im Einzelfall
neu zu parametrisieren sind. Fu¨r eine spezifische funktionelle Gruppe mu¨ssen
demnach experimentelle Solvatisierungsenergien vorliegen, mit deren Hilfe das
verwendete Modell parametrisiert werden kann.
Insbesondere in Wirkstoffen ha¨ufig vorkommende Gruppen, wie z.B. kom-
plexe Heterozyklen, sind mit diesem Parametersatz nicht ohne Weiteres be-
schreibbar. Andere Parametersa¨tze, die auf quantenchemischen Rechenverfah-
ren, den sogenannten “ab initio” Methoden beruhen, sind gerade fu¨r solche
6Diese Gruppen enthalten gewo¨hnlich Stickstoff- oder Sauerstoffatome
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Moleku¨le nur bedingt geeignet, da der Aufwand zur Berechnung der Ladungs-
verteilung in einem kleinen Moleku¨l erheblich ist, die Modelle nicht unbedingt
bessere Vorhersagen fu¨r Solvatisierungseffekte liefern.
Als ein Beispiel fu¨r einen mit “ab initio” Verfahren erhaltenen Ladungs-
satz sei der von Smith [173] genannt. Zur Validierung der erhaltenen Solva-
tisierungsenergien lehnt er sich an die Methodik der Validierung des PARSE
Parametersatzes an, indem er auch hier einen Term zur Beru¨cksichtung der sol-
venszuga¨nglichen Oberfla¨che verwendet. Die Atomladungen werden unter Ver-
wendung des CHELPG Verfahrens von Breneman et al. [29] ermittelt. Dieser
Parametersatz liefert eine gute U¨bereinstimmung mit experimentellen Solva-
tisierungsenergien. Zusa¨tzlich wurden Ladungen fu¨r einige Trypsininhibitoren
abgeleitet, sowie deren Wechselwirkungsenergien mit Trypsin berechnet. Sol-
len Liganden oder Kofaktoren in die Berechnung einbezogen werden, ist auch
hier eine aufwa¨ndige Parametrisierung erforderlich. Andere Autoren verwen-
den ebenfalls erfolgreich “ab initio” Modelle zur Berechnung von Atomladun-
gen und Solvatisierungsenergien kleiner Moleku¨le [161], dennoch ist dies nicht
die Standardmethode fu¨r Proteinmodelle.
Wu¨nschenswert wa¨re ein Verfahren, das fu¨r beliebige Strukturen mit mo-
deratem Aufwand geeignete Partialladungen ableiten kann. Dies wu¨rde es
ermo¨glichen, elektrostatische Rechenverfahren auch auf Struktur-Datenbanken
anzuwenden und realistische Extrapolationen auf Modelle erlauben, fu¨r die kei-
ne experimentellen Daten vorliegen.
2.4.3 Das PEOE Verfahren von Gasteiger und Marsili
Ein einfaches Verfahren zur Berechnung von Partialladungen in Moleku¨len,
das diesem Anspruch genu¨gt, wurde von Gasteiger und Marsili [67] entwickelt.
Dieses Verfahren basiert auf der iterativen Verteilung von Ladung zwischen
zwei kovalent gebundenen Atomen aufgrund ihrer Orbitalelektronegativita¨ten.
Die Bezeichnung PEOE bedeutet hierbei “Partial Equalisation of Orbital Elec-
tronegativities”.
2.4.3.1 Elektronegativita¨t und Atomladungen
Elektronegativita¨t wurde zuna¨chst von Pauling als Modellgro¨ße auf einer re-
lativen empirischen Skala eingefu¨hrt [149] und spa¨ter von Mulliken [134] als
arithmetisches Mittel aus Ionisierungspotential Iv und Elektronenaffinita¨t Ev
definiert. Die Elektronegativita¨t χv ergibt sich demnach aus der in Gleichung
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2.33 gezeigten Beziehung.
χv =
Iv + Ev
2
(2.33)
Mulliken betonte, daß Iv und Ev vom jeweiligen Valenzzustand abha¨ngig
sind, Hinze et al. [89, 90] erweiterten dieses Konzept um den Begriff der Or-
bitalelektronegativita¨t, die als Elektronegativita¨t eines spezifischen Orbitals
in einem gegebenen Valenzzustand betrachtet werden kann. Orbitalelektrone-
gativita¨ten ko¨nnen hierbei aus dem Ionisierungspotential des Grundzustandes
eines Elementes sowie einer vom Hybridisierungszustand eines Atoms abha¨ngi-
gen Anhebungsenergie, berechnet werden. Die entsprechenden Parameter wur-
den von Hinze et al. aus spektroskopischen Daten fu¨r eine große Zahl von
Elementen abgeleitet. Neben dem Hybridisierungszustand des Atoms beein-
flußt zusa¨tzlich der Besetzungsgrad des Orbitals die effektive Elektronegati-
vita¨t. Ein einzelnes Orbital kann gema¨ß dem Pauli-Prinzip zwei Elektronen
mit unterschiedlichem Spin aufnehmen. Somit sind drei Besetzungszusta¨nde
eines Orbitals mo¨glich: (n=0) unbesetzt, (n=1) einfach besetzt und (n=2)
doppelt besetzt. Das Bestreben, Elektronen bzw. Ladung aufzunehmen, ha¨ngt
somit vom Besetzungsgrad des Orbitals ab und nimmt vom unbesetzten Zu-
stand (n=0) u¨ber den einfach besetzten Zustand (n=1) zum doppelt besetzten
Zustand (n=2) ab.
In einer kovalenten Bindung teilen sich die aneinander gebundenen Atome
ein Elektron. In welchem Maße sich dieses Elektron bei einem der Bindungs-
partner im zeitlichen Mittel aufha¨lt, bzw. welcher Ladungsanteil im zeitlichen
Mittel auf die gebundenen Atome entfa¨llt, wird durch die Elektronegativita¨t
bestimmt. So kann nun die Elektronegativita¨t eines Orbitals v in Abha¨ngig-
keit vom Besetzungsgrad eines Orbitals als Funktion der nichtganzzahligen
Partialladung qiv eines Atoms Ai beschrieben werden (Gleichung 2.34).
χiv = f(qiv) (2.34)
Als einfachster Fall gilt eine lineare Abha¨ngigkeit χiv = a ∗ qiv, indem die
Elektronegativita¨ten fu¨r die drei Besetzungszusta¨nde (n = 0, 1, 2) bestimmt
und durch eine Gerade approximiert werden. Gasteiger und Marsili formulier-
ten die Abha¨ngigkeit der Orbitalelektronegativita¨t von der Ladung urspru¨ng-
lich durch ein Polynom zweiter Ordnung (Gleichung 2.35), in neueren Versio-
nen wird ein Polynom dritter Ordnung verwendet (2.36).
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χiv = aiv + bivqi + civq
2
i (2.35)
χiv = aiv + bivqi + civq
2
i + divq
3
i (2.36)
Zur Berechnung der Atomladungen wird nun fu¨r jedes Atom eines Mo-
leku¨ls ein bestimmter Hybridisierungs- bzw. Valenzzustand angenommen, und
davon ausgehend eine Startelektronegativita¨t berechnet. In einem iterativen
Verfahren findet eine Ladungsverschiebung zwischen allen kovalent gebunde-
nen Atomen statt, wobei die elektronegativeren Atome Ladungsanteile von den
weniger elektronegativen Atomen gema¨ß der Beziehung 2.377 erhalten. Hierbei
ist α der Iterationsschritt und 0.5 ein Da¨mpfungsfaktor, so daß der u¨bertrage-
ne Ladungsanteil mit jeder Iteration kleiner wird. Nach 5-6 Iterationen wird
Abgebrochen, so daß nur ein partieller Ladungsausgleich stattfindet.
qα =
χαB − χαA
χ+A
∗ 0.5α (2.37)
Die Koeffizienten a,b,c und d aus Gleichung 2.35 ko¨nnen nun aus den Ioni-
sierungspotentialen sowie den Elektronenaffinita¨ten des ungeladenen Zustan-
des (q=0) sowie des Zustandes (q=1) erhalten werden, wobei drei Gleichungen
beno¨tigt werden, um a,b und c zu berechnen. Dabei stehen P+, P 0, P−. fu¨r die
jeweiligen Besetzungsgrade n = 0, 1, 2 eines Orbitals sowie P++ fu¨r das na¨chs-
te Ionisierungspotential. Diese Parameter sind von Hinze et al. als Tabellen
vero¨ffentlicht [89, 90].
aiv =
1
2
(I0iv + E
0
iv) (2.38)
biv =
1
2
(I+iv + E
+
iv − E0iv) (2.39)
civ =
1
2
(I+iv − 2I0iv + E+iv − E0iv) (2.40)
I0iv, E
0
iv, I
+
iv , E
+
iv ko¨nnen ihrerseits aus den von Hinze et al. bestimmten
Parametern berechnet werden.
I0v = Ig + P
+ − P0 (2.41)
E0v = Eg + P0 − P− (2.42)
I+v = Ig + P
++ − P+ (2.43)
E+v = Eg + P
+ − P 0 (2.44)
7Die Indizes A und B kennzeichnen zwei kovalent verbundene Atome.
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Ein Atom eines bestimmten Valenzzustandes in einer kovalenten Bindung
kann somit durch die Ionisierungsenergie Ig, die Elektronenaffinita¨t eines Ele-
mentes im Grundzustand Eg, sowie vier Parametern fu¨r den Valenzzustand
P−, P 0, P+, P++ vollsta¨ndig beschrieben werden.
Das PEOE Verfahren von Gasteiger und Marsili ist ein empirisches Ver-
fahren, dessen theoretischer Formalismus einfach gehalten, chemisch aber gut
nachvollziehbar ist.
Dieses Verfahren wurde aufgrund seiner Einfachheit in fast jede kommer-
zielle Molecular-Modelling Software implementiert. In seiner Originalversion
ist es mit dem Programm PETRA von Prof. Gasteiger und seiner Gruppe
erha¨ltlich.
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Kapitel 3
PEOE Parametrisierung fu¨r
FDPB-Rechnungen
3.1 Vergleich der PEOE-Ladungen mit dem PARSE-
Modell
Um zu pru¨fen, ob die mit dem PEOE Verfahren berechneten Atomladungen fu¨r
Elektrostatikrechnungen mittels FDPB geeignet sind, wurde die gleiche Metho-
dik verwendet wie fu¨r die Validierung des PARSE Parametersatzes [172]. Als
Testdatensatz dienten die Seitenketten der 14 polaren Aminosa¨uren (Tabelle
3.1); Prolin, Valin, Leucin und Isoleucin wurden nicht beru¨cksichtigt, da fu¨r
Prolin keine experimentelle Solvatisierungsenergie vorliegt und die Seitenket-
ten von Valin, Leucin und Isoleucin vo¨llig unpolar sind1. Die hier verwendeten
Modellsubstanzen stellen stets die ungeladene Form dar. Dies ha¨ngt vor allem
mit der Art zusammen, wie experimentelle Solvatisierungsenergien bestimmt
werden. Die Methode von Wolfenden et al. [197] bestimmt die Solvatisierungs-
energie aufgrund der Verteilung einer Substanz zwischen wa¨ssriger- und Gas-
phase. Diese Art der Bestimmung erfaßt nur kleine, ma¨ßig polare, organische
Substanzen. Fu¨r die jeweils geladenen Spezies gelten andere Bedingungen, auf
die in Abschnitt 3.3 eingegangen wird.
Als Parameter fu¨r die FDPB-Berechnungen wurden die gleichen Bedingun-
gen wie zur Validierung des PARSE Parametersatzes verwendet, sie sind in
Tabelle 3.3 zusammengefaßt.
Die verwendeten Radien sind in Tabelle 3.2 angegeben. Es wurden ein-
heitliche Atomradien unabha¨ngig vom Hybridisierungszustand verwendet. Die
Solvatisierungsenergien wurden jeweils mit MEAD [14] berechnet. Um u¨ber-
1Reine Kohlenwasserstoffe werden im PARSE Modell nicht geladen, ihr Beitrag zur Solvatisierungsenergie
ist ausschließlich von der solvenszuga¨nglichen Oberfla¨che abha¨ngig und immer positiv.
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Aminosa¨ure Modellverbindung ∆Gsolv
Arg N-Propylguanidin −10.92
Asn Acetamid −9.72
Asp Essigsa¨ure −6.70
Cys Methylthiol −1.24
Gln Propionamid −9.42
Glu Propionsa¨ure −6.47
His Methylimidazol −10.25
Lys N-Butylamin −4.38
Met Methylethylsulfid −1.49
Phe Toluol −0.76
Ser Methanol −5.08
Trp Methylindol −5.91
Thr Ethanol −4.90
Tyr p-Cresol −10.03
Tabelle 3.1: Testdatensatz zur Pru¨fung von PEOE Atomladungen zur Vorhersage von Solvatisie-
rungsenergien der Aminosa¨ureseitenketten. ∆Gsolv: experimentelle Solvatisierungsenergie in kcal/-
mol.
!htb
Element Radius (A˚)
H 1.00
C 1.70
O 1.40
S 1.85
N 1.50
Tabelle 3.2: Verwendete Atomradien zur Berechnung der Solvatisierungsenergien
Parameter Wert
Gittergro¨ße 65x65x65
Gitterweite 0.25 A˚
Temperatur 300 K
Ionensta¨rke 0.1 mol/l
²solv 78.0
²mol 2.0
Tabelle 3.3: Bedingungen der FDPB-Berechnungen
haupt eine Vergleichbarkeit zu ermo¨glichen, wurden die Ergebnisse aus der
Vero¨ffentlichung von Sitkoff & Honig [172] reproduziert. Die experimentellen
Solvatisierungsenergien fu¨r die Aminosa¨ureseitenketten aus Tabelle 3.1, deren
Korellation mit berechneten Werten in Abbildung 3.1 dargestellt ist, konnten
gut reproduziert werden. Da die Methode zur Bestimmung der dreidimen-
sionalen Struktur der Moleku¨le, sowie die Methode zur Berechnung der sol-
venszuga¨nglichen Oberfla¨che in 3.1 nicht angegeben wurden, sind Abweichun-
gen zu den publizierten Ergebnissen hauptsa¨chlich im VDW Term zu suchen.
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Die Strukturen in der vorliegenden Arbeit wurden mit dem Programmpaket
MOE minimiert. Die erhaltenen Ergebnisse sind den experimentellen Solvati-
sierungsenergien [197] in Diagramm 3.1 gegenu¨bergestellt und zeigen eine gute
U¨bereinstimmung.
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Abbildung 3.1: Solvatisierungsenergien, die mit dem PARSE Datensatz berechnet wurden, im Ver-
gleich mit experimentellen Solvatisierungsenergien. Die von Sitkoff & Honig publizierten Ergebnisse
konnten nicht exakt reproduziert werden. r2 = 0.973
Im Vergleich dazu wurden die Solvatisierungsenergien mit Atomladungen,
wie sie vom Programm PETRA berechnet werden gegen die experimentellen
Solvatisierungsenergien in Diagramm 3.2 aufgetragen. Die Ergebnisse zeigen
deutlich, daß die direkt verwendeten Ladungen nicht optimal sind, die Trends
aber korrekt wiedergegeben werden (Korrelation von r2 = 0.786). Viel entschei-
dender ist jedoch die Tatsache, daß die so erhaltenen Solvatisierungsenergien
deutlich zu klein ausfallen.
Dies deutet darauf hin, daß die durch PETRA Atomladungen generierten
Potentiale fu¨r die Betrachtung von Lo¨sungseffekten unterbewertet werden. Da
mit dem PEOE Modell jedoch gute Vorhersagen fu¨r Dipolmomente in der
Gasphase mo¨glich sind [66], sind die Gru¨nde fu¨r die schlechte Reproduktion
experimenteller Solvatisierungsenergien mo¨glicherweise im Solvatisierungsmo-
dell zu suchen. So bewirkt zuna¨chst die moleku¨linterne Dielektrizita¨tskonstan-
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Abbildung 3.2: Die mit PETRA Atomladungen berechneten Solvatisierungsenergien weichen er-
heblich von den experimentellen Daten ab. Deutlich wird, daß die erhaltenen Solvatisierungsenergien
erheblich kleiner sind als erwartet. r2 = 0.786
te von 2.0 eine Abschirmung der elektrostatischen Wechselwirkungen im Mo-
leku¨linneren, zusa¨tzlich wird der Effekt auf die Moleku¨lumgebung durch die
Dielektrizita¨tskonstante des Solvens abgeschirmt.
Betrachten wir in diesem Zusammenhang die Coulomb-Gleichung 3.1, so
zeigt sich, daß bei identischer Ladungsverteilung das erzeugte Potential eines
Moleku¨ls proportional zu 1/² ist. Fu¨r das Vakuum gilt allgemein ein ² = 1, fu¨r
aliphatische Kohlenwasserstoffe wird in der Regel ein ² = 2 angenommen [81].
Wird nun eine Ladung vom Vakuum mit ² = 1 in eine molekulare Umgebung
mit ² = 2 gebracht, vermindert dies das resultierende Potential innerhalb des
Moleku¨ls um den Faktor 1/2. Fu¨r den Einfluß auf das Potential, das im um-
gebenden Solvens mit ² = 80 festgelegt wird, entspricht dies einer Da¨mpfung
um 1/80.0 bzw. 2/80 je nachdem, ob vom Vakuum oder Moleku¨l ausgegangen
wird.
φi =
zi ∗ e
4pi²²0r
(3.1)
Ausgehend von der beobachteten, signifikanten Korrelation der Ergebnisse
aus den Berechnungen mit den PETRA Ladungen, und unter Beru¨cksichti-
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gung der Abschirmungseffekte durch die jeweils verwendeten Dielektrizita¨ts-
konstanten wurden sa¨mtliche Atomladungen zuna¨chst mit einem konstanten
Faktor multipliziert, was die Gesamtladung des Moleku¨ls nach außen nicht
vera¨ndert, jedoch die Polarisierung innerhalb des Moleku¨ls versta¨rkt und da-
mit die Abschirmungseffekte mindert. Dieser Faktor wurde erhalten, indem
die mittlere quadratische Abweichung der berechneten Werte von den expe-
rimentellen Ergebnissen minimiert wurde, wobei ein optimaler Faktor von f
= 1.40 resultierte. Der erhaltene RMSD-Wert2 zwischen berechneten und be-
obachteten Solvatisierungsenergien betra¨gt hier 2.23 kcal/mol. Die erhaltene
Korrelation der Solvatisierungsenergien ist in Abbildung 3.3 gezeigt.
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Abbildung 3.3: Die mit PETRA Atomladungen berechneten Solvatisierungsenergien weichen deut-
lich von den experimentellen Daten ab. Ein konstanter Faktor von f=1.40 fu¨r jede Atomladung
bringt die Solvatisierungsenergie auf vergleichbare Gro¨ßen. r2 = 0.820
Die Verwendung des Faktors bringt die errechneten Solvatisierungenergi-
en in eine Gro¨ßenordnung, die den experimentellen Ergebnissen weitgehend
entspricht. Die Korrelation wurde dadurch erwartungsgema¨ß nur gering beein-
flußt. Es besteht jedoch nach wie vor eine deutliche Abweichungen zu den expe-
rimentellen Daten. Ein genauerer Blick auf die nun erhaltenen Ladungen zeigt,
daß insbesondere in den Alkoholen (Thr, Ser, Tyr) und Stickstoffverbindungen
2RMSD = Root Mean Square Deviation, englisch fu¨r die Wurzel aus den mittleren quadratischen Abwei-
chungen.
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(Arg, Asn, Gln, His, Lys) der dem elektronegativen Sauerstoff bzw. Stickstoff
zugeteilte Ladungsanteil erheblich geringer ist, als dies z.B. im PARSE-Modell
der Fall ist.
3.1.1 Optimierung durch Betonung von Dipolen
In einem weiteren Schritt wurde versucht, durch gezielte Betonung einzelner
polarer Gruppen eine Verbesserung der Vorhersage zu erreichen. Die Ergebnis-
se sind in der folgenden Abbildung 3.4 gezeigt. Diese Betonung wurde dadurch
erreicht, daß z.B. im Falle der Carbonsa¨uren einem Carboxyl-Sauerstoff ein
Ladungsanteil abgezogen und dieser dem daran gebundenen Kohlenstoff zuge-
schlagen wurde. Durch iteratives Optimieren einzelner polarer Gruppen, unter
der Randbedingung daß fu¨r identische Gruppen mo¨glichst gleich große La-
dungsbetra¨ge verschoben werden sollten, konnte ein Parametersatz erhalten
werden, mit dem die experimentellen Solvatisierungsenergien der Aminosa¨ure-
seitenketten gut reproduziert werden ko¨nnen. Als optimaler Faktor, mit dem
alle Ladungen zusa¨tzlich multipliziert wurden (s.o.), wurde hier f=1.55 gefun-
den.
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Abbildung 3.4: Die mit optimierten PETRA Atomladungen berechneten Solvatisierungsenergien
ergeben eine sehr gute Korrelation mit den experimentellen Ergebnissen. r2 = 0.993
Die Ergebnisse weichen nun durchweg deutlich weniger als 0.5 kcal/mol
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a AS b Atom Ladung[e] c∆Gexp −∆Gcalc dFunkt. Gruppe
Asn CG +0.300 0.08 (4.63) Amid
ND2 −0.300
Gln NE2 −0.250 0.11 (4.19) Amid
CD +0.250
Asp CG −0.075 0.33 (2.05) Carbonsa¨ure
OD2 +0.075
Glu CD −0.060 0.36 (5.49) Carbonsa¨ure
OE2 +0.060
Cys HG +0.050 0.16 (−1.02) Thiol
SG −0.050
Met SD −0.100 0.09 (−1.47) Thioether
CE +0.050
CG +0.050
His NE2 −0.120 0.69 (2.07) Ringstickstoff
CE1 +0.060
CD2 +0.060
Trp NE1 −0.030 0.05 (0.88) Ringstickstoff
HE1 +0.030
Lys NZ −0.260 −0.17 (−3.88) prim. Amin
1HZ +0.130
2HZ +0.130
Tyr CZ +0.200 0.07 (−1.77) Phenol
OH −0.200
Thr OG1 −0.018 0.15 (1.06) prim. Alkohol
CB +0.018
Tabelle 3.4: Optimierte PETRA-Atomladungen, in der Modellsubstanz fu¨r Serin wurden keine Mo-
difikationen vorgenommen. a) Korrespondierende Aminosa¨ure zu dieser Seitenkette. b) Atomname
in PDB Nomenklatur. c) Abweichung der berechneten Solvatisierungsenergie zur experimentellen
in kcal/mol. In Klammern: Wert ohne Nachoptimierung. d) Funktionelle Gruppe im Moleku¨l.
von den experimentellen Ergebnissen ab, die erhaltene Korrelation von r2 =
0.993 ist sogar besser als mit dem PARSE Parametersatz. Die vorgenommenen
Modifikationen der Atomladungen sind in Tabelle 3.4 gezeigt.
Der so erhaltene Parametersatz ist zwar geeignet, experimentelle Solva-
tisierungsenergien vorherzusagen, jedoch besitzt er den Nachteil, daß grup-
penabha¨ngige Korrekturen vorgenommen werden mu¨ssen. Bei na¨herer Be-
trachtung fa¨llt auf, daß die manuellen Vera¨nderungen der Partialladungen im-
plizit durch eine Herabsetzung der Elektronegativita¨t des Sauerstoffs sowie
einer Anhebung der Elektronegativita¨t des Stickstoffs ha¨tte erreicht werden
ko¨nnen.
Da keine Modifikationen an den internen PETRA Elektronegativita¨ten vor-
genommen werden konnten, mußte der Effekt durch manuelle Modifikation der
Atomladungen simuliert werden. Es zeigt sich aber, daß identische funktionel-
le Gruppen durch identische Eingriffe optimiert werden ko¨nnen. Die Verbes-
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serungen hinsichtlich der Solvatisierungsenergien sind teilweise auch bei sehr
geringen Ladungsmodifikationen, vor allem bei prima¨ren Aminen und bei Car-
bonsa¨uren, erheblich.
3.1.2 Optimierung der Elektronegativita¨tsparameter
Um einen Schritt weiter zu gehen und um den Einfluß verschiedener Parameter
testen zu ko¨nnen, wurde der PEOE Algorithmus implementiert.
Die Koeffizienten a,b,c und d (Gleichung 2.36) zur Parametrisierung wur-
den der Dokumentation des VEGA Softwarepakets [24] entnommen. Sie sind
identisch zu den vero¨ffentlichten Parametern [67], enthalten jedoch noch den
vierten Term d, fu¨r eine Beschreibung nach einem Polynom dritter Ordnung.
Zur Verbesserung der berechneten Solvatisierungsenergien wurde im fol-
genden jeweils ausschließlich der Koeffizient a modifiziert. Bei einem Polynom
dritter Ordnung χq = a + bq + cq
2 + dq3 fu¨hrt dies lediglich zu einer Anhe-
bung des allgemeinen Niveaus, nicht jedoch einer A¨nderung des Charakters
der Orbitalelektronegativita¨t.
Durch die Vera¨nderungen sollten vor allem die Elektronegativita¨tsdifferen-
zen zwischen Sauerstoff und Stickstoff vermindert werden. Fu¨r sp2-hybridisierten
Kohlenstoff brachte eine zusa¨tzliche, geringe Modifikation weitere Verbesserun-
gen, eine geringfu¨gige Anhebung der Elektronegativita¨t des Schwefels konnte
die Vorhersagen fu¨r Cys und Met deutlich verbessern.
Tabelle 3.5 entha¨lt die verwendeten Koeffizienten. Die ∆a Werte sind zu
den Koeffizienten a zu addieren, um die tatsa¨chlich verwendeten Koeffizienten
zu erhalten.
Ausgehend vom sp2-hybridisierten Stickstoff wurden einige spezielle Typen
abgeleitet, wie sie von dem Sybyl Programmpaket im MOL2-Dateiformat ver-
wendet werden. Es wurden zuna¨chst mo¨glichst a¨hnliche Typen gleichgesetzt
und durch Modifikation des a-Koeffizienten geeignete Orbitalelektronegati-
vita¨ten definiert. Die Gleichbehandlung der verschiedenen sp2-hybridisierten
Stickstofftypen mußte hier aufgegeben werden. Tabelle 3.6 zeigt, welche erwei-
terten Typen von welchen Basistypen abgeleitet wurden.
Als weitere Vera¨nderungen der Parametrisierung wurden ein Da¨mpfungs-
faktor α von 0.778 (statt 0.5) und ein Korrekturfaktor f = 1.56 verwendet.
Der Faktor f wurde wieder durch Optimierung der Abweichungsquadrate er-
halten. Die mit diesem Parametersatz erhaltenen Solvatisierungsenergien sind
den experimentellen Ergebnissen in Tabelle 3.7 gegenu¨bergestellt.
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Atom Typ a ∆a b c d
H H 7.17 6.24 -0.56 12.85
C C.3 7.98 9.18 1.88 19.04
C.2 8.79 -0.4 9.32 1.51 19.62
C.ar 7.98 +0.5 9.18 1.88 19.04
(C.1) 10.39 9.45 0.73 20.57
N N.ar 12.87 11.15 0.85 24.87
N.3 11.54 +2.5 10.82 1.36 23.72
N.2 12.87 -0.1 11.15 0.85 24.87
N.pl3 12.87 +2.0 11.15 0.85 24.87
N.am 12.87 +2.2 11.15 0.85 24.87
(N.1) 15.68 11.70 -0.27 27.11
O O.3 14.18 12.92 1.39 28.49
O.2 17.07 -2.2 13.79 0.47 31.33
F (F) 14.66 13.85 2.31 30.82
Cl (Cl) 11.00 9.69 1.35 22.04
Br (Br) 10.08 8.47 1.16 19.71
I (I) 9.90 7.96 0.96 18.82
S S.3 10.14 +0.12 9.13 1.38 20.65
Tabelle 3.5: Koeffizienten aus Gasteiger et al.[67] bzw. VEGA-Software [24] zur Parametrisierung
der Valenzzusta¨nde gebundener Atome. Die in Klammern angegebenen Atomtypen kommen nicht
im Validierungsdatensatz vor und wurden demnach auch nicht modifiziert.
N.am (Amidischer Stickstoff) = N.2 (Nsp2)
N.ar (Aromatischer Stickstoff) = N.2 (Nsp2)
N.pl (Planarer Stickstoff) = N.2 (Nsp2)
C.ar (Aromatischer Kohlenstoff) = C.2 (Csp2)
O.co2 (Carboxyl Sauerstoff) = O.2 (Osp2)
Tabelle 3.6: Abgeleitete Sybyl Typen und deren Basistypen
3.1.3 Diskussion der Ergebnisse
Mit Ausnahme von Lysin, dessen Solvatisierungsenergie 2.96 kcal/mol vom ex-
perimentellen Wert abweicht, lassen sich fu¨r sa¨mtliche Aminosa¨ureseitenket-
ten Solvatisierungsenergien mit einer durchschnittlichen Abweichung von 0.29
kcal/mol von den experimentellen Werten berechnen. Der so erhaltene Para-
metersatz erscheint gut geeignet, um in FDPB-Modellen verwendet werden
zu ko¨nnen. Da der verwendete Algorithmus der Implementierung der Erst-
vero¨ffentlichung des PEOE Verfahrens entspricht, ist zu erwarten, daß eine
direkte Integration in PETRA, in das inzwischen eine erweiterte Version des
PEOE Verfahrens eingebaut wurde, noch weitere Verbesserungen ermo¨glicht.
Es zeigt sich aber deutlich, daß das Verfahren selbst in seiner einfachsten
Form gut geeignet ist, experimentelle Solvatisierungsenergien zu reproduzie-
ren, ohne besondere oder weitergehende Annahmen zu machen. Es sollte da-
60 KAPITEL 3. PEOE PARAMETRISIERUNG FU¨R FDPB-RECHNUNGEN
aAS bA c∆Gvdw ∆Gelec ∆Gsolv ∆Gcal ∆Gexp ∆∆G
Arg 284.28 2.05 −12.97 −10.92 −10.92 10.92 0.00
Asp 165.19 1.40 −10.84 −11.57 −9.44 −9.72 −0.28
Asp 157.40 1.36 −8.38 −8.06 −7.02 −6.70 0.32
Gly 186.69 1.52 −11.46 −10.08 −9.95 −10.03 −0.08
Cys 137.37 1.25 −2.73 −3.13 −1.48 −1.24 0.24
Glu 205.61 1.62 −10.39 −11.42 −8.77 −9.42 −0.65
Gln 196.94 1.57 −7.81 −7.88 −6.24 −6.47 −0.23
His 218.95 1.69 −12.14 −12.41 −10.45 −10.25 0.20
Lys 244.62 1.83 −3.25 −6.09 −1.42 −4.38 −2.96
Met 222.73 1.72 −2.89 −3.89 −1.18 −1.49 −0.31
Phe 257.69 1.91 −3.03 −2.35 −1.13 −0.76 0.37
Ser 107.61 1.09 −5.91 −7.13 −4.82 −5.08 −0.26
Thr 148.83 1.31 −5.99 −6.99 −4.68 −4.90 −0.22
Trp 323.71 2.27 −8.41 −9.01 −6.14 −5.91 0.23
Tyr 277.95 2.02 −8.11 −7.28 −6.09 −6.13 −0.04
Tabelle 3.7: Vergleich der erhaltenen Solvatisierungsenergien (kcal/mol) mit den experimentel-
len Werten. a) berechnete Energien der Seitenketten. b) Lo¨sungsmittelzuga¨ngliche Oberfla¨che A˚2.
c)∆Gvdw ist der hydrophobe Energiebeitrag.
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Abbildung 3.5: Die mit den modifizierten Koeffizienten erhaltenen Solvatisierungsenergien entspre-
chen gut den experimentellen Werten. Lediglich Lysin weicht erheblich ab. r2 = 0.993 ohne Lysin,
r2 = 0.947 mit Lysin.
mit auch fu¨r andere kleine Moleku¨le anwendbar sein, was zum ersten Mal
eine breite Verwendung des FDPB-Verfahrens zur Untersuchung von Protein-
Ligandwechselwirkungen ermo¨glicht. Es muß jedoch betont werden, daß die
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vorgenommenen Parameteroptimierungen rein empirischer Natur sind und bis-
her lediglich an einem kleinen Datensatz fu¨r Aminosa¨ureseitenketten optimiert
und damit nur fu¨r rein peptidische Modelle geeignet ist. Um tatsa¨chlich auch
fu¨r beliebige Substanzen anwendbar zu sein, und um damit auch in Protein-
Ligand Modellen eingesetzt werden zu ko¨nnen, ist ein breiteres Spektrum an
Substanzen zu untersuchen. Dies soll im folgenden Abschnitt diskutiert wer-
den.
3.2 Validierung an einem Satz aus achtzig kleinen Mo-
leku¨len
In diesem Abschnitt soll das oben besprochene Verfahren u¨ber Aminosa¨uren
hinaus an einem repra¨sentativen Satz kleiner Moleku¨le mit unterschiedlichen
funktionellen Gruppen validiert und weiter optimiert werden. Die experimen-
tellen Solvatisierungsenergien sind einer Vero¨ffentlichung von Viswanadhan et
al. [189] entnommen, und entstammen ihrerseits dem Galaxy Softwarepaket
[4]. Aus dem Datensatz von insgesamt 292 Substanzen wurden 80 ausgewa¨hlt
und ihre dreidimensionalen Strukturen mittels des Corina 3D Strukturgene-
rators [69, 68] aus den SMILES Codes erzeugt [195]. Der Datensatz wurde
reduziert, da viele sehr a¨hnliche Substanzen enthalten sind, die sich lediglich
in der aliphatischen Kettenla¨nge oder in der Position der Substitution unter-
scheiden.
Eine U¨bersicht u¨ber die verwendeten Substanzen mit den experimentellen
sowie berechneten Solvatisierungsenergien entha¨lt Tabelle A.1 im Anhang. Das
verwendete Verfahren zur Berechnung der Solvatisierungsenergien ist identisch
zu dem oben genannten.
Die fu¨r die Aminosa¨ureseitenketten verwendete Parametrisierung ergab mit
dem großen Datensatz bei einigen Stoffgruppen erhebliche Abweichungen von
den experimentellen Solvatisierungsenergien. Insbesondere die Solvatisierungs-
energien fu¨r Ether und Alkohole ließen sich mit einem gemeinsamen SYBYL-
Atomtyp O.3 nicht reproduzieren, was vermutlich an dem unterschiedlichen
Verhalten in Wasserstoffbru¨cken liegt. Es wurde daher ein zusa¨tzlicher alkoho-
lischer Atomtyp O.OH eingefu¨hrt.
Ebenso zeigten sich Probleme mit Aminen, wie dies im letzten Abschnitt
bereits am Lysin beobachtet wurde. Es wurde daher auf gleiche Weise wie
im letzten Abschnitt durch iterative Optimierung des Elektronegativita¨tspa-
rameters a ein vera¨nderter Parametersatz entwickelt, der sowohl mit den Ami-
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Abbildung 3.6: Korrelation der experimentellen Solvatisierungsenergien gegen berechnete Werte
(r2 = 0.91).
Atom Typ a ∆a b c d
H H 7.17 6.24 −0.56 12.85
C C.3 7.98 9.18 1.88 19.04
C.2 8.79 +0.5 9.32 1.51 19.62
C.ar 7.98 +0.55 9.18 1.88 19.04
(C.1) 10.39 9.45 0.73 20.57
N N.ar 12.87 −1.29 11.15 0.85 24.87
N.3 11.54 +6.0 10.82 1.36 23.72
N.2 12.87 11.15 0.85 24.87
N.pl3 12.87 +0.5 11.15 0.85 24.87
N.am 12.87 +3.5 11.15 0.85 24.87
(N.1) 15.68 11.70 −0.27 27.11
O O.3 14.18 −3.1 12.92 1.39 28.49
O.OH 14.18 +0.8 12.92 1.39 28.49
O.2 14.18 −2.2 12.92 1.39 28.49
O.co2 17.07 −1.82 13.79 0.47 31.33
F F 12.36 +2.3 13.85 2.31 30.82
Cl Cl 9.380 +1.62 9.69 1.35 22.04
Br Br 10.08 +0.8 8.47 1.16 19.71
I I 9.90 +1.0 7.96 0.96 18.82
S S.3 10.14 +0.5 9.13 1.38 20.65
Tabelle 3.8: Parametersatz zur Berechnung der Solvatisierungsenergien der 80 Strukturen
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Substanz SAS ∆Gexp ∆Gcalc ∆∆G
A2 kcal/mol kcal/mol kcal/mol
Arg N-Propylguanidin 292.296 -10.92 -9.85 -1.07
Gln Propionamid 232.806 -9.42 -8.50 -0.92
Asn Acetamide 204.271 -9.72 -8.98 -0.74
Lys N-Butylamin 261.275 -4.38 -3.67 -0.71
Met Methylethylsulfid 246.131 -1.49 -1.04 -0.45
Glu Propionsa¨ure 228.127 -6.47 -6.04 -0.43
Thr Ethanol 194.763 -4.90 -4.53 -0.37
Ser Methanol 160.468 -5.08 -4.83 -0.25
Phe Toluol 269.200 -0.76 -0.54 -0.22
Cys Methylthiol 185.066 -1.24 -1.02 -0.22
Tyr p-Cresol 284.579 -6.13 -5.94 -0.19
Trp Methylindol 314.914 -5.91 -5.72 -0.19
Asp Essigsa¨ure 199.542 -6.70 -6.57 -0.13
His Methylimidazol 242.166 -10.25 -10.81 0.56
Tabelle 3.9: Solavtisierungsenergien der Aminosa¨uren mit Parametrisierung aus Tabelle 3.8. Die
Korrelation betra¨gt r2 = 0.985
nosa¨ureseitenketten, wie mit dem gesamten Testdatensatz eine zufriedenstel-
lende Korrelation ergab. Dieser Parametersatz ist in Tabelle 3.8 gezeigt und
wird fu¨r alle weiteren Berechnungen auch der folgenden Kapitel verwendet.
Die Ergebnisse, die fu¨r mit diesen Parametern fu¨r die Aminosa¨ureseitenketten
erhalten wurden, sind in Tabelle 3.9 dargestellt.
3.3 Ionisierte Formen
Neben dem ungeladenenen Zustand, der im vorangegangenen Abschnitt aus-
schließlich behandelt wurde, besitzen saure oder basische Substanzen in Ab-
ha¨ngigkeit von ihrem Protonierungszustand eine ionische Form. Fu¨r Proteine
sind dies vor allem die titrierbaren Aminosa¨uren Arginin, Lysin, Histidin, As-
paraginsa¨ure und Glutaminsa¨ure, sowie in geringem Maße auch Tyrosin und
Cystein.
Fu¨r die Betrachtung des Protonierungszustandes aus Sicht eines elektrosta-
tischen Modells ist lediglich der vera¨nderte Ladungszustand der durch Pro-
tonierung bzw. Deprotonierung auftritt, relevant. Die geometrische A¨nderung
durch das Hinzufu¨gen oder Entfernen eines Wasserstoffatoms kann meist ver-
nachla¨ssigt werden, sie spielt unmittelbar nur fu¨r sterische Effekte durch Ver-
a¨nderung des Oberfla¨chenprofils sowie fu¨r Wasserstoffbru¨cken eine Rolle.
Grundsa¨tzlich stellt der geladene Zustand lediglich einen Sonderfall des bis-
herigen Modells dar. Die Ladungsdifferenz von +1.0e bei Protonierung einer
Base bzw. -1.0e bei Deprotonierung einer Sa¨ure ist dabei stark im Moleku¨l
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lokalisiert, wobei die Atomladung an diesen “titrierbaren” Atomen im Falle
des geladenene Zustandes erheblich gro¨ßer ist, als die Partialladung der daran
gebundenen Atome.
Da in Poisson-Boltzmann-Berechnungen die Punktladung eines Atoms auf
die umgebenden Gitterpunkte verteilt wird (vergl. Methodik der Poisson-Boltz-
mann-Rechnungen), ist es nicht von so großer Bedeutung, ob die “Chemie” der
verwendeten Moleku¨le korrekt ist, womit insbesondere die Mesomerie und die
Verteilung der Atomladungen gemeint ist. Die formale, ionische Ladung muß
ra¨umlich an geeigneter Position zugewiesen werden, um akkurate Ergebnisse
zu erhalten.
Im allgemeinen genu¨gt es, die zusa¨tzliche formale Ladung dem Atom zuzu-
schlagen, das durch die Protonierung betroffen ist. Tautomere Effekte, die eine
sta¨rkere Verteilung der Ladung oder eine Verschiebung auf ein Nachbaratom
vorteilhafter erscheinen lassen, mu¨ssen ebenfalls beru¨cksichtigt werden. Wel-
chen Einfluß unterschiedliche Parametrisierungsmethoden auf die berechnete
Solvatisierungsenergie haben, soll im folgenden Abschnitt untersucht werden.
Die Abbildung 3.7 zeigt den Unterschied der Isokonturen der neutralen Form
(links) und der geladenen Form (rechts) des N-Propylguanidins, jeweils bei
1.0 kT (blau) bzw. -1.0 kT (rot) konturiert. Dies zeigt deutlich, warum die
Wahl der Atome, denen die Ladung zugeschlagen wird, in der geladenen Form
keine so große Rolle spielt. Die Potentiale sind in unmittelbarer Umgebung des
geladenen Atoms erheblich gro¨ßer als der Einfluß aller u¨brigen Atome.
Abbildung 3.7: Links ist N-Propylguanidin als ungeladene und rechts als geladene Spezies an Hand
der Isokontur des elektrostatischen Potentials dargestellt. (Konturniveau 1.0 kT) Es ist deutlich zu
sehen, daß in geladenem Zustand (+1.0e) der Einfluß der negativen Partialladungen vollsta¨ndig
u¨berdeckt wird.
Um den Einfluß der Art und Weise wo die formale Ladung im Moleku¨l
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lokalisiert wird besser kontrollieren zu ko¨nnen, wurde eine explizite Zuweisung
formaler Ladungen nach der Anwendung des PEOE-Verfahrens auf die neutrale
Form des Moleku¨ls durchgefu¨hrt. Dies fu¨hrt zwar zu kleinen Fehlern einiger
Atomladungen in Nachbarschaft der mit einer zusa¨tzlichen formalen Ladung
versehenen Atome, es mu¨ssen aber andererseits auch keine weiteren Atomtypen
oder Hybridisierungszusta¨nde in das vorliegende Modell eingefu¨hrt werden.
3.3.1 Ionisierung von Carbonsa¨uren und Alkoholen
Im Falle der Alkohole ist es naheliegend, die zusa¨tzliche Ladung, dem Alko-
holsauerstoff vollsta¨ndig zuzuschlagen. Die einzige in Proteinen vorkommende
nennenswert deprotonierbare Alkoholfunktion tritt in Tyrosin mit einem pKa
von 9.6 auf. In Tyrosin erha¨lt man jedoch eine bessere U¨bereinstimmung mit
der experimentellen Solvatisierungsenergie, wenn die Ladung nicht dem Sau-
erstoff (∆G = −109.3 kcal/mol), sondern dem daran gebundenen Ringkohlen-
stoff zugeschlagen wird (∆G = −84.1 kcal/mol).
Fu¨r die Ladungsverteilung in deprotonierten Carbonsa¨uren (Carboxylaten)
gibt es mehrere Mo¨glichkeiten, wobei jeweils entscheidend ist, daß die forma-
le Ladung von -1.0e ra¨umlich an die Carboxylatgruppe gebunden bleibt. Die
experimentell bestimmte Solvatisierungsenergie fu¨r ein Acetatanion betra¨gt
-82.17 kcal/mol [173]. Eine mo¨gliche Parametrisierung besteht darin, einen
Carboxylatsauerstoff als sp2 und den anderen als sp3 hybridisiert zu betrach-
ten, wobei der Wasserstoff zuna¨chst entfernt wird und die resultierende formale
Ladung von -1.0e dem sp3 hybridisierten Sauerstoff zugeschlagen wird (Abbil-
dung 3.8,a).
Tabelle 3.10 entha¨lt die verwendeten Parameter fu¨r diesen Fall. Die erhal-
tene Solvatisierungsenergie von -101.045 kcal/mol ist jedoch im Vergleich zu
∆Gexpsolv = −82.17 kcal/mol deutlich zu hoch.
Die zweite Variante (Abbildung 3.8,b) verwendet fu¨r beide Carboxylatsau-
erstoffe eine sp3 Hybridisierung und schla¨gt jedem Sauerstoff eine Ladung von
-0.5e zu, so daß insgesamt die Ladung von -1.0e erhalten bleibt. Mit diesem
Modell wird eine Solvatisierungsenergie von -85.532 kcal/mol erhalten, was le-
diglich eine Abweichung von 3.3 kcal/mol vom experimentellen Wert bedeutet.
Die dritte Variante (Abbildung 3.8,c) ist sinnvoll, wenn unabha¨ngig von der
zugrunde liegenden Chemie beru¨cksichtigt wird, daß es vor allem darum geht,
eine Punktladung an einer geeigneten Stelle im Raum zu platzieren. Hierbei
wird die protonierte ungeladene Form als Basis angenommen und lediglich dem
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Abbildung 3.8: Verschiedene Arten der Ladungszuweisung fu¨r eine Carboxylatgruppe am Beispiel
der Essigsa¨ure. a) Die Gruppe besitzt einen Osp2 hybridisierten Carbonylsauerstoff und einen Osp3
hybridisierten alkoholischen Sauerstoff, wobei dieser die bei Deprotonierung resultierende Ladung
-1.0e erha¨lt. b) Beide Sauerstoffe werden als Osp3 hybridisiert betrachtet, jeder Sauerstoff erha¨lt eine
formale Ladung von -0.5a. c) Die Gruppe wird als Carboxylgruppe betrachtet, der acide Wasserstoff
bleibt formal erhalten, der Carboxylkohlenstoff erha¨lt hierbei die formale Ladung von -1.0e.
Carboxylkohlenstoff die formale Ladung von -1.0e zugeschlagen. Fu¨r dieses
Modell wird eine Solvatisierungsenergie von -87.88 kcal/mol erhalten.
Name Koordinaten Radius q Atomtyp
C1 −0.02 1.50 0.01 1.70 −0.019 C.3
C2 0.00 −0.00 0.00 1.70 0.135 C.2
O3 1.06 −0.59 −0.01 1.40 −0.306 O.2
O4 −1.15 −0.69 0.01 1.40 ∗ − 1.077 O.3
H5 1.00 1.88 0.00 1.05 0.089 H
H6 −0.55 1.86 −0.87 1.05 0.089 H
H7 −0.53 1.85 0.91 1.05 0.089 H
Tabelle 3.10: Acetat mit Ladung lokalisiert auf einem Carboxylatsauerstoff. Die Solvatisierungs-
energie fu¨r dieses System betra¨gt -101.05 kcal/mol. ∗) PEOE liefert -0.077, zu diesem Wert wurde
-1.0 addiert.
Name Koordinaten Radius q Atomtyp
C1 −0.02 1.50 0.01 1.70 −0.039 C.3
C2 0.00 −0.00 0.00 1.70 0.031 C.2
O3 1.06 −0.59 −0.01 1.40 ∗ − 0.616 O.3
O4 −1.15 −0.69 0.01 1.40 ∗ − 0.616 O.3
H5 1.00 1.88 0.00 1.05 0.080 H
H6 −0.55 1.86 −0.87 1.05 0.080 H
H7 −0.53 1.85 0.91 1.05 0.080 H
Tabelle 3.11: Acetat mit Ladung lokalisiert auf beide Carboxylatsauerstoffe Die erhaltene Solvati-
sierungsenergie fu¨r dieses System betra¨gt -85.53 kcal/mol. ∗) PEOE liefert -0.116, zu diesem Wert
wurde jeweils -0.5 addiert.
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Name Koordinaten Radius q Atomtyp
C1 −0.02 1.50 0.01 1.70 −0.017 C.3
C2 0.00 −0.00 0.00 1.70 ∗ − 0.885 C.2
O3 1.06 −0.59 −0.01 1.40 −0.295 O.2
O4 −1.15 −0.69 0.01 1.40 −0.543 O.3
H5 1.00 1.88 0.00 1.05 0.094 H
H6 −0.55 1.86 −0.87 1.05 0.094 H
H7 −0.53 1.85 0.91 1.05 0.094 H
H8 −1.14 −1.66 0.00 1.05 0.458 H
Tabelle 3.12: Acetat mit Ladung lokalisiert auf Carboxylatkohlenstoff. Die erhaltene Solvatisie-
rungsenergie fu¨r dieses System betra¨gt -87.88 kcal/mol. ∗) PEOE liefert +0.115, zu diesem Wert
wurde -1.0 addiert.
3.3.2 Ionisierung von Aminen und Guanidinen
Im Falle des Lysins und anderer prima¨rer Amine ist die Verteilung der Ladung
der protonierten Form offensichtlicher, da sie vollsta¨ndig dem Stickstoff zuge-
schlagen werden kann. Bei Arginin mit der Guanidinstruktur ist dies nicht so
offensichtlich, da u¨ber Grenzformen praktisch jedes der drei Stickstoffatome
eine Partialladung erhalten kann.
Die experimentell ermittelte Solvatisierungsenergie des N-Propylguanidini-
um Ions (das Kation der Argininseitenkette) liegt bei -58.86 kcal/mol [173].
Auch hier wurden mehrere Varianten getestet, um zu pru¨fen, mit welcher
Ladungsverteilung, ausgehend von der ungeladenen Form die experimentelle
Solvatisierungsenergie am besten reproduziert werden kann (Abbildung 3.9).
Dem experimentellen Ergebnis kommt Variante c) am na¨chsten.
3.4 Zusammenfassung und Diskussion
Das PEOE Verfahren in seiner urspru¨nglichen Form [67] ist fu¨r eine Beschrei-
bung von Solvatisierungseffekten nicht geeignet, da die Polarisationseffekte in
diesem Modell zu gering ausfallen.
Die vorgenommenen Modifikationen an den Basisparametern sind auf rein
empirischem Wege gefunden worden. Daher ist eine Begru¨ndung auf theoreti-
scher Basis schwierig zu treffen, doch sollten die durchgefu¨hrten Vera¨nderungen
im Hinblick auf ihren denkbaren physikochemischen Hintergrund kurz disku-
tiert werden. Zum einen wurde durch einen Faktor, mit dem jede Atomladung
nach Abschluß des Ladungsausgleichs multipliziert wurde, eine deutliche Ver-
besserung erreicht. Worauf ko¨nnte diese Beobachtung zuru¨ck zu fu¨hren sein
?
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Abbildung 3.9: Drei denkbare Varianten zur Parametrisierung des Guanidiniumions. Die Lewis-
Formeln geben dabei die tatsa¨chlich verwendeten Modellstrukturen wieder, wobei die eingezeichne-
te formale Ladung unabha¨ngig von den Valenzen zu betrachten ist. a) der tatsa¨chliche protonierte
Stickstoff erha¨lt die zusa¨tzliche Ladung von +1.0e ∆Gsol = −54.94kcal/mol. b) Alle drei Stick-
stiffatome erhalten jeweils eine zusa¨tzliche Ladung von 0.333e ∆Gsol = −55.96kcal/mol c) Der
Guanidiniumkohlenstoff erha¨lt eine zusa¨tzliche Ladung von +1.0e ∆Gsol = −56.474kcal/mol .
Wie schon erwa¨hnt, basiert die FDPB-Methode auf einem Modell, das fu¨r
das Moleku¨linnere und das umgebende Solvens zwei unterschiedliche Dielek-
trizita¨tskonstanten annimmt. So wird der Einfluß der Ladungen im Moleku¨l
untereinander durch die interne Dielektrizita¨tskonstante von u¨blicherweise 2.0
auf die Ha¨lfte abgeschwa¨cht, die Abschirmung durch das umgebende Medium
ist sogar etwa 80x gro¨ßer als im Vakuum ²solv = 80 (vergl. hierzu Gleichung
3.1). Die so entstandene dielektrische Grenzfla¨che an der Moleku¨loberfla¨che
reicht also schon, um den Effekt interner Atomladungen auf die Umgebung
erheblich abzuschirmen. Ihr starker Einfluß zeigt aber auch, wie kritisch die
pauschale Skalierung aller Ladungen fu¨r das Modell ist, da sich der gefunde-
ne Faktor fu¨r die Atomladungen von 1.4 bis 1.6 nicht offensichtlich ergibt.
Bei Simulationen im Vakuum, spielen diese Abschirmungseffekte keine Rol-
le, somit ist eine Vorhersage von Moleku¨leigenschaften in der Gasphase mit
den Standard-PEOE-Ladungen mo¨glich. Zur Beschreibung der Verha¨ltnisse
in Lo¨sung muß eine generelle Versta¨rkung der positiven und negativen La-
dungen vorgenommen werden, was einer erho¨hten Polarisierung innerhalb des
Moleku¨ls entspricht und die abschirmenden Effekte des umgebendes Solvens
kompensiert.
Fu¨r eine Simulation in wa¨ssriger Lo¨sung muß die Wechselwirkung von Stick-
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stoff- und Sauerstoffatomen einer gelo¨sten Substanz mit umgebenden Was-
sermoleku¨len u¨ber Wasserstoffbru¨cken beru¨cksichtigt werden. Da Wasserstoff-
bru¨cken stets kovalenten Charakter besitzen, beeinflußt eine Wasserstoffbru¨cke
a¨hnlich wie ein kovalent gebundenes Atom die Elektronegativita¨t des Donor
und Akzeptoratoms.
Ausgehend von dieser Vorstellung sei ein Wasserstoffbru¨ckendonor wie z.B.
ein sp3-hybridisierter Stickstoff betrachtet. Durch Ausbildung einer Wasser-
stoffbru¨cke mit einem H2O-Sauerstoff konkurrieren nun sowohl der Stickstoff
als auch der Sauerstoff um das Elektron des Wasserstoffs. Dies bedeutet fu¨r den
Donorstickstoff einen Verlust an Ladung und damit eine Erho¨hung seiner Or-
bitalelektronegativita¨t. Fu¨r einen Wasserstoffbru¨ckenakzeptor, wie einen sp2-
hybridisierten Sauerstoff resultiert genau die umgekehrte Situation, hier fu¨hrt
eine Wasserstoffbru¨cke zu einem Wassermoleku¨l zu einem Ladungsgewinn und
somit zu einer Verminderung der Orbitalelektronegativita¨t des Akzeptorsau-
erstoffs.
Betrachtet man die zugewiesenen Koeffizienten in Tabelle 3.5, entsprechen
die empirisch vorgenommenen Modifikationen dieser Vorstellung. So wurde
insbesondere bei Osp2 , einer typischen Akzeptorgruppe, durch die Modifikation
der Koeffizienten die Elektronegativita¨t formal abgesenkt, und bei Nsp3 , einer
typischen Donorgruppe, die Elektronegativita¨t erho¨ht. Das Verhalten eines
bestimmten Atomtyps in Wasserstoffbru¨cken ko¨nnte demnach als Erkla¨rung
fu¨r die empirisch gefundenen Modifikationen der Orbitalelektronegativita¨ten
dienen, was auch erkla¨rt, warum Atomte bei gleichem Hybridisierungszustand
geringfu¨gig unterschiedliche Orbitalelektronegativita¨ten besitzen ko¨nnen.
Die berechneten Ergebnisse zeigen allerdings fu¨r ein recht weites Spektrum
unterschiedlicher Substanzen eine gute U¨bereinstimmung mit den experimen-
tellen Daten. Große Abweichungen treten vor allem bei Substanzen auf, die
selbst als Lo¨sungsmittel mit hohen Dielektrizita¨tskonstanzen Verwendung fin-
den, sowie Substanzen mit sehr vielen polaren Gruppen. Ein Beispiel, das
aus der Tabelle A.1 herausgenommen wurde, ist Glycerol. Die berechnete Sol-
vatisierungsenergie war mit -20.7 kcal/mol mehr als doppelt so groß wie die
experimentell gemessenen -8.50 kcal/mol. Derartige Ausreißer stellen ganz klar
die Grenze des Verfahrens dar. Speziell der Fall des Glycerols ist bereits von
anderen Autoren [161] beobachtet worden. Es muß aber beru¨cksichtigt werden,
daß derartige Verbindungen in Lo¨sung untereinander u¨ber Wasserstoffbru¨cken
vernetzte Komplexe bilden ko¨nnen, die von dem hier vorgestellten Verfahren
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nicht beru¨cksichtigt werden ko¨nnen.
Weitere Substanzen, deren berechnete Solvatisierungsenergien relativ stark
abweichen, sind mehrfachsubstituierte Aromaten, sowie Nitroverbindungen.
Diese stellen ein besonderes Problem dar, da eine Nitrogruppe mit den Stan-
dard-Atomtypen aus dem Programm SYBYL nur unzureichend parametrisiert
werden kann. Eine weitere Gruppe sind Aldehyde, fu¨r welche in Lo¨sung ha¨ufig
eine Keto-Enol-Tautomerie angenommen werden kann, die in dem vorliegenden
Modell unberu¨cksichtigt bleibt (Abbildung 3.10).
Abbildung 3.10: Nitrogruppen und Aldehyde sind nicht immer eindeutig parametrisierbar. Alde-
hyde ko¨nnen u.U. im Gleichgewicht mit ihren Enolen stehen, Nitrogruppen tragen interne Ladungen
bzw. besitzen nicht parametrisierte Atomtypen.
Weitere unberu¨cksichtigte Einflu¨sse, die von dem verwendeten Verfahren
zur Zeit nicht behandelt werden ko¨nnen, entstammen konjugierten oder aro-
matischen Systemen, fu¨r die eine modifizierte Ladungsverteilung u¨ber das kon-
jugierte System hinweg angenommen werden muß. Flexibilita¨t innerhalb der
Moleku¨le wurde ebenfalls nicht beru¨cksichtigt. Abweichungen von bis zu 1
kcal/mol kann bei gro¨ßeren Moleku¨len (> 5 Atome) oft schon durch Konforma-
tionsa¨nderungen, insbesondere dann hervorgerufen werden, wenn zwei polare
funktionelle Gruppen ra¨umlich durch mehrere drehbare Bindungen getrennt
sind. Fu¨r die meisten der hier berechneten Substanzen weicht die berechnete
Solvatisierungsenergie jedoch weniger als 1 kcal/mol von den experimentel-
len Daten ab, so daß das entwickelte Modell durchaus als ein gutes Modell
bezeichnet werden kann.
Kapitel 4
pKa Berechnung in Proteinen
4.1 Einleitung
In theoretischen Modellen, die in der Wirkstoffentwicklung eingesetzt werden,
finden Protonierungszusta¨nde in den meisten Fa¨llen mangels geeigneter Kon-
zepte kaum Beru¨cksichtigung, obwohl der Einfluß unterschiedlicher pH Werte
auf den Zustand eines Proteins in Lo¨sung wie auch im Kristall von erheblicher
Bedeutung ist und in experimentellen Untersuchungen stets großen Einfluß auf
die gewonnenen Daten hat. So ist es kaum mo¨glich, geeignete Bedingungen fu¨r
einen Enzymassay oder fu¨r die Kristallisationsbedingungen eines Proteinkris-
talls ohne Beru¨cksichtigung des pH Wertes zu finden.
Es sind einige Gru¨nde zu nennen, warum in theoretischen Modellen Proto-
nierungseffekte vernachla¨ssigt werden.
1. Durch Ro¨ntgenkristallographie gewonnene Proteinstrukturen stellen nach
wie vor die Grundlage des strukturbasierten Wirkstoffdesigns dar. Auf-
grund der begrenzten Auflo¨sung und der geringen Streuung des Ro¨nt-
genstrahls an den Elektronen der Wasserstoffatomen sind Protonierungs-
zusta¨nde in Ro¨ntgenstrukturen in aller Regel nur bei sehr hoch aufgelo¨sten
Strukturen sichtbar.
2. Die Vernachla¨ssigung bzw. implizite Behandlung von Wasserstoffatomen
in theoretischen Modellen (“united-atom-Verfahren”) stellt eine willkom-
mene Vereinfachung der Proteinmodelle dar, da sich auf diese Weise die
Anzahl der zu betrachtenden Atome im Protein um ca. 60% verringert.
Zudem hat sich gezeigt, daß auch ohne Protonierung in vielen Fa¨llen gute
Modelle aufzustellen sind.
3. Die Parametrisierung eines Proteins zur Berechnung von pKa Werten ist
aufwa¨ndig und von vielen Faktoren abha¨ngig. Fu¨r Liganden besteht ein
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spezielles Parametrisierungsproblem, da die ga¨ngigen Modelle nicht fu¨r
beliebige organische Moleku¨le angewandt werden ko¨nnen.
Der pKa Wert einer Sa¨ure oder Base wird wesentlich durch das Medium
mitbestimmt, in dem sie gelo¨st ist. U¨blicherweise werden pKa Werte kleiner
Moleku¨le in Wasser bestimmt.
Die Konzentration des Wassers kann als konstant betrachtet werden, da sie
sich praktisch nicht vera¨ndert. Jedoch ist die Gleichgewichtskonstante spezi-
fisch fu¨r dieses Medium. Die gleiche Sa¨ure wird in Ammoniak einen kleineren
pKa Wert haben und in Essigsa¨ure einen gro¨ßeren. Dies wird in der pharma-
zeutischen Analytik ausgenutzt, so kann das in Wasser praktisch nicht basische
Cl− Ion in Eisessig durchaus quantitativ volumetrisch bestimmt werden. Die
relative Sta¨rke einer Sa¨ure ha¨ngt demnach von dem umgebenden Medium ab.
Die Seitenketten von Aminosa¨uren innerhalb eines Proteins befinden sich
mikroskopisch gesehen nicht in Wasser, sondern innerhalb eines Mediums ge-
ringerer elektrostatischer Abschirmung. Innerhalb einer Bindetasche oder des
katalytischen Zentrums eines Proteins herrschen oft sehr spezielle elektrostati-
sche Bedingungen, die einerseits die Bindung des Substrates und andererseits
eine spezifische chemische Reaktion ermo¨glichen mu¨ssen. Die Tendenz einer
Aminosa¨ure, in einem bestimmten Protonierungszustand vorzuliegen, unter-
scheidet sich daher im Protein teilweise extrem von dem in Wasser gemessenen
Wert der freien Aminosa¨ure [182, 183, 188, 62, 115, 116].
4.2 Elektrostatische Beitra¨ge zur pKa Verschiebung
Die Verschiebung der pKa Werte im Protein ist stark von der lokalen Um-
gebung abha¨ngig, so besitzt z.B. die Aminosa¨ure Aspartat 26 in Thioredoxin
aus Escherichia Coli einen pKa Wert von 7.5 [115, 116]. Die Deprotonierung
dieser Gruppe fu¨hrt zu einer signifikanten Destabilisierung des Proteins. Dies
zeigt, daß die Stabilita¨t insgesamt stark pH abha¨ngig ist. Der pKa Wert der
Asparaginsa¨ure liegt in Wasser bei etwa 4.4. Im Hu¨hnereiweiß-Lysozym be-
sitzt das Glutamat 35 einen pKa-Wert von 6.2, wofu¨r die Nachbarschaft des
hydrophoben Tryptophans 108 verantwortlich gemacht wird [94].
Der Einfluß der Umgebung auf den pKa Wert sei an Hand der Abbildung 4.1
deutlich gemacht. Eine Carbonsa¨ure mit einem pKa von 5 ist in reinem Wasser
bei einem pH von ca. 7 u¨berwiegend deprotoniert, in unmittelbarer Nachbar-
schaft zu einer ebenfalls sauren Gruppe erho¨ht sich der pKa-Wert, wo hingegen
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er sich in Nachbarschaft einer basischen Gruppe erniedrigt, da dort die Abgabe
eines Protons an diese Gruppe erleichtert wird. Hydrophobe Gruppen fu¨hren
fu¨r Carbonsa¨uren zu einer Erho¨hung des pKa-Wertes. Die Tendenz, das Pro-
ton an die Umgebung abzugeben sinkt. Betrachtet man die protonierte Form
einer basischen Gruppe mit einem pKa von ca. 10, so fu¨hren entgegengesetzt
geladene saure Gruppen zu einer pKa-Erho¨hung, identisch geladene Gruppen
sowie eine hydrophobe Umgebung zu einer pKa-Erniedrigung.
Abbildung 4.1: Einfluß der Umgebung auf den pKa Wert einer titrierbaren Gruppe
Qualitativ kann gesagt werden, daß negativ geladene Gruppen in der Umge-
bung zu einer Erho¨hung der pKa Werte titrierbarer Gruppen fu¨hren, positive
zu einer Verminderung. In hydrophoben Umgebungen liegen titrierbare Grup-
pen bevorzugt in dem ungeladenen und damit weniger polaren Zustand vor.
Dies fu¨hrt fu¨r Sa¨uren zu einer pKa-Erho¨hung, d.h. die Sa¨ure tendiert weniger
zur Deprotonierung und fu¨r Basen entsprechend zu einer pKa Erniedrigung,
d.h. die Base neigt weniger zur Aufnahme eines Protons.
Die pKa Verschiebung, die eine Proteinseitenkette aufgrund ihrer spezifi-
schen Umgebung erfa¨hrt, la¨ßt sich berechnen, indem der energetische Einfluß
dieser Umgebung auf den elektrostatischen Anteil der freien Energie in proto-
niertem und unprotoniertem Zustand ermittelt wird. Es werden zuna¨chst zwei
Energiedifferenzen berechnet (Abbildung 4.2).
• ∆G(AH) ist die Energiedifferenz, die sich bei der U¨berfu¨hrung der pro-
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Abbildung 4.2: Thermodynamischer Zyklus zur Beschreibung elektrostatischer Beitra¨ge zu pKa-
Verschiebungen
tonierten Spezies aus reinem Solvens in die Proteinumgebung ergibt.
• ∆G(A) ist die korrespondierende Energiedifferenz, die sich fu¨r die unpro-
tonierte Spezies ergibt. Es kann sich dabei sowohl um eine basische wie
eine saure Gruppe handeln, weshalb A in diesem Zusammenhang auch
keine Ladung tra¨gt.
Jede dieser beiden Energien kann weiter aufgespalten werden.
∆G(AH) = ∆∆GBorn +∆Gq +
N∑
i
∆GAi (4.1)
∆G(A) = ∆∆GBorn +∆Gq +
N∑
i
∆GAi (4.2)
• Hierbei ist ∆∆GBorn die Differenz der Solvatisierungsenergien im Lo¨-
sungsmittel mit einer hohen Dielektrizita¨tskonstante und dem Protein,
einem Medium mit einer niedrigen Dielektrizita¨tskonstante. 1
• ∆Gq ergibt sich aus der Wechselwirkung mit anderen, permanent vor-
handenen Ladungen und Dipolen im Protein, dies ist daher der induktive
Energieanteil. Hierzu tragen vor allem Argininseitenketten bei, die bei
physiologischen Bedingungen praktisch immer geladen vorliegen. Andere
Einflu¨sse kommen von Metall- und anderen im Protein lokalisierte Ionen.
• ∆GAi ist die Wechselwirkungsenergie mit allen anderen titrierbaren Grup-
pen in ihren unterschiedlichen Protonierungszusta¨nden.
Die Differenz ∆∆G = ∆G(AH) − ∆G(A) dieser beiden Energien ist der
elektrostatische Beitrag zur Verschiebung des pKa Wertes, welcher nach Glei-
chung 4.3 berechnet werden kann (2.303 entspricht hierbei ln10).
1Die Energie wird analog zu Kapitel 2.4 berechnet, beide Berechnungen unterscheiden sich allein in der
Dielektrizita¨tskonstante, die einmal bei 78.0 bzw. 80.0 fu¨r das Solvens liegt und im anderen Fall beim Wert
fu¨r das Proteininnere also z.B. 4.0.
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pKintai = pK
0
ai −
1
2.303kbT
·∆∆Gi (4.3)
4.3 Methodik & Testdatensatz
Zur Berechnung dieser Energien wurden bereits eine ganze Reihe von Arbei-
ten verschiedenster Autoren vero¨ffentlicht [1, 2, 5, 6, 15, 16, 17, 36, 45, 47].
In fast allen Arbeiten werden die oben geschilderten Beitra¨ge als ausschließ-
lich elektrostatischer Natur betrachtet. Ein ha¨ufig verwendetes Verfahren ist
die Lo¨sung der Poisson-Boltzmann-Gleichung mittels der Finiten-Differenz-
Methode, der Formalismus dafu¨r ist in Kapitel 2.3 ausfu¨hrlich besprochen
worden.
In Kapitel 2.4 wurde gezeigt, daß die modifizierten PEOE Ladungen durch-
aus geeignet sind, Solvatisierungsenergien kleiner Moleku¨le vorherzusagen. Es
soll nun vorgestellt werden, daß mit dem gleichen Parametersatz auch Vor-
hersagen der pKa Werte von Proteinen im Rahmen der u¨blichen Genauigkeit
mo¨glich sind. Es sei darauf hingewiesen, daß andere Autoren fu¨r einzelne Prote-
ine u.U. bessere Vorhersagen experimenteller pKa Werte vero¨ffentlicht haben.
Jedoch ist ein Verfahren nur dann als Instrument fu¨r Vorhersagen unbekannter
Eigenschaften geeignet, wenn es hinreichend robust und zuverla¨ssig u¨bertrag-
bar ist, um auch ohne spezifische Optimierung auf bekannte experimentelle
Ergebnisse geeignete Vorhersagen zu machen.
Die Problematik der Auswahl optimaler Umgebungsparameter wie die Op-
timierung von Wasserstoffpositionen sowie allgemeiner struktureller Qualita¨ts-
merkmale, wie sie in einer Arbeit von Nielsen et al. [140] behandelt wurden
oder der Einfluß konformativer A¨nderungen, wie sie von anderen Autoren un-
tersucht wurden [2, 23, 201, 166], soll hier von untergeordneter Bedeutung
sein.
Besondere Beru¨cksichtigung findet hier lediglich die fu¨r das Proteininnere
verwendete Dielektrizita¨tskonstante, da sie einen erheblichen Einfluß auf die
Qualita¨t des erhaltenen Ergebnisses haben kann.
4.3.1 Auswahl der Dielektrizita¨tskonstante fu¨r das Proteininnere
Eine Dielektrizita¨tskonstante von ²Protein = 4 wurde experimentell fu¨r kristalli-
ne und polymere Amide [81], sowie fu¨r getrocknetes Protein- und Peptidpulver
gefunden [26, 27], so daß Werte zwischen 2-5 ha¨ufig in a¨lteren theoretischen
76 KAPITEL 4. PKA BERECHNUNG IN PROTEINEN
Modellen verwendet werden [75, 18, 171].
Es sind auch ho¨here Werte verwendet worden, wenn ionisierte Gruppen zu
Fluktuationen im Dipolmoment des Moleku¨ls beitragen [170]. Antosiewicz et
al. [5] fanden, daß Berechnungen mit Dielektrizita¨tskonstanten um 20 zu bes-
seren Ergebnissen fu¨hren als die Verwendung eines Wertes von 4. Einigkeit
besteht allerdings daru¨ber, daß die Dielektrizita¨tskonstante fu¨r das Proteinin-
nere keine einheitliche physikalische Gro¨ße ist, sondern einen Parameter dar-
stellt, der zur allgemeinen Modellierung der elektrostatischen Verha¨ltnisse im
Proteininneren dient.
Eine Dielektrizita¨tskonstante von ²Protein = 12, wie sie von Grycuk et al.
[82] ebenfalls schon als optimal fu¨r HEWL2 gefunden wurde, scheint als Stan-
dardwert gut geeignet zu sein. Inzwischen wurde auch versucht, ausgehend von
experimentell bestimmten pKa Werten, eine spezifische Dielektrizita¨tskonstan-
te fu¨r einzelne Proteine zu berechnen [65, 186, 53]. Wie eine Parameterstudie
u¨ber mehrere solche Werte durchzufu¨hren ist, wird nachfolgend gezeigt.
4.3.2 Eingesetzte Programme
Die Berechnungen wurden mit einer modifizierten Version des MEAD Pa-
ketes von Donald Bashford [14] durchgefu¨hrt. Im Wesentlichen kommt das
Programm multiflex zum Einsatz, das hier als Bibliothek an die Program-
miersprache Python angebunden wurde und in der vorliegenden Version aus
dem Programm PyMOL [44] heraus verwendet werden kann. Die Beschrei-
bung des Modells kann so vollsta¨ndig innerhalb von PyMOL erfolgen, wobei
titrierbare Seitenketten und entsprechende Modellbeschreibungen automatisch
parametrisiert werden. Eine detaillierte Beschreibung der Bibliothek und ihre
Verwendung in PyMOL ist im zweiten Teil der Arbeit dargelegt.
4.3.3 Testdatensatz
Als Testdatensatz wurden neun Proteine verwendet (Tabelle 4.1), welche be-
reits von J.E. Nielsen [139] in seiner Dissertation bearbeitet wurden. Fu¨r diese
neun Proteine sind insgesamt 130 experimentelle pKa-Werte bekannt (Tabel-
le 4.2). Es sei darauf hingewiesen, daß keine experimentellen pKa Werte von
Cystein oder Arginin verwendet wurden. Alle Proteine wurden zuna¨chst auf
identische Weise parametrisiert, unabha¨ngig ob von anderen Autoren spezielle
Behandlungen einzelner Proteine empfohlen wurden.
2Hen Egg White Lysozyme
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Protein PDB Code Referenzen
Barnase 1A2P [142]
RNAse A 3RN3 [45]
Lysozyme 2LZT [17]
Xylanase 1XNB [101]
Ovomucoid Doma¨ne 3 1PPF [6]
BPTI 4PTI [129]
Protein G 1PGA [108]
RNAse HI 2RN2 [129]
Calbindin 3ICB [106, 107]
Tabelle 4.1: Testdatensatz zur Pru¨fung von PEOE Atomladungen zur Vorhersage von pKa Werten
in Proteinen.
Aminosa¨ure Modell pKa Anzahl
Arginin 13.0 0
Asparaginsa¨ure 4.0 37
Cystein 8.7 0
Glutaminsa¨ure 4.4 31
Histidin 6.3 11
Lysin 10.4 29
Tyrosin 9.6 13
N-Terminus 7.5 4
C-Terminus 3.8 5
Tabelle 4.2: Modell-pKa Werte der protonierbaren Aminosa¨uren. Modell-pKa bezeichnet den pKa
Wert, wie er in wa¨ssriger Lo¨sung gemessen wird. Anzahl bezeichnet die Anzahl der Aminosa¨uren,
fu¨r die experimentelle Daten in den beru¨cksichtigten 9 Beispielen vorliegen (
∑
= 130 Reste)
4.3.4 Methodik und Bedingungen
In Tabelle 4.3 sind die verwendeten physikalischen Parameter zur Berechnung
aufgefu¨hrt.
Eigenschaft Wert
Ionensta¨rke 0.1 mol/l
²Protein 12.0
²Solvent 80.0
Temperatur 293.0 K
Radius H2O 1.4 A˚
∗)Ionenradius 2.0 A˚
Rand 20.0 A˚
Tabelle 4.3: Die Parameter sind Standardwerte fu¨r pKa Berechnungen. *) Unter Ionenradius wird
hier die Mindestgro¨ße eines gelo¨sten Ions verstanden (ionenunzuga¨ngliche, enge Protein-Kavita¨ten
werden so von der Wirkung gelo¨ster Ionen ausgenommen.)
Die Gittergro¨ße wurde stets so gewa¨hlt, daß das Protein vollsta¨ndig von dem
Gitter umschlossen wird. Rand ist dabei der Wert in A˚ngstro¨m, um den das
Gitter u¨ber die Proteinausmaße hinaus automatisch vergro¨ßert wird. Zusa¨tz-
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lich wird eine Fokussierung durchgefu¨hrt, d.h. um den interessierenden Pro-
teinbereich (die Seitenkette, deren pKa Wert bestimmt werden soll) wird ein
weiteres Gitter mit einer kleineren Gitterweite berechnet. Schematisch ist dies
in Abbildung 4.3 gezeigt.
Abbildung 4.3: Es wird automatisch ein Gitter erzeugt, daß groß genug ist, um das Protein
vollsta¨ndig zu umschließen, ein zusa¨tzlicher Parameter Rand vergro¨ßert dieses Gitter in jede Rich-
tung um einen bestimmten Betrag in Angstro¨m. Unter Fokussierung versteht man die exaktere
Berechnung von Teilen des Gitters mittels eines feineren Gitters.
Es erfolgt eine einstufige Fokussierung, d.h. es werden jeweils zwei Gitter-
weiten verwendet, eine von 1.0 Angstro¨m, sowie eine Fokussierungsstufe von
0.25 Angstro¨m um die interessierende Aminosa¨ure.
Die Aminosa¨uren Glutaminsa¨ure, Asparaginsa¨ure, Lysin und Arginin wur-
den jeweils als geladen angenommen und tragen auch zu ∆Gq (Gleichung 4.1)
bei. Es wurden in allen Fa¨llen die modifizierten PEOE Atomladungen mit
den entsprechenden Radien verwendet (vergl. Kapitel 2.4). Diese Art der Pa-
rametrisierung wird im folgenden als PEOE-PB Modell bezeichnet. In den
Strukturen enthaltene Ionen bekamen ihre Standardladungen zugewiesen; so
wurde z.B. Calzium mit +2.0, Sulfat mit -2.0 geladen.
4.4 Ergebnisse und Diskussion
In Tabelle 4.4 sind die RMSD Werte sechs verschiedener Berechnungen auf-
gefu¨hrt.
Die Ergebnisse des Vergleiches unter einheitlichen Bedingungen zeigt sehr
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Protein PDB a b c d e f
BPTI 4PTI 0.719 0.673 0.668 0.474 0.538 0.453
Ovomucoid 1PPF 1.108 0.646 0.818 0.902 1.102 0.623
ProteinG 1PGA 0.865 0.718 0.836 1.239 1.060 0.541
RNAse A 3RN3 0.833 1.524 1.374 1.332 1.267 0.599
RNAse H 2RN2 0.888 1.009 1.178 1.052 1.235 0.910
Barnase 1A2P 1.372 1.410 1.308 1.760 2.306 0.830
Calbindin 3ICB 0.712 0.453 0.389 0.894 0.899 0.541
Lysozyme 2LZT 1.016 0.874 0.799 0.903 0.828 0.782
Xylanase 1XNB 1.787 1.321 1.173 1.792 2.417 1.408
Alle 1.049 1.017 1.011 1.531 1.357 0.980
Tabelle 4.4: RMSD Werte u¨ber alle in der Struktur berechneten pKa Werte. Die Spalten a-f
entsprechen den angegebenen Modellen.
a) Es wird davon ausgegangen, daß keine pKa-Verschiebung auftritt (die experimentellen
pKa-Werte werden mit den Modell-pKa Werten, d.h. den Werten isolierter Aminosa¨uren
in wa¨ssrigem Medium, verglichen (vgl. Tabelle 4.2)).
b) Werte aus der Arbeit von Nielsen et al. Die Ergebnisse wurden ohne Optimierung der
Wasserstoffbru¨ckengeometrien erhalten.
c) Wie b) jedoch mit optimierten Wasserstoffbru¨ckengeometrien. Die Optimierung wurde
mit WhatIf und dem Algorithmus von Hooft et al. [92] durchgefu¨hrt.
d) Es wurde das modifizierte PEOE Verfahren (Kapitel 2.4 als Ladungsmodell), sowie ein
²Protein = 12 verwendet. Die Wasserstoffpositionen wurden mit dem Programm Reduce
[199] zugewiesen und optimiert.
e) Es wurde das modifizierte PEOE Modell zur Ladungszuweisung verwendet und die Was-
serstoffkoordinaten wurden wie in c) mit dem Programm WhatIf erzeugt.
f) Wie d), jedoch wurden die besten Werte aus Tabelle 4.5 verwendet.
deutlich, daß mit dem in dieser Arbeit entwickelten Ladungsmodell Ergebnisse
erhalten werden, die einerseits mit den Daten anderer Autoren [139] vergleich-
bar sind und andererseits mit experimentell ermittelten Daten gut u¨berein-
stimmen. Die Methode zur Zuweisung der Wasserstoffatome mit der Methode
von Hooft et al. (Modelle c) und e)) bringt nicht in allen Fa¨llen eine Ver-
besserung der Ergebnisse, wenn von einem ²Protein = 12 ausgegangen wird.
Insbesondere fu¨r die Proteine Xylanase und Barnase wurden bei ²Protein = 12
vergleichsweise hohe RMSD Werte gefunden. Fu¨r Calbindin sind die Vorher-
sagen mit den Modellen von Nielsen et al. besser als das beste Modell mit der
PEOE-PB Parametrisierung. In allen anderen Proteinen konnte durch Aus-
wahl eines geeigneten ²Protein jeweils die beste Vorhersage erreicht werden. Der
hohe RMSD Wert der Xylanase in allen Modellen liegt in erster Linie an zwei
Aminosa¨uren mit ungewo¨hnlich hohen pKa-Verschiebungen. In allen anderen
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Modellen konnte ein RMSD von deutlich unter 1.0 erreicht werden.
²int 4PTI 1PPF 1PGA 3RN3 2RN2 1A2P 3ICB 2LZT 1XNB
4 1.802 2.526 2.696 3.981 2.381 4.508 2.696 2.172 5.115
6 1.054 1.687 1.563 2.893 1.602 3.424 1.563 1.503 3.408
8 0.717 1.277 1.196 2.259 1.310 2.868 1.196 1.165 2.576
10 0.551 1.044 1.011 1.839 1.143 2.522 1.011 0.978 2.106
12 0.475 0.902 0.894 1.333 1.052 2.282 0.894 0.885 1.792
14 0.453 0.809 0.815 1.041 0.999 2.102 0.815 0.835 1.634
16 0.462 0.745 0.759 0.913 0.965 1.959 0.759 0.806 1.527
18 0.485 0.700 0.717 0.839 0.943 1.846 0.717 0.791 1.450
20 0.511 0.670 0.685 0.790 0.928 1.755 0.685 0.782 1.408
40 0.683 0.623 0.568 0.645 0.910 1.313 0.568 0.791 1.407
60 0.751 0.658 0.547 0.613 0.933 1.148 0.547 0.819 1.436
80 0.784 0.683 0.541 0.599 0.952 1.056 0.541 0.840 1.460
r2 0.99 0.98 0.95 0.92 0.81 0.08 0.98 0.95 0.24
Tabelle 4.5: Abha¨ngigkeit der pKa Vorhersage von der internen Dielektrizita¨tskonstante des Pro-
teins ²Prot.Die kleinsten RMSD Werte sind jeweils fett dargestellt, die unterste Zeile entha¨lt die
Korrelationskoeffizienten r2 dieser Lo¨sung.
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Abbildung 4.4: Darstellung der RMSD Werte gegenu¨ber der verwendeten Dielektrizita¨tskonstante
fu¨r das Proteininnere ²Protein
Wie bereits erla¨utert wurde, besitzt die Dielektrizita¨tskonstante, die fu¨r das
Proteininnere gewa¨hlt wird, einen erheblichen Einfluß auf die Qualita¨t der Vor-
hersagen. Um diesen Einfluß na¨her zu beleuchten, wurden die pKa Werte fu¨r
jedes Protein aus Tabelle 4.4 bei unterschiedlichen internen Dielektrizita¨tskon-
stanten berechnet. Eine Gegenu¨berstellung der RMSD Werte in Abha¨ngigkeit
von der Dielektrizita¨tskonstante zeigt Abbildung 4.4. Spalte f) aus Tabelle 4.4
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entha¨lt jeweils den Wert mit dem geringsten RMSD.
Wie sich herausstellt, sind im PEOE-PB Modell stets Dielektrizita¨tskon-
stanten von deutlich gro¨ßer als 4, ha¨ufig sogar erheblich u¨ber 20 besser geeig-
net. Proteine wie Barnase, Xylanase, RNAse A und Calbindin zeigen sogar eine
kontinuierliche Verbesserung der Vorhersagen mit steigender Dielektrizita¨ts-
konstante, wa¨hrend BPTI, Lysozym und Ovomucoid ein Minimum durchlau-
fen, wobei auch hier ho¨here Dielektrizita¨tskonstanten (ca. 40-80) ein geringere
Abweichung produzieren als sehr kleine (<10).
Sehr kleine, hoch geladene Proteine scheinen Dielektrizita¨tskonstanten zu
besitzen, die sich nicht wesentlich von Wasser unterscheiden. In einer Unter-
suchung von Dwyer et al. [53] wurde beschrieben, daß das Eindringen von
Wasser in das Protein zu hohen Werten fu¨r ²Protein fu¨hren kann. Die relati-
ve Ha¨ufigkeit und lokale Verteilung geladener Aminosa¨uren, sowie im Protein
enthaltene Metallionen spielen ebenfalls eine wichtige Rolle bei der Auswahl
einer geeigneten Dielektrizita¨tskonstante, da ihr Einfluß auf ∆Gq bei einem
niedrig gewa¨hlten ²Protein zu hoch bewertet wird.
4.4.1 Ursachen extremer pKa Verschiebungen
Im folgenden sollen vier Beispiele genauer betrachtet werden, die sich bei den
Rechnungen als problematisch erwiesen haben. Dies ist zuna¨chst Calbindin,
das aufgrund der komplexierten Calziumionen interessant ist; Protein G mit
einigen sehr “sauren” Aminosa¨uren; Barnase, deren pKa Werte kaum im Mo-
dell vorhersagbar sind (r2 = 0.08 bei ² = 80); sowie Xylanase, das einige
Aminosa¨uren mit extremen pKa-Verschiebungen besitzt.
4.4.1.1 Calbindin
Calbindin (PDB-Code: 3ICB) ist ein relativ kleines, globula¨res Vitamin D-
abha¨ngiges Protein aus der Calmodulin Familie. Es besteht aus 75 Amino-
sa¨uren mit einer Helix-Loop-Helix Faltung (“EF-hand”) und einer Masse von
8.8kD. Als Calziumtransportprotein, das in einer Reihe von Geweben vor-
kommt, dient es unter anderem auch als Calziumspeicherprotein. Abbildung
4.5 zeigt das Protein in der Holo-Form mit seinen gebundenen Calziumionen.
Dieses Modell ist besonders deshalb interessant, da hier der Einfluß gebundener
Calziumionen auf die pKa-Verschiebungen mit beru¨cksichtigt werden kann.
Der calziumkoordinierende Bereich 2 (Abbildung 4.6 b) wird dabei wesent-
lich aus den sauren Aminosa¨uren Aspartat-54, Aspartat-58, Glutamat-65 so-
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Abbildung 4.5: Calbindin D9k (PDB-Code: 3ICB) in seiner Holo-Form mit zwei gebundenen
Calziumionen (blau dargestellt).
wie Asparagin-56 gebildet. Das andere Calziumion (Abbildung 4.6 b) wird
u¨berwiegend durch Ru¨ckgrat-Carbonyl Sauerstoffe der Aminosa¨uren Alanin-
14, Glutamat-17, Aspartat-19, Glutamin-22, sowie der Carboxylatgruppe von
Glutamat-27 koordiniert.
Experimentelle pKa Werte wurden von Kesvatera et al. durch NMR Stu-
dien fu¨r einige Lysin-Seitenketten [106] sowie einige Glutamat-Seitenketten
bestimmt [107]. Unglu¨cklicherweise liegt fu¨r keine der unmittelbar an der Cal-
ziumbindung beteiligten Seitenketten ein experimenteller pKa Wert vor.
Die pKa Verschiebungen in einem FDPB-Modell werden unter anderem
durch die Induktion umgebender Ladungen auf titrierbare Reste hervorgerufen
Abbildung 4.6: a) Calziumbindungsdoma¨ne 1; b) Calziumbindungsdoma¨ne 2
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(∆Gq). Die Gro¨ße dieses Einflusses wird einerseits durch die Auswahl der in-
ternen Dielektrizita¨tskonstante des Proteins reguliert, andererseits bestimmen
aber die Anzahl und Dichte polarer Gruppen im Proteininneren die Dielek-
trizita¨tskonstante. Den Einfluß von zwei Calziumionen mit einer Punktladung
von je +2.0e auf die pKa-Verschiebung einzelner Reste mit diesem Modell zu
berechnen, stellt dabei eine besondere Herausforderung dar.
Wie Tabelle 4.4 zu entnehmen ist, liefern hohe Dielektrizita¨tskonstanten von
80 (und ggf. noch ho¨here) die beste U¨bereinstimmung mit den experimentell
gefundenen pKa Werten.
Aminosa¨ure pKa Exp. pKa Ber. pKa JV
Lys-1 10.6 12.1 11.5
Glu-4 3.8 4.2 4.0
Glu-5 3.4 3.7 3.3
Lys-7 11.4 11.5 11.5
Glu-11 4.7 4.4 4.2
Lys-12 11.1 11.6 11.7
Lys-16 11.1 11.1 10.9
Glu-17 3.6 3.7 3.9
Asp-19 −.− 3.0 3.1
Lys-25 −.− 12.0 12.0
Glu-26 4.1 4.1 3.9
Glu-27 −.− 1.7 1.7
Lys-29 11.0 11.3 11.1
Glu-35 −.− 3.2 3.4
Lys-41 10.9 10.8 10.6
Asp-47 −.− 2.7 2.7
Glu-48 −.− 4.4 4.3
Glu-51 −.− 4.7 4.5
Glu-52 −.− 3.8 3.6
Asp-54 −.− 2.8 2.7
Lys-55 11.4 11.7 11.6
Asp-58 −.− 2.6 2.5
Glu-60 −.− 4.2 4.2
Glu-64 −.− 3.8 3.8
Glu-65 −.− 1.5 1.6
Lys-71 10.7 10.7 10.6
Lys-72 11.0 11.5 11.2
Tabelle 4.6: Calbindin: Vergleich experimenteller pKa Werte (Spalte 1) mit berechneten Ergeb-
nissen (Spalten 2 & 3). Es zeigt sich eine gute U¨bereinstimmung mit den experimentellen Werten
(r2 = 0.98 bei ²int = 80). Die Ergebnisse von Juffer & Vogel [103] in Spalte 3, zeigen nur geringe
Unterschiede zu den hier berechneten Werten.
Da die Calziumionen einen Komplex mit den deprotonierten Carboxylat-
gruppen des Proteins bilden, konkurriert die Calziumbindung mit der Deproto-
nierung dieser Gruppen, woraus eine pH-abha¨ngige Calziumbindung resultiert.
Wie bereits erwa¨hnt, sollte die Nachbarschaft von weiteren sauren Gruppen zu
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einer pKa Erho¨hung fu¨hren. Tatsa¨chlich ist eine erhebliche pKa-Erniedrigung
der Reste Asp-54 (2.8), Asp-58 (2.6) und Glu-65 (1.5) der Bindungsdoma¨ne
2 zu beobachten. Dies ist dadurch zu erkla¨ren, daß durch die Gegenwart der
Calziumionen eine starke Abschirmung der negativen Ladung der Carboxylate
erfolgt, was zu einer geringeren Anziehung und damit Affinita¨t zu H3O
+ Ionen
fu¨hrt. In der weniger sauren Bindungsdoma¨ne 1, in der sich lediglich Glu-27
mit seiner Carboxylatgruppe an der Calziumbindung beteiligt, wird ebenfalls
ein niedriger pKa-Wert von 1.7 erhalten. Leider liegt fu¨r keinen dieser Res-
te ein experimenteller Wert vor, jedoch decken sich die Vorhersagen mit den
theoretischen Werten von Juffer & Vogel [103].
In ihrem theoretischen Modell fanden Juffer & Vogel [103] bei vorgegebenem
²Protein = 78.5 Ergebnisse, die mit den Resultaten des PEOE-PB Modells
bei ²Protein = 80 vergleichbar sind, obwohl dort ein anderes Ladungsmodell
verwendet wurde (Gromacs). Außerdem stimmen die gefundenen Ergebnisse
sehr gut mit den experimentellen Werten von Kesvatera et al. u¨berein (Tabelle
4.6). Die gro¨ßten Abweichungen finden sich bei Lysin-1, wo eine pKa-Erho¨hung
auf 12.0 vorhergesagt wurde, der experimentelle Wert mit 10.6 praktisch dem
Modell pKa von 10.4 entspricht.
4.4.2 Protein G
Die pKa-Werte der Immunglobulin-bindenden Doma¨ne des Proteins G aus
Streptococcus (PDB Code: 1PGA) wurden von Khare et al. [108] mittels NMR
Spektroskopie experimentell bestimmt und mit Elektrostatikrechnungen, wie
sie in dieser Arbeit durchgefu¨hrt wurden, verglichen. Die Doma¨ne B1, die hier
betrachtet wird, besteht aus 56 Aminosa¨uren und besitzt eine hohe thermische
Stabilita¨t mit einer Denaturierungstemperatur von 87.5 ◦C bei pH 5.4. Sie ist
zudem u¨ber einen weiten pH Bereich von pH 1.5 bis 11.6 bei Raumtemperatur
stabil.
Khare et al. verwendeten fu¨r ihre Berechnungen die Ladungen des OPLS
Parametersatzes [100] sowie die Radien aus CHARMm Version 22.0, wobei nur
polare Wasserstoffatome beru¨cksichtigt wurden. Als Dielektrizita¨tskonstante
fu¨r das Proteininnere wurde 20 verwendet. Auch bei diesem Protein wurde eine
starke Abha¨ngigkeit des u¨ber alle Reste gemittelten RMSD-Wertes von dem
vorgegebenen ²Protein gefunden. Die Berechnungen wurden mit dem Programm
UHBD durchgefu¨hrt.
Tabelle 4.7 entha¨lt die Ergebnisse bei ²int = 80 im Vergleich zu den ex-
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Aminosa¨ure pKa Exp. pKa Ber. pKa UHBD
Tyr-3 11.0 10.2 12.4
Lys-4 11.0 11.6 11.5
Lys-10 11.0 11.3 11.5
Lys-13 11.0 11.4 11.4
Glu-15 4.4 3.5 3.5
Glu-19 3.7 3.9 4.1
Asp-22 2.9 3.0 3.0
Glu-27 4.5 2.8 2.3
Lys-28 10.9 11.8 12.1
Lys-31 10.6 11.8 10.6
Tyr-33 11.0 9.9 10.5
Asp-36 3.8 4.0 4.4
Asp-40 4.0 4.1 4.1
Glu-42 4.4 4.5 4.7
Tyr-45 12.0 9.8 14.6
Asp-46 3.6 3.6 4.0
Asp-47 3.4 2.3 2.7
Glu-56 4.0 3.8 4.1
Tabelle 4.7: Protein G: Vergleich experimenteller pKa Werte mit berechneten Ergebnissen. Es
zeigt sich eine gute U¨bereinstimmung mit den experimentellen Werten (r2 = 0.95 bei ²int = 80).
Die Ergebnisse von Khare et al. [108] zeigen nur geringe Unterschiede zu den hier berechneten
Daten. Gro¨ßere Abweichungen zeigen sich vor allem bei den Tyrosin-Resten.
perimentellen sowie zu den berechneten Werten von Khare et al. Obwohl in
diesem Modell wiederum ein anderer Parametersatz verwendet wurde, stim-
men sowohl die experimentellen, wie auch die theoretischen Ergebnisse von
Khare et al. gut mit den hier berechneten Ergebnissen u¨berein. Lediglich die
Tyrosin pKa-Werte werden durchweg zu niedrig bewertet. Interessant ist, daß
wie bei Calbindin eine sehr hohe interne Dielektrizita¨tskonstante die besten
Ergebnisse liefert. Ein Grund dafu¨r ko¨nnte sein, daß dieses recht kleine Prote-
in mit einer Masse von nur 6.2 kD sehr viele polare Aminosa¨uren besitzt, die
zudem sehr starke Wechselwirkungen zeigen, wodurch die hohe Thermo- und
Sa¨urestabilita¨t erkla¨rt werden kann.
4.4.3 Barnase
Das Protein Barnase entstammt dem Bacillus Amyloliquefaciens (PDB-Code:
1A2P). Es handelt sich dabei um eine Ribonuclease mit 139 Aminosa¨uren und
einer Masse von 12.2 kD. Aus einer Arbeit von Oliveberg et al. [142] sind die
pKa-Werte einiger saurer Aminosa¨uren dieses Proteins bekannt, die gegenu¨ber
den Modell-pKa Werten erheblich erniedrigt sind.
Tabelle 4.8 zeigt einen Vergleich der experimentellen pKa Werte mit Werten,
die mit dem PEOE-PB Modell bei ²Protein = 80 berechnet wurden, sowie den
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Ergebnissen von Nielsen et al. [139]
Aminosa¨ure pKa Exp. pKa Ber. pKa Nielsen
Asp-8 3.1 3.3 2.6
Asp-12 3.8 3.4 3.4
Asp-22 3.3 2.9 3.2
Glu-29 2.7 4.1 4.1
Asp-44 3.6 3.8 3.8
Asp-54 2.2 2.0 0.3
Glu-60 3.4 3.2 2.9
Glu-73 2.1 2.9 1.8
Asp-75 3.1 1.9 0.0
Asp-86 4.2 3.3 3.8
Asp-93 2.0 2.6 0.0
Asp-101 2.0 3.6 2.3
Tabelle 4.8: Barnase: Vergleich experimentelle gegen berechnete pKa Werte fu¨r Barnase, zusa¨tzlich
wurden noch die besten berechneten Werte von Nielsen et al. angegeben.
Die Tendenz zu niedrigeren pKa Werten konnte vom Modell korrekt vor-
hergesagt werden, jedoch sind es insbesondere vier Aminosa¨uren, deren Vor-
hersagen stark von den experimentellen Ergebnissen abweichen. So sind die
Abweichungen (∆pKa) fu¨r Aspartat-101 (+1.6), Aspartat-75 (-1.2), Glutamat-
29 (+1.4), Aspartat-86 (-0.91) am gro¨ßten, bei allen anderen Resten liegen die
Abweichungen deutlich darunter. Insbesondere diese Ausreißer und die geringe
Anzahl an Datenpunkten, fu¨hren zu der schlechten Korrelation von r2 = 0.08.
Verglichen mit den Modell-pKa Werten, die fu¨r Aspartat und Glutamat
Werte von 4.4 bzw. 4.0 vorsehen, sind die Verschiebungen um 1-2 pKa Ein-
heiten qualitativ korrekt reproduziert worden. Die Ergebnisse von Nielsen et
al. [139] sind mit den hier berechneten Werten weitgehend vergleichbar. Inter-
essant ist dabei, daß in der Arbeit von Nielsen et al. fu¨r die Aspartate 54,75
und 93 eine noch gro¨ßere pKa-Erniedrigung vorhergesagt wurde (Tabelle 4.8)
als mit dem hier verwendeten PEOE-PB Modell, wa¨hrend die meisten anderen
Werte weitgehend u¨bereinstimmen.
Was sind die mo¨glichen Gru¨nde fu¨r die starke pKa Erniedrigung der Aspartat-
und Glutamat-Reste ?
Als Ribonuclease ist Barnase zur Anlagerung an RNAmit einer stark positiv
polarisierten RNA-Bindungsdoma¨ne ausgestattet.
Die Abbildung 4.7 zeigt das Protein mit Blick auf diese Doma¨ne. Obwohl
viele Sauerstoffatome auf der Proteinoberfla¨che exponiert sind (rot eingefa¨rbt),
und auf den ersten Blick der Eindruck entstehen ko¨nnte, daß das dadurch er-
zeugte elektrostatische Potential ebenfalls negativ sein sollte (rote Isokontur),
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induziert insbesondere die RNA-Bindungsstelle in ihrer Umgebung ein deut-
lich positives Potential (blaue Isokontur). Dies ko¨nnte eine Erkla¨rung fu¨r die
deutliche pKa-Erniedrigung der sauren Reste sein.
4.4.4 Xylanase
Xylanase ist ein Protein aus Bacillus Circulans, das die Spaltung des Poly-
saccharids Xylan ermo¨glicht. Es besteht aus 185 Aminosa¨uren und besitzt
eine Masse von 20.4 kD. Abbildung 4.8 zeigt die Bindetasche mit dem kataly-
tischen Zentrum des Enzyms (PDB-Code:1XNB). Auffa¨llig ist die sehr weite,
“zangenartige” O¨ffnung der Bindetasche.
Von allen hier betrachteten Proteine sind die Vorhersagen fu¨r Xylanase am
schwierigsten, bzw. die berechneten pKa-Werte zeigen die geringste U¨berein-
stimmung mit den experimentellen Daten von Joshi et al. [101].
Eine Gegenu¨berstellung der experimentellen Ergebnisse mit den hier be-
rechneten sowie den Werten von Nielsen et al. [139] zeigt Tabelle 4.9.
Auch hier ist fu¨r die meisten Reste eine Vorhersage auf ca. 0.5 pKa-Einheiten
mo¨glich. Bei vier Resten gelingt jedoch keine befriedigende Vorhersage unter
Verwendung der Standardparameter. So wird insbesondere der sehr hohe pKa
Wert fu¨r Glu-172 von 6.7 nicht reproduziert. Es wird fu¨r diesen Rest sogar ei-
ne pKa Erniedrigung erhalten (Modell pKa = 4.4). Umgekehrt wird die große
pKa-Erniedrigung fu¨r Histidin-149 auf 2.3 (Modell pKa=6.3) nicht reprodu-
Abbildung 4.7: Barnase mit polaren, oberfla¨chenexponierten Atomen: Sauerstoff (rot), Stickstoff
(blau). Die Isokonturen zeigen das elektrostatische Potential bei +0.5 kT (blau) und -0.5 kT (rot).
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Aminosa¨ure pKa Exp. pKa Ber. pKa Nielsen
Asp-4 3.0 3.4 3.2
Asp-11 2.5 3.5 2.9
Glu-78 4.6 4.1 3.3
Asp-83 2.0 2.0 −0.1
Asp-101 2.0 2.9 0.4
Asp-106 2.7 2.9 2.0
Asp-119 3.2 3.2 3.1
Asp-121 3.6 3.9 3.8
His-149 2.3 6.1 3.9
His-156 6.5 6.2 5.5
Glu-172 6.7 3.8 5.0
CTerm-185 2.7 2.1 2.0
Tabelle 4.9: Xylanase: Vergleich experimentelle gegen berechnete pKa Werte fu¨r Xylanase, zusa¨tz-
lich wurden noch die besten berechneten Werte von Nielsen et al. [139] angegeben.
ziert. Die Werte fu¨r Aspartat-101 und Aspartat-11 weichen ebenfalls relativ
stark ab. Hier zeigen sich auch wieder die Unterschiede zwischen dem PEOE-
PB Modell und der Methodik von Nielsen et al. So konnte im Nielsen Modell
Aspartat-11 gut vorhergesagt werden, wobei das PEOE-PB Modell rund eine
pKa Einheit zu hoch liegt. Bei Aspartat-83 und Aspartat-101 sagt die Methode
von Nielsen dagegen viel zu große pKa-Verschiebungen voraus.
4.5 Zusammenfassung
Diagramm 4.9 zeigt die Korrelation der experimentellen pKa Werte aller 130
beru¨cksichtigten Aminosa¨urereste in den untersuchten Proteinen im Vergleich
mit den berechneten Werten (PEOE-PB Modell). Es wurden jeweils die Er-
gebnisse mit dem ²Protein verwendet, mit dem die geringsten RMSD-Werte
Abbildung 4.8: Xylanase: Gezeigt sind zwei Ansichten der Bindetasche des Proteins, wobei Tyrosin
(orange) und Glutamat (rot) hervorgehoben sind.
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resultierten.
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Abbildung 4.9: Vergleich der experimentellen pKa Werte mit den berechneten Ergebnissen des
PEOE-PB Modells. Es ist zusa¨tzlich der Bereich von +/- 1pKa Einheit dargestellt. Die Korrelation
betra¨gt r2 = 0.92
Wie sich deutlich zeigt, weichen nur wenige Werte um mehr als eine pKa
Einheit von den experimentellen Ergebnissen ab, bei den meisten ist die Ab-
weichung geringer. Interessant ist, daß fu¨r Aspartat und Glutamat fast immer
eine pKa Erniedrigung festzustellen ist. So liegen die experimentellen Werte
fast immer eher zwischen 2 und 4 als bei 4 bis 4.5. Die Vorhersage dieser pKa-
Verschiebungen gelingt mit dem PEOE-PB Modell in den meisten Fa¨llen sehr
gut (Abbildung 4.9).
Tabelle 4.10 fast einige statistische Ergebnisse zusammen.
Aminosa¨ure pKa Mod. xpKa Exp. xpKa f) σ c) σ f)
Asparaginsa¨ure 4.0 3.2 3.3 1.37 1.27
Glutaminsa¨ure 4.4 4.0 3.6 1.00 0.70
Histidin 6.3 6.1 6.3 1.43 0.68
Lysin 10.4 10.8 11.2 0.63 0.53
Tyrosin 9.6 10.6 10.2 1.56 0.80
N-Terminus 7.5 7.8 7.6 0.34 0.11
C-Terminus 3.8 2.8 2.9 0.68 0.66
Tabelle 4.10: Vergleich der Vorhersagequalita¨t anhand der Standardabweichungen. a) Modell pKa-
Werte, b) Durchschnittliche experimentelle pKa-Werte c) Durchschnittliche berechnete pKa-Werte
(Modell f aus Tabelle 4.5) d)+e) Standardabweichungen fu¨r Modell c) und f) aus Tabelle 4.5
Basische Aminosa¨uren, wie Lysin und auch das schwach saure Tyrosin wer-
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den ebenfalls gut vorhergesagt. Im mittleren Bereich bei pKa-Werten zwischen
5 und 8, wo vorwiegend Histidinreste zu finden sind, fallen die Abweichungen
ebenfalls in fast allen Beispielen kleiner als eine pKa-Einheit aus. Lediglich
bei extremen pKa Verschiebungen, wie bei Glutamat 172 und Histidin 149
aus Xylanase sind die Abweichungen erheblich gro¨ßer. Auch bei sehr starken
Wechselwirkungen, wie z.B. von Carboxylatgruppen mit geladenen Arginin-
gruppen, werden die pKa Werte der Carboxylatgruppen ha¨ufig viel zu niedrig
vorhergesagt.
Insgesamt kann aber festgehalten werden, daß unter Verwendung des PEOE-
PB Modells pKa-Verschiebungen in der Regel mit einer Genauigkeit von einer
pKa Einheit vorhergesagt werden ko¨nnen, wobei der Trend (Erho¨hung, Ernied-
rigung) fast immer korrekt ist.
Die Auswahl der “richtigen” Dielektrizita¨tskonstante fu¨r das Proteininnere
ist nach wie vor problematisch, jedoch zeigt die Untersuchung, daß mit ho¨heren
Werten in fast allen Fa¨llen geringere Abweichungen vom Experiment (u¨ber alle
Reste eines Proteins gemittelt) gefunden werden.
Die sehr starken Wechselwirkungen zwischen Carboxylatgruppen und Ar-
gininresten induzieren ha¨ufig sehr große pKa Verschiebungen der Carboxylat-
gruppe. Durch Verwendung einer hohen Dielektrizita¨tskonstanten wird die-
ser Effekt erheblich geda¨mpft und die pKa Verschiebung fa¨llt geringer aus,
wa¨hrend andere Wechselwirkungen kaum beeinflußt werden. Dies ist einer der
Gru¨nde, warum die Wahl eines hohen ²Protein zu geringeren RMSD-Werten
fu¨hrt.
Die RMSD Werte liegen bei den hier verwendeten statischen Proteinmo-
dellen mit der Struktur, wie sie in der PDB vorliegt und der lediglich Was-
serstoffatome hinzugefu¨gt wurden, zwischen 0.5 - 1.0. Mit einer spezifischen
Optimierung des Wasserstoffbru¨ckennetzwerkes oder der Gesamtstruktur, so-
wie Simulationen der Dynamik (wie sie von anderen Autoren durchgefu¨hrt
wurden) lassen sich mo¨glicherweise weitere Verbesserungen in der Vorhersage-
qualita¨t erzielen.
Fu¨r Proteine, fu¨r die keine experimentellen Daten bekannt sind und somit
keine Kalibrierung eines optimalen ²Protein mo¨glich erscheint, ist die Annah-
me einer hohen Dielektrizita¨tskonstante von 40-80 empfehlenswerter als kleine
Werte, da bei fast allen Proteinen des Testdatensatzes eine Verbesserung der
Vorhersagen durch Erho¨hung erzielt werden konnte.
Eine Methode kann auch darin bestehen, pKa Werte bei einer niedrigen
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internen Dielektrizita¨tskonstante von z.B. 12, sowie bei einer hohen Dielektri-
zita¨tskonstante von z.B. 80 zu berechnen. Auf diese Weise werden Informatio-
nen u¨ber Reste erhalten deren pKa Wert sensibel auf die Wahl der interne Di-
elektrizita¨tskonstante reagieren. Dies kann fu¨r Carboxylatgruppen ein Hinweis
auf eine Arginingruppe in der Nachbarschaft sein. Weiterhin wird transparent,
in welchem Bereich sich eine mo¨gliche pKa-Verschiebung abspielen ko¨nnte.
Natu¨rlich sollten berechnete pKa Werte niemals als “absolute Werte” be-
trachtet werden. Dazu sind die Systeme zu komplex und die verwendeten
Modelle zu unzureichend, um wirklich exakte Ergebnisse zu erhalten. Jedoch
ko¨nnen die Daten durchaus herangezogen werden, um den mo¨glichen Einfluß ei-
ner A¨nderung der Struktur oder die Bildung eines Protein-Ligand-Komplexes
auf die elektrostatischen Verha¨ltnisse innerhalb des Proteins qualitativ ab-
zuscha¨tzen, wie dies im folgenden Kapitel exemplarisch beschrieben werden
soll.
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Kapitel 5
pKa Verschiebungen in
Komplexen
Nachdem im vorangegangenen Kapitel mit Hilfe des PEOE-PB Modells ge-
zeigt wurde, daß insbesondere bei hohen Dielektrizita¨tskonstanten ²protein pKa-
Verschiebungen titrierbarer Gruppen in Proteinen mit guter Genauigkeit vor-
hersagbar sind, soll in diesem Kapitel der Einfluß der Ligandenbindung auf
pKa Werte sowohl in der Proteinbindetasche wie auf titrierbare Seitenketten
im Liganden untersucht werden.
Es wird dabei auf Ergebnisse einer Arbeit von Dullweber et al. [50] zuru¨ck-
gegriffen, wo unter anderem verschiedene Komplexe des Proteins Thrombin
mit unterschiedlichen Inhibitoren sowohl ro¨ntgenkristallographisch wie auch
mikrokalorimetrisch untersucht wurden.
Es soll gezeigt werden, auf welche Weise die entwickelte Methodik auf Fra-
gen des strukturbasierten Wirkstoffdesigns anwendbar ist. Zu diesem Zweck
wird ein Komplex von Thrombin mit Napsagatran (Abbildung 5.1) exempla-
risch untersucht. Bei Napsagatran handelt es sich um einen selektiven und sub-
nanomolar bindenden Thrombininhibitor (Ki(Thrombin) = 0.7nM ,
Ki(Trypsin) = 11.6µM).
Fu¨r die Berechnung der pKa Werte ist bedeutsam, daß Napsagatran drei
titrierbare Gruppen besitzt, eine stark basische Guanidingruppe (pKa = 12.2),
eine Sulfonamidgruppe (pKa = 10.1) sowie eine Carboxylatgruppe (pKa =
3.4). Die angegebenen pKa Werten wurden experimentell bestimmt.
Frank Dullweber fand durch mikrokalormetrische Messungen, daß bei der
Bindung von Napsagatran an Thrombin ein Proton vom Puffer auf den Protein-
Inhibitor-Komplex u¨bertragen wird, was zu der Schlußfolgerung fu¨hrte, daß
die Carboxylatgruppe des Napsagatran im Zuge der Komplexbildung zuna¨chst
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Abbildung 5.1: Thrombininhibitor Napsagatran
protoniert wird. Die Messungen wurden bei pH 7.8 durchgefu¨hrt, so daß vor
der Bindung davon ausgegangen werden kann, daß die Carboxylatgruppe de-
protoniert vorliegt und erst bei der Bindung ein Proton aufnimmt. Bei dem
Vergleich mit dem Ethylester von Napsagatran findet diese Protonenu¨bertra-
gung nicht statt, was die vermutete Hypothese erha¨rtet. Die beiden u¨brigen
titrierbaren Gruppen (Sulfonamid, Guanidingruppe) sind bei diesem pH u¨ber-
wiegend protoniert und nicht in der Lage, ein weiteres Proton aufzunehmen.
Es wurde daher die Vermutung aufgestellt, daß es durch die Komplexierung
zu einer deutlichen pKa-Verschiebung der Carboxylatgruppe von 3.4 auf einen
Wert deutlich oberhalb von 7.8 kommt. Zusa¨tzlich zeigt die Kristallstruktur,
daß in protoniertem Zustand eine weitere Wasserstoffbru¨cke zu Serin 195 aus-
gebildet werden ko¨nnte (Abbildung 5.2b).
5.1 Katalysemechanismus der Serinproteasen
Um die Verha¨ltnisse in der katalytischen Triade des Thrombin besser zu ver-
stehen, sei zuna¨chst der Reaktionsmechanismus dieses Enzyms erla¨utert. Bei
Thrombin handelt es sich um eine Serinprotease. Es geho¨rt damit zu den Hy-
drolasen, die eine große Gruppe hydrolytisch spaltender Enzyme bilden. Allen
Serinproteasen ist eine katalytische Triade aus Serin-Histidin-Aspartat im ak-
tiven Zentrum gemeinsam.
Zur Katalyse erfolgt nach Bindung des Substrates ein nukleophiler An-
griff des Serins 195 auf die Carbonylgruppe der zu spaltenden Peptidbindung
(Schritt A), wobei ein tetraedrisches Intermediat (B) gebildet wird. Der Imi-
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Abbildung 5.2: a) Mechanismus der Peptidspaltung in der Serinprotease Thrombin. b) Ra¨umliche
Anordnung der beteiligten Gruppen.
dazolring von Histidin 57 nimmt das freigesetzte Proton auf. Aspartat 102
stabilisiert hierbei das entstehende Imidazoloniumion. Der Mechanismus ist in
Abbildug 5.2 a) dargestellt, die ra¨umliche Anordnung der katalytischen Triade,
und insbesondere die Wechselwirkungen des Histidin 57 ist in Abbildung 5.2b)
dargestellt.
5.2 Bindungsmodus und Elektrostatik
Von besonderer Bedeutung fu¨r die Bindung des Napsagatrans an Thrombin
sind die Wechselwirkungen der Carboxylatgruppe mit Histidin 57 und Serin
195, sowie die sehr starke Wechselwirkung der Guanidiniumgruppe mit Aspar-
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tat 189. Zur Aktivierung des Histidins-57 besteht eine starke Wechselwirkung
mit der Carboxylatgruppe des Aspartats 102.
Abbildung 5.3 b) zeigt die Isokontur des elektrostatischen Potentials. Es ist
eine deutliche, negative Polarisierung der Bindetasche zu erkennen, die einen
Gradienten in Richtung des Aspartat 189 am Fuße der Bindetasche besitzt.
Ein bei physiologischen pH Werten stets positiv geladener Guanidinanker ist
daher ein wichtiges Element vieler Inhibitoren von Serinhydrolasen.
Abbildung 5.3: a) Die Oberfla¨che von Thrombin mit Blick auf die Bindetasche (gru¨n), die Spe-
zifita¨tstasche S1 mit Arginin 189 am Fuß ist gelb dargestellt. b) Zusa¨tzliche Darstellung der iso-
konturen des elektrostatischen Potentials. Negatives Potential ist rot und positives Potential blau
dargestellt. Konturiert wurde bei +/- 1 kT.
In Abbildung 5.4 sind die Isokonturen des elektrostatischen Potentials von
Napsagatran mit protonierter Guanidiniumgruppe dargestellt, wobei links das
Potential mit zusa¨tzlich protonierter Carboxylatgruppe und rechts mit depro-
tonierter Carboxylatgruppe zu sehen ist. Konturiert wurde jeweils bei +/-
1kT. Napsagatran ist durch seine molekulare Oberfla¨che repra¨sentiert (gru¨n).
Es zeigt sich deutlich, wie die positive Ladung an der Guanidiniumgruppe (un-
ten) ein erhebliches positives Potential in seiner Umgebung induziert (blau),
wa¨hrend das negative Potential lediglich direkt an der Oberfla¨che Werte von
-1 kT erreicht (rot).
In der Variante mit deprotonierter Carboxylatfunktion zeigt sich, wie das
positive Potential der Guanidingruppe erheblich vermindert wird und zusa¨tz-
lich ein deutliches negatives Potential im Bereich der Carboxylgruppe hervor-
tritt. Da die Bindetasche in diesem Bereich keine ausgepra¨gte Pra¨ferenz fu¨r eine
negative Ladung zeigt, ko¨nnte eine deprotonierte Carboxylatgruppe ungu¨ns-
tig sein, womit ausschließlich die protonierte Form bindet. All diese Effekte
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mu¨ßten jedoch zu erheblichen pKa Verschiebungen bei der Komplexbildung
fu¨hren.
Abbildung 5.4: Darstellung der Oberfla¨che von Napsagatran (gru¨n) mit den Isokonturen des elek-
trostatischen Potentials bei -1kT (rot) und +1kt (blau). Links (a) ist die Form mit geladener
Guanidingruppe und ungeladener Carboxylgruppe gezeigt, wa¨hrend in der rechten Darstellung (b)
die Carboxylgruppe deprotoniert vorliegt.
5.3 Methodik & Durchfu¨hrung
Die Berechnung der pKa-Werte von Thrombin und dessen Komplex mit Nap-
sagatran wurde auf die gleiche Weise wie im vorangegangenen Kapitel fu¨r die
neun Proteine durchgefu¨hrt. Zusa¨tzlich wurden dabei die pKa Werte einiger
Reste aus Thrombin und Napsagatran sowohl in gebundenem wie auch in un-
gebundenem Zustand berechnet.
Der Ligand erforderte eine besondere Behandlung. Problematisch fu¨r das
Modell ist vor allem die Sulfonamidgruppe, da fu¨r den PEOE-PB Parameter-
satz bisher kein Sulfonschwefel parametrisiert ist, und fu¨r Sulfonamide keine
experimentellen Solvatisierungsenergien vorliegen.
Es wurden im Modell fu¨r das Schwefelatom daher die Ssp3 Elektronega-
tivita¨tsparameter verwendet. Die Atomladungen der neutralen Form wurden
dann mit dem PEOE-PB Modell berechnet. Die Ladung der geladenen Spezies
wurde dem Sulfonamidstickstoff zugeschlagen. Auf eine pKa Berechnung dieser
Gruppe wurde jedoch verzichtet, da bei dem experimentellen pKa-Wert von
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10.1 der Gruppe und einem pH von 7.8 ist keine Deprotonierung zu erwarten
ist.
Die Guanidin- und die Carboxylgruppe sind aus den Untersuchungen an
den Aminosa¨ureseitenketten bekannt und wurden ihrer Ladungen wurden ent-
sprechend zugewiesen.
Da Thrombin insgesamt u¨ber 77 titrierbare Gruppen verfu¨gt und die Wech-
selwirkungsenergien fu¨r 277 Zusta¨nde mit dem in MEAD implementierten Al-
gorithmus nicht berechnet werden ko¨nnen, wurden nur die titrierbaren Ami-
nosa¨uren verwendet, die sich in einem Umkreis von 12 A˚ngstro¨m um den Li-
ganden befinden. Argininseitenketten wurden vernachla¨ssigt, da sie vollsta¨ndig
solvensexponiert sind und nicht unmittelbar an der Bindetasche beteiligt sind.
Es wurden auf diese Weise 22 titrierbare Aminosa¨uren ausgewa¨hlt (Tabelle
5.1).
Die Berechnung wurde sowohl fu¨r das Apoenzym, wie auch fu¨r den Kom-
plex jeweils bei zwei unterschiedlichen Dielektrizita¨tskonstanten von 12 und
80 durchgefu¨hrt, um die Gruppen zu identifizieren, die auf diesen Parameter
sensibel reagieren und um die Tendenz dieser A¨nderung zu untersuchen.
5.4 Ergebnisse und Diskussion
5.4.1 Apo-Form
Tabelle 5.1 entha¨lt die Ergebnisse der Berechnungen fu¨r die Apoform des
Thrombin, sowie fu¨r den Komplex mit Napsagatran bei zwei unterschiedlichen
Dielektrizita¨tskonstanten (²Protein= 12 bzw. 80).
Wie in der Theorie der FDPB-Berechnung beschrieben, resultiert die pKa
Verschiebung aus dem Beitrag permanenter Ladungen sowie der Wechselwir-
kung mit allen u¨brigen titrierbaren Gruppen bei deren unterschiedlichen Proto-
nierungszusta¨nden. Diese Wechselwirkungsenergien der titrierbaren Gruppen
untereinander ist in Abbildung 5.5 fu¨r ²Protein = 12 dargestellt.
Durch Verwendung einer ho¨heren internen Dielektrizita¨tskonstante werden
diese Beitra¨ge geda¨mpft, liefern qualitativ aber die gleichen Trends (nicht dar-
gestellt). Es sind nur die 20 Reste mit den sta¨rksten Wechselwirkungen angege-
ben. Fu¨r eine qualitative Beurteilung der Wechselwirkung einzelner Gruppen
untereinander ist diese Darstellung sehr wertvoll. Sie entha¨lt jedoch nur die
Wechselwirkungen der Gruppen, die in die Berechnung mit einbezogen wur-
den und sagt nichts u¨ber die Wechselwirkungen mit anderen Gruppen aus,
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Aminosa¨ure pKa Modell pKa A.²12 pKa A.²80 pKa K.²12 pKa K.²80
Glu-18 4.4 3.9 4.4 4.4 4.2
His-57 6.3 4.9 6.3 7.0 6.8
Asp-60E 4.0 5.4 4.1 5.3 4.2
Tyr-60A 9.6 10.8 9.9 11.0 10.0
Lys-60F 10.4 12.1 11.8 13.0 12.1
Tyr-94 9.6 10.2 9.7 10.6 9.9
Glu-97 4.4 3.8 4.1 3.7 4.1
Asp-100 4.0 1.6 2.0 1.6 1.9
Asp-102 4.0 -0.7 1.8 −1.1 1.9
Lys-145 10.4 10.9 11.0 10.9 11.0
Glu-146 4.4 2.0 3.1 2.3 3.2
Lys-169 10.4 10.6 10.8 10.7 10.8
Tyr-184 9.6 10.9 10.1 10.9 10.1
Asp-189 4.0 4.2 3.4 1.0 2.5
Asp-194 4.0 6.9 3.4 6.1 3.2
Glu-192 4.4 3.7 4.1 4.0 4.3
Glu-217 4.4 2.8 2.8 3.0 2.8
Asp-221 4.0 4.9 4.8 5.1 4.8
Asp-222 4.0 4.3 3.7 4.4 3.7
Lys-224 10.4 12.2 12.0 12.4 12.1
Tyr-225 9.6 12.3 10.5 12.5 10.5
Tyr-228 9.6 13.4 10.5 12.9 10.4
Tyr-94 9.6 10.2 9.7 10.6 9.9
Nap-COO 3.4 -.- −.− −7.3 −2.4
Nap-NR3+ 12.2 -.- −.− 12.7 10.4
Tabelle 5.1: Vergleich berechneter pKa Werte von Thrombin in der Apo-Form (A.)und im Komplex
(K.) mit Napsagatran. Fu¨r jedes Modell wurden je zwei unterschiedliche ²Protein von 12 und 80
verwendet. In Klammern sind die experimentellen Werte der titrierbaren Gruppen des Napsagatran
angegeben.
denen permanente Ladungen zugewiesen wurden.
In der Apo-Form zeigen erwartungsgema¨ß Histidin 57 und Aspartat 102
eine sehr starke Wechselwirkung, was fu¨r beide Reste bei einem ²Protein = 12
zu einer erheblichen pKa-Verschiebung in den sauren Bereich fu¨hrt. Zusa¨tz-
liche starke Wechselwirkungen besitzt Histidin 57 mit Lysin 60F, sowie mit
Tyrosin 94. Eine besonders starke Wechselwirkung zeigen Lysin 224 und As-
partat 194, wobei es sich dabei um eine kurze Salzbru¨cke mit einer Distanz
von 2.84 A˚ handelt. Aspartat 194 zeigt eine sehr starke pKa Verschiebung
in den basischen Bereich. Der sehr hohe pKa Wert von 6.9 fu¨r Aspartat 194
wird jedoch extrem von ²Protein beeinflußt, wodurch bei ²Protein = 80 ein pKa
Wert von 3.45 erhalten wird, wohingegen der pKa Wert des Lysins praktisch
unvera¨ndert bleibt.
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Abbildung 5.5: Darstellung der gegenseitigen Wechselwirkungsenergien der Seitenketten des
Apoenzyms bei D bzw. ²Protein = 12
5.4.2 Thrombin-Napsagatran Komplex
Was a¨ndert sich an dem Wechselwirkungsmuster bei der Ligandenbindung und
wie werden die pKa Werte im Protein und Ligand beeinflußt ?
Abbildung 5.7 zeigt die Wechselwirkungsmatrix fu¨r die 20 sta¨rksten Wech-
selwirkungen des Komplexes. Zuna¨chst zeigt sich eine sehr starke Wechsel-
wirkung der Carboxylgruppe des Napsagatran (NAP-COO) mit Histidin 57,
wobei es sich um die sta¨rkste Wechselwirkung insgesamt handelt. Der pKa
Wert dieser Carboxylatgruppe ist dabei extrem erniedrigt (-7.18 bzw. -2.39),
was darauf hindeutet, daß eine Protonierung dieser Gruppe in gebundenem
Zustand kaum noch anzunehmen ist. Jedoch erfa¨hrt das benachbarte Histidin
eine pKa Erho¨hung von 4.93 auf 6.99 bzw. von 6.33 auf 6.81. Interessant da-
bei ist, daß ein verha¨ltnisma¨ßig niedriger pKa-Wert fu¨r dieses Histidin in der
Apo-Form vorhergeagt wird, der im Komplex um zwei pKa Einheiten erho¨ht
ist. Eine weitere Wechselwirkung ergibt sich mit Lysin 60, dessen pKa bei der
Bindung um etwa eine pKa-Einheit steigt. Der pKa Wert von Glutamat 189
sinkt durch die Wechselwirkung mit der Guanidinseitenkette des Napsagatran
um rund zwei pKa-Einheiten.
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Interessant ist zudem Aspartat 194, da es vollsta¨ndig vergraben ist. Dennoch
zeigt es aufgrund der Wechselwirkungsmatrix nennenswerte Wechselwirkungen
zu Aspartat 189, sowie zu Tyrosin 228. Von beiden Gruppen ist es aber jeweils
7-8 A˚ entfernt (Abbildung 5.6).
Abbildung 5.6: Wechselwirkungen von Aspartat 194 mit Tyrosin 228 und Aspartat 189.
Mit einem pKa von 6.9 bzw. 3.4 zeigt es in der Apo-Form zudem eine
signifikante von ²Protein abha¨ngige pKa-Verschiebung. Im gebundenen Zustand
ergibt sich eine weitere Wechselwirkung zur Carboxylgruppe des Napsagatran,
die jedoch rund 9.7 A˚ von Aspartat 194 entfernt ist, wodurch eine Senkung des
pKa Wertes von Aspartat 194 auf 6.1 bzw 3.2 eintritt. Offensichtlich scheint
die Triade Aspartat 189, Tyrosin 228 und Aspartat 194 ebenfalls eine Rolle
bei der Bildung dieses Komplexes zu spielen, obwohl durch rein geometrische
Betrachtungen keinerlei Hinweis darauf besteht.
Die anfa¨ngliche Vermutung, daß die Carboxylatgruppe des Napsagatran in
protonierter Form bindet, ist aufgrund der hier gefundenen Werte kaum zu
halten, vielmehr scheint sie in deprotonierter Form die Bildung des Komplexes
zu begu¨nstigen. Die Aufnahme des Protons mu¨ßte demnach zur Protonierung
von Histidin 57 fu¨hren, wodurch es als Imidazoloniumion sowohl von Aspartat
102 als auch von der Carboxylatgruppe des Napsagatran stabilisiert wu¨rde.
Die pKa-Erho¨hung des Histidin 57 um zwei Einheiten unterstreicht dies,
jedoch fu¨hrt der resultierende pKa Wert von 6.99 bzw. 7.0 lediglich zu einer
ca. 50 %igen Protonierungswahrscheinlichkeit dieser Gruppe bei pH=7.8.
Welche Rolle Tyrosin 228 und Aspartat 194 bei der Bindung von Napsaga-
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Abbildung 5.7: Darstellung der gegenseitigen Wechselwirkungsenergien der Seitenketten des Kom-
plexes bei D bzw. ²Protein = 12.
Abbildung 5.8: Wechselwirkung eines geladenen Histidins mit der Carboxylatgruppe des napsaga-
tran und Apsartat-102
tran spielen, bleibt unklar; daß sie einen Einfluß haben, kann angesichts der
Deutlichkeit der Wechselwirkungen und der Gro¨ße der pKa Verschiebungen als
sicher gelten. Mutationsexperimente ko¨nnten hier mo¨glicherweise interessante
Aufschlu¨sse bringen.
Insgesamt scheint Tyrosin fu¨r die elektrostatischen Verha¨ltnisse im Protein-
inneren eine ha¨ufig unterscha¨tzte Rolle zu spielen. So wurde bereits im letzten
Kapitel festgestellt, daß die in ihrer Bindungsdoma¨ne tyrosinreiche Xylanase,
große Schwierigkeiten bei der Reproduktion der experimentellen pKa Werte
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bereitet.
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Kapitel 6
Elektrostatische Einflu¨sse auf
die Ligandenplatzierung
6.1 Einleitung
Bisher wurde lediglich versucht, eine Abscha¨tzung der pKa Verschiebung in
Protein-Ligand-Komplexen zu treffen. Jedoch ist die reine Vorhersage der pKa
Werte und damit des wahrscheinlichsten Protonierungszustandes einer Kris-
tallstruktur vor allem dann fu¨r das Wirkstoffdesign interessant, wenn diese
Informationen auch fu¨r Dockingstudien anwendbar sind. In diesem Abschnitt
soll der Frage nachgegangen werden, welchen Einfluß elektrostatische Effekte
auf die Bindungsaffinita¨t von Liganden haben.
In den meisten Modellen zur Generierung von Ligandplatzierungen wird
vorwiegend die Bindetasche des Proteins betrachtet und eine Substanz ge-
sucht, die dazu komplementa¨re sterische und physikochemische Eigenschaften
aufweist. Je besser diese Komplementarita¨t ausgebildet ist, desto gro¨ßer sollte
die Bindungsaffinita¨t dieser Substanz sein. Weitergehende entropische Effek-
te, wie der Verlust von konformativen Freiheitsgraden und Desolvatisierung,
wie sie in Kapitel 2.2 diskutiert wurden, sind schwierig zu quantifizieren und
werden neben anderen Aspekten ha¨ufig vernachla¨ssigt.
Im folgenden soll das Interesse auf zwei weitere wichtige Fragen gelenkt
werden:
1. Wie gelangt ein Substrat oder Inhibitor, dessen Konzentration oft außer-
ordentlich gering ist (10−9 mol/l), quantitativ an sein Zielprotein und dort
wiederum in die Bindetasche ?
2. Bindungsaffinita¨ten, die in einem Assay gemessen werden, geben stets
nur einen gemittelten Wert u¨ber alle Beitra¨ge, die an der Bildung ei-
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nes Protein-Ligand-Komplexes beteiligt sind. Da mo¨glicherweise mehrere,
unterschiedlich affine Bindungstellen am Zielprotein um einen Liganden
konkurrieren, ist die Information u¨ber eine einzige Konfiguration eines
Liganden in seiner Bindetasche fu¨r eine Vorhersage der Bindungsaffinita¨t
mo¨glicherweise unzureichend.
Der erste Aspekt der Protein-Ligand Erkennung u¨ber große Distanzen ist
nicht zu vernachla¨ssigen und insbesondere bei Proteinen mit hohen Umsatz-
raten auch bei niedrigen Substratkonzentrationen von entscheidender Bedeu-
tung.
Wade et al. [191] haben den Prozess der Protein-Ligandbindung in drei
Stufen eingeteilt.
1. Diffusion des Liganden aus der Lo¨sung zum Eingang der Bindetasche an
der Proteinoberfla¨che.
2. Diffusion des Liganden durch das Protein zur ha¨ufig vergrabenen Binde-
tasche.
3. Orientierung des Liganden in der Bindetasche in seine gebundene Kon-
formation.
Im Prinzip sind diese drei Schritte stets zu betrachten, wobei jeder einzelne
durch elektrostatische Wechselwirkungen beeinflußt werden kann. Der Einfluß
der elektrostatischen Lenkung eines Liganden wurde in anderen theoretischen
Untersuchungen mittels Brownscher-Dynamik-Simulation an Triose-Phosphat
Isomerase (TIM), sowie Klasse A β-Lactamase bereits gezeigt [191, 190].
6.2 Acetylcholinesterase
In einer Arbeit von Wlodek & McCammon [196] wurden Untersuchungen zur
elektrostatischen Lenkung der Substratdiffusion an Hand der Fluktuation des
elektrostatischen Feldes in Acetylcholinesterase wa¨hrend einer Molekulardyna-
miksimulation durchgefu¨hrt.
Die Acetylcholinesterase aus Torpedo Californica ist ein Protein, das aus
einer einzigen Peptidkette mit 535 Aminosa¨uren und einer Masse von 60,5 kD
besteht. Es ist somit erheblich gro¨ßer als alle Proteine, die bisher in dieser
Arbeit behandelt wurden.
Es handelt sich bei dem Protein um eine Hydrolase vom Typ der Serinhy-
drolasen, analog den Serinproteasen Trypsin, Thrombin, Faktor Xa, Elastase.
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Es besitzt in der Bindetasche die katalytische Triade aus den Aminosa¨uren
Serin, Histidin und Glutamat (vergleiche Kapitel 5, in der Protease Thrombin
ist das Glutamat durch Aspartat ersetzt). Acetylcholinesterase katalysiert die
Hydrolyse des Neurotransmitters Acetylcholin im synaptischen Spalt choliner-
ger Synapsen. Eine Hemmung der Acetylcholinesterase fu¨hrt somit zu einer
Dauererregung einer Signalkette, was am Muskel zuna¨chst zu Kra¨mpfen und
nach Erscho¨pfung der ATP Reserven zu La¨hmungen fu¨hren kann. Daher sind
Acetylcholinesterase-Inhibitoren sehr starke Gifte fu¨r alle Organismen mit ei-
nem Nervensystem. Neuerdings sind Acetylcholinesterase-Inhibitoren wieder
ins Interesse geru¨ckt, da eine leichte Erho¨hung der Acetylcholinkonzentration
im Zentralnervensystem von Alzheimer-Patienten zu einer erheblichen Verbes-
serung der Symptomatik fu¨hrt.
Abbildung 6.1 zeigt eine Gesamtansicht der solvenszuga¨nglichen Oberfla¨che
mit Blick auf die Bindetasche, an deren Boden die katalytische Triade farbko-
diert dargestellt ist.
Abbildung 6.1: Acetylcholinesterase als Gesamtdarstellung mit Blick in die Bindetasche.
Abbildung 6.2 zeigt zusa¨tzlich einen Querschnitt durch die Bindetasche mit
der katalytischen Triade auf der linken Seite. Es zeigt sich auf den ersten Blick,
daß es sich dabei um eine tiefe und enge Tasche handelt. Um hier die beobach-
teten Substratumsatzraten zu erreichen, ist eine hohe elektrostatische Lenkung
und Vororientierung des Liganden in Richtung der Bindetasche erforderlich.
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Abbildung 6.2: Querschnitt ducrh die Bindetasche der Acetylcholinesterase mit Darstellung der
katalytischen Triade.
Um die Protein-Ligandbindung zu simulieren, wurde das Protein mit Hilfe
des in Kapitel 2.4 entwickelten Ladungsmodells mit Atomladungen versehen.
Standardma¨ßig wurden dabei die Aminosa¨uren Aspartat, Glutamat, Arginin
und Lysin in ihrem geladenen Zustand angenommen. Abbildung 6.3 zeigt farb-
kodiert das elektrostatische Potential an der Proteinoberfla¨che, wobei oben die
Sicht auf die Bindetasche und unten die Ansicht bei einer Rotation um die Ver-
tikale von 180◦ gezeigt wird.
Es ist deutlich zu erkennen, daß am Eingang zur Bindetasche ein stark ne-
gatives, elektrostatisches Potential vorliegt. Betrachtet man dagegen die Ru¨ck-
seite (Abb. 6.3 unten), so finden sich hier nur einige lokale Potentialschwer-
punkte, die durch punktuell geladene, an der Proteinoberfla¨che lokalisierte
Aminosa¨uren generiert werden. Zudem befinden sich hier vorwiegend Bereiche
mit positivem Potential, die einen positiv geladenen Liganden eher abstoßen
wu¨rden. Lediglich ein kleiner Bereich zeigt ein ebenfalls ausgepra¨gtes negatives
Potential, der jedoch nicht an der Ligandbindung beteiligt ist.
Es muß darauf hingewiesen werden, daß das elektrostatische Potential, an-
ders als das Lennard-Jones Potential, mit dem Kehrwert der Distanz abfa¨llt
und somit auch noch in großer Entfernung vom Protein einen Einfluß ausu¨bt.
Acetylcholinesterase ist fu¨r die hier durchgefu¨hrten Untersuchungen inter-
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Abbildung 6.3: Die Verteilung des elektrostatischen Potentials auf der Proteinoberfla¨che ist farb-
kodiert dargestellt, wobei rot-violette Bereiche ein negatives und tu¨rkis-blaue Bereiche ein positives
Potential darstellen. Oben ist die Ansicht aus Abbildung 6.1 u¨bernommen, die untere Abbildung
entspricht einer Drehung des Proteins von 180◦um seine vertikale Achse.
essant, da dieses Protein von der Evolution zu einem Enzym mit einer gewal-
tigen enzymatischen Umsatzrate entwickelt wurde, und der elektrostatische
Effekt auf die Substratbindung besonders hoch ist. Der Effekt resultiert dabei
nicht so sehr aus den Ladungsbeitra¨gen einiger Seitenketten, sondern aus der
Gesamtkonstellation von Partialladungen. Dies macht das Enzym zu einem
idealen Kandidaten, das weiter oben vorgestellte Ladungsmodell mit Docking-
experimenten zu u¨berpru¨fen.
Zu diesem Zweck wurden aus der PDB [22] sechs bekannte Komplexstruktu-
ren der Acetylcholinesterase aus Torpedo Californica augewa¨hlt und mit Hilfe
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des Programms Autodock der Einfluß der elektrostatischen Effekte auf die
Platzierung von Liganden im katalytischen Zentrum des Enzyms untersucht.
Zuna¨chst soll an einem Komplex gezeigt werden, welchen Einfluß die elek-
trostatischen Wechselwirkungen auf die ersten beiden Schritte der Protein-
Ligandbindung besitzen (s.o.). Im folgenden sind die Liganden der u¨brigen
fu¨nf Komplexe in dieses Modellsystem gedockt worden, um zu untersuchen,
wie gut die U¨bereinstimmung der gedockten Geometrien mit den experimen-
tellen Strukturen ist.
6.3 AutoDock
Das Programm AutoDock [80, 133] ist besonders geeignet fu¨r die vorgesehenen
Untersuchungen, da die implementierten Algorithmen nicht unmittelbar auf
der geometrischen Beschreibung auszubildender Atom-Atom Wechselwirkun-
gen beruhen, wie z.B. die Programme DOCK[145] oder FLEXX[155], sondern
in vorberechneten, dreidimensionalen Potentialfeldern ein Energieminimum fu¨r
den zu platzierenden Liganden gesucht wird.
Es werden zuna¨chst zufa¨llige Positionen außerhalb des Proteins erzeugt
und fu¨r diese Positionen werden unterschiedliche Orientierungen und Kon-
formationen solange optimiert, bis die geeignetste Bindungsposition gefunden
ist. Das Programm verwendet traditionellerweise eine Monte-Carlo/Simulated-
Annealing Optimierung [131, 109], um Bindungstellen zu finden. In einer neue-
ren Version steht zusa¨tzlich ein genetisches Optimierungsverfahren [125, 102,
132] zur Verfu¨gung, das fu¨r die globale Optimierung erheblich leistungsfa¨higer
ist und in den hier verwendeten Modellen ausschließlich zum Einsatz kam.
Die Potentialfelder ihrerseits werden allein durch die physikochemischen Ei-
genschaften, wie van der Waals-Anziehung und Wasserstoffbru¨ckengeometrie
definiert. Jeder Atomtyp wird dabei durch ein Lennard-Jones-a¨hnliches Poten-
tial beschrieben. Das von einem Protein fu¨r verschiedene Atomtypen resultie-
rende Feld liegt in diskretisierter Form als dreidimensionales Gitter fu¨r jeden
Atomtyp vor. Der Ligand wird wa¨hrend des Dockingprozesses innerhalb dieser
Felder platziert und seine Wechselwirkung an der aktuellen Position mittels
der resultierenden Energie bewertet.
Neben den Lennard-Jones-a¨hnlichen Atompotentialen, wird separat ein elek-
trostatisches Potentialfeld berechnet, das zur Bestimmung der elektrostati-
schen Wechselwirkungsenergie des Liganden dient. Wie schon erwa¨hnt, ergibt
sich die elektrostatische Wechselwirkungsenergie aus ∆G =
∑
i φiqi, wobei qi
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die Atomladung des Atoms i und φi das durch alle Ladungen des Proteins
erzeugte Potential an der entsprechenden Position ist.
Ein großer Vorteil des Programms AutoDock ist, daß das elektrostatische
Feld vom Benutzer selbst, z.B. mittels FDPB, berechnet werden kann, so daß
die in dieser Arbeit entwickelten Elektrostatikmodelle problemlos zusammen
mit AutoDock verwendet werden ko¨nnen. Die induktiven Effekte, die der Li-
gand in seiner Umgebung selbst erzeugt, und damit die Vera¨nderung im elek-
trostatischen Beitrag der Wechselwirkungsenergie, die der Ligand durch In-
duktion auf das Protein ausu¨bt, bleiben dabei unberu¨cksichtigt, da dies von
AutoDock nicht berechnet wird.
6.4 Methodik & Durchfu¨hrung
Die Strukturen der sechs ausgewa¨hlen Liganden zur U¨berpru¨fung des weitrei-
chenden elektrostatischen Effektes sind in Tabelle 6.1 wiedergegeben.
6.4.1 Parametrisierung
Die Liganden wurden jeweils den Proteinstrukturen entnommen, wobei mit
dem Programm MOE Wasserstoffatome hinzugefu¨gt, sowie die Atomladungen
mit dem PEOE-PB Modell berechnet wurden. Quarta¨re Stickstoffe erhielten
jeweils eine zusa¨tzliche positive Ladung von +1.0e.
Die Parametrisierung des Proteins erfolgte ebenfalls mit dem PEOE-PB
Modell, wobei wie in den vorangegangenen Kapiteln mittels Reduce Wasser-
stoffatome zur Struktur hinzugefu¨gt wurden. Fu¨r Glutamat, Aspartat, Lysin
und Arginin wurde ein geladener Zustand angenommen, zusa¨tzliche Formalla-
dungen wurden entsprechend zugewiesen. Die Gitter zur Verwendung in Auto-
Dock wurden mit dem Programm autogrid, das elektrostatische Potentialgitter
mit MEAD berechnet.
Es wurde ein sogenanntes blind-docking durchgefu¨hrt, d.h. AutoDock erhielt
keinerlei Information u¨ber die Position der Bindetasche. Hetenyi & Van der
Spoel [88] haben eine a¨hnlichen Methode an acht Protein-Ligand-Komplexen
durchgefu¨hrt und wichtige Dockingparameter systematisch untersucht.
Es ist wichtig zu bemerken, daß von Hetenyi & Van der Spoel bewußt nur
peptidische Liganden verwendet wurden, da fu¨r das Docking mit AutoDock
die gleiche Problematik besteht, wie fu¨r die pKa Vorhersage. Auch hier ist
es erforderlich, kompatible Atomladungen sowohl fu¨r das Protein wie fu¨r den
Liganden zuzuweisen.
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Substanz PDB Eintrag Bezeichnung
1ACJ Tacrine
1ACL Decamethonium
1AMN *)
1E3Q BW28C51
1AX9 Edrophonium
1EVE Aricept
Tabelle 6.1: Sechs Liganden der Acetylcholinesterase *) m-(N,N,N-Trimethylamino)-2,2,2-trifluoro-
1,1-dihydroxybenzol
Entsprechend den gefundenen Ergebnissen von Hetenyi & Van der Spoel
wurde die LGA1 Methode mit den Standardeinstellungen des AutoDock Hand-
buchs verwendet, wobei die Populationsgro¨ße 300 Individuen (Standard=50)
bei 108 Evaluierungsschritten betrug. Es wurden jeweils 10 Lo¨sungen generiert.
Die Gitterweite betrug 1.0 Angstro¨m, die Gitterausmaße waren wie bei der
Berechnung der pKa-Werte in Kapitel 4 und 5 von den Ausmaßen des Proteins
abha¨ngig, so daß mit einem zusa¨tzlichen Rand von 10 A˚ngstro¨m ein Suchraum
von 85x85x85 Gitterpunkten bzw. A˚ngstro¨m resultierte.
Die in diesem Kapitel durchgefu¨hrten Untersuchungen sollen in erster Linie
den Einfluß des Ladungsmodells auf weitreichende Effekte bei der Protein-
Ligand Erkennung zeigen; daher wird lediglich ein rigides Docking durch-
gefu¨hrt, wobei die Konformation des Liganden so beibehalten wurde, wie sie
1Lamarckian Genetic Algorithm
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in der Ro¨ntgenstruktur vorlag.
6.4.2 Modellsysteme
Um den Einfluß elektrostatischer Wechselwirkungen im Docking-Modell zu
testen, wurden vier verschiedene Systeme verwendet und mit dem Liganden
Aricept aus der PDB-Struktur 1EVE gedockt.
a) Standardmodell : Sowohl Ligand als auch Protein erhalten ihre Standarda-
tomtypen sowie die PEOE-PB Atomladungen, die Gitter werden mit Au-
toGrid erzeugt. Das elektrostatische Potential wird mit MEAD berechnet
und fu¨r das Docking verwendet.
b) q0-Modell : Wie a), das elektrostatische Potentialgitter wird durch ein leeres
Gitter ersetzt, d.h. das elektrostatische Potential ist auf jedem Gitterpunkt
und somit im gesamten System NULL.
c) q-Modell : Verwendet das elektrostatische Potentialgitter aus a), jedoch wer-
den alle Proteinatome als Kohlenstoff betrachtet. Alle Solvatisierungspara-
meter werden auf 0.0 gesetzt. Der Ligand erha¨lt die PEOE-PB Atomladun-
gen.
d) NULL-Modell : Verwendet das leere elektrostatische Potentialgitter aus b),
zudem werden alle Proteinatome als Kohlenstoff betrachtet. Alle Solvati-
sierungsparameter wurden auf 0.0 gesetzt.
Modell a) soll zeigen, wie gut die von AutoDock generierten Strukturen mit
der Ro¨ntgenstruktur u¨bereinstimmen, dieses ist das Modell, mit dem produktiv
gearbeitet werden kann. Es sollte u¨berpru¨ft werden, ob die Kombination aus
AutoDock mit PEOE-PB Atomladungen u¨berhaupt geeignet ist, ein sogenann-
tes blind-Docking durchzufu¨hren und wie gut diese beste Lo¨sung reproduziert
werden kann.
Modell b) entha¨lt sa¨mtliche sterischen wie auch Wasserstoffbru¨ckeninforma-
tionen, beru¨cksichtigt jedoch keine weitreichenden elektrostatischen Effekte.
Dieses Modell sollte ebenfalls in der Lage sein, eine Konfiguration wie in a) zu
erzeugen, da sa¨mtliche nahen Wechselwirkungen vorhanden sind. Die Ausbeu-
te, d.h. der Anteil bester Lo¨sungen sollte jedoch geringer sein, da der lenkende
Effekt des elektrostatischen Potentials fehlt. Zudem du¨rfte die resultierende
Energie geringer sein, da der Beitrag der elektrostatischen Wechselwirkung
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fehlt.
Modell c) entha¨lt nur noch sterische Informationen, polare Atome wie Sau-
erstoff und Stickstoff mit ihren Wasserstoffbru¨ckenparametern sind nicht mehr
vorhanden, sondern durch Kohlenstoffatome ersetzt worden. Das verwendete
elektrostatische Potential entspricht jedoch dem, welches durch die Ladungs-
verteilung des Proteins generiert wird. In diesem Modell werden nahe polare
Wechselwirkungen, die an zur Wechselwirkungsenergie den gro¨ßten Beitrag lie-
fern, ignoriert. Es werden lediglich hydrophobe Wechselwirkungen betrachtet.
Da AutoDock Lennard-Jones a¨hnliche Potentiale verwendet, existiert auch fu¨r
die Wechselwirkung eines Kohlenstoffatoms ein Energieminimum, das z.B. fu¨r
eine C-C Wechselwirkung ein Minimum von 0.12 kcal/mol bei einem C-C Ab-
stand von 4.0 A˚ngstro¨m besitzt.
Dieses Modell ist am interessantesten, da es den Einfluß des Potentials und der
elektrostatischen Wechselwirkungen isoliert zeigt. Das Kohlenstoffgitter dient
einzig und allein dazu, zu verhindern, daß Ligandatome wa¨hrend des Dockings
mit Proteinatomen u¨berlappen.
Modell d) ist ein Referenzmodell, in dem reines sterisches Docking ohne
Wasserstoffbru¨ckeninformationen und ohne elektrostatische Einflu¨sse durch-
gefu¨hrt wird. Dies soll zeigen, ob mit ausschließlich geometrischer Information
u¨ber die Proteinoberfla¨che die Bindetasche als beste komplementa¨re Lo¨sung
gefunden werden kann.
Als Qualita¨tskriterium dient neben der A¨hnlichkeit der erzeugten Docking-
lo¨sung mit der Ro¨ntgenstruktur, ob die Bindetasche u¨berhaupt und wie ha¨ufig
gefunden wurde. Fu¨r jedes Modell wurden 10 Lo¨sungen generiert.
Die extrem enge und tiefe Bindetasche ist fu¨r das menschliche Auge offen-
sichtlich, fu¨r den Optimierungsalgorithmus jedoch problematisch, da jede Ori-
entierung im Raum, welche Kollisionen mit dem Protein hervorruft, zu hohen
Straftermen fu¨hrt. Die Wahrscheinlichkeit in die Bindetasche in der korrekten
Konformation zu gelangen, ist somit außerordentlich schwierig, insbesonde-
re wenn man bedenkt, daß das gesamte Protein als Suchraum zur Verfu¨gung
steht. Der ausgepra¨gte Gradient des elektrostatischen Potentials in Richtung
der Bindetasche sollte den Liganden jedoch in die “richtige” Anordnung lenken.
Zuna¨chst wurden mit dem Komplex Acetylcholinesterase-Aricept (PDB-
Code: 1EVE) die vier Modelle berechnet und anschließend alle u¨brigen Ligan-
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den mit Modell a) in das Protein von 1EVE gedockt, um die Vorhersagequalita¨t
fu¨r verschiedene Liganden bei einheitlicher Apo-Struktur zu u¨berpru¨fen.
6.4.3 Ergebnisse & Diskussion
In allen Modellen gelang es AutoDock, die Bindetasche zu identifizieren und
einnen Bindungsmodus vorherzusagen, der der Ro¨ntgenstruktur sehr nahe
kommt (Abbildung 6.4).
Abbildung 6.4: Die besten Lo¨sungen aus den Modellen a)-d). In dunkelbraun ist die Ro¨ntgenstruk-
tur dargestellt. Alle Modelle sind in der Lage die Ro¨ntgenstruktur von Aricept korrekt vorherzusa-
gen.
Die Optimierungskriterien wurden sehr großzu¨gig gewa¨hlt. Mit einer Popu-
lationsgro¨ße von 300 bei 108 Evaluierungsschritten wurden in der Arbeit von
Hetenyi & Van der Spoel Tripeptide flexibel gedockt, wa¨hrend hier lediglich
ein rigides Docking durchgefu¨hrt wurde. Es ist aber erstaunlich, daß auch steri-
sche Informationen allein ausreichen, fu¨r Acetylcholinesterase-Komplexe einen
relevanten Bindungsmodus zu erzeugen.
Jedoch zeigen sich Unterschiede in der Konvergenz der Systeme, d.h. wie
oft die Ro¨ntgenstruktur als beste Lo¨sung resultierte. Grundsa¨tzlich sollte die
Struktur mit dem niedrigsten Energiewert bei einer genetischen Optimierung
immer als beste Lo¨sung gefunden werden, wenn genu¨gend Optimierungsschrit-
te durchlaufen werden. Fu¨r das Modell a) ist dies der Fall; hier wurden 10
identische Lo¨sungen erhalten. D.h. fu¨r Aricept wa¨re auf jeden Fall die Ro¨ngen-
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struktur exakt vorhergesagt worden, selbst wenn nur die Apo-Struktur des
Proteins bekannt gewesen wa¨re.
Daß aber in allen Modellen die Ro¨ntgenstruktur reproduziert werden konnte
ist zuna¨chst u¨berraschend. Tabelle 6.2 entha¨lt die erhaltenen Energien fu¨r die
jeweils energetisch beste Lo¨sung aus den vier Modellen.
Modell Energie [kcal/mol]
a) −13.03
b) −11.00
c) −11.33
d) −10.62
Tabelle 6.2: Die Wechselwirkungsenergien, die AutoDock fu¨r die beste Lo¨sung der Modelle a)-d)
berechnet. Jede dieser besten Lo¨sungen entspricht der Ro¨ntgenstruktur.
Diese Ergebnisse zeigen zuna¨chst zwei Aspekte. Der elektrostatische Anteil
an der Gesamtbindungsenergie betra¨gt fu¨r dieses System lediglich etwa zwei
kcal/mol (Differenz aus a)-b)), der u¨berwiegende Teil der Wechselwirkungs-
energie wird durch sterische Wechselwirkungen (Modell d) beigesteuert. Dies
erkla¨rt auch, warum in allen Modellen die Ro¨ntgenstruktur gefunden werden
konnte. Die Tatsache, daß der elektrostatische Beitrag zur Bindungsenergie
nicht sehr hoch ist, ist zuna¨chst u¨berraschend. Interessant ist in diesem Zusam-
menhang jedoch vor allem die Frage, wie groß der lenkende Einfluß des elektro-
statischen Gradienten ist, um in die Bindetasche zu gelangen. Ein Kriterium
dafu¨r ist die Ha¨ufigkeit, wie oft das System nach Durchfu¨hrung des Docking-
laufes mit dieser besten Lo¨sung endet, oder ob das System nicht vollsta¨ndig
konvergiert und mit einer schlechteren Lo¨sung abbricht. Unter den gegebenen
Bedingungen konnte fu¨r System a) eine Trefferquote von 100% erreicht werden.
Modell b) konnte nur bei drei der 10 Lo¨sungen die Kristallstruktur reproduzie-
ren, drei weitere Lo¨sungen zeigten eine andere Geometrie weit außerhalb der
Bindetasche mit einer Energie von -7.64 kcal/mol, die u¨brigen vier Lo¨sungen
verteilen sich auf weitere Positionen auf der Proteinoberfla¨che (Abbildung 6.5).
Hier zeigt sich deutlich der Einfluß der elektrostatischen Lenkung wa¨hrend
des Dockingvorgangs. Obwohl der Energiebeitrag zur Wechselwirkungsenergie
des Protein-Ligand-Komplexes nur sehr gering ist, ist der ra¨umliche Verlauf
des elektrostatischen Potentials wichtig fu¨r das Aufspu¨ren der Bindetasche.
Auf experimentelle Bedingungen u¨bertragen bedeutet dies, daß eine geringere
elektrostatische “Sogwirkung” in Richtung auf die Bindetasche zwar weiterhin
zu einer Bindung des Liganden oder Substrats fu¨hren wu¨rde, jedoch wa¨re die
Erzeugung produktiver Komplexgeometrien viel seltener, was die Umsatzrate
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Abbildung 6.5: Lo¨sungen fu¨r Modell b). Die Ro¨ntgenstruktur (rot) kann zwar als beste Lo¨sung
gefunden werden, das System endet aber nicht immer mit dieser Lo¨sung.
vermindern wu¨rde.
Modell c) zeigt erstaunlicherweise eine etwas gu¨nstigere Energie fu¨r die beste
Lo¨sung als Modell b). Offensichtlich wird der Verlust polarer Wechselwirkun-
gen in der Proteinbindetasche durch den elektrostatischen Anteil vollsta¨ndig
ausgeglichen. Aricept entha¨lt allerdings auch nur eine Carbonylgruppe als Was-
serstoffbru¨ckenakzeptor, sowie die peripheren aromatischen Methylether, die
keinerlei Wasserstoffbru¨cken mit dem Protein ausbilden. Daher ist es nicht
u¨berraschend, daß trotz Vernachla¨ssigung der Information u¨ber polare Seiten-
ketten in der Proteinbindetasche bei angelegtem elektrostatischen Potential
fu¨r 9 von 10 Lo¨sungen die Ro¨ntgenstruktur reproduziert wird.
Modell d) entha¨lt weder Informationen u¨ber lokale polare Atomtypen, noch
elektrostatische Informationen. Auch hier wurde der Bindungsmodus der Kris-
tallstruktur in 4 von 10 Fa¨llen korrekt vorhergesagt, wobei die Bindungsenergie
mit -10.62 kcal/mol bewertet wurde. Fu¨nf weitere Lo¨sungen finden sich repro-
duzierbar, d.h. die Lo¨sungen unterscheiden sich untereinander nur wenig, an
einer anderen Position an der Proteinoberfla¨che mit Energien von -6.8 bis -7.1
kcal/mol. Eine weitere Lo¨sung wurde mit einer Energie von -5.9 kcal/mol an
einer dritten Position generiert (Lo¨sungen nicht dargestellt).
Zusammengefaßt la¨ßt sich sagen, daß die zuna¨chst als u¨berwiegend elek-
trostatisch bestimmt angenommene Wechselwirkung der Acetylcholinesterase
mit Aricept in der Bindetasche doch vorwiegend auf hydrophoben Wechsel-
wirkungen beruht, obwohl der geladene quarta¨re Stickstoff des Liganden und
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die mit einem negativen Potential exponierte Bindetasche zuna¨chst eine gegen-
teilige Vermutung nahelegen. Trotz des moderaten elektrostatischen Beitrags
zur Gesamtbindungsenergie fu¨hrt der Verlust des elektrostatischen Potentials
(Modelle b und d) zu einem dramatischen Abfall der Vorhersagequalita¨t. Ge-
genu¨ber der fast 100%igen Trefferquote in den Modellen a) und c), in denen
das elektrostatische Potentialfeld beru¨cksichtigt wurde, sinkt die Trefferquote
auf 3 bzw. 4 von 10 Lo¨sungen.
Das Hauptzield dieser Simulation, zu zeigen, daß das elektrostatische Po-
tential, das mit dem PEOE-PB Modell berechnet wurde, geeignet ist, die elek-
trostatischen Verha¨ltnisse im Protein korrekt zu repra¨sentieren konnte erreicht
werden.
6.5 Rigides Docking in Apo-1EVE
Fu¨r Aricept konnte die Bindungsgeometrie, wie sie in der Ro¨ntgenstruktur
gefunden wurde, sehr pra¨zise reproduziert werden. Das vorliegende Acetyl-
cholinesterase-Modell in der Kombination mit AutoDock und dem PEOE-PB
Modell scheint daher in der Lage zu sein, relevante Bindungsmoden fu¨r Protein-
Ligand-Komplexe vorherzusagen. Im strukturbasierten Wirkstoffdesign stehen
fu¨r die Suche nach geeigneten Leitstrukturen aber meist nur sehr wenige Ro¨nt-
genstrukturen zur Verfu¨gung. Die Bindetasche der Acetylcholinesterase ist zu-
dem hochkonserviert und auch die U¨berlagerung der sechs Ro¨ntgenstrukturen
zeigt nur sehr geringe Unterschiede in der Bindetasche (Abbildung 6.6). Der
einzige Rest, der in den sechs Strukturen eine unterschiedliche Orientierungen
einnimmt, ist Phenylalanin 330.
Die fu¨nf u¨brigen Liganden wurden daher nicht in ihre jeweilige Ursprungs-
struktur gedockt, sondern ebenfalls in die Apo-Struktur von 1EVE. Das Ziel
bestand darin, zu u¨berpru¨fen, ob alle fu¨nf Strukturen in der Bindetasche
von 1EVE platziert werden ko¨nnen, und wie weit sich Abweichungen zu der
tatsa¨chlichen Ro¨ntgenstruktur ergeben. Es wurde auch hier ein rigides Docking
mit Vorgabe der Konformation des Liganden aus der Kristallstruktur durch-
gefu¨hrt.
6.5.1 Ergebnisse & Diskussion
6.5.1.1 1ACJ: Tacrin
Tacrin wurde in 9 von 10 Lo¨sungen so platziert, wie in Abbildung 6.7 (gelb)
dargestellt. Der Bindungsmodus, wie er in der Ro¨ntgenstruktur gefunden wur-
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Abbildung 6.6: U¨berlagerung der Bindetaschen aus 1ACJ, 1ACL, 1AMN, 1E3Q, 1AX9 und 1EVE.
Die Bindetasche ist stark konserviert. Zusa¨tzlich ist der Ligand Aricept aus 1EVE sowie die Ober-
fla¨che (tu¨rkis) der Bindetasche gezeigt.
de (grau), konnte in der Struktur 1EVE (tu¨rkis) nicht eingenommen werden,
da der Phenylrest von Phenylalanin 330 in der Originalstruktur (1ACJ, rot
dargestellt) parallel zum Ringsystem von Tacrin ausgerichtet wird. Die Bin-
dungsenergie wurde mit -8.1 kcal/mol bewertet.
6.5.1.2 1ACL: Decamethonium
Decamethonium konnte in 6 von 10 Fa¨llen in dem dargestellten Bindungsmo-
dus (Abbildung 6.8) bei einer bewerteten Wechselwirkungsenergie von -17.16
kcal/mol gefunden werden, was weitgehend der Geometrie der Ro¨ntgenstruk-
tur entspricht. Die u¨brigen vier Lo¨sungen befinden sich an anderen Positionen
der Proteinoberfla¨chen mit Energien zwischen -12.0 bis -6.5 kcal/mol (nicht
dargestellt), wobei keines der Ergebnisse mehrfach vorkommt. Bei diesen Er-
gebnissen muß davon ausgegangen werden, daß der Algorithmus nicht konver-
giert ist, d.h. die Anzahl der Evaluierungen hat nicht ausgereicht, stets die
beste Lo¨sung zu finden.
6.5.1.3 1AMN: m-(N,N,N-Trimethylamino)-2,2,2-trifluoro-1,1-dihydroxybenzol
Der Ligand aus dieser Struktur wurde in 7 von 10 Fa¨llen in der Bindetasche
platziert, wobei in Abbildung 6.9 a) die beste Lo¨sung mit einer bewerteten
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Abbildung 6.7: Uberlagerung der Struktur 1EVE (tu¨rkis) mit 1ACJ (rot). Die Ro¨ntgenstruktur
des Liganden Tacrin ist atomtyp-codiert und die gedockte Struktur gelb dargestellt.
Abbildung 6.8: Die fu¨r Decamethonium gefundene Geometrie (orange) entspricht weitgehend der
Ro¨ntgenstruktur.
Bindungsenergie von -7.79 kcal/mol dargestellt ist. Obwohl sich die Geome-
trie der Seitenketten in der Bindetasche der Struktur aus 1AMN (magenta)
und 1EVE (tu¨rkis) nur wenig unterscheiden, ist die von AutoDock produzierte
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Geometrie des Liganden deutlich verschieden von der Ro¨ntgenstruktur. Der
geladene quarta¨re Stickstoff ist korrekt positioniert, jedoch wurde eine an-
dere Seitenkettenorientierung eingenommen. Die drittbeste Lo¨sung mit -7.39
kcal/mol vertauscht die Orientierung der Trifluormethylgruppe sogar mit der
Trimethylaminogruppe, wie dies in Abbildung 6.9 b) gezeigt ist. Zwei Lo¨sun-
gen liegen in der Peripherie der Proteinobefla¨che und wurden mit -5.6 kcal/mol
bewertet (nicht dargestellt).
Abbildung 6.9: Ergebnisse des Liganden aus 1AMN in 1EVE, die Bindetasche von 1EVE (tu¨rkis)
unterscheidet sich nur wenig von 1AMN, dennoch werden zwei geometrien, die von der Ro¨ntgen-
struktur deutlich verschieden sind bevorzugt.
6.5.1.4 1E3Q: BW28C51
Obwohl sich der Ligand BW28C51 und Aricept in ihrer Gro¨ße und in ihrem
Bindungsmodus recht a¨hnlich sind, wie dies in Abbildung 6.10 a) deutlich
wird, konnte bei diesem rigiden Docking keine Lo¨sung in der Bindetasche ge-
neriert werden. Die beste Lo¨sung wurde mit -6.41 kcal/mol am Eingang zur
Bindetasche gefunden. Alle anderen Lo¨sungen bevorzugten eine Bindung in
der Peripherie mit Bindungsenergien von -6.20 bis -5.20 kcal/mol (nicht dar-
gestellt).
6.5.1.5 1AX9: Edrophonium
Abbildung 6.11 zeigt die beste Lo¨sung von Edrophonium in der Proteinstruk-
tur von 1EVE. Sie wurde mit -6.15 kcal/mol bewertet. Es finden sich insge-
samt 8 von 10 Lo¨sungen in der Bindetasche, die erzeugten Bindungsmoden
differieren jedoch voneinander. Zwei Lo¨sungen befinden sich in der Peripherie
der Bindetasche (nicht dargestellt), wobei die bewertete Bindungsenergie der
schlechtesten Lo¨sung mit -5.5 kcal/mol nicht wesentlich von der besten Lo¨sung
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Abbildung 6.10: (a) U¨berlagerung der Ro¨ntgenstruktur von 1EVE (tu¨rkis) und 1E3Q (gelb), wobei
die Kohlenstoffatome von BW28C51 orange eingefa¨rbt sind und Aricept Atomtyp-kodiert dargestellt
ist. (b) Zeigt den Bindungsmodus von BW28C51 der Ro¨ntgenstruktur (Atomtyp-kodiert) sowie die
gedockte Geometrie (orange).
abweicht. Edrophonium ist ebenfalls wie der Ligand aus 1AMN ein vergleichs-
weise kleines Moleku¨l und zeigt auch einen ganz a¨hnlichen Bindungsmodus.
Abbildung 6.11: Gezeigt ist die U¨berlagerung der Struktur 1EVE (tu¨rkis) mit 1AX9 (violett),
wobei die gedockte Lo¨sung orange dargestellt ist. Der Bindungsmodus, wie er in 1AX9 vorkommt
ist Atomtyp-kodiert dargestellt.
6.5.1.6 Zusammenfassung
Fu¨r alle Liganden bis auf BW28C51 aus 1E3Q konnte eine Lo¨sung in der Bin-
detasche gefunden werden, obwohl insbesondere bei den kleinen Liganden die
Tendenz besteht, den aromatischen Ring in einer anderen Orientierung anzu-
ordnen, als dies in der Ro¨ntgenstruktur gefunden wird. Der Ligand BW28C51
wird vorwiegend in Positionen außerhalb der Bindetasche positioniert. Dies ist
um so u¨berraschender, da dieser Ligand von seinem Bindungsmodus her dem
Aricept am a¨hnlichsten ist. Mo¨glicherweise ha¨tte speziell in diesem Fall eine
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Flexibilita¨t des Liganden zu einem besseren Ergebnis gefu¨hrt. Decamethonium
bindet hingegen weitgehend den Erwartungen entsprechend.
Die Ergebnisse sind umso interessanter, wenn man bedenkt, daß statt der
Geometrie der Seitenketten eine diskretisierte Darstellung in ein ra¨umliches
Feld verwendet wurde, das lediglich die physikochemischen Eigenschaften der
beteiligten Reste auf ein relativ grobes Gitter abbildet. Die Gitterweite von
1.0 Angstro¨m, die etwa einer Bindungsla¨nge entspricht, sollte die geringen
Unterschiede zwischen den sechs verschiedenen Kistallstrukturen, denen die
Liganden entnommen wurden, eigentlich verwischen.
Dennoch konnte nur fu¨r Aricept, den Liganden, der urspru¨nglich dieser
Struktur entstammte, die Ro¨ntgenstruktur exakt reproduziert werden. Fu¨r alle
anderen Liganden wurde ein Bindungsmodus gefunden, der von der Ro¨ntgen-
struktur mehr oder weniger stark abweicht.
Dieses u¨berraschende Ergebnis zeigt auch, daß fu¨r ein sinnvolles Docking
grundsa¨tzlich auch eine Flexibilita¨t der Bindetasche mit einbezogen werden
muß. Es ist zu vermuten, daß eine Flexibilita¨t der Proteinseitenketten wa¨hrend
der Platzierung des Liganden zu einer Anpassung ihrer Geometrie an den Li-
ganden gefu¨hrt und damit Lo¨sungen gefunden worden wa¨ren, die den einzelnen
Ro¨ntgenstrukturen eher entspra¨chen.
Dieser sogenannte induced-fit wurde fu¨r andere Systeme bereits ha¨ufiger
beobachtet und erschwert den Einsatz von Computermethoden in der Wirk-
stoffsuche erheblich. Dennoch konnte fu¨r alle Liganden eine Geometrie in der
Bindetasche gefunden werden, was zeigt, daß der Einsatz des PEOE-PB Mo-
dells zur Beschreibung der elektrostatischen Verha¨ltnisse im Protein fu¨r blind-
docking Studien geeignet ist. Alle hier verwendeten Acetylcholinliganden außer
BW28C51 wa¨ren mit diesem Verfahren wahrscheinlich als Inhibitoren fu¨r Ace-
tylcholinesterase in einer Datenbanksuche als Inhibitoren gefunden worden.
Die weitreichenden elektrostatischen Effekte, die auch wa¨hrend der Suche
nach der Bindetasche mit AutoDock erforderlich sind, werden gut abgebildet.
Es gelingt eigentlich immer, die Bindetasche der Acetylcholinesterase zu fin-
den. Ohne die elektrostatische Information ist AutoDock erheblich seltener in
der Lage, die Bindetasche u¨berhaupt zu finden. Die entgu¨ltige Konformation,
wie sie sich in der Bindetasche darstellt, wird insbesondere in Acetylcholi-
nesterase durch andere, nichtelektrostatische Effekte bestimmt, die durch die
Standardparameter in AutoDock gut abgebildet werden. Die Adaption anderer
Potentiale an AutoDock wie z.B. empirische Paarpotentiale aus DrugScore wie
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dies von Sotriffer et al. [174] durchgefu¨hrt wurde, kann hier mo¨glicherweise zu
besseren Lo¨sungen fu¨hren.
Kapitel 7
Fazit und Ausblick
Das modifizierte PEOEModell, wie es in dieser Arbeit entwickelt wurde, eignet
sich zur Berechnung von Atomladungen kleiner organischer Moleku¨le, sowie in
Kontinuum-basierten Elektrostatik-Modellen zur Untersuchung von Protonie-
rungseffekten in Protein-Ligand-Komplexen. Weitere Einsatzmo¨glichkeiten er-
geben sich in Kombination mit AutoDock fu¨r ein Docking beliebiger Liganden
in ganze Proteine ohne Kenntnis der Bindetasche.
Die Untersuchung des Einflusses der Ligandbindung auf die Protonierungs-
eigenschaften waren bisher nur sehr eingeschra¨nkt mo¨glich, da die Verfahren
zur Elektrostatikrechnung vorwiegend mit reinen Protein-Modellen verwendet
werden konnten. Eine einheitliche Parametrisierung des Proteins sowie belie-
biger Liganden war bisher schwierig und nur mit aufwa¨ndigen “ab initio”-
Methoden mo¨glich, die einen erheblichen Arbeits- und Rechenaufwand bedeu-
ten. Das PEOE Verfahren kann hingegen allen Atomen auch großer Proteine
in wenigen Sekunden Ladungen zuweisen.
Das sogenannte blind-docking, das mit AutoDock durchgefu¨hrt wurde und
mit dem entwickelten Ladungsmodell eine breite Anwendung auf beliebige
Protein-Ligand-Komplexe ermo¨glicht, ist fu¨r ein Durchsuchen großer Ligand-
Datenbanken zwar nur bedingt geeignet, da die hier durchgefu¨hrten Docking-
la¨ufe teilweise mehrere Stunden auf einem Standard-PC (AMD Athlon, 1200
Mhz) beno¨tigen. Jedoch ist fu¨r kleinere Datenbanken aus einigen zehn bis
hundert Liganden, die z.B. in einem Screening als mo¨gliche Inhibitoren ge-
funden wurden, bei bekannter Struktur des Apoenzyms zumindest der grobe
Bindungsmodus vorhersagbar.
Die Anwendung der entwickelten Modelle wurde hier nur exemplarisch durch-
gefu¨hrt und kann sicher in vielerlei Hinsicht verbessert werden. Insbesondere
mu¨ssen zuku¨nftige Studien an anderen Proteinsystemen zeigen, wie robust
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das Verfahren ist. Fu¨r das PEOE Modell fehlen noch einige Atomtypen, ins-
besondere Phosphor sowie einige Schwefeltypen mu¨ssen parametrisiert und
an experimentellen Solvatisierungsenergien validiert werden. Auch wurde z.B.
festgestellt, daß die Solvatisierungsenergien von Ringsystemen noch gro¨ßere
Abweichungen vom Experiment zeigen.
Die Auswahl der internen Dielektrizita¨tskonstante fu¨r die pKa Berechnung
stellt ein weiteres Problem dar. Auch hier mu¨ssen vertiefende Studien ein ro-
bustes Verfahren hervorbringen, um eine geeignete Auswahl dieses Parame-
ters zu ermo¨glichen. Ein Anfang wurde gemacht, indem das MEAD Paketes
um die Mo¨glichkeit erweitert wurde eine fu¨r jedes Atom spezifische Dielek-
trizita¨tskonstante zuzuweisen. Jedoch ist die Auswahl dieser atomspezifischen
Dielektrizita¨tskonstante ein weiteres Problem.
Eine weitere Herausforderung ist die Kombination von pKa Berechnung mit
AutoDock hinsichtlich einer pH-abha¨ngigen Ladungsbeschreibung des Prote-
ins, um schließlich ein pH-abha¨ngiges Docking durchzufu¨hren. Auch hierfu¨r be-
stehen Ansa¨tze, die in der vorliegenden Arbeit nicht weiter dargelegt wurden.
Andere Autoren kombinieren Molekulardynamiksimulationen mit kontinuum-
basierten Elektrostatik-Modellen. Dies in die bestehende Systematik einzubau-
en, ist sicher ein wichtiger Schritt, um schließlich zu zuverla¨ssigeren Protein-
Ligand-Modellen zu gelangen. Das Ziel sollte neben einer realistischen, pH-
abha¨ngigen Beschreibung der elektrostatischen Verha¨ltnisse, die Dynamik auf
Protein- und Ligandenseite mit einzubeziehen und somit irgendwann eine verla¨ßli-
chere Simulation der Protein-Ligandwechselwirkung zulassen.
Dies ko¨nnte als eine neue Variante zur Simulation biologischer Vorga¨nge
einen effizienten Weg zur Entwicklung zuku¨nftiger und zur Verbesserung be-
reits vorhandener Arzneistoffe darstellen.
Teil II
Computermethoden
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Kapitel 8
Strukturdatenbanken &
Wirkstoffdesign
8.1 Einleitung
Betrachtet man die Art und Weise, wie Datenverarbeitung in der computer-
gestu¨tzten Wirkstoffforschung traditionell eingesetzt wird, so zeigt sich, daß
der Austausch von Daten zwischen verschiedenen Programmteilen und Me-
thoden u¨berwiegend u¨ber Textdateien verla¨uft.
Das bedeutet ein chemisches Moleku¨l wird als Textdatei pra¨pariert, zusa¨tz-
lich ist gewo¨hnlich eine Parameterdatei erforderlich. Ein beliebiges Programm,
z.B. zur Optimierung einer Moleku¨lgeometrie fu¨hrt zusammen mit diesen bei-
den Dateien die notwendigen Berechnungen durch.
Das Ergebnis wird nun in Form einer oder mehrerer weiterer Dateien er-
halten. Sollen weitere Berechnungen durchgefu¨hrt werden, beginnt der Zyklus
erneut, wobei die Ausgabe des ersten Programms als Eingabe eines zweiten
Programms in geeigneter Weise vorbereitet werden muß. Insbesondere die Um-
wandlung der Informationen einer Ausgabedatei in eine andere Eingabedatei
ist in der Praxis eine der vornehmlichen Aufgaben des Wissenschaftlers, der
diese Methoden verwendet. Noch vielmehr muß sich der Wissenschaftler, der
sich um die Entwicklung neuer Methoden bemu¨ht, mit diesen Aufgaben ausein-
andersetzen, da neben der Manipulation der Dateien auch Programmquelltext
zur Verarbeitung erstellt werden muß.
Es ist eine Tatsache, daß die Umwandlung und Auswertung von Textdateien
zur Steuerung des Informationsflusses, den u¨berwiegenden Arbeitsaufwand bei
der Entwicklung und Anwendung derartiger Methoden darstellt, dabei aber
nicht zu einem Erkenntnisgewinn bei der Methodenentwicklung beitra¨gt.
Fu¨r den reinen Anwender stellt sich die Problematik nur in geringem Um-
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fang, da er gewo¨hnlich ausschließlich auf validierte Verfahren zuru¨ckgreift und
lediglich die Parametrisierung an seine Bedu¨rfnisse anpasst. Aus diesem Grund
sind eine Reihe sehr leistungsfa¨higer, kommerzieller Pakete erha¨ltlich, die einen
großen Umfang an erprobten Methoden enthalten. Als Beispiele sind die Pro-
gramme SYBYL1, MOE 2 und Insight3 zu nennen, die sich als Standardpro-
gramme in der Wirkstoffforschung etabliert haben und die meisten Anwen-
dungsbereiche abdecken. Ein Nachteil dieser Pakete ist jedoch, daß sie zum
einen sehr teuer und die Mo¨glichkeiten ihrer Erweiterbarkeit oft eingeschra¨nkt
sind. Zudem setzt jede Implementierung einer neuen Methode innerhalb ei-
nes dieser Pakete die weiterhin absehbare Verfu¨gbarkeit dieses Paketes voraus.
Dabei kann es sich z.B. um die Verfu¨gbarkeit einer gu¨ltigen u.U. kostenpflichti-
gen Lizenz fu¨r das Paket oder auch um die Unterstu¨tzung aktueller Hardware
handeln.
Auf der anderen Seite sind aus vielen wissenschaftlichen Arbeiten sehr leis-
tungsfa¨hige Programme fu¨r ganz spezielle Gebiete hervorgegangen, die in aller
Regel von den Autoren kostenlos oder fu¨r einen geringen finanziellen Beitrag
erha¨ltlich sind. Diese Programme sind meist die Grundlage vieler Original-
arbeiten und werden von den Arbeitsgruppen, aus denen sie hervorgegangen
sind, sorgfa¨ltig gepflegt und weiterentwickelt.
In der vorliegenden Arbeit wurden daher vorwiegend Methoden und Kon-
zepte entwickelt, die durch kommerzielle Software nicht bedient werden.
8.2 U¨berblick
Im Rahmen der vorliegenden Arbeit wurde eine große Anzahl von Werkzeugen
entwickelt, die zur Berechnung der in Teil I vorgestellten Ergebnisse erforder-
lich waren. In diesem zweiten Teil der Arbeit soll ein U¨berblick u¨ber die Struk-
tur und den Anwendungsbereich dieser Werkzeuge gegeben werden. Ferner soll
es auch als Referenz dienen, um die gefundenen Ergebnisse nachvollziehen-
oder mit den entwickelten Werkzeugen eigene Berechnungen durchfu¨hren zu
ko¨nnen.
Der Fokus soll dabei auf zwei Aspekten liegen. Das sind zum einen die Ver-
arbeitung von Datenbankinformationen u¨ber Proteinstrukturen, wie sie insbe-
sondere in Relibase abgelegt sind, zum anderen elektrostatische Rechenverfah-
ren, wie sie im ersten Teil ausfu¨hrlich diskutiert wurden. Beide Bereiche sind
1www.tripos.com
2www.chemcomp.com
3www.accelrys.com
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zwar auf den ersten Blick getrennt zu betrachten, werden jedoch wieder dar-
in vereint, daß die Basis der Elektrostatikrechnungen stets Proteinstrukturen
sind.
Da es sich bei den hier verwendeten Verfahren zur Berechnung der Elektro-
statik um sehr rechenintensive Modelle handelt, wurde von Anfang an beru¨ck-
sichtigt, die Ergebnisse dieser Berechnungen in einer Datenbank zu sammeln,
welche dann wiederum eine Basis fu¨r abgeleitete und evtl. weniger rechenin-
tensive Methoden und Regeln darstellt. Diese Datenbank aufzubauen, muß
Thema weiterer Arbeiten sein, alle Grundlagen und eine erste Implementation
wurden in dieser Arbeit erstellt.
Die verfolgten Ziele ko¨nnen grob in zwei Aspekte aufgeteilt werden, zum
einen sollte eine Datenbankbasis etabliert werden, die es erlaubt, Ergebnisse
aufwa¨ndiger Berechnungen zu sammeln und auszuwerten. Zu diesem Zweck
wurde die Relibase-Python-Erweiterung entwickelt. Als zweites stellte sich
die Aufgabe, die theoretischen Modelle zur Abscha¨tzung von Protonierungs-
zusta¨nden so zu erweitern, daß sie zuverla¨ssig neben reinen Proteinen auch fu¨r
Protein-Ligandkomplexe angewandt werden ko¨nnen. Dies fu¨hrte zur Entwick-
lung des modifizierten PEOE Modells fu¨r die Berechnung von Atomladungen
(Teil I).
Zusa¨tzlich sind eine ganze Reihe von Bibliotheken und Werkzeugen zur
einfachen Handhabung der Problematik entstanden. In diesem zweiten Teil
der Arbeit sollen die wichtigsten dieser Methoden dargestellt werden.
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Kapitel 9
Effiziente Methoden zur
Analyse von
Proteinstrukturdatenbanken
9.1 Einfu¨hrung
Die erste und nach wie vor bedeutendste Sammlung von Proteinstrukturen
stellt die Brookhaven Protein Database [22] dar. Mit einem Umfang von der-
zeit (Stand 03.2003) ca. 20.000 Strukturen stellt sie das gesamte o¨ffentlich
zuga¨ngliche Wissen u¨ber Raumstrukturen von Proteinen dar. Die Datenbank
wa¨chst exponentiell und ihr Bestand verdoppelt sich etwa alle vier Jahre, so
daß bis zum Ende dieses Jahrzehnts wahrscheinlich 80.000 - 100.000 Prote-
instrukturen vollsta¨ndig gelo¨st vorliegen. Sollten in der Zwischenzeit verbes-
serte Technologien entwickelt werden, die das Lo¨sen von Proteinstrukturen
erleichtert, du¨rften es noch weit mehr werden. Initiativen wie die sogenann-
ten “Structure-Factories” [70] die versuchen, Proteinstrukturen unter Einsatz
automatisierter Techniken in großem Maßstab zu lo¨sen, haben gerade ihre Ar-
beit aufgenommen und werden in Zukunft sicher den Bestand an bekannten
Proteinstrukturen signifikant bereichern.
Das Wissen u¨ber die dreidimensionale Struktur eines Proteins ist fu¨r das
strukturbasierte Wirkstoffdesign, wie es derzeit durchgefu¨hrt wird, von zen-
traler Bedeutung. Einerseits gibt die experimentell gelo¨ste Struktur Aufschluß
daru¨ber, ob die getroffenen Annahmen u¨ber die Wechselwirkungsgeometrie
zwischen Protein und Ligand tatsa¨chlich korrekt sind, andererseits stellen sie
die Grundlage fu¨r alle Methoden dar, um mehr u¨ber die strukturellen Zusam-
menha¨nge der Protein-Ligand-Wechselwirkung zu lernen.
Eine andere Quelle struktureller Information stellt die CSD dar, die “Crys-
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tal-Structure-Database”. Hierbei handelt es sich um eine Sammlung von ca.
250.000 Ro¨ntgenstrukturen kleiner organischer Moleku¨le. Diese Sammlung wird
von der CCDC1 zusammengefu¨hrt und verwaltet. Werkzeuge wie Superstar,
Isostar und Conquest erlauben zudem eine komfortable Anwendung.
Proteinstrukturen stellen stets einen Komplex aus dem eigentlichen pepti-
dischen Teil, der aus einer oder mehreren Peptidketten und daran gebundenen,
kristallographisch detektierten Wassermoleku¨len bestehen kann, sowie ggf. ent-
haltenen Kofaktoren, Ionen sowie gebundenen Inhibitoren dar.
Die PDB ist im strengen Sinne keine Datenbank, sondern tatsa¨chlich zu-
na¨chst eine Sammlung von Dateien, welche die Strukturinformationen als Pri-
ma¨rdaten enthalten. Suchanfragen ko¨nnen in erster Linie lediglich u¨ber Pro-
teinnamen, Proteinklassen sowie grobe sequenzielle Verwandschaft erfolgen.
Strukturelle Suchen, z.B. nach a¨hnlichen Strukturelementen, sind zuna¨chst
nicht mo¨glich.
Da aber insbesondere die Suche nach a¨hnlichen Wechselwirkungsmustern
fu¨r das Versta¨ndnis der Protein-Ligand-Wechselwirkungen und damit fu¨r die
Wirkstoffentwicklung von großer Bedeutung ist, wurde Mitte der 90er Jahre
mit der Entwicklung der Datenbank Relibase zuna¨chst im BMBF-Verbund-
projekt ReLiWe, anschließend im Rahmen des ReLiMo-Projektes begonnen.
Die Relibase sammelt (als Datenbank) Informationen und Methoden zur Ana-
lyse und Untersuchung von Protein-Ligand-Komplexen, d.h. es sollte neben
den klassischen Suchen nach Proteinklassen und Namen auch ein struktureller
Vergleich von Liganden und deren Bindetaschen ermo¨glicht werden. Entwi-
ckelt wurde die Relibase federfu¨hrend von M. Hendlich [84], zuna¨chst bei der
Fa. Merck, anschließend in Marburg am Institut fu¨r Pharmazeutische Chemie.
Nach Abschluß einer Kooperation mit CCDC in Cambridge ging die techni-
sche Unterstu¨tzung und fortlaufende Aktualisierung auf CCDC u¨ber. Laufen-
de methodische Entwicklungen insbesondere an CavBase [165], einer Erweite-
rung zum sequenzunabha¨ngigen Vergleich von Protein-Bindetaschen sowie der
WaterBase, einer Erweiterung zur Analyse von Wasserstrukturen in Protein-
komplexen, die im Arbeitskreis Klebe begonnen wurden, werden weiterhin in
Marburg durchgefu¨hrt. Dieser Trennung zwischen technischem Support und
der Weiterentwicklung zu Relibase+ in Cambridge sowie wissenschaftlicher
Methodenentwicklung in Marburg sollte durch Umstrukturierung der Daten-
bank Rechnung getragen werden, indem der proprieta¨re Datenbankkern von
1Cambridge Crystallogryphic Data Centre
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den Erweiterungen getrennt werden sollte.
Zuvor war Relibase mit einem weitgehend monolithischen Konzept von ei-
nem Entwickler konzipiert und gepflegt worden. Durch die Umstrukturierung
sollte es nun aber auch mo¨glich werden, Relibase zu erweitern, ohne am Daten-
bankkern direkt Vera¨nderungen durchzufu¨hren. Dies war zuvor nicht mo¨glich,
Arbeiten mit Relibase bedeutete auch immer Arbeiten an Relibase. Funktio-
nalita¨ten, die nicht explizit durch die graphische Benutzerschnittstelle zur
Verfu¨gung gestellt wurden, konnten nur durch direkte Implementation in den
Relibasequelltext erreicht werden.
Derartige Eingriffe bergen jedoch immer ein erhebliches Stabilita¨tsrisiko, da
durch weniger erfahrene Programmierer durchgefu¨hrte Vera¨nderungen unter
Umsta¨nden Konsequenzen fu¨r die Stabilita¨t des gesamten Systems mitbringen
ko¨nnen. Zudem erforderte das Arbeiten mit Relibase fu¨r die involvierten Mit-
arbeiter stets ein erhebliches Vorwissen oder intensives Einarbeiten, da fu¨r die
Arbeit profunde Kenntnisse in C/C++ und einer Reihe anderer Programmier-
sprachen und Protokolle erforderlich waren.
Aus diesen Gru¨nden wurde beschlossen, neben der graphischen Benutzer-
schnittstelle, eine nichtgraphische Programmierschnittstelle zu entwickeln, die
folgende Eigenschaften besitzen sollte:
1. Vollsta¨ndige Trennung zwischen Datenbankverwaltung und darauf basie-
renden Anwendungen/Erweiterungen.
2. Modularisierung der Datenbank. Erweiterungen sollten als Module hinzu-
gefu¨gt und entfernt werden ko¨nnen. Der verwendete Datenbankkern sollte
ebenfalls austauschbar sein. A¨hnliche Datenbanken auf anderer Basis sol-
len identische Erweiterungen verwenden ko¨nnen.
3. Vereinfachung der Implementation von Erweiterungen. Die Anforderun-
gen bezu¨glich des informationstechnischen Vorwissens sollte mo¨glichst ge-
ring gehalten werden. Die Einarbeitung sollte innerhalb weniger Tage
mo¨glich sein.
4. Eine Erweiterung um zusa¨tzliche Datenbankinhalte neben den reinen Struk-
turdaten sollte nicht zwingend die Entwicklung weiterer C/C++ Funk-
tionen erfordern, sondern mit vorhandenen Strukturen vollsta¨ndig kom-
patibel sein.
5. Die erhaltene Schnittstelle sollte weitgehend selbsterkla¨rend sein, d.h. ist
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das Konzept einmal verstanden, sollten zusa¨tzliche Erweiterungen diesem
Konzept folgen und deren Anwendung intuitiv sein.
6. Die Schnittstelle sollte die Grundlage fu¨r eine echte nichtgraphische Be-
nutzerschnittstelle sein, die dem Relibase-Anwender die Mo¨glichkeit zur
Entwicklung script gesteuerter Abfragen ermo¨glicht, sowie die Anbindung
externer Programme und ggf. weiterer Datenbanken erlaubt.
9.2 Grundlegende Konzepte
9.2.1 Client/Server Kommunikation
An dieser Stelle soll kurz der Aufbau der Datenbank und die interne Kommu-
nikation erla¨utert werden, um anschließend die im Rahmen dieser Arbeit vor-
genommenen A¨nderungen deutlich zu machen. Informationen zur Verwendung
und Funktionen der Relibase seien der offiziellen Dokumentation entnommen
2.
Der grundsa¨tzliche Aufbau der Relibase ist in Diagramm 9.1 dargestellt. Re-
libase ist grundsa¨tzlich Client/Server basiert aufgebaut, d.h. mehrere Benut-
zer (sogenannte Clients) ko¨nnen gleichzeitig auf die Daten, die auf dem Server
bereitliegen, zugreifen. Hierbei la¨uft die Kommunikation stets u¨ber einen nor-
malen Webbrowser, der auch verwendet wird um andere Informationen des
Internets darzustellen (Netscape Navigator, Internet Explorer).
Die Informationen, die von der Relibase u¨bermittelt werden, werden stets
als HTML-Datei vom Server an den Client u¨bertragen und dort dargestellt. Die
Anfrage an die Relibase wird u¨ber folgenden mehrstufigen Prozess abgewickelt.
• Der Benutzer macht eine Eingabe u¨ber die graphische Oberfla¨che.
• Diese wird als Anfrage an den HTTP-Server gesandt.
• Das HTTP-Serverprogramm fu¨hrt ein CGI-Skript aus, das die Anfrage an
den Relibase-Server weiterleitet und dessen Ru¨ckgabe wieder als HTML-
Inhalt an den Client zuru¨cksendet. IPC3 stellt dabei ein kleines Programm
dar, das es erlaubt, mit dem Relibase-Server u¨ber ein Perl-Skript zu kom-
munizieren, bzw. bestimmte fest implementierte Abfragen zu starten.
Dieser Relibase-Server ist das eigentliche Relibase-Programm und erlaubt
es, eine Anzahl vordefinierter Abfragen zu bearbeiten. Diese Abfragen ver-
2http://www.ccdc.cam.co.uk
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Abbildung 9.1: Client/Server Kommunikation der Relibase
arbeiten die in den Struktur-Datenbanken abgelegten Proteinstrukturen und
erzeugen daraus Zwischendateien im Textformat. Sie werden wiederum vom
aufrufenden CGI-Skript verarbeitet werden und zusammen mit separat ab-
gelegten 2D-Formeldiagrammen, sowie Sequenzinformationen in eine HTML
Datei zu Darstellung im Browser des Clients aufbereitet. Diese HTML-Datei
wird nun u¨ber eine Netzwerkverbindung an den Browser des Benutzers u¨bert-
ragen und dort dargestellt. Zusa¨tzlich zu den HTML Dateien werden noch
Strukturdaten u¨bertragen, die in einem separaten Fenster von Rasmol [164]
als dreidimensionale Struktur dargestellt werden. U¨ber ein in den Browser ein-
gebettetes Java Applet, kann zusa¨tzlich die Darstellung der Struktur in Rasmol
beeinflußt werden.
Einzelheiten der Datenbankabfrage u¨ber CGI sollen an dieser Stelle nicht
behandelt werden, da sie fu¨r die vorliegende Arbeit keine Rolle spielen.
9.2.2 Prozessierung der Strukturdaten
Die Relibase bezieht ihre Datenbasis aus der PDB. Jedoch ist das PDB-Datei-
format fu¨r eine effiziente Suche nach Strukturmerkmalen ga¨nzlich ungeeignet.
Man kann das PDB-Dateiformat und damit die PDB selbst als eine Loseblatt-
sammlung der Strukturen betrachten. Um darin etwas zu suchen, mu¨ßte jede
Datei geo¨ffnet, nach bestimmten Kriterien durchsucht und wieder geschlossen
werden. Zudem enthalten die PDB Dateien lediglich eine Liste der Atome mit
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ihren kartesischen Koordinaten, den Atomnamen, sowie die Aminosa¨ure, zu der
sie geho¨ren. Welche Atome miteinander verbunden sind, in welchem Hybridi-
sierungszustand sie sich befinden, ist fu¨r den peptidischen Teil u¨berhaupt nicht
abgelegt, diese Infomationen sind implizit durch die Atomnamen vorgegeben.
Fu¨r Liganden und Kofaktoren sind die sogenannten Konnektivita¨ten oft gar
nicht vorhanden, bzw. dafu¨r vorgesehene CONECT Eintra¨ge sind lu¨ckenhaft
oder fehlen. Informationen u¨ber Ringsysteme, bzw. welche Atome einem Ring
angeho¨ren, sind nicht hinterlegt.
Hinzu kommt insbesondere fu¨r a¨ltere Strukturen, daß nicht jeder Autor
einer Ro¨ntgenstruktur sich exakt an die Standards fu¨r eine PDB-konforme
Proteinstruktur hielt oder gar keine festgelegt waren, so daß es verschiedene
“Dialekte” gibt, wie Atome und Liganden benannt oder nummeriert werden.
Dies macht den Umgang mit vielen Proteinstrukturen im PDB-Format zu
einem mu¨hseligen Unterfangen. Ohne manuelles Eingreifen ist die Arbeit mit
einer Vielzahl dieser Dateien ha¨ufig sehr schwierig. Besserung ist durch das
mmCIF-Format in Sicht, hierbei handelt es sich um eine Initiative, die geschil-
derten Probleme durch einen neuen Standard zu lo¨sen.
Relibase muß allerdings ausgehend von der Datenbasis der PDB zuna¨chst
sa¨mtliche Dateien in ein gemeinsames Format bringen, das all diese Nachtei-
le umgeht. Insbesondere fu¨r die abgelegten Liganden, auf die Relibase ihren
Schwerpunkt legt, mu¨ssen korrekte Konnektivita¨ten zugewiesen, Ringe identifi-
ziert, sowie Hybridisierungszusta¨nde der Atome festgelegt werden (Abbildung
9.2). Diese Prozessierung der PDB-Daten u¨bernimmt das Programm BALI
[85]. Es erzeugt aus den PDB-Dateien eine Zwischendatei im XML-Format.
Bei XML4 handelt es sich um einen universellen Standard.
Diese XML-Dateien enthalten bereits alle Moleku¨lteile, die BALI aus den
PDB-Daten extrahiert hat, wobei zusammenha¨ngende Strukturen fu¨r Peptid-
ketten, Liganden & Kofaktoren sowie Wasser generiert werden, die zusammen-
genommen die Gesamtstruktur repra¨sentieren.
Die Namenskonventionen der PDB wurden dabei beibehalten. Identische
Liganden, oder Peptidketten, die in mehreren verschiedenen Strukturen vor-
kommen, werden zusa¨tzlich in Gruppen zusammengefaßt.
Die Zusammenfassung identischer Substrukturen zu Gruppen wa¨hrend der
Prozessierung erleichtert das Auffinden identischer Proteinbestandteile erheb-
lich. Zusa¨tzlich wird fu¨r jeden Liganden noch die Bindetasche als eigenes
4Extendable Markup Language
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Abbildung 9.2: Prozessierung der Relibase Datenbank
Daten-Objekt abgelegt. Bei einer Bindetasche handelt es sich um alle Atome,
die sich in einem Abstand von 6 A˚ngstro¨m um einen Liganden befinden. Alle so
erzeugten Daten-Objekte erhalten einen eindeutigen Namen, unter dem sie in
der Datenbank aufgefunden werden ko¨nnen. Eine Referenzierung der Objekte
untereinander wird durch diese Namen bewerkstelligt.
Bei den XML-Zwischendateien handelt es sich noch immer um ein Text-
format, das in einer zweiten Prozessierungsstufe in ein bina¨res Format umge-
wandelt werden muß. Dieses bina¨re Format besitzt eine hierarchische Struktur,
die sogenannten BTrees, wobei die abgespeicherten Substrukturen anhand ih-
rer Namen hierarchisch sortiert werden. Die so erhaltenen Datenbankdateien
stellen zusammengenommen eine Einheit dar, sie werden lediglich auf Grund
ihrer Gro¨ße auf mehrere Dateien verteilt. Schließlich werden aus der Daten-
bank heraus mittels des Programms CACTUS 2D-Diagramme der Liganden
erzeugt, sowie mit dem Programm FastA [160] Sequenzvergleiche aller gespei-
cheren Peptidketten durchgefu¨hrt.
9.3 Eine Abfragesprache fu¨r Relibase
Aus den oben gezeigten Strukturen la¨ßt sich leicht entnehmen, daß der Weg von
der PDB-Datei zu einer funktionierenden Datenbank mit graphischer Ober-
fla¨che mit der beschriebenen Konzeption sehr viel Arbeit erfordert und mit
vielen Fallstricken gepflastert ist. Fu¨r die oben angesprochene Programmier-
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schnittstelle sollte kein proprieta¨res System verwendet werden, sondern eine
Plattform, die mo¨glichst offen ist und wenig Einschra¨nkungen hinsichtlich ihrer
Anwendungsmo¨glichkeiten bietet. Relibase verfu¨gte zum Beginn des Projektes
durch die IPC-Schnittstelle bereits u¨ber eine rudimenta¨re Abfragesprache, u¨ber
die Abfragen gestellt werden ko¨nnen.
Dieses Konzept besaß jedoch zwei Nachteile:
1. Die Abfragen sind außerordentlich statisch und ausschließlich fu¨r den Ein-
satz in Zusammenhang mit der graphischen Oberfla¨che konzipiert.
2. Neue Abfragen mußten direkt in den Relibasekern implementiert werden.
Es wurde daher beschlossen, eine frei verfu¨gbare Programmiersprache zu
verwenden, die mit ihrem objektorientierten Ansatz und der leichten Erweiter-
barkeit als Schnittstelle fu¨r Relibase ideal erschien.
9.4 Die Programmiersprache Python
Die Programmiersprache Python[184] wurde von Guido van Rossum entwickelt
und erlangte im Umfeld der Computerchemie und Bioinformatik5 eine immer
gro¨ßere Bedeutung.
Bei der Sprache Python handelt es sich um eine interpretierte, objektori-
entierte Programmiersprache, die sich neben der leichten Erlernbarkeit auch
fu¨r Nicht-Informatiker durch drei wichtige Eigenschaften besonders fu¨r den
Umgang mit chemischen Problemen eignet:
1. Sehr einfacher und ma¨chtiger Umgang mit komplexen Objekten wie Listen
und Graphen (Dictionaries). Dies erleichtert die Repra¨sentation moleku-
larer Modelle erheblich.
2. Objektorientiertes Design, das die transparente Anbindung beliebiger ex-
terner Programme als Objekt oder Funktion ermo¨glicht.
3. Sehr leichte Erweiterung durch in C/C++ implementierte Module.
Python ist eine Sprache, die dem Entwickler durch die sehr klare Struktur
und den effizienten Umgang mit komplexen Datenobjekten sehr kurze Ent-
wicklungszeiten fu¨r die Lo¨sung eines Problems erlaubt und auf der anderen
Seite dem Anwender einen sehr einheitlichen und transparenten Umgang mit
Erweiterungen ermo¨glicht.
5www.biopython.org, www.chempython.org
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Die Punkte 2 und 3 erlauben eine standardisierte Anbindung anderer Pro-
gramme, so daß es fu¨r den Anwender, der die entwickelten Methoden anschlie-
ßend verwenden soll, vo¨llig transparent bleibt, ob es sich bei einer vorhandenen
Funktionalita¨t um eine Methode handelt, die in Python selbst, in C/C++ oder
durch den Aufruf externer Programme realisiert wurde.
Aus diesem Grund wurde Python im Rahmen dieser Arbeit als zentrales
Instrument zur Implementierung beinahe sa¨mtlicher angewandter Methoden
verwendet. Das gro¨ßte Projekt war die Implementation einer vollsta¨ndigen
Integration von Python als Abfragesprache fu¨r Relibase.
Zur Einfu¨hrung in die Sprache Python sei auf die einschla¨gige Literatur
verwiesen [184].
9.5 Die Relibase-Python-Erweiterung
Die Relibase-Python-Erweiterung sollte die gesamte Funktionalita¨t der Reliba-
se in Form eines Python-Moduls zur Verfu¨gung stellen und damit programm-
gesteuerte, auch sehr komplexe Suchen in Strukturdatenbanken erlauben. Zu-
dem sollte es die komplizierte Client/Server-Kommunikation der urspru¨ngli-
chen Version ersetzen oder zumindest fu¨r zuku¨nftige Erweiterungen erheblich
vereinfachen.
Da Relibase grundsa¨tzlich nicht dafu¨r ausgelegt war, von anderer Seite als
den vorhandenen Mechanismen kontrolliert zu werden, waren zuna¨chst eini-
ge grundsa¨tzliche A¨nderungen in der internen Organisation erforderlich. Die
A¨nderungen lassen sich grob in die folgenden Aspekte zusammenfassen:
• Schaffung einer Relibase-Bibliothek, die sa¨mtliche Funktionen vom Server-
Programm trennt, so daß mehrere unabha¨ngige Programme die Funktio-
nalita¨t der Relibase nutzen ko¨nnen.
• Verku¨rzung der Startzeit und des residenten Speicherbedarfs, so daß nicht
jeder Prozess ein aufwa¨ndiges Zwischenspeichern von ha¨ufig beno¨tigten
Daten durchfu¨hrt.
• Implementation von notwendigen Sicherheitsmechanismen, z.B. mu¨ssen
fehlerhafte Abfragen abgefangen werden und du¨rfen andere Relibase-basier-
te Prozesse nicht beeinflussen.
Diese drei Aspekte waren eine wichtige Vorarbeit zur Etablierung der ge-
forderten Benutzerschnittstelle und fu¨hrten dazu, daß erhebliche Teile der
142 KAPITEL 9. RELIBASE
Relibase umgeschrieben werden mußten. Zu diesem Zweck wurden zuna¨chst
zwei aufeinander aufbauende Instanzen geschaffen, die die sichere Abfrage
von Objekten und ihre Umwandlung in Python-Objekte gewa¨hrleisten, der
ObjectManager und der DBManager (Abbildung 9.3).
Abbildung 9.3: Interne Objektverwaltung der Relibase
9.5.1 Der Objektverwalter
Der ObjectManager verwaltet alle Objekttypen, die vom System, insbesondere
fu¨r den Zugang aus Python heraus, verfu¨gbar sind. Jeder Objekttyp ist von der
Klasse RObject abgeleitet und verfu¨gt u¨ber eine Methode PyHandler, sowie
u¨ber eine eindeutige Signatur.
Die PyHandler-Funktion wird intern immer dann aufgerufen, wenn eine
interne bina¨re C++ Repra¨sentation in eine zu Python kompatible Klasse um-
gewandelt werden muß. Jedes RObject wird irgendwann, wenn der Zugang zu
Daten des betreffenden Typs erlaubt werden soll, beim ObjectManager regis-
triert und steht dann unter Python zur Verfu¨gung. U¨blicherweise wird diese
Registrierung beim Importieren des rlb6 Moduls durchgefu¨hrt. Andere Modu-
le, wie z.B. cavbase7, ko¨nnen weitere Objekttypen bereitstellen.
Die eindeutige Signatur, die die Zuordnung eines PyHandlers zu einem
bestimmten Objekttyp regelt ist notwendig, da der DBManager lediglich das
Vorhandensein eines Objektes pru¨ft und es ggf. bereitstellt. So, wie der Typ
jedes Objektes durch eine Signatur eindeutig definiert ist, besitzt jedes Objekt
einen eindeutigen Namen, wobei der Objekttyp stets als Prefix angegeben ist
und vom Rest des Namens durch :: getrennt wird (PREFIX::NAME ). Die-
6Name des Relibase-Python-Modules innerhalb von Python
7Ein weiteres Modul, das die Funktionalita¨t der CavBase an Python anbindet.
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ses Prefix ist aber lediglich fu¨r den Benutzer der Relibase interessant, intern
gilt ausschließlich die Signatur. Vom Modul rlb werden die Objekttypen aus
Tabelle 9.1 registriert.
Klassenbezeichnung Prefix Beschreibung
PROTEIN CHAIN CHN Proteinkette
PDB PDB U¨bergeordnete Proteinklas-
se
LIGAND LIG U¨bergeordnete Ligand
Klasse
BINDING SITE CPX Komplex/Bindungsstelle
inkl. 6A˚ Umgebung um
einen Liganden
MOL MODEL LIM,WAT,PCN Moleku¨lklassen, wo auch
Reste und Atome gespei-
chert werden
PATH PAT Pfad-Objekte dienen dazu,
Abha¨ngigkeiten zwischen
verschiedenen Klassen
aufzulo¨sen
SET SET Sets sind intern verwen-
dete Zusammenfassungen
von Objektklassen, wie
PDB,LIGAND...
Klassen, die nicht direkt an-
sprechbar sind
ATOM — Einzelnes Atom
RESIDUE — Aminosa¨ure, Ligandenmo-
leku¨l oder Wassermoleku¨l
PDB::pdb1mtw Spezifiziert den PDB Eintrag 1MTW
LIM::CA 480 pdb1mtw 1 Spezifiziert ein Ligandmoleku¨l aus
pdb1mtw, CA-480
LIM::DX9 999 pdb1mtw 1 Ein anderes Ligandmoleku¨l mit der Be-
zeichnung DX9-999 aus 1MTW
Tabelle 9.1: Beispiele fu¨r Objektnamen
Das Kommando, um ein beliebiges Objekt aus Relibase abzufragen, lautet
unabha¨ngig von seinem Typ retrieve(Objektname). Sofern der betreffende
Objekttyp beim ObjektManager registriert ist und ein BLOB8 mit dem Namen
Objektname existiert, liefert dieses Kommando eine Pythonrepra¨sentation des
Objektes.
Die Klassennamen wiederum, wie sie in Tablle 9.1 fu¨r jeden Objekttypen in
einem Python-Programm spezifiziert sind, mu¨ssen eindeutig sein (es darf z.B.
8BLOB: Binary-Large-Object bezeichnet einen Datenbankeintrag,
der nicht durch Standardtypen wie Text, Datum, Ganzzahl usw. dargestellt werden kann
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im aufrufenden Programm keine Klasse ATOM definiert werden, die keinen
anderen Zwecken als der Verwendung mit Relibase dient), da diese Klassen an
Relibase automatisch vererbt werden ko¨nnen (vergleiche Abschnitt 9.6.2).
Ein großer Vorteil dieser Art der Informationsverwaltung besteht darin, daß
im interaktiven Modus einfach ein Objekt, dessen Name bekannt ist (z.B. aus
der graphischen Oberfla¨che), angesprochen werden kann. Erst dann muß ana-
lysiert werden, welche Informationen darin enthalten sind. Zusa¨tzlich ko¨nnen
verwandte Informationen durch einfache, systematische A¨nderung des Namens
adressiert werden. Dies macht die Erlernbarkeit und das interaktive Durchsu-
chen der Datenbank a¨ußerst einfach.
9.5.2 Der Datenbankverwalter
Der Datenbankverwalter (DBManager) verwaltet die physikalisch auf der Fest-
platte gespeicherten Daten, wobei eine DBManager-Instanz mit einem Verzeich-
nis initialisiert wird, in welchem jedes Dateipaar mit den Endungen *.BT-
K/*.BTD als Relibase-kompatible Datenbankdatei aufgefaßt wird. Bei einer
Anfrage an die Datenbank wird ein definierter Objektname an die gerade ak-
tive DBManager-Instanz weitergeleitet (es kann mehrere DBManager-Instanzen
geben, jedoch darf nur eine Instanz zu einer bestimmten Zeit aktiv sein), dieser
sucht nun in allen Datenbankdateien nach dem Vorhandensein eines betreffen-
den BLOBs. Wird dieser gefunden, wird er geladen und an den Objektmanager
weitergeleitet welcherd eine Pythonrepra¨sentation des Objekts erzeugt.
9.6 Das Relibase-Python-Modul rlb
Sa¨mtliche Relibasefunktionen, die als Schnittstelle vorgesehen sind, sind in
dem Modul rlb enthalten. Im Augenblick umfaßt das Basismodul rlb ledig-
lich 30 Funktionen, mit denen sich Relibase anna¨hernd vollsta¨ndig kontrollieren
la¨ßt. Einige weitere Module fu¨r spezielle Zusatzdatenbanken existieren eben-
falls, werden hier jedoch nicht behandelt. Von diesen 30 Funktionen sind nur
3-5 erforderlich, um Abfragen zu generieren und neue Datenbanken zu erzeu-
gen. Durch spezielle Formulierung der Aufrufparameter gelangen diese wenigen
Funktionen aber zu einer erstaunlichen Ma¨chtigkeit.
Wichtig war bei der Entwicklung, daß die Erweiterung nicht befehls-, son-
dern objektorientiert ist, d.h. jedes Objekt kann u¨ber ein einheitliches Kom-
mando angesprochen werden. Das Verhalten unterschiedlicher Objekttypen
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wird dabei durch die Art der Abfrage und die mo¨glichen, zusa¨tzlichen Ar-
gumente festgelegt.
Die hier beschriebene Relibase-Python-Erweiterung bildet zudem nur die
Grundlage einer weitergehenden Python-Anbindung der sogenannten ReliS-
cript Schnittstelle [34], die vollsta¨ndig in Python implementiert ist und vom
CCDC entwickelt und mit der kommerziellen Relibase+ Version vertrieben
wird. ReliScript verwendet die hier vorgestellten Methoden und basiert voll-
sta¨ndig darauf, daher sind sa¨mtliche der hier vorgestellten Funktionalita¨ten fu¨r
Besitzer einer Relibase+ Lizenz ebenfalls verfu¨gbar und ko¨nnen dazu dienen,
fu¨r spezielle Anwendungsgebiete eigene Erweiterungen zu schaffen.
Vielfach ist die direkte Anwendung der hier vorgestellten Python-Erweite-
rung auch schneller und effizienter. Fu¨r die Erweiterung um eigene Datenban-
ken bietet der hier gezeigte Mechanismus im Augenblick die einzige Vorgehens-
weise.
9.6.1 Verwendung des Relibase-Python-Moduls
Zum Versta¨ndnis dieses Abschnittes, der zugleich auch eine praktische Einfu¨h-
rung darstellt, sind grundlegende Kenntnisse der Programiersprache Python
erforderlich. Es sei dabei z.B. auf die Einfu¨hrung fu¨r Nichtprogrammierer von
Josh Cogliati verwiesen9.
Zur Verwendung der Relibase-Python-Erweiterung muß sowohl Python als
auch Relibase lokal installiert sein. Die Python-Erweiterung la¨ßt sich nicht von
einem entfernten Rechner verwenden. Wichtig ist, daß die Umgebungsvariable
$PYTHONPATH den Pfad zu der Datei rlb.so entha¨lt. Existiert ein Stan-
dardpfad mit Relibase-Datenbankdateien, so sollte $RELIBASE DATADIR
auf diesen Pfad zeigen, auf diese Weise werden vorhandene Datenbankdateien
unmittelbar nach Importieren des rlb Moduls geo¨ffnet und stehen direkt zur
Verfu¨gung.
Sind alle diese Voraussetzungen erfu¨llt, kann aus einer UNIX-Eingabeauf-
forderung heraus zuna¨chst Python gestartet werden:
$> python
Python 2.2.1 (#1, Sep 10 2002, 17:49:17)
[GCC 3.2] on linux2
Type ‘‘help’’, ‘‘copyright’’, ‘‘credits’’ or ‘‘license’’
for more information.
9http://www.honors.montana.edu/ jjc/easytut/easytut/
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>>>_
Die Relibase-Funktionalita¨t wird durch das Python-Kommando import rlb
zur Verfu¨gung gestellt, worauf eine Ausgabe a¨hnlich der folgenden zeigt, daß
das Modul erfolgreich geladen wurde und zur Verfu¨gung steht.
Relibase+ Python BASE-Functions 0.9R14 02/2002 by I. Dramburg
Setting Relibase Environment...
RELIBASE_DATABASE not set, using all databases
SEQUENCE BASE : /usr/share/relibase/DATA/SEQ_SIM/.seq
XML data dir set to default /usr/share/relibase/processing/XML/
TANIMOTO THRESHOLD : 0
Relibase Port-No. : 8222
\$RELIBASE_DATADIR defined, opening databases
in path: /home/dramburg/relibase_data/
Wie schon angedeutet, ko¨nnen mit dem Kommando retrieve(Objektname)
bestimmte Objekte aus Relibase abgefragt werden, die folgenden beiden Kom-
mandos sind equivalent, da fu¨r PDB::-Objekte der Prefix entfallen kann und
ein Name mit einer La¨nge von vier Zeichen stets als PDB-Code aufgefaßt wird.
>>> print _rlb.retrieve(’PDB::pdb1eve’).author
G.KRYGER,I.SILMAN,J.L.SUSSMAN
>>> print _rlb.retrieve(’1eve’).author
G.KRYGER,I.SILMAN,J.L.SUSSMAN
Um Informationen u¨ber das von retrieve() erhaltene Objekt zu bekom-
men, kann z.B. mit print dir( rlb.retrieve( ‘‘1eve’’)) eine U¨bersicht
aller Attribute der erzeugten Instanz ausgegeben werden.
>>> print dir(_rlb.retrieve(‘‘1eve’’))
[’__doc__’, ’__module__’,
’__chains__’, ’__id__’, ’__ligands__’, ’__pack__’, ’__solvent__’,
’author’, ’crystal’, ’date’, ’header’, ’method’, ’ph’,
’r_value’, ’resolution’, ’source’, ’temp’, ’title’]
Es gibt stets einige private Attribute der Form xxx . Diese sind fu¨r
die Verwendung weiterer Implementationsschichten, wie ReliScript vorgese-
hen, ko¨nnen aber auch direkt angesprochen werden. Die Attribute doc und
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module sind in jeder Instanz einer Python-Klasse enthalten. Die u¨brigen
xxx Attribute bezeichnen Referenzen auf Objekte. Das Attribut id
entha¨lt stets den eigenen Objektnamen, hier ist dies PDB::pdb1eve, wobei
chains z.B. eine Liste aller Peptidkettenobjekte die zu diesem Protein
geho¨ren referenziert und ligands alle Liganden.
So ko¨nnen z.B. mit den folgenden Zeilen die Sequenzen aller Peptidketten
eines Proteins dargestellt werden:
for c in _rlb.retrieve(’1ets’).__chains__:
... print _rlb.retrieve(c).sequence
Das Kommando retrieve() ist das zentrale Abfragekommando, mit ihm
und den u¨blichen Strukturelementen von Python wie while, for, if usw.
lassen sich beliebig komplexe Abfragen generieren.
9.6.2 Vererben und Erweitern von Relibaseobjekten
Im letzten Abschnitt wurde gezeigt, wie ganz einfache Objektanfragen an Re-
libase gestellt werden ko¨nnen. Die so erzeugten Instanzen enthalten aber ledig-
lich die Daten, die zu den entsprechenden Objekten abgelegt sind. Das Modul
rlb stellt dabei die rudimenta¨rste Basis fu¨r Erweiterungen dar. Sa¨mtliche Ob-
jekttypen ko¨nnen mittels U¨berladen der registrierten Klassen um weitere Me-
thoden erweitert werden. Auf diese Weise erbt jedes Objekt die Funktionalita¨t,
die fu¨r die entsprechende Klasse definiert wurde.
Angenommen es soll die Funktionalita¨t der Klasse PDB um eine ansehn-
lichere z.B. tabellarische Repra¨sentation erweitert werden, zusa¨tzlich soll die
Klasse PDB eine Funktion HTML() erhalten, die eine Repra¨sentation zur Dar-
stellung in der graphischen Benutzerschnittstelle ermo¨glicht. Wir definieren
dafu¨r ein Modul rlb.py das diese Funktionalita¨t entha¨lt. Der Quelltext fu¨r
ein solches Modul ist in diesem Kapitel nachstehend angegeben (Abbildung
9.4).
Es wird eine vera¨nderte Klasse PDB erzeugt und anschließend das Kom-
mando rlb.classlookup() aufgerufen. Durch diesen Befehl werden die Zu-
ordnungen der Pythonklassen Relibase-intern aktualisiert. jedes nun erzeugte
Objekt erbt die Funktionalita¨t der aktuell definierten PDB Klasse.
Eine andere Mo¨glichkeit wa¨re, eine Klasse PDB zu definieren, bevor das
Modul rlb importiert wird. Bei der Initialisierung des Moduls rlb sucht Reli-
base zuna¨chst, ob bereits eine Klasse existiert, die PDB heißt. Ist dies der Fall,
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#############
#
# Beispielmodul rlb.py, zur U¨berladung von _rlb Klassen
#
# (c)2002 I.Dramburg
#
#############
from _rlb import *
language = ’de’
order = [’__id__’, ’__chains__’, ’__ligands__’, ’__solvent__’,\
’author’, ’resolution’, ’method’]
languages = {\
’gb’ : {\
’__id__’ : ’PDB Code’,
’__chains__’ : ’Protein Chains’,
’__ligands__’ : ’Ligands’,
’__solvent__’ : ’Water’,
’author’ : ’Author’,
’resolution’ : ’Resolution’,
’method’ : ’Method’},
’de’ : {\
’__id__’ : ’PDB Eintrag’,
’__chains__’ : ’Peptid Ketten’,
’__ligands__’ : ’Liganden’,
’__solvent__’ : ’Wasser’,
’author’ : ’Autoren’,
’resolution’ : ’Auflo¨sung’,
’method’ : ’Methode’}
}
class PDB:
def __repr__(self):
s = ’’
for i in order:
s += ’%-20s : %s\n’ % \
(languages[language][i], getattr(self,i))
return s
#
def HTML(self):
s = ’<table>\n’
for i in order:
s += ’<tr><td> %s </td><td> %s </td></tr>\n’ % \
(languages[language][i], getattr(self,i))
s += ’</table>\n’
return s
def __retrieve__(self, objectname):
self.chains = retrieve(self.__chains__).values()
self.ligands = retrieve(self.__ligands__).values()
self.solvent = retrieve(self.__solvent__).values()
return self
classlookup()
Abbildung 9.4: Beispielcode fu¨r ein Modul mit U¨berladung der PDB-Klasse sowie Erweiterung der
retrieve() Funktion fu¨r PDB Objekte.
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erbt die Relibase Klasse PDB sa¨mtliche Eigenschaften der bereits bestehenden
Klasse. Auf diese Weise kann der Benutzer bereits im Vorfeld ein Templat einer
Klasse mit besonderen Eigenschaften definieren, deren Eigenschaften jedes in
der Datenbank enthaltene Objekt erbt.
Zusa¨tzlich zur Erweiterung der Klassen durch Methoden, kann auch das
Verhalten der retrieve()-Funktion durch U¨berladen vera¨ndert werden. Dazu
muß in unserem Beispiel eine weitere Methode retrieve (self, obj name,
*args) definiert werden. Der Objektmanager ruft bei Vorhandensein einer Me-
thode retrieve zuna¨chst die interne PyHandler()-Funktion auf und gene-
riert die Instanz einer Pythonklasse. Hierbei wird die registrierte Pythonklasse
als Templat verwendet. Entha¨lt dieses Templat eine Methode retrieve ,
wird die Instanz zusammen mit dem Objektnamen an diese Methode wei-
tergereicht. Diese Methode kann dann an dem rohen Datenbankobjekt noch
weitere Vera¨nderungen durchfu¨hren, oder durch zusa¨tzliche Argumente die
retrieve()-Funktionalita¨t erweitern.
>>> import rlb
...
...
...
>>> p = rlb.retrieve(’1ets’)
>>> print p
PDB Eintrag : PDB::pdb1ets
Peptid Ketten : [’PCN::pdb1ets-L_1’, ’PCN::pdb1ets-H_1’]
Liganden : [’LIM::NAS-GLY-PAP-PIP_1-N_pdb1ets_1’]
Wasser : [’WAT::solv_pdb1ets_1’]
Autoren : W.BODE,H.BRANDSTETTER
Auflo¨sung : 2.29999995232
Methode : X-RAY DIFFRACTION
>>> print p.HTML()
<table>
<tr><td> PDB Eintrag </td><td> PDB::pdb1ets </td></tr>
<tr><td> Peptid Ketten </td><td> [’PCN::pdb1ets-L_1’,
’PCN::pdb1ets-H_1’] </td></tr>
<tr><td> Liganden </td><td> [’LIM::NAS-GLY-PAP-PIP_1-N_pdb1ets_1’]
</td></tr>
<tr><td> Wasser </td><td> [’WAT::solv_pdb1ets_1’] </td></tr>
<tr><td> Autoren </td><td> W.BODE,H.BRANDSTETTER </td></tr>
<tr><td> Auflo¨sung </td><td> 2.29999995232 </td></tr>
<tr><td> Methode </td><td> X-RAY DIFFRACTION </td></tr>
</table>
>>> for c in p.chains: print c.__id__, c.sequence
...
PCN::pdb1ets-L_1 TFGAGEADCGLRPLFEKKQVQDQTEKELFESYIEGR
PCN::pdb1ets-H_1 IVEGQDAEVGLSPWQVMLFRKSPQELLCGASLISDRWVLTAAHC...
>>>_
Abbildung 9.5: Anwendung des in 9.4 definierten Moduls, die Verwendung ist vo¨llig identisch
zur Verwendung von rlb, wie die erste Zeile zeigt. Die Ausgabe einer PDB Instanz mit print ruft
jedoch intern die neue repr Funktion auf. Darunter ist die Ausgabe der HTML() Funktion gezeigt.
Zum Schluß wird u¨ber das neue Attribut chains iteriert, in dem von der u¨berladenen retrieve
Methode bereits die entsprechenden Instanzen hinterlegt wurden.
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Fu¨r das Beispiel des PDB Objektes ko¨nnte dies z.B. darin bestehen, die
Referenzen chains , ligands , solvent aufzulo¨sen und direkt die
entsprechenden Objekte aus der Datenbank abzulegen, eine entsprechende
retrieve Methode ist im obigen Beispiel gezeigt.
Auf diese Weise ist es mo¨glich, zuna¨chst eine Anzahl von Objekten aus
der Datenbank zu lesen und diesen dann anschließend weitere Eigenschaften
hinzuzufu¨gen, wie z.B. Sekunda¨rstrukturinformationen zu einer Peptidkette,
Wasserstoffbru¨ckeneigenschaften zu einem oder mehreren Atomen oder meh-
rere Objekte zu einem neuen Objekt zusammenzufassen.
Anstatt das Modul rlb zu verwenden, ko¨nnte analog das neue Modul rlb
verwendet werden, das sa¨mtliche Funktionen von rlb geerbt hat, jedoch ei-
ne PDB-Klasse definiert, die vo¨llig neue Eigenschaften besitzt. Ein Beispiel,
wie die Anwendung des Moduls 9.4 aussehen ko¨nnte, ist in 9.5 gezeigt. Die
Ausgaben sollten selbsterkla¨rend sein.
9.6.3 Filter
Eine weitere sehr wichtige Funktion ist das Filtern von Objektlisten. Ein ha¨ufi-
ges Problem ist die Suche nach Proteinen oder Liganden mit ganz spezifischen
Eigenschaften, z.B. Strukturen, die mitteles Ro¨ntgendiffaktrometrie gewonnen
wurden und nur eine Auflo¨sung zwischen 1.0 und 2.0 Angstro¨m besitzen, oder
Liganden, deren Molekulargewicht nicht gro¨ßer als 200 D ist und die mindes-
tens zwei aromatische Stickstoffatome enthalten. Derartige Suchen sind typisch
und machen den Nutzen von Relibase aus.
Relibase unterscheidet zwei Typen von Filtern, die auch gemischt angewen-
det werden ko¨nnen.
• Suchfilter identifizieren Objekte mit bestimmten Eigenschaften und geben
sie in einer Ergebnisliste zuru¨ck. Es kann auch sein, daß lediglich ein
bestimmter Wert oder ein neues Objekt als Ergebnis erzeugt wird. Dies
ha¨ngt ganz vom verwendeten Filter ab.
• Modifizierende Filter identifizieren Objekte nicht, sondern vera¨ndern die-
se, indem sie jedem Objekt eine Eigenschaft hinzufu¨gen, oder zwei Einga-
belisten nach bestimmten Kriterien vereinigen. Auch geometrische U¨ber-
lagerungen mehrer Strukturen geho¨ren zu den modifizierenden Filtern.
Filter sind zuna¨chst kleine Funktionen, die ein Objekt und zusa¨tzliche Para-
meter als Argument erhalten. Die Filterfunktionen werden dann von der Funk-
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tion filter(liste, filter [args]) auf jedes Element von liste angewen-
det. Eine Filterfunktion kann ein wenig mit der eingebauten Pythonfunktion
map verglichen werden, map liefert jedoch stets Listen zuru¨ck.
Eine Filterfunktion liefert None, wenn das Objekt den Suchkriterien nicht
entspricht und i.d.R. das Objekt selbst, wenn es den Kriterien entspricht. Es
kann aber auch sein, daß nur eine bestimmte Eigenschaft, die dem Objekt
entspricht, zuru¨ckgeliefert wird. Das Ergebnis einer Filterung ist stets ein Dic-
tionary10 mit den Objektnamen als Schlu¨ssel und dem Ergebnis der Filterfunk-
tion als Wert. Elemente, fu¨r die die Filterfunktion None liefert, werden nicht in
das Ergebnis-Dictionary u¨bernommen. In Beispiel 9.6 wird eine Filterfunktion
resolution filter() definiert, die eine Filterung von PDB Objekten nach
minimaler und maximaler Auflo¨sung gestattet.
#########
#
# Filterfunktion, sie kann auch in einem Modul
# filter.protein vordefiniert sein.
#
#########
def resolution_filter(obj, min, max):
pdb = _rlb.retrieve(obj)
if pdb.resolution > min and pdb.resolution < max:
return pdb
else:
return None
## main
import _rlb
min = 1.0
max = 2.5
result = _rlb.filter(catalog(’PDB’), resolution_filter, min, max)
Abbildung 9.6: Beispiel einer Filterfunktion, die Proteine nach ihrer kristallographischen Auflo¨sung
filtert.
Dieses kleine Beispiel zeigt, wie sich mit wenigen Zeilen Code sa¨mtliche
Proteine eines bestimmten Auflo¨sungsbereiches finden lassen. Die gezeigte Fil-
terfunktion liefert dabei gleichzeitig die Informationen der PDB-Klassen ab,
so daß im weiteren Programmverlauf ohne zusa¨tzliche Datenbankzugriffe da-
mit weitergearbeitet werden kann. Filter-Aufrufe ko¨nnen natu¨rlich auch weiter
verschachtelt werden. Die Frage, ob es besser ist, Filter zu verschachteln oder
direkt einen neuen Filter zu formulieren, ha¨ngt vom Einzelfall und der Kom-
plexita¨t der Fragestellung ab.
Neben der Mo¨glichkeit Filterfunktionen zu verwenden, ko¨nnen auch Filter-
klassen definiert werden. Zu diesem Zweck besitzt die Filterklasse eine Me-
thode filter (), die analog zu einer Filterfunktion aufgebaut sein kann.
10Ein Dictionary ist ein Python-Datentyp, der Schlu¨ssel-Werte Paare speichert.
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Der Vorteil von Filterklassen gegenu¨ber Filterfunktionen liegt im eigenen Na-
mensraum, es ko¨nnen so z.B. Zwischenergebnisse gebildet oder interne Za¨hler
verwendet werden, ohne daß dazu eine weitere Variable außerhalb der Filter-
instanz bekannt sein muß.
9.6.4 Erzeugen benutzerdefinierter Datenbanken
Neben dem Abfragen von Objekten aus der Datenbank heraus, ist es mit der
Relibase-Python-Erweiterung, mo¨glich neue Datenbanken zu erzeugen, bzw.
vorhandene Datenbesta¨nde zu erweitern, indem zusa¨tzliche Objekte definiert
werden. Diese ko¨nnen z.B. zusa¨tzliche Informationen zu einem Liganden oder
Protein beinhalten unter einem neuem Namen in der Datenbank abgelegt wer-
den.
Zu diesem Zweck existieren eine Reihe von Kommandos (Tabelle 9.2).
Alle auf diese Weise erzeugten Datenbanken werden intern als Objekte vom
Typ PYROBJECT behandelt, jedoch sind auch fu¨r diese Objekte, sofern es sich
um Instanzen einer Klasse handelt, die weiter oben geschilderten Mechanismen
zur Vererbung und Erweiterungen von Funktionalita¨ten gegeben. Wird die
Instanz einer Klasse mit db.pack() in der Datenbank abgelegt, wird zusa¨tzlich
der vollsta¨ndige Name der entsprechenden Klasse gespeichert. Bei Aufruf von
retrieve() fu¨r dieses Objekt wird zuna¨chst gepru¨ft, ob das Modul, das die
Klassendefinition entha¨lt, importiert ist.
Ist dies nicht der Fall, wird es importiert und eine Instanz dieser Klasse
erzeugt, sowie die aus der Datenbank gelesenen Informationen als Attribute
hinzugefu¨gt. Gelingt es Relibase nicht, die urspru¨nglich zur Erzeugung des
Objektes verwendete Klasse aufzufinden, wird intern eine Standard-Klasse er-
zeugt, die u¨ber keine weiteren Methoden verfu¨gt.
Es sei an dieser Stelle darauf hingewiesen, daß beim Generieren einer neu-
en Datenbank, die verwendeten Module nicht mehr in ihrer relativen Position
im $PYTHONPATH vera¨ndert werden du¨rfen, da sonst ein Wiederauslesen
zum Verlust der urspru¨nglichen Funktionalita¨t fu¨hrt. Nachtra¨gliche Erweite-
rungen der Klassen, insbesondere auch ein U¨berladen der retrieve () Me-
thode fu¨r diese Objekte, ist jedoch ohne Abstriche mo¨glich. Auf diese Weise
kann zuna¨chst eine rudimenta¨re Datenbank erstellt werden, die zwar alle In-
formationen entha¨lt, zusa¨tzliche Funktionalita¨ten, wie sie z.B. fu¨r die Erweite-
rung der graphischen Benutzerschnittstelle erforderlich sind, ko¨nnen problem-
los nachtra¨glich hinzugefu¨gt werden.
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Befehl Beschreibung
db = open(DBname) O¨ffnet eine vorhandene oder neue Daten-
bank in dem aktuellen Datenbankpfad. Ist
dies nicht mo¨glich, wird eine Ausnahme
erzeugt. Eine bereits geo¨ffnete Datenbank
muß nicht geo¨ffnet werden, es wird je-
doch kein Fehler generiert, wenn die Da-
tenbank bereits geo¨ffnet ist. Als Ergeb-
nis wird eine Datenbank-Kontrollstruktur
(class dbhandle) zuru¨ckgegeben.
close(DBname) Schließt eine geo¨ffnete Datenbank. Die in
der durch DBname spezifizierten Daten-
bankdatei abgelegten Objekte ko¨nnen nicht
weiter angesprochen werden. Eine Daten-
bank muß praktisch nie explizit geschlossen
werden, es sei denn der Zugriff auf den In-
halt einer Datenbank soll gesperrt werden.
db.Pack(objname, obj) Die Methode Pack einer dbhandle Struk-
tur speichert ein beliebiges Pythonobjekt
in der zugeho¨rigen Datenbank ab. Das ge-
speicherte Objekt ist unmittelbar durch
retrieve() ansprechbar.
db.catalog([prefix]) Die Methode catalog() einer dbhandle
Instanz funktioniert analog der Funktion
rlb.catalog() jedoch beschra¨nkt sich ih-
re Anwendung auf die Datei die zu db
geho¨rt.
db.delete(objname) Markiert ein Objekt mit dem Namen
objname als gelo¨scht. Objekte werden in
Relibase nicht physikalisch gelo¨scht, son-
dern lediglich als gelo¨scht markiert. Es
kann anschließend ein neues Objekt unter
objname gespeichert werden, der Speicher-
platz wird jedoch nicht freigegeben.
db.dbname Dieses Attribut entha¨lt den Namen der Da-
tenbank.
db.size() Berechnet die Gro¨ße der Datenbank in
Byte, es handelt sich dabei um die Sum-
me der Dateigro¨ßen von Dbname.BTD und
DBname.BTD
Tabelle 9.2: Methoden der Datenbank-Klasse dbhandle
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9.6.5 Client/Server-Funktionalita¨t
Die Relibase-Python Erweiterung kann ebenfalls verwendet werden, um eine
Client/Server-Kommunikation durchzufu¨hren. So ko¨nnen aus Python heraus
selbst konzipierte Relibase-Server aufgesetzt werden, die intern z.B. eine Ver-
netzung mit anderen Datenbanken erlauben. Auf der anderen Seite ist es
mo¨glich, an einen Relibase-Server Pythoncode zu schicken und so Abfragen
auf entfernten Rechnern durchzufu¨hren. Durch bewußtes Verteilen von Anfra-
gen auf mehrere Server ließen sich somit parallelisierte Abfragen durchfu¨hren.
9.6.5.1 Starten eines Serverprozesses
Der einfachste Fall ist das Starten eines Relibase-Server-Prozesses, das Kom-
mando server(procs[, port]) wandelt das laufende Python-Programm in
einen Relibase-Server um. Ein Umschalten aus diesem Servermode ist nicht
mo¨glich. Der laufende Prozess pru¨ft nun auf eingehende Anfragen auf dem
angegebenen UNIX-Port, der Standard-Port ist 8222. Es muß als erstes Argu-
ment ein ganzzahliges Argument procs mitgegeben werden, dieser Wert legt
die Anzahl der maximal gleichzeitig zu verarbeitenden Abfragen fest.
9.6.5.2 Senden von Anfragen an einen Serverprozess
Von einem anderen Prozess auf einer anderen Maschine oder auch auf der
identischen Maschine ko¨nnen nun Anfragen an diesen Serverprozess gestellt
werden. Zu diesem Zweck muß zuna¨chst eine Verbindung zu einem aktiven
Server initiiert werden, hierfu¨r dient der Befehl
socket = _rlb.connect(port[,hostname])
wobei port die Portnummer, z.B. der Standardwert 8222 ist und hostname der
Name des Rechners, auf dem der Serverprozess la¨uft. Der Ru¨ckgabewert ist
eine Instanz von class socket. Die Attribute dieser Klasse sind in Tabelle
9.3 erla¨utert.
Um mit dem Server zu kommunizieren, dient die Methode
socket.request()
Diese Funktion erha¨lt als erstes Argument den Namen der auszufu¨hrenden
Funktion und als zweites Argument geeignete Argumente fu¨r diese Funktion.
Die Funktionen, die hier besprochen werden sollen, sind python und pyscript.
Als Argument wird Pythoncode oder der Name eines Pythonskriptes mitge-
geben. Um Skripte auszufu¨hren, muß auf dem Server die Umgebungsvariable
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Attribut/Methode Beschreibung
cmdlist Hierbei handelt es sich um eine Liste der
Kommandos, die vom Server unterstu¨tzt
werden. Die meisten Funktionen dienen
der Kommunikation u¨ber das erwa¨hnte
IPC-Protokoll. Diese Funktionen sollen hier
nicht beschrieben werden. Zwei Funktio-
nen, die stets vorhanden sein sollten, sind
python und quit
host Ist der Name der Maschine, mit der diese
socket eine Verbindung unterha¨lt. Handelt
es sich um die lokale Maschine, ist dies lo-
calhost.
port Die Portnummer, dies ist der Wert, der im
Aufruf von connect() mitgegeben wurde.
request() Diese Methode wird verwendet, um Anfra-
gen an den Server zu schicken und liefert
das Ergebnis zuru¨ck.
Tabelle 9.3: Methoden der socket-Klasse zur Kommunikation mit einem Relibase-Server
$RELIBASE SCRIPT PATH gesetzt sein, und das angeforderte Skript muß
sich in diesem Pfad befinden. Das Ergebnis von socket.request() ist stets
eine Liste von Zeichenketten, die vom Server zuru¨ckgesandt wurden. Diese
Liste ist eine Folge von Schlu¨sselwort-Argumentpaaren. U¨blicherweise schreibt
der Relibase-Server seine Ausgaben in tempora¨re Dateien. Das Schlu¨sselwort
’IPC OUTFILE’ sowie der Name dieser Datei werden als Ergebnis zuru¨ckge-
geben. Python speichert diese Zeichenketten der Reihe nach in einer Liste.
Um aus einem Skript heraus, das auf der Serverseite ausgefu¨hrt wird, weitere
Informationen als Text an den aufrufenden Prozess zu senden, existiert das
Kommando
_rlb.report(’text’)
9.6.5.2.1 Beispiel: Um diesen komplizierten Mechanismus zu veranschauli-
chen, sei hier ein kleines Beispiel angegeben. Man o¨ffne zwei Terminal-Fenster,
starte jeweils Python und importiere das Modul rlb. Eines der Fenster soll als
Server dienen, eines als Client. In den Abbildungen 9.7 und 9.8 sind Beispiele
fu¨r die Ein- und Ausgaben der beiden Fenster wiedergegeben.
Diese beiden Fenster enthalten im Prinzip alles, was weiter oben zur
Client/Server-Kommunikation besprochen wurde. Der Server-Prozess o¨ffnet
einen Port und wartet auf Abfragen, der Client-Prozess seinerseits ero¨ffnet
zuna¨chst eine Verbindung mit dem Befehl socket = rlb.connect(8222). Da
der Server-Prozess auf der gleichen Maschine la¨uft, kann die Angabe des Rech-
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>>> _rlb.server(5, 8222)
Setting Relibase Environment...
RELIBASE_DATABASE not set, using all databases
SEQUENCE BASE : /home/dramburg/relibase/relibase/DATA/SEQ_SIM/.seq
XML data dir set to default /home/dramburg/relibase/relibase/processing/XML/
TANIMOTO THRESHOLD : 0
Relibase Port-No. : 8222
Reading Path objects..
Reading Path. PATH::MODEL->PDB
-> path loaded from file: RELI1
-> path loaded from file: RELI2
-> path loaded from file: RELI3
-> path loaded from file: RELI4
... ok.
Reading Path. PATH::MODEL->LIGAND
-> path loaded from file: RELI_LIGSET
... ok.
Check for open port
Init IPC
Server started...
Waiting for incoming requests (press CTRL-C to stop)....
Abbildung 9.7: Ausgabe im Server-Fenster
>>> socket = _rlb.connect(8222)
Checking for server on localhost:8222...
socket 0x818eaa8
>>> socket.request(’python’, ’import _rlb; _rlb.report "Hallo Welt"’)
sending request to server Calling < python > socket = 0x818eaa8
xx python import _rlb; _rlb.report "Hallo Welt"
RESULT:
[’IPC_OUTFILE’, ’/tmp/relibtzHGL’, ’Hallo Welt’]
>>>
Abbildung 9.8: Ausgabe im Client-Fenster
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nernamens entfallen. Mit Hilfe der erhaltenen socket Struktur kann nun eine
Abfrage an den Server abgesetzt werden, hier ist dies
socket.request(‘‘python’’, ‘import rlb; rlb.report ‘‘Hallo Welt’’
’). Als Ergebnis wird eine Liste mit drei Zeichenketten erhalten, die erste
’IPC OUTFILE’ signalisiert, daß die folgende Zeichenkette der Dateiname mit
den Ausgaben der Anfrage darstellt. Wir haben als Anfrage das Kommando
rlb.report(‘‘Hallo Welt’’) aufgerufen, das u¨ber den gleichen Weg die
Zeichenkette ‘Hallo Welt’ als drittes Element zuru¨ckliefert.
9.7 Befehlsreferenz
Nachdem in den letzten Abschnitten ein U¨berblick u¨ber die wichtigsten Eigen-
schaften und Konzepte einschließlich ihrer Anwendung dargelegt wurden, folgt
hier nun die Referenz aller Kommandos des rlb Moduls. Auf eine Beschreibung
der Attribute aller in Relibase verwendeter Objekte wird hier verzichtet. Ge-
nauere Informationen hierzu sind der offiziellen Dokumentation zu ReliScript
zu entnehmen.
9.7.1 Initialisieren und Schließen der Datenbank
Grundsa¨tzlich ist eine Initialisierung und ein Schliessen der Datenbank nicht
notwendig. Die hier vorgestellten Funktionen werden in aller Regel nicht ver-
wendet, da die Initialisierungsfunktion des Moduls rlb nach einer Umgebu-
ungsvariablen $RELIBASE DATADIR sucht und sa¨mtliche Datenbankdatei-
en in diesem Pfad automatisch geo¨ffnet werden. Sollte $RELIBASE DATADIR
nicht gesetzt sein, ko¨nnen mit setpath() und open() einzelne oder alle Da-
tenbankdateien geo¨ffnet werden. Die Funktion databases() liefert eine Liste
aller zur Zeit geo¨ffneten Datenbankdateien zuru¨ck und close() erlaubt es,
einzelne Datenbanken zu schließen und damit den Zugriff auf die gespeicher-
ten Objekte zu verhindern.
rlb.setpath(path)
Setzt den aktuellen Datenbankpfad, in welchem die Relibase-Python-Erwei-
terung nach Datenbankdateien sucht, auf das durch die Zeichenkette path
bezeichnete Verzeichnis. Dieser Pfad unterscheidet sich bewußt von dem Stan-
dardpfad, der vom Server verwendet wird und u¨blicherweise unter
$RELIBASE ROOT/DATA/DB liegt. Alternativ zu setpath() kann der Such-
pfad auch global mit der Umgebungsvariablen $RELIBASE DATADIR gesetzt
158 KAPITEL 9. RELIBASE
werden. Ist dies der Fall, stehen sa¨mtliche Datenbanken, die sich in diesem
Pfad befinden, unmittelbar nach Importieren des Moduls rlb zur Verfu¨gung.
Sollen benutzerdefinierte Datenbanken erzeugt werden, so ist hier ein Pfad zu
verwenden, in welchem der Benutzer u¨ber Schreibrechte verfu¨gt. Die Standard-
Datenbanken ko¨nnen u¨ber Verweise verfu¨gbar gemacht werden.
SIEHE AUCH: databases(), catalog()
db = rlb.open([datenbank])
O¨ffnet die durch die Zeichenkette datenbank spezifizierte Datenbank. Eine
Datenbank besteht immer aus einem Paar von zwei Dateien mit den Endun-
gen *.BTK und *.BTD. Diese Dateien mu¨ssen sich im aktuellen Datenbakpfad
befinden, um geo¨ffnet werden zu ko¨nnen. Es kann auch eine Liste mit Daten-
banknamen angegeben werden, wie z.B. [’RELI1’,’RELI2’]. In diesem Fall
wird jedoch kein Argument dbhandle zuru¨ckgegeben. Wird kein Argument
angegeben, werden sa¨mtliche Datenbanken im aktuell gesetzten Pfad geo¨ffnet,
auch hier wird kein dbhandle zuru¨ckgegeben.
ERGEBNIS: db ist eine Instanz der Klasse dbhandle eine Beschreibung der
Methoden und Attribute befindet sich in Abschitt 9.6.4.
HINWEIS: Durch Aufruf des Befehls open() wird der aktuelle Status von
catalog() ungu¨ltig und der Inhalt von rlb. catalog gelo¨scht.
SIEHE AUCH: databases(), close(), catalog()
rlb.close([datenbank])
Die Funktion close() entfernt eine geo¨ffnete Datenbankdatei aus der Ge-
samtheit des Datenbestandes, so daß auf ihren Inhalt nicht la¨nger zugegriffen
werden kann. Das Argument datenbank bezeichnet hierbei eine oder mehrere
geo¨ffnete Datenbankdateien. Wird kein Argument angegeben, werden alle Da-
tenbanken geschlossen.
HINWEIS: Der Status von catalog() wird dadurch ungu¨ltig und der Inhalt
von rlb. catalog gelo¨scht. Es wird kein Ergebnis zuru¨ckgegeben.
SIEHE AUCH: databases(), open(), catalog()
dblist = rlb.databases()
Die Funktion databases() liefert als Ergebnis eine Liste der Namen aller zur
Zeit geo¨ffneten Datenbanken.
SIEHE AUCH: open(), close()
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9.7.2 Datenbankabfragen
Die Funktionen dieses Abschnittes dienen der Abfrage einzelner oder mehrerer
Objekte aus den Datenbanken, eine Einfu¨hrung in die Anwendung wurde be-
reits in Abschnitt 9.6.1 gegeben. Die Funktion catalog() liefert die Objektna-
men aller aktuell geo¨ffneten Datenbanken zuru¨ck. Die Funktionen preload()
und unload() laden ganze Gruppen von Objekten in den Hauptspeicher, bzw.
entfernen sie wieder, um einen schnelleren Zugriff zu ermo¨glichen. Die Funk-
tion traverse() dient dazu, die z.T. komplexen Ru¨ckgaben von retrieve()
Aufrufen in Listen umzuwandeln.
cat = rlb.catalog([prefix])
Die Funktion catalog() la¨dt zuna¨chst eine U¨bersicht aller zur Zeit verfu¨gba-
ren Objekte. Wird Prefix angegeben, wird eine Liste der Objekte zuru¨ck-
gegeben, die dieses Pra¨fix besitzen. Wird kein Argument angegeben, wird
ein Dictionary zuru¨ckgegeben, dessen Schlu¨ssel die vorkommenden Pra¨fixe
darstellen. Die Werte sind Listen der zugeho¨rigen Objektnamen. Auf die-
se Weise sind folgende Schreibweisen a¨quivalent: rlb.catalog(’PDB’) und
rlb.catalog()[’PDB’].
HINWEIS: Je nach Umfang der Datenbank kann der Aufruf von catalog()
eine erheblich Menge an Arbeitsspeicher erfordern. Es gibt keinen Geschwin-
digkeitsvorteil, wenn lediglich ein Teil des Kataloges, z.B. mit catalog(’PDB’)
geladen wird, jedoch ist der Speicherbedarf erheblich geringer. Das Laden des
Gesamtkatalogs beansprucht bei einem Bestand von 15.000 Proteinen rund
18 MB Arbeitsspeicher, da intern die Schlu¨ssel 60 Zeichen lang sind und ca.
300.000 Objekte abgelegt sind.
SIEHE AUCH: filter()
object = retrieve(object_name [,args])
result = retrieve([object_name_1,object_name_2,...])
result = retrieve([ (object_name_1[,args]),
(object_name_2[,args]),...])
Die Funktion retrieve() ist die zentrale Funktion, um Objekte aus Relibase
abzufragen. Als Argumente kommen einzelne Objekbezeichner mit weiteren
Argumenten, Listen von Objektbezeichnern oder Listen von Tuples11 aus Ob-
11Ein tuple ist ein unvera¨nderbare Sequenzobjekte innerhalb von Python.
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jektbezeichnern und zusa¨tzlichen Argumenten in Frage. Wird ein einzelner Ob-
jektbezeichner als Argument mitgegeben, wird genau ein Objekt aus Relibase
geladen und dieses als Instanz zuru¨ckgeliefert.
Wird eine Liste von Objektbezeichnern angegeben, so wird stets ein Dictio-
nary erhalten, dessen Schlu¨ssel die beim Aufruf mitgegebenen Objektnamen
sind und die zugeho¨rigen Werte sind die Instanzen fu¨r diese Objektnamen.
Werden Listen aus Tuples als Argument mitgegeben, wird jedes Tuple wie ein
separater retrieve() Aufruf behandelt.
HINWEIS: Zuweilen ko¨nnen sehr komplexe Ergebnisse resultieren, die
nur durch mehrere verschachtelte Schleifen aufzulo¨sen sind. Um diesem Nach-
teil zu begegnen, gibt es die Funktion traverse(), die verschachtelte Ba¨ume
in eine einfach Liste umwandelt. Trotz der Komplexita¨t mancher Ergebnisse
ist der Datenbankzugriff stets der geschwindigkeitsbestimmende Schritt. Die
Geschwindigkeit von Abfragen und Datenbankanalysen kann erheblich gestei-
gert werden, wenn die Anzahl der retrieve() Aufrufe gering gehalten wird.
So kann der Zeitaufwand um alle Atome eines Proteins nacheinander mit
retrieve() zu lesen leicht mehrere Minuten betragen, wohingegen ein ein-
zelner Aufruf von retrieve() zum Lesen aller Atome in wenigen Sekunden
durchgefu¨hrt ist. Da die Parametrisierung von retrieve() Aufrufen vom Ob-
jekttyp abha¨ngig ist, sei auf die entsprechende Objektreferenz verwiesen (hier
nicht angegeben), wo im Detail beschrieben ist, mit welchen Argumenten wel-
che Objekte erzeugt werden ko¨nnen.
dict = rlb.filter(list, function [,args])
Die Anwendung von filter() ist in Abschnitt 9.6.3 detailliert beschrieben.
Die Funktion filter() erha¨lt drei Argumente:
• list Eine Liste mit object name Elementen oder Objekten.
• function Die Filterfunktion, die auf jedes Listenelement angewendet wird.
Die Filterfunktion hat stets die Syntax:
filter(item [,args]), wobei item ein Element aus list darstellt und
args die optionalen Parameter von filter() darstellen. function kann
auch eine Instanz sein, diese muß dann eine Methode filter () ent-
halten, welche entsprechend aufgerufen wird.
• args Optionale Argumente, die an die Filterfunktion u¨bergeben werden.
Als Ergebnis wird ein Dictionary erhalten, das jeweils das Element aus
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liste als Schlu¨ssel und den Ru¨ckgabewert der Filterfunktion als Wert entha¨lt.
Lieferte die Filterfunktion None als Ergebnis, wird das Listenelement nicht mit
in das Ergebnis aufgenommen.
preload(’KEY’) & unload(’KEY’)
Relibase besitzt eine Objektklasse SET::, die nur mit preload() geladen und
mit unload() entfernt werden kann. SET::-Objekte treten als solche niemals in
Erscheinung und repra¨sentieren Sammlungen anderer Objekte, so ist SET::PDB
eine Sammlung sa¨mtlicher PDB::-Objekte. Das Laden eines SET::-Objektes
mit preload(’PDB’) la¨dt alle PDB::-Objekte auf einmal in den Speicher und
ha¨lt diese intern solange vor, bis unload(’PDB’) aufgerufen oder der Prozess
beendet wird.
Der Zweck von SET::-Objekten besteht darin, schnell u¨ber alle Objekte ei-
nes Typs zu iterieren. Dies wird vor allem bei Serverprozessen verwendet.
HINWEIS: Einige interne Serverfunktionen der Relibase beno¨tigen ein ge-
ladenes SET::PDB oder SET::LIG, um korrekt funktionieren zu ko¨nnen. In
Serverprozessen sollten diese SET::-Objekte daher stets geladen sein.
liste = traverse( objekt )
Die Funktion traverse() wandelt das mitgegebene Objekt in ein Sequenzob-
jekt um, wobei es sich um ein Dictionary oder ein anderes tiefer geschachteltes
Objekt handeln kann. Jede gefundene Instanz erha¨lt dabei ihren Schlu¨ssel als
Attribut key . Diese Funktion wird ha¨ufig im Zusammenhang mit kom-
plexen retrieve()-Aufrufen zur Abfrage von Atomlisten verwendet. Um die
Funktionsweise von traverse() zu erla¨utern, sei hier ein kleines Beispiel an-
gefu¨hrt:
Sei a ein Dictionary mit zwei Elementen, der Schlu¨ssel 1 entha¨lt zwei Elemente
in einem Dictionary und Schlu¨ssel 2 entha¨lt eine Liste aus 5 Zahlen.
a = {1:{2:’hallo’,3:’freunde’},2:[1,2,3,4,5]}
Um alle Werte in a anzusprechen, mu¨ßten einige Schleifen und Abfragen
erfolgen. traverse(a) liefert als Ergebnis folgende Liste:
[[2, 3, 4, 5, ’freunde’, ’hallo’]]
Die Schlu¨ssel 1, 2 und 3 der Eingabe-Dictionaries gehen hierbei verloren.
162 KAPITEL 9. RELIBASE
9.7.3 Klassenverwaltung
Intern registriert Relibase einige Klassentemplate, dieser Mechanismus wurde
im Abschnitt 9.6.2 behandelt. Um diese interne Klassenverwaltung zu beein-
flussen, existieren einige Kommandos. Der Befehl classes() liefert ein Dic-
tionary aller zur Zeit von Relibase registrierten Klassen, wobei die Schlu¨ssel
die Klassennamen repra¨sentieren und die Werte die jeweiligen Klassenobjekte.
Das Kommando classlookup() sucht im aktuellen Namensraum nach regis-
trierten Klassen und ersetzt die intern registrierten durch die im Namensraum
gefundenen Klassen. Mit der Funktion objtype(objekt) kann fu¨r einen Ob-
jektnamen der interne Typ festgestellt werden. Diese Funktion pru¨ft gleichzei-
tig die physikalische Existenz des Objektes in der Datenbank.
type = objtype( object name )
Relibase registriert intern fu¨r jeden Objekttyp eine Python-Klasse mit einem
bestimmten Namen und einer spezifischen Signatur. Die Funktion objtype()
pru¨ft zuna¨chst, ob ein Objekt mit dem angegebenen Namen in der Daten-
bank existiert und gibt den internen Objektnamen zuru¨ck. Diese Namen sind
in Tabelle 9.1 angegeben. Es sei darauf hingewiesen, daß manche Objekte sich
trotz unterschiedlicher Basisklassen eine Signatur und damit einen Objekt-Typ
teilen. Dies sind unter anderem alle Objekte vom Typ MOL MODEL, hierzu
geho¨ren alle PCN::*,LIM::* und WAT::* Objekte. Ein anderer u¨bergeordneter
Typ ist PYROBJECT, wozu sa¨mtliche Objekte geho¨ren, die mittels Python
erzeugt wurden.
dict = classes()
Die Funktion classes() liefert als Dictionary alle von Relibase verwendeten
Klassennamen inklusive der zugeho¨rigen Objekte. Das Ergebnis ist ein Dictio-
nary mit den Namen als Schlu¨ssel sowie den Klassenobjekten als Wert. Es la¨ßt
sich auf diese Weise z.B. auch feststellen, in welchem Modul die Klassen ur-
spru¨nglich definiert wurden, falls die interne Definition durch U¨berladen oder
classlookup() vera¨ndert wurde.
classlookup()
Das Relibase Modul registriert bei der Initialisierung durch import rlb eini-
ge Klassen fu¨r die Objekte, die von ihm bekannt sind. Oftmals soll die Basis-
klasse aber im Nachhinein gea¨ndert oder u¨berladen werden. Zu diesem Zweck
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kann classlookup() aufgerufen werden. Es wird dann im aktuellen Namens-
raum nach Klassenobjekten gesucht, deren Namen mit den registrierten Klas-
sen u¨bereinstimmen. Wird eine solche Klasse gefunden, wird in Zukunft die
neue Klasse als Basisklasse fu¨r jedes Objekt dieses Typs verwendet.
9.7.4 Benutzerdefinierte Datenbanken erzeugen
Relibase unterstu¨tzt auch das Erzeugen eigener Datenbanken mit eigenen Ty-
pen. Im Prinzip ko¨nnen auch Objekte zu den bestehenden Datenbanken hinzu-
gefu¨gt werden, ohne daß es Konflikte mit anderen Objekten gibt. Diese Benut-
zer-definierten und erzeugten Datenbanken sind in der Handhabung a¨ußerst
einfach, so daß sie eine gute Alternative zu den Standard-Pythonmodulen
pickle und cpickle12 darstellen. Benutzerdefinierte Objekte werden automa-
tisch als solche erkannt, auch die Funktion catalog() kann fu¨r diese Objekte
verwendet werden. Ausfu¨hrlich wurde das Erzeugen benutzerdefinierter Da-
tenbanken in Abschnitt 9.6.4 behandelt.
dbhandle = dbhandle( dbname ) Neben der Funktion open() kann mit
dbhandle() die Kontrollstruktur einer bereits geo¨ffneten Datenbank abgefragt
werden, wobei der Name der Datenbankdatei als Argument mitzugeben ist.
Wa¨hrend open() versucht, eine neue Datenbank zu erzeugen und nur dann
eine Ausnahme produziert, wenn dies nicht mo¨glich ist, bricht dbhandle()
mit einer Ausnahme ab, wenn keine Datenbank mit dem Namen geo¨ffnet ist.
Die dbhandle Struktur entha¨lt einige Methoden, deren Funktionalita¨t im Ab-
schnitt 9.6.4 erla¨utert wurde.
9.7.5 Caching von Objekten
Relibase verfu¨gt u¨ber einen recht einfachen Caching-Mechanismus, d.h. Ob-
jekte werden intern zwischengespeichert und verwaltet, um ha¨ufig verwen-
dete Objekte nicht jedesmal neu von der Festplatte zu laden. Der Caching-
Mechanismus ist la¨ngst nicht ausgereift und wird von der Python-Erweiterung
durch zwei Funktionen unterstu¨tzt. cache() liefert eine Liste aller zur Zeit
gespeicherten Objekte und cacheinfo() den aktuellen Speicherbedarf des
Caches in Byte. Die Umgebungsvariable $RELI 2ND CACHE OFF sollte bei
Verwendung der Relibase-Python-Erweiterung auf 1 gesetzt sein, da es sonst
zu Problemen mit benutzerdefinierten Datenbanken kommen kann.
12siehe Python Modul Referenz auf www.python.org
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9.7.6 Kommandos fu¨r Client/Server Funktionalita¨t
Die Verwendung der Client/Server-Kommunikation mittels der Relibase-Py-
thon-Erweiterung wurde im Abschnitt 9.6.5 ausfu¨hrlich behandelt. Hier sei
lediglich auf einige zusa¨tzliche Kommandos hingewiesen. Das Kommando
tmpfile(ext) liefert den eindeutigen Namen einer tempora¨ren Datei. Hierbei
wird der gleiche Mechanismus verwendet, der auch vom Relibase-Server fu¨r
die Erzeugung tempora¨rer Dateinamen angewandt wird. Das Argument ext
repra¨sentiert dabei den Anfang der tempora¨ren Datei. So liefert der Aufruf von
rlb.tmpfile(’coord’) als Ergebnis z.B. tmp/coordxVBPaY. Das Komman-
do storehitlist() kann nur serverseitig verwendet werden und erlaubt es,
eine Abfrage als Hitlist zu speichern, die kompatibel zu den Hitlisten ist, die
u¨ber die graphische Oberfla¨che erzeugt werden. Dies kann verwendet werden,
um u¨ber ein Skript eine Liste von interessanten Proteinen zu erzeugen. Das
Abspeichern dieser Liste als Hitlist, erlaubt eine weitere Bearbeitung mittels
der graphischen Oberfla¨che. Das Kommando storehitlist(name, Objekt)
erha¨lt zwei Argumente, das erste ist eine Zeichenkette zur Spezifizierung ei-
ner zu erstellenden Hitlist, wie z.B. ’TRYPSIN:NAM:bergner’, das zweite Ar-
gument ist eine Liste mit Objektnamen, wobei zur Zeit lediglich Listen von
PDB-Objekten und Ligand-Objekten erlaubt sind. Analog dazu existiert auch
die Funktion gethitlist(), womit eine Hitliste als Pythonliste abgefragt wer-
den kann.
Es sei darauf hingewiesen, daß Hitlist-Objekte in einer HITLIST Datenbank
abgelegt sind und auch wie alle anderen Objekte mit retrieve() abgefragt
werden ko¨nnen.
9.7.7 Das interne Periodensystem der Elemente
Um Speicherplatz zu sparen, wird zu jedem gespeicherten Atom lediglich die
Ordnungszahl gespeichert. Um weitergehende Information zu einem Element
zu erhalten, gibt es das Kommando element(nr), dessen einziges Argument
die Ordnungszahl ist. Das Kommando element() liefert eine Instanz der Klas-
se ELEMENT mit folgenden Attributen zuru¨ck.
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Attribut Beschreibung
cov r Kovalenzradius
vdw r Van der Waals Radius
is metal 1-wenn es sich um ein Metall handelt, sonst 0
max val Die maximale Anzahl von Valenzen (Standardwerte)
name de Die Elementbezeichnung (deutsch)
name en Die Elementbezeichnung (englisch)
symbol Das Elementsymbol z.B. Cl fu¨r Chlor
weight Die Atommasse
9.7.8 Speichern von Strukturen in Standardformaten
Die Relibase-Python Erweiterung verfu¨gt u¨ber eine Reihe von Funktionen,
um Strukturen in Standardformaten zu speichern, um sie dann mit anderen
Programmen zu verwenden.
write(obj name, dateiname, typ)
Schreibt ein Objekt mit gegebenem Ojektnamen in die durch dateiname an-
gegebene Datei, wobei typ den zu erzeugenden Dateityp festlegt. Mo¨gliche
Dateitypen sind zur Zeit PDB und MOL2. Es ko¨nnen selbstversta¨ndlich nur
Objekte in diesen Formaten abgespeichert werden, die Koordinaten enthalten,
d.h. alle Objekte, die von MOL MODEL abgeleitet sind.
dump ligands() und dump sequences() sind nur zum administrativen Ge-
brauch und sollen hier nicht weiter erla¨utert werden.
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Kapitel 10
Methoden zur Berechnung
elektrostatischer Eigenschaften
molekularer Systeme
Die in Teil I vorgestellten Verfahren lassen sich nur bedingt mit kommerziell
erha¨ltlicher Software durchfu¨hren und wenn doch ist die Anwendung aufgrund
der in der Einleitung genannten Gru¨nde oft verha¨ltnisma¨ßig schwierig. Selbst-
versta¨ndlich wurden nicht alle Programme zur Berechnung der dargestellten
Ergebnisse selbst programmiert. Im Anhang befindet sich ein U¨berblick u¨ber
die externen Programme, die verwendet wurden, wobei es sich fast ausschließ-
lich um Software handelt, die sich kostenlos oder ga¨nzlich frei aus dem Internet
beschaffen la¨ßt.
Neben diesen Programmen und z.T. in Kombination mit ihnen wurde ei-
ne große Menge eigener Software geschrieben, die vorwiegend in Form von
Python-Modulen vorliegt. Diese Module wurden zusammengefaßt in ein Mo-
dul mit dem Namen pychem. Das Diagramm 10.1 gibt einen U¨berblick u¨ber
die vorhandenen Module, sowie ihre Abha¨ngigkeiten untereinander und die
Beziehung zu den verwendeten Programmen.
10.1 Die PyChem Bibliothek
Eine vollsta¨ndige Beschreibung aller Bestandteile von pychem wu¨rde den Rah-
men dieser Arbeit sprengen. Lediglich das Modul grid, das sa¨mtliche Metho-
den zur Verwaltung von Gittern und die Anbindung von MEAD an Python
bzw. PyMol entha¨lt, soll ausfu¨hrlicher mit all seinen Methoden dargestellt wer-
den. Fu¨r eine Beschreibung der u¨brigen Module sei auf die Dokumentation im
Quelltext verwiesen.
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Python PyMOL
pychem
gridReduce charges
pymol
io babelparam
autodock
AutoDock 3.0
msms
Babel 1.6 MEAD 2.02Reduce 2.15 msms
rlb
ReliScript Relibase-Python-Toolkit ReliBase
fdpb
io
fdpb
Abbildung 10.1: PyChem ist ein Pythonmodul mit diversen Submodulen. Es kann u¨ber
das submodul pychem.pymol in PyMOL integriert werden, jedes PyChem-Modul kann auch
unabha¨ngig von PyMOL benutzt werden. Die Beziehung zur Relibase-Python-Erweiterung
wird an anderer Stelle diskutiert.
Wa¨hrend PyMOL und Python unabha¨ngige Programme darstellen, ist
pychem ein Modul, das sowohl von Python als auch von PyMOL verwendet
werden kann und dessen Funktionalita¨t erweitert. Die Anbindung an PyMOL
erfolgt u¨ber ein Submodul pychem.pymol. Dieses Modul kann u¨ber das Kom-
mando
PyMOL> /from pychem.pymol import *
in PyMOL integriert werden und stellt eine Reihe nu¨tzlicher Funktionen fu¨r
sa¨mtliche Berechnungen und die Visualisierung, praktisch aller in dieser Arbeit
dargestellten Ergebnisse zur Verfu¨gung.
Hier nun die Beschreibung einiger Module:
10.1.1 pychem.classes
Das Modul pychem.classes entha¨lt im wesentlichen die Basisdefinition grund-
legender Strukturen zur Behandlung von Moleku¨len mittels Python. Die Klas-
sendefinitionen sind in classes.py enthalten, die verfu¨gbaren Klassen sind in
Tabelle 10.2 dargestellt.
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Modul Beschreibung
Reduce Basiert auf dem Programm Reduce von Word et al.[199], es verwendet dieses als
Bibliothek und stellt im wesentlichen nur ein Kommando reduce zur Verfu¨gung,
das die Protonierung eines Proteins mit anschließender Geometrieoptimierung
durchfu¨hrt.
charges Dieses Modul entha¨lt die Implementation des PEOE-PB Ladungsmodells (ver-
gleiche Kapitel 3) sowie einige Hilfsfunktionen, um Ladungen zu Moleku¨len
zuzuweisen.
io Entha¨lt Routinen um diverse Moleku¨lformate einzulesen, insbesondere PDB
und SYBYL MOL2 werden unterstu¨tzt
param Hier sind diverse Parameterdateien zu Atomradien und Ladungen, sowie Stan-
dardkonnektivita¨ten von Aminosa¨uren abgelegt.
msms Sehr kleines Modul zur Berechnung lo¨sungsmittelzuga¨nglicher Oberfla¨chen.
Dieses Modul entha¨lt ebenfalls nur die Funktion msms. Das Programm MSMS
[163] wird aufgerufen und die Ausgabedateien eingelesen.
rlb Dieses Modul entha¨lt die Anbindung an die Relibase fu¨r das pychem Modul.
Fu¨r die Verwendung der Relibase aus PyMOL heraus existiert ein Extramodul,
da PyMOL andere Strukturen verwendet als pychem. Bezu¨glich der Relibase-
Funktionalita¨t sei auf Kapitel 9 hingewiesen, das eine detaillierte Beschreibung
der Relibase-Python-Anbindung entha¨lt.
grid Hier ist eine Sammlung von Funktionen enthalten, die eine Manipulation von
gitterbasierten Feldern ermo¨glicht. Als Submodul ist grid.fdpb enthalten,
was unter Verwendung des MEAD-Paketes (Bashford et al. [14]) die Poisson-
Boltzmann-Methode zur Berechnung elektrostatischer Wechselwirkungen be-
reitstellt.
pymol Dieses Modul bildet die Schnittstelle zwischen der pychem Bibliothek und der
PyMOL Software, es entha¨lt selbst weitere Module, fu¨r die es keine eigensta¨ndi-
ge pychem Funktionalita¨t gibt. D.h. um die enthaltenen Module und Funktionen
zu verwenden, muß PyMOL installiert sein.
Tabelle 10.1: U¨bersicht u¨ber die in pychem enthaltenen Module mit Kurzbeschreibung.
Die hier definierten Objekttypen sind anna¨hernd deckungsgleich mit den
Typen, die in Relibase verwendet werden. Dies resultiert daraus, daß die pychem-
Bibliothek in erster Linie geschaffen wurde, um Strukturen der Relibase zu ver-
walten und zu manipulieren. Dennoch ist die Bibliothek unabha¨ngig von der
Relibase-Bibliothek und kann auch mit Daten aus der Brookhaven Datenbank
verwendet werden oder Strukturen im MOL2-Format einlesen.
10.1.1.1 Reduce
Das Modul Reduce basiert auf einem Programm von Word et al. [199] zur Pro-
tonierung von Proteinstrukturen, es unterscheidet sich vom Programm Reduce
lediglich darin, daß es einige Funktionen als Python Funktionen zur Verfu¨gung
stellt und damit in der Lage ist, eine bereits im Speicher vorhandene Struktur
zu protonieren.
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Klasse Beschreibung
Atom Entha¨lt grundlegende Attribute zur Beschreibung eines Atoms innerhalb von
pychem. Die vorhandenen Attribute sind eng an die Informationen angelehnt,
die im Standardformat der PDB definiert sind.
Residue Definition einer Proteinsubstruktur, gewo¨hnlich einer Aminosa¨ure. Auch hier
folgen die Attribute im wesentlichen der PDB Vorgabe.
Ligand Nicht kovalent an das Protein gebundene Bestandteile einer Proteinstruktur.
Als Ligand werden kokristallisierte Substrate, Inhibitoren oder weitere Kofak-
toren bezeichnet. Dieser Typ ist eng an die Struktur der ReliBase Datentypen
angelehnt.
Ion Spezieller Ligand-Typ, der kleine meist Metallionen beschreibt und von Ligan-
den abhebt.
XNA Spezieller Typ zur Repra¨sentation von RNA- und DNA-Moleku¨len.
Chain U¨bergeordnete Struktur zur Repra¨sentation einer Peptidkette. Ein Chain-
Objekt entha¨lt eine Liste aller zugeho¨rigen Residue-Objekte.
Solvent Dieses Objekt entha¨lt sa¨mtliche Wasseratome eines Proteins.
PDB Basistyp zur Repra¨sentation eines Proteins. Als Name wurde PDB gewa¨hlt, da
der Ursprung einer Proteinstruktur fast immer die PDB selbst oder zumindest
eine Datei im PDB Format ist.
Tabelle 10.2: Verfu¨gbare Klassen zur Moleku¨lrepra¨sentation in pychem, fu¨r eine detaillierte Be-
schreibung sei auf die Datei pychem/classes.py verwiesen.
ReadHetDB(dateiname)
dateiname ist der Name der Datei zur Beschreibung von nichtpeptidischen Tei-
len (Liganden) des Proteins. Hierbei handelt es sich um eine Beschreibung der
Konnektivita¨ten und der zu verwendenden Atomnamen fu¨r die zu erzeugen-
den Wasserstoffatome. Na¨heres sei der Beschreibung des Reduce-Programms
entnommen.
Diese Funktion muß stets aufgerufen werden, bevor mit Reduce ein Prote-
in protoniert wird, das nichtpeptidische Anteile entha¨lt, ansonsten verbleiben
enthaltene Liganden unprotoniert.
Reduce(PDB)
PDB ist ein Objekt vom Typ classes.PDB (vergleiche classes).
Diese Funktion fu¨gt der Struktur PDB die fehlenden Wasserstoffatome hinzu.
Die als Argument angegebene PDB-Instanz muß mindestens das Attribut atoms
besitzen, das eine Liste von Atom-Instanzen referenziert. Jede Atom Instanz ih-
rerseits muß u¨ber die Attribute residue,number,name,coord verfu¨gen, wa¨hrend
das Attribut residue eine Instanz mit mindestens den Attributen
number,altloc,icode,chain darstellt. Als Ergebnis wird die PDB-Instanz zuru¨ck-
gegeben, die auch schon als Argument gedient hat. Zusa¨tzlich sind die addier-
ten Wasserstoffatome enthalten.
10.2. VERWALTUNG VON GITTERN UND FELDERN 171
Zusa¨tzlich entha¨lt das Modul Reduce noch die beiden Instanzen settings
und flags. Dies sind Repra¨sentationen der Kommandozeilenoptionen, die sonst
dem reduce Programm beim Aufruf mitgegeben werden. Der Unterschied zwi-
schen flags und settings besteht darin, daß flags Schalter sind, die lediglich
den Wert Ja=1 und Nein=0 besitzen ko¨nnen, wa¨hrend settings alle anderen
Argumente entha¨lt. Eine detaillierte Beschreibung dieser Einstellungen ist dem
Handbuch zu Reduce 2.15 oder dem Quelltext des Moduls zu entnehmen.
10.2 Verwaltung von Gittern und Feldern
10.2.1 Einfu¨hrung
Die Verwaltung von Gittern und dadurch repra¨sentierter Eigenschaftsfelder
sowie die Visualisierung der Wechselwirkungen zwischen Moleku¨len im Raum
spielt in dieser Arbeit eine große Rolle. Zu diesem Zweck war es erforderlich, ei-
ne Bibliothek von Funktionen bereitzustellen, welche einen effizienten Umgang
mit Gittern und Feldern erlaubet. Derartige Funktionalita¨ten sind im grid-
Modul implementiert. Neben der Verwaltung der Gitter ist in diesem Modul
auch eine Anbindung des MEAD-Paketes an Python enthalten, die eine sehr
einfache Verwendung der FDPB-Methode und in Kombination mit PyMOL
die Visualisierung der Potentialgitter erlaubt.
Das Modul wurde entwickelt, um mit Gittern zu arbeiten, die direkt von
PyMOL verwaltet werden ko¨nnen, die verwendeten Strukturen sind daher
vollsta¨ndig mit PyMOL kompatibel.
10.2.2 Erzeugen von Gittern
Gitter, wie sie hier betrachtet werden sind sind kubische oder andere karthe-
sische, dreidimensionale Objekte, die die diskrete ra¨umliche Verteilung physi-
kochemischer Eigenschaften wie z.B. des elektrostatischen Potentials repra¨sen-
tieren.
Fu¨r die Definition eines Gitters sind folgende Parameter notwendig:
• Der Ursprung P(x,y,z) ist ein bestimmter Punkt im Raum. Man kann
unterscheiden zwischen Gittern, die Ursprungs-basiert sind (hierunter wird
der Eckpunkt mit den kleinsten x,y und z-Koordinaten verstanden), sowie
Gitter, die Mittelpunkt-basiert sind.
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• Die Gitterweite (spc x, spc y, spc z), bzw. der Abstand zwischen
zwei Gitterpunkten in jeder Raumrichtung.
• Die Gitterdimension (dim x, dim y, dim z), d.h. die Anzahl der
Gitterpunkte in jede Raumrichtung. Die Anzahl der Gitterpunkte multi-
pliziert mit der Gitterweite in eine Richtung bestimmt somit die ra¨umliche
Ausdehnung des Gitters. xd = (dim x ∗ spc x)
yd = (dim y ∗ spc y)
zd = (dim z ∗ spc z)
Die Einheit der genannten Parameter ist grundsa¨tzlich beliebig und ha¨ngt
vom gewa¨hlten Koordinatensystem ab, in molekularen Systemen werden Gro¨-
ßen- und Distanzangaben gewo¨hnlich in Angstro¨m gemacht. Um ein leeres
Gitter (d.h. sa¨mtliche Gitterpunkte erhalten den Wert 0.0) der Ausdehnung
10x10x10 Angstro¨m und einer Gitterweite von 0.5 A˚ erzeugen zu ko¨nnen
ko¨nnen, was demnach einem Gitter mit 20 Gitterpunkten in jede Raumrich-
tung entspricht, ko¨nnen in Python folgende zwei Zeilen verwendet werden:
Python:
>>> import grid
>>> g = grid.Brick([0.0, 0.0, 0.0], [0.5,0.5,0.5], [20,20,20])}
PyMOL:
PyMOL>/import grid
PyMOL>/g = grid.Brick([0.0, 0.0, 0.0], [0.5,0.5,0.5], [20,20,20])
Um ein kubisches Gitter zu erzeugen, wird nicht die Methode Brick son-
dern, die Methode Cube verwendet, wobei die Gitterweite und die Gitterdi-
mension nicht mehr durch einen Vektor, sondern lediglich durch einzelne Werte
definiert werden.
Beispiel:
>>> import grid
>>> g = grid.Cube([0.0,0.0,0.0], 0.5, 20)
Innerhalb von PyMOL kann ein solches Gitter direkt als Objekt geladen und
verwaltet werden. Das entsprechende Kommando wu¨rde unter Verwendung der
PyMOL API1 in Python folgendermaßen lauten:
Python:
1API = Application Programming Interface
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cmd.load_brick( g, ’object_name’)
PyMOL:
PyMOL>/cmd.load\_brick(g,’object_name’)
Wenn das Gitter bereits mit einer Feldrepra¨sentation gefu¨llt wurde, ko¨nnen
folgende PyMOL-Kommandos verwendet werden, um eine Isokontur darzustel-
len. Dabei bezeichnet name den Namen des zu erzeugenden Konturobjektes,
grid das Gitterobjekt das konturiert werden soll, sowie level das Konturni-
veu. Na¨heres hierzu sei der PyMOL-Dokumentation entnommen.
• isodot name, grid, level erzeugt eine gepunktete Darstellung der Iso-
kontur.
• isomesh name, grid, level dto. jedoch wird eine Netzdarstellung er-
zeugt.
• isosurf name, grid, level dto. es wird eine geschlossene Oberfla¨chen-
darstellung erzeugt.
10.2.3 Manipulation von Gitterdaten
Es sollte angemerkt werden, daß die hier verwendeten Gitter dem PyNumeric-
Paket entstammen, das ebenfalls eine Reihe von Funktionen wie z.B. Fourier
Transformationen oder Matrizenoperationen auf derartigen Gittern erlaubt.
Fu¨r entsprechende Anwendungen sei auf die Dokumentation zu PyNumeric
hingewiesen [10].
Eine direkte Modifikation der Gitterpunkte ist u¨ber die Indizes mo¨glich.
Sei g ein Gitterobjekt, so gibt es ein Attribut g.lvl, welches die PyNumeric
Matrix repra¨sentiert. Auf dieses Objekt la¨ßt sich einfach durch Indizierung der
Gitterpunkte zugreifen g.lvl[x][y][z].
grid.set value(grid, x,y,z, wert)
Ha¨ufig sollen Gitter jedoch nicht u¨ber ihre Indizes, sondern u¨ber die Raumko-
ordinaten, die einem bestimmten Punkt im Raum entsprechen bzw. am na¨chs-
ten liegen angesprochen werden. So ko¨nnen z.B. distanzabha¨ngige Potentiale,
auf ein solches Gitter abgebildet werden. Die Funktion set value setzt den
angegebenen Wert auf den na¨chstgelegenen Gitterpunkt. Soll ein Wert auf
die Umgebenden acht Gitterpunkte verteilt werden, so muß das Kommando
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grid.spread value mit identischen Argumenten aufgerufen werden.
grid.sphere(grid, x,y,z, radius, wert)
Diese Funktion bildet eine Kugel auf das Gitter ab, wobei alle Gitterpunkte
deren Abstand vom Mittelpunkt (x, y, z) ≤ radius ist, den angegebenen Wert
erhalten.
grid.molecule(grid, atomliste[, probe, wert])
Um sehr viele Kugeln abzubilden, sollte diese Funktion verwendet werden. So
kann ein ganzes Moleku¨l, wie z.B. ein Protein, abgebildet werden. Atomliste
ist eine Liste von Atominstanzen, die mindestens folgende Attribute besitzen
mu¨ssen:
coord - Ein Tuple oder eine Liste mit drei Fließkommazahlen (x,y,z)
radius - Der Kugelradius
Optional sind folgende Argumente:
probe - Um Solvenszuga¨nglichkeit zu simulieren, kann zusa¨tzlich der Radius
des Lo¨sungsmittelmoleku¨ls angegeben werden. Achtung: der Standardwert ist
1.4, nicht 0.0 !
wert - Wird ein nummerischer Wert angegeben, wird er fu¨r alle Atome ver-
wendet. Wird hier eine Textvariable angegeben, so muß es sich dabei um ein
Attribut der angegebenen Atome handeln. Besitzt z.B. jedes Atom das At-
tribut density, kann als Argument “density” angegeben werden, wobei die
Gitterpunkte, die durch das jeweilige Atom besetzt werden, den Wert des at-
tributes atom.density erhalten. Der Standardwert ist 1.0.
grid.func(grid, f, (args,...))
Diese Methode ruft fu¨r jeden Gitterpunkt eine Funktion der Form
f(grid, x,y,z, (args,...))
auf, wobei (x,y,z) die Raumkoordinaten jedes Gitterpunktes sind. Zusa¨tzliche
Argumente werden an diese Funktion weitergereicht. Der Ru¨ckgabewert der
Funktion f() muß nummerisch sein und wird auf den entsprechenden Gitter-
punkt gesetzt.
Achtung: Diese Vorgehensweise ist verha¨ltnisma¨ßig langsam, die wichtigsten
Funktionen sind daher separat implementiert, so daß versucht werden sollte
damit zu arbeiten (s.u.).
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grid.gauss(grid, x,y,z, a, b)
Diese Funktion wendet die Gauss-Funktion f(x, y, z) = a ∗ exp(−b ∗ r2) auf
jeden Gitterpunkt an, wobei r die Distanz jedes Gitterpunktes zu den angege-
benen Koordinaten x,y,z ist. Die Parameter a beeinflußt dabei die Amplitude
und b die Breite der Gaussfunktion.
Achtung:Wird diese Funktion sukzessive mit mehreren Gaussfunktionen auf-
gerufen, werden die erhaltenen Werte zu den bereits vorhandenen Werten im
Gitter aufaddiert.
grid.discrete(grid, x,y,z, data, d[, f])
Diese Funktion wendet eine diskretisierte, distanzabha¨ngige Funktion auf jeden
Gitterpunkt an. D.h. data ist eine Liste diskreter Funktionswerte einer Funkti-
on f(r), wobei r die Distanz und das Argument d der ra¨umliche Abstand zweier
Funktionswerte ist. Ein zusa¨tzlicher Skalierungsfaktor f kann angegeben wer-
den, um mehere Funktionen, die sich lediglich in ihrer Amplitude unterscheiden
mit identischen Datenlisten zu erzeugen. Die Funktion entspricht im Wesent-
lichen der Funktion grid.func(), ist jedoch um ein Vielfaches schneller.
grid.collect(grid, spots)
Diese Funktion erha¨lt eine Liste von Punkten (spots) im Raum, wobei es sich
um eine Liste von Tuples der Form (x,y,z) handelt. Es werden jeweils die Punk-
te, die einem Gitterpunkt am na¨chsten liegen, geza¨hlt. Diese Anzahl wird auf
den entsprechenden Gitterpunkt gesetzt. Hiermit ko¨nnen sehr einfach Vertei-
lungen von Datenpunkten im Raum geclustert und visualisiert werden.
points = grid.surf(grid)
Diese Funktion dient dazu, Oberfla¨chenpunkte eines mit grid.molecule er-
zeugten Volumens zu generieren. Im Augenblick ko¨nnen nur harte Flanken,
d.h. Grenzfla¨chen zu Gitterpunkten mit dem Wert 0.0 erzeugt werden. Eine
Isokontur kann hiermit nicht generiert werden. Das Ergebnis dieser Funktion
ist eine Liste mit den Koordinaten der Oberfla¨chenpunkte [(x,y,z),...].
grid.buried(srf point, atome)
Diese Funktion sucht fu¨r eine Liste von Atomen, wobei es sich um eine Liste
von Atominstanzen handeln muß, die mindestens das Attribut coord enthal-
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ten, den Punkt aus einer Liste von Oberfla¨chenpunkten (srf point) mit dem
geringsten Abstand. Die Liste ist zuvor z.B. mit grid.surf() erzeugt worden.
Alle Atome erhalten anschließend ein neues Attribut surface, das ein Tuple
aus zwei Elementen darstellt, den Einheitsrichtungsverktor als Tuple (x,y,z)
sowie die Distanz zu dem na¨chstgelegenen Oberfa¨chenpunkt. Das Format ist
a.surface = ((0.0,0.0,0.0), 1.0)
10.2.4 Sonstige Funktionen
min,max,log = grid.range(grid)
Diese Funktion findet den kleinsten und gro¨ßten Wert im Gitter und gibt den
dekadischen Logarithmusbereich, d.h. log10(max-min) zuru¨ck, da der Unter-
schied zwischen min und max u.U. sehr groß sein kann.
grid.normalize(grid[,min, max])
Diese Funktion normalisiert ein Gitter, so daß alle Werte in den angegebenen
Bereich von min und max zu liegen kommen. Standardwerte fu¨r min und max
sind min = 0.0 und max = 1.0.
dist = grid.distribution(grid[, klassen])
Diese Funktion klassifiziert alle Gitterpunkte in Klassen, die als Histogramm
dargestellt jeweils einen Balken ergeben. Das optionale Argument klassen be-
zeichnet die Anzahl der zu verwendenden Klassen, als Standardwert werden 10
Klassen verwendet. Das Ergebnis ist ein Dictionary, wobei der Schlu¨ssel immer
die untere Grenze einer Klasse darstellt, der Wert ist jeweils der prozentuale
Anteil der Werte dieser Klasse an der Gesamtpopulation.
grid.diff(src, dest)
Diese Funktion berechnet den Durchschnittswert der sechs umgebenden Punk-
te
∑6
i=1 f(pi)− f(x) jedes Gitterpunktes und speichert das Ergebnis im Gitter
dest, das eine identische Ausdehnung wie src haben muß.
10.3 Elektrostatische Berechnungen
Basierend auf dem MEAD Paket von Donald Bashford [14] wurden einige
Funktionen im Modul pychem.fdpb implementiert. Dieses Modul ist nicht zu
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verwechseln mit dem Modul pychem.pymol.fdpb, das zwar auf dem hier vor-
gestellten Modul basiert, aber komplexere Funktionen entha¨lt, die direkt aus
PyMOL heraus verwendet werden ko¨nnen.
Neben fdpb gibt es das Modul multiflex das die Funktionalita¨t des Pro-
grammesmultiflex aus demMEAD-Paket entha¨lt. Die Anwendung von multiflex
wird hier nicht behandelt.
Zum derzeitigen Entwicklungsstand entha¨lt das Modul fdpb lediglich zwei
verschieden Methoden:
fdpb.twovalue()
Die Standardbeschreibung eines dielektrischen Modells mit einer Dielektri-
zita¨tskonstante fu¨r das Lo¨sungsmittel (epssol) sowie einer fu¨r das Innere
des gelo¨sten Moleku¨ls (epsin).
fdpb.multipoint()
Diese Methode ermo¨glicht zusa¨tzlich eine atomabha¨ngige, interne Dielektri-
zita¨tskonstante. Jedes Atom beno¨tigt dazu ein zusa¨tzliches Attribut epsin.
Ist epsin fu¨r die Atome nicht angegeben, entspricht die Funktionalita¨t und
das Ergebnis vollsta¨ndig dem des obigen Modells.
10.3.1 Physikalische Bedingungen
Das fdpb Modul entha¨lt ein Objekt PhysCond, in dem einige generelle phy-
sikalische Eigenschaften festgelegt werden ko¨nnen. Tabelle 10.3 entha¨lt die
mo¨glichen Einstellungen.
Detaillierte Informationen ko¨nnen der Dokumentation MEAD Paketes ent-
nommen werden.
10.3.2 Erzeugen eines FDPB-Objektes
Eine dielektrische Umgebung mit zwei verschiedenen Dielektrizita¨tskonstanten
fu¨r das Solvens und das Innere des gelo¨sten Moleku¨ls kann durch folgende
Python Anweisungen erzeugt werden:
>>> import fdpb
>>> fdpb.PhysCond.epsext = 78.0
>>> fdpb.PhysCond.ionicstr = 0.1
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Attribute Beschreibung Standard
epsext Dielektrizita¨tskonstante des
Lo¨sungsmittels
80.0
solrad Der Radius eines Wasser-
moleku¨ls
1.4 A˚
sterln Radius gelo¨ster Ionen im
umgebenden Solvens. In
Proteinbereichen, die eine
Kugel dieses Radius nicht
aufnehmen ko¨nnen, ist der
Term κ in der LPB gleich
NULL.
2.0 A˚
ionicstr Ionensta¨rke 0.0 mol/l
temp Temperatur 300 K
k bolt Die Boltzmann Konstante 5.6 · 10−6
conconv Konvertierungsfaktor zur
Umrechnung von mol/l in
Moleku¨le pro La¨ngeneinheit
6.022214 ·
10−4 particlesA3 /(mol/l)
econv Konvertierungsfaktor
zur Umrechnung von
Energieeinheiten charge
units2/length unit in
andere Einheiten (z.B.
kcal/mol)
331.842 kcalmole/
protons2
A
hueck Hu¨ckel Radius 0.0
kappasq κ2 0.0
bohr radius Bohr Radius 0.53
proton charge Protonen Ladung +1.0
Tabelle 10.3: Attribute der PhysCond-Instanz in Modul multiflex zur festlegung globaler Einstel-
lungen fu¨r elektrostatische Berechnungen.
>>> FDM = [(81, 1.0, ’ON_GEOM_CENTR’)]
>>> fd = fdpb.twovalue(FDM, atoms, epsin)
oder
>>> fd = fdpb.multipoint(FDM, atoms, epsin)}
10.3.2.1 fdpb.twovalue & fdpb.multipoint
Diese Funktionen dienen dem Aufsetzen eines dem FDPB entsprechenden Mo-
dells. Als erstes Argument wird die Beschreibung des zu verwendenden Gitters
angegeben (FDM2).
Es handelt sich bei diesem Argument um eine Liste aus Tuples mit drei Ele-
menten (Dimension, Gitterweite, Mittelpunkt). Dimension ist ein ganzzahliger
ungerader Wert, Gitterweite ist eine Fließkommazahl, die den Abstand zweier
Gitterpunkte beschreibt. Mittelpunkt ist entweder ein Tuple (x,y,z), das den
2Finite-Difference-Method
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Gittermittelpunkt definiert oder eine der folgenden Textkonstanten:
’ON ORIGIN’ Zentriert das Gitter auf den Ursprung des Koordi-
natensystems.
’ON GEOM CENTR’ Gittermittelpunkt ist der geometrische Mittelpunkt
aller Atome.
’ON CENT OF INTR’ Ist nur fu¨r multiflex von Bedeutung (s.u.).
Werden mehrere dieser Tuple in der Liste angegeben, kann eine Fokussie-
rungstrategie angewandt werden, wobei jedes weitere Gitter einen Bereich, der
von besonderem Interesse ist, mit einem feineren Gitter umschließt. Einzel-
heiten dazu sind der MEAD-Dokumentation zu entnehmen. Dieses Argument
entspricht den Angaben, die dort zu den .ogm bzw .mgm Parameterdateien
gemacht werden.
Achtung: Das Gitter muß mindestens so groß sein, daß sa¨mtliche Atome
umschlossen werden (inklusive Radius, nicht nur die Koordinaten daher sollte
das Gitter mindestens 4-5 A˚ gro¨ßer sein als die Ausdehnung der Moleku¨lkoor-
dinaten).
10.3.3 Beschreibung der Modellsubstanz
Das Argument atoms ist eine Liste von Atominstanzen, erforderliche Atom-
Attribute sind in der folgenden Tabelle aufgefu¨hrt. MEAD verwendet intern
relativ komplexe Atome, so daß vergleichsweise viele Attribute erforderlich
sind.
coord Die kartesischen Atomkoordinaten als Tuple (x,y,z)
radius Der Atomradius als Fließkommawert
charge Die Atomladung als Fließkommawert
name Der Name des Atoms, er muß innerhalb eines Restes eindeutig sein.
residue Eine Instanz, die den Rest beschreibt, zu dem das Atom geho¨rt. Dieses Objekt
muß seinerseits mindestens die Attribute name und nr enthalten, wobei gilt:
name Ein Aminosa¨urename wie z.B. ’ALA’
nr Eine ganzzahlige Aminosa¨urenummer wie z.B. 100
Intern verwaltet MEAD alle Atom durch einen Schlu¨ssel der Form ’ATOM-
NAME:RESIDUE NUMBER’. Es muß daher darauf geachtet werden, daß die-
se Kombination fu¨r jedes Atom eindeutig ist. Werden unterschiedliche Ketten
innerhalb eines Proteins verwendet, werden diese am besten in die Nummer
hineinkodiert.
Als drittes Argument wird die Dielektrizita¨tskonstante des Moleku¨linneren
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epsin als Argument erwartet, u¨blich sind Werte von 2.0 fu¨r kleine Moleku¨le
und 4-80 fu¨r Proteine.
Sollen atomspezifische Dielektrizita¨tskonstanten verwendet werden, so ist
das Kommando fdpb.multipoint zu verwenden, wobei jedes Atom ein zusa¨tz-
liches Fließkommaattribut epsin besitzt, das die atomspezifische Dielektri-
zita¨tskonstante entha¨lt. Fu¨r Atome die kein epsin-Attribut enthalten, wird
der Standardwert aus dem Funktionsaufruf verwendet. Der Ru¨ckgabewert ist
eine Instanz der so genannten fdobject-Klasse, dieses Objekt besitzt einige
Methoden zur Durchfu¨hrung der Berechnung.
10.3.4 Methoden von fdobject
Wurde durch twovalue oder multipoint ein fdobject initialisiert, ko¨nnen
folgende Methoden angewendet werden. fd sei im Folgenden eine fdobject
Instanz.
result = fd.solve()
Diese Methode fu¨hrt die vollsta¨ndige Lo¨sung der Poisson-Gleichung mittels
der Finite-Differenz Methode durch. Der Ru¨ckgabewert ist die Gitterenergie,
die durch ∆Gself =
∑
i qi ∗ φi erhalten wird, wobei i die Gitterpunkte, q die
Ladung auf den Gittetrpunkten und φ das Potential an den Gitterpunkten ist.
fd.is solved()
Diese Funktion dient der U¨berpru¨fung, ob ein Gitter bereits gelo¨st wurde und
gibt in diesem Fall 1 ansonsten 0 zuru¨ck.
fd.potential(x,y,z)
Diese Funktion liefert den interpolierten Potentialwert an den Raumkoordi-
naten x,y,z zuru¨ck. Liegt der Punkt außerhalb der Gittergrenzen, wird eine
Fehlermeldung erzeugt.
fd.grid(brick, type)
Diese Funktion projiziert eines der von MEAD verwalteten Gitter auf ein
pychem.grid-Gitter, das als erstes Argument erwartet wird. Das zweite Ar-
gument type ist eine Textkonstante, die den Typ des zu erzeugenden Gitters
spezifiziert.
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Folgende Typen sind mo¨glich:
’potential’ Dies erzeugt eine Abbildung des Potentialgitters,
wobei jeder Gitterpunkt den Wert φ
kT
erha¨lt.Dies
ist nur mo¨glich, wenn die Poisson-Boltzmann-
Gleichung fu¨r das Gitter zuvor gelo¨st wurde.
’chargedist’ Erzeugt ein Gitter, das die Ladungsverteilung des
Moleku¨ls entha¨lt.
’dielectric’ Erzeugt ein Gitter, das die Dielektrizita¨tskonstan-
te fu¨r jeden Gitterpunkt beschreibt. Fu¨r ein Mo-
dell mit einer Solvent- und einer Moleku¨l-Dielektri-
zita¨tskonstante ergibt dieses Gitter eine Volumen-
beschreibung des Moleku¨ls.
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Anhang A
Testdatensatz zur Berechnung
der Solvatisierungsenergien
kleiner Moleku¨le
Substanz SAS ∆GExp. ∆Gcalc ∆∆G
A2 kcal/mol kcal/mol kcal/mol
Tetrahydrofuran 230.543 -3.51 -1.24 -2.27
4-Nitrophenol 294.990 -10.74 -8.73 -2.01
1,4-Dichlorbenzol 300.092 -2.33 -0.53 -1.80
Dioxan 238.574 -5.11 -3.53 -1.58
Methylbenzoat 321.352 -4.34 -2.89 -1.45
2-Butanol 248.001 -4.67 -3.46 -1.21
3-Chlorpropen 235.558 -0.58 0.55 -1.13
Cyclohexanol 274.034 -5.02 -3.93 -1.09
Cyclohexan 260.558 1.24 2.28 -1.04
Nitrobenzol 279.618 -4.17 -3.14 -1.03
Piperidin 255.080 -5.17 -4.21 -0.96
4-Bromphenol 290.989 -7.20 -6.24 -0.96
Cyclopentan 241.902 1.22 2.14 -0.92
1,2-Dichlorbenzol 294.174 -1.38 -0.53 -0.85
p-Bromotoluen 304.306 -1.41 -0.60 -0.81
Chlorethan 210.018 -0.64 0.14 -0.78
Brombenzol 275.615 -1.48 -0.71 -0.77
Butylamin 261.275 -4.43 -3.67 -0.76
Ethylamin 200.666 -4.67 -3.93 -0.74
Trichlormethan 178.641 -1.04 -0.30 -0.74
Pyridin 233.296 -4.75 -4.05 -0.70
1,3-Dichlorbenzol 300.290 -0.99 -0.34 -0.65
Chlorbenzol 270.300 -1.02 -0.42 -0.60
1-Butanol 255.284 -4.78 -4.20 -0.58
Phenol 255.861 -6.62 -6.07 -0.55
Methylpropylether 227.433 -1.69 -1.14 -0.55
1-Propanol 225.087 -4.92 -4.39 -0.53
Propionsa¨ure 228.127 -6.55 -6.04 -0.51
Dimethylether 193.152 -1.92 -1.43 -0.49
Ethanol 194.763 -4.96 -4.53 -0.43
Pyrrolidin 235.204 -5.54 -5.15 -0.39
m-Xylol 297.939 -0.82 -0.45 -0.37
o-Xylol 290.918 -0.91 -0.54 -0.37
1,2,4-Trimethylbenzol 312.657 -0.87 -0.50 -0.37
p-Xylol 297.930 -0.82 -0.46 -0.36
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Substanz SAS ∆GExp. ∆Gcalc ∆∆G
A2 kcal/mol kcal/mol kcal/mol
Benzol 240.795 -0.90 -0.54 -0.36
Methanol 160.468 -5.14 -4.83 -0.31
2-Propanol 194.746 -4.81 -4.56 -0.25
Ethylbenzol 296.235 -0.62 -0.38 -0.24
Chlormethan 178.641 -0.54 -0.30 -0.24
Essigsa¨ure 199.542 -6.78 -6.57 -0.21
Ethan 177.765 1.81 2.02 -0.21
Iodethan 233.579 -0.73 -0.57 -0.16
Diethylamin 263.956 -4.12 -3.98 -0.14
Propylbenzol 326.564 -0.30 -0.18 -0.12
Propan 208.021 2.02 2.12 -0.10
Butan 238.371 2.18 2.23 -0.05
Naphtalin 306.085 -2.45 -2.40 -0.05
Pentan 268.713 2.36 2.34 0.02
2-Cresol 284.507 -5.94 -5.98 0.04
Ethylacetat 267.941 -3.12 -3.17 0.05
n-Heptan 329.317 2.65 2.57 0.08
Methan 141.463 1.98 1.89 0.09
Bromethan 215.341 -0.70 -0.81 0.11
n-Hexan 299.041 2.58 2.46 0.12
Ethylene 167.282 1.30 1.07 0.23
Methylacetat 233.632 -3.36 -3.60 0.24
n-Octan 359.646 2.93 2.68 0.25
Iodmethan 204.835 -0.90 -1.19 0.29
1-Buten 230.535 1.40 1.08 0.32
Propylene 199.979 1.28 0.95 0.33
2,2-Dimethylpropan 253.837 2.69 2.33 0.36
1-Penten 260.831 1.69 1.21 0.48
Bromomethan 184.400 -0.80 -1.42 0.62
2-Nitropropan 246.595 -3.18 -4.57 1.39
Tetrachlormethan 239.795 0.10 -1.75 1.85
4-Hydroxybenzaldehyd 288.553 -10.61 -12.41 1.80
Propanal 214.550 -3.48 -5.50 2.02
1-Nitropropan 251.719 -3.38 -5.44 2.06
Anisol 279.270 -1.05 -3.20 2.15
Butanal 244.919 -3.22 -5.37 2.15
Acetylene 157.715 -0.01 -2.18 2.17
Nitroethan 221.303 -3.76 -6.00 2.24
Fluormethan 157.140 -0.22 -2.85 2.63
Dibromomethan 222.255 -1.00 -3.94 2.94
Trimethylamin 224.250 -3.27 -6.90 3.63
Tabelle A.1: Die Substanzen sind nach ∆∆G sortiert, Substanzen deren
vorhergesagte Solvatisierungsenergien am sta¨rksten abweichen, finden
sich daher am Anfang und am Ende der Tabelle. Schlechte Vorhersa-
gen werden vor allem fu¨r nitrierte Strukturen oder fu¨r sehr kleine, sehr
polare oder sehr flu¨chtige Substanzen gefunden. Die Korrelation betra¨gt
r2 = 0.910
Anhang B
Verwendete Programme
Programm Beschreibung, Quelle
WhatIf Ein Softwarepaket zur Bearbeitung von Proteinen. Insbesondere der Al-
gorithmus zur Protonierung von Proteinen wurde ha¨ufiger verwendet. G.
Vriend [92] http://www.cmbi.kun.nl/gv/
Reduce Ein Kommandozeilenprogramm zur Protonierung von Proteinen. M.
Word [199] http://kinemage.biochem.duke.edu/
MEAD Eine C++ Bibliothek zur Lo¨sung der FDPB-Gleichung. D. Bashford [14]
http://www.scripps.edu/bashford/
PyMOL Eine Visualisierungssoftware fu¨r Molekulare Systeme. Sa¨mtliche Bil-
der wurden mit diesem Programm erzeugt. W. De Lano [44]
http://www.pymol.org
Python Eine Objektorientierte Skriptsprache. Basis fu¨r die Relibase-Python-
erweiterung, PyMOL, sowie fu¨r fast alle Programme, die in dieser Arbeit
entwickelt wurden. G. van Rossum http://www.python.org
MSMS Ein Programm zur schnellen Berechnung molekularer Oberfla¨chen. Es
wurde verwendet zur Berechnung hydrophober Beitra¨ge zur Solvati-
sierungsenergie. M.F. Sanner [163] http://www.scripps.edu/pub/olson-
web/people/sanner/
PETRA Ein Programm zur Berechnung unterschiedlichster Eigenschaften klei-
ner Moleku¨le. Hier wurde es als Originalimplementation des PEOE-
Verfahrens verwendet, um den eigenen Algorithmus zu validieren. J. Ga-
steiger [67] http://www2.chemie.uni-erlangen.de/software/petra/
CORINA Ein Programm zur Generierung von 3D-Strukturen kleiner Moleku¨le. Es
wurde verwendet zur Berechnung der Solvatisierungsenergien des Validie-
rungsdatensatzens fu¨r das PEOE-Verfahren. J. Sadowski, J.Gasteiger [68]
http://www2.chemie.uni-erlangen.de/software/corina/
BABEL Ein Programm zur Umwandlung verschiedener Moleku¨l-Dateiformate. P.
Walters & M. Stahl z.B. http://www.cmbi.kun.nl/cheminf/babel/
AutoDock Das Docking-Programm, mit dem alle Ergebnisse aus Kapitel 5 er-
zeugt wurden. Morris et al. [80, 133] http://www.scripps.edu/pub/olson-
web/doc/autodock/
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Anhang C
Lebenslauf
Geburtstag: 22. April 1971
Geburtsort: Lippstadt (Nordrhein-Westfalen)
1977 - 1981 Grundschule in Lippstadt
1991 Abitur am Gymnasium Schloß Overhagen in Lipp-
stadt
1992 - 1996 Studium der Pharmazie an der Westfa¨lischen-
Wilhelms-Universita¨t in Mu¨nster
Mai 1996 - Okt. 1996 Pharmaziepraktikant bei der Schering AG in Berlin
Nov. 1996 - Apr. 1997 Pharmaziepraktikant in der Apotheke am Lichten-
turm in Paderborn
Mai 1997 Approbation als Apotheker
Jun. 1997 - Apr. 1998 Grundwehrdienst als Stabsapotheker im SanHptDp
Epe.
Mai 1998 - Jun. 1999 Apotheker in der Ko¨nigsau Apotheke in Lippstadt
Jun. 1999 - Ma¨rz 2003 Anfertigung der vorliegenden Dissertation am Insti-
tut fu¨r Pharmazeutische Chemie der Philipps Uni-
versita¨t Marburg (Betreuer: Prof. Dr. G. Klebe)
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