Abstract: As the discovery of information from text corpora becomes more and more important there is a necessity to develop clustering algorithms designed for such a task. One of the most, successful approach to clustering is the density based methods. However due to the very high dimensionality of the data, these algorithms are not directly applicable.
Introduction
The ever growing size and diversity of digital libraries, has rendered Text Mining in general important research area. Today, especially Document Clustering has become a necessity due to the daily increasing amount of digital available documents. Several methods and variations have been proposed over time that try to tackle this problem. However, the usual high associated computational cost, and the extreme dimensionality of the data retains the development of new methods and techniques an active research area.
Density based clustering methods constitute an important category of clustering algorithms [2, 4, 11] , especially for data of low attribute dimensionality [3, 7] . In these methods, clusters are formed as regions of high density, in dataset objects, surrounded by regions of low density; proximity and density metrics need to be suitably defined to fully describe algorithms based on these techniques. However, in the high dimensionality of text data the effectiveness of most distance functions is severely compromised [1, 5] .
One modern density based clustering method is the "Unsupervised k-Windows" (UkW) algorithm [15] , that exploits hyperrectangles to detect clusters in the data space. Additionally using techniques from computational geometry allows a reduction in the number of objects examined at each step. Furthermore, the algorithm can detect clusters of arbitrary shapes and determine the cluster number without additional computational burden. Although it has already been applied in numerous tasks that range from medical diagnosis [9, 14] , to web personalization [12] , it has not been used yet on text data. In this paper, through indicative results of the UkW algorithm, we demonstrate that the feature scoring metrics have to be suitably exploited, so that the cluster detection ability of UkW is optimized. Furthermore, we compare these results to the corresponding ones obtained by other density based methods. As a benchmark text dataset, we employ the well known and widely used RCV1 corpus [8] .
As a text corpus is composed of word sequences, the vector space model, has been developed [16] as an algebraic model that allows the direct application of information retrieval algorithms on documents. This model, represents natural language documents in a formal manner, by the usage of vectors in a multi-dimensional space. The dimensionality d of the space is equal to the total number of words in the corpus. Each coordinate of this space is associated to a specific word in the set of all the words (vocabulary). In this way, a specific document x is represented as a vector of numbers x = {x 1 , . . . , x d }, where each component x i , i = 1, . . . , d of x, designates the number of occurrences of the ith word, in document x. The normalization of the document vector is also a common practice.
Performing feature reduction for an unsupervised procedure such as clustering, includes, feature scoring functions that do not need to take into account the class labels of a document. These functions, although very simple, they are reported to perform well [17] . Such functions are Document Frequency (DF) and Inverse Document Frequency (IDF) [6] . Furthermore, we examine and compare how common functions, that incorporate information of user determined document categories, can reduce the feature set size in such a way that cluster detection is optimized. Such functions are chi-square and OddsRatio [10] .
The most challenging of problems associated with text clustering is the inability to efficiently measure distance due to the high dimensionality of the document vectors [1, 5] . In the case of density based clustering methods, this inability is additionally magnified, since these methods are based on suitably defined distance metrics. Therefore, a dimension reduction of the document vector space should be used, to select the features which may result in highly performing systems with very low computational cost. Even with the use of simple feature selection metrics such as Document Frequency the major part of the vocabulary can be discarded with no loss in accuracy. Document and Inverted Document Frequency are motivated by the very simple idea that the most common words are not of much use in a document clustering task, since their appearance in many documents has no distinctive information. To this end the most often appearing are usually considered as stopwords and therefore discarded. Furthermore, very rare words can not contribute much information to a clustering algorithm since their appearance could be random. Thus, discarding them results in negligible loss of information.
The Document Frequency feature scoring measure, operates by retaining terms that occur in the largest number of documents. It can be easily computed as the sum of all the documents each term belongs to. This function seems to be trivial, nonetheless the features selected using DF allow classifiers to perform excellent while the computational cost can severely be reduced [17] .
On the other hand, the motivation behind Inverted Document Frequency measure, is that commonly appearing features are not useful for discriminating relevant documents. This function defined by the logarithm of the size of the dataset divided by the number of documents containing the word.
A test experiment on The Reuters Corpus
The RCV1-v2 (Reuters Corpus Volume 1 -version 2) is a corrected version of RCV1-v1 as created by Lewis et al. [8] . The Reuters corpus is actually a collection of stories of the Reuters news agency. It consists of stories produced during 20 August 1996 and 19 August 1997. Although the complete set of documents consists of over 800, 000 documents, the RCV1-v2 is limited to 804, 414 documents (more than 2,000 documents less than RCV1-v1), due to the removal of documents with no topic or region codes. RCV1-v2 is a multilabel text corpus. This means that each document may belong to more than just one category. The version of this corpus has already been tokenized and stemmed. Stopwords have also been removed [8] .
In our experimental setting we used 1201 documents, from that collection. The documents in that part were assigned to 89 different categories. The total number of different words was 12955. Next we reduced the dimensionality of the data to 100, using a simple combination of Document Frequency (DF) and Inverted Document Frequency (IDF). In detail, we excluded the 50 words with the lowest IDF, and from the remaining ones we used the 100 with the highest DF value. Using this simple, completely heuristic approach without any justification for the exact number values, we examined the clustering ability of the UkW algorithm, as an indicative result. The UkW algorithm detected 20 clusters. One of those clusters contained 968 documents, the majority of the data. This fact exactly, demonstrates that although the data representation has a low dimensionality, the feature selection also results in loss of distinctive information. However, there are cases of clusters that clearly contain 20-50 documents from at most 2 or 3 categories. This designates that some of the descriptive power is still included, despite the brutality of the technique.
To evaluate the result of UkW algorithm, experiments were performed with the DBSCAN algorithm [13] . This algorithm is one of the most popular density based techniques. For various combinations of values for the Eps, and M inP ts parameters of this algorithm (see [13] ), the algorithm resulted in a similar result. In detail, the algorithm recognized a series of clusters with 20-50 documents from 2 or 3 categories. However a very sparse cluster was detected that contained the majority of the documents.
Concluding Remarks
One of the most successful categories of clustering algorithms, Density Based methods, is hindered by the inability to calculate distances in the very high dimensionality of the involved data. Although, many feature selection schemes have been proposed so far, an extensive examination of their impact on the clustering quality of Density Based approaches has not yet been performed.
In this contribution we demonstrate exactly this fact through indicative experiments. We intend to further investigate how such measure can be suitably exploited to optimize cluster detection.
