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ACTION INTEGRALS AND DISCRETE SERIES
ANDRE´S VIN˜A
Abstract. Let G be a complex semisimple Lie group and GR a real form
that contains a compact Cartan subgroup TR. Let pi be a discrete series rep-
resentation of GR. We present geometric interpretations in terms of concepts
associated with the manifoldM := GR/TR of the constant pi(g), for g ∈ Z(GR).
For some relevant particular cases, we prove that this constant is the action
integral around a loop of Hamiltonian diffeomorphims ofM . As a consequence
of these interpretations, we deduce lower bounds for the cardinal of the funda-
mental group of some subgroups of Diff(M). We also geometrically interpret
the values of the infinitesimal character of the differential representation of pi.
MSC 2000: Primary: 53D50, Secondary: 22E45
1. Introduction
An irreducible unitary representation of a Lie group is a discrete series represen-
tation if it can be realized as a direct summand of the left regular representation
[5, 1]. If a group possesses discrete series representations, then it contains a com-
pact Cartan subgroup. Kostant and Langlands conjectured the realization of the
discrete series by L2-cohomology of holomorphic line bundles over the quotient of
the group by the compact Cartan subgroup. This conjecture has been proved for
“most” discrete series representations by Schmid in [13] and fully in [14].
On the other hand, the Orbit Method [4, 21] suggests the existence of a corre-
spondence between the space of coadjoint orbits of a Lie group and its unitary dual
(i.e. the set of equivalence classes of unitary irreducible representations), and the
existence of some relations between geometric properties of the orbit and properties
of the representation. In the spirit of the Orbit Method and using the geometric con-
struction of Schmid, we describe here interpretations of some invariants of discrete
series representations in terms of geometric concepts relative to the corresponding
orbits.
The correspondence between coadjoint orbits and the unitary dual is bijective
for connected simply connected nilpotent groups; but, in general, there is not such a
bijection. However, it is possible to associate an irreducible unitary representation
to each hyperbolic orbit of a reductive group (see [20, 21]). In [19], we started with
a hyperbolic orbit and then we analyzed the geometric meaning of some invariants
of the corresponding representation. Here, we start with a discrete series repre-
sentation of a semisimple Lie group and using its realization by L2-cohomology we
will give the geometric interpretations above mentioned, which allow us to obtain
results about the homotopy of some groups of diffeomorphisms.
Key words and phrases. Orbit method, geometric quantization, coadjoint orbits, discrete series.
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To formulate our results, we review briefly the geometric construction of Schmid
and introduce notations that will be used in the sequel.
The Schmid construction
Let G be a complex connected semisimple Lie group and g := Lie(G). For A ∈ g
and g ∈ G, we put g · A := Adg(A). For ξ ∈ g
∗, let g · ξ := Ad∗g(ξ). Let gR ⊂ g be
a real form (non necessarily compact). By GR we denote the connected subgroup
of G with Lie algebra gR. We will assume that GR contains a compact Cartan
subgroup TR with Lie algebra tR. We denote by KR a maximal compact subgroup
of GR such that TR ⊂ KR.
Let ∆ be a positive root system of t := tR ⊗R C in g. From now on, ρ stands for
the half the sum of the positive roots, ρ = (1/2)
∑
ν∈∆ ν. We set
u =
⊕
ν∈∆
g−ν , u¯ =
⊕
ν∈∆
gν ,
gν being the root space of ν. A root ν is said to be compact if gν ⊂ k, and
noncompact otherwise. We denote by b the Borel subalgebra t⊕u. The flag variety
of g will be denoted by B(g), or simply by B. It can be identified with the complex
smooth variety G/B, where B = NG(b), the normalizer of b in G.
Let φ be an element of the weight lattice of tR. The corresponding character of
TR is denoted by Φ. By complex linearity, φ can be extended to a map from t to C
and finally to an element of g∗ by putting φ|u⊕u¯ = 0. The character Φ extends to
a group homomorphism on the Borel subgroup B as well.
We define the following holomorphic line bundle over B ≃ G/B.
V = G×B C = {(g, z) | g ∈ G, z ∈ C}/ ∼,
where (g, z) ∼ (gb, Φ(b−1)z), with b ∈ B. The natural G-action on V covers the
action of G on B; that is, V is a G-equivariant holomorphic bundle.
The set of orbits of the GR-action on B is finite. Since the Cartan subgroup TR is
compact the GR-orbit of b is an open orbit, which can be identify with the quotient
M := GR/TR. The complex structure of B gives rise to a GR-invariant complex
structure on M , with T
(1,0)
eTR
= u¯. Thus, M is a homogeneous complex manifold
acted transitively by the group GR.
The restriction of the holomorphic line V to M will be also denoted by V . De-
noting by LA the left invariant vector field on GR defined by A ∈ gR, the space
of the holomorphic sections of V can be identified with the space of the func-
tions f ∈ C∞(GR) such that, f(gt) = Φ(t
−1)f(g) for all t ∈ TR (i.e., they are
Φ-equivariant) and satisfy LC(f) = 0 for all C ∈ u. Obviously, the GR-action on
M lifts to the sheaf O(V) of germs of holomorphic sections of V .
On the space of compactly supported V-valued (0, ∗)-forms on M we have the
operator ∂¯,
∂¯ : A0,∗(V)→ A0,∗+1(V).
Furthermore, the group GR acts on the space A
0,i(V) by translation and the action
commutes with the operator ∂¯. By means of GR-invariant Hermitian metrics on
M and on V , we define the operator ∂¯∗, the formal adjoint of ∂¯. The space of
square integrable, C∞, V-valued (0, i)-forms onM which belong to ker(∂¯)∩ker(∂¯∗)
is denoted by Hi(2)(M, O(V)).
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Denoting by ( . , . ) the bilinear form on t∗ induced by the Killing form, we put
q for the integer
♯{ ν ∈ ∆ | ν compact, (φ + ρ, ν) < 0}+(1.1)
♯{ν ∈ ∆ | ν noncompact, (φ+ ρ, ν) > 0}.
According to the Langlands conjecture, if φ + ρ is regular, the action of GR on
H := Hq(2)(M, O(V)) is an irreducible unitary representation π, equivalent to a
discrete series representation (see [1] for the omitted details).
Note that every σ ∈ H is, in fact, a ∂¯-closed smooth Dolbeault form, but H can
not be identified with Hq(M, O(V)), since M is not compact, in general.
Statement of main results
Throughout, we will assume that the element φ + ρ ∈ it∗
R
is regular, and we
will denote by HKR the space of KR-finite vectors [5, 15] of H. The differential
representation, on HKR , of the above irreducible unitary representation π will be
denoted by π′.
The purpose of this paper is to give geometric interpretations of some invariants
of π and π′. Using these results we will find lower bounds for the cardinal of the
homotopy groups of some subgroups of Diff(M), the group of diffeomorphisms of
M .
On W := C⊗ (
∧q
u)∗ we consider the representation Ψ of TR, tensor product of
Φ by the q-exterior product of Ad∗. We denote by P the GL(W )-principal bundle
over M determined by Ψ, and by W the associated vector bundle with fiber W
(defined by the standard representation of GL(W )). Thus, the vector space H is
contained in the space Γ(W) of sections ofW . These bundles will be the geometric
framework for our developments.
1. The representation π′ and the “quantization operators”. Using the
root structure of g and Ψ′, the differential representation of Ψ, we will define a GR-
invariant connection Ω on P . The corresponding covariant derivative on sections
of W is denoted ∇. By means of ∇ and Ψ, for each A ∈ gR, we define a first order
differential operator QA which acts on the sections of W . The first order term of
QA is −∇XA , with XA the vector field on M defined by A, and the zeroth order
term is related with the value of Ψ′ at A. Abusing of language, the operators QA
will be called “quantization operators” (see paragraph below Theorem 8). We will
prove in Theorem 8 that the operators QA restricted to HKR are a representation
of gR equivalent to π
′.
The universal enveloping algebra of g is denoted by U(g) and its center by
Z(g). Let χ denote the infinitesimal character [6] of the U(g)-module HKR . Let
{C1, . . . , Cr} be a basis of tR and Eν a basis of g
ν . According to Proposition 5.34
of [6], each element J ∈ Z(g) is a linear combination, p(E−ν , Ci, Eν), of terms of
the following two types:
(a) Cm1i1 . . . C
mr
ir
, with mj ∈ Z≥0.
(b) Ep1−νi1 . . . E
pl
−νil
Cn1i1 . . . C
nr
ir
Eq1νi1 . . . E
ql
νil
Eν , with νi, ν ∈ ∆ and qj , nj , qj ∈
Z≥0.
We will prove that the corresponding differential operator p(QE−ν , QCi , QEν )
on the space H is the scalar one defined by the constant χ(J) (Theorem 16).
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2. Invariants defined by Schur’s Lemma. Given an element g1 in the center
of GR, by Schur’s Lemma [5]
(1.2) π(g1) = κ IdH,
κ being a complex number of modulus 1. In this paper, we will give geometric
interpretations of the invariant κ associated with π:
(i) in terms of “evolution equations” for elements in H, equations generated by
families of “quantization operators”;
(ii) as a gauge transformation of the fibre bundle P that is the time-1 map of a
flow in P that preserves the connection.
For the explanation of (i) and (ii) we need to introduce some notations. Hence-
forth, {gt | t ∈ [0, 1]} stands for a smooth curve in GR with the initial point at e.
For brevity, such a curve will be called a path in GR. We denote by {At} ⊂ gR the
corresponding velocity curve, that is,
(1.3) At = g˙tg
−1
t .
By means of the GR-action on M , the path gt determines an isotopy of M , which
will be denoted by {ϕt}t∈[0, 1] in the sequel; that is,
(1.4) ϕt(gTR) = gtgTR.
Given a path {gt} in GR, we can consider the set of sections σt of W defined by
the following “evolution equations”:
(1.5)
dσt
dt
= QAt(σt), σ0 = σ.
If g1 belongs to Z(GR), the center of GR, then we will prove in Theorem 12 that
σ1 = κσ, for any σ ∈ HK .
For each A ∈ gR, the vector field XA on M determines a vector field U(XA)
on P such that the Lie derivative of Ω with respect this vector field vanishes. So,
a path {gt} in GR defines the time-dependent vector field U(XAt), which in turn
determines a flow Ht on P . If g1 ∈ Z(GR), we will prove that H1 is the gauge
transformation H1(p) = pκ (Theorem 20).
When GR is compact and φ is a regular dominant weight, the representation π
is the one provided by the Borel-Weil Theorem. In this case M is the flag variety
B(g) of g, a compact manifold diffeomorphic to the coadjoint orbit of φ ∈ g∗. On
M we will consider the symplectic Kirillov structure ̟ [3]. When g1 ∈ Z(GR), {ϕt}
is a loop in Ham(M, ̟), the Hamiltonian group of (M, ̟) [11, 12]. By studying
equation (1.5), we will find that κ is the exponential of the symplectic action [22, 17]
around the loop {ϕt} (see Proposition 13).
3. Lower bounds for the cardinal of the homotopy group of some
subgroups of Diff(M). Let X(M) denote the Lie algebra of all vector fields on
M . We will consider subalgebras of X(M), denoted by X′, such that each Z ∈ X′
determines a vector field U on P satisfying LUΩ = 0 (L = Lie derivative). The
precise conditions imposed to the algebras X′ are detailed in the third paragraph
of Section 3. Let G be a connected Lie subgroup of Diff(M), which contains the
isotopies associated with paths in GR and such that Lie(G) is subalgebra of some
algebra X′. Using the above interpretation of κ as a gauge transformation which is
the final point of a curve consisting of automorphisms of P , we will prove that:
♯(π1(G)) ≥ ♯{Ψ(g) | g ∈ Z(GR)},
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(see Theorem 23).
When GR is compact and φ is a regular dominant weight, the above result adopts
the following form: Let G be a connected subgroup of the symplectomorphism group
of (M, ̟) which contains GR, then ♯{Φ(g) | g ∈ Z(GR)} is a lower bound of the
cardinal of π1(G) (Theorem 24).
Theorem 6 of [18] gives a lower bound for π1(Ham(O)), where O is a coadjoint
orbit of SU(n + 1) diffeomorphic to a (partial) flag manifold of G = SL(n + 1, C)
(i.e. diffeomorphic to the the quotient of SL(n + 1, C) by a parabolic subgroup).
This lower bound is ≤ 2N , where N is the minimal Chern number of the manifold
on spheres. For the flag variety B(sl(n+1, C)) the minimal Chern number is 2 (see
[10, page 117]). Hence, the lower bound given by the mentioned theorem applied
to this flag manifold is ≤ 4, for any n ≥ 1. In contrast with the result of [18],
the lower bound given for ♯π1(Ham(M, ̟)) in Theorem 24 (when it is applied to
GR = SU(n + 1)) depends on n and also on φ. For example, this lower bound is
equal to n+ 1, when Φ is injective on Z(SU(n + 1)).
This article is organized as follows. In Section 2, we define the principal bundle
P , the connection Ω on it and the vector bundle W . We prove Theorem 8, which
gives the representation π′ in terms of the “quantization operators”. We also prove
Proposition 13 that relates κ with the action integral around a Hamiltonian loop
in M . The final part of this section concerns the interpretation of the infinitesimal
character in terms of “quantization operators”.
In Section 3, we prove Theorem 20 about κ as a gauge transformation of P . We
also prove Theorems 23 and 24 which give lower bounds for the cardinal of the
homotopy groups of subgroups of Diff(M).
2. The “quantization operators”
Let Eν be a basis of g
ν , then the decomposition g = t⊕ u ⊕ u¯ gives rise to the
following direct sum decomposition
(2.1) gR = tR ⊕ l,
where
(2.2) l :=
⊕
ν∈∆
(
R(Eν + E¯ν)
)
⊕
⊕
ν∈∆
(
iR(Eν − E¯ν)
)
.
Here the bar designates conjugation with respect to the real form gR. The compo-
nent of A ∈ gR in tR will be denoted by A0. The decomposition (2.1) is preserved
by ad(C), when C ∈ tR. Thus,
(2.3) (t ·A)0 = t · A0, for all t ∈ TR.
Since φ belongs to the lattice weight of tR, it gives rise to a group homomorphism
Φ : TR → U(1). On the other hand, we have the adjoint representation Ad : TR →
Aut(u) and the corresponding exterior product of its dual on (
∧q
u)∗, where q is
the nonnegative integer defined by (1.1). On the vector space W = C⊗ (
∧q
u)∗ we
will consider the representation of TR tensor product Φ ⊗
(∧q Ad)∗. As we said,
this representation will be denoted by Ψ.
For A ∈ gR, we define hA : GR → gl(W ) by the formula
(2.4) hA(g) = Ψ
′((g−1 ·A)0),
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where Ψ′ is the derivative of Ψ. By (2.3) hA induces a map on M , which will also
be denoted by hA.
It is straightforward to prove the following lemma:
Lemma 1. For any g ∈ GR and every t ∈ TR,
Ψ(t)hA(g) = hA(g)Ψ(t).
On the other hand,
[hA(g), hC(g)]gl = [Ψ
′((g−1 ·A)0), Ψ
′((g−1 · C)0)]gl = Ψ
′[(g−1 ·A)0, (g
−1 · C)0],
where [ , ]gl is the bracket in the Lie algebra gl(W ). As tR is an abelian Lie algebra,
we have
(2.5) [hA, hC ]gl = 0.
Given A ∈ gR, we set RA for right invariant vector field on GR defined by A.
The vector field on M defined by A will be denoted by XA, as we said. From the
definitions, it follows that
RA(hC) =− h[A,C](2.6)
XA(hC) =− h[A,C] (hC considered as function on M).(2.7)
We denote by P the following GL(W )-principal bundle over M = GR/TR:
P := GR ×Ψ GL(W )
pr
−→M.
That is, P = {[g, α] | g ∈ GR, α ∈ GL(W )} with [g, α] = [gt, Ψ(t
−1)α], for t ∈ TR.
The right GL(W )-action on P will be denoted by R and by Vy the vertical vector
field associated with y ∈ gl(W ).
We denote by L the left natural GR-action on P ; this action gives to P the
structure of GR-equivariant bundle. Given A ∈ gR, the vector field on P determined
by A through L will be denoted by YA. So (Lg)∗(YA) = Yg·A.
For C ∈ tR, the trivial curve {[ge
ǫC , Ψ(e−ǫC)α]}ǫ in P defines the vector
Yg·C [g, α]− Vy[g, α],
with y = Adα−1(Ψ
′(C)); here Ad is adjoint action of GL(W ) on its Lie algebra.
Hence, the tangent space to P at [g, α] is
(2.8) T[g, α]P =
{YA[g, α] | A ∈ gR} ⊕ {Vy[g, α] | y ∈ gl(W )}
{Yg·C [g, α]− VAd
α−1 (Ψ
′(C))[g, α] | C ∈ tR}
.
We define the following gl(W )-valued 1-form on P :
(2.9) Ω(YA[g, α] + Vy[g, α]) = Adα−1
(
Ψ′((g−1 · A)0)
)
+ y.
Obviously, Ω is well-defined on the quotient (2.8). It is straightforward to check its
invariance under L and that R∗αΩ = Adα−1 ◦ Ω, for all α ∈ GL(W ). That is, we
have the following proposition:
Proposition 2. The 1-form Ω is a GR-invariant connection on the GL(W )-principal
bundle P.
ACTION INTEGRALS AND DISCRETE SERIES 7
We set hA[g, α] := Adα−1hA(g). By Lemma 1 together with (2.3), it follows
that hA is a gl(W )-valued well defined map on P . In this notation
(2.10) Ω(YA + Vy) = hA + y.
The horizontal lift of XA at the point [g, α] is denoted by X
♮
A[g, α]. From (2.10),
it follows that
(2.11) X♮A[g, α] = YA[g, α] + Vy[g, α], with y = −hA[g, α].
The following lemma is immediate:
Lemma 3. Given A,C ∈ gR, y ∈ gl(W ) and p a point of P,
YA(hC) = −h[A,C] and Vy(p)(hA) = −[y, hA(p)]gl.
The curvature of the connection Ω will be denoted by K. As the curvature is a
tensorial 2-form [7], the following proposition determines K:
Proposition 4. For all A,C ∈ gR,
(2.12) K(YA, YC) = −h[A,C]
Proof. By the structure equation
K(YA, YC) = dΩ(YA, YC) + [Ω(YA), Ω(YC)]gl.
By (2.5), [Ω(YA), Ω(YC)]gl = 0. From Lemma 3, it follows that
YA(Ω(YC)) = h[C,A] = −YC(Ω(YA)).
On the other hand, Ω([YA, YC ]) = −Ω(Y[A,C]) = −h[C,A]. Thus, (2.12) follows.

We denote by D the covariant derivative determined by Ω. From (2.11) together
Lemma 3, (2.5) and Proposition 4, it follows
(2.13) DhC(YA) = −K(YC , YA), for all A,C ∈ gR.
The vector bundle on M associated with P ,
GR ×Ψ (C⊗ (Λ
qu)∗
)
,
will be denotedW . The elements ofW are classes 〈g, w〉, of pairs (g, w) ∈ GR×W ,
with 〈g, w〉 = 〈gt, Ψ(t−1)w〉, for all t ∈ TR. W is a GR-equivariant vector bundle
with the GR-action g
′ · 〈g, w〉 = 〈g′g, w〉.
The C∞ sections σ of W can be identified with the C∞ Ψ-equivariant functions
s : GR →W , i.e. C
∞ functions that satisfy
(2.14) s(gt) = Ψ(t−1)s(g), for all g ∈ GR and t ∈ TR.
The section σ is related with the Ψ-equivariant function s by the formula
(2.15) σ(gTR) = 〈g, s(g)〉.
The GR-action on the section σ is given by (g · σ)(x) = g · σ(g
−1x), for all
x ∈M . From (2.15), it follows the following proposition, which gives the action of
the representation π on Ψ-equivariant functions:
Proposition 5. The Ψ-equivariant function associated with g ·σ is s◦Lg−1 , where
Lg−1 is the left multiplication by g
−1 in GR. In particular, if σ ∈ H, then π(g)(s) =
s ◦ Lg−1 .
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On the other hand, a Ψ-equivariant function s determines a pseudotensorial [7]
map s♭ : P → W of type standard; that is, s♭(pβ) = β−1s♭(p), for all β ∈ GL(W ).
The maps s and s♭ are related by
(2.16) s♭[g, α] = α−1s(g).
From (2.16), it follows
(2.17) YA(s
♭) = (RA(s))
♭, VhA(s
♭) = −(hA(s))
♭,
where VhA(s
♭) is the map p ∈ P 7−→ VhA(p)(s
♭) ∈ W and hA(s) is the mapping
on GR which at g takes the value hA(g)(s(g)). The function hA(s) is in fact Ψ-
equivariant as a consequence of Lemma 1.
The covariant derivative on sections of W , induced by the connection Ω will be
denoted by ∇.
Proposition 6. Given A ∈ gR and a section σ of W, the Ψ-equivariant map
associated with ∇XAσ is RA(s) + hA(s).
Proof. The pseudotensorial map associated with ∇XAσ is X
♮
A(s
♭). From (2.11)
together with (2.17), it follows the proposition.

The endomorphism of W over the identity determined by hA is denoted by FA;
that is, FA(〈g, w〉) = 〈g, hA(g)(w)〉.
Proposition 7. For A,C ∈ gR one has
(2.18)
(
[∇XA , ∇XC ]−∇[XA, XC ]
)
(σ) = −F[A,C](σ),
σ being a section of W .
Proof. Let s be the equivariant function associated with σ and σ1 := ∇XCσ.
By Proposition 6, s1 = RC(s) + hC(s). Analogously ∇XAσ1 has as associated
equivariant function to RA(s1) + hA(s1). Hence, the equivariant function defined
by ∇XA(∇XCσ) is
RA(RC(s) + hC(s)) + hA(RC(s) + hC(s)).
By (2.6)
RA(hC(s)) = −h[A,C](s) + hC(RA(s)).
So, ∇XA(∇XCσ) is associated with
(2.19) RA(RC(s)) − h[A,C](s) + hC(RA(s)) + hA(RC(s)) + hA(hC(s)).
The equivariant function determined by ∇[XA, XC ]σ = −∇X[A,C]σ is
(2.20) − (R[A,C](s) + h[A,C](s)).
From (2.19), (2.20) and (2.5), it follows that the equivariant function correspond-
ing to the left hand side of (2.18) is −h[A,C](s), and the proposition is proved.

By Proposition 5, the representation differential π′ of the discrete series repre-
sentation π, considered as an action on the space E of the Ψ-equivariant functions
which correspond to the elements of HKR , is given by
(2.21) π′(A)(s) = −RA(s).
From Proposition 6 and taking into account that the section associated with hA(s)
is FA(σ), we obtain the following theorem:
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Theorem 8. For any A ∈ gR, π
′(A) acting on elements of HKR is the operator
(2.22) QA := −∇XA + FA.
Given a closed symplectic quantizable [23] manifold N , each Hamiltonian vector
field on N has associated a differential operator called quantization operator [16],
which acts on the sections of a line bundle over N called a prequantum bundle.
On the other hand, if GR is compact and φ is a regular dominant weight, then the
integer q is zero; so, W is a line bundle on M . In this case M equipped with the
the Kirillov symplectic structure ̟ is quantizable and W is a prequantum bundle.
Furthermore, the above operator QA is the quantization operator associated with
the vector field XA. Thus, we will also call “quantization operators” the differential
operators defined in (2.22) for the general case.
Let {gt}t∈[0,1] be a path in GR. It determines the velocity curve {At}, defined in
(1.3). This path also gives rise to the isotopy {ϕt} onM defined by (1.4). Moreover,
the time-dependent vector field on M determined by ϕt is XAt ; that is,
dϕt
dt
= XAt ◦ ϕt.
We consider the evolution equation (1.5) for sections of W . By Proposition 6,
the Ψ-equivariant function st associated with the solution of (1.5) satisfies
(2.23)
dst
dt
= −RAt(st), s0 = s.
It is easy to prove the following proposition:
Proposition 9. The solution of (2.23) is st = s ◦ Lg−1t
.
By Proposition 5, when s ∈ E Proposition 9 can be rephrased as saying that the
solution of (2.23) is
(2.24) st = π(gt)(s).
Proposition 10. If g1 ∈ Z(GR), and s is the equivariant function associated with
an element σ ∈ H, then s1 = κs.
Proof. The proposition follows from (2.24) together with (1.2).

Corollary 11. If g1 ∈ Z(GR), then Ψ(g1) = κ IdW .
Proof. By Proposition 9, we have for all g ∈ GR
s1(g) = s(g
−1
1 g) = s(gg
−1
1 ) = Ψ(g1)s(g),
and the corollary follows from Proposition 10.

By the equivalence between (1.5) and (2.23), Proposition 10 gives rise to the
following theorem:
Theorem 12. If {gt}t∈[0, 1] is a path in GR with g1 ∈ Z(GR) and σ ∈ H, then the
solution of the evolution equation (1.5) satisfies σ1 = κσ.
Let x be a point of M , we set xt := ϕt(x). Evaluating (1.5) at the point xt, and
we obtain
(2.25)
dσt
dt
(xt) = −ι(XAt(xt))∇σt + FAt(σt(xt)).
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Let {µa}a be a local frame for W on an open set U , the solution σt of (1.5) can
be written as
(2.26) σt =
∑
a
matµa,
with mat a complex function defined on U . We denote by ϑ the connection form in
this frame; that is, ∇µa =
∑
c ϑ
c
aµc. Thus,
(2.27) ∇σt =
∑
a
(
dmat +
∑
c
mctϑ
a
c
)
µa.
On the other hand, FAt(µa) =
∑
c(Ft)
c
aµc, with (Ft)
c
a a complex function defined
on U .
If {xt} is contained in U , let m
a(t) := mat (xt). It follows from (2.25), (2.27) and
(2.26)
(2.28)
dma(t)
dt
=
∑
c
(
− ϑac (XAt(xt)) + (Ft)
a
c (xt)
)
mc(t).
If dimW = 1, then the above expression reduces to
(2.29)
dm(t)
dt
=
(
− ϑ(XAt(xt)) + hAt(xt)
)
m(t).
So,
m(t) = m(0) exp
( ∫ t
0
(
− ϑ(XAt(xt)) + hAt(xt)
)
dt
)
.
Next, we consider the particular case when GR is compact and φ is a regular
dominant weight. In this case M is the flag manifold of g and it supports the
symplectic structure ̟, given by the 2-form
(2.30) ̟(XA(gTR), XC(gTR)) = φ((g
−1 · [A,C])0).
Now, as q equals zero, W is a complex line bundle and
hA([g, α]) = hA(g) = φ((g
−1 · A)0).
The curvature K projects a 2-form ω on M . By Proposition 4 (or by (2.18))
ω(XA, XC) = −h[A,C]; thus, ω = −̟. From (2.13), it follows that
(2.31) dhC = ̟(XC , . ).
That is, hC is a Hamiltonian function associated with the vector field XC . If
g1 ∈ Z(GR), then the evaluation curve xt is closed and nullhomologous inM [8, 11].
So, by Stokes theorem
(2.32)
m(1)
m(0)
= exp
(∫
S
̟ +
∫ 1
0
hAt(xt) dt
)
,
S being a 2-chain whose boundary is xt.
The right hand side of (2.32) is the exponential of the action integral around the
loop ϕt [22, 17]. From Theorem 12, we deduce the following proposition:
Proposition 13. If GR is compact, φ is a regular dominant weight and g1 ∈ Z(GR),
then κ is the exponential of the action integral around the Hamiltonian loop ϕt.
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From now on until the end of this section, we will concern with the infinitesimal
character of the U(g)-module HKR .
The “representation” of the associative algebra U(g) induced by π′ on the space
HKR will also be denoted by π
′.
We denote the extension of A ∈ gR 7→ Ψ
′(A0) ∈ gl(W ) to a map on g by ψ; that
is,
(2.33) ψ(A+ iB) = Ψ′(A0) + iΨ
′(B0).
Proposition 14. If C ∈ t and s is a Ψ-equivariant function of E (i.e. associated
with an element of HKR), then π
′(C) s = ψ(C) s.
Proof. By (2.33), we can assume that C is an element of tR. The proposition
follows from (2.21) together with the fact that s is Ψ-equivariant.

Since π is unitary and irreducible, the Harish-Chandra module HKR has an
infinitesimal character χ : Z(g)→ C (see [5, Corollary 8.14]).
Let {C1, . . . , Cr} be a basis of t, and
J ′ =
∑
zi1...irm1...mr C
m1
i1
. . . Cmrir ∈ Z(g),
where zi1...irm1...mr is a complex number and mj a positive integer. By Proposition 14,
π′(J ′) acting on E is the operator
(2.34)
∑
zi1...irm1...mr
(
ψ(Ci1 )
)m1
. . .
(
ψ(Cir )
)mr
,
which is the multiplication by the constant χ(J ′), since J ′ belongs to Z(g). This
result expressed in terms of the corresponding “quantization operators” gives rise
to the following proposition:
Proposition 15. If J ′ =
∑
zi1...irm1...mr C
m1
i1
. . . Cmrir ∈ Z(g), then the differential
operator ∑
zi1...irm1...mr (QCi1 )
m1 . . . (QCir )
mr ,
acting on HKR is the scalar operator defined by the constant χ(J
′).
As t is abelian, the algebra U(t) can be identified with the algebra of polynomial
functions on t∗. In this way, the constant (2.34) is J ′(ψ), the evaluation at ψ of the
corresponding polynomial.
Next, we will extend the result stated in Proposition 15 to general elements of
Z(g).
ρ, the half the sum of the positive roots, induces the linear map C ∈ t 7→
C − ρ(C) ∈ U(t). By the universal property of U(t), it extends to an algebra
automorphism τ of U(t).
By Proposition 5.34 in [6], if J ∈ Z(g), then
(2.35) J ∈ U(t)⊕P, where P =
∑
ν∈∆
U(g)Eν .
The projection of J into U(t) will be denoted J˜ .
The algebra of the elements in U(t) invariant under the Weyl group NG(T )/T
(with T = complexification of TR) will be denoted by U(t)
I . The Harish-Chandra
isomorphism γ : Z(g)→ U(t)I is defined by γ(J) = τ(J˜) [6].
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As the Harish-Chandra module HKR has an infinitesimal character, there exists
λ ∈ t∗ such that
(2.36) χ(J) = γ(J)(λ),
for all J ∈ Z(g). In particular, for the element J ′ considered above, J ′(ψ) must be
equal to γ(J ′)(λ); that is,
J ′(ψ) = (J ′ − J ′(ρ))(λ).
Since J ′(ρ), the evaluation of the polynomial J ′ on ρ, is a complex number (i.e.
a constant polynomial), (J ′ − J ′(ρ))(λ) = J ′(λ) − J ′(ρ). Hence, λ = ψ + ρ is the
element of t∗ which determines the infinitesimal character χ by means of (2.36).
By (2.35), any element J ∈ Z(g) is of the form
(2.37)
J =
∑
(const)Cm1i1 . . . C
mr
ir
+
∑
(const)Ep1−νi1 . . . E
pl
−νil
Cn1i1 . . . C
nr
ir
Eq1νi1 . . . E
ql
νil
Eν .
For abbreviation, we write J = p(E−ν , Ci, Eν).
As the space HKR is dense in H [15], we can state the following theorem that
relates χ(J) with the corresponding composition of “quantization operators” acting
on H:
Theorem 16. If J ∈ Z(g) is of the form (2.37), then differential operator
p(QE−ν , QCi , QEν )
acting on the space H is the scalar operator defined by the constant χ(J) = γ(J)(ψ+
ρ).
3. Homotopy groups of some subgroups of Diff(M)
In this section, we assume that the spaces of smooth functions between two man-
ifolds are endowed with the Whitney C1-topology; in particular, the Lie algebras
of vector fields on a manifold.
We will consider subalgebras X′ of X(M), the Lie algebra consisting of the vector
fields onM , such that each of its elements admits a lift to a GL(W )-invariant vector
field on P which is an infinitesimal symmetry of the connection Ω. We will deal
with the following points related with such an algebra X′: (i) Let {ψt | t ∈ [0, 1]}
be a loop in the group Diff(M) generated by a vector field of X′; we prove that
there is a lift of ψt to a flow Ht in P , such that H1 is a gauge transformation of P
which preserves Ω. (ii) We check thatH1 is the multiplication by a constant on each
orbit {Ht(p)}t. (iii) We will construct loops in Diff(M) such that the corresponding
transformations H1 are the multiplication by a constant on the total space P . (iv)
If ϕ, ϕ′ are loops of those considered in (iii), such that the corresponding constant
are different, then ϕ and ϕ′ won’t be homotopic in any Lie subgroup of Diff(M)
whose Lie algebra is contained in X′.
We state the precise conditions imposed to the algebras X′. Let X′ be a Lie
subalgebra of X(M) satisfying the following conditions:
1) There is a continuous R-linear map
Z ∈ X′ 7→ U(Z) ∈ X(P)
such that Z♮ is the horizontal part of U(Z).
2) For each Z ∈ X′, there is a C∞ map a(Z) : P → gl(W ) such that:
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2a) a(Z)(pβ) = β−1a(Z)(p)β, for all β ∈ GL(W ), p ∈ P . That is, a(Z) is a
pseudotensorial function on P of type Ad [7].
2b) U(Z) = Z♮ + Va(Z).
2c) Da(Z) = −K(Z♮, . ).
2d) The map Z 7→ a(Z) is R-linear and continuous.
Example. For XC , with C ∈ gR we define U(XC) := YC and a(XC) := hC . By
(2.11) and (2.13), the Lie algebra X′ := {XC |C ∈ gR}, with the above choices for
U(XC) and a(XC), satisfies the conditions 1)-2d).
Theorem 17. For any Z ∈ X′, the Lie derivative LU(Z)Ω vanishes.
Proof. We will prove that the 1-form d(ιUΩ)+ ιU (dΩ) is zero, where U := U(Z).
Let p be an arbitrary point of P , we will check that
(3.1)
(
d(ιUΩ) + ιU (dΩ)
)
(E) = 0,
when E is a vertical vector at p and when E is horizontal. In any case, by 2b)
(3.2) d(ιUΩ) = da,
where a := a(Z).
If E is a vertical vector E = Vy(p), with y ∈ gl(W ), by (3.2) and 2a)
d(ιUΩ)(E) = da(Vy) = −[y, a(p)].
We extend E to a vertical vector field. By the structure equation and 2b), we have
(ιU (dΩ))p(E) = Kp(U, E)− [Ωp(U), Ωp(E)] = −[a(p), y].
Thus, (3.1) holds when E is a vertical vector.
If E is horizontal, then by (3.2) and 2c)
d(ιUΩ)(E) = −K(Z
♮, E).
Now, we extend E to an horizontal field; by the structure equation(
ιU (dΩ)
)
(E) = K(U, E) = K(Z♮, E).
So, (3.1) also holds when E is a horizontal vector.

Since a(Z) satisfies 2a) and U(Z) = Z♮+Va(Z), we have the following proposition:
Proposition 18. For any β ∈ GL(W ) and any Z ∈ X′,
(Rβ)∗(U(Z)) = U(Z).
Let {Zt}t∈[0, 1] be a time-dependent vector field on M , with Zt ∈ X
′. Let {ψt}
be the isotopy defined by
(3.3)
dψt
dt
= Zt ◦ ψt, ψ0 = IdM .
AsM is a homogeneous space that admits a Hermitian metric, the flow ψ is defined
on [0, 1]×M [9, page 85].
We have the time-dependent vector field Ut := U(Zt) on P and the corresponding
flow H which is also defined on [0, 1]× P :
(3.4)
dHt(p)
dt
= Ut(Ht(p)), H0 = IdP .
From Theorem 17, it follows that the diffeomorphism Ht preserves the connection;
that is, H∗tΩ = Ω.
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By 2b), given p ∈ P , the curve Ht(p) satisfies pr(Ht(p)) = ψt(x), if pr(p) = x;
that is, Ht(p) can be considered as a lift of the curve ψt(x) to P at the point p. In
particular, if {ψt(x) | t ∈ [0, 1]} is a closed curve, then H1(p) ∈ (pr)
−1(x).
Let us assume that ψ0 = ψ1 = IdM , that is {ψt}t∈[0, 1] is a loop of diffeo-
morphisms of M ; by Proposition 18, H1 is a gauge transformation of P . Thus,
there exists a map f : P → GL(W ) satisfying f(pβ) = β−1f(p)β and such that
H1(p) = pf(p), for all p ∈ P . As
(3.5) Ω = H∗1(Ω) = f
−1df +Ad(f−1) ◦ Ω,
we deduce
(3.6) df(E) = 0, if E is horizontal.
By Proposition 18, Ω(Ut) = Adβ−1(Ω(Ut)), for all β ∈ GL(W ). From (3.5), it
follows
Adβ−1(Ω(Ut)) = f
−1df(Ut) + Ad(f
−1)(Ω(Ut)).
Given p ∈ P , taking β = f(p), we conclude that
(3.7) df(Ut) = 0.
Thus, f is constant on the orbit {Ht(p) | t ∈ [0, 1]}.
Let {gt} be a path in in GR and {At} the corresponding velocity curve. Let us
assume that XAt ∈ X
′. This family gives rise to the time-dependent vector field on
P , Ut := U(XAt), which in turn defines a flow Ht on P . By (2.11), U(XAt) = YAt .
So,
(3.8)
dHt
dt
= YAt ◦Ht, H0 = IdP .
Lemma 19. The bundle diffeomorphism Ht defined in (3.8) is the left multiplica-
tion by gt in P; i.e. Ht = Lgt .
Proof. Given p ∈ P
d
du
∣∣∣∣
u=t
gup =
d
du
∣∣∣∣
u=t
gug
−1
t gtp = YAt(gtp).

If g1 is an element of the center of GR, then ϕ0 = ϕ1 and H1 is a gauge trans-
formation of P .
Theorem 20. If g1 ∈ Z(GR), then for all p ∈ P, H1(p) = pκ, where κ is given by
(1.2).
Proof. By Lemma 19 together with Corollary 11,
H1([g, α]) = [g1g, α] = [gg1, α] = [g, Ψ(g1)α] = [g, α]κ.

Remark. Note that paths with the same final point in Z(GR) determine the same
gauge transformation H1.
Let G be a connected Lie subgroup of Diff(M) such that:
(3.9)
(i) Lie(G) ⊂ X′.
(ii) If {gt}t∈[0, 1] is a path in GR, then the isotopy {ϕt} is contained in G.
We will prove that
♯π1(G) ≥ ♯{Ψ(g) | g ∈ Z(GR)},
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but we need some previous results.
Let {gt} be a path in in GR such that g1 ∈ Z(GR). Let {ζ
s} be a deformation of
the loop ϕ = {ϕt} in G. That is, for each s, ζ
s is a loop in G at IdM , with ζ
0 = ϕ.
We also assume that s 7→ ζs is a continuous map (considering G equipped with the
C1-topology, as we said).
For each s, we have the corresponding time-dependent vector field Zst ∈ X
′, given
by
dζst
dt
= Zst ◦ ζ
s
t .
The respective time-dependent vector field on P , Ust := (Z
s
t )
♮ + Va(Zst ) determines
the corresponding flow Hst . As above H
s
1 is a gauge transformation, which can be
written Hs1(p) = pf
s(p). By (3.6), we have
(3.10) df s(Horizontal) = 0.
As before, f s is constant on the orbit {Hst(p) | t ∈ [0, 1]}. Furthermore, this orbit
is a lift to P of curve {ζst (x) | t ∈ [0, 1]}, if x = pr(p).
In the statement of the following theorem we consider the TR-principal bundle
TR → GR → M = GR/TR. We assume that this bundle is endowed with the
invariant connection [7, page 103] determined by the splitting (2.1).
Theorem 21. Let {gt} be a path in GR which is a horizontal curve with respect the
invariant connection in GR →M and such that its final point belongs to Z(GR). If
{ζs}s is a deformation of ϕ in G, then the gauge transformation H
s
1 of P defined
by ζs satisfies
Hs1(p) = pκ for all p ∈ (pr)
−1(eTR),
with κ IdW = Ψ(g1).
Proof. Let x0 denote the point eTR ∈ M . We have the following closed curves
in M :
{ϕt(x0) | t ∈ [0, 1]}, {ζ
s
t (x0) | t ∈ [0, 1]}.
By hypothesis, {gt} is the horizontal lift of {ϕt(x0)} at the point e ∈ GR.
Fixed s, for a ≤ s, let γat be the curve in GR horizontal lift of {ζ
a
t (x0) | t ∈ [0, 1]}
at the point e. We can construct a path {gˆt | t ∈ [0, 1]} in
{γat | a ∈ [0, s], t ∈ [0, 1]} ⊂ GR,
with gˆ1 = g1 and such that the loop {gˆtx0 | t ∈ [0, 1]} is as close to {ζ
s
t (x0) | t ∈
[0, 1]} as we wish; hence, {gˆtx0}t is contained in an arbitrarily small tubular neigh-
borhood of {ζst (x0)}t in M (see Figure 1).
By (3.9)(ii), {gˆt} defines a loop in G. With {gˆt} we construct the corresponding
flow Hˆt in P (see (3.8)). Fix an arbitrary point p in P such that pr(p) = x0. The
curves in P {Hˆt(p)}t and {H
s
t (p)}t, which are lifts at p of {gˆtx0 | t ∈ [0, 1]} and
{ζst (x0) | t ∈ [0, 1]}, will be as close to each other as we will wish.
Furthermore, Hˆ1 is defined by a GL(W )-valued map fˆ on P . According to the
Remark below Theorem 20, fˆ = κ IdGL(W ), with κ IdW = Ψ(g1) (Corollary 11).
Thus, for each tubular neighborhood of {Hst(p) | t ∈ [0, 1]} in P , there is a loop
in G, defined by a path {gˆt}, which in turn determines a flow {Hˆt} in P such
that the corresponding evaluation curve {Hˆt(p)} is in that neighborhood and the
gauge transformation Hˆ1 is the multiplication by κ. On the other hand, H
s
1 on
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Figure 1. The path gˆt
{Hst(p) | t ∈ [0, 1]} is defined by the constant function f
s. By continuity, f s(p′) =
p′κ, for any point p′ in {Hst(p)}t.

Corollary 22. Let {gt} and {g
′
t} be paths in GR satisfying the hypotheses of The-
orem 21. If Ψ(g1) 6= Ψ(g
′
1), then the corresponding loops ϕ = {ϕt} and ϕ
′ = {ϕ′t}
are not homotopic in G.
The Lie algebra of the holonomy group at e of the invariant connection on GR
is generated by the vectores of the form [A, C]0, with A,C ∈ l (see [7, Theorem
11.1]). On the other hand, the vectors [Eν , E¯ν ], with ν ∈ ∆ span itR. So, from
(2.2), it follows that the Lie algebra of the mentioned holonomy group is tR. Since
Z(GR) ⊂ TR, each element of Z(GR) can be joined to e by a horizontal curve in GR
(horizontal with respect to the invariant connection). Thus, from Corollary 22, it
follows the following theorem:
Theorem 23. If G is a connected Lie subgroup of Diff(M), for which the conditions
(3.9) hold, then
♯(π1(G)) ≥ ♯{Ψ(g) | g ∈ Z(GR)}.
As we said in Section 2, when GR is compact and φ is a regular dominant weight,
(M,̟) is the coadjoint orbit associated with φ; thus, it is a compact symplectic
manifold. In this case, as we will see, a possible subalgebra X′ is the one consisting
of all locally Hamiltonian vector fields; that is, the set of all vector fields Z on M
such that LZ̟ = 0.
In fact, M is simply connected [2, page 33]; so, such a vector field Z is Hamil-
tonian. We denote by a(Z) the corresponding normalized Hamiltonian function;
that is, a(Z) is the function on M such that
da(Z) = ιZ̟, and
∫
M
a(Z)̟n = 0,
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2n being the dimension of M . We put U(Z) for the vector field on P defined
by U(Z) = Z♮ + Va(Z). As K projects on M the form −̟ (see paragraph before
(2.31)), it is easy to check that the algebra X′ of Hamiltonian vector fields on M ,
the Hamiltonian functions a(Z) and the vector fields U(Z) satisfy the conditions
1), 2a) - 2d) introduced at the beginning of this Section.
Since any Lie subgroup G of Symp(M, ̟), the group of all symplectomorphisms
of (M, ̟), satisfies the condition (3.9)(i), it follows from Theorem 23 the following
result:
Theorem 24. Let us assume that GR is compact and that φ is a regular dominant
weight. If G is any connected Lie subgroup of Symp(M, ̟) which contains GR,
then
♯(π1(G)) ≥ ♯{Φ(g) | g ∈ Z(GR)}.
Remark. For GR = SU(2), the corresponding flag manifold is CP
1. Given
[z0 : z1] ∈ CP
1 with z0 6= 0, we put x + iy = z1/z0. It is easy to check that the
vector fields XC and XD defined by the matrices of su(2)
C = skew diagonal (−c, c), D = skew diagonal (di, di),
take at the point (x = 0, y = 0) the values XC = −c ∂x, XD = d ∂y. We denote by
ω the Fubini-Study form on CP 1, then ω[1: 0](XC , XD) = −cd/π.
On he other hand, let φ be the weight defined by φ(diagonal(ai, −ai)) = a. Then
̟[1: 0](XC , XD) = φ([C,D]) = 2cd. By the invariance of ω and ̟ under the action
of SU(2) we conclude that ̟ = −2πω. So, the Hamiltonian groups of (CP 1, ω) and
(CP 1, ̟) are isomorphic. By Theorem 24, ♯π1(Ham(CP
1, ̟)) ≥ 2. This result
is consistent with the fact that π1(Ham(CP
1, ω)) is isomorphic to Z/2Z [12, page
52].
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