An intelligence machine is a computer program that can learn from experience, i.e. modifies its processing on the basis of newly acquired information and thereafter makes decisions in a rightfully sensible manner when presented with inputs. Examples of such machine learning systems are artificial neural networks (ANNs), support vector machines (SVMs), fuzzy logic, evolutionary computation, etc. The prediction of cotton yarn properties from constituent fibre properties is quite significant from a technological point of view. Regardless of the relentless efforts made by researchers, the exact relationship between fibre and yarn properties has not yet been decisively recognized. The intelligence machine, which is a potent data-modeling tool in capturing complex input-output relationships, seems to be the right approach to decipher the fibre-to-yarn relationship. In this work, various cotton yarns properties, such as strength, elongation, evenness and hairiness, have been predicted from fibre properties by using different intelligence models, such as ANNs, SVMs and adaptive neuro fuzzy inference systems (ANFIS). A k-fold cross validation technique is applied to assess the expected generalization accuracies of these models. A comparison of the prediction efficiencies among these models shows that the performances of the SVM model has better accuracies than the other models.
Introduction
From the early dawn of civilization, human beings have invested their intelligence in technological pursuits, one of which is the development of a contrivance that can perform cumbersome work in a repetitious way so that the tedium could be eased out. Such contrivances or machines as we have known them are levers, gears, pulleys, wheels, etc., in their traditional form. The invention of high speed computational systems has greatly enhanced the development of an intelligent machine which embodies the high processing power of a computer and sensible decision making of humans through experience.
Predicting the properties of cotton yarns from their constituent fibre properties is very important from a technological point of view. Empirical, statistical and mathematical models, irrespective of the way they have sought to interpret yarn properties in terms of fibre parameters, have yet to evolve out an exact relationship eminently suitable in this context (Ghosh et al., 2005) .
However, an ANN model with a high degree of predictive accuracy has emerged as a potent and convincing approach in establishing a fibre-yarn esoteric interrelationship. Recently, adaptive neuro fuzzy inference systems (ANFIS), support vector machines (SVMs), etc., have gained further attention in the field of intelligence machines. The present work has been attempted to predict the various properties of cotton yarns, viz., tenacity, elongation, unevenness (U %) and hairiness from constituent fibre parameters using ANN, ANFIS and SVM models.
A Bird's Eye View of Various
Intelligence Machines
Artificial Neural Network (ANN)
An ANN emulates the nervous network system in humans and processes impulses in the same way as we do. The basic processing elements of an ANN are artificial neurons or nodes, which perform as summing and non-linear mapping junctions (Haykin, 2004) . The artificial neurons are often organized in layers and inter connected.
The connection strength is known as weight, a numerical value constantly adjusted during learning to reach the desired goal. A typical artificial neuron is depicted in Figure 1 . Here, 1 2 , , , n x x x K are the n numbers of inputs to the artificial neuron and 1 2 , , , n w w w K are the weights attached to the input links. The total input (z) is calculated by the summation of the weighted inputs. The sum is then passed through a transfer function and subsequently, the output is transmitted to each neuron of the next layer. A network with one or more hidden layers sandwiched between the input and output layers can effectively approximate any nonlinear function and the network thus formed is called a multilayer ANN. A schematic representation of a multilayer ANN with a single hidden layer containing m neurons is shown in Figure 2 . An ANN learns from historical training data. During the learning process, the predicted output is compared with the desired output and an error signal is generated. The error signal is then minimized in iterative steps by adjusting the weights using a suitable training algorithm. The gradient descent back-propagation algorithm is the most popular learning method for ANN.
Fuzzy Inference System (FIS)
Classical crisp sets contain objects that satisfy precise properties of membership. Contrarily, the fuzzy sets contain objects that satisfy imprecise properties of membership, i.e., membership of an object in a fuzzy set is not a matter of affirmation or denial, but rather, a matter of a degree of belongingness (Zimmerman, 1996 
For each input and output variable of a fuzzy inference system (FIS), fuzzy sets are created by dividing the universe of discourse into a number of sub-regions, named in linguistic terms (high, medium, low, etc.) and then, a membership function for each set is created. The process of assigning membership functions to the sets of data is referred to as fuzzification. Membership function can have various forms, such as triangle, trapezoid, Gaussian, etc. A FIS maps an input space to an output space by means linguistic rules, which are based on human reasoning. A fuzzy linguistic rule consists of an if-then statement and is evaluated by means of fuzzy operators such as 'fuzzy AND', 'fuzzy OR', etc. which are represented by minimum and maximum functions, respectively. All rules are evaluated in parallel and output fuzzy sets are then aggregated into a single fuzzy set. This step is known as 'aggregation'. Eventually, the resulting fuzzy set is resolved to a crisp output value by 'defuzzification'. There are several methods of defuzzification, such as centre of gravity, centre of sums, mean of maxima, left-right maxima, etc.
Adaptive Neuro Fuzzy Inference System (ANFIS)
An ANFIS combines both FIS and ANN, where the FIS is represented by using the structure of an ANN and trained by utilizing a back propagation algorithm (Jang, 1993) . For simplicity, let us assume that an ANFIS model comprises two inputs (I 1 and I 2 ) and a single output (O). Let us also suppose that each input is represented by two linguistic terms, such as low (L) and high (H), and the linguistic terms are triangular in nature. As there are two inputs and each of them has three linguistic terms, there is a maximum of 2 2 = 4 number of rules. According to the Sugeno method of FIS, the output of each rule can be expressed as:
where i = 1, 2, 3, 4 and a i , b i , c i are the coefficients. To solve this problem, an ANFIS architecture shown in Figure 3 may be considered, which consists of six layers. 
Support Vector Machines (SVM)
SVMs are learning systems that use a hypothesis space of linear functions in a high dimensional feature space, trained with a learning algorithm from an optimization theory that implements a learning bias derived from a statistical learning theory (Critanini & Shawe-Taylor, 2000) .
.., l} consisting of l pairs of data points, the aim of SVM is to obtain a function f(x), which best approximates the system's response from S in the following form:
where the inputs x ∈  ℜ n are n-dimensional vectors and system responses y∈ℜ are continuous values, φ (x) is the mapping from ℜ n to higher dimensional feature space F, w is the weight vector and b is the bias term. SVM models are equipped with high generalization accuracy due to introduction of Vapnik's ε-insensitive loss function, which has the following form:
where f is a real-valued function on the input domain X, x∈X and y∈ℜ and ε is a precision parameter which represents the radius of the tube located around the regression function. For optimizing the generalization performance of the linear regressor, the following function should be minimized: 
where C is a pre-specified value, andξ , ξˆ are slack variables which represent upper and lower constraints on the outputs of the system. After optimization, the regression function of Equation 2 becomes:
where, b is chosen so that , where φ is a mapping from input space X to an inner product feature space F for all x, z ∈ X. In this work, both Gaussian radial basis and polynomial kernel functions are used to map the data.
Experimental
Cotton fibres of J-34 variety as well as corresponding ring spun yarn data for three different yarn counts (16 s , 24 s and 30 s Ne with a twist multiplier of 3.6, 3.75 and 3.9, respectively) were collected from the spinning mill. The dataset consisted of 90 data points, which includes fibre properties measured by high volume instrument (HVI) and advanced fibre information systems (AFIS), and yarn properties, such as tenacity, elongation (%), uster unevenness (U %) and hairiness index (H). The yarns were prepared in the mill from 30 different lots of cotton. The yarn properties were predicted by various intelligence models using the fibre properties and yarn count as the inputs. For prediction of yarn tenacity and elongation, fibre parameters such as bundle tenacity (cN/tex), bundle elongation (%), HVI mean length (mm), micronaire value and AFIS short fibre content (%) along with yarn count were considered as inputs. Judging from theory and practical standpoint, as fibre tenacity and elongation exert little influence on yarn unevenness and H, while predicting only HVI mean length (mm), micronaire value and AFIS short fibre content (%) in conjunction with yarn count were considered as inputs. MATLAB 7.5 coding was used to execute the computer programs. The various parameters of ANN, SVM and ANFIS models were optimized on a trial and error basis. For the ANN model, one hidden layer was used and the optimum number of nodes in the hidden layer for different yarn properties is given in Table 1. Table 2 shows the optimized SVM parameters for various yarn properties, where σ and p are the key parameters for Gaussian radial basis and polynomial kernel functions, respectively. For ANFIS models, various forms of membership functions such as triangular, trapezoidal, sigmoid and Gaussian were tried out and the Gaussian form was found to give the best prediction accuracy. While choosing the number of membership function, an intention was made to keep the number of rules at such a level that they could be adequately trained using the available training dataset and it was ascertained by using two membership functions for each input variable. The dataset was divided into training and testing data array using the k-fold cross validation technique (Han & Kamber, 2006) . In each trial of the k-fold cross validation, the training set was randomly split into k mutually exclusive folds, each approximately of equal size. Each model was trained using k-1of the folds and tested on the fold left out. The mean of the test accuracies over k trials gave an estimate of the expected generalization accuracy.
Results and Discussions
Ten-fold cross validation was applied to all the models. The training and testing were performed ten times. Table 3 shows the summary of the results which contain the prediction of ring yarn properties using ANN, SVM and ANFIS models. The expected generalization accuracies pertaining to training as well as testing for each model are depicted in Table I , which are estimated as µ ± σ, where µ and σ are the mean and standard deviation of the accuracies over ten trials. The learning accuracy on the training set was expectedly higher than the predictive accuracy on the test set due to the fact that the latter is performed on an unseen dataset. As far as the prediction efficiencies in terms of testing accuracies are concerned, the SVM model surpasses the others while predicting the yarn tenacity, elongation and H, whereas the performance of the ANFIS model is better for predicting the yarn U %. The higher prediction accuracies of the SVM model can be ascribed to its better generalization capacity and ability to handle noisy data. The integration of FIS and ANN is superior in case the number of input parameters is less. However, the training of large numbers of fuzzy rules with smaller numbers of available training dataset brings the curse of dimensionality to the ANFIS model which leads to poor prediction performance for yarn tenacity and elongation. 
Conclusion
This paper outlines the theory and applications of various intelligence machines such as ANNs, ANFIS and SVMs with reference to cotton yarn property modeling. The tenacity, elongation, U % and H of ring spun cotton yarns have been predicted from the constituent fibre properties measured on HVI and AFIS using various machine learning models. For the SVM model, both radial basis and polynomial kernels are tried out. A k-fold cross validation technique has been applied to assess the expected generalization accuracies of all the models. While comparing the prediction efficiencies among the models, the performance of the SVM model is found to be better for prediction of most of the yarn properties. The efficiency of the ANFIS model exceeds other models for prediction of yarn U %. However, while predicting the yarn tenacity and elongation, the ANFIS model demonstrates poor performance due to the curse of dimensionality. As the number of input increases, the predicting power of the ANFIS model deteriorates. An overall inference may be drawn in that the SVM model can predict cotton yarn properties more accurately and reliably than other intelligence models considered in this study.
