We utilize non-linear models to examine the stationarity of oil prices (Brent, Dubai, WIT and World) over the period 1973:2-2011:2. Real oil prices are calculated and expressed in the domestic currencies of seven Asian countries (Indonesia, Japan, Korea, Malaysia, the Philippines, Singapore and Thailand) and in the U.S dollar.
Introduction
Oil prices have acquired increasing attention of both academicians and policy makers, especially after the oil shocks in the 1970s, and the recent sharp increases in oil prices between 2002 and 2008. Oil plays an important role in both oil-exporting and importing countries. In many oil-exporting countries, such as OPEC, national income heavily depends on crude oil exports. Thus, oil-price fluctuations can have a great impact on macroeconomic flows, such as incomes, savings, and current account balances. Recognizing that oil is the engine of economic activities, many studies have examined the impact of oil prices on different economic variables, such as exchanges rates, growth, investment, stock prices, inflation and unemployment. In particular, in the aftermath of the oil shocks in the 1970s, the U.S and other economies went into a recession. In view of that, many studies have attempted to understand the link between oil shocks and macroeconomic variables. Among others, Hamilton (1983) and Mork (1989) find a negative effect between oil price shocks and GDP and show that oil shocks are responsible for economic recessions. Zhou (1995) investigates different sources of real exchange rate shocks and finds that oil-price fluctuations play a major role in explaining real exchange rate movements. Chaudhuri and Daniel (1998) show that the nonstationary behavior of U.S dollar real exchange rate is due to the nonstationary behavior of real oil prices. Bergvall (2004) finds that real oil price shocks explain most of the long-run variance of the real exchange rate in Norway and Denmark. Chen and Chen (2007) show that real oil prices may have been the dominant source of real exchange rate movements in the G7. Korhonen and Juurikkala (2009) find that an increase in the real oil price appreciates OPEC's real exchange rates.
1 Du et al. (2010) , using VAR analysis, find a significant effect of oil prices on growth and inflation in China. Jin (2008) finds a negative effect of oil price increase on growth in Japan and China. Rafiq et al. (2008) find that oil price volatility has a significant impact on unemployment and investment in Thailand. Cunado and Gracia (2005) find that oil price shocks Granger-cause economic growth in Japan, South Korea, and Thailand. Basher and Sadorsky (2006) examine the relationship between oil prices and stock prices for some emerging markets; and Park and Ratti (2008) for the U.S and 13 European countries, find that oil prices negatively affect stock prices.
Cuestas and Regis (2010) examine the order of integration of oil prices using non-linear unit root tests. They collect daily observations of the S&P crude oil price index for the period January, 1 st , 1987 -June, 10 th , 2008.
Applying Bierens (1997) unit root test which assumes non-linear trend stationarity under the alternative hypothesis, Cuestas and Regis find that the oil price is stationary around a non-linear deterministic trend. Building on Cuestas and Regis ' (2010) work, the objective of this paper is to use non-linear models to examine the time-series properties of oil prices for Indonesia, Japan, Korea, Malaysia, the Philippines, Singapore and Thailand. To achieve this, quarterly data is extracted from the IMF's International Financial Statistics online database over the period 1973:2-2011:2. The data contains the nominal exchange rate (defined as the market rate per U.S. dollar), the consumer price index (CPI), the British price of oil (Brent), the United Arab Emirates price (Dubai), West Taxes Intermediate price (WIT), and the World price of oil (World). The real oil prices in domestic currency are calculated by converting the U.S dollar price of oil into domestic currency and then deflated by the domestic CPI (2005 = 100). 2 All variables are measured in logarithms. We carry out a comprehensive treatment of the behavior of real oil prices by (1) testing formally for the presence of non-linearities in the real oil prices expressed in the domestic currencies of seven Asian countries (Indonesia, Japan, Korea, Malaysia, the Philippines, Singapore and Thailand) and in the U.S dollar; (2) differentiating between symmetrical and asymmetrical types of non-linearities; (3) examining the stationarity of the 1 Other studies examining the link between oil prices and exchange rates include McGuirk, 1983; Krugman, 1983a Krugman, , 1983b Golub, 1983; Rogoff, 1991. 2 Empirically, studies examining oil prices use either the U.S dollar oil price or this price converted into domestic currency using the market exchange rate. The main difference between the two variables is that fluctuations in oil prices expressed in domestic currency may be due to exchange rate fluctuations and/or fluctuations in the national price level.
real oil prices using unit root tests that allow for two types of non-linearities (smooth transition and nonlinear deterministic trends).
Previous studies examining the influence of oil prices on different economic variables (in particular, GDP)
assume that the data-generating process (DGP) of oil prices is linear; therefore, they utilize oil price data in linear forms. Recently, however, there has been an increasing interest in examining non-linear adjustment in key economic variables, such as interest rates, inflation and real exchange rates, because if non-linearity is present but ignored and linear models, such as the Augmented-Dickey Fuller (ADF) unit root test, are used, this may result in a misleading conclusion about the time-series properties of the variables. For example, Pippenger and Goering (1993) , Balke and Fomby (1997) , Enders and Granger (1998), and Caner and Hansen (2001) show that linear unit root tests and cointegration tests have low power in the presence of nonlinearity. In particular, Pippenger and Goering argue that many economic relationships involve economic variables that have implicit transaction costs or arbitrage boundaries where arbitrage is too expensive and, thus, does not take place. They examine the power of unit root tests in detecting mean reversion in economic variables to long-run equilibrium in the presence of transaction costs and find that the power of these tests may fall dramatically under threshold processes.
Accordingly, oil prices may influence economic variables in a non-linear fashion. Indeed, the potential importance of considering non-linearities in oil prices can be found in the literature of oil prices and (mainly) GDP. Mork (1989) finds asymmetric effect of oil price increase and decrease on the U.S GDP. Akram (2004) points out to a non-linear asymmetric relationship between the nominal exchange rate of the krone and oil prices. Huang et al. (2005) find that oil price shocks have asymmetric effects on economic growth in Canada, Japan and the U.S. Cologni and Manera (2009) , using different regime switching models for the G7 countries, find that different nonlinear measures of oil prices contribute to better description of oil impact to output growth. Moreover, Hamilton (1996) proposes a non-linear modeling of oil data termed as "net oil price increase (NOPI)". Lee et al. (1995) propose another nonlinear measure of oil prices using Generalized Autoregressive Conditional Heteroskedasticity (GARCH) models known as "volatility adjusted series of oil price".
On the sectoral level, Keane and Prasad (1996) , using tests to micro level panel data, provide evidence that higher oil prices negatively affect real wages, and that the effect varies between skilled and unskilled workers. Davis and Haltiwanger (2001) , employing VAR in a sectoral format, show that oil shocks play a prominent role in the short-run fluctuations of job destruction and that oil prices response is asymmetric; only to job destruction and not to job creation. Francesco (2009) shows, with U.K. manufacturing and services sectors data, that in linear tests, oil price shocks have positive impact on both the output of manufacturing and services sectors while asymmetric specification reveals that oil price increases reduce manufacturing output but does not affect services sector.
However, services sector responds to oil price decrease while manufacturing sector does not.
Different reasons have been offered to explain the sources of this non-linearity. For instance, Hamilton (1988) argues that the adjustment cost of oil price changes could be the reason for this asymmetry. Ferderer (1996) provides another explanation that sectoral shocks and uncertainty could be the reason. However, Bernanke et al. (1997) argue that the effect of an oil shock is not due to oil prices changes rather contractionary monetary policy is responsible for asymmetric effects of oil price shocks. Precisely, following an oil price increase, when oil prices pass through to core inflation, interest rates are raised by the monetary authority which consequently slows down economic growth.
Moreover, it can be shown that the real oil price of a country (Japan) is simply the real exchange rate multiplied by the real oil price of the U.S. Accordingly, and given the link between oil prices and monetary policy through inflation and interest rates, it is already documented in the literature that interest rates, inflation and real exchange rates adjust non-linearly due to the presence of transaction costs, inflation targeting and structural breaks. Balke and Fomby (1997) , for example, argue that adjustment to long-run equilibrium may exhibit a discontinuous behavior due to the presence of fixed adjustment costs, or transaction costs, or policy interventions, such as exchange rate management and commodity price stabilization. This may create a band in which prices may diverge and in which arbitrage opportunities exist. They characterize this behavior in terms of a threshold cointegration where the equilibrium error follows a threshold autoregression that is mean-reverting outside the band and has a unit root inside the band.
Other sources of non-linearity are inflation targeting and the opportunistic (approach to disinflation) behavior of central banks. According to Mishkin (2000) , inflation targeting is a monetary-policy strategy that involves the public announcement of medium-term numerical targets for inflation and an institutional commitment to price stability as the primary goal of monetary policy. With the adoption of inflation targeting, the reaction of the central bank may vary depending on whether inflation is above or below a particular target. Given that the central bank can influence the short-term interest rate, if the central bank is more worried about high inflation, then it would increase the interest rate more aggressively when the expected rate of inflation is above its target level than when it is close or below the target (Christopoulos and Leon-Ledesma, 2007) . With the increasing evidence of non-linear Phillips curve, Schaling (1999) extends inflation targeting with a non-linear Phillips curve and derives an asymmetric policy rule in which the nominal rate of interest responds more than one-for-one when forecast inflation is expected to increase and less than one-for-one when expected inflation is expected to decrease.
According to the proponents of the opportunistic approach to disinflation 2002, and Aksoy et al. ; , when inflation is moderate but still above the long-run target, the central bank should not take deliberate actions directed at fighting inflation but, rather, should wait for exogenous circumstances -such as favorable supply shocks and unforeseen recessions-to deliver the desired reduction in inflation. Similarly, when inflation is moderate but below the long-run objective, policymakers should not take deliberate countervailing actions but, rather, should wait for inflationary shocks and unforeseen expansions to bring inflation back toward the long-run level. On the other hand, when inflation is running substantially above or below its long-run target, policymakers should respond aggressively to bring inflation toward the long-run level.
Accordingly, inflation targeting and the opportunistic behavior of central banks can create a "band of inaction"
around the target inflation level. If inflation is outside the band of inaction, policymakers will take deliberate actions to bring inflation toward the target level -inside the band. Precisely, policymakers should raise the interest rate when inflation is above the upper limit of the band and lower it when inflation is below the lower limit of the band. Once inside the band, policymakers should behave opportunistically by accommodating shocks that bring inflation towards the target level and should focus on stabilizing output and employment around their potential levels (Orphanides and Wilcox, 2002) . Hence, the behavior of policymakers changes depending on whether inflation is inside or outside the band of inaction and, as a result, the time-series properties of inflation and interest rates change depending on whether inflation is inside or outside the band. Inside the band, they are divergent and may be characterized by unit root and outside the band they become mean reverting.
Prior to the 1997 Asian financial crisis, exchange rates in most of the crisis-hit countries were pegged to the U.S dollar under managed floating regimes, except the Philippines, which operated an independently floating regime.
Reports from the IMF (1998) indicated that one of the major reasons for the crisis was the pegged exchange rates relative to the U.S dollar. Because of the crisis, most of the crisis-hit countries announced a shift from an exchange rate-based monetary policy framework to the explicit adoption of inflation targeting (Chow and Kim, 2006) .
Conventionally, an inflation-targeting regime is accompanied by a flexible exchange rate regime, with the interest rate used as the monetary policy instrument. In particular, Indonesia, Korea, the Philippines and Thailand announced the use of the interest rate as the key monetary policy-operating instrument (Chow and Kim, 2006) . Since inflation targeting involves an institutional commitment to price stability as the primary goal of monetary policy, these countries have passed legal and institutional legislations to support their inflation targeting arrangements. Table 1 provides highlights of inflation targeting arrangements in these countries. Among the Asian crisis-hit countries, Malaysia is the exception, which shifted to a fixed exchange rate regime relative to the U.S dollar and imposed capital controls in September 1998 (Chow and Kim, 2006) .
[INSERT TABLE 1 HERE]
Another source of nonlinearity may arise because of structural breaks. Bierens (1997) argues that the presence of breaks might imply a broken deterministic trend, which is a particular case of a nonlinear time trend. Therefore, The Asian crisis, which started in Thailand early July 1997 with the collapse of the Thai baht due to severe speculative attacks, forced Thailand to adopt a managed floating exchange rate regime. The crisis quickly spread to neighboring countries and the currencies of Indonesia, Malaysia, the Philippines, Korea, and Singapore came under severe speculative attacks, which led to quick and huge depreciations in the countries' currencies with respect to the U.S. dollar and other major currencies.
Consequently, there are various reasons that make us believe that the behavior of oil prices may exhibit nonlinearity. This will have implications for linear models. In particular, if the true process is non-linear, then linear models will have very low power to reject a false unit root null.
This paper proceeds as follows. The next section presents the methodology. Section three provides the empirical results and Section four gives summary and conclusion.
Methodology
Empirically, stationarity of economic variables has been examined by employing linear models such as the ADF unit root test, which is based on the assumption that the speed of adjustment occurs continually and at a constant rate, regardless of the size of deviations from the equilibrium level. Formally, the ADF test is implemented by estimating ∑
Where is the logarithm of real oil price. The null hypothesis of stationary is tested against the stationary linear alternative . The speed of adjustment parameter is assumed to occur continually and at a constant rate, regardless of the size of the deviation from equilibrium with a half-life deviation of ⁄ .
Empirically, non-linearity is investigated through models that allow the autoregressive parameter to vary.
Such models include the smooth transition autoregression (STAR) model proposed by Granger and Terasvirta (1993) . In this model, adjustment takes place in every period but the speed of adjustment varies with the extent of deviations from equilibrium. There are two variants of the STAR model: the exponential STAR (ESTAR) model and the logistic STAR (LSTAR) model. The ESTAR model implies that the behavior of the variable exhibits symmetrical adjustment for deviations above and below the equilibrium level, whereas the LSTAR model implies asymmetrical adjustment. It should be noted that selecting ESTAR or LSTAR, a priori, is inappropriate for modeling the behavior of economic variables; oil prices in our case. However, one might argue that given that non-linearity is present, it is important to identify whether the ESTAR or LSTAR better fits the data because different regimes may have different dynamics with the speed of convergence changing with the extent of deviation from equilibrium.
Therefore, we consider the following representation of the STAR model for In the absence of non-linearities , the second term in (2) is zero and the model reverts to the linear ADF model defined in (1). However, if the true behavior of is governed by (2), then the linear ADF model would be misspecified and the estimate of would be inconsistent as it would be estimating as a combination of and in the true model (2). Thus, the crucial parameters are and . As mentioned earlier, the speed of convergence to the equilibrium level would gradually increase as the deviation from equilibrium rises in absolute value. This implies that for small deviations, may be characterized by unit root or even explosive behavior; that is, is admissible, but for large deviations, is mean reverting; that is, we must have and for global stability (Taylor et al. 2001) .
Following Terasvirta (1994) , the specification of the STAR model consists of three stages: first, specifying a linear autoregressive model; second, testing linearity for different values of the delay parameter , and if it is rejected, determining and; third, choosing between ESTAR and LSTAR by testing a sequence of nested hypothesis. The purpose of the first stage is to determine the appropriate lag length , which can be chosen by inspecting the partial autocorrelation function or by using some information criterion, such AIC or SIC. In this paper AIC is used. The second stage involves testing for the presence of nonlinearities in the adjustment process of using the following specification
The null hypothesis of linearity is tested against the alternative of nonlinearity 
Nonlinear Unit Root Tests
The mean reversion property of is examined using the nonlinear unit root tests developed by Kapetanios, Shin, and Snell (2003, hereafter, KSS) and Bierens (1997) . In general, we can differentiate between two types of nonlinearities. First, the presence of trade barriers, foreign exchange interventions, or heterogeneous agents creates a band of no-arbitrage where arbitrage is simply too expensive and thus, does not take place. This implies that the oil price behaves as nonstationary when inside the band. However, once outside the band for a sufficiently long time, arbitrage takes place moving the oil price towards its long-run level and it becomes increasingly reverting with the size of the deviation from the equilibrium level. Michael et al. (1997) , among others, argue that the shift between regimes is smooth rather than sudden because of time aggregation and individuals' behavior. To account for this possibility, the KSS test, which is based on smooth transition between regimes, is used. Moreover, the Asian countries may have experienced structural breaks over the sample period due to oil price shocks, Plaza Accord and the Asian crisis. Bierens argues that the presence of breaks might imply broken deterministic trends. A broken time trend is particular case of a nonlinear time trend. To account for this possibility, Bierens' test, which approximates the broken time trends by nonlinear deterministic trends, is used.
KSS test the unit root null against the alternative of nonlinear ESTAR but globally stationary process. The test is based on the following ESTAR model specification:
Where is the de-meaned or de-trended oil price, is a parameter determining the speed of mean reversion, and is an i.i.d. error term with zero mean and constant variance. For variables containing nonzero mean and/or a linear deterministic trend, KSS use the de-meaned and/or de-meaned and de-trended data. The unit root null is tested against the alternative of nonlinear but globally stationary process . However, testing this null directly is not feasible since is not identified under the null. To overcome this problem, KSS compute a first-order
Taylor series approximation to the ESTAR model under the null to obtain the auxiliary regression (8) and to allow for serially correlated errors, the auxiliary regression in (8) is augmented to obtain the following specification ∑
Where is the lag order. The null hypothesis of unit root to be tested in (8) or (9) is , while the alternative is .
Bierens (1997) argues that the presence of structural breaks might imply broken deterministic trends, which is a particular case of a nonlinear time trend. Bierens suggests approximating the broken time trends by nonlinear trends and proposes a test that considers the possibility of stationarity around a nonlinear deterministic trend under the alternative hypothesis. The test generalizes the ADF auxiliary regression by incorporating Chebishev polynomials in order to approximate the nonlinear deterministic trend. Bierens argues that because Chebishev polynomials are orthogonal and bounded, they have less power distortion than regular time polynomials. The ADF auxiliary regression with Chebishev polynomials is given by ∑ If is chosen too high, it may cause lack of power. Therefore, we report the results for different values of . The order is determined by AIC. 
Results

A visual inspection of the real oil prices expressed in terms of
[INSERT FIGURE 1 HERE]
As a preliminary step, the stationarity of is examined using the ADF test. The number of lags is determined by AIC. The results in table 2 indicate that the unit root null could not be rejected at the conventional significance levels in any cases.
[INSERT TABLE 2 HERE]
However, the sample period under study is an historical period over which some Asian countries have experienced major economic and financial events that may have caused structural breaks in their oil prices. To explore this possibility, we apply Zivot and Andrews (1992) and Lumsdaine and Papell (1997) 
[INSER TABLES 3 HERE]
The results reported in table 3 provide only limited support for the stationarity of oil prices. Thus, using models that allow for endogenously determined structural breaks in the data generating process of oil prices provides only very limited evidence of stationarity.
Although models that allow for structural breaks are more powerful than the linear ADF test in the presence of breaks, they do not consider non-linearities. If non-linearity is present, applying the aforementioned tests might be misleading. Because there are reasons that make us believe that non-linearities may be present in the behavior of oil prices, the next section explores this possibility using non-linear models.
Linearity Test
The results of conducting the linearity test are presented in table 4 over the range for the delay lag length { }. In most cases, the optimum order is between one and four quarters indicating a rather fast response to shocks and that market participants react to deviations with a delay of one to four quarters. The optimum autoregressive order is determined by AIC. The table reports the p-values for test statistics for the null hypothesis of linearity against the alternative of non-linearity ( at least one ). If linearity is rejected for more than one value of , the one that has the smallest p-value associated with the linearity test is selected. The results decisively reject the null of linearity at conventional significance levels in all cases, which suggests that the behavior of real oil prices expressed in the domestic currencies of these countries is nonlinear over the range { }.
[INSER TABLE 4 HERE]
Regarding the type of non-linearity, the results in table 5 decisively reject the null of linearity in favor of the ESTAR model in most cases. Notably, LSTAR-type non-linearity is established in Japan for the four oil prices. This suggests that in most cases, oil prices adjust symmetrically for price increase and decrease. In the case of Japan, the results suggest that oil prices adjust asymmetrically for oil price increase and decrease.
[INSER TABLE 5 HERE]
These findings of non-linearities have some important implications. First, linear models of unit root tests are misspecified and have very low power to reject a false unit root null. Second, given the significant amount of nonlinearity present in oil prices, the results of previous studies employing linear models may not be valid. Third, we find strong evidence of symmetrical adjustment (ESTAR-type non-linearity) in most cases. This implies that the behavior of real oil prices when increasing to the equilibrium level is not different from its behavior when decreasing to the equilibrium level, except in the case of Japan. Table 6 presents the results of applying the KSS tests. Following KSS, we report three tests: the test on the raw data, the de-meaned data, and the de-meaned and de-trended series. The tests are applied with and without lags. The number of lags is selected by AIC. 4 The results suggest evidence of stationary oil prices in all the cases, except Japan where the null could not be rejected for the four oil prices, and Korea, the Philippines and the U.S, where null could not be rejected for Brent oil price.
Nonlinear Unit Root Tests
[INSER TABLE 6 HERE]
The results from applying Bierens (1997) can be rejected in all the cases. Precisely, in the majority of the cases the unit root null is rejected by the and tests, producing a left-side rejection, and the with right-side rejection. With this outcome, it is not possible to distinguish between mean stationarity, linear trend stationarity, or stationarity around a nonlinear trend.
In most cases, the unit root null is rejected for a low order of ( . Although the unit root null is rejected for Japan by Bierens' tests (the and tests, producing a left-side rejection, and the with right-side rejection) we cannot distinguish between the three alternatives. However, for , the unit root null is rejected in Japan for Dubai and World oil prices by the test with a right-side rejection, indicating non-linear trend stationary. Also, the unit root null is rejected in Malaysia, Singapore and the U.S for WIT oil price by the test with a right-side rejection, indicating non-linear trend stationary.
[INSER TABLE 7 HERE]
Thus, using the KSS and Bierens' tests that allow for non-linearities, we are able to find evidence of stationarity in all the cases. Our findings suggest that the behavior of real oil prices is non-linear; therefore, any analysis using oil prices should take into account these non-linearities. Our results are important from theoretical as well as policymaking perspectives. For instance, given the significant amount of non-linearities present in oil prices, applying linear models to oil prices may produce miss-leading results. Moreover, based on our results that real oil prices for the countries under consideration are non-linear stationary, shocks to oil prices will have only temporary effects, and they will tend revert to their long-run equilibrium levels. Hence, policy-makers in these countries may have some discretionary power over oil prices.
Summary and Conclusion
This paper utilizes non-linear models to examine the stationarity of real oil prices (Brent, Dubai, WIT and World) over the period 1973:2-2011:2. Real oil prices are calculated and expressed in the domestic currencies of seven Asian countries (Indonesia, Japan, Korea, Malaysia, the Philippines, Singapore and Thailand) and in the U.S dollar.
We carry out a comprehensive treatment of the behavior of real oil prices by (1) testing formally for the presence of non-linearities in the real oil prices; (2) differentiating between symmetrical and asymmetrical types of nonlinearities; (3) examining the stationarity of oil prices using unit root tests that allow for two types of non-linearities (smooth transition and nonlinear deterministic trends).
Applying linear unit root tests with and without structural breaks shows very limited evidence of stationarity.
However, applying non-linear models shows evidence of non-linearity in all the cases. In most cases, we find significant evidence of exponential smooth transition autoregression (ESTAR) type non-linearity. Notably, the results for Japan suggest logistic (LSTAR) type non-linearity for the four oil prices. Applying unit root tests that account for two types of non-linearities (smooth transition and nonlinear deterministic trends) reveals evidence of stationarity in all the cases.
The results suggest that linear models may not be appropriate in modeling the behavior of oil prices. Also, imposing, a priori, the type of non-linearity may not be appropriate for modeling the behavior of oil prices.
However, one might argue that given that non-linearity is present, it is important to identify whether the ESTAR or LSTAR better fits the data because different regimes may have different dynamics with the speed of convergence changing with the extent of deviation from equilibrium. A possible explanation for these non-linearities is the existence of trade barriers, such as transport and transaction cost, which can create a band within which prices are non-stationary. Another explanation is the existence of structural breaks. Our results are important from theoretical and policy-making perspectives. For instance, given the significant amount of non-linearities present in oil prices for the countries under consideration, applying linear models to oil prices may produce miss-leading results. Moreover, based on our results that real oil prices are non-linear stationary, shocks to oil prices will have only temporary effects, implying that oil prices are mean-reverting. Hence, policy-makers in these countries may have some discretionary power over oil prices. , denotes that the test is applied on the raw, de-meaned, and de-meaned and de-trended oil prices, respectively. *, **, *** denote rejection of the null hypothesis of unit root at the 1%, 5%, and 10% significance levels, respectively. The 1%, 5%, and 10% critical values are -2.82, -2.22, and -1.92 for the raw data, -3.48, -2.93, and -2.66 for de-meaned data, -3.93, -3.40, and -3.13 for de-trended data. Source: Kapetanios et al. (2003) . Number of lags is selected by AIC. 
