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The  study  presented  in this  paper  discusses  a discontinuum-based  model  for investigating  strength  and
failure  in  sedimentary  rocks.  The  model  has been  implemented  by UDEC to incorporate  an  innovative
orthotropic  cohesive  constitutive  law  for contact.  To reach  this  purpose,  a user-deﬁned  model  has  been
established  by creating  dynamic  link  libraries  (DLLs)  and  attaching  them  into  the  code.  The  model  repro-
duces  rock  material  by  a dense  collection  of irregular-sized  deformable  particles  interacting  at their
cohesive  boundaries  which  are  viewed  as  ﬂexible  contacts  whose  stress-displacement  law  is  assumed
to  control  the fracture  and  the  fragmentation  behaviours  of  the  material.  The  model  has  been applied
to  a  sandstone.  The  individual  and  interactional  effects  of the  microstructural  parameters  on the  mate-rthotropic cohesive interface
iscrete element method
rial compressive  and  tensile  failure  responses  have  been  examined.  In  addition,  the  paper  presents  a
new methodical  calibration  procedure  to ﬁt  the  modelling  microparameters.  It  is shown  that  the  model
can  successfully  reproduce  the  rock  mechanical  behaviour  quantitatively  and  qualitatively.  The  study
also  shows  how  discontinuum-based  modelling  can  be  used  to characterize  the  relation  between  the
microstructural  parameters  and  the macro-scale  properties  of a material.
©  2013 Institute  of  Rock  and  Soil  Mechanics,  Chinese  Academy  of  Sciences.  Production  and  hosting  by
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L. Introduction
The discrete element method (DEM) has been vastly used to
apture the sequences of separation and reattachment observed
n the fragmentation process of brittle materials. Formulation and
evelopment of the DEM have progressed over years since the pio-
eering study of Cundall (1971). Jing and Stephansson (2007) have
omprehensively provided the fundamentals of the DEM and its
pplication in rock mechanics.
According to the solution algorithm used, the DEM implemen-
ations can be divided into two groups of explicit and implicit
ormulations. The most popular representations of the explicit DEM
re the computer codes of particle ﬂow code (PFC) and univer-
al distinct element code (UDEC) (Itasca Consulting Group Inc,
008a,b).∗ Tel.: +44 115 951 4108.
E-mail address: tohid.kazerani@nottingham.ac.uk
eer review under responsibility of Institute of Rock and Soil Mechanics, Chinese
cademy of Sciences.
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ttp://dx.doi.org/10.1016/j.jrmge.2013.07.002
p
t
2
m
i
m
A
r
i
s
BElsevier  B.V.  All  rights  reserved.
Cundall and Strack (1979) showed how the DEM could be
mployed to simulate behaviour of granular media, and Potyondy
nd Cundall (2004) showed how a similar approach could be used
o model rock material as a dense packing of particles interacting
t their contact points. The signiﬁcant advantage of this approach
s to model crack as a real discontinuity. In addition, compli-
ated empirical constitutive behaviour can be replaced with simple
article/contact logic. In this context, stress-displacement rela-
ion of contact, i.e. micromechanical constitutive law characterizes
acroscopic behaviour of the model.
Generally speaking, two types of particle geometries have been
dopted to reproduce rock texture, i.e. rounded grains, vastly exam-
ned by PFC (e.g. Potyondy and Cundall, 2004; Lobo-Guerrero et al.,
006; Yoon, 2007; Schöpfer et al., 2009; Wang and Tonon, 2009;
obo-Guerrero and Vallejo, 2010), and polygonal particles usually
roduced through the Voronoi diagram generator or the Delaunay
riangulation algorithm (e.g. Kazerani and Zhao, 2010; Lan et al.,
010; Mahabadi et al., 2010; Kazerani et al., 2012).
Geometrically, it may  be sound that the polygonal conﬁguration
ay  be the most representative of the mineral structure observed
n crystalline rock. However, the vast majority of micromechanical
odels have been carried out by rounded (disc-shaped) particles.
s discussed by Potyondy and Cundall (2004), modelling by using
ounded particles fails in accurate reproduction of rock mechan-
cal behaviour. They showed that calibrating PFC to the uniaxial
trength gave a very low triaxial strength. In addition, predicted
razilian tensile strength of rock was approximately 0.25 times the
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niaxial compressive strength. Comparing various types of rocks,
his value is unacceptably high as the ratio of tensile to compressive
trength is typically reported around 0.05 to 0.1 (Hoek and Brown,
998). It is generally argued that these shortcomings are due to that
he rounded particles cannot represent the irregular-shaped and
nterlocked grains of rock appropriately. To resolve this problem,
ifferent solutions have been proposed, e.g. ﬂat joint formulation
two contact points per bond) in PFC provided by Itasca (Itasca
onsulting Group Inc, 2008a), controlled bond density conﬁgura-
ion in YADE (Kozicki and Donzé, 2008), and in earlier time the
o-called cluster (Potyondy and Cundall, 2004) and clump log-
cs (Cho et al., 2007). The clumped and cluster models are more
onvincing in reproducing the random geometry of igneous rock
rains, however, inter-grain contact is still puncticular (no physical
ontact area). In addition, some PFC microparameters, e.g. coefﬁ-
ient of friction, contact modulus and parallel bond modulus, show
o effect on the model response, and thus are deprived of physi-
al sense. As Kazerani and Zhao (2010), Mahabadi et al. (2010) and
an et al. (2010) mentioned, using polygonal particles enhances the
imulation as they can represent mineral interaction efﬁciently.
This research aims to create a numerical model to study tensile
nd compressive failures in sedimentary rocks. The model involves
 two-dimensional (2D) microstructural simulation based on the
EM coupled with the fracture process zone (FPZ) theory. The UDEC
as been employed to implement the model. The software has
een developed by creating DLLs and attaching them into the code.
n addition, a pre-processor programme has been built to gener-
te arbitrarily-sized particles based on the Delaunay triangulation
lgorithm (Du, 1996).
In the literature, there are two alternatives for modelling
aterials microstructure, i.e. (a) rigid particles with local springs
decoupled method) and (b) deformable particles in contact with
ero-thickness interfaces having arbitrarily high contact stiffness
coupled method). Both the ways are of advantages and disad-
antages. While in the former rigid particles causes undesired
istortion in the wave travelling through the model, the latter
uffers from an acute shortage of a physical deﬁnition for the inter-
acial stiffness. The novelty of this research is actually to open a
iddle way to beneﬁt from the advantages of both the ways while
voiding the shortcomings. In this study, material microstructure
as been reproduced by using elastic particles and contacts for the
tiffness of which a physical deﬁnition has been provided. This def-
nition has been developed by introducing the FPZ theory into the
odelling. This is discussed in Section 2.1.1 and Appendix in detail.
. UDEC numerical modelling
As a ﬁnite difference-discrete element coupled code, UDEC per-
its 2D plane-strain and plane-stress analyses. As mentioned, rock
icrostructure is to be modelled as an assemblage of distinct
eformable particles whose boundary behaviour is dominated by
he so-called contact law. In this simulation, particles are assumed
o be of the same elastic properties with the rock, and the interfaces
etween the particles account for potential fracture. The particle
ssemblage is generated randomly to capture rock heterogeneity
nd diverse fracture patterns where each particle is individually
iscretized by constant strain triangular (CST) elements as pre-
ented in Fig. 1.
A perturbation within this particle assemblage, caused by an
pplied excitation, propagates through the whole system and leads
o the particles movement. The solution scheme is identical to
hat used by the explicit ﬁnite difference method for continuum
nalysis. Solving procedure in UDEC alternates between the appli-
ations of a stress-displacement law at all the contacts, and the
a
f
g
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ewton’s second law for all the particles. The contact stress-
isplacement law is used to ﬁnd the contact stresses from the
nown displacements. The Newton’s second law gives the parti-
les motion resulting from the known forces acting on them. The
otion is calculated at the grid points of the CST elements within
ach elastic particle. Then, application of the material constitutive
elations gives new stresses within the elements. Fig. 1 schemati-
ally presents the calculation cycle in UDEC together with a brief
eview of basic equations.
In this study, an orthotropic cohesive law has been developed
or contact to capture strength, brittleness and anisotropy of rock.
rthotropy has been provided by assuming contact to have differ-
nt tensile and shear behaviours in terms of strength, stiffness and
ltimate displacement.
The FPZ theory has been also introduced into modelling by
ssuming contacts to follow a decaying stiffness at pre-failure in
rder to represent the damage behaviour of the FPZ. At post-failure,
ontact endures different stress softening depending on whether it
ndergoes tension or shear.
The stress  applied on the contact surface is deﬁned as
 = (ıeff, kt, ks, tc, cc, ϕc) (1)
here ıeff is the contact effective displacement; kt and ks denote
he contact initial stiffness coefﬁcients in tension and shear, respec-
ively; and the parameters tc, cc, and ϕc characterize the strength of
ontact which represent strength parameters of rock microstruc-
ure. They are respectively referred to as contact tensile strength,
ontact cohesion, and contact friction angle. ıeff is deﬁned as
eff =
{√
ı2n + ı2s (ın≥0)
ıs (ın < 0)
(2)
here ın and ıs are the normal separation and shear sliding over
he contact surface, respectively. ın is assumed positive where con-
act undergoes opening (tension). As Eq. (2) implies, by assumption
hen two  bonded grains are being detached the total elongation
hat the bond endures is taken into account to calculate the total
tress acting upon the grains boundary. This stress then is decom-
osed to produce normal and shear components. On  the other hand,
f the grains slide past each other under compression, normal and
hear components of the boundary stress are calculated separately.
ach of the stress components is controlled only by the correspond-
ng contact displacement component, i.e. shear stress by ıs and
ormal compressive stress by ın. ın is then the amount of numerical
verlapping at the grains touch point (see Eq. (13)).
.1. Deﬁnition of contact stiffness coefﬁcient
The majority of the microstructure models by DEM or lat-
ice simulation assume rigid particle and zero-mass local springs
decoupled mass-stiffness method). Although offering mathemat-
cal relations for the spring stiffness (e.g. Zhao et al., 2011), these
odels are suffering from travelling wave distortion. Alternatively
here have been attempts to model material as a structure involv-
ng deformable particles in contact with zero-thickness interfaces
i.e. couples mass-stiffness method), where particles have the same
lastic properties with the physical material and contact stiffness
ust be set inﬁnite to avoid reduction in the global stiffness of the
ystem. However, the implementation of this ideal assumption is
ractically impossible as it makes the numerical solving procedure
nvolved with instabilities known as ill-conditioning (e.g. Babuska
nd Suri, 1992; Chilton and Suri, 1997). In practice, contact (inter-
ace) stiffness is arbitrarily reduced but not so much as the system
lobal stiffness is altered noticeably (e.g. Zhai et al., 2004; Pinho
t al., 2006; Elmarakbi et al., 2009). This study provides a physical
380 T. Kazerani / Journal of Rock Mechanics and Geotechnical Engineering 5 (2013) 378–388
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xplanation for the contact stiffness using which contact stiffness
an be deﬁned.
The FPZ theory suggests that fracture should not be regarded
nly as a material detachment, but the role of complex damage
echanisms at the crack-tip area must be also taken into account.
ince the model does not assume damage in particle, contact must
epresent material deterioration within the FPZ. Thus, prior to
racture initiation, the contact (initial) stiffness coefﬁcient is con-
idered as
t = Ew , ks =
G
w
(3)
here E and G are the Young’s modulus and shear modulus of the
ntact material, respectively; and w is the thickness of the pro-
ess zone ahead the fracture. Contact is assumed to lose stiffness
radually upon opening to represent local material deterioration as
racture initiates. Hence, a nonlinear relation is adopted to describe
he contact pre-peak stress-displacement behaviour. The slope of
he relation should gradually decay from the initial value at the
rigin as suggested by Eq. (3) to zero at the peak strength (see Fig. 2).
Two closed-form expressions are provided in Appendix for the
PZ thickness. Using them, the contact initial stiffness coefﬁcients
n plane-stress are expressed ast = E
2t
4K2IC
, ks = GEt
4K2IIC
(4)
A
S
ıticle and contact used to form rock microstructure (right).
And in plane-strain condition, they are
t = E
2t
4(1 − 2)K2IC
, ks = GEt
4(1 − 2)K2IIC
(5)
here  is the Poisson’s ratio.
The ratio of the initial stiffness coefﬁcients is
ks
kt
= 1
2(1 + )
(
KIC
KIIC
)2
(6)
.2. Stress-displacement relation of contact
The stress-displacement relation for a contact undergoing sep-
ration is expressed through
 =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ktıeff exp(−ıeff/ıct) (ıeff ≤ ıct)
tc(1 − D) (ıct < ıeff ≤ ıut ∧ ıeff = ımax)
kredıeff (ıct < ıeff ≤ ıut ∧ ıeff < ımax)
0 (ıeff > ıut)
(7)
here ıct is the critical tensile displacement of contact beyond
hich cohesive softening happens, and ıut is the ultimate tensile
isplacement of contact at which contact loses its entire strength.
s illustrated in Fig. 2a, at the peak point, we have  = tc and ıeff = ıct.
ubstituting these values in Eq. (7) and solving it for ıct yield
ct = e tc
kt
(8)
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Table 1
Material properties and model microparameters.
Material properties Model microparameters
Tensile strength ( ) Tensile strength of contact (t )
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to Transjurane sandstone (TS). They comprise modelling samples ofig. 2. Stress-displacement behaviour of a cohesive contact (arrows denote loading,
nloading and reloading paths).
here e is the base of the natural logarithm.
When ıeff ≤ ıct, stress-displacement behaviour is assumed non-
inear but elastic, i.e. the unloading and reloading paths are the
ame and no energy dissipates through contact opening; the gov-
rning nonlinear equation is the exponential traction-separation
aw described by Xu and Needleman (1996). As ıeff exceeds ıct,
ontact failure happens and it is permitted to release energy in
nloading-reloading cycles. The damage variable is then deﬁned
y
 = ımax − ıct
ıut − ıct
(9)
here ımax is the maximum effective displacement that contact has
ndergone (see Fig. 2a). Fracture healing is therefore avoided as D
ither increases or remains constant. When ı < ımax (unloading-eff
eloading cycles), contact follows a linear stress-displacement path
here kred is the ratio of stress to effective displacement at ımax (see
ig. 2a).
t
s
Ct c
Internal cohesion (c) Cohesion of contact (cc)
Internal friction angle (ϕ) Friction angle of contact (ϕc)
When contact is sheared under compression, the stress-
isplacement law is described as
 =
{
ksıeff exp(−ıeff/ıcs) (ıeff ≤ ıcs)
res = −ktın tan ϕc (ıeff > ıcs)
(10)
here res is the post-failure residual strength of contact which
s supplied by the particle boundary friction. In shearing, no post-
ailure softening is considered as it is assumed that the frictional
ffects appear instantly after contact failure.
Like tension, the critical displacement of contact in shear is cal-
ulated by
cs = e cc
ks
(11)
In the post-peak region, contact follows a linear unloading-
eloading behaviour (Fig. 2b) where the stress increment at each
eformation step is calculated by
 =
{
ksıeff ( < res)
0 ( = res)
(12)
Ultimately, the normal and shear components of contact force
re obtained through
n =
⎧⎨
⎩ −
ın
ıeff
ac (ın≥0)
−ktınac (ın < 0)
(13)
s = − ıs
ıeff
ac (14)
here ac is the contact surface area.
.3. Contact fracture energy
The area under the curve in Fig. 2a represents the energy needed
o fully open the unit area of contact surface. Since contact is the
umerical representation of fracture, this area should be equal to
he fracture energy, Gf. Thus,
f =
∫ ıut
0
dıeff = tc
ıut + ıct(2e − 5)
2
(15)
. Model calibration
Table 1 lists modelling parameters which are referred to as
icroparameters beside the analogous material properties. A
icromechanical investigation by the model requires proper selec-
ion of the microparameter by means of a calibration process
n which responses of the model are compared directly to the
bserved responses of the physical material. These comparisons are
ade at the laboratory scale and include tensile and compressive
ests results.
In this study, a group of simulations are generated and calibratedhe Brazilian tension, uniaxial compression and triaxial compres-
ion tests. TS is the main rock type near the Jura Mountains in the
anton of Jura, Switzerland, which has been vastly tested in the rock
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Table  2
Mechanical properties of TS.
Young’s
modulus, E (MPa)
Poisson’s
ratio, 
Mode-I fracture
toughness, KIC
(MPa m1/2)
Mode-II
fracture
toughness, KIIC
(MPa m1/2)
Internal
cohesion, c
(MPa)
Internal
friction
angle, ϕ (◦)
Brazilian
tensile
strength,
BTS (MPa)
Uniaxial
compressive
strength, UCS
(MPa)
Grain size
range
(mean)
(mm)
12,500 0.3 0.7 0.8 8.5 41 2.8 40 1–3 (2)
Table 3
Contact initial stiffness coefﬁcients for simulation of TS samples.
Brazilian model Compressive model
Contact normal stiffness Contact shear stiffness Contact normal stiffness Contact shear stiffness
m
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Tcoefﬁcient in plane-stress, kt coefﬁcient in plane-stress, ks
2.44 × 105 6.57 × 104
echanics laboratory of the Swiss Federal Institute of Technology
EPFL). Its average standard mechanical properties and mean grain
ize are listed in Table 2.
According to the specimens’ geometry and loading condition,
 plane-strain (axisymmetric) and a plane-stress analysis are
dopted for the compressive and Brazilian models, respectively.
amples are placed between two steel platens whose interfacial
riction angle is assumed 5◦. The contact initial stiffness coefﬁcients
btained through Eqs. (4) and (5) are listed in Table 3.
The samples are built by particles with a mean edge size equal
o the TS grains average size, i.e. 2 mm.  The coefﬁcient of vari-
tion in particle generation process is taken 0.1 mm  which ends
p assemblages containing particles whose dimension is between
.4 mm and 2.6 mm.  The generated compressive and tensile sam-
les are 30 mm × 70 mm and 70 mm × 70 mm,  respectively, and
nclude 740 and 1134 particles. Fig. 3 presents two representative
ompressive and tensile samples.
An axial-strain increment is applied to the upper and lower
latens of the systems by setting a very low axial displacement rate,
.e. 10−4 m/s  for a number of steps, e.g. 5000 steps. The compres-
ion is then stopped by setting the displacement rate to zero, and
he systems are cycled until quasi-static equilibrium is reached.
uring this process, the reaction force at both the upper and
ower supports is continuously recorded to generate stress-strain
urves.
p
a
i
Fig. 3. Compressive and tensile samcoefﬁcient in plane-strain, kt coefﬁcient in plane-strain, ks
2.68 × 105 7.22 × 104
The model tensile strength is measured through the following
quation:
t = 2FmaxtD (16)
here Fmax is the maximum axial force recorded, D and t denote the
ample diameter and thickness where t is unit for 2D simulation.
In the following, the tensile and the uniaxial compressive
trengths obtained from the modelling are denoted by t and c,
espectively, versus the laboratory measurements for the BTS and
CS of TS.
.1. Parametric study
A parametric study is carried out to determine which micropa-
ameter has the largest impacts on which model macroscopic
esponse. Values of cc and ϕc are initially given the UCS and the
nternal friction angle of TS, respectively, while tc is changing.
onsidering Eq. (A.13), the mixed-mode fracture energy, Gf, of
S is calculated as 81.5 J/m2 and 87.1 J/m2 for plane-strain and
lane-stress, respectively. ıut is then calculated by Eq. (15) for each
ssumed value of tc as listed in Table 4.
As expected, the model global strength is dependent of tc. Fig. 4a
ndicates a linear relation between tc and t, while the uniaxial
ples generated by the model.
T. Kazerani / Journal of Rock Mechanics and Geo
Table  4
Values of contact tensile strength and corresponding ultimate displacements for TS
simulation.
tc (MPa) tc/BTS ıut (mm)
Compressive test Brazilian test
2.8 1 0.0512 0.0566
5.6 2 0.0249 0.0283
8.4 3 0.0141 0.0189
11.2 4 0.0123 0.0142
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m14 5 0.0101 0.0113
16.8 6 0.0089 0.0094
19.6 7 0.0072 0.0081
ompressive strength, c, is not sensibly changing. Note that the
xes are normalized to BTS = 2.8 MPa, and UCS = 40 MPa.
By establishing a linear regression ﬁt to the data, tc is estimated
0.97 MPa  to have t = BTS. Repetition of the simulation using this
alue results in t = 2.9 MPa  which is very near the TS BTS.
Given obtained tc, the sensitivity of the model to cc and ϕc is
xamined as presented in Figs. 4b and c. As seen c is highly inﬂu-
nced by cc and ϕc, but it does not change with ϕc when ϕc < ϕ. On
he other hand, t is independent of cc and ϕc. This implies that
he model global tensile strength is controlled only by the contact
ensile strength and the obtained tc (= 10.97 MPa) is thus the target
alue.
.2. Design of experiment
The calibration process is carried out by using a group of sta-
istical techniques known as the design of experiment (DOE). The
OE is an efﬁcient, structured and organized discipline to quanti-
atively evaluate the relations between the measured responses
f an experiment and the given input variables called factors
NIST/SEMATE, 2003). The objective of the DOE is to observe how
nd to what extent changes in the factors inﬂuence the response
ariables. There are many different DOE methods. The best choice
epends on the number of factors involved and the accuracy level
equired. Kennedy and Krouse (1999) presented the details for
ifferent DOE methods and categorized them based on the experi-
ental objectives they meet.
The DOE begins with the deﬁnition of the experiment objectives
nd the selection of the input/output variables. In our purpose, the
nknown microparameter (i.e. cc and ϕc) are chosen as the factors;
nd the assemblage macroscopic responses in terms of internal
ohesion (c) and internal friction angle (ϕ) are considered as the
esponses..2.1. Estimation of factors range
To carry out the DOE we need to estimate the range of the
actors. As Fig. 4b suggests, the contact cohesion should be about
a
m
I
Fig. 4. Effect of contact microparameters on tensile and cotechnical Engineering 5 (2013) 378–388 383
.5 UCS, the model demonstrates a uniaxial compressive strength
lose to that of TS. Hence, target cc is guessed to be between
.25 UCS and 0.75 UCS, i.e. 10 MPa  to 30 MPa. On the other hand,
s the model response does not vary for ϕc < 0.5ϕ, 0.85ϕ and 1.15ϕ
34.85◦ and 47.15◦) are taken the lower and upper bounds for ϕc.
.2.2. Central composite design
Depending on the level of accuracy required, a complete
escription of the response behaviour might need a linear, a
uadratic or even a higher-order DOE. Under some circumstances,
 design involving only main effects and interactions may be appro-
riate to describe a response surface when analysis of the results
eveals no evidence of pure quadratic curvatures in the response of
nterest. As Fig. 4 implies, there is, however, a probability of exist-
ng interaction between the factors. Hence, a quadratic model is
ecessary to satisfy our objective. As an efﬁcient quadratic model,
he central composite design (CCD) is applied for the estimation
f nonlinear relations between the microparameter and the model
acroscopic responses.
CCD provides high quality prediction of a response surface over
he entire design space, including linear, quadratic, and interac-
ion effects. It contains an imbedded factorial or fractional factorial
esign with centre points that are augmented with a group of star
oints that allow estimation of curvature (see Table 5). If the dis-
ance from the design space centre to a factorial point is assumed
1, the distance from the design space centre to a star point will
e ±. The precise value of  depends on the number of factors
nvolved. Since there are two  factors in the model (i.e. cc and ϕc),
 = 21/2 ≈ 1.414, and the number of factorial runs will be four
NIST/SEMATE, 2003).
The levels ±1 represent the upper and lower bounds of the fac-
ors. The value of each factor at the centre point is deﬁned as the
rithmetic mean of the upper and lower bound values. Given the
ower and upper bounds, the centre, factorial, and star points are
alculated as listed in Table 6.
CCD offers a limited number of combinations for the factors.
hese combinations are collected in a matrix called design matrix
s listed in Table 5. This matrix is converted to the matrix of the
eal factors, i.e. microparameter by the transformation formula
xpressed at the last column in Table 6. The uniaxial and triax-
al compression tests are then simulated using each set of the
CD-suggested microparameter, and the predictions for conﬁning
ressures of 0, 3 and 6 MPa  are recorded in Table 7. Using the out-
uts of each run, internal cohesion and internal friction angle of the
odel are calculated as the DOE responses.
For each run, the particle assemblage is separately created. In
ddition, the simulations are repeated for ﬁve times with the same
icroparameter at the centre points (see runs 9 to 13 in Table 7).
t is because the particle assemblage is generated arbitrarily and
mpressive strength of model; axes are normalized.
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Table  5
Complete design matrix for central composite design.
Run Point type Factor 1 (x1) Factor 2 (x2)
1 Corner (1) –1 –1
Level 1
Level 2
Level 3
Level 4
Level 5
Level1
Leve l2
Lev el 3
Leve l4
L ev e l5
x2
x1
(1) (2)
(4)(3)
(a)
(b)
(d)
(c)
(i~v)
Factorial point
5 additional
centre points
Star point
2 Corner (2) +1 –1
3  Corner (3) –1 +1
4  Corner (4) +1 +1
5  Star (a) –1.414 0
6  Star (b) +1.414 0
7  Star (c) 0 –1.414
8  Star (d) 0 +1.414
9  Centre (i) 0 0
10  Centre (ii) 0 0
11  Centre (iii) 0 0
12  Centre (iv) 0 0
13  Centre (v) 0 0
Table 6
Deﬁnition of factors and numerical value of microparameter at each coded level.
Coded factor Corresponding microparameter Value of microparameters at coded levels Transformation
formula
–  ˛ –1 0 +1 +˛
1
3
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Cx1 Contact cohesion, cc (MPa) 5.86 
x2 Contact friction angle, ϕc (◦) 32.3 
wo numerical runs might produce slightly different results. Hence,
he CCD predictively carries out this repetition to minimize the
ariability in modelling.
The targeted response parameters are statistically analyzed by
pplying the above data in the statistical software of JMP (Sall et al.,
007). The data are evaluated using the Fischer test, and quadratic
odels are generated for each response parameter using multi-
le linear regression analysis, analysis of variance and a backward
limination procedure. A numerical optimization procedure using
esirability approach is ultimately used to locate the optimal sett-
ngs of the formulation variables in view to obtain the desired
esponse (Park and Park, 2010).
Using the data presented in Table 7, the following equations
etween the model macroscopic response and the coded factors
re constructed eventually:c = 8 + 5.52x1 − 3.07x2 − 2.2x1x2 + 0.83x21 + 0.16x22
ϕ = 37.6 − 8.18x1 + 16.89x2 + 2.48x1x2 + 0.66x21 + 0.44x22
}
(17)
B
c
m
able 7
CD-suggested design matrix and obtained results.
Run Microparameters matrix DOE responses 
cc (MPa) ϕc (◦) c (MPa) 
1 10 34.85 4.1 
2  30 34.85 18.2 
3  10 47.15 2.6 
4  30 47.15 7.9 
5  5.86 41 1.7 
6  34.14 41 19.2 
7  20 32.3 13.6 
8  20 49.7 4.6 
9  20 41 8 
10  20 41 5.7 
11  20 41 6.1 
12  20 41 6 
13  20 41 5.6 0 20 30 34.14 cc = 10x1 + 20
4.85 41 47.15 49.7 ϕc = 6.15x2 + 41
Comparison of the multipliers in the above equations jus-
iﬁes the necessity of CCD as a quadratic model. Solving the
quations for c = 8.5 MPa  and ϕ = 41◦ of TS gives x1 = 0.292 and
2 = 0.323. These are coded factors that should be transformed to
ncoded values by using the transformation equations. Eventu-
lly, cc = 22.92 MPa  and ϕc = 42.99◦ are obtained as the targeted
icroparameters.
. Solution veriﬁcation
.1. Quantitative comparison
The obtained microparameters are used as input for new sim-
lations which are expected to give the closest match with the
aboratory test in terms of the Young’s modulus, Poisson’s ratio,
razilian tensile strength, uniaxial compressive strength, internal
ohesion, and internal frictions angle.
Since different assemblage arrangements result in different
odel strengths, ﬁve models with different particle arrangements
Model results for compression test (MPa)
ϕ (◦) 3 = 0 MPa  3 = 3 MPa  3 = 6 MPa
33.5 17.19 21.46 37.97
16.4 48.23 55.12 58.96
60.2 19.02 62.57 103.91
53 53.39 61.1 107.1
51.4 10.65 33.22 59.71
22.3 56.59 65.35 69.94
11 33.01 37.71 41.84
61.8 36.07 85.14 130.87
37.6 34.45 40.61 59.25
48.9 35.81 40.23 78.54
45.9 34.03 40.35 70.58
48.7 36.41 43.14 78.68
48.7 34.91 40.57 77.11
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Table  8
Experimental properties of TS versus model predictions.
Property E (GPa)  t (MPa) c (MPa) c (MPa) ϕ (◦)
Experimental value 12.5 0.3 2.8 40 8.5 41
Numerical mean 12.7 0.31 2.9 39.8 8.5 40.7
Standard deviation 0.3 0.01 0.36 1.85 0.51 1.24
3.57 
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the sample and the wedge-shaped zone created beneath the platen
are fairly captured.Relative error (%) 1.61 3.33 
re created. Table 8 lists the results of mean, standard deviation and
elative error percentage that show fair agreement with the exper-
mental measurements where the relative error is always less than
%.
Though the targeted microparameters are expected to
rovide a close match, little variations in the numerical
esults are unavoidable because of the inherent random-
ess of particle placement in the model generation. Note
hat this is not regarded as a disadvantage as two sep-
rate experimental tests on rock material necessarily do
ot lead to identical results due to rock heterogeneity. In
act, the randomness of the particle arrangement compara-
ly represents rock heterogeneity when material anisotropy is
ntroduced into calculation by the adopted orthotropic contact
aw.
Comparisons between the stress-strain curves for the laboratory
est and a representative TS simulation are presented in Fig. 5a.
ote that some special aspects for rock behaviour such as clo-
ure of initial ﬂaws and pores are not captured in the modelling.
his causes the stress-strain curves obtained in the simulation
o be slightly different from those of the laboratory tests par-
icularly where the initial nonlinearity is not reﬂected in the
odelling.
The elastic constants for the laboratory testing were obtained
rom the middle portions of the curves where relatively linear
elation between stress and strain is maintained. For numer-
cal simulations, those are computed using stress and strain
ncrements occurring between the start of the test and the
oint at which one half of the peak stress is obtained (tangent
ethod).
Fig. 5b also plots the model predictions for the compressive and
ensile strengths versus the laboratory measurements. As seen, the
umerical results follow nearly the same pattern with the labora-
ory data. The Hoek–Brown failure envelopes are also drawn for
oth the numerical and experimental data where fair agreement is
bserved.
.2. Qualitative comparison
Some speciﬁc features of the simulation, e.g. failure mode
nd fracturing pattern, cannot be quantiﬁed efﬁciently. A qualita-
ive comparison is therefore required to complete the modelling
alidation where the solution correctness is examined through
omparing those features from laboratory results to simulation
utputs.
As Wawersik and Fairhurst (1970) described, rock failure in
nconﬁned circumstances occurs in two distinct modes of axial
plitting (cleavage failure) and shear rupture (faulting). Shear faul-
ing generally precedes axial cleavage for sedimentary soft rocks
nd characterizes failure initiation. Fig. 6a shows that the modelling
s able to capture these phenomena where the predicted failure
ode shows the typical shear faulting observed in the TS laboratory
ests.
The post-failure picture for the TS Brazilian sample is plotted in
ig. 6b. In the modelling, tensile failure starts at about the centre of0.5 0 0.73
he sample, then the induced fracture propagates towards loading
oints rapidly, and the sample is split into half ultimately. Further
oading causes contacts located beneath the loading platens break.
s seen, the failure features in terms of the major fault induced intoFig. 5. Comparison of laboratory data to model predictions.
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pFig. 6. Comparison of laboratory 
. Conclusions
A numerical model was created to represent the microstructure
f sedimentary rock by considering mineral-scale geometric het-
rogeneity, contact orthotropy and microfailure mechanisms. The
ineral-scale heterogeneity was captured by developing a Delau-
ay triangle generator. The discrete element programme was then
sed to calibrate the model such that it reproduces a variety of
tandard laboratory testing data. Meanwhile, statistical disciplines
nd mathematical developments have been employed to provide a
hysical understanding for the model microparameters.
The mineral-scale microparameters were shown how to control
he rock macroscopic failure response. The microtensile strength
as shown to have impact on peak tensile strength for the sand-
tone investigated where the microscale cohesion and the grain
oundary friction were seen to have no signiﬁcant effect. On
he other hand, uniaxial and triaxial compressive strengths were
bserved to be controlled by the microcohesion and the grain
oundary friction angle.
The presented model is a research tool to aid in understand-
ng brittle failure processes. It was shown to provide a proper
eproduction of the rocks macroscopic behaviour quantitatively
nd qualitatively. Besides, the study offers a straightforward and
isciplined calibration procedure which is easily extendable to
se in other discontinuum-based microstructural simulations. It
lso provides close-formed expressions for the stiffness coefﬁcient,
ensile strength and cohesion of the contact showing how the
a
m
f
t modes with model predictions.
aterial macroscopic properties are related to the microstructural
arameters.
This modelling has been implemented in 2D while the actual
hysical failure events proceed in a full 3D space. Therefore, the
ontinuation of this simulation through its extension to 3D could
rovide us with a more clear understanding of the failure phe-
omenon. The presented contact model and the related DLLs have
een developed in 3D, therefore, they can be used in 3DEC (the 3D
ersion of UDEC) in future as planned by the author.
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ppendix A. An estimation for thickness of fracture
rocess zone
A material cracks when sufﬁcient stress and energy are
pplied to break the inter–molecular bonds. These bonds hold the
olecules together and their strength is supplied by the attractive
orces between the molecules. Many equations have been proposed
o formulate this force and its potential energy. The Lennard–Jones’
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VFig. A.1. Lennard–Jones’ potential for real and homogenized mat
otential (Griebel et al., 2007) is a simple and extensively used
unction:
(z) = a˝
[(

z
)n
−
(

z
)m]
(A.1)
here z denotes the separation distance between two adjacent
olecules, and
 = 1
n − m
(
nn
mm
) 1
n−m
(A.2)
The depth of the potential, ˝,  describes the energy needed to
reak the bond and thereby the strength of the molecular force
Fig. A.1). It is called bond energy. The value  parameterizes the
ero crossing of the potential; the integers m and n depend on the
aterial molecular nature and are more commonly among 6 to 16.
On close inspection, all real materials show a multitude of
eterogeneities even if they macroscopically appear to be homo-
eneous. These deviations from homogeneity may exist in form of
racks, voids, particles or regions of a foreign material, layers or
bres in a laminate, grain boundaries or irregularities in a crystal
attice. Heterogeneities of any kind can locally act as stress con-
entrators and thereby lead to the formation and coalescence of
icrocracks or voids as a source of progressive material damage. To
ake these microstructural defects into account, a homogenization
pproach is adopted by assuming the process zone as the represen-
ative volume element across which the ﬁne-scale heterogeneous
icrostructure is “smeared out” and the material is described as
omogeneous with spatially constant effective properties. The lat-
er then accounts for the microstructure in an averaged sense. They,
or our purpose, include the bound energy and zero crossing of the
otential. As illustrated in Fig. A.1, the effective potential of the
omogenized process zone is thus formulized by
∗ ∗
[(
∗)n (∗)m]
(z) = a˝
z
−
z
(A.3)
here the parameters superscripted by asterisk denote the effec-
ive ones.
p
d
z
able A.1
alues of  for common values of m and n.
m ˇ
n = 13 n = 14 n = 15 
8 0.30 0.29 0.28 
9  0.28 0.27 0.26 
10  0.26 0.25 0.24 
11  0.25 0.24 0.23 
12  0.24 0.23 0.22 left and middle), and homogenized inter-molecular force (right).
As the potential derivative with respect to z, the homogenized
nter-molecular force P∗(z) is written as
∗(z) = ∂˘
∗
∂z
= a˝
∗
z
[
−n
(
∗
z
)n
+ m
(
∗
z
)m]
(A.4)
The peak value of the homogenized inter-molecular force, which
s called effective cohesive force, P∗c , takes place at z∗m as shown in
ig. A.1. Note that P∗c is signiﬁcantly smaller than the actual peak
olecular force in the physical material, as it includes an average
ffect of the entire material microdefects. Solving the derivative of
∗(z) for z:
∗
m = ∗
[
n(n + 1)
m(m + 1)
] 1
n−m
(A.5)
Substituting z∗m into Eq. (A.4) leads to
∗
c = a
˝∗
∗
{
−n
[
n(n + 1)
m(m + 1)
] −n−1
n−m
+ m
[
n(n + 1)
m(m + 1)
] −m−1
n−m
}
(A.6)
The homogenized equilibrium spacing between two molecules
z∗0) occurs when the potential energy is at a minimum or the force
s zero. Solving Eq. (A.4) for z provides
∗
0 = ∗
(
n
m
) 1
n−m
(A.7)
A tensile force is required to increase the separation distance
rom the homogenized equilibrium value. If this force exceeds
he effective cohesive force, the bond is completely severed. The
omogenized material then cracks and stress in a width equal to
∗
0 is released. This means that z
∗
0 (which is signiﬁcantly larger than
eal molecular equilibrium spacing) represents the homogenized
rocess zone thickness (w), i.e. w = z∗0.
When a bond breaks, a quantity of energy equal to ˝∗ is
issipated. The accumulation of these energies over the process
one surface supplies the energy dissipation through fracturing.
n = 16 n = 17 n = 18
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herefore, the Grifﬁth’s fracture energy, Gf, deﬁned as the rate of
nergy release per unit cracked area, is expressed as
f =
˝∗
z∗20
(A.8)
Substituting ˝∗ obtained from Eq. (A.6) into the above relation
ields
f =
∗P∗c
az∗20
{
−n
[
n(n + 1)
m(m + 1)
] −n−1
n−m
+ m
[
n(n + 1)
m(m + 1)
] −m−1
n−m
}−1
(A.9)
On the other hand, the effective tensile strength of the homog-
nized material which represents the actual tensile strength of the
aterial is estimated by
t = P
∗
c
z∗20
(A.10)
Substituting P∗c from Eq. (A.9) and z∗0 from Eq. (A.7) into Eq. (A.10)
nd solving it for z∗0 which actually represents the homogenized
racture process zone thickness, w,  yields
 = 1
ˇ
Gf
t
(A.11)
here
 =
1
m − 1n(
m+1
n+1
)m+1
n−m −
(
m+1
n+1
) n+1
n−m
(A.12)
epends on the integers m and n. Table A.1 shows that  ˇ is relatively
onstant at 0.25 for common values of m∈(8,12) and n∈(13,18).
In mixed mode fracturing, we have
f =
K2IC
E˜
+ K
2
IIC
E˜
(A.13)
here E˜ = E for plane-stress, and E˜ = E/(1 − 2) for plane-strain.
Given  ˇ = 0.25, for fracturing under pure tension, we have
 = 4K
2
IC
E˜t
(A.14)
nd under pure sliding
 = 4K
2
IIC
E˜t
(A.15)
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