Furan derivatives are part of nearly all food aromas. They are mainly formed by thermal degradation of carbohydrates and ascorbic acid and from sugar-amino acid interactions during food processing. Caramel-like, sweet, fruity, nutty, meaty, and burnt odor impressions are associated with this class of compounds. In the presented work, structure-activity relationship (SAR) investigations are performed on a series of furan derivatives in order to find structural subunits, which are responsible for the particular characteristic flavors. Therefore, artificial neural networks are applied on a set of 35 furans with the aroma categories "meaty" or "fruity" to calculate a classification rule and class boundaries for these two aroma impressions. By training a multilayer perceptron network architecture with a backpropagation algorithm, a correct classification rate of 100% is obtained. The neural network is able to distinguish between the two studied groups by using the following significant descriptors as inputs: number of sulfur atoms, Looping Centric Information Index, Folding Degree Index and Petitjean Shape Indices. Finally, the results clearly demonstrate that artificial neural networks are successful tools to investigate non-linear qualitative structure-odor relationships of aroma compounds.
From the evolutionary standpoint the sense of smell is one of the most ancient senses. It allows vertebrates and other organisms with olfactory receptors to communicate with the environment by discriminating more than 10,000 different types of odors. Odorant binding proteins (OBPs), identified as members of the lipocalin superfamily, are necessary for the transportation of the aroma compounds to the olfactory receptors through the hydrophilic barrier of the mucus [1] . The three-dimensional structures of bovine and porcine OBP have been determined by X-ray investigations; moreover, some ideas about the binding site for odor compounds have been proposed [2] . For olfactory receptor proteins, the gap between the knowledge of the primary structure and the threedimensional geometry is large: while the sequences of hundreds of receptors covering the vast majority of the human repertoire are already known, only some limited ideas about the structure and the interaction with odorants are proposed [3] . It is generally accepted that the mammalian olfactory system uses a combinatorial receptor coding scheme to encode and discriminate various odor identities [4] . Single receptors can identify multiple odorants. Additionally, a single odorant is usually recognized by multiple receptors. Therefore, the capacity of the mammalian olfactory system to distinguish between various odor qualities is very high.
However, due to the lack of information on the three-dimensional structure of the olfactory receptors, the direct study of ligandreceptor interactions in the case of olfaction is not feasible. Consequently, only approaches that handle these mechanisms indirectly can be applied. Structure-activity relationships (SARs) correlate a biological activity, e.g. smell and the aroma impression, with molecular properties, given by molecular descriptors [5] . A broad variety of such descriptors has been developed. In the current SAR-study on aroma compounds and the aroma quality induced by them, the activity of the studied furans is described in the way of some qualitative properties. The Maillard-reaction [6] leads to aroma and flavor compounds during roasting or a cooking process.
Beyond other aroma compounds furan derivatives are produced [7], because of the thermal degradation of carbohydrates and other food ingredients [8].
In the present paper an attempt has been made to investigate the structure-activity relationship of several furan derivatives. In this case, a kind of molecular similarity approach has to be applied, where two sets of compounds with different biological effects are compared. The main goal of these procedures is the rationalization of the activities observed in a specific class of compounds, and finding a hypothesis for the molecular mechanisms and design of molecular structures that are responsible for the highly specific and sensitive flavor impression. In the present case, conventional SAR methods result in unsatisfactory models due to complex non-linear relationships within the data set. To overcome these difficulties, explicit non-linear functions have to be used on a trial and error basis, which can be done with artificial neural network strategies. Artificial neural networks (ANNs) are computer procedures, which are derived from a simplified concept on the organization and information processing procedures of the human brain. After a proper learning procedure, ANNs should be able to "recognize" basic correlations in a given data set and to predict e.g. physicochemical properties and biological activities. They can be helpful in SAR problems as they can calculate a classification rule and class boundaries for various biological effects. Several applications of ANNs on SARs of aroma and odor compounds have already been described: for nitrobenzene derivatives with musk fragrance, for tetralins and indans [9] and for the classification of camphor odor [10] , as well as the relationship between sandalwood odor and molecular structures of organic compounds [11] . Moreover, Chastrette and El Aidi established a study on the classification of pyrazines and pyridines of bell-pepper aroma impression using ANNs [12] . In an extension of the investigations on structure-flavor relationships of pyrazine-derived aroma compounds, Wailzer of Bayesian Neural Networks (BNNs) on a set of 133 pyrazines with many categories of different aroma qualities, including aroma mixtures.
In the current study, non-linear structure-flavor relationships on a series of furan-based flavor molecules are analysed by means of ANNs. In particular, the aroma categories 'meat' and 'fruity' are investigated. Therefore, the aroma qualities of 35 furan derivatives are considered to develop a predictive model. It can be shown that the significant difference of the aroma quality is a consequence of the modification of the length and the polarity of the side chains and their relative position on the heteroaromatic ring. Moreover, the obtained model is satisfactory in both statistical significance and predictive ability.
2-, and 2,5-Di-substituted furans have been identified in different systems. They are mainly found in products arising from sugaramino acids interaction, from the degradation of Amadori and Heyn intermediates, from the thermal degradation of sugars and vitamins, and from the reactions of sugars with hydrogen sulfide and/or ammonia.
Furans possess a wide range of sensory properties. They are mainly associated with a caramel-like, sweet, fruity, nutty, meaty, and burnt odor impression. Due to their olfactory properties, several furanderivatives have been proven to be important flavoring chemicals in the food industry.
For the investigation of those parameters, which are of importance for the distinction of the characteristic flavors 'fruity' and 'meaty', 35 furan derivatives were selected from the literature [14] [15] [16] [17] [18] [19] . The chemical structures of these aroma compounds are depicted in Figure 1 , and their exact aroma qualities are listed in Table 1 . Table 1 : Aroma qualities of the investigated furan derivatives.
Compds
Aroma quality references 1
Sweet-fruity, green, pungent 14 2
Fruity, sulfur-like 14 3
Fruity, caramel-like, apple-strawberry-pear-like 14, 15 4
Fruity, wine-like 14, 15 5
Fruity, wine-like, sweet-green-bloomy 14, 15 6
Sweet-fruity, buttery 14,15 7
Bloomy 14 8
Cooked fruits, sweet 14 9
Peach-like 14 10
Fruity, weak, ether-like 14, 15 11
Fruity, sweet, caramel-like 15 12
Apricot-pineapple-like, sweet 14, 15 13
Fruity, bloomy, sweet 14 14
Fresh, lemon-like 16 15
Fresh, lemon-like 17 16
Fresh, lemon-like 16 17
Sweet, ether-like, fruity, bread-like 17 18
Apricot-like 16 19
Meaty, green, herb-like 14 20
Grilled meat, fresh onions 14, 18 21
Grilled meat 18 22
Broth-like, aromatic, roasted, fatty 18 23
Meaty, sulfur-like, fatty 18 24
Meaty 18 25
Meaty, onion-like 18 26
Meaty 18 27
Broth-like 14 28
Stewed meat 14 29
Meaty 14 30
Meaty, caramel-like 14 31
Meat-like, sweet 19 32
Roasted meat 14 33
Meaty, green 19 34
Meaty 19 35
Meaty 14
The olfactory quality represented by the output of the network is coded by the nominal variables 'fruity' or 'meaty'. The objective was to determine to which of the two studied aroma classes the Structural features for furan-derived fruity and meaty aroma impressions Natural Product Communications Vol. 11 (10) 2016 1477 activation level was above the accept threshold, the case was positively classified, if it is below the reject value the categorization was negative. Cases with values between the accept and the reject threshold are not classified. For the training process of the ANN, the compounds were split into three subsets by random: 19 training compounds, 8 furans for verification (compounds no. 11, 13, 16, 18, 19, 26, 28 and 32) and 8 test substances (compounds no. 3, 9, 12, 15, 20, 22, 24 and 29) . The best results were obtained with a MLP network, consisting of 4 input neurons and one hidden layer containing 2 neurons, which is depicted in Figure 2 . Whereas the significant input descriptors are selected by a sensitivity analysis, the number of neurons in the hidden layer is determined by trial and error. Thereby, the empirical rule mentioned by So and Richards is taken into account, which is based on the  value ( is equal to the quotient between the number of data points in the training set and the number of adjustable weights controlled by the network) [20] . The range 1.8 <  < 2.2 has been suggested as an empirical guideline of acceptable  values. It has been defined that for  < 1.0 the network simply memorises the data, while for  > 3.0 the network is not able to generalise. After running the network, the errors of all three subsets were very close to zero. These errors are the sum of the squared differences between the predicted and the actual output values on each output unit. The performance of the network is quite impressive, as none of the studied compounds was misclassified ( Table 2 ). The trained MLP was able to distinguish between the aroma impressions 'meaty and 'fruity' by using the following four significant descriptors, which were selected by sensitivity analysis: total number of sulfur atoms (nS), Lopping Centric Information Index (Lop), Folding Degree Index (Φ) and Petitjean Shape Indices (I). As can be seen from Table 3 , the correlation matrix of the significant input variables shows no correlation above 0.52. In general, centric indices are molecular descriptors proposed to quantify the degree of compactness of molecules by distinguishing between molecular structures which are differently organized with respect to their centers. Based on the recognition of the graph center these indices are mainly defined by the information theory. The Looping Centric Information Index (Lop) is defined as where n g is the number of terminal vertices removed at the g th step, A the number of graph vertices, and R the number of steps to remove all graph vertices [21] . The Folding Degree Index (Φ) is a measure of the folding degree of the molecule. This descriptor indicates the degree of deviation of a molecule from strict linearity. This index allows a quantitative measure of similarity between chains of the same length but with different geometries: the quantity tends to 1.0 for linear molecules (of infinite length) and decreases in correspondence with the folding of the molecule. Furthermore, the folding degree index is a measure of the conformational variability of the molecule [22] . Molecular shape is related to several physicochemical processes, such as transport phenomena, as well as entropy contributions, and the interaction capability between ligand and receptor. The degree of deviation is called anisometry. Several shape descriptors are defined within more general approaches to molecular descriptors. The Petitjean shape index (I) is a topological anisometry descriptor, also called a graph-theoretical shape coefficient, defined as where R and D are the topological radius and the topological diameter, respectively. These values are obtained from the distance matrix, which summarizes the topological distance information between all the atom pairs, representing the considered molecular graph [23] .
In summary, the structure-odor relationships of 35 furans were investigated by application of an ANN. From the study it can be shown that a classification between a 'meaty' and a 'fruity' aroma impression can be performed by use of four steric input variables. The application of a MLP network architecture in combination with a backpropagation algorithm results in an excellent correct prediction of all studied furans. Furthermore, some conclusions about the molecular requirements for a specific 'fruity' or 'meaty' aroma quality can be drawn.
The most important descriptor turned out to be the total number of sulfur atoms contained in the studied furans. With a few exceptions (compounds no. 2, 30 and 32), the presence of 1 -4 sulfur atoms is a typical feature of the 'meaty' smelling group. Another important parameter which allows the differentiation between the two aroma impressions is the Looping Centric Information Index (Lop). This variable quantifies the degree of compactness of molecules and can be related to the occurrence, length and structure of the side chains of the furan derivatives. The compounds of the 'fruity' smelling group share at least one long side chain, which is expressed by a Lop value of 1.0 or 2.0. In contrast, 12 out of the 17 furans of the 'meaty' class have a Lop value of 0.0. Furthermore, the differentiation between the two studied aroma classes is enabled by the usage of the Folding Degree Index (Φ), which is a flexibility descriptor of the molecules. This index allows a quantitative measure of similarity between chains of the same length but with different geometries: the quantity tends to 1.0 for linear molecules, like in the case of the 'meaty' aroma class. It decreases in correspondence with the folding of the molecule, which is shown by smaller values of Φ belonging to compounds of the class with a
Lop = -∑n g /a* log 2 (n g /A) (1) 'fruity' aroma quality. Finally, the Petitjean shape index (I) -a topological anisometry descriptor -is of importance for the present classification problem. For cyclic graphs I is equal to the topological radius and results in a value of I = 0.0. This is the case for the group of the 'fruity' smelling furans, whereas within the group of 'meaty' smelling compounds a value of I = 1.0 predominates.
The final analysis of the important descriptors shows that a correct classification is not the result of a single descriptor, but of a combination of all four variables. From the investigations it can be concluded, that although the number of considered furans is not very large, the treatment of the structure-flavour relationships of aroma compounds by using ANNs leads to rather reliable prediction models, as the classification model shows good agreement between the experimental properties and the calculated information.
Experimental
General: ANNs are computational devices, which simulate the communication and the data processing of the human brain. Nowadays, ANNs are applied to an increasing number of problems of considerable complexity in numerous industrial and scientific areas. They are good pattern recognition engines and robust classifiers, with the ability to generalize in making decisions about imprecise input data. Moreover, they offer ideal solutions to a variety of classification problems such as speech, character and signal recognition, as well as functional prediction and system modeling where the physical processes are not clearly understood or highly complex. The advantage of ANNs lies in their resilience against uncertainties in the input data. Furthermore, they are often good in solving problems that are too complex for conventional technologies (e.g., problems that do not have an algorithmic solution or for which an algorithmic solution is too complex to be found) [24] .
ANNs are composed of a large number of highly interconnected processing elements which are analogous to the neurons in the human brain. These processing units are linked with weighted connections imitating the synapses in biological systems. In such biological systems, learning involves adjustments to the synaptic connections that exist between the neurons. This is true for ANNs as well. Learning typically occurs through training, where the ANN is exposed to a set of input/output data and the training algorithm iteratively adjusts the connection weights. These connection weights store the knowledge which is necessary to solve specific problems. Although ANNs have been around since the late 1950s, it was not until the mid-1980s that algorithms became sophisticated enough for general applications. Multitudes of different types of ANNs have been developed. Some of the more popular include the multilayer perceptron (MLP), learning vector quantization, radial basis function, Hopfield and Kohonen nets, to name only a few. Some ANNs are classified as feed-forward while others are feed-back, depending on how data are processed through the network. Generally, feed-forward networks are used throughout the presented study. These networks have a characteristic layered architecture, as in the case of the above mentioned MLP network architecture. Training a feed-forward network is an iterative process that involves repeatedly presentation of the training set (containing exemplar patterns with known target outputs) to the network. After each presentation the network parameters (weights) are adjusted in such a way that the networks' total error for all patterns in the set is progressively reduced. Several different algorithms for adjusting the network weights have been developed in the past. The most popular and widely used is the backpropagation algorithm. It is derived from the oldest and simplest of the classical optimization techniques, the steepest descent algorithm.
For the presented investigations, ANNs are applied using the TRAJAN software package [25] . For an independent check of the training progress, a subset of the compounds (verification set) is reserved and not actually used in the backpropagation algorithm. The verification set is used to track the networks' error performance, to identify the best network, and to stop training. Without verification, a network with a large number of weights and a modest amount of compounds for training tends to overfit. In this case, the data are memorized rather than analyzed and the trained network has moderate to low predictivity. Additionally, a test set is generated, which is not used in training at all and is designed to give an independent assessment of the networks' performance after the completion of an entire network design procedure. The ability of a network not only to learn the training data, but to perform well on previously unseen data is known as generalization. Statistics are calculated separately for each of these three subsets.
Calculation method: Hyperchem 5.2 software [26] was applied to build the three-dimensional structures of the compounds. The resulting geometries were subsequently optimized by an ab initio method (HF/3-21G level) implemented in the GAUSSIAN 98 program [27] . For the obtained structures different molecular properties like steric and electronic parameters as well as hydrophobicity descriptors were calculated, using the Dragon Web version 2.1 [28] . During the training process of the ANN, the huge number of calculated descriptors was reduced by conducting a sensitivity analysis on the networks' input. By application of such an analysis it was tested how the trained ANN would cope if each of its inputs was unavailable. Therefore, the training set was submitted to the network repeatedly with each variable in turn treated as missing, and the resulting network error was reported. If an important variable was deleted in this fashion, the error would increase significantly; if an unimportant variable was removed, the error was only slightly influenced. As a consequence, the sensitivity analysis gives some information about the relative importance of the input variables used.
