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With recent technological advancements now accelerating the mobile and wireless 
Internet solution space, a ubiquitous computing Internet is well within the research and 
industrial community’s design reach – a decentralized system design, which is not 
solely driven by static physical models and sound engineering principals, but more 
dynamically, perhaps sub-optimally at initial deployment and socially-influenced in its 
evolution. To complement today’s Internet system, this thesis proposes a Decentralized 
Communication System (DCS) architecture with the following characteristics: 
• flat physical topologies with numerous compute oriented and communication 
intensive nodes in the network with many of these nodes operating in multiple 
functional roles; 
• self-organizing virtual structures formed through alternative mobility scenarios and 
capable of serving ad hoc networking formations; 
• emergent operations and control with limited dependency on centralized control 
and management administration.    
Today, decentralized systems are not commercially scalable or viable for broad 
adoption in the same way we have to come to rely on the Internet or telephony systems.  
The premise in this thesis is that DCS can reach high levels of resilience, usefulness, 




exploiting the following properties: (i.) network density and topological diversity; (ii.) 
self-organization and emergent attributes; (iii.) cooperative and dynamic infrastructure; 
and (iv.) node role diversity. This thesis delivers key contributions towards advancing 
the current state of the art in decentralized systems. First, we present the vision and a 
conceptual framework for DCS.  Second, the thesis demonstrates that such a 
framework and concept architecture is feasible by prototyping a DCS platform that 
exhibits the above properties or minimally, demonstrates that these properties are 
feasible through prototyped network services. Third, this work expands on an 
alternative approach to network clustering using hierarchical virtual clusters (HVC) to 
facilitate self-organizing network structures. With increasing network complexity, 
decentralized systems can generally lead to unreliable and irregular service quality, 
especially given unpredictable node mobility and traffic dynamics. The HVC 
framework is an architectural strategy to address organizational disorder associated 
with traditional decentralized systems. The proposed HVC architecture along with the 
associated promotional methodology organizes distributed control and management 
services by leveraging alternative organizational models (e.g., peer-to-peer (P2P), 
centralized or tiered) in hierarchical and virtual fashion. Through simulation and 
analytical modeling, we demonstrate HVC efficiencies in DCS structural scalability 
and resilience by comparing static and dynamic HVC node configurations against 
traditional physical configurations based on P2P, centralized or tiered structures. Next, 
an emergent management architecture for DCS [20], [25], exploiting HVC for self-
organization, introduces emergence as an operational approach to scaling DCS services 
for state management and policy control. In this thesis, emergence scales in hierarchical 
fashion using virtual clustering to create multiple tiers of local and global separation for 
aggregation, distribution and network control.  Emergence [18], [33], [34] is an 
architectural objective, which HVC introduces into the proposed self-management 
design for scaling and stability purposes. Since HVC expands the clustering model 
hierarchically and virtually, a clusterhead (CH) node, positioned as a proxy for a 
specific cluster or grouped DCS nodes, can also operate in a micro-capacity as a peer 
member of an organized cluster in a higher tier. As the HVC promotional process 
continues through the hierarchy, each tier of the hierarchy exhibits emergent behavior.  
With HVC as the self-organizing structural framework, a multi-tiered, emergent 
architecture enables the decentralized management strategy to improve scaling 
objectives that traditionally challenge decentralized systems.   The HVC organizational 
concept and the emergence properties align with [179] and the view of the human 
brain’s neocortex layering structure of sensory storage, prediction and intelligence. It is 
the position in this thesis, that for DCS to scale and maintain broad stability, network 
control and management must strive towards an emergent or natural approach. While 
today’s models for network control and management have proven [12], [17], [151] to 
lack scalability and responsiveness based on pure centralized models, it is unlikely that 
singular organizational models can withstand the operational complexities associated 
with DCS.  
In this work, we integrate emergence and learning-based methods in a cooperative 
computing manner towards realizing DCS self-management. However, unlike many 
existing work in these areas [196],[106],[111] which break down with increased 
network complexity and dynamics, the proposed HVC framework is utilized to offset 
these issues through effective separation, aggregation and asynchronous processing of 
both distributed state and policy.  Using modeling techniques, we demonstrate that such 
architecture is feasible and can improve the operational robustness of DCS. The 
modeling emphasis focuses on demonstrating the operational advantages of an HVC-
based organizational strategy for emergent management services (i.e., reachability, 
availability or performance). By integrating the two approaches, the DCS architecture 
forms a scalable system to address the challenges associated with traditional 
decentralized systems.  The hypothesis is that the emergent management system 
architecture will improve the operational scaling properties of DCS-based applications 




underlying service infrastructure to build and deploy DCS applications and layered 
services. The modeling results demonstrate that an HVC-based emergent management 
and control system operationally outperforms traditional structural organizational 
models. In summary, this thesis brings together the above contributions towards 
delivering a scalable, decentralized system for Internet mobile computing and 
communications. 
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1  I N T R O D U C T I O N  
1 . 1   H I S T O R I C A L  O B S E R V A T I O N S  
The historical significance of decentralization through personal computers 
demonstrated a remarkable computing shift that accelerated innovation through broader 
participation and simultaneously grew the information technology (IT) industry. The 
future of communications is predicted [1], [9] to follow a similar path with significant 
opportunities for innovation and reduced barriers for market entry. Decentralization has 
the potential to bring major growth to the communications industry [4], [11]. 
Alternatively, networked users today still rely heavily on centralized networks and 
systems for their services. In a centralized system, users inevitably sit outside the 
service domain and access resources and services rendered to them by centrally 
operated service providers.  This has broad implications to network costs, services and 
devices that end-users must conform, as well as to service providers who rightfully gain 
opportunity in such a centralized environment.  
As shown in Figure 1(b), the telecommunications hierarchical structure, which governs 
positioning, and roles for the ecosystem value chain for data and voice communications 
  





products and services, conceptually replicates the model of centralized computing, as 
depicted in Figure 1(a). While alternative providers control and manage capital-
intensive services in the edge and access networks, the operating model for mobile 
computing has spawned diverse access networks, disjointed and costly to users. A very 
similar discussion can be made of cloud or Internet portal providers, which exploit 
centralization through ‘walled garden’ infrastructure for delivery of value-add services.     
Decentralization is a key characteristic in future computing and communication 
architectures [4], [6], [11]. For communications, one can envision a flatter network 
system with a large number of nodes with similar form and function, but with varying 
resource and service capabilities. In this framework, end-users are associated with these 
nodes either as leaf or as internetworking nodes. We propose to embed the user inside 
the network rather than the borders of the network. Communities of virtual networks 
may form by contemplative design or through social cooperation. Physical (wireless) 
connectivity is instantiated opportunistically without ownership or hardened allocation. 
Figure 2 illustrates this concept with two alternative instantiations of decentralized 
networks formed through converged computing and communication nodes.  
What motivates this thesis proposal is the historical observation and reasoning on the 
Internet’s architectural evolution and the emergence of mobile computing 
  
 
a). Sparse networks               b.) Structured networks  





advancements to accelerate a potential widespread adoption of decentralized systems.  
To achieve some level of parity with current systems and showing viability of the 
proposed DCS direction, a key challenge to overcome in this research is the 
feasibility of building a DCS platform, composed of virtual machine (VM) and peer-
to-peer services over multi-radio, wireless networks. We integrate emergent and self-
managing capabilities within the DCS framework, while dynamic node and topology 
structures are formed through virtualization and self-organizing means.  
1 . 2  B U I L D I N G  R O B U S T ,  D E C E N T R A L I Z E D  
C O M M U N I C A T I O N  S Y S T E M S  ( D C S )   
Low-cost wireless communication systems are unwiring users and creating free 
association of communication services with compute-rich devices. This change is 
consistent with the ubiquitous computing [1] vision and the limitations of today’s 
Internet mobile networks presents an opportunity to bridge towards such a transition. 
As peer-to-peer computing demonstrated, the system exhibits viral behavior [11], 
[13], [14] when the design incorporates the social population. In [6], Reed refers to 
Group Forming Networks (GFN) as a capability to increase the value of networks 
exponentially with the increased number of participants and groups. This insight 
naturally motivates the DCS research direction of bringing the user inside the network 
as a node in the network. Thus, we enable a decentralized communication 
infrastructure that matches the peering, social nature of the users and enables a larger 
number of physical and virtual group formations.  
A significant challenge in moving towards decentralized communication systems is 
scalability. Mesh networks provide capabilities for transport (e.g. dynamic routing) and 
service diversity under conditions of load variations, failures and network resource 
constraints. In DCS, dynamic conditions bring variability in the topology of mobile 
infrastructure through selection of alternative radio communication options, signal 
fading conditions and rogue or uncooperative nodes. In order to scale the environment, 





radios can support larger-scale mesh deployments. In addition, smart radios enable a 
wireless device to sense its environment and alter its power, frequency or other 
parameters to reuse available spectrum, which can further improve spectrum efficiency 
and network scalability. 
The creation and deployment of virtual machine networks [67] can help offset network-
wide complexities through virtual structures to partition or separate communities of 
interest. However, there are clear distributed virtualization challenges such as service 
provisioning and discovery, virtual machine migration and management and general 
resource management. Further, decentralized communication systems allow any 
physical node to customize and provision node capabilities to create virtualized 
structures. In doing so, this minimizes physical node customization and physical 
infrastructure construction or reconstruction. A generalized1 DCS node construct draws 
a more extreme virtualization requirement, as hardware must be software-defined to 
allow for rapid virtual constructs of the platform for virtual computing and 
communications.  
1 . 2 . 1   S T R U C T U R A L  S C A L A B I L I T Y  
The lack of predictable structure or routing is a known challenge for decentralized 
systems. Similar issues, which have challenged [97], [108], [130], [135] peer-to-peer, 
ad hoc, mesh or overlay networks are expected in the DCS environment. The 
continuous operational state and policy changes due to a high-degree of node mobility 
or node (self-serving) behaviors occur at an application-level, network services or 
infrastructure-level. Socially organized networks (e.g., flash crowds) or dense, 
population environments create network complexity challenges due to spontaneous 
increases in node counts, erratic traffic demand or interference profiles.   
                                                
 
1	  DCS	  nodes	  are	  generalized	  in	  that	  role	  assignments	  in	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  topology	  can	  be	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To address these challenges, we exploit the virtual properties of DCS and operational 
superiority concepts to produce self-organizing structures. Utilizing hierarchical 
virtual clustering (HVC) techniques, DCS facilitates alternative styles of computing 
cooperation and connectivity structures. By observing and capturing operational 
properties of the system at different levels of the hierarchy, the system can self-
organize to an optimal structure.  
How does one efficiently manage and control DCS? Given limited and potentially 
fleeting computational capacity and dynamic topologies, static management and control 
of decentralized services are unlikely to lead to effective service reliance or network 
optimization.  In this work, the use of virtual machine networks at a local and 
distributed level are evaluated towards addressing this challenge. Creating a virtual 
structure for shared information [12], [78], [86] or for state and policy synchronization 
between the higher level services and decentralized resources are a challenging 
objective for DCS. In Chapter 5, we demonstrate through simulation the effectiveness 
of share state and information exchange using HVC for achieving decentralized 
management and network control. 
1 . 2 . 2   S T A B I L I T Y  &  C O N V E R G E N C E  
Optimal or dynamic structure does not necessarily guarantee stability in DCS as 
several research contributions have shown [190], [192], [199]. Unlike traditional 
client-server systems, where the client, the server and the switches and routers operate 
in singular, physical and static roles with an obvious centralization strategy, DCS 
does not follow a fixed architectural deployment. Alternatively, DCS nodes can serve 
multiple, dynamic roles – source or sink consumer (e.g., client), internetworking (i.e., 
router or gateway) or source or sink provider (e.g., server). The associated structures 
and traffic models for DCS systems are decentralized and dynamic. The degree of 
static state or policy, configuration or structure is unknown at initial state or can 
frequently change after deployment. Therefore, the system - the users, applications 





static operating environment.  Further, given a lack of centralized authority and 
administration – the coordination and operational complexity is clearly beyond 
manual control and many of today’s approaches to network and distributed systems 
management. Finally, since network devices serve both user and infrastructure 
requirements, there is a natural tension between cooperation for optimization and 
selfishness for serving end user needs.   
Through hierarchical virtual clustering (HVC), we can create multiple tiers of local 
and global separation for state and policy aggregation, distribution and decision-
making.  As HVC expands the clustering model hierarchically and virtually, a lead 
cluster node or clusterhead can operate in multiple, extended roles (i.e., member and 
clusterhead) across the organized virtual node hierarchy. As the clustering promotion 
process is exhibited at each tier of the hierarchy, emergence [18], [33], [34] is 
exhibited, but extended beyond a local (micro behavior) and global (macro behavior) 
definition, which is common in natural or biological systems. Emergence is the 
architectural objective that HVC introduces into the proposed DCS management 
architecture - the ability to create behavioral novelty or operational independence 
between micro and macro elements of DCS. The intent here is to promote local and 
global autonomy on state management and policy-based influence or control within 
and across virtual cluster domains in an asynchronous way.  
The HVC organizational model is structurally (not architecturally) consistent with 
what is proposed in [179] and the proposed model for the human brain’s neocortex 
layering structure for sensory storage, prediction and intelligence. Alternatively, this 
thesis proposes a self-organizing and dynamic structuring model that has properties of 
hierarchical organization, abstraction and aggregation. Further, the use of 
asynchronous and event-oriented information storage and exchange allows for 
predictive approaches to management and control. In DCS, these distributed 
techniques are overlaid across the virtual node and cluster hierarchy to facilitate data 





peer or cooperative processing (e.g., machine learning) approaches. The HVC 
strategy assists in the convergence challenges that are exacerbated with increasing 
network complexity by minimizing propagation, distributed synchronization and 
coordination issues through virtual clustering (i.e., localization) and operationally-
organized hierarchy (i.e., centralization).  
1 . 3   T H E S I S  C O N T R I B U T I O N S  
1 . 3 . 1  R E A L I Z I N G  D E C E N T R A L I Z E D  
C O M M U N I C A T I O N  S Y S T E M S   
Chapter 3 introduces OverMesh [14], a research platform and testbed environment for 
DCS investigation and realization. Our research objectives were to validate a ‘proof-
of-concept’ platform capable of employing the DCS architectural elements and to 
understand the merits of integrating peer-to-peer and multi-radio wireless mesh in 
decentralized permutation. The OverMesh platform and testbed environment 
provided a decentralized computing & communication system environment for 
evaluating mobile applications and services. Chapter 3 also expands on the vision and 
broader research agenda for DCS.  Additionally, we used the OverMesh testbed as a 
discovery environment for innovative mobile usage models including group 
collaborative and mobile grid scenarios, classroom networks and as an office-
computing alternative to preexisting centralized infrastructure. For the purposes of 
services deployment, we evaluated the advantages of using virtual machines in 
distributed fashion to support peer-to-peer applications or management services.  
In realizing the OverMesh platform, we recognized that much of the research on 
wireless mesh networks focused primarily on network and lower layer solutions for 
improving service efficiency or network optimization. Additionally, virtual 
networks[14], [76], [80], [126] which have been designed for the wired Internet did not 
work as efficiently on wireless networks as expected given the layered separation 
between the upper services and the lower network layers. There is wide progress on 





areas of wired QOS and resource management. Alternatively, we studied a number 
approaches in the areas of cross-layer services [135], [148] mostly associated with 
wireless networks albeit with similar goals. We employed cooperative and adaptive 
cross-layer control to reconcile the disparities between upper overlay services and 
lower layer wireless mesh networks. Using information exchange and layer specific 
service mechanisms (e.g., broadcasting or monitoring), we demonstrated efficient 
services on resource constrained wireless mesh networks through the integration of the 
two techniques. The information sources include the following: 
• upper layer requirements, including application statistics, bandwidth 
requirements, priority categories, packet loss impact;   
• network state conditions from lower layers in the protocol stack such as routing 
decisions, contention-less medium access control, retransmission limits, and 
physical layer modulation and coding schemes, and;  
• network-wide information, such as information related to interference and 
congestion in the network, monitored and exchanged among network nodes.  
Additionally, we employed policy changes or network actions in a local layer either 
in fast time scale or more proactively on a distributed overlay in slower time scale to 
respond to service or network conditions. Examples of this include:  
• changing network configuration or route modifications when link conditions 
degrade; 
• varying distributed monitoring policies on active route links or forwarding 
information about dynamic variations in link quality to nodes in the local routing 
table; 
• changing QOS, security policies, flow transport or monitoring parameters; 






Through OverMesh experimentation and simulation results, we studied the dynamics 
of using link layer state and policy mechanisms to optimize distributed overlay 
services and investigated cross-layer methods using lightweight VMs and a 
distributed database for network information storage and distribution.  
1 . 3 . 2   H I E R A R C H I C A L  V I R T U A L  C L U S T E R S   
In DCS, operational dynamics occur at multiple virtual levels, creating a fluctuating 
environment to manage against stability. Additionally, increasing network complexity 
can quickly render the networked system useless if particular high-demand nodes or 
sections of the network are failure prone, unreachable or load challenged. In Chapter 4, 
we present hierarchical virtual clustering (HVC) as the self-organizing structuring 
framework for DCS. Various decentralized systems including peer-to-peer [189], 
sensor [184], [187] and ad hoc networks [186] have employed clustering concepts. 
However, unlike those contributions, HVC facilitates a tiered and logical strategy for 
organizing an operationally driven clustering structure within a fully decentralized 
environment. Moreover, while the use of clustering is prevalent for network transport 
[183], distributed control and management are the primary applications of HVC in this 
thesis. Nodes promoted (aka clusterheads) across the HVC tiers will serve multiple 
functional roles as they elevate towards the root of the distributed hierarchy.   The HVC 
system employs an operational superiority process for node promotion across the 
hierarchy, aligning to the self-organizing objective. Logical structure can change 
asynchronously at different tiers of the hierarchy and at different time epochs.  
However, the higher tiers or logical nodes converge towards a more static and reliable 
structure that operates at longer times scales for global state aggregation and policy 
enforcement. The reverse is true for logical and physical nodes operating at the lower 
tiers of the hierarchy, where more structural changes and reactive actions are expected. 
Thus, network-wide visibility and policy control are incentives enabled through the 
promotional process.  The emergence property exists at each tier of the hierarchy, 





promoted (child) cluster nodes manage (cooperatively) local state and policy within the 
associated cluster(s). Chapter 4 presents in detail the overall HVC architecture 
including the concept of cluster emergent and a clustering manager responsible for 
clusterhead selection, cluster addressing, messaging and operations. Chapter 4 also 
elaborates on the HVC promotional process, the emergence and self-organizational 
dynamics. Finally, as HVC expands virtual clustering structures and the self-organizing 
framework, we demonstrate the effectiveness of HVC for structural scalability and 
resilience by comparing static, dynamic and service-dynamic HVC node configurations 
against traditional physical configurations based on P2P, centralized or tiered 
structures.  
Chapter 4 also presents a simulation model of the combined HVC and self-management 
environment. The model analyzes scaling and stability properties of alternative DCS 
scenarios with respect to structural scalability and stable operational management. We 
focus the evaluation on demonstrating the operational advantages of emergent 
management services integrated with an HVC-based structure against similar services 
implemented with traditional physical, tiered or P2P configurations. To this end, the 
results show evidence of improved stability through structural convergence across the 
virtual hierarchy for clustering formations and operational stability across the three 
operational services and network-wide scalability in balancing state optimization and 
service efficiency.  
1 . 3 . 3  E M E R G E N T  M A N A G E M E N T  
Chapter 5 introduces the emergent management framework and architecture along with 
supporting results for the proposed emergent management system.  An emergent 
strategy enables multiple layers of architectural separation using the HVC methodology 





decentralized framework2, separating the self-organizational aspects from the self-
management novelty is a design objective. However, we use common operational 
parameters to drive organizational hierarchy and cluster promotion and to formulate 
state aggregation and policy distribution and enforcement across the virtual hierarchy. 
This consistency is a key aspect of balancing both the scalability aspects, driven by the 
HVC architecture discussed previously and the emergent management architecture 
discussed here. The following operational parameters influence the virtual structuring 
methodology and form the basis of the emergent system:  
• reachability – a state condition or aggregate conditional state of a DCS network 
element or network subsystem describing an operational measure of the relative 
reach or connectivity; 
• stability – a state condition or aggregate conditional state of a DCS network 
element or network subsystem describing an operational measure of the relative 
stability; 
• performance – a state condition or aggregate conditional state of a DCS network 
element or network subsystem describing an operational measure of usage, 
throughput or latency. 
The three measures collectively assess operational state of the communication graph 
across the virtual clusters and the complete virtual hierarchy. Emergent behaviors 
segregate across four (4) concealed planes of the operational control system. These 
include the (i.) global plane which associates to a higher degree of abstraction, 
aggregation, and distributed view of the networked system; (ii.) local plane, which 
associates more closely with discrete, event or real-time estimation and has direct 
peering and interactions with neighboring elements;  (iii.) state plane, which represents 
a temporal and/or spatial status of any node element, cluster of node elements for some 
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  This	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  management	  





operational state of the networked system, and the (iv.) policy plane, which represents 
configuration, guiding rules and actions that control node elements, clusters or 
connectivity of the networked system.  
1 . 4   T H E S I S  O R G A N I Z A T I O N  
Starting in Chapter 2, we present the background including the challenges and 
requirements of evolving Internet systems along with a historical trail of previous work 
and research progress related to the main contributions of the dissertation. Chapter 3 
articulates the vision and the system components of the DCS conceptual framework.  
Chapter 3 also introduces OverMesh an early proof-of-concept implementation of a 
DCS platform where we evaluate virtual overlays, wireless mesh and self-organization 
via experimentation and simulation. Respectively in Chapter 4 and 5, we expand on the 
major contributions of this thesis, specifically hierarchical virtual clustering and 
emergent management. Finally, Chapter 6 provides a summary of the thesis 
contributions and positions a futures discussion on other pertinent areas of research to 







2  B A C K G R O U N D  &  P R E V I O U S  W O R K  
To understand the redirection proposed in this thesis, one must observe the architectural 
transition of today’s Internet systems from its historical basis. This chapter focuses on 
related, previous research in Internet networking systems that have direct correlation to 
the contributions in this thesis – namely flexible networking and dynamic resource 
management. Both topics have spawned broad research and commercial interest largely 
due to the challenges brought forward through the vertical nature of Internet platforms, 
the centralized nature of distributed computing and shifts in mobility due to pervasive 
wireless communications. The specific challenges that this thesis will deliver technical 
contributions include demonstrating the feasibility of building robust DCS platforms, 
constructing DCS structures capable of adapting to dynamic topologies for control and 
management and building and delivering emergent management services capable of 
addressing dynamic and resource constrained DCS networks.   The issues of security 
and trust are notably relevant in building a robust DCS. More recently, the topics have 
gained wide research attention [80], [91], [99], [199]. While this thesis does not address 
the area of security, we suspect a wide range of decentralized systems security research 
contributions in the near future.   
2 . 1  F L E X I B L E  N E T W O R K S  
2 . 1 . 1  O P E N  N E T W O R K I N G  
The Internet Protocol (IP) established a common transport from which underlying 
link-layer mechanisms are concealed and their dependencies removed from higher 
layers, while higher layer services and diverse applications have proliferated. 
Widespread use of heterogeneous wireless devices is also having significant influence 
on the Internet transport delivery architecture. Past initiatives [36], [40], [48] have 





communication of theoretical and experimental results aimed at re-examining 
network control and management systems from traditionally constrained solutions. 
Several previous projects [11], [14], [16], [48], [67] promoted the shift from current 
monolithic and integrated Internet architecture and endorsed an open, flexible Internet 
architecture. Past progress in open networking match the PC industry in the early 
1980’s when the PC architecture enabled an expansion of IHVs and ISVs as 
evidenced by today’s wide market of component hardware and services. As IP 
networks have evolved, router and switch component devices have advanced more so 
by their performance benchmarks than their service provisioning flexibility. Existing 
internetworking platforms lag the rapid development needs of the IT industry in terms 
of flexibility and provisioning speed as is currently achieved by the traditional 
computing platform. The need to extend network device capabilities and support their 
dynamic configuration enables network innovation to advance on an even scale with 
the computing platform. With the convergence of heterogeneous wireless networks 
with traditional Internet networks and the growing demand for mobile Internet 
services, the requirement for flexible node platforms is a practical path of evolution 
for future Internet architecture.   
2 . 1 . 1 . 1  C H A L L E N G E S  
The deployment of emerging Internet services has introduced a growing number of 
networks devices or increased vertical integration of traditional internetworking 
device functionality. These devices add to rising depreciation costs and the necessity 
for new levels of operations staff who must integrate these services into the 
operational environment.  The need to deploy such services into the existing 
infrastructure ad hoc and deployed without the incremental addition of new devices or 
operating system upgrades, reduces the depreciation cost factor and enables more 






The Internet transport was designed for simplicity, connectivity performance and 
reliable packet delivery. While these principles should continue to drive the core 
transport design for packet delivery efficiency, the controversial ideas to push more 
intelligence and services into the network (e.g., edge or access) has become a matter 
of evolution and customer demand. While the need for emerging network services 
continues to influence this evolution, several problems arise from the current service-
provisioning model in today’s Internet system.  First, the introduction of new services 
into a network operator’s environment is oriented to a network device or operating 
system upgrade or new device deployment. This generally reduces the useful life span 
of a network device and translates into a higher depreciation cost model over time. 
Moreover, provisioning cycles are managed over a number of months or years. This 
puts a strain on the service provider to adapt quickly to the changing business models 
and meet evolving customer needs.  Second, as new services are introduced, the 
network management complexity and organizational burden (e.g., personnel training 
or operational overhead) is abrupt and magnified, rather than seamless and 
transitional. The reason for this relates (mostly) to the first issue since new services 
are introduced as another vertical infrastructure component rather than as an 
extensible service component of the existing infrastructure. Third, there exists little 
integration and interoperability between network devices or alternative vertical 
solutions. Lastly, network devices are not designed to provide feedback or transport 
network state for the application’s specific needs.  In what follows, we present the 
author’s previous research that was motivated by these issues and sets path to the 
current thesis direction.    
2 . 1 . 1 . 2  P R E V I O U S  W O R K  
2 . 1 . 1 . 2 . 1  O P E N ,  P R O G R A M M A B L E  N E T W O R K S      
In the PIN [38] project, we addressed the challenges of QOS interoperability between 
protocols and layers through Application Programming Interfaces (APIs) as adaptation 





programmability layers to support application, network service and device-level QOS 
programmability essential to the formation of an Internet service-delivery platform. 
These APIs defined the essential protocol invariant specification of QOS through a 
unified API framework for programming Internet QOS [38]. Rather than assume a 
single API can meet the diverse requirements at multiple transport layers, the PIN 
model described interactions between standard building blocks. The unified QOS 
framework provided sets of low-level APIs that comprise the resource-specific and 
service-centric QOS abstractions. Each level encapsulates the notion of building blocks 
that enable network device programmability. At the platform level, these APIs act as 
layered services that insulate the end-user from the complexity of network algorithms 
(e.g., admission control, reservations, or service level agreements). The interfaces were 
suitable to a network domain’s specific QOS characteristics. In addition, a higher-level, 
architecture-independent interface established the QOS specification of Internet 
sessions. Internet applications can leverage this interface without need for detailed 
resource knowledge of the underlying network. Adapter policy objects convert 
architecture-independent interfaces to architecture-dependent interfaces, while 






Figure 3: PIN model for programmable Internet QOS 
A generalized model for network programmability structured without network 
architectural context is shown in Figure 3 with a layered, distributed API that exposes 
services for customization and programmability. Each level comprises a number of 
entities in the form of algorithms or objects representing logical or physical resources 
depending on the level’s scope and functionality. The network programmability model 
provided generic and specific interfaces to abstract common network operations over 
any underlying networking technology.  This enabled customization to support valued-
added services by use of the underlying network infrastructure for the delivery of 
diverse services and QOS requirements.  This customization was essential to a service 
environment that adapts to new services or requirements.  Ensuring this customization 
is the assumption that the network does not impose limits to the diversity of providers 
of networks, services, content or other functions.  The deployment of QOS on the 
scalable Internet is inherently complex due numerous providers and varying service 
levels. Thus, simplification through common and open APIs and deployments of such 
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standard interfaces may help manage or delegate the state information as the 
technologies allow. 
2 . 1 . 1 . 2 . 2  N E T W O R K  T R A F F I C  C O N T R O L L E R  
The motivation behind the Network Traffic Controller (NetTC) [119] was the 
automation of QOS policy-based management (PBM). The concept is similar to the 
"Air Traffic Control" system at an airport, which has to manage the many variables 
associated with takeoff and landing of planes on an airport runway. The NetTC 
research objective was to develop an automated, rule-based PBM administrative 
capability to manage service level differentiation needs of application flows against 
network bandwidth constraints under the support of application-oriented traffic control 
and management specification. With the original intention of using QOS APIs [53], 
[118] for enabling local service differentiation, the use of middleware services provided 
distributed interfaces for implementation of the client NetTC agents with a centralized 
NetTC Administrator for distributed control and management.  
Architecture 
The NetTC software architecture consisted of four (4) major software components 
(Figure 4) including the NetTC Administrator, LAN Segment Data Collector, the NetTC 
Console, and the NetTC agent. A SQL server stored relevant configuration, policy and 
specification information, which was used by the NetTC Administrator to control and 
refine QOS services and managing global network bandwidth. The NetTC agent 
supported local invocation of Traffic Control functions on flows (e.g., defined filters 
and QOS flow specs) as instructed by the NetTC admin. In addition, the Agent was 
designed to integrate per flow information into local Agent structures when enabled. 
Per flow performance information is obtained through Windows performance utilities 






Figure 4: NetTC distributed architecture 
Figure 5 illustrates the QOS API approach [53]. As highlighted, NetTC models a 3rd 
party application in its provisioning of QOS on the local host via the Traffic Controller 
SP, TC API, and QOS Packet Scheduler.  The implementation required the use of layer 
2 and layer 3 resources facilitated by the QOS API. The QOS Scheduler is installed on 






Figure 5: NetTC & QOS API integration model 
Operating Model 
The Traffic Control API supports traffic control functions shown in Table 1.  The 
names are descriptive to their actions and invoked via the API for flows, filters and 
network interfaces. The TC APIs are AddFlow and AddFilter. AddFlow causes a flow 
to be created in the kernel network stack. The flow has certain actions and 
characteristics associated with it. These include marking behavior, packet-scheduling 
behavior and other media-specific behavior. AddFilter attaches a filter to a flow; a filter 
specifies classification criteria, which determine the set of packets that are directed to 
the associated flow.  














Figure 6: NetTC distributed deployment 
One of the unique aspects of the NetTC traffic control model is the use of performance 
feedback information on a flow level and network-wide level.  Feedback and automated 
decisions can be made on multiple timescales, in addition to manual invocations via a 
console to set policies, reset thresholds, police "greedy" flows or better manage the 
QOS needs of applications against the shared network resource by setting appropriate 
thresholds at different timescales and augmenting per flow specifications to reduce 
potential contention or spiky congestion behavior.  To manage QOS provisioning and 
control an underlying algorithm was integrated as part of the NetTC Admin to manage 
using either automated methods or manual invocations from user-influenced 
provisioning and control. Figure 6 depicts the NetTC distributed implementation for 
administering and managing network QOS. 
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2 . 1 . 1 . 3  D I S C U S S I O N  
The NetTC project introduced automation through rule-based techniques for managing 
application QOS in a local network environment using a threshold-based trigger 
methodology to address the challenges of ‘closed-loop’ state management and 
provisioning response. The PIN project demonstrated the use of a programmable 
platform to facilitate provisioning end-to-end QOS through open APIs used to abstract 
the resource and functional heterogeneity in underlying networks. While both projects 
demonstrated the value of open programmability as methods for facilitating 
provisioning over heterogeneous networks, these approaches relied on manual design 
and static control to match complex and dynamic state dependencies or conditions (e.g., 
environment failures or topology instability due to mobile nodes). Additionally, the 
lack of support for on-line evaluation, learning and state prediction for response 
automation limits the flexibility to adapt to the dynamics of DCS environments. 
Further, given a centralized framework, provisioning distributed services in larger, 
decentralized scenarios poses notable scaling challenges for network-wide provisioning 
coordination. Finally, these projects illustrated how traditional centralized and closed 
networks limited online flexibility to augment or provision novel services into the 
network through rigidly designed internetworking nodes.  
2 . 1 . 2  N E T W O R K  V I R T U A L I Z A T I O N  
Distributed virtualization3, based principally on a distributed virtual machine (DVM) 
strategy, has strong merits to serve as an architectural underpinning in future Internet 
systems [10], [15], [67], [82]. Infrastructure flexibility is one of the key design 
properties of virtualization. Virtualization is typically discussed in the context of data 
centers or compute servers, where multiple virtual machines are loaded onto a single 
host to increase server utilization or reduce the cost of buying new hardware. However, 
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virtualization enables additional capabilities to allocate virtual machines at the location 
of choice or to deploy or migrate virtual machines; enabling a spectrum of new uses. 
With virtual machine monitors [68], [71] and hardware virtualization [73] service 
providers can deploy unmodified guest operating systems (OS) to employ safe 
experimentation environments for OS migration or for porting tools and services. 
Further, the ability to allocate virtual machines at the location of choice opens up other 
possible use cases - monitoring and debugging internal networks from multiple vantage 
points or validating internal security policies from different address spaces and 
networks.  In deploying wireless systems, we have shown [14] through the use of cross-
layer overlays that one can improve the flexibility and efficiency of heterogeneous 
wireless networks through integration of overlay techniques for distributed searching or 
to facilitate network monitoring & resource control using multi-layer information 
exchange and inference techniques.  
2 . 1 . 2 . 1  C H A L L E N G E S  
Distributed virtualization creates non-trivial challenges for operations, increasing 
complexity, introducing new vulnerabilities for current management solutions. System 
integrators must address technology development challenges including solutions for 
incremental validation, reconfiguration or rollback procedures for deployed 
virtualization services. The solutions must be designed for scale and supported by 
commercial-grade operational facilities.  As distributed virtualization becomes more 
prevalent, the federation of distributed virtual resources across the public Internet for 
corporate-to-corporate business computing and mobile services will necessitate a 
discussion of distribution of operations and management.  
Today, making provisioning changes to the infrastructure is extremely difficult and 
slow, but required to avoid costly impact on mission critical services. While the goal is 
to avoid outages, the consequences of such a paradigm is hardened infrastructure, 





software adoption cycles and increased operational time to implement changes. 
Network infrastructure must also integrate new applications seamlessly so legacy 
services are not affected by the changes. The need to deploy such services into the 
existing infrastructure in an ad hoc fashion and without adding new devices or 
operating system upgrade cycles reduces the depreciation cost factor and enables faster 
service provisioning. Service flexibility can introduce a higher degree of network 
automation and control; allowing the administration and deployment of network 
services to be sped up and operational procedures (e.g., change management) to be 
reduced or automated.  
Ensuring application virtual resource allocation and operational resiliency in a manner 
that is equivalent to physical models is clearly a notable challenge. In supporting a 
virtualization paradigm, distributed applications are multiplexed onto shared physical 
hardware, making operational service interactions and reconciliation more difficult 
albeit with similar service-level expectations from the physical deployment scenario. 
Similarly, root-cause diagnosis and isolation of faults for virtualized network services 
poses similar challenges. While physical faults (e.g., power or thermal) may pervade a 
collection of virtual machines on a single machine, the diagnosis of a distributed VM 
service will require better methods and practices for failure associations (e.g., hidden 
dependencies) between physical and virtual instances. Distinguishing local, shared state 
based on VMM technology and shared state via distributed VMs is certain to be more 
challenging in diagnosis or performance analysis.   
2 . 1 . 2 . 2  P R E V I O U S  W O R K   
2 . 1 . 2 . 2 . 1   V I R T U A L  N E T W O R K  R E S O U R C E  
M A N A G E M E N T  
In [45], we described a virtual network kernel distributed across end-system and 
network nodes providing support for spawning of distinct virtual network architectures. 





network through the deployment of virtual network infrastructure. The parent virtual 
network kernel ‘bootstraps’ the child virtual network and then creates a set of routelets 
[48], [49] and virtual links that constitutes the virtual network topology. The child, like 
its parent, inherits the capability to spawn other virtual networks creating the notion of 
nested virtual networks within a physical network. The virtual network kernel creates a 
natural hierarchy through partitioning and isolation of virtual networks, and in turn, 
promoting inheritance and the autonomous control of network resources. Virtual 
networks form hierarchically through nested parent-child formations along a virtual 
network hierarchy structure. Virtual network kernels build organized hierarchy over the 
physical network thereby reducing the complexity of spawning virtual networks and 
handling nested networks through inheritance and state aggregation.  
A key component of the virtual network kernel is management of spawned virtual 
networks. In this section, we describe virtuosity [49], a virtual network resource 
management system that minimizes the complexity of handling multiple spawned 
virtual networks that operate over multiple timescales on the same physical network 
hardware. Virtuosity is driven by per virtual network policy exerting control and 
management over multiple virtual networks and their spawned architecture by 
dynamically influencing the behavior of resource controllers over slow timescales.   
Virtuosity manages and controls virtual network resources on a slow performance 
management timescale that operates over a period of multiple minutes. This is a 
suitable timescale for virtuosity to operate over while allowing virtual networks to 
perform dynamic provisioning.  
Architecture 
The elements of the virtuosity architecture as illustrated in Figure 7 comprise of 
maestros, delegates, auctioneers, arbitrators, and monitors are instantiated as part of the 
child virtual network kernel and deployed as distributed objects within routelets. As 
shown in Figure 7 with the exception of the arbitrator, all other elements operate in the 





virtualization, virtual networks are separated from the physical or parent virtual 
network within a partitioned and separate name and address space.  
 
Figure 7: Virtuosity architecture model 
The following are the Virtuosity design characteristics: 
• autonomous control - spawning results in the composition of a child virtual network 
architecture, partitioning of parent network resources in support of a child’s 
resource needs, and the separation of responsibilities and transparency of operation 
between parent and child architectures. Once a child network is spawned, the child 
has complete freedom to manage its resources and users' QOS in an autonomous 
manner based on its instantiated architecture;  
• dynamic provisioning of virtual network resources is limited to either static or 
policy-based provisioning [63]. Virtuosity envisions a different form of 
provisioning where the capacity needs of individual virtual networks may change 
more dynamically in term of timescales and events. Virtuosity employs a per-
virtual network policy-based approach that can be programmed by the subscriber to 

































• capacity classes within which child traffic classes (e.g., assured service, constant bit 
rate, best effort) are mapped and multiplexed. Capacity classes provide general-
purpose ‘resource pipes’ allowing the underlying parent controller architecture to 
deal with child traffic in an aggregated manner. The mapping of the child QOS to 
parent capacity classes is made transparent to the parent and is the responsibility of 
the child virtual network architecture; 
• inheritance through middleware services, resource management inheritance allows 
a child virtual network to transform itself to serve as a provider; giving it resource 
management capabilities and provisioning characteristics of its parent or, 
alternatively, to create completely distinct capabilities. Through inheritance, 
aggregation and the provisioning of a common set of capacity classes, virtuosity 
can efficiently support the resource management needs of multiple virtual networks. 
The nesting process allows us to push the complexity of the management of virtual 
network resources up the inheritance tree with the benefit of having to manage 
reduced state information. 
Operating Model 
The elements of virtuosity exist as part of the child virtual network kernel and execute 
as deployed distributed objects. As shown in Figure 7, with the exception of the 
arbitrator, which operates in the data plane, all the other virtuosity elements operate in 
the management plane. These elements are as follows:  
• maestro, which is the key resource controller responsible for managing the global 
resource policy within the virtual network or virtual network domain4. The maestro 
operates on management or coarse timescale, resource availability and virtual 
network policy. Maestros set pricing and rate strategies across its managed 
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resources influencing child virtual networks in a manner to promote the efficient 
use of resources; 
• delegate, serving as a decentralized proxy agent for a maestro, manages all local 
resource interactions and control mechanisms on a routelet as shown in Figure 7; 
• auctioneer, which implements an economic auctioning model for resource 
allocation supporting various strategies between virtual network providers and 
subscribers. The auctioneer services bids from child virtual networks over slow 
provisioning timescales promoting a competitive system among subscribers. A 
monitor performs policing and monitoring on individual parent resources. Policing 
assures that child virtual networks are not consuming parent virtual networks' 
resources above and beyond an agreed allocation of the virtual link capacity being 
managed;  
• arbitrator, which represents a transport module capable of abstracting the virtual 
network capacity 'scheduler' controlling access to each parent resource. The 
arbitrator receives a virtual network scheduling policy from the maestro over slow 
timescale provisioning intervals upon the completion of a resource allocation 
process. The virtual link arbitrator manages the access and control to the parent's 
virtual link based on virtual network policy.  
Virtuosity manages the partitioned resource space and interfaces with the parent 
virtuosity system to increase or decrease the current partitioned resource space through 
dynamic provisioning.  The arbitrator and monitor elements are instantiated on routelets 
on each port, managing the integration of provisioned capacity and local resource 
policy over each routelet virtual link. A single delegate and auctioneer are instantiated 
per routelet and manage local resource management activities on the routelet. The 
delegate is a coordination proxy working on behalf of the maestro to distribute local 
activities, while the auctioneer brokers the provisioning requirements from multiple 
child networks on the routelet. Maestro is the only virtuosity element that oversees the 





policy and distributes (via delegates) per routelet auctioning parameters and per virtual 
link arbitration policy. Maestro, although conceptually a centralized controller, can be 
implemented on a centralized server node or decentralized using cooperating server-
based agents instantiated on a per routelet basis.  
2 . 1 . 2 . 3  D I S C U S S I O N  
Virtuosity was a dynamic virtual network resource management system. Key 
operational considerations in the development of the virtuosity framework were 
scalability and stability. Several scalability considerations associated with resource 
management architecture for managing virtual networks included network complexity, 
computational complexity (e.g., routelet management processing overhead) and 
transport data path impact based on frequency of control or management interactions.  
One of the scalability benefits of the architecture was achieved through the virtual 
network inheritance model. Through the maestro and delegate, we centralized 
management intelligence and processing but decentralized the interactive activity 
required between the delegate and the other virtuosity components. In addition, by 
selecting a single delegate model per-routelet, we scaled management processing with 
node complexity rather than link resource complexity. Finally, with the virtual network 
(capacity) scheduling approach, we simplified network provisioning by leveraging 
ideas of slow-time scale management and capacity aggregation, which helped to 
remove interactive concerns. The issue of stability in virtuosity was conditioned by 
programmed policy. It was important that policy-based dynamic provisioning guide the 
stability of the network. By limiting the provisioning timescales, we achieved a balance 
between the gains derived from statistical sharing of resources between virtual 
networks and the desired stability of virtual networks. The timescale was influenced by 
virtual network size and hierarchy complexity. There were several considerations in the 
trade-off between stability and resource efficiency. First, network services, which 
operate within the context of virtual networks can operate at some defined steady state 





limited such that admission control and auctioning processes for resource allocation can 
reach convergence within minutes. Finally, the infrequent requirement for child 
networks to do dynamic provisioning keeps the virtuosity system inactive.  
Key associations between the virtuosity management system and the emergent 
management system include the use of a system dynamics approach to resource 
management through distributed auctions. Additionally, the use of both centralized and 
decentralized mechanisms via the maestro and delegate are employed as a cooperative 
strategy. Using monitor and arbitrator objects, the network state and policy control 
system formed a closed-loop system with an asynchronous process for state and policy 
synchronization. Hierarchical resource control and management is inherent to the 
virtuosity framework through the virtual network inheritance methodology. While 
predictive methods are not employed in virtuosity, the use of capacity planning 
provides for proactive management through historical data aggregation and trending. 
However, virtuosity does not address the decentralization concepts, where end-nodes 
orchestrate in peer-to-peer or leader-based communities. Alternatively, it is heavily 
driven by rule-based methodologies for triggering responses for auctioning control and 
resource state perturbations.  Nevertheless, virtuosity has many similar characteristics 
to the HVC-based emergent management architecture as expanded in Chapters 4 and 5.  
2 . 2  D Y N A M I C  R E S O U R C E  M A N A G E M E N T   
Broadcasting or multicasting system-level information in smaller-scale networks or 
directing exchange of information between nodes with information propagation is 
proposed for cooperative control and management. System-wide adaptive management 
of resources can ensure that the system is made more aware and resilient to varying 
constraints or that the best option is taken during improved network conditions. In [14], 
when the wireless link is feasible, P2P transmission helps to reduce path loss over large 
distances in wireless links with multiple hops employed over shorter distances to 
reduce packet loss. In multi-hop networks, one must be concerned with both exposed 





(out of the sender’s range but within the range of the destination). The network 
configuration between two endpoints may vary dynamically due to varying network 
conditions, mobility, or other constraints in the system. Thus, QOS policy or state 
information exchange through intermediate nodes is necessary to meet end-to-end 
service quality expectations.  
In large wireless ad-hoc networks, routing tables with link quality information can 
grow significantly in size. To achieve scalability, nodes can store only local 
information about nearby links. This information, stored in distributed fashion, can be 
propagated through nodes on request to correlate end-to-end performance on a 
communication path between two endpoints in the network. The responsiveness of a 
node’s adaptation mechanisms to changing mobile operating conditions will determine 
how effective these mechanisms are in responding to the variations in the network or 
the application. Thus, a key decentralization challenge is the tradeoff between local 
information scaling and responsiveness due to information sharing or propagation - a 
challenge this thesis aims to address using the HVC through cluster-based localization 
and hierarchy-based global distribution. 
2 . 2 . 1  C H A L L E N G E S  
On a network-wide level, the associated structures and traffic models for wireless 
decentralized systems are highly distributed and dynamic. Mesh or ad hoc networking 
systems including the users, applications, underlying network services and the 
infrastructure services cannot realistically rely on any fixed node structure or 
transport environment.  Additionally, given a lack of centralized authority and 
administration for control and state management, the coordination complexity and 
operational administration is well beyond many of today’s automation or autonomic 
approaches to distributed management.  
Alternatively, the ability of applications to adapt to positive or negative changes in 





will give applications greater flexibility in managing real-time or media adaptation 
within a wireless environment. The application’s adaptation flexibility will depend on 
its ability to detect or respond on a much faster time-scale (e.g., to support fast 
handoff), thus requiring the application to cooperate with the transport layer’s 
congestion control loop. Alternatively, the necessity to manage the wireless channel 
bandwidth will depend on the clocking rate and control mechanisms used by the 
application or session layer to control the incoming rate of the flow. Sharing knowledge 
or policies between these layers can further increase their cooperative effectiveness.   
2 . 2 . 2  P R E V I O U S  W O R K  
2 . 2 . 2 . 1  A D A P T I V E  W I R E L E S S  R E S O U R C E  
M A N A G E M E N T  
The adaptive techniques at a single node are not sufficient to address overall scalability 
issues in the wireless or hybrid wireless networks. Optimizing overall end-to-end QOS 
requires knowledge or state of key elements of the network system or the 
communicating session. The optimization across the network is required due to 
variations in link conditions and user mobility constraints in the wireless environment. 
Local conditions at the MAC and PHY layers can be propagated to the network layer at 
each node, and joint optimization between the network and MAC layers can be used in 
conjunction with network-wide information to optimize routing and end-to-end QOS 
dynamically in the network. 
Network-wide adaptation can be achieved through rapid exchange of information about 
individual links between endpoints to assess end-to-end performance. Physical layer 
conditions on each link in a wireless network can vary dynamically due to several 
factors such as network congestion with other users, interfering signals and noise, and 
path loss. The optimal path between two endpoints in a network is a function of the 
quality of each of the links on the path between the endpoints. With dynamically 





become a less optimal one. Alternate paths can be proactively established to allow 
switching paths in the system as conditions vary over time. In [130], we proposed a 
system approach to balance wireless and mobile channel conditions against IP-based 
service differentiation and end-end service requirements.  
Figure 8 depicts a simple, conceptual model of the system approach to support flow 
adaptation in concert with local and global wireless channel resource management. As 
shown, both control and management signaling services are used to maintain proper 
end-to-end flow delivery, optimal channel access and channel efficiency. By control, 
this refers to such services as QOS, congestion control, reliability and bandwidth 
control. By management, this refers to monitoring mechanisms to support appropriate 
feedback to optimize control or policy-based decisions. Control policies are based on 
conditions specific to the application flow, the local wireless device and the global 
channel. On a flow level, the conditions are at the scope of the application or 
connection transport level. The local device refers to the mobile endpoint, which may 
have time-varying conditions (e.g., fading, overlapped cells) imposed on its aggregate 
flows within its local vicinity, but may not necessarily reflect global conditions 
affecting all mobile devices within the span of the radio network.   
 
Figure 8: Conceptual model  
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Alternatively, global conditions (e.g., channel traffic load) may affect the entire 
channel, and thus, all wireless devices within the same local area network. The 
approach does not suggest the three state machines are decoupled. Instead, they must be 
cooperative in such a way that each operates autonomously, while policies and states 
for their operation are exposed or exchanged for the intended operational balance of the 
system. To achieve this, different components cooperate through exposed interfaces for 
binding configuration or state management.  Furthermore, one can have greater control 
on the stability and efficiency of the system by enforcing policy controls at different 
timescales as warranted by the mobile device, application or wireless channel.  
A middleware layer is employed to automate cooperative control between a central 
wireless IP radio resource manager (RRM) handling global resource management and 
multiple, distributed RRM Agents at the mobile clients (and base stations). These 
agents work on behalf of the RRM to distribute global policies, while also managing 
local resource management and reacting to local channel conditions. The RRM Agent 
can be seen as mediation control point between the global channel (layer 2 and 3) 
policies, local (layer 2) channel policies and application flow adaptation at the 
transport-level (layer 4) and above.  
Architecture 
Figure 9 depicts a general model supporting alternative wireless radio infrastructure. 
The framework supports alternative radio technologies layered on IP-based network 
services.   Using middleware services, the IP stack is exposed to support a more 
integrated QOS and resource control system, while preserving its layered boundaries.  
In [119], we used a programmable classifier and scheduler based on a traffic control 
API [53],[118] to dynamically, configure or enforce IP-based QOS policies (e.g., 
marking, shaping, metering, dropping, priority, etc.) based on network monitoring 
feedback. We extended the work in [119] by recognizing the need to feedback time-
varying conditions and further, by distinguishing local feedback conditions from global 





previous work by enabling features that are more dynamic across multiple layers and 
providing support for utility-based specification, allowing the wireless application to 
adapt to either SINR or channel congestion feedback.  
 
Figure 9: IP Radio resource control framework 
System Components 
The Radio Resource Manager is a central resource controller operating at an access 
point, base station or wireless LAN router. The RRM primarily oversees wireless 
resource control and management by negotiating wireless channel bandwidth 
requirements supporting its wireless clients while maximizing global channel 
bandwidth efficiency.  The RRM uses method invocations to adjust provisioning 
policies or program layered component services resident at one or more wireless 
endpoints via the RRM Agent API.   
The RRM Agent is a distributed extension of the central RRM. The Agent is a 
mediation point balancing global channel resource policy, local channel policy, and 
flow-level adaptation. It communicates with local applications accepting utility-based 







specifications to the central RRM to support global channel optimization algorithms 
operating at the RRM.  The agent supports service programming (e.g., buffer 
management algorithm) or resource provisioning control (e.g., marking, rate shaping 
policies), directly or via of the RRM. Previous works (e.g., [121], [123]) have proposed 
alternative transport services necessary to match the requirements of wireless and 
mobile infrastructure in managing to faster congestion and drop type detection. A 
programmable transport, where alternative transport control schemes can be employed 
or configured in real-time can provide flexibility to the varying conditions exhibited by 
the wireless channel.   
An important aspect of the RRM Agent is to coordinate policy and state between 
protocol stack layers to maintain constant synchronization. Such coordination may 
happen directly using header information (e.g., IP options), inter-layer header mapping 
(e.g., IP DSCP to 802.1p mapping) or via the RRM Agent through method invocation 
and parameter passing. The latter can be used for requesting or responding with 
monitoring state or QOS enforcement policies. 
In [8], we demonstrated that a flexible network layer QOS mechanism allows 
automated provisioning and reconfiguration through threshold-triggered remote method 
invocation.  Using centralized (multi-threaded) resource management algorithms, 
alternative IP flow QOS policies can be enforced remotely over a common API 
exposed by client QOS agents. In this work, we proposed a similar IP-based 
provisioning service at wireless devices, but allowed alternative IP QOS bindings and 
algorithmic choices enabling greater design and provisioning freedom to the QOS 
programmer or administrator. Through coordination with the RRM Agent acting as a 
local proxy, the IP QOS service can be (per application flow) configured through global 
policies and managed by the centralized RRM. Finally, alternative MAC level QOS 
bindings or algorithmic choices can be programmed into the MAC layer and 





Through coordination with the RRM Agent, differentiated access can be reconfigured 
through local policies algorithmically determined through SINR [123] utility curves 
managed by the RRM Agent. Thus, bandwidth, access, and latency differentiation is 
made possible at the local link level. In this scenario, the local policies may preempt the 
IP QOS global policies in order to manage time varying or fairness issues caused by 
fading or degraded local conditions on one or more flows. These policies may conflict 
with the end-to-end or global channel policies enforced at the higher layer. However, 
the higher layer QOS policies may be triggered active as local channel conditions 
improve.  
Operating Model 
Under a wireless environment, we partition the control system across the resource 
control hierarchy towards achieving consistent control on a global network level, a 
local network level and flow level. Each is directed at a different set of objectives, but 
overlapped on their influence on the wireless channel resource.  As illustrated in Figure 
10, three autonomous levels of feedback control support the distributed state machine. 
At each level, a stable and unstable state exists, while an operational state is centered 
between them to represent the control state. Also at each level, a monitoring service 
checks against stability thresholds to determine the possibility of instability and the 
need to enter into a control state, invoking alternative algorithms, which manage the 
particular level of concern. At the global and local level, policy changes will cause the 
state machine to enter into an unstable local channel state or unstable flow state, 
respectively. Multiple instances of the state machine process will run - one per wireless 
client and one for each of the flows running within the wireless environment. The flow 
procedure is essentially part of the normal transport process supporting both congestion 
and reliability control for each session flow. Also shown at the local and flow level is a 






2 . 2 . 3  D I S C U S S I O N  
With the focus on adaptive wireless resource management, this project produced 
several important contributions to position the emergent and self-organization direction. 
First, the hierarchical approach to managing the dynamics of the wireless environment 
positions both a macro- and micro-granularity to manage state and control (policy) 
execution. Second, the ‘closed-loop’ and asynchronous nature of the distributed state 
machine for loosely-coupled state management and policy-driven control is evident in 
the same RRM framework.  Third, the adaptive, cross-layer requirements position a 
similar objective for addressing the gap between the network and application 
discontinuity. Finally, distributed programmability promotes an architecture for 
endpoint (rather than inter-networking devices) rapid service provisioning and 
flexibility. This is consistent with the HVC direction, which aims for greater flexibility 
in the binding and service composition in client or endpoint devices, albeit orthogonal 
to the virtual machine orientation to service provisioning.  However, the adaptive 
wireless resource management system falls short towards the direction of an emergent 
strategy for network control and state management. First, we employed (human-
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defined) rule-based methodologies using static thresholds for inter-layer, hierarchical 
state and policy management synchronization rather than predictive/learning methods 
or more broadly complex adaptive methods. Further, there is continued focus on 
network programmability enabled by process-driven methodologies for service control 
rather than a state-driven methodology for dynamic service control.  
2 . 3  S U M M A R Y  
Low-cost wireless communication systems are introducing an inflection opportunity for 
unwiring users and creating free association of communication services on more 
horizontal and compute-rich devices. This change is consistent with the ubiquitous 
computing [1] direction and the limitations of today’s Internet and telecommunication 
networks present an opportunity to bridge a transition towards alternative mobile 
computing and communications systems. The limitations of these works towards DCS 
are consistent – there is emphasis on human operator design for managing the state 
space and the corresponding network control response.  Further, such systems are 
incapable of learning state, adjusting policies and making online prediction to help 
scale to new and more complex network state and configuration.  A key transition is 
occurring towards applying concepts of natural or system dynamics to manage 
increasing information technology complexity and scale. The previous works present 
the author’s thought evolution of research, while summarizing key shortcomings 
consistent with more recent network management and provisioning developments in 
emergent research. 
How do we build scalable, dynamic structures capable of adapting to dynamic 
topologies? In DCS, the barriers for scalability are greatly increased because the 
distributed systems limitations can occur at multiple levels, as the architecture is highly 
decentralized and dynamic. The continuous operational state and policy changes due to 
a high-degree of node mobility or node (self-serving) behaviors occur at an application-






3  D E C E N T R A L I Z E D  C O M M U N I C A T I O N  
S Y S T E M S  
3 . 1   V I S I O N  
Today’s centralized computing and communication systems are based on a usage 
model that is fundamentally orthogonal to current mobile, socially networked 
population and transient usage scenarios. Like mainframes in the ’70s and early ‘80s, 
today’s predominance of client-server or communication systems have reached a level 
of commercial quality or enterprise grade, which decentralized systems are far off 
today.  The premise in this thesis is that decentralized systems can reach similar levels 
of resilience, scale and commercial reliance that the industry has realized through 
centralized systems. Our vision addresses this discontinuity and proposes transparency 
of the user or user groups between hardened centralized (e.g., data center) systems and 
ad hoc decentralized systems. This thesis proposes to decentralize Internet computing 
and communication systems by integrating people within the design of the 
infrastructure, delivering application information or mobile services based on location, 
social or group context using virtual machine, peer-to-peer technologies and offsetting 
traditional operational management support using principles of emergence and self-
organization for scalable operational control. One emerging use case for decentralized 
systems is in developing countries where centralized infrastructure tends to be frail or 
cost prohibitive and common information technology services and support are 
challenging or absent.   However, decentralized usages can extend to enterprise 
business computing, educational classrooms or remote collaboration, vehicular 
communications and processing, community networks (e.g., gaming networks), first-
second responder systems (e.g., communications infrastructure disaster situations) or 





To achieve the vision of building robust decentralized communication systems (DCS), 
the proliferation of computing, storage and wireless communications to the user 
(mobile) population through mobile devices must be cooperatively resource and service 
brokered with hardened, persistent environments (e.g., data centers) through wireless 
mesh networks for communications relaying, peer-to-peer computing and content 
synchronization. Scaling the network infrastructure requires wireless networks formed 
of cooperative, mesh networks between multi-radio portal infrastructure (when 
available) and multi-radio-enabled mobile endpoints. Dynamic topologies capable of 
restructuring to serve the opportunistic environment through peer-to-peer physical or 
virtual structures of mobile devices and hardened infrastructure can share, discover, 
provision or consume services. It is not difficult to envision a large grid of 
computationally rich, mobile devices and a larger number of virtual machines to 
achieve greater provisioning reach, capacity efficiency and service capabilities as seen 
in today’s high-end server farms or computing clusters. A significant challenge in 
realizing this vision is sustained operational stability and scalability. Correspondingly, 
decentralized management, using principles of emergence and self-organization can be 
employed to achieve community cooperation, decentralized trust, state or policy 
propagation to facilitate operations, maintenance and provisioning functions.   To this 
end, we introduce structural concepts of hierarchical virtual clustering for self-
organization based on operational superiority (e.g., military or corporate organizations) 
and peered intra-cluster cooperative behavior. The use of virtualization or virtual 
machines employs the HVC infrastructure. In DCS, there is greater dependency on 
static or mobile virtual machine or virtual container5 constructs that can provision or 
consume services or just act as service intermediaries to other DCS services.  
                                                
 
5	  A	  virtual	  container	  is	  a	  more	  general	  abstraction	  of	  a	  virtual	  compute	  execution	  object,	  of	  which	  a	  virtual	  
machine	  is	  one	  type;	  virtual	  containers	  can	  support	  different	  levels	  of	  granularity	  in	  execution	  type,	  local	  state	  





3 . 2   C O N C E P T  A R C H I T E C T U R E   
Decentralization is the first key characteristic in future computing and communication 
architectures. For communications, one can envision a more flat network system with a 
large number of end nodes with similar physical form and function, but with varying 
resource and service profiles. These nodes participate in network transport, network 
control and management.  In this framework, end-users are associated with these nodes 
either as a leaf or as an internetworking node. Communities of virtual networks may 
form by contemplative design or through social cooperation. Physical (wireless) 
connectivity is instantiated opportunistically without ownership or hardened allocation. 
Figure 11 illustrates this vision with two (of many) alternative topologies of DCS. 
 
The proposed system is architecturally distinct to current ad hoc & sensor networks 
[101], [102], [106] as it is with peer-to-peer computing [96]. Richer node constructs 
formed of wireless multi-radio mesh communications and computational virtual 
machines are used to scale DCS. Extreme peering or viral [11] properties are exhibited 
at leaf or clustered DCS service nodes while centralized (or promoted) DCS clusterhead 
nodes in virtual constructs cooperate to deliver a decentralized capability.   Networked 
virtual machines through computational overlays employ the emergent management 
service infrastructure. However, the virtualized networking infrastructure is not limited 
to management services and can be used to support (i.e., multi-tenancy) the deployment 
 a) Sparse networks b) Structured networks  





of virtual infrastructure for alternative DCS services6 execution or delivery. The 
following are the key DCS architectural properties:  
• decentralized computing infrastructure: combining peer-to-peer computing and 
mesh networks with an aggressive convergence strategy for node computation, 
network processing and data storage to deliver a new class of node architectures for 
DCS. Any physical mesh node may be capable of supporting switching or routing 
functions, in addition to supporting client or compute functions. With hardware [73] 
and software-based virtualization technologies[68] gaining broad commercial 
adoption, node virtualization can evolve towards converging, partitioning and 
integrating computation, communications and storage resources; 
• virtual network structures: based principally on a virtual machines and networked 
overlays, the use of hierarchical virtual clusters is employed to create pliable 
infrastructure for provisioning and managing network resources and distributed 
services;  
• emergent control and management: exhibiting behavioral novelty in the separation 
of local and global control and management services in a self-organized, 
hierarchical framework.. Inference and learning techniques relieve human-
dependency on operational management and provisioning tasks to capture and 
manage distributed state and adapt policies for distributed control.   
In what follows, we present the major aspects of the proposed DCS vision and 
architecture along with OverMesh, a proof of concept research platform for 
investigating DCS architectures.  
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3 . 2 . 1  D E C E N T R A L I Z E D  C O M P U T I N G  
I N F R A S T R U C T U R E  
3 . 2 . 1 . 1  S C A L A B L E  M E S H  N E T W O R K S  
Wireless mesh networks have been actively studied [102], [111]. In a DCS network, 
nodes are allowed to communicate with other nodes without being routed through a 
central switching point. For a network to intercommunicate in a mesh topology, the 
nodes' self-discovery features must first determine whether they are to serve as access 
points for wireless devices, as backbone nodes or a combination of roles. Individual 
nodes locate their neighbors using discovery query and response protocols. Once the 
nodes recognize one another, they measure link quality and performance metrics such 
as received signal strength, throughput, packet error rate and latency. This information 
is communicated among the neighboring nodes for selecting signal values. Each node 
then selects the best path so that the optimum quality of service is obtained at any given 
moment. The network discovery and path selection services must be lightweight, run in 
the background and consume minimal bandwidth. Each node maintains a current list of 
neighbors and frequently re-computes the best path with frequent node migrations or 
disconnections. This self-healing or failover features distinguish mesh topologies apart 
from hub-and-spoke networks.  Mesh networks rely on management, control and 
discovery messages that must be protected along with user traffic via standards-based 
security techniques such as 802.11i and Advanced Encryption Standard (AES). 
Mesh networks should be designed to provide for scalable [104], [107] capacity as the 
number of mesh nodes increase in the network. Such capacity-enhancing techniques for 
network scalability include power control, which can be used to reduce the range of 
interference provided by a wireless transmission. When multiple channels [115], [110], 
[122] are available, mesh nodes can configure their radios to transmit data in different 
channels and thus transmit simultaneously even if they are in close proximity of each 
other. Each mesh node can have multiple radios such that these radios can be 





efficiency. MIMO antennas can be used in each radio to provide increased capacity at 
the physical layer with the use of multiple antennas for transmission and reception. One 
can consider hybrid mesh networks that provide support for multiple wireless protocols 
operating in non-interfering frequency ranges. Communications using different wireless 
protocols may exist simultaneously and the nodes in the network providing support for 
diverse radios to support various protocols or alternatively, software-defined-radio 
[105] implementations to reconfigure radios to different wireless protocols 
dynamically. In addition to capacity-enhancing techniques for network scalability, 
mesh networks provide capabilities for adaptive routing [107], [109], [114], [115] and 
fault tolerance. Heterogeneous mesh networks can provide this additional flexibility. As 
an example in Wi-Fi & WiMAX heterogeneous mesh networks, a WiMAX base-
station node can serve as a mesh portal or it can just forward traffic to another Wi-Fi 
mesh portal of reachable proximity.  For intra-mesh traffic, one can optimize 
transmission flows by using a WiMAX network to reach destinations faster by 
traversing intermediate paths in the mesh network through the WiMAX node. 
3 . 2 . 1 . 2  F L E X I B L E  N O D E  C R E A T I O N  &  
C U S T O M I Z A T I O N   
Today, Internet nodes are highly physical function clients, servers, routers, switches 
and various other forms of physical ‘appliances’ forming its source, sink and 
interconnection structure. Endpoint devices can be oriented towards smart phones, cell 
phones or any number of alternative client devices to connect, source and sink Internet 
traffic. Nodes and their physical position in the network have a one-to-one mapping 
(generally) to their specific function or service, which they support in the network. DCS 
proposes to move away from this orientation and position a virtualization approach to 
customizing node computation, network processing and data storage to enable flexible 
node creation and customization. Therefore, any physical node may be capable of 





storage inside the network. The use of virtualization7 technologies enables provisioning 
alternative forms of networking as authorized by the owner of that device.  
Figure 12 illustrates four alternative forms of node virtualization, each of which directs 
a unique form of node formulation and construct. Figure 12 depicts the traditional 
distributed set of servers formed by combining several nodes to demonstrate clustering 
through virtualization and alternative forms of interconnection devices such as 
switches, routers, network appliance and a diversity of endpoint platforms supporting 
traditional client device functionality. Finally, such node modularity may also allow 
transforming or personalizing user-centric devices to serve or internetwork to the user’s 
need or demand, limited only by physical capacity.  
                                                
 
7	  	  The	  practical	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In summary, flexible node creation and resource provisioning based on virtual 
containers or virtual machines are proposed for supporting the creation of node 
functions, partitioning or integration of device services over alternative physical 
platforms.  Personalizing devices to the user’s particular need through virtualization, 
rather than device physical instantiation is a key concept in this thesis, and thus 
extending the vision of the proposed DCS framework.  This aligns with the notion of 
empowering the user and enabling the user’s free-association and composition to a 
broader set of services or virtual resources within their reach or awareness.  
3 . 2 . 2  V I R T U A L  N E T W O R K  S T R U C T U R E S  
With the challenges visible in today’s Internet design, there is an architectural shift 
underway in the Internet from the original IP abstraction model to a virtualization-
based abstraction paradigm. Largely motivated by the changing demands for user 
mobility, security, context flexibility and massive content evolution, this shift is 
necessary as an architectural transition. While many commercial virtual machine 
services have been positioned primarily as a vehicle for stateless computing or 
computational processing, the use of virtual machines or containers to provision 
communication services or for security or management purposes has gained broader 
momentum from the commercial and research community [90],[92]. This section 
extends the discussion on virtualization and positions a visionary direction for network 
virtualization to enable future DCS systems. A key aspect of DCS research is the 
development and use of a distributed virtual infrastructure for network provisioning and 
service deployment. In such a model, the service architecture would have structure and 
organization in a similar way that processes are hierarchically spawned or inherited in 
an OS and IP is layered in packaging for basic or enhanced delivery or reception of 
packets. Alternatively, in DCS virtual structure can be hierarchically spawned and 
layered within node virtualization constructs and distributed similarly in topological 





support infrastructure topology services, traditional management services, and peer-to-
peer collaborative or social networking services.  
Matching the DCS dynamics for node mobility, node and image migration and ad hoc 
community formations, different classes of construction can envisioned including hard 
structures with fixed network and long duration, soft structures with variable network 
and long duration and short-lived structures with variable network and short duration.  
 
 
(a) Network structures (b)Management services 
 
(c) Collaborative, social networks 





An important objective of the DCS research is the feasibility of such architecture to 
deliver VM-based layered services over wireless mesh networks. DCS services must 
be bundled or organized in scalable fashion to be easily usable or programmable by 
an application developer, service provider or even an end-user to deliver commercial 
applications or social networking capabilities.  Additionally, alternative types of 
virtual network structures and their interactions must operate over different mesh 
networking constraints (e.g. traffic load or signal fading conditions) and mesh node 
constraints (e.g., compute or network load or storage requirements) with stability and 
scalability.   
3 . 2 . 3  E M E R G E N T  C O N T R O L  &  M A N A G E M E N T  
As articulated in [12], [94], and [142], the tasks of managing and provisioning Internet 
networks remain a manual activity for network administrators. An interesting 
observation posed in [30], [179] suggests designing systems based on the notion of 
predictability and its relation to process driven or data-driven descriptions. The current 
Internet lacks the online flexibility to change its design against evolving demands and 
conditional event dynamics. As a non-traditional approach to network control and 
management, the introduction of online predictability using emergent and self-
organizing techniques [24], [131], [141], [175], [178] is advocated herein. In DCS, 
management and resiliency are key operational pillars in its architecture. A 
characteristic to be drawn out in this thesis is the intrinsic ability to have local (e.g., 
local service, network component or subsystem) elements operate with distinct and 
independent behavior exhibited by the global system (e.g., network-wide service, 
internetworking community).  Moreover, the global system may have a different set of 
objectives than the local entities’ while their synchronicity and independence should be 
evident.   
Another aspect of the DCS architecture is self-characterization of its distributed state 
profile.  Network state can be static or dynamic, local or global, or operational or 





attributes that can characterize ‘goodness’, for example stability, reachability and 
performance. The DCS emergent system must be capable of capturing (online) and 
storing event-level representations as well as temporal data representations.  Similar to 
the concepts in [12], a distributed storage facility is integrated into the design of the 
network and operational at runtime. In DCS, unconventional approaches are needed for 
network control and management. This requirement comes both by necessity to 
increase operational resiliency for the users of the networked system and for 
architectural purposes to reduce the dependency on personnel to operate and manage 
DCS.  The proposed DCS assumes a high-degree of internetworking fluctuation and 
mobility. Nodes can be online, mobile, hibernating or off-line. While the topology may 
be irregular and fluctuating in path selection, it may also increase the network diversity 
for provisioning. To enable distributed learning and evolution, machine learning 
[99],[168],[171] techniques are employed to predict distributed performance and 
reliability state; entropy-based techniques are used to characterize network or sub-
network availability or stability state, graph expansion and clustering methods are used 
to assess reachability. On the control side of the emergent system, reinforcement 
learning methods provision state-driven actions. The emergent system must be capable 
of building intelligence and storing this into decentralized information stores.  
3 . 3   O V E R M E S H :  A N  E X P E R I M E N T A L  D C S  
P L A T F O R M  
The OverMesh8 architecture [14] can be applied to a variety of wireless networks. We 
chose to realize OverMesh on IEEE 802.11s. The PlanetLab [72], [82] service 
architecture was customized and integrated with the WLAN mesh network to manage 
DVM-based9 overlays. Figure 14 illustrates the conceptual deployment of OverMesh 
supporting a wireless mesh-based DVM system. Overlays and virtualization facilitate 
deployment of large distributed services and peer-to-peer applications on the Internet, 
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  OverMesh	  is	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but when applying them to resource constrained, mobile and wireless environments, we 
pursued investigation of the following issues: 
• How do we realize a testbed that can be used for development creation of novel 
decentralized services and applications on the wireless network? The testbed 
should provide an open DCS platform for research on real wireless mesh networks. 
The virtualized overlay enables concurrent but separated experiments on the same 
physical testbed instance.  
• How does one develop and scale decentralized applications and services on 
wireless mesh networks? In addition to the large number of services already 
available in the wired Internet, there will be many novel services and applications 
specific to the next generation wireless networks, including mobile applications and 
services monitoring, mobile node locality and real-time voice and media 
applications.  
• How does one efficiently manage and control the limited resources in wireless mesh 
networks?  While traditional overlay for wired networks sought to make the 
underlying network transparent to the users, this may not be desirable for wireless 
mesh networks. Given limited bandwidth, computation capacity, and dynamic 
topology in wireless mesh networks, the resource management and control should 
consider the state of the underlying network. The proposed virtual overlay structure 
provides a novel way to support distributed resource management and control - 
each node contributes one of its virtual machine (services) to form a resource 
management overlay.  Virtual machine services in this overlay can coordinate to 
balance resources in a fully distributed fashion. The difference of this overlay from 
other overlays is that it can collect information across the network and across the 
layers of the network stack, showing the importance of information exchange 
between different abstraction layers.  
The OverMesh platform provided a unique testbed for developing a variety of 





3 . 3 . 1  I M P L E M E N T A T I O N  
While PlanetLab targeted large distributed overlay networks supported by dedicated 
servers on the Internet, we focused on realizing the virtualized overlay on mobile PCs 
in a wireless mesh network. By participating in the research activity on private 
PlanetLab [72], [82], [94], we redesigned the existing PlanetLab distributed services 
to operate in a private WLAN mesh network.  
Figure 14 shows the current system stack of a mesh node. In addition to the mesh 
networking components residing in data link layer, the virtual machines are provisioned 
and managed by a virtual machine monitor (VMM). To enable efficient use of limited 
resources in the underlying wireless mesh networks, we employed several cross-
overlay DVM services to interface state of underlying networks to the upper layers for 
resource management and control purposes. These included the following DVM-based 
services:   
• distributed search service - provides a common lookup service to various 
applications such as information queries and distributed file storage and sharing. 
The distributed hash table (OpenDHT, [95]) is one of the more efficient overlay 
search algorithms. Each overlay node maintains a small overlay routing table for 
 
Figure 14: OverMesh platform 
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finding the destination with the shortest path length of complexity O(logn), where n 
is the network size. We demonstrated an overlay search algorithm in OverMesh 
achieving the complexity of O(n) by taking advantage of network layer broadcast to 
route overlay search requests and using cross-layer services to facilitate vertical 
cooperation between the network layer and the overlay.  
• network monitoring service - given the resource constraints in underlying wireless 
networks, many services and applications supported by an overlay should be made 
more aware of current network conditions via cross-layer information exchange. 
Instead of conducting cross-layer operations in every node, a dedicated overlay on 
top of a subset of nodes can monitor underlying network information (e.g., link 
throughput, packet error rate, query response time, transmission delays, RX signal 
strength, SINR, retransmission rates) and provide the information to all nodes and 
other upper-layer overlays. The monitored information can be queried by other 
overlays or applications using the distributed searching service.  
• location service - positions of mobile nodes in OverMesh can be calculated by a 
positioning overlay. Positioning hardware can be used to find node location in real-
time. The node will measure and record the distance to its neighbors periodically. 
This can be based on the link quality or by any other ranging techniques. 
Comparing the actual distance with the estimated distance can refine the distance 
estimation between two nodes in the positioning overlay, as their actual locations 
are known. A node A that is not in the overlay requires the help of peer nodes in the 







3 . 3 . 1 . 1  O V E R M E S H  E N V I R O N M E N T  
The OverMesh deployment environment, as illustrated in Figure 15, consists of one 
central server for managing nodes and slices, internetworking (multi-tenant) hosts for 
the virtual machines, and clients that use the OverMesh. The following briefly outlines 
the installation procedures:  
1. Install Fedora Core 4 OS 
2. Install Flexmesh 802.11s Mesh SW 
3. Configure the DHCP server  
4. Install and configure MyPLC service  
5. Register OverMesh clients at the administration website  
6. Create Boot CD for OverMesh clients 
OverMesh Central Server 
Although a server typically hosts a private PlanetLab Central service, we used a mobile 
PC as the Central Server in order to facilitate wireless communication with other 
 
 





OverMesh nodes. The mobile Central Server node supported IEEE 802.11g and 
connected to the external Internet through a wired Ethernet to facilitate installation 
packages from the external PlanetLab server and to provided Internet gateway service 
access for OverMesh nodes. The Central Server maintained central administration for 
authorization, installation and remote monitoring of OverMesh nodes.  
OverMesh Client and Internetworking Nodes 
We used mobile PCs as OverMesh nodes. The following deployment procedures were 
employed on internetworking nodes:  
1. Install using CD created from the OverMesh Central Server  
2. Configure DVM slices through the administration website  
3. Deploy virtual mobile services into the DVM slices  
As a new OverMesh node boots, it temporarily installs a lightweight Linux kernel 
then installs the wireless mesh service. The CD contains a specific key file generated 
by the Central for each new node. Once a new OverMesh node is booted, it contacts 
the Central to verify the key. If authorized, the OverMesh node will continue 
download of the installation kernel from Central. In this manner, the Central can 
always upgrade the installation kernel. We added wireless mesh networking support 
to boot the CD ISO and the Linux kernel installation from Central so that any new 
OverMesh node can communicate with the Central through the OverMesh network.  
OverMesh Clients 
A client machine only needs to install the mesh network service to communicate to 
any other OverMesh node in the system and follow the ensuing procedures: 
1. Install Fedora Core 4 OS  
2. Install Flexmesh 802.11s Mesh SW 
3. Configure DHCP on the client  






When a user deploys a new service on the OverMesh network, secure administration 
is handled via the OverMesh website on the Central. Since the Central has both wired 
and wireless connections, the user can facilitate administration from the external 
Internet, a mesh internetworking node or client on the local network; adding or 
deleting mesh nodes on the provisioned overlay. Every participating OverMesh node 
will be notified and configured to provision specific virtual machine services. The 
user can login to every deployed virtual machine and install their particular service or 
application slice, isolated from other services running on the physical machine.  
Figure 16 shows an example of distributed directory service and a voice over IP 
application running on the OverMesh platform. A monitoring client located anywhere 
in the Internet can watch the real-time link quality collected from the OverMesh 
network. There are four mesh nodes participating in the distributed directory service 
overlay. The service is based on the OpenDHT, which uses a distributed hash table to 
facilitate the overlay-based searching algorithm.  Two clients A and B are connected to 
the mesh network through wireless links. They store their network address provided by 
 





OpenDHT. Client A initiates a query for the network address of Client B. The 
requested information is returned by the directory service overlay. Client A then starts a 
voice application, (GenomeMeeting) by calling Client B’s address. 
3 . 3 . 1 . 2  V A L I D A T I O N  
We conducted various experiments of the OverMesh platform on a distributed (office) 
deployment as depicted in Figure 17. Real-time wireless link quality measures were 
collected from monitoring services running on each of the mobile clients. We present 
some of the results in this section and further results including MATLAB simulations 
and the platform SDK and installation procedures for OverMesh in the Appendix.  
 
Figure 17: OverMesh topology 
Our first experiment focused on the impact of traffic load with a range of concurrent 
traffic workloads. For each of the workloads, search requests are sent at a constant rate 
of three requests per sec.  Figure 18 illustrates results for search success rates, hop 
counts and response times at 95% confidence intervals. As shown, the success ratio 
drops slightly when load and correspondingly packet collisions increase. However, hop 





count and reduced retransmissions in such a small network, there is no noticeable 
impact in response time of successfully transmitted packets. Also in Figure 18, we 
depict the number of network routing request packets (RREQ) and reply packets 
(RREP). For both control packet types, the mean number of output, input, forward, and 
destination packets is displayed.  In this scenario, since there are no other traffic types 
other than the (cross-layer) overlay search packets, the total number packets at the 
network layer are equal to those introduced by the overlay. 
   
(a) Success ratio (b) Response time (c) Hop count 
  
(d) Number of RREQ packets (e) Number of RREP packet  
Figure 18: Load-based results 
3 . 4   R E A L I Z A T I O N  C H A L L E N G E S   
The initial aims for the OverMesh experimental platform were to demonstrate rapid 
deployment of network services and applications in an open, unstructured and parallel 





assurance and resource efficiency achieved through virtual machines cooperating 
across layered, virtual-physical boundaries.  In this section, the primary challenges 
associated with DCS are presented. The specific challenges that this thesis will deliver 
technical contributions include building scalable, dynamic structures capable of 
adapting to dynamic topologies and delivering emergent management solutions to 
address dynamic operating conditions in resource constrained DCS networks. 
Utilizing hierarchically organized virtual clustering techniques, we enable different 
models of cooperation and structure, including centralized, peered or hybrid 
structures in tiered fashion.   By observing and capturing static and dynamic 
properties of the system at different levels of the hierarchy, we allow the system to 
discover and self-organize its own optimal structural organization. Thus, to compete 
with a demand-volatile decentralized system, the proposed HVC structure is designed 
to counter-act this volatility through operationally driven structure and distributed 
cooperation.  
Further, we examine novel models of state and policy reconciliation, whereby 
emergence is introduced in hierarchical fashion using HVC to create multiple tiers of 
local and global separation for state and policy aggregation, distribution and decision-
making.  Emergence [18] is the architectural behavioral objective, which HVC strives 
to introduce into the DCS. In this work, the emergence objective extends beyond a two-
tier definition (i.e., local micro behavior and global macro behavior), which is common 
in natural or biological systems. The intent here is to promote local and global 
autonomy on state management and policy-based influence or control within and across 
the virtual cluster virtual hierarchy. The HVC organizational model is structurally 
consistent with the approach in [179]. We embed self-managing techniques using 
statistical or learning-based methods across tiers of the HVC hierarchy to facilitate state 
management and policy dissemination. Unlike the related work in these areas, the 
virtual clustering strategy assists in the complexity challenges associated with data 





cooperative processing approaches, when they are applied to larger network 







4  H I E R A R C H I C A L  V I R T U A L  C L U S T E R I N G  
 
Figure 19: Hierarchical virtual clustering 
4 . 1   O V E R V I E W  
A key characteristic of a decentralized communication system (DCS) is the emergence 
property – the separation of local behavior from global behavior enabling novelty in 
their respective control and management dynamics. This independence is built via 
structure, policy decisions and state representation. To achieve this, hierarchical virtual 
clustering is manages DCS organizational structure. Virtual clusters form and aggregate 
at multiple levels of a logical hierarchy as shown in Figure 19. As depicted, the 
physical (mesh) nodes are at the bottom of the DCS hierarchy and do not (on a physical 
level) participate in the virtual clustering schematic. Logical clustering is formed using 
virtual machines to instantiate overlay or virtualized internetworking structures. To 
balance between the merits of a peer-to-peer organizational strategy and a purely 





organizational choice or flexibility. By organizing state management and control 
policies over hierarchies of clusters, one can achieve the merits of peer-to-peer at the 
lower portion of the hierarchy and individual clusters, and more centralized dynamics 
towards the root of the hierarchy.  Moreover, through this separation the emergent (i.e., 
novel global-local separation) properties are created at each level of the hierarchy and 
behaviors can be consolidated to respective clusters, albeit influenced by peered, 
global10 (parent) and local (child) clusters. Furthermore, management and control 
overhead in DCS are localized without compromising the benefits of centralized or 
global awareness and control.  A promoted clusterhead will act as a virtual access point 
to facilitate central management coordination within a cluster.  
4 . 2   C L U S T E R  E M E R G E N T  A R C H I T E C T U R E  
Since there exists multiple, logical levels of clustering, the higher-level clusters and 
clusterheads will be formed of underlying clusterheads, not physical nodes. This is a 
main distinction of this work - clustering in DCS is applied to facilitate network control 
and management, not to handle transport or data plane functionality11. As such, any 
node, which acts as clusterhead, can operate in multiple virtual functional modes in the 
hierarchy as a) basic cluster node, b) global clusterhead or c) local clusterhead. These 
nodes may be designed to support common services or multiple, redundant services 
operating over levels of clustering functionality.  The design choice is dependent on the 
desired service reusability and the resource capabilities of the DCS node.   
We show the design of a single cluster service, implemented as a clusterhead function 
in Figure 20 with the functional elements associated with cluster control and 
management system represented. As illustrated, a cluster interfaces with local, global 
                                                
 
10	  Throughout	  Chapter	  4	  and	  Chapter	  5,	  the	  use	  of	  global	  or	  local	  terms	  is	  used	  to	  represent	  relative	  cluster	  
parent	  or	  child	  relative	  associations	  and	  as	  such	  the	  terms	  may	  be	  used	  interchangeably.	  Given	  the	  multi-­‐tier	  
nature	  of	  HVC,	  the	  use	  of	  the	  global	  and	  local	  terms	  is	  more	  appropriate	  to	  convey	  a	  multi-­‐level	  emergence	  
framework.	  	  	  	  	  
11	  This	  does	  not	  preclude	  the	  use	  of	  virtual	  clusters	  for	  transport	  or	  data	  plane	  coordination	  in	  enabling	  dynamic	  





and peer clusters. The functional elements include a performance service, which 
manages performance state applied to optimization problems within a cluster and 
globally across clusters. Similarly, a stabilization service manages network availability 
state through entropy evaluation following the stability dynamics of the DCS network 
within and beyond a cluster. A reachability service exists to manage connectivity and 
expansion properties of the cluster graph.  Finally, a policy-based reinforcement 
(learning) service is utilized to direct multiple control policies associated with the 
respective state management threads downward from the root of the tree towards the 
lower clusters of the DCS system.  
 
Figure 20: Cluster emergent service framework 
As depicted in Figure 20, the global and local clusters have a similar alignment to a 
parent-child relationship; unlike this model, however, the clusters operate in an 
independent manner, receiving policy-reinforced12 guidance from the global cluster. As 
the global cluster will serve multiple independent local clusters, its external behavior 
should exhibit novelty in its self-managed internal dynamics from the aggregated (from 
the local and peer clusters) state management process.  Recursively, global (parent)-to-
                                                
 





local (child) inter-cluster dynamics maintain behavioral novelty or managed state and 
policy control across the emergent hierarchy.   
4 . 2 . 1  C L U S T E R I N G  M A N A G E R  
The Clustering Manager (CM) is a distributed service managing the depth and 
breadth of the emergent cluster hierarchy. Specific functions of cluster addressing, 
clustering operations and clusterhead selections are managed through the CM. A 
lightweight service function facilitates the life cycle of the logical clustering 
hierarchy supporting the underlying domain of DCS nodes. This includes group 
coordination of nodes through cluster addressing facilitation, inter-cluster node 
movement or the creation and revision of clusters as needed.   Alternatively, state 
management and policy-based control functions, as described in Chapter 5, are 
managed separately from the clustering management service. Thus, similar to 
common Internet services (e.g., DNS), the CM serves primarily to coordinate the 
hierarchical organization of the clustering operations and management.   
4 . 2 . 2  P R O M O T I O N A L  M E T H O D O L O G Y  
The selection of clusterheads will be based on operational superiority or rank. Similar 
to military or corporate rank, the basis of higher ranked clusterhead nodes is established 
by the ability of nodes to be highly networked, highly reliable, stable and superior in 
performance. In other words, nodes that exhibit higher reachability, stability and 
performance efficiency are promoted to clusterheads. This self-organized positioning is 
not unlike the organization of network nodes in a traditional hierarchical 
telecommunications network, where nodes at the core of the network must exhibit high 
availability (e.g., five nines) and demonstrate wide reachability and very low latency.  
Thus, it is anticipated that DCS reachability state, stability state and performance belief 
state will be the sequential basis for determining operational rank and superiority. In 
other words, nodes must demonstrate their graph connectivity with sufficient capability 





or persistence for routing and communications), and finally, performance quality (e.g., 
load or latency optimization).   
As one progresses up the cluster hierarchy, temporal and spatial aggregation will take 
place; changing the selection of higher-level clusterheads, differentiating nodes with 
operational longevity and more abstract state management and policy control.  To use 
the corporate or military analogy, the experienced or ‘big picture’ leaders are more 
likely to be promoted to the higher ranks of leadership and change influence in the 
organization.  For each of the clusters, head selection must pass several cyclic iterations 
up the hierarchy prior to selection of the optimal clusterhead. The selection of the 
higher-level clusterheads will follow the selection of the lower level heads.  
Clusterheads could be selected in a less-efficient manner (e.g., cluster ID, exponential 
averaging) during preamble periods until steady state is reached and eventual stability 
and operational selections are persisted.  Clusterhead nodes are ‘good citizens’, 
establishing their long-standing reputation through operational reliance and trusted 
communications.    
4 . 2 . 3  C L U S T E R  C O M M U N I C A T I O N S  
A single cluster addressing scheme will exist across the cluster hierarchy. At the 
lowest level of the hierarchy, the physical DCS network will be labeled as cluster 
level n, cluster C(n,0), where 0<= n < y, and y is the number of levels in the emergent 
hierarchy.  For the purposes of this work, the lowest level of the tree does participate 
in the clustering management activities. However, for completeness, network 
addressing is used as an example, for service broadcasting purposes. As DCS nodes 
are virtually partitioned and clustered across cluster level n, the next level (up) will be 
cluster level n-1; and depending on the number clusters at level n-1, a n-1 level 
cluster is then assigned a cluster domain m, where 0 <= m < y, and y equals the 
number clusters at this hierarchy level. Thus, we label any cluster in the hierarchy C(n, 
m), and continue along this progression to the eventual highest or root cluster, C(0,0). 





necessarily follow or reflect a symmetrical tree hierarchy; that is, each cluster level 
can converge to a number of clusters less than the number of clusters below its level, 
depending on the system dynamics of the environment. Furthermore, mesh nodes (at 
the lowest level n) or clusterheads (at levels < n) assigned to a particular cluster will 
use C(n, m) to communicate with nodes (or clusterheads) in this particular cluster, or 
specifically, the clusterhead assigned to manage the C(n, m).  
Cluster nodes or clusterheads associated with a global (parent) cluster (see Figure 20) 
can use the cluster address for sinking and responding to cluster operational 
communications, but only the global clusterhead can utilize the cluster address for 
sourcing operational communications or clustering control or management.  In 
summary, only global clusterheads can participate in inter-cluster and intra-cluster 
communications and can directly influence the global behavior of the cluster, peers or 
local (child) clusters. Other nodes or clusterheads (associated to this global cluster) 
can influence indirectly, but only via their intra-cluster (local) participation as 
members of the global cluster.   
The addressing scheme supports multicasting across clusterheads, where C(n,-) 
communicates to all peer clusterheads at level n.  Furthermore, clusterheads are the 
only nodes in a cluster that are aware of the hierarchy lineage, and therefore 
communicate via their lineage and peer clusterheads. Therefore, they are not aware of 
the broader set of clusters outside their level and lineage. Alternatively, a clusterhead, 
which operationally dominates emergent hierarchy up to the root cluster C(0, 0), has 
the ability to communicate and access state or policy across all clusters in the 
hierarchy. Thus, there is clear advantage and incentive for DCS nodes to strive for 
operational superiority to increase their hierarchical positioning and reputation over 
their domain lifetime.     
Inter-cluster and intra-cluster communications (i.e., cluster-specific control and 
management messaging) occur according to specific addresses assigned to 





policy-based communications and occurs intra-cluster and inter-cluster in hierarchical 
or peer form based on the clustering structure. Control (policy) and management 
(state) messages are asynchronous and support cooperative aggregation and peering 
algorithms as discussed in the upcoming sections.    
4 . 2 . 4  C L U S T E R I N G  O P E R A T I O N S  
The main functions of the CM are to facilitate group clustering structures based on 
the topology dynamics of DCS nodes, aggregating clusters in meaningful hierarchical 
formations and handling the creation and revision of clusters throughout the operating 
lifetime of the connected domain of DCS nodes.   
As stated earlier, the objectives of the clusters are to facilitate network control and 
management through a balance of peer-to-peer and centralized organizational control. 
The state management functions include stability, performance optimization and 
reachability state management as depicted earlier in Figure 20 within each cluster. 
Clusterhead nodes receive cluster state conditions and perform statistical aggregation 
within their respective clusters or cluster nodes. Clusterheads perform cluster state 
learning or analysis and hold cluster knowledge for state-level assimilation with peer 
clusters. Aggregated or learned state is propagated to global clusterheads, or acted 
upon though the integration of local or global policy using policy-based 
reinforcement to control or influence the local cluster behavior. The cluster-based, 






In what follows, the above methodology is presented through decomposition of the 
emergent services for state management (sensing) and policy management (control), 
which are also performed asynchronously and hierarchically. At each level of the 
clustered hierarchy, control and management behavior novelty is exhibited 
independently between cluster levels13 with temporal and spatial aggregation 
occurring as illustrated in Figure 22. Spatial aggregation accounts for the multiple 
local clusters affiliated with the global cluster, while temporal aggregation accounts 
for the emergent cycle periods that clusters follow.  However, it is not a requirement 
that measurement states be necessarily aggregated in a statistical sense, but rather that 
the global cluster consider inputs from all of their respective child clusters, in addition 
to their completing at least one period of operational state management. Thus as 
cluster aggregation occurs, slower state changing effects can be seen in clusters at the 
higher end of the cluster hierarchy, mimicking behavior normally observed through 
human experience in knowledge or decision making in people-centric organizations.   
 
                                                
 
13	  The	  term	  ‘level’	  reflects	  the	  hierarchical	  depth,	  rather	  than	  the	  breadth	  of	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emergent	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  or	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  of	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  is	  consistent	  with	  the	  global-­‐local	  cluster	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  rather	  than	  a	  
peering	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  that	  should	  be	  evident	  across	  clusters	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  the	  same	  level	  of	  the	  hierarchy.	  	  	  
  





4 . 3   I M P L E M E N T A T I O N  
4 . 3 . 1  O B J E C T I V E S  
The OverMesh implementation provided an experimental research platform and 
deployment environment. As demonstrated in Chapter 3, we successfully 
implemented a working DCS experimental platform and testbed, demonstrated the 
use of static virtual machines for distributed services creation and performed initial 
investigation on DCS resource management. While the feasibility of such a flexible 
architecture is realizable in small scale, the more challenging aspects of DCS 
associated with infrastructure scalability and operational effectiveness will be 
addressed through modeling implementation.  We model DCS and evaluate the 
following high-level research goals for HVC as described in this chapter and 
emergent management and control services in Chapter 5: 
 




Cluster CIDn-1, m emergent cycle










1. Characterize HVC structural behavior and scalability using principles of 
operational superiority in creating cluster formations and promoting node 
hierarchy; 
2. Demonstrate HVC operational benefits in dealing with dynamic node conditions 
and structural perturbation versus traditional node and physical network structural 
models;  
3. Characterize HVC structural effectiveness in supporting the emergent 
management service objectives against traditional network structures as the 
comparison baseline; 
4. Demonstrate emergent management effectiveness in performing network 
operational management and control in DCS.  
4 . 3 . 2  M O D E L I N G  F R A M E W O R K  
Figure 23 illustrates the DCS modeling framework supporting HVC and management 
component services and delivering the associated results in Chapter 4 and 5. 
Modeling these capabilities is fundamental to demonstrating network-wide scalability 
 



















































and the emergent properties of DCS. As highlighted in Chapter 3, key architectural 
requirements of DCS are flexible node composition and operational predictability. A 
node’s resource and functional composition is made adaptive through virtual machine 
augmentation, while a node’s (virtual) hierarchical rank reflects its operational 
resilience and superiority. This is not unlike today’s physical models, where 
computationally rich server nodes or highly available router nodes are physically 
placed in strategically central points in the infrastructure. To this end, what HVC is 
fundamentally shifting is the physical requirements for centralization, not necessarily 
the need or value of centralization. Centralization is an innate objective of a dynamic 
and HVC infrastructure facilitated through virtualization and operational superiority. 
Operational superiority is enabled through state management aggregation and the 
emergence properties of DCS.  
4 . 3 . 2 . 1  S I M U L A T I O N  S E T U P  &  I N V O C A T I O N   
The simulation models supporting the HVC and emergent management architectural 
designs in Chapter 4 and 5 are illustrated and summarized in this section. As shown in 
Figure 24, simulation runs can be invoked or reset as required. 
 
Figure 24: Simulation setup & invocation 
  
As depicted, operational variables for HVC network structures (only) are 
configurable with appropriate weights across reachability, stability and performance 
as deemed necessary for the modeling run. Learning rates (γ) are also applicable to 





based reinforcement learning. Additionally, node radios can be dynamic or static 
range configurable as is maximum node mobility speed through each simulation run. 
All other parameters remain consistent across alternative HVC or non-HVC 
structures, maintaining comparative parity by reducing structural or operational bias. 
Modeling results are used for comparison purposes with traditional networking 
structures. We capture and aggregate various measures including messaging 
overhead, utilization, overall node rank and tier-based scores, highest tier, direct and 
cluster neighbors, usage demand and unavailability for each node for alternative 
reporting purposes. 
4 . 3 . 2 . 2  T O P O L O G Y  &  C O N N E C T I V I T Y  M O D E L S   
Associated with the emergent DCS environment, a common topology framework 
formed of multi-radio mesh networking and virtual machine computing is 
implemented in MATLAB and Microsoft Excel. As shown in Figure 25, we evaluate 
the operational range of mobile nodes in either Wi-Fi (802.11a) or WiMAX 
(802.15e). Following the legend descriptions, we model node connectivity, 
dependability and performance based on speed, availability and service demands, 
respectively. A two-dimensional model (i.e., Random Way Point mobility model) of 
mobile connectivity evaluates physical mesh mobility in an OverMesh 
implementation as illustrated in Figure 25. The MATLAB plot is an illustration of the 
modeled DCS environment. However, a simpler mobile connectivity model is 
sufficient for our evaluation objectives and thus, implemented and evaluated in Excel-
based analytical modeling form. Essential behavioral properties that were model 
preserved included randomized node mobility speed, Wi-Fi, and WiMAX fixed 





At each simulation interval, nodes calculate peer connectivity based on an X-Y 
position coordinate system with other mobile peers. The topology & connectivity 
subsystem models wireless (802.11a, 802.15e) connectivity between mobile nodes in 
adjacency matrix form, compensating for node transmission range and mobility 
speed. Operational issues such as node failure rate or high utilization characterize 
inter-connectivity stability or performance, respectively. 
4 . 3 . 2 . 3  N O D E  C A P A B I L I T Y  &  E V E N T  M O D E L S  
To clarify an important DCS distinction from traditional node or infrastructure 
models, Table 2 lists traditional node resource capabilities along with extended node 
DCS capabilities enabled by multi-radio wireless and virtual server capabilities. To 
properly model DCS infrastructure, we characterize the node’s resource capabilities 
and its adaptation capabilities enabled through virtualization and multi-radio wireless. 
Each DCS node has associated applications that it either consumes or serves to other 
DCS nodes. Based on a node’s server or virtual machine capabilities and application 
 





support, this determines its (modeled) distributed potential or infrastructure 
capability.  
Table 2: Node profiles 
 
We model the node subsystem based on the nodes’ networking and computational 
(CPU, storage) resourcing capabilities, virtual machine capabilities and application 
hosting capabilities to serve demand to mobile clients. Additionally, each node’s 
operational behavior including speed, failure rates, recursive internetworking and 
compute performance loadings are also captured.  DCS node profiles are illustrated in 
tabular form in Table 3. Node capabilities are a function of their (0 or 1 randomized) 
ability to support virtual machines (VM), support for server or WiMAX functionality 
based on structural configuration type and modulo function of network id, and the 
total number of DCS nodes and servers within the structural configuration type. The 
number of configured radios supported by any node is randomized to Wi-Fi (single-
radio) only or both (multi-radio) Wi-Fi and WiMAX. To ensure simulation parity in 
comparing alternative structures, the total number of servers supported in each 
configuration is kept quantitatively the same or there is marginal disparity. 
















































































































































































1 1 1 3.00.E+07 4 2.40E+08 2 5.40E+07 2 7.00E+07 1.20.E+08 0 271 1 1 1 1 1
2 1 0 2.00.E+07 1 5.60E+07 1 5.40E+07 2 7.00E+07 4.65.E+07 1 50 1 0 0 1 1
3 0 0 2.00.E+07 1 5.60E+07 1 5.40E+07 1 5.40E+07 4.65.E+07 1 50 1 1 0 1 1
4 0 0 2.00.E+07 1 5.60E+07 1 5.40E+07 1 5.40E+07 4.65.E+07 1 50 1 0 1 1 1
5 1 0 2.00.E+07 1 5.60E+07 1 5.40E+07 1 5.40E+07 4.65.E+07 1 50 1 1 1 0 1
6 1 0 2.00.E+07 1 5.60E+07 1 5.40E+07 1 5.40E+07 4.65.E+07 1 50 0 0 0 1 0
7 0 0 2.00.E+07 1 5.60E+07 1 5.40E+07 1 5.40E+07 4.65.E+07 1 50 0 1 0 1 0
8 0 0 2.00.E+07 1 5.60E+07 2 5.40E+07 2 7.00E+07 2.68.E+07 1 50 1 0 1 1 1
9 0 0 2.00.E+07 1 5.60E+07 1 5.40E+07 1 5.40E+07 4.65.E+07 1 50 1 1 1 0 1
10 0 0 2.00.E+07 1 5.60E+07 1 5.40E+07 1 5.40E+07 4.65.E+07 1 50 1 0 0 1 1
11 1 1 3.00.E+07 4 2.40E+08 2 5.40E+07 2 7.00E+07 1.20.E+08 0 339 1 1 1 1 1
12 1 1 3.00.E+07 4 2.40E+08 2 5.40E+07 2 7.00E+07 1.20.E+08 0 438 1 1 1 1 1
13 0 0 2.00.E+07 2 5.60E+07 1 5.40E+07 2 7.00E+07 4.93.E+07 1 50 0 1 1 0 0
14 0 0 2.00.E+07 1 5.60E+07 2 5.40E+07 1 5.40E+07 2.68.E+07 1 50 0 0 0 1 0





capabilities and nodes having the functional ability to support alternative applications 
must have ‘server’ capability.  
The node operational profiles represent the conditional event modeling within the 
DCS environment and captures operational events such as node or link failures, 
mobility movement or speed and load (usage) conditions. Combined node (link) 
failure events are based on the addition of a simple node failure probability plus 
range-based unavailability using the node’s speed and relative connectivity with other 
mobile nodes. Alternatively, node utilization reflects a maximum between the node’s 
computational usage and the node’s total (out, in) link utilization. Node movement or 
speed is calculated using a simple model, where initial or previous position 
coordinates are stored, and next position coordinates are recalculated (each interval) 
based on a random multiplication factor against the maximum possible node speed. 
As shown in tabular form in rolling node expansion, availability and node usage 
averages are interval averaged @modulo2, @modulo8 and @modulo16 second 
periods.  
 Table 3: Node operational profiles 
 
4 . 3 . 2 . 4  A P P L I C A T I O N  D E M A N D  M O D E L S  
The primary objective in building out application profiles and client-server (C-S) 
demand models is to ensure sufficient service (e.g., demand, quality) diversity and 
deployment (e.g., peer-to-peer, client-server, tiered client-server) diversity of 
application models to compare and test the DCS infrastructure and operational range. 
1 0
Node	  ID









2	  Sec 8	  Sec 16	  Sec
Rolling	  Node	  
Availability
2	  Sec 8	  Sec 16	  Sec
Rolling	  Node	  
Idle
2	  Sec 8	  Sec 16	  Sec
1 0.00895 1590 1590 0 26.21 0.30323 0.3390 0.3390 0.3469 0.3657 0.8508 0.8508 0.9400 0.9075 71.894% 0.7189 0.8955 0.8434
2 0.38638 4642 4623 19 20.87 0.00022 0.0003 0.0003 0.0004 0.0003 0.9086 0.9086 0.9417 0.9260 95.917% 0.9592 0.9648 0.9648
3 0.10122 2055 2068 13 14.61 0.02944 0.0325 0.0325 0.0275 0.0260 0.9439 0.9439 0.9474 0.9474 98.547% 0.9855 0.9975 0.9948
4 0.81875 1688 1656 32 30.95 0.12041 0.0901 0.0901 0.1210 0.1208 0.8863 0.8863 0.8947 0.8947 98.792% 0.9879 0.9976 0.9974
5 0.68433 1142 1158 16 17.61 0.03384 0.0340 0.0340 0.0392 0.0282 0.9391 0.9391 0.9429 0.9429 98.180% 0.9818 0.9973 0.9889
295 0.41922 2719 2740 21 21.51 0.01626 0.0143 0.0143 0.0199 0.0163 0.9053 0.9053 0.8798 0.9210 97.015% 0.9701 0.9975 0.9972
296 0.42081 2271 2250 21 21.99 0.07317 0.0374 0.0374 0.0603 0.0619 0.9059 0.9059 0.9478 0.9228 98.477% 0.9848 0.9545 0.9830
297 0.02678 765 764 1 22.95 0.03955 0.0925 0.0925 0.0357 0.0327 0.8961 0.8961 0.9243 0.9319 96.144% 0.9614 0.9972 0.9971
298 0.72654 1687 1642 45 41.05 0.29620 0.3075 0.3075 0.3684 0.3388 0.6987 0.6987 0.6667 0.6667 95.894% 0.9589 0.9960 0.9787
299 0.06311 1216 1233 17 18.89 0.00901 0.0279 0.0279 0.0100 0.0119 0.9109 0.9109 0.9412 0.9412 98.752% 0.9875 0.9971 0.9970
300 0.16031 1059 1068 9 26.01 0.08899 0.0463 0.0463 0.0789 0.0655 0.8840 0.8840 0.9349 0.9078 0.9824 0.9824 0.9374 0.9748





To ensure this objective, each application has a diverse range of transaction profiles 
to primary node resource subsystems as shown in Table 4. The application physical or 
virtual infrastructure deployment model is determined at runtime by the 
corresponding infrastructure being employed and evaluated. As an example case of 
Virtual Desktop Infrastructure (VDI) workload, the VDI server-server demand profile 
as shown in Table 4 may not reflect a static physical server-to-physical server 
demand transfer as in the case of a traditional client-server tiered infrastructure. 
Alternatively, a virtual server–to-virtual server demand transfer in the HVC case, 
where the same physical server may employ both server tiers of the application 
infrastructure through distinct and isolated virtual machines. A simple scenario of 
HVC advantages (over traditional physical infrastructure) can be shown in an 
example virtual server–to-virtual server demand transfer, where the same physical 
server may employ both server tiers of the application infrastructure through distinct 
and isolated virtual machines; thereby avoiding the extra communication hop or delay 
and routing complexity. This creates a unique trade-off in computational processing 
with communications processing. While this may be perceived to be more complex, it 
is actually simpler to deploy, more cost-effective and potentially more operationally 
robust, as we follow the operational superiority principles.  
Table 4: Application Profiles 
Demands  
 
Search VDI Stream FTP Email 
Data size(bytes per CPU Transaction) 800 4096 2048 10000 1024 
CPU Visits(IPS) 271 1373 688 3347 343 
CPU Demand (b) 217 2747 1375 2511 343 
Disk Visits(R/W tps) 2 8 4 20 2 
Disk Demand (bps norm)  12800 262144 65536 1600000 16384 
T1-Node-Client Data visits(pps) 2 3 2 7 1 
T1-Node-Client Demand (bps) 24192 36288 13056 84672 12096 
Client-T1-Node Visits(pps) 2 3 2 7 1 
Server-Server Sync Visits(pps) 0 2 1 0 0 






Demand profiles model client-server and server-server (node-node) demand 
interactions based on the application-to-node mapping and application distributed 
systems deployment using the predefined application profiles. The application 
profiles include five (5) application types including FTP, content search, application 
streaming, VDI sessions and email along with sizing per demand transaction visits 
(vi) and service times (si) at CPU, disk & network for client-server and server-server 
interactions. We depict each of the respective application demand profiles shown in 
Figures 27-31 along with their aggregate demands in Figure 26. In summary, the 
primary objective in building out application profiles and client-server demand 
models is to ensure sufficient service and deployment diversity of applications to 
contrast infrastructure and operational range.  
 
Figure 26: Total demand profile 
 
Figure 27: FTP traffic 
Demand	  
Total 300 1 2 3 4 5 295 296 297 298 299 300
1 0.303372 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000187 0.000000 0.000000 0.303372
2 0.000000 0.035064 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.035064
3 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.002535
4 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.002433
5 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.003103
295 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.002535
296 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.002433
297 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.003103
298 0.000015 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.009437 0.000000 0.000000 0.009835
299 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.002702
300 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.002433






Figure 28: Search traffic 
 
  
Figure 29: Application streaming traffic 
 
 
Figure 30: Email traffic 
 
Figure 31: VDI session traffic 
Email	  
(central) 300 1 2 3 4 5 295 296 297 298 299 300
xx 1 0.00040 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.83336E-­‐03
xx 2 0.00000 0.00186 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 3.09738E-­‐04
xx 3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.72800E-­‐04
xx 4 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.72800E-­‐04
xx 5 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.72800E-­‐04
271 295 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 2.24000E-­‐04
299 296 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.72800E-­‐04
83 297 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.72800E-­‐04
56 298 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00008 0.00000 0.00000 2.24000E-­‐04
212 299 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 2.24000E-­‐04
34 300 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.72800E-­‐04
148 0.000617 0.002084 0.000224 0.000173 0.000173 0.000173 0.000173 0.000224 0.000313 0.0001728 0.0001728
VDI 300 1 2 3 4 5 295 296 297 298 299 300
82 1 0.040250 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 1.18382E-­‐03
62 2 0.000000 0.004818 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 4.81848E-­‐03
273 3 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 5.18400E-­‐04
44 4 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 2.84444E-­‐05
212 5 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 6.72000E-­‐04
166 295 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 5.18400E-­‐04
219 296 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 5.18400E-­‐04
90 297 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 6.72000E-­‐04
124 298 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.002368 0.000000 0.000000 1.30220E-­‐02
68 299 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 4.81848E-­‐03
126 300 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 5.18400E-­‐04





4 . 3 . 2 . 5  M A N A G E M E N T  &  C O N T R O L  O P E R A T I O N S  
Operational events are modeled in the reachability, stability and performance state 
management service models and are based on application, demand and node profile 
models. Policy-based reinforcement learning (PRL) is used to manage and control 
network-wide state and configuration dynamics. The PRL subsystem component of 
the DCS model employs reinforcement learning techniques to drive controlled policy 
and structural change within the modeling framework. Each of the respective PRL 
processes employed for stability through availability state measures, reachability 
using expansion state measures, and performance through load or utilization state 
measures are shown respectively in Figures 32-34 with each of the corresponding 
PRL output tables operating (independently) @2, @8 and @16 second intervals. As 
described in Chapter 5, a simple Q-learning algorithm is applied as independent PRL 
processes with respect to each of the state management processes. The PRL 
objectives are to identify and promote optimal virtual node choices for performance, 
reachability or stability-based policy control. Table entries are state conditioned or 
rewarded using updated metrics from the node profile models described in Section 
4.3.2.3 for each PRL process with respective neighbor maximums selected at each of 
the virtual tiers after multiplication of a learning factor, γ(0.6, 0.7, and 0.8) at 
corresponding intervals. Topology connectivity profiles are accounted (i.e., multiplied 
by 1 or 0) for in the respective PRL processes capturing physical topology changes. 
The aggregate RSP14 PRL process, assuming the RSP weights highlighted in Section 
4.3.2.1 is illustrated in Figure 35. 
                                                
 






Figure 32: PRL-based stability model 
   






Figure 34: PRL-based performance mode 
 
Figure 35: PRL-based aggregate event model 
Reach	  =	  A2
Performance=	  A3
Stability	  =	  A4 300 1 2 3 4 5 295 296 297 298 299 300









33% 1 2.0025 0.0000 0.0000 0.8576 0.0000 0.0000 0.0000 0.0000 1.8338 0.2196 0.0000 0.196795 121 2.0025 34 1
33% 2 0.0000 0.4403 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.440342 2 0.4403 286 1
33% 3 0.0000 0.0000 0.5945 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.020401 231 0.5945 204 0
4 0.0000 0.0000 0.0000 0.8576 0.0000 0.0000 0.0000 0.0000 1.8338 0.0000 0.0000 0.063634 44 0.8576 107 0
5 0.0000 0.0000 0.0000 0.0000 0.6002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.023112 166 0.6002 202 0
295 0.0000 0.0000 0.0000 0.0000 0.0000 0.4274 0.0000 0.0000 0.0000 0.0000 0.0000 0.013298 110 0.4274 292 0
33% 296 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.6111 0.0000 0.0000 0.0000 0.0000 0.034808 12 0.6111 178 0
33% 297 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.8813 0.0000 0.0000 0.0000 0.029060 199 0.8813 62 0
33% 298 2.0025 0.0000 0.0000 0.8576 0.0000 0.0000 0.0000 0.0000 1.8338 0.0000 0.0000 0.196721 1 1.8338 35 0
299 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5720 0.0000 0.012674 78 0.5720 211 0
300 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.6668 0.044159 165 0.6668 147 0
64 294
31.153837
300 1 2 3 4 5 295 296 297 298 299 300









1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.196795 121 0.0000 187 0
2 0.0000 0.4688 0.4734 0.0000 0.4728 0.0000 0.0000 0.0000 0.4426 0.2246 0.2455 0.265038 11 0.4688 42 0
3 0.0000 0.4664 0.4716 0.0000 0.4710 0.0000 0.0000 0.0000 0.2282 0.2283 0.2400 0.020401 231 0.4716 41 0
4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.063634 121 0.0000 187 0
5 0.0000 0.4500 0.4551 0.0000 0.4545 0.0000 0.0000 0.0000 0.2021 0.2022 0.2496 0.023112 166 0.4545 44 0
295 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.013298 121 0.0000 180 0
296 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.034808 121 0.0000 180 0
297 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.029060 199 0.0000 179 0
298 0.0000 0.4301 0.2284 0.0000 0.2283 0.0000 0.0000 0.0000 0.6514 0.2283 0.0000 0.307753 111 0.6514 18 0
299 0.0000 0.2246 0.2283 0.0000 0.2283 0.0000 0.0000 0.0000 0.2281 0.2282 0.0000 0.226612 80 0.2282 145 0
300 0.0000 0.2455 0.2469 0.0000 0.2463 0.0000 0.0000 0.0000 0.0000 0.0000 0.2436 0.044159 165 0.2436 104 0
10 39523 285
41.610155
300 1 2 3 4 5 295 296 297 298 299 300








1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.196795 121 0.00000 118 4.0051
2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.265038 111 0.00000 118 4.6308
3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.020401 111 0.00000 118 4.9618
4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.063634 121 0.00000 118 1.7152
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.023112 111 0.00000 118 4.8366
295 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.013298 121 0.00000 110 0.8547
296 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.034808 121 0.00000 110 1.2222
297 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.029060 111 0.00000 109 1.7626
298 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.3628 0.0000 0.0000 0.307753 111 0.36276 29 14.6830
299 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.226612 111 0.00000 109 2.9699






4 . 3 . 2 . 6  S T R U C T U R A L  M O D E L S  
Structural profiles model alternative physical and virtual network structures 
incorporating connectivity, node and application profiles and operational models. 
This is the central point of both infrastructure dynamics and operational state 
management and control. As shown in Figure 36 and Figure 37, the physical 
hierarchy and HVC-based hierarchy models follow a ranking methodology based on 
node resource capability and operational superiority, respectively. The ranking 
methodology in the physical hierarchy model operates on selecting computational and 
communications superior nodes, independent of operational flexibility or resilience. 
Resource superior or high ranking nodes are assigned to single tiers, cannot span 
beyond a single node instance, nor can nodes be re-assigned or re-provisioned due to 
negative operational conditions within the three (3) operational cycles15. 
Alternatively, the ranking methodology supporting the HVC-based hierarchy operates 
on elevating nodes, which exhibit minimum perturbation or demonstrate maximum 
operational stability, reachability and performance. The model can highlight 
structural flexibility as nodes span multiple tiers with multiple virtual instances and 
can be re-assigned or re-provisioned statically or dynamically within any of the 
operational cycles. The HVC-based model also accounts for nodes with richer 
computational and communications capabilities via the performance state 
management process. Finally, Figure 38 illustrates the structural results supporting 
independent simulation runs for each of the seven (7) major structural models for 
comparison purposes. After each run, the results within the respective columns are 
updated based on currently selected configurations, while structural results from 
earlier runs persist based on a previously selected physical or HVC configuration. 
 
                                                
 





4 . 4  E V A L U A T I N G  H I E R A R C H I C A L  V I R T U A L  
C L U S T E R S   
4 . 4 . 1  N E T W O R K  S T R U C T U R E S    
Virtualization offers researchers a refreshing perspective to composing 
computational, storage and communications infrastructure. In DCS, virtualization 
transforms node and communications infrastructure design. The particular merits of 
virtualized infrastructure are flexibility and scalability – the key characteristics of 
HVC. However, it also introduces complexity in provisioning and managing 
resources in the face of operational dynamics associated with mobile and 
decentralized computing.   Figures 39-45 illustrate alternative networking structures 
 
Figure 36: Physical node capability model 
 
Figure 37: HVC node operational model 
 
Figure 38: Structural results model 
#	  Nodes	  -­‐	  T0 300 Client	  nodes 274
#	  Nodes	  -­‐	  T1 16 Tier	  1	  nodes 16
#	  Nodes	  -­‐	  T2 8 Tier	  2	  nodes 8
#	  Nodes	  -­‐	  T3 2 Central	  nodes 2
TimePerLevel Fixed	  
#	  Nodes	  -­‐	  Total 100 53 52 53 46 46 46 49 10 2 54 54 54 69 10 8 300 300 300 0 0 0
Node	  # T1	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1 121 121 121 1 198 45 1 1 1 1 1 1 133 133 133 111 111 111 1 1 1 0 0 0
2 2 165 165 253 195 44 2 2 2 2 2 1 2 2 2 2 111 111 2 2 2 0 0 0
3 231 231 165 1 3 249 3 3 3 3 3 3 237 237 237 231 120 111 3 3 3 0 0 0
4 44 121 121 1 121 1 4 4 4 4 4 1 133 133 133 188 188 111 4 4 4 0 0 0
5 166 171 165 166 8 1 5 5 5 5 5 3 214 214 214 166 166 111 5 5 5 0 0 0
295 110 171 165 67 276 1 36 36 36 18 7 3 207 207 207 110 120 41 295 295 295 0 0 0
296 12 199 165 8 163 12 46 46 46 61 7 1 263 263 263 77 44 111 296 296 296 0 0 0
297 176 171 41 1 34 100 3 3 3 43 7 3 12 12 12 199 199 41 297 297 297 0 0 0
298 121 121 121 66 100 23 59 59 59 8 2 1 133 133 133 111 111 111 298 298 298 0 0 0
299 78 233 45 45 44 12 1 1 1 8 11 1 133 133 133 78 120 111 299 299 299 0 0 0
300 165 165 165 11 110 66 88 88 88 15 14 1 264 264 264 165 165 111 300 300 300 0 0 0
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encompassing either traditional physical infrastructure as shown in Figures 39-41 or 
HVC-based virtualized infrastructure models overlaid on a physical mesh of nodes as 
shown in Figures 42-45. Figure 39 follows the typical (wireless) mesh or P2P 
infrastructure while Figures 40 and 41 are instances of tiered physical infrastructure 
such as tiered client-server or hierarchical switched or routed infrastructure. Figures 
42-45 are HVC models whereby the nodes are resource provisioned and functionally 
composed with virtual machine capabilities to support either static or dynamic 
composition of infrastructure.  
 
  
Figure 39: P-Mesh: Physical mesh node structure   Figure 40: P-Central: Centralized (single-tier) physical 
node structure 
 
Figure 41: P-Tier: Multi-tiered physical node structure 
 








Figure 43: HVC D-Tier: Physical mesh, dynamic HVC node 
hierarchy 
 




Figure 45: HVC DS-Tier: Physical mesh, dynamic HVC node 




Legend: Graph node & demand source 
Table 5 lists the respective infrastructure configurations along with a speculative 
profile of the respective configurations previously shown in Figures 39-45. The 
premise in this thesis is that higher levels of infrastructure and operational value can 
be achieved with HVC as a structural alternative to building scalable and flexible 





Table 5: Comparison of infrastructures’ strengths and weaknesses 
 
 
In the upcoming sections and in Chapter 5, respectively, we evaluate and compare the 
virtual structuring framework and emergent management system services operating 
against (baseline) traditional physical infrastructure models – specifically Figures 39-
41. The specific objectives are to evaluate the scalability and operational complexities 
associated with the respective configurations operating under the event conditional 
models as described in Section 4.3.2.3.   
4 . 4 . 2  M O D E L I N G  S T R U C T U R A L  F L E X I B I L I T Y  
As demonstrated by the peer-to-peer [96] and mesh networking [101] research 
communities, decentralized systems promote a more extreme distributed computing 
or internetworking system. The first observation of these networks is the lack of a 
fixed organization or hierarchical physical structure.  Secondly, there is a common 
notion of self-discovery, organization and network bootstrapping.  Thirdly, these 
networks change dynamically for self-healing purposes to accommodate community 
fluctuation. The anticipated challenges in DCS parallel these same behaviors or 
functions. Alternatively, an emergent [18] style of organizational dynamics 
counteracts the effects of internetworking and operational complexity in DCS. The 
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following attributes are designed into the DCS hierarchical virtual clustering 
framework: 
• edge involvement:  DCS proposes to collapse the edge, therefore removing the 
discontinuity that exists today between the ‘core network’ and the ‘end user 
application. Thus, the edge or DCS node is inherently involved in the control and 
management planes;  
• global perspective: the logical clustering framework supports both a local and 
global perspective. While state is aggregated upward across management tiers 
from lower to higher clusters, the control path reverses the perspective by pushing 
aggregate or policy management policies to local policies or actions.  
• compositional structure: the emergent cluster hierarchy selects operationally 
superior clusters and clusterheads following the promotional methodology 
outlined in Section 4.2.2. The DCS environment assumes the nodes are being 
reinforced to participate in control policies, while cluster state is being 
coordinated for state consensus across individual clusters. 
To compare DCS structural alternatives and to demonstrate HVC advantages, we 
modeled corresponding network structures over 300 nodes placed randomly in a 
space of 10000 x 10000 m2. The adjacency matrix is formed across all nodes based on 
radio proximity range within each simulation epoch or iteration. Further, and for 
simplicity, all DCS nodes within connectivity range are trusted, and trust is 
recursively-enabled throughout the virtual hierarchy. Following Section 4.3.2.3, 
nodes are randomly configured with either single or multiple radios operating Wi-Fi 
(56mpbs) or WiMAX (16mbps) radios configurable with a range of up to 50m or 
500m, respectively. Node roles or DCS network capabilities are a function of their 
dynamic or static ability16 to support virtual machines (VM), server and WiMAX 
                                                
 





functionality. Node resource capacities follow the computational and connectivity 
capabilities.  Since DCS is a macro-level simulation analysis, we do not model or 
analyze low-level channel access or packet-level transport and only concern ourselves 
with connectivity, aggregate processing capacities and operational conditions 
including node speed, node or link failures, and usage or load conditions.  
Operational incidents follow the same event model for each of the structural 
configurations and respective simulation runs as described in Section 4.3.2.3. DCS 
structural models encompass both (static) physical and (static and dynamic) HVC-
based hierarchical models and they follow a ranking methodology based on node 
resource capability and operational superiority, respectively. The ranking 
methodology in the physical hierarchy model operates on selecting computational and 
communications superior nodes, independent of operational flexibility or resilience. 
We assign resource superior or higher-ranking nodes to single tiers. These nodes 
cannot cover beyond a single node instance, nor be re-assigned or re-provisioned due 
to negative operational conditions within three (3) operational cycles. Alternatively, 
the ranking methodology supporting the HVC-based hierarchy operates on elevating 
nodes, which exhibit minimum perturbation or demonstrate maximum operational 
stability, reachability and performance. The model can highlight structural flexibility 
as nodes span multiple tiers with multiple virtual instances and can be re-assigned or 
re-provisioned statically or dynamically within any of the operational cycles. Finally, 
following Section 4.3.2, we model and evaluate each network structure independently 
during the same 140-second interval within a longer simulation run. 
As shown in Figure 46(a-d), structural hierarchy changes are more apparent across 
the HVC configurations Figure 46(a, b) then either the physical structures Figure 
46(c, d) configurations. The static HVC configuration Figure 46(a) behaves more 
approximately to the dynamic HVC structure Figure 46(b) but the dynamic HVC 
structure appears to perform more balanced in comparison to the other configurations. 





number of changes, reflecting more changes occurring across nodes at higher tiers of 
the hierarchy. Also apparent in the physical tiered structure Figure 46(c) is the limited 
number of nodes participating in the physical hierarchy; this is associated with the 
expected physical superiority of nodes positioned more centrally in the topology 
hierarchy. Finally, as shown in the Figure 46(d), a shared clusterhead leadership 
dynamic is visible in the physical mesh configuration across all nodes within the 
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To comprehend HVC structural flexibility and adaptation, we compare dynamic HVC 
against the traditional three-tier physical infrastructure using a consistent stream of 
operational event dynamics as described in 4.3.2.3. We are particularly interested in 
mobile device movement, device or connectivity failures and overload event 
conditions. Several key observations are shown in Figure 47 (a-b). Consistent with 
traditional, centralized physical infrastructure, computing and connectivity 
capabilities are provisioned (or modeled) at greater resourcing capabilities and 
concentrated to nodes 1-20 of the physical tiered structure as illustrated in Figure 
47(a), while the equivalent physical compute and networking resource capabilities are 
more distributed in DCS via the dynamic HVC structure in Figure 47(b). The former 
reflects the traditional client and server compute and internetworking disparities that 
are prevalent in current physically centralized systems, largely based on resource 
dominant nodes. Also shown, the clusterhead changes are more prevalent and 
distributed in the dynamic HVC structure then in the physical tiered structure. This 
reflects both the decentralized physical properties in DCS in addition to the dynamic 
properties exhibited through virtual clustering and operational superiority. The 
apparent adaptation characteristics of HVC enable DCS to be more responsive to 
operational event perturbations without requiring dedicated nodes or resource 
superior physical infrastructure.  
 
(d) 
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A comparison of messaging17 overhead across the four comparison configurations 
(i.e., physical mesh, physical tiered, HVC S-tier and HVC D-tier structures) is also 
evaluated. Maintaining quantitative consistency across the structures, we model 
messaging overhead as a function of the number of structural tiers, neighboring nodes 
                                                
 
17	  These	  messaging	  overhead	  results	  are	  primarily	  associated	  with	  structural	  communications	  for	  promotion	  
across	  physical	  or	  virtual	  nodes,	  intra-­‐clustering	  and	  inter-­‐cluster	  communications	  across	  the	  virtual	  tiers	  and	  
hierarchy.	  	  	  
 
(b)  
HVC Dynamic Tiered adaptation 
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per tier, per cluster and physical (mesh) connectivity. Messages are exchanged at 
twice the rate of the log (neighbors) across all nodes in the hierarchy or physical 
mesh. Figure 48(a-d) illustrates the aggregate messaging disparities between physical 
and virtual configurations for high ranking and low ranking nodes only. Node 
ranking, as described earlier, is based on resource superiority for physical structures, 
while HVC-based structures on operational superiority. More specifically, unlike the 
physical configurations, high-ranking HVC nodes contribute a greater proportion of 
node-node communications than lower rank nodes due to the multiple virtual nodes 
operating within the same physical nodes, thereby participating across multiple tiers. 
Alternatively, the lowest ranking nodes operate primarily at the lowest (physical) tier 
and thus, are limited in overall structural messaging communications. Thus, while all 
nodes may participate at some limited messaging capacity, lowest ranking HVC 
nodes are statistically less likely to be involved because of both their resource and 
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Organizational superiority through operational dynamics allows DCS to 
accommodate shifts in structural hierarchy independent of node resourcing or 
physical capability characteristics. Maintaining the modeling assumptions outlined 
throughout this section, Figure 49 (a-c) illustrates node-level structural tiering 
differences (time-based moving average) between the dynamic HVC structure against 
the physical mesh structure and physical tiered structure. In the physical mesh case, 
mesh nodes select peer (server) nodes on a random basis and it is our assumption that 
mesh nodes do not exhibit fixed service node relationships or multi-level tiered 
behavior. Alternatively, the physically tiered structure is fixed to particular resource 
superior nodes and change infrequently based primarily on physical changes in the 
network.  As described earlier, that frequency is conservatively assumed to occur 
outside of the three (3) operational cycles or a period of 16 seconds. As illustrated in 





Figure 48: Messaging complexity over time (cumulative events) 
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participating or gaining preference based on their operational characteristics over 
time. 
4 . 4 . 3  O P E R A T I O N A L  M O D E L  
Figure 50 depicts the upward progression of state-management communications from 
local (child) clusterheads to a global (parent) clusterheads along with a set of metrics 
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the physical DCS nodes, temporal and spatial aggregation occurs across the logical 
clusters in hierarchical form.  Thus, as cluster aggregation occurs, one can see slower 
state changing effects in the clusters at the higher end of the tree. The optimal selection 
of clusters for internetworking purposes, clusterhead selection and network 
optimizations will depend on the proportional mix of the management state variables. 
The objective of the hierarchical control system is to aggregate distributed state for the 
purposes of determining appropriate policy actions to affect stabilization, achieve 
performance objectives or to maximize or optimize reachability.  Statistical methods 
are used to manage state representation and distributed policy control with minimal 
operator dependency. 
To draw out the emergence properties of DCS, we model per node randomized 
operational conditions or events associated with user or node operating conditions. This 
includes mobility speed, node or service failures and resource or traffic load conditions. 
Such conditions or events are captured locally and shared with neighbors to assess node 
and neighbors’ operational state. Given the statistical nature of these events, networking 
configuration and service changes are observable at every modeling interval and across 
a section of DCS nodes. Environment instability, bottleneck conditions and service 
 





unavailability should be the anticipated dynamics – in essence, the desired demand 
conditions for modeling evaluation. To offset this, the same events are used to measure 
and manage state with nodes to calculate the operational variables of reachability, 
stability and performance to promote and cluster around more resource capable and 
operationally superior nodes. This process is recursively performed throughout the 
network via promoted clusterheads to form hierarchies of virtual clusters about the 
same robust nodes.  More specifically, the model implementation of reachability uses a 
local expansion [197] calculation on node movement, simple utilization calculations 
based on node and link load conditions and probabilistic measures of node 
unavailability using failure states and node movement. As recursive state management 
helps to form the virtual structure, the same operational variables are use to influence or 
reinforce policy control via the promoted clusterhead nodes. Policy-reinforced rewards 
(independent or multi-variable) drive specific stability, performance or reachability 
objectives as needed by applications or services that choose to leverage the HVC 
structures. As a simple illustration, DCS state management measures were model 
evaluated against node operational rankings to comprehend the operational superiority 
objectives. As shown in Figure 51, higher-ranking nodes (1 is highest) demonstrated 
higher values closer to the y-axis. More apparent are the graph expansion metrics, 
which are statistically influenced by node mobility, speed and wireless range and have 
high influence on node ranking. The actual operational values shown are additive 






Figure 51: Operational superiority 
4 . 4 . 4  M O D E L I N G  O P E R A T I O N A L  D Y N A M I C S  
State and policy in the DCS environment is distributed network-wide and applied 
locally through each of the clusters or clusterhead. Operational state dissemination 
and storage is recursively managed hierarchically to support structural (HVC) 
formation. The following three state measures are used to assess operational state to 
form the structural graph of DCS via logical clusters and over the HVC hierarchy: 
Reachability:  To assess the connectivity strength and capability of a particular 
cluster interconnectivity; we exploit a technique used in peer-to-peer networks to 
assess the connectivity strength – graph expansion [197]. Along with this measure, 
the capability strength of the pass-through links, enabling inter-cluster traffic is 
utilized – similar to inter-provider traffic and connectivity. The purpose of this state 
measurement is to assess the overall interconnectivity strength of a cluster for 
achieving various reachability objectives.  In demonstrating reachability capability or 
adaptive properties, we model the environment under recurrent conditions of node or 
link failures, overloaded node conditions and varied node mobility. In DCS, nodes 
with higher physical computing and networking capabilities tend to have higher 
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(quantitatively) resource capabilities across HVC nodes via dynamic virtual 
structures, the reachability profiles can be dynamic and persistent across a greater 
number of nodes, and thus a greater number of operationally superior nodes; making 
DCS more adaptive and scalable.  
Stability: The proposed networking system assumes a high-degree of intra-
networking and inter-networking movement and we view this both a challenge and 
opportunity for scalability [25], [31], [162]. DCS nodes can be online, mobile, 
hibernating or off-line while the topology may be irregular and fluctuating in path 
availability and reliability. Thus, end-end connectivity can be highly unstable for any 
portion of the decentralized network.  In representing the stability (e.g., availability) 
state of the DCS networks, one must first represent the underlying mesh networks 
using the logical clustering procedures, and then utilize the clustering service to 
measure the stability state of the nodes within particular clusters and across all 
clusters’ in the tree hierarchy. Entropy-based statistical techniques [162],[165] will 
capture stability differentiation across the various cluster formations in the network - 
measuring the degree of connectivity availability or reliability state across particular 
cluster nodes or set of clusters. 
In this work, we model stability in the form of simple node availability. While 
availability is a value-add that virtualization improves in terms of operational 
stability; in HVC, a promoted virtual node that serves connectivity or computing 
value to other DCS nodes can serve structural value across multiple tiers, and thus is 
functionally equivalent to physical nodes in their system-wide dependence.  The key 
value distinction with HVC, however, is that we can increase the number of virtual 
nodes (or links) thereby increasing the overall DCS availability without the expensive 
requirement to introduce or provision physical nodes.  
Performance: Under normal or stable operating conditions, network state may be 
captured using traditional statistical performance measures. Performance may be 





global (end-end). Representation of performance is based on probabilistic measures, 
captured locally per node and within a cluster above and across the tree hierarchy.  
Distributed belief propagation [168], [170], [177] methods can be used to capture 
intra- or inter-cluster performance belief. This method can support recurrent 
techniques to capture multi-cluster performance across the network or vertically 
across the hierarchy. In Chapter 5, we model DCS performance dynamics using 
simple utilization metrics. While utilization is shown to be generally higher for the 
HVC nodes, it also tends to reflect a more, balanced distributed usage across the 
hierarchy - towards superior nodes or centralized servers or high-end routers. In DCS, 
pre-designed and over-provisioned nodes lack flexibility and can create static 
bottleneck points or resource imbalance across DCS, thereby reducing system-wide 
scalability.     
We also investigate the operational aspects of the emergent design and convergence 
properties of DCS in detail to the conditional events associated with loss of service 
connectivity, instability or performance degradation. The emphasis of comparison is 
in characterizing the operational stability and convergence properties of DCS 
emergent management services in the context of HVC static and dynamic structures. 
Similar to the HVC structural analysis, the emergent management baseline objectives 
and comparison focus on demonstrating operational improvements over traditional 







5  E M E R G E N T  C O N T R O L  &  M A N A G E M E N T  
5 . 1   I N T R O D U C T I O N  
The proposed HVC architecture organizes distributed state and policy in hierarchical 
and virtual fashion for DCS management and network control. Our hypothesis is that 
the integration of HVC, as a self-organizing framework, with an emergent 
management architecture will improve the scaling properties of DCS-based 
applications and services. While today’s models for network control and management 
have proven to lack scalability and responsiveness based on centralized models, it is 
unlikely that singular organizational models can withstand the operational 
complexities associated with DCS. In this chapter, we present the key emergent 
management subsystems and demonstrate that emergence in an HVC environment 
behaves better or outperforms the same services implemented over traditional 
structural organizational models.  
5 . 2  D I S T R I B U T E D  S T A T E  M A N A G E M E N T  
5 . 2 . 1  F R A M E W O R K  
As exposed previously [8], [12], [14], [92], the tasks of managing and provisioning 
Internet networks and distributed systems remain a manual activity for 
administrators. As the Internet transforms towards a more decentralized and 
ubiquitous wireless edge, the blend of heterogeneous computing devices and wireless 
access technologies will pose greater challenges for provisioning and management. 
Similar to [19], [28], [31], and [158], the course proposed in this thesis is to redirect 
network control and management systems towards an emergent and self-organizing 





An observation called out in [30] suggests designing systems based on the notion of 
data or state-driven descriptions and predictability. Active research in this area 
includes swarming techniques [28] for routing and traffic engineering, reinforcement 
[156] and reinforcement learning techniques [153], [159] for distributed network 
control. Bayes network techniques are widely used for distributed inference 
supporting fault isolation and intrusion attacks [100] and neural network techniques 
[164] for internetworking optimization. Entropy [165], [166] or information theoretic 
approaches are applied and studied in data streaming, mobile routing optimization 
and WLAN access communications [113]. Finally, graph theoretic techniques [197], 
[199] are common in peer-to-peer networking strategies.  What is consistent amongst 
these approaches is the need for computationally recurrent, statistical or learning 
methods to offset operator or manual intervention. Following [23] and [179], the 
motivation of this work is towards establishing a ‘natural’ approach to managing 
growing IT complexity and scale, rather than manual or rule-based automation 
schemes, which today’s management systems are predominantly based. More 
specifically, concepts of organized hierarchy, state or policy aggregation, exchange 
of such states to different portions of the network for coordinated intelligence and 
prediction have direct parallels to the structure and organization of the neocortex 
layer of the human brain [179]. The neocortex senses and maintains data and 
information storage and knowledge retrieval for building intelligence and prediction.  
The complex structures of the brain builds knowledge from neural state captured 
from the ears through hearing, eyes through seeing and the other senses similarly to 
build and store temporal images or representations of our interactions and 
experiences from birth. As humans grow, so does the neocortex in neural hierarchy 
and stored knowledge by extending experienced state into predicted knowledge and 
abstract pattern comprehension and eventually to more complex associations leading 
to creative discovery and wisdom. In this work, it is not the aim to duplicate such a 
complex structure. Alternatively, we promote an architecture that is based on a 





reachability, performance, stability) constructs capture DCS operational state and 
their integration.  This enables, in decentralized fashion, aggregate intelligence and 
prediction in managing and controlling DCS.   
In a dynamic DCS environment, the emergent system is capable of storing and 
reproducing state data and knowledge with an online requirement to compile and 
manage state in real-time and historical fashion. Figure 52 depicts the representation 
of the DCS emergent framework to help guide the control and management approach. 
As shown, the emergent behaviors are partitioned across four (4) concealed planes of 
the operational control system: 
• global: associates with a higher degree of abstraction, aggregation and distributed 
knowledge of the networked system;  
• local: associates more closely with discrete, event or real-time estimation; has 
direct peering and interactions with other neighboring elements;     
• state: represents temporal or spatial status of any node element, an aggregate or 
cluster of node elements for some operational state of the networked system; 
• policy: represents configuration, guiding rules or various actions that control node 
elements or connectivity of the networked system.  
The operational partitioning does not represent any absolute, physical aspects of the 
emergent system, rather a relative organizational of control and management 
operations. For example, we may have clusters that have relative global association 
to particular set of lower level clusters, but have local association to a higher-level 
cluster. Alternatively, aggregate (temporal) state of the system at one level may 
represent, relatively, a temporal instance at a higher level.  Accordingly, a two-level 
emergent system such as seen in flocking or swarming behavioral systems [28], 
[169], is extended to a more generalized emergent structure, albeit exhibiting 






Figure 52: Emergent framework  
To employ the emergent framework, we summarize the following subsystems:  
i. clustering management: manages the overall assignments and allocations over the 
established cluster hierarchy formations; handles cluster addressing and 
messaging mechanics;   
ii. distributed state management subsystem: manages cluster-level stability state 
through entropy-based aggregation, cluster-level distributed performance state 
through cooperative communications and network reachability via node and 
cluster expansion and associated connectivity properties;  
iii. policy-driven reinforcement learning subsystem: balances global policy strategies 
against distributed, local actions using higher-level cluster feedback and multi-
threaded, state-based rewards for policy reinforcement actions;      
iv. network-centric knowledge: maintains hierarchical order of distributed state and 





The emergent management framework and HVC combine to control or optimize 
DCS by balancing fluctuating operational conditions across the breadth and depth of 
the HVC structure. The three state management vectors of the emergent framework 
are elaborated in the following sections. 
5 . 2 . 2  R E A C H A B I L I T Y  S T A T E  M A N A G E M E N T  
Graph theoretic concepts applied towards resilience and connectivity evaluation are a 
recognized area or research in sensor [190], [191], mesh and peer-to-peer [196], [197] 
networking communities. In this section, we employ similar concepts to assess DCS 
physical and virtual network reachability and robustness. One can assess both a node 
or edge-level measure since the concepts apply for both edge-based connectivity, as 
well as node-based (machine) connectivity to assess reachability strength. The 
purpose of using either or both measures is to allow flexibility to the specific 
application or management service implementation.    
5 . 2 . 2 . 1  S U B S Y S T E M  D E S I G N    
The notion of reachability or connectivity [193], [194], [195] refers to a computer 
science problem (or quantitative measure) of whether two vertices u and v in a 
directed graph are connected by a path. Specifically in this work, edge expansion is 
used towards the wireless mesh link interconnectivity, while node expansion is 
applied towards the VM node interconnectivity. The latter (i.e., node expansion) 
follows more closely with the peer-to-peer model of distributed computing while 
edge expansion towards network connectivity and dimensioning. The operational 
interest herein regarding dimensioning is a local, measure of cluster-level 
connectivity strength that allows one to measure the ability to find any node outside 
of a given cluster along with a scalar measure of the cluster’s robustness or resource 
capability or capacity. In other words, through the combined concepts of graph 





assess not only sub-graphs’ breadth or reach (expansion), but also the strength 
(capacity capability) of this reach.  
As depicted in Figure 53 and 55, there are two graph views depicted of the same 
cluster Cij. Figure 53 reflects the connectivity structure associated with the physical 
mesh connectivity while Figure 54 depicts a virtual network with ‘blue’ (or circled) 
nodes reflecting the distributed service implemented as a VM-based overlay network. 
In this scenario, only the ‘blue’ VM virtual network environment is shown, as the 
other VM-based networks would depict an alternative node expansion profile.  It 
should be noted that the concepts of node and edge expansion could be used in both 
scenarios. Depending on the application or usage, node expansion is applied to the 
VM service environment when node dependency is critical, while edge expansion is 
best applied to network connectivity when link dependency is critical.  
  
Figure 53: Mesh link cluster edge expansion Figure 54: VM-based cluster node expansion 
While both graphs rely on common nodes and links which reflect the physical 
footprint of the network, the peer-to-peer network also utilize VM nodes that are 
NOT directly connected to the cluster, enabling wider service connectivity within the 
broader (outside of the Cij cluster) DCS network. Thus, edge expansion (Equation 1) 
evaluates the cluster’s physical mesh connectivity reach, while node expansion 
(Equation 2) evaluates cluster service-level connectivity reach. Cluster coefficients 
associated with the expansion measures are:  





Cluster Edge Expansion: 
                                                                                                                                                                                       
e(S)  =   δ(S) ,                                                                                                                           
              |S|   
where S is a cluster of V in graph G = (V, E) and δ(S) is the set of links between S and V\S.  
(1) 
Cluster Node Expansion:  
n(T)  =  δ(T) ,                                                                                        
                |T|                                                                                                                                    
where T is a cluster of V in graph  G = (V, E) and δ(T) is the set of nodes between T and V\T.                 
(2) 
 
In addition, we define the cluster expansion capability (below) for both cluster nodes 
(Equation 4) and edges (Equation 3) to assess the operational ‘strength’ or ‘width’ of 
the cluster expansion in terms of its operational characteristics. This can include edge 
capacity or failure, node fault tolerance, computational processing footprint, or other 
relevant measures. The term ‘capability’ is chosen to reflect the design variability that 
one can be afforded towards expressing cluster expansion capability. The importance 
of this distinction is to distinguish from the traditional singular association of link 
(bandwidth) connectivity capability. As shown, the terms below include both the 
expansion coefficient terms as well as the edge (or node) capability variables.    
Cluster Edge Expansion Capability: 
ce(S) = e(S) * Σ(ui,vi)*ci,                                                                                                                     
                                  i                                                                                                                                 
where ui is an edge in S, vi is an edge of V, ci is the capability of the edge (ui,vi) in the set δ(S).                            
(3) 
Cluster Node Expansion Capability:  
cn(T) = n(T) *Σ ui,*ci,                                                                                     
                       i 
where ui is a node in T, ci is the capability of the node ui, in the set δ(T).         
(4) 
The scalar and probabilistic measures for the respective expansion capabilities 
include link bandwidth or availability, as well as node processing power or 
availability.  The scalar measures reflect the capacity capability with respect to cluster 





cluster expansion. Both perspectives are relevant in assessing the dimensional 
strength of connectivity. Collectively, the four measurements are recursively 
employed for online state management of a cluster’s reachability or connectivity 
strength.   
5 . 2 . 2 . 2  E N V I R O N M E N T  C O N S I D E R A T I O N S   
In the initial clustering and clusterhead selection process, the above formulations are 
used to evaluate clustering superiority and reachability– cluster formations and 
assignments and selection of corresponding DCS clusterhead nodes are provisioned 
during this process. The process will take several measurement iterations to establish 
cluster formations and to determine appropriate clusterheads. As reachability is one 
dimension of the distributed state management framework, the promotional process 
may be designed with the other state variables (i.e., performance, stability) for 
appropriate clustering formations and clusterhead selection. It is anticipated that the 
emergent system will adjust formations throughout the life cycle via the clustering 
manager with infrequent cluster formation adjustments as the system converges at 
higher tiers (i.e., through aggregation) of the DCS network.   
During steady-state operating conditions, the expansion measures provide real-time 
state assessment of reachability and connectivity strength to manage cluster-level 
control. On a temporal level, if node or link dynamics change throughout a period of 
measurement, assessment is over-weighted to an operational minimum to align with the 
instability. Additionally, cluster measurements taken at higher HVC levels require 
longer periodicity to accommodate multiple state management cycles from clusters at 
lower HVC levels. On a spatial level, nodes in the cluster, specifically those that 
encompass only clusterheads would not integrate or aggregate expansion 
measurements. Unlike [197], the emergent process considers expansion measurements 
independently within a (global) cluster without consideration for assessments made by 





design, the relevance of expansion has only application to the reachability and 
robustness with respect to the clusterheads (and interconnections) affiliated with the 
global clusterhead, rather than member nodes associated with the local cluster. 
5 . 2 . 2 . 3  E V A L U A T I O N  
Following the scope and assumptions defined in Section 0, we evaluate the proposed 
reachability management process. To reduce the implementation complexity, we 
apply a simpler reachability characterization process in hierarchical fashion across the 
HVC framework. As such, the following assumptions are taken:  
a) A heuristic using simple expansion metrics based on random 2D mobility, range 
and proximity-based trust sufficiently characterizes a DCS node’s relative 
connectivity; further reachability refinement based on the algorithms defined in 
this section only increases the efficiency or effectiveness of the reachability state 
management process;    
b) All DCS nodes within connectivity range are recursively trusted throughout the 
virtual hierarchy;      
c) DCS nodes share their expansion measures with physical and virtual neighbors, 
and truthfulness is managed via reputation and history; 
d) DCS nodes are assigned to a single clusterhead, align reachability measures to 
their mesh neighbors and assigned virtual clusters, but can transition state and 
structural association across the network at the respective HVC time epochs and 
pre-existing virtual clusters and tiers, respectively.  
e) DCS nodes do NOT have access or visibility to shared network state or HVC 
structure, which they are not promoted or assigned; 
f) Concentrating desired results via top and lowest ranking DCS nodes is sufficient 





As shown in Chapter 4, HVC enables self-organizing structures using virtualization 
and operational superiority. In this section, our first modeling objective is to 
demonstrate that the integration of HVC-based structure with an implementation of 
the reachability management process in DCS will outperform traditional structural 
models conditioned with the same event model, while capturing reachability (i.e. 
expansion) state measures at respective network tiers for comparison purposes. The 
key optimization difference in the HVC-based approach is the use of reachability 
state rewards to recursively drive the policy-based reinforcement (PRL) subsystem 
(described in Section 5.3) and reachability-based HVC structures. 
We model corresponding network structures with 300 nodes placed randomly in a 
space of 10000 x 10000 m2. The adjacency matrix is re-established with each 
simulation epoch. Nodes are randomly configured with either single or multiple 
radios operating Wi-Fi (56mpbs) or WiMAX (16mbps) radios configurable with a 
range of up to 50m or 500m, respectively. Node roles or DCS network capabilities are 
a function of their dynamic or static ability18 to support virtual machines (VM), server 
and WiMAX functionality. Following 4.3.2.1, we model and evaluate each network 
structure independently during the same modeling period. For HVC configurations, 
reachability is over weighted to 100% while performance and stability have 0% 
weighting to ensure the superior reachability nodes influence the desired structural 
and operational dynamics. We maintain the same event model for each of the 
structural configurations for respective simulation runs as described in Section 
4.3.2.3. Combined node (link) failure events are based on the addition of a simple 
node failure probability plus range-based unavailability using the node’s speed and 
relative connectivity with other mobile nodes. Alternatively, node utilization reflects 
a maximum between the node’s computational usage and the node’s total link 
utilization. Node movement or speed is calculated using initial position coordinates 
while next position coordinates are recalculated on each simulated ‘second’ based on 
                                                
 





a random multiplication factor and randomized (0 to maximum node speed) node 
speed. Rolling node expansion measures are interval averaged @modulo2, @modulo8 
and @modulo16 second periods at each of the hierarchical operating tiers of the 
network. The ranking methodology follows the promotional framework described in 
Chapter 4 Section 4.3.2.6 where physical structures operate on selecting 
computational and connectivity superior nodes, independent of reachability or other 
operational variables. The ranking methodology supporting the HVC-based hierarchy 
operates on elevating dominant nodes that exhibit maximum operational reachability 
or expansion measures. Figure 55 depicts a comparison of reachability dynamics of 
the same structures chosen for HVC structural comparison in Chapter 4. As 
illustrated, both top and low ranking HVC-based nodes have higher cumulative19 
expansion measures and exhibit less perturbation then either the physical tiered and 
physical mesh configurations. Additionally, a wide proportional (~10x) disparity can 
be seen between top and low ranking nodes demonstrating the behavior and modeling 
expectation of promoted nodes having clear operational superiority over nodes 
exhibiting poor or low reachability profiles. 
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Under the assumptions of an emergent process and treating (modeled) each physical 
node or promoted virtual cluster node independently to their roles or processes at 
lower tiers, we demonstrate that a locally-driven (neighbor-based) reachability state 
characterization process implemented throughout the HVC network hierarchy will 
promote and differentiate nodes that have higher expansion measures. Simple 
expansion measures of mobile node speed and wireless range characterize a node’s 
ability to have more global reach, rather than local – in effect, characterizing global 
DCS reachability. Moreover, the promoted physical nodes or clusterheads will 
recursively aggregate reachability measures temporally (i.e., aggregated at @2, @8 
and @16 seconds) and spatially (i.e., cluster members assigned to clusterheads) 
across their respective virtual clusters. The expansion measures are shared recursively 
with neighboring clusterhead nodes at each HVC virtual network tier, where the 
promotional process continues to an eventual root cluster or the most superior 
reachability node(s), which span the global HVC hierarchy. Figure 56 depicts the 
speed-range variability against expansion across both top and low ranking nodes. As 
shown, the speed-range proportion and expansion measures are reverse proportioned 
thereby demonstrating that higher mobility and lower (wireless) range nodes typically 
operate with lower expansion measures while lowest mobility nodes with greater 
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range have higher expansion results. Thus, this confirms the ranking classification 
and preferred operational behavior. 
5 . 2 . 3  S T A B I L I T Y  S T A T E  M A N A G E M E N T  
Unlike traditional hierarchical networks, where topology, traffic control or 
networking nodes have a more centralized configuration or static functional structure, 
the representation of these same concepts in DCS is more dynamic, loosely structured 
and decentralized - creating a more chaotic environment for network control and 
management. With an emergent approach, the system addresses these issues with 
minimal operator dependency, addresses the complexity through an organized 
clustering framework, and manages the uncertainty through statistical computing 
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One critical aspect of uncertainty is the notion of network stability – recognizing and 
capturing the level of stability or instability in DCS is a key focus of this work. 
Discovering dependable and available network services, nodes or topological areas 
for network delivery and communications is essential to scaling the system. Hence, an 
important contribution of the emergent work is the development of a distributed 
service capability that continuously manages network availability or dependability for 
stability assessment.  Our approach follows similar entropy-based formulations used 
in several works [162], [165], [166] to characterize the level of uncertainty or 
diversity exhibited by respective clusters in the DCS environment. More specifically, 
entropy evaluates real-time for each node and cluster with further aggregation as the 
emergent stability process progresses up the cluster hierarchy or the broader network. 
Thus, the areas of the network that have achieved a level of stability have lower 
entropy values and therefore, can enable for more dependable service delivery or 
network control.  
5 . 2 . 3 . 1  S U B S Y S T E M  D E S I G N   
Within the context of the clustering framework, we measure stability in two ways. 
First, each cluster can reach a level of stability, independently, to the broader portions 
of the network by ensuring a relatively uniform level of operational disparity with 
other nodes or clusterheads within the same cluster by maintaining a static topology 
configuration and operational uniformity across the cluster during one or more 
measurement cycles. Alternatively, external node dynamics can reduce the level of 
instability, either through the reduction (departure) of unstable nodes or increase 
(arrival) of more stable nodes, relative to the other nodes or clusterheads within the 
same cluster. Thus, it is essential that the entropy formulations consider both 
dynamics – imitating the equalization and dissipation behaviors of both isolated 
(intra-cluster) systems and open systems (inter-cluster). Error! Reference source not 
found. depicts the scenario where the cluster’s sub-network does not experience 





not found. depicts the scenario where DCS nodes are entering (green) and departing 
(red) the environment. In both cases, the cluster’s aggregate entropy reflects a level of 
equilibrium based on their relative entropy measures between the nodes.   
To characterize a cluster’s stability or entropy, the key measures of interest are the 
relative availability or reliability between cluster nodes - the general term 
dependability describes this. Alternative measures may be used either independently 
or in combination to represent the relative dependability between cluster nodes, or 
node-to-node service dependability. As shown in Table 6, service dependability can 
have multiple stability or environment constraints with local node and link impact, 
but more importantly on applications and network services that traverse multiple DCS 
nodes. From the standpoint of the (emergent) cluster, we are interested in 
characterizing the level of dynamics or stability across the cluster given such 
constraints.  Therefore, one can use a combined metric to characterize the degree of 
service [138], [141], [181] dependability. One may also choose to be selective to the 
most critical constraint (e.g., node availability) in characterizing cluster. Further, 
some metrics (e.g., link quality or distance) may require averaging neighbors’ 
observations or pair wise assessments, for example, to assess a node’s dependability, 
since there is no way for the node to calculate its own dependability. Alternatively, 
battery power, which has a common reference, would allow any node to formulate its 
dependability assessment independently. In any case, a probabilistic substitute of the 
varying measurement approaches is a simple method to convert the alternative 
metrics into a consistent variable for the stability analysis below.    
In formulating cluster-level entropy and following the works of [163], [183], an 
entropy period between t1 and t2 of ΔT,, and Dm,n(ΔT) is defined as the average 
relative dependability of node m with respect to node n at time t2, where m and n are 

















both members of the same cluster Ci,j. Cluster nodes exchange relative dependability 
samples, dm,n(Δτ) during multiple Δτ intervals within the entropy period, ΔT. More 
specifically, both measures are defined below with the goal of eventually defining an 
entropy formulation for cluster, Ci,j. The sample relative dependability (Equation 5) 
defined at node m with respect to node n during interval Δt is:             
 dm, n(Δτ) = dm(Δτ) - dn( Δτ) (5) 
Figure 57 depicts the node changes, where the change Δτ reflects the interval of 
change, and a relative change in the service dependability reflected for both node m 
and node n during the interval. The absolute relative dependability (Equation 6) 
defined between node m and node n averaged over the period ΔT is:  
                           N    
Dm, n(ΔT) =   1    Σ |dm, n (ti)|,                                                                                                   
                     Ν  i =1 
where N is equal to the number of samples in ΔT and ti is the discrete time at the end of each 
sample, Δτ.       
(6) 
 
This is shown in Figure 58, where the particular node of interest ni is highlighted 
depicting only a single node-to-node dependability relationship over the period of 
entropy evaluation. However, the same measures for the other nodes belonging to the 
cluster, Cij, exchange messages and evaluate with respect to node mi. The complete 
(absolute relative) dependability representations for the other nodes in Cij should 





Now, to characterize stability, we apply a generalized form of Shannon’s statistical 
entropy formulation [162] to the event space using Equation 7, specifically: 
H = - Σj pi ∗ log pi,                                                                                                                              
where pi is the probability of the event ei in the event space E.  
(7)
Applying this concept to a dependability event space for node mi and following [165], 
we set pk(t, ΔT) = Dm,k / Σx  Dm,x, evaluating x over all peer nodes of node mi in the 
cluster, Cij, and thus: 
Hm(t, ΔT) = - [Σk pk(t, ΔT)log pk(t, ΔT)] /[log C(Cij)] ,                                      
where C(Cij) is the cardinality of the cluster.         
(8) 
In general, Equation 8 calculates the entropy of node m during the specific period of 
entropy measurement ΔT in cluster Cij, normalized between [0, 1]. This representation 
of entropy is the desired measure of stability with respect to node mi, in terms of the 
absolute relative dependability during the period of stability state evaluation, ΔT. 
With this formulation, entropy is small when the change in relative dependability 
variation shows higher perturbation, while a higher value will show more relative 
stability.   
 
 

























Finally, having calculated the entropy for a single node in the cluster; one can 
evaluate, similarly, the entropy terms for the other nodes in cluster Cij. To assess a 
measurement for the cluster’s overall stability, Equation 9 is defined and associated 
with the clusterhead, Cij: 
γ = [HCH (t, ΔT)]   *    min     [Hi(t, ΔT)],  
                                    i = (all nodes in Cij\CH) 
where CH is the clusterhead for Cij. 
(9) 
5 . 2 . 3 . 2  E N V I R O N M E N T  C O N S I D E R A T I O N S   
The node level entropy values is one of the state variables used to select optimal 
clusterheads during the periods of clustering formation based on operational 
superiority. The above formulations are used to evaluate cluster-level stability.  Given 
the measurement cycle requirements, cluster formation will take several measurement 
periods for promotional assessment towards clusterhead selection. As stated earlier, it 
is likely the clustering system will adjust formations throughout the life-cycle via the 
clustering manager, albeit with infrequent cluster formation adjustments, as the 
system assimilates the aggregate properties of the dynamic network.   
However, the γ term will be used by the clusterhead during stable periods of operation 
towards global control or policy reinforcement as deemed necessary by the specific 
cluster. The purpose of stability state management is to provide an alternative 
representation of the clusters’ operational state and superiority. Unlike the previous 
section, which focused on characterizing state for the cluster’s global reachability, 
this section is dealing with the decomposition of the DCS environment into clusters 
for operational stability evaluation. A highly unstable cluster may not be suitable for 
many of the higher resiliency aimed applications. Moreover, by understanding these 
‘pockets’ of instability, higher level clusters or clusterheads may enforce or reinforce 
policies to either thwart traffic away from these clusters or set alternative policies or 





Alternatively, a service can utilize the distributed stability state to optimally provision 
virtual machines services on corresponding stable clusters or cluster nodes.    
Entropy-based stability assessment, while not aimed at specific performance or 
availability goal evaluation, can be used to baseline global perturbations. This 
promotes emergent behavior by allowing global operation to agitate local operation 
for positive or negative adjustment or service delivery consideration.   
Unlike reachability, stability management has very different operational objectives 
and emergent behavior.  The reachability process has an external cluster focus; 
seeking to scale the overall decentralized communication system by promoting 
operational superiority based on global (external) connectivity rather than local 
(internal) connectivity.   Alternatively, cluster stability focuses inward to the cluster, 
seeking operational superiority using cluster stability to characterize cluster-level 
influences. By design, both management objectives are relevant towards enabling an 
emergent capability, since the distributed management system must look for 
equilibrium within the local cluster, while maximizing cluster reach and capability for 
global expansion consideration.   However, similarly to the reachability process, if 
cluster dynamics change throughout a period of measurement, entropy assessment is 
biased to a statistical minimum to align with the instability. Additionally, hierarchical 
cluster measurements taken at upper tiers of the hierarchy require longer periodicity 
to accommodate state management. On a spatial level, the nodes in the cluster do not 
integrate or aggregate local (child) cluster stability measurements. Thus, stability 
assessments by respective clusters occur independently to other clusters20.  
5 . 2 . 3 . 3  E V A L U A T I O N  
The evaluation objectives in this section follow the modeling scope and assumptions 
defined in Section 4.3. Following the reachability evaluation approach, a simpler 
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stability characterization process is applied in hierarchical fashion across the HVC 
framework. The following assumptions are modeled to support the stability 
evaluation objectives:  
a) A simpler heuristic using availability metrics based on random node & failure 
rates and mobility sufficiently characterizes a DCS node’s availability. Stability 
refinement based on the entropy-based algorithms defined in this section only 
further increases the efficiency or effectiveness of the results;    
b) DCS nodes share their availability measures with cluster neighbors, and 
truthfulness is reached via reputation and history in steady-state; 
c) DCS nodes are assigned to a single, promoted clusterhead and align stability state 
management measures to their physical mesh neighbors and assigned virtual 
clusters, and can shift state and structural association across the network at the 
respective HVC time epochs and existing virtual clusters and tiers, respectively;  
d) DCS nodes do NOT have access or visibility to shared network state or HVC 
structure, which they are not promoted or assigned;  
e) Demonstrating the desired results via top and lowest ranking nodes is sufficient 
towards meeting the stability management objectives. 
In this section, we demonstrate that HVC integration with a recursive stability 
(availability-based) management process will outperform traditional structural models 
conditioned with the same event model, while capturing stability (i.e. availability) 
state measures at respective network tiers for comparison purposes. The key 
optimization difference in the HVC-based approach is the use of stability state 
rewards to recursively drive the policy-based reinforcement (PRL) subsystem and 
stability-based HVC structures. 
We model the corresponding network structures with 300 nodes placed randomly in a 
space of 10000 x 10000 m2. Following 4.3.2.1, we model and evaluate each network 





structures, we weight stability 100% while reachability and performance have 0% 
weighting to ensure dominant stability-oriented nodes influence (i.e., policy-based 
reinforcement) DCS results. However, we maintain the same event model for each of 
the structural configurations for respective simulation runs as described in Section 
4.3.2.3. Combined node (link) failure events are based on the addition of a simple 
node failure probability plus range-based unavailability using the node’s speed and 
relative connectivity with other mobile nodes. Rolling node availability is interval 
averaged @modulo2, @modulo8 and @modulo16 second periods across the physical 
or virtual tiers. The ranking methodology follows the promotional framework 
described in Chapter 4 Section 4.3.2.6 where the physical models operate on selecting 
computational and connectivity superior nodes, independent of operational stability. 
The ranking methodology supporting the HVC-based hierarchy operates on elevating 
dominant nodes that exhibit maximum operational stability or availability measures. 
Figure 59 depicts an availability comparison against dynamic and static HVC 
configurations in addition to physical tier and physical mesh configurations. As in the 
previous section, comparative results are based on statistically equivalent availability-
based profiles. As illustrated Figure 59(a), top ranking static and dynamic HVC-based 
configurations behave quantitatively on average to the physical configurations. The 
rationale for this may be due to the same nodes21 being promoted in the virtual 
configurations. However, there appears to be a rising, (i.e., availability improving) 
highly cyclic nature associated with the dynamic HVC configuration. The static HVC 
tiered configuration appears to behave (i.e., cumulative availability) more 
approximately to the physical tiered structure, which aligns to their respective 
distributed configuration.   Alternatively, the low rank nodes, as shown of Figure 
59(b), show greater disparity between the virtual and physical configurations. In 
addition, the proportional disparities are also apparent with their respective top 
ranking nodes, which reflect a higher availability expectation for superior nodes than 
                                                
 





lowest ranking nodes. As reflected in the top ranking nodes, there is also increasing 
availability shown in the lowest ranking nodes over time by the dynamic HVC 
configuration. 
Treating each physical node or promoted virtual cluster node as independent 
processes, a locally driven (neighbor-based) availability state characterization 
process, implemented in a recursive fashion throughout HVC promotes and 
differentiates nodes with higher availability measures. Therefore, superior physical 
nodes or virtual clusterheads, which have higher availability, are viewed as more 
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reachability process, promoted nodes or clusterheads accumulate availability 
measures across their respective virtual clusters.  
Availability measures are shared recursively with neighboring clusterhead nodes at 
each HVC virtual network tier, where the promotional process continues to an 
eventual root cluster(s). This represents the operationally superior or highly available 
nodes, which may serve the global HVC hierarchy. Figure 60 depicts availability (i.e., 
moving average shown for visual purposes) variability against node ranking across all 
tiers of the dynamic HVC network. As shown, there is an approximate mapping 
between higher ranking (i.e., lower number reflects a higher rank) nodes and higher 
availability metrics and lowest ranking nodes with lower availability metrics.  
5 . 2 . 4  P E R F O R M A N C E  S T A T E  M A N A G E M E N T  
In today’ Internet networks, complexity of distributed systems leaves service 
providers vulnerable to network management and service integrity issues. Many of 
these issues are obscure performance or reliability problems imposing operational 
burden and requiring multi-faceted tools to diagnose these issues across 
heterogeneous subsystems. This challenge has called for [12], [25], [151] more 
significant shifts to traditional network control and management systems - 
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specifically, the need to introduce knowledge inference or machine learning 
approaches. In this section, the focus is specifically aimed utilizing the HVC 
approach to segregate and organize performance management with a belief 
development and distribution process for network-wide performance state 
management. By performance, this is inclusive to fault or reliability conditions, which 
can create performance integrity issues as well load or congestion-related 
performance degradation. Thus, the design objectives of an emergent performance 
management process are to develop a distributed inference framework to enable 
evidence discovery and adaptive inference for many network-wide performance or 
reliability anomalies.  The benefits include a reduction of manual or operational 
interaction through distributed belief state reconciliation and prediction of complex 
anomalies for policy provisioning or automated configuration.   
5 . 2 . 4 . 1  S U B S Y S T E M  D E S I G N   
A key difference between this service component of the emergent distributed state 
management and the previous two management services is the focus on propagating 
state and accumulating distributed performance belief within and across clusters for 
reconciliation or analysis.  Similar to the previous processes in this work, belief state 
management is asynchronous and multi-threaded across HVC clusters. That is, 
multiple belief processes are active in global reconciliation or belief convergence.  
A key design consideration of DCS systems is the degree of centralization or 
decentralization in the belief state and the corresponding analytical process for 
inference and prediction. Using the HVC clustering strategy, this design option is 
facilitated as the organization of the belief state management process introduces the 
merits of both centralized and decentralized approaches.  Figure 61 and Figure 62 
depicts this desired complementary approach to serve both node-level and cluster-
level performance belief management, respectively.  Specifically, individual cluster 





clusterheads or global (parent) nodes operated similarly. However, the clusterheads 
will also manage cluster-level state and inference. The local nodes will support a 
more centralized scope within its node perimeter, while sharing its local evidence or 
belief with peers for distributed belief reconciliation. Alternatively, while the 
clusterheads, representing the cluster local area, will orient their perimeter to the 
cluster in a centralized manner aggregating cluster-level evidence and belief to 
support distributed sharing across clusters.  Both requirements source from the 
necessity to manage a localization objective (e.g., cluster bottleneck identification and 
elimination) specific to the cluster, in addition to managing a global network 
optimization (e.g., network load balancing) objective for end-to-end or network-wide 
anomaly evaluation.  
Bayesian Networks (BN) or Bayesian belief networks are currently a popular 
approach to uncertainty representation and reasoning in numerous network and 
distributed systems works [151], [169], [173], [175].  As a graphical network, nodes 
represent discrete or continuous random variables (RV), while edges represent 
conditional dependencies between RVs.  There are two main tasks associated with 
BN inference: i.) belief updating or probabilistic inference, and ii.) belief revision or 
maximum a posteriori (MAP) or most probable explanation (MPE) based on evidence 










involves calculating P(X|E) or posterior probabilities of nodes X, given observed 
values of evidence nodes E. Alternatively, belief revision looks to find the most 
probable state or explanation of some hypothesis variables given observed evidence.   
As depicted in Figure 63, BN graphs are typically directed and acyclic (DAG) graphs. 
There have been several works [172], [177], outlining and debating the challenges of 
belief convergence within the context of BN graphical models or the applicability of 
various algorithms on such graphs with cycles.  The tactic herein is to avoid 
elaboration of the convergence subject or the debate with respect to cyclic graphs, 
choosing to leverage previous progress to facilitate similar objectives.    
Two popular belief propagation algorithms involving probabilistic inference in 
Bayesian network models are proposed here for HVC-based performance state 
management, namely the generalized belief propagation (GBP) algorithm [174], and 
the loopy belief propagation (LBP) algorithm [172] – categories of approximate 
inference algorithms. Both algorithms utilize alternative messaging schemes for 
propagating probabilistic beliefs with the intention of reaching distributed belief 
 
 
DP : Did Perform;              PC: Performed Correctly;                  PI: Performed Incorrectly;                DNP: Did Not Perform 
 




















convergence via respective belief update rules. In this work, LBP aligns very well 
with the organized network clustering structure and state management flow, and thus 
we propose to employ it for both inter-clustering and intra-clustering performance 
state management. 
Applying LPB for Inter-Cluster Performance Belief 
As discussed earlier, there are several works applying the LBP algorithm as an 
approximation technique in effectively managing inference in Bayesian networks 
with cycles.  Various networking scenarios including sensor networks [175], network 
fault management [176] and network routing [169] employ this machine learning 
approach.   Utilizing an iterative, message-passing scheme in a graph network model 
of the target environment, the LPB framework establishes local belief state and 
utilizes neighbor relationships to disseminate and converge belief for distributed 
inference. To avoid cycle complexity or slow convergence that are exacerbated in 
larger network models, HVC is utilized to limit the LBP application to managing 
belief propagation and message propagation within a cluster or local network scope. 
This reduces the network diameter and exploits clusterheads for intra-cluster, local 
(child) coordination and separation for inter-cluster management across the global 
(parent) cluster. Similar to [173], [177] and as depicted in Figure 64, example 
performance state22 interactions of cluster nodes as adjacency nodes with pair-wise 
interactions are modeled in supporting high level state management objectives. Each 
cluster node computes a local Bayesian network model as (example) depicted in 
Figure 65. The computational model characterizes the particular belief state 
associated with the high-level performance state objective for the local node. 
Computing the node-level belief state can be done quickly and frequently, allowing 
sufficient opportunity for cluster-level activities to adjust, synchronize and converge.  
                                                
 
22	  This	  is	  a	  generalization	  of	  any	  operational	  state	  variable	  as	  the	  proposed	  methodology	  can	  apply	  to	  a	  variety	  of	  







Each node exchanges their respective belief state with peer cluster nodes, with a 
compatibility function representing the particular performance state relationship.  The 
LBP framework models the intra-cluster performance belief objective across the set 
of cluster nodes and their respective local belief computations. Following [174], 
[177], random variables associated with the respective cluster nodes are labeled as xi, 
the high-level BN model computed performance state and yi, a set of monitoring 
readings at node i, which is associated with this higher-level performance state. Table 
7 presents a typical profile of discrete, node-level state performance readings for 
belief state interpretation. 
Figure 64: Bayes Network Graphs: Intra-cluster distributed performance belief 















































































perform) % Utilization P(<Tput) P(>=Delay) 
Clusterhead 





8.33% 25% 0.4 0.2 .80 0.14 0.6 
Node 2 8.33% 25% 0.4 0.2 .80 0.14 0.6 
Node 3 8.33% 25% 0.3 0.25 .80 0.14 0.6 
Node 4 8.33% 50% 0.3 0.25 .80 0.18 0.2 
Node 5 8.33% 50% 0.3 0.1 .80 0.18 0.2 
Node 6 8.33% 50% 0.3 0.1 .80 0.18 0.2 
The complete joint distribution representing the probabilistic state of the cluster (as 
depicted in Figure 64 is expressed in Equation 10:  
  P(x1,…xN) | y) = 1/Z Π ψij(xi,xj) Π φi(xi | yi)                                                      
    
                                                 ij                       i 
where Z is a normalization constant, y are the complete set of discrete performance measures 
ψij, is a compatibility function between nodes i and j, while φi represents the effect of the 
monitor readings on node i as computed by the local BN model at node i. 
(10) 
Each node i sends a message mij to each of its neighbors j, and updates its beliefs bi 
based on the messages it receives from its neighbors. We express the update rules as:   
 mij ç α Σ ψij(xi,xj) * φi(xi | yi) Π mki(xi)                                                                
             xi                                  kε
N(i)\j 
(11) 
bi(xi) ç αφi(xi | yi) Π mki(xi)                                                                        
                                            k ε 
N(i) 
where, α is a normalization constant N(i) denotes the neighbors of i, and N(i)\j denotes the 
neighbors of i except for j.  
(12) 
Local beliefs for node i are reconciled with neighbor messages using bi(xi) or 
Equation 12, while node i propagates its reconciled beliefs, mij or Equation 11 with 
its cluster neighbors j, with the LBP process replicated at node j and continuously 





clusterhead can enforce time, message limits, node ordering or other mechanisms to 
break cyclic dependencies23. 
Applying LBP for Inter-Cluster Performance Belief  
In DCS, the hierarchical clustering tree framework is ideally suited to BP algorithms. 
This may serve any number of network management problems exploiting the unique 
organization to scale belief propagation, distributed computations for belief update 
and improve convergence properties across the clustering hierarchy or global DCS 
environment.   To make this clearer, a conceptual example is illustrated in Figure 66 
with the higher-level global (parent) clusters and clusterheads highlighted. An 
existing set of nodes forming the DCS is hierarchically organized into three levels of 
virtual clusters.  
Applying the LBP framework across the entire DCS environment is debatably 
infeasible [171],[172], [177] due to the complexity issues discussed earlier. Using the 
layered virtual hierarchy, the LBP process can be applied at each tier of HVC; 
enabling independent LBP processes to execute and span the entire hierarchy in a 
scalable fashion. Since each HVC level or tier consists of multiple clusters formed 
                                                
 
23	  Example	  symptoms	  of	  cycles	  can	  include	  lack	  of	  belief	  convergence,	  minimal	  changes	  in	  distributed	  belief	  
value	  or	  numerous	  message	  propagations.	  	  	  	  	  
 
Figure 66: Network centric clustering organization 
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through aggregation, the role of promoted clusterheads, which participate in multiple 
independent LBP processes over the hierarchy, can serve as belief (i.e., peer-to-peer) 
gateways or distribution (local-to-global) points24. This enables multiple ‘virtual 
dimensions’ of performance management, similar to today’s processes for real-time, 
interval or historical performance or capacity management across access, distribution 
or core networks.  
LBP inter-cluster messaging can also occur between peer clusters within an HVC 
level and across the cluster hierarchy between various local (child) and global 
(parent) clusters with marginal functions represented as probabilities or indicator 
functions, depending on the particular belief state management objective. 
Clusterheads represent the common belief vertices between local, peered or global 
clusters with clusterheads serving multiple LBP coordination points. Enabling an 
inter-cluster distributed belief process allows multiple or parallel LPB threads to 
scale, optimize or balance performance state within an HVC tier, across a graph of 
one or more clusters or the broader DCS network.  
5 . 2 . 4 . 2  D E S I G N  A N D  I M P L E M E N T A T I O N   
Having now defined BP algorithms for both intra-cluster and inter-cluster 
performance state management, one may ask if there is a necessity to converge these 
independent processes towards complete state management integration. First, the 
emergent property positioned in this work suggests this is not required as their 
asynchronous and independent behaviors may be cooperative since the common node 
to both processes is the clusterhead, and it is possible for this integration to be 
afforded25 via local and global state dependencies. Thus, we treat their objectives 
                                                
 
24	  These	  concepts	  are	  beyond	  the	  scope	  of	  this	  thesis	  but	  can	  serve	  unique	  models	  of	  local-­‐global	  separation	  or	  
intelligence	  or	  sharing.	  	  	  
25	  However,	  we	  have	  not	  proven	  this	  either	  through	  formal	  methods	  nor	  experimental	  results	  and	  the	  objectives	  






independently and focus on global (inter-cluster) and local (intra-cluster) performance 
state management as independent (emergent) activities. This is similar to today’s 
LAN and WAN-based network state management and optimization activities, which 
can be mostly evaluated and managed independently, with common points of 
integration and evaluation at the LAN-WAN edge device(s).        
Several design considerations of the DCS environment are accounted in the LPB 
algorithm.  First, the degree of intra-cluster and inter-cluster mobility in the LPB 
belief management processes may not only perturb belief convergence but may 
dictate which nodes are allowed to participate or whether their beliefs are accounted. 
In both scenarios, the algorithms will follow similar BP procedures of initialization, 
belief update, propagation and convergence. In this work, we assume nodes entering 
or departing in the performance belief algorithms do so on corresponding cyclic 
boundaries, rather than iteration phases of the LPB algorithm. That is, mobile nodes 
entering or fleeing clusters will generally be excluded from both inter-cluster and 
intra-cluster performance belief state management procedures given their instability 
and correspondingly will be unaccounted for in making local or global policies 
changes affecting cluster-level or global network performance control respectively. 
However, as noted in the previous section on stability state management, these nodes 
will be accounted in assessing stability via entropy, which node mobility will 
certainly have an effect.   
One of the challenging aspects of belief propagation systems is the speed of 
convergence. The use of the clustering strategy simplifies the complexity of 
convergence by separating local convergence and intra-cluster belief state 
management from global convergence and inter-cluster belief state management. In 
addition, this also increases management messaging (volume) efficiency through the 
organized cluster hierarchical virtual structure.   
Similarly, to the previous sections, provisioning assignments and selection of 





Performance belief values are used to select performance-optimal clusterheads during 
the periods of clustering formation based on performance superiority. Again, given 
the measurement cycle requirements, cluster formations will take several 
measurement periods to reach hierarchical clustering formations and optimal 
clusterheads.  
5 . 2 . 4 . 3  E V A L U A T I O N  
The objectives in this section follow the modeling scope and assumptions defined in 
Section 4.3 and a similar orientation to the reachability and stability evaluations. The 
following assumptions are modeled to support the performance management 
objectives:  
• Node and link utilization metrics is a sufficient measure to characterize alternative 
performance management objectives; shared performance state within HVC 
clusters and across virtual tiers converges appropriately; 
• DCS nodes are assigned to a single, promoted clusterhead and align performance 
state management measures to their physical mesh neighbors and assigned virtual 
clusters, but can transition state and structural association across the network at 
the respective HVC time epochs and pre-existing virtual clusters and tiers, 
respectively;  
• DCS nodes do not have access or visibility to shared network state or HVC 
structure, which they are not promoted or assigned;  
• Demonstrating the desired results via top and lowest ranking DCS nodes is 
sufficient towards meeting the performance evaluation objectives. 
Following similarly with the previous sections, our goal is to demonstrate that the 
integration advantages of an HVC network with a utilization-based performance 
management process will outperform traditional structural models conditioned with 





respective network tiers. The key optimization difference in the HVC-based approach 
is the use of performance-based rewards to recursively drive the policy-based 
reinforcement (PRL) subsystem and performance-based HVC structures. Treating 
each physical node or promoted virtual cluster node independently, a performance-
based characterization process implemented in recursive fashion promotes and 
differentiates nodes with lower utilization measures. The nature of an emergent DCS 
system elevates performance superior nodes to higher ranks, and thus, these nodes 
incur higher demand or resource utilization over time.  
As in the previous sections, we again model corresponding network structures with 
300 nodes placed randomly in a space of 10000 x 10000 m2. Nodes are randomly 
configured with either single or multiple radios operating Wi-Fi (56mpbs) or 
WiMAX (16mbps) radios configurable with a range of up to 50m or 500m, 
respectively. Node roles or DCS network capabilities are a function of their ability to 
support virtual machines (VM), server and WiMAX functionality. Following 4.3.2.1, 
we model and evaluate each network structure during the same period. For HVC 
modeling runs, performance is over weighted (i.e., structurally and operationally) to 
100% while reachability and stability have 0% weighting to ensure performance-rich 
nodes influence the desired modeling results. Node utilization reflects a total 
maximum between the node’s computational usage and the node’s total link 
utilization at respective physical or virtual tiers that the node operates. As described 
in the previous sections, similar event profiles for availability and reachability 
operational vectors are maintained as described in Section 4.3.2.3. Rolling node 
utilization measures are interval averaged @modulo2, @modulo8 and @modulo16 
second periods at respective tiers. Again, the ranking methodology follows the HVC 
and physical network frameworks described in Chapter 4 Section 4.3.2.6. 
Figure 67 compares the utilization performance of HVC configurations against the 
same physical configurations. As illustrated in Figure 67, top ranking static and 





utilization than the physical configurations. Alternatively, as shown in Figure 67, 
lowest ranking (both HVC configurations) nodes operate below the utilization of the 
physical mesh configuration, and the dynamic HVC operates at or below the 
utilization measures of the traditional physical tiered configuration. The apparent 
usage disparities are much closer between respective top and lowest ranking nodes 
across the virtual configurations than the physical configurations, along with a more 
stable and controlled usage in the dynamic HVC case. Thus, a more balanced 
resource management environment is evident or at least verified by the extreme DCS 
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We focus next only on the Dynamic HVC structural scenario to highlight the 
discussion on the influence aspects of node physical resource superiority and 
operational superiority. Figure 68 illustrates node compute and networking resource 
capabilities against node performance and correspondingly operational hierarchy. The 
first observation is the direct relationship between the resourcing capabilities of the 
node and its tier placement in the hierarchy. Additionally, the performance utilization 
behavior is not consistently associated with node resourcing capability. This aligns 
with the HVC promotional framework of operational superiority rather than resource 
superiority. This is consistent with what one expects to see in physical hierarchical 
networks or computing hierarchies. Given (virtual) nodes are likely to participate in 
multiple tiers; these nodes are likely to experience higher demand and utilization. 
However, it is not readily apparent from the graph that one can draw a direct parallel 
between hierarchy and utilization given this opposing dynamic.   
Figure 69 depicts an alternative view of node utilization against operational changes 
and tier dynamics. The purpose here is to reflect DCS operational variability 
influencing rank and superiority, rather than node resource capability as depicted in 
Figure 68 previously. The highlighted data points reflect higher utilization 
predominantly associated with lower change variability, and again, an approximate 
 

























Node	  Resource	  Capability	  to	  UAlizaAon	  &	  HVC	  Tier	  	  	  
HVC	  D-­‐Tier	  Rolling	  Uhlizahon	   Rolling	  Highest	  Tier	  





mapping between the higher tier nodes and higher utilization metrics. The 
performance correlation from the two graphs, however, is not easily apparent, and it 
is likely that a combination of both resource and operational superiority influence the 
demand vector and overall hierarchy. As such, this is an issue requiring further 
research investigation. 
5 . 3  P O L I C Y - B A S E D  R E I N F O R C E M E N T  
L E A R N I N G  ( P R L )  
In this section, the focus is on the control aspect of the emergent framework, 
employing dynamic policy-based management (PBM) through the HVC framework. 
The area of policy-based management has received notable industrial and research 
community progress [152] with various applications including QOS, security and 
other enhanced network services. One drawback of PBM systems is the degree of 
operator attention and direction required to evaluate and evolve the system for policy 
or configuration to adapt to a rapidly changing environment. While there is good 
progress extending the state of the art towards automation capabilities [26], [27], [49], 
[99], [130], current policy-based management systems are ineffective in managing 
decentralized systems. 
 
Figure 69: Node operational profile & utilization  
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Reinforcement learning in distributed robotics and in networking [153], [158] is 
widely researched. In [21], ants swarming techniques use pheromones to reinforce 
optimal routes, while the directed diffusion [156] work used rule-based reinforcement 
techniques. Figure 70 illustrates a reinforcement learning conceptual model [154].  
The model consists of a discrete set of environment states, actions and reinforcement 
signals, namely quantitative rewards or penalties. Typically, agents acting on behalf 
of a local subsystem take actions. In the emergent cluster, the RL agent is a node 
process facilitating policy-based actions on behalf of the clusterhead within the 
cluster environment. The inputs to the agent26 (or agents) are driven out the 
environment and reflected as states associated with respective management processes, 
such as those presented in Section 5.2. The agent or clusterhead provisions a policy 
that maps optimal actions against states reinforced through continuous rewards (or 
penalties), which the environment or cluster deems appropriate. The agent’s actions 
reflect desired behaviors that systematically increase the long-run value of the 
rewards and thus, optimal, desired behavior for the environment.      
                                                
 
26	  It	  is	  possible	  to	  employ	  one	  more	  agents	  towards	  driving	  a	  single	  PRL	  objectives	  or	  separate	  PRL	  objectives	  	  
 





In a DCS emergent system, reinforcement learning methods facilitate policy-based 
provisioning by employing the well-known distributed Q-learning methodology 
[153], [159] across the cluster hierarchy to dynamically allocate global policy and 
reinforce state-driven actions. The objective of the state management processes is to 
evaluate distributed state and influence appropriate policies to affect stabilization, 
increase reachability or performance objectives. By gathering and synchronizing state 
management across the hierarchy, policy actions can occur asynchronously at cluster 
boundaries and within respective clusters through state-based rewards or penalties. 
Thus, an emergent cluster can influence (asynchronously) cluster stability, 
connectivity and performance by distributing higher-level policies distributed from 
global clusters via clusterheads and reinforcing local cluster policies though state-
driven rewards (or penalties).    
5 . 3 . 1  S Y S T E M  D E S I G N  
Leveraging the clustering organization, reinforced policies (reward or penalty) 
descend from higher-level clusters as depicted in Figure 71, enabling a more 
organized and hierarchical approach to distributed policy provisioning. However, 
cluster decisions can also be influenced locally by the cluster state, which may be 
reactive or responsive to the cluster network of local nodes. As depicted in Figure 72, 
a clusterhead participates in the RL process in hierarchical form for inter-cluster 





For an emergent cluster to select optimal policies to provision or reinforce actions, it 
must decide on a model of optimality. First, there are three key state criteria for 
consideration. Stability state, reachability state and performance belief state, which 
are associated with the distributed state management processes. Second, specific 
actions, reinforced by global considerations as described above, can also be driven by 
local influences if exceptionally provisioned by the clusterhead. Finally, selected 
actions at a specific asynchronous instance must account for past policy actions, 
current state conditions, and the predicted affect that an action may have on the 
cluster’s future state. In summary, policy decisions can27 be made with respect to the 
clusterhead’s balance of intra-cluster future state and expectations on the global 
network environment in terms of inter-cluster future state.  This is analogous to the 
brain’s neocortex function [179], where the human senses independently capture 
representative state of the surrounding environment, and the brain must reconcile a 
multiple state representative model of the environment. Accordingly, it can take 
reactive action in response to sensual state conditions or respond in the abstract based 
                                                
 
27	  Adhering	  to	  the	  emergence	  principle,	  a	  node	  has	  the	  design	  flexibility	  to	  treat	  the	  local	  clusterhead	  PRL	  
process	  independently	  to	  the	  global	  PRL	  process.	  However,	  since	  the	  (virtual)	  node	  is	  in	  fact	  the	  same	  physical	  
node,	  it	  can	  share	  or	  influence	  policy	  (or	  state)	  with	  respective	  VMs	  operating	  within	  the	  node’s	  physical	  
structure	  or	  autonomy	  of	  control.	  
 
 












on previous experience. In most cases, this can take one or more responsive actions or 
no action at all.  
The hierarchical clustering framework and sense-and-respond analogy is similar to 
the artificial intelligence framework proposed in [179].  Alternatively, a policy-based 
reinforcement learning system with multiple threads of sense-and-respond functions 
asynchronously shapes the model of optimality.  In this work, an online, ‘model-free’ 
strategy [154] based on Q-learning applies PRL across the HVC structure(s). The 
popular Q-learning technique is an incremental algorithm for delayed reinforcement 
learning sourced from dynamic programming. The standard formulation for the Q-
learning algorithm is expressed as: 
Q(s,a) = Q(s,a) + α(r +γ Max a’ (Q(s’, a’) - Q(s,a)), 
where the Q(s,a) function represents the expected discounted reinforcement of taking action a 
in state, s; α is a learning rate; γ is the future reward discounted factor and r is the 
instantaneous reward; and finally, the tuple <s, a, r ,s> is an experience, representing the 
transition to state s’ upon taking previous action a’.  
(13) 
In [153], the application of Q-learning, using a simple reinforcement learning 
formulation, is applied towards optimal packet routing by Q-router agents based on 
minimizing a ‘time-to-go’ function of different packets if routed to a particular 
neighbor. In this scenario, the iterative RL process is based on capturing packet ‘time- 
to-go’ estimates from neighbor nodes stored in Q-tables to represent possible 
transition choices for selected destinations along with a packet-delivery time estimate 
or instantaneous cost reward to reach respective neighbors. By bootstrapping 
neighbors Q-table values, routing nodes can recursively reward their estimates of a 
packet’s destination time by updating and improving their own estimates through a 
state-based mechanism, leveraging their neighbors estimates and recursively their 
neighbors’ neighbors estimates. Thus, when suitable Q-values have been learned by 
the system, packets can then be routed more efficiently by optimally selecting nodes 





Similarly herein, a state-driven technique is utilized for each of the respective 
distributed state management processes to reinforce or penalize multiple PRL 
functions. The obvious distinctions, however, is that the cluster process is not specific 
to a path optimization objective. Alternatively, a generalized PRL process is proposed 
in similar fashion to reinforce, by state-driven (i.e., measurement basis) reward 
actions by way of inter-cluster and intra-cluster stability, reachability, and 
performance state objectives. If implemented, a voting process reconciles multiple 
reward sources [155] for optimal reinforcement and corresponding action selection. 
The choice to use singular, state-based reward variables or balanced, multiple state 
reward variables is a design option that can be configured or programmed based on 
preferred operational objectives.  
Table 8: PRL State-based reward functions 
 
Intra-Cluster State Inter-Cluster State 
Description Metric Reward Description Metric Reward 
Reachability Edge Expansion 
node % 
edge count 
r = min nodei          





r = Max Cij 
[n(T)] 
Reachability Expansion Capability 
node link 
capacity 
r = max nodei 





r = max Cij 
[cn(T)] 
Stability Cluster entropy 
node 
entropy 













r = min nodei             
[% utilization] 






r = min Cij         
[% utilization] 
r = max Cij 
[P(failure)] 
To setup the PRL process, Table 8 lists the earlier state management variables in 
matrix format listing the inter-cluster and intra-cluster state rewards and associated 
metrics. The respective state variables are used to drive a particular intra-cluster or 
inter-cluster state objective using an action-state policy instantiation of a particular 
management objective. In the previous routing example, a routing control objective 
and neighbor selection actions to a destination were reinforced recursively using 
neighbor selections based on instantaneous reward estimates of packet time-to-go 





Table 9: Examples: PRL-based network management & control 
 
In this work, the proposed PRL framework does not limit the management and 
control objectives to just routing control, but generalizes the methodology to enable 
any number of management objectives, and corresponding policy-based actions, 
which may be suitable to the management objective. Moreover, one may choose to 
use one or more reward mechanisms to drive or influence the preferred network 
control actions based on corresponding state management variables. Table 9 lists 
some examples of how this generalization may be implemented using PRL. As 
shown, an arbitrary learning rate (α) and discount factor (γ) is depicted along with the 
inter-cluster or intra-cluster associations that the corresponding objective may be 
extended.   
5 . 3 . 1 . 1  I N T E R - C L U S T E R  P O L I C Y - B A S E D  
R E I N F O R C E M E N T  L E A R N I N G   
Clusterhead nodes are responsible for coordinating global policy and maintaining 





local (child) clusterhead nodes. Figure 73 illustrates this composition with clusters 
and elected clusterheads distributing global policy in descending progression from the 
top-level cluster. In this depiction, a single clusterhead is shown at the topic of the 
hierarchy whereas in practice and for redundancy reasons, we may have greater than 
one top-level clusterhead or more broadly a back-up28 clusterhead concept throughout 
the cluster hierarchy. To position a reinforcement learning discussion, Figure 74 
presents the algorithmic methodology for inter-cluster PRL for cluster Ci-1,j+1. As 
shown, the PRL inter-cluster algorithm calculates state representation metrics from 
the distributed state management processes supporting reachability, stability and 
performance and translates these metrics into appropriate rewards for the Ci-1,j+1 
clusterhead acting as the global operator, while receiving pre-calculated state-
management reward messages from local or child clusterheads associated with 
cluster, Ci-1,j+1. Thus, the global operator clusterhead is positioned to reconcile the 
rewards as appropriate for the particular network management and control objective. 
In this work, no particular strategy for reward or reinforcement is dictated, but 
suggested mechanisms such as voting [158] or hierarchical control strategies 
(previously shown in Figure 72) are proposed to balance peer or authoritarian control 
as deemed appropriate for different forms of network or network management 
objective optimizations (e.g., failure isolation or performance bottleneck removal). 
Once appropriate rewards are reconciled, selected actions follow the reinforcement 
strategy and PRL learning framework. The same algorithm is recursively performed 
(once) by each clusterhead in an asynchronous manner as a PRL service ‘provider’ 
while the same clusterhead node may also support reinforcement learning processes 
for multiple network management and control services as (multiple) PRL 
‘consumers’.  Similar to the other emergent management processes described earlier, 
the higher level clusters will operate on a more coarse measurement and configuration 
                                                
 






boundary then lower level clusters. It is likely that these independent threads may 
cause instability where dependency is evidenced. This is not unlike the dual control 
plane subject that challenged the merits of IP QOS and IP routing and prompted the 
introduction of MPLS QOS-based traffic engineering. Thus, such dependencies must 
be considered as part of an aggregate control strategy for global DCS management.  
5 . 3 . 1 . 2  I N T R A - C L U S T E R  P O L I C Y - B A S E D  
R E I N F O R C E M E N T  L E A R N I N G  
Unlike inter-cluster hierarchical management, the intra-cluster arrangement follows 
more closely with a peer-to-peer structure. Using an operationally superior leader, the 
cluster aims for autonomous control and shared resilience through a peer-to-peer 
structure.   The duality of the inter-cluster and intra-cluster environments are by 
design emergent; as novelty is demonstrated by their independent control and 
management processes, while inter- and intra-cluster cooperation is positioned 
through the clusterhead associations to both. Figure 75 illustrates the secondary role 
of the same cluster, Ci-1,j+1 presented above in an inter-cluster arrangement with local 
(child) clusterheads represented as peer nodes to the clusterhead node nm. Figure 76 
presents the cluster, Ci-1,j+1, algorithmic methodology for intra-cluster PRL. Similar to 
inter-cluster PRL messaging, the clusterhead consolidates reward messaging from 
respective peer cluster nodes and reconciles the rewards with its own calculated state-
  
For Ci-1,j+1 (connectivity, stability, performance) 
   calculate (rR, rS , rP ) for Ci-1, j+1 clusterhead as a 
  global operator 
     get (rR, rS , rP ) for child clusterheads as                
     global operators 
         calculate optimal Ci-1, j+1 reward based on   
          hierarchy strategy (weighted voting or   
compromised global v. local concerns) 
select optimal Ci-1, j+1 inter-cluster action 
based on maximum QValue estimate 
Figure 73: Hierarchical inter-cluster PRL  flow Figure 74: Hierarchical PRL algorithmic methodology 
Ci-1, j+1







based rewards. This aggregated reward represents the cumulative reward 
measurement for the cluster. The clusterhead propagates the cumulative reward to 
cluster peer nodes.  The purpose of a common reward estimate for the cluster is to 
create a sense of ‘teaming’ and coordinated control.  
5 . 3 . 1 . 3  E V A L U A T I O N  
The policy-based reinforcement learning (PRL) subsystem is the control half of the 
emergent framework. PRL drives controlled policy and structural change within the 
modeling framework for DCS optimization. Multiple PRL processes are employed 
for stability through availability state, reachability using expansion state and 
performance through utilization state measurements. These distributed processes 
operate independently over alternative timescales at each HVC virtual tier 
maintaining the emergence principle of separation. A simple Q-learning algorithm is 
integrated asynchronously with each of the management processes. PRL processes, 
reflected in our model as separate reinforcement learning tables, are recursively state 
conditioned or rewarded using updated state management metrics for each along with 
their respective neighbors. For each PRL node process, respective (state management) 
neighbor reward estimates are evaluated and the preferred (maximum estimate) 
neighbor node is selected. The selected maximum estimate are used to update the 
 
For Ci-1,j+1(connectivity, stability, performance) 
    calculate (rR, rS , rP ) for local clusterhead, nm 
         get (rR, rS , rP ) for local cluster nodes,  
          nm+* 
calculate optimal Ci-1, j+1 reward based on 
peer-to-peer strategy (weighted voting or 
compromise local v. global concerns) 
                select optimal Ci-1, j+1 intra-cluster action 
based on   calculated maximum QValue 
estimate 
 













revised PRL table after multiplication of a learning factor, γ29(@0.6, @0.7 and @0.8) 
at corresponding operating intervals @2sec, @8sec and @16sec). Physical topology 
changes are reflected across the PRL tables or reward profiles first via the 2sec PRL 
tables (i.e., reachability, stability, performance) and then statistically correlated with 
the longer timescale PRL tables using conditioned rewards as described previously 
for respective virtual tiers and corresponding operating intervals. As described, one 
can see that both structural changes and state management optimization are integrated 
via PRL and thus, creating the HVC-integrated, emergent state management 
framework.   
Following Section 0 and staying consistent with the previous state management 
modeling assumptions, we maintain the mobility and topology adjacency models, 
node and event models, application demand profiles and HVC structural models for 
our PRL modeling evaluation. We assume a uniform (i.e., 33%) weighting framework 
across performance, stability and reachability variables to ensure uniform operational 
influence. We model each of the corresponding network structures independently 
with 300 nodes placed randomly in a space of 10000 x 10000 m2 and evaluate the 
simulation results during a 140-second simulation period.  
Our first PRL modeling objective is to demonstrate the integration of the HVC 
framework with the state management processes and the PRL control subsystem. We 
compare only the dynamic HVC structure against the physical mesh structure. Figure 
77(a-f) depicts these comparisons. As shown in Figure 77(a, b), the utilization 
comparisons demonstrate both a lower and more balanced overall usage profile, in 
addition to a lower disparity between top and lowest ranking nodes in the dynamic 
HVC case against the physical mesh configuration. This is due to the structural 
advantage of the dynamic HVC utilizing the operational superiority framework 
implemented in HVC to reduce system dependency on suboptimal (lowest ranking) 
                                                
 





nodes.  An analogous discussion can be pursued for the expansion graph in Figure 
77(c, d), where expansion or reachability strength, balance and disparities are more 
prominent for the dynamic HVC case. Similar conclusions can be reached for the 
reachability scenario, as in the performance or utilization scenario.  Alternatively, for 
the availability graphs illustrated in Figure 77(e, f), the results are more equivalent for 
the top ranking nodes, but there is a clear advantage in the physical mesh scenario 
over the dynamic HVC case. Cumulatively, this matches the homogeneous properties 
that exist in physical mesh structures, while in the dynamic HVC structures; node role 
and functional properties are more heterogeneous across the multi-tier structures 
given the inherent virtualization capabilities.   
 
 
(a) Dynamic HVC utilization (b) Physical mesh utilization 
  
 
(c) Dynamic HVC expansion (d) Physical mesh expansion 
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(e) Dynamic HVC availability (f) Physical mesh availability 
Through PRL, the HVC promotional methodologies and operational management 
processes are integrated. This integration aligns closely via their respective change 
dynamics. 
 
Figure 78 depicts the associated dynamics, and as shown the lower operational 
dynamics generally align to higher clusterhead changes, which is the desired or 
expected behavior.  
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Figure 78: Operational and structural dynamics 
Taking a closer look at the dynamic HVC structural and operational behavior, Figure 
79 illustrates the convergence properties for both top and lowest ranking nodes. The 
following observations are visible: i.) there are a higher number of operational 
changes than structural changes, ii.) the graphs are stable, but the operational 
dynamics are converging to a stable point, while the structural dynamics are linearly 
increasing over time, iii) the dynamic HVC graph is reaching a stable convergence 
point faster than the physical mesh graph in both event types, and finally, iv.) there is 
greater disparity between the top rank nodes and lowest ranking nodes with respect to 
the ratio of operational to structural changes. While these observations match the 
behaviors anticipated, the operational convergence may be due to modeling 
constraints or because clusterhead changes must continue at rate proportional to the 
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In Figure 80, we can see a higher but steadier rate of clusterhead changes in the 
dynamic HVC case in comparison with the physical mesh plots. Furthermore, the 
physical mesh clusterhead changes, albeit primarily for first tier mesh node selection, 
occur at a much higher event rate than the dynamic HVC for the top ranked nodes, 
while the reverse is true for lower ranking nodes. These points demonstrate the HVC 
structural advantages as well as the operational superiority methodology for 
emergence that are absent in physical mesh configurations. 
 
Figure 79: Convergence: Ops & CH events 
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6  C O N C L U S I O N  
This thesis addresses the problem of scaling decentralized communication systems or 
DCS. Through hierarchical virtual structures and emergent management capabilities, a 
redirection is proposed to scale DCS. The thesis is summarized based on a sequential 
presentation of the motivation and arguments for an alternative approach to building 
decentralized systems, the author’s research and vision, and finally, the key 
underpinnings of a scalable DCS architectural framework.  A more detailed articulation 
of the major thesis contributions and a discussion of future work for evolving DCS 
research is presented in this closing. 
6 . 1   S U M M A R Y  
Chapter 1 provided a historical perspective and a user-centric motivation for DCS. The 
proliferation of alternative wireless radio systems, virtualization technologies and the 
increasing core computing complexity through Moore’s Law enables a redistribution of 
computing and communications to serve alternative approaches to centralized or 
physical infrastructure models. The DCS direction proposes to bring the user inside the 
network as a node in the network thereby creating a connectivity structure that matches 
the peering, social nature of the users and enables a larger number of physical and 
virtual group formations. Chapter 1 elaborates on the challenges to realize DCS and 
outlines the major thesis contributions to address them.   
Chapter 2 takes an alternative survey approach supporting DCS based on the author’s 
previous research in the areas of programmable networking, virtualization and dynamic 
resource management leading up to the DCS thesis proposal. Specific challenges in 
these areas include network customization where traditional network devices lack 
service deployment flexibility and infrastructure scalability as new services are 





network scaling and stability issues largely driven by the introduction of wireless 
technologies and mobility requirements challenge traditional operations and 
management systems. An examination of these works positions a redirection discussion 
and the architectural motivation for DCS as a closing section.  
Chapter 3 presents the DCS vision and architectural framework, expanding on the need 
for scalable wireless networks enabled with flexible node customization, virtual 
network structures and emergent control and management. An experimental 
(OverMesh) prototype of DCS was developed and presented as early validation of the 
feasibility of building and deploying virtual infrastructure and decentralized services 
over infrastructure-less, mobile networks. While not addressed in the OverMesh 
research, a precursor discussion on the realization challenges of network scalability and 
stability positions a deeper investigation and evaluation for the subsequent chapters. 
Chapter 4 presents a novel self-organizing structure using virtualization to create 
dynamic virtual networking structures and the notion of operational superiority to shape 
hybrid structures in a cluster-based hierarchy. In DCS, hierarchical virtual clusters 
(HVC) form and aggregate at multiple levels of a logical hierarchy. Logical clustering 
employs virtual machines to instantiate virtualized internetworking structures. 
Clustering balances the merits of a peer-to-peer organizational strategy and a purely 
centralized organizational strategy. A clusterhead will act as a virtual access point to 
facilitate central management coordination within any particular cluster and across 
HVC operational tiers. By organizing state management and control policies over 
cluster hierarchies, one can achieve the merits of peer-to-peer networks at the lower 
portion of the hierarchy and more centralized networking towards the root of the 
hierarchy.  Finally, emergent properties are exhibited across HVC with independent, 
local behaviors consolidated to respective clusters. Chap 4 also expands on an 
exhaustive DCS modeling implementation used to analyze the HVC and the emergent 





Chapter 5 introduced the emergent management framework along with the key 
subsystems for distributed state management and policy-based reinforcement learning, 
recursively integrated through HVC. These emergent formations seek structured 
organization to manage system-wide objectives to control or balance stability, 
performance and reachability across the decentralized environment. The state 
management subsystem manages cluster-level stability state through entropy-based 
methods, cluster-level distributed performance state through node cooperative methods 
and network reachability through graph expansion properties. On the control side, a 
policy-driven reinforcement learning (PRL) subsystem balances global policy against 
distributed, local policy actions using cluster feedback and state-driven rewards for 
reinforcement actions. Network-centric knowledge is maintained in hierarchical fashion 
in the form of distributed state and control policies across the decentralized system. 
HVC self-organizing capabilities and the emergent management system combine to 
introduce a novel approach to building and managing a scalable DCS.  
6 . 2   D C S  A P P L I C A T I O N S  
The potential applications of DCS can be extensive across social networks or ad hoc 
group formations. Deployment examples include group collaboration in business 
settings, battlefield networks, ad hoc virtual classrooms, community or gaming 
networks and first-second responder systems networks.  One can also envision 
applications where a ‘flash mob’ of mobile devices and possibly a larger number of 
virtual machines cooperate to enable computing farms or supercomputing clusters.  In 
these scenarios, networking structures are formed socially through people-centric 
endpoints. User applications or network services are hosted and delivered in trusted and 
peer-to-peer fashion. One or more root nodes may facilitate tethered or portal 
communications through hardened services infrastructure or wide area connectivity. 
Further, centralized control and operations may be limited or absent, and as such, nodes 





The unique requirements for DCS include structural speed, ad hoc connectivity, trusted 
and secure services discovery and advertisement, trust-based group formations and 
resilience to extreme operational perturbation. Shared services and resources are 
brokered between peer or tiered nodes using multi-radio wireless networks for 
communications relaying and cooperative computing. To address these requirements, 
we feature in the next section how DCS and the core technologies of structural self-
organization and decentralized management can be used in first responder networks to 
deal with catastrophic or disaster recovery scenarios.  
6 . 2 . 1  D I S A S T E R  R E C O V E R Y  S C E N A R I O  
One of the most challenging situations for traditional Internet computing and 
communications infrastructure is associated with catastrophes due to natural disasters 
or deliberate attacks. During these events, centralized communications and computing 
infrastructure are typically rendered unreliable, if not completely unavailable.  As 
discussed in [200], distributed (peer-to-peer) networking can play a key role in 
gathering situational awareness and distributing vital information to crisis managers for 
a variety of response problems. Scouting and tracking impact with wireless 
connectivity and highly mobile responders enables greater emergency coverage and 
shared information. Moreover, information from alternative media such as map images, 
messaging, video conferencing, statistical information and location-based services can 
provide for a more comprehensive understanding of a disaster, thereby enabling rapid 
decision-making. Another key factor in emergency or disaster response systems is the 
interoperability of different crisis agencies, which may not only need to share vital 
emergency or recovery data, but may need to ensure network isolation or data 
protection for privacy or strategic reasons. Emergency response organizations typically 
have minimal means of communicating with other response or peripheral organizations, 
for example, police and fire departments may communicate on different wireless radio 





provide a composition of use cases for first responder systems and a methodology for 
their evaluation. These include:   
• Broadcast/multicast – group communications, enabling operational control 
messaging, information or media sharing for wide consumption; 
• Shift change – team transition in rescue or recovery, managing churn due to new 
devices, logins or temporary capacity demand increases;  
• Locality awareness – real-time or persistent information relevant to location-
specific information or warnings; 
• Resource awareness – ad hoc discovery and structural integration of networking or 
computing hardware pertinent to extend or increase the capacity or resilience of the 
operational system;  
• Active search – rapid search and association of an object in contextual (e.g., 
location) or non-contextual form; 
• Hierarchy maintenance – enables robust hierarchical decision-making and 
reporting organization for well-controlled and strict disaster management.  
DCS is well suited to meet these use cases and the dynamic requirements of first-
responder systems. HVC enables spontaneous structures to facilitate discovery of 
resources and structural transitions due to incoming and departing work force shifts or 
organizational change. In a DCS-based emergency response system, user groups can 
enter or drop out of a system without significantly affecting the overall system stability 
or performance. HVC supports strict structural hierarchy for both centralized 
management and reporting, but can also facilitate virtual command & control with 
limited physical dependency. Emergency response operations rely heavily on robust 
communications and computing infrastructure. As such, the proposed HVC-based 
emergent management system architecture is well suited to a distressed environment 
for operational management & maintenance. Should an emergency task objective or 





dependable response, stabile nodes are promoted to manage the stability-based 
objective. Alternatively, should the emergency task (e.g., search or location discovery) 
be oriented towards connectivity or reachability, superior reachability nodes are chosen 
to facilitate wide communications or network discovery. In our first DCS instantiation 
(i.e., OverMesh), we demonstrated the use of virtual machine overlays to facilitate both 
search and location-based services.   Operational services (e.g., rich content processing 
or communications) that rely on high performance or load-tolerance should ensure that 
superior performance-based nodes are selected or weighted towards ensuring successful 
communications or QOS delivery.   
DCS flexibility through HVC facilitates dynamic networking structures, hierarchical 
command, control and seamless interoperability across multi-group jurisdictions for 
emergency response. The DCS emergent system enables a diverse framework for 
serving varying emergency response operations using hierarchical (virtual) structures 
for decentralized control and management. In summary, the dynamic hierarchical 
framework and diverse management capabilities of DCS allow crisis managers to 
rapidly form first responder networks to manage and recover from large-scale disasters. 
6 . 3  T H E S I S  C O N T R I B U T I O N S  
A fundamental principle brought forward in Chapter 1 is the user-based infrastructure 
concept converged by way of communication decentralization through wireless mesh 
networking and compute decentralization through virtualization.  Through this 
convergence, a user-centric approach to the design of the DCS infrastructure can serve 
the socially driven nature of DCS infrastructure – an alternative to the human-designed 
nature of today’s Internet infrastructure. The vision and architecture for DCS is an 
important contribution presented in this thesis. The OverMesh prototype is an 
innovative DCS proof of concept, where multi-radio mesh networks and peer-to-peer 
computing services are combined using distributed virtual machine overlays. 





in an office setting and demonstrated video/audio collaboration and network search 
services in a server-less and router-less environment. 
In reaching the DCS direction, a breadth of contributions spanning research in network 
programmability, virtual networking, dynamic resource management and QOS services 
is assembled in this thesis to draw attention to the continuity and alignment of the 
author’s research. The notable research contributions in the form of architectures, 
prototypes and publications include:  
a. dynamic resource management system architecture to manage spawned virtual 
networks;  
b. distributed, programmable wireless resource management service architecture; 
c. programmable network service and device interface model based on a composable 
and layered API building block methodology;   
d. endpoint-based, flexible QOS provisioning API supporting policy-based network 
traffic control. 
A key contribution in this thesis is the hierarchical virtual clustering service 
architecture. Chapter 4 introduced the cluster emergent service framework, which 
incorporates HVC clustering with behavioral concepts of emergence for global and 
local state management. A Cluster Manager has central functionality for the HVC self-
organizing methodology - incorporating multi-tier clusterhead promotions, cluster 
addressing and messaging services. An emergent control flow methodology and cyclic 
process for cluster aggregation is defined and presented supporting multi-tier, multi-
cluster state and policy management. 
The DCS modeling implementation is another thesis contribution via an analytical 
simulation system that modeled mesh-based WiMAX and Wi-Fi networks, diverse 
physical and virtual network and node models and alternative application demand 
profiles. The model integrates performance, reachability and stability vectors for 





recursively models state and policy aggregation through virtual clustering structures 
over four (4) tiers of HVC.   Key HVC research results demonstrated through modeling 
evaluation include:   
a. greater adaptation in HVC-based structures over traditional physically tiered or 
mesh-based networking structures; 
b. operational superiority is a feasible self-organizing methodology to promote HVC-
based formations;  
c. nodes that exhibit operational superiority are structurally more critical than nodes 
with superior resourcing capability; 
d. virtualization and virtual machines introduce a flexible means to facilitating peer-
to-peer, structural tiering and centralization properties models within the same 
physical structure; 
e. Higher messaging overhead is visible in HVC-based structures versus traditional 
network structures.  
The blend of heterogeneous mobile computing devices and wireless access 
technologies will pose challenges that extend traditional operator models for distributed 
control and management. Herein was the opportunity for target thesis contribution - to 
apply more natural and emergent methods for integrated control and management. This 
thesis proposes a hybrid (peer-to-peer and centralized) hierarchy inheriting emergent 
properties for managing and controlling decentralized resources for balanced execution 
and transport. Through virtualization and recursive operational superiority, the two 
principles combine to enable a multi-level emergent framework. The concepts are 
analogous to the abstract connectivity constructs, sensory and experience state buildup 
of the human brain’s neocortex as defined in [179].  HVC-based emergent management 
and control is a novelty of the proposed DCS architecture. 
The specific emergent management contributions include distributed service methods 
for managing and controlling DCS connectivity, distributed performance and 





characterize DCS local and global connectivity properties. Four measurements are 
proposed for online state management of a cluster’s reachability and connectivity 
strength.  Cluster coefficient measures are defined for edge expansion and node 
expansion that evaluate a cluster’s physical mesh connectivity reach and cluster 
service-level connectivity reach, respectively. Alternatively, cluster expansion 
capability measures are used to assess the strength of the cluster expansion in terms of 
its operational characteristics. The term ‘capability’ reflects the design variability in a 
cluster’s expansion properties. Scalar measures are defined to evaluate a capacity 
capability and probabilistic measures to assess the resiliency capability in cluster 
expansion. Entropy-based concepts are defined to evaluate node and cluster 
dependability towards managing DCS stability state management. Dependability, as a 
broad operational variable, can be used to assess stability on an array of mobility or 
dynamic computing problems in DCS. We define measurement sampling variables 
for relative and absolute dependability. These variables are aggregated towards 
evaluating node entropy for each node within a cluster or aggregated across all cluster 
nodes to assess overall cluster entropy or a clusterhead representative measure. Thus, 
cluster-level entropy reflects aggregate (virtual) node stability in the global hierarchy. 
Finally, existing loopy-belief propagation (LBP) techniques are defined or reused for 
local (intra-cluster) and global (inter-cluster) performance state management using 
cooperative computing methods.  This may serve a variety of performance or fault 
management problems by exploiting the unique HVC organization to scale belief 
propagation and improve belief convergence properties.  The hierarchical clustering 
framework is ideally suited to LBP algorithms - executing and spanning in a scalable, 
multi-threaded fashion. HVC is used in managing local message propagation within a 
cluster or local network scope by reducing the network diameter for intra-cluster 
performance belief coordination. Alternatively, HVC clusterheads are used for global 
networking scope leveraging separation and the virtual hierarchy to manage inter-
cluster performance belief management across the global network.  Collectively, the 





promote nodes and clusters based on operational superiority. The distributed state 
management concepts capture alternative views of distributed operational state or 
increase network-centric knowledge. On the control side of emergent management, an 
HVC-based policy-based reinforcement learning (PRL) service is another notable 
contribution of this thesis. By leveraging the three distributed state management 
variables for network-centric knowledge, PRL is used to progressively or recursively 
reward clusters or clusterhead nodes based on preferred state properties for policy 
control or influence. A dynamic programming (model-free) Q-learning algorithm 
applies PRL reward actions across the HVC organizing structure to reinforce or 
penalize inter-cluster and intra-cluster stability, reachability and performance state 
objectives via singular or multiple state-driven PRL processes.  
Through simulation modeling, emergent management research findings that were 
demonstrated via modeling evaluations include:   
a. Operational superiority based individually on performance, stability or reachability 
or their aggregate leads to superior DCS nodes moving towards the root of the HVC 
hierarchy and correspondingly less resilient and weaker nodes staying at the lower 
portions of the hierarchy; 
b. Exploiting computational proximity and execution through virtual hierarchy gains 
and improves communications scale via reduced latency and hop counts;    
c. Emergence is exhibited as independent operational behavior at each level of HVC 
hierarchy through temporal and spatial aggregation and separation;    
d. Direct evidence of correlation between load-based events, unavailability-based 
events, and speed-based events improves performance-based applications, stability-
based applications and reachability-based applications, respectively; 
e. Policy-based reinforcement learning improves aggregate operational stability and 
convergence is demonstrated through improved responsiveness of HVC-based 





6 . 4  F U T U R E  W O R K  
The issues of trust and security are fundamental to DCS realization and become 
increasingly more difficult in a DCS environment [11], [14], [16] with the lack of 
centralized administration, socially driven communications and related virtualization 
complexities. The intended objectives in this thesis do not address the broad area of 
security. Nevertheless, one can anticipate a wide range of industry and academic 
contributions in DCS trust and security research in the near future.  Some examples 
include remote attestation and authentication, social trust, and secure and protected 
containers for isolated image execution or data.  
Another research topic revolves around cooperative versus selfish behavior or reward 
incentives versus punishment. The peer-to-peer and social networking communities 
have addressed similar issues [11], [13], [99], [131]. This subject has direct bearing to 
the operational issues of efficiency and scalability through increased cooperation and 
resource sharing. In this work, the topic is lightly touched through organizational 
hierarchy and reinforcement learning aspects but does not expand on solution 
alternatives (e.g., game theory or market-driven) of this broad research topic.   
The pervasive use of decentralized sensors and actuators located on infrastructure or 
people are a growth area for both telecommunication and cloud service providers. 
Machine-to-machine services enable an alternative form of decentralized systems. 
Evolving DCS and cloud-based research to comprehend human-centric and utility-
based models is long-term research given the immaturity of these opposing computing 
and networking shifts. However, one can envision their convergence for optimal mobile 
experience.  
Virtualization is currently the rage industrial topic for facilitating consolidation, service 
and resource provisioning and reducing management and security complexity.  
Virtualization is also a compelling enabler for innovation as demonstrated in this thesis. 





that node or network structures can be made to be dynamic at deployment time or 
during runtime.   Therefore, research progress towards physical hardware to 
dynamically compose or restructure compute, storage or network processing could 
enable higher degrees of robust infrastructure flexibility and integration.  This extends 
to creating schematic views of the hardware; software-defined in a manner that allows 
the programmer or administrator to design (online) entirely new constructs of the 
platform, configure or re-configure existing node resource or services in novel ways, 
lengthening the cycle of physical deployment or provisioning of hardware.    
Finally, an elusive concept that this research has only briefly acknowledged is the 
notion of natural systems or biological influences – for example, alignment to the brain 
structures, sensory concepts, emergence, operational superiority, cooperative, social or 
learning influences. The complexity of information technology is reaching heights well 
beyond human controlled or human designed frameworks.  Thus, it is the author’s 
supposition that this research is a nascent call for more biological or natural approaches 
to information technology creation, delivery and management research through 
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9  A P P E N D I X  
A P P E N D I X  A  –  O V E R M E S H  P D K  
P L A T F O R M  D E V E L O P M E N T  K I T  
The following sections outline the platform development kit (PDK) and installation 
procedures for the OverMesh experimental environment. 
 
Description:  
Scripts in this package are needed to install MyPLC, compile Flexmesh, and create 
customized bootCD and PlanetLab-Bootstrap. This package contains the following 
files in the uncompressed OverMesh folder. 
 
The compressed tar file “overmesh-pdk-1.2.tar.gz” contains the sources and scripts 
for OverMesh platform v1.2. Untar overmesh-pdk-1.2.tar.gz to /root. 
Directory/file Source info 
 flexmesh/flexmesh-6.1.1-fc4   Source for flexmesh 6.1, IT Research Edition 
for FC4 
flexmesh/ieee80211-1.2.15 Script to remove default ieee80211 in FC4 
flexmesh/ipw2200-1.2.0 Script to remove default ipw2200 in FC4  
flexmesh/flexmesh-6.1.1-winxp Source for Flexmesh 6.1 for Windows XP 
flexmesh/meshtopology Mesh topology software for Windows XP 
myplc/source/myplc-
0.4.1.planetlab.i386.rpm 
MyPLC binary  
myplc/bootcd Script to create custom bootCD 
myplc/bootmanager Script to create custom PlanetLab-Bootstrap 
myplc/source/build/kupdate.sh Script to install custom kernel into the BootCD 
and the PlanetLab-Bootstrap images. 
myplc/source/build/kernel-2.6.12-
1.1398_FC4.5.planetlab.i686.rpm 
Kernel rpm customizing the BootCD and 
Planetlab-Bootstrap images for MyPLC nodes 
myplc/source/build/vnet-
0.5.1.planetlab.i386.rpm 





Compiled flexmesh for the 2.6.12-
1.1398_FC4.5.planetlab kernel in BootCD and 





I N S T A L L A T I O N  
O v e r M e s h  C e n t r a l  S e r v e r   
Install Fedora Core 4  
All options not mentioned should use Default values  
1. To start installation, use “linux resolution=1280x1024” (or whichever 
highest resolution the equipment supports).  
2. Turn off firewall  
3. Disable SE Linux  
4. Select everything when asked about the software packages to install.  
5. Configure the host name of the machine at Desktop àSystem Settings 
àNetwork àDNS. Ensure the host name is added to the /etc/hosts file.  
 
Wireless Card and Flexmesh  
Update Kernel  
Flexmesh 6.1.1 supports FC4 with 2.6.11 kernel. This version is a customized from 
version 6.1.0 to run on FC4 as daemon. By default, FC4 is installed with the 
ieee80211 and ipw2200 subsystems. However, Flexmesh 6.1.1 comes with its own 
custom version.  
1. To remove the default ieee80211 subsystem in FC4, run the scripts 
~/overmesh/flexmesh/ieee80211-1.2.15/remove-old  
2. To remove the default ipw2200 subsystem in FC4, run the scripts 
~/overmesh/flexmesh/ipw2200-1.2.0/remove-old  
3. Go to the directory /usr/src/kernels/`uname -r`  
4. grep -rn “CONFIG_NET_RADIO” /.config and ensure that 
CONFIG_NET_RADIO=y  
5. grep -rn “CONFIG_NET_WIRELESS” /.config and ensure that 
CONFIG_NET_WIRELESS=y  
 
Install Flexmesh  
Flexmesh-6.1.1-fc4 should already have the patches for hostapd and wpa_supplicant.  
1. Copy all header files from /usr/lib/gcc/i386-redhat-linux/4.0.0/include to 
/usr/lib/gcc/i386-redhat-linux/3.4.2/include. Create directory as necessary.  
2. cp ~/overmesh/flexmesh/flexmesh-6.1.1-
fc4/sources/linux/kernel/clx2/ipw2200-flexmesh/net/ieee80211.h 
/usr/src/kernel/`uname –r`/include/net/.  
3. cp ~/overmesh/flexmesh/flexmesh-6.1.1-
fc4/sources/linux/kernel/clx2/ipw2200-flexmesh/net/ieee80211_crypt.h 
/usr/src/kernel/`uname –r`/include/net/.  
4. Go to ~/overmesh/flexmesh/flexmesh-6.1.1-fc4/sources/linux and run make 





5. Then at ~/overmesh/flexmesh/flexmesh-6.1.1-fc4/sources/linux, run make 
release  
6. Copy ~/overmesh/flexmesh/flexmesh-6.1.1-
fc4/sources/linux/release/laptop.tar.gz to /flexmesh  
7. Run tar xvfz /flexmesh/laptop.tar.gz to unpack laptop.tar.gz  
8. Execute /flexmesh/release/laptop/install.sh to install Flexmesh  
9. In this Flexmesh release, the configurations are dispersed to multiple files. 
The master configuration file is located at /etc/fmcfg. This file contains pointer 
to the other configuration files.  
10. Use modinfo to check module version as necessary for troubleshooting.  
 
Configure DHCP Environment  
In this environment, the OverMesh Central takes on roles of PlanetLab Central, 
DHCP server, and topology server. The DHCP server has to use a static IP and must 
be set up first.  
1. Go to /etc/fm_static_ip and assign the address 192.168.99.1  
2. Then go to /etc/fm_dhcp_server and set the variable DHCP_SERVER=1  
3. Then go to /etc/fm_dhcp_enable and set the variable DHCP_ENABLE=0  
4. The service dhcpd at the service control panel under System Settings àServer 
Settings à Services does not need to be checked. Flexmesh will automatically 
start the dhcpd daemon if DHCP_SERVER is enabled.  
5. Modified the /etc/dhcpd.conf file to configure any static IP addresses.  
 
Configure DHCP Client  
All other OverMesh nodes are DHCP clients and topology clients.  
1. For clients, go to /etc/fm_dhcp_enable and set the variable 
DHCP_ENABLE=1. DHCP server cannot have this set to 1 or flexmesh will 
throw an exception on start. If installing from version 6.1.1, this is by default 
set to 1.  
2. When Flexmesh starts, the client should obtain an IP and be seen in the 
routing table in about 15-30 seconds.  
 
Configure Topology Server  
1. Go to /etc/fm_enable_demo and ensure that ENABLE_DEMO=1.  
2. Go to /etc/fm_topo_server and ensure that TOPOSERVER=1.  
 
Configure Topology Client  
All other OverMesh nodes are DHCP clients and topology clients.  
1. Go to /etc/fm_enable_demo and ensure that ENABLE_DEMO=1.  
2. Go to /etc/fm_topo_server and ensure that TOPOSERVER=0.  
 
Run Flexmesh as a Service  





1. During installation, the script files from /flexmesh/release/laptop/scripts/init.d 
should already be copied over to /etc/init.d. If not, then recopy.  
2. Run “chkconfig –add flexmesh” to configure the service at different run 
levels. Alternately, if flexmesh needs to be removed in the future, run 
“chkconfig –del flexmesh”.  
3. Run “chkconfig –add flexmesh-topo” to configure the service at different run 
levels. Alternately, if flexmesh needs to be removed in the future, run 
“chkconfig –del flexmesh-topo”.  
4. Run “service flexmesh start” to start flexmesh. To stop flexmesh, run “service 
flexmesh stop”. Alternately, you can start flexmesh manually by running 
“fm_start”. To stop flexmesh manually, run “fm_stop”.  
5. Run “service flexmesh-topo start” to start flexmesh. To stop flexmesh, run 
“service flexmesh-topo stop”. Alternately, you can start flexmesh manually by 
running “fm_start_topo”. To stop flexmesh manually, run “fm_stop_topo”.  
 
Manually setup Multi-hop Network  
MAC layer filter setup  
1. Run cp /etc/fm_filters.sample /etc/fm_filters to make a copy of the sample 
filter config  
2. Edit /etc/fm_filters and add the MAC address of the node you want to filter 
out  
3. Restart the flexmesh service  
4. Redo steps 1-3 on the other nodes  
 
MyPLC – My PlanetLab Central  
Refer to the PlanetLab website for specific install instructions. The myplc rpm 
package can be downloaded here.  
 
Install MyPLC  
1. Run “rpm -Uvh myplc-0.4.1.planetlab.i386.rpm” to install myplc.  
 
Configure MyPLC  
1. Modify /etc/planetlab/plc_config.xml to change configuration of the 
installation. A sample configuration file is located at 
~/overmesh/myplc/config/plc_config.xml.sample. By default, any 
modifications made in this XML file will be automatically written to 
/etc/plc_config file.  
2. Run “service plc start” to start plc. All of the services being started and 
stopped should have a status of “OK”.  






Backup MyPLC files  
The instructions following this section will modify several key scripts and image files 
in MyPLC.  
1. /plc/root/usr/share/bootcd/build/isofs/bootcd.img  
2. /plc/root/usr/share/bootcd/build/isofs/overlay.img  
3. /plc/data/var/www/html/boot/PlanetLab-Bootstrap.tar.gz  
4. /plc/data/var/www/html/boot/alpha-BootLVM.tar.gz  
5. /plc/data/var/www/html/boot/alpha-PartDisks.tar.gz  
6. /plc/root/usr/share/bootmanager/source  
 
Replace custom MyPLC scripts  
After MyPLC is installed and the PLC service started successfully, replace several 
BootManager scripts in MyPLC. Open the customize-bootmanager.sh to see which 
files are being replaced.  
1. Go to the directory ~/overmesh/myplc/bootmanager/scripts/custom  
2. Run the script ./customize-bootmanager.sh  
3. Note, in the ChainBootNode.py script, the root password used after the 
bootstrap kernel is loaded is set to blank. This is for troubleshooting purpose. 
When deploying this platform for use, remember to uncomment out the line 
that set the password.  
 
Update bootCD and bootstrap kernel and images  
During boot, MyPLC node will communicate with MyPLC central server to 
download additional files. Flexmesh needs to be working during this phase. The 
kernel version in the boot CD varies, depending on the schedule when PlanetLab 
compiles a new boot CD image. Typically, the kernel version will be recent. The 
compiled version of Flexmesh included in the PDK is modified to run on kernel 
version 2.6.12.xxx.planetlab. We’ll have to update the kernel in the boot CD. The 
bootmanager runs after boot CD during node installation; the boot manager script 
bootmanager.sh.sgn is downloaded by the new node to continue installation. The 
script can be updated in MyPLC at /plc/root/usr/share/bootmanager/source. After 
changing the script, run “service plc start bootmanager” at the terminal to compress 
the source, convert it to ASCII, sign it, and copy it to the boot directory in the WWW 
directory at /plc/data/var/www/ html/boot. The installation handled by the boot 




executed above already replaced and resigned these files. During installation, the 
bootmanager downloads /plc/data/var/www/html/boot/PlanetLab-Bootstrap.tar.bz2. 
This bootstrap files contain the kernel (a variant of kernel 2.6.12 in myplc 0.4 rc1) 
that the node will eventually run on. The bootstrap also contains all necessary PLC 
software such as Linux-VServer, etc. Customize PlanetLab-Bootstrap.tar.bz2 to 





1. Go to directory ~/overmesh/myplc/source/build  
2. Run ./kupdate.sh kernel-2.6.12-1.1398_FC4.5.planetlab.i686.rpm vnet-0.5-
1.planetlab.i386.rpm  
3. Run ~/overmesh/myplc/bootcd/customize-bootcd-2.6.12.sh  
4. Run ~/overmesh/myplc/bootmanager/alpine/customize-bootstrap-2.6.12.sh  
5. If any of the customize scripts need to be rerun, restore bootcd.img and 
PlanetLab-Bootstrap.tar.gz from backup and retry from step 1.  
O v e r M e s h  N o d e s   
The OverMesh nodes host the virtual machines. These nodes boot from bootCD and 
will download additional scripts called bootmanager from MyPLC. The bootCD 
contains a unique key specific for each node. This is a PlanetLab design requirement 
for security and reliability purposes.  
 
Instantiating an OverMesh Node  
Register new user at OverMesh central  
1. Register a new account on PLC website.  
2. Login as admin or PI and approve the new account.  
3. The user generates his RSA keys by ssh-genkey -t rsa -f ~/.ssh/id_rsa and 
uploads one of the key files ~/.ssh/id_rsa.pub to the MyPLC central server. 
Store the other private key file to a private place.  
 
Register new node at OverMesh central  
Please refer to the public PlanetLab MyPLC documentation for background 
information.  
 
Create a unique boot image for the OverMesh node  
At the PLC website, add a new node, select DHCP for the node and provide an IP 
address. The PLC will generate a configuration file for the node. The unique key 
mentioned above is located in this file. Do the following after the configuration file is 
downloaded: 
1. Download the configuration file and replace 
~/overmesh/myplc/bootcd/planet.cnf file.  
2. Insert the line IP_DNS1=“192.168.99.1” at the end of the planet.cnf file. This 
is the IP address of the MyPLC central server, which is also serving as DNS 
server.  
3. Go to the directory ~/overmesh/myplc/bootcd  
4. Run ./create-bootcd.sh planet.cnf  






First Boot  
Using BootCD  
1. Put the boot CD into the CD drive and start up laptop.  
2. After booting from the boot CD, according to /etc/inittab, the scripts in 
/etc/init.d are executed, such as pl_sysinit (calls pl_hwinit and pl_netinit), and 
pl_boot. pl_hwinit and pl_netinit have been modified to install and start the 
mesh networking function.  
3. In pl_boot, the new node connects to the OverMesh central using the wireless 
connection. And the bootmanager scripts are downloaded from the overmesh 
central website boot directory. From now on, the task of the boot CD is 
complete and the control of the new node is transferred to the boot manager, 
which will set up file system, download the bootstrap image, and kexec into 
the bootstrap image.  
4. The administrator can login to a node as site_admin by ssh -l site_admin -i 
<location of your private key> <node name>. You can set a password for 
console login using site_admin by sudo /usr/bin/passwd site_admin.  
 
Create an Overlay “Add a Slice” 
After the OverMesh node completes installation, we can create a slice at PLC. A slice 
is a virtual network overlay, formed of multiple distributed virtual machines on 
different physical machine nodes. We can assign a number of nodes to a slice as 
necessary. The PLC will create a virtual machine on each of the member nodes.  
1. For a new site, the admin or PI should login to the PLC website and update 
the site by setting the Maximum Number of Slices‟ to at least 1. By default it 
is 0.  
2. On PLC website, create a new slice by an admin or PI.  
3. Associate users and nodes to the new slice. Note, you must install the new 
OverMesh nodes before you can move to this step.  
4. Wait an one hour before trying to login to the node using the slice  
5. Login by ssh -l <slice name> -i <location of your private key> <node 
name>.  Refer to PlanetLab documentation at the central server for more 
details.  
6. Add option -v to see more debug messages if login fails.  
7. A slice can be shared by multiple users. Once a user is associated with a slice, 
they can add/delete nodes to the slice. It is sufficient to have one user 





W i r e l e s s  M e s h  o n  W i n d o w s   
Mesh topology is a Windows flash program that displays the Flexmesh network 
topology and it used primarily for demo purposes and work in conjunction with the 
Flexmesh-topology service. 
 
Install Flexmesh on Windows  
This assumes that system is build with Windows XP, service packs, and appropriate 
drivers such as chipset, audio, video, Ethernet, & wireless. The Flexmesh will 
override the wireless driver so it should not matter if there‟s a wireless driver present 
in the intial build. Windows Driver Development Kit, Visual Studio 6.0, and cygwin 
are needed as well.  
 
The Flexmesh Win XP source is located in the ~/overmesh/flexmesh/flexmesh-6.1.1-
winxp directory of the tar package. Copy the content of this folder to 
C:\cygwin\home\flexmesh.  
 
Compile Userspace Software  
Microsoft Visual Studio 6.0 is needed to compile the sources. OpenSSL must be 
installed if you want to use authentication feature. The default installation directory is 
assumed to be C:\OpenSSL. If it is different, you need to modify the project files in 
wpa_supplicant and hostapd to point to the right directory. This should create all user 
space programs such as win_fmsvc.exe, win_mux.exe, win_deamon.exe, and etc.  
1. Open .\flexmesh\sources\windows\makeall\makeall_no_auth.dsw in Visual 
Studio. This is the package without authentication modules. If you need 
authentication, open .\flexmesh\sources\windows\makeall\makeall.dsw 
instead.  
2. Go to Buildà Batch Build à Visual Studio to build the project.  
 
Compile Kernel  
You need Cygwin to compile the miniport driver (for wireless card) and Windows 
Driver Development Kit (DDK) to compile the im_driver (for aodv routing). Before 
compilation, you need to set the environment if necessary.  
 
Setup Environment  
1. Install Windows Driver Development Kit  
a. Search for Windows Driver Development Kit from Microsoft  
b. cd .\flexmesh\sources\windows\kernel\clx2\l2\miniport_driver  
c. Edit file locals. Set TOOLSDIR to the directory where the DDK is 






d. cd to the makes subdirectory and edit file defines.mk. Set the DDK variable 
to the directory where the DDK is installed. If the DDK directory is 
C:/WINDDK/3790.1830, then set DDK=3790.1830.  
2. Install Cygwin  
a. Go to http://www.cygwin.com  
b. Select to install “All” when prompted to do so.  
 
Build Miniport Driver  
1. Open a Cygwin terminal, typically running the C:\cygwin\cygwin.bat. You 
may want to copy the whole fFexmesh source code to 
C:/cygwin/home/<your_user_name> so that Cygwin can find it.  
2. cd ./flexmesh/sources/windows/kernel/clx2/l2/miniport_driver  
3. make cleanall  
4. make build (Do NOT use make deps)  
5. This should generate the Cx2nc51.sys in ./bin/xp/checked or ./bin/xp/free 
directory (based on the DEBUG flag).  
 
Build the Intermediate Driver  
1. Open a build environment command window supplied with the Windows 
DDK. (e.g., Start->All Programs->Development Kits->Windows DDK 
3790.1830->Build Environments->Windows XP->Windows XP checked 
build environment.) 
2. cd ./flexmesh/sources/windows/kernel/clx2/l2/im_driver/driver  
3. Type "build" at the prompt. This should generate the 
./objchk_wxp_x86/i386/aodv_routing.sys file.  
 
Build Release  
1. cd ./flexmesh/sources/windows in a command window  
2. Execute make_release.bat at the command prompt, type Y for all the 
prompts.  
3. This creates the release tree in ./flexmesh/sources/windows/release/flexmesh  
4. Move ./flexmesh/sources/windows/release/flexmesh to C:\  
 
Driver Installation  
If you are re-installing the drivers in a machine that has flexmesh installed already, it 
is not necessary to follow the instructions in this section. Just copy 
C:/flexmesh/imdriver_installfile/AODV_Routing.sys & 
C:/flexmesh/miniport_installfile/ Cx2nc51.sys to C:/windows/system32/drivers and 
reboot the machine. Otherwise, if this is a new install, follow the instructions below.  
1. miniport driver  
a. Go to Device Manager  
b. Select update driver for the wireless card  
c. Do not use the wizard  





e. Don’t search and select the file to install  
f. Select the installation file in C:/flexmesh/miniport_installfile.  
2. im_driver  
a. Got to Network Connections  
b. Select Wireless Network Connection  
c. At the General tab, click on Install  
d. Select Service, then click on Add  
e. Select aodv_routing in C:/flexmesh/imdriver_installfile  
 
Userspace  
The C:\flexmesh directory should contain the scripts and userspace software.  
1. With an existing installation of flexmesh:  
a. cd C:\flexmesh  
b. Stop flexmesh by executing C:\flexmesh\scripts\fm_stop_mesh.bat  
c. Uninstall the existing installation by executing 
C:\flexmesh\scripts\uninstall.bat  
d. Backup the C:\flexmesh directory  
2. To use your old configuration, from a previously installed version, copy the 
following files from that old installation:  
a. cfg\fm_node_id  
b. cfg\fm_dhcp_enable  
c. cfg\fm_static_ip  
d. cfg\certs\ca.crt (only if you use authentication)  
e. cfg\certs\local.crt (only if you use authentication)  
f. cfg\certs\local.key (only if you use authentication)  
 
Execute C:/flexmesh/script/install.bat to configure Flexmesh as a Windows service to 
automatically start post boot. 
 
Setup Mesh Topology Software  
The mesh topology software is located in the ~/overmesh/flexmesh/meshtopology 
directory of the tar package. Copy this folder to the desktop.  
 
Setup Data Streams  
At the topology server, typically 192.168.99.1, open /etc/fmstreams and add the two 
end points (both directions) that you want to monitor (e.g., streams=MACADDR1-
MACADDR2 MACADDR2-MACADDR1).  
 
Start the Mesh Topology Software  
Ensure the following are setup on all client nodes, except for the topology server, 
which is typically 192.168.99.1.  
1. Ensure that /etc/fm_filters are properly setup on all nodes and that the service 





2. Change ENABLE_DEMO to 1 in fm_enable_demo, in flexmesh/cfg.  
3. When the flexmesh-topo service is started on Linux systems and the 
fm_start_mesh script is run on Windows, the topology information is sent to 
the topology server, by default is 192.168.99.1.  
4. At the Windows client, configure the file ./meshtopology/topo_init.xml. 
Ensure that the IP address for the topology server is set correctly at <var 
path=”ipBox.ipBox” text=”192.168.99.1” />  
5. At the Windows client, run the flash program buy ‘double clicking’ the 






I M P L E M E N T A T I O N  
OverMesh Administration Site 
Figure 81: OverMesh Administration Site 
 
Office Environment Mesh Topology 
Configuration: Seven IBM ThinkPad Mobile Platforms 
Workload: OverMesh nodes randomly send packets to peer nodes every 20-40 secs 
 
Sample Experimental Measurement Plots 
  
(a) Mesh topology (b) Linear topology 





The brighter a white line, the higher the corresponding link quality. Other colored 
lines represent the real data traffic between each pair of source and destination. The 
first experiment runs for three consecutive days on the mesh topology, including a 
weekend (black line) and two working days (green and blue lines) as shown in Figure 
83. All seven (7) mesh nodes constantly send data packets to a randomly selected 
node in the overlay. The time interval between two data packets is randomly chosen 
between 20 and 40 seconds. Figure 83 also shows the ratio of successful data 
transmission, the response time, and the number of physical hops between the source 
and destination. In most cases, the system performs better in the weekend than in the 
working days because of the lack of human activities. When node 2 was shut down 
from 2 AM to 10 AM in the second day, the green lines show that the failure of one 
node may affect quite a few nodes in the whole network because of multi-hop routing 














Sample Simulation Plots 
   An open source event-driven simulator: 
http://wireless-matlab.sourceforge.net 
Traffic: 1-10 concurrent search requests 
30 nodes, 95% confidence interval 
 
Figure 84 displays the hop count changes. In order to provide a fixed hop count from 
1 to 6, we use the linear network topology shown in Figure 84(b), in which in-bound 
packets from nodes other than the immediate neighbors are blocked at MAC layer. 
Increasing hop count reduces the success ratio and increases the response time. This 
is due to the fact that there is only one route available, in which some wireless link 
may not be good enough due to interferences or long distance. 
  
Figure 84: Experimental results for hop count 
Figure 85 compares the response time and hop count between a static network (blue 
dot) and a mobile network (green circle). In the mobile environment, each node moves 
at walking speed for five minutes alternatively with 100 transmitted packets overall. 
While mobility introduces more data loss, it is interesting to note, however, that the 
response time and hop counts are lower when there is only one data traffic, while they 
are larger for mobile network when there are seven data traffics. This implies that the 
mobility may improve the performance of low data traffic loads, but when there are 





many data traffics, mobility of nodes may not help, instead, it will introduce more 
varying routes and packet losses. 
  
                           (a) Response time                                                                            (b) Hop count 
Figure 85: Experimental results for mobility 
  
Figure 86 compares the cross-layer overlay searching (blue dot) and the OpenDHT 
overlay searching (green circle) when the 100 searching requests are sent. Both the 
mesh network topology and the linear network topology are tested. It is evident that the 
cross-layer searching renders less response time. In average, the response time of cross-
layer searching is 1.15 seconds, while the response time of OpenDHT searching is 3.55 
seconds. 
  
(a) Mesh topology (b) Linear topology 
Figure 86: Experimental results for overlay searching 
 
