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Abstract
Following an idea of Nigel Higson, we develop a method for proving the existence of a meromor-
phic continuation for some spectral zeta functions. The method is based on algebras of generalized
differential operators. The main theorem states, under some conditions, the existence of a meromor-
phic continuation, a localization of the poles in supports of arithmetic sequences and an upper bound
of their order. We give an application in relation with a class of nilpotent Lie algebras.
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Introduction
Let M be a smooth, closed manifold and ∆ a Laplace-type operator on M. For every linear differential
operator X onM the zeta function ζX,∆ : z 7→ Trace(X∆z) is holomorphic in some left half-plane within
C and admits a meromorphic continuation to all of C. This result was first observed by Minakshisun-
daram and Pleijel [12] in 1949, and totally proved by Seeley [16] in 1967. In 2006, Nigel Higson suggested
in [7] a new proof of this meromorphic continuation. In the introduction N.Higson wrote "it would be
interesting to see whether or not the basic method can be adapted to other more complicated situations".
This suggestion was the reason of the present article.
This article is built in two parts. In the first one, we expose a general method to study meromorphic
continuation for some zeta functions. In the second, we apply this method to a particular family of
1
nilpotent Lie algebras.
In this paper H is a separable complex Hilbert space, ∆ is a self-adjoint, positive and invertible linear
operator on H with compact resolvent. We denote H∞ =
⋂
n∈NDom(∆
n), it is a dense subspace of H
(see [17, page 3]).
In a first part we recall some well known results about Sobolev spaces associated to ∆ and generalized
pseudo-differential calculus. Most of the ideas are in the article [17] and book [14]. Then we set in
Paragraph 1.3 a framework for the method, namely the algebras of generalized differential operators. An
important tool is Taylor expansions of commutators like [X,∆z] (Lemma 1.7) in terms of holomorphic
families (Definition 1.7). These expansions were first established by A.Connes and H.Moscovici [2, Ap-
pendix B]. In his article [7] N.Higson used this formula with some operators like
Ha,b : D −→ D
W 7−→
n∑
i=1
ai[−Qi, PiW ] +
n∑
i=1
bi[Pi, QiW ],
where D was an algebra of generalized differential operators, ai, bi some complex numbers and Pi, Qi
some operators in D. In [7] the operators Pi and Qi are subject to the supplementary equality∑
i
[Pi, Qi] = ρId, (1)
where ρ is the dimension of the manifold. A similar condition, namely∑
i
(ai + bi)[Pi, Qi] = ρId (2)
for some complex number ρ, will be required in Section 2. To investigate some situations more "non-
commutative" than operators on manifold, we need to compose such operators and then formulate some
Taylor expansions related to these compositions, see Lemmas 1.9, 1.10 and 1.11.
We assume that ∆ is in some Schatten ideal, namely some powers of ∆ are trace class operators.
Then for any integer number k, the holomorphic families of type k define holomorphic zeta functions on
left half-plane Re(z) < kα with a fixed α > 0. The aim is to show that holomorphic families of type k
are somehow eigenvectors modulo holomorphic families of type k− 1 for operators made of commutators.
To achieve this we proceed in two times. In the first one, we establish a reduction at algebraic level,
using the main new tool of this article called reduction sequence (1.8). In the second one, we extend this
reduction to all holomorphic families in the important Theorem 1.1. Theorem 1.2 shows the existence of
meromorphic continuation for some zeta functions ζX,∆ : z 7→ Trace(X∆z), and in the same time gives a
localization of the poles and a majoration of their orders.
The method consists in building a reduction sequence (1.8), which is fundamentally an algebraic prob-
lem. For this goal we must have a good knowledge of the algebra of generalized differential operators.
For instance in the manifold’s case we deal with Weyl algebras [4].
As an application of the method exposed in the first part, we prove in the second part the meromorphic
continuation for zeta functions associated with nilpotent Lie algebras. Let G be a connected and simply
connected nilpotent Lie group, let g be its Lie algebra and U(g) its universal enveloping algebra. In his
article [9, Theorem 7.1] Kirillov proves that every unitary and irreducible representation pi of the group G
gives by derivation a surjective representation ρ of the universal algebra U(g) on a Weyl algebra. Given
a basis (X1, . . . , Xn) of g, we shall define the Goodman-Laplacian [6] as ∆ = 1 + ρ(−X21 − · · · −X
2
n). It
allows us to make the Weyl algebra D = ρ(U(g)) an algebra of generalized differential operators for which
ρ(∆) is a generalized laplacian of order two, and to define the zeta functions ζX,∆ : z 7→ Trace(X∆
z)
where X is in D. The kernel of ρ is a nontrivial two-sided ideal of U(g).
Let n ∈ N∗ and consider a n-uple α ∈ (N∗)n. Denote by I a partition of J1, nK. We associate to α and
I a nilpotent Lie algebra gα,I in Paragraph 2.2. The center of U(gα,I) is a one dimensional vector space
2
generated by the element Y (0,...,0). We consider the representation ρ of U(gα,I) associated to the linear
form f = (Y (0,...,0))∗ by the orbit method of Kirillov [9]. In this context ρ(∆) is a Schrödinger operator.
Giving an operator in D, we have to find a preimage with minimal degree in U(g). For this we use the
theory of Gröbner bases for ideals, but no knowledge outside Proposition 2.1 is necessary in this paper.
The generators of the ideal Ker(ρ) exhibited by C. Godfrey [5] are recalled in Proposition 2.3, and after
some computations we obtain a Gröbner basis of Ker(ρ) in Corollary 2.1. The Gröbner basis provides
one particular preimage (under ρ) of any element of D with minimal degree, and gives useful information
on the dominant term of this preimage. This information is essential for proving some reduction results
in the algebra U(gα,I) (see Lemma 2.7 and Proposition 2.3), and for constructing a reduction sequence
(Ts)s∈N (2.5). Finally we prove the meromorphic continuation of the zeta functions ζX,∆ in the context
of the nilpotent Lie algebras gα,I (Theorem 2.1) as an application of Theorem 1.2.
Acknowledgements: I thank Jean-Marie Lescure and Dominique Manchon for their valuable help.
1 Meromorphic continuation via reduction sequences
In this section H is a separable complex Hilbert space, ∆ is a self adjoint, positive and invertible linear
operator on H with compact resolvent. The spectrum of ∆ is a nondecreasing sequence 0 < λ0 ≤ λ1 ≤
λ2 ≤ . . . of real numbers which diverges to +∞. We denote by Γ a downwards pointing vertical line in
C separating 0 from the spectrum of ∆.
1.1 An algebra of operators
Definition 1.1. Let A be an associative algebra. Let I = N,Z or R. A family (Ai)i∈I composed of
subsets of A is an increasing filtration of A if the following conditions are satisfied:
1. For all i, j ∈ I: i ≤ j ⇒ Ai ⊂ Aj.
2. A = ∪i∈IA
i.
3. For all i, j ∈ I: AiAj ⊂ Ai+j.
An element a ∈ A has order less than or equal to i if a ∈ Ai.
We shall write "Let a ∈ Aia" instead of "Let a ∈ A with order less than or equal to ia".
Definition 1.2. Denote by H∞ the space of vectors common to the domains of all powers of ∆:
H∞ =
⋂
n∈N
Dom(∆n) ⊆ H,
where Dom(∆n) is the domain of ∆n.
The space H∞ is dense in H (see [17, page 3]). We denote by End(H∞) the algebra of linear
endomorphisms of H∞. Let T be an unbounded operator with H∞ ⊆ Dom(T ), if H∞ is stable for T
then T|H∞ ∈ End(H
∞), we shall still denote by T instead of T|H∞ this endomorphism.
Definition 1.3. Let H be a separable complex Hilbert space and ∆ a self adjoint, positive and invertible
linear operator on H with compact resolvent. Let D be a subalgebra of End(H∞) and r ∈ N∗. We shall call
(D,∆, r) an algebra of generalized differential operators associated with the generalized Laplace operator
∆ of order r, if the following conditions are satisfied:
1. The algebra D is filtered with an increasing filtration (Dq)q∈N.
2. The unit of D (if it exists) has an order equal to 0.
3. For every X ∈ DqX , [∆, X ] ∈ DqX+r−1.
4. For all X ∈ DqX , there exists ε > 0 s.t:
∀v ∈ H∞, ‖∆
qX
r v‖ + ‖v‖ ≥ ε‖Xv‖ (Generalized Gårding inequality).
Definition 1.4. Let r ∈ N∗. For every s ∈ R, Hs is the completion in H of Dom(∆
s
r ) for the norm
‖.‖s associated with the scalar product:
∀u, v ∈ Dom(∆
s
r ), (u|v)s = (∆
s
r u,∆
s
r v)H.
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As a consequence of the above definition, ∆
m
r : Hs → Hs−m is a unitary operator for any real numbers
s and m.
Lemma 1.1. For every s ≥ t, the embedding Hs ⊂ Ht is continuous. Moreover, for every s ≥ 0,
Dom(∆
s
r ) is a complete space and therefore Hs = Dom(∆
s
r ).
The function s 7→ Hs is decreasing with respect to the inclusion, so H∞ =
⋂
s∈R
Hs. For every z ∈ C,
the operators ∆z defined by functional calculus belongs to End(H∞). The subspace H∞ is dense in
Dom(∆z) for all z ∈ C, in particular H∞ is dense in Hs for every s ∈ R. For any z ∈ C and s ∈ R, the
operator ∆z|H∞ : H
∞ → H∞ extends to a unitary operator ∆z : Hs+rRe(z)(∆)→ Hs(∆).
Definition 1.5. For every t ∈ R, denote by Opt the subspace of End(H∞) made of operators which
admit a continuous extension from Hs+t to Hs for every s ∈ R and let
Op :=
⋃
t∈R
Opt and Op−∞ :=
⋂
t∈R
Opt.
An operator in Op−∞ is in particular bounded on H0 and maps H0 into H∞. The family (Opt)t∈R
is an increasing filtration of the algebra Op. If follows that Op0 is a subalgebra of Op and Op−∞ ⊆ Op.
For every t ≤ 0, Opt is a two-sided ideal of Op0.
Definition 1.6. Let T ∈ Op and t ∈ R. We say that T has an analytic order less than or equal to t if
T ∈ Opt.
Proposition 1.1. Let ∆ be a self adjoint, positive and invertible linear operator on H with compact
resolvent. Then,
∀z ∈ C, ∆z ∈ OprRe(z).
Proof. For every s ∈ R and z ∈ C, the spectral calculus proves that ∆iIm(z) is a unitary operator on Hs.
Let be u ∈ H∞, then
‖∆zu‖s = ‖∆
iIm(z)∆Re(z)u‖s = ‖∆
Re(z)u‖s = ‖u‖s+rRe(z).
Lemma 1.2. Let ∆ be a self adjoint, positive and invertible linear operator on H with compact resolvent.
For every t ∈ R,
Opt = ∆
t
rOp0 = Op0∆
t
r .
Proof. We prove the first equality, the second admits a similar proof. For any t ∈ R,
Opt = ∆0Opt = ∆
t
r∆−
t
rOpt ⊆ ∆
t
rOp−tOpt ⊆ ∆
t
rOp0 ⊆ OptOp0 ⊆ Opt.
Corollary 1.1. Let p ∈ R and denote by Lp(H) the ideal of p-Schatten operators. If ∆−
1
r ∈ Lp(H) with
p ≥ 1, then for every 0 < t ≤ p, we have Op−t ⊂ L
p
t (H).
Proof. From Lemma 1.2 we have for every t ∈ R, Op−t = ∆−
t
rOp0 ⊂ ∆−
t
rB(H). Let p ≥ 1, the inclusions
follow since Lp(H) is a two-sided ideal of B(H).
Lemma 1.3. Any algebra of generalized differential operators (D,∆, r) is a filtered subalgebra of Op,
that is for every q ∈ N we have:
Dq ⊆ Opq.
Proof. Let q ∈ N, as s ≤ q + s the inclusion from Hs+q in Hs is continuous (Lemma 1.1), and ∆
q
r is
bounded from Hs+q to Hs. Hence the lemma is a consequence of the generalized Gårding inequality
(4).
Let (D,∆, r) be an algebra of generalized differential operators, denote by D[∆] the vector space of
polynomials in ∆ with coefficients in D.
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Lemma 1.4. Let (D,∆, r) be an algebra of generalized differential operators and let X ∈ End(H∞). For
every k ∈ N we denote by X(k) the k-fold commutator adk∆(X). For every k ∈ N , if X ∈ DqX then
X(k) ∈ DqX+k(r−1).
Proof. The algebra D is invariant under derivation [∆, .], so the operator X 7→ X(k) is a linear endomor-
phism of D, respectively D[∆]. As ∆ is a generalized laplacian of order r, by definition we have for every
X ∈ DqX , X(1) ∈ DqX+r−1. The result about the order of X(k) follows by induction.
Lemma 1.5. Let (D,∆, r) be an algebra of generalized differential operators. For every X ∈ D and
every i ∈ N∗ we have the exact formula
[∆i, X ] =
i∑
k=1
(
i
k
)
X(k)∆i−k.
Proof. We proceed by induction on i. For i = 1, ∆X −X∆ = [∆, X ]. Now,
[∆i+1, X ] = [∆i, [∆, X ]] + [∆i, X ]∆ + [∆, X ]∆i
=
i∑
k=1
(
i
k
)
X(k+1)∆i−k +
i∑
k=1
(
i
k
)
X(k)∆i+1−k + [∆, X ]∆i
= X(i+1) +
i∑
k=2
(
(
i
k − 1
)
+
(
i
k
)
)X(k)∆i+1−k + iX(1)∆i + [∆, X ]∆i
=
i+1∑
k=1
(
i+ 1
k
)
X(k)∆i+1−k.
For every X ∈ D and for every i ∈ N, ∆iX ∈ D[∆], since ∆iX = X∆i +
∑i
k=1
(
i
k
)
X(k)∆i−k. Hence
D[∆] is a subalgebra of Op.
We now define for D[∆] a natural structure of algebra of generalized differential operators for which
∆ will be a generalized Laplace operator of order r, and the algebra (D,∆, r) will be a filtered subalgebra
of (D[∆],∆, r). Let q ∈ N, we define
D[∆]q =
∑
q′ + rq′′ = q
q′, q′′ ∈ N
Dq
′
q′′ [∆].
As usual, for an algebra A, Ap[X ] ⊂ A[X ] is the subspace of polynomials with degree less than or equal
to p and with coefficients in A.
Lemma 1.6. Let (D,∆, r) be an algebra of generalized differential operators. The algebra D(∆) is filtered
by (D[∆]q)q∈N.
Proof. The inclusions D[∆]q1 ⊂ D[∆]q2 if q1 ≤ q2 and the equality ∪q∈ND[∆]
q = D[∆] are immediate.
Let q, q′ ∈ N, X ∈ DqX and Y ∈ DqY , we suppose X∆i ∈ D[∆]q and Y∆j ∈ D[∆]q
′
. For every k ∈ N,
Y (k) ∈ DqY +k(r−1) and for every k ∈ J0, jK,
XY (k)∆i+j−k ∈ D
qX+qY +k(r−1)
i+j−k [∆] ⊂ D[∆]
qX+ri+qY +rj−k ⊂ D[∆]q+q
′
.
The product (X∆i)(Y∆j) = XY∆i+j +
∑j
k=1
(
j
k
)
XY (k)∆i+j−k is then an element D[∆]q+q
′
and the
inclusion D[∆]qD[∆]q
′
⊂ D[∆]q+q
′
follows.
Proposition 1.2. Let (D,∆, r) be an algebra of generalized differential operators. The triple (D[∆],∆, r)
is also an algebra of generalized differential operators.
Proof. From Lemma 1.5, D[∆] is already a subalgebra of Op. We prove each point of Definition 1.3.
1. The algebra D[∆] is unitary if D is and in this case 1 ∈ D[∆]0.
2. Let X∆i ∈ D[∆]q with X ∈ DqX , then [∆, X∆i] = [∆, X ]∆i ∈ D[∆]qX+r−1+ri = D[∆]q+r−1.
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3. Proof of generalized Gårding inequality: let X∆i ∈ D[∆] with order(X) ≤ q. We establish the
existence of ε > 0 such that for any v ∈ H∞ one has
‖∆
q+ri
r v‖+ ‖v‖ ≥ ε‖X∆iv‖. (3)
There exists ε > 0 such that for every v ∈ H∞(∆) we have ‖∆
q+ri
r v‖ + ‖∆iv‖ ≥ ε‖X∆iv‖
by applying (4) to ∆iv ∈ H∞. If i = 0, the inequality holds. Otherwise q+ri
r
≥ i and the
embedding H
q+ri
r ⊂ Hi is continuous, so there exists K > 0 such that for every v ∈ H∞(∆) we
have ‖∆iv‖ ≤ K‖∆
q+ri
r v‖. Then for every v ∈ H∞(∆) we obtain ‖∆
q+ri
r v‖ ≥ ε1+K ‖X∆
iv‖, hence
‖∆
q+ri
r v‖+ ‖v‖ ≥ ε1+K ‖X∆
iv‖.
Hence ∆ is a generalized Laplace operator of order r.
If ∆ is an element of D then the two algebras D and D[∆] are the same as well as the two filtrations.
1.2 Cauchy’s formula
For every z ∈ C, we define by spectral calculus the operator ∆z on H with domain containing H∞. Recall
that Γ is a downwards pointing vertical line in C separating 0 from the spectrum of ∆. For every z ∈ C
such that Re(z) < 0, we have Cauchy’s formula
∆z =
1
2ipi
∫
Γ
λz(λ−∆)−1dλ.
This generalized Riemann integral is convergent for the Op0 operators topology (i.e it is convergent
for the norm operators from Hs to Hs, for every s ∈ R). For every p ∈ N and every z ∈ C such that
Re(z) < p, we have the formula (
z
p
)
∆z−p =
1
2pii
∫
Γ
λz(λ −∆)−p−1dλ.
Here
(
z
p
)
is the usual binomial coefficient. The integral is convergent for the Opp operators topology
(namely it is convergent for the bounded norm operators from Hs+p to Hs, for every s ∈ R).
Let a ∈ R, denote
C>a = {z ∈ C| Re(z) > a} and C<a = {z ∈ C| Re(z) < a}.
Proposition 1.3. The function z 7→ ∆−z defined from the complex open half-plane C>0 to B(H) is
holomorphic.
Proof. Let z0 ∈ C>0. We consider Γ := {c+ iy|y ∈ R} with fixed c ∈]0,min(λ0,Re(z0))[.
From Cauchy’s formula (1.2), we have for every z ∈ C>c, ∆−z =
1
2ipi
∫
Γ λ
−z(∆−λ)−1dλ. The function
z 7→ λ−z is differentiable onC>c with (λ−z)′ = − log(λ)λ−z . The Bertrand integral
1
2ipi
∫
Γ− log(λ)λ
−z(∆−
λ)−1dλ is normally convergent on C>c. We can differentiate under the integral symbol, so the application
z 7→ ∆−z is differentiable on C>c, in particular at z0.
Proposition 1.4. Let X ∈ Op. If for some real a, X∆−a is a trace class operator then the function
z 7→ Trace(X∆−z) is holomorphic on C>a.
Proof. Let ζ : z 7→ Trace(X∆−z). For Re(z) > a, from spectral calculus we obtain the Taylor expansion
∆−z−h = ∆−z − h ln(∆)∆−z +∆−z o
h→0
(h),
where o
h→0
(h) represents bounded operators on H such that lim
h→0
‖h‖ = 0.
Trace(X∆−z−h)− Trace(X∆−z) = Trace(X∆−z−h −X∆−z)
= hTrace(X ln(∆)∆−z) + Trace(X∆−z o
h→0
(h))
= hTrace(X ln(∆)∆−z) + o
h→0
(h).
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The last o
h→0
(h) is a consequence of the following general result: let T ∈ L1(H) and S ∈ B(H), the
inequality |Trace(TS)| ≤ |Trace(T )|‖S‖ holds. Then
∣∣∣∣Trace(X∆−z) oh→0(h)
∣∣∣∣ ≤ |Trace(X∆−z)| ‖ oh→0(h)‖.
Hence the application ζ : z 7→ Trace(X∆−z) is holomorphic on C>a, and we shall precise that for
every z ∈ C>a
ζ′(z) = Trace(X ln(∆)∆−z).
Proposition 1.5. If the operator ∆−
1
r is an element of Lp(H) for some p ≥ 1 and if X ∈ Op−t for
some real t, then the spectral zeta function z 7→ Trace(X∆−z) is holomorphic on the half-plane C> p−t
r
.
Proof. Let z ∈ C. The operator X∆−z is in Op−t−rRe(z), and for 0 < t + rRe(z) ≤ p we have
Op−t−rRe(z)(∆) ⊂ L
p
t+rRe(z) (H). In particular if Re(z) = p−t
r
we obtain X∆−z ∈ L1(H). We conclude
with Proposition 1.4.
The next result will be used in the proof of Theorem 1.2.
Proposition 1.6. Let (X,Y, T ) ∈ (Op)3, then z 7→ Trace([X,Y∆−zT ]) vanishes if Re(z)≫ 0.
Proof. For every N ∈ N and z ∈ C we write:
[X,Y∆−zT ] = [XY∆−N ,∆−z+NT ] + [∆−z+NTX, Y∆−N ].
For a choice of large enough integer N , the operators XY∆−N and Y∆−N are bounded. With this
choice of N , for complex numbers with large enough real part, the operators ∆−z+NT and ∆−z+NTX
are trace class. The conclusion follows.
By analytic continuation, we shall say that the function z 7→ Trace([X,Y∆−zT ]) is identically equal
to zero on C.
Definition 1.7. Let (D,∆, r) be an algebra of generalized differential operators. Let k ∈ Z.
1. The family (Tz)z∈C is an elementary holomorphic family of type k if there exists a polynomial
function p, an integer n ∈ N and an operator X ∈ Drn+k such that for every z ∈ C, Tz =
p(z)X∆z−n.
2. The family (Tz)z∈C is a holomorphic family of type k if for any real number a and m, there exists
an integer q and q elementary holomorphic families of type k denoted (T jz )z∈C for 1 ≤ j ≤ q, such
that on the half-plane Re(z) < a we have the following decomposition called Taylor expansion of
order m and of frontier a:
Tz = T
1
z + · · ·+ T
q
z +Rz,
where the remainder z 7→ Rz is holomorphic from the half-plane Re(z) < a to Opm.
If the family (Tz)z∈C is a holomorphic family of type k then Tz ∈ Opk+rRe(z) for every z ∈ C. A
holomorphic family of type k is also a holomorphic family of type k+1. Sometimes we shall write (Tz)z∈C ∈
Hol(k) instead of (Tz)z∈C is a holomorphic family of type k. Contrarily to elementary holomorphic families
of type k, the holomorphic families of type k are stable under product and commutators with an operator
of D, as we shall see later.
Proposition 1.7. Let (D,∆, r) be an algebra of generalized differential operators. Let k ∈ Z and (Tz)z∈C
be a holomorphic family of type k. If ∆−
1
r ∈ Lp(H) for some p ≥ 1, then the function z 7→ Trace(Tz) is
holomorphic on the open half-plane C
<
−p−k
r
.
Proof. Let Tz = T
1
z + · · · + T
q
z + Rz be a Taylor expansion of order −p and of frontier a =
−p−k
r
of the
family (Tz)z∈C. Every (T
j
z )z∈C for 1 ≤ j ≤ q is an elementary holomorphic family of type k, so there
exists an integer nj and an operator Xj ∈ Drn+k such that T jz = Xj∆
z−nj . By Proposition 1.5 the map
z 7→ Trace(Xj∆z−nj ) is holomorphic on C<a. By definition, the function defined on C<a by z 7→ Rz
takes values in Op−p ⊂ L1(H) and is holomorphic. As a consequence z 7→ Trace(Rz) is holomorphic on
the open half-plane C<a.
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1.3 Taylor’s expansion
The next lemma is due to A.Connes and H.Moscovici [2, Appendix B]. We shall refer to it as Taylor’s
expansion, as the formula agrees with the Definition 1.7.
Lemma 1.7. Let (D,∆, r) be an algebra of generalized differential operators. Let X ∈ DqX and z ∈ C.
For every integer N such that N + 1 > Re(z) the following identity holds:
[X,∆z] = −
N∑
k=1
(
z
k
)
X(k)∆z−k +RN (z,X),
where RN (z,X) = −
1
2pii
∫
Γ
λz(λ−∆)−1X(N+1)(λ−∆)−N−1dλ. For every k ∈ J1, NK, we have
X(k)∆z−k ∈ OprRe(z)+qX−k and RN (z,X) ∈ OprRe(z)+qX−N−1.
Proof. The eigenvalues of ∆ consist in a nondecreasing sequence 0 < λ0 ≤ λ1 ≤ · · · → +∞. We choose
Γ to be the vertical line given by the equation x = c with 0 < c < λ0. We first suppose Re(z) < 0. For
every integer k less than or equal to N , with the Cauchy formula we obtain(
z
k
)
X(k)∆z−k =
1
2pii
∫
Γ
λzX(k)(λ−∆)−k−1dλ.
A simple computation yields
X(k)(λ−∆)−1 = (λ−∆)−1X(k) − (λ−∆)−1X(k+1)(λ−∆)−1,
Hence (
z
k
)
X(k)∆z−k =
1
2pii
∫
λz [(λ−∆)−1X(k)(λ−∆)−k − (λ−∆)−1X(k+1)(λ−∆)−k−1]dλ.
Summing from k = 0 to N , we get:
N∑
k=0
(
z
k
)
X(k)∆z−k =
1
2pii
∫
λz(λ−∆)−1X(0)dλ−
1
2pii
∫
λz(λ−∆)−1X(N+1)(λ−∆)−N−1dλ.
It follows that [X,∆z] =
N∑
k=1
(
z
k
)
X(k)∆z−k −
1
2pii
∫
λz(λ−∆)−1X(N+1)(λ−∆)−N−1dλ.
Let RN (z,X) = −
1
2pii
∫
Γ
λz(λ−∆)−1X(N+1)(λ−∆)−N−1dλ. This integral is convergent for the
OpqX−N−1 topology, hence it defines a holomorphic function on the open half-plane C<N+1. As z 7→
[X,∆z] =
N∑
k=1
(
z
k
)
X(k)∆z−k is holomorphic on C<0, the formula is available on C<N+1 by analytic
continuation. For any k ∈ J1, NK, we have X(k) ∈ DqX+k(r−1) ⊂ OpqX+k(r−1) and ∆z−k ∈ Opr(Re(z)−k),
hence X(k)∆z−k ∈ OprRe(z)+qX−k. For l ∈ N∗, applying the previous formula to N + l instead of N + 1,
we obtain
RN (z,X) = −
N+l∑
k=N+1
(
z
k
)
X(k)∆z−k +RN+l(z,X),
where RN+l(z,X) is convergent for the Op
qX−N−l−1 topology. By making l large we can make qX −N −
1− l as small as we wish, so RN (z,X) ∈ OprRe(z)+qX−N−1.
We keep notations of Lemma 1.7. Let a be a real. On C<a we have RN (z,X) ∈ OpqX+rRe(z)−N−1 ⊂
OpqX+ra−N−1 and z 7→ RN (z,X) is holomorphic on C<N+1. By making N large we can make qX + ra−
N − 1 (resp. N +1) as small (resp. large) as we wish. So, if X ∈ DqX then ([X,∆z])z∈C is a holomorphic
family of type qX−1. For N ≥ a, the relation (1.7) is a Taylor expansion [X,∆z] of order qX+ra−N−1
and of frontier a. From this expansion we obtain that (Tz)z∈C is a holomorphic family of type k moreover
if X ∈ DqX , then (XTz)z∈C et (TzX)z∈C are holomorphic families of type k + qX and ([X,Tz])z∈C is a
holomorphic family of type k + qX − 1.
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1.4 Generalized Taylor’s expansion
In all this paragraph and the next one, we consider an algebra (D,∆, r) of generalized differential operators
and two fixed families of operators:
P = (Pi)1≤i≤n ∈ D
n, Q = (Qi)1≤i≤n ∈ D
n.
To each couple (a, b) ∈ (Cn)2 we associate the operator:
Ha,b : D −→ D
W 7−→
n∑
i=1
ai[−Qi, PiW ] +
n∑
i=1
bi[Pi, QiW ].
The next lemma is a direct application of Taylor’s expansion (1.7).
Lemma 1.8. Let (a, b) ∈ (Cn)2. For every q ∈ Z, we have Ha,b(Hol(q)) ∈ Hol(M + q), where M =
max
1≤i≤n
(order(Pi) + order(Qi)).
A Hol(q) family is transformed into a Hol(pM + q) family by composing p times such operators. Now
let us generalize Taylor expansions.
Lemma 1.9. Let (a, b) ∈ (Cn)2. Let X ∈ DqX and z ∈ C. For every N ∈ N∗ such that N + 1 > Re(z)
we have
Ha,b(X∆
z) = Ha,b(X)∆
z +
N∑
k=1
(
z
k
)
A
(k)
a,b(X)∆
z−k +RN,Ha,b(z,X),
with A
(k)
a,b(X) =
∑n
i=1 aiPiX(Qi)
(k) − biQiX(Pi)(k) for any k ∈ J1, NK, and
RN,Ha,b(z,X) =
n∑
i=1
aiPiXRN(z,−Qi) + biQiXRN(z, Pi).
Let M = max
1≤i≤n
(order(Pi) + order(Qi)), then the following assertions hold:
1. Ha,b(X)∆
z ∈ OprRe(z)+qX+M .
2. for every k ∈ J1, NK, A
(k)
a,b(X) ∈ D
qX+M+(r−1)k.
3. for every k ∈ J1, NK, A
(k)
a,b(X)∆
z−k ∈ OprRe(z)+qX+M−k.
4. RN,Ha,b(z,X) ∈ Op
rRe(z)+qX+M−N−1.
Proof. We have
Ha,b(X∆
z) = Ha,b(X)∆
z +
n∑
i=1
(aiPiX [−Qi,∆
z]) + biQiX [Pi,∆
z]).
Applying to each commutator the Taylor formula (1.7), we obtain
Ha,b(X∆
z) = Ha,b(X)∆
z
+
N∑
k=1
(
z
k
)( n∑
i=1
aiPiX(Qi)
(k) − biQiX(Pi)
(k)
)
∆z−k
+
n∑
i=1
aiPiXRN(z,−Qi) + biQiXRN(z, Pi).
1. We have Ha,b(X) ∈ D
qX+M ⊂ OpqX+M and ∆z ∈ OprRe(z),
then Ha,b(X)∆
z ∈ OprRe(z)+qX+M .
2. Let k ∈ J1, NK and let i ∈ J1, nK, PiX(Qi)(k) ∈ DqX+M+(r−1)k and
QiX(Pi)
(k) ∈ DqX+M+(r−1)k, A
(k)
a,b(X) ∈ D
qX+M+(r−1)k.
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3. Let k ∈ J1, NK, we have A
(k)
a,b(X) ∈ D
qX+M+(r−1)k ⊂ OpqX+M+(r−1)k and ∆z−k ∈ Opr(Re(z)−k),
then A
(k)
a,b(X)∆
z−k) ∈ Opr(Re(z)−k)+qX+M .
4. Let k ∈ J1, NK and let i ∈ J1, nK. From (1.7), aiPiXRN(z,−Qi)+biQiXRN(z, Pi) ∈ OprRe(z)+qX+M−N−1
then RN,Ha,b(z) ∈ Op
rRe(z)+qX+M−N−1.
Lemma 1.10. Let p ∈ N∗ and Λp = (am, bm)m∈J1,pK ∈ (N
n × Nn)p. Let
HΛp = Hap,bp ◦ · · · ◦Ha1,b1 .
Let X ∈ DqX and z ∈ C. For every N ∈ N∗ such that N + 1 > Re(z) we have the Taylor expansion:
HΛp(X∆
z) =
N∑
k=0
(
z
k
)
Ck,Λp(X)∆
z−k +RΛp,N (z,X),
with Ck,Λp(X) ∈ D and RΛp,N (z,X) ∈ Op, for every k ∈ J0, NK. Moreover,
1. for every k ∈ J1, NK, Ck,Λp(X) ∈ D
qX+pM+(r−1)k,
2. for every k ∈ J1, NK, Ck,Λp(X)∆
z−k ∈ OprRe(z)+qX+pM−k,
3. RΛp,N (z,X) ∈ Op
rRe(z)+qX+pM−N−1.
Proof. By induction on p. The case p = 1 is the subject of Lemma 1.9. Let us assume the result for the
composition of p operators. For Λp = ((a1, b1), . . . , (ap, bp)) we denote by HΛp the product
∏p
m=1Ham,bm .
We shall write
HΛp(X∆
z) =
N∑
k=0
(
z
k
)
Ck,Λp(X)∆
z−k +RΛp,N (z,X).
Let (a, b) ∈ (Nn)2. Denote Λp+1 = ((a, b),Λp) and HΛp+1 = Ha,b ◦ HΛp . From linearity of Ha,b we
obtain
HΛp+1(X∆
z) =
N∑
k=0
(
z
k
)
Ha,b(Ck,Λp(X)∆
z−k) +Ha,b(RΛp,N(z,X)).
For every k ∈ J0, NK, by expanding Ha,b(Ck,Λp(X)∆
z−k) to the order N − k according to Lemma 1.9,
we obtain:
HΛp+1(X∆
z) =
N∑
k=0
(
z
k
)
Ha,b(Ck,Λp (X))∆
z−k
+
N∑
k=1
(
k−1∑
t=0
(
z
t
)(
z − t
k − t
)
A
(k−t)
a,b (Ct,Λp(X))
)
∆z−k
+
N∑
k=0
(
z
k
)
RN−k,Ha,b(z − k, Ck,Λp(X))
+
N∑
k=0
(
z
k
)( n∑
i=1
ai[Pi, Ck,Λp(X)]RN−k(z − k,−Qi) + bi[Qi, Ck,Λp ]RN−k(z − k, Pi)
)
+Ha,b(RN,Λp(z,X)).
Denote for every k ∈ J0, NK,
Ck,Λp+1(X) = Ha,b(Ck,Λp (X)) +
(
k−1∑
t=0
(
k
t
)
A
(k−t)
a,b (Ct,Λp(X))
)
.
By grouping the last three terms in RΛp+1,N(z,X), we can write
HΛp+1(X∆
z) =
N∑
k=0
(
z
k
)
Ck,Λp+1(X)∆
z−k +RΛp+1,N(z,X).
Concerning the orders,
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1. For p ∈ N∗, we define the property
Pp : ∀k ∈ N, Ck,Λp(X) ∈ D
qX+pM+(r−1)k.
We shall prove that Pp is true for every p ≥ 1 by induction on p.
For p = 1. If k = 0, C0,Λ1(X) = Ha,b(X) ∈ D
qX+M . If k ≥ 1, Ck,Λ1 (X) = A
(k)
a,b(X) ∈
DqX+1.M+(r−1)k from Lemma 1.9.
Now suppose that Pp is true. If k = 0, C0,Λp+1(X) = Ha,b
(
C0,Λp(X)
)
∈ DqX+(p+1)M+0. If
k ≥ 1, for every t ∈ J0, k − 1K we have A
(k−t)
a,b ∈ D
M+(r−1)(k−t) from Lemma 1.9 and Ct,Λp+1(X) ∈
DqX+pM+(r−1)t by induction hypothesis. Then
A
(k−t)
a,b (Ct,Λp(X)) ∈ D
qX+M+pM+(r−1)t+(r−1)(k−t) = D(p+1)M+(r−1)k.
So
k−1∑
t=0
(
k
t
)
A
(k−t)
a,b (Ct,Λp+1(X)) ∈ D
qX+(p+1)M+(r−1)k.
On the other hand, Ha,b(Ck,Λp (X)) ∈ D
M+qX+pM+(r−1)k = DqX+(p+1)M+(r−1)k. Hence we have
proved that Pp+1 is true.
2. Direct from the previous point.
3. We shall now prove that for every p ∈ N∗, RΛp,N (z,X)) ∈ Op
qX+rRe(z)+pM−N−1, by induction on
p. For p = 1 it is the Lemma 1.9.
For every p ∈ N∗,
RΛp+1,N(z,X) =
N∑
k=0
(
z
k
)
RN−k,Ha,b(z − k, Ck,Λp(X))
+
N∑
k=0
(
z
k
)( n∑
i=1
ai[Pi, Ck,Λp (X)]RN−k(z − k,−Qi) + bi[Qi, Ck,Λp(X)]RN−k(z − k, Pi)
)
+Ha,b(RN,Λp(z,X)).
For every k ∈ J0, NK and any 1 ≤ i ≤ n, we have Ck,Λp(X) ∈ D
qX+(p+1)M+(r−1)k, hence
RN−k,Ha,b(z − k, Ck,Λp(X)) ∈ Op
qX+rRe(z)+(p+1)M−N−1,
[Pi, Ck,Λp(X)]RN−k(z − k,−Qi)) ∈ Op
qX+rRe(z)+(p+1)M−N−1,
and
[Qi, Ck,Λp (X)]RN−k(z − k, Pi)) ∈ Op
qX+rRe(z)+(p+1)M−N−1.
From the induction hypothesis RN,Λp(z) ∈ Op
qX+rRe(z)+pM−N−1, hence Ha,b(RN,Λp(z,X)) ∈
OprRe(z)+(p+1)M−N−1. So RΛp+1,N (z) ∈ Op
rRe(z)+(p+1)M−N−1, and Lemma 1.10 is proved.
To Λp = (a
m, bm)m∈J1,pK ∈ (R
n×Rn)p and Γp = (αm, βm)m∈J1,pK ∈ (R
2)p we associate two sequences
(Ts)s∈N∗ and a family (Tz′)z′∈C of operators in End(H
∞) defined by:
∀s ∈ N, Ts =
p∏
m=1
(Ham,bm − (αms+ βm)IdOp) .
∀z′ ∈ C, Tz′ =
p∏
m=1
(Ham,bm − (αmz
′ + βm)IdOp) .
We denote by b the polynomial function:
∀z′ ∈ C, b(z′) = (−1)p+1
p∏
m=1
(αmz
′ + βm),
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and by Hz′ the operator:
∀z′ ∈ C, Hz′ = b(z
′)IdOp + Tz′ .
We can remark that Hz′ is a composition of commutators.
Lemma 1.11. Let X ∈ Dq. Let (z, z′) ∈ C2. For every N ∈ N∗ such that N + 1 > Re(z) we have:
Hz′(X∆
z) =
N∑
k=0
(
z
k
)
Dk(z
′, X)∆z−k +RN (z, z
′, X),
for every k ∈ J0, NK, Dk(z′, X) ∈ Dp[z′] (polynomial in z′ with degree less than or equal to p and with
coefficients in D). The orders behave as follows:
1. For every k ∈ J0, NK, Dk(z
′, X) ∈ DqX+pM+(r−1)k.
2. For every k ∈ J0, NK, Dk(z′, X)∆z−k ∈ OprRe(z)+qX+pM−k.
3. We have RN (z, z
′, X) ∈ OprRe(z)+qX+pM−N−1.
Proof. Let I be the set of subsets of J1, pK. For u ∈ I, denote by u the complementary subset J1, pK \ u.
For u ∈ I, let |u| be the length of u. If u 6= ∅ we write HΛu =
∏|u|
i=1Haui ,bui where the elements ui of
u are displayed in increasing order, and bu(z′) = (−1)|u|
∏|u|
i=1(αuiz
′ + βui). By convention HΛ∅ = IdD,
and b∅(z) = 1. With these notations we can express Tz′ and Hz′ as follows:
Tz′ =
∑
u∈I
bu(z′)Hu and Hz′ =
∑
u∈I,|u|≥1
bu(z′)Hu.
For u ∈ I, |u| ≥ 1, HΛu is a HΛp type operator, with p = |u|. Lemma 1.10 implies
HΛu(X∆
z) =
N∑
k=0
(
z
k
)
Ck,Λu(X)∆
z−k +RΛu,N (z,X).
We deduce
Hz′(X∆
z) =
∑
u∈I,|u|≥1
bu(z′)
(
N∑
k=0
(
z
k
)
Ck,Λu(X)∆
z−k +RΛu,N(z,X)
)
,
and by permuting the sums
Hz′(X∆
z) =
N∑
k=0
 ∑
u∈I,|u|≥1
bu(z′)Ck,Λu (X)
∆z−k + ∑
u∈I,|u|≥1
bu(z′)RΛu,N (z,X).
Setting
∀k ∈ J0, NK, Dk(z
′, X) =
∑
u∈I,|u|≥1
bu(z′)Ck,Λu
and
RN (z, z
′, X) =
∑
u∈I,|u|≥1
bu(z′)RΛu,N (z,X).
We obtain We obtain
Hz′(∆
z) =
N∑
k=0
(
z
k
)
Dk(z
′, X)∆z−k +RN (z, z
′, X).
The computation of orders is a direct consequence of Lemma 1.10.
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1.5 Meromorphic continuation
Definition 1.8. Let (D,∆, r) be an algebra of generalized differential operators. We keep the notations
of Paragraph 1.4. The sequence (Ts)s∈N is called a reduction sequence if there exist an integer p ∈ N∗,
a family Λp = (a
m, bm)m∈J1,pK ∈ (R
n × Rn)p and a nonzero family Γp = (αm, βm)m∈J1,pK ∈ (R
2)p such
that:
1. For every s ∈ N∗, Ts =
p∏
m=1
(Ham,bm − (αms+ βm)IdOp).
2. For every X ∈ DqX and every i ∈ N, TqX+ri(X∆
i) ∈ D[∆]qX+ri−1.
To a reduction sequence (Ts)s∈N as above, we associate a polynomial function b and two families
(Tz′)z′∈C and (Hz′)z′∈C of operators defined by:
∀z′ ∈ C, b(z′) = (−1)p+1
p∏
m=1
(αmz
′ + βm),
∀z′ ∈ C, Tz′ =
p∏
m=1
(Ham,bm − (αmz
′ + βm)IdOp)
∀z′ ∈ C, Hz′ = Tz′ + b(z
′)IdOp
The next theorem is a crucial point. We shall extend the reduction from a sequence to a family
indexed by C.
Theorem 1.1. Let (D,∆, r) be an algebra of generalized differential operators. Let (Ts)s∈N be a reduction
sequence, and (Hz′)z′∈C defined as in the paragraph (1.5). For every X ∈ DqX we have
∀z ∈ C, Hrz+qX (X∆
z) = b(rz + qX)X∆
z +Rz,
with (Rz)z∈C ∈ Hol(q − 1).
Proof. Let X ∈ DqX , z ∈ C and N ∈ N∗ such that N + 1 > Re(z). Applying Lemma 1.11, we get:
Hrz+qX (X∆
z) =
N∑
k=0
(
z
k
)
Dk(X, rz + qX)∆
z−k +RN (X, z).
For every k ∈ J0, NK,
(
z
k
)
Dk(X, rz + qX) is a polynomial in z of degree less than or equal to k + p − 1,
hence less than or equal to N + p − 1 with coefficients in D. Denote by (Li)i∈J0,N+p−1K the family of
Lagrange interpolating polynomials, that is, the polynomials defined by:
∀(i, j) ∈ J0, N + p− 1K2, Li(j) = δ
j
i .
For every k ∈ J0, NK we have:
∀z ∈ C,
(
z
k
)
Dk(rz + qX) =
N+p−1∑
i=0
(
i
k
)
Dk(X, ri+ q)Li(z),
and therefore
Hrz+qX (X∆
z) =
N∑
k=0
(
N+p−1∑
i=0
(
i
k
)
Dk(X, ri+ qX)Li(z)
)
∆z−k +RN (X, z).
Permuting the sums we obtain
Hrz+qX (X∆
z) =
N+p−1∑
i=0
(
N∑
k=0
(
i
k
)
Dk(X, ri+ qX)∆
i−k
)
Li(z)∆
z−i +RN (X, z),
and so
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Hrz+qX (X∆
z) =
N+p−1∑
i=0
(
N+p−1∑
k=0
(
i
k
)
Dk(X, ri + qX)∆
i−k
)
Li(z)∆
z−i
−
N+p−1∑
i=0
(
N+p−1∑
k=N+1
(
i
k
)
Dk(X, ri+ qX)∆
i−k
)
Li(z)∆
z−i
+RN (X, z).
For every i ∈ J0, N + p− 1K the following formulas hold:
Hri+qX (X∆
i) =
i∑
k=0
(
i
k
)
Dk(X, ri+ qX)∆
i−k =
N+p−1∑
k=0
(
i
k
)
Dk(X, ri+ qX)∆
i−k.
So we have
Hrz+qX (X∆
z) =
N+p−1∑
i=0
Hri+qX (X∆
i)Li(z)∆
z−i
−
N+p−1∑
i=0
(
N+p−1∑
k=N+1
(
i
k
)
Dk(X, ri + qX)∆
i−k
)
Li(z)∆
z−i
+RN (X, z).
By definition of the operators H and T , we get for every i ∈ J0, N + p− 1K
Hri+qX (X∆
i) = b(ri + qX)X∆
i + Tri+qX (X∆
i),
hence
Hrz+qX (X∆
z) =
(
N+p−1∑
i=0
bri+qXLi(z)
)
X∆z
+
N+p−1∑
i=0
Li(z)Tri+qX (X∆
i)∆z−i
−
N+p−1∑
i=0
N+p−1∑
k=N+1
(
i
k
)
Li(z)Dk(X, ri + qX)∆
z−k
+RN (X, z).
By definition of a reduction sequence, we get Tri+qX (X∆
i) ∈ D[∆]qX+ri−1 for every i ∈ J0, N+p−1K.
So we obtain (
N+p−1∑
i=0
Li(z)T2i+qX (X∆
i)∆z−i}
)
z∈C
∈ Hol(q − 1).
Let N such that N ≥ Mp, for every i ∈ J0, N + p − 1K and every k ∈ JN + 1, N + p − 1K,(
Dk(X, ri+ q)∆
z−k
)
z∈C
∈ Hol(q − 1) from 1.11. As b is a polynomial with degree p such that p ≤
N + p − 1, using Lagrange interpolation we get the formula
N+p−1∑
i=0
bri+qLi(z) = b(rz + q). We have
proved Hrz+q(X∆
z) = b(rz + q)X∆z +Rz , where (Rz)z∈C ∈ Hol(q − 1).
Corollary 1.2. Let (D,∆, r) be an algebra of generalized differential operators. Let q ∈ Z and X ∈ D.
1. Let (X∆z−l)z∈C be an elementary holomorphic family of type q then
Hrz+q(X∆
z−l) = b(rz + q)X∆z−l + Sz
where (Sz)z∈C ∈ Hol(q − 1).
2. Let (Tz)z∈C be a holomorphic family of type q then Hrz+q(Tz) = b(rz + q)Tz + Sz where (Sz)z∈C ∈
Hol(q − 1).
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Proof. 1. We have X ∈ Drl+k, so:
Hrz+q(X∆
z−l) = Hr(z−l)+rl+k(X∆
z−l) = b(r(z − l) + rl+ q)X∆z−l +Rz = b(rz + q)X∆
z−l + Sz,
with (Sz)z∈C ∈ Hol(q − 1).
2. Let (Tz)z∈C be a holomorphic family of type q. Let a ∈ R and m ∈ R, we can write Tz =
T 1z + · · · + T
q
z + Rz, where T
j
z is an elementary holomorphic family of type q for every 1 ≤ j ≤ q
and the remainder z 7→ Rz is holomorphic from the half-plane Re(z) < a to Opm−Mp. For every
z ∈ C, by linearity Hrz+q(Tz) = Hrz+q(T 1z ) + · · · + Hrz+q(T
q
z ) + Hrz+q(Rz). For each 1 ≤ j ≤
q,Hrz+q(Tz) = b(rz+ q)T
j
z +S
j
z where (S
j
z)z∈C ∈ Hol(q− 1) by the previous point. For every z ∈ C
and every t ∈ R, the operator Hrz+q has polynomial coefficients in z and maps Opt to Opt+Mp,
thus the remainder z 7→ Hrz+q(Rz) is holomorphic from the half-plane Re(z) < a to Opm. Hence
we have proved that Hrz+q(Tz) = b(rz + q)Tz + Sz, where (Sz)z∈C ∈ Hol(q − 1).
Theorem 1.2. Let (D,∆, r) be an algebra of generalized differential operators, and suppose that there
exists a reduction sequence. Denote by b its associated polynomial function and by Rac(b) its set of
complex roots. We suppose that ∆−
1
r ∈ Lp(H) for some real p ≥ 1. Let X ∈ DqX . The zeta spectral
function
ζX,∆ : C<− p+qX
r
−→ C
z 7−→ Trace(X∆z)
is holomorphic and admits a meromorphic continuation, also denoted by ζX,∆, to all of C . The poles of
ζX,∆ are constrained in a finite union of arithmetic progressions:
Poles(ζX,∆) ⊂
⋃
α∈Rac(b)
Rα,
with Rα =
{
α−qX
r
+ l
r
|l ∈ Z and l ≥ −p− α
}
. Let ω ∈ Poles(ζX,∆), denoting m(ω) his pole multiplicity
order, we have:
m(ω) ≤
∑
α∈Root(b)
m(α)1Rα(ω),
with m(α) denoting the multiplicity order of the root α.
Proof. Let X ∈ DqX , (Tz) a holomorphic family of type qX and p a real greater than 1 such that
∆−
1
r ∈ Lp(H). From Proposition 1.7, the application z 7→ Trace(Tz) is holomorphic on the open half-
plane C
−
p+qX
r
. From Corollary 1.2 , we have Hrz+qX (Tz) = b(rz+ qX)Tz+Sz, where (Sz) ∈ Hol(qX −1).
For Re(z) << 0, the operatorsHrz+qX (Tz),Tz and Sz are trace class and moreoverTrace(Hrz+qX (Tz)) = 0
from the Proposition 1.6. For Re(z) << 0, we obtain b(rz + qX)Trace(Tz) = Trace(−Sz). For l ∈ N,
repeating l + 1 times the above operation we can write
b(rz + qX − l) . . . b(rz + qX − 1)b(rz + qX)Trace(Tz) = Trace(Uz),
with (Uz) ∈ Hol(qX−l−1) . The function z 7→ Trace(Uz) is holomorphic on the open half-plane C−p+q
r
+ l+1
r
as consequence of Proposition 1.7, we conclude that z 7→ Trace(Tz) extends to a meromorphic function
on C. The localization and upper bound of multiplicity for poles are immediate consequences of the
expression Trace(Tz) =
1
b(rz + qX − l) . . . b(rz + qX − 1)b(rz + qX)
Trace(Uz).
2 Application to a family of nilpotent Lie algebras
2.1 The sets O(I) and T (I)
The notations and results of this section come in a large part from the article [13]. Let g be a Lie algebra
with basis (X1, . . . , Xn). Denote by S the set of monomial S = {X
α1
1 . . .X
αn
n | (α1, . . . , αn) ∈ N
n}.
Theorem of Poincaré-Birkhoff-Witt states that S is a basis of the complex vector space U(g). The degree
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of U = Xα11 . . . X
αn
n ∈ S is defined by deg(U) = α1+ · · ·+αn. We denote < the total degree ordering on
S, which is defined by:
U1 := X
α1
1 . . . X
αn
n < X
β1
1 . . . X
βn
n =: U2
if and only if [deg(U1) < deg(U2)] or [deg(U1) = deg(U2) and ∃j ∈ J1, nK such that αi = βi if i < j, and αj < βj ].
The total degree relation on S is a good ordering. Let U ∈ U(g) be a non-zero element. There exists
an unique decomposition as follows:
U =
s∑
i=1
ciUi, s ∈ N
∗, ci ∈ C
∗, Ui ∈ S and U1 > U2 > · · · > Us.
So we define T (U) = U1 the maximal term and cd(U) = c1 the leading coefficient of U . Let I be an
ideal of the universal enveloping algebra U(g). We denote
T (I) = {T (U) | U ∈ I},
O(I) = S \ T (I).
We also consider on S a partial ordering , defined by
Xα11 . . . X
αn
n  X
β1
1 . . . X
βn
n if and only if ∀i ∈ J1, nK, αi ≤ βi.
Lemma 2.1. Let I be an ideal of U(g). The set T (I) is an upper set for the ordering . Namely, for
every V ∈ T (I) and W ∈ S if V W then W ∈ T (I).
Proof. Let V = Xα11 . . . X
αn
n ∈ T (I) and W = X
β1
1 . . . X
βn
n ∈ S. There exists U ∈ I such that
T (U) = V . If V  W , then Xβ1−α11 . . .X
βn−αn
n ∈ U(g). As I is an ideal X
β1−α1
1 . . . X
βn−αn
n U ∈ I,
and T (Xβ1−α11 . . .X
βn−αn
n U) =W then W ∈ T (I).
The following proposition corresponds to [13, Theorem 1.3].
Proposition 2.1. Let I be an ideal of U(g). We have the decomposition
U(g) = I ⊕ V ect(O(I))
So, for every U ∈ U(g) there exists one and only one V = Can(U, I) ∈ V ect(O(I)) such that U − V ∈ I.
Proof. The two last items are clearly equivalent to the first one, so we prove (1). If U 6= 0 is an element
of I ∩ V ect(O(I)) then T (U) belongs to T (I)∩O(I), this is a contradiction so I ∩ V ect(O(I)) = {0}. We
shall prove that U(g) = I + V ect(O(I)) with an algorithm.
U0 := U, Φ0 := 0, H0 := O, i := 0.
While Ui 6= 0 do:
If T (Ui) /∈ T (I) then
Φi+1 := Φi, Hi+1 := Hi + lc(Ui)T (Ui), Ui+1 := Ui − lc(Ui)T (Ui)
Else
Choosing G ∈ I such that T (G) = T (Ui) and lc(G) = 1
Φi+1 := Φi + lc(Ui)G,Hi+1 := Hi, Ui+1 := Ui − lc(Ui)G
i := i+ 1
Φ := Φi, H = Hi.
For every i, Φi ∈ I, Hi ∈ V ect(O(I)) and Ui +Φi +Hi = f is a loop invariant. From a loop to the
next T (Ui+1) < T (Ui), as the ordering  is good the algorithm finishes.
Proposition 2.2. Let I be an ideal of U(g). If U ∈ U(g) and Φ ∈ I then T (Φ + Can(U, I)) ≥
T (Can(U, I)).
Proof. Let U ∈ U(g). If there exists Φ ∈ I such that T (Φ + Can(U, I)) < T (Can(U, I)) then cd(Φ) =
−cd(Can(U, I)) and T (Φ) = T (Can(U, I)) 6= 0 ∈ T (I) ∩O(I), this is a contradiction.
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2.2 The Lie algebras gα,I
Let γ = (γi)1≤i≤n ∈ N
n and β = (βi)1≤i≤n ∈ N
n. We define the order γ  β by γi ≤ βi for every
i ∈ J1, nK. Denote |γ| =
∑n
i=1 γi, γ! =
∏n
i=1 γi! and if γ  β,
(
β
γ
)
=
β!
γ!(β − γ)!
. Let i ∈ J1, nK, denote
δi = (δik)1≤k≤n, where δ
i
k is the Kronecker symbol, the n-uple with all zero components excepted the i-th
equal to 1. We now define the class of Lie algebras gα,I . Let n ∈ N∗ and α = (αi)1≤i≤n ∈ (N∗)n. Let
p ∈ N∗ and I = {Ij |1 ≤ j ≤ p} a partition of J1, nK in p subsets. By convention, the subsets Ij are sorted
according to their smallest element, that is j < j′ if and only if min(Ij) < min(Ij′ ). For j ∈ J1, pK, we
denote Aj = {β ∈ Nn|β 
∑
i∈Ij
αiδ
i} and AI =
p⋃
j=1
Aj . The Lie algebra gα,I is defined by:
gα,I = 〈X1, . . . , Xn, Y
β | β ∈ AI〉C−ev,
and the only non trivial relations are
∀i ∈ J1, nK, ∀β ∈ AI , [Xi, Y
β] = Y β−δ
i
if βi ≥ 1.
We can easily prove that gα,I is a nilpotent Lie algebra. The family
S =
Xp11 . . .Xpnn ∏
β∈AI
(Y β)qβ | pi ∈ N, qβ ∈ N

is a basis of U(gα,I). This basis is ordered with the total degree ordering (2.1), here the lexical order is
X1 < · · · < Xn < Y
β for every β, and the elements Y β are sorted with the natural lexical ordering of
n-uples β in Nn.
2.3 Generators of the ideal I(f)
Let gα,I = 〈X1, . . . , Xn, Y β | β ∈ AI〉 be one of the nilpotent Lie algebras defined in Paragraph (2.2).
We denote by ρ the infinitesimal representation of gα,I associated to the linear functional f = (Y
(0,...,0))∗
and the polarisation 〈Y β | β ∈ AI〉 via the Kirillov correspondence. Let P(Rn) be the algebra of linear
differential operators with polynomial coefficients on Rn acting on C∞c (R
n). For every γ = (γi)1≤i≤n ∈ Nn,
set xγ := xγ11 . . . x
γn
n . We can give an explicit expression of ρ, as an algebra homomorphism from gα,I to
P(Rn) (see [8, section 1]):
∀k ∈ J1, nK, ρ(Xk) = −
∂
∂xk
, ∀β ∈ AI , ρ(Y β) = i
(−1)|β|xβ
β!
. (4)
Here ρ(Y β) is the multiplication operator by i (−1)
|β|xβ
β! . The isotropic algebra of gα,I associated to f
is defined by
g
f
α,I = {X ∈ gα,I |∀Y ∈ gα,I , f([X,Y ]) = 0} .
Lemma 2.2. Let be a Lie algebra gα,I, then
g
f
α,I =
〈
Y (0,...,0), Y β | β ∈ AI , |β| ≥ 2
〉
C−ev
.
Proof. Let X =
∑n
j=1 ajXj +
∑
β∈αI bβY
(β) ∈ gfα,I . For every j ∈ J1, nK, f([X,Y
δj ]) = 0 (resp.
f([X,Xj)) = 0) then aj = 0 (resp. bδj = 0) hence g
f
α,I ⊂ 〈Y
(0,...,0), Y β | β ∈ AI , |β| ≥ 2〉ev. The other
inclusion is easy.
The next lemma is an application of the article [5, page 304], and will give us a basis of the ideal I(f).
Lemma 2.3. Let be a Lie algebra gα,I . Denote by Γj =
∑
k≥0
(i)k
k!
(Y δj )k(adXj)
k for every j ∈ J1, nK and
by Γ =
n∏
j=1
Γj. Then I(f) is the ideal of U(gα,I) generated by
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{
Y (0,...,0) − i, Γ(iY β) | β ∈ AI , |β| ≥ 2
}
The operators Γj commute with each other, so the product for Γ is defined with no more precaution
on the order of factors. We shall give in Corollary 2.1 another basis of I(f) which is more interesting for
studying T (I(f)).
For every γ ∈ αI , we denote Y γ∗ = (i)1−|γ|
n∏
k=1
(Y δ
k)γk . For example, if γ = (2, 3) ∈ αI , Y γ = Y (2,3) ∈
gα,I , whereas Y
γ
∗ = (Y
(1,0))2Y (0,1))3U ∈ U(gα,I).
Lemma 2.4. Let be a Lie algebra gα,I. The notations are these of Lemma 2.3.
1. For every β ∈ AI and every j ∈ J1, nK,
Γj(Y
β) =
βj∑
k=0
ik
k!
(Y δ
i
)kY β−kδ
j
and Γ(iY β) =
∑
γ≤β
(−1)|γ|
γ!
Y γ∗ Y
β−γ .
2. For every β ∈ AI \ {(0, . . . , 0)}, Γ(iY β) =
∑
γ≤β
(−1)|γ|
γ!
Y γ∗
(
Y β−γ −
1
(β − γ)!
Y β−γ∗
)
.
3. For every β ∈ AI , Y β −
1
β!
Y β∗ = Y
β
∗ (Y
(0,...,0) − i) +
∑
γ≤β,γ 6=(0,...,0)
1
(β − γ)!
Y β−γ∗ Γ(iY
γ).
Proof. 1. Let β ∈ AI . If 0 ≤ k ≤ βj then adkXj(Y β) = Y β−kδ
j
, if k > βi then ad
kXi(Y
β) = 0, which
proves Formula (1). Let (j, l) ∈ J1, nK2 and k ∈ N, if j 6= l then adXj((Y δ
j
)k) = 0. Using for each
j ∈ J1, nK the previous formula we obtain
Γ(iY β) =
∑
(γ1,γ2,...,γn)∈
∏
n
j=1J0,βjK
i
iγn
γn!
iγn−1
γn−1!
. . .
iγ1
γ1!
(Y δ
n
)γn(Y δ
n−1
)γn−1 . . . (Y δ
1
)γ1Y β−
∑n
i=1 γiδ
i
=
∑
γ≤β
(−1)|γ|
γ!
Y γ∗ Y
β−γ .
2. Let β ∈ AI \ {(0, . . . , 0)}. From previous formula we have
Γ(iY β) =
∑
γ≤β
(−1)|γ|
γ!
Y γ∗
(
Y β−γ −
1
(β − γ)!
Y β−γ∗
)
+
iY β∗
β!
∑
γ≤β
(−1)|γ|
(
β
γ
),
and
∑
γ≤β
(−1)|γ|
(
β
γ
)
= 0 thus the formula holds.
3. Let β ∈ AI . We set Z(0,...,0) = Y
(0,...,0)−i and Zβ = β!Γ(iY β) =
∑
γ≤β(−1)
|γ|
(
β
γ
)
Y γ∗
(
(β − γ)!Y β−γ − Y β−γ∗
)
.
Pascal’s binomial inversion formula states that β!Y β − Y β∗ =
∑
γ≤β
(
β
γ
)
Y β−γ∗ Zγ .
With Lemma 2.3 and formulas (2) et (3), we can easily prove next Corollary.
Corollary 2.1. We have I(f) = 〈Y β∗ − β!Y β |β ∈ AI〉ideal.
From now on, for every (U, V ) ∈ U(gα,I)2, we shall denote
U ≡ V mod(I(f)) if and only if U − V ∈ I(f).
Lemma 2.5.
1. We have Y (0,...,0) ∈ T (I(f)).
2. Let β, γ ∈ AI . If there exists i ∈ J1, nK 1 ≤ βi < αi and 1 ≤ γi < αi then Y βY γ ∈ T (I(f))
Proof. 1. As Y (0,...,0) − i ∈ I(f) then Y (0,...,0) ∈ T (I(f)).
2. Let β, γ ∈ AI and i ∈ J1, nK such that 1 ≤ βi < αi et 1 ≤ γi < αi. The computation
Y βY γ −
γi + 1
βi
Y β−δ
i
Y γ+δi ≡
1
β!
Y β∗
1
γ!
Y γ∗ −
γi + 1
βi
1
(β − δi)!
Y β−δ
i
∗
1
(γ + δi)!
Y γ+δ
i
∗ mod(I(f))
≡ 0 mod(I(f))
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proves that Y βY γ ∈ T (I(f)) since Y β−δ
i
Y γ+δi < Y βY γ .
Lemma 2.6. Let T = Xp11 . . . X
pn
n
∏
β∈AI (Y
β)qβ ∈ S. Then,
1. For every k ∈ J1, nK, Xk[T, Y δ
k
] ≡ pkT mod(I(f)).
2. For every k ∈ J1, nK, [Xk, T ]Y δ
i
≡ (
∑
β∈AI qββk)T mod(I(f)).
Proof. 1. Let k ∈ J1, nK,
Xk[T, Y
δk ] = Xk
pkXp11 . . .Xpk−1k . . . Xpnn ∏
β∈AI
(Y β)qβY (0,...,0)

= pkT + ipkX
p1
1 . . . X
pk
k . . .X
pn
n
∏
β∈AI
(
Y β)qβ (Y (0,...,0) − i
)
,
as Y (0,...,0) − i ∈ I(f) we can conclude.
2. Let k ∈ J1, nK, we have
[Xk, T ]Y
δk = Xp11 . . .X
pn
n
∑
β∈AI,βk≥1
qβ
 ∏
β′∈AI ,β′ 6=β
(Y β
′
)qβ′
Y β−δkY δk
≡
∑
β∈AI
qββk
T mod(I(f)),
since Y β−δ
k
Y δ
k
− iβkY β is in I(f).
2.4 Reduction in the algebra U(gα,I)
For every a = (ak)1≤k≤n ∈ Cn and b = (bk)1≤k≤n ∈ Cn , we define the operators:
Ga,b : U(gα,I) −→ U(gα,I)
T 7−→
n∑
k=1
akXk[T, Y
δk ] + bk[Xk, T ]Y
δk .
Every two-sided ideal of U(gα,I), in particular the ideal I(f), is invariant under the operators Ga,b.
Lemma 2.7. Let T = Xp11 . . . X
pn
n
∏
β∈AI(Y
β)qβ ∈ O(I(f)). There exists a p-uple
(
(i1, ri1 ) . . . , (ip, rip)
)
∈∏p
j=1(Ij × J1, αij K) such that:
Ga,b(T ) ≡
s+ p∑
j=1
(
rij
αij
− 1)
T mod(I(f)),
where a = (1, . . . , 1), b =
∑p
j=1
1
αij
δij and s = deg(T ).
Proof. Let T = Xp11 . . .X
pn
n
∏
β∈AI (Y
β)qβ ∈ O(I(f)) and s = deg(T ). Let j ∈ J1, pK, we will construct
(ij , rij ) ∈ Ij × J1, αij K by separation of cases.
Case 1: There exists β ∈ αj such that qβ 6= 0. We denote β the minimum of these n-uples. As
T ∈ O(I(f)), from Lemmas 2.1 and 2.5 then β 6= (0, . . . , 0). So there exists ij ∈ Ij such that βij 6= 0.
For every β′ ∈ αj such that qβ′ 6= 0, then β′ij = αij as consequence of Lemma 2.5. From Lemma 2.6,
[Xij , T ]Y
δ
ij
≡ qββijT + (
∑
β′∈αj ,β′ 6=β qβ′αij )T mod(I(f)). Setting rij = βij ∈ J1, αij K, the formula:
1
αij
[Xij , T ]Y
δ
ij
≡ (
∑
β′∈αj
qβ′ + (
rij
αij
− 1))T mod(I(f))
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is true if rij = αij , and also if 1 ≤ rij < αij since in this case qβ = 1 from Lemma 2.5.
Case 2: For every β ∈ αj , we have qβ = 0. We can make an arbitrary choice of ij in Ij , and then
put rij = αij . The equality
1
αij
[Xij , T ]Y
δ
ij
≡
(∑
β′∈αj qβ′ + (
rij
αij
− 1)
)
T mod(I(f)) holds because the
members on each side vanish. Summing up we obtain
p∑
j=1
(
1
αij
[Xij , T ]Y
δ
ij
)
≡
 p∑
j=1
((
∑
β′∈αj
qβ′T +
p∑
j=1
(
βij
rij
− 1))
T mod(I(f)).
The family (αj)1≤j≤p is a partition ofA
I then
∑p
j=1
(∑
β′∈αj qβ′
)
=
∑
β∈AI qβ . Moreover
∑n
i=1Xi[T, Y
δi ] ≡
(
∑n
i=1 pi)T mod(I(f)) from Lemma 2.6. By definition s =
∑n
i=1 pi +
∑
β∈AI qβ , hence
G(1,...,1),
∑p
j=1
1
αij
δ
ij (T ) ≡
s+ p∑
j=1
(
rij
αij
− 1)
T mod(I(f)).
Proposition 2.3. Let s ∈ N. We define the operator:
Gs =
∏
i=(i1,...,ip)∈
∏p
j=1 Ij
 ∏
(ri1 ,...,rij )∈
∏p
j=1J1,αij K
Ga,bi −
s+ p∑
j=1
(
rij
αij
− 1)
 ,
with a = (1, . . . , 1) and bi =
∑p
j=1
1
αij
δij . For every T = Xp11 . . . X
pn
n
∏
β∈AI(Y
β)qβ ∈ O(I(f)) such
that deg(T ) = s we have
Gs(T ) ≡ 0 mod(I(f)).
Proof. Let T = Xp11 . . . X
pn
n
∏
β∈AI (Y
β)qβ ∈ O(I(f)), denote s = deg(T ). To compute Gs(T ) modulo
I(f) we commute the factors (see Lemma 2.7) in order to place in first position one of them which
annihilates T modulo I(f) (see Lemma 2.7). Since the ideal I(f) is invariant for each factor of Gs we
have Gs(T ) ≡ 0 mod(I(f)).
We now define the operators:
Ha,b : U(gα,I) −→ U(gα,I)
T 7−→
n∑
k=1
ak[XkT, Y
δk ] + bk[Xk, TY
δk ].
For a ∈ Cn, we set |a| =
∑n
k=1 ak.
Lemma 2.8. For every T in U(gα,I) we have Ha,b(T ) ≡ Ga,b(T ) + (|a|+ |b|)T mod(I(f)).
Proof. Let T ∈ U(gα,I),
Ha,b(T ) = Ga,b(T ) +
n∑
k=1
ak[Tk, Y
δk ]T + bkT [Xk, Y
δk ]
= Ga,b(T ) + (|a|+ |b|)T + (|a|+ |b|)(Y
(0,...,0) − 1)T
≡ Ga,b(T ) + (|a|+ |b|)T mod(I(f)).
We reformulate the Proposition 2.3 with operators Hs instead of Gs.
Proposition 2.4. Let s ∈ N. We define the operator
Hs =
∏
i=(i1,...,ip)∈
∏p
j=1 Ij
 ∏
(ri1 ,...,rij )∈
∏p
j=1J1,αij K
Ha,bi − (s+ n− p+
p∑
j=1
rij + 1
αij
)
 ,
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with a = (1, . . . , 1) et bi =
∑p
j=1
1
αij
δij .
For every T = Xp11 . . .X
pn
n
∏
β∈AI (Y
β)qβ ∈ S such that s = deg(T ) we have
Hs(T ) ≡ 0 mod(I(f)).
The next proposition tells us how the operators Hs operators reduce the degree in U(gα,I). We set
U−1(gα,I) = {0} by convention.
Proposition 2.5. For every integer s, Hs(Us(gα,I)) ⊂ Us−1(gα,I) + I(f).
Proof. Let s ∈ N and U ∈ Us(gα,I). There exists one and only one decomposition U = Φ+Can(U, I(f))
with Φ ∈ I(f) and Can(U, I(f)) ∈ V ect(O(I(f)), see Proposition 2.1. From Proposition 2.2, T (Can(U, I(f)) 
T (U) then Can(U, I(f)) ∈ Us(gα,I). Let Can(U, I(f)) = Vs + Vs−1, where Vs is the homogeneous
part of degree s of Can(U, I(f)). By linearity Hs(U) = Hs(Φ) + Hs(Vs) + Hs(Vs−1), Hs(Φ) ∈ I(f)
since every two-sided ideal of U(gα,I) are invariant for Hs, Hs(Vs) ∈ I(f) from Proposition 2.4 and
Hs(Vs−1) ∈ Us−1(gα,I) + I(f) from Lemma 2.6. Hence Hs(U) ∈ Us−1(gα,I) + I(f).
2.5 Meromorphic continuation
We denote by D(gα,I) the algebra ρ(U(gα,I)) and for every q ∈ N, D(gα,I)q = ρ(Uq(gα,I)). Let ∆1 the
Goodman laplacian defined as ∆1 = ρ(1 + ∆G) where ∆G = −
(∑n
k=1X
2
k +
∑
β∈AI(Y
β)2
)
(see [6]).
Proposition 2.6. The triple (D(gα,I),∆1, 2) is an algebra of generalized differential operators, and then
∆1 is a generalized laplacian of order 2 (see Definition 1.3), so that:
1. (D(gα,I)q = ρ(Uq(gα,I)))q∈N is an increasing filtration of D(gα,I).
2. The unity is of order 0.
3. For every X˜ ∈ D(gα,I)qX˜ , [∆1, X˜] ∈ D(gα,I)qX˜+1.
4. For every X˜ ∈ D(gα,I)
qX˜ , there exists ε > 0 such that:
∀v ∈ H∞, ‖∆
q
2
1 v‖+ ‖v‖ ≥ ε‖X˜v‖, (generalized Gårding inequality).
Proof. The filtration on (D(gα,I) is transported from the standard degree filtration on U(gα,I) by the
algebra morphism ρ, so the two first items are clear. The third one also, in light of deg(∆G) = 2. The
generalized Gårding inequality, comes from Proposition [6, Proposition 2.1].
For a proof of the next proposition, see [11, proposition I.1] and [11, Proposition IV.1].
Proposition 2.7. There exists some real s0 ≥ 1 such that ∆
− 12
1 ∈ L
s0(H).
Let (a, b) ∈ (Cn)2 and s ∈ N.
To the endomorphisms Ha,b and Hs on U(gα,I) (see (2.4) and (2.4)) , we associate the endomorphisms
H˜a,b and Ts on D(gα,I):
H˜a,b : D(gα,I) −→ D(gα,I)
T˜ 7−→
n∑
k=1
ak[ρ(Xk)T˜ , ρY
δk ] + bk[ρXk, T˜ ρ(Y
δk)],
Ts =
∏
(i1,...,ip)∈
∏p
j=1 Ij
 ∏
(ri1 ,...,rip)∈
∏p
j=1J1,αij K
H˜(1,...,1),
∑p
j=1
1
αij
δ
ij − (s+ n− p+
p∑
j=1
rij + 1
αij
)
 .
As ρ is an algebra morphism, this commutative diagram holds:
U(gα,I)
Hs
//
ρ

U(gα,I)
ρ

D(gα,I)
Ts
// D(gα,I).
We are now able to establish the meromorphic continuation theorem for the Lie algebras gα,I .
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Theorem 2.1. Let be a Lie algebra gα,I. Let a real s0 ≥ 1 such that ∆
− 12
1 ∈ L
s0(H). For every
X˜ ∈ D(gα,I)qX˜ , the spectral zeta function:
ζX˜,∆1 : C<− s0+q2
−→ C
z 7−→ Trace(X˜∆z1)
.
is holomorphic and admits a meromorphic continuation to all of C. The poles are constrained in the
family Ωα,I = (ωi,r,l) where
ωi,r,l =
p− n− q
2
−
p∑
j=1
rij + 1
2αij
+
l
2
,
for every i = (i1, . . . , ip) ∈
∏p
j=1 Ij , r = (ri1 , . . . , rij ) ∈
∏p
j=1J1, αij K and l ∈ Z such that l ≥∑p
j=1
rij+1
αij
+ n − p − s0. The multiplicity order of each pole is equal to or less the number of times it
appears in the family Ωα,I.
Proof. Let (a, b) ∈ (Cn)2. We prove that (Ts)s∈N is a reduction sequence in the algebra D(gα,I) (see
Definition 1.5). For every k ∈ J1, nK, denote Pk = ρ(Xk) et Qk = ρ(Y δ
k
). As [Pk, Qk] = 1 every pairs
((Pk)1≤k≤n, (Qk)1≤k≤n) and (a, b) ∈ (Cn)2 are always compatible. Here ∆1 is already in D(gα,I). For
every s ∈ N and every X˜ ∈ D(gα,I)s we have just to prove that Ts(X˜) ∈ D(gα,I)s−1.
Let X˜ ∈ D(gα,I)
s and X ∈ Us(gα,I) such that ρ(X) = X˜. From previous commutative diagram, we
stand Ts(X˜) = ρ(Hs(X)). From Proposition 2.5, Hs(X) ∈ Us−1(gα,I)+ I(f) then Ts(X˜) ∈ ρ(Us−1(gα,I)
since I(f) is the kernel of ρ. Hence, we have proved Ts(X˜) ∈ D(gα,I)
s−1. The polynomial function
associates to the reduction sequence (Ts)s∈N is defined by:
∀z′ ∈ C, b(z′) =
∏
(i1,...,ip)∈
∏p
j=1 Ij
 ∏
(ri1 ,...,rip )∈
∏p
j=1J1,αij K
(p− n−
p∑
j=1
rij + 1
αij
− z′)
 .
We conclude with Theorem 1.2.
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