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Abstract
We investigate in this manuscript an optimal control problem for a fractional wave
equation involving the fractional Riemann-Liouville derivative and with missing initial
condition. For this purpose, we use the concept of no-regret and low-regret controls.
Assuming that the missing datum belongs to a certain space we show the existence
and the uniqueness of the low-regret control. Besides, its convergence to the
no-regret control is discussed together with the optimality system describing the
no-regret control.
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1 Introduction
Let us consider N ∈N∗ and  a bounded open subset of RN possessing the boundary ∂
of class C. When the time T > , we consider Q = × ],T[ and  = ∂× ],T[ and we




DαRLy(x, t) –y(x, t) = v(x, t), (x, t) ∈Q,
y(σ , t) = , (σ , t) ∈ ,
I–αy(x, +) = y, x ∈ ,
∂
∂t I–αy(x, +) = g, x ∈ ,
()
such that / < α < , y ∈ H() ∩ H(), I–αy(x, +) = limt→ I–αy(x, t) and ∂∂t I–αy(x,
+) = limt→ ∂∂t I–αy(x, t) where the fractional integral Iα of order α and the fractional
derivative DαRL of order α are within the Riemann-Liouville sense. The function g is un-
known and belongs to L() and the control v ∈ L(Q).
Since the initial condition is unknown, the system () is a fractional wave equations with
missing data. Such equations are used to model pollution phenomena. In this system g
represents the pollution term.
According to the data, we know that system () admits a unique solution y(v, g) =
y(x, t; v, g) in L((,T);H())⊂ L(Q) []. Hence, we can deﬁne the following functional:
J(v, g) =
∥




where zd ∈ L(Q) and N > .
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In this manuscript, we discuss the optimal control problem, namely
inf
v∈L(Q)
J(v, g), ∀g ∈ L(). ()
If the function g is given, namely g = g ∈ L(), then system () is completely determined
and problem () becomes a classical optimal control problem []. Such a problem was
studied by Mophou and Joseph [] with a cost function deﬁned with a ﬁnal observation.
Actually, the authors proved that one can approach the fractional integral of order  <
 – α < / of the state at ﬁnal time by a desired state by acting on a distributed control.
For more literature on fractional optimal control, we refer to [–] and the references
therein.
Since the function g is unknown, the optimal control problem () has no sense because
L() is of inﬁnite dimension. So, to solve this problem, we proceed as Lions [, ] for
the control of partial diﬀerential equations with integer time derivatives andmissing data.
This means that we use the notions of no-regret and low-regret controls. There are many
works using these concepts in the literature. In [] for instance, Nakoulima et al. utilized
these concepts to control distributed linear systems possessingmissing data. A generaliza-
tion of this approach can be found in [] for some nonlinear distributed systems possess-
ing incomplete data. Jacob and Omrane used the notion of no-regret control to control
a linear population dynamics equation with missing initial data []. Recently, Mophou
[] used these notions to control a fractional diﬀusion equation with unknown bound-
ary condition. For more literature on such control we refer to [–] and the references
therein.
In our paper, we show that the low-regret control problem associated to () admits a
unique solution which converges toward the no-regret control. We provide the singular
optimality system for the no-regret control.
Below we present the organization of our manuscript. In the following section, we show
brieﬂy some results about fractional derivatives and preliminary results on the existence
and uniqueness of solution to fractional wave equations. In Section , we investigate the
no-regret and low-regret control problems corresponding to ().
2 Preliminaries
Below, we give brieﬂy some results about fractional calculus and some existence results
about fractional wave equations.
Deﬁnition . [, ] If f :R+ →R is a continuous function on R+, and α > , then the
expression of the Riemann-Liouville fractional integral of order α is




(t – s)α–f (s)ds, t > .
Deﬁnition . [, ] The form of the left Riemann-Liouville fractional derivative of
order ≤ n –  < α < n, n ∈N of f is given by
DαRLf (t) =






(t – s)n––αf (s)ds, t > .
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Deﬁnition . [, ] The left Caputo fractional derivative of order  ≤ n –  < α < n,
n ∈N of f is given by





(t – s)n––αf (n)(s)ds, t > . ()
We mention that in the above two deﬁnitions we consider f :R+ →R.
Deﬁnition . [–] Let f : R+ → R,  ≤ n –  < α < n, n ∈ N. Then the right Caputo






(s – t)n––αf (n)(s)ds,  < t < T . ()
In all above deﬁnitions we assume that the integrals exist.














































(DαC ϕ(x, t) –ϕ(x, t)
)
dxdt. ()
In the following we give some results that will be use to prove the existence of the low-
regret and no-regret controls.





DαRLy(x, t) –y(x, t) = v(x, t), (x, t) ∈Q,
y(σ , t) = , (σ , t) ∈ ,
I–αy(x, +) = y, x ∈ ,
∂
∂t I–αy(x, +) = y, x ∈ 
()























































(α – ) ,C
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Consider the fractional wave equation involving the left Caputo fractional derivative of




DαC y(x, t) –y(x, t) = f , (x, t) ∈Q,
y(σ , t) = , (σ , t) ∈ ,
y(x, ) = , x ∈ ,
∂y
∂t (x, ) = , x ∈ ,
()
where f ∈ L(Q).
Theorem . Let f ∈ L(Q). Then problem () has a unique solution y ∈ C([,T];H()).
Moreover, ∂y




















α – ‖f ‖L(Q). ()
Proof Below we proceed as was mentioned in []. 




DαC ψ(x, t) –ψ(x, t) = φ, (x, t) ∈Q,
ψ(σ , t) = , (σ , t) ∈ ,
ψ(x,T) = , x ∈ ,
∂ψ
∂t (x,T) = , x ∈ ,
()
whereDαC is the right Caputo fractional derivative of order  < α < .Then () has a unique





α – ‖φ‖L(Q) ()
















α – ‖φ‖L(Q). ()
Proof If we make the change of variable t → T – t in (), then we conclude that ψˆ(t) =




DαC ψˆ –ψˆ = φˆ in Q,
ψˆ =  on ,
ψˆ() =  in ,
∂ψˆ
∂t () =  in ,
()
where φˆ(t) = φ(T – t) and DαC is the left Caputo fractional derivative of order / < α < .
Because T – t ∈ [,T] when t ∈ [,T], we say that φˆ ∈ L(Q) due to the fact that φ ∈ L(Q).
It then suﬃces to use Theorem . to conclude. 
We also need some trace results.
Lemma . [] Let f ∈ L(Q) and y ∈ L(Q) such that DαRLy –y = f . Then:
(i) y|∂ and ∂y∂ν |∂ exist and belong to H
–((,T);H–/(∂)) and
H–((,T);H–/(∂)) respectively.
(ii) I–αy ∈ C([,T];L()).
(iii) ∂
∂t I–αy ∈ C([,T];H–()).
3 Existence and uniqueness of no-regret and low-regret controls
Below, we show the existence and the uniqueness of the no-regret control and the low-
regret control problem for system ().
Lemma . Let v ∈ L(Q) and g ∈ L(). Then we have





y(, g) – y(, )
][
y(v, ) – y(, )
]
dt dx. ()
Here J denotes the functional given by () and y(v, g) = y(x, t; v, g) ∈ L(,T ;H())⊂ L(Q)
is the solution of ().





DαRLy(v, ) –y(v, ) = v in Q,
y =  on ,
I–αy(; v, ) = y in ,
∂





DαRLy(, g) –y(, g) =  in Q,
y =  on ,
I–αy(; , g) = y in ,
∂
∂t I–αy(; , g) = g in ,
()





DαRLy(, ) –y(, ) =  in Q,
y =  on ,
I–αy(; , ) = y in ,
∂
∂t I–αy(; , ) =  in ,
()
where I–αy(; v, g) = limt→+ I–αy(x, t; v, g) and ∂∂t I–αy(; v, g) = limt→+
∂
∂t I–αy(x, t; v, g).
Since v ∈ L(Q), y ∈H()∩H() and g ∈ L(), we see fromTheorem. that y(v, ),






y(v, ) – zd
][
y(v, ) – zd
]





y(, g) – zd
][







y(, ) – zd
][
y(, ) – zd
]
dt dx, (c)
and using the fact that


















y(v, ) – zd
][













y(v, ) – y(, )
][







y(, ) – zd
][










∥y(, g) – y(, ) – zd
∥
∥





y(, ) – zd
][
y(, g) – y(, )
]
dt dx – J(, ),
we conclude that







y(v, ) – y(, )
][
y(, g) – y(, )
]
dt dx. 
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Lemma . Let v ∈ L(Q) and g ∈ L(). Then we have
J(v, g) = J(, g) + J(v, ) – J(, ) + 
∫

gζ (x, ; v)dx, ()




DαC ζ (v) –ζ (v) = y(v, ) – y(, ) in Q,
ζ =  on ,
ζ (x,T ; v) =  in ,
∂ζ
∂t (x,T ; v) =  in .
()
Proof Since y(v, ) – y(, ) ∈ L(Q), from Proposition ., we know that the system ()








































DαRLz –z =  in Q,
z =  on ,
I–αz() =  in ,
∂
∂t I–αz() = g in .
()
Since g ∈ L(), it follows from Theorem . that z ∈ L((,T);H()), I–αz ∈ C([,T],
H()), and ∂∂t I–αz ∈ C([,T],L()). So, if we multiply the ﬁrst equation of () by z
















ζ (x, ; v) ∂
∂t I
–αz()dx. ()




y(v, ) – y(, )
][





ζ (x, ; v)g dx,
and () becomes
J(v, g) – J(, g) = J(v, ) – J(, ) + 
∫

ζ (x, ; v)g dx. 
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J(v, g) – J(, g)
)
. ()






J(v, ) – J(, ) + 
∫

ζ (x, ; v)g dx
]
. ()





ζ (x, ; v)g dx
)
= . ()









ζ (x, ; v)g dx
)
= ,∀g ∈ L()
}
.
As a result such control should be carefully investigated. So, we proceed by penalization.






J(v, g) – J(, g) – γ ‖g‖L()
)
. ()






























∥ζ (·, ; v)∥∥L(),













∥ζ (·, ; v)∥∥L(). ()
Proposition . Let γ > .Then () has a unique solution uγ , called a low-regret control.
Proof We recall that




∥ζ (·, ; v)∥∥L() ≥ –J(, ).
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Thus, we can say that infv∈L(Q) Jγ exists. Let (vn) ∈ L(Q) be a minimizing sequence such
that
lim
n→+∞ Jγ (vn) = infv∈L(Q)
Jγ (v). ()
Then yn = y(x, t; vn, ) is a solution of () and yn satisﬁes
DαRLyn(x, t) –yn(x, t) = vn(x, t) in Q, (a)
yn(x, t) =  on , (b)
I–αyn(x, ) = y in , (c)
∂
∂t I
–αyn(x, ) =  in . (d)
It follows from () that there exists C(γ ) >  independent of n such that
≤ J(vn, ) + 
γ
∥
∥ζ (·, ; vn)
∥
∥
L() ≤ C(γ ) + J(, ) = C(γ ).
From the deﬁnition of J(vn, ) we obtain
‖vn‖L(Q) ≤ C(γ ), (a)
∥






Therefore, from Theorem ., we know that there exists a constant C independent of n
such that



















≤ C(γ ). (c)





L(Q) ≤ C(γ ). ()
Consequently, there exist uγ ∈ L(Q), yγ ∈ L((,T);H()), δ ∈ L(Q), η ∈ L((,T);
H()), θ ∈ L((,T);L()) and we can extract subsequences of (vn) and (yn) (still called
(vn) and (yn)) such that:
vn ⇀ uγ weakly in L(Q), (a)
DαRLyn –yn ⇀ δ weakly in L(Q), (b)
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The remaining part of the proof contains three steps.
Step : We show that (uγ , yγ ) fulﬁlls ().
Set D(Q), the set of C∞ function on Q with compact support and denote by D′(Q) its
dual. Multiplying (a) by ϕ ∈ D(Q) and using Lemma ., (a), and (c), we prove as
in [] that
DαRLyn –yn ⇀DαRLyγ –yγ weakly in D′(Q).
From (b) and the uniqueness of the limit, we conclude
DαRLyγ –yγ = δ ∈ L(Q). ()
Hence,
DαRLyn –yn ⇀DαRLyγ –yγ weakly in L(Q). ()
Then passing to the limit in (a) and using () and (a), we obtain
DαRLyγ (x, t) –yγ (x, t) = uγ (x, t), (x, t) ∈Q. ()
On the other hand, we have
∫
Q











(t – s)–αϕ(x, t)dt
)
dsdx, ∀ϕ ∈D(Q).
Thus using (c) and (d), while passing to the limit, we get
∫
Q
















I–αyγ (x, t)ϕ(x, t)dt dx, ∀ϕ ∈D(Q).
This implies that
I–αyγ (x, t) = η in Q.
Thus, (d) becomes











–αyγ weakly in D′(Q),
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–αyγ = θ weakly in L(Q). ()
Since yγ ∈ L(Q) andDαRLyγ –yγ ∈ L(Q), in view of Lemma ., we know that yγ|∂ and
∂yγ
∂v |∂ exist and belong to H
–((,T);H–/(∂)) and H–((,T);H–/(∂)), respectively.
Moreover, we have I–αyγ ∈ C([,T];L()) and ∂
∂t I–αyγ ∈ C([,T];H–()).
Now multiplying (a) by a function ϕ ∈ C∞(Q) such that ϕ|∂ =  and ϕ(x,T) =
∂ϕ
∂t (x,T) =  in , and integrating by parts over Q, we obtain
∫
Q
















(DαC ϕ(x, t) –ϕ(x, t)
)
dxdt
because we have (c) and (d). Thus, using (a) and (c) while passing to the limit
in the latter identity, we get
∫
Q









(DαC ϕ(x, t) –ϕ(x, t)
)
dxdt,
∀ϕ ∈ C∞(Q) such that ϕ|∂ = , ϕ(T) = ∂ϕ∂t (T) =  in , which, according to Lemma .,
can be rewritten as
∫
Q

































∀ϕ ∈ C∞(Q) such that ϕ|∂ = , ϕ(T) = ∂ϕ∂t (T) =  in .




























∀ϕ ∈ C∞(Q) such that ϕ|∂ = , ϕ(T) = ∂ϕ∂t (T) =  in .
Choosing successively in () ϕ such that ϕ(x, ) = ∂ϕ
∂t (x, ) =  and ϕ(x, ) = , we de-
duce that
yγ (x, t) = , (x, t) ∈ , ()




–αyγ (x, ) = , x ∈ . ()
In view of (), (), (), and (), we see that yγ = yγ (x, t;uγ , ) is a solution of ().
Step : We show ζn = ζ (x, t; vn) converges to ζ γ = ζ (x, t;uγ ).




DαC ζn –ζn = y(vn, ) – y(, ) in Q,
ζn =  on ,
ζn(T) =  in ,
∂
∂t ζn(T) =  in .
()




DαRLzn –zn = vn in Q,
zn =  on ,
I–αzn() =  in ,
∂
∂t I–αzn() =  in .
It follows, from Theorem . and (a), that
‖zn‖L((,T);H()) =
∥





Hence, from Corollary ., we deduce that












≤ C(γ ). ()
Since the embedding of C([,T];H()) into L((,T);H()) and the embedding of
C([,T];L()) into L(Q) are continuous, we can conclude that there exists ζ γ ∈
L((,T);H()) such that
ζn ⇀ ζ

















γ weakly in L(Q). ()
Since ζ γ ∈ L((,T);H()) and ∂∂t ζ γ ∈ L(Q), we see that ζ γ () and ζ γ (T) belongs to
L(). In view of (), we have
ζ γ (T) =  in  ()
and in view of () and (), we set
∂
∂t ζ
γ (T) =  in . ()
From (b), we deduce that there exists ρ ∈ L() such that
ζ (·, ; vn)⇀ ρ weakly in L(). ()
Multiplying the ﬁrst equation of () by φ ∈ D(Q) then, using the integration by parts











DαRLφ(x, t) –φ(x, t)
]
ζn(x, t)dt dx.






x, t;uγ , 
)







DαRLφ(x, t) –φ(x, t)
)
ζ γ (x, t)dt dx, ∀φ ∈D(Q), ()






x, t;uγ , 
)






(DαC ζ γ (x, t) –ζγ (x, t)
)
φ(x, t)dt dx, ∀φ ∈D(Q).
This implies that




– y(, ) in Q. ()
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Now, if wemultiply the ﬁrst equation of () byφ ∈ C∞(Q) withφ|∂ =  and I–αφ() = 

















DαRLφ(x, t) –φ(x, t)
)
ζn(x, t)dt dx +
∫
















DαRLφ(x, t) –φ(x, t)
)







∀φ ∈ C∞(Q) such that φ|∂ = , I–αφ() =  in , ()















ζ γ () ∂
∂t I
–αφ()dx
∀φ ∈ C∞(Q) such that φ|∂ = , I–αφ() =  in .
Hence, choosing φ ∈ C∞(Q), such that φ|∂ = , I–αφ() = ∂∂t I–αφ() = , we get
ζ γ =  on , ()
and then
ζ γ () = ρ in . ()




DαC ζ γ –ζγ = y(uγ , ) – y(, ) in Q,
ζ γ =  on ,
ζ γ (T) =  in 
∂ζγ
∂t (T) =  in .
()
Moreover, using (), equation () becomes
ζ (·, ; vn)⇀ ζγ () = ζ
(·, ;uγ ) weakly in L(). ()




) ≤ lim inf
n→∞ Jγ (vn),
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The uniqueness of uγ comes from the fact that the functional Jγ is strictly convex. 
Theorem . For any γ > , let uγ be the low-regret control. Then there exist qγ ∈
L((,T);H()) and pγ ∈ C([,T];H()) such that (uγ , yγ = yγ (uγ , ),qγ ,pγ ) satisﬁes




DαRLyγ –yγ = uγ in Q,
yγ =  on ,
I–αyγ () = y in ,
∂





DαRLqγ –qγ =  in Q,
qγ =  on ,
I–αqγ () =  in ,
∂
∂t I–αqγ () =
√
γ





DαC pγ –pγ = yγ – zd + √γ qγ in Q,
pγ =  on ,
pγ (T) =  in ,
∂pγ
∂t (T) =  in ,
()
and
Nuγ + pγ =  in Q. ()
Proof Equations (), (), (), and () give (). To characterize the low-regret control









k= = , ∀v ∈ L(Q). ()

































x, ; v – uγ
))
dx = , ∀v ∈ L(Q), ()




Dαζ (v – uγ ) –ζ (v – uγ ) = y(v, ) – yγ (uγ , ) in Q,
ζ (v – uγ ) =  on ,
ζ (T ; v – uγ ) =  in ,
∂ζ
∂t (T ; v – uγ ) =  in .
()
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Let z(v–uγ ) = y(x, t; v, ) – yγ (x, t;uγ , ) be the state associated to (v–uγ ) ∈ L(Q). Then




DαRLz –z = v – uγ in Q,
z =  on ,
I–αz() =  in ,
∂
∂t I–αz() =  in .
()
To interpret (), we introduce qγ = qγ (uγ , ) as a solution of equation (). As
√
γ
















where C >  is a positive constant independent of γ .
Multiplying the ﬁrst equation of () by √
γ

















































dt dx = , ∀v ∈ L(Q). ()
Now, let pγ verify (). Then, in view of Corollary ., pγ ∈ C([,T];H()), and ∂∂t pγ ∈
C([,T];L()) since yγ – zd + √γ qγ ∈ L(Q).
Thus, multiplying the ﬁrst equation of () by pγ , a solution of (), then, utilizing the















Replacing in the latter identity z(v–uγ ) by y(x, t; v, ) – yγ (x, t;uγ , ), which is a solution











y(x, t; v, ) – yγ
(





















dxdt = , ∀v ∈ L(Q).
Consequently Nuγ + pγ =  in Q. 
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Proposition . For any γ > , let uγ be the low-regret control. Then uγ converges to u, a
solution of the no-regret problem ().




) ≤ Jγ () = ,
because in view of (), ζ () = ζ (x, t; ) =  in Q. It then follows from the deﬁnition of Jγ














































































Since y(uγ , ) is solution of (), we see from Theorem . that there exists a constant














Thus there exist u ∈ L(Q), y ∈ L((,T);H()), δ ∈ L(Q), and subsequences extracted
of (uγ ) and (yγ ) (still called (uγ ) and (yγ )) such that
uγ ⇀ u weakly in L(Q), (a)





DαRLyγ –yγ ⇀ δ weakly in L(Q). (c)




DαRLy –y = u in Q,
y =  on ,
I–αy(x, ) = y in ,
∂
∂t I–αy(x, ) =  in ,
()
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Dαζ –ζ = y(u, ) – y(, ) in Q,
ζ =  on ,
ζ (T) =  in ,
∂ζ
∂t (T) =  in .
()
Moreover, in view of (c), we have
ζ




gζ (x, ;u)dx = .
This implies that u is solution of the no-regret control problem (). 
Theorem . Let us consider u = limγ→ uγ be the no-regret control corresponding to the
state y(u, ). Then there exist q ∈ L((,T);H()) and p ∈ C([,T];H()) in such a way




DαRLy –y = u in Q,
y =  on ,
I–αy() = y in ,
∂





DαRLq –q =  in Q,
q =  on ,
I–αq() =  in ,
∂





DαC p –p = y(u, ) – zd + τ in Q,
p =  on ,
p(T) =  in ,
∂p
∂t (T) =  in ,
()
and
Nu + p =  in Q. ()
Proof We have () (see system ()).


































(·, ;uγ ) ⇀ τ weakly in L(), ()
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Using () and () while passing to the limit in (), we show as for the convergence of
yn = y(vn, ) (see pp. to ) that q satisﬁes ().











Therefore there exists p ∈ L(Q) such that
pγ ⇀ p weakly in L(Q). ()
In view of () and (a), we know that there exist τ ∈ L(Q) such that
√
γ
qγ ⇀ τ weakly in L(Q). ()
Then we prove as for the convergence of ζn = ζ (x, t; vn) (see pp. to ) that p is solution
of (). Using (b) and () while passing to the limit in (), we conclude (). 
4 Conclusions
We study an optimal control problem associated to a fractional wave equation involving
Riemann-Liouville fractional derivative andwith incomplete data. Actually, the initial con-
dition is missing. In order to solve the problem, we assume that the missing data belongs
to an inﬁnite dimensional space. Using the notions of no-regret and low-regret controls,
we show that when / ≤ α ≤ , such a control exists and is unique. Then we give the
singular optimality system that characterizes the control.
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