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Abstract
We consider the problem of utility maximization with exponential preferences in a
market where the traded stock/risky asset price is modelled as a Le´vy-driven pure jump
process (i.e. the driving Le´vy process has no Brownian component). In this setting, we
study the terminal utility optimization problem in the presence of a European contingent
claim. We consider in detail the BSDE (backward stochastic differential equation) char-
acterising the value function when using an exponential utility function. First we analyse
the well-definedness of the generator. This leads to some conditions on the market model
related to conditions for the market to admit no free lunches. Then we give bounds on
the candidate optimal strategy.
Thereafter, we discuss the example of a cross-hedging problem and, under severe
assumptions on the structure of the claim, we give explicit solutions. Finally, we establish
an explicit solution for a related BSDE with a suitable terminal condition but a simpler
generator.
Keywords: BSDE, cross hedging, exponential utility, Le´vy process, stationary spread.
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1 Introduction
In the context of utility maximization, exponential utility has been widely used because of
its nice analytic tractability. In particular, it shows fundamental separation properties when
dealing with contingent claims.
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For Itoˆ-diffusion and continuous martingale models, backward stochastic differential equa-
tion (BSDE for short) methods have been applied in order to relax the assumption of convex-
ity on the constraint set in the seminal paper by Hu et al. (2005) as well as in many following
papers by various authors. Hu et al. (2005) rely on the so-called “martingale optimality prin-
ciple” to derive a BSDE characterizing the solution of the problem. In the presence of jumps,
the first paper using this methodology in the context of utility maximization, at least to the
best of our knowledge, is Becherer (2006) (we refer the reader to e.g. Øksendal and Sulem
(2007) for a general introduction into optimal control with jump processes). Becherer (2006)
considers again an Itoˆ-diffusion market model, but relaxes the assumptions on the filtration.
This is assumed to be the natural filtration generated by a multidimensional Brownian mo-
tion and an independent integer-valued random measure. Morlais (2009, 2010) extends the
results to the case of a Le´vy-Itoˆ diffusion model, i.e. she allows also jumps in the stock price
process. In all the above mentioned papers, a fundamental assumption is that the Gaussian
covariance matrix is strictly positive-definite, which ensures the existence of an equivalent
martingale measure. In the absence of a Gaussian component in the dynamics of the price,
additional conditions on the Le´vy measure and the drift term need to be imposed for the
model to admit an equivalent (local) martingale measure (see e.g. Bardhan and Chao (1996);
Protter and Shimbo (2008); Kardaras (2009)).
The purpose of this paper is to analyze the “complementary” case to the one studied in
Becherer (2006), namely when the stock price is a Le´vy-driven pure jump process and the
filtration is generated by its associated jump measure and an independent Brownian motion.
In this setting, we first construct a BSDE by means of the martingale optimality principle in
the standard way (i.e. as e.g. in Becherer (2006) or Morlais (2009, 2010)) and give condi-
tions for the corresponding generator to be well-defined. Let us also mention here that these
conditions turn out to be identical to conditions known to imply no free lunch with vanishing
risk in several situations where such NFLVR conditions are known. After deriving the BSDE
via the martingale optimality principle, we follow a different route than the previously cited
papers, which show existence and uniqueness of solutions in appropriate spaces. Instead we
first simply assume that we have a solution to the BSDE and study whether this allows us
to obtain a solution to the utility optimization problem including an optimal strategy. Later
on we, similarly to Richter (2014), consider a concrete problem were we can directly find
a solution to the BSDE. The reason is that we want to obtain explicit solutions and that we
want to consider unbounded constraint sets for the strategy for which it seems to be very
hard to prove optimality of strategies in the presence of jumps in general (note that Morlais
(2009, 2010) shows that in her jump diffusion market the optimization problem has a solution
given in terms of the BSDE, but nothing is said about the existence of an optimal strategy for
unbounded constraint sets).
A motivation for the considered problem is the following application. We are interested in
investigating a cross-hedging problem in the case where the stock price is described by a pure
jump process but the investor wants to hedge a derivative on another (illiquid) asset. Imagine
that the price of this asset is – as in some cross-hedging problems – strongly correlated with
the price of the traded stock, but that their logspread is not constant and exhibits a mean
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reverting behaviour. This is in the present paper modeled by a market where the stock price
is a Le´vy-driven pure jump process and the logspread follows an Ornstein-Uhlenbeck process.
The remainder of the paper is structured as follows. In Section 2 we introduce the model.
Section 3 deals with the well-posedness of the optimization problem and, in particular, The-
orem 3.1 gives conditions on the market parameters such that the problem is well-defined.
Moreover, we give bounds on the “candidate optimal strategy” and conditions when it is
indeed optimal. In Section 4 we illustrate an example of a cross-hedging problem where
explicit solutions can be obtained, under the assumption that the claim is logarithmic in the
price of the illiquid asset. Finally, in Section 5 we discuss the difficulties of extending the
approach of Section 4 to more general claims.
2 The market model
We assume given a filtered probability space (Ω,F ,(Ft)t∈[0,T ],P) with T > 0 a finite time
horizon and a filtration (Ft)t∈[0,T ] satisfying the usual conditions. Assume that the above
filtration is generated by the following two processes, independent of each other:
• a standard (one-dimensional) Brownian motion (Wt)t∈[0,T ];
• a real-valued Poisson point process p with associated counting measure Np(dt, dx), and
compensator N̂p(dt, dx) = ν(dx)dt, where the Le´vy measure ν is positive and satisfies
ν({0}) = 0, and
∫
R∗
(1∧|x|2)ν(dx)< ∞. (2.1)
Let N˜p denote its compensated counting measure.
Here, we denote R\{0} by R∗. (Ft)t∈[0,T ] is hence the right-continuous filtration generated
by the two processes, and completed by the P-null sets. We denote by P = P(Ft) the
associated predictable σ -algebra on [0,T ]×Ω and we define the following spaces:
L2(W ) :=
{
(Zt)t∈[0,T ] predictable s.t. E
[∫ T
0 |Zs|2 ds
]
< ∞
}
,
L2(N˜p) :=
{
(Ut)t∈[0,T ] P⊗B(R∗)-measurable s.t. E
[∫
[0,T ]×R∗ |Us(x)|2ν(dx)ds
]
< ∞
}
.
For a measure ν on R\{0}we define L0(ν) as the space of all u :R→R measurable equipped
with the (local) topology of the convergence in measure (see e.g. Bauer (2001), §20, Part II)
and we further set L2(ν) := {u ∈ L0(ν) such that ∫
R∗ |u(x)|2ν(dx)< ∞},
L∞(ν) := {u ∈ L0(ν) such that u takes bounded values ν-almost surely}.
Consider a market model consisting of a riskless asset, taken as numeraire, and a risky asset
whose discounted price process S = (St)t∈[0,T ] evolves according to the following SDE:{
dSt = St−
(
ϕt dt +
∫
R∗ ψt(x)N˜p(dt, dx)
)
, ∀t ∈ [0,T ]
S0 = s ∈ (0,∞),
(2.2)
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for ϕ, ψ uniformly bounded predictable processes with ψ ∈ L2(N˜p), and ψ > −1 P−a.s.
at every time. The latter assumption ensures that the price stays strictly positive. Obvi-
ously for constant deterministic ϕ and ψ this is a standard exponential Le´vy model (see e.g.
Cont and Tankov (2004)) which is popular in finance. However, our model is much more
general. It allows not only time-inhomogeneous Le´vy models but also, for instance, models
of a stochastic volatility type, as the coefficients may be stochastic. Noting that ψ may de-
pend on W one could e.g. have dynamics like dSt = St−
√
σ 2t−dLt with L a pure-jump Le´vy
process and σ 2t− being a square root diffusion (truncated to ensure the assumed boundedness)
similar to the Heston model. So our modelling set-up allows a lot of flexibility to cover many
of the stylized facts (cf. Cont (2001), Guillaume et al. (1997)) of financial data sets. Finally
it should be noted that we consider the price processes under the real world measure, not a
risk-neutral one.
Assume now that we want to hedge a position at the terminal time T , i.e. we know that we
will have to pay an FT -measurable discounted amount B. We want to maximize the expected
utility of the discounted terminal wealth. The discounted wealth process X x,pi is composed of
the initial capital x∈R, and gains from trading with a self-financing strategy pi in the market.
The strategy pi corresponds to the discounted amount of money invested in the stock, the
number of shares is pit/St .
As we only consider discounted quantities, we will from now on often omit the adjective
“discounted”. Note also that if a riskless bank account having a zero interest rate is the
numeraire then our approach considers undiscounted quantities.
The wealth process for an initial capital x at time t solves the equation
Xpi,t,xs = x+
∫ s
t
pir
dSr
Sr−
, ∀s ∈ [t,T ]
and the dynamics of the wealth process can be rewritten as{
dXpi,t,x = pisϕs ds+
∫
R∗ pisψs(x)N˜p(ds, dx), ∀s ∈ [t,T ]
Xpi,t,xt = x.
(2.3)
To ease notation, we will sometimes omit one or more superscripts in the wealth process, the
parameters being implicitely fixed. If not specified, the initial time is assumed to be t = 0.
We want to solve the following problem
V (x) = sup
pi∈A
E[U(Xpi,0,xT −B)], x ∈ R
where U(x) = −exp(−αx) is the exponential utility function, α ∈ (0,∞) the risk aversion
parameter, and A is a fixed set of admissible trading strategies defined in Definition 2.1 be-
low. Throughout this paper we consider only the exponential utility function (similarly to e.g.
the works of Becherer (2006) and Morlais (2009, 2010)). One reason is that the exponential
function has particularly nice (separation) features for our further analysis. However, the ap-
proach to solve the stochastic optimization problem by BSDEs is in principle also applicable
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for different utility functions, in particular, power utilities (see e.g. Hu et al. (2005), Richter
(2014) for examples). However, a different utility function already results in a different gen-
erator of the BSDE and a very particular feature of the exponential utility function is that the
initial wealth factors out of the value function V and that therefore the optimal strategy does
not depend on the initial wealth. Hence, all the upcoming investigations have to be done anew
for a different utility function and it is not clear to which extent one can e.g. find special cases
allowing for explicit solutions as we will do later on. Investigating the use of different utility
functions in our set-up is thus a very interesting question for future research but beyond the
scope of the present paper.
Definition 2.1. Let C be a closed set in R with 0 ∈ C. The set of admissible strategies A
consists of all predictable processes pi = (pit)06t6T , pi taking values in C λ ⊗P−a.e., where
λ denotes the Lebesgue measure on R, such that ∫ T0 |pisϕs|ds ∈ L2(Ω,P) and piψ ∈ L2(N˜p)
and such that the set
{exp{−αXpiτ } s.t. τ is a stopping time with values in [0,T]} (2.4)
is a uniformly integrable family.
Above λ denotes the Lebesgue measure. Regarding the integrability properties, elemen-
tary arguments including Jensen’s inequality and the boundedness of ϕ show the following.
Lemma 2.2. Assume that pi is predictable and E
(∫ T
0 |pis|2ds
)
< ∞.
If |ψs|L2(ν) :=
(∫
R∗ ψ2s (x)ν(dx)
)1/2 is bounded on Ω× [0,T ], then ∫ T0 |pisϕs|ds∈ L2(Ω,P)
and piψ ∈ L2(N˜p).
We define a dynamic version of the value function associated to the problem as follows
Vt(x) = sup
pi∈A
E[U(X x,t,piT −B)], x ∈ R, t ∈ [0,T ]. (2.5)
and we will now describe the solution to this problem by a BSDE of the type:{ −dYt = f (t,Yt−,Zt ,Ut)dt−Zt dWt − ∫R∗Ut(x)N˜(dt, dx), ∀t ∈ [0,T ]
YT = B.
(2.6)
A BSDE is determined by a terminal condition (in this case the claim B) and a generator. The
following derivation via the “martingale optimality principle” follows the standard route (see
e.g. Hu et al. (2005), Morlais (2009) ) and so we only sketch it:
The martingale optimality principle (see Rogers and Williams (2000) , for instance) implies
that we should decompose the process U(X x,pit −Yt) in such a way that it is a supermartingale
for every admissible pi and a martingale for some admissible strategy pi∗.
We start by applying Itoˆ’s formula to the function U composed with the process X x,pi −Y and
recalling (2.3). We obtain
dU(X −Y )t =U(Xt−−Yt−)
{
αZt dWt +
∫
R∗
(e−α(pisψs(x)−Us(x))−1)N˜(dt, dx)
5
−α f (t,Yt−,Zt ,Ut)dt−αpitϕt dt + 12α
2|Zt |2 dt
+
∫
R+
(
e−α(pit ψt(x)−Ut(x))−1+α(pitψt(x)−Ut(x))
)
ν(dx)dt
}
.
We want to choose the generator f in such a way that the process above is a supermartingale
for every admissible strategy. We hence look at the finite variation part which can be seen to
be of the form −eApit where
Apit =
∫ t
0
[(
1
2
α2Z2s −αpisϕs−α f (s,Ys−,Zs,Us)
)
+
∫
R∗
αgα(Us(x)−pisψs(x))ν(dx)
]
ds
and gα is the real convex function defined by
gα(y) =
eαy−αy−1
α
.
In particular, the required supermartingale property is satisfied if the argument of the inte-
gral defining Api is non-negative. The martingale optimality principle therefore implies the
following choice of the generator f :
f (t,y,z,u) = f (t,z,u) := inf
pi∈C
{
α
2
|z|2 +
∫
R∗
gα(u(x)−piψs(x))ν(dx)−piϕs
}
= inf
pi∈C
{∫
R∗
gα(u(x)−piψs(x))ν(dx)−piϕs
}
+
α
2
|z|2. (2.7)
Sometimes we use the notation |u|α :=
∫
R∗ gα(u(x))ν(dx).
3 Well-posedness of the optimization problem
At a first glance, it is immediate to ask whether the generator in Equation (2.7) is well-defined,
since we are taking the infimum of a function with a negative linear term. Thus we give first
conditions for the minimization problem to be well-posed.
Theorem 3.1. Let T + be the set of (t,ω) ∈ [0,T ]×Ω such that ν({ψt < 0}) = 0 (i.e. the
jump sizes are non-negative). Similarly, let T − be the set of (t,ω) ∈ [0,T ]×Ω such that
ν({ψt > 0}) = 0 (i.e. the jump sizes are non-positive). Assume that
• ϕt <
∫
R∗ ψt(x)ν(dx) ∀(t,ω) ∈ T +,
• ϕt >
∫
R∗ ψt(x)ν(dx) ∀(t,ω) ∈ T −.
Then for every u ∈ L2(ν)∩L∞(ν) and t ∈ [0,T ] the function λ : C → R defined as
λ (pi) =
∫
R∗
gα(u(x)−piψt(x))ν(dx)−piϕt
admits a minimum (in C).
If C is equal to R, the minimum is unique.
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For the proof we need a lemma guaranteeing that differentiation under the integral sign is
allowed.
Lemma 3.2. The function pi 7→ ∫
R∗ gα(u(x)−piψ(x))ν(dx) is holomorphic for every u,ψ ∈
L2(ν)∩ L∞(ν) B(R∗)−measurable and the derivative is given by pi 7→ ∫
R∗
d
dpi gα(u(x)−
piψ(x))ν(dx) .
Proof. The result follows from results on differentiability under the integral sign (see e.g.
Mattner (2001)), thanks to the following properties:
1) gα(u(·)−piψ(·)) is B(R∗)−measurable for every pi ∈ R.
This simply follows from the fact that both u and ψ are mesaurable functions and that
affine transformation as well as the function gα are measurable operations.
2) pi 7→ gα(u(x)−piψ(x)) is holomorphic for every x ∈ R∗.
This follows from the fact that this function is the composition of the holomorphic func-
tion gα with an affine function of the argument.
3) ∫
R∗ |gα(u(x)−piψ(x))|ν(dx) is locally bounded in pi .
Indeed, the function pi 7→ gα(u(x)−piψ(x)) is non-negative, continuous and concave and
achieves its maximum at the boundary in every compact set. Moreover this maximum is
integrable, since u,ψ ∈ L2(ν)∩L∞(ν) and the function gα is quadratic around 0, which
yields that gα(u(x)−piψ(x)) ∈ L1(ν).
Proof. Fix t ∈ [0,T ].
Lemma 3.2 implies that λ is a holomorphic function of pi and moreover allows us to differ-
entiate under the integral sign. Differentiating, we get
λ ′(pi) =
∫
R∗
ψt(x)
(
1− e−α(piψt (x)−u(x))
)
ν(dx)−ϕt .
Lemma 3.2 again guarantees that λ ′ is differentiable, λ ′′ is continuous and it is given by
λ ′′(pi) =
∫
R∗
α(ψt(x))2e−α(piψt (x)−u(x))ν(dx)> 0.
This implies that λ ′ is increasing and that λ is a convex function. Thanks to convexity, we
have that λ admits a minimum if λ (pi)→+∞ for pi →±∞.
If we show that λ ′ has a zero and λ ′ 6= 0 for ‖pi‖ big enough, we can conclude, since then:
• λ ′ is bounded from below and strictly positive for values of pi big enough, which im-
plies that λ ↑+∞ for pi →+∞
• λ ′ is bounded from above and negative for values of pi small enough, which implies
that λ ↑+∞ for pi →−∞.
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We now distinguish two cases:
CASE 1: Assume that ν({ψt > 0})> 0 and ν({ψt < 0})> 0.
Then for pi 6 0
λ ′′(pi)>
∫
{ψt>0}
α(ψt(x))2e−α(piψt (x)−u(x))ν(dx)
>
∫
{ψt>0}
α(ψt(x))2eαu(x)ν(dx) > 0.
and for pi > 0
λ ′′(pi)>
∫
{ψt<0}
α(ψt(x))2e−α(piψt (x)−u(x))ν(dx)
>
∫
{ψt<0}
α(ψt(x))2eαu(x)ν(dx) > 0.
It follows that λ ′′ is everywhere bounded from below by a positive number, and hence
limpi→+∞ λ ′(pi) = +∞ and limpi→−∞ λ ′(pi) =−∞, and λ ′ hits the origin.
CASE 2: Assume that either ν({ψt > 0}) = 0 or ν({ψt < 0}) = 0.
By symmetry, it is enough to consider ν({ψt > 0})> 0 and ν({ψt < 0}) = 0.
In this case it still holds that limpi→−∞ λ ′(pi) =−∞, but as pi →+∞ its limit is not necessarily
+∞.
If
∫
{ψt>0}ψt(x)ν(dx) = +∞,
lim
pi→+∞λ
′(pi) = lim
pi→+∞
∫
{ψt>0}
ψt(x)
(
1− e−α(piψt(x)−u(x))
)
ν(dx)−ϕt
=
∫
{ψt>0}
ψt(x)ν(dx)−ϕt =+∞,
where in the first equality we used Lemma 3.2.
If
∫
{ψt>0}ψt(x)ν(dx) < +∞, under the assumption ϕt <
∫
{ψt>0}ψt(x)ν(dx), it holds that λ ′
is again continuous and increasing and
lim
pi→+∞λ
′(pi) =
∫
{ψt>0}
ψt(x)ν(dx)−ϕt > 0.
Therefore by the mean value theorem we can conclude.
The above analysis of the second derivative shows that λ is strictly convex and therefore
for C = R the minimum is unique.
As a corollary of the previous result, we obtain the well-posedness of the generator in
(2.7).
Remark 3.3. (i) The sufficient conditions of Theorem 3.1 ensuring the well-posedness of
our optimization problem are intrisically related to the market satisfying the no free
lunch with vanishing risk (NFLVR) condition. Indeed Bardhan and Chao (1996) prove
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under the assumption that N has finite activity (cf. Theorem 5.2 in Bardhan and Chao
(1996)) that our conditions in Theorem 3.1 imply NFLVR. Cont and Tankov (2004)
prove for the case of exponential Le´vy models (cf. Proposition 9.9 in Cont and Tankov
(2004)) that these conditions are even necessary and sufficient for NFLVR. In some
sense this link is not surprising, as the optimization problem should not be well-posed
in the presence of arbitrages.
(ii) Most exponential Le´vy market models, e.g. NIG, variance Gamma or CGMY, have
both positive and negative jumps which ensures that they satisfy the NFLVR condi-
tions of Cont and Tankov (2004). So in principle for these popular models the well-
definedness of our generator is not a problem with the exception that none of these
models has bounded jumps which, however, is an assumption needed at various occa-
sions for our BSDE approach. Hence, the conditions of Theorem 3.1 are satisfied when
one considers these standard model but truncates the Le´vy measure at a very high level
which from the practical point of view should be a rather innocent modification.
Note that when Us, ψs and ϕs satisfy the conditions of Theorem 3.1 and are predictable,
then a predictable pi∗ such that pi∗s ∈ argminpi∈C {
∫
R∗ gα(u(x)−piψs(x))ν(dx)−piϕs} can be
chosen due to arguments using a measurable selection theorem as in Lemma 6 in Morlais
(2009) and the proof of Theorem 3 in (Morlais, 2010).
However, this does not imply that pi∗ has the required square integrability properties to
be admissible. To attack this question we first bound the arguments where the minimum is
attained.
Proposition 3.4. Assume that ν(ψt > 0) > 0 and ν(ψt < 0) > 0. Let c,C ∈ (0,∞) be such
that ν(ψt >C)> 0 and ν(ψt <−c)> 0. Then for any u ∈ L2∩L∞(ν) and
pi∗t ∈ argmin
pi∈C
{∫
R∗
gα(u(x)−piψt(x))ν(dx)−piϕt
}
it holds that almost surely
−3‖u‖∞C −2
|ϕt |
αν(ψt >C)C2
−
√
2√
αν(ψt >C)C
√
|u|α
6 pi∗t 6 3
‖u‖∞
c
+2 |ϕt|
αν(ψt <−c)c2 +
√
2√
αν(ψt <−c)c
√
|u|α .
Proof. We only prove the lower bound as the proof of the upper one is completely analogous.
Since 0 ∈ C and λ is strictly convex it suffices to show that for pi small enough λ (pi)
is strictly bigger than λ (0) = |u|α , as then the infimum definitely cannot be at these small
enough pi .
We first observe that gα is non-negative. Hence,
λ (pi)>
∫
ψt>C
gα(u(x)−piψt(x))ν(dx)−piϕt.
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For pi 6−‖u‖∞C we have that u(x)−piψt(x)> 0 and so
λ (pi) > ∫ψt>C α2 (u(x)−piψt(x))2ν(dx)−piϕt > ∫ψt>C α2 (‖u‖∞+piC)2ν(dx)−piϕt
= α2 ν(ψt >C)
(
C2pi2 +‖u‖2
∞
+2‖u‖∞Cpi
)−piϕt .
So the question is whether
α
2
ν(ψt >C)C2pi2 +(αν(ψt >C)‖u‖∞C−ϕt)pi +
(α
2
ν(ψt >C)‖u‖2∞−|u|α
)
is strictly positive. Since in pi this is a quadratic function, it is elementary to see that this is
either always the case or for all pi smaller than
−αν(ψt>C)‖u‖∞C+ϕt−
√
(αν(ψt>C)‖u‖∞C−ϕt)2−2αν(ψt>C)C2(α2 ν(ψt>C)‖u‖2∞−|u|α)
αν(ψt>C)C2
>
−‖u‖∞
C − |ϕt |αν(ψt>C)C2 −
‖u‖∞
C − |ϕt |αν(ψt>C)C2 −
‖u‖∞
C −
√
2√
αν(ψt>C)C
√|u|α
=−3‖u‖∞C −2 |ϕt |αν(ψt>C)C2 −
√
2√
αν(ψt>C)C
√|u|α
using that
√
a+b 6
√
a+
√
b for a,b > 0.
Now we want to link |u|α to |u|L2(ν). For this we need a suitable version of the second
part of Corollary 1 in Morlais (2009) which the following general result provides.
Lemma 3.5. Let g(1),g(2) : R→R be two continuous non-negative functions whose only zero
is at the origin, with the property that ∃ε > 0, and two constants c1,c2 > 0 such that
c1g(1)(h)6 g(2)(h)6 c2g(1)(h) for |h|< ε.
For any H(x) which is (ν-a.e.) bounded it holds that ∃ K > 0 such that
1
K
∫
R∗
g(1)(H(x))ν(dx)6
∫
R∗
g(2)(H(x))ν(dx)
6 K
∫
R∗
g(1)(H(x))ν(dx).
The constant K can be taken such that it only depends on the functions g(1) and g(2) and
the essential upper bound on H.
Proof. Let ε be as in the hypothesis. We have that
c1
∫
{|H(x)|<ε}∩R∗
g(1)(H(x))ν(dx) 6
∫
{|H(x)|<ε}∩R∗
g(2)(H(x))ν(dx)
6 c2
∫
{|H(x)|<ε}∩R∗
g(1)(H(x))ν(dx).
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On the other hand, the only zero of the two functions is in zero, and since H is bounded
∃c3,c4 > 0 such that
c3 6
g(2)(H(x))
g(1)(H(x))
6 c4 (3.1)
on the set {|H(x)|> ε}.
Summing up, we obtain that
(c1∧ c3)
(∫
{|H(x)|<ε}∩R∗
g(1)(H(x))ν(dx)+
∫
{|H(x)|>ε}∩R∗
g(1)(H(x))ν(dx)
)
6∫
R∗
g(2)(H(x))ν(dx)6
(c2∨ c4)
(∫
{|H(x)|<ε}∩R∗
g(1)(H(x))ν(dx)+
∫
{|H(x)|>ε}∩R∗
g(1)(H(x))ν(dx)
)
.
Since gα(x) ∼ x2 for x → 0, the above lemma implies that for bounded u it holds that
|u|α/K 6 |u|2L2(ν) 6 K|u|α with K only depending on the bound for u.
Proposition 3.6. Assume
• there exist c,C,δ > 0 with ν(ψt >C)> δ and ν(ψt <−c)> δ ,
• |ψs|L2(ν) is bounded on Ω× [0,T ],
• the BSDE (2.6) has a solution with U ∈ L2(N˜p) being λ ⊗P-a.e. bounded and Z ∈
L2(W ).
Then there exists a predictable pi∗ such that
(i) pi∗t ∈ argminpi∈C {
∫
R∗ gα(Ut(x)−piψt(x))ν(dx)−piϕt} λ ⊗P-a.e.,
(ii) ∫ T0 |pi∗s ϕs|ds ∈ L2(Ω,P) and pi∗ψ ∈ L2(N˜p),
(iii) U(Xpi∗,0,x−Yt) is a local martingale.
Proof. We already know that we can find a predictable pi∗ satisfying (i).
Proposition 3.4 and Lemma 3.5 show that under the assumptions there are finite constants
K,K′ > 0 such that
|pi∗s |2 6 K +K′|Us|2L2(ν). (3.2)
As U ∈ L2(N˜p) this implies, E
(∫ T
0 |pis|2ds
)
< ∞ and so Lemma 2.2 shows (ii).
Finally, (iii) follows immediately, because by the definition of the generator the finite
variation part of U(Xpi∗,0,x−Yt) vanishes.
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Note that we are not discussing whether the BSDE does admit a unique solution. Later
on we will give a concrete example where it turns out that our results can be used to solve an
optimal hedging problem without discussing these issues. The last general result is now to
strengthen our conditions further in order to ensure admissibility and optimality.
Theorem 3.7. Assume all conditions of Proposition 3.6 are satisfied and let pi∗ be as char-
acterised there. Assume additionally |Us|L2(ν) is λ ⊗P-a.e. bounded.
(i) Then pi∗ is bounded and pi∗ ∈A .
(ii) If furthermore dHt := αZt dWt +
∫
R∗(e
−α(pi∗t ψt(x)−Ut (x))− 1)N˜(dt, dx) defines a BMO
martingale, then pi∗ is an optimal strategy.
(iii) If additionally Z is bounded (recall that boundedness of U was already assumed in
Proposition 3.6) and U(Xpi∗0 −Y0) has finite expectation, then the process dHt :=αZt dWt
+
∫
R∗(e
−α(pi∗t ψt(x)−Ut (x))−1)N˜(dt, dx) is a BMO martingale and pi∗ is an optimal strat-
egy.
Proof. The boundedness of pi∗ follows immediately from (3.2). This means that we actually
can view the optimization problem on our non-compact set C as one on a compact constraint
set where the admissibility has been shown in Lemma 1 of Morlais (2009) and Lemma 2 of
Morlais (2010).
From the choice of the generator we have that U(Xpi∗−Y ) =U(Xpi∗0 −Y0)E (H) and so by
Kazamaki’s criterion (see exercises after Chapter X in He et al. (1992) or Kazamaki (1979))
U(Xpi∗−Y ) is a uniformly integrable martingale. Hence, the martingale optimality principle
concludes.
For (iii) it is straightforward to see that H is a local martingale and it has bounded jumps.
Moreover, for any t ∈ [0,T ] we have
[H,H]T − [H,H]t =
∫ T
t
Z2s ds+
∫ T
t
∫
R∗
(e−α(pi
∗
s ψs(x)−Us(x))−1)2N(ds, dx)
6
∫ T
t
Z2s ds+ k
∫ T
t
∫
R∗
(α(pi∗s ψs(x)−Us(x)))2N(ds, dx)
with a constant k > 0 using an obvious variant of Lemma 3.5. Applying the compensation
formula for conditional expectations (see e.g. Kyprianou (2006), Corollary 4.5) we get
E([H,H]T − [H,H]t|Ft)6E
(∫ T
t
Z2s ds+ k
∫ T
t
∫
R∗
(α(pi∗s ψs(x)−Us(x)))2ν(dx)ds
∣∣∣∣Ft)
6KT + K˜E
(∫ T
t
|ψs|2L2(ν)+ |Us|2L2(ν)ds
∣∣∣∣Ft)6 ¯KT
with K, K˜, ¯K > 0 being appropriate constants, because Z,pi , |ψs|L2(ν) and |Us|L2(ν) are all
bounded. So He et al. (1992), Theorem 10.9, concludes and establishes that H is BMO noting
that we are only looking at the finite time horizon [0,T ].
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Remark 3.8. In any exponential pure-jump Le´vy market model with both negative and posi-
tive as well as bounded jumps the first two conditions of Proposition 3.6 are always satisfied.
So for such models and thus in particular for “jump-truncated versions” of the most popular
models like NIG, variance Gamma or CGMY the “only” question is whether the BSDE has
a solution with the demanded properties.
Regarding the need for the boundedness of the jumps we would conjecture that one could
at many instances generalize our results by assuming only the finiteness of suitable (expo-
nential) moments. However, at the moment we have no idea how to prove optimality of pi∗
without using BMO arguments which absolutely need bounded jumps.
4 Cross-hedging in a jump market model
In the same market model as in the previous section, consider an additional illiquid asset with
price process (It)t∈[0,T ] and assume that we want to hedge a position B = h(IT ) at the terminal
time, for a payoff function h : R→ R to be specified later.
We assume that the stock is given as in the previous sections whereas the logspread (Ξt =
logSt − log It)t∈[0,T ] has dynamics given in terms of the one dimensional independent Brow-
nian motion W and has continuous paths. This is the simplest case. The motivation from
applications is that the big moves, the jumps, occur equally in the liquid and illiquid asset
and due to small fluctuations in supply and demand of the illiquid asset the price of the illiq-
uid asset fluctuates a bit around a fixed spread (which for our crude oil/jet fuel example below
would essentially be given by the costs of the refining process). However, as we will see the
log-spread can also have jumps again.
This setting can be e.g. suitable for a company that wants to hedge itself against losses for
a massive rise in the price of a needed commodity which is not liquidly traded. A classical
example is the one of “fuel hedging”, where a company (an airline) needs to buy jet fuel on a
regular basis. If no futures on the needed commodity are available in the market, the company
could think of buying futures in another commodity whose price is strongly correlated with
the price of the needed one (in the example above, the company could decide to buy futures
on crude oil, which is needed in the production of fuel). We assume, in the simplest case,
that the logspread of the two prices evolves according to a diffusion, but has a mean reverting
behaviour. See, for example, Ankirchner and Imkeller (2011) or Ankirchner et al. (2012) and
the references therein for a comprehensive introduction to such cross-hedging problems.
It is well-known (cf. e.g. Kallsen and Shiryaev (2002)) that the stochastic exponential can al-
ways be represented as a classical exponential of another process, denoted here by N := logS.
With this notation, which is more convenient in the following, we have that I = exp(N−Ξ).
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4.1 Explicit solutions of FBSDEs with affine forward dynamics
Take the couple R = (N,Ξ) as source of uncertainty.
The discounted logarithmic price process will have dynamics{
dNt = β dt + ∫R∗ γ(x)N˜p(dt, dx), ∀t ∈ [0,T ]
N0 = n
(4.1)
where γ := log(ψ + 1) and β := ϕ − ∫
R∗(e
γ(x)− 1− γ(x))ν(dx). Assume that β ,γ are de-
terministic and time-independent, and that ϕ,ψ (as implicitly defined by β ,γ) satisfy the
hypotheses of Theorem 3.1. Note that, as announced, we have now changed the parametrisa-
tion of our model looking at the dynamics of the logarithmic prices instead of the stochastic
logarithm of the prices, as this is more convenient for writing down the model. The solutions
of the BSDEs will, however, later on be partially expressed using both parametrizations in
order to state everything conveniently.
In the simplest case we assume the logspread to be given by a (mean-reverting) Gaussian
Ornstein-Uhlenbeck process with mean zero, i.e.{
dΞt = −BΞt dt +ΣdWt , ∀t ∈ [0,T ]
Ξ0 = ξ , (4.2)
where B,Σ are real constants, Σ > 0.
However, our approach below works just as well for general Ornstein-Uhlenbeck type
dynamics, i.e.{
dΞt = (b−BΞt)dt +ΣdWt +
∫
R∗ γΞ(x)N˜p(dx,dt), ∀t ∈ [0,T ]
Ξ0 = ξ , (4.3)
with an additional constant b ∈ R and bounded γΞ ∈ L2(ν). These dynamics now have a
general mean reversion level b and allow the logspread to have jumps coming from the given
Poisson point process. By appropriate choices of γ and γΞ one can allow the liquid asset price
process and the logspread to have both common and individual jumps.
The assumption on the dynamics of the logspread gives the process R an important property:
Since the first component is a Le´vy process, and the second is an Ornstein-Uhlenbeck process,
the risk source driving the forward equation of the considered FBSDE turns out to be an affine
process. This family of processes is particularly tractable. In fact, there exist some results on
explicit solutions to FBSDEs, where the forward process is affine, see Richter (2014).
In this case, the wealth process has dynamics
dX x,pit =pit
(
β +
∫
R∗
(eγ(x)−1− γ(x))ν(dx)
)
︸ ︷︷ ︸
ϕ
dt +pit
∫
R∗
(eγ(x)−1)︸ ︷︷ ︸
ψ(x)
N˜p(dx, dt).
We will consider a system of a forward and a backward stochastic differential equations
(FBSDE) where the forward process is given by the R2−valued process
Rt =
(
Nt
Ξt
)
. (4.4)
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with
dRt =
β︷ ︸︸ ︷( β
b
)
dt +
B︷ ︸︸ ︷(
0 0
0 −B
)(
Nt
Ξt
)
dt
+
∫
R∗
(
γ(x)
γΞ(x)
)
︸ ︷︷ ︸
γ
N˜p(dt, dx)+
(
0
Σ
)
︸ ︷︷ ︸
Σ
dWt
The generator, as in the previous section, is obtained by imposing the supermartingale
condition on the utility of Xt −Yt , where for Yt , due to the martingale representation property
of the filtration, we assume the dynamics{ −dYt = f (t,Yt−,Zt ,Ut)dt−Zt dWt − ∫R∗Ut(x)N˜p(dt, dx), ∀t ∈ [0,T ]
YT = h(exp(NT −ΞT )). (4.5)
As shown in Section 2, the generator has to be taken according to (2.7). YT is, of course, the
“derivative” of the illiquid asset which we want to hedge.
We will first assume that the infimum in (2.7) is attained at some optimal strategy pi∗ ∈ A .
Then
f (t,Zt,Ut) =
∫
R∗
gα (Ut(x)−pi∗t ψ(x))ν(dx)−pi∗t ϕ +α
|Zt |2
2
, (4.6)
where ϕ = β + ∫
R∗(e
γ(x)−1− γ(x))ν(dx), ψ := exp(γ)−1 and (Y,U,Z) is a solution of the
BSDE with generator f and terminal condition B = h(IT ) = F(RT ), for F(n,s) := h(exp(n−
s)).
We will see that the above assumption does not lead to cyclic arguments.
The idea is now to use an approach like the one in Richter (2014) for processes in the positive
semidefinite matrices to find an explicit solution for the studied FBSDE making an affine
ansatz. Since we are considering here a somewhat different generator than Richter (2014),
we will give a direct proof.
Proposition 4.1. Let Γ : [0,T ]×R2 → R2 and ω(·,a,v) : [0,T ] → R be solutions to the
following ODEs{ −∂Γ∂ t (t,a) = B∗Γ(t,a), ∀t ∈ [0,T )
Γ(T,a) = a (4.7)
−∂ω∂ t (t,a,v) = 〈Γ(t,a),β〉−pi∗t ϕ +
∫
R∗ gα
(
〈Γ(t,a),γ(x)〉−pi∗t ψ(x)
)
ν(dx)
+α 〈Σ,Γ(t,a)〉
2
2 ∀t ∈ [0,T )
ω(T,a,v) = v,
(4.8)
for a ∈ R2 and v ∈ R some constant initial conditions. Here B∗ denotes the adjoint operator
of B.
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Then, for every (t,a,v) ∈ [0,T ]×R2×R,
Yt =
〈
Γ(t,a),
(
Nt
Ξt
)〉
+ω(t,a,v)
Zt = 〈Γ(t,a),Σ〉
Ut(x) = 〈Γ(t,a),γ(x)〉
(4.9)
solves the BSDE (4.5) with terminal condition
F(NT ,ΞT )
and generator
f (t,z,u) =
∫
R∗
gα(u(·)−pi∗ψ(·))dν −pi∗ϕ +α |z|
2
2
,
where
F(n,s) =
〈
a,
(
n
s
)〉
+ v.
Observe that (4.7) is a linear ODE and (4.8) just means an integration.
Proof. Recall that Rt = (Nt ,Ξt) satisfies
dRt = β dt +BRt dt +ΣdWt +
∫
R∗
γ(x)N˜p(dt, dx) (4.10)
and that the generator is given as in (4.6).
The ansatz Yt = 〈Γ(t,a),(Nt,Ξt)T 〉+ω(t,a,v) together with an application of Itoˆ’s (back-
wards) Formula, yields
Yt =〈Γ(t,a),Rt〉+ω(t,a,v) Itoˆ=
=〈Γ(T,a),RT〉+ω(T,a,v)
−
∫ T
t
(
〈Γ(s,a),β〉+ 〈Γ(s,a),BRs−〉
)
ds−
∫ T
t
∫
R∗
Us(x)︷ ︸︸ ︷
〈Γ(s,a),γ(x)〉 N˜p(ds, dx)
−
∫ T
t
Zs︷ ︸︸ ︷
〈Γ(s,a),Σ〉 dWs−
∫ T
t
(
〈∂Γ(s,a)∂ s ,Rs−〉+
∂ω(s,a,v)
∂ s
)
ds =
=
F(RT )︷ ︸︸ ︷
〈a,RT 〉+ v
−
∫ T
t
(
〈Γ(s,a),β〉+ 〈B∗Γ(s,a),Rs−〉−〈B∗Γ(s,a),Rs−〉−〈Γ(s,a),β〉
+pi∗s ϕ −
∫
R∗
gα (Us(x)−pi∗s ψ(x))ν(dx)
)
ds−
∫ T
t
α
|Zs|2
2
ds
−
∫ T
t
∫
R∗
Us(x)N˜p(ds, dx)−
∫ T
t
Zs dWs
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=F(RT )+
∫ T
t
f (s,Zs,Us)ds−
∫ T
t
∫
R∗
Us(x)N˜p(ds, dx)−
∫ T
t
Zs dWs.
This shows that (4.9) gives indeed a solution to the studied FBSDE.
Thanks to this result, under the assumptions of Theorem 3.1 we can now compute the
optimal strategy by pointwise minimization of the generator in (4.6). Since the pair (Z,U)
above does not depend on pi∗, we can plug it into Equation (4.6), obtaining
f (t,Zt,Ut) = inf
pi∈C
{∫
R∗
gα
(
〈Γ(t,a),γ(x)〉−piψ(x)
)
ν(dx)−piϕ
}
+α
|〈Γ(t,a),Σ〉|2
2
.
Computing the infimum we obtain an optimal solution to the utility maximization problem.
Theorem 4.2. Let Γ be as in Proposition 4.1 and assume that ν(ψ > 0)> 0 and ν(ψ < 0)>
0. Then any predictable pi∗ satisfying
pi∗t ∈ argmin
pi∈C
{∫
R∗
gα
(
〈Γ(t,a),γ(x)〉−piψ(x)
)
ν(dx)−piϕ
}
is an optimal cross hedge for the terminal payoff
〈
a,
(
NT
ΞT
)〉
+v for the exponential utility
with parameter α .
Note that the optimal strategy is bounded and can be taken deterministic.
Proof. This follows from Theorem 3.7 for which all assumptions are straightforward to check
using the explicit form of U,Y and Z given above.
Remark 4.3. (i) Although in this example we are able to achieve explicit solutions, the scope
of application is still limited, since having an affine terminal condition in the BSDE means
hedging a logarithmic claim on the illiquid asset. One could think of extending the “ansatz”-
approach to more general terminal conditions, but with the generator associated to our cross-
hedging problem we have not succeeded so far. However, for some simpler generators one
can get explicit results with more suitable terminal conditions, as illustrated in the next sec-
tion.
(ii) Despite what we just said about the relevance of logarithmic (in the price of the illiq-
uid asset) terminal conditions, there is a substantial literature on such “log-contracts”, as they
are equivalent to variance swaps in a Brownian market model and also are related to vari-
ance swaps in models with jumps (see Carr et al. (2012); Carr and Lee (2013), for instance).
Therefore, an interesting question for future research may be whether our results can be used
to hedge positions in the variance/realized volatility of the illiquid asset.
(iii) A close inspection of the previous arguments shows that the results can be extended to
β ,b,B,Σ,γ,γΞ being not constant, but appropriate predictable processes. However, we refrain
from carrying out this in detail, as it gives a long list of technical (boundedness) conditions.
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5 An exponential ansatz
One could think of generalizing the approach of Section 4 by using a different ansatz for the
solution of the BSDE, but this seems to require a restriction on the generator and the termi-
nal condition incompatible with our utility optimization problem. In the following, we will
give another example where explicit solutions can be achieved for a quite general generator,
which, however, does not allow an infimum in it as needed for the utility optimization prob-
lem. Despite of this, it seems to us an interesting example of a Le´vy-driven BSDE which can
be solved explicitly.
Proposition 5.1. Consider an FBSDE of the following form:{
dRt = β dt +BRt dt +ΣdWt + ∫R∗ γ(ξ )N˜p(dt, dξ ),
R0 = r,{ −dYt = f (t,Yt,Zt ,Ut)dt−Zt dWt − ∫R∗ Ut(x)N˜p(dt, dx)
YT = F(RT ).
Assume now that:
• the terminal condition is exponential of the form F(r) = exp(〈a,r〉)w+ v for a ∈
R
2, v,w ∈ R constants;
• the generator f is of the form
f (s,y,z,u) = cy(s)y+ cz(s)z+
∫
R∗
cu(s)u(x)ν(dx)+ c(s) (5.1)
with cy,c,cz,cu : [0,T ]→ R, continuous functions of time.
Let Γ(·,a) : [0,T ]→ R2, ω(·,a,w) : [0,T ]→ R and ξ (·,a,w,v) : [0,T ]→ R be the unique
solutions to the following differential equations:{ −∂Γ∂ s (s,a) = B∗Γ(s,a)
Γ(T,a) = a
−∂ω∂ s (s,a,w) = ω(t,a,w)
[
1
2 tr
(
ΣΣT Γ(s,a)Γ(s,a)T
)
+ 〈Γ(s,a),β〉
+
∫
R∗
(
e〈Γ(s,a),γ(x)〉−1−〈Γ(s,a),γ(x)〉
)
ν(dx)
+cy(s)+ cz(s)〈Γ(s,a),Σ〉+ cu(s)
∫
R∗
(
e〈Γ(s,a),γ(·)〉−1
)
ν(dx)
]
ω(T,a,w) = w{
−∂ξ∂ s (s,a,w,v) = cy(s)ξ (s,a,w,v)+ c(s)ξ (T,a,w,v) = v.
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where B∗ is the adjoint operator of B.
Then the triplet of adapted/predictable processes
Yt = exp(〈Γ(t,a),Rt〉)ω(t,a,w)+ξ (t,a,w,v),
Zt = exp(〈Γ(t,a),Rt−〉)ω(t,a,w)〈Γ(t,a),Σ〉
Ut(x) = exp(〈Γ(t,a),Rt−〉)ω(t,a,w)
(
e〈Γ(t,a),γ(x)〉−1
)
,
(5.2)
solves the FBSDE.
We do not want to discuss Y,Z,U in any detail, but note that, since R has exponential
moments of all orders and the ODEs are at most linear, it is obvious that they satisfy square
integrability conditions ensuring all relevant stochastic integrals to be well-defined.
Proof. Apply Itoˆ’s Formula to the regular function h(t,x) := exp(〈Γ(t,a),x〉)ω(t,a,w)+
ξ (t,a,w,v). The ansatz Yt = h(t,Rt)= exp(〈Γ(t,a),Rt〉)ω(t,a,w)+ξ (t,a,w,v) together with
the assumptions on the time evolution of the coefficients Γ,ω and ξ yields
Yt =exp(〈Γ(T,a),RT〉)ω(T,a,w)+ξ (T,a,w,v)
−
∫ T
t
{
exp(〈Γ(s,a),Rs−〉)
[
ω(s,a,w)
(〈∂Γ(s,a)
∂ s ,Rs−
〉
+
1
2
tr
(
ΣΣT Γ(s,a)Γ(s,a)T
))
+
∂ω(s,a,w)
∂ s
]
+
∂ξ (s,a,w,v)
∂ s
}
ds
−
∫ T
t
exp(〈Γ(s,a),Rs−〉)ω(s,a,w)〈Γ(s,a),β ds+BRs−ds+ΣdWs〉
−
∫ T
t
e〈Γ(s,a),Rs−〉ω(s,a,w)
∫
R∗
(
exp
(
〈Γ(s,a),γ(x)〉
)
−1
)
N˜p(ds, dx)
−
∫ T
t
e〈Γ(s,a),Rs−〉ω(s,a,w)
∫
R∗
(
exp
(
〈Γ(s,a),γ(x)〉
)
−1−〈Γ(s,a),γ(x)〉
)
ν(dx)ds
=F(NT ,ΞT )
−
∫ T
t
e〈Γ(s,a),Rs−〉
{
ω(s,a,w)
[〈∂Γ(s,a)
∂ s ,Rs−
〉
+
1
2
tr
(
ΣΣT Γ(s,a)Γ(s,a)T
)
+〈Γ(s,a),β〉−〈Γ(s,a),BRs−〉+
∫
R∗
(
eΓ(s,a)γ(x)−1−〈Γ(s,a),γ(x)〉
)
ν(dx)
]
+
∂ω(s,a,w)
∂ s
}
ds−
∫ T
t
∂
∂ sξ (s,a,w,v)ds
−
∫ T
t
exp(〈Γ(s,a),Rs−〉)ω(s,a,w)〈Γ(s,a),Σ〉︸ ︷︷ ︸
:=Zs
dWs
−
∫ T
t
∫
R∗
exp(〈Γ(s,a),Rs−〉)ω(s,a,w)
(
e〈Γ(s,a),γ(x)〉−1
)
︸ ︷︷ ︸
:=Us(x)
N˜p(ds, dx) =
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=F(NT ,ΞT )
−
∫ T
t
{
e〈Γ(s,a),Rs−〉ω(s,a,w)
[
−cy(s)− cz(s)〈Γ(s,a),Σ〉− cu(s)
∫
R∗
(
e〈Γ(s,a),γ〉−1
)
ν(dx)
]
− cy(s)ξ (s,a,w,v)− c(s)
}
ds
−
∫ T
t
∫
R∗
Us(x)N˜p(ds, dx)−
∫ T
t
Zs dWs =
=F(NT ,ΞT )
−
∫ T
t
{
− cy(s)
(
e〈Γ(s,a),Rs−〉ω(s,a,w)+ξ (s,a,w,v)
)
︸ ︷︷ ︸
Ys−
−cz(s)e〈Γ(s,a),Rs−〉ω(s,a,w)〈Γ(s,a),Σ〉︸ ︷︷ ︸
Zs
− cu(s)
∫
R∗
e〈Γ(s,a),Rs−〉ω(s,a,w)
(
e〈Γ(s,a),γ(·)〉−1
)
︸ ︷︷ ︸
Us(x)
ν(dx)− c(s)
}
ds
−
∫ T
t
∫
R∗
Us(x)N˜p(ds, dx)−
∫ T
t
Zs dWs =
=F(NT ,ΞT )+
∫ T
t
f (s,Ys−,Zs,Us)ds−
∫ T
t
∫
R∗
Us(x)N˜p(ds, dx)−
∫ T
t
Zs dWs.
This proves that the triplet given in (5.2) solves the studied FBSDE with terminal condition
F(r) = exp(〈a,r〉)w+ v and generator as in (5.1).
Remark 5.2. Observing the structure of the controls, one can see that this approach results
in determining some ODE just in the case when the generator is linear affine in Y , Z and U .
This is due to the fact that no random factors can appear in the time evolution of the functions
parametrizing the ansatz.
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