Abstract. In this paper we investigate for g1ven one-parameter families of linear time-invariant finite-dimensional systems the parameter dependence of the linear-quadratic optimal cost, optimal control inputs, optimal state-trajectories and optimal outputs. It 1S shown that results that have been obtained in the past in the context of the problem of 'cheap control' can in fact be generalized to a much broader class of parameter dependent cost-functionals, including cost-functionals in which for every parameter value the weighting matrix of the control inputs is singular. Essentially, only two assumptions on the parameter dependence of the cost-functionals are required in order to have continuity of the optimal cost and optimal control inputs with respect to the underlying parameter. One assumption is concerned with the continuity of the weighting matrices with respect to this parameter, the other with the monotonicy of the weighting matrices with respect to the parameter. Instrumental in our development is a characterization of the linear-quadratic optimal cost in terms of the so-called dissipation inequality. The results obtained are applied to the problem of 'cheap control' and to a problem of 'priority control'. The latter provides an example of a family of quadratic costfunctionals with a polynomial parameter dependence.
INTRODUCTION
It is a well-known fact that optimal control inputs and optimal state trajectories for the infinite horizon linear-quadratic time-invariant optimal control problem are in general distributions. The corresponding optimal cost may be obtained by calculating the maximal solution to the so-called dissipation inequality. These issues have been the subject of detailed studies as for example [1] , [2] , [3] and [4] .
We will consider the finite-dimensional linear time-invariant system Ax(t) + Bu(t) xeD) ( 
• a)
y (t) Cx(t) + Du(t) (1.1b) together with the quadratic cost-functional 
D
Here, it will be assumed that u(t) E 1Rm, x(t) E 1R
n and yet) E m P . 1t will be a standing assumption in this paper that the paIr (A,B)lS stabilizable with respect to C-:= {s Eel Re s < a}.
The linear-quadratic problem associated with the system (A,B,C,D) 1S the problem of finding the infimal value of the cost-functional (1.2) with respect to an appropriate class of control inputs u and to calculate, if it exists, an optimal one. The problem is called regular if the mapping D appearing in (1.1b) is injective and singular if this is not the case. In the latter case in general the optimal controls will no longer be smooth functions (as in the regular case) but will be distributions.
Traditionally, one method of trying to capture the singular case has been to regularize the cost-functional (1.2). Instead of minimizing (1.2) one then minimizes its 'regularization' 00 J 2 2 2 "yet)" + E "u(t)" dt. (1 .3) o -2 -Of course, minimizing (1.3) is the same as solving the linear-quadratic problem for the system (A,B,(g)'(~I» which, for c > 0, is a regular problem. For E = 0 the original problem is recovered. In the past, it has been the subject of a considerable amount of papers to characterize the behavior of the optimal cost, the optimal control inputs and the optimal state-trajectories as the parameter E tends to zero ( [5] to [17] ).
In the present paper we shall consider the more general situation that the mappings C and D depend more or less arbitrarily on a real parameter E lying in some closed interval, say [0, 1] , and study the continuity properties of the optimal cost, the optimal controls and the optimal statetrajectories as functions of this real parameter. More precisely, we shall consider the system (1.1a) together with the output equations y (t) = C(E)X(t) + D(s)u(t) , E E [0,11 (1. 5) and study the behavior of the optimal cost, optimal controls and optimal state-trajectories as functions of E. In (1.4) for each £ E [0,1], C(E) and D(d are assumed to be linear mappings from lR n to lR P and from lR m to lR P respectively.
We stress that 1n this set-up £ no longer needs to have an interpretation in terms of 'small control weighting'. In fact, no (uwumpf/"ions uyill be made on the injeetivity of the mappingD D(c). Thus, our context will.
also capture for example the situation that for all E E [0,1] the linearquadratic problem for (A,B,C(c),D(c» is singular.
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A CLASS OF ADMISSIBLE INPUTS
In this section we shall spec ify the class of control inputs with respect to which we will perform the minimization of the cost-functionals (1.5). In the sequel, let V denote the testfunction space of all smooth functions in JR with compact support. Let V' be the distribution space of all continuous linear functionals on V (for details on distributions, see [18] Of course, if Xo E JRn and u E U d . then the corresponding outputs 1st yc;(xO'U) := C(E:)x(xO'u) + D(E:)u will also be impulsive-regular distributions. Thus, in general the integrals (1.5) are not well-defined. Let r~(JR+) denote the space of all p-vectors whose components are square-
happens to be such that y (xO,u) rt. 
A matrix P is said to satisfy the dissipation inequality for the system
that Pc can be characterized as the maximal element in the set of solutions of the dissipation inequality (see also [4] for a quick proof):
x n matrix such that F (P) ;:; o then P ::; P • E E
We shall now impose the following assumptions concerning the dependency of the mappings C(E) and D(E) on the parameter E. In our first assumption C(E) and D(E) are interpreted as functions from [0, 1] to lli Pxn pXm . and lli respect1vely:
E ~C(E) and E ~D(E) are continuous 1n 0.
Our second assumption deals with the monotonicy in E of the nonnegative semi-definite symmetric matrices
In terms of these the cost-functionals (1.5) can be written as do not require stability of the optimal state trajectories (see also [2] ).
Again consider the system (1.1a) with cost-functionals (1.5) . Instead of stab minimizing over Udist(xO)' now minimize over the (larger) class U dist and for all xa E mn. However, caused by the presence of an invariant zero 1n (:+, there exists an Xo E mn such that the strict inequality '17;(x a ) < Ja(x o )
holds. For this Xo we must have J~(xO) 7 Ja(x a ) (C + 0) (by theorem 3.2) and consequently J:(x O ) fr ~(xO) (c + 0).
CONTINUITY OF OPTIMAL CONTROLS AND STATE-TRAJECTORIES
This section 1S cOllcerned with tli(' continuity proper! ies of the optimal control inputs and optimal state-trajectories. We shall prove that if these exist then considered as functions of E they are continuous in 
In order to establish a proof of this theorem we shall proceed as .c~(JR+). Let (£n)nElN be a sequence in [0, 6] such that En -+ 0 (n -+ 00).
The sequence (Y~ ) ElN is then bounded in .c~ (JR +) and therefore has a subn n + sequence that converges weakly to, say, y E .c~(JR ).
On the other hand, y* = C(E)X* + D(E)U* which converges in distri- The right-hand side of this equality converges to o as f: + O.
APPLICATIONS: CHEAP CONTROL AND PRIORITY CONTROL
In the present section we will apply the very general result of theorem 4.2 to some important special cases.
o First we shall consider the special case that is commonly referred to as the problem of 'cheap control' ([5] to [17] ). Consider the system (1.1)
together with the cost-functionals (1.2) and (1. is detectable.
Finally, we will discuss the following application. Again consider the system (1.1a). Instead of the output equation (l.'lb) however, consider the situation that we have N+1 output equations:
Here, we assume that yk(t) takes its values in, say, JRPk. For E > 0, define the following cost-functional: 
CONCLUSIONS
In this paper we have investigated the parameter dependence of the optimal cost, optimal inputs, optimal state-trajectories and optimal outputs associated with a fixed linear system and a quadratic costfunctional depending on a real parameter. The questions we have considered were mainly inspired by similar ones that have been studied before in the context of the problem of 'cheap control' or the 'nearly singular optimal control problem'.
It was shown that under two assumptions, namely continuity in c = 0 of the output mappings C(c) and D(E) appearing in the cost-functional, and monotonicy in a neighbourhood of E = 0 of the quadratic forms defined by these output mappings, the optimal cost is indeed continuous in E = O.
This result generalizes and extends corresponding results obtained before in the 'cheap control' context. We stressed that our result is valid independent of any assumptions what so ever concerning regularity or singularity of the underlying linear-quadratic problems.
Under the same assumptions as above it was shown that as E tends to zero then the optimal control inputs, optimal state-trajectories and optimal outputs for the linear-qudratic problems with E strictly positive converge to those associated with the linear-quadratic problem for E = 0, provided that the optimal controls, state-trajectories and outputs exist and are unique for c sufficiently small (including E = 0). Again, no assumptions were made on the regularity or singularity of the linearquadratic problems. An important tool in our development was the dissipation inequality as introduced in [1] and studied before in [3] and [4] .
Finally, we applied our very general results to derive the correspond- 
