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BGG RECIPROCITY FOR CURRENT ALGEBRAS
MATTHEW BENNETT, VYJAYANTHI CHARI AND NATHAN MANNING
Abstract. We study the category Igr of graded representations with finite–dimensional
graded pieces for the current algebra g ⊗ C[t] where g is a simple Lie algebra. This cat-
egory has many similarities with the category O of modules for g and in this paper, we
formulate and study an analogue of the famous BGG duality. We recall the definition of the
projective and simple objects in Igr which are indexed by dominant integral weights. The
role of the Verma modules is played by a family of modules called the global Weyl modules.
We show that in the case when g is of type sl2, the projective module admits a flag in which
the successive quotients are finite direct sums of global Weyl modules. The multiplicity with
which a particular Weyl module occurs in the flag is determined by the multiplicity of a
Jordan–Holder series for a closely associated family of modules, called the local Weyl mod-
ules. We conjecture that the result remains true for arbitrary simple Lie algebras. We also
prove some combinatorial product–sum identities involving Kostka polynomials which arise
as a consequence of our theorem.
Introduction
The category I0 of level zero representations and its full subcategory Ifin of finite dimen-
sional representations of affine and quantum affine algebras have been extensively studied in
recent years. The simple objects in these categories were classified in [8], [12], [6]. In the
case of affine Lie algebras, it was relatively easy to describe these simple objects [13]. In fact
the classification of simple objects has been extended recently to the case of equivariant map
algebras [28], [27].
The irreducible objects in the quantum situation, however, have proved to be very difficult
to understand and an extensive list of references can be found in [7]. One method used to study
the simple objects in the quantum case is to understand the q = 1 limit of these representations,
in which case they become indecomposable and generally reducible representations of the affine
Lie algebra. In fact, in many situations, they remain indecomposable as representations of the
maximal parabolic subalgebra of the affine algebra: namely of the Lie algebra g[t] of polynomial
maps from C→ g, where g is the underlying simple Lie algebra.
The current paper was motivated by an attempt to analyze the categories I0 and Ifin by
understanding its homological properties and to see if one could apply the theory of highest
weight categories of [16]. We were also motivated by the classical Bernstein–Gelfand–Gelfand
(BGG) result of [3]; a more recent exposition can be found in [21]. To do this one needs an
interval–finite poset which indexes three families of suitably related objects in the category: the
simple objects, projective covers of the simple objects and the standard modules. The problem
in our case, however, is that the categories I0 and Ifin do not have enough projectives and
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the irreducible objects are indexed by continuous parameters. However, in [14] a family of
discretely indexed modules called the global Weyl modules were defined and they appeared to
be a natural candidate for the standard modules. More evidence that the global Weyl modules
were the correct objects was provided in the paper [2], where the homomorphisms between
global Weyl modules were studied. It became natural then, to look for suitable subcategories of
I0 in which one could develop the theory of highest weight categories. Thus, in [6] it was seen
that the category Igr whose objects are Z–graded g[t] representations, with finite–dimensional
graded components and graded morphisms had many nice properties. The simple objects in
the category are indexed by a discrete set and have projective covers. Moreover, the global
Weyl modules lie in Igr, as does a distinguished family of quotients of these modules, the
so-called graded local Weyl modules. There are a number of reasons for preferring to work
with the current algebra rather than the loop algebra; one of them, certainly, is the fact that
there are no graded local Weyl modules in the case of the loop algebra. However, some of the
results of this paper should also be true for the loop algebra.
We describe our results in some detail. If P+ denotes the set of dominant integral weights
of g and Z denotes the ring of integers, then it is easily seen [6] that the isomorphism classes of
simple objects of Igr are indexed by P
+×Z. For (λ, r) ∈ P+×Z, the simple object V (λ, r) of
Igr is given in a natural way by fixing the irreducible finite–dimensional g-module V (λ) to lie in
grade r and assigning the appropriate g⊗C[t]-module structure. The projective cover P (λ, r)
of V (λ, r) is defined canonically by a standard construction of relative homological algebra,
and the global Weyl module W (λ, r) is then seen to be a truncation of P (λ, r) obtained by
requiring the set of g–weights of W (λ, r) to lie in the cone below λ. We define the notion of
a Weyl flag for an object M of Igr in an obvious way: namely, it is a descending filtration of
submodules of M , in which the successive quotients are isomorphic to global Weyl modules.
We show that the multiplicity with which a given Weyl module appears, is independent of the
Weyl flag.
Our main result is that when g is of type sl2, the object P (λ, r) admits a Weyl flag. To
formulate a BGG-type duality, one needs to show that the graded multiplicity of W (µ, s) is
the same as the Jordan–Holder multiplicities V (λ, r) in W (µ, s). But here one runs into a
problem since the global Weyl modules are of infinite length. Our key observation is that
this problem can be avoided if one works instead with the corresponding graded local Weyl
module, which is finite–dimensional and hence has a Jordan–Holder series. This allows us to
state and prove the correct analog of the BGG reciprocity between the Weyl filtration of the
projective modules and the Jordan–Holder series of the graded local Weyl module.
We now explain the organization and structure of the paper. Section 1 introduces the
notation and basic results, together with some general constructions. In Section 2, we define
the principal objects of study for arbitrary simple Lie algebras and state the main result of the
paper for sl2. We also give a natural conjecture for the general case. Section 3 is devoted to
recalling necessary results on local and global Weyl modules from [9], [14], [18], [26]. We also
recall the formulae of the graded characters of the local Weyl modules from [9], [26] and deduce
the graded character of the global Weyl modules. As an application of our main theorem, we
then deduce an interesting combinatorial identity (see Section 3.11) given in terms of the
Kostka polynomials and compute the graded g–character of the universal enveloping algebra
of g ⊗ tC[t]. Section 4 simultaneously provides non–trivial examples of modules admitting a
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Weyl flag for an arbitrary simple Lie algebra and also offers some evidence for our conjecture.
The last two sections of the paper are devoted to proving the main theorem.
We conclude the introduction with the following remarks. Once BGG–duality is established
in Igr, one can then naturally find full subcategories which are highest weight. These ideas will
be explored further in a future publication. It would also be interesting to see to what extent
the results of this paper could be generalized to equivariant map algebras. The corresponding
Weyl modules have been studied in the untwisted cases in [15] and also in [17] in the twisted
case.
Acknowledgements. We thank Jacob Greenstein, Sergey Loktev and David Rush for helpful
discussions. It is a pleasure for the second and third authors to thank the organizers for their
invitation to participate in the trimester “On the interactions of Representation theory with
Geometry and Combinatorics,”at the Hausdorff Institute, Bonn, 2011.
1. Preliminaries
We establish the notation to be used in the rest of the paper and recall some standard
results.
1.1. Throughout this paper we let C be the field of complex numbers and Z (resp. Z+,
N) the set of integers (resp. nonnegative, positive integers). Given a Z–graded complex vector
space V = ⊕s∈ZV [s] with dimV [s] <∞ for all s ∈ Z, let
H(V ) =
∑
s∈Z
dimV [s]us ∈ C[[u, u−1]],
be the Hilbert series in an indeterminate u.
For a Lie algebra a, we denote by U(a) the universal enveloping algebra of a. If b and c
are subalgebras of a, with a = b⊕ c as vector spaces, then we have an isomorphism of vector
spaces
U(a) ∼= U(b)⊗U(c).
The assignment a 7→ a⊗ 1+ 1⊗ a, for a ∈ a, defines a Hopf algebra structure on U(a) and we
let U(a)+ be the augmentation ideal of U(a). We say that a is a Z–graded Lie algebra if
a =
⊕
s∈Z
a[s], [a[r], a[s]] ⊂ a[r + s], r, s ∈ Z,
and in this case the algebra U(a) inherits a Z–grading.
For the rest of the paper we will drop the dependence on Z, in other words when we refer to
a graded vector space or graded Lie algebra and so on, we will mean a Z–graded vector space,
Lie algebra etc.
A graded module for a graded Lie algebra a is a graded complex vector space V =
⊕
s∈Z V [s]
which admits a left action of a which is compatible with the grading, i.e, (a[r])V [s] ⊂ V [s+ r]
for all s, r ∈ Z. Given two graded modules V , W for a we say that a map π : V →W is a map
of graded a–modules if it is a map of a–modules and πV [r] ⊂W [r] for all r ∈ Z.
We shall be interested in graded Lie algebras which are obtained as follows: given a complex
Lie algebra b and an indeterminate t, let b[t] = b⊗C[t] be the Lie algebra with commutator
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given by,
[a⊗ f, b⊗ g] = [a, b]⊗ fg, a, b ∈ b, f, g,∈ C[t].
We identify without further comment the Lie algebra b with the subalgebra b ⊗ 1 of b[t].
Clearly, b[t] has a natural Z–grading given by the powers of t and this also induces a Z–
grading on U(b[t]). Moreover, if dim b < ∞, then dimU(b ⊗ tC[t])[r] < ∞ for all r ∈ Z.
Notice that
U(b[t])[s] = 0, s < 0, U(b[t])[0] = U(b).
1.2. From now on, g will denote a finite–dimensional, simple Lie algebra of rank n over
the complex numbers, h a fixed Cartan subalgebra of g and R the set of roots of g with respect
to h. Set I = {1, · · · , n} and choose {αi : i ∈ I} a set of simple roots for R and {ωi : i ∈ I}
a set of fundamental weights. Let Q (resp. Q+) be the integer span (resp. the nonnegative
integer span) of {αi : i ∈ I} and similarly define P (resp. P
+) be the Z (resp. Z+) span
of {ωi : i ∈ I}. Define a partial order on h
∗ so that, given λ, µ ∈ h∗, we say that λ ≥ µ iff
λ− µ ∈ Q+.
Set R+ = R ∩ Q+ and for α ∈ R+ let gα be the corresponding root space of g and set
n± =
⊕
α∈R+ g±α. Fix non–zero elements x
±
α ∈ g±α, hα ∈ h such that
[hα, x
±
α ] = ±2x
±
α , [x
+
α , x
−
α ] = hα,
and for i ∈ I, we also write x±i , hi for x
±
αi , hαi . We have,
g = n− ⊕ h⊕ n+, U(g) = U(n−)⊗U(h) ⊗U(n+).
Moreover, the adjoint action of h on g induces a decomposition,
U(g) =
⊕
η∈Q
U(g)η , U(n
±) =
⊕
η∈Q+
U(n±)±η,
where U(g)η = {g ∈ U(g) : [h, g] = η(h)g, h ∈ h}, and U(n
±)η = U(g)η ∩U(n
±).
We also have
g[t] = n−[t]⊕ h[t]⊕ n+[t], U(g[t]) = U(n−[t])⊗U(h[t]) ⊗U(n+[t]).
The adjoint action of h on g[t] is diagonalizable and for η ∈ Q the subspaces U(g[t])η etc. are
defined in the obvious way. Moreover these subspaces are graded and we have
U(g[t])η [r] = U(g[t])η ∩U(g[t])[r].
1.3. For any g-module M and µ ∈ h∗, set
Mµ = {m ∈M : h.m = µ(h)m, h ∈ h}.
We say that M is a weight module for g if
M =
⊕
µ∈h∗
Mµ,
and set wt(M) = {µ ∈ h∗ : Mµ 6= 0} and for v ∈Mµ we set wt v = µ. Any finite–dimensional
g–module is a weight module. It is well-known that the set of isomorphism classes of irreducible
finite–dimensional g-modules is in bijective correspondence with P+. For λ ∈ P+ we denote
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by V (λ) the representative of the corresponding isomorphism class, which is generated by a
vector vλ with defining relations
n+.vλ = 0, h.vλ = λ(h)vλ, (x
−
i )
λ(hi)+1.vλ = 0, h ∈ h, i ∈ I.
Moreover wtV (λ) ⊂ λ −Q+ ⊂ P . The module V (0) is the trivial module for g and we shall
write it as C.
If M is a finite–dimensional g–module, we denote by [M : V (µ)] the multiplicity of V (µ) in
a Jordan–Holder series for M . The character of M is the element of the integral group ring
Z[P ] given by,
chgM =
∑
µ∈P
dimCMµe(µ),
where e(µ) ∈ Z[P ] is the generator of the group ring corresponding to µ. The following is
standard.
Lemma. The characters {chg V (µ) : µ ∈ P
+} are a linearly independent subset of Z[P ]. 
We say thatM is locally finite–dimensional if it is a direct sum of finite–dimensional modules
for g, in which case M is necessarily a weight module. Using Weyl’s theorem one knows that
a locally finite–dimensional g-module M is isomorphic to a direct sum of V (λ), λ ∈ P+ and
hence in particular, wtM ⊂ P . Set
Mn
+
= {m ∈M : n+m = 0, } Mn
+
λ =M
n+ ∩Mλ ∼= Homg(V (λ),M). (1.1)
We have
Mλ = (n
−M ∩Mλ)⊕M
n+
λ , M =
⊕
λ∈P+
U(g)Mn
+
λ ,
or equivalently, the isotypical component of M corresponding to λ ∈ P+ is the g–submodule
generated by Mn
+
λ .
1.4. Let Igr be the category whose objects are graded g[t]-modules V with finite dimen-
sional graded pieces and where the morphisms are (degree zero) maps of graded g[t]-modules.
Clearly
gV [r] ⊂ V [r], r ∈ Z.
For any r ∈ Z we let τr be the grading shift operator. Clearly Igr is closed under taking
submodules, quotients and finite direct sums. Given V,W ∈ Ob Igr, the tensor product V ⊗W
is naturally graded by setting
(V ⊗W )[k] =
⊕
r∈Z
V [r]⊗W [k − r].
However the graded components are no longer finite–dimensional and hence Igr is not closed
under taking tensor products. However, we do have
Lemma. Suppose that V,W ∈ ObIgr are such that V [r] =W [r] = 0 for all but finitely many
r < 0 (resp. r > 0). Then V ⊗W ∈ Ob Igr. 
In the course of this paper we shall only be considering tensor products of objects which
satisfy the conditions of the lemma and we shall just use the lemma without comment.
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1.5. The graded character of V ∈ ObIgr is the element of the ring Z[P ][[u, u
−1]] given by
chgrV :=
∑
r∈Z
chg(V [r])u
r.
The following is straightforward.
Lemma. Let V ∈ Ob Igr and µ ∈ P
+. Then
V n
+
µ =
⊕
r∈Z
V n
+
µ [r], V
n+
µ [r] = V
n+
µ ∩ V [r].
In particular,
chgr V =
∑
µ∈P+
chg V (µ)H(V
n+
µ ). (1.2)

1.6. Given any subset Γ of P+, let IΓgr be the full subcategory of Igr consisting of objects
V such that wtV ⊂ Γ − Q+ and if Γ = {λ}, then set Iλgr = I
Γ
gr. Again I
Γ
gr is closed under
taking submodules, quotients and finite direct sums. For V ∈ ObIgr, set
ΓV =
∑
µ/∈Γ−Q+
U(g[t])Vµ, V
Γ = V/ΓV. (1.3)
Then V Γ is the maximal quotient of V that lies in IΓgr. If π : V → U is a morphism of objects
in Igr, then π(ΓV ) ⊂ π(ΓU) and we have an induced morphism π
Γ : V Γ → UΓ and hence we
have a functor from Igr → I
Γ
gr. In the case that Γ = {λ}, we shall write V
Γ = V λ.
Proposition. For all Γ′ ⊂ Γ and V ∈ ObIgr we have an isomorphism of objects in Igr,
V Γ
′ ∼= (V Γ)Γ
′
, Γ′V Γ ∼= Γ′V/ΓV.
Proof. Let ϕΓ : V → V
Γ and ϕΓ′ : V → V
Γ′ be the canonical maps of g[t]–modules. Since
ΓV ⊂ Γ′V we have a natural induced map ϕΓ,Γ′ : V
Γ → V Γ
′
such that ϕΓ,Γ′ .ϕΓ = ϕΓ′ . We
first prove that kerϕΓ,Γ′ = Γ
′V Γ which establishes the first isomorphism of the proposition.
Thus if v ∈ V Γ is such that ϕΓ,Γ′ = 0, there exists u ∈ V such that
ϕΓ(u) = v, ϕΓ′(u) = 0,
in other words u ∈ Γ′V . Since ϕΓ(Γ
′V ) ⊂ Γ′V Γ we see that kerϕΓ,Γ′ ⊂ Γ
′V Γ. For the reverse
inclusion notice that
wtV Γ
′
⊂ Γ′ −Q+ =⇒ ϕΓ,Γ′(Γ
′V Γ) = 0.
We now prove the second isomorphism. As we have seen above, the restriction of ϕΓ to Γ
′V
induces a homomorphism ϕ : Γ′V → Γ′V Γ and since kerϕ = kerϕΓ we get an injective map
Γ′V/ΓV → Γ′V Γ. We prove now that ϕ is surjective which clearly completes the proof. Thus,
let v ∈ Γ′V Γ and write
v =
ℓ∑
s=1
gsvs, vs ∈ (V
Γ)µs , µs /∈ Γ
′ −Q+.
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Choose elements us ∈ Vµs such that ϕΓ(us) = vs and set u =
∑ℓ
s=1 gsus. Clearly u ∈ Γ
′V and
ϕΓ(u) = v as required. 
2. The Main Result
In this section we recall the definitions of the main objects of study: the simple modules,
the indecomposable projective covers of simple modules and the Weyl modules. Our main
result is the relation between these three families of modules.
2.1. Let ev0 : g[t] → g be the homomorphism of Lie algebras ev0(x ⊗ f) = f(0)x. The
kernel of this map is a graded ideal in g[t] and hence the pull–back ev∗0 V of a g–module V is an
object of Igr. Set τr ev
∗
0 V (λ) = V (λ, r) and we let vλ,r ∈ V (λ, r) be the element corresponding
to vλ.
The following is straightforward, [6, Proposition 1.3] and classifies the irreducible modules
in Igr.
Lemma. A simple object of Igr is isomorphic to V (µ, r) for a unique choice of (µ, r) ∈ P
+×Z.
The simple objects of Iλgr are the V (µ, r), with (µ, r) ∈ P
+ × Z, µ ≤ λ. The graded character
of V (λ, r) is chg V (λ)u
r. 
2.2. For µ ∈ P+ set
P (µ, 0) = U(g[t])⊗U(g) V (µ), P (µ, r) = τrP (µ, 0),
and let pµ,r ∈ P (µ, r) be the image under τr of the element 1⊗ vµ. Note that
P (µ, r)[r] ∼=g V (µ), P (µ, r)[s] = 0, s < r.
The following proposition was proved in [6, Proposition 2.1] for P (µ, r).
Proposition. Given (λ, r) ∈ P+ × Z we have that P (λ, r) is an indecomposable projective
object in Igr. It is generated as a g[t]-module by pλ,r with defining relations
n+.pλ,r = 0, h.pλ,r = λ(h)pλ,r, (x
−
i )
λ(hi)+1.pλ,r = 0, for h ∈ h, i ∈ I.
Moreover, considering P (λ, r)[r] as a g– module, we have
[P (λ, r)[r] : V (λ, r)] = 1,
and hence V (λ, r) is the unique irreducible quotient of P (λ, r) and P (λ, r) is its projective
cover in Igr. 
The following is immediate.
Corollary. For (λ, r) ∈ P+ × Z and Γ ⊂ P+, the object P (λ, r)Γ is projective in IΓgr. 
The graded character of the projective module is given in terms of tensor products of
the symmetric powers of the adjoint representation of g, [6, Proposition 2.1]. One of the
applications of the results proved or conjectured in the current paper is a much more explicit
description of this character and this is discussed in the next section.
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2.3. For λ ∈ P+ and r ∈ Z, the graded global Weyl module W (λ, r) is defined by
W (λ, r) = P (λ, r)λ
and we denote the image of pλ,r by wλ,r. The following result proved in [15, Proposition 3.3]
makes the connection with the original definition of the global Weyl modules given in [14].
Lemma. The global Weyl module W (λ, r) is indecomposable, and is generated as a g[t]-module
by wλ,r with defining relations
n+[t].wλ,r = 0, h.wλ,r = λ(h)wλ,r, (x
−
i )
λ(hi)+1.wλ,r = 0, for h ∈ h, i ∈ I.
Moreover,
wtW (λ, r) ⊂ λ−Q+, [W (λ, r)[r] : V (λ)] = 1,
and V (λ, r) is the unique irreducible quotient of W (λ, r).

2.4. The graded characters of the global Weyl modules are known and we shall review
this in the next section. The following trivial consequence of Lemma 2.3 is used repeatedly.
For µ ∈ P+ and r ∈ Z, we have,
chgrW (λ, r)− chg V (λ)u
r ∈ ur+1Z[P ][[u, u−1]]. (2.1)
Lemma. Considered as elements of C[P ][[u, u−1]], the characters of the global Weyl modules
are linearly independent over C.
Proof. Suppose that we have
m∑
ℓ=1
aℓchgrW (λℓ, rℓ) = 0, λs 6= λℓ if rs = rℓ.
Assume without loss of generality that r1 is minimal, in which case we have
m∑
ℓ=1
aℓchgrW (λℓ, rℓ)− u
r1
∑
{ℓ : rℓ=r1}
aℓ chg V (λℓ) ∈ u
r1+1C[P ][[u, u−1]].
It follows that ∑
{ℓ : rℓ=r1}
aℓ chg(V (λℓ)) = 0,
and hence, applying Lemma 1.3, we see that a1 = 0. An obvious iteration of this argument
completes the proof.

2.5. We need one final family of modules in Igr and these are the graded local Weyl
modules. The moduleWloc(λ, r) is the quotient of W (λ, r) defined by imposing the additional
graded relations,
(h⊗ ts)wλ,r = 0, s > 0.
The following was proved in [14, Theorem 1], although the notation used there is slightly
different. The notation used in the current paper is closer to the one in [10].
Proposition. For all λ ∈ P+ and r ∈ Z, the module Wloc(λ, r) is finite–dimensional. 
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By Lemma 2.1 it follows that the irreducible constituents are of the form V (µ, s) for (µ, s) ∈
P+×Z and we let [Wloc(λ, r) : V (µ, s)] be the the multiplicity of V (µ, s) in the Jordan–Holder
series in Wloc(λ, r). These multiplicities are known, see [9] for slr+1 and [26] for the general
case and we shall give the precise statement later.
2.6. We now state our main result which connects all the modules discussed so far. We
assume that g = sl2 and we set x
±
1 = x
± and h1 = h, α1 = α and ω1 = ω.
Theorem 1. Let (mω, r) ∈ P+ × Z. There exists a decreasing family Pk ⊃ Pk+1, k ∈ Z+ of
objects of Igr such that
P0 = P (mω, r),
⋂
k≥0
Pk = {0}
and
Pk/Pk+1 ∼=
⊕
s≥0
W ((m+ 2k)ω, s)⊕n(m,k,s) (2.2)
where n(m,k, s) = [Wloc((m+ 2k)ω, r) : V (mω, s)]. Moreover,
chgr P (mω, r) =
∑
k,s∈Z
n(m,k, s) chgrW ((m+ 2k)ω, s). (2.3)
2.7. In general we have the following conjecture.
Conjecture. Let g be a finite–dimensional simple complex Lie algebra and let λ ∈ P+. There
exists a decreasing family Pk ⊃ Pk+1, k ∈ Z+ of objects of Igr such that
P0 = P (λ, r),
⋂
k≥0
Pk = {0}
and
Pk/Pk+1 ∼=W (µk, sk) chgr P (λ, r) =
∑
k≥0
chgrW (µk, sk), (2.4)
and for all (µ, s) ∈ P+ × Z we have,
#{k : (µk, sk) = (µ, s)} = [Wloc(µ, r) : V (λ, s)].
2.8. The statement of the theorem has two parts. The first part is that P (mω, r) has a
decreasing filtration such that (2.2) is satisfied. The second part is that the graded character
is then given by (2.3) and for this, it is useful to introduce the following natural definition.
Definition. Given M ∈ ObIgr a Weyl flag FM of M is a decreasing family Mk ⊃ Mk+1,
k ∈ Z+ of objects of Igr such that
M0 =M,
⋂
k≥0
Mk = {0}, Mk/Mk+1 ∼=W (µk, rk),
where (µk, rk) ∈ P
+ × Z. Let
[FM : W (µ, r)] = #{k ∈ Z+ :Mk/Mk+1 ∼=W (µ, r)}.

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At this stage the only example of modules (for an arbitrary simple Lie algebra) with a
Weyl flag are the global Weyl modules themselves. Notice that in this language, Theorem 2.6
asserts that the projective modules P (mω, r) for sl2 admit a Weyl flag. In Section 4 we give
examples of modules admitting a Weyl flag for arbitrary simple Lie algebras. These examples
also provide some evidence for our general conjecture.
2.9. The following proposition, together with Lemma 2.4, shows that the multiplicity of
W (µ, r) in a Weyl flag ofM ∈ ObIgr is independent of the choice of the flag. It also establishes
(2.3).
Proposition. Let FM = {Mk}k≥0 be a Weyl flag of M ∈ Igr.
(i) Given s ∈ Z there exist at most finitely many k such that Mk[s] 6= 0.
(ii)
chgrM =
∑
(µ,r)∈P+×Z
[FM :W (µ, r)] chgrW (µ, r)
Proof. Since dimM [s] < ∞ and Mk[s] ⊇ Mk+1[s] we see that there must exist r such that
Mr[s] =Mp[s] for all p ≥ r. The condition that
⋂
k∈Z+
Mk = {0} now gives (i).
For (ii), the induced filtration
M [s] ⊇M1[s] ⊇ · · ·Mr[s] ⊇ {0},
is finite for all s ∈ Z, and hence it follows that
chgM [s] =
∑
k∈Z+
chgW (µk, sk)[s],
which completes the proof of the proposition. 
Corollary. If F1M and F2M are two Weyl flags of M ∈ ObIgr then
[F1M : W (λ, r)] = [F2M :W (λ, r)], (λ, r) ∈ P
+ × Z,
and we denote this common multiplicity by [M :W (λ, r)].
Proof. This follows from part (ii) of the proposition, together with Lemma 2.4. 
2.10. As a consequence of Lemma 2.3, we see the following: for Γ ⊂ P+, we have
W (λ, r)Γ =
{
W (λ, r), λ ∈ Γ−Q+,
0, λ /∈ Γ−Q+.
(2.5)
It is obvious that if M has a Weyl flag and M ∈ IΓgr, then Mr and Mr/Mr+1 are in I
Γ
gr for all
r ∈ Z+; in other words, M has a Weyl flag in I
Γ
gr. We shall also be interested in showing that
the module P (µ, s)Γ admits a Weyl flag. As a first step we note the following result.
Lemma. Let Γ be a finite subset of P+ and assume that
µ, ν ∈ Γ =⇒ µ  ν and ν  µ.
Then for all M ∈ ObIΓgr and ν ∈ Γ, we have
n+[t]Mν = 0. (2.6)
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Moreover for all (µ, r) ∈ Γ× Z, the modules W (µ, r) are projective objects of IΓgr.
Proof. For all α ∈ R+ and µ ∈ Γ we have µ + α ≥ µ and hence µ + α /∈ Γ, which proves
(2.6). It follows from (2.5) that for all µ ∈ Γ, we have W (µ, r) ∈ ObIΓgr. Suppose now that
we have a surjective map π : M → N , where M,N ∈ ObIΓgr and let ϕ : W (µ, r) → N be a
non–zero map of g[t]–modules, in particular this implies that ϕ(wµ,r) 6= 0. Since π is a map
of g–modules it follows that we can choose u ∈Mµ[r] such that π(u) = ϕ(wµ,r). The defining
relations of the global Weyl modules and Equation (2.6) imply that the assignment wµ,r 7→ u
defines a homomorphism ψ : W (µ, r) → M of g[t]–modules such that π.ψ = ϕ thus proving
that W (µ, r) is a projective object of IΓgr.

3. Characters
In this section we gather some of the necessary results on global and local Weyl modules for
arbitrary simple Lie algebras. We explain what is known about the characters of these modules
and state some natural identities which are a consequence of the conjecture and theorem. A
crucial step in understanding the modules W (λ, r) is to determine the annihilator in U(h[t])
of the element wλ,r and we deal with this in the first part of this section.
3.1. We use freely the notation and definitions of the earlier sections. In addition, given
k ∈ Z+ let Ak be the polynomial ring in k variables with a Z–grading given in the standard
way, by setting all the generators to have grade one. The graded component Ak[s] is just the
space homogenous polynomials of degree s. Let Sk be the symmetric group on k letters and
consider the natural graded action of Sk on Ak defined by permuting the variables. Clearly
Ak[s] is a Sk–submodule of Ak for all s ∈ Z.
3.2. Given λ ∈ P+, where λ =
∑n
i=1 riωi with
∑n
i=1 ri = rλ, we denote by Sλ the Young
subgroup Sr1 × · · · × Srn of Srλ. The corresponding graded ring of invariants A
Sλ
rλ
will be
denoted as Aλ. It is well–known that Aλ is again a polynomial ring in rλ variables with
Hilbert series
H(Aλ) =
n∏
i=1
1
(1− u)(1− u2) · · · (1− uri)
.
In what follows, we shall regard Arλ as the polynomial ring in the variables ti,s, 1 ≤ i ≤ n,
1 ≤ s ≤ ri. We shall also use the fact that Aλ is the subalgebra of Arλ generated by the
elements {(tpi,1 + · · ·+ t
p
i,ri
) : 1 ≤ i ≤ n, p ∈ Z+}.
3.3. For λ =
∑
i∈I riωi ∈ P
+ set
AnnU(h[t]) wλ,r = {u ∈ U(h[t]) : uwλ,r = 0}.
It is clear that
AnnU(h[t]) wλ,r = AnnU(h[t]) wλ,0.
The following result was established in [14] in a different form, in the current language this
can be found in [15, Lemma 8].
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Proposition. The algebra homomorphism U(h[t])→ Aλ defined by sending
hi ⊗ t
p 7→ (tpi,1 + · · · + t
p
i,ri
), 1 ≤ i ≤ n, p ∈ Z,
induces an isomorphism of graded algebras
symm : U(h[t])/AnnU(h[t]) wλ,r ∼= Aλ.

3.4. The following is straightforward but we include a proof for the reader’s convenience.
Lemma. Let V ∈ ObIgr be such that wtV ⊂ λ − Q
+ and assume that Vλ 6= 0. Then
AnnU(h[t])wλ,rVλ = 0. In particular, Vλ admits the structure of a right Aλ–module given by
va = hv, v ∈ Vλ, h ∈ U(h[t]), a = symm(h).
Proof. Observe that n+[t]Vλ = 0 since wtV ⊂ λ − Q
+. Choose r ∈ Z such that v ∈ Vλ[r]
with v 6= 0. The defining relations of W (λ, r) given in Lemma 2.3 imply that there exists a
non–zero morphism W (λ, r) → V of objects of Igr which sends wλ,r → v. In particular we
have uv = 0 for all u ∈ AnnU(h[t])wλ,r and the the lemma follows from Proposition 3.3. 
3.5. It is easily seen that setting
(ywλ)u = yuwλ, y ∈ U(g[t]), u ∈ U(h[t]),
defines a graded right action of U(h[t]) on W (λ, r). Hence we can regard W (λ, r) as a graded
right module for Aλ and in fact as a graded (g[t],Aλ)–bimodule. In this language one has the
following equivalent definition [15] (see also [2, Section 4.3]) of the Wloc(λ, r), namely:
Wloc(λ, r) ∼=g[t] W (λ, r)⊗Aλ Cλ, (3.1)
where Cλ is the one dimensional module obtained by going modulo the augmentation ideal in
Aλ. The following is immediate.
Lemma. Given λ, µ ∈ P+, the subspace W (λ, r)n
+
µ is a graded Aλ–submodule of W (λ, r) and
we have an isomorphism of (g,Aλ)–bimodules
U(g)W (λ, r)n
+
µ
∼= V (µ)⊗C W (λ, r)
n+
µ ,
U(g)Wloc(λ, r)
n+
µ
∼= V (µ)⊗C (W (λ, r)
n+
µ ⊗Aλ Cλ),
which sends
w → vµ ⊗ w, (resp. w→ vµ ⊗ (w ⊗ 1)), w ∈W (λ, r)
n+
µ .
Here we regard g as acting only on V (µ) and Aλ on W (λ, r)n
+
µ .

Since W (λ, r) is generated as a g–module by the spaces W (λ, r)n
+
µ , we have an isomorphism
of (g,Aλ)–bimodules,
W (λ, r) ∼=
⊕
µ∈P+
V (µ)⊗W (λ, r)n
+
µ , (3.2)
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and hence we see that
chgrW (λ, r) =
∑
µ∈P+
H(W (λ, r)n
+
µ ) chg V (µ).
3.6. To determine the graded character of W (λ, r) we need the following result which was
established in [14] for sl2, in [9] for slr+1, in [18] for simply–laced g and in [26] in general. It
can also be deduced from the quantum case through the work of [4], [22] and [25].
Theorem. Regarded as a module for Aλ, the global Weyl module W (λ, r) is free of rank
dimCWloc(λ, r). 
We note the following corollary.
Corollary. For µ ∈ P+, the subspace W (λ, r)n
+
µ is a free Aλ–module of rank dimCWloc(λ, r)
n+
µ .
Proof. Using (1.1) and (3.2) we see that W (λ, r)n
+
µ is an Aλ summand of W (λ, r) and hence is
a projective Aλ–module. Since Aλ is a polynomial ring it follows from the the famous result of
Quillen (see [23] for an exposition) that W (λ, r)n
+
µ is in fact a free Aλ–submodule of W (λ, r).
To determine its rank, let πλ : W (λ, r) → Wloc(λ, r) be the canonical morphism of graded
g[t]–modules sending wλ,r → wλ,r ⊗ 1 where we use the equivalent definition given in (3.1).
Then, πλ(W (λ, r)
n+
µ ) =Wloc(λ, r)
n+
µ and hence
rkAλW (λ, r)
n+
µ = dimCWloc(λ, r)
n+
µ .

3.7. The following proposition determines the graded character of W (λ, r) in terms of the
local Weyl module Wloc(λ, r).
Proposition. For (λ, r) ∈ P+ × Z, we have
chgrW (λ, r) = chgrWloc(λ, r)H(Aλ).
Proof. Using [5, Proposition 11.4.7] we see that Corollary 3.6 implies that the Aλ–module
W (λ, r)n
+
µ is graded free. In other words, if we pick a graded basis of Wloc(λ, r)
n+
µ , then a set
of graded pre-images is a graded basis for W (λ, r)n
+
µ as an Aλ–module. This implies that∑
s∈Z
dimW (λ, r)n
+
µ [s]u
s =
(∑
s∈Z
dimWloc(λ, r)
n+
µ [s]u
s
)
H(Aλ),
and hence we get
chgrW (λ, r) =
∑
µ∈P+
chg V (µ)
(∑
s∈Z
dimWloc(λ, r)
n+
µ [s]u
s
)
H(Aλ) = chgrWloc(λ, r)H(Aλ).

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3.8. The graded character of the local Weyl module was computed in [9] for slr+1 and
in [26] in general. We shall just give the result for slr+1 since the general case requires the
introduction of a number of ideas from the theory of crystal bases.
Regard λ =
∑n
i=1 riωi ∈ P
+ as an n–tuple of integers λ = (r1, · · · , rn). Let ξ = (ξ1 ≥ · · · ≥
ξn+1 ≥ 0) be a partition of rλ =
∑n
i=1 ri with at most (n + 1)–parts and let Kλ,ξtr(u) be the
generalized Kostka polynomial defined in [24, III.6]. Set µξ =
∑n
i=1(ξi − ξi+1)ωi.
Proposition. For λ ∈ P+ we have,
chgrWloc(λ, r) = u
r
∑
ξ
Kλ,ξtr(u) ch V (µξ),
where the sum is over all partitions ξ of rλ with at most (n + 1)–parts. 
3.9. Assuming that Conjecture 2.7 is true, we now compute the character of the projective
module P (λ, 0) in terms of the local Weyl module as follows. Using Proposition 3.7 we have
chgr P (λ, 0) =
∑
(µ,s)∈P+×Z
[P (λ, 0) :W (µ, s)] chgrW (µ, s)
=
∑
(µ,s)∈P+×Z
[Wloc(µ, 0) : V (λ, s)]u
s chgrW (µ, 0)
=
∑
µ∈P+
chgrW (µ, 0)
∑
s∈Z
Kµ,ξtr
λ
(u)su
s
=
∑
µ∈P+
chgrW (µ, 0)Kµ,ξtr
λ
(u)
=
∑
µ∈P+(λ)
Kµ,ξtr
λ
(u) chgrWloc(µ, 0)H(Aµ),
where P+(λ) consists of µ ∈ P+ such that there exists ξtrλ = (ξ1 ≥ · · · ≥ ξn+1) a partition of
rµ into at most (n+ 1)–parts and λ =
∑n
i=1(ξi − ξi+1)ωi.
3.10. A simple consequence of the Poincare–Birkhoff–Witt theorem (see [6, Proposition
2.1]) is that we have an isomorphism of Z–graded g[t]–modules,
P (λ, r) ∼=g[t] U(g ⊗ tC[t])⊗C V (λ, r).
Here we regard U(g⊗ tC[t])⊗ V (λ, r) as a g[t]–module as follows:
(x⊗ ts)(y ⊗ v) =
{
(x⊗ ts)y ⊗ v, s > 0,
[x, y]⊗ v + y ⊗ xv, s = 0,
where x ∈ g, y ∈ U(g ⊗ tC[t]), s ∈ Z+ and v ∈ V (λ, r). In particular
P (0, r) ∼=g[t] U(g ⊗ tC[t])⊗ V (0, r), chgr P (λ, r) = u
r chg V (λ) chgr P (0, 0),
and we get∑
µ∈P+(λ)
urKµ,ξtr
λ
(u) chgrWloc(µ, 0)H(Aµ) =
∑
µ∈P+(0)
urKµ,ξtr0 (u) chgrWloc(µ, 0) chg V (λ)H(Aµ).
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3.11. By the Poincare–Birkhoff–Witt theorem we have an isomorphism of graded vector
spaces
U(g ⊗ tC[t]) ∼= S(g⊗ tC[t]),
where for a vector space V we denote by S(V ) the symmetric algebra of V . Consider now
the special case when λ = 0 and g is sl2. The preceding discussion, together with Theorem 1,
proves the following:
Theorem 2. Suppose that g = sl2. Then,
chgr S(g⊗ tC[t]) =
∑
r,m
K2m,(m≥m)(u)K2m,(2m−r≥r)(u)H(A2m) chg V (2m− 2r).
Considering the dimensions of the graded pieces on both sides, we have∏
r≥1
(
1
1− ur
)dim g
=
∑
r,m
(2m− 2r + 1)K2m,(m≥m)(u)K2m,(2m−r≥r)(u)H(A2m).

4. Examples of Modules admitting a Weyl flag
In this section we give a non–trivial example of an object of Igr which admits a Weyl flag.
We begin with the following remark. In the case of the BGG category O for g, it is relatively
easy to produce examples of modules admitting a Verma flag. The standard example of such
a module is the tensor product of a Verma module with a finite–dimensional module for g. In
the case of Igr such a statement is false. As an example, suppose that g is sl2 and consider the
tensor product V =W (ω, 0) ⊗ V (ω, 0). Suppose that V admits a Weyl flag. Since V2ω[0] 6= 0
and wtV ⊂ {±2ω, 0}, we see that W (2ω, 0) must be a sub-quotient of V . Using the results of
Section 3, we get
H(W (2ω, 0)2ω) = H(A2ω).
On the other hand
H(V2ω) = H ((W (ω, 0)⊗ V (ω, 0))2ω) = H(Aω).
Since A2ω ∼= A
S2
2 and Aω = A1 we get dimW (2ω, 0)2ω [2] = 2 > dimV2ω[2]. This is clearly
impossible and hence V does not admit a Weyl flag.
4.1. Let θ ∈ R+ be the highest root of g and recall that θ ∈ P+. We shall prove,
Proposition. For r ∈ Z, we have
Ext1Igr(τrC,W (θ, r + 1)) 6= 0.
Corollary. We have a non–split short exact sequence of objects
0→W (θ, r + 1)→ P (0, r)θ → τrC→ 0
in the category Iθgr.
The proofs of the proposition and its corollary are given in the rest of this section.
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4.2. The structure of the local Weyl module Wloc(θ, 0) can be read off from the character
formulae discussed in the previous sections. In this special case, they can also be found in
[11] in the following explicit way. We have V (θ) ∼= g where we regard g as a module for itself
through the adjoint representation. Let 〈·, ·〉 be the Killing form on g. Then,
Wloc(θ, 0)[s] = 0, s ≥ 2, Wloc(θ, 0)[0] ∼=g g, Wloc(θ, 0)[1] ∼=g[t] τ1C,
and the action of g⊗C[t] is
(x⊗ ts)(y, a) = 0, s ≥ 2, (x⊗ t)(y, a) = (0, 〈x, y〉), x(y, a) = ([x, y], 0).
We remark for the reader’s convenience that the element wθ,0 is just x
+
θ ∈ g. As a consequence
of Proposition 3.7, we get
chgrW (θ, 0) = chgrWloc(θ, 0)H(Aθ) = (chg V (θ) + u chgC)H(Aθ). (4.1)
4.3. Define the module Ŵ (θ, 0) ∈ Igr as follows:
Ŵ (θ, 0) =Wloc(θ, 0)⊗C[t] = (g⊕ τ1C)⊗C[t],
with the g[t] action given by
(x⊗ tr)(y ⊗ f, a⊗ g) = ([x, y]⊗ trf, 0) + r(0, 〈x, y〉 ⊗ tr−1f) (4.2)
where x, y ∈ g, a ∈ C, and f, g ∈ C[t]. Clearly,
chgr Ŵ (θ, 0) = chgrWloc(θ, 0)H(A1). (4.3)
Lemma. We have Ŵ (θ, 0) ∈ Ob Iθgr. Moreover it is generated by the element x
+
θ ⊗ 1 and
hence is a quotient of W (θ, 0). Furthermore, if g is not of type An or Cn, then
Ŵ (θ, 0) ∼=W (θ, 0).
Proof. The first statement is clear since
wt(Ŵ (θ, 0)) = wt(Wloc(θ, 0)) = wtV (θ) ⊂ θ −Q
+.
Hence n+[t] x+θ = 0, and the second statement follows from the defining relations of W (θ, 0)
once we prove that x+θ ⊗ 1 generates Ŵ (θ, 0) as g[t]–module. But this is easily checked, given
the explicit formulae in (4.2).
Suppose now that g is not of type An or Cn. Then θ ∈ {ωi : i ∈ I} and hence Aθ ∼= A1 as
graded algebras. Equations (4.1), (4.3) imply that Ŵ (θ, 0) and W (θ, 0) have the same graded
characters and the final statement of the lemma is now immediate. 
4.4. The following lemma, together with Lemma 4.3, completes the proof of Proposition
4.1 in the case when g is not of type An or Cn.
Lemma. For r ∈ Z, we have Ext1Iθgr
(
τrC, τr+1Ŵ (θ, 0)
)
6= 0.
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Proof. Define an action of g[t] on the direct sum of g–modules
U = τrC⊕ τr+1Ŵ (θ, 0),
as follows: τr+1Ŵ (θ, 0) is a g[t]–submodule of U , and the action of g[t] on τrC is given by
(x⊗ ts)(a, 0, 0) = as(0, x⊗ ts−1, 0), s ∈N, x ∈ g.
A simple checking shows that this is indeed an action of g[t] and also that U is indecomposable.
In other words, we have a non–split short exact sequence
0→ τr+1Ŵ (θ, 0)→ U → τrC→ 0,
and the lemma is proved. 
4.5. Let K be the kernel of the map P (0, r)θ → τrC → 0. To complete the proof of
Proposition 4.1 and its corollary, we will prove that
K ∼=W (θ, r + 1),
as objects of Igr. We begin with the following.
Lemma. We have
K = U(g[t])(x+θ ⊗ t)pr, where pr = p0,r.
In particular, there exists a surjective morphism ψr : W (θ, r + 1) → K → 0 of objects of Igr
with ψr(wθ,r+1) = (x
+
θ ⊗ t)pr.
Proof. Since g pr = 0 and P (0, r)
θ [r] = Cpr (see Lemma 2.2) it follows that
P (0, r)θ = U(g ⊗ tC[t])pr, K = U(g ⊗ tC[t])+pr.
The elements {x⊗t : x ∈ g} generate g⊗tC[t] as a Lie algebra and hence generate U(g⊗tC[t])
as an algebra. Hence it suffices to show that
(x⊗ t)pr ∈ U(g[t])(x
+
θ ⊗ t)pr, for all x ∈ g.
Since
y(x⊗ t)pr = ([y, x] ⊗ t)pr, x, y ∈ g,
it is enough to prove that the g–module (via the adjoint action of g) through (x+θ ⊗ t) is all of
g ⊗ t. But this is equivalent to the well–known statement [20] that x+θ generates the adjoint
representation of g. Since wtK ⊂ θ−Q+, we see that n+[t]((x+θ ⊗ t)pr) = 0 and hence K is a
quotient of W (θ, r + 1).

18 MATTHEW BENNETT, VYJAYANTHI CHARI AND NATHAN MANNING
4.6. Suppose that g is not of type An or Cn, in which case we only have to prove Corollary
4.1. Consider the short exact sequence
0→ K → P (0, r)θ → τrC→ 0.
Since W (θ, r + 1)[r] = 0 we have,
HomIθgr(τrC,W (θ, r + 1)) = HomIθgr(P (0, r)
θ ,W (θ, r + 1)) = 0,
and since P (0, r)θ is projective in Iθgr we get by using Lemma 4.4 that
HomIθgr(K,W (θ, r + 1))
∼= Ext1Iθgr
(τrC,W (θ, r + 1)) 6= 0.
Let ϕ ∈ Homg[t](K,W (θ, r + 1)) be non-zero. By Lemma 4.5, the element (x
+
θ ⊗ t)pr spans
Kθ[r + 1] and hence we may assume
ϕ((x+θ ⊗ t)pr) = wθ,r+1.
But now, ψr.ϕ : W (θ, r+1)→W (θ, r+1) is a surjective morphism which splits sinceW (θ, r+1)
is projective (see Lemma 2.10) in Iθgr. Since W (θ, r+1) is indecomposable it follows that ϕ is
an isomorphism and Corollary 4.1 is proved in this case.
4.7. To deal with the case when g is of type An or Cn, we need the following result which
was proved in [2, Theorem 3]. In that paper it was shown that the space of all g[t]–maps (not
just the graded ones) between global Weyl modules W (λ, r) and W (µ, s) is zero for λ 6= µ
when g is of type An or Cn.
Lemma. Assume that g is of type An or Cn. Then, for r, s ∈ Z we have
HomIgr(τrC,W (θ, s)) = 0.
Further, any non–zero element of HomIgr(W (θ, r),W (θ, s)) is injective.

4.8. Suppose now that g is of type An or Cn, in which case we shall prove Proposition 4.1
and its corollary simultaneously. Consider the induced sequence
0→ HomIθgr(τrC,W (θ, r − 1))→ HomIθgr(P(0, r)
θ ,W (θ, r − 1))→ HomIθgr(K,W (θ, r − 1)).
Lemma 4.7 and Equation 4.1 give
HomIθgr(τrC,W (θ, r − 1)) = 0, [W (θ, r − 1)[r] : τrC] = 1,
and hence we have W (θ, r − 1)[r]n
+
0 6= 0. The defining relations of P (0, r) show that
HomIθgr(P (0, r)
θ ,W (θ, r − 1)) 6= 0
which forces
HomIθgr(K,W (θ, r − 1)) 6= 0.
Let ϕ ∈ HomIθgr(K,W (θ, r − 1)) be non–zero, in which case ϕ((x
+
θ ⊗ t)pr) 6= 0. Then the
composite map ϕ.ψr : W (θ, r + 1) → W (θ, r − 1) is non–zero and hence injective by Lemma
4.7. It follows that ϕ is injective, and hence, again using Lemma 4.7, that
K ∼= Imϕ ∼=W (θ, r + 1).
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5. Proof of Theorem 1: the first reduction
The proof of Theorem 1 requires an explicit realization of the global Weyl modules and we
begin this section by recalling this construction. We note here that it suffices, by application
of the functor τr, to prove Theorem 1 in the case of P (ℓω, 0).
5.1. Throughout the next two sections we will be working with sl2 and we recall that
we write x± for x±1 etc. We shall use without further mention the fact that in this case the
Lie subalgebras h[t] and n±[t] are abelian. The corresponding universal enveloping algebras
are polynomial rings in the infinitely many variables {x± ⊗ ts : s ∈ Z+}. For s ∈ Z+, and
r = (r1, · · · , rs) ∈ Z
s
+, set
x±r = (x
± ⊗ tr1) · · · (x± ⊗ trs)
The elements {x+r : r ∈ Z
s
+} are a basis for U(n
+[t])sα, where we understand x
±
r = 1 for
r ∈ Z0+.
5.2. Let e± be the standard basis for V (ω) satisfying
x±e± = 0, x
±e∓ = e±, he± = ±e±.
Given ℓ ∈ Z+, define a structure of a (sl2[t], Aℓ)-bimodule on the space V (ω)
⊗ℓ ⊗ Aℓ, by
extending linearly the assignment,
(z ⊗ tr).(v1 ⊗ · · · ⊗ vℓ ⊗ f) =
ℓ∑
j=1
v1 ⊗ · · · ⊗ vj−1 ⊗ z.vj ⊗ vj+1 ⊗ · · · ⊗ vℓ ⊗ t
r
jf,
(v1 ⊗ · · · ⊗ vℓ ⊗ f).g = (v1 ⊗ · · · ⊗ vℓ ⊗ fg),
where z ∈ g, vs ∈ V (ω), 1 ≤ s ≤ ℓ, f, g ∈ Aℓ and r ≥ 0.
The space (V (ω)⊗ℓ ⊗ Aℓ) inherits the grading on Aℓ, i.e., for an integer r, the r
th–graded
piece is (V (ω)⊗ℓ)⊗Aℓ[r]. The following is trivial.
Lemma. For all ℓ ∈ Z+ we have V (ω)
⊗ℓ ⊗Aℓ ∈ ObI
ℓω
gr . 
5.3. The symmetric group Sℓ acts on V (ω)
⊗ℓ by permuting the factors in the tensor
product. The induced diagonal action of Sℓ on V (ω)
⊗ℓ ⊗ Aℓ commutes with the right action
of Aℓ and sl2[t]. In particular, this means that (V (ω)
⊗ℓ⊗Aℓ)
Sℓ ∈ Ob Igr. Recall from Section
3 that
Aℓω = A
Sℓ
ℓ ,
and hence W (ℓω, r) is a right module for ASℓℓ . The following was proved in [14] in the case
that a = 1; the proof in the general case is identical.
Theorem. The assignment wℓ,0 → e
⊗ℓ
+ ⊗ a, a ∈ A
Sℓ
ℓ , induces an isomorphism of graded
(g[t], ASℓℓ )–bimodules,
W (ℓω, gr a) ∼= (V (ω)⊗ℓ ⊗ aAℓ)
Sℓ .

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5.4. A much more general version of the following result was established in [2, Proposition
6.1].
Proposition. Let v ∈ (V (ω)⊗ℓ ⊗Aℓ). Then
(x+ ⊗C[t])v = 0 ⇐⇒ v ∈ (e⊗ℓ+ ⊗Aℓ).
Together with Theorem 5.3 we have the following,
Corollary. Let w ∈W (ℓω, 0). Then,
(x+ ⊗C[t])w = 0 ⇐⇒ w ∈W (ℓω, 0)ℓω .
5.5. Set e+∧e− = (e+⊗e−−e−⊗e+) and for k ∈ Z+, denote by (e+∧e−)
⊗k the element
(e+ ⊗ e− − e− ⊗ e+)
⊗k of V (ω)⊗2k.
Proposition. For m,k ∈ Z+, the assignment
pm,0 7→ e
⊗m
+ ⊗ (e+ ∧ e−)
⊗k ⊗ 1
defines a homomorphism ψm,k : P (mω, 0)→ V (ω)
⊗(m+2k) ⊗Am+2k of objects of Igr.
Proof. It is simple to check that
h
(
e⊗m+ ⊗ (e+ ∧ e−)
⊗k
)
= m(e⊗m+ ⊗ (e+ ∧ e−)
⊗k),
x+
(
e⊗m+ ⊗ (e+ ∧ e−)
⊗k
)
= 0.
The proposition is now a consequence of the defining relations of P (mω, 0). 
Corollary. The map ψm,k induces a map ψ
k
m : P (mω, 0)
(m+2k)ω → V (ω)⊗(m+2k) ⊗ Am+2k of
objects of I
(m+2k)ω
gr . 
5.6. For the rest of the paper we fix m,k ∈ Z+ and set ℓ = m+ 2k. To simplify notation,
we shall suppress ω; for example, we write P (m, 0)ℓ for P (mω, 0)ℓω. We shall also write pm
for pm,0.
Lemma. The subspace P (m, 0)ℓℓ is a left h[t]–submodule of P (m, 0)
ℓ and is generated by ele-
ments of the set {x+r pm : r ∈ Z
k
+}.
Proof. Since h⊗C[t] is abelian it is clear that P (m, 0)ℓℓ is a h[t]–submodule of P (m, 0)
ℓ. It is
also trivial to see that the elements x+r pm ∈ P (m, 0)
ℓ
ℓ. Since
u ∈
(
n−U(g[t])
)
kα
=⇒ u ∈
∑
r>k
U(g[t])(U(n+[t]))rα,
and wtP (m, 0)ℓ ⊂ ℓω −Q+, we see that
u ∈
(
n−U(g[t])
)
kα
=⇒ upm = 0,
and hence
P (m, 0)ℓℓ =
∑
r∈Zk+
U(h[t])xrpm,
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thus completing the proof of the lemma. 
5.7. For r ∈ Zk+, define elements p(r) ∈ Aℓ by,
p(r) =
∑
σ∈Sk
(t
rσ(1)
m+1 − t
rσ(1)
m+2) · · · (t
rσ(k)
m+2k−1 − t
rσ(k)
m+2k). (5.1)
Lemma. For r ∈ Zk+ and s ∈ Z+, we have
ψkm(xrpm) = e
⊗ℓ
+ ⊗ p(r), ψ
k
m((h⊗ t
s)xrpm) = e
⊗ℓ
+ ⊗ p(r)(t
s
1 + · · ·+ t
s
ℓ).
Proof. The lemma is proved by a straightforward calculation. We illustrate this in the case
k = 1. Thus for r ∈ Z+, we have
(x⊗ tr)(e⊗m+ ⊗ (e+ ⊗ e− − e− ⊗ e+)⊗ 1) = e
⊗m
+ (e+ ⊗ e+ ⊗ t
r
m+1 − e+ ⊗ e+ ⊗ t
r
m+2)
= e
⊗(m+2)
+ ⊗ (t
r
m+1 − t
r
m+2),
as needed.

5.8. Let Mk,ℓ be the A
Sℓ
ℓ –submodule of Aℓ generated by the elements {p(r) : r ∈ Z
k
+}.
Then Lemma 5.6 and Lemma 5.7 together yield,
ψkm(P (m, 0)
ℓ
ℓ) = e
⊗ℓ
+ ⊗Mk,ℓ. (5.2)
The module Mk,ℓ was studied in [10, Theorem 1] where the following result was established.
Theorem. We have an isomorphism of graded ASℓℓ –modules
W (ℓ, 0)n
+
m
∼=Mk,ℓ,
where we recall that m = ℓ − 2k. In particular, Mk,ℓ has an A
Sℓ
ℓ basis consisting of graded
elements {a1, · · · ,aN} where N = dimCWloc(ℓ, 0)
n+
m and the number of basis elements of a
fixed grade s is [Wloc(ℓ, 0) : V (m, s)]. 
5.9. Assume now that we have fixed a basis {a1, · · · ,aN} of Mk,ℓ as in Theorem 5.8 and
let gr ar be the grade of ar, 1 ≤ r ≤ N .
Proposition. The g[t]–submodule W(ℓ) of V (ω)⊗ℓ⊗Aℓ which is generated by elements of the
set {e⊗ℓ+ ⊗ p(r) : r ∈ Z
k
+} is an object of Igr and
W(ℓ) ∼=
N⊕
r=1
W (ℓ, gr ar).
Proof. The elements p(r) are graded elements of Aℓ which shows that the g[t]–submodule
generated by the elements {e⊗ℓ+ ⊗ p(r) : r ∈ Z
k
+} is a graded submodule of V (ω)
⊗ℓ ⊗ Aℓ and
hence an object of Igr. For 1 ≤ r ≤ N , the elements e
⊗ℓ
+ ⊗ ar satisfy the defining relations of
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wℓ,grar . Since these elements have the same grade, this proves that there exists a surjective
map of graded g[t]–modules
π :
N⊕
r=1
W (ℓ, gr ar)։W(ℓ), wℓ,grar → e
⊗ℓ
+ ⊗ ar, 1 ≤ r ≤ N.
We now prove that π is injective. Since wt kerπ ⊂ ℓω−Q+ it follows that there must exist
w = (w1, · · · , wN ), wr ∈W (ℓ, gr ar) with
π(w) = 0, (x+ ⊗C[t])w = 0.
Hence (x+ ⊗ C[t])wr = 0 for all 1 ≤ r ≤ N . Using Proposition 3.3 and Corollary 5.4, we
see that wr ∈ W (ℓ, gr ar)ℓ for all 1 ≤ r ≤ N , i.e., we can write wr = hrwℓ,gr ar , for some
hr ∈ U(h[t]). This gives,
0 = π(w) =
N∑
r=1
π(wr) =
N∑
r=1
hr(e
⊗ℓ
+ ⊗ ar) = e
⊗ℓ
+ ⊗
N∑
r=1
brar,
where hr(e
⊗ℓ
+ ⊗ 1) = e
⊗ℓ
+ ⊗ br, for some br ∈ A
Sℓ
ℓ , 1 ≤ r ≤ N by Lemma 5.7. Theorem 5.8
implies that br = 0 and hence hr(e
⊗ℓ
+ ⊗ 1) = 0 for all 1 ≤ r ≤ N . Now using Theorem 5.3 we
conclude that
wr = hrwℓ,grar = 0,
and so w = 0. This proves that kerπ = {0} and completes the proof of the proposition. 
Equation (5.2) implies that
W(ℓ) = ψkm(U(g[t])P (m, 0)
ℓ
ℓ).
Corollary. There exists an injective map of g[t]–modules ι : W(ℓ) → P (m, 0)ℓ such that
ψkm · ι = id . More explicitly, ι(W(ℓ)) is a summand of the g[t] submodule of P (m, 0)
ℓ generated
by P (m, 0)ℓℓ and we have
U(g[t])P (m, 0)ℓℓ = ι(W(ℓ)) ⊕K,
for some K ∈ Iℓωgr .
Proof. SinceW (ℓ, s) is projective in Iℓωgr , it follows from Proposition 5.9 thatW(ℓ) is projective.
The corollary is now immediate. 
5.10. Let ϕℓ : P (m, 0)
ℓ → P (m, 0)ℓ−2 be the canonical map of graded modules. We shall
prove,
Proposition. For ℓ = m+ 2k, we have
kerϕℓ = ιW(ℓ),
and hence we have a short exact sequence,
0→
N⊕
r=1
W (ℓ, gr ar)→ P (m, 0)
ℓ → P (m, 0)ℓ−2 → 0.
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5.11. Proof of Theorem 1. Assume Proposition 5.10. Set
Γk = {(m+ 2i− 2)ω : 0 ≤ i ≤ k}, Pk = ΓkP (m, 0) = ker
(
P (m, 0) −→ P (m, 0)m+2k−2
)
.
Proposition 1.6 gives,
Pk/Pk+1 = ΓkP (m, 0)/Γk+1P (m, 0) ∼= ΓkP (m, 0)
m+2k.
It is clear that an equivalent reformulation of Proposition 5.10 is that
ΓkP (m, 0)
m+2k ∼=
N⊕
r=1
W (ℓ, gr ar).
To complete the proof of Theorem 1, we must show that⋂
k≥0
Pk = {0}. (5.3)
It clearly suffices to prove that
Pk[s] = 0, s < k. (5.4)
For this, recall from Section 1.6 that
Pk = ΓkP (m, 0) =
∑
r≥k
U(g[t])P (m, 0)m+2r .
Since P (m, 0)m+2r ⊂ U(g[t])rαpm, and x
+pm = 0, we see by using the Poincare–Birkhoff–Witt
theorem, that
P (m, 0)m+2r ⊂
∑
r∈Nr
U(g[t])xrpm.
Since x+r pm ∈ P (m, 0)[j] for r ∈ N
r and j ≥ r, we see that
P (m, 0)m+2r ⊂
⊕
j≥r
P (m, 0)[j]
and hence Equation 5.4 is established.
5.12. To prove Proposition 5.10, note that by Corollary 5.9 we have,
P (m, 0)ℓℓ = (ιW(ℓ))ℓ ⊕ Kℓ, (5.5)
as h–modules. The proposition follows if we prove that Kℓ = 0. We begin by noting that
Lemma 3.4 implies that each of the subspaces in (5.5) is a module for ASℓℓ and hence (5.5) is
an isomorphism of ASℓℓ –modules. Moreover we have an isomorphism,
ι(W(ℓ))ℓ ∼=
N⊕
r=1
(W (ℓ, gr ar))ℓ
∼=
N⊕
r=1
τrA
Sℓ
ℓ ,
of ASℓℓ –modules, where τrA
Sℓ
ℓ is the regular representation of A
Sℓ
ℓ shifted by grade gr ar. Hence
ι(W(ℓ))ℓ is a free A
Sℓ
ℓ –module of rank N .
Let Cℓ be the one dimensional A
Sℓ
ℓ –module obtained by going modulo the augmentation
ideal in ASℓℓ . Proposition 5.10 is now clearly a consequence of,
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Proposition. We have
dimC(P (m, 0)
ℓ
ℓ ⊗ASℓ
ℓ
Cℓ) ≤ N, N = [Wloc(ℓ, 0) : V (m)] =
∑
s∈Z+
[Wloc(ℓ, 0) : V (m, s)].
In particular, regarded as a right module for ASℓℓ , we have that P (m, 0)
ℓ
ℓ is generated by at
most N elements.
Observe that this proposition is clear in the case that ℓ = m, and so the rest of the paper
is devoted to proving the proposition (and hence Theorem 1) when ℓ > m. It is helpful to
recall here that the Kostka polynomials involved in the case of sl2 are given explicitly by the
following,
Km,(m−r≥r)(u) =
[m]u!
[m− r]u![r]u!
−
[m]u!
[m− r + 1]u![r − 1]u!
,
where for an integer n we denote by
[n]u =
1− un
1− u
, [n]u! = [n]u[n− 1]u · · · [2]u, n ∈ Z+, [n]u! = 0, n < 0.
In particular, this means that
N = Kℓ,(ℓ−k≥k)(1) =
(
ℓ
k
)
−
(
ℓ
k − 1
)
=
∑
s∈Z+
[Wloc(ℓ, 0) : V (m, s)].
6. Proof of Proposition 5.12
We need two key ingredients for the proof: a result which identifies the local Weyl module
with a quotient of U(n−[t]) established in [14] and an important identity established by H.
Garland in [19, Lemma 7.5]. We use freely the notation of the preceding sections. Thus,
k,m ∈ Z+ are fixed and we set ℓ = m + 2k. In addition, give any power series S(u) with
coefficients in some algebra A, we let S(u)r be the coefficient of u
r in S. Moreover for a ∈ A
we set
a(n) =
an
n!
.
Finally, given any subset S of A we denote by 〈S〉 the left ideal of A generated by S.
6.1. Define formal power series in an indeterminate u with coefficients in U(g[t]), by
X±(u) =
∑
i≥1
(x± ⊗ ti)ui, X±0 (u) =
∑
i≥0
(x± ⊗ ti)ui+1,
P+(u) = exp
−∑
i≥1
h⊗ ti
i
ui
 .
Recall that U(n±[t]) is the polynomial algebra in the variables {x± ⊗ ts : s ∈ Z+} and define
ideals I(ℓ)± by
I(ℓ)± = 〈X±0 (u)
(r)
s : r ≥ 1, s ≥ ℓ+ 1〉.
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The adjoint action of h on U(n±[t]) preserves I(ℓ)± and it is simple to see that
I(ℓ)±±kα = span {X
±
0 (u)
(r)
s x
±
r : r ∈ Z
k−r
+ , 1 ≤ r ≤ k, s ≥ ℓ+ 1},
where for any p ∈ Z+ and r = (r1, . . . , rp) ∈ Z
p
+, we recall that
x±r = (x
± ⊗ tr1) · · · (x± ⊗ trp) ∈ U(n±[t]).
Regard U(n−[t]) as a module for itself via left multiplication and as a h–module via the adjoint
action. The following is proved in [14, Lemma 6.4].
Proposition. The assignment u 7→ u(wℓ,0⊗1) defines a map of h⊕n
−[t]–modules, U(n−[t])→
Wloc(ℓ, 0), and induces an isomorphism
U(n−[t])/I(ℓ)− ∼=Wloc(ℓ, 0),
(
U(n−[t])/I(ℓ)−
)
−kα
∼=Wloc(ℓ, 0)m.
Moreover,
dimCU(n
−[t])/I(ℓ)− = 2ℓ, dimC
(
U(n−[t])/I(ℓ)−
)
−kα
=
(
ℓ
k
)
. (6.1)

We now prove,
Corollary. The map u 7→ (x− ⊗ 1)u from U(n−[t]) → U(n−[t]) induces an injective map of
vector spaces (U(n−[t])/I(ℓ)−)−(k−1)α → (U(n
−[t])/I(ℓ)−)−kα .
Proof. The only statement of the corollary which is not immediate is that the induced map(
U(n−[t])/I(ℓ)−
)
−(k−1)α
→
(
U(n−[t])/I(ℓ)−
)
−kα
is injective. To prove this, it suffices to show that the map (x− ⊗ 1) : Wloc(ℓ, 0)m+2 →
Wloc(ℓ, 0)m is injective. But this is clear since m+2 ≥ 0 and Wloc(ℓ, 0) is a finite–dimensional
sl2–module. 
6.2. The following is a reformulation of a result of H. Garland. In the current form it
can be obtained from [14, Lemma 1.3] by applying the anti–automorphism of g[t] which sends
x+ ⊗ ts 7→ x− ⊗ ts, h⊗ ts 7→ h⊗ ts for all s ∈ Z+.
Lemma. Let s ≥ r. Then
(x+ ⊗ t)(s)(x−)(r) = (−1)r(P+(u)X+(u)(s−r))s +Xs,r
= (−1)rX(u)(s−r)s +Hs,r +Xs,r,
where Xs,r ∈ 〈U(g[t])(s−r+1)α〉 and Hs,r ∈ (h⊗ tC[t])U(h⊗ tC[t]⊕ n
+[t])(s−r)α. 
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6.3. For the rest of the section we set
Ploc = P (m, 0)
ℓ
ℓ ⊗ASℓ
ℓ
Cℓ.
Lemma. As a vector space Ploc is spanned by the elements {x
+
r (pm ⊗ 1) : r ∈ Z
k
+}.
Proof. Recall from Lemma 5.6 that P (m, 0)ℓℓ is generated as a left h[t]–module by the elements
x+r pm, r ∈ Z
k
+. Applying Lemma 3.4 to P (m, 0)
ℓ we see that P (m, 0)ℓℓ has the structure of a
right ASℓℓ –module given by,
va = hv, v ∈ P (m, 0)ℓℓ, h ∈ U(h[t]), a ∈ A
Sℓ
ℓ . (6.2)
Hence Ploc is spanned by the elements x
+
r pm ⊗ 1, r ∈ Z
k
+ as required.

6.4.
Proposition. Let 0 ≤ j ≤ k and set p = k − j and q ≥ m+ k + j + 1. Then
X+(u)(p)q x
+
r (pm ⊗ 1) = 0, for all r ∈ Z
j
+. (6.3)
Proof. Since x+x+r pm = 0 we have
(x−)m+2j+1x+r pm = 0.
Using Lemma 6.2 with s = q and r = q − p, we get,
0 = (x+ ⊗ t)(q)(x−)(m+2j+1)x+r pm = (−1)
q−pX(u)(p)q x
+
r pm + ux
+
r pm + u
′x+r pm,
where u ∈ (h⊗ tC[t])U(h ⊗ tC[t]⊕ n+[t])pα and u
′ ∈ 〈U(g[t])(p+1)α〉. Writing
u =
∑
s≥1
(h⊗ ts)us, us ∈ U(h⊗ tC[t]⊕ n
+[t])pα,
we get by using Lemma 3.4 and (6.2) that,
ux+r (pm ⊗ 1) =
∑
s≥1
usx
+
r pm ⊗ symm(h⊗ t
s).1 = 0.
Further, since u′ ∈ 〈U(g[t])(p+1)α〉 it follows that u
′x+r (pm ⊗ 1) = 0 and hence finally, we have
X+(u)(p)q x
+
r (pm ⊗ 1) = 0.

Let Uk be the vector space quotient of U(n
+ ⊗ tC[t])kα by the subspace spanned by the
elements of the set {X+(u)
(k−j)
q x
+
r : r ∈ N
j, 0 ≤ j ≤ k, q ≥ m+ k + j + 1} or, equivalently,
the set of elements {X+(u)
(p)
q x
+
r : r ∈ N
k−p, 0 ≤ p ≤ k, p + q ≥ ℓ + 1}. The following is
immediate.
Corollary. The linear map U(n+⊗tC[t])kα → Ploc given by x
+
r 7→ x
+
r pm, r ∈ N
k is surjective
and induces a surjective map Uk → Ploc. 
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6.5. Using Corollary 6.4, we see that Proposition 5.12 is established if we show that
dimC Uk ≤
(
ℓ
k
)
−
(
ℓ
k − 1
)
. (6.4)
For this, we proceed as follows. Set
J(ℓ)+ = 〈X+(u)(p)q : p+ q ≥ ℓ+ 1〉 ⊂ U(n
+[t]).
Clearly J(ℓ)+ is preserved by the adjoint action of h and we have an isomorphism of vector
spaces
Uk ∼= U(n
+ ⊗ tC[t])kα/J(ℓ)
+
kα
∼=
(
U(n+ ⊗ tC[t])/J(ℓ)+
)
kα
. (6.5)
It is now clear that the following proposition establishes (6.4).
Proposition. (i) The algebra homomorphism ϕ : U(n+[t])→ U(n+⊗tC[t]) given by sending
x+ ⊗ 1 7→ 0, x+ ⊗ ts 7→ x+ ⊗ ts, s ≥ 1,
induces a short exact sequence of algebras
0→ 〈x+ ⊗ 1, J(ℓ)+〉/I(ℓ)+ → U(n+[t])/I(ℓ)+ → U(n+ ⊗ tC[t])/J(ℓ)+ → 0,
and hence also a short exact sequence of vector spaces,
0→
(
〈x+ ⊗ 1, J(ℓ)+, 〉/I(ℓ)+
)
kα
→
(
U(n+[t])/I(ℓ)+
)
kα
→
(
U(n+ ⊗ tC[t])/J(ℓ)+
)
kα
→ 0.
(ii) We have,
dimC
(
U(n+[t])/I(ℓ)+
)
kα
=
(
ℓ
k
)
, dimC
(
〈x+ ⊗ 1, J(ℓ)+〉/I(ℓ)+
)
kα
≥
(
ℓ
k − 1
)
.
Proof. We first prove that I(ℓ)+ ⊂ 〈x⊗ 1, J(ℓ)+〉. For this, write
X+0 (u)
p
q+p = (x
+ ⊗ 1 +X+(u))pq ,
and use the binomial expansion to conclude that
X+0 (u)
p
q ∈ 〈x⊗ 1, J(ℓ)
+〉, q + p ≥ ℓ+ 1.
Moreover, we also have
ϕ(X+0 (u)
p
q) = X
+(u)pq−p ∈ J(ℓ)
+, if q ≥ ℓ+ 1,
and hence we have an induced map of algebras
ϕ¯ : U(n+[t])/I(ℓ)+ → U(n+ ⊗ tC[t])/J(ℓ)+ → 0.
Suppose that ϕ(u) ∈ J(ℓ)+ for some u ∈ U(n+[t]). Since ϕ(x ⊗ 1) = 0 and the restriction of
ϕ to U(n+ ⊗ tC[t]) is the identity, we see that u ∈ J(ℓ)+. It follows that the kernel of ϕ is
precisely 〈x⊗ 1, J(ℓ)+〉 and the proof is complete.
To prove (ii) we use Proposition 6.1. Since the map x±⊗ts → x∓⊗ts induces an isomorphism
of algebras,
U(n+[t]) ∼= U(n−[t]), I(ℓ)+ ∼= I(ℓ)−,
we get from (6.1) that dimC (U(n
+[t])/I(ℓ)+)kα =
(ℓ
k
)
.
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Consider the algebra homomorphism ψ : U(n+[t])→ U(n+[t]) which is given by left multi-
plication by (x⊗ 1). Clearly
ψ
(
U(n+[t])rα
)
⊂ U(n+[t])(r+1)α, r ∈ Z, ψ(I(ℓ)
+) ⊂ I(ℓ)+,
and hence we have a map
ψ¯ : U(n+[t])/I(ℓ)+ → U(n+[t])/I(ℓ)+,
and in fact
ψ¯(U(n+[t])/I(ℓ)+)(r−1)α ⊂ (〈x⊗ 1, J(ℓ)
+〉/I(ℓ)+)rα.
By Corollary 6.1, the restriction of ψ¯ to (U(n+[t])/I(ℓ)+)(k−1)α is injective and hence using
(6.1) again, we get
dimC
(
〈x+ ⊗ 1, J(ℓ)+〉/I(ℓ)+
)
kα
≥ dimC(U(n
+[t])/I(ℓ)+)(k−1)α =
(
ℓ
k − 1
)
,
and part (ii) is proved.

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