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THE LIMITING SPECTRA OF GIRKO’S BLOCK-MATRIX
TAMER ORABY
Abstract. To analyze the limiting spectral distribution of some random block-
matrices, Girko [7] uses a system of canonical equations from [6]. In this paper,
we use the method of moments to give an integral form for the almost sure
limiting spectral distribution of such matrices.
1. Introduction and main result
A random block-matrix is a matrix whose entries are random matrices. In [6],
Girko studied the spectra of large dimensional random block-matrices by intro-
ducing a system of equations, called the system of canonical equations, to analyze
the spectra. This system of canonical equations was used later by Girko [7] to
study a model for which the system is solvable. The model studied there has many
restrictive conditions.
In the current paper, we are going to study the same model under different
conditions for the blocks. The main tool of the proof is the method of moments.
We will follow the proof of the main theorem by propositions, as applications to the
theorem, in which the blocks are made of some known ensembles like the Gaussian
unitary ensemble and the Wishart random matrix. Free probability theory is used
to prove these propositions.
The spectral measure of an n× n Hermitian matrix A is
µA =
1
n
n∑
i=1
δλi ,
where λ1 ≤ λ2 ≤ · · · ≤ λn are the eigenvalues of A. In this paper we consider
random matrices, i.e., matrices where the entries are random variables on some
probability space. In this case, µA is, of course, a random measure.
We will denote the weak convergence of probability measures by limn→∞ µn
D
= µ
or
µn
D−→ µ as n→∞.
If the moments of measures converge,
lim
n→∞
∫
R
xkµn(dx) =
∫
R
xkµ(dx)
for all k ≥ 1, we will write
µn
m−→ µ as n→∞.
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If {µn} is a sequence of random measures which converges in one of the above senses
almost surely, we will append the abbreviation ”a.s.” to the above notation. We
note that for k ≥ 1, the kth moment of µA is
(1)
∫
R
xkµA(dx) = trn(A
k),
where trn(A) :=
1
n
∑n
i=1Aii.
The Kronecker product ⊗ of two matrices A = (aij)ki,j=1 and B = (bij)ni,j=1 is
defined to be the nk × nk matrix given by
A⊗B =


a11B a12B . . . a1kB
a21B a22B . . . a2kB
...
...
. . .
...
ak1B ak2B . . . akkB

 .
Among the properties of the Kronecker product, we will need the identity
trkn(A⊗B) = trk(A)trn(B).
Also, if A and C are two k× k matrices and B and D are two n×n matrices, then
(A⊗B)(C⊗D) = AC⊗BD. Finally, Ik is the k × k identity matrix.
Now we are ready to state the main theorem.
Theorem 1. For n, k ≥ 1, consider the double array of random block-matrices
{Bn,k} whose terms are given by Bn,k = Ik ⊗An +Wk ⊗Bn, where for n ≥ 1, the
matrices An, Bn, and Wn are Hermitian random matrices of order n, and satisfy
the following hypotheses:
(i) There exists a compactly supported probability measure µω such that
(2) µWn
m−→ µω as n→∞ a.s.
(ii) For real t, there exist probability measures ψ(t; .) such that
µAn+tBn
m−→ ψ(t; .) as n→∞ a.s.
and ψ(t; .) has a support that is uniformly bounded for t in any compact
subset of R.
Under these conditions we have
(3) lim
n→∞
lim
k→∞
µBn,k
D
= lim
k→∞
lim
n→∞
µBn,k
D
= ν a.s.,
where the probability measure ν is defined as
(4) ν(dx) =
∫
R
ψ(t; dx) µω(dt).
Remark 1. Since the support of ψ(t; dx) is uniformly bounded for t in supp(µω) (the
support of µω), then the probability measure ν(dx), introduced in (4), is compactly
supported.
As mentioned above, matrices of the form Ik ⊗An +Wk ⊗ Bn were analyzed
by Girko [7]. In [7, Theorem 3], Girko assumes that {An} and {Bn} are two
sequences of real symmetric non-random matrices, Bn is a positive definite matrix
for each n ≥ 1, and the entries of the symmetric matrix Wk are independent ±1
with probability 12 . He shows under these assumptions that the spectral probability
distribution F̂Bn,k(x) := µBn,k ((−∞, x]) of the sequence of random block-matrices
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{Bn,k} converges, for almost all x’s and with probability one, as both k and n go
to infinity to a non-random distribution function that follows from a complicated
equation given in [7].
In Theorem 1, our assumptions allow us to identify the limit. In the course of
our proof, we are also able to derive Girko’s SS-Law (a sum of semi-circular law),
see Proposition 4.
2. Proof of Theorem 1
We need the following lemma.
Lemma 1. [5, p.94, Lemma 3.1] Fix k ∈ N, let T = {t0, t1, . . . , tk} be a set of
distinct points in R and Pn(t) = a0,n + a1,nt + · · · + ak,ntk be a polynomial with
ai,n ∈ C for every i and n. If Pn(t) converges for every t ∈ T as n → ∞, then
the limit is a polynomial of degree ≤ k, say it is P (t) = a0 + a1t + · · · + aktk.
Moreover, the convergence is uniform on every compact subset of R. Furthermore,
limn→∞ ai,n = ai for every i.
Proof of Theorem 1. The proof is based on the method of moments. Using
the aforementioned properties of the Kronecker product, the mth moment of the
spectral measure of Bn,k is given by
(5)
trnk(B
m
n,k) = trkn((Ik ⊗An +Wk ⊗Bn)m)
=
∑m
j=0 trk(W
j
k) trn(φ(An,Bn;m− j, j)),
where φ(An,Bn;m−j, j) is the sum of all the noncommutative monomials in which
Bn appears j times and An appears m− j times. Let the jth moment of µω be ωj,
j ≥ 1. By (1) and (2), limk→∞ trk(Wjk) = ωj a.s. Therefore,
(6) lim
k→∞
trnk(B
m
n,k) =
m∑
j=0
ωj trn(φ(An,Bn;m− j, j)).
On another hand, for all t ∈ R
(7) trn((An + tBn)
m) =
m∑
j=0
tjtrn(φ(An,Bn;m− j, j)).
Therefore,∫
R
trn((An + tBn)
m)µω(dt) =
m∑
j=0
ωj trn(φ(An,Bn;m− j, j)).
So by (6),
(8) lim
k→∞
trnk(B
m
n,k) =
∫
R
trn((An + tBn)
m)µω(dt).
But,
lim
n→∞ trn((An + tBn)
m) =
∫
R
xmψ(t; dx)
and by Lemma 1 this limit is uniform in t as t varies over the compact set supp(µω).
Therefore,
lim
n→∞
lim
k→∞
trnk(B
m
n,k) =
∫
R
∫
R
xmψ(t; dx) µω(dt).
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By Fubini’s Theorem
lim
n→∞
lim
k→∞
trnk(B
m
n,k) =
∫
R
xm
(∫
R
ψ(t; dx) µω(dt)
)
.
The other iterated limit follows from the observation that (5) and (7) imply
trnk(B
m
n,k) =
∫
R
trn((An + tBn)
m)µWk(dt)
for every n and k. Since µWk is a discrete measure,
(9) lim
n→∞
trnk(B
m
n,k) =
∫
R
∫
R
xmψ(t; dx)µWk(dt).
By Lemma 1,
∫
R
xmψ(t; dx) is a polynomial in t and since µWk converges in mo-
ments, it follows that
lim
k→∞
lim
n→∞ trnk(B
m
n,k) =
∫
R
xm
(∫
R
ψ(t; dx) µω(dt)
)
.
Now, since ν(dx) :=
∫
R
ψ(t; dx) µω(dt) has a bounded support, the result follows.

Remark 2. The integral in (4) always exists because ψ(t; .) is measurable in t. This
can be seen as follows. The characteristic function of ψ(t; .) is analytic, as ψ(t; .)
has a compact support for each t. So the characteristic function is measurable in t
as a pointwise limit of the series in the moments
∫
R
xkψ(t; dx), k ≥ 1; the latter are
polynomials in t by Lemma 1. Therefore the inversion formula of the characteristic
function implies the measurability of ψ(t; (−∞, a]) for any a.
3. Applications
In this section, we apply Theorem 1 to some well-studied ensembles of random
matrices. To do so, we introduce these ensembles and review the pertinent topics
from free probability theory.
3.1. Random Matrix Theory. We call an n×n Hermitian matrixA = (Aij)ni,j=1
a Wigner matrix if it is a random matrix whose upper-diagonal entries are indepen-
dent and identically distributed complex random variables such that E(Aij) = 0
and E(|Aij |2) = 1n for all i < j. Moreover, the diagonal entries are independent and
identically distributed real random variables such that E(Aii) = 0 and E(A
2
ii) =
1
n
.
We will denote all such Wigner matrices of order n by Wigner(n).
An important example of a Wigner matrix is the Gaussian Wigner matrix for
which {ℜAij : 1 ≤ i ≤ j ≤ n} ∪ {ℑAij : 1 ≤ i < j ≤ n} is a family of independent
random Gaussian variables such that Aii ∼ N(0, 1n ) for every i and ℜAij , ℑAij ∼
N(0, 12n ) for every i < j. We will denote all such Gaussian matrices of order n by
G(n).
We call the random matrix B = X∗X a Wishart matrix if X is a pn × n matrix
whose entries are complex independent Gaussian random variables such that ℜXij ,
ℑXij ∼ N(0, 12n ) for every 1 ≤ i, j ≤ n. Here X∗ is the conjugate transpose of X.
We will denote all such Wishart matrices of order n and shape parameter pn by
Wishart(n, pn). See [2, 4] for more details and references.
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For these type of random matrices, the limiting spectral distributions are known.
If An is Wigner(n), then by Wigner’s Theorem (cf. [2]),
µAn
D−→ γ0,1 as n→∞ a.s.
where γα,σ2 is the semicircular law centered at α and of variance σ
2 which is given
as
γα,σ2(dx) =
1
2piσ2
√
4σ2 − (x− α)2 1[α−2σ,α+2σ](x)dx.
On the other hand, if Bn is Wishart(n, pn) for all n and limn→∞ pnn = α > 0, then
(cf. [2])
µBn
D−→ ρα as n→∞ a.s.
where ρα is the Marchenko-Pastur law with mean α > 0 which is given as
ρα(dx) = (1− α)+δ0(dx)
+
√
(x− (√α− 1)2)((√α+ 1)2 − x)
2pix
1[(
√
α−1)2,(√α+1)2](x)dx.
The following two propositions are consequences of Theorem 1.
Proposition 1. Let {Wn}, {An} and {Bn} be three independent sequences of
random matrices such that Wn is Wigner(n) and An,Bn are G(n) for all n.
Then the almost sure limiting spectral distribution ν of Bn,k = Ik⊗An+Wk⊗Bn,
see (3), is absolutely continuous with the probability density function
g(x) =


g1(x) ; whenever 2 ≤ |x| ≤ 2
√
5
g2(x) ; whenever |x| ≤ 2
where
g1(x) =
1
2pi2
∫ 2
q
x2
4
−1
√
4(1 + t2)− x2 √4− t2
(1 + t2)
dt,
and
g2(x) =
1
2pi2
∫ 2
0
√
4(1 + t2)− x2 √4− t2
(1 + t2)
dt.
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Figure 1. The probability density function corresponding to the
limiting spectral distribution of Bn,k when An and Bn are Gauss-
ian matrices.
In order to state the following proposition we first define the following functions:
h1(x; t) = 2 + 27 t
2 − 3 t x− 3 t2 x2 + 2 t3 x3,
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h2(x; t) = 1− t x+ t2 x2,
H(x; t) =
1
3
√
2
(
h1(x; t) +
√
h1(x; t)2 − 4 h2(x; t)3
) 1
3
,
the two functions s1(t) and s2(t) which are the two real roots of the quartic equation
in x
(10) 4 + 27 t2 − 6 t x− x2 − 6 t2 x2 + 2 t x3 + 4 t3 x3 − t2 x4 = 0
(see Proposition 3 for details) and the probability density function
(11) f(x; t) =
1
2
√
3pi t
(
H(x; t)− h2(x; t)
H(x; t)
)
1[s1(t),s2(t)](x).
Proposition 2. Let {Wn}, {An} and {Bn} be three independent sequences of ran-
dom matrices such that Wn is Wigner(n), An is G(n) and Bn is Wishart(n, pn)
for all n and limn→∞ pnn = 1. Then the almost sure limiting spectral distribution ν
of Bn,k = Ik⊗An+Wk⊗Bn, see (3), is absolutely continuous with the probability
density function
g(x) =
∫
R
f(x; t) γ0,1(dt)
where f(x; t) is given in Equation (11).
We simply need to verify the hypothesis of Theorem 1. We use the machinery
of free probability (specifically free additive convolution) to do this.
3.2. Free Additive Convolution. Let µ be a probability measure with a com-
pact support in R. We define its corresponding Cauchy (Stieltjes) transform to be
Gµ(z) :=
∫
R
1
z−xµ(dx), for z ∈ C such that ℑ(z) > 0. The Cauchy transform Gµ(z)
possesses the following properties:
(i) ℑ(Gµ(z)) < 0 whenever ℑ(z) > 0.
(ii) lim|z|→∞ zGµ(z) = 1.
(iii) Gµ(z) is analytic in a neighborhood of ∞.
The Stieltjes inversion formula is given by
(12) µ(E) = − 1
pi
lim
y↓0
∫
E
ℑ(Gµ(x + i y))dx
for every continuity set E ⊂ B(R) (the σ−field of Borel subsets of R). The R-
transform of µ is defined as Rµ(z) = Kµ(z)− 1z where Kµ(z) is the inverse function
of the Cauchy transform Gµ(z), i.e., Gµ(Kµ(z)) = z. The two functions Kµ(z) and
Rµ(z) are well defined in 0 < |z| < r and 0 ≤ |z| < r, respectively, for some r > 0.
The free additive convolution of probability measures with compact supports
in R arises in free probability theory (cf. [10]). If µ and ν are two probability
measures with compact supports in R, then their free additive convolution µ⊞ ν is
a probability measure with a compact support in R, see [10]. The R-transform of
µ⊞ ν is given by Rµ⊞ν(z) = Rµ(z) +Rν(z).
Denote the dilation Dt of a measure µ by Dt(µ), where Dt(µ)(E) = µ(E/t) for
every E if t 6= 0 and Dt(µ) = δ0 if t = 0. Since RDt(µ)(z) = tRµ(tz) for every t ∈ R
(cf. [10, p.26]), therefore
Dt(µ⊞ ν) = Dt(µ)⊞Dt(ν).
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For the limit laws described above, Rγ
0,σ2
(z) = σ2z and Rρα(z) =
α
1−z (cf. [10]);
furthermore γ0,1 ⊞Dt(γ0,1) = γ0,1+t2 for every real t. The next proposition com-
putes γ0,1 ⊞Dt(ρ1) for t > 0.
Proposition 3. If µ = γ0,1 and ν = ρ1 then for t > 0
µ⊞Dt(ν)(dx) = f(x; t)dx
where f(x; t) is given by Equation (11). Furthermore, for each compact set C ⊂ R
there exists M > 0 such that the support of f(x; t)dx is contained in [−M,M ] for
all t in C.
Proof. Fix t > 0. The R-transforms of µ and ν are given by
Rµ(z) = z and RDt(ν)(z) =
t
1− tz
and accordingly
Rµ⊞Dt(ν)(z) = z +
t
1− tz .
Therefore, the Cauchy transform Gµ⊞Dt(ν)(z) is the root of the cubic equation
(13) t g3 − g2 (1 + t z) + g z − 1 = 0.
First, in order to show uniqueness, we will show that Equation (13) has only one
root for which lim|z|→∞ zg(z) = 1. This follows from the observation that if g1, g2
and g3 are the roots of Equation (13) then g1g2g3 =
1
t
and g1 + g2 + g3 =
1
t
+ z.
Combining both identities results in
(14) g21g2 + g1g
2
2 +
1
t
=
1
t
g1g2 + zg1g2
Thus if two of the roots, say g1 and g2, are such that lim|z|→∞ zg1(z) = 1 and
lim|z|→∞ zg2(z) = 1, then Equation (14) would lead to the contradiction that 1t = 0.
It is known, see [3, Corollary 2, Corollary 4, and Proposition 5], that the free
convolution of a compactly supported measure with a semicircle law has a smooth
and bounded density. Thus by picking the right root and then using the Stieltjes
inversion formula (12) we get
− 1
pi
lim
y↓0
ℑ(Gµ⊞Dt(ν)(x+ i y)) = f(x; t)
where f(x; t) is given by Equation (11).
Second, since we know in advance that the free additive convolution of two
probability measures with compact supports in R has a compact support in R (cf.
[10]), then we can find the support of µ ⊞ Dt(ν) by identifying when f(x; t) = 0.
This last identity leads to Equation (10).
The left hand side in Equation (10) is positive at x = 0 and Equation (10)
has two real roots and two complex conjugate roots. We prove the existence and
uniqueness of its real roots s1(t) and s2(t) as follows. Substitute x = y +
1
2t + t in
Equation (10). Hence, we get another quartic equation in y which reads as
(15) −
(
37
2
− 1
16 t4
+ 3 t4
)
+
(
8
t
− 8 t3
)
y −
(
1
2 t2
+ 6 t2
)
y2 + y4 = 0
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By Descartes−Euler theorem [1], Equation (15) has two real roots and two com-
plex conjugate roots (and correspondingly Equation (10) does) if and only if the
cubic equation in z that is given by
(16) −
(
8
t
− 8 t3
)2
+
(
80 + 48 t4
)
z −
(
1
t2
+ 12 t2
)
z2 + z3 = 0
has one nonnegative real root and two complex conjugate roots. To show this
we substitute z = u +
(
1
3 t2 + 4t
2
)
in Equation (16) which in its turn reduces to
another cubic equation. By Cardano’s theorem, the discriminant of the new reduced
equationD =
64 (1+27 t4)
3
27 t8 is nonnegative and so it has one real root and two complex
conjugate roots and so does Equation (16).
Now, it is left to show that this real root of Equation (16) is nonnegative. This
is true since the product of the three roots of Equation (16) is equal to
(
8
t
− 8 t3)2
which is nonnegative and consequently the real root is also nonnegative.
We can see from Equation (10) that s1(t) and s2(t) are continuous and hence
uniformly bounded on any compact subset of R. This completes the proof. 
In Figure 1, we show the graphs of f(x; t) for t = 1, 2.
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Figure 2. The probability density functions corresponding to
µ⊞Dt(ν) with t=1, 2.
Remark 3. If t = 0, then f(x; 0) = 12pi
√
4− x2 1[−2,2](x) since µ⊞ δ0 = µ. In case
t < 0, since µ ⊞Dt(ν) = D−1(µ ⊞D−t(ν)), then it follows that µ ⊞Dt(ν)(dx) =
f(−x;−t)dx.
We will also need the following.
Theorem 2. [8, Proposition 4.3.9] Let {An} and {Bn} be two sequences of Hermit-
ian random matrices and {Un} be a sequence of random matrices with the uniform
distribution on the unitary group U(n). Suppose that Un is independent of (An,Bn)
for all n ≥ 1. If there exist two compactly supported probability distributions µ and
ν such that
µAn
m−→ µ as n→∞ a.s. and µBn m−→ ν as n→∞ a.s.,
then
µAn+U∗nBnUn
D−→ µ⊞ ν as n→∞ a.s.
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In particular, if An, Bn are independent, and the distribution of Bn is unitarily
invariant for all n, i.e., if Bn and UnBnU
∗
n have the same distribution for all
unitary matrices Un, then Theorem 2 implies
µAn+Bn
D−→ µ⊞ ν as n→∞ a.s.
Since the distributions ofG(n) andWishart(n, pn) matrices are unitarily invariant,
we get the following.
Corollary 1.
(i) For n ≥ 1, let An be Wigner(n) and Bn be G(n) such that An and Bn
are independent. Then for all t ∈ R,
µAn+tBn
D−→ γ0,1+t2 as n→∞ a.s.
(ii) For n ≥ 1, let An be Wigner(n) and Bn be Wishart(n, pn) such that An
and Bn are independent. If limn→∞ pnn = 1, then for all t ∈ R,
µAn+tBn
D−→ µt as n→∞ a.s.
where µt has the probability density function given by Equation (11).
Now, Proposition 1 follows directly from Corollary 1 part (i). Proposition 2
follows easily from Corollary 1 part (ii) since f(x; t)dx has a bounded support that
is uniformly bounded in t ∈ [−2, 2] as shown in Proposition 3.
3.3. Comments on limits with respect to one index. Here we remark about
additional information about limits with respect to one of the indexes that can be
extracted from the proof of Theorem 1.
3.3.1. Formula (9) identifies the limiting spectral distribution of finite dimensional
random block-matrices as the size of the blocks goes to infinity. For instance,
consider the sequence of k × k random block-matrices {Sn}, for a fixed k ∈ N,
in which the diagonal blocks are made of An’s and all the other blocks are made
of Bn’s. This random block matrix is studied in [9] among other things, using
algebraic manipulations of block matrices. Hence, for each n we can write Sn as
I ⊗ An + W ⊗ Bn, where I is the k × k identity matrix and W is the k × k
non-random matrix whose entries are 0’s on the diagonal and one’s elsewhere. By
induction on k, one can easily find that µW =
k−1
k
δ−1+ 1k δk−1. If {An} and {Bn}
satisfy condition (ii) in Theorem 1, then it follows from formula (9) that
µSn
D−→ k − 1
k
ψ(−1, .) + 1
k
ψ(k − 1, .) as n→∞ a.s.
3.3.2. The following result is a generalization of [7, Theorem 4], where it is assumed
that the entries of Wk take values −1 and 1 with probabilities 12 , and A and B are
non-random matrices.
Proposition 4. (The SS-Law) Let {Wk} be a sequence of random matrices such
that Wk is Wigner(k) for all k. Let also A and B be two n× n Hermitian com-
muting random matrices which have eigenvalues {α1, · · · , αn} and {β1, · · · , βn},
respectively. Then
(17) µBn,k
D−→ 1
n
n∑
j=1
γαj ,β2j as k →∞ a.s.
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Proof. Since A and B are Hermitian and commute, then there is a unitary matrix
U such that
A = UDiag(α1, . . . , αn)U
∗ and B = UDiag(β1, . . . , βn)U∗.
It follows directly from equation (8) that
limk→∞ trnk(Bmn,k) =
∫
R
1
n
∑n
j=1(αj + tβj)
mγ0,1(dt)
= 1
n
∑n
j=1
∫
R
tmγαj ,β2j (dt)
where the last equality follows by changing of variables.
Since the probability measure on the right-hand side of (17) is a finite mixture
of semicircle laws, then it has a compact support in R. Therefore, convergence of
moments implies weak convergence. 
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