) and the interior-point algorithm of Nesterov and Nemirovskii 13] are two fundamental theoretically ecient algorithms for solving general convex optimization. The ellipsoid algorithm enjoys a number of important advantages over interior-point algorithms: the ellipsoid algorithm is based on elegantly simple geometric notions, it always has excellent theoretical e ciency in the dimension of the variables n, it requires only the use of a separation oracle for its implementation, and it is important in both continuous and discrete optimization 8]. (Of course, when applied to solving linear programming, interior-point algorithms typically exhibit vastly superior practical performance over the ellipsoid algorithm, but that is not the focus of this study.)
The ellipsoid algorithm belongs to a larger class of e cient volume-reducing cutting-plane algorithms that includes the method of centers of gravity 11], the method of inscribed ellipsoids 10], and the method of volumetric centers 22], among others. We focus herein on the ellipsoid algorithm because of its prominence and COMPLEXITY OF CONVEX OPTIMIZATION 2 history in the complexity analysis of convex optimization, but our analysis is applicable to these other volume-reducing cutting-plane methods as well, see the remarks in Section 6.
In analyzing the complexity of the ellipsoid algoritm, we adopt the relatively new concept of the condition number C(d) and semi-de nite programming. Let < and < + denote the set of real numbers and the set of nonnegative real numbers, respectively, and let < k and < k + denote real kdimensional space and the nonnegative orthant in < k , respectively. Then by setting (i) C X = < n + and C Y = < k + , (ii) C X = < n + and C Y = f0g, or (iii) C X = < n and C Y = < k + , then CP(d) is a linear program of the format (i) maxfc T x j Ax b; x 0; x 2 < n g, (ii) maxfc T x j Ax = b; x 0; x 2 < n g, or (iii) maxfc T x j Ax b; x 2 < n g, respectively.
The other special case of CP(d) that we mention is semi-de nite programming. Semi-de nite programming has been shown to be of enormous importance in mathematical programming (see Alizadeh 1] 
where C X and C Y are the dual convex cones associated with the cones C X and C Y , respectively, and where the dual cone of a convex cone K in a linear vector space X is de ned by K = fz 2 X jz T x 0 for any x 2 Kg:
The data for the program CD(d) is also the array d = (A; b; c). These measures are not nearly as intangible as they might seem at rst glance. In 7] , it is shown that P (d) can be computed by solving rather simple convex optimization problems involving the data d = (A; b; c), the cones C X and C Y , and the norms k k given for the problem. As in traditional condition numbers for systems of linear equations, the computation of P (d) and hence of C P (d) is roughly as di cult as solving CP(d), see 7] .
For a data instance d 2 D, the \dual distance to ill-posedness" is de ned in a matter exactly analgous to the \primal distance to ill-posedness":
The It is straightforward to demonstrate that
and so
We o er the following interpretation of (d) and C(d) in terms of the primal problem when both the primal problem and the dual problem are feasible. Because We will say that a cone C is regular if C is a closed convex cone, has a nonempty interior, and is pointed (i.e., contains no line).
Remark 2.1 If C is a closed convex cone, then C is regular if and only if C is regular.
Let C be a regular cone in the normed linear vector space X. Let B(x; r) denote the ball centered at x with radius r. We will use the following de nition of the width of C:
De nition 2.1 If C is a regular cone in the normed linear vector space X, the width of C is given by: = max r kxk j B(x; r) C :
We remark that measures the maximum ratio of the radius to the norm of the center of an inscribed ball in C, and so larger values of correspond to an intuitive notion of greater width of C. Note that 2 (0; 1], since C has a nonempty interior and C is pointed, and is attained for some ( x; r) as well as along the ray ( x; r) for all > 0.
In previous work 7], we employed the \coe cient of linearity" for a cone C:
De nition 2.2 If C is a regular cone in the normed linear vector space X, the coe cient of linearity for the cone C is given by:
= sup inf u T x u 2 X x 2 C kuk = 1 kxk = 1 :
The coe cient of linearity for the regular cone C is essentially the same as the scalar de ned in Renegar 19] Proof: From the de nition of the coe cient of linearity for C , we have = sup inf x T w x 2 X w 2 C kxk = 1 kwk = 1 : (8) From the outer optimization problem above, there exists x 2 X for which k xk = 1 and w T x for any w 2 C satisfying kwk = 1. Let x 2 B( x; ), i.e., x = x + v where kvk 1. For any w 2 C satisfying kwk = 1, we have w T x = w T x + w T v w T x ? kwk kvk ? = 0, and so B( x; ) C.
From the de nition of the width of C, there existsx satisfying kxk = 1 and B(x; ) C. Let w 2 C satisfying kwk = 1 be given. Then from the duality properties of norms, there exists v 2 C satisfying k vk 1 for which kwk = w T v. Since B(x; ) C,x ? v 2 C, and so w T (x ? v) 0, whereby w Tx w T v = kwk = . As this is true for any given w 2 C satisfying kwk = 1, it follows that , completing the proof. We illustrate the width construction on two families of cones, the nonnegative For the remainder of this paper, we amend our notation as follows:
De nition 2.3 Whenever the cone C X is regular, the width of C X is denoted by , and the width of C X is denoted by . Whenever the cone C Y is regular, the width C Y is denoted by , and the width of C Y is denoted by . 9 3 A Ball Construction for the -optimal set for CP (d) In this section we demonstrate some valuable geometric properties of the set of - 
x 2 S; (15) where S is a convex set (closed or not) in < k , and f(x) is a quasi-concave function, and kxk 2 := p x T x is the Euclidean norm. Actually, the ellipsoid algorithm is more usually associated with the assumption that S is a closed convex set and also that f(x) is a concave function, but these assumptions can be relaxed slightly. One only needs that S is a convex set and that the upper level sets of f(x) are convex sets on S, which is equivalent to the statement that f(x) is a quasi-concave function on S (see 2], for example).
In order to implement the ellipsoid algorithm to approximately solve P, it is necessary that one has available a separation oracle for the set S, i.e., that for any x = 2 S, one can perform a feasibility cut for the set S, which consists of computing a vector v 6 = 0 for which S fx j v T x v T xg. Suppose that T 1 is an upper bound on the number of operations needed to perform a feasibility cut for the set S. It is also necessary that one has available a support oracle for the upper level sets U = fx 2 S j f(x) g of the quasi-concave function f(x). That is, for any x 2 S, it is necessary to be able to perform an optimality cut for the objective function f(x) at any point x 2 S, which consists of computing a vector v 6 = 0 for which U f( x) fx 2 < k j v T x v T xg. Suppose that T 2 is an upper bound on the number of operations needed to compute an optimality cut for the function f(x) on the set S.
Let z denote the optimal value of P, and denote the set of -optimal solutions of P by S , i.e., S = fx 2 < k j x 2 S and f(x) z ? g. In a typical application of the ellipsoid algorithm, we wish to nd an -optimal solution of P. Suppose that we know a priori a positive scalar R with the property that B(0; R) \ S has positive volume, where B( x; r) := fx 2 < k j kx ? xk 2 We note that the bound on the number of operations per iteration arises from performing either a feasibility or an optimality cut (which takes maxfT 1 ; T 2 g operations), and then performing a rank-one update of the positive de nite matrix de ning the ellipsoid (see 3], for example), which takes k 2 operations.
Because an a priori bound on R is typically not known except in very special cases of P, we employ a standard homogenizing transformation to convert P to the 
(see, for example, 5] and 6]). It is trivial to show that z is the common optimal objective function value of P and HP. Let H and H denote the set of feasible and -optimal solutions of HP, respectively, i.e., H = f(w; ) 2 < k+1 j w 2 S; > 0g (18) and H = f(w; ) 2 < k+1 j w 2 S; > 0; g(w; ) z ? g: (19) Then H and H are both convex sets. Furthermore, the objective function g(w; ) := f(w= ) of HP is easily seen to be a quasi-concave function over the feasible region H whenever f(x) is a quasi-concave function over the feasible region S. The following (obvious) transformations h( ) and h ?1 ( ) map the feasible regions and -optimal regions of P and HP onto one another: h(T) = f(w; ) 2 < k+1 j w= 2 T and > 0g for any T S (20) and h ?1 (W ) = fx 2 < k j x = w= for some (w; ) 2 Wg for any W H : (21) Because any feasible solution of HP can be scaled by an arbitrary positive scalar without changing its objective function value or a ecting its feasibility, the We therefore need to demonstrate (22) and (23) and so (w; ) 2 B k+1 , which proves (23), and so completes the proof of the lemma.
It is trivial to show that a separation oracle for S can be readily converted to a separation oracle for H. If T 1 is the number of operations needed to compute a feasibility cut for S, then one needs O(T 1 + k) operations to compute a feasibility cut for H. 
which we refer to as HP(d).
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Complexity Results
In this section, we assume that X = < n endowed with the Euclidean norm kxk = kxk 2 If r > 1, we can reset r = 1 and (29) will still hold. Therefore there is no loss of generality in assuming that r 1. The dimension in which the ellipsoid algorithm is implemented is n + 1. Let H d denote the set of -optimal solutions of HP(d), and so H d is the image of X d under the transformation h( ) of (20) . Then from the Ellipsoid Algorithm Theorem (16), the algorithm will compute an -optimal solution of HP (d) 
We now bound the relevant quantities in (31) in order to obtain the desired bound on (30). 
We also have from (29) that k xk max fkxk; kx kg max n
Substituting (32), (33), and (34) into (31) and then substituting (31) into (30) yields the following iteration bound on the ellipsoid algorithm: 2(n + 2) (n + 1) ln 2 + 3kck C(d) 4 (1 + a 1 + a 2 + a 3 + (1 + a 2 ) max fa 1 ; a 3 g) + ln a 2 C(d) 2 : Then from Remark 5.1, the iteration bound of (35) The analysis of the method of volumetric centers is roughly the same as above: this method also achieves a constant reduction in volume at each iteration. However, the volumetric centers method must be initiated with a polytope as opposed to Euclidean ball. Suppose we endow X = < n with the L 1 norm rather than the Euclidean norm, and that we apply the method of volumetric centers to solve HP(d) initiated at the unit cube C n+1 in < n+1 . Then an identical version of (38) can be proved with B n+1 replaced by C n+1 , and so one can prove that the method of volumetric centers also has iteration complexity O n ln C(d) minf ; g kck . We also point out that the method of volumetric centers requires fewer total arithmetic operations than the ellipsoid algorithm.
Similar results can be derived for the two other classes of instances of CP(d). Bounding the Skewness of the Ellipsoids in the Ellipsoid Algorithm. Let E x;Q = fx 2 X j (x ? x) T Q ?1 (x ? x) 1g be an ellipsoid centered at the point x, where Q is a positive-de nite matrix. The skewness of E x;Q is de ned to be the ratio of the largest to the smallest eigenvalue of the matrix Q de ning E x;Q , and so COMPLEXITY OF CONVEX OPTIMIZATION 24 the skewness also corresponds to the traditional condition number of the matrix Q.
The skewness of the ellipsoids generated in an application of the ellipsoid algorithm determines the numerical stability of the ellipsoid algorithm, since each iteration of the ellipsoid algorithm uses the current value of Q ?1 to update the center x of the ellipsoid and to perform a rank-one update of Q ?1 , see 3], for example. Furthermore, one can show that the logarithm of the skewness of the ellipsoid computed at a given iteration is su cient to specify the numerical precision requirements of the ellipsoid algorithm at that iteration. Herein, we provide an upper bound on the skewness of all of the ellipsoids computed in the ellipsoid algorithm as a function of the condition number C(d) of CP(d).
The skewness of the unit ball (which is used to initiate the ellipsoid algorithm herein) is 1. From the formula for updating the ellipsoids encountered in the ellipsoid algorithm at each iteration, the skewness increases by at most 1 + 2 k?1 at each iteration, where k is the dimension of the space in which the ellispoid algorithm is implemented. Therefore the skewness of the ellipsoid at iteration j is bounded above However, the exponent in the above expression is bounded above by 45n for n 2 (actually, it is bounded above by 17n for large n 49), and we have 
Therefore, the logarithm of the skewness of the ellipsoids encountered in the ellipsoid algorithm grows at most linearly in the logarithm of the condition number C(d).
Also, the bound in (42) speci es the su cient numerical precision requirements for the ellipsoid algorithm (in terms of ln(C(d)) and other quantities) because the COMPLEXITY OF CONVEX OPTIMIZATION 25 logarithm of the skewness is su cient to specify such requirements. This is similar to the results on numerical precision presented in 25] for an interior-point method for linear programming. Finally, the above reasoning can be used to obtain similar bounds on the skewness for the other two classes of instances of CP(d).
