The one-dimensional Schriidinger equation with a potential k2 V( X) proportional to energy is studied. This equation is equivalent to the wave equation with variable speed. When V(X) < 1, is bounded below, and satisfies two integrability conditions, the scattering matrix is obtained and its asymptotics for small and large energies are established. The inverse scattering problem of recovering V(X) when the scattering matrix is known is also solved. By proving that all the solutions of a key Riemann-Hilbert problem have the same asymptotics for large energy, it is shown that the potential obtained is unique.
(1.1) where XER is the space coordinate, k%R is energy, and the potential @V(X) is proportional to energy. Note that throughout the paper we use the prime to denote the derivative with respect to x. For convenience we will call V(x) the potential; V(x) is assumed to decrease to zero as 0(1/x) as x--r * CO. The Fourier transformation from the frequency k domain into the time t domain changes ( 1.1) into the wave equation i a2u where c(x) = l/ dm is the wave speed. The equation in ( 1.2) describes the propagation of waves (e.g., sound, electromagnetic, or elastic waves) in nondispersive media where the wave speed depends on position. The direct scattering problem for ( 1.1) consists of finding the scattering matrix when the potential is known; the inverse scattering problem is to recover the potential V(x) when the scattering matrix is known. The inverse scattering problem for ( 1.1) is important because this problem is equivalent to the determination of the wave speed c(x) from the scattering data, and this has many important applications in acoustic imaging, nondestructive evaluation, and various fields of geophysics such as seismology.
One can define the travel-time coordinate ' Y= s x &dm Ware and Aki2 proposed to solve the inverse scattering problem for ( 1.1) using the travel-time coordinate. In our analysis we use the spatial coordinate rather than the travel-time coordinate; this is because the solution of the inverse scattering problem using the travel-time coordinate is not achieved unless the potential V(x) of ( 1.1) is obtained from Q(p) by inverting ( 1.5). However, the recovery of V(X) from Q(r) presupposes the knowledge of V(X); hence, switching to the travel-time coordinate does not solve the inverse scattering problem. A method based on the iterative technique of Jost and Kohn3 was proposed by Razavy4; this method uses the spatial coordinate, but it is more suited to find the potential approximately. In this method the potential is expressed as an infinite series; however, even the second term in the series is fairly complicated and no convergence is assured. The Schrbdinger equation ( 1.1) has no bound state solutions for potentials considered in this paper.5P6 In this respect the direct and inverse scattering problems for ( 1.1) are simpler than the corresponding problems for the regular Schriidinger equation #' + tie, = V(x)cp. However, the regular Schrijdinger equation is an eigenvalue problem for the Hamiltonian operator -d2/dx2 -t V(x), whereas ( 1.1) is not an eigenvalue problem and hence the techniques from the spectral theory of self-adjoint operators are not directly applicable to ( 1.1) . Another important difference between ( 1 + 1) and the regular Schriidinger equation is the following. In the regular Schrodinger equation the asymptotics of the solutions as k+ * 00 are easy to obtain because one can interchange the limits as k-ZJZ 00 and x-+ f 00, whereas these limits cannot be interchanged in ( 1.1). In the regular Schriidinger equation, the solutions with the appropriate asymptotics as k+ f of and the solutions with the appropriate asymptotics as x-r * CO are related to each other in a simple manner, whereas for ( 1.1) this is not apparent. Informally speaking, when k-+ f 00, in the regular Schrbdinger equation the term proportional to V(x) can be neglected compared to the other terms, whereas in ( 1.1) we cannot neglect that term. These are some of the main reasons why the direct and inverse scattering problems for ( 1.1) are more difficult. Here in this paper we overcome these difficulties by explicitly computing the asymptotics of the scattering solutions of ( 1.1) as k-+ f CO and by establishing some analyticity properties of these solutions when k is extended to complex values.
The assumption V(x) < 1 guarantees that the wave speed c(x) = I/dhas meaning. The results given in this paper, with the exception of those in Sets. IV-IX, hold for bounded potentials satisfying the conditions V(x) < 1, V&(R), and GEL:(R) for some c~ (O,l] , where
In Sets. VI-IX we further assume that V(x)>O, and in Sec. X we generalize the results of Sets. IV-IX to the case where V(x) is no longer assumed non-negative. Throughout the paper we use the notation H(x) = Jm. Note that whenever VEL' (R), we have 1 -HEL' (R) because 11-H] = IVl/(l+H)<jVI.
In thebeginning of each section we specify the sufficient conditions on the potential for which the results there hold. Note that throughout the paper, Lj (R) denotes the space of measurable functions f(v) such that the Lebesgue integral This paper is organized as follows. In Sec. II we define the scattering solutions of ( 1.1)) study their properties and establish their asymptotics for small k. In Sec. III we study the properties of the scattering matrix and establish its asymptotics for small k. In Sec. IV we solve two important integral equations (4.13) and (4.14)) obtain the analyticity properties of their solutions, relate these solutions to the scattering solutions of ( 1.1 ), and study the large k asymptotics of the scattering solutions of ( 1.1). In Sec. V we establish the large k asymptotics of the scattering matrix. In Sec. VI we formulate a key Riemann-Hilbert problem whose solution will lead to the recovery of the potential if it is already known that O< V(x) < 1. In Sec. VII we establish the existence of the canonical Wiener-Hopf factorization of the matrix appearing in the Riemann-Hilbert problem. In Sec. VIII we give the general solution of the Riemann-Hilbert problem and show how a unique potential can be recovered from that solution. Through a Marchenko procedure, in Sec. IX we obtain the canonical factors of the matrix that appears in the Riemann-Hilbert problem. Finally, in Sec. X we generalize the method of recov-ery of the potential to the case assumed to be non-negative.
II. SCATTERING SOLUTIONS where V(x) is no longer
In this section we study the properties of the scattering solutions of ( 1.1) and establish their asymptotics for small k. The sufficient assumption on the potential in this section is V& (R) for some c~ (O,l] . In fact, we use V&&(R) only in Proposition 2.2; otherwise Vd'(R) is sufficient.
The physical solutions r/I from the left and $, from the right satisfy T@kik"+dl) ,
Here, Tl and T, are the transmission coefficients from the left and from the right, respectively, and L and R are the reflection coefficients from the left and from the right, respectively. The scattering matrix S(k) is defined as (2.3)
We will establish the properties of S( k) in Sets. III and V. The physical solutions r,$ and +, satisfy the LippmannSchwinger equation
The Jost solutions of ( 1.1) , f 1 from the left and f r from the right, are defined as
(2.5)
They satisfy the integral equations
dv sin k(x -VI V(y)fAk,y), -co and the boundary conditions fAk,x) (eih+dl),
Let us also define
Then from ( 1.1) and (2.8 ) it is seen that m t and m, satisfy the equations
(2.10)
We will call ml and m, the Faddeev solutions from the left and right, respectively; they satisfy the integral equations
and the boundary conditions mt(k,x)=l +0(l) and m;(k,x)=o(l), x-.to, m,(k,x)=l +o(l) and ml(k,x)=o(l), x--r -CO.
Next we show that the Faddeev solutions defined in (2.8) can be extended analytically in k to the upper half complex plane C + if VEL' (R). We will use the notation C-for the lower half complex plane and F to denote C'UR.
Theorem 2.1: When V&'(R), the Faddeev solutions mt(k,x) and m,(k,x) are analytic in k for k&+ and continuous in k for kez.
Proofi From (2.11) we have mt( k,x) = Xj&n/k,x) where no( k,x) = 1 and
x V(yhj-l(ky), j>l. Using 1 1 _ e2ik(Y -x) 1 < 2 when y>x and kcF, we 
(2.13) Furthermore, each nj( k,x) is analytic in k for k& + and continuous in k for k&Z , + and thus by the Weierstrass theorem, mt(k,x), being the limit of a uniformly convergent sequence of analytic functions in compact subsets in C + , is analytic in k for k&I! + and continuous in k for kcz. From (2.12) we obtain in a similar way (2.14) and that m,(x) is analytic in k for k&I! + and continuous in k for k&Y. We remark, however, that (2.13) should not be interpreted as an indication that ml(k,x) may be unbounded as k-,&a.
The Lippmann-Schwinger equation given in (2.11) is not suitable to study the large k asymptotics of m&k,x). We will study these asymptotics in Sec. IV and show that ml(k,x) remains bounded as k+ f CO under the assumption G&'(R), where G(x) is the function defined in ( 1.6). Note that when V(x) < 1, the only possible solutions of ( 1.1) are oscillatory in nature when krsR; hence, we should expect $t( k,x) and m&k,x) to remain bounded for all keR even when k-t i co. We remark that whenever we write k-+ f CO, it is understood that the limit is taken through t.he real values of k. The remarks made above concerning the boundedness of m((k,x) as k-, i CO also apply to m,(k,x>.
Note that from the analysis leading to (2.13) and (2.14), it follows that for each k$!?, both ml( k,' ) and m,( k; ) are bounded continuous functions of x for XER.
From (2.21) and (2.12), we obtain
Hence, using m,( k,x) = I;j",$j( k,X) and the properties of ml(k,x) obtained above, we have We have
Using ( In this section we study the properties of the scattering matrix S(k) and establish its asymptotics as k-0. In this section the sufficient assumption is V&E&(R) for some a~ ( O,l] . In fact, Vd;i( R) is used only in Propositions 3.1 and 3.2; otherwise, VG~'(R) is sufficient.
From (2.1), (2.2), and (2.4) we obtain the expressions for the transmission coefficients Tl(k)=l +;
; dye-ikyWMhkyL (3.1) co dy eikYW)tCl,(ky), (3.2) and the reflection coefficients
Using the derivative of (2.4) with respect to x, we obtain
x+ 03, -t x+ -co, which are exactly the expressions obtained by differentiating (2.1) and (2.2) termwise. Let [fig] = fg' -f'g denote the Wronskian off and g. It can be shown that the Wronskian of any two solutions of ( 1.1) is independent of x. Hence, as x-+ f to, from [+A -k,x);+,(k,x)] we obtain (3.6) and from the Wronskian [&(k,x) ;$?( -k,x)] we find
Since k appears as ik in (2.11) and (2.12)) it follows that mf( -k,x) =m&k,x) and
where the bar denotes complex conjugation. Hence, from (3.5), (3.6), and (3.7), it is seen that the scattering matrix S(k) defined in (2.3) is unitary and that we have
where S(k)' denotes the transpose and S(k) -i the inverse of the matrix S(k). As a consequence, the transmission and reflection coefficients cannot exceed 1 in absolute value for keR. Using (2.1) and (2.2), we obtain
Therefore, the transmission coefficients from the right and left coincide, and this common value will be denoted by T(k):
Let us now study the asymptotics of S(k) as k-0. Using (2.8), from (3.1) and (3.2) we have
and from (3.3) and (3.4) we have
Notice that using (2.13) in (3.11), (3.12), and (3.13), from the Weierstrass theorem we conclude that L(k) and R(k) are continuous for keR. Using (2.17) and (2.18), from (3.11), (3.12), and (3.13) we obtain as k-0 
Using (2.9) and (2. lo), we obtain the Wronskian
In Set, II, we have shown that m/(k,x), m,(k,x), rni (k,x), and m:( k,x) are continuous in k for k&J -7 and analytic in k for k&+. Thus l/T(k) is continuous in + C and analytic in C + . It is known5~6 that l/T(k) has no zeros in C+ . Writing (3.17) as
and using (3.14)) we see that T(k) is continuous in C + , is analytic in C+ , and has no zeros in C + . Moreover, because of the unitarity of S(k) and T( k)#O for keR, the reflection coefficients R(k) and L(k) cannot take the value 1 in absolute value when k&t. We will study the asymptotics of S(k) as k + i 00 in Sec. V.
Proposition 3. I: If VELA( R) for some cr~ (O,l] , then I T(h) -T(Ml/lh -k,l a is uniformly bounded for kl#kz in any compact subset of c+. Pro@ Let Y = max{ I T(k,) I, 1 T(k2) I}. Using X and A(k,,k,;x) defined in Proposition 2.2, from (3.11) we obtain
where Cl(a,K) is the quantity in (2.19). and R(k)/T(k). We will give the proof only for L(k)/T(k).
Using K and A(kl,k2;x) defined in Proposition 2.2, from (3.12) we have
where Cl(a,K) is the quantity in (2.19).
J J--m n IV. LARGE k ASYMPTOTIC% OF THE SCATTERING SOLUTIONS
In this section, the sufficient conditions are Vd+'(R), V(x) < 1, 1 -&L. '(R) , and G&L(R) for some a~ (O,l] , where G(x) is the quantity defined in (1.6) and H(x) = ,/m; we also assume that V(X) is bounded below and hence supti H(x) < CO. The condition GEL&(R) is needed only in Proposition 4.1; otherwise, G&L'(R) is sufficient. First, using techniques similar to those used in Ref. 7, we show the existence of two linearly independent solutions of the Schrijdinger equation ( 1.1) and establish their large k asymptotics. Then, we relate these solutions to the scattering solutions $Q and $J, of ( 1.1) and establish the large k asymptotics of $I and +!I~.
Assume a solution of ( 1.1) of the form
where Y(k,x) = uO(x)eiks(X) and
The functions p(x) and at(x) are to be determined; substituting (4.1) into ( l.l), we obtain
Thus we have
From (4.2) it is seen that there are two linearly independent solutions corresponding to p = H and /3' = -H, respectively. Substituting these values into (4.3), we obtain a0 = H -"2 apart from a multiplicative constant. Hence, we obtain two functions for Y(k,x) which we will call
In general, the series in (4.1) does not converge, and hence it is not very useful. Therefore, in order to compute Z( k,x), instead of using the series given in (4.1)) we proceed as follows. Once Y(k,x) is known, substituting 1c, = YZ into the Schrodinger equation ( 1.1 ), we obtain which is independent of k. Integrating (4.6) with the boundary condition Z'( k,x,) = 0, we obtain
or equivalently
Integrating (4.8) with the boundary condition Z( k,xo) = 1 and changing the order of integration in the resulting equation, we obtain 
From (4.9) choosing x0 = i CO, we obtain two independent solutions denoted by Z/ and Z,, respectively, satisfying and (4.12) that
and (4.15) , for k& + in their domains of integration given in (4.13) and (4.14).
By iterating (4.13) and (4.14) and using (4,15), we obtain
Hence, by the Weierstrass theorem, when m'(R), for each x both Z,( k,x) and Z,( k,x) have continuous exten-+ sions in k to C \ (0) which are analytic on C + . Furthermore, Z&k,x) = 1 + 0( l/k) and Z,(k,x) = 1 + 0( l/k) as k-+coinC . + From (4.8) we obtain for kEF\{O},
Hence, if GfL'( R), both Zi(k,x) and Z;( k,x) have conf tinuous extensions to k&! \{O) which are analytic on C!+, and Zi(k,x) = O(1) and Z:(k,x) = O(1) as k+w inC .
$ Next we will show that the physical solutions $1 and qP are related to Z, and Z, in a simple manner. From (4.1 f we know that Yl( k,x)Zl( k,x) is a solution of ( 1.1)) and we have and hence, as k-* cg we obtain V(X) is bounded below for the results to hold in this section, except in Propositions 5.1 and 5.2 where we further assume G@..Li(R) for some ae (O,l] .
From (4.17) and (4.18) we obtain In this section the sufficient conditions for the results to hold are O< V(x) <: 1, V&(R) and G&%;(R) for some a~ (O,l] . We will show that we can recover V(x) from its scattering matrix uniquely. The condition V(x) 20 insures us that ml(k,x) and m,(k,x) remain bounded as k+ CO in c+. In order to formulate the inverse scattering problem as a Riemann-Hilbert problem, in this section we assume that Y(x)>O. However, in Sec. X, we will generalize our results so that Y(x))0 is no longer needed.
Let us denote by H$ (R;Cn) the Hilbert space of all vector functions f:R + C!" which are analytic on C!" and satisfy SUP s m dkllf(k=W&t< co.
b>O -00
Then the Hardy spaces H% (R,C") are closed complementary, mutually orthogonal subspaces of the Hilbert space L2(R,C") of square integrable vector functions f:R 4 C!". We write II, for the orthogonal projections of L*(R,C") onto H$ (R,C") and abbreviate H: (R;C') by H: (RI. Since k appears as ti in ( 1.1 ), +!Q( -k,x) and qr( -k,x) are also solutions of ( 1.1) whenever t,b [(k,x) and $,( k,x) are the physical solutions. Using (2.1) and (2.2) as well as (3.9) and using (2.8) and (3.9), we can write (6.1) as
where we have defined
in such a way that the x dependence is suppressed. The large k-asymptotics of m ( * k,x), as seen from (4.21) and (4.22), make it unsuitable to solve (6.2) as it is stated. However, the transformation k H -l/k changes (6.2) into a Riemann-Hilbert problem that can be solved. Under this transformation C -t-and RU { CO } are mapped onto themselves in a one-to-one manner. Let us use a superscript tilde to denote the transformed function under the map k++ -l/k; i.e., let us use the notation F(k) = F( -l/k) throughout the paper. The transformation k H -l/k changes (6.2) into
. From Sec. II it is known that tFz(k,x) is continuous in k4 + \{O}, has an Enalytic extension in k to C+ for each x, and G(k,x) -l=O( l/k) as k-t co in c+, which is seen from (2.17) and (2.18). If we assume O<V(x) < 1, from (4.21) and (4.22) we see that iii(k,x) also remains bounded as k -+ 0 in c+. Similarly, x) is continuous in k&Z + \{O}, has an azalytic extension in k to C-for each x, and fi( -k,x) -1 = 0( l/k) as k+ CO in C-. Hence, when the scattering matrix is known, solving (6.3) for &( -k,x) and r?i( k,x) constitutes a Riemann-Hilbert problem in which we seek solutions satisfyingm( -k,x) = fi(k,x).
Letting F(k) = [x(k) -I]? and defining
we can write (6.3) as n-(k)=;i(k)n+(k) +F(k), kdt, (6.5) where PZ,EH% (R;C2> and F&"(R;C"); we will seek solutions of (6.5) satisfying n+( -k)=n+(k) and n-(-k)=n-(k), kER (6.6) n,( -k)=qn,(k), keR.
( 6.7) Here we use the notation I = [A 3. The Riemann-Hilbert problem stated in (6.5) differs from a conventional Riemann-Hilbert problemgt9 because the matrix x(k) has a discontinuity of almost periodic type"'" at k = 0. In order to solve (6.5)) we will apply a matrix analog of the methods of Refs. 10 and 11. Using these methods we will show that (6.5), although not a Fredholm problem, is a problem that has solutions for every nonhomogeneous term Fti2(R;C2) and that the corresponding homogeneous problem has infinitely many linearly independent solutions. In spite of these non-Fredholm characteristics, we will show that the large k asymptotics of different solutions of (6.5) are the same and as a consequence of this fact all solutions lead to the same potential. Let us now study the matrix ;i( k). Let A = .f"_ , [l -H] ; note that A)0 if we assume that O( V(x) < 1. Define the matrix M(k) as
From the properties of the scattering matrix S(k), it folIows that x(k) is unitary. We also have
Note that as k-0, from (3.14), (3.15), and (3.16) we have
and as lk[ -'co, from (5.6), (5.7), and (5.8) we have Proofi Using (3.14), (5.6), and the continuity of T(k) + in C which has been established in Sec. III, we obtain for kEF The sufficient assumptions in this section are the same as those in Sec. VI. In this section we show that the matrix M(k) given in (6.8) has a unique canonical Wiener-Hopf factorization.
By the Wiener-Hopf factorization of a continuous n x n matrix function M(k) with M( i CO ) = I, where 1 is the identity matrix, we mean a representation of M(k) in the form
where M,(k) are continuous on C and analytic on C", n/r,(k) are boundedly invertible for all kcs-7, II&f* (k) -Ill -+ 0 as k-00 in 5, and Pro& To prove the existence of the Wiener-Hopf factorization of M( k), it is sufficient to prove that for @ET, the matrix M(i( 1 + {)/( 1 -6)) is Holder continuous of exponent /!I for some @(O, 11. From Propositions 3'1, 3.2, 5.1, and 5.2, because T(k) is continuous and never vanishes for kcR, it follows that, if V,Wi(R), IIWk + 6) -M(k) Il<cS" for some constant c and for all 6 > 0. We have Ii5 -t21=*~&.
We need to show that the quantity in (7.2) is uniformly bounded for some & (O,l] . Letting kt = k and S = I kl -k2 I, it is enough to show that
is uniformly bounded for a suitable @(O, 11. Due to the uniform boundedness of M( k) on the extended real axis, it is enough to give the proof for 6 < 1. For every &O,l] we have
and also
Hence, if I k I <I, assuming a>fi)O, from (7.4) we obtain O(k,S) ( ~2-B2fi'~50'~. If Ikl>l, from (7.3) we obtain In this section we solve the key Riemann-Hilbert problem (6.3), using the canonical factorization of the matrix M(k) given in (6.8) This is done by solving (6.5) and restricting its general solution so that (6.6) and (6.7) are satisfied. The sufficient assumptions in this section are the same as those in Sec. VI. Proposition 8. I: Suppose
where A > 0, M* (k) are continuous on C* and analytic on C', satisfy M, ( 03 ) = I, and are boundedly invertible on c". Then for every Fd2(R;C2) the Riemann-Hilbert problem (6.5) has at least one solution and the general solution is given by
where +E2( (0,A ) ;C2) is arbitrary and II, are the orthogonal projection operators onto H: ( R;C2). proof: One can directly verify that (8.1) and (8.2) represent a solution of (6.5) for every Fd2(R;C2) and every qd2((0,A);C2). To prove that (8.1) and (8.2) represent all solutions of (6.5), we will compute the general solution of the corresponding homogeneous RiemannHilbert problem
we can write (8.3) as and using these integral representations in (8.6), we obtain rlt (f) = 0 for t>A, v-(t) = 0 for t< -A, and q-(t)) =q+(t+A).
and using (8.4), we obtain the complementary solutions given in (8.1) and (8.2). + [eL ('k -l]t (8.10) Among all the solutions of (6.5) we are interested in those satisfying (6.6) and (6.7). In Proposition 8.1 we have obtained the general solution of (6.5) in terms of the canonical factors of M(k). The next theorem shows how to obtain the general solution of (6.2) by restricting the solutions of (6.5) given in (8.1) and (8.2) to those satisfying (6.6) and (6.7).
Theorem 8.2: Suppose
where A > 0, M, (k) are continuous on C* and analytic on C*, satisfy iU, ( 00 ) = I, and are boundedly invertible on ??. Then the general solution m(k,x) of (6.2) is given by dt eikfql? ( t) y
where &'(O,A A) is an arbitrary real function and I is the matrix defined in (8.8) Prooj Using (8.9) and (8.10) in (8.1) and (8.2), we obtain the general solution of (6.5). If we choose 71 in (8.1) to be real, (6.6) is satisfied. In order to satisfy (6.7), it is sufficient to replace n * (k) by i[n * (k) + qn F ( -k)]. Thus the general solution m (k,x) of (6.2) is given by (8.12) Finally, putting w(t) =vt (A -t) -r]*(t), where q1 (t) and q2(t) are the first and second components of the vector v(t), and using (8.7) in (8.12) we obtain (8.11).m
Since o appearing in the general solution (8.11) belongs to L*(OJ ) and A is finite, it follows that WEL. ' (04 ) . Hence, the Riemann-Lebesgue lemma implies that Hence, the potential V(X) can be obtained from (8.14) or ( 8.15) through differentiation. Although the Riemann-Hilbert problem (6.3) has infinitely many solutions, we will now show that all solutions of (6.3) lead to the same potential V(x), and hence the inverse scattering problem for ( 1.1) has a unique solution. If we denote by m( k,x),,O and m(k,x), the solutions ( 8.11) with w = 0 and real arbitrary WEL*( 0+4 ), respectively, then from (8.13) it follows that
and similarly for m,( k,x), so that all solutions of (6.3) lead to the same potential V(x) through the use of (8.14) and (8.15). Hence, the solution of the inverse scattering problem obtained by this method is unique.
IX. WIENER-HOPF FACTORS OF M(k) VIA THE MARCHENKO METHOD
In this section we use the Marchenko procedure in order to obtain the canonical Wiener-Hopf factors M, (k) and M-(k) of the matrix M(k) given in (6.8). The sufficient assumptions in this section are the same as those stated in the beginning of Sec. VI.
Consider the two vector Riemann-Hilbert problems 2) where the vectors n(k) and p(k) have anilytic extensions in k to C+ for each x, and n(k) -1 =0(1/k) and p(k) -7=0(1/k) as k-*co in??. Below we will solve (9.1) and (9.2) by the Marchenko method. From (9.1) we obtain If n(k) -1 belongs to the Hardy space H$ (R;C*), then B(y) = @I for y < 0. Let We then have the following result concerning the solvability of the Marchenko integral equations (9.8) and (9.9).
Theorem 9.1: Suppose V(X) satisfies 1 -HEL' (R), O(V(x) < 1, and w*(R), where G is the quantity defined in ( 1.6). Then the operator 3 in (9.12) defined on L'(0, OD ) is self-adjoint and its operator norm satisfies ilZGJI[ < 1. Thus the Marchenko integral equations (9.8) and (9.9) are uniquely solvable.
Proofi Note that the reflection coefficients R(k) and L(k) are strictly less than 1 in absolute value, are continuous for kER, and are of O( l/k) as k-, f 00. Thus, supkEERIR(k) [ = supkERfL(k) 1 < 1. Let (.;) denote the usual inner product on L2(R). Then for B&*(R) such that B(y) = 0 for y<O we have (YB,iBB)=& (hh&<;
[suplh(k)l12(B^,B^) k& = I$W I l*@,BA where h ( k) denotes R( -l/k)e-*aik-s'k or u -l/k)ezixFk -i4'k. Hence, the operator zorm of .Y is bounded above by sup&& j/z(k) 1. Here B denotes the L*-Fourier transform of B. Thus, 11 Y II< 1, where II* 11 denotes the operator norm on L*( 0,03 ) . Hence, the integral equation ( 9.12) is uniquely solvable for &L2 (0,~ ) and its solution can be obtained by iteration.
Prom (3.8) and (3.9) it follows that g(y) is real, and from (9.8) and (9.9) it is seen that 9 has a symmetric kernel. Hence, %' is self-adjoint. I Once B[(y) and B,(y) are obtained from the Marchenko equations (9.8) and (9.9)) they lead to a sohrtion of the Riemann-Hilbert problem (9.1) if and only if they also satisfy the ancillary equations (9.10) and (9.11) . If this is, indeed, the case, then by using the inverse Fourier transform on (9.5) and (9.6), we obtain n&k) and n,(k). The Riemann-Hilbert problem (9.2) can be solved the same way, In fact, since the only difference between (9.1) and. 
