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Abstract
We discuss numerical methods for the computation and continuation of equilibria and bifurcation points of equilibria of
dynamical systems. We further consider the computation of cycles as a boundary value problem, their continuation and
bifurcations. Homoclinic orbits can also be computed as (truncated) boundary value problems and numerically continued.
On curves of homoclinic orbits further bifurcations can be detected and computed. We discuss the basic numerical
methods, the connections between various computational objects, and provide references to the literature and software
implementations. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Equilibrium; Continuation; Cycle
1. Introduction
Bifurcation of ODEs is a subeld of dynamical systems theory. We consider parameterized ordi-
nary dierential equations of the form
dx
dt
 x0 = G(x; ); (1)
where x 2 RN is called the state variable,  2 Rm is called the parameter and G(x; ) 2 RN is
a nonlinear function of x; . The space in which x lives is called the state space. Examples of
systems of the form (1) are ubiquitous in mathematical modelling. Classical application elds are
many branches of physics, engineering, chemistry, economy and nance. In our opinion the most
interesting new examples are in biology and medicine. A large collection of biological examples can
be found in [20], e.g., insect outbreak models (the spruce budworm), harvesting of sh, predator{
prey models, pest control, and biochemical reactions. For a recent work on epidemiology see [8]. A
complicated neurobiological model (a nerve cell of the crab, Cancer Borealis) is considered in [13].
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For a review of modelling the dynamics of HIV infection see [21]. Many of these models compete
with or are combined with models of another type, e.g. discrete dynamical systems, dierential-
algebraic equations, delay dierential equations and PDEs. For the study of these other approaches
the methods and results from bifurcation in ODEs often provide the basic ideas and inspiration.
If an initial condition x(0)= x0 is given then for a xed parameter  the system (1) has a unique
solution x(t) under very general conditions on G(x; ). The domain of denition may be small but
always includes a neighborhood of t=0. Such a solution is called an orbit of (1). A relevant region
of the state space typically contains a family of orbits which do not intersect each other (because of
the uniqueness for a given initial condition). A picture of such a region is called a phase portrait.
The focus of dynamical systems theory is the behaviour of phase portraits under variations of the
parameter . Suppose that for (1) we have a particular value 0 of  in mind. Then for values of 
near 0 the system (1) is called an unfolding of
dx
dt
 x0 = G(x; 0): (2)
In a region in the state space, (2) is structurally stable if the phase portraits of (1) are qualitatively
the same as those of (2) for k − 0k suciently small, i.e., they can be obtained by smooth
nonlinear transformations of coordinates. Values 0 for which (2) is not structurally stable are called
bifurcation values. To make this mathematically precise a sophisticated machinery is required. We
refer to [14,15] for details. For most practical applications and numerical work it is enough to
understand intuively that phase portraits are qualitatively the same if there exists a homeomorphism
that preserves the orbits and the direction of the ow.
One important aim of analytical bifurcation theory is the classication of bifurcations. To this
end an equivalence relation is dened and in each equivalence class a bifurcation with a mimimal
number of state variables and of simplest polynomial form is chosen. This is called a normal form.
A normal form usually contains one or more coecients which determine the dynamic behaviour of
the normal form itself and of its possible unfoldings.
The simplest solutions to (1) are the equilibria, i.e., solutions to the equation
G(x; ) = 0: (3)
If (x; ) is a solution to (3) then the question arises whether  is a bifurcation value. Since in many
models parameters may be introduced in various ways, the essential problem is to give conditions
on G(x; ) for a xed value of  such that in all unfoldings of the problem the phase portraits
of the slightly perturbed systems are qualitatively the same as in the unperturbed system. If no
bifurcation can occur in an unfolding, we say that the equilibrium is structurally stable. It turns
out that the necessary and sucient condition for structural stability of an equilibrium is that the
Jacobian matrix Gx has no eigenvalues on the imaginary axis of the complex plane. This is not to be
confused with the dynamic stability of the equilibrium itself. The equilibrium is asymptotically stable
if all eigenvalues have a strictly negative real part, it is unstable if there is at least one eigenvalue
with a stricly positive real part.
Now eigenvalues on the imaginary axis can generically appear in one-parameter problems (m=1)
in two ways, either as a simple zero eigenvalue or as a conjugate pair i! (!> 0) of pure imaginary
eigenvalues. The rst case is called a Fold point, the second case a Hopf point. The Fold bifurcation
typically leads to a change in the stability properties of the solution under parameter perturbations,
the Hopf bifurcation to the emergence of another type of solution, namely periodic orbits, i.e.,
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Fig. 1. Fold and Hopf points in the catalytic oscillator model.
solutions for which x(T ) = x(0) for a number T > 0 called the period of the cycle. If a periodic
orbit is isolated (which is generically the case) they it is also called a (limit) cycle.
As an example, we consider the catalytic oscillator model in [5] for the catalytic reaction of
CO-oxidation. It has three state variables x; y; s and seven parameters q1; q2; q3; q4; q5; q6; k. Explicitly,
we have
x0 = 2q1(1− x − y − s)2 − 2q5x2 − q3xy;
y0 = q2(1− x − y − s)− q6y − q3xy;
s0 = q4(1− x − y − s)− kq4s:
We used CONTENT [16] to study this system and produce some relevant pictures. The system has
a stable equilibrium at x = 0:0014673, y = 0:826167, s = 0:123119 for the parameter values q1 =
2:5; q2 = 1:92373; q3 = 10; q4 = 0:0675, q5 = 1; q6 = 0:1; k = 0:4. Freeing the parameter q2 we can
compute a curve of equilibria. In Fig. 1 we present a part of this curve in (q2; x)-space. It has two
Fold points (LP in Fig. 1) and two Hopf points (H in Fig. 1). The equilibria in the upper left and
bottom right corners are stable, the equilibria between the two Hopf points are unstable. As can be
expected generically, the Fold points are turning points with respect to the parameter q2.
The Hopf point in the bottom right of Fig. 1 is found for the parameter value q2 = 1:051556;
the state values are x = 0:01635814; y = 0:5239649; s= 0:3283407. From this point we can start a
family of periodic orbits, again with free parameter q2. We present it in Fig. 2 in (x; y)-space. We
note that close to the Hopf point the periodic orbit looks like an ellipse (the boundary of the inner
white space in Fig. 2) but later becomes irregular (the outer contour of the drawing in Fig. 2).
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Fig. 2. Growing periodic orbits in the catalytic oscillator model.
In the case of more parameters (m> 1) more complicated equilibrium bifurcations can be ex-
pected. We deal with these in Section 3.2.
In generic one-parameter problems cycles can bifurcate in several ways. One possibility is that the
period of the orbit tends to innity if  approaches a bifurcation value. Then the orbit becomes a
homoclinic orbit at the bifurcation value (see Section 5). Some other possibilities are characterized by
the properties of the monodromy matrix, i.e., the linearized return map of the cycle. The eigenvalues
of this matrix are called the multipliers of the cycle. We deal with cycles in Section 4.
A third well-studied solution type of (1) are the connecting orbits, i.e., solutions x(t) which
converge to nite limit values x+ an x− if t tends to 1, respectively. If the two limit values
are the same, then the connecting orbit is called a homoclinic connection, otherwise a heteroclinic
connection.
There are other types of solutions as well. We mention invariant tori. Chaotic behaviour is also a
solution type.
2. Numerical continuation
Numerical continuation is one basic ingredient of the numerical study of bifurcation problems (for
good reasons the interactive software package [16] is called CONTENT = CONTinuation ENviron-
menT). It is a technique to compute curves of solutions to an underdetermined system of equations.
In bifurcation problems it allows to nd bifurcations of more and more complicated types, starting
from simple objects like equilibria.
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Consider a system of nonlinear equations
f(z) = 0; (4)
where z 2 RN+1, f(z) 2 RN . In the context of (1) z might consist of the N components of x and
one free parameter. If z0 is a solution to (4) and the Jacobian matrix fz(z0) has full rank N then by
the implicit function theorem (4) has a curve of solutions through z0. Numerical continuation is a
technique to \compute" this curve, i.e., to compute sequences of points on the curve. Practically all
currently used packages (in particular, AUTO [9], CONTENT [16]) use a tangent predictor step and a
Newton-type corrector step. For details we refer to [4, Vol. III]; a full discussion is given in [12,
Chapter 2].
The tangent vector v 2 RN+1 to the solution curve of (4) is determined by the equation fzv = 0
and some normalization condition that ensures that v is nonzero and points in the desired direction
along the curve. Typically one adds a condition of the form vT0v = 1 where v0 is an approximation
to v, e.g., from a previous continuation step. If in z one distinguishes a state component x 2 RN and
a parameter component  2 R then this leads to a bordered system of equations 
fy f
vT0y v0
! 
vy
v
!
=
 
0N
1
!
: (5)
Such bordered systems are ubiquitous in numerical continuation and bifurcation. Then we normalize
v by replacing v  v=kvk and the prediction for the next step along the curve is z1 = z0 + (s)v
where s is the predicted steplength along the tangent, a quantity which is updated during the
continuation. Starting with z1 as an initial guess, a new point along the curve is computed. A simple
way to achieve this is to look for a point in the hyperplane orthogonal to v, i.e., to solve by Newton’s
method the system
f(z) = 0; (6)
vT(z − z1) = 0: (7)
This method is used in AUTO [10]; it is called pseudo-arclength continuation. The linearized equations
again form a bordered matrix. Other software packages use slightly dierent corrector algorithms
(and so compute slightly dierent points on the curve). The convergence properties of the iteration
can be used (in one of several ways) to update the choice of the steplength. If the iteration does
not converge in a satisfactory way, then a popular strategy is to halve the stepsize and try again.
If convergence is obtained, then the number of Newton iteration steps can be used to update the
steplength.
3. Bifurcation of equilibria
3.1. Codimension-1 bifurcations
If an equilibrium is found and one parameter is freed (m= 1) then one can numerically continue
a path of equilibria of (1). The equilibrium is structurally stable if Gx has no eigenvalues on
the imaginary axis. Bifurcations occur if either a real eigenvalue crosses the imaginary axis (Fold
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bifurcation) or a conjugate pair of complex eigenvalues crosses it (Hopf bifurcation). In the Fold
case the dynamic behaviour at the Fold point depends on a normal form coecient
a= 12p
TG0xxqq; (8)
where p; q are the left and right singular vectors of Gx, respectively, normalized so that hp; qi =
hq; qi= 1. Generically, a 6= 0 and the system behaves like
w0 = aw2: (9)
The case a=0 is a codimension-2 situation (see Section 3.2). In the Hopf case the dynamic behaviour
depends on another coecient, called the rst Lyapunov value
‘1 = 12Rehp;C(q; q; q) + B( q; )− 2B(q; A−1B(q; q))i; (10)
where  = (2i!IN − A)−1B(q; q); A = Gx and B; C denote the tensors of second- and third-order
derivatives of G at the Hopf point; p; q are determined by the conditions Aq = i!q, pHA = i!pH,
hp; qi=1. If stability is lost in the Hopf point and ‘1< 0 then stable periodic orbits arise at the side
where the equilibrium is unstable (soft loss of stability). If stability is lost and ‘1> 0 then there
are unstable cycles at the side where the equilibrium is stable (hard loss of stability).
3.2. Codimension-2 bifurcations
If two parameters are freed (m=2) then bifurcations of a more complex type can be expected. In
fact, there are ve such bifurcations. Three of them are determined by the Jacobian structure of Gx;
they are called the Bogdanov{Takens (BT), Zero-Hopf (ZH) and double-Hopf (DH) bifurcations,
respectively. In the BT-case Gx has a double-zero eigenvalue with geometric multiplicity one. In the
ZH-case a zero eigenvalue and a conjugate pair of pure imaginary eigenvalues are simultaneously
present. In the DH-case there are two (dierent) conjugate pairs of pure imaginary eigenvalues. The
two other codimension-2 bifurcations are the cusp point (CP) and the Generalized Hopf point (GH).
A CP point is found on a Fold curve if the value a in (8) vanishes, a GH point is found on a
Hopf curve if ‘1 vanishes. The dynamic behaviour near codimension-2 points is quite complicated:
bifurcations of cycles, homoclinic connections and chaotic behaviour are all generic. Therefore ap-
plications of bifurcation methods require a good understanding of the mathematical background, as
can be obtained from, e.g., [15]. On the other hand, the results obtained in this way can be quite
powerful in explaining the complex behaviour of dynamical systems. We refer to [12, Chapter 9]
for examples in the case of GH.
3.3. Detection, computation and continuation of codimension-1 bifurcations
In a computational study of parameterized dynamical systems we typically start by computing
equilibria for a given set of parameters. These can be found by solving (3) by any appropriate
method. The eigenvalues of the Jacobian Gx tell us the stability properties of the equilibrium, i.e.,
some information on the behaviour of the dynamical system in a nearby region. Asymptotically stable
equilibria can also be found by direct simulation of (1). If an equilibrium is found then we free a
parameter of the problem and continue numerically the curve of equilibria. To detect bifurcations on
this curve (Fold or Hopf) we need test functions. A test function is a function that can be computed
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in each continuation point and changes sign at the bifurcation point. It can also be used to compute
the bifurcation point, e.g., by the bisection method. If it has a regular zero at the bifurcation point,
then it can further be used to continue a curve of bifurcation point if another parameter is freed.
The determinant function det(Gx) provides a test function for Fold which is often available as a
byproduct of an LU-factorization of Gx. A related but somewhat more sophisticated function is the
value s obtained by solving 
Gx b
cT d
! 
v
s
!
=
 
0N
1
!
; (11)
where b; c 2 RN ; d 2 R must be such that the square matrix in (11) is nonsingular. So it is necessary
to update b; c; d along the equilibrium curve.
A test function for Hopf is the determinant of the bialternate product matrix 2AIN where A=Gx.
We recall that if A; B are N  N matrices, then A  B is an m  m matrix where 2m = N (N − 1).
The rows and columns of A  B are labeled by multi-indices (p; q) and (r; s), respectively, where
16q<p6N , 16s< r6N and the elements of A B are given by
(A B)(p;q); (r; s) = 12
(
apr aps
bqr bqs
+

bpr bps
aqr qps

)
: (12)
The eigenvalues of 2A  IN are precisely all sums of the form i + j where i< j and 1; : : : ; N
are the eigenvalues of A. So det(2A  IN ) detects not only Hopf pairs where i; j = i! but also
neutral saddles where Gx has two real eigenvalues with opposite sign. Neutral saddles do not have a
dynamic meaning for general equilibria (there is no bifurcation) but are quite useful in the numerical
study of dynamical systems because they help to nd Hopf points. Furthermore, Bogdanov{Takens
points are often connected by curves of neutral saddles.
Also, they get a dynamic meaning in the case when the equilibrium is the hyperbolic xed point
of a homoclinic connection, see Section 5.
If a Fold or Hopf point is computed then we want to know its dynamic properties; this information
is contained in the normal form coecients, i.e., a for Fold and ‘1 for Hopf.
If a second parameter is freed, then we can compute curves of Fold or Hopf points. To this end we
need dening systems, i.e., systems of equations whose regular solutions are the Fold, respectively,
Hopf points.
A classical dening system for Fold curves [19,24] is
G(x; ) = 0;
Gx(x; )v= 0;
cTv= 1:
(13)
This is a system of 2N + 1 equations in the 2N + 2 unknowns x; ; v. It is a typical example of
a so-called large augmented system in the sense that it contains unknowns additional to the state
and parameter variables. The additional unknown is the singular vector v of Gx. The vector c is an
auxiliary variable, it is xed and chosen somewhat arbitrarily. Formally, it is only required that it
is not orthogonal to v. In practice, it is updated along the Fold curve; an obvious choice for c is
the value of v obtained in the previous computed equilibrium point.
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It is also possible to compute Fold curves using a minimally extended system, i.e., one whose
only unknowns are the state and parameter variables. A typical example is the system
G(x; ) = 0;
s(x; ) = 0;
(14)
where s is obtained by solving (11). An advantage of this method is that the derivatives of s can be
obtained easily from the derivatives of Gx. The determinant function can replace s in this denition;
however, it is usually not so well scaled and the computation of derivatives is more dicult.
For Hopf bifurcations, a rich variety of large extended systems and at least one minimally extended
system is known; several systems for Fold and Hopf are incorporated into [16].
3.4. Detection, computation and continuation of bifurcations with higher codimension
To detect codimension-2 bifurcations on Fold and Hopf curves we need new test functions. BT,
ZH and CP points can be expected on Fold curves. ZH, DH and GH points can be expected on
Hopf curves. Large and minimally extended systems are available in all cases, cf. [16].
Many techniques for codimension-2 cases can be extended to codimension-3 and higher cases.
However, each new codimension also introduces essentially new situations that require a novel
approach. For example, for codimension-3 the case of 1 : 1 resonant Double Hopf (two identical
Hopf pairs) was considered (numerically) in [13]. A survey of existing methods is given in [12].
Since the mathematical analysis of codimension-3 points is extremely complicated and can hardly
be applied in practical situations, further numerical work in this direction does not seem urgently
needed.
4. Bifurcation of cycles
4.1. Computation and continuation of cycles
To compute a cycle of period T of (1) one xes the interval of periodicity by rescaling time.
Then (1) becomes
x0(t) = TG(x(t); ); (15)
and we want solutions of period 1, i.e.,
x(0) = x(1): (16)
The period T is one of the unknowns of the problem. In a continuation context we assume that a
solution (xk−1(:); Tk−1; k−1) is already known and we want to nd (xk(:); Tk ; k). Eqs. (15) and (16)
together do not x the solution completely since any solution can be translated freely in time, i.e.,
if x(t) is a solution then so is x(t + ) for any . So it is necessary to add a \phase condition" to
x the solution. In AUTO [10] and CONTENT [16] this is done as follows. Let x(t) be a solution of
(15) and (16). We want the phase-shifted solution that is closest to xk−1, i.e., that minimizes
D() 
Z 1
0
k ~x(t + )− xk−1(t)k22 dt: (17)
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The optimal solution must satisfy (dD()=d) = 0, which leads to the conditionZ 1
0
x(t)x0k−1(t) dt = 0: (18)
Now the cycle is determined by (15), (16) and (18) which together form a boundary value problem
with integral condition. In a continuation context x; T;  vary along the curve of cycles in a function
space and the continuation condition isZ 1
0
(x(t)− xk−1(t))T _xk−1(t) dt + (T − Tk−1) _Tk−1 + (− k−1) _k−1 = s; (19)
where the derivatives are taken with respect to arclength in the function space and should not be
confused with the time derivatives in (18).
The most widely used method to discretize this problem is the method of orthogonal collocation
with piecewise polynomials. It is used in the code COLSYS [1] as well as in AUTO and CONTENT.
The method is known for its high accuracy [7] and particularly suitable because of its known mesh
adaptation techniques [23]. The numerical continuation of the discretized equations leads to linear
systems with a structured sparsity. These are solved in AUTO by a sophisticated elimination strategy
that allows to recover the multipliers as a byproduct.
4.2. Starting a cycle from a Hopf point
Asymptotically stable cycles can be found by time integration of (1). A more general way to nd
stable or unstable cycles is to start from a Hopf point. Let it be (x0; 0) with Hopf eigenvalues i!0.
The Hopf bifurcation theorem ensures the existence of a bifurcating branch of cycles. This branch
can be locally parameterized by a real number  and the asymptotic estimates hold:
x(t; ) = x0 + (t) + O(2); T () = T0 + O(2); () = 0 + O(2); (20)
where T () is the period, T0=(2=!0). The function (t) is the normalized nonzero periodic solution
of the linearized, constant coecient problem
d(t)
dt
= G0x(t): (21)
To compute a rst cycle we can, in principle, solve (15), (16), (18) and (19) if in the last two we
replace xk−1; Tk−1; k−1 by known quantities. The obvious choice is x0+ (t); T0; 0, respectively, for
some small value of  where  (t) is a time-scaled version of (t), i.e.,  (t)=sin(2t)ws+cos(2t)wc,
where ws; wc 2 RN are such that ws + iwc is a right eigenvector of G0x for the eigenvalue i!0. By
rescaling, if necessary, we may assume k k= 1. So (18) is replaced byZ 1
0
x(t)
d (t)
dt
dt = 0: (22)
Next, in (19) we set _Tk−1 = 0, _k−1 = 0 and _xk−1 =  (t) so that (19) is actually replaced byZ 1
0
(x(t)− x0)T (t)dt = s: (23)
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4.3. Codimension-1 bifurcations of cycles
A cycle always has a multiplier equal to 1. If all other multipliers are strictly inside the unit circle
in the complex plane, then the cycle is asymptotically stable. If at least one multiplier has modulus
greater than one, the cycle is unstable. Three bifurcations are generic on a curve of cycles: Fold,
Flip and Neimark{Sacker. In a Fold point 1 is a double multiplier with geometric multiplicity one.
Typically, this indicates a turning point in the curve of cycles. In a Flip point there is a multiplier
equal to −1. Typically, this indicates a period doubling of the cycle, i.e., the cycle is replaced by a
cycle with initially double period. In a Neimark{Sacker point there is a conjugate pair of complex
eigenvalues with modulus 1. Typically, this indicates a bifurcation to an invariant torus, i.e., the
periodic behaviour of the dynamical system is replaced by a much more complicated movement on
an invariant torus. The Fold, Flip and Neimark{Sacker bifurcations can be detected by monitoring the
multipliers. It is also possible to give test functions for these bifurcations. To numerically compute
and continue curves of codimension-1 bifurcations of cycles, dening systems can be obtained in
the form of generalized boundary value problems. See [4, Vol. III] for details.
5. Connecting orbits
The numerical methods to compute homoclinic orbits can easily be extended to heteroclinic orbits.
We restrict to homoclinic orbits since they are particularly important in global bifurcation theory.
In fact, the appearance of a homoclinic orbit is often related to the disappearance of cycle solutions
and the onset of chaotic behaviour. Wild dynamic behaviour is the rule near homoclinic orbits
and numerical time integration can be expected to have problems (this applies also to heteroclinic
connections, for an example see [22]).
Nevertheless, homoclinic orbits are quite common. In fact, they are codimension-1 phenomena,
i.e., they appear generically in problems with one free parameter. Let x0 be the limit of x(t) for t !
1. Obviously, x0 has to be an unstable equilibrium. Actually, there are two types of codimension-1
homoclinic orbits. In one type x0 is a hyperbolic equilibrium of (1), i.e., Gx(x0) has no eigenvalues
with real part zero. In the second type x0 is a Fold point with one zero eigenvalue and no other
eigenvalue with real part zero.
Homoclinic orbits can be computed as a boundary value problem in the following way. If x0 is
hyperbolic with parameter value 0 then there exists a unique equilibrium xe() for  in a neighbor-
hood of 0 such that xe(0)= x0. If x0 is a Fold, then we set xe()  x0. Now consider the following
boundary value problem on an innite interval:
x0(t) = G(x(t); ); (24)
lim
t!1 x(t) = xe(): (25)
As in the case of cycles, any time-shift of a solution to (24) and (25) is again a solution, so we
need a phase condition. If an initial guess ~x(t) is known, then an integral phase conditionZ +1
−1
(x(t)− ~x(t))T ~x0(t) dt = 0 (26)
similar to (18) can be used to x the phase.
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In [2,3] Beyn proposes to truncate the boundary-value problem (24){(26) to a nite interval
[ − T−; T+] with suitable boundary conditions. Suppose that Gx(xe(); ) has ns eigenvalues with
negative real part, nc eigenvalues with zero real part and nu eigenvalues with positive real part. So
nc is either 0 or 1 and ns + nc + nu = N . Now (25) can be interpreted as
x(−T−) 2 Bu(xe()); x(T+) 2 Bs(xe()): (27)
Here Bu and Bs denote the unstable and stable sets of xe(), respectively. The right eigenvectors
corresponding to the eigenvalues with positive (respectively, negative) real part span the tangent
space to the unstable (respectively, stable) manifold. So let Ls() (respectively, Lu()) be an n ns
matrix (respectively, an n nu matrix) whose columns span the left-singular space that corresponds
to the eigenvalues with negative real part (respectively, positive real part). So we can linearize the
conditions (25) by
LTs (x(−T−)− xe()) = 0; (28)
LTu (x(T+)− xe()) = 0: (29)
These conditions force x(−T−) to be in the center-unstable and x(T+) to be in the center-stable
eigenspaces of Gx(xe()). Finally, the phase condition (26) is simply truncated to [− T−; T+].
The above method is implemented in AUTO, using a collection of routines called HomCont, cf.
[6]. We note that starting points for the continuation of homoclinic orbits may be hard to nd. One
approach is to compute cycles to large period, cf. [10]. Also, it is known that some codimension-2
equilibrium bifurcations, in particular BT-points, are starting points for homoclinic orbits.
We note that there is another approach to the computation of connecting orbits which avoids the
truncation of the interval by parametrizing the orbits in a dierent way, say by arclength instead of
time. We refer to [17,18] for more details.
Along branches of homoclinic orbits several codimension-2 bifurcations can appear. Among other
possibilities, n-homoclinic orbits may emerge which follow the homoclinic loop n times. Another
possibility is a change in the stability of the cycles that accompany the homoclinic orbit. For details
of the dynamics near codimension-2 homoclinic orbits we refer to [4,11].
As in the case of equilibria and cycles, codimension-2 homoclinic bifurcation points are detected
by locating zeroes of certain test functions. In the simplest cases, test functions can be obtained
from the eigenvalues of the equilibrium. For example, in the case of a hyperbolic equilibrium, a
resonant saddle bifurcation is detected by the test function s1 + 
u
1 where 
s
1 (respectively, 
u
1) is
the smallest in absolute value stable (respectively, unstable) eigenvalue. We note that test functions
for neutral saddles of equilibria can be used in this situation.
In other cases, the computation of the test functions requires the homoclinic solution or the solution
to an adjoint variational equation. We refer to [4, Vol. III] for details.
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