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ABSTRACT
Information cascades are ubiquitous in both physical society and
online social media, taking on large variations in structures, dynam-
ics and semantics. Although the dynamics and semantics of infor-
mation cascades have been studied, the structural patterns and their
correlations with dynamics and semantics are largely unknown.
Here we explore a large-scale dataset including 432 million infor-
mation cascades with explicit records of spreading traces, spread-
ing behaviors, information content as well as user profiles. We find
that the structural complexity of information cascades is far be-
yond the previous conjectures. We first propose a ten-dimensional
metric to quantify the structural characteristics of information cas-
cades, reflecting cascade size, silhouette, direction and activity as-
pects. We find that bimodal law governs majority of the metrics,
information flows in cascades have four directions, and the self-
loop number and average activity of cascades follows power law.
We then analyze the high-order structural patterns of information
cascades. Finally, we evaluate to what extent the structural fea-
tures of information cascades can explain its dynamic patterns and
semantics, and finally uncover some notable implications of struc-
tural patterns in information cascades. Our discoveries also pro-
vide a foundation for the microscopic mechanisms for information
spreading, potentially leading to implications for cascade predic-
tion and outlier detection.
Keywords
Social networks; Cascades; Information spreading; Cascade struc-
ture; Cascade dynamics; Cascade topics
1. INTRODUCTION
Information spreading is a ubiquitous phenomenon in self-organized
social systems, enabling the local individuals to have global senses,
and thus playing important roles in news propagation [27], innova-
tive technology dissemination [23], as well as epidemic diffusion
[21]. Due to the importance and complexity of this phenomenon,
the generated information cascades have attracted considerable at-
tention in recent years, ranging from the cascades of chain-letters
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[15] in physical society to the cascades of resharing in on-line so-
cial media platforms such as Facebook [4], Twitter [24], and Weibo
[28]. Although the dynamics [25, 18, 30] and semantics [24, 26] of
information cascades are explored, it remains an interesting prob-
lem to see how to quantify the structural patterns of information
cascades, and whether the structural patterns have notable correla-
tions with dynamics and semantics. The answer to this question is
of paramount significance for both uncovering the intrinsic mecha-
nism of information spreading in scientific research and imposing
good forecasting and controlling over information cascades in real
applications.
The major reason why this problem is rarely addressed is the lack
of datasets which explicitly record the full traces of information
flow. In this paper, we collect 432 million information cascades
in Tencent Weibo 1, which is one of the largest microblog systems
in China. This dataset covers the full scale information cascades
generated during one week. For each microblog, we have the ex-
plicit records of its spreading traces, the timestamps of spreading
behaviors, the content, as well as the profiles of involved users. As
far as we know, this is among the first datasets that can support the
target study.
Through extensive observational study over the dataset, we find
that the structural complexity of information cascades is far beyond
our expectation. In order to quantify the complex structural charac-
teristics, we propose a ten-dimensional structural metric to reflect
the size, silhouette, direction and activity aspects of information
cascades. We find: (a) the bimodal distribution governs the mass,
length, breadth, wiener index and the number of reciprocal edges;
(b) information flows in empirical cascades have four directions,
namely branching-out, converging-in, reciprocal, and self-loop; (c)
repeated retweets and self-promotions are prevalent, and the aver-
age activity and the number of self-loops follow power law. We
further study the high-order structural patterns of cascades by an-
swering: (a) Are cascade wide and shallow? Or narrow and deep?
(b) To what extent do cascades follow the star-like pattern or chain-
like pattern? (c) To what extent do the four directions of informa-
tion flow coexist in a cascade? (d) What are the structure patterns
of so-called popular cascades?
Based on the structural analysis of information cascades, we ana-
lyze their correlations with the dynamics and semantics. After clus-
tering information cascades into dynamic clusters and topic clus-
ters, we evaluate to what extent can structural features of a infor-
mation cascade explain its corresponding dynamic cluster and topic
cluster. The results show that the structural features of a informa-
tion cascade have notable correlations with its dynamic and seman-
tic features. Through more insightful case studies, we also provide
answers to the following questions: (a) Which dynamic/semantic
1http://t.qq.com/
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patterns are bigger in mass, longer in length and wider in breadth?
(b) Which dynamic/semantic patterns are viral in structure? (c)
Which dynamic/semantic patterns show polarized spreading direc-
tions? (d) Which dynamic/semantic patterns show borrowed pros-
perity?
Our discoveries may provide foundations for the intrinsic mecha-
nisms for information spreading, potentially leading to applications
including cascade prediction, influence maximization, and outlier
detection.
2. RELATED WORK
We presented related work in three dimensions: cascade struc-
tures, dynamics and topics. The cascade structures have been stud-
ied in different scenarios, including blogs [1, 14, 22], communica-
tion network [11], Facebook [6], Twitter [8], LinkedIn [2]. Deep-
tree structures are found and modeled in Ref.[15]. Goel [7] stud-
ied the virality of cascades by using Wiener index. However, we
find information flows in cascades have four directions, indicating
complex structures than tree patterns. Furthermore, ignoring the
high-order correlations between structure metrics in previous stud-
ies prevent our understandings of cascade structures.
The dynamics of cascades have been empirically studied in mar-
keting [13], Twitter[19], Facebook [5], QQ [31], and so on. An-
other line of works try to model the dynamics from differential
equation and micro-process [18, 30]. The prediction of the dynam-
ics are studied in Refs.[4, 28, 17]. Time series clustering methods
are applied to discover the dynamics patterns or shapes [25, 20].
Our work is based on the clustering method to find out the dynam-
ics clusters in empirical cascade growth dynamics. However, in or-
der to study the correlations between dynamics and structures, we
propose new similarity intuitions and find the existing shift-variant
and scale-variant algorithm can not do this job.
Previous study shows different topics of information spreading
follow different mechanism [24]. Celebrated topic modeling method
LDA [3] is not applicable to Twitter or Weibo scenarios [26]. In
oder to get high precision in topic modeling, we adopt information
filtering methods inspired by [9, 26].
However, to our best knowledge, few of previous works study
the interplays between cascade structures, dynamics and topics.
3. CASCADE STRUCTURE PATTERNS
3.1 Experimental setup
We first give a graph-theoretic definition of cascade and followed
by describing our datasets.
Cascade structure definition. The structure of a cascade C =
(V,E) is a directed graph in which each node u ∈ V represents a
user and each edge (u, v) ∈ E represents that user v retweets user
u’s post. The user uo ∈ V who initializes the post is the original
poster and all the other users are retweeters. Thus, the depth (D) of
node u is defined as the number of edges of the shortest path from
uo to u, where uo at depth zero. There exists an integer weight
w(u, v) ≥ 1 which counts the number of multiple edges from u
to v, indicating the fact that v retweets u w(u, v) times. A loop
(u, u) is an directed edge that connects u to itself, indicating that
user u retweets himself. Reciprocal edges ruv are a pair of edges
(u, v) ∈ E and (v, u) ∈ E where u 6= v, indicating the user u and
v retweet each other.
Cascade dynamics definition. Let C = (V,E, T ) represent a
cascade in which each edge (u, v, t) ∈ E × T represents user u
retweets v at time t and × is the Cartesian product of two sets. We
define the time of user u being infected tu as the minimal value of
{t|(u, v, t) ∈ E × T, v ∈ V }. Then, the temporal dynamics of
cascade C is the growth rate c(t) = |{u ∈ V |tu ∈ [t, t + 1)}|
where 1 represents one time unit. The lifetime of cascade C is the
time difference between the posting time of the original poster and
the time of the last retweeter.
Dataset. We get all the posts published in Tencent Weibo span-
ning from June 20,2012 to June 26, 2012, which involve more
than 101 million users and 563 million posts. For each post, we
know whether it is an original post or a retweet, the content of the
post (including text, embedded hashtag, and urls for embedded pic-
tures and videos), and the timestamp. For each retweet, the dataset
records the information source ID. Thanks to the exact records of
information pathway, we build more than 432 million information
cascades. We also collect the user profiles of these users. For each
user, we know the nickname, the tags and descriptions of the user
himself.
3.2 Quantify cascade structures
Based on the definition of the cascade structure, we propose size,
silhouette, direction and activity aspects of cascades to quantify
their structures.
3.2.1 Cascade size
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Breadth:
(a) Size illustration
100 102 104 106
Mass
10-10
10-5
100
PD
F
Mass
Bimodal Fitting
(b) Mass distribution
100 101 102
Length
10-5
100
PD
F
Length
Bimodal Fitting
(c) Length distributions
100 102 104 106
Breadth
10-10
10-5
100
PD
F
Breadth
Bimodal Fitting
(d) Breadth distribution
Figure 1: Bimodal size distributions. (a) Cascade size illustra-
tion and (b-d) empirical distributions. We find bimodal distri-
butions for all the size metrics, including (b) mass, (c) length,
and (d) breadth. The pdf is binned in the log-log scale.
The size concept of a cascades is derived from the need of com-
paring a bigger to a smaller, a longer to a shorter and a wider to
a narrower. Thus, the size of cascade C is measured by following
three metrics (as shown in Fig. 1a):
• Mass N of cascade C refers to the amount of unique users
in C, indicating that a cascade with more users is larger than
the one with fewer users.
• Length L of cascade C is the largest depth, indicating that a
cascade with larger length value is longer than the one with
smaller length value.
• Breadth B of cascade C is the largest amount of nodes in
C at the same depth, indicating that a cascade with larger
breadth value is wider than the one with smaller breadth value.
Table 1: The fitting results for the metric distribution by the
bimodal distribution f(x) = c1(x+ x0)−α + c2e−λx
β
.
Bimodal c1 x0 α c2 λ β
Mass 2.10 2.29e-6 1.99 1.46e-3 0.06 0.63
Length 5 1.70e-7 4.60 0.11 0.50 1.05
Breadth 1.80 2.29e-6 1.99 1.46e-3 0.06 0.63
Trend 21 0.10 6.43 0.20 0.80 1.15
#Reciprocal Edge 0.30 0.01 2.64 2.4e-4 0.28 0.59
#Self-loop 3.5e-2 0.01 2.47 0 - -
Avg-activity 0.79 0.50 3.46 0 - -
Fat-tailed and bimodal law for all the size metrics. Figures 1b-
d plot the one-dimensional distribution of the three metrics which
quantify the observed cascades size. We observe fat-tailed nature
for all the three metrics, implying that there exist very large cas-
cades with respect to each size metric. For instance, in our empir-
ical dataset, the biggest cascade which is also the widest cascade
has mass value 1, 414, 815 and breadth value 1, 408, 024. The
longest cascade has the length value 57. However, the average
mass, breadth and length values are 5, 4 and 1 respectively.
Furthermore, we find that all the size metrics, including mass,
length, and breadth, exhibit the same bimodal distribution:
f(x) = c1(x+ x0)
−α + c2e
−λxβ . (1)
More specifically, as shown in Figs. 1b-d, we find that there ex-
ist obvious deviation parts from the straight lines in all the log-log
plots. By minimizing the least square error between the Equ. 1
and the empirical data through the Levenberg-Marquardt algorithm
[16], we get the fitting parameters in Table 1 and the fitting curves
in Figs. 1b-d. The red fitting curves by Equ. 1 match the empirical
data denoted as circles well, indicating that the probability density
function f(x) of all the size metrics follow the mixture of power-
law distribution and the stretched exponential distribution. The bi-
modal distributions are further illustrated in the joint distributions
as shown in Fig. 5. We will elaborate these findings in the Sec. 4
High-order structure patterns later.
3.2.2 Cascade silhouette
(a) Silhouette illustration
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Figure 2: Silhouette of cascades.(a) Cascade Silhouette illus-
tration and (b) empirical distributions.
The silhouette concept characterizes the outline of a cascade. In
order to quantify the silhouette of cascade C, we specify each node
an integeral coordinate in the two-dimensional Cartesian coordi-
nate system X ⊥ Y where X-axis and Y-axis represent the depth
dimension and breadth dimension of C respectively as shown in
Fig. 2a. Without loss of generality, the original poster uo is located
at the point (0, 0). We define B(D) as the breadth value at specific
depth D, where D = 0, 1, ..., L. The uo is at depth D = 0, and
thus B(0) = 1. We define the silhouette SC of the cascade C as
the breadth histogram along the depth, namely SC = B(D) where
D = 0, 1, ..., L as shown in Fig. 2a.
To summarize the characteristics of cascade silhouette, we care
about whether the silhouette function SC = B(D) is increasing or
decreasing (trend) as D grows, and the relative scale of the extreme
points, smoothed or serrated (fluctuation):
• Silhouette trend describes whether the growth trend ofB(D)
is increasing or decreasing as the depth D increases. Mathe-
matically, the trend is characterized by the first order deriva-
tive of B(D). In order to summarize this trend, approxi-
mately, we use the Wiener index introduced in Ref. [7] which
is defined as the average shortest distance between each pair
of nodes in C (we treat each directed edge in C as a bidirec-
tional edge because so far we can ignore their connections).
A cascade C with an increasing value of B(D) as D grows,
has a larger Wiener index value because the shortest path be-
tween any two nodes at large depth tend to take the nodes
with small depth as intermediate points. In contrast, a C
with large B(D) value at a small depth D has small trend or
Wiener index value.
• Silhouette fluctuation captures the degree of fluctuations of
the outline of SC , characterized by the coefficient of varia-
tion of B(D), D = 0, 1, ..., L, namely std(B(D))
mean(B(D))
. For in-
stance, a narrow structure is characterized by a small fluctua-
tion value, while a fanning-out structure or a wide-and-deep
structure have a large fluctuation value.
Bimodal law for silhouette metrics. We find the cascade trend
value and fluctuation value also follow bimodal distribution as shown
in Fig. 2b. Specifically, the trend value follows the bimodal distri-
bution indicated by Equ. 1, while fluctuation value follows a more
complex bimodal distribution.
3.2.3 Cascade direction
172,762
171,846
158,370
31,006
91,670
36,762
13,324
4,767
103,517
38,647
Converge 
Reciprocal
Self-loop
(a) Venn diagram of converging-
in, reciprocal and self-loop
10-2 100 102 104
Direction
10-10
10-5
100
105
PD
F
Branch coeff
Converge coeff
(b) Branch & Converge
100 101 102 103 104
Direction
10-10
10-5
100
PD
F
#Reciprocal Edge
Bimodal Fitting
#Self-loop
Power law Fitting
(c) #Reciprocal & #Self-Loop
10-2 10-1 100
Direction
10-4
10-2
100
102
PD
F
Reciprocity
Self-Loop ratio
(d) Reciprocal & Self-Loop
Figure 3: Cascades have four directions: branching-out,
converging-in, reciprocal and self-loop. (a) The Venn diagram of
converge, reverse and self-loop structures. (b) The distributions
of branch deviation and converge deviation values. (c) The dis-
tributions of the number of reciprocal edges and the number of
self-loops. (d) The distributions of the reciprocity value and the
self-loop ratio.
We then try to characterize the directions of information flow
within a cascade. The direction metrics quantify the preferred di-
rection of information flow in cascade C:
• Branch deviation measures to what extent the edges in cas-
cade C spreading out to different nodes, characterized by the
coefficient of variation of out-degree distribution p(kout) of
C, namely std(p(kout))
mean(p(kout))
, and kout(u) =
∑
v 1{(u, v) ∈ E}
is the out-degree of node u and 1 is the indicator function.
A large branching coefficient value of C means the edges in
C spread out from few nodes to a large amount of nodes,
implying the directions of information flow are fully random
rather than spreading along a preferred direction.
• Converge deviation measures to what extent the edges in cas-
cadeC converging into one node, characterized by the coeffi-
cient of variance of in-degree distribution p(kin) ofC, where
kin(v) =
∑
u 1{(u, v) ∈ E & u 6= v} is the in-degree of
node v. A cascade with large converging coefficient value
indicates a large proportion of edges pointing to few nodes,
implying that the information flows into few users.
• Reciprocity measures to what extent the edges in cascade C
pointing to the reciprocal direction, characterized by the ra-
tio of the number of reciprocal edges to the total number of
edges, i.e., |{(u,v)|(u,v)∈E & (v,u)∈E & u6=v}||E| . For instance,
reciprocity 1 of C indicates that for each edge (u, v) there
exists reciprocal edge (v, u), implying that information flow
spreads from user u to user v and vise versa.
• Self-loop ratio measures to what extent the edges in C start-
ing and pointing to the same direction, characterized by the
ratio of the number of nodes which have self-loop edge to the
total number of nodes, i.e., |{u|(u,u)∈E}||V | . For instance, self-
loop ratio 1 of C indicates that each node in C has self-loop
edge , implying that user u retweets himself and information
flow does not spread away.
Cascades have four directions. Existing studies of cascade fo-
cus mainly on the branching-out direction of information flows, but
we find other three directions are also ubiquitous. Specifically, cas-
cades which have at least one of the converge, reverse or self-loop
structures, as shown in Fig. 3a, accounting for 20.0% of the total
population. In addition, cascades usually show a combination of
different spreading directions. The Venn diagram in Fig. 3a shows
the number of cascades with different direction types and their log-
ical relationships. In total, 9.2% of the total cascades have more
than two texture types, as shown in the overlapping region of Fig. 3.
The branch coefficient distribution shows a bimodal distribution
where two modes are near zero and two respectively, implying that
information flow in cascades tend to spread along one direction, or
a moderate number of directions. In addition, very large values of
branch coefficient do exist.
Bimodal law for reciprocal edges, and power law for the self-
loop edges. As shown in Fig. 3c, we find the number of recipro-
cal edge for each cascade follows the bimodal law as indicated by
Equation 1. Table 1 shows the best fitting results. The bimodal
distribution of the reciprocal edges will be further illustrated by
the joint distribution in Fig. 8 e. We also fit the self-loop edge
count by Equation 1 with c2 = 0, indicating power law distribu-
tion with slope 2.47. The fat-tailed nature of reciprocal edge and
self-loop edges shows the prevalence of these two directions. Fur-
ther, we plot the distributions of converge deviation, reciprocity and
self-loop ratio in Figs. 3b&d, which exhibit a stair-like distribution,
namely mode near zero, a flat-like distribution at a moderate value
range, and also followed by a fat-tail rage at the large values.
3.2.4 Cascade activity
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Figure 4: Average activity follows power law distribution.
Furthermore, a cascadeC is a weighted graph due to the fact that
a user may retweet other users multiple times in C. We try to quan-
tify multiple user activities in C. We define w(v) =
∑
u w(u, v)
as the weight of node v, showing that v may retweet more than one
user w(v) times in the cascade C. Such repeated retweeting activi-
ties in C bring large discrepancy between the number of posts and
the number of involved users (Fig. 4 and Fig. 8 g). We quantify the
user activity of a cascade as follow:
• Average activity of cascadeC measures extend to which user
actively participates in C, characterized by the ratio of the
number of posts in C to the number of unique users C, i.e.,∑
v w(v)
|V | .
Average activity power law. We find the repeated retweets are
prevalent. Cascades with repeated behaviors account for 28.7% of
the total population. Furthermore, a seemingly popular cascades
with a lot of retweets can collapse to few infected users. We mea-
sure the average activity value of each empirical cascade and plot
its probability density function in Figure 4. We find that the av-
erage activity value of each cascade, apart from the value 1, fol-
lows a power law distribution f(x) = c1(x + x0)−α with slope
3.46 (details in Table 1), implying the existence of very large aver-
age activity values. For example, the largest average activity value
165 belongs to a cascades with 1, 535 users who make 252, 878
retweets.
4. HIGH-ORDER STRUCTURE PATTERNS
The understanding of cascade structure patterns in high-oder met-
ric space are of vital importance to the cascade prediction, cluster-
ing, and outlier detection. However, a paucity of previous works
did. Here, we investigate the high-order structural patterns of in-
formation cascades by answering four questions as follow:
• Are cascades wide and shallow? Or narrow and deep? (Sec.
4.1)
• To what extent do cascades follow the star-like pattern or
chain-like pattern? (Sec. 4.2)
• To what extent do the four directions of information flow co-
exist in a cascade? (Sec. 4.3)
• What are the structure patterns of so-called popular cascades?
(Sec. 4.4)
4.1 Size correlations
Breadth dominates mass. Figures 5a-c plot the joint density
profiles for the size metrics. We find large positive correlation be-
tween mass and breadth as shown in Fig. 5a. Indeed, the correla-
tion coefficient between the logarithmically transformed mass and
breadth values is a strikingly high 0.99, indicating that the breadth
accounts for a large proportion of mass, implying the dominant po-
sition of the fanning out patterns.
(a) Mass-Breadth (b) Mass-Length (c) Length-Breadth
Figure 5: High-order structure patterns in cascade size metric
space.
Big, wide and shallow. Or small, narrow and deep. Figure 5b
plots the joint distribution of length and mass, and we observe the
biggest cascades are constrained to a relative small length, and the
longest cascades are with moderate mass values. Figure 5c plots
the joint distribution of length and breadth. We observe most of the
cascades are wide and shallow (illustrated in the upper ellipse in
Fig. 5c). In addition, there indeed exist narrow and deep cascades
(illustrated in lower ellipse in Fig. 5c). In contrast, it is difficult
to find the very wide and deep cascades, or the very narrow and
deep cascades. The structure patterns of big cascades will further
discussed in Section 4.4.
4.2 Silhouette correlations
(a) Fluct-Trend (b) Trend-Length (c) Fluct-Length
Figure 6: High-order structure patterns in cascade silhouette
metric space.
The prevalence of star pattern. The majority of cascades have
silhouette SC = 1 × B1 (star pattern) with trend values ≤ 2,
as shown in Figs. 6a&c, which account for 54.49% of the total
cascades population (1, 600, 228, with trivial single-node and two-
nodes cascades being excluded), which support the findings of the
prevalence of small star pattern [14, 8].
Chain patterns with limited length. The SC = 1L (chain with
length L − 1) cascades account for 7.87% (126, 003) of the total
population, featured with fluctuation value 0 as shown in Figs. 6a&c.
We highlight the pure chain patterns in Fig. 6c. We find the maxi-
mum length of pure chain is 12, i.e., 113 pattern, and as the lengthL
increases the number of pure chain decays quickly as indicated by
the color, implying the limited length of chain pattern in empirical
data.
Deep patterns with moderate fluctuations. As shown in Fig. 6c,
as length increases, the deep patterns have a moderate fluctuation
values, implying that the deep pattern relying on the continuously
spreading to a moderate users at each depth, rather than on the
chain-like information pathway .
The attached peculiar long chain. We find trend value (the
Wiener index) and length are positive correlated in Fig. 6b. How-
ever, there still exists variance along the shape trend axis, implying
two ways to reach a long length: a star with a peculiar long chain or
viral structures in Ref.[15]. Indeed, the peculiar long chain may in-
crease the fluctuation values and length while keep relatively stable
trend values (red regions in Figs. 6a&c).
4.3 Direction correlations
(a) Branch-Conv (b) Branch-Recipro (c) Branch-Loop
(d) Conv-Reverse (e) Conv-Loop (f) Recipro-Loop
Figure 7: High-order structure patterns in cascade direction
metric space.
Information spreadings follow four direction as discussed in above,
i.e., branching-out, converging-in, reciprocal and self-loop. Here,
we examine to what extent that these four spreading directions can
coexist.
“L”-shape non-coexistence relationships. We find non-coexistence
relationships, featuring “L” shape in joint distribution, between these
direction metrics. The branch direction and converge direction
show non-coexistence relationship just like two polarities. For in-
stance, Figure 7a plots the heat map of branch deviation vs. con-
verge deviation value for each cascade. We find that large converge
values only exist with small branch values, and vice versa. These
kind of non-coexistence relationships are also applied to branch vs.
reciprocal (Fig. 7b), branch vs. self-loop (Fig. 7c), and converge
vs. self-loop (Fig. 7e).
Coexistence relationships. In contrast, reciprocity shows little
correlation between converge deviation value (Fig. 7d) or self-loop
ratio(Fig. 7f), implying that either reciprocal vs. converge or re-
verse vs. self-loop can coexist in real information spreadings.
4.4 Structural patterns of big cascades
To predict the so-called popular or big cascades is of vital impor-
tance. However, without understandings of the structure patterns of
big cascades, modeling or predicting the spreading process in so-
cial media remains a challenge. Here, we investigate the high-order
structure patterns of the big cascades.
Big cascades tend to spread along breadth dimension, while
medium-sized cascades exhibit rich structure patterns. We first
try to answer what kinds of silhouette do big cascades have. Fig-
ure 8a plots the joint distribution of silhouette trend and mass.
We find cascades tend to follow two trends: spreading along the
breadth dimension, or along the depth dimension. For example, a
star graph with silhouette 1 × (N − 1), and a chain graph with
silhouette 1N are two extreme situations of the breadth dominated
pattern and the chain dominated pattern respectively. The silhou-
ette trend values (wiener index) of above star and chain graph are
2 − 2
N
and N+1
3
respectively as shown in the supporting informa-
tion of Ref. [29]. Indeed, 2 − 2
N
and N+1
3
are the floor boundary
and ceiling boundary respectively as shown in Fig. 8a.
Furthermore, the empirical data shows that the breadth domi-
nated patterns lie in the region stretching into the largest mass val-
ues with trend values ≤ 5, indicating that the big cascade tend to
follow breadth dominated patterns. We also find large variance of
trend values near moderate mass [102, 103] as shown in Fig. 8a,
implying that moderate cascades can exhibit a wide range of struc-
tures from breadth dominated patterns to depth dominated patterns.
Big cascades are attached with some peculiar chains. Fig-
ure 8b plots the joint distribution of silhouette fluctuation and mass
of each cascade. The breadth dominated patterns usually exhibit
large fluctuation values, while depth dominated patterns show small
fluctuation values. For example, a star graph with shape 1×(N−1)
has fluctuation value
√
2(1− 2
N
), and a chain graph with shape 1N
has fluctuation value 0. We further find fluctuation values even cap-
ture the minor difference of the star-like graphs 1×(N−K−1)×
1K ,K = 0, 1, .... By calculating the coefficient of variation of
sequence 1, N −K − 1, 1, ..., 1, we find the fluctuation values for
star-like graphs 1×(N−K−1)×1K taking on√2 +K(1− 2+K
N
),
as shown a family of red curves in Fig. 8b.
Big cascades may consist of multiple branches of stars, like
double-star, but the biggest ones are dominated by one branch
of star. We then investigate the correlations between cascade di-
rections and its mass. We plot the joint distributions of branch de-
viation vs. mass in Fig. 8c. We find two clusters in Fig. 8c as mass
increases, indicating that cascades are dominated by one branch of
star pattern (red region in diagonal direction,) or multiple branches
of star patterns (cluster below the diagonal). For example, a star
graph 1 × (N − 1) has branch value √N by calculating the coef-
ficient variation of out-degree distribution of the star graph, where
a double-star graph 1 × (N
2
− 1) × N
2
has branch value ≈
√
N
2
.
However, we find the biggest cascades, in the up-right most region,
are dominated by one major star patterns.
Big cascades have less converge hubs. Figure 8d plots con-
verge deviations vs. mass. We find two obvious converging trends
as mass N increases: non-converging cluster with very small con-
verge value which stretches into very large mass, and converging
cluster which peaks converge value at mass near 1000 magnitude.
Our common understanding of cascades are in non-converging trend
which means information spreads out. In contrast, we find cascades
with very large converge value, implying the information converge
into one user. One plausible explanation is that the few users fre-
quently retweet other posts in one cascade to make this cascade
more successful. However, we find this kind of manipulation of
information flow can not make a cascade very large. Indeed, as
shown in Fig. 8d, cascades with large converge value usually have
mass between 100 and 1000, while very large cascades show very
small converge coefficient value. Multiple retweets flowing into a
user, say u, may help in exhausting u’s followers, but these kinds
of behaviors may not induce further spreads.
Big cascades have some reciprocal edges and self-loops. Fig-
ure 8e plots the joint distribution of mass and the number of recip-
rocal edge. We find, as shown in the reddest region, small cascades
have a lot of reciprocal edges while as mass grows the number of
reciprocal edges are small. However, as for the very large cascade,
there also exist many reciprocal edges. Figure 8f plots the joint dis-
tribution of mass and the number of self-loops. We also find big
cascades have many self-loops.
Big cascades and borrowed prosperity. Figure 8g plots the
joint distribution of mass and the number of retweets. We find that
relatively small cascades with mass ≤ 1000 have frequent retweet
activities, leading to complex structure patterns of cascades, e.g.,
the converge, reciprocal and self-loop structure, as discussed in
above. However, cascades with large average activity values also
show borrowed prosperity because under a large number of retweets
there are much fewer actually infected users. For example, some
cascades with ∼ 103 number of retweets are generated by quite a
(a) Trend-Mass (b) Fluct-Mass (c) Branch-Mass
(d) Conv-Mass (e) Mass-Reciprocity (f) Mass-Loop
(g) Mass-Retweets
Figure 8: High-order structure patterns of empirical cascades
as mass increases.
few users as shown in Fig. 8g. In contrast, very big and successful
cascades show relatively equal retweet number (Fig. 8g).
5. IMPLICATIONS FOR DYNAMICS
In the temporal dimension, cascades evolve over time, exhibiting
rich temporal patterns. However. it remains an open question that
how the dynamics of cascades interplay with their structures. In
this section, we explore the structure patterns underpinning these
temporal patterns.
5.1 Characterizing cascade dynamics
Cascades exhibit rich temporal dynamics which are represented
by the variations of their growth rates c(t). Thus, we can character-
ize cascade dynamics based on their variation patterns by cluster-
ing methods. We first discuss the high level intuitions of clustering
methods, and then get the representative dynamic patterns to char-
acterize cascade dynamics.
Clustering intuitions. To facilitate the analysis of the interplay
between cascade dynamics and their structures, we propose three
high level clustering intuitions.
• Local shape: similar local temporal patterns of cascades may
correspond to similar local structures. For example, spike
patterns (as shown in Fig. 9a) possibly correspond to star-
like structures, while persistent growth patterns (as shown in
Fig. 9i) possibly correspond to deep-tree-like structures.
• Position: the same shapes at the similar temporal positions
over the time dimension may correspond to sub-structures
share similar positions in their embedded cascades. For ex-
ample, spikes at initial time (Fig. 9a) possibly correspond
to star-like structures centering around the original poster,
while latter spikes (Fig. 9e) possibly corresponding to star-
like structures centering around retweeters at deeper posi-
tions.
• Global shape: the dynamics should be captured as a whole
rather than focusing only on a local part. For example, the
dynamics of cascades are a combinations of rises, falls and
their positions. A local spike can only correspond to a star-
like sub-cascade as a specific part of the whole cascade.
In addition, the clustering algorithm should be scalable to our large
dataset.
Clustering methods and results. Based on the above intuitions,
we examine three state-of-the-art time-series clustering methods,
i.e., K-SC [25], K-Shape [20], K-Means [10]. We choose the cas-
cades with mass ≥ 100 to get relatively smooth dynamic curves.
K-SC and K-Shape can capture the shape of dynamics because
they are based on the shape similarities considering scaling invari-
ance. However, their linear-shifting-invariant properties contradict
our position intuition. In addition, K-SC is not scalable to our data
scale. We apply K-Shape to our whole dataset and K-SC to a ran-
domly sampled dataset which consists of 10, 000 temporal dynam-
ics. By checking the clustering centers and corresponding dynamic
instances, we find K-SC gives reasonable local shape but ignores
the position and thus the global shape. The shape extraction method
of K-Shape can not generate reasonable dynamic centers. Finally,
in order to capture the above intuitions, we normalize the time
of c(t) by cascade lifetime to capture the relative position, scale
the c(t) by its maximum value to capture the shape, and choose
K-Means to capture the global similarity. Figure 9 plots the cen-
troids of nine dynamic clusters we discovered, and we name them
by their shapes, i.e., C1 spike, C2 fat-spike, C3 fatter-spike, C4
small-rebound, C5 big-rebound, C6 late-rebound, C7 early-persist,
C8 late-persist, and C9 persist for Figs. 9a-i respectively.
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Figure 9: The cluster centroids of empirical cascade dynam-
ics. The number in legend is the number of instances in each
cluster.
To find the best cluster numbers or the best clusters are still open
problems because we don’t know what the correctness is. For ex-
ample, it is tricky to decide whether we should combine cascades in
spike (Fig. 9a), fat-spike (Fig. 9b) and fatter-spike (Fig. 9c) clusters
into one cluster or to divide them into more fine-grained clusters.
However, we find relatively robust correlations between dynamics
and their structures in a statistical sense.
5.2 Implications
Structural distinguishability between dynamic clusters. We
first examine whether the structures can distinguish dynamic clus-
ters. Here, we test the null hypothesis that cascades in different
dynamic clusters come from the same structure metric distribution
by using Kruskal-Wallis test [12]. We find that null hypothesis for
each structure metric as shown in Fig. 11 is rejected at the signif-
icance level p < 10−10, indicating that different dynamic clusters
do not share same structures, implying that structures can distin-
guish the dynamics.
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Figure 10: Structural distinguishability between dynamic clus-
ters.
However, to what extent can the structures distinguish different
dynamic clusters? In order to quantify the distinguishability of cas-
cade structures in dynamics, e.g., cluster C1 and cluster C2, we use
the best classification accuracy of a linear classifier applied in a
balanced number of cascades in C1 and C2 to quantify this struc-
tural distinguishability between dynamic clusters. Thus, the ran-
dom guessing results are served as a baseline with accuracy 0.5.
Figure 10 plots the structural distinguishability between each pair
of dynamic clusters. We find distinguishability values between C1
vs. C2, C1 vs. C3 and C2 vs. C3 are 0.56, 0.56 and 0.53 respec-
tively, indicating that although C1 ,C2 and C3 show distinguishable
decay in dynamic dimension as shown in Figs. 9a-c, they share
quite similar (indistinguishable ) structures. In contrast, C6, C8
and C9 in Fig. 10 have large distinguishability values with other
clusters, indicating that structures can distinguish their dynamics.
In all, we find structures can distinguish different dynamics with
different distinguishability values.
After examining the structure metrics as a whole black box, we
next analyze interpretable implications of structures for dynamics
by answering following four questions.
Which dynamic patterns are bigger in mass, longer in length,
and wider in breadth? We find that although the cascade with
largest mass value belongs to C3 fatter-spike, the majority of cas-
cades in C3 are not large in mass, as shown in Fig. 11a. In con-
trast, cascades in C6-9 are usually large in mass. For instance, C8
late-persist has the largest median value of mass because their dy-
namic patterns exhibit a lasting high growth rate at the second half
of their lifetime. Similar results are applied to the breadth metrics
in Fig. 11b. As for the length in Fig. 11c, we find cascades in C4-6
(small-rebound, big-rebound, late-rebound) and C8-9 (late-persist,
and persist) show longer length values. Indeed, we find all these
dynamics patterns show a second growth in their lifetime just as
their names suggest.
Which dynamic patterns are viral in structures? Previous
works used the Wiener index to measure the structural virality of
cascades [7]. We now analyze the the correlations between vi-
ral cascades and their corresponding dynamics. Figures 11d&e
plot the distributions of silhouette trend values (measured by the
Wiener index) and silhouette fluctuation values for each dynamics
clusters. We find spike patterns in C1-C3 show small trend val-
ues in Fig. 11d, implying that star-like graphs are accompanied by
spike dominated dynamics patterns. In contrast, C6 late-rebound,
C8 late-persist and C9 persist patterns exhibit large trend values,
implying that cascades with deep structures also exhibit long last-
ing growth patterns in their lifetime, especially at the second half
of their lifetime. At the same time, compared with C9, cascades
in C6 and C8 show relatively larger fluctuation values as shown in
Fig. 11e, indicating that cascades in C6 and C8 tend to have larger
breadth values at some depth while cascades in C9 tend to be about
the same breadth values at each depth. These structures of C6, C8
and C9 also correspond to their temporal dynamics. For example,
C6 and C8 exhibit relatively larger growth rate while C9 tends to
grow gradually without obvious spikes.
Which dynamic patterns show polarized spreading directions?
Figures 11f-i plot the distributions of direction metrics for each
dynamics clusters. We find cascades in C7 early-persist have the
largest median branch coefficient as shown in Fig. 11f, indicating
the existence of a couple of hubs where informations mainly spread
out from them. The early-persist pattern of C7 implies that the last-
ing growth at the early time are due to the retweeters directly in-
fected by these one or two hubs which leads to large branch value.
In contrast, C6 late-rebound, C8 later-persist and C9 persist show
smallest median branch value, and have a obvious latter growth
(rebound growth in Fig. 9f and persist growth in Fig. 9h), imply-
ing that the latter growth is due to the spreads from a lot of already
infected users rather than few hubs and thus have small branch co-
efficient.
In addition, the latter growth patterns in C6, C8 and C9 also
have large converge values (Fig. 11g), reciprocity (Fig. 11h),
and self-loop ratios (Fig. 11i), indicating that information flows
in these patterns tend to flow into few users, flow reversely and
just stay with the spreaders, implying that the intensive interactions
and manipulations of information flows lead to these latter growth
patterns and thus viral structures.
Which dynamic patterns show borrowed prosperity? We find
large average activity values for C6-C9 in Fig. 11j, especially for
cascades in C6 late-rebound and C8 late-persist, implying the exis-
tence of a large amount of repeated retweets and promotions. The
rationalities behind the C6 and C8 may lay in the fact that an initial
unpopular post are popular later due to the frequent retweets and
promotions by promoters.
The repeated promotions can also account for dynamics patterns
C7 early-persist, implying the repeated promotions leads to the per-
sistent early growth, where the growth is dominated by new in-
fected users directly retweeting from few hubs as shown in Fig. 11f
with large branch value and small trend value in Fig. 11d. In con-
trast, temporal pattern C9 (persist in Fig. 9i) also needs repeated
promotions to facilitate growth, where the growth is dominated by
new infected users who retweets from a crowd of already existing
users (small branch value and large trend value) rather than a cou-
ple of hubs.
6. IMPLICATIONS FOR SEMANTICS
It remains a largely unknown question that how the semantics of
a cascade interplays with its structure. Each microblog (or weibo)
has a specific semantic expressed by a set of multi-modal infor-
mations including the text, embedded hashtags, attached pictures
or videos, the poster and his/her profile tags and self-descriptions.
We characterize the semantics of a microblog by topic modeling
based on above informations, and then investigate the correlations
between cascade semantics and its corresponding structures.
(a) (b)
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Figure 11: Structure metric distributions of dynamic clusters
represented by boxplots, among which only reciprocity and
self-loop ratio are reported in linear scale and all the other met-
rics are reported by the exponents after being logarithmically
transformed, i.e., we compare their differences in their order of
magnitude.
6.1 Characterizing cascade semantics
In order to get the topic label with high precision, we adopt fil-
tering methods discussed in Refs. [24, 26]. We first build the initial
taxonomy of topics to describe the semantics of microblogs. Start-
ing for the existing taxonomy of topics shown in Refs. [24, 26],
we update the taxonomy with new-found topics which do not fit
in our already-existed taxonomy during the following procedures.
We iteratively use hashtag priors and user priors to filter the mi-
croblogs and followed by the manual inspection to update topic
priors. Specifically, we first extract and sort hashtags in our dataset
and manually label the unambiguous hashtags (e.g., #animation#,
#movie#) according to the taxonomy as hashtag priors for filtering.
For the user priors, we first sample a set of seed users (the number
of verified users vs. ordinary users ≈ 1 : 1) with user names, pro-
file tags, self-descriptions and all the hashtags in his/her posts, and
then manually assign one unique topic to these users by examining
above informations. For example, verified users like QQMusic or
QQFilm consistently published the topics as their names suggest.
Users with more than one topic are omitted. All the microblogs
posted by these seed users are labeled with their authors’ topic.
Manually inspections are applied to validate whether the contents
of the filtered microblogs are consistent with the topic priors. Due
to the prevalance of non-topical microblogs, we cover a subset of
cascades in our dataset which have topic labels with relatively high
precision. In all, we find 14 major topics as shown in Table 2.
Table 2: Discovered Topics
Topic Livings Funny Travel Celebrity Animation
No. 48,230 20,710 2,046 1,307 840
Topic Visual Arts Technology Politics Business Movies
No. 794 731 540 401 295
Topic Music Games Sports Raffle
No. 289 212 195 123
6.2 Implications
Structural distinguishability between topics. Following the
same method discussed in Section 5.2, we find that structures can
distinguish topics by testing and rejecting (at the significance level
p < 10−10) the null hypothesis that cascades with different topics
share same structure metric distributions.
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Figure 12: Structural distinguishability between topics.
We then try to answer to what extent structures can distinguish
topics. Figure 12 plots the pair-wise distinguishability of struc-
tures in each pair of topics. First, we find the average structural
distinguishability between topics (Fig. 12) and between dynamics
(Fig. 10) are 0.62 and 0.61 respectively, implying the distinguisha-
bility of structures for topics is a little better than (or at least as
good as) structures for dynamics in average. Second, different
topics have different distinguishability values. For instance, the
raffle topic is the most distinguishable topic (mean distinguisha-
bility value 0.69) while movie is the most indistinguishable topic
(mean distinguishability value 0.58). Third, different topic pairs
also have different discriminability values. For instance, raffle and
celebrity are the most distinguishable two topics (distinguishability
value 0.84). In contrast, technology and movies are almost indis-
tinguishable (distinguishability value 0.54).
Figure 13 plots the distributions (represented by box-plot) of
structure metrics for each topic. Again, we analyze the structural
differences between topics by answering following four questions.
Which topics are large in size? We find visual art topic tends
to have large mass (Fig. 13a) and breadth (Fig. 13b), implying that
the microblogs with beautiful pictures can attract a lot of audiences.
As for the length (Fig. 13c), politics topic tends to spread further.
Which topics are viral in structures? We find politics, busi-
ness, and raffle topics have large silhouette values (Fig. 13d) and
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Figure 13: Structure metric distributions of topics.
moderate fluctuation values (Fig. 13e), implying these topics tend
to spread deeper and the numbers of infected users at each depth are
about the same, i.e., narrow and deep patterns. In contrast, topics
like livings, celebrity tend to follow wide and shallow patterns.
Which topics show polarized spreading directions? Raffle
topic exhibits small branch coefficient (Fig. 13f), but with large
converge coefficient (Fig. 13g), reverse ratio (Fig. 13h), self-loop
ratio (Fig. 13i), due to the fact that involved users in raffle topic
want to raise their probability of being awarded by manipulating
information spreadings. Politics topic also exhibit relatively large
converge deviation value, reciprocity, self-loop ratio possibly due
to the fact that involved users are discussing controversial political
issues.
Which topics show borrowed prosperity? No doubt, it is raffle
topic (Fig. 13j). However,sports topic also exhibit relatively large
average activity values may due to the fact that involved users ac-
tively spread information about their concerned sport events or their
favorite sports stars.
7. CONCLUSIONS
In this paper, we analyze and quantify the structural patterns of
information cascades and the interplay between structures, dynam-
ics and semantics. We collect the full scale information cascades
generated during one week in Tencent Weibo to support our de-
tailed empirical studies. In order to quantify the complex struc-
ture pattern of information cascades, we propose a ten-dimensional
structural metric to reflect the size, silhouette, direction and activity
aspects of cascades. We find: (a) the bimodal distribution governs
the mass, length, and breadth, wiener index and the number of re-
ciprocal edges; (b) information flows in empirical cascades have
four directions, namely branching-out, converging-in, reciprocal,
and self-loop; (c) repeated retweets and self-promotions are preva-
lent. The average activity and the number of self-loop edges follow
power law. We further study the high-order structural patterns of
cascades by answering: (a) Are cascade wide and shallow? Or nar-
row and deep? (b) To what extent do cascades follow the star-like
pattern or chain-like pattern? (c) To what extent do the four direc-
tions of information flow coexist in a cascade? (d) What are the
structure patterns of so-called popular cascades?
Based on the cascade structure analysis, we further investigate
their correlations with the dynamics and semantics. We first evalu-
ate to what extent structural features of a information cascade can
explain its corresponding dynamics and topics. The results show
that the structures of information cascades have notable correla-
tions with its dynamics and semantics. We then conduct more in-
sightful case studies by answering following questions: (a) Which
dynamic/semantic patterns are bigger in mass, longer in length and
wider in breadth? (b) Which dynamic/semantic patterns are viral
in structure? (c) Which dynamic/semantic patterns show polarized
spreading directions? (d) Which dynamic/semantic patterns show
borrowed prosperity?
Limitations and further works. It’s worthwhile to validate our
findings in other datasets like twitter. Though we propose four as-
pects of cascade structure, more elaborate metrics accounting for
these aspects should be examined. More elaborate methods on
modeling the dynamics clusters and topics need further investiga-
tion.
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