Abstract -Naïve-Bayes and k-NN classifiers are two machine learning approaches for text classification. Rocchio is the classic method for text classification in information retrival. Based on these three approaches and using classifier fusion methods, we propose a novel approach in text classification. Our approach is a supervised method, meaning that the list of categories should be defined and a set of training data should be provided for training the system. In this approach, documents are represented as vectors where each component is associated with a particular word. We propose voting methods and OWA operator and Decision Template method for combining classifiers. Experimental results show that these methods decrese the classification error 15 percent as measured on 2000 training data from 20 newsgroups dataset.
Introduction
Document retrieval, categorization, routing, and filtering systems are often based on text classification. A typical classification problem can be stated as follows: Given a set of labeled examples belonging to two or more categories (training data), classify a new test sample to a category with the highest similarity. Text classification has become a more and more important application of machine learning. Unlike the conventional machine learning domains, text classification has many special traits. Firstly, it is very often for a typical text classification application that there are hundreds of thousands features to be considered, while most of them are sparse in the document collections. Secondly, many features in the text classification tasks are redundant, which make classifiers prone to over fitting [12] . Text categorization is the problem of automatically assigning one or more predefined categories to free text documents. While more and more textual information is available online, effective retrieval is difficult without good indexing and summarization of document content. Document categorization is one solution to this problem. A growing number of statistical classification methods and machine learning techniques have been applied to text categorization in recent years.
Previous works
A number of classification methods have been discussed in the literature for document classification. These include, naïve Bayes classifier, decision trees [13] , knearest neighbor classifier [3] , linear discriminant analysis (LDA) [4] , logistic regression [5] and neural networks [5] , support vector machines [5] , rule learning algorithms [6] , relevance feedback [10] , and neural networks [8] . Most of research in text categorization has been devoted to binary problems, where a document is classified as either relevant or not relevant with respect to predefined topic. However, there are many sources of textual data, such as Internet News, electronic mail and digital libraries, which are composed of different topics and which therefore pose a multi-class categorization problem. The common approach for multi-class text categorization is to break the task into disjoint binary categorization problems, one for each class. To classify a new document, one needs to apply all the binary classifiers and combine their predictions into a single decision. The end result is a ranking of possible topics. In what follows we describe three algorithms for text categorization that have been proposed and evaluated in the past, and then describe our proposed algorithm, but first some general notation is given:
M } be the document vector to be classified and w 1 , w 2 …, w M are all possible words and let C = {c 1 , c 2 …, c K } be the possible topics. Further assume that we have a training set consisting of N document vectors d 1 , d 2 …, d N with true classes y 1 , y 2 …, y N . N j is then the number of training document for which the true class is c j .
In this paper, we use three different classification methods: naïve Bayes classifier and k-nearest neighbor classifier and Rocchio algorithm. Our approach is based on combining these methods by voting algorithms and OWA operator and Decision Template method.
Feature Selection
In the field of machine learning many have argued that maximum performance is often not achieved by using all available features, but by using only a good subset of those. The problem of finding a good subset of features is called feature selection. Applied to text classification this means that we want to find a subset of words which helps to discriminate between classes. Having too few features can make it impossible to formulate a good hypothesis. But having features which do not help discriminate between classes adds noise. In this paper a combination of three feature selection methods is used, which are explained in more detail below:
1. Pruning of infrequent words. 2. Pruning of high frequency words. 3. Choosing words which have high mutual information with the target concept. Pruning of infrequent words means that words are only considered as features, if they occur at least a times in the training data. In the experiments described in this paper words had to occur at least a times. This removes most spelling errors and speeds up the following stages of features selection. In a second step the b most frequently occuring words are removed. This technique is supposed to eliminate non content words like "the", "and", or "for". In a final step the remaining words are ranked according to their mutual information I(T,w) with the target concept. Mutual information measures the reduction in entropy that is achieved, if one random variable is conditioned on another one. In our case we look at how well the occurrence of a word predicts whether an article is in a certain category or not. Mutual information can be calculated as: 
Rocchio's algorithm
Rocchio is the classic method for documnet routing for filtering in information retrival. This type of classifier is based on the Rocchio relevance feedback algorithm and uses TFIDF (Term Frequency Inverse Document Frequency) word weights. There are a number of algorithms in this family which differ in their selection of word weighting method and similarity measure [6] . The variant presented here seems to be the most straightforward application of this type of algorithm to text categorization domains with more than two categories. Similar algorithms have been used in [14] . 
|D| is the total number of documents. The inverse document frequency of a word is low if it occurs in many documents and is highest if the word occurs in only one. The value d i of feature w i for document d is then calculated as the product:
The TFIDF algorithm learns a class model by combining document vectors into a prototype vector c for every class C. Prototype vectors are generated by adding the document vectors of all documents in the class. 
Naive Bayes Classifier
The naïve Bayes (NB) classifiers use the joint probabilities of features to estimate the class probabilities of a document following the Bayesian formula [7] . The naïve Bayes classifiers have been successfully applied in text classification [8] . The underlying assumption of the naïve Bayes approach is that for a given class, the probabilities of words occurring in a document are independent of each other. There are two different generative models in common usage of the naïve Bayes classifiers [9] . One model specifies that a document be represented by a vector of binary attributes indicating which words occur and which not occur in the document. We call this the binary naïve Bayes classifiers. The second model specifies that a document be represented by the set of word occurrences from the document. The latter one is called multinomial naïve Bayes classifiers [10] . The naïve Bayes classifier [4] is constructed by using the training data to estimate the probability of each class given the document feature values of a new instance. We use Bayes theorem to estimate the probabilities:
The denominator in the above equation does not differ between categories and can be left out. Moreover, the naïve part of such a model is the assumption of word independence, i.e. we assume that the features are conditionally independent, given the class variable. This simplifies the computations yielding Where N ij is the number of times word i occurred within documents from class c j in the training set. Despite the fact that the assumption of conditional independence is generally not true for word appearance in documents, the naïve Bayes classifier is surprisingly effective.
K-Nearest Neighbor Classifier
To classify an unknown document vector d, the k-nearest neighbor (k-NN) algorithm ranks the document's neighbors among the training document vectors, and uses the class labels of the k most similar neighbors to predict the class of the input document. The classes of these neighbors are weighted using the similarity of each neighbor to d, where similarity may be measured by for example the Euclidean distance or the cosine between the two document vector. Calculate similarity between test document and each neighbour in training set. Select k nearest neighbours of a test document among training set. Assign test document to the class which contains most of the neighbours.
Proposed Algorithm
Many researchers have investigated the techniques of combining the predictions of multiple classifiers to produce a single classifier [1, 11] . By combining classifiers we are aiming at a more accurate classification decision at the expense of increased complexity. Voting algorithms and OWA operator and Decision Template are three classifier fusion methods that we use in this paper.
Voting Algorithms
Voting algorithms take the outputs of some classifiers as input and select a class which has been selected by most of the classifiers as output. We use three text classifiers, including Naïve Bayes, Knearest neighbor and Rocchio. The output of these classifiers used as input for voting combiner.
Majority Voting
If two or three classifiers are agree on a class for a test document, the result of voting classifier is that class. But if each classifier has a different output, we select output of K-nearest neighbor classifier as output of voting classifier, because K-nearest neighbor has a better accuracy rather than the other classifiers. (voting1) 
Weighted Majority Voting
In this method, the weights are specific for each class. 
In this weighting method, error of each classifier is calculated. 
Class

Error in each Class
Rocchio Naïve Bayes KNN 
OWA Operators
Here In this formulation W is referred to as the OWA weighting vector and B is called to ordered argument vector. The OWA operator is parameterized by the weighting vector W [2] . 
Decision Template
The idea of the decision templates (DT) combiner is to remember the most typical decision profile for each class w j , called the decision template, DTj, and then compare it with the current decision profile DP(x) using some similarity measure S. The closest match will label x [1] .
where S defined as below:
Experimental Result
An experiment was performed to show the performance of fusion methods on real data. The dataset that we used consisted of Usenet articles collected from 20 different newsgroups (table 5) . Over a period of time 100 articles were taken from each of the newsgroups, which make an overall number of 2000 documents in this collection. Each document exactly belongs to one newsgroup. The task is to learn which newsgroup an article was post to. Table 5 : Usenet newsgroups used in newsgroup dataset
The documents in this dataset have the typical properties of Usenet articles. A random subset of 65% of the data considered in an experiment was used for training and 35% of the data considered for testing. The result has been shown in table 6. 
Conclusion and Future Works
In this paper, we have proposed a novel approach for text classification. Our approach is based on combining classifiers. We combined Rocchio and k-Nearest Neighbour and Naïve Bayes classifiers by voting algorithms and OWA operators and Decision Template method and achieve a better classification rate which experimental results show that the classification error decreased 15 percent. We use 2000 documents from 20 different newsgroups for testing our proposed methods. There are other combination methods such as Behaviour Knowledge Space, Werneche, Naïve Bayes Combiner, Dempster Shafer [1] and etc for future works.
