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論 文 内 容 要 旨         E 
Human beings can localize sounds extremely well in daily life. This ability is called spatial hearing perception. In contrast to 
visual perception, which covers only the front region of a person's hearing, spatial hearing provides three-dimensional 
information of the surrounding environment, even in darkness. This information is useful in our daily life, together with vision, 
when seeking objects and warning ourselves to evade potential danger. With sound localization capability, we are well able to 
tell the direction of traffic. Thereby, we can immediately ascertain the positions of speakers and auditory objects that might be 
obscured from sight. Furthermore, the spatial separation of sounds improves intelligibility in a noisy environment by a 
phenomenon known as the "cocktail party effect." Therefore, spatial hearing plays a vital role in our daily communications. 
Apart from daily communications, sound localization has also been considered increasingly for use in modern audio devices 
such as hearing aids, game audio, virtual and augmented reality applications, and teleconferencing. Because spatial hearing is 
an important aspect of our perception, it is necessary to consider it when designing those information systems. Nevertheless, 
the present telecommunication systems that we are using every day can transmit only limited media information to us without 
sufficient spatial auditory awareness. The original spatial sound impression of auditory events can be reduced severely by 
conventional technologies. The exciting atmosphere and enjoyment of a concert and sport event might become tedious and flat 
when presented to us, even when using the latest information communication systems. Therefore, it is urgent to improve spatial 
hearing perception for the audio products of today. If technology that can achieve “sense of presence” can be realized, then we 
might even stay at home and “sit” at the best place among the audiences to enjoy every great moment brought to use by 
musicians and athletes. For the reasons presented above, spatial hearing is important for both our daily communications and 
information systems in the consumer industry. 
Over the past century, many scientists and researchers have made numerous attempts to ascertain the mechanisms and 
principles of spatial hearing perception. Furthermore, many audio applications have been developed in attempts to reproduce 
original sound fields for listeners such as stereophonic and multi-channel (e.g. 5.1 channels and 22.2 channels) surround sound 
techniques. No matter how complex such sound systems become, humans can receive sound with only two ears. Therefore, 
binaural sound pressures should contain all acoustic information related to spatial hearing perception. From a physical 
perspective, sound waves from different positions interact with a listener's anatomical structures (e.g., pinnae, head, and torso) 
with correspondingly different effects. The processes of scattering, diffraction, and reflection from a listener's pinnae, head, and 
torso convert the sound field information into the obtained binaural sound pressures. Therefore, the values of these binaural 
sound signals also vary according to the sound source directions. Human brains can then use these cues to ascertain the 
directions of sound arrival, which is the basic principle of human spatial hearing. 
Human spatial hearing ability is mainly attributed to the discrimination of acoustic frequency characteristics arising during 
sound transmission from source positions to a listener's ears. These transmission characteristics are described by a head-related 
transfer function (HRTF). A pair of HRTFs enables synthesis of a virtual sound that seems to originate from a certain position 
in a free space by modifying the frequency components of any sound source. That is the basic method for a type of spatial 
audio rendering called binaural synthesis.  Although HRTF values vary with the source direction as well as the subject 
because of the different size and shape of human anatomical structures, they show little dependence on distance beyond 1 m. 
When plotting HRTF values at a certain distance along all directions on a sphere, the spherical surface would have many peaks, 
notches and spatial variations distributed at different regions on the sphere. Results of earlier psychoacoustic experiments 
suggest that the spatial characteristics within limited areas on the sphere, which are called HRTF local features, are extremely 
important for spatial hearing perception. Moreover, the directional resolutions of HRTFs required in binaural synthesis depend 
on the source direction. For these reasons, methods must be found for analyzing HRTFs locally. Nevertheless, to date no 
method exists which allows for locally analyzing HRTFs. Methods either evaluate an HRTF direction by direction, or consider 
all directions simultaneously. To address this difficulty, this study proposes a new method applying the notion of wavelets with 
the aim of better studying HRTF local features. This proposal is expected to open a new avenue for the study and application of 
HRTFs. The structure of this study to achieve the objectives above is presented below. 
In Chapter 1, the principle of human spatial hearing cues is introduced. Besides, binaural audio rendering based on HRTFs is 
explained as well. Since the raw data of HRTFs is of large data size and difficult to handle, HRTFs are always modeled using 
digital filters and mathematic functions with a small number of coefficients. HRTFs are functions of the frequency and 
direction. As there two parameters are independent, HRTF can be conventionally modeled in the frequency and spatial domain. 
This study focuses on the latter, the modeling of the spatial part of the HRTF. The aim of this study is to model the HRTF 
magnitudes in the spatial domain with a small number of parameters. Besides, this study expects to build the HRTF models 
with the motivation of both data driven methods and human perceptual characteristics. 
Chapter 2 reviews a conventional method of modeling HRTF spatial patterns which is based on spherical harmonic 
decomposition. Despite the success of modeling HRTFs using spherical harmonics, there are still some limitations since 
spherical harmonics are global functions, that is, they take significant values in all directions on a sphere (Fig. 1). Some 
suddenly changing variations of HRTF spatial patterns in local regions require modeling with spherical harmonics up to a high 
order, which is not efficient for the purpose of data modeling and compression. In addition, previous perceptual studies suggest 
that the minimum audible angle that can be used to characterize human sound localization depends on the source direction. For 
these reasons, methods are needed for modeling the HRTFs locally at different resolutions for different directions, which is also 
the main motivation of this study. 
 
Figure 1: Spherical harmonics of different order n and degree m.  
In Chapter 3, a method is proposed to model HRTF spatial patterns based on continuous spherical wavelet transform. As 
introduced previously, it is necessary to model HRTFs locally from the point of view of the perceptual characteristics of human 
sound localization. Based on the classic wavelet theory, a set of continuous spherical wavelets are generated by translation and 
dilation of an initial local function which takes significant values only in a local region on the sphere. Simulation shows that 
approximation based on the proposed spherical wavelets yields smaller error than the spherical harmonic method when 
modeling the HRTFs in a spherical cap using a comparable number of analysis functions. 
 
 
Figure 2: Example of spherical wavelets of different levels. 
Chapter 4 further extends the proposed method introduced in chapter 3 using the discrete spherical wavelet transform for the 
modeling of HRTF spatial patterns. Since Because of the better characteristics of the discrete spherical wavelets (Fig. 2), the 
expansion coefficients are expected to control HRTF spatial resolutions better and enable more efficient representations the 
HRTF local features. The approximation error is also compared between HRTF modeling both in all directions and some local 
regions with same number of spherical harmonics and spherical wavelets. Fig. 3 shows an example.  
    
Figure 3: Comparisons of approximation error when modeling HRTF in a local region based on a same number of spherical 
harmonics (SHs) and spherical wavelets (SWs). 
Chapter 5 discusses the modeling of time-domain head-related impulse responses (HRIRs) which are necessary for binaural 
rendering in practice. To recover the HRIR, a minimum phase model is adopted which suggests that the original binaural 
HRTFs of a certain direction can be replaced by its binaural magnitudes and interauaral time difference (ITD). Therefore, 
modeling HRIR can be reduced to modeling of ITDs. Similar to the modeling of HRTF magnitudes of the proposal, the ITDs 
are represented with spherical wavelets as well. Numerical experiments show that under the simulation condition, modeling of 
ITDs with spherical wavelets has smaller approximation error than modeling with spherical harmonics when using a same 
number of analysis functions.  
In Chapter 6, an auditory model is introduced to evaluate the proposed method in regards to human hearing perception. The 
ultimate goal of this study is to provide listeners with convincing spatial hearing perception. In the previous parts of this study, 
the modeled HRTFs have been evaluated based on objective criteria. Here, an auditory model for sound localization is used to 
evaluate the HRTFs represented with spherical harmonics and spherical wavelets. In the simulation the perceptual model 
seems to fail to rely on the spatial detail to localize the sound source. While there still exists study suggesting that the HRTF 
















は提案法が HRTF の空間的変化パターンを効率よく表現できることを示す重要な成果である。 
第 4章では，球面上の離散ウェーブレット変換による HRTF の振幅特性のモデル化法について述
べている。双直交性を保証するウェーブレット設計法であるリフティングスキームにより作成さ
れた離散ウェーブレットを用いることにより少ない係数での HRTF の高精度表現を可能とし，さら
に，HRTF 空間特性の局所的な特性を良く表現し得ることを示している。これらの知見は HRTF モ
デル化法の工学的な展開にも直結する成果であると評価できる。 
第 5章では，HRTF の複素数モデル化法について検討している。HRTF に基づいてバーチャル音空
間を合成するには時間領域変換が必要で，複素数による表現が必須である。そこで最小位相推移
の仮定に基づく提案モデル化法の拡張法を提案し，低周波数領域の音像定位手がかりに重要な両
耳間時間差を指標として検証した結果，既存のモデル化法に比べ高い精度が得られることを示し
ている。これは提案するモデル化法の高い実用性を示す優れた成果である。 
第 6章では，提案したモデル化法により再現された HRTF空間特性の妥当性を人間の音像定位特
性を表現した計算モデルを用いて検証し，既存のモデル化法と同程度の高い音像定位結果が得ら
れることを示している。これは前章までで示された物理的精度上の優位性に加え，知覚的視点に
おいても提案法が有効であることを示す興味深い成果である。 
第 7章は結論である。 
以上要するに本論文は，3次元バーチャル音空間創成技術の基盤となる HRTFの空間特性を高精
度，かつ，高効率で表現可能なモデル化法を提案してその有効性を示したもので，音情報科学な
らびにシステム情報科学の発展に寄与するところが少なくない。 
よって，本論文は博士（情報科学）の学位論文として合格と認める。 
