We show that Belavin's solutions of the quantum Yang-Baxter equation can be obtained by restricting an infinite R-matrix to suitable finite dimensional subspaces. This infinite R-matrix is a modified version of the Shibukawa-Ueno R-matrix acting on functions of two variables. (hep-th/9402011) Shibukawa and Ueno [1] have defined an elliptic R-operator acting on the space of functions of two variables on the circle, and obeying the quantum Yang-Baxter equation, extending the work of Gaudin [2] . It has a very simple form. To describe it let us introduce the basic function σ w (z, τ ) uniquely characterized by having the following behaviour as a function of z for fixed (generic) w ∈ C and τ ∈ C, Im(τ ) > 0:
Shibukawa and Ueno [1] have defined an elliptic R-operator acting on the space of functions of two variables on the circle, and obeying the quantum Yang-Baxter equation, extending the work of Gaudin [2] . It has a very simple form. To describe it let us introduce the basic function σ w (z, τ ) uniquely characterized by having the following behaviour as a function of z for fixed (generic) w ∈ C and τ ∈ C, Im(τ ) > 0: σ w (z + 1, τ ) = σ w (z, τ ), σ w (z + τ , τ ) = e 2πiw σ w (z, τ ),
and being meromorphic with only simple poles on the lattice Z + τ Z, and unit residue at the origin. In terms of Jacobi's theta function
we can express σ w (z, τ ) as
where the prime means derivative with respect to the first argument. The Shibukawa-Ueno R-operator is then
Here, and below, we make use of the abbreviation z 12 = z 1 −z 2 . The operator R(ξ) maps the space of, say, continuous 1-periodic functions of z 1 , z 2 to itself for each (generic) value of the spectral parameter ξ ∈ C and "anisotropy" parameter µ ∈ C.
The main property of R, proved in [1] , is that it obeys the quantum Yang-Baxter equation (QYBE). If we define R ij , i = j, to be R acting on a function of n variables by viewing it as a function of the ith and jth variable, then the QYBE is the relation on the space of functions of three variables
where, again, ξ ij = ξ i − ξ j .
Let us now introduce the space of shifted theta functions of degree k = 1, 2,. . . : define V k (ξ) as the space of entire functions f of one complex variable such that
It is well-known that V k (ξ) has dimension k. A basis will be given explicitly below. For
with the space of entire functions of variables z 1 , z 2 belonging to V k (ξ i ) as functions of z i , for any fixed value of the other argument.
, then R(ξ 12 )f is entire in both variables and has the required properties under lattice translations.
It is first easy to see, using the behaviour of σ w (z, τ ) as z → 0, that the apparent singularity of R(ξ 12 )f at z 1 = z 2 is removable.
Moreover it follows from (1) that R(ξ 12 )f is 1-periodic in both variables and that it has the required transformation properties under translation by τ of both variables. From this we deduce in particular that R(ξ 12 )f is also regular at z 1 = z 2 + n + mτ , for all integers n and m and is thus entire. 2
The translation operator
It is defined for any complex k and for positive integer k it preserves, by construction, V k ⊗ V k . The notation is consistent, since the right hand side is indeed a function of the difference ξ 12 , as a consequence of the elementary properties:
More explicitly, R k is the operator
Theorem 3 R k preserves V k ⊗V k and obeys the quantum Yang-Baxter equation.
This theorem is proved by reducing the QYBE for R k to the QYBE for R, using the rules of Lemma 2,
We thus get for any positive integer k a quantum R-matrix in End(V k ⊗ V k ). We now identify this matrix, by computing its matrix elements. The main technical tool here is the action of the Heisenberg group H k on theta functions. The group H k is generated by A, B and a central element ε subject to the relations
It is well-known that theta functions of degree k provide an irreducible representation of H k with ε = exp(2πi/k). The action of generators on V k is
Diagonalizing the action of B leads us to introduce the functions
These functions build a basis of V k and obey
γ,δ α,β vanishes unless α + β = γ + δ, and if α + β = γ + δ,
Thus the restriction of R k to V k ⊗ V k is proportional to Belavin's solution [3] , [4] , [5] (see [6] where the matrix elements are computed). For k = 2 it reduces to Baxter's R-matrix of the eight-vertex model. This results extends similar results obtained by Shibukawa and Ueno [1] in the rational and trigonometric case.
To prove this theorem, notice first that R k (ξ) commutes with B ⊗B (and, in fact, also with A ⊗ A). Thus R k (ξ)θ α ⊗ θ β is a linear combination of θ γ ⊗ θ δ with γ + δ = α + β (and its matrix elements depend only on the differences of the indices). Next, we need to study the behaviour of R k (ξ)θ α ⊗ θ β under the action of B ⊗ Id. We use for this the following decomposition of the function σ w (z, τ ) into eigenvectors for the translation by τ /k.
Lemma 5
Proof : Both sides of this equation have multipliers 1 and exp 2πiw as z goes to z +1 and z +τ . Let us compare the poles. The right hand side has possible poles on the lattice Z+k −1 τ Z. The residue at the pole n+mτ of the function (of z) σ (w+γ)/k (z, τ /k) is exp(2πi(w + γ)m/k) (see (1)). By summing over γ, we see that the residue vanishes at n + mτ /k unless m is a multiple of k, and is one at the origin. It follows that the difference between the two sides of the equation is an entire function of z with multipliers 1 and exp 2πiw and must thus vanish for generic w, and thus for all w by analyticity. 2 We can now rewrite
Each summand S γ in this sum is an eigenvector of B⊗Id, the eigenvalue being exp 2πiγ/k. Thus this summand is proportional to θ γ ⊗θ δ with δ = α+β −γ.
To find the proportionality factor it is sufficient to compute the summand S γ at any chosen point (at which it does not vanish). If we chose z 1 and z 2 in such a way that z 1 − z 2 = (−ξ + γ − α)/k, then the first term in S γ vanishes (since σ w (w, τ ) = 0) and we have
It thus follows immediately that
which, by (2) , is what had to be shown.
