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Abstract. We study the word and conjugacy problems in lacunary hyperbolic
groups (briefly, LHG). In particular, we describe a necessary and sufficient con-
dition for decidability of the word problem in LHG. Then, based on the graded
small-cancellation theory of Olshanskii, we develop a general framework which
allows us to construct lacunary hyperbolic groups with word and conjugacy
problems highly controllable and flexible both in terms of computability and
computational complexity.
As an application, we show that for any recursively enumerable subset
L ⊆ A∗, where A∗ is the set of words over arbitrarily chosen non-empty
finite alphabet A, there exists a lacunary hyperbolic group GL such that the
membership problem for L is ‘almost’ linear time equivalent to the conjugacy
problem in GL. Moreover, for the mentioned group the word and individual
conjugacy problems are decidable in ‘almost’ linear time.
Another application is the construction of a lacunary hyperbolic group
with ‘almost’ linear time word problem and with all the individual conjugacy
problems being undecidable except the word problem.
As yet another application of the developed framework, we construct in-
finite verbally complete groups and torsion free Tarski monsters, i.e. infinite
torsion-free groups all of whose proper subgroups are cyclic, with ‘almost’ lin-
ear time word and polynomial time conjugacy problems. These groups are
constructed as quotients of arbitrarily given non-elementary torsion-free hy-
perbolic groups and are lacunary hyperbolic.
Finally, as a consequence of the main results, we answer a few open ques-
tions.
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1. Introduction
Traditionally, computability questions of word and conjugacy problems in groups,
along with the groups isomorphism problem, are considered as some of the most
important properties and questions in combinatorial and geometric group theory.
For a given finitely generated group G = 〈X〉, |X| < ∞, the word problem is
an algorithmic problem of deciding whether any arbitrarily given word W ∈ X∗
represents the trivial element in G or not. Here and later, whenever a set, say X,
is a set of group generators, by X∗ we denote the set of all words in the alphabet
X ∪ X−1. Otherwise, if X is merely a (finite) set, then X∗ means the set of all
finite words composed by letters from X.
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The conjugacy problem considers on input an arbitrary pair (U, V ) ∈ X∗ ×X∗
and decides whether U is conjugate to V in G or not. If for the word problem in G
such a decision algorithm exists, then it is said that the word problem (briefly, WP)
is decidable in G. Analogously, if there is an decision algorithm for the conjugacy
problem (briefly, CP) in G, then it is said that the conjugacy problem is decidable
in G.
Observe that, since the triviality of an element of G is equivalent to the fact that
it is conjugate to the trivial element of G, decidability of the conjugacy problem in
G implies decidability of the word problem. Another obvious observation is that
the decidability of WP and CP do not depend on the choice of the finite generating
set.
Word and conjugacy problems in groups first were introduced by Max Dehn in
1911. A bit later, in 1912, Max Dehn described algorithms for word and conjugacy
problems for surface groups (i.e. fundamental groups of two dimensional manifolds)
for surfaces of genus g ≥ 2. The algorithm described by him for the word problem
is one of the most important word problem solving algorithms. It is one of the most
important word problem solving algorithms not only because of its simplicity and
good time complexity behavior or, say, because of its historical importance, but
also because, based on generalizations of underlying properties of surface groups,
this algorithm was generalized to a much broader class of groups, called hyperbolic
groups (or, word hyperbolic groups). The notion of hyperbolic groups was first
introduced by Gromov in his seminal paper [19]. In fact, it is well-known that
hyperbolic groups are essentially the finitely presented groups on which one can
extend Dehn’s original algorithm for the word problem in surface groups. See, for
example, [19, 29].
To describe Dehn’s algorithm, let us consider any finitely presented group G
with its finite presentation
(1) G = 〈X | R〉.
Then the presentation (1) is said to be Dehn’s presentation if the following property
holds: R is a finite symmetric set of words (i.e. it is closed under operations of
taking cyclic shifts and inverses of words); for any freely cyclically reduced word
W ∈ X∗, if W =G 1 (i.e. W represents the trivial element in G), then there exists a
word R = R1R2 ∈ R such that ‖R1‖ > ‖R2‖, and a cyclic shift W ′ of W such that
W ′ = W1R1W2. (Throughout this text, by the symbol ‖ · ‖ we denote lengths of
words in a given alphabet. Another notation which we use in this work extensively
is the following: For G = 〈X〉 suppose U, V ∈ X∗, then U =G V means that the
words U and V represent the same element from G.)
Note that if (1) is a Dehn’s presentation, then to check whether or not a cyclically
reduced word W ∈ X∗ is trivial in G, one can simply consider all cyclic shifts of
W and all relator words from R in order to find the above mentioned cyclic shift
W ′ and relator word R = R1R2. Then the key observation is that W =G 1 if and
only if W1R
−1
2 W2 =G 1. But ‖W1R−12 W2‖ < ‖W‖. Thus the word problem for
W is reduced to the word problem for a strictly shorter word W1R
−1
2 W2. Next,
in order to check whether or not W1R
−1
2 W2 =G 1, in a similar way as for W , we
can try to reduce this question to the word problem for a shorter word. If at some
point this shortening procedure cannot be applied anymore, then it means that
either we obtained an empty word, hence we conclude W =G 1 or, otherwise, we
conclude W 6=G 1. Also it is clear that this procedure of shortening can be applied
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only finitely many times (bounded from above by ‖W‖), hence the process will
eventually halt, giving us the wanted answer about triviality of W in G. Since
this procedure is based on the original algorithm of Dehn, following the established
tradition, we call it Dehn’s algorithm.
Note that there exist finitely presented groups with undecidable word problem.
In fact, the first examples of finitely presented groups with algorithmically unde-
cidable word problem were given by Novikov in 1955, see [34] and independently
by Boone in 1958, see [6]. These results of Novikov and Boone are considered as
one of the most important and classical results in the algorithmic theory of groups.
Another famous example is a construction by Kharlampovich (see [26]), where the
first example of finitely presented solvable group with undecidable word problem
was constructed, answering a long standing open problem by Adian.
Speaking about word and conjugacy problems in finitely generated groups, there
are several key aspects one might consider. Below we mention some of them.
(a). Whether or not the WP (resp. CP) is decidable?
(b). If it is undecidable, what is the Turing degree of undecidability of the WP
(resp. CP)?
(c). If it is decidable, what computational complexity classes does it belong to?
Note that for a given group the answer to (a) reveals not only computational
properties of the group, but also its algebraic properties. This follows, for example,
from a classical theorem of Boone and Higman, [11, 28], which says that a finitely
generated group G has decidable word problem if and only if G can be embedded
in a simple subgroup of a finitely presented group. Moreover, after the works of
Gromov [20], Sapir, Birget, Rips [49], Birget, Olshanskii, Rips, Sapir [5], Olshanskii
[42], Grigorchuk, Ivanov [17], Bridson [8] and others, it becomes apparent that the
answer to the question 3 may reveal information not only about the computational
properties of the group, but also about its topological and geometric properties.
Therefore, in the light of modern developments in the theory of groups, investigation
of these questions is important from the perspective of computational, algebraic,
topological and geometric points of view. Note that since for any two finite sets
of generators X and Y of a given group, the words in X∗ can be in linear time
translated into corresponding words in Y ∗, the answer to the above formulated
questions (a), (b) and (c) is independent of finite sets of group generators.
We would like to mention that even the question of existence of a lacunary hy-
perbolic group with decidable word problem and undecidable conjugacy problem
was still open. This question was asked by Olshanskii, Osin and Sapir as Problem
7.5 in [43]. A positive answer to this question follows from Theorems 2.4 and 2.5
of the current paper.
In this paper we systematically study all the above mentioned aspects of word
and conjugacy problems in the class of so called lacunary hyperbolic groups, with
a special emphasize on the ones obtained via small cancellation techniques.
The formal definition of the class of lacunary hyperbolic groups (more briefly,
LHG) was first introduced by Olshanskii, Osin and Sapir in [43]. Intuitively, lacu-
nary hyperbolic groups can be thought of as the finitely generated but not neces-
sarily finitely presented versions of word hyperbolic groups. In the next sections we
will recall the mathematically rigorous definitions of both hyperbolic and lacunary
hyperbolic groups. But for this introductory part let us just add to the already
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mentioned that all lacunary hyperbolic groups are inductive limits of hyperbolic
groups as it is established in [43] and recalled in Lemma 4.1 of the current work.
Speaking about inductive limits of hyperbolic groups, here we would like to men-
tion that many such groups were constructed by using various generalized small
cancellation techniques and many of them possess various exotic group theoreti-
cal properties. For example, this way Olshanskii constructed Burnside groups of
large exponents [37] and [24] and Tarski Monsters [35, 36]. For a more complete
exposition of these constructions see also [39].
Following an already established tradition, we call the groups which possess
exotic properties and are obtained as inductive limits of hyperbolic groups via
small cancellation techniques, monster groups.
For the monster groups appearing, for example, in [39], in the currently existing
literature there are no known time complexity effective algorithms for the basic de-
cision problems such as the word and conjugacy problems. The methods developed
in this work help us to construct monster groups with effective word and conjugacy
problems, see Theorems 2.2 and 2.3.
Acknowledgements. I am grateful to my advisor Alexander Olshanskii for his
encouragement to work on this subject and for his comments and suggestions which
were invaluable. Also I would like to thank Goulnara Arzhantseva for pointing out
several misprints and inaccuracies.
2. Main results
The main objective of this paper is twofold.
First, based on the small cancellation theory of Olshanskii (see [41]), we describe
general constructions of lacunary hyperbolic groups under which the word and
conjugacy problems can be effectively reduced to much simpler problems.
Even more, we develop a general framework in sections 5–10 which provides with
necessary tools to understand the rich nature of word and conjugacy problems in
the class of LHG. In fact, this framework will allow us to shed light on the rich
nature of word and conjugacy problems in LHG from several perspectives. More
specifically:
(1) From the perspective of computability, e.g. in Theorem 4.2 we formulate an
”if and only if” condition for decidability of WP. Also we develop necessary
tools to construct lacunary hyperbolic groups with decidable word problem
and undecidable conjugacy problem;
(2) From the perspective of computational complexity theory; and
(3) From the perspective of interconnection of WP and CP in the class of LHG,
both in terms of computability and computational complexity.
Second, we use the developed framework to formulate the main theorems of this
paper, that is Theorem 2.2, Theorem 2.3, Theorem 2.4 and Theorem 2.5. The
first two theorems, in particular, show that versions of some of the most prominent
groups of the class of LHG can be constructed in such a way that they will have fast
WP and CP. The third theorem shows in particular that WP and CP are ‘almost’
completely independent one of another in the class of lacunary hyperbolic groups,
not only from the perspective of computability, but also from the perspective of
computational complexity.
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Below we describe the content of the paper in more details.
Even though the original definition of lacunary hyperbolic groups involves the
concept of asymptotic cones, there exist equivalent and more algebraic definitions.
In this work we employ the following definition (see Lemma 4.1 and Remark 4.1):
finitely presented group G¯ = 〈X〉 is lacunary hyperbolic if and only if G¯ is the
inductive limit of a chain of epimorphisms
G1
α1 G2
α2 . . . ,(2)
where αi : Gi  Gi+1 is the induced epimorphism from the identity map id :
X → X for i ∈ N, Gi = 〈X | R¯i〉 is finitely presented hyperbolic group and the
hyperbolicity constant of Gi (relative to X) is little o of the radius of αi. Radius is
defined as follows: For G = 〈X〉 and α : G→ G′, radius of α is the maximal radius
of a ball in the Cayley graph Γ(G,X) centered at 1G such that all elements from
that ball map to non-trivial elements in G′ except for 1G.
We say that G¯ has a graded recursive presentation by hyperbolic groups with
respect to (2) if the map i 7→ R¯i is computable.
For Υ : N → N, we call Υ a supradius for (2), if for all n ∈ N and i ∈ N
such that i ≥ Υ(n), the radius of αi : Gi  Gi+1 is greater than n. We say that
Υ : N→ N is a computable supradius if Υ as a function is computable, i.e. the set
{(i,Υ(i)) | i ∈ N} is recursive.
In Section 4 we prove the following theorem.
Theorem 2.1 (Theorem 4.2). Let G¯ be an inductive limit of hyperbolic groups
connected by epimorphisms. Then G¯ has decidable word problem if and only if it has
a graded recursive presentation by hyperbolic groups and a recursively computable
supradius function over that presentation.
The main object of investigation in this paper are the following type of chains
of hyperbolic groups satisfying some special conditions.
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . .(3)
If we denote αi = γi+1 ◦ βi, then we always assume that αi is surjective for i =
1, 2, . . .. All the groups in this chain are assumed to be hyperbolic. Let G0 = 〈X |
R0〉 be given with its initial finite presentation and let for all i ∈ N,
Hi = Gi−1 ∗ F (Yi)/ Si ,(4)
where |Yi| < ∞, Yi ∩ βi−1(Gi−1) = ∅, Si is a finite (symmetric) set of words from
(X ∪ Yi)∗ and F (Yi) is the free group with basis Yi. Also
Gi = Hi/ Ri ,(5)
where Ri is a finite symmetric set of words from (X ∪ Yi)∗ satisfying certain small
cancellation conditions.
The main group of our interest is the group G¯ = 〈X〉, |X| < ∞, defined as the
inductive limit
G¯ = lim
i
(Gi, αi).
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In Section 9 we introduce the concepts of G- and H-conjugacies for the group G¯
defined as follows: For u, v ∈ X∗ we say that u is H-conjugate to v if there exists
i ∈ N such that u is conjugate to v in Hi but nevertheless u is not conjugate to v
in Gi−1. G-conjugacy is defined analogously, namely, u is G-conjugate to v in G¯ if
either u is conjugate to v in G0 or there exists i ∈ N such that u is conjugate to v
in Gi but u is not conjugate to v in Hi. Clearly, u is conjugate to v in G¯ if and
only if either u is H-conjugate to v or G-conjugate to v in G¯.
In the same section we introduce a special small cancellation condition
C ′
(TM, (gi)∞i=1, (ρi)∞i=1) which assures that word problem and G-conjugacy prob-
lem for G¯ can be solved in polynomial time granted that the words Ri, i = 1, 2, . . .,
are effectively computable. Note that this condition does not tell us about effec-
tiveness of the H-conjugacy problem. In fact, as the proof of Theorem 2.4 reveals,
H-conjugacy problem in general can have an arbitrary behavior not depending on
the behavior of, say, G-conjugacy problem.
In Subsections 5.3 and 5.4, we describe constructions of words which can be easily
constructed, have appropriate small-cancellation properties, and they will serve in
Sections 11, 12 and 13 as the main ingredient for describing the specifications of the
words Ri, i = 1, 2, . . . for appropriate constructions. It is worthwhile to mention
here that Sections 11, 12 and 13 provide the proofs of the main applications of
the general framework, that is the proofs of Theorems 2.2, 2.3 and 2.4, and all the
proofs are constructive and based on a general scheme described in Section 10. On
its own turn, the general scheme from Section 10 is based on the already mentioned
general framework developed mostly in Sections 5, 7, 8 and 9.
Concerning the groups Hi, i = 1, 2, . . ., in the main applications in Sections 11,
12, 13, we consider two main situations: First, when Hi = Gi−1 and βi−1 = id and
second, when Hi-s are obtained as HNN-extensions of Gi−1.
Definition 2.1. Let f : N→ N be a positive integer valued function, and let D be
any decision problem. Then we say that D can be solved in almost f(n) time, if for
any ε > 0 the problem D belongs to DTime(nεf(n)), or in other words, it belongs
to
⋂∞
k=1DTime
(
n1/kf(n)
)
. If f(n) = n, n ∈ N, then we say that D is decidable in
almost linear time (similarly we define almost quadratic time, etc).
2.1. Main theorems. The following theorem concerns verbally complete infinite
quotients of arbitrary torsion-free non-elementary hyperbolic groups with nice al-
gorithmic properties.
Recall that the group G′ = 〈X〉 is verbally complete if for any element g ∈ G′
and for any non-trivial element w from a countably generated free group F =
F (y1, y2, . . .), the equation w = g has a solution in G
′. In other words, there exists
a homomorphism h : F → G′ such that h : w 7→ g.
Theorem 2.2. Let G be an arbitrary torsion-free, non-elementary hyperbolic group.
Then there exists a lacunary hyperbolic infinite torsion-free quotient Gˇ of G such
that the following is true about Gˇ.
(i). Gˇ is a verbally complete group,
(ii). The word problem in Gˇ is decidable in almost quadratic time and the con-
jugacy problem in Gˇ is decidable in polynomial time.
7
Note that part (i) of Theorem 2.2 appears in the work of Mikhajlovskii and
Olshanskii, [31]. Since verbally complete groups are divisible groups, Mikhajlovskii
and Olshanskii’s work can be regarded as a generalization of a result of Guba from
1987, which is about the existence of finitely generated non-trivial divisible groups.
Note that the question of existence of such groups was regarded as a long standing
open problem prior its solution. To achieve the result of Theorem 2.2, we elaborate
the original construction of Mikhajlovskii and Olshanskii and combine it with the
machinery developed in this paper.
Let us mention that for the group Gˇ from Theorem 2.2, there exists an algorithm
such that for all inputs w ∈ F (y1, y2, . . .) \ {1} and gˇ ∈ Gˇ, the algorithm finds a
solution for the equation w = gˇ in Gˇ. Indeed, to solve the equation w = gˇ in Gˇ,
one can just check for all possible values of variables y1, y2, . . ., whether w = gˇ in Gˇ
or not. Since the word problem in Gˇ is decidable and Gˇ is verbally complete, this
procedure will eventually halt.
Theorem 2.3. Let G be an arbitrary torsion-free, non-elementary hyperbolic group.
Then there exists a non-cyclic torsion-free lacunary hyperbolic quotient Gˆ of G such
that the following is true about Gˆ.
(i). Every proper subgroup of Gˆ is an infinite cyclic group,
(ii). The word problem in Gˆ is decidable in almost quadratic time and the con-
jugacy problem in Gˆ is decidable in polynomial time.
Note that the first example of an infinite non-cyclic group with the property of
part (i) appears in [35] and the exact statement of Theorem 2.3 but only with part
(i) appears in [41]. Construction of Gˆ can be regarded as a more elaborated version
of the corresponding result from [41] combined with the machinery developed in
this paper.
Let us also mention that from the method by which the groups Gˇ and Gˆ are con-
structed it follows that for every torsion-free, non-elementary hyperbolic G, there
are continuum many pairwise non-isomorphic quotients of G satisfying the state-
ments (i) of Theorem 2.2 and Theorem 2.3, respectively. However, the cardinality
of groups satisfying all the conditions of Theorem 2.2 and Theorem 2.3, respec-
tively, is ℵ0. (In fact, the cardinality of finitely generated groups with decidable
word problem is ℵ0.)
Definition 2.2 (Strong (many-one) reduction). Let L1 ⊆ A∗1 and L2 ⊆ A∗2, where
A1 and A2 are finite alphabets. Then L1 is strongly (many-one) reducible to L2 if
there exists a computable function φ : A∗1 → A∗2 and a constant C > 0 such that for
all x ∈ A∗1 we have ‖φ(x)‖A2 ≤ C‖x‖A1 and φ(L1) = L2, φ(A∗1 \ L1) ⊆ A∗2 \ L1.
Also if for some g : N→ N and for all x ∈ L1 the value of φ(x) can be computed in
time O(g(‖x‖A1)), then we say that L1 is strongly reducible to L2 in time g(n).
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Theorem 2.4. Let A be any finite alphabet, and let L ⊆ A∗ be any recursively enu-
merable subset (i.e., r.e. language) of A∗. Then there exists a lacunary hyperbolic
group GL such that the following is true about GL.
(I). The word problem in GL is decidable in almost linear time.
(II.i). The conjugacy problem in GL can be strongly reduced to the decidability
problem in L in almost linear time;
(II.ii). The decidability problem in L can be strongly reduced to the conjugacy prob-
lem in GL in linear time;
In particular, if the membership problem for L belongs to DTime(f(n)),
then the conjugacy problem in GL is decidable in time almost f(n), and if
the conjugacy problem in GL belongs to DTime(g(n)), then the membership
problem in L also belongs to DTime(g(n)).
(II.iii). For every fixed g0 ∈ GL, the problem of deciding if an arbitrary g ∈ GL is
conjugate to g0 is decidable in almost linear time.
The individual conjugacy problem with regard to a fixed g0 ∈ G, shortly ICP (g0),
asks if for any input element g ∈ G, g is conjugate to g0 in G. Note that ICP (1)
coincides with the word problem in G. The statement (II.iii) of Theorem 2.4 says
that for every g0 ∈ G, ICP (g0) belongs to
⋂∞
k=1DTime
(
n1+
1
k
)
.
Note that Theorem 2.4 immediately implies that for every time complexity class
C, which is not contained in ⋂∞k=1DTime(n1+ 1k ), the question whether there exists
a group G˜ with almost linear time word problem (even more generally, with almost
linear time individual conjugacy problem) and with conjugacy problem belonging
to C is equivalent to the question whether C is empty or not. In case C 6= ∅, one
just can take L ∈ C and consider the group G˜ = GL.
For example, the last observation implies that there exist finitely generated
groups with almost linear time individual conjugacy problems and (uniform) con-
jugacy problem which belongs to one of the following time complexity classes:
• NP-complete, co-NP-complete, PP-complete, PSpace-complete, etc; or
• belongs to DTime(f(n))\DTime(g(n)) where the time constructible func-
tions f and g are such that DTime(f(n)) \DTime(g(n)) 6= ∅ and f(n) >
n1+ε for some ε > 0; or
• the conjugacy problem is undecidable and has any given recursively enu-
merable Turing degree of undecidability.
In particular, parts (I), (II) of Theorem 2.4 extend similar results of Miasnikov and
Schupp from [30].
In [12], Cannonito classified finitely generated groups with decidable word prob-
lem based on complexity of the word problem. As a measure of complexity the
author considered Grzegorczyk hierarchy. For the details of the results and defini-
tion of Grzegorczyk hierarchy and its link to word problem, we refer to [22] and
[12].
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In the same paper [12], the author mentions a question posed by Boone (see page
391, [12]) which was formulated as follows:
A very interesting problem suggested by W. W. Boone is the fol-
lowing: Do there exist any f.g. groups with conjugacy problem Eα∗ -
decidable, and word problem Eβ-decidable such that β < α?
This question was also touched in [27].
Parts (I) and (II) of Theorem 2.4 imply the following stronger statement.
Corollary 2.1. For every α ≥ 3, there exists a finitely generated (lacunary hyper-
bolic) group G˜ with E3-decidable word problem and Eα∗ -decidable conjugacy problem.
Remark 2.1. We would like to note that Corollary 2.1 follows also from the main
results of [30].
In [43], the authors, Olshanskii, Osin and Sapir, asked about the existence of a
lacunary hyperbolic group with decidable word problem but undecidable conjugacy
problem. See Problem 7.5 in [43]. Another immediate corollary from Theorem 2.4,
parts (I), (II.i) and (II.ii), answers this question in positive.
Corollary 2.2. There exists a lacunary hyperbolic group with decidable word prob-
lem but undecidable conjugacy problem.
Proof. Indeed, take any recursively enumerable but not recursive set L. Then, ac-
cording to Theorem 2.4, the group GL has decidable word problem but undecidable
conjugacy problem. 
Note that Theorem 2.4 provides a reasonably complete classification of conjugacy
problem in finitely generated groups in terms of time computational complexity for
groups with decidable word problem and in terms of recursively enumerable Tur-
ing degrees for recursively presented groups with undecidable conjugacy problem.
It is worth mentioning that the analogous classifications were obtained for word
problems, for example, by the following authors: by Cannonito [12] in terms of
Grzegorczyk hierarchy; by Valiev and Trakhtenbrot [52, 51] in terms of space com-
plexity, by Stillwell [50] in terms of time complexity. However, in spirit, probably
the closest result to parts (II.i) and (II.ii) of Theorem 2.4 is the following re-
sult of Birget-Olshanskii-Rips-Sapir from [5] stated for the word problem in finitely
presented groups and mentioned as “an important corollary” (Corollary 1.1).
There exists a finitely presented group with NP-complete word
problem. Moreover, for every language L ⊆ A∗ from some finite
alphabet A, there exists a finitely presented group G such that the
nondeterministic time complexity of G is polynomially equivalent
to the nondeterministic time complexity of L.
The first examples of groups with decidable word problem and undecidable con-
jugacy problem of arbitrary r.e. Turing degree for finitely generated groups were
constructed by Miller [32], and for finitely presented groups by Collins [13]. It was
shown in [7] that in Miller’s group from [32] even though the conjugacy problem is
undecidable, the individual conjugacy problems ICP (g) are solvable in polynomial
time for all g from an exponentially generic subset of G. This and other observations
led Miasnikov and Schupp to formulate the following question in [30].
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Question. Are there recursively presented groups G with solvable
word problem such that if the individual conjugacy problems are
decidable on a computably enumerable subset Y ⊆ G then Y is
negligible, or indeed exponentially negligible?
We answer this question in positive by showing the following stronger result.
Theorem 2.5. There exist lacunary hyperbolic groups G˜ = 〈X〉 with word problem
decidable in almost linear time and such that for g ∈ G˜ the individual conjugacy
problem ICP (g) is decidable if and only if g = 1.
Remark 2.2. In fact, it is possible to show that the group G˜, which is constructed
in Section 14 and satisfies Theorem 2.5, in addition, has exponential growth. This
would imply that the set {w ∈ X∗ | w =G˜ 1} is exponentially negligible.
3. Preliminaries
Let (X , d) be a geodesic metric space. Given a geodesic triangle ABC in X with
vertices A, B and C, for any δ > 0, ABC is called δ-slim if each side of the triangle
ABC is contained in the δ-neighborhood of the union of other two sides of ABC.
For a given constant δ > 0, X is called δ-hyperbolic space, if all the geodesic
triangles in X are δ-slim. Throughout this text, when we consider a geodesic
triangle with vertices A, B and C, by AB, BC, CA we denote the sides of the
triangle joining the corresponding vertices. The same convention we use also for
other polygons.
There are other equivalent definitions of hyperbolic spaces characterizing hyper-
bolicity in therms of insize or thinness, which we briefly mention below. However,
in this work we will exclusively stick to the definition through the notion of slimness
(this is also called the Rips’ definition).
Easy to see that for any geodesic triangle ABC in X there is a unique triple of points
(OA, OB , OC) on the sides of ABC, such that OA ∈ BC, OB ∈ AC, OC ∈ AB and
d(A,OB) = d(A,OC), d(B,OA) = d(A,OC) , d(C,OA) = d(C,OB). If for some
δ′ > 0, d(OA, OB), d(OB , OC), d(OC , OA) ≤ δ′, then, following a common termi-
nology, we say that the insize of the triangle ABC, defined as insize(ABC) =
max{d(OA, OB), d(OB , OC), d(OC , OA)}, is bounded by δ′.
If there exists δ′′ > 0, such that for any points O1 ∈ AOB or O2 ∈ AOC ;
O1 ∈ BOA, O2 ∈ BOC or O1 ∈ COA, O2 ∈ COB , the corresponding equation
d(A,O1) = d(A,O2) or d(B,O1) = d(B,O2) or, respectively, d(C,O1) = d(C,O2)
implies that d(O1, O2) ≤ δ′′, then the triangle ABC is called δ′′-thin.
Property 3.1. It follows from [3] (see Proposition 2.1 in [3]) that if the insize of
ABC is bounded from above by δ′ > 0, then it is 3δ′-slim and 18δ′-thin. Meanwhile,
if ABC is δ-slim, then it is 6δ-thin.
Let G = 〈X〉 be a finitely generated group with a finite generating set X. Note
that the Cayley graph Γ(G,X) possesses a natural geodesic metric, dG, called word
metric. That is for any g, h ∈ G, dG(g, h) is the length of a smallest word from
X∗ representing the word g−1h ∈ G. By |g|G (or just by |g|X or |g|, depending on
the context and convenience) we denote the distance dG(1, g). In the current work,
whenever it does not lead to ambiguities, instead of using the notation dG we will
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simply write d. Depending on the convenience derived from the context, we will
use sometimes instead of dG, dX or simply d, if it does not lead to ambiguities.
Note that, at the first glance, it would be more appropriate to use notations
dX and | · |X instead of dG and | · |G. However, this notation we use by purpose,
because in many applications in this paper, we interchangeably consider metrics on
different Cayley graphs of groups with presentations 〈X | R1〉 and 〈X | R2〉, where
R1 6= R1.
The group G = 〈X〉 is called δ-hyperbolic, if its Cayley graph Γ(G,X) is δ-
hyperbolic. In general, we say G is hyperbolic if the Cayley graph Γ(G,X) is
δ-hyperbolic for some δ ≥ 0. It is a well-know fact that the property of hyperbol-
icity does not depend on the choice of finite generating sets (see [19]). However,
the hyperbolicity constant δ may depend on the choice of the generating set. In
this text, whenever we say that some group or space is δ-hyperbolic, by default we
assume that δ is a positive integer.
The following are well-known algorithmic properties of hyperbolic groups.
(1) The calss of hyperbolic groups is exactly the class of finitely presented
groups with Dehn presentation. See [19] and also [29].
(2) It was established by Epstein and Holt in [15] that given a hyperbolic group
G with finite Dehn presentation, there exists an algorithm solving the con-
jugacy problem in G in linear time.
(3) It was established by Papasoglu in [47] (see also [46] for background) that
there exists a partial algorithm which detects hyperbolicity of finitely pre-
sented hyperbolic groups. In other words, the set of finite presentations of
hyperbolic groups is recursively enumerable. See also [14].
(4) There exists an algorithm which computes a slimness constant δ for any
finite presentation of a hyperbolic group. See, for example, [14].
(5) There exists an algorithm which for any input of finite presentation of a
hyperbolic group computes its Dehn presentation.
Now consider a path p in (X , d) with a natural parametrization by length. The
path p is called (λ, c)-quasi-geodesic for some λ ≥ 1 and c ≥ 0, if for any points
p(s) and p(t) on p, we have
|s− t| ≤ λd(p(s), p(t)) + c.
Hereafter, whenever it is not stated otherwise, we assume that the quasi-geodesity
constants λ and c are integers. We denote the origin of p with respect to this
parametrization (i.e. the point p(0)) by p− and the terminal point by p+.
We say that a word W ∈ X∗ is a geodesic word (in Γ(G,X)), if the paths in
Γ(G,X) with label W are geodesics, and we say that a word W ∈ X∗ is cyclically
geodesic if any cyclic shift of W is a geodesic word in Γ(G,X). Analogously, for
λ ≥ 1, c ≥ 0, we say W is (λ, c)-quasi-geodesic (in Γ(G,X)) if the corresponding
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paths in Γ(G,X) are (λ, c)-quasi-geodesic. The length of the word W we denote by
‖W‖ and by |W | we denote the length of the shortest word representing the same
element as W in G. Clearly, W is a geodesic word if and only if ‖W‖ = |W |.
For any W ′ ∈ X∗ the notation W ′ ∼conj W in G means that W ′ represents an
element in G conjugate to the element represented by W in G.
We say that V ∈ X∗ is a cyclically minimal representative of W if V ∼conj W
in G and V has the smallest length among all such words. For V satisfying this
assumption, we also define |W |c = ‖V ‖. If ‖W‖ = |W |c, then we say that W is
cyclically minimal. Clearly, if W is cyclically minimal, then it is cyclically geodesic.
Now suppose that p is a path in Γ(G,X). Then, as we said, we will denote its
initial and terminal points by p− and p+, respectively. If A,B are some points on
p, then by [A,B] we denote the subpath q of p between A and B such that q− = A
and q+ = B. Also we denote the length of p by ‖p‖ and, context based, we denote
the length of q by ‖q‖ or by ∥∥[A,B]∥∥. Since all the edges in Cayley graphs are
labeled by the letters of X ∪X−1, any path p in Γ(G,X) in fact is a labeled path.
We denote the label of p by lab(p).
Lemma 3.1 (Theorem III.1.7, [9]). Let p be a (λ, c)-quasi-geodesic path in the
Cayley graph Γ(G,X), where λ ≥ 1, c ≥ 0 and G = 〈X〉 is a hyperbolic group.
Then there exists an effectively calculable constant Rλ,c ∈ N depending on λ, c and
G, such that the Hausdorff distance between p and any geodesic path joining p− to
p+ is bounded by Rλ,c.
In this text, whenever we write the notation Rλ,c, we refer to the constant from
Lemma 3.1.
Corollary 3.1. Let p and q be (λ1, c1)- and (λ2, c2)-quasi-geodesic paths in Γ(G,X)
respectively. Also let d(p−, q−) ≤ L, d(p+, q+) ≤ L for some constant L, then the
Hausdorff distance between p and q is bounded from above by L+Rλ1,c1 +Rλ2,c2 +2δ,
where δ is a hyperbolicity constant of Γ(G,X). Moreover, if we join p− to q− and
p+ to q+ by some geodesics, then we get a quadrangle such that the distance from
any point on p (or q) to the union of the other three sides is bounded from above by
Rλ1,c1 + Rλ2,c2 + 2δ. In case p and q are geodesics, this distance is bounded from
above by 2δ.
Proof. It follows from Lemma 3.1 that it would be enough to prove the statement for
the case when p and q are geodesic paths and correspondingly Rλ1,c1 = Rλ2,c2 = 0.
Now assume that p and q are geodesics. Let p−, q− and p+, q+ be joined by
some geodesics f1 and f2, respectively. Also let e be a geodesic path joining q− to
p+.
By the definition of hyperbolicity constant, for any point o1 ∈ q, there exists
o2 ∈ e ∪ f2 such that d(o1, o2) ≤ δ. Now, if o2 ∈ f2, then since ‖f2‖ ≤ L, the
statement of the corollary follows for o1 immediately. Otherwise, if o2 ∈ e, the
statement follows for o1 immediately from the observation that dist(o2, f1 ∪ p) ≤ δ
and ‖f1‖ ≤ L. If o1 belongs to one of the other three sides, then we can deal with
that case analogously. 
Corollary 3.2. Let p and q be (λ1, c1)- and (λ2, c2)-quasi-geodesic paths in Γ(G,X)
respectively, and let d(p−, q−) ≤ L, d(p+, q+) ≤ L for some constants λ1 ≥ 1, c1 ≥
0, λ2 ≥ 1, c2 ≥ 0, L ≥ 0. Then for any point o ∈ p such that d(o, p−), d(o, p+) ≥
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L+Rλ1,c1 +2δ, we have dist(o, q) ≤ Rλ1,c1 +Rλ2,c2 +2δ, where δ is the hyperbolicity
constant of Γ(G,X).
Proof. Let p−, q− and p+, q+ be joined by some geodesics f1 and f2, respectively.
Also let p′, q′ be geodesic paths joining p− to p+ and q− to q+, respectively.
By Lemma 3.1 there exists o1 ∈ p′ such that d(o, o1) ≤ Rλ1,c1 . Now, by Corollary
3.1, dist(o1, f1 ∪ f2 ∪ q′) ≤ 2δ.
On the other hand, if dist(o1, f1) ≤ 2δ, then dist(o, f1) ≤ d(o, o1)+dist(o1, f1) ≤
Rλ1,c1 +2δ. Hence, by the triangle inequality, this would imply d(o, p−) ≤ L+Rλ,c+
2δ, which is a contradiction. This contradiction implies that dist(o1, f1) > 2δ.
Similarly, we get that dist(o1, f2) > 2δ. Therefore, dist(o1, q
′) ≤ 2δ, and hence
dist(o1, f1 ∪ f2 ∪ q′) ≤ 2δ implies that dist(o1, q′) ≤ 2δ.
Therefore, since d(o, o1) ≤ Rλ1,c1 and the Hausdorff distance between q′ and q
is bounded from above by Rλ2,c2 , we get that dist(o, q) ≤ Rλ1,c1 +Rλ2,c2 + 2δ. 
Given a path p and k ≥ 0, λ ≥ 1, c ≥ 0, we say that p is k-local (λ, c)-quasi-geodesic,
if each subpath of p, of length at most k, is (λ, c)-quasi-geodesic. In case λ = 1,
c = 0, we say that p is k-local geodesic.
Lemma 3.2 (Theorem III.H.1.13, [9]). Let X be a δ-hyperbolic geodesic space and
p be a k-local geodesic, where k > 8δ. Then for every geodesic segment q joining
p− to p+ we have:
(1) p is contained in the 2δ-neighborhood of q;
(2) q is contained in the 3δ-neighborhood of p;
(3) p is a (λ, c)-quasi-geodesic, where λ = (k + 4δ)/(k − 4δ) and c = 2δ.
The next lemma is a generalization of the previous one. It can be found in [23].
Lemma 3.3 (See Theorem 25 in [23]). Let X be a δ-hyperbolic space. Then there
exists an effectively computable constant K = K(δ, λ, c) ∈ N such that for any k ≥ K,
if p is a k-local (λ, c)-quasi-geodesic path in X , then p is (K,K)-quasi-geodesic.
For any metric space (X , d) and for any x, y, z ∈ X the Gromov product of y and
z at x, denoted (y · z)x, is defined by
(y · z)x = 1
2
(
d(x, y) + d(x, z)− d(y, z)).
Lemma 3.4 (see Lemma 5, [25]). Let G = 〈X〉 be a δ-hyperbolic group. Let
α ≥ 14δ, α1 ≥ 12(α + δ), and a geodesic n-gon A1A2 . . . An with n ≥ 3 satisfies
the following conditions: d(Ai−1, Ai) > α1 for i = 2, ..., n and (Ai−2 · Ai)Ai−1 ≤ α
for i = 3, ..., n. Then the polygonal line p = A1A2 ∪ . . . ∪ An−1An is contained in
the closed 2α-neighborhood of the side AnA1 and the side AnA1 is contained in the
closed 14δ-neighborhood of p. In addition, d(A1, An) > 6(n− 1)(α+ δ).
Lemma 3.5 (see Lemma 1.17, [41], also Lemma 8, [25]). Let g be an element of
infinite order in a hyperbolic group G and an equality xgkx−1 = gl holds in G,
where x ∈ G, l 6= 0. Then k = ±l.
Lemma 3.6. Let G = 〈X〉 be a δ-hyperbolic group, and let W,V, T ∈ X∗ be such
that V is freely cyclically reduced non-empty word and
W =G T
−1V T.
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Suppose that for some k ∈ N and λ ≥ 1, c ≥ 0, V k is a (λ, c)-quasi-geodesic word.
Then W k is a
(
λ‖W‖, (2λ‖T‖+ c+ 2)‖W‖)-quasi-geodesic word.
Proof. First of all, note that for all l ≥ 0, we have
l‖V ‖ = ‖V l‖ ≤ λ|V l|+ c,
hence
l ≤ λ|V
l|+ c
‖V ‖ ≤ λ|V
l|+ c.(6)
Now note that every subword of W k is of the form W1W
lW2, where l ≥ 0 and
W1, W2 are (possibly empty) suffix and prefix of W respectively.
Now for W1W
lW2 we have
‖W1W lW2‖ ≤ ‖W1‖+ ‖W l‖+ ‖W2‖ = ‖W1‖+ ‖W2‖+ l‖W‖
by (6), ≤ ‖W1‖+ ‖W2‖+ (λ|V l|+ c)‖W‖
= ‖W1‖+ ‖W2‖+ (λ|TW lT−1|+ c)‖W‖
≤ 2‖W‖+ (λ|W l|+ 2λ‖T‖+ c)‖W‖
= λ‖W‖|W l|+ 2‖W‖+ 2λ‖T‖‖W‖+ c‖W‖
= λ‖W‖|W l|+ (2λ‖T‖+ c+ 2)‖W‖.
Now, since W1W
lW2 was chosen to be an arbitrary subword of W
k, we conclude
that W k is a
(
λ‖W‖, (2λ‖T‖+ c+ 2)‖W‖)-quasi-geodesic word. 
Lemma 3.7. Let G = 〈X〉 be a δ-hyperbolic group, and let V ∈ X∗ be a cyclically
minimal word such that ‖V ‖ ≥ α, where α = 12 · 15δ = 180δ. Then for each k ∈ Z,
V k is a (4, 2520δ)-quasi-geodesic word.
Proof. Without loss of generality let us assume that k ∈ N. We want to show that
V k is (2, 1260δ)-quasi-geodesic.
For that reason, let us decompose V as
V = V1V2 . . . Vs,
where s =
⌊
‖V ‖
α
⌋
and α ≤ ‖Vi‖ < 2α for i = 1, . . . , s. Then, since V is cyclically
minimal and the word VsV1 along with the words V1V2, . . . , Vs−1Vs are subwords
of (a cyclic shift of) V , we get
|V1|+ |Vs| − |VsV1| = ‖V1‖+ ‖Vs‖ − ‖VsV1‖ = 0
and
|Vi|+ |Vi+1| − |ViVi+1| = ‖Vi‖+ ‖Vi+1‖ − ‖ViVi+1‖ = 0, for i = 1, . . . , s− 1.
The last equations suggest that we can apply Lemma 3.4 on subwords of V k to
conclude that for any subword V ′ of V k, which is indeed of the form
V ′ = U1Vi1 . . . VitU2,
where U1 and U2 are suffix and prefix of words from {V1, . . . , Vs}, we have
(7) |V ′| ≥ |Vi1 . . . Vit | − ‖U1‖ − ‖U2‖ > 6(t− 1)15δ − 2α = 90δt− 450δ.
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(Lemma 3.4 was used to obtain |Vi1 . . . Vit | > 6(t− 1)15δ).
On the other hand
‖V ′‖ ≤ (t+ 2)2α = (t+ 2)360δ = (360δt− 1800δ) + 1800δ + 720δ
by (7), ≤ 4|V ′|+ 2520δ.
Therefore, since V ′ is an arbitrary subword of V k, we conclude that V k is a
(8) (4, 2520δ)-quasi-geodesic word.

Lemma 3.8. Let G = 〈X〉 be a δ-hyperbolic group, where X is symmetric (i.e.
X = X−1), and let W ∈ X∗ be a geodesic word representing an element of G of
infinite order. Then for every k ∈ Z, the word W k is (λW , cW )-quasi-geodesic in
the Cayley graph Γ(G,X), where λW and cW are given by the formulas
λW = 4|X|α‖W‖,(9)
and
cW = 5|X|2α‖W‖2(10)
where α = 180δ. Moreover, if W is cyclically minimal, then W k is (4α|X|α, 5α2|X|2α)-
quasi-geodesic.
Proof. First, let us show that there exists an integer 1 ≤ m ≤ |X|α such that
|Wm|c > α (recall that we assume X = X−1). Indeed, assume that there is no
such m. Then, by the pigeonhole principle, there exist 1 ≤ m1 < m2 ≤ |X|α and
V ∈ X∗, T1, T2 ∈ X∗, such that ‖V ‖ ≤ α, ‖V ‖ = |Wm|c and
Wm1 =G T
−1
1 V T1, W
m2 =G T
−1
2 V T2.
But this means that Wm1 and Wm2 are conjugate in G, which on its own turn, by
Lemma 3.5, implies that m1 = ±m2. A contradiction.
Therefore, there exists 1 ≤ m ≤ |X|α such that
Wm =G T
−1V T,(11)
where T, V ∈ X∗, ‖V ‖ = |Wm|c and
‖V ‖ > α.(12)
Note that the equation ‖V ‖ = |Wm|c implies that V is cyclically geodesic.
Without loss of generality assume that T has the smallest length among all the
words T satisfying the equation (11) for some V with ‖V ‖ = |Wm|c.
Let us assume that Wm =G U for some geodesic word U ∈ X∗. Let us consider
a geodesic quadrangle ABCD in Γ(G,X) such that lab(AB) = lab(DC) = T ,
lab(AD) = V and lab(BC) = Wm, i.e. the boundary of ABCD corresponds to the
equation Wm =G T
−1V T .
The first observation is that ‖T−1‖ = ‖T‖ = dist(B,AD) (= dist(C,AD)).
Indeed, if there exists a point O ∈ AD such that d(B,O) < ‖T‖, then there exists
a path joining B to O, whose label is a word Q such that ‖Q‖ < ‖T‖. Now, if we
denote lab(AO) = V1, lab(O,D) = V2, we get W
m =G U =G Q(V2V1)Q
−1. But
because of the minimality assumption on ‖T‖, the inequality ‖Q‖ < ‖T‖ leads to
a contradiction. Thus the first observation is proved. See Figure 1.
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The second observation is that for any pointO1 ∈ AD such that d(A,O1), d(O1, D) >
4δ (note that such a point exists, because ‖V ‖ > α), we have dist(O1, p) ≤ 2δ,
where p is the path joining B to C with the label U . To show this, first notice that
dist(O1, AB ∪ p ∪ CD) ≤ 2δ (see Corollary 3.1). Also, because of the minimality
assumption on ‖T‖, we get d(B,O1) ≥ d(B,A). Now suppose that there is a point
O2 ∈ AB such that d(O1, O2) ≤ 2δ. Then, since d(B,O1) ≥ d(B,A), we get
d(B,A) = d(B,O2) + d(O2, A) ≤ d(B,O1) ≤ d(B,O2) + d(O2, O1).
Therefore, d(O2, A) ≤ d(O2, O1) ≤ 2δ and as a consequence, by the triangle in-
equality, we get d(A,O1) ≤ d(A,O2) + d(O2, O1) ≤ 4δ. But since d(A,O1) > 4δ,
we obtain a contradiction.
The last contradiction implies that dist(O1, AB) > 2δ. The same way we get
dist(O1, CD) > 2δ. Therefore, the inequality dist(O1, AB ∪ p ∪ CD) ≤ 2δ implies
that dist(O1, p) ≤ 2δ, and consequently, since the length of p is bounded from above
by ‖Wm‖, we get that d(O1, B) ≤ ‖Wm‖ + 2δ. Therefore, from the minimality
assumption on ‖T‖, we get
(13) ‖T‖ ≤ |X|α‖W‖+ 2δ.
Now, since Wm = T−1V T and |V | > α, it follows immediately from Lemma
3.6, Lemma 3.7 and (13) that for all k ∈ Z, W km is a (4‖Wm‖, (2|X|α‖W‖+ 8δ +
2520δ + 2)‖Wm‖)-quasi-geodesic word. Also, taken into the account the fact that
W k is a subword of W km and the inequalities m ≤ |X|α and 2520δ+2 ≤ |X|α‖W‖,
we conclude that W k is a
(4|X|α‖W‖, 5|X|2α‖W‖2)-quasi-geodesic.(14)
Finally, since for cyclically minimal words V satisfying ‖V ‖ > α, we showed that
V k is (4, 2520δ)-quasi-geodesic, by taking in (14) ‖W‖ = α, we get that for every
cyclically minimal V ∈ X∗, regardless their lengths, V k is (4α|X|α, 5α2|X|2α)-
quasi-geodesic. 
3.1. Isoperimetric functions of hyperbolic groups. Let G be a group with
finite presentation G = 〈X | r1, . . . , rk〉. A function f : N → N is called an
isoperimetric function for G (w.r.t. the given presentation), if for every reduced
word W ∈ X∗ such that W =G 1, W can be presented as
W =
n∏
i=1
uir
±1
ji
u−1i
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where n ≤ f(‖W‖). The minimal among isoperimetric functions is sometimes called
Dehn function. If n is the minimal number for which such a decomposition exists,
then n is called the area of W and denoted n = Area(W ). Another, equivalent
definition of the isoperimetric function is the following: let p be a closed path in
Γ(G,X), then p can be tessellated by at most f(‖p‖) labeled discs whose labels
belong to {r±11 , . . . , r±1k }.
It is a well known fact that a group is hyperbolic if and only if it has a finite
presentation with linear (equivalently, subquadratic) isoperimetric function. See
for example [9, 40]. Moreover, if G = 〈X〉 is δ-hyperbolic and F = {U ∈ X∗ |
‖U‖ ≤ 16δ + 1, U =G 1}, then G can be given by the following presentation
G = 〈X | F〉(15)
and for this presentation, for all reduced words W ∈ F , we have Area(W ) ≤ n.
Let us call this presentation the (X, δ)-full presentation of G with respect to X and
δ. If from the context it is clear what are X and δ, then we will just call it the full
presentation.
An important observatoin about full-presentations follows from Lemma 3.2.
More precisely, the full presentations (15) is in fact Dehn presentations. It fol-
lows from Lemma 3.2 and from the observation that in the Cayley graph Γ(G,X)
the only (8δ + 1)-local geodesic loop is the loop with length 0, i.e. a point. For
more details see [9] or Proposition 3.1.
For a given presentation G = 〈X | R〉 of a hyperbolic group, let f(n) ≤ An for
some constant A > 0. Then we call A an isoperimetry coefficient (w.r.t. G = 〈X |
R〉).
Proposition 3.1. (1). For any Dehn presentation G = 〈X | R〉 the isoperimetry
coefficient is equal to 1.
(2). If G is δ-hyperbolic, then the full presentation G = 〈X | F〉 is a Dehn
presentation.
Proof. (1). Let G = 〈X | R〉 be a Dehn presentation and let p be a loop in Γ(G,X).
Then, since G = 〈X | R〉 is a Dehn presentation, p contains a subpath q such that
for another path q′ we have ‖q‖ > ‖q′‖ and lab(q−1q′) ∈ R. Then q−1q′ can be
filled with one cell from R. Based on this observation, it is clear that there is a
van Kampen diagram over G = 〈X | R〉 with boundary p and number of cells not
exceeding p. Hence the first part of the proposition is proved.
(2). Indeed, let p be a closed path in Γ(G,X) with its ends on 1. Then, by
Lemma 3.2, there exists a closed 8δ + 1-local geodesic path q with its ends on 1
such that pq can be tesselated by at most ‖p‖ cells with labels from F .
On the other hand, again by Lemma 3.2, q is (3, 2δ)-quasi-geodesic. Now, since
q is a closed 8δ-local geodesic, we get that either q has 0 length, or ‖q‖ ≥ 8δ. But
since q is (3, 2δ)-quasi-geodesic, the last inequality cannot happen. Hence q has
length 0. This means that the loop p can be tessellated by at most ‖p‖ cells with
labels from F . Thus the proposition is proved. 
It is well-known that a finitely presentable group is hyperbolic if and only if with
respect to any finite presentation the Dehn function of the group is linear. See,
for example, [19, 40, 3]. The next lemma tells that if with respect to some finite
presentation 〈X | r1, r2, . . . , rl〉 of a hyperbolic group G, an isoperimetric coefficient
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A is given, then one can effectively find δ > 0 such that G will be δ-hyperbolic with
respect to the generating set X.
Lemma 3.9 (See [29], [3]). Suppose G is a hyperbolic group given with a finite
presentation G = 〈X | r1, r2, . . . , rl〉. Also suppose that f : N → N is an isoperi-
metric function with respect to this presentation such that f(n) ≤ An for some
positive integer A. Then G is fδ(A,M)-hyperbolic with respect to the generating
set X, where M = max{‖r1‖, . . . , ‖rl‖} and fδ : N2 → N is a computable function
independent of G.
3.2. Elementary subgroups of hyperbolic groups. A group is called elemen-
tary if it has a cyclic subgroup of finite index. It is a well know fact that in a
hyperbolic group each element g of infinite order is contained in a unique maximal
elementary subgroup , denoted by E(g), see for example [41].
By the lemmas 1.16 and 1.17 of [41], for a hyperbolic group G and for g ∈ G of
infinite order, the following holds:
E(g) = {x ∈ G | xgnx−1 = g±n for some n ∈ N}
and
E(g) = {x ∈ G | xgkx−1 = gl for some k, l ∈ Z \ {0} }.
Also we need the following definitions,
E−(g) = {x ∈ G | xgnx−1 = g−n for some n ∈ N},
E+(g) = {x ∈ G | xgnx−1 = gn for some n ∈ N}.
Note that the equivalence of the two descriptions of E(g) given above, follows from
Lemma 3.5.
Since, as it is well-known, in every torsion-free hyperbolic group G each elemen-
tary subgroup is cyclic, it follows that for all g ∈ G \ {1} , the subgroup E(g) is of
the form 〈g0〉, where g is a power of g0 and E(g0) = 〈g0〉.
For any U ∈ X∗, we denote by E(U) the group E(g), where g ∈ G and U =G g.
Similarly, we define E±(U). For V ∈ X∗, we say that V ∈ E(U), if for some h ∈ G,
V =G h and h ∈ E(U).
Definition 3.1. If G = 〈X〉 is a torsion-free hyperbolic group, then for a word
U ∈ X∗ we say that U represents a root element in G, if U =G g0 and E(g0) = 〈g0〉.
Correspondingly, if E(g0) = 〈g0〉, then g0 is called root element.
If for some g ∈ G, E(g) = 〈g0〉, then g0 is called a root of g0. (Note that each
element g ∈ G \ {1} has two different roots, g0 and g−10 .)
Lemma 3.10 (see Lemma 2.1 in [41]). Let G = 〈X〉 be a δ-hyperbolic group, X
be symmetric, and let U, V ∈ X∗ be geodesic words with respect to Γ(G,X). Let
λ ≥ 1 and c ≥ 0 be constants such that Uk and V k are (λ, c)-quasi-geodesic words
w.r.t. Γ(G,X) for all k ∈ Z. (According to Lemma 3.8, such (λ, c) always exist.)
Let T1, T2 ∈ X∗ be arbitrary elements in G. Denote L = max{‖T1‖, ‖T2‖}. Then,
there exists a computable function f : N5 → N independent of G such that for any
integer m satisfying the inequality
m ≥ f(|X|, δ, λ, c, ‖V ‖),
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either
L >
‖U‖
12λ
m,
or the equation
T1U
mT2 =G V
n
implies that T1UT
−1
1 , T
−1
2 UT2 ∈ E(V ). Moreover, if U =G V , then T1, T2 ∈
E(U)(= E(V )). More precisely, T1, T2 ∈ E+(U) for n > 0 and T1, T2 ∈ E−(U) for
n ≤ 0.
For the purpose of completeness we present a proof of Lemma 3.10 in Appendix.
Also, for the reason of convenience, for the constants mentioned in Lemma 3.10 we
introduce the following notations
υ = υ(U) =
‖U‖
12λ
.(16)
and, assuming that the values of |X|, δ, λ, c, ‖V ‖ are already known, we denote
M =M(U, V ) = f(|X|, δ, λ, c, ‖V ‖).(17)
Lemma 3.11 (See Theorem 2 and Theorem 3 in [29]). Let G = 〈X〉 be a torsion-
free δ-hyperbolic group given with its (X, δ)-full-presentation. Then there exists
an algorithm such that for any input U ∈ X∗ it finds a word V ∈ X∗ such that
E(U) = 〈V 〉, i.e. there exists an algorithm computing roots of the elements of G.
Corollary 3.3. There exists a (partial) algorithm which for any input hyperbolic
group G = 〈X | R〉 given by a finite presentation and for any input word U ∈ X∗
finds V ∈ X∗ such that V represents a root element of U in G.
Proof. The set of finite group presentations for hyperbolic groups is recursively
enumerable (Papasoglu [47]) and there is an algorithm which finds a thinness con-
stant δ for any input finitely presented hyperbolic group G = 〈X | R〉 (see, for
example, [14]) and moreover, with respect to this constant one can find the (X, δ)-
full-presentation of G. Combination of these observations with Lemma 3.11 implies
Corollary 3.3. 
3.3. HNN-extensions of (hyperbolic) groups. Let G = 〈X | R〉 is a finitely
generated group and A,B ≤ G are some isomorphic subgroups of G, and φ : A→ B
is a group isomorphism between A and B. Then the HNN-extension of G with
respect to φ : A → B is defined as HGφ = 〈X ∪ {t} | R, t−1at = φ(a) ∀a ∈ A〉.
Note that in this text, since mostly from the context it is clear what is φ , for the
HNN-extension HGφ we will use the notation H
G
φ = H = 〈G, t | t−1At = B〉.
We are mostly interested in the case when A = 〈a〉, B = 〈b〉 are infinite cyclic
groups. For this case by the notation H = 〈G, t | t−1at = b〉, we mean the HNN-
extension HGφ , where φ : A→ B is induced by the map φ : a 7→ b.
Let us consider the product
(18) u = g0t
1g1t
2 . . . tngn,
where for 0 ≤ i ≤ n, gi ∈ G and for 1 ≤ j ≤ n, j ∈ {±1}. We say that this
decomposition corresponds to the sequence (g0, t
1 , g1, t
2 , . . . , tn , gn) and we say
that a decomposition is a cyclic shift of (18) if is corresponds to a cyclic shift of
the sequence (g0, t
1 , g1, t
2 , . . . , tn , gn).
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Also the decomposition from (18) is said to be t-reduced if for 0 ≤ i ≤ n, gi ∈ G
and no subproduct of the form t−1at, a ∈ A or of the form tbt−1, b ∈ B, appears
in (18). And it is said to be cyclically t-reduced if all cyclic shifts of the product
(18) are t-reduced.
The word
w = u0t
1u1t
2 . . . tngn ∈ (X ∪ {t})∗
is called reduced word with respect to the HNN-extension H, if ui ∈ X∗ for 0 ≤ i ≤
n and the corresponding sequence (u0, t
1 , . . . , tn , un) is t-reduced. Analogously, w
is said to be cyclically reduced with respect to the HNN-extension H if all cyclic
shifts of w are reduced. Also we define θ as
θ(w) = n
and for h ∈ H, define
θ(h) = min{θ(w) | w ∈ (X ∪ {t})∗, w =H h}.
An element u ∈ HGφ is said to be cyclically t-reduced if its t-reduced decompo-
sition is in fact cyclically t-reduced. Again, this is a well-defined definition. Also
every element u ∈ HGφ is conjugate to a cyclically t-reduced element u′ which we
call t-cyclic-reduction of u. See [28].
The next lemma is a very well-known and sometimes is called Britton’s Lemma
in the literature.
Lemma 3.12 (Britton’s Lemma). Let w ∈ (X∪{t})∗ is a reduced word with respect
to the HNN-extension H = 〈G, t | t−1At = B〉 and θ(w) > 0, then w 6=H 1.
Then next lemma is a well-known fact as well and in literature is usually called
Collins’ Lemma. See, for example, [33, 16]
Lemma 3.13 (Collins’ Lemma). Let
u = u0t
α0u1t
α1 . . . unt
αn
and
v = v0t
β0v1t
β1 . . . vmt
βm
be cyclically reduced words with respect to the HNN-extension H such that ui, vj ∈
X∗ and αi, βj ∈ Z. If u and v are conjugate in H = 〈G, t | t−1At = B;φ〉, then
one of the following holds:
• u, v are words in X∗ which are conjugate in X∗;
• There is a finite chain of words in G,
u = w0, w
′
1, w1, w
′
2, w2, ..., w
′
k, wk, w
′
k+1,
such that wi = φ
±1(w′i), as group elements, w
′
i, wi represent elements from
A ∪B, and for each i = 0, . . . , k, wi is conjugate to w′i+1 in G;
• θ(u), θ(v) > 0 and p = q, and u is conjugate in H to some cyclic shift of v
by an element from A ∪B.
Corollary 3.4. Let H = 〈X ∪{t} | R, t−1at = φ(a) ∀a ∈ A〉 be an HNN-extension
of G = 〈X | R〉, and suppose g1 ∈ G is not a proper power of any element in G.
Then the image of g1 in H (which we again denote by g1) is a proper power in H
if and only if there exists k ≥ 2 and g2 ∈ G such that g1 ∼conj gk2 in H.
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Proof. Let for some u ∈ X∗, u =G g1, and w ∈
(
X ∪ {t})∗ such that u =H wk for
some k ≥ 2. Now let w′ ∈ (X ∪ {t})∗ be a t-cyclic reduction of w. Then for some
T ∈ (X ∪ {t})∗, we have w = Tw′T−1. Also note that for any k ≥ 2, (w′)k is also
t-cyclically reduced. Therefore, by Lemma 3.13, it must be that w′ ∈ X∗, namely
w′ represents an element in H which is an image of an element from G.
The inverse statement of the corollary is obvious. 
Lemma 3.14. Let H = 〈G ∪ {t} | t−1at = b〉 be an HNN-extension of G = 〈X〉
where a, b ∈ G are elements of infinite order which are not proper powers. Then,
for any g0 ∈ G, if g0 is not a proper power in G, then its image in H is also not a
proper power.
Proof. Assume that for some u ∈ X∗, u =G g0 and also assume that there exists a
word w ∈ (X ∪ {t})∗ such that u =H wk for some k ≥ 2. Then, by Corollary 3.4,
there exists a word T ∈ (X∪{t})∗ and a word w′ ∈ X∗ such that u =H T−1(w′)kT .
If T does not contain t±1, then clearly we get a contradiction to the fact that u is
not a proper power in G. Therefore, it must be that θ(T ) ≥ 1, i.e. its t-reduced
decompositions contains t±1. Assume that w′ and T are chosen such that ‖T‖ is
minimal for all possible such triples (u,w′, T ).
Since Tu−1T−1(w′)k =H 1, the word Tu−1T−1(w′)k must contain a subword of
the form tvt−, where for some l ∈ Z, v =G al if  = −1 or v =G bl if  = 1.
Moreover, v is of the form v1u
−1v−11 , where v1 ∈ X∗ is a suffix of T . But this
contradicts the minimality assumption of T .

Lemma 3.15. Let H = 〈G∪ {t} | t−1u0t = v0〉 be an HNN-extension of G = 〈X〉,
where u0, v0 ∈ X∗. Suppose that u, v ∈ X∗ such that u ∼conj v in H. Then, either
u ∼conj v in G or u and v commensurate with at least one of u0 and v0 in G.
Proof. It follows immediately from Theorem 2 in [33]. 
The following theorem can be found in [31] (it can be also regarded as a corollary
from the combination theorem of Bestvina and Feighn, [10]).
Theorem 3.1. Let G be a hyperbolic group with isomorphic infinite elementary
subgroups A and B, and let φ be an isomorphism from A to B. Then the HNN-
extension H = 〈G, t | t−1at = φ(a), a ∈ A〉 of G with associated subgroups A and
B is hyperbolic if and only if the following two conditions hold:
(1) either A or B is a maximal elementary subgroup of G;
(2) for all g ∈ G the subgroup gAg−1 ∩B is finite.
Remark 3.1. In this work we need Theorem 3.1 in case when G is a torsion-
free hyperbolic group. Note that in case G is a torsion free hyperbolic group, the
subgroups A and B, being maximal elementary subgroups, are cyclic. Therefore, in
this case, the second condition in the statement of Theorem 3.1 can be replaced with
this: for all g ∈ G, the subgroup gAg−1 ∩B is trivial.
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4. Lacunary hyperbolic groups
Let G = 〈X〉, |X| < ∞. Let d¯ = (di)∞i=1 be an unbounded sequence of positive
constants, called scaling constants, and let x¯ = (xi)
∞
i=1 be any fixed sequence of
points from Γ(G,X), called observation points. Then the ultralimit of the sequence
of spaces with basepoints (Γ(G,X), d/di, xi) with respect to some non-principal
ultrafilter ω over N is called the asymptotic cone of G = 〈X〉 with respect to d¯ and
ω, where d is the word metric over Γ(G,X). It is denoted by Conω(G, d¯). The
term asymptotic cone was first introduced by Gromov in [18]. Since, in this paper,
we do not need much details about asymptotic cones, for more detailed definitions
we refer to [18, 43].
As it was discovered by Gromov (see, for example, [20, 19]) many basic algebraic
properties of groups can be translated into geometric or topological ones via study-
ing asymptotic cones of Cayley graphs of the groups. For example, hyperbolicity
of a group is equivalent to the fact that all the asymptotic cones of the group are
R-trees. As it is shown by Kapovich and Kleiner (see [43]), if for a finitely pre-
sented group at least one of the asymptotic cones is an R-tree, then the group is
hyperbolic. However, if the group is not finitely presentable, then this statement is
not true anymore. In fact, lacunary hyperbolic groups are defined to be the groups
which have at least one asymptotic cone that is an R-tree, see [43].
Definition 4.1 (Lacunary hyperbolic groups). A finitely presented group G is
lacunary hyperbolic if for some unbounded sequence d¯ = (di)
∞
i=1 of scaling constants,
Conω(G, d¯) is an R-tree.
Let α : G→ G′ be a homomorphism, G = 〈X〉. The radius of α is the maximal
radius of a ball in the Cayley graph Γ(G,X) centered at 1G such that all elements
from that ball map to non-trivial elements in G′ except for 1G.
The next lemma is essentially Theorem 1.1 from [43].
Lemma 4.1 (Theorem 1.1, [43]). A finitely generated group G is lacunary hyper-
bolic if and only if G is the direct limit of a sequence of hyperbolic groups Gi = 〈Xi〉
(Xi is finite) and epimorphisms
G1
α1 G2
α2 . . . ,(19)
where αi(Xi) = Xi+1, and the hyperbolicity constant of Gi (relative to Xi) is little
o of the radius of αi.
Remark 4.1. Note that in part (3) of Lemma 4.1, for almost all indices i, |Xi| =
|Xi+1|, therefore we can identify Xi with Xi+1 by x = αi(x) for x ∈ Xi and regard
αi as the identity map from Xi to Xi+1.
4.1. Word problem in lacunary hyperbolic groups. Let G¯ = 〈X〉 be a finitely
presented group given as an inductive limit of the chain of epimorphims
G1
α1 G2
α2 . . . ,(20)
where αi : Gi  Gi+1 is the induced epimorphism from the identity map id : X →
X, and for i ∈ N, Gi = 〈X | Ri〉 is finitely presented.
We say that G¯ has a graded recursive presentation with respect to (20) if the
function i 7→ Ri is computable. In general, if G¯ has a graded recursive presentation
with respect to some sequence of type (20) then we say that G¯ has a graded recursive
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presentation. If, in addition, all the groups Gi, i ∈ N, are hyperbolic, then we say
that the presentation is a graded recursive presentation by hyperbolic groups.
For Υ : N → N, we call Υ a supradius for (20), if for all n ∈ N and i ∈ N
such that i ≥ Υ(n), the radius for αi : Gi  Gi+1 is greater than n. We say that
Υ : N→ N is a computable supradius if Υ as a function is computable, i.e. the set
{(i,Υ(i)) | i ∈ N} is recursively enumerable.
Proposition 4.1. If the limit group G¯ is lacunary hyperbolic and Gi is hyperbolic
for all i ∈ N, then either G¯ is finitely presented, hence hyperbolic, or
lim sup
i→∞
ri =∞ and lim sup
i→∞
δi =∞,
where ri is the radius of α : Gi  Gi+1 and δi is a hyperbolicity constant for Gi.
Proof. Indeed, if G¯ is finitely presented, then starting from some i ∈ N, for all
j > i, the normal closure of Rj+1 in Gi coincides with the normal closure of Ri+1
in Gi. Therefore, G¯ coincides with Gi+1, hence is hyperbolic.
Now let us assume that G¯ is lacunary hyperbolic, but it is not hyperbolic. Then,
since G¯ is not finitely presented for each N > 0 there is n ∈ N and R ∈ Rn
such that there is no U ∈ X∗ such that ‖U‖ < N and R =Gn−1 U . Therefore,
lim supi→∞ ri = ∞ and by the statement (3) of Lemma 4.1, also lim supi→∞ δi =
∞. 
In particular, from Lemma 4.1 it follows that for infinitely presented lacunary
hyperbolic groups all supradius functions are unbounded.
For the proof of the next theorem we need the follows definition from [4], which
is a slight generalization of the standard notion of Dehn’s presentation.
Definition 4.2 (See Definition 1 in [4]). For 12 ≤ α < 1, the group G = 〈X |R〉 given with a finite presentation, where R is symmetric, is said to be α-Dehn
presented, if for any freely cyclically reduced word W ∈ X∗ representing the trivial
element of G, for some cyclic shift W ′ of W , W ′ contains a subword u, such that
u is a prefix of some word R ∈ R and ‖u‖ > α‖R‖.
It is a well-known fact that hyperbolic groups admit α-Dehn presentations for
all 12 ≤ α < 1. See, for example, [19, 3, 4].
It was shown by Arzhantseva in [4] that the property that a finite presenta-
tion of a group is an α-Dehn presentation for some 34 ≤ α < 1 can be detected
algorithmically as it is stated below.
Theorem 4.1 (See [4]). There exists an algorithm determining whether or not a
finite presentation of a group is an α-Dehn presentation for some 34 ≤ α < 1.
Note that if G = 〈X | R〉 = 〈X | R′〉 and R ⊆ R′, then the presentation
G = 〈X | R〉 is a α-Dehn presentation implies that the presentation 〈X | R′〉
is a α-Dehn presentation too. Also, as we already mentioned in preliminaries, if
G = 〈X | R〉 is a finite presentation for a hyperbolic group, then there is an
algorithm which constructs a Dehn presentation for G.
Theorem 4.2. Let G¯ be an inductive limit of hyperbolic groups connected by epi-
morphisms. Then G¯ has decidable word problem if and only if it has a graded
recursive presentation by hyperbolic groups and a recursively computable supradius
function over that presentation.
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Proof. First, let us show that if G¯ has a decidable word problem, then G¯ possesses
the mentioned properties.
Indeed, let G¯ = 〈X〉, |X| < ∞. For n ∈ N, let us define Sn = {W ∈ X∗ |
W =G¯ 1, ‖W‖ ≤ n}. Since the word problem in G¯ is decidable, we get that the
sets S1,S2, . . . are algorithmically constructible - one just needs to check for each
W ∈ X∗, ‖W‖ ≤ n, if W =G¯ 1 or not, in order to construct Sn.
Now, since G¯ is an inductive limit of hyperbolic groups connected by epimor-
phisms and since all hyperbolic groups admit α-Dehn presentations for some α such
that 34 ≤ α < 1, we get that for some n, there exists S ′n ⊆ Sn such that the group
presentation Hn = 〈X | S ′n〉 is an α-Dehn presentations for some α, 34 ≤ α < 1. By
Theorem 4.1, for a fixed S ⊆ Sn it can be algorithmically verified if H = 〈X | S〉
is such a presentation or not. Therefore, one can algorithmically find a maximum
subset S ′ ⊆ Sn with respect to ⊆ such that 〈X | S ′〉 is an α-Dehn presentations for
some α, 34 ≤ α < 1. Define S ′n = S ′.
Since G¯ is an inductive limit of hyperbolic groups, there exists a strictly increas-
ing sequence of natural numbers (ni)
∞
i=1 and a sequence of sets (S ′ni)∞i=1 such thatS ′n1 ⊆ Sn1 ( S ′n2 ⊆ Sn2 . . . and for any i ≥ 1 the presentation 〈X | S ′ni〉 is an
α-Dehn presentation for some α, 34 ≤ α < 1. Moreover, such sequences (ni)∞i=1
and (S ′ni)∞i=1 can be algorithmically constructed. Indeed, the partially ordered set
(2X
∗
,⊆) is recursively enumerable, hence, assuming that S ′ni is already constructed,
based on the algorithm from Theorem 4.1, for each S and Sni such that Sni ( S,
we can check if 〈X | S〉 is an α-Dehn presentations for some α, 34 ≤ α < 1. ThenS ′ni+1 can be chosen to be the smallest such S and ni+1 as the smallest index such
that S ⊆ Sni+1 .
Now, for any such algorithmically constructible sequence (S ′ni)∞i=1 and for all
i ≥ q, let us define Ri = S ′ni . Also for all m ∈ N, define Gm = 〈X | Rm〉. Then
clearly Gm is hyperbolic and G¯ is the inductive limit of
G1
α1 G2
α2 . . . ,(21)
where αi : Gi  Gi+1 is the induced epimorphism from the identity map id : X →
X. Also the presentation G¯ = 〈X | ∪∞i=1Ri〉 is a graded recursive presentation.
The final observation for proving the first part of the theorem is the following:
for any r ∈ N, the smallest n such that radius of αn is larger than r can be found
algorithmically. Indeed, in order to find n we can first algorithmically construct
the set Sr = {W ∈ X∗ | ‖W‖ ≤ r,W =G¯ 1}, then for each i = 1, 2, . . ., we can
iteratively check whether for each W ∈ Sr, W =Gi 1. The smallest n such that for
all W ∈ Sr, W =Gn 1, will be the desired index. This means that there exists a
computable supradius function for (21).
Thus the first part of the theorem is proved.
Now assume that G¯ is the inductive limit of
G1
α1 G2
α2 . . . ,(22)
where for i ∈ N, the groups Gi = 〈X | Ri〉 are hyperbolic groups. Let G¯ = 〈X |
∪∞i=1Ri〉 be a graded recursive presentation and let Υ : N → N be a computable
supradius function for (22). Then for each W ∈ X∗ to check whether W =G¯ or not,
it is enough to check if W =GΥ(n) 1 or not, where n = ‖W‖. Since the presentation
GΥ(n) = 〈X | RΥ(n)〉 can be recursively constructed and since GΥ(n) is hyperbolic,
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we get that the word problem in GΥ(n) is decidable. Therefore, indeed, the equation
W =GΥ(n) 1 can be algorithmically checked. This means that the word problem in
G¯ is decidable.
Thus the theorem is proved. 
Remark 4.2. Note that the proof of Theorem 4.2 does not give any idea about
complexity of word problem in lacunary hyperbolic groups. Hence we need to obtain
more detailed structure of presentations of classes of lacunary hyperbolic groups in
order to describe efficient word problem solving algorithms on them. Description
of subclasses of LHG with effective word (and conjugacy) problems is one of the
primary goals in the next sections.
Corollary 4.1. A lacunary hyperbolic group has a solvable word problem if and
only if it has a graded recursive presentation by hyperbolic groups and a computable
supradius function over that presentation.
5. Small cancellation conditions
In the first subsection we are going to recall small cancellation concepts for hy-
perbolic groups introduced in [41] and in the second section we extend this concept
to chains of hyperbolic groups connected by epimorphisms.
5.1. Small cancellation in hyperbolic groups. (See [41].) Let G = 〈X〉 be
a finitely generated group, and let R be a symmetric set of words from X∗. A
subword U of a word R ∈ R is called an -piece for  ≥ 0 if there exists a word
R′ ∈ R such that
(1) R ≡ UV , R′ ≡ U ′V ′ for some V,U ′, V ′ ∈ X∗;
(2) U ′ =G Y UZ for some Y,Z ∈ X∗ where ‖Y ‖, ‖Z‖ ≤ ;
(3) Y RY −1 6=G R′.
It is said that the system R satisfies the C(λ, c, , µ, ρ)-condition for some λ ≥ 1,
c ≥ 0, ≥ 0, µ > 0, ρ > 0, if
(1.1) ‖R‖ ≥ ρ for any R ∈ R;
(1.2) any word R ∈ R is (λ, c)-quasi-geodesic;
(1.3) for any -piece of any word R ∈ R, the inequalities ‖U‖, ‖U ′‖ < µ‖R‖ hold.
Now suppose that for a word R ∈ R we have
(2.1) R = UV U ′V ′ for some U, V, U ′, V ′ ∈ X∗;
(2.2) U ′ = Y U±1Z in the group G for some words Y, Z ∈ X∗ where ‖Y ‖, ‖Z‖ ≤
;
then the word U is called an ′-piece of the word R. If R satisfies the C(λ, c, , µ, ρ)-
condition and, in addition, for all R ∈ R, the above described decomposition
of R implies ‖U‖, ‖U ′‖ < µ‖R‖ then, like in [41], we say that R satisfies the
C ′(λ, c, , µ, ρ)-condition .
5.2. Auxiliary parameters, lowest parameter principle (LPP) and the
main conventions. In Subsection 5.1, in the context of the definition of the small
cancellation condition C(λ, c, , µ, ρ) the parameters δ, λ, c, , µ, ρ were introduced.
In this paper, whenever we mention the small-cancellation condition C(λ, c, , µ, ρ),
we assume that the parameters δ, λ, c, , µ, ρ satisfy some relations. More specifi-
cally,  depends on λ and c; µ depends on λ, c and ; and ρ depends on λ, c,  and
26
µ (see, for example, Lemma 5.3 for an example where the condition C(λ, c, , µ, ρ)
is involved).
Based on a similar concept introduced in [39] (see §15 in [39]), we introduce the
notation  between parameters defined as follows: if α1, α2, . . . are some param-
eters, then α1  α2  . . . means that the value of αi is being chosen after the
parameters α1, . . . αi−1 were chosen. In other words, the parameters α1, . . . αi−1
are independent of αi, but αi depends on the values of α1, . . . , αi−1. If α and β
are some parameters such that α  β then we say that α is a higher parameter
(correspondingly, β is a lower parameter), alternatively, we say that α has higher
priority with respect to β and β has lower priority with respect to α.
Convention 5.1. Throughout this text we will deal with statements involving pa-
rameters λ, c, , µ, ρ and their indexed versions λi, ci, i, µi, ρi for i ∈ N. For all
these parameters we assume that δ  λ  c    µ  ρ. Analogously, λi  ci 
i  µi  ρi. Also we assume that parameters with lower indexes are higher with
respect to .
We also will deal with parameters δi, δ
′
i. For them we assume ρi  δi and
λi  δ′i  ρi−1 for i = 1, 2, . . ..
Convention 5.2. Throughout this text, for parameters δ, λ, c, , µ−1, ρ and their
indexed versions λi, ci, i, µi, ρi when we say that some parameter, say α, is large
enough then we mean that there is a finite number of parameters of higher priority,
say β1, . . . , βk, and a computable function fα,β1,...,βk : Nk → N such that α can be
chosen to have any value greater than f(β1, . . . , βk). For example, if for ρi ”large
enough” means ρi > λiµi, then we think of i to be an arbitrary index from N.
Definition 5.1 (The standard parameters). The parameters δ, λ, c, , µ, ρ and the
indexed parameters δi, δ
′
i, λi, ci, i, µi, ρi, which are intensively used in this paper,
we call the standard parameters.
Definition 5.2 (Sparse enough standard parameters). We will say that a sequence
of parameters is sparse enough if for each parameter αi0 , where i0 is the index of
the parameter, we assume that
αi0 > fi0,i1,...,ik(αi1 , . . . , αik),(23)
where αi1 , . . . , αik are parameters with smaller indices i1, . . . , ik (hence, of higher
priority) and fi0,i1,...,ik is a computable function such that fi0,i1,...,ik = fi0+t,i1+t,...,ik+t
for all t ≥ 0, and the map i0 7→ fi0,i1,...,ik is computable as well.
Convention 5.3 (Lowest parameter principle (LPP)). In order many results of
the current paper to hold (for example, theorem 9.4, 2.4, etc.), we require from the
standard parameters to be sparse enough. Therefore, whenever we mention some
relation of the form (23) involving the standard parameters, for example,  > λδ+c
or i > µiρi + c (the last one is equivalent to µ
−1
i > (i − c)−1), then we say that
this relation holds by lower parameter principle – simply, by LPP.
5.3. Words with small cancellation conditions. Hereafter, if it is not stated
otherwise, we assume that G = 〈X〉 is a non-trivial, non-elementary, torsion free
δ-hyperbolic group for some δ > 0.
Let us consider a set R consisting of words of the form
Ri = ziU
mi,1V Umi,2V Umi,3 . . . V Umi,ji , i = 1, 2, . . . , k(24)
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and their cyclic shifts, where k ∈ N, U, V, z1, . . . , zk ∈ X∗ are geodesic words,
U, V 6=G 1, and mi,t ∈ N for 1 ≤ i ≤ k, 1 ≤ t ≤ ji. Denote Z = {z1, . . . , zk},
L = max{‖U‖, ‖V ‖, ‖z1‖, . . . , ‖zk‖}.
Let λ˜, c˜ ∈ N be such that Un is (λ˜, c˜)-quasi-geodesic in Γ(G,X) for all n ∈
Z. Note that the existence of λ˜ and c˜ follows from (3.8). Moreover, given the
δ-hyperbolic group G = 〈X〉 and the word U , one can find such a pair (λ˜, c˜)
algorithmically.
Now let m = min{mi,t | 1 ≤ i ≤ k and 1 ≤ t ≤ ji}, mi = max{mi,t | 1 ≤ t ≤ ji}
for 1 ≤ i ≤ k. Then the following holds.
Lemma 5.1. For the set of words R suppose that V /∈ E(U), zi /∈ E(U) for
1 ≤ i ≤ k. Then there exist constants λ = c = K˜ ∈ N, computably depending on
G, U , V and Z, such that the words of the system (24) are (λ, c)-quasi-geodesic in
Γ(G,X), provided that m ≥ K˜.
Proof. We will show that λ, c and K˜ can be effectively computed by the following
formulas
(25) λ = c = K˜ = K(24λ˜, (2M¯+ 2)L)
where K( ) is defined as in Lemma 3.3, L = max{‖U‖, ‖V ‖, ‖z1‖, . . . , ‖zk‖} and
M¯ = max{24λ˜+ c˜, M(U, V1) | V1 ∈ {V ±1, z±11 , . . . , z±1k }}
where M() is given by the formula (17).
First, we will show that all the paths in Γ(G,X) with labels of the form
(26) W1U
a1V b1 U
a2W2,
where W1 and W2 are subwords of some words from
{
U±1, V ±1, z±11 , . . . , z
±1
k
}
,
V1 ∈
{
V ±1, z±11 , . . . , z
±1
k
}
and b ∈ {0,±1}, are
(
24λ˜, (2M¯+ 2)L
)
-quasi-geodesic.
For that let us fix an arbitrary such path q, with lab(q) = W1U
a1V b1 U
a2W2.
Note that since all the subwords of lab(q) are also of the form (26), to show that q
is
(
24λ˜, (2M¯+ 2)L
)
-quasi-geodesic, it is enough to show that
‖W1Ua1V b1 Ua2W2‖ ≤ 24λ|W1Ua1V b1 Ua2W2|+ (2M+ 2)L.
To this end we will separately consider three cases:
1. when b 6= 0 and max{a1, a2} < M¯;
2. when b 6= 0 and max{a1, a2} ≥ M¯; and
3. when b = 0.
Case 1. If b 6= 0 and max{a1, a2} < M¯, then
‖W1Ua1V b1 Ua2W2‖ ≤‖W1‖+ a1‖U‖+ ‖V1‖+ a2‖U‖+ ‖W2‖
≤‖W1‖+ ‖V1‖+ ‖W2‖+ (2M¯ − 1)‖U‖ ≤ (2M¯+ 2)L.
Case 2. If b 6= 0 and max{a1, a2} ≥ M¯, then, by Lemma 3.10, either |Ua1V b1 Ua2 | ≥
υmax{a1, a2} or V1 ∈ E(U), where υ = ‖U‖/12λ˜.
Since, by our assumptions, V1 /∈ E(U), we get that |Ua1V b1 Ua2 | ≥ υmax{a1, a2}.
Therefore,
(27) |W1Ua1V b1 Ua2W2| ≥ |Ua1V b1 Ua2 | − |W1| − |W2| ≥ υmax{a1, a2} − 2L.
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On the other hand,
‖W1Ua1V b1 Ua2W2‖ ≤ ‖W1‖+ a1‖U‖+ ‖V1‖+ a2‖U‖+ ‖W2‖
≤ 2 max{a1, a2}‖U‖+ 3L
by (27), ≤ 2
( |W1Ua1V b1 Ua2W2|+ 2L
υ
)
‖U‖+ 3L
≤ 24λ˜|W1Ua1V b1 Ua2W2|+ (48λ˜+ 1)L
≤ 24λ˜|W1Ua1V b1 Ua2W2|+ (2M¯+ 2)L.
Case 3. If b = 0, then since Ua1+a2 is a (λ˜, c˜)-quasi-geodesic word, we get
‖W1Ua1V b1 Ua2W2‖ = ‖W1Ua1+a2W2‖ ≤ ‖Ua1+a2‖+ ‖W1‖+ ‖W2‖
≤ λ|Ua1+a2 |+ c+ 2L < λ(|W1Ua1+a2W2|+ 2L) + c+ 2L
< 24λ|W1Ua1+a2W2|+ (2M¯+ 2)L.
Formula (17) implies that 2(λ˜+ 1)L+ c˜ < (2M¯+ 2)L, hence the last inequality is
true.
Now, let p be a path in Γ(G,X) whose label corresponds to a word fromR. Since
K˜ ≤ m, all the subpaths of p of the lengths bounded from above by K˜ are of the
form (26). Therefore, p is K˜-local
(
24λ˜, (2M¯ + 2)L
)
-quasi-geodesic. Therefore,
taken into account the formula for K˜ from (25) and the inequality m ≥ K˜, by
Lemma 3.3, p is (K˜, K˜)-quasi-geodesic. 
Assume that in the system (24), for all 1 ≤ i, i′ ≤ k and 1 ≤ t ≤ ji, 1 ≤ t′ ≤ ji′ ,
mi,t 6= mi′,t′ if (i, t) 6= (i′, t′).
Recall that in Lemma 5.1 we required
V /∈ E(U) and zi /∈ E(U) for 1 ≤ i ≤ k.(28)
Let us introduce the following notations: For a given  > 0, 0 =  + 2L,
i = 0 + i
(
2Rλ,c + 182δ +
L
2
)
for 1 ≤ i ≤ 5, where Rλ,c is defined as in Lemma
3.1 and, as before, L = max{‖U‖, ‖V ‖, ‖z1‖, . . . , ‖zk‖}. Let K˜ be defined by the
formula (25) and λ = c = K˜. Now, with respect to the given constants  ≥ 0,
µ > 0, ρ > 0 assume that
(29) ‖R‖ ≥ ρ, for all R ∈ R,
m ≥ K˜,(30)
hence, by Lemma 5.1, the words fromR are (λ, c)-quasi-geodesics in Γ(G,X). Next,
we require the following.
µ‖Ri‖ ≥ 6L(mi + 1)(31)
and
m ≥ 25
υ
(32)
where υ = υ(U) is defined by formula (16).
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Lemma 5.2. Using the setting of the previous lemma and assuming that the above
described conditions take place, let us consider the system of words R given by (24).
Let λ, c be defined by the formulas (25). Then, if for the given constants  ≥ 0,
µ > 0, ρ > 0, the conditions (29), (30), (31) and (32) are satisfied, then the system
R satisfies the C ′(λ, c, , µ, ρ)-condition.
Moreover, if two words R1, R2 ∈ R are not equal up to cyclic shifts, then there
are no subwords U1 and U2 of R1 and R2, respectively, such that ‖U1‖ ≥ ρ‖R1‖
and for some T1, T2 ∈ X∗, ‖T1‖, ‖T2‖ ≤  and
T−11 U1T2 =G U2.
Proof. First of all, let us assume that the constants  ≥ 0, µ > 0, ρ > 0 are already
given.
Assume by contradiction that there exist two different words from R, W1 and
W2, which have common -pieces. Suppose that W1 and W2 are cyclic shifts of the
words
ziU
mi,1V Umi,2V Umi,3 . . . V Umi,ji
and
zi′U
mi′,1V Umi′,2V Umi′,3 . . . V U
mi′,j
i′
or of their inverses, for some 1 ≤ i, i′ ≤ k.
Existence of a common -piece for the words W1 and W2 implies that there is
a rectangle ABCD in Γ(G,X) such that the labels of AD and BC are prefixes of
W1 and W2 with length at least µ‖W1‖ and µ‖W2‖, respectively, and AB, CD are
geodesics with length at most .
Let us call vertices on AD and BC phase vertices if they are either origin or
endpoint of a subpath with label U±1, V ±1, z±1i or z
±1
i′ .
Note that after making AB and CD longer by at most 2y, we can ensure that A,
B, C and D are phase vertices. Hereafter, let us assume that the length of AB and
CD are bounded by + 2L = 0 and the vertices A,B,C and D are phase vertices.
We will call a subpath of AD or BC special if it is labeled by V , zi or zi′ . If
a special segment on AD or BC is between other special segments then we call
this special segment inner, otherwise, we call it boundary special segment. Note
that for any point O ∈ AD (or O ∈ BC), there is a phase vertex O′ ∈ AD (or,
correspondingly, O′ ∈ BC), such that ∥∥[O,O′]∥∥ ≤ L/2.
Before proceeding further, let us state and prove the following auxiliary claims.
Claim 1. For the rectangle ABCD let us consider any inner special segment
P1P2 on one of the sides AD or BC. For concreteness let us assume that P1P2
belongs to AD. Then for any phase vertex Q1 ∈ BC, if d(P1, Q1) ≤ 3, then
either lab(P1Q1) ∈ E(g) in G or lab(P2Q1) ∈ E(g) in G, where by lab(P1Q1)
and lab(P2Q1) we mean the labels of any paths joining P1 to Q1 and P2 to Q1,
respectively.
Proof. Let P3P4 and P5P6 be the closest to P1P2 special segments on AD such that
P1P2 is between P3P4 and P5P6 (their existence follows from the assumption that
P1P2 is an inner special segment). Let Q1 ∈ BC be a fixed phase vertex such that
d(P1, Q1) ≤ 3, and let Q4 be the closest to P4 phase vertex on BQ1. See Figure 2.
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Since d(P1, Q1), d(A,B) ≤ 3, by Corollary 3.1, we get dist(P4, BQ1) ≤ 3 +
2Rλ,c + 2δ. Therefore, d(P4, Q4) ≤ 3 + 2Rλ,c + 2δ + L2 = 4.
There are two possibilities which we are going to discuss separately: either
lab(Q4Q1) is a power of U or Q4Q1 contains a special segment.
In case lab(Q4Q1) is a power of U , since lab(P4P1) = U
ξ1 for ξ1 ≥ m ≥ M and
d(P4, Q4), d(P1, Q1) ≤ 4 ≤ υm (the last inequality follows from (32)), by Lemma
3.10, the equality
lab(P4Q4)lab(Q4Q1)lab(Q1P1)lab(P1P4) =G 1
implies that lab(P1Q1) ∈ E(U). Thus we are done with this case.
Now let us consider the case when Q4Q1 contains a special segment. Let Q5 be a
phase vertex on Q1C closest to P5. By Corollary 3.1, we again get d(P5, Q5) ≤ 4.
Again, if lab(Q1Q5) is a power of U , then, similarly to the previous case, by Lemma
3.10, lab(P2Q1) ∈ E(g) in G. Thus we are left only with the case when both Q4Q1
and Q1Q5 contain special segments. Let us consider this case in more details.
Let R1R2 and R3R4 be the closest to Q1 special segments on Q4Q1 and Q1Q5,
respectively. See Figure 2. Since lab(R2R3) has a form U
ξ2 , where |ξ2| ≥ m, at
least one of lab(R2Q1) and lab(Q1R3) is of the form U
ξ3 , where |ξ3| ≥ m/2 ≥ M.
Without loss of generality, assume that lab(Q1R3) = U
ξ3 for |ξ3| ≥ m/2. Then, let
S3 be a phase vertex on P1P5 closest to R3. Then, by Corollary 3.1, d(R3, Q3) ≤ 5.
Therefore, since by (32), υm ≥ 25, by Lemma 3.10, the equality
lab(P2Q1)lab(Q1R3)lab(R3S3)lab(S3P2) =G 1
implies that lab(Q1P2) ∈ E(U).

Claim 2. If A1A2, A3A4 and A5A6 are three consecutive inner special segments
belonging either to AD or to BC, then A3A4 is a special segment on AD ∩BC.
Proof. Firstly, without loss of generality let us assume that A1A2, A3A4 and A5A6
belong to AD. Let B3 be the closest to A3 phase vertex on BC, B2 be the closest
to A2 phase vertex on BB3 and B5 be the closest to A5 phase vertex on B3C. See
Figure 3.
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We will consider the case when B3B5 contains special segment(s) and the case
when it does not contain any special segment separetely.
First let us consider the case when B3B5 contains special segment(s). Let C1C2
be the closest to B3 special segment on B2B3 and C3C4 be the closest to B3 special
segment on B3B5. In case B2B3 does not contain any special segments, we take
C2 = B2.
Correspondingly, let D2 be the closest to C2 phase vertex on A2A3 and D3 be
the closest to C3 phase vertex on A4A5. Then, by Corollary 3.1, d(A3, B3) ≤ 1,
d(A2, B2), d(A5, B5) ≤ 2, and hence d(C2, D2), d(C3, D3) ≤ 3. Therefore, by
Claim 1, one word from each pair (lab(C1D2), lab(C2D2)); (lab(A3B3), lab(A4, B3))
and (lab(D3, C3), lab(D3, C4)) belongs to E(U).
Note that if lab(D3C4) ∈ E(U), then it cannot be so that lab(A4B3) ∈ E(U),
because otherwise it would imply that lab(C3C4) ∈ E(U) as well, which is not true
by our assumptions (see the condition (28)). Therefore, in case lab(D3C4) ∈ E(U),
it must be that lab(A3B3) ∈ E(U). But, since lab(A3C3), lab(A4C4) ∈ E(U) in
that case, by condition (28), it would mean that d(A3, C3) = d(A4, C4) = 0 or, in
other words, A3A4 coincides with C3C4.
Now, if lab(D3C3) ∈ E(U), then lab(A4B3) ∈ E(U). Therefore, because of the
condition (28), lab(C2D2) cannot belong to E(U). Finally, in case C2 = B2, by
Claim 1, this would mean that lab(A1B2) ∈ E(U), which is impossible because of
the condition (28). Otherwise, again by Claim 1, lab(C1D2) ∈ E(g) inG. Therefore,
by the condition (28), since in this case lab(A3C1) ∈ E(U) and lab(A4C4) ∈ E(U),
we would get A3 = C1 and A4 = C2.
Now let us turn to the case whenB3B5 does not contain a special segment. In this
case, by applying Lemma 3.10 to the boundary label of the rectangle A4B3B5A5 we
get that lab(A4B3) and lab(A5B5) belong to E(U). Then, by repeating previous
arguments, we obtain that lab(D2C1) ∈ E(U) and consequently A3 = C1 and
A4 = C2. Thus Claim 2 is proved. 
Inequality (31) assures us that on AD one can find six consecutive special seg-
ments A1A2, A3A4, A5A6, A7A8, A9A10 and A11A12. By Claim 2, A5A6, A7A8
belong to AD ∩BC. See Figure 4.
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As it is shown in Figure 4, let us denote the subpaths of AD and BC restricted
betweenA6 andA7 by p1 and p2, respectively. SinceA5A6 andA7A8 are consecutive
special segments, the label of p1 is a power of U . Now, assuming that p2 contains
a special segment, just like it was done in the proof of Claim 2, we can show that
that special segment must also belong to p1, which is impossible since p1 does not
contain any special segments. Therefore, it must be that p2 also does not contain
any special segments. In other words, the label of p2 is a power of U as well. This
means that the label of the closed path p2p
−1
1 is also a power of U . But since U
represents an element g ∈ G of infinite order, this can happen if and only if the
label of p2p
−1
1 is the empty word, i.e., when p2 coincides with p1.
Now, since for all 1 ≤ t ≤ ji, 1 ≤ t′ ≤ ji′ , mi,t 6= mi′,t′ if (i, t) 6= (i′, t′), the last
observation implies that, in fact, i = i′ and W1 is a cyclic shift of W2. Moreover, we
get that either lab(BA) is a suffix of lab(AA5) or lab(AA5) is a suffix of lab(BA).
This means that either lab(AB) is equal to a prefix of W1 in G or lab(BA) is equal
to a prefix of W2 in G; but this is impossible, because it contradicts condition (3)
in the definition of -pieces.
Now it follows from (29) and Lemma 5.1 that R satisfies the small cancellation
condition C ′(λ, c, , µ, ρ).

5.4. A special subclass of small cancellation words. Using the already es-
tablished setting of Subsection 5.3, let us define the positive integer m1,1 as the
smallest integer satisfying all the constraints put on it in Subsection 5.3.
Now let us assume that in the set of words R we have that m1,1 is defined as
above and for all 1 ≤ i ≤ k, mi,1 = 2i−1m1,1, ji = mi,1 − 1 and for all 1 ≤ t ≤ ji,
mi,t = mi,1 + (t− 1).
If all these equations are satisfied, then we denote the system of words R by
R = R(Z, U, V, δ, λ, c, , µ, ρ).(33)
where Z is the ordered set {z1 < z2 < . . . < zk}.
Note that the set of words R defined this way satisfies all the conditions pre-
scribed for Lemmas 5.1 and 5.2. A little bit less obvious among this conditions
seems to be condition (31). Let us show that condition (31) holds as well.
Indeed, the length of each word Ri from R
(
Z, U, V, δ, λ, c, , µ, ρ
)
is not smaller
than mi,1 + (mi,1 + 1) + . . . + (2mi,1 − 1) > m2i,1 and mi = 2mi,1 − 1. Therefore,
for each 1 ≤ i ≤ k, µ‖Ri‖ ≥ µm2i,1. Now we have µ‖Ri‖ ≥ µm2i,1 ≥ 12Lmi,1 =
6L(mi + 1). Note that the last inequality follows from the condition A2.
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Thus, by Lemma 5.1 and Lemma 5.2, the set of words R(Z, U, V, δ, λ, c, , µ, ρ)
satisfies the small cancellation condition C ′(λ, c, , µ, ρ).
Let f : N→ N be a linear time computable function. Then for all n ∈ N, define
nR =
{
R ∈ R | ‖R‖ ≤ f(n)}.
Assuming that Z, U, V, δ, λ, c, , µ, ρ are already computed, from the structure of
(33), it is not hard to see that the set nR can be computed in time bounded from
above by An, where A > 0 does not depend on the parameters of nR. Thus we get
the following property.
Property 5.1. nR can be computed in time bounded from above by An, where A
is a positive constant not depending on Z, U, V, δ, λ, c, , µ, ρ.
For the applications, let us introduce the following convention:
R(∅, U, V, δ, λ, c, , µ, ρ) = ∅.(34)
5.5. Planar diagrams over hyperbolic groups and van Kampen’s lemma.
Let H = 〈X | O〉, where |X| <∞.
A map is a finite, planar connected 2-complex. A diagram ∆ over X is a map
whose edges e are labeled by letters lab(e) ∈ X±1 such that lab(e)−1 = lab(e−1).
The label of a path p = e1 . . . en in ∆ is, by definition, the word lab(e1) . . . lab(en).
A diagram over X is called a diagram over the group H = 〈X | O〉 if the label of
the boundary path of every cell of ∆ is a cyclic shift of some relator from R.
A van Kampen lemma states that a word W ∈ X∗ represents the identity of the
group H if and only if there is a simply connected diagram ∆ over H = 〈X | O〉
such that the boundary label of ∆ is W . Hence, for a given W ∈ X∗ we call such
a ∆ van Kampen’s diagram with label W over H = 〈X | O〉. In this paper we only
use simply connected diagrams. Therefore, hereafter by diagrams we will mean
simply connected diagrams.
Note that for any diagram ∆ over H = 〈X | O〉, ∆ can be naturally projected
into the Cayley graph Γ(H,X) such that all the labels are preserved. Moreover,
if we fix arbitrary vertex o1 of ∆ and arbitrary vertex o2 of Γ(H,X), then the
projection which maps o1 to o2 is defined uniquely. We denote this projection by
Projo2o1 (∆). Since in the applications of the current paper, we do not need to specify
o1 and o2, we will simply use the notation Proj(∆). This projection allows us to
consider word metric on ∆, by simply considering the word metric on the projection
of ∆.
Let G be a quotient of H. When considering group G we will partition the
defining relators into two sets. The first set O will consist of all relators (not only
defining) of H with a fixed generating set X. The second set, R, will be some
symmetrized set of additional relators. We shall write
G = 〈X | O ∪ R〉 = 〈H | R〉.(35)
Using the terminology of [41] we call the cells of a diagram with boundary labels
from O (from R) 0-cells (R-cells). Diagram is called reduced if it contains minimal
number of R-cells among all diagrams with the same boundary label.
Now consider a simple closed path w = p1q1p2q2 in a diagram ∆ over G, such
that q1 and q2 are subpaths of boundary cycles of R-cells Π1 and Π2, and ‖p1‖,
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‖p2‖ ≤  for a fixed constant . Assuming that the subdiagram Γ of ∆ bounded
by w has no hole and no R-cell and Π1 6= Π2, following Olshanskii, we call Γ a
-contiguity (or simply, contiguity) subdiagram of Π1 and Π2. The same term will
be used if Π1 = Π2 and Γ contains no holes. In case q2 instead of being a subpath
of Π2 is a subpath of of a connected path q on ∂∆, Γ is called outer -contiguity
subdiagram (from Π1 to ∂∆ or to q). The notation ∂(Π1,Γ,Π2) (or ∂(Π1,Γ, q))
= p1q1p2q2 will define the partition of the contour w of Γ. The above subpaths q1
and q2 are called the contiguity arcs while p1 and p2 are called the side arcs of the
contiguity subdiagram Γ.
Hereafter we will denote by ∂Π the loop in Γ(G,X) with the label equal to the
label of Π. By ‖Π‖ we denote the length of the boundary label of a cell Π. The
ratio ‖q1‖/‖Π1‖ for a contiguity subdiagram of a cell Π1 to a cell Π2 (or to a section
q), is called the contiguity degree of Π1 to Π2 via Γ (or of Π1 to q). It is denoted
(Π1,Γ,Π2) (or (Π1,Γ, q)). For a matter of convenience, instead of the notation
(Π1,Γ, q) we will simply use the notation ∂Γ if it does not lead to ambiguities.
If for a contiguity subdiagram Γ ∈M, p−11 q1p2q−12 = ∂Γ, q2 belongs to ∂∆, then
q2 is called outer contiguity arc, and correspondingly q1 is called inner contiguity
arc. Whenever it is not mentioned otherwise, hereafter we will denote the outer arc
of Γ by qˆΓ and the inner arc by qˇΓ. Also let us denote p1 = pΓ and p2 = p
′
Γ.
5.6. Quotients of hyperbolic groups by normal closures of words with
small cancellation conditions. Hereafter, if ∆ is a diagram over the quotient
G = H/  R , then by saying that the boundary ∂∆ of ∆ is a (λ, c)-quasi-
geodesic t-gon, we mean that ∂∆ is partitioned into t connected pieces such that
they are (λ, c)-quasi-geodesic in Γ(H,X).
Lemma 5.3 (see Lemma 4.6 in [43] and Lemma 6.6 in [41]). For appropriately
chosen parameters based on the lowest parameter principle with respect to the order
λ  c    µ  ρ, if the presentation (35) satisfies the C(λ, c, , µ, ρ)-condition,
then for any reduced disk diagram ∆ over the presentation (35) whose boundary is
a (λ, c)-quasi-geodesic t-gon for 1 ≤ t ≤ 12 and which contains an R-cell, there
exists an R-cell Π in ∆ and disjoint outer -contiguity subdiagrams Γ1, . . . ,Γt of Π
to different sides of the (λ, c)-q.g. t-gon ∂∆, such that
t∑
i=1
(Π,Γi, qˆΓi) > 1− 23µ.(36)
Moreover, the quotient G = H/  R  is 4L-hyperbolic, where L = max{‖R‖ |
R ∈ R}.
Remark. Note that, in fact, in Lemma 5.3 some of the subdiagrams Γ1, . . . ,Γt,
say Γ1, may not exist, in which case we would call Γ1 empty contiguity subdiagram
and take (Π,Γ1, qˆΓ1) = 0. The important thing is that, according to Lemma 5.3,
some of Γ1, . . . ,Γt are not empty, so that the inequality (37) holds.
Lemma 5.4 (Lemma 7.2, [41]). Let H = 〈X〉 by a non-elementary hyperbolic
group. Let G be a group with a presentation (35) such that R satisfies the C ′(λ, c, , µ, ρ)-
condition for appropriately chosen parameters λ  c    µ  ρ. Then G is
non-cyclic, each R ∈ R represents an element of infinite order in G, and a word
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W ∈ X∗ has a finite order in G if and only if W is trivial in G or is conjugate in
G to an element having finite order in H.
Remark 5.1. Note that if H is a non-elementary torsion-free hyperbolic group,
then Lemma 5.4 implies that G is also a non-elementary torsion-free hyperbolic
group.
Definition 5.3 (Essential cells and contiguity subdiagrams). Let Π be an R-cell
in a reduced van Kampen diagram ∆ with (λ, c)-quasi-geodesic t-gon boundary for
1 ≤ t ≤ 12, and let Π be connected to the sides of the t-gon ∂∆ by disjoint outer
-contiguity subdiagrams Γ1, . . . , Γt such that
t∑
i=1
(Π,Γi, qˆΓi) > 1− 23µ.(37)
Then we call Π an essential cell, and the contiguity subdiagrams Γ1, . . . ,Γt – es-
sential contiguity subdiagrams.
5.7. Auxiliary definitions and lemmas. In this subsection we discuss some
auxiliary lemmas and definitions for G = H/ R, where H = 〈X〉 is hyperbolic
and R satisfies the C(λ, c, , µ, ρ)-condition. Also, 0 ≤ 0 ≤ η ≤ 1 are some
constants.
Definition 5.4 ((0, η)-arcs and (0, η)-words). W0 ∈ X∗ is an (0, η)-word (asso-
ciated with a word R ∈ R) with respect to the quotient G = H/  R , if there
exist words T1, T2 ∈ X∗, ‖T1‖, ‖T2‖ ≤ 0 and a word R ∈ R such that R = UV ,
‖U‖ ≥ η‖R‖ and
W0 =H T
−1
1 UT2.
A subpath p′ of a path p from Γ(G,X) is called (0, η)-arc (or (0, η)-subpath) if
its label is a (0, η)-word.
Lemma 5.5. Suppose that W ∈ X∗ contains a (0, η)-subword associated with
some word R ∈ R. Then
‖R‖ ≤ λ(‖W‖+ 20) + c)
η
.
Proof. Follows from the definition of the (0, η)-subwords and the fact that the word
from R are (λ, c)-quasi-geodesics in Γ(H,X). We just need to apply the triangle
inequality. 
Lemma 5.6. Let us consider the quotient G = H/ R, where H = 〈X〉 and R
satisfies the C(λ, c, , µ, ρ)-condition. Then for any constants 0 ≥ 0 and K > 0, if
ρ is small enough and ρ is large enough, then there is no (λ, c)-quasi-geodesic path
in Γ(G,X) containing an (0, 1−Kλµ)-arc.
Proof. All the metric notations which we use in this proof are in Cayley graph
Γ(G,X).
First of all, assume that 0 < µ < 1Kλ so that we have 0 < 1−Kλµ < 1.
Now assume that there exists a (λ, c)-quasi-geodesic path p in Γ(H,X) which
contains an (0, 1−Kλµ)-arc p′. Then, by definition, there exist words T1, T2 ∈ X∗,
‖T1‖, ‖T2‖ ≤ 0 and a word R ∈ R, such that R = UV , ‖U‖ ≥ (1−Kλµ)‖R‖ and
lab(p′) =H T−11 UT2.
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Then, combining the last equation with triangle inequality and with the inequality
‖U‖ ≥ (1−Kλµ)‖R‖, we get
|p′| ≥ (1−Kλµ)‖R‖ − c
λ
− 20.(38)
On the other hand, by triangle inequality, we have
|p′| ≤ 20 + ‖V ‖ ≤ 20 + (1− (1−Kλµ))‖R‖ = 20 +Kλµ‖R‖.(39)
Finally, note that, since ‖R‖ ≥ ρ, if ρ is large enough, then the system of inequalities
(38) and (39) is not consistent, which contradicts the existence of p′ 
Definition 5.5 (Truncated diagrams). If a van Kampen diagram ∆ over G =
H/  R  has a rectangular boundary ∂∆ = ABCD such that the following
conditions hold.
(1) [A,D] and [B,C] are (λ, c)-quasi-geodesics in Γ(G,X),
(2) [A,B] and [D,C] are geodesic,
(3) dG(A,B) = distG(A, [B,C]), dG(D,C) = distG(D, [B,C]).
Then ∆ is called truncated diagram.
Lemma 5.7. Suppose that ∆ is a reduced diagram over G = H/ R such that
∂∆ = ABCD, ∆ is truncated and the following holds:
dG(A,D) ≥ λ
(
L+
∥∥[A,B]∥∥+ ∥∥[D,C]∥∥+ 2)+ c,(40)
where L = max{‖R‖ | R ∈ R}.
Suppose that ∆ contains an essential R-cell Π connected to [A,B], [B,C], [C,D]
and [D,A] by essential -contiguity subdiagrams Γ1, Γ2, Γ3 and Γ4, respectively.
Then, if the standard parameters are large enough, we have
(i) either Γ1 or Γ3 is empty;
(ii) (Π,Γ1, [A,B]) + (Π,Γ2, [B,C]) + (Π,Γ3, [B,C]) ≤ 1− 26µ; and
(iii) (Π,Γ4, [A,D]) > µ.
Proof. First of all, if both Γ1 and Γ3 are not empty, then the distance between
[A,B] and [D,C] is bounded by 2 + ‖Π‖ ≤ 2 + L. Therefore, since [A,D] is
(λ, c)-quasi-geodesic in Γ(G,X), by the triangle inequality, we have dG(A,D) ≤
λ
(∥∥[A,B]∥∥ + ∥∥[D,C]∥∥ + 2 + L) + c, which contradicts the condition (40) in the
statement of the lemma. Therefore, without loss of generality we can assume that
Γ3 is empty.
Now let us prove that
(Π,Γ1, [A,B]) + (Π,Γ2, [B,C]) < 1− 26µ.
For that let us denote κ1 = (Π,Γ1, [A,B]) and κ2 = (Π,Γ2, [B,C]), and by contra-
diction, assume that κ1 + κ2 ≥ 1− 26µ. Then, since dG(A,B) = distG(A, [B,C]),
we get dG(A,B) ≤ dG(A, (qˆΓ2)+), and consequently,
dG
(
(qˆΓ1)−, B
) ≤ dG((qˆΓ1)−, (qˆΓ2)+) ≤ 2+ (1− κ1 − κ2)‖Π‖ < 2+ 26µ‖Π‖.(41)
See Figure 5. Since ∂Π is (λ, c)-quasi-geodesic, we also have
κ1‖Π‖ − c
λ
− 2 ≤ ‖qˆΓ1‖ ≤ dG((qˆΓ1)−, B).(42)
Combining (41) and (42), we get κ1‖Π‖ ≤ λ(4+26µ‖Π‖)+c <by LPP 27λµ‖Π‖,
and consequently, we get κ1 < 27λµ. Therefore, κ2 > 1− 26µ− 27λµ > 1− 53λµ,
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or in other words, qˆΓ2 is a (, 1− 53λµ)-arc, by Lemma 5.6, but for large enough ρ
this is impossible, because [B,C] is (λ, c)-quasi-geodesic.
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Figure 5.

Finally, since the system of contiguity diagrams Γi, i = 1, 2, 3, 4, is essential and
Γ3 is empty, we get that (Π,Γ4, [A,D]) ≥ 1− 23µ− (κ1 + κ2) > 3µ > µ.
Lemma 5.8. Suppose that R satisfies C ′(λ, c, , µ, ρ)-condition and , ρ are large
enough. Suppose that R ∈ R and U, V are disjoint subwords from R such that for
some words T1, T2 ∈ X∗, ‖T1‖, ‖T2‖ ≤ 2 and T−11 UT2 =H V ±1.
Then ‖U‖, ‖V ‖ ≤ 2µ‖R‖.
Proof. The statement follows from the definition of the small cancellation condition
C ′(λ, c, , µ, ρ) (see properties (2.1) and (2.2) in the definition of C ′(λ, c, , µ, ρ)) and
Corollary 3.2. 
6. van Kampen diagrams over HNN-extensions
Let G = 〈X | R〉 be a group presentation. Let S be a subset of X. Then an
S-band B is a sequence of cells Π1,...,Πn in a van Kampen diagram such that
• Each two consecutive cells in this sequence have a common edge labeled by
a letter from S;
• Each cell Πi, i = 1, ..., n, has exactly two S-edges (i.e. edges labeled by a
letter from S) having opposite orientations.
We call the sides of an S-band with labels from S ends of the band, and the
sides of the S-band which are separated by the ends sides of the S-band.
The concept of bands naturally occurs when one considers HNN-extensions of
groups as follows.
Let H = 〈X, t | t−1At = B〉, where A,B ≤ G = 〈X | R〉 are isomorphic
subgroups by some isomorphism φ : A → B. Then, from van Kampen’s lemma it
follows that for each W ∈ (X∪{t})∗ such that W =H 1, there exists a disc diagram
(=van Kampen diagram) ∆ over the presentation
H =
〈
X ∪ {t} | R ∪ {t−1atφ(a)−1 | a ∈ A}〉(43)
38
such that lab(∂∆) = W and ∆ is reduced, in the sense that it contains minimal
number of t-bands among all van Kampen diagrams with boundary labelW . A well-
known fact is that either ∆ does not contain t-bands (which implies that W ∈ X∗
and W =G 1) or all the t-bands of ∆ have their edges with label t
±1 on the boundary
∂∆ of ∆. For more details see, for example, [33, 48].
Analogously, if H is obtained from G by multiple HNN-extensions with respect
to isomorphic subgroups φ1 : A1 → B1, . . . , φn : An → Bn, namely,
H =
〈
X ∪ {t1, . . . , tn} | R ∪ {t−1i aitiφi(ai)−1 | 1 ≤ i ≤ n, ai ∈ Ai}
〉
,
Then for each 1 ≤ i ≤ n, either W does not contain letters from {t±1i } or in ∆ all
ti-bands have their ends on ∂∆ and moreover, every edge of ∂∆ with a label from
{t±1i } is connected with a ti-band to another edge on ∂∆ with the same label.
7. Slender conjugacy diagrams and their geometry
7.1. Slender conjugacy diagrams over hyperbolic groups. Let H = 〈X | O〉,
|O| <∞, |X| <∞, be a non-cyclic δ-hyperbolic group with respect to Γ(G,X) for
some δ ∈ N.
We call a disk diagram ∆ with quadrilateral boundary ABCD, a d(U, V )-
conjugacy diagram over 〈X | O〉 if lab(AB) = lab(DC) and lab(BC) = U , lab(AD) =
V .
We say that ∆ is a slender (U, V )-conjugacy diagram over 〈X | O〉, if AB has
minimal length among all (U, V )-conjugacy diagrams over 〈X | O〉. Also we say
∆ is a cyclically slender (U, V )-conjugacy diagram over 〈X | O〉 if it is a (U ′, V ′)-
conjugacy diagram for some cyclic shifts U ′ and V ′ of U and V , respectively, and
in addition,
‖lab(AB)‖ =
min{‖lab(A′B′)‖ | ∀(U ′, V ′)-conj. diagram ∆′ with ∂∆′ = A′B′C ′D′,
where U ′ and V ′ are, respectively, cyclic shifts of U and V }.
For arbitrary points O ∈ AB and O′ ∈ DC, let us call them mirroring points if
lab(AO) = lab(DO′).
Lemma 7.1. If (U, V )-conjugacy diagram ∆ has two different pairs of mirroring
points (O1, O
′
1) and (O2, O
′
2) such that in Proj(∆), O1 is joined to O
′
1 by a path
p1 and O2 is joined to O
′
2 by a path p2 such that lab(p1) ≡ lab(p2), then ∆ is not
slender.
Proof. Indeed, if the statement of Lemma 7.1 holds, then we can remove the sub-
diagram in ∆ bounded between O1, O2, O
′
2 and O
′
1 and obtain a new diagram ∆
′
with ∂∆′ = A′B′C ′D′, where A′B′ is shorter than AB. This procedure is depicted
in Figure 6. Since the boundary label of the newly obtained diagram ∆′ represents
the trivial element of G, by van Kampen’s lemma, there exists a disk diagram over
〈X | O〉 with boundary of ∆′. Since lab(A′B′) = lab(D′C ′), then, in fact, the new
disk diagram is a (U, V )-conjugacy diagram over 〈X | O〉 as well. Finally, since the
length of A′B′ is strictly shorter than the length of AB, by definition, ∆ is not a
slender diagram.
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Figure 6. The left diagram is Proj(∆), lab(p1) = lab(p2). The
right diagram is ∆′, which is obtained after making a surgery on
∆ to remove the colored subdiagram.
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Based on Lemma 7.1 and Corollary 3.2, it is not hard to see that the following
is true.
Lemma 7.2. Let U, V ∈ X∗ be cyclically (λ, c)-geodesic words such that U ∼conj V
in H. Suppose that ∆ is a slender (U, V )-conjugcy diagram with the standard
boundary ABCD. Then ‖AB‖ = ‖DC‖ ≤ τ(|X|, δ, λ, c), where τ : N4 → N is
a computable function independent of H. In other words, there exist cyclic shifts
U ′, V ′ ∈ X∗ of U and V , respectively, and a word T ∈ X∗ such that ‖T‖ ≤
τ(|X|, δ, λ, c) and U ′ =H T−1V ′T .
In fact, Lemma 7.2 is a slight variation of Lemma 10 in [29] and Proposition 3
in [2].
Lemma 7.3 (About conjugacy diagrams over HNN-extensions). Let ∆ be a reduced
conjugacy diagram over the presentation (43) such that ∂∆ = ABCD, lab(AB) =
lab(DC). Then either ∆ does not contain t-bands joining AB to DC or if B is such
a band with its ends e1 ∈ AB and e2 ∈ DC, then (e1)+ and (e2)+ are mirroring
pair of points.
Proof. It follows immediately from Collins’ Lemma (see Lemma 3.13). 
7.2. Cyclically slender conjugacy diagrams over quotient groups with
small cancellation conditions.
Definition 7.1 ((cyclically) (λ, c, , η)-reduced words). For  > 0, 0 < η ≤ 1,
a cyclically reduced word W ∈ X∗ is called (λ, c, , η)-reduced over the quotient
G = H/  R  if W is (λ, c)-quasi-geodesic in Γ(H,X) and moreover, W does
not contain a (, η)-subword. And it is called cyclically (λ, c, , η)-reduced, if all
cyclic shifts of W are (λ, c, , η)-reduced.
For the next lemma, let H = 〈X〉 be a δ-hyperbolic group with respect to
the generating set X, and let G = H/  R = 〈H | R〉, where R is a finite
symmetric set of words satisfying the small cancellation condition C ′(λ, c, , µ, ρ)
for appropriately chosen parameters λ  c    µ  ρ.
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Lemma 7.4. Let U, V ∈ X∗ be cyclically (λ, c, , 1− 121λµ)-reduced words. Then
for any reduced cyclically slender (U, V )-conjugacy diagram ∆ with ∂∆ = ABCD,
assuming that ∆ contains an R-cell, we get that ∆ contains an essential R-cell Π
which is connected to AB, BC, CD and DA by contiguity subdiagrams Γ1, Γ2, Γ3
and Γ4, respectively, and the following hold
(1) Γ2 and Γ4 are non-empty;
(2) (Π,Γ2, BC) + (Π,Γ4, DA) ≥ 1− 121λµ; and
(3) (Π,Γ1, AB) and (Π,Γ3, CD) are either empty or smaller than 49λµ.
Proof. Proof of Lemma 7.4 is given in Appendix (see Subsection 15.2). 
Definition 7.2. If ∆ is a cyclically slender (U, V )-conjugacy diagram over the
quotient G = 〈H | R〉, then we say that ∆ is a (U, V )-conjugacy H-diagram if
G does not contain an R-cell, otherwise, we say that ∆ is a (U, V )-conjugacy G-
diagram.
Convention 7.1. In the rest of the text for the quotient G = H/  R  we
assume that the parameters λ, c, , µ, ρ are chosen so that 1 > 1−122λµ > 0 and no
(λ, c)-quasi-geodesic path in Γ(G,X) contains an (, 1−122λµ)-arc (with respect to
G = H/ R).
Note that we can make this assumptions without loss of generality because of
Lemma 5.6.
7.3. An application of Lemma 7.4. Lemma 7.4 together with Lemma 5.8 im-
plies the following.
Lemma 7.5. Let H = 〈X〉 be a torsion-free non-elementary hyperbolic group and
G = H/ R satisfies the C ′(λ, c, , µ, ρ)-condition for sparse enough parameters
λ  c    µ  ρ.
(i) For any U ∈ X∗ and k ∈ N such that U is a cyclically minimal word in
Γ(G,X), Uk does not contain a (, 1− 122λµ)-subword with respect to the
quotient G = H/ R.
(ii) Suppose that U,W ∈ X∗ are such that U =G W k for some k ≥ 2 and
‖U‖ < µρ− c
λ
− 2.(44)
Then U =H W
k. In particular, if U /∈ E(W ) in G, then U /∈ E(W ) in H.
Proof. (i). Let U be as in the statement of the lemma. By contradiction, assume
that U contains a (, 1− 122λµ)-subword V .
For sparse enough standard parameters λ, c, µ, ρ, by Lemma 3.8, Uk is a (λ, c)-
quasi-geodesic word in Γ(G,X). Then, since by the assumption U is cyclically
minimal in Γ
(
G,X
)
, by Convention 7.1, we get that V is not a subword of a cyclic
shift of U . This means that V is of the form
lab(qˆΓ2) = (U
′)nQ,
where U ′ is a cyclic shift of U , n ≥ 1, and Q is a prefix of U ′.
By the definition of (, 1− 122λµ)-subwords, in the Cayley graph Γ(G,X), there
exist paths p and q such that lab(p) is a subword of a word R from R, lab(q) = Uk
and d(p−, q−), d(p+, q+) ≤ .
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Note that, by Corollary 3.1, the Hausdorff distance between p and q is bounded
from above by + 2Rλ,c + 2δ <
by LPP 2.
Now let us separately consider the cases when n = 1 and when n > 1.
Case 1:(n = 1). In this case, let us partition q = q1q2q3, where lab(q1) = lab(q3) =
Q. Let us also partition p = p1p2p3 such that (p1)+ and (p2)+ are the closest
points on pΓ2 correspondingly to (q1)+ and to (q2)+. Since lab(q1) = lab(q3) and
dHaus(p, q) < 2, from Lemma 5.8 it follows that ‖p1‖, ‖p3‖ ≤ 2µ‖R‖ < µλ‖R‖.
Then, combining this with (46), we get that ‖p1p2‖ > 1 − 23λµ. But, since
‖U ′‖ = ∥∥p1p2∥∥ and U ′ is a geodesic word in Γ(G,X), by Convention 7.1, we
get a contradiction. Thus we are done with the case n = 1.
Case 2:(n > 1). In this case, again we partition q into three parts q = q1q2q3 such
that lab(q1) = lab(q3) and lab(q2) is a suffix of U
′. Then, since lab(q) = (U ′)nQ
and n ≥ 2, we get that ‖q1‖ = ‖q3‖ > 13‖q2‖, hence ‖q‖ < 3‖q1‖. Also just like
we showed in case n = 1, by Lemma 5.8, in this case ‖q1‖, ‖q3‖ ≤ 2µ‖R‖ as well.
Therefore, ‖q‖ < 6µ‖R‖. But if ρ and µ are chosen sparse enough, then the last
inequality, combined with ‖R‖ ≥ ρ, contradicts the assumption that lab(q) contains
a (, 1− 122λµ)-subword associated with R.
(ii). Suppose that U and W are as in the statement of the lemma and we have
U =G W
k for some k ≥ 2. Also, by contradiction, assume that U 6=H W k.
Let U ′ ∈ X∗ be a cyclically (λ, c, , 1−121λµ)-reduced word such that U ′ ∼conj U
in G (clearly such a word exists). Then there exists a word W ′ ∈ X∗ such that
U ′ =G (W ′)k.
Now, let W ′′ ∈ X∗ be a cyclically minimal representative of W ′ with respect
to G. This means that there exists T ∈ X∗ such that W ′ =G TW ′′T−1 and
W ′′ has minimal length among all such words. In particular, this means that
U ′ =G T (W ′′)kT−1 and W ′′ is cyclically geodesic in Γ
(
G,X
)
. Note that, since G is
a quotient of H, we get that W ′′ is also cyclically geodesic in Γ
(
H,X
)
. Therefore,
if λ and c are large enough, then by Lemma 3.8, (W ′′)k is cyclically (λ, c)-quasi-
geodesic in Γ
(
H,X
)
.
Since W ′′ is conjugate to W ′ in G and U ′ =G (W ′)k, there exists a (U ′, (W ′′)k)-
conjugacy diagram over G. Hence there exists a cyclically slender (U ′, (W ′′)k)-
conjugacy diagram over G. Let ∆ be such a diagram. As before, let us denote ∂∆ =
ABCD, where lab(BC), lab(AD) are cyclic shifts of (W ′′)k and U ′, respectively,
and lab(AB) = lab(DC) are geodesic words in Γ
(
G,X
)
.
Since U ′ is cyclically (λ, c)-quasi-geodesic in Γ(H,X), by Lemma 5.3, ∆ contains
an essential R-cell, Π. Let Γ1, Γ2, Γ3 and Γ4 be essential -contiguity subdiagrams
connecting Π to AB, BC, CD and DA, respectively. Since we chose ∆ to be
cyclically slender, by Lemma 7.4, Γ2 and Γ4 are non-empty and
(45) (Π,Γ2, BC) + (Π,Γ4, DA) ≥ 1− 121λµ.
Also, by (44), using triangle inequalities and the fact that ∂Π is (λ, c)-quasi-
geodesic, we get
‖qˇΓ4‖ ≤
(‖U‖+ 2)λ+ c ≤by (44) µρ.
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Therefore,
(Π,Γ4, DA) <
µρ
ρ
= µ.
Combining this with (45), we get
(46) (Π,Γ2, BC) > (1− 121λµ)− µ > 1− 122λµ.
Since lab(BC) = (W ′′)k and W ′′ is cyclically minimal in Γ(G,X), by Part (i) of
the current lemma, we get a contradiction.

8. Algorithms
This section is dedicated to the description of the core algorithms needed for the
further exposition.
Convention: In this section, for our purposes, it will be convenient to consider
any word W ∈ X∗ as a labeled circle σ such that its label is equal to W when we
read it in the clockwise direction starting from some point on it. We denote the
length of σ by ‖σ‖.
Throughout this subsection we are interested in words up to their cyclic shifts.
Taken this into account, for a labeled circle σ, we will say that lab(σ) = W if
its label is equal to W if we read it in the clockwise direction starting from some
point on it. For the circle σ we introduce the following quasi-metrics,
−→
d and
←−
d :
for any points A,B ∈ σ, −→d (A,B) is the length of the arc connecting A to B in
the clockwise direction and
←−
d (A,B) = ‖σ‖ − −→d (A,B). Also, for ε > 0, we say
that B is in ε-neighborhood of A (denoted B ∈ Nε(A)) if either −→d (A,B) ≤  or←−
d (A,B) ≤ .
Oriented arc on σ which, in a clockwise direction, starts at A and ends at B we
denote by [A,B]. The length of the label of [A,B] we denote by
∥∥[A,B]∥∥.
In the further exposition, we will regards R-cells, defined in Section 5, as labeled
circles. Therefore, all the notations on circles are applicable for R-cells.
Also, throughout this section H = 〈X | F〉, |X| < ∞, is a δ-hyperbolic group
with respect to the generating set X given with its (X, δ)-full-presentation.
8.1. A few auxiliary algorithms. Below we are going to describe a few auxil-
iary algorithms which will be used to construct effective algorithms for word and
conjugacy problems in the limit groups over chains of type (3).
Algorithm (λ, c)-smoothing. Let us assume that σ is a labeled circle with a la-
bel from X∗, and let A1, . . . , AK be points on σ such that the labels of the arcs
[A1, A2], [A2, A3], . . . [AK , A1] are (8δ+1)-local geodesics in Γ(H,X). Then we call
the points A1, . . . , AK (λ, c)-break-points of σ.
Below we describe an algorithm which on input receives σ along with the break
points A1, . . . , AK and outputs another labeled circle σ
′ such that lab(σ′) is (8δ+1)-
local geodesic in Γ(H,X) and lab(σ′) ∼conj lab(σ) in H.
43
First, suppose that lab(σ) = W0 =H h0, and suppose that the break points
A1, . . . , AK are recorded in a list which may change after each step of the following
described procedure.
Step 1. Chose a break point A on the circle σ and search for a pair of points
B,B′ ∈ N8δ+1 such that −→d (B,B′) = 8δ + 1 but [B,B′] is not a geodesic arc (i.e.
lab([B,B′]) is not a geodesic word). If such a pair is found, then go to Step 1.1,
otherwise, go to Step 1.2.
Step 1.1. If [B,B′] is not a geodesic arc, then replace the arc [B,B′] of σ with
a shorter arc whose label represents the same element of H. As a result, we obtain
a new labeled circle whose label represents an element of H conjugate to h0. Also,
add the points B,B′ to the list of the break points and remove the break point
which are not on the newly obtained circle from the current list of break points.
Step 1.2. If such points B,B′ are not found, then remove A from the list of break
points.
Step 2. Repeat the procedure of Step 1. for the next break point until there is
no break point left in the list.
Step 3. If there is no break point left, then return the current circle.
Clearly the procedure described in Step 1 and Step 2 will eventually halt, since
after each call of Step 1 either the newly obtained circle gets shorter (Step 1.1.)
or the number of break point in the list decreases. Also, it is clear that the newly
obtained labeled circle σ′ is such that lab(σ′) is 8δ+1-local geodesic and lab(σ) ∼conj
lab(σ′) in H.
The following observation will be used for the main algorithm.
Observation 8.1. Suppose that the A1, . . . , AK ∈ σ are enumerated in the clock-
wise direction and [A1, AK ] is marked with some number, say, with 0. Suppose
also that after replacing an arc of the current circle with a new arc on Step 1.1, we
mark the edges of the new arc with the label 0. If σ′ is the returned labeled circle
of(λ, c)-smoothing algorithm, then, clearly, the edges of σ′ which are marked with
0 compose a connected arc.
Now, suppose that ‖σ‖ − ‖σ′‖ = d, d ≥ 0. Then, note that Step 1 was called
during this procedure not more than d times, and since after Step 1.1 the number
of break points in the list increases at most by 1, while after Step 1.2 it decreases
by 1, we get that Step 1.2. was called during this procedure at most K + d times.
Therefore, Step 1 was called during this procedure at most d+ (K + d) = K + 2d
times. Consequently, the total time required for this procedure is bounded from
above by
fS(δ, |X|)(K + d),(47)
where fS : N → N is a computable function depending only on δ and |X|. After
summarizing, we get to the following lemma.
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Lemma 8.1. For input σ, A1, . . . , AK ∈ σ if the output of the algorithm
(λ, c)-smoothing is shorter than σ by d, then the time which (λ, c)-smoothing
spent before halting is bounded from above by fS(δ, |X|)(K + d), where fS : N→ N
is a computable function depending only on δ and |X|.
As we already mentioned the procedure of Step 1 and Step 2 ends up with a
cyclically 8δ + 1-local geodesic word. However, as it is apparent from Lemma 3.2,
for large enough constants λ, c, 8δ + 1-local geodesiceness implies cyclically (λ, c)-
quasi-geodesicness. Therefore, since our primary interest in this procedure is about
obtaining cyclically (λ, c)-quasi-geodesic word conjugate to W0 in H, we name this
algorithm (λ, c)-smoothing (with respect to the input σ and A1, . . . , AK ∈ σ).
Also, note that if we consider all the points on σ as break points, then the
(λ, c)-smoothing algorithm becomes the well-known algorithm for finding (8δ+ 1)-
local geodesic word conjugate to the given word (see, for example, [9]). In case all
the points on σ are regarded as break points then we call this algorithm (λi, ci)-
cyclic-reduction.
Algorithm ShortLex. (Shapiro’s Algorithm on ShortLex normal forms). As in
[15], for a given element g ∈ H, we define the ShortLexH normal form of g with
respect to X as lexicographically the least word W ′ ∈ X∗ such that W ′ =H g. Anal-
ogously, for W ∈ X∗, we denote W ′ = ShortLexH(W ) if W ′ is lexicographically
the least word in X∗ such that W =H W ′.
According to Shapiro’s theorem described in [15], there is a linear-time algorithm
which for any input W ∈ X∗ finds W ′ = ShortLexH(W ). Moreover, as it follows
from the proof of the theorem in [15], the time complexity of this procedure is
bounded from above by
fSL(|X|, δ)‖W‖,(48)
where fSL is a computable function independent of H and W . We name this algo-
rithm simply ShortLex.
8.2. The main algorithm. ((λ, c, , η)-cyclic-reduction.)
As above, let H = 〈X〉 be a δ-hyperbolic group with (X, δ)-full presentation
H = 〈X | F〉. Let G = H/ R , where R is a finite set of words satisfying the
small cancellation condition C ′(λ, c, , µ, ρ) for large enough standard parameters
λ  c    µ  ρ. Note that, as it follows from 5.3, the group G is a non-
elementary hyperbolic group.
Let 0 < η < 1 be a fixed rational constant such that
2η − 3/2 > 3λ(1− η).(49)
In this subsection, our goal is to describe an algorithm (see (λ, c, , η)-cyclic-reduction
algorithm below) which for an input word W ∈ X∗ (inputed as a labeled circle),
outputs a word W ′ ∈ X∗ such that W ∼conj W ′ in G and W ′ is cyclically (λ, c, , η)-
reduced in Γ(G,X). Moreover, if W and all its cyclic shifts do not contain (, η)-
subwords, then W ∼conj W ′ in H. The algorithm will be universal in the sense
that it does not depend on the choice of H and G. We also would like to note that
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the main technical difficulties for this algorithm are connected with making it as
fast as possible.
Lemma 8.2. Suppose that W ∈ X∗ is (λ, c)-quasi-geodesic word in H and W ′ is
a geodesic word in H such that W =H W
′. If W contains an (, η)-subword, then
W ′ contains a (2, η)-subword.
Lemma 8.3. Let σ be a labeled circle which contains an (, η)-arc. Then there
exist points A,B ∈ σ such that [A,B] contains an (, η)-arc and ‖[A,B]‖ ≤ N˜ .
Observation 8.1. As it follows from Lemma 5.5, if a cyclic shift of a word W ∈ X∗
contains an (, η)-subword, then this subword must be associated with a word from
R whose lengths is bounded from above by λ(‖W‖+2)+cη . This boservation leads us
to the following definition.
Define
nR =
{
R ∈ R | ‖R‖ ≤ λ(‖W‖+ 2) + c
η
}
where n = ‖W‖, and let C(nR) be an upper bound of time required for constructing
a set of representatives of nR up to cyclic shift.
Let us denote
L˜n = dλ(ηLn + 2) + ce and ln = min{‖R‖ | R ∈n R}.(50)
The following simple key observation is the main motivation for considering L˜n.
Observation 8.2. Suppose that A1, . . . , Asσ are such that
−→
d (Ai, Ai+1) ≤ L˜n for
1 ≤ i < s and −→d (As, A1) ≤ L˜n. Then, if σ contains an (, η)-arc, there exists a
point Ai ∈ {A1, . . . , As} such that the L˜n-neighborhood of Ai contains an (, η)-arc.
Let kn = #
{
nR/ ∼cyclic shifts
}
, where ∼cyclic shifts is the equivalence relation
for cyclic shifts. Now let nR˜ def= {R1, . . . , Rkn} ⊂ nR be a set of representatives
of the set nR/ ∼cyclic shifts.
Next, let us partition the elements from nR˜ in the following way: partition the
words Ri ∈n R˜, i = 1, . . . , kn, in the form
Ri = U
1
i U
2
i . . . U
si
i ,
where
⌊
1
1−η
⌋ − 1 < si ≤ ⌈ 11−η ⌉, ‖U ji ‖ = ⌊(1− η)‖Ri‖⌋, for j = 1, . . . , si − 1, and⌊
(1− η)‖Ri‖
⌋ ≤ ‖Usii ‖ < 2⌊(1− η)‖Ri‖⌋.
Now let us define
nR′ =
{
Uˆ ji
def
= U1i . . . U
j−2
i U
j+1
i U
j+2
i . . . U
si
i | (i, j), 1 ≤ i ≤ kn, 1 < j < si
}⋃
{Uˆ1i def= U2i U3i . . . Usi−1i }
⋃
{Uˆsii def= U1i U2i . . . Usi−2i }
and also, by using the convention U0i
def
= Usii , define
nR′′ = {U j−1i U ji | (i, j), 1 ≤ i ≤ kn, 1 ≤ j ≤ si}.(51)
Then we have
(52)
(2η − 1)‖Ri‖ ≤ Uˆ ji ≤ (3η − 1)‖Ri‖,
2(1− η)‖Ri‖ ≤ ‖U j−1i U ji ‖ ≤ 3(1− η)‖Ri‖.
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One of the motivations for considering the sets nR′ and nR′′ is revealed in the
following proposition.
Proposition 8.1. Let W ∈ X∗ be a word containing a (, η)-subword V . Suppose
n = ‖W‖. Then V contains a subword V ′ of the form
V ′ =H E−11 U
′E2,
where U ′ ∈ nR′ and E1, E2 ∈ X∗, ‖E1‖, ‖E2‖ ≤ 2. Hence V ′ is a (2, 3η − 2)-
subword of W .
Proof. By definition and Observation 8.1, there exist T1, T2 ∈ X∗, ‖T1‖, ‖T2‖ ≤ 
and R ∈ nR such that for some subword U of R, ‖U‖ ≥ η‖R‖ and
V =H T
−1
1 UT2.
Let R = UU¯ . Then, since ‖U¯‖ ≤ (1−η)‖R‖, there exists a word U j−1i U ji such that
U¯ is a subword of U j−1i U
j
i . But this means that Uˆ
j
i is a subword of U . Therefore,
by the inequality  >by LPP 2Rλ,c+2δ and by Corollary 3.1, we get that there exists
a subword V ′ of V and E1, E2 ∈ X∗, ‖E1‖, ‖E2‖ ≤ 2, such that V ′ =H E−11 U ′E2.
Finally, since we have ‖Uˆ ji ‖ > ‖R‖ − 3b(1− η)‖R‖c ≥ (3η − 2)‖R‖, we get that V ′
is a (2, 3η − 2)-subword of W .

Now let us define
E0( nR′) = {ShortLex(T−11 Uˆ ji T2) | (i, j), 1 ≤ i ≤ kn, 1 ≤ j ≤ si,
T1, T2 ∈ X∗, ‖T1‖, ‖T2‖ ≤ 3}.
Lemma 8.4. The sum of the lengths of the words from E0( nR′) is bounded from
above by fE0(|X|, , η)Lnkn, where fE0 : N→ N is a computable function depending
only on |X|,  and η.
Proof. Indeed, first of all note that
#E0( nR′) ≤ kn
⌈
1
2(1− η)
⌉
|X|6.
Therefore,∑
W∈E0( nR′)
‖W‖ ≤ (η′Ln + 6)#E0( nR′) ≤ (η′Ln + 6)kn
⌈
1
2(1− η)
⌉
|X|6
< (η′ + 6)
⌈
1
2(1− η)
⌉
|X|6Lnkn.
Now define fE0(|X|, , η) = (η′ + 6)
⌈
1
2(1−η)
⌉
|X|6. 
The main motivation for considering the set E0( nR′) is observed in the following
proposition.
Proposition 8.2. Suppose that W ∈ X∗ is a (λ, c)-quasi-geodesic word in Γ(H,X)
containing an (, η)-subword and ‖W‖ ≤ n. Then the word W ′ = ShortLexH(W )
contains a subword from E0( nR′) which is also a (3, η′)-subword.
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Proof. First of all, note that, by Proposition 8.1, W contains a (2, η′)-subword,
say, V .
Let us consider a bigon in Γ(H,X) with boundary pq−1 such that lab(p) = W and
lab(q) = W ′. Also, let p1 be a subpath on p such that lab(p1) = V . By Corollary
3.1, the Hausdorff distance between p and q is bounded from above by 2δ + Rλ,c.
Therefore, since  > 2δ + Rλ,c, we get that there is a subpath q1 on q such that
d((p1)−, (q1)−), d((p1)+, (q1)+) < , which implies that lab(q1) is a (3, η′)-subword
of W ′.
Now, since all subword of a word in ShortLex form are also in ShortLex form,
combining with Observation 8.1, we get that lab(q1) ∈ E0( nR′). 
Now let us describe the (λ, c, , η)-cyclic-reduction algorithm.
8.2.1. Description of (λ, c, , η)-cyclic-reduction.
Input/Output. As an input the algorithm receives a labeled circle σ with lab(W ) ∈
X∗ and outputs a word W ′ such that W ′ ∼conj W in G and W ′ is cyclically
(λ, c, , η)-reduced. Let ‖W‖ = n.
Step 0. Compute W0 such that W0 is cyclically 8δ + 1-local geodesic (hence, W0 is
(λ, c)-quasi-geodesic in Γ(H,X)) and W0 ∼conj W in H.
Let σ0 be a labeled circle such that lab(σ0) = W0.
Step 1. If ‖σ0‖ ≥ 2L˜n, then partition σ0 by points A1, A2, . . . , As ∈ σ0 such that−→
d (Ai, Ai+1) = L˜n for 1 ≤ i < s and −→d (As, A1) ≤ L˜n. Then s = b‖σ0‖L˜m c+ 1.
Otherwise, if ‖σ0‖ ≤ 2L˜n take A1 ∈ σ0 arbitrarily and define A2 ∈ σ0 as the oppo-
site to A1 point on σ0 in the sense that
−→
d (A1, A) =
−→
d (A,A1)± 1.
Include the elements A1, A2, . . . , As in a list of special points which we simply call
List.
Let us save the value of σ0 in a special variable σ
′ which is by itself a labeled
circle.
Now for all elements A ∈ List do the procedure of Step 2 as follows.
Step 2. If ‖σ′‖ < 2L˜n, then consider the points B1, B2 ∈ σ′ such that B1 = B2 and−→
d (B1, A) =
−→
d (A,B1)± 1 (thus B1 is the opposite vertex point of A on σ′). Oth-
erwise, if ‖σ′‖ ≥ 2L˜n choose B1, B2 ∈ σ′ such that −→d (B1, A) = −→d (A,B2) = L˜n.
Then go to Step 2.1 as follows.
Step 2.1. Compute WA
def
= ShortLex(lab[B1, B2]) and go to Step 2.2.
Step 2.2. Search for a subword from E0( nR′) in WA using Aho-Corasick’s string
search algorithm. (A formal description of Step 2.2 via pseudo-code is given in
Algorithm 1).
48
If such a subword is not found, then conclude that [B1, B2] does not contain a
(, η)-subword and go to Step 2.2.1 as follows, otherwise go to Step 2.2.2.
Step 2.2.1. Remove A from List. Then, if List is not empty, choose another
point from List and return to Step 2 with the chosen point as the input. Other-
wise, return lab(σ′) and halt.
Step 2.2.2. Suppose that WA contains a subword from E0( nR′) of the form
ShortLex(T−11 Uˆ
j
i T2). Then,
(1) InWA replace the subword ShortLex(T
−1
1 Uˆ
j
i T2) with the word T
−1
1 U
j−1
i U
j
i T2.
Denote the new word by W ′A,
(2) Compute W ′′A
def
= ShortLex(W ′A) and replace the arc [B1, B2] of σ
′ with a
new arc [B′1, B
′
2] such that lab([B
′
1, B
′
2]) = W
′′
A,
(3) Change the value of σ′ by prescribing to it the newly obtained labeled circle,
(4) Add the points B′1 and B
′
2 to List,
(5) If the point A was the i-th point which was checked in Step 2, then mark
the arc [B′1, B
′
2] of σ
′ with i,
(6) Go to Step 2.2.3 as follows.
Step 2.2.3. Apply the (λ, c)-Smoothing algorithm with inputs lab(σ′), B′1, B
′
2 and
then mark all the newly obtained edges during the process of running
(λ, c)-Smoothing(lab(σ′), B′1, B
′
2) with i. Save the newly obtained labeled circle
again in the variable σ′.
Step 2.2.4. Suppose that the new labeled circle σ′, obtained after Steps 2.2.2 and
2.2.3, has an arc marked with i which is bounded between some points O,O′ ∈ σ′
(the fact that the edges marked with i form an arc follows from Observation 8.1).
Then partition the arc [O,O′] with the points O1, . . . , Ot ∈ [O,O′] such that
O1 = O, O2 = O
′ and for 1 ≤ i < t, −→d (Oi, Oi+1) = L˜n and −→d (Ot−1, Ot) ≤ L˜n.
Add the points O1, . . . , Ot to List and then choose another point from List and
go to Step 2 with the chosen point as the input.
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Figure 7. Graphical explanation of Steps 2-2.2.4 of
(λ, c, , η)-cyclic-reduction algorithm in case when the re-
sult of search in Step 2.2 is positive. In the figure WA is the
ShortLex for of the label of the arc [B1, B2] which gets replaced
with a shorter arc labeled with label W ′′A as in Step 2.2.2.
Below we give a more formal description of Step 2.2 based on Aho-Corasick’s
famous algorithm (see [1] for the description of the algorithm) for multiple string
search.
Algorithm 1 Searching for (3, η′)-arcs
1: Input: W ∈ X∗, E0( nR′). . W is given in its ShortLexH form.
2: Output: An (3, η′)-subword of W if such a subword exists and 0 otherwise.
3: Apply Aho-Corasick’s string searching algorithm to find all subwords of W from
E0( nR′) . For the description of Aho-Corasick’s algorithmic see [1].
4: if at least one such subword is found then
5: return one of the found subwords . By definition, this subword will be a
(3, η′)-subword.
6: else
7: return 0
8.2.2. Time complexity of (λ, c, , η)-cyclic-reduction. First, we will estimate
the time that (λ, c, , η)-cyclic-reduction algorithm spends on Step 2. To this
end suppose σ1, σ2, . . . , σs are the circles which Step 2 outputs in cases when it
changes the input circle (i.e. when on Step 2.2 algorithm finds a subword from
E0( nR′)). According to Step 2.2.2 (5), this means that for each 1 ≤ i ≤ s, σi
contains an arc whose edges are marked by i and σi does not contain edges marked
with i + 1. Let us denote this arc by qi and suppose that qi replaced an arc pi of
σi−1.
Note that on Step 2.2.2 the algorithm replaces an arc [B1, B2] with an arc
[B′1, B
′
2]. For sparse enough standard parameters λ, c, , µ, ρ we have ‖[B′1, B′2]‖ <
‖[B1, B2]‖. Therefore, after each run of Steps 2-2.2.2 either the number of elements
in List is decreasing or the newly obtained circle is shorter and hence the algorithm
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eventually halts. On the other hand, it follows from Observation 8.2 and Propo-
sition 8.2 that the output circle of (λ, c, , η)-cyclic-reduction does not contain
an (, η)-arc.
Lemma 8.5.
‖[B′1,B′2]‖
‖[B1,B2]‖ ≤ Λ0 < 1, where Λ0 = Λ0(λ, c, , η, Lnln ) is a constant
depending only on λ, c, , η and Lnln .
Proof. Indeed, direct computations show
‖[B′1, B′2]‖ ≤ ‖[B1, B2]‖ − |T−11 Uˆ ji T2|+ ‖T−11 U j−1i U ji T2‖
≤we use (52) 2L˜n − (2η − 1)‖Ri‖
λ
+ 12+ 3(1− η)‖Ri‖
≤by LPP 2L˜n − (2η − 3/2 + 3λ(1− η))‖Ri‖
λ
<by (49) 2L˜n.
Therefore, we get that
‖[B′1,B′2]‖
‖[B1,B2]‖ is of the forms described in the statement of the
lemma. 
Lemma 8.6. For each 1 ≤ i ≤ s, ‖qi‖‖pi‖ ≤ Λ < 1, where Λ = Λ(λ, c, , η, Lnln ) is a
constant depending only on λ, c, , η and Lnln .
Proof. qi is obtained from pi after replacing arcs of pi after applying Step 2.2.2.
(5) and replacing arcs of lengths 8δ+ 1 with shorter arcs after applying Step 2.2.3.
Therefore, taken into account Lemma 8.5, Λ can be taken as Λ = min{Λ0, 8δ/(8δ+
1)}, where Λ0 is defined as in Lemma 8.5. 
Corollary 8.1.
∑s
i=1 ‖qi‖ ≤ Λ1−Λn.
Proof. Indeed, since by Lemma 8.6, qi, 1 ≤ i ≤ s are obtained by replacing an arc
pi of σi−1 of lengths at least ‖qi‖/Λ, we get that
s∑
i=1
‖qi‖ ≤ Λn+ Λ2n+ . . . = Λ
1− Λn.

Lemma 8.7. During the run of (λ, c, , η)-cyclic-reduction algorithm, the total
number of points added to List (See Steps 1, 2.2.2 (5) and 2.2.4) is bounded from
above by
2
(1− Λ)L˜n
n.
Hence Step 2 of (λ, c, , η)-cyclic-reduction algorithm is being called not more
than 2
(1−Λ)L˜nn times for input of lengths n.
Proof. It follows directly from the description of (λ, c, , η)-cyclic-reduction al-
gorithm and Corollary 8.1. 
Corollary 8.2. On Step 2.1 in summary —- spends time bounded from above by
f1(|X|, λ, c, , µ, η, k)n1+υ, where f1 : N7 → N is a computable function depending
only on δ and |X|, k is the number of elements in R up to cyclic shifts, and υ = 0
if k = 1, otherwise υ = 1.
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Proof. It follows directly from Lemma 8.7 and from the time complexity properties
of the ShortLex algorithm. See (48).

Corollary 8.3. On Step 2.2 in summary the algorithm spends time bounded from
above by f2(|X|, λ, c, , µ, η, k)n1+υ, where f2 : N7 → N is a computable function
depending only on δ and |X|, k is the number of elements in R up to cyclic shifts,
and υ = 0 if k = 1, otherwise υ = 1.
Proof. Indeed, it follows from Lemma 8.7 and from the time complexity properties
of Aho-Corasick’s string search algorithm. See [1]. 
Corollary 8.4. On Steps 2.2.1-2.2.4 in summary the algorithm spends time bounded
from above by f3(|X|, λ, c, , µ, η, k)n1+υ, where f3 : N7 → N is a computable func-
tion depending only on δ and |X|, k is the number of elements in R up to cyclic
shifts, and υ = 0 if k = 1, otherwise υ = 1.
Proof. Indeed, in terms of time complexity, the hardest part among the Steps 2.2.1-
2.2.4 is Step 2.2.3, and taken this into account, the claim of the corollary follows
immediately from Lemma 8.1. 
Lemma 8.8. Suppose that the above define set nR′ is already computed. Then
there exists a computable function Ψ : Q7 → N such that if the constants λ, c, , µ, ρ, η
are fixed and large enough, then for any word W ∈ X∗, ‖W‖ = n, a cyclic
(λ, c, , η)-reduction of W can be computed in time bounded from above by
(53) Ψ(|X|, λ, c, , µ, η, k)n1+υ
where k is the number of elements in R up to cyclic shifts, and υ = 0 if k = 1,
otherwise υ = 1.
Proof. Indeed, it directly follows from Corollaries 8.2, 8.3 and 8.4. 
9. A subclass of lacunary hyperbolic groups with effectively
decidable word problem and G-conjugacy problem.
In this section we describe a subclass of lacunary hyperbolic groups for which
there is a fast algorithm solving the word problem. As it will be shown in corre-
sponding sections, the groups which are described in theorems 2.2, 2.3 and 2.4 are
constructed so that they belong to that subclass.
9.1. Small cancellation conditions in chains of hyperbolic groups. Let us
consider the chain of hyperbolic groups (3), that is
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . ,(54)
where αi = γi+1 ◦ βi is surjective for i = 1, 2, . . .. All the groups in this chain are
hyperbolic.
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Suppose that for all i ≥ 0, Gi is δi hyperbolic and for all j ≥ 1, Hi is δ′j
hyperbolic, where δi, δ
′
j ∈ N. Also suppose G0 = 〈X | R0〉 is given with its initial
symmetric finite presentation and for all i ∈ N
Hi = Gi−1 ∗ F (Yi)/ Si ,(55)
where |Yi| <∞, Yi ∩βi−1(Gi−1) = ∅ and Si is a finite symmetric set of words from
(X ∪ Yi)∗, and
Gi = Hi/ Ri ,(56)
where Ri is a finite symmetric set of words from (X ∪ Yi)∗ as well.
Let us denote the sequences (λi)
∞
i=1, (ci)
∞
i=1, (i)
∞
i=1, (µi)
∞
i=1, (ρi)
∞
i=1 by λ, c, ,
µ, ρ, respectively.
Definition 9.1 (Small cancellation conditions C ′
(
λ, c, , µ, ρ
)
and C ′′
(
λ, c, , µ, ρ
))
.
We say that the chain (54) satisfies (alternatively, based on the context, we may
say G¯ = limi(Gi, αi) satisfies) the
C ′
(
λ, c, , µ, ρ
)
-condition
of small cancellation, if
(a) The set Ri satisfies the C ′(λi, ci, i, µi, ρi)-condition with respect to Hi =
〈X⋃∪ij=1Yj〉;
(b) The following sequences are computable:
(57)
(Yi)
∞
i=1, (Ri)∞i=0, (Si)∞i=1 and
(δi)
∞
i=0, (δ
′
i)
∞
i=1, (λi)
∞
i=1, (ci)
∞
i=1,(i)
∞
i=1, (µi)
∞
i=1, (ρi)
∞
i=1.
That is there exists an algorithm which on input i ≥ 1 returns
(Yi,Ri,Si, δi, δ′i, λi, ci, i, µi, ρi);
If, in addition, the following condition is satisfied, then in the notations we replace
C ′(λ, c, , µ, ρ) with C ′′(λ, c, , µ, ρ).
(d) For each pair (i, j), 0 < i < j, and each Ri ∈ Ri, Rj ∈ Rj, there are no
subwords Ui and Uj of Ri and Rj, respectively, such that ‖Ui‖ ≥ µi‖Ri‖ and
there exist v1, v2 ∈ (X ∪ Yi)∗, ‖v1‖, ‖v2‖ ≤ i, such that v1Uiv2Uj =Hi 1.
Definition 9.2 (Rank of contiguity subdiagrams). We say that a diagram over
(54) is a i-contiguity subdiagram of rank i if the diagram can be regarded as a
i-contiguity subdiagram over the quotient Gi = Hi/ Ri .
9.2. An auxiliary theorem. Now let G = 〈H | R〉 be fixed and suppose R
satisfies the C ′(λ, c, , µ, ρ) small cancellation condition. Let η = 1−23µ. Then the
following theorem holds.
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Theorem 9.1. Using the above described setting, suppose that λ  c    µ  ρ
are large enough. Then there exists a computable function Ψ : Q6 → Q such that
for any given W ∈ X∗, the checking W =G 1 can be done in time bounded from
above by
(58) aΨ(|X|, λ, c, , µ, k)n1+υ
where n = ‖W‖, k is the number of elements in R up to cyclic shifts, and ε = 0
when k = 1 and ε = 1 when k > 1.
Proof. First of all, notice that if ρ are large enough then the restrictions put on η
and η′ in the beginning of Subsection 8.2 are satisfied if η is defined as η = 1−23µ.
For the given word W ∈ X∗, let σ be a labeled circle such that lab(σ) = W .
Let σ′ be the output of the (λ, c, , η)-cyclic-reduction algorithm (i.e. Algorithm
??), and let lab(σ′) = W ′ for W ′ ∈ X∗. We claim that W ′ is empty if and only if
W =G 1.
First of all, since W ′ ∼conj W in G, the emptiness of W ′ would imply that
W =G 1. Now let us prove the opposite. Suppose that W
′ is not empty. Then
W ′ 6=H 1, because W ′ is 8δ+ 1-local geodesic word in Γ(H,X) and the only 8δ+ 1-
geodesic word in Γ(H,X) which represents the trivial element of H is the empty
word.
On the other hand, since W ′ is a (λ, c)-quasi-geodesic word in Γ(H,X), by
Lemma 5.3, the equation W ′ =G 1 would imply that W ′ contains a (, 1 − 23µ)-
subword. But since W ′ is an output of the (λ, c, , η)-cyclic-reduction algorithm,
this cannot happen. A contradiction. Therefore, it must be that W ′ is empty if
and only if W =G 1.
Now the complexity formula in the statement of the lemma directly follows from
Lemma 8.8. 
Remark 9.1. In the settings of the current subsection, for any word W ∈ X∗,
W =G 1 if and only if the (λ, c, , η)-cyclic-reduction algorithm (i.e. Algorithm ??)
returns the empty word for input W , as it was shown in the proof of Theorem 9.1.
9.3. The definition of the subclass. Let us return to the chain of hyperbolic
groups given by (3) in the introduction. That is the chain of hyperbolic group
homomorphisms:
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . ,(59)
where αi = γi+1 ◦ βi is surjective for i = 1, 2, . . .. Recall that in Subsection 9.1 we
described additional settings for this chain. Namely, for all integers i, i ≥ 0, Gi is
δi hyperbolic and for all j ≥ 1, Hi is δ′j hyperbolic with respect to the generating
set X ∪ Y¯i, where Y¯i = ∪ij=1Yj and δi, δ′j ∈ N. Also we suppose G0 = 〈X | R0〉 is
given with its initial symmetric finite presentation and for all i ∈ N,
Hi = Gi−1 ∗ F (Yi)/ Si ,(60)
where |Yi| <∞, Yi ∩βi−1(Gi−1) = ∅ and Si is a finite symmetric set of words from
(X ∪ Yi)∗, and
Gi = Hi/ Ri ,(61)
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where Ri is a finite symmetric set of words from (X ∪ Yi)∗. Then
G¯
def
= lim
i
(Gi, αi).
In addition, we suppose that the fixed sequences (λi)
∞
i=1, (ci)
∞
i=1, (i)
∞
i=1, (1/µi)
∞
i=1,
(ρi)
∞
i=1 of positive integers are such that the chain (59) satisfies the small cancel-
lation condition C ′
(
λ, c, , µ, ρ
)
. Even more, hereafter we will assume that for all
i ≥ 1, the 5-tuple (λi, ci, i, 1− 121λiµi) satisfies the SP -relation.
Also suppose that the sequences
(62)
(Yi)
∞
i=1, (Ri)∞i=0, (Si)∞i=1 and
(δi)
∞
i=0, (δ
′
i)
∞
i=1, (λi)
∞
i=1, (ci)
∞
i=1,(i)
∞
i=1, (µi)
∞
i=1, (ρi)
∞
i=1
are computable sequences of integers, i.e. there exists an algorithm which on input
i ≥ 1 returns (Yi,Ri,Si, δi, δ′i, λi, ci, i, µi, ρi).
Let us assume that Ψ : Q7 → Q is a fixed computable function satisfying the
conditions defined in Theorem 9.1 (see expression (58)). Let us denote Ψi =
Ψ(|X ∪ Y¯i|, λi, ci, i, µi, ki), where ki is the cardinality of Ri up to cyclic shifts
of its elements.
Definition 9.3 (SP -relation). Let H = 〈X〉, |X| < ∞, be a δ-hyperbolic group,
where δ is a given positive integer. We say that the 5-tuple of positive number
(λ, c, , µ, ρ) satisfies the standard parameters relation, or briefly SP -relation with
respect to (H, δ) if the following holds.
(1) λ, c, , µ, ρ with respect to (H, δ) satisfy all the restrictions and relations put
on λ, c, , µ, ρ for all the lemmas and theorems above (see Section 5),
(2) λ, c, , 1/µ, ρ ∈ N, and
(3) if we define η = 1 − 121λµ and η′ = 3η − 2, then η and η′ satisfy all the
restrictions put on η and η′ in the beginning of Subsection 8.2.
Let g1, g2, . . . : R+ → R+ be a sequence of functions such that for all i ∈ N, g−1i
is computable and
O(gi) ⊆ O(gj) whenever i > j.
For all i ∈ N, let fρ¯ : N → N be a fixed computable function such that for
ρ¯i = fρ¯(i) the 5-tuple (λi, ci, i, µi, ρ¯i) satisfies the SP-relation, and in addition,
ρ¯i ≥ λi(g
−1
i (Ψi) + 2i) + ci
1− 23µi .(63)
Clearly, since i 7→ λi(g−1i (Ψi)+2i)+ci1−23µi is computable, such functions fρ¯ do exist.
Hereafter, by lowest parameter principle, we will always assume that ρi ≥ ρ¯i for
all i ∈ N.
Let us define ξ, ξ¯ : N→ N as follows
ξ¯(i) =
(1− 23µi)ρ¯i − ci
λi
− 2i and ξ(i) = (1− 23µi)ρi − ci
λi
− 2i.
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Note that, in this notations, (63) immediately implies
gi
(
ξ¯(i)
) ≥ Ψi for i = 1, 2, . . . .(64)
Lemma 9.1. Let W ∈ X∗ and W =G¯ 1, but W 6=G0 1. Suppose i ≥ 1 is such that
W =Gi 1, but W 6=Gi−1 1 (i.e. i is the minimum index such that W =Gi 1). Then
‖W‖ > ξ(i).
Proof. First, note that, since the map βi : Gi−1 → Hi is an embedding, the relation
W 6=Gi−1 1 implies that W 6=Hi 1.
Now let W ′ ∈ (X ∪Yi)∗ be the (λi, ci)-cyclic-reduction of W over Γ(Hi, X ∪Yi).
Then, since W ∼conj W ′ in Hi and W 6=Hi 1, we get that W ′ 6=Hi 1. Therefore, if
∆ is a reduced disk diagram over Gi with the boundary label W
′ then, by Lemma
5.3, ∆ contains an Ri-cell Π connected to ∂∆ by a i-contiguity subdiagram Γ such
that (Π,Γ, ∂∆) > 1− 23µi > ηi. Therefore, by the triangle inequality, we have
‖W‖ ≥ ‖W ′‖ ≥ ‖qˆΓ‖ ≥ ‖qˇΓ‖ − ci
λi
− 2i > ηi‖Π‖ − ci
λi
− 2i ≥ ηiρi − ci
λi
− 2i = ξ(i).

Remark 9.2. Note that, since ξ(i) ≥ ξ¯(i), in the setting of Lemma 9.1, Lemma
9.1 implies ‖W‖ > ξ¯(i).
Definition 9.4 (i-th level data). For any fixed i ∈ N, the below described list of
data we call the i-th level data for the chain (59).
(1) The slimness constant δ′i ∈ N of Γ(Hi, X ∪ Y¯i), where recall that Y¯i =
∪ij=1Yj;
(2) The (X ∪ Y¯i, δ′i)-full-presentation Hi = 〈X ∪ Y¯i | Fi〉 of Hi;
(3) The constants δi−1, δ′i, λi, ci, i, µi, ρ¯i;
(4) ξ¯(i).
Note that, since the sequences (62) are computable by our assumption, there
exists an algorithm which computes the i-the level data, i.e. there exists a (deter-
ministic) Turing machine TM which, for the input i ∈ N, outputs the i-th level
data. Indeed, the computability of the data from parts (1), (2) and (4) of Definition
9.4 is straightforward.
Let TM be a fixed deterministic Turing machine which, for all inputs i ≥ 1,
computes the i-th level data for the presentation (59) of G¯. Suppose that φ : N→ N
is a recursive function, such that for i ∈ N, φ(i) is the number of steps TM
makes after input i before it halts. Let Φ : N → N be a function defined as
Φ(i) =
∑i
j=1 φ(i), for i ∈ N.
Let I : N→ N be the integer valued function such that
Φ(I(n)) ≤ n < Φ(I(n) + 1).
In other words, if we run TM consecutively for inputs i = 1, 2, . . ., then after the
n-th step I(n)-th level data will be computed, but I(n) + 1-th level data will not.
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Now for i, n ∈ N, in analogy with the set (51), let us define
nRi =
{
R | R ∈ Ri, ‖R‖ ≤ λi(n+ 2i) + ci
1− 23µi
}
.
The motivation behind the definition of nRi is that if a word W ∈ X∗, ‖W‖ = n,
is not trivial in Hi but trivial in Gi, then W must be trivial also in the group
Hi/n Ri . This follows from Lemma 5.3.
Since, by our assumptions, the sequences (62) are computable, the sets nRi are
computable too, i.e. there exists an algorithm which for input (n, i) returns nRi.
Let C : N → N be a (time-constructible) function such that, for some fixed Turing
machine computing the words nRi, C(n, i) is the time the machine spends after
input (n, i) before it halts. Define
C
nRi = max{C(n, j) | 1 ≤ j ≤ i}.
The main theorem of this section is the following.
Theorem 9.2. If the standard parameters are sparse enough, the word problem in
G¯ can be solved in time
O(C
nRI(n) + gk(n)n
1+υ
)
,
where k ∈ N is any positive integer, n is the length of the input word from X∗ and
υ = 0 if for all but finitely many i ≥ 1, Ri contains one word up to cyclic shifts,
otherwise, υ = 1.
Proof. For a given word W ∈ X∗, first of all, without loss of generality assume that
‖W‖ ≥ ξ(1) and W 6=G0 1. Now, to check whether W =G¯ 1 or not, we can apply
the following procedure:
S-1. Run the Turing machine TM consecutively for inputs k = 1, 2, . . . and
stop after exactly ‖W‖ steps. Suppose that, as a result, the i0-th level
data is constructed, but the (i0 + 1)-st level data is not constructed, i.e.
i0 = I(‖W‖);
S-2. Find the maximum integer index i1 from the interval [1, i0] such that ξ¯(i1) ≤
‖W‖;
S-3. Construct the set nRi1 , where n = ‖W‖;
S-4. Run the (λi1 , ci1 , i1 , 1− 121λi1µi1)-cyclic-reduction algorithm with in-
put circle σ such that lab(σ) = W . Note that, in order to run this algorithm,
we need the i1-th level data and the set nRi1 .
Note that if W =G¯ 1, then there is minimum j0 ≥ 1 (recall that we assumed
W 6=G0 1) such that W =Gj0 1.
Claim. j0 ≤ i0.
Proof of the claim. First of all, we have Φ(i0) ≤ ‖W‖ < Φ(i0 + 1). We have
ξ(j0)
by def
=
(1− 23µj0)ρj0 − 2λj0j0 − cj0
λj0
≥byLPP Φ(j0).
Therefore, since by Lemma 9.1 we have ‖W‖ > ξ(j0), we get ‖W‖ > Φ(j0). On the
other hand, since ‖W‖ < Φ(i0 + 1) and Φ is an increasing function, from the last
inequality we get i0 + 1 > j0. Therefore, i0 ≥ j0. The claim is proved. 
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Since, by the above claim, j0 < i0, and by Remark 9.2, η¯(j0) < ‖W‖, in view
of the way i1 was defined, we get that j0 ≤ i1. Therefore, the equality W =Gj0 1
implies W =Gi1 1. Thus W =G¯ 1 if and only if W =Gi1 1, hence on step S-4 the
(λi1 , ci1 , i1 , ηi1)-cyclic-reduction algorithm returns empty word for input W (see
Remark 9.1).
Now we are in a position to show that the time complexity estimations in the
statement of the theorem, in fact, are true. For that reason, first, notice that
on steps S-1 and S-3 the procedure spends ‖W‖ + CRnm = O
(CRnm + n1+υgj0(n))
time. Next, since i0 < ‖W‖ and since before the step S-2 the i-th level data
already was constructed for i = 1, 2, . . . , i0, we get that on step S-2 the procedure
spends O(‖W‖) time. Finally, on step S-4, by Theorem 9.1, the procedure spends
aΨ
(|X ∪ Yi1 |, λi1 , ci1 , i1 , µi1 , ki1)n1+υ = aΨi1n1+υ time, where a is a constant not
depending on G¯ and ki1 is the number of elements in Ri1 up to cyclic shifts. Since
‖W‖ > ξ¯(i1) and gi1 is increasing, by (64) we get aΨi1n1+υ = O
(
gi1(n)n
1+υ
)
.
Thus we confirmed the estimations in the statement of the lemma.

Remark 9.3. Note that in Theorem 9.2, we did not put any restrictions on the
relators Si, i = 1, 2, . . ., other then that they are recursively enumerable and make
the groups Hi = Gi−1 ∗ F (Yi)/  Si  hyperbolic. However, when instead of the
word problem we consider conjugacy problem in G¯, an analogue to the statement
of Theorem 9.2 no longer holds unless the sets Si possess additional properties.
In fact, the group GL, constructed in the proof of Theorem 2.4, has the structural
properties of the group G¯ from Theorem 9.2 but, nevertheless, the conjugacy problem
is undecidable in it whenever the underlying set L is not recursive.
However, if we restrict ourselves from the conjugacy problem to the so called
G-conjugacy problem, then the analogue of Theorem 9.2 holds as it is shown in
Theorem 9.4.
Remark 9.4. Note that in the proof of Theorem 9.2 we, in particular, showed that
the construction of the I(n)-th level data and the implementation of the (λi1 , ci1 , i1 , ηi1)-
cyclic-reduction algorithm, whenever nRi1 is not empty, can be done in time
O(C
nRI(n) + gk(n)n
1+υ
)
.
Theorem 9.3. If the standard parameters are sparse enough, then the group G¯
from Theorem 9.2 is lacunary hyperbolic.
Proof. First of all, the group G¯ is an inductive limit of groups Gi, i ∈ N, all of which
are hyperbolic. More precisely, G¯ is the inductive limit of the following sequence
G0
α0 G1
α1 . . . .
An immediate corollary of Lemma 9.1 is that, for all i ∈ N, the radius of αi :
Gi → Gi+1, which we denote by ri, satisfies the following inequality
ξ(i+ 1)
by def
=
(1− 23µi+1)ρi+1 − ci+1
λi+1
− 2i+1 < ri.
Combining the last inequality with the inequality ξ(i + 1) ≤ δiΦ(i + 1), we get
δiΦ(i+ 1) < ri. Therefore,
lim
i→∞
δi
ri
≤ lim
i→∞
δi
δiΦ(i+ 1)
= lim
i→∞
1
Φ(i+ 1)
= 0,
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hence, by Lemma 4.1, this means that G¯ is lacunary hyperbolic. 
9.4. G- and H- conjugacy problems in G¯. Effectiveness of the G-conjugacy
problem in G¯. The main goal of this subsection is to define the G-conjugacy
problem for sequences of type (59) (see Definition 9.6) and then show that the
G-conjugacy problem is effectively solvable when the sequences (λi, ci, i, µi, ρi)
∞
i=1
are sparse enough (see Theorem 9.4).
Let G¯ be the group defined in Subsection 9.3 which also carries all the properties
described there.
Definition 9.5 (G- and H-conjugates). Let U, V ∈ X∗. Then we say that U is
G-conjugate to V in G¯ if either U ∼conj V in G0 or there exists i ∈ N such that
U ∼conj V in Gi but U 6∼conj V in Hi.
Analogously, if there exists i ∈ N such that U ∼conj V in Hi, but U 6∼conj V in
Gi−1, then we say that U is H-conjugate to V in G¯.
Definition 9.6 (G- and H-conjugacy problems). For the presentation (59) of G¯
the G-conjugacy problem asks whether there is an algorithm which for any pair
of input words U, V ∈ X∗, decides whether U is G-conjugate to V in G¯ or not.
H-conjugacy problem is defined analogously.
Let us define ζ : N→ N as
ζ(i) =
(1− 121λiµi)ρi − 2ci
λi
− 4i.
Lemma 9.2. Suppose that the standard parameters are sparse enough, and U, V ∈
X∗ are such that U is G-conjugate to V in G¯. Then there exists i ∈ N such that
ζ(i) ≤ ‖U‖+ ‖V ‖, i ≤ I(‖U‖+ ‖V ‖) and U ∼conj V in Gi, but U 6∼conj V in Hi.
Proof. If U ∼conj V in G0 then the statement is obvious. Now, without loss of
generality assume that U 6∼conj V in G0. Then there exists a minimal i ∈ N such
that U ∼conj V in Gi, but U 6∼conj V in Hi. Suppose that U ′, V ′ ∈ X∗ are the
(λi, ci)-cyclic-reductions of U and V , respectively.
First, let us show that ζ(i) ≤ ‖U‖ + ‖V ‖. For that purpose, let us separately
consider two different cases. The first case is when at least one of U ′, V ′, say U ′,
is not cyclically (λi, ci, i, 1 − 121λiµi)-reduced. The second case is when both U ′
and V ′ are cyclically (λi, ci, i, 1− 121λiµi)-reduced.
For the first case, by definition, some cyclic shift U ′′ of U ′ contains a (i, 1 −
121λiµi)-subword. Therefore, by definition and by triangle inequality,
‖U‖+ ‖V ‖ ≥ ‖U ′′‖ ≥ (1− 121λiµi)ρi − ci
λi
− 2i > ζ(i).(65)
Now let us consider the second case, i.e. when both U ′ and V ′ are (λi, ci, i, 1−
121λiµi)-reduced. In this case, there exists a reduced cyclically slender (U
′, V ′)-
conjugacy diagram ∆ over Gi = Hi/  Ri  which contains an Ri-cell. Let
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∂∆ = ABCD and lab(BC) = U ′′, lab(AD) = V ′′, where U ′′ and V ′′ are some
cyclic shifts of U ′ and V ′, respectively. Then, by Lemma 7.4, there exists an
essential Ri-cell Π in ∆ connected to AB, BC, CD and DA by Γ1, Γ2, Γ3 and Γ4,
respectively, such that
(1) Γ2 and Γ4 are non-empty;
(2) (Π,Γ2, BC) + (Π,Γ4, DA) ≥ 1− 121λiµi; and
Therefore,
(66)
‖U‖+ ‖V ‖ ≥ ‖U ′‖+ ‖V ′‖ = ‖U ′′‖+ ‖V ′′‖ ≥ ‖qˆΓ2‖+ ‖qˆΓ4‖
≥
(
(Π,Γ2, qˆΓ2)‖Π‖ − ci
λi
− 2i
)
+
(
(Π,Γ4, qˆΓ4)‖Π‖ − ci
λi
− 2i
)
≥ (1− 121λiµi)‖Π‖ − 2ci
λi
− 4i ≥ (1− 121λiµi)ρi − 2ci
λi
− 4i = ζ(i).
The conclusion from (65) and (66) is that if i ∈ N, U ∼conj V in Gi, but U 6∼conj V
in Hi, then
‖U‖+ ‖V ‖ ≥ ζ(i).
Now let us show that i ≤ I(‖U‖+ ‖V ‖).
From the definition of I(‖U‖ + ‖V ‖) it follows that Φ(I(‖U‖ + ‖V ‖) + 1) >
‖U‖+ ‖V ‖. Therefore, from the last two inequalities we get
δi−1Φ(I(‖U‖+ ‖V ‖) + 1) + 4λii + 2ci
1− 121λiµi > ρi ≥
by LPP δi−1Φ(i) + 4λii + 2ci
1− 121λiµi ,
which implies that I(‖U‖+ ‖V ‖) ≥ i. Thus the lemma is proved.

An obvious corollary from Lemma 9.2 is the following lemma.
Lemma 9.3. If U 6∼conj V in GI(n), but U ∼conj V in G¯, then U is H-conjugate
to V in G¯.
Theorem 9.4. If the standard parameters are sparse enough and the function
f(n)
def
= CnRI(n) is bounded by a polynomial, then the G-conjugacy problem in G¯ is
solvable in polynomial time.
Proof. For any given words U, V ∈ X∗, by definition, U being G-conjugate to V in
G¯ means that either U ∼conj V in G0 or there exists i ≥ 1 such that U ∼conj V
in Gi but U 6∼conj V in Hi. If it is so, then, by Lemma 9.3, i ≤ I(n), where
n = ‖U‖+ ‖V ‖.
From what we said, it becomes apparent that in order to show that U is G-
conjugate to V in G¯ it is enough to check if U ∼conj V in G0 and if it is not, then
for each 1 ≤ i ≤ I(n) check whether
• U 6∼conj V in Hi, and
• U ∼conj V in Gi.
Now without loss of generality let us assume that U 6∼conj V in G0.
Let U ′, V ′ ∈ (X ∪ Yi)∗ be cyclically (λi, ci)-quasi-quasi geodesic word obtained
by applying the (λi, ci)-cyclic-reduction algorithm on U and V , respectively.
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Then, since U ′ and V ′ are conjugate to U and V in Hi respectively, we get that
U ∼conj V in Hi if and only if U ′ ∼conj V ′ in Hi.
To check whether U ′ ∼conj V ′ in Hi, by Lemma 7.2, it is enough to check for all
3-tuples (T,U ′′, V ′′), where T,U ′′, V ′′ ∈ (X ∪ Yi)∗, U ′′, V ′′ are some cyclic shifts of
U , V and ‖T‖ ≤ τ(|X|, δ′i, λi, ci) ( where τ is defined as in Lemma 7.2) the equality
T−1U ′′T =Hi V
′′.(67)
Clearly, since for large enough standard parameters, the word problem in G¯ is
decidable in polynomial time, then for large enough values of ρi this checking can
be done in polynomial time.
Now, assuming that U 6∼conj V in Hi is already verified, in order to check
whether U ∼conj V in Gi, we can apply (λ, c, , η)-cyclic-reduction algorithm
for η = 1− 121λiµi to find cyclic (λi, ci, i, 1− 121λiµi)-reductions U ′ and V ′ of U
and V , respectively, and then check whether U ′ ∼conj V ′ in Hi or in Gi. Without
loss of generality assume that U ′ 6∼conj V ′ in Hi, then, by Lemma 7.4, there exist
T1, T2,W ∈ (X∪Yi)∗ such that ‖T1‖, ‖T2‖ ≤ 2i, W is a subword of a word R ∈ nRi
of length ‖W‖ ≤ λiµi, and
(T1WT2)
−1U ′′(T1WT2) =Gi V
′′(68)
for some cyclic shifts U ′′, V ′′ of U ′ and V ′, respectively. Therefore, in order to
check whether U ′ ∼conj V ′ in Gi, it is enough to check equality (68) for all men-
tioned collection of words (T1, T2,W,U
′′, V ′′). Clearly, this checking can be done
in polynomial time, provided that the standard parameters are sparse enough and
f(n) = C
nRI(n) is bounded by a polynomial

9.5. The condition C ′
(TM, (gi)∞i=1, (ρi)∞i=1).
Definition 9.7. If for fixed sequence (gi)
∞
i=1, fixed function fρ¯ : N → N and fixed
Turing machine TM (all are defined is Subsection 9.3), elements of the sequence
(ρi)
∞
i=1 are large enough so that Theorem 9.2 and Theorem 9.4 hold, then we say
that the presentation (59) of G¯ satisfies the condition
C ′
(TM, (gi)∞i=1, (ρi)∞i=1).
Property 9.1. As it follows from the proof of theorems 9.2 and 9.4, there exist
a linear time computable function fρ : N6 → N such that in order Theorem 9.2
and Theorem 9.4 to hold it is enough to require ρi ≥ fρ(δ′i, λi, ci, i, µi,Φ(i)) for all
i ∈ N.
10. The general scheme for group constructions of Sections 11, 12,
13 and 14.
The proofs of theorems 2.2, 2.3 and 2.4, given in sections 11, 12 and 13 respec-
tively, are constructive and the corresponding groups constructed in these sections
are inductive limits of presentations of type (59) satisfying the condition
C ′
(TM, (gi)∞i=1, (ρi)∞i=1)
for gi(n) = n
1
i . Moreover, the presentation
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . ,(69)
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for the corresponding constructions is such that if the group Gi = 〈X〉/  Ri 
is already constructed, then the group Hi = Gi−1 ∗ F (Yi)/  Si  is defined
uniformly, in the sense that the definition of Hi does not depend on specific val-
ues of i. The standard parameters (δi−1, δ′i, λi, ci, i, µi, ρi)
∞
i=1 are different in the
corresponding constructions only in terms of their “sparseness”, however, since we
are not interested in their specific values, we will not go into the details of defining
them, instead we will assume that they are sparse enough.
The groups Gi, i = 1, 2, . . . in all those constructions will be defined uniformly
as Gi = Hi/ Ri , where
Ri = R
(
Zi, Ui, Vi, δ
′
i, λi, ci, i, µi, ρi
)
,(70)
according to the definition (33) in Subsection 5.4. Also Zi is a set of elements of Hi
with a “natural” order such that ∪ij=1Yi ⊆ Zi and (λi, ci, i, µi, ρi) are sparse enough
so that Lemma 5.2 guarantees that Ri satisfies the small-cancellation condition
C ′(λi, ci, i, µi, ρi) and the chain (69) satisfies the condition C ′
(TM, (gi)∞i=1, (ρi)∞i=1)
for gi(n) = n
1
i for some fixed Turing machine TM computing the i-th level data
for (69). Note that we will note specify the details about TM in the constructions
of Sections 11, 12 and 13 since what we need is actually the only fact that such a
Turing machine TM indeed exists.
As a conclusion of what is said in this section, in Sections 11, 12 and 13 we will
only specify description of the following:
• G0;
• How does Hi relate to Gi−1;
• Precise definitions of Zi, Ui and Vi from (70).
Lemma 10.1. The groups constructed according to the above described scheme
have word problem decidable in almost linear time when for all i ∈ N, Ri contains
one element up to cyclic shift, and in almost quadratic time otherwise.
Proof. It follows directly from Property 5.1 and Theorem 9.2. 
11. Proof of Theorem 2.2
In this section we are going to show that for any given non-elementary, torsion-
free δ0-hyperbolic group G0, there exists a lacunary hyperbolic quotient of G0,
denoted by Gˇ, which satisfies the conditions of Theorem 2.2.
Our approach is constructive and will be based on the scheme described in Sec-
tion 10. First of all, this means that Gˇ will be constructed as an inductive limit of
a chain of hyperbolic groups of type (59), that is
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . .(71)
In our construction below we will inductively show that the groups Hi and Gi,
i = 1, . . . are non-elementary torsion-free hyperbolic groups. In this section, the
limit of (71) we denote by Gˇ.
Let the finite symmetric set X = {x±11 , x±12 , . . . , x±1n0 } be a generating set of
G0 such that Γ(G0, X) is δ-hyperbolic for some δ ∈ N. Let us denote X− =
{x−11 , x−12 , . . . , x−1n0 } and X+ = {x+11 , x+12 , . . . , x+1n0 }. Also let us order X in the
following natural way: x−1i < x
−1
j < x
1
i < x
1
j if i < j, and the elements of X
−
precede the elements of X+, i.e., for all i, j ∈ N, x−1i < xj . Hereafter whenever we
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consider an indexed alphabet X ′, the order of the set (X ′)±1 will be defined just
like it was done for X = X− ∪X+.
Let us consider the free group F1 = F (Y ) of infinite rank, where Y = {y1, y2, . . .}
and let us introduce an order on the set of reduced words from F in the following
natural way: for reduced words u, v ∈ F , we define u > v if either ‖u‖ = ‖v‖ and
u > v lexicographically (here we regard words as vectors of letters from Y ±1) or
‖u‖ > ‖v‖. In the analogous way, we order elements of the free group F2 = F (X).
For a reduced word u ∈ F (Y ), we say that u is a dense word, if there exists
i ∈ N such that u contains at least one letter from each of the following sets
{y±11 }, . . . , {y±1i } and does not contain any other letters.
Finally, let us introduce a partial linear order on the set F1×F2 in the following
way: let u, u′ be reduced words in F1 = F (X) \ {1} and v, v′ be dense words in
F2 = F (Y ) \ {1}, then we define (u, v) < (u′, v′) if either ‖u‖ + ‖v‖ < ‖u′‖ + ‖v′‖
or
‖u‖+ ‖v‖ = ‖u′‖+ ‖v′‖ and u < u′.
Denote the ith element of the set F1 × F2 with respect to this partial order by
(ui, vi). The reason for considering only the dense words from F2 (and also the
partial order) is that for dense words, balls of finite radius with respect to the word
metric have finite volume and hence, by the introduced partial order, we will be able
to effectively enumerate all the aforementioned pairs (u, v) ∈ F1 × F2. (Also note
that the map i 7→ (ui, vi) is not bijective). As it will be clear from what is discussed
below, this is important for the construction of machines TM1 and TM2. Without
loss of generality we assume that x1 and x2 are different elements of infinite order
in G0.
11.0.1. Definition of Hi+1 (i ≥ 0) for Gˇ. Suppose that the non-elementary torsion-
free δi-hyperbolic group Gi is already constructed. Let (ui+1, vi+1) ∈ F1 × F2 be a
pair of dense word as defined above.
Case 1. (ui+1 =Gi 1). In this case define Hi+1 = Gi;
Case 2. (ui+1 6=Gi 1). In this case let us define ni+1 to be the least positive integer
such that vi+1 ∈ F (y1, . . . , yni+1) (and consequently, vi+1 6∈ F (y1, . . . , yni+1−1)).
Note that the existence of ni+1 follows from the fact that vi+1 is dense by definition.
Let us define G′i = Gi ∗ F (y1, . . . , yni+1). By Corollary 3.3, there exists a Turing
machine which for input (Gi, δi;ui+1, vi+1) outputs the pairs (u
′
i+1, k) and (v
′
i+1, l),
where u′i+1, v
′
i+1 ∈ (X ∪ {(y1, . . . , yni+1})∗, k, l ∈ N are such that ui+1 =G′i (u′i+1)k
and vi+1 =G′i (v
′
i+1)
l and u′i+1, v
′
i+1 represent root elements of ui+1 and vi+1 in
G′i (i.e. E(ui+1) = 〈u′i+1〉 and E(vi+1) = 〈v′i+1〉 in G′i). We will use the standard
notation vi+1 = vi+1(y1, . . . , yni+1) to emphasize that vi+1 is formed by the letters
(or, in the context of diophantine equations, by variables) y1, . . . , yni+1 .
Let 〈zi+1〉 be an infinite cyclic group disjoint from G′i. Define the group H0i+1 as
an HNN-extension of Gi as follows.
H0i+1 = 〈Gi ∗ 〈zi+1〉, ti+1 | t−1i+1u′i+1ti+1 = zli+1〉.
Now define H as an HNN-extension of H0 as follows.
Hi+1 = 〈H0i+1 ∗ F (y1, . . . , yni+1), si+1 | s−1i+1v′i+1si+1 = zki+1〉.(72)
Finally, define Yi+1 = {y1, . . . , yni+1} ∪ {zi+1} ∪ {ti+1} ∪ {si+1}.
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Proposition 11.1. The group Hi+1 is a torsion-free non-elementary hyperbolic
group and the identity map id : X → X induces an embedding of Gi into Hi+1.
Proof. First of all, if Hi+1 = Gi then the statement follow from the inductive
assumption that Gi is a torsion-free non-elementary hyperbolic group.
Now assume that Hi+1 is defined by (72). Then, since 〈u′i+1〉 is a maximal
elementary subgroup of Gi ∗ 〈zi+1〉 and since for all g ∈ Gi ∗ 〈zi+1〉 we have
g−1〈u′i+1〉g ∩ 〈zi+1〉 = {1}, by Theorem 3.1, H0i+1 is a hyperbolic group.
Now, since 〈v′i+1〉 is a maximal elementary subgroup in F (y1, . . . , yni+1), we get
that 〈v′i+1〉 is a maximal elementary subgroup in H0i+1 ∗ F (y1, . . . , yni+1) and for
all h ∈ H0i+1 ∗ F (y1, . . . , yni+1), we have h−1〈v′i+1〉h ∩ 〈zi+1〉 = {1}. Therefore, by
Theorem 3.1, Hi+1 is a hyperbolic group.
The fact that Hi+1 is torsion free follows from the fact that Gi is torsion free
and from Lemma 3.14.
The part of the statement that the identity map id : X → X induces an em-
bedding of Gi into Hi+1 follows from the basic properties of HNN-extensions. See
[28].
Finally, since Hi+1 contains an isomorphic copy of Gi and Gi is non-elementary,
it follows that Hi+1 is non-elementary as well. 
Proposition 11.2. The equation vi+1(y
si+1t
−1
i+1
1 , . . . , y
si+1t
−1
i+1
ni+1 ) = ui+1 holds in
Hi+1. In other words, y1 7→ ysi+1t
−1
i+1
1 , . . . , yni+1 7→ y
si+1t
−1
i+1
ni+1 is a solution to the
diophantine equation
vi+1(y1, . . . , yni+1) = ui+1
in Hi+1.
Proof. Indeed, first of all, the relations t−1i+1u
′
i+1ti+1 = z
l
i+1 and s
−1
i+1v
′
i+1z
k
i+1 imply
that
(t−1i+1u
′
i+1ti+1)
k = t−1i+1ui+1ti+1 = z
lk
i+1 = (z
k
i+1)
l = (s−1i+1vsi+1)l = s
−1
i+1vi+1si+1.
Therefore, ti+1s
−1
i+1vi+1si+1t
−1
i+1 = v
si+1t
−1
i+1
i+1 = ui+1. Now, since
v
si+1t
−1
i+1
i+1 = vi+1(y
si+1t
−1
i+1
1 , . . . , y
si+1t
−1
i+1
ni+1 ),
we get that y1 7→ ysi+1t
−1
i+1
1 , . . . , yni+1 7→ y
si+1t
−1
i+1
ni+1 is a solution of the diophantine
equation vi+1(y1, . . . , yni+1) = ui+1. 
Proposition 11.3. If x2 /∈ E(x1) in G, then x2 /∈ E(x1) in Hi+1. Also, for all
y ∈ Yi+1, y /∈ E(x1) in Hi+1.
Proof. This fact immediately follows from Lemma 3.14. 
Proposition 11.4. Let U, V ∈ X∗ be such that U ∼conj V in Hi+1. Then U ∼conj
V in Gi.
Proof. Suppose that U 6∼conj V in Gi. Then we want to show that U 6∼conj V in
H.
By contradiction let us assume that U ∼conj V in Hi+1. Then there exists
a (U, V )-conjugacy diagram ∆ over Hi+1 with boundary ABCD, lab(AD) = V ,
lab(BC) = U . Note that since U 6∼conj V in Gi, ∆ must contain at least one ti+1-
or si+1-band which has its ends on different sides of ABCD. Also, since U and V
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do not contain edges with labels from {s±1i+1, t±1i+1}, it must be that all these bands
are horizontal, i.e., have their ends on AB and DC.
Next, we will show that ∆ cannot contain horizontal bands. By contradiction
let us assume that it contains horizontal bands.
First, suppose that ∆ contains more than one horizontal bands. In this case,
let us choose edges e1, e2 ∈ AB and e′1, e′2 ∈ CD such that they have labels from
{s±1i+1, t±1i+1} and e1 and e2 are connected by horizontal bands to e′1 and e′2, re-
spectively. Additionally, without loss of generality let us assume that there is no
horizontal band between these two bands. See Figure 8.
B
A
C
D
U
V
e1 e’1
(e )1   +
(e )1   -
(e’ )1   +
(e’ )1   -
e2 e’2
(e )2   +
(e )2   -
(e’ )2   +
(e’ )2   -
Figure 8. ∆ with the two horizontal bands, depicted as grey areas.
Note that then (e1)−, (e′1)− and (e2)+, (e
′
2)+ are pairs of mirroring point, re-
spectively. Therefore, the subdiagram of ∆ bounded between (e2)+, (e1)−, (e′1)−
and (e′2)+ is a
(
lab
(
[(e1)−, (e′1)−]
)
, lab
(
[(e2)+, (e
′
2)+]
))
-conjugacy diagram over G′i.
In particular, lab
(
[(e1)−, (e′1)−]
)
and lab
(
[(e2)+, (e
′
2)+]
)
are conjugate in G′i. Now,
since lab([(e1)−, (e′1)−]) and lab([(e2)+, (e
′
2)+]) are (free) powers of elements from
{u′i+1, v′i+1, zi+1}, it follows that, in fact, they must be freely equal. This means
that lab([(e1)+, (e
′
1)+]) and lab([(e2)−, (e
′
2)−]) are also freely equal. But, since(
(e1)+, (e
′
1)+
)
and
(
(e2)−, (e′2)−
)
are pairs of mirroring points on ∂∆, by Lemma
7.1, this contradicts the assumption that ∆ is chosen to be slender. Therefore, ∆
cannot contain two horizontal bands, hence, since by our assumptions, it contains
at least one horizontal {s±1i+1, t±1i+1}-band, it means that the number of such bands
is exactly one.
Now suppose that ∆ contains only one horizontal band and that only horizon-
tal band of ∆ has its ends on edges e1 and e
′
1, i.e. in Figure 8 just neglect the
bottom band. Since one of lab
(
[(e1)−, (e′1)−]
)
and lab
(
[(e′1)+, (e
′
1)+]
)
belong to
Y ∗i+1, without loss of generality assume that lab
(
[(e1)+, (e
′
1)+]
) ∈ Y ∗i+1. Then, since
lab([B, (e1)+]) ≡ lab([C, (e′1)+]), we get that u′i+1 ∼conj lab
(
[(e1)+, (e
′
1)+]
)
in G′i,
which is impossible, since G′i = Gi ∗ F (Yi+1) and u′i+1 ∈ X∗. A contradiction.

11.0.2. Definition of Gi+1 (i ≥ 0) for Gˇ. Assuming that the torsion-free non-
elementary hyperbolic group Hi+1 is already defined, Gi+1 we define as
Gi+1 = Hi+1/ R
(
Yi+1, x1, x2, δ
′
i+1, λi+1, ci+1, i+1, µi+1, ρi+1
) .
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Note that, if x1 /∈ E(x2) in Gi, then, by Proposition 11.3, x1 /∈ E(x2) in Hi+1,
hence for sparse enough standard parameters δ′i+1, λi+1, ci+1, i+1, µi+1, ρi+1, the
set of words
Ri+1 = R
(
Yi+1, x1, x2, δ
′
i+1, λi+1, ci+1, i+1, µi+1, ρi+1
)
satisfies the small-cancellation condition C ′(λi+1, ci+1, i+1, µi+1, ρi+1). Therefore,
(1) By Lemma 5.4, Gi+1 will be non-elementary torsion-free hyperbolic group;
(2) By Lemma 7.5, x1 is not a proper power in Gi+1. Therefore, since Gi+1 is a
torsion-free hyperbolic group, we get x1 /∈ E(x2) in Gi+1. Thus, by induc-
tive hypothesis, Gi+1 is well-defined non-elementary torsion-free hyperbolic
group.
11.1. Main properties of Gˇ. Note that since the groups Gi are torsion-free non-
elementary hyperbolic groups, the group Gˇ is torsion-free infinite lacunary hyper-
bolic group (recall that we assume that the standard parameters are sparse enough).
From Proposition 11.2 if follows that Gˇ is verbally complete.
From Property 5.1 and Theorem 9.2 it follows that the word problem in Gˇ is
almost quadratic.
From Proposition 11.4 it follows that the set of H-conjugate pairs in Gˇ × Gˇ is
empty, hence combined this with Theorem 9.4 and Property 5.1, we get that the
conjugacy problem in Gˇ is polynomial.
Thus Theorem 2.2 is proved.
12. Proof of Theorem 2.3
LetG0 = 〈X〉, X = {x1, x2, . . . , xn}, be a torsion-free non-elementary δ-hyperbolic
group with respect to X. Without loss of generality we assume that E(xi)∩E(xj) =
{1} if i 6= j.
Let X be linearly ordered such that x−1i < x
−1
j < xi < xj if i < j. We
denote the set of reduced non-empty words of X∗ by F ′(X). Let us enumerate
the set F ′(X) as F ′(X) = {w1, w2, . . .} where for i < j, wi < wj according to
the lexicographical order induced from the order on X. Then clearly w1 = x1,
w2 = x2. Now, based on this order of F
′(X) let us lexicographically order the set
F ′(X) × F ′(X) \ {(w,w) | w ∈ F ′(X)} and enumerate it according to that order.
Let
F ′(X)× F ′(X) \ {(w,w) | w ∈ F ′(X)} = {(u1, v1), (u2, v2) . . .},
where for i < j, we have (ui, vi) < (uj , vj).
As it was mentioned in Section 10, in this section we are going to construct the
group Gˆ from Theorem 2.3 which will be a direct limit of a chain of non-elementary
torsion-free hyperbolic groups of the form (59), that is
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . .(73)
In this section we define Hi = Gi−1 for all i ∈ N and the map βi−1 : Gi−1 → Hi
is the identity map.
Now let us describe how Gi is obtained from Gi−1 for i ∈ N. For that purpose
by induction let us assume that Gi−1 is a non-elementary torsion-free hyperbolic
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group (below we will show that for Gi the same property holds as well). Then,
there exists smallest index ji ≥ i such that vji /∈ E(uji) in Gi−1, and the set
Zi
def
= {x ∈ X | x /∈ E(uji)}
is non-empty. By Corollary 3.3, (uji , vji) and Zi can be found algorithmically.
Now define
Gi = Gi−1/ R
(
Zi, uji , vji , δ
′
i, λi, ci, i, µi, ρi
) .
Note that by Lemma 5.2, if the standard parameters δ′i, λi, ci, i, µi, ρi are sparse
enough, then the set of words
Ri def= R
(
Zi, uji , vji , δ
′
i, λi, ci, i, µi, ρi
)
satisfies the small-cancellation condition C ′(λi, ci, i, µi, ρi). Also note that, by the
definition of Gi, Gi = 〈uji , vji〉.
Lemma 12.1. The following are true about Gi.
(1) Gi is a torsion-free non-elementary hyperbolic group;
(2) Either vi ∈ E(ui) in Gi or 〈ui, vi〉 = Gi.
(3) For each x ∈ X, E(x) = 〈x〉 in Gi (we assume that for Gi−1 this is already
shown).
Proof. Part (1) of the statement follows from Lemma 5.4.
For part (2) simply notice that, by our definition of ji if ji > i then ui ∈ E(vi)
in Gi, otherwise if ji = i then vi /∈ E(ui) in Gi and Gi = 〈ui, vi〉.
For Part (3), first, note that it immediately follows from Lemma 7.5 that x is
not a proper power in Gi. Therefore, since by Part (1) of the current lemma, Gi is
a torsion-free abelian group, we get that E(x) = 〈x〉. 
Proposition 12.1. The group Gˆ, which is defined as inductive limit of (Gi)
∞
i=1,
satisfies the statement of Theorem 2.3. That is
(i). Every proper subgroup of Gˆ is an infinite cyclic group, while Gˆ is not cyclic;
(ii). The word problem in Gˆ is decidable in almost quadratic time and the con-
jugacy problem in Gˆ is decidable in polynomial time.
Proof. (i). First of all, notice that Gˆ is not cyclic, because otherwise, by part (3) of
Lemma 12.1 it follows that, for example, x1 = x2 in some Gi, which is impossible
if the standard parameters (λi, ci, i, µi, ρi)i=1∞ are sparse enough (recall that for
sparse enough standard parameters, Gˆ is lacunary hyperbolic by Theorem 9.3).
Now, by contradiction let us assume that Gˆ contains a proper non-cyclic sub-
group K. Then, since K is a proper subgroup, by part (2) of Lemma 12.1, K is
abelian (even more, each finitely generated subgroup of K is cyclic). Let us fix
any non-trivial element x ∈ K. Then in each of the groups Gi the centralizer of x
coincides with E(x), hence it is cyclic. This means that in the inductive limit Gˆ the
centralizer of x is again cyclic. Therefore, since K is contained in the centralizer of
x, K is cyclic as well. A contradiction.
(ii). Second part of Proposition follows from Property 5.1 and theorems 9.2 and
9.4. As for conjugacy problem, let us notice that two elements of Gˆ are conjugate
if and only if they are G-conjugate, hence Theorem 9.4 implies that conjugacy
problem in Gˆ is polynomial.
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Thus Theorem 2.3 is proved.
13. Proof of Theorem 2.4
Let A be any finite alphabet, and let L ⊆ A∗ be any recursively enumerable
subset of A∗.
For the two generated free group F (x1, x2), let us denote by F
+(x1, x2) the set
of words from F (x1, x2) which do not contain the letters x
−1
1 and x
−1
2 .
Let us also fix a bijective map Λ0 : A∗ → F+(x1, x2) such that Λ0 and Λ−10
are computable in linear time. Construction of such a map can be easily achieved
through a standard binary encoding of the set A∗.
Let us define G0 = F1 ∗ F2 ∗ F3, where F1 = F (x1, x2, x3), F2 = F (y1, y2, y3),
F3 = F (z1, z2) are free groups with freely generating sets X0 = {x1, x2, x3}, Y0 =
{y1, y2, y3} and Z0 = {z1, z2}, respectively. For the convenience in the further
exposition, let us also introduce the following notations: G0,1 = F1, G0,2 = F2 and
G0,3 = F3.
Let ς : F1 → F2 be the isomorphism between F1 and F2 induced by the map
x1 7→ y1, x2 7→ y2, x3 7→ y3.
Define Λ : L → X∗0 × Y ∗0 as follows: For all ω ∈ L,
Λ(ω) = ( Λ0(ω)x3, ς(Λ0(ω))y3).
Clearly, Λ in an injection. Let
Λ(L) = {(u1, v1), (u2, v2), . . .},
where the enumeration is with respect to some fixed Turing machine MΛ which
on input i ∈ N outputs (ui, vi). Note that such an enumeration exists since L is
recursively enumerable.
As it was mentioned in Section 10, in this section we are going to construct the
group GL from Theorem 2.3 which will be a direct limit of a chain of non-elementary
torsion-free hyperbolic groups of the form (59), that is
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . .(74)
More specifically, G0
def
= F (X), where
X
def
= X0 ∪ Y0 ∪ Z0 = {x1, x2, x3, y1, y2, y3, z1, z2},
where X0 = {x1, x2, x3}, Y0 = {y1, y2, y3} and Z0 = {z1, z2}.
13.0.1. Definition of Hi+1 (i ≥ 0) for Gˇ. Assuming that Gi is already constructed
we define Hi+1 as an HNN-extension of Gi. More precisely,
(75) Hi+1 = 〈Gi, ti+1 | ui+1 = t−1i+1vi+1ti+1〉.
Then, clearly the identity map id : X → X induces an embedding βi : Gi ↪→ Hi+1.
Define
Yi+1 = {ti+1}.
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We will show by induction that for all i ≥ 0, Hi+1 is torsion-free, non-elementary
δ′i+1-hyperbolic group (for some δ
′
i+1 ∈ N such that the map i + 1 7→ δ′i+1 is
computable) with respect to the generating set X ∪ {t1, . . . , ti}.
13.0.2. Definition of Gi+1 (i ≥ 0) for GL. Suppose thatHi+1 is already constructed
and it is non-elementary, torsion-free δ′i+1-hyperbolic with respect to the generating
set X ∪ {t1, . . . , ti} for δ′i+1 ∈ N. Then, we define Gi+1 as follows
Gi+1
def
= Gi/ R
({ti+1}, z1, z2, δ′i+1, λi+1, ci+1, i+1, µi+1, ρi+1),
where λi+1  ci+1  i+1  µi+1  ρi+1 are some sparse enough standard pa-
rameters. Denote Ri+1 = R
({ti+1}, z1, z2, δ′i+1, λi+1, ci+1, i+1, µi+1, ρi+1), and let
Ri+1 ∈ Ri+1 be any fixed representative of Ri+1 (then, Ri+1 is the set of cyclic
shifts of Ri+1).
Note that Gi+1 is generated by the image of X (which we denote by X too)
under the natural homomorphism from Gi to Gi+1. We will show by induction
that for all i ≥ 0, Gi+1 is torsion-free, non-elementary δi+1-hyperbolic group (for
some δi+1 ∈ N such that the map i+ 1 7→ δi+1 is computable) with respect to the
generating set X.
For the further exposition let us define the concept of truncated contiguity di-
agrams as follows: In a van Kampen diagram ∆ over Gi = Hi/  Ri  which
contains an essential cell Π and an outer contiguity diagram Γ connecting an arc
qˇΓ of Π to an arc qˆΓ of ∂∆, we say that Γ is truncated if pΓ and p
′
Γ are the shortest
paths in Proj(∆) joining, respectively, (qˇΓ)− and (qˇΓ)+ to ∂∆.
Note that truncated contiguity diagrams are truncated diagrams according to
Definition 5.5.
13.0.3. Main properties of the chain (74).
(ai). Let W ∈ (X0 ∪ Y0 ∪ Z0)∗ and for some i ≥ 1, W =Hi W ′, where W ′ is
a geodesic word in Γ
(
Hi, X0 ∪ Y0 ∪ Z0 ∪ {ti}
)
. Then W ′ does not contain
the letter t±1i , i.e. W
′ ∈ (X0 ∪ Y0 ∪ Z0)∗. Also, if W ∈ X∗0 ∪ Y ∗0 is a freely
reduced word, then W is geodesic in Γ(Hi, X0 ∪ Y0 ∪ Z0 ∪ {ti});
(bi). There is no i-contiguity subdiagram Γ of rank i such that lab(qˆΓ) ∈ X∗0∪Y ∗0
and ‖qˇΓ‖ ≥ µi‖Ri‖. Moreover, if qˇΓ does not contain an edge labeled by
t±1i , then it is enough to require ‖qˇΓ‖ ≥ µi‖Ri‖/2;
(b′i). If a truncated i-contiguity subdiagram Γ of rank i is such that qˇΓ is geodesic
in Γ
(
Hi, X0 ∪Y0 ∪Z0 ∪{t1, . . . , ti}
)
and ‖qˇΓ‖ ≥ µi‖Ri‖, then Area(Γ) = 0.
(ci). If w ∈ X∗0 ∪ Y ∗0 is a reduced word, then it is a geodesic word in Γ
(
Gi, X0 ∪
Y0 ∪ Z0 ∪ {ti}
)
. Moreover, if for some word u ∈ (X0 ∪ Y0 ∪ Z0 ∪ {ti})∗, u
is geodesic in Γ
(
Gi, X0 ∪ Y0 ∪ Z0 ∪ {ti}
)
and u =Gi w, then u ≡ w (i.e. u
is freely equal to w) ;
(di). If U ∈ X∗0 ∪ Y ∗0 is a reduced word which is not a proper power of another
word from G0, then it represents an element in Gi which is not a proper
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power of another element from Gi;
(ei). Gi,1 ∩Gi,2 = {1};
(fi). Assuming that Gi−1 is a δi−1-hyperbolic group with respect to the gener-
ating set X, we have that Hi is a δ
′
i-hyperbolic group with respect to the
generating set X ∪ {t1, . . . , ti} for some computable δ′i ∈ N.
Clearly this properties are true for i = 0. Next, based on induction on i we will
prove that they are true for every i.
13.0.4. Proof of the properties (ai+1)-(fi+1).
Lemma 13.1. Assuming that the statements (ai)-(fi) are true, the following prop-
erties hold.
(ai+1). Let W ∈ (X0 ∪ Y0 ∪ Z0)∗ and for some i ≥ 1, W =Hi+1 W ′, where W ′
is a geodesic word in Γ
(
Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)
. Then W ′ does not
contain the letter t±1i+1, i.e. W
′ ∈ (X0 ∪ Y0 ∪ Z0)∗. Also, if W ∈ X∗0 ∪ Y ∗0
is a freely reduced word, then W is geodesic in Γ(Hi+1, X0∪Y0∪Z0∪{ti+1});
(bi+1). There is no i+1-contiguity subdiagram Γ of rank i+ 1 such that lab(qˆΓ) ∈
X∗0 ∪Y ∗0 and ‖qˇΓ‖ ≥ µi+1‖Ri+1‖. Moreover, if qˇΓ does not contain an edge
labeled by t±1i+1, then it is enough to require ‖qˇΓ‖ ≥ µi+1‖Ri+1‖/2;
(b′i+1). If a truncated i+1-contiguity diagram Γ of rank i + 1 is such that ‖qˇΓ‖ ≥
µi+1‖Ri+1‖, then Area(Γ) = 0.
(ci+1). If w ∈ X∗0 ∪Y ∗0 is a reduced word, then it is a geodesic word in Γ
(
Gi+1, X0∪
Y0 ∪Z0 ∪{ti+1}
)
. Moreover, if for some word u ∈ (X0 ∪Y0 ∪Z0 ∪{ti+1})∗,
u is geodesic in Γ
(
Gi+1, X0 ∪Y0 ∪Z0 ∪{ti+1}
)
and u =Gi+1 w, then u ≡ w
(i.e. u is freely equal to w) ;
(di+1). If U ∈ X∗0 ∪ Y ∗0 is a reduced word which is not a proper power of another
word G0, then it represents an element in Gi+1 which is not a proper power
of another element from Gi+1;
(ei+1). Gi+1,1 ∩Gi+1,2 = {1};
(fi+1). Assuming that Gi is a non-elementary torsion-free δi-hyperbolic group with
respect to the generating set X0 ∪ Y0 ∪ Z0, we have that Hi+1 is a non-
elementary torsion-free δ′i+1-hyperbolic group with respect to the generating
set X ∪ {t1, . . . , ti+1}, where δ′i+1 is some (computable) positive integer.
Also, the group Gi+1 is non-elementary, torsion-free hyperbolic group.
Proof. Based on the inductive assumption we will prove Lemma 13.1 using the
following scheme: the inductive hypothesis =⇒ (ai+1) =⇒ (bi+1) =⇒
(b′i+1), (ci+1) =⇒ (di+1) =⇒ (ei+1) =⇒ (fi+1).
(ai+1). If W =Hi+1 W
′ and W ′ is a geodesic word in Γ
(
Hi+1, X0∪Y0∪Z0∪{ti+1}
)
,
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then there is a reduced van Kampen diagram ∆ over Hi+1 such that ∂∆ = pq
−1,
where lab(p) = W and lab(q) = W ′.
If W ′ contains a letter from t±1i+1, then q contains an edge with label from t
±1
i+1,
hence ∆ contains a ti+1-band. Therefore, since W does not contain t
±1
i+1 (or equiv-
alently, p does not contain edges with labels from t±1i+1) we get that the ti+1-bands
of ∆ must start and end on q. Let us consider edges e and e′ on q such that they
are connected by a ti+1-band and between them there is no other edge labeled by
t±1i+1. Let us denote the sides of this ti+1-band which are not on q by q1 and q2 as
in Figure 9. Note that since in the definition (75) of Hi+1 the words ui+1 and vi+1
are freely cyclically reduced and ‖ui+1‖ = ‖vi+1‖, we get ‖q1‖ = ‖q2‖. Let us also
denote by q′ the subpath of q between e+ and (e′)−.
By our assumptions, there is no edge on q′ labeled by t±1i+1. Therefore, since
lab(q2(q
′)−1) does not contain edges with labels from t±1i+1, we get that the sub-
diagram of ∆ with the boundary q2(q
′)−1 is a diagram over Gi (see Figure 9).
Therefore, since by our assumptions q′, as a subpath of q, is geodesic in Γ(Hi, X0 ∪
Y0 ∪ Z0 ∪ {ti+1}), it is also geodesic in Γ(Gi, X0 ∪ Y0 ∪ Z0). Also, since by the
statement of (ci), q2 is geodesic in Γ(Gi, X0∪Y0∪Z0) too, we get that ‖q2‖ = ‖q′‖.
Also, since ‖q1‖ = ‖q2‖, we get ‖q1‖ = ‖q′‖. Therefore, if we replace the subpath
eq′e′ of q with q1, then q will be shortened by 2. The last observation contradicts
the assumption that q is geodesic in Γ
(
Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)
. Therefore, it
must be that W ′ does not contain t±1i+1, i.e. W
′ ∈ (X0 ∪ Y0 ∪ Z0)∗.
q’ q
p
q
q
1
2
e e’
Figure 9. ∆: lab(p) = W , lab(q) = W ′, lab(e) ∈ {t±1i+1}, lab(e) ∈ {t∓1i+1}.
Now let us turn to the last statement of part (ai+1). Namely, if W ∈ X∗0 ∪ Y ∗0 ,
then W is geodesic in Γ(Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}).
Suppose that W ′ ∈ (X0 ∪ Y0 ∪ Z0 ∪ {ti+1})∗ is a geodesic word in Γ(Hi+1, X0 ∪
Y0 ∪ Z0 ∪ {ti+1}) such that W ′ =Hi+1 W . Then, by the first part of (ai+1), W ′
does not contain t±1i+1, which implies that W
′ =Gi W . By inductive hypothe-
sis (more precisely, by (ci)), since W ∈ X∗0 ∪ Y ∗0 , we get that W is geodesic
in Γ(Gi, X0 ∪ Y0 ∪ Z0). Therefore, W =Gi W ′ implies ‖W‖ = ‖W ′‖ and since
W ′ is geodesic in Γ(Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}), we get that W is geodesic in
Γ(Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}) as well.
(bi+1). Suppose Γ is a contiguity subdiagram satisfying the conditions described
in the statement of (bi+1), which, in particular, means that lab(qˆΓ) ∈ X∗0 ∪ Y ∗0 .
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First of all, let us notice that since lab(qˆΓ) ∈ X∗0 ∪ Y ∗0 , by (ai+1) we get that qˆΓ
is geodesic in Γ
(
Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)
.
Now, let ∂Γ = ABCD, where AB = pΓ, BC = qˆΓ, DC = p
′
Γ and AD = qˇΓ. With-
out loss of generality assume that ‖AB‖ + ‖DC‖ is minimal among all contiguity
subdiagrams satisfying the conditions stated in (bi+1).
Now we are going to show that Γ does not contain any ti+1-bands with both ends
on AB∪BC ∪CD. For that purpose, let us notice that since by definition AB and
DC are geodesics, there is no ti+1-band with both ends on AB or on DC. Also,
since BC does not contain an edge with label t±1i+1, there is no ti+1-band which ends
on BC. Also, since AB and DC are geodesics, there is no ti+1-band with both of
its ends on AB or on DC (the impossibility of such scenario is explained in the
proof of part (ai+1)). Thus the only possible way for a ti+1-band to have both of
its ends on AB ∪BC ∪CD is when one end is on AB and the other one is on DC.
Now assume that there are edges e and e′ on AB and DC, respectively, such that
their labels belong to {t±1i+1} and they are connected by a ti+1-band. Suppose e
belongs to [A, e+] and e
′ belongs to [D, e′+]. Then denote B
′ = e− and C ′ = e′−. See
Figure 10. Then, since the labels of sides of ti+1-bands belong to X
∗
0 or Y
∗
0 , we get
that the subdiagram AB′C ′D is another i+1-contiguity subdiagram which satisfies
all the conditions put on Γ in (bi+1). But since ‖AB′‖+ ‖DC ′‖ < ‖AB‖+ ‖DC‖,
this contradicts the minimality assumption on ‖AB‖ + ‖DC‖. Therefore, there is
no ti+1-band with both of its ends on AB ∪BC ∪ CD.
A
B C
D
p p’Γ Γ
qΓ
qΓ
ˆ
̬
q2
Γ’
B’
C’
e
e’
Figure 10.
Now let us consider the cases when Γ contains a ti+1-band with one of its ends
on AD and the other one on AB ∪DC or it does not contain any ti+1-band.
From the structure of the words Ri+1 it follows that they contain exactly one
letter from t±1i+1. Therefore, since lab(AD) is a subword of some word from Ri+1,
we get that AD contains maximum one edge with a label from {t±1i+1}. Hence in Γ
there is no ti+1-band with both of its ends on AD. Thus the only possible ti+1-band
in Γ starts on AD and ends on AB ∪DC as it is depicted in Figure 11.
Below we discuss in more details the only two possible cases: Case 1 – when qˇΓ
does not contain an edge with label from {t±1i+1} and Γ does not contain a ti+1-band,
and Case 2 – when qˇΓ contains exactly one edge with label from {t±1i+1}.
Case 1. (qˇΓ does not contain an edge with a label from {t±1i+1}). In this case,
clearly there is no ti+1-band in Γ which starts on AD and ends on AB ∪ DC.
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Therefore, Γ does not contain any ti+1-band and lab(∂Γ) ∈ (X0 ∪ Y0 ∪ Z0)∗. Now,
since the boundary of Γ does not contain an edge with label t±1i+1, clearly, for some
0 < j ≤ i, Γ is a diagram over Gj . Let us assume that j is chosen to be minimal
(since G0 = F1 ∗ F2 ∗ F3, j cannot be 0). Then, clearly there exists a reduced dia-
gram over the quotient Gj = Hj/ Rj  with the boundary ∂Γ. Therefore, let us
regard Γ as a reduced diagram over Gj = Hj/ Rj . From Lemma 5.2 and from
the structure of the words
⋃
kRk, it follows that there is no Rj-cell Π0 in Γ con-
nected to [A,D] by a j-contiguity subdiagram Γ0 such that (Π0,Γ0, [A,D]) ≥ ρj .
Let us choose B′, C ′ ∈ [B,C] such that d(A,B′) = dist(A, [B,C]) and d(D,C ′) =
dist(D, [B,C]) in Γ(Hj , (X0 ∪Y0 ∪Z0 ∪{tj})∗. Let [A,B′] and [D,C ′] be geodesics
in Γ(Hj , (X0∪Y0∪Z0∪{tj})∗ joining A to B′ and D to C ′, respectively. Note that,
since lab([A,B]), lab([B,B′]) ∈ (X0∪Y0∪Z0)∗, by the property (aj), lab([A,B′]) ∈
(X0∪Y0∪Z0)∗. The same way we get lab([D,C ′]) ∈ (X0∪Y0∪Z0)∗. Therefore, from
the minimality assumption on ‖[A,B]‖ + ‖[C,D]‖(= ‖pΓ‖ + ‖p′Γ‖) it follows that
‖[A,B]‖ = ‖[A,B′]‖ and ‖[D,C]‖ = ‖[D,C ′]‖, which means that we can simply
assume that B = B′ and C = C ′. Consequently, combining this observation with
Lemma 5.7 (note that since ‖qˇΓ‖ ≥ µi+1‖Ri+1‖/2, by LPP, we can assume that
‖qˇΓ‖ ≥ λi+1(2i+1 + 2i + 24µi‖Ri‖) + ci+1, so that Lemma 5.7 can be applied)
and with the observation that there is no Rj-cell Π0 in Γ connected to [A,D] by
a j-contiguity subdiagram Γ0 such that (Π0,Γ0, [A,D]) ≥ ρj , we conclude that Γ
does not contain an Rj-cell. Therefore, Γ is a diagram over Hj = 〈X ∪ {tj}〉. But
since ∂Γ does not contain an edge with a label from {t±1j }, we conclude that, in
fact, Γ is a diagram over Gj−1, which contradicts the minimality assumption on j.
Since Γ cannot be a diagram over G0, we conclude that such a Γ does not exist.
Thus Case 1 is proved.
Case 2. (qˇΓ contains exactly one edge with label from {t±1i+1}). In this case, there
exists exactly one ti+1-band joining AD to AB or to DC. Without loss of generality
let us assume that there is an edge e on AD and an edge e′ on DC labeled by t±1i+1
such that they are connected by a ti+1-band. Let us denote the side [e+, e
′
+] of this
ti+1-band by q2. Also let us denote the diagram between q2, qˇΓ and p
′
Γ by Γ
′. See
Figure 11.
Then, since ∂Γ′ does not contain an edge with label t±1i+1, from Case 1 it follows
that
∥∥[e+, D]∥∥ < µi+1‖Ri+1‖/2. Otherwise, since Γ′ is i+1-contiguity subdiagram
as well and ∂Γ′ does not contain edges labeled by t±1i+1, its existence is impossible
as it is shown in Case 1.
Therefore, since ‖AD‖ ≥ µi+1‖Ri+1‖, for the pointD′′ ∈ AD such that ‖AD′′‖ =
dµi+1‖Ri+1‖/2e, we get that D′′ is between A and e−, i.e., AD′′ does not contain
an edge with label t±1i+1, and by Corollary 3.1, we get that there is a point C
′′ ∈ BC
such that d(D′′, C ′′) ≤ 2Rλi+1,ci+1 + 2δ′i+1 ≤by LPP i+1. This means that the i+1-
contiguity subdiagram ABC ′′D′′ satisfies all the conditions put on Γ, and since
AD′′ does not contain an edge with label t±1i+1, we already showed that this cannot
happen. See Figure 11 for visual description.
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Figure 11. The case when qˇΓ contains an edge e with a label from
t±1i+1 joined by a ti+1-band to p
′
Γ.
(b′i+1). Suppose that Γ is a truncated i+1-contiguity subdiagram satisfying the
conditions from the statement of (b′i+1). Now let ∂Γ = ABCD, where AB = pΓ,
BC = qˆΓ, DC = p
′
Γ and AD = qˇΓ as it was in in (bi+1) (see Figure 11).
Assume that Γ contains ti′ -bands with both ends on ∂Γ for some 1 ≤ i′ ≤ i+ 1.
By (bi+1), there is no tj-band in Γ with both of its ends on AB ∪DC. Also, since
lab(qˇΓ) is a subword of a word Ri ∈ Ri, we get that it can contain maximum one
end of t-bands, where t ∈ {t1, . . . , ti+1} (more precisely, it must be that t = ti+1).
First, let us assume that there is no ti+1-band with one of its ends on AD = qˇΓ.
Then all t-bands of Γ have their ends on AB ∪ BC ∪ DC, and no band has its
sides on the same edge. Let e1 and e2 be edges on AB and DC, respectively, such
that they are ends of some t-bands and [A,A′] and [D,D′] do not contain ends of
t-bands, where A′ = (e1)− and D′ = (e2)−. Let e′1, e
′
2 ∈ BC be the other ends of
these bands, respectively. Denote B′ = (e′1)− and D
′ = (e2)−. Also denote the
subdiagram AA′B′C ′D′D by Γ′. See Figure 12.
A
B C
D
e’qΓˆ 2
e2
e’1
e1
D’A’
B’ C’
’
qΓ
̬
Γ’
Figure 12.
Since Γ′ does not contain t-bands, it is either a diagram over G0 or Γ′ contains
an Rj-cell for some 1 ≤ j ≤ i. Let us consider these two cases separately.
Case 1. If the first case holds, then, since G0 is a free group, we get Area(Γ
′) = 0, in
which case, since lab([A′, B′]), lab([D′, C ′]) ∈ X∗0 ∪Y ∗0 and lab([A,D]) ∈ Z∗0 , we get
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that A,D ∈ [B′, C ′], but this contradicts with the assumption that Γ is truncated.
Case 2. Now assume that Γ′ contains an Rj-cell for some 1 ≤ j ≤ i and j is chosen
to be maximal. Then, since the sides [A,A′], [A′, B′], [B′, C ′], [C ′, D′], [D′, D]
and [A,D] of Γ′ are (λj , cj)-quasi-geodesic in Γ(Hj , X0 ∪ Y0 ∪Z0 ∪ {t1, . . . , tj}), by
Lemma 5.3, we get that Γ′ contains an essential Rj-cell Π, connected to [A,A′],
[A′, B′], [B′, C ′], [C ′, D′], [D′, D] and [A,D] by essential j-contiguity subdiagrams
Γ1, Γ2, Γ3, Γ4, Γ5 and Γ6, respectively. See Figure 13.
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Figure 13.
Since ‖AD‖ ≥ µi+1ρi+1, for sparse enough standard parameters we get that at
least one of Γ1 and Γ5 must be empty, because, otherwise, by triangle inequality it
would be that
‖AD‖ ≥ µi+1ρi+1 ≥ 2i+1 + 2j + ‖Π‖,
which we can assume to be wrong by LPP.
Therefore, without loss of generality we can assume that Γ5 is empty. Now,
from Lemma 5.2 it follows that (Π,Γ6, [A,D]) ≤ ρj . Also, because of the fact that
lab([A′, B′]), lab([D′, C ′]) ∈ X∗0 ∪ Y ∗0 , by (bi+1), we get that
(Π,Γ2, [A
′, B′]), (Π,Γ4, [C ′, D′]) ≤ ρj .
Therefore, we get
(Π,Γ1, [A,A
′]) + (Π,Γ3, [B′, C ′]) > 1− 26ρj ,
which is impossible because of Lemma 5.7. Thus we showed that Area(Γ) = 0
when qˇΓ does not contain an edge which is an end of a t-band for t ∈ {t1, . . . , ti+1}.
The case when qˇΓ contains such an edge can be treated in a similar way.
(ci+1). Now let us turn to the part (ci+1) of the statement. By contradiction assume
that there exists a reduced word w ∈ X∗0 which is not geodesic in Γ
(
Gi+1, X0∪Y0∪
Z0 ∪ {ti+1}
)
. Without loss of generality we can assume that w is the shortest one
among such words. Then, since w is not geodesic in Γ
(
Gi+1, X0∪Y0∪Z0∪{ti+1}
)
,
there exists a word w′ ∈ (X0∪Y0∪Z0∪{ti+1})∗ which is geodesic in Γ(Gi+1, X0∪Y0∪
Z0 ∪{ti+1}
)
and ‖w′‖ < ‖w‖ and w′ =Gi+1 w. Since w−1w′ =Gi+1 1, there exists a
reduced diagram ∆ over Gi+1 with the boundary label w
−1w′. Let us denote ∂∆ =
pq, where lab(p) = w′, lab(q) = w. By (ci), w is geodesic in Γ
(
Gi, X0∪Y0∪Z0∪{ti}
)
,
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hence the inequality ‖w′‖ < ‖w‖ implies w′ 6∈ (X0 ∪ Y0 ∪ Z0)∗, i.e. w′ contains a
letter from {t±1i+1}. In particular, this means that w 6=Gi w′.
On the other hand, since w′ is geodesic in Γ
(
Gi+1, X0 ∪ Y0 ∪Z0 ∪ {ti+1}
)
, there
is no ti+1-band in ∆ which starts and ends on p (otherwise, we will obtain a
contradiction as in the proof of part (ai+1)). Also, since w does not contain any
letter from {t±1i+1}, by (ai+1) it follows that ∆ does not contain ti+1-bands at all.
Therefore, w 6=Hi+1 w′, because, since w 6=Gi w′, if w =Hi+1 w′ then ∆ would
contain a ti+1-band. Therefore, ∆ contains an Ri+1-cell.
Let w = w0x, where x ∈ X0. Denote the subword of q with the label w0 by q0
and the one with the label x by q1. Since we chose w to be of minimal length with
the mentioned properties, it must be that w0 is a geodesic word in Γ
(
Gi+1, X0∪Y0∪
Z0∪{ti+1}
)
. Therefore, ∂∆ is a geodesic triangle in Γ
(
Gi+1, X0∪Y0∪Z0∪{ti+1}
)
with geodesic sides p, q0 and q1. Therefore, by Lemma 5.3, ∆ contains an essential
Ri+1-cell Π connected to p, q0 and q1 by a system of essential i+1-contiguity
subdiagrams Γ1, Γ2 and Γ3, respectively. See Figure 14.
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Figure 14. ∆ : lab(q0q1) = w, lab(p) = w
′.
From (bi+1) it follows that (Π,Γ2, q0) < µi+1 and (Π,Γ3, q1) < µi+1. There-
fore, (Π,Γ1, p) > (1 − 23µi+1) − 2µi+1 = 1 − 25µi+1. But since p is geodesic in
Γ
(
Gi+1, X0 ∪ Y0 ∪Z0 ∪ {ti+1}
)
, by Lemma 5.6, for sparse enough standard param-
eters, this is impossible. A contradiction.
(di+1). Let U ∈ X∗0 be a reduced word which is not a proper power of any
other word from G0. Without loss of generality assume that U is a freely cyclically
reduced word. By contradiction let us assume that for some k ≥ 2 and W ∈
(X0 ∪ Y0 ∪Z0 ∪ {ti+1})∗, U =Gi+1 W k. First of all, it directly follows from Lemma
3.14 and from the inductive hypothesis (i.e. by the statement (di)) that U is not a
proper power in Hi+1.
Now, let W ′ ∈ (X0 ∪Y0 ∪Z0 ∪{ti+1})∗ be a cyclically minimal representative of
W in Gi+1. This means that there exists T ∈
(
X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)∗
such that
W =Gi+1 TW
′T−1 and W ′ has minimal length among such words. In particular,
this means that U =Gi+1 T (W
′)kT−1, and W ′ is cyclically geodesic in Γ
(
Gi+1, X0∪
Y0 ∪ Z0 ∪ {ti+1}
)
. Note that, since Gi+1 is a quotient of Hi+1, we get that W
′ is
cyclically geodesic in Γ
(
Hi+1, X0 ∪Y0 ∪Z0 ∪{ti+1}
)
as well. Therefore, by Lemma
3.8 and by LPP, (W ′)k is cyclically (λi+1, ci+1)-quasi-geodesic in Γ
(
Hi+1, X0∪Y0∪
Z0 ∪ {ti+1}
)
.
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Since W ′ is conjugate to W in Gi+1 and U =Gi+1 W
k, there exists a (U, (W ′)k)-
conjugacy diagram over Gi. Hence there exists a cyclically slender (U, (W
′)k)-
conjugacy diagram overGi. Let ∆ be such a diagram. As before, let us denote ∂∆ =
ABCD, where lab(BC), lab(AD) are cyclic shifts of (W ′)k and U , respectively, and
lab(AB) = lab(DC) are geodesic words in Γ
(
Gi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)
. Note
that by (ci+1), U is also cyclically geodesic in Γ
(
Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)
.
Therefore, by Lemma 5.3, ∆ contains an essential Ri+1-cell, Π. Let Γ1, Γ2, Γ3
and Γ4 be essential i+1-contiguity subdiagrams connecting Π to AB, BC, CD and
DA, respectively. Since we chose ∆ to be cyclically slender, by Lemma 7.4, Γ2 and
Γ4 are non-empty and
(76) (Π,Γ2, BC) + (Π,Γ4, DA) ≥ 1− 121λi+1µi+1.
Also, by statement (bi+1) and (ci+1) of the current lemma and by LPP, since
lab(qˆΓ4) ∈ X∗0 , it follows that
(Π,Γ4, DA) < µi+1.
Combining this with (76), we get
(77) (Π,Γ2, BC) > (1− 121λi+1µi+1)− µi+1 > 1− 122λi+1µi+1.
Therefore, since W ′ is cyclically geodesic in Γ
(
Gi+1, X0∪Y0∪Z0∪{ti+1}
)
, by LPP
and by Lemma 5.6, we get that lab(qˆΓ2) is not a subword of a cyclic shift of W
′.
This means that lab(qˆΓ2) is of the form
lab(qˆΓ2) = (W
′′)nQ,
where W ′′ is a cyclic shift of W ′, n ≥ 1, and Q is a prefix of W ′′.
Let us separately consider the cases when n = 1 and when n > 1.
Before that, let us notice that by Corollary 3.1, the Hausdorff distance between
qˇΓ2 and qˆΓ2 is bounded from above by i+1 + 2Rλi+1,ci+1 + 2δi+1 <
by LPP 2i+1.
Case 1. (n = 1). For this case, let us partition qˆΓ2 = qˆ1qˆ2qˆ3, where lab(qˆ1) =
lab(qˆ3) = Q. Let us also partition qˇΓ2 = qˇ1qˇ2qˇ3 such that (qˇ1)+ and (qˇ2)+ are the
closest to (qˆ1)+ and to (qˆ2)+ points on qˇΓ2 , respectively. Since lab(qˆ1) = lab(qˆ3),
from the observation right above Case 1 and from Lemma 5.8, it follows that
‖qˇ1‖, ‖qˇ3‖ ≤ 2µi+1‖Π‖ < µi+1λi+1‖Π‖. Then combining this with (77), we get
that ‖qˇ1qˇ2‖ > (1 − 23λi+1µi+1)‖Π‖. But, since ‖W ′′‖ =
∥∥qˇ1qˇ2∥∥ and W ′′ is a geo-
desic word in Γ
(
Gi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)
, this is impossible for sparse enough
standard parameters. Thus we are done with Case 1.
Case 2. (n > 1). For this case, again we partition qˆΓ2 into three parts qˆΓ2 =
qˆ1qˆ2qˆ3 such that lab(qˆ1) = lab(qˆ3) and lab(qˆ2) is a suffix of W
′′. Then, since
lab(qˆΓ2) = (W
′′)nQ and n ≥ 2, we get that ‖qˆ1‖ = ‖qˆ3‖ > 13‖qˆ2‖, hence ‖qˆΓ2‖ <
3‖qˆ1‖. Also, just like we showed in case n = 1, by Lemma 5.8, in this case
also ‖qˆ1‖, ‖qˆ3‖ ≤ 2µi+1‖Π‖. Therefore, ‖qˆΓ2‖ < 6µi+1‖Π‖. But, since by LPP
1− 122λi+1µi+1 > 6µi+1, we get a contradiction with (77). The case when U ∈ Y ∗0
can be dealt in the same way. Thus we are done with this case as well.
(ei+1). By contradiction, let us assume that for some non-trivial reduced words
U ∈ X∗0 , V ∈ Y ∗0 we have U =Gi+1 V . Then there exists a reduced van Kam-
pen diagram ∆ such that ∂∆ = q1q
−1
2 and lab(q1) = U , lab(q2) = V . Since U
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and V do not contain letters from {t±1i+1} and U 6=Gi V , by (ei) we have that ∆
contains an Ri+1-cell. Therefore, since by (ci+1) U and V are geodesic word in
Γ
(
Hi+1, X0 ∪ Y0 ∪ Z0 ∪ {ti+1}
)
, by Lemma 5.3, ∆ contains an essential Ri+1-cell,
Π. Let us assume that Π is connected to q1 and q2 by i+1-contiguity subdiagrams
Γ1 and Γ2, respectively. Then we have (Π,Γ1, q1) + (Π,Γ2, q2) ≥ 1− 23µi+1. But,
on the other hand, by (bi+1) we have that (Π,Γ1, q1) + (Π,Γ2, q2) < 2µi+1. But
since by LPP we can assume
2µi+1 < 1− 23µi,
we get a contradiction.
(fi+1). The fact that Hi is a hyperbolic group follows from Theorem 3.1 and
parts (di+1) and (ei+1) of the current lemma. 
Corollary 13.1. Suppose U ∈ X∗ is a (λi, ci, i, 1 − 122λiµi)-cyclic-reduced word
for i = I(‖U‖), and U =GL V for some V ∈ X∗0 ∪ Y ∗0 . Then U ∈ X∗0 ∪ Y ∗0 .
Proof. This directly follows from properties (ai),(bi) and Lemma 5.3. 
13.1. Conjugacy problem in GL.
Lemma 13.2. If U ∈ X∗0 \ {1}, V ∈ Y ∗0 \ {1}, then U is not G-conjugate to V in
GL.
Proof. This follows immediately from Lemma 7.2 and properties (bi), (ci). 
Definition 13.1 (Λ-pairs of words). We say that a pair of words (U, V ) ∈ X∗×X∗
is a Λ-pair if either U is a cyclic shift of V or for some k ∈ N, l ∈ Z, U is a cyclic
shift of ulk and V is a cyclic shift of v
l
k or vice versa (i.e. V is a cyclic shift of u
l
k
and U is a cyclic shift of vlk).
Note that the Λ-pair relation is an equivalence relation.
Lemma 13.3. Two cyclically reduced non-empty words U, V ∈ X∗ ∪ Y ∗ are con-
jugate one to each other in GL if and only if (U, V ) is a Λ-pair. Moreover, if U is
not a cyclic shift of V , then U is not G-conjugate to V in GL.
Proof. Assume that U and V freely reduced words which are conjugate in GL. The
case when U is a cyclic shift of V is trivial. Therefore, without loss of generality
assume that U is not a cyclic shift of V . Then, by the definition of G0, it is clear
that U and V are not conjugate in G0. Therefore, there exists a minimal index
i ≥ 1 such that U and V are conjugate in Gi. This means that there exists a
minimal cyclically slender (U, V )-conjugacy diagram ∆ of rank i. If i = 0 then the
statement of the lemma follows from basic properties of free groups. Suppose that
U, V are chosen so that the corresponding index i ∈ N is minimal. Now, let us
assume that i ≥ 1 and apply induction on i.
As usual, let us denote the boundary ∂∆ of ∆ by ABCD. Let U ′ = lab(BC)
and V ′ = lab(AD), where U ′ and V ′ are some cyclic shifts of U and V , respectively.
Claim 1. U is not G-conjugate to V in GL.
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Proof of the claim. Indeed, assume that U is G-conjugate to V in GL. Then, since
by the property (ci), U and V are geodesic words in Γ(Hi, X ∪ {t1, . . . , tj}), ac-
cording to Lemma 7.4, we get that at least one of U ′ and V ′ must contain a
(i, (1− 121λiµi)/2)-subword, which contradicts to property (bi). 
By Claim 1, we get that ∆ is a slender (U, V )-conjugacy diagram over Hi. There-
fore, since we chose the index i to be minimal, ∆ contains ti-bands. Since lab(AB)
and lab(DC) do not contain letters from {t±1i }, we get that the ti-bands of ∆ must
be horizontal, i.e. their ends belong to [A,B] and [D,C].
Now let us choose an edge e1 on the side AB such that lab(e1) ∈ {t±1i } and
lab([(e1)+, B]) does not contain t
±1
i . From the basic properties of HNN-extensions,
it it follows that there exists an edge e′1 on DC such that lab(e1) ∈ {t±1i } and e1 is
connected to e′1 by a ti-band. Moreover, lab([(e1)+, B]) = lab([(e
′
1)+, C]).
Let us denote the side of the ti-band connecting (e1)+ to (e
′
1)+ by p1 and the
side connecting (e1)− to (e′1)− by q1. See Figure 15. Then lab(p1) belongs to either
X∗0 or Y
∗
0 . Denote U
′′ = lab(p1).
B
A
C
D
U’
V’
p1
q1
p2
q2
e2
e1 e’1
e’2
(e )1   +
(e )1   -
(e’ )1   +
(e’ )1   -
’∆ lab(     )=U’’ p1
Figure 15. The cyclically slender (U, V )-conjugacy diagram ∆.
Below it is shown that the second ti-band, joining e2 to e
′
2, actually,
cannot exist.
Let us denote by ∆′ the (U ′, U ′′)-conjugacy subdiagram of ∆ which is bounded
between (e1)+, B, C and (e1)
′
+. See Figure 15. Since ∆
′ does not contain Ri-cells
and ti-bands, we conclude that it is a (U
′, U ′′)-conjugacy diagram of rank j where
0 ≤ j < i, hence U ′ is conjugate to U ′′ in Gj . On the other hand, since U ′′ ∈ X∗ or
Y ∗ and since i was chosen to be minimal, by inductive argument on i we conclude
that either U ′′ is a cyclic shift of U ′ (hence also of U) or U ′ is a cyclic shift of
lab(q1) (this means that (U, lab(p1)) is a Λ-pair).
Now we are going to show that besides the considered ti-band, ∆ does not
contain any other ti-band. Assume that this is not true. Then there exist edges
e2 and e
′
2 on AB and DC, respectively, such that they have a label from {t±1i },
and between e2 and e1 (also between e
′
2 and e
′
1, respectively) there is no other edge
with label from {t±1i }. See Figure 15. Then it must be that e2 is connected to
e′2 by a ti-band. Correspondingly, define p2 and q2 as we defined p1 and q1. Then
repeating the above stated arguments we get that
(
lab(q1), lab(q1)
)
is a Λ-pair. The
last observation implies that either lab(p1) ≡ lab(p2) or lab(p1) ≡ lab(22), which is
impossible by Lemma 7.1. Thus Lemma 13.3 is proved.

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The next lemma is a stronger version of Lemma 13.3.
Lemma 13.4. Let U ∈ (X0 ∪ Y0 ∪ Z0)∗ and V ∈ X∗0 ∪ Y ∗0 . Then U ∼conj V in
GL if and only if (U ′, V ) is a Λ-pair, where U ′ is any (λi, ci, i, 1− 122λiµi)-cyclic
reduction of U for i = I(‖U‖).
Proof. Suppose that U ∼conj V in GL. Let us fix a (λi, ci, i, 1 − 122λiµi)-cyclic
reduction U ′ of U . Then, clearly U ′ ∼conj V in GL. Let us separately consider two
cases: Case 1 – U ′ is G-conjugate to V in GL, and Case 2 – U ′ is H-conjugate to
V in GL.
Case 1. (U ′ is G-conjugate to V in GL). In case U ∼conj V in G0 the state-
ment of the lemma is trivial. Now suppose that U 6∼conj V in G0. Then, by
Lemma 9.2, there exists an index j ∈ N such that j ≤ i and U ∼conj V in Gj but
U 6∼conj V in Hj . Therefore, by Lemma 7.4, U ′ and V contain (j , κ1)- and (j , κ2)-
arcs, respectively, such that κ1 + κ2 ≥ 1 − 122λjµj . Also, since V ∈ X∗0 ∪ Y ∗0 , by
property (bj), κ2 ≤ ρj . Therefore, U ′ contains a (j , 1− 122λjµj)-subword, which
contradicts to the fact that U ′ is cyclically (λj , cj , j , 1− 122λjµj)-reduced. So we
are done with Case 1.
Case 2. (U ′ is H-conjugate to V in GL). Then for some k ∈ N, U ′ ∼conj V in Hk
and U ′ 6∼conj V in Gk−1, and consequently, there exists a slender (U ′, V )-conjugacy
diagram ∆ over Hk = 〈X ∪ {t1, . . . , tk}〉 which contains at least one tk-band. Note
that, since V does not contain a letter from {t±1k }, ∆ must contain only horizontal
tk-bands. Without loss of generality assume that V ∈ X∗0 ∪ Y ∗0 is chosen so that
∆ contains minimal number of horizontal t-bands, t ∈ {t1, t2, . . .}. Therefore, by
a standard inductive argument and by Lemma 13.3, we get that U ′ and V form a
Λ-pair with a label of a side of any (horizontal) tk-band from ∆, hence, since Λ-pair
relation is an equivalence relation, we get that (U ′, V ) is a Λ-pair. 
Lemma 13.5. Let U, V ∈ (X0∪Y0∪Z0)∗. Suppose that U ′, V ′ ∈ (X∪{t1, . . . , tj})∗
are any (λi, ci, i, 1 − 122λiµi)-cyclic-reductions of U and V , respectively, where
i = I(‖U‖+ ‖V ‖). Then U is H-conjugate to V in GL if and only if (U ′, V ′) is a
Λ-pair and U ′ is not a cyclic shift of V ′.
Proof. First of all, if (U, V ) is a Λ-pair, then, clearly, U ∼conj V in GL. Moreover,
by Lemma 13.3, if U is not a cyclic shift of V , then U is not G-conjugate to V ,
hence U is H-conjugate to V in GL.
Now let us assume that U is H-conjugate to V in GL. Then there exists an
index j ∈ N such that U is conjugate to V in Hj , but U is not conjugate to V in
Gj−1. This means that there exists a slender (U, V )-conjugacy diagram ∆ over Hj
which contains a horizontal tj-band. Therefore, U and V are conjugate to conjugate
words from X∗0 ∪ Y ∗0 . Hence, by Lemma 13.4 and by the fact that Λ-pair relation
is an equivalence relation, we get that (U ′, V ′) is a Λ-pair. 
The next lemma is an obvious corollary from the structure of the words of Λ(A∗)
and definition of Λ-pairs.
Lemma 13.6. The decision problem which for any pair of words U, V ∈ (X0 ∪
Y0 ∪ Z0)∗ asks whether or not (U, V ) is a Λ-pair can be strongly reduced to the
membership problem for L ⊆ A∗ in O(‖U‖+ ‖V ‖) time.
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The combination of Lemma 13.3 and Lemma 13.5 implies the following proposi-
tion.
Proposition 13.1. Suppose that U, V ∈ (X0 ∪ Y0 ∪Z0)∗. Then, U ∼conj V if and
only if exactly one of the following holds.
(1) U is G-conjugate to V in GL;
(2) (U ′, V ′) is a Λ-pair and U ′ is not a cyclic shift of V ′, where U ′, V ′ ∈
(X0 ∪Y0 ∪Z0 ∪{ti})∗ are (λi, ci, i, 1− 122λiµi)-cyclic reductions of U and
V , respectively, for i = I(‖U‖+ ‖V ‖).
Proof. This proposition directly follows from Lemma 13.3 and Lemma 13.5. 
Proposition 13.2. The membership problem for L ⊆ A∗ can be strongly reduced
to the conjugacy problem in GL in linear time; and the H-conjugacy problem in
GL can be strongly reduced to the membership problem for L ⊆ A∗ in almost linear
time.
Proof. Indeed, it follows from the definition of Λ-pairs that for any ω ∈ A∗, ω ∈ L
if and only if the pair of words Λ(ω) is a Λ-pair. Therefore, since Λ(ω) ∈ Y ∗0 × Z∗0 ,
by Lemma 13.3, ω ∈ L if and only if Λ(ω) is a pair of words conjugate in GL.
Now let us show the opposite side. For that let us consider a pair of words
(U, V ) ∈ X∗ ×X∗. Then one can find (λi, ci, i, 1 − 122λiµi)-cyclic-reductions U ′
and V ′ of U and V , respectively, in almost linear time, where i = I(‖U‖ + ‖V ‖)
(see Remark 9.4). Therefore, since by Lemma 13.5 U ′ is H-conjugate to V ′ in GL
if and only if (U ′, V ′) is a Λ-pair, by Lemma 13.6, the H-conjugacy problem in GL
can be strongly reduced to the membership problem for L ⊆ A∗ in almost linear
time. 
13.1.1. Geometry of slender G-conjugacy diagrams and time complexity of the G-
conjugacy problem in GL.
Lemma 13.7. Let for some i ∈ N, U, V ∈ (X0 ∪ Y0 ∪ Z0 ∪ {t1, . . . , ti})∗ be
(λi, ci, i, 1 − 122λiµi)-cyclic-reduced words in Γ
(
Hi, X0 ∪ Y0 ∪ Z0 ∪ {t1, . . . , ti}
)
and suppose U ∼conj V in Gi but U 6∼conj V in Hi. Then there exists a (U, V )-
conjugacy diagram ∆ over
Gi = 〈X0 ∪ Y0 ∪ Z0 ∪ {t1, . . . , ti} | Rj , t−1j ujtjv−1j , 1 ≤ j ≤ i〉
such that ∂∆ = ABCD, lab(AD) ≡ U , lab(BC) ≡ V , lab(AB) ≡ lab(DC) and for
every cell Π in ∆, ∂Π∩AD, ∂Π∩BC 6= ∅. Moreover, if Π is an Rj-cell for some
1 ≤ j ≤ i, then ‖Π∩AD‖, ‖Π∩BC‖ ≥ ρj‖Π‖. Also, if Π is a cell with label of the
form t−1j ujtjv
−1
j , then uj is contained either in lab(Π ∩ AD) or in lab(Pi ∩ BC),
and the same is true about vj
Proof. Let ∆0 be a reduced cyclically slender (U, V )-conjugacy diagram over Gi.
Let ∂∆0 = A0B0C0D0 be such that lab([A0, D0]) = U
′ and lab([B0, C0]) = V ′ for
some cyclic shifts U ′ and V ′ of U and V , respectively. Then, by Lemma 7.4, there
exists an Ri-cell Π connected by non-empty i-conjugacy subdiagrams Γ and Γ′ to
A0D0 and B0C0 such that (Π,Γ, A0D0) + (Π,Γ
′, B0C0) ≥ 1 − 121λiµi. Without
loss of generality assume that Γ and Γ′ are truncated. Now, since U ′ and V ′ are
(λi, ci, i, 1 − 122λiµi)-reduced, we get (Π,Γ, A0D0), (Π,Γ′, B0C0) < 1 − 122λiµi.
Therefore,
(Π,Γ, A0D0), (Π,Γ
′, B0C0) > µi.
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Hence, by property (b′i), we get that Area(Γ) = Area(Γ
′) = 0.
‖W‖, ‖W ′‖ ≥ µ‖R′i‖.
Now the proof of Lemma 13.7 follows after applying some standard inductive
arguments. 
Visually, Lemma 13.7 tells us that if for some i ∈ N, U, V ∈ (X0 ∪ Y0 ∪ Z0 ∪
{t1, . . . , ti})∗ are (λi, ci, i, 1 − 122λiµi)-cyclic-reduced words in Γ
(
Hi, X0 ∪ Y0 ∪
Z0 ∪ {t1, . . . , ti}
)
and U ∼conj V in Gi but U 6∼conj V in Hi, then there exists a
(U, V )-conjugacy diagram ∆ which looks like in Figure 16, where by Π1, . . . Πk we
denoted the cells of ∆.
�1 �2 �3 �k
   V’
   U’
Figure 16.
Lemma 13.8. The G-conjugacy problem in GL is decidable in almost linear time.
Proof. Indeed, in order to check for a given pair of words (U, V ) ∈ X∗×X∗ whether
or not U is G-conjugate to V in GL, one can first compute (λi, ci, i, 1− 122λiµi)-
cyclic-reductions U ′ and V ′ of U and V , respectively, in almost linear time (see
Remark 9.4), then check does there exist a (U ′, V ′)-conjugacy diagram satisfying
the properties described in Lemma 13.7. Notice that the last checking can be done
in O(‖U‖+ ‖V ‖) time. Therefore, the whole checking can be done in almost linear
time. 
13.1.2. Main properties of GL. Combining Proposition 13.2 with Lemma 13.8 one
immediately gets the statements (II.i) and (II.ii) of Theorem 2.4.
Corollary 13.2. The membership problem for L ⊆ A∗ can be strongly reduced to
the conjugacy problem in GL in linear time; and the conjugacy problem in GL can
be strongly reduced to the membership problem for L ⊆ A∗ in almost linear time.
Another corollary is the following.
Corollary 13.3. The individual conjugacy problems in GL are decidable in almost
linear time.
Proof. Let us fix an element g ∈ GL and let U ∈ X∗ be a reduced word representing
g. The key observation is that since there are only finitely many words W such
that (U,W ) form a Λ-pair, it can be checked in a fixed time whether or not (U, V ′)
form a Λ-pair. Therefore, without loss of generality we can assume that (U, V ′) do
not form a Λ-pair. Hence, from Lemmas 13.3 and 13.5 it follows that U ∼conj V ′
in GL if and only if U is G-conjugate to V ′ in GL, which can be checked in almost
linear time according to Lemma 13.8. 
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14. Proof of Theorem 2.5
In this section we are going to construct a group G˜ which satisfies the properties
of Theorem 2.5. G˜ will be constructed as a direct limit of a chain
G0
β0
↪→ H1
γ1 G1
β1
↪→ H2
γ2 . . . .(78)
of non-elementary torsion-free hyperbolic groups of the form (59) according to the
scheme described in Section 10.
More specifically, G0
def
= F (X), where X = {x1, x2}.
LetN = {n1, n2, . . .} ⊂ N be a recursively enumerable but not recursive subset of
positive integers. Let us enumerate elements ofG0 according to their lexicographical
order as G0 = {1 = u0, u1, u2, . . .} and denote U = {u1, u2, . . .}. Let V = unionsq∞i=1U =
{v1, v2, . . .} be a disjoint union of copies of U with recursive enumeration such that
before the next copy of a given element u ∈ U appears in V, all the elements
preceding u ∈ U already appeared in V at least once.
Denote by P = {p1, p2, . . .} the set of prime numbers indexed in their natural
order.
14.0.1. Definition of Hi+1 for G˜. Suppose that for i ≥ 0, Gi is already constructed
and it satisfies the following properties, which we call condition A:
A1. Gi is a non-elementary torsion-free δi-hyperbolic group for δi ∈ N,
A2. words of the form xn1x2, n ∈ Z, are not proper powers in Gi.
Below we show how to construct Gi+1 from Gi which, in particular, preserves prop-
erties A1 and A2.
Suppose that the set {v˜j1 , v˜j2 , . . . , v˜ji} of words from X∗ is such that its elements
are not proper powers in Gi, i.e. E(vjk) = 〈v˜jk〉 in Gi for 1 ≤ k ≤ i. Then define
vji+1 as the element from {vji+1, vji+2, . . .} of minimal index such that vji+1 does
not represent the trivial element in Gi. Now define v˜ji+1 as follows.
• If vji+1 commensurates with any element from {v˜j1 , . . . , v˜ji} in Gi, then
define v˜ji+1 = v˜jk , where 1 ≤ k ≤ i is the smallest index such that vji+1
commensurates with v˜jk in Gi;
• Otherwise, if vji+1 commensurates in Gi with an element of the form xn1x2,
then define v˜ji+1 = x
n0
1 x2, where |n0| is the smallest such that vji+1 com-
mensurates in Gi with x
n0
1 x2;
• Otherwise, if vji+1 is not a proper power in Gi, then define v˜ji+1 = vji+1 ;
• Otherwise, if vji+1 is a proper power in Gi, then define v˜ji+1 to be cyclically
geodesic word in Γ(G˜,X) such that E(vji+1) = 〈v˜ji+1〉 in Gi.
Define q1 = p1 and suppose that the set {q1, . . . , qi} of prime numbers is already
defined. Then, define qi+1 ∈ N as follows.
• If v˜ji+1 ≡ v˜jk for some 1 ≤ k ≤ i, then define qi+1 = qk;
• Otherwise, define qi+1 = pi+1.
Define n˜i+1 = ns+1 ∈ N , where s = #{1 ≤ k ≤ i | v˜jk ≡ v˜ji+1}. Now define
w˜i+1 = x
q
n˜i+1
i+1
1 x2. Now define Hi+1 as follows. If w˜i+1 commensurates with v˜ji+1 in
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Gi, then Hi+1 = Gi, otherwise Hi+1 is an HNN-extension of Gi. More precisely,
Hi+1 = 〈Gi, ti+1 | t−1i+1v˜ji+1ti+1 = w˜i+1〉.(79)
Lemma 14.1. Hi+1 is non-elementary torsion-free δ
′
i+1-hyperbolic group for some
δ′i+1 ∈ N.
Proof. Hyperbolicity of Hi+1 follows directly from the above mentioned assumption
A2 when combined with Theorem 3.1.
The fact that Hi+1 is non-elementary and torsion-free follows from the basic
properties of HNN-extensions (see, for example, [28]).

Lemma 14.2. The words {v˜j1 , . . . , v˜ji+1} and the words of the form xm1 x2 are not
proper powers in Hi+1 (assuming that this statement holds in Gi).
Proof. Directly follows from Lemma 3.14. 
Lemma 14.3. ti+1 /∈ E(x1) ∪ E(x2), x1 /∈ E(x2) and x2 /∈ E(x1) in Hi+1.
Proof. Indeed, it follows from the basic properties of HNN-extensions and from the
assumption that Gi is a non-elementary group. 
14.0.2. Definition of Gi+1 for G˜. Suppose that Hi+1 is already constructed and
it is a non-elementary torsion free δ′i+1-hyperbolic group for δ
′
i+1 ∈ N such that
the map i + 1 7→ δ′i+1 is computable. Define Gi+1 as follows: If Hi+1 = Gi, then
Gi+1 = Gi, otherwise
Gi+1 = Hi+1/ R
({ti+1}, x1, x2, δ′i+1, λi+1, ci+1, i+1, µi+1, ρi+1) .(80)
Denote R({ti+1}, x1, x2, δ′i+1, λi+1, ci+1, i+1, µi+1, ρi+1) by Ri+1.
Lemma 14.4. For sparse enough standard parameters λi+1, ci+1, i+1, µi+1, ρi+1,
no word of the form (xm1 x2)
±1, m ∈ Z, has a (i+1, λi+1µi+1)-subword with respect
to the quotient Gi+1 = Hi+1/ Ri+1 , and (λi+1, ci+1)-quasi-geodesic words in
Γ(Gi+1, X ∪ {ti+1}) do not contain (i+1, 1− 122λi+1µi+1)-subwords.
Proof. Indeed, the first statement follows from the fact that the words Ri+1 satisfy
the small cancellation condition C ′(λi+1, ci+1, i+1, µi+1, ρi+1) (see conditions (2.1)
and (2.2) in the definition of C ′(λ, c, , µ, ρ) condition). The second statement
follows from Lemma 5.6. 
Lemma 14.5. For sparse enough standard parameters λi+1, ci+1, i+1, µi+1, ρi+1,
the group Gi+1 is torsion-free non-elementary δi+1-hyperbolic for some δi+1 ∈ N.
Proof. Follows directly from Lemmas 14.3 and 5.4. 
Lemma 14.6. For sparse enough standard parameters λi+1, ci+1, words of the form
xm1 x2 are (λi+1, ci+1)-quasi-geodesic in Γ(Hi+1, X ∪ {ti+1}).
Proof. The statement of the lemma follows immediately from Lemma 3.7. 
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Lemma 14.7. For sparse enough standard parameters λi+1, ci+1, i+1, µi+1, ρi+1,
the words {v˜j1 , . . . , v˜ji+1} and the words of the form xm1 x2 are not proper powers in
Gi+1, assuming that these statements hold in Hi+1.
Proof. The part about the words {v˜j1 , . . . , v˜ji+1} immediately follows from Lemma
7.5, because, since the standard parameters are assumed to be sparse enough, in
particular, we can assume that ρi+1 is sufficiently larger than max{‖v˜j1‖, . . . , ‖v˜ji‖}
and then apply Lemma 7.5.
Now, by contradiction, assume that for some fixed m ∈ N, the word xm1 x2 is a
proper power in Gi+1. Then, there exists k > 1 and u ∈ (X ∪ {ti+1})∗ such that u
is cyclically minimal in Γ(Gi+1, X ∪ {ti+1}) and
xm1 x2 ∼conj uk
in Gi+1. By Lemma 3.7, for sparse enough standard parameters λi+1, ci+1, i+1,
µi+1, ρi+1, the word u
k is (λi+1, ci+1)-quasi-geodesic in Γ(Hi+1, X∪{ti+1}). There-
fore, since by Lemma 14.4, xm1 x2 does not contain a (i+1, µi+1λi+1)-subwords with
respect to the quotient Gi+1 = Hi+1/  Ri+1 , by Lemma 7.4, we get that uk
must contain a (i+1, 1 − 122λi+1µi+1)-subword with respect to Gi+1 = Hi+1/ 
Ri+1 , which is impossible by Lemma 7.5. A contradiction.

14.1. Properties. Define
V˜ = {v˜j1 , v˜j2 , . . .}
and for all i ∈ N, define
V˜i = {v˜jk ∈ V˜ | v˜jk ≡ v˜ji}
and
N˜i = {n ∈ N | v˜ji ∼conj xq
n
i
1 x2 in G˜}.
Lemma 14.8. For all i,m ∈ N, words of the form v˜ji and xm1 x2 are not proper
powers in G˜.
Proof. Follows immediately from Lemmas 14.2 and 14.7. 
Lemma 14.9. Words of the form (xm11 x2)
τ1 and (xm21 x2)
τ2 , where m1,m2 ∈ Z,
τ1, τ2 ∈ {±1}, are G-conjugate in G˜ if and only if m1 = m2 and τ1 = τ2.
Proof. If (xm11 x2)
τ1 and (xm21 x2)
τ2 are conjugate in G0, then clearly m1 = m2
and τ1 = τ2. Now suppose that (x
m1
1 x2)
τ1 and (xm21 x2)
τ2 are G-conjugate in
G˜, but (xm11 x2)
τ1 6∼conj (xm21 x2)τ2 in G0. Then there exists s ∈ N such that
(xm11 x2)
τ1 ∼conj (xm21 x2)τ2 in Gs but (xm11 x2)τ1 6∼conj (xm21 x2)τ2 in Hs. Since
by Lemma 14.6, the words (xm11 x2)
τ1 and (xm21 x2)
τ2 are cyclically (λs, cs)-quasi-
geodesic in Γ(Hs, X ∪{ts}), and since by Lemma 14.4, (xm11 x2)τ1 and (xm21 x2)τ2 do
not contain (s, λsµs)-subwords with respect to the quotient Gs = Hs/  Rs ,
by Lemma 7.4, we get a contradiction, because Lemma 7.4 tells us that in case
(xm11 x2)
τ1 ∼conj (xm21 x2)τ2 in Gs but (xm11 x2)τ1 6∼conj (xm21 x2)τ2 in Hs, at least
one of the words (xm11 x2)
τ1 and (xm21 x2)
τ2 contains a (1−121λsµs)/2-subword with
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respect to the quotient Gs = Hs/  Rs , which contradicts to the assertion of
Lemma 14.4.

Lemma 14.10. For all i, k ∈ N, τ ∈ {±1}, v˜ji is G-conjugate with (v˜jk)τ in G˜ if
and only if v˜ji ≡ v˜jk and τ = 1.
Proof. If v˜ji ∼conj v˜τjk in G0, then clearly v˜ji ≡ v˜jk and τ = 1. The inverse is true
as well. Now assume that v˜ji is G-conjugate with v˜
τ
jk
in G˜, but v˜ji 6∼conj v˜τjk in G0.
Then there exists s ∈ N such that v˜ji ∼conj v˜τjk in Gs but v˜ji 6∼conj v˜τjk in Hs.
Without loss of generality assume that i < k. Then, since by definition of v˜jk ,
v˜τjk is not conjugate in Gk−1 with any element from
{v˜jl | 1 ≤ l < k, v˜τjk 6≡ v˜jl},
we get that s ≥ k. However, by Lemma 7.4, if the standard parameters λs, cs, s, µs, ρs
are sparse enough, in particular, if ρs is much larger than ‖v˜ji‖ and ‖v˜jk‖, then it
cannot happen that v˜ji ∼conj v˜jk in Gs but v˜ji 6∼conj v˜jk in Hs.

Lemma 14.11. If for some i ∈ N, n ∈ Z, τ ∈ {±1}, v˜ji is G-conjugate to (xn1x2)τ
in G˜, then v˜ji ≡ (xn1x2)τ .
Proof. If v˜ji ∼conj (xn1x2)τ in G0, then clearly v˜ji ≡ (xn1x2)τ . Now assume that v˜ji
is G-conjugate with (xn1x2)
τ in G˜, but v˜ji 6∼conj (xn1x2)τ in G0. Then there exists
s ∈ N such that v˜ji ∼conj (xn1x2)τ in Gs but v˜ji 6∼conj (xn1x2)τ in Hs.
If s < i, then by the definition of v˜ji , the fact that v˜ji ∼conj (xn1x2)τ in Gs implies
that v˜ji ≡ xn
′
1 x2 for some n
′ ∈ Z. Therefore, by Lemma 14.9, xn′1 x2 ≡ (xn1x2)τ ,
which implies that v˜ji ∼conj (xn1x2)τ in G0. A contradiction.
If s ≥ i, then since by Lemma 14.4, the word (xn1x2)τ does not contain a
(s, λsµs)-subword with respect to the quotient Gs = Hs/ Rs , by Lemma 7.4,
the word v˜ji must contain (s, 1− 122λsµs)-subwords with respect to the quotient
Gs = Hs/  Rs , which is impossible granted that the standard parameters
λs, cs, s, µs, ρs are sparse enough, in particular, if ρs is much larger than ‖v˜ji‖. 
Lemma 14.12. Let
w1, w2 ∈
{
v˜ji , (x
n
1x2)
τ | i ∈ N, n ∈ Z, τ ∈ {±1}}
and w1 6≡ w2 such that w1 ∼conj w2 in G˜. Then, for the group
H ′s = 〈X, t1, t2, . . . , ts | t−11 v˜j1t1 = xq
n˜1
1
1 x2, . . . , t
−1
s v˜jsts = x
qn˜ss
1 x2〉,
there exists T ∈ {t1, t2, . . . , ts}∗ such that
T−1w1T = w2 in H ′s,
where s is such that w1 ∼conj w2 in Hs, but w1 6∼conj w2 in Gs−1
Proof. Suppose that w1 6≡ w2, then by Lemmas 14.9, 14.10 and 14.11, the fact that
w1 ∼conj w2 in G˜, implies that w1 is H-conjugate to w2 in G˜. Therefore, there
exists s ∈ N such that w1 ∼conj w2 in Hs, but w1 6∼conj w2 in Gs−1. Therefore,
there exists h ∈ Hs such that
h−1w1h = w2 in Hs
such that θ(h) is minimal and θ(h) > 0, where θ is defined in Subsection 3.3.
86
We will prove by induction on (s, θ(h), where we define (s1, θ(h1)) < (s2, θ(h2))
if either s1 < s2 or s1 = s2 and θ(h1) < θ(h2).
If s = 1, then note that H ′s coincides with Hs, and the statement of the lemma
follows from the combination of Collins’ Lemma (see Lemma 3.13) with the fact
that G0 is a free group.
Now assume that s > 1 and for all smaller pairs (s′, θ(h′)) the statement is true.
Note that, by Collins’ Lemma, there exist m ∈ Z, h1, h2 ∈ Hs such that h1tsh2 = h
and, in particular, θ(h1), θ(h2) < θ(h), and either
h−11 w1h1 =Hs (v˜js)
m and h−12 (x
qn˜ss
1 x2)
mh2 =Hs w2
or
h−11 w1h1 =Hs (x
qn˜ss
1 x2)
m and h−12 (v˜js)
mh2 =Hs w2.
Since by Lemma 14.8, the words w1 and w2 are not proper powers, we get that
m ∈ {±1}. Also, not that since by Lemmas 14.9, 14.10 and 14.11, w1, (v˜js)m and
w1, (x
qn˜ss
1 x2)
m are not G-conjugate in G˜, in case θ(h1) = 0, we get that either w1
is conjugate to (v˜js)
m in Hs−1 or w1 is conjugate to (x
qn˜ss
1 x2)
m in Hs−1. Analo-
gous statement is true for the pairs (w2, (v˜js)
m) and (w2, (x
qn˜ss
1 x2)
m) if θ(h2) = 0.
Therefore, the statement of the lemma follows from inductive hypothesis. 
Lemma 14.13. Let i ∈ N. Then for all but finitely many m ∈ N, if the word
x
qmi
1 x2 is conjugate with (v˜ji)
τ , τ ∈ {±1}, in G˜, then m ∈ N and τ = 1.
Proof. First of all, by Lemma 14.9, if x
qmi
1 x2 is conjugate with (v˜ji)
τ in G˜, then
x
qmi
1 x2 is H-conjugate with (v˜ji)
τ in G˜. Therefore, there exists s ∈ N such that
x
qmi
1 x2 ∼conj (v˜ji)τ in Hs, but xq
m
i
1 x2 6∼conj (v˜ji)τ in Gs−1. Then, by Lemma 14.12,
for the group
H ′s = 〈X, t1, t2, . . . , ts | t−11 v˜j1t1 = xq
n˜1
1
1 x2, . . . , t
−1
s v˜jsts = x
qn˜ss
1 x2〉,
there exists T ∈ {t1, t2, . . . , ts}∗ such that T is of minimal length for which
T−1(v˜ji)
τT = x
qmi
1 x2 in H
′
s.
Now, from the last identity, to see that τ = 1 is a simple exercise.
Claim 1. T does not contain subwords of the form ts1t
−1
s2 , where 1 ≤ s1, s2 ≤ s.
Proof of Claim 1. By contradiction suppose that T = T1ts1t
−1
s2 T2. Then, by Brit-
ton’s Lemma (see Lemma 3.12), the identities
T−1v˜jiT (x
qmi
1 x2)
−1 =H′s 1
and
v˜jiT (x
qmi
1 x2)
−1T−1 =H′s 1
imply that
(T1ts1)
−1v˜jiT1ts1 ∈ 〈xq
n˜s1
s1
1 x2〉
and
t−1s2 T2x
qmi
1 x2(t
−1
s2 T2)
−1 ∈ 〈xq
n˜s2
s2
1 x2〉
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in H ′s, and on the other hand
(T1ts1)
−1v˜jiT1ts1 =H′s t
−1
s2 T2x
qmi
1 x2(t
−1
s2 T2)
−1.
Therefore, we get s1 = s2 and hence T =H′s T1T2, which contradicts the assumption
that T was chosen to be of minimal length. 
Claim 2. If ‖T‖ ≥ 2, then T is of the form T1t−1s0 , for some 1 ≤ s0 ≤ s.
Proof of Claim 2. Indeed, if T was of the form T1ts0 for some 1 ≤ s0 ≤ s, then
by Britton’s Lemma, the identity v˜jiT (x
qmi
1 x2)
−1T−1 =H′s 1 would imply that
ts0x
qmi
1 x2t
−1
s0 ∈ 〈v˜ji〉 in H ′s, which implies that ts0x
qmi
1 x2t
−1
s0 = v˜ji . However, the
last identity contradicts the assumption that ‖T‖ ≥ 1 and T was chosen of minimal
length. 
Note that if ‖T‖ = 1, then the identity T−1v˜jiT (xq
m
i
1 x2)
−1 =H′s 1 can hold only
for finitely many values of m /∈ N . Hence without loss of generality, let us assume
that ‖T‖ > 2. Then, by Claims 1 and 2, T is of the form T = t−1s1 . . . t−1sk , where
k ≥ 2 and 1 ≤ s1, . . . , sk ≤ s.
Now, note that by Britton’s Lemma, for some n ∈ N, ts1vjnt−1s1 = v˜ji , and hence
v˜ji = x
q
n˜s1
s1
1 x2, which implies that s1 is defined uniquely. The same was s2, . . . , sk
are defined uniquely. Therefore, if for some m1 6= m, we have
(T ′)−1v˜jiT
′(xq
m1
i
1 x2)
−1 =H′s 1
and ‖T ′‖ ≥ 1 also ‖T ′‖ is minimal, then either T ′ is a prefix of T or T is a prefix of
T ′ and T ′ is of the same form as T . However, an application of Britton’s Lemma
show that this cannot happen. Indeed, if without loss of generality we assume
that ‖T ′‖ > ‖T‖, then T ′ = Tt−1sk+1 . . . t−1sk+l . Then, since T−1v˜jiT =H′s x
q
m1
i
1 x2, we
would have
tsk+1T
−1v˜jiTt
−1
sk+1
= tsk+1x
q
m1
i
1 x2t
−1
sk+1
∈ 〈v˜jsk+1 〉
and also qi = qsk+1 . However, from the definition of the elements q1, q2, . . . , and
from the last identities, we get v˜jsk+1 = v˜ji and tsk+1x
qm−1i
1 x2t
−1
sk+1
=H′s v˜ji . The
last identity contradicts the assumption that ‖T ′‖ ≥ 2 and T ′ was chosen to be of
minimal length.
Thus the lemma is proved.

Lemma 14.14. Let i ∈ N and let i0 be the smallest index such that v˜i0 =G˜ v˜i.
Then, the set V˜i0 is infinite and also the set N 4 N˜i0 = (N \ N˜i0) ∪ (N˜i0 \ N ) is
finite.
Proof. The first statement follows from the definition of V˜i0 and the elements
{v˜j1 , v˜j2 , . . .}.
As for the second statement, first of all, note that Lemma 14.13 implies that
N˜i0 \ N is finite.
Also, since the set Vi0 is infinite, by the definition of the set {n˜1, n˜2 . . .} ⊆ N we
get {n˜1, n˜2 . . .} = N . Therefore, N \ N˜i0 = ∅. Thus N 4 N˜i0 is finite.

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Lemma 14.15. Let i ∈ N, m ∈ Z \ {0}. Let i0 be the smallest index such that v˜ji0
is conjugate to v˜ji in G˜. Then for all but finitely many positive integers n, (v˜ji0 )
m
is conjugate to
(
x
qni0
1 x2
)τm
in G˜, where τ ∈ {±1}, if and only if n ∈ N and τ = 1.
Proof. Indeed, suppose that (v˜ji0 )
m is conjugate with (v˜ji0 )
τm in G˜. Then, there
exists s ∈ N, such that (v˜ji0 )m is conjugate with
(
x
qni0
1 x2
)τm
in Gs. Therefore,
E
(
(v˜ji0 )
m
)
is conjugate with E
((
x
qni0
1 x2
)m)
in Gs. But since Gs is a torsion-free
hyperbolic group and by Lemma 14.8, v˜ji0 and x
qni
1 x2 are not proper powers, we
get that 〈v˜ji0 〉 is conjugate with 〈x
qni0
1 x2〉 in Gs. Consequently, v˜ji0 is conjugate
with
(
x
qni0
1 x2
)τ
in G˜. Therefore, by Lemma 14.13, for all but finitely many n, we
get n ∈ N .
The inverse statement follows immediately from Lemma 14.14. 
Lemma 14.16. For any word u ∈ X∗ representing a non-trivial element of G˜,
there exists an element v˜ji ∈ V˜ and m ∈ Z such that u ∼conj v˜mji in G˜.
Proof. Indeed, by the definition of the words {v˜j1 , v˜j2 , . . .}, for each u ∈ X∗, there
exists i ∈ N and v ∈ X∗ such that u commensurates with v˜ji in Gi. In other
words, v−1uv ∈ E(v˜ji) in Gi. But since Gi is a torsion-free hyperbolic group and
by Lemma 14.8, v˜ji is not a proper power, we get that v
−1uv ∈ E(v˜ji) is equivalent
to v−1uv ∈ 〈v˜ji〉 in Gi. Therefore, for some m ∈ Z, u ∼conj v˜mji in G˜.

Lemma 14.17. The word problem in G˜ is decidable in almost linear time, however,
for each g ∈ G˜ \ {1}, the individual conjugacy problem ICP (g) is undecidable.
Proof. The decidability of the word problem in almost linear time follows from
Lemma 10.1.
Now suppose that g 6= 1 in G˜. Then, by Lemma 14.16, there exist m ∈ Z and
minimal index i such that v˜mji is conjugate to g in G˜. Therefore, by Lemma 14.15,
for all but finitely many n ∈ N, the question of whether or not (xqni1 x2)m is conjugate
to g is equivalent to the question of whether or not n ∈ N . Therefore, since N is
not recursive, we get that the decision problem which for each input n ∈ N asks
whether or not (v˜njix)
m is conjugate to g in G˜ is undecidable. In particular, this
implies that ICP (g) is undecidable. 
15. Appendix
15.1. Proof of Lemma 3.10. Let U, V, T1, T2, L, λ, c,m, n be defined as in the
statement of Lemma 3.10.
Let us assume that
L ≤ ‖U‖
12λ
m.(81)
Then in the Cayley graph Γ(G,X) there exists a rectangle ABCD such that
lab(AB) = T1, lab(BC) = U
m, lab(CD) = T2 and lab(AD) = V
n. Since the sides
BC and AD are (λ, c)-quasi-geodesic and ‖T1‖, ‖T2‖ ≤ L, by Corollary 3.1, we
get that the Hausdorff distance between BC and AD is bounded from above by
L + 2Rλ,c + 2δ. Moreover, by Corollary 3.2, for any point o ∈ BC such that its
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distance from B and C is more than L+Rλ,c+2δ, we have dist(o,AD) ≤ 2Rλ,c+2δ.
Let us fix the points B′, C ′ ∈ BC such that
lab(BB′) = lab(C ′C) = U2b(λ(L+Rλ,c+2δ))+c)/‖U‖c+1.(82)
Note that then d(B,B′), d(C,C ′) > L+Rλ,c + 2δ and
(83)
2
(
2b(λ(L+Rλ,c + 2δ)) + c)/‖U‖c+ 1
)
≤4λL‖U‖ +
4λRλ,c + 8δ + 2c
‖U‖ + 2 <
4λL
‖U‖ + |X|
2Rλ,c+2δ+‖V ‖
by (81) , ≤m
3
+ |X|2Rλ,c+2δ+‖V ‖ ≤ 2m
3
.
Following Olshanskii, [41], we call a point on CD a phase vertex, , say O, if
lab(BO) is a power of U . Correspondingly, we call a point on AD, say O′, a phase
vertex, if lab(AO′) is a power of V . Since B′C ′ is contained in the (2Rλ,c + 2δ)-
neighborhood of AD, for each phase vertex O ∈ B′C ′ there exists a phase vertex
O′ ∈ AD such that d(O,O′) ≤ 2Rλ,c+ 2δ+‖V ‖. This follows from Lemma 3.2 and
from the simple observation that the set of phase vertices on AD is a ‖V ‖-net.
By (82) and (83) we get that the number of phase vertices on B′C ′ is greater than
|X|2Rλ,c+2δ+‖V ‖ (recall that X is a symmetric set). Therefore, by the pigeonhole
principle, there exist at least two phase vertices O1, O2 ∈ BC and two phase vertices
O′1, O
′
2 ∈ AD such that d(O1, O′1), d(O2, O′2) ≤ 2Rλ,c + 2δ + ‖V ‖ and lab(O1O′1) ≡
lab(O2O
′
2), where by lab(O1O
′
1) and lab(O2O
′
2) we mean the labels of some geodesic
paths joining O1 to O
′
1 and O2 to O
′
2, respectively.
Denote Q = lab(O1O
′
1) = lab(O2O
′
2). Then we have that for some integers m0
and n0, Q
−1Um0Q =G V n0 . On the other hand, T1 =G Um1QV n1 , where the
integers m1, n1 are such that lab(BO1) = U
m1 and lab(O′1A) = V
n1 . But this
means that T1U
m0T−11 =G V
n0 . Therefore, since every element of a hyperbolic
group is contained in a unique maximal elementary subgroup (see [41]), T1UT
−1
1
and V are contained in the same subgroup E(V ). The same way T2UT
−1
2 ∈ E(V ).
In case U =G V , by the properties described in the beginning of Section 3.2,
the fact that T1UT
−1
1 ∈ E(V )(= E(U)) implies that T1 ∈ E(V )(= E(T2)). The
same way T2 ∈ E(V )(= E(U)). Also, since V n0 is a label of a subpath of DA, as
it follows from the above described, we get that the sign of n0 coincides with the
sign of n. Therefore, T1, T2 ∈ E+(U) for n > 0 and T1, T2 ∈ E−(U) for n ≤ 0.
. 
15.2. Proof of Lemma 7.4. Since ∆ is minimal and contains anR-cell, by Lemma
5.3, it must contain an essential R-cell. Let us consider an essential R-cell Π in
∆, connected to AB, BC, CD and DA by contiguity subdiagrams Γ1, Γ2, Γ3 and
Γ4, respectively. Then, in general, our diagram ∆ looks like in Figure 17, with a
possibility that some of the contiguity subdiagrams Γ1, Γ2, Γ3 and Γ4, in fact, are
empty (i.e. do not exist).
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BA
C
D
2
4
1 3
A’1
B’1 C’2
D’1 D1
C2
C 1B 2
C’1B’2
D’2A’2
D2A2
A1
B1
�Г Г
Г
Г
Figure 17. lab(AB) = lab(DC) are geodesic words and lab(BC),
lab(AD) are cyclic shifts of U and V , respectively.
Proof of part (1) of Lemma 7.4.
First of all, by contradiction assume that at least one of Γ2 and Γ4 is empty.
First we will consider the case when just one of them is empty and then, separately,
the case when both of them are empty.
Case 1.1. (Exactly one of Γ2 and Γ4 is empty).
For this case, without loss of generality assume that Γ4 is empty. Then our conju-
gacy diagram ∆ would look like in Figure 18.
B
A
C
D
2
1 3
A’1
B’1 C’2
D’1 D1
C2
C 1B 2
C’1B’2
A1
B1
�Г Г
Г
Figure 18. Γ4 is empty.
Since lab(BC) = U is a cyclically (λ, c, , 1− 121λµ)-reduced word, we get that
(Π,Γ2, BC) < 1− 121λµ.(84)
Therefore, since Π is an essential cell, meaning that
∑4
i=1(Π,Γi, ∂∆) > 1− 23µ, it
must be that
(Π,Γ1, AB) + (Π,Γ3, CD) > (121λ− 23)µ > 98λµ.(85)
In particular, at least one of Γ1 and Γ3 is non-empty. In fact, we claim that
neither one of Γ1 and Γ3 is empty.
Claim. Neither one of Γ1 and Γ3 is empty.
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Proof of the claim. First of all, without loss of generality assume that Γ1 is non-
empty.
Now since ∆ is a slender (U, V )-conjugacy diagram, it must be that d(A,B) ≤
d(A,C1). For the next chain of inequalities, in case Γ3 is empty, we will simply
assume d(D′1, C
′
2) = 0. Thus we have
(86)
d(A,B) =d(A,A1) + d(A1, B) ≤ d(A,C1)
≤d(A,A1) + d(A1, C1)
≤d(A,A1) + d(A1, A′1)
+ d(A′1, D
′
1) + d(D
′
1, C
′
2) + d(C
′
2, C
′
1) + d(C
′
1, C1),
consequently, since d(A′1, D
′
1) + d(C
′
2, C
′
1) ≤ 23µ‖Π‖, we have
d(A,B) ≤d(A,A1) + + d(D′1, C ′2) + 23µ‖Π‖+ .
Therefore, d(A1, B1) ≤ d(A1, B) ≤ d(D′1, C ′2) + 23µ‖Π‖+ 2. Combining this with
the inequality
∥∥[A′1, B′1]∥∥ ≤ λ(d(A1, B1) + 2) + c, we get∥∥[A′1, B′1]∥∥− c
λ
− 2 ≤ d(A1, B1) ≤ d(D′1, C ′2) + 23µ‖Π‖+ 2.
Now, in case Γ3 is empty, i.e. if d(D
′
1, C
′
2) = 0, we also have
(87)
∥∥[A′1, B′1]∥∥ ≥ ‖Π‖ − 23µ‖Π‖ − ∥∥[B′2, C ′1]∥∥
> (1− 23λµ)‖Π‖ − ∥∥[B′2, C ′1]∥∥
> (1− 23λµ)‖Π‖ − (1− 121λµ)‖Π‖, by (84)
= 98λµ‖Π‖
> λ(4+ 23µ‖Π‖) + c, by LPP.
From (87) it follows that d(A1, B1) ≥ 23µ‖Π‖ + 2. Therefore, d(A,B) ≥
d(A,A1)+d(A1, B1) ≥ d(A,A1)+ +23µ‖Π‖+ , but this contradicts (86). There-
fore, in order not to have contradictions, Γ3 have to be non-empty. 
Note that
d(A1, D1) ≤ d(A1, A′1) + d(A′1, D′1) + d(D′1, D1)
≤ 2+ 23µ‖Π‖.
Therefore, since d(A,B) = d(D,C) and since by the property of cyclically slender-
ness, d(A,B) ≤ d(A,C), d(D,C) ≤ d(D,B), we get∣∣d(B,A1)− d(C,D1)∣∣ ≤ d(A1, D1) ≤ 2+ 23µ‖Π‖.(88)
Also, since d(A,B) ≤ d(A,B2), we get
d(B1, B) ≤ d(B1, B2) ≤ d(B1, B′1) + d(B′1, B′2) + d(B′2, B2) ≤ 2+ 23µ‖Π‖.(89)
Analogously, we get
d(C2, C) ≤ d(C2, C1) ≤ 2+ 23µ‖Π‖.(90)
After combining inequalities (88), (89) and (90), we get that
|d(A1, B1)− d(D1, C2)| ≤ 2(2+ 23µ‖Π‖) = 4+ 46µ‖Π‖.
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Moreover, since lab(AB) = lab(DC), we get that lab(A1B1) and lab(D1C2) have a
common subword of length at least max
{∥∥[A1, B1]∥∥,∥∥[D1, C1]∥∥}− (4+ 46µ‖Π‖).
We will show that this is impossible.
Assume that it is possible. Then there existO1, O2 ∈ [A1, B1] such that lab(O1O2)
is also a subword of lab(D1C2) and∥∥[O1, O2]∥∥ ≥ max{∥∥[A1, B1]∥∥,∥∥[D1, C1]∥∥}− (4+ 46µ‖Π‖).(91)
In light of (85), without loss of generality we can assume that
∥∥[A′1, B′1]∥∥ ≥ 49λµ‖Π‖,
which, by (91), implies that
∥∥[O1, O2]∥∥ ≥ 49λµ‖Π‖ − (4+ 46µ‖Π‖).(92)
Now note that, by Corollary 3.1, there existO′1, O
′
2 ∈ [A′1, B′1] such that d(O1, O′1),
d(O2, O
′
2) ≤ +Rλ,c + 2δ ≤ 2. Therefore, by the triangle inequality, we have∥∥[O′1, O′2]∥∥ ≥ ∥∥[O1, O2]∥∥− 2(+Rλ,c + 2δ)
≥ 49λµ‖Π‖ − (4+ 46µ‖Π‖)− 2(2)
by (92) > 2µ‖Π‖, by LPP.
The last inequality contradicts Lemma 5.8. Therefore, we got a contradiction,
which means that we are done with Case 1.1.
Illustration. For the sake of clarity of the above arguments, let us consider the
following diagram: let us consider a (U, V )-conjugacy-diagram ∆¯ which is a copy of
∆ with ∆¯ = A¯B¯C¯D¯ and all points and subdiagrams inside have the same notations
but with ¯bar and let us attach this diagram to δ along the sides DC and A¯B¯. Let
us denote the new diagram obtained this way by ∆¯′. See Figure 19.
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Figure 19. ∆¯′: in the figure depicted the case when O1 = D1
and O2 = C2.
Case 1.2. (Both Γ2 and Γ4 are empty).
In this case the (U, V )-conjugacy diagram ∆ looks like in Figure 20.
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Figure 20. Γ2 and Γ4 are empty.
The emptiness of Γ2 and Γ4 implies the following estimation of the lengths of
arcs [B′1, C
′
2] and [D
′
1, A
′
1]:
∥∥[B′1, C ′2]∥∥,∥∥[D′1, A′1]∥∥ ≤ 23µ‖Π‖. Therefore, from the
cyclically slenderness of ∆, it follows that
d(A,B) = d(A,A1) + d(A1, B) ≤ d(A,C)
≤ d(A,A1) + d(A1, A′1) + d(A′1, D′1) + d(D′1, D1) + d(D1, C)
≤ 23µ‖Π‖+ 2+ d(D1, C).
Therefore, we get that d(A1, B)− d(D1, C) = d(D,D1)− d(A,A1) ≤ 23µ‖Π‖. And
from the symmetric arguments, we obtain |d(A,A1)− d(D,D1)| ≤ 23µ‖Π‖. Anal-
ogously, |d(B,B1)− d(C,C2)| ≤ 23µ‖Π‖. The rest is just a repetition of arguments
of Case 1.
Thus the conclusion from Case 1 and Case 2 is that, in fact, Γ2 and Γ4 are
non-empty.
At this point we already showed that Γ1 and Γ4 must be non-empty, i.e. we are
done with the first part of the lemma. Thus the part (1) of the lemma is proved.
Now we are in a position to show the parts (2) and (3).
Proof of parts (2) and (3) of Lemma 7.4.
First of all, note that since Π is an essential cell, i.e.
∑4
i=1(Π,Γi, ∂∆) > 1 − 23µ,
part (2) immediately follows from part (3). Therefore, it is enought= to prove the
statement of part (3).
To that end, let us first consider the case when at least one of Γ1 and Γ3 is
empty. If both of Γ1 and Γ3 are empty, then there is nothing to prove for part (3),
and part (2) is also true in that case, because Π is an essential cell. Therefore, let
us separately consider two cases: when exactly one of Γ1 and Γ3 is empty and when
both of them are non-empty.
Case 2.1. (Exactly one of Γ1 and Γ3 is empty).
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Figure 21. Γ3 is empty, but Γ1 is not.
For this case, without loos of generality let us assume that Γ1 is non-empty and
Γ3 is empty. See Figure 21. Then, since, by cyclic slenderness property, we have
d(D,C) ≤ d(D2, C1) ≤ d(D2, D′2) + d(D′2, C ′1) + d(C ′1, C1) ≤ 2+ 23µ‖Π‖
and d(A1, B1) ≤ d(A,B) = d(D,C), we get that d(A1, B1) ≤ 2 + 23µ‖Π‖. But
also, since lab[A′1, B
′
1] is a (λ, c)-quasi-geodesic word in Γ(H,X), we have that∥∥[A′1, B′1]∥∥ ≤λd(A′1, B′1) + c ≤ λ(d(A1, B1) + 2) + c
≤λ(23µ‖Π‖+ 2) + c < 29λµ‖Π‖ by LPP.
Thus we are done in the case when at least one of Γ1 and Γ3 is empty, i.e with Case
2.1.
Case 2.2. (Both Γ1 and Γ3 are non-empty).
Since we already showed that Γ2 and Γ4 are non-empty, this case is equivalent of
saying that all Γi, i = 1, 2, 3, 4, are non-empty, that is the case depicted in Figure
17.
For this case, by contradiction, assume that max{(Π,Γ1, AB), (Π,Γ3, CD)} >
49λµ.
Now, since ∆ is cyclically slender, we get that d(B,A) ≤ d(B,A2). Therefore,
d(A1, A) ≤ d(A1, A2) ≤ d(A1, A′1) + d(A′1, A′2) + d(A′2, A2) ≤ 2+ 23µ‖Π‖.
The same way we get that d(B,B1), d(C,C2), d(D,D1) ≤ 2+ 23µ‖Π‖. Therefore,
since d(A,B) = d(D,C), we get that |d(A1, B1)− d(D1, C2)| ≤ 2(2 + 23µ‖Π‖).
Moreover, this observation, combined with the fact that lab(AB) = lab(DC), im-
plies that lab([A1, B1]) and lab([D1, C2]) have a common subword of length at least
max{‖[A1, B1]‖, ‖[D1, C2]‖}−2(2+23µ‖Π‖). But this is exactly a situation which
we discussed while dealing with Case 1.2. Moreover, there we showed that this case
is impossible if max{(Π,Γ1, AB), (Π,Γ3, CD)} > 49λµ, hence we get a contradic-
tion. This finishes the discussion of Case 2.2.
Thus part (3) of the lemma is proved too.
. 
95
References
[1] A.V. Aho, M.J. Corasick, Efficient string matching: An aid to bibliographic search, Commu-
nications of the ACM, 18 (6) (1975): 333-340.
[2] Y. Antolin, A. Sale, Permute and conjugate: the conjugacy problem in relatively hyperbolic
groups, Bull London Math Soc (2016) 48 (4): 657-675.
[3] Alonso, Brady, Cooper, Ferlini, Lustig, Mihalik, Shapiro, and Short, Notes on word hyper-
bolic groups, Group Theory from a Geometrical Viewpoint, ICTP Trieste 1990 (E. Ghys, A.
Haefliger, and A. Verjovsky, eds.), World Scientific, 1991, pp. 363.
[4] G. N. Arzhantseva, An algorithm detecting Dehn presentations. Technical report, University
of Geneva, 2000.
[5] J.-C. Birget, A.Yu. Olshanskii, E. Rips, M. V. Sapir, Isoperimetric functions of groups and
computational complexity of the word problem. Ann. Math. (2) 156 (2002), no. 2, 467-518.
[6] W.W. Boone, The word problem, Annals of Mathematics (2)70 (1959), 207-265. MR0179237
[7] A. V. Borovik, A. G. Myasnikov and V. N. Remeslennikov, Algorithmic stratification of the
conjugacy problem in Millers groups, International Journal of Algebra and Computation 17,
(2007), pp. 963-997.
[8] M.R. Bridson, The geometry of the word problem. Invitations to geometry and topology,
29-91, Oxf. Grad. Texts Math., 7, Oxford Univ. Press, Oxford, 2002. Sections 1, 2.9.
[9] M. Bridson, A. Haefliger, Metric spaces of non-positive curvature. Springer-Verlag, Berlin,
1999.
[10] M. Bestvina, M. Feighn, A combination theorem for negatively curved groups, J. Differential
Geom. 35 (1992), no. 1, 85-101.
[11] W.W. Boone, G. Higman, An algebraic characterization of the solvability of the word problem,
J. Australian Math. Soc. 18 (1974) 41-53.
[12] F.B. Cannonito, Hierarchies of computable groups and the word problem. Journal of Symbolic
Logic, 31:376-392, 1966.
[13] D. J. Collins, Representations of Turing reducibility by word and conjugacy problems in
finitely presented groups, Acta Mathematica 128 (1972), 73-90.
[14] D. Epstein and D. Holt. Computation in word-hyperbolic groups. Internat. J. Algebra Com-
put., 11(4):467-487, 2001.
[15] D. Epstein, D. Holt, The linearity of the conjugacy problem in word hyperbolic groups.
Internat. J. Algebra Comput., 16:287-305, 2006.
[16] Noel Brady, Tim Riley, and Hamish Short. The geometry of the word problem for finitely
generated groups. Advanced Courses in Mathematics. CRM Barcelona. Birkhauser Verlag,
Basel, 2007. Papers from the Advanced Course held in Barcelona, July 5-15, 2005.
[17] R.I. Grigorchuk, S.V. Ivanov, On Dehn functions of infinite presentations of groups, Geomet-
ric and Functional Analysis, 2009, 18(6), pp. 1841-1874.
[18] M. Gromov, Groups of polynomial growth and expanding maps, Publ. Math. IHES 53 (1981),
53-73.
[19] M. Gromov, Hyperbolic groups, Essays in Group Theory (S.M. Gersten, editor), MSRI Pub-
lications no. 8, Springer-Verlag, 1987.
[20] M. Gromov, Asymptotic invariants of infinite groups, in: Geometric group theory, G.A. Niblo,
M.A. Roller, editors, Cambridge Univeristy Press, Cambrige, 1993, pp. 1- 295
[21] V. S. Guba, A finitely generated complete group, Izv. Akad. Nauk SSSR Sen Mat. 50 (1986),
883-924, In Russian; translated in Math. USSR-/zv. 29 (1987), 233-277.
[22] A. Grzegorczyk, Some classes of recursive functions, Rozprawy Math. 4 (1953) 1-45.
[23] E. Ghys, P. de la Harpe(eds.). Sur les groupes hyperboliques dapres Mikhael Gromov. Progress
in Math. vol 83, Birkhauser, Boston Ma., 1990.
[24] S.V. Ivanov, The free Burnside groups of sufficiently large exponents, Internat. J. Algebra
Comput. 4 (1994), 1-308.
[25] S.V. Ivanov, A.Yu. Ol’shanskii, Hyperbolic groups and their quotients of bounded exponents,
Trans. Amer. Math. Soc., 348(6) (1996), 2091-2138
[26] Olga Kharlampovich. A finitely presented solvable group with non-solvable word problem.
Izv. Akad. Nauk SSSR, Ser. Mat. 45, 852-873 (1981).
[27] R. Lipton, Y. Zalcstein, Word problems solvable in log space, Journal of the Association for
Computing Machinery 24 (1977), 522-526.
[28] R.C. Lyndon, P.E. Schupp, Combinatorial group theory, Springer, Berlin 1977.
96
[29] I.G. Lysenok, Some algorithmic properties of hyperbolic groups, Izv. Akad. Nauk SSSR Ser.
Mat. 53 (1989), no. 4, 814-832, 912, translation in Math. USSR-Izv. 35 (1990), 145-163.
[30] A Miasnikov, P Schupp, Computational complexity and the conjugacy problem. Computabil-
ity, 2016.
[31] K.V. Mikhajlovskii, A.Yu. Olshanskii, Some constructions relating to hyperbolic groups, Ge-
ometry and cohomology in group theory (Durham, 1994), 263-290, London Math. Soc. Lecture
Note Ser., 252, Cambridge Univ. Press, Cambridge, 1998.
[32] C. F. Miller III, On Group-theoretic Decision Problems and their Classification, Ann. of
Math. Studies, 68 (1971). Princeton University Press, Princeton.
[33] C. F. Miller and P. E. Schupp, The geometry of HNN-extensions, Comm. Pure Appl. Math.
26, 787-802 (1973).
[34] P.S. Novikov, On the algorithmic unsolvability of the word problem in group theory, Trudy
Mat. Inst. Steklov. 44 (1955), 143 pages. Translation in Amer. Math. Soc. Transl. 9(2) (1958),
1-122. MR0092784
[35] A.Yu. Ol’shanskii, An infinite simple torsion-free Noetherian group, Izv. Akad. Nauk SSSR
Ser. Mat., 43(6) (1979), 1328-1393.
[36] A.Yu. Ol’shanskii, An infinite group with subgroups of prime order, Izvestia Akad. Nauk
SSSR, Ser. Mat., 44(2) (1980), 309-321.
[37] A.Yu. Ol’shanskii, On the Novikov-Adian theorem, Mat. Sb. 118 (1982), 203-235.
[38] A.Yu. Ol’shanskii, Periodic quotient groups of hyperbolic groups. Matematicheskii Sbornik,
182(4):543-567, 1991.
[39] A.Yu. Ol’shanskii, Geometry of defining relations in groups, Nauka, Moscow, 1989; English
translation: Math. and Its Appl., Soviet series 70, Kluwer Acad. Publ., 1991.
[40] A.Yu. Olshanskii, Hyperbolicity of groups with subquadratic isoperimetric inequality, IJAC
1 (1991), 281-289.
[41] A.Yu. Olshanskii, On residualing homomorphisms and G-subgroups of hyperbolic groups,
Int. J. Alg. Comp. 3 (1993), 4, 365-409.
[42] A.Yu. Olshanskii, Space functions of groups, Trans. Amer. Math. Soc., 364(9):4937-4985,
2012.
[43] A.Yu. Olshanskii, D.V. Osin, M.V. Sapir, Lacunary hyperbolic groups. Geom. Topol.,
13(4):2051-2140, 2009. With an appendix by Michael Kapovich and Bruce Kleiner.
[44] A.Yu. Olshanskii, M. Sapir, The conjugacy problem and Higman embeddings. Mem. Amer.
Math. Soc. 170 (2004), no. 804, viii+133 pp.
[45] D. Osin, Small cancellations over relatively hyperbolic groups and embedding theorems, Ann.
Math. 172 (2010), no. 1, 1-39.
[46] P. Papasoglu. Strongly geodesically automatic groups are hyperbolic. Invent. Math., 121:323-
334, 1995.
[47] P. Papasoglu, An algorithm detecting hyperbolicity, Geometric and computational perspec-
tives on infinite groups (Minneapolis, MN and New Brunswick, NJ, 1994), 193-200, DIMACS
Ser. Discrete Math. Theoret. Comput. Sci., 25, Amer. Math. Soc., Providence, RI, 1996.
[48] M. Sapir, Combinatorial algebra: syntax and semantics, Springer Monographs in Mathemat-
ics, 2014.
[49] M. Sapir, J.C. Birget, E. Rips, Isoperimetric and isodiametric functions of groups, Annals of
Math., 2001, 181. pp: 345-366.
[50] J.C. Stillwell, Efficient computation in groups and simplicial complexes, Transactions of the
American Mathematical Society 276 (1983), no. 2, pp. 715-727
[51] B.A. Trakhtenbrot, On the complexity of reduction algorithms in Novikov-Boone construc-
tions, Algebra i Logika 8 (1969), no. 1, pp. 93-128; English translation in: Algebra and Logic,
8(1969), no. 1, pp. 50-71.
[52] M.K. Valiev, On the complexity of the identity problem for finitely defined groups, Algebra
i Logika 8 (1969), no. 1, pp. 5-43; English translation in: Algebra and Logic, 8 (1969), no. 1,
pp. 2-21.
97
