Abstract. We give a new, simple proof of the trace formula for Hecke operators on modular forms for finite index subgroups of the modular group. The proof uses algebraic properties of certain universal Hecke operators acting on period polynomials of modular forms, and it generalizes an approach first proposed by Zagier for the modular group. This approach leads to a simple formula for the trace on the space of cusp forms plus the trace on the space of modular forms. Specialized to the congruence subgroup Γ0(N ), it gives explicit formulas for the trace of Hecke and Atkin-Lehner operators, which hold without any coprimality assumption on the index of the operators.
Introduction
Let Γ be a finite index subgroup of Γ 1 = SL 2 (Z), let χ be a character of Γ with kernel of finite index in Γ, and let M k (Γ, χ), S k (Γ, χ) be the spaces of modular forms, respectively cusp forms for Γ of weight k 2 and Nebentypus χ. Let Σ be a double coset of Γ inside the commensurator Γ ⊂ GL under the assumption |Γ\Σ| = |Γ 1 \Γ 1 Σ|. We also assume throughout the paper that Γ, Σ, and χ are invariant under conjugation by an element η ∈ GL 2 (R) with η 2 = 1 and det η = −1 (Assumption 3.1), which is needed to avoid the appearance of the trace on the space of anti-holomorphic cusp forms in the trace formulas. The proof is entirely algebraic, and it is based on the fact that the trace above is the trace of a universal Hecke operator acting on the space of (vector) period polynomials associated to S k (Γ, χ). For the full modular group, a method for computing algebraically the trace of this Hecke operator was introduced by Don Zagier more than 20 years ago [20] . Together we finalized and sharpened this approach in [13] , and in this paper I show that it works in general, using the theory of period polynomials for finite index subgroups developed together with Vicenţiu Paşol in [12] .
Zagier's approach can be interpreted as a tool for computing the trace of double coset operators on the parabolic cohomology group H 1 P (Γ 1 , V) for a large class of Γ 1 -modules V, as explained in Section 2. Our results are obtained by taking V to be the module induced from the Γ-module Sym k−2 C 2 , twisted by χ, and using the Eichler-Shimura isomorphism combined with the Shapiro lemma, which are reviewed in Section 3. One could also apply this method to the module V = Sym k−2 C 2 ⊗ C r , for a representation Ψ : Γ → GL(C r ), to obtain a trace formula for vector valued modular forms, but for simplicity we restrict ourselves to classical modular forms.
The resulting trace formula on S k (Γ, χ) + M k (Γ, χ) is very simple, and, once found, it can be verified to hold for any Fuchsian subgroup of the first kind of SL 2 (R) and any double coset Σ ⊂ Γ. Indeed, by computing the trace on the Eisenstein subspace, we derive from it a trace formula on the cuspidal subspace as well, which can then be verified by comparison with existing trace formulas in the literature (see the remark following Theorem 1).
One conclusion can be drawn from the present work that may be useful in higher rank investigations. As shown in the proof of Proposition 3.1, the period polynomial space on which we compute the trace is Hecke isomorphic with the cohomology with compact support H 1 c (Γ\H, V is the local system on the compactification Γ\H * associated with the Γ-module V χ w Sym w C 2 ⊗ χ, with w = k − 2. This suggests that the most natural object on which to approach the trace formula for other groups is the compactly supported cohomology, which entangles toghether both cuspidal and noncuspidal automorphic forms.
In the remainder of the introduction, we state the trace formula for a general Fuchsian subgroup, we give the proof for congruence subgroups, and then we specialize it to the congruence subgroup Γ 0 (N ) to obtain explicit trace formulas in terms of class numbers. As an application, we show that the formula for Tr(T n , S k (Γ 0 (4))) for n odd proves a conjecture of Cohen [4] , recently proved by different methods by Mertens [10] . We end with a comparison of the present work with the existing literature.
General trace formulas. Although the proof given in this paper applies to finite index subgroups of Γ 1 , the trace formulas we obtain hold in greater generality, so we start in a more general setting.
Let Γ be a Fuchsian subgroup of the first kind, namely a discrete, finite covolume subgroup of SL 2 (R), and let Σ ⊂ Γ be a double coset. If χ is a character of Γ with kernel of finite index, the action of the double coset operator [Σ] on M k (Γ, χ) is defined using a multiplicative function χ on the semigroup generated by Γ and Σ inside Γ, such that χ| Γ = χ −1 , namely (1.1) χ(γσγ ) = χ −1 (γγ ) χ(σ) , for all γ ∈ Γ, σ ∈ Σ .
A modular form f ∈ M k (Γ, χ) satisfies f | k γ = χ(γ)f , and the double coset Σ defines an operator [Σ] on M k (Γ, χ) by
where f | k γ(z) = f (γz)(c γ z + d γ ) −k , and we write γ = aγ bγ cγ dγ throughout the paper. We illustrate the definition with two examples. (i) Double coset operators on M k (Γ): χ = 1, the trivial character of Γ, and χ is constant on primitive double cosets ΓσΓ contained in Σ; (ii) Hecke operators on modular forms for Γ 0 (N ) := {γ ∈ Γ 1 : N |c γ }: χ is a character modulo N viewed as a character of Γ 0 (N ) by χ(γ) = χ(d γ ), (1.3) Σ = ∆ n := {σ ∈ M 2 (Z) : det σ = n, N |c σ , (a σ , N ) = 1} , and χ(σ) = χ(a σ ) for σ ∈ Σ.
To state the trace formula, we set S = (S ∪ −S)/{±1} ⊂ PGL + 2 (R) for any subset S of GL + 2 (R). For a Γ-conjugacy class X ⊂ PGL + 2 (R) with representative M X ∈ GL + 2 (R) we denote by ∆(X ) = Tr(M X ) 2 − 4 det(M X ) the discriminant of the quadratic form associated to M X , and by | Stab Γ M X | the (possibly infinite) cardinality of the stabilizer of M X under conjugation by Γ. We define the conjugacy class invariant
where |Γ\H| is the area of a fundamental domain for Γ with respect to the standard hyperbolic metric, I denotes the identity matrix (which we often simply denote by 1), and we use the convention that 1/∞ = 0. More explicitly, it was shown by Oesterlé [11, Proof of Theorem 2] that any M ∈ Γ with ∆(M ) 0 and M = λI falls in one of the following cases: M is parabolic fixing a cusp of Γ; M is hyperbolic with the same fixed points as those of a hyperbolic matrix in Γ; or M is hyperbolic fixing two cusps. It immediately follows that ε Γ (X ) = 0 if M X falls in the first two cases, and ε Γ (X ) = 1 in the last case. Let p w (t, n) be the Gegenbauer polynomial defined by the power series expansion
It enters the trace formula because the trace of M ∈ GL 2 (R) acting on the symmetric power Sym w C 2 of the standard representation is p w (Tr M, det M ). where the sum is over Γ-conjugacy classes X in Σ with representative M X ∈ Σ. The symbol δ a,b is 1 if a = b and 0 otherwise.
Remark. We state the theorem under the assumptions used in the proof, but the same formula holds for any Fuchsian subgroup of the first kind Γ and any double coset Σ ⊂ Γ satisfying Assumption 3.1, with the term on the second line multiplied by 2 if Γ has no cusps.
1 When Γ has no cusps, formula (1.5) contains only elliptic and scalar conjugacy classes, and it is easily seen to agree with formulas available in the literature [17, 11, 14] . When Γ contains parabolic elements, in Theorem 2 we derive from (1.5) a trace formula on the cuspidal subspace alone, which could then be verified by comparison with the literature. For example, for Σ = Γ and χ = 1, only elliptic and scalar conjugacy classes contribute to (1.5) , and the formula agrees with the dimension formula for spaces of modular forms given in [16] , and derived using the Riemann-Roch theorem. In a joint project with Zagier, we are hoping to give a direct proof of (1.5) for arbitrary Γ, using the action of Hecke operators on the parabolic cohomology of Γ, rather than of Γ 1 as in this paper.
In Section 5 we also compute the trace on the Eisenstein subspace for a Fuchsian subgroup of the first kind, and we compare it with the sum over hyperbolic conjugacy classes in (1.5). We thus obtain a trace formula on the cuspidal subspace as well. To state it, let Γ a ⊂ Γ and Σ a ⊂ Σ be the stabilizers of a cusp a of Γ. Let C(Γ) be a set of representatives for the Γ-equivalence classes of cusps and define the subset
where sgn(σ) := sgn(Tr σ) denotes the sign of the eigenvalues of a parabolic or hyperbolic matrix σ ∈ GL + 2 (R). Theorem 2. Let Γ be a Fuchsian subgroup of the first kind with cusps, and let Σ ⊂ Γ be a double coset. Then the trace formula (1.5) is equivalent to
where λ σ , λ σ are the eigenvalues of σ, and for a, d ∈ R with a/d ∈ Q we let (a, d) be the unique positive number such that Za + Zd = Z(a, d).
2
In particular, this formula holds under the assumptions of Theorem 1.
Remark. The sum over conjugacy classes X with ∆(X ) = 0 in (1.6) contains scalar classes only, by the definition of ε Γ (X ), so it equals
where the sum is over λ with λI ∈ Σ and λ > 0 if −1 ∈ Γ.
Remark. The sum over cusps in (1.6) can be written more explicitly as follows. Fix a scaling matrix C a for the cusp a, namely C a a = ∞ and
We show in Theorem 5.1 that Φ χ Γ,Σ (a, d) is symmetric in a, d, and we can rewrite the sum over cusps a in (1.6) as follows
2 We show in (5.4) that λσ/λ σ ∈ Q for σ ∈ Σa.
It is the function Φ χ Γ,Σ (a, d) that can be easily computed for specific groups. By Remark 5.1, we can scale Σ so that the sum over a, d in (1.8) is over integers a, d > 0 with ad = det M , for some M ∈ Σ. Note that both sides of (1.5), (1.6) are additive under taking union of double cosets, so one may assume without loss of generality that Σ consists of matrices with a fixed determinant.
What we prove in this paper is an equivalent version of Theorem 1 in which the sum is over Γ 1 -conjugacy classes X in PGL + 2 (R), and we set for such a class ε(X ) := ε Γ 1 (X ) . 
Since χ is constant on Γ-conjugacy classes in Σ, we obtain that Theorem 1 can also be stated as follows.
Theorem 1 (Second version).
Under the assumptions of Theorem 1 we have
where the sum is over Γ 1 -conjugacy classes X ⊂ Γ 1 ΣΓ 1 with representative M X ∈ Γ 1 ΣΓ 1 , and
where the choice of signs is irrelevant if −1 ∈ Γ, while if −1 / ∈ Γ at most one choice of signs is possible in each term 3 
.
Remark. By the paragraph preceding the theorem, the trace formulas (1.5) and (1.9) are equivalent if Γ 1 is replaced by any Fuchsian subgroup of the first kind containing the identity, and Γ is a finite index subgroup.
The functions Φ χ Γ,Σ , C χ Γ,Σ in (1.7), (1.10) also depend on the parity of k, but for simplicity we omit the dependence from the notation. The function C χ Γ,Σ is constant on Γ 1 -conjugacy classes, and
only depends on the conjugacy class X and not on the representative M X chosen.
Because of (1.4), an equivalent formulation for all the trace formulas in this paper can be given as generating series in the weight, generalizing previous results obtained for congruence subgroups of small levels. For example, the formula in the first version of Theorem 1 is equivalent to the following identity. χ) ), for Γ, Σ, χ and χ as in the first version of Theorem 1. If −1 / ∈ Γ we have the formal power series identity
Theorem 1 (Third version
where the sum is over Γ-conjugacy class X ⊂ Σ with representatives M X ∈ Σ.
If −1 ∈ Γ the same formula holds, with the fraction replaced by
The proof. Since the proof of Theorem 1 is very short, and it is the main new contribution of the present article, we give it next. It generalizes the proof for the modular group given together with Zagier in [13] (in preparation), and it is based on the existence of a Hecke operator acting on period polynomials that satisfies three algebraic properties which we now state.
Henceforth we restrict ourselves to a finite index subgroup Γ of Γ 1 . Since Γ = GL + 2 (Q), we can assume, without loss of generality, that the double coset Σ is contained in the semigroup M of 2 × 2 integral matrices of positive determinant. Let M n ⊂ M be the matrices of determinant n, and let R n = Q[M n ], the Q-vector space generated by elements of M n , on which R 1 = Q[Γ 1 ] acts on both sides. Let M ∞ n be a system of representatives for the coset space Γ 1 \M n which fix the cusp infinity and let
and T = ( 1 1 0 1 ) be two generators of Γ 1 , and let U = T S, an element of order 3 in Γ 1 . It was shown by Choie and Zagier [3] that the action of Hecke operators on period polynomials associated with modular forms for Γ 1 is given by any element T n ∈ R n satisfying (A)
(
More generally, in Section 2 we show that such elements T n act on a period subspace of any Γ 1 -module V, and their action corresponds to the action of double coset operators on the parabolic cohomology H 1 P (Γ 1 , V). For the purpose of proving the trace formula for the modular group, in [20] Zagier introduced elements T n ∈ R n satisfying (A) and also (B)
In the joint work [13] , we give a short proof that there exist T n satisfying (A), (B). Moreover we show that any such operator T n = c(M )M has the key property
which explains the definition of the invariant ε(X ). The proof of (C) is the most difficult and technical part in this approach to the trace formula. In order to keep this paper self-contained, we give an explicit operator T n satisfying (A)-(C) in Appendix A (joint with Zagier), while in [13] we will give a more conceptual proof that all operators satisfying (A), (B) also satisfy (C).
Together with Paşol, we showed in [12] that operators T n satisfying (A) give the action of double coset operators on period polynomials associated to S k (Γ) for arbitrary congruence subgroups Γ (for Γ 0 (N ) and Hecke operators of index coprime with the level this was also shown by Diamantis [5] ). In Section 3 we extend this theory to include modular forms with Nebentypus. For w 0, let V χ w be the Γ-module of polynomials of degree at most w with action P | χ γ = χ(γ) −1 P | −w γ. The Shapiro lemma gives an isomorphism of parabolic cohomology groups
where V Γ,χ w is the submodule of the induced module Ind 
The parabolic cohomology group
by the subspace of coboundary polynomials, as explained in Section 2 (also in [12, Sec. 2] when χ = 1), and we use the period polynomial space to compute the trace of Hecke operators on parabolic cohomology.
Any double coset Σ ⊂ M n such that |Γ\Σ| = |Γ 1 \Γ 1 Σ| determines an operation of elements M ∈ M n on P ∈ V Γ,χ w , denoted by P | Σ M , which is compatible with the action of Γ 1 . By linearity, it extends to an action of elements in R n on V Γ,χ
w . An operator T n satisfying (A) preserves the space W Γ,χ w , acting by | Σ , and corresponds to the action of the double coset operator [Σ] on
w ) (Proposition 2.1). Let T n be any element satisfying (A), (B), (C), and let w 0 be an integer. The proof of the trace formula can be summarized as follows:
The first equality holds for any T n satisfying (A), as a consequence of the Eichler-Shimura isomorphism and the fact that the trace of [Σ] on the Eisenstein subspace is the same as the trace of T n acting by | Σ on the space of coboundary polynomials (see Proposition 3.1).
By (B), the element T n maps the subspaces Ker(1 + S) and Ker
into each other, and these two spaces generate V
whenever T is a linear transformation mapping the subspaces A, B of an ambient space into each other, the second equality immediately follows, taking into account (1.11). The case (w, χ) = (0, 1) is considered in §4.1. The third equality follows from property (C), since Tr(V Γ,χ w | Σ M X ) only depends on the Γ 1 -conjugacy class X , and not on the representative ±M X ∈ M chosen. The trace of M ∈ M acting by | −w on V w Sym w C 2 is p w (Tr M, det M ), and more generally we show in Lemma 4.2 that
leading to the trace formula in the second version of Theorem 1. It is remarkable that the mere existence of an element T n satisfying (A)-(C) is the key for a short proof of the trace formula for Hecke operators, for all weights 2 and all congruence subgroups. For example, to finish the proof of a dimension formula for spaces of modular forms, it is enough to check that the following element satisfies (A)-(C):
Explicit trace formulas. The second version of Theorem 1 is more convenient than the first for obtaining explicit trace formulas for congruence subgroups in terms of class numbers. The class numbers appear naturally in terms of the invariants ε(X ), and we first extend both the usual and the Kronecker-Hurwitz class numbers to all integers. Since ε(X ) = ε Γ 1 (X ) only depends on the Γ 1 -equivalence class of the quadratic form associated to a Γ 1 -conjugacy class X , the correspondence between conjugacy classes of matrices and Γ 1 -equivalence classes of quadratic forms gives for all D and for u 1:
where G X is the content of the quadratic form associated to any representative M X of X as in ( 
where the prime on the summation sign indicates that for D = 0 only the term for d = 0 is included, and we make the convention that 0/0 2 = 0 and µ(0) = 1. It follows that for all D = 0 and for
and with the convention that 0/0 2 = 0 this formula also holds for D = 0 and u = 0. The class numbers enter the trace formula under the following assumption on the function C χ Γ,Σ in the second version of Theorem 1. The assumption is natural since this function is constant on Γ 1 -conjugacy classes in M, and it is satisfied for the double cosets giving the action of the usual Hecke and Atkin-Lehner operators for Γ = Γ 0 (N ), as we will see shortly. Let
be the content of the quadratic form associated to the matrix M . 
Moebius inversion gives a function
where we assume u|N in both formulas. Note that the functions B χ Γ,Σ , C χ Γ,Σ are only defined on triples (u, t, n) with u|N , u 2 |t 2 − 4n, and they scale by (−1) k when t is replaced by −t.
Under this assumption and assuming also Σ ⊂ M n , the sum over Γ 1 -conjugacy classes
in the right hand side of (1.9) becomes
4 In all formulas in this paper we adopt the convention that arithmetic functions are zero on nonintegers. For example the sums over u in (1.20) and (1.21) are restricted to u 2 |t 2 − 4n.
In the second equality we used (1.14), and the fact that C χ Γ,Σ scales by (−1) k when t is replaced by −t, just like p k−2 (t, n). Similarly using the extended class numbers h 0 (D) from (1.16) we have
with the prime summation sign defined as in (1.15) . Note that if we restrict the sum over X in (1.19) to elliptic conjugacy classes, the range of summation in t in the last terms of (1.20) and (1.21) becomes t 2 < 4n. Equating the coefficients of p k−2 (t, n) in the last terms in (1.20) and (1.21) yields an inversion formula between arithmetic functions satisfying (1.15) and (1.18), which can also be checked directly. The case k = 2 of the trace formula reduces to the Kronecker-Hurwitz class number formula, which we take for granted in this paper. Indeed, for k = 2, Γ = Γ 1 , χ = 1, and Σ = M n , the left side of (1.9) vanishes, and using (1.20) the trace formula becomes the Kronecker-Hurwitz class number relation:
Taking Σ to be any Γ 1 -double coset instead of M n , the case k = 2, Γ = Γ 1 of the trace formula (1.9) reduces to the following identity
with the sum over Γ 1 -conjugacy classes in Σ. This is an immediate consequence of the standard Kronecker-Hurwitz relation (the case Σ = M n ), as we show in §4.1, and we use it there to prove the case k = 2 of the trace formula for an arbitrary Γ. In the remainder of the introduction, we specialize Γ = Γ 0 (N ). Let k 2, χ a character modulo N with χ(−1) = (−1) k , and let Σ = ∆ n be the double coset of the usual Hecke operator acting on
This function was computed by Oesterlé [11] (see Lemma 6.1 below). In particular C N,χ satisfies Assumption 1.1, namely for M ∈ M we have, setting t = Tr M , n = det M , and u = (G M , N ):
where
Moebius inverse
is also multiplicative, and it can be easily computed numerically. As in (1.20) we obtain the following trace formula, where the function Φ N,χ (a, d) is given by (1.7) and it is computed in §6.1.
Theorem 3. Let N 1 and k 2 be integers, and χ a character mod N with χ(−1) = (−1) k . With the function C N,χ (u, t, n) defined above, we have for all n 1:
, and
is the conductor of χ, and ϕ denotes Euler's function.
The terms for t 2 = 4n can be explicitly computed by the remark following Theorem 2: they are nonzero only when n is a square, when they contribute
Remark. This trace formula was also obtained by Oesterlé by analytic means [11] , with the sum over u written as in (1.21), in terms of B N,χ and the class numbers h 0 (D). 
with the extra term σ 1,N (n) on the right hand sides if k = 2 and χ = 1, and the prime summation sign having the same meaning as in (1.15).
We give a similar formula for the trace of T n •W on S k (N ), with W the Atkin-Lehner operator for an exact divisor of N . The functions C 1 Γ,Σ , Φ 1 Γ,Σ in (1.7), (1.10) are computed in §6.2, and setting C N (u, t, n) = C N,1 (u, t, n) in (1.24), with 1 the trivial character mod N , we obtain the following trace formula.
with ( , ) = 1 and k 2 even, w = k − 2. For all n 1 we have
ϕ((r, s)) .
The terms for t 2 = 4 n in the summation above are present only if = 1, n is a square, and (n, N ) = 1, when they contribute
The function C N (u, t, n) is explicitly computed in Lemma 6.4, where we show that
The formulas in Theorems 3 and 4 have been verified numerically for a large range of the parameters.
An application. To illustrate the explicit nature of Theorem 4, we consider the case N = 4 and n odd. The set S 4 (t, n) in (1.25) is nonempty only when t = 2s is even and n − s 2 ≡ 0 or 3 (mod 4), when its cardinality is 2. Using (1.25) and an easily verified class number relation, 7 the formula in Theorem 4 gives, for n odd and k 2 even:
Denoting by −3T
(k) n the right hand side, we recover a conjecture of Cohen [4] , recently proved by Mertens [10] , which asserts that n 1,n odd T (k) n q n ∈ S k (4). For k = 2 the space S k (4) is trivial, and this formula reduces to class number relations similar to the Kronecker-Hurwitz formula. Other such relations can be obtained from Theorem 4 taking small values for N .
Remarks on the literature. The trace formula for Hecke operators on spaces of cusp forms for Fuchsian groups has a long history, starting with the celebrated papers of Eichler [6] and Selberg [15] . Except for Eichler's original approach, which uses the arithmetic of quaternion algebras, most proofs use Selberg's method of realizing the Hecke operators as integral operators against an automorphic kernel, and then computing the trace analitically, as the integral of the kernel over 6 Note that ΦN,1 is the same as the function ΦN,χ in Theorem 3 for χ = 1. the diagonal [17, 11] . A proof based on the theory of period polynomials was given by Zagier for the modular group [19] . The existing approaches lead to trace formulas on the cuspidal subspace alone, in which the different types of conjugacy classes need separate treatments [17, 14, 11] . By contrast, in our proof all conjugacy classes are treated on equal footing, and the trace formula on M k (Γ, χ) + S k (Γ, χ), which is obtained directly, contains no parabolic conjugacy classes. The only technical difficulty in our approach is the algebraic, group theoretical property (C) of the Hecke operators on period polynomials. The case k = 2 presents special difficulties in the analytic approach, due to the lack of absolute convergence of the automorphic kernel function; in our approach, for any congruence subgroup this case reduces to the Kronecker-Hurwitz class number relation (1.22) for the modular group.
For the congruence subgroup Γ 0 (N ), previous formulas are stated in terms of the class numbers counting primitive quadratic forms of a given discriminant [6, 8, 11, 18] , and, with the exception of Oesterlé's thesis, the index of the Hecke operators is assumed coprime with the level. We obtain simple formulas both in terms of the usual and the Kronecker-Hurwitz class numbers, which count all forms, and we make no restrictions on the index of the Hecke and Atkin-Lehner operators. One could easily obtain from our results explicit trace formulas on other congruence subgroups if needed.
Our approach for proving the trace formula is related to the theory of modular symbols. The Hecke operators on period polynomials satisfying property (A) are adjoints of the Hecke operators on modular symbols introduced by Merel [9] . By Poincaré duality, our approach may be interpreted as computing the trace of Hecke operators on the space of modular symbols.
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Double coset operators on the parabolic cohomology of the modular group
Let V be a Γ 1 -module, with Γ 1 = SL 2 (Z). We show that the action of double coset operators on the parabolic cohomology group H 1 P (Γ 1 , V) corresponds to the action of any element T n satisfying property (A) on a period subspace W of V. Under mild assumptions on V, we then use an operator T n satisfying properties (A)-(C) to give a trace formula for the action of T n on the period subspace (Theorem 2.1).
Double coset operators on cohomology. To define the action of double coset operators on cohomology, let us consider more generally a group Γ and a right Γ-module V, which is assumed to be a vector space over C. Let Σ be a double coset of Γ contained in the commensurator of Γ inside a larger ambient group, so that the number of right cosets |Γ\Σ| is finite. Assume that elements in Σ act on V in a way compatible with the action of Γ, that is
One could also assume from the beginning that V is a module for the semigroup generated by Γ and Σ inside the commensurator of Γ, but it is later convenient to assume that elements M / ∈ Σ annihilate V-see the remark following Proposition 2.1. Fix representatives M K ∈ Σ for cosets K ∈ Γ\Σ, and for γ ∈ Γ, let γ K ∈ Γ be the unique element such that
is a cocycle, whose cohomology class is independent of the choice of representatives M K . If Γ is a subgroup of SL 2 (R) and φ is a parabolic cocycle (that is φ(γ) = v γ |1 − γ for all parabolic elements γ), so is φ|[Σ], which defines an action of [Σ] on the parabolic cohomology group
Remark 2.1. If Γ contains an element J in the center with J 2 = 1 (e.g.,
is a cocycle in the same class as φ, which takes values in the module V J , and the map
is an isomorphism. The same is true for parabolic cohomology, if Γ is a subgroup of SL 2 (R). Therefore we can restrict without loss of generality to modules on which J acts identically,
The period subspace. For the remainder of this section, let V be a right Γ 1 -module on which −1 acts identically, and let Σ 1 ⊂ M be a double coset of Γ 1 whose elements act on V by an action denoted |, in a way compatible with the action of Γ 1 as in (2.1). It is convenient to extend this action to elements of M, by having M / ∈ Σ annihilate V; the extended action still satisfies the compatibility condition (2.1) for M ∈ M. By linearity we also have an action of elements of
Any parabolic cocycle ϕ : Γ 1 → V can be modified by a coboundary so that ϕ(T ) = 0, and then the element P = ϕ(S) = ϕ(T S) belongs to the subspace
called the period subspace, by analogy to the case when V = V w , the space of polynomials of degree w, when the elements of W are period polynomials. Conversely, if P ∈ W, the map ϕ P : Γ 1 → V with ϕ P (T ) = 0, ϕ P (S) = P extends to a parabolic cocycle via ϕ P (gh) = ϕ P (g)|h + ϕ P (h). This gives an exact sequence
Proposition 2.1. Assume the double coset Σ 1 is contained in M n . Then any element T n ∈ R n satisfying (A) preserves the space W, and its action on W corresponds to the action of [Σ 1 ] on H 1 P (Γ 1 , V) via the map in (2.3), namely the cocycles ϕ P |[Σ 1 ] and ϕ P | Tn are in the same cohomology class, for any P ∈ W.
Remark. The assumptions that Σ 1 ⊂ M n and that elements M ∈ M \ Σ 1 annihilate V could be avoided if we replace condition (A) by
The statement of the proposition would then be true without the assumptions, but with T n replaced by T Σ 1 . We prefer the formulation given above to emphasize that the universal operator T n acts on all modules, with the action depending on the double coset chosen.
We use the following easy lemma, which we state in greater generality than needed here.
Lemma. Let G be a group with generators g 1 , . . . , g r , let V be a right G-module viewed also as a Q
(1 − g i )X i , and for any such X i we have
Proof. Both the existence of X i as above and the relation follow by induction on the length of g as a product in the generators g i . Indeed we have 1 − g i g = 1 − g + (1 − g i )g, and ϕ(g i g) = ϕ(g i )|g + ϕ(g).
Proof of Proposition 2.1. Let M K be representatives for the cosets K ∈ Γ 1 \M n which fix ∞, and which define the element T ∞ n = K∈Γ 1 \Mn M K ∈ R n in (A). We use these representatives to define the action of [Σ 1 ] on ϕ in (2.2), recalling that elements Let
and the lemma applied to the group Γ 1 with generators S, T and to the cocycle ϕ with ϕ(T ) = 0 gives
where we used (2.2) and the fact that elements M K ∈ Σ 1 act trivially on V.
The coboundary subspace C in (2.3) is also preserved by T n . Indeed, if P |1 − T = 0, by (A) we have
and since T ∞ n (1 − T ) ∈ (1 − T )R n we also have P |T ∞ n |1 − T = 0. Assuming that the space of Γ 1 -invariants in V is trivial, we have a bijection
and we have shown that Tr(C| T n ) = Tr(D|T ∞ n ). This trace is computed in Theorem 5.2 for the module of polynomials associated to congruence subgroups.
By Proposition 2.1 and the previous paragraph, for any T n satisfying (A) the exact sequence (2.3) gives
Therefore computing the trace of [Σ 1 ] on the parabolic cohomology has been reduced to computing the trace of T n on the period subspace. The latter trace is computed in the next theorem, using an operator T n satisfying (A)-(C).
Let Σ 1 ⊂ M n be a double coset whose elements act on V in a manner compatible with the action of Γ 1 as in (2.1), and let T n ∈ R n be any element satisfying (A). We have
where the sum is over Γ 1 -conjugacy classes X in Σ 1 with representatives M X ∈ Σ 1 .
Proof. Let T n ∈ R n be an element satisfying (A)-(C). Property (B) implies that T n maps the spaces Ker(1 + S) and Ker(1 + U + U 2 ) into each other, and since these two spaces generate V by (2.7), we obtain by (1.13):
which is a more abstract version of the last two equations in (1.12).
We show in the next lemma that assumption (2.7) is satisfied if V admits a non-degenerate, Γ 1 -invariant pairing, and the space of Γ 1 -invariants V Γ 1 is trivial. In §4.1 we will also compute the trace on W in a case when the space V Γ 1 is one dimensional, and the space generated by Ker(1 + S) and Ker(1 + U + U 2 ) has codimension 1 in V.
Lemma 2.1. Let V be a Γ 1 -module admitting a Γ 1 -invariant, nondegenerate bilinear pairing. Then the orthogonal complement of Ker(1 + S) + Ker(1 + U + U 2 ) is
Proof. Let A = Ker(1 + S), B = Ker(1 + U + U 2 ), and let A ⊥ , B ⊥ ⊂ V be their orthogonal complements with respect to the pairing. Since V is a complex vector space, we have decompositions
and Ker(1 − S) = Im(1 + S), Ker(1 − U ) = Im(1 + U + U 2 ). From the Γ 1 -invariance of the pairing, we have Ker(1 − S) ⊆ A ⊥ , Ker(1 − U ) ⊆ B ⊥ , and from the nondegeneracy we conclude
since S and U generate Γ 1 .
Period polynomials of modular forms
We now specialize the Γ 1 -module of the last section to be the submodule V Γ,χ w of the induced module Ind
on which −1 acts trivially, where Γ ⊂ Γ 1 is a finite index subgroup. Its period subspace is the space of period polynomials associated with the space of cusp forms S w+2 (Γ, χ), and we apply the Eichler-Shimura isomorphism and the Shapiro lemma to relate the trace of Hecke operators on the space of period polynomials with the trace on S w+2 (Γ, χ) + M w+2 (Γ, χ).
The Eichler-Shimura isomorphism. Let Γ be a finite index subgroup of Γ 1 , and χ a character of Γ whose kernel has finite index in Γ. For w = k − 2 0, we view the space V w of complex polynomials of degree w as Γ-module by 
Theorem 3.1 (Eichler-Shimura).
We have a Hecke-equivariant isomorphism
with the parabolic cocycles ϕ f , ϕ c g defined by
where z 0 ∈ H ∪ {cusps} is a fixed point.
Proof. The proof is given by Shimura in [16, Sec. 8], with the difference that here Γ acts on the right on V χ w instead of on the left in loc. cit. Shimura defines the action of the Hecke operator [Σ] using a character χ of the semigroup generated by Γ and Σ ∨ inside Γ, where Σ ∨ is the adjoint of Σ. Our function χ is related to such a χ by χ(σ) = χ(σ ∨ ) for σ ∈ Σ.
In order to conclude from the Eichler-Shimura isomorphism that
we need to make the extra assumption mentioned in the introduction:
Assumption 3.1. There exists η ∈ GL 2 (R) with η 2 = 1 and det η = −1, such that
For example, if Γ = Γ 0 (N ) we can take η = −1 0 0 1 . Under the assumption above, we have an isomorphism
This isomorphism is easily checked to be Hecke equivariant, by Assumption 3.1, and (3.2) follows. Without this assumption, all the results of this paper still hold, but with
The Shapiro isomorphism. The Shapiro lemma gives a Hecke equivariant isomorphism between the cohomology groups H 1 P (Γ 1 , Ind
, and we now describe it more explicitly. We identify the induced module Ind 
on which g ∈ Γ 1 acts by P |g(A) = P (Ag −1 ). Since V w is a Γ 1 -module as well, we have an isomorphism of Γ 1 -modules
where the action of g ∈ Γ 1 on the right is by P |g(A) = P (Ag −1 )| −w g. The isomorphism takes P ∈ V Γ,χ w to P ∈ Ind 
The Shapiro lemma then gives an isomorphism
, where ϕ (γ) = ϕ(γ)(1). This isomorphism is Hecke equivariant, with the action of Hecke operators on the left defined in the next section.
Remark. If χ = 1, the trivial character of Γ, in [12] we defined the space V Γ w := V Γ,1 w as those functions P : Γ\Γ 1 → V w with P (−A) = (−1) w P (A) for all cosets A ∈ Γ\Γ 1 . We could also view the space V The map Γ\Σ −→ Γ 1 \Γ 1 Σ, Γσ → Γ 1 σ is bijective , or equivalently |Γ\Σ| = |Γ 1 \Γ 1 Σ|. This assumption is satisfied by the double cosets giving the usual Hecke and Atkin-Lehner operators for the congruence subgroups Γ 1 (N ) and Γ 0 (N ). It is related to, but weaker than, the notion of compatible Hecke pairs in [1] . Under assumption (3.4), we define an action of elements M ∈ M on V Γ,χ w , which for χ = 1 is the same as in [12, Sec. 5]:
By w . From (2.6), the Eichler-Shimura isomorphism (3.2), and the Shapiro lemma (3.3) we conclude that for any T n satisfying (A) we have
w )} is the coboundary subspace.
Remark. The action of the operator T n on W Γ,χ w corresponds to the action of [Σ] on S k (Γ, χ) with k = w + 2, as shown in [12] . Namely, for f ∈ S k (Γ, χ), its period polynomial ρ f ∈ W Γ,χ w is given by
and we have ρ f |[Σ] = ρ f | Σ T n . Under Assumption 3.1 for η = −1 0 0 1 , we have an action of η on V Γ,χ w , given by P |η(A) = P (ηAη)| −w η. The involution η preserves the space W Γ,χ w , and a polynomial P ∈ W Γ,χ w decomposes as P = P + + P − with P ± |η = ±P ± . We have the following version of the Eichler-Shimura isomorphism [12, Thm. 2.1]
w , and this isomorphism is Hecke equivariant. This gives another proof of (3.6). Proposition 3.1. Let Γ ⊂ Γ 1 be a finite index subgroup, k = w+2 2 an integer, χ a character of Γ with kernel of finite index in Γ, and Σ ⊂ M n a double coset satisfying (3.4). Under Assumption 3.1 we have χ) ) , for any T n ∈ R n satisfying (A).
Proof. By (3.6) it is enough to show that Tr(C 
Proof of the trace formula
We keep the assumptions and notation of the previous section, namely Γ is a finite index subgroup of Γ 1 , χ : Γ → C × is character with kernel of finite index in Γ, Σ is a double coset of Γ satisfying (3.4), and χ is a function on Σ which satisfies (1.1).
For the proof of the trace formula sketched in (1.12) we need two easy lemmas. 
where U Γ 0 = {P ∈ V Γ 0 :
w . (b) When w = 0 and χ = 1, let P 0 ∈ V Γ 0 be the constant polynomial with P 0 (A) = 1 for all A ∈ Γ\Γ 1 . For M ∈ M n we have P 0 | Σ M = A Γ,Σ (M )P 0 + Q, for some Q ∈ U 0 (Γ) where
where we write as usually 
P (A), Q(A) .
It is clear that the definition is independent of the system of representatives chosen in the summation, and this pairing is nondegenerate and Γ 1 -invariant.
The space of Γ 1 -invariants in V Γ,χ w is trivial if (w, χ) = (0, 1), and it is one dimensional spanned by the element P 0 defined in (b) if w = 0 and χ = 1. We conclude from Lemma 2.1 that Ker(1 + S) and Ker(1+U +U 2 ) generate V Γ,χ w in the former case, while in the latter they generate a codimension 1 subspace in V Γ 0 . Since they are both subspaces of U Γ 0 , which has codimension 1 in V Γ 0 as well, the proof of part (a) is finished.
Applying the operator P → A∈Γ\Γ 1 P (A) to both sides of this equation, we obtain
From the definition of the action P | Σ M we obtain λ M = A Γ,Σ (M ) as claimed.
Remark. If −1 ∈ Γ the signs can be chosen arbitrarily. If −1 / ∈ Γ, assumption (3.4) implies that M and −M cannot both belong to Σ, so in each term at most one choice of signs is possible.
Proof. Let C Γ be a system of representatives for Γ\Γ 1 /{±1}. We have a decomposition
M M A (the sign can be assumed +1 if −1 ∈ Γ), and
It follows that the space V Assume (k, χ) = (2, 1). The case Γ = Γ 1 reduces to formula (1.22), which follows from the Kronecker-Hurwitz formula, which is the case Σ = M n . Indeed it is enough to prove (1.22) for Ξ n = Γ 1 ( 1 0 0 n ) Γ 1 , and denoting by −ϕ 1 (n) its left hand side, we have from the decomposition M n = ⊕ δ 2 |n δ Ξ n/δ 2 and the case Σ = M n that ϕ 1 satisfies δ 2 |n ϕ 1 (n/δ 2 ) = σ 1 (n). Since ϕ 1 (n) = [Γ 1 : Γ 0 (n)] = |Γ 1 \Ξ n | also satisfies this relation, and ϕ 1 (n) = ϕ 1 (n) = σ 1 (n) for n prime, it follows by induction that ϕ 1 = ϕ 1 .
By property (B) and Lemma 4.1 (b), the second equality in (1.12) becomes
where T n = c(M )M satisfies (A)-(C), and we have to show that the sum on the right gives the extra contribution on the second line of (1.12).
Since both sides of (1.9) are additive under taking union of double cosets, without loss of generality we can assume that Σ = ΓσΓ for some σ ∈ M n . By (1.1), χ is constant on Σ, and (4.1) gives
Denoting by e Γ (σ) the cardinality of the set {A ∈ Γ\Γ 1 : σA −1 ∈ Γ 1 σΓ}, we obtain that
where the first equality follows from (C) and the second from the Kronecker-Hurwitz formula (1.22),
and (4.2) shows that the extra contribution in (1.9) when (k, χ) = (2, 1) is χ(σ) · |Γ\Σ|.
Proof of Theorem 2.
To show that the trace formula on the cuspidal subspace in Theorem 2 is equivalent to (1.5), let Tr >0 (Γ, χ, Σ, k) be the sum in (1.5) over the conjugacy classes X ⊂ Σ with ∆(X ) > 0. Only the hyperbolic classes X with representatives M X ∈ Σ fixing two (distinct) cusps of Γ contribute to the sum, and ε Γ (X ) = 1 for these classes [11] . Let H Γ,Σ (a, d) ⊂ Σ be a system of representatives for the aforementioned conjugacy classes that have eigenvalues a, d or
, we obtain (recall sgn(σ) is the sign of the eigenvalues of σ):
where the second equality follows from part (b), and the third from part (a) of Theorem 5.1, using also the symmetry of Φ χ Γ,Σ . Using the form given in (1.8) of the sum over cusps in (1.6), the equivalence of the two trace formulas in Theorems 1 and 2 is now clear.
Trace formulas on the Eisenstein subspace and on the coboundary subspace
In the first part of this section we take Γ to be Fuchsian subgroup of the first kind and we compute the trace of the double coset operator [Σ] given by (1.2) on the Eisenstein subspace E k (Γ, χ). Here Σ is any double coset contained in the commensurator of Γ inside GL + 2 (R). We relate the result with the sum over conjugacy classes X with ∆(X ) > 0 in the trace formula in Theorem 1. This was used in the last section to show that Theorem 1 is equivalent to Theorem 2, for an arbitrary Γ.
In §5.2 we take Γ to be a finite index subgroup of Γ 1 and Σ ⊂ M n a double coset satisfying (3.4). We show that the trace of [Σ] on the Eisenstein subspace is the same as the trace of an operator T n satisfying (A), and acting by | Σ on the space of coboundary polynomials.
5.1.
Trace formula on the Eisenstein subspace. We start by introducing some notation and terminology related to the cusps. For a parabolic or hyperbolic matrix σ ∈ GL 2 (R) + , we denote by sgn(σ) ∈ {±1} the sign of the eigenvalues of σ. For a a cusp of Γ, we let Γ a ⊂ Γ be the stabilizer of a in Γ. Thus Γ a = ± γ a if −1 ∈ Γ, and Γ a = γ a if −1 / ∈ Γ, for a generator γ a ∈ Γ a , with sgn(γ a ) = +1 if −1 ∈ Γ. Let C a ∈ SL 2 (R) be a scaling matrix for the cusp a, namely C a a = ∞, and 0 1 ) . We assume that scaling matrices for equivalent cusps satisfy C γa = C a γ −1 .
For σ ∈ Γ (the commensurator of Γ), there exists n ∈ Z such that γ n a ∈ σ −1 Γσ, and since σγ n a σ −1 ∈ Γ is a parabolic element fixing σa, we have that b = σa is also a cusp of Γ, and
for some a a (σ), d a (σ) ∈ R, and therefore
. Raising the previous relation to the power 2n and using (5.2) we obtain that the ratio
is a positive rational number.
Remark 5.1. For fixed a, the constants a a (σ), d a (σ) only depend on the coset Γσ since C γb = C b γ −1 . Moreover a a (σ), d a (σ) are invariant under the map (a, σ) → (γa, σγ −1 ), for γ ∈ Γ. It follows that by scaling the double coset Σ we can assume that a a (σ), d a (σ) ∈ Z for all cusps a and σ ∈ Σ.
Constant terms of Eisenstein series. For an Eisenstein series E ∈ E k (Γ, χ), the constant term A E (a) of E at the cusp a is defined as the constant term of the Fourier expansion of E| k C −1 a :
which is Γ-invariant, and we let C(Γ, χ) ⊂ C(Γ) be sets of representatives for Γ-equivalence classes of cusps in Cusps(Γ, χ), respectively in Cusps(Γ). When χ = 1, the trivial character, we have C(Γ, 1) = C(Γ) if k is even, while C(Γ, 1) is the set of regular cusps if k is odd and −1 / ∈ Γ. Since C a γ −1 is a scaling matrix for γa for γ ∈ Γ, it follows that A E (γa) = χ(γ)A E (a). Identifying the vector space C |C(Γ,χ)| with the space of maps f : C(Γ, χ) → C, we have an injective map
This map is a bijection, unless k = 2 and χ = 1, when C(Γ, 1) = C(Γ) and we have an exact sequence
We can now compute the constant terms of E|[Σ], for Σ ⊂ Γ a double coset. For a cusp a ∈ Cusps(Γ, χ) and E ∈ E k (Γ, χ) we have by (1.2)
Replacing σC −1 a from (5.3) in the previous relation, and taking z → i∞ we obtain
The trace formula. Using the previous formula, we compute Tr([Σ], E k (Γ, χ)) in the next theorem. First we prove a lemma interesting in its own right, which is needed for the case k = 2, χ = 1, and whose proof will be used in the proof of the theorem.
Lemma 5.1. Let Γ be a Fuchsian group of the first kind, and let Σ ⊂ Γ be a double coset. Then
independent of the cusp a of Γ, where
Proof. For each b ∈ C(Γ), let Σ ab := {σ ∈ Σ : σa = b}. Each coset Γσ contains a representative σ 0 with σ 0 a = b, where b is the fixed representative in C(Γ) of the equivalence class of cusps Γσa, and if γσ 0 is another such representative we have γ ∈ Γ b . A similar reasoning applies to right cosets, so we have the disjoint decompositions (with a slight abuse of notation)
The set Σ ab (a, d) is left invariant by Γ b and right invariant by Γ a , and we show that
To prove this identity, we assume by Remark 5.1 that a, d ∈ Z. We also assume for simplicity that −1 ∈ Γ, the other case being similar. We have
, and multiplying Using (5.11), formula (5.10) becomes
by the second decomposition in (5.8). Since the numbers of left and right cosets in a double coset are equal for a Fuchsian group of the first kind, the claim follows.
Theorem 5.1. (a) For a cusp a of Γ, let Σ a be the stabilizer of a in Σ. Then
with (a, d) the smallest positive generator of the lattice Za + Zd ⊂ R (which is well defined since a/d ∈ Q by (5.4)).
and for a = d we have
where H Γ,Σ (a, d) ⊂ Σ is a system of representatives for the hyperbolic Γ-conjugacy classes X ⊂ Σ that fix cusps of Γ, and that have eigenvalues a, d or −a, −d.
Proof. (a) By (5.7), the action of [Σ] on Eisenstein series corresponds to an action on P ∈ C |C(Γ,χ)| given by
If k = 2 and χ = 1, let P 0 ∈ C |C(Γ)| such that P 0 (a) = 1 for all a ∈ C(Γ). We claim that
indeed, we can assume without loss of generality that Σ = Γσ 0 Γ is a primitive double coset, so χ is constant on Σ and by (5.15) we obtain that P 0 |[Σ](a) is given by the left hand side of the identity in Lemma 5.1, multiplied by χ(σ 0 ). The exact sequence (5.6) then gives
To prove (5.12), we rewrite (5.16) as Tr(
with Σ a (a, d) defined in (5.9). Since sgn(σ) k χ(σ) is invariant under σ → γσ and σ → σγ, for γ ∈ Γ a and a ∈ C(Γ, χ), and Σ a (a, d) is also left and right invariant under multiplication by Γ a , it is enough to show that
which was proved in more generality in (5.11). We conclude that Ψ 
where \ \ denotes the conjugation action of Γ a on Σ a (a, d), and the sum is over any system of representatives for the orbits of this action. The set Σ a (a, d) is invariant under left and right multiplication by the group γ a generated by γ a . Changing variables σ → γσ for γ ∈ γ a in the sum over σ, on one hand leaves the sum invariant, and on the other hand scales the sum by sgn(γ) k χ(γ). Therefore the inner sum vanishes, unless χ(γ) = sgn(γ) k for γ ∈ Γ a , that is unless a ∈ C(Γ, χ).
Assuming therefore a ∈ C(Γ, χ), we have to show that R(a, d) equals the term corresponding to the cusp a in (5.13). This follows from
whose proof is similar to the proof of (5.11).
5.2.
Trace formula on the space of coboundary polynomials. Now let Γ be a finite index subgroup of Γ 1 , Σ ⊂ M n a double coset satisfying (3.4), χ a character of Γ and χ a function on Σ satisfying (1.1). Let k 2 and set w = k − 2. We give a direct proof that
, for any T n ∈ R n satisfying (A), by computing the left hand side and showing it agrees with the trace on the Eisenstein subspace in Theorem 5.1. The equality of the two traces follows also by comparison with the theory of modular symbols of Ash and Stevens [1] , as shown in the proof of Proposition 3.1, but for completeness we give a direct proof here. The computation is of interest in its own right, as it is equivalent via Poincaré duality with computing the trace of Hecke operators on modular symbols for Γ, which has not been done in this generality before.
In Section 2 we showed in greater generality that we have a surjective map
w , P → P |(1 − S) , which is Hecke equivariant as in (2.4) . This map is bijective if the space of Γ 1 -invariants in V Γ,χ w is trivial, namely if (k, χ) = (2, 1). In this case we conclude from (2.4) that
, while the case (k, χ) = (2, 1) is discussed in the proof of Theorem 5.2.
For P ∈ D Γ,χ w , we have P (A) ∈ C, and the constants P (A) satisfy
for γ ∈ Γ, A ∈ Γ 1 . Let R(Γ) ⊂ Γ 1 be a system of representatives for the cusp space Γ\Γ 1 /Γ 1∞ , which is in bijection with a set of representatives C(Γ) for Γ-equivalence classes of cusps of Γ by C → C∞. It follows that the dimension of D Γ,χ w equals the cardinality of the set
which is in bijection with the subset C(Γ, χ) defined before Theorem 2. Note that when χ is trivial, −1 ∈ Γ and w is odd, this is the set of regular cups, namely those C ∈ R(Γ) with CT i C −1 ∈ −Γ for all i.
For C ∈ R(Γ, χ), let ω(C) be the smallest positive integer such that CT ω(C) C −1 ∈ ±Γ. That is, ω(C) is the width of the cusp C if CT ω(C) C −1 ∈ Γ, or it is half the width if −1 / ∈ Γ and CT ω(C) C −1 ∈ −Γ.
Theorem 5.2. (a) Assume Σ ⊂ M n satifies (3.4), and T n ∈ R n satisfies (A). With the above notation we have
) defined above is the same as in (5.13) and we have
Proof. (a) To compute the trace in the right side of (5.18), we choose a basis of D Γ,χ w indexed by the set R(Γ, χ) defined in (5.19) . Namely, for C ∈ R(Γ, χ), let P C ∈ D Γ,χ w such that P C (C ) = δ C,C , if C ∈ R(Γ, χ), which defines P C uniquely. With respect to this basis, we obtain
We have
, and we conclude
) the terms following the sum over C in the right hand side. To show that the inner two sums equal Φ χ Γ,Σ (a, d), we show that L C (a, d) equals the term in (5.21) corresponding to a fixed C.
Fixing C, we write ω = ω(C), and denote g = gcd(a, d). Since the range of summation for 
∈ Γ the union in parantheses is disjoint, by assumption (3.4)). A system of representatives for the elements M contributing to the last sum are exactly T i M , with M in a system of representatives for T ω \B C / T ω and 0 i < ω, and they are all distinct in T ω \M ∞ a,d / T ω by property (3.4) . We obtain
where the choice of signs is made in each term such that ±CM C −1 ∈ Σ. The last sum is the same as the inner sum in (5.21) for a fixed C, which proves formula (5.20) when (k, χ) = (2, 1).
be the constant polynomial Q 0 (A) = 1 for A ∈ Γ\Γ 1 , where we view elements of V Γ 0 and of its subspaces as functions from Γ\Γ 1 to V 0 = C. We have an exact sequence
We assume the set of representatives R(Γ) for Γ\Γ 1 /Γ 1∞ contains the identity matrix I. Using the exact sequence, a basis of C Γ 0 consists of {P C |(1 − S) : C ∈ R(Γ)\{I}}. For a fixed C ∈ R(Γ) with C = I we have
where in the last line we assumed without loss of generality that Σ = Γσ 0 Γ, so that χ is constant on Σ. We claim that each set in the last sum contains only one element. For M ∈ Γ 1 Σ ∩ M ∞ n we have M = g −1 M with g ∈ Γ 1 , M ∈ Σ, and by property (3.4) the coset Γg does not depend on the decomposition. Again by property (3.4) applied to both Σ and −Σ, the condition CT i g −1 M ∈ ±Σ is equivalent with CT i g −1 ∈ ±Γ, so C ∈ ΓgΓ 1∞ , which determines C ∈ R(Γ) uniquely. It follows that the last sum equals
We have a bijection R(Γ, χ) C(Γ, χ) given by C → a = C∞, and as scaling matrix we can take C a = C −1 in (5.1). We also have a bijection
given by M → ±CM C −1 ∈ Σ, where the sign can be chosen positive if −1 ∈ Γ, and only one choice is possible if −1 / ∈ Γ (since Σ ∩ (−Σ) = ∅ by (3.4)). We conclude that the right hand sides of (5.21) and (5.13) are equal term by term, and the equality of the two traces follows from the symmetry of Φ 
The assumptions on u ensure that the class modulo N of an integer α satisfying the congruence mod N u is indeed well-defined.
Lemma 6.1 (Oesterlé) . For M = A B C D ∈ M n , let t = Tr(M ), and u = (G, N ) where G is the content of the quadratic form
, where α satisfies
The condition XM X −1 ∈ ∆ n is equivalent to Q M (d, −c) ≡ 0 (mod N ) and (α, N ) = 1, so we have α ∈ S N (u, t, n), where we set u = (G, N ). Moreover,
which determines its class mod N uniquely depending only on the point (c :
We have therefore a well-defined map
We show that |τ −1 (α)| = ϕ 1 (N )/ϕ 1 (N/u) independent of α ∈ S N (u, t, n), which would prove the claim. Let α ∈ Z such that its reduction mod N belongs to S N (u, t, n). We have X ∈ τ −1 (α) if and only if the corresponding point (c : d) ∈ P 1 (Z/N Z) is a solution of the system (6.2). Therefore it is enough to count the solutions (c : These conditions imply that the system (6.2), which becomes
has a unique solution (c : d) ∈ P 1 (Z/N Z). This solution lifts to ϕ 1 (N )/ϕ 1 (N ) solutions in 
We choose the set of representatives R(Γ) for Γ\Γ 1 /Γ 1∞ to consist of matrices C = ( p * r q ) with N = rs, and t running through a set S r with |S r | = ϕ((r, s)). The condition χ(CT j C −1 ) = 1 whenever CT j C −1 ∈ Γ is the same as χ(1 + prj) = 1 if N |r 2 j, namely if Let α = a CM C −1 for a fixed C ∈ R N,χ as above, and set M = a b 0 d with b well-defined (mod ω(C)g) where g = (a, d). By (6.2), the condition CM C −1 ∈ ∆ for some i ∈ Z is equivalent to:
and with (α, N ) = 1. Therefore α ≡ d (mod s), α ≡ a (mod r), which determines α uniquely modulo rs/(r, s), thus it determines χ(α) uniquely since c χ | N (r,s) . We also have (r, s)|(a − d) and since (s, g) = 1, there are g solutions b (mod gs/(r, s)) of the congruence b ≡ q(a − α)/r (mod s), independent of q ∈ S r . We conclude The double coset Θ ∆ n is characterized by the same conditions, except that (b, ) = 1 is replaced by (c/N, ) = 1. If (n, ) = 1, the last two conditions are empty, so the double cosets ∆ n , Θ commute, but that is not the case when (n, ) > 1, when the operators T n , W do not commute. If (n, ) > 1 the double coset Θ ∆ n does not satisfy property (3.4), so it is important that we choose to work with ∆ n Θ .
Lemma 6.2. The double coset ∆ n Θ satisfies property (3.4).
Proof. Let Σ = ∆ n Θ . We have to show that if γ = x y z t ∈ Γ 1 and σ = a b c d ∈ Σ such that γσ ∈ Σ, then we have γ ∈ Γ 0 (N ). Indeed, we have |az and |bz and since (a, ) = 1, (b, ) = 1, we conclude that |z, so γ ∈ Γ 0 (N ).
For Γ = Γ 0 (N ) and Σ = ∆ n Θ , assuming k 2 is even we have In the next lemma we show that C N, satisfies Assumption 1.1, and we compute it explicitly in terms of C (u, t, n) := C ,1 (u, t, n), given by (1.24), for 1 the trivial character modulo . Assuming from now on | Tr(M ) (otherwise the previous set is empty), let M = A B C D , and g = a b c d ∈ Γ 1 . The coset of g in Γ\Γ 1 is identified with the point (c : d) ∈ P 1 (Z/ Z). By (6.2), the conditions |γ, |α are equivalent to (6.6) dA ≡ cB (mod ), dC ≡ cD (mod ).
Since β = −Q M (−b, a), the condition (β, ) = 1 implies (G, ) = 1. Conversely, if p|(β, ) it follows that p divides all entries of gM g −1 , so p|G. Therefore the condition (β, ) = 1 is equivalent to (G, ) = 1. Since ( , ) = 1, the Chinese remainder theorem gives By (6.7) and the formula for C ,1 (M ) in Lemma 6.1 and (1.18), this finishes the proof.
Lemma 6.4. For any N 1 and for u|N, u 2 |t 2 − 4n we have
where S N (t, n) = {α ∈ (Z/N Z) × : α 2 − tα + n ≡ 0 (mod N )}, and the coefficients C N (u, D), defined for u|N, u 2 |D, are multiplicative in (N, u), namely
If N = p a with p prime and a 1 we have Proof. If S N (t, n) = ∅, then S N (u, t, n) = ∅ for all u|N , so the constants C N (u, t, n) are all 0. Since |S N (u, t, n)| = |S N (u, −t, n)|, we can write #{b (mod gω(C)) :
The previous set is empty unless n = ad and |a + d, which we assume throughout the proof. Writing = 2 r f with f square-free, it follows that r f |g. We let R(Γ) ⊂ Γ 1 be the set of representatives for the cusp space Γ\Γ 1 /Γ 1∞ chosen in the proof of Proposition 6.1. Namely, R(Γ) consists of C = ( (1 + S), finishing the proof.
