This study analyzed 336 
In 1987, Camp, Hillison and Jeffries identified research productivity as the second most important factor (after faculty) in determining reputational quality rankings of university agricultural education programs. More than 20 years later, Birkenholz and Simonsen (2011) developed and tested a theoretical model of characteristics of distinguished agricultural education programs. As posited in their model, Birkenholz and Simonsen also found that research was one of the most often cited characteristics of distinguished programs.
Although agricultural educators publish in numerous journals and present at diverse conferences, the American Association for Agricultural Education (AAAE) sponsors three primary outlets for dissemination of scholarly work; the Journal of Agricultural Education, three regional research conferences, and the National Agricultural Education Research Conference (NAERC). Birkenholz and Simonsen (2011) identified professional meetings and presentations as one of the primary means through which faculty and departmental academic reputations are established and maintained. Agricultural education department heads rated presentation of papers at refereed concerned with interrater agreement in peer review, not the least of which is a prevalent impression that the fate of a manuscript. . . is determined more by luck and editorial bias than to manuscript quality" (p. 26). Pedhazur and Schmelkin (1991) defined reliability as "the ratio of true-score variance to observed-score variance" (p. 85) . Under this definition, each manuscript review (an observed score) can be thought of as containing two components; a measure of actual manuscript quality (true score) and a combination of random and systematic errors (Shrout & Fliess, 1978) . Thus, in the context of peer review of manuscripts, interrater reliability can be conceptualized as the extent to which two or more reviewers, using the same evaluation rubric, agree in their assessments of the quality and acceptability of the same manuscript (Huck, 2008; Kottner et al., 2011) .
Several studies have been conducted evaluating the reliability of peer reviews. Marsh and Ball (1989) reported a mean interrater reliability of .27 between same-manuscript peer reviews for 10 social science journals. Kravitz et al. (2010) found an interrater reliability of .17 between samemanuscript reviews of 2264 manuscripts submitted to the Journal of General Internal Medicine. Hogden (1997) submitted the same grant proposal in the same funding year to two agencies that used the same proposal scoring system. The correlation between the two resulting peer review committee scores was .59, indicating that the scores from one panel explained only 35% of the variance in the scores from the other panel.
Studies have also focused on the qualifications of referees. Hamermesh (1994) concluded from a study which found that almost 12% of referees were from the same university department as the editors that referees may be appointed based on their relationship with the editor rather than on other qualifications. Stossel (1985) found that while the most highly-regarded individuals in a profession may be best suited to serve as referees, these same individuals have the greatest number of obligations, and therefore refuse to review papers more frequently than younger, more inexperienced colleagues. Other studies, however, have found the quality of reviews to be negatively correlated with referee seniority and status, causing the editors to actively seek out less experienced referees of lower academic status (Finke, 1990; Judson, 1994) .
Purpose and Objectives
The purpose of this study was to evaluate the peer review of manuscripts submitted for presentation at the 2014 National Agricultural Education Research Conference. Specific objectives were to: 1. Determine the variability of same-manuscript ratings and the inter-rater reliability of peer reviews for manuscript quality scores; 2. Determine the variability of same-manuscript ratings and the inter-rater reliability of peer reviews for reject-accept recommendations; 3. Determine the level of same-manuscript agreement between peer reviewers on their assessment of each manuscript's relevance to agricultural education; 4. Determine the relationships between manuscript quality scores, reject-accept recommendations, and assessment of relevance to agricultural education; 5. Determine whether manuscript quality scores, reject-accept recommendations, and assessments of relevance to agricultural education differed by the academic rank (instructor, assistant professor, associate professor or professor) of the reviewer.
Methods
After institutional IRB approval and approval by the AAAE Research Committee, the lead researcher was provided with access to the Fast Track ® manuscript review files for each of the 112 manuscripts submitted for the 2014 NAERC. Each manuscript had been reviewed by three peer reviewers for a total of 336 reviews. Review data were manually entered into an Excel spreadsheet and each reviewer's academic rank was determined using either the AAAE Directory (AAAE, 2014a) or the reviewer's institutional web site. To ensure reviewer anonymity, no reviewer identification information other than academic rank was included in the data set. All data were verified and imported into SAS (Version 9.3) for data analysis.
All reviewers completed their NAERC manuscript evaluations using an online rubric. The rubric contained seven quantitative items for evaluating manuscript quality; introduction (1 -5 points), literature review and conceptual/theoretical framework (1 -11 points), purpose and objectives (1 -7 points), methods/procedures (1 -15 points), results (1 -11 points), conclusions and recommendations (1 -15 points), and writing quality (1 -5 points); total manuscript quality scores could range from 7 to 69 points. The reject-accept recommendation item asked reviewers to rate their level of agreement, on a 1 to 6 scale (1 = strongly disagree, 2 = disagree, 3 = slightly disagree, 4 = slightly agree, 5 = agree, and 6 = strongly agree), that the manuscript should be accepted for presentation at the conference. A single yes or no item asked whether the study was clearly linked to the agricultural education research agenda or to agricultural education broadly defined.
Objectives one and two sought to determine the variability and interrater reliability of manuscript quality scores and reject-accept recommendations. For both objectives, the mean total score, standard deviation and coefficient of variation (CV) were calculated on the reviews for each manuscript and their distributions were examined. The CV, which expresses the standard deviation as a percentage of the mean (CV = M / SD x 100), was used as a descriptive measure of the relative variation of reviewer scores for the same manuscript (Freund & Wilson, 1993) . According to Abdi (2010) , the CV allows direct comparison of the variation in two or more variables (manuscript reviews) with different means or measured on different scales (such as manuscript quality scores and reject-accept recommendations). Higher CVs indicate greater variation among reviewers' ratings.
Intraclass correlation coefficients (ICC) were calculated as the measure of interrater reliability (Shrout and Fliess, 1979) . ICC coefficients range from -1/c (where c is the number of reviewers per manuscript) to 1.00 (Whitehurst, 1984) ; since the 2014 NAERC used three reviewers per manuscript, the lower limit on negative scores for this study was -.33. As a practical matter, negative coefficients are interpreted as zeros while values of 1.0 are interpreted as perfect agreement among reviewers (Whitehurst, 1984) . The ICC "provides an index of the reliability of the ratings for a single, typical judge" (MacLennan, 1993, p. 294) and is the most appropriate measure of interrater reliability (Cicchetti, 1980) . According to Whitehurst (1984) , the use of ICC for manuscript reviews "corresponds to a one-way random effects analysis of variance (ANOVA) in which separate and independent ratings of each manuscript are treated as subjects" (p. 81). In this analysis, "the intraclass correlation takes the form of the ratio of the variance attributable to manuscripts to the variance attributable to manuscripts plus the error components" (p. 23). This is consistent with the definition of reliability as the "the ratio of true-score variance to observed-score variance" (Pedhazur & Schmelkin, 1991, p. 85) . Shrout and Fliess (1979) identified six forms of ICC depending on the statistical model of the reliability study. In this study, each manuscript was evaluated by a different set of peer reviewers and each scored component (quality score and reject-accept recommendation) was considered a separate item. Thus, the researchers identified the ICCs for objectives one and two as meeting the requirements of ICC(1,1) as described by Shrout and Fliess (1979) .
Objective three sought to determine the level of agreement between reviewers on the relevance of the manuscript to agricultural education. Since each reviewer rated this on a yes or no basis, agreement percentages were calculated (Kottner et al., 2011) . Although agreement percentages have been criticized for failing to correct for agreement due to chance (Lombard, Snyder-Duch, & Bracken, 2000) , the researchers selected this method because, on a practical level, the actual level of agreement, regardless of its source, was the variable of interest. From a research perspective, correcting for chance agreement results in a statistical model of agreement instead of a description of agreement (Uebersax, 1992) .
Objective four sought to determine the relationships between manuscript quality scores, reject-accept recommendations, and assessment of the manuscripts' relevance to agricultural education. The magnitude of each correlation was described using the descriptors proposed by Davis (1971) .
The final objective sought to determine if differences existed in manuscript quality scores, reject-accept recommendations, or assessments of relevance to agricultural education by reviewer academic rank (instructor or similar, assistant professor, associate professor or professor). Oneway analysis of variance (ANOVA) and the chi square test of association were used to analyze data for this objective.
For objectives one through four, manuscripts (N = 112) were the unit of analysis and all statistical results are based on the three reviews for each manuscript. For objective five, individual manuscript reviews (N = 336) were the unit of analysis; no attempt was made to correct for nonindependence between observations caused by reviewers evaluating multiple manuscripts.
Reviews from the 2014 NAERC were considered to be a time-place sample representative of past and future NAERC manuscript reviews. As such, the use of inferential statistics was warranted (Oliver & Hinkle, 1982 ). The .05 alpha level was selected a priori for all tests of statistical significance.
Results
One hundred and twelve manuscript submissions were each reviewed by three reviewers for the 2014 NAERC, for a total of 336 manuscript reviews conducted by 151 individual peer reviewers. Of the 336 manuscript reviews conducted, 23 (6.8%) contained one or more scoring errors. The most frequent errors were failing to record a score for an evaluation criterion (18 occurrences) and assigning a score above the rubric's maximum value for an evaluation criterion (16 occurrences). Conference managers typically contact reviewers to resolve errors in scoring, but these corrections cannot be edited in the reviewer's submitted manuscript evaluation rubric (D. Doerfert, personal communication, August 15, 2014) . Because the purpose of this study was to determine the reliability of the peer review process as conducted by the peer reviewers, all 336 reviews were included in the analysis.
Objective 1
Objective 1 sought to determine the variability of same-manuscript ratings and the interrater reliability of peer reviews for manuscript quality scores. The distribution of the mean quality scores for each manuscript (based on three reviews per manuscript) was negatively skewed (skewness = -0.66) and ranged from 28.00 to 64.33 with a grand mean of 50.24 (SD = 7.47). The distribution of within-manuscript standard deviations was positively skewed (skewness = 1.22) and ranged from 1.73 to 30.99 with an overall mean of 9.18 (SD = 5.48). The distribution of CVs for manuscript quality scores (Figure 1 ) was positively skewed (skewness = 2.34) and ranged from 3.94% to 96.43% with a mean of 19.65% (SD = 15.22%). None of the 112 manuscripts had perfect agreement between the three reviewers as to manuscript quality score. The interrater reliability of manuscript quality scores for the 2014 NAERC was .15. 
Objective 2
Objective 2 sought to determine the variability of same-manuscript ratings and the interrater reliability of peer reviews on reject-accept recommendations. The distribution of mean rejectaccept recommendations for each manuscript (based on three reviews per manuscript) had a slight negative skew (skewness = -0.14) and ranged from 1.33 to 5.67 with a grand mean of 3.98 (SD = 1.01). The distribution of within-manuscript standard deviations exhibited negligible skewness (0.02) and ranged from 0.00 to 2.89 with a mean of 1.39 (SD = 0.71). The distribution of CVs for manuscript reject-accept recommendations had a slight positive skew (skewness = 0.21) and ranged from 0.00% to 98.97% with a mean of 38.80% (SD = 22.72%). As shown in Figure 2 , raters were in perfect agreement in their reject-accept recommendations for 5 of the 112 (4.46%) manuscripts; for 35 (31.25%) manuscripts the CV was more than 50%. The interrater reliability for accept-reject recommendations for 2014 NAERC manuscripts was .09. 
Objective 3
Objective 3 sought to determine the level of same-manuscript agreement between peer reviewers on their assessment of each manuscript's relevance to agricultural education. A single dichotomous item on the evaluation rubric asked reviewers to indicate whether or not the author(s) had clearly linked the study to an agricultural education priority research area (Doerfert, 2011) or to an area of agricultural education not specifically identified in the research agenda. On 82 (73.21%) manuscripts all three reviewers agreed this linkage had been made; on 20 (17.86%) manuscripts two reviewers agreed and one reviewer disagreed; on seven (6.25%) manuscripts two reviewers disagreed and one reviewer agreed. The remaining three (2.68%) manuscripts each had one missing reviewer response to this item. 
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Objective 4
Objective 4 sought to determine the relationships between manuscript quality scores, reject-accept recommendations, and assessment of relevance to agricultural education. There was a significant (p < .0001) and very strong (Davis, 1971) positive correlation (r = .83) between the mean quality scores and the mean reject-accept recommendations for the 112 manuscripts submitted for the 2014 NAERC. Mean quality scores explained 68.3% of the variance in mean reject-accept recommendations; however, 31.7% of this variance was not explained by mean quality scores.
There was a significant (p = .02) and low (Davis, 1971) positive correlation (rs = .24) between mean relevance ratings and mean reject-accept decisions for the 112 manuscripts. The correlation (rs = .16) between mean relevance ratings and mean manuscript quality scores was not statistically significant (p = .08).
Objective 5
Objective 5 sought to determine whether differences existed in manuscript quality scores, reject-accept recommendations, and assessment of relevance to agricultural education by reviewer academic rank. One-hundred-forty-seven unique reviewers performed 336 reviews. Thirteen reviewers (8.84%) were instructors or similar, 76 (51.70%) were assistant professors, 24 (16.33%) were associate professors, and 34 (23.13%) were professors. Of the 336 individual reviews conducted on the 112 manuscripts submitted for the 2104 NAERC, 47.6% were completed by assistant professors, 22.2% by professors, 21.6% by associate professors and 8.7% by instructors or similar reviewers. One-way ANOVAs revealed no significant differences (p > .05) by reviewer rank in manuscript quality scores, F(3, 329) = 0.18, p = .91, or in reject-accept recommendations, F(3, 329) = 0.68, p = .57. Finally, chi square analysis found no significant (p > .05) difference by rank in the percentage of reviewers agreeing or disagreeing about the manuscripts' relevance to agricultural education, χ 2 (3) = 5.51, p = .14. Table 1 provides descriptive statistics for these variables by reviewer rank. 
Conclusions, Discussion and Recommendations
A small but critical percentage (6.8%) of all manuscript reviews contained one or more scoring errors. The most common errors were failure to record a score or recording a score above the maximum value for one or more manuscript quality criteria. These errors may be the result of reviewers' attempts to reduce the time required to conduct reviews, as the responsibilities of faculty members are numerous. Conference managers have the responsibility of identifying these errors and contacting reviewers to make corrections, adding to their workload.. Because the currently employed Fast Track ® manuscript submission and review system does not allow automatic data validation or required-response features (D. Doerfert, personal communication, August 15, 2014) , the researchers recommend that the AAAE Research Committee explore alternative manuscript submission and review systems that use technology to reduce potentially unnecessary editorial responsibilities in order to reduce the burden of manuscript scoring on both reviewers and the conference manager.
The distribution of CVs for same-manuscript quality scores ranged from 3.94% to 96.43% with a mean of 19.65%. Thus, for the average manuscript, the standard deviation between the three reviewers' quality ratings was nearly 20% as large as the mean manuscript quality score. A majority of CVs were clustered fairly closely around the mean. However, a significant subset of higher CVs was observed, resulting in a positively skewed distribution. This subset indicates that while the majority of the reviewers produced similar scores for manuscripts, a small number of reviewers differed greatly in the scores they assigned to a manuscript. This subset of manuscripts was also impactful on the interrater reliability of manuscript quality scores, which was .15. This is similar to the .17 value reported for the Journal of General Internal Medicine (Kravitz et al., 2010) but lower than the .27 reported as the mean of 10 social science journals (Marsh & Ball, 1989) . To fully display the impact a small number of manuscript scores had on interrater reliability, 2014 NAERC manuscript quality scores were reanalyzed after removing the 28 manuscripts with CVs above the 75 th percentile (CV > 24.53%). The interrater reliability increased (from .15) to .54 for reviews of the 84 remaining manuscripts.
The profession should engage in thought and dialogue about what constitutes quality in each of the seven components evaluated, as well as how to educate reviewers in determining that quality. Reviewer workshops, including sample reviews with subsequent discussion, should be conducted at the regional and national AAAE conferences. While total agreement on quality scores is neither likely nor desirable, questions reviewers may have regarding the intentions and impact of scoring components may be addressed during these workshops, thereby improving reviewers' ownership and confidence in the review process.
The distribution of CVs for reject-accept recommendations ranged from 0.00% to 98.97% with a mean of 38.80%. Thus, for the average manuscript, the standard deviation between the three reviewers' reject-accept recommendation was nearly 40% as large as the mean manuscript rejectaccept score. The mean CV for reject-accept recommendations was 1.97 times as large as the mean CV for quality scores. The interrater reliability of reject-accept recommendations was .09, suggesting that reviewers are less consistent in their reject-accept recommendations than they are with manuscript quality scores. Mean manuscript quality scores explained 68.3% of the variance in mean reject-accept recommendations. Further research is warranted to determine what subjective factors account for the 31.7% of variance not explained by manuscript quality. As with manuscript quality scores, the interrater reliability of reject-accept recommendations was recalculated after removing the 28 manuscripts with CVs above the 75 th percentile (CV > 57.51%). The interrater reliability increased (from .09) to .23 for reviews of the remaining 84 manuscripts. Thus, reviewer training may not impact the interrater reliability of reject-accept recommendations given that reviewers may have their own idiosyncratic notions, independent of quality, concerning what constitutes an "acceptable" NAERC manuscript.
Theory holds that the reliability of a measurement scale increases as the number of items increases (Pedhazur & Schmelkin, 1991) . Thus, weighting of the single-item reject-accept recommendation as 67% of the manuscript decision process should be reevaluated. Opportunities for adjustment may include discontinuing use of this item, reducing its weighting, or redesigning it as a multi-item scale. Additionally, discussion within the profession regarding the purpose of these two related but separately-weighted review criteria may assist in the reduction of the time and effort required of manuscript reviews. If the profession agrees that all variation in reject-accept decisions shouldbe attributed to manuscript quality score, the need for the additional reject-accept criterion may be eliminated, thus reducing the length of the manuscript review. However, if the profession determines that variation within reject-accept decisions is associated with evaluation components other than quality score, consensus must be reached as to what factors referees should be using to assign reliable reject-accept scores, thereby reducing the burden of subjectivity on the reviewer.
Reviewers disagreed on whether or not the author(s) had linked their manuscripts to the agricultural education research agenda on 26.79% of same-manuscript reviews. Since this item is not scored for manuscript selection and had a no significant relationship to manuscript quality scores, the researchers encourage the AAAE Research Committee to consider either deleting this item from the evaluation rubric or incorporating it into one of the evaluation sections in the manuscript score. Again, removal of this item can reduce the length of the manuscript review process, reducing the burden on reviewers. Although the researchers are supportive of the intent of the item, its inclusion as a stand-alone item does not appear to serve a valid evaluative purpose.
Finally, reviewer academic rank had no significant relationship to manuscript quality scores, reject-accept recommendations or assessments of a manuscript's relevance to agricultural education. Thus, the probability a manuscript will be accepted or rejected is not affected by the academic rank of the reviewers, suggesting that the quality of the profession's referee process is neither hindered nor strengthened by the use of higher-or lower-ranked referees. Conference planners should continue seeking reviews from all members of the profession, regardless of academic status.
For the 2014 NAERC, manuscripts were reviewed by instructors or similar, 8.0%; assistant professors, 47.3%; associate professors, 21.4%; and professors, 22.3%. When compared to the number of unique reviewers within each academic rank, the percentage of unique reviewers at the associate professor level was lower (16.33%) than the percentage of reviews conducted overall by associate professors (21.60%). The manager of the conference takes on the responsibility of performing reviews either declined or not completed by other reviewers; in 2014, the conference manager was an associate professor. His unprecedented high number of reviews is likely to have inflated the number of reviews taken on by the associate professor ranks within the profession, suggesting that the overall group has performed a higher number of reviews, when in fact, one associate professor has performed a higher number of reviews. There were the greatest number of unique assistant professors serving as reviewers; the percentage of unique reviewers at the assistant professor level (51.70%) greatly exceeds their percentage within the professional membership (29.9%). According to the most recent data available (Swortzel, 2011) , the AAAE faculty membership consists of 10.8% instructors, 29.9% assistant professors, 24.6% associate professors, and 34.7% professors. Clearly assistant professors, who made approximately half of the unique reviewers and conducted almost half of the reviews, but only make up 29.9% of the membership population, are carrying a disproportionate share of the professional load in reviewing NAERC manuscripts, as has been previously posited by Stossel (1988) . Associate professors and, professors should increase their level of involvement in reviewing NAERC manuscripts when time and availability allow in order to enable assistant professors to focus more fully on developing all aspects of scholarship before being considered for tenure and promotion. Further, the unwritten research expectations and standards within a profession are unfamiliar to newer faculty members; distinguished faculty members have an opportunity to pass down a profession's research traditions through feedback during the review process, thereby maintaining the integrity of the profession's research for future generations.
As demonstrated by the literature, an ideal peer-review process has yet to be found in any research profession. This study sought to describe the current status of the NAERC peer review process and bring to light both strengths and weaknesses of the process with the intention of generating discussion among members of the profession. The results indicated the reliability of 2014 NAERC manuscript reviews were low but similar to those of some refereed journals. Periodic evaluation of a discipline's peer-review process enables the discipline to identify and address components of the process needing improvement. As the agricultural education profession continues to improve its peer-review process, this study can serve as a benchmark on which to evaluate the results of these efforts.
