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1 Introduction
Let An = F [x1, x2, . . . , xn] be the polynomial algebra in the variables x1, x2, . . . , xn
over a field F , and let GAn(F ) = AutAn be the automorphism group of An. Let φ =
(f1, f2, . . . , fn) denote an automorphism φ of An such that φ(xi) = fi, 1 ≤ i ≤ n. An
automorphism
σ(i, α, f) = (x1, . . . , xi−1, αxi + f, xi+1, . . . , xn),
where 0 6= α ∈ F, f ∈ F [x1, . . . , xi−1, xi+1, . . . , xn], is called elementary. The subgroup
TAn(F ) of GAn(F ) generated by all elementary automorphisms is called the tame auto-
morphism group, and the elements of this subgroup are called the tame automorphisms
of An. Nontame automorphisms of An are called wild.
It is well known [4, 8, 9, 10] that the automorphisms of polynomial algebras and free
associative algebras in two variables are tame. It was recently proved in [13, 14, 15, 16]
that the well-known Nagata automorphism (see [12])
σ = (x+ (x2 − yz)z, y + 2(x2 − yz)x+ (x2 − yz)2z, z)
1
of the polynomial algebra F [x, y, z] over a field F of characteristic 0 is wild.
It is well known (see, for example [2]) that the groups of automorphisms of polyno-
mial algebras and free associative algebras in two variables are isomorphic and have a nice
representation as a free product of groups. Similar results are well known for two dimen-
sional Cremona groups [6, 7, 19]. In combinatorial group theory (see, for example [18])
there are several well-known descriptions of the group of automorphisms of free groups by
generators and defining relations. Main part of the investigations of the automorphism
groups in the case of free linear algebras consist in finding a system of generators. In
1968 P.Cohn [1] proved that the automorphisms of free Lie algebras with a finite set of
generators are tame.
In this paper we describe a set of defining relations of the tame automorphism group
TA3(F ) of the polynomial algebra A = F [x1, x2, x3] over a field F of characteristic 0.
The discovered set of defining relations (18)–(20) is new and very natural for free linear
algebras. This opens the way to the representation theory of the automorphism groups of
free associative algebras, free Lie algebras and the others. Using the obtained presentation
of TA3(F ) we proved (see [17]) that the well-known Anick automorphism of the free
associative algebra in three variables is wild.
The paper is organized as follows. In Section 2 we give some preliminaries from [14, 15].
It was proved in [15] that every tame automorphism of the polynomial algebra A of degree
greater than 3 admits either an elementary reduction or a reduction of types I–IV. In this
paper we use some extension of the definition of automorphisms admitting a reduction of
type IV in the sense of [15]. Furthermore, in Section 3 we define essential reductions of
the tame automorphisms and study the uniqueness of these reductions. In particular, it
is proved that every tame automorphism admits only one type of the essential reductions.
A set of defining relations of the tame automorphism group TA3(F ) is given in Section 4.
The results of this paper were first published in [17].
2 Reductions of tame automorphisms
Let F be an arbitrary field of characteristic 0, and let A = F [x1, x2, x3] be the poly-
nomial algebra in the variables x1, x2, x3 over F . As in [14], we will identify the algebra
A with the corresponding subspace of the free Poisson algebra P = P 〈x1, x2, x3〉. The
highest homogeneous part f and the degree deg f can be defined in an ordinary way. Note
that
fg = fg, deg(fg) = deg f + deg g, deg[f, g] ≤ deg f + deg g.
If f1, f2, . . . , fk ∈ A, then we denote by 〈f1, f2, . . . , fk〉 the subalgebra of A generated
by these elements.
We will often use the terminology and results of [15]. Therefore, let us make an agree-
ment that Corollary 2A, Lemma 4A, Proposition 5A, and Theorem 7A mean Corollary 2,
Lemma 4, Proposition 5, and Theorem 7 of [15], respectively.
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Let us remind now the more necessary definitions and statements from [14, 15].
Lemma 2.1 [14] Let f, g, h ∈ A. Then the following statements are true:
(1) [f, g] = 0 if and only if f and g are algebraically dependent.
(2) Suppose that f, g, h /∈ F and m = deg[f, g] + deg h, n = deg[g, h] + deg f , k =
deg[h, f ] + deg g. Then m ≤ max(n, k). If n 6= k, then m = max(n, k).
The following statements are well known (see [2]):
(F1) If a and b are homogeneous algebraically dependent elements of the algebra A,
then there exists an element z ∈ A such that a = αzn, b = βzm and α, β ∈ F . The
subalgebra 〈a, b〉 is single generated if and only if m|n or n|m.
(F2) Let f, g ∈ A be such that f and g are algebraically independent. If h ∈ 〈f, g〉,
then h ∈ 〈f, g〉.
A pair of elements f, g of the algebra A is called reduced if f /∈ 〈g〉 and g /∈ 〈f〉. A
reduced pair of algebraically independent elements f, g ∈ A is called ∗-reduced if f and g
are algebraically dependent.
Consider a ∗-reduced pair of elements f, g of the algebra A and let n = deg f < m =
deg g. Put p = n
(n,m)
, s = m
(n,m)
, and
N = N(f, g) =
mn
(m,n)
−m− n+ deg[f, g] = mp−m− n+ deg[f, g],
where (n,m) is the greatest common divisor of n and m. Note that (p, s) = 1, and since
f and g are algebraically dependent, there exists an element a ∈ A such that f = βap
and g = γas. Sometimes we will call a ∗-reduced pair of elements f, g also a p-reduced
pair. Assume that G(x, y) ∈ F [x, y]. It was proved in [14] that if degy(G(x, y)) = pq + r,
0 ≤ r < p, then
deg(G(f, g)) ≥ qN +mr, (1)
and if degx(G(x, y)) = sq1 + r1, 0 ≤ r1 < s, then
deg(G(f, g)) ≥ q1N + nr1. (2)
Corollary 2.1 [15] Assume that G(x, y) ∈ F [x, y] and h = G(f, g). Consider the fol-
lowing conditions:
(i) deg h < N(f, g);
(ii) degy(G(x, y)) < p;
(iii) h =
∑
i,j αijf
igj, where αij ∈ F and in + jm ≤ deg h for all i, j;
(iv) h ∈ 〈f, g〉.
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Then (i)⇒ (ii)⇒ (iii)⇒ (iv).
Lemma 2.2 [15] There exists a polynomial w(x, y) ∈ F [x, y] of the type
w(x, y) = yp − αxs −
∑
αijx
iyj, ni+mj < mp,
which satisfies the following conditions:
(1) degw(f, g) < pm;
(2) w(f, g) /∈ 〈f, g〉.
A polynomial w(x, y) satisfying the conditions of Lemma 2.2 is called a derivative
polynomial of the ∗-reduced pair f, g.
Corollary 2.2 [15] If h ∈ 〈f, g〉\F and deg h < n, then h = λw(f, g), 0 6= λ ∈ F, where
w(x, y) is a derivative polynomial of the pair f, g.
Corollary 2.3 [15] If w(x, y) is a derivative polynomial of the pair f, g, then
deg(
∂w
∂x
(f, g)) = n(s− 1),
deg(
∂w
∂y
(f, g)) = m(p− 1).
Let θ = (f1, f2, f3) be an arbitrary automorphism of the algebra A. The number
deg θ = deg f1 + deg f2 + deg f3
is called the degree of θ.
Recall that an elementary transformation of a triple (f1, f2, f3) is, by definition, a
transformation that changes only one element fi to an element of the form αfi+ g, where
0 6= α ∈ F and g ∈ 〈{fj |j 6= i}〉. The notation
θ → τ
means that the triple τ is obtained from θ by a single elementary transformation. An
automorphism θ is called elementarily reducible or admits an elementary reduction if
there exists τ ∈ GA3(F ) such that θ → τ and deg τ < deg θ. The element fi of the
automorphism θ which was changed in τ to an element of less degree is called reducible
and we will say also that fi is reduced in θ by the automorphism τ .
Definition 2.1 [15] Let θ = (f1, f2, f3) be an automorphism of A such that deg f1 = 2n,
deg f2 = ns, s ≥ 3 is an odd number, 2n < deg f3 ≤ ns, and f 3 /∈ 〈f1, f2〉. Suppose
that there exists 0 6= β ∈ F such that the elements g1 = f1 and g2 = f2 − βf3 satisfy the
conditions:
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(i) g1, g2 is a 2-reduced pair and deg g1 = deg f1, deg g2 = deg f2;
(ii) the element f3 of the automorphism (g1, g2, f3) is reduced by an automorphism
(g1, g2, g3) with the condition deg[g1, g3] < deg g2 + deg[g1, g2].
Then we will say that θ admits a reduction of type I and the automorphism (g1, g2, g3) will
be called a reduction of θ of type I with an active element f3.
Definition 2.2 [15] Let θ = (f1, f2, f3) be an automorphism of A such that f 1 and f 3 are
linearly independent, deg f1 = 2n, deg f2 = 3n, and
3n
2
< deg f3 ≤ 2n. Suppose that there
exist α, β ∈ F , where (α, β) 6= 0, such that the elements g1 = f1 − αf3 and g2 = f2 − βf3
satisfy the conditions (i) and (ii) of Definition 2.1. Then we will say that θ admits a
reduction of type II and the automorphism (g1, g2, g3) will be called a reduction of θ of
type II with an active element f3.
Definition 2.3 [15] Let θ = (f1, f2, f3) be an automorphism of A such that deg f1 = 2n,
and either deg f2 = 3n, n < deg f3 ≤
3n
2
, or 5n
2
< deg f2 ≤ 3n, deg f3 =
3n
2
. Suppose that
there exist α, β1, β2 ∈ F , where (α, β1, β2) 6= 0, such that the elements g1 = f1 − αf3 and
g2 = f2 − β1f3 − β2f
2
3 satisfy the conditions:
(i) g1, g2 is a 2-reduced pair and deg g1 = 2n, deg g2 = 3n;
(ii) the element f3 of the automorphism (g1, g2, f3) is reduced by an automorphism
(g1, g2, g3) with the condition deg g3 < n+ deg[g1, g2].
Then we will say that θ admits a reduction of type III and the automorphism (g1, g2, g3)
will be called a reduction of θ of type III with an active element f3.
The next remark can be extracted from the proofs of Propositions 1A, 2A, and 3A.
Remark 2.1 (i) deg [g1, g2] ≤ 2n in the conditions of Definition 2.1;
(ii) deg [g1, g2] ≤ n in the conditions of Definition 2.2;
(iii) deg [g1, g2] ≤
n
2
in the conditions of Definition 2.3.
Lemma 2.3 Let θ = (f1, f2, f3) satisfy the conditions of Definition 2.3. Then the follow-
ing statements are true:
(i) if a ∈< f2, f3 > and deg a ≤
5n
2
, then a ∈< f3 >;
(ii) if a ∈< f1, f3 > and deg a ≤
7n
2
, then a ∈< f1, f3 >;
(iii) if a ∈< f1, f2 > and deg a < 2n, then a = δ ∈ F .
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We omit the proof of this lemma, since later in Lemma 2.4 we consider analogous
statements for a more complicated case.
The next definition is some extension of the definition of automorphisms admiting a
reduction of type IV in the sense of [15].
Definition 2.4 Let θ = (f1, f2, f3) be an automorphism of A such that deg f3 ≤
3n
2
and
deg θ ≤ 13n
2
. Suppose that there exist α1, α2, β1, β2, β3, β4 ∈ F such that the elements
g1 = f1 − α1f3 − α2f
2
3 and g2 = f2 − β1f3 − β2f
2
3 − β3f1f3 − β4f
3
3 satisfy the conditions:
(i) g1, g2 is a 2-reduced pair and deg g1 = 2n, deg g2 = 3n;
(ii) there exists an element g3 of the form
g3 = f3 − γw(g1, g2), 0 6= γ ∈ F,
where w(x, y) is a derivative polynomial of the 2-reduced pair g1, g2, such that
(a) deg g3 =
3n
2
and deg[g1, g3] < 3n + deg[g1, g2];
(b) there exists 0 6= µ ∈ F such that deg(g2 − µg
2
3) ≤ 2n.
Then we will say that θ admits a reduction of type IV and the automorphism (g1, g2 −
µg23, g3) will be called a reduction of θ of type IV with an active element f3.
We will also use Definitions 2.1–2.4, admitting a permutation of the components of
(f1, f2, f3).
It is difficult to find examples of automorphisms illustrating the definitions 2.1–2.4.
An example of an automorphism admits a reduction of type I was constructed in [15,
p. 204, Example 1]. At the moment we have no example of an automorphism admits a
reduction of types II–IV and the corresponding question was also formulated in [15, p.
225, Problem 1].
Proposition 2.1 Let θ = (f1, f2, f3) be an automorphism of A satisfying the conditions
of Definition 2.4. Then the following statements are true:
(1) deg [g1, g2] ≤
n
2
, deg f3 ≥ n+ deg [g1, g2];
(2) 2n ≤ deg f1 <
5n
2
, 5n
2
+ deg [g1, g2] ≤ deg f2 <
7n
2
;
(3) deg [f1, f3] = deg [g1, f3] > 3n, deg [f2, f3] > 3n;
(4) deg f2 + deg f3 > 4n;
(5) if (β3, β4) = 0, then either deg f2 = 3n or deg f3 =
3n
2
;
(6) the coefficients α1, α2, β1, β2, β3, β4 are uniquely defined;
(7) if (α1, α2, β1, β2, β3, β4) 6= 0, then deg [f1, f2] > 3n.
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Proof. Since deg g3, deg f3 ≤
3n
2
, and γ 6= 0, Definition 2.4 gives deg w(g1, g2) ≤
3n
2
. By
the definition of a derivative polynomial, applying Corollary 2.1 we get
3n
2
≥ deg w(g1, g2) ≥ N(g1, g2) = n + deg [g1, g2].
Consequently, deg [g1, g2] ≤
n
2
. According to Corollary 2.3 we have deg ∂w
∂y
(g1, g2) = 3n.
By Definition 2.4, we have also
deg [g1, g3] < 3n+ deg [g1, g2] = deg [g1, g2]
∂w
∂y
(g1, g2).
Since
[f1, f3] = [g1, f3] = [g1, g3] + [g1, g2]
∂w
∂y
(g1, g2),
comparing the degrees of elements here we find that
deg [f1, f3] = deg [g1, f3] = 3n+ deg [g1, g2].
Since deg g1 = 2n, it follows also that deg f3 ≥ n + deg [g1, g2]. Consequently, deg f3 <
deg g1 = 2n < deg f
2
3 , which gives deg f1 ≥ 2n.
Obviously,
deg [g1, g2] + deg f3 < deg [g1, f3] + deg g2.
Then by Lemma 2.1(2) we obtain
deg [g2, f3] + deg g1 = deg [g1, f3] + deg g2,
i.e.
deg [g2, f3] = 4n+ deg [g1, g2].
Next we have
deg [g2, f3] < 4n + 2deg [g1, g2] ≤ deg [f1, f3]f3.
Since
[f2, f3] = [g2, f3] + β3[f1, f3]f3,
comparing the degrees of elements we get
deg [f2, f3] ≥ 4n + deg [g1, g2].
Then
deg f2 ≥ 4n+ deg [g1, g2]− deg f3 ≥
5n
2
+ deg [g1, g2].
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Assume that (β3, β4) 6= 0. Then it is easy to check that deg (β3f1 + β4f
2
3 )f3 > 3n.
Since deg f3 < deg f
2
3 ≤ deg g2 = 3n, we have deg f2 > 3n. Now if (β3, β4) = 0, then
we have deg f2 ≤ 3n. And the inequality deg f2 < 3n is possible only if deg f3 =
3n
2
. It
remains to note that the inequality deg f2 + deg f3 > 4n is fulfilled in both cases. Since
deg θ ≤ 13n
2
, this gives also deg f1 <
5n
2
. Note that the inequality deg f1 + deg f3 > 3n
implies that deg f2 <
7n
2
.
We have
f1 = g1 + α1f3 + α2f
2
3 ,
f2 = g2 + β1f3 + β2f
2
3 + β3f1f3 + β4f
3
3
= g2 + β1f3 + (β2 + α1β3)f
2
3 + β3g1f3 + (β4 + α2β3)f
3
3 .
Consequently,
[f1, f2] = [g1, g2] + β1[g1, f3] + α1[f3, g2] + (2β2 + α1β3)[g1, f3]f3
+β3g1[g1, f3] + 2α2f3[f3, g2] + (3β4 + α2β3)[g1, f3]f
2
3 .
Note that
deg [g1, g2] < 3n < deg [g1, f3] < deg [f3, g2] < deg [g1, f3]f3
< deg g1[g1, f3] < deg [f3, g2]f3 < deg [g1, f3]f
2
3 .
Consequently, 3β4 + α2β3 = 0 or
[f1, f2] = (3β4 + α2β3)[g1, f3]f 23 = (3β4 + α2β3)[f1, f3]f
2
3 ,
i.e. 3β4 + α2β3 is uniquely defined. Now as in the proofs of Propositions 1A, 2A, and
3A we can easily deduce the statement (6) of Proposition 2.1. If deg [f1, f2] ≤ 3n, then
obviously
β1 = α1 = 2β2 + α1β3 = β3 = 2α2 = 3β4 + α2β3 = 0,
i.e. (α1, α2, β1, β2, β3, β4) = 0. ✷
Lemma 2.4 Let θ = (f1, f2, f3) satisfy the conditions of Definition 2.4. Then the follow-
ing statements are true:
(i) if a ∈< f2, f3 > and deg a ≤
5n
2
, then a ∈< f3 >;
(ii) if a ∈< f1, f3 > and deg a ≤
7n
2
, then a ∈< g1, f3 >;
(iii) if a ∈< f1, f2 > and deg a < 2n, then we have a = δ ∈ F if (α1, α2, β1, β2, β3, β4) 6=
0, while a = δw(g1, g2) + λ otherwise, where w(x, y) is a derivative polynomial of
the 2-reduced pair g1, g2.
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Proof. Assume that a ∈< f2, f3 >. The subalgebra < f2, f3 > does not change if we
replace f2 by g2 + β3g1f3. So, we can assume that f2 = g2 + β3g1f3. If f2 and f3 are
algebraically independent, then by (F2) we have a ∈< f2, f3 >. By Proposition 2.1, we
have deg f2 >
5n
2
. Consequently, a ∈< f3 >. Suppose that f2 and f3 are algebraically
dependent. If β3 6= 0, then f2, f3 is a ∗-reduced pair. If β3 = 0, then either f2, f3 is a
∗-reduced pair, or there exists µ ∈ F such that g2 = µf 23 . In the last case we can assume
that f2 = g2 − µf
2
3 . Then again f2, f3 is a ∗-reduced pair. Since
N(f2, f3) > deg [f2, f3] > 4n >
5n
2
≥ deg a,
the inequality deg a ≥ N(f2, f3) leads to a contradiction. Consequently,
deg a < N(f2, f3). Since deg f2 >
5n
2
≥ deg a, by Corollary 2.1 we get again a ∈< f3 >.
Suppose that a ∈< f1, f3 >. As above we can assume that f1 = g1. If g1 and f3 are
algebraically dependent, then g1, f3 is a p-reduced pair. Consider the case when
7n
2
≥ deg a ≥ N(g1, f3) = (p− 1) deg g1 − deg f3 + deg[g1, f3].
If p ≥ 3, then with regard to Proposition 2.1 we have N(g1, f3) > 5n. If p = 2, then this
is possible only if
deg g1 = 2n = 3k, deg f3 = 2k ≤
3n
2
.
Consequently, repeately applying Proposition 2.1 gives
N(g1, f3) = k + deg[g1, f3] >
2n
3
+ 3n =
11n
3
>
7n
2
.
Thus deg a < N(g1, f3). Then Corollary 2.1 gives a ∈< g1, f3 >.
Now suppose that a ∈< f1, f2 > and deg a < 2n. If (α1, α2, β1, β2, β3, β4) 6= 0, then by
Proposition 2.1 we have deg [f1, f2] > 3n. By Corollary 2.1, from here we deduce that a ∈<
f1, f2 >. Since deg f1, deg f2 ≥ 2n, it follows that a = δ ∈ F . If (α1, α2, β1, β2, β3, β4) = 0,
then Corollary 2.2 gives the statement (iii) of the lemma. ✷
It is easy to deduce from Proposition 2.1 that if (α2, β3, β4) = 0, then Definition 2.4
gives exactly the automorphisms admitting a reduction of type IV in the sense of [15].
Theorem 2.1 [15] Let θ = (f1, f2, f3) be a tame automorphism of the polynomial algebra
A = F [x1, x2, x3] over a field F of characteristic 0. If deg θ > 3, then θ admits either an
elementary reduction or a reduction of one of the types I–IV.
Further we need the following proposition.
Proposition 2.2 Let (f1, f2, f3) be a tame automorphism of the algebra A satisfying the
following conditions:
9
(i) f1, f2 is a 2-reduced pair and deg f1 = 2n, deg f2 = sn, where s ≥ 3 is an odd
number;
(ii) deg f3 = m < sn and f3 is an irreducible element of the automorphism (f1, f2, f3).
Then one of the following statements is true:
(1) m < n(s− 2) + deg[f1, f2];
(2) (f1, f2, f3) admits a reduction of type IV with the active element f3, and the coeffi-
cients α1, α2, β1, β2, β3, β4 of Definition 2.4 are equal to 0;
(3) deg[f1, f3] < 3n+ deg[f1, f2] and there exists µ ∈ F such that deg(f2 − µf
2
3 ) ≤ 2n.
Proof. The conditions of this proposition coincide with the conditions of Propositions 4A
and 5A if we take into account the fact that the tame automorphisms of the algebra A are
already simple and every elementarily reducible element is simple reducible in the sense
of [15]. It is easy to check that the proofs of Propositions 4A and 5A give also the proof
of Proposition 2.2. ✷
3 On the uniqueness of reductions
Every tame automorphism θ has a sequence of elementary transformations
(x1, x2, x3) = θ0 → θ1 → . . .→ θk−1 → θk = θ. (3)
Put d = max{deg θi | 0 ≤ i ≤ k}. The number d will be called the width of the
sequence (3). The minimal width of all sequences of the type (3) for θ will be called the
width of the automorphism θ.
Let θ ∈ TA3(F ), deg θ > 3. An automorphism φ will be called an essential reduction
of θ if there exists a sequence of elementary transformations
φ→ θ0 → θ1 → . . .→ θt−1 → θt = θ (4)
such that d(φ) < d(θ) and deg (θi) ≤ d(θ), where 0 ≤ i ≤ t.
The minimal number t for which there exists an essential reduction φ of θ of the type
(4) will be called the height of θ, and the corresponding sequence (4) will be called a
minimal essential reduction of θ. If t = 0, then we will say that θ admits an essential
elementary reduction.
Later we will see that the elementary reductions of an automorphism admitting a
reduction of type III or IV are not essential.
If deg θ = 3, then we put t =∞. Introduce a lexicographic order on the set of all pairs
(d, t), where d is the width and t is the height of some tame automorphism, by putting
(d1, t1) < (d2, t2) if either d1 < d2 or d1 = d2, t1 < t2.
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Lemma 3.1 If (4) is a minimal essential reduction of θ, then deg θ0 = d(θ) and
(d(φ), t(φ)) < (d(θ0), t(θ0)) < (d(θ1), t(θ1)) < . . . < (d(θt), t(θt)) = (d(θ), t(θ)).
Proof. If deg θ0 < d(θ), then (4) gives d(θ0) < d(θ). In this case instead of φ we can take
θ0, which contradicts the minimality of (4). In addition, by the minimality of (4), φ is
also a minimal essential reduction of each θi, 0 ≤ i ≤ k. Consequently,
deg θ0 = d(θi), 0 ≤ i ≤ k, t(θi+1) = t(θi) + 1, 0 ≤ i ≤ t− 1,
which gives the statement of the lemma. ✷
Let d be the width and t be the height of θ. The sequence (3) will be called a minimal
representation of the automorphism θ if
θk−t−1 → θk−t → θk−t+1 → . . .→ θk = θ
is a minimal essential reduction of θ and deg θi < d(θ), 0 ≤ i ≤ k − t− 2.
So, every minimal essential reduction of a tame automorphism can be continued to a
minimal representation.
Proposition 3.1 Let θ ∈ TA3(F ), deg θ > 3, let d be the width and t be the height of θ,
and let (4) be a minimal essential reduction of θ. Then the following statements hold:
(a) If θ admits a reduction of type I, then d = deg θ, t = 1, and in the conditions of
Definition 2.1 we have
θt−1 = (f1, ηg2 + κg1 + ν, f3), η 6= 0. (5)
(b) If θ admits a reduction of type II, then d = deg θ and in the conditions of Definition
2.2 the automorphism θt−1 and the height t will be calculated in the following way:
(1) if αβ 6= 0, then t = 2 and θt−1 can be written down simultaneously in the form
(5) and in the form
θt−1 = (ρg1 + σ, f2, f3), ρ 6= 0; (6)
(2) if α = 0, then t = 1 and θt−1 has the form (5);
(3) if β = 0, then t = 1 and θt−1 has the form (6).
(c) If θ admits a reduction of type III, then in the conditions of Definition 2.3 we have
d = 5n + deg f3 and the automorphism θt−1 and the height t will be calculated in
the following way:
(1) if α 6= 0 and (β1, β2) 6= 0, then t = 2 and θt−1 can be written down simultane-
ously in the form (5) and (6);
(2) if α = 0, then t = 1 and θt−1 has the form (5);
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(3) if (β1, β2) = 0, then t = 1 and θt−1 has the form (6).
(d) If θ admits a reduction of type IV, then in the conditions of Definition 2.4 we have
d = 13n
2
and the automorphism θt−1 and the height t will be calculated in the following
way:
(1) if (α1, α2) 6= 0 and (β1, β2, β3, β4) 6= 0, then t = 3 and θt−1 can be written down
simultaneously in the form (5) and (6);
(2) if (α1, α2) = 0 and (β1, β2, β3, β4) 6= 0, then t = 2 and θt−1 has the form (5);
(3) if (α1, α2) 6= 0 and (β1, β2, β3, β4) = 0, then t = 2 and θt−1 has the form (6);
(4) if (α1, α2) = 0 and (β1, β2, β3, β4) = 0, then t = 1 and θt−1 = (g1, g2, ρg3 + σ).
(e) In the other cases θ admits an essential elementary reduction, i.e. d = deg θ and
t = 0.
Proof. Let θ ∈ TA3(F ) and let d be the width and t be the height of θ. Denote by
(d1, t1) the value of (d, t) indicated in Proposition 3.1. We first show that
(d, t) ≤ (d1, t1) (7)
by induction on deg θ. So, we can assume that the inequality (7) is true for automorphisms
of less degree.
We next proceed with the case study. The cases when θ satisfies one of the conditions
(a), (b), (c), and (d) are similar. Therefore, we give a proof in the case (d). In this case θ
admits a reduction of type IV, and we adopt all the conditions and notation of Definition
2.4. Consider the sequence of elementary transformations
φ = (g1, g2 − µg
2
3, g3) −→ (g1, g2, g3) −→ (g1, g2, f3) −→ (f1, g2, f3) −→ (f1, f2, f3). (8)
Since deg φ < deg θ, it follows that the inequality (7) is valid for φ.
We will show that
d(φ) < deg θ. (9)
First of all we will give a standard argument that deduces (7) from (9). In the sequence
(8) the automorphism (g1, g2, g3) has the maximal degree and deg (g1, g2, g3) =
13n
2
= d1.
If (9) is fulfilled, then we get d ≤ d1. If d < d1, then (7) is fulfilled. Suppose that
d = d1. Then the sequence (8) gives that φ is an essential reduction of θ. Consequently,
t ≤ 3. We have f1 = g1 if (α1, α2) = 0, and f2 = g2 if (β1, β2, β3, β4) = 0. In these cases,
excluding (f1, g2, f3) from (8), we get t ≤ 2. If (α1, α2, β1, β2, β3, β4) = 0, then excluding
also (g1, g2, f3) from (8), we get t ≤ 1. Thus, in all the cases t ≤ t1, and (7) is true.
If φ satisfies one of the conditions (a), (b), and (e) of the proposition, then by (7) we
have d(φ) ≤ deg (φ), which gives (9).
We have
deg g1 = 2n, deg (g2 − µg
2
3) ≤ 2n, deg g3 =
3n
2
. (10)
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Suppose that φ admits a reduction of type III or IV. According to (10), the element
g1 has the highest degree among the components of φ. Therefore the active element of
the reduction is g2 − µg
2
3 or g3. If g3 is the active element of the reduction, then there
exists m such that
m < deg g3 ≤
3m
2
, 2m ≤ deg (g2 − µg
2
3) <
5m
2
,
5m
2
< deg g1 <
7m
2
.
Taking account of (10), from here we deduce the inequalities
2m ≤ 2n,
3n
2
≤
3m
2
,
5m
2
< deg g1 = 2m,
which are in a contradiction.
If g2 − µg
2
3 is the active element of the reduction of φ, then there exists m such that
m < deg (g2 − µg
2
3) ≤
3m
2
, 2m ≤ deg g3 <
5m
2
,
5m
2
< deg g1 <
7m
2
.
Consequently, 2m ≤ 3n
2
, i.e. m ≤ 3n
4
. By (7), we have d(φ) ≤ 13m
2
≤ 39n
8
< 5n. From
Proposition 2.1 we have deg θ > 6n, i.e. the inequality (9) is fulfilled.
Now, consider the case (e). If θ does not admit reductions of types I–IV, then according
to Theorem 2.1 θ admits an elementary reduction. Let φ be an elementary reduction of θ.
If φ satisfies one of the conditions (a), (b), and (e), then by (7) we have d(φ) ≤ deg φ <
deg θ, i.e. the inequality (9) is fulfilled.
Assume that φ admits a reduction of type IV. Temporarily we assume that φ =
(f1, f2, f3) and that (f1, f2, f3) satisfies the conditions of Definition 2.4. According to
(7), we have d(φ) ≤ 13n
2
. Put also θ = (q1, q2, q3). If deg θ >
13n
2
, then (9) is fulfilled.
Therefore we may assume that
deg θ ≤
13n
2
. (11)
We first consider the case in which
q1 = ρf1 + a, q2 = f2, q3 = f3, ρ 6= 0, a ∈< f2, f3 > . (12)
Changing ρg1 to g1, we may assume that ρ = 1. Proposition 2.1 gives deg f2+deg f3 > 4n
and deg f1 <
5n
2
. Then from (11) we obtain deg q1 <
5n
2
. Consequently, deg a < 5n
2
. By
Lemma 2.4 we have a ∈< f3 > and
a = α′0 + α
′
1f3 + α
′
2f
2
3 .
Consequently,
q1 = g1 + α
′
0 + (α1 + α
′
1)f3 + (α2 + α
′
2)f
2
3 .
Changing g1 + α
′
0 to g1, we may assume that α
′
0 = 0. Then θ admits a reduction of type
IV, which contradicts the condition (e).
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Let
q1 = f1, q2 = ηf2 + a, q3 = f3, η 6= 0, a ∈< f1, f3 > . (13)
As above we can take η = 1. By Proposition 2.1 we have deg f1 + deg f3 > 3n and
5n
2
< deg f2 <
7n
2
. Applying (11) we find that deg q2 <
7n
2
, i.e. deg a < 7n
2
. By Lemma
2.4 we obtain a ∈< g1, f3 >. Now it is easy to deduce that
a = γ0 + γ1g1 + β
′
1f3 + β
′
2f
2
3 + β
′
3f1f3 + β
′
4f
3
3 .
Thus,
q2 = g2 + γ0 + γ1g1 + (β1 + β
′
1)f3 + (β2 + β
′
2)f
2
3 + (β3 + β
′
3)f1f3 + (β4 + β
′
4)f
3
3 .
Changing g2+γ0+γ1g1 to g2, we may assume that γ0 = γ1 = 0. Then θ admits a reduction
of type IV.
Now we consider the case in which
q1 = f1, q2 = f2, q3 = ρf3 + a, ρ 6= 0, a ∈< f1, f2 > . (14)
Changing ρg3 to g3, we may assume that ρ = 1. Proposition 2.1 gives deg f1+deg f2 >
9n
2
.
By (11), from here we get deg q3 < 2n, i.e. deg a < 2n. If (α1, α2, β1, β2, β3, β4) 6= 0, then
according to Lemma 2.4 we obtain a = δ ∈ F , i.e. θ admits a reduction of type IV. If
(α1, α2, β1, β2, β3, β4) = 0, then f1 = g1, f2 = g2, and by Lemma 2.4 we have
a = δw(g1, g2) + σ.
Then
q3 = g3 + (γ + δ)w(g1, g2) + σ.
Changing g3+ σ to g3, we can take σ = 0. If γ+ δ 6= 0, then θ admits a reduction of type
IV. If γ + δ = 0, then θ = (g1, g2, g3) and instead of φ we can take
φ′ = (g1, g2 − µq
2
3, q3).
Recall that, considering the case when θ admits a reduction of type IV, we have simulta-
neously proved that
d(φ′) <
13n
2
.
Since deg (θ) = 13n
2
, the inequality (9) is also fulfilled.
If φ admits a reduction of type III, then as above we can assume that φ = (f1, f2, f3)
and that (f1, f2, f3) satisfies the conditions of Definition 2.3. This case can be settled by
analogy to the case when φ admits a reduction of type IV. We only note that instead of
(11) in this case we have a stronger inequality
deg θ ≤ 5n + deg f3.
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The inequality (7) is thus proved if θ satisfies the conditions (e). Therefore we assume
that the inequality (7) is proved.
Now we begin a full proof of Proposition 3.1. Assume that the statement of the
proposition is not true. Let θ be an automorphism with minimal (d, t) which does not
satisfy the statement of the proposition. Note that if θ satisfies the condition (e), then
we have nothing to prove.
Restrict ourselves to the case when θ admits a reduction of type IV. Let θ satisfy the
conditions of Definition 2.4. Put θt−1 = (q1, q2, q3). Since
(d(θt−1), t(θt−1)) < (d, t) (15)
by Lemma 3.1, it follows that Proposition 3.1 is valid for θt−1. By (7) we have d = d(θ) ≤
13n
2
. Then
d(θt−1) ≤
13n
2
. (16)
Suppose that (q1, q2, q3) has the form (12). Repeating the same arguments which were
given after (12), we can assume that
q1 = g1 + (α1 + α
′
1)f3 + (α2 + α
′
2)f
2
3 ,
i.e. θt−1 admits a reduction of type IV.
Let (β1, β2, β3, β4) 6= 0. If (α1 + α
′
1, α2 + α
′
2) 6= 0, then according to the statement (d)
of Proposition 3.1 we have d(θt−1) =
13n
2
and t(θt−1) = 3. Since deg θ ≤
13n
2
, from here
we get d = 13n
2
and t = 4, which contradicts (7). Consequently, (α1+α
′
1, α2+α
′
2) = 0. In
this case Proposition 3.1 gives d(θt−1) =
13n
2
and t(θt−1) = 2. Hence, d =
13n
2
and t = 3.
If (α1, α2) 6= 0, then Proposition 3.1 is valid. If (α1, α2) = 0, then the inequality (7) is not
fulfilled. It means that θt−1 is obtained from θ by another elementary transformation!
Now let (β1, β2, β3, β4) = 0. As above we have (α1 + α
′
1, α2 + α
′
2) = 0. Then d(θt−1) =
13n
2
and t(θt−1) = 1. Consequently, d =
13n
2
and t = 2. If (α1, α2) 6= 0, then Proposition
3.1 is valid, and if (α1, α2) = 0, then the inequality (7) is not fulfilled.
The above discussion is standard and the other cases can be examined similarly. ✷
Corollary 3.1 Reductions of types I–IV are essential minimal reductions.
Corollary 3.2 If θ ∈ TA3(F ) admits a reduction of types I–IV, then the type of this
reduction is uniquely defined.
Proof. Let θ = (f1, f2, f3) admit a reduction of types I–IV. By Proposition 3.1, the active
element f3 of this reduction is uniquely characterized as a component of θ which does not
change at a minimal reduction before appearing in an automorphism (g1, g2, f3) with the
property deg [g1, g2] ≤ deg f3. The last inequality is a generalization of the estimates of
the degree of [g1, g2] in Remark 2.1 and in Proposition 2.1. In addition, if deg f1 ≤ deg f2,
then the roles of elements in Definitions 2.1–2.4 are uniquely defined.
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Now the reductions of types I, II, and III can be easily distinguished among themselves
by the degree of deg f3.
Assume that θ admits a reduction of type IV and satisfies the conditions of Definition
2.4. If α2 6= 0, then f1 = α2f3
2
. Consequently, f1 is an elementarily reducible element
of θ. Note that if θ admits a reduction of types I–III, then θ does not admit such an
elementary reduction. If α2 = 0, then deg f1 = 2n and deg f3 ≤
3n
2
. Consequently, θ does
not admit a reduction of type I or II. If θ admits a reduction of type III, then the elements
g1 and g2 are uniquely defined for both reductions. We have g3 = f3 − γw(g1, g2). Since
deg [g1, g3] < 3n + deg [g1, g2] and deg [g1, w(g1, g2)] = 3n + deg [g1, g2], it follows that γ
is also uniquely defined from the equality [g1, f3] = γ[g1, w(g1, g2)]. Now if deg g3 <
3n
2
,
then θ admits a reduction of type III, and if deg g3 =
3n
2
, then θ admits a reduction of
type IV. So, θ does not admit reductions of types III and IV simultaneously. ✷
As we can see from the proof of Corollary 3.2, not only the type of a reduction of
θ but also the elements g1 and g2 are uniquely defined. The element g3 in Definitions
2.3 and 2.4 is uniquely defined up to a summand from the field F , since it is with this
exactness that the element w(g1, g2) is defined. In Definition 2.1 instead of g3 we can
take any element of the form ρg3 + H(g1), where 0 6= ρ ∈ F and deg H(g1) ≤ deg g3.
Furthermore, in Definition 2.2 instead of g3 we can take any element of the form ρg3 + γ,
where 0 6= ρ ∈ F .
Proposition 3.1 and Corollary 3.2 immediately give the next stronger form of Theorem
2.1.
Theorem 3.1 Let θ ∈ TA3(F ), deg θ > 3. Then θ admits only one type of the following
reductions: an essential elementary reduction or a reduction of types I–IV.
Besides, from the proof of Proposition 3.1 we can extract the next corollary.
Corollary 3.3 Let θ ∈ TA3(F ), deg θ > 3. If θ admits a reduction of types I–IV, then
every elementary reduction of θ again admits a reduction of the same type.
In fact, the elementary reductions considered in this corollary are not essential.
Note that if θ admits a reduction of type I or II, then θ does not admit any elementary
reduction. If θ admits a reduction of type III, then in the conditions of Definition 2.3 θ
admits an elementary reduction if and only if f2 = ςf 23 , deg f3 =
3n
2
, and deg f2 = 3n.
Assume that θ admits a reduction of type IV. If (α2, β3, β4) = 0 in the conditions of
Definition 2.4, then θ also admits an elementary reduction if and only if f2 = ςf
2
3 , deg f3 =
3n
2
, and deg f2 = 3n. If (α2, β3, β4) 6= 0, then θ admits obvious elementary reductions.
4 Defining relations of the group of tame automor-
phisms
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Let An = F [x1, x2, . . . , xn] be the polynomial algebra over a field F with the set of
variables X = {x1, x2, . . . , xn}. Then the group TAn(F ) is generated by all elementary
automorphisms
σ(i, α, f) = (x1, . . . , xi−1, αxi + f, xi+1, . . . , xn), (17)
where 0 6= α ∈ F, f ∈ F [X \ {xi}].
Our aim in this section is to describe defining relations of the group TAn(F ) with
respect to the generators (17). It is easy to check that
σ(i, α, f)σ(i, β, g) = σ(i, αβ, βf + g). (18)
Note that from here we obtain trivial relations
σ(i, 1, 0) = id, 1 ≤ i ≤ n.
If i 6= j and f ∈ F [X \ {xi, xj}], then we have also
σ(i, α, f)−1σ(j, β, g)σ(i, α, f) = σ(j, β, σ(i, α, f)−1(g)). (19)
Consequently, if i 6= j and f, g ∈ F [X \ {xi, xj}], then the automorphisms σ(i, α, f),
σ(j, β, g) commute.
For every pair k, s, where 1 ≤ k 6= s ≤ n, we define a tame automorphism (ks) by
putting
(ks) = σ(s,−1, xk)σ(k, 1,−xs)σ(s, 1, xk).
Note that the automorphism (ks) of the algebra An changes only the positions of the
variables xk and xs. Now it is easy to see that
σ(i, α, f)(ks) = σ(j, α, (ks)(f)), (20)
where xj = (ks)(xi).
Let G(An) be the abstract group with generators (17) and defining relations (18)–(20).
Lemma 4.1 The subgroup of G(An) generated by all elements (ks), where 1 ≤ k 6= s ≤ n,
is isomorphic to the symmetric group Sn.
Proof. By (18) and (19), we have
(ks)2 = σ(s,−1, xk)σ(k, 1,−xs)σ(s, 1, xk)σ(s,−1, xk)σ(k, 1,−xs)σ(s, 1, xk)
= σ(s,−1, xk)σ(k, 1,−xs)σ(s,−1, 0)σ(k, 1,−xs)σ(s, 1, xk)
= σ(s,−1, xk)σ(s,−1, 0)σ(k, 1,−xs)
σ(s,−1,0)σ(k, 1,−xs)σ(s, 1, xk)
= σ(s, 1,−xk)σ(k, 1, xs)σ(k, 1,−xs)σ(s, 1, xk) = σ(s, 1,−xk)σ(s, 1, xk) = id.
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Then (20) gives
(ks)(sk) = σ(s,−1, xk)
(sk)σ(k, 1,−xs)
(sk)σ(s, 1, xk)
(sk)
= σ(k,−1, xs)σ(s, 1,−xk)σ(k, 1, xs) = (sk),
i.e. (ks) = (sk). Now it is not difficult to deduce from (18)–(20) that
[(ij), (ks)] = id, (ik)(is) = (ks),
where i, j, k, s are all distinct. It is immediate that the given relations imply the defining
relations of the group Sn with respect to the system of generators (i i+1), where 1 ≤ i ≤
n− 1, which are indicated in [3]. ✷
By Lemma 4.1, the elements of the symmetric group Sn can be identified with elements
of G(An). Note that (20) can be rewritten as
σ(i, α, f)pi = σ(pi−1(i), α, pi−1(f)),
where pi ∈ Sn.
It is well known that the group of affine automorphisms Afn(F ) of the algebra An is
generated by all affine elementary automorphisms.
Lemma 4.2 The relations (18)–(20) for elementary affine automorphisms are defining
relations of the group Afn(F ).
Proof. Let ϕ be a product of elementary affine automorphisms. Suppose that ϕ = id. By
(18) and (19), we can represent ϕ in the form
ϕ = σ(1, 1, α1)σ(2, 1, α2) . . . σ(n, 1, αn)ϕ
′,
where ϕ′ is a product of elementary linear automorphisms. Obviously, α1 = α2 = . . . =
αn = 0. Therefore we can assume that ϕ is a product of elementary linear automorphisms.
By (18) and (19), we can easily represent ϕ in the form
ϕ = σ(1, α1, 0)σ(2, α2, 0) . . . σ(n, αn, 0)ϕ
′,
where ϕ′ is a product of elementary automorphisms of the type σ(i, 1, f). By (18)–(20),
we have
σ(k, α, 0) = σ(s, α, 0)(ks)
= σ(s,−1, xk)σ(k, 1,−xs)σ(s, 1, xk)σ(s, α, 0)σ(s,−1, xk)σ(k, 1,−xs)σ(s, 1, xk)
= σ(s,−1, xk)σ(k, 1,−xs)σ(s,−α, 0)σ(s, 1, (1− α)xk)σ(k, 1,−xs)σ(s, 1, xk)
= σ(s,−1, xk)σ(s,−α, 0)σ(k, 1, α
−1xs)σ(s, 1, (1− α)xk)σ(k, 1,−xs)σ(s, 1, xk)
= σ(s, α, 0)σ(s, 1,−αxk)σ(k, 1, α
−1xs)σ(s, 1, (1− α)xk)σ(k, 1,−xs)σ(s, 1, xk).
By this relation, we can represent ϕ in the form
ϕ = σ(n, βn, 0)ϕ
′,
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where ϕ′ is a product of elementary linear automorphisms of the form σ(i, 1, f). Hence
βn = 1. Note that σ(i, 1, f) can be represented as a product of automorphisms
Xij(λ) = σ(j, 1, λxi), λ ∈ F, i 6= j. (21)
Thus, we can assume that ϕ is a product of automorphisms of the form (21).
Let G be the subgroup of TAn(F ) generated by all automorphisms of the form (21).
We define a map
J : G −→ SLn(F ),
where J(ψ) is the Jacobian matrix of ψ ∈ G. It is easy to check that
J(Xij(λ)) = Eij(λ),
and that J is an isomorphism of the groups.
Now it is sufficient to prove that every relation of the group SLn(F ) is a corollary
of (18)–(20). Obviously, (18)–(19) cover the Steinberg relations (see, for example [11]).
Besides, according to [11], we need to check the relation
{u, v} = id, 0 6= u, v ∈ F,
where
{u, v} = hij(uv)hij(u)
−1hij(v)
−1,
hij(u) = wij(u)wij(−1),
wij(u) = Xij(u)Xji(−u
−1)Xij(u).
Applying (18)–(20) we have
wij(u) = σ(j, 1, uxi)σ(i, 1,−u
−1xj)σ(j, 1, uxi)
= σ(j, 1, uxi)σ(i, u, 0)σ(i, 1,−xj)σ(i, u
−1, 0)σ(j, 1, uxi)
= σ(i, u, 0)σ(j, 1, uxi)
σ(i,u,0)σ(i, 1,−xj)σ(j, 1, uxi)
σ(i,u,0)σ(i, u−1, 0)
= σ(i, u, 0)σ(j, 1, xi)σ(i, 1,−xj)σ(j, 1, xi)σ(i, u
−1, 0)
= σ(i, u, 0)σ(j,−1, 0)σ(j,−1, xi)σ(i, 1,−xj)σ(j, 1, xi)σ(i, u
−1, 0)
= σ(i, u, 0)σ(j,−1, 0)(ij)σ(i, u−1, 0) = (ij)σ(i, u, 0)(ij)σ(j,−1, 0)(ij)σ(i, u−1, 0)
= (ij)σ(j, u, 0)σ(i,−1, 0)σ(i, u−1, 0) = (ij)σ(j, u, 0)σ(i,−u−1, 0).
Consequently,
hij(u) = wij(u)wij(−1) = (ij)σ(j, u, 0)σ(i,−u
−1, 0)(ij)σ(j,−1, 0)σ(i, 1, 0)
= σ(j, u, 0)(ij)σ(i,−u−1, 0)(ij)σ(j,−1, 0)
= σ(i, u, 0)σ(j,−u−1, 0)σ(j,−1, 0) = σ(i, u, 0)σ(j, u−1, 0).
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Hence
{u, v} = hij(uv)hij(u)
−1hij(v)
−1
= σ(i, uv, 0)σ(j, (uv)−1, 0)σ(i, u, 0)σ(j, u−1, 0)σ(i, v, 0)σ(j, v−1, 0) = id.
Thus we can say that every relation of the group SLn(F ) follows from (18)–(20). ✷
Assume that
θ = φ1φ2 . . . φr ∈ TAn(F ), (22)
where φi, 1 ≤ i ≤ r, are elementary automorphisms. Put
ψi = φ1φ2 . . . φi, 0 ≤ i ≤ r.
In particular, we have
ψr = θ, ψ0 = id.
To (22) corresponds the sequence of elementary transformations
id = ψ0
φ1
→ ψ1
φ2
→ ψ2
φ3
→ . . .
φr
→ ψr = θ. (23)
Note that the representations (22) and (23) of the automorphism θ are equivalent. If (23)
is a minimal representation of θ, then the representation (22) will be also called a minimal
representation of θ.
Theorem 4.1 Let F be a field of characteristic 0. Then the relations (18)–(20) are
defining relations of the group TA3(F ) with respect to the generators (17).
Plan of the proof. Assume that
ϕ1ϕ2 . . . ϕk = id = (x1, x2, x3), (24)
where ϕi, 1 ≤ i ≤ k, are elementary automorphisms. Put
θi = ϕ1ϕ2 . . . ϕi, 0 ≤ i ≤ k.
In particular, we have θ0 = θk = (x1, x2, x3). To (24) corresponds the sequence of elemen-
tary transformations
id = θ0
ϕ1
→ θ1
ϕ2
→ . . .
ϕk→ θk = id. (25)
Denote by d = max{deg θi|0 ≤ i ≤ k} the width of the sequence (25). Let i1 be the
minimal number and i2 be the maximal number which satisfy the equations deg θi1 = d
and deg θi2 = d. Put q = i2− i1. The pair (d, q) will be called the exponent of the relation
(24).
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To prove the theorem, we show that (24) follows from (18)–(20). Assume that our
theorem is not true. Call a relation of the form (24) trivial if it follows from (18)–(20).
We choose a nontrivial relation (24) with the minimal exponent (d, q) with respect to the
lexicographic order. To arrive at a contradiction, we show that (24) is also trivial.
If d = 3, then Lemma 4.2 gives the triviality of the relation (24). Therefore we can
assume that d > 3.
Our plan is to change the product (24) by using (18)–(20) and to obtain a new sequence
(25) whose exponent is strictly less than (d, q). The proof of the theorem will be completed
by Lemmas 4.3–4.10. ✷
Denote by t = [ q
2
] the integral part of q
2
. Put also
φ = θi1+t−1, θ = θi1+t, τ = θi1+t+1.
Then we have
φ
ϕi1+t−→ θ
ϕi1+t+1−→ τ. (26)
Lemma 4.3 The following statements are true:
(1) d is the width of θ, t is the height of θ, and
θ = ϕ1ϕ2 . . . ϕi1+t (27)
is a minimal representation of θ.
(2) If q is an even number, then
θ = ϕ−1k ϕ
−1
k−1 . . . ϕ
−1
i1+t+1
is also a minimal representation of θ.
(3) If q is an odd number, then (d(τ), t(τ)) = (d, t) and
τ = ϕ−1k ϕ
−1
k−1 . . . ϕ
−1
i1+t+2
is a minimal representation of τ . Moreover, in (24) the product (27) can be replaced
by an arbitrary minimal representation of θ.
Proof. Assume that (d(θ), t(θ)) < (d, t) and let (22) be a minimal representation of θ.
Then (24) is a consequence of the equalities
ϕ1ϕ2 . . . ϕi1+tφ
−1
r . . . φ
−1
2 φ
−1
1 = id, (28)
φ1φ2 . . . φrϕi1+t+1 . . . ϕk−1ϕk = id. (29)
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To (28) corresponds the sequence of elementary transformations
(x1, x2, x3)→ θ1 → . . .→ θi1+t = θ = ψr → ψr−1 . . .→ ψ1 → (x1, x2, x3),
and to (29) corresponds
(x1, x2, x3)→ ψ1 → . . .→ ψr = θ = θi1+t → θi1+t+1 → . . .→ θk−1 → (x1, x2, x3).
Since (d(θ), t(θ)) < (d, t), it follows that (28) and (29) have exponents strictly less than
(d, q). This gives the first statement of the lemma.
It is obvious that
ϕ−1k ϕ
−1
k−1 . . . ϕ
−1
1 = id
has the same exponent (d, q). Applying the first statement of the lemma to this relation,
we get the second statement of the lemma, as well as the minimality of the representation
of τ if q is an odd number. If q is an odd number, then (28) has exponent strictly less
than (d, q), and (29) has the exponent (d, q). Consequently, (24) and (29) are equivalent
modulo (18)–(20). Thus θ can be changed by an arbitrary minimal representation in (29).
✷
Lemma 4.4 If t ≥ 1, then the relation (24) is trivial.
Proof. Our aim is to change the product ϕi1+tϕi1+t+1 by (18)–(20) and to get a new
sequence (25) whose exponent is strictly less than (d, q), i.e. to show that (24) is trivial.
Since t ≥ 1, according to Proposition 3.1 θ admits a reduction of types I–IV. We
restrict ourselves only to the case when θ admits a reduction of type IV. The other cases
can be considered similarly.
Let θ = (f1, f2, f3) satisfy the conditions of Definition 2.4. According to Lemma 4.3,
the representation (27) of θ is minimal. Then φ can be calculated by using Proposition
3.1.
Case I: q is even, q = 2t. According to Lemma 4.3 τ can also be calculated by using
Proposition 3.1.
Assume that t = 2. By Proposition 3.1 the automorphisms φ and τ have the same
form, i.e. either
φ = (f1, η1g2 + κ1g1 + ν1, f3), τ = (f1, η2g2 + κ2g1 + ν2, f3),
or
φ = (ρ1g1 + σ1, f2, f3), τ = (ρ2g1 + σ2, f2, f3).
By (18), in both cases ϕi1+tϕi1+t+1 can be replaced by an elementary automorphism.
Obviously, (24) will then be replaced by a relation whose exponent is strictly less than
(d, q).
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Assume that t = 3. According to Proposition 3.1, the automorphisms φ and τ have
the forms (5) and (6). If φ and τ have the same form (5) (or (6)), then as above, by (18),
we obtain the triviality of (24). Suppose that φ has the form (5), and τ has the form (6).
It is immediate that
ϕi1+t = σ(2, η
−1, F (x1, x3)), ϕi1+t+1 = σ(1, ρ, G(x3)).
By (19) we get
ϕi1+tϕi1+t+1 = σ(1, ρ, G(x3))σ(2, η
−1, F1(x1, x3)).
We replace ϕi1+tϕi1+t+1 in (24) according to this equality. Then θ in (25) can be changed
to
θ′ = (ρg1 + α, ηg2 + κg1 + ν, f3).
Note that deg θ′ = 13n
2
and after such replacement the exponent (d, q) of the sequence (25)
does not change. As before θ′ admits a reduction of type IV. But according to Proposition
3.1, in this case we have t(θ′) = 1. This contradicts Lemma 4.3, since t(θ′) < t.
If t = 1, then according to Proposition 3.1 we have
φ = (g1, g2, ρ1g3 + α1), τ = (g1, g2, ρ2g3 + α2).
By (18), we obtain the triviality of (24) as above.
Case II: q is odd, q = 2t+1. If (α1, α2) = 0 and (β1, β2, β3, β4) = 0 in the conditions
of Definition 2.4, then θ = (g1, g2, f3). Moreover, according to Proposition 3.1, we have
t = 1 and
φ = (g1, g2, ρg3 + α).
Assume that
τ = (λf1 + a, f2, f3), a ∈< f2, f3 > . (30)
By Lemma 4.3 we have (d(τ), t(τ)) = (d, t). Since d = d(θ) = 13n
2
, from here we get
deg τ ≤ 13n
2
. With regard to the inequalities of Proposition 2.1, we have deg (λf1+a) <
5n
2
and deg a < 5n
2
. Applying Lemma 2.4 gives also
a = α′0 + α
′
1f3 + α
′
2f
2
3 .
Consequently,
λf1 + a = λg1 + α
′
0 + α
′
1f3 + α
′
2f
2
3 .
If (α′1, α
′
2) 6= 0, then τ admits a reduction of type IV. Moreover, t(τ) > 1, which contradicts
the equality (d(τ), t(τ)) = (d, t). Consequently,
τ = (λg1 + α
′
0, g2, f3).
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We have
ϕi1+t = σ(3, ρ
−1, F (x1, x2)), ϕi1+t+1 = σ(1, λ, α
′
0).
According to (19), we obtain
ϕi1+tϕi1+t+1 = σ(1, λ, α
′
0)σ(3, ρ
−1, F1(x1, x2)).
After the corresponding replacement, instead of θ we have
θ′ = (λg1 + α
′
0, g2, ρg3 + α).
Note that θ′ admits an essential elementary reduction, i.e. t(θ′) = 0.
Now assume that
τ = (f1, ηf2 + a, f3), a ∈< f1, f3 > . (31)
Using the same arguments as above we get
τ = (g1, ηg2 + κg1 + ν, f3).
We have
ϕi1+t = σ(3, ρ
−1, F (x1, x2)), ϕi1+t+1 = σ(2, η, κx1 + ν).
The relation (19) gives
ϕi1+tϕi1+t+1 = σ(2, η, κx1 + ν)σ(3, ρ
−1, F1(x1, x2)).
After such replacement, instead of θ we have
θ′ = (g1, ηg2 + κg1 + ν, ρg3 + α),
and this automorphism also admits an essential elementary reduction.
If the elementary reduction θ → τ replaces the element f3 of the automorphism θ,
then applying (18) also gives the triviality of (24).
We now consider the case when (α1, α2) = 0 and (β1, β2, β3, β4) 6= 0. Then according
to Proposition 3.1 we have t = 2 and φ has the form (5), i.e.
φ = (g1, ηg2 + κg1 + ν, f3).
If τ has the form (31), then (18) gives the triviality of (24). Assume that τ has the form
(30). Then by the same discussion as above we get
τ = (ρg1 + α, f2, f3).
We have
ϕi1+t = σ(2, η
−1, F (x1, x2)), ϕi1+t+1 = σ(1, ρ, α).
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By (19), we get
ϕi1+tϕi1+t+1 = σ(1, ρ, α)σ(3, η
−1, F1(x1, x2)).
After the corresponding replacement, instead of θ we obtain
θ′ = (ρg1 + α, ηg2 + κg1 + ν, f3).
Proposition 3.1 gives t(θ′) = 1 < t; a contradiction.
Assume that
τ = (f1, f2, ρf3 + a), a ∈< f1, f2 > . (32)
By Proposition 2.1 we have deg f1 + deg f2 >
9n
2
. Since d(θ) = 13n
2
≥ deg τ , we have
deg (ρf3 + a) < 2n and deg a < 2n. Lemma 2.4 gives a = α ∈ F . Then ϕi1+t+1 =
σ(3, ρ, α). Hence
ϕi1+tϕi1+t+1 = σ(3, ρ, α)σ(2, η
−1, F1(x1, x2)).
After this replacement, θ is changed to
θ′ = (g1, ηg2 + κg1 + ν, ρf3 + a).
Proposition 3.1 gives t(θ′) = 1, which also leads to a contradiction.
The case when (α1, α2) 6= 0 and (β1, β2, β3, β4) = 0 can be considered analogously.
Assume that (α1, α2) 6= 0 and (β1, β2, β3, β4) 6= 0. According to Proposition 3.1, we
have t = 3. Now we use the statement (3) of Lemma 4.3 about the arbitrariness of the
minimal representation of θ in (24). If τ has the form (30), then we can assume that φ
has the form (6), and if τ has the form (31), then we can assume that φ has the form (5).
By (18), in both cases we can decrease the exponent of (24). If τ has the form (32), then
using the same arguments we get
τ = (f1, f2, ρf3 + α).
Assume that φ = (λg1 + β, f2, f3). Applying (19) to ϕi1+tϕi1+t+1 changes θ to
θ′ = (g1, g2, ρf3 + a).
Then we have t(θ′) = 2, which also leads to a contradiction. ✷
Now we begin to consider the most complicated case when t = 0, i.e. q = 0, 1. Put
θ = (f1, f2, f3). According to Lemma 4.3, t = 0 is the height of θ, i.e. θ admits an
essential elementary reduction. Moreover, φ is an essential elementary reduction of θ. If
q = 0, then τ is also an esssential elementary reduction of θ. If q = 1, then we have
(d(τ), t(τ)) = (d, t). Consequently, deg τ ≤ deg θ = d. Thus we can assume that
τ = (f1, f2, f), f = αf3 + a, a = a(f1, f2) ∈ 〈f1, f2〉, deg a ≤ deg f3. (33)
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Lemma 4.5 If φ reduces the element f3 of θ, then the relation (24) is trivial.
Proof. Applying (18) we can replace ϕi1+tϕi1+t+1 by an elementary automorphism. Obvi-
ously, this replacement also decreases the exponent of (25). ✷
By Lemma 4.5, we can assume that φ reduces one of the elements f1 and f2 of θ.
Without loss of generality, later on we consider that φ reduces the element f2 of θ, i.e.
φ = (f1, g2, f3) and deg g2 < deg f2.
Lemma 4.6 If φ′ reduces the element f2 of θ, then in (26) the automorphism φ can be
replaced by φ′.
Proof. According to (18), in this case the elementary transformation φ→ θ can be changed
to φ → φ′ → θ. Since deg φ′ < deg θ = d, the exponent (d, q) of the sequence (25) does
not change after this replacement. But in the new sequence (25) we have φ′ instead of φ.
✷
Taking this lemma into account, we can assume that
φ = (f1, g2, f3), g2 = f2 − b, b ∈ 〈f1, f3〉, deg g2 < deg f2. (34)
Lemma 4.7 If one of the following conditions is fulfilled, then (24) is trivial:
(1) f2 ∈ 〈f1〉;
(2) f3 ∈ 〈f1〉;
(3) a does not depend on f2;
(4) f2 = βf3 + γfk1 ;
(5) f1 and f3 are algebraically independent.
Proof. Assume that f2 ∈ 〈f1〉 and f2 = βf1
l
. According to Lemma 4.6, we can suppose
that g2 = f2 − βf
l
1. Then
ϕi1+t = σ(2, 1, βx
l
1), ϕi1+t+1 = σ(3, α, a(x1, x2)).
By (19), we have
ϕi1+tϕi1+t+1 = σ(3, α, a1(x1, x2))σ(2, 1, βx
l
1).
After the corresponding replacement in (24), θ is replaced by θ′ = (f1, g2, f) in (25). Since
deg f1 + deg g2 + deg f < d, the exponent of (24) is decreased.
Assume that f3 ∈ 〈f1〉 and f3 = T (f1). Put g3 = f3 − T (f1). According to (19), we
have
ϕi1+t = σ(2, 1, b(x1, x3)) = σ(3, 1,−T (x1))σ(2, 1, b1(x1, x3))σ(3, 1, T (x1)).
After the corresponding replacement in (24), the elementary transformation φ → θ is
replaced by the sequence of elementary transformations
φ = (f1, g2, f3)→ (f1, g2, g3)→ (f1, f2, g3)→ (f1, f2, f3) = θ.
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Since d(φ), deg (f1, g2, g3), deg (f1, f2, g3) < d = deg θ, the new sequence (25) has the same
exponent (d, q). However, instead of φ we have (f1, f2, g3). By Lemma 4.5, we obtain the
triviality of (24).
Assume that a does not depend on f2. By (19) we have
ϕi1+tϕi1+t+1 = σ(2, 1, b(x1, x3))σ(3, α, a(x1)) = σ(3, α, a(x1))σ(2, 1, b1(x1, x3)).
After the corresponding replacement in (24), instead of θ we obtain θ′ = (f1, g2, f). Since
deg (f1, g2, f) < d, this replacement also decreases the exponent of (24).
Consider the case when f2 = βf3+ γfk1 . By Lemma 4.7(1) we can assume that β 6= 0.
By Lemma 4.6 we can also assume that b = βf3 + γf
k
1 . Consequently,
g2 = f2 − βf3 − γf
k
1 ,
f2 = g2 + βf3 + γf
k
1 ,
f3 = −
1
β
g2 +
1
β
f2 −
γ
β
fk1 .
These equalities justify the sequence of elementary transformations
(f1, f3, g2)→ (f1, f2, g2)→ (f1, f2, f3) = θ.
We have
ϕi1+t = σ(2, 1, βx3 + γx
k
1)).
Applying (18) and (19) we get
ϕi1+t = σ(2, 1, βx3)σ(2, 1, γx
k
1)
= σ(2, 1, βx3)σ(3,−β, x2)σ(3,−
1
β
,
1
β
x2)σ(2, 1, γx
k
1)
= σ(2, 1, βx3)σ(3,−β, x2)σ(2, 1, γx
k
1)σ(3,−
1
β
,
1
β
x2)
σ(2,1,γxk
1
)
= σ(2, 1, βx3)σ(3,−β, x2)σ(2, 1, γx
k
1)σ(3,−
1
β
,
1
β
(x2 − γx
k
1))
= σ(2, 1, βx3)σ(3,−β, x2)σ(2,
1
β
,−
1
β
x3)σ(2, β, x3 + γx
k
1)σ(3,−
1
β
,
1
β
(x2 − γx
k
1)).
Since the transposition (23) ∈ S3 has a linear representation
(23) = σ(2, 1, βx3)σ(3,−β, x2)σ(2,
1
β
,−
1
β
x3),
we obtain
ϕi1+t = (23)σ(2, β, x3 + γx
k
1))σ(3,−
1
β
,
1
β
(x2 − γx
k
1)).
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Then
θ = (23)ϕ
(23)
1 ϕ
(23)
2 . . . ϕ
(23)
i1+t−1σ(2, β, x3 + γx
k
1))σ(3,−
1
β
,
1
β
(x2 − γx
k
1)), (35)
where ϕ
(23)
i are elementary automorphisms, according to (20). To (35) corresponds the
sequence of elementary transformations
(x1, x2, x3) 7→ (x1, x3, x2)→ θ
′
1 → θ
′
2 → . . .→ θ
′
i1+t−1
= (f1, f3, g2)→ (f1, f2, g2)→ (f1, f2, f3) = θ,
where θ′i is obtained from θi only by the permutation of the second and the third compo-
nents, and the automorphism (x1, x2, x3) 7→ (x1, x3, x2) is a composition of three elemen-
tary linear transformations.
If in (24) we replace θ by (35), then the exponent of (25) remains the same. But
instead of φ we have (f1, f2, g2), and Lemma 4.5 gives the triviality of (24).
We now consider the case when f1 and f3 are algebraically independent. Then f2 =
b ∈ 〈f1, f3〉. By Lemma 4.7(1) we can assume that f2 /∈ 〈f1〉, i.e. f2 depends on f3.
Consequently, deg f3 ≤ deg f2. If f1 and f2 are algebraically dependent, then it follows
that f1 and f3 are algebraically dependent. Consequently, f1 and f2 are algebraically
independent. Then a ∈ 〈f1, f2〉. By Lemma 4.7(3) we can assume that a necessarily
contains f2. Then deg f2 ≤ deg a ≤ deg f3, i.e. deg f2 = deg f3. Hence
b = f2 = βf3 + γfk1 .
From the statement (4) of the lemma we obtain that (24) is trivial. ✷
So, by Lemma 4.7, we can assume that f1 and f3 are algebraically dependent and that
f3 /∈ 〈f1〉. It remains to consider the following three cases separately:
(1) f1, f3 is a ∗-reduced pair and deg f1 < deg f3;
(2) f1, f3 is a ∗-reduced pair and deg f3 < deg f1;
(3) f1 ∈ 〈f3〉 and deg f1 > deg f3.
Lemma 4.8 If f1, f3 is a ∗-reduced pair and deg f1 < deg f3, then (24) is trivial.
Proof. We first consider the case when deg f2 > deg f3. If f1 and f2 are algebraically
independent, then a ∈< f1, f2 >. Since deg a ≤ deg f3 < deg f2, we have a ∈ 〈f1〉.
Lemma 4.7 gives the triviality of (24).
Suppose that f1 and f2 are algebraically dependent. By Lemma 4.7, we can assume
that f2 /∈ 〈f1〉. Since deg f1 < deg f3 < deg f2, therefore f1, f2 is a ∗-reduced pair.
Assume that deg a < N = N(f1, f2). Since deg a ≤ deg f3 < deg f2, Corollary 2.1
gives a ∈< f1 >. By Lemma 4.7, the relation (24) is trivial.
Therefore we can assume that deg a ≥ N . Then deg f2 > N = N(f1, f2). By the
definition of N = N(f1, f2), this is possible only if f1, f2 is a 2-reduced pair. Consequently,
deg f1 = 2n, deg f2 = sn, where s ≥ 3 is an odd number, and moreover
N = n(s− 2) + deg [f1, f2] ≤ deg a ≤ deg f3.
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Let (f1, f2, g3) be an elementary reduction of θ such that g3 is an irreducible element
of (f1, f2, g3). If f3 is an irreducible element of θ, then we put g3 = f3. Consequently,
(f1, f2, g3) satisfies the conditions of Proposition 2.2. Assume that Proposition 2.2(1) is
valid for (f1, f2, g3), i.e.
deg g3 < n(s− 2) + deg [f1, f2] = N.
Since deg f3 ≥ N , it means that
f3 = g3 + c(f1, f2), c(f1, f2) = f3.
By Lemma 4.7 we can assume that c(f1, f2) = f3 /∈< f1 >. Since deg c(f1, f2) = deg f3 <
deg f2, we have c(f1, f2) /∈< f1, f2 >. It is easy to deduce from (1) that degy c(x, y) equals
2 or 4. Then degy
∂c
∂y
(x, y) equals 1 or 3, and (1) gives ∂c
∂y
(f1, f2) ≥ deg f2. We have
deg [f1, g3] ≤ deg f1 + deg g3 < ns+ deg [f1, f2] = deg f2 + deg [f1, f2].
Then
[f1, f3] = [f1, g3] + [f1, f2]
∂c
∂y
(f1, f2)
gives that
deg [f1, f3] = deg [f1, f2]
∂c
∂y
(f1, f2) ≥ deg [f1, f2] + deg f2.
Consequently, N(f1, f3) > deg f2. By (34) we have deg b = deg f2 < N(f1, f3). Corollary
2.1 gives f2 ∈< f1, f3 >. Since deg f1f3, deg f
2
3 > deg f2, we obtain f2 ∈< f1 >; a
contradiction.
We now assume that one of the statements (2) and (3) of Proposition 2.2 is valid for
(f1, f2, g3). Combining both the cases we can say that
f3 = h3 + r(f1, f2), deg f2 = 3n, deg (f2 − βh
2
3) ≤ 2n, deg [f1, h3] < n+ deg [f1, f2].
Since deg f3 < 2n and deg h3 =
3n
2
, it follows that deg r(f1, f2) < 2n. By Corollary 2.2,
we have r(f1, f2) = λw(f1, f2) + µ, where w(x, y) is a derivative polynomial of the pair
f1, f2. If λ 6= 0, then an immediate calculation gives deg [f1, f3] > deg f2. This leads to a
contradiction, as above. Then λ = 0, and we can assume that f3 = h3. Combining (33)
and Corollary 2.2 we also conclude that
a = λw(f1, f2) + µ, f = αf3 + λw(f1, f2) + µ.
If λ 6= 0, then τ admits a reduction of type IV. Otherwise a = µ ∈ F and we can apply
Lemma 4.7.
Now, suppose that deg f2 ≤ deg f3. If f2 ∈< f1, f3 >, then f2 = βf3 + γfk1 . Hence
Lemma 4.7 gives the triviality of (24).
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Let b = f2 /∈< f1, f3 >. Since deg b = deg f2 ≤ deg f3, applying Corollary 2.1 gives
deg f3 ≥ N(f1, f3). By the definition of N(f1, f3), we see that f1, f3 is a 2-reduced pair,
i.e. deg f1 = 2n and deg f3 = ns, where s ≥ 3 is an odd number. According to Lemma
4.6, we can assume that g2 is an irreducible element of φ = (f1, g2, f3). Then φ satisfies
the conditions of Proposition 2.2.
If degy(b(x, y)) = k, then (1) gives k = 2 if s > 3, and k = 2, 4 if s = 3. Consequently,
degy(
∂b
∂y
(x, y)) = k − 1 which equals 1 or 3, and (1) gives also deg( ∂b
∂y
(f1, f3)) ≥ ns. We
have
[f1, f2] = [f1, g2] + [f1, f3]
∂b
∂y
(f1, f3). (36)
Assume that Proposition 2.2(1) is valid for φ, i.e. deg g2 < n(s − 2) + deg[f1, f3].
Comparing the degrees of elements in (36) we obtain
deg[f1, f2] ≥ deg[f1, f3] + ns. (37)
Consequently, deg f2 ≥ n(s − 2) + deg[f1, f3] > n and f1 /∈ 〈f2〉. Then either f1 and
f2 are algebraically independent or f1, f2 is a ∗-reduced pair. Note that N(f1, f2) >
deg [f1, f2] > ns ≥ deg a. By Corollary 2.1, in both cases we have a ∈ 〈f1, f2〉. Since
deg f 32 > deg f3 ≥ deg a and deg f1f2 > deg f3, it follows that
a = βf 22 + γf2 +G(f1), deg(G(f1)) ≤ deg f3;
moreover, we can have β 6= 0 only if deg f3 ≥ 2 deg f2. Note that the equality
deg(G(f1)) = deg f3 is impossible. Consequently, deg(G(f1)) < deg f3. Since f1, f3 is a
2-reduced pair, it follows that f1, αf3 +G(f1) is also a 2-reduced pair. We have
τ = (f1, f2, αf3 + βf
2
2 + γf2 +G(f1)).
If (β, γ) 6= (0, 0), then it is easy to check that (f1, g2, αf3 + G(f1)) is a reduction of
types I–III of the automorphism τ with the active element f2. Proposition 3.1 gives
d(τ) = n(s + 2) + deg f2 = d = deg θ and t(τ) ≥ 1. This contradicts the inequality
(d(τ), t(τ)) ≤ (d, t). If β = γ = 0, then we apply Lemma 4.7.
We now consider the case when Proposition 2.2(3) is valid for φ. Then (36) again
gives (37). Besides, in this case s = 3 and deg f2 > deg g2 =
3n
2
. Consequently, the same
argument as above gives a = βf2 + γf1 + δ. By Lemma 4.7, we can assume that β 6= 0.
Then (f1, g2, αf3 + γf1 + δ) is a reduction of type I or II of τ with the active element f2.
The value of (d(τ), t(τ)), which can be calculated by Proposition 3.1, again contradicts
the inequality (d(τ), t(τ)) ≤ (d, t).
At last we consider the case when Proposition 3.1(2) is valid for φ. Let (f1, h2, f3−δh
2
2)
be a reduction of type IV of φ, where
g2 = h2 + g, g ∈ 〈f1, f3〉 \ F, deg(f3 − δh
2
2) ≤ 2n.
Since deg g2 ≤ deg h2 =
3n
2
, we have deg g ≤ 3n
2
. By Definition 2.4, Proposition 2.2(3) is
valid for (f1, h2, f3).
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If deg f2 >
3n
2
, then by Lemma 4.6 we can assume that φ = (f1, h2, f3) and this case
reduces to the preceding one.
Assume that deg f2 ≤
3n
2
. By Proposition 3.1, we have d(φ) = 13n
2
, t(φ) = 1. Since
d = deg θ ≤ 13n
2
, this contradicts the inequality (d(φ), t(φ)) < (d, t). ✷
Lemma 4.9 If f1, f3 is a ∗-reduced pair and deg f3 < deg f1, then (24) is trivial.
Proof. We first consider the case when deg f1 < deg f2. Since deg a ≤ deg f3 < deg f1 <
deg f2, applying Lemma 4.7 we conclude that a /∈ 〈f1, f2〉. Consequently, f1 and f2 are
algebraically dependent. By Lemma 4.7, we assume that f2 /∈ 〈f1〉. Then f1, f2 is a
∗-reduced pair. Corollary 2.1 gives also deg a ≥ N(f1, f2). Combining these inequalities
and the definition of N(f1, f2) we conclude that deg f1 = 2n and deg f2 = 3n. Consider
an elementary reduction (f1, f2, g3) of θ with an irreducible g3 (assume that g3 = f3 if
f3 is an irreducible element of θ). Then (f1, f2, g3) satisfies the conditions of Proposition
2.2. By the same discussions related to the automorphism (f1, f2, g3) as in the proof of
Lemma 4.8, we obtain the triviality of (24).
If deg f1 = deg f2, then by Lemma 4.7 we may assume that f1 and f2 are linearly
independent. Then f1 and f2 are algebraically independent. Consequently, a ∈ F .
It remains to consider the case when deg f2 < deg f1. Assume that f2 ∈ 〈f3〉. By
Lemma 4.7 we can assume that f2 and f3 are linearly independent. Then deg f2 =
t · deg f3, t ≥ 2. In this case f1 /∈ 〈f2〉, since f1, f3 is a ∗-reduced pair. Consequently,
f1, f2 is also a ∗-reduced pair. Since deg a ≤ deg f3 < min{deg f1, deg f2}, applying
Corollary 2.1 and Lemma 4.7 we obtain deg f2 = 2n, deg f1 = 3n, and
deg f3 ≥ deg a ≥ N(f1, f2) = n+ deg [f1, f2] >
2n
t
= deg f3,
which gives a contradiction.
Therefore we can assume that f2 /∈ 〈f3〉, i.e. b = f2 /∈ 〈f1, f3〉. Then Corollary 2.1
gives N(f1, f3) ≤ deg f2 < deg f1. By the definition of N(f1, f3) this is possible only if
f1, f3 is a 2-reduced pair, and deg f3 = 2n, deg f1 = ns, where s ≥ 3 is an odd number.
By Lemma 4.6 we can assume that g2 is an irreducible element of φ = (f1, g2, f3). Then φ
satisfies the conditions of Proposition 2.2. Applying the same part of discussions related
to the automorphism φ as in the proof of Lemma 4.8, we obtain the triviality of (24). ✷
Lemma 4.10 If f1 ∈ 〈f3〉 and deg f1 > deg f3, then the relation (24) is trivial.
Proof. Assume that n = deg f3 and f1 = βf3
k
, k ≥ 2. Then deg f1 = nk. By (19) we
have
ϕi1+t = σ(2, 1, b(x1, x2)) = σ(1, 1,−βx
k
3)σ(2, 1, b(x1, x2))σ(1, 1, βx
k
3).
After such replacement, instead of φ→ θ we obtain
φ→ (f1 − βf
k
3 , g2, f3)→ (f1 − βf
k
3 , f2, f3)→ θ.
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Since deg (f1 − βf
k
3 , g2, f3), deg (f1 − βf
k
3 , f2, f3) < d = deg θ, the new sequence (25)
has the same exponent. Then instead of φ we can take (f1 − βf
k
3 , f2, f3), i.e. we can
assume that φ reduces the element f1 of θ. Interchanging the elements f1 and f2 and
applying Lemmas 4.7, 4.8, and 4.9 we can restrict ourselves to the case when f2 ∈ 〈f3〉,
deg f2 > deg f3. Then deg f2 = nr, r ≥ 2. By Lemma 4.7 we may assume that f1, f2 is
a ∗-reduced pair, i.e. deg f1 = mp, deg f2 = ms, (p, s) = 1, m ≥ n. Hence N(f1, f2) >
m(ps− p− s) > n ≥ deg a. Corollary 2.1 gives a ∈ 〈f1, f2〉, i.e. a ∈ F . ✷
This finishes the proof of Theorem 4.1.
Now we formulate some problems related to the relations (18)–(20) and discuss why
it is important to study them.
Let us denote by G(An) the group defined by the system of generators (17) and the
system of relations (18)–(20).
Problem 4.1 Find a canonical form of elements of the group G(An). In particular, is
the word problem decidable in this group?
Note that the group G(A2) ∼= GA2(F ) has a nice representation (see [2]). By Theorem
4.1, if F is a field of characteristic 0, then G(A3) ∼= TA3(F ). Note that the group
GAn(F ) = AutAn has the decidable word problem. In fact, if φ = (f1, f2, . . . , fn) ∈
GAn(F ), then φ = id iff fi = xi, 1 ≤ i ≤ n. Consequently, the groups G(A2) and G(A3)
have the decidable word problem. But we have no canonical form of elements of G(A3).
Now, consider the homomorphism
sn : G(An) −→ TAn(F )
which sends the generators (17) to the corresponding automorphisms of An.
Problem 4.2 Find the kernel of sn.
We know that the kernel of s2 is trivial. By Theorem 4.1 the kernel of s3 is also trivial
if char(F ) = 0. A solution of Problem 4.2 gives a description of the group TAn(F ) by
generators and relations.
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