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of Spacecraft Attitude
Alberto Guiggiani, Ilya Kolmanovsky, Panagiotis Patrinos, Alberto Bemporad
Abstract— The paper develops a Model Predictive Con-
troller for constrained control of spacecraft attitude with
reaction wheel actuators. The controller exploits a special
formulation of the cost with the reference governor like
term, a low complexity addition of integral action to
guarantee offset-free tracking of attitude set points, and
an online optimization algorithm for the solution of the
Quadratic Programming problem which is tailored to run
in fixed-point arithmetic. Simulations on a nonlinear space-
craft model demonstrate that the MPC controller achieves
good tracking performance while satisfying reaction wheel
torque constraints. The controller also has low computa-
tional complexity and is suitable for implementation in
spacecrafts with fixed-point processors.
I. INTRODUCTION
This paper addresses the development of a Model Predic-
tive Controller (MPC) to perform spacecraft constrained
reorientation maneuvers. The spacecraft is assumed to
be actuated with reaction wheel array torques. MPC
represents an attractive framework for spacecraft attitude
control given that it can deal effectively with the limited
actuation authority of the reaction wheels.
Prior publications on MPC control of spacecraft attitude
include [1], [2] and [3]. In [1] an explicit MPC solution is
derived based on a linearized spacecraft model. In [2],
MPC is exploited for spacecraft attitude control using
magnetic actuators. In [3], a nonlinear MPC approach
on SO(3) that uses the Lie group variational integrator-
based discrete-time model is developed and shown to
achieve global stabilization with respect to the spacecraft
orientation.
In the present paper we develop an online optimization-
based MPC suitable for implementation in a processor
that relies on fixed-point arithmetic. This solution is at-
tractive for spacecraft attitude control for several reasons.
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Firstly, fixed-point processors are common in space-
crafts, especially in small satellites. Secondly, while
explicit MPC solutions may be implemented in fixed-
point easier, the online MPC can handle changes in the
model or in the constraints, as well as failure modes
of the reaction wheels. Consequently approaches to
online implementation of MPC are of interest. Finally,
as compared to the explicit MPC solutions, online MPC
implementation also requires smaller ROM size, which
is an advantage since ROM may be limited on-board
of the spacecraft, e.g., due to the need to be radiation-
hardened. The challenge of embedding MPC on fixed-
point processors has stimulated many recent publications
(see, e.g., [4], [5], [6]); however, issues related to MPC
implementation for spacecraft attitude control in a fixed-
point processor have not been previously addressed.
In addition to demonstrating the fixed-point MPC solu-
tion, we also present a formulation of the MPC opti-
mization problem with a reference governor like term,
and show that it leads to an increased constrained domain
of attraction for the closed-loop system. Furthermore, a
novel approach to ensure offset-free tracking for constant
attitude commands by augmenting the MPC controller
with an integral action on the references will be demon-
strated. This approach is advantageous as it does not
require an increase in the complexity of MPC controller.
Through the simulations on the nonlinear spacecraft
model, we demonstrate that the resulting fixed-point
MPC controller provides excellent constrained reorien-
tation performance.
This paper is organized as follows. The spacecraft non-
linear model is described in Section II, followed by the
problem formulation in Section III. Then, the linearized
control model is defined (Section IV). The MPC problem
setup, with a reference governor like term and integral
action augmented through references, is presented in
Section V. Finally, the fixed-point QP solver is discussed
(Section VI), its computational complexity is quantified
(Section VII), and closed-loop simulation results are
reported (Section VIII).
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II. SPACECRAFT NONLINEAR MODEL
The rotational kinematics and dynamics equations of a
spacecraft, considering a principal body frame fixed to
its center of mass, are given by
φ˙(t)θ˙(t)
ψ˙(t)
 = 1c(θ)
[
c(θ) s(φ)s(θ) c(φ)s(θ)
0 c(φ)c(θ) −s(φ)c(θ)
0 s(φ) c(φ)
][
ω1(t)
ω2(t)
ω3(t)
]
(1)
and
J1ω˙1 = (J2 − J3)ω2ω3 +M1 'M1,
J2ω˙2 = (J3 − J1)ω1ω3 +M2 'M2,
J3ω˙3 = (J1 − J2)ω1ω2 +M3 'M3, (2)
where c(·) , cos(·) and s(·) , sin(·); φ(t), θ(t),
ψ(t) (rad) are the spacecraft roll, pitch and yaw angles,
respectively; for i = (1, 2, 3), ωi(t) (rad/s) are the
angular velocities, Ji (kgm2) are the principal moments
of inertia, and Mi (Nm) are the spacecraft moments.
We suppose that the spacecraft is equipped with 3
reaction wheels along each of its body frame axes. We
consider those wheels as perfect discs with moments
of inertia J˜i, i = 1, 2, 3, generating torques about
the respective principal axes. The equations linking the
spacecraft moments to the reaction wheels dynamics are
defined as follows:
M1 = −J˜1 (ω˙1 + α¨1 + α˙3ω2 − α˙2ω3) ' −J˜1(ω˙1 + α¨1),
M2 = −J˜2 (ω˙2 + α¨2 + α˙1ω3 − α˙3ω1) ' −J˜2(ω˙2 + α¨2),
M3 = −J˜3 (ω˙3 + α¨3 + α˙2ω1 − α˙1ω2) ' −J˜3(ω˙3 + α¨3),
(3)
where α˙i (rad/s) are the wheels rotational speeds, and
α¨i(rad/s
2) are the wheels accelerations.
Putting together equations (1)-(3) we can formulate
a ninth-order state-space nonlinear model with state
x = [φ θ ψ ωi α˙i]
′, for i = 1, 2, 3, that evolves
according the following ODEs (dependencies on time
are omitted):
φ˙ = 1c(θ) (c(θ)ω1 + s(φ)s(θ)ω2 + c(φ)s(θ)ω3) (4a)
θ˙ = 1c(θ) (c(φ)c(θ)ω2 − s(φ)s(θ)ω3) (4b)
ψ˙ = 1c(θ) (s(φ)ω2 + c(φ)ω3) (4c)
ω˙1 =
1
J1+J˜1
(
(J2 − J3)ω2ω3 − J˜1(α˙3ω2 − α˙2ω3)− u1
)
(4d)
ω˙2 =
1
J2+J˜2
(
(J3 − J1)ω1ω3 − J˜2(α˙1ω3 − α˙3ω1)− u2
)
(4e)
ω˙3 =
1
J3+J˜3
(
(J1 − J2)ω1ω2 − J˜3(α˙2ω1 − α˙1ω2)− u3
)
(4f)
α¨i =
1
J˜i
ui, i = 1, 2, 3, (4g)
where u1, u2, u3 are the torques exerted on the wheels
by the electric actuators.
III. MOTIVATION AND CONTRIBUTION
The control objective is to track a reference spacecraft
orientation [
φ(t)
θ(t)
ψ(t)
]
→
[
φr(t)
θr(t)
ψr(t)
]
= r(t) (5)
subject to polytopic constraints in the form
z ≤ zc ≤ z, zc = Cc
φ(t)θ(t)ψ(t)
α˙i
+Dcu(t), (6)
for i = 1, 2, 3. In other words, the control framework
must be able to handle constraints on the spacecraft
orientation, the reaction wheel speeds, and the control
inputs.
To this end, we formulate a Model Predictive Control
setup that: (a) is able to solve problem (5)-(6) taking into
account both spacecraft and reaction wheels dynamics;
(b) minimizes the computational impact and memory
requirements; (c) can be deployed on fixed-point micro-
controllers or as an embedded MPC-on-a-chip device.
This is achieved in the following way.
First, we define a reduced-order control model, halving
the overall problem size while retaining a description of
the significant spacecraft and wheels dynamics (Section
IV). We propose a modified MPC formulation with
virtual optimization variables and references that guar-
antees offset-free tracking while lowering the prediction
horizon requirements, further reducing the QP problem
size (Section V). Finally, we assign the solution of
the QP problem to an algorithm tailored for execution
on embedded devices, exploiting fixed-point arithmetics
to reduce computational load and memory footprint
(Section VI).
IV. CONTROL MODEL
The nonlinear model (4) is too complex as a prediction
model for an embedded MPC controller. We need to
formulate a linear, reduced-order model, that however is
still capable of capturing the significant dynamics of the
system.
Since the angular momentum is conserved and neglect-
ing all but linear terms in (2)-(3), we set the linear model
ω˙i = − J˜iJi α¨i, i = 1, 2, 3, (7)
hence
α¨i =
Ji
JiJ˜i−J˜2i
ui , f
(
Ji, J˜i
)
ui, 1 = 1, 2, 3. (8)
We are now ready to define the reduced-order model for
MPC design in LTI state-space form, linearized for small
angles, as follows
x˙︷ ︸︸ ︷
φ˙
θ˙
ψ˙
α¨i
α¨2
α¨3
 = AC
x︷ ︸︸ ︷
φ
θ
ψ
α˙1
a˙2
a˙3
+BC
u︷ ︸︸ ︷[
u1
u2
u3
]
, (9)
AC ,
 03×3
− J˜1J1 0 0
0 − J˜2J2 0
0 0 − J˜3J3
03×3 03×3
 ,
BC ,

03×3
f
(
J1, J˜1
)
0 0
0 f
(
J2, J˜2
)
0
0 0 f
(
J3, J˜3
)
 .
V. MPC FORMULATION
While designing an MPC scheme, the choice of an
appropriate prediction horizon is a critical step to ensure
proper controller performance. The prediction horizon
should ideally cover the time needed to perform the
required maneuvers (e.g., on a reference step change, the
controller should be able to “see” in the future when the
orientation has approached the new reference). There-
fore, one should know a priori bounds on the reference
variations in order to select a prediction horizon large
enough to account for them.
Moreover, we highlight two more issues: (a) the space-
craft maneuvers are usually “slow” compared with the
controller sampling rates, leading to requirements for
large prediction horizon and consequently a large size
of the Quadratic Program (QP) associated with the
MPC controller; and (b) a prediction horizon tailored to
account for the upper bound on the reference variations
may cause the smaller maneuvers to be excessively slow
(in case longer horizons lead to less aggressive control
actions).
To address these issues, we propose a modified MPC
setup with additional virtual optimization variables and
references. The approach is similar to the one in [7], and
can be described as follows.
We define a new optimization vector, where the varia-
tions on the control input (a standard choice for MPC
tracking problems) are extended with a new vector of
length equal to the number of system states, becoming
[∆u′k x˜
′
k]
′, where ∆uk ∈ R3 and x˜k ∈ R6, k =
0, ..., N − 1, and set the new cost function
V (x, r˜,∆u, x˜) = ‖xN − r˜‖Pf+ (10)
N−1∑
k=0
‖(xk − x˜k)− r˜‖Q1 + ‖x˜k‖Q2 + ‖∆uk‖R,
where N is the prediction horizon, r˜ is the reference
signal for spacecraft attitude and wheels speeds, x˜ =[
x˜′0 . . . x˜
′
N−1
]′
, ∆u =
[
∆u′0 . . . ∆u
′
N−1
]′
.
The optimal control problem to be solved at each sam-
pling step becomes
Fig. 1: Domain of attraction for the modified problem
(10)-(11) (green) compared to the domain of attraction
for a standard MPC setup (brown).
V ∗ (x(t), r˜(t), u(t)) = min
∆u,x˜
V (x(t), r˜(t),∆u, x˜) (11)
subject to xk+1 = Axk +Buk, k = 0, ..., N − 1
uk = uk−1 + ∆uk, k = 0, ..., Nc − 1
uk = uk−1, k = Nc, ..., N − 1
u−1 = u(t), x0 = x(t)
(xk, uk) ∈ Z, k = 0, ..., N − 1,
where Nc is the control horizon and Z is the polytope
defined in (6).
Looking at the cost function (10), notice that there is no
direct penalty for the state being far from the reference,
as in standard tracking MPC. Instead, the optimizer
has the freedom to trade-off between the discrepancy
state/reference and the magnitude of the auxiliary vari-
ables x˜, for each prediction step. This trade-off is also
influenced by properly tuning the weight matrices Q1,
Q2, Pf .
The practical impact on the control performance when
adopting the modified MPC setup (10)-(11) is that
the prediction horizon can be chosen independently of
the duration of the spacecraft maneuvers, and that the
simulated closed-loop system shows stable behavior for
significantly smaller prediction horizons. Similar effects
have been observed in the orbital maneuvering study [8].
Figure 1 shows the domain of initial conditions for which
the controller is able to drive the state trajectories to a
target set (black) of radius 0.05 rad, for a spacecraft
simulated with the full nonlinear model (4). The domains
of attraction are computed by performing a grid search
on the state space and running closed loop simulations
with two controllers. The green set is obtained when
the controller solves the modified problem proposed in
(11), the red set when is instead solved a standard MPC
tracking problem (i.e., removing the auxiliary optimiza-
tion variables x˜), while leaving all the other parameters
unchanged. Sampling time is 0.5s, and the prediction
and control horizons are set to 10 and 2, respectively.
Wheel speeds are constrained in [−10, 10] rad/s, and
control moments in [−1,+1]Nm. Spacecraft moments
of inertia are J1 = 3000 kgm2, J2 = 1500 kgm2, and
J3 = 2000 kgm
2, while wheels moments of inertia are
J˜i = 50 kgm
2, i = 1, 2, 3. The weights in the cost
function are
Q1 =
[
100 · I3 03×3
03×3 0.1 · I3
]
,
Q2 = 50 · I6, R = 0.01 · I3,
where In is the identity matrix of size n. The terminal
weight Pf is the solution of the Riccati equation asso-
ciated to the LQR problem.
Simulation results show how, even with a prediction
horizon N = 10 (that gives the controller a prediction
window of 5 seconds only), we obtain a domain of
attraction spanning up to [−pi/2, pi/2] radians for the roll
and yaw angles, and up to [−pi/3, pi/3] radians for the
pitch angle. This is a remarkable result, considering that
the controller operates with a prediction model linearized
for small angles.
However, the control development is not complete yet, as
it does not guarantee offset-free tracking in presence of
model uncertainties, and is not able to reject any constant
external disturbance, such as caused by gravity gradients
or solar radiation pressure. To address this problem, we
add an integral action on the tracking error.
There are several ways to achieve integral action in
a controller. For example, one can extend the system
state with an integrator state, or with a disturbance
observer. However, we aim at keeping the QP size as
small as possible for efficient embedded computations,
and therefore avoid increasing the model size.
The proposed approach works as follows. We exploit
the additional degree of freedom in the optimizer given
by the virtual reference, and add the integral action to
the reference itself. We separate the true reference r¯(t)
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Fig. 2: Tracking of reference roll, pitch and yaw angles
(dashed lines) using a control scheme with the proposed
integral action on the reference (blue lines) and without
(red lines).
(i.e., the actual desired spacecraft orientation) with the
actual reference r(t) fed to the controller, by means of
the following equation
r(t) = r¯(t)−
∫ t
0
([
φ(τ)
θ(τ)
ψ(τ)
]
− r¯(τ)
)
dτ. (12)
With this approach we achieve offset-free tracking. The
computation of the integral action (12) can be easily
performed by an external integrator without affecting the
complexity of the controller. The effect is depicted in
Figure 2; we observe that the controller is able to reject
constant disturbances thanks to the external integral
action.
VI. FIXED-POINT QP SOLVER
A. Fixed-Point Computations
By fixed-point we refer to way to represent numbers in
digital processors, meaning a mapping from real-world
numbers to sequences of binary values. A fixed-point
data type is denoted by four parameters: (1) the total
word length w, (2) the signedness s, (3) the number r
of bits for the integer part, and (4) the number p of bits
for the fractional part.
The choice of fixed-point computations can have a great
positive impact when trying to minimize computational
effort, power consumption, and chip size [9]. Moreover,
fixed-point representations are of particular interest in
embedded applications as they grant hardware support
for additions and multiplications on nearly all computing
devices.
However, when a number is coded as a binary word
with fixed-point representation, a fixed number p of bits
is assigned to its fractional part: this leads to a limited
precision equal to 2−(p+1), defined as the difference be-
tween two successive values, and therefore to round-off
errors. In details, multiplying two fixed-point numbers
ζ = γξ leads to the fixed-point representation fi(ζ) of
ζ, with |ζ − fi(ζ)| ≤ 2−(p+1). In case of inner product
operation between two vectors x, y ∈ Rn, the total error
can be bounded as
|x′y − fi(x′y)| ≤ 2−(p+1)n. (13)
Moreover, the fixed number r of bits for the integer part
leads to the occurrence of overflow errors when trying to
represent values outside the admissible range [−2r, 2r−
1].
When solving problem (11) with fixed-point arithmetics,
it is mandatory that the underlying algorithm: (a) guaran-
tees convergence to an acceptable solution despite round-
off errors; and (b) prevents the occurrence of overflow
errors. An algorithm that satisfies these conditions was
introduced in [10] as a modified version of the GPAD
algorithm (cf. [11]), and will be briefly summarized in
the following section.
B. Fixed-Point Dual Gradient Projection Algorithm
(FP-GPD)
By means of simple algebraic steps it is possible to
formulate (11) in a condensed Quadratic Programming
(QP) form (cf. [12]), obtaining
minimize V (z) = 12z
′Hz + h′z (14)
subject to g(z) ≤ 0,
where V : Rn → R is differentiable and strongly convex,
z ∈ Rn denotes the vector of optimization variables,
H ∈ Rn×n is a positive definite matrix, and g(z) =
Dz − d is an affine mapping.
Consider an approximate solution of problem (14) as
follows. A vector z ∈ Rn is an (εV , εg)-optimal solution
for two nonnegative constants εV and εg if
V (z)− V ∗ ≤ εV , (15)∥∥[g(z)]+∥∥∞ ≤ εg, (16)
where [·]+ denotes the Euclidean projection on the
nonnegative orthant and ‖·‖∞ is the infinity norm.
Starting from (14) and relaxing the inequality con-
straints, the dual problem is:
D : Φ∗ = max
y≥0
(
min
z∈Rn
V (z) + y′g(z)
)
(17)
As it is well known, for QPs strong duality holds
provided that (14) is feasible, i.e., V ? = Φ? and the
unique primal solution can be recovered by any dual
optimal solution via z? = −H−1(D′y + h).
The main goal is to apply the optimization algorithm to
the dual problem (17) and converge to a primal solution
with given suboptimality and infeasibility, as in (15) and
(16).
The proposed Gradient Projection algorithm applied to
problem (17) performs the following iterations,
z(ν) = arg min
z∈Rn
(
V (z) + y′(ν)g(z)
)
, (18a)
y(ν+1) =
[
y(ν) +
1
LΦ
g(z(ν))
]
+
, (18b)
where LΦ is the Lipschitz constant of the dual problem
Hessian. The algorithm is initialized with y(0) = 0, and
stopped as soon as conditions (15)-(16) are met.
In practical implementations, the most expensive com-
putation needed for steps (18a) and (18b) is one matrix-
vector product each, with matrices sizes equal to the
number of primal and dual variables. The whole algo-
rithm is division-free, and does not require matrix inver-
sion procedures as in most second-order solvers. Those
are key strengths that make the algorithm appealing for
embedded implementation setups.
Moreover, the algorithm is robust to finite-precision
computations, with proven convergence properties when
executed in fixed-point arithmetic. Specifically, it is
possible to (a) define lower bounds on the number p of
fractional bits such that a desired solution quality (15)-
(16) is achieved, and (b) define lower bounds on the
number r of integer bits such that avoidance of overflow
error is guaranteed. We refer the reader to [10] for a
detailed analysis of those results.
VII. COMPUTATIONAL COMPLEXITY
In this section we detail the computational complexity of
the predictive controller based on the MPC formulation
introduced in Section V, supported by the fixed-point QP
solver proposed in Section VI.
The QP algorithm has been implemented in library-
free ANSI-C for a streamlined deployment on hardware
TABLE I: Controller Complexity
Constraints Variables Size [KB] Oper./Iter
u 18 | 12 8.7 | 4.2 460
u + ∆u 18 | 24 8.7 | 4.5 900
u + ∆u + x 18 | 144 37.5 | 7.7 5300
platforms. The resulting code is composed by two func-
tions only; an init function, to be called once, which
initializes the problem data, and a step function, to
be called at each sampling step, which accepts space-
craft orientation measurements and references as input,
and outputs the control signals for the reaction wheels
torques.
Table I analyzes three different controller configurations:
the first with input constraints only (upper and lower
bounds on all the control signals); the second adding
constraint on the input variations; the last including also
constraints on both spacecraft orientation (inclusion zone
constraints) and wheels speed. The Variables column
reports the number of primal and dual variables of
the resulting QP problem. The Size column shows the
memory requirements to store the problem data and
to execute the code functions. Finally, the Oper./Iter
column reports the number of fixed-point operations
(multiplications and additions) required to complete an
algorithm iteration (18).
Results show how, thanks to the modified MPC formu-
lation and the choice of the fixed-point QP solver, we
are able to maintain the QP problem small and solve
it efficiently with minimal memory footprint and com-
putational burden. Moreover, given specific hardware
it is possible to estimate precisely the time required
to perform a single iteration (since the algorithm per-
forms linear-algebra computations on matrices of pre-
determined sizes). Then, given the sampling time, one
can determine the number of iterations that can be
computed within the sampling period. Finally, using the
results in [13] one can formulate the MPC problem with
stability and recursive feasibility guarantees.
VIII. SIMULATIONS
The following simulations are aimed to investigate the
closed-loop behavior when a controller based on the pro-
posed MPC setup is connected to a spacecraft simulated
with the nonlinear model of Section II.
A. Sinusoidal References Tracking
The spacecraft is required to track sinusoidal references,
with varying amplitudes and frequencies for the three
angles. The MPC parameters are the same used in the
design that produced Figure 1.
Figure 3 shows the result of the closed-loop simulation
with plots for the control inputs (3a), wheels rotational
speeds (3b), and spacecraft orientation compared to
reference trajectories (3c).
The closed-loop behavior is consistent with the refer-
ences, despite the fact that the controller relies on a
reduced system model for predictions. It has to be noted
that, in the current MPC formulation, the controller
is not aware of future references. If such information
is available, it can be incorporated into the prediction
model further improving the controller performances.
B. Fixed-Point Accuracy
The goal of this simulation is to evaluate the robustness
of the proposed QP solver with respect to finite-precision
number representations.
We ran the closed-loop simulation of Section VIII-A
first with 32-bit fixed-point arithmetic, of which 16 bits
for the fractional part. Then, we switched to 64-bit,
double precision floating point arithmetic. The plots in
Figure 4 show the discrepancy in the resulting spacecraft
orientation. We observe how the divergence, although
larger when the control action is stronger, remains in
the order of 10−3 degrees for the whole maneuver.
C. Rest-to-Rest Orientation Maneuver
The purpose of the last simulation is to show the closed-
loop behavior when performing rest-to-rest orientation
maneuvers, for different actuator saturations.
The controller is set to track a reference step change,
where
[
φr(t)
θr(t)
ψr(t)
]
:
[
0
0
0
]
→
[
0.08
−0.03
−0.1
]
[rad]. The ma-
neuver is repeated for loose input constraints, u(t) ∈
[−3,+3]Nm, and for tight input constraints, u(t) ∈
[−0.2,+0.2]Nm. All the other parameters are the same
as in the design that generated Figure 1.
Figure 5 shows how the controller is able to react to
the different input constraints and completes the rest-to-
rest orientation maneuver, even in the case of strongly
constrained actuators.
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(b) Wheels rotational speeds
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Fig. 3: Closed-loop simulation for sinusoidal reference
tracking: (a) control inputs (torques applied to the three
wheels); (b) reaction wheels rotational speeds; (c) space-
craft roll, pitch and yaw angles (solid lines) compared
to reference trajectories (dashed lines).
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Fig. 4: Difference in spacecraft orientation using the
fixed-point QP solver compared to 64-bit floating-point
solver.
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Fig. 5: Rest-to-rest orientation maneuver for loose (blue)
and tight (red) input constraints.
IX. CONCLUSION
This paper presented a fixed-point Model Predictive
Control framework for spacecraft attitude tracking with
reaction wheels actuators. A reduced control model is
chosen such that the computational load is minimized
while retaining the significant spacecraft and reaction
wheel dynamics. Then, a modified cost function is
presented, allowing for a significant increase in the
controller domain of attraction and a reduction in the
prediction horizon, thus keeping the QP problem size
small. Moreover, an external integral action on the refer-
ence is introduced, granting offset-free tracking without
adding complexity to the controller itself. Finally, the
QP problem is assigned to a fixed-point solver to further
reduce memory footprint and computational burden,
while retaining the closed-loop performance. As a result,
an efficient and lightweight ANSI-C implementation
is obtained; its minimal memory and computational
requirements make it suitable for deployment on low-
power embedded devices for attitude control.
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