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Abstract
This document is intended to facilitate calculation of inelastic scattering and charge-exchange
cross sections in a variety of reaction models, including the plane-wave and distorted-wave
approximations and the full coupled-channels treatments. Expressions are given for the
coupling potentials between the relevant channels in both coordinate and momentum space.
In particular, it is expected that the plane-wave calculations should be useful as a check
on the correctness of coupled-channels calculations. The Fourier transform methods used
to calculate the plane-wave approximation cross sections are also intended to be used to
generate the transition potentials for coupled-channels codes, using a folding model with
local effective interactions. Specific expressions are given for calculating transition densities
for the folding model in the random phase approximation (RPA).
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Chapter 1
Introduction
This report describes the techniques that can be used for the calculation of direct inelastic
scattering reactions in nuclei. The application we have in mind is the excitation of highly-
excited states in nuclei by inelastic scattering in the context of so-called “surrogate nuclear
reactions.” In these reactions, a compound nucleus is formed following the formation of a
residual nucleus by a direct reaction, and this compound nucleus subsequently decays ac-
cording to standard (Hauser-Feshbach) statistical models. An important quantity that must
be known for a complete description of the surrogate reaction is the spin-parity distribu-
tion of the compound nucleus formed by the direct reaction. This must be investigated
separately for each relevant type of direct reaction; that is, inelastic scattering and various
stripping and pickup processes. For each type of reaction, the nuclear structure is described
by appropriately defined spectroscopic factors. This report focuses on the inelastic scattering
reaction.
The basic ingredients in the calculations that are the subject of this report are
• The effective interaction between the projectile and the target nucleons
• The transition density, which contains the nuclear structure information
• Procedures for folding the transition density with the effective interaction to yield a
transition potential
• Codes that use the transition density, together with whatever additional input is neces-
sary, to calculate cross sections in the plane-wave, distorted-wave, or coupled-channels
formalisms.
Readily available publications and codes for these basic ingredients frequently use con-
flicting definitions and phase conventions for the needed quantities. This report is intended
to ameliorate this situation by presenting a uniform description of the ingredients that can
be compared with the existing treatments and can be used to make them work together
consistently.
Particular attention is given to momentum-space methods. Plane-wave approximation
calculations of cross sections are readily calculated in this formalism, and these provide an
important check on the more complicated distorted-wave and coupled-channels methods.
Also, momentum-space techniques are useful in calculating the convolutions of interactions
3
and transition densities to produce the transition potentials used in the more complicated
calculations.
The principal emphasis is on inelastic scattering by spin-0 or spin-1
2
particles. For the
latter case, charge exchange is also considered.
The information contained herein is intended as a sufficiently complete description of the
ingredients, tools, and techniques that must be employed in specific calculations relevant
to the surrogate reaction program. These calculations are under way and will be reported
separately.
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Chapter 2
Effective Interactions
2.1 Central Interaction
We consider local effective interactions between a projectile and a target nucleon and their
multipole expansions in coordinate and momentum space. The form of the interaction is
restricted by the requirement of rotational invariance and other selection rules. At present
we consider only a central interaction with spin-independent and spin-dependent terms,
which has the well-known form:
veff = v + vσ σ · σ′ + vτ τ · τ ′ + vστ σ · σ′ τ · τ ′, (2.1)
where primed quantities refer to the target nucleon, and unprimed to the projectile. The v’s
are functions of the distance |r− r′|, where r and r′ are the positions of the projectile and
the target nucleon, respectively. We assume that the interaction may be complex, as well as
energy and density dependent. The interaction as shown here assumes that spin and isospin
operators can act in the projectile space; i.e. we are considering a spin-1/2 and isospin-1/2
projectile such as a nucleon. The appropriate terms should be dropped or modified for other
types of projectiles.
We can achieve a more compact notation by defining spin tensors SSν, where S = 0 or 1,
S00 = 1 and S1ν = σ1ν, (2.2)
together with similar quantities TTq for isospin,
T00 = 1 and T1q = τ1q. (2.3)
In the above, σ1ν and τ1q are the spherical components of the vector of Pauli matrices. Using
these, the interaction can be written as
veff =
∑
ST
vST (|r− r′|) SS · S′S TT · T′T (2.4)
A general feature of rotationally invariant interactions is that they may be expressed as a
sum of terms, each of which contains a function of the radial coordinates of the two particles,
multiplied by a pair of spherical-tensor operators coupled to zero total angular momentum;
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each of these operators is constructed from the angular variables of one of the particles. This
will be shown quite easily for the central interactions considered here. For more complicated
interactions, such as the spin-orbit and tensor interactions, see other references such as
Ref. [1].
The angular-momentum expansions of the first two terms in Eq. 2.1 are
v(|r− r′|) =
∑
JM
vJ(r, r
′)YJM (ˆr)Y ∗JM (ˆr
′) (2.5)
=
∑
J
vJ(r, r
′)YJ (ˆr) · YJ (ˆr′) (2.6)
for the spin-independent interaction, and
vσ(|r− r′|) σ · σ′
=
∑
Lµ
vσL(r, r
′)YLµ (ˆr)Y ∗Lµ(ˆr
′) σ · σ′ (2.7)
=
∑
LJM
vσL(r, r
′) (−1)L+1−J [YL(ˆr)× σ]JM (−1)M [YL(ˆr′)× σ′]J−M (2.8)
=
∑
LJ
vσL(r, r
′) (−1)L+1−J [YL(ˆr)×σ]J · [YL(ˆr′)× σ′]J (2.9)
for the spin-dependent interaction. The last two expressions for the spin-dependent inter-
action are gotten from the first by writing out the dot product and then recoupling the YL
and σ operators to J , separately for each particle. By using the S and T tensors, we can
combine the above two components and include the isospin operators. The result is
veff =
∑
LSJT
vSTL (r, r
′) (−1)L+S−J [YL(ˆr)× SS ]J · [YL(ˆr′)× S′S]J TT · T′T . (2.10)
Each interaction component contains a factor
vST = vST (|r− r′|); (2.11)
its Fourier transform (see Sec. C.3) is
vST (q) =
∫
dr e±iq·r vST (r) = 4pi
∫ ∞
0
dr r2 j0(qr) v
ST (r). (2.12)
Using the inverse Fourier transform we can express the interaction as
vST (|r− r′|) = 1
(2pi)3
∫
dq e∓iq·(r−r
′)vST (q) (2.13)
=
1
(2pi)3
∫
dq e∓iq·re±iq·r
′
vST (q). (2.14)
We expand each of the exponential factors in the second form above in spherical harmonics
according to Eqs. C.3-C.4 and carry out the angular part of the integration. This yields
vST (|r− r′|) =
∑
Lµ
2
pi
∫ ∞
0
dq q2 jL(qr)jL(qr
′)vST (q) YLµ (ˆr)Y ∗Lµ(ˆr
′). (2.15)
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Since the general form of the spherical harmonic expansion of the part of the interaction
depending on |r− r′| is
vST (|r− r′|) =
∑
Lµ
vSTL (r, r
′) YLµ(ˆr)Y ∗Lµ (ˆr
′) (2.16)
we make the identification
vSTL (r, r
′) =
2
pi
∫ ∞
0
dq q2 jL(qr) jL(qr
′) vST (q). (2.17)
This expression is useful for the evaluation of the multipole expansion of the interaction in
terms of its Fourier transform, which is often more easily determined.
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Chapter 3
Transition Densities
3.1 Introduction
Several variants of the transition density connecting two states |i〉 and |f〉 of a many-body
nuclear system are required to describe inelastic scattering and charge exchange reactions.
One of them is the matter density evaluated at the position rt,
ρ(rt) = 〈f |
∑
n
δ(rt − rn)|i〉, (3.1)
where rn is regarded as the spatial-coordinate operator of the n’th particle in the Hilbert
space containing the states. Another is the spin density,
ρσν (rt) = 〈f |
∑
n
δ(rt − rn)σn1ν |i〉, (3.2)
where σn1ν is a spherical component of the Pauli matrix σ operating on the n’th nucleon.
As is the case with the effective interactions, we combine these definitions and also include
isospin by using the spin and isospin tensors SSν and TTq defined by Eqs. 2.2 and 2.3:
ρTqSν(rt) = 〈f |
∑
n
δ(rt − rn)SnSνTnTq|i〉. (3.3)
We assume that the initial and final states are eigenfunctions of total angular momentum
and its projection on an axis, and so we write
|i〉 = |αiIiMi〉 (3.4)
|f〉 = |αfIfMf 〉, (3.5)
where αi and αf are additional quantum numbers required to characterize the states. We
treat densities that are used with a central interaction only; additional densities relevant
to a complete treatment of inelastic scattering, which may involve spin-orbit and tensor
interactions, are discussed in Ref. [1].
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We now make use of angular-momentum algebra to treat the coordinate-space density as
ρTqSν(rt) = 〈αf IfMf |
∑
n
δ(rt − rn)SnSνTnTq|αiIiMi〉 (3.6)
=
∑
Lµ
〈αfIfMf |
∑
n
δ(rt − rn)
rt rn
YLµ(ˆrn)S
n
SνT
n
Tq|αiIiMi〉 Y ∗Lµ(ˆrt) (3.7)
=
∑
LµJM
(LµSν|JM) (3.8)
× 〈αfIfMf |
∑
n
δ(rt − rn)
rt rn
[YL(ˆrn)× SnS]JM TnTq|αiIiMi〉 Y ∗Lµ(ˆrt)
=
∑
LµJM
(LµSν|JM)(IiMiJM |IfMf )(2If + 1)− 12 (3.9)
× (αfIf ||
∑
n
δ(rt − rn)
rt rn
[YL(ˆrn)× SnS]J TnTq||αiIi) Y ∗Lµ (ˆrt)
≡ 4pi
∑
LµJM
(LµSν|JM)(IiMiJM |IfMf ) ρTqLSJ(rt) Y ∗Lµ (ˆrt), (3.10)
where we have defined the coordinate-space radial density appearing in the last line as
ρTqLSJ(rt) =
1√
2If + 1
(αfIf ||
∑
n
1
4pi
δ(rt − rn)
rt rn
[YL(ˆrn)× SnS]J TnTq||αiIi). (3.11)
We can find similar relations for the momentum-space density by taking the Fourier
transform of the above expressions with respect to the variable rt, using Eqs. C.6 and C.7:
ρTqSν(q) = 〈αfIfMf |
∑
n
e±iq·rn SnSνT
n
Tq|αiIiMi〉 (3.12)
≡ 4pi
∑
LµJM
(±i)L (LµSν|JM)(IiMiJM |IfMf) ρTqLSJ (q) Y ∗Lµ(qˆ), (3.13)
where the momentum-space radial density, found by using Eq. C.50 to transform the radial
delta function, is
ρTqLSJ(q) =
1√
2If + 1
(αfIf ||
∑
n
jL(qrn) [YL(ˆrn)× SnS]J TnTq||αiIi). (3.14)
This result is consistent with the definition of Petrovich, Carr, and McManus [1] for the
momentum-space matter and spin densities. The factor of 1/4pi was inserted in the definition
of the coordinate-space density (Eq. 3.11) to ensure this correspondence.
Next we evaluate the radial densities of Eqs. 3.11 and 3.14, using the second-quantization
techniques of Sec. B.1. We insert into Eq. B.8 the the single-particle operator
OJ = fL(r)[YL(ˆr)× SS ]J , (3.15)
where
fL(r) =
1
4pi
δ(rt − r)
rt r
or jL(qr) (3.16)
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in coordinate or momentum space, respectively. This yields the result
ρTqLSJ (rt or q) =
∑
α1j1t1
α2j2t2
√
2Ii + 1
2If + 1
ZJt2t1(α2j2, α1j1) (3.17)
× (α2j2t2||fL(r)[YL(ˆr)× SS]J ||α1j1t1) Tt2t1Tq ,
where the isospin matrix element is Tt2t1Tq = 〈12t2|TTq|12t1〉; see Table B.1 for numerical values.
In this expression the density is a sum over reduced matrix elements between single-particle
states weighted by spectroscopic amplitudes ZJt2t1(α2j2, α1j1), which are defined in Sec. B.1.
Explicit formulas for evaluation of the reduced matrix elements are given in Sec. B.2.
For inelastic scattering we can define neutron and proton densities corresponding to the
parts of the above equation with t1 = t2 =
1
2
and t1 = t2 = −12, respectively. Specifically,
these densities are defined by
ρ00LSJ ≡ T
1
2
1
2
00 ρ
n
LSJ + T
− 1
2
− 1
2
00 ρ
p
LSJ = ρ
n
LSJ + ρ
p
LSJ (3.18)
ρ10LSJ ≡ T
1
2
1
2
10 ρ
n
LSJ + T
− 1
2
− 1
2
10 ρ
p
LSJ = ρ
n
LSJ − ρpLSJ . (3.19)
Similarly, densities used in charge exchange reactions can be defined as
ρ11LSJ ≡ T
1
2
− 1
2
11 ρ
n←p
LSJ = −
√
2 ρn←pLSJ (3.20)
ρ1−1LSJ ≡ T
− 1
2
1
2
1−1 ρ
p←n
LSJ =
√
2 ρp←nLSJ . (3.21)
The same equations 3.18–3.21 can be used for definitions of neutron, proton, and charge-
exchange densities based on ρTqSν (rt or q).
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Chapter 4
The Distorted-Wave Approximation
4.1 The DWA Matrix Element
We consider inelastic scattering of a single nucleon from one orbital to another outside a spin-
zero core. This restriction will be removed later my using a second-quantized description of
the target. We also consider only the simplest type of interaction, a local, spin-independent
interaction between the projectile and the nucleons of the target. Under these conditions we
can write the T -matrix element as
Tk′k =
∫
dr χ˜
(−)∗
k′ (r) U(r) χ
(+)
k (r), (4.1)
where we have suppressed possible projectile quantum numbers other than the wave num-
ber; r is the positional coordinate of the projectile. The initial and final wave functions
are distorted waves with appropriate boundary conditions and with proper attention to
biorthogonality if the distorting potential is complex. The continuum wave functions are
box-normalized within a volume Ω.
4.2 The Transition Potential
The transition potential U(r) is
U(r) = 〈αfIfMf |
∑
n
∑
ST
vST (|r− rn|) SS · SnS TT · TnT |αiIiMi〉 (4.2)
=
∑
SνTq
S†SνT
†
Tq
∫
drt v
ST (|r− rt|) 〈αfIfMf |
∑
n
δ(rt − rn)SnSνTnTq|αiIiMi〉 (4.3)
=
∑
SνTq
S†SνT
†
Tq
∫
drt v
ST (|r− rt|) ρTqSν(rt) (4.4)
≡
∑
SνTq
S†SνT
†
TqU
Tq
Sν (r), (4.5)
where we have inserted the expression of Eq. 2.4 for the effective interaction between the
projectile and the n’th target nucleon. The initial and final states of the target are de-
scribed by |αiIiMi〉 and |αfIfMf 〉, respectively; the angular momentum and m-projection
11
are shown explicitly, and additional quantum numbers are represented by αf and αi. The
spin and isospin operators in the projectile space in the second through fourth lines are
S
†
Sν = (−1)νSS−ν and T†Tq = (−1)qTT−q. In the third line we have use the definition of the
transition density from Eq. 3.6, and in the last line we have defined a transition potential
depending only on the spatial coordinate of the projectile,
UTqSν (r) =
∫
drt v
ST (|r− rt|) ρTqSν (rt). (4.6)
We insert the angular momentum expansions of Eqs. 2.16 and 3.10 for the interaction and
density factors in the above expression. After carrying out the angular integral we get
UTqSν (r) = 4pi
∑
LµJM
(LµSν|JM)(IiMiJM |IfMf )
∫ ∞
0
drt r
2
t v
ST
L (r, rt) ρ
Tq
LSJ (rt) Y
∗
Lµ(ˆr). (4.7)
We define a radial transition potential UTqLSJ (r) by
UTqSν (r) =
∑
LµJM
(LµSν|JM)(IiMiJM |IfMf )UTqLSJ (r) Y ∗Lµ(ˆr). (4.8)
where
UTqLSJ (r) = 4pi
∫ ∞
0
drt r
2
t v
ST
L (r, rt) ρ
Tq
LSJ (rt). (4.9)
The coordinate-space radial density ρTqLSJ (rt) is defined in Eq. 3.11. An alternative expres-
sion for the transition potential is gotten by inserting the momentum-space expression for
vSTL (r, rt) from Eq. 2.17 into the last expression, which results in
UTqLSJ (r) =
2
pi
∫ ∞
0
dq q2 jL(qr) v
ST (q) ρTqLSJ (q), (4.10)
where the momentum-space radial density is defined in Eq. 3.14 and is obtained from the
coordinate-space radial density by the Fourier transformation of Eq. C.7.
Eq. 4.4 expresses the transition potential as the convolution of an interaction with a
density function, and therefore the Fourier transform of the potential can be represented as
the product of the Fourier transforms of its components. Thus the transition potential in
momentum space is
U(q) =
∑
SνTq
S
†
SνT
†
TqU
Tq
Sν (q), with (4.11)
UTqSν (q) = v
ST (q) ρTqSν(q). (4.12)
The momentum-space transition density in the last equation is given by Eq. 3.12, and we
multiply it by vST (q) to get
UTqSν (q) = 4pi
∑
LµJM
(±i)L (LµSν|JM)(IiMiJM |IfMf ) vST (q) ρTqLSJ (q) Y ∗Lµ(qˆ). (4.13)
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We define a radial transition potential in momentum space UTqLSJ (q) by
UTqSν (q) =
∑
LµJM
(±i)L (LµSν|JM)(IiMiJM |IfMf )UTqLSJ (q) Y ∗Lµ(qˆ), (4.14)
where
UTqLSJ (q) = 4pi v
ST (q) ρTqLSJ (q). (4.15)
4.3 Cross Section in Plane-Wave Approximation
We treat the projectile as having spin and isospin 1
2
. In this case the plane-wave expressions
for the initial and final states are
χ
(+)
kσt(r) =
1√
Ω
eik·r χ 1
2
σ χ
iso
1
2
t
and χ˜
(−)
k′σ′t′(r) =
1√
Ω
eik
′·r χ 1
2
σ′ χ
iso
1
2
t′ (4.16)
and we see that the T -matrix element is
T t
′t
k′σ′ ,kσ =
1
Ω
∫
dr e−ik
′ ·r 〈1
2
σ′, 1
2
t′|U(r)|1
2
σ, 1
2
t〉 eik·r (4.17)
=
1
Ω
∫
dr e±iq·r 〈1
2
σ′, 1
2
t′|U(r)|1
2
σ, 1
2
t〉 (4.18)
=
1
Ω
〈1
2
σ′, 1
2
t′|U(q)|1
2
σ, 1
2
t〉, (4.19)
where in the second expression above the upper sign is chosen if q is defined as k− k′, and
the lower sign if it is defined as k′ − k. By using the expression Eq. 4.11 for the transition
potential the T -matrix element becomes
T t
′t
k′σ′ ,kσ =
1
Ω
∑
SνTq
〈1
2
σ′|(−1)νSS−ν |12σ〉 〈12t′|(−1)qTT−q|12t〉 UTqSν (q). (4.20)
We use the Wigner-Eckart theorem to evaluate the spin matrix element as
〈1
2
σ′|(−1)νSS−ν |12σ〉 =
1√
2
(−1)ν(1
2
σS − ν|1
2
σ′)(1
2
||SS||12) (4.21)
= (−1)ν√2S + 1 (1
2
σS − ν|1
2
σ′) (4.22)
=
√
2 (−1) 12−σ′(1
2
σ′ 1
2
− σ|S − ν), (4.23)
where we use the value (1
2
||SS ||12) =
√
2(2S + 1) in the second line and note that ν = σ− σ′
in the third. We can therefore rewrite the T -matrix of Eq. 4.20 as
T t
′t
k′σ′ ,kσ =
1
Ω
√
2
∑
SνTq
(−1) 12−σ′(1
2
σ′ 1
2
− σ|S − ν) (−1)q Tt′tT−q UTqSν (q), (4.24)
where the abbreviation Tt
′t
T q = 〈12t′|TTq|12t〉 has been used for the isospin matrix element. We
now insert Eq. 4.14 for UTqSν (q), and we change the coupling order in the Clebsch-Gordan
coefficient involving the target spin using
(IiMiJM |IfMf) = (−1)Ii−MiJˆ−1Iˆf(IfMfIi −Mi|JM). (4.25)
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The result is
T t
′t
k′σ′ ,kσ =
1
Ω
√
2
∑
LSJT
µνMq
(±i)L (−1) 12−σ′+Ii−Mi Jˆ−1Iˆf (4.26)
× (IfMfIi −Mi|JM)(12σ′ 12 − σ|S − ν)(LµSν|JM)
× (−1)q Tt′tT−q UTqLSJ (q) Y ∗Lµ(qˆ).
We can make the notation a bit more compact by defining a radial transition potential
between the projectile states with initial isospin projection t and final projection t′,
U t
′t
LSJ =
∑
Tq
(−1)q Tt′tT−q UTqLSJ , (4.27)
so that we now have
T t
′t
k′σ′ ,kσ =
1
Ω
√
2
∑
LSJ
µνM
(±i)L (−1) 12−σ′+Ii−Mi Jˆ−1Iˆf (4.28)
× (IfMfIi −Mi|JM)(12σ′ 12 − σ|S − ν)(LµSν|JM)
× U t′tLSJ (q) Y ∗Lµ(qˆ).
We are free to choose the quantization axis for angular momentum along the momentum-
transfer axis qˆ, so that Y ∗Lµ(qˆ) →
√
(2L + 1)/(4pi)δµ0. This eliminates the sum on µ and
also on M , since M = ν. Then the expression for the T -matrix becomes
T t
′t
k′σ′,kσ =
1
Ω
√
2
4pi
∑
LSJν
(±i)L (−1) 12−σ′+Ii−Mi LˆJˆ−1Iˆf (4.29)
× (IfMfIi −Mi|Jν)(12σ′ 12 − σ|S − ν)(L0Sν|Jν) U t
′t
LSJ(q).
To determine scattering cross sections, the first step is to take the absolute square of
the T -matrix element, then sum over final target substates and average over initial target
substates. The factor (−1) 12−σ′+Ii−Mi does not depend on any of the summed quantum
numbers LSJν, and therefore disappears when squared. When the sum is performed over
Mi and Mf and the orthogonality relation for the Clebsch-Gordan coefficients containing
these is invoked, we see that there is no interference between terms with different values of
J or ν. Thus
1
2Ii + 1
∑
MiMf
|T t′tk′σ′ ,kσ|2 =
1
Ω2
2
4pi
2If + 1
2Ii + 1
(4.30)
×
∑
Jν
∣∣∣∣∣∑
LS
(±i)L LˆJˆ−1(1
2
σ′ 1
2
− σ|S − ν)(L0Sν|Jν) U t′tLSJ (q)
∣∣∣∣∣
2
.
Similarly, we sum over final projectile spin substates σ′ and average over initial substates σ.
This procedure removes the interference between different values of S, yielding
M2 ≡ 1
2(2Ii + 1)
∑
MiMfσσ′
|T t′tk′σ′ ,kσ|2 =
1
Ω2
1
4pi
2If + 1
2Ii + 1
(4.31)
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×
∑
SJν
∣∣∣∣∣∑
L
(±i)L LˆJˆ−1(L0Sν|Jν) U t′tLSJ (q)
∣∣∣∣∣
2
,
where we have definedM2 to describe the quantity we have calculated. The differential cross
section is determined from M2 by
dσ
dΩ
=
( µ
2pi~2
)2 k′
k
Ω2M2, (4.32)
where µ is the reduced mass of projectile and target. Upon insertingM2 from the plane-wave
approximation, we find the result
dσ
dΩ
=
1
4pi
( µ
2pi~2
)2 k′
k
2If + 1
2Ii + 1
∑
SJν
∣∣∣∣∣∑
L
(±i)L LˆJˆ−1(L0Sν|Jν) U t′tLSJ (q)
∣∣∣∣∣
2
. (4.33)
We make two observations that will further simplify the cross section formulae:
• Values of L are limited to J = 0,±1. For a given J , if the parity change between the
initial and final target states is (−1)J , only L = J contributes; this is called a natural
parity transition. If the parity change is (−1)J+1, then L is restricted to the two values
L = J ± 1; these are the unnatural parity transitions. The amplitudes for these two
classes cannot interfere.
• The spin-transfer projection ν appears only in the coefficient (L0Sν|Jν). We can
eliminate the terms with ν = −1 by using the symmetry relation for inverting the
m-values in the Clebsch-Gordan coefficient. A little thought shows that we can drop
these terms if we multiply the cross section terms in Eq. 4.33 by 1+δν1 or, equivalently,
the amplitudes by the square root of this factor.
Based on the above, we define a factor
F ξLSJν = (±i)L−J+ξ
√
1 + δν1 LˆJˆ
−1(L0Sν|Jν), (4.34)
where ξ = 0 for natural parity transitions, and ξ = 1 for unnatural. All of the required
values of F ξLSJν are given in Table 4.1, together with their component factors.
Using the above values for F ξLSJν , the cross section can be expressed as
dσ
dΩ
=
1
4pi
( µ
2pi~2
)2 k′
k
2If + 1
2Ii + 1
∑
SJ
ν=0,1
∣∣∣∣∣∑
L
F ξLSJνU
t′t
LSJ (q)
∣∣∣∣∣
2
, (4.35)
which can be separated into natural and unnatural parity terms as
dσ
dΩ
=
1
4pi
( µ
2pi~2
)2 k′
k
2If + 1
2Ii + 1
(4.36)
×
∑
SJ
ν=0,1
{∣∣∣F ξ=0JSJνU t′tJSJ (q)∣∣∣2 + ∣∣∣F ξ=1J−1SJνU t′tJ−1 SJ (q) + F ξ=1J+1SJνU t′tJ+1 SJ (q)∣∣∣2} .
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Natural parity (ξ = 0)
LSJν (±i)L−J+ξ √1 + δν0 LˆJˆ−1 (L0Sν|Jν) F ξLSJν
J0J0 1 1 1 1 1
J1J1 1
√
2 1 −1/√2 −1
Unnatural parity (ξ = 1)
LSJν (±i)L−J+ξ √1 + δν0 LˆJˆ−1 (L0Sν|Jν) F ξLSJν
(J − 1)1J0 1 1
√
2J−1
2J+1
√
J
2J−1
√
J
2J+1
(J + 1)1J0 −1 1
√
2J+3
2J+1
−
√
J+1
2J+3
√
J+1
2J+1
(J − 1)1J1 1 √2
√
2J−1
2J+1
√
J+1
2(2J−1)
√
J+1
2J+1
(J + 1)1J1 −1 √2
√
2J+3
2J+1
√
J
2(2J+3)
−
√
J
2J+1
Table 4.1: Values and components of the amplitude factor F ξLSJν defined in Eq. 4.34.
To get to this equation from Eq. 4.33 using the above definition of F ξLSJν , we have arbitrarily
multiplied the amplitudes by a factor (±i)−J+ξ. This is permissible since this factor yields 1
when its absolute square is taken.
For each value of J , we now explicitly carry out the sum over Sν, for which the permitted
values are (00), (10), (11), using values of F ξLSJν from Table 4.1. In carrying out the sum,
we note that F ξ=0J1J0 = 0 because the Clebsch-Gordan coefficient (J010|J0) vanishes. For
the unnatural-parity terms, we also define longitudinal (ν = 0) and transverse (ν = 1)
components U t
′t
‖1J and U
t′t
⊥1J , respectively, which are linear combinations of the L = J−1 and
L = J + 1 terms:
U t
′t
‖1J(q) =
√
J
2J+1
U t
′t
J−1 1J(q) +
√
J+1
2J+1
U t
′t
J+11J(q) (4.37)
U t
′t
⊥1J (q) =
√
J+1
2J+1
U t
′t
J−1 1J(q)−
√
J
2J+1
U t
′t
J+1 1J(q), (4.38)
where we note that for J = 0, U t
′t
‖10 = U
t′t
110 and U
t′t
⊥10 = 0.
Thus the cross section simplifies to
dσ
dΩ
=
1
4pi
( µ
2pi~2
)2 k′
k
2If + 1
2Ii + 1
(4.39)
×
Ii+If∑
J=|Ii−If |
{∣∣∣U t′tJ0J (q)∣∣∣2 + ∣∣∣U t′tJ1J (q)∣∣∣2 + ∣∣∣U t′t‖1J(q)∣∣∣2 + ∣∣∣U t′t⊥1J (q)∣∣∣2} .
The first two terms are natural parity, and the second two unnatural; for a given J either
one set or the other is present but not both. The second and fourth terms are forbidden for
J = 0. This cross section formula is consistent with the results of Eqs. 10,54,55 of Ref. [1],
except that we have an extra factor of k′/k because we have not neglected energy loss in the
collision, as was done in [1].
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Finally, we return to the T -matrix expression of Eq. 4.29 and write out all of its terms
for each J , which involves the same four U quantities as in the cross section. This can be
used as the starting point for calculating spin variables, although we will not pursue this.
The result is
T t
′t
k′σ′,kσ =
1
Ω
√
1
4pi
(−1) 12−σ′+Ii−Mi√2If + 1 Ji+Jf∑
J=|Ji−Jf |
(4.40)
√
2 (±i)J (IfMfIiMi|J0) (12σ′ 12 − σ|00) U t
′t
J0J (q)
− (±i)J (IfMfIiMi|J1) (12σ′ 12 − σ|11) U t
′t
J1J (q)
+ (±i)J (IfMfIiMi|J − 1) (12σ′ 12 − σ|1− 1) U t
′t
J1J(q)
+ (±i)J−1 (IfMfIiMi|J1) (12σ′ 12 − σ|11) U t
′t
⊥1J (q)
+
√
2 (±i)J−1 (IfMfIiMi|J0) (12σ′ 12 − σ|10) U t
′t
‖1J(q)
+ (±i)J−1 (IfMfIiMi|J − 1) (12σ′ 12 − σ|1− 1) U t
′t
⊥1J (q),
where the first three terms are natural parity and the last three unnatural parity. As in the
cross section expression, terms containing U t
′t
J1J and U
t′t
⊥1J are forbidden for J = 0.
By using the defining relation Eq. 4.27, we can express the transition-potential functions
U t
′t in terms of their isospin representation UTq by
U t
′t = Tt
′t
00 U
00 − Tt′t1−1 U11 + Tt
′t
10 U
10 − Tt′t11 U1−1. (4.41)
This relation is valid for all of the possible subscripts that may appear on the quantities U .
The expression is evaluated for all combinations of t′, t in the fourth column of Table 4.2,
with an indication of a possible reaction for each combination in the third column. Values
of the Tt
′t
T q coefficients were taken from Table B.1. In the last column of Table 4.2 the radial
momentum-space potentials are expressed using products of effective interaction and densi-
ties, according to the definition of Eq. 4.15 and the neutron, proton, and charge-exchange
densities of Eqs. 3.18–3.21. We have shown only the isospin index T on the interaction; the
spin index S is suppressed.
t′ t Reaction U t
′t U t
′t(q)/(4pi)
1
2
1
2
(n,n) U00 + U10 [v0(q) + v1(q)] ρn(q) + [v0(q)− v1(q)] ρp(q)
1
2
−1
2
(p,n)
√
2 U1−1 2v1(q) ρp←n(q)
−1
2
1
2
(n,p) −√2 U11 2v1(q) ρn←p(q)
−1
2
−1
2
(p,p) U00 − U10 [v0(q)− v1(q)] ρn(q) + [v0(q) + v1(q)] ρp(q)
Table 4.2: The potentials U t
′t for a reaction with a projectile having initial isospin projec-
tion t and final projection t′, expressed in terms of the isospin potentials UTq and also the
underlying effective interactions and densities. See text for details. Typical reactions are
indicated in the third column.
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Chapter 5
Coupled Channels Method
We restrict our attention to inelastic scattering in which the composition and internal struc-
ture of the projectile are unchanged during the scattering. This avoids complications involv-
ing the orthogonality of the coupled channels. The following development also applies to
charge-exchange reactions with minor modifications.
5.1 Derivation of Radial Coupled Equations
We need to find solutions to the Schro¨dinger equation
(E −H)|Ψ〉 = 0, (5.1)
subject to appropriate boundary conditions. We expand the wave function in basis states
that are eigenfunctions of the angular momentum of the entire projectile-target system. To
do this, we define the part of the wave function in the channel c as
uc(r)
r
|γc{[(lcsc)jc]Ic}JM; tc〉 ≡ uc(r)
r
|c JM〉, (5.2)
where we explicitly separate out the radial wave function uc in the coordinate between the
center of masses of the target and projectile, and the ket represents all other variables.
The channel index c on the right represents all quantum numbers characterizing the system
except J and M. lc is the relative orbital angular momentum of target and projectile; sc
is the projectile spin; jc is the vector coupling of lc and sc; Ic is the spin of the target
state, and jc and Ic are coupled to total angular momentum J. tc is the isospin projection
(±1
2
) for the projectile; we consider only isospin 1
2
particles. For projectiles of other isospin
this quantum number should be left out or the treatment appropriately generalized. γc
represents all remaining quantum numbers necessary to completely specify the system, and
may be viewed as an abbreviation for the product γc = αcβc, where αc and βc refer to target
and projectile quantum numbers, respectively. The coupling order for the angular momenta
as described in Eq. 5.2 is illustrated in Fig. 5.1.
The above description of the wave function in channel c implicitly includes a factor
ilc; that is, the orbital part of the wave function indicated by lc has the coordinate-space
representation
〈ˆr|lcmc〉 = ilc Ylcmc (ˆr). (5.3)
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Figure 5.1: Coupling order for angular momenta in coupled-channels equations.
The ilc factor is essential to the description of a scattering wave function, and must therefore
be included either implicitly as in the present treatment or shown explicitly.
The internal state vectors |scσc〉 and |IcMc〉 of the projectile and target may optionally
be defined with phases so that they have the simple time reversal properties
T|scσc〉 = (−1)sc+σc |sc − σc〉 and T|IcMc〉 = (−1)Ic+Mc |Ic −Mc〉, (5.4)
where T is the time reversal operator. If these phases are chosen and the ilc factor is included
with Ylcmc, the complete states have the same time reversal properties:
T|c JM〉 = (−1)J+M|c J−M〉. (5.5)
In Eqs. 5.4 and 5.5 we have used the convention that a plus sign is used in the phase factors;
others use a minus sign.
For a solution of Eq. 5.1 that is an eigenfunction of J and M, we expand
|Ψ〉 =
∑
c′
uc′(r)
r
|c′ JM〉. (5.6)
We insert this in Eq. 5.1 and operate on the left by 〈c JM|. This yields
(E −HJcc)
uc(r)
r
=
∑
c′ 6=c
HJcc′
uc′(r)
r
, (5.7)
where
HJcc′ = 〈c JM|H|c′ JM〉, (5.8)
which is independent of M because H is rotationally invariant. Eq. 5.7 represents a set of
coupled channels, which we now put in a more familiar form.
We write HJcc′ as
HJcc′ = 〈c JM|H int + T + V |c′ JM〉 (5.9)
=
{
Eexc −
~2
2µ
1
r2
(
d
dr
r2
d
dr
)
+
lc(lc + 1)~2
2µr2
}
δcc′ + V
J
cc′ , (5.10)
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where H int is the Hamiltonian for the internal energy of the projectile and target, Eexc is the
combined excitation energy of the projectile and target in channel c, and µc is the reduced
mass of projectile and target. We insert this expression in Eq. 5.7 and multiply by r from the
left. If the potential term V Jcc′ is local and not explicitly momentum dependent, this yields{
εc +
~2
2µc
d2
dr2
− lc(lc + 1)~
2
2µcr2
− V Jcc(r)
}
uc(r) =
∑
c′ 6=c
V Jcc′(r) uc′(r), (5.11)
where εc = E − Eexc . In the usual case of a projectile incident on a specific excited state of
the target (which is not necessarily the ground state), we shift the overall energy scale so
that εc = 0 for those channels c in which the target is in this state. An alternative form for
the coupled channel equations is{
d2
dr2
− lc(lc + 1)
r2
− 2µc
~2
V Jcc(r) + k
2
c
}
uc(r) =
∑
c′ 6=c
2µc
~2
V Jcc′(r) uc′(r), (5.12)
where k2c = 2µcεc/~2. If V Jcc′ is nonlocal or momentum dependent (which may happen for
either the diagonal or off-diagonal terms), we make the replacement
V Jcc′ uc′ → r V Jcc′
uc′
r
. (5.13)
5.2 Evaluation of Coupling Potentials
We need to evaluate
V Jcc′(r) = 〈c JM|V |c′ JM〉, (5.14)
where all coordinates are integrated (or summed) over except the radial target-projectile dis-
tance r. We assume that V Jcc′ as well as the two-body interaction between the target nucleons
and the projectile are local; this is not a serious restriction in the following development.
The potential V Jcc′ is clearly independent of M. If the states and the interaction have the
behavior under time reversal (see Eq. 5.5) that
T|c JM〉 = (−1)J±M|c J−M〉 and TV T−1 = V †, (5.15)
then it is easily shown that the coupling potential is symmetric: V Jc′c = V
J
cc′ .
We treat the central spin- and isospin-dependent two-body interaction of Eq. 2.10, which
after summing over target nucleons is
V =
∑
LSJT
∑
n
vSTL (r, rn) (−1)L+S−J [YL(ˆr)× SS]J · [YL(ˆrn)× SnS ]J TT · TnT . (5.16)
We put this expression in Eq. 5.14 and expand the description of the states to get
V Jcc′ (r) = 〈γc{[(lcsc)jc]Ic}JM; tc|
∑
LSJT
∑
n
vSTL (r, rn) (−1)L+S−J (5.17)
× [YL(ˆr)× SS]J · [YL(ˆrn)× SnS ]J TT · TnT |γc′{[(lc′sc′)jc′ ]Ic′}JM; tc′〉.
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We can use the expression for matrix elements of a scalar product of tensor operators (e.g.
Edmonds [2], p. 111 Eq. 7.1.6) to put this in the form of a sum of products of matrix elements
in the projectile and target spaces,
V Jcc′ (r) =
∑
LSJTq
(−1)jc′+Ic+J
{
J Ic jc
J jc′ Ic′
}
(−1)L+S−J (5.18)
× (βc(lcsc)jc; tc||[YL(ˆr)× SS]J T†Tq||βc′(lc′sc′)jc′ ; tc′)
× (αcIc||
∑
n
vSTL (r, rn)[YL(ˆrn)× SnS]J TnTq||αc′Ic′),
where the quantity T†Tq appearing in the first (projectile) matrix element is (−1)q TT−q.
We examine the second reduced matrix element, which is the one in the target space.
We find
(αcIc||
∑
n
vSTL (r, rn)[YL(ˆrn)× SnS]J TnTq||αc′Ic′)
=
∫ ∞
0
drt r
2
t v
ST
L (r, rt) (αcIc||
∑
n
δ(rt − rn)
rt rn
[YL(ˆrn)× SnS ]J TnTq||αc′Ic′) (5.19)
≡ 4pi
√
2Ic + 1
∫ ∞
0
drt r
2
t v
ST
L (r, rt) ρ
Tq, cc′
LSJ (rt), (5.20)
where in the last line we have defined the coordinate-space radial transition density,
ρTq, cc
′
LSJ (rt) =
1√
2Ic + 1
(αcIc||
∑
n
1
4pi
δ(rt − rn)
rt rn
[YL(ˆrn) × SnS ]J TnTq||αc′Ic′), (5.21)
which is the same definition as in Eq. 3.11. Alternatively, we can insert the expression for
vSTL (r, rn) from Eq. 2.17 directly into the reduced matrix element, and find the following
expression involving momentum-space quantities:
(αcIc||
∑
n
vSTL (r, rn)[YL(ˆrn)× SnS ]J TnTq||αc′Ic′)
=
2
pi
∫ ∞
0
dq q2 jL(qr) v
ST (q) (αcIc||
∑
n
jL(qrn)[YL(ˆrn)× SnS ]J TnTq||αc′Ic′) (5.22)
≡
√
2Ic + 1
2
pi
∫ ∞
0
dq q2 jL(qr) v
ST (q) ρTq, cc
′
LSJ (q), (5.23)
where, in agreement with Eq. 3.14, we have defined the momentum-space radial transition
density in the last line,
ρTq, cc
′
LSJ (q) =
1√
2Ic + 1
(αcIc||
∑
n
jL(qrn) [YL(ˆrn)× SnS ]J TnTq||αc′Ic′), (5.24)
We define the quantity UTq, cc
′
LSJ by
(αcIc||
∑
n
vSTL (r, rn)[YL(ˆrn)× SnS ]J TnTq||αc′Ic′) =
√
2Ic + 1 U
Tq, cc′
LSJ (r), (5.25)
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and from Eqs. 5.20 and 5.23 we find
UTq, cc
′
LSJ (r) =
2
pi
∫ ∞
0
dq q2 jL(qr) v
ST (q) ρTq, cc
′
LSJ (q) (5.26)
= 4pi
∫ ∞
0
drt r
2
t v
ST
L (r, rt) ρ
Tq, cc′
LSJ (rt). (5.27)
These expressions are exactly the same as those found in the discussion of the distorted-wave
approximation, namely Eqs. 4.10 and 4.9. Although we will not need it for present purposes,
it is instructive to take the Fourier transform of Eq. 5.26, using Eqs. C.7 and C.56. The
result,
UTq, cc
′
LSJ (q) = 4pi v
ST (q) ρTq, cc
′
LSJ (q), (5.28)
is in agreement with Eq. 4.15.
Eqs. 5.25–5.27 completely specify the target-space reduced matrix element in terms of
the effective interaction and transition density evaluated in either momentum or coordinate
space.
We next evaluate the projectile-space matrix element in Eq. 5.18. The first step is to
factor out the isospin matrix element, so that we have
(βc(lcsc)jc; tc||[YL(ˆr)× SS]J T†Tq||βc′(lc′sc′)jc′ ; tc′) (5.29)
= (βc(lcsc)jc||[YL(ˆr)× SS ]J ||βc′(lc′sc′)jc′) (−1)q Ttctc′T−q,
where as usual T
tctc′
T−q = 〈12tc|TT−q|12tc′〉. Using Edmonds, Eq. 7.1.5, p. 110, the matrix element
on the right can be expressed as
(βc(lcsc)jc||[YL × SS]J ||βc′(lc′sc′)jc′) (5.30)
= jˆcjˆc′ Jˆ

lc lc′ L
sc sc′ S
jc jc′ J
 (lc||YL||lc′) (βcsc||SS||βc′sc′),
and the orbital matrix element is evaluated using Edmonds, Eqs. 5.4.4, p. 76 as
(lc||YL||lc′) = ilc′−lc (−1)lc 1√
4pi
lˆclˆc′Lˆ
(
lc L lc′
0 0 0
)
, (5.31)
where we have now made the il factors in each channel explicit (see Eq. 5.3). The result is
(βc(lcsc)jc||[YL × SS]J ||βc′(lc′sc′)jc′) = ilc′−lc 1√
4pi
(−1)lc lˆclˆc′ jˆcjˆc′ LˆJˆ (5.32)
×
(
lc lc′ L
0 0 0
)
lc lc′ L
sc sc′ S
jc jc′ J
 (βcsc||SS||βc′sc′).
We are now in a position to assemble the complete expression for the coupling potential.
As was done in Eq. 4.27 we define a radial transition potential that sums over isospin,
U cc
′
LSJ =
∑
Tq
(−1)q Ttctc′T−q UTq, cc
′
LSJ , (5.33)
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and we insert quantities from this and Eqs. 5.25 and 5.32 into Eq. 5.18 to obtain
V Jcc′ (r) = i
lc′−lc
∑
LSJ
(5.34)
× 1√
4pi
(−1)jc′+Ic+J+lc lˆclˆc′ jˆcjˆc′ LˆJˆ
{
jc jc′ J
Ic′ Ic J
}(
lc lc′ L
0 0 0
)
lc lc′ L
sc sc′ S
jc jc′ J

× (−1)L+S−J (βcsc||SS||βc′sc′)
√
2Ic + 1 U
cc′
LSJ (r).
If we designate the second line by F JLSJ(lcscjcIc ; lc′sc′jc′Ic′), the coupling potential can be
written more compactly as
V Jcc′(r) = i
lc′−lc
∑
LSJ
F JLSJ (lcscjcIc ; lc′sc′jc′Ic′) (5.35)
×(−1)L+S−J (βcsc||SS||βc′sc′)
√
2Ic + 1 U
cc′
LSJ (r).
For the problem at hand the projectile spin and internal properties do not change because of
the interaction, apart from (possibly) the isospin projection, which is included in the U cc
′
LSJ
factor. Thus sc = sc′ ≡ s and we can drop the β indices. For spin-12 particles we have
(s = 1
2
||SS||s = 12) =
√
2(2S + 1), (5.36)
and for spin-0 particles we have only S = 0 and therefore L = J ; we drop the spin- and
isospin-dependent terms in the effective interaction and use
(s = 0||S0||s = 0) = 1. (5.37)
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Chapter 6
Implementation and Computer Codes
In this chapter we give general parameterizations for the coupling potentials used in distorted-
wave and coupled-channels calculations. Specific implementations are then described by how
they relate to these general forms. We also describe the relation between the formulas for
densities and interactions and their implementation in folding codes to yield plane-wave
approximation cross sections and transition potentials.
6.1 Coupled-Channels Method
6.1.1 General Forms for Coupling Potentials
The coupling potentials used in coupled-channel calculations are the quantities V Jcc′(r) that
appear on the right-hand side of the following system of coupled equations, which are de-
scribed in Sec. 5.1:{
d2
dr2
− lc(lc + 1)
r2
− 2µc
~2
V Jcc(r) + k
2
c
}
uc(r) =
∑
c′ 6=c
2µc
~2
V Jcc′(r) uc′(r). (6.1)
The notation is described in Sec. 5.1. We consider only local coupling potentials, but the
generalization to nonlocal couplings is straightforward. The complete state vector in channel
c is
uc(r)
r
|γc{[(lcsc)jc]Ic}JM〉 ≡ uc(r)
r
|c JM〉, (6.2)
where we do not show isospin quantum numbers explicitly. A representation of the channel-c
state vector, except for its radial dependence, is
|γc{[(lcsc)jc]Ic}JM〉 →
∑
µcνcmcMc
(lcµcscνc|jcmc)(jcmcIcMc|JM) ilc Ylcµc (ˆr)ΦβcscνcΨαcIcMc. (6.3)
The quantities Φβcscνc and Ψ
αc
IcMc
are the wave functions for the projectile and target, re-
spectively; they are functions of the internal coordinates of these particles only. βc and αc
describe additional quantum numbers required to complete the description of the states of
the projectile and target, and γc is an abbreviation for the set βcαc. Important properties
of the description of the channel wave functions and the coupling potentials that need to be
checked in intercomparisons between authors are
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• Inclusion of the phase factor ilc along with Ylcµc , inside the channel vector as is done
here. This factor is present but inconspicuous when the channel vector is written as
|c JM〉. In the potential, the corresponding phase factor ilc′−lc is sometimes included in
the potential (as here), but may be taken out of the potential and treated separately.
• Normalization of the angle factor, chosen here as Ylcµc (ˆr).
• Order of angular momentum coupling.
• The convention for defining the reduced matrix elements.
• Phases chosen for the angle factor and the target and projectile wave functions, which
if appropriately chosen lead to simple time-reversal behavior for the entire state (see
Eqs. 5.4,5.5).
• Direction of the vector between the target and the projectile. Unless otherwise stated,
in this document the vector extends from the target to the projectile.
We consider a coupling of greater generality than in Sec. 5.2, which does not restrict
the projectile spin and allows projectile excitation in principle. We do not include isospin
operators explicitly, but the treatment of inelastic scattering and charge exchange in Sec. 5.2
and elsewhere in this report shows how this can be done. The operator, which is rotationally
invariant, is ∑
LSJ
[YL(ˆr)×Q(p)S ]J ·Q(t)J , (6.4)
where Q
(p)
S and Q
(t)
J are tensor operators of rank S and J in the projectile and target spaces,
respectively. These tensor operators implicitly contain dependence on the radial coordinate r.
We use the dot-product notation as shown above, but one occasionally encounters the vector
coupling notation ∑
LSJ
[[YL(ˆr)×Q(p)S ]J ×Q(t)J ]00. (6.5)
The connection between these is
[YL(ˆr)×Q(p)S ]J ·Q(t)J = (−1)J
√
2J + 1 [[YL(ˆr)×Q(p)S ]J ×Q(t)J ]00. (6.6)
Thus the coupling potential is
V Jcc′(r) = 〈γc{[(lcsc)jc]Ic}JM|
∑
LSJ
[YL(ˆr)×Q(p)S ]J ·Q(t)J |γc′{[(lc′sc′)jc′]Ic′}JM〉, (6.7)
which can be written using the expression for the dot product of two commuting tensor
operators as
V Jcc′(r) =
∑
LSJ
(−1)jc′+Ic+J
{
J Ic jc
J jc′ Ic′
}
(6.8)
× (βc(lcsc)jc||[YL(ˆr)×Q(p)S ]J ||βc′(lc′sc′)jc′) (αcIc||Q(t)J ||αc′Ic′).
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The first matrix element can be factorized as
(βc(lcsc)jc||[YL ×Q(p)S ]J ||βc′(lc′sc′)jc′) (6.9)
= jˆcjˆc′Jˆ

lc lc′ L
sc sc′ S
jc jc′ J
 (lc||YL||lc′) (βcsc||Q(p)S ||βc′sc′),
and the orbital matrix element is evaluated as
(lc||YL||lc′) = ilc′−lc (−1)lc 1√
4pi
lˆclˆc′Lˆ
(
lc L lc′
0 0 0
)
, (6.10)
where we have now made the il factors in each channel explicit (see Eq. 5.3). Eq. 6.9 then
becomes
(βc(lcsc)jc||[YL ×Q(p)S ]J ||βc′(lc′sc′)jc′) = ilc′−lc
1√
4pi
(−1)lc lˆclˆc′ jˆcjˆc′ LˆJˆ (6.11)
×
(
lc lc′ L
0 0 0
)
lc lc′ L
sc sc′ S
jc jc′ J
 (βcsc||Q(p)S ||βc′sc′).
We put this last expression into Eq. 6.8 to get the complete expression for the coupling
potential,
V Jcc′(r) = i
lc′−lc
∑
LSJ
F JLSJ (lcscjcIc ; lc′sc′jc′Ic′) (βcsc||Q(p)S ||βc′sc′) (αcIc||Q(t)J ||αc′Ic′), (6.12)
where we have defined an angular momentum coupling coefficient
F JLSJ (lcscjcIc ; lc′sc′jc′Ic′) =
1√
4pi
(−1)jc′+Ic+J+lc lˆclˆc′ jˆcjˆc′ LˆJˆ (6.13)
×
{
jc jc′ J
Ic′ Ic J
}(
lc lc′ L
0 0 0
)
lc lc′ L
sc sc′ S
jc jc′ J
 .
6.1.2 Coupling Potentials in Fresco
We are interested in defining what must be supplied to Fresco when numerical form factors
are used to describe the coupling potentials. We refer to Appendix V: KIND=1 Spin Transfer
Couplings in the Fresco input manual [3], which contains additional information on the
meaning of the angular momentum coefficients. In comparing with the present results, we
use Table 6.1 to translate symbols. The documentation for Fresco in Computer Physics
Reports [4] indicates that the ilc′−lc phase factor is not included in the potential (see Eq. 30
in Ref. [4]). We thus make the identification
V Jcc′(r) = i
lc′−lc
∑
LSJ
V J,FrescoLSJ, cc′ (r), (6.14)
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here lc sc jc Ic lc′ sc′ jc′ Ic′ L S J J
Fresco L Ip J It L
′ I ′p J
′ I ′t ` sp st JT
Table 6.1: Correspondence between variables in this report and in the Fresco description.
where after translation of the symbols the expression for the coupling potential in the input
manual can be written as
V J,FrescoLSJ, cc′ (r) = (6.15)
× (−1)J+J+jc′+Ic
{
jc′ Ic′ J
Ic jc J
}
jˆcjˆc′

lc′ sc′ jc′
L S J
lc sc jc
 1√4pi Lˆlˆc′(lc′0L0|lc0)
×K(r),
where we have made corrections to Eq. (4) in Appendix V of Ref. [3] after consultation
with the author. According to the input manual, when using couplings with KIND=1 and
IP3=0, the program supplies the second line automatically and the user must supply the
factor K(r).
The task now is to identify K(r) so that Eq. 6.14 is satisfied. We convert the Clebsch-
Gordan coefficient in the above expression to a 3-j symbol by
(lc′0L0|lc0) = (−1)lc′−L
√
2lc + 1
(
lc′ L lc
0 0 0
)
. (6.16)
The 3-j, 6-j, and 9-j symbols appearing in Eq. 6.13 for the geometric factor F JLSJ and the
corresponding symbols in the two expressions above are identical, as can be seen by apply-
ing the appropriate symmetry relations. Then by comparing the geometrical coefficient in
Eq. 6.15 with F JLSJ we can write
V J,FrescoLSJ, cc′ (r) = F
J
LSJ(lcscjcIc ; lc′sc′jc′Ic′) (−1)J
1√
2J + 1
K(r), (6.17)
and by comparing with Eq. 6.12 we identify the factor the user must supply as
K(r) = (−1)J √2J + 1 (βcsc||Q(p)S ||βc′sc′) (αcIc||Q(t)J ||αc′Ic′). (6.18)
The factor (−1)J √2J + 1 simply corresponds to the difference between the dot-product and
vector-coupled forms for the rotationally-invariant operator.
Some questions relevant to this method for the input of externally-supplied potentials in
Fresco are
• The manual (Ref. [3]) indicates that the radial shapes for the form factors have to be
read in using Cards 16.7. Card 16.6 is intended. Following this card, the function K(r)
is read in using format 6f12.0, not free format. A blank line should not be placed
after each form factor, but rather at the end of the file when there are several form
factors or other items in FILE4.
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• According to the author, the form factor below the radius for the first externally-
supplied point is given the value of the form factor at the first point. The form factor
above the last point is extrapolated as 1/r.
We can now relate K(r) to the coupling potentials U cc
′
LSJ (r) for inelastic scattering and
charge exchange in Sec. 5.2. To do this we equate Eq. 5.35 for V Jcc′(r) to Eq. 6.14, and insert
the expression Eq. 6.17 for V J,FrescoLSJ, cc′ (r). The result is
K(r) = (−1)L+S
√
(2J + 1)(2Ic + 1) (s||SS||s) U cc′LSJ (r), (6.19)
where in this case the projectile is unchanged by the scattering, so that we can set sc = sc′ =
s; specific values of the matrix element for spin-0 and spin-1
2
projectiles are
(s||SS||s) = 1 (projectile spin s = 0); (6.20)
=
√
2(2S + 1) (projectile spin s = 1
2
). (6.21)
Note that when the coupled-channels calculation is solved to first order as a distorted-wave
approximation calculation, c′ is the initial channel and c is the final channel; this convention
is opposite to that in Chapter 4 where the final channel quantum numbers are primed. If the
potential is available in momentum space as U cc
′
LSJ (q), its value U
cc′
LSJ (r) in coordinate space
is calculated by the inverse Fourier transformation of Eq. C.9 or C.11.
6.1.3 Coupling Potentials from Tamura
Tamura’s review article [5] treats only couplings without spin transfer (S = 0), and assumes
the coupling does not change the projectile spin (sc = sc′ = s).
We relate Tamura’s A coefficient (Eq. 28 in Ref. [5]) to the geometric coefficient F JLSJ
of our Eq. 6.13. We note a misprint in Tamura’s equation – the factors ll′ immediately
preceding the Clebsch-Gordan coefficient should have hats. With this correction, we find in
our notation the correspondence
A(lcjcIc, lc′jc′Ic′, JJs) = i
lc′−lc
√
2s+ 1F JJ0J(lcsjcIc ; lc′sjc′Ic′). (6.22)
The projectile reduced matrix element is
(βcsc||Q(p)S ||βc′sc′)→ (s||(1)(p)0 ||s) = 1/
√
2s + 1. (6.23)
and thus we can write the coupling potential as
V Jcc′(r) = i
lc′−lc
∑
J
F JJ0J(lcsjcIc ; lc′sjc′Ic′) (αcIc||Q(t)J ||αc′Ic′), (6.24)
where the relation between the target matrix element and the quantities in Tamura’s article
is
(αcIc||Q(t)J ||αc′Ic′) =
∑
n
v
(n)
J (r)〈Ic||Q(t)(n)J ||Ic′〉, (6.25)
where the symbol t as used here indicates that the matrix element is in the target Hilbert
space; unfortunately Tamura uses the same index to distinguish different tensors of the same
rank. We therefore use n for this purpose. The above results should be sufficient to allow
translation of the expressions in Tamura’s paper into equivalent ones for use in other codes.
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6.2 Implementation of Folding Procedure
6.2.1 The allwrld Code
The densities in the allwrld code of Carr, Kelly, and Petrovich [6] are calculated in a
harmonic-oscillator basis using the expressions in Sec. 3.1, Eqs. 3.17–3.19 and Sec. B.2, with
the following exceptions and additional comments:
• The factor il in Eq. B.21 is omitted, and consequently the factor il1−l2 in Eq. B.22 is
absent.
• The phases of the harmonic oscillator wave functions are chosen to be positive near
the origin.
• The factor (4pi)−1 in the definition of the coordinate-space radial density (Eq. 3.11) is
omitted. As a result, the coordinate-space radial densities are larger than described in
Sec. 3.1 by a factor 4pi, but the momentum-space radial densities are the same as in
Sec. 3.1.
Table 6.2 shows the correspondence between the momentum-space densities in Sec. 3.1 and
their names in the allwrld output for inelastic scattering.
Natural parity, L = J
ρLSJ allwrld
ρJ0J rqj
ρJ1J rqsjj
Unnatural parity, L = J ± 1
ρLSJ allwrld
ρJ−1 1J rqsjll
ρJ+11J rqsjlu
Table 6.2: Correspondence between densities in Sec. 3.1 and notation in allwrld output
for q-space densities for inelastic scattering. See text regarding normalization and phase
conventions.
6.2.2 The Author’s Code, pwa
The current implementation of pwa calculates the matter and spin densities as described in
Sec. 3.1, Eqs. 3.17–3.19. The single-particle reduced matrix element in Eq. 3.17 is evaluated
as in Sec. B.2, except that the factors il and il1−l2 in Eqs. B.21 and B.22 are omitted. The
single-particle radial wave functions are defined so that they are always positive near the
origin. This leads to Z amplitudes defined in a basis with exactly the same single-particle
phases as in the allwrld program.
In comparisons with allwrld, tests using harmonic-oscillator wave functions yield iden-
tical results for the momentum-space radial densities. For the coordinate-space radial den-
sities, the values from allwrld are larger than from the author’s code by a factor of 4pi.
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This results from the choice made in Sec. 3.1 to include a factor of (4pi)−1 along with the
radial delta function in the definition of the r-space radial density (Eq. 3.11). This choice
was made to ensure that the r- and q-space radial densities are related by the expressions
for Fourier transforms in Appendix C.2 without an extra numerical factor.
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Chapter 7
Inelastic Scattering Using RPA
Amplitudes
7.1 Introduction
To calculate scattering to excited states whose structure is described by the random phase
approximation (RPA), we need to relate the amplitudes obtained from the RPA calculation
(usually called X and Y coefficients) to the spectroscopic amplitudes Z as described in
Section B.1. These Z coefficients can then be used either directly in an inelastic-scattering
code that uses them as input, or they may combined with particle and hole radial wave
functions to generate a transition density that can be folded with an effective interaction to
generate a transition potential on a radial mesh.
We illustrate these procedures here using the techniques, definitions and phase conven-
tions embodied in the Hartree-Fock and RPA codes written at Bruye`res-le-Chaˆtel. A version
of these codes is available at Livermore, and they are being used to generate information
on angular momentum and parity transfer in inelastic scattering reactions to highly excited
states. The codes were supplied by Marc DuPuis, who used (and extended) them for closely-
related work in his thesis project. A full account of the Hartree-Fock theory and the RPA
can be found in texts such as that of Ring and Schuck [7]; the thesis of Marc DuPuis [8]
(in French) contains a useful summary of the theory as embodied in the Bruye`res-le-Chaˆtel
codes.
We consider states |NJM〉 based on the exact (i.e. correlated) ground state |0〉. We
assume a 0+ ground state, and N distinguishes the different excited states of given angular
momentum J and parity; we henceforth suppress the parity quantum number of the excited
states.
The state vectors used to describe the Hartree-Fock basis are defined with the same
conventions as in Eq. B.21; namely
|nlsjmt〉 = φnljt(r)
r
il [Yl(ˆr)× χ 1
2
]jm χ
iso
1
2
t
, (7.1)
where the radial wave functions φnljt(r) are described as an expansion in a harmonic-oscillator
basis. With these state vectors we associate the creation and annihilation operators a†nlsjmt
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and anlsjmt. It is convenient to define a modified annihilation operator,
a˜nlsjmt = (−1)j−m anlsjmt, (7.2)
which is a spherical tensor of rank j and projection −m.
We now define particle (p) and hole (h) states corresponding to orbitals above or below
the Fermi surface, schematically indicated by p > F and p < F , respectively. The symbol p
represents all quantum numbers except the magnetic projection; i.e. p ≡ {nplp 12jptp}. The
same definition applies to the hole states; replace p by h.
With the above definitions we define an operator that creates a particle-hole pair coupled
to angular momentum J and projection M ,
A
†
JM (p, h˜) =
∑
mpmh
(jpmpjh −mh|JM) a†pmp a˜hmh. (7.3)
This definition is identical to that of Eq. B.4 used to define the Z coefficient in Eq. B.7 in
Section B.1. From the Hermitian conjugate of this, we define another operator that destroys
a particle-hole pair,
AJM¯ (p, h˜) = (−1)J−M AJ−M (p, h˜). (7.4)
Both of the above expressions are spherical tensors of rank J and projection M . The last
expression can be written in terms of the particle and hole operators as
AJM¯ (p, h˜) = (−1)J−jp+jh
∑
mpmh
(jhmhjp −mp|JM) a†hmh a˜pmp. (7.5)
This also is in the form of the A operator of Eq. B.4, except for the sign factor preceding
the summation.
We define a boson operator Θ†NJM that creates the RPA state |NJM〉 when applied to
the correlated ground state |0〉, which is the vacuum for the RPA excitations. We also define
the time-reversed destruction operator ΘNJM¯ = (−1)J−M ΘNJ−M . The relation between the
particle-hole operators and the boson operators is
A
†
JM (p, h˜) =
∑
N
XNJph Θ
†
NJM + Y
NJ
ph ΘNJM¯ (7.6)
AJM¯ (p, h˜) =
∑
N
XNJph ΘNJM¯ + Y
NJ
ph Θ
†
NJM , (7.7)
where XNJph and Y
NJ
ph are obtained as the solutions of the RPA equations. By taking matrix
elements of these equations between the excited and ground states, it follows that
〈NJM |A†JM (p, h˜)|0〉 = XNJph (7.8)
〈NJM |AJM¯ (p, h˜)|0〉 = Y NJph . (7.9)
TheX and Y coefficients are real. Their well-known normalization and orthogonality relation
is ∑
p>F
h<F
XNJph X
N ′J
ph − Y NJph Y N
′J
ph = δNN ′. (7.10)
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7.2 Z Coefficients and Transition Density in the RPA
From Eq. B.7 the spectroscopic amplitudes (Z coefficients) relevant to the problem at hand
are defined by
ZNJtt (α2j2, α1j1) =
1√
2J + 1
(NJ ||AJtt(α2j2, α1j1)||0) (7.11)
= 〈NJM |AJMtt (α2j2, α1j1)|0〉, (7.12)
where the initial (ground) state has spin 0. We need to keep only t1 = t2 = t (where t = ±12)
since the RPA excitations do not change the nuclear charge. Also, we have chosen to add
the superscript N in the symbol ZNJtt to specify the excited state completely.
The RPA amplitudes of Eqs. 7.8,7.9 involve only the creation or destruction of a particle-
hole pair; there are no particle-particle or hole-hole terms. We thus need only the coefficients
ZNJtt (p, h) = 〈NJM |AJMtt (p, h)|0〉 (7.13)
ZNJtt (h, p) = 〈NJM |AJMtt (h, p)|0〉, (7.14)
where p represents the particle Hartree-Fock states (p > F ), and h the hole states (h < F ).
From the definitions of the AJMtt operator of Eq. B.4 and those of the A
†
JM and AJM¯ operators
of Eqs. 7.3,7.5 we see that
A
†
JM (p, h˜) = A
JM
tt (p, h) (7.15)
AJM¯ (p, h˜) = (−1)J−jp+jh AJMtt (h, p). (7.16)
Inserting the values for the AJMtt operators from these expressions into Eqs. 7.13,7.14 and
using the expressions for the XNJph and Y
NJ
ph coefficients of Eqs. 7.8,7.9 yields the results
ZNJtt (p, h) = X
NJ
ph (7.17)
ZNJtt (h, p) = (−1)J−jp+jh Y NJph . (7.18)
These, together with ZNJtt (p, p
′) = ZNJtt (h, h
′) = 0, fully specify the specify the spectroscopic
amplitudes required to calculate the densities, as well as a wide class of other one-body
operators.
From Eqs. 3.16-3.19 the coordinate-space neutron (or proton) density is
ρ
n(p)
LSJ (rt) =
∑
n1l1j1
n2l2j2
1√
2J + 1
ZNJtt (n2l2j2, n1l1j1) (7.19)
× (n2l2j2t|| 1
4pi
δ(rt − r)
rtr
[YL(ˆrt)× SS]J ||n1l1j1t),
where rt refers to the radial coordinate of the density for the collection of nucleons in the
target nucleus; otherwise the quantity t takes the value +1
2
or −1
2
to indicate neutron or
proton single-particle states, respectively. Using the Hartree-Fock basis functions of Eq. 7.1
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we can write the density as
iLρ
n(p)
LSJ (rt) =
1
4pi
1√
2J + 1
∑
n1l1j1
n2l2j2
ZNJtt (n2l2j2, n1l1j1) (7.20)
× il1−l2+L (l2 12j2||[YL(ˆrt)× SS]J ||l1 12j1)
φn2l2j2t(rt)
rt
φn1l1j1t(rt)
rt
,
where we have multiplied the density by the factor iL. This ensures that the right-hand
side of the expression is real, since we are working in a representation in which the radial
functions are real and the factor il1−l2+L is real. This last observation follows by noting that
l1− l2+L is even, as a consequence of the parity selection rule in the 3-j symbol in Eq. B.26.
We now take advantage of the fact that the state n1l1j1 must be a particle state (which we
represent by p) and n2l2j2 a hole state (represented by h), or vice versa. The last expression
can be written as
iLρ
n(p)
LSJ (rt) =
1
4pi
1√
2J + 1
∑
p>F
h<F
(7.21)
[
ZNJtt (p, h) i
lh−lp+L (lp 12jp||[YL(ˆrt)× SS ]J ||lh 12jh)
+ ZNJtt (h, p) i
lp−lh+L (lh 12jh||[YL(ˆrt)× SS]J ||lp 12jp)
]
× φp(rt)
rt
φh(rt)
rt
.
We insert the values of Eqs. 7.17 and 7.18 for the Z coefficients into this expression, and use
the symmetry relation of Eq. B.27 to interchange the order of the particle and hole state in
the second reduced matrix element. The result is
iLρ
n(p)
LSJ (rt) =
1
4pi
1√
2J + 1
∑
p>F
h<F
′ [
XNJph + (−1)S Y NJph
]
(7.22)
× ilh−lp+L (lp 12jp||[YL(ˆrt)× SS]J ||lh 12jh)
φp(rt)
rt
φh(rt)
rt
.
This is now in a form suitable for numerical computation, using the expressions for the
reduced matrix element of the single-particle operator in Section B.2. For neutron densities
the sum is over only neutron particle-hole pairs, while for proton densities it is over only
proton particle-hole pairs; this condition is indicated by the prime on the summation sign.
As a special case, the ordinary (i.e. S = 0) density is
iJρ
n(p)
J0J (rt) =
(
1
4pi
) 3
2 ∑
p>F
h<F
′
(XNJph + Y
NJ
ph ) (7.23)
× ilh−lp−J (−1)jh− 12 jˆpjˆh
(
jp J jh
−1
2
0 1
2
)
φp(rt)
rt
φh(rt)
rt
.
We find that calculations of Eq. 7.22 for S = 0, if multiplied by 4pi, agree with the transition
densities printed out by the Bruye`res-le-Chaˆtel RPA code we have available. This factor of
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4pi is a consequence of the particular definition of the normalization of the transition density
chosen in the present work; see the discussion immediately following Eq. 3.14. There is an
expression similar to Eq. 7.23 in Marc DuPuis’s thesis, which has a slightly different phase
factor; we believe the result of Eq. 7.23 is correct.
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Appendix A
Angular-Momentum Conventions and
Other Definitions
A.1 General Remarks
• The conventions of Edmonds [2] are used for angular momentum quantities (rotation
matrices, reduced matrix elements, 3-, 6-, and 9-j symbols, etc.
• A hat on a vector indicates that it is a unit vector; e.g. xˆ is a unit vector in the
direction of x.
• A hat on a symbol representing an angular momentum has the following significance:
Jˆ ≡ √2J + 1. (A.1)
• We frequently use the following notation to indicate vector coupling, as well as the
order of coupling:
[AJ1 ×BJ2 ]J3M3 =
∑
M1M2
(J1M1J2M2|J3M3)AJ1M1 BJ2M2 . (A.2)
• The dot product of two tensors of the same rank, as defined by Edmonds [2], Eq. 5.2.4,
p. 72 is
AJ ·BJ =
∑
M
AJM (−1)MBJ−M (A.3)
= (−1)J√2J + 1 [AJ ×BJ ]00. (A.4)
• The factor ~ is normally omitted in writing angular momentum operators.
A.2 Definitions of Z¯ and Z¯1 Coefficients
The Z¯ and Z¯1 coefficients are combinations of 3-j and 6-j symbols that frequently appear
for absorption or emission of particles and gamma rays, respectively. There are variations
in definition among different authors, and so we show here the definitions we use.
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The following definition of Z¯ is exactly equivalent to that in Lane and Thomas [9],
Eq. 2.8a on page 292, and also to that used in [10]:
Z¯(ljl′j′; j1k) = (−1)j+j′
√
(2l + 1)(2l′ + 1)(2j + 1)(2j′ + 1)(2k + 1) (A.5)
×
(
l l′ k
0 0 0
){
l j j1
j′ l′ k
}
.
The following definition of Z¯1 is the one used in the radiative capture calculations of
Parker et al. [10]:
Z¯σσ
′
1 (LJL
′J ′;J1k) = (−1)L+J+L′+J ′+k (A.6)
×
√
(2L+ 1)(2L′ + 1)(2J + 1)(2J ′ + 1)(2k + 1)
×(−1)
[
1 + (−1)σ+σ′+L+L′+k
2
](
L L′ k
−1 1 0
){
L J J1
J ′ L′ k
}
.
Here L, σ (and L′, σ′) represent the gamma multipolarity; σ = 0 for electric multipoles and
σ = 1 for magnetic.
A.3 Special Relations among 3-j, 6-j, and 9-j Symbols
Several special relations among angular momentum coefficients are useful in simplifying or
speeding up calculations. Care should be exercised in using the following, since the angular
momentum selection rules are not always automatically enforced.
The following connection between 3-j and 6-j symbols is equivalent to that in deShalit
and Talmi [11] (p. 519):(
j2 J j1
−1
2
0 1
2
)
= −
√
(2l1 + 1)(2l2 + 1)
(
l2 l1 J
0 0 0
){
j1 j2 J
l2 l1
1
2
}
. (A.7)
The following relation connects 9-j symbols:
s s 1
l1 l2 J
j1 j2 J
 = l1(l1 + 1)− l2(l2 + 1)− j1(j1 + 1) + j2(j2 + 1)2√s(s+ 1)J(J + 1)

s s 0
l1 l2 J
j1 j2 J
 . (A.8)
This relation is stated incorrectly in Rotenberg et al. [12] (Eq. 3.24, p. 24).
The last expression may be simplified by using the expression for a 9-j symbol with a
zero argument. The result is
s s 1
l1 l2 J
j1 j2 J
 = (−1)j1+s+l2+J (A.9)
× l1(l1 + 1)− l2(l2 + 1)− j1(j1 + 1) + j2(j2 + 1)
2
√
s(s+ 1)(2s + 1)J(J + 1)(2J + 1)
{
j1 j2 J
l2 l1 s
}
.
This relation is incorrect in deShalit and Talmi (p. 520).
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We can combine the above expression with s = 1
2
and Eq. A.7 to evaluate a frequently-
occurring combination of 3-j and 9-j symbols:
√
(2l1 + 1)(2l2 + 1)
(
l2 l1 J
0 0 0
)
1
2
1
2
1
l1 l2 J
j1 j2 J
 = 1√6 (−1)l1−j1+ 12 (A.10)
× l1(l1 + 1) − l2(l2 + 1) − j1(j1 + 1) + j2(j2 + 1)√
J(J + 1)(2J + 1)
(
j2 J j1
−1
2
0 1
2
)
.
A.4 Rotation Operators and Matrices
All of the usual discussion of rotations follows from the observation that the operator
e−iθJ·nˆ, (A.11)
when applied to a state vector representing an object, results in an active rotation of the
object by the angle θ about the direction nˆ. By an active rotation, we mean that the same
coordinate system is used before and after the rotation, and that the object moves to a new
position within that frame. This and all rotations indicated below take place in a right-
handed sense. We find active rotations to be most convenient, but consider both active and
passive rotations below.
We now describe an active rotation of an object through the Euler angles (α, β, γ). To
do this, we imagine a coordinate system fixed in the object, and this coordinate system,
together with the object, is rotated three times in the following sequence. The axes of the
body-fixed coordinate system originally point in the directions (xˆ0, yˆ0, zˆ0).
• We rotate by α about the original z axis; the axes of the moving coordinate system
then point in directions (xˆ1, yˆ1, zˆ1).
• We next rotate by β about the new y axis, yˆ1; the axes of the moving coordinate
system then point in directions (xˆ2, yˆ2, zˆ2).
• Finally we rotate by γ about the new z axis, zˆ2; the axes of the moving coordinate
system then point in directions (xˆ3, yˆ3, zˆ3).
Assume that before rotation the object is represented by the function A(r), where r
indicates coordinates (x, y, z) or (r, θ, φ) relative to the original (space-fixed) system. Then
after rotation the object will be represented by a new function of the same coordinates,
A′(r) = e−iJz2γe−iJy1βe−iJz0αA(r), (A.12)
where Jz2 ≡ J · zˆ2, etc. Since the same rotation may be accomplished by performing the
rotations is the reversed order about the axes in the original (space-fixed) system, the last
expression is equivalent to
A′(r) = e−iJz0αe−iJy0βe−iJz0γA(r). (A.13)
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The last expression is the important one for active rotations. We now derive an expression
for a passive rotation. In this case, the same rotations are involved, but the object remains
fixed in its original position, and we look for its description in the new rotated coordinate
system. We start with the active rotation described above, and note that by construction
the object in its new, rotated, position is represented by the original function of the new
coordinates:
A(r′) = A′(r). (A.14)
We now make an active rotation of the object back to its original position by carrying out
the three rotations in the opposite order:
A(r) = e−iJz0(−α)e−iJy1(−β)e−iJz2(−γ)A(r′). (A.15)
Noting that in each of the three rotations the axis of rotation remains unchanged, we can
also write this as
A(r) = e−iJz1(−α)e−iJy2(−β)e−iJz3(−γ)A(r′), (A.16)
which is equivalent to carrying out the rotations in the reverse order about the axes in the
(xˆ3, yˆ3, zˆ3) system,
A(r) = eiJz3γeiJy3βeiJz3αA(r′). (A.17)
This is the important expression describing a passive rotation. Note that the same function
appears on both sides of the equation, but that the coordinates refer to the original system
on the left and the rotated system on the right. The rotations are made about axes defined
in the rotated system.
We use the definition of Edmonds [2] for the rotation operator,
R(α, β, γ) = eiJzαeiJyβeiJzγ. (A.18)
This allows us to write the active rotation as
A(r′) = A′(r) = R(0)(−α,−β,−γ)A(r) (A.19)
and the passive rotation as
A(r) = R(3)(γ, β, α)A(r′), (A.20)
where the superscripts on R indicate that the rotations are defined with respect to the
original coordinate system for the active rotation, and with respect to the rotated system
for the passive rotation.
We use Edmonds’ definition for the rotation matrices describing the transformations
among states with angular momentum eigenvalue j,
D
j
mm′(α, β, γ) = 〈jm|R(α, β, γ)|jm′〉, (A.21)
where all components within the matrix element must be described in the same coordinate
system. Then the active transformation of a state |jm(0)〉 yields the state
|jm(3)〉 =
∑
m′
|jm′(0)〉 Djm′m(−α,−β,−γ), (A.22)
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where |jm(3)〉 is the state after it has been actively rotated so that its projection on the
new (body-fixed) z axis is the same as it was on the original (space-fixed) z axis. The right
hand side gives its expansion in the basis defined in the space-fixed system. The passive
rotation expresses the wave function with projection m on the original z axis in terms of an
expansion in the basis functions in the rotated system:
|jm(0)〉 =
∑
m′
|jm′(3)〉 Djm′m(γ, β, α). (A.23)
Definitions of the rotation operator and D function vary among authors. We show here
the D functions as defined by
• Ed: Edmonds [2]
• BM: Bohr and Mottelson [13]
• BS: Brink and Satchler [14]
• Ro: Rose [15]
These definitions are
D
j
mm′(α, β, γ)Ed = 〈jm|eiJzαeiJyβeiJzγ|jm′〉 (A.24)
Djmm′(α, β, γ)BM = 〈jm|e−iJzαe−iJyβe−iJzγ|jm′〉∗ (A.25)
D
j
mm′(α, β, γ)BS = 〈jm|e−iJzαe−iJyβe−iJzγ|jm′〉 (A.26)
D
j
mm′(α, β, γ)Ro = 〈jm|e−iJzαe−iJyβe−iJzγ|jm′〉. (A.27)
Note that the definitions of Brink and Satchler and of Rose are identical. To convert to the
Edmonds notation the following relations are useful:
D
j
mm′(α, β, γ)BM = D
j∗
mm′(−α,−β,−γ)Ed = (−1)m
′−m Djmm′(α, β, γ)Ed (A.28)
D
j
mm′(α, β, γ)BS = D
j
mm′(−α,−β,−γ)Ed = Dj∗m′m(γ, β, α)Ed (A.29)
Djmm′(α, β, γ)Ro = D
j
mm′(−α,−β,−γ)Ed = Dj∗m′m(γ, β, α)Ed. (A.30)
A.5 Reduced Matrix Elements
We show here the relations between some commonly found definitions for the reduced matrix
elements. Abbreviations and sources of these are
• Ed: Edmonds [2]
• BM: Bohr and Mottelson [13]
• BS: Brink and Satchler [14]
• Ro: Rose [15]
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The definitions of the reduced matrix element from the above sources can be written as
〈j′m′|Tkq|jm〉 = (−1)2k 1√
2j′ + 1
(jmkq|j′m′) (j′||Tk||j)Ed (A.31)
= (−1)2k (jmkq|j′m′) (j′||Tk||j)BS (A.32)
=
1√
2j′ + 1
(jmkq|j′m′) (j′||Tk||j)BM (A.33)
= (jmkq|j′m′) (j′||Tk||j)Ro. (A.34)
To convert the other forms to the Edmonds form, which is normally used in these notes,
we have
(j′||Tk||j)BS = 1√
2j′ + 1
(j′||Tk||j)Ed (A.35)
(j′||Tk||j)BM = (−1)2k (j′||Tk||j)Ed (A.36)
(j′||Tk||j)Ro = (−1)2k 1√
2j′ + 1
(j′||Tk||j)Ed. (A.37)
A.6 B Expressions for Transition Strengths
From Bohr and Mottelson Vol. 1, p. 37 [13] we find the definition of B and its expression in
terms of the reduced matrix element. We show this definition and its expression in terms of
several definitions of the reduced matrix element as indicated in Sec. A.5:
B(Tλ; I1 → I2) =
∑
µM2
|〈I2M2|Tλµ|I1M1〉|2 (A.38)
=
1
2I1 + 1
|(I2||Tλ||I1)BM,Ed|2 (A.39)
=
2I2 + 1
2I1 + 1
|(I2||Tλ||I1)BS|2 (A.40)
Although the operator Tλ may be any spherical tensor, a common choice is the multipole
operator, which can be expressed as a sum over protons and neutrons as
Tλµ = cp
∑
p
rλp Yλµ(ˆrp) + cn
∑
n
rλn Yλµ(ˆrn), (A.41)
where the constants cp, cn may be chosen to yield the charge, isoscalar (or mass), isovector,
proton, or neutron multipole operators. It is important to remember to include kinematic
effective charges in these constants if appropriate.
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Appendix B
Spectroscopy in Second Quantization
B.1 Second Quantization and Z Amplitudes
An arbitrary one-body spherical tensor operator acting in a many-body nuclear system can
be represented in second quantization as
OJM TTq =
∑
α1j1m1t1
α2j2m2t2
〈α2j2m2t2|OJM TTq|α1j1m1t1〉a†α2j2m2t2aα1j1m1t1 (B.1)
=
∑
α1j1m1t1
α2j2m2t2
1√
2J + 1
(−1)j1−m1(j2m2j1 −m1|JM) (B.2)
× (α2j2t2||OJ ||α1j1t1)a†α2j2m2t2aα1j1m1t1
× 〈1
2
t2|TTq|12t1〉.
OJM is a space-spin operator and TTq is an isospin operator. In representing the single-
particle basis we have explicitly specified the isospin projection t (1
2
for neutrons and −1
2
for
protons), as well as the total angular momentum and projection jm. All other necessary
quantum numbers are abbreviated by α. Typically this includes n, the principal quantum
number, and l, the orbital angular momentum, with the spin of value 1
2
understood. The
isospin operator is defined so that T00 = 1, and the quantities T1q are the spherical com-
ponents of the vector of Pauli matrices τ . Note that in the second line above, the matrix
element has been reduced in angular momentum but not in isospin. We retain the isospin
labels t1, t2 in the reduced matrix element because the radial wave functions may depend on
whether the particle is a neutron or proton.
For further use, we define an abbreviation for the isospin matrix element,
Tt2t1Tq = 〈12t2|TTq|12t1〉. (B.3)
Values of the isospin matrix element Tt2t1Tq are shown in Table B.1.
We define a spherical tensor operator in Fock space by
AJMt2t1(α2j2, α1j1) =
∑
m1m2
(−1)j1−m1(j2m2j1 −m1|JM)a†α2j2m2t2aα1j1m1t1. (B.4)
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t2 t1 q T
t2t1
0q T
t2t1
1q
1
2
1
2
0 1 1
1
2
−1
2
1 0 −√2
−1
2
1
2
−1 0 √2
−1
2
−1
2
0 1 −1
Table B.1: Values of the isospin matrix element of Eq. B.3. Note that q = t2 − t1.
This operator is a spherical tensor because it is the vector coupling of two spherical tensors
of rank and projection j2m2 and j1m1,
a†α2j2m2t2 and (−1)j1+m1aα1j1−m1t1 , (B.5)
as can be seen by replacing m1 by −m1 everywhere in the defining equation for AJMt2t1. The
one-body operator may now be written as
OJM TTq =
∑
α1j1t1
α2j2t2
1√
2J + 1
(α2j2t2||OJ ||α1j1t1) AJMt2t1(α2j2, α1j1) Tt2t1Tq . (B.6)
The spectroscopic amplitudes ZJt2t1 are defined in terms of the reduced matrix elements
of the AJMt2t1 operators between nuclear states αiIi and αfIf , where again αi,f signify extra
quantum numbers needed to specify the states completely, including any necesary isospin
quantum numbers. The definition is:
ZJt2t1(α2j2, α1j1) =
1√
(2J + 1)(2Ii + 1)
(αfIf ||AJt2t1(α2j2, α1j1)||αiIi), (B.7)
where explicit reference to the initial and final states is not indicated on the left; this must
be remembered. We can now express the reduced matrix elements of the one body operator
between complete nuclear states in terms of reduced matrix elements between single-particle
states and spectroscopic amplitudes:
(αfIf ||OJ TTq||αiIi) =
∑
α1j1t1
α2j2t2
√
2Ii + 1 Z
J
t2t1
(α2j2, α1j1) (α2j2t2||OJ ||α1j1t1) Tt2t1Tq . (B.8)
The above definitions for the A operators and Z coefficients are discussed by Petrovich et
al. in the appendix to Ref. [16], along with comparisons of the notations and normalizations
of equivalent quantities used by other authors. In particular, we have chosen to work in
the so-called “p-n” scheme in which the individual nucleons are not coupled to total isospin.
Ref. [16] also discusses the case in which they are coupled to total isospin and the reduced
matrix elements are reduced in both angular momentum and isospin.
It is sometimes convenient to make a canonical transformation to particle and hole cre-
ation and destruction operators in which, for orbitals below the Fermi energy, we define
b†αjmt = (−1)j±maαj−mt. (B.9)
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The sign in the phase factor varies among authors; we choose the upper sign. b†αjmt is a
spherical tensor of rank and projection jm.
The definition of the Z amplitudes is chosen so that for excitation of a single particle-hole
pair (without charge exchange) coupled to spin J starting from a closed spin-0 core, the Z
amplitude is unity, within a phase that can be chosen as ±1. That is, for use in Eq. B.7, we
choose
|αiIiMi〉 → |00〉 and |αfIfMf 〉 → ±AIfMftt (α′2j′2, α′1j′1)|00〉. (B.10)
Working this out by inserting B.4 and B.10 into B.7 leads to
ZJt2t1(α2j2, α1j1) = ± δJIf δα2j2t2,α′2j′2t δα1j1t1,α′1j′1t. (B.11)
The choice of sign in the preceding two equations corresponds to the choice of sign in the
defining relation for the hole operators in Eq. B.9.
We can also find a simple expression for the Z amplitude for a transition between two
orbitals outside a closed core (again without charge exchange). In this case we choose
|αiIiMi〉 → a†αijimit|00〉 and |αfIfMf 〉 → a†αfjfmf t|00〉 (B.12)
and the result is
ZJt2t1(α2j2, α1j1) =
1√
2ji + 1
δα2j2t2,αfjf t δα1j1t1,αijit, (B.13)
where J can range from |ji − jf | to ji + jf .
Let us consider the effect of a change in the single-particle basis. Since we consider the
total angular momentum, its z-axis projection, and the isospin projection to be conserved,
we can consider the transformation to connect one set of quantum numbers α with another
set β. Thus
|αjmt〉 =
∑
β
|βjmt〉 〈βjmt|αjmt〉 ≡
∑
β
|βjmt〉 〈β|α〉jt, (B.14)
where in the definition on the right we recognize that the transformation coefficients are
independent of m. As an example, the α states might represent a basis of Hartree-Fock
states and the β states spherical harmonic oscillator states. The treatment shown here
can be easily generalized for other expansions in which j is not conserved, such as in the
expansion of deformed-potential single-particle states on a spherical basis. We can therefore
rewrite Eq. B.8 as
(αfIf ||OJ TTq||αiIi) =
∑
α1β1j1t1
α2β2j2t2
√
2Ii + 1 Z
J
t2t1
(α2j2, α1j1) (B.15)
× 〈α2|β2〉j2t2 (β2j2t2||OJ ||β1j1t1) 〈β1|α1〉j1t1 Tt2t1Tq .
We see from this last equation that we can redefine the Z amplitudes in the new basis,
(αfIf ||OJ TTq||αiIi) =
∑
β1j1t1
β2j2t2
√
2Ii + 1 Z
J
t2t1
(β2j2, β1j1) (β2j2t2||OJ ||β1j1t1) Tt2t1Tq , (B.16)
where
ZJt2t1(β2j2, β1j1) =
∑
α1α2
〈α2|β2〉j2t2 ZJt2t1(α2j2, α1j1) 〈β1|α1〉j1t1. (B.17)
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B.2 Evaluation of Single-Particle Matrix Elements
In this section we work out the expressions for the single-particle matrix elements of an
important class of operators, which have the form
OLSJM TTq = fLSJ (r) [YL(ˆr)× SS ]JM TTq (B.18)
where S = 0 or 1. The operators SSν are defined by
S00 = 1 and S1ν = σ1ν, (B.19)
where the quantities σ1ν are the spherical components of the Pauli operator σ. Similarly,
the isospin operators TTq are defined by
T00 = 1 and T1q = τ1q, (B.20)
where the quantities τ1q are the spherical components of the Pauli operator τ .
The state vectors in a spherical basis are described by
|nlsjmt〉 = unljt(r)
r
il [Yl(ˆr) × χ 1
2
]jm χ
iso
1
2
t
. (B.21)
Note, in particular, the inclusion of the il factor and the choice of coupling order. The index
s in the ket on the left always has the value 1
2
. The index t on the isospinor χiso1
2
t
is 1
2
for
neutrons and −1
2
for protons.
We evaluate the following matrix element, which is reduced in angular momentum but
not in isospin:
(n2l2s2j2t2||fLSJ(r) [YL(ˆr)× SS]J TTq||n1l1s1j1t1) (B.22)
= il1−l2
∫ ∞
0
dr u∗n2l2j2t2(r) fLSJ (r) un1l1j1t1(r)
× (l2 12j2||[YL × SS]J ||l1 12j1) Tt2t1Tq ,
where the isospin matrix element is Tt2t1Tq = 〈12t2|TTq|12t1〉; numerical values of this matrix
element are shown in Table B.1. Eq. B.22 can be substituted for the combination of reduced
matrix element and isospin matrix element on the right-hand side of Eq. B.8.
The reduced matrix element on the right can be factored using Edmonds, Eq. 7.1.5,
p. 110 as
(l2
1
2
j2||[YL × SS]J ||l1 12j1) = jˆ1jˆ2Jˆ

l2 l1 L
1
2
1
2
S
j2 j1 J
 (l2||YL||l1) (12 ||SS||12), (B.23)
and the two reduced matrix elements in this expression are evaluated using Edmonds,
Eqs. 5.4.4 and 5.4.6, p. 76 as
(l2||YL||l1) = (−1)l2 1√
4pi
lˆ1lˆ2Lˆ
(
l2 L l1
0 0 0
)
. (B.24)
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and
(1
2
||SS||12) =
√
2 Sˆ. (B.25)
The result is
(l2
1
2
j2||[YL × SS]J ||l1 12j1) =
1√
2pi
(−1)l2 lˆ1lˆ2jˆ1jˆ2LˆSˆJˆ
(
l2 l1 L
0 0 0
)
l2 l1 L
1
2
1
2
S
j2 j1 J
 . (B.26)
The following symmetry relation results from interchanging initial- and final-state quantum
numbers:
(l1
1
2
j1||[YL × SS ]J ||l2 12j2) = (−1)L+S+J+j2−j1 (l2 12j2||[YL × SS]J ||l1 12j1). (B.27)
We now write the expressions for the two possible values of S. For S = 0, the 9-j symbol
in Eq. B.23 reduces to a 6-j, and we require L = J . Then Eq. B.23 simplifies to
(l2
1
2
j2||YJ ||l1 12j1) =
1√
4pi
(−1)j1+ 12+J lˆ1lˆ2jˆ1jˆ2Jˆ
(
l2 l1 J
0 0 0
){
l2 j2
1
2
j1 l1 J
}
(B.28)
=
1√
4pi
(−1) 12−j2+J Z¯(l2j2l1j1; 12J), (B.29)
where the Z¯ coefficient is defined in Eq. A.5. A further simplification is found by using a
special relation involving 3-j and 6-j symbols (see Eq. A.7), which leads to:
(l2
1
2
j2||YJ ||l1 12j1) =
1√
4pi
(−1)j1− 12+J jˆ1jˆ2Jˆ
(
j2 J j1
−1
2
0 1
2
)
. (B.30)
For S = 1 the general result is
(l2
1
2
j2||[YL × σ]J ||l1 12j1) =
√
3
2pi
(−1)l2 lˆ1lˆ2jˆ1jˆ2LˆJˆ
(
l2 l1 L
0 0 0
)
l2 l1 L
1
2
1
2
1
j2 j1 J
 . (B.31)
For L 6= J no further simplification is possible, but if L = J we can use a special relation
for the combination of 3-j and 9-j symbols (Eq. A.10) to yield
(l2
1
2
j2||[YJ ×σ]J ||l1 12j1) =
1√
4pi
ξ(l1l2j1j2J) (−1)j1− 12+J jˆ1jˆ2Jˆ
(
j2 J j1
−1
2
0 1
2
)
, (B.32)
where we have defined
ξ(l1l2j1j2J) =
l1(l1 + 1) − l2(l2 + 1) − j1(j1 + 1) + j2(j2 + 1)√
J(J + 1)
. (B.33)
Note that (l2
1
2
j2||[YJ × σ]J ||l1 12j1) = ξ(l1l2j1j2J) (l2 12j2||YJ ||l1 12j1).
If the coupling order of the orbital and spin angular momenta in the single-particle states
is reversed, it is easy to see that
(1
2
l2j2||[YL × SS]J ||12l1j1) = (−1)j2−j1+l2−l1(l2 12j2||[YL × SS]J ||l1 12j1). (B.34)
Also, if the coupling order in the operator is reversed, we find
(l2
1
2
j2||[SS × YL]J ||l1 12j1) = (−1)L+S−J (l2 12j2||[YL × SS]J ||l112j1). (B.35)
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Appendix C
Fourier-Bessel Expansions
C.1 Introductory Remarks
The following discussion is based on the treatment of Petrovich [17], which has been applied
to inelastic scattering by Petrovich, Carr, and McManus in Ref. [1].
C.2 Transformation of Partial-Wave Functions
We consider the Fourier-Bessel series expansion of a function that can be expressed in the
form
f(r) = fJM (r)Y
∗
JM (ˆr), (C.1)
which is defined within a radius R. We refer to the radial part fJM (r) as a partial-wave
function. In applications the function fJM is frequently independent of M and is then
labeled fJ ; we retain the more general form. The Fourier transform is defined as
f(q) =
∫
dr e±iq·rf(r), (C.2)
where the domain of the radial part of the integral is 0 to R. Petrovich employs the lower
(−) sign; we retain both possibilities.
We use the expansion
e±iq·r = 4pi
∑
JM
(±i)J jJ(qr) YJM (ˆr)Y ∗JM (qˆ) (C.3)
= 4pi
∑
JM
(±i)J jJ(qr) Y ∗JM (ˆr)YJM (qˆ) (C.4)
= 4pi
∑
J
(±i)J jJ(qr) Y ∗J (ˆr) · YJ (qˆ), (C.5)
where in the last line we have used the definition of the dot product of spherical tensors (see,
for example, Edmonds [2]). Inserting this in Eq. C.2 we find
f(q) = (±i)JfJM (q)Y ∗JM(qˆ), (C.6)
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where we have defined
fJM (q) = 4pi
∫ R
0
dr r2jJ (qr)fJM(r), (C.7)
which is the partial-wave form of the transformation; we refer to the function fJM (q) as the
partial-wave function in momentum space.
The reverse transformation is given by
f(r) =
∞∑
n=1
w2n
∫
dqˆn e
∓iqn·rf(qn), (C.8)
where |qn| ≡ qn = npi/R, and w2n = n2/(8R3) = (2pi)−3q2n∆qn, where ∆qn = pi/R. By
inserting Eqs. C.1, C.4, and C.6 into Eq. C.8 and carrying out the angular integral we find
the partial-wave form of the reverse transformation,
fJM (r) = 4pi
∞∑
n=1
w2n jJ (qnr) fJM (qn). (C.9)
In the limit R→∞ it is easy to see that the expression for the reverse transformation is
the usual Fourier integral; that is,
f(r) =
1
(2pi)3
∫
dq e∓iq·rf(q), (C.10)
where the integral extends over all momentum space, or in partial-wave form
fJM (r) =
4pi
(2pi)3
∫ ∞
0
dq q2jJ (qr)fJM(q). (C.11)
Numerical calculations are more efficiently carried out using the series representation than
the integral representation; examples are shown in Ref. [17]. The above expressions show how
to convert from one form to the other. It is usually more convenient to carry out derivations
of the expressions for physical applications in the integral representation rather than the
series representation. In this case, we replace the upper limit R on the radial integrals by
∞. When converting from the integral representation to the series representation, Eqs. C.9
and C.11 above show that it suffices to make the replacement∫ ∞
0
dq q2 (· · ·)→ (2pi)3
∑
w2n (· · ·), (C.12)
together with a corresponding replacement of q in the integrand by qn in the sum.
If the partial wave expansion of the function to be transformed is defined in terms of
YJM instead of Y
∗
JM , the above discussion is unaltered. That is, if Y
∗
JM is replaced by YJM
in Eq. C.1, all expressions are identical except for the same replacement in Eq. C.6.
We can define alternative normalizations for the transformed function. For example, if
we define the forward transformation as
f ′JM (q) =
∫ R
0
dr r2jJ (qr)fJM(r), (C.13)
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so that f ′JM(q) = fJM (q)/(4pi), then the reverse transformation may be written as
fJM(r) =
∞∑
n=1
w′2n jJ (qnr) f
′
JM (qn) (C.14)
where w′2n = (4pi)
2w2n = (2pi
2/R3)n2. Thus this choice of normalization and definition of
the weight factor gets rid of the explicit factors of 4pi preceding the integral or sum in the
transformations.
C.3 Transformation of Scalar Functions
It is often useful to choose a different normalization for functions with JM = 00; i.e.
functions of the form
v(r) = v(r), (C.15)
in which the factor Y00 = 1/
√
4pi is omitted. We also omit this factor in the transformed
function. Then v(q) = v(q) may be expressed as
v(q) =
∫
dr e±iq·rv(r) = 4pi
∫ ∞
0
dr r2j0(qr)v(r), (C.16)
which is the same as the relation between the partial wave functions, Eq. C.7. We have here
taken R → ∞, since we assume that v(r) is small beyond R, as will be the case for the
nucleon-nucleon interaction in inelastic scattering calculations.
The transformed functions provide simple expressions for the volume integral J and
mean-square radius 〈r2〉 of the function v(r). The volume integral is obtained immediately
by setting q = 0 in Eq. C.16,
J = v(q = 0). (C.17)
To get the m.s. radius, we expand the spherical Bessel function in Eq. C.16 as
j0(qr) =
sin(qr)
qr
= 1 − 1
6
q2r2 + · · · . (C.18)
We insert this in Eq. C.16 and take the derivative of both sides with respect to q2. This
leads to the result
〈r2〉 = −6 1
J
dv(q)
d(q2)
∣∣∣∣
q=0
. (C.19)
The following is a collection of expressions for several frequently-encountered scalar func-
tions, together with their volume integrals and mean square radii.
• Gaussian interaction:
v(r) = −V0 e−µ2r2 (C.20)
v(q) = −V0 1
µ3
pi3/2e−q
2/(2µ)2 (C.21)
J = −V0 1
µ3
pi3/2 (C.22)
〈r2〉 = 3
2
1
µ2
(C.23)
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• Yukawa interaction:
v(r) = −V0 e−µr/(µr) (C.24)
v(q) = −V0 1
µ
4pi
q2 + µ2
(C.25)
J = −V0 4pi
µ3
(C.26)
〈r2〉 = 6 1
µ2
(C.27)
• Zero-range interaction:
v(r) = −J0 δ(r) (C.28)
v(q) = −J0 (C.29)
J = −J0 (C.30)
〈r2〉 = 0 (C.31)
• Coulomb interaction (J and 〈r2〉 undetermined):
v(r) = Z1Z2 e
2/r (C.32)
v(q) = 4pi Z1Z2 e
2/q2 (C.33)
• Woods-Saxon interaction, to be calculated numerically:
v(r) = −V0 1
1 + exp( r−R
a
)
(C.34)
v(q) = −4piV0
∫ ∞
0
dr r2
1
1 + exp( r−R
a
)
j0(qr) (C.35)
J = −4piV0
∫ ∞
0
dr r2
1
1 + exp( r−R
a
)
(C.36)
〈r2〉 = −4piV0 1
J
∫ ∞
0
dr r4
1
1 + exp( r−R
a
)
(C.37)
• Exponential function, frequently used to represent proton charge distribution normalized
to unit volume integral:
v(r) =
κ3
8pi
e−κr (C.38)
v(q) =
(
1 +
q2
κ2
)−2
(C.39)
J = 1 (C.40)
〈r2〉 = 12/κ2 (C.41)
The proton charge distribution is well described with κ2 = 18.774 fm−2, which corre-
sponds to 〈r2〉 = 0.63918 fm2, or r.m.s. radius 0.79949 fm.
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It is useful to note the correspondence between the strength and inverse-range parameters
of the Gaussian and Yukawa interactions that yields the same volume integral and mean-
square radius:
V0(Yukawa) =
√
4pi V0(Gaussian) (C.42)
µ(Yukawa) = 2µ(Gaussian). (C.43)
C.4 Convolution and Scaling Formulas
Consider a function U obtained by convolution of two functions v and f ; that is
U(r) =
∫
dr′ v(r− r′) f(r′). (C.44)
If we transform this equation to momentum space by transforming each of the functions
using Eqs. C.2,C.10, we obtain the well-known result
U(q) = v(q) f(q). (C.45)
We now specialize this general result to the case where v is a scalar function as in Eq. C.15,
and f is a partial-wave function as given by Eq. C.1. Then U is also a partial-wave function
with the same values of J,M as f , and the convolution function becomes
UJM (q) = v(q) fJM(q). (C.46)
We also note a radial scaling law. If we define a function F that is the Fourier transform
of a function f scaled by a parameter α by
Fα(q) =
∫
dr f(r/α) e±iq·r, (C.47)
we easily find by changing the integration variable that
Fα(q) = αF1(αq). (C.48)
This result applies also to the scalar and partial-wave forms, with obvious changes in nota-
tion.
C.5 Delta Function
The delta function can be expanded in spherical harmonics as
δ(r− r′) = δ(r− r
′)
rr′
∑
JM
Y ∗JM (ˆr) YJM (ˆr
′), (C.49)
and we want to find the Fourier transform with respect to r, regarding r′ as a parameter.
By using Eqs. C.6 and C.7, we find that under Fourier transformation
δ(r− r′)
rr′
Y ∗JM (ˆr)→ (±i)J4pijJ (qr′)Y ∗JM (qˆ). (C.50)
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The transform of the three-dimensional delta function is∫
dr e±iq·r δ(r− r′) = e±iq·r′. (C.51)
The three-dimensional delta function can be represented as
δ(r− r′) = 1
(2pi)3
∫
dq e±iq·(r−r
′). (C.52)
We show here a similar relation for the radial delta function. To do this, we write
e±iq·(r−r
′) = e±iq·re∓iq·r
′
(C.53)
and expand both factors on the right in spherical harmonics using Eqs. C.3-C.4. We integrate
the resulting expression over q, use the orthogonality relation for the spherical harmonics,
and divide by (2pi)3. This yields
1
(2pi)3
∫
dq e±iq·(r−r
′) =
∑
JM
2
pi
∫ ∞
0
dq q2 jJ (qr)jJ(qr
′)Y ∗JM (ˆr)YJM (ˆr
′). (C.54)
Since the expression on the left is just the three-dimensional delta function, we may com-
pare this equation with Eq. C.49 to find an orthogonality relation for the spherical Bessel
functions,
δ(r− r′)
rr′
=
2
pi
∫ ∞
0
dq q2 jJ(qr)jJ (qr
′), (C.55)
or by interchanging r and q coordinates,
δ(q − q′)
qq′
=
2
pi
∫ ∞
0
dr r2 jJ(qr)jJ (q
′r). (C.56)
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