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Abstract: In this paper, we examine methods to classify hate speech in social media. We aim to establish lexical base-
lines for this task by applying classification methods using a dataset annotated for this purpose. As features,
our system uses Natural Language Processing (NLP) techniques in order to expand the original dataset with
emotional information and provide it for machine learning classification. We obtain results of 80.56% accu-
racy in hate speech identification, which represents an increase of almost 100% from the original analysis used
as a reference.
1 Introduction
The proliferation of hate speech poses a new set of
challenges. Notably, in the fast-paced and fragmented
online discussion - in which many key-features are not
present (such as gestures, facial expressions, intona-
tion, etc.) the words used and writing styles can re-
veal information about our preferences, thoughts, emo-
tions, and behaviours. Despite widespread recognition
of the problems posed by such content, reliable solu-
tions even for detecting hateful speech are lacking. In
fact, hate speeches published and diffused via online en-
vironments have the potential to cause harm and suffer-
ing to individuals and lead to social disorder beyond cy-
berspace. Therefore, the detection of abusive language
in user-generated online content has become an issue
of increasing importance in recent years. Having auto-
mated techniques aim to programmatically classify text
as hate speech, making its detection easier and, conse-
quently, its mitigation.
One way to detect hate speech is using a lexicon-
based approach, as presented by Gitari [4]. Meanwhile,
as claimed by Davidson [2], lexical detection methods
tend to have low precision because they classify all mes-
sages containing particular terms as hate speech. In
our work, we investigate the problem of detecting hate
speech online using lexical and emotional approaches.
2 Background
In this section, we present the definitions that are im-
portant to clarify in the problem of hate speech auto-
matic classification. We analyse here different perspec-
tives on the hate speech definition and also the work
conducted so far in, mainly, lexicon-based hate speech
automatic detection/classification.
2.1 Introduction to Hate Speech
“Hate speech” is an emotive concept, and there is no uni-
versally accepted definition of it in international human
rights law. Many would claim they can identify “hate
speech” where they see it, but the criteria for doing so
are often elusive or contradictory. Therefore, for Brown
[1] the idea that the concept “hate speech” might be a
complex concept, composed of two basic concepts hate
and speech. According to the author, it can be split into
two main components:
• Hate: the intense and irrational emotion of oppro-
brium, enmity and detestation towards an individ-
ual or group, targeted because of their having cer-
tain - actual or perceived – protected characteristics
(recognised under international law). “Hate” is more
than mere bias, and must be discriminatory. Hate is
an indication of an emotional state or opinion, and
therefore distinct from any manifested action.
• Speech: any expression imparting opinions or ideas
– bringing a subjective opinion or idea to an exter-
nal audience. It can take many forms: written, non-
verbal, visual or artistic, and can be disseminated
through any media, including internet, print, radio,
or television.
Beyond these two basic elements, and to put sim-
ply, “hate speech” is any emotional expression of hate
towards people. Based on this, we define, as a working
definition, the hate speech in the scope of this work as:
Any emotional expression imparting opin-
ions or ideas – bringing a subjective opinion or
idea to an external audience- with discriminatory
purposes. It can take many forms: written, non-
verbal, visual, artistic, and may be disseminated
through any media, including internet, print, ra-
dio, or television.
2.2 Related Work
In recent years, at the same time as the hate speech
concept has become more popular, several works have
been published related to the identification, detection,
and characterisation of hate speech and its actors. How-
ever, few datasets have been collected, annotated, and
released by other researchers around abusive behaviour
on social media. Indeed, there is a general lack of sys-
tematic monitoring, documentation and data collection
of hate content. It is a fundamental problem that limits
much of the results of the latest studies.
Despite this limitation, studies on computational
methods to hate speech detection have been growing
mainly focusing on adapting strategies in text mining to
the specific problem of automatic hate speech detection.
When examining the methods to detect hate speech in
social media, the most common approach found consists
in building Machine Learning models for hate speech
classification. The majority of the studies try to adapt
strategies already known in text mining to the specific
problem of automatic hate speech detection, e.g. us-
ing dictionaries and lexicons. There are some works
which served as inspiration for this approach. For exam-
ple, one exciting work aimed to establish lexical base-
lines for classification by applying supervised classifi-
cation methods using a dataset annotated for this pur-
pose is presented by Malmasi and Zampieri [7]. They
achieve to obtain a 78% accuracy in identifying posts
across three classes (Hate, Offensive and Ok) using an
approach based on N-Gram and linear SVM to perform
multi-class classification. It contributed to the idea of
preprocessing a text prior to the classification using ma-
chine learning. Davidson [2], using a crowd-sourced
hate speech lexicon and a trained multi-class classifier
to distinguish between hate speech from another offen-
sive language (when differentiation is more difficult)
presented a work which concluded that racist and ho-
mophobic tweets are more likely to be classified as hate
speech, but that sexist tweets are classified as offensive.
This work contributed as the source of the dataset used
in our tests.
Sentiment analysis is a valuable tool that helps to in-
crease machine learning classification, as demonstrated
by Martins [9], which used an approach based in lexical
analysis and machine learning classification to increase
the authorship identification, contributing with the idea
of using emotional labels as dimensions in the classifier,
using the same approach presented by Xu [14] who ap-
ply sentiment analysis to detect bullying in tweets, still
scarce.
3 Text Processing & Data analysis
Social media is a rich source of information about
opinions. According to Foux [3], “social media is
perceived by consumers as a more trustworthy source
of information regarding products and services than
corporate-sponsored communications transmitted via
the traditional elements of the promotion mix.” Due to
the enormous amount of information and opinions avail-
able in social media, unfortunately, it is difficult to filter
what users post individually, which facilitates the spread
of hate speech in these media since often the reaction to
the posting is delayed.
On the other hand, it is undeniable that the hate
speech is loaded with emotions. Since these emotions in
the text may represent an emotional pattern characteris-
tic of this type of discourse, an alternative to help iden-
tify this type of content would be to analyse the emo-
tional profile of the comments.
3.1 Sources validation
To detect hate speech, it is mandatory first know what
hate speech is and which features are relevant in hate
speech. For this purpose, it was analysed the hate speech
dataset provided by Davidson and Warmsley [2], which
provides a set of 24782 tweets classified in hate speech
(1430), offensive language (19190) or neither (4162).
These tweets were manually classified, so the differen-
tiation between each classification was subjective, ac-
cording to the reviewer interpretation.
The dataset was deconstructed using Natural Pro-
cessing Language (NLP) techniques to identify which
words into the set of all texts classified as hate speech
were more relevant and more frequent and whether that
content pointed to hate speech.
After all the sentences had their stopwords removed,
it was applied TF-IDF to rank the most relevant words in
the dataset and count all words to rank the most frequent
words. Visually it is easy to figure out that the most well-
ranked words contain a rather marked hatred, as can be
seen in Fig. 1 where the most well-classified words are
more significant and located in the middle of the word
cloud while the worst classified words are smaller and
located in the edges, however, it does not guarantee that
they are hate speech. So, a way to ensure that such words
are hate speech is to consult their existence in a specific
lexicon. For this action, it was used the lexicon provided
by Hatebase1 containing a set of words considered hate
speech.
The objective of this analysis is to assure that the
dataset contains hate speech. To achieve this objective,
two different analysis were performed: a TF-IDF to de-
tect the most relevant words in the texts and counting
of a bag-of-words to identify the most frequent words.
Thereby, according to Table 1, the more significant is
the relevant words set, the smaller is the number of
these words in the hate speech lexicon, indicating that
the most relevant words in the dataset tend to be words
of hatred. Also, regardless of the number of frequent
words, the percentage of their existence in the hate lexi-
con is less than 50%, indicating that their use as a metric
is not as reliable as the most relevant words.
Table 1: Dataset’s words existence in hate lexicon
Relevant words Frequent words
Top 10 50% 40%
Top 25 60% 44%
Top 50 42% 34%
Top 100 31% 26%
Top 200 22% 18%
Top 500 12% 10%
So, according to this analysis, the dataset can be con-
sidered as a good source for training the model to de-
tect the hate speech, because in their sentences classified
as hate speech, there more than 50% of relevant words
from hate speech classified sentences identified as hate
speech in Hatebase’s lexicon.
3.2 Emotion models for detecting emotion
in text
In the literature, there are different theories to model
emotions, their associated behaviours and discuss how
emotions are elicited in our cognitive system.
According to Scherer [13], the current models of
emotion can be divided into four major groups: di-
mensional models, discrete emotions models, meaning-
1http://www.hatebase.org
oriented models and componential models. For the au-
thors, the primary focus of dimensional models is sub-
jective feeling, discrete emotion models focus in mo-
tor expression or adaptive behaviour patterns, meaning
models are aimed to a verbal description of subjective
feelings, and componential models focus in a link be-
tween emotion-antecedent evaluation and differentiated
reaction patterns.
While the objective of this work is identifying the
emotions contained in hate speech and how they can
contribute to its identification, in this study will be only
considered the discrete emotions model.
The discrete emotional models consider that every
emotion is composed of universally displayed and rec-
ognized basic emotions, as happiness, anger, sadness,
surprise, disgust, and fear, for instance. One of the
main advantages of discrete models is that, through psy-
chophysical experiments, the perception of emotions by
human beings is discrete.
Discrete models group emotions into categories and
assume that they are independent. In the literature,
among the discrete models, a well-known model is the
so-called wheel of basic emotions, proposed by Plutchik
[11]. This model proposes the existence of eight basic
emotions: anger, anticipation, disgust, fear, joy, sad-
ness, surprise and trust. The secondary emotions around
the perimeter arise from the blending of two primary
emotion which are close to each other. The emotional
intensity is represented by the colour intensity, where
the most intense levels are solid and vice versa.
To define the emotional model, all phrases classified
as hate speech in the dataset were analysed through a
lexicon-based approach, consisting in comparing the la-
belled emotion contained into the EmoLex [10] lexicon
against the words existent in the phrase.
Considering the texts available into this dataset, it
was possible to define the hate speech emotional model,
as presented in Fig. 2, containing the values of each
basic emotion.
Moreover, in this analysis, the positive and negative
polarities of the texts have reached an average of 0.32
and 0.68 respectively. It means that for every positive
word in a hate speech, in general, there are two negative
words.
Hence, when applying the Person’s correlation co-
efficient (r2) between polarities and basic emotions, as
presented in Table 2, it is possible to figure out which
basic emotion is related to positive and negative polari-
ties.
Another analysis made was concerned in the distri-
bution of hate speech. For this objective, when applying
the r2 to the emotional values for each hate speech text
Figure 1: Wordcloud of hate speech words
Table 2: Correlation between polarities and emotions
Polarity Avg. Value Anger Anticipation Disgust Fear Joy Sadness Surprise Trust
Negative 1.08 0.63 0.17 0.70 0.60 0.11 0.68 -0.11 0.17
Positive 0.51 0.04 0.57 -0.15 0.11 0.75 0.14 0.30 0.69
Figure 2: Hate speech emotional model
against the emotional hate speech model it was possible
to identify that in the labelled hate speech:
• Only 2.67% (26 of 975) of the messages have a very
strong correlation with the model;
• 4.62% (45 of 975) of the messages have a strong cor-
relation with the model;
• 6.87% (67 of 975) of the messages have a moderated
correlation with the model;
• 6.46% (63 of 975) of the messages have a weak cor-
relation with the model;
• 4.41% (43 of 975) of the messages have a non-linear
relationship with the model;
• 43.49% (424 of 975) of the messages have a negative
correlation with the model;
• 31.49% (307 of 975) of the messages do not have
emotions detected.
These analysis points some interesting informations:
1. Based on values fewer than 0.5 for both polarities -
indicating a weak correlation - surprise can be inter-
preted as a neutral emotion in hate speech;
2. All sentences can be grouped into two groups: pos-
itive {anticipation, joy, trust} and negative {anger,
disgust, fear, sadness}.
3. Once the negative words occur in 2/3 of hate speech
texts, the most critical emotions to identify hate
speech are anger, disgust, fear and sadness.
4. It is necessary to expand the emotional lexicon to
consider new words. Since that almost 1/3 of sen-
tences do not have their emotions identified when
expanding the lexicon will increase the number of
emotional words identified, and consequently, the
correlation values will increase.
4 Machine learning analysis
Once identified the average of each emotion in a hate
speech, the next step was to train a model to classify the
hate speech. For this purpose, a new dataset was created
based on Davidson’s dataset.
4.1 Dataset creation
To perform this step, it was created a new dataset, con-
taining 975 preprocessed tweets previously categorised
in Davidson’s dataset for each category (hate speech, of-
fensive speech and neither). Furthermore, it was added
a flag indicating if the sentence contains words identi-
fied in the Hatebase lexicon as hate speech, and using
the NRC Intensity lexicon as source, all sentences are
analysed and the intensity of the emotion anger is cal-
culated. Later, through a Natural Language Processing
(NLP) pipeline, the number of words in the text was de-
creased, remaining only the ones that bring relevant in-
formation.
The pipeline used for text decreasing contains five
steps: n-Gram identification, tokenisation, stopwords re-
moval, part of speech tagging and named entity removal,
as presented in Fig. 3.
Using the Stanford Core NLP toolkit [8] for these
tasks, the preprocessing is divided into three parallel
tasks. This is important because both part of speech tag-
ging and named entity recognition need the text in the
original format to identify the information.
The preprocessing begins with the n-Gram identifi-
cation, where a predefined set of n-Grams are identified
in the text and labelled to be interpreted as a single word.
Moreover, the most frequency bi-Grams and tri-Grams
(pairs of words and triples of words, respectively) are
identified to be manually evaluated and added in a stop-
words list.
In the next step, the tokenizer splits the text in a list
of words (tokens). So, the pipeline begins three parallel
processes:
• The tokens are syntactically analysed in part of
speech, where the nouns, verbs, adverbs and adjec-
tives are identified and stored for future purposes;
• The tokens contained in a predefined (and updated
with N-Grams information) stopwords list are re-
moved;
• The tokens in named entity process are analysed to
identify names (persons, locations or organisations)
and discard them.
Finally, the resulting tokens in common for these
processes are stored, and the emotions from each pre-
processed text are identified through a process in R [12]
which queries the EmoLex lexicon and identifies the ba-
sic emotions according to the Plutchik’s model.
Using the Syuzhet package for R [6] and the NRC-
Intensity lexicon the intensity of the emotion anger was
calculated. A surprising confirmation in this analysis is
related to how to differentiate the hate speech and of-
fensive language. In our analysis, the mean of the anger
intensity have shown that hate speech is less intense than
offensive language, having a mean of 0,29 against 0,51
from offensive language and 0,124 for neither.
So, the final dataset is composed of 14 dimensions:
the classification, the original text message, eight basic
emotion from Plutchik’s model, the polarities (positive
and negative) and a flag indicating the existence of a
word in tweet contained into the Hatebase lexicon, and
the intensity of emotion anger, as shown in Table 3.
4.2 Feature selection
In machine learning, feature selection is the use of spe-
cific variables (dimensions) or data points to maximise
the efficiency of an algorithm. To determine which di-
mensions are more useful to classify the tweets, the fea-
ture selection was applied to the new dataset.
Using Weka [5], the InfoGainAttributeEval as at-
tribute evaluator, the Ranker search method and the full
dataset as the training set, the most relevant attributes to
select the class (hate speech, offensive speech or neither)
in the dataset are identified as presented in Table 4.
These results reinforce the analysis presented in sub-
section 3.1, showing that all negative emotions are well-
ranked in text classification than the positives, and their
importance in helping to identify hate speech in texts.
4.3 Data classification
For data classification measurements, it was considered
as comparison basis the precision and recall results pre-
sented by Davidson [2], whose values are 0.41 and 0.61
respectively.
In our tests, the information used to evaluate the ap-
proach was from the new dataset generated previously,
containing the classification, text, indication of words
in the Hatebase lexicon and emotional labels (emotions
and intensity).
For the text classification, it was used the Weka [5]
with the most relevant algorithms for text classification,
such as SVM, Naive Bayes and Random Forest and a
ten folds cross-validation for results validation, in de-
fault parameters configuration for each algorithm. We
choose the default configuration approach to avoid bias
for better tunning among the algorithms.
In all cases, the precision and recall results on pre-
dicting hate speech were superior to Davidson results,
with Random Forest algorithm having the best preci-
sion, as presented in Table 5, where PR and RC indi-
cate “Precision” and “Recall” respectively. The overall
Figure 3: Preprocessing pipeline
Table 3: Training dataset
Class Tweet FreeOfHateWord Anger Anticipation Disgust Fear Joy Sadness Surprise Trust Negative Positive Intensity
Offensive
RT @mayasolovely: As a woman you
1 1 0 1 0 0 2 0 0 2 1 0.64shouldn’t complain about cleaning up your house.
\& as a man you should always take the trash out...
Neither RT @mleew17: boy dats cold...tyga dwn bad for 1 1 0 2 1 0 1 0 0 3 0 0.12cuffin dat hoe in the 1st place!!
Neither
RT @UrKindOfBrand Dawg!!!! RT @80sbaby4life:
1 2 1 2 1 0 2 0 0 3 0 0.095You ever fuck a bitch and she start to cry? You be
confused as shit
Neither RT @C\ G\ Anderson: @viva\ based she look 1 0 0 0 0 0 0 0 0 0 0 0.089like a tranny
Neither
RT @ShenikaRoberts s: The shit you hear about
1 2 0 2 1 0 1 0 0 2 0 0.124me might be true or it might be faker than the
bitch who told it to ya














results for each algorithm, despite Davidson did not pro-
vide this information for comparison, can be considered
as successful, once that the worst result was obtained
for Naive Bayes algorithm, which obtained an average
of 71.33%, and the best result was obtained for SVM,
with an average of 80.56%.
5 Conclusion
In this paper we presented a combination of lexicon-
based and machine learning approaches to predict hate
speech contained in a text, using an emotional approach
through sentiment analysis.
Using the emotional information contained in text
helps to increase the accuracy on hate speech detection.
This claiming is based on the successful precision rate
grown from 41% in the original research to 80.64% in
our tests. This improvement of almost 100% can be in-
terpreted as a successful result as our proposal.
Nevertheless, our analysis still has limitations that
lead to exciting future research directions. Firstly, it
is reasonable to question the definition of hateful con-
tent, in the sense that it is not clear what is the thresh-
old a published text shared in social media has to vio-
late to be considered hateful due to the subjectivity of
the definition of hate-speech. Secondly, this work does
not address the issue of users characterisation and their
potential use of code to overcome anti-hate speech poli-
cies and automatic detection systems. Thirdly, since the
words used in hate speech change rapidly - new words
creation, expressions used locally or within a given con-
text - it is a somewhat arduous task to be up to date with
the new expressions used.
As future work, it is planned the creation of a classi-
fication module for new emotional words, to increase the
ability to analyse new words without the dependence of
specialised and updated lexicons and consequently in-
crease the prediction of hate speech. Another line of
future work is to explore computational strategies and
Table 5: Detailed algorithms results
Naive Bayes SVM Random Forest
Class PR RC PR RC PR RC
Hate Speech 0.701 0.525 0.768 0.736 0.816 0.646
Offensive Language 0.724 0.785 0.824 0.77 0.781 0.767
Neither 0.714 0.834 0.825 0.913 0.756 0.926
approaches to characterise and monitor user-centric con-
tent in social media.
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