Sample Size Estimation in Research With Dependent Measures and Dichotomous Outcomes
| Kevin L. Delucchi, PhD I reviewed sample estimation methods for research designs involving nonindependent data and a dichotomous response variable to examine the importance of proper sample size estimation and the need to align methods of sample size estimation with planned methods of statistical analysis. Examples and references to published literature are provided in this article.
When the method of sample size estimation is not in concert with the method of planned analysis, poor estimates may result. The effects of multiple measures over time also need to be considered.
Proper sample size estimation is often overlooked. Alignment of the sample size estimation method with the planned analysis method, especially in studies involving nonindependent data, will produce appropriate estimates. (Am J Public Health. 2004;94:372-377) WHEN DESIGNING A STUDYwhether a program evaluation, a survey, a case-control comparison, or a clinical trial-investigators often overlook sample size estimation. For ethical and practical reasons, it is important to accurately estimate the required sample size when one is testing a hypothesis or estimating the size of an effect in observational research.
1-3 I seek to advance the existing literature by examining 3 points: (1) the importance of sample size estimation in research, (2) the need for alignment of sample size estimation with the planned analysis, and (3) the special case of a design involving clustered or correlated data and a dichotomous outcome. This discussion is framed primarily in terms of longitudinal study designs, which are more common and probably more familiar to many researchers than cluster-randomized designs. The broader points, however, apply to all research settings in which sample size is important. The more specific issues and methods apply to any design in which the data are nonindependent, such as studies of members of a household, comparisons of entire communities, and multiple measures of the same person.
This topic can be framed from 2 separate perspectives: testing hypotheses and estimating parameters. When testing a hypothesis, one is concerned with estimating the number of study participants required to ensure a minimal probability (power) of detecting an effect if it exists.
With many public health applications, the goal is not to test a hypothesis but rather to estimate the size of an effect, such as an odds ratio, a correlation coefficient, or a proportion. The focus is on the variation of the estimate, which is expressed by the size of the confidence interval after one asks the question, "If I have a sample of a given size, how large will the confidence interval around my estimate be?" Proper sample size estimation is equally important in both perspectives.
The Importance of Good Estimation
I have assumed that the need for sample size estimation in planning a study is both understood and appreciated. This is not a trivial assumption. Lenth 2 pointed out that despite the importance of this topic, a limited body of published literature exists on methods of sample size estimation. Hoenig and Heisey 3 demonstrated that some of the basic concepts about statistical power are still misunderstood, and Halpern et al. 4 recently discussed the continuing appearance of underpowered medical research. When I reviewed the literature, I found surprisingly little evidence of improvement in applying sample size estimation to design studies despite the publication of numerous articles that have pointed to this problem. 1, 5 In 1988, Freiman et al. replicated a study they had first published in 1978. 6 In this follow-up study (published  in 1992   7 ), they concluded, as they had in the original work, that inadequate attention was being paid to the issue of statistical power in randomized clinical trials. Reviews within specialties have consistently found many studies to be underpowered. [8] [9] [10] [11] [12] Although most of the literature on this topic is written from the experimental or clinical trials perspective, a few publications have addressed the estimation of sample size for confidence intervals. [13] [14] [15] Volatier et al. 16 discussed sample size estimation principles for a dietary survey, and Brogger et al., 17 Bennett et al., 18 and Panagiotakos et al. 19 have provided recent examples of study design for effect size estimation. Additionally, several articles have addressed sample size estimation in the context of estimating gene-environment interactions.
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Estimating Required Sample Size
When one plans a research study, several steps are needed to estimate the number of study participants. Brief introductions to this subject can be found in articles by Streiner 23 and Clark.
24
The procedures for estimating a sample size can be summarized as follows: (1) 25 Maxwell, 26 and Cohen 27 ).
With step 4, it is important to use an estimation method that closely matches the planned analysis method. 31 Consider a study designed to compare 2 groups of participants on a dichotomous outcome with a logistic regression model to statistically control for a set of covariates. For instance, when one compares smoking rates, 1 group may have slightly higher levels of depression symptoms and a greater average age. To estimate the required sample size for a logistic regression, one requires an estimate of the expected outcome proportions of the 2 conditions (the effect size) plus the level of correlation ρ [population correlation coefficient]) between group membership and the set of covariates that will be used in the logistic regression. 32 If, however, one is unable to estimate that correlation, it may be tempting to use a simple comparison of the 2 proportions as a test for the basis of estimating the sample size. . In effect, this example assumes that ρ is equal to 0.0. If, however, ρ is greater than 0.0, the study will be underpowered when the data are collected. To reach the targeted power level, the required sample size must increase in conjunction with the value of ρ 2 :
306 if ρ 2 is equal to 0.10 and 344 if ρ 2 is equal to 0.20. The specific factor is 1/(1 -ρ 2 ); this effect is illustrated in Figure 1 . In the end, the sample size must be a compromise between the competing demands of good science and available resources of time and budget.
Methods of Sample Size Estimation for Longitudinal Designs
For designs in which the outcome data are continuous and nonindependent, a number of references 34-37 and software packages 30, [38] [39] [40] [41] provide resources for estimating sample requirements, depending on the planned analysis (see Muller et al., 31 Hedeker et al., 42 and Rochon 43 for more complex models).
To illustrate sample size estimation for a dichotomous longitudinal outcome, consider estimating the sample size for a proposed study of smoking rates in 2 groups measured at 3 time points. The analysis plan is to conduct tests for the 3 main effects: a comparison of the rates between the 2 groups, the change over time, and the interaction of group by time. Set the α at .05 and the power at 80% (i.e., type II rate = .20), and assume the expected smoking rates will be 30%, 40%, and 60% for 1 group and 20%, 25%, and 30% for the other.
Use cross-sectional methods to approximate the sample size. A simple approximation ignores the time factor and either collapses across time or computes separate estimates for each assessment and adjusts the α level for the multiple tests. In this example, the average proportion is 0.25 for 1 sample and 0. 43 33 states that use of the continuity correction, but not of the arcsine transformation, yields results close to those obtained with the Fisher exact test, but when it is used with the data analysis, the continuity correction may be overly conservative. 44 However, the analysis plan calls for testing for changes across time, and a better approximation may be to compare the proportions of study participants who smoked at each time point. This comparison requires a multiple-testing control, such as a Bonferroni-type correction that sets the testwise α at .05 / 3 = .0167 for the type I error across the 3 tests. The per-group size estimates were 392 participants at the first time point, 203 at the second time point, and 57 at the third time point. Because the comparison at the first time point requires the largest sample size, a total sample of 784 study participants is required, a 263% increase over the estimate of 216 study participants after the proportions are averaged across time. These estimates, however, do not include direct tests for change across time or group-bytime interaction, and they fail to take into account the assessment-to-assessment correlation that results from the repeated measurements. 54 have argued that such marginal models are not optimal for this analysis and that a mixed model should be used instead.) While the correct specification of the correlational structure will improve efficiency, the estimates of the mean structure will not be biased if the specification is incorrect. Table 1 shows 3 correlation matrices, each a different shape, from a 4-assessment design in which the first-order autocorrelation is ρ =.5. Table 1a is compound symmetric or exchangeable in shape; the correlation between any 2 time points is the same (i.e., .5). Table 1c shows a case in which the level of correlation declines as the assessment points become farther apart in time. Specifically, an autoregressive step 1 (AR [1] ) shape-each correlation is defined as the value of the first-order autocorrelation, ρ, raised to a power equal to the difference between the time points (e.g.,
). Between them, Table 1b shows an example of an autoregressive shape in which the rate of decline in the correlation is slower than the rate in the full AR 0 ≤θ≤1 and to increase the decline if θ >1. A θ value of 0 produces the exchangeable matrix of 1a, a value of .5 produces 1b, and a value of 1.0 produces 1c. This method of raising an exponent to a further power to change the rate of decay is implemented in Rochon's approach and is based on the approach of Muñoz et al. 55 (It is possible for the correlation between time points to be negative and to increase as the time span increases, but this is not common.) Estimating these additional parameters (correlation and shape of the correlation matrix) places an additional burden on the researcher. Just as one may have multiple estimates of effect, one also may have multiple estimates of the additional parameters, and one should check the extent to which the estimated sample sizes vary as the parameter estimates vary.
Before considering the effects of these parameters on the sample size estimates, compare the estimates from the fully aligned analysis with the approximations on the basis of the effects provided in the example data, which are summarized in Table 2 . Use of a method aligned with the planned analysis provides estimates not only for the comparison of groups but also for the 2 effects that involve time. When used to test the group-by-time interaction, Rochon's approach indicates that a per-group number of study participants of 262 (524 total) is required if one assumes that the first-order correlation equals .20 and the shape of the correlation matrix is compound symmetric. This is the largest of the required sample sizes for the 3 hypotheses we wish to test (under those assumptions) and would be the final estimate for this example. If we used an estimate on the basis of averaged treatment group comparisons only (108 per group), our ability to detect the interaction effect would be greatly underpowered unless we had chosen the estimate of 392 on the basis of 3 nested comparisons at 0.01667, in which case the study would have too many participants.
When one focuses on the GEE-based estimates that are aligned with the analysis plan, the interaction test requires many more participants than either of the other 2 effects. Such a difference is quite common unless the interaction is very pronounced. Also notice the increase in sample size that accompanies the increase in assumed level of correlation for the treatment effect and the reduction in sample size for the other 2 effects. The reason is that as the correlation from assessment to assessment rises, less information is available from each assessment for the treatment comparisons, but more information is available about the changes over time. Also, the study in this example would be overpowered if we conservatively assumed that no correlation across time (ρ = 0) existed when in fact such a correlation did exist. A study with too many participants is not desirable, because it is unethical and a waste of limited resources to expose more participants to research than necessary.
The relationship of correlational structure to the number of study participants can be seen in greater detail in Figure 2 . Each of the 3 panels displays the required sample size, 1 effect per panel, as a function of the level of the correlation under 3 correlational structures: compound symmetric, step 1 autoregressive, and a structure midway between the other 2 that uses a dampening parameter set to .50, which translates to a slowing of the decay in the correlation (Table 1b ). Note that the y-axis scales vary from panel to panel, and as the population correlation coefficient increases, more study participants are needed to test the difference between conditions, whereas fewer are needed to test the effects that involve time.
The assumed shape of the correlation matrix makes almost no difference in the case of treatment effects and makes only a small difference in the case of time-related effects. The differences can be meaningful, however, in cases where more study participants are needed, such as for the interaction effect. If ρ is equal to .50, 164 study participants per group are required under a compound-symmetric assumption, while 226 study participants are necessary under an autoregressive structure.
This approach can be applied to both continuous and categorical data, and it allows for more variations than are discussed in this article, including unequally spaced assessments, differential attrition among samples, and unequal number of subjects per group. 43 Use simulations. There is 1 other option that requires substantially more work but is quite accurate-that is, run a series of computer-based simulations that sample number-of-studyparticipant cases of data from a population with known parameters. In this example, that would mean sampling from 1 theoretical population with X percent "abstinent" and sampling from another with Y percent "abstinent" at each time point with a given variance/covariance structure. For each sample, one would test the primary hypotheses, repeat this set of steps (sample a known population and test the hypothesis), and count how often the resultant ρ value was greater than 0.05. Do this repeatedly with different sample sizes until the sample size is large enough that you can reject the hypothesis under consideration at least 80% of the time, if the test hypothesis is false.
Summary
In addition to the examples presented in this article, studies published by Cohen, 27 Sedlmeier and Gigerenzer, 5 Freiman et al., 6 Thornley and Adams, 9 and
Bezeau and Graves 10 demonstrate that more careful attention to sample sizes used in research is still needed. A poorly conducted sample size estimation can result in a study with very little chance of demonstrating any meaningful effect. The 2 most important considerations when estimating the required number of participants are to align the sample size estimation with the data analysis and to verify the sensitivity of the resultant estimates. Although modern methods for data analysis seem to be expanding at a rapid rate, methods of sample estimation are not far behind, and user-friendly software for conducting sample size estimation is increasingly available. The impact of aligning sample estimation methods with data analytic methods is often overlooked; the closer the methods of estimating sample size are to the methods of analysis, the better the chances are that the actual power achieved will match the level of planned power.
Part of the cost of planning a more complex design and analysis derives from the additional information that must be acquired or approximated to accurately estimate how many participants will be required. The effort expended in gathering those pieces of information will necessarily be in proportion to the size of the study and the maturity of the research field in which the study is set.
Once the methods are aligned, efforts should be focused on estimating the required parameters, while at the same time one must realize that it is uncommon to be able to base sample size estimates on a single, well-established effect size. It is equally important to recognize that the effect size and some of the other parameters, such as attrition rates, are themselves estimates. The more the estimates of these parameters vary, the more the sample estimates will vary. Whereas the scientifically conservative decision in the face of such variation would be to select the largest estimated sample size, decision may be impractical and may be far in excess of the true requirement. Even well-established estimates of the parameters should be subjected to a sensitivity analysis to determine the extent to which the estimated sample size varies as the parameters vary.
Following these recommendations means more work for the investigators planning a study and for the reviewers of proposals and manuscripts, but it is work that pays off in the long run-both for the investigators themselves and for the scientific community as a whole.
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