In this paper we investigate the use of model predictive control (MPC) as a means for controlling a class of sampled-data hybrid systems. A weak form of uniform asymptotical stability is established for the closed-loop. This is done by rst establishing stability results for an associated discrete-time system. Conditions for existence of a solution to the underlying optimization problem are also provided.
Introduction
Industrial control systems are generally comprised of logic and continuous controllers. The logic performs functions like starting process equipment, controlling low-level (or regulatory) controllers, and controlling discrete control inputs (on/o valves, pumps etc.). The logic may for instance switch b e t w een dierent continuous controllers depending on the operating conditions of a process. Continuous controllers are used for regulatory control and for supervisory control. On the regulatory level PID-controllers constitute the typical continuous controllers. On the supervisory level continuous controllers compute the setpoints for the regulatory controllers using for instance an optimization algorithm. In our context it is important to note that the logic and continuous controllers in many cases are closely coupled, hence they form a hybrid dynamic system (HS). Typically, industrial design practice is based on a separate construction of the continuous and logic part of a control system. By this, the eect of the interaction between the continuous and logic part is dicult to foresee during the design-phase.
The hybrid nature of a system may also originate from the controlled system itself. In chemical process control a process may c hange its characteristics abruptly. One example of this is the change between laminar and turbulent ow conditions.
The above observation forms the motivation for this study in which w e i n v estigate the design of hybrid control systems. We utilize optimization-based control, or more specically, MPC for this purpose. This is done by including both continuous-and discrete control inputs as decision variables in the optimization. Further, the switching instants of the control inputs are also decision variables.
There are extensive research eorts in HS today. Research is conducted in both mathematical-, control-, and computer science communities, see eg. [1] and references therein. Some of this research is directed towards process control as reported in [2] .
MPC has been an active research area for close to two decades. The research has been driven by n umerous successful applications of the technology, and during the last years a sound theoretical foundation has been established [3] . This paper consists of two parts. First, the proposed control strategy is presented and certain aspects of it are discussed. Second, we present stability results for our proposed control strategy.
In what follows := (=:) denotes assignment, a function f 
2Problem formulation
We have tried to keep the notational complexity as low as possible. Further the symbolism is, as far as possible, made consistent with mainstream work in the MPC area.
The Plant
The plant to be controlled is assumed to be known and described by the following continuous-time, time-invariant constrained linear system: : d dt x(t) = : _ x ( t ) = Ax(t) + Bu(t);t0; x(0) given, n := dim(x(t)) ; m := dim(u(t));
x(t) 2 X R n ; u(t) 2 U R m ; A 2 R nn ; B 2 R nm ; where x(t) is the state of at time t, and u(t) is its control input at time t. We h a v e a v ailable a sampled state measurement. We assume that the state and control input of are chosen so that the control objective i s to bring the state to the origin. Thus, naturally we let 0 2 X U.
Also, X and U are assumed to be closed.
The Controller
As mentioned in the introduction, an MPC strategy is used to design the controller. Thus, as a part of the controller, a predictor is needed.
Predictor
We are considering the nominal case, and use the sampled solution of as the predictor: We denote the minimizer
With the solution of P(x k ; k ) w e also associate k (; ), , then the \fat" part of (; ) w ould represent u(t), t 2 [t k ; t k +1 ).
Discussion
We allow U to be formed by a Cartesian product of unions of closed connected sets (associated with the continuous control inputs) and nite sets (associated with the discrete control inputs). Note that such sets will always be disconnected (and nonconvex), as opposed to most work on model predictive control where it is assumed that U is at least connected, in fact U is almost always assumed to be convex. Convex X and U combined with a predictor/performance index pair giving a convex optimization problem lead to readily computable optimal solutions. In our case, however, P(x k ; k ) becomes a nonlinear mixeddiscrete programming problem when there are discrete valued elements in u(t). Even if the performance index is a quadratic form, the system is linear, and u() takes on values in some convex set, P(x k ; k ) is in general a nonconvex programming problem due to the predictor's nonlinear dependence on the i 's.
The controller is assumed to receive the current state of the plant a t k n o wn time-instants, t k , further, we assume it can change the control input at any time-instant, limited, however, to a nite number of times, M, on a nite time interval, T M . This assumption makes our approach different from both pure discrete-time and continuous-time MPC approaches. We let the time-instants at which we obtain information be equidistant, and the time-span between each instant equals the sample period, . It is also assumed that the quantization of x(t) and u(t) is innitely ne.
Our choice of parameterization of the open-loop control input, cf. Eq. (2), induce a piecewise constant closed-loop control input. There are, of course, also other sensible parameterizations. However, discrete control inputs are easily included in our choice, further it is the simplest parameterization possible, hence it does not complicate the analysis more than necessary.
In our case we m a y h a v e an innite or nite prediction horizon combined with a move-horizon restricted to benite with a nite numb e r o f m o v es on it. In addition the number of moves, M, and the number of stages, N, on the prediction horizon is not necessarily equal in the nite case (certainly not in the innite case), and either one can be the larger. However, the move horizon cannot be longer than the prediction horizon (T M N). The control input is not restricted to switch only at the sample instants, t k | the switching times, i , are decision variables. In particular this latter point does not allow an application of the previously reported results known to the authors. Neither the predictor nor the performance index may b e cast into the general discrete-time framework of Keerthi and Gilbert [4] .
As is seen from the above discussion, there are several dierences between our approach and others. However, we note that if we drop the switching times as decision variables and instead x = := (; : : : ; M ), then convex X and U, and quadratic forms as stage-costs give a \standard" linear MPC formulation, apart from the sampled-data formulation.
3 Stability analysis of the proposed MPC approach Several MPC approaches which ensure nominal closedloop stability h a v e been proposed. Cf. [5] for a review. In our work we will use the line of reasoning used in [4] a s a basis, and also we will use ideas from [6] .
Let R + denote the set of nonnegative reals. j j j jdenotes the Eucledian norm. For " 2 R + , N(") : = f x : jjxjj "g. b t c denotes the largest integer smaller than or equal to t, while dte denotes the smallest integer greater than or equal to t.
Stability preliminaries
The stability properties of the closed-loop will be established by using the following theorem with (; ) as the Liapunov function V (; ).
Consider the constrained time-varying system x k+1 = f k (x k ); x k 2X R n ; k 0; (4) where f k :X !X for all k 0. For (l;a)2N X, let x k (l;a), k l, denote the solution of (4), given x l = a. A state x e 2 R n is said to be an equilibrium state for (4) if x e 2X and f k (x e ) = x e for all k 0. Assume that x = 0 is an equilibrium state for (4). The proof is omitted due to page limitation. It can be found in [7] .
Existence of a solution to Px k ; k
The stability results depend on solving P(x k ; k ), hence at least sucient conditions for this to be possible should be found.
Sucient conditions for existence of solutions to discrete optimal control problems are also reported elsewhere, including [6] , [8] , and [9] .
By a feasible timed open-loop control input sequence, it is meant a that satises the constraints imposed on P(x k ; k 
Stability results
In what follows we assume the prediction horizon, N, is nite, contrary to the existence proposition where there was no such restriction.
The (continuous-time) closed-loop system is: C L : _ x(t) = Ax(t) + B k ( t t k ;x ( t k ));
x(t k ) 2X F ; t 2 [t k ; t k +1 ); k 0 :
W e also have the following associated discrete-time closedloop system | C L as observed at the sampling instants:
ACL : x k+1 = x(t k+1 ) = z k (; k (x k )) = z k;1 (x k );
x k 2X F ; k 0 :
Below,X F is dened and shown to be nonempty. We proceed by considering ACL . Let the solution of ACL be denoted x k (l;a) for k l given x l = a. Similar to [4] we dene a predictor property C F , which is implied by controllability (for interpretation, see immediately below) of the predictor, see [4] . Let = , and delete the columns of the control distribution matrix corresponding to the discrete control inputs before performing the usual algebraic test for controllability o n the resulting associated linear discrete-time system. In the nominal case considered here, controllability of the predictor follows from controllability of (in the sense described above) as long as we have a non-pathological sampling period with respect to A [10] . In addition to the predictor property and the assumptions made in the existence proposition, A1-A4 (see below), we need some additional assumptions on the functions comprising the performance index, and the constraints. (Note that A4 is a stronger version of the growth condition in the existence proposition.) For completeness we restate the previous assumptions together with the ones which are purely related to the stability question, A5-A10.
A1 X and U are closed. Note thatX F is time-invariant, since the constraints are time-invariant. Further, by A2 and A3, the performance index is nite for every feasible when N is nite.
The stability proof for ACL will make use of the following lemma. Lemma 1 i. C F , A8, and A9 imply 0 2 InteriorX F .
ii. A1, A2, A3, A4, and a 2X F imply P(a; k) for N nite has a solution.
Proof: i: From A8 we h a v e, for some " > 0, N(") X U c . Let W() be the K 1 function given by property C F . Choose > 0 such that W 1 ("). If jjajj , then by A9, A8, and property C F , there exists a timed open-loop control input sequence which is feasible for P(a; k). That is, N() X F , and part i is proved.
ii: Follows directly from the hypothesis and the existence proposition. Next, by optimality and ACL :
The sequence (x k ; k ) is non-increasing by nonnegativity of the right-hand side, it is also bounded below , then property C F , A9, and the properties of H 3 () and H 2 () imply (; a; l) (jjajj) where is given by C F , clearly () 2 K + . Now, by optimality (a; l) (; a; l) (jjajj). Let () = H 4 ( ), then, by A2 and A3, (a; l) (jjajj). Let () = H 4 (), then, by A2 and A3, (a; l) (x l+1 (l;a); l + 1 ) ( jjajj).
In conclusion we see that conditions (a), (b), and (c) of Theorem 1 are satised, and hence the origin is UAS for ACL .X F is the region of attraction by part i. Now, we proceed to analysis of C L .
Denition 2 (-UAS)
Given the system _ x(t) = f ( x ( t ) ; x ( t k ) ; t ) ; x ( t k ) 2 X R n ; t 2 [ t k ; t k +1 ); k 0 ;
where f : R n X R ! R n is suciently smooth for existence and uniqueness of a solution, and f(0; 0; t ) = 0 for all t 0. Let x(t) denote the solution of Eq. (5) for t t 0 given x(t 0 ) and x(b t 0 c). 
Discussion
Our control approach is limited to linear time-invariant systems, a natural extension would be to consider linear time-varying systems, or even nonlinear systems. For nonlinear systems, the controllability property, C F , will in general be dicult to verify [4] . Including the possibility for a delayed sampled-state measurement would also increase the applicability of the approach. In our analysis we have assumed that the global optima of the optimization problems are found. Although we h a v e proved existence of global solutions, the problem of nding them is not investigated.
Conclusions
An MPC strategy for control of a class of constrained sampled-data hybrid systems is proposed, and so called -UAS of the origin for the closed-loop system is established.
