A three-stage hybrid heuristic algorithm for the capacitated vehicle routing problem. (c2016) by Kfoury, Muhib S.
    LEBANESE AMERICAN UNIVERSITY 
 
 
 
A Three-Stage Hybrid Heuristic Algorithm for the Capacitated 
Vehicle Routing Problem 
 
 
 
By 
 
 
  Muhib S. Kfoury 
 
 
 
 
A thesis 
Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Computer Science  
 
 
 
 
 
 
School of Arts and Sciences 
       December 2016
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                      © 2016 
   Muhib S. Kfoury 
 All Rights Reserved 
ii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
iii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
iv 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
v 
 
ACKNOWLEDGMENTS 
 
 
This project would not have been possible without the support of many people.  
 
Many thanks to my advisor, Dr. Faisal Abu-Khzam, who read my numerous 
revisions and has been the primary supporter of my work. His input and guidance 
helped me refine my work to become as perfect as possible. 
 
Also thanks to my committee members, Dr. Nashat Mansour and Dr. Abdul-Nasser 
Kassar who offered guidance and support, as well as to the LAU Computer Science 
Department and Faculty for the opportunities they gave me, and the experience I 
gained through the Master’s Program. 
 
Finally, special thanks go to my parents, my family, and my friends who endured this 
long process with me, always offering support and love.  
vi 
 
A Three-Stage Hybrid Heuristic Algorithm for the 
Capacitated Vehicle Routing Problem 
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Abstract 
 
 
In the Vehicle Routing Problem (VRP) we are given a set of demands that need to be 
delivered to a specified list of customers, and we are asked to assign vehicles to 
deliver the demands so that the corresponding cost of routes is minimized. The 
problem received great attention due to its many applications in various fields such 
as logistics and transportation. Different types of the VRP have been proposed such 
as the Capacitated Vehicle Routing Problem (CVRP), where a designated single 
depot contains identical vehicles and the objective is to minimize the number of 
vehicles and the time taken for delivery, provided the total demand of supplies per 
vehicle does not exceed its capacity. CVRP is a well-known NP-complete problem. 
We consider heuristic methods that are based on two-phase algorithms. Each such 
algorithm starts by clustering the underlining network before proceeding into the 
route construction phase. We propose a three-stage hybrid heuristic approach 
consisting of a mixture of five algorithms that are run in parallel, differing only in the 
clustering stage. Experimental results on different benchmark datasets show that the 
proposed hybrid algorithm can outperform other existing heuristic methods, both in 
terms of number of vehicles and total distances traveled. In some cases, our 
algorithm found solutions that are better than the current best-known results, thereby 
breaking the records reported for some of the well-known benchmarks. 
 
Keywords: Vehicle Routing Problem, Heuristic Algorithm, Cluster-First Route-
Second, CVRP, Hybrid Algorithm, Parallel. 
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Chapter One 
Introduction 
The Vehicle Routing Problem (VRP) is one of the most studied combinatorial 
optimization problems. The problem was first introduced by Dantzig and Ramser 
(1959) in 1959, and it has been widely studied due to its wealth of applications in the 
fields of logistics, transportation, and distribution. Examples include transports for 
handicapped, modern telecommunication networks, bus routing, solid waste 
collection, street cleaning and dial-a-ride systems.  
In general, the VRP problem requires finding an optimal set of routes in the process 
of servicing customers with a fleet of vehicles. By servicing customers, it is assumed 
that some given set of demands should be provided to customers such that each 
customer is assigned to one vehicle and the fleet of vehicles originate and return to a 
central depot having a minimum cost of routes (Toth & Vigo, 2002). In this respect, 
the VRP has been also defined by Fisher (1994) by requiring a most-efficient way to 
use a fleet of vehicles to service a set of customers. 
The VRP can be viewed as a combination of three problems; the Clustering Problem 
(CP), the Bin Packing Problem (BPP) and the Traveling Salesman Problem (TSP) 
(Bjarnadóttir, 2004). The CP is the process in which grouping a number of items in a 
way where these items in the same group (cluster) are more related to each other than 
items in other groups. The BPP is described as having a set of items of different sizes 
that must be packed into a limited number of bins each of a specific size that reduces 
the amount of bins used. The TSP is described as having a number of cities and the 
corresponding distances between the cities, a route that is the shortest possible should 
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be found that visits each city only once and returns to the origin city. Both problems 
are related to the VRP, the customers are assigned to vehicles by solving the BPP 
and the routes of the fleet of vehicles can be solved by solving the TSP. There are 
different heuristics and exact algorithms for solving the VRP. 
The Capacitated Vehicle Routing Problem (CVRP) is a VRP in which a fixed fleet of 
delivery vehicles of even capacity must accommodate known consumer demands for 
a single product from a regular storehouse at minimum transit cost. That is, CVRP is 
like VRP with the additional constraint that every automobile must have uniform 
capacity of a single commodity. 
VRP is from the few combinatorial optimization problems that are used in a number 
of situations and have many practical applications which are widespread in various 
activities like distribution, waste management, city logistics, meter reading, and 
inspection of power lines, Parcel delivery, transportation of goods, garbage 
collection, fuel distribution to gas stations, logistics, supply chain management, 
delivery service. The use of good routing software is of great important, since 
efficient routing results can save both time and money for companies. It is of great 
significance in our daily life (Prins, Lacomme, & Prodhon, 2014). For instance, 
buying medicine from a pharmacy arises the use of vehicle routing twice. First the 
drugs are collected and transported to the pharmaceutical firms and when it has been 
put into cartons it is delivered to the stores. This is how most of our medicines are 
bought. The transportation is not always made by vehicles but also by ship, planes 
and trains (Bjarnadóttir, 2004). VRP can be considered in most problems and these 
problems are of great economic importance. Economy is of great importance to firms 
and scientists and researchers in which they try to better the methods of VRP to 
improve the efficiency of transportation (Bjarnadóttir, 2004). 
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There are many algorithmic approaches used in the literature to address VRP and 
CVRP; The (several) methods to solve the CVRP can be grouped into three 
categories which are (i) exact approaches, (ii) heuristic methods and (iii) meta-
heuristic methods (Shin & Han, 2012). 
It is well known that the CVRP problem is well NP-hard so (unless P=NP) it would 
take super-polynomial time to solve an arbitrary instance optimally. In fact, the 
problem can be considered as a generalization of the Traveling Salesman Problem. 
Exact solutions work well with small problem instances. So far, no exact algorithm 
has been shown to constantly solve CVRP instances with more than 25 customers, 
which is not applicable in the real world (Christofides, Mingozzi & Toth, 1981). 
Hence, most solution methods have been heuristics or meta-heuristics in attempting 
to obtain optimal or close to optimal routes in reasonable time (Wink, Bäck & 
Emmerich, 2012). 
In this work, we present a new hybrid heuristic to solve the CVRP in polynomial-
time. Our algorithm is based on the two-phase heuristic algorithm: Cluster-First, 
Route-Second. The proposed algorithm consists of five different algorithms which 
will be combined together and run in parallel. Each algorithm will have three stages, 
which differ only in the clustering stage. First, clustering will be used to cluster the 
customers into groups, knowing that each cluster’s demands should not exceed the 
capacity of a vehicle (or truck). This step would serve as clustering and bin packing. 
This latter step will be based on using the farthest node from the depot and its 
neighbors, and using the nearest neighbor algorithm, in order to select the seed of 
which the cluster will be formed from. Second, cluster enhancement would be used 
in order to readjust the nodes to different clusters for optimization based on centroid 
selection; keeping in mind that the truck’s capacity should not be violated. Last, the 
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TSP algorithm will be used to solve the routing part of the problem since the truck 
needs to visit each customer once with the shortest distance and go back to the depot. 
Three TSP algorithms will be used in parallel, and the best solution between them 
will be chosen to optimize the routes of each vehicle for a specific cluster. Our 
experimental results show that the suggested approach can produce better solutions, 
and smaller distances than other existing methods. 
For solving the Traveling Salesman Problem, many different algorithms exist. We 
will study and test the following algorithms: Nearest Neighbor, Nearest Neighbor+ 
which is an enhancement of the Nearest Neighbor, Brute Force, Branch and Bound, 
Bellman-Held-Karp and Dynamic Programming. 
The rest of the thesis is organized as follows. We present a literature review 
including known solution methods in Chapter two. Chapter three covers various 
formulations of the Vehicle Routing Problem. In chapter 4 we talk about different 
algorithms for the Traveling Salesman Problem, and present experimental results. 
Chapter 5 is devoted to our approach for solving the Capacitated Vehicle Routing 
Problem. Experimental results with comparisons will be presented in chapter 6. 
Chapter 7 concludes this thesis. 
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Chapter Two 
Literature Review 
The Vehicle Routing problem can be considered a combination of the following 
problems: Clustering, Bin Packing and Traveling Salesman problem (Bjarnadóttir, 
2004). All three problems are NP-hard problems, so is, therefore, the VRP 
(Falkenauer, 1996; Schrijver, 1998). NP-hard problems are known not to admit 
efficient solutions. In particular, there is no (known) algorithm with asymptotic 
polynomial time that solves the VRP problem optimally (Falkenauer, 1996). In other 
words, there are no guaranteed exact algorithms to find an optimal solution with 
reasonable running time when the number of customers is arbitrarily large. Most of 
the algorithms used to solve VRP are heuristics and meta-heuristics.  
There are three types of methods used to solve the VRP (Takes & Kosters, 2010). 
One method is using exact algorithms to find the best solution by exhaustive search. 
As noted above this takes super-polynomial time. The other two methods are 
heuristics and meta-heuristics, which produce approximate solutions with better 
computational times (Shin & Han, 2012). 
 
2.1     Exact Methods 
The exact methods can be categorized into the following: brute-force, dynamic 
programming, branch-and-bound, and branch-and-cut (Shin & Han, 2012). The 
brute-force is the simplest exact method. This approach runs in n! running time 
(listing of n customers in some order), which makes it prohibitively slow. The 
performance of a branch-and-bound algorithm for the VRP remains slow and would 
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not give satisfactory solutions when the number of customers increase (Shin & Han, 
2012). The branch-and-cut algorithm dominates the rest of the exact methods in 
solving the Capacitated Vehicle Routing Problem (CVRP). The algorithm converts 
the VRP graph to a K-tree, where shortest paths can be found using a polynomial-
time algorithm (Takes & Kosters, 2010). Constraints are added that take care of the 
vehicle capacity and that each customer should be visited only once. Also, edges 
between customers that are clustered are fixed (Takes & Kosters, 2010). The branch-
and-cut algorithm provided optimal solutions for complex problems and supports up 
to 100 customers. Lysgaard, Letchford & Eglese (2004) developed one of the top 
branch-and-cut algorithms. The branch-and-cut-and-price algorithms showed better 
results in recent researches for solving the CVRP as shown by Fukasawa et al. 
(2006).  
 
Branch and Bound 
One of the best exact methods for the CVRP is the K-tree method of Fisher (1994), 
which was able to solve a problem for 71 customers. There are other problems that 
are small and have not been solved exactly thus far. Heuristic methods should be 
used to solve larger instances or to compute the results faster.  
Branch and Bound works in the following way: the problem is divided by fixing the 
edge incidence of the chosen subsets of clustered customers (Fisher, 1994). The edge 
incidence is when two edges share a vertex, or when a vertex is one of the two 
vertices of an edge. 
Realistic variations like time windows, non-uniform fleets, and asymmetric costs can 
be accommodated by extending the K-tree method. 
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A divide and conquer strategy is used by the branch and bound algorithm to partition 
the solution into sub-problems, which are then solved independently. The entire 
solution is first examined, using the branch and bound algorithm. The problem is 
relaxed by which an approximation of the problem to a nearby problem is done, in 
the processing or bounding phase (NEO Research Group, 2013). This relaxation 
provides an easier problem to solve in which it's solution provides information about 
the original problem. In this process identification of the solutions that are not in the 
feasible set {S} is done. A lower bound on the optimal solution is obtained by 
solving this relaxation (NEO Research Group, 2013). 
 
2.2     Heuristic Methods 
Heuristic methods are approximation algorithms that provide a solution as close to 
optimal as possible in a feasible amount of time. They can generally be divided into 
two main classes; classical heuristics mostly developed between 1960 and 1990, and 
meta-heuristics from 1990 (Laporte, Gendreau, Potvin, & Semet, 2000). Classical 
heuristics can be divided into three groups; constructive methods, 2-phase methods 
and improvement methods (Laporte, Gendreau, Potvin, & Semet, 2000). 
Constructive methods progressively build a possible solution by aiming on 
minimizing cost by selecting arcs like the Nearet Neighbour (Jünger, Reinelt, & 
Rinaldi, 1995). The Clarke and Wright (1964) saving algorithm (CWS) was first 
introduced as the savings-based algorithm in 1964, and is a representative classical 
heuristic approach. It applies to problems for which the number of vehicles is not 
fixed, and assumes each customer is served by its own vehicle. Many enhancements 
on the CWS algorithm aimed on reducing the running time and memory 
requirements (Paessens, 1988). Another known classical method is the Insertion 
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heuristic. Christofides, Mingozzi, & Toth (1981) applied a sequential and a parallel 
route construction procedure. Later, Mole and Jameson (1976) expanded one route at 
a time. In the 2-phase method, the problem is divided into two parts: the so called 
cluster-first, route-second approach. It was introduced by the Sweep algorithm [15, 
16], which consists of clustering the customers into groups that are similar, in a way, 
and then creating a route using the Travelling Salesman Problem (TSP), for each 
cluster. Fisher and Jaikumar (1981) used the 2-phase method to solve the VRP. 
Instead of forming clusters using geometric methods, they solved a Generalized 
Assignment Problem (GAP). Also, Bramel and Simchi-Levi (1995) defined a 2-
phase heuristic. In the first stage the seeds were identified by solving a capacitated 
location problem, and in the second stage the remaining vertices were included step 
by step into their chosen route. Improvement-based heuristics like Local Search 
Algorithms start with a reasonable solution, and then repeatedly switch arcs or nodes 
within or between the routes in order to improve the solution (Lenstra, 1997).  
Classical heuristics suffer from the fact that it is possible to produce locally-optimal 
solutions, but they have the advantage of running in polynomial-time. So feasible 
solutions that are possibly good enough will be provided in a fair amount of time. 
 
2.2.1   Constructive Methods 
Constructive algorithms typically go through a step by step procedure in such a way 
that some feasible solution is built while keeping track of a solution cost, but do not 
contain an improvement phase. 
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Savings Algorithm 
 
The Clarke and Wright (1964) savings algorithm is one of the very well-known 
heuristics for the VRP. It was developed in and it is used and applied on problem 
instances where the vehicles’ count is not known or not fixed, and works for 
problems that are directed and undirected (Clarke & Wright, 1964). When we have 
two routes and both can be merged into one route, a saving distance sij = ci0 + c0j - cij 
is produced (NEO Research Group, 2013). The algorithm works in a way having the 
first step equal in both of the versions, parallel and sequential. The first step is the 
savings computation, which is the same for the other two versions. Step two can be a 
parallel version which is the Best Feasible Merge or sequential version which is the 
Route Extension. 
 
2.2.2   2-Phase Algorithm 
In two-phase algorithms the problem is split into two stages:  
1- Clustering the nodes into smaller (local) sub-networks. 
2- The route formation of each obtained cluster. 
 
The following algorithms will be described: 
 Fisher and Kaikumar 
 The Petal algorithm 
 The Sweep algorithm 
 Taillard 
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Fisher and Jaikumar Algorithm 
The Fisher and Jaikumar (1981) algorithm solves a Generalized Assignment Problem 
(GAP) to form the clusters, having the number of vehicles K fixed. The algorithm’s 
steps are Seed Selection, Allocation of Customers to Seeds, Generalized Assignment 
and TSP Solution. 
1. Seed Selection: Select seed points jK in V to set each cluster k. 
2. Allocation of Customers to Seeds: Calculate the cost dik of assigning each 
customer i to each cluster k as dijk = min(c0i+cijk+cjk0,c0jk+cjki+ci0) − c0jk+cjk0. 
3. Generalized Assignment: Having costs dij, vehicle capacity Q and customer 
weights qi; solve a GAP. 
4. TSP Solution: Depending on the GAP solution, a TSP will be solved for each 
cluster. 
 
Petal Algorithm 
An extension of the sweep algorithm is to create a number of routes, called petals, 
and make a final selection by solving a set partitioning problem (Ryan, Hjorring, & 
Glover, 1993).  
This problem will possess the column circular property. The problem will be solved 
in polynomial time, if the routes correspond to contiguous sectors of vertices (Ryan, 
Hjorring, & Glover, 1993). 
 
The Sweep Algorithm 
The sweep algorithm consists of two parts Split and TSP, and is applied to planar 
instances of the VRP (Gillett & Miller, 1974; Wren & Holliday, 1972).  
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·         Split: Draw a ray from the depot, sweeping clockwise or counter-clockwise and 
adding customers to the route forming the clusters. 
·         TSP: Each route is optimized again by solving the TSP for customers in each 
route. Hence, obtaining routes for each cluster. 
In some of the implementations a post-optimization stage is included, where nodes 
are switched among adjacent clusters, and each route will be re-optimized. One of 
the method’s implementation is by assumming that every vertex i is denoted by its 
coordinates (θi,ρi) [15, 16]. 
Θi: The angle. 
Ρi: The ray length. 
1. Route Initialization: Select an idle vehicle k. 
2. Route Construction: Start from an unselected node having the lowest angle, then 
each vertex is assigned to a vehicle k as long as the capacity of the vehicle or the 
route length is not surpassed. If an unselected vertex remains then go to step 1. 
3. Route Optimization: Enhance the routes independently of each vehicle by solving 
the TSP. 
 
Taillard’s Algorithm 
Talliard’s (1993) algorithm defines neighborhood using the λ-interchange Generation 
mechanism where individual routes are re-optimized (Osman, 1993). The λ-
interchange Generation mechanism is based on customer interchange between sets of 
vehicle routes. Optimization algorithm of Volgenant and Jonker (1983) is used on 
individual routes and re-optimizing them. Decomposing the main problems to sub-
problems is a nobel feature of Talliard’s algorithm. 
12 
 
Usually in planar problems, the sub-problems are achieved by initially segregating 
nodes into segments fixed at the depot, and into concentric areas within each 
segment. It is necessary that periodically the vertices are moved to adjacent sectors, 
in which each sub-problem can be solved independently. This is when the depot is 
fixed and the nodes are uniformly spread in the plane. 
On the other hand, for non-planar problems, and for planar problems that don’t have 
these properties, a different partitioning method was suggested based on the 
calculation of the shortest spanning arborescence fixed at the depot. Sub-problems 
can be distributed on various processors, since the decomposition method works well 
for parallel implementation. 
 
2.3     Meta-heuristic Methods 
In meta-heuristics, the main approach is to explore the search space of a problem in a 
way that covers the important regions whenever possible (Shin & Han, 2012). They 
are hardly classified into local search, population search and learning algorithms 
(Takes & Kosters, 2010). These meta-heuristics are applied more than once to the 
VRP. By allowing deterioration and infeasible solutions, meta-heuristics recombines 
solutions and combines more exclusive neighborhood search and memory structures 
(Gendreau, Potvin, Bräumlaysy, Hasle & Løkketangen, 2008). Before applying 
meta-heuristics, they need to be configured for every problem since they involve 
many parameters. The running time of meta-heuristics generally takes time more 
than the classical heuristics. 
Researches have been made on meta-heuristics producing solution methods for VRP 
(Bjarnadóttir, 2004). Some of the meta-heuristics that have been applied to VRP; 
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Neural Networks (NN), Ant Systems (AS), Deterministic Annealing (DA), 
Simulated Annealing (SA), Tabu Search (TS) and Genetic Algorithms (GA) 
(Gendreau, Potvin, Bräumlaysy, Hasle & Løkketangen, 2008). In NN, which is a 
learning method, a set of weights are progressively adjusted until a reasonable 
solution is obtained. AS method is a constructive mechanism in which many 
solutions are created in each iteration based on the previous generations’ 
information. In GA, a population of good solutions that are recombined to produce 
new solutions are maintained. 
TS, SA, and DA methods move from a solution to another until the stopping criteria 
is met (Bjarnadóttir, 2004). The most used and applied learning algorithm is the Ant 
Colony Optimization (ACO) (Mazzeo & Loiseau, 2004). The first ant system was 
proposed by Bullnheimer, Hartl & Strauss (1999) for the CVRP. Their ant system 
was improved by using two ant system phases: the vehicle routes’ construction and 
the trail update (Bullnheimer, Hartl & Strauss, 1999). GA is useful in solving the 
VRP, they were considered by Baker and Ayechew (2003), where customers with 
demands are supplied from a single depot. A new Hybrid Genetic Algorithm (HGA-
VRP) to solve the CVRP was proposed by Berger and Barkaoui (2003). This 
algorithm uses two populations that from time to time interchange some number of 
individuals. TS is the most popular and used local search method that has been 
successfully applied on different VRP, and has proved to be the most effective 
method to solve VRP (Cordeau & Laporte, 2005). As described by Glover (1986), it 
is superimposed on another heuristic. The basic functionality of TS is that it explores 
each iteration from one solution to another reaching the best solution in a subset of 
the neighborhood (Shin & Han, 2012). The algorithm of Berger and Barkaoui (2003) 
showed good results, in which they were competitive to the best TS heuristics. The 
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most used algorithms for the VRP are based on TS and GA. AS, SA and DA didn’t 
show good results compared to the best methods known, and NN are clearly 
outperformed (Gendreau, Potvin, Bräumlaysy, Hasle & Løkketangen, 2008). 
Providing the initial solutions of the classical heuristics are of important to that of 
meta-heuristics (Shin & Han, 2012). 
 
Tabu Search 
Tabu Search (TS) is a meta-heuristic superimposed on another heuristic as described 
by Glover (1986). The solution space is explored by TS by moving from a solution s 
to a best solution in the subset of its neighbors N(s); at each iteration. A solution may 
decline from one iteration to the next, which is contrary to the classical methods. In 
order to avoid cycles, solutions that contain partial attributes from already explored 
solutions are impermanently considered tabu. The time taken that a feature stays tabu 
is called tabu-tenure, and it varies over an interval of a period (NEO Research Group, 
2013). If the attribute is considered tabu, it can be changed if the required conditions 
are met; this process is called aspiration criterion. The aspiration criterion occurs 
when there is an improved solution than the previous solutions (Glover, 1986). 
Tabu method operates in a way in which the tendency to diverge from a charted 
course, may lead to the regretting of the source of error; with the exception that the 
new courses wouldn’t be randomly chosen (Glover, 1986). Also, this can be a source 
of gain. Instead, the Tabu method continues depending on the idea that it doesn’t 
accept a new solution unless, the already investigated solution is disregarded 
(Glover, 1986). This process guarantees the solution space of the problem to be 
checked, with the intension of avoiding local minima finding the desired solution 
(NEO Research Group, 2013). 
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An insertion heuristic is usually used in order to create the initial solution. After the 
creation of the initial solution, a local search is used with neighborhood structures 
and a best-accept strategy in order to improve the solution (Glover, 1986). The 
neighborhoods that are used are known and were presented before in the context of 
improvement heuristics and various constructions (NEO Research Group, 2013). 
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Chapter Three 
The Vehicle Routing Problem 
We now define formally the Vehicle Routing Problem and some of its variant. As 
mentioned earlier, the VRP asks for finding an optimal route for a fleet of vehicles 
from a depot to a set of customers who are geographically dispersed. Each vehicle 
has a uniform capacity and each customer has demands. Every customer should be 
assigned to only one vehicle, and the total demand of supplies must not exceed the 
capacity of the vehicle for each route that it serves. Figure 1 (left) shows a problem 
instance. The depot is the gray image in the middle of the black dots. The black dots 
represent the customers connected by gray lines which represent the roads. Demands 
are usually assigned to each customer and the capacity for each vehicle is known. 
The vehicles depart from one depot and visit all the customers that are assigned to 
them, and return back to the depot. Each customer should be visited only once. The 
routes that the vehicles take should form the minimal travel cost in order to have an 
optimal solution. Figure 2 (right) is an optimal solution for the problem instance 
given on the (left). 
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Figure 1: Vehicle Routing Problem Instance (left), Optimal solution of the Vehicle Routing Problem 
(Right). 
 
The Capacitated Vehicle Routing Problem (CVRP) is the most basic version of VRP, 
which shall use throughout this thesis. In a CVRP problem, we have a complete 
undirected graph (i.e., links are bidirectional) and we only have one depot that the 
vehicles dispatch from. This means that the paths and the distance from and to every 
vertex are identical both ways. The routes that the vehicles take have costs which are 
the distances between vertices and it represents the travel cost. 
 
3.1     Problem Formulation 
 
The most used type of VRP is the Capacitated Vehicle Routing Problem (CVRP). 
The CVRP can be modeled as the following: 
 
- m (or at most m): identical vehicles based at the depot, 
- n: number of customers, 
- C: capacity of each vehicle, 
- di: demand of customer I, 
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- L: maximal route length (duration), 
- cij: cost of travelling from customer i to customer j. 
 
VRP is determining a set of m, or at most m, vehicle routes that: 
1. Start and end at the depot 
2. Visit each customer exactly once 
3. Satisfy the capacity constraint 
4. Satisfy the maximal length constraint 
5. Of minimal total cost 
 
In the VRP all the variables are non-negative. The problem is to find the optimal 
route solution of the fleet of vehicles beginning and ending at the central depot, and 
to minimize the cost of each route. The cost of traveling from customer i to customer 
j is cij. A fleet of vehicles have a limited capacity C and a central depot, servicing a 
list of n customers. Each one from the n customers should be assigned to one vehicle 
hence to only one tour. 
Each customer i has a demand di, and the total sum of the demands of the customers 
in each route should not exceed the capacity limit of the vehicle. The fleet of vehicles 
is limited in number and can enter the central depot only once. The objective of the 
problem is to minimize either the total distance traveled or the number of vehicles 
used, or minimizing both. 
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Objective 
The aim is to decrease the overall sum time of the travel and the number of vehicles 
used. The capacity of the vehicle should not be surpassed by total demand of 
products for each path the vehicle serves. 
 
Feasibility 
We can expand the problem more if we want, using algorithms that can be applied to 
check where other smaller warehouses can be built in the region to simplify the 
delivery. A solution is considered feasible if the total amount of demands allocated to 
each path does not violate, and surpass the capacity of the vehicle which services a 
specific route. 
 
3.2     Variations of the Vehicle Routing Problem 
The basic and known VRP is mainly described by having a single depot, 
homogeneous fleet of vehicles and each vehicle has one route. These assumptions 
can be removed by adding constraints to the problem. 
 
3.2.1     Capacitated VRP 
CVRP is a type of VRP where a fixed fleet of vehicles of uniform capacity leaving 
from a common depot must deal with customer demands of single service at a 
minimum routing cost. That is, CVRP is like VRP in which we have an added 
constraint on each and every vehicle where they must have a uniform capacity of 
single commodity (NEO Research Group, 2013). 
 
20 
 
3.2.2     Multiple Depot VRP 
A firm might have multiple depots from which it can deliver the demands to 
consumers. If the consumers are grouped around depots, then the problem would be 
demonstrated as a bunch of independent VRPs. On the other hand, if both the depots 
and the consumers are intermixed then the problem would be a Multi-Depot Vehicle 
Routing Problem. 
The assignment of consumers to depots would be required in a MDVRP. Each depot 
would contain a fleet of vehicles fixed at its base. Each vehicle would service the 
consumers that are assigned to a certain depot, leaving from that specific depot and 
returning back to the same depot. 
The aim of MDVRP is to deal with all consumer demands while reducing the amount 
of vehicles and route path (NEO Research Group, 2013). 
 
3.2.3     Periodic VRP 
Usually in traditional VRPs the scheduling time is a one day. The traditional VRP is 
solved by spreading the outlined time to N days; this is in the case of the Period 
Vehicle Routing Problem (PVRP) (NEO Research Group, 2013). 
 
3.2.4     Split Delivery VRP 
SDVRP is a reduction of the VRP where it is acceptable that the same consumer can 
be serviced by multiple trucks if it diminishes the total cost. This reduction is very 
crucial if the consumer’s demands are as huge as the volume of a truck. 
It is harder to acquire an optimal solution in the SDVRP that in the VRP (NEO 
Research Group, 2013). 
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3.2.5     Stochastic VRP 
Stochastic VRP (SVRP) is when there are VRPs where one or multiple components 
of the problem are random. There are three kinds of the SVRP, the first on is where 
we can have the customer either present or absent. The second is that the demands of 
every customer are random. The third kind is having the travel time and the servicing 
time random. 
 
The solution in SVRP consists of two phases. The first phase is known before 
knowing the realizations of the variables which are random. Second phase is when 
we know the values of the random variable, so an alternative or corrective action can 
be used (NEO Research Group, 2013). 
 
3.2.6     VRP with Pick-Up and Delivering 
VRPPD is a type of VRP, Vehicle Routing Problem with Pick-up and Delivering, 
where the probability that consumers return partial items of the goods is expected. In 
such cases, it’s needed to keep in mind that the products to be returned must fit the 
delivery vehicle in which they will be returned in. This leads to improper planning, 
lousy utilization of the vehicles capacity, extended travel routes or a demand for 
more vehicles. 
Consequently, the starting point and the pick-up point of the goods should be at the 
same location in order for no tradeoffs to take place among the customers. A 
different approach is for the meeting with the consumers to take place only once 
(NEO Research Group, 2013). 
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3.2.7     VRP with Backhauls 
One of the types of VRP is the Vehicle Routing Problem with Backhauls (VRPB) 
whereby customers can demand or return some commodities as per their need. 
Therefore, in order for the customers to ensure that the delivery vehicle fits the goods 
being delivered or returned, VRPPD is used to take make sure that all dimensions 
complement one another. Given that the vehicles are rear-loaded and the amounts are 
fixed, all distributions must be made on each path before any pickups start taking 
place. Rearranging the cargo on the paths at the delivery points is not considered 
economical or doable. VRPB is similar to VRPPD except in the case where VRPB 
deliveries for each path must be done before any pickups are handled (NEO Research 
Group, 2013). 
 
3.2.8     VRP with Satellite Facilities 
Satellites are crucial in the vehicle routing problem (VRP) that it has been studied to 
restore vehicles during a route. Satellites are used when possible to restore the 
vehicles route and allows the drivers to continue delivery without going to the depot. 
This helps primarily in the distribution of fuels and certain retail items (NEO Research 
Group, 2013). 
 
3.2.9     VRP with Time Windows 
The VRPTW is similar to the VRP in which an added restriction of a time window is 
linked to every consumer, where each consumer is defined by an interval time they 
need to be supplied in. Scheduling horizon is the interval at the depot (NEO Research 
Group, 2013). 
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Chapter Four 
Using a Traveling Salesman Problem Algorithm 
This section explains different algorithms used to solve the Traveling Salesman 
Problem (TSP). Experiments are also conducted on a variety of instances with 
different numbers of cities in order to compare known algorithms and come up with 
reliable solutions. 
 
4.1     Nearest Neighbor 
This algorithm might be the simplest among the many algorithms used to solve the 
TSP. It was first introduced by J. G. Skellam. Nearest Neighbor (or NN for short) is a 
greedy heuristic algorithm that runs in O(N
2
). In each iteration N cities are chosen, 
hence there are N iterations, and in each iteration, N comparisons are done at most to 
choose the next city. And therefore, the total number of operations is at most N
2
. The 
NN algorithm steps are as follows: 
1. A defined NxN matrix is read from some input file. 
2. The input of the matrix is stored in a 2D array. 
3. Additional array to mark visited vertices is used where all vertices are 
assigned a visited-value of 0. When a vertex is visited, the corresponding 
value is changed to 1. 
4. Vertex 0 is chosen as a starting city. 
5. Nearest unvisited vertex is chosen at each step to be the closest one among 
the vertices/cities that are connected to the current city. 
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6. After visiting an unvisited city, it is marked as visited and becomes the 
current city. 
7. Steps 4-6 are repeated until all vertices are visited, then it goes back to the 
starting city (vertex 0). 
 
When NN was used to solve TSP in our initial experiments, the number of cities 
that were used is 5, 10, 11, 12, 13, 14 and 15. The running time to get the 
solutions varied between 0.0027107sec and 0.0047169sec. This algorithm was 
implemented using C#. The graph below represents the variation. 
 
 
Figure 2: Nearest Neighbor Algorithm Time Variation. 
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4.2     Enhancement of Nearest Neighbor, NN+ 
NN+ is an enhancement of NN with respect to cost. This algorithm works in a way 
that is similar to NN with a slight difference. The steps included to implement NN+, 
are as follows: 
1. A defined NxN matrix is read from some input file. 
2. The input of the matrix is stored in a 2D array. 
3. Additional array to mark visited vertices is used where all vertices are 
assigned a visited-value of 0. When a vertex is visited, the corresponding 
value is changed to 1. 
4. Vertex 0 is chosen as a starting city. 
5. Nearest unvisited vertex is chosen at each step to be the closest one 
among the vertices/cities that are connected to the current city. 
6. After visiting an unvisited city, it is marked as visited and becomes the 
current city. 
7. Steps 4-6 are repeated until all vertices are visited, then it goes back to the 
starting city (vertex 0). 
8. Steps 1-7 are repeated for every city. 
9. The tour with the least cost is chosen. 
 
When NN+ was used to solve TSP in our initial experiments, the number of cities 
that were used is 5, 10, 11, 12, 13, 14 and 15. The running time to get the solutions 
varied between 0.0016184sec and 0.0203665sec. This algorithm was implemented 
using C#. The graph below represents the variation. 
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Figure 3: Nearest Neighbor + Algorithm Time Variation. 
 
 
4.3     Brute Force 
The first method comes to mind when one thinks of the TSP problem is the Brute 
Force method. The Brute Force algorithms are inefficient since the running time is 
(n!). 
The following steps are used to solve the TSP problem using the Brute Force 
method: 
1. A defined NxN matrix is read from some input file. 
2. The input of the matrix is stored in a 2D array. 
3. Vertex 0 is chosen as a starting city. 
4. Calculate the total number of tours. 
5. List all possible tours. 
6. Calculate the distance of each tour. 
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7. After computing all tours, the tour with least cost is chosen as a solution 
(optimal solution). 
 
When BF was used to solve TSP in our initial experiments, the number of cities that 
were used is 5, 10, 11, 12, 13, 14 and 15. The running time to get the solutions varied 
between 0sec and 27207sec. This algorithm was implemented using C#. The graph 
below represents the variation. 
 
 
 Figure 4: Brute Force Algorithm Time Variation. 
 
4.4     Branch and Bound 
The Branch and Bound strategy contains a systematic enumeration of candidate 
solutions which is thought of as making a rooted tree with the full set at the root. It 
explores the tree’s branches, which signify subsets of the solution set. It solves a 
sequence of sub-problems each of which may have multiple possible solutions. The 
solution chosen may affect later on the solutions of the next sub-problems. 
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The following steps are used to solve the TSP problem using the Branch and Bound 
strategy (Chiang, 2013): 
1. Select a starting node. 
2. Set a threshold (bound) to a high number (ex: Infinity). 
3. Choose an arc between the current node and the unvisited node, that is the 
cheapest, and add the distance to the current total distance. Keep repeating 
while the distance value is less than the threshold. 
4. If the current value of the distance is less than the threshold, then we stop. 
5. The distance will be added to the total, and the threshold will be set to the 
current distance. 
6. Step 5 is repeated until we have covered all the arcs. 
 
When BB was used to solve TSP in our initial experiments, the number of cities that 
were used is 5, 10, 11, 12, 13, 14 and 15. The running time to get the solutions varied 
between 0.0012588sec and 0.001872sec. This algorithm was implemented using C#. 
The graph below represents the variation. 
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Figure 5: Branch and Bound Algorithm Time Variation. 
 
4.5     Bellman-Held-Karp 
The Bellman-Held-Karp is one of the initial applications of dynamic programming. 
This algorithm solves TSP in less than O(n!), which is the brute force complexity 
time. In fact, Bellman-Held-Karp algorithm, solves TSP with a time complexity 
O(n
2
2n). This sub-section explains how this algorithm solves TSP. 
 
This algorithm can be solved in two ways, top-down and bottom-up. When using 
bottom-up approach, Bellman-Held-Karp solves TSP problem by breaking it into 
sub-problems and works on finding sub-solutions for each.  
Bellman-Held-Karp works by giving optimal solutions, and if the total solution is 
optimal, then the solution to a given stage is also optimal. This assures that the 
decision made at each stage is correct. The aim of Bellman-Held-Karp is to break 
down the TSP problem into sub-problems and solve each alone giving sub-solutions. 
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At the end the sub-solutions are combined to generate a solution for the main 
problem. 
 
Let C be the set of cities, and s be the start city. Let t be a city different from s, and 
let X be a subset of C excluding s and t. Therefore, G(s,X,t) is the cost of the shortest 
st path going through each city in X exactly once. If X is an empty set, then we will 
have the best cost which is d(s,t), otherwise, G(s,X-{x},x} + d(x,t), taking into 
account different choice of x in X.  
 
For every t different from s, the best cost bt = G(s,C-{s,t},t) is computed using 
dynamic programming. Finally, to compute the cost of the shortest TSP tour, we 
need to compute, bt+ d(t,s). 
The Bellman-Held-Karp algorithm works as follows: 
1. s, the starting city, is shown on the top of the tree. 
2. All nodes connected to s are listed as children. 
3. The cost between s and every node is calculated. 
4. Each child node of step 2 presents all the children connected to it and the 
different costs are calculated. 
5. Step 4 is repeated until all cities are done. 
6. The branch with the lowest cost is the shortest TSP tour. 
 
When Bellman-Held-Karp was used to solve TSP in our initial experiments, the 
number of cities that were used is 5, 10, 11, 12, 13, 14 and 15. The running time to 
get the solutions varied between 0.667sec and 189.375sec. This algorithm was 
implemented using Matlab. The graph below represents the variation. 
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Figure 6: Brute Force Algorithm Time Variation. 
 
4.6     Dynamic Programming 
In order to solve the TSP problem using dynamic programming, we need to break the 
problem down into sub-problems which are simpler to solve (Kumar, 2013). Once a 
solution of the sub-problem is obtained, it is then stored using a memory in order to 
be used later. When the sub-problem happens again and instead of repeating the 
process, the solution for the sub-problem can be looked up from the previously 
calculated answers that were stored. This process saves computation time and space. 
The solutions of the sub-problems are indexed in a way to make the lookup fast and 
easy. 
  
When DP was used to solve TSP in our initial experiments, the number of cities that 
were used is 5, 10, 11, 12, 13, 14 and 15. The running time to get the solutions varied 
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between 0.0013932sec and 0.0188091sec. This algorithm was implemented using 
C#. The graph below represents the variation. 
 
 
Figure 7: Dynamic Programming Algorithm Time Variation. 
 
4.7     Comparison between Algorithms 
 
4.7.1     Comparison between NN and NN+ 
NN+ algorithm is similar to NN with a slight difference. NN+ is better than NN with 
respect to cost, and NN is slightly better than NN+ with respect to time. The 
difference in cost between these two algorithms is considerable; however, the 
difference in time is not that considerable. 
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Figure 8: Performance comparison of time between NN and NN+. 
 
 
Figure 9: Comparison of cost between NN and NN+. 
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4.7.2     Comparison between Different Algorithms 
In the section, there will be a comparison between the different algorithms used to 
solve TSP. The comparison is done based on time complexity.  
 
When NN was used, as the number of cities increase, there was a variation in running 
time; it was not increasing / decreasing with the increase in number of cities. 
Moreover, when BF was used to solve TSP, as the number of cities increase, the 
running time increased in a fast way, and this was a proof for the stated running time, 
O(n!). With the use of Bellman-Held-Karp, the running time was increasing 
exponentially with the increase in the number of cities. With the use of BB, the 
running time was increasing exponentially with the increase in the number of cities. 
Also when DP was used, the running time was increasing exponentially with the 
increase in the number of cities. Comparing the three exponential algorithms we can 
find that the DP algorithm performed the best in time and in the quality of the 
solution. Finally, when NN+ was used to solve TSP, as the number of cities increase, 
the running time was increasing gradually, however there was a big difference in 
running time between 13 cities and 14 cities. Below we can see a comparison 
between the algorithms in a table view, showing the time taken as the number of 
cities increase. Also, there is a graph view of the algorithms tested. 
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Table 1: Comparison of time between TSP algorithms. 
 
 
Figure 10: Graph comparison of time between TSP algorithms. 
 
After comparing the algorithms together, and depending on the factors which are the 
time taken as the number of cities increase, and the quality of the solution we have 
chosen the following three algorithms: Nearest Neighbor, Branch and Bound, and 
Dynamic Programming. Below we can see a graph comparison, showing the time 
taken as the number of cities increase. In our VRP problem the number of cities used 
is going to be more than the number of cities used in our experiments for solving the 
TSP. 
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Figure 11: Graph comparison of time between the chosen TSP algorithms for our approach. 
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Chapter Five 
A Three-Stage Hybrid Heuristic 
In this section, we explain in details our proposed algorithm which is composed of 
three stages: Cluster Formation, Cluster Enhancement, and Route Construction. The 
proposed algorithm is enhanced by a centroid computation method in order to obtain 
better clusters. 
 
Why Clustering is needed for CVRP 
Clustering is the process in which grouping a number of items in an approach where 
these items in the same group (cluster) are more related and share common 
characteristics to each other than objects in other groups. 
When assigning each vehicle to a set of customers, clustering algorithms will be 
needed. In fact, we shall see that the total cost of a solution for a VRP problem 
instance depends on the algorithms used in the clustering phase. Such algorithms are 
mainly based on the geographic topology of the instance. 
Geographical locations are important components of the input instance in any 
logistics' problem especially in VRP. Partitioning input based on locations can help 
in lowering transportation costs and travel distances, of course by grouping 
customers close to each other. Also, it is beneficial for the market by delivering the 
goods faster to the customers. Close customers should be grouped together while 
customers that are far from each other would be placed in different groups to be 
serviced by different vehicles. Clustering is the main approach used to this purpose. 
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Centroid of a Cluster 
The cluster centroid is, roughly speaking, the middle of a cluster. 
The centroid of cluster C (CC) is the summation of the x-coordinates over the 
number of nodes, and the summation of the y-coordinates over the number of nodes. 
Let Ci = {n0, n1, n2,……nk} be the ith cluster, in which every nj is a cluster element. 
The centroid of cluster Ci can be defined as: 
CC (Ci) = ( ∑nxj ∕ k , ∑n
y
j ∕ k ), where n
x
j and n
y
j j are the x and the y coordinates of nj. 
 
 
5.1     Cluster Formation Approach 
In the five algorithms used, we start by selecting the node that is farthest from the 
depot to construct the clusters. This process is justified by the fact that a farthest 
node is a critical node where additional customers can be visited from during the 
tour. If the farthest customers aren’t considered first in the construction of the 
solution, then we will need to create separate routes for them, and usually the farthest 
customers have only few available places for them to be placed. 
The following five algorithms will be described: 
 Centroid Based Clustering Algorithm 
 Fixed Nearest Neighbor / Farthest-First Traversal Based Clustering 
Algorithm 
 Fixed Nearest Neighbor / Farthest Node from Depot Based Clustering 
Algorithm 
 Fixed Nearest Neighbor / Farthest Node from Previous Node Based 
Clustering Algorithm 
 Nearest Neighbor / Farthest Node from Depot Based Clustering Algorithm 
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Centroid Based Clustering Algorithm 
Once the node farthest from the depot is chosen as a seed for creating the cluster, the 
first cluster C0 is created with this node ni. Then the centroid of the created cluster is 
calculated by using the formula in section 5.2. In order to add nodes to cluster C0, the 
clustering algorithm finds node nj between un-clustered nodes, which is the closest to 
the centroid of C0, then we add it to cluster C0. Each time we add a node to the 
cluster, we keep track of the truck capacity. We reduce the truck capacity by the 
demand of node nj. The same procedure is done again until the truck capacity is 
reached or the next node’s demand is larger than the truck’s capacity; the algorithm 
stops and finds again the next node nk that is farthest from the depot between nodes 
that are un-clustered in order to create another cluster C1 with node nk. This process 
is repeated until there is no unvisited node (Shin & Han, 2012). 
 
Fixed Nearest Neighbor / Farthest-First Traversal Based Clustering Algorithm 
Once the node farthest from the depot is chosen as a seed for creating the cluster, the 
first cluster C0 is created with this node ni. In order to add nodes to cluster C0, we fix 
node ni and run nearest neighbor on it multiple times. Each time the clustering 
algorithm finds node nj, which is the closest to node ni between un-clustered nodes 
we add it to cluster C0. Each time we add a node to the cluster, we keep track of the 
truck capacity. We reduce the truck capacity by the demand of node nj. The same 
procedure is done again until the truck capacity is reached or the next node’s demand 
is larger than the truck’s capacity; the algorithm stops and finds the farthest node nk 
from all previously selected seed nodes, which is between the nodes that are not 
clustered yet in order to create another cluster C1 with node nk. If node n1 and n2 are 
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the first two seeds selected which are farthest from each other, the third seed node n3 
will be the farthest from n1 and n2.. This process is repeated until there is no unvisited 
node. 
 
Fixed Nearest Neighbor / Farthest Node from Depot Based Clustering 
Algorithm 
Once the node farthest from the depot is chosen as a seed for creating the cluster, the 
first cluster C0 is created with this node ni. In order to add nodes to cluster C0, we fix 
node ni and run nearest neighbor on it multiple times. Each time the clustering 
algorithm finds node nj, which is the closest to node ni between un-clustered nodes 
we add it to cluster C0. Each time we add a node to the cluster, we keep track of the 
truck capacity. We reduce the truck capacity by the demand of node nj. The same 
procedure is done again until the truck capacity is reached or the next node’s demand 
is larger than the truck’s capacity; the algorithm stops and finds again the next node 
nk that is farthest from the depot between nodes that are un-clustered in order to 
create another cluster C1 with node nk. This process is repeated until there is no 
unvisited node. 
 
Fixed Nearest Neighbor / Farthest Node from Previous Node Based Clustering 
Algorithm 
Once the node farthest from the depot is chosen as a seed for creating the cluster, the 
first cluster C0 is created with this node ni. In order to add nodes to cluster C0, we fix 
node ni and run nearest neighbor on it multiple times. Each time the clustering 
algorithm finds node nj, which is the closest to node ni between un-clustered nodes 
we add it to cluster C0. Each time we add a node to the cluster, we keep track of the 
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truck capacity. We reduce the truck capacity by the demand of node nj. The same 
procedure is done again until the truck capacity is reached or the next node’s demand 
is larger than the truck’s capacity; the algorithm stops and chooses the node nk farthest 
from the previously chosen node between nodes that are un-clustered in order to 
create another cluster C1 with node nk. This process is repeated until there is no 
unvisited node. 
 
Nearest Neighbor / Farthest Node from Depot Based Clustering Algorithm 
Once the node farthest from the depot is chosen as a seed for creating the cluster, the 
first cluster C0 is created with this node ni. In order to add nodes to cluster C0, we run 
nearest neighbor on the selected node ni. Each time the clustering algorithm finds 
node nj, which is the closest to the previous selected node ni between un-clustered 
nodes we add it to cluster C0. Each time we add a node to the cluster, we keep track 
of the truck capacity. We reduce the truck capacity by the demand of node nj. The 
same procedure is done again until the truck capacity is reached or the next node’s 
demand is larger than the truck’s capacity; the algorithm stops and finds again the 
next node nk that is farthest from the depot between nodes that are un-clustered in 
order to create another cluster C1 with node nk. This process is repeated until there is 
no unvisited node. 
 
5.2     Cluster Enhancement 
After all the clusters are formed, the cluster enhancement process is applied in order 
to readjust the nodes to different clusters for optimization, based on a centroid; 
keeping in mind the truck’s capacity shouldn’t be violated. Cluster enhancement is 
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defined as, if we have a node nk which is included in cluster CC(Cj), is closer to the 
centroid of cluster CC(Ci), and the demand of the node nk doesn’t surpass the 
capacity of CC(Ci) that is available, then move nk from CC(Cj) to CC(Ci). After 
moving the node from cluster to cluster we need to calculate the centroid again. The 
cluster enhancement algorithm is run multiple times after clustering for the 
optimization of each cluster. 
 
5.3     Route Construction 
After the clusters are formed in stage one and after the cluster enhancement is done 
in stage two, finally the route construction algorithm is applied. The routing part of 
the problem will be solved using the TSP algorithm, since the truck needs to visit 
each customer once with the shortest distance and go back to the depot. 
Three algorithms will be used: 
1. Nearest Neighbor  
2. Branch and Bound 
3. Dynamic Programming 
 
If in each cluster the number of customers is less than or equal to 20, we will use the 
Dynamic Programming algorithm and the other two, since it wouldn’t take time to 
solve the problem and for memory purposes; else we use the other two algorithms 
alone (Nearest Neighbor, Branch and Bound). 
For each created cluster, the three algorithms are going to be run in parallel to find a 
route. Once each algorithm returns the route it found, the results are going to be 
compared together. The route with the least cost will be chosen. When this process is 
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done on one cluster, it will be repeated on the other clusters. After we collect the best 
route for each cluster, we calculate the total cost of all routes. 
 
5.4     Combined Proposed Algorithm 
The proposed algorithm consists of five algorithms which are run in parallel, and 
they only differ in the clustering part as described above. Breaking the algorithm 
more, each algorithm is composed of three stages: cluster formation, cluster 
enhancement, and route construction. The cluster enhancement and the rout 
formation is the same among the five algorithms. After running the cluster 
construction in each algorithm, we obtain the clusters in which the two remaining 
stages are executed. In the cluster enhancement stage, the nodes are checked with the 
centroid of each cluster and readjusted to the nearest cluster if the capacity is not 
violated. At the last stage, three routing algorithms are run in parallel for each cluster 
to compute the cost of each route. Once the cost is returned for each route; they are 
compared with each other and the lowest cost is chosen. After doing this process to 
every cluster, the costs are added up to find the total cost. 
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Chapter Six 
Experimental Results 
The proposed algorithm was implemented in C#, on an Intel Core i7, 8 GB RAM, 
CPU 2.20 GHZ, Windows 7. Our solution was tested on the following benchmark 
datasets that are available at http://vrp.atd-lab.inf.puc-rio.br/index.php/en/: 
1. Set A (Augerat, 1995) => # of nodes range from 32 till 80 => contains 27 
instance files. 
2. Set B (Augerat, 1995) => # of nodes range from 31 till 78 => contains 23 
instance files. 
3. Set P (Augerat, 1995) => # of nodes range from 16 till 101 => contains 24 
instance files.  
4. Set E (Christofides and Eilon, 1969) => # of nodes range from 22 till 101 => 
contains 11 instance files. 
5. Set M (Christofides, Mingozzi and Toth (1979)) => # of nodes range from 
101 till 200 => contains 5 instance files. 
6. Set X (Uchoa et al. (2014)) => # of nodes range from 101 till 1001 => 
contains 100 instance files. 
 
The customer locations and the demands of the customers are random in the instance 
files of dataset A, The instance files in dataset B are clustered instances. The instance 
files in dataset P are a modification of the versions of instances from the literature 
(Shin & Han, 2012). Information about the problem can be found in the instance 
file’s name, which specifies the number of nodes and the required (minimum) 
number of vehicles wanted to solve the problem. The first field in the file name 
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contains which benchmark set we are testing. The second part of the file name 
specifies the number of nodes in the graph including the depot. The third part of the 
file name contains the least number of vehicles necessary to solve the problem. For 
example, A-n33-k6 specifies that this instance is from set A, of which 33 is the 
number of nodes including the depot, and the number 6 is the amount of available 
vehicles. All examples are Euclidean, with integer edge costs following the TSPLIB 
standard, and each customer has a specific demand. 
 
6.1     Comparing the Hybrid Method with Different Methods 
 
Our algorithm is compared to different algorithms and the results are shown in tables 
2 to 6. In the first column of the tables, the name of the benchmark dataset is shown. 
In the second column, we have the best known solution (shortest distance) found 
until date. The third column which is labeled “Three-Stage Hybrid Algorithm” is our 
proposed algorithm’s solution. The rest of the columns contain the names of the 
algorithms that we are going to compare our algorithm to. 
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A Benchmarks 
 
Table 2: Experimental results of the benchmark set A. 
 
As table 2 shows, on benchmark set A, the proposed algorithm finds better solution 
(shorter distances) in the 23 cases out of the 27 cases than the Algelect Electrostatic 
algorithm; 22 cases out of the 27 cases than the Centroid-based 3-phase + Lin-
Kernighan  algorithm; 24 cases out of the 27 cases than the Sweep algorithm with 
cluster adjustment; 12 cases out of the 12 given solutions than the HDVRP; 12 cases 
out of the 12 given solutions than the RHDVRP; 27 cases among 27 than the Fit 1 
(R) and 27 cases among 27 than the Fit 2 (R) (Faulin & Del Valle, 2008; Krömer, 
Abraham, Snášel, Berhan & Kitaw, 2013; Layeb, Ammi & Chikhi, 2013; Shin & 
Han, 2012). 
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B Benchmarks 
 
Table 3: Experimental results of the benchmark set B. 
 
As table 3 shows, on benchmark set B, the proposed algorithm finds shorter distances 
15 cases out of the 23 cases than the Centroid-based 3-phase + Lin-Kernighan 
algorithm; 20 cases out of the 23 cases than the Sweep algorithm with cluster 
adjustment; 11 cases out of the 11 given solutions than the HDVRP and 11 cases out 
of the 11 given solutions than the RHDVRP (Layeb, Ammi & Chikhi, 2013; Shin & 
Han, 2012). 
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P Benchmarks 
 
Table 4: Experimental results of the benchmark set P. 
 
As table 4 shows, on benchmark set P, the proposed algorithm finds shorter distances 
16 cases out of the 24 cases than the Centroid-based 3-phase + Lin-Kernighan 
algorithm; 15 cases out of the 24 cases than the Sweep algorithm with cluster 
adjustment; 3 cases out of the 3 given solutions than the HDVRP and 3 cases out of 
the 3 given solutions than the RHDVRP (Layeb, Ammi & Chikhi, 2013; Shin & Han, 
2012). 
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E Benchmarks 
 
Table 5: Experimental results of the benchmark set E. 
 
As table 5 shows, on benchmark set E, the proposed algorithm finds shorter distances 
9 cases among 11 than the CWS algorithm; 9 cases among 11 than the MCS 
algorithm; 7 cases among 11 than the Binary-Sampling algorithm; 2 cases out of the 
2 given solutions than the HDVRP and 2 cases out of the 2 given solutions than the 
RHDVRP (Takes & Kosters, 2010; Layeb, Ammi & Chikhi, 2013). 
 
M Benchmarks 
 
Table 6: Experimental results of the benchmark set M. 
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As table 6 shows, on benchmark set M, the proposed algorithm finds shorter 
distances 4 cases out of the 4 given solutions than the HDVRP and 4 cases out of the 
4 given solutions than the RHDVRP (Layeb, Ammi & Chikhi, 2013). 
 
6.2     The Hybrid Method versus Optimum 
 
For the proposed algorithm, the percent error from optimum was calculated, and the 
routes used to solve each problem are displayed and the results are shown in tables 7 
to 15. The name of the benchmark data is shown in the first column of the tables. In 
the second column, we have the best known solution (shortest distance) found until 
date. The third column, which is labeled “Three-Stage Hybrid Algorithm,” is our 
proposed algorithm’s solution. The column labeled “Percent Error” is the solution’s 
percentage of the reported optimum or best answer. The fifth column labeled 
“Routes” displays the number of vehicles that were used to solve the specified 
problem. 
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A Benchmarks 
 
Table 7: Percent error of the benchmark set A. 
 
As table 7 shows, on benchmark set A, the proposed algorithm finds the solutions 
with the same number of vehicles or at most 1 more vehicles. The average 
percentage error is 7.55%. The proposed algorithm solves the 27 instance files within 
1.5527763 seconds. 
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B Benchmarks 
 
Table 8: Percent error of the benchmark set B. 
 
As table 8 shows, on benchmark set B, the proposed algorithm finds the solutions 
with the same number of vehicles or at most 1 more vehicles. The average 
percentage error is 4.41%. The proposed algorithm solves the 23 instance files within 
1.3329791 seconds. By using one more vehicle, we can see that the proposed 
algorithm finds a better solution (shorter distance) in the case of B-n51-k7, which is 
better than the best known solution. 
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P Benchmarks 
 
Table 9: Percent error of the benchmark set P. 
 
As table 9 shows, on benchmark set P, the proposed algorithm finds the solutions 
with the same number of vehicles or at most 2 more vehicles. The average 
percentage error is 6.72%. The proposed algorithm solves the 24 instance files within 
5.1354751 seconds. By using the same number of vehicles, we can see that the 
proposed algorithm in the case of P-n21-k2, finds the same solution (same distance) 
as the best known solution. 
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E Benchmarks 
 
Table 10: Percent error of the benchmark set E. 
 
As table 10 shows, on benchmark set E, the proposed algorithm finds the solutions 
with the same number of vehicles or at most 2 more vehicles. The average 
percentage error is 5.97%. The proposed algorithm solves the 11 instance files within 
1.3675554 seconds. By using one more vehicle, we can see that the proposed 
algorithm finds a better solution (shorter distance) in the case of E-n30-k3, which is 
better than the best known solution. 
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M Benchmarks 
 
Table 11: Percent error of the benchmark set M. 
 
As table 11 shows, on benchmark set M, the proposed algorithm finds the solutions 
with the same number of vehicles or at most 1 more vehicles. The average 
percentage error is 8.17%. The proposed algorithm solves the 5 instance files within 
7.3215161 seconds. 
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X Benchmarks 
 
Table 12: Percent error of the benchmark set X. 
 
 
 
 
57 
 
 
Table 13: Percent error of the benchmark set X. 
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Table 14: Percent error of the benchmark set X. 
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Table 15: Percent error of the benchmark set X. 
 
As tables 12 to 15 show, on benchmark set X, the proposed algorithm finds the 
solutions with the same number of vehicles or at most 156 more vehicles. The 
average percentage error is 10.89%. The proposed algorithm solves the 100 instance 
files within 557.7346397 seconds (9 minutes and 17.7346397 seconds). 
 
6.3     Analysis 
 
In all the benchmark datasets (A, B, P, E, and M) that we used in our experiments, 
we can notice that our algorithm outperformed the other algorithms. The proposed 
algorithm found better solutions (shorter distances) in most of the instances than the 
other algorithms. Calculating the percent error from optimum in benchmark datasets 
(A, B, P, E, M, and X), we have set A is 7.55% from optimum that is solved in 
1.5527763 seconds, set B is 4.41% from optimum that is solved in 1.3329791 
seconds with one instance better (shorter distance) from best known solution, set P is 
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6.72% from optimum that is solved in 5.1354751 seconds with one instance equal to 
the best known solution, set E is 5.97% from optimum that is solved in 1.3675554 
seconds with one instance better (shorter distance) from best known solution, set M 
is 8.17% from optimum that is solved in 7.3215161 second, set X is 10.89% from 
optimum that is solved in 557.7346397 seconds (9 minutes and 17.7346397 
seconds). 
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Chapter Seven 
Conclusion 
One of the most studied combinatorial optimization problems is the Vehicle Routing 
Problem (VRP), which is known to be NP-hard. The VRP has a wide range of 
applications in the fields of logistics and transportation. In this thesis we considered 
the Capacitated Vehicle Routing Problem (CVRP), a well-known variant of the VRP. 
CVRP is also NP-hard in general. In our study, a three-stage hybrid heuristic 
algorithm for the CVRP is proposed. Our hybrid algorithm is based on a two-phase 
heuristic algorithm known as the Cluster-First Route-Second approach. It consists of 
five algorithms of which are run in parallel and the best solution between them is 
chosen. Breaking the algorithm further, each algorithm consists of three stages: 
cluster formation, cluster enhancement and route construction. The five algorithms 
only differ only in the first stage which is the cluster formation stage where the nodes 
that are close together are clustered in the same group. In the cluster enhancement 
stage, the nodes are checked against the centroid of each cluster and readjusted to the 
nearest cluster if the capacity is not violated. This second stage is run several times 
until each node is assigned to the cluster with the closest centroid. In the route 
construction stage, three routing algorithms for the Traveling Salesman problem are 
run in parallel for each cluster to calculate the cost of each route. Once the cost for 
each route is returned, the results are compared to each other and the lowest cost 
between the three algorithms is chosen. After calculating the cost for every cluster, 
the costs are added up to find the total cost.  
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When conducting experiments on the well-known VRP benchmark datasets (A, B, P, 
E, M, and X), we compared the proposed approach with other algorithms and 
calculated the percent error from optimum. Our proposed algorithm was capable to 
compete or even outperform other, more complex, algorithms. We can conclude that 
a combination of multiple heuristics can show better results than running only one 
heuristic on its own. In some cases, our algorithm found solutions that are better than 
the current best-known results, thereby breaking the records reported for some of the 
well-known benchmarks. 
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