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ABSTRACT Low Earth Orbit (LEO) satellite constellations are envisioned as a complementary or integrated
part of 5G and future 6G networks for broadband or massive access, given their capabilities of full Earth
coverage in inaccessible or very isolated environments. Although the queuing and end-to-end delays of such
networks have been analyzed for channels with fixed statistics, currently there is a lack in understanding
the effects of more realistic time-varying channels for traffic aggregation across such networks. Therefore,
in this work we propose a queuing model for LEO constellation-based networks that captures the inherent
variability of realistic satellite channels, where ground-to-satellite/satellite-to-ground links may present
extremely poor connection periods due to the Land Mobile Satellite (LMS) channel. We verify the validity
of our model with an extensive event-driven simulator framework analysis capturing the characteristics of
the considered scenario. We later study the queuing and end-to-end delay distributions under such channels
with various link, traffic, packet and background conditions, while observing goodmatch between theory and
simulation. Our results show that ground-to-satellite/satellite-to-ground links and background traffic have
a much stronger impact over the end-to-end delay in mean and particularly variance, even with moderate
queues, than unobstructed inter-satellite connections in outer space on an established path between two
ground stations and through the constellation. This might hinder the usability of these networks for services
with stringent time requirements.
INDEX TERMS Queuing, delay, LEO, constellation, LMS channel, Internet of Things.
I. INTRODUCTION
In recent years, the reborn interest in commercial space
applications from service providers and academia has led to
the so-called NewSpace / Space 4.0 era [1]–[3]. It has been
indeed publicly recognized in the National Aeronautics and
Space Administration (NASA) new ARTEMIS program to
the Moon, starting on 2022 [4]. To reach this end, rocket
launchers as SpaceX or Blue Origin have introduced sig-
nificant launch cost reductions for different missions types
including LEO satellite constellations. This has been possible
by leveraging on both reusable propulsion rockets [3], [5], [6],
The associate editor coordinating the review of this manuscript and
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and small satellites from Commercial Off-the-Shelf (COTS)
components [7], [8]. All of this has also been translated into
technology transfer and low cost electronics for society.
The progressive acceptance of 5G New Radio (NR) by
Third Generation Partnership Project (3GPP) and the Inter-
net of Things (IoT) is enabling mobile operators to exploit
new attractive services by taking advantage from these cost
reductions. 3GPP has formulated the Non-Terrestrial Net-
works (NTNs) [9] specifications in Release 15 [10] encom-
passing LEO satellite constellations for the access segment.
Such networks present themselves with lower costs than in
the early 2000s, and thus appear as a reasonable choice
to provide worldwide continuous coverage for ubiquitous
connectivity.
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For IoT, providing connectivity to remote endpoints for
data collection and aggregation of aerial/maritime traffic for
tracking and data services will become a major component
in future networks. Another relevant scenario is the case of
interconnecting isolated Wireless Sensor Networks (WSNs)
located at unreachable places by terrestrial networks, such as
polar regions, deserts, seas, tropical rainforests, etc. Trans-
mitters at ships, vessels, planes, or WSN Ground Station
(GS) gateways, regularly send critical telemetry messages
for position updates or whole aircraft/vessel/sensor trunking
data (e.g. web browsing or periodic reports) through the
constellation network. Such messages are for tracking of con-
tainers in logistics, data from ships/vessels using VHF Data
Exchange System (VDES) [11], former Authentication Iden-
tification System (AIS) [12], or the Automatic Dependent
Surveillance-Broadcast (ADS-B) system [13] in airplanes.
In all these scenarios, application end users are interested in
reduced delays when compared with other services, to ensure
timely updates for a real status monitoring or acceptable
Quality of Service (QoS).
Besides propagation and transmission delays, queuing
delays pose their own inherent challenges, since these depend
not only on transmission and processing capabilities of the
satellites, but also on the incoming traffic of the aggre-
gated services. The classical queuing theory from Jackson
networks [14], [15] and, in particular Burke and Jackson’s
Theorems [16], [17], allows us to model such delays over the
end-to-end LEO network. However, most approaches assume
ideal communication channels as either constant or with
fixed statistics and no additional delays. Although the com-
munication channels across the constellation Inter-Satellite
Links (ISLs) might be time invariant, satellite-to-ground and
ground-to-satellite channels typically display time-varying
statistics due to multi-path interference from environment
scatters. This results in different channel coefficient means
and variances across periods of time, as in the LMS channel
proposed in [18]. This behavior directly impacts on the queu-
ing delay, since different channel states might completely
block the received signal, thus leading to perceived inactivity
periods in the satellite transmitter queues due to intermit-
tent disconnections. Moreover, the possibility that different
communication paths can be formed across the constellation,
introduces background traffic in the satellites, which might
impact even more the performance of an established path.
Therefore, accurate analysis of the queuing delay in these
scenarios requires to incorporate such aspects. Although there
have been works studying queuing models for LEO constel-
lations, most of them focus on either ideal channels or those
with single fixed statistics, since their purpose has been to
focus on initial estimates.
Opposed to that, we consider a new model for the queu-
ing delay of LEO satellite constellations, where traffic is
aggregated from a remote ground station and conveyed to
a destination ground station for network monitoring and
data analysis. While conventional models assume ideal or
fixed channel statistics, we incorporate the aspects of real
time-varying channel measurements of the LMS on suit-
able frequency bands for typical IoT services. We present a
theoretical framework, and validate it comparing its results
with those yielded by a system-level simulator. Furthermore,
the simulator can be also used under other similar scenarios or
technologies, where the theoretical assumptions do not hold.
Our contributions are the following:
• We introduce a theoretical model based on Quasi-Birth-
Death (QBD) processes for evaluating the queuing delay
of LMS links, for different states in the satellite-to-
ground/ground-to-satellite links, through a generalized
Markov chain capturing the different channel states.
• We broaden our model to consider LEO constella-
tion communication paths, to assess their end-to-end
delay, based on Open Jackson Networks theory, where
inter-satellite links are modeled as lossless M/M/1
queues.
• We validate our model, comparing it with system-level
simulations that consider empirical channel statistics
obtained from real measurements of the LMS channel.
• We compute the end-to-end delay distribution for an
established communication path, and we study the effect
of the background traffic in the overall delay.
• We exploit the simulator to assess the performance under
different assumptions of traffic pattern and packet length
distributions.
Our work is structured as follows: Section II discusses
prior related work of queuing models for the delay in
LEO satellite networks. Section III presents our model for
LEO constellations that interconnect ground stations on Earth
carrying different traffics flows. In Section IV, we introduce
our queuing model based on QBD processes and we also
discuss its integration with the LMS channel model. Our
results on the queuing delay, which also considers propa-
gation and transmission delays, are discussed in Section V.
Final conclusions are drawn in Section VI.
II. STATE OF THE ART REVIEW
The study of queuing delay in LEO satellite networks
has been previously considered for different purposes. The
authors in [19] proposed a Markov chain to study the storage
queue of a single satellite with downlink/uplink on-board
capability and a selective-repeat Automatic Repeat Request
(ARQ) process for error correction. They consider packet
erasures in the transmission links and propose the queuing
model for finding optimal storage buffers. The work in [20]
reviews the end-to-end delay of LEO satellite constellations
with a simulation framework using capacity and flow opti-
mization, but their estimates of the queues are not reported.
Authors in [21] propose a delay model that considers not only
the queuing but also the propagation delay for a Galileo-like
satellite constellation. The authors model the delay in the
ISLs both for intra- and inter-planes, with two different rout-
ing policies. In this case, they consider that the delay can be
modeled as a Markov chain with eight states. However, their
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results appear hard to generalize, since they depend on a fixed
topology with very specific delay distributions.
Another study for the queuing delay in optical LEO con-
stellations is found in [22], where the authors calculate
the average number of ISLs between two GSs to compute
an average queuing delay, considering Poisson-distributed
incoming traffic, but without evaluating potential queuing
situations. A study for a queuing model in Software-defined
Networking (SDN) satellite networks is proposed in [23].
This work models the queuing delay in Delay-Tolerant Net-
works (DTNs), which considers the signaling process and
store-and-forward mechanism of satellite nodes, given plau-
sible disconnection times. However, it does not take into
account the impact of satellite channel time-varying aspects,
by assuming an ideal setup, which is not realistic in practical
scenarios. It focuses on the effect of the SDN controller in
GeostationaryOrbit (GEO) orbit, excluding non-SDN scenar-
ios. Similarly, the performance of SDN-based Routing Algo-
rithm (SDRA) is quantified, in terms of queuing delay and
total hop distance for LEO constellations, in [24], where the
controllers are interconnected through the GSs in a terrestrial
network. Still, their adopted queuing model considers ideal
constant channels while trying to avoid overloading satellite
queues.
More recently, an analysis of intermittent satellite links
in LEO and Medium Earth Orbit (MEO) constellations is
discussed in [25]. The authors propose a two-state Markov
to model working and vacation periods. These periods are
a function of the Line of Sight (LoS) times between two
satellites, or a satellite and a ground station, and not strictly
of the queue length. Even though being a useful approach,
it does not provide a realistic channel model since it focuses
only in the constant channel case under the visibility period.
The work in [26] considers system simulations of traffic to
estimate the ideal buffer size for avoiding bufferbloat, when
considering queuing delay in GEO or MEO links, and its
impact over Transmission Control Protocol (TCP) perfor-
mance. The study considers the adaptation of real world traf-
fic flow distributions, which are integrated as traces into the
simulation environment, and these are then used to analyze
the traffic queues and obtain optimum buffer sizes. Still,
it does not capture the general case of time-varying channels,
particularly for the satellite-to-ground links, since it focuses
on the packet loss effect in the TCP data transfer period, rather
than the underlying causes of the loss.
Authors in [27] design a Queue State-based Dynamic
Routing (QSDR) for LEO, where the queue state is only
estimated from the available number of packets in the satel-
lite queue. The average and instantaneous queue lengths are
weighted and combined to provide a reasonable estimate,
which needs to be tailored for specific scenarios. Different
queuing models for LEO constellations are introduced in [28]
to analyze the communication path survivability, i.e., the
probability of successful operation without attacks in
the chosen path, based on a utility function that considers the
communication costs. These models consider the reception
buffers for a constrained number of accessing nodes, satel-
lite processing and transmission to the next node. However,
the authors still envision ideal channel conditions for both
up- and downlink. A more recent queuing model for a similar
constellation that the one we consider herewith is discussed
in [29], where the authors analyze the Age of Information
(AoI) as a function of the queuing delay. The considered sce-
nario comprises various satellites connecting a set of devices
towards a destination GS, whose traffic gets aggregated by
an initial satellite in the path. The intermediate satellites
may add further incoming traffic on their own, as well as
background traffic, loading the next satellites in the path.
In [30] and [31], the same authors propose the use cases of
either offloading a local 5G cellular network, and backhauling
where nearby mobile networks are not present. The authors
consider, in these last three works, M/M/1 queues for any
satellite communication path, assuming that communication
channels do not vary along time.
Opposed to existing works, we propose a novel model
to characterize the end-to-end delay in LEO constella-
tions. We consider the variability that LMS channels might
have, by proposing a novel Markov-chain model that cap-
tures the time-varying characteristics of these links. Then,
we use queuing theory to assess the average end-to-end-delay
through an established path in a path of a LEO constella-
tion with ISLs with ideal channels in space. Furthermore,
by exploiting a proprietary event-driven simulator, we also
study the variability of such delay, which might strongly
affect the behavior of services having real time requirements
(for instance IoT based services, such as telemetry). To the
authors’ best knowledge, and considering the aforementioned
existing state-of-the-art, this is the first work that tackles this
analysis.
III. LEO SATELLITE CONSTELLATION MODEL
We consider a generic LEO ‘‘Streets of Coverage’’ satellite
polar constellation [32] for full Earth coverage, which con-
sists ofN satellites arranged inP orbital planes at a given orbit
height h, and with S satellites per plane. Satellites that are at
the same orbital plane possess the same orbital parameters.
We thus consider circular orbital planes (i.e. null eccentricity)
rotating separated by 180◦/P from each other. In each plane,
satellites are separated by an angle of 360◦/S. We consider
two generic GSs located at two different points of Earth,
and connected through a communication path across one of
such planes formed by an Up Link (UL), set of ISLs and
Down Link (DL) across the constellation network, shown
in Figure 1 for the example case of three satellites. The
satellites interconnect a WSN with a Network Control Center
(NCC), for which we define a traffic flow of rate λ described
in Section III-B. For our queuing delay estimates, we consider
this network as a static snapshot, since the queuing delay
time horizon is much more smaller than the time horizon for
topology changes. Typical times for a defined communication
path at LEO heights are in the order of 10-20 minutes [32].
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FIGURE 1. A path of three satellites in the same orbital plane connecting
two ground stations. The WSN generates traffic with rate λ through the
satellites and towards the NCC.
In this way, our model does not exclude different orbital
planes for the ground stations.
A. MINIMUM NUMBER OF SATELLITES & DISTANCES
The minimum number of satellites for global coverage with
LEO constellation for a given orbit height h and minimum
elevation angle εmin are calculated as described in [33]. Such
constellation design ensures all satellites have LoS with their
nearest neighbors. We can straightforwardly compute the
Earth half-center angle θGS , shown in Figure 2. The coverage
of any given satellite for a given orbit height h and minimum










FIGURE 2. Coverage design geometry.
where RE is the radius of the Earth. Then, the total number of





From Figure 2, the GS-to-satellite distance is defined as:
dgs−sat =
√
2REh+ h2 + (RE cos(ε))2 − RE cos(ε) (3)
Similarly, from the constellation geometry, the intra-satellite
distance between neighboring satellites in the same plane is:
dintra = (RE + h)
√
2 (1− cos (2π/S)) (4)
B. TRAFFIC FLOW MODEL
Under the path between the two ground stations GSsrc,GSdst
in Figure 1, the sourceGSs aggregates traffic from aWSNand
forwards it to another remote destination GS connected to the
NCC for data monitoring and analysis. The closest satellite
to the originating GS conveys such traffic to other satellite
constellations from the UL during its pass when in visibility
and having a local elevation angle ε ≥ εmin from the local
horizon. Similarly, the terminating GS offloads its carrying
traffic at the DL.
A poissonian traffic pattern with rate parameter λ is
considered for the total aggregated traffic flow from theWSN
at GSsrc, which originates from aggregating periodic mes-
sages of telemetry reporting from an arbitrarily large num-
ber of identical IoT devices. This assumption is reasonable,
as discussed in [34]. The traffic is generated from GSsrc to
GSdst across K satellites in a constellation plane in general.
The fixed distance between the satellites defines the prop-
agation delay as ζ = dintra/c (or dgs−sat/c for UL/DL)
where c is the speed of light in vacuum. The satellites transmit
equal priority of exponentially-distributed application pack-
ets of average length `, with previously allocated resources
and a transmission capacity C, given by the effective trans-
mitter interface bit rate. We consider that there are not errors
in the links, or if so, capacity data rates are reduced to have
effective link budgets within constrained satellite power and
arbitrarily small errors, so no packet losses nor retransmis-
sions are introduced in the communication path.
C. SATELLITE CHANNEL MODELS
We distinguish between two types of links: (i) UL (ground-
to-satellite)/DL (satellite-to-ground) links and (ii) ISLs. For
intra-ISLs in a plane, we model these as ideal LoS stable
links in outer free space, having a constant stable connection
between any two satellite nodes. We thus consider these
have a constant service rate (capacity), representative of their
communication frequency band. For both the UL and DL
channels, we consider the LMS channel defined in [18]. Such
channel can be characterized as a three-state Markov Chain,
defined by particular conditions. The states are: LoS (exhibit-
ing ideal characteristics), moderate (mid) shadowing (where
the service rate is lower than the one that can be achieved for
LoS conditions), or deep shadowing (with a service rate that
might be considerably much lower than the one that would
be seen over ideal conditions). The discrete Markov chain
that characterizes the LMS channel is shown in Figure 3,
where the transitions between the corresponding states are
modeled by means of the corresponding probabilities, i.e. plm
corresponds to the probability of going from the LoS state to
theMid-Shadowing state and so on. In Section IV, we discuss
how we exploit and extend the LMS channel model to also
consider QoS parameters (i.e. delay).
IV. SATELLITE QUEUING ANALYSIS
Our goal is to study the total delay by considering the
propagation, transmission, and queuing delay from Jackson
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FIGURE 3. Markov chain model for the UL/DL satellite channels.
networks theory. As stated earlier, we consider two types
of links: (i) UL/DL, and (ii) ISL. For the latter, we use a
M/M/1 queue with arrival rate λk = λ, service rateµk , being
ρk = λk/µk the traffic utilization factor ∀k = 1, . . . ,K − 1.
The underlying assumption is that ISLs show a rather pre-
dictable LoS stable behavior, allowing that the transmission
capacity does not vary for processing the packets. The number
of such M/M/1 nodes is K − 1, since there are K < S
satellites connecting the stations.We consider infinite buffers,
since under sensible loads, the results we present later show
that the probability of long queues is low. Finite buffer anal-
ysis is left for our future work. We also consider that served
packets follow a First-Come First-Serve (FCFS) policy for all
satellites, given that packets are processed as soon as possible.
Table 1 summarizes all the variables in our model.
A. UPLINK/DOWNLINK QUEUING MODEL
For the UL and DL (k = 0,K respectively), we consider
the bi-dimensional Markov Chain shown in Figure 4, where
packets arrive following a Poisson process with arrival rate λ.
As we mentioned previously, we consider the channel fea-
tures between ground station and satellite (or vice versa)
that can be captured with the LMS model. We thus assume
three different service rates in the k th link, each of them
corresponding to each of the channel states: µlos, µms, µds,
for LoS,Mid-Shadowing, andDeep-Shadowing, respectively.
Such service rates can be established based on the effective
capacity of the link under each of the three states: µs = `Cs ,
where ` is the average packet length, and Cs is the effective
capacity for each of the states, s = {los,ms, ds}.
As can be seen in Figure 4, each channel condition is
represented by a row in the Markov chain, while states are
represented by a tuple (i, j), where i reflects the number of
packets at the link (either being transmitted or waiting at the
buffer in the outgoing interface), and j the current channel
status: LoS (2),Mid-Shadowing (1), or Deep-Shadowing (0).
In each row, packet arrival is captured by a rightwards tran-
sition (rate λ), while a leftwards transition mimics a packet
being successfully transmitted to the next hop.
The time that the channel stays at a particular situation
is modeled by means of an exponential random variable,




ds . The queuing model we propose
is based on a continuous Markov chain, and we thus need to
use the transition probabilities from the original LMS model
TABLE 1. Model variables.
(see Figure 3) to establish such times. The discrete chain that
was introduced in [18] assumes that a transition might happen
at every time slot, and we thus need to consider its duration
to convert it to a continuous random variable. The following
establishes the mean value of such time.
Lemma 1: The average time that the UL/DL channel stays
at a particular condition (according to the LMS model intro-





where s = los/l,mid-shadowing/m, deep-shadowing/d, δ is
the corresponding slot time, when channel transitions might
happen, and pss is the probability of staying at the same
state s.
Proof: The number of consecutive time slots that the
LMS channel states at the same status follows a geometric
random variable, with mean (1− pss)−1. The average state
duration is obtained multiplying such mean value by the
duration of each time slot, δ. 
In the proposed model, whenever the corresponding link
leaves one condition (s), it can go to one of the other remain-
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FIGURE 4. Markov Chain model for the LMS links.
where s, r, t = los/l,mid-shadow/m, deep-shadow/d, and
s 6= r 6= t . This is reflected in Figure 4 by means of the
corresponding transition rates: ξsr = αsrηs, which capture
the vertical transitions in the proposed Markov chain.
To properly generalize its analysis, we first note that the
proposed model corresponds to a QBD process, since it has
transition matrices with a block structure, as will be discussed
shortly. We will thus use the Matrix Geometric Method,
thoroughly discussed in the seminal works of Neuts [35]
and Hajek [36], to obtain the behavior of the LMS link.




L0 F 0 0 · · ·
B L F 0 · · ·





where each element corresponds to a 3 × 3 matrix, which
are given in (8), as shown at the bottom of the next page.
We define the stationary distribution of the system as: 5 =
[π0, π1, . . .], where each πi is a column vector of length 3,
so that πi(j) is the probability of having i packets in the node,
when the link is in status j: LoS (2), Mid-Shadowing (1),
or Deep-Shadowing (0).
Assuming the system has a stationary solution (i.e. it works
in a stable operation regime), there exists a constant matrix R
so that [37, Theorem 3.1.1]:
R2B+ RL + F = 0 (9)
where all R, B, L, F ∈ R3×3. In addition, there is a unique
positive solution to the finite system of equations [37]:
π
ᵀ





−1 1 = 1 (10)
where I is the 3 × 3 identity matrix, and 0, 1 are all-zeros
and all-ones column vectors of length 3, respectively. Then,







Since there is no straightforward closed solution for the
quadratic equation in (9), an iterative method can be used to
find R. With the stationary distribution, we obtain the average

















where the delay includes both the waiting and transmission
times. The stationary distribution is only guaranteed if the
average service rate of the link is higher than the incoming
data rate, and we can thus establish the maximum packet rate





where θj is the probability that the LMS stays at a particular
condition, which can be found by solving:
2ᵀA = 0ᵀ; 2ᵀ1 = 1 (14)
where 2 is a column vector of length 3, with the probability
of each of the LMS states:2 = [θ0, θ1, θ2]ᵀ, A = L+B+F .
B. END-TO-END DELAY
We consider the system queuing diagram in Figure 5.
It shows the path between the two terrestrial stations con-
nected through a chain of K satellites with their queues,
S1, S2, . . . SK . As can be seen, both the first (UL, from GSsrc
to S1) and last (DL, from SK to GSdst) links are modeled
with the Markov chain that we have previously introduced.
The remaining links (from Sk to Sk+1, k = 1, . . .K − 1) are
modeled with the traditionalM/M/1 queuing system.
We can use Open Jackson Networks theory [14], [15]
and, in particular Burke and Jackson’s Theorems [16], [17],
to establish the performance of such topology. If there is no
other traffic flow, we can sum the average number of packets
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FIGURE 5. Markov Chain model for the satellite nodes.
where Nlms, τlms are the average number of packets, and
the delay for the LMS links, respectively, given by (12);(
Nmm1
)
k , (τmm1)k are the corresponding values for the
k th M/M/1 ISL link, given by (17), and ζk is the propagation










Equation (16) is valid only if the conditions of the Burke
and Jackson’s Theorems hold. In this sense, the output pro-
cess of the first LMS link should correspond with a Poisson
process of rate λ. This can only be guaranteed if µds > λ,
i.e. the slower service rate (which corresponds to the Deep-
Shadowing channel condition) is higher than the incoming
packet rate. If this is not the case, even if the model is
stationary and so works in a stable regime, the real overall
delay would be higher, as will be seen later.
C. BACKGROUND TRAFFIC
The proposed model can also be used to consider background
traffic, when some of the links are used by other flows. In this
case, we can calculate the overall incoming packet rate at the
k th link as: λk = λ+ γk , where γk is the overall background
traffic for such link. For analyzing more complex network
deployments, with several nodes having background traffic,
and more end-to-end communication, we could establish the
routing matrix, R, where rn,m is the probability for a packet
exiting link n to go to linkm. In the case of a single end-to-end
chain (as the one that will be analyzed in Section V), with
some nodes having background traffic, it is straightforward to
see that rn,n+1 = λλ+γn and zero otherwise. Hence, we could
obtain the incoming packet rate at every node as follows:
3 = 0 (I −R)−1 (18)
where 3 is a row vector, with the overall packet rate at each
node, and 0 is another row vector with the external traffic,
including the background traffic at each node.
V. RESULTS & DISCUSSION
In this section, we first assess the validity of the proposed
queuing model by exploiting an event-driven simulator1
implemented in C++. We compare the results from the
Jackson Networks theoretical framework with those obtained
from the simulator. Later, the simulator permits to broaden the
analysis in situations where the conditions required to apply
the theoretical framework do not hold, i.e. when the packet
arrival rate is higher than the service rate of the LMS links,
when these stay at the Deep-Shadowing condition.
The simulator considers two types of links: LMS and ISL
(i.e. the M/M/1 queue). Whenever a packet exits a node,
1https://github.com/tlmat-unican/queuing-leo
F =
λ 0 00 λ 0
0 0 λ
 B =
µlos 0 00 µms 0
0 0 µds
 L0 =
−(λ+ ηlos) ξlm ξldξml −(λ+ ηms) ξmd
ξdl ξdm −(λ+ ηds)

L =
−(λ+ µlos + ηlos) ξlm ξldξml −(λ+ µms + ηms) ξmd
ξdl ξdm −(λ+ µds + ηds)
 (8)
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or there is a new packet arrival, the simulator decides which
node should process it. Then it checks the status at such node:
if the interface is empty, the packet will begin with its trans-
mission, and the corresponding end-of-transmission event
will be scheduled; otherwise, the packet will be kept at the
buffer until it can be eventually transmitted. Therefore, there
are two types of packet-related events: (1) arrival of a new
external packet; (2) end of a packet transmission. On the other
hand, for the UL/DL LMS channels, the simulator handles
another event that, upon expiration, changes the correspond-
ing channel condition. It uses the corresponding probabilities
introduced in Figure 3 to establish the next channel status,
and based on its average duration, correspondingly schedules
the next change. We can include as many external flows
as desired. We will first stick to Poisson arrival processes
(i.e. packet inter-arrival times are exponentially distributed)
and exponential transmission times, to assess the validity of
the proposed model, but we will also configure the simulator
to consider different distributions for these two parameters.
A. LMS QUEUING MODEL VALIDATION
We first focus on the validation of the QBD process that we
have used to mimic the behavior of the LMS channels.
We consider the parameters that are depicted in Table 2. In our
simulations, we consider the S frequency band at 2.6 GHz
as representative of IoT telemetry aggregation, and that the
capacity of the link under LoS ideal conditions is 5 Mbps.
We also assume that the service rates at the Mid-Shadowing
and Deep-Shadowing conditions are 0.1 and 0.01 times the
ideal one, respectively, since we compensate deep fading
in the link budgets (10 dB for mild and 20 dB for deep
shadowing) by reducing the rates in the same proportion so
that to keep the budget with the same margins approximately.
We consider average packet lengths of 100 and 1000 Bytes
since these are representative of aggregate IoT application
traffic [34], [38].
The configuration of the LMS channel model corre-
sponds to a suburban area (from [18]), having generic mild
propagation conditions, and we study different elevation
angles ε, each of them with different transition probabilities.
We use Lemma 1 to establish the corresponding average times
at each of the link states, and (6) to calculate the consequent
probabilities of going to the next channel status αsr , αst .
Before discussing the obtained results, Table 3 shows that
the simulator is able to appropriately capture the dynamics of
the LMS channel, as reported in [18]. For each of the parame-
ters, we include the value that was empirically observed using
the developed simulator (left column), as well as the theoret-
ical values, which are directly obtained from [18, Table 3].
The state probability captures the fraction of time the link
would stay at a particular channel condition in milliseconds.
Besides, the state average time corresponds to the sojourn
time for each of the three states, where the theoretical values
are established with Lemma 1. Last, the transition proba-
bilities correspond to the percentage of times a particular
channel state was visited when starting from the one at the
TABLE 2. Model variables, assuming S band and a suburban area, LMS
parameters are obtained from [18, Table 3].
corresponding row. In this case, the theoretical values were
obtained with (6). As can be seen, the differences between
theoretical and simulation-based values are, for all the con-
sidered parameters, rather small, so validating the simulator
operation range.
1) UL/DL PACKET QUEUES
We compare the probability of having n packets in the UL/DL
transmitter, either transmitting or waiting. Figure 6 represents
such probabilities, for two values of λ, and assuming an
average packet length of 1000 Bytes, and an elevation of
ε = 80◦. For each x-axis value, we plot two stacked bars. The
left one (in solid colors) are the values that are theoretically
obtained, with the model depicted in Section IV, while the
right shaded bars were the outcome of the simulator. For each
n value we distinguish the corresponding channel status, with
a different color. As can be seen, there is a very accurate
match between the theoretical probabilities and the values
produced by the simulator. We can observe, in this particular
channel configuration, that the probability of being in the LoS
situation is only noticeable when the link is idle. Besides,
when λ is higher, the occupancy of the link increases, and
so the probability of having zero packets in the node is lower.
2) LMS TOTAL DELAY DISTRIBUTION
We then analyze first how the average total delay (sojourn
time) and queue waiting time (excluding service) vary against
the incoming packet rate. Figure 7 shows both times when
λ increases, within the stable regime operation, i.e. λ < λmax
cf. (13). Lines represent theoretical values, while markers
correspond to the simulation results. As can be seen, there is
an almost perfect match between them, which validates both
the proposed queuing model for the LMS link, as well as the
operation of the simulator. We can see that the transfer time
remains quite stable (mostly service) until λ ≈ µds, which
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TABLE 3. States probabilities, for each parameter simulated (left) and theoretical (right) values are showed. Theoretical values are obtained at ε = 80◦
from [18, Table 3].
FIGURE 6. Probability of having n packets in the node for ε = 80◦ and
` = 1000 Bytes. Model and simulation results are shown with solid and
shaded colors respectively.
has been reflected by a vertical dashed line and where we
used logarithmic representation for the sake of clarity. After
such value, the total sojourn time increases at a quicker pace,
and this might hinder reaching delay requirements.
Besides assessing the validity of the proposed model,
the simulator can also be exploited to broaden the anal-
ysis. In this sense, we can use it to study not only the
average sojourn delay in the LMS link, but also its vari-
ability, which is a relevant metric for services with highly
reliable estimates, especially those with stringent real-time
requirements. We carry out a number of experiments for
various λ values, each of them encompassing the transmis-
sion of 106 packets. We then use a box-and-whisker plot
(boxplot) representation in Figure 8 for the dispersion of the
observed total delays. Each boxplot represents: the median
(50th percentile), with the horizontal line within the box,
FIGURE 7. Comparison of simulated and theoretical results of node delay
and waiting time for different λ values ` = 1000 Bytes. Theoretical and
simulated values are shown with solid line and markers, respectively.
FIGURE 8. Box-and-whisker plot of the total delay distribution for an
elevation ε = 80◦ and average packet length of ` = 1000 Bytes. The
results are obtained from a single simulation where 106 packets are
transmitted. Theoretical and simulated average values are shown with a
red solid line and green markers, respectively.
the 75th and 25th percentiles (upper and lower box lim-
its, respectively), as well as the 95th and 5th percentiles
(upper and lowerwhiskers, respectively). In addition, we have
added, with green markers and a red solid line, the aver-
age total delay (for simulation-based and theoretical results,
respectively). As can be observed, the traffic increase does
not only yield a longer average delay, but the corresponding
variability also suffers a sharp increase. In this sense, it is
worth noting the great difference between the average delay
and the 95th percentile, which is about 100% larger. This
reflects a clear long-tailed distribution, and even if the delay
of most packets might be reasonable, there exist a large
number of them that suffer much greater delays.
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B. END-TO-END DELAY
Once the queuing model for both the UL and DL has been
validated, we now proceed to study the end-to-end delay
between two ground stations, which use a ring of K = 6
satellites to establish a communication path. As we men-
tioned before, this type of scenario is representative and
of importance for delay-sensitive applications when dealing
with real-time information. We exploit the theoretical model
discussed in Section IV, and thus consider that each of the five
ISLs are modeled as aM/M/1 system, with capacity equal to
that in LoS (i.e. 5 Mbps). We then compare with event-driven
simulator results.
1) END-TO-END AVERAGE TOTAL DELAY
Figure 9 shows the average total delay between the
source and destination for two different packet lengths
(100 and 1000 Bytes). The solid lines correspond to the
analytical model, while the markers are the results that
were obtained with the simulator, averaging 100 indepen-
dent experiments, each of the comprising the transmis-
sion of 104 packets. As can be seen, there is again an
almost precise match between the two approaches, validating
both the proposed model and the simulator. The incoming
rate λ is increased for both packet lengths, from a low value
to µds since, as was discussed before, the model would not be
valid when the outgoing process of the UL is not adhering to
Poisson statistics, as it would happen for packet rates greater
than the lowest service rate. As can be seen, the elevation
of the first/last links has a strong impact over the end-to-end
delay due to the reported statistic of the LMS channel. It also
increases at a quicker pace (i.e. the slope of the corresponding
curves is higher).
2) END-TO-END TOTAL DELAY DISTRIBUTION
Besides the average end-to-end delay, for certain services
it also becomes relevant to study its variability (i.e. jit-
ter). As we did earlier for the LMS link, we exploit the
simulator to analyze how variable are the observed delays.
We carry an experiment setup with longer packetson average
(1000 Bytes), and do not restrict packet arrival rates to be
always lower than µds. This is set to observe whether there is
a relevant difference between the analytical and the simulator
delays, but when the restriction of having a real Poisson
process at the output of all nodes is not respected.
Figure 10 shows the variation of the end-to-end delay,
using box-and-whisker plots.We can see that when the packet
arrival rate gets higher, besides the increase on the average
end-to-end delay, the variability might be significant. In this
sense, even if the average delay stays below a certain value,
there might be packets suffering much longer delays. We can
also conclude that the main cause for this high variability are
the LMS links, since each of the two links would have the
behavior depicted in Figure 8, which corresponds to most of
the variability seen for the end-to-end delay. It is important
to keep in mind that the intermediate nodes are working a
small percentage of their capacity and they do not thus yield
FIGURE 9. Average end-to-end total delay vs. packet arrival rate for
different average packet lengths. Theoretical and simulated values are
shown with solid lines and markers, respectively.
FIGURE 10. Box-and-whisker plot of delay distribution for elevation
ε = 80◦ and average packet length ` = 1000 Bytes. The results are
obtained from a single simulation where 106 packets are transmitted
trough the chain of satellites. Theoretical and simulated average values
are depicted with solid lines and markers, respectively.
much uncertainty. We study later the impact of increasing
the occupancy of such links. Also, Figure 10 yields that
despite the analytical model is restricted by the lowest service
rate (µds), the difference between the theoretical and real
performances beyond such value (vertical red dashed line) is
not substantial, although the y-axis scale is rather wide. For
the highest λ value (more than 3 times µds), the end-to-end
delay yielded by the analytical model is≈ 55 ms smaller than
the value obtained with the simulator, yielding a difference
of ≈ 8%.
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3) EFFECT OF TRAFFIC PATTERN DISTRIBUTIONS
We can also exploit the simulator to assess the performance
without the assumptions that were previously made regarding
incoming traffic and packet length distributions (Poisson and
exponential, respectively). Figure 11 uses a box-and-whisker
plot to show how the end-to-end delay was distributed for
three different cases: the green boxes correspond to the results
discussed above, where the incoming traffic was Poisson, and
packet length was exponentially distributed. Yellow boxes
show the results obtained when the packet length was con-
stant, equal to the average value used earlier, and the traf-
fic pattern was not changed. Last, the red boxes reflect the
values obtained when both the traffic rate and the packet
length were constant. As can be seen, there is not a relevant
difference between the first two configurations. However,
when the traffic rate was constant, the results yield a lower
average delay, which also showed less dispersion. In any case,
the results obtained with the proposed model would yield
a good indication of the expected performance, regardless
of the particular distributions used for the incoming traffic
process and the packet lengths.
FIGURE 11. Box-and-whisker plot of total delay distribution for ε = 80◦
and different packet length and incoming traffic distributions with
` = 1000 Bytes.
C. IMPACT OF BACKGROUND TRAFFIC
In this section we broaden the complexity of the scenario.
We assume that there might be some ISLs used by other
communication paths, and we thus increase the occupancy
of such links. This in turn might impact the end-to-end delay
on the original traffic flow of interest, which is the same as
we studied previously. Hence, by using the same baseline
setup, we assume that there exists background traffic in a
number of ISL, each with rate γ . We fix the rate of the traffic
of interest to 0.5 µds. In addition, γ is selected so that the
capacity of the k th ISL, (µmm1)k , is not exceeded by the
aggregated traffic, i.e. (ρmm1)k ≤ 1 ∀k = 1 . . .K − 1. In all
cases a packet length of 1000 Bytes is used.
First, Figure 12 compares the results that were obtained
with the proposed theoretical model with the perfor-
mance that was observed using the simulator, when γ ∈
{0.5 µmm1, 0.9 µmm1}. We added such background traffic
in 1 and 4 ISLs. Again, we can see a good match between
FIGURE 12. End-to-end traffic delay vs. background traffic for ` = 1000
Bytes. Theoretical and simulated results are shown with lines and
markers, respectively. For each elevation configuration results are shown
for 1 and 4 background flows with solid and dashed lines, respectively.
analytical and real performances (the ones observed with
the simulator). The results evince the impact of sharing the
capacities of the intermediate nodes with other traffic flows.
This might jeopardize the end-to-end delay, especially when
there are more links with background traffic, and the total is
close to their capacity. On the other hand, if the number of
links with background traffic is low, the impact of increasing
such traffic over the end-to-end delay is not that relevant.
More interestingly, Figure 13 shows the variability of such
end-to-end delay for a number of configurations consider-
ing background traffic. There are three groups of boxplots
(left-side) for the configuration with just 1 background traffic
flow, and another three for the results obtained with 4 flows,
one per elevation value. In each of these groups, we have three
values of γ , increasing the corresponding link occupancy.
The results evince that the variability of the end-to-end delay
is mostly due to the behavior of the LMS links, and in particu-
lar to the elevation configuration. In this sense, for the experi-
ments having 1 single background traffic flow, the increase of
both the average delay and its variability is almost negligible.
When there are four links having background traffic, and
they are close to their maximum capacity (γ = 0.9 µmm1),
there is a more noticeable increase, which is more relevant for
FIGURE 13. Box-and-whisker plots of the end-to-end delay when there is
background traffic with ` = 1000 Bytes. Average values are shown with
markers within each of the boxes.
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the 40◦ configuration of the LMS links, since their delay was
significantly lower.
VI. CONCLUSION
In this paper we propose a novel queuing model that can be
used to study the end-to-end delay in LEO satellite constella-
tions. It considers a communication path between two ground
stations connected through a chain of inter-satellite links. The
first and last LMS links (those with the connected ground
stations) are modeled with a novel two dimensional Markov
chain that captures the evolution of the corresponding channel
conditions and queued packets, while a stable ISL is modeled
by a classical M/M/1 queuing system. The validity of the
proposed model solved with the Matrix Geometric Method,
has been assessed by means of an ad-hoc event-driven sim-
ulator. This has been later exploited to broaden the analysis,
considering not only the average performance, but also the
delay variability total end-to-end delay, background traffic of
other distinct traffic flows, and traffic pattern distributions,
since it might have a relevant impact on certain real-time
IoT-based services.
The obtained results show a very good match between
the proposed model and system simulations in all evaluated
scenarios. It highlights the importance of proper modeling
and capturing the different channel states in the queuing
delay. Depending on these particular characteristics, packet
queues can be kept relatively low, while the end-to-end delay
might suffer from an important variability. On the other
hand, the impact of the intermediate nodes (provided they
can ensure a good channel condition) is much less relevant,
though the background traffic is significant as the number of
flows or their rate increases. Similarly, it was corroborated
that differences between a Poissonian distribution and others
for the total aggregated traffic is not significant. In our future
work, we will exploit both the proposed model and the devel-
oped simulator to increase the complexity of the scenario.
We will consider finite buffer lengths, which might cause
packets to be discarded, as well as erasure events to study
the trade-off between delay and loss probability. We will
also assess its feasibility with other constellation heights,
for instance MEO. In addition, we will investigate different
queuing policies and QoS mechanisms, which might, for
instance, apply various priority levels to control and payload
traffics in IoT services.
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