We show that the coexisting phase of quark-antiquark and diquark condensed phases is absent in the cold quark matter in the 2+1 dimensional extended Gross-Neveu model, which is in sharp contrast to the case of 3 + 1 dimensional Nambu-Jona-Lasinio model. §1. Introduction
§1. Introduction
Extensive studies for last decade on quark matters have disclosed the existence of various phases. Among those are the quark-antiquark (qq) condensed phase, 1) different diquark (qq) condensed phases. Furthermore, it has been suggested 2) that the coexisting phase ofandcondensations also exists. (For recent reviews, see, e.g.,. 3) )
One of the important theoretical models for studying this issue is the extended Nambu-Jona-Lasinio (NJL) model, which is an low energy effective theory of QCD.
3) The Gross-Neveu (GN) model 4) proposed in 1974 is the counterpart of the NJL model in 1 + 1 and 2 + 1 dimensional spacetime. Study of the field theoretic models in lower spacetime dimension are interesting in itself as in the solid-state physics. Various works have been devoted to the study of the GN model. (References together with a brief survey of them are given in. 5) ) Recently, the phase structure of the 2 + 1 dimensional (3D) extended GN model has been studied within the mean-field approximation. 5) In, 5) quarks are assigned to the lowest nontrivial (2-dimensional) representation of the O(2, 1) group, which we refer to as the 2d-spinor quarks. The model contains essentially two parameters, thecoupling constant G S andcoupling constant G D . Through numerical analyses for some sets of values of (G S , G D ), it has been shown that there appears qq-and qq-condensed phases but no coexisting phase appears, which is in sharp contrast to the case of NJL model.
The purpose of this note is to analytically prove the absence of the coexisting phase for any values of G S (> 0) and G D . We restrict to the cold "quark matter" with zero temperature (T = 0). §2. Preliminary
The Lagrangian of the extended GN model with 2d-spinor quarks reads
where µ is the quark chemical potential. The quark fields, q andq, are the doublets in the flavor space and the triplets in the color space. q c andq c are the chargeconjugated fields. The Pauli matrix τ 2 acts on the flavor space, while the Gell-Mann matrix acts on the color space. Employing the mean-field approximation, we get
where σ and ∆ are the order parameters for theandcondensations, respectively. Computation of the thermodynamic potential at T = 0 yields 5)
where
Changing the integration variable E → ξ through ξ = E 2 + σ 2 |∆| 2 /µ 2 ± µ, the integrals in (2.4) that contain E ± ∆ may be carried out analytically. We perform renormalization as in, 5) and choose, without loss of generality, ∆ to be real and positive. Then, we introduce following dimensionless quantities:
where α is the renormalization scale and∆ ≡ ∆ 2 + µ 2 . After all this, we obtain
Note that, for the normal phase, (x, y) = (0, 1), Ω(x = 0, y = 1) = −1. Throughout in this paper, we restrict to the case 0 < A, the case in which the quark-antiquark condensate can appear.
Quark-antiquark condensation
Here we study the case with y = 1 (∆ = 0):
Straightforward analysis yields
Diquark condensation
Here we study the case with x = 0 (σ = 0):
From (2.11), Max(1, B/2) < y 0 and then we have, for any B,
Thus, the diquark condensed state is energetically favored over the "normal vacuum". We now find the upper bound of Ω y (y) in the region 2 ≤ B, which we will use extensively in the sequel. Since L(y) monotonically decreases with increasing y and its curvature is positive,
Substituting this into (2.11), we have
Solving this, we obtain
Here and in the following, we frequently use the inequality:
Using this in (2.16), we obtain
Substituting (2.18) into (2.12), we obtain
We will useΩ y , an the upper bound of Ω y . Numerical computation shows that
[Ω y (y 0 )] B=2 = −3.515..., while Ω y B=2 = −1.
In the following sections we show that Ω ≥ Min Ω x ,Ω y > Min Ω x , Ω y for any value of (0 <)A and B, so that the quark-antiquark and diquark condensates do not coexist . §3. Region I (x ≤ 1 ≤ y)
We divide the whole region of x and y into the three regions; (0 ≤) x ≤ 1 ≤ y (Region I), (1 ≤) y ≤ x (Region II) and 1 < x < y (Region III). In this section, we analyze Ω(x, y) in the Region I. Analyses in the Region II and Region III will be made in subsequent sections.
In the region (0
Then we restrict to the region F (y) ≤ 0, where
Ω I (y) is minimum at y = B/2 and monotonically increases with increasing (B/2 < ) y. Since 1 ≤ y for B ≤ 2,Ω I (y) ≥Ω I (y = 1) = 2 − A ≥Ω x . The equality holds for A = 3,Ω I = −1.
Since Ω y (y 0 ) < −1 (Eq. (2.13)),Ω I > Ω y (y 0 ) there. For 2 ≤ B, Ω(x, y) ≥Ω I (y = B/2). We first study
which is nonpositive for
We next study
in the region (3.5). ∆ xΩI (y = B/2) monotonically decreases with increasing B (for 2 < B). Then, from (3.5), ∆ xΩI (y = B/2) ≥ ∆ xΩI (y = B/2)
(≡ H(A)), which is a polynomial in A. It can easily be seen that H(A) increases with increasing A (3 ≤ A) and 0 ≤ H(A). Equality holds for A = 3 and then B = 2, where H(A) > Ω y (y 0 ). Note that we have not used the constraint on y that comes from F (y) ≤ 0 (see above after (3.2)).
In this region,
, and then we restrict to the region G(x) ≤ 0, where In this region,
With respect to x, Ω(x, y) in (5.1) is minimum at x = x 0 :
The following four regions should be studied: Region IIIA: (5.2) does not have a solution in the region, 1 ≤ x 0 and 1 ≤ y. Region IIIB: x 0 ≤ 1. Region IIIC: (1 ≤) y ≤ x 0 . region IIID: 1 < x 0 < y.
Region IIIA and Region IIIB
Ω(x, y) in (5.1) monotonically increases with increasing (1 ≤) x. Then, Ω(x, y) ≥ Ω(x = 1, y), which is the same as (3.3) in the case of Region I above. Then, ∆Ω(x, y) > 0.
Region IIIC
Ω(x, y) monotonically decreases with increasing x (1 < x ≤ y). Then, Ω(x, y) ≥ Ω(x = y, y), which is the same asΩ II (y) in (4.3) in the case of Region II above, and then we briefly describe. In the present case, from (5.2) with (2.17), the condition y ≤ x 0 yields
which is the counterpart of (4.7). From (5.3) we have A ≤ 3. We recall here (4.6). 
where x 0 is as in (5.2). Using (2.17), the condition 1 < x 0 < y yield (II) The diquark condensed state is always energetically favored over the normal vacuum (see after (2.13)).
(III) From (I) and (II), we see that, for a givencoupling constant A, there is the critical value, B c for thecoupling constant B: For B ≤ B c , qq-condensed state is realized, while, for B c < B, the qq-condensed state is realized.
