In this paper, we give new sparse interpolation algorithms for black box univariate and multivariate rational functions h = f /g whose coefficients are integers with an upper bound. The main idea is as follows: choose a proper integer β and let h(β) = a/b with gcd(a, b) = 1. Then f and g can be computed by solving the polynomial interpolation problems f (β) = ka and g(β) = ka for some integer k. It is shown that the univariate interpolation algorithm is almost optimal and multivariate interpolation algorithm has low complexity in T but the data size is exponential in n.
Introduction
The interpolation for a sparse multivariate rational function h = f /g given as a black box is a basic computational problem [2, 5, 3, 6, 7] . Here, sparse means that an upper bound for the number of terms in f and g is given. In many interpolation algorithms, an upper bound for the degrees of f and g is also given. In [4] , a new constraint in sparse interpolation is considered: it is assumed that the coefficients of a sparse polynomial are taken from a known finite set. In this case, the polynomial can be recovered from the evaluation at one large sample point. In this paper, we extend polynomial sparse interpolation under this assumption to rational functions.
In this paper, we consider the interpolation of h = f /g, where f, g ∈ Z[x 1 , x 2 , . . . , x n ], and T, D, C are upper bounds for the terms, degrees, and the absolute values of the coefficients of f and g, respectively. The main idea of the algorithm is reduce the interpolation of h into that of f and g.
In the univariate case, let β be a positive integer, h(β) = a/b, gcd(a, b) = 1, and µ = gcd(f (β), g(β)). If we can find µ, then f and g can be recovered from f (β) = µa and g(β) = µb by polynomial interpolations. We prove that if β ≥ 2T C 2 + 1, then for k ∈ N, k = µ if and only if there exist p, q ∈ Z[x] such that p(β) = ka, q(β) = kb, and the coefficients of p and q are bounded by C. Thus we can find µ by computing univariate polynomials p(β) = ka, q(β) = kb for k = 1, 2, . . . and check whether the coefficients of p and q are bounded by C. The value for β can be further reduced in two ways. If we evaluate h at two sample points h(β) and h(β + 1), then β can be taken as β = √ 2T C + 1. For β = 2C + 1, we can obtain a probabilistic algorithm.
In the multivariate case, the similar idea is used to give a probabilistic algorithm. The sample point used is β 1 = (β + c 1 ), β 2 = (β + c 2 ) 2D+1 , . . ., β n = (β + c n ) (2D+1) n−1 , where β = 2T C 2 + 1, and c 1 < c 2 < · · · < c n are random numbers. We show that with high probability, we can recover h from h(β 1 , . . . , β n ).
The arithmetic complexity of the univariate interpolation is O(µT log 2 D) and the length of the data is O(D(log C + log T )). The arithmetic complexity of the multivariate interpolation is O(µnT log 2 D) and the length of the data is O(D n log(T C 2 + N ).
Extensive experiments are done for the algorithms. It is shown that the univariate interpolation algorithm is almost optimal in the sense that the time for interpolating f /g is almost the same as that of interpolating f and g. For the multivariate case, the algorithm is less sensitive for T but is quite sensitive for D and n due to the fact that the sample data is of height D n .
The rest of this paper is organized as follows. In Section 2, we give some preliminary results. In Section 3, we give interpolation algorithms for univariate sparse rational functions. In Section 4, we give interpolation algorithms for multivariate rational sparse functions. In section 5, experimental results are presented. Conclusions are presented in Section 6.
Preliminary algorithms on univariate polynomial interpolation
In this section, we will present some preliminary algorithms which will be used in the rest of this paper. We always assume
where d 
where ε 1 := min a,b∈A,a =b |a − b| and ε 2 := min a∈A,a =0 |a|. With these notations, we have Algorithms based on the above theorem were given in [4] . In particular, the following interpolation algorithm for polynomials in Q[x] is given in [4] , which is needed in this paper.
Algorithm 2.2 (UPolySIRat) [4, Algorithm 2.14]
Input: H, C ∈ N, β = 2CH(H − 1), and a black box polynomial f (x) ∈ Q[x] whose coefficients are in
Output: The exact form of f (x).
Theorem 2.3 [4]
The arithmetic complexity of Algorithm 2.2 is O(t log H) and the bit complexity is O((t log H)(t log H + d log C + d log H)), where d = deg(f ) and t = #f .
The following results will be needed in this paper.
Lemma 2.4 [4] If β ≥ 2C + 1, then | f (β)
As a consequence, we can compute the degree of f (x) as follows.
We now show how to find the lowest degree d 1 of f (x). We denote mod(a, b) to be the value a mod b, where b is a positive integer and mod(a, b) is in {0, . . . , b − 1}. We first check if mod(f (β), β) = 0. If it does, then the lowest degree of f (x) is 0. Otherwise, we compute a list [β, β 2 , β 2 2 , · · · , β 2 s ], such that mod(f (β), β 2 s ) = 0 and mod(f (β), β 2 s+1 ) = 0. As β 2 i = β 2 i−1 · β 2 i−1 , we need O(s) arithmetic operations to obtain the list. Denote
and check if mod(a, β) = 0. If it does, then d 1 = B down . Otherwise, we also use the list to divide a one by one until finding the integer s 1 which satisfies that mod(a, β 2 s 1 ) = 0 and mod(a, β 2 s 1 +1 ) = 0. Since In order to be used in the next section, the input of Algorithm 2.6, Algorithm 2.7 and 2.8 are modified as follows: f (β) is denoted as as ρ and a variable x is introduced. In rational function interpolation, ρ is f (β) µ for some integer µ. When µ = 1, Algorithm 2.8 always return the correct f .
Algorithm 2.6 (MinDeg)
Input: ρ, β ∈ N.
Output: The degree of the minimum monomial in f (x).
Step 1: Set a := ρ.
Step 2: If mod(a, β) = 0 then return 0.
Step 3: Find E := [β, β 2 , . . . , β 2 s ] such that mod(a, β 2 s ) = 0 and mod(a, β 2 s+1 ) = 0.
Step 4: Let B up := 2 s+1 , B down := 2 s .
Step 4: while
; if mod(a, β) = 0 then return B down ; end if ;
Find s 1 such that mod(a, β 2 s 1 ) = 0 and mod(a, β 2 s 1 +1 ) = 0;
end do;
Step 6: return B down .
Step 1:
Step 2: if C < v < β − C then return 0; end if ;
Algorithm 2.8 (UPolySIMod)
Input: ρ ∈ C, β ≥ 2C + 1, a variable x, an upper bound C of the coefficients of f (x).
Output: The exact form of f (x) or failure if some coefficients of f (x) is larger than C.
Step 1: Let u := ρ.
Step 2: g := 0, k := 0;
if c = 0 then return failure; end if ;
Step 3: return g Theorem 2.9 The arithmetic complexity of Algorithm 2.8 is O(t log 2 D) and the bit complexity is O(td log 2 d log β), where t = #f , d = deg(f ), and C an upper bound of f (x) ∞ .
Proof. As shown in the paragraph before Algorithm 2.6, it takes O(log 2 d) arithmetic operations in domain Z to obtain the minimum degree of f (x). Since f (x) has t terms, the arithmetic complexity is O(t log 2 d).
Univariate rational function interpolation
In this section, we give several sparse interpolation algorithms for univariate rational functions.
A basic interpolation algorithm
In this section, we give a polynomial-time deterministic interpolation algorithm which is the starting point for more efficient algorithms.
We first introduce several notations used in this section. Denote Z(x) to be the rational functions
and gcd(f, g) = 1. In this paper, for f (x), g(x) ∈ Z[x], gcd(f, g) also contains the greatest common factor of the coefficients of f and g.
g(x) ∈ Z(x) and the coefficients of f and g are in
where #f is the number of the terms of f and f ∞ is the maximal absolute value of the coefficients of f . 
If we can give an upper bound H for µ and let β ≥ 2CH(H − 1) + 1, then we can recover f 1 and g 1 using the Algorithm 2.2 and hence f /g = f 1 /g 1 . Therefore, a key issue in sparse interpolation for rational functions is to determine an upper bound for µ. The following lemmas give such an estimation.
where Res(f, g, x) is the Sylvester resultant of f and g wrt x.
Proof. Since gcd(f (x), g(x)) = 1, Res(f, g, x) = 0. By [9, p.147] , there exist two nonzero polynomials s(x), t(x) ∈ Z[x], such that f (x)s(x)+g(x)t(x) = Res(f, g, x). So we have f (β)s(β)+ g(β)t(β) = Res(f, g, x). Since Res(f, g, x) is an integer, we have gcd(f (β), g(β))|Res(f, g, x).
Proof. Use the notations in (4). If we can interpolate the polynomials
from the values a and b, then we finish the interpolation. By Lemma 3.2, we know |µ| ≤ |Res(f (x), g(x))| ≤ H. Since the coefficients of
from a, b with Algorithm 2.2. Thus, h(x) can be recovered from h(β).
We now give the algorithm.
Output: The exact form of h(x).
Step 1: Let H := (D + 1) D C 2D , β := 2CH(H − 1) + 1.
Step 2: Evaluate h(β), assume h(β) = a b .
Step 3: Let f (x) := UPolySIRat(a, β, C, H) and g(x) := UPolySIRat(b, β, C, H).
Step 5: Return 
Proof. By Theorem 2.3, the arithmetic complexity of Algorithm UPolySIRat is O(T log H) and bit complexity is O((T log H)(T log H + D log C + D log H)). Since H = (D + 1) D C 2D and we call Algorithm UPolySIRat twice, the theorem follows immediately.
It should be pointed out that Theorem 3.5 is a theoretical result, since the number β is too large. Practical algorithms will be given in the following sections, which are modifications of variants of Algorithm 3.4.
Deterministic incremental interpolation
In Algorithm 3.4, we use an upper bound for µ. In this section, an algorithm will be given, where µ will be searched incrementally. We first give a lemma.
, then there exists a nonzero integer δ, such that f 2 = δf 1 , g 2 = δg 1 .
Proof. Since
, we have f 1 g 2 = g 1 f 2 and hence f 1 |g 1 f 2 . Since gcd(f 1 , g 1 ) = 1, we have 
Proof. Let a, b, µ be introduced in (4). We claim that for i = 1, 2, · · · , only when i = µ, the values a · i, b · i correspond to two polynomials with coefficients bounded by C. We prove the claim by contradiction. Assume there exists an
. By the Lemma 3.6, we have
, where δ is a nonzero integer, then |i 0 a| = |f 1 (β)| = |δf (β)| ≥ |f (β)| = |µa|. This is a contradiction, so we prove the theorem. Theorem 3.7 leads to the following deterministic algorithm.
Step 1: Let β := 2T C 2 + 1.
Step 3: i = 1;
Step 4: f := UPolySIMod(a · i, β, x, C); if (f = f ailure or #f > T ) then i := i + 1; go to Step 4; end if
Step 5:
if (g = f ailure or #g > T ) then i := i + 1; go to Step 4; end if
Step 6: return f g .
Theorem 3.9
The arithmetic complexity of Algorithm 3.8 is O(µT log 2 D), and the height of the data is O(D(log C + log T )), where µ is defined in (4). In particular, when µ = 1, the arithmetic complexity is O(T log 2 D).
Proof. The analysis of arithmetic complexity is similar to that of Theorem 2.9.
and the height of the data is O(D(log C + log T )).
Deterministic incremental interpolation with two points
In Algorithm 3.8, we recover h(x) from h(β) for β = 2T C 2 + 1. In this section, we show that h(x) can be recovered from h(β) and h(β + 1) for a much smaller β = √ 2T C . The following lemma shows how to recover a polynomial from two smaller points.
Proof. Assume that there exists another g(x) = a s x ks + a s−1
Next, we prove a 1 = c 1 . From
The other terms can be proved by induction.
2T C , h(x) can be recovered from h(β) and h(β + 1).
Proof. Use the same notations as Theorem 3.7. We still prove it by contradiction. Assume there exists an i 0 < µ, such that a · i 0 , b · i 0 correspond to two integer polynomials with
. By Lemma 3.6, the same reason as Theorem 3.7, we prove the theorem. Based on the above theorem, an interpolation algorithm using two points can be given. In the following algorithm, we assume T ≥ 5. In this case, √ 2T C ≥ 2C +1, so the evaluation satisfies the input condition of Algorithm UPolySIMod.
Algorithm 3.12 (URFunSI2)
Input: A black box h(x) ∈ Z(x), T, C, where T ≥ #h, C ≥ h ∞ .
Step 2: Evaluate h(β), h(β + 1) and assume h(β) =
Step 4:
if (f = f ailure or #f > T ) then i := i + 1; go to Step 4; end if
Step 6: if
Step 4.
Theorem 3.13
The arithmetic complexity of Algorithm 3.12 is O(µT log 2 D), and the length of the data is O(D(log C + log T )). In particular, when µ = 1, the arithmetic complexity is O(T log 2 D).
Proof. The analysis of arithmetic complexity is the same as Theorem 3.9.
Note that the complexity of Algorithm 3.12 is the same as that of Algorithm 3.8, but Algorithm 3.12 is practically much faster than Algorithm 3.8 as shown in Section 5.
Probabilistic univariate rational function interpolation
In Algorithms 3.8 and 3.12, β = 2T C 2 + 1 and β = √ 2T C . In this section, we will give a probabilistic algorithm where β = 3C + 1 under the condition that a degree bound for f is known. In this subsection, we use two points h(β), h(β + 1) to interpolate h(x). The following theorems will show some relations between the two points.
, so we prove the first inequality. Note that
. We also have |
, we prove the lemma.
and denote
It is easy to see that we have the best result if
Proof
The exact form of h(x) or a wrong rational function.
Step 1: Let β := 3C + 1.
Step 2: Evaluate h(β), h(β + 1), and assume h(β) =
Step 3: Let d := max( log β (2a 1 ) , log β+1 (2a 2 ) (due to Lemma 2.5).
Step 5: Let i := 1.
E then goto step 7. If k 1 < k 2 , then goto step 6; Else goto step 7.
Step 6: while i ≤ k 1 do if the interval ( 
Step 7: Proof. For convenience, we assume h(
, and µ 1 , µ 2 > 0. The main idea of the algorithm is to find one of µ 1 , µ 2 , and thus the exact value f (β) or f (β + 1).
Since β ≥ 2C + 1, we can recover f (x) and g(x) by Algorithm 2.8. In the algorithm, we use an incremental approach to find the probably smaller one in {µ 1 , µ 2 }. We give some simple criterions to compare which one is small due to Corollary 3.17. We explain each step of the algorithm below.
In step 1, we use β = 3C + 1 instead of 2C + 1. This trick is used to avoid certain computing. For example, if 0 < i < µ 1 , then ia 1 < µ 1 a 1 = f (β). So when we apply Algorithm UPolySIMod(ia 1 , β, C), it may return f ailure, since with high probability, one of the coefficients is not in [−C, C]. On the other hand, this will never happen when β = 3C + 1.
In step 3, we find a lower degree bound d of f (x). In step 4, k 1 , k 2 are the upper bounds of µ 1 , µ 2 by Lemma 3.14. Q 1 , Q 2 , E are the quantities defined in Lemma 3.16.
In step 5, if Q 1 ≥ E, by Lemma 3.16,
If both of them are not satisfied, then we just compare the bounds k 1 , k 2 of µ 1 , µ 2 , respectively.
In step 6, we handle the case µ 2 > µ 1 . We first use h(β) to recover h(x). We need to know the number µ 1 . We let i increases from 1 to k 1 and µ 1 is one of them. We check three cases: (1) From Lemma 3.16, we know g(β+1) , we are not sure whether we have the correct h. In step 7, we handle the case µ 1 > µ 2 , which is similar to step 6.
We now prove the bound of µ. If Q 1 ≥ E or Q 2 ≤ 1 E , then it is easy to see that µ = min{µ 1 , µ 2 }. So now we assume Q 1 < E and
The analysis of arithmetic complexity is similar to that of Theorem 2.9. Since the missing factor µ may destroy the sparse structure, we use D instead of T . Since β = 3C + 1, f (β) is O(C D ) and the height of the data is O(D log C).
Since the upper bound for the degree is given, we can avoid lots of computing.
Multivariate rational function interpolation 4.1 Multivariate polynomial interpolation with Kronecker substitution
In this section, we will give an algorithm based on a variant Kronecker substitution as the starting point for multivariate rational function interpolation algorithms.
In the rest of section, we assume that the variables are ordered as x 1 ≺ x 2 ≺ · · · ≺ x n , and the lexicographic monomial order will be used. Let m = x
n be a monomial and β 1 , β 2 , · · · , β n ∈ N. Then we denote m := β
2 · · · x sn n in lexicographic order and
Proof. As m 1 > m 2 , without loss of generality, assume k n > s n . Then we have
kn n , we assume there exists an i such that k i+1 = s i+1 , k i+2 = s i+2 , . . . , k n = s n , and k i > s i . Then
. . , x n ], m 1 < m 2 < · · · < m t in lexicographic order, all the coefficients are in the finite set A, m i = x
n−1 , where C, ε are given in (2). Then for any j = 1, 2, . . . , n,
First note
Clearly, 
. . , β n−1 )| + 1 ≤ β n , we can give the following recursive interpolation algorithm. Note that we regard the upper bound C ≥ f ∞ to be a fixed number in the recursive process.
In order to be used in rational function interpolation algorithms, we denote the f (β 1 , β 2 , . . . , β n ) as ρ in the input of the following algorithm. In rational function interpolation, ρ is f (β 1 ,β 2 ,...,βn) µ for some integer µ. When µ = 1, Algorithm 4.4 always return the correct f .
Algorithm 4.4 (MPolySIMod)
Input: A list β 1 , β 2 , . . . , β n in N which satisfies the condition of Lemma 4.3; ρ ∈ Z; T, D ∈ N, where T ≥ #f, D ≥ deg(f ).
Output: The exact form of f (x 1 , x 2 , . . . , x n ) or failure.
Step 1: If n = 1, then
Step 2: Let g := UPolySIMod(β n , ρ, C 1 , x n );
Step 3: If n = 1, then return g;
Step 4: Let f := 0;
if M =failure then return failure; end if
Step 6: return f .
Theorem 4.5
The algorithm is correct. The arithmetic complexity is O(nT log 2 D), and the height of the data is O(D n log C).
Proof. By Theorem 2.9, the arithmetic operations of Algorithm UPolySIMod are O(T log 2 D), and we call n times Algorithm UPolySIMod, so the arithmetic operations are O(nT log 2 D). The reason for the height of the data is the same as Theorem 2.9.
A probabilistic multivariate rational function interpolation algorithm
In this and the next subsection, we assume
and give a probabilistic algorithm. We first prove a lemma. Lemma 4.6 Assume f, g ∈ Z[x 1 , x 2 , . . . , x n ], gcd(f, g) = 1. If k 1 , k 2 , . . . , k n are any positive numbers, then gcd(f (x
2 , · · · , x kn n ) = 0, and we know h i (x
is not a nonzero constant number, then let β be a root of u(x), and we have f (x 1 + β, x 2 + β, . . . , x n + β) = u(β)a(β, x 1 , x 2 , . . . , x n ) = 0. Since the terms not containing variate x in f are the same as the the ones in f (x 1 + β, x 2 + β, . . . , x n + β)), f (x 1 + β, x 2 + β, . . . , x n + β) = 0. This is a contradiction. So u(x) is a nonzero number. So gcd(f (x 1 + x, x 2 + x, . . . , x n + x), g(x 1 + x, x 2 + x, . . . , x n + x)) = 1.
Proof. By the two lemmas above, we can easyly obtain the theorem. nonzero polynomial about c 1 , c 2 , . . . , c n . Then when we randomly choose c 1 , c 2 , . . . , c n , with high probability, that R(c 1 , c 2 , . . . , c n ) = 0. So we reduce the multivariate case into univariate case. But the procedure will destroy the sparse structure. In order to avoid this problem, we randomly choose c 1 , c 2 , . . . , c n satisfying c 1 ≤ c 2 ≤ · · · ≤ c n , and then randomly choose a β ≥ 2C + 1 and let β 1 = β + c 1 , β 2 = (β + c 2 ) D+1 , . . . , β n = (β + c n ) (D+1) n−1 . Then these β i satisfy the condition of Theorem 4.2 and the sparse structure is kept.
. We will give a bound of |µ|. ,β 2 ,··· ,βn)| < |µ|β j By this lemma, if we know more about the degree of the leading terms, and we can obtain smaller bounds of |µ|.
Lemma 4.11
Assume there exists another rational function
, which can be changed x 2 ,...,xn) , and the lemma is proved. Now we can give a probability algorithm. Output: The exact form of h(x 1 , x 2 , . . . , x n ) or a wrong rational function.
Step 1: Let β := 2T C 2 + 1. Randomly choose c 1 , c 2 , . . . , c n ∈ {1, 2, . . . , N } such that
Step 2: Evaluate h(β 1 , β 2 , · · · , β n ) and assume h(β 1 , β 2 , · · · , β n ) = a b with gcd(a, b, ) = 1.
Step 4: f := MPolySIMod(β 1 , β 2 , . . . , β n , a · i, T, D, C); if f = f ailure then i := i + 1; go to Step 4; end if
Step 5: g := MPolySIMod(β 1 , , β 2 , . . . , β n , b · i, T, D, C); if g = f ailure then i := i + 1; go to Step 4; end if
Step 6: Return f g .
Theorem 4.13
The algorithm is correct. The arithmetic complexity is O(µnT log 2 D), and the height of the data is O((2D) n log(T C 2 + N ).
. . , (x + c n ) (2D+1) n−1 )) = 1, then we can find a rational function with coefficients bounded by C only when i = µ. So in this case, the algorithm returns a correct h. Otherwise, it may return a wrong rational function.
By Theorem 2.9, the arithmetic complexity of Algorithm UPolySIMod is O(T log 2 D) and we call n times Algorithm UPolySIMod, so the arithmetic complexity of MPolySIMod is O(nT log 2 D). The algorithm calls algorithm MPolySIMod at most µ times, so the arithmetic complexity is O(µnT log 2 D). The reason for the height of the data is the same as Lemma 2.9. In this case, the degree is O((2D) n ), and β is O(T C 2 + N ). So the height of the data is O(D n log(T C 2 + N ).
We now analyze the successful rate of Algorithm 4.12.
Lemma 4.14 Let R be an integral domain, S 1 , S 2 , . . . , S n ⊆ R finite sets with N = #S i , i = 1, 2, . . . , n elements, and r ∈ R[x 1 , x 2 , . . . , x n ] a polynomial of total degree at most d ∈ N. If r is not the zero polynomial, then r has at most dN n−1 zeros in S 1 × S 2 × · · · × S n .
Proof. We prove it by induction on n. The case n = 1 is clear, since a nonzero univariate polynomial of degree at most d over an integral has at most d zeros. For the induction step, we write r as a polynomial in x n : r = 0≤i≤k r i x i n with r i ∈ R[x 1 , x 2 , . . . , x n−1 ] for 0 ≤ i ≤ k and r k = 0. Then deg(r k ) ≤ d − k. By the induction hypothesis, r k has at most (d − k)N n−2 zeroes in S 1 × S 2 × · · · × S n−1 . So that there are at most (d − k)N n−1 common zeroes of r and r k in S 1 × S 2 × · · · × S n . Furthermore, for each a ∈ S 1 × S 2 × · · · S n−1 with r k (a) = 0, the univariate polynomial r a = 0≤i≤k r i (a)x i n ∈ R[x n ] of degree k has at most k zeros, so that the total number of zeros of r in S n is bound by (d − k)N n−1 + kN n−1 = dN n−1 .
Theorem 4.15 S 1 , S 2 , . . . , S n are n different positive integer sets with #S i = N . Assume a i < a j when i < j where a i is any elements in S i . If c 1 , c 2 , . . . , c n are randomly chosen in S 1 × S 2 · · · × S n , then Algorithm 4.12 returns the correct result with probability at least 
A probabilistic algorithm with two smaller sample points
In this section, we give a new algorithm based on two evaluations, which is a combination of Algorithms 4.12 and 3.18.
2 · · · β e n−1 n−1
( 1
. . . ( 1
, and
Proof. This lemma can be proved similar to Lemma 3.16. Now we give the algorithm which is similarly to Algorithm 3.18.
Algorithm 4.18 (MRFunSI2)
Input:
Output: The exact form of h(x 1 , x 2 , . . . , x n ) or a wrong rational function.
Step 1: Let β := 3C + 1. Randomly choose c 1 , c 2 , . . . , c n ∈ {1, 2, . . . , N } such that
Step 2: Evaluate h(β 1 , β 2 , · · · , β n ), h(β 1 , β 2 , · · · , β n + 1), and assume h(
Step 3: Let d := max( log βn (2a 1 ) , log βn+1 (2a 2 ) (due to Lemma 2.5).
Step Step 5: Let i := 1. If Q 1 ≥ E then goto step 6; If Q 2 ≤ 1 E then goto step 7; If k 1 < k 2 , then goto step 6; Else goto step 7.
Step 6: while i ≤ k 1 do if the interval ( g(x 1 ,x 2 ,...,xn) .
Step 7: while i ≤ k 2 do if the interval ( 
Experimental results
In this section, practical performances of the new algorithms will be presented. The data are collected on a desktop with Windows system, 3.60GHz Core i7 − 4790 CPU, and 8GB RAM memory.
Five randomly constructed rational functions are used to obtian the average times. We have four groups of experiments to present. The first and second groups are about univariate rational function interpolation. The third and fourth groups are about multivariate rational function interpolation.
In Figures 1 and 2 , we compare the two deterministic algorithms URFunSI1 and URFunSI2 for univariate rational function interpolation. By the Base Case, we mean the sum of the times of interpolating f and g separately. From the data, we can see that (1) the algorithm using two points are faster than that using one point and (2) the times for interpolating h = f g are almost the same as that of interpolating f and g, which means that our interpolation algorithm for univariate rational functions are almost optimal.
In Figures 3 and 4 , we present the practical performance for the probabilistic algorithm for univariate rational functions. We compare it with the base case. Comparing Figure  1 and Figure 3 , we can see that the probabilistic algorithm is faster than the one point deterministic algorithm and comparable with the two points deterministic algorithm.
For the multivariate algorithm, in Figures 5, 6 , 7, and 8, we present the practical performances with one point and with two points. We also give the time which is the sum of the times of interpolating f and g from h = f g for comparison. We can see that the algorithm with two points is much better than the algorithm with one point. Both algorithms are less sensitive to T and are quite sensitive to D. But unlike the univariate case, the interpolation of the rational function is much difficult than interpolating its denominator and numerator separatively. 
Conclusion
In this paper, we consider interpolation of sparse rational functions under the assumption that their coefficients are integers with a given bound. This assumption allows us to recover the rational function h = f /g from evaluations of h at one "large" sample point. Experimental results show that the univariate interpolation algorithm is almost optimal, while the multivariate interpolation algorithm needs further improvements. The main problem is that the sample data is of exponential size in n. The main reason is using of Kronecker type substitution.
