In this paper, we propose a general class of noise-robust estimators based on the existing estimators in the non-noisy high-frequency data literature. The market microstructure noise is a known parametric function of the limit order book. The noise-robust estimators are constructed as a plugin version of their counterparts, where we replace the efficient price, which is non-observable in our framework, by an estimator based on the raw price and the limit order book data. We show that the technology can be directly applied to estimate volatility, high-frequency covariance, functionals of volatility and volatility of volatility in a general nonparametric framework where, depending on the problem at hand, price possibly includes infinite jump activity and sampling times encompass asynchronicity and endogeneity.
Introduction
It is now widely acknowledged that the availability of high-frequency data has led to a more accurate description of financial markets. Over the past decades, empirical studies have unveiled several aspects of the frictionless efficient price. Accordingly, the assumptions on the latter have been gradually weakened to the extent that it is common nowadays to represent it as a general Itô semi-martingale including jumps with infinite activity. Moreover, the sampling times are also often considered as asynchronous, random, and even sometimes endogenous, i.e. possibly correlated with the efficient price.
The accessibility of high-frequency data has also shed light on the frictions, which get prominent as the sampling frequency increases. A typical challenge that faces an econometrician today is to incorporate jumps, asynchronicity, endogeneity and frictions into the model. A frequent assumption on the market microstructure noise is that it is independent and identically distributed (i.i.d). The presence of noise usually makes the analysis more complex. Among many possible candidates, see the breakthrough work from [Jacod and Rosenbaum, 2013] and [Vetter, 2015] , which to the best of our knowledge have no equivalent under frictions to respectively estimate general functionals of volatility 1 and volatility of volatility.
A recent strand of papers ( [Li et al., 2016] , [Chaker, 2017] , [Clinet and Potiron, 2017b] ) considers the following parametric form for the noise to estimate volatility:
where φ is a known function and Q t i includes observable information at the observation time t i from the limit order book such as the trade type ( [Roll, 1984] ), the trading volume ( [Glosten and Harris, 1988] ), the bid-ask spread, the duration time between two trades ([Almgren and Chriss, 2001] ), the quoted depth ( [Kavajecz, 1999] ), the order flow imbalance ( [Cont et al., 2014] ), etc. Discussion and leading models are available in: [Black, 1986] , [Hasbrouck, 1993] , [O'hara, 1995] , [Madhavan et al., 1997] , [Madhavan, 2000] , [Stoll, 2000] and [Hasbrouck, 2007] among other prominent works. One can also look at the review from [Diebold and Strasser, 2013] . They provide several estimators of the parameter θ 0 with fast convergence rate which all satisfy 2) where N stands for the number of observations. Moreover, they also develop related statistical tests for the presence of residual error in the noise, and document empirically that the noise can be considered reasonably free from such error in 90-95 % of the case. In other words, the parametric form (1.1), which might appear to imply a fairly strong relation between the noise and the limit order book at first sight, turns out not to be rejected most of the time in practice.
Any i.i.d noise ǫ t i can be expressed as a parametric noise if we set φ = θ 0 Q t i , with θ 0 = 1 and Q t i = ǫ t i , so that the class of parametric noise is more general. In particular, it allows for autocorrelation in the noise. Furthermore, we argue that the parametric assumption has three advantages over the more common i.i.d counterpart:
1. The form of our proposed parametric noise-robust estimators (i.e. of volatility, high-frequency covariance, etc.) is much simpler than the form of i.i.d noise-robust alternatives, which are typically quite hard to implement (see, e.g., the pre-averaging method in [Jacod et al., 2009] ). 2. The estimators have faster rates of convergence. 3. It eases the analysis of the problem at hand.
Specifically this paper aims to enlighten those three points in a wide range of problems from the high-frequency econometrics literature.
To do so, we describe the general framework as follows. If we define the horizon time as T , one typically seeks to estimate the integrated parameter
where the spot parameter ξ t can correspond to the volatility, the high-frequency covariance, functionals of volatility and volatility of volatility, employing a given data-based estimator Ξ(X t 0 , · · · , X t N ). In the absence of noise, Ξ usually enjoys a stable central limit theorem of the form
where κ > 0 corresponds to the rate of convergence, and MN (AB, AV AR) designates a mixed normal distribution of random bias AB and random variance AV AR. In addition, for the purpose of practical implementation, one typically provides a related studentized central limit theorem, i.e. data-based statistics AB(X t 0 , · · · , X t N ) and AV AR(X t 0 , · · · , X t N ) such that
AV AR → N (0, 1).
(1.5) Accordingly, when observations are contaminated by the parametric noise, we propose to exploit the corresponding class of plug-in estimators to estimate the integrated parameter. They are constructed as Ξ = Ξ( X t 0 , · · · , X t N ), AB = AB( X t 0 , · · · , X t N ) and AV AR = AV AR( X t 0 , · · · , X t N ), where as in [Li et al., 2016] and other related papers, the efficient price is estimated via
(1.6) This plug-in approach seems to be traced back to the framework of the model with uncertainty zones from [Robert and Rosenbaum, 2010] and [Robert and Rosenbaum, 2012] .
The main contribution of this paper is presented in Section 4, where we state that under parametric noise the central limit theorems (1.4) and (1.5) still hold when we substitute the estimators by their related plug-in version in five leading examples of the literature. Depending on the problem at hand, price possibly features jumps with infinite activity and sampling times include asynchronicity and endogeneity. The first example considers the threshold realized volatility inspired by [Andersen et al., 2001b] , [Barndorff-Nielsen and Shephard, 2002b] and [Mancini, 2009] . The second example deals with the threshold bipower variation from [Barndorff- Nielsen and Shephard, 2004] and [Vetter, 2010] . In the third example, we discuss the Hayashi-Yoshida ([Hayashi and Yoshida, 2005] ) estimator to estimate high-frequency covariance. The fourth example is devoted to the local estimator from [Jacod and Rosenbaum, 2013] which estimates functionals of volatility. Finally, we focus on the estimator of volatility of volatility introduced in [Vetter, 2015] in the last example.
In all those examples, the only required assumption on θ to obtain (1.4) and (1.5) is the fast convergence (1.2), so our results are somehow estimator-independent. Moreover, the asymptotic properties in both equations remain unchanged, whereas the rate of convergence is slower in the i.i.d latent noise case. It means that the parametric noise assumption induces faster rates of convergence than the i.i.d condition, which is not surprising as the plug-in estimators exploit supplementary data available from the limit order book.
The rest of this paper is structured as follows. Section 2 introduces the model. Section 3 is devoted to the estimation. The five examples are developed in Section 4. We conclude in Section 5. Proofs can be found in Section 6.
Model
Almost all the quantities defined in what follows are multi-dimensional. Accordingly, the notation x (k) refers to the k-th component of x. We define the horizon time as T > 0, and the (possibly random) number of observations 2 as N . The observation times, which satisfy 0 = t 0 ≤ ... ≤ t N ≤ T , are possibly asynchronous, i.e. they may differ from one price component to the next (see Example 4.3), and endogenous, i.e. correlated with X t (as in Example 4.1 and Example 4.3). When observations are regular and synchronous, we have ∆ i t := t i − t i−1 = T /n := ∆ (as in Example 4.2, Example 4.4 and Example 4.5), which implicitly means that N = n and t i are 1-dimensional, although the price process can be multi-dimensional. The observations are contaminated by the parametric noise via
where the parameter θ 0 ∈ Θ ⊂ R l with Θ a compact set, the impact function φ is known of class C 3 in its first argument, and Q t i ∈ R q includes observable information 3 from the limit order book such as the trade type, the trading volume, the bid-ask spread, the duration time between two trades, the quoted depth, the order flow imbalance, etc. Finally, we assume that
where
) corresponds to the information related to X (k) at time t (k)
i . The latent d-dimensional log-price X t possibly including jumps and its related d 2 -dimensional spot volatility 2 All the defined quantities are implicitly or explicitly indexed by n. For example N should be thought and considered as Nn. Consistency and convergence in law refer to the behavior as n → ∞. A full specification of the model also involves the stochastic basis B = (Ω, P, F, F), where F is a σ-field and F = (Ft) t∈[0,T ] is a filtration, which will be examplespecific. We assume that all the processes are F-adapted (either in a continuous or discrete meaning for Qt i ) and that the observation times ti are F-stopping times. Also, when referring to Itô-semimartingale and stable convergence in law, we automatically mean that the statement is relative to F. Finally, we assume in (2.2) that W is also a Brownian motion under the larger filtration Ht = Ft ∨ σ{Qt i , 0 ≤ i ≤ N }.
3 Note that we don't assume that Qt exists for any t ∈ [0, T ] − {t0, · · · , tN } as it is often the case in the i.i.d setting, see, e.g., the framework in [Jacod et al., 2009 ].
c t = σ t σ T t are Itô-semimartingales of the form
where W t is a d-dimensional Brownian motion and W ′ t is a d 2 -dimensional Brownian motion possibly correlated with W t , the d-dimensional b t and d 2 -dimensional b t drifts are locally bounded, σ t and the d 2 -dimensional c t = σ t σ T t are locally bounded, µ is a Poisson random measure on R + × E where E is an auxiliary Polish space, with the related intensity measure, i.e. the nonrandom predictable compensator,
for some nonnegative bounded λ-integrable function γ and some 4 r ∈ [0, 1) ( r = 2). Furthermore, we define the "genuine" drift as
and the jump part as J t = s≤t ∆X s . Key to our analysis is the decomposition
(2.4)
3 Estimation under parametric noise
Integrated parameter estimation
The object of interest is
where ξ t can correspond to the integrated volatility, the high-frequency covariance, the quarticity and other functionals of volatility, the volatility of volatility, etc. In the non-noisy version of the problem, the typical scenario is such that the high-frequency data user has a data-based estimator Ξ(X t 0 , · · · , X t N ) of (3.1), such as the standard realized volatility (RV), i.e. RV = N i=1 ∆ i X 2 where ∆ i A = A t i − A t i−1 , and possibly a related central limit theorem and a studentized version of it. In all generality, they respectively take the form of
where κ > 0 corresponds to the rate of convergence, and
where AB(X t 0 , · · · , X t N ) and AV AR(X t 0 , · · · , X t N ) are also data-based statistics which respectively correspond to the asymptotic bias and the asymptotic variance estimator. The aim of this section is to equip the high-frequency data user with noise-robust estimators which are based on Ξ.
To estimate the integrated parameter, we first need an estimator of the noise parameter θ 0 defined as θ. We assume that θ satisfies
The techniques of this paper are estimator independent and only require (3.4). In Section 3.2, we provide the form of the estimators from the literature which satisfy (3.4). Based on θ, the efficient price is naturally estimated as
This estimator was already used in [Li et al., 2016] , [Chaker, 2017] and [Clinet and Potiron, 2017b] . The related plug-in estimator is constructed as
For instance, in the case of RV, we obtain that RV = N i=1 ∆ i X 2 . Similarly, we introduce AB = AB( X t 0 , · · · , X t N ) and AV AR = AV AR( X t 0 , · · · , X t N ).
Noise parameter estimation
Several estimators have been proposed by [Li et al., 2016] , [Chaker, 2017] , [Clinet and Potiron, 2017b] in different settings. The estimator from [Chaker, 2017] coincides with the one from [Li et al., 2016] when φ is linear (which is the related assumption of the former paper), and this leaves us with only two possible approaches. We first review the estimation procedure of [Li et al., 2016] , which is based on minimum mean square error (MSE). Specifically, the estimator θ (M SE) is given by
We can show that θ (M SE) satisfies (3.4) in the general setting of our paper in view of Theorem 1 (p. 36) in [Li et al., 2016] along with the fact that the proofs adapt straightforwardly when adding small jumps.
We now examine the estimation procedure of [Clinet and Potiron, 2017b ] based on quasi-maximum likelihood estimation (MLE). In this case the quasi log-likelihood function related to θ (M LE) is given by
In the framework 5 from the authors, we have that (3.4) holds by virtue of Theorem 3.1.
When φ is linear, the problem boils down to a linear regression. As a result the MSE and the MLE coincide, and the estimator is explicitly given by
, and as soon as the matrix
is such that M T M is invertible.
Applications of the method
In what follows, we state that the plug-in estimators are noise-robust for five leading examples taken from the literature, and that the central limit theorems (1.4) and (1.5) hold under parametric noise. In Example 4.1, we study the threshold realized volatility in the case of infinite activity jumps in price and endogeneity in arrival times. Actually, there is no theory under such a general setting, and we first state the central limit theorems related to threshold realized volatility, and then the theory associated to the plug-in estimators. In Example 4.2, we consider the threshold bipower variation under infinite activity jumps and regular observations. In Example 4.3, we develop the Hayashi-Yoshida estimator of high-frequency covariance under finite-activity jumps, and asynchronous and endogenous observation times. In Example 4.4, we consider the estimation of functionals of volatility when the price can exhibit jumps with infinite activity and observations are regular. Finally, we address the case of volatility of volatility for continuous price and volatility processes and regular observation times in Example 4.5.
Threshold realized volatility
The parameter is ξ t = σ 2 t , and the rate of convergence κ = 1/2 if observations are not contaminated by the noise. Under i.i.d noise, the rate of convergence is slower equal to 1/4. When the price is continuous and observations are regular, a popular estimator of Ξ = T 0 σ 2 s ds is RV considered in [Andersen et al., 2001a] , [Andersen et al., 2001b] , [Barndorff-Nielsen and Shephard, 2002a] , [Barndorff-Nielsen and Shephard, 2002b] , [Meddahi, 2002] , etc. [Jacod and Protter, 1998 ] showed that
When observations are not regular, the AVAR is equal to 2T T Our aim is to allow for parametric noise in this endogenous setting, while also including jumps in the price process. As far as the authors know, no general theory 6 includes general endogeneity and jumps, even when observations are not noisy. Accordingly, we first extend the results of [Li et al., 2014] when adding jumps. Then, we show that the technology of this paper applies in such a general setting.
Although no theory exists under endogeneity, Theorem 13.2.4 (p. 383) in [Jacod and Protter, 2011] can be used when observations are regular. We consider a similar threshold RV, originally in the spirit of [Mancini, 2009] and [Mancini, 2011] , and defined as Ξ =
, 1/2) and α > 0 is a tuning parameter. In the next theorem, we provide the related central limit theorem and show that the condition of our paper holds.
Theorem 4.1. We assume that inf t∈(0,1] σ t > 0. We further suppose that
u t σ 4 t , v t σ 3 t and v 2 t σ 4 t are integrable, and v t locally bounded and bounded away from 0. Furthermore, we assume that t i , b t , σ t and δ are generated by finitely many Brownian motions 7 . Finally we assume that N/n → P F for some random variable F , and that n∆ i t are locally bounded and locally bounded away from 0. Then, stably in law as n → ∞, we have
where v s = √ F v s , u s = F u s and B t is a standard Brownian motion independent of the other quantities 8 . Moreover, we have
6 Remark 6 (p. 36) in [Li et al., 2016] suggests that the threshold RV estimator can be used under endogeneity, but there is no formal proof and this is limited to the case of jumps with finite activity. 7 i.e. we assume that ti are G-stopping times, where G = (Gt) t∈[0,T ] is a sub-filtration of F generated by finitely many
Brownian motions, and that bt, σt and δ are adapted to G. 8 Here and in the other theorems, we mean that Bt is independent of the underlying σ-field F.
Remark 4.2. If observations are regular, (4.3) and (4.4) can be specified as
We provide now jump-robust estimators of AB = (2/3)
s ds based on the non jump-robust estimators provided in [Li et al., 2014] . Accordingly, we chop the data into B blocks of h observations (except for the last block which might include less observations). We set h = ⌊n β ⌋, where 1/2 < β < 1. We can estimate v t hi σ t hi as
, and AB and AVAR as
Recalling that AB and AV AR are constructed respectively as AB and AV AR when replacing X by X, we provide now the studentized version of the previous central limit theorems.
Corollary 4.3. We have
Remark 4.4. If observations are regular, there is no asymptotic bias and AV AR can be estimated using the plug-in estimator of quarticity obtained in Example 4.4. In view of the limit theory which implies the consistency of the plug-in estimator, we obtain directly that (4.8) hold.
Concurrent approaches to estimate integrated volatility under latent i.i.d noise include and are not limited to: the Quasi-Maximum Likelihood Estimator (QMLE) from which was later shown to be robust to time-varying volatility in [Xiu, 2010] , the Two-Scale Realized Volatility in [Zhang et al., 2005] , the multi-Scale realized volatility in [Zhang, 2006] , the pre-averaging approach in [Jacod et al., 2009] , realized kernels in [Barndorff-Nielsen et al., 2008] and the spectral approach considered in [Altmeyer and Bibinger, 2015] based on [Reiss, 2011] . [Clinet and Potiron, 2017a ] discussed AVAR reduction when considering local estimators. Moreover, [Li et al., 2016 ] document in finite sample that the plug-in threshold RV outperforms several concurrent approaches even in the case when the noise is simultaneously parametric and i.i.d. In addition, [Li et al., 2013] consider endogenous arrival times. In all those instances, the form of the estimators is quite involved compared to the form of the plug-in estimator, and the rate of convergence is equal to 1/4, to be compared with the faster rate κ = 1/2 obtained in (4.4). Nielsen and Shephard, 2004] and [Barndorff- Nielsen and Shephard, 2006] ) was originally introduced as an alternative measure robust to finite-activity jumps. In case of regular observations and no jump, [Barndorff-Nielsen et al., 2006a] and [Barndorff-Nielsen et al., 2006b] established the central limit theory. See also [Kinnebrock and Podolskij, 2008] for related development. In case of finite-activity jumps, see also [Barndorff-Nielsen et al., 2006c] .
Threshold bipower variation
If jumps exhibit infinite activity, [Vetter, 2010] shows that BV is no longer consistent, but that the jump-robust threshold estimator
where v = α∆ω,ω ∈ (0, 1/2), is. Moreover, he also shows the related central limit theory. See also [Corsi et al., 2010] for related work. Finally, the general theory (Theorem 13.2.1 (p. 380)) from [Jacod and Protter, 2011 ] can be applied too. All those papers have in common that they assume regular observations, and we follow the same setting to show that the techniques of this paper can be used in this example too. We provide the formal result in what follows.
Theorem 4.5. We have that
In particular, stably in law as n → ∞,
where B t is a Brownian motion independent of the other quantities.
In this example, we have that AV AR = Corollary 4.6. We have
Hayashi-Yoshida estimator of high-frequency covariance
We assume here that X t is 2-dimensional and that ξ t = ρ t σ
t , where the high-frequency correlation ρ t satisfies d W (1) , W (2) t = ρ t dt. The rate of convergence is κ = 1/2 in this problem too, whereas slower equal to 1/4 if the noise is i.i.d. We consider that observations are non-synchronous. In this framework and assuming that the price is continuous, [Hayashi and Yoshida, 2005] bring forward the socalled Hayashi-Yoshida estimator and establish the consistency in case sampling times are independent from the price process. This is extended in an endogenous setting in [Hayashi and Kusuoka, 2008] . The related central limit theory can be found in [Hayashi and Yoshida, 2008] , [Hayashi and Yoshida, 2011] and [Potiron and Mykland, 2017] , where the latter work considers general endogenous arrival times. See also the remarkable work from [Koike, 2014a] , [Koike, 2014b] and [Koike, 2016] which incorporates jumps, noise and some kind of endogeneity into the model.
As we want to allow for quite exotic endogenous models, we follow [Potiron and Mykland, 2017] . In particular, jumps are assumed to be of finite activity and independent from the other quantities. We describe the hitting boundary with time process (HBT) model introduced in the subsequent paper in what follows. For the process k = 1, 2 we introduce the continuous observation time process Y (k) t which drives the observation times related to X (k) t . We assume that (X t , Y t ) is a 4-dimensional Itô-process. We further introduce the down process d t (s). We assume that the down process takes only negative values and that the up process takes only positive values. A new observation time will be generated whenever one of those two processes is hit by the increment of the observation time process. Then, the increment of the observation time process will be reset to 0, and the next observation time will be produced whenever the up or the down process is hit again. Formally, if we let α > 0 stand for the tick size, we define the first observation time as t (k) 0 := 0 and recursively t
a . We define the Hayashi-Yoshida estimator as
In the asymptotic theory, we let α → 0. For the sake of Remark 5 (p. 25) in [Potiron and Mykland, 2017] , α −1 is of the same order as n 1/2 . We can now show that the techniques of this paper hold in this case too.
Theorem 4.7. We assume that E[ψ
As the tick size α → 0, we have that
(4.14)
In particular, under the assumptions of [Potiron and Mykland, 2017] , there exist AB and a process AV t such that stably in law as the tick size α → 0,
where B t is a Brownian motion independent of the other quantities, AB and AV t are defined in Section 4.3 of [Potiron and Mykland, 2017] .
We define AB and AV AR following respectively (46) and (47) in [Potiron and Mykland, 2017 ] (Section 5, p. 28). Note that AB and AV AR are already of the right asymptotic order in the sense that α −1 AB → P AB and α −2 AV AR → P T 0 (AV s ) 1/2 dB s (see (48) and (49) in Corollary 4 of the cited paper). We provide now the studentized version of (4.15).
Corollary 4.8. We have
Functionals of volatility local estimator
The spot parameter is ξ t = g(c t ) for a given smooth function g on M + d , the set of all non-negative symmetric d × d matrices. The problem was initiated by [Barndorff-Nielsen and Shephard, 2002a] . See also [Barndorff-Nielsen et al., 2006a] , [Mykland and Zhang, 2012] (Proposition 2.17, p. 138) and [Renault et al., 2017] for related developments. Here, the rate of convergence is κ = 1/2 again, with slower rate equal to 1/4 if noise is i.i.d.
Local estimation ( [Mykland and Zhang, 2009 ], Section 4.1, p. 1421-1426) can make the mentioned estimators efficient. [Jacod and Rosenbaum, 2013] extended the method in several ways. To do that, they first propose an estimator of the spot volatility c i , and then take a Riemann sum of g( c i ). [Jacod and Rosenbaum, 2013] . In its most useful form (from our point of view), the estimator takes on the form
with
for two sequences of integers k and w = α∆ω for some α > 0, and
where we suppose that
for some constants p ≥ 3, K > 0. In Equation (4.17), c i corresponds to an estimator of the spot volatility matrix, the first term is part of the Riemann sum, while the second term is required to remove the asymptotic bias of the first term in Ξ, which explodes asymptotically. We show that the associated plug-in estimator Ξ enjoys the same limit theory as Ξ. More precisely, we have the following result.
Theorem 4.9. Assume that k 2 ∆ → 0, k 3 ∆ → ∞. Let Ξ ′ be the estimator defined as in (4.17) where X t is replaced by its continuous part X ′ t . Then, we have the convergence
Moreover, stably in law, we have the convergence 20) where for
and where B is a standard Brownian motion independent of the other quantities.
In particular, note that the asymptotic variance in the stable convergence can be expressed as
so that we naturally define the asymptotic variance estimator as
We easily deduce from Corollary 3.7 p. 1471 in [Jacod and Rosenbaum, 2013 ] the following studentized version of the above central limit theorem. Under i.i.d noise, no result with a general function g(c t ) is available. Alternative approaches include: [Jacod et al., 2010] for even power, [Mancino and Sanfelici, 2012] and [Andersen et al., 2014] in the special case of quarticity, and also [Altmeyer and Bibinger, 2015] when considering the tricity. See also [Potiron and Mykland, 2016] (Section 4.2) for a local maximum-likelihood estimation with noise variance vanishing asymptotically.
Volatility of volatility
In this section we assume that X t is 1-dimensional and we are interested in the spot parameter ξ t = σ 2 t which corresponds to the so-called volatility of volatility process defined in (2.3). As far as we know, there is no result in the literature including noise into the model, but in the non-noisy scenario one can consult [Vetter, 2015] (Theorem 2.5 and Theorem 2.6) and [Mykland et al., 2012] (Theorem 7 and Corollary 2). We follow here the former author, and aim to show the robustness of Theorem 2.6 when using plug-in estimators. Accordingly, we hereafter assume that both X t and c t are continuous processes, i.e. δ = δ = 0 in (2.2)-(2.3). To our knowledge, the case with jumps in X t and/or c t remains an open question. The rate of convergence is κ = 1/4. Introducing the spot volatility estimator 9 for i ∈ {0, · · · , n − k},
and the spot quarticity estimator
the author defines the volatility of volatility estimator (see (2.5) on p. 2399 in the cited work) as
Letting c i , q i , and Ξ be the corresponding plug-in estimators, we obtain the following results.
Theorem 4.11. Assume that k = cn 1/2 + o(n 1/4 ) for some c > 0. Then stably in law,
where B t is a Brownian motion independent from the other quantities and Moreover, if we define
and finally
we can derive the following studentized version of the previous central limit theorem.
Corollary 4.12. Under the assumptions of the previous theorem, we have the stable convergence in law
Conclusion
This paper brings forward plug-in estimators to estimate high-frequency quantities under parametric noise. When estimating volatility, high-frequency covariance, functionals of volatility and volatility of volatility, the robustness to parametric noise is established, indicating that the plug-in estimator can be considered as a simpler and faster alternative. It is clear that the plug-in estimator could also be used to estimate the continuous or discontinuous leverage effect, high-frequency regression, estimation of the jump component and co-jumps, etc.
From a practical point of view, the techniques of this paper feature three main advantages compared to the alternative methods. First of all, they reduce the overall uncertainty about the noise using limit order book data, which is seldom used in the literature. Second, they provide noise-robust estimators which can be implemented at the highest frequency, compared to the safer 5-minute rule-of-basis if no noise is explicitly incorporated into the model. Finally, the implementation of the plug-in procedure based on the original estimator should be straightforward.
Proofs

Preliminaries
Due to our assumptions of local boundedness on b t , b t , c t and c t , (2.1) and (3.4), it is sufficient (see, e.g., Lemma 4.4.9 along with Proposition 2.2.1 in [Jacod and Protter, 2011] ) to assume throughout the proofs the following stronger assumption.
(H) We have that b t , b t , c t and c t are bounded. Moreover, there exists K > 0 such that θ−θ 0 ≤ K/n, and max i,j,k |Q (k,j)
All along the proofs, C is a constant that may vary from one line to the next. We further provide some notation related to the decomposition (2.2) of the efficient price, i.e. that
Note that in this decomposition M t is a purely discontinuous local martingale (see the discussion in Section 2.1.2 in [Jacod and Protter, 2011] ). Finally, we introduce ∆ i X(θ) := ∆ i X + ψ i (θ) where ψ i (θ) := µ i (θ) − µ i (θ 0 ). In particular, note that ∆ i X = ∆ i X( θ). Moreover, E s is defined as the conditional expectation given F s .
Proof of Theorem 4.1
For this proof, due to our assumptions and using the same argument as for Assumption (H) we further assume the following assumption.
(H') We have that n∆ i t and v t are bounded and bounded away from 0. Note that (4.3) is a particular case of (4.4) when φ = 0. In what follows, we directly prove the general case (4.4). First of all, as N/n → P F , it is sufficient to show the stable convergence in law
Second, note that if we can prove that 
where for θ ∈ Θ, we define
, and III = o P (1).
We start with I. By definition, we have
We show now that
We first deal with A. By the domination
i , we have for any k > 0:
Now, note that by Assumption (H) along with the fact that ψ i is C 3 in θ and that Θ is a compact set, we easily obtain that for any k ≥ 1, |ψ i ( θ)| k ≤ Cn −k . From here, by Assumption (H') we deduce by Burkhölder-Davis-Gundy inequality that
and so we can conclude that taking k large enough, A = o P (1) as a result of the boundedness of n∆ i t, and N/n → F .
Moreover, the term B can be shown following a similar line of reasoning along with Hölder's inequality taking an exponent sufficiently close to 1 on the jump part ∆ i J. Now we conclude for I by showing that we have
and the second term in the right-hand side of the equation is negligible as a direct consequence of the domination |ψ i ( θ)| ≤ C/n. We show now that the first term is also negligible. By the mean value theorem, we also have for some θ ∈ [θ 0 , θ] that
Using that θ − θ 0 = O P (1/n), and the fact that ∂ 2 θ ψ(θ) ≤ C we deduce that the second term is negligible. Finally, note that
, which is easily proved to be negligible given the local boundedness of b and δ, and
which is a sum of martingale increments with respect to the filtration H t = F t ∨ σ{Q t i , 1 ≤ i ≤ N }. Thus, by (2.2.35) in [Jacod and Protter, 2011] , proving that this term tends to 0 boils down to showing that
which is immediate since ∂ θ ψ i (θ 0 ) 2 ≤ C, N/n → P F and E(∆ i X c ) 2 ≤ C/n by Assumption (H').
We now turn to II. As by (6.4) along with Assumption (H') , we have for any k > 0 the inequality
, it is easy to see that by taking k sufficiently large, we can assume without loss of generality that we can add the indicator 1 {|∆iX
in II, i.e. that
.
Given thatω ∈ (1/(2(2 − r)), 1/2), we immediately deduce that II = o P (1). Finally, we can show that III = o P (1) with the same line of reasoning as for II.
Proof of Corollary 4.3
We show (4.8), as (4.7) is a particular case where φ = 0. This amounts to proving that AB and AV AR are consistent.
We show first that AB is consistent. As in the previous proofs (in this case this is actually quite easier as we only show the consistency), we can remove the truncation and the parametric noise part and replace ∆ i X by ∆ i X ′ . We obtain that
A Taylor expansion on the function f (x, y) = x/y along with the convergence (4.2), the fact that
, that σ t and v t are bounded and bounded away from 0 and that N/n → P F yields
Applying Theorem I.4.31 (iii) on p. 47 in [Jacod and Shiryaev, 2003 ] together with the fact that σ t and v t are bounded and bounded away from 0, we conclude that AB → P AB.
We show now that AV AR is consistent. In this case we can again by similar arguments remove the truncation and substitute ∆ i X by ∆ i X ′ , i.e. it holds that
By (4.1) together with the fact that N/n → P F , we deduce that
Furthermore, using similar techniques as for AB, we obtain that
We have thus shown that AV AR → P AV AR.
Proof of Theorem 4.5
It is immediate to see that (4.10) holds as a consequence of (4.9) along with Theorem 3.3 in [Vetter, 2010] . Accordingly, we show that (4.9) holds in what follows, i.e. that
First, we show that we can assume without loss of generality that the price process X is continuous, i.e. J = 0. To do so, we introduce Ξ ′ as the estimator applied to X ′ in lieu of X. We show that
From (2.4), we can easily obtain the key decomposition [Jacod and Protter, 2011] , all the conditional estimates are preserved and thus the lemma holds true in the presence of the error term ψ i ( θ). Applied with F (x 1 , x 2 ) = |x 1 ||x 2 |, k = 2, p ′ = s ′ = 2, s = 1 and ǫ = 0, this directly yields that for all q ≥ 1 and for some deterministic sequence a n going to 0,
and given the definition of Ξ and Ξ ′ , applying the above domination with q = 1, we directly deduce the estimate
sinceω ∈ (1/(2(2 − r)), 1/2). From now on, by (6.6) we assume that J = 0 and we write indifferently Ξ for Ξ ′ , X for X ′ , and so on. By definition, we have that
X|≤w} , we obtain by triangular inequality that
We prove (4.9) in two steps in what follows. First, we show that n 1/2 Ξ −Ξ = o P (1). Second, we prove that I = o P (1), II = o P (1) and III = o P (1).
We have
so that by standard inequalities we can deduce n 1/2 Ξ −Ξ → P 0 if
for any β > 0. Let us thus show now (6.8). Introducing∆ as the symmetric difference operator, we have
Now, letting γ ∈ (ω, 1/2) and q > 0, since {|∆ i X − w| ≤ C/n} ∩ {|∆ i X| ≤ n −γ } = ∅ for n large enough, we automatically have
and taking q large enough we get (6.8).
Finally, we prove that I = o P (1), II = o P (1) and III = o P (1). We start with I. First, it is straightforward to see that I ≤ n 1/2 N i=2 ψ i ( θ) ψ i−1 ( θ) . In addition, since φ is C 3 in θ, and because max i Q t i is bounded,
and this is o P (1) by (3.4). To prove that II and III are negligible, we can follow the proof of Theorem 2 (p. 46) in [Li et al., 2016] .
Proof of Corollary 4.6
The proof amounts to showing that AV AR is consistent, but this is actually a corollary to Theorem 4.9.
Proof of Theorem 4.7
Following the discussion at the beginning of Appendix A.2 (p. 30) in [Potiron and Mykland, 2017] , we can assume without loss of generality that the drift b t is null. Furthermore, following the proof in the jump case in Appendix A.6 (p. 40), it is clear that the following proof adapts straightforwardly to the jump case, and then we assume without loss of generality that X t is continuous in what follows.
First, note that (4.15) is a straightforward consequence of (4.14) together with Theorem 1 (p. 25) in [Potiron and Mykland, 2017] . Consequently, we only need to show (4.14). We now provide the proof of (4.14), i.e. that α
First, note that as a result of Remark 5 (p. 25) in [Potiron and Mykland, 2017] , n 1/2 and α −1 are of the same order, and thus it is sufficient to show that
Second, we have to reexpress the Hayashi-Yoshida estimator (4.13). To do so, we follow the beginning of Section 4.3 in [Potiron and Mykland, 2017] and introduce some (common) definition in the HayashiYoshida literature. For any positive integer i, we consider the ith sampling time of the first asset t
i . We define two related random times, t − i and t + i , which correspond respectively to the closest sampling time of the second asset that is strictly smaller than t (1) i , and the closest sampling time of the second asset that is (not necessarily strictly) bigger than t (1) i . Formally, they are defined as
10)
Rearranging the terms in (4.13) gives us
We deduce that
0 ))
Our aim is to show that I = o P (1), II = o P (1) and III = o P (1). We start with I. On the account that φ ∈ C 3 in θ, and because max i Q t i is bounded,
and this is o P (1) by (3.4), Remark 5 (p. 25) and Lemma 8 (p. 31) in [Potiron and Mykland, 2017] .
As for II, the proof of Theorem 2 (p. 46) in [Li et al., 2016] in the volatility case goes through with one minor change. To prove (69) in the cited paper, we need to bound (∆g(Z t k ; θ 1 ) − ∆g(Z t k ; θ 2 )) 2 (in the notation of the cited paper) prior to using Burkhölder-Davis-Gundy inequality since
is not F t i -measurable.
We turn out to III, which is slightly more complicated to deal with. We decompose the increment of the second asset in three parts and rewrite III as
As a result of (3.4), along with Remark 5 (p. 25) and Lemma 8 (p. 31) in [Potiron and Mykland, 2017] , it suffices to show that
The problem with the first term in (6.13) is that it is not adapted to a simple filtration. To circumvent this difficulty, we need to rearrange the terms of the sum again. We follow [Potiron and Mykland, 2017] (Section 4.3) and we define the new sampling times t 1C
0 , and recursively for i any nonnegative integer
(6.14)
In analogy with (6.9), (6.10) and (6.11), we introduce the following times
In light of this definition, we can rewrite the first term (up to o P (1) coming from the edge effect) in (6.13) as
,
-measurable. We obviously have that
and thus
is a martingale. Using Sobolev's inequality, conditional Cauchy-Schwarz inequality along with (3.4), since φ ∈ C 3 in θ, and because max | Q t i | is bounded, and Burkhölder-Davis-Gundy inequality, we can deduce that t
by Lemma 2.2.11 in [Jacod and Protter, 2011] . This in turn implies that the first term in (6.13) is o P (1).
The second term in (6.13) can be shown o P (1) following exactly the proof of Theorem 2 (p. 46) in [Li et al., 2016] . Regarding the third term, we can show that it is a martingale since E[ψ (1) i (θ) | X (2) ] = 0. We can then show that the bracket of this martingale goes to 0 in probability uniformly in θ using that φ is C 3 its first argument, that max i Q t i is bounded, along with the scaling property of the Brownian motion and local methods as in the proof of Lemma 10 (p. 32) in [Potiron and Mykland, 2017] , and finally conclude with Sobolev's inequality.
Proof of Corollary 4.8
Although the quantities introduced are quite involved to formally define AB and AV AR, the proof works the same way as for the proof of (4.8) in Corollary 4.3, along with techniques and estimates from [Potiron and Mykland, 2017] .
Proof of Theorem 4.9
All along this proof, we use the notations k n , ∆ n , w n in lieu of respectively k, ∆ and w in order to emphasize their dependence on n. We have to show that n 1/2 Ξ − Ξ = o P (1) where
with (6.19) We start by showing that we can assume without loss of generality that X is continuous, i.e. J = 0.
To do so, consider Ξ ′ and c ′ i the estimators applied to the continuous part X ′ in lieu of X. Without loss of generality, we assume in what follows that X, θ and θ 0 are 1-dimensional quantities. The multi-dimensional case can be derived by a straightforward adaptation.
Lemma 6.1. We have
Proof. Recall that we have the key decomposition (p. 384) in [Jacod and Protter, 2011] , all the conditional estimates are preserved and thus the lemma remains valid in the presence of the term ψ i ( θ). Applied with F (x) = x 2 , k = 1, p ′ = s ′ = 2, s = 1 and ǫ = 0, this directly yields that for all q ≥ 1 and for some deterministic sequence a n shrinking to 0, we have that (6.21) where
As a by-product, we also deduce
Moreover, replacing again F i by G i and ∆ i B by ∆ i B ′ in the calculation we can also see that the second inequality of (4.10) in [Jacod and Rosenbaum, 2013] remains true in the presence of ψ i ( θ), that is,
Now, remark that by the proof of Lemma 4.4 (p. 1479, case v = 1) in [Jacod and Rosenbaum, 2013] , n 1/2 Ξ − Ξ ′ → P 0 is an immediate consequence of our estimates (6.22) and (6.23), along with the polynomial condition (4.18) on g.
From now on, by virtue of Lemma 6.1, we will always assume that J = 0, i.e. X = X ′ . We thus write indifferently Ξ for Ξ ′ , c i for c ′ i and so on. We now want to show that in the definition (6.18), we can substitute c i by c i , where (6.24) that is when the indicator function is applied to X itself instead of X. We first state a technical lemma.
Lemma 6.2. We have, for any i ∈ {1, · · · , n}, any j ∈ {1, · · · , 3}, and any q ≥ 1,
Proof. In view of (4.18), it is sufficient to prove that for any q ≥ 1,
, and as E| c i | q ≤ C as an easy consequence of (4.11) in Rosenbaum, 2013] (p. 1476) and the boundedness of c in Assumption (H), it suffices to show the L q boundedness of
2 , (6.26)
We first show the L q boundedness of (6.25). First recall that in (6.8) we proved that
for any β > 0. Thus, by Cauchy-Schwarz inequality and Jensen's inequality we easily get that E| c i − c i | q ≤ C considering β large enough. We prove now the L q boundedness of (6.26). By Jensen's inequality applied to
we have
For II we have
and thus this yields the L q boundedness of c i − c i , which concludes the proof.
Lemma 6.3. Let Ξ be defined as Ξ where c i is replaced by c i . Then
Proof. We have
with h(x) = 2∂ 2 g(x)x 2 , so that proving our claim boils down to showing that both terms in the right-hand side of (6.27) are negligible. For the first one, we have
for some a i,j by the mean value theorem. Now, by a straightforward adaptation of Lemma 6.2 we easily get E|∂g(a i,j )| q ≤ C, and thus by Cauchy-Schwarz inequality we will have
if we can prove that
Recalling
since β can be taken arbitrary big, using again Cauchy-Schwarz inequality along with the fact that E|∆ i X| q ≤ Cn −q/2 , and (6.8). Finally, it is immediate to prove
given that |ψ i ( θ)| 4 ≤ K/n 4 . The second term on the right-hand side of (6.27) is proved in the same way.
In the 1-dimensional setting, we now introduce the following notation for θ ∈ Θ:
where we recall that for any i ∈ {1, · · · , n}, ∆ i X(θ) = ∆ i X + ψ i (θ). Note that c i = c i ( θ), and c i = c i (θ 0 ). We define
By the mean value theorem we have for some θ ∈ [θ 0 , θ],
We now show that each term is o P (1).
Lemma 6.4. We have
Recalling the decomposition ∆ i+j X = ∆ i+j B + ∆ i+j X c , we first show that the above term is negligible when ∆ i+j X is replaced by ∆ i+j X c . In that case, by virtue of the domination 1 {|∆ i+j X|≥wn} ≤ w −1 n |∆ i+j X|, Burkhölder-Davis-Gundy inequality, Hölder's inequality, along with the fact that |∂g( c i )| is L q bounded by Lemma 6.2, the indicator function can be removed without loss of generality. Thus, introducing
and
we show that A n − B n = o P (k n n 1/2 ) and B n = o P (k n n 1/2 ) separately. We have for some
Moreover, by (4.11) in [Jacod and Rosenbaum, 2013] (p. 1476), we have the estimate
Thus, by a straightforward application of Hölder's inequality, the fact that ∂ 2 g(ξ i ) is L q bounded by Lemma 6.2, and that for any q ≥ 1:
we deduce that
As for B n , we note that it can be expressed as a sum of martingale increments with respect to the filtration H t = F t ∨ σ{Q t i , i = 0, · · · , n}, and we have
χ i with
Thus, by property (2.2.35) p. 56 in [Jacod and Protter, 2011] , proving that B n = o P (k n n 1/2 ) boils down to showing that
Now, using the boundedness of c, we have
Therefore B n = O P (n −1 ) which proves (6.30) and thus (6.28) when replacing ∆ i+j X by ∆ i+j X c . Finally, the case where we consider the drift term ∆ i+j B in lieu of ∆ i+j X is easier.
Lemma 6.5. We have that II = o P (1), III = o P (1), IV = o P (1).
Proof. Proving the first claim is equivalent to showing that
Note, again, that by Assumption (H) and the fact that θ belongs to a compact set, we have
where we have used Lemma 6.2, and the fact that for any q ≥ 1,
For the second claim, we have directly the estimate
|∂g(c i (θ))| O P (n)
= O P (k n n) = o P (k n n 3/2 ), so that III = o P (1). Finally we show that IV = o P (1), that is ∆ i+j X(θ)∂ θ ψ i+j (θ)1 {|∆ i+j X|≤wn} .
Lemma 6.6. We have
{h(c i ) − h( c i )} → P 0.
Proof. By Assumption (H) we have
Since ∂h is also of polynomial growth, we deduce as for Lemma 6.2 that for any q ≥ 1, E|∂h(c i (θ))| q ≤ C, and so an application of Cauchy-Schwarz inequality yields
{h(c i ) − h( c i )} ≤ C/k n → 0.
We prove now the theorem.
Proof of Theorem 4.9. Recall that by Lemma 6.1 we can assume without loss of generality that X = X ′ and thus that Ξ = Ξ ′ . We have n 1/2 Ξ − Ξ = n 1/2 Ξ − Ξ + n 1/2 Ξ − Ξ .
The first term above is negligible by virtue of Lemma 6.3. Moreover, since
{h( c i ) − h(c i )} , the assertion n 1/2 Ξ − Ξ → P 0 is an immediate consequence of Lemma 6.4, Lemma 6.5 and Lemma 6.6. Combined with Theorem 3.2 (p. 1469, applied to X ′ ) in [Jacod and Rosenbaum, 2013 ], this yields the central limit theorem.
Proof of Corollary 4.10
By Slutsky's Lemma, all we need to prove is that AV AR → P AV AR. Given the form of AV AR, this can be shown using exactly the same line of reasoning as for the general theorem replacing g by h in all our estimates and combining the results with Corollary 3.7 in [Jacod and Rosenbaum, 2013] in lieu of Theorem 3.2, except that there is no scaling by n 1/2 in front of the estimates and no bias term. Since the C 3 property of g is only used once when handling the bias term in Lemma 6.6, the fact that h is only of class C 2 is not problematic.
6.10 Proof of Theorem 4.11 and Corollary 4.12
In [Vetter, 2015] , the author introduces where a l (p) := (l − 1)(p + 2)k n . Note that c i = A i + B i , and that the approximated increments are independent of the information process and of θ. Now note that the general proof in [Vetter, 2015] is conducted in the following two steps.
• Compute an estimate for the deviations A i+kn −A i −( A i+kn − A i ) (resp. B i+kn −B i −( B i+kn − B i )).
• Systematically use the previous estimate to replace A i (resp. B i ) by its counterpart A i (resp.
B i ) in all the encountered expressions.
Since A i and B i are independent of the information process and θ, the second step holds in our setting as well with no modification in the proofs of [Vetter, 2015] . Thus, all we have to do in order to prove the theorem is to adapt the first step replacing A i and B i by A i and B i . More precisely, we adapt Lemma A.1 in [Vetter, 2015] as follows.
Lemma 6.7. We have Proof. By Lemma A.1 in [Vetter, 2015] , it suffices to prove that we have
and a similar statement for B i . Since |ψ k ( θ)| ≤ K/n for all 1 ≤ k ≤ n, we obtain
≤Cn −r/2 , ≤ Cp r/2 n −r/2 , since p ≥ 1, where we used Jensen's inequality at the second step and the domination |ψ i ( θ)| r ≤ C/n r at the third step. Proving the other three inequalities can be done by similar calculation. Now, to prove Theorem 4.11, it is sufficient to follow closely the proof of Theorem 2.6 in [Vetter, 2015] replacing all occurrences of A i and B i by A i and B i , and accordingly all applications of Lemma A.1 by Lemma 6.7 above.
A similar line of reasoning yields Corollary 4.12.
