Abstract-Efficient dimensionality reduction can involve generative latent variable models such as probabilistic principal component analysis (PPCA) or independent component analysis (ICA). Such models aim to extract a reduced set of variables (latent variables) from the original ones. In most cases, the learning of these models occur within an unsupervised framework where only unlabeled samples are used. In this paper, we investigate the possibility of estimating an independent factor analysis model (IFA), and thus projecting original data onto a lower dimensional space, when prior knowledge on the cluster membership of some training samples is incorporated. We propose to allow this model to learn within a semi-supervised framework in which likelihood of both labeled and unlabeled samples is maximized by a generalized expectation-maximization (GEM) algorithm. Experimental results with real data sets are provided to demonstrate the ability of our approach to find a low dimensional manifold with good explanatory power.
I. INTRODUCTION

C
ONSIDERABLE research has addressed dimensionality reduction in multivariate data sets. The underlying motivation is that many data sets reside in some subspace whose intrinsic dimensionality is lower than that of the original data space. Research in this area has either employed feature selection methods that select a subset of meaningful variables directly from the original ones, or feature extraction methods that aim to generate new features from the initial input data. These methods include linear approaches such as probabilistic principal component analysis (PPCA), Projection Pursuit (PP), Metric Multidimensional Scaling (MDS), and linear discriminant analysis (LDA) on the one hand, on the other hand else nonlinear methods such as Kohonen's self-organizing maps or kernel maps. A detailed survey of these methods can be found in (1; 2).
The dimensionality reduction problem can also be formulated using a generative latent variable model, which aims to describe observed variables (original features), in terms of a smaller set of unobservable (or latent) variables. This paper deals with a particular model of this family, proposed by (3; 4) , and known as Independent Factor Analysis (IFA).
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The generative model involved in IFA assumes that observed variables are generated by a linear mixture of independent and non-Gaussian latent variables. Furthermore, it considers that each individual latent variable has its own distribution, modeled by a mixture of Gaussians (MOG). In this paper, we propose an extension of the basic IFA model that makes it possible to incorporate additional information on cluster membership of some training samples to estimate the IFA model. In this way, the learning of this model, and thus the dimensionality reduction can be handled in a semi-supervised learning framework.
The article is organized as follows. In Section 2, we review the noiseless independent factor analysis model and present how it can be estimated by maximum likelihood. Section 3 focuses on the problem of semi-supervised learning of the IFA model. Experimental results showing the benefits of the proposed approach to achieve dimensionality reduction will then be given for real data sets. Conclusions are presented in Section 5.
II. NOISELESS INDEPENDENT FACTOR ANALYSIS
A. Background on Independent Factor Analysis
IFA aims to recover independent latent variables from their observed linear mixtures. The latent variables are assumed to be mutually independent and non-Gaussians. In its noiseless form, the IFA model can be expressed as x = A z, where A is a square matrix of size S × S, x the random vector whose elements (x 1 , . . . , x S ) are the mixtures and z the random vector whose elements (z 1 , . . . , z S ) are the latent variables. Thanks to the noiseless setting, a deterministic relationship between the distributions of observed and latent variables can be expressed as f
Each latent variable density in the IFA is modeled as a mixture of normally distributed components (Mixture of ) of size N and using Equation (??) under the latent variable independence hypothesis, the log-likelihood has the form:
The whole IFA parameters ψ can be estimated by maximizing the likelihood function using an EM type algorithm.
2) Generalized Expectation-Maximization (GEM) Algorithm: When the latent variable densities are known, the unmixing matrix estimation is based on gradient methods that maximize the likelihood. The gradient of the log-likelihood defined in (1) can be derived as:
where
The update rule of the unmixing matrix is thus given by:
where τ is the gradient step that can be adjusted by means of linear search methods (5) . Maximum likelihood of the whole model parameters can be achieved by an alternating optimization strategy. The gradient algorithm is indeed well suited to optimize the loglikelihood function with respect to the unmixing matrix W when the parameters of the source marginal densities are frozen. Conversely, with W kept fixed, an EM algorithm can be used to optimize the likelihood function with respect to the parameters of each source. These remarks motivate the use of a Generalized EM algorithm (GEM) (6; 7) that maximizes the likelihood function simultaneously with respect to all model parameters.
III. SEMI-SUPERVISED LEARNING IN INDEPENDENT FACTOR ANALYSIS
A. IFA model structure
In order to perform feature extraction with semi-supervised IFA, one has to specify the model structure including the number of significant independent factors and the number of Gaussian components modeling each latent variable density. This issue can be achieved using the available prior information as we propose here. Such choice was motivated by the semi-supervised context of the proposed solution. In order to use the available labels, relationships between the classes and the clusters of the different latent variables must be defined.
We propose to use two strategies depending on the classification problem to be solved. If the labels can be decomposed into different classification problems, then each latent variable corresponds to a classification problem and the number of Gaussian components is given by the number of subclasses within the corresponding problem. For example, the crabs dataset 1 considered in section IV can be categorized into four classes corresponding in fact to two binary classification problems concerning sex and species of the crabs. In such a situation it's natural to use two latent variables modeled as a mixture of two components (male and female for the sex variable and blue and orange for the species variable). When the classification problem cannot be decomposed in such way, K latent variables can be used to solve a classification problem of K classes. In this case, each one of the K latent variables is modeled by a mixture of 2 components: one component encodes a sample's membership to a specific class, the second one encoding the remaining classes.
B. Derivation of a Generalized Likelihood Criterion
This section considers the learning of this model in a partially supervised learning context where partial knowledge of the cluster membership of some samples is available. First of all, for the method to be effective in such a context the user must define links between clusters and classes as mentioned in III-A. By doing this, clusters are provided with a semantic and real labels can be used to drive the learning process. Formally, we consider that the knowledge on the cluster membership (for all sources) for some samples is available. For that purpose, the model is built from a combination of M labeled and N − M unlabeled samples. Consequently, the criterion can be decomposed into two parts and the log-likelihood criterion can be written as (8): 
C. Practical Considerations
A Generalized EM algorithm (GEM) can be designed to simultaneously maximize the likelihood function with respect to all the model parameters (9) . This algorithm is similar to the EM algorithm used to estimate IFA parameters in an unsupervised setting (3), except for the E step, where the posterior probabilities t 
with t s ik the posterior probability that the sample i belongs to component k of the latent variable s, given z is = (W x i ) s :
IV. SIMULATIONS AND DISCUSSION
In this section, we investigated our approach with two real datasets of which the characteristics are given on Table I . The first dataset is the Crabs dataset that concerns the recognition of crab species and sexes using different morphological measurements. The second dataset is the YaleB face database (? ). We chose the first 5 subjects from the dataset and got a total of 320 face samples captured under different illumination conditions (5 subjects × 64 illumination conditions). To better understand our approach as compared to the unsupervised IFA model, different experiments were carried out to show the influence of learning the IFA model when information regarding the component membership of some training samples is introduced. We show that such information can be exploited to efficiently extract a reduced set of variables from the original ones.
Different learning strategies were compared, namely, PCA, unsupervised IFA, semi-supervised IFA using some labeled samples over all latent variables and supervised methods such as LDA, QDA and ICDA. The IFA model provides two types of output corresponding to discrete and continuous latent variables. When PCA is applied to reduce dimensionality, the nearest neighborhood (1-NN) classifier is employed for classification. 70% of data are randomly chosen as training set while the remaining data are used as a test set. The labeled data were selected at random from the training set. The performances were quantified using the correct classification rates according to each class calculated on a test set. The process is repeated for 30 runs and the averaged results are recorded. Finally to avoid local minima, twenty random starting points were used for the GEM algorithm and only the best solution according to the likelihood was kept. Table II summarizes the results for all the datasets.
A. Crabs dataset
The crabs dataset consists of 5 morphological measurements recorded for 200 crabs that can be categorized into four groups on the basis of their sex and species: "Blue male", "Blue female", "Orange Male", and "Orange female". The IFA model used to deal with this dataset has 5 latent variables, among which two were modeled by a mixture of 2 normally distributed components and were labeled by using the sex and the species information. The remaining latent variables were modeled by simple Gaussians.
The scatterplot of Figure 1 shows the crab data when they are projected onto the estimated two-dimensional principal subspace obtained by the semi-supervised IFA model using 20% and 70% of labeled training data. As a comparison, the projection of the data onto the first two principal components given by PCA and unsupervised IFA is also given. The semisupervised IFA leads to a projection giving much better class separation. In fact, the first latent variable clearly captures sex variability while the second corresponds to their species. Fig. 1 . Two-dimensional visualization of the Crabs dataset projected onto the first two principal components obtained by PCA, unsupervised IFA and semi-supervised IFA with 20% and 70% of labeled samples. In the graph, the stars denote the "blue male" group of crabs, the circles denote the "blue female" group, the boxes indicate the "orange male" crabs and the triangles the "orange female". Table II shows the classification performance when the proportion of labeled samples increases from 0 (unsupervised learning case) to 70%. With only 40% of labeled samples, the correct detection rate reaches 91.2%, which is close to the performance obtained by supervised approaches (94% on average). Note that unsupervised IFA correctly classifies 37.5% of observations. PCA-1NN gives 63.1% of correct classification rate.
B. YaleB face dataset
5 subjects have been chosen from the YaleB dataset. For each subject, 64 face samples were captured under different illumination conditions. The dimensionality reduction task is complex because lighting conditions produce greater variability among images of the same subject than among different subjects. This dataset required preprocessing step before using semi-supervised dimensionality reduction techniques. A One component encodes a picture's membership to a specific subject. The remaining component encode the membership of the picture to the remaining subjects. Therefore each latent variable with a mixture density can be used to classify a picture according to one subject against all the others. When the data are projected onto the first principal subspace given by the PCA, an important overlap among the 5 groups is evident. Figure 2 illustrates this overlap. However, the same figure shows that semi-supervised IFA with 40% of labeled samples captures the intrinsic structure of the dataset. Projection of the dataset on latent variables corresponding to the 5 subjects shows that these variables effectively distinguish these subjects from the others. Table II summarizes the overall results averaged over the 5 subjects. V. CONCLUSION This paper proposes a new approach of dimensionality reduction based on semi-supervised IFA. A criterion which takes into account both labeled and unlabeled data and a GEM algorithm to optimize it were described. Experimental results show that efficient dimensionality reduction can be achieved for some problems where unsupervised methods fail to capture the underlying structure of the data. The amount of labeled data required to reach a satisfactory accuracy depends on the discrimination problem complexity but for all the problems investigated here, we find that with only 10% of labeled data semi-supervised IFA gives much better results than PCA and ordinary IFA.
