[1] To investigate the potential for initialization to improve decadal range predictions, we quantify the initial value predictability of upper 300 m temperature in the two northern ocean basins for 12 models from Coupled Model Intercomparison Project phase 5 (CMIP5), and we contrast it with the forced predictability in Representative Concentration Pathways (RCP) 4.5 climate change projections. We use a recently introduced method that produces predictability estimates from long control runs. Many initial states are considered, and we find on average 1) initialization has the potential to improve skill in the first 5 years in the North Pacific and the first 9 years in the North Atlantic, and 2) the impact from initialization becomes secondary compared to the impact of RCP4.5 forcing after 6 1/2 and 8 years in the two basins, respectively. Model-to-model and spatial variations in these limits are, however, substantial.
Introduction
[2] Until recently climate predictions have sought skill by estimating how the climate system will react to changing external forcing. Now a second potential source of skill is being evaluated, namely the impact of initializing predictions with the observed state of the system. Some experimental predictions that use initialization have been carried out [Smith et al., 2007; Keenlyside et al., 2008] , and CMIP5 [Meehl et al., 2009] , which will be an important component of the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report, includes a suite of initialized, near-term prediction cases. In this paper, by taking a "perfect model" perspective, we consider the degree to which such treatment of climate forecasts, in effect making them analogous to weather forecasts, has the potential to improve skill on decadal time scales.
[3] Because the climate system is chaotic, climate predictions must be predictions of distributions. Predictability concerns the degree to which a forecast distribution can differ from the climatological distribution and thus potentially provide information about the future. For systems at equilibrium predictability comes from initializing with a distribution of small perturbations about a specific initial state. As a prediction progresses, the distribution takes on the characteristics of the climatological distribution and predictability is eventually lost when the two distributions cannot be distinguished. For systems reacting to changing external conditions there is a second source of predictability since the forecast distribution is forced away from the climatological distribution. In our study we have evaluated the potential value of initializing climate forecasts by 1) estimating the initial value predictability of various CMIP5 models in the decadal range and 2) comparing it to the predictability that results from their reaction to increasing greenhouse gases (GHGs), reasoning that initialization is worthwhile only as long as initial value predictability is substantially greater than forced predictability.
[4] Previous studies [e.g., Griffies and Bryan, 1997; Collins et al., 2006; Pohlmann et al., 2004] have come to the conclusion that the initial value predictability of ocean states is limited to a decade or so, but very few studies [e.g., Branstator and Teng, 2010] have compared it to forced predictability. Furthermore because they used the computationally expensive perturbation ensemble method, these conclusions had to be based on just a few initial states. Other studies have used signal-to-noise ratios [Boer, 2000] but quantitatively relating these to predictability is difficult. In a previous study [Branstator et al., 2012] we used an alternative method that produces an estimation of initial value predictability averaged over predictions initialized from many distinct initial states to examine six previous generation models. In the current study we use this technique to assess the initial value predictability of 12 of the current generation climate models in the CMIP5 project. Furthermore, together with results from RCP4.5 experiments, we compare this predictability to the impact of increasing GHGs.
Models, Data, Measures and Methods
[5] As in our earlier studies of predictability [Branstator and Teng, 2010; Teng and Branstator, 2011; Branstator et al., 2012] , we have focused on the North Pacific and North Atlantic and used annual mean upper 300 m temperature, T0-300, to represent the state of the climate. We reason that T0-300 has the potential to influence the atmosphere on decadal time scales while having less high frequency noise than does the more commonly used sea surface temperature (SST). As shown in Figure 1 , the 5-year low-pass variance of T0-300 in each of the 12 CMIP5 models of our study captures the most prominent observed regions of decadal variability, but the distribution and magnitude of variability are very different for each model. Examination of other attributes of intrinsic variability (including power spectra and local damping times, not shown) reveals further model-to-model differences in decadal time scale properties, opening the possibility of model dependence of predictability characteristics.
[6] Usually predictability is quantified by comparing variances of predicted and climatological distributions. Instead we have used relative entropy, which is a more comprehensive measure from information theory [Cover and Thomas, 1991] . To reduce data requirements, we have used a Gaussian approximation of relative entropy that takes into account the mean and covariances of the two distributions (auxiliary material).
1 Expressed in bits, relative entropy indicates the additional information that is in a forecast distribution compared to a baseline distribution (e.g., climatology). (See Branstator and Teng [2010] for more details.)
[7] Rather than estimate predictability by using the few near-term small-ensemble prediction experiments that were part of CMIP5, we have employed other techniques. To estimate initial value predictability for each model, we have used a method described and tested by Branstator et al. [2012] . It is a modified version of an idea presented by DelSole and Tippett [2009] . In this method one assumes key aspects of the dynamics of a given model are matched by linear operators that predict future states from current states. These prediction operators are derived from simple multivariate regression. In our application we have calculated such operators within the space of the first 30 EOFs of T0-300, using lag covariances calculated from a model's pre-industrial control run. Only models for which at least 500 years of control runs were available have been included so that the operators can be estimated with sufficient accuracy. Using these operators we have estimated, on average, how much information is in forecasts that are initiated from distributions consisting of infinitesimal perturbations centered on each state in the control trajectory compared to the information in the climatological distribution of the control run. This has been done for forecast ranges between 1 and 20 years within the space spanned by the leading 10 EOFs. (Using 15 or 20 EOFs gives similar results.)
[8] In contrast to the expanding distributions that initial value predictability deals with, forced predictability concerns the evolution of a model's climatological distribution [Branstator and Teng, 2010] . To estimate that evolution as a model reacts to RCP4.5 forcing (note this is the same forcing employed in CMIP5 near-term predictions), we have employed three assumptions. These include the assumption that the linear trends in these experiments correspond to the forced response of the climate mean, that the distribution about the mean does not change during the 20 years of these experiments, and that the climate covariance statistics are the same as for the model's pre-industrial control climate. (Because of the second assumption, these covariances are only used to normalize mean anomalies in the calculation of relative entropy, so this assumption should be largely inconsequential.) We have measured forced predictability by calculating the relative entropy of the resulting evolving distribution relative to the initial distribution, again after truncating to 10 EOFs. Note that a consequence of our assumptions is that only the linear trend affects the results. These trends have been based on years 2005-2099 of the RCP4.5 experiments, and where multiple realizations are available for a model (Figure 1 ) all have been used in determining its trends to decrease contamination from natural fluctuations.
Results
[9] For each model, the average information resulting from initialization is shown by the blue dashed lines in Figure 2 (top). Here information is assessed from multivariate relative entropy. Initially there is high information content because initial distributions, with their mean anomalies and infinitesimal spreads, are very different from the climatological distribution. But information decreases rapidly for each model at rates that differ substantially among the models and between the basins. For example, even at year 1, in the North Atlantic there is almost twice as much information in the model with the highest predictability compared to the one with the lowest.
[10] The horizontal dashed line in Figure 2 is a threshold that Branstator et al. [2012] called the 'nominal' limit of predictability because it corresponds to an arbitrarily chosen level of information. This threshold also can be regarded as a saturation limit because, as the auxiliary material explains, it corresponds to a 90% significance level for forecasts made with ensembles that have approximately 18 members. For our collection of models the range at which it is reached varies from less than 4 years to more than 7 years in the North Pacific, and from about 5 years to 16 years in the North Atlantic, depending on the model. The thick solid blue lines in Figure 2 correspond to the average of the relative entropy from the various models. For the average model saturation occurs at about 5 years in the North Pacific and about 9 years in the North Atlantic.
[11] The dashed red lines in Figure 2 (top) give the information in RCP4.5 experiments resulting from the reaction of each model to forcing, and the solid red line shows the average of these. They are parabolas because of the linear time dependence we have assumed the distribution-mean response has. Note for the model average it is about 7 years in each basin before the forced response is strong enough to be distinguished from natural fluctuations (using the same criterion employed to establish the significance of initial value predictability). There are even larger model-to-model differences in the forced predictability than in initial value predictability. For example in the North Atlantic at year 10 information content differs by about a factor of 10 among the models.
[12] The information from initialization and from the forced response in Figure 2 is derived from separate experiments. If we assume the two effects are independent we can use Figure 2 to compare their contributions in forecasts that may include both. We do this by finding the range at which information from the initial state has decreased so much and information from the forced response has increased so much that they are equal (marked with dots in Figure 2, top) . Branstator and Teng [2010] called this the cross-over range. In the North Pacific cross-over occurs between year 4 and 9, depending on the model, with an average value of 6 ½ years. In the North Atlantic it occurs between years 6 ½ years and 13 ½ years with an average value of 8 years.
[13] In Figure 2 (bottom) the top panel results are repeated but in a scale that is linear in the square root of relative entropy. This rescaling makes it easier to see which models have low and high predictability. For example, in the North Atlantic where distinctions are most dramatic, CCSM4 and NorESM1-M show relatively low initial value predictability while MIROC-ESM and IPSL-CM5A-LR have relatively high predictability. Further examination reveals no apparent relationship between models with high initial value and high forced predictability in the North Pacific, but interestingly, in the North Atlantic, for all but a few models the two go handin-hand. A consequence is that, compared to saturation years, the range of cross-over years is narrow in that basin; many are clustered between 7 and 10 years.
[14] The model-to-model variability displayed in Figure 2 could be a reflection of sampling errors. We have estimated (auxiliary material) a sampling-induced range of possible average relative entropy values for initial value predictability for a model like NorESM1-M with a 500 year control run and for a model like IPSL-CM5A-LR with a 1000 year sample. These ranges are shaded in Figure 2 (bottom right). Clearly we have sufficient data to distinguish models with high and low predictability and to estimate saturation within a year or two of the estimate a much longer control would give. Similar statements hold for forced predictability (auxiliary material).
[15] With the regional contrasts in natural variability displayed in Figure 1 , the geographical dependence of oceanic response to GHGs, and the local variations in predictability reported in other studies [Collins et al., 2006; Branstator and Teng, 2010; Branstator et al., 2012] , CMIP5 model predictability should be a function of location. Using the same methods we employed for our basin-wide results, we have evaluated univariate relative entropy for T0-300 at each gridpoint for each model and found that indeed there are large geographical fluctuations in both initial value and forced predictability (auxiliary material). However, tests of statistical significance suggest these geographically dependent results may be affected by sampling to an unacceptable degree. To avoid this problem we have averaged saturation and cross-over years from all models. The resulting Figure 3 shows there is enough commonality in model behavior for a strong geographical dependence in model average predictability to be apparent.
[16] In the North Pacific, the region with highest initial value predictability (Figure 3, top) is midway between the Hawaiian Islands and California where the effect of the initial state is detectable on average for as much as 7 years. ( Figure S2 shows that in some individual models saturation occurs as late as year 15 in this region.) A second region of enhanced initial value predictability exists at high latitudes, stretching eastward from the Sea of Okhotsk. These same features occurred in many of the models examined by Branstator et al. [2012] and are regions where Mochizuki et al. [2010] found hindcast skill. There are many more regions with strong initial value predictability in the North Atlantic, and these too bear some resemblance to locations that hindcast skill has been achieved [Smith et al., 2007 ; Keenlyside et al., 2008] . Generally speaking, these high predictability regions can be divided into the subpolar gyre and the subtropics, where saturation tends to occur at forecast ranges greater than 10 years. When we examine each model we find the subpolar gyre is the more robust of these two regions (see Figure S2) .
[17] For cross-over year (Figure 3 , bottom), we again see marked geographical variations, with values ranging from 4 years to more than 10 years. In many respects the structure of these variations is similar to that of saturation, so it is initial value predictability that largely controls the geographical dependence of cross-over. Interestingly, when we calculate the geographical variance of model average saturation year and cross-over year, we find in both basins there is less variability for cross-over. This indicates that extratropical regions with high initial value predictability tend to coincide with regions of strong trends.
Conclusions
[18] A necessary condition for the incorporation of initial state information into climate predictions to be beneficial is for their influence to be detectable even though the climate system is chaotic and thus sensitive to uncertainties in the initial condition. And a necessary condition for their incorporation to be practical is for their influence to be at least comparable to that of external forcing. Our predictability results suggest that both of these conditions are met for subsurface temperature in the two northern oceans at ranges much longer than the ranges of current operational climate forecasts. Indeed, we found that for a typical CMIP5 model, the influence of an average initial state is detectable for 5 to 10 years, if ensembles of moderate size (say 18 realizations) are used. These average values are similar to values studies have found for earlier generations of models. We also found that in the first 6 to 8 years a typical initial state imparts more information to a forecast than is produced during those years by forcing changes in RCP4.5 projections.
[19] Beyond these answers to the basic questions that motivated our study, our results have further implications. They indicate much might be gained by taking into account the existence of regions of unusually high predictability when decadal forecasts are issued. And they suggest the design of forecast systems could benefit from recognition of the unique predictability properties of each model used. On the other hand, the model dependence of our results indicates that the current generation of climate models at best can give only a very rough indication of the predictability properties of nature, which of course also limit potential skill.
[20] Finally, it is important to recognize that our results pertain only to depth-averaged upper ocean temperature.
Studies that have considered other variables, including SST and atmospheric fields, find substantially less predictability compared to what we have found. On the bright side, though we believe the method we used for estimating average predictability from control integrations is powerful, because of its linear simplification it is likely to be biased toward an underestimation of predictability, so the potential impact of the initial state may be somewhat stronger than we have reported.
