Abstract-This paper aims to separate different snow regions over the terrestrial ice sheets based on their measured microwave signatures. It takes advantage of coregistered data from passive and active sensors on the Environmental Satellite (Envisat) to directly derive a snow facies indicator in a point-by-point basis. This paper represents the first attempt of this kind in exploiting nadir-viewing and dual-frequency data from both altimeter and radiometer sensors. The approach is based on a clustering method. Such representation of the data by means of fewer clusters necessarily loses fine details but achieves simplification in geographical representation and eases the description of the condition of the ice sheets in 2004. Our approach broadens the description of the snow pack by taking into account characteristics such as surface roughness, grain size, stratification, and snowmelt effects, whereas the latter has often solely been considered in most previous work. Such partition of the ice sheets might help to better understand relationships between microwave signatures and snow morphology. It could also be useful for estimating elevation uncertainty in altimeter data, which, in turn, is essential to correctly interpret the significance of the rates of elevation change in a changing climate and to convert elevation change to snow mass change.
These remaining uncertainties in estimating the correct height arise because of the Ku-band radar wave (13.6 GHz) penetration within the cold and dry snow medium and of its dependence on snow pack characteristics that, in turn, display seasonal and spatial variability [12] [13] [14] [15] [16] . Indeed, the metamorphosis of snow and firn is closely related to regional climate conditions: air temperature, wind, accumulation rate, and intensity of summer melt, which are governed by geographic location, surface slope, elevation, orographic effects (i.e., relief effects), and surface undulations. Depending on the interplay between these factors that introduce spatial and temporal variations in snow pack genesis, distinct snow morphologies arise, and they can be classified according to snow facies.
The variability in the radar penetration depth causes incorrect interpretation of altimetric data series and represents the current limit for the ice sheet mass balance estimation. Moreover, it is also difficult, nowadays, to separate the climatological longterm trend on ice thickness changes from the artificial trend due to fluctuations in the snow pack characteristics related to snow pack compaction and firn densification. A change in snow density or in snow stratification (e.g., due to an increase in the number of ice layers) causes an elevation change without a corresponding change in snow accumulation [17] and, so, in mass. Thus, various aspects involved in the estimation of the uncertainty in the altimeter elevation measurement and the conversion from elevation change to snow mass change would all benefit from a better description of snow facies regions and characteristics. Knowledge of their spatial extents and monitoring of the variations of the geographical position of the snow zone boundaries are important in assessing the significance of the rates of elevation change across the different snow zones delimited by topography and local climate differences and throughout different times of the year. The precise surveying of ice thickness over ice caps requires a better understanding of the relationships between the resulting observed altimeter echoes and snow characteristics.
In this paper, we present a classification of snow facies based on passive and active microwave sensors. These results will permit more accurate determination of ice sheet mass balance by proper interpretation of the altimetry data and provide the potential to more efficiently monitor the effects of climate change on the ice sheets of Greenland and Antarctica. Indeed, they are considered as sensitive key indicators of global climate change.
The subdivision of an ice sheet into snow facies was originally conceived by Benson [18] based on field observations from snow pits and cores in the western part of the Greenland ice sheet. He had defined a sequence of four snow facies: 1) the 0196-2892/$25.00 © 2008 IEEE dry snow zone; 2) the percolation zone; 3) the wet snow zone; and 4) the bare ice (or ablation) zone. Since the publication of his classification scheme, many investigators have associated features in satellite remote sensing data with some or all of these snow zones, depending on what may be imaged by various types of satellite sensors (scatterometer, off-nadir radiometer, synthetic aperture radar, etc.). Most of these works on melt detection topic have been done over Greenland [19] [20] [21] [22] [23] [24] [25] ; a few have concerned Antarctica [26] , [27] . Characterization of the microwave signatures over ice sheets by a coherent delineation of the different snow facies represents a thoughtful tool for tracking the effects of climate change, as shown by these numerous works on melt detection.
The complementarities of passive and active microwave measurements have been put forward in past works studying snow and ice aspects [22] , [27] [28] [29] [30] . Water content, snow density, grain size, stratigraphy, and surface roughness of the snow pack have an effect on both the surface and the volume backscatter strength of the radar signal [19] , [31] and contribute to the change in emissivity and, hence, in brightness temperatures [31] , [32] . Since the different instruments rely on different physical mechanisms to observe the snow pack, no single one is the solution to all problems. Coregistered measurements from the altimeter and radiometer, as provided by Envisat, offer a great opportunity for developing snow facies indicator in a point-by-point basis but would also allow operational long-term monitoring. The approach presented here is in the preliminary stages of assessment but could be ultimately applied to the Global Monitoring for Environment and Security Sentinel-3 mission planned for launch in the 2011-2012 timeframe.
In Section II, important background information is provided. Envisat data are presented, along with a review of the snow characteristics and associated basic microwave signatures. Section III introduces the clustering technique that will be used to objectively partition each ice sheet into several regions. The classification results over Greenland and Antarctica are presented in Sections IV and V, respectively. Since we use an unsupervised classification scheme for the analysis, highlights will be put on which snow features can be exactly retrieved from the combination of the two Envisat sensors data and whether the resulting regions partition could be related to zones, as defined by [18] .
II. BACKGROUND

A. Envisat Microwave Sensors
The Envisat platform was launched on March 2002 and carries ten different sensors. The satellite orbit is sun-synchronous at an altitude of 800 km, with an inclination of 98.55
• , allowing measurements over the polar ice sheets of up to 81.5
• N and S, with a 35-day repeat cycle and a three-day repeat subcycle. Among the different sensors are a radar altimeter (socalled RA-2), which is derived from the ERS-1 and ERS-2 altimeters [33] , and a microwave radiometer (MWR). Unlike its predecessors, RA-2 is a dual-frequency radar that operates not only in the Ku-band (13.575 GHz) but also in the S-band (3.2 GHz). The conversion of its raw measurements into geo -TABLE I  CORRESPONDENCE BETWEEN THE ENVISAT CYCLE  NUMBER AND THE DATE PERIOD physical quantities through retracking algorithms is done completely on-ground. Four different retrackers (called ocean, ice1, ice2, and sea ice, respectively) are simultaneously run to let the users choose the most suitable for their own application. Only the backscatter cross sections (denoted as σ 0 ) will be used hereinafter.
Concerning the MWR, it is also a dual-frequency sensor that measures at 23.8 and 36.5 GHz. It has the same concept and specifications as the two ERS MWRs. It is a Dicke radiometer, near-nadir viewing with offset parabola antenna and with one feed horn for each frequency. The instrument configuration is given such that the 23.8-GHz channel is pointing in the forward direction, with the footprint center at 25 km from the nadir, whereas the 36.5-GHz channel is in the backward direction, with the footprint center at 35 km from the nadir position. The two radiometric measurements are geolocated with the altimeter measurements in the delivered products. Its primary mission is the determination of the tropospheric water vapor path delay correction for RA-2 over the ocean, but its two brightness temperature (TB) measurements are provided everywhere. This allows additional application of MWR data over continental areas and, particularly of great interest, hereinafter, over polar ice sheets. We use the standard Geophysical Data Record product over the year 2004, corresponding to cycles 023-033. Table I provides the correspondence between cycle number and time period to ease future interpretations of seasonal variations in classification results. More details can be found in the product handbook [34] . The different maps shown in the following are in a polar stereographic projection, with reference to the WGS94 ellipsoid. The use of coregistered data collected from dual-frequency active/passive nadirlooking instruments should increase the level of information that can be exploited for the partition of the ice sheets into regions.
B. Review of Snow Metamorphosis and Benson's Snow Facies
Snow studies on Greenland and Antarctica have shown that the snow pack consists of a seasonal alternation of successive snow layers with different densities, surface roughness, and ice grain sizes. The snow characteristics of each summer or winter layers primarily depend on the atmospheric conditions occurring at the deposition time and are connected to the wind, temperature, snow accumulation, or rates of snow drift. The interplay between these factors is variable, and the metamorphism of the snow grain size is a complex phenomenon. The newly formed grain size primarily depends on temperature and then progressively grows with time [35] and, then, with depth. In fact, there are two principal physical phenomena that have opposite effects on the grain size in the surface layer. High surface temperatures cause the snow grains to grow larger, whereas high accumulation rates bury them quickly; the grains at the surface are thus small, because they are newly formed. Moreover, the katabatic wind may crush the snow grains [36] and create smaller grains in low-accumulation regions. They also carve the surface at the centimetric scale (microroughness) and at the metric scale (sastrugi or erosional snow features), produce snow drift, and contribute to erosion via sublimation processes. All these factors shape a snow layer and act therefore mostly at seasonal scale and thus participate to the internal snow stratification. Due to the radar wave penetration, it is the snow characteristics in the first few meters of firn that play a significant role on the radar observation. Additionally, occurrences of melt events modify the snow pack characteristics in different regions. These changes form the basis of Benson's snow facies discrimination. A comprehensive review of the snow metamorphosis related to Benson's snow regions is provided hereinafter as a reminder. This will ease the interpretations of the results presented in Section IV over Greenland to validate our approach.
Benson has defined a sequence of four snow facies: 1) the dry snow zone; 2) the percolation zone; 3) the wet snow zone; and 4) the bare ice (or ablation) zone. He located the dry snow zone on the highest parts of Greenland, where melting is supposed to never occur even during the summer warming. The prevailing dry snow metamorphism thus depends on the gradual compaction due to its own weight by gravity and wind action, recrystallization, and depth hoar development due to internal temperature and moisture gradients. Owing to the absence of melt events, the upper part of the dry snow zone has a low snow density, uniform crystals of small grain size, and a moderately layered snow pack without melt-related ice layers. However, diagenetic changes in the structure of snow and firn can take place without melt. They are accelerated with higher temperatures until a point at which melting may take place. In fact, when summer temperatures in the upper snow pack increase above −10
• C, there is a significant increase in the vapor pressure of ice. In firn strata, this can lead to vapor transport and sublimation. The net result is the destruction of original precipitated snow-crystal forms, increased grain size, and increased bonding between grains. These changes in snow and firn are common to the spring and summer months in the dry snow zone.
Downslope from the dry snow zone is the percolation zone. In this zone, as summer surface-air temperatures increase, diagenesis much more rapidly and dramatically takes place by melting. Surface melt water percolates principally downward but can occasionally laterally spread out when it encounters a relatively impermeable layer. When the vertical percolated water reaches a depth where temperatures are below 0
• C or when cooling episodes occur in the upper portion of the snow pack, the free water refreezes, and fingerlike structures (known as ice pipes or glands) are formed. In cases where water laterally spreads, when it refreezes, it forms horizontal ice lenses. The percolation zone is thus characterized by large grain sizes due to the sublimation associated with melt and numerous subsurface ice pipes and lenses caused by melt-freeze cycles.
At lower altitudes, in the wet snow zone, the snow mass reaches the melting point, and free water is present throughout the upper snow pack. Ice lenses and pipes are still present in the wet snow zone. The elevated temperature enhances compaction and causes the firn to be denser than that in the percolation zone. In general, surface melting is intensive, and the wet snow zone is damp throughout the summer season. At latitudes below along the margins of the ice sheet is the bare ice zone, where all the winter snow accumulation melts and leaves the ice sheet as runoff, exposing the underlying ice. Due to intensive melting, the ice layers in this zone have merged into a continuous ice mass by freezing melt water. This ordered sequence of four snow zones characterizes better Greenland than Antarctica snow packs [37] , [38] . Such discrimination has been the main focus of numerous works since it can provide inputs on climate change analyses.
Indeed, the differentiation between the percolation zone and the wet snow zone, for instance, is valuable for investigating the mass balance and stability of the glacial system, mainly for the Greenland ice sheet. In the case of the percolation zone, the redistribution of melt water is horizontally and vertically limited near the surface; thus, melt processes yield no mass loss for the ice sheet and ice shelves. In contrast, melt water produced in the wet snow zone can potentially be discharged from the ice sheet to the sea, resulting in a net loss of mass [7] . Additionally, snowmelt that percolates down to the base of the ice sheet provides a lubricant between the ice sheet and the underlying ground surface, which enhances basal sliding and accelerates the flow of ice toward the margins of the ice sheet and out into the surrounding ocean [39] .
The mapping of the dry snow and ablation zones is also important for defining the spatial extent of snow accumulation versus melt over the entire ice sheet to help estimate the net effect of these processes on mass balance, particularly for the Greenland ice sheet. For these purposes, microwave measurements of brightness temperatures and the backscatter cross section at off-nadir incidence angles were proven to be excellent tools for estimating melt occurrences, extent, and duration since the introduction of even small amounts of liquid water into the snow pack dramatically impacts the electrical properties of the snow for these probing frequencies [21] , [40] , [41] . This results in large changes in the microwave measurements of the surface, enabling melt detection. In fact, the sensitivities of microwave measurements to other characteristics of the snow pack, such as the presence of liquid water, allow finer partition of the snow pack to better describe its actual condition. In particular, Long and Drinkwater [19] were able to discriminate two subregions within the Benson's dry snow zone of Greenland by interpreting scatterometer signatures. The next section reviews known dependencies of microwave signals on snow pack characteristics to facilitate forthcoming interpretation of the results presented in Sections IV and V.
C. Microwave Signatures From Snow Pack
The behavior of the microwaves in the snow pack is, in fact, not very well known because of the complexity of the medium, the large number of involved parameters, and the lack of dense sampling of the ice sheet by in situ measurements. Due to the wave penetration within the snow pack, the altimeter echo is constituted by reflections from the air/snow interface and from the subsurface adjacent layers of ice grain interfaces. The surface component is controlled by the Fresnel coefficient and statistics of the surface roughness created by surface wind, whereas, inside the snow pack, the subsurface component depends on internal stratification and is attenuated by snow extinction (i.e., losses by absorption and scattering by ice pipes and lenses and by multiple reflections). The absorption coefficient depends on the radar wave and on the snow temperature, whereas the scattering coefficient depends on the scatter volume, i.e., the ice grain volume, and on the snow density. The penetration depends on the dielectric losses (absorption, scattering, and internal reflections), which are strongly frequency dependent. Therefore, the S-band wave is expected to more deeply penetrate the snow pack (tens of meters) than the Kuband wave (a few meters deep). The different frequencies look so at slightly different portions of the upper ice sheet.
Moreover, small-scale surface features, such as sastrugi and snow dunes, and medium-scale features, such as topography slopes and undulations, play a role in the altimetric return waveforms because of the induced variations of the illuminated radar footprint and of its orientation with respect to the antenna direction. The topography effect mostly consisting of the slope effect is modulated by the antenna pattern gain that depends on the square of the frequency, so that the S-band backscattering is strongly less affected than the Ku-band backscattering. Therefore, the radar backscattering is not only influenced by the physical properties of the snow pack but also distorted by the topographical effects, which complicate the recognition of snow zones because of the geographical correlation.
The presence of liquid water in snow changes the dielectric properties of snow and ice so significantly that it increases surface reflection and limits the contribution of subsurface or volume-scattering effects by absorption and extinction within the upper layers [42] . During the summers, the penetration depth of the radar signal is dramatically reduced from several meters to the uppermost 3-4 cm. As reviewed, spatial and temporal variabilities in the backscatter cross section depend on numerous factors with combined effects, and it is thus difficult to separate each one to quantify its impact.
Concerning the brightness temperature at microwave wavelengths, TB is a function of the physical temperature of the near-surface snow times its emissivity [43] , according to the Rayleigh-Jeans approximation. Emissivity of snow is influenced by snow characteristics, such as grain size, density, and crystal structure [32] . Nonetheless, TB is dominantly forced by the seasonal air temperature cycle, as shown by their high correlations with in situ [44] , [45] and reanalysis records of surface temperature and by radiative transfer modeling studies [26] , [46] . Depending on their frequency, TBs are correlated to the temperature of a layer of snow at different depths near the surface. The radiation at lower frequencies is emitted by deeper layers that are less affected by seasonal changes. However, variations in snow surface properties related to snow accumulation also contribute to the variation in the emissivity. As Zwally and Fiegles [32] noted, repeated meltings and refreezings of snow grains near the surface increase the grain size, leading to more radiative scattering and lower emissivity and TB. In the opposite sense, a high snow accumulation rate leads to the continuous formation of new lower density snow layers with small grain sizes, which have higher TB. The separation of accumulation and air temperature effects on TB is still difficult.
As for backscattering, microwave emission is strongly sensitive to the presence of water in snow. A sharp increase in emission is observed with even a small amount of water content. Passive microwave data have widely been used to study the onset, duration, and extent of melt on the Greenland ice sheet [22] , [24] , [25] , for instance.
The major difficulty in the interpretation of microwave signatures from snow pack lies in the fact that no sensor is sensitive to a unique snow characteristic. Indeed, the brightness temperature, as measured by the passive sensors, or the radar backscattering, as measured by the active sensors, are at different levels and affected by many parameters, such as snow grain size, stratification, surface wind roughness, snow temperature, wetness, and density. In particular, the active sensor is more sensitive to surface roughness than the passive sensor, which shows, in turn, a higher sensitivity in temperature. The combined use of these two types of measurements might provide, for the first time, an empirical discrimination between the different effects.
The metamorphosis of snow and firn is strongly controlled by the amount of snow accumulation, seasonal surface temperature, and the intensity of summer melt, which, in turn, spatially vary with location, surface elevation, and regional climate. The different information thus displays strong geographical correlations. Seasonal variation is clearly evident in backscatter and brightness temperature behaviors when comparing those over Greenland [ Fig. 1 (top and bottom) ] and those over Antarctica [ Fig. 2 (top and bottom) ]. The top panels illustrate a winter situation, whereas the bottom panels display a summer situation. We have plotted Ku-band backscatter, its difference with S-band backscatter and brightness temperature average and ratio (see Section III-B. for details). The potential advantages of such dual-frequency measurements have been analyzed in past studies. For instance, Surdyk and Fily [47] reported that the gradient ratio of brightness temperatures between the two ERS-1 radiometer frequencies is linked to snow grain size. On the other hand, differences in the dual-frequency backscatter, as measured by the scatterometer, are reported to have two causes: 1) The surface centimeter-scale roughness is differently seen by the Ku-and C-bands (i.e., smoother in the C-band). 2) Because the C-band wave penetrates deeper, the snow layering and buried ice inhomogeneities affect the C-band signals more than the Ku-band signals. Moreover, the snow grains are electrically larger at the Ku-band, corresponding to a larger sensitivity to volume scattering from recently accumulated snow [48] . These results based on the interpretation of scatterometer data are applicable for Envisat dual-frequency altimeter measurements since the S-band wave characteristics are close to the C-band wave characteristics [49] .
In the absence of melting, the microwave scattering and emission properties of the large ice sheets are rather stable in time. The snow pack is completely frozen and holds stable conditions particularly during winter. Over Antarctica, summer warmth is short lived in December and January, whereas winter remains cold for four to five months.
Correlations between features from Envisat data maps ( Figs. 1 and 2) , with global maps of elevation, slope, accumulation, surface temperature, and wind field, are complicated to analyze due to the interplay and to the geographical correlations between these different factors. However, in some particular areas, strong correlations between these factors can be observed. Indeed, in the innermost portion of the Antarctic ice sheet, for instance, the high surface elevation is associated to a very low surface slope, the coldest surface temperature, low wind conditions, and low snow accumulation, whereas a combination of opposite extremes is observed near coasts. The unsupervised clustering scheme used in the following is expected to help such correlative analysis by simplifying the geographical mapping and highlighting homogeneous areas within the whole ice sheet.
III. METHODOLOGY
Clustering is a division of data based on features. Each group, which is also called a cluster or class, consists of data points that have similar features between themselves and that are dissimilar to data points in other clusters. Representing data by fewer clusters necessarily loses certain fine details but achieves simplification. However, the clusters in the data are usually not completely well separated. Fuzzy clustering is a popular method that deals with this aspect. It computes gradual memberships, thus offering the opportunity to deal with data that belong to more than one cluster at the same time by assigning to each data point degree of membership to all classes. This method has been widely used in remote sensing applications [50] [51] [52] .
Most fuzzy clustering algorithms are based on an objective function. They determine an optimal classification by minimizing this function, where each cluster is represented by a tie point or cluster center. The degrees of membership to which a given data point belongs to the different clusters are computed from the distances of the data point to the different tie points. The closer to the center of a cluster a data point lies, the higher its degree of membership to this cluster. Among the fuzzy methods, the fuzzy c-means (FCM) iterative clustering algorithm is, by far, the most popular and is frequently used in pattern recognition [53] .
In the following, unsupervised classification based on the FCM clustering algorithm is applied to the Envisat data. The algorithm is unsupervised in the sense that we do not know the tie-point locations a priori and, therefore, the different classes. It generates, nevertheless, a classification of the data into a prespecified fixed number of clusters. Ideally, this number c should correspond to the number of substructures that are naturally present in the data. Section III-A presents an overview of the FCM clustering method, and Section III-B presents the development of Envisat classifiers.
A. FCM Clustering Method
Each classifier is developed based on a data set that has N data points { − → x 1 , . . . , − → x N } that are individually described by P features. The data set consists though of an N * P matrix. The FCM clustering algorithm will partition this collection of data points into c clusters, each named "class i," with i ranging from 1 to c, and will find a cluster center, i.e., a P -dimensional tiepoint vector − → ν i , in each group. The locations of the cluster centers are iteratively adjusted after a randomized initialization and until the optimization criteria are met by minimizing the objective function J given by
In (1), u ik ∈ [0, 1] represents the membership degree of data point − → x k in "class i" represented by its center − → ν i and satisfies the following constraint:
c and m are two parameters that need to be specified before running the algorithm. m is a weighting exponent that controls the fuzziness of the method. This parameter states how many the clusters are allowed to overlap. d (1) is the squared Euclidean distance between data point − →
x k and tie point − → v i . At each iteration, the following two functions are updated in order for J to reach a minimum and in order to calculate optimized membership matrix u and cluster tie-point coordinates matrix v:
The iteration process stops when there is not much improvement between two iterations.
B. Envisat Classifier Development
Fuzzifier m is an important parameter for FCM. Most of the literatures recommend choosing an m of about 2. It is, here, set to 2. During the analysis, we have computed different solutions by changing the number of class c from 3 to 8 to look at how the different highlighted regions change when we search for more partitions within the snow pack. By this way, we compensated for missing a priori knowledge about the class number. With this fuzzy approach, each data point is bound to each cluster by means of a membership whose value varies between 0 and 1 and which represents the fuzzy behavior of the algorithm. However, due to the high potential number of possible derived classes and mixed groups and in order to validate the approach in a simpler configuration, we interpret at the present time the results in a "hard" partition way by using, for each data point, only the highest membership value to retrieve its "dominant" class. Interpretation of the fuzzy behavior is left for a future paper. Note that our main goal is not to calibrate our classifier to retrieve exactly the Benson's snow facies but to explore the potential of Envisat measurements. Our classification results will however be compared with such defined snow zones.
The two ice sheets will separately be analyzed hereinafter. Antarctica's climate is colder and more stable than that of Greenland and is largely a dry snow zone. This difference is due to the more varying climate of the Arctic region, which is related to the higher frequency of cyclones delivering warm moist air and precipitation to the ice sheet [54] ; and because the imposed changes of the forcing boundary conditions (e.g., sea surface temperatures) are more important [7] . The number of facies has been determined during the scope of the analysis, along with the selection of the Envisat parameter set to be used in order to well separate different zones. We present hereinafter only one of those solutions over each ice sheet. Different tests of the combinations of Envisat parameters were performed but are not shown here as well.
We applied the FCM classification to subsets from the Greenland and Antarctica global year-2004 data sets to calibrate the two algorithms. These subsets are composed of data from two cycles, i.e., 023 and 029, to represent a winter (austral summer) and a summer (austral winter) condition for Greenland (Antarctica). Hereinafter, the focus will be put on solutions based on the combinations of the following four features as input parameters for a pixel k:
These parameters form a set of parameters derived from both the Envisat RA-2 and MWR sensors and take advantage of their dual-frequency measurements. We based our analysis on parameters derived from the ocean retracking since this algorithm appears to provide slightly more coverage of the ice sheets (mostly in the marginal regions of the ice sheets) than the other available retracking algorithms due to convergence difficulties, as indicated by the measurement confidence data flag. Note that the different retracking algorithms display globally similar geographical features in both the Ku-and S-band maps (Figs. not shown) .
The different parameters are, of course, correlated to some degree since they are affected by the same snow pack characteristics but at different levels of dependence. The information they encompassed is therefore not fully redundant and should help to more finely discriminate the snow regions. These partitions are geophysically interpreted in terms of spatial and temporal variability.
As previously mentioned, we tested the class number by fixing it from 3 to 8 before applying the classification algorithm on each data subset. The results (not shown) yield close general patterns in the distribution of the classes, depending on the number of classes fixed a priori. The higher the class number, the smaller each class extent; thus, a finer gathering of the data points is performed, which is linked to a more detailed discrimination of the snow pack characteristics. The contours of the classes are seen to delineate rather large spatially coherent regions. We think that solutions formed with six and seven classes provide interesting partition of Greenland and Antarctica, respectively. Note that it is difficult to validate such choice since it is based on intuitive interpretations from our understanding of their spatial and temporal behaviors. Nonetheless, such results should help to better understand relationships between the microwave signatures and the snow pack properties within identified homogeneous snow regions. Moreover, such classification might facilitate the extrapolation of local results from the comparison between satellite data and in situ measurements at snow pits and firn core drilling locations to a whole region. The next two sections present the results for the two selected solutions.
IV. RESULTS OVER THE GREENLAND ICE SHEET
A. Comparison With Previous Partitions and Validation of the Approach
The classifier input parameters can have very different ranges of variation, as shown in Table II . The preprocessing step of standardization is required to ensure that each data type is given appropriate weight in the classification. The standard approach is to shift and scale the data, so that each of the input parameters has zero mean and unit variance. These normalized data are denoted with a subscript n. Table II summarizes the statistical characteristics of the four input parameters computed from the two cycles used to normalize the data set, i.e., 023 and 029. By merging a winter and a summer cycle condition, these values take into account the full range of variations of these parameters. The results of its application on the time series of cyclic maps are provided in Fig. 3 . They cover the whole year of 2004. As can be seen, geographical class distribution maps display stable spatial patterns in contiguous cycle periods during the freezing season. From the time series of maps and changes in the classes' distribution, three periods are identified: 1) the freezing winter season; 2) summer melting and ablation season; and 3) summer-fall transitional cooling period.
Our winter class distribution displays very close similarities with previous results based on scatterometer data. Indeed, a comparison with Long and Drinkwater's [19] results shows that our classifier delineates different snow zones, which can be related to the snow facies sequence defined by Benson: dry snow zone, percolation, wet snow, and ablation facies over Greenland.
The area defined by our class 5 (in red) is similar in shape to Long and Drinkwater's [19] dry snow zone I, the class 4 zone (in pink) is similar to their dry snow zone II, the class 2 zone (in light blue) is similar to the percolation zone, and our class 3 (in green) and 1 (in dark blue) zones seem to correspond to the wet snow zone and ablation zone with bare ice and/or land, respectively. Only our class 6 (in purple) does not correspond to the classes from these scatterometer results, as resumed in Table III . The diagram displayed in Fig. 4 shows a synthetic view of the positions of the cluster centers in the normalized 4-D space constituted by the set of the classifier input parameters. To ease the visualization, each parameter interval of variation is represented by a horizontal line, and the colored connections relate together the coordinates of each cluster tie point. As seen, for instance, the differences in signatures between the two dry snow zone classes (class 5 in red and class 4 in pink) are mostly due to the large differences in average TB and the backscatter difference. Indeed, these two signatures show the two largest relative separations, with the TB ratios for these two tie points being similar. The values for the coordinates of the class centroids in the 4-D input parameter space for the selected six-class solution are provided in Table IV. The observed split into two subregions of the dry snow zone has previously been interpreted as being related to the annual accumulation that is closely dependent on precipitation and wind patterns across the ice sheet [19] . Indeed, low accumulation is observed in the low-elevation northeast region from the spine line of the ice sheet, whereas higher values are found in the western flank and summit region [7] . Moreover, when moving south from the northeast dry snow zone, a decrease in the directionality of the surface roughness is observed via backscatter azimuth modulation change [55] . The location of this decrease corresponds to the windward side of the ridge running northeast from the summit. The reduction in the azimuth modulation in this area is attributed to a decrease in the katabatic wind flow due to the wind flowing cross-or upslope rather than downslope. Lower mean summer air temperatures, moreover, lead to slower grain growth and small grain size. Therefore, it is likely that a combination of differences in both snow morphology and surface roughness might explain the difference of signatures between the southwestern and the northeastern dry snow zone [19] . This example clearly highlights the relationships between snow pack characteristics and microwave signatures. The time series of maps (in Fig. 3 ) from this six-class solution show that the warmer summer months (cycles 027-029) and the summer-fall transition (cycles 030-032) cause rapid changes in surface properties related to the melt process mainly in the southern part of the Greenland ice sheet, whereas the more northern perimeter regions display less fluctuations. Indeed, the area showing the most melt throughout the summer is the region along the west coast, beginning at the southern tip of the ice sheet and extending north past Jakobshavn. This region is the first to show melting and the last to show refreezing, and is wet, farther inland than most other locations. This may most likely be attributable to the low surface slope on the western side of the ice sheet, to the greater radiation intensity at the lower latitudes as compared to the higher ones, and possibly to the influence of the warm dry continental air mass coming from Canada, which dominates the summer circulation [56] . Another area of extensive melt is the northeast portion of the ice sheet. This region also has a very gentle slope and is at low elevation. Note that some summer melt effects are also suggested to occur within edges of the dry snow zones [27] .
At the highest elevations, we observe that the summer melt has no impact on the microwave signatures since the class partitioning remains as that during cooler periods. This first look at our partition of the ice sheet shows good consistency with previous studies under winter conditions. It can thus represent a good indicator for long-term monitoring of climate change effects on the Greenland ice sheet related to melting and ablation. Analysis of the temporal variations in the classes' distribution is provided hereinafter.
B. Finer Analysis of Temporal Variations
With the large and coherent spatial structures being well identified, we perform a finer analysis of the temporal changes in the partitioning results. It shows that, as expected, melting as a function of time begins at the edges and progresses toward the interior of the ice sheet. Melt onset begins in a limited number of coastal pixels during April-May and begins to spread in June along the fringes of the ice sheet. In July, the melt extent rapidly increases, as seen in cycle 028-029 maps covering nearly the entire perimeter of the ice sheet. In these maps, we observe a high spatial inhomogeneity in the snow pack types, i.e., pixels in class 1 (dark blue), class 2 (light blue), and class 3 (green) are all mixed up with, however, a higher number of pixels in class 1 indicating bare ice or land. Such result reflects that the dominant signal comes from the surface rather than from the subsurface. Discrimination between classes 2 and 3 depends on the penetration depth; so, it is difficult during the melting period due to the presence of liquid water. The next cycle maps show that refreeze begins to occur on the ice sheet, and the areal extent affected by melt begins to steadily drop until mid-to late September. This is shown by the decrease in the pixel number plotted in dark blue and purple. This decrease is gradual throughout October [24] , with the decrease in the extent of the green zones in the maps. During the cooling period, the differing penetration depths act to prolong the detection of melt until the subsurface snow has refrozen, as seen from cycles 030-032. For example, the passing of a cold front, which may act to refreeze the surface while the subsurface remains wet, will not be classified as "dry (in fact, as class 2 in the south portion)" until the snow is frozen at greater depths. With fall, the variability in these areas is gradually reduced with progressive change in class attribution from class 1 (ablation or land) to class 2 (percolation zone), with a crossing in class 3 (wet snow zone) due to the move in microwave signatures linked to the snow pack characteristics change. This change in class reflects the change in microwave signatures and is more comprehensively illustrated with the diagram in Fig. 4 . The presence of wetness results in limited penetration of the microwave signals into the snow and firn. The subsurface conditions become camouflaged due to the increased surface reflection and absorption within the surface layers. By early winter, the seasonal cold temperature wave has sufficiently deeply penetrated to permit the radar waves to penetrate the upper layers of snow and firn. The microwave signatures remain stable throughout the winter, allowing the discrimination of the different snow pack regions, as described by Benson. We do not have, at this time, interpretation for class 6 in purple. It seems to be associated to some melting spread within the dry snow zone during summer, as shown by the good agreement of our map with [17, Fig. 5 ]. They showed the map of the number of melt days, as derived from QuikSCAT in 2002. Melt can occur at locations within the dry snow zone. Its delineation is easier to visualize during summer periods, where its extent is the largest. However, this class is also observed during winter over a much restricted area located between the global dry snow zone and the percolation zone, where, however, no melt is likely to occur or form the transition region between the two zones. It might suggest the presence of a crust ice layer formed from a short and low intense summer melt that does not release water that would percolate but the melting is enough to moisturize the surface of snow and change its microwave signatures. Fig. 5 summarizes the described seasonal variability in the classes' extent with time.
As seen, particular snow pack characteristics can be grouped into a number of general snow facies classes from observed Table I . The correspondence between classes and colors are as provided in the color bar in Fig. 3. microwave signatures. Finally, here, we show an approach for mapping snow facies that might provide a consistent long-term assessment of the melt conditions on the ice sheet. Analysis over a longer time series of a few years will be the focus of future work. Our results confirm that the maximum melt occurs on the western coast, particularly in the southern part of the ice sheet, and that the areas that are most sensitive to melt variations are the lower elevation regions of the ice sheet, as observed by previous studies on Greenland snowmelt [17] [18] [19] [20] [21] [22] [23] [24] [25] . Moreover, we show that different regions within a global dry snow zone can be separated based on snow morphology (i.e., grain size) and surface roughness related to the local wind field characteristics. The use of multiple sensors appears to improve the ability to identify different snow facies by combining the inherent strengths of each instrument.
V. DISCUSSION FOR ANTARCTIC ICE SHEET
Concerning Antarctica snow zone classification, Table V summarizes the statistical characteristics of the input parameters computed based on the two cycles used to normalize the data, i.e., 023 and 029. Results from the application of a sevenclass classifier solution on the time series of Envisat data for the whole year of 2004 are presented in Fig. 6 . This sevenclass solution allows one to better catch the seasonal signal than other computed solutions (Figs. not shown) . It displays larger contrasts between the winter and summer cycles, which seem to be more realistic in terms of seasonal variation in snow metamorphosis. This is more clearly visualized when looking at the positions of the class centers in the 4-D input space in the diagram in Fig. 7 . Note that the associated values are provided in Table VI . It illustrates the principal characteristics of each class in terms of dominant microwave signatures. The classes in light blue and orange show stable geographical locations and extents throughout the year. Seasonal differences occur for the other classes. The two classes in purple and pink exhibit differences related to brightness temperature variation, which is mostly linked to variations in temperature. The classes in dark blue, green, and red also show seasonal variations in location and extent. This Antarctica classification result does not display snow zones as defined by Benson, in contrast with our results over Greenland. In fact, previous studies have shown that, in Antarctica, the extent of the wet snow zone is spatially insignificant [27] . It accounts for only a few percent of the ice sheet surface. It is mainly distributed in the northern part of the Antarctic Peninsula and on a few parts of the ice shelves. Moreover, the melting is relatively sparse and short-lived. Additionally, the cooling period takes a much longer time than the warming period. The majority of the coastal regions of the Antarctic continent only have narrow percolation zones, without developed wet snow zone. No superimposed bare ice zones in Benson's model were detected at the outer ring of the wet snow zone on the Antarctic Peninsula in previous studies. The dry snow zone dominates the Antarctic continent.
Interestingly, there is a strong topographic control on the class distribution extents when compared with maps of elevation and surface slope [11] . The classes separate the major wind and ice sheet drainage basins, which are related to the shape of the Antarctic ice sheet. Thus, our classification solution displays the partition of the ice sheet in terms of snow accumulation and/or snow drift redistribution patterns and snow layering as a consequence of the topographically influenced wind regime. A short description of typical snow pack properties for all classes is provided here. Note that such specifications are limited since the transition from one surface type to another is smooth or fuzzy. The spectrum of possible physical characteristics is large, even within one class.
Class 1 in dark blue is located along the crest line formed by the domes and ridges in the central East Antarctic Plateau. This region is characterized by dry snow, low accumulation (< 50 kg/m 2 /an), and very cold temperature during winter. The high ice thickness in this interior high plateau region leads to a smooth region with negligible aligned roughness and isotropic backscatter since this region is characterized by the lack of directionality in the wind direction associated to light winds. This class 1 region becomes classified as class 6 in the summer period. Such change is suggested to be due to the increase in the temperature (air and surface), which affects and changes the morphological structure of the snow to form regular seasonal layering. Indeed, large relative separations in the ν 2i and ν 3i coordinates of their respective tie point are observed in Fig. 7 . The difference in ν 4i coordinates and the rapid switch between classes 1 and 6 may be interpreted as a densification effect, because the densification process is known to rapidly occur. Changes in ν 4i might come from surface roughness features, but the wind is known to not affect much this central part of the ice sheet. Class 2 in orange corresponds to lower altitude coastal regions of East Antarctica that are affected by strong katabatic winds flowing downslope toward coasts and carve the surface making significant microrelief, such as sastrugi [57] . In these areas, the accumulation rate is higher and participates in increasing the surface roughness [58] composed of erosional and depositional features. Directional anisotropy of the backscatter is also observed and is associated with a preferred orientation of linear structures and roughness elements that are aligned parallel to the prevailing wind direction. The surface exhibits variable slope, it is wind glazed, and the layering is irregular.
The class 2 region is stable in the location all year long. This indicates that the dominant microwave signatures that characterize this class come from surface roughness rather than temperature, as confirmed by the diagram in Fig. 7 .
In the central east part of the ice sheet, regions indicated as forming class 7 in purple and located on the western side from the domes and ridges line are characterized by low snow accumulation (< 100 kg/m 2 /an) and moderate winds. The latter induces low surface roughness due to wind erosion and redistribution of surface snow. This decrease in the katabatic wind flow intensity and increase in the directional variability is due to the interior topography configuration farther away from coastal depressions. The katabatic flow is less developed because of the weaker surface layer temperature deficit and is less channeled. The class 7 region becomes classified as class 5 (in pink) in the summer cycles due to seasonal changes in temperature. The transition from one class to the other is obvious in the map of cycle 024 (during fall) and the maps of cycles 031 and 032 (in the spring transition). High summer temperatures alter the snow pack characteristics in a way that contributes to change the classification at different locations. This is visible mainly in the interior ice sheet, because seasonal temperature amplitude is greatest toward the high interior of the continent, as seen with station surface temperature data [59] . Note that the transition in this region between classes 7 and 5 starts before the switch between classes 1 and 6 in the nearby flatter region, suggesting a more direct effect related to temperature change.
Areas associated to class 3 in light blue are stable in location over the year and are associated to marginal zones of the ice sheet with steep slope and mountainous terrains, such as the massive Transantarctic Mountain chain. However, this class also includes regions in the southwestern part of the West Antarctic ice sheet (i.e., the Ellsworth Land and Palmer Land) that are associated with very high accumulation (> 200 kg/m 2 /an), small snow grain, and compact snow pack. Finally, if the two main flat ice shelves, i.e., the Ross Ice Shelf and the Filchner-Ronne Ice Shelf, are identified as belonging to class 4 (in green) in the summer period, asymmetric behavior is observed during the freezing winter season, where the Ross Ice Shelf is in class 6 and the Filchner-Ronne Ice Shelf remains in class 4. As seen, depending on season, the class 6 in red is associated with different flat regions, which display similar microwave signatures at different times. The difference in the classification of these two areas during winter is suggested to be attributable to the much higher snow accumulation rate on the Filchner-Ronne Ice Shelf than that on the Ross Ice Shelf [60] . The difference in penetration depth during winter and summer does not seem to have an impact on the classification of the microwave signatures over the Filchner-Ronne area since the microwave signatures only slightly vary, whereas the deeper penetration during winter in the Ross area seems to sense important subsurface elements. Another explanation is that melt occurs on this ice shelf. Indeed, Liu et al. [27] have classified the Ross Ice Shelf as a percolation zone, whereas the Filchner-Ronne Ice Shelf is set as a dry snow zone. Synthesis of the description of the seasonal variation in the classes' extent is provided in Fig. 8 . Note that the curve associated to class 6 (in red) is not interpretable in this plot due to change in geographic locations between the summer and winter periods. A short synthesis of the description of the principal characteristics for all classes is provided in Table VII . The present classification approach thus principally highlights different regions within the dry snow zone. Such results illustrate the large potential of Envisat measurements for polar ice sheet studies. The classification algorithm yields maps with spatial snow facies distributions that are reasonable with expectations when general Antarctic background characteristics are considered. Within the spatially extensive and continuous dry snow zone, the snow accumulation rate and densification [16] are seen as a key factor that determines the morphological structure of the snow pack, along with air temperature, wind, and local topography. The approach proposed here provides a simple and efficient means for mapping different Antarctic snow facies diagenetic and to monitor changes that are occurring due to seasonal and/or metamorphic processes. Locally, snow metamorphism and the resulting stratigraphy of the snow and firn are principally influenced by the thermal regime during seasonal change. During winter or summer, there are distinctive contrasts between the West and East Antarctic snow classes.
Application of these signature statistics for other Envisat years might help to exhibit trends in the environmental forcing, such as temperature, snow accumulation, and wind pattern. The results, while far from being comprehensively validated, appear consistent with actual knowledge on the ice sheet state. The snow facies indicator, as previously defined, might be a promising indicator of climate change impact on the Antarctic ice sheet. A complementary line of future research is the extension of the interpretation of the results from a "hard" to a "fuzzy" way by using the subclass definition, i.e., when membership degree values are comparable between two classes, indicating an ambiguous or mixed-class situation, along with the dominant classes described in this paper.
VI. CONCLUSION
This paper has combined measurements from two satellite sensors, i.e., RA-2 and MWR onboard the Envisat platform. The nadir-looking dual-frequency coregistered data from the two instruments are used to describe and classify the two polar ice sheets snow pack behavior. This approach represents a means to map facies boundary locations in a systematic way and to monitor their long-term spatial and temporal variations over the entire ice sheets. We provided here a view of the condition of the two ice sheets in 2004. We classify regions with similar nature of microwave signatures. The snow pack classes are determined by using a set of four parameters, which can be linked to the snow pack characteristics, such as snow grain size, density, subsurface layering, water content, or surface roughness. This difference in snow morphology is due to variable conditions in local climate, which is governed by local topography. We find that seven classes are suitable to partition Antarctica while a six-class solution seems more interesting for Greenland. These parameters are Ku-band σ 0 , Ku-S-band σ 0 difference, average of TB and ratio of TB. Although much effort has been done in previous studies to better understand the principles of microwave interaction with snow and ice, they are, so far, not fully explained in all their complexity. Within the snow pack, the accumulation rate is seen as a key factor that determines the morphological structure of the snow pack, along with air temperature, wind, local topography, and liquid water.
We have demonstrated the capability of Envisat RA-2 and MWR data for characterizing snow and ice facies on the two polar ice sheets. The two sensors used each add unique information to assist in separating the snow pack characteristics into different homogeneous regions. RA-2 is sensitive to surface roughness, volume inhomogeneities, and other scattering mechanisms that vary across different regions. MWR also contributes a great deal to the classification. As a passive instrument, the MWR snow pack signatures are more of a function of surface emissivity and dielectric properties than their active counterparts.
This approach can help for studying melt time period and extent, along with seasonal to interannual changes on the snow pack characteristics of Greenland and Antarctica. Note that we mapped the snow facies at the 35-day repeat cycle, but a finer resolution may be achieved based on the three-day subcycle of Envisat. The partition of the microwave signatures of the ice sheet snow pack enables delineation of different snow facies and might represent a useful tool for tracking the effects of climate change. Over Greenland, the presence of melt water, which is a consequence of thermal effects, changes the microwave signatures from the snow pack and induces changes in the delineation of the boundaries of the snow regions, as observed in the time series of maps. The algorithm yields results that are consistent with previous classifications and with our understanding of microwave behaviors over ice sheets. While over Antarctica, our results showed the partition of the ice sheet mainly into different dry snow zones and showed evidence that seasonal changes in snow metamorphism are principally influenced by thermal regime during the seasonal change. These thermal variations do not reach conditions where melting occurs, contrary to what happens on Greenland. Indeed, due to its lower latitude location, its mean annual surface temperatures are warmer than those on Antarctica, and small changes in the air temperature will result in larger effects on the snow pack.
The classification of the two ice sheets for the other years will be used in a comparative study with this base year to determine climatic changes with respect to this reference in future work. Observation of the effects of climate change through change in the microwave signal behavior might more easily be detected via the classification of the signatures and from a very longterm monitoring point of view. Through the years, only slight fluctuations of the class distribution are expected, with intraannual change being larger than the interannual change. The classification algorithm and methodology used here have the advantages of easy implementation, automatic processing, and straightforward and robust data classification. Operational implementation of this approach would routinely produce a large and consistent data set on a long-term basis for the purpose of monitoring climate change on the two ice sheets.
