I. Introduction
The first analysis of the structure of transformations of a type somewhat similar to that treated below was given by D. Hilbert in his memoir on bounded quadratic forms in infinitely many variables (1906) . In the language freely used at present, Hilbert established that if H is a bounded symmetric transformation in the (Hilbert) space of vectors x = (x\, x2, ■ ■ ■ ) witĥ 31 x"|2 < oo, then H may be represented in the form
The .E(X) are orthogonal projections, that is to say, transformations which are the identity transformation on a closed linear manifold in the space and which are the zero transformation on the orthogonally complementary manifold. As X varies increasingly from some bound -M to M, E(K) sweeps monotonously from the zero to the identity transformation.
The values X, -Mi=X fsM, are classed as being regular or belonging to the "spectrum" of H according to the behaviour of £(X). The complete analysis of the spectrum of H leading to the integral representation (1) is sometimes described as establishing the spectral resolution of H. The formula (1) is the Hilbert space correspondent of the fundamental theorem of matrix theory to the effect that every symmetric nX.n matrix may be reduced to diagonal form by a proper choice of axes.
Since the publication of Hilbert's result, the theory initiated by him has been elaborated in many directions. But the class of transformations in infinite dimensional spaces whose structure is thoroughly known has not grown. There is at least one important exception: the restriction of boundedness upon H has been deleted. It is known as a result of the work of Carleman, von Neumann, F. Riesz, Stone, and Wintner(1) , that the equation (1) subPresented to the Society in two parts, the first under the title Spectral analysis of weakly almost periodic transformations in reflexive vector spaces on December 29, 1939 ; the second, under the present title on October 26, 1940; received by the editors May 8, 1940 . Abstracted in the Bulletin of the Society, 45-11-401 and 46-7-361. (') Carleman, Sur les Equations Integrales Singulieres d Noyau Reel et Symetrique, Uppsala, 1923; J. von Neumann, Mathematische Annalen, vol. 102 (1929) 
sists in the non-bounded case. Here the range of integration necessarily is not bounded on the X axis. Suggestive of a new point of departure is a result established by von Neumann(2) that a rotation or unitary transformation V in Hilbert space has a "diagonal" representation of the form
Since simple correspondences may be established between unitary and symmetric (or better, self-adjoint) transformations, it is correct to state that the only transformations analyzed to the present (leaving aside certain considerably simpler types such as the completely continuous transformations) are the rotations in Hilbert space and the functions which they beget, e.g.,
H= -i(V-I)(V+I)-\ eH, etc.
A study of this theory reveals that its development is wedded to and completely dominated by the concept of orthogonality.
It is the nature of this concept which renders impossible the mere extension of the notion of symmetric transformation to non-Hilbert spaces. Properly speaking, orthogonality within a space 33 is meaningless; it is biorthogonality between 33 and its adjoint space (33) which is significant. As Hilbert space is distinguished by the equation S3 = (33), biorthogonality is operative within the space itself and is then called orthogonality.
Lacking a theory of orthogonality, entirely new methods have to be developed if one is to progress in the study, for example, of the structure of rotations in various non-Hilbert spaces. In the subsequent pages, the spectral resolution of a type of transformation in certain rather general spaces is obtained.
All rotations fall under this type. But even in Hilbert space, new classes are analyzed for the first time.
The nature of the space for which the results are valid will first be described. For an arbitrary normed linear vector space S3, the inclusion ((S3)) 3 33 is easy to establish. A space distinguished by the relation is called reflexive by the author. It is for reflexive spaces that a spectral theory is developed.
The precise nature of the transformation V for which formula (2) may be established will be described briefly. Starting with a V such that F_1 exists (and is bounded), the set { Vnf}, n = 0, +1, +2, ■ • • , / fixed in 33, is examined. Borrowing ideas from the theory of almost-periodic functions, one defines V to be weakly almost-periodic if the set { V"f} is weakly conditionally V is weakly almost-periodic if and only if it is uniformly bounded, || Vnf\\ ^K~\\f\\, n = 0, ±li +2, • ■ ■ ,/ arbitrary. It is these transformations which are analyzed. The results of the analysis yield a structure {(Sx, , -°o<X<°o, strongly resembling a resolution of the identity and replacing it in the present instance. The (Sx and Sx are closed linear manifolds having only the origin in common and together spanning 33. Further, (Sx (Sx) is a monotone function of X increasing (decreasing) from 0 (33) to 33 (0). The manifold pairs reduce V. Whether (Sx and Sx are disjoint (see below) is yet to be determined. The reconstruction of V, in a sense justifying the use of (2), from the manifolds which it determines is carried out in Theorem 8. The spectral character of V is completely determined by the structure of {(Sx, Sx}-Theorem 9. As an instance, exp -it <\<tt, is in the resolvent set of V if and only if X is a point of constancy of {(Sx, Sx} • In the final chapter, the transformation H= -i(V-I)(V+I)~l is subjected to a thorough analysis. Formula (1) is established for it (Theorem 10), and it is shown that its spectrum may be read accurately in {(Sx, Sx}-Theorem 11.
The present paper is based at least in part upon two previous papers of the author. The reader is referred to these at various points in the development. One of these papers, on the so-called mean-ergodic theorem in reflexive vector spaces, embodies the earliest results obtained in the present investigation, and quite naturally was to have been incorporated in the present paper (Theorems 3 and 4). However, the interest which similar theorems had aroused more recently made it desirable to publish the result separately (see footnote 7). In addition to these sources, no acquaintance with linear transformation theory is necessary to an understanding of the contents, other than may be found in the elementary chapters of Banach's treatise on linear operations.
II. Weakly almost-periodic transformations
The underlying space 33 is assumed to be reflexive throughout (exceptions: Theorems 2 and 4'). That is to say, 33 is a linear normed complex vector space satisfying the identity 33 = ((33)). Here (33) denotes the space of all bounded linear functionals defined on 33; (33) is called the space adjoint to 33. Thus ((33)) is the space adjoint to (33). Elements in 33 will be denoted by /, g, h,fn, 7] , f, etc.; real numbers by X, p, e, etc.; complex numbers by a, ß, etc.
Transformations will be denoted by T, V, A, B, P, I (the identity), and 0 (the zero), etc. They are linear or distributive, that is, T(af+ßg) = aTf+ßTg. The bound of a transformation T (if it exists) is denoted by | T \, also by K, M, etc. If T is bounded and possesses a bounded inverse T~l (TT~' = T~lT = I), T is said to be bicontinuous.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use If T is bicontinuous, it generates a group of transformations, viz., T", n = 0, +1, ±2, • • ■ (r° = J), with Tn-Tm=T"+m. A notion of the theory of almost-periodic functions suggests an analogue for the present study. A function f(x) defined over a group is called almost-periodic if the set of functions \f{cx)} with c a parameter ranging over the group is conditionally compact. Consider now the set {Tnf}, w = 0, +1, +2, • • • ,/e 23 fixed; whether the set is conditionally compact or not, that is, whether a converging subsequence can be drawn from any sequence in { Tnf\ depends on the type of convergence in question. Of the two types which instantly present themselves, strong and weak convergence, the latter seems much more fitting here. The significance of the definition which follows is now clear.
Definition.
Let T be a bicontinuous transformation in a reflexive space 23. If the set {Tnf\, n = 0, +1, +2, • • • , f fixed, is weakly conditionally compact for every f e 23, T is said to be weakly almost-periodic.
A space is called weakly compact if every bounded set in the space is weakly conditionally compact. A space is called weakly complete if every weakly converging sequence converges weakly to an element of the space. It is known that reflexive spaces are both weakly compact and weakly complete^). Since any weakly converging sequence is necessarily bounded(4) it follows that in order that T be weakly almost-periodic (for short, w.a.p.), it is necessary and sufficient that for each / the set { Tnf \ be bounded. Thus for every /e23, there must exist a constant Kj such that ||T"f\\ ^ä"/||/||, « = 0, +1, + 2, • . .
A bicontinuous transformation T is said to be uniformly bounded if the bound of T" satisfies the inequality | Tn\ ^=K, n = 0, +1, +2, ■ • • , for some constant K. The first theorem links the concepts of uniform boundedness and weak almost-periodicity.
Theorem
I. In a reflexive space, the concepts of uniform boundedness and weak almost-periodicity are equivalent.
Let T be uniformly bounded, | Tn| 5= K, n = 0, + 1, + 2, • ■ • . Then for an arbitrary / e 23, || Tnf\\ ^K\\f\\. Thus by the argument just given above, Tis w.a.p. Now let T be w.a.p. Then for / e 23, there exists a constant Kf such that || T"f\\ ^Kf\\f\\. The existence of a single constant K valid for all / e 23 will be established.
Let there be constructed a normed linear complex vector space S in the following fashion: The elements of 6 are the objects III. The reducibility of weakly almost-periodic transformations
In the subsequent sections, a w.a.p. transformation will frequently be denoted by V. The spectral analysis of V is based upon the following considerations. Let us assume that a representation (2) is possible for V. Let us grant that the "resolution of the identity" E(\) has a sufficiently smooth structure so that an operational calculus can be based upon it(6). Then in this calculus, V corresponds to the function exp (iX). This suggests that the structure of V may be analyzed by means of Fourier series. Of course not any Fourier series is acceptable, but since | V" \ ^K, any series for which the series of coefficients is absolutely convergent is meaningful and may be useful in the present situation. A series of the type which "splits" V will now be introduced.
Let f(x) be a function of period 27r defined by
Let g(x) be defined by g(x) =sin x -f(x). The Fourier expansion of f (x) 
The function g{x) has a very similar development. For both functions the series of absolute values are uniformly convergent.
Hence the expansion (5) converges to f(x); likewise for g(x). The two series may be multiplied and terms rearranged and grouped in any convenient fashion; their product is
-OC By the Heine-Cantor theorem, or = 0, -» <r < oo. As a matter of fact a very elementary reasoning involving term-by-term integration gives ar = 0. In the series (5) replace exp (ix) by V. The resulting series of operators is absolutely convergent since | F"| ^K. Call the transformation which the series defines A. That is,
Similarly, corresponding to the expansion of g(x), write
The transformation A B is obtained by multiplying the above series. Since the operations here parallel closely those for evaluating f(x)-g{x), it follows that (8) AB = B-A = 0.
Two theorems will now be introduced which will be vital to the following discussion. As their proof has been given by the author elsewhere, only their statement will be reproduced here(7).
Theorem 3. Let 23 be a reflexive vector space. Let Tbea bounded linear transformation in 23. Let W denote the closed linear manifold of elements f for which Tf=0;let 9? denote the closed linear manifold spanned by the elements Tf, f e 23. W" converges strongly to a limiting transformation P which is a projection. The relation Pf =/ holds precisely for those elements f for which Wf=f. The relation Pf = 0 holds precisely for the elements of the closed linear manifold spanned by elements of the form Wg-g, g arbitrary in 23. The bound of P satisfies the inequality \p\ SK.
It is to be noted that if 9)? is a closed linear manifold (for short, c.l.m.) in 23, then ÜD21 denotes the c.l.m. of elements of (23), each of which is orthogonal to every element of W. Also to be noted is the fact that the transformation W of Theorem 4 is not required to be bicontinuous.
Slight changes in the hypotheses of Theorem 4 lead to a result which is useful later. The result is valid in any Banach space. Now let 23 be reflexive once more and F be w.a.p. Applying Theorem 4 to the transformation F2 (which is uniformly bounded), it is seen that the space 23 is the "sum" of two disjoint (9) (6) and (7) respectively. Let Q be the closed linear manifold of elements f for which Af = 0; let 91 be the closed linear manifold of elements f for which Bf=0. Then Q and 9t have only the element 0 in common; together they span 93. The manifold pair {Q, 9t} reduces V in the sense that if g £ Q, Vg e Q; if h e 9t, Vh e 9i. Since AV=VA and BV=VB (see (6) and (7)), then Ag = 0 implies A Vg = 0; Bh = 0 implies BVh = 0. Thus the manifold pair {O, 9?} reduces V in the sense explained above.
It may quickly be seen that the manifolds Q' and 9J' have all the properties which the theorem ascribes to O and 9?. In case O' and 9?' are disjoint, 0 = Q' and 9f = 9T. For if Q' and 9i' are disjoint, for an arbitrary / e 93 one may find a g e O' and an h e 9J' such that/ = g+A. If now in particular/e O, then f-g = he Q as well as h £ 9?'. Since 9? = 9?', ä = 0 and / e O'. Thus 0 = Q'; similarly 9? =9?'(10).
(10) If the c.l.m.'s O and SR are not disjoint, it is easy to construct a c.l.m. @ of which Q is a proper subset and such that SR and @ have only the element 0 in common. For let / be any In the special case in which V is a unitary transformation in a Hilbert space, Q and 9? may be shown to be orthogonal in the following way. Using the fact that V = F~\ it may be seen by direct computation in (6) that A = A (A isself-adjoint).
Thus the c.l.m. spanned by the elements ^4/is 9t'. By Theorem 3, this c.l.m. is the orthogonal complement of Q. Thus £}' and 91' are orthogonal to each other, hence disjoint. By the previous paragraph Q = Q', «-»'.
Attempts to determine whether the manifolds Q and 9t are disjoint in general have not been successful. The following theorem gives some criteria which may be useful. struct for V a resolution of the identity(11)-The present situation, however, leads to a structure much more general it seems than that of a resolution of the identity. It is described in the next theorem. This theorem completes the analysis or decomposition of V; the reconstruction of V from the manifold pairs which reduce it will be undertaken subsequently. A useful lemma will first be established.
Let X be so chosen that -it <X 5s7t. The transformation V\ = exp (-ik) Vis w.a.p. In what follows, A\ and B\ will denote the transformations which are constructed from V\ in the manner in which A=Ao and B=B0 are constructed from V= V0.
Lemma. Let Xi, X2, • ■ • , X" be any distinct real numbers with -x<X,-^0. Then for any w.a.p. transformation V and for every f £ 93, the following decomposition is possible and unique: It will be shown that the manifold spanned by the elements XI is identical with the manifold of the elements Yl. To do this it is necessary and sufficient to establish that the collection of elements S"=i(gXj+gx/) +XI is dense in 93. If f £ 93, then / may be approximated in the norm by elements gx1+gxi + (^4x1+-Bx1)Äi (see discussion preceding Theorem 5). Now hi may be approximated by elements gx2+gx2 + (^x2+-Bx2)/?2. Since ^4x1gx2 = /(X2-Xi)gx2 (that is, ^gx^sin (X2 -Xi)g\2 or 0), and ^4x1gx2 = /(7r+X2-Xi)gx2, and since 5xigx2=^(^2-Xi)gx2, JBx1gx2=^(7r+X2-Xi)gx2, / may be approximated by elements of the form gx1+gx1+pgx2+ö-gx2 + (^x1+5xl)(4x2+5x2)Ä2, where p and <r are some constants. Now let A2 be approximated by an element gx3+gx3 + (-4x3+-Bx3)^3, etc. Proceeding in this way, it can be seen that any element / can be approximated by elements of the form ^(gx^;+gx,) +XI. Note that if 9D? is a c.l.m. which has the property that it contains Vf whenever it contains /, then along with /, contains g\,-, g%jt j = f, • • • , n, and h. The manifolds < §\, gx, -00 <X< «, will be defined. For -oo <X^ -it, ©x = 0 and gx=23. For x5=X< », <5x=23 and gx = 0. In discussing the theorem, these values of X will receive no attention. . Consider the partition for / e 23 of the lemma for n = 2, Xi = 0, X2=X: / = go + go' + gx + gx' + k.
The c.l.m. Sx is defined to be the collection of elements/for which Af = Ayf = 0, and such that go=go' =g\ =0. The c.l.m. is defined to be the collection of elements / for which BB\f = 0 and such that gx = 0.
If 0<X<7r, write /x=X-tt and consider the partition for / of the lemma corresponding to n = 2, Xi = 0, X2=/*. Then Sx is defined to be the elm. of elements/for which ABJ= -AA\f = 0 and such that go =0. Also, gx is defined to be c.l.m. of elements / for which 5/ = 0, AJ = 0 (note that Aß = -B\), and such that go = gp. = g,.' =0. For X = 0, ®o = 9D?o and go = 9^0 by definition.
It may be noted that for -7r<X^0, Üx is precisely the intersection of Wo and 9J?x; and gx contains 5c0 and 9tx.
Toward (a). Let -7r<X<0. As stated above, the partition (9) for Vf is obtained from that of / by operating upon (9) with F. Since AV= VA, and A^V= VAX, whenever/e ®x, then Vf z <8X. Similarly since VBBX=BBXV, if f z gx, then Vf z gx. is now clear and will not be set down here. The proof of (d) lies in the definition of (5X and gx for X = -tt, w.
IV. The integral representation of F
The aim of this chapter is to establish an integral representation (2) for the w.a.p. transformation F. The precise interpretation of (2) in the present case will be given in the next theorem. Preparatory to this theorem, a few auxiliary devices will be investigated. \\{V-I)f\\^-K\\f\\+n-±±K4f\\. n 2 If now « is chosen so large that 2K/n^ e2/2, and if it happens for that n that (n + l)Ke^e2, then || (V-I)f\\ ^ e2\\f\\.
Suppose now that for some/e93, (V -I)f=y with 11^7)| 5=«||/|| for some e>0. Then writing/=/i+/2 with
it is seen that (V-I)fi = rj/2, {V+I)f2 = -y/2. Thus it follows if e is "small" that/is the sum of two elements for which V is "almost" the identity transformation or its negative. 
Consider the transformation
A\s-B\+S, with X arbitrary but fixed, 5>0 arbitrary.
Its bound is a continuous function of 5 which is zero for 5 = 0.
Writing X -5 = a, \ + 5=ß, AaBßAaBß = (Aa + Ba)(Aß + Bß)AaBß.
By choosing 5 sufficiently small, the norm of (Ax + ßx)2 -(Aa + Ba){Aß + Bß) may be made less than ti/2 where €i>0 is arbitrary. This choice of 5 is independent of X. If at the same time 5 is so small that | AaBß\ ^ ei/2, then \\{AX + BßYAaBxf\\ S e^\AaBßf\\.
Once more, this choice of 5 is uniform for all X. Since
it is seen that, for g=AaBßf, ||(72 -exp (2iX))2g|| ^4i^ei||g||. This inequality holds not only for the elements g but for all elements in the c.l.m. E\0 spanned by the g.
Applying (10) and what follows, it is possible to write for all g e Sx"
-e™)g\\ ^ 4g\\ provided that 47f2(w + l)€i^ e2 where the integer n is properly chosen as indicated above.
Let g=gi+g2 where the resolution is made as in (11) (F -eix)(gi + gt) = e~*-g + (F -e*)gt it is seen that the norm of the first term after the equality symbol does not exceed e2[|g||/2. Thenorm of thelastterm does not exceed 4i£e3||g||. Hence the norm of the term on the left of the equality sign does not exceed 5i£e3||g||.
It is a simple matter now to compute 5 for the given e of the theorem. Choose e3 so that 5Ke3^e.
Then choose as indicated above the numbers r, e2, n, €i and finally 5 (such that 5ge), in that order. For that choice, (12) holds for all elements in &xs.
The classes Six will be defined. For -°o <X< -it, 2Ix = 0. For 7r<\< a>,
Six is the intersection of the c.l.m. st/Jo (see Theorem 7) with the c.l.m. Ex«. For 0<\^ir, Six is the intersection of the c.l.m. 9to with the c.l.m. ßxj-Proof of (a) in the theorem. Consider specifically the case -x<X<0; other cases, being similar to this one, will not be discussed. Let g=A\sB\+sf.
Since g e SD?0, Ag = 0; also^4x+sg = 0. If X + o^0, g £ ®x+e, since 5Dc0 = @o <= @x+s c @x+e. If X + S<0, let / = go+go' +g\+s+g\+s + h be the decomposition of /, (9), for n = 2, Xi = 0, X2=X+S. Then the decomposition of g is found by operating on the decomposition of / with A\^sB\+s. It is found that 5x+0go = 0, ^4x-jgx'+» =0>
Ax-aBx+sgo =0 (since g £ 9Dc0). Thus g £ (gx+s c@x+e. Hence Six c@x+e. To prove that g £ gx-e, it suffices to show that g £ gx-s-Note first that BBxsg = 0-Using the decomposition for/,/ = g0+go' +g\s+g\-s+h, it is seen that ylx-j£>x+ägx-ä = 0, hence g £ gx-s. The proof of (b) falls out of the definition of Six.
The finite collection of manifolds Six,, J = 1,2, • • • , n, which is mentioned in the theorem will now be exhibited. Let Xi, • • • , X", -7r<X,-<7r, X3-^0, be any collection of numbers having the properties that (i) the open segments of length 25 centered about the points exp (i\j), J = l, •■•,«, on the complex unit circle cover that circle; and (ii) for every/, j = 1, • • ■ , n, there exists a k such that X, = -X*.
It will be proved that the Six,-, j -t, • • • , n, together span 93. Consider the set M of numbers:
+1, +exp (i\j -ih), +exp (iX,-+i5); these numbers may not be distinct. Let jui, /j2, • • • , /xs, -7r<(U}^0, be distinct real numbers such that every number in the set N of numbers +exp (ipi), 7 = 1, ■ ■ ■ , s, is found in M and conversely. Let /=23(g»,+gM,)+a be the decomposition (9) of / which is generated by the jti,-. As before, h is in the c.l.m. spanned by the elements k=Y\)=i{Allj-\-Bll^)l. Note that this c.l.m. is identical with that spanned by the elements k=\\j^1(Allj.+BfIj)t'l where the tj are any positive integers. In other words, h is in the c.l.m. spanned by the elements n (13) k = (A + 73) II (A-* + B^s)(AXj+s + Bh+l)l, )=i I e 93. It will be shown first that each gllj and each g'ßj is in some Six, ; next that every term in the expansion of k in (13) is in some Six,. Consider any gßj or gßj; for short call it g, and suppose for example that Fg=exp (i\j -id)g (the case Vg = +g is tacitly assumed to have been disposed of). By condition (i) on the X,-, the point exp (iX,-HS) is an interior point of some interval centered about some Xa. Hence g e Sxto. Invoking if necessary condition (ii) on the X,-, it may be seen that g is in some Six,.
The terms in the expansion of (13) may be written in the form
where D is either A or B, D,-is either A,-t or 73x,_j, and is either A\j+s or B\j+S. For some j, it is conceivable that D, and E,-both represent an A; or again that both represent a B. Such a value of j will be described as a resemblance value. Suppose that D represents A. If all j with 0 <X,-<ir (note that -7T, 0, 7T are excluded as possible values for X,) are resemblance values, then by an argument now familiar, the transformation T (14) is identically 0 in 93, and Tl certainly is in all Six,-Suppose that a particular j is not a resemblance value. Then either the product A\j-sB\j+i or the product ^4xy+s^x,-o is present in (14). In the first case Tl e A\j. If on the other hand the second case arises for all non-resemblance values j, then once more 77 = 0. If D represents B, the discussion is similar. This concludes the proof of the theorem.
V. The spectrum of F The theory so far elaborated enables one to discuss the spectrum of any w.a.p. transformation F. One defines as usual the point spectrum, continuous spectrum, and resolvent set for V: A complex number a belongs to the point spectrum if Vf = af for some/^0.
The number a belongs to the continuous spectrum if the transformation V -al possesses an unbounded inverse whose domain is dense in 93. Finally the value a belongs to the resolvent set if the transformation V -al possesses a bounded inverse whose domain is 93 in its entirety. The above classes are mutually exclusive but are not for a general (non-w.a.p.) transformation all inclusive. It will be shown below that they cover all the possibilities for V.
Relative to the manifold pairs {@x, gx} i one may define certain classes of numbers in the following fashion: The numbers X for which there exists a 8 >0 such that @x-s = @x+s, gx-j = 5x+» constitute the points of constancy of {@x, gx} • For instance the numbers X < -it and X >ir are points of constancy. The num-[January bers X which are not points of constancy but for which Sx-o = Sx will constitute the points of continuity of {(Sx, Sx) (12)-The numbers X for which Sx-o5^Sx will constitute the points of discontinuity of {(Sx, Sx}-Thus each real X belongs to one and only one of these three types. The striking relationship of the character of {(Sx, Sx} to the spectrum of V is exposed in the following theorem.
Theorem
9. Let V be a weakly almost-periodic transformation, and let {<Sx, Sx} be the manifold pairs associated with it in Theorem 7. Let a be any complex number. Then if \ a\ p± 1, a belongs to the resolvent set of V. If the real number X is restricted to the interval -x <X <x, then If I a I =1, then by Theorem 4. if (ar^V -l)f = 0 has no non-trivial solutions, the elements (a-1 V -I)f, f e 93, are dense in 23. Thus if a does not belong to the point spectrum of V, it belongs either to the continuous spectrum or to the resolvent set. For if the range of S = a~~lV -I is 23 in its entirety, 5 gives a one-to-one mapping of 23 into itself which is continuous in one direction; therefore the mapping is continuous in the reverse direction. In this case a belongs to the resolvent set. If the range of 5 is dense in 23 but is not 23, then 5_1 cannot be bounded; for if 5_1 were bounded, the range of 5 could be extended to the entire space 23. In this case cc is in the continuous spectrum. Toward (a). Suppose a = exp (iX) belongs to the point spectrum and that F/ = exp (iX)/, jVO. Then it is easy to conclude that fe g^, ß<\.
On the other hand / £ (Sx, hence / is not in %\. Thus »Jx-o^Sx-Let/£ gx-o, ft-Sx; and let/ = g0+go +gx+gx +h be a partition (9) off. Assume for the sake of definiteness that -x <X <0. Since7373^/ = 0, -x </x <X, BB\f = 0 by virtue of the continuity of BB". Since / ft Sx, gx^O. Thus there exists an element gx 0 such that Vg\ = ag\ and a is in the point spectrum of V.
(12) Sx-o shall be defined to be the intersection of all gji with n<\: 5x-o =II)i<xiV Toward (b). Let exp (iX) be in the continuous spectrum.
It will be shown that for any S>0 with -ir <X -5 <X + 5 <ir there exists an element g=A\-sB\+if?±Q.
Since g £ @x+5 and g e gx-s, the equation @x+0=@x-5 is impossible; thus X is not a point of constancy of {@x, gx}. Since X is not a point of discontinuity by (a), X must be a point of continuity of |@x, 5x}. Since exp (iX) is in the continuous spectrum, it is possible, given an integer N and an e>0, to find an JVO such that ||(Fn -exp (i«X))/|| g e\\f\\, n = +1, +2, • • • , +N. Thus for such an/the elements (Axs -sin 5)/, A+s/, (5x+5 + sin S)/, .Bx-s/, have a norm small at will compared to that of /. This is proved as in Theorem 8 in the discussion preceding (a). Thus an / £ 93 can be found such that .4x-s-Bx+{/+sin2 5/ has a norm small at will compared to that of/. This means that A-s-Bx+ä/^O-In proving the converse, one starts with the fact that the simultaneous equations @x+s = @x-s, 5x+» = Sx-j are impossible for any 5 > 0. Assume that the former equation does not hold, hence that there exists an/j^O such that/£ @x+«, f ft @x-ä-Assume for immediate convenience that -it <X -26 <X + 2o <0. If g =-4x-2s/ = 0, / e Sx-j which is impossible. If I?x+25g = 0, g £ jjx+s which is impossible since, like /, g £ @x+8. Since § is arbitrary, by Theorem 8, (12), V -exp (iX)I does not possess a bounded inverse, hence exp (iX) is either in the continuous spectrum or in the point spectrum.
The latter possibility is barred by the proof of (a) of the present theorem. This demonstration has been carried through for a sample case; other cases may be handled in a similar manner.
Toward (c). Proof here is obtained by applying the exclusion principle. The statements in the theorem concerning the value a = exp (-iir) =exp (iir) will not be discussed as the methods of proof here needed are not very different from those already indicated.
VI. The transformation H
Throughout the present chapter, V will be a w.a.p. transformation for which the transformation (F+7)-1 exists, that is, for which a = -1 is not in the point spectrum. A very important function, H, of V is defined by
The meaning of (15) Let X and /x be real variables related by X = tan /x/2, -ir<n<ir. Consider the manifold pairs {@x, r5x} of Theorem 7 with X restricted to -7r<X<7r. Construct the pairs of manifolds { @x', gx' }, -00 <X< «, where @x' =@w, Sx = &> Then all the statements of Theorem 7 except (d) are valid if {Sx, gx} is replaced by {(Sx', Sx' }• In place of (d), one may write IJx?5x' =0, JJx@x' =0, where the product is formed over all real X. The first formula is established with the help of the fact that oV-o= 3v = 0-The second may be verified readily.
The point spectrum, continuous spectrum, and resolvent set of 77 are defined as for V (Chapter V). Reducibility of 77 by a manifold pair {9Jc, 9c}
could be defined as for V, but the appearance of unboundedness creates difficulties which lead to the abandonment of this idea. Instead, the pair {9Jc, 9c} will be said to reduce II if it reduces V. If 9JJ and 9? are disjoint, this implies that 77/ is in W (or 9c) whenever / is in 9Jc (or 9c). The definition of the c.l.m. £)x must be prefaced by a brief discussion. Consider first the c.l.m. §IM of Theorem 8 for a fx such that -ir </x <x. Specifically, let 2I" satisfy the conditions of Theorem 8 relative to an et <2 cos n/2; further let the 5 of 2L satisfy -x</i-8<ß + 8<w. Then the transformation F+7 transforms 2l" into itself in a one-to-one bicontinuous manner. This will be proved by showing first that the range of F+7 (defined over 2IM) is a c.l.m.; subsequently that this range is dense in 2l".
By the definition of 3f", (F+7)g e Sl" if g £ 2l". Let {g"} be a sequence in 2I"> let/" = (F+7)gB, and suppose that/"->/. Writing Fg" = exp (iffign+y», it follows from (12) that ||t7"|| g«i||gn||, \\vn -ym\\ gei||gn -gm\\. Thus \\gn-gm\\ g (2 cos ju/2 -ei)_1||/"-fm\\, {gn} is convergent, say g"->g and (V+I)g=f. Hence the range of V+I is a c.l.m. Now let g be arbitrary in 2I". Using the identity (F+7)g = (exp (iß)+l)g + (V -exp (iß))g, and writing a = (exp (iß) + l)~l, it is seen that
The norm of this last element does not exceed e"(2 cos M/2)_n||g||, hence is small at will if n is sufficiently large. This proves that the range of V+I is 2I". The collection of values Xi, X2, • ■ • will be exhibited. The procedure just outlined for the choice of SDx = 2l" embeds every point exp (iß) on the complex unit circle (except the point ß=ir) in an interval of varying length 23, 5 depending on ß. Let ßi, ß2, ■ ■ ■ , -TT <ßj<ir, ßjT^O, be any sequence of numbers having the properties:
(i) The open intervals of length 25 centered about exp (iß) cover completely the unit circle from which the point /i = 7r has been excluded; (ii) for every ßj there exists a ßk such that ß, = -ßk. The sequence Xi, X2, • ■ • is defined by X, =tan ßj/2, j = l, 2, ■ ■ ■ .
Let F be any linear functional in (53) such that FX35xy. j = 1, 2, ■ • ■ . It will be proved that 7^ = 0, hence that the c.l.m. spanned by the 3\ is 93. Let v be any number, -tt<v<0. Let n be an integer such that the semicircle exp (ix), v^x^v+ir is covered by the above described intervals centered about the points exp (iß,), j = l, 2, ■ • • , n. Then the manifolds W.v, 21,.,, j = l, ■ ■ ■, n, span 93(13). Now for AyF (Av is the transformation adjoint to A "), Ä,F -LSD?, as well as ~ÄVF _L %ßj, j = 1, • • • , n. Hence A,F = 0. Noting that v is arbitrary, and letting >0, one has ^47^ = 0. A very similar argument using a v with 0<v<ir shows that BF = 0. Thus for F, VF= -F. By Theorem 3, the collection of elements F having the latter property is the orthogonal complement of the c.l.m. 93 spanned by the elements (V+I)f. Therefore F = 0. If 77 is bounded, the points ß= -it and ß = ir are points of constancy of {( §»., o>} and it is easy to see that only a finite number of the manifolds 2IMy contribute effectively to the spanning of 93.
(13) The argument needed to establish this is similar in spirit to that given in the last paragraphs of Chapter IV. To the collection of transformations Aßj±i, Bßj±s, A, and B, one must adjoin A,, B,. Now let X'=0, a=X; then \ß\ =1, or more precisely /3 = exp {in) with tan p/2 =X. Suppose J7x/ = 0; then Vg=ßg-and conversely. Thus X is in the point spectrum of H if and only if ß is in the point spectrum of F. Note that the range of H\ is dense in 93 if and only if X is not in the point spectrum of H. Suppose the range of H\ is dense in 93 but is not 93. Since H\ is a closed transformation, (H\)~l cannot be bounded; thus X is in the continuous spectrum of H. In this case, ß is in the continuous spectrum of V. Conversely, if ß is in the continuous spectrum of F, X is in that of H. Finally, if the range of H\ is93, then ß is in the resolvent set of Fand the convergence of {H\fn} implies that of {gn} and {fn}-Thus if the range of H\ is 93, X is in the resolvent set of H. Hence X is in the resolvent set of H if and only if ß is in the resolvent set of F.
It appears that the spectral character of H\ is identical with that of Vß -I. Since the relation between X and ß is X = tan fi/2, and since {&', gx'} and Wu-y 5k} are related in the same way, the verification of statements (a), (b), and (c) is shouldered by Theorem 9.
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