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Abstract. Harmonic measure distribution functions, h-functions, encode information about the geometry of domains in the plane. Specifically, given a domain and a basepoint in the domain, for a fixed
radius, r, the value h(r) is the probability that a Brownian particle first exits the domain within distance
r of the basepoint. There are many domains for which we can compute h-functions, such as the disk and
the inside and outside of a wedge. However, exact computation is often difficult or impossible for more
complicated domains, so we need methods to approximate these h-functions. In this paper, we develop
two methods for approximating h-functions using circle packings to discretize domains. We also discuss
connections to open questions in the field of h-functions.
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1. Introduction
Given a domain in C and a basepoint in the domain, the harmonic measure distribution function
or h-function of the pair is a signature containing information about the geometry of the domain.
Definition 1.1. Let Ω ⊂ C be a domain, and fix a basepoint p ∈ Ω. The harmonic measure distribution
function h : (0, ∞) → [0, 1] of the pair (Ω, p) maps each radius r > 0 to the probability that a particle,
starting at p, moving under Brownian motion exits the domain within the portion of the boundary
contained within radius r of p.

Figure 1. A Brownian particle exits the disk Ω within distance r of p.

Harmonic measure distribution functions are defined in [4]. See also [3] for a survey of results about
these functions. We state some basic facts below. The event that the particle will eventually hit the
boundary has probability 1 and thus h(r) is the probability that the boundary is first hit within radius
r of our basepoint p. As r increases, the probability that a particle first hits the portion of the boundary
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within distance r of p increases, so h is an increasing function, h : R+ → [0, 1]. Equivalently, due to
a theorem by Kakutani [1], h(r) can be defined using harmonic measure. Specifically, an h-function
is the harmonic measure of the portion of the boundary within distance r of the basepoint. In this
paper, we will utilize both definitions.
As described in [4], for some simple domains, we are able to compute the h-function exactly using
the fact that harmonic measure (and thus hitting probabilities) are preserved under comformal maps.
Consider the domain the unit disk, D, with a basepoint p = 0.5. We have that
!
r
r2 − 0.25
2
for r > 0.5 [3].
h(r) = arctan 3
π
2.25 − r2

Figure 2. h-function for Ω = D with basepoint p = 0.5

Harmonic measure is conformally invariant: the harmonic measure of a set E ⊂ ∂Ω with respect
to basepoint p ∈ Ω is equal to the harmonic measure of f (E) ⊂ f (Ω) with respect to basepoint
f (p) ∈ f (Ω). Furthermore, observe that the probability that a particle starting at the center of a disc
first hits a subset of its boundary is just the total angle subtended by the subset.
Hence, if we can map Ω conformally to the unit disk so that p maps to the center (0), then we can
compute the harmonic measure distribution function h(r) of (Ω, p).

Figure 3. The probability that a Brownian particle starting at p first hits E in ∂Ω is
equal to the probability that a Brownian particle starting at f (p) first hits f (E) in f (Ω).

While the h-functions for many domains such as the disk (shown above), exterior and interior of a
wedge, and the half strip have been computed, the h-functions for more complicated domains are often
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difficult or impossible to compute. Therefore, it would be useful to look for discrete approximations.
In this paper, we explore the use of Circle Packing and discrete analytic function theory to create a
discrete version of the harmonic measure distribution function.

1.1. Introduction to Circle Packing. Circle Packing, first described by William Thurston in 1985
[2] and developed further by Ken Stephenson [2], is a method used to discretize domains in the complex
plane. Simply stated, circle packings are configurations of circles satisfying preassigned patterns of
tangency, known as the complex of the packing. Circles here are not fixed in size but rather only in
tangency pattern and the radii adjust to keep the specified complex. Two packings with the same
complex are known as equivalent circle packings. Note that circle packings give natural discretizations
of domains. A subset of C is approximated by the circle centers, and two centers are connected if their
circles are tangent.

Figure 4. Two equivalent circle packings with 5 vertices

Ken Stephenson created the Circle Pack software package and supplementary Matlab code to create
and manipulate circle packings [5]. The Matlab supplement uses a Poisson process to randomly select
n points within the domain and uses these points to triangulate the space and thus make an underlying
graph. All circle packed domains discussed in Sections 2 through 4 of this paper were made on the
Matlab supplement. Note that circle packings can be produced in Euclidean, hyperbolic, and spherical
geometries and can be converted between all three geometries.
To use these circle packings for our purposes it is important to discuss some of the discrete analytic
function theory behind them. The Discrete Uniformization Theorem, proven by Koebe and then
independently by Andreev and Thurston [2], states that every topological surface is homeomorphic
to a Riemann surface SK and that there is a circle packing in SK with the same complex as the
packing of the original topological surface that fills SK . Stephenson proved an even stronger result:
if the complex for a circle packing triangulates a closed topological disc, then there is a univalent
packing of the complex in the hyperbolic plane having the property that all its boundary circles
are horocycles (circles that are internally tangent to the unit circle) and the packing is unique up
to Mobius transformations of the disk [2]. The parallels between these theorems and the Riemann
Mapping Theorem allow us to utilize circle packings and their mapping properties to approximate
domains and map them to the unit disk.
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Figure 5. A circle packing mapped to the inside of the unit disk using Stephen’s theorem.

Thus, as seen above, we can use the mappings between arbitrary, simply-connected packings and
their equivalent packings within the unit disk guaranteed by the previous theorems to approximate
harmonic measure. This in essence is our geometric approach to finding values of h(r). We find a map
between a discretized version of our domain and the unit disc that preserves the underlying complex
of the original circle packing and and then measure the proportion of the boundary within our given
radius.

Figure 6. A Discretized Hexagon Mapped to the Inside of the Unit Disk with the
center of the hexagon mapped to the center of the disc.

The other method that we used involves using the complex, or underlying tangency pattern, of
the circle packing. By making use of the underlying graph itself, we can use a tailored random walk
along this graph with weights that correspond to comparative sizes of tangent circles. We describe this
process in more detail in Section 3. The probability that after a stochastic process where a particle
starts at the basepoint, p, and moves from tangent circle to tangent circle until it lands in a boundary
circle within radius r of p is our value of h(r).
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Figure 7. The complex of a discretized hexagon.

In Section 2 we describe the geometric method of approximation in more detail and present results
of it used on the domain the unit disk with an off center basepoint. Then in Section 3 we do the same
with the probabilistic approach. Finally, we present some comparisons between the two methods.

2. A Geometric Approach
As described above, one method for finding h-functions involves finding an explicit conformal map
between the domain of interest and a domain on which harmonic measure can be computed. For simply
connected domains, the Riemann Mapping Theorem guarantees a unique conformal map to the disk
with our basepoint mapped to the origin. In the discrete setting we have with the Circle Pack software,
there are two techniques of mapping a packing P of a domain Ω to the unit disk. The first technique is
to apply the exact conformal map that would be used in the continuous setting to each individual circle
center and then producing an equivalent circle packing from the mapped circle centers. The second
method is to find a circle packing of the disc with the same tangency pattern and map centers in the
original domain to corresponding centers in the disk. The second method uses simply the command
max_pack in the Circle Pack software. This command utilizes the Discrete Uniformization Theorem
(discussed in Section 1.1) to find an equivalent circle packing in the disk that is unique up to conformal
automorphisms. In this paper, all of the example computations presented were done using the first
method but the results can be extended to domains that are mapped to the disk using the Discrete
Uniformization Theorem.
Using the process described in the introduction, a random n−vertex packing of the domain was
uploaded into the CirclePack software. Then for each radius r at which you want to find the approximated harmonic measure distribution, we generated a list for all of the circles within r and identified
the ones on the boundary. From there, we computed the edge lengths between all of the isolated
boundary vertices and computed the sum those edge lengths. This sum divided by the sum of the edge
lengths along the entire boundary is the discrete approximation of the h-function value.
Note that discrete harmonic measure is defined by Ken Stephenson as the sum of the arc-lengths
for each identified boundary circle over 2π, but for this approximation method, it was approximated
using the edge lengths of the underlying graph for the circle packing.
Below is the resulting h-function approximation and error graph for this method when used on
and averaged over five random 4000 vertex circle packings and of the unit disk, all with base-circles
containing the point 0.5. Note that five packings were used due to the time intensive nature of this
procedure.
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Figure 8. Discrete approximation and Error of h-function for Ω = D with basepoint
p = 0.5 using the geometric approach

It is important to note that while this method provides a generally accurate approximation, it is
manual and therefore time-intensive. Hence, it is not by any means an efficient method of approximation. So, it is necessary to look for other methods of approximation.
3. A Probabilistic Approach
For our second method for approximating h-functions we use the approach of Ken Stephenson to
use a tailored random walk to approximate Brownian motion [2].
Definition 3.1. Let P be a Euclidean circle packing for a complex K. The tailored random walk
for P is the reversible random walk on along the edges of K associated with the conductance of each
edge.
Here, conductance refers to the specific calculation C(u, v) for the edge ⟨v, u⟩ ∈ K. In particular,
|wa − wb |
|zu − zv |
where zu and zv are the circle centers of circle u and circle v respectively. Here, wa and wb are the
centers of the circles that are orthogonal to the triangle created by zv , zu , and the center of one of their
two common tangent circles (za and zb respectively). If u and v are not tangent then C(u, v) = 0. See
the figure below [2].
C(u, v) =

Figure 9. Note that C(u, v) is the distance from wa to wb over the distance from zu to zv .

Using Circle Packing to Approximate h-functions

33

To find the discrete approximation of the h-function for an n−vertex packing, we assumed that the
underlying graph was a sort of “electrical network" and calculated conductances for every edge in the
complex. These values were then normalized about each vertex so the sum of conductances leaving
each non-boundary vertex is 1. The normalized conductances are then interpreted as the probabilities
of a Brownian particle traversing edges. Note that for all boundary vertices, B, we assigned the value
1 to the conductance between it and itself (C(B, B) = 1) to mimic the particle hitting the boundary.
We then set up an nxn matrix with all of the conductances where the (i, j) entry is C(i, j). This
matrix is the transition matrix for a Markov chain with the initial probability vector ep where p is
the vertex of the circle containing (or with center nearest to) the basepoint of our h-function. The
steady state vector for this Markov process contains the probability that under this tailored random
walk, the “particle" will exit the domain within each boundary circle. The sum of these probabilities
is computed for all of the boundary circles within distance r of the basepoint and this value is our
discrete approximation for h(r).
Below is the resulting h-function approximation and error graph for this method when used on and
averaged over the same set of five randomly generated 4000 vertex circle packings of the unit disk used
in Section 2. (To best compare the two methods we present only our calculations over the same set of
packings.)

Figure 10. Discrete approximation and Error of h-function for Ω = D with basepoint
p = 0.5 using the probabilistic approach

Notice that this is not as strong of an approximation for the h-function as the geometric approach
on packings with the same number of vertices. So, we computed this approximation on sets of five
randomly generated 8000 and 16000 vertex circle packings of the unit disk (Packings with less than 4000
vertices provide worse approximations in general using both the geometric and probabilistic methods).
The results of these computations are shown below.
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Figure 11. Discrete approximation of h-function for Ω = D with basepoint p = 0.5
using the probabilistic approach with 4000, 8000, and 16000 vertex circle packings

While the accuracy of the approximation increases with more finely packed circle packings, it is
still not as accurate of an approximation as the geometric approach. Additionally, to compute this
probabilistic approach with an even finer mesh of circles a great deal of computational capacity would
be required. However, it is important to note that if the error of this approach can be reduced, it
could be extremely useful for looking at the h-functions for multiply connected domains. Note that
the geometric approach would not allow us to compute the h-function of a multiply connected domain
since we would no longer have use of the Discrete Riemann Mapping Theorem.

4. Comparisons and Conclusions
Our goal in this work was to develop and investigate the accuracy of various methods using circle
packing to obtain approximations. Follow-up studies will refine these techniques and apply them to
domains whose h-functions are not formulaically computable.
Of the two methods, the geometric method provides more accurate approximations. However, it
is an extremely manual and time consuming method and therefore, with the current state of the
software, is not a viable method for approximating a large number of different domains. Additionally,
when the value of h(r) first starts to increase from 0, both methods are inaccurate. One cause of these
inaccuracies is the fact that distance in circle pack is measured from circle centers. Therefore, if the
distance from the basepoint, p to the closest point on the boundary is r0 then there may be multiple
circles on the boundary whose centers are within distance r0 from p. Hence, the edge length of the
graph or the probability of landing in those circles become the discrete h-function value whereas the
actual h-function value at r0 is 0. The graph below shows a comparison of the graphs between the
two different methods as used on the domain of the disk with the off-center basepoint used in previous
sections.
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Figure 12. Discrete approximation of h-function for Ω = D with basepoint p = 0.5
using the geometric (green) and probabilistic (blue) approaches with the same set of
4000 vertex packings

Notice in the figure below that though there is more error from the probabilistic approach, the
general shape of the error is the same for both methods when used on the same set of packings. Thus,
it is suggested that some proportion of the error is coming from the same place in both methods.

Figure 13. h(r)-the discrete approximation for Ω = D with basepoint p = 0.5 using
the geometric (green) and probabilistic (blue) approaches with the same set of 4000
vertex packings

One hypothesis for a source of error is the angle of intersection between the circle of radius r
around the basepoint and the boundary of the domain since it changes. The function for the angle of
intersection for the unit disk with a basepoint at p = 0.5 and a circle based at (0.5, 0) with radius r is
!
p
1 − (r2 − 1.25)2
α(r) = arctan
.
2 + (r2 − 1.25)
However, as seen in the graph below, there is a slight resemblance between the shape of α and trend
of the errors for 0.5 ≤ r ≤ 0.65, but it is not convincing that this is a major source of error.

36

E. Wilson

Figure 14. A comparison of α(r) (red) and the error from the geometric (green) and
probabilistic (blue) approaches for 0.5 ≤ r ≤ 0.65

Though both of these methods have error, they still provide a guide for the general shape of the
h-function, especially the geometric method. If the accuracy of these methods can be improved upon
and studied for more varying types of domains, they could lead to investigations into the shape of
the h-functions of more domains than have previously been studied. Further, if the accuracy of the
probabilistic method can be improved, it could be used to study the shape of the h-functions for various
types of multiply connected domains. Charts with all computations presented in this paper can be
found in the appendix.
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Appendix

Computations using the geometric approach on five randomly generated 4000 vertex packings of
the unit disk:
h(r)
Packing 1
Packing 2
Packing 3
Packing 4
r
0.5
0
0.1492207815 0.1372619381 0.1725506131 0.1436012581
0.51 0.1340481529 0.2027833660 0.21279628639 0.1917285684 0.17877873695
0.52 0.1881967794 0.2604001417 0.24516487351 0.23058597547 0.25509106078
0.53 0.2288516372 0.2604001417 0.25463011573 0.25928713402 0.25509106078
0.54 0.2624082644 0.3099069583 0.30439976525 0.28154349441 0.2822285796
0.55 0.29136857148 0.3099069583 0.3131427364 0.3052418438 0.3160585794
0.56 0.3170281642 0.3433630567 0.34272305158 0.33695438726 0.33010508148
0.57 0.3401640650 0.3651072464 0.35663360157 0.35158694252 0.35538969333
0.58 0.3612873052 0.3651072464 0.3644642433 0.37193686766 0.36667072586
0.59 0.3807560988 0.4001931608 0.39539745157 0.38819651182 0.39210304718
0.6 0.3988335728 0.4001931608 0.4090778311 0.40019074118 0.39210304718
0.65 0.4740733482 0.4655559290 0.4848882899 0.4739274692 0.4686779508
0.75 0.5804306232 0.5743941054 0.5899229634 0.5690719373 0.5817834765
0.85 0.656270411
0.65341820
0.6532767
0.6497179
0.6574105
0.95 0.715607631
0.70885199
0.7125246
0.70815724
0.71012413
1
0.7412918694 0.7337273943 0.7409732726 0.7393884856 0.7359780494
1.15 0.8086387012 0.8050669809 0.8072832235 0.8066694314 0.8117853294
1.25 0.8492958156 0.8500958790 0.8471334719 0.8468496877 0.8505916706
1.35 0.8904493554 0.8939377692 0.8924245585 0.8943491988 0.8943822967
1.45 0.9402964804 0.9515720782 0.9432752588 0.9491773729 0.9460125649
Packing 5
Average
Error
0.1243578582 0.1453984898 -0.1453984898
0.2017712595 0.19757164344 -0.06352349054
0.2273105430 0.24371051889 -0.05551373949
0.2636121541 0.25860412126 -0.02975248406
0.2905917665 0.29373411281 -0.03132584841
0.3159081264 0.3120516488 -0.0206830773
0.3419969932 0.33902851404 -0.02200034984
0.3722073131 0.36018495938 -0.02002089438
0.3830783858 0.3702514938 -0.0089641886
0.3940802994 0.39399409415 -0.01323799535
0.4249600757 0.40530497119 -0.00647139839
0.4930388117 0.4772176902 -0.0031443420
0.5788582460 0.5788061456
0.0016244776
0.6524406996 0.65325279992 0.00301761108
0.71077203
0.710085998
0.005521633
0.7377433528 0.7375621110
0.0037297584
0.8056501874 0.8072910302
0.0013476710
0.8484622614 0.8486265942
0.0006692214
0.8917474266 0.8933682502 -0.0029188948
0.9456185474 0.9471311644 -0.0068346840
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Computations using the probabilistic approach on five randomly generated 4000 vertex packings of the
unit disk:
h(r)
Packing 1 Packing 2 Packing 3 Packing 4
r
0.5
0
0.21704
0.194572 0.211781 0.182595
0.51 0.1340481529 0.234307 0.239911
0.24984
0.213838
0.52 0.1881967794
0.30293
0.268352 0.266922 0.297676
0.53 0.2288516372
0.30293
0.275025 0.296584 0.297676
0.54 0.2624082644 0.350681 0.329856 0.313555 0.320829
0.55 0.29136857148 0.350681 0.338361 0.332808 0.356425
0.56 0.3170281642 0.379989 0.369347 0.364921 0.365327
0.57 0.3401640650 0.406981 0.381125 0.385842 0.387988
0.58 0.3612873052 0.406981 0.390366 0.408401 0.401723
0.59 0.3807560988 0.443679
0.41632
0.425879 0.428934
0.6 0.3988335728 0.443679 0.431164 0.435054 0.428934
0.65 0.4740733482 0.497415 0.501869 0.501019 0.508069
0.75 0.5804306232 0.605614 0.606415 0.601227 0.607204
0.85 0.656270411
0.680767 0.663053 0.675433 0.681253
0.95 0.715607631
0.728999 0.722485 0.729879 0.730681
1
0.7412918694 0.751271 0.751383 0.758127 0.756888
1.15 0.8086387012 0.815214 0.814416 0.821556 0.828175
1.25 0.8492958156 0.860057
0.85581
0.85862
0.861772
1.35 0.8904493554 0.900959 0.899623 0.903065 0.903459
1.45 0.9402964804 0.966034 0.952998 0.954991 0.953492

Packing 5
0.149812
0.211123
0.232338
0.270018
0.299293
0.319487
0.350287
0.387045
0.396827
0.407117
0.441479
0.508981
0.601525
0.66838
0.726096
0.747873
0.811582
0.855151
0.895762
0.954014

Average
Error
0.19116
-0.19116
0.2298038 -0.0957556471
0.2736436 -0.0854468206
0.2884466 -0.0595949628
0.3228428 -0.0604345356
0.3395524 -0.0481838285
0.3659742 -0.0489460358
0.3897962 -0.0496321350
0.4008596 -0.0395722948
0.4243858 -0.0436297012
0.436062 -0.0372284272
0.5034706 -0.0293972518
0.604397 -0.0239663768
0.6737772 -0.017506789
0.727628
-0.012020369
0.7531084 -0.01181653064
0.8181886 -0.0095498988
0.858282 -0.0089861844
0.9005736 -0.0101242446
0.9563058 -0.0160093196
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Computations using the probabilistic approach on five randomly generated 8000 vertex packings of the
unit disk:
h(r)
Packing 1 Packing 2 Packing 3 Packing 4
r
0.5
0
0.163575 0.153142 0.168336 0.157229
0.51 0.1340481529 0.195615 0.210591 0.196191 0.210006
0.52 0.1881967794 0.246496 0.243174 0.261931 0.242034
0.53 0.2288516372 0.282529 0.269489 0.268021 0.270789
0.54 0.2624082644 0.305681 0.301726 0.299545 0.314162
0.55 0.29136857148 0.31761
0.335697 0.336673 0.324227
0.56 0.3170281642 0.338133 0.359472 0.355825 0.352846
0.57 0.3401640650 0.370615 0.381556 0.364653
0.37186
0.58 0.3612873052 0.400703 0.395851 0.408586 0.396353
0.59 0.3807560988 0.410133 0.416388 0.408586 0.402682
0.6 0.3988335728 0.417808 0.446192
0.44623
0.443464
0.65 0.4740733482 0.496087 0.514122 0.501979 0.498351
0.75 0.5804306232 0.598396 0.615827
0.59458
0.591471
0.85 0.656270411
0.666175
0.67659
0.667544
0.66712
0.95 0.715607631
0.722305 0.732793
0.7289
0.72539
1
0.7412918694 0.751082 0.760176
0.7507
0.747413
1.15 0.8086387012 0.817313 0.821222 0.816759 0.812633
1.25 0.8492958156 0.857758 0.860229
0.8558
0.8537
1.35 0.8904493554 0.900037 0.898865 0.897561
0.89848
1.45 0.9402964804 0.951537
0.95234
0.94907
0.949518

Packing 5
0.149692
0.20315
0.244
0.268653
0.313896
0.330424
0.355214
0.369162
0.384641
0.411766
0.420762
0.506731
0.594705
0.664251
0.725106
0.757055
0.815891
0.856605
0.897117
0.947937

Average
Error
0.1583948
-0.1583948
0.2031106 -0.0690624471
0.247527 -0.0593302206
0.2718962 -0.0430445628
0.307002 -0.0445937356
0.3289262 -0.03755762852
0.352298 -0.0352698358
0.3715692 -0.031405135
0.3972268 -0.0359394948
0.409911 -0.0291549012
0.4348912 -0.0360576272
0.503454 -0.0293806518
0.5989958 -0.0185651768
0.668336
-0.012065589
0.7268988 -0.011291169
0.7532852 -0.0119933306
0.8167636 -0.0081248988
0.8568184 -0.0075225844
0.898412 -0.0079626446
0.9500804 -0.0097839196
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Computations using the probabilistic approach on five randomly generated 16000 vertex packings of
the unit disk:
h(r)
Packing 1 Packing 2 Packing 3 Packing 4
r
0.5
0
0.107914 0.148777 0.154789 0.128319
0.51 0.1340481529 0.166945 0.189475 0.192353
0.18444
0.52 0.1881967794 0.224893 0.238065 0.220494 0.234728
0.53 0.2288516372 0.256712 0.258408 0.260292 0.265738
0.54 0.2624082644 0.291737 0.308669 0.293702 0.286599
0.55 0.29136857148 0.323093 0.335522
0.31771
0.317089
0.56 0.3170281642 0.340457 0.347442 0.339245
0.33545
0.57 0.3401640650 0.362747 0.375893 0.358315 0.361742
0.58 0.3612873052 0.377911 0.387464 0.375196 0.379833
0.59 0.3807560988
0.39448
0.397159 0.399155 0.395186
0.6 0.3988335728 0.410297 0.421879 0.418318 0.417093
0.65 0.4740733482
0.48762
0.49145
0.485105 0.480026
0.75 0.5804306232 0.588392
0.59234
0.586073 0.593644
0.85 0.656270411
0.666288 0.669022 0.660828 0.660213
0.95 0.715607631
0.725776 0.722986 0.721256 0.721118
1
0.7412918694
0.74837
0.750719 0.746746 0.744451
1.15 0.8086387012 0.814267
0.81569
0.813073 0.813113
1.25 0.8492958156 0.854134
0.85823
0.854655 0.852511
1.35 0.8904493554 0.896924 0.897186 0.897176 0.892447
1.45 0.9402964804 0.948783 0.950656 0.945931 0.948549

Packing 5
0.152054
0.187398
0.232059
0.268656
0.296301
0.320993
0.348896
0.36142
0.383283
0.41686
0.434244
0.491927
0.596876
0.666751
0.724488
0.748673
0.816728
0.854096
0.895307
0.946873

Average
E(r)
0.1383706
-0.1383706
0.1841222 -0.0500740471
0.2300478 -0.0418510206
0.2619612 -0.0331095628
0.2954016 -0.0329933356
0.3228814 -0.03151282852
0.342298
-0.023859335
0.3640234 -0.031405135
0.3807374 -0.0194500948
0.400568 -0.0198119012
0.4203662 -0.0215326272
0.4872256 -0.0131522518
0.591465 -0.0110343768
0.6646204 -0.008349989
0.7231248 -0.007517169
0.7477918 -0.0064999306
0.8145742 -0.0059354988
0.8547252 -0.0054293844
0.895808 -0.0053586446
0.9481584 -0.0078619196

Using Circle Packing to Approximate h-functions
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