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ON GRADIENT FLOWS OF NONCONVEX FUNCTIONALS IN HILBERT SPACES
WITH RIEMANNIAN METRIC AND APPLICATION TO CAHN-HILLIARD
EQUATIONS
MARTIN HEIDA
Abstract. In Hilbert spaces with a densely defined Riemannian metric, we study gradient flows (curves of
maximal slope) of the form
∂tu+∇lS(u) 3 f
where S is a nonconvex functional, ∇lS(u) is the strong-weak closure of the subgradient of S and f is a
time dependent right hand side. The article generalizes the results by Rossi and Savaré to this setting and
provides some examples from multiphase systems. In particular, we treat Allen-Cahn- and Cahn-Hilliard
equations with mobility depending nonlinear on the concentration and its gradient. We also study systems
of multiple phases derived by Heida, Málek and Rajagopal [20, 19] in a simplified form. In particular, we
will show that a certain class of reaction-diffusion equations coming from a modeling approach by Rajagopal
and Srinivasa [27] are automatically subject to the theory of curves of maximal slope.
1. Introduction
In this work, we treat gradient flow equations of the form
(1.1) ∂tu ∈ −∇l,uS(u) + f(t)
with S being a (possible nonconvex) lower semicontinuous entropy functional on a Hilbert space H, ∇l,uS
being the limiting subgradient with respect to a densely defined metric structure g• and f ∈ L2(0, T ;H). To
this aim, we will work in between the approaches by Rossi and Savaré [30] (in Hilbert spaces) and Ambrosio,
Gigli, Savaré [2] (complete metric spaces), where we will stay more closely related to the Hilbert structure
of [30]. The main results generalize three existence results in [30] to a further degree of nonlinearity. We
will state the main results below as theorems 1.7-1.9. But first we need to introduce the major concepts and
notations. After formulating the main results we will shortly discuss the necessity of these generalizations
and compare to literature.
Notations and Concepts. Consider Hilbert spaces H0 ↪→ H˜ ↪→ H with the set B(H) of positive definite
continuous bilinear forms. We then use the following terms and notations:
Definition 1.1. We call any tuple (H0, H˜,H, g) of Hilbert spaces H0, H˜, H and a mapping g• : H˜ → B(H)
satisfying 1 and 2 an entropy space:
(1) H0 ↪→ H˜ ↪→ H, where the imbeddings are dense, and the imbedding H0 ↪→ H˜ is compact. We denote
‖·‖H, ‖·‖H˜, ‖·‖H0 the respective norms and by 〈·, ·〉H the scalar product on H.
(2) g is a densely defined metric in the following sense: There are positive constants 1 ≤ G∗ < +∞ such
that
(1.2)
√
G∗
−1 |〈x, y〉H| ≤ |gu(x, y)| ≤
√
G∗ |〈x, y〉H| ∀u ∈ H˜, ∀x, y ∈ H ,
and g• is strong-weak-continuous in the following sense: if un → u strongly in H˜ and ϕn ⇀ ϕ weakly
in H as n→∞, then
(1.3) gun(ϕn, ψ)→ gu(ϕ,ψ) as n→∞ ∀ψ ∈ H .
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Formally, we write gu(φ, ψ) = +∞ for all φ, ψ ∈ H whenever u 6∈ H˜. This means that to every point u ∈ H˜
we associate a local scalar product and local norm
〈x, y〉g(u) := gu(x, y) , ‖x‖g(u) :=
√
gu(x, x) ∀x, y ∈ H .
We denote by g˜u the unique automorphism on H such that
(1.4) gu(v, ϕ) = 〈g˜u(v), ϕ〉H ∀v, ϕ ∈ H .
Furthermore, we will assume that S : H → (−∞,+∞] is a proper functional. Then, we define the set valued
subdifferential dS(u) at u ∈ D(S) through
(1.5) δ ∈ dS(u) ⇔ 〈δ, v〉H ≤ lim inf
h↘0
S(u+ hv)− S(u)
h
∀v ∈ H
and the subgradient ∇uS(u) of S in u ∈ H through
(1.6) δ ∈ ∇uS(u) ⇔ ∃δ˜ ∈ dS(u) : gu (δ, v) :=
〈
δ˜, v
〉
H
∀v ∈ H ,
where the index u refers to the local metric. To make this notation more clear, note that more generally,
equivalent definitions of ∇vS(u) are given through
(1.7) g˜v (∇vS(u)) = dS(u) , v ∈ H˜, u ∈ D(dS)
or the condition that for all curves γ : [−1, 1]→ H with γ(0) = u holds
(1.8) δ ∈ ∇vS(u) ⇔ 〈δ, ∂tγ(0)〉g(v) ≤
d
dt
S(γ(t))
∣∣∣∣
t=0
.
If no confusion occurs, we write ∇S(u) = ∇uS(u). In what follows, we denote the local slope by
(1.9) |∂S| (u) := lim sup
w→u,w∈D(S)
|S(u)− S(w)|
‖u− w‖g(u)
,
which coincides with the definition for Riemannian manifolds, as we will show in section 7.2. It is natural to
assume
(1.10) sup
δ∈∇uS(u)
‖δ‖g(u) ≤ |∂S| (u), ∀u ∈ D(dS) ,
but in some cases, like in example 3.1, it may not be clear whether S(u+hdS(u)) < +∞ for some h > 0 and
in these cases, (1.10) might fail.
Finally, for every subset A ⊂ H we define the affine hull aff A and its minimal section A◦ through
aff A :=
{∑
i
tiai : ai ∈ A, ti ∈ R,
∑
i
ti = 1
}
,
|A◦| := inf
ξ∈A
‖ξ‖H , A◦ := {ξ ∈ A : ‖ξ‖H = |A◦|} .
Definition 1.2. We say that for any u ∈ H, ξ ∈ H is an element of the limiting subdifferential dlS(u) of S
in u if there are un ∈ H with un → u strongly and ξn ∈ dS(un) such that ξn ⇀ ξ weakly in H. The limiting
subgradient and the weakly lower semicontinuous envelope of |∂S| are defined through
∇l,uS(u) = g˜−1u (dlS(u)) ,
|∇lS(u)◦| := inf
ξ∈∇lS(u)
‖ξ‖g(u) ∇lS(u)◦ :=
{
ξ ∈ ∇lS(u) : ‖ξ‖g(u) = |∇lS(u)◦|
}
.
Thus, equation (1.1) has to be understood in the sense of
(1.11) gu(∂tu, ϕ) ∈ 〈dlS(u), ϕ〉H + gu(f, ϕ) ∀ϕ ∈ L2(0, T ;H)
For the rest of the paper, we assume that S is an entropy functional in the following sense:
Definition 1.3. Let (H0, H˜,H, g) be an entropy space with G∗ > 1. We say that S : H → (−∞,+∞] is an
entropy functional on (H0, H˜,H, g) if it satisfies :
(1) D(S) ⊂ H˜ and S : H → R being proper, lower semicontinuous, i.e. the domain D(S) of S is
non-empty.
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(2) S + ‖·‖H has compact sublevels, i.e. there exists τ∗ > 0 such that sets{
v ∈ H : S(v) + 1
2τ
√
G∗
−1 ‖v‖2H < C
}
are compact for any τ < τ∗ and any C > 0 and there is a constant S0 > 0 such that
(1.12) S(v) + 1
2τ∗
√
G∗
−1 ‖v‖2H ≥ −S0
(3) S satisfies the estimate
‖u‖H0 ≤ C
(
S(u) + |∂S|2 (u) + ‖dS(u)‖2H + 1
)
Remark 1.4. Due to the structure of (1.11), it is now evident that H˜ is the right support for g•: H0 might
be to small, while we know for sure that D(dlS) ⊂ H˜. Also, the compactness of the embedding H0 ↪→ H˜ will
provide compactness of the approximating sequences in the time discretization sceme. On the other hand, in
most cases of interest (i.e. H˜ 6= H), H would be far to big.
Following Rossi and Savaré [30], we chose the following approximation scheme: Let
(
H0, H˜,H, g
)
be an
entropy space and S a corresponding entropy functional defined by 1.3. We introduce a modified Moreau-
Yosida approximation defining
Jσ(v, f) := argminw∈H
(‖v − w‖2g(v)
2σ
+ S(w)− 〈f, w〉g(v)
)
, v ∈ H˜ ,
where the infimum is attained due to 1.3-(2). For fixed 0 < T < ∞ and time step 0 < τ < τ∗, there
corresponds a partition of (0, T ) as
t0 := 0 < t1 < · · · < tj < · · · < · · · < tN−1 < T ≤ tN , tj := jτ, N ∈ N .
We set
F τ (t) := F
j
τ =
1
τ
ˆ tj
tj−1
f(s)ds for t ∈ (tj−i, tj ], j = 1, . . . , N
and U0τ := u0 for all τ and for any j = 1, . . . , N
U jτ ∈ Jτ (U j−1τ , F jτ ) , Uτ (t) := U jτ , Uτ (t) :=
tj − t
τ
U j−1τ +
t− tj−t
τ
U jτ , t ∈ (tj−1, tj ] ,
We will repeat this construction more detailed in section 5.
Definition 1.5. u ∈ H1(0, T ;H) is a generalized minimizing movement, provided there is a sequence τk → 0
such that U¯τk(t) → u(t) in H for almost all t ∈ (0, T ). We denote the set of all generalized minimizing
movements by GMM(S, u0, f).
Abstract results. The most important Lemma, which will be proved below is the following:
Lemma 1.6. Let H0, H˜, H, g and S satisfy definitions 1.1 and 1.3. Then, GMM(S, u0, f) 6= ∅ and for all
u ∈ GMM(S, u0, f) holds u ∈ H1(0, T ;H).
This lemma will be proved in section 5. One fundamental assumption which is used in the statements of
all three main theorems is the continuity assumption:
(1.13) vn → v, sup
n
(|∂S(vn)| ,S(vn)) < +∞ ⇒ S(vn)→ S(v) as n↗∞
We are thus ready to state the three main theorems of this paper:
Theorem 1.7. Let H0, H˜, H, g and S satisfy definitions 1.1 and 1.3 with dlS(u) being convex and closed
for all u ∈ H.
(1.14) S(u) = SH(u) + SH˜(u)
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with functionals SH : H → R being proper, lower semicontinuous, and SH˜ : D(S) ⊂ H˜ → R being continuous
w.r.t. H˜. Furthermore, let f ∈ L2(0, T ;H). Then, for each u0 ∈ H0 and every 0 < T ∈ R, GMM(S, u0, f) 6=
∅ and each u ∈ GMM(S, u0, f) is a solution to (1.11), satisfying the Lyapunov inequality
(1.15)
1
2
ˆ t
0
‖u′‖2g(u) +
1
2
ˆ t
0
|(f −∇lS(u))◦|2 + S(u(t)) ≤ S(u(0)) for a.e. t ∈ (0, T ) .
If S additionally fulfills the continuity assumption (1.13) then, there is a negligible set N ⊂ (0, T ) such that
1
2
ˆ t
s
|u′|2 + 1
2
ˆ t
s
|(f −∇lS(u))◦|2 + S(u(t)) ≤ S(u(s)) ∀t ∈ (s, T )\N , ∀s ∈ (0, T )\N .
For the next theorem, we assume the following chain rule (see also [30]): If v ∈ H1(0, T ;H), ξ ∈ L2(0, T ;H)
with ξ(t) ∈ dlS(v(t)) for a.e. t ∈ (0, T ), and S ◦ v is a.e. equal to a function s of bounded variation, then
(1.16)
d
dt
s(t) = 〈ξ, v′(t)〉H .
Theorem 1.8. Let H0, H˜, H, g and S satisfy definitions 1.1 and 1.3 and assume (1.13) and (1.16) hold.
Furthermore, let f ∈ L2(0, T ;H). Then, for each u0 ∈ H0 and every 0 < T ∈ R, GMM(S, u0, f) 6= ∅ and
each u ∈ GMM(S, u0, f) is a solution to (1.11) with u(0) = u0. Furthermore, for almost all t ∈ (0, T ),{
u′ is the projection of the origin on the affine hull aff(f −∇lS) and
fulfills the minimal section principle u′(t) = (f −∇lS(u(t)))◦ and
}
(1.17)
u′(t) belongs to the strong closure of f −∇S(u(t)) .(1.18)
Finally, the energy inequality
(1.19)
ˆ t
s
‖u′(σ)‖2g(u(σ)) dσ + S(u(t)) ≤ S(u(s))
holds for all t ∈ (0, T ), s ∈ (0, t)\N , N being a set of measure 0 in (0, T ), and S ◦ u coincides a.e. in (0, T )
with a function s ≥ S ◦ u of bounded variation satisfying
(1.20)
d
dt
s(t) = −‖u′(t)‖2g(u(t)) a.e. in (0, T ) .
As already stated by Rossi and Savaré in [30], the Lyapunov inequalities (1.15) and (1.19) hold almost
everywhere but ddts(t) might not be absolutely continuous with respect to the Lebesgue measure, and S ◦ u
might have essential jumps along u. Like in [30], this phenonema can be circumvented using slightly stronger
assumptions on the chain rule condition, in particular:
If v ∈ H1(0, T ;H), ξ ∈ L2(0, T ;H) with ξ(t) ∈ ∇lS(v(t)) for a.e. t ∈ (0, T ) , and
S ◦ v is bounded, then S ◦ v ∈ AC(0, T ) and d
dt
S(v(t)) = 〈ξ, v′(t)〉g(v(t)) .(1.21)
Using this improved chainrule condition, we generalize [30, theorem 3]:
Theorem 1.9. Let H0, H˜, H, g and S satisfy definitions 1.1 and 1.3 and assume (1.13) and (1.21) hold.
Furthermore, let f ∈ L2(0, T ;H). Then, for each u0 ∈ H0 and every 0 < T ∈ R, GMM(S, u0, f) 6= ∅ and
each u ∈ GMM(S, u0, f) is a solution to (1.11) with u(0) = u0. Furthermore, for almost all t ∈ (0, T ),
(1.17)-(1.18) hold. Finally, we get the energy equality
(1.22)
ˆ t
s
‖u′(σ)‖2g(u(σ)) dσ + S(u(t)) = S(u(s)) ∀s, t : 0 ≤ s ≤ t ≤ T .
Comparison with former results. Up to [30] one of the major ingredients to the existence theory of
gradient flow was the assumption that the graph of (S, dS) was strongly-weakly closed in H×H× R, i.e.
(1.23) ξn ∈ dS(vn), rn = S(vn)
vn → v, ξn ⇀ ξ, rn → r
}
⇒ ξ ∈ dS(v), r = S(v),
yielding dlS = dS. As explained by Rossi and Savaré this condition yields closedness and convexity of dS,
chainrule (1.16) and the continuity condition (1.13). Note that in case S is convex, condition (1.23) is fulfilled.
For a review on results earlier than [2, 30] the reader is referred to these sources.
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However, the results of [30] generalized former existence results to the case that only one of the assumptions
(1.16) or closedness and convexity of dS holds. As in the present paper, the continuity assumption (1.13)
is needed in both cases. A further important contribution by Rossi and Savaré is a result on the class of
functionals satisfying the continuity conditions (1.13) or (1.21), compare e.g. for [30] theorem 4. This result
will be cited as theorem 2.2 below.
Another recent result due to Rossi, Mielke and Savaré [29], generalizes classical results as in [2] to time
dependent functionals and to quasi-metrics based on asymmetric distances. They also construct solutions
for distances defined through Finstlerian structures. As one may be tempted in interpreting g as a classical
Finstlerian structure, note that these structures need to be defined in a unique way such that in definition 1.1
H˜ = H. In general, note that a topological approach using metric spaces, as in [2] or [29] would not lead to
above results: As stated clearly in [30, 29], results in metric spaces only apply to functionals satisfying (1.23).
Another recent and conceptionally related result is due to Mielke, Rossi and Savaré [23]: They considered a
Finstler structure generalizing 1.1-(2) but claiming convergence in (1.3) only for un → u in H.
The approximation scheme, introduced above, provides the advantage that the theory of Young measures,
one of the major ingredients to [30], is still applicable. This makes the proofs similar to [30] but with some
non trivial generalizations. Note that particularly, properties 2 and 3 of g and S are crucial, but as will be
shown in sections 3 and 8 they are fulfilled by a large class of metrics and functionals.
Finally, compared to [30], the major non-trivial steps are the following: [30] benefits a lot from the strong-
weak closure of dlS by linear convergence arguments. However, proving convergence of the approximation
scheme, we will have to work with (∇vnS)(un) = g˜−1vn (dS(un)), thus with a partially nonlinear dependence
of g˜ on vn. Furthermore, we have to make sure the chain rule condition (1.16) implies s′ = 〈∇l,vS(v), v′〉g(v)
at least for generalized minimizing movements. Having shown these two important properties, the remaining
steps are similar to standard methods in gradient flows.
Physical Insight. It is commonly known that many partial differential equations, in particular describing
phase transitions, can be described as gradient flows with respect to a functional S. We refer to [6, 29, 30]
for further references. From the applied point of view, this is the major reason for the huge interest in such
systems. Starting from an initial article by Otto [26], the theory seems to have developed a new dynamics
over the last couple of years and the partially formal calculations below are surely inspired by what Villani
calls in his book “Otto calculus” [32], though we will not work in Wasserstein spaces.
Most authors assume that S is the total energy or the free energy of the systems. However, the author of
the present article believes that S should reflect the entropy of the system. This is for several reasons: First,
entropy is the key to thermodynamics, the fundamental variable which distinguishes thermodynamics from
any other physical discipline. Second, a recently developed method by Rajagopal and Srinivasa [27], based
on a maximization of the rate of entropy production, is able to provide models to various problems in fluid
dynamics and other fields. Third, the author formally showed in [16, 17] that these assumptions can also be
formulated in an integral setting. It will be main part of section 7 to introduce the ideas behind this method
and to demonstrate at least for a special class of models, that the resulting equations will always lead to a
gradient flow.
When choosing this approach, one has to be careful with the choice of variables:
(1) Entropy does not depend on temperature ϑ, but on the internal energy e. Furthermore, if S = ´ η(e),
we find ϑ−1 = ∂η∂e . Thus, the relevant equation would be formulated in terms of e in form of
∂te− div
(
κ∇ 1
ϑ(e)
)
= 0 .
(2) Entropy is concave in e (see e.g. the most interesting work by Lieb and Yngvason [21]) but also in
all other variables. For the study in terms of gradient flows, it is thus more comfortable to study
the evolution of S˜ = −S. The (physically unavoidable) increase of S with time is then reflected in
a decrease of S˜ with time. Note that concavity in combination with ϑ−1 = ∂η∂e in particular implies
the monotonicity of ϑ(e).
We will come back to this point later in sections 7-8.
Structure of the article. In section 2 we will recall some fundamental Banach spaces and notations for
the main proofs but also the fundamental Sobolev spaces that will be used in the examples in sections 3 and
8. Section 3 will deal with some examples, among which can be found the Allen-Cahn and the Cahn-Hilliard
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equations with additional nonlinearities but also generalizations of Examples given in [30]. Furthermore, we
will shortly highlight, why the metric approach may fail even in case (1.23) is given. In section 4, some results
from theory of Young measures will be recalled and a new convergence result will be proved. In section 5 we
introduce the approximation scheme with more detail and provide uniform a priori estimates, which will be
used in section 6 to proof the main existence results 1.7-1.9. Finally, in sections 7 and 8 the assumption of
maximum rate of entropy production will be introduced for reaction diffusion equations and it will be shown
that the method is implicitly equivalent to the theory of curves of maximal slope, while finally we prove
general existence results for the obtained equations.
2. Notations and Preliminaries
For any Hilbert space H, we denote Lp(0, T ;H) the Bochner space of Lp-functions over (0, T ] having values
in H and by H1(0, T ;H) the space of functions u ∈ L2(0, T ;H) having u′ ∈ L2(0, T ;H). Furthermore, by
C([0, T ],H) we denote the continuous functions from [0, T ] to H, by Ck([0, T ],H) the k-times continuously
differentiable functions and by AC([0, T ];H) the set of absolutely continuous functions over [0, T ].
Theorem 2.1 (Egorov’s theorem for L2(0, T ;H)). Let H be a Hilbert space and (vn)n∈N ⊂ L2(0, T ;H) be
a sequence such that vn → v ∈ L2(0, T ;H) strongly and pointwise for a.e. t ∈ (0, T ). Then, for any ε > 0
there is Kε ⊂ (0, T ) compact with L((0, T )\Kε) < ε such that vn → v uniformly on Kε.
Proof. For any ε > 0, Egorov’s theorem yields existence of measurable K˜ε with L((0, T )\K˜ε) < ε2 such that
vn → v uniformly on K˜ε. Inner regularity of the Lebesgue measure yields existence of compact Kε ⊂ K˜ε and
L(K˜ε\Kε) < ε/2. 
Theorem 2.2. [30] Let S : H → (−∞,+∞] be a functional satisfying the compactness property (1.13) and
admitting the following decomposition:
S = ψ1 − ψ2 in D(S), with
ψ1 : D(S)→ R l.s.c and satisfying (1.16) or (1.21) ,
ψ2 : co(D(S))→ R convex and l.s.c. in D(S), D(dlψ1) ⊂ D(dψ2) .
If
∀M ≥ 0 ∃ρ < 1, γ ≥ 0 s.t. sup
ξ2∈dψ2(u)
‖ξ2‖H ≤ ρ ‖dlψ1(u)◦‖H + γ
for every u ∈ D(dlψ1) with max(S(u), ‖u‖H) ≤M
then S satisfies the corresponding chain rule property (1.16) resp. (1.21).
Frequently used Hilbert spaces. In order to study the examples below, we will frequently make use of
the following Hilbert spaces: We consider an open, bounded domain Ω ⊂ Rn with smooth boundary Γ = ∂Ω
and outer normal vector nΓ. Hm(Ω) denotes the usual Sobolev space of order m and Hm0 (Ω) denotes the
space of Hm(Ω)-functions having zero boundary values. H−1(Ω) is the dual of H10 (Ω). Furthermore, we
introduce
H1(0)(Ω) :=
{
φ ∈ H1(Ω) :
ˆ
Ω
φ = 0
}
with the scalar product
〈φ, ψ〉H1
(0)
:=
ˆ
Ω
∇φ · ∇ψ ∀φ, ψ ∈ H1(0)(Ω)
and its dual space H−1(0) (Ω) with scalar product
〈φ, ψ〉H−1
(0)
:=
〈∇∆−1N φ,∇∆−1N ψ〉L2 ∀φ, ψ ∈ H−1(0) (Ω) ,
where ∆N is the Laplace operator with Neumann boundary conditions. More generally, define
L2(m)(Ω) :=
{
f ∈ L2(Ω) :
ˆ
Ω
f = m
}
,
and
P0 : L
2(Ω)→ L2(0)(Ω), f 7→ f −
ˆ
Ω
f
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the orthogonal projection on L2(0)(Ω). For simplicity, we may sometimes omit the (Ω) if the context is clear.
Then, −∆N : H1(0)(Ω) → H−1(0) (Ω) is the Riesz isomorphism. We then get the dual product as the formal
product
〈φ, ψ〉H1
(0)
,H−1
(0)
=
ˆ
Ω
φψ ∀φ ∈ H1(0)(Ω) , ψ ∈ H−1(0) (Ω) .
If H∗(Ω) := H1(Ω)−1 is the dual space of H1(Ω), the Riesz isomorphism R : H1(Ω) → H∗(Ω) is given by
R := −∆N + 1 in a sense that (−∆N + 1)−1φ is the unique solution p ∈ H1(Ω) satisfying
−∆Np+ p = φ .
The scalar product on H∗(Ω) is then given through
〈φ, ψ〉H∗ :=
〈
∇ (−∆N + 1)−1 φ,∇ (−∆N + 1)−1 ψ
〉
L2
+
〈
(−∆N + 1)−1 φ, (−∆N + 1)−1 ψ
〉
L2
∀φ, ψ ∈ H∗(Ω) ,
with the dual pairing
〈φ, ψ〉H1,H∗ =
ˆ
Ω
φψ ∀φ ∈ H1(Ω) , ψ ∈ H∗(Ω) .
Lemma 2.3. Let A ∈ L∞(Ω;Rn×n), B ∈ L∞(Ω) having the property that there is 0 < C ≤ 1 such that
C |ξ|2 ≤ ξA(x)ξ ≤ C−1 |ξ|2, C < B(x) < C−1 for a.e. x ∈ Ω and for all ξ ∈ Rn. For φ ∈ H−1(0),n(Ω),
ψ ∈ H∗(Ω) let pφ ∈ H1(0)(Ω), pψ ∈ H1(Ω) solve
−div (A∇pφ) = φ on Ω, (A∇pφ) · nΓ = 0 on Γ ,
−div (A∇pψ) +B pψ = ψ on Ω, (A∇pφ) · nΓ = 0 on Γ .
Then, there is 0 < G ≤ 1 only depending on A, B, C and Ω such that for all φ ∈ H−1(0) (Ω), ψ ∈ H∗(Ω) holds
G ‖φ‖2H−1
(0)
≤
ˆ
Ω
∇pφ · (A∇pφ) ≤ G−1 ‖φ‖2H−1
(0)
,
G ‖ψ‖2H∗ ≤
ˆ
Ω
∇pψ · (A∇pψ) +B p2ψ ≤ G−1 ‖ψ‖2H∗ .
Proof. Let p∗φ ∈ H1(0)(Ω) solve
−div (C
2
∇p∗φ) = φ on Ω , ∇p∗φ · nΓ = 0 on Γ
and define p˜φ := pφ − p∗φ. Through
ˆ
Ω
∇p˜φA∇ϕ+
ˆ
Ω
∇p∗φ
(
A− C
2
)
∇ϕ = 0
we can estimate p˜φ by p∗φ by testing with p˜φ. By the same argument, the right inequality is trivial. A similar
argument applies to the second chain of inequalities. 
Definition 2.4. Let S be proper functional S : H → (−∞,+∞] for H = H−1(0) (Ω) or H = H∗(Ω). Then, we
consider the restriction of S˜ := S∣∣
L2
of S to L2(Ω) and define the set valued L2-subdifferentials δSδu (u) ⊂ L2(Ω)
and δ
0S
δu (u) ⊂ L2(0)(Ω) at u ∈ D(S˜) through:
u ∈ D(S˜) : δ ∈ δS
δu
(u) ⇔ 〈δ, v〉L2 ≤ lim
h↘0
S˜(u+ hv)− S˜(u)
h
∀v ∈ L2(Ω)
u ∈ D(S˜) ∩ L2(0)(Ω) : δ ∈
δ0S
δu
(u) ⇔ 〈δ, v〉L2 ≤ lim
h↘0
S˜(u+ hv)− S˜(u)
h
∀v ∈ L2(0)(Ω)
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3. Examples
3.1. Cahn-Hilliard equation with diffusion coefficient depending on ∇u. On an open and bounded
set Ω ⊂ Rn with smooth boundary Γ and outer normal vector nΓ, consider the Hilbert space H := H−1(0) (Ω).
On L2(0)(Ω), respectively H, consider the functional
(3.1) S(u) =
{´
Ω
(
s0(u) +
1
2 |∇u|2
)
for u ∈ H1(Ω)
+∞ otherwise
,
where s0 : [a, b]→ R is continuous and convex and s0(x) = +∞ for x 6∈ [a, b].
In this section, we proof existence of solutions to the following generalized Cahn-Hilliard equation:
∂tu+ div (A(u,∇u)∇ (∆u− s′0(u))) 3 0 on (0, T ]× Ω ,(3.2)
(A(u,∇u)∇ (∆u− s′0(u))) · nΓ = ∇u · nΓ = 0 on (0, T ]× Ω ,(3.3)
u(0) = u0 for t = 0 .(3.4)
Historically, the first existence proof for the Cahn-Hilliard equation with smooth function s0 and constant A
was given in [14]. Though there is a huge literature on Cahn-Hilliard equation (refer to [1, 6] and references
therein), there seems to be only few results on concentration dependent mobility, among the most cited being
Cahn et. al. [8]. Other works are by Liu [11], the one dimensional treatments by Dal Passo et. al.[12] and
Liu [22] and the work by Novick-Cohen [24, 25] which both treat very special cases, but which are both not
covered by our approach. Rossi [28] and Grasselli et. al. [15] deal with a Cahn-Hilliard equation of the form
∂tu−∆α(w) = 0 , w = s′0(u)−∆u ,
where w represents the analogue of curvature of the interface in the phase field setting. A dependence of the
mobility on w is subject to future investigation. Finally, the author is not aware of any work on the mobility
depending on ∇u.
Lemma 3.1. [1, Lemma 4.1, Corollary 4.4] Let s0 : [a, b] → R be a continuous and convex function. Then,
S : L2(m)(Ω)→ R and S : H → R are proper, lower semicontinuous and convex.
Additionally, Abels and Wilke [1] identified the L2-subgradient of S:
Lemma 3.2. [1] Let s0 : [a, b] → R be a continuous and convex function that is twice continuously differ-
entiable in (a, b) and satisfies limx→a s′0(x) = −∞, limx→b s′0(x) = +∞. Moreover, we set s′0 = +∞ for
x 6∈ (a, b) and let S be defined as in (3.1). Then, for the L2-subdifferential holds
(3.5) D(
δ0S
δu
) =
{
c ∈ H2(Ω) ∩ L2(0)(Ω) : s′0(c) ∈ L2(Ω), s′′0(c) |∇c|2 ∈ L1(Ω), ∂nc
∣∣∣
∂Ω
= 0
}
and
(3.6)
δ0S
δu
(u˜) = −∆u˜+ P0s′0(u˜) .
Moreover,
(3.7) ‖u˜‖2H2(Ω) + ‖s′0(u˜)‖2L2(Ω) +
ˆ
Ω
s′′0(u˜) |∇u˜|2 ≤ C
(∥∥∥∥δ0Sδu (u˜)
∥∥∥∥2
L2(Ω)
+ ‖u˜‖2L2(Ω)
)
for some constant C independent of u˜.
For the H-Subdifferential holds
D(dS) =
{
c ∈ D(δ
0S
δu
) :
δ0S
δu
(c) ∈ H1(0)(Ω)
}
(3.8)
dS(u˜) = ∆ (−∆u˜+ P0s′0(u˜)) ,(3.9)
and in particular, dS is single valued and
(3.10) ‖u˜‖2H2(Ω) ≤ C ‖dS(u˜)‖H .
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Remark 3.3. Note that the proof in [1] yields for any u˜ ∈ D( δSδu ):
δS
δu
(u˜) = −∆u˜+ s′0(u˜) ,
where estimate (3.7) reads
‖u˜‖2H2(Ω) + ‖s′0(u˜)‖2L2(Ω) +
ˆ
Ω
s′′0(u˜) |∇u˜|2 ≤ C
(∥∥∥∥δSδu (u˜)
∥∥∥∥2
L2(Ω)
+ ‖u˜‖2L2(Ω)
)
.
By estimate (3.7), the compact embedding H2(0) ↪→ H1(0), convexity and lower semicontinuity of S, we have
strong-weak closedness of the graph of (dS,S) in the sense of (1.23) (see [4]). In particular, this implies the
chain-rule condition (1.16).
Abels and Wilke used these results to study the quasilinear Cahn-Hilliard equation
∂tu+ ∆ (∆u− s′0(u)) = 0 .
Of course, it is not natural to claim convexity of S in u. Thus, we assume
S(u) =
{´
Ω
(
s0(u) + s1(u) +
1
2 |∇u|2
)
for u ∈ L2(0)(Ω) ∩H1(Ω)
+∞ otherwise
,
where s0 has the properties claimed in lemmata 3.1, 3.2 and s1 : R → R is concave and continuously
differentiable, i.e. it has bounded derivatives on [a, b]. Then, (3.5)-(3.9) still hold with modified constants
for s0  s0 + s1. It is easy to check that dS is still strong-weak closed, in particular, that chain-rule (1.16) is
fulfilled due to Theorem 2.2. Note that even for arbitrary s1 ∈ C1(Rn), we would preserve convexity of dS
and the continuity condition. Thus, theorem 1.7 would remain applicable.
As we will see in section 7, it is physically justifiable to generalize the above Cahn-Hilliard equation to
(3.2)-(3.4) and the question arises how to get existence for this equation. First, note that with
H˜ := H1(0)(Ω) H0 := H2(Ω)
we find H0 ↪→ H˜ ↪→ L2(Ω) ↪→ H with all embeddings being dens and compact.
For u ∈ H˜, we define for s1, s2 ∈ H:
(3.11) gu(s1, s2) =
ˆ
Ω
∇pu1A(u,∇u)∇pu2 = 〈p1, s2〉H1
(0)
,H−1
(0)
=
ˆ
Ω
s1p
u
2 =
ˆ
Ω
s2p
u
1 ,
where A : R × Rn → R3×3 is bounded and Lipschitz continuous with ξ · A(·)ξ ≥ a0 |ξ|2 for all parameters
and ξ ∈ R3 and pui solves
(3.12)
−div (A(u,∇u)∇pui ) = si on Ω
(A(u,∇u)∇pui ) · nΓ = 0 on Γ
}
for i = 1, 2 .
It is immediate to check that g is a densely defined metric in the sense of definition 1.1 once we realize that
for sequences (s1,n, un)n∈N ⊂ H× H˜ with s1,n ⇀ s1 weakly in H and un → u strongly in H˜ as n→∞ holds
pun1 ⇀ p
u
1 weakly in H1(0)(Ω) and thus gun(s1,n, s2)→ gu(s1, s2) for all s2 ∈ H.
Then, above considerations together with (1.10) yield that S fulfills all requirements of definition 1.3. As
a consequence of theorem 1.8 we get existence of a solution u ∈ H1(0, T ;H) ∩ L2(0, T ;H2(Ω)) to (1.11) and
it remains to reconstruct an expression of the form (1.1):
For any u ∈ D(S), δ ∈ ∇uS(u), s ∈ H−1(0) (Ω) with puδ and pus solutions of (3.12) for δ and s respectively,
we formally write
(3.13) lim inf
t→0
S(u+ ts)− S(u)
t
≥ gu(δ, s) =
ˆ
Ω
puδ s =
ˆ
−div (A(u,∇u)∇puδ ) pus =
ˆ
Ω
δpus
as the first equality holds for all s ∈ L2(0)(Ω), we find puδ = δ
0S
δu (u). Thus, using lemma 3.2 the gradient flow
(3.14) gu(∂tu, ϕ) ∈ −〈dlS(u), ϕ〉H ∀ϕ ∈ L2(0, T ;H) ,
is the weak formulation of (3.2)-(3.4) and we have shown the following result:
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Theorem 3.4. Let S and g be as above. Then, for any u0 ∈ H1(Ω) there exists u ∈ H1(0, T ;H) ∩
L2(0, T ;H2(Ω)) satisfying (3.14) and u(0) = u0.
Remark 3.5.
3.2. A note on the applicability of the metric approach. Example 3.1 nicely demonstrates, why it is
hard to demonstrate applicability of the metric approach even in case (1.23) is satisfied by the functional S:
The metric gu is only well defined for u ∈ H1(Ω). Defining the length of any curve γ ∈ AC(0, T ;H) with
γ(t) ∈ H1(Ω) for a.e. t ∈ (0, T ) as
L(γ) :=
ˆ T
0
√
gγ(t)(γ′(t), γ′(t))dt ,
it is the essence of [7] that this Length structure
(1) is extendable to arbitrary γ ∈ AC(0, T ;H) such that
(2) L complies with the length structure induced by the intrinsic metric
if and only if γ → L(γ) is lower semicontinuous with respect to pointwise convergence. This means for γi such
that γi(t) → γ(t) for all t, L(γi) → L(γ). However, with regard to the last example, for γi(t) → γ(t) in H,
the best convergence in H1(0)(Ω) (or even in L
2) we can expect is weak convergence. On the other hand, due
to the above two conditions, for γi ∈ C1([0, T ];H) with γi → γ ∈ C1([0, T ];H) such that γi(t), γ(t) ∈ H1(Ω)
for all t we would need A(γi(t),∇γi(t)) → A(γ(t),∇γ(t)) for a.e. t ∈ (0, T ). Even if L would be lower
semicontinuous, it is not clear whether the resulting gradient flow would be a weak solution to the classical
formulation.
3.3. Allen-Cahn equation with nonlinear diffusion coefficient. As the Cahn-Hilliard-equation, the
Allen-Cahn equation has been subject to various studies, refer to [6]. We consider the functional
(3.15) Sb(u) :=
{´
Ω
(
s0(u) +
1
2 |∇u|2
)
for u ∈ H1(Ω)
+∞ otherwise
on the Hilbert space L2(Ω), and we want to find dSb, being now the subdifferential with respect to L2(Ω).
From Lemma 3.2, resp. remark 3.3, we know that for any γ ∈ C1(−T, T ;C∞(Ω)) holds
d
dt
(Sb ◦ γ(t)) =
ˆ
Ω
(−∆γ(t) + s′0(γ(t))) γ′(t) ,
or, differently:
〈dSb(u), ϕ〉L2(Ω) =
ˆ
Ω
(−∆u+ s′0(u))ϕ ∀ϕ ∈ C∞(Ω) .
Thus, if we introduce for A ∈ C1(R× Rn) with 0 < a0 ≤ A(·, ·) ≤ a−10 <∞ the metric
gu : H
1(Ω)→ B(L2(Ω))
u 7→
(
(ϕ,ψ) 7→
ˆ
Ω
A(u,∇u)−1ϕψ ∀ϕ,ψ ∈ L2(Ω)
)
,
we find that H0 = H2(Ω), H˜ = H1(Ω) and H = L2(Ω) such that we find the following result:
Proposition 3.6. For any u0 ∈ D(dSb) There exists u ∈ H1(0, T ;H) ∩ L2(0, T ;H0) such that u solves
∂tu+A(u,∇u) (−∆u+ s′0(u)) = 0 on (0, T )× Ω
nΓ · ∇u = 0 on (0, T )× ∂Ω
u(0)− u0 = 0 on Ω .
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3.4. A finite dimensional example. Let F,G ∈ C1(Rn) be two given functions satisfying
lim inf
|u|→+∞
F (u)
|u|2 > −∞ , lim inf|χ|→+∞
G(χ)
|χ| = +∞ .
Rossi and Savaré [30] considered the system
u′(t) +∇F (u(t)) = χ(t) + f(t) ,
∇G(χ(t)) = u(t) ,
and showed that this system can be reinterpreted as gradient flow with respect to the functional
φ(u) := min
σ∈Rn
(F (u) +G(σ)− 〈u, σ〉) .
Due to superlinear growth of G, the set
M(u) := argmin (G(σ)− 〈u, σ〉)
is not empty and we find dφ(u) = ∇F (u)−M(u), which transforms above system into the shape
u′(t) ∈ −dφ(u) + f(t) .
Eventually using theorem 1.8, we may now also find solutions to the problem
u′(t) = A(u) (χ(t)−∇F (u(t))) + f(t) ,
∇G(χ(t)) = u(t) ,
where A ∈ C0,1(Rn)n×n is bounded, Lipschitz continuous, uniformly strictly positive definite and uniformly
elliptic.
Note that Rossi and Savaré also give an explicit example for G such that M(u) is not convex.
3.5. The Stefan problem. A similar problem to 3.3 that was provided by Rossi and Savaré is the Stefan
problem
∂tu−∆β(u) = f on (0, T )× Ω
β(u) = 0 on (0, T )× ∂Ω
u(0, x) = u0(x) on Ω
where f ∈ L2(0, T ;H−1(Ω)) and β(u) = (u − 1)+ − (u − 1)− for u ∈ R. In [30], it is shown that the above
system is a gradient flow in H−1(Ω) with respect to the functional
φ(u) := min
σ∈L2(Ω)
ˆ
Ω
(
1
2
|u− σ|2 + I[−1,1](σ)
)
,
where
I[−1,1](σ) =
{
0 if − 1 ≤ x ≤ 1
+∞ else .
However, in view of the above considerations, the generalization to
∂tu− div (A(u)∇β(u)) = f on (0, T )× Ω
β(u) = 0 on (0, T )× ∂Ω
u(0, x) = u0(x) on Ω
is now obvious.
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4. Young measures
For a separable metric space E, we denote by B(E) the Borel-σ-algebra, where L(0, T ) is the Lebesgue-
σ-algebra on (0, T ) and L(0, T )⊗ B(E) is the product σ-algebra. M(0, T ;E) denotes the set of measurable
functions over (0, T ) with values in E. A L(0, T )⊗B(E)-measurable function h : (0, T )×E → (−∞,+∞] is
a normal integrand if v 7→ h(t, v) is lower semicontinuous for all t ∈ (0, T ). We denote the set of measurable
normal integrands by G(0, T ;E) and the set of positive normal integrands by G+(0, T ;E). The subset
K(0, T ;E) of G+(0, T ;E) is the set of all h ∈ G+(0, T ;E) such that for all t ∈ (0, T ), 0 ≤ γ < +∞
{e ∈ E : h(t, e) ≤ γ} is compact .
Definition 4.1. A sequence (vk)k∈N ⊂M(0, T ;E) is said to be tight if there exists h ∈ K(0, T ;E) such that
sup
k
ˆ T
0
h(t,vk) dt < +∞ .
For a Hilbert space H, let B(H) denote the Borel-sigma-algebra with respect to ‖·‖H. We say that a
L ⊗ B(H)-measurable functional h : (0, T )×H → (−∞,+∞] is a weakly normal integrand if
v 7→ ht(v) := h(t, v) is sequentially weakly l.s.c. for a.e. t ∈ (0, T ) .
Definition 4.2. (Time dependent parameterized measures) A parameterized measure in E is a family ν :=
{νt}t∈(0,T ) of Borel probability measures on H such that
t ∈ (0, T ) 7→ νt(B) is L −measurable for all B ∈ B(E) .
We denote by Y(0, T ;E) the set of all parameterized measures.
For computations below, the most important result on parameterized measures is a generalization of
Fubini’s theorem [13]: For every parameterized measure ν = {νt}t∈(0,T ), there exists a unique measure ν on
L(0, T )⊗ B(E) defined by
ν(I ×A) =
ˆ
I
νt(A)dt ∀I ∈ L(0, T ), A ∈ B(E) .
Moreover, for every L(0, T )⊗ B(E)-measurable function h : (0, T )× E → [0,+∞], the function
t 7→
ˆ
E
h(t, ξ)dνt(ξ)
is L(0, T )-measurable and the Fubini integral representation holds:
(4.1)
ˆ
(0,T )×E
h(t, ξ)dν(t, ξ) =
ˆ T
0
(ˆ
E
h(t, ξ)dνt(ξ)
)
dt .
If ν is concentrated on the graph of a measurable function u : (0, T )→ E, then νt = δu(t) for a.e. t ∈ (0, T ),
where δu(t) denotes the Dirac’s measure carried by {u(t)}. In this case, by (4.1):ˆ
(0,T )×E
h(t, ξ)dν(t, ξ) =
ˆ T
0
h(t, u(t))dt .
The following theorem is due to Balder and adapted to the specific case of an interval (0, T ):
Theorem 4.3. [3, Theorem 1]Suppose (vk)k∈N ⊂M(0, T ;E) is tight. Then, there exists a subsequence still
denoted k and a parameterized measure ν = {νt}t∈(0,T ) ∈ Y(0, T ;E) such that for all h ∈ G(0, T ;E)
lim
k
ˆ T
0
h(t,vk(t)) dt ≥
ˆ T
0
ˆ
E
h(t, ξ) dνt(ξ) dt
provided that {
t 7→ h−(t,vk(t))
}
is uniformly integrable.
Moreover, for a.e. t ∈ (0, T ), the measure νt is carried by the set
∞⋂
p=1
{vk(t) : k ≥ p}E
of all limit points of vk(t).
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This theorem is the key ingredient in the following fundamental result by Rossi and Savaré, which will be
generalized in theorem 4.7 below:
Theorem 4.4 (The fundamental theorem for weak topologies). [30] Let {vn}n∈N be a bounded sequence in
Lp(0, T ;H), for some +∞ > p > 1. Then there exists a subsequence k 7→ vnk and a parameterized measure
ν = {νt}t∈(0,T ) ∈ Y(0, T ;H) such that for a.e. t ∈ (0, T )
lim sup
k→∞
‖vnk(t)‖H < +∞, νt is concentrated on L(t) :=
∞⋂
q=1
{vnk(t) : k ≥ q}
w
of weak limit points of {vn}n∈N , and
lim inf
k→∞
ˆ T
0
h(t, vnk(t))dt ≥
ˆ T
0
(ˆ
H
h(t, ξ)dνt(ξ)
)
dt
for every weakly normal integrand h such that h−(·, vnk(·)) is uniformly integrable. In particular,ˆ T
0
(ˆ
H
‖ξ‖pH dνt(ξ)
)
≤ lim inf
k→∞
ˆ T
0
‖vnk‖pH dt ,
and, setting
v(t) :=
ˆ
H
ξdνt(ξ), we have vnk ⇀ v in L
p(0, T ;H) .
Finally, if νt = δv(t) for a.e. t ∈ (0, T ), then
〈vnk , w〉H → 〈v, w〉H in L1(0, T ) ∀w ∈ Lq(0, T ;H),
1
p
+
1
q
= 1 ,
and up to extraction of a further subsequence independent of t (still denoted by vnk)
vnk(t) ⇀ v(t) for a.e. t ∈ (0, T ) .
For the proofs of theorems 1.15-1.9 below, we need the additional limit behavior
(4.2) lim inf
k→∞
ˆ T
0
gunk (t)(vnk(t), vnk(t))dt ≥
ˆ T
0
(ˆ
H
gu(t)(ξ, ξ)dνt(ξ)
)
dt .
as k →∞, where unk(t)→ u(t) for a.e. t ∈ (0, T ). Theorem 4.4 gives us no information whether this holds,
but the original proof gives us strong hints. Thus, in the proof of the following theorem we will shortly
address the main steps of the original proof of 4.4 in [30] as far as needed, while we skip the parts that are
proved identically to 4.4.
Corollary 4.5. As a consequence of definition 1.1-(2), we find for un → u strongly in H˜ and ϕn ⇀ ϕ weakly
in H:
gu(ϕ,ϕ) ≤ lim inf
n→∞ gun(ϕn, ϕn) .
Proof.
‖ϕ‖2g(u) : = gu(ϕ,ϕ)
1.1−(2)
= lim inf
n→∞ gun(ϕn, ϕ) ≤ lim infn→∞ ‖ϕn‖g(un) ‖ϕ‖g(un)
≤ lim inf
n→∞ ‖ϕn‖g(un) lim supn→∞
√
gun(ϕ,ϕ)
1.1−(2)
= lim inf
n→∞ ‖ϕn‖g(un) ‖ϕ‖g(u) .

Corollary 4.6. For a bounded sequence ϕn ∈ H and un → u strongly in H˜, we find ϕn ⇀ ϕ weakly in H iff
g˜un(ϕn) ⇀ g˜u(ϕ) weakly in H, where g˜u is defined through (1.4).
Proof. Let g˜un(ϕn) ⇀ a weakly in H and note that bijectivity of g˜u yields ϕ ∈ H such that a = g˜u(ϕ), i.e.
gun(ϕn, ψ)→ gu(ϕ,ψ) for all ψ ∈ H. As ϕn is bounded, there is a subsequence such that ϕn ⇀ ϕ˜ weakly in
H. The convergence properties of g• yield limn→∞ gun(ϕn, ψ) = gu(ϕ,ψ) = gu(ϕ˜, ψ) for all ψ ∈ H. 
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Theorem 4.7. Let (H0, H˜,H, g) be an entropy space in sense of definition 1.1, {vn}n∈N be a bounded
sequence in Lp(0, T ;H), for some p > 1, and let {un}n∈N be a sequence in Lp(0, T ; H˜), u ∈ Lp(0, T ; H˜) with
un(t) → u(t) for a.e. t ∈ (0, T ). Then there exists a subsequence k 7→ vnk and a parameterized measure
ν = {νt}t∈(0,T ) ∈ Y(0, T ;H) such that for a.e. t ∈ (0, T )
lim sup
k→∞
‖vnk(t)‖H < +∞, νt is concentrated on L(t) :=
∞⋂
q=1
{vnk(t) : k ≥ q}
w
of weak limit points of {vn}n∈N. The sequence vnk and Young measure ν having the properties from theorem
4.4 and the limit behavior (4.2) holds.
Remark 4.8. It is immediate to see that for φn ∈ L2(0, T ;H) with φn ⇀ φ weakly in L2(0, T ;H) and un as
in theorem 4.7, that for vn(t) := g˜−1un(t)(φn(t)) holds
L(t) =
∞⋂
q=1
{
g˜−1un(t)(φn(t)) : k ≥ q
}w
= g˜−1un(t)
( ∞⋂
q=1
{φn(t) : k ≥ q}w
)
for a.e. t ∈ (0, T ). This is, as for any sequence φnk(t) ⇀ φ(t) for t ∈ (0, T ) s.t. unk(t)→ u(t) there holds
g˜−1unk (t)
(φnk(t)) ⇀ g˜
−1
u(t)(φ(t))
due to corollary 4.6.
Proof. In order to proof theorem 4.4, Rossi and Savaré [30] used a trick to circumvent the non-metrizability
of H endowed with the weak topology. The construction can also be found in the book by Brézis [5]. We will
make use of this trick defining the metric space
E˜ :=
{
v = (u, v, w) ∈ H˜ ×H × R : ‖v‖H ≤ w
}
with the distance defined through
d˜(v1,v2) := ‖u1 − u2‖H˜ + |||v1 − v2|||+ |w1 − w2|,
where ||| · ||| is defined with help of a fixed orthonormal basis {em}m∈N of H and
|||v|||2 :=
∞∑
m=1
2−m |〈em, v〉H|2 ∀v ∈ H .
E˜ then is a separable complete metric space. We show that any intersection of closed balls in H˜ × H × R
with E˜ are Borel-subsets of E˜, implying
B ∈ B(H˜ × H × R) ⇒ B ∩ E˜ ∈ B(E˜) .
Thus, any Borel measure on E can be trivially extended to a Borel measure on H˜ × H × R.
To this aim, let B ⊂ H˜ × H × R be a closed ball and consider any sequence (vk)k∈N ⊂ B ∩ E˜ such that
d˜(vk,v) → 0. If vk = (ak, bk, ck), v = (a, b, c), we immediately get ak → a in H˜, bk ⇀ b weakly in H and
ck → c. As B is convex, this implies (a, b, c) ∈ B ∩ E˜.
We will show that the sequence vn := (un, vn, ‖vn‖H) is tight. To this aim, let N be a set of Lebesgue-
measure zero, such that un(t)→ u(t) for all t 6∈ N and consider the function
h(t, (u, v, w)) =

‖v(t)‖2H + |w(t)|2 if t 6∈ N , u ∈ {un(t)}n∈N ∪ {u(t)}
‖v(t)‖2H + |w(t)|2 if t ∈ N , u ∈ {u1(t)}n∈N
+∞ else
.
Then, h ∈ K(0, T ; E˜), as is easy to verify, and
sup
n
ˆ T
0
h(t, (un, vn, ‖vn‖H) = sup
n
ˆ T
0
2 ‖vn‖2H ,
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in particular, vn = (un, vn, ‖vn‖H) is tight. Applying theorem 4.3, we find a subsequence k 7→ vnk =(
unk , vnk , ‖vnk‖H
)
and a parameterized measure µ˜ = {µ˜t}t∈(0,T ) ∈ Y(0, T ; E˜) such that for a.e. t ∈ (0, T ) µ˜t
is concentrated on
L˜(t) =
∞⋂
q=1
{vnk(t) : k ≥ q}
E˜
.
Defining the complete separable metric space
E := {v = (v, w) ∈ H × R : |v| ≤ w} with distance
d(v1,v2) := |||v1 − v2|||+ |w1 − w2|,
from the proof of theorem 3.2 in [30], we find for any measurable set A ∈ B(E) that H˜ × A ∈ B(E˜) and the
measure µ = {µt}t∈(0,T ) ∈ Y(0, T ;E) with
µt(A) := µ˜t(H˜ ×A)
is well defined and concentrated on
L(t) =
∞⋂
q=1
{(
vnk(t),
∣∣vnk(t)∣∣) : k ≥ q}E .
As L˜(t) ⊂ {u(t)} ×L(t) almost surely, we find µ˜(t) = δu(t) × µt a.s. and thus for any h ∈ G(0, T ;E)
lim
k
ˆ T
0
h(t,vk(t)) dt ≥
ˆ T
0
ˆ
E
h(t, ξ) dνt(ξ) dt
provided {
t 7→ h−(t,vk(t))
}
is uniformly integrable.
Defining νt(A) := µt(A × [0,+∞)) for A ⊂ H, we are back in the setting of theorem 4.4 and all other
statements of theorem 4.4 except for (4.2) can be proved like in [30]. Finally, corollary 4.5 yields that
(a, b, c) 7→ ga(b, b) is a normal integrand on E˜ and theorem 4.3 together with the relation νt(A) = µt(A ×
[0,∞)) yields
lim inf
k→∞
ˆ T
0
gunk (vnk(t), vnk(t))dt ≥
ˆ T
0
(ˆ
E˜
gζ(ξ, ξ)dµ˜t(ζ, ξ, η)
)
dt
≥
ˆ T
0
(ˆ
E
gu(ξ, ξ)dµt(ξ, η)
)
dt ≥
ˆ T
0
(ˆ
H
gu(ξ, ξ)dνt(ξ)
)
dt .

Finally, we will need the following theorem by Rossi and Savaré:
Theorem 4.9. [30] Let us suppose S satisfies the chain rule condition (1.16), let v ∈ H1(0, T ;H) be such
that S ◦ v is a.e. equal to a function s of bounded variation and v(t) ∈ D(dlS) for a.e. t ∈ (0, T ).
(1) If ˆ T
0
|d◦l S(v(t)|2 dt < +∞ ,
then
(4.3) s′(t) = 〈ξ, v′(t)〉H ∀ξ ∈ aff(d◦l S(v(t))) .
(2) If µ = {µt}t∈(0,T ) is a Young measure in H satisfyingˆ T
0
ˆ
H
‖ξ‖2H dµt(ξ)dt < +∞, µt(H\dlS(v(t)) = 0 for a.e. t ∈ (0, T ) ,
then
s′(t) =
ˆ
H
〈ξ, v′(t)〉H dµt(ξ) for a.e. t ∈ (0, T ) .
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5. Approximation scheme and Apriori Estimates
We want to construct solutions to (1.11) using the approximation scheme going back to De Giorgi, though
being slightly modified in order to be placed in between the general frameworks [2] and [30].
Thus, let
(
H0, H˜,H, g
)
be an entropy space and S a corresponding entropy functional according to 1.3.
We introduce a modified Moreau-Yosida approximation definingS
∗(σ, v;w, f) :=
‖v − w‖2g(v)
2σ
+ S(w)− 〈f, w〉g(v) ,
Sσ(v; f) := inf
w∈H
S∗(σ, v;w) v ∈ H˜, σ > 0
and note that the infimum is attained due to 1.3-(2), i.e. we can define
(5.1) Jσ(v; f) := argminw∈H S∗(σ, v;w, f), v ∈ H˜ .
Like in [30], we denote vσ the generic element of Jσ(v) and define
d+σ (v; f) := sup
vσ∈Jσ(v;f)
‖vσ − v‖g(v) , d−σ (v; f) := inf
vσ∈Jσ(v;f)
‖vσ − v‖g(v) .
Then, we can get similar estimates on S as in [2, 30], namely
Lemma 5.1. For every v ∈ H and every 0 < σ1 < σ2 there holds
Sσ2(v; f) ≤ Sσ1(v; f) ≤ S(v)− 〈f, v〉g(v) , d(vσ1 , v) ≤ d(vσ2 , v)
d+σ1(v; f) ≤ d−σ2(v; f) ≤ d+σ2(v; f)
In particular, for every v ∈ H there exists an (at most) countable set Nv ⊂ (0, τ∗) such that
d+σ (v; f) = d
−
σ (v; f) ∀σ ∈ (0, τ∗)\Nv .
Finally, for every v ∈ D(S) we have
lim
σ↘0
d+σ (v; f) = 0, lim
σ↘0
Sσ(v; f) = lim
σ↘0
inf
vσ∈Jσ(v;f)
S(vσ) = S(v)− 〈f, v〉g(v)
g ∈ ∇vS(v) ⇒ lim
σ→0
d+σ (v; f)
σ
= 0 .
The proof is the same as for Lemma 4.1 in [30] replacing |a− b| with ‖a− b‖g(v), 〈a, b〉 with 〈a, b〉g(v) and
∂S with ∇S. For similar reasons it is immediate consequence of the proof of Lemma 4.2 in [30], that also
the following Lemma holds:
Lemma 5.2. Under the present assumptions, we have that for every v ∈ D(S), the map σ 7→ Sσ(v) is locally
Lipschitz on (0, τ∗) and for Nv as in Lemma 5.1
d
dσ
Sσ(v; f) = −
d+σ (v; f)2
2σ2
= −d
−
σ (v; f)
2
2σ2
∀σ ∈ (0, τ∗)\Nv .
In particular, we have
(5.2)
‖vσ0 − v‖2g(v)
2σ0
+
1
2
ˆ σ0
0
d+σ (v; f)2
σ2
dσ = S(v)− S(vσ0)
for all σ0 ∈ (0, τ∗) and vσ0 ∈ Jσ0(v; f).
5.1. The approximation scheme. For fixed 0 < T < ∞ and time step 0 < τ < τ∗, there corresponds a
partition of (0, T ) as
t0 := 0 < t1 < · · · < tj < · · · < · · · < tN−1 < T ≤ tN , tj := jτ, N ∈ N .
We set
F τ (t) := F
n
τ =
1
τ
ˆ tj
tj−1
f(s)ds for t ∈ (tj−i, tj ], j = 1, . . . , N
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and note that
τ
∣∣F τ (t)∣∣2 ≤ ‖f‖2L2(tj−1,tj ;H) ∀t ∈ (tj−1, tj)∥∥F τ∥∥2L2(tm,tn;H) ≤ ‖f‖2L2(tm,tn;H) ∀1 ≤ m < n ≤ N
F τ → f as τ → 0 strongly in L2(0, T ;H) .
As for the approximation of u, consider U0τ := u0 for all τ and for any j = 1, . . . , N
(5.3) U jτ ∈ Jτ (U j−1τ ;F jτ ) .
We introduce the piecewise constant interpolant Uτ and the linear interpolant Uτ through
(5.4) Uτ (t) := U jτ , Uτ (t) :=
tj − t
τ
U j−1τ +
t− tj−t
τ
U jτ , t ∈ (tj−1, tj ] ,
as well as the so called De Giorgi variational interpolant U˜τ through U˜τ (0) = u0 and
(5.5) U˜τ (t) ∈ Jσ(U j−1τ , F jτ ) for t = tj−1 + σ ∈ (tj−1, tj ]
in a way that U˜τ is Lebesgue-measurable. The existence of such measurable selection is guarantied by [10]
Corollary III.3, Theorem III.6, as well as by upper continuity of σ 7→ Jσ(U j−1τ , F jτ ) and compacticity of its
values.
Note that this minimality implies
1
τ
〈
U jτ − U j−1τ , ϕ
〉
g(Uj−1τ )
+ 〈dS, ϕ〉H −
〈
F jτ , ϕ
〉
g(Uj−1τ )
3 0 ∀ϕ ∈ H
or, differently:
(5.6) U ′τ (t) + g˜
−1
U¯τ (tj−1)
(
dS(U¯(t)))− F τ (t) 3 0 ∀t ∈ (tj−1, tj ], j = 1, . . . N − 1
For convenience of notation, we write
|U ′τ | (t) :=
1
τ
∥∥U jτ − U j−1τ ∥∥g(Uj−1τ ) for t ∈ (tj−1, tj ]
We finally introduce
(5.7) Θτ (t) :=
U˜τ (t)− U j−1τ
t− tj−1 for t ∈ (tj−1, tj ]
satisfying
(5.8) gUj−1τ (Θτ (t), ϕ) + gUj−1τ (∇Uj−1τ S(U˜τ (t)), ϕ)− gUj−1τ (F jτ , ϕ) 3 0 for t ∈ (tj−1, tj ], ∀ϕ ∈ H
and
(5.9) Gτ (t) :=
d+σ (U j−1τ , F jτ )
σ
≥
∥∥∥U˜τ (t)− U j−1τ ∥∥∥
g(Uj−1τ )
t− tj−1 = ‖Θτ (t)‖g(Uj−1τ ) for t = tj−1 + σ ∈ (tj−1tj ] .
5.2. A priori estimates. Recalling definition 1.5, it is the aim of this section to show that GMM(S, u0) is
not empty, provided S is “good enough”. This will be topic of Lemma 5.5, which is a generalization of lemma
1.6. First, we find a priori estimates for the discrete solutions according to Lemma 5.4 which will be proved
using the following estimate
Lemma 5.3. [30, 4.5] Let B, b and κ be positive constants fulfilling 1− b ≥ 1κ > 0 and let {an} ⊂ [0,∞) be
a sequence satisfying
an ≤ B + b
n∑
k=1
ak ∀n ∈ N .
Then, {an} can be bounded by an ≤ κB exp(κbn).
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Lemma 5.4. Let τ ∈ (0, τ∗/10), let
{
U jτ
}
j∈N, Uτ and Gτ be defined through (5.3), (5.4) and (5.9). Then,
for each couple of integers 1 ≤ i ≤ j we have
(5.10)
1
2
ˆ tj
ti
|U ′τ |2 +
1
2
ˆ tj
ti
G2τ + S(U jτ ) = S(U iτ ) +
ˆ tj
ti
〈
F τ , ϕ
〉
g(Uτ )
.
Moreover, there is a constant C only depending on u0, τ∗ and S0 such that∥∥U¯τ∥∥L∞(0,T ;H) + ‖Uτ‖L∞(0,T ;H) + ∥∥∥U˜τ∥∥∥L∞(0,T ;H) ≤ C ,(5.11)
sup
[0,T ]
(
S(U¯τ ),S(U˜τ )
)
≤ C ,(5.12)
‖U ′τ‖L2(0,T ;H) +
∥∥∥Θ˜τ∥∥∥
L2(0,T ;H)
≤ C ,(5.13) ∥∥U¯τ − Uτ∥∥L∞(0,T ;H) = Cτ1/2 , ∥∥∥U˜τ − Uτ∥∥∥L∞(0,T ;H) = Cτ1/2 .(5.14)
‖Uτ‖L2(0,T ;H0) ≤ C(5.15)
Proof. Equation (5.2) with definition of Gτ yields by choosing t ∈ (tj−1, tj ], σ0 = τ , v = U j−1τ , vσ =
U˜(tj−1 + σ), 0 < σ < τ and uσ0 = U jτ :
(5.16)
∥∥U jτ − U j−1τ ∥∥2g(Uj−1τ )
2τ
+
1
2
ˆ tj
tj−1
G2τ (t) dt = S(U j−1τ )− S(U jτ ) +
ˆ tj
tj−1
〈
F τ , ϕ
〉
g(Uj−1τ )
.
In particular, the last equation yields (5.10) by adding up over the particular subintervals of the partition.
Note that (5.16) also implies∥∥U jτ − U j−1τ ∥∥2H
4τ
≤
√
G∗
(
S(U j−1τ )− S(U jτ ) + τ
∥∥F jτ ∥∥2H)
and similar to [30], for every 0 < τ < τ∗ and every n = 1, . . . , N holds
1
2
‖Unτ ‖2H −
1
2
‖u0‖2H =
n∑
k=1
(
1
2
∥∥Ukτ ∥∥2H − 12 ∥∥Uk−1τ ∥∥2H
)
≤
n∑
k=1
(∥∥Ukτ ∥∥2H − ∥∥Ukτ ∥∥H ∥∥Uk−1τ ∥∥H)
≤
n∑
k=1
∥∥Ukτ ∥∥H ∥∥Ukτ − Uk−1τ ∥∥H ≤ η2τ
n∑
k=1
∥∥Ukτ − Uk−1τ ∥∥2H + τ2η
n∑
k=1
∥∥Ukτ ∥∥2H
≤ 2η
√
G∗
(
S(u0) + S + 1
2τ∗
‖Unτ ‖2H + ‖f‖2L2(0,T ;H)
)
+
τ
2η
n∑
k=1
∥∥Ukτ ∥∥2H
where we used Young’s inequality for some η > 0 and (1.12). Choosing η = τ∗/4 in the last inequality yields
‖Unτ ‖2H ≤ 2 ‖u0‖2H + 2τ∗
√
G∗
(
S(u0) + S + ‖f‖2L2(0,T ;H)
)
+
8τ
τ∗
n∑
k=1
∥∥Ukτ ∥∥2H .
Applying Lemma 5.3 with κ = 5 (i.e. τ < τ∗/10) yields the L∞-bounds on U¯τ and Uτ .
It is straight forward to conclude (5.13) and estimate (5.12) on S(U¯τ ) from (5.10), (1.12), (5.11) and (5.9).
Then, (5.9) and (5.13) yield for all t ∈ (tj−1, tj ]∥∥U j−1τ − Uτ (t)∥∥2g(Uj−1τ ) ≤ τ
ˆ tj
tj−1
|U ′τ (s)|2 ds ≤ Cτ∥∥∥U j−1τ − U˜τ (t)∥∥∥2
g(Uj−1τ )
≤ Cτ .
This yields (5.16), the L∞ bound on U˜ as well as (5.12) for S(U˜).
Finally, note that we obtain by means of (5.6), (5.13), lemma 5.6 and definitions 1.1-(2), 1.3-(3):
2 (G∗)2
∥∥∥F jτ∥∥∥2
g(Uj−1τ )
+
∥∥U jτ − U j−1τ ∥∥2g(Uj−1τ )
τ2
+(S(U jτ ) + 1) & (∥∥dS(U jτ )∥∥2H + |∂S|2 (U jτ ) + S(U jτ ) + 1) & ∥∥U jτ∥∥2H0 ,
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where we write .,& instead of ≤,≥ up to a constant independent on τ and U0. Eventually using (5.6) and
the regularity of g•, this implies for the linear interpolation Uτ and j > 1:ˆ tj
tj−1
‖Uτ‖2H0 . 2τ
(∥∥U jτ∥∥2H0 + ∥∥U j−1τ ∥∥2H0)
. 2τ
∥∥U jτ − U j−1τ ∥∥2g(Uj−1τ )
τ2
+
∥∥∥F jτ∥∥∥2
g(Uj−1τ )
+
(∥∥dS(U jτ )∥∥2H + S(U0) + 1)

+ 2τ
∥∥U j−1τ − U j−2τ ∥∥2g(Uj−2τ )
τ2
+
∥∥∥F j−1τ ∥∥∥2
g(Uj−2τ )
+
(∥∥dS(U j−1τ )∥∥2H + S(U0) + 1)

. τ
(
1
τ
ˆ tj
tj−1
|U ′τ |2 +
1
τ
ˆ tj−1
tj−2
|U ′τ |2 +
∥∥∥F j−1τ ∥∥∥2H + ∥∥∥F j−2τ ∥∥∥H + (S(U0) + 1)
)
and therefore:
ˆ T
0
‖Uτ‖2H0 ≤ C
(ˆ T
0
|U ′τ |2 + τ
∥∥U0τ ∥∥2H0 + (T + τ) (S(U0) + 1) + ‖f‖L2(0,T ;H)
)
,
with C not depending on τ or U0, yielding (5.15) through (5.10). 
Lemma 1.6 is a consequence of the following more detailed result:
Lemma 5.5. Let
(
H0, H˜,H, g
)
be an entropy space and S a corresponding entropy functional and let the
data satisfy u0 ∈ H0. Then, GMM(S, u0) is not empty. In particular, we find a sequence k 7→ τk ↘ 0 of
timesteps, u ∈ H1(0, T ;H), a non-increasing function ϕ : [0, T ]→ R and two parameterized Young-measures
µ = {µt}t∈(0,T ), ν = {νt}t∈(0,T ) on H, such that as k →∞:
U¯τk , Uτk , U˜τk → u strongly in L∞(0, T ;H) ,(5.17)
U ′τk ⇀ u
′ weakly in L2(0, T ;H) ,(5.18)
Uτk ⇀ u weakly in L
2(0, T ;H0), Uτk → u strongly in L2(0, T ; H˜)(5.19)
U¯τk(t)→ u(t) in H˜ for a.e.t ∈ (0, T ) .(5.20)
S(U¯τk(t))→ ϕ(t) ≥ S(u(t)) for a.e. t ∈ [0, T ]
ϕ(0) = S(u0)
(5.21)
µ resp. ν are the limit Young measures associated with U ′tk , resp. Θ˜τk ,
and µt, νt are concentrated on f − g˜−1u (dlS(u(t))) for a.e. t ∈ (0, T ) ,
(5.22)
1
2
ˆ t
s
(ˆ
H
gu(ξ, ξ) dµr(ξ) +
ˆ
H
gu(ξ, ξ) dνr(ξ)
)
dr + ϕ(t) ≤ ϕ(s) +
ˆ t
s
〈f, u′〉g(u) for a.e. 0 ≤ s < t ≤ T
(5.23)
1
2
ˆ t
s
(ˆ
H
lim inf
k→∞
∣∣U ′τk(r)∣∣2 dr + ˆH gu(ξ, ξ) dνr(ξ)
)
dr + ϕ(t) ≤ ϕ(s) +
ˆ t
s
〈f, u′〉g(u) for a.e. 0 ≤ s < t ≤ T
(5.24)
Proof. Equation (5.13) together with
‖Uτ (t)− Uτ (s)‖H ≤ |t− s|1/2 ‖U ′τ‖L2(0,T ;H)
yields equicontinuity of {Uτ} for 0 < τ ≤ τ∗/10. As u 7→ S(u) + 12τ ‖u‖2H has compact sublevels, estimates
(5.11), (5.12) yield relative compactness of {Uτ (t)}τ for all t ∈ (0, T ]. The Arzela-Ascoli theorem then yields
relative compactness of {Uτ}τ in C([0, T ];H).
Estimates (5.11) and (5.14) then clearly yield convergence of (a subsequence of ) Uτk , U¯τk and U˜τk in
L2(0, T ;H) to a function u with u ∈ H1(0, T ;H) where U ′τk ⇀ u′ weakly in L2(0, T ;H). Also, due to (5.15),
GRADIENT FLOWS ON HILBERT MANIFOLDS AND THE CAHN-HILLIARD EQUATION 20
we get for a further subsequence Uτk ⇀ u weakly in L2(0, T ;H0) and by the Aubin-Lions theorem Uτk → u
strongly in L2(0, T ; H˜). Passing to a further subsequence, we find Uτk(t)→ u(t) pointwise in H˜.
Due to the pointwise convergence in H˜ almost everywhere of the subsequence Uτk , Egorov’s theorem 2.1
yields for all ε > 0 a compact set Kε ⊂ (0, T ) with L((0, T )\Kε) < ε such that ‖Uτk − u‖H˜ → 0 uniformly
on Kε. Note that by construction, Uτk ∈ C([0, T ]; H˜) and thus Uτk → u in C(Kε; H˜).
Using the Arzela-Ascoli theorem, we find for each ε˜ > 0 and each t ∈ Kε a constant δ(t) > 0 such that
‖Uτk(t1)− Uτk(t2)‖H˜ < ε˜2 for t1, t2 ∈ Bδ(t)(t) ∩ Kε and all k ∈ N, where Bδ(t)(t) = (t − δ(t), t + δ(t)).
We find t˜1, . . . , t˜m, m < ∞, such that Kε ⊂
⋃m
i=1Bδ(t˜i)/2(t˜i) and note that for τk < mini=1,...,m δ(t˜i)/2∥∥U¯τk(t)− Uτk(t)∥∥H˜ < ε˜ for all t ∈ Kε. Thus, U¯τk(t) → u(t) in H˜ for all t ∈ Kε and U¯τk → u in L2(Kε; H˜).
As ε→ 0, we therefore find U¯τk(t)→ u(t) in H˜ for a.e. t ∈ (0, T ) as k →∞.
For later purpose, we note that
(5.25) lim
k→∞
ˆ T
0
gU¯τk (t)
(U ′τk(t), ψ(t)) dt =
ˆ T
0
gu(u
′(t), ψ(t)) dt ∀ψ ∈ L2(0, T ;H) ,
which holds as
⋃
ε>0
{
χKεψ : ψ ∈ L2(0, T ;H)
}
is dense in L2(0, T ;H) and the functionals ´ T
0
gU¯τk (t)
(U ′τk(t), ψ(t)) dt
are uniformly bounded.
Like in the proof of proposition 4.7 in [30] Helly’s theorem (compare e.g. for [2] Lemma 3.3.3) and the
lower semicontinuity of S yield the existence of ϕ satisfying (5.21).
As for the definitions (5.4) and (5.7), we find with the above estimates and (5.9) as well as theorem
4.7 two Young measures µ,ν ∈ Y(0, T ;H) associated with U ′τk and Θτk such that U ′τk ⇀
´
H ξdµt(ξ) and
Θτk ⇀
´
H ξdνt(ξ) weakly in L
2(0, T ;H). Our final aim is now to identify the sets of concentration of µ,ν
and to proof estimates (5.23)-(5.24):
We find with help of theorem 4.7 and corollary 4.5 that
lim inf
k→∞
ˆ T
0
gU¯τk
(U ′τk , U
′
τk
) ≥
ˆ T
0
ˆ
H
gu(ξ, ξ) dµt(ξ) and lim inf
k→∞
ˆ T
0
G2τk ≥
ˆ T
0
ˆ
H
gu(ξ, ξ) dνt(ξ) .
Also, with help of (5.6) and (5.8) as well as corollary 4.6 and remark 4.8, we find that µt, νt are concentrated
on f(t)− g˜−1u(t)(dlS(u(t))) for t ∈ Kε for all ε > 0. As ε was arbitrary, we find that (5.23)-(5.24) hold. 
Finally, we state and prove the technical lemma:
Lemma 5.6. If uσ ∈ Jσ(v; f), then uσ ∈ D (|∂S|),
|∂S|2 (uσ) ≤ 2 (G∗)2
(‖uσ − v‖2g(v)
σ2
+ ‖f‖2H
)
.
Proof. Starting from (5.1), we check that
S(uσ)− S(w) ≤ 1
2σ
(
‖v − w‖2g(v) − ‖uσ − v‖2g(v) + 2σ 〈f, uσ − w〉g(v)
)
≤ 1
2σ
‖uσ − w‖g(v)
(
‖w − v‖g(v) + ‖uσ − v‖g(v) + 2σ ‖f‖
)
for all w ∈ D(S). Dividing this equation by ‖uσ − w‖g(v) yields
|∂S| (uσ) = lim sup
w→uσ
|S(uσ)− S(w)|
‖uσ − w‖g(uσ)
= lim sup
w→uσ
|S(uσ)− S(w)|
‖uσ − w‖g(v)
lim sup
w→uσ
‖uσ − w‖g(v)
‖uσ − w‖g(uσ)
≤
(‖uσ − v‖g(v)
σ
+ ‖f‖H
)
lim sup
w→uσ
‖uσ − w‖g(v)
‖uσ − w‖g(uσ)
≤
(‖uσ − v‖g(v)
σ
+ ‖f‖H
)
(G∗) .

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6. Proof of Existence Theorems
Proof of theorem 1.7. Suppose SH˜ ≡ 0. Take an arbitrary limit function u of lemma 5.5 and let Uτk , U¯τk be
the corresponding sequence of discrete solutions. Due to theorem 4.4, the Young measure µ satisfies
U ′τ ⇀
ˆ
H
ξdµt(ξ) weakly in L2(0, T ;H) .
As U ′τ ⇀ u′ weakly in L2(0, T ;H) and µ is concentrated on f − g˜−1u (dlS), we find u′ ∈ f − g˜−1u (dlS), as this
is a convex set. As gu(ξ, ξ) is convex in ξ for any u ∈ H˜, we furthermore have by Jensens’ inequality
gu(u
′, u′) ≤
ˆ
H
gu(ξ, ξ)dµt(ξ) .
Also, since ν is concentrated on f − g˜−1u (dlS), we find
|(f −∇lS(u))◦|2 ≤ inf
ϕ∈f−∇lS(u)
gu(ϕ,ϕ) ≤ gu(
ˆ
H
ξdνt(ξ),
ˆ
H
ξdνt(ξ)) ≤
ˆ
H
gu(ξ, ξ)dνt(ξ) .
Finally, if continuity condition 1.13 holds, we find ϕ(t) = S(u(t)) for a.e. t ∈ (0, T ). This concludes the proof
in the simple case.
On the other hand, suppose now, S 6≡ 0. It only remains to note that by (5.20)
lim
τ→0
SH˜(Uτ (t)) = SH˜(u(t)) for a.e. t ∈ (0, T ) .

Proof of theorem 1.8. Like in the proof of lemma 5.5, using the notations
Ugτk := g˜U¯τ (tj−1)(U
′
τk
), Θgτk := g˜U¯τ (tj−1)(Θτk), ∀t ∈ (tj−1, tj ], j = 1, . . . N − 1
inclusions (5.6) and (5.8) can equally be interpreted as
Ugτk ∈ g˜Uτ (F τ )− dS(Uτk(tj)), Θgτk ∈ g˜Uτ (F τ )− dS(U˜τk(tj)) .
Due to theorems 4.4 and 4.9, corollary 4.6 and lemma 5.5, we find weak limit functions
Ug(t) =
ˆ
H
ξdµ˜t(ξ) , Θ
g(t) =
ˆ
H
ξdν˜t(ξ)
such that Ugτk ⇀ U
g and Θgτk ⇀ Θ
g weakly in L2(0, T ;H) with Young measures µ˜ = {µ˜t} and ν˜ = {ν˜t}
being concentrated on g˜u(t)(f(t)) − dlS(u(t)). Furthermore, (5.25) yields Ug(t) = g˜u(t)u′(t) and similar for
all weak limit points. Thus, we evidently find
(6.1)
ˆ
H
g˜u(t)(ξ)dµt(ξ) =
ˆ
H
ξdµ˜t(ξ) ,
ˆ
H
g˜u(t)(ξ)dνt(ξ) =
ˆ
H
ξdν˜t(ξ)
We use inequality (5.23) together with (1.2) and the Lebesgue differentiation theorem to get for a.e. s ∈ (0, T )
1
2
√
G∗
−1
(ˆ
H
‖ξ‖2H dµ˜t(ξ) +
ˆ
H
‖ξ‖2H dν˜t(ξ)
)
≤ −ϕ′(t) .
Since (1.13) holds, we know ϕ = S ◦ u a.e. in (0, T ) and (1.16) yields through theorem 4.9 and (5.22)
(6.2) ϕ′(t) =
ˆ
H
〈
g˜u(t)(f)− ξ, u′(t)
〉
H dν˜t(ξ) =
ˆ
H
〈
g˜u(t)(f − ξ), u′(t)
〉
H dνt(ξ)
=
ˆ
H
〈f − ξ, u′(t)〉g(u(t)) dνt(ξ) = 〈f − θ(t), u′(t)〉g(u(t))
with θ(t) =
´
H ξdνt(ξ). Combining (6.2) with the localized version of (5.23):
1
2
(ˆ
H
gu(ξ, ξ) dµt(ξ) +
ˆ
H
gu(ξ, ξ) dνt(ξ)
)
+ ϕ′(t)− f ≤ 0
yields
1
2
(ˆ
H
gu(ξ, ξ) dµt(ξ) +
ˆ
H
gu(ξ, ξ) dνt(ξ)
)
≤ 〈θ(s), u′(s)〉g(u(s)) for a.e. t ∈ (0, T ) .
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We furthermore have u′(t) =
´
H ηdµt(η) andˆ
H
‖ξ − θ‖2g(u) dνt(ξ) =
ˆ
H
‖ξ‖2g(u) dνt(ξ)− ‖θ‖2g(u)ˆ
H
‖η − u′‖2g(u) dµt(η) =
ˆ
H
‖η‖2g(u) dµt(η)− ‖u′‖2g(u)
yielding finally ˆ
H
‖ξ − θ‖2g(u) dνt(ξ) +
ˆ
H
‖η − u′‖2g(u) dµt(η) + ‖u′ − θ‖2g(u) ≤ 0 .
In particular,
u′(t) = θ(t) ∈ f −∇lS(u(t)) , µt = νt = δu′(t) for a.e. t ∈ (0, T )
since µt, νt are concentrated on f − ∇lS(u(t)) for a.e. t ∈ (0, T ) and u is a strong solution to (1.11) and
satisfies (1.19).
Now, (4.3) and (6.1) yield
ϕ′(t) = 〈f(t)− u′(t), u′(t)〉g(u(t)) = 〈ξ, u′(t)〉g(u(t)) ∀ξ ∈ f(t)− g˜−1u
(
aff(dlS(u(t))
)
for a.e. t ∈ (0, T ) .
Thus, denoting Kt := f − g˜−1u
(
aff(dlS(u(t))
)
, u′(t) satisfies
u′(t) ∈ Kt, 〈u′(t), u′(t)− η〉g(u(t)) = 0 ∀η ∈ Kt,
which yields (1.17). The remaining statements are proved the same way as Theorem 2 in [30] replacing |·| by
‖·‖g(u). 
Proof of theorem 1.9. We make use of theorem 1.8 to get that u is a solution to (1.11) with u(0) = u0 and
for almost all t ∈ (0, T ), (1.17)-(1.18). Finally, (1.22) follows from (1.20) similar to the proof of theorem 3 in
[30] with ‖·‖H replaced by ‖·‖g(u(t)) and 〈·, ·〉H replaced by 〈·, ·〉g(u(t)). 
7. The Assumption of Maximum Rate of Entropy Production for Reaction Diffusion
Systems
We will now summarize the ideas by Rajagopal and Srinivasa [27] of the maximization of the rate of entropy
production and follow the outline of [17] by applying the method directly to reaction diffusion systems. Note
that this has been carried out in much greater detail in Heida, Málek and Rajagopal [19, 20] as well as in
Heida [16, 17].
Then, we will provide a theoretical link between these formal calculations and the theory of gradient flows
and show that such systems automatically fall into the pattern of curves of maximal slope. To this aim, we
will, however, stay in a more simple setting than in [16, 19, 20, 17], in particular, the energy flux will be of
much simpler structure.
7.1. Formal calculations. Thus, following Callen [9], we assume the existence of a specific entropy η as
a differentiable function of the internal energy e and the state variables C = (ci)i=1,...,J . In particular, we
assume η = η˜(e,C) with η˜ being increasing with respect to e. The temperature is given through ϑ :=
(
∂η˜
∂e
)−1
and the time derivative of η is
(7.1) ∂tη = ϑ−1∂te+
J∑
i=0
∂η˜
∂ci
∂tci
Inserting the energy and mass balance equations of the form
∂tci + div ji =
+
ci, ∂te− divh = 0
into (7.1) we obtain an equation describing the evolution of the entropy with time and which is of the form
(7.2) η˙ − div q = ξ ,
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where
ξ = −
∑
i
ji · ∇µi −
∑
i
+
ci µi + h · ∇ϑ
ϑ2
,(7.3)
q = h+
∑
i
µi ji .(7.4)
In (7.2), q is an entropy flux and ξ is the rate of entropy production. Although this is physically slightly
improper, we also denote ξ as the rate of entropy production. The second law of thermodynamics then in
particular implies
ξ ≥ 0
for all times.
Brought into the language of the present article, Rajagopal and Srinivasa [27] assumed that the rate of
entropy production can be prescribed by a nonnegative function ξ˜ such that the second law of thermodynamics
is automatically fulfilled:
(7.5) ξ = ξ˜(J , C) ≥ 0, J = (j1, . . . jJ ,h), C = (
+
c1, . . .
+
cJ) .
The choice of such a constitutive relation is not an easy task and requires apriori knowledge (or at least well
justified hypotheses) on the dissipative processes in the particular material under consideration. Of course,
with respect to (7.3), ξ˜ also has to fulfill the equality
(7.6) ξ˜(J , C) = −
∑
i
ji · ∇µi −
∑
i
+
ci µi + h · ∇ϑ
ϑ2
,
Rajagopal and Srinivasa claimed that constitutive equations for J can be obtained maximizing with respect
to the thermodynamical fluxes, the maximization problem reads
max
J ,C
ξ˜ (J , C) provided (7.6) holds.
We will not dig into the details of a rather trivial calculation to note that for a simple choice
(7.7) ξ˜(J , C) =
∑
i
α−1i |ji|2 +
∑
i
β−1i
(
+
ci
)2
+ κ−1 |h|2
would lead to the set of constitutive equations
(7.8) ji = −αi∇µi,
+
ci= −βiµi, h = κ
ϑ
∇ϑ
Now, for two sets of variables (c1i , e1) and (c2i , e2) satisfying equations of the form
∂tc
j
i + div j
j
i =
+
c
j
i , ∂te
j − divhj = 0 for j = 1, 2
with boundary conditions
(7.9) q · nΓ = 0 , ji · nΓ = 0 , h · nΓ = 0
we define the (not necessarilly uniquely defined) bilinear form
g
(
(∂tc
1
i , ∂te
1), (∂tc
2
i , ∂te
2)
)
:=
ˆ
Ω
∑
i
α−1i |ji|2 +
∑
i
β−1i
(
+
ci
)2
+ κ−1 |h|2 .
It is interesting to note that with
S :=
ˆ
Ω
η ,
integrating (7.2) over Ω with boundary conditions q ·nΓ = 0, ji ·nΓ = 0, h ·nΓ = 0 we obtain the evolution
equation
d
dt
S = −g ((∂tci, ∂te), (∂tci, ∂te)) .
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It is important to note that in the above quadratic setting, the choice of ξ˜(. . . ) is not limited to (7.7).
Indeed, let ξ˜(J , C) = ξ˜1(J ) + ξ˜2(C) any positive definite matrices Ai = QTi DiQi (of correct dimension) with
orthogonal matrices Qi and a diagonal matrices Di for i = 1, 2 would define strictly positive ξ˜i(·) via
ξ˜1(J ) = 1
2
J TA1J = 1
2
J TQ D1JQ , ξ˜2(C) =
1
2
CTQD2CQ
where JQ = Q1J , CQ = Q2C. We may then proceed following the above ansatz.
Example 7.1. (See [17, Appendix A]) We consider a single diffusion system without reaction terms, i.e.
+
ci= 0. In what follows, we write I3 for the identity in R3. Let a1,a2 ∈ R3 be two vectors in the three
dimensional space. Then, by a :=
(
a1
a2
)
we denote the element a ∈ R6 such that the first three coordinates
are given by a1 and the last three coordinates are given by a2. Similar, for Ai ∈ R3×3, i ∈ {1, . . . , 4}, we
identify (
A1 A2
A3 A4
)
∈ R6×6
in an obvious way. Now, we assume that the system is given by two incompressible fluids of equal density,
i.e. we restrict to one single component in the equations: c := c1. Then, we are interested in a system
∂tc+ div j = 0, ∂tE − divh = 0
where we assume for E a constitutive equation of the form E = ϑ˜(η, c). Thus, with µ := ∂E∂c , the rate entropy
production takes the form
ξ = h · ∇ϑ− j · ∇µ, q = h− µj .
Now, we assume that
ξ˜(j, q) =
(
j
q
)T
QT
(
I 0
0 2I
)
Q
(
j
q
)
, Q =
(
sinϕI cosϕI
− cosϕI sinϕI
)
,
such that Q is an orthogonal matrix. Thus, with
J =
(
J1
J2
)
:=
(
sinϕj + cosϕq
− cosϕj + sinϕq
)
, A =
(
A1
A2
)
:=
( − sinϕ∇µ+ cosϕ∇ϑ
+ cosϕ∇µ+ sinϕ∇ϑ
)
we find
ξ = A · J and ξ˜(J) = JT
(
I 0
0 2I
)
J .
Finally, we find
(7.10) J =
(
I 0
0 12 I
)
A , and
(
j
q
)
= QTJ =
( −∇µ+ 12 cosϕ sinϕ∇ϑ∇ϑ− 12 cosϕ sinϕ∇µ
)
.
These relations show the structure of Fick’s original equations (see also Truesdell [31] Appendix 5B, equation
(5B.4.1)).
Remark 7.2. Note that a shift S  S+´
Ω
Ce with C ∈ R constant does not affect the constitutive equations
in (7.8) or (7.10) as (7.1) would be replaced by
∂tη =
(
ϑ−1 + C
)
∂te+
J∑
i=0
∂η˜
∂ci
∂tci .
7.2. The Link to Gradient Flows. The following theory will provide the theoretical link between gradient
flows and the above maximization of the rate of entropy production. The link may not be understandable that
easily, so we will carry it out in full detail in section 8.1 using a concrete example. We consider a Hilbert space
H with scalar product 〈·, ·〉H and norm ‖·‖H and assume the existence of a lower semicontinuous mapping
g• : H → B(H), u 7→ gu(·, ·)
having the property (1.2) with G∗ being independent on u.
We define for any a < b ∈ R and any function γ ∈ C1([a, b];H) the length L(γ) through
L(γ) :=
ˆ b
a
√
gγ(t)(∂tγ(t), ∂tγ(t)) dt
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and find that for any a′ < b′ ∈ R and any strictly monotone continuously differentiable mapping s : [a′, b′]→
[a, b] with γ∗ := γ ◦ s there holds L(γ∗) = L(γ).
This makes it possible to define a corresponding metric
d(x, y) := inf
γ∈C1([0,1];H)
γ(0)=x,γ(1)=y
L(γ) .
Note that the definition of L(·) and d(·, ·) allow for γ ∈ AC(0, 1;H). In particular, the path of minimal length
connecting two elements of H is in AC(0, 1;H).
As a consequence of the lower semicontinuity of g•, lower semicontinuity of gu(·.·) for all u ∈ H, as well
as Theorems 2.4.3 and 2.7.6 of [7], the space H together with d(·, ·) forms a length space in the sense of the
following definition:
Definition 7.3. A length space is a metric space with a length function L(·) and a distance function d(·, ·)
having the following properties
L : AC([0, 1],H)→ R
γ 7→
ˆ 1
0
|γ′(t)| dt, |γ′(t)| := lim sup
ε→0
d(γ(t), γ(t+ ε))
|ε|
d(x, y) = inf {L(γ) : γ(0) = x, γ(1) = y} .
The most important formal consequence of this abstract result is the equivalence
|γ′(t)| =
√
gγ(t)(∂tγ(t), ∂tγ(t)) = ‖∂tγ(t)‖g(γ(t)) .
Remark 7.4. As stated in section 3.2, this does not necessarily apply to g• from the examples in section 3 as
those may not be lower semicontinuous with respect to ‖·‖H.
Corollary 7.5.
lim
w→u
‖u− w‖g(u)
d(u,w)
= 1
Proof. This is a consequence of the Lipschitz continuity of g•, definition of L(·) and
lim
w→u
‖u− w‖g(u)
d(u,w)
= lim
w→u
L(γw)
d(u,w)
· lim
w→u
‖u− w‖g(u)
L(γw)
= 1 · 1 ,
where γw(t) = u+ (w − u)t and the first limit on the right hand side is due to [7], Corollary 2.7.5. 
Let S : H → (−∞,+∞] be a proper lower semicontinuous functional. The last corollary shows that the
following definition of the local slope |∂S| of S at u ∈ D(S) coincides with (1.9)
(7.11) |∂S| (u) := lim sup
w→u
(S(u)− S(w))+
d(u,w)
,
As we can easily calculate [2] that for any curve γ ∈ AC(−1, 1;H)
(7.12) |(S ◦ γ)′(t)| =
∣∣∣∣ limh↘0 S(γ(t+ h))− S(γ(t))h
∣∣∣∣ ≤ |∂S| (γ(t)) |γ′(t)| ,
we find
(7.13) − |(S ◦ γ)′(t)| ≥ −1
2
|∂S|2 − 1
2
|γ′(t)|2 .
Definition 7.6. We say that a locally absolutely continuous curve γ : (a, b)→ H is curve of maximal slope
for the functional S with respect to |∂S| if S ◦ γ is a.e. equal to a non-increasing map s and
(7.14) s′(t) ≤ −1
2
|∂S|2 − 1
2
|γ′(t)|2
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As a consequence of (7.13) and (7.14), any curve of maximal slope satisfies
(7.15) −s′(t) = |∂S|2 = |γ′(t)|2 .
For the mathematical theory of curves of maximal slope, refer to [2].
Furthermore, under the additional assumption that
(7.16) dS(u) is single valued for all u ∈ H
|γ′(t)|2 is maximal in the sense that if there is another absolutely continuous curve γ˜ : (a, b) → H with
γ(t0) = γ˜(t0) such that the second equality in (7.15) still holds for |γ˜′(t)| (i.e. − |(S ◦ γ˜)′(t)| = − |γ˜′(t)|2 ),
but with |γ˜′(t)|2 > |γ′(t)|2, we naturally recover (7.13), i.e.
(7.17) − |(S ◦ γ˜)′(t)| ≥ −1
2
|∂S|2 − 1
2
|γ˜′(t)|2
but on the other hand
− |(S ◦ γ˜)′(t)| = −1
2
|γ˜′(t)|2 − 1
2
|γ˜′(t)|2 < −1
2
|γ˜′(t)|2 − 1
2
|γ′(t)|2 = −1
2
|γ˜′(t)|2 − 1
2
|∂S|2 ,
contradicting (7.17). Thus, γ satisfies
(7.18) ∂tγ(t) = argmaxs∈H
{
gγ(t)(s, s) : gγ(t)(s, s) = −〈dS(γ(t)), s〉H
} ∀t ∈ (−1, 1) .
Now, assume that γ ∈ AC(−1, 1;H) satisfies (7.18): We clearly find for λ = 2 that
gγ(t)(s, s)− λ
(
gγ(t)(s, s) + 〈dS(γ(t)), s〉H
)
has a local extremum in ∂tγ(t). Thus, ∂tγ(t) is the global minimizer of
1
2
gγ(t)(s, s) + 〈dS(γ(t)), s〉H
meaning
gγ(t)(∂tγ(t), φ) = −〈dS(γ(t)), φ〉H
which by (7.12) finally yields (7.15) and (7.14). Note that definition (1.6) enables us to write the last equality
as
(7.19) ∂tγ(t) = −∇S(γ(t))
Thus, we have shown the following Lemma:
Lemma 7.7. Assuming (7.16), a curve γ ∈ AC(−1, 1;H) is a solution of the gradient flow equation
∂tγ = −∇S(γ)
(or equivalently a curve of maximal slope) if and only if its derivative satisfies (7.18).
The last lemma is important in order to understand the relation between the formal calculations from
section 7 and the rigorous calculations from section 8 below.
Note that in case ∇S is set-valued, (7.19) is reformulated into
(7.20) ∂tγ(t) ∈ −∇S(γ(t))
8. Multiphase Allen-Cahn and Cahn-Hilliard Equations
We will now provide a functional analytic approach to the method sketched in section 7. The approach is
closely related to recent works by the author [17] and Heida, Málek and Rajagopal [20, 19].
The necessity to study combinations of Allen-Cahn and Cahn-Hilliard equations for multiphase flow stems
from physics: The Allen-Cahn equation describes phase transitions, e.g. water-ice, whereas the Cahn-Hilliard
equation describes phase separation, e.g. air-water. Coupled to transport and Fouriers law, these equations
enable us to model complex interactions like water-ice-air-vapor, even with dynamic boundary conditions
and on multiple scales (see Heida [16, 18]).
We will start with some preliminary calculations in order to keep the proofs of the theorems below as
readable as possible. In particular, we will prove a generalized version of 3.2 on the subgradients of S to the
n components. However, for simplicity, we have to restrict to some very special classes of functionals. As
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mentioned in the introduction, physical entropy is concave, which is why we deal with the negative of the
entropy. We then face the problem that negative entropy S of the form
S =
ˆ
Ω
η(e, . . . )
shows the sublinear behavior η(e, · · · ) → −∞, ∂η∂e (e, . . . ) → 0, thus not necessarily showing compactness of
sublevels claimed in 1.3. As announced in remark 7.2, in a L1-setting, we eventually could circumvent this
problem by shifting S  S + ´
Ω
Ce with C ∈ R being constant.
However, for L2-theory, this is not enough, as the L2-norm of dS could not provide sufficient regularity
for e to determine the set dlS or an estimate on ‖e‖L2(0,T ;H1
(0)
(Ω)). Therfore, we have to make the unphysical
assumption that lime→+∞ e−2 ∂η∂e > 0. Finally, note that all calculations in 8.1-8.2 will be rigorous, though
they might look formal.
8.1. A simple case. In order to keep calculations as readable as possible, we first restrict to a dependence
of S on energy e and mass concentration c of one of two chemical components. We assume that chemical
reactions take place, i.e. it makes sense to consider H1(Ω) instead of H1(0)(Ω). Thus, following section 3, we
place ourselves in H := H∗(Ω)×H−1(0) with D(S) = H1(Ω)× L2(Ω). Below, we will see that the best choice
for H˜ and H0 are
H˜ = H1(Ω)× L2(0)(Ω) , H0 = H2(Ω)×H1(0)(Ω) .
In particular, we think of
S : H → R, (c, e) 7→
ˆ
Ω
η(c,∇c, e), η(c,∇c, e) = s0(c) + s1(c, e) + e+ σ
2
|∇c|2 ,
s0 having the properties like in definition (3.1) and s1 ∈ C1(R× R+;R+) with
(8.1)
lim inf
y→+∞
s1(x, y)
y2
> 0 , and lim
y↘0
∂ys1(x, y) = −∞ ∀x ∈ R
|∂1s1(x, y)|+
∣∣∂21s1(x, y)∣∣ < C, ∂21s1(x, y) ≤ 0, ∂22s1(x, y) ≥ 0 ∀(x, y) ∈ R2
for all (x, y) ∈ R× R+.
Furthermore, note that due to the regularity of s1 and the considerations in section 3.1, we find that S is
strongly-weakly closed in the sense of (1.23) and therefore, theorem 1.8 is applicable for any suitable metric
g.
Existence of compact sublevels in the sense of 1.3-(2) is easy to check from the definition of S.
Definition 8.1. Let L2 := L2(Ω) × L2(0)(Ω). We denote DL2S(u) the set of all δu ∈ L2 such that for all
φ ∈ L2 and all γ ∈ H1(−1, 1;L2) with γ(0) = u and γ′(0) = φ holds
(8.2) 〈δu, φ〉L2(Ω) ≤ limt→0
1
t
(S(γ(t))− S(u)) .
Moreover, we denote by Pe and Pc the projections on the e and c coordinates of L2(Ω)2 and say δc ∈ δSδc (u)
iff (8.2) holds for all φ ∈ Pc(L2) and likewise for δe ∈ δSδe . Clearly, δSδc = Pc(DL2S) and δSδe = Pe(DL2S).
In terms of section 7, we search for solutions
∂tc+ div j =
+
c , ∂te− divh = 0 ,
where
j = −A(. . . )∇δS
δc
,
+
c= −B(. . . )δS
δc
, h = κ(. . . )∇δS
δe
.
Clearly, δSδc = Pc(DL2S) and δSδe = Pe(DL2S). Note that
δS
δc
=
∂s0(c)
∂c
+
∂s1(c, e)
∂c
− σ∆c, δS
δe
=
∂η0(c, e)
∂e
.
Note that lemma 3.2 as well as the properties of s0 and s1 yield δSδc ∈ L2(Ω). Now, let A, κ ∈ C0,1(R×R3 ×
R;R3×3) be Lipschitz-continuous with constants 0 < C− ≤ C+ such that
C− |ξ|2 ≤ ξ · (A(·)ξ) ≤ C+ |ξ|2 , C− |ξ|2 ≤ ξ · (κ(·)ξ) ≤ C+ |ξ|2 , for all parameters .
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Furthermore, let B ∈ C0,1(R×R3 ×R;R) be Lipschitz with 0 < C− ≤ B ≤ C+. Then, we define A, κ, B as
functionals
A•, κ• : H˜ → L∞(Ω)3×3
(c, e) 7→ A(c,e)(·) := A(c(·),∇c(·), e(·))
7→ κ(c,e)(·) := κ(c(·),∇c(·), e(·)) ,
B• : H˜ → L∞(Ω)
(c, e) 7→ B(c,e)(·) := B(c(·),∇c(·), e(·)) .
For any s˜ := (sc, se) ∈ H, we then solve the equations
(8.3)
−sc = div (A(c,e)∇pcs˜)−B(c,e)pcs˜ on Ω ,
(
A(c,e)∇pcs˜
) · nΓ = 0 on Γ ,
−se = div
(
κ(c,e)∇pes˜
)
on Ω ,
(
κ(c,e)∇pes˜
) · nΓ = 0 on Γ ,
with pcs˜ ∈ H1(Ω), pes˜ ∈ H1(0)(Ω).
Corollary 8.2. For any sequences (cn, en)→ (c, e) strongly in H˜ and s˜n ⇀ s˜ weakly in H, the corresponding
sequence
(
pcs˜n , p
e
s˜n
) ∈ H1(Ω) ×H1(0)(Ω) is bounded by C ‖s˜n‖H with some constant C, and weakly converges
towards (pcs˜, p
e
s˜).
As pcs˜ and p
e
s˜ are uniquely determined, so is the expression
g(c,e) (s˜1, s˜2) :=
ˆ
Ω
(∇pcs˜1 · (A(c,e)∇pcs˜2)+B(c,e)pcs˜1pcs˜2 +∇pes˜1 · (κ(c,e)∇pes˜2)) .
As trivial consequence of lemma 2.3 we get:
Corollary 8.3. There are constants G− and G+ such that G− ‖s˜‖H ≤ g(c,e) (s˜, s˜) ≤ G+ ‖s˜‖H independent
on (c, e) ∈ H˜.
Next, note that
g(c,e) (s˜1, s˜2) =
ˆ
Ω
(−∇ · (A(c,e)∇pcs˜1) pcs˜2 +B(c,e)pcs˜1pcs˜2 +∇ · (κ(c,e)∇pes˜1) pes˜2)
=
ˆ
Ω
(
s1,cp
c
s˜2 + s1,ep
e
s˜2
)
(8.4)
In order to verify 1.1-(2) note that for (cn, en) → (c, e) strongly in H˜ and s˜n ⇀ s˜ weakly in H, we get for
any fixed s˜∗ ∈ H due to corollary 8.2:
lim
n→∞ g(cn,en) (s˜∗, s˜n) = limn→∞
ˆ
Ω
(
s∗,cpcs˜n + s∗,ep
e
s˜n
)
=
ˆ
Ω
(s∗,cpcs˜ + s∗,ep
e
s˜) = g(c,e) (s˜∗, s˜) .
We will now recover the gradient flow of S in
(
H0, H˜,H, g
)
: First, in order to recover ∇S, we follow the
calculations and argumentation of section 3 to find with help of lemma 3.2 :
(8.5) 〈∇S(γ(τ)), s˜〉g(γ(τ)) =
ˆ
Ω
(pc∇Ssc + p
e
∇Sse)
with (pc∇S , p
e
∇S) ∈ DL2S(γ(τ)), meaning pc∇S has the form pc∇S :=
(
−div (σ∇c) + ∂η0∂c
)
and pe∇S = P0
∂η0
∂e .
We may use these insights to reformulate the equation
∂tu(t) = ∇S(u) ⇔ gu (∂tu, φ) = gu(∇S(u), φ) ∀φ ∈ L2(0, T ;H)
into
∂tc ∈ div
(
A(c,e)∇
(
−div (σ∇c) + ∂η0
∂c
))
−B(c,e)
(
−div (σ∇c) + ∂η0
∂c
)
∂te ∈ ∇ ·
(
κ(c,e)∇∂s1
∂e
)
.
Note that defining
j s˜ := −A(c,e)∇pcs˜,
+
cs˜:= −B(c,e)pcs˜, h := κ(c,e)∇pes˜
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the definition for g can be rewritten as
g (s˜1, s˜2) :=
ˆ
Ω
(
j s˜1 ·
(
A−1(c,e)j s˜2
)
+B−1(c,e)
+
cs˜1
+
cs˜2 +hs˜1 ·
(
κ−1(c,e)hs˜2
))
.
Due to the linear dependence of j s˜,
+
cs˜ and hs˜ on s˜, with regard to lemma 7.7, it is natural that the formal
calculations in 7 and the last calculations yield the same model equations. In particular, the linear dependence
of j,h and
+
c on ∂tc and ∂te yields equivalence of the maximization principle from section 7 and the maximum
characterization of gradient flows from lemma 7.7.
8.2. The general case. In a more general setting with J = m+ k+ l constituents, assume H := L2(Ω)m ×
H∗(Ω)k × H−1(0) (Ω)l × H−1(0) (Ω) with H˜ = L2(Ω)m × H1(Ω)k × H1(Ω)l × L2(Ω). We indicate elements of
H by (c, e) with c = (c1, . . . , cm, cm+1, . . . cm+k, cm+k+1, . . . , cm+k+l) ∈ H1(Ω)m × H1(Ω)k × H1(0)(Ω)l and
e ∈ L2(Ω).
Physically, the first m + k constituents are those that might take part in chemical reactions, while the l
next constituents are only subject to diffusive transport.
We then consider a functional
(8.6) S : H → R, (c, e) 7→
ˆ
Ω
s(c, e) +∇c · (σ∇c) ,
where σ is strictly positive uniformly elliptic and we write for simplicity σ = (σij)i,j∈{1,...,m+k+l} with
σij ∈ L∞(Ω)3×3 for all i, j ∈ {1, . . . ,m+ k + l}. Concerning s(·, ·) we will be more precise below. For the
moment, let us state that s is chosen such that one of theorems 1.7-1.9 is applicable. In particular, we find
S(c, e) < +∞ implies ‖c‖H1(Ω)m+k+l < +∞.
Definition 8.4. Let L2 := L2(Ω)m+k × L2(0)(Ω)l+1. We denote DL2S(u) the set of all δu ∈ L2 such that for
all φ ∈ L2 and all γ ∈ H1(−1, 1;L2) with γ(0) = u and γ′(0) = φ holds
(8.7) 〈δu, φ〉L2 ≤ limt→0
1
t
(S(γ(t))− S(u)) .
Moreover, we denote by Pi resp. Pe the projections on the i-th resp. the e- coordinates of L2 and say
δi ∈ δSδci (c, e) resp. e ∈ δSδe (c, e) iff (8.7) holds for all φ ∈ Pi(L2) resp. φ ∈ Pe(L2).
We set n = m+ k + l + 1 and consider Lipschitz continuous functions
A : Rn × R3(n−1) → (R3×3)(n−m)×(n−m) , B : Rn × R3(n−1) → R(m+k)×(m+k)
such that A and B are symmetric, strictly positive definite and uniform elliptic. For simplicity, we write
A(c,e) =
(
A(c,e),ij
)
i,j=m+1,...n
:=
(
Aij(c, e,∇c) ∈ R3×3
)
i,j=m+1,...n
and B(c,e) =
(
B(c,e),ij
)
i,j=1,...m+k
:=
(Bij(c, e,∇c))i,j=1,...m+k and for any s˜ :=
(
(sc,i)i=1,...,n−1 , se
)
∈ H, we solve the equations
(8.8)
sc,i =
∑
j=1...m+k
B(c,e)i,jp
j
s˜ i = 1 . . .m
sc,i = −
∑
j=m+1...n
div (A(c,e),i,j∇pjs˜) +
∑
j=1...m+k
B(c,e),i,jp
j
s˜ i = m+ 1 . . .m+ k
sc,i = −
∑
j=m+1...n
div (A(c,e),i,j∇pjs˜) i = m+ k + 1 . . .m+ k + l
se = −
∑
j=m+1...n
div (A(c,e),n,j∇pjs˜)
with pjs˜ ∈ H1n(Ω) for all j = 1, . . .m and pes˜ ∈ H1(0),n(Ω). We define ∇˜p := (
(
∇pjs˜
)
i=m+1...n
) and p˜ :=(
pjs˜
)
i=1...m+k
, to define g through
g (s˜1, s˜2) :=
ˆ
Ω
(
∇˜p1
(
A∇˜p2
)
+ p˜1Bp˜2
)
.
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Defining
ji :=
{∑
j=m+1...nA(c,e),i,j∇pjs˜ for i = m+ 1, . . . n− 1
0 else
+
ci :=
{∑
j=1...m+k B(c,e),i,jp
j
s˜ for i = 1, . . .m+ k
0 else
h := −
∑
j=1...m
A(c,e),n,j∇pjs˜
and
Ja :=
(
ja,m+1, . . . , ja,n−1,ha
)
, Ca =
(
+
ca,1, . . .
+
ca,m+k
)
, a ∈ {1, 2}
the last definition for g can be rewritten as
g (s˜1, s˜2) :=
ˆ
Ω
(
J1
(
A−1(c,e)J2
)
+ C1B−1(c,e)C2
)
.
The calculation of the effective equations is analogous with the simple case and leads to
∂tci ∈+ci −div ji
∂te+ divh 3 0 .
With regard to the previous paragraph or with regard to example 3.1, it is easy to check that pjs˜ ∈ δSδcj for
j ∈ {1, . . . , n− 1} and pjs˜ ∈ δSδe for j = n.
It finally remains to identify a broader class of physically relevant functionals S, resp. functions s(·, ·), for
which one of theorems 1.7-1.9 can be applied and for which we can verify relation
(8.9)
δS
δui
= ∂uiφ(u)− div
∑
j
σij∇uj + σii∇ui
 .
8.3. Choice of the functional S. The rest of this section is devoted to the identification of a class of
functionals S that satisfies the claims of either theorem 1.7 or 1.8.
We consider functionals
S˜(u) :=
ˆ
Ω
φ(u) +
ˆ
Ω
∇u · (σ∇u)
with σ uniformly elliptic and σ = (σij)i,j∈{1,...,m+k} with σij ∈ L∞(Ω)3×3 for all i, j ∈ {1, . . . ,m+ k} and
φ : Rm+k → R to be specified below. Note that in contrary with definition (8.4) we restrict to the first m+ k
coordinates and DL2(S˜) has to be understood in the sense of pointwise L2(Ω)-derivatives.
We start by recalling some basic facts on convex sets and convex functions and by introducing our notations.
For simplicity, we write
φ′ := ∇φ and φ′′ := ∇ (∇φ) .
Definition 8.5. For any n ∈ N let K◦ ⊂ Rn be open and convex with K := K◦ ∪∂K. We say that a convex
function φ ∈ C2(K; [0,+∞)) is admissible if there is a sequence of convex functions φε ∈ H2(K; [0,+∞)) ∩
C2(K) with φε(x) ≤ φ(x), |φ′ε(x)| ≤ Cε for some Cε > 0 and φ′ε(x) · φ′ε(x) ≤ φ′(x) · φ′ε(x) ≤ φ′(x) · φ′(x) for
all x ∈ K, and φε(x)→ φ(x), φ′ε(x)→ φ′(x) for all x ∈ K. Furthermore, for any x ∈ K, y 6∈ K and s ∈ [0, 1]
s.t. x+ s(y − x) ∈ ∂K
(8.10) φ′ε(x+ s(y − x)) · (y − x) ≥ 0
and for any ε there is t∗ > 0 such that for any t < t∗, u ∈ K holds
lim
|v|→+∞
1
2t
|u− v|+ φε(v)→∞ .
Corollary 8.6. Let φ be an admissible convex function on the closed convex set K with K◦ := K\∂K and
assume
(8.11) (xj)j∈N ∈ K◦, |xj | < const ∀j , xj → x ∈ ∂K as j →∞ ⇒ |∇φ(xj)| → +∞ as j →∞ .
Then, for any ε > 0 and any x 6∈ K and any t > 0 holds x+ t∇φε(x) 6∈ K.
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Proof. We find for any α such that y := x+ α∇φε(x) satisfies y ∈ K that ψ(t) := φε(y + t(x− y)) is convex
and ddtψ(t) = φ
′
ε(y + t(x − y)) · (x − y). In t = 1 we thus find ddtψ(t) = −α |∇φε(x)|2. For t such that
y + t(x− y) ∈ ∂K we already find ddtψ(t) ≥ 0 and thus α < 0. 
Lemma 8.7. Let K ⊂ Rm+k be a convex and closed subset with K◦ := K\∂K and φ : K → R be an
admissible convex function in K◦ or a sum of admissible convex functions. Furthermore, suppose (8.11)
holds and set |∇φ(x)| = +∞ for x 6∈ K◦. Then,
D(DL2(S˜)) ⊂ L2(K)(Ω) :=
fu ∈ L2(Ω) :
ˆ
Ω
u ∈ K◦ ,
∑
j
σij∇uj
 · nΓ = 0 ∀i ≤ m+ k

and for w ∈ DL2(S˜) holds ˆ
Ω
|φ′(u)|2 +
ˆ
Ω
∇u(σ(φ′′(u)∇u)) ≤ C ‖w‖L2(Ω) .
Furthermore, DL2(S˜) is single valued and
DL2(S˜) = φ′ − div (σ∇u) .
Remark 8.8. We have∇u(σ(φ′′(u)∇u)) > 0 and thus φ′(u) ∈ L2(Ω): Due to properties of φ, φ′′ is diagonizable
with positive eigenvalues, thus let λ be an eigenvalue of φ′′ and e the corresponding eigenvector and E :=
(e, 0, 0) ∈ Rn×3, then φ′′(u)E = λE and E(σ(φ′′(u)E)) = λEσE > 0.
Proof. We consider the case φ is an admissible function. For ε > 0 let φε be the approximation from definition
8.5. Now, let u ∈ L2(K)(Ω) and solve for ut = u− tφ′ε(ut) which is the unique minimizer of
Φε(v) :=
1
2t
|u− v|2 + φε(v) ,
as the Hessian matrix of Φε is strictly positive. Corollary 8.6 yields ut ∈ K for all u ∈ K and due to
the inverse function theorem, we can write ut = F εt (u) where F εt : K → K is continuously differentiable
with bounded derivative (note that the Hessian of φε is bounded). Thus, as for Ft : v 7→ v + tφ′ε(v) with
F ′t(v) = Id+ tφ′′ε (v) we find Ft → Id and F ′t → Id uniformly on K, ut, φ′ε(ut) ∈ H1(Ω) and
ut → u, φ′ε(ut)→ φ′ε(u) strongly in H1(Ω) as t→ 0 .
Thus, setting v = −φ′ε(ut), we find for each w ∈ DL2(S˜(u))
〈w, v〉 ≥ lim
t→0
1
t
(
S˜(u)− S˜(u+ tv)
)
=
ˆ
Ω
φ′ε(ut) · φ′(u) +
ˆ
Ω
∇uσ∇(φ′ε(ut)) ,
which yields for t→ 0: ˆ
Ω
|φ′ε(u)|2 +
ˆ
Ω
∇u(σ(φ′′ε (u)∇u)) ≤ C ‖w‖L2(Ω) .
As this holds for all ε > 0 and φ′ε → φ′, φ′′ε → φ′′ pointwise as ε→ 0, we findˆ
Ω
|φ′(u)|2 +
ˆ
Ω
∇u(σ(φ′′(u)∇u)) ≤ C ‖w‖L2(Ω) ,
and by the same time, as |φ′(u)| =∞ for u ∈ ∂K, we find u(x) ∈ K◦ for a.e. x ∈ Ω and u ∈ L2(K)(Ω).
In order to calculate the i-th partial derivative δS˜δui (u) of S, we define
K◦i (u) := {y ∈ R : (u1, . . . , ui−1, y, ui+1, . . . un) ∈ K◦}
and note that u ∈ L2(K)(Ω) implies u(x) ∈ K◦i (u(x)) for a.e. x ∈ Ω. However, in order to derive δSδui (u) we
need to make sure for the test functions ψ holds u(x) + tψ(x) ∈ K for a.e. x ∈ Ω. Thus, for M > 0 consider
the sets KM := {u ∈ K : |φ′(u)| < M + 1}. Then, KM is boundedly away from ∂K and choosing functions
χM : R(m+k) → [0, 1] with χM (x) = 1 for |x| < M , χM (x) = 0 for |x| > M + 1 and χ′M ≤ 2 we get for any
ψ ∈ C∞0 (Ω) and for t small enough:
ψM := χM (φ
′(u))ψ ∈ H1(Ω), u(x) + tψM (x) ∈ K
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for a.e. x ∈ Ω. In particular, for any ψ ∈ C∞0 the function ut := u− tψMei satisfies S˜(ut) < +∞. Now, we
find for w ∈ δS˜δui (u)
(8.12) 〈w,ψM 〉 ≥ lim
t→0
1
t
(
S˜(u)− S˜(ut)
)
=
ˆ
Ω
φ′(u) · ei ψM − (
∑
j
σij∇uj) · ∇ (eiψM )
and replacing ψ with −ψ, we obtain equality in the last relation. Note that χM (φ′(u)) → 1 pointwise as
M → +∞. Thus, it remains to search for the limit of ∇ψM .
We findˆ
Ω
(
∑
j
σij∇uj) · (ei ⊗∇ψM )
=
ˆ
Ω
(
∑
j
σij∇uj) · χM (φ′(u)) (ei ⊗∇ψ) +
ˆ
Ω
ψ(
∑
j
σij∇uj) · χ′M (φ′(u))φ′′(u) (ei ⊗∇u)
As ∇u(σ(φ′′ε (u)∇u)) ∈ L1(Ω) and χ′M (φ′(u)) → 0 pointwise in Ω, the second term on the left hand side
vanishes as M →∞. Thus, the limit reads
lim
M→∞
ˆ
Ω
(
∑
j
σij∇uj) · (ei ⊗∇ψM ) =
ˆ
Ω
(
∑
j
σij∇uj) · (ei ⊗∇ψ) .
We use this result and conclude in (8.12) that
〈w,ψ〉 =
ˆ
Ω
φ′(u) · ei ψ −+(
∑
j
σij∇uj) · ∇(eiψ)
=
ˆ
Ω
φ′(u)− div (∑
j
σij∇uj)
 · ei ψ .

Remark 8.9. Note that above calculations do not hold for subdifferentials in L2(0)(Ω). This is for the simple
reason that the derivation of the L2-bound on φ′(u) is not valid in that case.
Example 8.10. We will now give some examples of admissible convex functions:
(1) Let K1 ⊂ R be convex and f : K1 × Rn−1 → R, x = (x1, . . . , xn) 7→ f(x) be constant in x2, . . . , xn
and convex and twice continuously differentiable in x1 and fulfill (8.10). Then, f is admissible.
(2) For i = 1, . . .m let Ki ⊂ Rn be convex sets and fi : Ki → R be admissible functions. Then,
f :=
∑
i fi is an admissible function on K :=
⋂
iKi.
(3) Convex functions with bounded derivatives are admissible.
(4) Let K ⊂ Rn be convex with C∞ -boundary. Then, the distance function d(x) := dist(x, ∂K) is
C∞. Now, for f ∈ C2((0,+∞) convex with f ′(t) → +∞ as t → 0 and f ′(t) → 0 as t → +∞ , the
function φ(x) := f(d(x)) is admissible: It is easy to see that d(x) in concave and f is monotonically
decreasing. Thus, a simple calculation leads to
f(d(λx+ (1− λ)y)) ≤ f(λd(x) + (1− λ)d(y)) ≤ λf(d(x)) + (1− λ)f(d(y)) .
As f is admissible on (0,+∞), so is f ◦ d.
Using this toolbox, some more complicated examples may be constructed by summing up. However, there
remains the question for what functions φ we can show (8.9) for i > m+k. The results from [1] do not apply
as the proof strongly relies on the one dimensional structure.
However, we give one particular example where (8.9) holds: Let K˜i ⊂ R be convex sets with f˜i : K˜i → R
admissible functions. Then, defining Ki := Ri−1× K˜i×Rn−i−1, K :=
⋂
iKi ⊂ Rn−1, the proof of Abels and
Wilke [1] of above Lemma 3.2 yields validity of (8.9) for
φ(u) :=
{∑
i f˜i(ui) for u ∈ K
+∞ else .
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Of course, we can use any invertible matrix Q : Rn−1 → Rn−1 and (8.9) would still hold for φ ◦ Q with K
replaced by Q−1K. Also, we can add any term φ1(u) with φ1(u) ∈ C1(K)∩C2(K◦) being a convex function
with bounded derivatives.
For multiphase systems in terms of concentrations, a system of J + 1 = m + k + l + 1 constituents is
represented by J mass concentrations c = (c1, . . . , cJ) with the properties
c ∈ K :=
{
a ∈ RJ : ai ≥ 0 ∀i,
∑
i
ai ≤ 1
}
reflecting the idea, that the mass concentration is always nonnegative and that the sum of all J + 1-mass
concentrations add up to 1.
Using above considerations, we may quickly construct admissible functions f˜i : [0, 1] → R, i = 1, . . . , J ,
f˜J+1 : [0, 1] → R and an orthogonal matrix Q ∈ RJ×J such that for the standard basis ei of RJ holds
e1Q
∑
i ciei =
∑
i ci. We then define
(8.13) s0 : K → R, c = (c1, . . . , cJ) 7→
J∑
i=1
f˜i(ci) + f˜J+1(e1Qc) ,
which is an admissible function on K satisfying (8.9).
Furthermore, we use any admissible function s1 on Rm+k, any admissible function s2 on R≥0 satisfying
(8.1) and any bounded, Lipschitz continuous function s3 on Rn to get that
s(c, e) := s0(c) + s1(c1, . . . , cm+k) + s2(e) + e+ s3(c, e)
is such that S fulfills the requirements of theorem 1.7.
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