1. Introduction {#sec1-1}
===============

In the last decade Raman Spectroscopy (RS) has become a very important tool for biological samples analysis, including cancer diagnosis \[[@r1]--[@r3]\], tropical disease diagnosis \[[@r4]\], dentistry \[[@r5]\] and cell studies \[[@r6]--[@r8]\]. RS offers certain advantages over others optical spectroscopic techniques, such as luminescence spectroscopy, polarized light scattering spectroscopy, optical coherence tomography and confocal reflectance microscopy. These advantages include high spatial (\< 1 μm for micro-Raman setups) and spectral resolution (\< 0.1 cm^−1^), the possibility of using less harmful NIR radiation, less laborious preparation of samples (it is not necessary to introduce exogenous labels and in situ analysis could be performed), high chemical sensitivity, minimal influence of water bands, and the possibility of *in vitro* or *in vivo* data acquisition.

The spectroscopic instrumentation (detectors, gratings, lasers, etc.) and technology available have better performance in the visible spectral region (400-700 nm). However, Raman excitation in this range is not suitable for biological samples studies due to the strong auto-luminescence arising from samples. The strong luminescence signal masks the majority of Raman bands and decreases the signal to noise (S/N) ratio of the measurements affecting directly the sensitivity and specificity values. This limitation is one of the major obstacles to the wider use of RS for biological samples studies such as, e. g., medical optical diagnosis. One possible way to overcome this problem is to employ infrared (IR) radiation, specifically, Nd:YAG lasers at 1064 nm \[[@r1],[@r2]\]. Reasonable S/N ratio spectra with this excitation are obtained only with the Fourier-Transform (FT) Raman technique, but due to the poor efficiency of CCD detectors in the infrared region, linear semiconductors detectors (InGaAs, Ge, etc) must be used. But in this case the 2D-multiplexing advantage of the dispersive setup is totally or partially lost. The FT technique demands high acquisition times (typically 1000 times more than dispersive techniques with poor spectral resolution) and sensitivity. Another option is employ ultraviolet (UV) radiation, where it is usually possible to obtain high quality spectra due to the elimination of luminescence and increase in the Raman intensity \[[@r9]\]. Nevertheless, the availability of UV instrumentation is limited, expensive, and can cause various types of damage to tissues, especially for *in vivo* applications.

Some methods have been developed in order to reduce luminescence and extract the vibrational information from the scattered Raman signal. Among them are polarization modulation \[[@r10]\], time-resolved picosecond excitation pulse and gating \[[@r11]\], shifted-excitation Raman difference spectroscopy (SERDS) \[[@r12]\], and computational algorithms for automated background subtraction \[[@r13]--[@r18]\].

Polarization modulation is based on the fact that the emitted luminescence does not conserve the polarization state of the exciting source. Thus, polarization sensitive detection will almost certainly eliminate the cross-polarized luminescence component of the Raman spectra. However, as the parallel-polarized fluorescence is normally non-negligible, this method has been ineffective in achieving this goal. Time-resolved Raman utilizes the fact that luminescence has a relatively longer life time (\~10 −1000 ps) compared to Raman (\~10 fs). Thus, by using pulsed lasers and limiting signal collection to just the time of the short pulse, can prevent the luminescence emission. This technique, however, involves sophisticated instrumentation and is not effective when the fluorescence lifetime is comparable to the excitation pulse duration \[[@r19]\]. Moreover, the spectral resolution decreases due to finite pulse of the laser. Shreve et al. \[[@r12]\] were the first to propose the SERDS method. It is based on fact that the luminescence spectrum is nearly insensitive to small energy excitation changes in contrast to that of the Raman bands. Thus, subtracting two Raman spectra, each one excited by slightly shifted laser lines could enable the elimination of the luminescence. Shreve et al. observed very good fluorescence removal using this method to measure the Raman spectra of a dye diluted in alcohol. A variation of this method was proposed by Mosier-Boss et al. \[[@r10]\]. In their proposal there was no shift of the excitation laser line, but a slight movement on the angle of the spectrometer diffraction grating to get two spatially shifted spectra. It was shown \[[@r19]\] that this is a poor method to remove the luminescence. Bel et al. \[[@r20]\] proposed a similar method of subtracting spectra taken at several different, closely spaced spectrometer positions excited with the same laser energy. The fluorescence-free Raman spectra were obtained by iterative fitting the bands to double Lorentzian functions. They obtained promising results using a dye in cyclohexane as the sample. However, it was pointed out that the main disadvantage of the method is the need for further complex data processing to obtain a recognizable Raman spectra \[[@r20]\]. Zhao et al. \[[@r19]\] and Osticioli et al. \[[@r21]\] used a mathematical method based on Fourier transform to automatically process the SERDS spectrum and obtain the pure Raman signal. The procedure applied to isopropanol \[[@r19]\], acetamide-phenol powder \[[@r19]\], cinnabar pigment \[[@r21]\] and sulphur \[[@r21]\] was reasonably successful to reconstruct the Raman bands. However, noise and spurious bands were observed. As pointed out by the authors the ability for good spectral reproduction strongly depends on the noise level in the raw spectra \[[@r21]\]. A similar limitation could be considered for the automated background subtraction \[[@r13]--[@r18]\] methods. In addition, it is desirable to develop a correct reconstruction procedure to know (have and/or measure) the spectra of the specific interfering fluorophore \[[@r13]--[@r18]\].

The aim of the present study was to make a systematic characterization and optimization of the experimental variables involved on a SERDS setup by testing the system in situations of biomedical interest (*in vitro* and *in vivo*). As far as we are concerned, similar applications of SERDS are not present in the literature.

2. Materials and methods {#sec1-2}
========================

2.1 Raman Spectroscopy Instrumentation {#sec2-1}
--------------------------------------

Two optical setups for dispersive Raman experiments were employed for *in vitro* and *in vivo* macro-Raman applications. [Figure 1](#g001){ref-type="fig"} Fig. 1(a) Schematic view of the SERDS system for macro-Raman *in vitro* measurements. (1) laser; (2) mirror; (3) convergent lens; (4) sample holder; (5) and (7) telescope; (6) notch filter; (8) spectrometer; (9) CCD camera; (10) computer. (b) Schematic view of the SERDS system for *in vivo* measurements. (1) laser; (2) optical probe laser-guide ; (3) optical probe excitation; (4) sample environment; (5) optical probe collecting; (6) spectrometer; (7) CCD camera; (8) computer. shows the schematic view of the SERDS system for macro-Raman measurements. A tunable Lithrow-configuration diode laser (*λ* = 785 or 830 nm -- Sacher Lasertechnik) was used as the excitation source. The wavelength was mechanically adjusted using a home-made gear which enabled reproducible *λ*-shifts in 0.5 nm steps. For *in vitro* experiments \[[Fig. 1(a)](#g001){ref-type="fig"}\], the laser was guided by optics and the Raman signal collected using a telescope. The laser spot diameter on the sample was 200 μm while typical acquisition time was 2 seconds. A notch filter (Semrock) was used to reject the Rayleigh scattering. The Raman signal was detected by a spectrometer (PiActon SpectraPro model 2500i) equipped with a N~2~ cooled CCD detector (Princeton Instruments Spec-10). For *in vivo* applications it is desirable to take advantage of the remote probing characteristic of the optical fiber probes. The *in vivo* setup one \[[Fig. 1(b)](#g001){ref-type="fig"}\] used an optical probe (EMVISION LLC) for both exciting the sample and collecting the Raman signal. In this case a laser at 785 nm was used as excitation source. To eliminate both the signals produced in the fibers and the elastically scattered light that enters into the collection fibers, a set of a long-pass and notch filter were glued on the distal side. The coupling between spectrometer and optical fiber was made using an SMA connector. In all cases the slit of the spectrometer was set to 100 μm. A home-made holder was employed to kept the proximal portion of the optical fiber 2 mm above the skin.

The tested parameters were: *(i)* the grating grooves (300, 600 and 1200 gr/mm) of the spectrometer holographic gratings; *(ii)* the laser line shifts $\Delta\lambda =$ 0.5; 1.5; 2.5 and 3.5 nm and *(iii)* laser excitation powers between 10 and 110 mW.

For comparative purposes, the FT-Raman spectra were also taken in each case. An FT-Raman spectrometer (Bruker RFS 100/S) with a Nd:YAG laser at 1064 nm as excitation source was used.

2.2 Basic SERDS Theory {#sec2-2}
----------------------

The total signal ($S_{R}$) measured when exciting a sample with light at wavelength *λ* is$$S_{R}\left( \lambda \right) = \left\lbrack {L\left( \lambda \right) + R\left( \lambda \right)} \right\rbrack M\left( \lambda \right) + B\left( \lambda \right),$$where $L\left( \lambda \right),R\left( \lambda \right),M\left( \lambda \right)$ and $B\left( \lambda \right)$ are the luminescence signal, Raman signal, optical response of the system, and background, respectively. For excitation at two slightly different wavelengths ($\lambda_{1}$ and $\lambda_{2}$) the above equation becomes:$$S_{R}\left( \lambda_{1} \right) = \left\lbrack {L\left( \lambda \right) + R\left( \lambda_{1} \right)} \right\rbrack M\left( \lambda \right) + B\left( \lambda \right),$$ $$S_{R}\left( \lambda_{2} \right) = \left\lbrack {L\left( \lambda \right) + R\left( \lambda_{2} \right)} \right\rbrack M\left( \lambda \right) + B\left( \lambda \right),$$since *L*, *B*, and *M* are almost *λ*-independent.

The subtracted $\delta S \equiv S_{R}\left( \lambda_{2} \right) - S_{R}\left( \lambda_{1} \right)$ signal will have a derivative-like character for small wavelength shifts ($\Delta\lambda \sim$ linewidth of the typical Raman bands). It will be$$\delta S = \left\lbrack {R\left( \lambda_{2} \right) - R\left( \lambda_{1} \right)} \right\rbrack M\left( \lambda \right) \equiv \delta R\left( \lambda \right)M\left( \lambda \right)$$which shows that $\delta S$ is only related to the derivative-like Raman signal in this approximation.

The pure Raman signal could be recovered integrating [Eq. (4)](#e4){ref-type="disp-formula"}:$$R\left( \lambda \right) = {\int{M^{- 1}\delta S}}d\lambda$$where $M^{- 1}$ does not vary appreciably in the interval of interest for Raman measurements. Singularities, oscillatory, or fast decreasingly behavior of the quantum response of detectors or gratings could induce some artifacts when integrating the above expression. In our case, *M* was obtained by measuring the emission of a tungsten lamp and comparing it with the emissivity of a black-body at same temperature.

2.4 Samples {#sec2-3}
-----------

A non-carious third molar tooth was used to test the *in vitro* setup. It was sliced in a disc form with 4 mm of thickness and had been already characterized in a previous study \[[@r22]\]. The *in vivo* setup was tested on human skin of two voluntary students. They were informed about the objectives of the research as well as its ethical aspects and signed a consent form.

3. Results and discussion {#sec1-3}
=========================

3.1 In vitro Measurements {#sec2-4}
-------------------------

[Figure 2](#g002){ref-type="fig"} Fig. 2(Color online) Raman spectrum of a human tooth with 300 (a); 600 (b); and 1200 (c) gr/mm gratings in function of outputs power 15, 45, 80 and 110 mW. shows the Raman spectra of the human tooth taken with 300 \[[Fig. 2(a)](#g002){ref-type="fig"}\]; 600  \[[Fig. 2(b)](#g002){ref-type="fig"}\]; and 1200 \[[Fig. 2(c)](#g002){ref-type="fig"}\] gr/mm with different excitation laser output powers ($P =$ 15, 45, 80, and 110 mW) at 830 nm. The light power delivered was almost the same since the absorption in the mirrors \[[Fig. 1(a)](#g001){ref-type="fig"}\] is minimal. All spectra were processed in order to have the most intense (low Raman shift) point normalized to one after subtracting the intensity of the higher wavenumber experimental point. Thus, all spectra were normalized to 0 - 1. This is a good way to standardize the background (luminescence) contribution. Those spectra taken at 15 mW (50 mA) appeared less intense compared to the luminescence than the other ones. In fact this power is close to the lasing current threshold (\~40 mA) and there is significant contamination by non-laser light impinging the sample. The prominent band at 950 cm^−1^ is the $PO_{4}^{-}$ vibration of hydroxy-apatite \[[@r22]\]. The spectral windows/resolutions were 1850/1.6; 960/0.8; 420/0.3 cm^−1^ for 300; 600; and 1200 gr/mm gratings, respectively. The 300 gr/mm \[[Fig. 2(a)](#g002){ref-type="fig"}\] grating presented the most intense peaks, with the largest spectral window, but with the smallest spectral resolution when compared to the others. The 1200 gr/mm grating  \[[Fig. 2(b)](#g002){ref-type="fig"}\] presented the best spectral resolution but less intense peaks and the smallest spectral window. The 600 gr/mm grating presented intermediate characteristics between those obtained with the 300 and the 1200 gr/mm gratings.

The spectral differences $\delta S$ are shown on [Fig. 3](#g003){ref-type="fig"} Fig. 3(Color online) $\delta S$for a human tooth obtained with 300 (Panel I); 600 (Panel II); and 1200 (Panel III) gr/mm gratings. Different output powers (15 (a); 45(b); 80(c); and 110 (d) mW) and wavelength displacements ($\Delta\lambda =$0.5; 1.5; 2.5; and 3.5 nm) from the principal laser line were tested. for several conditions. In order to have the Raman bands comparable a second normalization procedure was need where the subtracted spectra were normalized to the maximum intensity. Panels I, II, and III show the spectra obtained with 300, 600, and 1200 gr/mm gratings, respectively. The powers employed were $P =$15 mW (a), 45 mW (b), 80 mW (c), and 110 mW (*d*) and $\Delta\lambda =$ 0.5; 1.5; 2.5, and 3.5 nm. With $P < 15$mW \[[Fig. 3(a)](#g003){ref-type="fig"} Panels I-III\] the height of the derivative-like Raman band at 960 cm^−1^ was less than two times the noise level. This ratio is greater than 10 for other power levels. The signal to noise ratio (S/N) became constant (\~0.013) at $P =$ 80 mW  \[[Fig. 3(c)](#g003){ref-type="fig"}\] for all gratings. This indicates that better spectra were acquired with $P > 80$ mW. It was found that higher $\Delta\lambda$distorted the linear form of the inflection signal. For example, for 300, 600, and 1200 gr/mm gratings this distortion started at $\Delta\lambda =$ 3.5; 2.5; and 1.5 nm, respectively.

[Figure 4](#g004){ref-type="fig"} Fig. 4(Color online) The inverse of the optical response ($M^{- 1}$) normalized to 0-1 for 300 (a); 600 (b); and 1200 (c) gr/mm gratings. shows the inverse of the optical response $M^{- 1}\left( \lambda \right)$ for the 300 (a), 600 (b), and 1200 (c) gr/mm gratings normalized to 0-1 to better comparison. The 300 gr/mm \[[Fig. 4(a)](#g004){ref-type="fig"}\] grating presented a very flat signal between 1000 and 2200 cm^−1^. The 600 gr/mm grating showed a quite smooth behavior between 780 and 1450 cm^−1^ while presenting nonlinearities at the borders. The 1200 gr/mm grating showed an exponentially decreasing response modulated by several noisy bumps and peaks.

The integrated spectra of [Fig. 3](#g003){ref-type="fig"} after correction to $M^{- 1}$ and subsequent normalization to 0-1 are shown in [Fig. 5](#g005){ref-type="fig"} Fig. 5(Color online) SERDS spectrum of human tooth for the 300 (a); 600 (b); and 1200 (c) gr/mm gratings and $\Delta\lambda =$ 0.5; 1.5; 2.5 and 3.5 nm.. At first glance it is clear that there is a broadening effect at higher $\Delta\lambda$s. It was observed bands at 800; 871; 882; 961; 1040; and 1071 cm^−1^ for the 300 gr/mm grating with $\Delta\lambda =$ 0.5 nm \[[Fig. 5(a)](#g005){ref-type="fig"}\]. As the expected bands would be at 816; 856; 880; 961; 1005; 1030; 1045; and 1071 cm^−1^ \[[@r22]\], those seen at 800 and 871 cm^−1^ were spurious signal. Moreover, the expected bands at 816; 856; 1005; 1030 cm^−1^ were not observed. Increasing the *λ*-shift to $\Delta\lambda =$1.5 nm the band at 800 cm^−1^ disappeared; those at 871 and 882 cm^−1^ superimposed into a single band at 867 cm^−1^; the band at 961 cm^−1^ shifted to 966 cm^−1^ while an increasing broadening occurred; and those at 1040 and 1071 cm^−1^ collapsed into a broad band centered at 1075 cm^−1^. These spectral features were broadened for $\Delta\lambda =$2.5 and 3.5 nm. An additional band at 1060 cm^−1^ was seen in the $\Delta\lambda =$3.5 nm spectra.

[Figure 5(b)](#g005){ref-type="fig"} presents the data for the 600 gr/mm grating. For $\Delta\lambda =$0.5 nm bands at 816; 823; 856; 880; 961; 1045; and 1071 cm^−1^ were observed. Those at 1045 and 1071 cm^−1^ were more resolved than in the previous case while just one spurious band at 823 cm^−1^ was observed. Similar artifacts were observed in [Fig. 5(a)](#g005){ref-type="fig"} with $\Delta\lambda =$1.5 -- 3.5 nm for the 600 gr/mm grating. [Figure 5(c)](#g005){ref-type="fig"} shows the spectra for the 1200 gr/mm grating. Above the noise level the 914; 850; 880; 961 and 1081 cm^−1^ bands were observed for $\Delta\lambda =$ 0.5 nm. Only two bands (880 and 961 cm^−1^) correspond to the expected ones. For $\Delta\lambda =$1.5 nm, the 1081 cm^−1^ band shifted to 1084 cm^−1^. Its frequency decreases to 1065 cm^−1^ for $\Delta\lambda =$2.5 and 3.5 nm.

Another important parameter to discuss is the root mean square signal to noise ratio (*S/N*(*RMS*)). For comparison we will discuss the S/N ratio only for $\Delta\lambda =$ 0.5 nm data. *S*/*N*(*RMS*) = 0.373; 0.434; and 0.371 for 300, 600, and 1200 gr/mm were observed, respectively. Thus, the best S/N ratio was found with the 600 gr/mm grating. It also had good spectral resolution (0.8 cm^−1^) while displaying spectral window width \~960 cm^−1^ and relatively smooth behavior between 780 and 1450 cm^−1^. Nevertheless, it was concluded that the best set of parameters was $\Delta\lambda =$ 0.5 nm and the 600 gr/mm grating. It is worth to notice the relevant improvement in the S/N ratio compared to the raw data ([Fig. 2](#g002){ref-type="fig"}). As pointed out by previous work \[[@r19]\], this is due to the fixed pattern noise elimination and the double integration time associated to the two spectra acquisition. However, the random white noise (shot noise) cannot be removed with this technique.

[Figure 6](#g006){ref-type="fig"} Fig. 6(Color online) (a) Two spectra obtained for a human tooth at *λ~1~* = 830.0 nm and λ~2~ = 830.5 nm. (b) Subtracted spectrum ($\delta S$). (c) SERDS spectrum compared to the FT-Raman one. shows the SERDS spectra for human tooth using the best set of parameters  ($\Delta\lambda =$ 0.5 nm; 600 gr/mm; 110 mW) and following the same steps presented earlier to acquire the pure Raman signal. [Figure 6(a)](#g006){ref-type="fig"} displays the two shifted spectra while [Fig. 6(b)](#g006){ref-type="fig"} and [6(c)](#g006){ref-type="fig"} shows the subtracted signal and the integrated one, respectively. The fluorescence removal is evident when comparing [Figs. 6(a)](#g006){ref-type="fig"} and [6(c)](#g006){ref-type="fig"}. In [Fig. 6(c)](#g006){ref-type="fig"} the FT-Raman spectra of the same tooth is presented. The spectra were almost identical.

3.2 In vivo Measurements {#sec2-5}
------------------------

[Figure 7](#g007){ref-type="fig"} Fig. 7(Color online) (a) Two human skin spectra obtained at *λ~1~* = 785.0 nm and λ~2~ = 785.5 nm. (b) Subtracted spectrum. (c) FT-Raman (solid line), SERDS (dashed line) and corrected-SERDS (dotted line) spectra. (d) SERDS subtracted FT-Raman spectra. The dashed line is a fitting to [Eq. (6)](#e6){ref-type="disp-formula"} as discussed in text. shows the SERDS procedure to take human skin spectra with an optical fiber probe. This procedure was employed in a similar analysis of *in vitro* case and it was concluded that the best set of parameters were $\Delta\lambda =$0.5 nm; 600 gr/mm grating; and 70 mW laser power.

[Figures 7(a)](#g007){ref-type="fig"}, [7(b)](#g007){ref-type="fig"} and [7(c)](#g007){ref-type="fig"} displays the two shifted spectra (in wavelength units), the subtracted signal, and the integrated one, respectively. The SERDS and FT-Raman spectra are compared in [Fig. 7(c)](#g007){ref-type="fig"}. The overall spectral features are present in the SERDS spectra. However, some relevant differences could be identified when subtracting FT-Raman and SERDS spectra \[[Fig. 7(d)](#g007){ref-type="fig"}\]. The bands between 750 and 1200 cm^−1^ appeared less intense in the SERDS spectra when compared to the FT-Raman one. Otherwise, the bands in the  1200-1580 cm^−1^ region appeared more intense in the SERDS spectra.

We argue that the main cause of these differences relies on the etaloning effect that occurs on back-illuminated CCD detectors working in the near infrared region. Coating of the CCD surface with anti-reflecting material could minimize this effect but does not completely suppress it. Reflections between parallel front and back surfaces cause the CCD to act as a partial etalon. The effect is an oscillatory modulation of the detected signal. The two arrows on [Fig. 7(a)](#g007){ref-type="fig"} indicate two bands probably due to the etaloning modulation. The three factors that determine the shape and intensity of the etaloning effect are the thickness of the CCD, *d*, the wavelength of the light, *λ*, and the light absorption by the CCD material expressed as the finesse constant, *Q* \[[@r23]\]. The resulting etaloning intensity will follows the equation \[[@r23]\]
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As just stated before, for a very close wavelength shift one could consider *L* and *M* as *λ*-independent. As a consequence the $M^{- 1}$-corrected differential of $S_{R}$will be$$M^{- 1}dS_{R} = R\left( \lambda \right)\frac{dE}{d\lambda}d\lambda + E\left( \lambda \right)\frac{dR}{d\lambda}d\lambda$$and to completely recover the pure Raman signal $R\left( \lambda \right)$ one will need to solve this differential equation. As a first approximation one could also consider *E* almost constant and the derivative of $E\left( \lambda \right)$ respect to *λ* as zero. Thus, [Eq. (7)](#e7){ref-type="disp-formula"} simplifies to$$M^{- 1}dS_{R} = E\left( \lambda \right)\frac{dR}{d\lambda}d\lambda$$and [Eq. (5)](#e5){ref-type="disp-formula"} will be re-written as$$R\left( \lambda \right) = \frac{1}{E}{\int{M^{- 1}\delta S}}d\lambda$$which requires one to consider the etaloning effect as a correction factor after the integration of the subtracted signal. The etaloning parameters in our case were estimated by analyzing the subtracted FT-Raman and SERDS signal \[[Fig. 7(d)](#g007){ref-type="fig"}\]. It is clear that the modulation of the overall signal by an envelope is due to the oscillatory function. The fitting of the signal envelope is shown as a dashed line on [Fig. 7(d)](#g007){ref-type="fig"}. The obtained parameters were *I~max~ =* 1.33;  *Q =* 1.31; and *d =* 4 nm.

The dashed line in [Fig. 7(c)](#g007){ref-type="fig"} is the SERDS spectra corrected by the above-estimated etaloning signal. It could be observed that the relative intensities were more realistic when compared to the FT-Raman signal. However differences still persist and we argue that they will be fixed once *R(λ)* is obtained directly from [Eq. (7)](#e7){ref-type="disp-formula"} without approximations. Numerically solving this equation is a complex procedure and is beyond the scope of the present work.

4. Conclusions {#sec1-4}
==============

Our results indicated that the SERDS method could be used to eliminate undesired luminescence background in a very systematic and reproducible way. A successful background removal from different kinds of human biological tissues as tooth and skin has been reported. It was found that each sample had a specific set of parameters (grooving of the grating, laser power, and $\Delta\lambda$) that maximizes the luminescence elimination and minimizes the spectra distortion. It was found that $\Delta\lambda =$0.5 cm^−1^ is the best wavelength variation in all experiments. The grating and laser power depend on the specific case. The etaloning effect could represent an important source of interference mainly when the overall scattered signal is high (as in the human skin case). One way to overcome this problem is to perform a preliminary characterization of the etaloning signal present in the detector conjugated to some previous knowledge about the expected Raman bands.
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