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CISCO: es una organización global (originalmente Internetwork Operating System), 
que maneja el software en la gran mayoría del equipo como routers, switches y otros 
más equipos.  
 
EIGRP: Es un protocolo de enrutamiento de enlace interior mejorado sus siglas 
(Enhanced Interior Gateway Routing Protocol) se utiliza para encaminamiento de 
vector distancias propiedad de CISCO SYSTEMS, tiene un mejor algoritmo de 
vector distancia. 
 
EtherChannel: es una tecnología de Cisco construida de acuerdo con los 
estándares 802.3 full-duplex Fast Ethernet. ... Las conexiones EtherChannel 
pueden interconectar switches, routers, servidores o clientes. Los puertos usados 
deben tener las mismas características y configuración. 
 
LOOPBACK: es una interfaz asignada IPV4 que es muy importante para el 
proceso en lo Router que usan direccionamiento de interfaz con motivos de 
identificación el proceso de las Loopback es una dirección especial que los hosts 
utilizan para dirigir el tráfico hacia ellos mismos donde crea un método de acceso 
directo para las aplicaciones de servicios TCP/IP. 
 
OSPF: es un protocolo de direccionamiento de tipo enlace estado con sus siglas 
(Open Shortest Path First) se utiliza para las redes IP y con su algoritmo de primera 
vía corta, el OSPF va a la mano con (IGP) es un protocolo interior se utiliza para 








STP: con su sigla (Spinning Tree Protocol) es un protocolo de red de capa 2 del 
modelo OSI (capa de enlace de datos). Su función es la de gestionar la presencia 








En esta actividad se obtuvo los conocimientos de las redes de telecomunicaciones 
en los años las telecomunicaciones, se va evolucionando bastante en áreas 
Networking, se obtiene grades habilidades en las redes, en este trabajo final se 
presenta dos escenarios diferentes, con los requerimientos planteados en la guía 
de las actividades, para cada uno de los escenarios fueron resueltos, acorde a lo 
solicitado de la guía para el Diplomado de Cisco CCNP.  
El primer escenario se utiliza las habilidades de configurar los equipos Router en los 
protocolos de enrutamientos dinámico-adecuados como OSPF y EIGRP donde se 
configuraron las interfaces troncales, además se utiliza la configuración de las 
Loopback que son las interfaces virtuales de la red y se distribuyeron en ambas 
redes y se configura para cada una de ellas, con los protocolos de enrutamientos 
dinámicos de Routing ya indicado para el tráfico de ellas mismas y dar conectividad 
con la ayuda de la herramienta GNS3 se logró hacer el primer escenario.  
El segundo escenario se trabajó con la ayuda de la herramienta Packet Tracer en 
la topología, de esta red que están conformadas con 4 conmutadores, se obtuvieron 
las habilidades de reforzar en segmento de capa 2, con conmutadores L2 y L3, que 
son equipos, de alta redundancia son redes, como VTP donde se propagan las 
redes y se configura el protocolo de Spanning Tree, y se configuraron los 
EtherChannel, los protocolos de comunicación PAGP y LACP, se utilizaron también 
Vlan Trunking Protocol en los segmentos de server y modo cliente modo 
transparente también, se tuvieron en cuenta los protocolos, de STP en las 
prioridades de root primario y secundario en la configuración de las Vlans.  
Ya desarrollados los dos escenarios se lograron alcanzar los objetivos importantes 
y se obtuvieron los conocimientos abarcados a un área real de las 
telecomunicaciones.  
 
Palabras claves: CISCO, OSPF, EIGRP, LOOPBACK, STP, ETHERCHANNEL, 





In this activity, the knowledge of telecommunications networks was obtained in the 
years telecommunications, it is evolving a lot in Networking areas, great skills are 
obtained in networks, in this final work two different scenarios are presented, with 
the requirements raised in the guide of the activities, for each of the scenarios were 
resolved, according to the request of the guide for the Cisco CCNP Diploma. 
The first scenario uses the skills to configure the Router equipment in the appropriate 
dynamic routing protocols such as OSPF and EIGRP where the trunk interfaces 
were configured, in addition, the configuration of the Loopback is used, which are 
the virtual interfaces of the network and distributed in both networks and it is 
configured for each one of them, with the dynamic routing protocols of Routing 
already indicated for the traffic of themselves and to provide connectivity with the 
help of the GNS3 tool, the first scenario was achieved. 
The second scenario was worked with the help of the Packet Tracer tool in the 
topology, of this network that are made up of 4 switches, the skills of reinforcing the 
layer 2 segment were obtained, with L2 and L3 switches, which are equipment, of 
High redundancy are networks, such as VTP where the networks are propagated 
and the Spanning Tree protocol is configured, and Etherchannel, PAGP and LACP 
communication protocols were configured, Vlan Trunking Protocol was also used in 
the server and client mode segments Transparent also, the protocols were taken 
into account, from STP in the primary and secondary root priorities in the 
configuration of the Vlans. 
Once the two scenarios were developed, the important objectives were achieved 
and the knowledge covered to a real area of telecommunications was obtained. 
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El objetivo de la actividad se desarrolla en las habilidades de acuerdo con el curso 
del Diplomado de Profundización CCNP, se tiene como objetivo dar la solución de 
los problemas planteados que son de dos escenarios que consiste en Networking, 
se da solución a los dos escenarios que se lleva de manera práctica todos los 
conocimientos de configuraciones.  
 
En primer escenario se desarrolla los protocolos de enrutamientos para dar solución 
a los Routrs R1, R2, R3, R4 y R5 se utiliza los protocolos de enrutamiento como 
OSPF y EIGRP para la propagación y aprendizaje de las rutas de manera 
automáticas, se crean las Loopback en las interfaces del R1 y R5 con su 
correspondiente área y dar conectividad. 
 
 En el segundo escenario donde se implementa las redes compuestas por los 
conmutadores, en este escenario se trabajó en el programa de Packet Tracer de la 
última versión 8 que está más actualizado y se pudo adaptar a las configuraciones 
dadas, se utilizaron los protocolos de EtherChannel y los protocolos de 
comunicación PAGP y LACP, se configuraron los Spanning Tree STP y se utilizaron 









DESARROLLO DE PRIMER ESCENARIO 
 
Topología de Primer escenario  
 
Ilustración 1 topología de red primer escenario  
 
Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y  
R5 según el diagrama. No asigne passwords en los routers. Configurar las interfaces 
con las direcciones  
que se muestran en la topología de red.  
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 20.1.0.0/22 y  
configure esas interfaces para participar en el área 150 de OSPF.  
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3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 180.5.0.0/22  
y configure esas interfaces para participar en el Sistema Autónomo EIGRP 51.4. 
Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de  
Loopback mediante el commando shows ip route. 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
80000 y luego redistribuya  
las rutas OSPF en EIGRP usando un ancho de banda T1 y 20,000 microsegundos 
de retardo. 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
tabla de enrutamiento  













Desarrollo del primer escenario  
 Topología de GNS3  
 
 
Ilustración 2 Topología de red implementado en GNS3 
 
Realizamos la configuración de los Router R1, R2, R3, R4 y R5. 
primer lugar se hace la configuración inicial de los equipos con los comandos 
básicos, primero se desactiva la traducción de nombres y dirección de dispositivo 
después se configura las líneas de consola y se activa el registro sincrónico.  
R1 configuration  
R1(config)#no ip domain-lookup 
R1(config)#line console 0 
R1 (config-line)#logging synchronous 
R1(config-line)#exec-timeout 0 0 
R1(config-line)#exit 
R2 configuration  
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R2(config)#no ip domain-lookup 
R1(config)#line console 0 
R2 (config-line)#logging synchronous 
R2(config-line)#exec-timeout 0 0 
R2(config-line)#exit 
R3 configuration  
R3(config)#no ip domain-lookup 
R3(config)#line console 0 
R3 (config-line)#logging synchronous 
R3(config-line)#exec-timeout 0 0 
R3(config-line)#exit 
 
R4 configuration  
 
R4(config)#no ip domain-lookup 
R4(config)#line console 0 
R4 (config-line)#logging synchronous 
R4(config-line)#exec-timeout 0 0 
R4(config-line)#exit 
 
R5 configuration  
R5(config)#no ip domain-lookup 
R5(config)#line console 0 
R5 (config-line)#logging synchronous 




Realiza la configuración de los router R1, R2, R3 protocolo enrutamiento IGP, 





TABLA DE RED Y HOST   
RED  MASCARA  WILCARD GW ULTIMA IP BROADCAST 
20.1.0.0 255.255.255.0 0.0.0.255 20.1.0.1 20.1.0.254 20.1.0.255 
20.1.1.0 255.255.255.0 0.0.0.255 20.1.1.1 20.1.1.254 20.1.1.255 
20.1.2.0 255.255.255.0 0.0.0.255 20.1.2.1 20.1.2.254 20.1.2.255 
20.1.3.0 255.255.255.0 0.0.0.255 20.1.3.1 20.1.3.254 20.1.3.254 
Ilustración 3 Tabla de red y Host 
 
Asigna el direccionamiento en la interfaz s2/0, se activa la configuración 
clock rate en 56000 el DCE  
R1 configuración  
R1(config)#interface se2/0 
R1(config-if)#ip address 150.20.15.1 255.255.255.0 
R1(config-if)#clock rate 64000 
R1(config-if)#no shutdown 
*Jun  5 16:55:21.047: %LINK-3-UPDOWN: Interface Serial2/0, changed state to up 
R1(config-if)# 
*Jun  5 16:55:22.055: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/0, changed state to up 
R1(config-if)#exit 
*Jun  5 16:55:50.099: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/0, changed state to down 
 
Crean las loopback. En el R1 
R1(config)#interface loopback 1 
*Jun  5 16:59:43.239: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback2, changed state to up 
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R1(config-if)#ip ospf network point-to-point 
R1(config-if)#ip address 20.1.10.1 255.255.255.0 
 
R1(config-if)#interface loopback 3 
*Jun  5 17:01:27.675: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback4, changed state to up 
R1(config-if)#ip ospf network point-to-point 
R1(config-if)#ip address 20.1.20.1 255.255.255.0 
R1(config-if)#ip ospf network point-to-point 
R1(config-if)#exit 
R1(config)#interface loopback 5 
*Jun  5 17:02:24.847: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback6, changed state to up 
R1(config-if)#ip ospf network point-to-point 
R1(config-if)#ip address 20.1.30.1 255.255.255.0 
R1(config-if)#exit 
R1(config)#interface loopback 7 
*Jun  5 17:03:36.147: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback8, changed state to up 
R1(config-if)#ip ospf network point-to-point 




Se procede a configura el OSPF, y el Id-proceso 7 R1 
Para habilitar el enrutamiento OSPF se hace la siguiente configuración con el 
comando en modo global, indicando id del proceso, con el comando router-id se 
identifica ante otros routers mediante esta ID del Router. 
Configuración del R1 
R1(config)#router ospf 7 
R1(config-router)#router-id 1.1.1.1 
R1(config-router)#network 150.20.15.0 0.0.0.255 area 150 
*Jun  6 13:17:03.067: %OSPF-5-ADJCHG: Process 7, Nbr 2.2.2.2 on Serial2/0 from 
LOADING to FULL, Loading Done 
R1(config-router)#network 20.1.0.0 0.0.3.255 area 150 
Configuración del R2 
R2 se ingresa modo configuración y se configura la interfaz con el 
direccionamiento IP  
 
R2(config)#interface se2/0 
R2(config-if)#ip address 150.20.15.2 255.255.255.0 
R2(config-if)#no shutdown 
*Jun  5 17:32:40.723: %LINK-3-UPDOWN: Interface Serial2/0, changed state to up 
*Jun  5 17:32:41.731: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/0, changed state to up 
R2(config)#interface se2/1 
R2(config-if)#ip address 150.20.20.1 255.255.255.0 
R2(config-if)#clock rate 64000 
R2(config-if)#no shutdown 
*Jun  5 17:34:30.243: %LINK-3-UPDOWN: Interface Serial2/1, changed state to up 
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*Jun  5 17:34:31.251: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/1, changed state to up 
R2(config-if)#exit 
Configura OSPF se mantiene El Id-proceso 7 
Se repite la configuración anterior que se hizo en el R1 a R2  
Para habilitar el enrutamiento OSPF, se hace la siguiente configuración con el 
comando modo global, indicando id proceso, con el comando router-id se identifica 
ante otros routers mediante esta ID del router. 
 
R2(config)#router ospf 7 
R2(config-router)#router-id 2.2.2.2 
R2(config-router)#network 150.20.15.0 0.0.0.255 area 150 
R2(config-router)#network 150.20.20.0 0.0.0.255 area 150 
*Jun  5 17:38:06.983: %OSPF-5-ADJCHG: Process 7, Nbr 1.1.1.1 on Serial2/0 from 
LOADING to FULL, Loading Done 
R2(config-router)#network 150.20.20.0 0.0.0.255 area 150 
R2(config-router)#exit 
Configura el R3 con la interfaz y el direccionamiento IP asignado  
R3(config)# interface se2/1 
R3(config-if)#ip address 150.20.20.2 255.255.255.0 
R3(config-if)#no shutdown 
*Jun  5 17:52:11.079: %LINK-3-UPDOWN: Interface Serial2/1, changed state to up 
*Jun  5 17:52:12.087: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/1, changed state to up 
R3(config-if)#interface se2/2 




*Jun  5 17:52:26.007: %LINK-3-UPDOWN: Interface Serial2/2, changed state to up 
*Jun  5 17:52:27.015: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/2, changed state to up 
R3(config-if)#exit 
Configure OSPF El ID-PROCESO 7 
Se repite la configuración anterior que se hizo en el R1 y R2 ya al R3 
Para habilitar el enrutamiento OSPF se hace la siguiente configuración, con el 
comando modo global indicando id_proceso, con el comando router-id se identifica 
ante otros routers mediante esta ID del router. Vemos que los id son diferentes para 
que no haya conflicto en la comunicación entre los dispositivos. 
 
R3(config)#router ospf 7 
R3(config-router)#router-id 3.3.3.3 
R3(config-router)#network 150.20.20.0 0.0.0.255 area 150 
*Jun  5 17:58:22.075: %OSPF-5-ADJCHG: Process 7, Nbr 2.2.2.2 on Serial2/1 from 
LOADING to FULL, Loading Done 
R3(config-router)#network 80.50.42.0 0.0.0.255 area 150 
R3(config-router)#exit 
 
R3(config)#router eigrp 51 
R3(config-router)#no auto-summary 
R3(config-router)#network 80.50.42.0 0.0.0.255 
R3(config-router)#exit 
después de configurar la distribución en el R3, debemos revisar las redes Loopback 





Cuando se termina la configuración con el protocolo OSPF en los R1, R2, R3 se 
confirma que se vean los vecinos, ID para esto utilizamos el comando show ip ospf 
neighbor. 
Se verifica con el comando show ip ospf neighbor en el R1. 
R1#show ip ospf neighbor 
Neighbor ID     Pri   State           Dead Time   Address         Interface 
2.2.2.2           0   FULL/  -        00:00:32    150.20.15.2     Serial2/0 
R1# 
R2#show ip ospf neighbor 
 
Neighbor ID     Pri   State           Dead Time   Address         Interface 
3.3.3.3           0   FULL/  -        00:00:36    150.20.20.2     Serial2/1 
1.1.1.1           0   FULL/  -        00:00:31    150.20.15.1     Serial2/0 
Se valida que se encuentra los vecinos los vecinos asignados en el R1 
R3#show ip ospf neighbor 
 
Neighbor ID     Pri   State           Dead Time   Address         Interface 
2.2.2.2           0   FULL/  -        00:00:39    150.20.20.1     Serial2/1 
Se valida que se encuentra los vecinos los vecinos asignados en el R1 
Como observamos que en R3 se verifica el protocolo la vecindad EIGRP con el 
comando show ip eigrp neighbors, para determinar cuándo los vecinos se activan 
e inactivan. También es útil para depurar ciertos tipos de problemas de transporte. 
R3#show ip eigrp neighbors 
EIGRP-Ipv4 Neighbors for AS(51) 





                                                   (sec)         (ms)       Cnt Num 
0   80.50.42.2              Se2/2                    10 00:51:24   73   438  0  7 
 
Verifica rutas aprendidas OSPF. 
con el comando show ip route ospf en R1, se utiliza para mostrar solo las rutas 
OSPF descubiertas en la tabla de routing. El resultado muestra que el R1 descubrió 
redes remotas mediante OSPF. 
R1#show ip route ospf 
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2 
       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2 
       ia - IS-IS inter area, * - candidate default, U - per-user static route 
       o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP 
       + - replicated route, % - next hop override 
 
Gateway of last resort is not set 
 
      80.0.0.0/24 is subnetted, 2 subnets 
O E2     80.50.30.0 [110/80000] via 150.20.15.2, 00:24:26, Serial2/0 
O        80.50.42.0 [110/192] via 150.20.15.2, 01:50:00, Serial2/0 
      150.20.0.0/16 is variably subnetted, 3 subnets, 2 masks 
O        150.20.20.0/24 [110/128] via 150.20.15.2, 01:52:58, Serial2/0 




O E2     180.5.0.0 [110/80000] via 150.20.15.2, 00:24:26, Serial2/0 
O E2     180.5.1.0 [110/80000] via 150.20.15.2, 00:24:26, Serial2/0 
O E2     180.5.2.0 [110/80000] via 150.20.15.2, 00:24:26, Serial2/0 
O E2     180.5.3.0 [110/80000] via 150.20.15.2, 00:24:26, Serial2/0 
Verifica ruta en el R2 
R2#show ip rou ospf 
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2 
       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2 
       ia - IS-IS inter area, * - candidate default, U - per-user static route 
       o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP 
       + - replicated route, % - next hop override 
 
Gateway of last resort is not set 
 
      20.0.0.0/24 is subnetted, 4 subnets 
O        20.1.0.0 [110/65] via 150.20.15.1, 01:54:28, Serial2/0 
O        20.1.1.0 [110/65] via 150.20.15.1, 01:54:28, Serial2/0 
O        20.1.2.0 [110/65] via 150.20.15.1, 01:54:28, Serial2/0 
O        20.1.3.0 [110/65] via 150.20.15.1, 01:54:28, Serial2/0 





O E2     80.50.30.0 [110/80000] via 150.20.20.2, 00:25:38, Serial2/1 
O        80.50.42.0 [110/128] via 150.20.20.2, 01:51:15, Serial2/1 
      180.5.0.0/24 is subnetted, 4 subnets 
O E2     180.5.0.0 [110/80000] via 150.20.20.2, 00:25:38, Serial2/1 
O E2     180.5.1.0 [110/80000] via 150.20.20.2, 00:25:38, Serial2/1  
O E2     180.5.2.0 [110/80000] via 150.20.20.2, 00:25:38, Serial2/1 
O E2     180.5.3.0 [110/80000] via 150.20.20.2, 00:25:38, Serial2/1 
Observaciones se tiene las loopback de R1 con OSPF  
R3 verifica rutas aprendidas  
R3#show ip route ospf 
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2 
       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2 
       ia - IS-IS inter area, * - candidate default, U - per-user static route 
       o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP 
       + - replicated route, % - next hop override 
 
Gateway of last resort is not set 
 
      20.0.0.0/24 is subnetted, 4 subnets 
O        20.1.0.0 [110/129] via 150.20.20.1, 01:52:12, Serial2/1 




 O        20.1.2.0 [110/129] via 150.20.20.1, 01:52:12, Serial2/1 
O        20.1.3.0 [110/129] via 150.20.20.1, 01:52:12, Serial2/1 
      150.20.0.0/16 is variably subnetted, 3 subnets, 2 masks 
O        150.20.15.0/24 [110/128] via 150.20.20.1, 01:52:12, Serial2/1 
 
Verifica rutas EIGRP con el comando show ip route eigrp, en R3. 
 
 
Codes: L - local, C - connected, S - static, R - RIP, M - 
mobile, B - BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2 
       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2 
       ia - IS-IS inter area, * - candidate default, U - per-user static route 
       o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP 
       + - replicated route, % - next hop override 
 
Gateway of last resort is not set 
 
      80.0.0.0/8 is variably subnetted, 3 subnets, 2 masks 
D        80.50.30.0/24 [90/2681856] via 80.50.42.2, 00:43:00, Serial2/2 
      180.5.0.0/24 is subnetted, 4 subnets 
D        180.5.0.0 [90/2809856] via 80.50.42.2, 00:32:44, Serial2/2 




D        180.5.1.0 [90/2809856] via 80.50.42.2, 00:32:44, Serial2/2 
D        180.5.2.0 [90/2809856] via 80.50.42.2, 00:32:44, Serial2/2 
D        180.5.3.0 [90/2809856] via 80.50.42.2, 00:32:44, Serial2/2 
 
Configura R4 con direccionamiento IP en las interfaces. 
R4(config)#int se2/2 
R4(config-if)#ip address 80.50.42.2 255.255.255.0 
R4(config-if)#clock rate 64000 
R4(config-if)#no shutdown 
*Jun  5 19:13:19.483: %LINK-3-UPDOWN: Interface Serial2/2, changed state to up 
*Jun  5 19:13:20.483: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/2, changed state to up 
R4(config-if)#int se2/3 
R4(config-if)#ip address 80.50.30.1 255.255.255.0 
R4(config-if)#no shutdown 
*Jun  5 19:13:32.479: %LINK-3-UPDOWN: Interface Serial2/3, changed state to up 
*Jun  5 19:13:33.503: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/3, changed state to up 
 Configura protocolo EIGRP al R4. 
 
R4(config)#router eigrp 51 
R4(config-router)#no auto-summary 
R4(config-router)#network 80.50.42.0 0.0.0.255 
R4(config-router)#network 80.50.30.0 0.0.0.255 
30 
 
*Jun  5 19:16:24.659: %DUAL-5-NBRCHANGE: EIGRP-Ipv4 51: Neighbor 
80.50.42.1 (Serial2/2) is up: new adjacency 
R4(config-router)#network 80.50.30.0 0.0.0.255 
 
Verifica las rutas del R4 con el comando show ip route.  
R4#show ip route 
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2 
       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2 
       ia - IS-IS inter area, * - candidate default, U - per-user static route 
       o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP 
       + - replicated route, % - next hop override 
 
Gateway of last resort is not set 
 
      20.0.0.0/24 is subnetted, 4 subnets 
D EX     20.1.0.0 [170/14969856] via 80.50.42.1, 00:29:18, Serial2/2 
D EX     20.1.1.0 [170/14969856] via 80.50.42.1, 00:29:18, Serial2/2 
D EX     20.1.2.0 [170/14969856] via 80.50.42.1, 00:29:18, Serial2/2 
D EX     20.1.3.0 [170/14969856] via 80.50.42.1, 00:29:18, Serial2/2 
      80.0.0.0/8 is variably subnetted, 4 subnets, 2 masks 





L        80.50.30.1/32 is directly connected, Serial2/3 
C        80.50.42.0/24 is directly connected, Serial2/2 
L        80.50.42.2/32 is directly connected, Serial2/2 
      150.20.0.0/24 is subnetted, 2 subnets 
D EX     150.20.15.0 [170/14969856] via 80.50.42.1, 00:29:18, Serial2/2 
D EX     150.20.20.0 [170/14969856] via 80.50.42.1, 00:29:18, Serial2/2 
      180.5.0.0/24 is subnetted, 4 subnets 
D        180.5.0.0 [90/2297856] via 80.50.30.2, 00:33:46, Serial2/3 
D        180.5.1.0 [90/2297856] via 80.50.30.2, 00:33:46, Serial2/3 
D        180.5.2.0 [90/2297856] via 80.50.30.2, 00:33:46, Serial2/3 
D        180.5.3.0 [90/2297856] via 80.50.30.2, 00:33:46, Serial2/3 
 
verifica vecindad con R4 con el comando; show ip eigrp neighbors se 
muestra en el ejemplo con el R4: 
 
R4#show ip eigrp neighbors 
EIGRP-IPv4 Neighbors for AS(51) 
H   Address                 Interface              Hold Uptime   SRTT   RTO  Q  Seq 
                                                   (sec)         (ms)       Cnt Num 
0   80.50.30.2              Se2/3                    12 00:34:32   49   294  0  5 






Configuración en R5. 
 
 
TABLA DE RED Y HOST 
RED  MASCARA  WILCARD GW  ULTIMA IP BROADCAST 
180.5.0.0 255.255.255.0 0.0.0.255 180.5.0.1 180.5.0.254 180.5.0.255 
180.5.1.0 255.255.255.0 0.0.0.255 180.5.1.1 180.5.1.254 180.5.1.255 
180.5.2.0 255.255.255.0 0.0.0.255 180.5.2.1 180.5.2.254 180.5.2.255 
180.5.3.0 255.255.255.0 0.0.0.255 180.5.3.1 180.5.3.254 180.5.3.255 
Ilustración 4 Tabla de red y host 
Configura la interfaz en el R5 y se crean las Loopback. 
R5(config)#int se2/3 
R5(config-if)#ip address 80.50.30.2 255.255.255.0 
R5(config-if)#clock rate 64000 
R5(config-if)#no shutdown 
*Jun  5 19:35:44.715: %LINK-3-UPDOWN: Interface Serial2/3, changed state to up 
*Jun  5 19:35:45.723: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Serial2/3, changed state to up 
R5(config-if)#interface loopback 2 
R5(config-if)#ip ospf network point-to-point 
*Jun  5 19:35:58.655: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback1, changed state to up 





R5(config)#interface loopback 4 
R5(config-if)#ip ospf network point-to-point 
R5(config-if)#ip address 180.5.1.1 255.255.255.0 
*Jun  5 19:36:19.647: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback3, changed state to up 
R5(config-if)#exit 
R5(config)#interface loopback 6 
R5(config-if)#ip ospf network point-to-point 
R5(config-if)#ip address 180.5.2.1 255.255.255.0 
*Jun  5 19:36:35.087: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback5, changed state to up 
R5(config-if)#exit 
R5(config)#interface loopback 8 
R5(config-if)#ip ospf network point-to-point 
R5(config-if)#ip address 180.5.3.1 255.255.255.0 
*Jun  5 19:36:49.851: %LINEPROTO-5-UPDOWN: Line protocol on Interface 
Loopback7, changed state to up 
R5(config-if)#exit                   
R5(config-router)#router eigrp 51 
R5(config-router)#no auto-summary 
R5(config-router)#network 80.50.30.0 0.0.0.255 
*Jun  5 19:37:01.723: %DUAL-5-NBRCHANGE: EIGRP-Ipv4 51: Neighbor 
80.50.30.1 (Serial2/3) is up: new adjacency 





Verifica en el R5 con el comando, show ip route  validar las Loopback. 
R5#show ip route 
*Jun  6 15:20:31.403: %SYS-5-CONFIG_I: Configured from console by console 
R5#show ip route 
Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2 
       i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2 
       ia - IS-IS inter area, * - candidate default, U - per-user static route 
       o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP 
       + - replicated route, % - next hop override 
 
Gateway of last resort is not set 
 
      20.0.0.0/24 is subnetted, 4 subnets 
D EX     20.1.0.0 [170/15481856] via 80.50.30.1, 00:30:45, Serial2/3 
D EX     20.1.1.0 [170/15481856] via 80.50.30.1, 00:30:45, Serial2/3 
D EX     20.1.2.0 [170/15481856] via 80.50.30.1, 00:30:45, Serial2/3 
D EX     20.1.3.0 [170/15481856] via 80.50.30.1, 00:30:45, Serial2/3 
      80.0.0.0/8 is variably subnetted, 3 subnets, 2 masks 






L        80.50.30.2/32 is directly connected, Serial2/3 
D        80.50.42.0/24 [90/2681856] via 80.50.30.1, 00:35:34, Serial2/3 
      150.20.0.0/24 is subnetted, 2 subnets 
D EX     150.20.15.0 [170/15481856] via 80.50.30.1, 00:30:45, Serial2/3 
D EX     150.20.20.0 [170/15481856] via 80.50.30.1, 00:30:45, Serial2/3 
      180.5.0.0/16 is variably subnetted, 8 subnets, 2 masks 
 
C        180.5.0.0/24 is directly connected, Loopback2 
L        180.5.0.1/32 is directly connected, Loopback2 
C        180.5.1.0/24 is directly connected, Loopback4 
L        180.5.1.1/32 is directly connected, Loopback4 
C        180.5.2.0/24 is directly connected, Loopback6 
L        180.5.2.1/32 is directly connected, Loopback6 
C        180.5.3.0/24 is directly connected, Loopback8 
L        180.5.3.1/32 is directly connected, Loopback8 
 
Verifica la Vecindad del R5 con el comando, show ip eigrp neighbors. 
 
R5#show ip eigrp neighbors 
EIGRP-IPv4 Neighbors for AS(51) 
H   Address                 Interface              Hold Uptime   SRTT   RTO  Q  Seq 
                                                   (sec)         (ms)       Cnt Num 





Configuración Redistribución de EIGRP y OSPF en R3. 
R3(config)#router ospf 7 
R3(config-router)#redistribute eigrp 51 metric 80000 subnets 
R3(config-router)#exit 
R3(config)#router eigrp 51 
R3(config-router)#redistribute ospf 7 metric 10000 50000 255 1 1500 
R3(config-router)#exit 
R3(config)#router ospf 7 
R3(config-router)#router-id 3.3.3.3 
R3(config-router)#redistribute eigrp 51 metric 80000 subnets 
R3(config-router)#network 80.50.42.0 0.0.0.255 area 150 
R3(config-router)#network 150.20.20.0 0.0.0.255 area 150 
Verificamos el R3 con el comando, show ip protocols.  
Con este comando muestra los parámetros y otra información acerca, del estado 
actual de cualquier proceso activo de protocolo de routing. 
 
R5#show ip protocols 
*** IP Routing is NSF aware *** 
Routing Protocol is "ospf 7" 
  Outgoing update filter list for all interfaces is not set 
  Incoming update filter list for all interfaces is not set 
  Router ID 3.3.3.3 
  It is an autonomous system boundary router 
 Redistributing External Routes from, 





  Number of areas in this router is 1. 1 normal 0 stub 0 nssa 
  Maximum path: 4 
  Routing for Networks: 
    80.50.42.0 0.0.0.255 area 150 
    150.20.20.0 0.0.0.255 area 150 
  Routing Information Sources: 
    Gateway         Distance      Last Update 
  Distance: (default is 110) 
 
Routing Protocol is "eigrp 51" 
  Outgoing update filter list for all interfaces is not set 
  Incoming update filter list for all interfaces is not set 
  Default networks flagged in outgoing updates 
  Default networks accepted from incoming updates 
  Redistributing: ospf 7 
  EIGRP-IPv4 Protocol for AS(51) 
    Metric weight K1=1, K2=0, K3=1, K4=0, K5=0 
    NSF-aware route hold timer is 240 
    Router-ID: 180.5.3.1 
    Topology : 0 (base) 
      Active Timer: 3 min 
      Distance: internal 90 external 170 
      Maximum path: 4 
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      Maximum hopcount 100 
      Maximum metric variance 1 
 
  Automatic Summarization: disabled 
  Maximum path: 4 
  Routing for Networks: 
    80.50.30.0/24 
    180.5.0.0/22 
  Routing Information Sources: 
    Gateway         Distance      Last Update 
    80.50.30.1            90      00:31:55 
  Distance: internal 90 external 170 
Se verifica la conectividad del R1 Y R5. 
lo que encontramos es validar la conectividad de extremo a extremo. 
  
R1 evidencia  
 
Ilustración 5 conectividad de R5 a R1 




Ilustración 6 conectividad de R5 a R1 
Se comprueba que fueron exitosos la redistribución.  
Ahora en R1 se verifica con el comando show ip route la tabla de 
verificación. 
 
Ilustración 7 Tabla de rutas R1 






Ilustración 8 Conectividad de R1 al R5 
Con el comando TRACEROUTE se valida la subred Loopback. 
 
Ilustración 9 subred Loopback R1 
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Verifica del R5 con el comando show ip route la tabla de verificación. 
 
Ilustración 10 Tabla de ruta de R5 
Comprobamos la conectividad hacia R5 al R1 en la Loopback y se validad 
que son exitosos.  
 






Con el comando TRACEROUTE para validar la subred Loopbacks. 
 












Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, EtherChannel, Vlans y demás aspectos que forman parte del 
escenario propuesto. 
 
Topología de red 
 
 












Topología de red Packet Tracer 
 
 




Parte 1: Configurar la red de acuerdo con las especificaciones. 
Apagar todas las interfaces en cada switch. 
Se ingresa al modo privilegiado y luego al modo de configuración, se selecciona 
todas las interfaces se apaga con los siguientes comandos, en todos los switchs se 
toma por ejemplo uno de los sw. 
 
Switch>enable  
Switch#configure terminal  
Enter configuration commands, one per line. End with CNTL/Z. 
Switch(config)#interface range fastEthernet 0/1-24,gi0/1-2 
Switch(config-if-range)#shutdown 
 
Asignar un nombre a cada switch acorde con el escenario establecido. 
Se aplica los siguientes comandos para cada uno de los switchs, para asignar el 
nombre correspondiente de acuerdo en el escenario DSL1, DLS2, ALS1, ALS2 a 
continuación ingresamos a modo privilegiado y al modo de configuración se asigna 
el nombre, por ejemplo: 
 


















Se crea las loopback en los switchs DLS1 y DLS2.  
Se realiza las configuraciones para crear las loopback en los conmutadores de 
DLS1 y DLS2. 
 
Configura DLS1 
DLS1 (config)#interface lo0 
DLS1 (config-if)#description loopback dsl1 
DLS1 (config-if)#ip address 1.1.1.1 255.255.255.0 
DLS1 (config-if)#exit 
Configura DLS2  
DLS2(config-if)#interface lo0 
DLS2(config-if)#description loopback dsl2 
DLS2(config-if)#ip address 1.1.1.1 255.255.255.0 
DLS2(config-if)#exit 
 
Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
 
La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.20.20.1/30 y para DLS2 
utilizará 10.20.20.2/30. 
En esta configuración se aplica para las interconexiones de los conmutadores, DLS1 
y DLS2 la interface fa0/11 y fa0/12 se configura el Po12 con LACP – L3 este lado 
será el active. 
Configure DLS1 
DLS1(config)#interface range fastEthernet 0/11-12 
DLS1(config-if-range)#no switchport  
DLS1(config-if-range)#channel-protocol lacp 
DLS1(config-if-range)#channel-group 12 mode active 
DLS1(config-if-range)#exit 
DLS1(config)#interface port-channel 12 






DLS2(config)#interface range fastEthernet 0/11-12 
DLS2(config-if-range)#no switchport 
DLS2(config-if-range)#channel-protocol lacp 
DLS2(config-if-range)#channel-group 12 mode passive 
DLS2(config-if-range)#exit 
DLS2(config)#interface port-channel 12 
DLS2(config-if)#ip address 10.20.20.2 255.255.255.252 
DLS2(config-if)#no switchport   
 
Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
Ya que témenos configurado los EtherChannel 1, también configuraremos los PF 
en mode  trunk en las interfaces, tener en cuenta llevar siempre la misma vlan nativa 
500 y la  interface fa0/7 y fa0/8 se configura Po1 con LACP - L2 este lado será el 
active, Interconexión al SW ALS1. 
 
Configuración de DLS1 
DLS1(config)#interface range fastEthernet 0/7-8 
DLS1(config-if-range)#channel-protocol lacp 
DLS1(config-if-range)#channel-group 1 mode active 
DLS1(config-if-range)#no shutdown 
DLS1(config-if-range)#exit 
DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 







Configuración de ALS1 
ALS1(config)#interface range fastEthernet 0/7-8 
ALS1(config-if-range)#channel-protocol lacp 
ALS1(config-if-range)#channel-group 1 mode passive 
ALS1(config-if-range)#no shutdown 
ALS1(config-if-range)#exit 
ALS1(config)#interface port-channel 1 
ALS1(config-if)#switchport trunk encapsulation dot1q 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 





Configuración de DLS2 
Ya que témenos configurado los EtherChannel 2 también configuraremos los PF en 
mode  trunk en las interfaces tener en cuenta llevar siempre la misma vlan nativa 
 
DLS2(config)#interface range fastEthernet 0/7-8 
DLS2(config-if-range)#channel-protocol lacp 
DLS2(config-if-range)#channel-group 2 mode active 
DLS2(config-if-range)#no shutdown 
DLS2(config-if-range)#exit 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk encapsulation dot1q 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 







Configuración de ALS2 
ALS1(config)#interface range fastEthernet 0/7-8 
ALS1(config-if-range)#channel-protocol lacp 
ALS1(config-if-range)#channel-group 2 mode passive 
ALS1(config-if-range)#no shutdown 
ALS1(config-if-range)#exit 
ALS1(config)#interface port-channel 2 
ALS1(config-if)#switchport trunk encapsulation dot1q 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 




Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
Configuración de DSL1 
DLS1(config)#interface range fastEthernet 0/9-10 
DLS1(config-if-range)#channel-protocol pagp 
DLS1(config-if-range)#channel-group 4 mode desirable 
DLS1(config-if-range)#exit 
DLS1(config)#interface port-channel 4 
DLS1(config-if)#switchport trunk encapsulation dot1q 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 







Configuración de DLS2 
DLS2(config)#interface range fastEthernet 0/9-10 
DLS2(config-if-range)#channel-protocol pagp 
DLS2(config-if-range)#channel-group 3 mode desirable 
DLS2(config-if-range)#exit 
DLS2(config)#interface port-channel 3 
DLS2(config-if)#switchport trunk encapsulation dot1q 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 





Configuración de ALS1 
ALS1(config)#interface range fastEthernet 0/9-10 
ALS1(config-if-range)#channel-protocol pagp 
ALS1(config-if-range)#channel-group 3 mode auto 
ALS1(config-if-range)#exit 
ALS1(config)#interface port-channel 3 
ALS1(config-if)#switchport trunk encapsulation dot1q 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 










Configuración de ALS2 
 
ALS2(config)#interface range fastEthernet 0/9-10 
ALS2(config-if-range)#channel-protocol pagp 
ALS2(config-if-range)#channel-group 4 mode auto 
ALS2(config-if-range)#exit 
ALS2(config)#interface port-channel 4 
ALS2(config-if)#switchport trunk encapsulation dot1q 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#switchport trunk allowed vlan 15,100,200,240,300,420,500,700 





Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa. 
Configuración de DLS1 
DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit 
DLS1(config)#interface port-channel 4 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit 
 
Configuración de DLS2 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 3 





Configuración de ALS1 
ALS1(config)#interface port-channel 1 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#exit 
ALS1(config)#interface port-channel 3 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#exit 
 
Configuración de ALS2 
ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
ALS2(config)#interface port-channel 4 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
 
NOTA: en la configuración anterior se asignaron la vlan 500 NATIVA en todas las interfaces 
troncales en los conmutadores.   
 
Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
 
Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
Configuration DLS2 
DLS2(config)#vtp domain CISCO 
DLS2(config)#vtp password ccnp321 
DLS2(config)#vtp version 2 
 
Configuration ALS1 
ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp password ccnp321 





ALS2(config)#vtp domain CISCO 
ALS2(config)#vtp password ccnp321 
ALS2(config)#vtp version 2 
 
Nota: El software Packet Tracer versión 8 no está habilitado la versión 3 VTP, por 
este modo se configura con la versión 2 VTP, con la misma configuración de la guía. 
 
Ilustración 15 VTP versión  
 
Configurar DLS1 como servidor principal para las VLAN. 
NOTA: Debido a que Packet Tracer tiene un rango de VLAN’s en esta versión 8 (de 























Configurar ALS1 y ALS2 como clientes VTP. 
Configuration ALS1 
ALS1(config)#vtp mode client 
Configuration ALS2 
ALS2(config)#vtp mode client 
 
Configurar en el servidor principal las siguientes VLAN: 
 
 
Ilustración 16 Tabla de VLANs  
NOTA: Debido a que Packet Tracer tiene un rango de VLAN’s en esta versión 8 (de 
la 1 a la 1005), se modifican las VLANs MULTIMEDIA (200), VENTAS (300) y 
PERSONAL (700):  
 
 







Tabla de las VLANs modificadas: 
 
Ilustración 18 Tabla de modificación de las VLANs  
En DLS1, suspender la VLAN 420. 
No se logra suspender la VLAN 420 por que Packet Tracer no ofrece la opción en 
sus líneas de comando: 
 
 
Ilustración 19 VLAN 420 
La configuración de la guía hacia DLS1 debería ser la configuración del equipo en 




Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
Configuración de DLS2 en modo transparente y las VLANs.  
DLS2(config)#vtp mode transparent  




















Suspender VLAN 420 en DLS2 
No se logra suspender la VLAN 420 por que Packet Tracer no ofrece la opción en 









En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
Nota: Se crea la VLAN 567 en DLS2, debido a que DLS2 está en modo Transparent, 





DLS2(config)#interface port-channel 1 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 12 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
 
Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240. 
 
Configuración de DLS1 
DLS1(config)#spanning-tree vlan 1,15,420,500,300,200,700 root primary  
DLS1(config)#spanning-tree vlan 100,240 root secondary 
 
Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como 
una raíz secundaria para las VLAN 15, 420, 600, 1050, 11112 y 3550. 
 
Configuración de DLS2 
DLS2#conf t 
DLS2(config)#spanning-tree vlan 100,240 root primary  
DLS2(config)#spanning-tree vlan 1,15,420,500,300,200,700 root secondary 
 
Configurar todos los puertos como troncales de tal forma que solamente las 




Configuración de DLS1 
DLS1(config)#interface fastEthernet 0/7 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk encapsulation dot1q  
DLS1(config-if)#switchport mode trunk 
DLS1(config-if)#interface fastEthernet 0/8 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk encapsulation dot1q  
DLS1(config-if)#switchport mode trunk 
 
configuración de DLS2  
ALS2(config)#interface fastEthernet 0/7 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#switchport trunk encapsulation dot1q  
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#interface fastEthernet 0/8 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#switchport trunk encapsulation dot1q  
ALS2(config-if)#switchport mode trunk 
 
Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera: 
 






Ilustración 22 Tabla nueva de la interfaz puertos de acceso 
Se realiza la configuración de los puertos de acceso con los siguientes comandos:  
Configuración de las interfaces de DLS1 
DLS1(config)#interface fastEthernet 0/6 
DLS1(config-if)#switchport mode Access 
DLS1(config-if)#spanning-tree portfast 
DLS1(config-if)#switchport nonegotiate  




DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport nonegotiate  




Configuración de las interfaces de DLS2 
DLS2(config)#interface fastEthernet 0/6 
DLS2(config-if)#switchport mode Access 
DLS2(config-if)#spanning-tree portfast 
DLS2(config-if)#switchport nonegotiate  
DLS2(config-if)#switchport access vlan 15 






DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport nonegotiate  
DLS2(config-if)#switchport access vlan 200 
DLS2(config-if)#shutdown 
DLS2(config-if)#exit 
DLS2(config)#interface range fa0/16-18 
DLS2(config-if-range)#switchport mode access 
DLS2(config-if-range)#switchport nonegotiate  




Configuración las interfaces de ALS1 
ALS1(config)#interface fastEthernet 0/6 
ALS1(config-if)#switchport mode Access 
ALS1(config-if)#spanning-tree portfast 
ALS1(config-if)#switchport nonegotiate  
ALS1(config-if)#switchport access vlan 100 




ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport nonegotiate  




Configuración de las interfaces de ALS2 
ALS2(config)#interface fastEthernet 0/6 
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ALS2(config-if)#switchport mode Access 
ALS2(config-if)#spanning-tree portfast 
ALS2(config-if)#switchport nonegotiate  




ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport nonegotiate  







Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso. 
En este punto se hace las pruebas de propagación de las VLANs a través de VTP 
con el comando show vlan brief, se verifica la existencia de las VLAN correctas, 










































Ilustración 25 show vlan brief ALS1 
ALS2 
 
Ilustración 26 show vlan brief ALS2 
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Se verifica las interfaces troncales y de acceso con el comando show 




















Ilustración 29 Interface trunk ALS1 
ALS2 
 
Ilustración 30 Interface trunk ALS2 









Interfaces Fa0/6 DLS1 
 
















Interfaces Fa0/6 DLS2 
 






Ilustración 34 Interfaces Fa0/15-16-18 DLS2 
 
Interfaces de FA0/06 ALS1  
 




Interfaces Fa0/6 ALS2 
 
Ilustración 36 Interfaces Fa0/6 ALS2 
 
Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente.   
Se verifica con el comando show EtherChannel Summary para validar el estado de 







Ilustración 37 Estado EtherChannel 1 en DLS1 
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DSL1 se verifica con el comando show interfaces po1 que está arriba la interfaz. 
 
 














Ilustración 40 Estado de EtherChannel ALS1 
 
Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 




Ilustración 41 STP DLS1 
 
Se verifica en el DLS2 
 





























Se verifica los STP para las VLANs de DLS2. 
DLS2 
 















1. En el desarrollo de la actividad se trabaja la topología se anexa la evidencia 
de la conectividad de los Reuters con el enrutamiento OSPF y EIGRP. 
2. Los protocolos de enrutamiento como EIGRP al momento de propagar rutas 
dinámicas y estáticas dentro de las topologías planteadas del primer 
escenario. 
3. Se tuvieron conocimiento del funcionamiento de las redes y las 
configuraciones correspondientes de la práctica, se cumplió los objetivos 
previos también con la ayuda de Software GNS3 y SMARTLAB se obtuvieron 
simulaciones de un equipo real como funciona sus respetivas aplicaciones. 
4. Se aplicaron las configuraciones permitidas con el control de acceso del uso 
de las Vlans y garantizando las velocidades según como se configuraba 
gracias protocolo EtherChannel que maneja las siguientes comunicaciones 
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