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This paper develops a dynamic random coefficient 
regression model for electricity demand. Six estimation 
procedures are proposed for the model. An empirical study of 
the comparative performance of these six estimators is 
presented. In addition, a Monte Carlo simulation study is 
reported where we examine the small sample properties of the 
distributions of the coefficients and observe the behavior of 




Consider the standard multiple linear regression model: 
K
Yt = 2 $k^ kt ■*" t = l ,  2, . . . , T, (1.1)
k=l
where yt is an observation on the dependent variable at time 
t, xkt is a fixed nonstochastic observation on the k'th 
independent variable at time t, /?k are unknown parameters to 
be estimated, and et is an unobservable random error with mean 
0 and variance a 2. Equation (1.1) may be written more
compactly in matrix form as:
y = X/2 + e, (1.2)
where the dimensions of y, X, j8 , and e are (T X 1) , (T X K) , 
(K X 1) and (T X 1) , respectively. An intercept may be
introduced in the regression model by setting xlt = 1 for all 
t. The standard fixed-coefficient linear regression model is 
analyzed under the following assumptions:
(1) E(e) = 0,
(2) Var(e) = ct2It where Ix is a (T X T) identity matrix,
(3) E(et, es) = 0  (t tA s) , and
1
2(4) X is a fixed and full rank matrix with rank K 
(T > K) .
The least squares estimator of (3 is
b = (X'X^X'y (1.3)
and is the best linear unbiased estimator (BLUE) if all the 
above assumptions hold. The linear regression parameters are 
assumed to remain constant; neither varying from one unit to 
another nor from one time period to another. However, it is 
unrealistic to expect these coefficients to be the same for 
all individuals in all periods in most economic phenomena. 
Thus, over the last three decades great effort has been spent 
by econometricians and statisticians on random coefficient 
regression (RCR) or variable coefficient regression (VCR) 
models. The RCR models are simply those in which some or all 
of the parameters are considered to be random variates. The 
VCR models are those in which some or all of the coefficients 
vary systematically over the sample, perhaps with a random 
error term.
Only a few applied papers in the context of electricity 
demand have utilized RCR techniques. Hendricks, Koenker, and 
Poirier (1979) applied Swamy's (1971) RCR model of the daily 
household cycle for electricity which incorporates systematic 
variation in parameters among cross-sectional units. 
Houthakker (1980) analyzed residential demand using the 
Balestra-Nerlove (1966) error components estimation procedure.
Hartman (1983) and Howrey and Varian (1984) used error 
components techniques to derive some estimators for household 
electricity demand. However, we do not find any literature on 
residential electricity demand using linear regression models 
with systematically time-varying coefficients.
The purpose of this paper is to develop a dynamic VCR 
model of the demand for electricity in the residential market. 
The model developed in the present study evaluates changing 
price and income elasticities of electricity through time. We 
believe that the behavior of the consumer can be described 
best in terms of a dynamic mechanism. The hypothesis is that 
elasticity of residential use of electricity is not constant 
over time, but varies with the levels of both the lagged 
dependent variable and the independent variable in question.
There is a substantial body of literature dealing with 
price and income elasticities for electricity. Taylor (1975) 
presented a comprehensive survey of econometric studies of the 
residential demand for electricity. Hsiao and Mountain (1985) 
summarized most of the studies of electricity demand through 
the early 1980's. However, there have been no major studies 
of regional differences in price and income elasticities for 
electricity or of varying elasticities through time. In our 
paper, regional differences in price and income elasticities 
are considered as well as time variations of price and income 
elasticities for twelve electricity companies operating in 
several different areas within the state of Louisiana. We
4believe that electric companies operating in different kinds 
of economies have customers with different sensitivities to 
rate changes, because of differences in economic 
circumstances, differences in climate, differences in customs, 
and differences in electrical appliance saturations.
Six alternative estimation procedures for the model are 
proposed. Four estimated generalized least squares estimators 
of the slope coefficients are proposed to account for 
heteroscedasticity and a ridge estimator is proposed to 
account for multicollinearity in the model.
We compare the relative performance of the six estimators 
by means of an empirical study and a simulation experiment. 
We have access to detailed annual residential electricity use 
data for twelve specific electric cooperatives. These data 
give some initial insights into the relative performance of 
the six estimators. However, the primary investigation of the 
performance of the six estimators will be based on a Monte 
Carlo simulation study. The simulation study is designed to 
examine the distributions of the estimated coefficients in 
small to medium sized samples.
The plan of this study is as follows. A comprehensive 
survey of literature on RCR or VCR models and on the demand 
for electricity is given in Chapter II. In Chapter III, we 
formally state the model to be analyzed and discuss its 
properties. The major computational steps of each of the six 
estimation procedures are presented. The design and
methodology of the empirical and simulation studies are also 
described in Chapter III. The results of the empirical study 
of real-life data and the Monte Carlo experiments are 
presented and interpreted in Chapter IV. Chapter V provides 
a summary and some conclusions of the study and some 
suggestions for possible future work.
CHAPTER II
LITERATURE REVIEW
2.l Literature Review of RCR and VCR Models
There are basically three classes of random and variable 
coefficient models:
(a) random models with stationary parameters,
(b) random models with non-stationary parameters, and
(c) models with systematically time-varying 
nonstochastic parameters but with random shocks.
In the first class (a), the parameters are generated by 
stationary stochastic processes about a constant, but unknown, 
mean. The objective of this type of analysis is to estimate 
this unknown mean and the covariance matrix. A large amount 
of work on this topic has been applied to many problems in 
econometrics and statistics. Dielman (1983) presented a 
comprehensive survey of statistical methods for studying the 
individual entities with a pooled cross-sectional and time 
series data base. The methods included were seemingly 
unrelated regression (SUR), the dummy variable model, error 
components models, and RCR models. There are two widely known 
methods for looking at these types of problems in RCR models. 
The first method deals only with shifts in the intercept term 
associated with individuals and/or time periods. The second
6
7method introduces variations in both intercept and slope 
coefficients.
In the first method, the shifts in the intercept are 
sometimes treated as dummy variables. The dummy variable 
models, combining cross section data with time series data, 
have been used in production function estimation by Hoch 
(1962) and Mundlak (1961) and in cost function estimation by 
Johnson (1964). In other applications, these shifts were 
treated as error components.
The first author who assumed that the error terms were 
composed of three independent components was Kuh (1959) . One 
of the three components is associated with time (time 
effects), another with cross sectional units (cross section 
effects) , and the third with both time and cross sectional 
units (the remaining effects). The error components model can 
be written as follows:
k
Yit — Q! + 2 /3jXjjt + £jt, i — 1,2, • • •, N, (2.1)
j=l t = 1, 2, ..., T,
where yit is an observation on the dependent variable for the 
i'th cross sectional unit for the t'th time period, is an 
observation on the j'th independent variable for the i'th 
cross sectional unit for the t'th time period, /3j are the 
parameters to be estimated, and a is a constant intercept. eit 
is the random error which can be decomposed into the sum of
three components:
eit = ^  + Xt + vit (2 .2 )
where ^  represents the time invariant, individual effects; Xt 
represents time period specific and individual invariant 
effects; and vA represents the remaining effects which are 
assumed to vary over both individuals and time periods. jli;, 
and vA are all random, have zero means, are independent 
among themselves, and have variances o^, a \ , and d \ ,
respectively.
The dummy variable model is a special case of (2.1) and 
(2 .2 ) where /X; and \t are unknown parameters such that 
N T
S = 0 and 2 At = 0, and vA is random. In addition to the 
i=l t=l
work of Hoch (1962), Mundlak (1961) and Johnson (1964), 
applications of the dummy variable model can be found in 
Johnson and Oksanen (1974) and Weiss and Lillard (1978). 
Chamberlain (1980) used the dummy variable approach with 
qualitative data.
The error components models were examined by Balestra and 
Nerlove (1966), Wallace and Hussain (1969), Amemiya (1971), 
Henderson (1971), Maddala (1971), Nerlove (1971a, b) , Rao 
(1972), Swamy and Arora (1972), Arora (1973), Maddala and 
Mount (1973), Fuller and Battese (1974), Mundlak (1978), and 
Dielman (1983). Balestra and Nerlove (1966) studied the 
demand for natural gas using data for thirty-six states over
a six-year period. Wallace and Hussain (1969) discussed the 
estimation of non-dynamic regression parameters and Amemiya
(1971) compared the analysis of variance estimates with the 
maximum likelihood (ML) estimates of the variances of the 
residual components in a lagged dependent variable model. 
Following the work of Wallace and Hussain (1969), Nerlove 
(1971b) derived the characteristic roots and Swamy and Arora
(1972) developed an alternative estimator of the variance- 
covariance matrix for the disturbances in a three-component 
model. Maddala (1971) pointed out a principal weakness in the 
dummy variable technique, that is, it eliminates a major 
portion of the variation from the regression parameters when 
the between cross sections and between time periods variation 
are large.
Rao (1972) used the Minimum Norm Quadratic Unbiased 
Estimation (MINQUE) method developed in a previous paper [Rao
(1970)] to estimate the variance and covariance components. 
Maddala and Mount (1973) discussed this type of model with 
only cross section effects specified. Monte Carlo experiments 
were conducted to investigate the small sample properties of 
estimators of the slope coefficients. Eleven estimators were 
considered including ordinary least squares (OLS); Rao's 
MINQUE (1970); the methods of Balestra and Nerlove (1966), 
Nerlove (1971a), Wallace and Hussain (1969), and Amemiya
(1971); and other two-step generalized least squares (GLS) 
methods.
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Fuller and Battese (1974) derived estimators for the 
variance components using Searle's (1971) fitting-of-constants 
method under slightly more general assumptions than those 
appearing in Swamy and Arora (1972). A ML estimator of 
variance components was derived by Harville (1977).
Pfeffermann and Smith (1985) provided an excellent survey 
of the statistical literature on regression models for grouped 
populations in cross sectional data. Moulton (1986) 
investigated the applicability of group effects models in 
several examples. Houthakker (1980) analyzed residential 
electricity demand using the Balestra-Nerlove (1966) error 
components estimation procedure. Hartman (1983) and Howrey 
and Varian (1984) used error components technigues to derive 
some estimators of household electricity demand.
The second widely known method of looking at problems in 
RCR models introduces variations in both intercept and slope 
coefficients. Hildreth and Houck (1968) developed a 
consistent estimation method for the linear regression model 
with random effects on the coefficients over time while Swamy 
(1970, 1971) considered statistical inference for the model
with random effects on the coefficients over individuals.
RCR models of this type can be written as follows:
K
yt — 2 /?kiXkt + et, t — 1, 2, ...,T, (2.3)
k=l
where yt is the t'th observation on the dependent variable, xkt
11
is the t'th observation on the k'th independent variable, (8kt 
is the associated random coefficient and et is the 
independently and identically distributed error term with mean 
zero and finite variance. The coefficients, are viewed as 
invariant over individuals but varying over time in the 
Hildreth-Houck (H-H) model and are viewed as invariant over 
time but varying from one unit to another in Swamy's model. 
Another difference between the H-H model and Swamy's model is 
that the disturbance term et is omitted in the H-H model. 
However, the objective of both types of analysis is to 
estimate the means and variances of the random regression 
coefficients, j8kt. The assumptions on /3kt are:
E = |8k
and
Var (/3kt) = aa .
Let
$kt  =  $ k  +  Vkt t ( 2 . 4 )
where vkt is the random error. The assumptions on vkt are: 
E (vkt) = 0 for all k and t;
E(vkt, vjs) = if k = j and t = s,
0 otherwise.
12
Substituting (2.4) into (2.3), the model may be written 
K _




Ut = S vktxkt + et, t = 1, 2, ..., T. 
k=l
The conventional fixed-coefficient linear regression model is 
obtained if xlt = 1 for all t and /3lt is distributed with mean 
/3X and constant variance an while each of the other regression 
coefficients (/3kt, k = 2, . .., K) are distributed with mean |3k 
and zero variance.
Further discussions on the H-H model can be found, for 
example, in Froehlich (1973); Theil (1971); Fabozzi and 
Francis (1978, 1980); Lee and Chen (1980); Lee and Chen
(1982); Dixon, Batte and Sonka (1984); Lee, Chen and Bubnys 
(1987) ; and Lockwood and Kadiyala (1988) . Hsiao (1974) , Singh 
and Ullah (1974) and Swamy and Mehta (1977) attempted to prove 
that H-H estimators are asymptotically normal. However, 
Crockett (1985) provided the first correct proof that H-H 
estimators are asymptotically normal. There have been several 
Monte Carlo studies on the H-H model and a number of sampling 
studies investigating the model's small sample properties; for 
example, Froehlich (1973), Raj (1975), and Dent and Hildreth 
(1977). Froehlich (1973) provided a detailed comparison of
13
seven alternative estimators for the H-H model. The 
estimators included were a ML estimator, the H-H estimator, 
the Theil-Mennes (1959) estimator, Rao's MINQUE, and three 
variations of the H-H estimator.
Swamy's RCR model was extended and investigated by 
Rosenberg (1973), Swamy (1973), Swamy and Mehta (1975, 1977), 
Harville (1976, 1977), Swamy and Tinsley (1980), and Rao
(1982). Applications of the model can be found in Havenner 
and Swamy (1981) and Parke and Zagardo (1985). Applications 
of Swamy's RCR model to financial and economic data can be 
found in Boot and Frankfurter (1972); Rosenberg and McKibben
(1973); Feige (1974); Feige and Swamy (1974); Rosenberg
(1974); Boness and Frankfurter (1977); Wright, Dielman and 
Nantell (1977); Dielman, Nantell and Wright (1980); and 
Dielman and Nantell (1982). Simulation studies involving 
Swamy's RCR model are given in Johnson and Lyon (1973) and 
Mehta, Lee and Swamy (1986). Mehta et al. (1986) used Monte 
Carlo techniques to examine the sampling properties of six 
different estimators in Swamy's RCR model and compared their 
small sample efficiency. Rayner and Wright (1980) discussed 
the efficiency of Swamy's model when there may be 
multicollinearity in some or all of the individual time series 
regressions. The asymptotic properties of Swamy's estimator 
were derived by Carter and Yang (1981, 1986).
Hsiao (1974, 1975) generalized both the H-H and Swamy
models and developed several efficient estimation methods for
14
the linear regression model when the random coefficients are 
subject to variations both over time and across individuals. 
The random coefficients are in the following form :
ft* = 0 + v k + u t/
where vk represents the individual effects and ut represents 
the time effects. The random coefficients, j6kt, are allowed to 
vary over both individuals and time. Applications of Hsiao's 
model can be found in Swamy and Tinsley (1980) and Havenner 
and Swamy (1981).
In the second class of models (b) on page 6 , the 
parameters vary from one time period to another as a non- 
stationary stochastic process. This model was developed in 
the engineering literature by Kalman (1960) under such names 
as "linear dynamic recursive filtering and prediction." The 
framework of the Kalman Filter in matrix form can be written 
as:
y = Xj8t + e, t = 1, 2, —  , T, (2.6)
where y is a (T XI) vector of observations on the dependent 
variables, X is a (T X K) matrix of observations on the 
independent variables, and e is a (T XI) vector of random 
errors assumed to have the following assumptions:
E(e) = 0,
Var(e) = ct2It where IT is a (T X T) identity matrix,
15
and
E(et, es) = 0  (t * s) . 
j8t is a (K XI) vector of time-varying parameters such that 
ft' = (0 n/ ftt» • • • r ftct) • The ft are assumed to be random
variables with fixed common mean /3 through time such that E(/Jt) 
= /3 and /?' = (/3lf jS2, ..., jSK) . Furthermore, if the parameters 
j8t are assumed to follow a first-order autoregressive process,
then
ft " £  =  *(ft-i - P) +  a
where S is a (K X K) matrix of fixed autoregressive 
parameters, and a is a (K X 1) vector of random errors with 
the following assumptions:
E(a) = 0,
Var(a) = ft where ft is a (K X K) fixed covariance matrix,
and
E(at, as) = 0  (t ?^s).
e and a are independent white noise processes.
If we rewrite equation (2.6) as
y = X/3 + X(ft - 0) + e
or
y = X/3 + u
16
where u = X(j8t - j8) + e, then (2.6) can be viewed as a special 
case of a fixed-parameter multiple regression model with the 
components of the error term u assumed to have zero means and 
constant variances a2.
Further discussions of the Kalman filter technique in the 
econometrics literature can be found in Duncan and Horn
(1972); Cooper (1973); Rosenberg (1972, 1973); Sarris (1973); 
Sant (1977) ; McWhorter, Narasimham, and Simonds (1977) ; Pagan 
(1980); Swamy and Tinsley (1980); Engle and Watson (1981); 
Havenner and Swamy (1981); and Liu and Hanssens (1981). 
Sarris (1973) and Liu and Hanssens (1981) presented a Bayesian 
approach to regression models with time-varying parameters. 
Cooley and Prescott (1973a, b, c; 1976) have dealt with this 
kind of model extensively and have developed an adaptive 
regression model which assumes that the parameters are subject 
to both permanent and transitory changes.
Cooley-Prescott's adaptive regression model can be 
written as follows:
K
Yt — ^ $k^kt "*"Ut, t — 1, 2, ...,T, (2.7)
k=l
where yt is the t'th period dependent variable, is the 
intercept in period t, j8k is the unknown slope coefficient, xkt 
is the t'th observation on the k'th independent variable, and 
ut is the additive transitory error term.
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The intercept is subject to random sequential changes 
over time:
Po,t+i = ftoi Vt, t = l, 2, T. (2.8)
vt is a disturbance term and represents the permanent change. 
ut and vt are independent and normally distributed with the 
following properties:
E(ut) = 0,
Var (ut) = (1 - y ) a 2,
E(vt) = 0,
Var (vt) = 7 a 2,
where 0 < 7  < 1 . 7 is an unknown parameter which measures the
relative importance of permanent and transitory changes. For 
example, the larger the value of 7 , the greater the importance 
of permanent change. Applications of the Cooley-Prescott 
model can be found in Roll (1972); Hedrick (1973) ; McWhorter, 
Spivey, Wrobleski (1974); Cooley (1975); LaMotte and McWhorter 
(1976, 1977); Mullineaux (1980); Sunder (1980); and Machak, 
Spivey and Wrobleski (1985).
The third class of models (c) mentioned on page 6 is the 
systematically time-varying but nonstochastic parameters 
model. The earliest work was by Quandt (1958, 1960) in the 
form of switching regression. This work was continued by 
Brown and Durbin (1968), Farley and Hinich (1970), Quandt
(1972), and Goldfeld and Quandt (1973). Hays and Upton (1986)
18
recently used a shifting regimes regression model to test the 
stationarity of the parameters of individual securities. 
There are two other systematic random coefficient regression 
models which are particularly relevant to the model we propose 
here. One was proposed by Belsley (1973a, b) and the other 
was proposed by Singh, Nagar, Choudhry, and Raj (1976).
The model developed by Belsley (1973a, b) considers the 
coefficients to be functions of a vector of independent 
variables, some of which may be the same as some of the 
independent variables in the main model. The model considered 
by Belsley (1973a, b) can be specified as follows:
K




$kt = ^ i'kr'^rt ^kt, t = l, 2 , . . . , T , (2 .1 0 )
r=l k = 1, 2, ..., K,
R < K,
where yt is the t'th observation on the dependent variable, xkt 
is the t'th observation on the k'th independent variable, and 
Zrt is the t'th observation on the r'th independent variable. 
Zt is a vector of observations on some subset of independent 
variables. /3kt is an unobserved coefficient for the k'th 
independent variable for time period t, and rkr are the 
coefficients to be estimated, and et and ukt are random error 
terms. Furthermore, Belsley assumed that et is spherically
19
distributed with E[€£'] = cr2I and that ukt is independent over 
time with E [uu ' ] = a2ft. He then simplified the problem with 
the assumption that a \ = 0 [implying that the variance of u is 
a (K X K) zero matrix and the components of u are independent] 
and developed a recursive method to estimate 0kt.
The systematic random coefficient regression model
proposed by Singh et al. (1976), is of the following form:
K
Yi — 2 fikt^kt/ t = l, 2, ... , T, (2.11)
k=l
and
Pin = Pk + “ kfkt +  e kl/
where yt is an observation on the dependent variable at time 
t, xkt is a nonstochastic observation on the k'th independent 
variable at time t, /3kt is a vector of systematically time-
varying coefficients, /?k and ak are parameters to be estimated,
fkt is a function of calendar time t, and ekt is a random error 
term. Singh et al. simplified the model by assuming that 
fkt = t and developed both a four-step modified Hildreth-Houck 
estimator and a maximum likelihood estimator for /3kt.
The Singh et al. model [equation (2.11)] is very similar 
to the H-H model [equations (2.3), (2.4)] except that there is 
one extra set of parameters ak to be estimated. The 
coefficients, j8kt, in the H-H model vary randomly through time 
with a constant mean @k. Singh et al. assumed that fkt = t and
20
t = 1, 2, ..., T. Thus, the time-varying parameters, /3kt, in 
the Singh et al. model vary through time with a linear trend. 
The assumptions on the error terms ekt are:
E(ekt) = 0,
Var (ekt) = att,
and
Cov(ekt, e,s) = 0, for k ^ 1, t ^ s.
Applications of the Singh et al. model in the financial 
context can be found in Lee and Chen (1982) and Lockwood and 
Kadiyala (1988).
2.2 Literature Review of Electricity Demand
Taylor (1975) presented a very comprehensive survey of 
studies on the residential demand for electricity. Short-run 
income elasticity for residential electricity was examined by 
Griffin (1974), Uri (1976), and Houthakker (1980). Short-run 
demand for electricity was analyzed by McFadden, Puig, and 
Kirshner (1977); Barnes, Gillingham, and Hagemann (1981); 
Parti and Parti (1980); Hartman (1983); and Hsiao and Mountain 
(1985). Parti and Parti (1980) performed twelve conditional 
demand regression analyses on monthly cross sectional data at 
the household level. Hartman (1983) developed an econometric 
technique to generate unbiased estimates of short-run
21
household electricity demand using pooled aggregate data. 
Hsiao and Mountain (1985) used two-stage methods to analyze a 
linear regression model with an income variable which was 
recorded in categorical form. These two-stage methods were 
then applied to estimate the short-run income elasticity of 
residential demand for electricity.
Several papers have discussed technigues for forecasting 
electricity demand. Rhys (1984) examined techniques used by 
the industry for forecasting electricity demand. Ranganathan 
(1984) developed a rural electricity demand forecasting model 
based on potential regional resources and existence of 
infrastructural facilities. Fischler and Nelson (1986) 
integrated the end-use forecasting approach and the Box- 
Jenkins time-series technique to forecast residential 
electricity sales. Watson, Pastuszek, and Cody (1987) used a 
variety of econometric and time-series techniques to forecast 
commercial electricity sales. Nelson (1987) compared state 
space techniques with multivariate autoregressive-moving 
average (ARMA) models in forecasting residential sales, 
commercial sales, and peak demand. Gunel (1987) compared a 
variety of short-range forecasting methods for total system 
energy demand.
Wilder and Willenborg (1975) used a consumer panel 
approach to explore the relationships between electricity 
consumption and price, income, stock of electrical appliances, 
and size of residence. Berg and Roth (1976) compared three
alternative redistributive social programs - lifeline, fuel 
stamps, and cash grants - in the context of multipart block 
pricing. Mansfield, Helms, and Vallery (1977) used principal 
components regression to reduce the impact of 
multicollinearity and determine a more stable estimator of the 
demand equation of electricity. Hewlett (1977) attempted to 
relate economic, demographic, and structural/thermal 
characteristics of housing stock to electricity and natural 
gas consumption. Three cross-sectional and three dynamic 
models were estimated in his paper.
Walker (1979) reported the results of an empirical study 
of monthly electricity demand for a random sample of 
residential electricity customers. Houthakker (1980) updated 
and improved an earlier analysis of residential electricity 
demand [Houthakker, Verleger, and Sheehan (1974)] using the 
Balestra-Nerlove (1966) error components estimation procedure. 
Chern, Just, and Chang (1983) developed a varying elasticity 
model of residential electricity demand with given appliance 
saturation. The regression results showed that income and 
price elasticities varied as a function of relevant demand 
determinants. Howrey and Varian (1984) modeled taste 
differences across households in an error components framework 
and derived an iterative estimator for a set of electricity 
demand equations with additive error components.
CHAPTER III
THE METHODOLOGY
3.1 The Dynamic Random Coefficient Regression (DRCR) Model
Consider the following linear regression model with
random coefficients:
K
Yt —  00 ^  0kt^kt/ t  - 1( 2( • • ■ | T ,  (3.1)
k=l
where yt is an observation on the dependent variable at time 
t and xkt is a fixed and nonstochastic observation on the k'th 
independent variable at time t. T is the sample size. j30 is 
a constant intercept. j3kt is assumed to vary systematically 
through time but with a random component and can be specified
as
0 k t  == 0 k  T k ^ k t  ^ k Y t-1  "** ^ k t /  k  = 1,2, .  .  .  ,  K, (3.2)
t = 1, 2, . . . , T,
where j8k, yk, and £k are parameters to be estimated and uktis a 
random error term. K is the number of each type of parameter 
to be estimated. For example, K = 4 in the empirical study 
and there are 13 parameters to be estimated: 3 X K parameters 
associated with the independent variables plus an intercept. 
Note that there is no disturbance term in equation (3.1) . The
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model developed here falls into the third class (c) on page 6 ; 
namely, systematically time-varying nonstochastic VCR models 
with random disturbances.
The assumptions on the error terms ukt are:
E(uJ = 0 ,
Var (ukt) = a l ,
and
Cov(ukt, uIs) = au if t = s,
0 otherwise.
It can be seen that the covariance matrix of ukt is of order K 
and is heteroscedastic and contemporaneously correlated 
between different parameters.
In our model for electricity demand, all variables will 
be stated in logarithmic form. The economic rationale for 
this form of the model is as follows: In the log form, f}ta
represents the elasticity of demand for electricity with 
respect to the k'th independent variable. The hypothesis is 
that elasticity is not constant through time, but varies with 
the levels of both the lagged dependent variable and the 
independent variable in question. With respect to price, for 
example, the hypothesis is that the elasticity of demand at 
any given time is a function of price and of the level of 
demand in the preceding period. If the price is high, it is
25
likely that demand is more sensitive to any given percentage 
increase, compared to times when the price is low. At the 
same time, there is an habitual element in the demand for 
electricity, partially as a result of the stock of electric
appliances. Thus the price elasticity of demand is affected
by the existing level of demand.
Substituting equation (3.2) into (3.1), the model of 
interest may now be written:
K _
Y t  =  0 0  +  2  ( 0 k  7 k X kt +  ^ k Y t-1  +  u k t ) X k t '  (3.3)
k=l
or
K   K K K
yt = 00 +  £ 0kX kt +  2  7kX kt +  ^  ^kX ktY t-1 +  ^  x ktU kt* (3.4)
k=l k=l k=l k=l
K
Let et = 2 xktukt. Then the regression model becomes
k=l
K _  K K
yt = 0o + 2 0kxkt + 2 7kxkt + S 5 kX k tY t-i + et. (3.5)
k=l k=l k=l
As is evident from (3.5), multicollinearity is likely to 
be present in the model because every independent variable 
carries the term xkl. Swamy (1973) suggested using the Hoerl- 
Kennard-Baldwin (1975) ridge estimator to avoid many of the
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difficulties associated with the multicollinearity problem.
Note that equation (3.5) reduces to the H-H (1968) model 
[equation (2.5)] if we assume that 7k = 0 and <Sk = 0 for all k 
and to the Singh et al. (1976) model [equation (2.11)] if 
xkt = f^ Xfo (where fkt = t and t = 1, 2, ..., T) and <Sk = 0 for
all k and all t. The differences between Belsley's model 
[equations (2.9), (2.10)] and our model [equations (3.1),
(3.2)] are three fold. First of all, there is no error term 
in (3.1) and there is an error term in (2.9). Secondly, et in 
(3.5) is assumed to be heteroscedastic rather than having a 
zero covariance matrix. Finally, there is no lagged dependent 
variable in Belsley's model.
The model can be written in matrix form as:
y = x + e,
where y is a (T x 1) column vector such that y'
yx], X is a [T x (3K+1)] matrix such that
X =
1  X 11 X 21 * * •  X k l X 11  X 21 • • * X k 1 X l l Y o  X 2 l Y  1 * • • X k lY T - l
1  X 12 X 22 •  •  •  X k2 X 1 2  X 22 • • • X k 2  X 1 2 Y o  X 2 2 Y l • • •  x k 2 Y T -l
• • • • • • • •  • • • •  •
• • • • • • « • •  • • • •
• • •  • • • •  • •  • • • •
1  X j T X 2X .  .  .  X kT X 1 T  X  2 x  • « « x k T  x l t Y o  X 2 t Y i  •  • •  X k T Y T -l
(3.6) 
=  [ Y i /  Y 2 •  • • /
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and /3 is a [(3K+1) x 1] column vector such that /3' = [|80, j8lf
@2/ - - - ' P k  t 7 i / 7 2/ •••/ 7k/ l^/ <^2/ •••/ 5k] • If there is an 
intercept, as typically will be the case, then
Xfc i/ t 1, 2, . . . , T,
and /30 represents the intercept. Finally, e is a (T x 1) 
column vector of disturbances such that e' = [elf e2, ..., ex].
Based on (3.5), the assumptions with respect to et are 
the following:
E(et) = 0 ,1 (3.7)
Var(et) = a \ = x't E xt,2
and
Cov (et, es) = 0  (t ^ s) , 
where E is a [(3K+1) x (3K+1)] contemporaneous covariance
K K
1 Since E(et) = E( E xklukt) = S xkt-E(ukt)
k=l k=l
K
= S xkt ■ 0 = 0 . 
k=l
K
2 Since Var(et) = Var( E xktukt) = Var(x(ut)
k=l
= x( Var(ut) xt = x( E xt.
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matrix. Therefore, we have (3K+1)(3K+2)/2 distinct elements 
of E to estimate, where
z = Ct 12 • • • OfIP
2P
CKpi 0!p2 • • • Of'PP
ay = Gtji for i j and P = 3K+1.
In matrix notation, the assumptions on the error terms e are
E(e) = 0 (3.8)
and
Var(e) = i  -
where a\ = x't Z xt, t = 1, 2, ..., T,
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3.2 Estimation of the DRCR Model
There are a number of possible ways to estimate the 
model, or more precisely, to estimate a (a is a vector which 
contains the distinct elements of E.) and thus (3. The 
literature dealing with the estimation of a. for the H-H model 
includes Hildreth and Houck (1968), Rao (1970, 1972), Goldfeld 
and Quandt (1972), Froehlich (1973), Raj (1975), Amemiya 
(1977), and Dent and Hildreth (1977) . A biased estimator for 
a was suggested by Goldfeld and Quandt (1972). Two unbiased 
estimators for a were suggested by Hildreth and Houck (1968) 
and Froehlich (1973). Rao (1970, 1972) proposed using his
"MINQUE" procedure3 to estimate the variances and provided the 
necessary computational methods. Amemiya (1977) developed an 
asymptotically unbiased estimator for a and suggested that 
this estimator is asymptotically more efficient than either 
the Goldfeld and Quandt (1972) or the Hildreth and Houck 
(1968) estimators. There have been several Monte Carlo 
studies to compare the performance of alternative estimators 
of ot; for example, see Froehlich (1973), Raj (1975), and Dent 
and Hildreth (1977).
Six estimators are used in the present study: the
ordinary least squares (OLS) estimator, the Goldfeld and 
Quandt (1972) estimator, the Amemiya (1977) estimator, the 
Hildreth and Houck (1968) estimator, the Singh et al. (1976)
3 For complete derivation of Rao's MINQUE, see Appendix 
B in Froehlich (1973).
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estimator, and a ridge estimator proposed by Lawless and Wang 
(1976) and Lawless (1978). The OLS estimator is the most 
commonly used methodology in econometrics. We use the OLS 
estimator as a basis for comparison of the other five 
estimators under the condition that the variance assumptions 
are violated.
The comparison of the Goldfeld and Quandt (1972) 
estimator with the Hildreth and Houck (1968) estimator is 
motivated by the discussion in Judge, Griffiths, Hill, 
Liitkepohl, and Lee (1985). As stated there (p.436), a small 
sample comparison of the Goldfeld and Quandt (1972) estimator 
of a with the Hildreth and Houck (1968) estimator of a had not 
been attempted prior to 1985. The Amemiya estimator is a 
modification of the G-Q estimator. Since the structure of our 
model is closely related to that of Singh et al. (1976), the 
estimation procedure that they proposed (the so called four- 
step modified Hildreth-Houck estimator) is also used in this 
research. As our model is defined, multicollinearity appears 
to be a more serious problem than heteroscedasticity. Thus, 
we use the Lawless-Wang ridge estimator to overcome this 
problem. The Lawless-Wang estimator is described in detail in 
section 3.2.6.
Note that the reason for using the G-Q, Amemiya, H-H, and
SNCR methods is to account for the heteroscedasticity in the
K
model implied by the fact that et = 2 xktukt. The four methods
k=l
(the G-Q estimator, the Amemiya estimator, the H-H estimator,
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and the SNCR estimator) proposed here were all based on the 
H-H type of RCR model [equations (2.3), (2.4)] and are 
alternative estimators for S and, thus of $, designed to 
overcome the heteroscedasticity problem. Each of these
estimators is briefly discussed in the following sections. 
Only the major computation steps for each procedure are 
presented. Details of the development and the proofs for each 
method can be found in the original papers.
3.2.1 The Ordinary Least Squares (OLS) Estimator.
From equation (3.6), the ordinary least squares estimator 
for /J is
b = (X'XJ^X'y,
and the least squares residual vector is 
e = y - Xb.
In order for b to be a best linear unbiased estimator, the 




where Ix denotes a (T XT) identity matrix. However, the 
assumption about the variance is violated [equation (3.7)] and
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disturbances are heteroscedastic in our model. The least 
squares estimator b is no longer an efficient estimator. From 
page 26, we know part of the matrix X is stochastic. 
Therefore, it is important to test the presence of 
autocorrelation in the residuals. The results of the 
hypothesis tests of autocorrelation are presented on page 63. 
No significant autocorrelation appears to exist in the data.
Four generalized least squares estimators for /3 will be 
compared with the OLS estimator for j8 in the present study.
3.2.2 The Goldfeld and Quandt (G-Q) Estimator.
From equation (3.8) we obtain
Var (e) = 5,
where i is a (TXT) diagonal matrix with elements a\ ,  a \ , .. ., 
o \ in the principal diagonal and 0 's in the off-diagonals. 
From equation (3.8), we know a\ = x', E xt. Since E will be
unknown, we need to find an estimator for E and thus for 5.
For this purpose we can rewrite
E(ei) = a\ = z't a = diag($) , t = 1, 2, ..., T, (3.9)
where z't = (1, z2t, ..., zst) is calculated by the Kronecker
product x't ®x't and combines the identical elements, a is an 
(S x 1) column vector of unknown parameters which are the 
distinct elements of E, with S = (3K+1)(3K+2)/2. Four
different estimators for a are proposed in this section and
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the following three sections. Each can be used to give an 
estimated generalized least squares (EGLS) estimator for /?. 
From equation (3.9), we can write
e 2 = z't a + vt, (3.10)
where vt = et2 - E(e2) and et is the least squares residual such 
that et = yt - x'tb. The G-Q (1972) estimator for a is obtained 
by applying OLS to (3.10) and yields
•
a(l) = ( Z ' Z )  lZ' e, (3.11)
where Z' = (Zj, z2, ..., zt) and e' = (ei2, e22, ..., ex2) . The 
G-Q estimator for a is biased but consistent, asymptotically 
normal, and relatively inefficient as compared to a 
generalized least squares estimator for a .4
Note that the dimension of matrix Z is (T X S) . T is 
either 26 or 27 and S is 91 (K = 4) in the present study. The 
number of rows is much larger than the number of columns. An 
overparameterization problem occurs since there are 91 
parameters to be estimated with only 26 or 27 observations. 
We need to reduce the dimension of the matrix Z. Matrix Z is 
such a matrix that z8t is a function of the independent 
variables at times t and s. Furthermore, as stated on page 
431 in Judge et al. (1985): "zt = (1, z2t, ..., zst) ' is an 
(S X 1) vector of nonstochastic variables that may be
4 For details see Amemiya (1977).
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identical to, or functions of, the variables in xt." We will 
replace matrix Z by matrix X [X is shown on page 26 and its 
dimension is (T X 13).] in both G-Q and Amemiya estimators. 
This specification solves the problem of estimating the S 
dimensional vector a and thus that of estimating T o \ ' s.
From equation (3.10), the variance-covariance matrix of
v is
E(w') = 2 ( Z ' Z ) 1Z ' $ Z ( Z / Z ) 1t 5
where * is the matrix of squares of the elements of S.
We can use a(l) to construct i lt an estimate of *, and 
obtain an EGLS estimator for j8 ,
0 ( 1 )  = (X'I^X^X'Vy- (3.12)
3.2.3 The Amemiya Generalized Least Squares (GLS) Estimator.
Amemiya (1977) derived an asymptotically efficient 
estimator for a. The estimator is actually a modified version 
of the G-Q estimator. First, apply ordinary least squares 
to equation (3.11) to get a(l). Then use a(l) to construct 
and obtain the generalized least squares estimator for a,
a(2) = (Z'Vzj-'Z'V e. (3.13)
5 The proof is given in the appendix in Amemiya (1977).
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Finally, use a (2) to construct i 2 anc* obtain an EGLS 
estimator for 0 ,
0 (2) = (x'Vxj-'x'Vy- (3.14)
3.2.4 The Hildreth and Houck (H-H) Estimator.
From Section 3.2.1, we know the least squares residual 
vector is
e = y - Xb (3.15)
= My
Me,
where M = I - XfX'XJ'X' is a symmetric and idempotent matrix.
Then e = ft& = ft (3.16)
where 6 is the vector of squares of the elements of e and ft is 
the matrix of squares of the elements of M = I - XfX'XJ^X'. 
Take the expected value of e and obtain
E(e) = E(ft6 )= ft E(6 ) (3.17)
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In summary, E(e) = ftZa. Thus,
e = ftZa + w, (3.18)
where E(w) = 0.
Letting F = ftZ, we can rewrite equation (3.18) as
e = Pee + w. (3.19)
Apply ordinary least squares estimation to equation (3.19) and 
obtain
a(3) = (F'FJ'F' e (3.20)
a(3) is an unbiased but inefficient estimator.6
Again, we can use a (3) to construct § 3 and obtain an EGLS 
estimator for 0 ,
0(3) = (X'VxJ'X'Vy- (3.21)
6 For details see Singh et al. (1976).
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3.2.5 The Singh, Nagar, Choudhry, and Raj (SNCR) Estimator.
Singh et al. derived an efficient estimator for a . The 
procedure is as follows.
From equation (3.18), the variance-covariance matrix of
w is
E(WW') = 2 ^ , 7 (3.22)
where ^  is the (T x T) matrix of the squared elements of 
V = M$M.
Apply GLS estimation to a and obtain
a(4) = (F'^F ) 1 F ' ^ ’1 e. (3.23)
We can use a (4) to construct $ 4 and obtain an EGLS 
estimator for 0 ,
0(4) = ( X ' V x ) 1*'Vy- (3.24)
Since an overparameterization problem exists in the 
matrix Z, we will use the procedures proposed by Singh et al.
(1976) for the H-H and SNCR estimators in the empirical and 
simulation studies. The procedures are described in detail in 
pp. 344-346 of Singh et al.
There is one problem that may arise when either the H-H 
or SNCR estimators are used. That is, E is not guaranteed to
7 For a proof see Singh et al. (1976).
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be positive semidefinite. In other words, b\ might be
negative. A simple solution to the problem of negative 
estimates of a variance is to replace all negative estimates 
by zero. That is, to replace the negative diagonal elements 
of S by zero. Hildreth and Houck (1968) have shown that the 
estimator obtained by this method is biased but has a lower 
mean squared error than the estimator without zero 
restrictions. The S's in the G-Q and Amemiya estimation 
procedures will be estimated subject to this restriction. As 
an alternative, Raja (1984) proposed a detailed method to 
obtain non-negative estimates of variances for the H-H RCR 
model.8 The Z's in the H-H and SNCR estimation procedures 
will be estimated subject to Raja's restriction in the present 
research. Raja's procedure makes use of the matrix M in 
equation (3.15). Since the methods of Amemiya and G-Q do not 
involve this matrix, Raja's method cannot be used with them.
It should be noted that our ultimate interest is in the 
estimates of the original j8kt which can be computed from the 
definition [equation (3.2)] once the various estimation 
procedures have been applied.
3.2.6 The Lawless-Wang (L-W) Ridge Estimator.
Suppose the dependent and independent variables in (3.6) 
are standardized so that the vector X'y and the matrix (X'X)
8 The procedure is described in pp.818-819.
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contain correlation coefficients rather than covariances. Let 
Q be a (p X p) orthogonal matrix such that Q'X'XQ = A where 
A = diag (Xlf \2, ..., Xp) contains the eigenvalues of (X'X), 
Xt > X2 > . . .  > Xp, and p = 3K is the number of independent 
variables. The linear regression model in its orthogonal form 
may be written as:
y = Zt + e (3.25)
where y is a (T XI) vector of standardized dependent 
variables, Z is a (T X p) matrix such that Z = XQ and Z'Z = A, 
t is a (p X l) vector of parameters such that r = Q'fl , and e 
is a (T XI) vector of random errors with E(e) = 0 and 
E(ee') = ct2Xt. The least squares estimator for r is
t = (Z'Z)_,Z'y = A*Z'y = Q'b. (3.26)
The ridge estimator of t is
T(k) = (Z'Z + kip) 1 Z'y, (3.27)
where k is the biasing parameter between 0 and 1 , inclusive, 
and Ip is a (p X p) identity matrix. If k = 0, then (3.27) 
reduces to (3.26).
Several algorithms for the estimation of the biasing 
parameter k have been proposed; for example, see Hoerl and 
Kennard (1976); Lawless (1978); Lawless and Wang (1976); 
McDonald and Galarneau (1975); and Dempster, Schatzoff, and 
Wermuth (1977). A number of simulation studies have been
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carried out to compare the relative performance of alternative 
ridge estimators. Examples include those of Hoerl, Kennard, 
and Baldwin (1975); McDonald and Galarneau (1975); Lawless and 
Wang (1976); Wichern and Churchill (1978); Dempster et al.
(1977); Gibbons (1981); and Edlund (1988, 1990). Wichern and 
Churchill (1978) compared five alternative ridge estimators 
proposed by Hoerl and Kennard (1970), Lawless and Wang (1976), 
Hoerl et al. (1975), McDonald and Galarneau (1975), and Vinod 
(1976). They suggested that the estimator proposed by 
McDonald and Galarneau performed best when the degree of 
multicollinearity is high and the signal-to-noise ratio 
appears to be large. Gibbons (1981) compared ten different 
algorithms for the biasing parameter. The author concluded 
that the three estimators that performed best overall in the 
simulation study were those proposed by Hoerl et al. (1975), 
Dempster et al. (1977), and Golub, Heath, and Wahba (1979). 
Unfortunately, none of the three algorithms is always superior 
to all others. Their performance depends on the selection of 
the eigenvalues, the degree of multicollinearity, the signal- 
to-noise ratio, and other factors.
We chose to use the Lawless and Wang estimator based on 
the paper by Edlund (1990). He concluded that the Dempster et 
al. estimator and L-W estimator are best among the five ridge 
estimators he studied in terms of mean squared errors relative 
to the true coefficients. Our choice of the L-W estimator 
instead of the Dempster et al. estimator is because of its
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relative simplicity and ease of implementation and its 
favorable performance in Edlund's (1990) study. The L-W
estimator for the biasing parameter k is
P
kLW = PS2/  S X;r I , 
i=l
where p = 3k, s2 is an estimator of a2 such that
s2 = e'e/(n-p-l), X; are the eigenvalues of (X'X), and the r x
are the OLS estimates from (3.26).
3.3 Empirical study of the Comparative Performance of six
Estimators
In this section, we outline the study to compare the 
relative performance of the six estimators using annual data 
on the amount of electricity used by all residential consumers 
for twelve specific companies. Thus, the dependent variable 
of interest is the average annual kilowatt hours of 
electricity used per customer of each specific company. The 
twelve companies included in the data are Claiborne, Teche, 
Jeff Davis, Bossier, Concordia, Washington-St. Tammany (WST), 
Pointe Coupee, Dixie, Northeast, South Louisiana Electric 
(SLE), Valley, and Beauregard. All twelve companies are 
located in the state of Louisiana. For nine companies, 27 
years (1962-1988) of data are available, and for three 
companies (South Louisiana Electric, Valley, and Beauregard), 
26 years (1962-1987) of data available.
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Our model for each of the companies has the following
form:
Yt  =  0 0  0 1 t X lt  0 2 t X 2t 0 3 t X 3t 0 4 l X 4 U  (3.28)
where
0  u  =  +  7 i x i t  +  ^ l Y t - i  +  u l t /  ( 3 . 2 9 )
0 2 t  =  0 2  +  7 2 X 2t "*■ ^ Y t - l  +  u 2 t /  (3.30)
0 3 t  =  0 3  +  7 3 X 3t +  ^ Y l - l  +  U 3 t /  (3.31)
0 4 1  =  0 4  +  7 4 X4t +  +  U 4 U  ( 3 . 3 2 )
t = l ,  2, ..., T.
j30 is a constant intercept. T is the sample size and is equal 
to either 26 or 27, depending on the company in question.
All variables are in logarithmic form and are defined as 
follows:
yt = the natural logarithm of average annual kilowatt 
hours of electricity consumed per residential 
consumer in year t, 
xu = the natural logarithm of average price paid per
1 0 0 0  kilowatt hours of electricity per residential 
customer in year t, 
x2t = the natural logarithm of the average per
capita income in the company service area,
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x3t = the natural logarithm of the number of
cooling degree days at the nearest weather station 
in year t,
x4t = the natural logarithm of the number of
heating degree days at the nearest weather station 
in year t,
yt.! = the value of y in the preceding year.
f in f in fi$i fi4 i Ti/ T21 T31 T4 / ^1/ ^21 ^31 ^nd ^4 are the
parameters to be estimated. The ult/ u2t, u3t, and u4t are random 
errors.
The GAUSS software package is used to calculate the 
estimates and t-statistics for (3lt j82, fi3, fi4, ylt y2, I n  y4f s u  
S2l S3l and S4 in the empirical study. The GAUSS package is 
also used to test the hypotheses on the equality of the 
individual coefficient vectors over the entire sample and the 
existence of heteroscedasticity. The RATS (Regression 
Analysis of Time Series) software package is used to test the 
existence of autocorrelation. The results of the study are 
presented in Chapter IV.
3.4 The Design and Methodology of the Monte Carlo Study
In this section, several Monte Carlo experiments are 
described for comparing the behavior of six different 
estimators: the OLS estimator, the G-Q estimator, the Amemiya 
estimator, the H-H estimator, the SNCR estimator, and the L-W
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ridge estimator. Simulations are run to evaluate the 
distributions of the coefficients of the independent 
variables. Sample sizes 25, 50, and 75 are used. The results 
should provide insight into the small sample and asymptotic 
properties of the coefficients, /?kt.
For simplicity and compactness, we eliminate two
independent variables, x3t and x4t, from our original model
[equations (3.28)-(3.32)], reducing it to the following form:
Yi — fio + 0it*u 02t*2t i (3.33)
where
0n = 0i + 7i*it + y^,.! + ult, (3.34)
02t = 02 + 72*21 + S&ui + u2t/ (3.35)
t = 1, 2, ..., T.
Substituting /3lt and /32t into (3.33), the final form of the 
model for Monte Carlo simulation can be written:
Yt = 0o + 01xlt + 02*2t + 7l*lt + 72*2t + MltYt-l + *2*2 ^ 1 + ei
where
et uuxu + u2lx2t, 
t = 1, 2, . . ., T.
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j80 is the constant intercept. jS,, 182, y lf y 2, anc* ^2 are the 
coefficients to be estimated. et is the random error term 
which is composed of two random components. Therefore, 
instead of estimating thirteen coefficients, we estimate only 
seven coefficients in the simulation experiments, i.e., six 
coefficients of independent variables and an intercept.
In the simulation, a set of "true" coefficients is 
determined. In order to define "true" coefficients which are 
realistic for our model, we used the OLS estimates from the 
real-life data. The assumed values of the parameters and the 
standard error of the OLS regression for the sample sizes of 
25, 50 and 75 are as follows :












The error term et is generated using two normal random 
numbers. The random numbers are obtained from a uniform
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random number generator developed by Burford (1990).9 Two 
uniform random numbers are needed to generate each normal 
random number and two normal random numbers are needed to 
generate the random error term et . Let r if r2, r3 and r4 be 
four independent random numbers uniformly distributed between 
0 and 1. A pair of independent normal random numbers is 
obtained by the transformation:
Uj = (-21ogr,)'/j cos(27rr2),
u2 = (-21ogr3),A cos(27rr4) .10
That is, Uj and u2 are normally and independently distributed 
with mean zero and variance one. The random error term et is 
generated as follows:
et = ultxJt + u2tx2t.
The values of x„ and x2t are taken from the data sets for the 
companies used in the empirical study.
The dependent variable yt is randomly generated by using 
the assumed true coefficient values for the sample size and 
the fixed values of the independent variables from the real- 
life data. For example, we obtain yt for a sample size of 50
9 The routine for generating uniform random numbers was 
generously provided by Professor Roger L. Burford. The 
important features of the routine were described in Burford 
(1990).
10 This is a Box-Muller (1958) method for generating 
normal variates.
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by using the following equation:
yt = 7.3174 - 1.5443 xlt + 0.10695 x2t - 0.026243 X?t 
+ 0.019007 X2t + 0.1676 X^ ,., - 0.0021647 X2tyt.,
+ 0.039212 et, 
t = 2, . . . , 50.
We then proceed with our estimation procedures to estimate the 
coefficients of the independent variables, using samples of 
25, 50, or 75 observations. We replicate 1000 samples for 
each of the three samples sizes and each of the six 
estimators. The same random number seeds are used for each 
estimator. Therefore, there are 18 distinct structures. We 
compare the relative performance across sample size using the 
means, mean squared errors (MSE), estimated biases, and 
relative biases of each estimation procedure. We also compare 
the relative performance across estimation procedures.
The computer software used in the simulation study 
includes GAUSS and NCSS (Number Cruncher Statistical System). 
GAUSS is used to compute the estimates of j3,, jS2, y lt y 2, 6lf 
and S2 and NCSS is used to analyze the distributions of the 
estimates and compute means, MSEs, and normality test 
statistic values for each sample of estimates. The results of 
the simulation study are presented in Chapter IV.
CHAPTER IV
RESULTS
4.1 Results and Interpretations of the Empirical study
The results of the empirical study on the real-life data 
are presented in Tables 1-12. Each table contains the results 
of six different estimation procedures for a given company. 
There are three numbers in each cell. The top number is the 
estimate of the coefficient, the middle number is the standard 
error of the estimated coefficient, and the number in 
parentheses is the t-statistic for the estimated coefficient. 
To illustrate, -2.3693 in row 1 and column 1 of Table 1 is the 
estimate of the price coefficient for the G-Q estimator, 
1.1045 is the standard error of the estimate, and -2.145 is 
the t-statistic. The critical value with degrees of freedom 
26 at the 5% significance level is ±1.706. -2.145 is less
than -1.706 and the null hypothesis that jSj is significantly 
different from zero can be rejected.
Our ultimate goal is to estimate the variable 
coefficients j3u, |82t, 183t, and /84t through time. The estimates 
of |8j, 02, jS3, jS4, yw 72, 7 3, 74, Slf S2I S3t and <S4 can be used to 
estimate j3lt, j82t/ /33t, and j84i. To illustrate, the equations used 




































































































































































































































NOTE: 1. Nunbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.



































































































































































































































NOTE: 1. Nunbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.



































































































































































































































NOTE: 1. Nutters in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.
2- ^26, 0.05 = ±1*706
Table 4
Bossier































































































































































































































NOTE: 1. Numbers in each cell are parameter estimate, standard error, and t statistic <in parentheses), respectively.




































































































































































































































NOTE: 1. Nunbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.




Washington - St. Tammany































































































































































































































NOTE: 1. Nianbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.




































































































































































































































NOTE: 1. Numbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.



































































































































































































































NOTE: 1. Numbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.
2' ^26, 0.05 = ± 1 . 7 0 6
Table 9
Northeast































































































































































































































NOTE: 1. Nienbers in  each c e ll  a re  parameter e s tim a te , standard  e r ro r ,  and t  s t a t i s t i c  ( in  p aren theses), re sp e c tiv e ly .
2* ^26, 0.05 ~ ±1.706
Table 10
South Louisiana Electric































































































































































































































NOTE: 1- Numbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.



































































































































































































































NOTE: 1. Nunbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.




































































































































































































































NOTE: 1. Nunbers in each cell are parameter estimate, standard error, and t statistic (in parentheses), respectively.




$ u = -2.3693 + 0.0223 Xlt + 0.2203 yt.i,
$ 2i = 2.2244 - 0.1386 X2t + 0.0678 y^,
$ 3t = 5.5722 - 0.2827 X3t - 0.0992 yt4,
and
$ 4l = 10.3247 - 0.6500 X4t - 0.0196 yt.j.
We then substitute the resulting $ u, $ 2tf $ 3v  and $ 4t into (3.28) 
to obtain yt.
As noted previously, the errors in this model are assumed 
to be heteroscedastic because of the structure of the model. 
Thus, it is appropriate to test the null hypothesis of 
homoscedasticity.
The results of the hypothesis tests for 
heteroscedasticity are summarized in Table 13. The test we 
use is the Breusch-Pagan (1979) test. There are two columns 
in the table. The values in the first column are the p-values 
when thirteen independent variables are used in the 
regression. Since we will reduce our model from thirteen 
independent variables to seven independent variables in the 
simulation study, the values in the second column are the p- 
















Valley 0.0074 0. 0581
Beauregard 0.0006 0.0266
The null hypothesis of homoscedasticity is not rejected 
for Claiborne, Pointe Coupee, Dixie, and Northeast at the 5% 
significance level in the first column and is not rejected for 
Concordia, Dixie, SLE, and Valley at the 5% significance level 
in the second column. Heteroscedasticity appears to exist in 
most of the data, however.
Also since we are proposing a model with systematically 
varying parameters through time, it is appropriate to test the 
hypothesis that the individual coefficient vectors are 
constant over time. Furthermore, it is always appropriate to 
test for autocorrelation in the residuals.
The results of the hypothesis tests of the equality of 
the individual coefficient vectors and the existence of 
autocorrelation are summarized in Table 14. All the values 
posted in the table are p-values of the test statistics. The 
test for the equality of individual coefficient vectors over
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the entire sample is the one suggested by Chow (1983). The 
test for autocorrelation in the residuals is the Ljung-Box 
(1978) Q-Statistic.
Table 14
Results of Chow Tests and Q-Statistics
Company Chow Test O-Statistic
Claiborne 0.19722 0.1988
Teche 0.00024 0.2718










The null hypothesis of the equality of individual 
coefficient vectors is rejected for Teche, Jeff Davis, WST, 
Dixie, and SLE at the 5% significance level. The individual 
coefficient vectors appear to change over some time points.
The null hypothesis of no autocorrelation is rejected for 
WST, Pointe Coupee, and Dixie at the 5% significance level. 
Otherwise, no significant autocorrelation appears to exist in 
the data.
According to economic theory, we expect the sign of the 
price coefficient to be negative, the sign of the income 
coefficient to be positive, the sign of the CDD coefficient to 
probably be positive, and the sign of the HDD coefficient to 
be either positive or negative depending upon the level of
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usage of electric heating in that area.
The major conclusion to be drawn here is that most of the 
estimators yield results which are inconsistent with theory in 
terms of signs. This is to be expected, given that the high 
degree of multicollinearity between variables could be 
responsible for the lack of stability in the coefficients. 
Very large variance inflation factors resulting from 
multicollinearity lead to nonsignificant coefficients in many 
cases. The L-W ridge estimator gives the best results in this 
regard. Only two companies (Concordia and Northeast) have 
positive signs for the estimated price coefficients when the 
L-W method is used. The results of the L-W estimator are 
presented in Tables 15-2 6. We use them as a guideline in 
interpreting some of the results in the study.
The estimated price coefficients for Concordia (Table 19) 
are positive but very small. The coefficients ranged from 
0.056292 (1986) to 0.08624 (1966) and decreased through time. 
They are close to zero which implies that the price of 
electricity had little effect on the electricity consumption 
in that area. Northeast (Table 23) has the lowest income 
coefficients and Concordia has the second lowest income 
coefficients among the twelve companies. These two companies 
are located in northeast Louisiana, which is a heavily rural 
area with the lowest per capita income in the state. There is 
very little electric usage in the area compared to the other 
areas of Louisiana.
Table 15
Lawless-Wang Ridge Estimates for Claiborne
Variable Coefficients
Year Price Income CDD HDD
1963 -0.18559 0.62169 0.33233 -0.032149
1964 -0.18472 0.62046 0.33226 -0.032194
1965 -0.18416 0.61953 0.33171 -0.032314
1966 -0.18343 0.61907 0.33217 -0.032633
1967 -0.18268 0.61808 0.33213 -0.032727
1968 -0.18199 0.61742 0.33179 -0.033172
1969 -0.18103 0.61630 0.33094 -0.033123
1970 -0.18003 0.61416 0.33032 -0.033624
1971 -0.17946 0.61313 0.33007 -0.033601
1972 -0.17906 0.61270 0.32959 -0.033826
1973 -0.17862 0.61173 0.32935 -0.033995
1974 -0.17919 0.61157 0.32986 -0.034020
1975 -0.18040 0.61158 0.32969 -0.034168
1976 -0.18038 0.61070 0.32980 -0.034583
1977 -0.18069 0.61064 0.32819 -0.034649
1978 -0.18072 0.60902 0.32795 -0.035173
1979 -0.18263 0.60886 0.32849 -0.035150
1980 -0.18539 0.60920 0.32737 -0.035142
1981 -0.18794 0.60799 0.32742 -0.035318
1982 -0.18968 0.60905 0.32743 -0.035059
1983 -0.19046 0.60907 0.32810 -0.035394
1984 -0.19099 0.60975 0.32793 -0.034952
1985 -0.19207 0.60964 0.32761 -0.035361
1986 -0.19213 0.60942 0.32687 -0.034947
1987 -0.19141 0.60894 0.32748 -0.034899
1988 -0.19039 0.60866 0.32762 -0.035326
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Table 16
Lawless-Wang Ridge Estimates for Teche
Variable Coefficients
Year Price Income CDD HDD
1963 -0.10149 0.43794 0.32905 0.10646
1964 -0.10277 0.43700 0.32926 0.10767
1965 -0.10348 0.43574 0.32963 0.10917
1966 -0.10433 0.43541 0. 32966 0.10763
1967 -0.10640 0.43412 0. 33006 0.10794
1968 -0.10771 0.43323 0.33033 0.10743
1969 -0.10921 0.43216 0.33068 0.10866
1970 -0.11008 0.43058 0.33113 0.10940
1971 -0.11026 0.43011 0.33129 0.11121
1972 -0.11039 0.43008 0.33135 0.11094
1973 -0.11104 0.42945 0.33164 0.11137
1974 -0.11048 0.42901 0.33172 0.11254
1975 -0.10884 0.42931 0.33169 0.11102
1976 -0.10914 0.42850 0.33186 0.10945
1977 -0.10874 0.42792 0.33226 0.10866
1978 -0.10882 0.42693 0.33262 0.11006
1979 -0.10714 0.42647 0.33275 0.11113
1980 -0.10394 0.42697 0.33278 0.11094
1981 -0.10041 0.42617 0.33301 0.11170
1982 -0.09826 0.42670 0.33288 0.11171
1983 -0.09769 0.42686 0.33258 0.11028
1984 -0.09743 0.42719 0.33251 0.11030
1985 -0.09590 0.42678 0.33274 0.11169
1986 -0.09605 0.42662 0.33283 0.11170
1987 -0.09638 0.42673 0.33270 0.11163
1988 -0.09676 0.42697 0.33263 0.11129
Table 17
Lawless-Wang Ridge Estimates for Jeff Davis
Variable Coefficients
Year Price Income CDD HDD
1963 -0.39102 0.74491 0.53900 0.17364
1964 -0.38904 0.74333 0.53825 0.17184
1965 -0.38711 0.74197 0.53776 0.16943
1966 -0.38599 0.74077 0.53698 0.17094
1967 -0.38404 0.73829 0.53618 0.16806
1968 -0.38289 0.73724 0.53564 0.17029
1969 -0.37912 0.73174 0.53401 0.16622
1970 -0.37779 0.72989 0.53361 0.16665
1971 -0.37639 0.72855 0.53334 0.16274
1972 -0.37494 0.72666 0.53237 0.15928
1973 -0.37373 0.72516 0.53175 0.16400
1974 -0.37365 0.72425 0.53126 0.15861
1975 -0.37505 0.72440 0.53119 0.16051
1976 -0.37490 0.72368 0.53044 0.16057
1977 -0.37539 0.72353 0.53086 0.16418
1978 -0.37389 0.72160 0.53012 0.16314
1979 -0.37548 0.72085 0.52935 0.16105
1980 -0.37879 0.72162 0.52984 0.16091
1981 -0.38211 0.72129 0.52956 0.16153
1982 -0.38398 0.72190 0.52982 0.16049
1983 -0.38496 0.72251 0.52976 0.16087
1984 -0.38636 0.72436 0.53057 0.16163
1985 -0.38621 0.72328 0.53039 0.16056
1986 -0.38662 0.72348 0.53045 0.15958
1987 -0.38681 0.72424 0.53046 0.16130
1988 -0.38650 0.72474 0.53062 0.16181
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Table 18
Lawless-Wang Ridge Estimates for Bossier
Variable Coefficients
Year Price Income CDD HDD
1963 -0.11342 0.65325 0.27591 0.12028
1964 -0.11440 0.65236 0.27637 0.11978
1965 -0.11507 0.65166 0.27585 0.11946
1966 -0.11565 0.65111 0.27699 0.11942
1967 -0.11646 0.65038 0.27744 0.11905
1968 -0.11718 0.64972 0.27721 0.11907
1969 -0.11867 0.64833 0.27612 0.11838
1970 -0.12023 0.64686 0.27585 0.11801
1971 -0.12095 0.64618 0.27589 0.11756
1972 -0.12143 0.64569 0.27534 0.11748
1973 -0.12263 0.64462 0.27540 0.11706
1974 -0.12380 0.64381 0.27647 0.11672
1975 -0.12427 0.64371 0.27630 0.11675
1976 -0.12569 0.64259 0.27696 0.11654
1977 -0.12651 0.64212 0.27422 0.11637
1978 -0.12845 0.64067 0,27460 0.11602
1979 -0.12970 0.63996 0.27574 0.11567
1980 -0.12940 0.64061 0.27377 0.11585
1981 -0.13162 0.63957 0.27449 0.11540
1982 -0.13126 0.64019 0.27419 0.11547
1983 -0.13139 0.64010 0.27545 0.11572
1984 -0.13136 0.64038 0.27498 0.11544
1985 -0.13211 0.63999 0.27450 0.11564
1986 -0.13214 0.63997 0.27331 0.11521
1987 -0.13215 0.63984 0.27452 0.11508
1988 -0.13205 0.63975 0.27492 0.11539
Table 19
Lawless-Wang Ridge Estimates for Concordia
Variable Coefficients
Year Price Income CDD HDD
1963 0.086128 0.19920 0.55089 0.036477
1964 0.086193 0.19728 0.55062 0.036104
1965 0.085990 0.19509 0.55029 0.035879
1966 0.086240 0.19306 0.55003 0.036010
1967 0.086089 0.19011 0.54961 0.035680
1968 0.085803 0.18827 0.54934 0.035946
1969 0.085928 0.18631 0.54903 0.035492
1970 0.085413 0.18343 0.54857 0.035501
1971 0.085078 0.18157 0.54831 0.035091
1972 0.085253 0.18006 0.54808 0.035141
1973 0.084633 0.17761 0.54773 0.034934
1974 0.083129 0.17660 0.54763 0.034798
1975 0.079357 0.17524 0.54742 0.034844
1976 0.078432 0.17332 0.54717 0.035004
1977 0.077071 0.17219 0.54694 0.034943
1978 0.074413 0.16937 0.54654 0.035006
1979 0.070281 0.16813 0.54641 0.034788
1980 0.066281 0.16859 0.54642 0.034820
1981 0.061197 0.16772 0.54633 0.034640
1982 0.058294 0.16880 0.54649 0.034547
1983 0.058077 0.16996 0.54671 0.035012
1984 0.058124 0.17101 0.54687 0.034586
1985 0.056833 0.17053 0.54678 0.035028
1986 0.056292 0.16962 0.54661 0.034373
1987 0.056995 0.16898 0.54654 0.034204






















































































Lawless-Wang Ridge Estimates for Pointe Coupee
Variable Coefficients
Year Price Income CDD HDD
1963 -0.33406 0.84138 0.46054 -0.013258
1964 -0.33441 0.84134 0.46041 -0.013686
1965 -0.33479 0.84119 0.46026 -0.013393
1966 -0.33523 0.84082 0.46010 -0.013914
1967 -0.33573 0.84028 0.45993 -0.013692
1968 -0.33601 0.84017 0.45979 -0.014681
1969 -0.33675 0.83762 0.45952 -0.014882
1970 -0.33754 0.83407 0.45924 -0.015233
1971 -0.33792 0.83311 0.45917 -0.015217
1972 -0.33827 0.83319 0.45917 -0.014087
1973 -0.33883 0.83312 0.45897 -0.015473
1974 -0.33971 0.83488 0.45869 -0.014336
1975 -0.34035 0.83566 0.45864 -0.015367
1976 -0.34135 0.83628 0.45830 -0.015745
1977 -0.34185 0.83743 0.45851 -0.016893
1978 -0.34308 0.83581 0.45829 -0.017075
1979 -0.34402 0.83694 0.45797 -0.016882
1980 -0.34518 0.83857 0.45806 -0.017027
1981 -0.34721 0.83914 0.45794 -0.017293
1982 -0.34767 0.84062 0.45810 -0.016727
1983 -0.34799 0.84147 0.45774 -0.016960
1984 -0.34801 0.84241 0.45796 -0.017259
1985 -0.34847 0.84248 0.45800 -0.016668
1986 -0.34864 0.84106 0.45802 -0.016487
1987 -0.34881 0.84019 0.45776 -0.016948
1988 -0.34823 0.84137 0.45785 -0.017019
Table 22
Lawless-Wang Ridge Estimates for Dixie
Variable Coefficients
Year Price Income CDD HDD
1963 -0.40532 0.93219 0.38833 0.091486
1964 -0.40413 0.93146 0.38740 0.091673
1965 -0.40188 0.93046 0.38644 0.091697
1966 -0.40164 0.92985 0.38566 0.091817
1967 -0.39992 0.92890 0.38491 0.091806
1968 -0.39877 0.92780 0. 38434 0.092186
1969 -0.39669 0.92702 0.38366 0.092311
1970 -0.39504 0.92629 0. 38271 0.092418
1971 -0.39276 0.92517 0.38198 0.092580
1972 -0.39198 0.92446 0. 38220 0.092181
1973 -0.38962 0.92319 0. 38098 0.092799
1974 -0.38931 0.92202 0.38005 0.092361
1975 -0.38933 0.92104 0.37994 0.092718
1976 -0.38834 0.91974 0. 37847 0.092877
1977 -0.38733 0.91878 0. 37926 0.093350
1978 -0.38578 0.91785 0. 37850 0.093451
1979 -0.38562 0.91700 0.37732 0.093356
1980 -0.38536 0.91583 0.37788 0.093411
1981 -0.38511 0.91496 0.37765 0.093490
1982 -0.38553 0.91470 0.37841 0.093279
1983 -0.38663 0.91466 0.37717 0.093270
1984 -0.38623 0.91403 0.37773 0.093450
1985 -0.38684 0.91390 0.37839 0.093170
1986 -0.38678 0.91399 0.37890 0.093064
1987 -0.38698 0.91406 0.37815 0.093165
1988 -0.38707 0.91384 0.37841 0.093203
Table 23
Lawless-Wang Ridge Estimates for Northeast
Variable Coefficients
Year Price Income CDD HDD
1963 0.41815 0.12085 0.49311 0.14276
1964 0.41783 0.11888 0.49342 0.14209
1965 0.41825 0.11707 0.49285 0.14179
1966 0.41830 0.11545 0.49376 0.14228
1967 0.41793 0.11371 0.49406 0.14183
1968 0.41816 0.11266 0.49379 0.14262
1969 0.41819 0.10954 0.49270 0.14176
1970 0.41763 0.10653 0.49230 0.14206
1971 0.41717 0.10443 0.49219 0.14129
1972 0.41740 0.10326 0.49162 0.14154
1973 0.41712 0.10138 0.49155 0.14130
1974 0.41571 0.10042 0.49250 0.14107
1975 0.41265 0.10074 0.49239 0.14135
1976 0.41099 0.098313 0.49286 0.14187
1977 0.40983 0.097538 0.49032 0.14183
1978 0.40685 0.093799 0.49045 0.14221
1979 0.39888 0.091334 0.49130 0.14178
1980 0.39643 0.091023 0.48944 0.14179
1981 0.38757 0.088385 0.48994 0.14141
1982 0.38433 0.090053 0.48973 0.14109
1983 0.38273 0.090442 0.49090 0.14200
1984 0.38193 0.092123 0.49054 0.14092
1985 0.37994 0.091300 0.49008 0.14197
1986 0.37841 0.091103 0.48899 0.14059
1987 0.37876 0.091175 0.49011 0.14029





























Lawless-Wang Ridge Estimates for SLE 
Variable Coefficients
Price Income CDD HDD
-0.34657 0.62718 0.35284 -0.025665
-0.34658 0.62713 0.35273 -0.025222
-0.34636 0.62604 0.35276 -0.024840
-0.34604 0.62514 0.35260 -0.025756
-0.34526 0.62335 0.35262 -0.025427
-0.34507 0.62271 0.35258 -0.026501
-0.34432 0.62087 0.35267 -0.026336
-0.34392 0.61994 0.35267 -0.026313
-0.34355 0.61907 0.35272 -0.025676
-0.34312 0.61818 0.35272 -0.025991
-0.34240 0.61672 0.35282 -0.026134
-0.34205 0.61675 0.35264 -0.025709
-0.34147 0.61684 0.35263 -0.026416
-0.34105 0.61648 0.35248 -0.027308
-0.34071 0.61644 0.35280 -0.027774
-0.33982 0.61524 0.35284 -0.027481
-0.33864 0.61481 0.35275 -0.027147
-0.33808 0.61543 0.35292 -0.027155
-0.33641 0.61504 0.35284 -0.027008
-0.33580 0.61509 0.35283 -0.026964
-0.33591 0.61588 0.35244 -0.027461
-0.33620 0.61685 0.35251 -0.027280
-0.33598 0.61652 0.35268 -0.026733
-0.33569 0.61621 0.35279 -0.026769
-0.33602 0.61649 0.35264 -0.026747
Table 25
Lawless-Wang Ridge Estimates for Valley
Variable Coefficients
Year Price Income CDD HDD
1963 -0.44104 1.0784 0.13529 0.049272
1964 -0.43968 1.0782 0.13600 0.049311
1965 -0.43655 1.0778 0.13590 0.047663
1966 -0.43614 1.0774 0.13722 0.047099
1967 -0.43553 1.0773 0.13763 0.047327
1968 -0.43168 1.0768 0.13794 0.047439
1969 -0.42951 1.0765 0.13442 0.047026
1970 -0.42703 1.0763 0.13440 0.046579
1971 -0.42636 1.0761 0.13472 0.045189
1972 -0.42409 1.0757 0.13432 0.043301
1973 -0.42295 1.0753 0.13622 0.045554
1974 -0.42319 1.0750 0.13612 0.043500
1975 -0.42521 1.0748 0.13580 0.044725
1976 -0.42443 1.0744 0.13775 0.042782
1977 -0.42436 1.0741 0.13464 0.045632
1978 -0.42327 1.0739 0.13384 0.045838
1979 -0.42418 1.0735 0.13600 0.043836
1980 -0.42614 1.0732 0.13274 0.043676
1981 -0.42977 1.0728 0.13501 0.043192
1982 -0.43265 1.0727 0.13392 0.043602
1983 -0.43338 1.0727 0.13536 0.043963
1984 -0.43410 1.0725 0.13426 0.044844
1985 -0.43484 1.0724 0.13360 0.042484
1986 -0.43472 1.0723 0.13420 0.041899
1987 -0.43343 1.0723 0.13419 0.043265
Table 2 6
Lawless-Wang Ridge Estimates for Beauregard
Variable Coefficients
Year Price Income CDD HDD
1963 -0.23028 0.72467 0.68331 0.14768
1964 -0.23052 0.72423 0.68247 0.14728
1965 -0.23057 0.72379 0.68262 0.14650
1966 -0.23073 0.72300 0.68167 0.14768
1967 -0.23112 0.72235 0.68160 0.14706
1968 -0.23115 0.72192 0.68116 0.14858
1969 -0.23131 0.72168 0.68141 0.14783
1970 -0.23188 0.72135 0.68165 0.14881
1971 -0.23203 0.72117 0.68197 0.14740
1972 -0.23223 0.72075 0.68102 0.14620
1973 -0.23259 0.72006 0.68081 0.14917
1974 -0.23303 0.71933 0.68056 0.14683
1975 -0.23387 0.71889 0.68041 0.14784
1976 -0.23398 0.71815 0.67921 0.14819
1977 -0.23465 0.71755 0.68055 0.15029
1978 -0.23541 0.71682 0.68019 0.15063
1979 -0.23654 0.71630 0.67902 0.14997
1980 -0.23733 0.71549 0.68004 0.14968
1981 -0.23878 0.71477 0.67981 0.15027
1982 -0.23919 0.71456 0.68012 0.14949
1983 -0.23926 0.71429 0.67964 0.14947
1984 -0.23917 0.71393 0.68033 0.14938
1985 -0.24015 0.71373 0.68064 0.14923
1986 -0.24006 0.71367 0.68060 0.14874
1987 -0.23970 0.71343 0.68003 0.14934
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Table 27 is a summary of conclusions for the OLS, G-Q, 
Amemiya, H-H, and SNCR estimators. The complete results for 
the estimated variable coefficients for these five estimators 
are presented in the Appendix. The companies listed in the 
table are those having correct signs for the estimated 
variable coefficients through time. The values for CDD and 
HDD are expected to be fairly small and between 0 and 1 in 
absolute value. However, all of these companies except one 
(Valley using the SNCR estimator) have very large CDD and/or 
HDD coefficients (greater than two in absolute value) for all 
estimation methods. In some cases the values are extremely 
large. For example, the estimates of the coefficients of CDD 
for Pointe Coupee and Dixie using the SNCR estimation 
procedure range from 15 to 17.
Note that there exists a high degree of multicollinearity 
in the model. The instability in the estimates and signs of 
the coefficients is more than likely the result of this 
multicollinearity.
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The L-W ridge estimator performs the best in terms of the 
standard errors of the estimated coefficients. The second 
best estimator is the G-Q estimator and the third best is the 
Amemiya estimator. In general, the L-W ridge estimator 
outperforms all of the other estimators in the empirical 
study, both in terms of the expected signs and in terms of the 
standard error of the estimates.
4.2 Results and Interpretations of the Monte Carlo Study
The results of the Monte Carlo experiments are presented 
in Tables 28-33. Each table contains the results for three 
different sample sizes. For each sample size and estimation 
procedure, the mean, MSE, and normality test statistic value 
for the 1000 estimates of each parameter are given. The column 
titled "Mean” is the simple arithmetic average of the 1000 
estimates of the parameter indicated by the row label. The 
number in parentheses in the "Mean" column is the relative 
bias of the estimated parameter. The value is calculated by 
subtracting the true value of the parameter from the mean of
Table 28
OLS Estimator

















81.722 0.018 -1.5443 -1.3307
(-0 .14 )





575.752 0.018 0.1070 -0.8070
(-8 .54 )
217.954 0.025 0.1070 -0.5126
(-5 .79 )
30.171 0.026
y . -0.0262 0.1018
(-4 .89 )
1.095 0.032 -0.0262 -0.0267
(+0.02)





2.333 0.018 0.0190 0.0833
(+3.38)





0.640 0.014 0.1676 0.1332
(-0 .21 )





0.114 0.014 -0.0022 -0.0039
(+0.77)
0.032 0.013 -0.0022 -0.0200
(+8.09)
0.015 0.017
NOTE: Numbers in parentheses are relative bias, which is equal to (Mean - True Value)/True Value
Table 29
G-Q Estimator

















3182.03 0.325 -1.5443 -0.7168
(-0 .54)





3101.37 0.141 0.1070 5.3578
(+49.1)





23.915 0.281 -0.0262 0.0706
(+3.69)





11.747 0.131 0.0190 -0.3161
(-17 .6 )





14.237 0.273 0.1676 0.0283
(-0 .83 )
10.977 0.344 0.1676 0.1875
(+0.12)
3.291 0.329
S 2 -0.0022 0.0206
(-10 .4 )
2.291 0.259 -0.0022 0.0323
(+15.7)
1.903 0.340 -0.0022 -0.0219
(+8.95)
0.643 0.333
NOTE: Nimbers in parentheses are relative bias, which is equal to (Mean - True Value)/True Value
Table 30
Amemiya Estimator

















5764.74 0.362 -1.5443 -2.5629
(+0.66)





4116.29 0.202 0.1070 -11.573
(-109 .)





140.081 0.399 -0.0262 -0.2266
(+7.65)





45.172 0.292 0.0190 0.7943
(+40.8)





321.922 0.428 0.1676 0.3784
(+1.26)
32.438 0.399 0.1676 0.1771
(+0.06)
0.610 0.221
S 2 -0.0022 -0.1680
(+75.4)
68.946 0.430 -0.0022 -0.0986
(+43.8)
4.570 0.383 -0.0022 -0.C178
(+7.09)
0.123 0.231
NOTE: Numbers in parentheses are relative bias, which is equal to (Mean - True Value)/True Value
Table 31
H-H Estimator

















388.808 0.044 -1.5443 -2.7137
(+0.76)
93.977 0.033 -1.5443 -3.1839
(+1.06)
33.698 0.035
A 0.1070 1.3654 
(+11.8)
3290.65 0.014 0.1070 -1.3287
(-13 .4 )





4.079 0.028 -0.0262 -0.1464
(+4.59)





13.806 0.013 0.0190 0.1748
(+8.20)





3.879 0.027 0.1676 0.3577
(+1.13)
0.931 0.026 0.1676 0.3768
(+1.25)
0.406 0.021
S 2 -0.0022 -0.1081
(+48.1)
0.710 0.027 -0.0022 -0.0675
(+29.7)
0.184 0.024 -0.0022 -0.0678
(+29.8)
0.078 0.027
NOTE: Numbers in parentheses are relative bias, which is equal to (Mean - True Value)/True Value
Table 32
SNCR Estimator

















187.411 0.032 -1.5443 -3.1130
(+1.02)





1538.57 0.017 0.1070 -2.9305
(-28 .4 )





2.115 0.018 -0.0262 -0.0831
(+2.17)





6.216 0.022 0.0190 0.2756
(+13.5)





2.071 0.035 0.1676 0.3615
(+1.16)





0.385 0.038 -0.0022 -0.1102
(+49.1)
0.226 0.040 -0.0022 -0.0563
(+24.6)
0.146 0.038
NOTE: Numbers in parentheses are relative bias, which is equal to (Mean - True Value)/True Value
Table 33
L-W Ridge Estimator
















(-0 .1 5 )
1.217 0.023 -1.5443 -1.4641
(-0 .05 )





0.554 0.024 0.1070 0.0411
(-0 .62 )





0.740 0.018 -0.0262 -0.1197
(+3.57)





1.082 0.020 0.0190 -0.0643
(-4 .38 )





0.263 0.024 0.1676 0.0846
(-0 .50 )





0.023 0.024 -0.0022 0.0152
(-7 .91 )
0.011 0.015 -0.0022 -0.0033
(+0.50)
0.005 0.019
NOTE: Numbers in parentheses are relative bias, which is equal to (Mean - True Value)/True Value
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the 1 0 0 0  estimates and then dividing the difference by the 
true value. The column titled "MSE" is the calculated mean 
squared error of the 1000 estimates of the parameter. The 
normality test used in the present study is the Kolmogorov- 
Smirnov goodness-of-fit test and is provided by NCSS.
To illustrate, -0.6236 in row 1 and column 2 of Table 28 
is the arithmetic mean of the 1000 estimates of for the OLS 
estimator. The relative bias for /Sj is equal to -0.60. 
81.722 is the calculated MSE of the 1000 estimates of fil . 
0.018 is the normality test value. We reject the hypothesis 
of normality if the test value is greater than 0.03 at the 5% 
significance level.
Table 34 is a summary of conclusions from Tables 28-33:
Table 34 
Results of the Simulation Study
Smaller MSE Approaches normality
Estimator Biased as n increases as n increases
OLS Yes Yes Yesa
GQ Yes Yesb No
Amemiya Yes Yes0 No
HH Yes Yes Yesd
SNCR Yes Yes No
LW Yes Yes Yes
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a except y u  y 2
b except /32, y 2
c except 0 2/ 7 2
d except 18lf y 2
Conclusions:
(1) All six estimators of the model coefficients appear 
to be biased. The degree of bias decreases as the sample size 
increases for the OLS estimator and the L-W ridge estimator. 
The results concerning bias are summarized in Table 33. The 
results are separated into two parts. One part contains the 
results when the sample size increases from 25 to 50 and the 
other contains the results when the sample size increases from 
50 to 75. "Yes" in Table 35 means the degree of bias 
decreases when the sample size increases and "No" means the 

























a except y ll S2 
b except y lt 
c except /?,, S2 
d except 7 ,
When the sample size increases from 25 to 50, the degree 
of bias decreases for the OLS estimator and the L-W ridge 
estimator. When the sample size increases from 50 to 75, the 
degree of bias decreases for all the estimators except the H-H 
estimator. Only two estimators have consistently decreasing 
relative bias as the sample size increases from 25 to 50 to 
75. They are the OLS estimator and the L-W ridge estimator. 
There are a few exceptions in the OLS estimator. The degree 
of bias for the price-squared coefficient 7 , and the income- 
multiplied-by-the-lagged-dependent coefficient S2 increases as 
the sample size increases from 50 to 75. The results for the 
Amemiya estimator when the sample size increases from 25 to 50 
are inconclusive. The degree of bias decreases in /?,, Su and 
S2 and increases in j62 , 7 , and y 2. The results for the H-H 
estimator when the sample size increases from 50 to 75 are 
also inconclusive. The degree of bias decreases in /?2 , 7 i, and 
72 and increases in /?,, 5,, and S2. The L-W ridge estimator
with sample size 75 gives the "best" estimates. The "best" 
estimates as defined here are the estimates that have the 
closest values to the "true" coefficient values and the 
smallest MSEs. In Table 33, for example, the coefficient 0,
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has 0.0001 relative bias and 7 , has 0.03 relative bias from 
the assumed true values.
(2) Generally speaking, the MSEs of the estimates become 
smaller as the sample size gets larger, although there are 
exceptions. For example, the MSEs of the estimated income 
coefficient /?2 and tlie estimated income-squared coefficient y 2 
using G-Q and Amemiya fail to decrease as the sample size 
increases from 25 to 50.
As stated in page 34, the Amemiya estimator is a modified 
version of the G-Q estimator and is asymptotically more 
efficient than the G-Q estimator. The MSEs of all estimated 
coefficients using G-Q are smaller than those using Amemiya 
for sample sizes 25 and 50. When the sample size increases 
from 50 to 75, the MSEs of all the estimated coefficients 
using Amemiya are smaller than those using G-Q. The SNCR 
estimator proposed by Singh et al. (1976) is a modified 
version of the H-H estimator. The MSEs of all the estimated 
coefficients using SNCR are smaller than those using H-H for 
sample size 25. However, the MSEs of all the estimated 
coefficients using H-H are smaller than those using SNCR for 
both sample sizes 50 and 75. We can conclude that the SNCR 
estimator is not better than the H-H estimator for the finite 
sample sizes in the present study.
Overall, the MSEs of the estimated coefficients using the 
L-W ridge estimator are the smallest among all the estimators 
and decrease when the sample size increases from 25 to 50 and
89
from 50 to 75. The L-W ridge estimator performs best based on 
the MSE criterion.
(3) The distributions of only three estimators appear to 
approach normality as the sample size increases. They are the 
OLS estimator, the H-H estimator, and the L-W ridge estimator. 
However, there are a few exceptions for the OLS and H-H 
estimators. The estimated price-squared coefficient 7 , and 
the estimated income-squared coefficient y 2 using OLS and the 
estimated price coefficient /Sj and the estimated income- 
squared coefficient y 2 using H-H fail to approach normality as 
the sample size increases. For the L-W ridge estimator, the 
normality test statistic values for all the estimated 
parameters and all sample sizes are less than 0.03. The 
hypothesis of normality for the parameters cannot be rejected 
in this case.
(4) Overall, the L-W ridge estimator outperforms all of 
the other estimators, as judged by the MSE and relative bias 
criteria. The L-W ridge estimator performs better for every 
parameter as the sample size increases. The distributions of 
the estimated parameters appear to approach normality as the 
sample size increases. The second best estimator is the OLS 
estimator and the third best is the H-H estimator.
In conclusion, the results from both the empirical study 
and the Monte Carlo experiments suggest that, while 
heteroscedasticity does exist in our model and is of concern, 
multicollinearity is a more serious deterrent to the adequate
estimation of the parameters. Thus the L-W ridge estimator 
performs best in both studies.
CHAPTER V
CONCLUSIONS
The present study develops a dynamic variable coefficient 
regression model for electricity demand in the residential 
market. Six procedures are proposed for estimating the model 
parameters. The reason for using the G-Q, Amemiya, H-H, and 
SNCR estimators is to account for the heteroscedasticity in 
the model. A ridge estimator proposed by Lawless and Wang 
(1976) is used to overcome the multicollinearity in the model. 
The OLS estimator is used as a basis for comparison.
The performance of the six estimators of the slope 
coefficients is examined by means of an empirical study and a 
Monte Carlo experiment. Our primary interest here has been in 
the estimation of the systematic time variations of price and 
income elasticities for electricity demand using annual data 
on residential electricity use. The properties of the 
sampling distributions of the regression coefficients are 
described in terms of the means, MSEs, and estimated biases 
for each of the estimation procedures. The results from both 
the empirical study and Monte Carlo experiments suggest that, 
while heteroscedasticity does exist in our model, 
multicollinearity is a more serious deterrent to adequate
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estimation of the parameters. Thus the L-W ridge estimator 
performs best in both studies.
We believe that this is the first study of residential 
electricity demand using a linear regression model with 
systematically time-varying coefficients. We also believe 
that the model developed in the present study is the first one 
in which price and income elasticities are estimated 
systematically through time using a specified relationship 
with independent and lagged dependent variables.
As stated in the literature review, the model we 
developed is closely related to the one developed by Singh et 
al. (1976) However, the time-varying parameters in the Singh 
et al. model vary as a simple linear function of time. We 
believe our model is the first dynamic model in which the 
parameters are systematically changing over time. No 
simulation study was provided by Singh et al. The asymptotic 
properties of their model are unknown.
There are many practical economic situations in which 
elasticities are studied. Also there is a substantial body of 
literature dealing with price and income elasticities which 
varied randomly through time. From the practitioners' point 
of view, the present study provides suggestions for estimation 
of elasticities which changes systematically over time. The 
model can be used to forecast elasticities as prices and 




From the theoreticians' point of view, the present study 
offers a serious challenge of developing theoretical solutions 
to the problems of multicollinearity and heteroscedasticity 
simultaneously. We have analyzed our dynamic model by means 
of the simulation study. This suggests a great challenge for 
theoreticians to explore the asymptotic properties of 
estimators which will account for the problems of 
multicollinearity and heteroscedasticity.
Further research on our dynamic model will hopefully 
enable us to overcome the problems of multicollinearity and 
heteroscedasticity simultaneously. One possible approach is 
to orthogonalize the X matrix in our model first to account 
for the multicollinearity and then to use one of the estimated 
generalized least squares methods to account for the 
heteroscedasticity in the model. The next step would be to 
backtransform the estimated coefficient vector to the original 
scale.
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APPENDIX
OLS Estimates for Claiborne
Variable Coefficients
Year Price Income CDD
1963 -0.33016 1.3236 3.7134
1964 -0.31244 1.3138 3.7447
1965 -0.29835 1.3048 3.7260
1966 -0.28814 1.2943 3.7875
1967 -0.27225 1.2829 3.8173
1968 -0.26028 1.2727 3.8119
1969 -0.24466 1.2658 3.7685
1970 -0.21914 1.2596 3.7683
1971 -0.20425 1.2508 3.7771
1972 -0.19522 1.2413 3.7541
1973 -0.17974 1.2292 3.7664
1974 -0.17463 1.2188 3.8255
1975 -0.17293 1.2101 3.8186
1976 -0.15870 1.1974 3.8605
1977 -0.15476 1.1884 3.7283
1978 -0.13126 1.1709 3.7603
1979 -0.12805 1.1601 3.8220
1980 -0.13329 1.1543 3.7213
1981 -0.11919 1.1400 3.7669
1982 -0.13104 1.1365 3.7472
1983 -0.13050 1.1318 3.8105
1984 -0.13579 1.1263 3.7854
1985 -0.13424 1.1213 3.7640
1986 -0.13118 1.1189 3.7059
1987 -0.12652 1.1220 3.7675






























































































































































































OLS Estimates for Jeff Davis
Variable Coefficients
Price Income CDD HDD
0.73674 -0.36438 -17.102 -3.7959
0.75597 -0.39928 -17.161 -3.8638
0.77622 -0.42907 -17.099 -3.9699
0.78292 -0.45477 -17.271 -3.8583
0.79206 -0.51041 -17.121 -3.9687
0.80072 -0.53277 -17.161 -3.8195
0.81599 -0.66091 -16.856 -3.9441
0.82138 -0.70314 -16.632 -3.8835
0.83218 -0.73250 -16.427 -4.0743
0.83914 -0.77568 -16.572 -4.2311
0.84309 -0.80680 -16.517 -3.9301
0.83105 -0.82379 -16.504 -4.2076
0.80448 -0.81793 -16.535 -4.0993
0.79727 -0.83167 -16.789 -4.0769
0.78333 -0.83171 -16.374 -3.8647
0.78813 -0.87314 -16.287 -3.8794
0.74738 -0.88647 -16.514 -3.9756
0.69029 -0.86512 -16.292 -3.9910
0.62164 -0.86889 -16.297 -3.9424
0.59299 -0.85427 -16.267 -4.0124
0.57991 -0.83904 -16.442 -4.0004
0.57172 -0.79546 -16.346 -3.9917
0.56345 -0.82023 -16.183 -4.0303
0.55779 -0.81559 -16.188 -4.0890
0.56256 -0.79841 -16.395 -4.0083





































































































































































































OLS Estimates for WST
Variable Coefficients
Price Income CDD HDD
-0.10928 2.3779 8.6429 5.0450
-0.15543 2.3713 8.7425 5.1307
-0.19400 2.3638 8.7278 5.2375
-0.21174 2.3408 8.8505 5.0886
-0.26784 2.3369 8.8513 5.2071
-0.30436 2.3223 8.8909 5.0151
-0.35194 2.3199 8.8356 5.1011
-0.38355 2.3134 8.8835 4.9814
-0.42332 2.3169 8.8626 5.1535
-0.44839 2.3176 8.8208 5.0737
-0.47378 2.2972 8.8032 5.1238
-0.48591 2.2782 8.8963 5.2590
-0.45731 2.2467 8.8893 5.1937
-0.46891 2.2258 9.0593 5.0075
-0.47789 2.2068 8.8490 5.0294
-0.49420 2.1650 8.8713 4.9361
-0.49240 2.1408 8.9963 4.9506
-0.45581 2.1122 8.8794 5.0140
-0.42194 2.0830 8.8942 5.0461
-0.39630 2.0682 8.7895 5.1256
-0.37749 2.0604 9.0915 4.9370
-0.36503 2.0367 8.9480 5.1073
-0.35343 2.0256 8.8713 5.1746
-0.36758 2.0308 8.7891 5.0959
-0.37707 2.0305 8.9382 5.1252







































































































































































OLS Estimates for Dixie
Variable Coefficients














































































































































































































































































OLS Estimates for SLE
Variable Coefficients
Price Income CDD HDD
-0.40273 -0.65210 0.86547 0.32112
-0.40292 -0.64924 0.88068 0.32779
-0.40193 -0.68238 0.91879 0.34015
-0.40012 -0.70535 0.97109 0.33522
-0.39499 -0.75954 1.0377 0.35180
-0.39401 -0.77340 1.0694 0.34316
-0.38919 -0.83420 1.1282 0.35735
-0.38660 -0.85919 1.1648 0. 36440
-0.38422 -0.88575 1.1940 0.37856
-0.38145 -0.90834 1.2316 0.38133
-0.37673 -0.94806 1.2811 0.39011
-0.37400 -0.93292 1.3071 0.39738
-0.36933 -0.91946 1.3132 0. 38925
-0.36624 -0.92120 1.3471 0.38151
-0.36359 -0.91275 1.3276 0.37719
-0.35732 -0.94121 1.3762 0.39037
-0.34794 -0.94792 1.4048 0.39842
-0.34301 -0.91477 1.3781 0.39613
-0.32966 -0.91315 1.4100 0.40253
-0.32455 -0.90878 1.4114 0.40311
-0.32491 -0.88469 1.4150 0.39130
-0.32669 -0.84664 1.3792 0.38819
-0.32506 -0.85966 1.3747 0.39707
-0.32278 -0.87460 1.3723 0.39793













































































































OLS Estimates for Beauregard
Variable Coefficients
Price Income CDD HDD
0.50553 -0.65366 -13.633 -1.7715
0.49613 -0.66577 -13.758 -1.7900
0.49292 -0.67434 -13.676 -1.8270
0.48629 -0.67569 -13.835 -1.7684
0.47057 -0.70177 -13.742 -1.7965
0.46757 -0.71056 -13.790 -1.7216
0.45964 -0.73656 -13.651 -1.7561
0.43756 -0.77977 -13.465 -1.7058
0.42920 -0.81161 -13.299 -1.7727
0.42112 -0.82423 -13.448 -1.8300
0.40770 -0.83527 -13.425 -1.6842
0.39267 -0.83824 -13.430 -1.7967
0.36769 -0.83186 -13.454 -1.7477
0.36265 -0.83192 -13.673 -1.7297
0.34035 -0.84134 -13.321 -1.6264
0.31237 -0.88005 -13.252 -1.6069
0.27644 -0.89242 -13.445 -1.6378
0.25484 -0.85728 -13.270 -1.6526
0.21004 -0.85827 -13.276 -1.6234
0.19970 -0.83715 -13.253 -1.6619
0.19935 -0.81606 -13.400 -1.6638
0.20353 -0.79268 -13.290 -1.6688
0.17218 -0.81041 -13.162 -1.6751
0„17435 -0.81498 -13.155 -1.6986
0.18668 -0.79511 -13.319 -1.6705
Goldfeld-Quandt Estimates for Claiborne
Variable Coefficients
Year Price Income CDD HDD
1963 -0.56576 1.7292 2.5825 5.0302
1964 -0.54444 1.7262 2.5900 5.1141
1965 -0.52696 1.7218 2.5682 5.1475
1966 -0.51567 1.7118 2.6004 5.0728
1967 -0.49641 1.7048 2.6082 5.1265
1968 -0.48247 1.6968 2.5965 5.0121
1969 -0.46448 1.6966 2.5583 5.1204
1970 -0.43275 1.7055 2.5401 5.0644
1971 -0.41422 1.7022 2.5351 5.1614
1972 -0.40317 1.6932 2.5141 5.1213
1973 -0.38322 1.6852 2.5108 5.1447
1974 -0.37363 1.6729 2.5437 5.1721
1975 -0.36618 1.6615 2.5366 5.1340
1976 -0.34628 1.6519 2.5525 5.0525
1977 -0.33944 1.6406 2.4651 5.0532
1978 -0.30625 1.6307 2.4677 4.9854
1979 -0.29373 1.6180 2.5022 5.0340
1980 -0.28961 1.6077 2.4388 5.0319
1981 -0.25912 1.5986 2.4540 5.0736
1982 -0.26852 1.5857 2.4484 5.1229
1983 -0.26450 1.5795 2.4873 4.9967
1984 -0.26973 1.5669 2.4747 5.1501
1985 -0.26304 1.5613 2.4586 5.0028
1986 -0.25850 1.5598 2.4193 5.1924
1987 -0.25496 1.5677 2.4558 5.2337











































































































































Goldfeld-Quandt Estimates for Jeff Davis
Variable Coefficients
Year Price Income CDD HDD
1963 -0.38668 -5.6911 0.86270 0.66045
1964 -0.40269 -5.6668 0.93325 0.64526
1965 -0.41689 -5.6396 0.98473 0.63627
1966 -0.42944 -5.6032 1.0533 0.60836
1967 -0.45319 -5.5780 1.1397 0.58549
1968 -0.46458 -5.5405 1.1907 0.55582
1969 -0.51260 -5.5912 1.3659 0.50013
1970 -0.52951 -5.5899 1.4167 0.47071
1971 -0.54316 -5.5622 1.4543 0.46988
1972 -0.56068 -5.5579 1.5416 0.46010
1973 -0.57685 -5.4941 1.6053 0.40907
1974 -0.58801 -5.4093 1.6543 0.41849
1975 -0.58751 -5.3590 1.6601 0.40736
1976 -0.59591 -5.3027 1.7211 0.39284
1977 -0.59947 -5.2324 1.7006 0.36697
1978 -0.61961 -5.1706 1.7781 0.33998
1979 -0.62766 -5.0925 1.8416 0.33498
1980 -0.62154 -5.0113 1.8055 0.34155
1981 -0.62478 -4.9303 1.8329 0.32805
1982 -0.61837 -4.9200 1.8080 0.34194
1983 -0.61338 -4.8934 1.8054 0.34709
1984 -0.59769 -4.8631 1.7306 0.36809
1985 -0.60690 -4.8658 1.7566 0.35810
1986 -0.60503 -4.8624 1.7501 0.36591
1987 -0.59808 -4.8693 1.7386 0.36852
1988 -0.59467 -4.8534 1.7226 0.37212
Goldfeld-Quandt Estimates for Bossier
Variable Coefficients
Year Price Income CDD HDD
1963 -0.016277 1.9574 12.504 -0.25900
1964 -0.046912 1.9543 12.626 -0.28492
1965 -0.072525 1.9490 12.565 -0.30241
1966 -0.092797 1.9430 12.796 -0.30654
1967 -0.11797 1.9401 12.910 -0.32637
1968 -0.14045 1.9398 12.898 -0.32818
1969 -0.18546 1.9494 12.762 -0.36487
1970 -0.23395 1.9570 12.777 -0.38745
1971 -0.25699 1.9582 12.814 -0.41020
1972 -0.27476 1.9538 12.736 -0.41621
1973 -0.31070 1.9541 12.795 -0.43944
1974 -0.33647 1.9493 13.025 -0.45823
1975 -0.33912 1.9384 13.001 -0.45757
1976 -0.37596 1.9364 13.170 -0.47176
1977 -0.39065 1.9280 12.698 -0.48166
1978 -0.43610 1.9318 12.831 -0.50317
1979 -0.45706 1.9259 13.068 -0.52222
1980 -0.43661 1.9037 12.690 -0.51165
1981 -0.46334 1.8984 12.866 -0.53651
1982 -0.44311 1.8826 12.789 -0.53075
1983 -0.44648 1.8808 13.020 -0.52045
1984 -0.43824 1.8646 12.927 -0.53156
1985 -0.44878 1.8631 12.857 -0.52484
1986 -0.44971 1.8621 12.644 -0.54392
1987 -0.45434 1.8662 12.867 -0.55013
1988 -0.45820 1.8699 12.942 -0.53654
Goldfeld-Quandt Estimates for Concordia
Variable Coefficients
Year Price Income CDD HDD
1963 1.0576 5.8743 30.520 -26.188
1964 0.85189 5.7949 30.877 -26.624
1965 0.62351 5.7109 30.804 -26.790
1966 0.40375 5.6115 31.456 -26.387
1967 0.092862 5.4940 31.863 -26.654
1968 -0.095147 5.4166 31.894 -26.045
1969 -0.31039 5.3556 31.584 -26.607
1970 -0.62655 5.3851 31.707 -26.303
1971 -0.81412 5.2962 31.861 -26.806
1972 -0.97340 5.1992 31.718 -26.589
1973 -1.2171 5.0808 31.935 -26.702
1974 -1.2766 4.9660 32.509 -26.842
1975 -1.3372 4.9569 32.520 -26.633
1976 -1.5105 4.8227 32.974 -26.199
1977 -1.5939 4.7520 31.829 -26.197
1978 -1.8270 4.6235 32.227 -25.833
1979 -1.8507 4.5190 32.839 -26.083
1980 -1.7017 4.5186 31.901 -26.075
1981 -1.6623 4.4233 32.320 -26.299
1982 -1.4657 4.3997 32.094 -26.562
1983 -1.3310 4.4072 32.594 -25.910
1984 -1.2063 4.3560 32.309 -26.722
1985 -1.2296 4.3570 32.138 -25.946
1986 -1.3167 4.3465 31.659 -26.937
1987 -1.4058 4.3408 32.247 -27.151














































































































Goldfeld-Quandt Estimates for Pointe Coupee
Variable Coefficients
Year Price Income CDD HDD
1963 -0.47760 -1.5880 3.8690 1.0368
1964 -0.48404 -1.5807 3.8960 1.0254
1965 -0.49086 -1.5743 3.9247 1.0452
1966 -0.49863 -1.5693 3.9580 1.0315
1967 -0.50564 -1.5666 3.9908 1.0493
1968 -0.51308 -1.5600 4.0185 1.0143
1969 -0.52492 -1.5771 4.0744 1.0192
1970 -0.53434 -1.6084 4.1381 1.0164
1971 -0.54111 -1.6121 4.1361 1.0244
1972 -0.54637 -1.6041 4.1125 1.0784
1973 -0.55378 -1.5946 4.1530 1.0286
1974 -0.55409 -1.5645 4.2415 1.0838
1975 -0.54949 -1.5525 4.2534 1.0419
1976 -0.54865 -1.5365 4.3609 1.0328
1977 -0.54796 -1.5182 4.2643 0.98750
1978 -0.55041 -1.5262 4.3054 0.99062
1979 -0.54901 -1.5048 4.4117 1.0051
1980 -0.54112 -1.4799 4.3613 1.0025
1981 -0.52755 -1.4654 4.3839 0.99770
1982 -0.51969 -1.4485 4.3264 1.0200
1983 -0.51604 -1.4378 4.4706 1.0101
1984 -0.51088 -1.4294 4.3930 0.99424
1985 -0.50940 -1.4257 4.3678 1.0218
1986 -0.51381 -1.4390 4.3419 1.0337
1987 -0.51850 -1.4450 4.4296 1.0185
1988 -0.52155 -1.4328 4.4039 1.0131
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Goldfeld-Quandt Estimates for Dixie
Variable Coefficients
Year price Income CDD HDD
1963 -1.8190 0.84722 -5.3926 0.18535
1964 -1.7667 0.85807 -5.4615 0.17664
1965 -1.6582 0.87961 -5.4941 0.15917
1966 -1.6500 0.88130 -5.5773 0.15766
1967 -1.5695 0.89743 -5.6047 0.14444
1968 -1.5202 0.90754 -5.6329 0.13635
1969 -1.4187 0.92765 -5.6390 0.12025
1970 -1.3510 0.94250 -5.6948 0.10829
1971 -1.2398 0.96434 -5.7007 0.090684
1972 -1.2102 0.97098 -5.6495 0.084568
1973 -1.0908 0.99378 -5.7076 0.066707
1974 -1.0640 0.99691 -5.8023 0.063057
1975 -1.0502 0.99717 -5.8107 0.062764
1976 -0.99356 1.0067 -5.9448 0.054750
1977 -0.93324 1.0169 -5.8151 0.046797
1978 -0.84989 1.0322 -5.8471 0.034402
1979 -0.80993 1.0356 -5.9701 0.031113
1980 -0.77265 1.0392 -5.8894 0.027726
1981 -0.72142 1.0440 -5.8971 0.023578
1982 -0.72605 1.0409 -5.8197 0.025624
1983 -0.76938 1.0307 -5.9991 0.033621
1984 -0.74167 1.0348 -5.9183 0.030226
1985 -0.75533 1.0299 -5.8587 0.033693
1986 -0.76007 1.0299 -5.7995 0.033568
1987 -0.77236 1.0279 -5.8935 0.035376
1988 -0.77947 1.0266 -5.8671 0.036278
Goldfeld-Quandt Estimates for Northeast
Variable Coefficients
Year Price Income CDD HDD
1963 1.2852 -0.90456 9.0508 -5.1589
1964 1.2555 -0.92940 9.1750 -5.2357
1965 1.2351 -0.95499 9.1604 -5.2615
1966 1,2104 -0.96907 9.3667 -5.1752
1967 1.1818 -0.98765 9.4852 -5.2213
1968 1.1670 -0.99610 9.4944 -5.0979
1969 1.1326 -1.0547 9.4329 -5.1963
1970 1.0871 -1.0932 9.4937 -5.1242
1971 1.0534 -1.1174 9.5643 -5.2128
1972 1.0390 -1.1322 9.5273 -5.1657
1973 1.0050 -1.1426 9.6100 -5.1781
1974 0.97840 -1.1492 9.7941 -5.2003
1975 0.95920 -1.1462 9.7643 -5.1637
1976 0.91343 -1.1784 9.9290 -5.0677
1977 0.88923 -1.1783 9.5985 -5.0625
1978 0.81576 -1.2286 9.7628 -4.9743
1979 0.71760 -1.2557 9.9913 -5.0099
1980 0.69580 -1.2633 9.7258 -5.0064
1981 0.59003 -1.2966 9.9044 -5.0361
1982 0.58062 -1.2596 9.8277 -5.0924
1983 0.57044 -1.2479 9.9924 -4.9639
1984 0.57664 -1.2025 9.9046 -5.1264
1985 0.55189 -1.2177 9.8621 -4.9714
1986 0.53837 -1.2228 9.7069 -5.1661
1987 0.54234 -1.2225 9.8680 -5.2096




























Goldfeld-Quandt Estimates for SLE
Variable Coefficients
Price Income CDD HDD
-0.23175 0.035579 1.3870 -1.7723
-0.22776 0.033968 1.4023 -1.8015
-0.20142 -0.010868 1.4213 -1.8170
-0.17886 -0.047459 1.4606 -1.7438
-0.14098 -0.12127 1.4964 -1.7487
-0.12337 -0.14675 1.5164 -1.6670
-0.086036 -0.22356 1.5435 -1.6609
-0.064985 -0.26113 1.5634 -1.6527
-0.046425 -0.29711 1.5768 -1.6880
-0.025416 -0.33348 1.5976 -1.6563
0.006556 -0.39277 1.6188 -1.6310
0.0089531 -0.38989 1.6443 -1.6577
0.0047845 -0.38498 1.6484 -1.6076
0.013593 -0.39844 1.6767 -1.5406
0.015424 -0.39892 1.6459 -1.5061
0.040466 -0.44754 1.6704 -1.5126
0.039254 -0.46420 1.6917 -1.5302
0.023018 -0.43709 1.6667 -1.5328
0.018170 -0.45134 1.6892 -1.5364
0.009868 -0.44877 1.6909 -1.5394
-0.0098915 -0.41616 1.7164 -1.5129
-0.027307 -0.37525 1.6925 -1.5333
-0.022969 -0.38927 1.6797 -1.5684
-0.021747 -0.40262 1.6715 -1.5640
-0.023756 -0.39110 1.6829 -1.5680
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Goldfeld-Quandt Estimates for Valley
Variable Coefficients
Year Price Income CDD HDD
1963 -0.21682 2.5307 4.6111 -6.1265
1964 -0.19045 2.5246 4.6601 -6.1163
1965 -0.11526 2.5316 4.6915 -6.283 7
1966 -0.098511 2.5112 4.7746 -6.3419
1967 -0.104050 2.4904 4.7870 -6.3216
1968 -0.013723 2.4953 4.8473 -6.2849
1969 0.028889 2.4928 4.6720 -6.3224
1970 0.089279 2.5042 4.7008 -6.3569
1971 0.097838 2.4937 4.7193 -6.5143
1972 0.15245 2.4882 4.7243 -6.7145
1973 0.18279 2.4769 4.8442 -6.4493
1974 0.19126 2.4590 4.8479 -6.6779
1975 0.17061 2.4442 4.8310 -6.5383
1976 0.19573 2.4306 4.9522 -6.7514
1977 0.20528 2.4154 4.7896 -6.4229
1978 0.24569 2.4192 4.7710 -6.3856
1979 0.25279 2.4033 4.9032 -6.6057
1980 0.22789 2.3800 4.7211 -6.6260
1981 0.21340 2.3658 4.8652 -6.6701
1982 0.17460 2.3525 4.7979 -6.6277
1983 0.16100 2.3424 4.8717 -6.5894
1984 0.14757 2.3240 4.8060 -6.4920
1985 0.14868 2.3205 4.7776 -6.7564
1986 0.15572 2.3217 4.8155 -6.8203
1987 0.17724 2.3265 4.8219 -6.6609
Goldfeld-Quandt Estimates for Beauregard
Variable Coefficients
Year Price Income CDD HDD
1963 3.0214 -10.785 -38.779 -3.5606
1964 2.9749 -10.810 -39.037 -3.6092
1965 2.9531 -10.817 -38.751 -3.6950
1966 2.9186 -10.760 -39.112 -3.5811
1967 2.8386 -10.836 -38.713 -3.6585
1968 2.8175 -10.845 -38.777 -3.5106
1969 2.7710 -10.954 -38.291 -3.5971
1970 2.6622 -11.140 -37.606 -3.5156
1971 2.6115 -11.282 -37.029 -3.6719
1972 2.5698 -11.310 -37.350 -3.8015
1973 2.5062 -11.309 -37.193 -3.5093
1974 2.4410 -11.266 -37.140 -3.7528
1975 2.3483 -11.199 -37.193 -3.6518
1976 2.3209 -11.140 -37.723 -3.6219
1977 2.2270 -11.139 -36.695 -3.4165
1978 2.0943 -11.271 -36.312 -3.4013
1979 1.9501 -11.290 -36.744 -3.4768
1980 1.8815 -11.053 -36.338 -3.4994
1981 1.7091 - 11.000 -36.293 -3.4460
1982 1.6808 -10.880 -36.292 -3.5188
1983 1.6882 -10.754 -36.744 -3.5155
1984 1.7122 -10.610 -36.505 -3.5187
1985 1.5855 -10.681 -36.080 -3.5421
1986 1.5901 -10.699 -36.040 -3.5941





























Amemiya Estimates for Claiborne
Variable Coefficients
Price Income CDD HDD
-0.59521 1.8515 3.7681 4.0116
-0.57480 1.8503 3.7867 4.0735
-0.55801 1.8473 3.7584 4.0962
-0.54730 1.8375 3.8122 4.0344
-0.52884 1.8317 3.8307 4.0728
-0.51554 1.8244 3.8172 3.9790
-0.49840 1.8259 3.7638 4.0609
-0.46791 1.8388 3.7457 4.0097
-0.45009 1.8370 3 .7439 4.0826
-0.43950 1.8283 3.7150 4.0484
-0.42026 1.8214 3.7160 4.0628
-0.41071 1.8088 3.7698 4.0827
-0.40300 1.7967 3.7602 4.0515
-0.38365 1.7881 3.7910 3.9829
-0.37688 1.7763 3.6572 3.9822
-0.34457 1.7685 3.6711 3.9218
-0.33167 1.7554 3.7274 3.9585
-0.32662 1.7441 3.6287 3.9571
-0.29599 1.7365 3.6600 3.9850
-0.30448 1.7212 3.6474 4.0266
-0.30027 1.7146 3.7085 3.9261
-0.30515 1.7003 3.6870 4.0489
-0.29823 1.6946 3.6635 3.9313
-0.29379 1.6934 3.6039 4.0807
-0.29063 1.7025 3.6620 4.1124






















































































Amemiya Estimates for Jeff Davis
Variable Coefficients
Year Price Income CDD HDD
1963 0.76618 5.0856 -42.444 -19.554
1964 0.74345 5.0175 -42.785 -19.752
1965 0.72210 4.9526 -42.797 -20.149
1966 0.70732 4.8832 -43.388 -19.511
1967 0.68062 4.7888 -43.304 -19.844
1968 0.66626 4.7224 -43.547 -19.035
1969 0.61343 4.6180 -43.373 -19.234
1970 0.59483 4.5649 -43.016 -18.803
1971 0.57747 4.5001 -42.663 -19.607
1972 0.55769 4.4427 -43.248 -20.215
1973 0.54033 4.3382 -43.313 -18.636
1974 0.53371 4.2291 -43.427 -19.869
1975 0.54385 4.1839 -43.514 -19.344
1976 0.53819 4.1085 -44.269 -19.162
1977 0.53974 4.0352 -43.270 -18.109
1978 0.51817 3.9201 -43.301 -18.012
1979 0.52502 3.8225 -44.004 -18.390
1980 0.55177 3.7642 -43.393 -18.494
1981 0.57349 3.6753 -43.485 -18.209
1982 0.59019 3.6825 -43.344 -18.588
1983 0.59985 3.6735 -43.733 -18.567
1984 0.61827 3.6954 -43.294 -18.654
1985 0.61221 3.6678 -43.002 -18.759
1986 0.61610 3.6700 -42.995 -19.054
1987 0.62121 3.6982 -43.431 -18.727





























Amemiya Estimates for Bossier
Variable Coefficients
Price Income CDD HDD
2.4206 -2.3765 68.272 0.42856
2.3645 -2.3641 68.959 0.37055
2.3438 -2.3462 68.615 0.32284
2.3192 -2.3270 69.912 0.28100
2.2724 -2.3161 70.557 0.23277
2.2314 -2.3126 70.485 0.18423
2.1414 -2.3341 69.713 0.097858
2.0514 -2.3495 69.795 -0.00048074
2.0125 -2.3501 70.002 -0.042698
1.9954 -2.3360 69.562 -0.078160
1.9205 -2.3325 69.891 -0.14948
1.8154 -2.3157 71.188 -0.20431
1.7439 -2.2845 71.050 -0.21605
1.6359 -2.2745 71.999 -0.29518
1.5480 -2.2489 69.339 -0.32912
1.3820 -2.2537 70.082 -0.42817
1.2442 -2.2342 71.418 -0.47593
1.2219 -2.1741 69.285 -0.44000
0.93786 -2.1550 70.278 -0.51001
0.92540 -2.1131 69.844 -0.47198
0.91584 -2.1076 71.147 -0.48323
0.89079 -2.0629 70.626 -0.46479
0.80050 -2.0573 70.227 -0.49628
0.79953 -2.0542 69.027 -0.49162
0.81421 -2.0654 70.286 -0.49759





























Amemiya Estimates for Concordia
Variable Coefficients
Price Income CDD HDD
-1.5351 1.9212 -1.9756 29.518
-1.5511 1.9327 -1.9911 30.005
-1.5638 1.9485 -1.9790 30.189
-1.5844 1.9540 -2.0124 29.732
-1.6039 1.9737 -2.0274 30.029
-1.6121 1.9840 -2.0230 29.340
-1.6300 2.0046 -1.9969 29.970
-1.6431 2.0863 -1.9938 29.623
-1.6502 2.0921 -1.9970 30.186
-1.6650 2.0861 -1.9831 29.940
-1.6709 2.0936 -1.9881 30.063
-1.6468 2.0679 -2.0206 30.219
-1.5798 2.0965 -2.0163 29.982
-1.5749 2.0843 -2.0381 29.490
-1.5552 2.0806 -1.9633 29.486
-1.5217 2.0922 -1.9783 29.072
-1.4454 2.0766 -2.0122 29.351
-1.3590 2.0654 -1.9557 29.343
-1.2601 2.0450 -1.9789 29.594
-1.1911 2.0087 -1.9690 29.892
-1.1772 1.9843 -2.0043 29.161
-1.1691 1.9370 -1.9907 30.076
-1.1464 1.9490 -1.9783 29.203
-1.1425 1.9661 -1.9453 30.316
-1.1622 1.9791 -1.9795 30.555





























Amemiya Estimates for WST
Variable Coefficients
Price Income CDD HDD
0.38317 -0.54105 -9.5384 6.6388
0.34782 -0.55403 -9.5700 6.7528
0.31464 -0.56513 -9.4887 6.8948
0.30564 -0.56099 -9.5956 6.6974
0.25941 -0.57926 -9.5035 6.8551
0.23137 -0.58596 -9.4872 6.6007
0.19347 -0.60145 -9.3521 6.7151
0.16387 -0.61114 -9.3451 6.5567
0.13519 -0.62531 -9.2629 6.7853
0.11416 -0.63451 -9.1769 6.6796
0.091488 -0.63616 -9.1141 6.7463
0.064230 -0.63816 -9.1681 6.9258
0.067915 -0.62179 -9.1812 6.8390
0.050123 -0.62028 -9.3290 6.5923
0.024932 -0.62133 -9.0695 6.6215
0.002102 -0.61383 -9.0532 6.4979
-0.022170 -0.61136 -9.1522 6.5173
-0.030295 -0.59859 -9.0384 6.6014
-0.044200 -0.58757 -9.0533 6.6440
-0.044238 -0.57899 -8.9573 6.7494
-0.034669 -0.57111 -9.2971 6.4991
-0.026071 -0.55812 -9.1651 6.7249
-0.025995 -0.55253 -9.0910 6.8141
-0.044064 -0.56138 -8.9727 6.7099
-0.035322 -0.55980 -9.1357 6.7487





























Amemiya Estimates for Pointe Coupee
Variable Coefficients



















































































































































































































































Amemiya Estimates for Northeast
Variable Coefficients
Year Price Income CDD HDD
1963 1.2265 -1.2377 11.638 -8.5948
1964 1.2004 -1.2610 11.785 -8.7324
1965 1.1832 -1.2861 11.756 -8.7837
1966 1.1618 -1.2970 12.010 -8.6479
1967 1.1367 -1.3132 12.151 -8.7337
1968 1.1241 -1.3194 12.156 -8.5330
1969 1.0943 -1.3813 12.061 -8.7094
1970 1.0542 -1.4178 12.121 -8.6027
1971 1.0244 -1.4396 12.198 -8.7612
1972 1.0122 -1.4536 12.143 -8.6880
1973 0.98244 -1.4585 12.235 -8.7195
1974 0.95770 -1.4627 12.465 -8.7619
1975 0.93751 -1.4603 12.429 -8.6990
1976 0.89590 -1.4911 12.627 -8.5496
1977 0.87357 -1.4874 12.194 -8.5462
1978 0.80644 -1.5358 12.383 -8.4158
1979 0.71211 -1.5598 12.661 -8.4874
1980 0.69037 -1.5683 12.318 -8.4826
1981 0.58841 -1.5995 12.532 -8.5445
1982 0.57650 -1.5590 12.440 -8.6333
1983 0.56582 -1.5456 12.653 -8.4177
1984 0.57027 -1.4943 12.546 -8.6850
1985 0.54652 -1.5103 12.487 -8.4290
1986 0.53302 -1.5159 12.287 -8.7551
1987 0.53687 -1.5158 12.495 -8.8273


























































































































































































































































































































































Hildreth-Houck Estimates for Claiborne
Variable Coefficients
Price Income CDD HDD
-0.17513 0.94642 1.3593 4.7313
-0.16182 0.92653 1.3821 4.8175
-0.15145 0.91004 1.3858 4.8542
-0.14335 0.89711 1.4133 4.7861
-0.13146 0.87821 1.4344 4.8428
-0.12227 0.86361 1.4408 4.7374
-0.11017 0.84700 1.4368 4.8461
-0.091437 0.82098 1.4548 4.8013
-0.080526 0.80381 1.4683 4.8991
-0.073810 0.79188 1.4669 4.8638
-0.062756 0.77266 1.4822 4.8916
-0.060421 0.76276 1.5066 4.9200
-0.061509 0.75586 1.5070 4.8849
-0.052035 0.73699 1.5319 4.8122
-0.049989 0.72918 1.4907 4.8145
-0.034484 0.69924 1.5192 4.7583
-0.035860 0.68895 1.5447 4.8070
-0.044366 0.68759 1.5102 4.8047
-0.039689 0.66418 1.5392 4.8512
-0.050721 0.67184 1.5257 4.8950
-0.051804 0.66833 1.5484 4.7751
-0.056275 0.67064 1.5366 4.9200
-0.057225 0.66550 1.5318 4.7804
-0.055300 0.66147 1.5147 4.9628
-0.050893 0.65918 1.5380 5.0036










































































































































Hildreth-Houck Estimates for Jeff Davis
Variable Coefficients
Year Price Income CDD HDD
1963 0.55950 -0.23263 -12.030 -2.0436
1964 0.57319 -0.26339 -12.050 -2.0942
1965 0.58791 -0.28967 -11.989 -2.1656
1966 0.59188 -0.31238 -12.091 -2.1098
1967 0.59655 -0.36136 -11.955 -2.1911
1968 0.60225 -0.38113 -11.968 -2.1126
1969 0.60912 -0.49356 -11.690 -2.2198
1970 0.61155 -0.53068 -11.512 -2.1969
1971 0.61871 -0.55658 -11.351 -2.3174
1972 0.62234 -0.59453 -11.427 -2.4211
1973 0.62369 -0.62210 -11.368 -2.2582
1974 0.61271 -0.63732 -11.342 -2 .4279
1975 0.59136 -0.63236 -11.362 -2.3655
1976 0.58459 -0.64462 -11.527 -2.3589
1977 0.57295 -0.64491 -11.233 -2.2388
1978 0.57454 -0.68153 -11.145 -2.2620
1979 0.54078 -0.69352 -11.289 -2.3251
1980 0.49545 -0.67504 -11.140 -2.3314
1981 0.43974 -0.67864 -11.134 -2.3078
1982 0.41737 -0.66583 -11.121 -2.3446
1983 0.40740 -0.65254 -11.249 -2.3345
1984 0.40258 -0.61435 -11.203 -2.3181
1985 0.39486 -0.63611 -11.077 -2.3476
1986 0.39051 -0.63204 -11.083 -2.3804
1987 0.39514 -0.61692 -11.236 -2.3283
















































































































Hildreth-Houck Estimates for Concordia
Variable Coefficients
Price Income CDD HDD
0.70472 -0.34718 -1.2578 3 .7290
0.68213 -0.36987 -1.2313 3.8106
0.65484 -0.39676 -1.1844 3.8549
0.63216 -0.41818 -1.1663 3.8136
0.59602 -0.45383 -1.1205 3.8797
0.57259 -0.47528 -1.0845 3.8063
0.54942 -0.50197 -1.0333 3.9073
0.50976 -0.56111 -0.97494 3.8903
0.48599 -0.58102 -0.94304 3.9812
0.46949 -0.59298 -0.90852 3.9623
0.43712 -0.61920 -0.86680 4.0009
0.41835 -0.61873 -0.86847 4.0297
0.38121 -0.64283 -0.83986 4.0117
0.35429 -0.65625 -0.81836 3.9642
0.33398 -0.66551 -0.75639 3.9738
0.28641 -0.69678 -0.71354 3.9453
0.25052 -0.70246 -0.71121 3 .9927
0.23509 -0.69373 -0.68849 3.9871
0.19864 -0.69403 -0.68708 4.0273
0.19738 -0.66957 -0.70325 4.0554
0.21077 -0.64903 -0.74531 3.9483
0.22516 -0.62064 -0.75937 4.0575
0.21215 -0.62992 -0.74299 3.9476
0.19802 -0.64516 -0.70724 4.1023
0.19367 -0.65637 -0.71399 4.1400




























Hildreth-Houck Estimates for WST
Variable Coefficients
Price Income CDD HDD
-0.032151 1.7710 5.8699 4.8161
-0.073025 1.7640 5.9502 4.8961
-0.10762 1.7565 5.9506 4.9965
-0.12279 1.7390 6.0385 4.8543
-0.17286 1.7334 6.0540 4.9652
-0.20522 1.7209 6.0905 4.7813
-0.24753 1.7169 6.0648 4.8616
-0.27616 1.7105 6.1070 4.7465
-0.31118 1.7113 6.1023 4.9091
-0.33359 1.7105 6.0803 4.8323
-0.35646 1.6942 6.0754 4.8791
-0.36935 1.6790 6.1464 5.0069
-0.34618 1.6565 6.1383 4.9451
-0.35752 1.6403 6.2601 4.7673
-0.36764 1.6252 6.1217 4.7873
-0.38332 1.5934 6.1435 4.6977
-0.38477 1.5746 6.2346 4.7108
-0.35667 1.5539 6.1528 4.7714
-0.33141 1.5325 6.1630 4.8019
-0.31104 1.5220 6.0888 4.8779
-0.29496 1.5170 6.2928 4.6988
-0.28404 1.5001 6.1912 4.8613
-0.27481 1.4922 6.1374 4.9255
-0.28821 1.4951 6.0860 4.8499
-0.29471 1.4950 6.1875 4.8779
-0.29716 1.4888 6.1687 4.8196
Hildreth-Houck Estimates for Pointee Coupee
Variable Coefficients
Year Price Income CDD HDD
1963 -0.22815 -1.1547 0.41061 0.15005
1964 -0.23216 -1.1545 0.44333 0.14442
1965 -0.23641 -1.1552 0.47808 0.13804
1966 -0.24131 -1.1579 0.51843 0.13110
1967 -0.24598 -1.1624 0.55816 0.12387
1968 -0.25030 -1.1627 0.59173 0.11839
1969 -0.25793 -1.1866 0.65593 0.10711
1970 -0.26452 -1.2205 0.71642 0.096981
1971 -0.26877 -1.2292 0.74594 0.090721
1972 -0.27222 -1.2278 0.76673 0.084908
1973 -0.27724 -1.2275 0.81071 0.077925
1974 -0.27972 -1.2093 0.85415 0.071487
1975 -0.27923 -1.2014 0.86378 0.070452
1976 -0.28150 -1.1945 0.91135 0.064643
1977 -0.28250 -1.1828 0.90802 0.062401
1978 -0.28693 -1.1977 0.95959 0.053216
1979 -0.28877 -1.1858 1.0036 0.047807
1980 -0.28807 -1.1693 1.0094 0.044818
1981 -0.28697 -1.1630 1.0398 0.039432
1982 -0.28443 -1.1485 1.0228 0.040583
1983 -0.28352 -1.1401 1.0481 0.040698
1984 -0.28112 -1.1311 1.0214 0.043589
1985 -0.28163 -1.1302 1.0273 0.041131
1986 -0.28419 -1.1438 1.0397 0.037478
1987 -0.28689 -1.1519 1.0729 0.034004






























































































































































































































Hildreth-Houck Estimates for SLE
Variable Coefficients
Year Price Income CDD HDD
1963 -0.43218 -0.62605 2.7113 0.015779
1964 -0.43267 -0.62326 2 .7426 0.017633
1965 -0.43330 -0.65514 2.7708 0.026205
1966 -0.43268 -0.67719 2.8440 0.031705
1967 -0.42914 -0.72932 2.9002 0.045334
1968 -0.42919 -0.74259 2.9346 0.048761
1969 -0.42597 -0.80114 2.9725 0.061793
1970 -0.42432 -0.82515 3.0039 0.068952
1971 -0.42274 -0.85070 3.0228 0.076445
1972 -0.42087 -0.87238 3.0559 0.083050
1973 -0.41741 -0.91055 3.0836 0.093961
1974 -0.41431 -0.89583 3.1357 0.096670
1975 -0.40842 -0.88276 3.1429 0.096345
1976 -0.40533 -0.88434 3.1977 0.098601
1977 -0.40228 -0.87610 3.1283 0.099479
1978 -0.39649 -0.90339 3.1653 0.10995
1979 -0.38516 -0.90979 3.2047 0.11454
1980 -0.37814 -0.87774 3.1545 0.11221
1981 -0.36181 -0.87603 3.1953 0.11725
1982 -0.35511 -0.87180 3.1991 0.11735
1983 -0.35417 -0.84862 3.2634 0.11071
1984 -0.35511 -0.81193 3.2210 0.10532
1985 -0.35347 -0.82448 3.1901 0.10829
1986 -0.35081 -0.83892 3.1701 0.10962




























Hildreth-Houck Estimates for Valley
Variable Coefficients






































































































































































































































































SNCR Estimates for Claiborne
Variable Coefficients
Price Income CDD HDD
0.16725 1.90962 1.9446 8.5121
0.15794 1.87753 1.9861 8.6651
0.15026 1.84964 1.9957 8.7297
0.14542 1.82331 2.0427 8.6064
0.13699 1.79000 2.0810 8.7066
0.13095 1.76261 2.0918 8.5159
0.12317 1.73730 2.0943 8.7098
0.10921 1.70408 2.0918 8.6266
0.10105 1.67581 2.1276 8.8009
0.096212 1.65178 2.1533 8.7366
0.087371 1.61726 2.1534 8.7849
0.082854 1.59406 2.1822 8.8351
0.079081 1.57596 2.2234 8.7717
0.070121 1.54099 2.2251 8.6395
0.066933 1.52158 2.2691 8.6431
0.051964 1.46954 2.2038 8.5395
0.045668 1.44545 2.2565 8.6264
0.042872 1.43649 2.2995 8.6223
0.028259 1.39498 2.2434 8.7038
0.031901 1.39774 2.2711 8.7836
0.029821 1.38823 2.3082 8.5678
0.031995 1.38324 2.2878 8.8288
0.028609 1.37160 2.2811 8.5776
0.026545 1.36467 2.2542 8.9051
0.025198 1.36648 2.2930 8.9780





























SNCR Estimates for Teche
Variable Coefficients
Price Income CDD HDD
-0.36969 0.79479 5.8912 2.5726
-0.37048 0.75519 5.9531 2.6620
-0.36586 0.70339 5.9455 2.7742
-0.36764 0.68502 6.0257 2.7037
-0.37020 0.62875 6.0249 2.7559
-0.37063 0.58686 6.0514 2.7552
-0.37217 0.54380 6.0135 2.8479
-0.36607 0.47763 6.0233 2.9286
-0.36396 0.45900 6.0040 3.0373
-0.36332 0.45136 6.0019 3.0280
-0.36156 0.41938 5.9565 3.0714
-0.35342 0.39195 6.0483 3.1516
-0.34446 0.39684 6.0522 3.0682
-0.33969 0.35890 6.1327 3.0084
-0.33230 0.32960 5.9856 2.9850
-0.32435 0.28094 5.9747 3.0907
-0.31001 0.25517 6.0211 3.1643
-0.29310 0.26736 5.9410 3.1472
-0.26543 0.22676 5.9861 3.2141
-0.25592 0.24561 5.9889 3.2032
-0.25418 0.25466 6.1699 3.1206
-0.25521 0.26971 6.1376 3.1123
-0.24327 0.25197 6.0615 3.1976
-0.24356 0.24835 6.0091 3.2001
-0.24638 0.25342 6.0794 3.1933







































































































































































SNCR Estimates for Bossier
Variable Coefficients
Price Income CDD HDD
0.36357 2.8861 26.481 7.67964
0.32577 2.8499 26.745 7.79028
0.29597 2.8168 26.616 7.82891
0.27182 2.7878 27.112 7.71021
0.24072 2.7576 27.360 7.77880
0.21299 2.7339 27.335 7.60048
0.15692 2.7003 27.045 7.73895
0.09700 2.5606 27.080 7.63543
0.06879 2.6385 27.161 7.76888
0.04793 2.6146 26.995 7.70231
0.00296 2.5774 27.124 7.72059
-0.03285 2.5414 27.620 7.74733
-0.04073 2.5205 27.568 7.68911
-0.08900 2.4779 27.933 7.55156
-0.11136 2.4482 26.921 7.54459
-0.17317 2.4030 27.208 7.42342
-0.20591 2.3689 27.720 7.48323
-0.18483 2.3562 26.905 7.48944
-0.23409 2.3114 27.287 7.53534
-0.21254 2.3082 27.120 7.61584
-0.21694 2.3019 27.616 7.42854
-0.20955 2.2859 27.417 7.65704
-0.22748 2.2700 27.266 7.43378
-0.22858 2.2676 26.809 7.71312
-0.23268 2.2696 27.289 7.77273





























SNCR Estimates for Concordia
Variable Coefficients
Price Income CDD HDD
0.25483 0.33688 2.3640 7.9778
0.20991 0.32532 2.4293 8.1078
0.15969 0.31233 2.4634 8.1565
0.11193 0.29967 2.5551 8.0340
0.04372 0.28202 2.6436 8.1127
0.00222 0.27092 2.6798 7.9283
-0.04471 0.25964 2.6903 8.0963
-0.11454 0.24636 2.7573 8.0029
-0.15600 0.23484 2.8041 8.1533
-0.19062 0.22481 2.8187 8.0871
-0.24474 0.20955 2.8817 8.1196
-0.25966 0.20149 2.9465 8.1612
-0.27773 0.19457 2.9736 8.0974
-0.31683 0.18151 3.0457 7.9656
-0.33680 0.17406 2.9693 7.9643
-0.39120 0.15677 3.0541 7.8530
-0.40165 0.14784 3.1271 7.9276
-0.37415 0.15008 3.0391 7.9255
-0.37200 0.14321 3.0888 7.9926
-0.33269 0.14789 3.0480 8.0724
-0.30349 0.15377 3.0679 7.9769
-0.27615 0.15750 3.0222 8.1221
-0.28191 0.15516 3.0171 7.8883
-0.30266 0.15045 2.9941 8.1859
-0.32124 0.14712 3.0561 8.2499





























SNCR Estimates for WST
Variable Coefficients




































































































































































SNCR Estimates for Dixie
Variable Coefficients
Price Income CDD HDD
-2.0113 2.6284 16.029 -0.35878
-1.9565 2.6405 16.112 -0.36413
-1.8395 2.6758 15.994 -0.39870
-1.8317 2.6650 16.203 -0.39367
-1.7456 2.6865 16.121 -0.42176
-1.6942 2.6868 16.096 -0.41267
-1.5844 2.7239 15.920 -0.43753
-1.5150 2.7474 15.930 -0.45505
-1.3946 2.7805 15.734 -0.48049
-1.3652 2.7810 15.527 -0.52027
-1.2347 2.8132 15.465 -0.51530
-1.2021 2.7919 15.688 -0.55262
-1.1829 2.7674 15.703 -0.52895
-1.1191 2.7611 15.973 -0.53476
-1.0506 2.7653 15.515 -0.51906
-0.95796 2.7848 15.454 -0.53792
-0.90515 2.7727 15.754 -0.55118
-0.85738 2.7528 15.492 -0.55442
-0.79022 2.7442 15.462 -0.55767
-0.79057 2.7286 15.277 -0.56776
-0.83425 2.6987 15.865 -0.55183
-0.80186 2.6941 15.600 -0.54662
-0.81179 2.6768 15.482 -0.55844
-0.81914 2.6794 15.320 -0.56591
-0.83329 2.6753 15.598 -0.55529
-0.84182 2.6661 15.535 -0.55087
163
SNCR Estimates for Northeast
Variable Coefficients
Year Price Income CDD HDD
1963 0.82133 -0.12740 10.436 28.529
1964 0.71254 -0.14526 10.604 29.013
1965 0.61160 -0.16117 10.603 29.209
1966 0.59779 -0.17704 10.869 28.792
1967 0.40588 -0.19349 11.029 29.104
1968 0.33566 -0.20389 11.052 28.463
1969 0.19310 -0.22880 11.001 29.084
1970 0.02860 -0.25597 11.103 28.781
1971 -0.09088 -0.27548 11.209 29.338
1972 -0.15943 -0.28615 11.176 29.116
1973 -0.28777 -0.30562 11.297 29.257
1974 -0.34001 -0.31529 11.529 29.414
1975 -0.29434 -0.31224 11.490 29.202
1976 -0.41507 -0.33400 11.711 28.749
1977 -0.46730 -0.34285 11.324 28.755
1978 -0.64845 -0.37624 11.556 28.385
1979 -0.72805 -0.39936 11.856 28.662
1980 -0.71824 -0.40151 11.538 28.649
1981 -0.79292 -0.42549 11.779 28.896
1982 -0.69995 -0.41323 11.675 29.169
1983 -0.67674 -0.41094 11.872 28.457
1984 -0.61879 -0.40007 11.758 29.322
1985 -0.63987 -0.40667 11.713 28.491
1986 -0.63345 -0.40799 11.527 29.565
1987 -0.63131 -0.40724 11.720 29.801












































































































SNCR Estimates for Valley
Variable Coefficients
































































































































SNCR Estimates for Beauregard
Variable Coefficients
Price Income CDD HDD
0.31802 0.89702 -15.475 1.5522
0.31441 0.88630 -15.638 1.5816
0.31627 0.87715 -15.558 1.6249
0.31463 0.86705 -15.758 1.5854
0.30976 0.84750 -15.682 1.6346
0.31182 0.83842 -15.753 1.5809
0.31254 0.82383 -15.618 1.6301
0.30391 0.80055 -15.444 1.6175
0.30550 0.78405 -15.281 1.6977
0.30331 0.77332 -15.471 1.7607
0.29676 0.76003 -15.466 1.6504
0.28640 0.74997 -15.487 1.7594
0.26117 0.74753 -15.518 1.7188
0.26051 0.73859 -15.785 1.7132
0.24363 0.72714 -15.395 1.6374
0.23006 0.70100 -15.361 1.6542
0.19931 0.68913 -15.604 1.6956
0.17155 0.69526 -15.386 1.6974
0.12944 0.68615 -15.406 1.6823
0.11383 0.69311 -15.366 1.7054
0.10903 0.69935 -15.524 1.6975
0.10892 0.70545 -15.384 1.6923
0.08250 0.69506 -15.253 1.7114
0.08646 0.69230 -15.250 1.7335
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