Background: What roles do the different cortical layers play in visual processing? We recorded simultaneously from all layers of the primary visual cortex while monkeys performed a figureground segregation task. This task can be divided into different subprocesses that are thought to engage feedforward, horizontal, and feedback processes at different time points. These different connection types have different patterns of laminar terminations in V1 and can therefore be distinguished with laminar recordings. Results: We found that the visual response started 40 ms after stimulus presentation in layers 4 and 6, which are targets of feedforward connections from the lateral geniculate nucleus and distribute activity to the other layers. Boundary detection started shortly after the visual response. In this phase, boundaries of the figure induced synaptic currents and stronger neuronal responses in upper layer 4 and the superficial layers w70 ms after stimulus onset, consistent with the hypothesis that they are detected by horizontal connections. In the next phase, w30 ms later, synaptic inputs arrived in layers 1, 2, and 5 that receive feedback from higher visual areas, which caused the filling in of the representation of the entire figure with enhanced neuronal activity. Conclusions: The present results reveal unique contributions of the different cortical layers to the formation of a visual percept. This new blueprint of laminar processing may generalize to other tasks and to other areas of the cerebral cortex, where the layers are likely to have roles similar to those in area V1.
Introduction
Neocortex is often divided into six layers on the basis of histological data. Every layer receives a characteristic pattern of inputs and gives rise to a distinct set of projections to other layers and brain structures. While the anatomy of the different layers is fairly well defined [1] [2] [3] [4] , the roles of the different layers in cortical processing are still poorly understood, and their elucidation remains a central challenge for systems neuroscience [5] . In the present study, we examined the role of the layers in the primary visual cortex (V1) of monkeys. V1 receives feedforward connections from the lateral geniculate nucleus (LGN) that terminate primarily in layers 4 and 6 [6, 7] ; there are horizontal connections between the V1 columns that are present in all layers but predominantly terminate in upper layer 4 and the superficial layers [8, 9] , and there are feedback connections from higher visual areas, which terminate primarily in layers 1 and 5 and tend to avoid layer 4 [9] [10] [11] [12] . What is the role of these different inputs? Do they give rise to distinct types of firing behavior in the different layers?
To determine the role of the layers, we used a texture-segmentation task ( Figure 1A ), because electrophysiological [13] , psychophysical [14, 15] , and computational [16] [17] [18] studies have suggested that cortical processing in this task consists of a number of processing phases for which feedforward, horizontal, and feedback connections play different roles. First, the orientation of the line elements is extracted by the spatial arrangement of feedforward connections from the LGN to V1 [19] . Then, the edges between figure and background are detected at locations where the orientation changes abruptly ( Figure 1B ). This is thought to be achieved through horizontal inhibition between neurons with nearby receptive fields (RFs) tuned to the same orientation [16, 17, 20, 21] , suppressing neuronal responses to homogeneous image regions. Finally, all image elements of the figure must be grouped together in perception ( Figure 1C ). Electrophysiological studies have shown that neuronal responses evoked by the figure are enhanced relative to the background, an effect known as figure-ground modulation (FGM) [22] . FGM in the figure center is thought to arise from feedback projections from higher visual areas back to V1, as it is modulated by attention [18] and is absent when a monkey fails to detect the figure [23] or is anesthetized [24] .
The aim of our study was to identify the laminar circuits engaged by the different processing phases in the texturesegregation task of Figure 1A . We simultaneously recorded multiunit neural activity (MUA) from all layers of V1 using a multicontact depth electrode. The advantage of this electrode is that we were also able to measure the flow of synaptic currents in the different layers underlying changes in firing rate using current-source density (CSD) analysis [25] . The laminar profile of these currents can be compared to the targets of feedforward, horizontal, and feedback connections, allowing us to estimate the contributions of these connection types to figure-ground segregation.
Results
We trained two monkeys to perform a texture-segregation task ( Figures 1D and 1E ) where they saw a square figure of one orientation on a background of the opposite orientation. Both monkeys performed this task with an accuracy of greater than 95%.
Twenty-five percent of trials were catch trials without a figure, and on these trials, the monkey was rewarded for maintaining fixation. The performance on catch trials was slightly *Correspondence: m.self@nin.knaw.nl lower (77% for monkey S and 89% for monkey E) due to the longer fixation time.
Visually Driven Activity in the Different Cortical Laminae
We recorded MUA simultaneously from the different laminae of area V1 using a multicontact electrode (Figure 2A ). We estimated the cortical layer of each electrode site using CSD analysis (see Experimental Procedures and Figures S1A-S1C available online). The CSD profile provides a reliable measure for the boundary between layers 4c and 5. We estimated boundaries between the other layers using data from previous anatomical studies [3, 4, 26] , and these boundaries are therefore more tentative. For each electrode contact, we measured the orientation tuning and the multiunit RF with a moving bar stimulus (Figures S1D and S1E; Supplemental Experimental Procedures). We then examined the neural responses induced by the appearance of the textures in the catch trial condition, in which there is no figure-ground organization. Visual response latency (calculated using a curve-fitting technique; Figures 2B and 2C and Supplemental Experimental Procedures) varied across the cortical layers, being earliest in layer 4c and layer 6. Visually driven activity then spread to layer 5 and considerably later (10-15 ms) to the superficial layers. For statistical analysis, we grouped the layers into four laminar compartments (deep layers, layer 4c, layer 4a/b, and superficial layers; see Experimental Procedures). The differences in latency across the compartments were highly significant (assessed by a mixed linear model that corrects for the correlations within penetrations; see Supplemental Experimental Procedures for details; F 3,119.7 = 116, p < 0.001, n = 43 penetrations). Post hoc tests showed that layer 4c had a significantly shorter latency and that the superficial layers had a significantly longer latency than all other compartments (all p < 0.05; Bonferroni corrections were applied to all post hoc tests). Figure 2D shows the MUA response induced by the appearance of the texture averaged across all penetrations. Figure 2E shows the MUA and CSD responses during the initial peak response phase (30-90 ms). The CSD profile gives information (E) Schematic representation of the time course of the task. Monkeys started a trial by fixating within a small window (1 ) centered on a fixation point. After 300 ms, a figure-ground texture appeared. There were three possible figure locations. One was centered on the neurons' RF (figure condition), and the other two were at an angle of 120 (ground conditions). The orientation of the line elements (45 or 135 ) was chosen so that the texture inside the RFs was on average the same across conditions. The fixation dot was extinguished after another 300 ms, and the monkeys were rewarded for an eye movement to the figure (arrow). On catch trials there was no figure, and the monkey was rewarded for maintaining fixation. The yellow circle denotes the RF, and the red square illustrates the location of the figure. about the currents that flow in the cortical layers [25] . Current sinks mark the locations where excitatory input arrives and causes inward currents, whereas current sources arise at locations where the current flows out of cells. The first current in the average CSD was a sink in layer 4c reflecting the thalamic input into this layer (black arrow in Figure 2E ). This sink coincided with a source in layer 5, which reflects the passive return of current [25] . This initial sink/source pair was followed by a pattern of current sinks and sources in superficial and deep layers that reflects the anatomy of the cortical microcircuitry [1] . Thus, the laminar recordings reveal how the visual response activates successive layers of V1.
The initial burst of activity evoked by the onset of the texture stimulus was followed by a period of sustained spiking activity ( Figure 2F ). We measured the strength of the sustained activity as the average MUA in a window from 100-300 ms after (A) Laminar electrode for the simultaneous recording of multiunit neural activity (MUA) and current-source density (CSD) at different cortical depths. The electrode (''U probe,'' Plexon) contained 24 contact points spaced 100 mm apart, which allowed us to record simultaneously from every layer of cortex. The diagram shows the approximate thickness of V1 cortex and the division into four layer compartments: 2/3, 4ab, 4c, and 5/6. We assigned the depth of 0 mm to the reversal in the CSD, which marks the boundary between layer 4c and layer 5. stimulus onset. The strength of this sustained response differed significantly between the cortical compartments (mixed model, F 3,119.8 = 9.9, p < 0.001, n = 43 penetrations). Spiking activity in layer 4 was relatively transient, whereas the response was more sustained in the superficial layers and particularly in layer 5.
The Laminar Profile of Region Filling in V1
To examine the differences between neural responses evoked by the center of the figure and the background, we placed the figure so that the RF fell on its center or on the background. Figure 3 shows an example penetration from each monkey and illustrates several effects that we consistently observed across penetrations. The laminar profiles of the responses evoked by the figure and background were similar during the initial peak response, but at later time points (>100 ms), responses were stronger when the figure fell on the RF ( Figures  3A and 3B ). This can be best visualized by subtracting the background response from the figure response to compute FGM ( Figure 3C ). In both example penetrations, FGM was strongest in the superficial and deep layers and considerably weaker in layer 4. The laminar pattern of FGM resembled the pattern of sustained activity (compare Figure 3C and Figure 2F ). The strength of FGM differed significantly between laminar compartments of V1 in both example penetrations (two-way ANOVA, interaction between condition and compartment, monkey S: n = 155 trials, F 3,612 = 3.3, p = 0.02; monkey E: n = 828 trials, F 3,3304 = 12.2, p < 0.001).
We observed a similar laminar profile of FGM at the population level ( Figure 4A ). We quantified center FGM as the difference in normalized activity evoked by the figure and background (in a window from 100-300 ms). In monkey E, the average FGM was 0.072, i.e., the difference in response evoked by figure and ground was on average 7.2% of the peak response (mixed model, F 1,13.1 = 382, p < 0.001, n = 14 penetrations). FGM was significant (p < 0.05, two-sample t test) at 98% of individual recording sites. In monkey S, the average FGM was 5.8% (mixed model, F 1,27.5 = 88.8, p < 0.001, n = 29 penetrations) and was significant at 68% of sites. We did not observe cases where the background evoked significantly stronger activity than the figure. The absolute FGM strength may appear small, but this is due to the normalization to the peak response. During the sustained response period (100-300 ms), the figure-evoked responses were 46% (monkey E) and 28% (monkey S) stronger than the background. FGM was strongest in the superficial and deep layers, which are targets of feedback connections, and weaker in layer 4, the main target of feedforward input from the LGN ( Figure 4A ; data and statistical maps from the individual monkeys are shown in Figure S2 ). For statistical analysis, we again grouped the layers into four compartments ( Figure 4C ). FGM differed significantly between these compartments (mixed model, monkey S: F 3,78.0 = 5.4, p = 0.002; monkey E: F 3,38.2 = 35.2, p < 0.001). Post hoc analyses showed that the deep and superficial layers modulated significantly more than the layer 4 sites (p < 0.05) and were not significantly different from each other (p > 0.5). Control analyses showed that these results did not depend on the orientation tuning of the recording sites and were not caused by variations in eye position within the fixation window (Supplemental Results). Thus, FGM is strong in the superficial and deep layers, targets of feedback connections.
To examine the synaptic inputs responsible for FGM, we computed the difference between the CSD evoked by the figure and the background ( Figure 5A ). FGM was associated with an altered current flow in layer 5 and very superficially in putative layer 1 or upper layer 2 (black arrows in Figure 5A ). There appears to be an additional current sink in the figure condition, but because Figure 5A is the result of a subtraction, it is also possible that there was an additional current source in the background condition ( Figure S3A shows the figure and ground conditions separately). Cluster-based statistics indicated that the differences between the figure and background CSD described above were all statistically significant (Figure 5C ; Supplemental Experimental Procedures). The latency of the CSD difference in layer 5 and layer 1/2 was approximately 100 ms, and it began at the same time as the modulation of the MUA response (see below and Figure S4 ). Thus, our results indicate that region filling is caused by a putative excitatory input into layers 1, 2, and 5, the major targets of corticocortical feedback connections [10, 11] .
Laminar Profile of FGM at Boundaries between Figure and Background
The boundary between figure and background was defined by an orientation discontinuity, which might be detected locally in V1. To examine the laminar profile of the boundary detection process, we placed the neurons' RF on the edge between figure and background ( Figure 1D ). We observed significant ( Figures 4A and 4B ; Figure S2 ). However, the edge of the figure evoked an additional, early increase in neuronal activity that was strong in the superficial layers (arrow in Figure 4B ) and somewhat weaker but significant in upper layer 4 ( Figures 4D and 6C) . We tested almost all recording sites in the edge and the center condition so that we could compare the FGM for matched penetrations. FGM in an early analysis window (50-100 ms) was significantly stronger when the RF was on the edge of the figure than when it fell on the center (mixed model, n = 27 matched penetrations, F 1,26.6 = 6.3, p = 0.02). This difference in FGM between the center and the edge varied between the laminar compartments (F 3,67.2 = 7.2, p < 0.001), being significantly larger in the superficial layers than in the other layers (post hoc tests, all p < 0.05) ( Figure 4D ).
To further characterize edge FGM, we measured its latency using the same curve-fitting procedure used for the visual latency ( Figures  6A and 6B) . Across the population of recording sites, the early detection of edges in upper layer 4 and the superficial layers caused the latency of edge FGM to differ significantly between layers (mixed model, F 3,55.6 = 6.4, p = 0.001). Edge FGM in the superficial layers began on average at 71 ms after stimulus onset ( Figure 6C ). In contrast, the latency of FGM in the center of the figure was very similar across the layer compartments (mixed model, F < 1) beginning at 100 ms. Center FGM was significantly later than edge FGM in the superficial layers and layer 4ab (paired t test, both p < 0.005). Edge FGM was accompanied by an extra current sink in putative upper layer 4/lower layer 3 (black arrow, Figures 5B and 5D ) and a source in layer 2. Although these currents appear weak in Figure 5B , they were reproducible across penetrations and animals ( Figures S3B  and S3C ) and occurred at a latency of 58 ms, just prior to the edge modulation of the MUA response ( Figure S4 ), which suggests that they underlie the edge FGM. Thus, edge detection was associated with an early MUA increase in superficial layers and upper layer 4, caused by a characteristic pattern of synaptic input into these layers.
Discussion
Here we have examined the roles of the different cortical layers within a single visual task that requires a number of different computations. The segregation of a figure from the background starts with the registration of features, is followed by the detection of feature discontinuities at the figure boundaries, and completes with a region-filling process that labels all figural image elements with enhanced activity [13, 18] . We observed distinct contributions of the cortical layers to the successive processing phases, corresponding well to the anatomy of feedforward, horizontal, and feedback connections (summarized in Figure 7 ).
Flow of Visual Information through the Cortical Column
The initial input from the LGN into layer 4c causes large sinks in the CSD, and this input robustly drives responses in all cortical layers ( Figure 7B ). We observed that the latency of the visual response varies across the cortical laminae, in accordance with previous studies [27, 28] . The shortest latencies occurred in the input layers 4c and 6, with longer latencies in layer 5 and particularly in the superficial layers. This result is surprising, as the anatomy of the microcircuitry of V1 appears to predict shorter latencies in superficial layers than layer 5 [2, 29] . Long response latencies in the superficial layers have been observed previously [27] , and their cause is unknown. One possibility is that neurons in the superficial layers must summate the input from layer 4 for a longer period before they reach spike threshold. Layer 5 neurons receive a small amount of direct input from layer 4 [30] onto their apical dendrites in layers 2/3 [31] , which is highly effective in driving the neuron to threshold [32] and may allow layer 5 neurons to fire at a shorter latency. We also observed a laminar difference in the balance between transient and sustained activity. Layers 4 and 6 had a strong transient response, but their activity decreased after w100 ms. Visually driven activity was more sustained in the superficial layers and layer 5 [33] , and these layers may therefore play an important role in representing the stimulus at later times. These laminar differences contrast with a recent study in V1 of anesthetized monkeys [34] , showing that the level of sustained activity evoked by moving gratings is relatively homogeneous across the layers. This discrepancy may have been caused by our use of stationary texture patterns, which cause stronger adaptation, or by a difference between the awake and anesthetized state.
Detection of Feature Discontinuities at Figure Edges
The figures used in this study were delimited by orientationdefined edges. Neurocomputational models have suggested that boundary detection is caused by inhibition between neurons tuned to the same orientation [20, 21] . This ''iso-orientation inhibition'' suppresses activity in image regions with a homogeneous orientation and is weaker at edges, thus accounting for edge FGM ( Figure 1B) [35] . It has also been implicated in orientation pop-out detection in V1 [36, 37] .
We observed early enhancements in spiking activity at orientation-defined edges within 10-15 ms after the visual response in the superficial layers and upper layer 4 ( Figure 7C ). This finding is in line with a recent study demonstrating that iso-orientation inhibition is most pronounced in these layers [38] , and the latency is also in good agreement with previous studies [35, 36, 39] . Horizontal connections within V1 are a likely source of the required orientation-tuned inhibition. Many pyramidal neurons in V1 have axonal arbors that project horizontally over large distances [8, 40, 41] and are particularly prominent in upper layer 4 and the superficial layers [9] , although these connections are also present in the other layers. These horizontal connections preferentially link cortical columns tuned to the same orientation, and they could therefore provide the required iso-orientation inhibition [42] . In accordance with a contribution of the horizontal connections, the earliest difference in current flow between the edge and center FGM was in upper layer 4 and the superficial layers (Figure 5B ; Figures S3B and S3C) [8, 40] . An important role for local processing within V1 for boundary detection is also supported by a study demonstrating that blocking V2 did not reduce popout effects in V1 [43] and a recent study showing that boundary detection depends little on the animal's attentional state [18] . Our results, combined with these previous findings, support the idea that texture-defined boundaries are first detected locally in V1 through iso-orientation inhibition.
FGM at the Center of the Figure Iso-orientation inhibition for boundary detection would cause suppression of neuronal activity in the center of the figure, where image elements are surrounded by the same orientation. We have previously postulated a complementary region-filling process where neurons in higher areas that register the figural orientation provide feedback to excite V1 neurons coding the same orientation [16, 44] (Figure 1C ). This ''isoorientation excitation'' feedback mechanism can explain why FGM in V1 labels all image elements of the figure with enhanced activity at a longer delay and is supported by a number of previous studies. FGM in V1 in the center of the figure is abolished if higher areas are lesioned [45] or if the monkey is anesthetized [24] , and it is reduced if the animal directs attention away from the figure [18] . FGM in the figure center is also reduced if the monkey fails to detect the figure [23] . The present results provide further support for this view. Center FGM was strongest in the superficial and deep layers (Figure 7D) , which receive feedback from higher areas, and it was weaker in the input layer 4 ( Figures 4A and 4C) . Moreover, the center FGM coincided with strong current sinks in layers 1, 2, and 5 ( Figure 5A ), which are prime targets of feedback connections to area V1 [9, 10, 46] . The areas that provide these feedback signals cannot be determined from our data, but the most likely candidates are V2 and ventral stream areas (e.g., V4), where neurons are selective for orientation and send feedback connections to the deep and superficial layers of V1 [9, 10, 12, 46] . The pattern of feedback targets we observe is less consistent with a contribution from dorsal stream areas such as MT that target layer 4B [47] .
The influence of figure-ground organization on spiking activity was more widespread than the CSD sinks. We note, however, that these sinks may also reflect input into the dendrites of cells with somas located in different cortical layers. Furthermore, FGM can be passed around the cortical microcircuitry through the many interlaminar connections [1, 2] . Layer 4c neurons have only few dendrites extending into layers 1, 2, and 5 [2] , which might cause them to receive little feedback from higher areas, and this could explain the weak FGM in this layer. However, it is also conceivable that the weaker FGM in layer 4 is the result of the weaker level of sustained activity. Previous studies suggested that feedback effects are particularly pronounced for neurons that are well driven by a stimulus and weaker for neurons that are not [48, 49] . Such a multiplicative interaction between feedback effects and visually driven activity could be conveyed by NMDA receptor-mediated feedback [50] . NMDA receptors only pass current if the membrane is depolarized, which could explain why FGM is strongest in layers with a high level of sustained activity.
In conclusion, the present results reveal distinct laminar patterns of neuronal activity in V1 for the visual response, the detection of boundaries, and the labeling of figural image regions with enhanced neuronal activity. Future studies can now determine whether the laminar patterns observed in the present task comprise a canonical pattern for tasks that require feedforward activation, combined with local intra-areal processing and feedback from higher visual areas.
Experimental Procedures
All procedures complied with the NIH Guide for Care and Use of Laboratory Animals and were approved by the institutional animal care and use committee of the Royal Netherlands Academy of Arts and Sciences. We recorded from two adult macaque monkeys (monkeys S and E) using laminar electrodes (Figure 2A) . The monkeys were implanted with a headpost and recording chamber as described previously [50] . We targeted the operculum of area V1 (visualized using ultrasonic imaging; Figure S1B ) as well as the calcarine portion of V1 by inserting the electrode deeper into the cortex ( Figure S1D) . We recorded the spiking responses of neurons as the envelope of the multiunit neural activity (MUA) (Supplemental Experimental Procedures). The local field potential was recorded by filtering the raw signal from the electrodes (digitized at 24.4 kHz), using a low-pass filter (second-order Butterworth filter, corner frequency 200 Hz), and sampling it at 763 Hz. The current-source density was calculated as CSDðxÞ = 2 s, 4ðx 2 hÞ 2 24ðxÞ + 4ðx + hÞ h 2 ;
where 4 is the voltage (in mV), x is the point at which the current-source density (CSD) is calculated, h is the spacing of recording sites for the computation (here, 200 mm), and s is tissue conductivity (we used 0.4 S 3 m 21 ).
The MUA response at each recording site was normalized by subtracting the spontaneous activity, measured from 150 to 0 ms before stimulus onset, and by dividing the response by the peak response (maximum in a 50-90 ms window after stimulus onset) in the catch-trial condition. Figure- ground modulation (FGM) was calculated as the difference between normalized figure and ground MUA responses in a time window from 100 to 300 ms after stimulus onset. We normalized the CSD of each penetration by dividing by the maximum absolute value of the CSD across layers during the peak period (50-90 ms) in the catch-trial condition.
To generate average MUAs and CSDs per electrode depth, we aligned the depth of the different penetrations using the CSD (Supplemental Experimental Procedures). The realigned, normalized CSD data and normalized MUA signals were then averaged across penetrations. We assigned recording sites to one of four laminar compartments based on their distance from the layer 4c/layer 5 boundary. The assignments were made with reference to previous anatomical studies [3, 4, 26] that measured the thickness of the cortical layers in V1. These assignments come with an inherent degree of uncertainty, as histological measurements of layer thicknesses vary between studies, aside from the CSD reversal at the boundary between layer 4 and layer 5 that is reliable [25] . The compartment labels we use in this paper should therefore be taken as guides and do not imply a one-to-one correspondence with histological data. Recording sites between 0.7 and 0.1 mm below the 4c/5 boundary were assigned to the deep layers, sites between 0 and 0.2 mm above the boundary were assigned to layer 4c, sites between 0.3 and 0.5 mm were assigned to upper layer 4 (which we refer to as layer 4ab), and sites more than 0.5 mm above the boundary were assigned to the superficial layers. Recording sites more than 0.7 mm below or more than 1.1 mm above the boundary were removed from the analysis because we did not obtain sufficient data from these very deep and very shallow locations (14.9% of all recording sites).
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