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The fundamental theorem of differential calculus 
x(b) - x(a) = /-” x’(t) dt 
fails when either x(.) is not absolutely continuous or the values of x(.) lie 
in an infinite-dimensional space. In the latter case, a Lipschitzean function 
can be nondifferentiable in the whole interval even in the weak sense. To avoid 
this difficulty, T. Waiewski [5] introduced the following form of the mean- 
value theorem for Banach spaces: 
x(b) - x(a) E (b - a) D, (2) 
where, roughly speaking, D is the closed convex hull of the limit set of all 
differential quotients 
h-l(x(t + h) - x(t)). 
Waiewski’s theorem was generalized to the weak topology by A. Aleksie- 
wicz [l], and to locally convex spaces by W. Mlak [4]. A similar theorem, 
which makes a stronger differentiability assumption and has a correspondingly 
stronger conclusion, for locally convex spaces was derived by R. M. 
McLeod [6]. For pseudotopological inear spaces, an analogous result was 
proved by A. Frolicher and W. Bucher [3]. 
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The purpose of this note is to show that using the concept of multivalued 
derivatives and multivalued integrals, we can state an analog of formula (1) 
which is also a strengthening of the theorems of Waiewski and Mlak. We then 
examine this new theorem on classical examples of nondifferentiable mappings 
in Banach spaces and show that it does indeed yield better results. The 
McLeod mean-value theorem is not applicable to these examples because 
they fail to have the required differentiability. 
In the first part of our paper, we state some notation and recall the Mlak 
statement of mean value theorem. This theorem is our starting point. In the 
second part, we give definitions of a multivalued derivative and multivalued 
integral, and we formulate our mean-value theorem. In the third part, we 
consider two well-known examples of nondifferentiable Lipschitzean map- 
pings in Banach spaces, and we show that our theorem gives, in these cases, 
exact estimates. 
1. Let E be a locally convex space. Denote by % = 2?(E) the family of all 
closed convex nonempty subsets of E. For f E E*, a E E, and A E V(E), we 
define the “f-distance” between a and A by the formula 
f(a, 4 = $JIfW -fWl . (3) 
In what follows, let + : [a, b] -+ R be a given strictly increasing continuous 
mapping. For any mapping x : [a, b] --+ E, we set 
Ax@ , h) = 4 + 4 - 44 
$(t + 4 - d(t) ’ 
t, t + h E [a, b], h > 0. 
Waz?ewski-Mlak mean value theorem. Let x : [a, b] + E be continuous and 
let D E e(E). Suppose for every f E E*, 
lih?f+nff (dx(t, h), D) = 0, (4) 
for all t E [a, b] except on a set Qj which is at most denumerable. Then 
44 - 44 6 (4(b) - +(a>> D. (5) 
2. Let x : [a, b] + E be a given mapping. A set D C V(E) will be called 
m+derivative (multivalued weak derivative with respect to 4) of x at the point 
to E [a, b] if for every f E E* 
lihnfoiff(dx(t, , h), D) = 0. 
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A map D : [a, b] --f V(E) will be called a m+derivative of x on the interval 
[a, b] if for every f E E*, there exists a set .Qf which is at most denumerable, 
such that 
li,n$+nff (dx(t, h), D(t)) = 0, t E [a, 4 \ -Qf *
If D : [a, b] -+ V(E) is a map such that, for all but a denumerable subset of 
[a, b], D(t) is an m&derivative of x at the point t, then D is an m+derivative 
of x on the interval [a, b]. The converse may fail. Note that if x: [a, b] -+ E 
is an arbitrary mapping and if D: [a, b] --f %7(E) is defined by D(t) = E, 
then, for each t E [a, b], D(t) is an m+-derivative of x at t. In general, there 
does not exist a smallest (by inclusion) m+derivative of x at the point t. Some 
examples of this situation will be considered in Section 3. 
Let X : [a, b] -+ V(E) be a given mapping. For 01, /3 E [a, b], 01 < /3, denote 
by V,,,X the set 
v,,,x = n = u X(t), (9) 
P 3%81 \Q 
where the intersection is taken over all denumerable subsets Q of [01, /3]. The 
multivalued upper integral of X with respect to +, abbreviated the m$-integral 
of X, over the interval [a, b] is defined by the formula 
where the intersection is taken over all partitions r = {to, tl ,..., t,} (where of 
course a = to < . . . < tn = b) of the interval [a, b]. 
Note that for any X : [a, 61 + V(E) the m+-integral of X over [a, b] is 
defined, and that it does not change if the values of X are changed on a 
denumerable subset of [a, b]. If E is finite dimensional, X is compact-valued 
and continuous (in the Hausdorff metric), and 4 is absolutely continuous, then 
definition (10) is equivalent to the usual one (see Aumann [l] for example). 
Generally, the @-integral contains (set-theoretically) the Aumann integral 
of the same multivalued mapping. 
THEOREM. Let x : [a, b] + E be continuous and let D : [a, b] -+ V(E) be an 
m+derivative of x on [a, b]. Then. 
(11) 
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Proof. Let 7 = (to , tl ,. . ., t,J be an arbitrary partition of [a, b]. We can 
write 
where hi = ti+l - ti . By the Waiewski-Mlak theorem, 
Since the above statement is true for any partition, we have from the definition 
of +-integral 
This finishes the proof. 
The intersection of all m+derivatives of a given function x is in general not 
on +-derivative. This set can be even empty (see examples below). However, 
we have the following. 
COROLLARY. If x : [a, b] -+ E is continuous, then 
where intersection is taken over an arbitrary family of maps D : [a, b] + V(E) 
which are mqS-derivatives of x on [a, b]. 
This corollary is very simple. Nevertheless, it sometimes yields an exact 
estimate of x(b) - x(a), even for functions which are nondifferentiable, in the 
usual sense, at every point of the interval [u, b]. In the next section we show 
that this is true for two classical examples of nondifferentiable functions in 
Banach spaces. 
3. In this part, we assume that 4(t) = t and we call m&derivatives and 
m+integrals, m-derivatives and m-integrals. 
The scheme of both examples below is the following. First we show that the 
map x under consideration has the property that for any to E [a, b] the inter- 
section of all its m-derivatives at this point is empty; i.e., 
n D(to) = m, to E [a, bl, (13) 
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where intersection is taken over all m-derivatives of x at the point t, . Note 
that the intersection (13) is automatically empty for any function x if it is 
taken over all m-derivatives of x on [a, 61 evaluated at t, . This is a trivial 
consequence of the definition. 
From (13) it follows that the smallest m-derivative of x at the point t, 
does not exist and that x is not weakly differentiable at t, (since the weak 
derivative would evidently be the smallest m-derivative). 
Then we prove that the right hand side of (12) contains only one element of 
E and therefore the estimate (12) is exact. In order to compare this with the 
best possible estimate given by (2), we find the smallest set D which satisfies 
the assumptions in Waiewski-Mlak theorem. Each set which satisfies these 
assumptions, i.e., each set D which is closed convex and which for every 
f E E* satisfies 
liE$ff (dx(t, h), D) = 0, 
except on an at most denumerable subset Q, C [a, b], will be called an 
m-set for the map X. We hope that the description of the smallest m-sets is of 
interest independent of all the questions related with the mean value theorem. 
Example. I. Let E =Ll[O, l] be the space of all real-valued integrable 
functions over [0, l] with the usual norm 
II 4 /I = 11 I 5(4 4 
and let x : [0, l] + E be given by the formula: 
40 (4 = $1 O<s<t, t<s<l. (14) 
For each E > 0 and t, E [a, b - E], the set 
-Wo) = (5 E E : 5(s) > 0, II 6 I/ = 1, supp 5 C [to , to + 4 
is an m-derivative of x at the point t, . The set &,a XJt,,) is evidently empty. 
In fact, if t E r)<,a X,(t), then by definition, jl f II = 1 and supp 5 C {t} 
which is impossible. Therefore the smallest m-derivative of x at t, does not 
exist, and neither does the usual weak derivative. 
We shall prove that 
41) - 40) = Eco ,, l, -Ut> 4 (15) 
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by applying (12) and showing that the right side of (15) contains precisely 
one element. Observe that for every 01, p E [a, b], (Y < /3, 
~,,~x~(t) C (4 E E : t 2 0, II 6 II = 1, suPP 4 c i?% fi + e]>* 
Setting T = {to, t, ,..., t,>, where tihI - ti = l/n, we can observe that the 
sum 
n-1 
z. (k+l - 4) v/Ttisti+lX~(t) 
is contained in the set of all functions 6 such that e > 0, II [ ]I = 1 and 
s +wn)+E 241/n) 4(s) ds 2 q - P 
for every p, q satisfying l/n < p < q < 1 - E - l/n. Hence 
s - [OS11 X,(t) d  
is contained in the set of all 5 such that t > 0, I] 4 II = 1 and such that 
I 
llff 
4(s) ds 2 q - P, 9 
for any p, q satisfying 0 < p < q < 1 - E. This in turn implies that all 
functions which belong to 
satisfy conditions 
5‘ > 0, II SII = 1, s :-34 ds 2 q - P, (16) 
for any p, q [0, 11, p < q. But there is only one element of L1[O, l] which 
satisfies conditions (16), namely, the function to CE 1, almost everywhere. 
This finishes the proof of (15). 
On the other hand, we have the following. 
PROPOSITION 1. The smallest m-set for the map x : [0, l] +Ll[O, 11, given 
by (14), is the set 
Ml! = (5 EL1[O, 11 : S(t) > 0, II t- II = 1). 
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Proof. M, is obviously an m-set for the map x. If f ELm[O, l] and r E R, 
we note the relation 
f (MA 3 r +-f > r, almost everywhere, (17) 
where f(MJ > Y means 
s :f(4 E(s) dsbr for all 5 E Mz . 
Let N, be an arbitrary m-set of the mapping x. In order to prove that ME C N, 
it is sufficient to show that 
f(NJ 2 r af (NJ 3 y for any pair f e L”, r E R. (18) 
Suppose (18) is not true; then there exists f. EL~[O, l] and Y,, E R such that 
fo(N,) > y. and fo(M,) > r,, . Then by (17) we have 
fob) < ro 
on a set of positive measure. We can even assume that 
fo(4 < ro - E 
on a set A, of positive measure, where E > 0. The set of points of density 
of A, has a positive measure. Therefore, by the definition of an m-set, there 
exists a point of density to E A, such that 
lirn$f f,(dx(t, , h), NJ = 0. 
Since, 
N,C /W[O, 11 : /‘foC b ro/ , 
0 
there exist functions [,, E U[O, 11, and a sequence h, + 0 such that 
s a To 
and lim fo(5, - dx(t0 , b)) -+ 0. n+m 
That is 
bi (jlfo& - $ jto+h*fo) = 0. 
n to 
(1% 
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But, t, is a point of density andf,(t,) < r,, - E; therefore, 
JIfo5, - & f”:““fo 3 Y(J - (Y(J - E) = E > 0. 
This is a contradiction to (19). This proves the proposition. 
Example 2. Let E = CIO, l] be the space of all real-valued continuous 
functions on the interval [O, l] with the usual supremum norm. Consider the 
function y : [0, l] + CIO, l] given by 
r(t) (4 = /“-“s ‘: (1” q, 
SE[O,tl, 
s E [t, 11. (20) 
For each E > 0, and t, E [0, 1 - 61, the set 
YJt,) = 4 E C[O, l] : S(s) = 
I 1 
nZdecreasing, 
s E [O, 431, 
s E [to 2 t, + El , 
1, s E [to + E, 11 i 
is an m-derivative of y at the point t, . The set 
is evidently empty. Therefore, the smallest m-derivative of Y at t, does not 
exist, and neither does the usual weak derivative. But, as in the previous 
example, it can be shown that 
~(1) - ~(0) = <$ j-, 1, K(t) dt. 
So in this example, like in the previous one, the mean value theorem (12) 
provides an exact estimate, whereas, according to the following proposition, 
the Mlak theorem provides a less perfect estimate. The method of proof is the 
same as for Proposition 1. 
PROPOSITION 2. The smallest m-set for the map y : [0, l] -+ CIO, 11, 
defined by (17), is the set 
il4, = (5 E CIO, l] : f(O) = - 1, E(l) = 1, f is nondecreasing}. 
We finally note that, in both examples, for each t E [0, l] and each null 
sequence {h,}, the weak limit of dx(t, h,), as n--f co, fails to exist. This 
follows from the fact that nr,,, Xc(t) is empty for each t. Hence the McLeod 
mean value theorem is not applicable to these examples. 
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