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Abstract. The phenomenon of spontaneous synchronization arises in
a broad range of systems when the mutual interaction strength among
components overcomes the effect of detuning. Recently it has been stud-
ied also in the quantum regime with a variety of approaches and in
different dynamical contexts. We review here transient synchronization
arising during the relaxation of open quantum systems, describing the
common enabling mechanism in presence of either local or global dissi-
pation. We address both networks of harmonic oscillators and spins and
compare different synchronization measures.
Keywords: quantum synchronization, spontaneous synchronization, lo-
cal and global dissipation, quantum correlations
1 Introduction
Spontaneous synchronization (SS) can be defined as the phenomenon where two
or more individual systems mutually interact with each other so as to adjust their
own local dynamics to a common pace, due to their interaction. It differs from
the so-called entrainment, where a system resonates with an external periodic
signal and follows its pace. The study about synchronization started in 1657
when Christian Huygens realized the first pendulum clock. Among other fields,
SS is commonly observed in physics, in engineering, in biological and chemical
systems, as well as in social sciences [1–5].
The study of SS in the quantum regime has become a major research subject
in the last decade in systems ranging from opto-mechanical oscillators to atoms,
in self-sustained as well as in relaxation dynamics, from bosons to spins, both
in continuous and discrete variables (see review [6] and references therein). In
particular, the same definition and quantification of SS allows for different ap-
proaches in the quantum regime. As a matter of fact, synchronization in classical
systems is a property of temporal trajectories. Lacking an immediate analogue
of trajectories for coupled systems in the quantum regime, it is not surprising
the diversity of definitions of quantum SS. Different measures of quantum SS
heve been considered and compared with other forms of correlations in Ref. [6].
The two main approaches concern either the study of time correlation of the
dynamics of local observables or the reduction of noise in collective variables,
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which represent by definition a kind of global quantum correlations. These mea-
sures of synchronization provide a generalization of the classical ones and allow
to explore whether this phenomenon displays purely quantum effects.
Another interesting question is about the possibility of observing SS in differ-
ent dynamical regimes. A largely explored framework, both in classical and quan-
tum systems, deals with self-sustained oscillators [1, 6] . These are autonomous
systems in which an oscillatory dynamics emerges in the presence of non-linearity
and a balance between input and output energy provided by driving and dis-
sipation. Synchronization is well established also beyond regular dynamics, as
in chaotic systems, that can evolve identically in spite of their characteristic
sensitivity to differences in initial conditions [2]. This has been shown to allow,
for instance, for cryptography and communications based on chaotic signals [7].
Furthermore SS can arise also in the transient evolution of dynamical systems,
during relaxation towards equilibrium [8–24]. In particular SS is recognized as
a universal phenomenon in non-linear sciences [1] but it can also occur in linear
systems [9, 11,13].
Here, we aim to review some recent results on transient synchronization in
quantum systems among harmonic oscillators and spins in contact with differ-
ent kinds of environments and evolving towards a stationary steady state. The
emergence of SS is induced by a clear and general mechanism of separation of
multiple dissipative time scales in the dynamics [9, 12, 13]. If the decay rates
of the normal modes of the systems are such that one of such modes (or else
a bunch of frequency degenerate modes) is much slower than the other ones,
the predominant contribution to the long-time dynamics is represented by such
decaying mode leading to a synchronous dynamics.
Dissipation and noise play a key role in enabling this transient synchroniza-
tion in open (quantum) systems, and we will review under which conditions this
occurs, also discussing when local and global dissipation can induce SS. Beyond
the results reviewed here, dissipative couplings induced by a common bath of
phonons can enable SS in self-sustained oscillators even in the absence of reactive
couplings among opto-mechanical systems [25]. The possibility of having noise
playing a constructive role for synchronization phenomena has been reported
also in different contexts, for instance in noise-induced synchronization, and has
been debated in classical chaotic systems [26, 27], when starting from different
initial conditions but considering a common noise source. Another context in
which noise plays a constructive key role is stochastic resonance, where noise
allows for entrainment to an external driving force [28]. This phenomenon has
also been generalized into the quantum regime [29].
With respect to SS in autonomous systems, transient synchronization in out-
of-equilibrium systems has been by far less explored [8]. Collective dissipation
allows one to synchronize detuned oscillators [9–11, 13, 17] and spins [12, 14,
15]. In fact transient SS can be related to the phenomenon of subradiance [15],
while collective dephasing does not enable SS [12]. On the other hand, also
dissipation acting locally enables synchronization under proper conditions, as
shown in networks [13, 21] and atomic lattices [24]. The emergence of transient
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environment-induced SS between a pair of qubits has been recently explored in
the framework of a collision model, allowing for interactions and delays among
separate environments of spins [23] .
A first example of an application based on transient SS has been proposed
in the context of quantum probing: the transition between synchronization in
phase and in antiphase can allow one to probe the environment of a dissipating
qubit with an external probe [14]. This has also been exploited to improve the
performance of probing assisted by machine learning [16]. When increasing the
complexity of the system, as in random or small-world networks, transient SS
is also found to be a persistent phenomenon [17] that can be triggered by local
parameter tuning [13]. Transient SS has been explored in relation to coherence in
biomolecules considering a vibronic dimer in Ref. [18]. Hybrid spin-boson struc-
tures have also been considered in Ref. [22] showing SS of oscillators mediated
by dissipative spins and in Ref. [19], also proposing to quantify the degree of
quantumness in SS, through assessment of non-commuting observables.
In Sec. 2, we discuss in general the problem of transient synchronization for
both spin networks and harmonic oscillator networks, establishing the criteria
for SS to be observed. In Sec. 3, we will review the measure of SS based on time
correlation of local trajectories. In Sec. 4, we will explicitly discuss different
examples of SS, for each of such examples pointing out an important feature:
starting with the case of two harmonic oscillators, we will analyze the differences
arising from dissipating in either a common bath or in separate environments;
then, introducing a larger network we will discuss the possibility of transforming
SS from a transient one to a stationary because of the presence of noiseless
channels; then, we will first discuss the possibility of using either a local or a
global approach to obtain the master equation in coupled spin systems (showing
that when a local approach is possible SS cannot emerge), and then the role of
pure dephasing. Finally, in Sec. 5 we will conclude this chapter.
2 Models for transient synchronization
Let us consider a generic n-partite system obeying a Hamiltonian (~ = 1 in all
the text)
HS =
n∑
i=1
ωiHi +
∑
i,j
λijVij , (1)
where Hi are local diagonal Hamiltonians and Vij are coupling terms. The system
is interacting with an environment such that the reduced density matrix of the
system ρ obeys a Lindblad master equation [30]
ρ˙ = −i[HS , ρ] +
∑
µ
[2LµρL
†
µ − ρL†µLµ − L†µLµρ], (2)
where the operators Lµ can be either local or global depending on the kind
of system-bath interaction. The Hamiltonian (1) can describe either discrete-
variable systems, as, for instance 12 -spins (qubits), or harmonic oscillators. In
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the absence of any driving force, such a dissipative system is expected to decay
and end up in its steady state.
2.1 Global versus local description of the master equation
As SS emerges among coupled (either directly or indirectly) parties interacting
with environments that can in turn act either locally or globally, an important
issue arises about the way of deriving the master equation in different scenarios.
For the sake of concreteness, let us consider the case of two spins interacting
through separate environments described by the system Hamiltonian
HS =
ω0
2
(σz1 + σ
z
2) + λ(σ
+
1 σ
−
2 + σ
+
2 σ
−
1 ) (3)
and the interaction Hamiltonian
HI = σ
x
1B1 + σ
x
2B2 (4)
where Bi are bath operators. Intuitively, in the limit of λ smaller than the dis-
sipative time scale fixed by the system-bath interaction, the perturbative Born-
Markov master equation can be derived considering the interaction picture with
respect to ω02 (σ
z
1 + σ
z
2) [31–39]. In this limit, at zero temperature and under
secular approximation, the master equation would simply read
ρ˙ = −i[HS , ρ] +
2∑
i=1
Di[ρ] (5)
where the dissipative superoperator
Di[ρ] = 2γi[σ−i ρσ+i − {ρ, σ+i σ−i }] (6)
accounts for the dissipation of each spin with rate γi, independent of λ (a micro-
scopic derivation can be found in Refs. [30, 40]). Here it is important to remark
that the local character of the master equation arises in the limit of small λ and
it is not necessarily implied by the assumption of separate baths [38–40]. Indeed,
in the cases where λ cannot be treated as a perturbation, a proper derivation of
the master equation leads to global jump operators. An explicit example will be
discussed in Subsec. 4.3.
As a final remark, it is worth stressing that, in general, a global approach
is necessary also in the case of a single local environment, as for instance, in
Ref. [14]. Also, while in the limit of small inter-coupling the local approach of
Eq. (5) will give a valid dynamical description, there is no regime where the
global approach is less accurate than the local one, provided that the secular
approximation is carried out consistently. Indeed, the formal derivation of the
master equation in general needs to take into account the full system Hamiltonian
and this leads to a global master equation, that under proper (partial) secular
approximation describes accurately the dissipation of coupled spins. This point
is extensively discussed elsewhere [40].
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2.2 Enabling mechanism: time scale separation
The specific form of dissipation can introduce a time scale separation in the
modes of the composed system that can provide a rather general mechanism for
mutual synchronization. If, during the dynamical relaxation, one of the normal
modes of the system decays much slower than any other mode, there will be a
large transient in which only oscillations at the frequency of the slower mode
will be observed looking at the dynamics of any local subsystem. Then, such
subsystems will result to be dynamically synchronized. Obviously, such a mech-
anism relies on the existence of dissipation, which is the physical process that
filters out all the modes but one, while it has been shown that pure dephasing
does not allow for SS [12]. A further fundamental ingredient is represented by
the existence of a gap in the eigenmode decay rates between the slowest one and
the second to last, when they correspond to different frequencies. This allows
for the existence of a significant synchronization time window before the system
eventually reaches the stationary state. A separate discussion is needed in the
presence of noiseless and decoherence-free subspaces (this case is considered in
Refs. [13, 17]) and in Sect. 4.2.).
Spin systems When considering discrete systems, like spin networks, or bosonic
and fermionic systems in the presence of just one excitation, the dynamics of the
reduced system can be conveniently studied introducing the Liouville represen-
tation of the density matrix, which can be mapped into a vector belonging to a
Hilbert-Schmidt space
ρ =
∑
i,j
ρij |i〉〈j| → |ρ〉〉 =
∑
i,j
ρij |ij〉〉, (7)
where |ij〉〉 = |i〉 ⊗ |j〉. In such space, the inner product is defined as 〈〈τ |ρ〉〉 =
Tr(τ †ρ). Furthermore, for any operator O we also have
|Oρ〉〉 = O ⊗ I|ρ〉〉, |ρO〉〉 = I⊗Ot|ρ〉〉 (8)
where Ot is the transpose of O and I is the identity matrix. This formalism
allows one to write the Liouville representation of the master equation (2) as
|ρ˙〉〉 = L|ρ〉〉, (9)
where the Liouvillian L can be constructed as
L = −i (H ⊗ I− I⊗Ht) +
∑
µ
[
2Lµ ⊗ (L†µ)t − L†µLµ ⊗ I− I⊗ (L†µLµ)t
]
.
The Liouville representation of the master equation can be interpreted as a
Schro¨dinger equation whose dynamics is governed by a non-Hermitian generator
L† 6= L.
Using the Liouville formalism has the great advantage that a direct inspection
of its spectrum is in general possible and then it is possible to identify the regions
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of parameters where synchronization is expected to come out. Given an arbitrary
initial state |ρ0〉〉, the evolved density matrix can be written as
|ρt〉〉 =
∑
i
p0 i |τi〉〉 eλit, (10)
where |τi〉〉 are the right eigenvectors of L, 〈〈τ¯i| are its left eigenvectors, and p0 i =
〈〈τ¯i|ρ0〉〉
〈〈τ¯i|τi〉〉 . Under these premises, a sufficient condition is the following: transient
synchronization emerges if there exists a Liouvillian eigenvalue λi¯ such that, for
any i 6= i¯, |Re[λi¯]|  |Re[λi]| [14, 15]. We remind that Re[λi] ≤ 0 ∀i, as they
correspond to the decay rates of the Liouvillian eigenvectors. The condition is
actually not necessary, as in a multipartite setting it can also happen that more
than one mode share almost the same decay rate. In this case, the discriminant
for the observation of synchronization would be the frequencies of such modes:
if identical, a kind of macroscopic (almost) monochromatic oscillation would
be observed, leading to collective synchronization; if different, synchronization
would be hindered [24].
The Liouville formalism is convenient in the case of discrete variables, where
the vector |ρ〉〉 is finite, and will be adopted when dealing with coupled spins. In
the case of continuous variables, the problem would be much harder to be treated,
a remarkable exception being represented by the evolution of Gaussian states,
when it is sufficient to consider the covariance matrix (of finite dimensions)
instead of the full density matrix.
Harmonic networks A microscopic approach to establish the transient SS
conditions of time scale separation has been reported in [13,17] and follows from
the analysis of the system-bath interaction Hamiltonian HI , which determines
the Lindblad master equations in the weak coupling limit for separate, common,
and local baths. In fact, looking at the microscopic model leading to the master
equation (2) and at the normal modes diagonalizing the system, one can infer the
presence of a slowest mode, as this will be weakly coupled to the environment.
The Hamiltonian of the system in the case of a harmonic network, HS =
1
2 (p
tp+ xtHx), can be diagonalized in the basis of its eigenmodes X = Ftx and
P = Ftp. In a microscopic description with independent oscillators modeling
the environment, the system-bath interaction Hamiltonian for separate baths
(SB) takes the form
HSBI = −
N∑
m=1
xmBm , with Bm =
∞∑
k=1
s
(m)
k Q
(m)
k , (11)
being Q
(m)
k the position operators for each environment oscillator k of the bath
Bm, and s
(m)
k the coupling strength of Q
(m)
k with the system oscillator xm.
Supposing that there is a dominating channel of dissipation in one node, i.e. the
coupling between oscillator xM and bath BM is significantly larger than the rest,
then
HLBI = −xMBM = −
∑
m
κmXmBM , with κm = FMm. (12)
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Therefore this local bath (LB) configuration allows for imbalanced losses of the
normal modes Xm. On the other hand, if we consider equivalent SBs, for which
the system-bath couplings are the same for all system oscillators, s
(m)
k = sk
∀k and for each m, then all eigenmodes are coupled with the same strength to
an independent bath, no matter the topology and characteristics of the system
network, and no time scale separation would occur, provided the spectral density
is flat enough. As these examples (of local dissipation and equivalent SBs) show,
the presence of multiple dissipative time scales and of transient SS will depend
crucially on the coupling strengths of the oscillators to their baths.
An interesting case discussed in detail in [17] is when a common bath (CB)
is seen by all oscillators in the network, with an interaction Hamiltonian
HCBI = −
N∑
m=1
xmB , with B =
∞∑
k=1
ckQk, (13)
that involves only the center of mass of the network and a single bath. Here we
denote the coupling strength of the oscillators with the bath modes as ck. In fact,
the master equation for CB can also be obtained from SB one assuming perfect
correlations between the different environments. It is illustrative to rewrite (13)
in the eigenmode basis
HCBI = −
∑
m
κmXmB , with κm =
∑
n
Fnm. (14)
In both Eqs. (12) and (14), the effective couplings κm are different and deter-
mined by characteristics of the network such as topology, coupling strengths,
and frequencies, as encoded in the diagonalization matrix F . These effective
couplings characterize the dissipation rate of the eigenmodes. Hence, we can
readily assess the possible emergence of SS analyzing the relative magnitudes of
these couplings: significant time scale separation is anticipated by one κm being
significantly smaller than the rest [13,17]. It can also happen that one eigenmode
is indeed perpendicular to the center of mass vector, which leads to κm = 0, and
thus to this eigenmode being effectively uncoupled from the bath and immune
to dissipation and decoherence. The physical consequences of this are analyzed
in detail in Refs. [11, 13,17] and will be further unfolded in Subsec. 4.2.
3 Quantifying transient synchronization
The general problem of quantifying synchronization in the quantum regime was
tackled in Ref. [6], where a discussion about local and global indicators (the
latter ones encompassing various kinds of correlations) was presented. Local
indicators must be able to detect linear dependence between time-dependent
variables. The most commonly used of this kind is the Pearson’s correlation
coefficient first considered for quantum synchronization in Ref. [9]. Given two
time-dependent variables A1 and A2, the Pearson’s parameter CA1,A2(t|∆t) can
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be calculated over a sliding window of length ∆t:
CA1,A2(t|∆t) =
∫ t+∆t
t
(A1 − A¯1)(A2 − A¯2)dt√∫ t+∆t
t
(A1 − A¯1)2dt
∫ t+∆t
t
(A2 − A¯2)2dt
(15)
with
A¯1 =
1
∆t
∫ t+∆t
t
A1dt (16)
and Ai are expectation values of quantum operators.
As for collective indicators, one could consider two- or many-body quantum
correlations to assess the presence of SS. In Ref. [6] it was questioned whether,
for instance, spin-spin correlations of the form Re[〈σ−i (t)σ+j (t)〉] are a faithful
indicator. Based on the spectral analysis given in the previous section, one can
deduce that the presence of such correlations actually represents a sufficient
condition for synchronization, as it would witness the presence of a slow decaying
mode. On the other hand, invoking the quantum regression theorem [45], one
can see that the same spectral decomposition found in local observables can
also be found in two-time, steady-state two-body correlation functions. As an
alternative, in Ref. [41], it was proposed to make use of the mutual information in
the steady state to trace back the transient synchronization. Actually, as shown
in [6], it is not always the case, as there are scenarios where mutual information
is totally unable to capture the transition from the presence to the absence of
synchronization. In the following the emergence of SS will be discussed through
the Pearson indicator (15) , being this the most restrictive characterization for
SS.
4 Examples
4.1 A pair of harmonic oscillators
The first model where transient synchronization was studied is represented by
coupled harmonic oscillators in the presence of either separate environments or
a common one [9]. The simplest of such systems displaying SS in the relaxation
dynamics is represented by two elements with equal mass (m = 1) and different
frequency:
HS =
p21
2
+
p22
2
+
ω21
2
x21 +
ω22
2
x22 + λx1x2. (17)
Dissipation is modeled through a microscopic model given in Eq. (11) for SB and
Eq. (13) for CB. From these Hamiltonians we can derive the standard master
equations describing the dissipative dynamics of the system. Hence, assuming
identical baths, and under the standard Born-Markov, secular approximation,
the following master equation is found for both SB and CB in the normal mode
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basis and in the global approach [9, 11,13]:
ρ˙(t) = − i
2
[P 2+ + P
2
− +Ω
2
+X
2
+ +Ω
2
−X
2
−, ρ(t)]−
1
4
∑
n=±
iΓn
(
[Xn, {Pn, ρ(t)}]
− [Pn, {Xn, ρ(t)}]
)
+Dn
(
[Xn, [Xn, ρ(t)]]− 1
Ω2n
[Pn, [Pn, ρ(t)]]
)
, (18)
where the expressions of the normal modes in terms of the coupled oscillators
can be found in [9]. Notice that the SB and CB cases differ in the parameters Γ±
and D± of the master equation. While in the SB case we find the decay rates,
Γ±, to be identical for both normal modes, in the CB case they are weighted by
the normal mode shape κm =
∑
n Fnm. In particular, for SB we have
Γ± = γ, D± = γΩ± coth
(
Ω±
2T
)
, (19)
while for CB
Γ± = γκ2±, D± = κ
2
±γΩ± coth
(
Ω±
2T
)
. (20)
where we have introduced the phenomenological parameter γ for the strength of
dissipation. Notice, however, that an expression for γ in terms of the microscopic
parameters of the system-bath model can be obtained [30]. This difference in
the decay rates ultimately leads to the emergence of phenomena as transient
synchronization or decoherence free evolution, as we will see in the following.
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Fig. 1: In red 〈x21(t)〉, in blue 〈x22(t)〉 for SB (left panel) and CB (right panel), with
ω2/ω1 = 1.2, λ/ω
2
1 = 1.3, γ/ω1 = 0.05 and T/ω1 = 10. The initial condition is
a separable vacuum state with r1 = 2.5 and r2 = 1.8. In the insets we plot the
synchronization measure: C〈x21〉,〈x22〉(ω1t|ω1∆t = 20).
The linearity of the dynamics, coming from the fact that the Hamiltonian
is quadratic, implies that if the initial state is Gaussian, it will remain so at
all times. Then, in this case, the dynamics can be fully described only looking
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at the first and second moments of the system, whose dynamical equations are
derived from the above master equation and can be found in [13]. For instance,
synchronization can be found in the time evolution of second moments of a
vacuum squeezed state
〈x2n(0)〉 =
e−2rn
2ωn
, 〈p2n(0)〉 =
ωne
2rn
2
, n = 1, 2, (21)
the rest of first and second moments being initially zero. As observed in Ref. [9],
if the baths are separate and identical, synchronization never emerges. In Fig.
1, we compare CB and SB and show how synchronization emerges in one case
and not in the other. Notice that besides 〈x21(t)〉, 〈x22(t)〉, synchronization is
observed in the other second moments too. In Fig. 2 the Pearson indicator is
drawn for different detunings and coupling strength. We observe how synchro-
nization never emerges in the SB case, despite increasing the coupling strength
for a given detuning. On the contrary, in the CB case we observe the typical
Arnold tongue behavior: as coupling strength increases synchronization emerges
for larger detunings.
Fig. 2: In color |C〈x21〉,〈x22〉| at ω1t = 70 and for a time window ω1∆t = 20. Here we vary
the coupling strength λ/ω21 and frequency ω2/ω1. The initial condition is a separable
vacuum state with r1 = 2 and r2 = 1. We fix T/ω1 = 10 and γ/ω1 = 0.05.
4.2 From transient to stationary synchronization
Beyond transient SS, when considering more than two detunded oscillators, in
the CB case it can happen that one or more normal modes are effectively uncou-
pled from the bath, i.e. κm = 0. These states are dark with respect to the noise
and evolve freely. Then, depending on the initial conditions, the system does not
fully thermilize and the asymptotic state itself can exhibit a synchronous dy-
namics and asymptotic correlations. This stationary synchronization due to the
presence of decoherence free subspaces was shown in detail in small systems of
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coupled harmonic oscillators in [11,13], while in [17] the focus was set on larger
networks with complex topologies such as the Erdo˝s-Re´nyi or Small-World net-
works. One of the main results found in [17] was that parameter and topological
uniformity are crucial for the presence of these noisless modes. Indeed, it was
shown that in extended networks the parameter regions with larger degree vari-
ance coincided with the regions with less probability of having noisless modes.
In contrast, in this same work, it was found that the conditions for transient
synchronization to emerge were largely met, despite parameter and topological
disorder.
Stationary synchronization due to the presence of decoherence free subspaces
arises also in the (simplest) case of two coupled identical oscillators ( ω2 = ω1).
In the CB case, κ− = 0 implying that the evolution of X− is only ruled by the
Hamiltonian. Then, for any initial condition overlapping with X−, the dynamics
of the system will be initially a mixture of modes, but eventually, only this non-
decaying mode will survive, resulting in asymptotic synchronous oscillations as
shown in Fig. 3.
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Fig. 3: Example of stationary synchronous state. In red 〈x21(t)〉 (left panel) 〈p21(t)〉 (right
panel), in dashed blue lines 〈x22(t)〉 (left panel) 〈p22(t)〉 (right panel), in the CB case
with ω2/ω1 = 1.0, λ/ω
2
1 = 0.3, γ/ω1 = 0.05 and T/ω1 = 10. The initial condition is a
separable vacuum state with r1 = 2.5 and r2 = 1.8. In the insets we plot the synchro-
nization measure: C〈x21〉,〈x22〉(ω1t|ω1∆t = 20) (left panel) and C〈p21〉,〈p22〉(ω1t|ω1∆t = 20)
(right panel) .
4.3 Spin pairs: local versus global environment
As discussed so far, SS can be induced by the presence of a common environment
which selects the slowest decaying mode. This mechanism for SS is perhaps the
one that shares more features with synchronization in the classical domain. In
fact, as we have already seen, synchronization is favoured by a small detuning
among the different units, while it is hindered in the case where the local energies
are different enough. Actually, as discussed in Refs. [14,24], the quantum realm
offers yet another mechanism where the emergence of transient synchronization
in the presence of local environments is made possible by a finite energy detuning
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among local components, while it is suppressed in the small-detuning limit. In
this scenario, similar to what observed in the case of nonlinear quantum harmonic
oscillators [46], the enabling factor is represented by the imbalance among the
losses of any local bath.
For the sake of clarity, let us consider two non-interacting qubits in the
presence of a local bath [14]: the system is described by
HS =
ω1
2
σz1 +
ω2
2
σz2 + λσ
x
1σ
x
2 , (22)
while the interaction with the bath is
HLBI =
∑
k
gk(a
†
k + ak)σ
x
1 . (23)
Indeed, the fact that the interaction with the environment is local does not
necessarily imply that the master equation is local itself. In fact, following the
standard approach [30], we first need to find the normal modes of HS and then
write the dissipator using the jump operators among such modes. Hamiltonian
(22) can be diagonalized through a Jordan-Wigner transformation [42], leading
to
HS = E1(η
†
1η1 − 1/2) + E2(η†2η2 − 1/2), (24)
with ηi fermionic annihilation operators defined through
σ+1 = cos θ+(cos θ−η
†
1 + sin θ−η
†
2) + sin θ+(cos θ−η2 − sin θ−η1),
σ+2 = (1− 2η†1η1)[cos θ+(cos θ−η†2 − sin θ−η†1)− sin θ+(cos θ−η1 + sin θ−η2)],
(25)
where
θ± =
1
2
arcsin
2λ√
4λ2 + (ω1 ± ω2)2
. (26)
As the interaction term can be also written as
σx1 = cos(θ+ + θ−)(η
†
1 + η1) + sin(θ+ + θ−)(η
†
2 + η2), (27)
the master equation (for simplicity we assume temperature T = 0) will take the
form
ρ˙ = −i[HS , ρ] +
2∑
i=1
γ˜i(ηi ρ η
†
i − {ρ, η†i ηi}) +
2∑
i,j=1
γ˜ij(ηi ρ η
†
j − {ρ, η†jηi}), (28)
with γ˜1 = cos
2(θ+ + θ−)J(E1) and γ˜2 = sin2(θ+ + θ−)J(E2), where J(ω) =∑
k |gk|2δ(ω−ωk) is the spectral density of the bath which characterizes micro-
scopically the system-bath coupling [14, 30]. The final term on the right-hand
side of Eq. (28) takes into account contributions that are not associated to res-
onant jump but may not be negligible with respect with the full secular terms.
The weight of such terms is expected to vanish for large values of λ. We remark
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here that such a partial secular approximation still guarantees that the master
equation has a Lindblad form [40, 43, 44]. It is clear from the structure of the
master equation that synchronization can only take place if the dissipation rates
of the two normal modes η1 and η2 are significantly different between each other
and the modes themselves have a finite superposition over the two local spins.
Despite the fact that the coupling with the bath was local, the master equa-
tion (28) has a clear non-local form, because of the non-local character of the
fermionic mode operators. In general the jump operators are non-local for any
finite value of λ, while they can converge to local ones only in the limit λ → 0.
On the other hand, in the limit where the baths are separate and the local pic-
ture can give a good approximation of the true dynamics, SS is not expected to
emerge.
In Fig. 4, we show the role played by the detuning for such a system. Taking
an Ohmic environment at zero temeprature with system-bath coupling γ0 =
5 · 10−3ω1 and a spin-spin coupling λ = 0.2ω1, we plot the coherences of the
two qubits for large detuning (ω2 = 0.7ω1, left panel) and for small detuning
(ω2 = 0.99ω1, right panel). Synchronization is forbidden in the region where
the two frequencies are very close to each other, while it emerges in the case
of larger detuning. The scenario proposed here is extreme, as only one of the
two qubits has direct interaction with an environment. Synchronization is also
possible in the case where both qubits dissipate locally, but with different local
decay rates [15].
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Fig. 4: In red 〈σx1 (t)〉, in blue 〈σx2 (t)〉 for two different choices of parameters. Left:
ω2 = 0.7 ω1; right: ω2 = 0.99 ω1.
4.4 The role of decoherence in transient synchronization
The previous discussion indicates that the separation of time scales induces syn-
chronous dynamics. In all the examples, we have assumed a dissipative mecha-
nism bringing the density matrix to its equilibrium steady-state. Actually, this
is not the only way an extended environment can affect the evolution of a quan-
tum state. Another important mechanism, commonly known as phase damp-
ing channel [47], generates pure dephasing among the eigenstates of the system
14 G. L. Giorgi et al.
Hamiltonian without affecting their initial populations. It takes place whenever
[HS , HI ] = 0, where HS is the system Hamiltonian and HI describes the system-
bath interaction.
In general, dissipation and dephasing can coexist, and HI can be written
as the sum of two terms, each of them accounting for the two distinct kinds of
noise. The interplay between these two mechanisms was discussed in Ref. [12]
where it was shown that actually pure dephasing does not favor the emergence
of SS. A deeper analytical study of the phenomenon can be performed looking
at the properties of the Liouvillian spectrum. Let us consider the case of two
non-interacting spins, detailed in Ref. [15]:
HS =
ω1
2
σz1 +
ω2
2
σz2 (29)
Assuming a dissipative bath with decay rates γij and a dephasing bath γ
z
ij , the
master equation is
ρ˙ = −i[H˜S , ρ]+2
2∑
i,j=1
γij
(
σ−i ρσ
+
j − {ρ, σ+j σ−i
}
)+2
2∑
i,j=1
γzij
(
σzi ρσ
z
j − {ρ, σzjσzi }
)
(30)
where H˜S is the system Hamiltonian renormalized by a Lamb shift term that
introduces an effective coupling between the two spins, HLS ' s(σ+1 σ−2 + h.c.)
[15]. Here the bath-induced coherent interaction is treated phenomenologically
and it is parametrized by the coupling rate s. Notice that an expression for s in
terms of the parameters of the microscopic system-bath model can be obtained
[30]. In the case of common baths, we have γij = γ and γ
z
ij = γ
z for any i, j. Due
to the symmetry of the problem, the Liouvillian superoperator is the direct sum
of five independent block, and each of them can be studied separately. The spin
coherences σix (or, equivalently σ
i
y) used to determine synchronization belong to
the subspaces whose evolution is determined by
Lc =

−3γ − 2iω2 −γ + is 0 0
−γ + is −3γ − 2iω1 0 0
2γ 2γ −γ − 2iω1 −γ − is
2γ 2γ −γ − is −γ − 2iω2
− 4γzI4, (31)
where I4 is the identity operator in the 4× 4 space, together with its conjugate
L∗c . Equation (31) immediately tells us what is the effect of pure dephasing:
it introduces a shift of all the eigenvalues, which means that the decoherence
dynamics is homogeneously accelerated. Thus, the difference between (the two
slower) pairs of eigenvalues is not affected while their ratio is diminished. Then,
the amplitude of the slowest eigenmode is damped by a factor e−4γzt. This also
implies that pure dephasing itself would never be able to induce any synchroniza-
tion. We mention here the fact that, in the presence of direct coupling between
the two spins, a spin-bath interaction proportional to σz (it can be either lo-
cal or global), would not represent a pure dephasing channel, and could then
contribute to the emergence of SS.
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Another consequence about the presence of a phase damping channel con-
cerns the fact that it breaks the complete correspondence between SS and the
collective emission of radiation observed in Ref. [15]. Indeed, superradiance [48]
can be calculated taking the intensity of the emitted radiation according to
I(t) =
∑
i,j
Γi,j〈σ+i (t)σ−j (t)〉, (32)
where Γi,j take into account any decoherence process. However, at least in the
case of a common dephasing bath, I(t) is left totally unchanged by the presence
of such bath. As discussed in Ref. [15], in the absence of a pure dephasing
channel, the time scales of spontaneous synchronization and of the emergence
of subradiant emission are equal, while this perfect matching is broken by the
presence of dephasing.
5 Conclusions
Synchronization in the quantum regime can emerge as a long-time dynamical
regime before the system reaches the final steady state. In such a transient,
the expectation values of the system operators present synchronous oscillations.
While synchronization is measured taking temporal correlations of classical tra-
jectories of local observables, the true quantum nature of this phenomenon can
be traced back to the fact that we have considered quantities that would not be
present in the classical case, as they directly derive from the existence of quan-
tum coherence. We have considered both finite systems (qubits) and harmonic
oscillators, reviewing the general conditions that must be fulfilled in order to
observe the emergence of SS.
Transient synchronization presents various interesting aspects that have been
reviewed here. Depending on the geometry of the system-bath interaction, syn-
chronization can be either enhanced or suppressed by the amount of detuning
among the local units. This is quite uncommon in classical synchronization sce-
narios, where, normally, large values of the detuning hamper the possibility of
observing synchronization. We have also discussed the role played by the pres-
ence of either local or collective losses and the possibility of having persistent
synchronous steady-state oscillations due to the presence of noiseless modes in
the dynamics. Finally, we have discussed the effect of pure dephasing, discussing
its effect on transient synchronization, and the connection of the latter to super-
and sub-radiance.
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