Abstract. This paper presents algorithms for non-orthogonal tensor diagonalization, which can be used for block tensor decomposition. The diagonalization can be performed along two or more tensor dimensions simultaneously. The method seeks for one diagonalizing matrix of determinant 1 for each mode that together convert a given tensor into a tensor that meets a block revealing condition. Perturbation analysis of the algorithm showing how small changes in the tensor translate in small changes of the diagonalization outcome is provided.
1. Introduction. Order-3 and higher-order data arrays need to be analyzed in diverse research areas such as chemistry, astronomy, and psychology [1] [2] [3] [4] [5] . The analyses can be done through finding multilinear dependencies among elements within arrays. The most popular model is Parallel Factor Analysis (PARAFAC), also coined Canonical Decomposition (CANDECOMP) or CP, which is an extension of low-rank decomposition of matrices to higher-order arrays (tensors). In signal processing, the tensor decompositions have become popular for their usefulness in blind source separation [6] .
The concept of tensor diagonalization was first introduced by P. Comon and his co-workers [7, 8] . The tensor diagonalization in these papers was orthogonal, in other words it consisted in seeking orthogonal matrices that may transform the given tensor in a diagonal one. The method is based on Jacobi rotations. Similar title is of the conference paper [9] , which refers to a two-sided diagonalization, which is falls in the area of approximate joint matrix diagonalization [17] .
The tensor diagonalization studied in this paper is non-orthogonal, and should serve both for tensor diagonalization and block-diagonalization. The main part of the paper is concerned with a three sided diagonalization of order-3 tensor of a cubic shape, i.e. of the size N × N × N , where N is the tensor dimension.
There is a similarity between the tensor diagonalization and the CP decomposition. If the tensor's rank is smaller than or equal to N and the factor matrices are invertible, then the tensor diagonalization can be viewed, under certain condition, as a numerical procedure alternative to the CP decomposition.
The main motivation of our work, however, is the block-term decomposition, because in many applications the CP decomposition model is not quite appropriate [12] . The block-term decomposition was developed by De Lathauwer and his coworkers [13, 14] . The decomposition means that the given tensor is rewritten as a sum of several tensors of the same size but a lower multilinear rank. The block term decomposition was used to propose a blind DS-CDMA receiver in [15] .
To the best of our knowledge, reliable block-term decomposition algorithms exist for some very special cases such as (L, L, 1) decomposition [16] . There is, in general, a very challenging problem of how to initialize a block-term decomposition algorithm without getting captured in false local minima of the criterion function. Another difficulty is that the appropriate block sizes might not be known in advance. We show in this paper how the tensor diagonalization can be used to advice a suitable block-term decomposition, i.e. find appropriate block sizes, and provide a reasonable initial blockterm decomposition, which can be further improved by another algorithm, assuming fixed given block sizes, for example an Alternating Least Squares (ALS) [14] .
The proposed method of the tensor diagonalization is closely related to approximate joint matrix diagonalization (AJD), see e.g. the survey paper [17] . Most of the AJD methods can be probably modified to nonsymmetric joint diagonalization, which is the other name for two-sided tensor diagonalization. If the approximate joint diagonalization is not appropriate for given set of matrices (tensor), one can seek for a joint block diagonalization of the set of the matrices, see e.g. papers of [20, 21, 22, 23] . The latter methods assume that sizes of blocks of the decomposition are known a priori. The only paper showing that the appropriate block structure (block sizes) can be deduced from given data is [24] . It deals with joint block diagonalization of set of symmetric matrices. This paper extends the idea of [24] to joint block diagonalization of nonsymmetric matrices (two-sided diagonalization) and to three or more-sided tensor diagonalization. For the diagonalization itself we adopt the idea of the AJD algorithm [25] , which constraints the diagonalizing matrices to have determinant one. This paper is organized as follows: Section 2 presents the basic principles of the tensor diagonalization and shows its connection to CP decomposition as well as the block-term decomposition. In Section 3, an iterative algorithm is proposed to perform the diagonalization, either in the real or complex domains. Section 4 presents perturbation analysis of the algorithm. Section 5 deals with estimating a block structure of the tensor. Section 6 presents some numerical examples and applications, and Section 7 concludes the paper.
Tensor diagonalization principle.
The main idea of the tensor diagonalization is to find so called demixing matrices that transform the given tensor to another tensor that is diagonally dominant. As we show later, this can also be a tool for the block-diagonalization.
Consider diagonalization of an order-3 tensor T of a cubic shape of dimension N × N × N with elements t ijk , i, j, k = 1, . . . , N .
If the tensor has a different shape, we can always transform it to the required shape through the so called Tucker compression, which consists in finding orthogonal matrices Q 1 , Q 2 , Q 3 such that
where T C is the compressed tensor of the required shape, and × i denotes a mode-i tensor-matrix multiplication. The Tucker compression can be achieved by the HOOI algorithm [26] or by the Crank-Nicholson's optimization [27] .
Three-sided tensor diagonalization transforms a tensor T to a diagonally dominant tensor E using demixing matrices A, B and C:
The approximate diagonalization means seeking for matrices A, B and C of a size N × N such that the product
is approximately spatially diagonal as much as possible in a sense, see Fig. 1 . A cubicshape tensor E is called spatially diagonal if all its elements e ijk except for the diagonal e iii , i = 1, . . . , N are zero, symbolically, off(E) = 0 where off(X ) is the operator that nullifies all spatially diagonal elements of a tensor X . The multiplication in (2.1) can be written as
where e ijk , t αβγ , a iα , b jβ and c kγ are elements of the tensors E, T and matrices A, B and C, respectively.
In this paper, the original objective was to measure degree of diagonality of the tensor E by Frobenius (ℓ 2 ) norm of off(E). Square of the norm is equal to sum of squared absolute values of the off-diagonal tensor elements. It is possible to consider the ℓ 1 norm of off(E) (sum of absolute values of the off-diagonal tensor elements) or its ℓ 0 norm (number of the nonzero elements). The latter two optimizations might be computationally expensive.
Instead of the minimization of off(E) F we propose a modification of the method of [36] for approximate joint matrix diagonalization. The algorithm is based on a successive application of elementary rotations until a decrease of off(E) F through the rotations is not possible. Note that this is not equivalent to the direct minimization of off(E) F . For convenience, we consider only invertible transformations of the tensor, in particular we assume that the determinant of the transformation matrices is one [25] ,
Sign of the determinants is immaterial, because any change in sign of any of these matrices can be compensated by change of the sign of the core tensor E. If E is diagonal, i.e., off(E) = 0, then (2.1) is equivalent to
which is the CP decomposition of T with factor matrices A = A −1 , B = B −1 , and C = C −1 . These factor matrices will also be called mixing, their inversions A, B and C will be called demixing matrices, and tensor E is the core tensor.
The tensor diagonalization is not unique. Like in the CP decomposition, there is a permutation ambiguity, meaning that order of rows in A and accordingly in B and C can be arbitrary. Then, there is also a scale ambiguity.
2.1. Scaling. In this subsection we study the effect of changing scale in one or more modes to the tensor diagonalization through minimization of off(E) F .
If off(E) = 0, then E is diagonal and no more diagonalization is needed. In this case, it is possible to balance the condition number of the matrices A, B and C by multiplying them by diagonal matrices D A , D B and D C of determinant 1 so that the condition number of the of the transformed matrices
In the optimum case, rows of the matrices A, B and C would have the same Euclidean norms. The corresponding transformed core tensor
, and the cost function ||off(E ′ )|| F = 0 is not affected.
In the general case, scaling of the demixing matrices, however, affects the cost function ||off(E ′ )|| F , namely when the core tensor is not fully diagonal. Assume, for example, scaling in the first mode, i.e. set
where η i is the sum of squared magnitudes of the off-diagonal elements in the ith core tensor slice E(i, :, :), i.e. 
If some of η i , i = 1, . . . , N is zero while the others are nonzero, for example η 1 = 0 and η 2 > 0, then the minimum ||off(E ′ )|| 2 F does not exist and the infimum of ||off(
The condition that some of η i , i = 1, . . . , N is zero or close to zero may occur if the core tensor is block diagonal and some blocks are singletons (having size 1 × 1 × 1). On the contrary, if the block sizes on the diagonal of the estimated core tensors are bigger, the condition η i = 0 is unlike to happen, and the scaling can be used for minimizing ||off(E ′ )|| 2 F . However, note that the scaling of a tensor does not help in revealing diagonal or block-diagonal structure of the tensor.
These observations lead to the conclusion, that the simple minimization of ||off(E)|| F subject to det A = det B = det C = 1 need not necessary be the main target. A better criterion would be the ℓ 0 norm of E, i.e. number of nonzero elements in the tensor: this is, however, hard to minimize. We propose a block revealing condition (BRC) which serves as stopping criterion for the diagonalization algorithm. We also use the minimization of ||off(E)|| F , but only as an instrument for a proof that the algorithm does not run in cycles, i.e. it converges.
2.2. Remarks on Orthogonal Diagonalization of Comon. The special case assuming that the mixing/demixing matrices are orthogonal (unitary in the complex case) can be solved by the algorithm of Comon and co-workers. The algorithm is based on subsequent application of Jacobi rotations. Each Jacobi rotation, specified by two indices (i, j), i = j, is a function of only eight tensor elements t αβγ , α, β, γ ∈ {i, j}. The orthogonal rotation matrices are sought so that subtensor of the size 2 × 2 × 2 is diagonalized in an optimum way.
It would be possible to consider a generalized version of this algorithm and find elementary rotations that exactly diagonalize the above subtensor. It is well known that each tensor of the size 2 × 2 × 2 has at most rank 2 in the complex domain. The optimal rotations can be found in closed form.
The problem of this approach is that applying the elementary rotation to the whole tensor may not reduce any global cost function used to measure off-diagonality of the tensor. The resultant compound algorithm would not converge et al. A correct elementary rotation should not only compute with the subtensor of the size 2 × 2 × 2 but it should involve all tensor elements that are affected by the rotation.
We conclude that a direct comparison of our algorithm TEDIA with the algorithm of Comon is hardly possible, the latter algorithm is much different, serves a different purpose and cannot be easily extended to become a competitor to TEDIA.
3. Algorithm TEDIA. The tensor diagonalization may proceed jointly in two modes or in three or more modes. In this section we describe three-way diagonalization of an order-3 tensor. Usually it is necessary to preprocess a given tensor by Tucker compression to a suitable format N × N × N .
The tensor diagonalization itself is achieved by a cyclic application of elementary rotations for all pairs of distinct indices i, j = 1, . . . , N . Application of the N (N +1)/2 elementary rotations is called a sweep. Usually, the convergence is achieved in several to at most several hundreds of sweeps, see Section 6. Although each elementary rotation aims at minimizing off(E) 2 F , the iterative algorithm may not stop at the global minimum off(E) 2 F subject to det(A) = det(B) = det(C) = 1. A further decrease of this criterion can be obtained, in general, by appropriate scaling. We propose to ignore this option. Instead, the algorithm ends at point of a zero gradient for each elementary rotation, which is "locally" optimum and represents the Block Revealing Condition (BRC).
Assume that E is a partially diagonalized tensor obtained during the optimization process. We seek for elementary rotation matrices A ij (θ), B ij (θ) and C ij (θ) which have the same 0-1 elements as the N × N identity matrix except for the 2 × 2 submatrices with the row and column indices (i, j), i = j, of the form
so that the Frobenius norm of off(E ′ ) is minimized, where E ′ is the transformed tensor
and θ = (θ 1 , . . . , θ 6 )
T . Note that the elementary rotations are constructed so that their determinants are one. The matrix A ij (θ) depends only on the first two elements of the vector θ, and similarly B ij (θ) and C ij (θ) depend only on the second and third pairs of elements of θ. The core tensor and the factor matrices A, B and C are updated as
where θ is an approximate minimizer of the cost function. The elementary optimization problems are solved cyclically for all pairs (i, j), i, j = 1, . . . , N , i = j. Note that each elementary rotation influences six slices of the tensor, as shown in Fig. 4 . The rotation itself is performed as one step of the Gauss-Newton method: the parameter value θ is found as
where g and H are the gradient and approximate Hessian of
F with respect to θ at the point θ = 0. The optimization can proceed in the same way in the real-domain and in the complex domain, if g and H are computed as
where the superscript H denotes Hermitian transpose, and
is the Jacobi matrix of the size N 3 × 6 evaluated at θ = 0. Similar expressions were used to implement the Levenberg-Marquardt algorithm for CP decomposition in the complex domain in [30] .
In TEDIA, it is not necessary to work with the Jacobi matrix J explicitly, because it is of large size, but thanks to its special form (see Appendix A), we can compute the gradient and Hessian directly. A straightforward computation leads to the result
where * denotes the complex conjugate, the upper index (i, j) of g specifies the elementary rotation, T for i, j = 1, . . . , N . We propose to do a single step of the Gauss-Newton method for each pair (i, j) only in each sweep, provided that the cost function decreases.
In some cases it may happen, however, that the cost function increases, or there is some other problem, namely in optimization in the real domain: some of the conditions 1 + θ 1 θ 2 ≥ 0, 1 + θ 3 θ 4 ≥ 0, 1 + θ 5 θ 6 ≥ 0 may be violated. In the latter cases we suggest not to accept such step, but to switch to the damped Gauss-Newton method, and apply an update
where µ is a suitable positive constant such that the regularity conditions are fulfilled and the criterion decreases. Optionally it is possible to add a few more steps of the damped Gauss-Newton method for the same (i, j) until the cost function stops reducing.
The computational complexity of building one Hessian matrix and the gradient is O(N 2 ), the solution of the 6 × 6 system has a complexity of O(1). Since there are O(N 2 ) pairs (i, j), each sweep needs O(N 4 ) operations. The sweeps are iterated until the Euclidean norm of optimum parameter θ in every elementary rotation becomes smaller than an user chosen constant, say ε = 10 −6 . The number of the sweeps needed to achieve a convergence depends, indeed, on the dimension of the problem, presence of additive noise, and other factors. The algorithm does not require any special initialization except for the Tucker compression, if needed. Then, it can start, for example, with A = B = C = I. The algorithm is summarized in Table 1 .
Block revealing condition (BRC)
. BRC is the condition under which the optimum elementary rotations are all trivial. The condition says that all gradients in (3.9) are zero, i.e.
e kiℓ e * kjℓ = 0 (3.14)
e kℓi e * kℓj = 0 for all i, j = 1, . . . , N , i = j. The stationarity condition is, indeed, fulfilled if the tensor E is diagonal -but not only in this case. For example, the 2 × 2 × 2 tensor 
represents such a point. Note that this tensor is not diagonal, it has rank 2 and can be diagonalized exactly. However, it appears that the tensor E 01 is unstable point of the diagonalization. If some of the tensor elements are slightly changed, TEDIA begins to converge to a solution with an exactly diagonal core tensor.
It would be useful to have theoretical guarantees that if the core tensor obeys the BRC, it always reveals the optimum block structure of the tensor (i.e. structure with the smallest possible blocks). The example (3.15) shows that this is not fulfilled. We still hope in a hypothesis that all such "false solutions" are unstable. Given a solution of diagonalization, one can check if it is stable or not -e.g. using the perturbation analysis in next section. Since it is well known that CP tensor decomposition is a hard task [38] , it is not guaranteed that any stable diagonalization gives the smallest possible blocks either. Our extensive simulations, see Section 6, confirm the hypothesis.
Perturbation analysis of TEDIA.
In this section we analyze influence of small perturbations of the tensor elements to the outcome of the diagonalization algorithm. For simplicity we consider only diagonalization in real domain, and tensors with full multilinear rank, (N, N, N ) . We show the difference between minimization of off(E) F and application of TEDIA.
4.1. Analysis of minimizing off(E) F . Assume that the demixing matrices A, B, C are obtained by minimizing off(E) F where E = E(T , A, B, C) = T × 1 A × 2 B × 3 C subject to the condition det A = det B = det C = 1. Recall that the minimization can be obtained by alternating the scaling optimization described in Section 2 and the TEDIA algorithm in Section 3 in iterative manner.
Next assume that
, and δT is a small perturbation of the input tensor T . We are interested in small perturbations and not in the permutation ambiguity. Therefore we assume that the optimization for A ′ , B ′ , C ′ is initialized by A, B, C. We wish to see how the small perturbation in T translates in a small perturbation of the core tensor δE = E ′ − E and increments of the estimated demixing matrices δA = A ′ − A, δB = B ′ − B and δC = C ′ − C. There are two kinds of optimality conditions: BRC (3.14), which represents 3N (N − 1) equations, and optimality conditions for scaling in all three modes,
it is 3N − 3 equations, and finally there are 3 conditions
In total we have 3N 2 conditions for 3N 2 variables, elements of δA, δB, δC. Perturbation analysis of these conditions gives a linear dependence of δA, δB, δC on elements of δT . For example, the first-order perturbation of the condition (3.14) reads for i = 2, . . . , N .
The perturbation of the constraint on the determinant (4.2) can be derived from Taylor series of determinant
Therefore the perturbations obey the equations
The relation between δE and δT , δA, δB and δC is e ijk = Inserting (4.6) and (4.7) in (4.3) and (4.4) and applying (4.5) we get a linear system
where δΘ is a perturbation of the parameter Θ = (vec(A)
T , vec(B) T , vec(C) T ) T and H 1 and H 2 are matrices of the sizes 3N 2 × 3N 2 and 3N 2 × N 3 , respectively. Now, if elements of δT are modeled as mutually independent with zero mean and variance σ 2 , and H 1 is invertible, then the covariance matrix of the error is
Explicit form of the matrices H 1 and H 2 is not shown here to save place, because it is not that important as analysis of TEDIA. They are slightly different from the matrices presented in Appendix B.
Analysis of TEDIA. While the minimization of off(E)
F is locally unique, in general, the estimator using the BRC only is not. Note that the estimated parameter θ has 3N 2 entries, the BRC contains of 3N 2 − 3N equations only. The missing 3N equations that determine the perturbations δA, δB and δC are obtained from the way how the algorithm works.
In each sweep, the algorithm optimizes 3N 2 − 3N variables. Given an estimate of the core tensor E, the algorithm seeks for matrices ∆A, ∆B, and ∆C, that have the diagonal filled with 1's (second-order terms are neglected for the purpose of the analysis) such that off(E × 1 ∆A × 2 ∆B × 3 ∆C) F is minimized. The update of the mixing matrix A is A+δA = ∆AA, and it follows that diag(δA A −1 ) = 0. Therefore the 3n missing equations that determine δA, δB and δC can be expressed as
Note that this condition is compatible with the perturbation (4.5) of the constraint det A = det B = det C = 1. The condition (4.10) implies (4.5).
Again, we can summarize the relation between the perturbations of θ and the perturbation of the tensor T in the form (4.8), where H 1 and H 2 are matrices of the sizes 3N 2 × 3N 2 and 3N 2 × N 3 again, with slightly different form than the analysis of minimizing off(E) F . Explicit form of these matrices is given in Appendix B. Note that the matrices are functions of the tensor T and all three demixing matrices A, B, C.
The outcome of the diagonalization is a smooth function of the tensor elements locally, if the matrix H 1 is regular. Regularity of H 1 can be checked as a concluding step of TEDIA. Usually, H 1 is regular. However, in some cases H 1 can be singular; it follows that the diagonalization may not be stable, as it is not stable for the tensor E 01 in (3.15). (It is easy to check that H 1 is singular for E 01 .) Therefore it might be that a better solution can be obtained in another run of the algorithm starting from a different (random) initial point. Success of the diagonalization, however, should be measured ℓ 0 norm (number of nonzero elements) of off(E) rather than its ℓ 2 norm off(E) F , because the Frobenius norm might be misleading due to the scaling issue. The solution with the smaller ℓ 0 norm will, after permuting the coordinates, more likely to get smaller blocks in the core tensor, but it may not necessarily have the smaller ℓ 2 norm. Given the matrices H 1 and H 2 we can study stability of the tensor diagonalization in terms of angular differences between columns of the estimated demixing matrices A = A −1 ,B = B −1 andC = C −1 . We prefer to study angular errors of columns ofÃ,B,C to angular errors of rows of A, B, C, because this approach is compatible with the Cramér-Rao analysis of the CP tensor decomposition [35] . Note that the first-order perturbations ofÃ,B,C obey
Let a i , b i , c i be the ith column ofÃ,B,C, respectively, δa i , δb i , δc i be their perturbations. Then the angular difference between a i and a i + δa i obeys
The approximations are valid for small δa i . The last approximation can also be written as
where Π ai is the projection operator
If the tensor perturbation δT is modeled as i.i.d. with variance σ 2 , it is possible to estimate the mean square angular errors of a i : E[α 
Example.
Consider a diagonalization of rank-5 tensor of dimension 5×5×5 corrupted by additive Gaussian noise. The ideal core tensor is taken diagonal with the diagonal elements 1,2,3,4,5. The factor matrices will be given as A = ε1 5×5 + γI, B = C = I, where 1 5×5 is a matrix filled with ones, and the scalar parameters ε and γ are chosen so that the matrix has unit-norm columns, and mutual correlations of the columns is c ∈ [0, 1]. The parameter c represents colinearity of columns in A. Note that colinearity of columns is the main factor which influences how computationaly hard the CP decomposition is [35] . A short computation gives ε = (
With this choice of the parameters, the first factor matrix has mutually correlated columns, and the other two matrices are orthogonal.
We compare theoretical performance of TEDIA and the corresponding Cramér-Rao-induced lower bound on the mean square angular error of the individual columns of the factor matrices [35] , if the tensor is corrupted by an i.i.d. Gaussian noise of variance 1, and with empirical performance of TEDIA, obtained in 200 independent trials for each c at SNR=30 dB. The SNR in dB is defined as 10 log 10 (N 3 σ 2 / T 2 F ). Results are plotted in Figure 2 .
We can see that for c = 0 (orthogonal factor matrices) the performance of TE-DIA achieves the CRIB. For c > 0, estimation of matrix A remains unaffected, but estimation of matrices B and C becomes harder and the error increases, as c grows. There is a gap between the performance of TEDIA and the CRIB. TEDIA was never claimed to be statistically optimum estimator for the CP decomposition model. The main motivation for the diagonalization is the block term decomposition.
The empirical performance of TEDIA follows the theoretical prediction for c ≤ 0.7. For higher c, agreement between the theoretical and empirical MSAE is obtained only if the variance of the additive noise is reduced. The diagonalization is perfect if there is no noise.
5. Diagonalization of block-diagonal tensors. In [24] it was shown that an ordinary approximate joint diagonalization algorithm for matrices can be used to obtain a joint block diagonalization of these matrices. It appears that similar link exists between the tensor diagonalization and tensor block-term decomposition. It is Fig. 3 . Tensor block-diagonalization transforms a tensor T to a block-diagonal tensor E by factor matrices A, B and C:
possible that a given tensor is not fully diagonalizable but is block-diagonalizable, as it is shown schematically in Fig. 3 . We can assume that the diagonal blocks cannot be diagonalized any further, because their tensor ranks exceed their dimensions, and that each of the blocks separately obeys the BRC (3.14). It can easily be proven that a compound block diagonal tensor obeys the BRC as well: If i, j belong to the distinct blocks, the condition is trivially fulfilled thanks to the block-diagonal structure of E. If i, j belong to the same block, the condition is fulfilled because the smaller block itself was assumed to be a stationary point of the diagonalization. The diagonalization algorithm may terminate here. Such block-diagonal decomposition may be of practical interest, because it represents a more compact form of the tensor data and it may also be relevant for interpretation of the data. Note that the order of rows in matrices A, B and C might be arbitrary, giving an equivalent diagonalization. In other words, if (2.1) holds and π(·) is an arbitrary permutation of (1, . . . , N ), then
where
,β , and c ′ kγ = c π(k),γ , respectively, for i, j, k, α, β, γ = 1, . . . , N , is an equivalent diagonalization. It follows that if the block structure exists in the original tensor, the block structure may not be apparent after a mixing and demixing (diagonalization) unless a suitable permutation π is found. The permutation should be the same in all modes in order to guarantee that all diagonal elements of the original tensor will appear on the diagonal of the permuted tensor.
The degree of diagonality or block-diagonality of a tensor E can be visually judged via three matrices, F 1 , F 2 and F 3 of size N × N , having elements
The tensor E is diagonal (block-diagonal) if and only if the three matrices are diagonal (block-diagonal). Alternatively, it is possible to judge diagonality/block-diagonality using the sum
If F is block-diagonal, its (i, j)−th element f ij is zero if i, j belong to different blocks, and it might be strictly positive if they belong to the same block. The order of the columns in the factor matrices is random in general, however. Then, f ij or its symmetrized version f ij + f ji may be considered as a measure of similarity between columns i and j in the mixing matrices, or an indicator of "probability" that they belong to the same block.
Such permutation can be found e.g. using the well known reverse Cuthill-McKee algorithm (RCM) [37] , implemented in Matlab TM as function symrcm. The RCM algorithm, applied to the matrix F, reveals ordering of the columns and rows such that the reordered matrix is block-diagonal.
In the noisy case, when the blocks of the core tensors are fuzzy, we have better experiences with standard clustering methods, such as hierarchical clustering with the average-linking policy [33] , which take F for a similarity matrix. In short, the algorithm begins with a trivial clustering which consists of N singletons, and in each subsequent step it merges the two clusters that have the maximum average similarity between their members. The algorithm proceeds until the average mutual similarity between the clusters is sufficiently small; in the worst case, all clusters are merged into a single one.
Another observation is that the diagonal blocks can be singletons 1 × 1 × 1; otherwise they would usually be of a size larger than 2 × 2 × 2. Especially, in the complex domain, the diagonal blocks never have the size 2 × 2 × 2, because any tensor of the size has rank at most two [32] . It means that such a block can always be transformed to a fully diagonal form in that domain, unless it is rank-deficient. Similar situation exists for blocks of the size 3 × 3 × 3 and 4 × 4 × 4. We have seen in simulations that applying TEDIA with scaling i.e. minimizing off(E) F to such blocks produces sequences of partially diagonalized core tensors with off(E) F → 0. TEDIA without the scaling is able to reveal such blocks.
Finally, we note that TEDIA is probably not the only diagonalization algorithm able to reveal the block structure of the tensor, if the structure exists in the original tensor. We conducted some experiments with the plain CP decomposition. A blockdiagonal tensor (we assume again the size N × N × N ) was processed to find the best fitting approximation T ≈ D × 1Ã × 2B × 3C where D is diagonal. We observed that if the factor matricesÃ,B,C are all invertible, then the product
has the expected block structure, provided that a suitable permutation of the tensor coordinates (the same in all modes) is applied, like in the TEDIA algorithm. The problem with this usage of the CP decomposition is that it does not guarantee invertibility of the factor matrices. In fact, in demixing of a mixed blockdiagonal tensor the estimated factor matrices are typically very badly conditioned, and the outcome of the block-diagonalization is numerically unstable. Therefore the CP decomposition-based block-diagonalization is not included in our simulation study.
It would be nice to have theoretical guarantees that all block term decompositions of a given tensor are equivalent up to an order of the blocks and choice of bases in the partitioned factor matrices. Unfortunately, theoretical results of this kind are still lacking. Simulations, however, are very promising in this sense.
6. Examples. In this example we test accuracy of block-diagonalization of a noisy tensor in estimating subspaces of the factor matrices that belong to the individual blocks.
The initial tensor of the size 15 × 15 × 15 is block diagonal, with three random blocks along its main diagonal, each of the size 5 × 5 × 5. These blocks were computed as (I 5 +1 5×5×5 )× 1 Q 1 × 2 Q 2 × 3 Q 3 , where I 5 is a diagonal tensor having 1's in its main diagonal, 1 5×5×5 is a tensor filled with 1's, and Q 1 , Q 2 , Q 3 are random orthogonal matrices of the size 5 × 5. Such blocks have rank 6 and cannot be fully diagonalized nor block-diagonalized.
The initial tensor is the desired core tensor E. The mixing matricesÃ,B andC are obtained as products Q A A c , Q B A c and Q C A c , respectively, where Q A , Q B , Q C are random orthogonal matrices of the size 15 × 15, and A c = ε1 15×15 + γI 15 is a fixed matrix having parameter c to control colinearity of columns of the demixing matrices, like the one in Section 4. For c = 0, the matrices are orthogonal, and for c → 1 the matrices are nearly rank 1, and the diagonalization becomes hard. The tensor T is computed according to (4) . Next, a Gaussian noise is added according to pre-specified SNR's.
Accuracy of the estimation of the blocks of the mixing matricesÃ,B,C will be determined in terms of mean square angles between the linear space spanned by the quadruples (a 1 , . . . , a 5 ), (a 6 , . . . , a 10 ), (a 11 , . . . , a 15 ), (b 1 , . . . , b 5 ), . . ., (c 11 , . . . , c 15 ) , and their estimates. The angles between the subspaces can be computed in Matlab TM by function "subspace".
Note that [14] uses a different measure of success in estimating a subspace, which is defined as min X S −ŜX 2 F / S 2 F , where S is the desired subspace, say S = [a 1 , . . . , a 5 ],Ŝ is an estimate of S and X is an arbitrary square matrix of appropriate dimension (here 5 × 5). Indeed, the block-permutation ambiguity has to be resolved as well. Numerically, the results in terms of the latter criterion look similar.
Performance of TEDIA will be compared with performance of two other blockdiagonalization methods: the ALS algorithm [14] and the non-linear least squares (NLS) algorithm which utilizes the Gauss-Newton algorithm with dogleg trust region [11] 1 . Note that the ALS and NLS algorithm differ only in the optimization method, not in the optimization criterion, which is theoretically optimum for the given tensor model. The optimum point is identical for the two algorithms and hence the performance looks the same, except for the computational complexity. Both algorithms have in common that they need the desired block structure specified in advance, and good performance is conditioned by a good initialization.
The algorithms ALS and NLS were initialized by random orthogonal factor matrices and random core tensors. In the chosen scenario, these algorithms typically get stuck in local minima. We tried 10 random initializations for each algorithm for each generated tensor, but the subspace angular errors were large for all of them. If, however, ALS and NLS are initialized by outcome of TEDIA, they both provide good results, better than those provided by TEDIA only. Result -an average MSAE and median SAE of 100 independent trials as a function of the input SNR and parameter c of the mixing matrices are plotted in Fig. 4 .
The lines for ALS and NLS overlap each other, therefore we refer only to ALS. We can see that with increasing parameter c or lowering the input SNR, the performance of the algorithm decreases. For c ≥ 0.7 at SNR=30dB the separation of blocks is practically impossible, unless the SNR is higher. The separation is perfect if there is no noise.
Finally note a remarkable differences in computation times, achieved in Matlab TM implementation of the algorithms on computer with 3GHz processor, displayed in Table 2 . It clearly demonstrates the advantage of TEDIA.
7. Conclusion. TEDIA is the technique of non-orthogonal tensor diagonalization and block-diagonalization. It is not statistically optimum estimator of the subspaces, it is inferior to ALS [14] and NLS [11] . Its advantage is twofold: (1) it does not need to know sizes of the blocks in advance, and (2) that it finds a good solution without the unreliable multiple random initializations, and if used prior ALS or NLS, it significantly reduces the number of their iterations. Extensions of the proposed algorithm to two-sided diagonalization of the order-3 tensors or three-sided diagonalization of the order-4 tensors is straightforward [39] . Applications can be found in DS-CDMA systems or in tensor deconvolution, in particular in feature extraction and other areas.
Matlab code of the proposed technique is posted on the web page of the first author.
Appendix A. In this Appendix we present closed form expressions for elements of the Jacobi matrix (3.8) and some elements of the gradient and Hessian. The remaining elements of the gradient can be computed in the same way, details are skipped here for saving space.
The relation between the residual (core) tensor before and after executing one elementary rotation is
The ( (1 − δ ip δ iℓ )(t for i, j, p, r = 1, . . . , r, i = j, and
ii2ijm = δ m2bji , h
ii3ijm = δ m3cji (7.1) for i, j = 1, . . . , N and m = 1, 2, 3;ã ji ,b ji , andc ji are the (j, i)-th elements ofÃ,B andC, respectively. Matrix H 2 is obtained by reshaping the tensor H 2 with elements 
