Abstract-We develop an accurate analytical model for a dedicated short range communication (DSRC) network that uses the IEEE 802.11 distributed coordination function (DCF) MAC protocol, as adopted by the forthcoming IEEE 802.11p specification for DSRC. The specific focus is on broadcast vehicleto-vehicle safety messages. We derive explicit expressions for the mean of the total packet delay and the packet delivery ratio (PDR) in an unsaturated network formed by moving vehicles on a highway. Our model is validated using extensive simulations and we show that our model yields better predictive accuracy than other existing models. The model is then used to investigate the performance of a modified DCF that uses a fixed number of sequential retransmissions to improve the reliability of packet delivery. We find that with sequential retransmissions, the PDR improves at low vehicle density (i.e. low traffic load), but degrades at heavy loads where higher collisions induced by the retransmissions outweighs the benefit of repeated attempts.
I. INTRODUCTION Dedicated Short Range Communication (DSRC) refers to the use of vehicle-to-vehicle and vehicle-to-infrastructure communications to improve road safety and increase transportation efficiency. Among the many candidate applications, cooperative collision avoidance (CCA) has attracted considerable interest in the research community as it can significantly improve road safety. In CCA, moving cars form a network to wirelessly communicate and warn each other of changing conditions or dangers ahead on the road to avoid accidents. This application requires timely communication of safety messages between vehicles with high reliability, and the medium access control (MAC) protocol has a vital role to play. Various MAC protocols have been proposed for vehicle-to-vehicle communications in the research literature [1] . In this paper we focus on the IEEE 802.11 distributed coordination function (DCF) MAC protocol, and develop an accurate analytical model for DCF when it is employed in broadcast mode for CCA. Furthermore, we propose and model an extension of DCF that uses a fixed number of sequential broadcast retransmissions to improve the reliability of packet delivery.
DCF is a carrier sense multiple access (CSMA) protocol that was originally developed for wireless LANs. It has recently been adopted by the IEEE standards body tasked with developing the forthcoming IEEE 802.11p amendment for DSRC [2] . Some of the technical attributes that make DCF suitable for vehicle-to-vehicle communications are that it is a decentralized MAC protocol, it can operate with a variety of traffic loads, it does not require much reconfiguration upon a change in topology, and it supports both unicast and broadcast operating modes. The broadcast mode is more appropriate for time-critical applications like CCA because, unlike unicast, broadcast does not require the establishment of an association context between stations before data communications can commence. The broadcast could use multihop transmissions to enhance coverage, but recent studies suggest that a single-hop transmission is sufficient in most situations to reach all neighboring vehicles in an accident's vicinity [3] . The drawback of broadcast mode is that it is less reliable, since it cannot support any request-response handshaking procedures that typically improve reliability such as conventional acknowledgement or virtual carrier sensing (RTS/CTS), due to the risk of a "storm" of response packets. The CCA application typically requires a packet delivery ratio (PDR) of at least 90% [4] , and it has been suggested in [5] that the conventional DCF broadcast protocol may be unable to meet this requirement.
Several proposals to improve the reliability of DCF have appeared in the literature. Broadcasting RTS/CTS by way of multiple unicast [6] , implementing a so-called requestto-broadcast/clear-to-broadcast (RTB/CTB) [7] or introducing out-of-band signalling using a busy tone [8] are just a few examples. All of these improvements, however, consist of significant protocol overhead or additional bandwidth requirements (in case of out-of-band signalling). To minimize protocol overhead, we will study the use of retransmissions of broadcast messages to improve reliability. To this end, we are motivated to develop a comprehensive analytical model to predict the behavior of the DCF protocol in unsaturated broadcast networks with and without retransmission. We take special care to model the significant detrimental effect of hidden terminals.
The performance of DCF has been extensively studied in the wireless LAN environment. Bianchi [9] analyzed the performance of a saturated network using a Markov chain model and Malone et al [10] extended the model to the unsaturated case. Tickoo and Sikdar [11] developed an alternative unsaturated model by modeling each station as a G/G/1 queue. Note that in most previous DCF performance analyses, unicast rather than broadcast communications was considered. An exception is [12] , where the authors developed an analytical model to determine the probability of packet collision in the broadcast scenario. However, none of the above mentioned works deal with the presence of hidden terminals (i.e. they assume a fully connected network). Although there exists a wide body of literature analyzing the hidden terminal problem, several limitations of those models were highlighted in [13] for the case of unicast communication. The authors of [5] attempted to capture the characteristics of the DSRC safety communications where broadcasting takes place in an unsaturated network with hidden terminals. But the renewal theory based argument used in their model is not entirely suitable for hidden terminal analysis, as pointed out in [13] . Furthermore, the IEEE 802.11 DCF protocol was not properly modeled in [5] , since the analysis assumes that a backoff is initiated for each packet at a node, irrespective of whether the channel is idle or busy. Finally, none of the existing analytical models capture the impact of possible retransmissions in the broadcast environment.
The rest of this paper is organized as follows. In Section II, we provide an overview of DSRC challenges and standardization activities. We then consider a retransmission scheme referred to as a sequential retransmission scheme that does not rely on additional signaling. In Section III, we develop a generic analytical model for the DCF protocol with and without retransmission. We validate our model via comparison with simulation and discuss the results in Section IV. Finally, we conclude the paper in Section V.
II. OVERVIEW OF THE DSRC PROTOCOL
One of the goals of emerging DSRC systems is to enhance road safety by supporting the transmission of safety messages. Broadcast communication is appropriate for timecritical applications like road safety because, unlike unicast, broadcast does not require the establishment of an association context between stations before data communications can commence. To enable preventative action, it is essential that safety messages are received correctly by surrounding vehicles in a timely fashion. One of the main hurdles to achieve that objective is the loss of packets due to the presence of hidden terminals. This occurs when a node is transmitting to a target node while a third node that is unaware of the transmitter also starts its transmission and causes interference at the receiver. The hidden terminal problem can afflict all decentralized wireless networks, but is particularly severe in broadcast scenarios.
The IEEE Wireless Access in Vehicular Environment (WAVE) project is developing specifications for DSRC, including the IEEE 802.11p standard [14] for the MAC and PHY. The 802.11p MAC protocol, like other 802.11 variants, will use the distributed coordination function (DCF) for channel access.
A. IEEE 802.11 DCF Protocol Description
In the IEEE 802.11 DCF, nodes contend for the channel using a carrier sense multiple access mechanism with collision avoidance (CSMA/CA). When a node has a packet to send, the channel must be sensed idle for a guard period known as the distributed interframe space, DIFS. If during that period of time, the channel becomes busy, then the access is deferred until the channel becomes idle again and a backoff process is initiated. Backoff intervals are slotted, and stations are only permitted to commence transmissions at the beginning of slots. The discrete backoff time is uniformly distributed in the range [0, W − 1], where W is called the contention window. The backoff time counter is decremented by one at the end of each idle slot. It is frozen when a packet transmission is detected on the channel, and reactivated after the channel is sensed idle again for a guard period. The guard period is equal to a DIFS if the transmitted packet was error-free, and equal to the extended interframe space, EIFS, if the packet was in error. The station transmits when the backoff counter reaches zero. A collision occurs when the counters of two or more stations reach zero in the same slot. In broadcast mode, there is no ACK sent after the successful reception of a data packet, so the sender is unaware of any packet collision and there is no retransmission. After every data packet transmission, a station initiates a post-transmission random backoff.
In unicast communications, the RTS/CTS access method is provided to alleviate the hidden terminal problem. However, it is not feasible to use the RTS/CTS method for broadcast communications because it requires a handshaking exchange between sender and receiver.
B. Sequential Retransmission
We investigate a simple retransmission mechanism (referred to as a sequential retransmission scheme) where the retransmissions are automatically carried out without feedback from the receivers, i.e. every safety message is retransmitted a fixed number of times. Furthermore, to mitigate repeat collisions, a backoff process with unchanging contention window W is executed between retransmissions. The advantages of this scheme are that it does not introduce any additional protocol overhead and is compatible with the DCF protocol of the forthcoming DSRC standard. Note that a similar approach using message retransmission has been proposed in [15] for non-standard MAC protocols.
III. PERFORMANCE ANALYSIS

A. System Model
Let us consider a scenario of vehicle-to-vehicle communications for CCA applications on a highway. The highway consists of several lanes with vehicles moving in both directions. In our model we make the following assumptions: A.1. vehicles on the highway can be represented as a collection of random and statistically identical stations in a one dimensional mobile ad-hoc network that are stationary during the communication interval; A.2. the transmission range and sensing range for each station are equal, deterministic and denoted by R; A.3. data packets are generated at each station according to a Poisson process with rate λ [packets/sec]; A.4. the collision probability experienced by a station is constant regardless of the state; A.5. channel conditions are ideal within the radius R, packet loss occurs solely as a result of packet collisions, and collisions lead to the loss of all collided packets. Assumption A.1 holds when the network topology does not change significantly during one packet transmission time, and the distance between lanes on the highway is negligible compared to the length of the network. Assumption A.2 implies that any vehicle in the range [R, 2R] and [−2R, −R] of a selected (tagged) vehicle is a potential hidden terminal. Let β be a vehicle density in vehicles per meter on the highway. The average number of vehicles in the transmission range of the tagged vehicle including the tagged station is N tr = 1 + 2βR, and the average number of vehicles in the potential hidden terminal area is N ph = 2βR. Assumptions A.3, A.4 and A.5 are common in performance studies of the MAC protocol in mobile wireless ad-hoc networks [5] and help make the model analytically tractable, while still yielding meaningful indications of MAC performance. In this section, we assume that each packet is transmitted m times while performing the backoff process in between each of the transmission attempts. Furthermore, the effect of the post backoff period [13] on packet delay is not considered in our model. With the above assumptions, each vehicle can be modeled as an M/G/1 queue with an infinite transmit buffer size, i.e. no packet loss due to buffer overflow. While an infinite buffer size is obviously an idealization, it may be reasonable in safety applications since there should not be many packets waiting to be broadcasted. Our objective is to develop a fixed point approximation to compute the collision probability and the end-to-end packet delay experienced by the tagged vehicle. To this end, the fixed point approximation is established by combining the set of equations for the collision probability expressed in terms of the delay experienced by each packet sent by the tagged station, with an opposing set of equations for the delay expressed in terms of the collision probability. We derive the former set of equations in subsection III-B and the latter in subsection III-D.
B. Collision Probability
In this subsection, we derive the collision probability without accounting for hidden terminals (i.e. "direct" collisions only), and in the next subsection, we modify the model to allow for hidden terminals. We denote the direct collision probability as p dc,i in the i th attempt. To calculate the collision probability for the first transmission attempt, we recall that when a packet arrives to an empty buffer and finds the channel idle for a DIFS period, the vehicle immediately sends the packet without performing a backoff. In this case, a collision can occur only when another packet becomes available for transmission by some other vehicle within the propagation delay. As the propagation delay in the studied transmission range is negligible, we can ignore any collisions of this type. So, we first calculate the probability of performing a backoff and then calculate the collision probability for the first transmission attempt. As described before, we model each station as an M/G/1/∞ queue and define ρ as the queue utilization expressed as
where E[S] is the average service time, to be derived in subsection III-E. From standard M/G/1/∞ queueing theory, the stationary probability that the buffer is empty is given by 1 − ρ; we use this quantity to define the probability that the buffer is empty when the concerned packet arrives to the buffer from the higher layers. We also define p b as the probability that the channel is sensed busy when a new packet arrives. Therefore, assuming independence between empty buffer and busy channel, the probability that the packet undergoes a backoff is 1
The expression for p b will be derived later in this section. After the backoff of the tagged vehicle is completed, the tagged vehicle sends the packet in the following slot. If another vehicle sends a packet at the same slot as the tagged vehicle, a collision occurs and both packets will be lost. Let τ be the probability that a vehicle attempts to transmit in an arbitrary slot given that it has a packet in the queue. Based on a mean-value approach, τ can then be approximated as τ = 1/(W + 1) whereW is the average number of backoff slots preceding a transmission.
For any vehicle other than the tagged vehicle, the probability of transmitting in any arbitrary slot is ρτ . A collision occurs when any of the N tr − 1 vehicles transmit in the same slot as the tagged vehicle given that the tagged vehicle performs the backoff. So, the direct collision probability for the first attempt is given by
For the successive attempts, there is always a backoff preceding the packet transmission. So, the probability of a direct collision in the successive attempts p dc,i is given by
From (2) and (3) the average direct collision probability is calculated as
and the packet delivery ratio as
Next, we express the probability that the channel is sensed busy when a new packet arrives, p b , as
where p dc is the direct collision probability in (4) and T is the complete transmission time of a packet including the DIFS period. Equation (6) is based on quantifying portion of time the channel is busy due to transmissions. As we have 
C. Hidden Terminal Case
In the previous section, we obtained the collision probability assuming no hidden terminals. Now we present an approach to calculate the PDR when hidden terminals are present. We note that, two necessary conditions must be satisfied to avoid collisions between packets from hidden terminals and from the tagged vehicle. Firstly, when the tagged vehicle starts its transmission, none of the hidden terminals can be in the transmitting state; we denote this event as H 1,0 for the first transmission attempt. We say that a hidden terminal is in the transmitting state if it is either transmitting a packet or deferring for a DIFS period associated with an immediate packet transmission. Secondly, after the tagged vehicle starts its transmission given H 1,0 , none of the hidden terminals should start transmitting until after the tagged vehicle is finished; we denote this event as H 2,0 for the first transmission attempt.
For event H 1,0 in the first transmission attempt, we follow a similar argument as (6) to calculate the probability of finding all hidden terminals in the non-transmitting state. We note that, the event H 1,0 is the complement of the event of finding at least one hidden terminal in the transmitting state; we denote this complementary event as H 1,0 . As we have N ph hidden terminals transmitting λ [packets/sec] with m transmission attempts per packet, if there is no direct collision, then all the packet transmissions should take N ph mλT time each second. However, due to direct collisions among hidden terminals some packet transmissions will overlap. With the direct collision probability of p dc , we have N ph mλp dc such overlapping packets. If we assume no direct collision involving three or more packets, the transmission time to send the collided packets would be N ph mλT p dc /2. Adjusting for this collision period we can express the probability of event H 1,0 as
For event H 2,0 in the first transmission attempt, we need to calculate the probability that a packet is generated by the hidden terminal after the tagged vehicle starts its transmission and eventually collides with the transmission of the tagged vehicle. Note that, packets generated at the hidden terminal in the last time portion of one DIFS period of the tagged vehicle's transmission will not collide because the hidden terminal will still be deferring for a DIFS period when the tagged vehicle finishes its transmission. Since, packet arrives in each station's transmit buffer according to a Poisson process, the combined packet arrival from all the hidden terminals is also Poisson with rate λN ph [packets/sec] with m transmission attempts per packet. So, the condition H 2,0 is met if no packet is generated at any of the hidden terminals during t data − t dif s period and the probability of such event is expressed as
where t data is the transmission time of a packet and t dif s is the duration of DIFS period. Because the events H 1,0 and H 2,0 are independent, the probability that no collision occurs during the first attempt due to hidden terminal is given as
Now, we calculate the probability for hidden terminal collision in the successive transmission attempts given that hidden collisions occurred for all the previous attempts. We note that hidden collisions in successive attempts are not fully independent. If a collision occurs in the first attempt where the collided packet is not in its last transmission attempt, successive transmission attempts may result in collision. We need to calculate the probability of successive collision, p scv given that the first attempt resulted in a collision due to hidden terminal and the other packet is not in its last attempt. The mean time taken by the first node to finish its second transmission after the second node finishes its first transmission is t data /2 + (W − 1)/2. Now, we can calculate the probability of successive collision as
and the probability that the other packet is not in its last attempt is m−i m for the i th retransmission. We assume that collision due to all other hidden nodes in the potential hidden range can be calculated as previously. As such, the probability of no hidden collision for the successive attempts given that hidden collisions occurred on all previous attempts is
Because direct collisions and collisions due to hidden terminals are independent, we get the expressions for the collision probabilities as
To calculate the packet delivery ratio, we note that a packet is dropped when all the transmission attempts fail. So, the PDR can be expressed as
D. Expression for the Delay
In this section, we derive an expression for the packet delay using probabilistic arguments. The total delay (or sojourn time) experienced by a packet of a tagged vehicle includes the waiting time of the packet in the queue, the access delay and the complete time to transmit the packet. The access delay is defined as the time interval between the instant the packet reaches the head of the queue, to the instant when the last attempt of the packet transmission starts. Thus, the access delay consists of the backoff periods associated with all the transmission attempts and all the previous transmission attempts of that particular packet. Now, we denote the total delay of the packet by D and write it as
where Q and A are random variables (r.v.'s) representing the queueing delay and access delay. For each packet transmission, the channel is occupied for the duration of the actual packet transmission (t data ) and one DIFS; recall that we define the complete transmission time T as the sum of the actual packet transmission time and one DIFS period. We also define the service time of the queue S as the sum of the access delay A and the transmission delay T .
To determine the access delay, we identify three scenarios that can confront a newly-generated packet in a vehicle operating in an unsaturated network as following:
1) A packet arrives to an empty buffer and finds the channel idle with probability (1 − ρ)(1 − p b ). The access delay for the first attempt in this case is zero as the tagged vehicle transmits the packet without any backoff. 2) A packet arrives to an empty buffer but finds the channel busy with probability (1 − ρ)p b . The vehicle must wait until the ongoing transmission is finished and then perform a backoff before transmitting the packet. 3) A packet arrives to a non-empty buffer with probability ρ and when it reaches the head of the queue, a backoff is performed before transmitting the packet. Now, we can express the access delay for the first attempt, A 0 according to the above three cases as
where T Res = T − X is a remaining transmission time of a packet given X ≤ T where X is a R.V. representing the age of that transmission following an exponential distribution X ∼ 1−e −λt , B is the total backoff duration including periods when the backoff counter is suspended, and the notation 'w.p.' stands for 'with probability'. As each successive transmission attempt follows a backoff period, the access delay can be defined as
where, m is the number of transmission attempts for each of the packets. During the backoff process, every slot can be interrupted by successful transmissions or collisions of packets transmitted by other vehicles. During the interruption, the backoff counter is suspended and when the backoff counter is resumed, it starts from the beginning of the interrupted slot. For simplicity, we assume every backoff slot can be interrupted at most once. This simplification should not have a significant impact on accuracy, since the probability of multiple interruptions to the same slot is small. Thus, we can express B as a random sum
where σ represents the duration of a backoff slot, Y is the interruption period per slot, and U is the backoff counter value which is uniformly distributed in the range [0,
If no other vehicle transmits in a given slot, an interruption does not occur and Y equals zero. If one or more vehicles transmit in that slot, then the tagged vehicle will suspend its backoff process for the duration of the complete transmission, T . Recall that, the probability that a vehicle attempts to transmit in an arbitrary slot given that it has a packet in its buffer is given by τ and the probability that the buffer is non-empty is ρ. Therefore, the probability of a vehicle transmitting in an arbitrary slot is ρτ and a backoff slot of the tagged vehicle is interrupted when any of the other N tr − 1 vehicles transmit in that slot with probability 1 − (1 − ρτ ) Ntr−1 . Therefore, we can write Y as
where 1 − (1 − ρτ ) Ntr−1 is the probability that a slot is busy due to transmissions by other vehicles.
E. Mean and Standard Deviation
In this section, we determine the mean and standard deviation of the service time and the mean of the total delay. We express them using means and variances of the constituent random variables. From (15) , since A and T are independent, we can write
where E[X], StdDev[X] and Var[X] denotes the mean, standard deviation and variance of the random variable X. Considering fixed length packets for all vehicles, we have
To get the expected value and variance of the access delay, we first calculate the expected value and variance of the access delay for each transmission attempt. For the first transmission attempt, from (16) the mean and variance of A 0 can be written as
From (17), noting that A 0 , B, T are all independent of each other, we can calculate the expected value and variance of the access delay, A as
To calculate the mean and variance of the residual lifetime of an ongoing transmission, T Res , we first determine the probability distribution function of T Res . Note that the interarrival time of packets generated at each vehicle follows a memoryless exponential distribution with rate λ. So the interval between the starting time of an ongoing transmission and the arrival of a new packet at the tagged vehicle also follows an exponential distribution and we define it as X ∼ 1 − e −λt . Therefore, we can represent the distribution of T Res as the remaining transmission time, X = T − X, conditioned on X ≤ T . Now, the probability distribution function of X can be expressed as F X (x ) = 1 − F X (T − x ), where F Z (·) here represents the distribution function of Z. Applying the condition X ≤ T , we get
Differentiating (27), we obtain the probability density function as
Now, we can obtain the mean and variance of T Res from (28) as follows:
Using well-known identities for the mean and variance of a random sum [16] , it follows from (18) that
As U is a r.v. which is uniformly distributed in the range
For the interruption time Y , we can calculate the mean and variance from (19) as
Thus, based on (20)- (36), we can derive the mean and standard deviation of the service time in terms of p b and ρ. Now (1), (4), (6) , and (20) 
where Var[S] is calculated from (21). The mean total delay is then given by
IV. MODEL VALIDATION AND DISCUSSION
In this section, we present the simulation setup to validate our analytical model. For simulation, we use the ns-2 simulator (version 2.28) [17] with the patch provided in [18] to simulate and obtain packet delay and PDR. We use a ring topology in the simulation where we place vehicles on a circle to avoid any unwanted boundary effects. The vehicles are placed randomly on the circle where the average inter-vehicle distance is a function of vehicle density, β. Each vehicle is setup to broadcast messages with varying packet size, P and packet arrival rate, λ. All the other DSRC related parameters are listed in Table I . In Fig. 1 , we compare our analytical model with the model of Chen et al. in [5] for the cases of single transmission (i.e. no retransmission is allowed). We plot the mean total delay versus vehicle density for the case where R d = 24 [Mbps], packet arrival rate λ = 10 [packets/sec], and packet size P = 200 [bytes]. All the simulation results are plotted with 95% confidence intervals. Observe that Chen's model significantly overestimates the delay. This discrepancy in the delay can be explained as follows. In [5] , the authors assumed that for every packet, a backoff is performed before transmission, whereas according to the IEEE 802.11 DCF standard, no backoff is required if a newly generated packet arrives to an empty buffer and the channel is sensed idle for a DIFS period [19] . The PDR results from our model and Chen's model are compared in Fig.  2 . Observe again that our model is a much better match with the results obtained from the ns2 simulation. The discrepancy in the delay is one of the reasons for the PDR mismatch in [5] . Also, the model in [5] assumes that the vulnerable period 1 is divided into a number of independent variable slots. This assumption, however, is not accurate when the average backoff duration is smaller than the vulnerable period itself [13] . In Fig. 3 , we plot the mean of the total delay using (38) as a function of vehicle density, β, with different curves parameterized by the data rate R d [Mbps] , packet size P [bytes], and packet arrival rate λ [packets/sec]. Observe that our analytical model agrees well with the simulation results. In the plotted range, the mean delay increases almost linearly with the vehicle density, with the slope for the λ = 10 case being larger compared to the λ = 2 case. The biggest delay observed is less than 2 ms which is well below the maximum delay constraint of 400 ms for safety applications [20] .
Next, we plot the packet delivery ratio in Fig. 4 , where the analytical results are computed according to (14) . The analysis provides a reasonable match with the simulation results. For the λ = 2 case, we see that the PDR is above 90% up to medium vehicle densities (β ≤ 0.12). however, for the λ = 10 case, the PDR drops sharply with increasing vehicle density.
In Fig. 5 we compare the PDR results for sequential retrans- mission scheme with that of a single transmission scheme generated from the analytical model. For higher vehicle densities, the higher load on the channel due to retransmission causes the PDR performance to degrade compared to the single transmission case. However, we see slight improvement in PDR for lower vehicle densities, specially when the PDR is above 90%. The two major reasons for suboptimal performance in the sequential retransmission scheme are repeated collisions and higher load on the channel. In our future work, we will use the model to investigate the effect of other parameters such as contention window on the repeated collision and optimize the number of retransmission attempts in different channel load conditions.
V. CONCLUSION
We have developed a generic analytical model to evaluate the performance of the IEEE 802.11 DCF MAC protocol for safety applications in a DSRC network. Our analytical model enables the performance study of both the standard protocol and its proposed extension that uses a fixed number of sequential broadcast retransmissions to improve the reliability of packet delivery. The model casts each station as an M/G/1/∞ queue, and approximates the degree of nonsaturation via the probability of an empty buffer. We also address the challenging task of modeling the significant detrimental effect of hidden terminals. Our numerical results show that the use of sequential retransmissions degrades the PDR for moderate to high channel loads due to an increase in the collision probability. This finding suggests that if retransmissions are to improve the PDR for critical channel loads, a more intelligent mechanism that exploits feedback from the receivers is required.
