Generalized additive models for location scale and shape (GAMLSS) offer very flexible solutions to a wide range of statistical analysis problems, but can be challenging in terms of proper model specification. This complex task can be simplified using regularization techniques such as gradient boosting algorithms, but the estimates derived from such models are shrunken towards zero and it is consequently not straightforward to calculate proper confidence intervals or test statistics. In this article, we propose two strategies to obtain p-values for linear effect estimates for Gaussian location and scale models based on permutation tests and a parametric bootstrap approach. These procedures can provide a solution for one of the remaining problems in the application of gradient boosting algorithms for distributional regression in biostatistical data analyses. Results from extensive simulations indicate that in low-dimensional data both suggested approaches are able to hold the type-I error threshold and provide reasonable test power comparable to the Wald-type test for maximum likelihood inference. In high-dimensional data, when gradient boosting is the only feasible inference for this model class, the power decreases but the type-I error is still under control. In addition, we demonstrate the application of both tests in an epidemiological study to analyse the impact of physical exercise on both average and the stability of the lung function of elderly people in Germany.
Introduction
Regression models play a pivotal role in analyzing the relationship between an outcome of interest and multiple explanatory variables in many research areas. While the distribution of the response vector can usually be described by multiple parameters, the main focus of most regression problems lies on using a set of input variables to model only the mean. Although there exist very flexible tools like generalized additive models (GAM) [1] to model the pattern of this dependency, focusing solely on the expected value of a distribution may lead to overlooking patterns in the data that are for instance responsible for differences in the residual variance of Gaussian regression or the dispersion parameters for negative binomial regression. For this purpose, generalized additive models for location, scale and shape (GAMLSS) [2] extend the classical GAM by defining additional additive predictors to model the dependency on the covariates of up to = 1, … , distribution parameters =1,…, :
Here, (⋅) denotes known monotonic link functions and 1 , … , the (possibly different) input variables for each predictor and (⋅) describes the shape of the effect of on . Set up properly, this model class therefore not only serves to explicitly address violated model assumptions such as heteroskedasticity, but offers additional insights on the dependence structure between input variables and the outcome beyond the expectation of its distribution.
Since GAMLSS's are originally fitted via penalized maximum likelihood algorithms [3] , proper specification of all additive predictors quickly becomes a challenging task in practice. Therefore, Mayr et al. [4] proposed an alternative approach to GAMLSS inference based on a multivariate extension of gradient boosting [5] . The concept of boosting has been originally developed in the area of machine learning and was later adapted to the framework of common statistical regression models [6] [7] [8] [9] and continuously developed further [10] [11] [12] [13] . By using the iterative structure of boosting algorithms as regularizing constraints on the model to be estimated, this approach thereby implicitly allows for variable selection and to fit even over-parameterized models to highdimensional datasets with ≫ .
While gradient boosting provides a very flexible and versatile approach to model-based inference, it shares the fate of many other regularization techniques in that there is no straightforward way to compute proper test-statistics based on distributional assumptions for single regression coefficients like the t-test. This is due to the bias induced by shrinkage, which also affects otherwise viable alternatives such as bootstrap confidence intervals [13] . Although tuning the model results in a set of variables considered 'informative' based on whether they have been selected at least once by the algorithm or not at all, using for example cross-validation usually leads to the inclusion of many false positives, i.e. variables without true effect on the outcome [14] [15] [16] .
To overcome this limitation, Mayr et al. [17] proposed the application of permutation tests to analyse the effect of different medical devices on accuracy and random measurement error. The idea of using randomization techniques to test the effect estimates in regression models has been suggested very early [18] and considered especially useful in the presence of small sample size or disputable asymptotic assumptions in general. While different strategies with respect to the choice of the object to be permutated and the considered test statistic exist (see Kennedy and Cade [19] for an overview), Mayr et al. focused on permuting a single regressor variable which is then used instead of its original to fit the model on the data. Since the variable is known to be uncorrelated with the response after random permutation, repeating this procedure multiple times generates a distribution of the corresponding effect estimate under the null-hypothesis 0 ∶ = 0, i.e. has no true effect on the response.
Although the application scenario already involves the use of location and scale models from the Gaussian distribution as in the GAMLSS framework, this approach only works because the choice of the measurement device in an experimental setting is independent of other covariates, but will fail to hold the type-I error-bound in correlated designs since using the 'blank' effect estimate as test statistic ignores the loss of reliability in single estimates resulting from multicollinearity.
As a consequence, we propose two alternative strategies to obtain p-values for boosted location and scale models in the presence of correlated covariates. The first, the residual permutation test, is a slightly altered version of the 'simple' permutation test described above. By permuting the residuals of a linear regression of the variable of interest on all available covariates instead of the variable itself, independence to the covariates is ensured. The second uses the parametric bootstrap to create multiple new samples by ignoring the estimated impact of the variable of interest on a distribution parameter of the response.
Both procedures are described in more detail after a brief introduction to boosted GAMLSS [4] in Section 2. Section 3 provides the results of comprehensive simulations to investigate both the type-I-error rate and power of the suggested tests with respect to varying settings regarding the effect strength on expectation and variance. Finally, both tests are used with models applied on survey data to evaluate the contribution of physical training to both expectation and variance of lung function in middle-aged and elderly people in Germany in Section 4.
Methods

Boosting GAMLSS
The main idea behind all boosting algorithms is to repeatedly fit weak prediction functions to the data while each time emphasizing those parts of the response that were insufficiently predicted in previous iterations to eventually combine them into a strong ensemble [20] . Following a model-based boosting approach [8] , these base-learners are usually regression-type functions of a single input variable (e.g. simple linear effects or splines), which are fit to the negative gradient of a specified loss-function (e.g. residual sum of squares or the negative log-likelihood). Then, starting from an empty model, the algorithm updates only the best performing base-learner in each iteration, successively expanding the model in the direction where the loss is reduced most. This general concept allows to combine any base-learner with any suitable loss function, leading to a large number of different model classes (e.g., quantile regression [21] , conditional transformation models [22] or geoadditive regression [23] ) that can be fitted by boosting. with offset values, e.g.
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base-leaner
and find the one with the best fit: * = arg min
by a small step-length 0 < sl ≪ 1:
Applied to the GAMLSS framework, this approach results in the iterative steps presented in Algorithm 1, which is implemented in the R add-on package gamboostLSS [24, 25] . For the sake of generalizability, ℎ (⋅) denotes all types of implemented base-learners for the different distribution parameters and hence adopts the role of (⋅) from the introduction. For the remainder of this article, however, we only use the same linear prediction functions for all distribution parameters, so that = for all and ℎ ( ) = . After initialization, all predictors are iteratively updated by selecting the base-learner with the best fit on the negative gradient of the negative log-likelihood with respect to the order of . In the case of a Gaussian response with 1 = and 2 = , this means each iteration of the algorithm starts with updating the predictor for the expectation̂first before updating the variance component viâ. By stopping the algorithm before convergence, the model is effectively regularized and consequently shows similar behaviour as well as results as the probably more common lasso, including biased effect estimates [26, 27] . Hence, proper tuning of the algorithm allows for variable selection even in high-dimensional datasets where the number of candidate variables p exceeds the number of observation , i.e. ≫ .
Since using the same stop for all distribution parameters does not necessarily lead to the best solution with respect to loss reduction, separate stopping points can be determined in order to find the best model with the desired properties. These differing stop are usually determined using cross-validation or related approaches over a -dimensional grid of potential stopping values. However, this often leads to the inclusion of many false positive variables in the cross-validated solution due to the greedy nature of the algorithm and the explicit focus on minimizing the prediction error on the folds not used for estimating the model [28] . Therefore, boosted GAMLSS greatly benefit from alternative approaches able to evaluate the likelihood of an effect being truly informative for the parameter of an response distribution and being applicable in all kinds of data settings.
Residual permutation test
A potential approach to test the significance of regularized effect estimates of model-based boosting algorithms in the presence of correlated covariates is to slightly alter the proposed procedure for the permutation test [17] by replacing with the residualŝof the ordinary least squares solution of given all other candidate variables for all ≠ [29, 30] . Since the residuals are by design uncorrelated to all other variables except for the outcome , the conditions necessary for the approach to work are restored. Then, repeatedly permutinĝand refitting the model generates an empirical distribution of̂̂under the null-hypothesis, which can subsequently be used to estimate the p-value by comparing it to the model fit with the original residuals. This means that in order to conclude that there is a significant effect of the examined on the response variable for = 0.05, the absolute value of the effect estimate of its residuals should be larger than at least 95% of the absolute estimates derived from their randomly permuted versions. Algorithm 2 transfers the general concept to the estimation of p-values for boosted GAMLSS. Since using gradient boosting for inference involves shrinkage of all effect estimates, it should be noted that the degree of regularization is to be held constant for all estimated coefficients. Therefore, the same stopping iteration stop has to be used for all model fits in order to provide a fair comparison [31] .
In addition to substitutinĝfor if covariates are correlated, there is another important aspect to be considered if the same variable is used to model multiple distribution parameters. While it may at first seem efficient to use the permuted residuals in all predictorŝin order to compute the p-values for all̂̂simul-taneously, we recommend to permutêonly for a single predictor and use the original residuals to model the other distribution parameters instead. The reason for this is that in the case of a Gaussian distributed variable, for example, the estimation of̂clearly depends on the current value of̂. Hence, using the permutations in̂is more or less equivalent to completely removing the term, thereby directly influencing the estimation of̂.
While this modified permutation test solves the problem associated with correlated predictor variables, it should be noted that computing the residuals by means of ordinary least squares is not possible if > . As a consequence, using the residual permutation test is restricted to low-dimensional analyses even for boosting algorithms, thereby limiting the scope of potential applications. Since the residuals are only computed for a single variable and the coefficient itself is used as the test statistic, it is furthermore not applicable to test nonlinear effects or multiple hypotheses at once.
Parametric bootstrap
An alternative approach to hypothesis testing may be achieved via the bootstrap. As for permutation tests, the basic idea of bootstrapping experienced several developments over the past decades [32, 33] . The probably most common bootstrap is the creation of multiple new samples by repeatedly drawing observations from the original data with replacement. Then, computing the desired statistic separately on the new data sets produces an empirical bootstrap distribution from which a bootstrap confidence interval can be derived. For a short discussion within the context of boosting algorithms see Hofner et al. [13] , for likelihood-based inference on gamlss see Stasinopoulos et al. [34] . 
Our approach to generate significance tests focuses on the parametric bootstrap (see [35] in the context of random effect estimates). Instead of creating new data sets by sampling from the full rows in the original data, the parametric bootstrap generates a new response variable by drawing from a distribution under the null-hypothesis. This is accomplished by fitting a restricted model in addition to the full model to the data which neglects in the estimation of̂. In the case of Gaussian location and scale models, this leads to the new response vector being drawn from
where the superscript indicates that the predictors originate from the constrained null-model. Subsequently, both full and constrained model are then fitted to and the likelihood ratio statistic is computed. Since plays no part in the estimation of̂ [ null] , any advantage of the full model in comparison to the constrained model can therefore be attributed to chance alone. Repeating this process several times hence provides a distribution of the likelihood ratio statistic under the null hypothesis 0 ∶ = 0. Afterwards, the p-value of the estimate of interest can be derived from the proportion of likelihood ratio statistics computed on the simulated data exceeding that from the models fitted to the original data.
An overview of all steps in the context of boosted Gaussian location and scale models is provided in Algorithm 3. Similar to the permutation tests described in the previous subsection, the same stopping iteration stop should be used for all models to allow for a fair comparison except for the null-model used to create the new responses , which has to be fitted until convergence in order to catch all potential contributions to the prediction provided by the complete set of candidate variables.
Making use of the likelihood ratio as test statistic further allows the parametric bootstrap to be used to test also non-linear effects or multiple hypotheses at once. In contrast to the residual permuation approach, the parametric bootstrap is further also applicable when analyzing high-dimensional data. However, some caution is advised in these settings, as this complicates the estimation of the null-model used to draw the new bootstrap samples. Therefore, the true underlying regression function should at least be sparse in terms of the 1 -norm of the regression coefficients to ensure consistent estimations [36] . 
3 Simulation study
General setting
To investigate whether or not the suggested tests work as intended, we examined the performance of both methods using simulated data and compared them to the Wald-type test implemented in the gamlss-package [3] as well as the 2 -test based on the likelihood ratios. As a consequence, the general setting is required to be low-dimensional for both penalized maximum likelihood inference and residual permutation test to work.
To be precise, all simulated core data sets X are composed of = 5 predictor variables for = 200 cases. The response variable is then sampled from ( , ) with linear prediction functions for both expectation and variance as follows:
Due to using the log-link to ensure positivity, the variance term is susceptible to outliers. For this reason, all predictor variables are generated to follow a standard uniform distribution ∼ (0, 1) by using the cumulative density function of the Gaussian distribution Φ() so that
where the auxiliary matrix
) then leads to all data sets being quasi multivariate uniformly distributed with expected Toeplitz correlation structure = (2/3) | − | for all 1 ≤ , ≤ [37, 38] .
Since one of the advantages of model-based boosting algorithms is their applicability in high-dimensional scenarios, we also expanded the general setting by adding 300 uninformative uniformly distributed variables to the design. These expanded settings thus consist of = 305 predictor variables with = 200 cases. Moreover, we further simulated data in which the interesting effect is actually non-linear. However, the results are absolutely consistent with the results from the strictly linear cases, so we will focus on the latter in the following chapters and provide our additional results in the supplements ( Figure S3 and Figure S4 ).
Type-I-error
First, we focused on investigating the type-I-error rate, i.e. the probability of erroneously rejecting 0 by assuming a significant effect that does in fact not exist. Therefore, we started by first considering multiple scenarios regarding the true values of 1 and 1 to reflect these situations, while fixing 2 = −1 and 2 = 0.5 to add a correlated informative covariate to all designs. Finally, 3 , 4 and 5 are noise variables that influence neither expectation nor variance of the response but are of course still correlated to the other covariates in .
We then differentiated between the following three scenarios:
Setting 00: 1 = 0 and 1 = 0 ( 1 completely uninformative)
Setting 10: 1 = 1 and 1 = 0 ( 1 influences only the expected value)
Setting 01: 1 = 0 and 1 = 1 ( 1 influences only the variance)
For each setting, 1000 simulation runs were executed with the number of permutations or bootstrap samples both set to = 1000. Furthermore, an important aspect to be considered is the potential impact of shrinkage on the performance of both suggested approaches due to early stopping of the boosting algorithms. For this reason, we additionally examined the performance with regard to stopping at iterations stop ∈ {25, 50, 100, 200}. However, it should be noted that higher values for stop may be necessary in many practical scenarios, since all possibly informative variables have at least to be given the chance of being selected at all. Table 1 contains the estimated type-I-error rate for all simulated settings by reporting the proportion of pvalues smaller or equal to the commonly used significance threshold = 0.05. As anticipated by Mayr et al. [17] , the 'naive' permutation approach fails in all three simulation settings by rejecting the true 0 in clearly more than the admitted 5% of all simulations for both 1 and 1 due to the presence of correlated covariates. In contrast, substituting the residuals for 1 before applying the permutation test delivers results close to the desired proportion, in some settings even outperforming the Wald-type test implemented in gamlss. The same applies to the parametric bootstrap, which delivers proportions even closer to the desired 5%. Since the performance of the 2 -test is almost exactly on par with the Wald-type test, we only report the latter but provide all results in the supplements (Figure 4 ). 
Statistical power
The second important feature of statistical hypothesis tests is their power, i.e. the probability to correctly identify a truly existing effect by producing a p-value below or equal to the predefined -threshold. Therefore, we repeated the simulation study, each time slightly changing the true values 1 or 1 in steps of 0.2 while holding the other one constant. Since this involves considerable computational demands, we still executed 1000 simulation runs for each configuration but lowered to 200 for both residual permutation and parametric bootstrap.
Starting with the low dimensional setting, Figure 1 illustrates the performance of both tests compared to the Wald-type-test implemented in the gamlss-package, where all plots on the left side result from changing the true effect on the expectation of the response and the plots on the right side from changing the true effect on its variance. Moreover, the first row for each test represents the scenarios where 1 has no impact on the other parameter of the distribution of while the second row shows more difficult settings with 1 fixed at 1 for the evaluation of 1 and 1 fixed at 5 for the evaluation of 1 . The performance of the 2 -test still closely matches that of the Wald-type test and is reported in the supplements ( Figure S1 ). From a general perspective, it can be seen that the smaller the absolute true value becomes, the less likely it is to be identified as truly significant influence on or . As suggested by the previous section, this culminates in the type-I-error rate of approximately 5% represented by the fine dashed line when reaching 1 = 0 and 1 = 0, irrespective of both the effect on the other parameter and the number of iterations. Starting with the results for the residual permutation tests, it seems that the degree of regularization has no systematic effect on the power in the more simple setting, but the performance suffers if the algorithm is stopped very early if 1 is also informative for the other distribution parameter. This applies in particular to the tests regarding 1 , as the identification of the effect depends at least to some degree on the values of 1 and is therefore more difficult if this parameter is still subject to strong shrinkage. As a consequence, we again emphasize the need to run the algorithm long enough before computing the p-values, as the simulations further show that the estimated test power is almost exactly on top of or at least very close to the results of the gamlss-"gold-standard" if the model is not too strictly regularized. Most interestingly, however, while setting 1 = 1 increases the overall variance and consequently leads to a broader 'valley' of test power for 1 , the residual permutation test with stop ≥ 50 even outperforms the Wald-type-test in this scenario.
While these findings are for the main part also true for the results of the parametric bootstrap, there seems to be a shift in test power that intensifies for lower values of stop . This asymmetry in power superiority becomes particularly apparent by looking at the differences between the proportions resulting from the bootstrap and those of the gamlss-package ( Figure S2) . Moreover, the direction of this shift differs for location and scale: While small positive values of 1 lead to comparably lower test power with strong regularization, the opposite holds for 1 .
This phenomenon arises as a result of the parametric bootstrap approaching the correlation problem from a different angle, as -in contrast to the residual permutation test -creating new response vectors focuses on eliminating the correlation between negative gradient and the predictor variable of interest instead of that between the covariates. Depending mainly on the signs but to some degree also on the strength of the correlation between covariates and the negative gradient, this results in either over-emphasizing or attenuating the dif-ference in the log-likelihoods in early iterations. Reminding 2 = −1 and 2 = 0.5, the last row of Figure 1 clearly illustrates this pattern.
The asymmetric power regarding whether the true effect size is positive or negative is also observable in the expanded high-dimensional scenarios (Figure 2 ). Not surprisingly, the overall power of the test is smaller due to random correlation occuring between 1 and the large number of additional variables in the set. More interestingly, however, is the fact that larger values of stop seem to additionaly reduce the test power and for the variance parameter the test even seems to lose all power if the true 1 drifts too far into the negative. A potential explanation for the latter is that considering the general simulation setting, very small values of 1 result in very small variances in some regions of the response variable. Then, in case of high-dimensional data, large values of stop force the algorithm to drastically overfit and increase the likelihood based on spurious correlations. If 1 is positive the variance in will be higher overall, thereby attenuating this phenomenon and explaining the asymmetry in Figure 2 . Irrespective of the apparent influence on test power, however, it can be noted that applying the parametric bootstrap to test the significance of effect estimates from boosted location and scale models satisfies the type-Ierror rate regardless of the degree of regularization.
Peak expiratory flow and physical exercise
Impaired pulmonary function is one of the main causes held responsible for disability or even death of older adults [39, 40] . While low lung function is naturally both cause and consequence of various respiratory diseases, it has also been associated with cardio-vascular diseases, for example [41, 42] . Therefore, therapies that are able to improve or maintain lung function are of great value to both patients and health care system in general. As one might probably expect, sufficient physical exercise is a suitable way to achieve higher average lung function (e.g. [43] [44] [45] ). However, as overall health is dramatically worsening the lower the observed lung function, it might be of additional interest to examine the effect on the variance of the measurements, since a wider spread of the values would mean a higher proportion of patients in critical regions even without significant effect on the expectation. For this purpose, we use our suggested approaches to analyse data from the public release of the German Ageing Survey (DEAS), provided by the Research Data Center of the German Center of Gerontology (DZA) [46] . The survey comprises a sample of the German population aged 40 years and over and addresses a wide variety of topics including physical and mental health, social ressources and daily behaviour, with the latter including questions regarding the average time per week spent on sporting activities. Alongside the interview participants were also asked to perform a pulmonary function test to measure the peak flow in l/min which will be our response variable. Figure 3 shows the scatter plot for both variables. While controlled clinical experiments can resort to randomization, survey data such as the DEAS require potential confounders to be explicitly accounted for in the analyses in order to prevent misinterpretation of the effects one is primarily interested in. Therefore, we evaluate the effect of the amount of weekly sporting activities via the location and scale model 2̂(Peak flow)= 0 + 1 Sports + 2 Age + 3 BMI + 4 PD log (̂(Peak flow))= 0 + 1 Sports + 2 Age + 3 BMI + 4 PD, using the same linear model for both distribution parameters while adjusting for age, body-mass-index (BMI) and the presence of any pulmonary disease (PD). Table 2 shows the results for both residual permutation test and the parametric bootstrap approach after fitting the model above via gradient boosting for different stopping iterations as well as the Wald-type test implemented in gamlss. While all approaches clearly agree on a significant effect of the weekly amount of sporting activities on the expected peak flow achieved in the lung function test, computing p-values based on boosted location and scale models leads to a higher p-value and, consequently, to another test decision regarding the effect on the variance when stopping the algorithm early at 50 iterations. This can be traced back to the fact that the models considered in the simulation study involved only two potentially influential variables for both distribution parameters that were hence likely to be selected early on if truly informative. As stated in the simulation section, we therefore emphasize to run the algorithm long enough for more complex data settings.
Revisiting Figure 3 , however, it can be observed that female participants appear to have lower average peak flow. Moreover, gender is fairly correlated to the amount of weekly sporting activities. As a consequence, we estimated the model a second time and added a term to account for the participants gender in both and . The p-values resulting from this second model are shown in the lower half of Table 2 . For all applied methods, the effect of weekly sporting activities is not significant any more after the additional adjustment for gender. When stopping the algorithm very early, this eventually leads to the base-learner using the sports-variable not being selected once, consequently resulting in an estimated p-value of 1. While this of course does not necessarily mean that there is no true effect of the amount of sporting activities on the peak flow, the applied hypothesis tests are again in line with the results from the gamlss-package. 
Conclusion
With penalized likelihood maximization being the gold-standard in low-dimensional generalized additive models for location, scale and shape [2] , model-based boosting [4] represents a versatile alternative. By selecting only a single base-learner in each iteration of the algorithm, these type of boosting algorithms allow to fit models to high-dimensional datasets. In making use of the implicit model regularization induced by early stopping of the algorithm, boosting algorithms could further be used to perform data-driven variable selection. A drawback of the approach, however, is that the effect estimates are subject to shrinkage very similar to the lasso [27] . As a result, there exist no straight-forward way to provide similar confidence intervals or significance tests for effect estimates as in the original inference framework.
To provide some kind of error control with respect to the variable selection, earlier work focused on adapting stability selection [47] for boosting algorithms [48, 49] . However, particularly in biostatistics, researchers often not only want to name stable predictors but also want to assess the significance of single effects.
We propose two strategies that allow the calculation of p-values in correlated designs to further extend the scope of application scenarios for boosted location and scale models. The first, a residual permutation test, refines the basic permutation approach by permuting residuals from a linear regression instead of the original variable [29, 30] , while the second uses the concept of parametric bootstraps to generate new response vectors under the null-hypothesis. To the best of our knowledge, this is the first time that boosting approaches are combined with either method.
Based on extensive simulations in a Gaussian location and scale framework, we were able to show that both new suggested test strategies are able to hold the type-I-error rate in the presence of correlated covariates for different amounts of shrinkage imposed on the effect estimates. Moreover, both procedures lead to reasonable test power, especially if the variable of interest is only associated to either location or scale of the response. Results for the parametric bootstrap, on the other side, show a shift of test power for small absolute values of the true effect size if the model is regularized too strongly. While the residual permutation test therefore seems to be preferable to the parametric bootstrap in terms of test power, it should be noted that its application is limited to low-dimensional scenarios due to the prerequisite for first computing the residuals via ordinary least squares in order to ensure uncorrelatedness to all other covariates.
In low-dimensional data, boosting might be advantageous towards classical inference due to variable selection and greater flexibility with respect to different type of effects [50] . For high-dimensional data with more potential variables than observations, the boosting approach is the only feasible way to fit this model class, which makes any approach to compute significance tests in those settings even more important. Results of our simulations suggest, that the power of the parametric bootstrap test decreases, but the type-I error is still under control.
We further analysed data from an epidemiological study to model the relationship between lung function and sportive activity. Leading to the same test decisions compared to each other as well as the gamlss-package used as 'gold-standard' for two different model formulations, we were able to illustrate that both suggested approaches may result in meaningful statistical tests and further insights regarding single covariates based on boosted location and scale models.
A potential drawback of the suggested approaches is that their runtime scales approximately linear in , B and the final number of boosting iterations. Considering that the test power might be affected by stopping the algorithm too early, this may require some computational efforts for more complex problems. However, as all B repetitions can be run independently from each other they can be parallelized quite easily.
Since we restricted this work to linear effects in Gaussian distributed location and scale models, further research will investigate if the overall concept works with other distributional regression models as well. As the parametric bootstrap test is in fact based on the likelihood-ratio as test statistic, it should be also able to adapt it for non-linear effects. Additionally, we will investigate how our approaches perform with the recently proposed non-cyclical boosting algorithm by Thomas et al. [51] . On a broader perspective, the concept should in general also be applicable to other regularized regression techniques such as the lasso [26] .
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