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We show that any two Cartesian factorizations of a connected graph have a strict 
common refinement, improving on the unique factorization theorem of 
G. Sabidussi. (The Cartesian product is the product wherein two vertices are 
adjacent when they are adjacent in one coordinate and equal in all other coor- 
dinates.) Among the applications, we can deduce the strict refinement theorem for 
chain-finite pose&, and (using a Cartesian factorization algorithm of P. Winkler) we 
give a polynomial-time algorithm for cardinal factorization of connected finite 
posets. 0 1987 Academic Press, Inc. 
We will begin by reviewing and extending results of R. L. Graham and 
P. M. Winkler on isometric embeddings of graphs into Cartesian products 
[3], culminating with the strict refinement theorems. (These are not to be 
confused with the many strict refinement results on cardinal products of 
relational structures.) Then we consider several applications to graphs and 
posets. 
The Cartesian product of graphs is the product wherein two vertices are 
adjacent when they are adjacent in one coordinate and equal in all other 
coordinates. The Cartesian product is the only product we will use, except 
for the applications to cardinal products of posets. 
Throughout, G will be a connected undirected simple graph with at least 
one edge. Graphs are not necessarily finite. 
The distance between two vertices x and 2’ of G, denoted by d,(x, y) or 
just xy, is the length of a shortest path from x to y. Note that the distance 
function of a Cartesian product is the sum of the distance functions of the 
factors. 
An isometric embedding of graphs is a vertex map that preserves distance. 
It follows that such a map is an injective graph homomorphism. Further- 
more, the image is an isometric subgraph (hence an induced subgraph) of 
the range. 
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An irredundant isometric embedding into a Cartesian product, 
is an isometric embedding such that each factor has at least 2 vertices, and 
each projection pi= rc,o fl: G + Hi is surjective. Any isometric embedding 
into a product can be made irredundant by deleting unused vertices and 
factors. Note that a surjective isometric embedding is an isomorphism. 
Therefore, surjective i.i.e.3 are the same as direct factorizations with 
nontrivial factors. 
Let fl: G -+ n H, be an irredundant isometric embedding. Given an edge 
e = {x, y} of G, let B(e) be the unique coordinate j such that xi(x) # n,(y). 
Thus p  ^is a function from E(G) into the indexing set of the product. Of 
course fl determines a partition of E(G), which we denote by partition(b). 
We will see that this partition essentially determines b. 
It is easily checked that if e = (x, y} and f= {u, v} are edges such that 
b(e) # p(f), then xu + yv = xv + yu. Therefore, if xu + yv # xv + yu, then 
D(e) = b(f). Define a relation 0 on E(G) by {x, y > 8{ U, v} e xu + yv # 
xv + yu. This relation is easily seen to be well defined, reflexive, and sym- 
metric. Let 4 be the transitive closure of 8. Since 4 is an equivalence 
relation, it defines a partition of E(G), which we denote by partition(G). 
We have seen that fl is constant on equivalence classes of 0, which can be 
restated as follows. 
PROPOSITION 0. If /3 is an irredundant isometric embedding qf G, then 
partition(G) is a refinement of partition@). 
THEOREM 1. [3, p. 5281. If T is the union of some of the blocks of 
partition(G), P= {(.x0, x 1>, (x,, x,} ,..., (xkp 1, xk}} is a shortest path 
connecting x0 and .xkr and Q is another path connecting x0 and xk, then 
IQn TI 3 IPn TI. 
If T c E(G), let G(T) denote the graph formed by contracting all edges of 
G that are not in T. Note that the contraction map G + G(T) is surjective 
and sends an edge to an edge or a vertex. 
COROLLARY 2. If T is the union of some blocks of partition(G), and if 
(u, v} E T, then u and v are not identified in G(T). 
COROLLARY 3. If T is the union of some blocks of partition(G), then the 
image of a shortest path in G is a shortest path in G(T). 
COROLLARY 4. If T is the union of some blocks of partition(G), then 
partition(G( T)) is precisely the restriction of partition(G) to T. 
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Proof Let ix, y} and {u, u) be edges in T. Using Theorem 1 twice, 
with E(G) - T in place of T, we can deduce that shortest paths from x to u 
and from x to u have the same number of edges in E(G) - T. By this obser- 
vation and Corollary 3, it follows that the quantity xu - xu is the same in 
G(T) as in G. Similarly yv - yu is the same in G(T) as in G. Therefore 
xv - xu = yu - yu in G(T) just in case it is true in G, that is, {x, y } 8 {u, 21 i 
in G(T) just in case (x, y } O{ u, u} in G. I 
THEOREM 5 (cf. [3, Theorem 1 I). rf { Ti: i E Z} is a partition of E(G) 
that has partition(G) as a refinement, then the canonical map CI: 
G -+ n G(T,) (induced by the contractions) is an irredundant isometric 
embedding. 
Proof. The contraction maps a,: G -+ G( To are of course surjective. By 
Corollary 2, each G(T,) has at least one edge. It remains to show that CI is 
isometric. 
Let x and y be any two vertices of G, and let P be a shortest path from x 
to y. By Corollary 3, X,(P) is a shortest path in G(T,), hence d(a,(x), 
ri( y)) = lP n T,l. Therefore d(a(x), a(y)) = C d(ai(x), a,(y)) = C IP n Til = 
I PI = d(x, y). Thus a is isometric. B 
COROLLARY 6. Euery partition of E(G) that has partition(G) as a 
refinement is of the form partition(a) f or some irredundant isometric embed- 
ding a. 
THEOREM 7 (cf. [3, Theorem 31). Zf p: G + n Hi and y: G -+ n Ki are 
irredundant isometric embeddings such that partition(y) is a refinement of 
partition(p), then there exists a unique indexed partition (Si: i E Z} qf J and 
unique irredundant isometric embeddings wi: Hi + n {K,: jE Si} such that 
the diagram 
G P 
I 
bi21Hi 
I i 
Y nwi 
n Kj = n 
jEJ 
n Kj 
i= I jCSi 
FIGURE 1 
commutes. 
Proof: Let us consider uniqueness first. The diagram requires that 
b(e) = i o y (^e) E Si, or equivalently j E Si o fl($-‘( j)) = i. This fact deter- 
mines each Si uniquely. And this does make {S,: i E Z} into a partition, 
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which is essentially partition(P) considered as a partition of the blocks of 
partition(y). To see that wi is uniquely determined, consider a vertex x of 
Hi. Since p is irredundant, there is a vertex z of G such that pi(z) =x. In 
order that the diagram commute, we must have w((x) = (Y,(Z): Jo Si). This 
determines wi. We need to check that the formula for wi(x) is independent 
of the choice of Z; let z1 and z2 be two preimages of X. Choose a shortest 
path P in G from z1 to z2. Since /? is isometric, p(P) is a shortest path, 
hence is shortest in each coordinate. In particular, since the two ends have 
the same ith coordinate, t(e) # i for every edge e of P. Therefore, r(e) 6 S, 
for each edge e of P. Consequently y,(z,) = y,(z,) for each j in Si. This 
shows that wi is well defined. 
It remains to be shown that the function w, is an irredundant isometric 
embedding. First, let us argue that wi is a graph homomorphism. Given an 
edge {x, y} of Hi, find an edge {a, 6) of G such that Pi(a) =x and 
Pi(h) = JJ. (Any shortest path from a preimage of x to a preimage of y con- 
tains one such edge.) Therefore uli(x) = (y,(a): Jo Sj) and MJ~(Y) = (y,(b): 
YES;). Since b({u, b})= i, we have that $( {n, b}) E Si, so indeed MJJX) and 
w,(y) are adjacent. Next we show that MJ~ is isometric. We have the 
equations 
c mJi(Xh B;(Y)) = W(x), B(Y)) ,sI 
= 4% v) 
= 4Y(XL Y(Y)) 
= C C d(Yj(x), Yj(Y)), 
iEl//E.$ 
for each x, y in G (no longer necessarily adjacent.) (Infinite sums cause no 
problem here, because almost all terms are zero.) By our formula for wi, 
Therefore, 
c 4Pi(X)> B;(Y)) = c 4W,8i(X)> WiBi(V))i. iE/ iEl 
But also, since wi is a graph homomorphism, 
d(wiBi(.x)2 wiPr(V)) d d(Bi(x), Pi(Y)) for all i. 
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We conclude that d(wifli(x), w,pJ y)) = d(pi(x), p,(y)) for all i. Since p, is 
surjective, this proves that w, is isometric. 
Finally we verify that wi is irredundant. Of course each Ki has at least 2 
elements because y is irredundant. Surjectivity of the projection ?I,w;: 
Hi -+ Ki follows from surjectivity of y, and the commutative diagram. 1 
COROLLARY 8. If p: G + lJ Hi is an irredundant isometric embedding 
and M: G --f n G@-‘(i)) is the canonical embedding given by Theorem 5, 
then there exist unique isomorphisms Hir G@-‘(i)) such that the diagram 
'(i)) 
FIGURE 2 
commutes. 
Thus an irredundant isometric embedding is determined up to 
isomorphism by its partition. 
Now we will apply our knowledge of isometric embeddings to the special 
case of factorizations. Here our products will be finite, since every infinite 
Cartesian product of nontrivial graphs is disconnected. We omit the index- 
ing sets, using the convention that i and j belong to different indexing sets. 
THEOREM 9. (Strict Refinement). Zf b: G --t n Hi and y: G + JJ K, are 
tti’o factorizations qf G, then there exist graphs L,., and isomorphisms 6,: 
ff, + rII, L. ,’ e,: K,+n, L ,, , such that the diagram 
t  t  
IlinjLi j ~njniLi,j 
FIGURE 3 
commutes. 
Proof. By Corollary 6, there exists an irredundant isometric embedding 
DL: G + n,., L,,, such that partition(r) is exactly the meet of partition@) 
and partition(y). By two applications of Theorem 7, we obtain irredundant 
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isometric embeddings hi and sj such that the diagram commutes. If we 
show that these maps are surjective, we will be done. By symmetry, it 
suffices to show that hi is surjective. 
Consider the commutative diagram: 
FIGURE 4 
The path from G to Li,j that starts with a is surjective because CI is 
irredundant. Therefore all other paths from G to Lj,, are surjective. In par- 
ticular, the composite of the vertical maps on the right is surjective. The 
vertical maps in the middle are just products of instances of the vertical 
maps on the right, hence the composite of the vertical maps in the middle 
is also surjective. The factorization y is surjective, so we have a surjective 
path from G to JJ, L, j. It follows that hj is surjective, as desired. 1 
Let us think of a directed graph as an undirected graph plus an 
assignment of orientations to the edges. We do not allow loops or multiple 
edges, but we can think of P as an edge with both orientations. The 
Cartesian product of directed graphs is oriented in the obvious way. 
If G is a directed graph, a factorization /I: G + flj Hi is a directed fac- 
torization if the factors Hi can be oriented so that fl preserves orientation in 
both directions. (That is, it is not legal to map + to it.) The orientations 
of the factors are clearly unique if they exist, Equivalently, /I is a directed 
factorization if for every coordinate i and every pair of edges (x, u} and 
{u, u> of G such that B,(X) = pi(u) #/?i(v) = pi(v), (x, y) and (u, v) must be 
oriented identically. 
THEOREM 10 (Strict refinement for digraphs). If G is a directed graph 
and 8: G -+ ni H, and y: G --+ n, K, are two directed factorizations of G, 
then the strict refinement CI: G -+ fl,. j L, j is also a directedfactorization, and 
the resulting orientations of the factors L,j make the refinement maps 
Hi g nj Li,i and K, z ni Li,j into directed graph isomorphisms. 
Proof: Theorem 9 guarantees the existence of the factorizations c(, di, 
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and aj so that the diagram below commutes. So we only have to worry 
about orientations. 
FIGURE 5 
Consider a coordinate (i, j) with respect to the factorization a and a pair of 
edges (x, .Y} and (u, v j of G such that CI,, ,(x) = a,, ;(u) # a, ,(u) = ai,j( y). 
Choose a shortest path P from x to U. Since x and u have the same (& j) 
coordinate, all vertices along P must have the same (i, j) coordinate. We 
can translate P to produce a shortest path Q from 4’ to v. The structure of 
the Cartesian product implies that every corresponding pair of vertices from 
P and Q must be joined by an edge, 
._ .- iijr, , i' 
y--'--'--'--'--v 
Q 
FIGURE 6 
Now, to show that CI is a directed factorization, it will suffice to show that 
each consecutive pair of “rungs” on this “ladder” have the same orien- 
tation. Therefore we may assume that (x, ZA} and {u, v} are edges of G. 
These edges are both parallel to some coordinate (a, b) # (i, j). Either a # i 
or else b #j; without loss of generality, assume a f i. Remember that the 
coordinate pairs correspond to blocks of partition(a), with {x, y> and 
(u, U> belonging to the (i, j) block, and {x, U> and { y, TV} belonging to the 
(a, b) block. Since we assume a # i, these blocks are not merged in the 
coarser partition, partition(p). Therefore, pi(x) = /Ii(u) # pi(v) = fii(y). Since 
/? is a directed factorization, it follows that (x, v) and (u, v) must be orien- 
ted identically, as desired. Thus c( is a directed factorization, and this deter- 
mines orientations of the factors Li,j that make a into a diagraph 
isomorphism. The commutative diagram shows that JJ 6, and n gj are 
digraph isomorphisms. It follows that 6, and ej are digraph isomorphisms 
for every i and j. 1 
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APPLICATIONS 
Sabidussi proved [4] that a connected graph satisfying certain finiteness 
conditions has a Cartesian factorization into primes which is “unique to 
within isomorphisms.” There is some doubt as to exactly what this means. 
Following Jonsson [9, p. 111, we can draw the following distinction: An 
object G and a given definition of product have the unique factorization 
property if for every two prime factorizations, f: G P n A i and g: G E n Bj, 
there exists a bijection of indices n and isomorphisms hi: Ai + BXCi,. The 
strict unique factorization property says that, in addition, g = (n hi) of: For 
example, finite sets and finitely generated abelian groups have the unique 
factorization property but not the strict unique factorization property. 
However, the strict refinement theorems herein imply that connected 
graphs and digraphs have the strict unique factorization property. 
An application of the strict unique factorization property is that every 
automorphism of a product of primes is obtained by applying 
automorphisms of factors and permuting isomorphic factors. To see this, 
consider an automorphism CL, and observe that CI and the identity map are 
two different prime factorizations of the same object. In the case of un- 
directed connected graphs, this was proved by Sabidussi [4, Theorem 3.11. 
See [6] for an application of this automorphism principle to posets. 
This strict refinement theorem makes it easy to prove the following 
conjecture of Sabidussi [4, p. 4491. 
THEOREM 11. A nontrivial connected idempotent graph (G s G x G) can- 
not be expressed as a product of primes. 
ProoJ Suppose that a connected graph G has a factorization into 
primes as well as the factorization G g G x G. Choose such a prime fac- 
torization with the fewest possible factors; bear in mind that a factorization 
of a connected graph is always finite. A strict refinement of these two fac- 
torizations would yield an isomorphism of G with a product of fewer 
primes, a contradiction. 1 
Now we begin our applications to posets. Recall that the direct or car- 
dinal product of posets defines x < y in the product if and only rri(x) 6 xi(y) 
for each coordinate i. We say that x is covered by y in a given poset if x -=L y 
and there is nothing between x and y. This defines the edges of a directed 
graph called the directed covering graph or Hasse diagram of the poset. We 
denote the Hasse diagram of a poset P by H(P). Under certain conditions, 
e.g., if P is chain-finite, the reflexive transitive closure of H(P) is P. The 
connection between the cardinal and Cartesian products is that if P z n Qj 
(cardinal product of posets), then H(P) z n H(Qi) (Cartesian product of 
digraphs). This was observed in [IO, p. 1171. Conversely, if there is a 
148 JAMESW.WALKER 
digraph factorization H(P) z n Gi, then each G, is N( Qi) for some poset 
Q: and if P is the transitive closure of H(P), then Pg n Qi. (To see that 
a factor of a Hasse diagram is a Hasse diagram, note that there is a forbid- 
den subgraph characterization of Hasse diagrams: A Hasse diagram is a 
directed graph that contains no directed cycle, and no directed cycle with 
one edge reversed.) The next application, strict refinement for cardinal 
products of posets, is only mildly interesting, because previous proofs 
([ 1,2] which improved upon [S]) have no finiteness assumption. 
COROLLARY 12. If j: P -+ n Qi and y: P + n R, are two cardinal fac- 
torizations of a chain-finite poset P, then there exist, posets S,j and 
isonzorphisms ~3~: Q, + n, S, ,, E,: Ri + n, S,,, such that the diagram 
/\, 
Y 
ni Qi ni R.i 
n Fi n Ej 
FIGURE I 
commutes. 
Proof. Apply Theorem 10, strict refinement for digraphs, to the Hasse 
diagrams. 1 
Our final application is an algorithm that factors a finite connected poset 
in polynomial time. It is reasonable to restrict our attention to connected 
posets, because if we could factor arbitrary posets, then we could solve the 
graph isomorphism problem. By way of the Hasse diagram, it suffices to 
give a polynomial-time algorithm for finding a directed factorization of a 
finite connected directed graph. This problem was recently solved by 
Feigenbaum [ 111; we discuss a somewhat different method that was 
discovered independently. 
Polynomial-time algorithms for factoring an undirected connected graph 
with respect to the Cartesian product have recently been described by 
Winkler [S] and independently by Feigenbaum et al. 171. Given a finite 
connected directed graph D, let us apply such an algorithm to D, con- 
sidered as an undirected graph. Thus we obtain an undirected prime fac- 
torization b: D --, n;= I Hi. Of course we are not done, because this is 
probably not a directed factorization. Note that each factor has at least 2 
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elements, so n d log1 IDI. We will check every partition {S, r} of 
{ 1, 2,..., n}, as follows. The partition induces projections 
Ps: D + n H, iES 
and 
Check whether the undirected factorization 
t/s> PT): D-t n H- (;;, JxkHO 
is a directed factorization: For each directed edge (x, y) of D, assign the 
orientation (ps(x), as) in JJ;,, H,, and assign the orientation 
(Br(x), flT(y)) in niE T Hi. If we ever find ourselves assigning an orien- 
tation that is opposite to a previously existing orientation, and if D does 
not contain both orientations of the preimage, (x, y) and (v, x), then the 
factorization is not directed. Otherwise, we show that (bs, /jT) is a directed 
factorization. 
We need to verify that the method just described will find a directed fac- 
torization when one exists. Suppose that $: D -+ Q x R is a directed fac- 
torization. By strict refinement for undirected factorizations (Theorem 9), 
there exists a partition {S, 7’) of { 1, 2,..., II} and undirected factorizations 
u: D+ n H,, v: D+nH, 
iss it T 
so that the diagram 
ii Hian Hi x 
,=I 
n Hi 
icS iET 
FIGURE 8 
commutes. Using the graph isomorphisms u and u, we can orient nits H, 
and KIIitT H, so that (fis, pT) becomes a directed factorization. 
Finally, we remark that there is a simpler algorithm for factoring boun- 
ded posets. (A poset is bounrled if it has a least element, generically denoted 
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6, and a greatest element, denoted 1.) Note that every factor of a bounded 
poset is bounded. It is easily shown that a bounded poset P has a non- 
trivial direct factorization if and only if P has an element e # 6, I^ such that 
e has a meet and a join with every element of P, and the map P+ 
[6, e] x [e, 41 defined by .x--f (x A e, x v e) is an isomorphism. (An 
element e has this property when it has the form (f,6) in a nontrivial fac- 
torization.) Therefore, to factor a bounded poset P, one can simply search 
for such a special element. 
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