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Abstract
In this paper we continue the study of the variety MG of monadic Go¨del algebras. These
algebras are the equivalent algebraic semantics of the S5-modal expansion of Go¨del logic,
which is equivalent to the one-variable monadic fragment of first-order Go¨del logic. We
show three families of locally finite subvarieties of MG and give their equational bases. We
also introduce a topological duality for monadic Go¨del algebras and, as an application of
this representation theorem, we characterize congruences and give characterizations of the
locally finite subvarieties mentioned above by means of their dual spaces. Finally, we study
some further properties of the subvariety generated by monadic Go¨del chains: we present a
characteristic chain for this variety, we prove that a Glivenko-type theorem holds for these
algebras and we characterize free algebras over n generators.
1 Introduction and preliminaries
In this article we assume a general knowledge of Ha´jek’s Basic Logic and its equivalent algebraic
semantics, the variety of BL-algebras (see [13]).
In [13] Ha´jek introduced the S5-modal expansion S5(C) of any axiomatic extension C of his
Basic Logic BL. This logic is defined on the language of basic logic augmented with the unary
connectives  and ♦ by interpreting formulas on structures based on C-chains. This expansion
is particularly interesting because it is equivalent to the one-variable fragment of the first-order
extension of C (see [13]).
One of the most important extensions of BL is Go¨del logic G, obtained by adding the axiom
p → p2. This logic has been studied in recent papers (e.g. [6, 7, 8]). In [8] we showed a strong
completeness theorem for S5(G) based on an algebraic semantics for S5(G). This algebraic
semantics is the variety MG of monadic Go¨del algebras. We started the study of this variety in
[8]; the main objective of this article is to expand our understanding of this variety, especially
of some of its subvarieties, which naturally correspond to axiomatic extensions of S5(G).
MG is a subvariety of the variety MBL of monadic BL-algebras introduced in [7]. Monadic
BL-algebras are BL-algebras endowed with two unary operations ∀ and ∃ that satisfy the fol-
lowing identities:
(M1) ∀x→ x ≈ 1.
(M2) ∀(x→∀y) ≈ ∃x→∀y.
(M3) ∀(∀x→ y) ≈ ∀x→∀y.
(M4) ∀(∃x ∨ y) ≈ ∃x ∨ ∀y.
(M5) ∃(x ∗ x) ≈ ∃x ∗ ∃x.
The class MBL was defined as a candidate for the equivalent algebraic semantics of S5(BL);
note that we use ∀ and ∃ instead of  and ♦, respectively. The variety MG is obtained by adding
the identity x2 ≈ x to those for MBL (see [7, 8]). Note also that the identity (M5) becomes
trivial when x2 ≈ x holds.
Monadic Heyting algebras were introduced by Monteiro and Varsavksy in [16] and later
studied in depth by Bezhanishvili in [2]. In [7] we also showed that monadic Go¨del algebras
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coincide with monadic Heyting algebras that satisfy the prelinearity identity (x→y)∨(y→x) ≈ 1
and identity (M4).
The variety of monadic Go¨del algebras contains many subvarieties that are interesting to
study. We introduce some of these subvarieties in Section 2; specifically we introduce subvarieties
based on the notions of height and width of an algebra. The variety MG is not locally finite;
however, all the subvarieties introduced are proved to be locally finite varieties.
The aim of Section 3 is to give a topological representation of monadic Go¨del algebras
using Priestley spaces. The duality established is based on the duality given by Cignoli in
[9] for distributive lattices with an additive closure operator. As applications, we characterize
congruences on monadic Go¨del algebras by means of saturated closed increasing subsets of
the dual space, and we describe the dual spaces of the algebras belonging to the subvarieties
introduced in Section 2.
We devote Section 4 to study the subvariety generated by monadic Go¨del chains in more
depth. First we produce a characteristic chain for this subvariety, that is, a totally ordered
algebra that generates the whole variety. Then we prove a Glivenko-type theorem for this
variety. Recall that Glivenko showed in [12] that a propositional formula is provable in the
classical propositional logic if and only if its double negation is provable in the intuitionistic
propositional logic. This result has an algebraic formulation, that is, the double negation is a
homomorphism from each Heyting algebra onto the Boolean algebra of its regular elements. We
prove a Glivenko-type theorem (in an algebraic version) establishing a relation between algebras
in this variety and the class of monadic Go¨del algebras such that the image of ∃ is a Boolean
algebra. Finally, we close Section 4 with a full description of free algebras over a finite number of
generators in this variety; we give a procedure to calculate the dual spaces of the free algebras.
We finish this section summarizing the basic properties of monadic Go¨del algebras; all the
proofs can be found in [7] in the broader context of monadic BL-algebras. For brevity, if A is
a Go¨del algebra and we enrich it with a monadic structure, we denote the resulting algebra by
〈A, ∃, ∀〉. The next lemma collects some of the basic properties that hold true in any monadic
Go¨del algebra. We abbreviate “finitely subdirectly irreducible” as f.s.i.
Lemma 1.1. Let 〈A, ∃, ∀〉 be a monadic Go¨del algebra. Then:
(1) ∃A = ∀A;
(2) ∃A is a subalgebra of A;
(3) ∃a = min{c ∈ ∃A : c ≥ a} and ∀a = max{c ∈ ∃A : c ≤ a} for every a ∈ A;
(4) the lattices of congruences of 〈A, ∃, ∀〉 and ∃A are isomorphic;
(5) 〈A, ∃, ∀〉 is f.s.i. if and only if ∃A is totally ordered;
(6) 〈A, ∃, ∀〉 is subdirectly irreducible if and only if ∃A is totally ordered and there exists u ∈
∃A \ {1} such that a ≤ u for all a ∈ ∃A \ {1}.
The next lemma includes several arithmetical properties that are used constantly throughout
the paper.
Lemma 1.2. Let 〈A, ∃, ∀〉 be a monadic Go¨del algebra. Then, for any a, b ∈ A and c ∈ ∃A:
(1) ∀1 = ∃1 = 1 and ∀0 = ∃0 = 0;
(2) ∀c = ∃c = c;
(3) ∀a ≤ a ≤ ∃a;
(4) if a ≤ b, then ∀a ≤ ∀b and ∃a ≤ ∃b;
(5) ∀(a ∨ c) = ∀a ∨ c;
(6) ∃(a ∨ b) = ∃a ∨ ∃b;
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(7) ∀(a ∧ b) = ∀a ∧ ∀b;
(8) ∃(a ∧ c) = ∃a ∧ c;
(9) ∀(a→ c) = ∃a→ c;
(10) ∃(a→ c) ≤ ∀a→ c;
(11) ∀(c→ a) = c→∀a;
(12) ∃(c→ a) ≤ c→∃a;
(13) ∀¬a = ¬∃a;
(14) ∃¬a ≤ ¬∀a.
In [7] we give a characterization of those subalgebras of a given BL-algebra that may be the
range of the quantifiers ∀ and ∃. Given a BL-algebra A, we say that a subalgebra C ≤ A is
m-relatively complete if the following conditions hold:
(s1) For every a ∈ A, the subset {c ∈ C : c ≤ a} has a greatest element and {c ∈ C : c ≥ a} has
a least element.
(s2) For every a ∈ A and c1, c2 ∈ C such that c1 ≤ c2 ∨ a, there exists c3 ∈ C such that
c1 ≤ c2 ∨ c3 and c3 ≤ a.
(s3) For every a ∈ A and c1 ∈ C such that a ∗ a ≤ c1, there exists c2 ∈ C such that a ≤ c2 and
c2 ∗ c2 ≤ c1.
Under certain circumstances these conditions can be simplified. For example, if A is finite,
condition (s1) is trivially satisfied. If C is totally ordered, condition (s2) may be replaced by
the following simpler equivalent form:
(s2`) If 1 = c ∨ a for some c ∈ C, a ∈ A, then c = 1 or a = 1.
If A is a Go¨del algebra, condition (s3) is immediate since ∗ coincides with ∧.
Given a BL-algebra A and an m-relatively complete subalgebra C ≤ A, if we define on A
the operations
∃a := min{c ∈ C : c ≥ a}, ∀a := max{c ∈ C : c ≤ a},
then 〈A,∃,∀〉 is a monadic BL-algebra such that ∀A = ∃A = C.
2 Some locally finite subvarieties
In this section we introduce some subvarieties of MG. We prove that there are equations that
constrain the “height” or “width” of an algebra, and that the subvarieties determined by these
conditions are locally finite.
We start by recalling that the variety MG is not locally finite. In fact, there are f.s.i. algebras
that are not locally finite. For example, consider the monadic Go¨del algebra A := 〈[0, 1]NG,∃,∀〉,
where [0, 1]G is the standrad Go¨del algebra and ∃A is the set of constant sequences in [0, 1]NG.
Let a ∈ A be the sequence defined by a(n) := 1− 1n , n ∈ N. We claim that the subuniverse of A
generated by a is infinite. Indeed, consider the following sequences defined by recursion: a1 = a;
ak+1 := ak ∨ (ak→∀ak) for k ∈ N. It is straightforward to check that ak(n) = 1 for n < k, and
ak(n) = 1− 1n for n ≥ k. Since all these sequences are different, the subalgebra generated by a
in A is infinite.
We now introduce the notions of “height” and “width” that allow us to give examples of
locally finite subvarieties of MG.
It is known from [14] that the variety of Go¨del algebras generated by the chain with n
elements is characterized in G by means of the equation
n∨
i=1
(xi→ xi+1) ≈ 1.
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We denote by Hn the subvariety of MG characterized by this identity. The f.s.i. algebras in
Hn are precisely the monadic Go¨del algebras 〈A, ∃, ∀〉 where A is a subdirect product of Go¨del
chains with at most n elements; observe that ∃A is a Go¨del chain with at most n elements. We
say that the “height” of these algebras is at most n. It is worth noting that H2 is the variety of
monadic Boolean algebras.
We can define larger subvarieties of MG if we only require the subalgebra ∃A to be of finite
height. Let H∃n be the subvariety of MG axiomatized by the equation
n∨
i=1
(∃xi→∃xi+1) ≈ 1.
A f.s.i. monadic Go¨del algebra 〈A, ∃, ∀〉 belongs to H∃n if and only if ∃A is a Go¨del chain with
at most n elements.
Observe that, for any monadic Go¨del algebra 〈A, ∃,∀〉, we have that 〈A, ∃, ∀〉 ∈ H∃2 if and
only if ∃A is a Boolean algebra. Moreover, 〈A,∃,∀〉 is a f.s.i. algebra in H∃2 if and only if
∃A = {0, 1}. Now, since the two-element chain is the only simple Go¨del algebra, by Lemma 1.1
(4) 〈A, ∃, ∀〉 is a simple algebra in MG if and only if ∃A = {0, 1}. Thus H∃2 is the subvariety
of MG generated by its simple members. It is easy to see that H∃2 is a discriminator variety (in
fact, the largest one contained in MG) since the term
t(x, y, z) := (∀((x→ y) ∧ (y→ x)) ∧ z) ∨ (¬∀((x→ y) ∧ (y→ x)) ∧ x)
gives the ternary discriminator function on each f.s.i. (simple) algebra in H∃2 .
The varieties Hn and H∃n are characterized by some bounded “height”. We can also define
subvarieties of MG based on a notion of “width”. Consider the identity
∧
1≤i<j≤k+1
∀(xi ∨ xj)→
k+1∨
i=1
∀xi ≈ 1 (αk)
If a monadic Go¨del algebra A satisfies equation (αk) for some k, we say that A has finite width;
the width of A is the least of such k. We denote by Wk the subvariety of MG determined by
equation (αk). The following result justifies this terminology. An orthogonal set in a (monadic)
Go¨del algebra A is a subset S ⊆ A \ {1} such that x ∨ y = 1 for every x, y ∈ S, x 6= y.
Theorem 2.1. Let 〈A, ∃, ∀〉 be a f.s.i. monadic Go¨del algebra. The following conditions are
equivalent:
(1) 〈A, ∃, ∀〉 satisfies equation (αk);
(2) any orthogonal set in A has at most k elements;
(3) there are prime filters P1, . . . , Pr in A, r ≤ k, such that
⋂r
i=1 Pi = {1} and Pi ∩ ∃A = {1}
for 1 ≤ i ≤ r.
Proof. We first prove that (1) implies (2). Assume (1) holds and suppose there is an orthogonal
set S = {s1, . . . , sk, sk+1} with k + 1 elements. Then ∀(si ∨ sj) = ∀1 = 1 for every i 6= j, but∨k+1
i=1 ∀si = ∀si0 ≤ si0 < 1 for some i0, since ∃A is totally ordered. This contradicts the validity
of (αk).
Now assume condition (2) is true. Let r ≤ k be the maximal cardinality of orthogonal sets
in A and fix an r-element orthogonal set S = {s1, . . . , sr}. Consider the sets Pi = {x ∈ A :
x ∨ si = 1}. We claim that Pi are the desired prime filters. Indeed, it is clear that Pi are filters
on A. To prove that Pi is prime, suppose x ∨ y ∈ Pi but x, y /∈ Pi. Since (x ∨ si) ∨ (y ∨ si) = 1,
the set S′ = {x ∨ si, y ∨ si} ∪ S \ {si} is an orthogonal set. Hence S′ must contain at most r
elements. There are three possibilities: if x∨ si = sj , i 6= j, then x∨ si = sj ∨ si = 1, so x ∈ Pi,
4
a contradiction; if y ∨ si = sj , i 6= j, then y ∨ si = sj ∨ si = 1, so y ∈ Pi, a contradiction; if
x ∨ si = y ∨ si, then x ∨ si = x ∨ y ∨ si = 1, so x ∈ Pi, a contradiction. Thus Pi is prime for
1 ≤ i ≤ r. Moreover, if x ∈ ⋂ri=1 Pi, it must be that x = 1, since otherwise S ∪ {x} would be
an orthogonal set with r+ 1 elements. Finally, note that if c ∈ Pi ∩ ∃A, then c ∨ si = 1 and, by
condition (s2), c = 1. This concludes the proof that (2) implies (3).
Finally we prove that (3) implies (1). By the assumption we may consider A ≤ A1× . . .×Ar
with r ≤ k, where each Ai is totally ordered. Let a¯1, . . . , a¯k+1 ∈ A. Let b¯ =
∧
j<j′(a¯j ∨ a¯j′). For
each i ∈ {1, . . . , r}, consider the set Si := {a¯j(i) : 1 ≤ j ≤ k+ 1} ⊆ Ai and let ji ∈ {1, . . . , k+ 1}
be such that a¯ji(i) = minSi. Since {j1, . . . , jr} is a proper subset of {1, . . . , k + 1}, there is
j∗ ∈ {1, . . . , k + 1} such that j∗ 6= ji for 1 ≤ i ≤ r. Thus b¯ ≤ a¯j∗ and we have that
∧
j 6=j′
∀(a¯j ∨ a¯j′) = ∀
∧
j 6=j′
(a¯j ∨ a¯j′) = ∀b¯ ≤ ∀a¯j∗ ≤
k+1∨
j=1
∀a¯j .
This proves that (αk) holds in A.
Corollary 2.2. If 〈A, ∃, ∀〉 is a f.s.i. monadic Go¨del algebra of width k, there are totally ordered
Go¨del algebras A1, . . . ,Ak and an embedding ϕ : A → A1 × . . . ×Ak such that pii ◦ ϕ|∃A is an
embedding of ∃A into Ai for 1 ≤ i ≤ k (here pii is the projection on the i-th component).
Proof. Since 〈A,∃,∀〉 has width k, the previous theorem produces prime filters P1, . . . , Pk in
A such that
⋂k
i=1 Pi = {1} and Pi ∩ ∃A = {1} for 1 ≤ i ≤ k. We thus get an embedding
ϕ : A→ A/P1 × . . .×A/Pk with the desired property.
Remark 2.3. Note that W1 is the variety generated by monadic Go¨del chains. In addition,
observe that equation (α1) is equivalent to
(M6) ∀(x ∨ y) ≈ ∀x ∨ ∀y.
In [7] we already proved that the variety generated by chains is axiomatized by this identity in
the broader context of monadic BL-algebras.
Remark 2.4. Observe that, A ∈ H∃2 ∩W1 is f.s.i. if and only if A is a chain and ∃A = {0, 1}.
Then the lattice of subvarieties of H∃2 ∩W1 is isomorphic to that of G, that is, it is a chain of
type N⊕ {1}.
We now prove that all of the subvarieties here introduced are locally finite varieties.
Proposition 2.5. The variety H∃n is locally finite for every n.
Proof. Since the variety of Go¨del algebras is locally finite, for each natural number m the size
of an m-generated Go¨del algebra has an upper bound Nm. Now let 〈A, ∃, ∀〉 be a f.s.i. monadic
Go¨del algebra in H∃n generated by a set S of size m. We know that ∃A has at most n elements.
Thus A is a Go¨del algebra generated by the set S ∪ ∃A, which has at most m + n elements.
Therefore the size of A is bound by Nm+n. This shows that the class of f.s.i. algebras in H∃n is
uniformly locally finite. Thus, H∃n is a locally finite variety (see [3, Theorem 3.7]).
Since Hn ⊆ H∃n we also get the following result.
Corollary 2.6. The variety Hn is locally finite for every n.
We now prove that Wk is also a locally finite variety for every k.
Theorem 2.7. The class of f.s.i. algebras in Wk is uniformly locally finite.
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Proof. Let 〈A,∃,∀〉 be a f.s.i. monadic Go¨del algebra of width k. Let ϕ : A → A1 × . . . ×Ak
be a subdirect representation of A as given by Corollary 2.2. Without loss of generality assume
that pij ◦ ϕ is the identity on ∃A, thus ∃A is a subalgebra of each Aj .
For each j define two partial operations ∃j ,∀j on Aj by
∃jx := min{c ∈ ∃A : c ≥ x}, ∀jx := max{c ∈ ∃A : c ≤ x},
provided these elements exist.
Fix a1, . . . , an ∈ A and let B be the subalgebra of 〈A,∃,∀〉 generated by {a1, . . . , an}. We
show that B is finite.
Put ϕ(ai) = (ai1, . . . , aik), 1 ≤ i ≤ n. For each j, let Sj := {aij : 1 ≤ i ≤ n} ∪ {0, 1},
and put Cj := ∀jSj ∪ ∃jSj . Let S∗j := Sj ∪ C1 ∪ . . . ∪ Ck. Observe that S∗j is finite for every
j. We claim that ϕ(B) ⊆ S∗1 × . . . × S∗k which suffices to prove that B is finite. Indeed,
we show that A′ := ϕ−1(S∗1 × . . . × S∗k) is a subuniverse of 〈A,∃,∀〉. It is clear that A′ is
closed under Go¨del operations. Now fix x ∈ A′ and put ϕ(x) = (x1, . . . , xk). Consider the
down-sets Dj := {c ∈ ∃A : c ≤ xj}, 1 ≤ j ≤ k. Then
⋂k
j=1Dj = {c ∈ ∃A : c ≤ x} and
max
⋂k
j=1Dj exists (in fact, it is precisely ∀x). Since the family of down-sets {Dj : 1 ≤ j ≤ k}
is a chain (because ∃A is totally ordered), there is j0 such that
⋂k
j=1Dj = Dj0 . Hence ∀x =
max
⋂k
j=1Dj = maxDj0 = ∀j0xj0 . Now, since xj0 ∈ S∗j0 , we get that ∀j0xj0 ∈ S∗j for 1 ≤ j ≤ k,
so ϕ(∀x) = (∀x, . . . ,∀x) = (∀j0xj0 , . . . ,∀j0xj0) ∈ S∗1 × . . . × S∗k , which proves that ∀x ∈ A′.
Analogously ∃x ∈ A′. This proves that A′ is a finite subuniverse of A containing B.
Finally, note that |B| ≤ |S∗1 × . . .× S∗k | ≤ (n+ 2 + k(2n+ 4))k. Thus the size of n-generated
subalgebras of 〈A,∃, ∀〉 is uniformly bound.
Applying [3, Theorem 3.7] we get the following corollary.
Corollary 2.8. The variety Wk is locally finite for every k.
We close this section with an example that shows that there is much more to say about
locally finite algebras in MG.
Example 2.9. Let A := 〈[0, 1]G, ∃, ∀〉 where ∃A = [0, 1], and let B := 〈[0, 1]NG,∃, ∀〉 where
∃B = {0, 1}. Observe that both A and B are f.s.i. algebras in MG; in addition, note that
A ∈ W1 but has infinite height; on the other hand, B ∈ H∃2 but has infinite width. Now
consider the ordinal sum C := A⊕B where the top element in A is identified with the bottom
element in B. It is straightforward to check that C is locally finite, but has infinite width and
∃C is also infinite.
3 Priestley-type topological representation
In this section we give a topological representation for monadic Go¨del algebras. As an applica-
tion, we characterize congruences by means of saturated closed increasing subsets of the dual
space. We also describe the subvarieties introduced in the previous section by means of their
dual spaces. We will see in the next section that this duality is a most useful tool to characterize
free algebras in the variety W1.
We start by recalling the definitions needed to state the duality. For a poset 〈X,≤〉 and
Y ⊆ X, let (Y ] = {x ∈ X : x ≤ y for some y ∈ Y } and [Y ) = {x ∈ X : x ≥ y for some y ∈ Y }.
We write [x), (x] instead of [{x}), ({x}], respectively. We say that Y is decreasing if Y = (Y ]
and increasing if Y = [Y ).
A triple 〈X;≤, τ〉 is a totally order-disconnected topological space if 〈X,≤〉 is a poset, τ is a
topology on X, and for x, y ∈ X, if x 6≤ y, then there exists a clopen increasing set U ⊆ X such
that x ∈ U and y /∈ U . A compact totally order-disconnected space is called a Priestley space.
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In [17] it is proved that the category of bounded distributive lattices and homomorphisms is
dually equivalent to the category of Priestley spaces and order-preserving continuous functions.
More precisely, Priestley defined contravariant functors I and X as follows. If X is a Priestley
space, then I(X) is the lattice of clopen increasing subsets of X (we denote by I(X) the universe
of this lattice), and for each morphism f : X→ X′, I(f) is defined by I(f)(U) := f−1(U) for each
U ∈ I(X′). If L is a bounded distributive lattice, we denote by X(L) the set of prime filters of
L. Then X(L) is the Priestley space obtained by ordering X(L) by set inclusion and considering
the topology generated by the sets of the form σ(a) := {P ∈ X(L) : a ∈ P} and X(L) \ σ(a) for
each a ∈ L. If h : L → L′ is a homomorphism, then X(h) is defined by X(h)(P ) = h−1(P ) for
each P ∈ X(L′). It follows that σ : L→ I(X(L)) is a lattice isomorphism, and that the mapping
ε : X → X(I(X)) defined by the formula ε(x) := {U ∈ I(X) : x ∈ U} is a homeomorphism and
an order isomorphism. We refer the reader to [10] for basic properties of Priestley spaces and
Priestley duality.
Next we define the kind of Priestley spaces that will prove to be the duals of monadic Go¨del
algebras.
Definition 3.1. An MG-space X = 〈X;≤, τ, E〉 is a Priestley space 〈X;≤, τ〉 enriched with an
equivalence relation E defined on X that satisfies the following conditions:
(c1) (Y ] is clopen for every clopen Y ⊆ X.
(c2) [x) is a chain for every x ∈ X.
(c3) The relation E satisfies:
(c3a) ∃U ∈ I(X) for each U ∈ I(X), where ∃U is the union of all the equivalence classes
that contain an element of U ,
(c3b) ∀U ∈ I(X) for each U ∈ I(X), where ∀U is the union of all the equivalence classes
that are contained in U ,
(c3c) the equivalence classes determined by E are closed in X.
We denote by x¯ the equivalence class of an element x in a Priestley space enriched with an
equivalence relation E.
Let us recall that a Priestley space fulfilling condition (c1) is a Heyting space, that is, the
Priestley space associated to a Heyting algebra [11, 18]. If, in addition, the space satisfies
condition (c2), then it is possible to prove that the category of these spaces and its morphisms
is dually equivalent to the category of Go¨del algebras and homomorphisms [15].
Observe also that if a Priestley space is enriched with an equivalence relation E which satisfies
conditions (c3a) and (c3c), then the space is a Q-space [9]. Cignoli proved that the category of
Q-spaces is dually equivalent to the category of bounded distributive lattices with a quantifier ∃
(denoted by ∇ in his paper) that satisfies the identities ∃0 ≈ 0, x∧∃x ≈ x, ∃(x∧∃y) ≈ ∃x∧∃y,
∃(x ∨ y) ≈ ∃x ∨ ∃y, all of them valid in monadic Go¨del algebras.
Let L be a bounded distributive lattice. A unary operation ∀ : L → L is called an interior
operator if it satisfies the following identities ∀1 ≈ 1, x∧∀x ≈ ∀x, ∀∀x ≈ ∀x and ∀(x∧y) = ∀x∧∀y
(see [5]).
Theorem 3.2. Let L be a bounded distributive lattice with an interior operator ∀ and put
E := {(P,Q) ∈ X(L)2 : P ∩ ∀L = Q ∩ ∀L}, an equivalence relation over X(L). The following
are equivalent properties:
(i) Given P,Q ∈ X(L) such that P ∩∀L ⊆ Q∩∀L, there exists R ∈ X(L) such that (P,R) ∈ E
and R ⊆ Q.
(ii) If P ∈ X(L), a ∈ P and P ⊆ σ(a), then ∀a ∈ P .
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(iii) For each a ∈ L, ∀σ(a) = σ(∀a), where ∀σ(a) is the union of the equivalence classes
contained in σ(a).
(iv) For all a, b ∈ L, ∀(∀a ∨ b) = ∀a ∨ ∀b.
Proof. (i) implies (ii). Let P ∈ X(L) such that a ∈ P . We will prove that, if ∀a /∈ P , then
there exists R ∈ X(L) such that (P,R) ∈ E and a /∈ R. For that, let us consider the filter
F of L generated by P ∩ ∀L and the principal ideal J of L generated by a (note that P ∩ ∀L
is closed under ∧). Then F ∩ J = ∅. Indeed, if c ∈ F ∩ J , there is k ∈ P ∩ ∀L such that
k ≤ c ≤ a. Then k = ∀k ≤ ∀a and this contradicts that ∀a /∈ P . By the Prime Filter Theorem,
there exists a prime filter Q such that F ⊆ Q and Q ∩ J = ∅. We have that Q ∈ X(L) and
P ∩ ∀L ⊆ F ∩ ∀L ⊆ Q ∩ ∀L. Now by (i) we obtain R in X(L) such that (P,R) ∈ E and R ⊆ Q.
So, a /∈ R.
(ii) implies (iii). Let P ∈ ∀σ(a). By the definition of ∀, a ∈ P and P ⊆ σ(a). Considering
(ii) we have that ∀a ∈ P , and then P ∈ σ(∀a). Suppose now that P ∈ σ(∀a). Then P ∈ σ(a).
Let Q ∈ P , that is, P ∩∀L = Q∩∀L. Since ∀a ∈ P ∩∀L, we have that ∀a ∈ Q and then a ∈ Q.
Therefore P ⊆ σ(a), which implies that P ∈ ∀σ(a).
(iii) implies (iv). From (iii) and since σ is a lattice isomorphism, we have that σ(∀(∀a∨b)) =
∀σ(∀a ∨ b) = ∀(∀σ(a) ∪ σ(b)). Let us see that ∀(∀σ(a) ∪ σ(b)) = ∀σ(a) ∪ ∀σ(b). Indeed, if
P ∈ ∀(∀σ(a) ∪ σ(b)), then P ⊆ ∀σ(a) ∪ σ(b). If P ∩ ∀σ(a) 6= ∅, then P ⊆ ∀σ(a). On the other
hand, if P ∩∀σ(a) = ∅ then P ⊆ σ(b). In consequence, P ∈ ∀σ(a)∪∀σ(b). Let P ∈ ∀σ(a)∪∀σ(b).
Then P ∈ ∀σ(a) or P ∈ ∀σ(b). So, P ⊆ σ(a) or P ⊆ σ(b). Clearly, if P ⊆ σ(a), then P ⊆ ∀σ(a).
Thus, P ⊆ ∀σ(a) ∪ σ(b) and, from the definition of ∀, we have that P ∈ ∀(∀σ(a) ∪ σ(b)). Once
again, from (iii) and since σ is a lattice isomorphism, we obtain ∀σ(a)∪∀σ(b) = σ(∀a∨∀b). So,
σ(∀(∀a ∨ b)) = σ(∀a ∨ ∀b).
(iv) implies (i). Let P,Q ∈ X(L) such that P ∩∀L ⊆ Q∩∀L. Consider the filter F generated
by P ∩ ∀L and the ideal J generated by (L \Q) ∪ (∀L \ P ). Let us see that F ∩ J = ∅. Indeed,
if c ∈ F ∩ J , then there exist a ∈ L \ Q and ∀b /∈ P such that c ≤ a ∨ ∀b (note that ∀L \ P is
closed under ∨ by condition (iv)). Also, there exists d ∈ P ∩ ∀L such that d ≤ c. By (iv), we
have that d = ∀d ≤ ∀c ≤ ∀(a∨ ∀b) = ∀a∨ ∀b. Since d ∈ P ∩ ∀L, we have that ∀a∨ ∀b ∈ P ∩ ∀L.
From a /∈ Q, we obtain that ∀a /∈ Q. But P ∩ ∀L ⊆ Q ∩ ∀L, so ∀a /∈ P and then ∀b ∈ P , which
is a contradiction. By the Prime Filter Theorem there exists a prime filter R such that F ⊆ R
and R∩ J = ∅. Since L \Q ⊆ J ⊆ L \R, we have that R ⊆ Q. Let us prove that (P,R) ∈ E. If
c ∈ P ∩ ∀L, then c ∈ F and so c ∈ R. Thus, c ∈ R ∩ ∀L. Conversely, let c ∈ R ∩ ∀L. If c /∈ P ,
then c ∈ ∀L \ P and c ∈ J ⊆ L \R. So, c /∈ R. Then, c ∈ P ∩ ∀L.
Remark 3.3. Cignoli proved in [9, Theorem 2.2] a theorem analogous to Theorem 3.2 for bounded
distributive lattices with an additive closure operator. We included the proof of Theorem 3.2
because neither of the results follows directly from the other one, since these algebras are not
symmetric and the properties of ∀ are not mere consequences of the corresponding properties of
∃.
Let A be a monadic Go¨del algebra and let us consider the enriched Priestley space
〈X(A);⊆, τ, E〉 where E = {(P,Q) ∈ X(A)2 : P ∩ ∃A = Q ∩ ∃A}. We already know that
this space satisfies (c1), (c2), (c3a) and (c3c) ([9], [15]). Moreover, from Theorem 3.2 and the
fact that monadic Go¨del algebras satisfy the identity ∀(∀x ∨ y) ≈ ∀x ∨ ∀y, we have that (c3b)
is also satisfied. So, the next result follows.
Proposition 3.4. Let A ∈MG. Then 〈X(A);⊆, τ, E〉 is an MG-space.
Let X be an MG-space. Let us consider the lattice I(X), where we define U→V = X\(U \V ],
for U, V ∈ I(X), and, ∃ and ∀ as in (c3a) and (c3b).
Lemma 3.5. The algebra 〈I(X);∩,∪,→, ∅, X,∃,∀〉 satisfies:
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• 〈I(X);∩,∪,→, ∅, X〉 is a Go¨del algebra; and
• the following identities:
(1) ∀1 ≈ 1,
(2) ∃0 ≈ 0,
(3) ∀x→ x ≈ 1,
(4) x→∃x ≈ 1,
(5) ∀∃x ≈ ∃x,
(6) ∃∀x ≈ ∀x,
(7) ∀(x ∧ y) ≈ ∀x ∧ ∀y,
(8) ∃(x ∨ y) = ∃x ∨ ∃y,
(9) ∃(x ∧ ∃y) ≈ ∃x ∧ ∃y,
(10) ∀(∃x ∨ y) = ∃x ∨ ∀y.
Proof. The fact that 〈I(X);∩,∪,→, ∅, X〉 is a Go¨del algebra follows immediately from the known
duality for Go¨del algebras (see [10, 15]). Clearly from the definitions of ∃ and ∀ we have (1),
(3), (5) and (6). From [9], we have (2), (4), (8) and (9). It only remains to prove (7) and (10).
Indeed, clearly ∀(U ∩ V ) ⊆ ∀U ∩ ∀V . If x ∈ ∀U ∩ ∀V , then x ⊆ U and x ⊆ V . So, x ⊆ U ∩ V
and then x ∈ ∀(U ∩ V ). To see (10), let x ∈ ∃U ∪ ∀V . If x ∈ ∃U then x ⊆ ∃U . So, x ⊆ ∃U ∪ V
which means that x ∈ ∀(∃U ∪ V ). On the other hand, if x ∈ ∀V then x ⊆ V . So, x ⊆ ∃U ∪ V
and then x ∈ ∀(∃U ∪ V ). For the other inclusion, let x ∈ ∀(∃U ∪ V ). Then x ⊆ ∃U ∪ V . If
x ⊆ ∃U then x ⊆ ∃U ∪ ∀V . If x ∩ ∃U = ∅ then x ⊆ V . So, x ∈ ∀V .
From Lemma 3.5 we have that I(X) is a monadic Heyting algebra (as defined by Bezhanishvili
in [2]) that also satisfies the prelinearity identity and (M4). From [7, Theorem 5.9], we obtain
the following.
Proposition 3.6. If 〈X;≤, τ, E〉 is an MG-space then I(X) is a monadic Go¨del algebra.
Having established the correspondence between objects, we turn now to morphisms.
Definition 3.7. Let X and X′ be MG-spaces. An MG-morphism f from X to X′ is a con-
tinuous order-preserving map f : X → X′ such that f([x)) = [f(x)), ∃f−1(U ′) = f−1(∃U ′) and
∀f−1(U ′) = f−1(∀U ′) for every U ′ ∈ I(X′).
From the known dualities for Go¨del algebras and Q-distributive lattices we have that if X,X′
are MG-spaces and f : X → X′ is an MG-morphism, then I(f) : I(X′) → I(X) is a homomor-
phism. Conversely, if A,A′ are monadic Go¨del algebras and h : A → A′ is a homomorphism,
consider X(h) : X(A′)→ X(A). Again most of the conditions to check follow from the dualities
for Go¨del algebras and Q-distributive lattices; the only condition that remains to be proven is
that ∀X(h)−1(σ(a)) = X(h)−1(∀σ(a)) for every a ∈ A. Indeed, using item (iii) in Theorem 3.2
∀X(h)−1(σ(a)) = ∀σ(h(a)) = σ(∀h(a)) = σ(h(∀a)) = X(h)−1(σ(∀a)) = X(h)−1(∀σ(a)).
Thus, X(h) is an MG-morphism.
Clearly, σ : A → I(X(A)) is an isomorphism. The mapping ε : X → X(I(X)) is a homeo-
morphism, an order isomorphism and satisfies the condition:
(x, y) ∈ E ⇔ (ε(x), ε(y)) ∈ {(P,Q) ∈ X(I(X))×X(I(X)) : P ∩ ∃ I(X) = Q ∩ ∃ I(X)}
[9, Theorem 2.6]. Finally, the naturality of σ and ε follows immediately from the original
Priestley duality. So, we have proved the following theorem.
Theorem 3.8. The categories of monadic Go¨del algebras and MG-spaces are dually equivalent.
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3.1 Some applications of the duality
Recall that if A is a Heyting algebra and Y is a closed increasing subset of X(A), then θ(Y ) :=
{(a, b) ∈ A × A : σ(a) ∩ Y = σ(b) ∩ Y } is a congruence on A (see [11]). Moreover, the
correspondence Y 7→ θ(Y ) establishes an anti-isomorphism from the lattice of closed increasing
sets of X(A) onto the congruence lattice of A. This properties are clearly inherited by Go¨del
algebras. Next we derive a similar result for monadic Go¨del algebras.
Let X be an MG-space. A subset Y ⊆ X is called saturated if ∃Y = Y . Clearly, if Y is
saturated, then ∀Y = Y .
Theorem 3.9. Let A ∈ MG. Then, θ is a congruence of A if and only if θ = θ(Y ) :=
{(a, b) ∈ A× A : σ(a) ∩ Y = σ(b) ∩ Y } for some saturated closed increasing subset Y of X(A).
Consequently, Y 7→ θ(Y ) is an anti-isomoprhism from the lattice of saturated closed increasing
subsets of X(A) onto the lattice of congruences of A.
Proof. Let θ be a congruence of A. We know that there is a closed increasing subset Y ⊆ X(A)
such that θ = θ(Y ). It only remains to show that Y is saturated. Let us suppose that there
exists P ∈ ∃Y \ Y . Then, P 6⊆ Y . Since Y is increasing, if Q ∈ Y , then we have that Q 6⊆ P .
Thus, for each Q ∈ Y , there is aQ ∈ A such that Q ∈ σ(aQ) and P /∈ σ(aQ). Then,
Y ⊆
⋃
Q∈Y
σ(aQ).
Since Y is compact, there exists a ∈ A such that Y ⊆ σ(a) and P /∈ σ(a). From σ(a) ∩ Y =
Y = σ(1) ∩ Y , we obtain that (a, 1) ∈ θ. Let us see that (∀a, 1) /∈ θ, which is a contradiction.
Indeed, P 6⊆ Y , P /∈ σ(a) and P ∈ ∃Y . Then, there exists R ∈ P ∩ Y , that is, R /∈ σ(∀a) ∩ Y .
But R ∈ σ(1) ∩ Y = Y .
Conversely, let Y be a saturated closed increasing subset of X(A) such that θ = θ(Y ). In
particular, we know that θ is a congruence of the Go¨del reduct of A. Moreover, by [9, Lemma
3.1], we also know that θ preserves ∃. We need to prove that θ preserves ∀. Let a, b ∈ A such
that σ(a) ∩ Y = σ(b) ∩ Y . By taking into account Theorem 3.2, and since Y is saturated, we
have that ∀(σ(a) ∩ Y ) = ∀σ(a) ∩ ∀Y = σ(∀a) ∩ Y . Analogously ∀(σ(b) ∩ Y ) = σ(∀b) ∩ Y , which
implies what we wanted.
In the following theorem we characterize the MG-spaces corresponding to the algebras in the
subvarieties introduced in Section 2. Given an MG-space 〈X;≤, τ, E〉, observe that, since any
class x is closed, minx 6= ∅, where minx is the set of minimal elements of x. Moreover, since
principal decreasing subsets of X are also closed, x ⊆ [minx) (see [10]).
Theorem 3.10. Let A ∈MG, X(A) be its associated MG-space. Then:
(1) A ∈ Wk if and only if the equivalence class P has at most k minimal elements for every
P ∈ X(A).
(2) A ∈ W1 if and only if the equivalence class P has exactly one minimal element for every
P ∈ X(A).
(3) A ∈ Hn if and only if the chain [P ) has at most n− 1 elements for every P ∈ X(A).
(4) A ∈ H∃n if and only if [P )/E has at most n− 1 elements for every P ∈ X(A).
Proof. (1) Let A be a monadic Go¨del algebra that satisfies (αk). Let us suppose that there
exists P ∈ X(A) such that P has k + 1 minimal elements {Ni : 1 ≤ i ≤ k + 1}. For each i
and j, i 6= j, take aij ∈ A such that aij ∈ Ni \Nj , and let ai =
∧
j∈{1,··· ,k+1}\{i}
aij . Clearly
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ai ∈ Ni, but ai 6∈ Nj for j 6= i. Take bi = ai→
∨
j 6=i aj , 1 ≤ i ≤ k + 1. Then, for i 6= t we
have
bi ∨ bt =
∨
j 6=i
(ai→ aj) ∨
∨
j 6=t
(at→ aj) = 1
by prelinearity. So,
∧
1≤i<j≤k+1 ∀(bi ∨ bj) = 1. On the other hand, note that bi 6∈ Ni for
1 ≤ i ≤ k + 1, for otherwise ∨j 6=i aj ∈ Ni and some aj ∈ Ni with j 6= i. Then Ni 6∈ σ(bi),
so P 6⊆ σ(bi) for any i. Hence P /∈
⋃ ∀σ(bi), that is, ∨k+1i=1 ∀bi 6= 1. This contradicts that A
satisfies (αk).
Conversely, let us suppose now that each equivalence class P has at most k minimal elements.
Fix b1, . . . , bk+1 ∈ A. Let us see that
⋂
1≤i<j≤k+1 ∀(σ(bi) ∪ σ(bj)) ⊆
⋃
1≤j≤k+1 ∀σ(bj). Let
P ∈ ⋂1≤i<j≤k+1 ∀(σ(bi) ∪ σ(bj)). Then, P ⊆ σ(bi) ∪ σ(bj) for each i 6= j. Observe that if
N ∈ minP and N /∈ σ(bi) for some i, then N ∈ σ(bj) for all j 6= i. Since we have at most k
minimal elements in P then there exists t ∈ {1, · · · , k + 1} such that minP ⊆ σ(bt). Thus,
P ⊆ σ(bt) and so P ∈
⋃
1≤j≤k+1 ∀σ(bj).
(2) It follows from the previous item setting k = 1.
(3) The corresponding result for Go¨del algebras is well known. The present one follows imme-
diately since the identity that defines Hn does not involve the quantifiers.
(4) By the previous item, A ∈ H∃n if and only if [Q) has at most n − 1 elements for every
Q ∈ X(∃A) (here [Q) is considered in X(∃A)). We now show that the last condition is
equivalent to the one stated in the theorem.
Suppose P1 ( . . . ( Pn is a chain of n prime filters in A such that (Pi, Pj) /∈ E for i 6= j. It
follows immediately that P1 ∩ ∃A ( . . . ( Pn ∩ ∃A is a chain of n prime filters in ∃A.
Conversely, let Q1 ( . . . ( Qn be a chain of n prime filters in ∃A. We build a chain
P1 ( . . . ( Pn of n prime filters in A such that (Pi, Pj) 6∈ E for i 6= j. First let F be
the filter in A generated by Q1 and let J be the ideal in A generated by ∃A \ Q1. Since
F ∩ J = ∅, by the Prime Filter Theorem, there is a prime filter P1 in A such that F ⊆ P1
and P1∩J = ∅. It follows that P1∩∃A = Q1. Now assume P1 ( . . . ( Pk, k < n, are already
defined in such a way that Pi ∩ ∃A = Qi for 1 ≤ i ≤ k; we show how to build Pk+1 ∈ X(A)
so that Pk+1 ∩ ∃A = Qk+1. Let F be the filter generated by Pk ∪ Qk+1 and let J be the
ideal generated by ∃A \Qk+1. We claim that F ∩ J = ∅. Indeed, if x ∈ F ∩ J , then there is
p ∈ Pk, q ∈ Qk+1 and q′ ∈ ∃A \Qk+1 such that p∧ q ≤ x ≤ q′. Hence ∃(p∧ q) = ∃p∧ q ≤ q′.
But ∃p ∈ Pk ∩∃A = Qk ⊆ Qk+1. Then ∃p∧ q ∈ Qk+1, so q′ ∈ Qk+1, a contradiction. By the
Prime Filter Theorem, there is a prime filter Pk+1 in A containing F such that Pk+1∩J = ∅.
From these conditions it follows that Pk ⊆ Pk+1 and Pk+1 ∩ ∃A = Qk+1.
4 The subvariety generated by chains
In this section we study the subvariety W1 generated by the chains in MG. We give first a totally
ordered characteristic chain for W1, that is, a single totally ordered algebra that generates W1.
Then we prove a Glivenko type theorem for W1 and finally we characterize the free algebra in
W1 with n generators following a method analogous to those given in [1] and [19].
4.1 A characteristic chain for W1
In this section we give a characteristic chain for the variety W1, that is, a monadic Go¨del chain
A such that V (A) = W1.
As shown in Section 2, W1 is a locally finite variety, and, thus, it is generated by its finite
members; moreover, W1 is generated by all finite monadic Go¨del chains. Next we give a full
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description of finite chains and define an infinite chain A such that every finite chain belongs to
HS(A).
Given a Go¨del chain C we know that a subalgebra C′ of C is the range of the quantifiers of
an expansion 〈C, ∃, ∀〉 in MG if and only if conditions (s1), (s2`) and (s3) are met (see Section
1). Condition (s3) is trivially satisfied in Go¨del algebras and condition (s2`) is trivial in chains,
since 1 is join-irreducible. If, in addition, C is finite, given any subset X of C, we can define
quantifiers ∃ and ∀ over C such that ∃C = X ∪ {0, 1} in the following way
∃a := min{c ∈ X ∪ {0, 1} : c ≥ a}, ∀a := max{c ∈ X ∪ {0, 1} : c ≤ a},
for each a ∈ C.
Let m be a non-negative integer. Let Cm be the chain with m+ 2 elements
0 = a0 < a1 < . . . < am < am+1 = 1.
Let X := {0 = b0, b1, . . . , br, br+1 = 1} ⊆ Cm, where r ≤ m and bi < bj if i < j. For each
i ∈ {0, . . . , r}, let (bi, bi+1) := {a ∈ Cm : bi < a < bi+1}, and let mi be the cardinal of this set.
We denote by C(m,m0,...,mr) the monadic Go¨del algebra 〈Cm, ∃,∀〉 such that ∃Cm = X. Observe
that r+
r∑
i=0
mi = m. Clearly, if C is a finite monadic Go¨del chain, then C is isomorphic to some
C(m,m0,...,mr).
Let A := (N0×N0)∪{>}, where N0 := N∪{0}. Let us define on A the following total order:
• (a, b) < >, for any (a, b) ∈ N0 × N0,
• (a, b) ≤ (c, d) if and only if a < c, or, a = c and b ≤ d, (lexicographical order)
and the following quantifiers
∃> = > and ∃(a, b) =
{
(a, 0) if b = 0
(a+ 1, 0) if b 6= 0 ,
and
∀> = >, and, ∀(a, b) = (a, 0).
It is clear that A = 〈A;∨,∧,→,∃,∀, (0, 0),>〉 is a monadic Go¨del chain. Let us show that
every finite chain C(m,m0,...,mr) is a homomorphic image of a subalgebra of A.
Let S be the subalgebra of A whose subuniverse is given by
S = {(i, j) : 0 ≤ i ≤ r, 0 ≤ j ≤ mi} ∪ {(r + 1, 0)} ∪ {>}.
Let us rename the elements of C(m,m0,...,mr) in the following way
{a(0,0) = 0, a(0,1), . . . , a(0,m0), b1 = a(1,0), . . . , a(1,m1), . . . , a(r,0) = br, . . . , a(r,mr),> = br+1}.
If we define h : S→ C(m,m0,...,mr) as
h((i, j)) = a(i,j), h((r + 1, 0)) = h(>) = >,
then it is straightforward to prove that h is an homomorphism and C(m,m0,...,mr) is a homomor-
phic image of S. So, all finite chains of W1 are in the variety generated by A and consequently,
A is a characteristic algebra for this variety.
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4.2 A Glivenko-type theorem for W1
We recall some definitions of special elements. Given a (monadic) Go¨del algebra A, an element
a ∈ A is said to be:
• dense if ¬a = 0;
• regular if ¬¬a = a;
• boolean if a ∨ ¬a = 1.
We denote by D(A), Reg(A) and B(A) the set of dense, regular and boolean elements of A,
respectively.
Let A be a Go¨del algebra. In this case B(A) = Reg(A) is a subuniverse of A and we
denote the corresponding subalgebra by Reg(A). Moreover, D(A) is an filter and, by Glivenko’s
theorem, we have that Reg(A) ∼= A/D(A) and the map r : A→ Reg(A) defined by r(a) = ¬¬a
is a surjective homomorphism. Note that, since r(a) = r(¬¬a) for all a ∈ A, ¬¬a→ a ∈ D(A).
Lemma 4.1. For any monadic Go¨del algebra A, B(A) = Reg(A) is a subuniverse of A.
Proof. We already know that B(A) is a subuniverse of the Go¨del reduct of A. It remains to
show that it is also closed under ∃ and ∀. Let b ∈ B(A). Then ∃b∨¬∃b = ∃b∨∀¬b = ∀(∃b∨¬b) =
∀1 = 1, so ∃b ∈ B(A). Analogously, ∀b ∨ ¬∀b ≥ ∀b ∨ ∃¬b = ∀(b ∨ ∃¬b) = ∀1 = 1, so ∀b ∈ B(A)
too.
We introduce now some definitions pertaining specifically to monadic algebras. Let A be a
monadic Go¨del algebra. We denote by D∀(A) the set of elements a ∈ A such that ∀a ∈ D(A),
that is, D∀(A) = {a ∈ A : ¬∀a = 0}. It is straightforward to see that the set D∀(A) is a
monadic filter of A. Moreover, A/D∀(A) ∈ H∃2 . Indeed, since ∃a→ ¬¬∃a = 1 ∈ D∀(A) and
¬∀(¬¬∃a→∃a) = ¬(¬¬∃a→∃a) = 0, we have that ∃a and ¬¬∃a are identified in the quotient
A/D∀(A); thus, ∃ (A/D∀(A)) is a Boolean algebra. Bezhanishvili in [4, Corollary 6] proved a
similar result for monadic Heyting algebras by means of Esakia spaces.
We denote by Reg∀(A) the set of elements a ∈ A such that ∀a ∈ Reg(A), that is, Reg∀(A) =
{a ∈ A : ¬¬∀a = ∀a}. The following lemma shows that for algebras in the subvariety W1 the set
Reg∀(A) may be endowed with a structure of monadic Go¨del algebra in a natural way. Observe
that algebras in W1 satisfy the identity ¬¬x ≈ ¬¬∃x.
Lemma 4.2. If A ∈ W1, then Reg∀(A) := 〈Reg∀(A);∨,∧,→,∃r,∀, 0, 1〉 ∈ H∃2 ∩W1, where
∃ra := ¬¬a = ¬¬∃a.
Proof. Let a, b ∈ Reg∀(A). As ∀(a ∨ b) = ∀a ∨ ∀b ∈ Reg(A), we have a ∨ b ∈ Reg∀(A), and
since ∀(a ∧ b) = ∀a ∧ ∀b ∈ Reg(A), we also have that a ∧ b ∈ Reg∀(A). It is easy to see that in
a monadic Go¨del chain, if ∀b = ¬¬∀b, then ∀(a→ b) = ¬¬∀(a→ b); so, a→ b ∈ Reg∀(A).
Thus, 〈Reg∀(A);∨,∧,→, 0, 1〉 is a subalgebra of 〈A;∨,∧,→, 0, 1〉. It remains to show that
〈Reg∀(A);∃r, ∀〉 satisfies axioms (M1)-(M4) and (M6). Clearly ∃ra,∀a ∈ Reg∀(A), for all
a ∈ Reg∀(A), and (M1), (M3), (M4) and (M6) hold. To see (M2), since ∀(a→ ∀b) = ∃a→ ∀b,
we need to prove ∃a→∀b = ∃ra→∀b. Indeed:
∃a→∀b = ∃a→¬¬∀b = ¬∀b→¬∃a = ¬∀b→¬∃ra = ∃ra→¬¬∀b = ∃ra→∀b.
Thus, Reg∀(A) ∈W1. Finally, since ∃rReg∀(A) = Reg(A), then Reg∀(A) ∈ H∃2 .
We can now prove a Glivenko theorem for algebras in W1.
Theorem 4.3. If A ∈W1, then Reg∀(A) ∼= A/D∀(A).
Proof. We define the map g : A → Reg∀(A) by g(a) = a ∨ ¬¬∀a. Let us see that g is
a homomorphism of A onto Reg∀(A) such that g−1({1}) = D∀(A). Indeed, g(a ∨ b) =
(a∨b)∨¬¬∀(a∨b) = (a∨b)∨¬¬(∀a∨∀b) = (a∨¬¬∀a)∨(b∨¬¬∀b) = g(a)∨g(b). It is easy to see
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that the following holds in monadic Go¨del chains: (a∧ b)∨¬¬∀(a∧ b) = (a∨¬¬∀a)∧ (b∨¬¬∀b)
and (a→ b) ∨ ¬¬∀(a→ b) = (a ∨ ¬¬∀a)→ (b ∨ ¬¬∀b). Then, clearly, g(a ∧ b) = g(a) ∧ g(b)
and g(a → b) = g(a) → g(b). Also, g(∀a) = ∀a ∨ ¬¬∀a = ∀(a ∨ ¬¬∀a) = ∀g(a), and,
g(∃a) = ∃a ∨ ¬¬∀∃a = ∃a ∨ ¬¬∃a = ¬¬∃a = ¬¬∃a ∨ ¬¬∀a = ¬¬∃(a ∨ ¬¬∀a) = ∃rg(a).
So g is a homomorphism. Clearly g is onto Reg∀(A), since g(b) = b ∨ ¬¬∀b = b ∨ ∀b = b for
b ∈ Reg∀(A).
Finally, if ¬∀a = 0, then g(a) = 1. And, if 1 = a∨¬¬∀a, then 1 = ∀(a∨¬¬∀a) = ∀a∨¬¬∀a =
¬¬∀a, so a ∈ D∀(A). Then, g−1({1}) = D∀(A).
Corollary 4.4. If A ∈W1, then A/D∀(A) is semisimple.
In summary we have shown that for every A ∈ W1 the quotient algebra A/D∀(A) belongs
to H∃2 ∩W1. Since H∃2 is a discriminator variety, we have that A/D∀(A) is a Boolean product
of simple monadic Go¨del chains.
4.3 Free algebras in W1
Having a clear description of free algebras in a variety greatly improves the understanding of
the structures at hand. We devote the last part of this section to characterize the free algebra
F(n) in W1 with n generators.
First, we state some results for any finite monadic Go¨del algebra. Let A ∈ W1 be a finite
algebra. We denote by Π(A) the family of join-irreducible elements of A. We know that
P ∈ X(A) if and only if P = [p) is the filter generated by an element p ∈ Π(A). Let us recall
that 〈X(A),⊆〉 is dually isomorphic to the ordered set 〈Π(A),≤〉. The equivalence relation E
defined on X(A) (see §3) naturally induces an equivalence relation on Π(A) which we will also
denote by E, by an abuse of notation. Note that if p, q ∈ Π(A), (p, q) ∈ E iff [p)∩∃A = [q)∩∃A
iff ∃p = ∃q. We will use the set 〈Π(A), E〉 instead of 〈X(A), E〉. Recall that in any Go¨del
algebra the family of prime filters which contain a prime filter is a chain. Thus, if p ∈ Π(A)
then (p] ∩ Π(A) is a chain. In the sequel we write (p]Π instead of (p] ∩ Π(A). Note also that
(p]Π = (p]− {0}.
We say that p ∈ Π(A) ∩ ∃A has coordinates (m,m0, . . . ,mr) if
(p]Π = {p1, . . . , pm0 , pm0+1, pm0+2, . . . , pm0+m1+1, pm0+m1+2, . . . , pm+1 = p}
has m+ 1 elements and
(p]Π ∩ ∃A = {pm0+1, pm0+m1+2, . . . , pm+1 = p}.
That is, (p]Π is a chain with m+ 1 elements like
(p]Π = {p1, . . . , pm0︸ ︷︷ ︸
not in ∃A
, pm0+1︸ ︷︷ ︸
in ∃A
, pm0+2, . . . , pm0+m1+1︸ ︷︷ ︸
m1 elements not in ∃A
, pm0+m1+2︸ ︷︷ ︸
in ∃A
, . . . , pm+1 = p︸ ︷︷ ︸
in ∃A
}.
Remark 4.5. If A ∈ W1 is finite and p ∈ Π(A) ∩ ∃A has coordinates (m,m0, . . . ,mr), then
A/[p) ∼= C(m,m0,...,mr) (recall the definition of C(m,m0,...,mr) from Section 4.1). Indeed,
h : A→ C(m,m0,...,mr) defined by
h(x) =

1 if x ∈ [p),
ai if x ∈ [pi) \ [pi+1), 1 ≤ i ≤ m,
0 if x /∈ [p1),
is a surjective homomorphism such that [p) = h−1({1}). Observe that the coordinates of a prime
p ∈ Π(A) ∩ ∃A fully determine the number of prime elements in A below p as well as which of
them belong to ∃A.
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Lemma 4.6. For every finite algebra A in W1 we have that:
(i) If p ∈ Π(A), then ∃p ∈ Π(A).
(ii) Π(∃A) = ∃Π(A) = Π(A) ∩ ∃A,
(iii) max Π(A) = max∃Π(A),
Proof. (i) Let p ∈ Π(A) and let a, b ∈ A such that ∃p = a∨b. Then ∃p = ∀(a∨b) = ∀a∨∀b, so
p = p∧∃p = (p∧∀a)∨ (p∧∀b). Since p is an irreducible element, p = p∧∀a or p = p∧∀b.
Suppose that p = p∧∀a. Then p ≤ ∀a, and so ∃p ≤ ∀a ≤ a ≤ ∃p. In consequence, ∃p = a.
The other case is similar.
(ii) The inclusion ∃Π(A) ⊆ Π(A)∩∃A follows from the previous item, and Π(A)∩∃A ⊆ Π(∃A)
is trivial. It remains to show that Π(∃A) ⊆ ∃Π(A). Let a ∈ Π(∃A). Since ∃a = a, it
suffices to show that a ∈ Π(A). Let b, c ∈ A such that a = b∨ c. Then a = ∀a = ∀(b∨ c) =
∀b∨∀c. Thus, a = ∀b or a = ∀c. If a = ∀b, then a ≤ b ≤ b∨ c = a, and consequently a = b.
Similarly, if a = ∀c, then a = c.
(iii) If m ∈ max Π(A), then ∃m ∈ Π(A) by (i). Since m ≤ ∃m, from the maximality of m, we
have that m = ∃m. On the other hand, if m ∈ max∃Π(A) and there is m′ ∈ Π(A) such
that m ≤ m′, then m ≤ m′ ≤ ∃m′ and from the maximality of m we have that m = ∃m′
and so m = m′.
Remark 4.7. If we know the poset ∃Π(A) and the coordinates of its maximal elements, we can
fully determine 〈Π(A), E〉. Indeed, since max Π(A) = max ∃Π(A), every p ∈ Π(A) lies below
a maximal prime element m ∈ ∃Π(A). Moreover, the coordinates of m completely describe the
chain of prime elements below it, including which of those elements belong to ∃A (see Remark
4.5). Thus the values of ∃ on Π(A) are immediate and the equivalence relation E is then easily
calculated because (p, q) ∈ E if and only if ∃p = ∃q.
For example, suppose ∃Π(A) is the poset shown in Figure 1 (a) and assume the coordinates
of the maximal elements m1,m2,m3 are (4, 1, 2), (4, 1, 1, 0) and (4, 1, 1, 0), respectively. Then
the poset Π(A) is the one given in Figure 1 (b), where the elements of ∃Π(A) are highlighted.
The equivalence relation E is now evident and shown in Figure 1 (c).
m1
m2 m3
(a)
m1
(b)
m2 m3 m1
(c)
m2 m3
Figure 1: From ∃Π(A) to 〈Π(A), E〉
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In what follows we characterize the free algebra F(n) in W1 with n generators using the
procedure described in the last remark. We build the ordered set 〈Π(F(n)), E〉 of its join-
irreducible elements together with the equivalence relation E that determines the quantifiers
from the ordered set ∃Π(F(n)) and the coordinates of its maximal elements. For the sake of
simplicity we write Π(n) instead of Π(F(n)) and ∃Π(n) instead of ∃Π(F(n)).
Let F(m,m0,...,mr) be the set of all functions f from the set G of free generators of F(n) into
Cm such that the subalgebra generated by f(G) is C(m,m0,...,mr). If f ∈ F(m,m0,...,mr), then
f can be extended to a unique surjective homomorphism f¯ : F(n) → C(m,m0,...,mr) and it is
known that f¯−1({1}) = [pf ) is a monadic prime filter of F(n) where pf ∈ ∃Π(n). Moreover,
pf has coordinates (m,m0, . . . ,mr). On the other hand, if p ∈ ∃Π(n) is such that F(n)/[p) ∼=
C(m,m0,...,mr) and we consider the canonical map h : F(n) → F(n)/[p) and the restriction f =
h G, then clearly f ∈ F(m,m0,...,mr), f¯ = h and pf = p. Therefore, there is a bijection between
the set F(m,m0,...,mr) and the elements of ∃Π(n) with coordinates (m,m0, . . . ,mr).
Now we want to characterize functions f : G → Cm whose image generates C(m,m0,...,mr).
Let f : G → Cm be such that the subalgebra generated by f(G) is C(m,m0,...,mr), that is,
f(G) ∪ ∃f(G) ∪ ∀f(G) ∪ {0, 1} = Cm. Note that, if |G| = n, then m ≤ 3n.
Let
∃Cm = {b0 = 0, b1, b2, . . . , br, br+1 = 1}
and let M be the subset of ∃Cm of those elements whose predecessor and successor elements in
Cm are both in ∃Cm. That is,
M = {bj ∈ ∃Cm : mj−1 = mj = 0, 1 ≤ j ≤ r}.
Then, f(G) generates the chain C(m,m0,...,mr) if and only if M ∪ (Cm \ ∃Cm) ⊆ f(G). So,
|f(G)| ≥ |M |+
r∑
i=0
mi = |M |+m− r.
For each m, 0 ≤ m ≤ 3n, let us consider the sets
Im(n) = {(m0, . . . ,mr) :
r∑
i=0
mi = m− r and m− r + |{j : mj−1 = mj = 0}| ≤ n}.
Observe that |Im(n)| is the number of nonisomorphic chains with m + 2 elements that can
be generated by a set of n generators.
Let Λ(n) =
3n⋃
m=0
⋃
(m0,...,mr)∈Im(n)
F(m,m0,...,mr). If f ∈ Λ(n), then there is a unique
(m0, . . . ,mr) ∈ Im(n) such that f ∈ F(m,m0,...,mr). Moreover, we have an injection from Λ(n)
onto ∃Π(n) given by f 7→ pf . Then, each element of ∃Π(n) can be represented by an element of
Λ(n). From the above results we have the following.
Lemma 4.8. |∃Π(n)| =
3n∑
m=0
∑
(m0,...,mr)∈Im(n)
|F(m,m0,...,mr)|.
Example 4.9. For n = 1 we have I0(1) = {(0)}, I1(1) = {(1), (0, 0)}, I2(1) = {(1, 0), (0, 1)},
and I3(1) = {(0, 1, 0)}.
F(0,0) is the set of functions from {g} (set of free generators) into C0 = {a0, a1} whose images
generate the algebra C(0,0). There are two choices for the image of g in this case: a0 and a1.
We represent those functions by (0, 0; a0) and (0, 0; a1), writing the value of the functions on
g after the semicolon. Thus F(0,0) = {(0, 0; a0), (0, 0; a1)}. In a similar way we can see that
F(1,1) = {(1, 1; a1)}, F(1,0,0) = {(1, 0, 0; a1)}, F(2,1,0) = {(2, 1, 0; a1)}, F(2,0,1) = {(2, 0, 1; a2)},
F(3,0,1,0) = {(3, 0, 1, 0; a2)}.
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Consequently |∃Π(1)| =
3∑
m=0
∑
(m0,...,mr)∈Im(1)
|F(m,m0,...,mr)| = |F(0,0)| + |F(1,1)| + |F(1,0,0)| +
|F(2,1,0)|+ |F(2,0,1)|+ |F(3,0,1,0)| = 7.
We say that q covers p if p < q and p ≤ r < q, implies p = r.
Remark 4.10. In ∃Π(n), q covers p if and only if p < q, p has coordinates (m,m0, . . . ,mr),
with (m0, . . . ,mr) ∈ Im(n), and q has coordinates (m + mr+1 + 1,m0, . . . ,mr,mr+1), with
(m0, . . . ,mr,mr+1) ∈ Im+mr+1+1(n).
In particular, from Remark 4.10, we have that p is minimal in the set ∃Π(n) if and only if p
has coordinates (m,m), with 0 ≤ m ≤ n.
Theorem 4.11 allows us to construct the ordered set ∃Π(n) and determine the coordinates
of all its elements. We follow a similar argument given in the proofs of [1, Theorem 3.14] and
[19, Theorem 3.10].
Theorem 4.11. Let f , h ∈ Λ(n). Then ph covers pf in ∃Π(n) if and only if f ∈ F(m,m0,...,mr),
where 0 ≤ m ≤ 3n − 1 and (m0, . . . ,mr) ∈ Im(n), and h ∈ F(m+mr+1+1,m0,...,mr,mr+1), where
m + mr+1 + 1 ≤ 3n and (m0, . . . ,mr,mr+1) ∈ Im+mr+1+1(n), and, for g ∈ G the following
conditions hold:
(a) f(g) = ai if and only if h(g) = ai, 0 ≤ i ≤ m.
(b) f(g) = 1 = am+1 if and only if h(g) = ai, m+ 1 ≤ i ≤ m+mr+1 + 1.
Proof. If ph covers pf in ∃Π(n), then p1 < . . . < pm < pm+1 = pf < . . . < pm+mr+1+2 = ph in
Π(n) and the natural homomorphisms f¯ , h¯ are defined in the following way:
f¯(x) =

1 if x ∈ [pm+1),
ai if x ∈ [pi) \ [pi+1), 1 ≤ i ≤ m,
0 if x /∈ [p1),
h¯(x) =

1 if x ∈ [ph),
ai if x ∈ [pi) \ [pi+1), 1 ≤ i ≤ m+mr+1 + 1,
0 if x /∈ [p1).
In particular, we have that f ∈ F(m,m0,...,mr), h ∈ F(m+mr+1+1,m0,...,mr,mr+1) and conditions
(a) and (b) hold.
Conversely, let f ∈ F(m,m0,...,mr), h ∈ F(m+mr+1+1,m0,...,mr+1) satisfying (a) and (b). Then,
pf has coordinates (m,m0, . . . ,mr) and ph has coordinates (m + mr+1 + 1,m0, . . . ,mr,mr+1).
From Remark 4.10, we need to prove that pf < ph.
Consider in Π(n)
p1 < . . . < pm < pm+1 = pf
and
q1 < . . . < qm < qm+1 < . . . < qm+mr+1+2 = ph
the chains (pf ] and (ph] respectively, and the following sets:
Sm+mr+1+2 = [ph) ∩ [pf ),
Sm+j = ([qm+j) \ [qm+j+1)) ∩ [pm+1), 1 ≤ j ≤ mr+1 + 1,
Si = ([qi) \ [qi+1)) ∩ ([pi) \ [pi+1)), 1 ≤ i ≤ m,
S0 = F (n) \ ([q1) ∪ [p1)).
Then
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a ∈ Sm+mr+1+2 if and only if h¯(a) = f¯(a) = 1,
a ∈ Sm+j if and only if h¯(a) = am+j and f¯(a) = 1, 1 ≤ j ≤ mr+1 + 1,
a ∈ Si if and only if h¯(a) = f¯(a) = ai, 0 ≤ i ≤ m.
It is a routine matter to show that if S :=
⋃m+mr+1+2
k=0 Sk, then S is a subalgebra of
F(n) and G ⊆ S. Consequently S = F(n). Then we can write, [ph) = [ph) ∩ F (n) =
[ph) ∩ (
⋃m+mr+1+2
i=0 Sk) = [ph) ∩ [pf ). Since ph 6= pf , we have pf < ph.
Theorem 4.11 induces an order in Λ(n) isomorphic to that of ∃Π(n).
Example 4.12. We already calculated the elements of Λ(1) in Example 4.9. Using Theorem 4.11
we can build the corresponding poset, which is shown in Figure 2.
pf1 pf2
pf3 pf6
pf4
pf5
pf7 f1 := (0, 0; a0)
f2 := (1, 1; a1)
f3 := (2, 1, 0; a1)
f4 := (0, 0; a1)
f5 := (1, 0, 0; a1)
f6 := (2, 0, 1; a2)
f7 := (3, 0, 1, 0; a2)
Figure 2: ∃Π(1)
Using Remark 4.7 and the coordinates of the maximal elements in ∃Π(1) we can build
〈Π(1), E〉. Figure 3 shows this poset; we show the decreasing set corresponding to the generator
g with a dash line as well as terms for each principal decreasing set.
¬g ∀gg ∧ ¬∀g
∃g ∧ ¬∀g
¬(g → ∀g)
(g ∨ ¬g) → ∀g
g ∧ ¬¬∀g
∃g ∧ ¬¬∀g
((g → ∀g) ∨ ¬∀g) → ∀g
Figure 3: 〈Π(1), E〉
Remark 4.13. A few observations on the structure of ∃Π(n) can be derived from Theorem 4.11.
1. f is maximal in Λ(n) if and only if 1 /∈ ∃f(G). By Theorem 4.11, it is clear that if
1 /∈ ∃f(G), then there is not h covering f . On the other hand, let f ∈ F(m,m0,...,mr)
such that 1 = ∃f(a), for some a ∈ G. Let us consider h ∈ F(m+1,m0,...,mr,0) defined by
h(g) = f(g), if g 6= a. If f(a) = 1, define h(a) = am+1, and if f(a) 6= 1, define h(a) = f(a).
By Theorem 4.11, h covers f .
2. f is minimal in Λ(n) if and only if f ∈ F(m,m), with 0 ≤ m ≤ n. For example, if
n = 1, then |min Λ(1)| = |F(0,0)| + |F(1,1)| = 2 + 1 = 3, and, if n = 2, then |min Λ(2)| =
|F(0,0)| + |F(1,1)| + |F(2,2)| = 4 + 5 + 2 = 11. More generally, in the case with n free
generators, for 0 ≤ m ≤ n we have that |F(m,m)| = S(n,m) + 2S(n,m+ 1) + S(n,m+ 2),
where S(n, k) is the number of surjective functions from an n-element set onto a k-element
set (recall that S(n, k) = k!
{
n
k
}
, where
{
n
k
}
is a Stirling number of the second king).
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3. Let f ∈ min Λ(n) such that |f−1({1})| = j. From Theorem 4.11 we know that h covers f if
and only if f ∈ F(m,m) and h ∈ F(m′,m,m′−m−1), with 0 ≤ m ≤ n and m+1 ≤ m′ ≤ m+j+1,
and where f and h also satisfy that
(a) f(g) = ai if and only if h(g) = ai, for any i such that 0 ≤ i ≤ m,
(b) f(g) = 1 if and only if h(g) = ai, for any i such that m+ 1 ≤ i ≤ m′ + 1.
If f1 ∈ F(m′−m−1,m′−m−1) is the function defined by
f1(g) =
{
0 if h(g) = ai, 0 ≤ i ≤ m,
ai−(m+1) if h(g) = ai,m+ 1 ≤ i ≤ m′ + 1,
then f1 is clearly a minimal element of Λ(n). Let us see that [h) and [f1) are isomorphic.
Indeed, if we define α : [h)→ [f1) by means of α(u) = v, where
v(g) =
{
0 if u(g) = ai, 0 ≤ i ≤ m,
ai−(m+1) if u(g) = ai,m+ 1 ≤ i ≤ m′,
then α is clearly an injection and onto mapping. By Theorem 4.11, it is straightforward
to see that α is an isomorphism.
Finally, observe that F(n) ∼= A1 ×A2, where A2 = 0⊕A1.
Example 4.14. With a little more effort we can calculate the elements of Λ(2) and use Theorem
4.11 to build the ordered set ∃Π(2), which turns out to have 71 elements. From this we can
produce the dual space 〈Π(2), E〉 of the free algebra generated by two elements; in this case it
has 101 elements. The Hasse diagram is shown in Figure 4.
Figure 4: 〈Π(2), E〉
Remark 4.15. Observe that, from the previous work, we can obtain the structure of the
n-generated free algebra Fs(n) in H∃2 ∩W1. The subdirectly irreducible algebras in H∃2 ∩W1 are
the simple algebras in W1, that is, the algebras C(m,m) for m ≥ 0. Thus ∃Π(Fs(n)) is isomorphic
to min Λ(n). Therefore,
F(n) ∼=
n∏
m=0
C
|F(m,m)|
(m,m) .
See item 2 in Remark 4.13 for the values of |F(m,m)|.
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