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Abstract
This article describes principal component analysis (PCA) of the power spectra of data from chemical processes. Spectral PCA
can be applied to the measurements from a whole unit or plant because spectra are invariant to the phase lags caused by time delays
and process dynamics. The same comment applies to PCA using autocovariance functions, which was also studied. Two case studies
are presented. One was derived from simulation of a pulp process. The second was from a reﬁnery involving 37 tags. In both cases,
PCA clusters were observed which were characterised by distinct spectral features. Spectral PCA was compared with PCA using
autocovariance functions. The performance was similar, and both offered an improvement over PCA using the time domain signals
even when time shifting was used to align the phases. r 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
It is important to detect and to diagnose the causes of
oscillations in process operation because a plant running
close to a product quality limit is more proﬁtable than a
plant that has to back away because of variations in the
product (Martin, Turpin, & Cline, 1991). This paper
addresses the detection of oscillations and other types of
time-varying behaviour when the measurements have
time delays or phase lags. It presents and demonstrates
methods for multivariate analysis using transforms of
the data, such as the power spectrum and autocovar-
iance functions, which are invariant to time delays and
phase lags.
A previous approach to alignment of data trends used
dynamic time warping (Gollmer & Posten, 1996;
Kassidas, Taylor, & MacGregor, 1998). Kassidas et al.
used that method with principal component analysis
(PCA) for recognition of faults having different time
duration. Lags and delays in measurements caused by
process dynamics have also been addressed in PCA by
the method of time shifting. The columns of the data
matrix representing tags with time delays are either time
shifted, or the matrix is augmented with one or more
time shifted replicates of the vector (see Wise and
Gallagher, 1996, for a summary of the method). Time
shifting aids PCA modelling for disturbance detection
(Wachs & Lewin, 1999), and additionally can identify
dynamic relationships in the form of a time series model
(Wise & Ricker, 1992; Ku, Storer, & Georgakis, 1995),
or a dynamic model using partial least squares (PLS)
modelling of input–output data (Lakshminarayanan,
Shah, & Nandakumar, 1997; Chen, McAvoy, &
Piovoso, 1998). Negiz and Cinar (1997, 1998) exploited
past process measurements in PCA in a canonical
variate state space model. Shi and MacGregor (2000)
reviewed techniques for multivariate dynamic process
modelling and gave a comparison of latent variable and
subspace methods for reduction of the large lagged
variables matrix.
Near infrared spectra (NIR) and infrared spectra are
routinely analysed by PCA or used in PLS models for
estimation of analyte concentrations in unknown
samples (Karstang & Henriksen, 1992; Riley, Rhiel,
Zhou, Arnold, & Murhammer, 1997; Yeung, Hoare,
Thornhill, Williams, & Vaghjiani, 1999), while Seasholtz
(1999) described the impact of multivariate analysis of
NIR and other spectroscopy at Dow Chemical. In those
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cases the instruments themselves created the spectra, but
the spectra may also be calculated numerically. For
instance, multivariate analysis of the spectra calculated
from acoustic signals was reported by Belchamber and
Collins (1993) who gave examples of the classiﬁcation of
the acoustic spectra in 24 frequency channels from a
pump and an industrial blender. Tabe, Chow, Tan,
Zhang, and Thornhill (1998) presented an application of
acoustic spectral PCA to monitoring of fermentation
process equipment. The contribution of this paper is to
formulate the techniques of spectral PCA for use with
process data and to present examples of their applica-
tion.
Reported uses of PCA with transforms of the data
matrix have focussed on multiscale wavelet transforms
for on-line multivariate statistical process monitoring.
Bakshi and Stephanopoulos (1994) and Bakshi (1998)
used wavelets and other templates for multiscale
representation of process data in combination with
PCA for modelling of data having features that changed
over time and frequency. Kosanovich and Piovoso
(1997), Luo, Misra, and Himmelblau (1999) and Shao,
Jia, Martin and Morris (1999) have also had success
with multiscale PCA using wavelets. Stork, Veltkamp,
and Kowalski (1998) applied wavelet transforms to NIR
spectra in order to detect spectral features characterised
by wavelength and scale. Wavelet functions are loca-
lised, however, so the wavelet transform is not invariant
to time delays.
Oscillatory disturbances are not localised in time and
thus the Fourier transform and power spectrum provide
a natural means for their analysis. Harris, Seppala,
Jofreit, and Surgenor (1996) reported plant-wide control
loop assessment in which they found the spectral
analysis of the univariate trends to be useful.
H.agglund (1995) described a method for the on-line
detection of oscillations within a control loop and other
authors have also considered this problem (Renga-
swamy & Venkatasubramanian, 1995; Thornhill &
H.agglund, 1997). Other applications utilising spectra
have included paper making (Bissessur, Martin, &
Morris, 1999).
Multivariate spectral analysis has several advantages
over analysis in the time domain. It gives improved
signal-to-noise ratio if the spectral content of the wanted
signal occupies a narrow band of frequencies compared
to the noise. The power spectrum is invariant to time
delays or phase shifts caused by process dynamics. It is
also insensitive to missing values and outliers because
the transforms of such effects are spread thinly across all
frequencies in the spectrum.
This analysis was used for retrospective study of an
ensemble of data collected over a period of time in order
to highlight clusters of measurements that were affected
by the same oscillation during that period. It was found
that the method was also able to detect dynamic
disturbances having a non-oscillatory nature. Identiﬁca-
tion of oscillatory and other clusters together with
process insight and a knowledge of the plant layout gave
an understanding of the propagation of disturbances
through the plant.
Section 2 presents the methods for spectral PCA and
for PCA using autocovariance functions and introduces
two case studies. One was a challenge problem provided
courtesy of EnTech Control Inc., Toronto, Ont.,
Canada. The other was a larger scale study courtesy of
a SE Asian reﬁnery where the aim was to detect and
characterise the disturbances. Section 3 discusses results
from the case studies and highlights some beneﬁts of the
new approaches. A comparison with time-shift PCA is
presented in section 4, where it is also shown how the
optimum shifts were determined from the phases of the
spectra. The paper ends with concluding remarks.
2. Methods
2.1. PCA methods and data treatments
2.1.1. Spectral PCA—formulation
Descriptions of PCA may be found from many
sources, for example in Chatﬁeld and Collins (1980),
Wold, Esbensen, & Geladi (1987). Applications to
process data have also been reported, for instance by
Wise, Ricker, Veltkamp, and Kowalski (1990), Kresta,
MacGregor, and Marlin (1991), Wise and Gallagher
(1996) and Goulding, Lennox, Sandoz, Smith, and
Marjanovic (2000). The novel feature of spectral PCA is
that the rows of the data matrix, X, are the single-sided
power spectra Pðf Þ of the signals over a range of
frequencies up to the Nyquist frequency (one-half of the
sampling frequency). If the data sets are so large that
computing speed or memory is an issue then smoothed
single-sided power spectra may be calculated using the
averaged periodogram method (Welch, 1967). In that
case the number of frequency channels, N; may be
considerably fewer than the original number of data
points and therefore data compression is achieved. If
compression is not required then the fast Fourier
transform may be used, for instance using MATLAB
(The Mathworks, Natick, MA):
N frequency channels -
X ¼
P1ðf1Þ ? P1ðfN Þ
? ? ?
Pmðf1Þ ? PmðfN Þ
0
B@
1
CA m process
variables
k
:
A full PCA decomposition reconstructs the X matrix as
a sum over m orthonormal basis functions w01 to w
0
m
which are spectrum-like functions having N frequency
channels arranged as a row vector:
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X ¼
t1;1
?
tm;1
0
B@
1
CAw01 þ
t1;2
?
tm;2
0
B@
1
CAw02 þ?þ
t1;m
?
tm;m
0
B@
1
CAw0m:
The w0i-vectors are the normalised eigenvectors of the
N  N matrix X 0X : They are ordered according to the
size of the eigenvalues of X 0X : The ratio between
the eigenvalue and the sum of all the eigenvalues gives a
measure of the total spectral variation captured by that
eigenvector.
The above expression may be written compactly as
X ¼ TW 0 where the ith column of T is ð t1;i ? tm;i Þ
0
and the rows of W 0 are w01 to w
0
m: The orthonormality
of the rows of W 0 means that T ¼ XW : Singular value
decomposition X ¼ UDV 0 provides a means for com-
putation of the requisite vectors with T ¼ UD and W 0 ¼
V 0: Matrix D is diagonal and its elements are the positive
square roots of the eigenvalues of X 0X :
A description of the majority of the variation in X can
often be achieved by truncating the PCA description. If
all the variables had similar spectral features then one
term (i.e. one principal component) would describe most
or all of the variability in the spectra. In other cases
more terms may be needed. The following is a three-PC
model in which the variation of X that is not captured
by the ﬁrst three principal components appears in an
error matrix E:
X ¼
t1;1
?
tm;1
0
B@
1
CAw01 þ
t1;2
?
tm;2
0
B@
1
CAw02 þ
t1;3
?
tm;3
0
B@
1
CAw03 þ E:
The issue of the correct number of terms is discussed
by Chatﬁeld and Collins (1980), Valle, Li, and Qin
(1999) and elsewhere. The case studies needed one, two
or three terms, the decision to truncate being made when
the eigenvalue associated with the next principal
component represented o5% of the sum of all the
eigenvalues.
Each spectrum in X may be represented graphically.
For instance, when three w0-vectors are in use the ith
spectrum maps to a point having the coordinates ti;1; ti;2
and ti;3 in a three-dimensional space called a scores plot.
Similar spectra have similar t-coordinates. Therefore
such groups form clusters. When two w0-vectors are
used, the scores plot is two dimensional.
The rows of the error matrix, E; are the unmodelled
part of the spectra in X : Therefore the magnitudes of the
rows of E should be inspected. The following vector of
squared prediction errors (SPE) can be used in which
each term is the sum of squares of the elements of a row
of E (Jackson & Mudholkar, 1979; Wise et al., 1990;
Kourti & MacGregor, 1996):
SPE ¼
SPE1
SPE2
?
SPEm
0
BBB@
1
CCCA ¼
PN
i¼1ðE1;iÞ
2
PN
i¼1ðE2;iÞ
2
?
PN
i¼1ðEm;1Þ
2
0
BBBB@
1
CCCCA
:
A common reason why one particular spectrum may
have a large SPEi value (i.e. it is not well modelled by a
reduced number of principal components) is that it has
spectral features at frequencies where no other spectrum
shows any features.
When a reference data set from normal operation is
available, such as in the case when PCA is used for on-
line monitoring, then a statistical threshold value would
be selected for the SPEi values based on the properties
of the reference distribution. During on-line monitoring
any tag that violates the threshold would be ﬂagged as
faulty. The purpose of the analysis in this paper, by
contrast, is the examination of historical data sets
containing both normal and abnormal process tags.
Therefore, the only distribution of SPEi available was
the empirical one for the whole data set. The distribu-
tion was plotted as a histogram of SPEi values and
abnormal tags were taken to be those that were judged
to be outliers in the histogram, as discussed in Sections
3.1 and 3.2.
2.1.2. Autocovariance PCA—formulation
An estimator for the autocovariance function of a
zero-mean signal y½i having n samples is shown below.
The index c is known as the lag:
AðcÞ ¼
1
n 	 c
Xn
i¼cþ1
y½iy½i 	 c:
The autocovariance is the inverse Fourier transform of
the two-sided power spectrum (the Wiener–Khinchin
theorem, (Press, Flannery, Teukolsky, & Vetterling,
1986)). Therefore, the advantages of the use of spectra
highlighted in the introduction apply also to autocovar-
iance functions. In particular, like power spectra,
autocovariance functions are invariant to time lags
and delays. For example, sinðotÞ and cosðotÞ have the
same autocovariance function. Here the autocovar-
iances were determined from the power spectra, and
lags up to N=2 were used where N is the number of
samples in the original data set. Only lags up to N=2 are
valid because the power spectrum is unique only up to
one-half of the sampling frequency. Thus, the perfor-
mance of PCA using autocovariance functions can be
directly compared with spectral PCA because the single-
sided power spectrum also has N=2 frequency channels.
PCA using autocovariance functions was formulated
in the same way as was described for spectral PCA
except that the rows of the data matrix were the
autocovariance functions for the time trends. In that
case, the w0-vectors are an orthonormal set of basis
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functions for the autocovariance functions. PCA using
the autocovariance functions is considered to be a
spectral PCA method because the autocovariances are
determined from the spectra.
2.1.3. Data pre-processing and filtering of spectra
It is usual in time domain PCA to mean centre
the data sets and to scale to unit variance. In spectral
PCA the following data pre-processing may be
applied:
* Mean centre the time trend and remove linear trends
before calculation of the spectra.
* Filter the spectra, if required.
* Scale the spectra to the same total power such that
XN
i¼1
PðfiÞ ¼ constant;
where PðfiÞ is the spectral power in the ith channel.
or
* Scale the autocovariance functions so that the
covariance at zero lags is unity. For a zero mean
signal the scaled autocovariance function is the same
as the autocorrelation function.
The ﬁrst of these steps removes steady offsets or
linear ramps from the time domain data which would
otherwise appear in the f ¼ 0 channel of the spectrum.
The spectrum may be ﬁltered by replacing the values
in selected frequency channels with zeros, i.e. an
optimum Wiener ﬁlter for the case where the wanted
signal and the interfering signal lie in separate regions
of the spectrum (Press et al., 1986). The ease of such
an approach is a beneﬁt of spectral PCA in contrast
to ﬁltering in the time domain where design of a
narrow-band ﬁlter is a skilled task. Selective removal
of frequency components can highlight subtle effects,
for instance, when a dominant oscillation masks the
presence of a small oscillation at a different frequency.
It can also remove non-stationary low-frequency trends
such as those caused by daily temperature variations.
For the autocovariance functions, the interference must
be removed from both positive and negative frequencies
in the two-sided power spectrum before the inverse FFT
(Thornhill, Huang, & Zhang, 2002).
The scaling steps are equivalent to scaling to constant
variance in the time domain because the signal variance
is proportional to total power. Alternatively the spectra
may be left unscaled if a meaning can be attributed to
the intensity of the signal.
2.1.4. Practical computations
Once the spectra have been constructed with the
above pre-processing steps then spectral PCA can
proceed using an industry standard package such as
PLS Toolbox 2.1 (Eigenvector Research, Manson, WA,
USA), ProcessMonitor (Matrikon, Edmonton, Cana-
da), SIMCA-P (Umetrics AB, Ume(a, Sweden), or
Unscrambler (CAMO ASA, Oslo, Norway). The
option to mean centre the X matrix should be
disabled because in spectral PCA the mean centring
is applied to the time trend data before Fourier
transformation.
2.1.5. Time-shift PCA
The method of lagged variables has been used in time
domain PCA to address the problems of time lags and
delays. Wise and Gallagher (1996) gave an overview of
the procedure. If the time delays are known then time
trends in the rows of the X matrix may be replaced by
time delayed trends:
n samples -
X ¼
x1ðt1Þ ? x1ðtnÞ
x2ðt1 	 t2Þ ? x2ðtn 	 t2Þ
? ? ?
xmðt1 	 tmÞ ? xmðtn 	 tmÞ
0
BBB@
1
CCCA
m process
variables
k
;
where the row vectors xi are the time trends of m
measurements having n samples and t2 to tm are the
time shifts of the second to mth measurements. The time
shifts are relative and can be negative. For instance, ti
would be negative if a feature in the ith time trend
occurred before a similar feature in the time trend in the
ﬁrst row. In the case of a single plant-wide oscillation,
alignment of the measurements using the correct time
delays would enable a one-PC model to describe most or
all of the variability. The w0-vector would be a periodic
time domain function with the same frequency as the
oscillating measurements.
The arguments of the Fourier transforms of the
time trends can be used to determine the optimum
time shifts for the case when the time trends are
oscillating with a single frequency (see Section 4). If
the angular frequency of oscillation is oosc then
the phase difference between the ith process variable
and the ﬁrst is:
ai ¼+Xi jooscð Þ 	+X1 jooscð Þ;
where +Xi jooscð Þ is the argument of the complex
Fourier transform of xiðtÞ at the frequency of the
oscillation (i.e. at the frequency where the power
spectrum has its peak). The frequency response of a
pure delay Td is e
	joTd : This is a complex quantity
having unity magnitude and argument 	oTd ; meaning
that the phase of the delayed signal relative to the
undelayed signal is 	oTd : Therefore, the time delay of
the ith process variable relative to the ﬁrst is:
Tdi ¼ 	
ai
oosc
:
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2.2. Case studies
2.2.1. Challenge problem
Data trends from a simulation of a pulp process
kindly provided by EnTech Control Inc. were posed as a
challenge to detect simulated faults in the control system
of the plant. Hardwood and softwood pulps are mixed
to give a stream of a desired composition. There were
1934 samples from 12 process measurements (tags) each
of which was associated with a control loop. Some
features of the control system are outlined in Table 1
and the process schematic is shown in Fig. 1. The time
trends, normalised spectra and autocovariance functions
of the controller errors (set point–process variable) are
shown in Fig. 2. The spectra were normalised such that
the total power (the area under the curve) was the same
in each. The reason why the magnitude of the normal-
ised spectrum for tag 2 was small is that the spectrum
contained noise spread across all frequencies, while in all
other cases the signal power was concentrated in just a
few frequency channels. The autocovariance functions
were all unity at zero lags, but in the case of tag 2 the
autocovariance was close to zero when the lag was one
or more, as expected for a random signal.
It can be seen that there were two signiﬁcant
oscillations, one at 0.002min	1 (an oscillation having
a period of 500min) in tags 3–10 and 12, and one at
0.02min	1 (50min oscillation) in tags 1 and 11. The
origin of the 0.002min	1 low-frequency oscillation is
Table 1
Features of the control system from the challenge problem
Tag Special features
3 Slave in cascade from tag 7 in ratio with tag 6
6 Slave in cascade from tag 7 in ratio with tag 3
7 Master in cascade onto the ratio controller tag 3/tag 6
8 Inﬂuenced by tags 6 and 9
9 Slave in cascade from tag 10
12 Has feed forward from tag 11
1 2
A P F
3
white water header
hardwood
tank
4 5
A P F
6
softwood
tank
blend tank
L
7
machine
chest
8
L
10
F
9
A
F
11
12
A
feed forward
cascade
ca
sc
ad
e
white water header
white water header
white water header
ratio
Fig. 1. Process schematic for the challenge problem.
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discussed in the next paragraph. The faster 0.02min	1
oscillation originated in the composition control loop
for tag 1 and it can also be seen in the time trends of the
composition measurement at tag 11. The time trend for
tag 1 is that of a control loop oscillating at its cross-over
frequency such as is seen during Ziegler Nichols tuning
because the loop gain was set very high. The require-
ment of spectral PCA is that it should detect groups of
tags characterised by these two oscillations and should
answer queries such as whether trend 12 was inﬂuenced
by both oscillatory disturbances.
The origin of the 0.002min	1 oscillation was a
sticking valve in the control loop for tag 6. The plots
of the spectra in Fig. 2 show that tag 6 had a series of
smaller peaks to the right-hand side of the main spectral
peak. These are harmonics and are generated in a
control loop when non-linearities such as a valve faults
or saturation lead to non-sinusoidal limit cycles (Cook,
1986; (Astr .om, 1991; Thornhill & H.agglund, 1997). The
lower left panel in Fig. 2 shows a set point (sp) versus
process variable (pv) map for loop 6, which shows the
pattern characteristic of a valve with hysteresis and a
dead band. The oscillatory ﬂow caused by loop 6
inﬂuenced the upstream pressure tag 5 and hence tag 4.
It affected the blend tank level, tag 7, and also tag 3
because of the ratio controller. The composition
controller, tag 8, failed to regulate the oscillations in
composition caused by the oscillatory ﬂow from tag 6.
This varying composition in turn disturbed the ﬂow
through the valve in the control loop for tag 9 to the
extent that it caused the set point to saturate, thus
introducing additional non-linearity (lower right panel
in Fig. 2). Based on this discussion, spectral PCA should
highlight loops 6 and 9 because they have non-linearities
and loop 8 because it is failing to regulate the
consistency.
2.2.2. Refinery example
A larger example was provided courtesy of a SE Asian
reﬁnery. Measurements from 37 process tags from a
hydrogen plant (Terrible et al., 1999) were sampled at
1min intervals from the plant for 24 h of running. Fig. 3
 0  500 1000
12
11
10
9
8
7
6
5
4
3
2
1
time/min
normalised time trends
0.001 0.01  0.1  1.0 
12
11
10
9
8
7
6
5
4
3
2
1
frequency/min−1
normalised spectra
  0  500 1000
12
11
10
9
8
7
6
5
4
3
2
1
0
1
lag/min
normalised autocovariances
400 600 800 1000
400
600
800
1000
sp
pv
Tag 6
0 2000 4000
0
2000
4000
sp
pv
Tag 9
Fig. 2. Above: time trends, spectra and autocovariance functions for the challenge problem. Below: trajectories for the set-point versus process
variable for tags 6 and 9.
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shows a simpliﬁed process schematic and Fig. 4 shows a
500min snapshot of the time trends and the spectra of
the controller errors. Some clusters can be observed by
eye, for instance, the trends for tags 2, 3, 4, 10, 20, and
34 were all characterised by the same oscillation, while
tags 35 and 36 also look similar to one another. The
challenge for spectral PCA is to highlight those clusters
and ﬁnd any other members of the clusters that were not
Feed
vaporizer/
superheate
PSA unit
Reformer
Reformer
feed
pre-heat
    Density (35)
Temperature (36)
    Pressure (37)
Process gas
Process gas
Process steam flow (27)
Process gas flow (29)
Fuel gas flow (30)
Off gas flow (34)
Outlet temperature (3)
Off gas flow (34)
Product (11)
Process gas
Inlet temperature
CO Analyzer (19)
CH4 Analyzer (20)
Reformed gas
Feed Process gas
LPG/propane flow (23)
Tail gas flow (25)
Light naphtha
Combustion air flow (31)
Fuel gas flow (26)
Fig. 3. Process schematic for the reﬁnery example. The symbols indicate clusters of tags identiﬁed using spectral PCA.
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Fig. 4. Time trends and spectra for the reﬁnery example.
N.F. Thornhill et al. / Control Engineering Practice 10 (2002) 833–846 839
so easily detected by eye. This example illustrates an
application of spectral PCA under industrial conditions.
3. Results and discussion
3.1. Results from the challenge problem
3.1.1. Spectral PCA
Table 2 shows the percentage of variance explained by
spectral PCA in the pulp simulation challenge problem.
The plots in column (a) of Fig. 5 show the results of
PCA using the spectra from Fig. 2. The scores plot (top)
shows the weightings, t; which when applied to the
normalised w0-vectors shown in the middle plot approxi-
mately reconstructed the 12 spectra using a two-PC
model in which m ¼ 12:
The w01-vector of the two-PC model had a spectral
peak at a frequency of 0.002min	1 (the 500min
oscillation). It also had a small secondary peak at
0.004min	1 that represents the second harmonic of the
oscillation. The w02-vector had a spectral peak at
0.02min	1 representing the oscillation with a period of
50min. Most of the tags were dominated by one or the
other of the oscillations. Therefore, the points on the
scores plot lie along the two orthogonal axes, those with
the 0.002min	1 oscillation on the horizontal axis
(diamond symbols) while tags 1 and 11 with the
0.02min	1 oscillation lie on or close to the vertical axis
(circles). The requirement that spectral PCA should
distinguish between the tags disturbed by the two
oscillations has been achieved.
Tag 2 (square symbol) contained random noise and a
ﬂat frequency spectrum of small magnitude. It was not
modelled by either w0-vector and thus appeared at the
coordinates (0,0) in the weightings plot. Tag 5 (triangle)
Table 2
Summary of PCA results
Percentage of variance explained by:
PC 1 PC 2 PC 3 PC 4
Challenge problem
Spectral PCA 80.4 18.7 (0.67)
PCA of ﬁltered spectrum 58.3 37.9 (2.11)
Autocovariance PCA 80.4 18.7 (0.67)
Refinery example
Spectral PCA 66.7 16.6 7.08 (2.60)
Time domain PCA 21.1 11.3 8.24 6.00
Refinery example subset
Time domain PCA 65.6 24.8 6.46 (2.03)
Time shifted PCA 85.5 7.5 (4.39)
Spectral PCA 98.9 (0.76)
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Fig. 5. Score plots (top), w0-vectors (middle) and SPE histograms (bottom) for the challenge problem: (a) spectral PCA analysis (b) spectral PCA
with ﬁltering (c) PCA using autocovariance functions.
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showed a small spectral peak at 0.002min	1 and
therefore lay on the horizontal axis but it was close to
the origin because it also was noisy.
The lowest panel in column (a) of Fig. 5 shows a
histogram of the distribution of the SPEi expressed as a
percentage of the total variance in the data set. For
instance, three tags (6, 7 and 10) all had SPE values
between 0.075% and 0.095% so the vertical bar at that
position shows a tag count of three. Tag 8 was separated
from the main distribution and thus was correctly
classiﬁed as abnormal. The reason why tag 8 had a large
SPE value is because it had a larger second harmonic
than could be captured by the w01-vector. Tag 9, which
also was abnormal, was detected because it also had an
SPE value that was clearly separated from the main
distribution. It was known from the sp–pv plot in Fig. 1
that tag 6 also had an abnormality. Tag 6 lies with tags 7
and 10 in a group that was only slightly separated in the
SPE histogram. Therefore its abnormality was not
detected when using PCA on the full spectra and further
investigation was needed.
3.1.2. PCA using filtered spectra
The PCA model using the full spectra from the pulp
process was dominated by the spectral features at 0.002
and 0.02min	1. The use of ﬁltered spectra allows
analysis at a higher resolution of the remaining features
by selectively removing the dominating inﬂuence of a
spectral feature. Thornhill et al. (2002) give an
automated procedure for selection of the ﬁlter. The
approach is similar in concept to disjoint modelling
(Wold, 1976) because it inspects the variation that
remains after major features have been accounted for. In
column (a) of Fig. 5 tag 12 had a positive value for t1 but
also a non-zero value for t2 which suggests that it had a
small amount of the 0.02min	1 oscillation superim-
posed on the 0.002min	1 oscillation. A natural course
of action, therefore, was to remove the low-frequency
oscillation at 0.002min	1 by spectral ﬁltering, as
described in the Methods section. Fig. 6 shows the
ﬁltered spectra and the ﬁltered time trends. Because the
dominant spectral peak at 0.002min	1 was removed,
the overall effect of ﬁltering was to enhance the relative
magnitude of the 0.02min	1 oscillation and thus to
increase the amount of variability explained by the w02-
vector (see Table 2).
The PCA results are shown in the plots in column (b)
in Fig. 5. There, the w0-vectors were similar to those of
the full spectral PCA analysis in column (a), except that
the new w01-vector had a peak at 0.004min
	1 rather
than 0.002min	1. Therefore it captured mainly the
second harmonic of the 0.002min	1 oscillation. The
scores plot in column (b) shows that tag 12 had a larger
value of t2 when ﬁltered spectra were used. The
conclusion is that tag 12 was inﬂuenced by the higher
frequency 0.02min	1 oscillation. PCA using ﬁltered
spectra was able to demonstrate that fact by removing
the dominating inﬂuence of the low-frequency oscilla-
tion.
The SPE distribution for the ﬁltered spectra showed
tag 6 well separated from the main distribution (bottom
plot in column (b) of Fig. 5). Thus, PCA using ﬁltered
spectra successfully highlighted tag 6 as abnormal. The
reason is that the oscillation in its time trend was the
most non-sinusoidal and it therefore had higher
harmonics beyond the second that were not captured
by the new w01-vector.
To summarise, PCA using the full spectra achieved a
broad-brush analysis which classiﬁed the tags into two
dominant categories. That insight motivated and guided
a more detailed analysis using ﬁltered spectra which
revealed additional, more subtle effects including the
detection of a tag with a known abnormality.
3.1.3. PCA using autocovariance functions
The plots in column (c) of Fig. 5 show the results from
PCA using autocovariance functions. The weightings
and SPE plots were very similar to those from spectral
PCA (column (a)) with the tags arranged along the two
orthogonal axes. The w0-vectors resembled autocovar-
iance functions having oscillations with a period of 500
and 50min. Note that the oscillations in the w0-vectors
have zero phase lag because the calculation of the
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Fig. 6. Filtered time trends and spectra for the challenge problem.
N.F. Thornhill et al. / Control Engineering Practice 10 (2002) 833–846 841
autocovariance removed the phase information that was
present in the original time trends. Tags 3–10 and 12 lay
on the horizontal axis because their autocovariance
functions resemble the w01-vector while tags 1 and 11
were close to the vertical axis of the score plot because
their autocovariance functions resemble the w02-vector.
The noisy tag 2 was plotted to the origin because its ﬂat
autocovariance function (see Fig. 2) was not modelled
by either w02-vector and tag 5 was also near the origin
because it was more noisy than other tags.
Table 2 shows that the amount of variance in the data
set explained by the w01- and w
0
2-vectors in PCA using
autocovariance functions was identical to that achieved
with spectral PCA using the same number of channels in
the spectrum as lags in the autocovariance function (967
in this case, half of the total number of data samples).
The reason why their performance was the same is that
no smoothing or averaging was applied during the
Fourier transform calculations. Therefore, the spectra
and autocovariance functions encoded the same infor-
mation because the power spectrum is a linear integral
transform of the autocovariance function.
Acoustic emissions were analysed using spectral PCA
in another project (Tan, Thornhill, & Belchamber, 2002)
in which each time trend contained 44 000 samples. The
data set was too large to work with and thus the
transformed data matrix was reduced to 1024 channels.
A generic result found in that work is of relevance to
spectral and autocovariance PCA of process data and is
therefore mentioned here. Smoothed spectra were
computed in 1024 frequency channels using the aver-
aged periodogram method of Welch (1967). For the
autocovariance functions, however, complete two-sided
spectra with 22 000 frequency channels (positive and
negative) were calculated with no averaging and the ﬁrst
1024 lags of their inverse Fourier transforms were used
for autocovariance PCA. In that case, PCA using the
autocovariance functions required only two w0-vectors,
while the model for spectral PCA needed three to
capture the same amount of variation. It was concluded
that if there is a need to reduce the size of the data
matrix (the X matrix) then autocovariance PCA per-
forms better than PCA using smoothed spectra.
3.2. Results from the refinery example
3.2.1. Major clusters in spectral PCA
Table 2 gives the percentage variance explained by
spectral PCA in the reﬁnery data set. Three principal
components described 90% of the variance. Fig. 7 shows
the PCA scores plot for the spectra of the 37 tags from
the reﬁnery example. The left-hand plot shows all the
tags and the right-hand plot shows a magniﬁed view of
the central cluster. They are three-dimensional plots
because the model needed three w0-vectors. Fig. 7 also
shows the w01-, w
0
2- and w
0
3-vectors and the SPE
histogram.
The white squares in Fig. 7 represent a family of tags
with positive t1 scores. Therefore their spectra were
dominated by the w01-vector and had a spectral peak
with a frequency of 0.06min	1 (an oscillation period of
16.7min). These were tags 2–4, 10, 11, 13, 19, 20, 24, 25,
33 and 34. Observation of the time trends of the tags
would classify tags 2–4, 10, 11, 20, 34 and perhaps 33, 19
and 13 as having the 0.06min	1 oscillation. It is unlikely
that the time trends of 24 and 25 would be included by
visual inspection of the time trends because they are
noisy, but the score plot shows that they have positive t1
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Fig. 7. Score plots (top), w0-vectors (lower left) and SPE histograms (lower right) for the reﬁnery example.
N.F. Thornhill et al. / Control Engineering Practice 10 (2002) 833–846842
scores and thus share the 0.06min	1 oscillation. The
conclusion is that spectral PCA showed there were
additional members of the group. These oscillatory tags
were associated with the off-gas recycle of the reformer
unit (see Fig. 3) and the disturbance was attributed to a
faulty control loop within that recycle. The tail gas ﬂow
(tag 25) also showed the same disturbance. The
propagation to tag 25 may be caused by another recycle
from a point downstream of the plant.
A second distinct cluster of tags is the white triangles
shown by the spectral PCA plot to have positive values
of t2 and negative values of t3: These were tags 5, 21, 22
and 31 characterised by a weighted difference between
the w02- and w
0
3-vectors. Therefore, the spectra of those
tags had a signiﬁcant component at very low frequency.
An inspection of Fig. 4 suggests that it is unlikely that
one would group these tags together by visual observa-
tion of the time trends of their controller errors.
However, Fig. 7 shows their spectra all share a low-
frequency feature which means they all had long-term
drifts and deviations from zero. The conclusion is that
spectral PCA highlighted an effect that was not obvious
by eye. It identiﬁed tags belonging to controllers that
were not regulating the loop to the set point.
Tag 5 in the above group has a larger SPE value than
the others meaning that it had some spectral features
that were different from the others in the group. The
explanation can be seen in the magniﬁed plots of Fig. 8
which shows that tags 21, 22 and 31 had little spectral
content above 0.004min	1. The large low-frequency
spectral feature of tag 5, however, extended up to
0.007min	1, a difference that is reﬂected in the SPE.
The cluster of circle symbols containing tags 12 and
35–37 had positive values of t2 and t3 and were thus
characterised by a weighted sum of the w02- and w
0
3-
vectors. Those tags therefore had a series of spectral
peaks at around 0.01min	1 and were not pure sinusoids
because they contained several spectral components. A
visual classiﬁcation of the time trends would highlight
the same group because their oscillations look quite
similar to one another. The conclusion is that in this
case spectral PCA conﬁrmed a visual classiﬁcation and
showed that there were no other tags having that
behaviour. The schematic shows that these loops related
to the thermodynamic properties of the fuel gas added
to the feed vaporiser. Thus the 0.01min	1 disturbance
can be attributed to the upstream supply of fuel gas.
3.2.2. Minor clusters in spectral PCA
The magniﬁed scores plot in Fig. 7 suggests that tags
9, 15, 17, 18, and 28 form a cluster, but that impression
is misleading because tags 17 and 18 have relatively large
SPE values and therefore are projections into the three-
dimensional space from points residing in a higher PCA
dimension. Therefore the proposed cluster would
actually be only tags 9, 15 and 28.
The cluster near the coordinates (0,0,0) comprises tags
6, 23, 26, 27, 29, 30. (tag 32 had a large SPE value and
therefore was not a member of the group). Their t1; t2
and t3 scores were all close to zero because the
magnitudes of their normalised spectra were small,
and the reason for this is that they have spectral features
spread uniformly across a wide range of frequencies.
The uniform broad-band spectrum indicates that these
tags comprised mainly random noise. This conclusion
reinforces the observation from the challenge example,
which was that tags characterised by random noise map
to the origin of a spectral PCA scores plot. Tags 23, 26,
27, 29 and 30 are critical ﬂow loops while 6 is a pressure
control loop in the process gas line. These control loops
would be tuned for accuracy and should have a random
error signal with no predictable features such as
oscillations or steady offsets (Harris, 1989). Therefore
the conclusion can be restated: well-controlled loops
map to the origin of the spectral PCA score plot.
The remaining cluster comprised tags 1, 7, 8 and 16
(14 had a large SPE and was not a member). They were
quite close to the origin because their time trends were
noisy, but the scores plot in Fig. 7 shows they had
positive values of t1 and t3 and thus featured the spectral
peaks at around 0.01 and 0.06min	1 oscillation. There-
fore spectral PCA analysis shows they were disturbed by
the plant wide oscillation in the off gas recycle and also
by the disturbance in the thermodynamic properties of
the fuel gas.
Tags 5, 14, 17, 18 and 32 had the largest SPE values.
Tag 5 has already been discussed. In the case of tags 14,
17, 18 and 32 the SPE reﬂected the fact that they had
frequency components at frequencies that were not
captured by the three w0-vectors of the model. For
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Fig. 8. Magniﬁed spectra for the reﬁnery example.
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instance, tag 32 had an oscillation at a frequency of just
under 0.2min	1. It required a model with seven
principal components to model that feature, which was
captured by the w07-vector.
4. Comparison of time shift and spectral PCA
Table 2 shows that the use of PCA directly on the
time trends (time domain PCA) in the reﬁnery data set
performed poorly. The ﬁrst three terms in the model
described only 41% of the variability in the data set.
Fig. 9 shows the scores plot of the time domain PCA
analysis and the w0-vectors, which are time trends.
Clusters such as the white squares that were clear in
spectral PCA analysis did not emerge in the time domain
PCA analysis. The white squares representing tags with
the 0.06min	1 were all close to the t2 ¼ 0 plane in Fig. 9
and had large magnitudes of t1 or of t3; or of both. They
were therefore characterised by various weighted com-
binations of the w01- and w
0
3-vectors. These are
oscillatory time domain functions with a frequency of
0.06min	1 (oscillation period of 16.7min) and are
orthogonal. The explanation for the lack of clustering
of the square symbols is that both the w01- and w
0
3-
vectors were needed in various amounts to reconstruct
0.06min	1 oscillations of arbitrary phase. In spectral
PCA, by contrast, the square symbols were clustered
together because they all had a spectral peak at
0.06min	1. These results prove that spectral PCA gives
better performance than time domain PCA when
process dynamics and time delays cause phase shifts in
the time trends, and indicate why time domain PCA re-
quires more principal components for the same data set
A further study was conducted using time shifted
PCA on a subset of the reﬁnery data. The tags used were
2–4, 10, 20 and 34. The reason for selecting these tags
was that they showed the clearest 0.06min	1 oscillation
and their time shifts could be easily determined. The left-
hand plot of Fig. 10 shows the selected time trends
where it can be seen that the oscillations were not in
phase and did not align. It also marks with a dot the
time delays determined by the arguments of the Fourier
transforms at the frequency of oscillation, as described
in the Methods section. For instance, the arguments of
the Fourier transform of tags 2 and 3 at 0.06min	1 were
0.165 and 	1.043 rad, respectively. Therefore the phase
of tag 3 relative to tag 2 was 	1.208 rad and the time
delay of tag 3 relative to tag 2 was
Td ¼
1:208
2p 0:06
¼ 3:204 min:
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The right-hand plot shows the time trends after time
shifting in which it can be seen that the delays
determined from the Fourier transforms aligned the
peaks and valleys.
A comparison was made of time domain PCA
without time shifted vectors, PCA with time shifted
vectors, and spectral PCA for these six tags. The models
required three, two and one principal components,
respectively (Table 2). Therefore spectral PCA out-
performed time shifted PCA because it captured the
variability in the data set with fewer principal compo-
nents and both were better than time domain PCA with
no time shifting.
It might be expected, as with autocovariance PCA,
that the time shifted PCA should have identical
performance to spectral PCA because all these methods
remove phase information. Therefore the ﬁnding that
spectral PCA had superior performance needs an
explanation. The reason is that the phase information
was not fully removed by time shifting because time
shifts can only be applied in integer multiples of the
sampling interval. Hence, for instance, the time delay
determined for tag 3 relative to tag 2 was 3.20min, but
the time shift applied was only 3min being the closest
integer number of sampling intervals. It is also noted
that, in general, time shifting cannot remove all delays.
For instance, suppose that oscillations at two unrelated
frequencies originate in control loops A and B and
propagate plant-wide. Propagation delays from A are
not the same as from B because the routes through the
plant are different and therefore it is not normally
possible to ﬁnd a unique time shift that aligns both
oscillations simultaneously.
5. Conclusions
This paper has demonstrated off-line principal com-
ponent analysis (PCA) using power spectra for cases
when the measurements in the data matrix had phase
lags or time delays caused by process dynamics. The
power spectra were invariant to lags or delays and thus
could classify measurements having similar but time-
delayed features such as oscillations with phase lags or
long-term deviations from the average value.
The performance of spectral PCA was demonstrated in
two case studies, one a challenge problem using simulated
data of a pulp process and the other a reﬁnery example.
Spectral PCA proved able to highlight clusters of tags
showing common features and discovered other tags that
were members of the clusters that could not be identiﬁed
by visual inspection. An advantage of spectral PCA was
the easy removal of unwanted interferences to highlight
subtle effects. Thus, removal of the spectral peak of a
large amplitude plant-wide oscillation enabled more
detailed analysis of features with smaller amplitudes.
PCA using autocovariance functions was also studied.
When no smoothing of the spectra was used then the
performances of autocovariance PCA and spectral PCA
were identical and the same number of principal
components captured the same amount of variability
in the data matrix. It is known, however, that if an
averaged periodogram in fewer frequency channels were
used then PCA using autocovariance functions would
require fewer principal components for the same size of
data matrix and therefore has superior performance.
Spectral PCA had superior performance to time
domain PCA for the detection of clusters of data trends
having similar features, even when time shifting was
used to align the data trends. The reason why time
shifting did not fully solve the problem is that sampled
data vectors can only shift by an integral number of
sampling intervals, whereas the time delays or phase lags
to be removed may not be an integral number of
sampling intervals.
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