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Abstract
The physical separation of micro-particles is very important in many research field as di-
verse as chemistry and medicine. The main goal of the current separation techniques is
to extract micro-particles such as cells at a high processing rates and purity. Chromatog-
raphy, for instance, is commonly applied for the detection and enrichment of pathogens,
which is useful for the medical diagnostics of parasitic infections. Many separation tech-
niques have been developed over the years, applying physical phenomena of different
kinds and/or taking advantage of unique physical properties of the particles themselves.
From all of these techniques, one that has remained popular over the years is Dielec-
trophoresys(DEP). One of the main reasons for its popularity is that it does not require
markers of any kind; it takes advantage of differences in the particle’s polarizability, size
and shape. Another distinctive characteristic of dielectrophoresis is its selectivity due to
its capacity to be controlled using frequency and voltage amplitude and its suitability for
small microfluidic systems.
In very general terms the work I have done during my PhD studies was oriented towards
the development of novel and robust technology for aiding in the micro-particle sorting
and bio-particle recognition by using computer tools. The ideas and concepts I will be
introducing throughout this document were allowed total freedom to evolve and change to
better fulfill the main goals of the project and also to better adapt to the many technical
challenges I had to face during my research. As well as developing a new dielectrophore-
sis method I have also tried to maximize the impact of this work by doing it in a truly
accessible way for anyone, regardless if they are interested in basic research, a possible
application or just looking to adapt this concepts and tools for a different purpose.
The central work in this PhD thesis focuses on two main topics:
 Computerized bio-particle tracking and identification using a machine-learning al-
gorithm that incorporates a number of predictors, including colour histogram com-
parison.
 A portable dielectrophoresis(DEP) electronic device able to tailor the potential
across a microfluidic channel for particle separation.
The first project is about computerized vision system designed to track and identify
micro-particles of interest through the use of video microscopy, machine learning and
iii
iv
other video processing tools. This system uses a novel particle recognition algorithm to
improve specificity and speed during the tracking and identification process. We show
the detection and classification of different types of cells in a diluted blood sample using
a machine-learning algorithm that makes use of a number of predictors, including shape
and color histogram comparison. This software can be considered as a stand alone piece
of work. Its open source nature makes it ideal for scientific purposes or as a starting point
for a different application. In the context of this PhD thesis, however, it is an invaluable
tool for validating and quantifying experimental results obtained from the micro-particle
separator experiments presented in Chapter 4.
The central piece of work in this PhD thesis is introduced in Chapter 4. This project is
about the development of a all-in-one continuous flow DEP based microparticle separator
which uses a system of individually addressable electrodes to shape and control the par-
ticle’s potential energy profile across the entirety of a microfluidic channel. These tailored
potential landscapes are created by averaging the electric field generated by 64 individual
electrodes, where the electronic device has complete control over each electrode’s on/off
state, frequency, AC voltage amplitude and pulse duration. All the characteristics of the
potential landscapes are controlled wirelessly through a mobile phone application. These
specially designed potential landscapes allow us to make lateral sorting and/or concentra-
tion of a binary mixture of particles at the same time they move through a microfluidic
channel; all this without the need for buffer flows or additional external forces. One of
the outstanding characteristics of this new sorting technique is that it relays exclusively
on negative DEP. Most previous techniques require a combination of positive and nega-
tive DEP and possibly and external force of different nature to achieve particle sorting;
all of which requires the use of a crossover frequency and hence a careful control of the
conductivity of the suspending medium. Here by using only negative DEP we eschew the
careful control over the conductivity of the suspending medium and the use of any other
external force; all this contributes to make our device small and robust. In addition to
this, our electronic device was designed to include all the supporting electronics it needs
in a small and robust printed circuit board that can also be operated by batteries. We
present simulation results to illustrate the physics behind this new technique along with
experimental results demonstrating the separation of polystyrene beads.
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Chapter 1
Literature Review
The ability to isolate and enrich a specific type of bio-particle from a heterogeneous bio-
logical sample is a very important requirement for biomedical applications such as rare cell
detection and identification. As the lab-on-a-chip technology becomes more popular and
accessible new designs and techniques are been developed and tested for applications in
different areas of biology and medicine. The purpose of this chapter is to introduce some
of the most popular and successful microparticle manipulation techniques applied in gen-
eral purpose analysis platforms. Many of the techniques described in this chapter are well
established in the field and have practical applications for the sorting and concentration
of biological particles or other materials. The techniques we are about to introduce ex-
ploit different physical phenomena or unique properties of the particles themselves. These
generated forces over the target microparticles could be very different in nature, ranging
from acoustic to magnetic. In this chapter we will only give a brief introduction to the
physics and applications of some of the most successful label-free methods as these are
the most relevant to our work. More specifically, in this review we will focus only on:
hydrodynamic manipulation [1–3], acoustic force [4–6], dielectrophoresis(DEP) [7–9], op-
toelectronic tweezers(OET) [10–12], optoelectrowetting(OEW) [13,14] and Optical Tweez-
ers(OT) [15–17]. Our intent is to highlight their strengths and weaknesses in regard to the
separation of biological or non-biological micro particles. We present this with the hope
this brief review will give us a better understanding of the role dielectrophoresis plays in
the microparticle manipulation field and provide us with a good idea of its advantages
and limitations. Moreover we will be paying special attention to dielectrophoresis, which
is the technique we used in our own microparticle sorter.
Two of the most reliable technologies for cell detection and separation are: Fluorescence-
Activated Cell sorting (FACS) [18,19] and magnetic activated cell sorting (MACS) [20,21].
However, these techniques require the use of tags or labels for achieving particle detection
and sorting. FACS uses fluorophore-conjugated antibodies to separate a population of cells
in sub-populations based on fluorescent labeling. On the other hand, MACS technique uti-
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lizes magnetic beads conjugated with antibodies to label cells of interest. Although both
methods have high-throughput the system setup is costly and bulky, the operation rela-
tively complex and requires reagents. Furthermore, these techniques rely on the existence
of specific cell-surface antigens and high-affinity probes to these antigens. Moreover, the
irreversible attachment of these proves to target cells could influence cell behaviour [22].
There is significant interest in developing techniques that are label free and take advantage
of the intrinsic properties of particles of a given population, such as size, shape, density,
electrical permitivity, etc. A truly useful technology must be user-friendly and compact;
a system that is able to make spatial separation of multi-component mixtures in a clin-
icians office or at the point of care. In this chapter we are not presenting an exhaustive
analysis of all the existing label-free methods for particle sorting, but rather we will try to
create some context for the research we have performed in relation to continuous particle
concentration and sorting.
1.1 Hydrodynamic manipulation
1.1.1 Device operation
Hydrodynamic manipulation in microfluidics refers to the use of fluid motion to control
the movement of particles through hydrodynamic forces. These hydrodynamic forces are
applied on particles through liquid motion against them or around them. This makes it
possible to control the particles’ displacements and trajectories.
Before we move on with the actual description of the technique, we will introduce a very
important dimensionless number in microfluidics: the Reynolds number Re, which is
commonly used to identify or differentiate between laminar and non-laminar flows. This
number one of the most frequently mentioned dimensionless number in microfluidics; it
represents the ratio of the inertial force to the viscous force and is expressed as a function
of density ρ, velocity U , characteristic length L, and dynamic viscosity µ in the following
way [23]:
Re =
ρmUL
µ
(1.1)
The Reynolds is a very useful quantity when it comes to comparing inertial and viscous
effects. For example, the very low values for Re that are typical in microfluidics reveal
that micro-scale flows are greatly dominated by viscous effects. To be more specific, the
flow inside microchannels, an Re of less than 1000, corresponds to the laminar regime,
while an Re of more than 1000 corresponds to the turbulent regime [24]. For a more
specific example, take the case of water(ρ ≈ 1000 kg/m3, µ ≈ 0.001 N s/m2 at room tem-
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perature) frowing at 1 µL/min through a microchannel of diameter 100 µm. In this case
the Reynolds number is only 0.2, so the microchannel flow is clearly laminar.
Another very important quantity in microfluidics system under laminar flow is the
hydrodynamic drag force: Fdrag. This force is the force affecting the particles in virtue of
the movement of fluid around them, see Fig.1.3a. This force is given by the Stokes drag
force [25]:
Fdrag = 6piµrV (1.2)
where µ is the viscosity of the media, r is the radious of the particle and V is the
velocity of the particle that is given by the velocity of the fluid (Fig. 1.3a).
Figure 1.1: Separation of a mixture of
fluorescent microspheres with diameters
of 0.80(green) and 0.90(red) and 1.03µm
(yellow). The fluorescence intensity pro-
file shows three peaks corresponding to
the three beads sizes. Source: Richard
Huang et al [26].
Hydrodynamic manipulation covers a
group of standard methods for particle ma-
nipulation and separation [1]. Passive tech-
nologies for the manipulation of particles are
those which do not rely on external forces
and depend exclusively on the channel geome-
try for the generation of hydrodynamic forces
on particles. We will start our discussion
of hydrodynamic manipulation and separation
techniques by mentioning two passive meth-
ods of separation that have been receiving a
lot of attention in recent years: Deterministic
Lateral Displacement(DLD) and Inertial Fo-
cusing(IF). Deterministic lateral displacement
uses laminar flow through a periodic array of
micrometre-scale posts. This array of post di-
vide the flow into several different streams;
this happens at low Reynolds numbers hence
there is little mixing between streams. If the
suspended particle is smaller than the stream,
then it will travel within it; however, if the
particle is larger than the stream, it will be
pushed laterally by the obstacles(posts) [26].
The control over the size of particles to be sorted/separated is obtained from three vari-
ables: diameter of posts, the distance between posts, and the offset of the posts.
In Fig.1.1 we have the results obtained for the sorting of a mixture of fluorescent
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polystyrene beads. The diameter of the used beads are 0.80(green), 0.90(red), and 1.03(yel-
low) µm in diameter. In the figure, we can also see the obtained fluorescence intensity
profile, which was scanned 14 mm from the injection point; there are three distributions
which correspond to 0.80, 0.90 and 1.03 µm, all centred at the mean of the peaks and
with error bars with are attributed to the inhomogeneity of the beads populations. This
separation technique does not use external forces and does not depends on diffusion.
Figure 1.2: Spiral channel for the con-
tinuous separation of triplet polystyrene
beads: 10, 15 and 20µm in diameter.
Source: Kuntaegodanahalli et al [27].
Inertial microfluidics works for Renolds
numbers between one and one hundred; a
range for which the finite inertia of the fluid
generates inertial effects which are the basis of
inertial migration [27]. We can describe iner-
tial migration as a phenomenon in which par-
ticles that are randomly dispersed at the en-
trance of a straight microchannel after travel-
ling some distance migrate laterally to cross-
sectional equilibrium positions. This inertial
migration is considered to be originated by the
interaction of two inertial effects: the shear
gradient lift force, which directs the particles
away from the channel centre and, a wall in-
duced lift force, which repeals the particles away from the wall towards the centreline of
the channel [28]. A straight rectangular channel is probably one of the most common
geometries due to ease of operation and microfabrication limitations. However, there are
some possible variations in structure. In Fig.1.2 we have a spiral channel for the separation
of a mixture of particles. In this design, when a fluid flows through the curved channel a
secondary flow is created as a result of velocity differences between the fluid in the central
and near-wall regions of the channel. Due to the higher velocity of fluid elements near the
channel centreline, they will have larger inertia and would flow outward around a curve
due to centrifugal effect. As a result, a pressure gradient in the radial direction of the
channel will be created. Moreover, due to the centrifugal pressure gradient, the slower
fluid near the wall re-circulates inwards, which generates two symmetric circulating vor-
tices [28]. Using a spiral channel, Kuntaegodanahalli et al demonstrated the continuous
separation of a mixture of polystyrene beads(10, 15 and 20µm) with an efficiency of 90%,
see Fig.1.2. Inertial focusing has proven to be able to offer a well-controlled inter-particle
spacing, which is used to make continuous sorting of particles.
Figure 1.3 illustrates a few other common manipulation techniques. In Fig.1.3b we
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have an instance of Sheath flow manipulation of particles through the use of two lateral
liquid flows sandwiching the fluid containing the particles [2]. Another method for manip-
ulating particles is the Sheathless particle focusing, see Fig. 1.3c. This process uses the
hydrodynamic drag force to move the flowing particles towards their equilibrium positions
according to the velocity profile of the liquid stream [2].
Another good example of relatively simple channel features that makes use of hidrody-
namic forces is the H-shaped channel shown in Fig. 1.3(d), which can be used for sepa-
ration, extration, or filtering. A fluid with mixed particle contents joins another carrier
fluid at the inlet, and while traversing across the common channel the smaller particles
diffuse faster into the second fluid [3]. The highly laminar nature of flow in microchannels
prevents bulk mixing, so diffusion is the dominant mechanism of interaction between the
two fluids as they move in parallel along the common channel. At the exit, the common
stream splits, leaving two streams with smaller particles having been extracted from the
original fluid.
Figure 1.3: Hydrodynamic particle manipulation. (a) Drag force acting on a particle under
microfluidic flow; (b) sheath flow focusing; (c) sheathless flow focusing; (d) H-shaped inlet
and outlet microfluidic separation system. Source: Aminuddin A. Kayani et al [24].
The previous examples illustrate meaningful functionality from elegantly simple mi-
crochannel features. In case it is needed, however, almost limitless freedom can be obtained
for channel design based on photolithography.
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1.1.2 Advantages and potential drawbacks
Hydrodynamic manipulation
Advantages Potential drawbacks
 These methods are label free.
 Increased accessibility due to
lower micro-fabrication cost
[29].
 Able to focus and order par-
ticles and cells continuously
and without the use of exter-
nal forces; which reduces com-
plexity and makes it easy to
integrate with optical imaging
techniques.
 Meticulous design and simula-
tion of microfluidic flow rates
are needed because the hydro-
dynamic forces exerted on the
particles is highly dependent
of the channel topology.
 In most of the applications
bulky and complex systems
are needed to carefully control
the fluid flow rate.
 These techniques are not re-
configurable in the sense that
it is not possible to reconfigure
the device for new conditions
without actually having to re-
design and replace it.
Table 1.1: Advantages and potential drawbacks of hydrodynamic manipulation techniques.
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1.2 Acoustic manipulation
1.2.1 Device operation
In this section we will introduce a label free micro-particle separation technique that
utilizes acoustic waves to induce an acoustic force on micro particles, which cause them to
move [30]. The acoustic waves are commonly generated by interdigitated electrodes on a
substrate or a ultrasonic transducer [4]. When we apply standing wave acoustic force on
a suspended particle it will experience an acoustic force given by [5]:
Fr = −
(
piP 2o Vpβ
2λ
)
· φ(β, ρ) · sin
(
2pix
λ
)
(1.3)
φ(β, ρ) =
5ρp − 2ρm
2ρp + ρm
− βp
βm
(1.4)
where Po is the pressure amplitude of the acoustic wave, Vp is the particle volume,
β and ρ are the particle or liquid compressibilities and densities, respectively, λ is the
wavelength of the acoustic wave, φ is the so called acoustic contrast factor, and x is the
distance to the nearest pressure node. Subscripts p and m denote particle and suspending
medium, respectively.
The generated acoustic force particles experience is dependent of the amplitude and fre-
quency of the applied acoustic waves, the elasticity and size of the particle itself as well
as the liquid the particle is suspended in.
When a particle is exposed to a acoustic standing wave there is two possible outcomes:
the particle being pushed towards the pressure node or towards the pressure anti-nodes,
see Fig.1.4. The pressure node is the location where the pressure is constant and does
not change. On the other hand, the location where the acoustic waves form a maximum
or minimum is the pressure anti-node, [24]. The φ-factor afects directly the direction of
particle motion (Eq.1.3). If φ > 0, the particle will migrate toward the pressure nodes and
if φ < 0, the particle will migrate toward the pressure anti-nodes, see Fig.1.4.
In Fig.1.5 we have an example of the use of surface acoustic waves(SAW) for particle
concentration. Haiyan Li et al [6] used non-symmetric SAW to generate acoustic streaming
on a droplet containing the target particles. The acoustic streaming induced in the droplet
by the asymmetric surface acoustic waves lift the particles from the substrate to follow
the flow circulation. Shear-induced migration gives rise to an inward radial force which
concentrates the particles at the center of the droplet, see Fig.1.5. The devices uses a
LiNbO3 as a substrate and a set of 25 interdigitated transducer(IDT) electrodes with 12
mm aperture and a wavelength of λ=440µm. The applied AC signal was a sinusoidal wave
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Figure 1.4: Acoustophoretic manipulation of suspended particles.(a) Acoustophoretic ma-
nipulation of particles when subject to acoustic waves. (b)Scheme of acoustophoretic
sorting of a mixture of paritlcles with different density and compressibility properties.
Source: Aminuddin A. Kayani et al [24].
at a resonance frequency f0 of 8.611MHz. Polystyrene beads and yeast cells were used to
test the device [6]. In Fig.1.5 we have some results for particle concentration.
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Figure 1.5: Acoustic streaming in a small fluid volume. a) Diagram of the acoustic stream-
ing acting on a droplet containing the target particles. b) Diagram of different IDT ar-
rangements used to generate asymmetric propagating SAW. c) Sequence of images showing
the fluid recirculation generated by asymmetric surface acoustic waves. Source: Haiyan
Li et al [6].
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1.2.2 Advantages and potential drawbacks
Acoustic manipulation
Advantages Potential drawbacks
 This method is label free.
 Relatively high through-
put. Especially when com-
pared with the most usual
implementations of dielec-
trophoresis and optoelectronic
tweezers, to mention two ex-
amples.
 There is no need to control the
conductivity of the suspend-
ing medium. This is a big ad-
vantage over other techniques
e.g. dielectrophoresis(DEP).
 This technique provides the
ability to separate particles of
similar sizes and densities. If
one particle is more compress-
ible than the liquid, while an-
other is less compressible, the
acoustic force displacing the
two particles will be in the op-
posite direction, causing them
to separate [24].
 Particle separation can only
be conducted by virtue of their
size, density, and compress-
ibility differences [24]. More-
over, most bio-particles have
similar density and compress-
ibilities.
 It can be difficult to con-
trol small nano scale parti-
cles using acoustic manipula-
tion [24].
 Acording to Aminudding [24],
it can be difficult to integrate
acoustic transducers into mi-
crofluidic devices.
 Force is relatively small on
cells due to low acoustic con-
trast factor between water
and cells compared to harder
particles such as polystyrene
beads.
Table 1.2: Advantages and potential drawbacks of acoustic manipulation.
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1.3 Dielectrophoresis (DEP)
1.3.1 Device operation
Dielectrophoresis (DEP) is a label free micro-particle manipulation and separation tech-
nique that relies on an electric field induced force applied to a neutral particle in a non-
uniform electric field. When subjected to an electric field, a neutral particle is polarized
and charged dipoles are established within the particle [7]. The charged dipoles induce
unequal electrical forces at the opposing ends of the particles and the net resulting force
causes the particle to move. The magnitude of charge and orientation of the induced
dipoles is dependent on the intensity and frequency of the electric field and the dielectric
properties of the particle and suspending medium, respectively.
Figure 1.6: Dielectrophoresis(DEP): principle of operation. a) A charged and neutral
particle in a uniform electric field. b) A neutral particle in a non-uniform electric field.
Please note that although the chargers here are drawn within the particle the resulting
dipole is really a result of charges within the particle and within the medium. Source:
Ming Li et al [8].
The time averaged dielectrophoretic force on a spherical particle in a AC-field can be
expresed as [31]
FDEP (t) = 2pimr
3Re[fCM ]∇E2 (1.5)
where E is the electrical field, m is the absolute permitivity of the suspending medium
and r is the particle radius. fCM is known as the Clausius-Mossotti (CM) factor, which is
given by
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fCM =
p − m
p + 2m
(1.6)
where  is the complex permitivity, defined as
 = − j σ
ω
(1.7)
and subscripts p and m stand for the particle and the medium, respectively.
From Eq.1.5 we can see that DEP force have the following characteristics [32]:
1. DEP force is only generated when the electric field is non uniform, otherwise∇E = 0
and the force given by Eq.1.5 becomes zero.
2. The generated DEP force depends not only on the electrical properties of the particle
and the medium but also on the frequency of the applied field. The dependence on
the electrical properties is through the permitivity and conductivity of the particle
and medium, see Eq.1.7.
3. DEP force depends on the sign and the magnitude of the CM factor: fCM . If
fCM > 0, then the particles will be attracted by the electric field strength maximum
and repelled from the minimum; this is called positive dielectrophoresis (p-DEP). If
fCM < 0, then the particle will be attracted by the electric field strength minimum
and repelled from the maximum; this situation is called negative dielectrophoresis
(n-DEP).
4. DEP force is proportional to particle volume, see Eq.1.5. Which makes DEP capable
of differentiating particles by size.
5. The strength of the generated DEP force has a dependence to the magnitude of the
applied electric field; which makes it non-linear phenomena due to dependence on
E2
By combining Eqs.1.6 and 1.7, the Clasious-Mossotti factor fCM can be expressed as
fCM(p, σp, m, σm, ω) =
(p − m) + jω (σp − σm)
(p + 2m) +
j
ω
(σp + 2σm)
(1.8)
By examining Eq.1.8, it can be deduced that the sign of the CM factor is determined by
the electrical conductivities of the particles and the medium at low frequencies; however,
it is determined by the permitivities at higher frequencies. Between those two limits there
exist a transition region. The point where n-DEP response switches to the p-DEP (or
p-DEP response switches to n-DEP) is called cross-over frequency. It is the point where
the complex permitivity of the particle is exactly equal to that of the medium. At that
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Figure 1.7: Simulation of Clausius-Mossotti factor(CM) for RBCs and trypanosome cells
suspended in a medium with 30mS/m conductivity. Source: Clemens Kremer et al [33].
frequency, DEP will be zero (Re[fCM ]=0), during this condition particle and buffer are
equally polarized so pole in liquid equal in charge to pole in particle.
In Fig.1.7 we have a simulation of the Clausius-Mossotti factor for mouse RBC and try-
panosome cells [33]. Most of the sorter devices which apply dielectrophoresis use the
cross-over frequency, see Fig.1.9, or some specially selected frequency(or range of frequen-
cies) for which there is a negative and positive DEP, see Fig.1.7, in a way that makes
possible to attract one specific type of particle and repel another.
In this technique the non-uniform electric field is applied by using specially designed
external electrodes that are submerged into the reservoir. The internal electrodes are
usually planar (2-D) electrodes (the height of the electrodes are in the order of hundred
nanometers), and are fabricated within the device by means of relatively expensive manu-
facturing techniques such as e-beam evaporation, which results in less economically feasible
systems [9, 32].
Dielectrophoretic separation of bio-particles from heterogeneous biological samples is pos-
sible because the DEP force can differentiate across different types of cells due to variations
in features such as cell radius, electrical properties and cell shape. In the Fig.1.8 an exam-
ple of a dielectrophoretic microfluidic chip that incorporates filtering, focusing, trapping,
and detecting in a single device. [9].
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Figure 1.8: Example of a microfluidic chip that make use of DEP. The DEP chip has four
stages: filtering, focusing, sorting, and trapping. The device was utilized to separate a
mixture of bacteria and latex particles into the three diferent electrode-trapping regions
located near the device outlet. Source: I-Fang Cheng et al [9].
Figure 1.9: Crossover data for normal peripheral blood mononuclear cells and nine human
tumor cells types. Source: Peter Gascoyne et al [34].
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1.3.2 Advantages and potential drawbacks
Dielectrophoresis (DEP)
Advantages Potential drawbacks
 This method is label free.
 It does not require complex in-
strumentation. The low op-
erating voltage simplifies the
equipment needed to gener-
ate the electric fields, prevents
Joule heating and makes the
system compatible with inte-
grated circuits and suitable
for battery powered hand-held
devices.
 DEP is able to induce both
negative and positive forces.
 High manufacturing cost. In-
tegration of on-chip circuits
increases the cost of the de-
vice, which make it less at-
tractive for disposable appli-
cations. This point is partic-
ularly relevant for biomedical
diagnostic applications.
 According to Peter Gascoyne
et al [34] it becomes im-
practical to separate cell hav-
ing less than 50% difference
in their crossover frequen-
cies by applying an AC elec-
tric field to trap one par-
ticle type by positive DEP
while simultaneously repelling
other types by negative DEP,
see Fig.1.9. This point will
become particularly relevant
later on when we introduce
our micro-particle separator in
Chapter 4.
 In oder to apply n-DEP and p-
DEP simultaneously, it is nec-
essary to carefully control the
conductivity of the suspend-
ing medium.
Table 1.3: Advantages and potential drawbacks of dielectrophoresis.
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1.4 Opto-electronic tweezers (OET)
1.4.1 Device operation
Optolectronic tweezer (OET) is a relatively new concept for the micro-manipulation of
particles which was first introduced in 2005 by Pei Yu Chiou et al [10]. This technique
uses both light and electrical bias to create a non-uniform electric field, which in turn
exerts a force on dielectric particles [35].
Figure 1.10: Optoelectronic tweezers (OET) device structure. The OET device consists
of a top transparent ITO electrode and a bottom ITO electrode. There is a layer of pho-
toconductive material (hydrogenated amorphous silicon) on top of the bottom electrode.
An AC voltage is applied between the two electrodes. Source: [11].
The technique makes use of light to excite a photo-conductive layer and creates an
electric field gradient in the sample. In the Fig.1.10 we have a diagram of the typical
structure of the optoelectronic tweezers device (OET). The OET consists of a top trans-
parent indium tin oxide (ITO) layer and a bottom ITO-coated glass substrate on top of
which there is a 1 µm thick layer of photo-conductive material (hydrogenated amorphous
silicon, a-Si:H) [11].
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Figure 1.11: Programmable virtual
electrode used to measure the maxi-
mum forces the technique can exert on
polystyrene beads. Individual 15µm-
diameter particles are forced to move
in a uniformly accelerated circular mo-
tion. When the particle is unable
to keep accelerating the program au-
tomatically calculates the maximum
reached lineal velocity and saves all the
relevant information.
The sample is contained in between a con-
ductive layer and the photo-conductive one in
the bottom substrate. This technique is es-
sentially dielectrophoresis (DEP), but this time
instead of metal electrodes virtual electrodes
are generated using light patterns projected
onto the a:Si photo-conductive layer. The
amorphous silicon is deposited using plasma
enhanced chemical vapor deposition, no pho-
tolithography or etching is needed; which rep-
resents an advantage over standard DEP tech-
niques.
The time averaged OET force on a spherical
particle in an AC-field remain the same as for
DEP force [31]:
FDEP (t) = 2piεmr
3Re[fCM ]∇E2 (1.9)
where E is the electrical field, m is the absolute permitivity of the suspending medium
and r is the particle’s radius. fCM is known as the Clasious-Mossotti (CM) factor, which
is given by
fCM =
p − m
p + 2m
(1.10)
where  is the complex permitivity, defined as
 = − j σ
ω
(1.11)
and subscripts p and m stand for the particle and the medium, respectively.
The generated DEP forces on neutral particles are the result of the interaction of the
induced dipoles with the non-uniform electric fields generated by the projected patterns
on photo-conductive substrate. Just like standard DEP, the force on particles depends on
the electric field gradient and the electric properties of the particle and the suspending
medium.
In Fig.1.11 we have an instance of a generated virtual electrode. It was designed for a
careful measurement of the maximum velocities that can be achieved for the movement of
15µ-diameter polystyrene particles. We have a wheel-shaped pattern that was programmed
with a uniformly accelerated angular rotation with respect to its central axis. Individual
polystyrene particles are forced in a circular motion that keeps gradually accelerating until
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Figure 1.12: a) Portable OET system. b) Optical manipulation of 20µm-diameter
polystyrene beads. Source: Steven Neale et al [12].
DEP force is unable to overcome the Stokes drag force which has a lineal dependence with
the relative velocity of the suspending medium, see Eq.1.2. In Fig.1.12 we have an portable
version of the OET system developed by Steven L. Neale et al [12]. It was built from a
small microscope with a 20X objective that uses bright field illumination from an LED
array. For the generation of the light patterns it uses a mini data projector(Dell M110)
which is controlled with a laptop. This example illustrates the manipulation of several
20µm-diameter polystyrene beads.
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1.4.2 Advantages and potential drawbacks
Opto-electronic tweezers (OET)
Advantages Potential drawbacks
 This method is label free.
 It is possible to achieve a high de-
gree of control over the manipula-
tion of microscopic and nanoscopic
objects.
 Another big advantage is that it
confers total freedom over the tra-
jectories one can implement in 2D.
 The required photo-conductive
layers are not patterned, which
makes the fabrication process very
straightforward and simple.
 The potential for mass fabrication
is high.
 Acording with Martinez-Duarte
[36], the throughput of the de-
vice may not be high since the
virtual electrodes generated using
this technique are still surface ef-
fect. In most cases, all the pla-
nar electrodes are fabricated at the
bottom substrate and thus an elec-
tric field gradient is only effectively
established in sample volumes less
than 30 micrometres high.
 When working with bioparticles it
would be necessary to work in cul-
ture media or physiological buffers
that intrinsically exhibit high elec-
trical conductivity; however, this
technique can only operate in rela-
tively low conductivity media.
 An illumination system powerful
enough to create the virtual elec-
trodes is bulky and expensive.
 This technique inherits one of
the main problems dielectrophore-
sis has: in order to take advantage
of the crossover frequency and/or
n-DEP and p-DEP, it is necessary
to fine tune the conductivity of the
suspending medium.
Table 1.4: Advantages and potential drawbacks of opto-electronic tweezers.
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1.5 Optoelectrowetting(OEW)
1.5.1 Device operation
One of the most important functions of a microfluidic device is to move a volume of
fluid from one location to another. In this regard, optoelectrowetting is a very interesting
option to achieve flow control. The use of optoelectrowetting based microfluidic devices
has attracted a lot of attention recently due to the fact that it eliminates the need of
pumps and valves for the manipulation of fluids.
(a) (b)
Figure 1.13: a) Diagram of a light actuated microfluidic device that optically manipulates
nano to micro-liter scale aqueous droplets on the device surface. Source: A. Jamshidi et
al [11]. b) Simulation results for the contact angle as a function of frequency for illuminated
and non-illuminated photoconductive layers. Source : F. Krogmann et al [14].
In diagram of Fig.1.13a we can see a schematic of a optoelectrowetting based device
similar to that developed by Justin K. Valley et al. [13]. It is a unified platform for
that allow the manipulation of aqueous droplets with electrowetting and individual parti-
cles(within those droplets) with dielectrophoresis, all in the same device.
For the fabrication of the bottom substrate they used ITO (300nm) coated glass, a 1µm
thick photoconductive a-Si:H layer, a 100nm film of Al2O3 and a 25nm film of spin coated
0.2% Teflon (300rpm, 30s). The top substrate is formed from another Teflon-coated ITO
glass wafer. The two substrates are then placed on top of one another separated by a spacer
layer of double-sided tape (100µm) forming the microfluidic manipulation chamber [13].
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Figure 1.14: Particle concentration,
in a 335nL droplet, of fluorescent
beads using optoelectrowetting and
optoelectronic tweezers in a unified
platform. Source: Justin K. Valley
et al [13].
The droplet containing the particles to be con-
centrated is sandwiched between the top and the
bottom surfaces. By applying light to an specific
region of the bottom substrate and a voltage be-
tween the electrodes, an additional energy is intro-
duced into the system, which yields to a reduction
of the contact angle of the liquid. This effect can be
described by the Lippman-equation [14] as follows:
cos(θ) = cos(θ0) +
0
2γLGd
V 2 (1.12)
where V is the voltage applied, d the thickness
of the dielectric layer(Al2O3), θ0 the initial contact
angle,  the dielectric constant of the dielectric layer
and γLG the inter-facial tension between liquid and
oil.
The Fig.1.13bb shows the simulation results for
the contact angle as a function of the frequency of
the applied voltage for an examples system, consist-
ing of an amorphous silicon layer, a silicon dioxide
layer and a water droplet [14].
In Fig.1.14 we have an illustration of some of the
results obtained by Justin K. Valley et al [13] for the
concentration of fluorescent polystyrene beads in-
side a 355nL droplet with conductivity of 10mS/m.
First they used OET for concentrating the particles
towards one end of the droplet, Fig.1.14c. In the
next step the droplet is split in two using OEW,
one containing the particles and the other remain-
ing mostly empty, Fig.1.14e-f.
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1.5.2 Advantages and potential drawbacks
Optoelectrowetting(OEW)
Advantages Potential drawbacks
 The device is relatively easy to
fabricate because no lithogra-
phy is required.
 Able to optically manipulate
aqueous droplets in real time.
 Reconfigurable, the device
can easily be reconfigured to
make chemical reactions with
droplets, for example.
 It’s possible to scale up the
system by increasing the ac-
tive OEW area.
 According to Justin K. Valley
et al. [13] the voltage needed
to operate the device is about
40 Vpp. This voltage level
would require bulky and ex-
pensive electronic, which will
make it less suitable for a
portable device.
 The capacity to manipulate
droplets alone does not seems
to be very useful for manip-
ulation of individual micro-
particles.
 This technique inherits all the
disadvantages of the dielec-
trophoresis technique.
Table 1.5: Advantages and potential drawbacks of Optoelectrowetting(OEW).
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1.6 Optical Tweezers
1.6.1 Device operation
Optical tweezers is a very well established technique for the trapping and manipulation
of micro-particles in three dimensions. It applies highly focused laser beams to generate
an attractive/repulsive force on particles depending on their refractive index. This phe-
nomenon was firs reported by Artur Ashkin [15] in 1970. A proper explanation of optical
trapping must take into account the size of the trapped particles. However, when the
diameter of the particle much bigger than the light’s wavelength ray optics can be used to
give a simple description of the phenomenon, see Fig.1.15.
(a) (b)
Figure 1.15: a) Unfocused laser representation: the net force tends to restore
towards the center of the laser. b) Focused laser: a focused laser keeps the
particle in a fixed axial position. Source : Roland Koebler, CC BY 3.0,
https://commons.wikimedia.org/w/index.php?curid=15083883.
Given the light has momentum associated with it, a light intensity profile with stronger
intensity towards the center of the laser(TEM00 mode Gaussian beam) will generate a
net force tending to restore the particle toward the center of the laser, see Fig.1.15a.
Moreover, a focused laser will keep the particle in a fixed axial position, see Fig.1.15b [37].
A much more complete technical discussion of the different aspects of the technique and
its implementation can be found elsewhere [38].
A typical implementation of Optical Tweezers uses one or two traps. However, there are
some designs that implement more than two traps by time sharing a single laser beam
between different traps [16] or by using diffractive optical elements to split the beam into
many continuously illuminated traps. As an example of the later we have the work done
by M. P. MacDonald et al [17]. They used a single laser beam to generate an three-
dimensional optical landscape, which is used to sort a mixture of particles(in microfluidic
flow) based on their sensitivity to the optical potential, see Fig.1.16. The particles used for
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Figure 1.16: An optical lattice is used to sort a mixture of 2µm-diameter silica and
polystyrene beads and a mixture of 2 and 4µm-diameter protein micro-capsules. Source:
M. P. MacDonald et al [17].
testing the system were a mixture of 2 and 4µm-diameter protein micro-capsules moving
at 20µm/s, see Fig.1.17.
The light patterns and the interlinks between the lattice sites were tailored to deflect
particles into the desired trajectories. The sorting mechanism takes advantage of the drag
force particles experience when particles flow through the optical lattice. By a careful
design of the optical lattice it is possible to create an optical path where the optical force
dominates and define the particle’s trajectory, see Fig.1.17. However, this requires a fine
tuning between the drag force and the optical force.
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Figure 1.17: Frame by frame tracking of 2 and 4µm-diameter protein microcapsules, rep-
resented by the black and white crosses respectively. The flow speed was 20µm/s and a
laser power of 530 mW. Source: M. P. MacDonald et al [17].
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1.6.2 Advantages and potential drawbacks
Optical Tweezers
Advantages Potential drawbacks
 This method is label free.
 High degree of flexibility on
the generation of specially en-
gineered optical landscapes.
 There is no need to control the
conductivity of the suspend-
ing medium.
 It’s possible to scale up the
system by increasing the effec-
tive region. This can be done
either by sharing a single laser
beam between several optical
tweezers or by splitting a sin-
gle laser into multiple traps
using a diffractive system as
we just saw on previous exam-
ple.
 The technique requires a care-
ful tuning between the drag
force and the optical force.
 Even the most basic optical
tweezer setup requires expen-
sive, complex and delicate op-
tical equipment which makes
it unsuitable for a portable ap-
plication.
 The high intensity of the fo-
cused laser light, which gen-
erates the traps, typically 109
- 1012 Wcm−1 results in local
heating [39].
Table 1.6: Advantages and potential drawbacks of optical tweezers.
Chapter 2
Selected DEP applications
In this chapter we will focus on microparticle sorting technologies that apply dielec-
trophoresis alone or in a combination with other forces. However, we will only give a
brief introduction to some of the micro-particle separation techniques the author consid-
ers to be the most representative of the latest trends in DEP particle sorting, or the most
relevant and/or similar to our own design. We will be considering continuous and discon-
tinuous techniques. We have selected a small group of DEP techniques that is relevant
to the work we have done. We will be discussing: Stepping Electric Fields, Pulsed Di-
electrophoresis, Dielectrophoresis Field Flow Fractionation(DEP-FFF), Magnetophoresis-
Dielectrophoresis Field Flow Fractionation(MAP-DEP-FFF), Multiple Frequency Dielec-
trophoresis and Traveling Wave Dielectrophoresis. A few of these techniques apply DEP
exclusively, others use it on a combination with external forces, and some even apply
DEP forces discontinuously in time. One of these designs was developed having in mind a
portable device, but most require sophisticated and bulky equipment; however, we believe
they all are a representative sample of current state of the art DEP techniques.
In this brief review we will try to highlight their main features, their strengths, weaknesses
and novelty of these different approaches to particle sorting. Later on, in Chapter 4, when
we introduce our own DEP technique for particle sorting, this review will help us to better
understand and identify the fundamental differences between our technique and previous
works, its strengths, limitations and the place it has in the microparticle sorting field as a
whole.
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2.1 Stepping Electric Fields
Figure 2.1: Stepping fields: An array of relays is used to switch adjacent pairs of electrodes
in a total of 16 switching steps. The 8 relays are sequentially switched on/off using a
microcontroller. Source: Chun-Ping Jen et al [40].
The first of the particle sorting techniques we will discuss in this chapter is one that
has some similarities to our own technique. Maybe the most important one is the ability
to independently control a group of individual electrodes. Also, just like in our case, this
technique was implemented on a portable device; however, there is also some very impor-
tant differences we will discuss in the next sections.
As mentioned previously, stepping electric fields is a technique with the capacity to con-
trol several electrodes independently. In this sense this technique is different to most DEP
techniques. The majority of current DEP designs make us of different variations of two
metal electrodes in a single or interdigitated configuration. Devices of this kind have been
used to trap bacterial cells in continuous flow [41] and take advantage of differences in the
electrical properties of the particles and medium; where the direction of the applied DEP
force is a function of the frequency of the applied signal.
Even though this devices can achieve a remarkable performance when utilized properly
for specific applications, they are rigid and non reconfigurable. Reconfigurability is a
desired characteristic, specially in research and development where there is a need to
experiment with new conditions in a fast and easy way. When we have access to several
electrodes we also have the capacity to generate traveling electric fields and experiment
with a broader group of variables, for example: voltage, frequency, and electrode activation
time to affect the sorting speed.
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Figure 2.2: The system of planar elec-
trodes was etched on ITO glass. The
electronic module includes all the re-
quired electronic components for the
operation of the device. Source:
Guang-Hong Chen et al [42].
Another advantage of this approach is that it
can increase the throughput of the device by us-
ing an array of electrodes covering a bigger area
in which the generated electric gradients are ef-
fective. We could argue that there is a price to
pay because an electronic system is needed in or-
der to achieve individual control of each one of
the electrodes in an array. However, the advances
in electronics, computing and micro-fabrication
have made possible the rapid prototyping of very
sophisticated systems able to integrate electron-
ics, hardware and software in small and reliable
components that now have become standard and
are easily available.
One excellent example of the application of
stepping electric fields is the work done by
Guang-Hong Chen et al [42] and Chun-Ping Jen
et al [40]. They adapted this technique into a
small portable device that uses circular micro-
electrodes to isolate and concentrate rare cells.
The array of circular metal electrodes is pla-
nar and fabricated through a standard photo-
lithography process. To generate the stepping
electric fields they used an array of relays to
switch adjacent pairs of electrodes sequentially, see Fig.2.1. The relays are controlled
by an 8-bit on-board microcontroller and the AC signal used to power the electrodes is
generated through an on-board dedicated IC function generator. Cells are displaced using
positive DEP along the direction of the stepping electric fields.
The microfluidic device was designed as an open-top chamber for the concentration of
cells. The array of 16 planar electrodes was fabricated by etching a indium tin oxide(ITO)
glass substrate using HCl solution. Also a 3µm tick film of hexane-diluted PDMS was
spin-coated onto the substrate to prevent electrolysis and cell adherence to the electrodes.
The chamber itself was fabricated using PDMS and bonded to the ITO substrate using
oxygen plasma treatment(50s). The chamber has a capacity of about 160µL.
The electronic module was designed as all-in-one aparatus. It uses a voltage-frequency
converter(MAX 038) and a operational amplifier(AD817) to generate the sinusoidal wave
needed for the dielectrophoretic manipulation of cells in the chamber. The system of 8
dual relays(DG201CJ) was controlled using an 8-bit microcontroller(Atmel AT89C51).
This is how they achieved stepping electric fields with 16 switching steps. All these
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electronic components, including the microfluidic chip, were mounted on a printed circuit
board(PCB), see Fig.2.2. The concentration of cells was observed and recorded using an
inverted fluorescence microscope.
Figure 2.3: Stepping fields: HeLa cell concentration towards the center of the spirals array.
The time interval of relay switching was 20s and the total duration of the sequence (a) to
(i) was approximately 160s. Source: Guang-Hong Chen et al [42].
Figure 2.3 shows some results concerning the concentration of HeLa cells in a sample
with density of 5X105 cells/ml. Each individual electrode is powered with a sinusoidal
signal of 16Vpp and a frequency of 1.0MHz. The activation sequence is started from the
outermost pair of electrodes towards the center of the chamber. Each pair of electrodes
was held on for 20 seconds before switching to the next pair. As we can see in Fig.2.3
HeLa cells are guided towards the center of the chamber following the activation sequence.
The time required to concentrate the cells from the outermost electrode to the center is
about 160s.
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2.1.1 Conclusions
This technique resembles the Spiral Electrode technique, which we will discuss in section
2.5 but they are actually fundamentally different. Here an array of individual electrodes
is sequentially activated with positive DEP in order to concentrate the target particles
towards the center of the circular array. This technique has some of the most desirable
characteristics we would look for on a truly portable device for cell sorting and concen-
tration. First of all, it is truly portable and self contained. It contain the microfluidic
device and and all the electronics required to implement the technique. All of this in a
sophisticated and small electronic device. Secondly, the device is truly programmable;
which allows the user to easily change parameters including frequency, voltage amplitude
and electrode activation time through software. This is not a small thing given that most
cell sorting devices of this kind are completely analogue. On the other hand, this device
has some weaknesses. Maybe the most important of all is that it is not a continuous
device which compromises the throughput of the technique. Another disadvantage is the
fact that it uses positive DEP for cell manipulation. This often have some disadvantages
because it exposes the target cells to high electric gradients in the edge of the electrodes.
This is another example of the many DEP based microseparator devices which require
the use of a crossover frequency to achieve particle sorting and hence an careful control of
the medium’s conductivity. How does this technique compares to our own? There a some
similarities in the concept. This device, just like ours, was conceived to be self contained
and portable, it uses DEP force to operate and is programmable. However, we believe all
similarities end there. Our micro-particle separator works in a continuous way, uses neg-
ative DEP exclusively, and does not need a crossover frequency. Moreover, our technique
is able to tailor long range potential energy landscapes through software. We will explain
this in detail later in Chapter 4.
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2.2 Pulsed Dielectrophoresis
Figure 2.4: Pulse DEP: schematics. The interdigitated electrodes are patterned at the
bottom substrate. a) Polystyrene beads are levitated using negative DEP at the same
time the interaction between pulsed negative DEP force and a constant fluid flow enacts
the separation of particles. b) Schematic illustrating how the applied pulsed AC signal is
generated. Source: Hai-Hang Cui et al [43].
The majority of DEP-based separation methods apply DEP forces continuously in time,
one emblematic example of this kind of techniques is DEP field-flow fractionation(DEP-
FFF); which we will introduce in section 2.3. In this section will be discussing a DEP-based
separation method that applies time-varying force fields for particle separation in microflu-
idics. This technique was introduced by Hai-Hang Cui et al [43].
This particular DEP separation technique relies on a direct competition between a con-
stant fluid drag and a pulsed DEP force. A mixture of polystyrene particles of different
sizes flows perpendicularly to an array of metallic electrodes patterned at the bottom of
a microchannel, see Fig.2.4a.
This technique uses negative DEP exclusively in conjunction with drag force to sort par-
ticles. DEP force is used to levitate all the beads to the channel ceiling, see Fig.2.4, where
the interaction of pulsed negative DEP force and fluid flow make the separation. One
radius away from the top surface, the DEP force is given by [43]:
FDEP =
4pi20fRe[K(w)]AV
2
λ
cos
(
2pix
λ
)
(2.1)
Where A is a constant that takes into account the geometry of the model, V is the
magnitude of the AC voltage applied to the electrodes, λ is the wavelength of the electrode
structure.
Fstokes = −6pic1µr
(
Up − Uf
)
(2.2)
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Figure 2.5: DEP force, Stokes force, and total force on a 5µm particle for an applied
voltage V=20Vpp. Source: Hai-Hang Cui et al [43].
Taking into account a combination of drag and DEP forces we have a resulting force
given by:
Ftotal = 6pic1µr
(
Uf − Up
)
+ FDEP (2.3)
here Uf is the local flow velocity, Up is the particle’s velocity, r is the radius of the
polystyrene beads and c1 is a correction factor.
Uf =
6c2r
(
H − r)
H3W
Vflow (2.4)
where H is the height of the channel, W is the width, Vflow is a the volumetric flow
rate, and c2 is a second correction factor.
This method works by first turning on a negative DEP force to stop all particles
upstream of the electrodes. Subsequently the DEP force is deactivated for a short period of
time in order to release the particles downstream. Given that the force acting on particles
of different size vary, see Eq.2.4, particles of different size will attain different velocities
and reach different positions after a given time ∆t. After this sort period of time some
particles will have moved past the electrode, while others will not. By activating the DEP
force again after a period of time ∆t has passed, the particles not yet past the electrode
will be pushed upstream(against the fluid flow) while the other will be pushed downstream.
The key of this method is to tune the duration of the DEP pulse ∆t as well as its strength
in order to selectively trap our target particles at the same time unwanted particles travel
unaffected through the microfluidic channel. In Fig.2.5 we have an schematic of the DEP
force, stokes force and total force acting on particles in relation to the electrode geometry.
We also have a representation of the points where the total force is zero: the stable
equilibrium point (ep), the point where a particle is stopped and can not move; and the
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Figure 2.6: Pulsed DEP: particle retention using different settings. a) f = 2Hz and
V=12Vpp; 10µm bead are retained while 3µm and 5µm bead are moved downstream.
b) f=1.05Hz and V = 20Vpp; 5µm beads are retained while 3 µm and 10µm beads move
downstream. c) f = 0.3Hz and V = 20Vpp; 3µm beads are retained while 5µm and 10µm
beads move downstream. For this figure we have ↑ = particle moving forward and → =
particle stopped. Source: Hai-Hang Cui et al [43]
unstable equilibrium point, here denoted as separation point(sp), where a particle passing
this point will be pushed further away. In Fig.2.6 we have a some pictures intended to
illustrate the separation of polystyrene beads of different size by a carefully selected set of
values for the applied frequency, pulse duration and voltage strength.
2.2.1 Conclusions
In this work Hai-Hang Cui et al [43] introduced a new particle separation technique which
depends on the tuning of a pulsed DEP force with a constant preexisting fluid force. This
technique allows the user to retain particles of specific size by modulating the flow rate,
magnitude of the applied AC voltage and the duration of the DEP pulse.
In the end, this is another example of a system that relies on competing forces of different
nature for achieving cell sorting. It applies time varying DEP forces in conjunction with
hydrodynamic forces to selectively retain particles of interest. This technique is simple
and there is nothing fundamentally new in the sorting method itself; however, it is one of
the very few instances of the use of pulsed DEP, which makes this technique relevant to
our own work as we also apply pulsed DEP.
One disadvantage of this technique is that it is not a continuous method; which requires
extra work for the recovery of the targeted particles. Moreover, it relies heavily on a steady
and well controlled fluid flow rate as it is one of the key parameters for the sorting itself.
Our micro-particle separator works in a continuous way and it does not relies on fluid
forces to achieve particle concentration and sorting. However, it does use pulsed DEP
forces but in our technique the electric fields switch faster than the particles can move
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so that we can produce sum of forces from each electrode. We will explain in detail our
technique later on in Chapter 4.
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2.3 Field-Flow Fractionation
Figure 2.7: Dielectrophoretic field-flow fractionation: operational principle. Source: Peter
R. Gascoyne et al [34]
DEP Field Flow Fractionation(DEP-FFF) is a particle separation methods in which
particles are positioned within a fluid flow velocity profile using negative DEP forces. The
goal is to fractionate a sample mixture of particles as they move throughout a microfludic
channel, see Fig.2.7. This is done through the use of a DEP force to position different
particle types at different altitudes in the fluid flow and hence achieving different char-
acteristic velocities. As a result, the different particle types emerge from the device at
different times. The main forces acting on particles are three: the particle sedimentation
force, DEP force, and the hydrodynamic lift force(HDLF). The HDLF comes as a result of
the migration of particles towards the fastest flowing region in the center of the channel.
For a microfluidic system we have a flow velocity profile given by [34]:
v(h) = 6
〈
v
〉 h
H
(
1− h
H
)
(2.5)
where h is the height of the particle in reference to the bottom substrate, 〈v〉 is the
mean velocity, and H is the channel’s hight. In this way particles of different type are
carried through the microfluidic channel with a velocity given by Eq.2.5 at a equilibrium
hight given by [34]:
hequilibrium =
d
2pi
ln
{
3mE
2
RMSAp
2(ρc − ρm)g Re(fCM)
}
(2.6)
where d is the separation between electrodes in the bottom substrate, m is the per-
mitivity of the suspending medium, ERMS is the RMS electric field, Ap is a value that
accounts for any reduction of the field’s strength due to electrode polarization effects,
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Figure 2.8: Magnetaphoretic-dielectrophoretic field-flow fractionation: operational princi-
ple. Source: Peter R. Gascoyne et al [44].
(ρc−ρm) is the difference between the density of the particle and the suspending medium,
and g is the acceleration of gravity.
As we can see from Eq.2.6, the equilibrium hight for a particle is fully defined in therms
of the particle’s electric properties and its density. The particle’s levitation hight can
be easily altered by adjusting the applied DEP voltage and frequency; which makes this
technique ideal for a programmable device. In Fig.2.8 we have a variation of this tech-
nique in which in addition to a DEP and gravitational force we also have an opposing
magnetic force to enhance the discrimination power of the technique. This variation is
called magnetophoretic-dielectrophoretic field-flow fractionation(MAP-DEP-FFF) [44].
2.3.1 Conclusions
DEP-FFF and MAP-DEP-FFF are separation techniques that apply dielectrophoretic,
magnetic and gravitational forces to position particles of different kinds at different equi-
librium heights on a flow velocity profile and in this manner achieve spatial separation.
This technique also exemplifies the separation methods that apply DEP forces in conjunc-
tion with external forces of a different nature. In this particular case we have magnetic
and gravitational forces competing against DEP in order to achieve the characterization of
particles of different kinds. The spatial separation of particles is done by giving particles
distinct velocities as they move through a micro-channel. Even though these kind of tech-
niques could become reliable and efficient enough for the fast sorting of micro-particles,
they still rely on a careful characterization of the competing forces. Furthermore, we
also have the added complexity that comes with the handling of extra external forces;
which could make the device more complex and expensive. For example, magnetophoretic-
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dielectrophoretic field-flow fractionation illustrated in Fig.2.8, requires the use of magnetic
labeling on the target particles in order to take advantage of the technique.
The ideal DEP sorting technique would be one which does not require the application of
external forces or tags on target particles; a technique that is also simple, reliable and
cheap to implement. In Chapter 4 we will introduce a technique that does not rely on
having an equilibrium between competing forces of different nature; one that relies solely
on negative DEP force for the continuous sorting of particles.
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2.4 Multiple Frequency Dielectrophoresis
In this work, Thomas Braschler et al [45] designed and built a particle sorter that applies
more than one frequency simultaneously. This technique relies on the competition of lat-
eral opposing dielectrophoretic forces; which focus particles of different type to different
streamlines in a flow channel. Assuming constant gradient, the DEP force has a depen-
dence on the applied voltage and real part of the Clausius-Mossotti factor in the following
way [46]:
FDEP = 2pimr
3Re(fCM)∇E2 ≈ αRe(fCM)V 2 (2.7)
where r is the particle’s radius, m the permittivity of the medium, V the applied AC
voltage and Re(fCM) the real part of the Clausius-Mossotti factor.
Figure 2.9: Diagram representing the
main components in the multiple fre-
quencies electronic device. The parti-
cles are affected by the two array of
electrodes located in the sidewalls. In
all these experiments three frequencies
are used. Source: Thomas Braschler et
al [45].
The DEP forces are generated by an array
of liquid electrodes located in both sidewalls of
the main flow chamber, see Fig.2.9. These two
electrode arrays are powered with AC signals of
different frequencies. The device uses three fre-
quencies; a low frequency on each sidewall and a
high frequency signal superimposed on one side
only. In this way it is possible to focus a stream
of particles towards different positions depending
of the particle’s dielectric response.
To generate the two arrays of electrodes on the
sidewalls metal electrodes were patterned using
standard lift-off technique on 550µm float glass
wafers. Channels are then fabricated on top of
the electrodes using a 20µm layer of SU-8. After
this the chips are sealed by a flat piece of PDMS
containing reservoirs. Subsequently the device is
electrically connected to a printed circuit board
using an electrical interface based on spring con-
tacts.
As we can see from Eq.2.7, the DEP force
experienced by the particles is proportional to the
square of the applied electric field. From Eq.2.7
we can arrive to the following relation:
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Figure 2.10: Calibration steps for the microfluidic device. Source: Thomas Braschler et
al [45].
F1
F2
=
Re(fCM)1V
2
1
Re(fCM)2V 22
(2.8)
For calibration purposes a frequency range was chosen for which the Clausius-Mossotti
factor remains constant for the polystyrene beads chosen for calibrating the system. In
these experiments 5.14µm-diameter polystyrene bead were used. By varying the voltage
applied to the two liquid electrode arrays it is possible to generate arbitrary ratios of force
F1/F2 to focus the beads towards different positions in the channel, see Fig.2.10.
The device was tested for the separation of viable and nonviable yeast cells. A low
frequency of 60kHz and 90kHz was applied to the left and right side respectively. For
this condition we have all cells focused towards a common position, see Fig.2.11A. When
adding a high frequency signal(100kHz) on the left side we have a particle stream moving
towards the right as we can see on the cell count histogram in Fig.2.11B. However, there
is no clear differentiation between the two distributions. In Fig.2.11C the frequency of the
additional signal was increased to 5MHz; this time the viable cells are attracted towards
the left side for a full differentiation between viable and nonviable cells.
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2.4.1 Conclusions
Figure 2.11: Experimental results con-
cerning the separation of viable and
nonviable cell using using multiple fre-
quencies. A) Control experiment in
which we have 60kHz and 90kHz and
there is no high frequency. B) A
100kHz added to the left side. C) The
high frequency signal was set to 5MHz.
Source: Thomas Braschler et al [45].
This technique uses two competing lateral DEP
forces to focus a stream of particles in differ-
ent positions according to the particle’s electrical
properties; in a way forcing all particles moving
through the channel to reach an equilibrium po-
sition on their own. This technique does not rely
on extra external forces besides DEP and it has
shown to be an effective way to differentiate and
separate viable from nonviable Yeast cells, see
Fig.2.11. However, this is a very binary sorting
with the electrical properties of live and death
cells being very different and not as sophisticated
as sorting cell types. Moreover, given the short
distance reach of DEP forces; which is typically
around 30µm the microfluidic channel has to be
narrow for the DEP forces to have an effect on
the flowing particles. In this design the channel is
about 20µm wide, which seriously compromises
the throughput of the system. The ideal system
would be one in which particles reach their equi-
librium position on their own, just like in this
case, but the applied DEP force is able to si-
multaneously affect particles in the entirety of a
much wider microfluidic channel.
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2.5 Spiral Electrodes
As mentioned previously, the DEP force a neutral particle would experience on a non-
uniform electric field E is given by [31]:
FDEP = 2pimr
3Re[K(ω)]∇E2 (2.9)
In Eq.2.9 is valid for DC fields and stationary AC fields. However, if the phase of the
AC field has spatial variations, we will have a DEP force given by [8]:
FDEP = 2pimr
3Re[K(ω)]∇E2 + 4pimr3Im[K(ω)]
∑
E2∇φ (2.10)
Figure 2.12: Diagram representing the
electronic setup needed to generate a
spiral electrode array. Source: Peter
Gascoyne et. al. [47]
where Re indicates the real part, Im the
imaginary part and φ is the phase component
of the AC field. The second term in Eq.2.10 ac-
counts for the imaginary part in the Clausius-
Mossotti(CM) factor, which depends on the fre-
quency of the applied electric field and the com-
plex permittivities of the particle and the sus-
pending medium. The polarity of Im[K(ω)] de-
fines the direction of the particle’s movement;
which can be along or against the direction of
the traveling field.
In Fig.2.12 we have a diagram showing a typi-
cal spiral electrode configuration used for the ap-
plication of DEP forces in conjunction with trav-
eling wave DEP to the sorting and concentration
of cells. It consists of four interdigitated spiral
electrodes that are energized by signals of the same frequency but phases of 0◦, 90◦, 180◦,
and 270◦ to generate a concentric traveling field that sweeps the targeted particles towards
the center of the spiral. This sorting mechanism relies on the biophysical differences be-
tween cell types. Like many existing methods for bio-particle enrichment, this DEP tech-
nique depends on a cross-over frequency. As mentioned previously, this is the frequency
where viable cells experience a transition between negative DEP to positive DEP; a viable
cell would not experience a DEP force at this frequency. This frequency should be exper-
imentally determined and carefully controlled in order to achieve an effective separation
of bio-particles.
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Figure 2.13: Separation of malaria
infected erythocytes from uninfected
cells. Malaria infected cells are con-
centrated towards the center of the
spiral. Source: Peter Gascoyne et.
al. [47]
One example of a typical application of this tech-
nique is the work of Peter Gascoyne et al. [47].
In that work human erythocytes infected by the
malarial agent Plasmodium falciparum were sepa-
rated from uninfected cells. In Fig.2.13 fluorescently
labeled human erythrocytes infected with malaria
(Plasmodium falciparum) have been separated from
uninfected red blood cells. Infected cells are focused
from a scattered state towards the center of the spi-
ral. One of the main advantages of this technique is
that it simultaneously uses the real and imaginary
dielectric properties of the cells, see Eq.2.10.
In Fig.2.14 we have a second example of the ap-
plication of the traveling wave DEP technique for
the discrimination of cells using a spiral electrode ar-
ray. This work is from Anoop Menachery et al. [48].
The images show the separation of trypanosomes
from healthy erythrocytes. The trypanosomes are
focused towards the center of the spiral at the same
time healthy erythrocytes are sweep towards the pe-
riphery of the spiral.
2.5.1 Conclusions
The spiral electrodes technique has the capability of simultaneously applying positive and
negative dielectrophoresis to exert a force on a binary mixture of particles in different
directions. In Fig.2.13 and Fig.2.14 the technique makes use of positive and negative
DEP in conjunction with traveling wave DEP to differentiate and concentrate malaria
infected red cells and trypanosomes respectively. Unfortunately, according to P. Gascoyne
et al [34] the generated forces are not strong enough to withstand hydrodynamic forces
even from fluids flowing at low rates; which makes this technique impractical for a con-
tinuous sorting/concentration device and more suitable for static conditions. However,
static separation/concentration methods generally make the target sample recovery dif-
ficult. Furthermore, this is another example of the use of a crossover frequency for the
simultaneous application of negative and positive dielectrophoresis; which requires a care-
ful control of the medium’s conductivity, which could be difficult in a portable device for
point-of-care diagnostic testing.
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Figure 2.14: Spiral electrodes array. (a,b) The diameter of the spiral is about 2.9mm and
the width of electrodes 30µm with a inter-electrode separation of also 30µm. (c-f) Enrich-
ment of trypanosomes from infected blood using a spiral electrode array. Trypanosomes
accumulate in the center of the spiral. Source: A. Menachery et al [48].
Chapter 3
Computerized Bio-particle
Identification
Computer-aided Diagnostics(CAD) are procedures in medicine that assist in the interpre-
tation of medical images. These techniques are commonly used in X-ray, MRI, and Ul-
trasound diagnostics. For example, CAD systems are used to support preventive medical
check-ups in mammography(diagnostics of breast Cancer) and lung cancer [49]. Some very
sophisticated computer-base techniques have been applied for aiding in blood count [50],
anaemia identification [51] and even the detection of malignant melanoma [52] through the
analysis of features in lesion images. However, the detection and identification of parasitic
infections is still relying heavily on manual microscopic examination of blood samples [53].
A reliable automatic system for the detection and classification of different types of cells
would be of great utility in this field.
Confirmatory diagnosis of parasites in body fluids is commonly done using bright field
microscopy. The concentration of most parasites in blood is commonly low and the detec-
tion limits of some techniques are not good enough. Thick blood films, for example, have
a detection threshold of 5000 trypanosomes per ml of blood [54]. Concentration methods
are used to increase the concentration of parasites and hence the chances of detecting
the parasite using microscopy. For example, the method used for the detection of try-
panosomes in blood involves red blood cell(RBC) lysis, followed by the concentration and
examination of the sediment by microscopy. Subsequently, thin smears made from sedi-
ment are stained with acridine orange and examined by fluorescence microscopy. This last
step has shown to further enhance the sensitivity and speed of the method [53]; however,
the detection of parasites by direct microscopy is still a challeng mainly because:
1. A large number of white blood cells are stained in addition to our target particles.
The process of lysis and concentration leaves a large number of white blood cells
stained intensely; this is the case for the detection of trypanosomes using acridine
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orange and Giemsa [53].
2. Low parasitemia. Due to low parasitemia, the detection of particles of interest can
be a stressful, tiring, and challenging even for a trained technician who would have
to carefully scan a large number of particles to achieve a detection limit that is good
enough for the particular application.
3. The use of fluorescence microscopy in clinical settings still requires sophisticated in-
frastructure [53]. Conventional fluorescence microscopes, for example, are expensive
and delicate to operate.
4. The light emitted is not strong enough for a fluorescence microscope to be used
outside a dark room [53].
We work towards the development of an aiding tool for the automatic detection and
counting of biological or non-biological particles of interest in suspension. This tool should
be able to work as a complement to the usual concentration methods e.g. red blood cell
lysis and centrifugation, but eliminating the need for selective dyes to enhance contrast
in particles. Our technique applies microfluidic technology, machine learning and nor-
mal video microscopy to scan a sample of diluted blood to detect and count particles of
interest(white blood cells in this case). Our central goals/requirements for this work are:
 The detection of target particles in suspension using standard video microscopy
without the use of any other technique to enhance cell contrast, like selective dyes.
 Versatility. Our computer vision application should be able to track and count
polystyrene beads or living cells in suspension. Taking advantage of a group of
distinctive shape and colour characteristics the software should be able to track and
differentiate between micrometre-sized particles.
 Incorporate changes in the bottom substrate of our microfluidic channel. One of the
biggest challenges when working with fluids in microfluidic channels is the accumula-
tion of debris and other particles in our bottom substrate(background). Our software
should be able to generate a background model that is capable of incorporating those
changes.
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In summary, we envision our software as an aiding tool for the automatic detection
of target microparticles using a microfluidics channel, machine learning and normal video
microscopy, but without the use of selective dyes to enhance the contrast in images of
particles. In this chapter, we introduce the central aspects of our computerized vision
system which is capable of detecting and identifying microparticles of interest as they
pass through a microfluidic channel without the need for biomarkers, which can be done
in real time or using pre-recorded videos. However, before going in full to the details of
our software implementation we are going to spend a few lines introducing some previous
work done in the field of automatic particle identification and counting. Hopefully, this
will help us highlight the novelty, strength, and shortcomings of our approach.
Figure 3.1: Intermediate steps for
white cell identification. A) After con-
verting the original image to gray scale.
B) Contrast-stretched image. C) After
applying an opening operation. D) Af-
ter segmentation of image C. Source:
Vincenzo Piuri et al. [55]
Some important work has been done previ-
ously regarding the fully-automated identifica-
tion of bio-particles by digital microscope images.
For example, Vincenzo Piuri et al [55] proposed a
system for the identification and classification of
white blood cells. Their system relies heavily on
contrast stretching and edge detection to achieve
a good image segmentation. For instance, dur-
ing the extraction of the external membrane of
white blood cells, the used steps are: contrast
stretching, edge detection, dilation, and filling,
see Fig.3.1. After segmentation, morphological
indexes for each particle are computed in order
to perform classification using a neural classifier.
Some of the extracted morphological indexes are
the following: Area, Perimeter, Convex Area,
Solidity, Major Axis Length, Orientation, Filled
Area, Eccentricity, Rectangularity and Circular-
ity. These indexes are used to differentiate between five types of white blood cells by a
classifier. The system was tested using sample-images extracted from an image repository.
Even though the results indicate that the used morphological indexes make the classifica-
tion of white blood cells achievable, this technique requires the use of a colourant to mark
the white cell and in this way achieve a good segmentation. Moreover, this method only
works on pre-recorded images and does not take into account red blood cells and platelets.
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Figure 3.2: Results of red blood seg-
mentation after applying Hough trans-
form. Source: Mausumi Maitra et al.
[56]
Another example of an automated vision sys-
tem for the fast and accurate blood analysis
is the work done by Mausumi Maitra et al
[56] who developed an algorithm for the auto-
matic location, identification and counting of
red blood cells in microscopic blood cells im-
ages. Their algorithm uses edge detection, spa-
tial smoothing filtering and histogram equaliza-
tion as pre-processing steps for enhancing con-
trast and sharpening edges in the input images.
After these steps, the detection of red blood cells
relies on the Hough Transform, see Fig.3.2. This
method uses the shapes and sizes of the located
particles in the input images in order to isolate red blood cells from the rest of the image.
Even though the results obtained with this method are in agreement with the manual
counting method, for now, it only works in bath mode. Moreover, the software does not
take into account white blood cells and platelets.
Figure 3.3: The lining-up of the biolog-
ical sample is done using a three-forked
sheath structure. Source: Masahito
Hayashi et al. [57]
Regarding the identification of biological par-
ticles in microfluidic systems, some important
work has been done previously. For example,
Masahito Hayashi et al [57] developed an auto-
mated imaging flow cytometry system using a
disposable plastic microfluidic chip. First, the
microfluidic chip applies hydrodynamic focusing
on lining-up the biological sample, see Fig.3.3.
Subsequently, phase-contrast/fluorescence mi-
croscopy is used for real-time image processing
and cell identification. First, a single background
image is acquired and then images of particles
flowing through the cell sorting area are acquired
and the foreground image is obtained by sub-
tracting the background image from each input
image. Their image processing algorithm uses the particles area(in pixel units), mean in-
tensity, length of the major and minor axis, and the degree of circularity as parameters in
order to classify the particles in real time. Depending on the outcome of this classification,
a DC voltage is applied to gel electrodes in order to separate the desired cells from the
others using electrophoresis. The electrostatic force is only applied to cells which have to
be removed; the target cells just flow down the laminar flow.
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In summary, the authors developed an imaging cytometry system able to separate target
cells. In order to accomplish that they combined different technologies into a single sys-
tem that uses a fluorescent dye, electrophoretic force, and real-time image-recognition to
discriminate between particles as they flow through the channel of the microfluidic chip;
however, their method stills require the use of a fluorescence dye in order to enhance cell
contrast. Also, the background model they use is unable to incorporate changes. At the
beginning of the image processing, a single background image of the observation area is
acquired. To obtain the image of the flowing particles(foreground), the background image
is subtracted from the incoming frame and then binarized in order to start the segmenta-
tion process. This simple background subtraction method plays a very important role in
defining the boundary of a particle in an image. Another shortcoming of the technique is
the need of a buffer flow for particle focusing. The lining-up of the sample is done through
hydrodynamic focusing which is generated by a three-forked sheath structure, see Fig.3.3.
The algorithm also lacks adaptability in the sense that it was not designed to be flexible or
easy to adapt for the detection of cells with different morphologies e.g. Trypanosoma. We
believe that a bigger set of predictors and a pattern recognition algorithm able to learn and
make predictions from the input data would be more suitable for the challenge of particle
recognition/classification. Our computerized vision system was developed in C++ and
makes extensive use of Open source Computer Vision(OpenCV) [58] libraries and a
Support Vector Machine(SVM) algorithm [59] for feature extraction and image recognition
respectively. The improvements and unique features of our algorithm(relative to previous
work) is summarized in the next few points:
 The detection of target particles is done using standard video microscopy without
the use of any other technique to enhance cell contrast e.g. selective dyes.
 Our generated background model is fully capable of incorporating changes. Our
computer vision system is able of dealing with changes in the bottom substrate of
our microfluidic channel.
 The chosen set of predictors and pattern recognition algorithm makes it able to
learn and make predictions from the input data. Our computer vision system uses
a specially chosen group of morphological characteristics. These characteristics or
predictors represent a compact and robust description of the shape of an object,
see Section 3.3.1. Also, the algorithm used for bio-particle classification is a su-
pervised machine learning model : Support Vector Machine(SVM). We believe this
characteristic actually makes the system more flexible regarding the range of possible
applications. It could be used to differentiate red blood cells from white blood cells
or to differentiate between a person and a car on a street.
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 It does not require a buffer flow for particle focusing. Our system is capable of
tracking and analyzing multiple particles simultaneously.
 Laser-based cytometers are available for the counting of blood cells; however, our
method is image based and hence does not destroy the blood sample during analysis.
 The implementation of our algorithm was entirely made using open access tools. For
instance, for image processing, we applied OpenCV with a C++ interface. Unlike
proprietary software like MATLAB, which almost always have major restrictions on
its use, each one of our tools can be accessed freely on the web by anyone.
In general terms, our computer vision system can be divided into two main parts: multi-
particle tracking and particle identification. Similarly, these two main parts are divided
into smaller steps. For multi-particle tracking we have: static background subtraction,
apply morphological operations, image segmentation, particle tracking. On the other
hand, for particle identification, we have the following steps: feature extraction, training
of the particle recognition system, particle classification and image retrieval.
As we can see, multi-particle detection and tracking is a multi-step process that needs
to be carefully implemented, structured and commented. Each one of the involved steps
requires a careful selection and implementation of the algorithms and techniques that best
suits our needs and the fine-tuning of some variables. Here we are going to give a brief
overview of the main components of our computer vision system before giving a detailed
description in the next sections.
1. MULTI-PARTICLE TRACKING.
(a) Static background Subtraction: we subtract the background on each frame
in order to extract the features of interest. To achieve this we applied a Gaussian
Mixture Model [60] which is able to deal with background objects that are
moving slightly; which represents a improvement over the standard background
subtraction techniques.
(b) Apply morphological operations and filters: we apply a group of morpho-
logical operations(dilation, opening, erosion and closing) [61] and other noise
reduction techniques to better differentiate true particles from debris and noise.
(c) Segmentation: once we have a clear foreground image we proceed to extract
the image shapes corresponding to each individual micro-particle.
(d) Track particles: using Object Oriented Programming(OOP) we give each
individual particle an identity which helps to keep tracking of each one as they
move throughout a frame. We do this by updating the particle’s coordinates,
which are given by the centroid (in pixel units) of each particle’s shape, to the
closest match in the next frame.
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2. PARTICLE IDENTIFICATION.
(a) Feature extraction: in oder to identify objects or to compare them with other
components we need to perform some measurements and extract their main
characteristics; here we define this specific characteristics as predictors. This
properties are needed in the structural analysis of shapes. For example, some
of the predictors we will be using in this work are: enclosing area(number of
pixels inside), the contour of a particle, and the area of the minimum enclosing
rotated rectangle in that shape. The most general version of this program
includes fifteen predictors of different nature; which were carefully selected to
achieve good performance under non-ideal circumstances.
(b) Train pattern recognition system: nonlinear Support Vector Machine(SVM)
is used to classify the particles in two classes through a hyper-surface in a high-
dimensional space. In order to achieve a good separation we need to define the
optimal hyper-surface. This is done through a proper training of the system
using a large number of positive and negative sample that are fully labeled.
(c) Particle classification: SVM can be applied to multi-class classification; how-
ever, this requires an algorithm that reduces the multi-class task to several bi-
nary problems. For this applications we only focus on two-class classification.
Once the system has been properly trained using a relevant training data set
we can proceed to make the relevant classification of bio-particles.
(d) Image retrieval: Once the particle classification is done. The program pro-
ceeds to locate and retrieve a video segment showing every positively identified
particle in the video. This is automatically done by the program for each one
of the identified particles of interest. The idea is to make it easier for the user
to locate the identified particles in the video and/or make a visual confirmation
of the results.
The program also displays on screen the number of identified particles and the
total number of particles detected. It also generates a database containing the
ID number, video file location and all the computed predictors for each one of
the micro-particles found in the video.
As mentioned previously, it is also important for us to make the original source code
fully contained and freely available so that anyone can improve it or adapt it for differ-
ent applications. Following this idea, we made use of C++, Linux, OpenCV and other
open-source tools. All the libraries and data analysis tools used for this work are freely
available. OpenCV, for example, is a library that contains hundreds of algorithms for
real-time image analysis and it is free for use under the open-source BSD license.
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A computer sees an image as a matrix of numbers where each element in the matrix
represents one pixel. In OpenCV the cv::Mat data structure is of particular importance
because it is used to manipulate images as matrices. In fact, here an image is a matrix
from a computational point of view. For example, on a grey-level image, the numbers in
the matrix are positive 8-bit values where 0 corresponds to black and 255 to white. For
a colour image we have three numerical values per pixel; each one corresponding to one
of the three primary colours (Red, Green, Blue). Colour images use multiple channels for
each pixel [62]. For instance, if we need to convert between colour representations and
split the same colour image into their components channel images. Using C++ and the
OpenCV library, this can be done using the cvtcolor and split functions [62] in just a
few lines of code, see Appendix A.
All the processing functions are applied to each acquired frame of a videos sequence
automatically. For convenience, we have encapsulated all our OpenCV video processing
framework in a single class. Our easy to use C++ class implements all the high-level in-
structions for the different image processing steps. The whole work regarding this chapter
can be seen as stand-alone image processing tool. The source program is a completely
open source and self-contained. It is able to read, process, store, and display results. A
supervised machine learning model(SVM) is used to identify the objects of interest. For
object detection, it learns to identify objects(cells) based on a set of positive and negative
samples. In this regard, we can say that our system is capable of learning and its per-
formance is also dependant on the size and quality of the used training dataset; however,
there is no clear answer to how much training data set is needed in order to achieve good
predictive performance, this question should be answered through empirical investigation.
Sometimes, when training data is not fully available, expensive, or just too difficult to ob-
tain, a compromise must be made between the quantity of labelled data used for training
and the predictive performance of the computerized system for that particular purpose.
We will come back to this point later on in Section 5.1. We believe the leaning capability
of our system is another strength of our model as it broadens the range of possible appli-
cations. In this work, we experiment with the detection and classification of micron-sized
particles; however, the software could be easily adapted for a different task, the location
and differentiation between brand logos, for instance.
3.1 Experimental Setup
Before going in depth about the several processing steps in our image recognition system
we will spend a few lines describing the experimental setup used in our experiments. In
Fig.3.4a we have a general diagram intended to represent our experimental setup. The
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(a)
(b)
(c)
Figure 3.4: The main components in our experimental setup are: microscope, digital cam-
era, micro-fluidic channel, syringe pump and a computer. a) Diagram of the experimental
setup. It consists of a microfluidic channel mounted on the programmable stage of an up-
right microscope. The digital camera mounted in the microscope is used to capture images
which are subsequently analyzed by a computer. b) An actual picture of the experiment
taking place. A diluted blood sample is been delivered to the microfluidic channel at a flow
rate of 2µL/min using a syringe pump. As the particle flow through our micro-channel,
the captured images of particles are analyzed by our software. c) Micro-fluidic channel:
one inlet and two outlets. The channel is 1.2mm wide, 4cm long and 100µm high.
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microfluidic chip we need for this experiments has some particular characteristics that can
not be achieved using standard techniques like PDMS-glass technology. A new technique
is needed in order to achieve a device that is transparent and thin enough to be used with
standard microscopy.
In Fig.3.4b we have an image of our experiment taking place. We have a micro-
channel( 100µm high by 1.2 mm wide) mounted on the stage of an upright microscope
(Olympus BX51), a 1.0mL gas-tight glass syringe(MDN-0100 BASi), a syringe pump(NE-
1000 New Era Syringe Pump System), a digital camera(Hamamatsu C11440) and a laptop
computer. A diluted blood sample in PBS(0.25% v/v) is delivered to the microfluidic chan-
nel at a flow rate of 2µL/min using a syringe pump. A digital camera is used to record
the bio-particles flowing through for later analysis.
The microfluidic channel shown in Fig.3.4c was fabricated by patterning SU8 resist on a
silicon wafer using the standard lithographic process; the device has one inlet and two
outlets. Here we are reusing a microfluidic channel that was originally designed for a
continuous micro-particle sorter device(chapter 4). The idea behind having two outlets
was to be able to easily collect the processed sample and residues at separate points. The
bottom substrate is a cut to size silicon wafer, which has a high refractive index and gives
good microscope images when the device is illuminated using upright reflective bright
field microscopy. A layer(100 micrometres thick) of SU8 was spin coated onto the silicon
substrate. Subsequently, the top ITO(already containing the predrilled holes) was imme-
diately placed on top of the SU8 layer. This gives us a glass-polymer-glass structure in
which our photoresist layer defines our channel geometry and acts as bonding agent at the
same time, see Fig.3.4c. The exposure takes place through the top substrate(ITO-glass
cover slip). Tubing was connected to the pre-drilled holes in the upper glass wafer through
PDMS blocks that where bonded to the glass surface. If the reader is interested in more
details regarding the channel fabrication those can be found in section 3.1 of Chapter 4.
The exact same protocol is used for the fabrication of the microfluidic channel in our cell
sorter device.
In the next sections will give a detailed description of the different steps involved in
multiple-particle tracking and particle identification. Even though we will cover the fun-
damental concepts and techniques behind each one of the steps involved we will not give
an extensive review of the several methods applied throughout this work. For specific
details regarding the implementation of each step, the reader could refer to the source
code which contains a properly commented description of the main sections in the code.
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3.2 Multiple Particle Tracking
Tracking of multiple objects in video is a complex problem in computer vision. It has
been approached in a variety of different ways. For example: Feature Point Tracking,
Mean Shift, and Exhaustive Search have all been used. In colloidal science often a particle
will have a bright center which can be used as a recognizable feature [63, 64]. Techniques
like these work effectively under a well controlled environment, and/or when the object
we wish to track has enough stable and particular features that can be matched from
frame to frame. However, in most real applications this is not the case. Take Exhaustive
Search for example, in this technique a template is compared in every position using
some metric; however, it is very likely the tracked object will change its appearance as
it moves away or towards the camera. In other words, the appearance of the object will
change just by changing the viewpoint of the object with respect to the camera. Given
the huge possible changes in appearance for a single object, this technique is not the best
option when dealing with bio-particle tracking. In this section I will give a very general
description of the algorithm we developed to track many particles simultaneously. The
C++ implementation of this algorithm allows us to successfully track multiple particles
at the same time even under far from ideal conditions. Object Oriented Programming
(OOP) and Gaussian Mixture Model play an important role in this work.
3.2.1 Static Background Subtraction
In our experimental setup we have a fixed camera observing a scene in which the back-
ground remains mostly unchanged. In this case the scene is a diluted blood sample flowing
in a microchannel, see Fig.3.5. The background is the bottom substrate of our device. We
are interested in the moving objects in the scene; in our case these objects are blood
cells. The background remains mostly unchanged, but this is not always the case as there
could be slight changes in illumination, debris and/or blood cell attachment to the bot-
tom surface of our device, to mentions just two examples, later on electrodes will also
feature. In order to extract the foreground objects we first need to build a model of the
background that is able to deal with this kind of change, and then compare this model
with a current frame in order to detect true foreground objects. In an attempt to incorpo-
rate background changes Stauffer and Grimson [65] developed an algorithm that models
each pixel in a frame using a mixture of Gaussian distributions(Gaussian Mixture Model).
This is a considerable improvement over standard background subtraction techniques like
static background subtraction and running average [66]. The central idea of the Gaussian
Mixture Model technique is to fit multiple Gaussian distributions to all the previous pixel
data; which includes background and foreground. This means that for a given frame(m)
each of the Gaussian distributions has a weight(pin(i, j,m)) depending of how frequently it
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has occurred in the previous frames. When considering a new frame, each point fn(i, j) is
compared to the Gaussian distributions currently modeling that specific point in order to
determine the closest Gaussian distribution; in case there is any. As a norm, a distribution
is considered close if it is within 2.5 times the standard deviation from the mean value.
However, if no close Gaussian distribution is found then a new Gaussian distribution is
generated to model this pixel. On the contrary, if a close Gaussian distribution is found,
then that distribution is updated with this new point. Now, one of the important aspects
here is that for each point fn(i, j) the largest Gaussian distributions are considered to rep-
resent the background. A pixel in a new frame is classified as foreground or background
depending of whether its associated distribution corresponds to foreground or background
respectively.
For this algorithm the distributions are updated according to the following rules [65]:
pin+1(i, j,m) = αOn(i, j,m) + (1− α)pin(i, j,m)
µn+1(i, j,m) = µ(i, j,m) +On(i, j,m)(α/pin+1(i, j,m))
+ (fn(i, j)− µn(i, j,m))
σ2n+1(i, j,m) = σ
2
n+1(i, j,m) +On(i, j,m)(α/σn+1(i, j,m))((fn(i, j)
− µn(i, j,m))2 − σ2n(i, j,m))
where On(i, j,m) =
1 for the close Gaussian distribution0 otherwise
(3.1)
Where pin(i, j,m), σn(i, j,m) and σn(i, j,m) are the weighting, average and standard
deviation of the mth Gaussian distribution for pixel (i,j) at frame n.
In order to process a video sequence, we need to be able to read each one of its frames
sequentially; we want to apply the same processing function to each frames of our video
sequence. In our C++ implementation we do this by encapsulating our code into our own
class. Then we crate a loop that will extract and process each video frame. We specify
a processing function that will be called once for each frame of a video sequence. This
function was defined as receiving a cv:Mat instance and outputting a processed frame of
the same kind. In our processing function, the implementation of background subtraction
is done easily just by creating a class instance and calling the method that simultaneously
update the background and returns the foreground image, see Appendix B.
To illustrate background subtraction and other image processing techniques we will
use a single image instance from our video sequence, see Fig.3.5. It corresponds to a
sample of diluted whole blood flowing through our microfluidic channel; in the image we
can see several red blood cells and a single platelet. First we apply static background
subtraction to Fig.3.5. As explained previously the Mixture of Gaussian method can deal
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Figure 3.5: A single image instance from a video sequence: diluted whole blood flowing in
our microfluidic channel at a flow rate of 2µL/min. The image is a 32-bit colour image(1024
× 768), it was obtained using a digital camera(Hamamatsu C11440) mounted on the stage
of an upright microscope(Olympus BX51). The image has three channels corresponding
to red, green and blue wavelengths(RGB). In this particular frame we have red blood cells
and a single platelet.
with a background that changes over time. This technique is very successfully applied and
commonly found in video surveillance applications. What makes this technique particu-
larly suitable for our needs is that in can successfully deal with changes in the substrate.
It can incorporate a fair amount of changes in the background(substrate) due to debris
and cell attachment to the bottom of our device and even slow changes in illumination; all
relative to the speed of moving particles. As already mentioned previously, we constantly
update the background image to account for lighting changes. We control how fast our
background adapts to lighting or other changes through α. For all the experiments in
this section, we used α = 0.01. In essence, we build a model of the background that is
constantly improved and updated.
Next comes one of the most fundamental tasks for image processing. We need to clear
the image from noise and selectively extract certain regions of the image that could contain
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Figure 3.6: Binary image obtained after applying background subtraction and morpho-
logical operations on the original image to filter noise and debris.
important information for our particular application. We apply some high-level morpho-
logical operations to filter the image and reduce noise. First we apply a closing filter to
re-connect the objects that where erroneously fragmented and to fill holes. Subsequently,
we apply an opening filter to remove small image noise, Fig. 3.6 shows the result obtained
after these operations. Closing and opening roughly maintains the size of objects, see
Appendix C. After doing this we proceed to segmentation; segmentation is the process of
dividing the image in multiple segments that could or could not correspond to particles.
We will discuss a bit more about image segmentation in the next section. For now, we
can see an example of image segmentation in Fig.3.7.
3.2.2 Tracking Multiple Particles Simultaneously
After obtaining a binary image of the foreground, which was explained in the previous
section, we proceed to locate all foreground objects. First we will proceed to segment the
image. As mentioned previously, image segmentation is the process of dividing the image
into multiple segments of interest that could or could not correspond to objects of interest,
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Figure 3.7: Result obtained after implementing the segmentation step. The obtained
contours are drawn into our original image.
see Fig.3.7. In this step we extract the connected components in the image. In other words,
shapes made of a set of connected pixels in our binary foreground image. Naturally,
the input in this step is the binary image we previously obtained during background
subtraction, Fig.3.6, see Appendix D for mode details.
The contour of each shape in the image is represented as a vector of cv::Points and stored
in a vector container cv::vector. For the actual implementation, a flag is necessary to
indicate that we are only interested in the external contours; holes inside shapes will be
ignored. In OpenCV we can extract the contours of a binary shape through the function
cv:findContours.
1 vector< vector<Points> > contours ; // a vec to r to conta in the contours
f indContours ( image , // our input image
3 contours , // a vec to r o f contours
CV RETR EXTERNAL, // r e t r i e v e only the e x t e r n a l contour
5 CV CHAIN APPROX NONE ) ; // a l l p i x e l s o f each image
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Figure 3.8: Diagram intended to make a graphical representation of the technique used for
multi-particle tracking. A particle’s coordinates(P1) on a given frame(red) are updated
with the coordinates of the closest particle (P1') in the next frame(blue).
Under most circumstances we also have some extra information related to the size of
the objects we will expect to find in the image. This gives us the option to discard contours
that are too big or too small. In our particular application objects that are too small would
normally correspond to noise or debris. On the other hand, objects that are too big will
normally correspond to clusters of cells. Appendix E contains the implementation of these
steps. In Fig.3.7 we have the results obtained after implementing the segmentation steps
on Fig.3.6 and drawing these contours back into the original image; as we can see the final
result is a good match. We have a good definition of the boundaries for each one of the
detected particles. Please note that for this particular frame we have a several red blood
cells, no white blood cells and a single platelet.
The next challenge is to automatically track all those objects through several frames; we
must find where those objects are located from one frame to another. Obviously, since
we are dealing with moving objects we should expect the position of these objects to
changed in the next frame. In addition to this we also have the challenge of having to deal
with multiple particles moving simultaneously and possibly some remaining noise from
the background subtraction step.
When the program is executed over a video sequence it does not start the image
segmentation and particle tracking steps immediately but instead uses the first ten frames
to generate a good starting background model. We consider a background model to be
good enough if it is able to identify all the background objects and moving particles
correctly. For our considered leaning rate(α=0.01), we have observed experimentally that
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10 frames seems to be the minimum number of frames necessary to generate a good
background model. Of course, we can use a bigger number of frames to define it; however,
that will delay the stating of the image processing steps that are next in line. A good
compromise is needed between the number of initial frames used for the definition of our
background model and the processing time required for such step. This step is particularly
important because all the subsequent processing steps relay on having a good background
model. Of course, the time needed will depend of the particular scene and frame rate
used. For all our experiments ten frames seems to be enough to achieve a good starting
background model.
Now is the right time to introduce one of the most powerful mathematical entities
included in the OpenCV libraries: Central Moments. Central moments are commonly
used for structural analysis of shapes and we will be making extensive use of these entities
later when dealing with image recognition. For now we will use central moments just
to locate the centroid of each one the the detected particles/contours on the frames.
For a digital image with pixel intensity I(x, y) the raw moments Mi,j are defined by [67]:
Mi,j =
∑
x
∑
y
xiyjI(x, y) (3.2)
The central moments [67] are moments taken of a probability distribution around the
mean of our random variable.
µp,q =
∑
x
∑
y
(x− x)p(y − y)qf(x, y) (3.3)
where x = M1,0/M0,0 and y = M0,1/M0,0 are the coordinates of the centroid. This
mathematical entity is very useful for us because it does not only allow us to get some
useful predictors for image recognition but also let us compute the area and the coordi-
nates of the centroid of each particle in an easy and reliable way.
To calculate the area of a binary image(e.g. black and white, with the particles pic-
tured out in white) we need to compute the zeroth moment: µ0,0 =
∑
x
∑
y x
0y0I(x, y) =∑
x
∑
y I(x, y); given that in our binary image a pixel I(x, y) is either 0 or 1. This means
for each white pixel a 1 is added to the moment. As an end result we have the sum of
white pixels; effectively calculating the area of the binary image.
To calculate the centroid of a binary image we need two coordinates: x and y. For the x
coordinate we must calculate µ1,0/µ0,0 and for the y coordinate µ0,1/µ0,0. To make sense
of this quantities lets first consider the row moments for x : sumx =
∑∑
xI(x, y), which
gives us the sum of x coordinates for all white pixels; we must remember that for our
binary image I(x, y) = 0(dark) or 1(white). Similarly, sumy =
∑∑
yI(x, y) gives us the
sum of y coordinates for all white pixels. Now we have the sum of all all white pixels’
x and y coordinates. To get the average we need to divide each by the number of white
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pixels, which is given by µ0,0 =
∑
x
∑
y I(x, y).
As summary, for the area of a object(in pixel units) we have:
Area = µ0,0 =
∑
x
∑
y
I(x, y) (3.4)
In the same manner, the x and y coordinates of the centroid of a particle is given by:
x = µ1,0/µ0,0 =
∑
x
∑
y
xI(x, y)/
∑
x
∑
y
I(x, y)
y = µ0,1/µ0,0 =
∑
x
∑
y
yI(x, y)/
∑
x
∑
y
I(x, y)
(3.5)
In OpenCV we have a data structure that encapsulates all computed moments in a
shape; which is an object returned by the cv::moments function. A section of the actual
implementation of this function can be found in Appendix F. In later sections we will learn
that in addition to an easy computation of area and particle’s centroid, the moments give
us an easy and compact description of the shape of an object.
Now that we have a efficient way to compute the position for each particle we proceed
to do the simultaneous tracking of particles through the frames. A fragment of the imple-
mentation of this can be found in Appendix G. In order to do a successful tracking of all
the particles at once, we first compute the distance from each particle in the current frame
to every single one of the particles in the next frame, see Fig.3.8. Subsequently, we update
a particle’s position with the position of the particle with the minimum distance. The
minimum distance should correspond to the position of the particle in the next frame, see
Fig.3.8; this assuming the frame rate of the video capture is not too low. The matching
of the particle’s coordinates from one frame to another is possible by giving each one of
the particles an identity. This is achieved through the use of object oriented program-
ming(OOP). We define a particle class that contains an ID number that is unique for each
tracked particle. It also includes all the other properties like particle’s coordinates and all
the extracted predictors. In other words each particle has unique identity and character-
istics, which serves us very well for giving individuality to each one of the particles in in
the video sequence.
A particle ID number is assigned to each new particle coming into the frame. The
distance from each particle to all the particles in the next frame is computed, see Fig.3.8.
After this we update the particle’s coordinates in that frame(red) with the coordinates of
the closest particle in the next frame(blue). The particles that do not have a match in the
previous frame and are located in a particular region of the frame(far left), see Fig.3.8, are
those particles that appear for the first time in the frame; for these particles the program
generate new instances of the class particle and assign them unique ID numbers. On the
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other hand, the particles that do not have a match in the next frame and are located in
a specific region of the frame(far right), see Fig.3.8, are those that just left the frame;
for these particles the program will collect and store all the particle’s information in a
external database and after that eliminate the class instance of those particles.
For the particles for which we did not find a match, and for those with original position
inside a particular region of the frame(the far right in Fig.3.15 we assume they are new
particles coming into the frame and we create a new particle instance for it. Finally,
we clear the vector of new incoming points before going into the next iteration. This is
explained in Appendix H.
Some other considerations must be taken when tracking multiple particles. For example, if
two or more particles collide during the tracking process the program will eliminate those
class instances and will ignore those binary shapes in the foreground image. This must be
done because when two particles collide or get too close to each other the program will
not be able to make a proper differentiation.
3.3 Particle Identification
3.3.1 Predictors To Be Used
We will address the problem of particle recognition as an object classification among
N possible known classes (A1, A2, ..., AN). In this particular application these classes
refer to different types of cells. After a successfully detection and tracking of the flowing
particles throughout the whole video sequence we are going to extract features from these
objects/shapes in order to classify them. This information takes the form of a number of
features (X1, X2, ..., Xn). Here we refer to each individual feature Xi as predictor. We
map the features into a n-dimensional feature space. The central objective is to get a set
of predictors that is good enough so that the different classes (A1, A2, ..., AN) will map to
clusters of feature vectors in the feature space. If these clusters can be separated by a
hyper-plane then we say they are linearly separable. However, in most cases we need to
make use of a hyper-surface. We will expand a bit more about this in section 3.3.2 when
we introduce the pattern recognition algorithm we will be applying in our application. For
now we will make a brief introduction to the several predictors we have chosen.
3.3.1.1 Colour Histogram Comparison
It is possible to extract specific features of a image by analysis of its colour histogram,
which from now we will refer to as the ‘histogram’. For example, in the Fig.3.9 we
have a sample that contains red blood cells and protozoan blood born parasites called
trypanosomes [33]. Using this figure, the histogram of different cell types was obtained.
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Figure 3.9: Image that was used to compute the histogram of red blood cells and try-
panosoms [33].
The histograms for three different trypanosoms are shown in Fig.3.10 and the histograms
for three different red blood cells are shown in Fig.3.11. It can be seen the histogram of
trypanosoms is bi-modal and the histogram of red blood cells uni-modal. This represents
the trypanosomes having many dark and light pixels but fewer intermediate values whereas
the RBC have a preponderance of dark pixels; this kind of histogram information could
be of great utility later on as a predictor. Histograms constitute an effective way to
characterize an image’s content. It has been extensively used in industrial applications
because the information contained in a colour histogram is independent of the position
and orientation of the object in the scene; which makes it a good predictor candidate in
classification applications. For example, in Fig.3.10 and Fig.3.11 we can appreciate some
qualitative differences in the shape of the histogram distribution for two different kinds of
particles.
Since we have learned that histograms constitute an effective way to characterize an
image’s content, it seems promising to use histogram comparison for particle identification.
The idea here is to measure the similarity between two images by simply comparing their
histograms. In order to use it for bio-particle identification we will compute the histogram
of all the particles currently being tracked and compare them with a histogram prototype
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(a) Trypanosoma 1 (b) Thypanosoma 2 (c) Thypanosoma 3
Figure 3.10: 1D histogram of three different trypanosoms cells.
(a) Red blood cell 1 (b) Red blood cell 2 (c) Red blood cell 3
Figure 3.11: 1D histogram of three different red blood cells.
of the particle we are looking for. A measurement function(metric) that will estimate how
different, or how similar, two histograms are will be needed. There are a number of metrics
that could be used to compare histograms [62]. One of these metrics is the intersection
method which simply compares, for each bin, the two values in each histogram and keeps
the minimum one. The similarity measure, then, is the sum of these minimum values.
Another possibility is to use the Chi-Square measure which sums the normalized square
difference between the bins. Another of the metrics is the Bhattacharyya measure, which
is used in statistics to estimate the similarity between two probabilistic distributions. The
particular suitability of each one of these metrics depends on the particular application.
In subsection 3.4.2 we apply these three metrics to the comparison of color histograms
of bio-particles of different kinds in order to investigate if it is possible to make particle
differentiation.
DCorrelation(h1, h2) =
∑
i(h1(i)− h1)(h2(i)− h2)√∑
i(h1(i)− h1)2
∑
i(h2(i)− h2)2
(3.6)
DChi-Square(h1, h2) =
∑
i
(h1(i)− h2(i))2
(h1(i) + h2(i))
(3.7)
DBhattacharyya(h1, h2) =
√
1− 1√
h1h2N2
∑
i
√
h1(i)h2(i) (3.8)
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where hk =
∑
i(hK(i))
N
and N is the number of bins in the histogram h
3.3.1.2 Area Comparison
This predictor is used to make a differentiation between different kinds of particles based
in the particle’s apparent size. To compute the area of a shape we must just count the
number of pixels on that particular shape. As explained previously, the area of a shape is
given by the raw moment µ0,0:
Area = µ0,0 =
∑
x
∑
y
I(x, y) (3.9)
In our actual implementation we compute area through the use of a data structure
which is returned by the cv:moments function.
3.3.1.3 Moments and Moment Invariants
As we have learned in previous sections, moments can be used to measure a particle’s area
and its position in a frame. However, moments can be used for much more than that.
Here we will use it as features in statistical pattern recognition. We previously defined the
raw moments :
Mi,j =
∑
x
∑
y
xiyjI(x, y) (3.10)
From here we can derive the central moments µp,q which are invariant to translations
[67].
µ0,0 = M0,0 µ0,1 = 0 µ1,0 = 0
µ1,1 = M1,1 − M1,0M0,1
M0,0
µ2,0 = M2,0 − M1,0M1,0
M0,0
µ0,2 = M0,2 − M0,1M0,1
M0,0
µ2,1 = M2,1 − 2M1,0M1,1
M0,0
− M0,1M2,0
M0,0
− 2M1,0M1,0M0,1
M0,0M0,0
µ0,3 = M0,3 − 3M0,1M0,2
M0,0
+
2M0,1M0,1M0,1
M0,0M0,0
µ1,2 = M2,1 − 2M0,1M1,1
M0,0
− M1,0M0,2
M0,0
+
2M1,0M0,1M0,1
M0,0M0,0
µ3,0 = M3,0 − 3M1,0M2,0
M0,0
+
2M1,0M1,0M1,0
M0,0M0,0
(3.11)
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From these central moments we can compute scale invariant moments through the
following transformation:
ηxy =
µxy
µ00
1+x+y
2
(3.12)
Finally, from these scale invariant moments we can derive moment invariants which
are invariant to translation, scale and rotation [68].
I1 = η20 + η02
I2 = (η20 − η02)2 + 4(η11)2
I3 = (η30 − 3η12)2 + (3η21 − η03)2
I4 = (η30 + η12)
2 + (η21 + η03)
2
I5 = (η30 − 3η12)(η30 + η12)((η30 + η12)2 − 3(η21 + η03)2)
+ (3η21 − η03)(η21 + η03)(3(η30 + η12)2 − (η21 + η03)2)
I6 = (η20 − η02)((η30 + η12)2 − (η21 + η03)2)
+ 4η11(η30 + η12)(η21 + η03)
I7 = (3η21 − η03)(η30 + η12)((η30 + η12)2 − 3(η21 + η03)2)
+ (η30 − 3η12)(η21 + η03)(3(η30 + η12)2 − (η21 + η03)2)
(3.13)
These moments have a specific name, they are called Hu moments. These moment
invariants have proven to be very useful for visual pattern recognition. Together all these
values represent a compact and robust description of the shape of an object. The central
moments and moment invariants(Hu moments) can be computed from a particle’s contour
using the following instructions:
1 Moments contour moments ;
double hu moments [ 7 ] ;
3 contour moments = moments ( contours [ contour number ] ) ;
HuMoments( contour moments , hu moments ) ;
3.3.1.4 Perimeter Length
This predictor is an estimation of the length of the contour of a particle’s shape; as long
as the points are all neighbors along the contour.
// compute per imeter
2 i n t per imeter ;
per imeter = contour . s i z e ( ) ;
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3.3.1.5 Length to Width Ratio for the Minimum Bounding Rectangle
The length to width ratio is the length divided by the width of the minimum bounding
rectangle. Here the minimum bounding rectangle is defined as the smallest rectangle which
will enclose the entire shape. This predictor provides a useful metric to discriminate par-
ticles by shape. The actual implementation is done by using an algorithm that computes
the minimum rectangle in all possible orientations.
1 // get the l ength to with r a t i o o f the minimum bounding r e c t a n g l e
RotatedRect minBoundingRectangle = minAreaRect ( contours [ contour number ] ) ;
3 lengthWidthRatio = ( f l o a t ) minBoundingRectangle . s i z e . width /( f l o a t )
minBoundingRectangle . s i z e . width ;
3.3.1.6 Rectangularity
The rectangularity of a particle’s shape is the ratio between the region’s area and the area
of the minimum bounding rectangle.
1 // get the r e c t a n g u l a r i t y o f a shape which i s the r a t i o o f the r eg i on area
and the area o f the minimum bounding r e c t a n g l e .
i n t areaRectang le = minBoundingRectangle . s i z e . he ight * minBoundingRectangle .
s i z e . width ;
3 f l o a t r e c t a n g u l a r i t y = ( f l o a t ) contourArea ( contours [ contour number ] ) / ( f l o a t
) areaRectang le ;
3.3.2 Particle Classification
After segmenting all the frames and computing all the predictors for each particle, we
now need to reliably identify the particles we are looking for. For this work we have
approached bio-particle recognition as a classification problem. We make use of one of
the basic Machine Learning techniques: Support Vector Machine (SVM) with a novel
combination of particle’s colour histogram, size and shape as predictors.
A Support Vector Machine (SMV) is a pattern recognition algorithm that is part
of a family of supervised-learning algorithms that were originally designed for binary
classification. The term supervised learning refers to a machine-learning algorithm that
learns through the use of labeled data. Before using our particle detection application we
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need to train the algorithm with an amount of data that is properly labeled; which means
each data set needs to a have a class.
Before doing any classification it is necessary to train the system. This should be done
with a different data set to the one we plan to use for actual classification. Also, this
step requires a sufficient amount of labeled data. There is no clear answer to how much
training data is needed to achieve good predictive performance. The right amount of
training data must be discovered through empirical investigation. For the training of our
computer vision application, we used a group of digital images containing 1654 particles
obtained from a buffy-coat e.g. a diluted blood sample with an increased concentration
of white blood cells(WBCs). The group of labelled data for training included white blood
cells(WBCs), red blood cells(RBCs), platelets, debris and clusters of particles. For our
case the acquisition of labelled data is a complex and time-consuming process; this was
probably the main restriction we had to face during the training process. Even though
the results obtained using this training dataset were satisfactory we believe that more
investigation is needed to properly capture the relationship that may exist both between
input features and output features, we will discuss more about this in section 5.1.
3.3.2.1 Support Vector Machine (SVM)
(a) Separating lines (b) Optimal hyperplane
Figure 3.12: Maximum margin classifier. a) In two dimensions a hyperplane is represented
as a line. Support vector machines(SVM) attempt to determine the optimal hyperplane
to separate the different classes; however, there is an infinite number of possibilities(green
lines). The way SVM defines the optimal hyperplane is through computing the minimum
distance from support vectors. b) The optimal separation hyperplane maximizes the
margin of the training data. Source: opencv.org [58].
Support vector machines [59, 69] provide a mechanism to attempt determining the
optimal hyperplane to separate classes, see Fig.3.12. In a few words, by making a
proper selection of N predictors (X1, X2, ..., XN) we attempt to classify clusters of vectors
X = (X1, X2, ..., XN) in a hyperspace of N dimensions through the optimal hyper-plane
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or hyper-surface. This hyperplane/hypersurface is placed at a minimum distance from
the support vectors ; which are the instances of the various classes which are closest to the
classification boundaries, see Fig3.12.
The technique used for the computation of the optimal hyperplane is called maximum-
margin hyperplane algorithm and it was originally introduced by V. Vapnik in 1963 [70].
The optimal hyperplane can be represented in a infinite number of ways by scaling α and
α0. The representation we will use is the so called canonical hyperplane:
| α0 + αTx |= 1 (3.14)
where x symbolizes the training examples closest to the hyperplane. The training
examples closest to the hyperplane are called support vectors.
The distance between a point x and a hyperplane (α,α0) is given by:
distance =
| α0 + αTx |
‖ α ‖ =
1
‖ α ‖ (3.15)
The margin M is twice the distance to the closest examples:
M =
2
‖ α ‖ (3.16)
It all comes to maximizing M subject to some constrains. The constrains model the
requirement for the hyperplane to classify correctly all the training examples xi.
Formally, this could be represented as:
min
α,α0
L(α) =
1
2
‖ α ‖2 (3.17)
subject to:
yi(α
Txi + α0) ≥ 1∀i (3.18)
where yi represents the labels of the training examples. This is a Lagrangian optimiza-
tion problem, and can be solved using Lagrange multipliers to obtain the weight vector α
and the bias α0 of the optimal hyperplane.
3.3.2.2 Non-linear Classification (SVM)
Most real computer vision applications of SVM require a more powerful tool that the linear
classifier previously introduced. Here we introduce the Kernel Trick commonly used to
improve classification results when applying SVM to data that is non-linearly separable.
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Figure 3.13: Objects of different classes (shown by dots of different shapes) mapped into
2D feature space. On the left, the classes are not linearly separable. After mapping
the data using a kernel function the classes become separable and hyper-surface (or a
hyper-curve) is shown between them.
This algorithm for non-linear classifiers was originally introduced by Boser et al [71] in
1992.
When dealing with non-linear datasets a kernel trick is used for aiding in the classi-
fication. Groups of vectors X = (X1, X2, ..., XN) which are not linearly separable in the
original space may be separable in a higher dimensional space. In this technique the dot
products are defined in term of the kernel function k(x, y) in such a way that the hyper-
planes in the higher dimensional space are defined as a set of points whose dot product
with a vector in that space is constant.
∑
n
αk(xi, x) = constant (3.19)
In a few words, it works by mapping data points into a higher dimensional feature
space using a kernel function. The whole point in doing this is to improve the separation
of classes, see Fig. 3.13
Unfortunately, choosing the “right” kernel is not easy because it depends of the partic-
ular needs of the application and is mostly done following a trial and error methodology.
In addition to this, we also needed to tune the kernel parameters in order to achieve good
performance in our classifier application. Here we have chosen to implement the Radial
Basis Function(RBF) kernel; which is a kernel in the form of a Gaussian function.
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A kernel is a function of the form:
K(X,X′) =
〈
φ(X,X′), φ(X,X′)
〉
(3.20)
where φ is a function that projects a vector X into a new vector space. The RBF
kernel projects vectors in to a infinite dimensional space.
k(x, y) = exp(
‖ x− y ‖2
σ2
) (3.21)
3.4 Results and Discussion
3.4.1 Multiple Particle Tracking
We successfully developed a computer vision application in C++ using the OpenCV libray.
The program can simultaneously track many micron-size particles using standard optical
microscopy(bright field microscopy). We only use a basic upright microscope (Olympus
BX51), along with the appropriate lighting equipment and a digital camera (Hamamatsu
C11440) connected to a computer to store and process sequences of images. We don’t use
any other techniques to enhance cell contrast e.g. selective dyes. The video analysis can
be made in real time or with the use of pre-recorded videos.
In Fig.3.14 we have four snapshots taken at random points during a video sequence. Here
our software is tracking all the particles in a mixture of 10 and 20m-diameter beads flow-
ing from top to bottom. The used acquisition frame rate for all these experiments was
20 frames/second. The polystyrene beads are suspended in distilled water, which flows in
our microfluidic channel at a flow rate of 0.5µL/min. The rectangular shape of the frame
is in order to cover most of the width of our microfluidic channel.
As mentioned previously, the first step is to generate a good quality background model,
which is done automatically using the first ten frames in the video sequence. Subsequently,
the program proceeds to run the multi-tracking algorithm. Each particle is treated as an
independent entity; which has it own identification number(ID), characteristics(the com-
plete set of predictors), and position in each frame.
The purpose of Fig.3.14 is to illustrate how our computer vision application behaves
during a few of the most common situations. In Fig.3.14a we have the first two particles
appearing in the video sequence after setting up the background model is completed. The
software automatically computes the position and characteristics(predictors) of these new
particles instances as they move through the frame. As we can see in the figure, the
centroid of the particle is marked with a small colored circle next to the identification
number, which starts at zero. In Fig.3.14b we have the simplest of cases in which a single
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(a)
(b)
(c)
(d)
Figure 3.14: A few snapshots taken at random points during the particle multi-tracking of
10 and 20µm-diameter polystyrene beads. In the video sequence, particles flow from top
to bottom at a flow rate of 0.5µL/min. These snapshots are intended to illustrate a few of
the common scenarios: a) the first two particles flowing simultaneously, the assigned ID
numbers are 0 and 1 respectively. b) A single particle flowing down the stream; the most
simple case. c) A cluster of two particles; which at this point our system recognizes as a
single particle. d) Two particles of different size in the shame frame; our system has no
problem making the tracking and differentiation.
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particles flows through the frame. The next case, see Fig.3.14c, corresponds to a cluster
of two particles moving through the frame; in this situation it is interesting to notice that
the computed centroid is right in between the two particles. At this point the computer is
unable to differentiate between a single particle and a cluster. We must remember that at
this stage the system is collecting information of all detected particles. In later steps, when
all particles in the video sequence have been detected, the system will proceed to apply
a machine learning algorithm to properly identify our target particles from a mixture of
particles that includes clusters and debris. At this stage, the system will treat this cluster
as an individual particle. It is also worth mentioning that this case could be considered
as a failure of our segmentation algorithm; we could argue that by better adjusting the
parameters used for background subtraction and image segmentation we could overcome
situations like this one. However, we propose that this is not the right way to approach
these kinds of situations because the big number of particles the system detects through
the whole video sequence gives us a countless number of variations and possibilities that
it becomes impossible to cover them all by just changing a few settings. The best way
to deal with this is to properly train our system with as many labeled examples of our
target particle as possible. Finally, in Fig.3.14d, we have two particles of different kind(10
and 20µm-diameter) moving throughout the frame simultaneously. This situation does
not really represent a challenge because as we will see in a later section the chosen set of
predictors can easily handle particles of the same material but different size.
In Fig.3.15 we have a situation that is a bit different. These particles are 20 µm-
diameter particles suspended in DI water flowing in a glass capillary tube. This time the
diameter of the capillarity tube is too wide to focus on the particles. However, regardless
of this, our program is still good at particle detection and tracking. When we say that our
application performs well we are referring to the capacity our software has to effectively
locate and simultaneously track the flowing beads in a microfluidic channel or capillary
tube even for non-ideal conditions of contrast and/or a changing background. All the
flowing particles are localized and simultaneously tracked as they flow from right to left.
In this figure we can see the ID number assigned to each particle as they flow from right
to left. Our algorithm performs well even under challenging conditions. For instance, low
contrast between foreground and background like the situation we have in Fig.3.15, or
with a substrate that contains a considerable amount of particles and debris attached to
the substrate, see Fig.3.14d.
These results allows us to highlight two of the main strengths of our algorithm. The
first one is our dynamic background model that is able to incorporate changes. The im-
plementation of a Gaussian Mixture Model for background subtraction seems to be the
ideal choice for moving micro-particle detection using video microscopy.
Another distinctive characteristic of our algorithm is the method we use for the simulta-
neous tracking of particles, which it is simple but at the same time effective. The usual
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approach to object tracking uses a group of special points or features in the object, the so
called key points, i.e. Harris corners [58], which look at the average change in directional
intensity in a small window around a possible interest point. In this kind of techniques
the central idea is to select special points; features that are unique and stable in the image
and perform local analysis on them. These kinds of techniques can perform well as long
as there is enough of such points and they are unique and stable features that can be
accurately localized over a video sequence. This approach, however, is not the ideal fit for
our needs because we have objects(particles) that experience changes in image contrast,
orientation and viewpoint. In this work we have followed a different approach. Instead of
looking at an object of interest as a collection of special points, we see it as a rigid object
who has identity, characteristics and position. Based on this, we implement a efficient
tracking mechanism based on the tracing of each particle’s centroid on every frame in the
video sequence.
The computation of individual trajectories, velocities and accelerations is now straight-
forward; this is because we have access to the ID and position of all successfully tracked
particles at all times.
Figure 3.15: Polystyrene particles(20µm-diameter) flowing in a capillarity tube; this is a
single frame from the output video. The program successfully tracks the centroid of a group
of particles as they move through a frame even though the contrast of the image is nonideal.
In colour, we can see the particle’s centroid and the ID number assigned to each particle
as they flow from right to left. The tracking capability of our software is particularly
important for the automatic counting of particles. The multitracking capability is also
useful for the differentiation between particles as they move together throughout a frame,
which requires being able to reliably identify the position of each particle in each successive
frame.
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Figure 3.16: Matching scores obtained from the comparison of colour histograms derived
from images of trypanosomes and red blood cells. Three different metrics where applied:
Bhattacharyya, Chi-Square, and Correlation. A reference image (single red blood cell)
was compared against ten randomly selected red blood cells images and ten trypanosome
images. For the Bhattacharyya and Chi-Square metrics, the lower the score the best
matching we have with our reference image. On the other hand, for the Correlation
metric, a higher score means a better matching to our reference image. We can observe
that for all these three metrics our reference image(red blood cell) has a colour histogram
that is more similar to other red blood cells that to Trypanosoma cells. The relatively
high degree of differentiation achieved for each metric(especially for the correlation metric)
suggests histogram comparison could make a good predictor for cell classification.
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3.4.2 Color Histogram and Particle’s Size as Predictors
In Section 3.3.2 we suggested to approach the challenge of particle detection as a clas-
sification problem. In this subsection we will try to determine the value of histogram
and area comparison as predictors in a more quantitative way. In doing this we will also
measure/study the capabilities of our tracking algorithm.
Lets start with histogram comparison. As mentioned previously, this is intended to be
one of the continuous predictors; however, a metric must be defined first. In Fig. 3.16
we compare a single reference image(red blood cell) against ten randomly selected red
blood cells and ten trypanosoms. Three different metrics were selected: Bhattacharyya,
Chi-Square, and Correlation, see Eqs.3.6, 3.7, and 3.8. For these examples we have used
a 1-channel gray level image, where each pixel has a value of between zero(black) and
255(white).
Figure 3.17: Box plot
showing five key val-
ues of a distribution:
minimum, firt quartile,
median, third quartile,
and maximum. Source:
https://pro.arcgis.com.
In order to visualize and compare the different distribu-
tions obtained for the three different metrics, we are express-
ing our results in a box and whisker plot. A box plot allows
us to easily visualize five key values of each distribution:
minimum, first quartile, median, third quartile, and maxi-
mum, see Fig.3.17. As we can see from the results shown in
Fig.3.16, there are no boxes overlap for any of the three met-
rics: Bhattacharyya, Correlation, and Chi-Square. We must
remember that our reference image is a red blood cell and
each one of the three figure represents the correlation scores
for a group of red blood cells and a group of Trypanosome
cells. In the results obtained for the Bhattacharyya metric,
for instance, we have two groups corresponding to red blood
cells and trypanosomes respectively. For the particular case
of the Bhattacharyya metric, the higher the score the worst
the matching correlation actually is. In Fig.3.16a we can see
that the third quartile of the red blood cell distribution is
lower than the first quartile of the Trypanosoma distribu-
tion, so there is a fundamental difference between the two groups regarding the matching
score levels. The Trypanosoma group has a greater score than the red blood cell group.
In other words, red blood cells are a better match for our reference image(red blood cell).
Please note that the difference in matching scores is even greater for the Correlation and
Chi-Square metrics; there is a relatively high degree of differentiation, especially for the
correlation metric. These findings suggest that histogram comparison could make a re-
liable predictor in our SVM algorithm. The distribution of pixel values across an image
constitute an important characteristic of that image and it seems to have value as a pre-
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Figure 3.18: To test the value of area(number of pixels in the shape) as a predictor, we also
computed the area of each particle in a mixture(5 and 8 micrometer in diameter beads)
flowing in a microfluidic channel. As we can see, the two area distributions are very well
defined. This unsurprisingly suggests the number of pixels in a shape could be useful as a
predictor.
dictor in the discrimination between cells. Please note that we do not/should not expect a
particular metric to be perfect as a predictor; otherwise, we would not need to make use of
a machine learning algorithm in the first place. In a real application, we would expect to
have a more noisy and difficult environment in which the differentiation will be a bit more
challenging. As we can see from these results each one of these three metrics offers some
valueble for cell discrimination, this is why we have chosen to use all three metrics as
predictors. A properly trained SMV algorithm with a good quality set of predictors will
give us the best prediction that can be made from the evidence supplied.
For testing the relative merit of particle size as a predictor we used our multiple-particle
tracker program to compute the area of each particle in a mixture of polystyrene beads.
We are defining area as the number of pixels in a particle’s shape; which is computed using
Eq.3.9. The sample is composed of beads of 5 and 8 µm in diameter. In Fig.3.18a and
b we have the size histogram and size distribution respectively. As we can observe from
these results, we can perfectly differentiate between these two size distributions as they
are very well defined. This suggest the number of pixels in a shape could make a good
second predictor for our application. Actually, this could arguably be one of the most
reliable predictors we will have in our group for the identification of cell types of different
size such as red blood cells and white blood cells; and also one of the easiest to compute.
For particles of the same kind(size) we would expect the number of pixels in a shape to
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(a) Size histogram for diluted blood sample.
(b) Feature space for two predictors: par-
ticle’s size and perimeter, in diluted blood.
The units for area and perimeter are pixels.
Figure 3.19: a) Particle’s size histogram for whole blood diluted in PBS(0.25% v/v). The
Gaussian distribution for platelets and red blood cells can be appreciated. b) 2D feature
space for the same for the same sample using just two predictors: particle’s size and
particle’s perimeter length, all in pixels units.
follows a standard distribution, also called bell curve, e.g. the diameter of the beads is not
all the same; however, in spite of the different sizes of beads, the majority of the values
are clustered around the mean value, with a few measurements to the right of this value
and a few measurements to the left of this value. The resulting shape looks like a bell
and is the shape that represents the normal distribution of the data. In the real world,
no examples match this smooth curve perfectly, but many data plots, like our computed
areas(pixels), are approximately normal. It seems reasonable to attribute the data point
that is in-between the two distributions to a natural aberration to the normal size of beads.
In Fig.3.19 we have the results of a similar experiment, but this time we are analyz-
ing blood cells instead of beads. A sample of whole blood diluted in PBS(0.25% v/v)
was pumped through our device at a flow rate of 2µL/min, see Fig.3.5. As mentioned
previously, our program gathers information about each cell as they move through the
frame, from top to bottom; however, in this section we are only focusing on studying the
relevance of a particle’s size as a predictor. In Fig.3.19a we have the size histogram of all
the particles detected in that particular video sequence.
As we can see, just like the previous results with beads, this time we also have size distri-
butions that seems to be well defined. It is possible to make an easy distinction between
the different types of cells based on size(pixel units). Here when we say that our distri-
butions are well-defined we refer to the fact that the mean of our three subpopulations
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are sufficiently separated, see Fig. 3.19a. To be more specific, the mean values µ of two
consecutive distributions are separated by at least twice the maximum standard deviation,
so | µ1 − µ2 |> 2σmax. First we have platelets; these are the second most common type
of blood cells in our sample, in Fig.3.19a it corresponds to the first distribution into the
left. The second distribution towards the right corresponds to red blood cells, which are
by far the most numerous type of cells in our sample. The third distribution into the far
right corresponds to a combination of white blood cells and clusters of red blood cells; this
group corresponds to the smallest number of particles in the whole sample.
In addition to the particle’s size histogram we also have a simple 2D feature space for two
predictors: particle’s size and particle’s perimeter; in this space each point corresponds
to an individual particle. One of the purposes of this is to illustrate an example of a two
dimensional feature space. In Fig.3.19b we have only two dimensions, corresponding to
the perimeter and area of all particles in the video sequence. It is interesting to notice
that we still have a good differentiation of our three distributions: platelets in the bottom
left; RBC, which we can easily identify as the darkest(densest) group of points; and finally
a combination of WBCs and RBC clusters, which corresponds to the lightest group of
points in the top right of the graph.
Based on the results we have obtained so far we believe the particle’s color histogram
and particle’s size can be successfully applied for the fast and efficient classification of
micro-particles using normal microscopy and without the use of any kind of bio-marker
or any other method to physically enhance image contrast in the video scene. However,
it is important to mention that non of this would be possible without our approach to
foreground subtraction, image segmentation, and multi-particle tracking. All of which has
been implemented in a fast and efficient C++ framework. We also realized that there
is no reason limiting ourselves to just these four predictors: three metrics for histogram
comparison and particle’s size. we have decided to go one step further and also implement
the selection of predictors introduced in section 3.3.1 in a SVM algorithm. Our final
implementation includes the three metrics for histogram comparison, the seven moment
invariants, particle’s size, particle’s perimeter length, the length to width ratio for the
minimum bonding rectangle, and the rectangularity of a particle’s shape as predictors.
All this for a total of 14 predictors for image recognition. Before testing our computer
vision application we trained our system using a different dataset containing images from
a ‘buffy-coat’ e.g. a sample with an increased concentration of WBC that contained of a
group of 14 white blood cells and 1640 non white blood cells, the later was a combination
of red blood cells, platelets, debris and clusters of particles. Our testing dataset consists
of a group of images for which we have made a visual inspection to corroborate that there
were no target particles(WBC). In a similar way, the positively identified particles are
visually inspected to determine if there are false positives. This process is simple because
our application puts colour marks and identification numbers to all our positively identified
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particles, see Fig.3.20.
When testing our system for the identification of our target particle(white blood cells),
we found 100% positive classifications that are correct. For this example, the total number
of processed frames was 657. The number of identified particles(WBC) was 18 from a total
number of 5953 detected particles of all kinds and the processing time was 48884.5 ms or
about 49 seconds.
In Fig.3.20 we have an example of the image retrieval step in which the system displays
the results as a sequence of images containing the located WBC in a colored circle and
indicating its identification number. After a visual inspection of the retrieved images, we
corroborated there was no false positives in this results regardless a considerable number
of debris and clusters.
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(a)
(b)
(c)
(d)
Figure 3.20: An instance of image retrieval for the identified white blood cells. The
program locates and shows the detected WBC circling them in color and also displays
their identification(ID) number.
Chapter 4
Tailoring the potential across a
microfluidic channel for particle
separation in a portable device
4.1 Introduction
The ability to isolate and enrich a specific type of micro particles from a heterogeneous
sample is a very important requirement for biomedical applications and rare cell detection
and identification. To this day several technologies have been developed for the manipu-
lation and separation of micro particles in an aqueous solution. They are very different in
nature as they apply different physical principles: optical, acoustic, hidrodynamic, mag-
netic and electrical methods, just to mention some of the most popular out there. Two of
the most popular technologies for cell detection and separation are: Fluorescent-Activated
Cell Sorting(FACS) [18, 19] and Magnetic-Activated Cell Sorting(MACS) [20, 21]. How-
ever, we will not consider this techniques in this work because they require the use of tags
or labels.
One of the main goals of lab-on-a-chip(LOC) technologies is to develop a technique
that is more versatile, user-friendly and compact; a system that is able to make spatial
separation of multi-component mixtures under real conditions. This is one of the reasons
LOC technology applied to the continuous separation of microparticles is becoming in-
creasingly prevalent within the area of biology and medicine. Dielectrophoresis(DEP) is
of particular interest for cell discrimination and isolation because the magnitude and di-
rection of DEP forces are determined by the dielectric properties of the biological particle
as well as the medium; which are frequency dependent.
At the beginning of my PhD studies, our interest was focused on applying optoelec-
tronic tweezers for the manipulation of micro-particles in aqueous solutions in order to
assess whether or not it is possible to adapt the technology to a portable device. The ex-
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Figure 4.1: A) Conventional experimental setup for the OET experiment. B) Our portable
version of the same setup; which incorporates all the elements in a briefcase and can be
run with batteries.
perimental setup used for that purpose consisted of a upright microscope(Olympus BX51)
and a data projector for the generation of light patterns(virtual electrodes) on the surface
of amorphous silicon(a:Si); where the conductivity of the illuminated areas is increased
by orders of magnitude. In Fig.4.1a we have a picture of this system indicating its main
components: data projector, camera, function generator and sample.
The first step when trying to assess how effective OET force is for the manipulation of
micro-particles is to measure the maximum velocities that are possible to reach in function
of the medium’s conductivity. For this purpose we developed a computer program that
generates a circular frame that revolves on its axis, see Fig.4.2a. Using this technique
individual polystyrene beads are forced to move in a uniformly accelerated circular motion.
The equations of rotation(constant aceleration) are given by [72]:
θ = θ0t+
1
2
αt2
ω2 = ω20 + 2αθ
(4.1)
where θ, α and ω correspond to the angular displacement, angular acceleration and
angular velocity respectively. Using Eq. 4.1 and the equation for the lineal velocity
VT = Rω of a particle moving in circle of radius R we obtain:
VT = αRt (4.2)
this last relation is the one our software applies to compute the maximum linear veloc-
ity VT the particles reach. The linear velocity of particles is increased slowly and steadily
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(a) (b)
Figure 4.2: A) Individual polystyrene beads are forced to move in a uniformly accelerated
circular motion. The liner velocity of particles is increased steadily until the OET force
in unable to counteract the drag force. At this point the user stops the program and the
software automatically calculates the maximum linear velocity reached and saves all rele-
vant information into a file. B) The experimental results for attained using the Olympus
setup for 15µm diameter bead and five different conductivities: 0.1mS/m (distilled water),
4mS/m, 10mS/m, 15mS/m and 18mS/m. The used voltage and frequency was 11kHz and
20Vpp respectively. The radio for the circular motion was 102.98µm.
until the applied OET force is unable to counteract the Stokes drag force; when this hap-
pends the program computes the maximum reached lineal velocity and saves all relevant
information. The results obtained for the maximum velocity in function the conductivity
of the suspending medium are shown in Fig.4.2b. Every point represents the mean value
of five measurements and the error bar corresponds to the range of the obtained results
for each conductivity. As we can see, there is a sharp drop in the maximum velocity
from 0.1mS/m to 4mS/m and remains relatively steady all the way up to 18mS/m. The
application of this technique to this kind of measurements turns out to be very useful,
practical and reliable; However, one of the central goal of the whole project was to de-
velop a portable system that allow the use of OET technology outside the laboratory. An
important step towards this goal was made by S.L Neale et al [12]. They developed a
portable optical micromanipulation setup based on Optoelectronic Tweezers. In Fig.4.1b
we have a picture of the device. It uses a mini data projector(Dell M110) to generate
the light patterns; which are focused through a 20X objective(Olympus, 0.4 N.A.) on the
amorphous silicon substrate. The system contains a small battery powered function gen-
erator which is capable of producing a sinusoidal signal of up to 9Vpp in amplitude and
up to 78kHz in frequency. All the components in this system are battery powered, except
for the mini data projector which requires one power socket. This system performs well
under controlled circumstances; the medium’s conductivity must be carefully controlled
in order to achieve a OET force that is strong enough to effectively move particles.
4.1. INTRODUCTION 87
Figure 4.3: Comparison between the Olympus and Briefcase setup. We measured the
maximum velocity attained for a range of voltages for the Olympus system and the Brief-
case setup. For all this experiment we used 45µm-diameter polystyrene beads suspended
on a medium with 0.1mS/m. The applied frequency was maintained constant at 20kHz.
An important step when investigating the performance of the technique on a portable
device it to compare the conventional OET experimental setup, shown in Fig.4.1A with
our portable version, Fig.4.1B. After using our program on both systems we obtained the
results shown in Fig.4.3. The purpose of the experiment was to compare the maximum
velocities obtained using our conventional OET setup with the ones obtained using our
portable version. The selected conductivity for these experiments was 0.1mS/m; which is
the lowest conductivity we have access to in our laboratory and corresponds to the con-
ductivity of distilled water. We chose the lowest possible value of conductivity because we
want the strongest and most reliable OET force we can generate in both systems. We can
see from Fig.4.2b that the highest velocities, and hence the strongest forces correspond to
the lowest conductivity(distilled water).
The selected size for the beads was 45 micrometres. The reason for the selection of this
particular size is because the generated OET force in our portable device is too weak and
unreliable for beads that are smaller than 45 micrometres. We must remember that the
OET force is directly proportional to the volume of the particles; the bigger our beads
the strongest our OET force will be. Each point in Fig.4.3 represents the average of five
different measurements of the maximum velocity of beads. The error bars correspond to
the range of the five measurements for each voltage. The particular value of frequency
used during these experiments was selected because we found experimentally that it gave
the strongest OET response for both systems.
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On the results shown in Fig.4.3 we have a steady increase in the maximum reached
velocity in function of the applied voltage for both system; however, our Olympus system
performs systematically better than the Briefcase setup by about 50µm/s. This difference
is probably due to the difference in light intensity in the two systems. The Olympus setup
uses a bigger and more powerful light projector that is able to generate stronger electric
gradients in the device.
There are some serious limitations on both systems:
 Our current OET system is not suitable for the manipulation of a big
number of micro-particles simultaneously: Our OET technique as it is does
not allow the systematic manipulation of a much bigger number of particles simulta-
neously. We believe this kind of applications is much more suited for the individual
analysis of particles rather than the sorting and enrichment micro-particles in big
numbers.
 It requires the use of a crossover frequency: An application of this technique
for the separation/enrichment of micro-particles would require the use of a crossover
frequency for the discrimination of particles based on its dielectric properties; this
would require a careful tunning of the medium’s conductivity. Of course, the need of
a crossover frequency for particle sorting in not exclusive to or our system. Virtually
every application of DEP/OET uses a crossover frequency and/or relies on a compe-
tition between OET/DEP force and an external force of different nature to achieve
particle sorting/discrimination. Two common examples of this would be: Free Flow
Fractionation [73], which depend on a competition between DEP force and gravity;
and Pulsed DEP [43], which relies on a competition between a pulsed DEP force
and a constant fluid force.
 OET force’s dependence on the conductivity of the suspending medium:
We also have a dependence of OET force with the conductivity of the suspending
medium, see Fig.4.2b. The conductivity of the suspending medium needs to be
experimentally adjusted in order to generate an OET force that is effective for the
movement of particles.
 Our OET system as it is only works in batch mode: Another disadvantage of
our current OET system is that it works on a batch mode only; which compromises
the particle throughput and make the loading and recovery of samples relatively
complicated for an user with non relevant technical skills in this matters.
Besides these three main limitations mentioned already, there are also some other minor
disadvantages which are more technical in nature. For example, an optical system like the
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one shown in Fig.4.1A and B is fragile, bulky, susceptible to mechanical perturbations and
relatively expensive to implement.
Several different continuous and discontinuous bioparticle separation techniques that
involve a DEP force in one way or another have been developed over the years. For
example: free flow fractionation, which uses gravity force against DEP [73]; Optoelectronic
tweezers (OETs), which uses a photoconductive material to create virtual planar electrodes
[10]; multiple frequency DEP, which sort cells according to the dielectric response to cells at
multiple frequencies [45]; lateral driven DEP, which is generated by a planar interdigitated
electrode array placed at an angle to the direction of flow [74]; and pulsed dielectrophoresis,
which makes separation of polystyrene beads of different size by tuning the interaction of
a pulsed DEP force with a constant fluid force in a microfluidic channel [43]. For a more
comprehensive review of DEP-based separation strategies please refer to Chapter 2 of this
thesis or to the excellent review on DEP technology done by Ronald Pethig [22].
Many these methods have proven to be effective for the separation of highly specific
bio-particles. Between these designs, we can find a wide range of particle sorting rates.
The work done by Matthew Pommer et al. is probably a good example of a DEP based
microseparator with one of the highest sorting rates. Their design can sort 2.2× 104 par-
ticles/second; which is used to enrich platelets in label-free manner. Ronald Pethig [22]
summarizes the performance reported in the literature for several DEP-based particle
sorting devices which do not employ labelling or tags. Considerable advances have been
made regarding the maximum sorting rate achieved for some highly specific target parti-
cles; however, conventional DEP technology adapted to lab-on-a-chip devices still requires
bulky electronics and other specialized lab equipment to operate. There is still work to
do regarding the developing of automated and simplified systems for clinical diagnostics
without requiring the tagging of target particles. Moreover, discontinuous microseparators
usually require complicated manipulation of fluids due to a discontinuous operating pro-
cedure that involves: sample loading; particle trapping using DEP; washing of unwanted
particles; and particle recovery [9].
The vast majority of continuous and discontinuous microparticle separation techniques
make use, in one way or another, of positive DEP force, negative DEP or a combination
of DEP and an external force of different nature. Usually this requires a careful control
of the conductivity of the suspension medium in order to take advantage of the crossover
frequency. Here we have followed a different approach, we have developed a portable,
all-in-one, continuous flow DEP based electronic microparticle separator capable of tai-
loring the potential energy landscape a particle would experience across the entirety
of our microfluidic channel by using just negative DEP. The tailored potential energy land-
scapes allow us to achieve lateral sorting and/or concentration of a heterogeneous mixture
of particles as they travel through an especially designed microfluidic channel. The po-
tential energy landscapes are created and shaped through a combination of non-uniform
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electric fields, which are generated by a system of 64 individually addressable metallic
electrodes embedded at the bottom of our microfluidic channel.
This is not the first time a system of individually addressable electrodes is implemented
on a DEP device. Previously, Chun-Ping Jen et al [40, 42] designed a handheld device
for cell concentration. In their design the microfluidic module uses circular electrodes to
generate stepping electric fields in order to concentrate cancerous cells in a batch mode.
Their handheld electronic device comprises a voltage-frequency converter and an opera-
tional amplifier module. However, what is different about this work is that to the author’s
knowledge, this is the first time a portable device is reported that uses a system of indi-
vidually addressable electrodes to shape and control the particle’s potential energy profile
across the entirety of a microfluidic channel and in this way achieve lateral sorting of
microparticles in continuous flow. We present simulation results to illustrate the physics
behind this new technique along with experimental results demonstrating the separation
of polystyrene beads. The electronic device is illustrated in Fig.4.5.
4.2 Operational principle.
The DEP(dielectrophoresis) force is a field induced force able to act on neutral particles
when these are immersed in non-uniform electric fields. The DEP force on a particle of
radius r; suspended on a fluid can be expressed as [46]:
FDEP (t) = 2piεmr
3Re[fCM ]∇E2 (4.3)
where E is the electrical field, m is the absolute permitivity of the suspending medium
and r is the particle radious; fCM is known as the Clasious-Mossotti (CM) factor, which
is given by
fCM =
p − m
p + 2m
(4.4)
where  is the complex permitivity, defined as
 = − j σ
ω
(4.5)
and subscripts p and m stand for the particle and the medium, respectively.
This technique relies on a competition between time-varying DEP forces. The device
is able to shape the resulting forces affecting the microparticles throughout the whole mi-
crofluidic channel. This allows us to generate a long-range slopping-shaped potential with
periodic wells embedded on it. By adjusting the settings we can control the long-range
potential’s slope as well as the depth and width of the wells.
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Figure 4.4: Diagram representing an instance of a tailored potential energy landscape
shown as a blue line. Several local minima and a long range potential slope are generated
over the whole length of the microfluidic channel; which allows us to trap particles of one
kind and at the same time sort laterally particles with different electric properties, size or
shape. The metallic electrodes run parallel to one another down the whole length of the
microchannel. They are 20µm wide and have a separation of 30µm between them. The
ceiling of the channel is ITO glass connected to a ground signal. A 15kHz sinusoidal wave
is applied to each electrode for which Vinit = 14Vpp and a pulse duration ∆=300µs. The
applied AC voltage is changed by the same magnitude δ from one electrode to the next.
On this diagram we depicted only 9 electrodes, however, the real device has 64 electrodes.
The main section of our micro-channel is 3.2mm wide, 100µm high and 4.0cm long.
The gradient of the electric field to the square ∇E2 is the term that defines the shape
of the force field particles will be subject to; however, a particle is not subject to the effect
of just one electrode but many(64 in our experiments). The resulting force on a given
particle will be produced by the sum of the effects of every single electrode in the vicinity.
For achieving a potential profile able to trap/release micro particles of given characteristics
we have experimented adjusting the values of voltage, inter-electrode separation and the
pulse duration; leaving the frequency unchanged as we intended to work only with negative
DEP forces: particles moving away from high electric gradients. Working with negative
DEP exclusively make things easier given that positive DEP causes the attachment of
particles to the electrodes. In order to create a potential ramp the voltage value of each
electrode was set according to:
Vn,t = Vinit + nαn,tδ (4.6)
where Vinit is the initial voltage in the sequences; Vn,t is the voltage in the n-th elec-
trode; and α is a two dimensional matrix that defines the structure of the long range
potential in space and time, the first subindex n defines the structure in space and t de-
fines the temporal sequence as dynamic potential structures are created by generating long
range potentials sequentially. The parameter α can take three values: 1, 0, or -1; these
numbers define a voltage increase, voltage decrease and inactive electrode respectively.
4.2. OPERATIONAL PRINCIPLE. 92
On the other hand, the variable δ can take the following values: 0.0V, 0.078V, 0.156V,
0.234V and 0.312V; which we redefine as δ0, δ1, δ2, δ3 and δ4 respectively. This steps are
defined by the minimum resolution of our digital potentiometer. This will be explained in
a bit more detail in section 4.3.2.
When a particular electrode is activated, a non-uniform electric field is generated be-
tween the metallic electrode and the grounded ITO glass on top of the chamber, see
Fig.4.21 a. Each electrode in the array is activated sequentially according to a prepro-
grammed sequence the onboard microcontroller holds in memory. A particular electrode
is activated for a short time period ∆t=300µs before deactivating it and activating the ad-
jacent electrode for the same time interval but using different voltage according to Eq.4.6.
Once the last electrode on that particular sequence has been activated, the system goes
back to activating the first one and so on. We have given each electrode the same weight on
the combined electric gradient by making ∆t the same for each electrode. We have found
experimentally that the DEP force field gets stronger and more effective as we decrease
∆t, but only until it reaches values around 300 microseconds. Pulse durations smaller
than 300 microseconds do not seem to make any difference to the performance. On the
other hand, values that are considerably higher than this will break the potential gradient
and remove the relation to δ values. The result of this is to produce a sweep of electric
field that passes across the device. Keeping the frequency and pulse duration ∆t constant
and adjusting the values of ∆t, inter-electrode separation and Vinit we are able to shape
the energy potential over the whole microfluidic channel and use it to accomplish particle
concentration and sorting.
Polystyrene beads of 1, 3, 5, and 10 micrometers in diameter(Polysciences, Inc USA) were
used for the different experiments described in this paper, in a single kind or as a mixture
of different sizes. When preparing a sample we mixed the bead solution with deionized
water and Tween 20 to prevent the beads from sticking to the surfaces or to each other.
The conductivity of the solution was monitored using a Horiba Scientific portable con-
ductivity meter(model B-771). Finally, the PCB was mounted on the stage of an upright
microscope(Olympus BX51). A 1.0mL gas-tight glass syringe(MDN-0100 BASi) and a Sy-
ringe pump(NE-1000 New Era Syringe Pump Systems) was used to deliver the sample to
the microfluidic device(flow rate of 1.0µL/min) through PTFE tubing(AWG size 24) with
a inside diameter of 0.56mm. The motion of the polystyrene beads was recorded by a dig-
ital camera(Hamamatsu C11440). On each experiment we have: a pulsed sine wave signal
with a frequency of 15kHz, which was generated by the on-board digitally programmable
frequency synthesiser IC(AD9850); an initial maximum voltage Vinit =17Vpp; and a pulse
duration of 300 microseconds. The pulse duration ∆t, frequency, Vinit, δ, and the shape
of the long-range potential structure were controlled using an android mobile phone via
Bluetooth connection.
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Figure 4.5: A picture of the electronic micro-separator: the microfluidic device is mounted
over the main printed circuit board and electrically connected to the main circuitry. Each
one of the 64 electrodes is controlled independently by the on-board micro-controller.
4.3 Experimental Section
The electronic device, see Fig. 4.5, contains the microfluidic chip and all the required
electronics: function generator, signal distributor system, amplification module and a
Bluetooh module for wireless communication to a mobile phone. All these components
are contained in a single 11cm width by 19cm long printed circuit board(PCB) which I
designed and build for this purpose.
4.3.1 Chip Fabrication
Our needs demand a different micro fabrication process for the microfluidic channel; we
need a single electrode on top and an array of metal electrodes at the bottom of our mi-
crofluidic channel, which the soft-lithography method using PDMS does not allow. The
internal electrodes are planar(2-D); they are fabricated using photo-lithography and lift-off
technique. Subsequently, we fabricate the micro-channel over this substrate with bonded
ITO glass on top [75]. In this design we use ITO glass on top of the channel to set the
ground signal; this generates an electric gradient between the bottom and top of the chan-
nel in a similar manner as with optoelectronic tweezers(OET). In this respect this design
is different to the common DEP configurations in which 2D planar electrodes are usually
fabricated only at the bottom of the channel and thus an electric field is only effectively
established in close proximities to bottom substrate.
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The microfluidic chip also has 64 pads that allows soldering wires between the chip and
the printed circuit board. The pads are big enough to allow an easy electrical connection
of each electrode to the main PCB board using soldering iron.
The main section of the micro-channel was designed to be 3.26mm wide, 100µm high and
4.0cm long, see Fig.4.6 c. There were two main reasons for the selection of these partic-
ular dimensions for our microchannel. The first reason is related to the size and number
of electrodes in our device. We decided to implement 64 metal electrodes, each one 20
micrometres wide and 4 centimetres long. We also experimented with electrodes thinner
than 20 micrometres; however, those tended to break easily rendering many electrodes
useless.
The intention was to make our microfluidic device as big as possible in order to increase
processing rates. The separation between consecutive electrodes was 30 micrometres,
which gives, as a result, the previously mentioned dimensions for the microchannel.
The other reason for that particular size was that we are very interested in testing the
practicality of the technique over relatively long dimension. One of the central features
of our device is its capacity to generate lateral forces through tailored potential energy
landscapes. One of the central questions was whether or not those landscapes can be
sustained over the entirety of a microfluidic channel that is several centimetres long and
several millimetres wide.
The micro fabrication technique we used for our microfluidic channel is a modified
version of one originally introduced by Cristian Witte [75] who used it for the fabrication
of smaller microchannels(about 200µm wide) in an amorphous silicon(a-si) substrate. Our
needs required the creation of much wider microchannels(3 millimetres wide) on a glass
substrate. In order to fit our needs, we experimented with the original microfabrication
protocol to achieve the desired characteristics.
The modifications to the original protocol are the following:
1. Our microfluidic device uses a customized microscope slide as a substrate. In
the original protocol, ITO coated glass substrates were modified with amorphous
silicon(a-Si) to obtain a photoconductive layer.
2. In the original protocol, the exposure time was 60 seconds(200 mJ/m3) for a resist
thicknesses less than 50 micrometres. In this work, the protocol needed to be changed
to account for a SU8 film that is greater than 50 micrometres. The exposure time
was increased to 160 seconds to account for a resist thickness of 100 micrometres
and the absorption of UV-light by the top ITO coated coverslip.
3. Another important modification to the original protocol was made to the post-
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(a) Mirror plus electrode array. (b) Electrode array plus SU8 and ITO glass.
(c) After developing. (d) After PDMS-glass bonding.
Figure 4.6: A graphical representation of the different steps involved during the microfab-
rication process. The finished microfluidic device contains 64 gold electrodes on a glass
substrate. The microfluidic channel was designed to be 3.26mm wide, 100 µm high and
4.0cm long in its main section. The ceiling on the microfluidic channel is ITO glass. The
device contains one inlet and two reservoirs.
exposure bake. In the original protocol, a post-exposure bake at 65°C for 2 minutes
and 95°C for 6 minutes was performed prior to the development of unexposed SU8
through inlet and outlet holes. However, here, this step was eliminated because
otherwise, the developing time needed is considerably longer and hence impractical.
The developing time when including a post-exposure could be up to a week or even
not possible at all. We have found experimentally that even without a post-exposure
bake a well-defined microstructure is generated in the exposed regions.
In the next paragraphs, the new protocol is introduced already containing all the
already mentioned modifications.
The first step in the microfluidic chip fabrication process is to pattern the array of 64
metallic electrodes on a standard but cut to size microscope slide(W:25.4mm X L:56.0mm
X H:1.0mm) using standard photolithography; we deposited Titanium(10nm) adhesion
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Figure 4.7: Finished microfluidic chip.
layer first and subsequently a Gold(120nm) layer to generate the array of electrodes, see
Fig.4.6 a. The electrodes are 20 micrometers wide and are separated by 30 micrometers
from one to another.
The second step consists on spinning SU8 3050 on top of the substrate with the metal-
lic electrodes. The speed was set at 4000 rpm for the 30s to give us a thickness of 120µm.
After spin coating, the substrate was placed on a hotplate at 95C for 5 minutes. Subse-
quently, another customised cover slide(W:16.0mm X L:65mm X H:1.0mm) coated with
0.3 micrometre ITO layer and containing three 1mm in diameter predrilled holes(to form
inlet and outlet) was carefully placed on top(ITO side facing down) while the substrate
is still on the hotplate, see Fig.4.6 b. We leave the device on the hot plate for another 5
to 6 minutes to allow for air bubbles to disappear. This microfluidic device has one inlet
and two outlets. The idea behind having two outlets was to be able to easily collect the
processed sample and residues at separate points.
In the next step, we expose and develop the photoresist in order to define the dimension
and shape of the microfluidic channel. The photoresist is exposed for 160 seconds(200
mJ/m3) through a mask aligned to the predrilled holes in the tailored ITO glass. No
post exposure bake prior to the developing of unexposed SU8. We developed the device
through the drilled holes on the top microscope slide using Microposit EC solvent. The
development is made by placing the chip in a bath with EC solvent. The container is
placed in a properly ventilated fume hood. Every 12 hours the EC solvent is replaced and
the microfluidic chip examined under the microscope. The development process is slow but
easily observed when the chip is inspected with a microscope. We found experimentally
that it takes between three and four days to develop each device. This particularly long
time is due to the reduced access of the developer to our exposed microchannel. Even
when the developing process is slow it is also uncomplicated; we did not experience any
major complications during this step.
During the last step in the fabrication process of our microchannel, we remove any
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residues left in the channel structure by placing the chip in a bath with acetone for 5
minutes. Afterwards, we rinse it properly with DI water and air dry with pressurised
nitrogen until the water inside the chip is fully removed.
The next step is to fabricate the connector for inlet and the two reservoirs. For this, we
prepared a mixture of PDMS prepolymer and curing agent at a weight ratio of 10:1. Stir
the mixture carefully and then degas it under a vacuum for 30 minutes; pour the degassed
mixture into a flat container and bake it for 4 hours at 65 C. Peel off the solidified PDMS,
cut two rectangular blocks(H:0.7mm x W:1.0cm x L:1.5cm) with flat surfaces. Next we
clean it in Acetone, Isopropanol for 5 minutes in an ultrasonic bath, followed by rinsing
with DI water and blow dry. To make sure no water is left on the surface a dehydration
bake at 120c for 5 minutes was performed then we punch a hole for the inlet(using a 1mm
biopsy punch) and two more for the reservoirs(3mm biopsy punch). Before bonding the
PDMS pieces to the glass we make sure it is properly clean, then treat the two blocks of
PDMS and the developed device with oxygen plasma at 3000mTorr and for 30 seconds.
After this, we immediately align and bond the two PDMS blocks to the glass surface. To
make sure the two blocks are properly bonded, soft bake the device for 5 minutes at 120C;
this will strengthen the glass-PDMS bond. A picture of the finished microfluidic device is
shown in Fig.4.7.
4.3.2 Apparatus
4.3.2.1 Function generator
In our device we use the AD9850BRSZ as our on-board digitally programmable frequency
synthesizer. When referenced to our external clock source(125MHz) it can generate a
spectrally pure, frequency/phase-programmable, analogue sine wave. The signal generated
by this integrated circuit is the input of an amplification module, see Fig.4.10 and 4.11,
which rectifies and amplifies it to generate a good quality sinusoidal signal, which has a
more than adequate upper frequency limit(1.5 MHz) and a satisfactory voltage range(0
- 20Vpp) for this particular frequency range. The AD9850BRSZ uses a high speed DDS
core which provides a 32-bit frequency tuning word, which results in an output tunning
resolution of 0.0291Hz, for our 125MHz external reference clock. The output frequency
can be digitally changed at a rate up to 23 million new frequencies per second. It can
reach frequencies up to one-half the reference clock frequency(62.5MHz). However, the
amplitude of the generated AC signal is limited by the so called break over frequency ; where
the gain of a real operational amplifier(OPAM) drops to about 70.7% of the maximum gain.
For the typical operational amplifier this value is around 1MHz, but for our amplification
chain, see Fig4.11, the break over frequency is around 1.5MHz; which limits our AC signal
to a effective to a maximum of about 1.5MHz. This reduction in voltage gain as the
frequency increases is caused by a low-pass filter-like characteristics inherent to the inner
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circuitry of the used operational amplifiers [76].
The frequency and amplitude of the generated sinusoidal wave is changed by the electrode
actuation program running in the on-board micro-controller.
4.3.2.2 Signal distributor system
The signal distributor is a digitally controlled device that takes a single data input; in our
case a sinusoidal wave, and routes it to one of the several possible outputs, see Fig.4.9. For
this application an analog signal distributor was designed and built that it is able to send
a single sinusoidal signal to any of the 64 independent electrodes, one at a time. For the
design and testing of all the electronic modules in this prototype we used Orcad Capture.
Similarly, for the design and routing of our PCB board we used the Orcad PCB designer
which allowed us to integrate the different parts of our system is a single double-sided
PCB board that is small, practical and robust, see Fig.4.5.
It worth mentioning how important is was to achieve a electronic board that is small,
practical, reusable and easy to connect to the microfluidic chip. One of the reasons is
because the main PCB board is a electronic system that require a considerable care for
the fabrication, assemble and testing. However, once all the components are in place and
working, the final product is remarkably robust and reliable for laboratory testing. We
paid special attention to the design of the so called microfluidic chip’s footprint in the
PCB board; which is the physical socket for the physical and electrical connection of the
microfluidic chip in the main PCB. We made sure the physical dimensions of the footprint
in the PCB perfectly match the ones of the microfluidic chip and the dimensions and
position of the electric pads allow an easy and robust electrical connection for each one
of the 64 electrodes. As a final result we have a device that allows us to connect and
disconnect a new microlufluidic chip just by removing the previous one and connecting a
new one using a soldering iron; which makes the system truly reusable.
It also worth mentioning we previously experimented using a micro-boding machine for
the electrical connection of each one of the 64 electrodes; however, we discovered the con-
nections were not reliable as many of the micro-wires would snap even with the slightest
mechanical disturbances. In addition to this, a successful wire bonding requires surfaces
that are perfectly clean and free from dust, which just adds extra complications to the
fabrication process and could make the device useless in places where there is not access
to a laboratory, or clean-room facilities. This is why we decided to increase the size of the
electric pads and redesign the microfluidic chip’s footprint to substitute the micro-wire
bonder for a common soldering iron.
We are satisfied with our method for the connection of electrodes to our main PCB board.
The installation of a new microfluidic chip in the PCB is easy and straightforward; re-
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Figure 4.8: The microfluidic de-
vice is mounted over the main PCB
board through a socket specially
designed for that purpose. There
is a single inlet and two reservoirs
at the end of the microfluidic chan-
nel. We have also included a mir-
ror on the base of the socket. This
mirror was fabricated by deposit-
ing 20nm of Aluminum on a cut
to size microscope slide. The func-
tion of this mirror is to enhance the
image we get when mounting the
whole device on a upright micro-
scope as the system is illuminated
form the top. Each one of the
64 electrodes and the ground sig-
nal are connected to the main cir-
cuitry using short wires soldered to
the gold pads in the substrate us-
ing a common soldering iron. This
short wires are also connected to
the main board through a female
connectors; which makes the PCB
board truly reusable. The removal
and installation of a new microflu-
idic device becomes straight for-
ward and in the end we have a sys-
tem that is remarkably robust and
is able to withstand more than its
fair amount of mechanical pertur-
bations. Each one of the electrodes
is controlled independently by the
on-board micro-controller.
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quiring less than two hours and without any specialized electronic equipment. This new
technique achieves a remarkably strong and robust electrical and physical connection be-
tween the microfluidic chip and the main PCB board, see Fig4.8. Actually, the strength
and robustness of the electrical connections is so good it can resist more than the fair
amount of mechanical vibrations you would normally expect during laboratory testing.
However, more packaging would be required before it could be field tested. The design of
the microfluidic chip’s footprint was also made using Orcad Capture.
The 64 electrical connections in the microfluidic chip are bilateral and equally matched
for AC or DC signals. For this purpose we made used of the DG406DJ single 16-channel
CMOS analog multiplexer. Its 44V maximum voltage range permits controlling up to
30Vpp signals when operating with ±15V power supplies.
The on-board micro-controller sends a 7 bits signal to the main PCB. The first six
bits are for addressing each one of the 64 electrodes, the 7th bit is for enable/disable of
the complete system, see Fig.4.9. This is achieved by using a 2-to-4 line decoder with
active low output. The 74HCT139 decodes two binary address pins(5,6) to four mutually
exclusive outputs(Y 0,Y 1,Y 2,Y 3). This is very important because we need to activate only
one of the four DG406DJ multiplexers at each given time. The 7th bit goes to an enable
input(E) which enables/disables the four multiplexers. Because we are using a decoder
with active low output we also need a logic inverter. The 74HC04 inverts the logic of the
output signal of the 2-to-4 decoder before they reach the enable pin of each one of the
four 16-channel multiplexers.
The task of redirecting the sine waveform to the different electrodes is carried out by the
electrode actuation program through the use of the time control tools and the digital I/O
capabilities of the Aduino Due.
4.3.2.3 Voltage amplitude control
Our experiment requires a very precise and fast digital control of the amplitude of the gen-
erated AC signals. This important step is implemented in two parts: voltage rectification
and voltage amplification. In Fig.4.9 we represent these two steps in a single module we
call amp module. In the first part, Fig.4.10, we have a the original positive sinusoidal
signal with an amplitude of 2.0Vpp and an offset close to 1.0V DC; this signal is the raw
output of the AD9850BRSZ.
We need to achieve amplitude control before eliminating the DC component of the sig-
nal and implementing the actual amplification process. This is precisely what we have
achieved with the circuit shown in Fig.4.10. First we apply a summing amplifier and after
that we send the resulting signal through a inverting amplifier. As a result we have a
sinusoidal signal with an offset of 3.2V DC. This is important because the lower values
of the original sine wave are too close to the origin and attempting to amplify it would
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Figure 4.9: Schematics of the demultiplexer system used to control address each one of
the 64 metal electrodes in our device.
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give us as a result a deformed function for the lower values. It seems the amplification is
not uniform for voltage signals that are close to the origin(<1.0V). However, after apply-
ing these operations to the original signal it is read for the amplitude modulation step.
This is achieved through the use of the MCP4161, which is a single digital potentiometer
with non-volatile memory. We connect this digital potentiometer to our on-board Arduino
micro-controller through a serial peripheral interface(SPI). This allows us to change the
resistance output of the wiper terminal through software, see Fig4.10. The communica-
tion is also synchronous, which means the data is transmitted in synchrony witch the
clock signal in our micro-controller. The Arduino environment already contain a built-in
library and hardware for SPI communication. The particular digital potentiometer we use
for this project is the MCP4161-103, which is a 10 kΩ digital potentiometer with 8-bit
resolution (257 steps). It can change resistance in a total of 257 steps, from 0 to 257. For
our 10 kΩ this means that each step is an increment of approximately (10K/257) 39Ω;
this is the characteristic that defines the minimum voltage increments/decrement we use
in our experiment: the magnitude of voltage change we will later be defined as δ. After
achieving control over our sinusoidal signal’s amplitude we proceed to eliminate the DC
component and amplify it, see Fig.4.11. To eliminate the DC component we use a high
pass filter. After this our signal goes to the amplification chain; which is a group of three
inverting amplifiers connected sequentially. In all these rectification and amplification
steps we choose to use the dual Op amp TLE2072CP because of its low-noise high-speed
characteristics; it yields a typical floor noise of 17nV/Hz, has a bandwidth of 10MHz and
a supply voltage range from ±2.25V to ±19V. All this makes this operational amplifier
an ideal choice for our application. As a result of this steps we have a clean AC singnal,
see Fig.4.12, which can be controlled through pulse duration, frquency and amplitude.
4.3.2.4 Electrode actuation program
Each one of the 64 electrodes can be accessed and controlled independently by a specially
designed C program running on the on-board micro-controller(Atmel SAM3X8E). This
program has total control over which electrode to activate/deactivate, its frequency, pulse
duration and AC voltage amplitude. This unique capability is what allows us to generate
the tailored potential energy landscapes by very rapidly activating/deactivating electrodes
with different voltage amplitudes. The tailored potential landscapes are created by the
micro-controller through a set of instructions we program in our Arduino Due’s flash
memory. These instructions define the shape of the potential landscapes by activating
a series of electrodes in a particular sequence. The very important task of setting the
pulse duration of each AC signal relies on precise timing of microsecond intervals. For
that we use the delayMicroseconds(µs) function of the Arduino environment, which
provides accurate delay and timing control. The delay timing is specified in millionths of
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Figure 4.10: Schematics of the modulation and amplification steps used to control the
amplitude of the original sinusoidal signal.
a second. The instruction delayMicroseconds(1000), for example, will create a delay
of one millisecond or 0.001 seconds. This function works very accurately in the range 3
microseconds and up [77]. There is no assurance this function will perform precisely for
smaller time delays. However, the smallest delay we used in our experiments was 300
microseconds.
We program this structures in the C programming language using a two dimensional
integer array that only contains three possible options: 0, 1 and -1. Where 0 represents
a deactivated electrode, 1 represent a unit increase(+δ) in voltage and -1 represent a
unit decrease(-δ) in voltage. We generate long range potentials of any desired shape by
specifying in the arrays how many electrodes will be involved, how many of them will be
inactive and the corresponding increases/decreases in AC amplitude, see Fig.4.4.
There is another set of instructions needed to fully define the conditions for an experiment,
these are: frequency, δ, Vinit and pulse duration ∆t. However, this instructions are not pre-
programmed in the micro-controller memory. This information is sent to our device using
Bluetooth wireless communication through an android mobile phone. This feature is more
than just a convenient way to set and modify the values for electrode structure, frequency,
δ, Vinit and pulse duration ∆t; it is actually a necessity because otherwise we would need
to reprogram the micro-controller every time we need to set new conditions. Also, during
and experiment the PCB board is mounted on the stage of a upright microscope which
does not allow as to easily connect and disconnect the device to a PC or laptop without
causing mechanical disturbances and bringing the optical system out of focus.
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Figure 4.11: Schematics of the modulation and amplification steps used to control the
amplitude of the original sinusoidal signal.
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(a) Oscilloscope snapshot of the generated sinusoidal signal.
(b) Sinusoidal signal (c) Fourier transform
Figure 4.12: An instance of a digitally generated AC signal: Vinit=16.8Vpp, frequency =
50kHz. The frequency, pulse duration, and amplitude of the signal can be modified in real
time through software. a-b) Raw output of our on-board signal generator as measured
with an oscilloscope. c) Discrete Fourier transform applied to the signal.
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Figure 4.13: Arduino Due board is our micro-controller for our prototype. It contains
everything is needed to support the Acmel SAM3X8E ARM Cortex-M3CPU. Source:
Arduino [77]
4.3.2.5 On-board microcontroller
This is a micro-controller board(Arduino DUE) based on the Acmel SAM3X8E ARM
Cortex-M3CPU; the fastest in the Arduino family as it runs at 84 MHz. The board is
based on a 32-bit ARM core microcontroller and it contains everything that is needed to
support it. This particular Arduino works at 3.3V and we can power it with an AC-to-DC
adapter or battery. The board can operate on an external supply of 6 to 20 volts which
makes it ideal for our prototype because we use a bench DC dual power supply (±15V) for
all the experiments described in this document. However, the device can also be powered
by batteries. Some of the main features of the Arduino Due board are:
 A 32-bit core, that allow operating on 4 byte data within a single CPU clock.
 CPU Clock at 84 MHz
 96 KBytes of SRAM
 512 KBytes of Flash memory
4.4 Modeling and results
4.4.1 Particle counting and tracking.
To monitor the movement of polystyrene beads passing through the microfluidic channel
we used video analysis software of our own design [78], which was introduced in Chapter 3.
The program was written in C++ and is able to identify, track and count multiple particles
simultaneously. For this particular application, however, our software is given the task
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of tracking and counting the number of polystyrene particles on a frame. This algorithm
could be divided into several steps: static background subtraction, apply morphological
operations, image segmentation, and multi-particle tracking and counting.
For the experiment shown in Fig.4.14 we used polystyrene beads of 10 micrometres in
diameter and four different potential profiles: δ1, δ2, δ3, δ4. The purpose of this is to
illustrate how effective each one of the potential profiles is for trapping/moving beads; it
also shows an instance of the trajectory followed by a particle for each condition.
For the first condition: δ1, where the potential difference between electrodes is 0.078V,
see Fig.4.14 a; the particle follows a linear trajectory in the direction of the main flow. The
energy potential well is too high for the particle to overcome and the particle is retained on
that x position at the same time it moves in the y direction due to the flow. On the second
condition: δ2, where the potential difference between electrodes increased to 0.156V, see
Fig.4.14 b; the particle has a velocity component in the x direction as the particle is
released from its local potential well and is able to move down the main potential slope.
However, small changes in the x velocity are still observed as the particles move through
the potential wells.
On the third condition: δ3, where the potential difference between electrodes is 0.234V,
see Fig.4.14 c; the particle follows a similar trajectory as in the previous case. However,
this time the movement is smoother and faster as we have increased the slope of the long-
range potential and at the same time decreased the depth of the potential wells. On the
last case: δ4, where the potential difference between electrodes is 0.312V, see Fig.4.14
d; a particle’s trajectory follows the same trend as in the two previous cases: it travel
even faster in the x direction as once again we have increased the slope of the long range
potential.
The number of particles on a frame for each one of the four potential profiles was counted
using our software; a summary of the results is shown in Fig.4.15. For δ1 we have all
particles moving through the microfluidic channel trapped in the potential wells; which
means there would be no movement in the x-direction, this gives us a steady number
of particles which is only subject to the natural random fluctuations in the number of
particles crossing through the frame. For δ2, δ3 and δ4, on the other hand, we have a
steady decrease in the number of particles on the screen over time as they are moved in
the positive x direction and off the screen. There is also a decrease in the time it takes to
clear the frame from particles. As we can see, there is a clear trend showing and increase
in the particle’s speed as we increase the long-range potential slope.
4.4.2 Paricle’s trajectory and velocity
After obtaining the particle’s position over time, Fig.4.14, we proceeded to numerically
compute the velocity for the four potential profiles in consideration: δ1, δ2, δ3 and δ4. In
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(a) Trajectory: δ1. (b) Trajectory: δ2
(c) Trajectory: δ3 (d) Trajectory: δ4
Figure 4.14: The trajectory followed by a single particle under four different potential pro-
files: δ1,δ2, δ3, δ4. The volumetric flow rate was set to 1µL/min with a 15kHz sinusoidal
wave for which Vinit=14Vpp, conductivity of the medium = 77µS/cm, and ∆t=300µs
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Figure 4.15: Number of particles on frame for four different potential profiles: δ1,δ2, δ3
and δ4. As δ increases the slope of the long range potential it also increases the particle’s
velocity. Each increase in the long range potential slope reduces the time it takes for
particles to leave the field of view. The number of particles in the δ1 profile is half the
real value in order to get a better display of the four conditions together. Each δ represent
a different experiment and hence a different starting number of particles in frame due to
random variations in the initial concentration of polystyrene beads.
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(a) X position vs Time (b) X velocity vs Time
Figure 4.16: (a) Example of X coordinates versus time for a particle experiencing different
potentials profiles: δ1, δ2, δ3 and δ4. As we can see, δ1 shows no change in the x coordinate
as the long range potential fails to move the particles out of the local minimum. On the
other hand, increase the particle’s velocity steadily. (b) The corresponding X velocity for
each one of the four profiles. As we can see there is a steady increase the particle’s velocity
as we increase δ.
(a) Y position vs Time (b) Y velocity vs Time
Figure 4.17: (a) The direction of fluid flow is in the Y direction. Here we have an example
of Y coordinates versus time for a particle experiencing different potentials profiles: δ1,
δ2, δ3 and δ4. (b) The corresponding Y velocity for each one of the four profiles. As
we can see, the particles move in the Y direction with a velocity that corresponds to the
fluid flow. However, there is some fluctuations due to the particles crossing through local
minimum and maximums of the long range potential landscapes.
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Fig.4.16 a we can see the x-position of each particle. The tracking starts from the moment
the electric fields are activated to several seconds later, considering the particle’s initial
position as the origin. For δ1, particles just fall into the closest potential well and remain
in it indefinitely; the potential wells are located in between electrodes due to negative
dielectrophoresis. The x-velocity is zero for the whole trajectory, Fig.4.16 b. For δ2 we
have a situation in which a particle is not constrained to the local potential well anymore,
as the particle is released from it and moves down the main potential slope reaching a final
x-velocity around 20µm/s. In this situation is also interesting to notice small fluctuations
on the position’s slope(velocity), see Fig.4.16 4.16a, as the particle moves through smaller
potential wells. For δ3 and δ4 potential profiles, we have smoother trajectories and faster
final velocities in the x direction. The local potential wells get smaller and the long-range
potential slope higher; reaching about 40 and 60µm/s on δ3 and δ4 respectively, Fig.
4.16 b. In Fig.4.17 we have the effect of different potential profiles in the movement of
particles in the Y direction, which corresponds to the direction of the fluid flow. It is
interesting to notice that we have what seems to be regular fluctuations in the velocity
of particles in the Y direction, see Fig.4.17b. This is probably due to the change in the
particles’ velocity as they cross through local minimums and maximums of the long-range
potential landscapes. Particles seem to be travelling slower when moving close to the local
minimums of the potential landscapes.
4.4.3 Particle concentration and particle sorting.
To illustrate how effective this technique is for particle sorting and particle concentration
we had extended the δ1 potential profile many times over to cover the whole dimensions of
the microfluidic channel. Because of the freedom and flexibility allowed by the device for
shaping the long-range potential and depth of the wells we have limitless possibilities for
experimentation. The first case refers to a ∨-shaped potential profile for concentrating a
mixture of polystyrene beads of 5, 3 and 1µm in diameter. For this first example, we have
programmed a negative slope for a long-range potential covering the whole distance from
the left edge of the channel towards the centre; at the same time another long-range po-
tential is created but this time with positive slope and spreading from the center towards
the right edge of the channel, see Fig.4.18. This intends to demonstrate the effectiveness
of δ1 profile for concentrating 5, 3 and 1µm-diameter polystyrene beads towards the center
of the channel, see Fig.4.18.
On the second example, we have a long range ∧-shaped potential profile, also covering the
whole dimensions of the microfluidic channel, see Fig.4.19. However, here we are sorting
10 micrometres particles from a homogeneous mixture of polystyrene beads of 10, 5 and 1
micrometres in diameter. For this case we have made some changes on the potential profile.
To begin with, the potential wells are wider; when activating electrodes we are skipping
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one electrode each time. Also, this time we are using δ2 instead of δ1, as this makes
the sorting faster for these particular potential wells. In this situation 10µm-diameter
particles are unable to scape the local minimums of the long range potential landscapes,
in this way just moving in the direction of fluid flow, see Fig.4.18. On the other hand, 5,
3 and 1µm-diameter particles experience a shallower potential wells due to the decreased
negative DEP force which has a cubic dependence with the particle’s radius, see Eq.4.3.
In Fig.4.20 we have another ∧-shaped potential profile covering the whole microfluidic
channel; however, this time we use a δ3 profile and a mixture of 5 and 10µm-diameter
particles. Also we are skipping two electrodes at a time; we have found that this type
of profiles is very effective for particle sorting. If we define the relative concentration of
10µm-particles as RC10 = 100 × N10/(N10 + N5), where N10 and N5 are the number of
10 and 5µm-diameter particles on frame respectively, then we have a initial RC10 value of
6% but after 40 second this value increases to 90%. Also, when taking into account the
concentration of particles, flow rate, and dimensions of our microfluidic channel we have
a sorting rate 225 particles/s for these particular conditions.
As we can see, the possibilities are many. The electronic device is truly programmable in
this sense. New conditions and new potential shapes can be implemented by just sending
a new instruction through a mobile phone application. Another great advantage of this
technique is that it can be extended to millimeters or even several centimeters increasing
the throughput many times over; which would make it ideal for bio-particle sorting and
enrichment in real medical diagnostic applications.
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(a) (b)
(c) (d)
Figure 4.18: ∨-shaped potential profile covering the whole microfluidic channel. In red
we have a graphical representation of the tailored long range potential landscapes used
to concentrate a mixture of polystyrene particles towards the center of the microfluidic
channel. The local minimums of potential are not deep enough to trap the beads. All
the beads move up following the fluid flow at the same time they also migrate towards
the global minimum of potential, which this time was designed to be at the centre of
our microfluidic channel. For this experiment a δ1 profile and a mixture of 1, 3 and 5
µm diameter particles where used. The volumetric flow rate was set to 1µL/min with a
15kHz sinusoidal wave for which Vinit=14Vpp, conductivity of the medium = 26µS/cm,
and ∆t=300µs. Particles travel from the bottom to the top in the image. The purpose of
this is to illustrate the effectiveness of δ1 potential profile for particle concentration.
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(a) (b)
(c) (d)
Figure 4.19: ∧-shaped potential profile covering the whole microfluidic channel. In red
we have a graphical representation of the tailored long-range potential landscapes used to
sort a mixture of 1, 5 and 10 µm diameter beads. We can see from the sequence of images
how the 5 and 1 micrometres beads move down the long-range potential slope towards
the global minimum, which this time is on the sides of our channel. After a few seconds,
only 10 micrometres particles remain; they are being trapped into the local minimums
of the tailored potential at the same time they move up following the fluid flow. For
this experiment a δ2 profile and a mixture of 1, 5 and 10 µm diameter particles where
used. The volumetric flow rate was set to 1µL/min with a 15kH sinusoidal wave for which
Vinit=14Vpp, conductivity of the medium = 32µS/cm, and ∆t=300µs.
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(a) (b)
(c) (d)
Figure 4.20: Another ∧-shaped potential profile covering the whole microfluidic channel.
For this experiment we used a δ3 profile and a mixture of 5 and 10µm-diameter particles.
The volumetric flow rate was set to 1µL/min with a 15kHz sinusoidal wave for which
Vinit=17Vpp, conductivity of the medium =98µS/cm, and ∆t=500µs. The particles travel
from the bottom to the top in the image. This time we are skipping two electrodes at
a time. The purpose of this experiment is to illustrate the degree of freedom we have to
generate different long range potential landscapes. At the begining we have a mixture of
5 and 10µm particles but after 40 seconds almost every single 5µm particle has moved to
the right towards the global minimum of potential and out of frame. Please note there
are 1-micron particles and a few 5-micron particles attached to the substrate.
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4.4.4 Numerical simulations
(a) (b)
Figure 4.21: Simulation results: a) The resulting gradient of the electric field squared and
electric field in the liquid when activating a single electrode, the field lines are shown and
the gradient by a surface plot. b) The resulting gradient of the electric field squared at 20
µm high when taking into account a central electrode and the two immediate neighbors.
In order to have a proper understanding of the physics behind this technique we have
developed a computational model that allowed us to gain more insight into the mechanisms
responsible for the separation and concentration of micro-particles of different size. We
made extensive use of 2D numerical simulations (COMSOL multiphysics 3.5a). First
we simulate the electric field generated by each individual electrode for each activation
sequence on the electrode array. This means we have simulated each individual electrode
under the right condition for our system taking into account the changes in voltage for
each one of the considered profiles: δ1, δ2, δ3 and δ4. After this we proceed to compute the
gradient of the electric field squared ∇E2 for each electrode, as this quantity is in direct
proportion to the DEP force we would expect on a particle. After getting the gradient of
the electric field squared for each electrode in each one of the delta conditions, we make
an estimation of the DEP force generated by each electrode on a polystyrene particle of
a specific size using Eq.4.3. The next step is to compute the average of this DEP force
taking into account all electrodes for each one of the delta values. These averaged values
are the ones we use for the numerical computation of the potential energy profiles.
In order to illustrate the individual contribution of each electrode to the DEP force
field we will consider the gradient of the electric field squared ∇E2 generated by only
three metallic electrodes. In Fig.4.21 a we have the electric field E generated by a single
electrode. On the other hand, in Fig.4.21 b we have the ∇E2 for three neighbor electrodes
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and the the resulting gradient a particle would experience as a result of the contribution
of the field generated by the three of them.
As mentioned previously, the technique relies on a competition between pulsed DEP
forces which can be modulated through voltage, pulse duration, frequency and inter-
electrode separation. When a single metal electrode is activated for a short time interval
a non-uniform electric field E is generated between the electrode and the grounded ITO
glass. When this electric field interacts with a spherical particle made of a material with
electrical permittivity p and radius r it will experience a DEP force given by Eq.4.3
The resulting gradient of the electric field to the square ∇E2 was independently simu-
lated for each individual electrode in order to compute the overall effect due to the DEP
force contribution of each individual electrode. After calculating the resulting force we
proceeded to numerically compute the potential energy profile a polystyrene particle of 10
micrometers in diameter would experience at different heights and under different poten-
tial slopes, see Fig.4.22. To generate plots of potential energy U(r) we use as a function of
the position r we compute the cumulative integral of F with respect to r using trapezoidal
numerical integration. As we can see in Fig.4.22, it is possible to shape the resulting ∇E2
through the right combination of electric gradients.
U(r) =
∫ r
0
F · r′dr′ (4.7)
The generated tailored potential allow us to make selective lateral sorting of particles
by constraining a particular kind to the local minimums of potential and displacing later-
ally(in the x direction) a different kind of particles; this is achieved at the same time all
particles move forward in the direction of the fluid flow. The velocity in the x direction
can be controlled by adjusting the long range slope of the tailored potential through the
delta values δ.
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(a) DEP force and ∇E2 at 15 µm high. (b) Potential energy profile at 15µm high.
(c) DEP force and ∇E2 at 20µm high. (d) Potential energy profile at 20µm high.
(e) DEP force and ∇E2 at 30µm high. (f) Potential energy profile at 30µm high.
Figure 4.22: Simulation results for 15 µm high: a, b; 20 µm high: c, d; and 30 µm high: e,
f. The values for δ, inter-electrode spacing, ∆t, and Vinit give us total freedom in shaping
the resulting gradient of the electric field to the square ∇E2.
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4.5 Experiments with diluted human blood
Figure 4.23: Red blood cell ag-
glutination in our prepared DEP
buffer.
We have chosen red blood cells for the testing of our
sorting device on living cells. As we already mentioned
previously, DEP techniques require a low conductiv-
ity supporting medium. Typically a medium contain-
ing 25% or less ions than we would normally found
in physiological conditions [34]. In addition to this,
the osmolarity of the suspending medium should also
be compensated to physiological levels to avoid cell
damage. For all our experiments the DEP supporting
medium was prepared containing 9% sucrose and 0.3%
dextrose [34].
Before even starting working on our DEP exper-
iments we realized there was a few challenges related
to the manipulation and preparation of the blood sam-
ples for our DEP experiments. The first of these chal-
lenges was cell agglutination. As we can see in Fig.4.23;
cell agglutination is a serious problem when trying
to suspend the blood sample in our DEP buffer(1.0%
v/v). The agglutination of red blood cells happens in a
minute or less. Our human blood sample was obtained
from a healthy 24 year old male donor[Cambridge Bio-
science]. K2-EDTA Anticoagulant was also added.
We tried several things to overcome the problem; however, the solution that best worked
for us was to first pipette 50µL of whole blood into a tube containing 5mL of phosphate
buffered saline(PBS), gently mix the fluid and incubate at room temperature for about 10
minutes. After this we centrifuged the mixture at 200×g for 5 minutes at room tempera-
ture. We aspirated the supernatant leaving approximately 500µL to avoid disturbing the
pellet. Gently remixed the cells and the remaining fluid, after that we added 4.5ml of our
DEP buffer. We gently mixed the fluids and centrifugate again at 200×g for 5 minutes.
After doing this, we once again aspirated the supernatant leaving approximately 500µL
and gently re-suspend the cells in our DEP buffer adding approximately 4.5µL of our pre-
pared buffer. Using this procedure the conductivity of our sample was set to 16.6mS/m
without observing agglutination of red blood cells.
The second problem we faced during these experiments was cell attachment to the
device substrate. A significant number of cells get attached to the electrodes and glass
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even when the electronic device is deactivated. In order to deal with the problem we
decided to make use of our image processing system, which was introduced in Chapter
3, to analyze our video sequence. We have applied dynamic background subtraction to
obtain an image sequence of only the moving particles, in this way neglecting the ones
that get attached to the device substrate, see Fig.4.24a and4.24b. Fig.4.24a and Fig.4.24b
corresponds to an unprocessed image and its binary image foreground respectively. For
these experiments we have applied a ∨-shaped potential, just like the one represented
in Fig.4.18, to concentrate RBCs towards the center of the microfluidic channel. The
conductivity of our prepared DEP buffer was set to 16.6mS/m, with a volumetric flow rate
of 1µL/min. The applied AC signal was a sinusoidal wave of 50kHz for which Vinit=16Vpp
a pulse duration ∆=300µs. The reason we chose the mentioned value of frequency(50kHz)
is that according to Clemens Kremer et al [48] for that particular value of frequency should
expect is negative DEP. We should keep in mind that our device relies solely on negative
DEP for particle concentration and sorting.
In Fig.4.24b we have the extracted foreground image of the unprocessed frame shown
in Fig.4.24a; these two images correspond to a time just 3 seconds after the activation of
the ∨-shaped long range potential. As we can see, the extracted foreground image give us
valuable information about the distribution of RBCs throughout the whole frame. This
will help us better appreciate the effect of the applied tailored potential.
On Fig.4.24b, Fig.4.24c and Fig.4.24d we have the resulting binary image for the ex-
tracted foreground at 3, 75 and 100 seconds, respectively. As we can see from these results,
first the RBCs fall into the local minima and form lines along the electrodes and then as
time progresses they follow the long range potential landscape towards the center of the
channel. The concentration of particles towards the center of our microfluidic channel is
not as complete as for the case of polystyrene beads. There is a considerable proportion
of RBCs that seem to be unresponsive to the generated long-range potential. However,
we can also notice there is a sizable fraction of particles that do react to the potential and
concentrate towards the center. In Fig.4.25a, Fig.4.25b and Fig.4.25c we have a (side-to-
side) profile plot of the pixel values for Fig.4.24b, Fig.4.24c, and Fig.4.24d respectively.
The higher the pixel values the more concentration of particles we have.
In Fig.4.24b and Fig.4.25a we have the distribution of particles 5 seconds after the acti-
vation of the ∨-shaped long range potential. We can observe an uniform distribution of
particles towards the whole frame. After 70 seconds the distribution of particles looks like
shown in Fig.4.24c and Fig.4.25b. It is clear that this time we have two maxima for cell
concentration; the main one in the center of our channel and another one around pixel
635. We believe this second maximum corresponds to an faulty electrode(inactive one)
which generates a deeper local minimum that most particles can not overcome, therefore
increasing the concentration at that location. Finally, we have Fig.4.24d and Fig.4.25c.
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(a) (b)
(c) (d)
Figure 4.24: A ∨-shaped potential profile covering the whole microfluidic channel is applied
to diluted whole blood on DEP buffer with a 16.6mS/m. The volumetric flow rate was set
to 1µL/min with a 50kH sinusoidal wave for which Vmax=16Vpp and ∆=300µs. Particles
travel from the bottom to the top in the image on a δ2 potential profile. a) Unprocessed
image of diluted blood flowing in our microfluidic channel at t=3s. b) Foreground binary
image at t=3s. c) Foreground binary image at t=75s, d) Foreground binary image at
t=100s.
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These ones correspond to the distribution of particles 100 seconds after the activation of
the ∨-shaped potential. As we can appreciate on the figure, this time the profile plot
shows a clear increase of the particle concentration towards the center of the channel.
From these results is easy to see that we have indeed achieved some degree of concentra-
tion of cells; however, these results are not as satisfactory as the results we got from our
experiments with polystyrene beads. We believe a higher efficiency could be achieved by
increasing the strength of the generated electric gradients; which could be achieved with
relative ease by modifying the system so that a higher values of Vinit could be programmed.
As in our device the field is between a bottom electrode and the ITO on top, the field
across a cell is small compared to devices where all the electrodes are on the bottom; we
believe we could use a higher total potential difference. We also believe this technique has
some real potential for cell concentration and sorting of particles and it worth continuing
perfecting/adapting it towards the development of a reliable and useful system.
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(a)
(b)
(c)
Figure 4.25: Pixel value profile for the obtained foreground binary images at three different
times. The size of the frames is 1024×1024 pixes where pixel 0 and pixel 1024 correspond
to the left and right edge of our channel respectively. a) 3 seconds after the activation of the
∨-shaped potential, the pixel value profiles shows a uniform spread of cells. b) 75 seconds
after shows two maxima corresponding to the regions of maximum cell concentration,
and c) 100 second after where we have a single maximum corresponding to a higher
concentration of cells at the center of the microchannel.
Chapter 5
Conclusions
The work I have done during my PhD is divided into two main parts. In Chapter 3 we
work towards the development of a computer vision system for aiding in the tracking and
identification of micro-particles of interest through the use of normal video microscopy. In
Chapter 4 we develop an all-in-one continuous flow DEP based micro-particle separator
which uses a system of addressable planar metal electrodes to generate tailored potential
landscapes.
In this chapter, we present our general conclusions for both parts.
5.1 Computerized Bio-particle Identification
We successfully developed a stand-alone image processing tool that can simultaneously
identify, track and count multiple micron-size particles or cell types using normal video
microscopy and without any biomarker. First, we investigated the effectiveness of only
the particle’s colour histogram as a predictors using some real data, see Fig.3.16. Sub-
sequently, we did the same for the particle’s size, see Fig.3.18 and Fig.3.19. For colour
histogram comparison we used three different metrics: Bhattacharyya, Chi-square and
Correlation, see Fig.3.16. From the obtained results we concluded that these two prop-
erties of particles are indeed useful predictors in our implementation. Moreover, we have
taken this technique one step further. In addition to colour histogram and size, we have
carefully selected and implemented a set of thirteen extra continuous predictors of differ-
ent nature and apply a machine learning algorithm(SVM) to this information. The goal
was to develop a system that is robust and efficient in the detection, tracking and identifi-
cation of cells without any kind of bio-marker and under non-ideal conditions, see Fig.3.20.
As it was already mentioned previously, our algorithm makes use of a Gaussian Mix-
ture Model for background subtraction. The purpose of this was to generate a background
model capable of incorporating changes; which also enhances the segmentation of particles
even under a fair amount of noise and debris. For multi-particle tracking instead of focus-
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ing on special features of each particle, our algorithm tracks the centroid of each particle.
Each particle is treated as a whole object with its own identity and characteristics.
The image processing used for feature tracking and identification requires several steps
and the fine-tuning of some parameters. In our particular application, the main steps
involved during the micro-particle tracking and recognition are: static background sub-
traction, apply morphological operations, image segmentation, particle tracking, feature
extraction, training of the pattern recognition system, classification and image retrieval.
Each one of these steps has its own unique challenges to overcome. For example, during
multiple-particle tracking, the program has to take into account different possible scenar-
ios, like particles overlapping or the formation of clusters. Also, for the training of our
system, we used a diluted blood sample with an increased concentration of WBC. The set
of digital images used for training contain 14 white blood cells and 1640 non-white blood
cells. The later was a combination of red blood cells, platelets, debris and clusters. These
images are our training dataset and each one of these particles is manually labelled using
the corresponding identification(ID) number our software assigned to each particle. When
testing our system for the identification and counting of white blood cells we found 100%
positive classifications that are correct. The total number of frames in our testing dataset
was 657. The number of identified white blood cells was 18 from a total of 5953 detected
particles including platelets, white cells and clusters. The processing time was 48884.5
seconds in a 64-bit Lenovo(CORE i5) laptop with 4GB RAM memory.
We have developed a C++ application that is well commented, structured and imple-
mented. It performs well even for non-ideal imaging conditions, see Fig.3.15, and has
been shown to be effective in the tracking, identification and retrieval of the targeted par-
ticles. This software makes the counting of particles and the computation of individual
trajectories, velocities and accelerations easy and fast as we have access to the identifi-
cation number(ID) and position of all successfully tracked particles at all times. If the
reader is interested in the full details of any aspect of our application, he/she could refer
to the original source code written in C++; which is properly commented at every step.
5.1.1 Central Advantages
1. Capable of the simultaneous tracking and identification of particles as they flow in
a microfluidic channel.
2. Our technique only applies standard optical microscopy, without the use of any other
technique to enhance cell contrast e.g. selective dyes.
3. Capable to deal with background changes. Even though the technique has its limita-
tions, we have succeeded in generating a useful background model able to incorporate
changes in background e.g. cells and debris attachment to our bottom substrate.
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4. One of the main strengths of our software is its versatility. It can be used to detect
and locate any kind of micro-particles; our group of predictors is able to extract
different kinds of valuable information, which is well suited for particle identification
under different non-ideal circumstances. However, the performance of this applica-
tion depends greatly on the training process. In order to avoid having too many false
identifications, we need a big and high-quality training set. In most applications of
systems of this kind, the training dataset consists of thousands of instances of the
target object.
5.1.2 Limitations
1. The preparation of training data is a complex and time-consuming process. For our
current case; which involves the detection of white blood cells from a mixture of
white blood cells, red blood cells, platelets and debris, the preparation of training
data requires the manual labelling of particles in a group of high-resolution images
obtained using normal video microscopy. This individual classification of particles
is possible due to the capability of our system to give an identification number to
each detected particle in a video sequence.
2. It takes about 74.4ms to process every single frame(1024 X 768 pixels) in a video
sequence in my 64-bit Lenovo(CORE i5) laptop with 4GB RAM memory. This is
due to the many image processing steps required for image analysis. It takes about
49 seconds to complete the image processing of the 657 frames from the experiment
shown in Fig.3.20. Even though this processing speed is enough for laboratory
conditions and testing we believe that further investigation is needed to optimize
the different image processing steps in order to create an application that is fast
enough for use outside the laboratory.
We believe that our approach to background subtraction, multi-particle tracking and
our selection of predictors have a potential for bioparticle detection and identification in
video microscopy and without the use of biomarkers or any other kind of physical aid for
image enhancement.
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5.1.3 Future work recommendations
 The training of our system requires sufficient amount of labelled data. There is no
clear answer to how much training data is needed to achieve good predictive perfor-
mance. As already mentioned previously, the right amount of training data must be
discovered through empirical investigation taking into account how accessible that
training data is for each particular case. For our particular application(WBCs detec-
tion and counting), the preparation of labelled data is a complex and time-consuming
process. It requires the preparation and processing of diluted blood samples with
an increased concentration of white blood cells and subsequently the manual la-
belling of each cell. Even though the results obtained using our trained data set
were satisfactory we believe that more investigation is needed to properly capture
the relationship between input and output features.
 Our software uses a kernel function for aiding in the classification of classes. In our
work, we used the Radial Basis Function(RBF) kernel to map data points into a
higher dimensional feature space; however, the choosing of this particular kernel was
done following a trial and error methodology. Moreover, we needed to tune the kernel
parameters in order to achieve a good performance in our classifier application. We
suggest exploring other kernel options and different parameter in order to see if there
is any further improvement in performance.
 A better user interface(front end) is needed. Currently, our software runs only
on a LINUX operative system which requires the installation of several external
libraries(OpenCV). It would be very desirable to have a binary file that is able to
run on any computer with a Windows operative system.
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5.2 Tailoring the potential across a microfluidic chan-
nel for particle separation in a portable device
Even though several technologies have been developed over the years that allow the manip-
ulation and separation of bioparticles in aqueous solutions dielectrophoresis still standout
due to its label-free nature to manipulate neutral bioparticles. The magnitude and direc-
tion of the DEP force are in direct relation to the particles electric properties, internal mor-
phology, size and shape, see section 1.3. The increasing popularity of lab-on-a-chip(LOC)
techniques in recent years have contributed to making DEP widely researched for parti-
cle sorting, focusing and patterning. Although several successful dielectrophoretic devices
have been developed previously, the instruments required for operation are bulky and
complex and the throughput of DEP-based devises in still low compared with standard
techniques. Moreover, most of them are labour intensive and require tags to identify tar-
get particles. This manual, multi-step techniques require a laboratory dedicated to the
task and technicians trained in the technicalities. Fortunately, the development of mi-
crofluidic platforms is heading towards the integration, miniaturization and automation
of these techniques. The development of an integrated and intelligent DEP micro-device
will achieve a greater control and performance in particle concentration and sorting. A
single all-in-one device could facilitate practical applications.
In this work, we have developed a portable, continuous flow DEP based electronic
micro-particle separator capable of tailoring the energy potential particles experience
across the entirety of a micro-channel. The device is able to produce lateral sorting and
concentration of a mixture of polystyrene beads as they move through the channel. This
is achieved by generating a lateral force field in the entire micro-channel that is able to
trap/release particles of specific characteristics in the local minima of the tailored long-
range potential, see Fig.4.22. We present simulation results to illustrate the physics
behind this new technique along with experimental results demonstrating the concentra-
tion and separation of polystyrene beads of different size. We have found experimentally
that our technique allows us to control the long-range potential energy slope and the depth
of its local minima using negative DEP exclusively; all of which is controlled through soft-
ware. This makes it possible to selectively trap the targeted particles in the local potential
wells and at the same time unwanted particles are moved down the long-range energy po-
tential slope, see Fig.4.18 and Fig.4.19.
The programmable nature of our device gives us endless possibilities for the design of the
long-range potential landscapes. For example, using a potential profile which skips two
electrodes at a time we were able to continually sort a mixture of 5 and 10-micrometre
diameter polystyrene particles in suspension. The relative concentration of 10-micrometre
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particles was increased from 6% to 90% in 40 seconds, see Fig.4.20. Under these par-
ticular conditions, we counted the initial and final concentration of particles in a frame.
Subsequently, taking into account the flow rate(1µL/min) and dimensions of our fluidic
channel we have achieved a sorting rate of 225 particles/s. However, we must have in
mind that there is an important constraint in the size of particle we can reliably detect
and count using our microscope setup. Due to the thickness of the top microscope slide
in our device(1 mm thick), we can not reliably detect and count particles that are smaller
than 5 micrometres in diameter. This is because the thickness of our microfluidic device
does not allow a proper focusing of particles using the 40X objective in our microscope.
In addition to experiments with polystyrene beads, we also experimented with diluted
blood samples for testing our sorting device on living cells. After overcoming the prob-
lem with cell agglutination and setting the conductivity of our sample to 16.6mS/m we
discovered that a significant number of cells got attached to the electrodes and glass in
our substrate. In order to deal with the problem, we applied dynamic background sub-
traction in order to obtain an image sequence of only the moving particles, in this way
neglecting the particles that get attached to the device substrate, see Fig.4.24. We ap-
plied a V-shaped potential in order to concentrate all particles towards the centre of our
microfluidic channel. As we can see in the sequence of images shown in Fig.4.24, there is a
considerable proportion of red blood cells that seem to be unresponsible to our generated
long-range potential. However, there is a sizable fraction of particles that do react to the
potential and concentrate towards the centre of our microfluidic channel. In Fig.4.25c we
start with a uniform distribution of red blood cells at the beginning of our experiment and
70 seconds later we end up with a maximum for cell concentration at the centre of our
channel. Even though we have achieved some degree of concentration of cells, the results
are not as satisfactory as the ones we got from our experiments with polystyrene beads;
however, we believe a better performance could be achieved by increasing the strength of
the generated electric field. This could be done with relative ease by modifying the system
so that a higher value of Vinit could be programmed.
We have introduced a new microparticle separation technique. Most continuous and
discontinuous DEP microseparators exploit positive DEP force to trap cells in metal elec-
trodes. One of the main disadvantages of this is that cells are frequently damaged by the
high gradients formed in the proximities to the electrodes. In addition, cells get attached
to the electrodes and it becomes difficult to remove. On the other hand, a controlled
low conductivity suspension medium is needed in order to take advantage of the crossover
frequency(<200kHz); a low conductivity medium causes stress and damage to cells. In
addition, it becomes impractical to separate cells having less than a 50% difference in their
crossover frequencies using negative/positive DEP forces [34]. Our technique is different
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in this sense because it does not require the use of positive DEP or a crossover frequency,
which must be carefully controlled through the mediums conductivity. We need to re-
suspend our cells into a low conductivity buffer but there is a large range of conductivities
and frequencies we can work with. Our design takes advantage of differences in the par-
ticles size and shape and the magnitude of the Clausius-Mossotti factor, but not its sign.
We believe this has great potential for bioparticle concentration and sorting.
5.2.1 Central advantages
1. This novel separation method does not require the use of a cross-over frequency for
particle sorting.
2. Our technique does not use positive DEP forces. This represents an important
advantage because it is common that cell gets attached to the electrodes and/or
damaged by the high electric field gradients generated in the proximities of the
electrodes.
3. Our electronic device is truly programmable. It is capable of tailoring the potential
energy landscapes through a combination of pulsed electric fields in the entirety of
our microfluidic channel.
4. Is an all-in-one portable micro-separator system which includes all the required mi-
crofluidic components and electronic elements it needs for particle concentration and
sorting in a battery-powered device that is small enough to be portable.
5. Our system does not require the use of buffer flows for particle sorting. Our mi-
crofluidic system is very simple in the sense that only requires a single fluid flow
which contains the mixture of particles to sort/concentrate.
5.2.2 Limitations
1. We still need to experimentally control the mediums conductivity in order to generate
a DEP force that is strong enough to effectively move particles.
2. From our experiments using diluted whole blood, see Fig.4.24, we concluded that
the concentration of RBCs towards the centre of our microfluidic channel is not as
complete as for the case of polystyrene beads. However, we believe the performance
can be improved by increasing the strength of the electric field generated by each
individual electrode. We must remember that in our current devices our 64 individual
electrodes are powered by a pulsed AC sinusoidal signal that can reach a maximum
of 17Vpp. By increasing the AC amplitude we should be able to increase the strength
of the negative DEP force generated by the tailored potential.
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5.2.3 Future work recommendations
 More experiments with bio-particles are needed. In this work we have shown the
sorting and concentration of polystyrene beads as well as the concentration of red
blood cell; however, more experiments are needed in order to better understand the
strength and limitations of our technique for the concentration and sorting of cells.
 In all our experiments one of the most important problems was the attachment of
cells(and polystyrene beads) to the bottom substrate of our microfluidic device. A
method for surface modification must be applied to our bottom substrate in order
to inhibit cell attachment without compromising cell behaviour and function.
 Increase the maximum amplitude of the pulsed AC signal that is applied to each one
of the 64 metal electrodes. Currently, the maximum amplitude of the AC signal is
17Vpp. We believe that by increasing the AC amplitude we could obtain a stronger
DEP force which will give us, as a result, a better performance for the sorting and
concentration of bio-particles.
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Appendices
A Color Representations
1 cv : : Mat bgr image , grey image ; // we d e c l a r e two cv : : Mat data s t r u c t u r e s
cv : : c v t c o l o r ( bgr image , grey image , CV BGR2GRAY) ; // convert bgr image to
grey−s c a l e r e p r e s e n t a t i o n
3 std : : vector<cv : : Mat> bgr images (3 ) ; // we d e c l a r e a vec to r to s t o r e the
three bgr image components
cv : : s p l i t ( bgr image , bgr images ) ; // s p l i t the bgr image in to t h e i r componet
channel images
5 cv : : Mat& blue image = bgr images [ 0 ] ; // s t o r e the blue channel in blue image
B Extracting Foreground
1 cv : : BackgroundSubstractorMOG2 mog ; // The Mixture ob j e c t used with a l l the
d e f a u l t parameters
// e x t r a c t the foreground ob j e c t and convert to gray−l e v e l image
3 cv : : mog( frame , foreground , 0 . 0 1 ) ; // where 0 .01 i s the l e a r n i n g ra t e
// in order to d i f f e r e n t i a t e the t rue moving po in t s from the background we
apply band t h r e sh o ld i ng over the gray−l e v e l image foreground
5 cv : : th r e sho ld ( foreground , moving points , 150 , 255 , cv : : THRESH BINARY) ;
cv : : th r e sho ld ( foreground , chang ing po ints , 50 , 255 , cv : : THRESH BINARY) ;
7 // now we subt rac t the two thre sho lded frames to get the t rue foreground
cv : : a b s d i f f ( moving points , chang ing po ints , foreground ) ;
C Morphological Operations
// f o r our p a r t i c u l a r a p p l i c a t i o n 6X6 s t r u c t u r i n g element works f i n e
2 cv : : Mat s t r e l = getStructur ingElement ( cv : :MORPH RECT, cv : : S i z e (6 , 6 ) ) ;
cv : : morphologyEx ( foreground , foreground , cv : : MORPH CLOSE, s t r e l ) ; //
c l o s i n g f i l t e r with a 6X6 s t r u c t u r i n g element
4 cv : : morphologyEx ( foreground , foreground , cv : :MORPH OPEN, s t r e l ) ; //
opening f i l t e r with a 6X6 s t r u c t u r i n g element
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D Distance transformation and watershed segmenta-
tion
// El iminate no i s e and sma l l e r o b j e c t s
2 // Perform the d i s t ance trans form algor i thm f o r
// the FIRST segmentat ion
4 cv : : Mat d i s t 1 ;
cv : : d i stanceTransform ( binary , d i s t1 , CV DIST L2 , 3) ;
6
// Normalize the d i s t ance image f o r range = {0 . 0 , 1 .0}
8 // so we can v i s u a l i z e and thre sho ld i t
cv : : normal ize ( d i s t1 , d i s t1 , 0 , 1 . , cv : :NORMMINMAX) ;
10
// Threshold to obta in the peaks
12 // This w i l l be the markers f o r the FIRST foreground o b j e c t s
cv : : Mat f i r s t f g ;
14 cv : : th r e sho ld ( d i s t1 , f i r s t f g , . 5 , 255 .0 , CV THRESH BINARY) ;
// Create a CV 8U v e r s i on o f the foreground image
16 f i r s t f g . convertTo ( f i r s t f g , CV 8U) ;
18 // I d e n t i f y image p i x e l s without o b j e c t s
cv : : Mat bg ;
20 cv : : d i l a t e ( binary , bg , cv : : Mat ( ) , cv : : Point (−1,−1) , 5) ;
cv : : th r e sho ld ( bg , bg , 1 , 128 , cv : : THRESH BINARY INV) ;
22
// Get the FIRST markers image
24 cv : : Mat f i r s t m a r k e r s ( binary . s i z e ( ) , CV 8U, cv : : Sca l a r (0 ) ) ;
f i r s t m a r k e r s= f i r s t f g+bg ;
26
// Create watershed segmentat ion ob j e c t
28 WatershedSegmenter segmenter ;
30 // Set f i r s t markers and proce s s
segmenter . setMarkers ( f i r s t m a r k e r s ) ;
32 segmenter . p roc e s s ( image ) ;
34 // Get f i r s t segmentat ion and the r eg i on to exc lude
// f o r the second segmentat ion
36
f i r s t s e g m e n t a t i o n = segmenter . getSegmentat ion ( ) ;
38 cv : : th r e sho ld ( f i r s t s e g m e n t a t i o n , f i r s t s e g m e n t a t i o n , 150 , 255 , cv : :
THRESH BINARY) ;
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E Find Contours
// f i n d the contour o f ALL the p a r t i c l e s
2 cv : : f indContours ( foreground , // the ( input ) foreground image
contours , // a vec to r o f contours
4 CV RETR EXTERNAL, // r e t r i e v e the e x t e r n a l contours
CV CHAIN APPROX NONE) ; // a l l p i x e l s o f each contours
6
// e l i m i n a t e too shor t or too long contours
8 i t c = contours . begin ( ) ;
whi l e ( i t c != contours . end ( ) ) {
10 i f ( i t c−>s i z e ( ) < cmin | | i t c−>s i z e ( ) > cmax)
i t c = contours . e r a s e ( i t c ) ;
12 e l s e
++i t c ;
14 }
F Compute Central Moments
// get the moments
2 std : : vector<cv : : Moments> mom( contours . s i z e ( ) ) ;
f o r ( i n t i =0; i < contours . s i z e ( ) ; i++ )
4 { mom[ i ] = cv : : moments ( contours [ i ] , f a l s e ) ;}
6 // get the mass c e n t e r s and generate the po in t s from the new frame
f o r ( i n t j =0; j < contours . s i z e ( ) ; j++)
8 {
commingPoints po int ;
10 po int . Xpos = ( i n t )mom[ j ] . m10/mom[ j ] . m00 ;
po int . Ypos = ( i n t )mom[ j ] . m01/mom[ j ] . m00 ;
12 po int . area = mom[ j ] . m00 ;
po int . s t a t u s = ‘ ‘ not a s s i gned ’ ’ ; // o r i g i n a l l y t h i s po int i s not
a s s i gned to any prev ious po int
14 NewPoints . push back ( po int ) ; // generate a new in s t ance
}
G Locate Particles
1 // search f o r each one o f the p a r t i c l e ’ s new coo rd ina t e s
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f o r ( i t p = P a r t i c l e s . begin ( ) ; i t p != P a r t i c l e s . end ( ) ; i t p++) {
3 f o r ( itpNew = NewPoints . begin ( ) ; itpNew != NewPoints . end ( ) ; itpNew++){
// only con s id e r the shaped that are d i r e c t l y forward
5 i f ( ( itpNew−>Xpos < i tp−>getXpos ( ) ) && (−50.0+ itp−>getYpos ( ) < itpNew
−>Ypos ) && ( itpNew−>Ypos < i tp−>getYpos ( ) +50.0) ) {
searchData po int ;
7 po int . d i s t = std : : s q r t ( std : : pow( itp−>getXpos ( ) − itpNew−>Xpos , 2 )
+ std : : pow( itp−>getYpos ( ) − itpNew−>Ypos , 2 ) ) ;
9 po int . ID = itpNew−>ID ;
d i s t P o i n t s . push back ( po int ) ;
11 }
}
13
// std : : cout << ” vec to r s i z e : ” << d i s t P o i n t s . s i z e ( ) << std : : endl ;
15 i t p D i s t = d i s t P o i n t s . begin ( ) ;
i f ( d i s t P o i n t s . s i z e ( )==1){
17 i tp−>setXpos ( NewPoints [ i tpDi s t−>ID ] . Xpos ) ; // update x p o s i t i o n
i tp−>setYpos ( NewPoints [ i tpDi s t−>ID ] . Ypos ) ; // update y p o s i t i o n
19 i tp−>setArea ( NewPoints [ i tpDi s t−>ID ] . area ) ; // update area
NewPoints [ i tpDi s t−>ID ] . s t a t u s = ” as s i gned ” ; // t h i s po int has been
tracked ( as igned to one o f the prev ious ones )
21
} e l s e i f ( d i s t P o i n t s . s i z e ( )>1){
23 // s o r t d i s t a n c e s in ascending order
std : : s o r t ( d i s t P o i n t s . begin ( ) , d i s t P o i n t s . end ( ) , sortByDistance ) ;
25 i t p D i s t = d i s t P o i n t s . begin ( ) ;
// std : : cout << ”min d i s t : ” << i tpDi s t−>d i s t << std : : endl ;
27
i tp−>setXpos ( NewPoints [ i tpDi s t−>ID ] . Xpos ) ; // update x
p o s i t i o n
29 i tp−>setYpos ( NewPoints [ i tpDi s t−>ID ] . Ypos ) ; // update y
p o s i t i o n
i tp−>setArea ( NewPoints [ i tpDi s t−>ID ] . area ) ; // update area
31 NewPoints [ i tpDi s t−>ID ] . s t a t u s = ” as s i gned ” ; // t h i s po int has been
tracked ( as igned to one o f the prev ious ones )
} e l s e {
33 i tp−>notFound ( ) ; // the tracked p a r t i c l e has not been found
i f ( i tp−>getNotFound ( ) >= 5 ) {
35 i t p = P a r t i c l e s . e r a s e ( i t p ) ; // the p a r t i c l e i s e l im inated i f i t i s not
found in 2 i t e r a t i o n s
i tp−−;
37 }
}
39 d i s t P o i n t s . c l e a r ( ) ; // c l e a r a l l the d i s t a n c e s be f o r e moving to the next
search
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H Generate New Particles
1 // now f o r the p a r t i c l e s in the new frame that were not as s i gned
f o r ( itpNew = NewPoints . begin ( ) ; itpNew != NewPoints . end ( ) ; itpNew++){
3 // i f the p a r t i c l e i s not a s s i gned to any po int and the p a r t i c l e i s i n s i d e a
p a r t i c u l a r
// r eg i on o f the frame ( the beg inning ) , then I assume i s a new p a r t i c l e
coming in to the frame
5
i f ( ( itpNew−>s t a t u s == ‘ ‘ not a s s i gned ’ ’ ) && ( itpNew−>Xpos > 2040) ) {
7 // generate new p a r t i c l e i n s t a n c e s
P a r t i c l e p a r t i c l e ;
9 p a r t i c l e . setXpos ( itpNew−>Xpos ) ;
p a r t i c l e . setYpos ( itpNew−>Ypos ) ;
11 p a r t i c l e . setArea ( itpNew−>area ) ;
p a r t i c l e . setID ( IDnumber++) ;
13 P a r t i c l e s . push back ( p a r t i c l e ) ; // c r e a t e the new p a r t i c l e i n s t ance
}
15 }
// e l i m i n a t e a l l the detec ted new po in t s in the new frame be f o r e going in to
the next i t e r a t i o n / frame
17 NewPoints . c l e a r ( ) ;
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