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Abstract—To provide automatic generation control (AGC)
service, wind farms (WFs) are required to control their operation
dynamically to track time-varying power reference. Wake effects
impose significant aerodynamic interactions among turbines,
which may remarkably influence the WF dynamic operation.
The nonlinear and high-dimensional nature of dynamic wake
flow, however, brings extremely high computation complexity
and obscure the design of optimal WF control coping with
dynamic wake effects. To solve this problem, this paper proposes
a deep learning-aided model predictive control (MPC) method.
Leveraging recent advances in computational fluid dynamics
(CFD) to provide high-fidelity data that simulates WF dynamic
wake flows, two deep neural network (DNN) architectures are
designed to learn a dynamic WF reduced-order model (ROM)
that captures the dominant flow dynamics from high-dimensional
CFD data. Then, an MPC framework is constructed that incor-
porates the learned WF ROM to coordinate different turbines
while considering dynamic wind flow interactions. Case studies
validate the accuracy of the DNN-based WF ROM and show the
effectiveness of the proposed strategy for WF AGC performance.
The range of traceable power reference is improved compared
to the traditional control scheme. By reducing the number of
model states by many orders of magnitude, the proposed method
is computationally practical for control applications.
Index Terms—reduced-order model, wind farm, active power
tracking, dynamic wake effect, deep learning, model predictive
control.
I. INTRODUCTION
THE increasing penetration of wind energy in the powersystem is an irreversible trend [1]. Instead of just max-
imizing their production, wind farms (WFs) are required to
provide many auxiliary services for the power system in high-
renewable era [1]. Automatic generation control (AGC), which
requires the WF power generation to track a time-varying
reference given by power system operators during a time
span of several minutes, is one of the main auxiliary services
that has already become a requirement for WFs in some
jurisdictions [1], [2].
Active power tracking at a stand-alone turbine level has been
investigated thoroughly [2], [3]. However, control of dynamic
power production at the farm level is much more complicated
because of the aerodynamic coupling among turbines that
occurs at the time scale of minutes comparable to those of the
AGC signals [4]. For example, if an upstream wind turbine
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(WT) increases its power generation, the overall WF power
production may not increase because the downstream turbines
experience a reduced wind speed, which is known as the wake
effect [5]. More importantly, such wake effects have a minutes-
level dynamic process because the reduced wind availability
will travel from the upstream turbine to downstream turbines
through mean flow advection. Such an aerodynamic interaction
has an important effect on WF dynamic power production and
has been demonstrated by high-fidelity simulation [6], wind
tunnel experiments [7] and real field tests [8].
WF control considering the wake effect has attracted much
attention recently. Many studies use static parametric wake
models to maximize WF power production [9]. Though these
studies provide the WF maximal power extraction when oper-
ating at the steady-state optimal point, they cannot optimize the
dynamic control signals. Such static wake models that ignore
the time-varying nature of the wake interactions are inadequate
for AGC studies where a dynamic control trajectory is required
to control WFs that follow the time-varying power reference
and interact with flow dynamics [4], [5].
For WF power tracking, the problem lies in how to dynam-
ically adjust the power demand distribution among different
turbines. Literature [10] proposes the currently widely used
proportion distribution (ProD), which distributes the power
command proportionally to the available power capabilities
of each WT. Literature [11] uses a classical feedback control
to improve the power tracking performance. However, because
no optimization is performed, the range of trackable power is
much lower than the available power of the WF when it oper-
ates at its global optimal point considering wake interactions
[12]. To optimize the WF power tracking performance, closed
loop control with a dynamical wake model is required.
The dynamical behavior of the wind flow in a WF is gov-
erned by the unsteady Navier-Stokes (NS) equations, which
are called “the last unsolved problems of classical physics”
[5]. Recent advances in computational fluid dynamics (CFD)
have enabled high-fidelity dynamic WF modeling based on the
numerical discretization of the NS equations [13], [14]. A se-
ries of optimal WF control studies that apply model predictive
control (MPC) techniques directly in the CFD model have been
provided by [12], [15], [16]. In these studies, the NS-equation
based dynamic WF model is numerically discretized as state-
space representations, and control trajectories are optimized
by adjoint-based gradient methods. The range of trackable
power is improved to the maximal WF power extraction
considering the wake effect [16]. However, the nonlinearity
and extremely high dimensions of such WF CFD models make
them computationally prohibitive for control implementation
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2as stated by the authors themselves [5], [12], which have 104
or more states and take up days of distributed computation.
Therefore, a practical WF controller that considers the
dynamic wind flow interactions and is computationally accept-
able for control applications is not yet available in the current
literature and needs to be addressed.
With the advances in CFD, many design and validation
processes generate a high volume of CFD data, opening the
possibility of using data-driven approaches to facilitate the
controller design. Over the past years, deep learning ap-
proaches have shown great successes in learning efficient low-
order representations from high-dimensional data to reduce
control complexity in some research fields such as image-
based robot control [17] and fluid fast simulations [18]. In this
paper, we solve the WF dynamic power control problem by
turning the problem of optimal control in high-dimensional
nonlinear systems into one of identifying a reduced-order
model (ROM) in which optimal control can be performed.
Particularly, we extend existing ROM methods by designing
the deep neural network (DNN) architecture and loss functions
to learn both WF reduced-order dynamics and power equations
in a specially designed form that can be incorporated into the
proposed MPC framework and achieve great performance. The
main contributions of this paper are summarized as follows.
1) A specially designed autoencoder network is constructed
to learn WF reduced-order dynamics from WF CFD data in
a globally linear form. Then, a separate fully connected DNN
is designed to learn the local linearization of reduced-order
power output equations. The number of model states is reduced
by orders of magnitude. The specially designed network allows
the learned WF ROM to be optimally controlled.
2) A deep learning-aided MPC framework is proposed to
optimally control the learned WF ROM, through which the
WF power tracking operation is optimized by coordinating
different turbines while considering their dynamic interactions.
The remainder of this paper is organized as follows. Section
II reviews the dynamic WF model. Section III constructs the
DNN architecture to learn the WF ROM. Section IV introduces
the deep learning-aided MPC framework. Case studies and
conclusions are presented in Section V and VI.
II. DYNAMIC WIND FARM MODEL
In this section, we briefly review the dynamic WF model
that is commonly employed in high-fidelity dynamic WF
simulations [13], [14]. The WF flow field is governed by the
incompressible Navier-Stokes equations:
∂v
∂t
+ (v · ∇)v =− 1
ρ
∇p+ η∇2v + 1
ρ
(
N∑
i=1
fi) (1)
∇ · v = 0 (2)
where v = [vx, vy] represents the velocity field at the hub
height with vx, vy denoting the streamwise and spanwise
velocity components, respectively; p is the pressure field. The
two constants η and ρ denote the kinematic viscosity and the
air density, respectively; N is the number of turbines in the
WF. The classical actuator disk model is utilized to model
the turbines in the dynamic wind flow field, which exerts a
thrust force into the wind flow and extracts energy [13], [14].
fi represents the thrust force of turbine i, which acts on the
position where the turbine rotor disk is located:
fi = −1
2
ρU2i C
′
Tie⊥,i (3)
where C ′Ti is the disk-based thrust coefficient, which can
directly be related to the blade pitch angle and rotational speed
[13]; e⊥,i is the rotor-perpendicular unit vector that defines
the orientation of the rotor disk and can be controlled by the
turbine yaw angle γi:
e⊥,i = ex cos(γi) + ey sin(γi). (4)
where ex and ey represent the streamwise and spanwise
unit vector, respectively. Ui is the rotor-perpendicular velocity
averaged over the rotor disk. As commonly employed in wind
farm studies, C ′Ti and γi of each turbine are considered as the
control variables and are used to regulate WF operation [13],
[14], [16].
The power generated by a turbine is computed as follows:
P i =
1
2
ρAdU
3
i CPi (5)
where P i is the produced power of the ith turbine. The power
coefficient CPi = cpC
′
Ti
. The constant cp is the loss factor and
set to 0.9 as discussed in [19].
No analytic solution has been to be found for these partial
differential equations (1)–(2). The simulation of wind flow is
typically solved by CFD. Standard CFD methods such as large
eddy simulation are used to discretize the partial differential
equation model (1)–(2) spatially and temporally to allow for
high-fidelity numerical simulation [14] [20]. The wind farm
field is spatially discretized over a grid of (Nx×Ny) cells with
Nx points in the streamwise direction and Ny points in the
spanwise direction. After spatially discretizing, each point of
this grid has its own equations that describe the flow velocity
and pressure at that point. Then, the discretized WF model
can be represented in a high-dimensional nonlinear descriptor
state-space form as follows:
xt+1 = f(xt,ut) (6)
Pt = h(xt,ut) (7)
where t denotes the time steps after temporally discretizing.
The wind velocity fields vx and vy are discretized over the
grid. Consequently, the total velocity state number for the dy-
namic WF after discretization is (Nx×Ny×2) with 2 velocity
components per grid point. To save space, we use xt to denote
the full system states at time step t, which is a tensor of size
(Nx, Ny, 2) and describes the velocity snapshot of the whole
WF grid at the time instant t. ut = [C ′T1 , γ1, . . . , C
′
TN
, γN ] is
the control input to the WF. u ∈ R2N×1 consist of [C ′T , γ]
of each turbine. Pt = [P 1t , . . . , PNt ] ∈ RN×1 is the power
production of each turbine in the WF, which is considered as
the output of the system. The relations f and h are nonlinear,
whose concrete form depends on the specific discretizing
method. We omit the details of the discretization procedure,
which is the focus of CFD studies and outside the scope of
the current paper. Readers interested in the details of CFD
discretization are referred to [14] [20].
3III. DEEP LEARNING-BASED WF ROM
Though the above NS equations-based model can capture
high-fidelity WF dynamics, the number of states can easily
reach 104 or more due to the enormous number of spatial states
required for simulation, which is excessively computationally
expensive for controller design and analysis [5], [12]. Ideally,
a control-oriented model is desired to capture the dominant
flow dynamics in a computationally efficient manner. This is
the motivation for the ROM. In this section, we formulate
the ROM problem. A DNN architecture for learning the
WF ROM from the high-dimensional CFD data is proposed,
based on which the computationally tractable controller can
be designed.
A. Problem Formulation
Though the dynamic WF model is extremely high di-
mensional in state space, it is observed that the dominant
dynamics of spatial-temporal flow data always evolve in low-
rank subspaces spanned by a few spatial coordinates [21]–
[23]. Our goal is to infer a dynamic WF ROM in which
optimal control can be readily performed. To this end, intrinsic
coordinates z = φ(x) that dominate the WF flow data need to
be identified so that high-dimensional x can be mapped to
low-dimensional vectors z ∈ Rnz with nz  (Nx ×Ny). At
same time, the system dynamics with control is also required
to be identified in the latent space ẑt+1 = fROM(zt,ut) so
that the control problem can be solved in reduced-order space
z instead of the original full state space x.
To this end, the ROM has to fulfill three properties: (1)
Reconstruction. The reduced-order states z = φ(x) must
capture sufficient information about the full states xt (enough
to enable reconstruction). (2) Future state prediction. The
dynamic ROM fROM must allow for accurate prediction of
the next few reduced-order states zt+Tp in the whole feasible
region of control (Tp is the prediction horizon in MPC). (3)
Control compatibility. The formulation of the WF ROM must
be readily incorporated into optimal controller design.
Given that each grid point has local states denoting the
current velocity at that point, the meshed full-state snapshot xt
that describes the full WF flow field at time instant t exhibits
multiscale spatial physics [21], [24]. Such data provide an
opportunity for DNN to make an impact in the modeling
and analysis of WF flow fields. For data that have spatial
dependencies, convolutional neural networks (CNNs) have
been shown to be effective in learning informative high-level
features [25]. Another motivation for adopting the DNN for the
WF ROM is its flexible architecture that allows for accurately
fitting temporal dynamics in the desired form without resorting
to hand-designed features [23]. In the following, we will
introduce the proposed DNN-based WF ROM in detail.
B. Deep Autoencoder for Reduced-Order State Equation
To learn an appropriate WF ROM meeting the three re-
quirements, in this paper, we propose a specialized DNN
architecture. The proposed DNN belongs to the class of
autoencoders. The CNN is utilized as the encoder and decoder
layers for its power of handling spatial features to extract the
Fig. 1. Illustration of the proposed dynamic autoencoder.
intrinsic coordinates that dominate the WF flow data. A linear
dynamic system in the reduced-order space is embedded into
the neural network as dynamic bottleneck layers to support
the optimal control implementation.
To identify the state equation of WF ROM, a sequence of
time snapshots [x1, . . . , xT ] and corresponding control inputs
[u1, . . . ,uT ] are required as the training data set; T is the
size of the sequential training data set. Fig. 1 shows a sketch
of the proposed dynamic autoencoder architecture. First, the
high-dimensional wind flow states xt are compressed through
the encoder network φen(xt), which serves as the compression
mapping and produces the low-dimensional state zt. We denote
the encoder as zt = φen(xt). To learn the latent dynamic, the
latent state zt is fed into the designed reduced-order dynamic
model, ẑt+1 = fROM(zt,ut), to emulate how the states evolve
in time. Note that while the dynamics operate on the reduced-
order space, it takes untransformed controls into account. The
hat symbol ∧ of ẑt+1 denotes the predicted latent states derived
from fROM, distinguished from zt+1 derived directly from
encoder φen(xt+1). Reconstruction of the full state from zt is
performed by passing zt through the decoder network ϕde(zt).
The complete loss functions used in training the dynamic
autoencoder can be divided into three parts corresponding
to the three high-level requirements for the network. The
reconstruction accuracy of the autoencoder is achieved using
the following loss:
Lrecon = ‖xt − ϕde(φen(xt))‖2F (8)
where ‖ · ‖F represents the Frobenius norm, i.e. square root
of the sum of squares of all entries in a tensor, similar to the
2-norm of a vector.
For optimal control compatibility, in the proposed autoen-
coder, we enforce the state equation ẑt+1 = fROM(zt,ut) as a
linear dynamic form based on Koopman theory [26]:
ẑt+1 = Azt +But (9)
where A ∈ Rnz×nz B ∈ Rnz×2N are two global lin-
earization matrices whose parameters are optimized during
training along with the neural network parameters. Koopman
theory asserts that a nonlinear system can be mapped to an
infinite-dimensional linear system. If the Koopman invariant
subspace is found, the infinite-dimensional linear system can
be reduced to a finite-dimensional system in the subspace [26].
We enforce the encoder and decoder to extract reduced-order
dynamics that evolve linearly in time. This, in fact, attempts
to approximate the Koopman invariant subspace [23].
The linear dynamics in WF ROM are constrained through
the following loss functions. We enforce that ẑt+m predicted
4by the reduced-order state equation (9) to be consistent with
zt+m derived from encoding φen(xt+m):
Llin =
∑Sp
m=1
‖ẑt+m − zt+m‖22 (10)
where Sp is a hyperparameter for how many steps to check
in the loss function. ẑt+m is derived from evolving zt through
the dynamic equation (9) m steps forward in time.
To enable optimal control in ROM, accurate future state
prediction is necessary. To this end, the state equation must
capture accurate dynamic relations between control inputs and
reduced-order states. This requirement is reflected through the
following loss:
Lpre =
∑Sp
m=1
‖xt+m − ϕde(ẑt+m)‖2F (11)
The overall loss function to train the dynamic autoencoder
is the sum of the above three parts:
L = Lrecon + βLpre + αLlin (12)
We apply L2 regularization to the network parameters. The
weights α and β are hyperparameters. The encoder consists of
the widely used CNN structure, ResNet convolutional layers
[27], while the decoder inverts all operations performed by
the encoder. The detailed network parameters are elaborated
in Section V-A.
C. Reduced-Order Power Output Equation
To control the WF dynamic power production based on WF
ROM, the power output equation in the reduced-order space,
Pt = f pow(zt,ut), is required to be identified in the form that
can be incorporated into optimal control. The reduced-order
states [z1, . . . , zT ] derived from the trained encoder, control
inputs [u1, . . . ,uT ] and corresponding wind farm power pro-
ductions [P1, . . . ,PT ] are used as the training data set.
Note that although this output relation is straightforward
because no dynamics exist, it needs to fulfill the control
compatibility requirement. Directly applying the nonlinear
output equation in control implementation will cause great
difficulty for optimization [17]. We circumvent this problem
by imposing a locally linear form on this output equation in
the training process:
Pt = Ctzt +Dtut + ot (13)
where Ct ∈ RN×nz , Dt ∈ RN×2N are local Jacobians, and
ot ∈ RN is the offset. These matrices Ct, Dt and ot formulate
the local linearization of the nonlinear output equation and
are determined at each time step as functions of the current
reduced-order states and control inputs.
Therefore, instead of directly learning the output equation,
a separate neural network is designed to learn the linearization
matrices, as shown in Fig. 2. This neural network is a fully-
connected one and maps from the current reduced-order states
and control inputs (zt,ut) to the corresponding local lineariza-
tion matrices. We denote this neural network as [Ct, Dt, ot] =
Ψ(zt,ut). To ensure the accuracy of the local linearization, in
the training process, both (zt,ut) and its neighborhood point
(zt,ut) are required. To this end, we adds a random noise of
small amplitude to the original (zt,ut) in the training data set
Fig. 2. Schematic of Ψ(·) to train the local linearization matrices.
to generate (zt,ut). (zt,ut) = (zt,ut) + N (0, ). Then, the
loss function for training Ψ is as follows:
Lpow = ‖Pt − C(zt,ut)zt +D(zt,ut)ut + o(zt,ut)‖22 (14)
After training, the local linearization matrices can be di-
rectly derived through Ψ. In this way, in the optimal control
algorithm, the locally linear form (13) can be readily formu-
lated based on the derived linearization matrices.
Through training the proposed two networks, the reduced-
order state equation, Eq. (9), and the power output equation,
Eq. (13), can be finally derived and compose the WF ROM.
IV. MODEL PREDICTIVE CONTROL OF THE WF ROM
After the training procedure, the optimal control can be
implemented based on the derived WF ROM. In this section,
we introduce how the WF ROM is incorporated into the MPC
framework so that the WF can optimally control its dynamic
power production to track the power reference given by the
power system.
The overall WF control framework is shown in Fig. 3.
At each control period, the current full-state WF snapshot
xt is observed from CFD simulators or the wind farm field
observer [28], [29]. Then, the current reduced-order state zt
is derived by passing xt through the trained encoder φen(xt).
The reduced-order dynamic equation (9) is globally linear. The
power equation is nonlinear, but its locally linear formulation
has been learned by (13). Based on the current state zt, the
optimal control problem on the learned WF ROM gives us a
locally linear quadratic formulation. After the optimal control
trajectory is found, the first Ta control steps are applied to
the WF to follow the power reference. When new system
states are observed after Ta time, a new control sequence can
be found by repeating this procedure using the last derived
control trajectory as initialization. Note that the optimization
is performed entirely in the reduced-order space. Thus, the
control complexity and the computational burden is greatly
reduced compared to directly controlling the full-order system.
The detailed control algorithm is elaborated in Algorithm 1.
Fig. 3. Overall scheme of the proposed deep learning-aided WF MPC.
5At each iteration j in Algorithm 1, the quadratic optimiza-
tion problem Pjt is formulated as follows:
min
Ujt:t+Tp
∑t+Tp
k=t
[(P refk − PWFk )TQ(P refk − PWFk )
+(ujk − ujk−1)TR(ujk − ujk−1)], (15)
s.t. zk+1 = Azk +Bujk, k = t, . . . , t+ Tp, (16)
Pk = C(zj−1k ,u
j−1
k )zk +D(z
j−1
k ,u
j−1
k )u
j
k
+o(zj−1k ,u
j−1
k ), k = t, . . . , t+ Tp, (17)
umin ≤ ujk ≤ umax, k = t, . . . , t+ Tp, (18)
−4umax ≤ ujk − ujk−1 ≤ 4umax, k = t, . . . , t+ Tp, (19)
uj−1k − ε ≤ ujk ≤ uj−1k + ε, k = t, . . . , t+ Tp, (20)
where the subscript k represents the time step, and t represents
the current time step. j is the iteration number in Algorithm
1. Tp denotes the prediction horizon. The decision variable
U jt:t+Tp is an aggregated vector of the time series of control
inputs over the prediction horizon:
U jt:t+Tp
def
= [ujt , u
j
t+1, . . . , u
j
t+Tp
] (21)
The objective function (15) tries to find a distribution of
control signals among the turbines such that the tracking error
and dynamical input variation are minimized. The first part
minimizes the deviation between the power reference P ref and
the WF power production PWF to enable the WF to provide
AGC service. PWFk =
∑N
i=1 P
i
k. The second part penalizes
control actuator costs to prevent oscillations in the input
commands. Q and R are corresponding weighting matrices.
The constraints (16) and (17) derived from Section III
describe the WF ROM. The dynamic equation (16) is linear.
The power equation (17) is also linear at each time step
once [Ck, Dk, ok] are determined. Even though varying over
the prediction horizon, they are essentially constant matrices
unrelated to the decision variable. These local linearization
matrices are determined by the last state and control trajectory
of (zj−1k ,u
j−1
k ) through the second trained DNN Ψ(·) in Fig.
2. The last state and control trajectory are derived by evolving
the initial latent state zt through the learned dynamic equation
(9) based on the last optimization control trajectory U j−1t:t+T
calculated by solving Pj−1t at last iteration.
The constraints (18) and (19) ensure a feasible region of a
practical WF control signal, including the upper and lower
bounds, and the ramping restrictions. The constraint (20)
enforces that the decision control trajectory [ujt . . . u
j
t+Tp
] is
close to the last optimization results [uj−1t . . . u
j−1
t+Tp
] to ensure
the accuracy of the locally linear power equation (17). ε is a
small number. Without this constraint, the calculated control
trajectory may be far from the one used to determine the
local linearization matrices in (17), and its accuracy may be
affected. The increased error of constraint (17) deteriorates the
convergence of Algorithm 1.
At each iteration, the optimization problem (15)–(20) is a
standard quadratic programming (QP) problem.
V. CASE STUDY
In this section, we verify the accuracy of the WF ROM.
Then, the deep learning-aided MPC is applied to enable the
Algorithm 1 Deep Learning-Aided MPC for WF control
Input: Current full-order WF state xt. Last optimal control
trajectory U∗(t−1):(t−1)+Tp . Error tolerance ζ
Output: The optimal control trajectory U∗t:t+Tp
1: Initialization: Pass xt through the encoder φen to ob-
tain zt. Initialize the control trajectory U0t:t+Tp =U∗(t−1):(t−1)+Tp . Initialize j = 0.
2: repeat
3: j ← j + 1
4: for k = t to t+ Tp do
5: Obtain the coefficient matrices Ck, Dk, ok from the
trained network Ψ with zk and uj−1k .
6: Evolving zk forward in time through the reduced-
order dynamic equation (9) with uj−1k .
7: end for
8: Solve the quadratic programming problem Pjt (15)-
(20), obtain optimized control trajectory U jt:t+T
9: until (‖U jt:t+Tp − U
j−1
t:t+Tp
‖ < ζ)
10: return the optimal control trajectory U∗t:t+Tp
11: Apply the first Ta control actions U∗t:t+Ta to the real WF
WF to provide AGC service. The dynamic WF is simulated
by the NS equation-based CFD simulator WFSim [14], which
has been widely used in various WF studies [5], [16]. The
DNN is constructed in the Python environment utilizing the
TensorFlow framework.
A. Experiment Setup
A layout of a 3 × 3 WF is considered and simulated with
WFSim. The typical NREL 5 MW Type III WT is utilized
with a rotor diameter D = 126 m. WTs have 5D spacing in
the streamwise direction and 3D in the spanwise direction.
The simulation parameters are set as follows [12], [14]. The
incoming wind speed is 10m/s. ρ = 1.2kg/m3. cp = 0.9.
0.1 ≤ C ′T ≤ 2. 4C ′maxT = 0.2/s. −25o ≤ γ ≤ 25o.
4γmax = 0.3o/s. ε = 0.02. The simulated wind field is
2520 × 1560m2, with a grid of 100 × 55 cells (Nx × Ny).
Analogous to frequency sweeps in system identification [30],
we excite the system with sinusoidal control inputs with ran-
dom frequencies during simulation to generate data. Every 500
s of simulation, the control input frequencies of all turbines are
altered and randomly selected. Time snapshots of the current
xt, ut and Pt are stored every one second of simulation. In
total, the training set contains 105 sequential snapshots of the
dynamic WF simulations. To test the generalization ability
of the trained models, the validation data set contains 5000
samples generated in the same way.
TABLE I
NETWORK STRUCTURE OF THE ENCODER
Block name Output size Layer parameters
Res Block.1 50 × 28
[ 1×1,64
3×3,64
1×1,256
]
× 3
Res Block.2 25 × 14
[ 1×1,128
3×3,128
1×1,512
]
× 3
Res Block.3 13 × 7
[ 1×1,256
3×3,256
1×1,1024
]
× 3
Dense nz = 20 3 fully connected layers2000,1200,500
6For the dynamic autoencoder, the WF full-state dimension
is 100×55×2, i.e. 11000. The reduced-order space dimension
nz is set to 20. The architecture of the encoder is shown in
Table I. The widely used CNN structure, residual convolutional
blocks [27], with ReLU activations construct the encoder. The
decoder inverts all operations performed by the encoder.
B. Test of the Accuracy of the Learned WF ROM
We compare the prediction accuracy of the proposed DNN
method with the mainstream classic model reduction method,
dynamic mode decomposition with control (DMDc) method
[31]. The DMDc method has been recently used to con-
struct the WF ROM by [22], [32]. DMDc tries to devise
a low-rank linear system that best approximates the system
dynamics. DMD is based on singular value decomposition
(SVD) to derive the interpretable modes that characterize
spatiotemporal flow data. The dimension reduction is done
by a linear projection to the modes provided by SVD. To test
the prediction accuracy, WF ROMs derived from the DMDc
and DNN approaches are used to predict the future state and
power production trajectories. Then, the predicted trajectories
are tested against the WFSim simulation results.
300 tests are conducted for each method with a power
prediction of 400 time steps forward in each test. Fig. 4
show the relative error against the full-order WFSim sim-
ulation both in the training data set and testing data set.
Solid lines represent the mean prediction error across 300
tests, while the shaded regions correspond to one standard
deviation about the mean. Both DMDc and the proposed DNN
obtain a good accuracy for reconstructing the already observed
time evolution in the training data set. However, the DMDc
performance degrades considerably in predicting the test data.
This occurs because the linear nature of DMDc limits its
generalization ability. Besides, SVD encounters difficulty in
handling multiscale spatial features [21]. In fact, DMDc can be
viewed as a simplified autoencoder with a single unactivated
fully connected layer as the encoder. In contrast, the proposed
DNN is able to generate stable predictions even in the test
data. Its relative error of power prediction remains less than
0.1. The CNN inherently handles spatial features and the deep
autoencoder provides nonlinear coordinations.
The field visualization of streamwise velocity at a snapshot
is shown in Fig. 5. The top figure is simulated by the NS-based
WFSim. The middle one is predicted and reconstructed by
the trained dynamic autoencoder. The bottom is the difference
(a) relative error in the training set (b) relative error in the test set
Fig. 4. Relative power prediction error. Solid lines represent the mean
prediction error across 300 tests, while the shaded regions correspond to one
standard deviation about the mean.
Fig. 5. Comparison of wind velocity field snapshots by WFSim simulation
and dynamic autoencoder prediction.
between the two images. In the entire training data set, the
mean absolute reconstruction error of the whole 100 × 55
wind velocity field is 0.3m/s with the average relative error
of 3.26% and maximal relative error of 9.02%. In the test data
set, the mean reconstruction error is 0.69m/s with the average
relative error of 6.41%. The results show the errors are much
less than the simulated ground truth.
C. Deep Learning-Aided MPC Performance
The widely used proportional distribution (ProD) in cur-
rent studies is illustrated as the benchmark [10], [11]. At
each control step, each turbine estimates its available power
capabilities based on the measured wind velocity and sends
it to the WF controller. Then, the total power demand is
distributed proportionally to the available power capabilities
of each turbine [10]. No wake interaction is considered. The
greedy power Pgreedy is defined as the time-averaged WF power
production with local greedy settings, where C ′T = 2 and
γ = 0o for all turbines in the WF [33]. Pgreedy is considered as
the maximal trackable power by previous WF control schemes
that do not consider the wake effect, such as ProD [10], [11].
The commonly used power reference signal for AGC qual-
ification, the RegD signal [34], is applied to test the control
performance, as shown in Fig. 6. Two scenarios are evaluated.
For the top figure case, the time-varying power reference is set
to P reft = Pgreedy(0.7+0.3∗nAGCt ). nAGCt is the RegD test signal
that is normalized to ±1. Therefore, this power reference will
never exceed Pgreedy. For the bottom figure case, the power
reference is P reft = Pgreedy(0.9 + 0.6 ∗ nAGCt ). For a period,
more power is demanded than Pgreedy.
As shown in Fig. 6, if the power reference is lower than
Pgreedy, ProD can provide great tracking performance without
considering the wake interaction. However, ProD fails when
the power reference is higher. Interestingly, as shown in Fig.
6 (b), from t = 320 s to t = 370 s, the WF power produces
more than Pgreedy with ProD control, which occurs because
wakes of upstream turbines are not yet fully developed. When
the wake arrives at downstream turbines, the available wind
power decreases and the power production converges to Pgreedy
from t = 370 s to t = 600 s.
7Fig. 6. WF power tracking performance.
In contrast, power tracking can be ensured in both cases by
the proposed deep learning-aided MPC. The power regulation
capacity is increased compared to ProD. This occurs because
the proposed MPC can take into consideration the dynamic
wake interactions among WTs in a time horizon Tp. If Tp
is long enough to cover the wake propagation time within
the given WF, MPC can coordinate each turbine operation
dynamically to increase the power production capacity while
maintaining the power tracking performance. For this case, the
prediction horizon Tp = 250s, the receding horizon Ta = 30s.
Fig. 7 and 8 further depict the coordinated operation of
different turbines for the Fig. 6 (b) case. The yaw angles from
upstream to downstream turbines gradually swing to 25o, 16.3o
and 0o by the proposed MPC. As shown in Fig. 7, the upstream
turbines purposely yaw to deflect the wake so that it will not at
all or partially overlap the downwind turbines and more power
can be harvested. Fig. 8 additionally depicts the individual
turbine power. The power production of individual WTs is
adjusted dynamically by the WF controller to track the power
reference. In both cases, the upstream turbine produces the
most power since the wind speed in front of these turbines is
the highest. Furthermore, it is proven that more power can be
harvested by the downstream WTs in the MPC case.
Through the proposed WF ROM and MPC framework, the
trackable power signal range increases to the maximal power
extraction of the WF when it operates at its global optimal
point considering wake interactions. For the considered 9-
turbine WF, the range of traceable AGC signals is improved
by 50% compared with traditional ProD control.
Fig. 7. Instantaneous streamwise flow velocity snapshot at t = 600s.
Fig. 8. Turbine power production controlled by MPC and ProD.
Fig. 9. Instantaneous streamwise velocity at t = 600s for 25-turbine WF
D. 25-turbine WF Example
A larger WF is considered with 25 turbines that have 6D
spacing in the streamwise direction and 4D in the spanwise
direction, as shown in Fig. 9. To our best knowledge, this
is the largest WF case in WF control studies considering the
dynamic wake effects due to the huge amounts of consumption
of computation resources. Furthermore, the performance of the
deep learning-aided MPC is evaluated with a varying incoming
wind speed. The incoming wind speed is shown in Fig. 10,
which is a period of realistic measurement data in Denmark
and is applied to the west boundary of x = 0m for simulation.
The control performance is shown in Fig. 11. The distur-
bance of the incoming wind speed on the boundaries does
not directly impose an effect on the turbine operation, and
the variation of downstream wind is smoothed because of the
wind field dynamics. Furthermore, the feedback mechanism
of MPC makes the proposed control method robust to the
incoming wind variation. At every Ta time, the current wind
field full states are observed and fed back to the controller.
The ROM prediction error for the wind field introduced by
incoming speed turbulence is thus corrected.
With the reduction of system state dimensions, the WF
Fig. 10. Incoming turbulent wind speed.
8Fig. 11. WF power tracking performance for the 25-turbine WF.
ROM is computational efficient for control applications. For
optimally controlling the WF ROM of 20 dimensions, each
optimization iteration in Algorithm 1 takes approximately 0.48
s with the CVXOPT toolbox in Python with a 3.0 GHz Intel
Core i9 processor. This speed is orders of magnitude faster
than optimal control directly applied to the full-order system
with 100× 55× 2 states [16].
VI. CONCLUSION
In this paper, two DNN architectures are designed to learn a
WF reduced-order dynamic model. The original input-output
relation is well preserved with good approximation accuracy
in the whole control feasible region, while the number of
system states is reduced by many orders of magnitude. The
deep learning-aided MPC is applied to optimally control the
learned WF ROM. By optimizing the WF dynamic operation,
the range of traceable power reference increases to the WF
maximal power extraction considering wake interactions and is
improved by 50% in a 9-turbine WF compared with traditional
ProD control. A larger WF with 25 turbines is also studied,
showing that the proposed deep learning-aided MPC works
well when the incoming wind speed is disturbed.
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