Over the past decade, technological enhancements led by the rise in cloud computing have revolutionized the IT industry. Cloud computing is on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction. In recent years, we have witnessed a rapid growth in the cloud computing industry (Gartner Press Release 2017), represented by cloud service providers.
For cloud providers, such a huge surge in demand for cloud services has created a challenging problem about how to manage their capacity efficiently. Capacity in cloud computing is usually defined by demand for resources. The key resources in the cloud computing industry, referred to as attributes of capacities, are Central Processing Unit (CPU), Random Access Memory (RAM), Network, and Storage. All of these attributes agglomerated in data centers are the hardware infrastructure of cloud services; as demand grows over time, these attributes can potentially become the capacity bottleneck.
In the case of a shortage in Storage or Network, capacities of these two attributes can be scaled up individually. Therefore, single-resource capacity expansion models can be applied. In contrast, the capacity expansion of RAM and CPU is handled through the acquisition of new servers, which increases both attributes' capacities simultaneously and, depending on the server configuration, increases the fixed ratio of CPU to RAM. Addressing the capacity expansion problems of these two attributes by employment of new servers, instead of individual scaling, occurs primarily for the following two reasons: first, the actual cost of individual scaling, including not only the cost of purchasing new CPU or RAM, but also the cost associated with the old server shut down during upgrading, is exorbitant; second, old server technologies may not be compatible with newer CPU and RAM technologies, making individual scaling of CPU or RAM capacities cumbersome.
However, acquisition of new servers to address capacity issues of RAM and CPU poses challenges that not only stem from rapid demand growths of these attributes, but also from the way the supply of the two attributes is configured. First, on the demand side, while the capacity requirements for CPU and RAM are relatively predictable over time (Shen et al. 2014) , their demand growth rates are disproportionate and time varying. Second, on the supply side, not only are the capacities of the two attributes expanded simultaneously through addition of servers, but a specific server-type increases the capacities of the two attributes by a fixed ratio, which, however, is not necessarily equal to the time-varying ratio of their demand growth.
Given the significance of the challenge, the work presented in this paper focuses on the capacity expansion problem for two attributes with the following features: demand growth rates for the attributes (e.g., CPU and RAM) are time-dependent and disproportionate, while the supply of their capacity is "bundled" in pre-configured servers. It is worth noting that although it may be possible for a cloud provider to customize servers with a desired ratio of CPU to RAM, such a strategy is often impractical because when the demand ratio of the two attributes varies with time, the configuration of the customized servers has to be changed frequently to match the varying demand ratio with time.
The main contributions of this study is three-fold and can be summed up as below:
First, to the best of our knowledge, the capacity expansion problem considered here has not been fully studied. Therefore, as discussed above, this problem is an important and relevant one in practice with major practical implications in a rapidly growing industry. According to Frye (2013) , around 5.75 million new servers have been purchased by cloud providers every year. Nevertheless, it is estimated that about 30% of the computing capacities in global data centers are left to sit idle since these capacities are added. Hence, a cloud provider's capacity expansion policy with regard to the timing and sizing of addition of servers will have a serious cost implication for that cloud provider.
Second, the bundled capacity expansion problem, which is our focus here, is different from the literature because in our problem, a unit of supply increases the capacities of two attributes simultaneously, but the ratio of the supply of the two attributes does not always match the ratio of their growing demand. Thus, if only one pre-configured server-type is employed, an imbalance between supply and demand is created. Therefore, to achieve a balance between supply and demand of the attributes, at least two different server-types must be employed. In such a case, (i) efficient determination of expansion times and quantities of the two server-types, and (ii) selection of the server-types (two of them) from a variety of configurations offered by the supplier(s), are the challenging problems that need to be investigated. Our study aims to tackle these problems.
Third, in this study, we propose and analyze capacity expansion policies for a finite planning horizon, which are mainly motivated by two common practices that we have observed in practice.
Our proposed policies will alleviate the shortcomings of present practices and result in improved performance. The first common practice is to expand capacity of the two attributes by employing only one server-type throughout the planning horizon. In contrast, the second common practice is to employ both server-types at each expansion points in such a way that excess capacities of both attributes reach the minimum level immediately before the next expansion time. The first practice results in accumulation of excess capacities of one of the attributes, which can be dealt with through a variant policy that adds a single expansion of the other server-type toward the end of the planning horizon such that both attributes would have a minimum level of excess capacities (e.g., zero excess capacities) at the end of the planning horizon. Here, we introduce and focus on a family of policies that can be viewed as a generalization of the first practice mentioned above. The proposed policies will not only address the shortcomings of the first practice but, once optimized, they will dominate the second practice.
