Context: An effort estimation model with more than 20 parameters is not very useful at early conceptual phase if you don't have a logical approach for specifying the input values.
INTRODUCTION
Defensible estimates are mostly needed at the early conceptual phase of a software-intensive system's definition and development. An estimation model with 20-30 input parameters is not very helpful if you don't have a defensible approach for specifying the input values for such key parameters as the software's complexity, database size, platform volatility, required schedule compression, tool coverage, or your proposed project personnel experience. The purpose of this study is to provide a simple software effort model for early estimates. It examines the direct effect of product size and application type on cost. The analysis framework and variables used in this study builds on casual relationships established in past studies [3, 4, 5, 7, 8, 9, 12, 13, 15] .
RELATED WORK
Mainstream parametric cost models [2, 6, 10, 11] use source lines of code (SLOC) as measurement for predicting software effort. The main reason to using SLOC is that it allows practitioners to determine or at least estimate what parts of the system they will actually be developing. In contrast, function-point or use-casebased estimates are made without a way of determining which functions are going to be provided by Commercial-Off-The-Shelf products, cloud services, or other non-developed items, causing serious overestimates. While controversy exists over whether or not SLOC is a good measure, consistent use of this metric provides for meaningful statistical results [7, 8, 9, 12] .
RESEARCH METHOD 3.1 Population and Sample
The sample was identified as 317 software projects involving 12 application types, 7 operating environments, and 74 different software developers. These projects were completed during the time period from 2004 to 2012. The breakout according to application type (vertical axis) and operating environment (horizontal axis) are shown in Table 1 . Table 1 Software Dataset   GSF GV SVU MVM AVM AVU OM   TUL  1  0  0  0  5  2  0  8  PLN  20  0  0  0  0  0  0  20  IIS  11  2  0  0  1  0  0  14  SCI  10  1  0  1  6  0  1  19  SYS  13  3 The questionnaire collected data on product size, effort, schedule and product attributes like required reliability, software process maturity, etc.
Data Normalization
The objective of data normalization is to improve data consistency, so that comparisons and projections are more valid. The dataset in this study was normalized using three steps:
Converting to Equivalent Size
Since the dataset captures project size by type (new, modified, reused, auto generated), it was possible to adjust the raw size to be its equivalent in new code using the COCOMO Reuse Model [1, 2] . The adjustment is based on the additional effort it takes to modify the code for inclusion in the product taking into account the amount of design, code and testing that was changed. Once adjusted it is called Equivalent Source Lines of Code (ESLOC).
Converting to Logical Count
Several projects were reported in either Physical or Non--Commented Source Statements. Those projects were converted into Logical SLOC using empirical factors from recent studies [7, 12] .
Data Grouping
To reduce variation and ensure valid comparisons, the 34 SEER-SEM application domains [6] were stratified into 12 general complexity zones called Application Types [7, 12] . The application domains to application types mapping are shown in Table 2 below. 
Effort Model and Variable Selection
The regression equation is based on the COCOMO Post--Architecture model [1, 2] without the effort multipliers. Dummy variables were added [16] to account for the impact of application types. The variables are described in Table 3 . 
Model Validity Measures
The measures for validating the model are described in Table 4 . 
Measure of Magnitude F-test
The value of the F test is the square of the equivalent t test; the bigger it is, the smaller the probability that the difference could occur by chance.
P-value α Level of statistical significance established through the coefficient alpha (p ≤ α).
Model Validation
A cross-validation technique called "Jackknife" was used to test the accuracy of the predictor models. The idea is to hold out one observation at a time, use the remaining n-1 observations to estimate the model parameters. Use these parameters to calculate the predicted value for the hold out observation. If the resultant R2 value is significantly lower, then there is a change of overfitting in the model.
EFFORT MODEL RESULT
The regression equation was developed using the CO$TAT statistical analysis package of the ACEIT [16] application suite.
The resulting model, Eq. (1), predicts software development effort (in person months) as a function of product size and application type. Application type is the dummy variable. The treatment of the 12 application types (r) required the inclusion of 11 (r-1) dummy variables (D1…D11).
Eq. (1) is applicable for project size ranging between 1 and 842 KESLOC, 12 different application types ( Table 5 displays the accuracy of the model. The result shows that the effect of KESLOC (P value is 0.0000) on effort is "highly" significant, when treated along with application type. The R 2 value shows that 89% percent of the variation of software development effort has been explained by the regression.
The model's accuracy was also examined using a cross-validation model with an R 2 value of 87%. This number is slightly lower (even after adjusting for degrees of freedom) than the R 2 of 89%. Thus, the slight deterioration in fit from 89 to 87% does not pose a threat to external validity. 
CONCLUSION
This study introduced a simple effort estimation model for predicting early phase software development projects using data from 317 very recent projects. Results showed that SLOC and application type are significant contributors to development effort (P value is 0.0000) ( Table 5 ). The model explains 89% of the variation in software development effort. Thus, the effect of product size on software effort shall be interpreted along with application domain.
Although the model in this study is not highly precise, it has the advantage of providing information on its relative accuracy. The model may also be applicable to non-military sectors, to the extent that their practices are similar to those in the military.
A future study will investigate fixed costs for small projects in the dataset to determine whether additional model form improvements are necessary. Future work will also examine the impact of other cost drivers such as personnel capability, process maturity and requirements volatility.
