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Abstract
We consider regularized approximate cloaking for the Helmholtz equation.
Various cloaking schemes have been recently proposed and extensively inves-
tigated. The existing cloaking schemes in literature are (optimally) within
| ln ρ|−1 in 2D and ρ in 3D of the perfect cloaking, where ρ denotes the reg-
ularization parameter. In this work, we develop a cloaking scheme with a
well-designed lossy layer right outside the cloaked region that can produce
significantly enhanced near-cloaking performance. In fact, it is proved that
the proposed cloaking scheme could (optimally) achieve ρN in RN , N ≥ 2,
within the perfect cloaking. It is also shown that the proposed lossy layer
is a finite realization of a sound-hard layer. We work with general geometry
and arbitrary cloaked contents of the proposed cloaking device.
Re´sume´
Nous conside´rons le proble`me d’invisibilite´ approche´e pour l’e´quation
d’Helmholtz. Diverses me´thodes ont e´te´ re´cemment propose´es et e´tudie´es.
Les techniques de quasi-invisibilite´ pre´sentes dans la litte´rature approchent
l’invisibilite´ parfaite avec une erreur proportionelle a` | ln ρ|−1 dans R2 et
ρ dans R3, ou` ρ de´signe le parame`tre de re´gularisation. Dans ce travail,
nous de´veloppons un syste`me d’invisibilite´ qui utilise une couche avec perte
a` l’exte´rieur de la re´gion dissimule´e et ame´liore conside´rablement la quasi-
invisibilite´. Nous prouvons que cette nouvelle technique de dissimulation
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approche l’invisibilite´ parfaite avec une erreur proportionelle a` ρN dans RN ,
N ≥ 2. Nous prouvons e´galement que cette couche avec perte est un cas
particulier d’une couche rigide. Ce travail concerne des dispositifs de dissim-
ulation avec une ge´ome´trie ge´ne´rale.
Keywords: acoustic cloaking, transformation optics, FSH lining,
asymptotic estimates
1. Introduction
A region is said to be cloaked if its contents together with the cloak
are invisible to certain measurements. From a practical viewpoint, these
measurements are made in the exterior of the cloak. Blueprints for making
objects invisible to electromagnetic waves were proposed by Pendry et al. [35]
and Leonhardt [25] in 2006. In the case of electrostatics, the same idea was
discussed by Greenleaf et al. [16] in 2003. The key ingredient is that optical
parameters have transformation properties and could be pushed-forward to
form new material parameters. The obtained materials/media are called
transformation media. We refer to [10, 13, 14, 34, 39, 44] for state-of-the-art
surveys on the rapidly growing literature and many striking applications of
the so-called ‘transformation optics’.
In this work, we shall be mainly concerned with the cloaking for the
time-harmonic scalar waves governed by the Helmholtz equation. The trans-
formation media proposed in [16, 35] are rather singular. This poses much
challenge to both theoretical analysis and practical fabrication. In order
to avoid the singular structures, several regularized approximate cloaking
schemes are proposed in [12, 19, 20, 28, 37]. The idea is either to incor-
porate regularization into the singular transformation underlying the ideal
cloaking, or to truncate a thin layer of the singular cloaking medium near
the cloaking interface. Instead of the perfect invisibility, one would consider
the ‘near-invisibility’ depending on a regularization parameter. Our study
is closely related to the one introduced in [20] for approximate cloaking in
electric impedance tomography, where the ‘blow-up-a-point’ transformation
in [16, 35] is regularized to be the ‘blow-up-a-small-region’ transformation.
The idea was further explored in [19, 28, 33] for the Helmholtz equation.
In [28], the author imposed a homogeneous Dirichlet boundary condition
at the inner edge of the cloak and showed that the ‘blow-up-a-small-region’
construction gives successful near-cloak. In [19], the authors introduced a
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special lossy-layer between the cloaked region and the cloaking region, and
also showed that the ‘blow-up-a-small-region’ construction gives successful
near-cloak. For both cloaking constructions, it was shown that the near-
cloaks come, respectively, within 1/| ln ρ| in 2D and ρ in 3D of the perfect
cloaking, where ρ is the relative size of the small region being blown-up for
the construction and plays the role of a regularization parameter. These es-
timates are also shown to be optimal for their constructions. More subtle
issues of the lossy-layer cloaking construction developed in [19] were studied
in [33].
It is worth noting that if one lets the lossy parameter in [19] go to infinity,
this limit corresponds to the imposition of a homogeneous Dirichlet boundary
condition at the inner edge of the cloak. On the other hand, the imposition
of a homogeneous Dirichlet boundary condition at the inner edge of the
cloak is equivalent to employing a sound-soft layer right outside the cloaked
region. In this sense, the lossy layer lining in [19] is a finite realization of the
sound-soft lining in [28]. We would like to emphasize that employing some
special lining is necessary for a successful near-cloaking construction, since
otherwise it is shown in [19] that there exists resonant inclusions which defy
any attempt to achieve near-cloak.
Though the existing cloaking constructions would yield successful near-
cloaks, cloaking schemes with enhanced cloaking performances would clearly
be of great desire and significant practical importance, especially in the 2D
case as can be seen from our earlier discussion. A novel regularized cloaking
scheme were developed in [24] by making use of an FSH lining. The FSH
lining is a special lossy layer with well-designed material parameters. The
study in [24] is conducted for cloaking device with spherical geometry and
uniform cloaked contents, where the authors rely on spherical wave series
representation of the underlying wave field to derive the estimates of the
cloaking performance. The newly developed cloaking scheme is shown to
produce significantly enhanced cloaking performance. In this work, we shall
prove the general case with general geometry and arbitrary cloaked contents
of the FSH lining construction. For the construction, it is shown that one
could achieve, respectively, ρ2 in 2D and ρ3 in 3D within the perfect cloaking.
Apparently, our novel cloaking proposal with such significantly improved
cloaking performances would be a very promising scheme for constructing
practical cloaking device. From our arguments in deriving these estimates,
one can see that the FSH layer is a finite realization of a sound-hard layer.
Hence, the FSH layer is of completely different physical nature from the one
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in [19] which is a finite realization of a sound-soft layer. In fact, the one in
[19] makes essential use of a large lossy parameter, whereas for our FSH layer
we only require a finite lossy parameter but a large density parameter of the
layer medium.
The analysis of cloaking must specify the type of exterior measurements.
In [12, 19, 20], the near-cloaks are assessed in terms of boundary measure-
ments encoded into the boundary Neumann-to-Dirichlet map or Dirichlet-to-
Neumann (DtN) map. The scattering measurement encoded into the scat-
tering amplitude is considered for the near-cloaks in [24, 28]. In the current
article, we shall assess our near-cloak construction with respect to the bound-
ary measurements. Nonetheless, by [40, 41], it is known that knowing the
boundary DtN/NtD map amounts to knowing the scattering amplitude.
In this paper, we focus entirely on transformation-optics-approach in con-
structing cloaking devices. But we would like to mention in passing the other
promising cloaking schemes including the one based on anomalous localized
resonance [31], and another one based on special (object-dependent) coatings
[1]. It is also interesting to note a recent work in [3], where the authors im-
plement multi-coatings to enhance the near-cloak in EIT. The same idea has
also been extended to acoustic cloaking for achieving enhancement in [4, 5].
The rest of the paper is organized as follows. In Section 2, we develop the
cloaking scheme by employing the FSH lining and present the main theorems.
Section 3 is devoted to the proofs of the main results. In Section 4, we derive
some crucial estimates on small inclusions that were needed in Section 3. In
Section 5, we consider our cloaking construction within spherical geometry
and uniform cloaked contents, which illustrates the sharpness of our estimates
in Section 3. Section 6 is devoted to discussion.
2. Near-cloak with FSH lining
Let q ∈ L∞(RN ) be a real scalar function and σ = (σij)Ni,j=1 ∈ Sym(N)
be a symmetric-matrix-valued function on RN , which is bounded in the sense
that, for some constants 0 < c0 < C0 <∞,
c0ξ
T ξ ≤ ξTσ(x)ξ ≤ C0ξT ξ (2.1)
for all x ∈ RN and ξ ∈ RN . In acoustics, σ−1 and q, respectively, represent
the mass density tensor and the bulk modulus of a regular acoustic medium.
We shall denote {RN ; σ, q} an acoustic medium as described above. It is
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assumed that the inhomogeneity of the medium is compactly supported,
namely, σ = I and q = 1 in RN\D¯ with D a bounded Lipschitz domain in
RN . In RN , the scalar wave propagation is govern by
q(x)Utt −∇ · (σ(x)∇U) = 0 in RN .
The time-harmonic solutions U(x, t) = u(x)e−iωt is described by the hetero-
geneous Helmholtz equation
N∑
i,j=1
∂
∂xi
(
σij(x)
∂u
∂xj
)
+ ω2q(x)u = 0 in RN . (2.2)
Let Ω ⊂ Rn be a bounded Lipschitz domain such that D ⊆ Ω. An important
problem arising from practical applications is described as following. Let
ν = (νi)
N
i=1 be the exterior unit normal vector to ∂Ω. Impose the following
boundary condition on ∂Ω for (2.2),
N∑
i,j=1
νiσ
ij ∂u
∂xj
= ψ ∈ H−1/2(∂Ω) on ∂Ω, (2.3)
and define the Neumann-to-Dirichlet (NtD) map by
Λσ,q(ψ) = u|∂Ω ∈ H1/2(∂Ω), (2.4)
where u ∈ H1(Ω) solves (2.2)–(2.3). It is known that Λσ,q : H−1/2(∂Ω) →
H1/2(∂Ω) is well-defined and invertible provided ω2 avoids a discrete set of
eigenvalues. The practical problem is to recover {D; σ, q} by knowledge of
Λσ,q which encodes the exterior boundary measurements.
In this paper, we shall be concerned with the construction of a layer
of cloaking medium which makes the inside medium invisible to exterior
measurements. To that end, we present a quick discussion on transforma-
tion acoustics. Let x˜ = F (x) : Ω → Ω˜ be a bi-Lipschitz and orientation-
preserving mapping. For an acoustic medium {Ω; σ, q}, we let the push-
forwarded medium be defined by
{Ω˜; σ˜, q˜} = F∗{Ω; σ, q} := {Ω;F∗σ, F∗q}, (2.5)
where
σ˜(x˜) = F∗σ(x) :=
1
J
Mσ(x)MT |x=F−1(x˜)
q˜(x˜) = F∗q(x) := q(x)/J |x=F−1(x˜)
(2.6)
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andM = (∂x˜i/∂xj)
N
i,j=1, J = det(M). Then u ∈ H1(Ω) solves the Helmholtz
equation
∇ · (σ(x)∇u) + ω2q(x)u = 0 on Ω,
if and only if the pull-back field u˜ = (F−1)∗u := u ◦ F−1 ∈ H1(Ω˜) solves
∇˜ · (σ˜(x˜)∇˜u˜) + ω2q˜(x˜)u˜ = 0.
We have made use of ∇ and ∇˜ to distinguish the differentiations respectively
in x- and x˜-coordinates. We refer to [19, 28] for a proof of this invariance.
We are in a position to construct the cloaking device. In the sequel, we
let Ω be a connected smooth domain and D be a convex smooth domain, and
suppose that D ⋐ Ω and Ω\D is connected. W.L.O.G., we assume that D
contains the origin. Let ρ > 0 be sufficiently small and Dρ := {ρx; x ∈ D}.
Suppose
Fρ : Ω\Dρ → Ω\D, (2.7)
which is a bi-Lipschitz and orientation-preserving mapping, and Fρ|∂Ω =
Identity. A celebrated example of such blow-up mapping is given by
y = Fρ(x) :=
(
R1 − ρ
R2 − ρR2 +
R2 −R1
R2 − ρ |x|
)
x
|x| , ρ < R1 < R2 (2.8)
which blows-up the central ball Bρ to BR1 within BR2 . Now, we set
F (x) =
{
Fρ(x) for x ∈ Ω\Dρ,
x
ρ
for x ∈ Dρ.
(2.9)
Clearly, F : Ω → Ω is bi-Lipschitz and orientation-preserving and F |∂Ω =
Identity. Next, let
{Dρ\Dρ/2; σl, ql}, σl = γρ2+δI, ql = α + iβ, (2.10)
where α, β, γ, δ are fixed positive constants, and
{D\D1/2; σ′l, q′l} = F∗{Dρ\Dρ/2; σl, ql}. (2.11)
We further let
{Ω\D; σρc , qρc} = (Fρ)∗{Ω\Dρ; I, 1}. (2.12)
Let D1/2 represent the region which we intend to cloak and
{D1/2; σ′a, q′a} (2.13)
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be the target medium which is arbitrary but regular. We claim the following
construction yields a near-cloaking device occupying Ω,
{Ω; σ, q} =

σρc , q
ρ
c in Ω\D,
σ′l, q
′
l in D\D1/2,
σ′a, q
′
a in D1/2.
(2.14)
In order to present the main theorem justifying the near-cloaking con-
struction (2.14), we let u0 be a solution to the following PDE system∆u0 + ω
2u0 = 0 in Ω,
∂u0
∂ν
= ψ on ∂Ω.
(2.15)
That is, u0 is the wave field in the “free space”. We suppose that −ω2 is
not an eigenvalue of the Neumann Laplacian. Hence, one has a well-defined
“free” NtD map
Λ0(ψ) = u0|∂Ω,
where u0 solves (2.15). We have
Theorem 2.1. Suppose −ω2 is not an eigenvalue of the Laplacian on Ω with
Neumann boundary condition. Let Λσ,q be the NtD map corresponding to the
construction (2.14), and Λ0 be the “free” NtD map. Then there exists a
constant ρ0 such that for any ρ < ρ0,
‖Λσ,q − Λ0‖L(H−1/2(∂Ω),H1/2(∂Ω)) ≤ CρN , (2.16)
where C is a positive constant dependent only on ρ0, ω, α, β, γ and D, Ω,
but completely independent of ρ. That is, the construction (2.14) produce a
near-cloaking scheme which is within ρN of the perfect cloaking in RN .
3. Proof of the main result
This section is devoted to the proof of Theorem 2.1. First, for {Ω; σ, q}
given in (2.14), we let
{Ω; σρ, qρ} = (F−1)∗{Ω; σ, q} =

I, 1 in Ω\D¯ρ,
σl, ql in Dρ\D¯ρ/2,
σa, qa in Dρ/2,
(3.1)
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where
{Dρ/2; σa, qa} = (F−1)∗{D1/2; σ′a, q′a}.
We consider the solution uρ of ∇ · (σρ∇uρ) + ω
2qρuρ = 0 in Ω,
∂uρ
∂ν
= ψ on ∂Ω.
(3.2)
Noting F |∂Ω = Identity, by the transformation acoustics, it is straightforward
to show that
Λσ,q(ψ) = Λσρ,qρ(ψ), ∀ψ ∈ H−1/2(∂Ω). (3.3)
Hence, in order to prove Theorem 2.1, we only need to show
Theorem 3.1. Suppose −ω2 is not an eigenvalue of the Laplacian on Ω with
Neumann boundary condition. Let u0 and uρ be the solutions of (2.15) and
(3.2) respectively. Then there exists a constant ρ0 > 0 such that for any
ρ < ρ0,
‖uρ − u0‖H1/2(∂Ω) ≤ CρN‖ψ‖H−1/2(∂Ω), (3.4)
where C is a constant dependent only on ρ0, ω, α, β, γ and D, Ω, but
independent of ρ and ψ.
Our proof of Theorem 3.1 would follow the spirit of the one for proving
the main theorem in [19]. However, the main strategy in [19] is to control
the Dirichlet value of uρ on the exterior of the lossy layer, namely ∂Dρ, and
then derive some estimates of exterior boundary effects due to small sound-
soft like inclusions; whereas in our case, we would control the value of the
conormal derivative of uρ on the exterior of the lossy layer ∂D
+
ρ , and then
derive some estimates of exterior boundary effects due to small sound-hard
like inclusions. It is also emphasized that by making use of layer potential
techniques, we work with general geometry of the cloaking device.
We first derive the following lemma.
Lemma 3.2. The solutions of (2.15) and (3.2) satisfy
βω2
∫
Dρ\Dρ/2
|uρ|2 dx ≤ C‖ψ‖H−1/2(∂Ω)‖uρ − u0‖H1/2(∂Ω), (3.5)
where C is a positive constant (depending only on Ω).
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Proof. Multiplying (3.2) by u¯ρ and integrating by parts, we have
−
∫
Ω
σρ|∇uρ|2 dx+ ω2
∫
Ω
qρ|uρ|2 dx = −
∫
∂Ω
(σρ∇uρ) · νu¯ρ dσx, (3.6)
which in turn yields
βω2
∫
D2ρ\Dρ
|uρ|2 dx
=− ℑ
(∫
∂Ω
∂uρ
∂ν
· u¯ρ dσx
)
= −ℑ
(∫
∂Ω
ψ(u¯ρ − u¯0) dσx
)
.
(3.7)
By (3.7), we immediately have (3.5).
In the following, we let
Ψ−(x) = ν · ∇u−ρ (x) on ∂Dρ, (3.8)
namely, the normal derivative of uρ on ∂Dρ when one approaches ∂Dρ from
the interior of Dρ. Here and throughout the rest of this paper, ν denotes the
exterior unit normal of the domain under discussion. Similarly, we let
Ψ+(x) = ν · ∇u+ρ (x) on ∂Dρ (3.9)
denote the normal derivative of uρ on ∂Dρ when one approaches ∂Dρ from
the exterior of Dρ. We shall show
Lemma 3.3. The solutions to (2.15) and (3.2) verify∥∥Ψ−(ρ ·)∥∥2
H−3/2(∂D)
≤ C (γ +
√
α2 + β2ρ−δω2)2
βγ2ω2
ρ−N−2‖ψ‖H−1/2(∂Ω)‖uρ − u0‖H1/2(∂Ω),
(3.10)
and∥∥Ψ+(ρ ·)∥∥2
H−3/2(∂D)
≤ C (γ +
√
α2 + β2ρ−δω2)2
βω2
ρ2(1+δ)−N‖ψ‖H−1/2(∂Ω)‖uρ − u0‖H1/2(∂Ω),
(3.11)
where C is positive constant dependent only on D and Ω, but independent of
ψ and ρ.
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Proof. We shall make use of the following fact
‖Ψ(ρ ·)‖H−3/2(∂D) = sup‖φ‖
H3/2(∂D)
≤1
∣∣∣∣∫
∂D
Ψ(ρx)φ(x) dσx
∣∣∣∣ . (3.12)
For any φ ∈ H3/2(∂D), there exists w ∈ H2(D) such that
(i) w = φ on ∂D and ∂w
∂ν
= 0 on ∂D,
(ii) ‖w‖H2(D) ≤ C‖φ‖H3/2(∂D),
(iii) w = 0 in D1/2.
Then we have∫
∂D
Ψ−(ρx)φ(x) dσx =
∫
∂D
∂u−ρ
∂ν
(ρx)φ(x) dσx =
∫
∂D
∂u−ρ
∂ν
(ρx)w(x) dσx.
(3.13)
For y ∈ Dρ, let
x :=
y
ρ
∈ D.
Set
v(x) := uρ(ρx) = uρ(y), x ∈ D.
Since
γ∇y · (ρ2+δ∇yuρ) + ω2(α+ iβ)uρ = 0 in Dρ\Dρ/2, (3.14)
it is directly verified that
γ∇x · (ρδ∇xv) + ω2(α + iβ)v = 0 in D\D1/2. (3.15)
By Green’s formula and (3.13), we have∫
∂D
Ψ−(ρx)φ(x) dσx
=
∫
∂D
∂u−ρ
∂ν
(ρx)φ(x) dσx = ρ
−1
∫
∂D
∂v−
∂ν
(x)φ(x) dσx
=ρ−1
[∫
∂D
∂v−
∂ν
(x)w(x) dσx −
∫
∂D
v(x)
∂w
∂ν
(x) dσx
]
=ρ−1
[∫
D
∆v(x)w(x) dx−
∫
D
v(x)∆w(x) dx
]
.
(3.16)
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Then by (3.15) and (3.16), we further have∣∣∣∣∫
∂D
Ψ−(ρx)φ(x) dσx
∣∣∣∣
≤ρ−1
∣∣∣∣∫
D
∆v(x)w(x) dx−
∫
D
v(x)∆w(x) dx
∣∣∣∣
≤
√
α2 + β2
γ
ρ−δ−1ω2
(∫
D\D1/2
|v(x)|2dx
)1/2
‖w‖L2(D)
+ ρ−1
(∫
D\D1/2
|v(x)|2dx
)1/2
‖∆w‖L2(D).
(3.17)
Using the relation
‖v‖L2(D\D1/2) = ‖uρ(ρ ·)‖L2(D\D1/2) = ρ−N/2‖uρ‖L2(Dρ\Dρ/2)
we have from (3.17) that∣∣∣∣∫
∂D
Ψ−(ρx)φ(x) dσx
∣∣∣∣
≤ Cρ−N/2−1
(
1 +
√
α2 + β2
γ
ρ−δω2
)
‖uρ‖L2(Dρ\Dρ/2)‖φ‖H3/2(∂D),
(3.18)
which implies
∥∥Ψ−(ρ ·)∥∥
H−3/2(∂D)
≤ Cρ−N/2−1
(
1 +
√
α2 + β2
γ
ρ−δω2
)
‖uρ‖L2(Dρ\Dρ/2).
(3.19)
By (3.19) and Lemma 3.2, one immediately has (3.10). Finally, by (3.14)
and the transmission condition on ∂D, we see
∂u+
∂ν
∣∣∣∣
∂Dρ
= γρ2+δ
∂u−
∂ν
∣∣∣∣
∂Dρ
and hence
Ψ+(ρx) = γρ2+δΨ−(ρx) for x ∈ ∂D
which together with (3.10) implies (3.11).
The proof is completed.
11
The next lemma is of crucial importance in proving Theorem 3.1.
Lemma 3.4. Suppose −ω2 is not an eigenvalue of the Laplacian on Ω with
Neumann boundary condition. Let u0 ∈ H1(Ω) be the solution of (2.15). Let
ϕ ∈ H−1/2(∂Dτ ) and consider the Helmholtz system
∆uτ + ω
2uτ = 0 in Ω\Dτ ,
∂uτ
∂ν
= ϕ on ∂Dτ ,
∂uτ
∂ν
= ψ on ∂Ω.
(3.20)
Let
ϕ0(x) =
∂u0
∂ν
(x) for x ∈ ∂Dτ .
Then there exist a constant τ0 > 0 such that for any τ < τ0,
‖uτ − u0‖H1/2(∂Ω) ≤ C
(
τN‖ψ‖H−1/2(∂Ω) + τN−1 ‖ϕ(τ ·)‖H−3/2(∂D)
)
, (3.21)
where C is a positive constant dependent only on τ0, ω and Ω, D, but inde-
pendent of τ and ϕ, ψ.
Proof. Let
V = uτ − u0 on Ω\Dτ . (3.22)
By (2.15) and (3.20), one sees that V ∈ H1(Ω\Dτ ) satisfies
∆V + ω2V = 0 in Ω\Dτ ,
∂V
∂ν
= ϕ− ∂u0
∂ν
on ∂Dτ ,
∂V
∂ν
= 0 on ∂Ω.
(3.23)
Let V = V1 − V2 with V1 ∈ H1(Ω\Dτ ) satisfying
∆V1 + ω
2V1 = 0 in Ω\Dτ ,
∂V1
∂ν
= ϕ on ∂Dτ ,
∂V1
∂ν
= 0 on ∂Ω.
(3.24)
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and V2 ∈ H1(Ω\Dτ ) satisfying
∆V2 + ω
2V2 = 0 in Ω\Dτ ,
∂V2
∂ν
= ϕ0 on ∂Dτ ,
∂V2
∂ν
= 0 on ∂Ω.
(3.25)
By Lemma 4.1 in Section 4, we know
‖V2‖H1/2(∂Ω) ≤ CτN‖ψ‖H−1/2(∂Ω). (3.26)
In order to estimate ‖V1‖H1/2(∂Ω), we let W ∈ H1loc(RN\Dτ ) be the unique
solution to the following scattering problem
∆W + ω2W = 0 in RN\Dτ ,
∂W
∂ν
= ϕ on ∂Dτ ,
lim
|x|→+∞
|x|(N−1)/2
{
∂W
∂|x| − iωW
}
= 0.
(3.27)
Let τ0 be sufficiently small such that
Dτ0 ⋐ Br0 ⋐ D (3.28)
for some finite r0 > 0, where Br denotes a central ball of radius r. Let
r0 < r1 < r2 < +∞ be such that
Br1 ⋐ Ω and Ω\D ⋐ Br2\Br0 . (3.29)
By Lemma 4.2 in Section 4, we have
‖W‖L2(Br2\Br0) ≤ Cτ
N−1‖ϕ(τ ·)‖H−3/2(∂D). (3.30)
Since (∆ + ω2)W = 0, by the interior regularity estimates, we see∥∥∥∥∥∂W∂ν
∣∣∣∣
∂Br1
∥∥∥∥∥
H1/2(∂Br1 )
≤ CτN−1‖ϕ(τ ·)‖H−3/2(∂D), (3.31)
‖W‖H1/2(∂Br1 ) ≤ Cτ
N−1‖ϕ(τ ·)‖H−3/2(∂D), (3.32)
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and
‖W‖H1/2(∂Ω) ≤ CτN−1‖ϕ(τ ·)‖H−3/2(∂D). (3.33)
Next, by the Green’s representation, we know
W (x) =
∫
∂Br1
∂G(x− y)
∂ν(y)
W (y)−G(x−y)∂W (y)
∂ν(y)
dσy, x ∈ RN\Br1 (3.34)
where
G(x) =
i
4
(
ω
2π|x|
)(N−2)/2
H
(1)
(N−2)/2(ω|x|) (3.35)
is the outgoing Green’s function. By (3.31), (3.32) and (3.34), it is readily
seen that ∥∥∥∥∂W∂ν
∣∣∣∣
∂Ω
∥∥∥∥
C(∂Ω)
≤ CτN−1‖ϕ(τ ·)‖H−3/2(∂D). (3.36)
Let
P = V1 −W.
By (3.23) and (3.27), one sees that P ∈ H1(Ω\Dτ ) satisfies
∆P + ω2P = 0 in Ω\Dτ ,
∂P
∂ν
= 0 on ∂Dτ ,
∂P
∂ν
= −∂W
∂ν
on ∂Ω.
(3.37)
By Lemma 4.3 in the following, we have
‖P‖H1/2(∂Ω) ≤ C
∥∥∥∥∂W∂ν
∣∣∣∣
∂Ω
∥∥∥∥
C(∂Ω)
, (3.38)
which together with (3.36) implies
‖P‖H1/2(∂Ω) ≤ CτN−1‖ϕ(τ ·)‖H−3/2(∂D). (3.39)
Since V1 = P +W , (3.33) and (3.39) immediately yields that
‖V1‖H1/2(∂Ω) ≤ CτN−1‖ϕ(τ ·)‖H−3/2(∂D),
which together with (3.26) implies (3.21).
The proof is completed.
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We are in a position to present the proof of Theorem 3.1.
Proof (Proof of Theorem 3.1). By taking τ = ρ and ϕ =
∂u+ρ
∂ν
|∂Dρ in
Lemma 3.4, we have
‖uρ − u0‖H1/2(∂Ω)
≤C1
(
ρN ‖ψ‖H−1/2(∂Ω) + ρN−1
∥∥∥∥(∂u+ρ∂ν
)
(ρ ·)
∥∥∥∥
H−3/2(∂D)
)
.
(3.40)
Next, by (3.11) in Lemma 3.3, we have for ǫ > 0∥∥∥∥(∂u+ρ∂ν
)
(ρ ·)
∥∥∥∥
H−3/2(∂D)
≤C2ρ(2−N)/2‖ψ‖1/2H−1/2(∂Ω)‖uρ − u0‖
1/2
H1/2(∂Ω)
≤C2ρ(2−N)/2
(
ρ(2−N)/2 · ρN−1
4ǫ
‖ψ‖H−1/2(∂Ω)
+
ǫ
ρ(2−N)/2 · ρN−1‖uρ − u0‖H1/2(∂Ω)
) (3.41)
From (3.40) and (3.41), we further have
‖uρ − u0‖H1/2(∂Ω) ≤C1ρN‖ψ‖H−1/2(∂Ω)
+
1
4
C1C2ρ
N−1ρ
ǫ
‖ψ‖H−1/2(∂Ω) + C1C2ǫ‖uρ − u0‖H1/2(∂Ω).
(3.42)
By choosing ǫ such that C1C2ǫ < 1, we see immediately from (3.42) that
‖uρ − u0‖H1/2(∂Ω) ≤ CρN‖ψ‖H−1/2(∂Ω),
which completes the proof.
4. Some estimates on small inclusions
In this section, we shall derive those lemmas that were needed in the proof
of Lemma 3.4 on the wave estimates due to small inclusions. We would like
to mention that there are a lot of results on this subject in different settings
in literature, see e.g., [6, 7, 8, 9]. We shall derive some new estimates in the
specific setting of our current study. We would make essential use of the layer
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potential techniques to derive the desired estimates in this section. To that
end, we let G(x) be the outgoing Green’s function in (3.35). It is well-known
that when N = 2,
G(x) = − 1
2π
ln |x|+ i
4
− 1
2π
ln
ω
2
− E
2π
+O(|x|2 ln |x|) (4.1)
for |x| → 0, where E is the Euler’s constant; and when N = 3
G(x) =
eiω|x|
4π|x| . (4.2)
For surface densities ψ(x) with x ∈ ∂Ω, and ϕ(x) with x ∈ ∂Dτ , we introduce
the single- and double-layer potential operators as follows
(SL[∂Ω]ψ)(x) =
∫
∂Ω
G(x− y)ψ(y) dσy, x ∈ RN\∂Ω
(SL[∂Dτ ]ϕ)(x) =
∫
∂Dτ
G(x− y)ϕ(y) dσy, x ∈ RN\∂Dτ
(4.3)
and
(DL[∂Ω]ψ)(x) =
∫
∂Ω
∂G(x− y)
∂ν(y)
ψ(y) dσy, x ∈ RN\∂Ω
(DL[∂Dτ ]ϕ)(x) =
∫
∂Dτ
∂G(x − y)
∂ν(y)
ϕ(y) dσy, x ∈ RN\∂Dτ .
(4.4)
We also let
(S[∂Ω]ψ)(x) =
∫
∂Ω
G(x− y)ψ(y) dσy, x ∈ ∂Ω
(S[∂Dτ ]ϕ)(x) =
∫
∂Dτ
G(x− y)ϕ(y) dσy, x ∈ ∂Dτ
(4.5)
and
(K[∂Ω]ψ)(x) =
∫
∂Ω
∂G(x− y)
∂ν(y)
ψ(y) dσy, x ∈ ∂Ω
(K[∂Dτ ]ϕ)(x) =
∫
∂Dτ
∂G(x − y)
∂ν(y)
ϕ(y) dσy, x ∈ ∂Dτ .
(4.6)
As specified earlier in Section 3, we would like to emphasize again here
that in the above integral operators, ν denotes the exterior unit normal vector
of the underlying domain.
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Lemma 4.1. Suppose −ω2 is not an eigenvalue of the Laplacian on Ω with
Neumann boundary condition. Let u0 ∈ H1(Ω) be the solution of (2.15) and
ϕ0(x) =
∂u0
∂ν
(x) for x ∈ ∂Dτ . Consider the Helmholtz system
∆uτ + ω
2uτ = 0 in Ω\Dτ ,
∂uτ
∂ν
= ϕ0 on ∂Dτ ,
∂uτ
∂ν
= 0 on ∂Ω.
(4.7)
Then there exists a constant τ0 > 0 such that for any τ < τ0, (4.7) has a
unique solution uτ ∈ H1(Ω\Dτ ) and moreover
‖uτ‖H1/2(∂Ω) ≤ C τN‖ψ‖H−1/2(∂Ω). (4.8)
where C is a positive constant dependent only on τ0, ω and Ω, D, but inde-
pendent of τ and ψ.
Proof. Since ϕ0 ∈ C(∂Dτ ), we know uτ ∈ C2(Ω\Dτ )∩C(Ω\Dτ) is a strong
solution (cf. [11]). By Green’s representation formula, we know
uτ (x) =
∫
∂(Ω\Dτ )
{
G(x− y)∂uτ (y)
∂ν(y)
− ∂G(x− y)
∂ν(y)
uτ(y)
}
dσy, x ∈ Ω\Dτ .
(4.9)
Let
h(x) := −
∫
∂Dτ
G(x− y)ϕ0(y) dσy
and
φ1 = uτ |∂Dτ and φ2 = uτ |∂Ω.
From (4.9) we have
uτ (x) = (DL[∂Dτ ]φ1)(x)− (DL[∂Ω]φ2)(x) + h(x), x ∈ Ω\Dτ . (4.10)
Letting x go to ∂Ω and ∂Dτ , respectively, by the mapping properties of
double-layer potential operator (cf. [11] and [30]), we have from (4.10) the
following system of integral equations for φ1 ∈ C(∂Dτ ) and φ2 ∈ C(∂Ω),
1
2
φ1(x) = (K[∂Dτ ]φ1)(x)− (DL[∂Ω]φ2)(x) + h(x), x ∈ ∂Dτ
1
2
φ2(x) = (DL[∂Dτ ]φ1)(x)− (K[∂Ω]φ2)(x) + h(x), x ∈ ∂Ω.
(4.11)
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Next, we claim
‖h(τ ·)‖C(∂D) ≤ Cτ‖ψ‖H−1/2(∂Ω) and ‖h(·)‖C(∂Ω) ≤ CτN‖ψ‖H−1/2(∂Ω). (4.12)
We first estimate h(x) for x ∈ ∂Ω. It is noted that |G(x−y)|, |∇yG(x−y)| ≤
C˜ for any x ∈ ∂Ω and y ∈ ∂Dτ , where C˜ depends only on τ0 and ∂Ω.
Integrating by parts, we have for any x ∈ ∂Ω
|h(x)| =
∣∣∣∣∫
∂Dτ
G(x− y)∂u0(y)
∂ν(y)
dσy
∣∣∣∣
=
∣∣∣∣∫
Dτ
∆yu0(y)G(x− y) dy +
∫
Dτ
∇yG(x− y) · ∇yu0(y) dy
∣∣∣∣
≤ ω2
∣∣∣∣∫
Dτ
G(x− y)u0(y) dy
∣∣∣∣+ ∣∣∣∣∫
Dτ
∇yG(x− y) · ∇yu0(y) dy
∣∣∣∣
≤C˜τN (ω2‖u0‖L∞(Dτ ) + ‖∇u0‖L∞(Dτ ))
≤CτN‖ψ‖H−1/2(∂Ω).
(4.13)
We proceed to estimate h(x) for x ∈ ∂Dτ . By taking τ0 sufficiently small, we
assume D2τ0 ⋐ Ω. We first let x ∈ ∂Dδτ with 1 < δ < 2. Similar to (4.13),
by integration by parts, we have
|h(x)| ≤ ω2
∣∣∣∣∫
Dτ
G(x− y)u0(y) dy
∣∣∣∣+ ∣∣∣∣∫
Dτ
∇yG(x− y) · ∇yu0(y) dy
∣∣∣∣ .
(4.14)
For the first term in (4.14), we have for x′ ∈ ∂Dδ
|h1(τx′)| ≤ ω2
∫
D
|G(τ(x′ − y′))u0(τy′)| τNdy′ (4.15)
Using (4.1) and (4.2), and the mapping property of volume potential opera-
tor, it is straightforward to verify that
‖h1(τ ·)‖C(∂Dδ) ≤ C˜τ‖u0(τ ·)‖L∞(D) ≤ Cτ‖ψ‖H−1/2(∂Ω), (4.16)
where C is independent of δ and τ . In like manner, it can be shown that for
the second term in (4.14)
h2(x) =
∫
Dτ
∇yG(x− y) · ∇yu0(y) dy,
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we have
‖h2(τ ·)‖C(∂Dδ) ≤ Cτ‖ψ‖H−1/2(∂Ω). (4.17)
By the mapping properties of single-layer potential operator (cf. [11]), we
know
h(x)|∂Dτ = lim
δ→1+
(h(x)|∂Dδτ ) ,
which together with (4.16) and (4.17) implies
‖h(τ ·)‖C(∂D) ≤ Cτ‖ψ‖H−1/2(∂Ω). (4.18)
We now consider the system of integral equations (4.11). It is first noted
that
‖ (DL[∂Dτ ]φ1) (·)‖C(∂Ω) ≤ Cτ (N−1)/2‖φ1(·)‖L2(∂Dτ ). (4.19)
It is further noted that since −ω2 is not an eigenvalue of the Laplacian on Ω
with Neumann boundary condition,
1
2
I +K[∂Ω] : C(∂Ω)→ C(∂Ω)
is invertible (cf. [11]). Hence, by the second equation in (4.11), and (4.12),
(4.19), we have
‖φ2‖C(∂Ω) ≤ C
(
τ (N−1)/2‖φ1(·)‖L2(∂Dτ ) + τN‖ψ‖H−1/2(∂Ω)
)
. (4.20)
We proceed to treat the first equation in (4.11). First, by change of variables
in integrals, it is straightforward to show that(
K[∂Dτ ]φ1
)
(τx′) =
(
K0[∂D]φ1(τ ·)
)
(τx′) + (Rφ1(τ ·)) (τx′), x′ ∈ ∂D,
(4.21)
whereK0[∂D] is an integral operator with the kernel given by ∂G0(x
′ − y′)/∂ν(y′)
with
G0(x
′ − y′) =

− 1
2π
ln |x′ − y′| N = 2,
1
4π
1
|x′ − y′| N = 3,
(4.22)
for x′ 6= y′ and x′, y′ ∈ ∂D, and R satisfies
‖R‖L(L2(∂D),L2(∂D)) ≤ Ce(τ), (4.23)
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where
e(τ) =
{
τ 2 ln τ when N = 2,
τ 2 when N = 3.
Using (4.21), the first equation in (4.11) can be reformulated into[(
1
2
I −K0[∂D] −R
)
φ1(τ ·)
]
(τx′)+
(
DL[∂Ω]φ2(·)
)
(τx′) = h(τx′), x′ ∈ ∂D.
(4.24)
Then using (4.20), it is directly verified that∥∥(DL[∂Ω]φ2) (τ ·)∥∥L2(∂D) ≤ C (τ (N−1)/2‖φ1(·)‖L2(∂Dτ ) + τN‖ψ‖H−1/2(∂Ω)) .
(4.25)
Since I − 1
2
K0[∂D] is invertible from L
2(∂D) to L2(∂D) (see [42], [38, §7.11]),
by (4.23), (4.24), (4.25) and (4.12), one can show that
‖φ1(τ ·)‖L2(∂D) ≤ Cτ‖ψ‖H−1/2(∂Ω). (4.26)
Using the relation ‖φ1(·)‖L2(∂Dτ ) = τ (N−1)/2‖φ(τ ·)‖L2(∂D), one further has
from (4.26) that
‖φ1‖L2(∂Dτ ) ≤ Cτ (N+1)/2‖ψ‖H−1/2(∂Ω). (4.27)
Then, by (4.20) and (4.27), we see that
‖φ2‖C(∂Ω) ≤ CτN‖ψ‖H−1/2(∂Ω). (4.28)
Finally, by the second equation in (4.11), we have
u(x) = 2
{
(DL[∂Dτ ]φ1)(x)− (K[∂Ω]φ2)(x) + h(x)
}
, x ∈ ∂Ω. (4.29)
By a similar argument to (4.13), one can show that ‖h‖C1(∂Ω) ≤ CτN‖ψ‖H−1/2(∂Ω),
which implies
‖h‖H1/2(∂Ω) ≤ CτN‖ψ‖H−1/2(∂Ω). (4.30)
Since for x ∈ ∂Ω, DL[∂Dτ ] has a smooth kernel, by (4.27) and Schwartz
inequality, it is straightforward to show that
‖DL[∂Dτ ]φ1‖H1/2(∂Ω) ≤ C˜[measure(∂Dτ )]1/2‖φ1‖L2(∂Dτ ) ≤ CτN‖ψ‖H−1/2(∂Ω).
(4.31)
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By noting that K[∂Ω] is bounded from L
2(∂Ω) to H1(∂Ω) (cf. [11]), we see
from (4.28) that
‖K[∂Ω]φ2‖H1/2(∂Ω) ≤ CτN‖ψ‖H−1/2(∂Ω). (4.32)
Combining (4.29)–(4.32), we have
‖u‖H1/2(∂Ω) ≤ CτN‖ψ‖H−1/2(∂Ω),
which completes the proof.
Lemma 4.2. Let Brl, l = 0, 1, 2, D,Dτ be the ones in (3.28) and (3.29) and
let W ∈ H1loc(RN\Dτ ) be the unique solution to
∆W + ω2W = 0 in RN\Dτ ,
∂W
∂ν
= φ ∈ H−1/2(∂Dτ ) on ∂Dτ ,
lim
|x|→+∞
|x|(N−1)/2
{
∂W
∂|x| − iωW
}
= 0.
(4.33)
There exists a constant τ0 > 0 such that for any τ < τ0,
‖W‖L2(Br2\Br0 ) ≤ CτN−1‖φ(τ ·)‖H−3/2(∂D), (4.34)
where C is a positive constant dependent only on D and τ0, ω, r0, r2, but
independent of φ and τ .
In order to gain more insights, we first present a proof of Lemma 4.2
within spherical geometry. That is, we shall first assume that Dτ = Bτ , the
central ball of radius τ in RN , and D = B1. We shall make essential use of
series representation of the wave field W .
Proof (Proof of Lemma 4.2). Clearly, in order to show (4.34), it suf-
fices to prove that there exist two constants C1, C2, such that for all φ(τ ·) ∈
H−1/2(∂B1) and τ < τ0,{
‖W‖H1/2(∂Br0 ) ≤ C1τ
N−1‖φ(τ ·)‖H−3/2(∂B1),
‖W‖H1/2(∂Br2 ) ≤ C2τ
N−1‖φ(τ ·)‖H−3/2(∂B1).
(4.35)
We shall make use of eigenvalues and eigenfunctions of the Laplace-
Beltrami operator on a sphere ∂Br to define the Sobolev space H
s(∂Br)
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for r > 0 and s ∈ R, which we briefly review in the following and we refer
to [32, §5.4] and [26, §1.7] for general discussions. The Laplace-Beltrami
operator on a circle ∂Br in two dimensions is
∆∂Bru =
1
r2
∂2u
∂θ2
,
where (r, θ) is the polar coordinate in R2 (cf. [27, page 234]); and the Laplace-
Beltrami operator on a sphere ∂Br in three dimensions is
∆∂Bru =
1
r2 sin θ
[
∂
∂θ
(sin θ
∂u
∂θ
) +
1
sin θ
∂2u
∂ϕ2
]
,
where (r, θ, ϕ) is the spherical coordinates in R3 (see [36, Appendix] and [27]).
By direct calculations, one has
−∆∂Br
einθ√
2πr
=
n2
r2
einθ√
2πr
.
{wn := einθ√2pir}∞n=−∞ is an orthonormalized basis in L2(∂Br) and λn := n2/r2
is the eigenvalue corresponding to the eigenfunction wn. Suppose u(x) =∑∞
n=−∞ cn(r)e
inθ ∈ Hs(∂Br), s ∈ R, then by [32] we know
‖u‖2Hs(∂Br) =
∞∑
n=−∞
(1 + n2/r2)s|cn(r)
√
2πr|2. (4.36)
It is noted that when r = 1, this is consistent with the Hs[0, 2π] presented
in [21, §8.1]. In three dimensions, by straightforward calculations, we have
−∆∂Br
Y mn (xˆ)
r
=
1
r2
n(n + 1)
Y mn (xˆ)
r
,
where Y mn (xˆ) for xˆ ∈ S2, n ∈ N∪{0} andm = −n,−(n−1), . . . , (n−1), n, are
the spherical harmonics. Hence in 3D, the eigenvalues and eigenfunctions are,
respectively, λn = n(n + 1)/r
2 and wmn =
Ymn (xˆ)
r
, m = −n,−(n − 1), ..., (n−
1), n. Suppose u(x) =
∑∞
n=0
∑n
m=−n a
m
n (r)Y
m
n (xˆ) ∈ Hs(∂Br), s ∈ R, then
we have
‖u‖2Hs(∂Br) =
∞∑
n=0
n∑
m=−n
(
1 +
n(n+ 1)
r2
)s
|amn (r)r|2. (4.37)
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We first consider the two-dimensional case of the lemma. Suppose τ <
τ0 < r0/4 and φ(x) = φ(τx
′) =
∑∞
n=−∞ cn(τ)e
inθ, x = τx′, x′ ∈ ∂B1. Since
φ(τx′) ∈ H−1/2(∂B1), one first sees from (4.36)
‖φ(τ ·)‖H−3/2(∂B1) =
{ ∞∑
n=−∞
(1 + n2)−3/22π|cn|2
}1/2
< +∞.
Suppose that the solution is of the form W (x) =
∑∞
n=−∞ anH
(1)
n (ω|x|)einθ,
x ∈ R2\Bτ . According to the PDE system (4.33), we have an = cn
ωH
(1)
n
′
(ωτ)
and
W (x)|∂Br0 =
∞∑
n=−∞
cn
ωH
(1)
n
′
(ωτ)
H(1)n (ωr0)
√
2πr0
einθ√
2πr0
.
Hence, by direct calculations
‖W (x)‖2H1/2(∂Br0 ) =
∞∑
n=−∞
(1 + n2/r20)
1/2
∣∣∣∣∣cnH(1)n (ωr0)ωH(1)n ′(ωτ)
√
2πr0
∣∣∣∣∣
2
≤
{ ∞∑
n=−∞
(1 + n2)−3/22π|cn|2
}(1 + 1/r20)1/2
∞∑
n=−∞
(1 + n2)2
∣∣∣∣∣ H(1)n (ωr0)ωH(1)n ′(ωτ)√r0
∣∣∣∣∣
2
 ,
(4.38)
where we made use of the fact that (1 + n2/r20) ≤ (1 + 1/r20)(1 + n2). By
(4.37) and (4.38), it is sufficient for us to study the asymptotic development
of
T (τ) := (1 + 1/r20)
1/2
∞∑
n=−∞
(1 + n2)2
∣∣∣∣∣ H(1)n (ωr0)ωH(1)n ′(ωτ)√r0
∣∣∣∣∣
2
.
Since H
(1)
−n(ωr) = (−1)nH(1)n (ωr), we only need consider n ≥ 0 in the above
series. By the asymptotic behaviors of Hankel functions as τ → +0 or
n → +∞ (see [2] and [29]), it can be shown that there exists a positive
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integer N0 such that
H
(1)
0 (ωr0)
ωH
(1)
0
′
(ωτ)
∼ −iπH
(1)
0 (ωr0)
2
τ, n = 0,
H
(1)
n (ωr0)
ωH
(1)
n
′
(ωτ)
∼ −iπH
(1)
n (ωr0)
2nn!ω
(ωτ)n+1, n < N0,
H
(1)
n (ωr0)
ωH
(1)
n
′
(ωτ)
∼ −τ
n
(
τ
r0
)n, n ≥ N0.
(4.39)
Furthermore, by our assumption on τ , we have
∑
n≥N0
(1 + n2)2
n2
(
τ
r0
)2n
≤
∑
n≥N0
(1 + n2)2
n2
1
42n
< +∞. (4.40)
Using (4.39) and (4.40), one can show by straightforward calculations that
T (τ) ≤ C21τ 2, where C1 is independent of τ for τ0 sufficiently small. There-
fore, we have
‖W‖H1/2(∂Br0 ) ≤ C1τ‖φ(τ ·)‖H−3/2(∂B1). (4.41)
In like manner, one can show that there exists C2 such that
‖W‖H1/2(∂Br2 ) ≤ C2τ‖φ(τ ·)‖H−3/2(∂B1). (4.42)
It is interesting to remark that by similar arguments, one can actually show
that for any positive integer s, we have
‖W‖H1/2(∂Br0 ) ≤ C˜1τ‖φ(τ ·)‖H−s/2(∂B1), (4.43)
and
‖W‖H1/2(∂Br2 ) ≤ C˜2τ‖φ(τ ·)‖H−s/2(∂B1). (4.44)
where C˜1 and C˜2 are positive constants dependent only on s, r0, r2, τ0 and
ω, but independent of τ and φ.
The three dimensional case can be proved similarly. Suppose φ(x) ∈
H−1/2(∂Bτ ), and
φ(x) =
∞∑
n=0
n∑
m=−n
cmn (|x|)Y mn .
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Then,
‖φ(τ ·)‖2H−3/2(∂B1) =
∞∑
n=0
n∑
m=−n
(1 + n(n+ 1))−3/2|cmn (τ)|2.
Suppose the solution is of the form
W (x) =
∞∑
n=0
n∑
m=−n
amn h
(1)
n (ω|x|)Y mn (xˆ).
By using the boundary condition on ∂Bτ , we have a
m
n =
cmn (τ)
ωh
(1)
n
′
(ωτ)
. Let
dn = (1+ n(n+1)) in the following calculations. It is noted that (1 + n(n+
1)/r20) ≤ (1 + 1/r20)dn. We have
‖W‖2H1/2(∂Br0 ) =
∞∑
n=0
n∑
m=−n
(1 + n(n+ 1)/r20)
1/2
∣∣∣∣∣cmn (τ)h(1)n (ωr0)r0ωh(1)n ′(ωτ)
∣∣∣∣∣
2
≤
{ ∞∑
n=0
n∑
m=−n
d−3/2n |cmn (τ)|2
}(1 + 1/r20)1/2
∞∑
n=0
d2n
∣∣∣∣∣h(1)n (ωr0)r0ωh(1)n ′(ωτ)
∣∣∣∣∣
2
 .
(4.45)
By the asymptotic properties of the spherical Hankel functions h
(1)
n (ωr) and
their derivatives as r → +0 or n→ +∞ (see [2] and [29]), similar to the two
dimensional case, one can show that
(1 + 1/r20)
1/2
∞∑
n=0
d2n
∣∣∣∣∣h
(1)
n (ωr0)r0
ωh
(1)
n
′
(ωτ)
∣∣∣∣∣
2
≤ C21τ 4.
Therefore, we have
‖W‖H1/2(∂Br0 ) ≤ C1τ
2‖φ(τ ·)‖H−3/2(∂B1).
In like manner, one can show
‖W‖H1/2(∂Br2 ) ≤ C2τ
2‖φ(τ ·)‖H−3/2(∂B1).
Similar to the estimates in (4.43) and (4.44) for the two dimensional case,
one can derive more general estimates for the three dimensional case as well.
Next, we shall present the proof of Lemma 4.2 within general geometry,
which is based on layer-potential techniques.
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Proof (Proof of Lemma 4.2). Let
ϕ =W |∂Dτ ∈ H1/2(∂Dτ ).
Similar to (4.10), we have (cf. [30])
W (x) = (DL[∂Dτ ]ϕ)(x)− (SL[∂Dτ ]φ)(x), x ∈ RN\Dτ . (4.46)
By the jump properties of layer potential operators (cf. [30]), we have from
(4.46) that
1
2
ϕ(x) = (K[∂Dτ ]ϕ)(x)− (S[∂Dτ ]φ)(x), x ∈ ∂Dτ . (4.47)
Next, we only consider the 3D case, and the 2D case could be shown in a
similar manner.
We shall first show that
‖ϕ(τ ·)‖H−1/2(∂D) ≤ Cτ‖φ(τ ·)‖H−3/2(∂D). (4.48)
To that end, we first note that by straightforward calculations
(S[∂Dτ ]φ)(τx
′) = τ(S0[∂D]φ(τ ·))(τx′) + (S φ(τ ·))(τx′), x′ ∈ ∂D, (4.49)
where S0[∂D] is an integral operator with the kernel given by G0(x
′ − y′) as
the one in (4.22), and S is an integral operator with the kernel given by
L (x′−y′) = iω
4π
τ 2+
τ(iωτ)2
2!
|x′ − y′|
4π
+
τ(iωτ)3
3!
|x′ − y′|2
4π
A(|x′−y′|), (4.50)
where A(t) is an (real) analytic function in t ∈ R. Hence, by the mapping
properties presented in [32, §4.3], one has
‖(S φ(τ ·))(τx′)‖H−1/2(∂D) ≤ Cτ 2‖φ(τ ·)‖H−3/2(∂D). (4.51)
Moreover, we know (cf. [38, §7.11],[32, §4.4])
‖(S0[∂D]φ(τ ·))(τx′)‖H−1/2(∂D) ≤ C‖φ(τ ·)‖H−3/2(∂D). (4.52)
Next, by using the decomposition (4.21) of K[∂Dτ ], (4.47) can be reformu-
lated as [(
1
2
I −K0[∂D] −R
)
ϕ(τ ·)
]
(τx′)
=τ(S0[∂D]φ(τ ·))(τx′) + (S φ(τ ·))(τx′), x′ ∈ ∂D.
(4.53)
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By straightforward asymptotic expansions and also using the mapping prop-
erties presented in [32, §4.3], one can readily show that
‖R‖L(H−1/2(∂D),H−1/2(∂D)) ≤ Cτ 2. (4.54)
We shall also make use of the fact that (cf. [38, §7.11])
1
2
I −K0[∂D] is an isomorphism from H−1/2(∂D) to H−1/2(∂D). (4.55)
Hence, by combining (4.49)–(4.55), one readily has (4.48).
Finally, by taking x ∈ Br2\Br0 in (4.46) and using (4.48), we have (4.34)
by straightforward verification.
Lemma 4.3. Let D,Dτ and Ω be the ones in Lemma 4.1 and let P ∈
H1(Ω\Dτ ) satisfy 
∆P + ω2P = 0 in Ω\Dτ ,
∂P
∂ν
= 0 on ∂Dτ ,
∂P
∂ν
= ϕ ∈ C(∂Ω) on ∂Ω.
(4.56)
Suppose −ω2 is not an eigenvalue of the Laplacian on Ω with Neumann
boundary condition. Then there exists a constant τ0 > 0 such that for τ < τ0,
(4.56) is uniquely solvable and satisfies
‖P‖H1/2(∂Ω) ≤ C‖ϕ‖C(∂Ω), (4.57)
where C is a positive constant dependent only on τ0, ω and Ω, D, but inde-
pendent of τ and ϕ.
Proof. We shall make use of layer potential techniques again to show that
lemma. The argument would follow a similar spirit to that for proving
Lemma 4.1, but would be comparatively simpler and we shall only sketch
in the following.
Clearly, P ∈ C2(Ω\Dτ ) ∩ C(Ω\Dτ ) is a strong solution. By letting
p1 = P |∂Dτ and p2 = P |∂Ω,
we have
P (x) = (DL[∂Dτ ]p1)(x)− (DL[∂Ω]p2)(x) + g(x), (4.58)
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where
g(x) =
∫
∂Ω
G(x− y)ϕ(y) dσy
satisfying
‖g(τ ·)‖C(∂D) ≤ C‖ϕ‖C(∂Ω) and ‖g‖C(∂Ω) ≤ C‖ϕ‖C(∂Ω). (4.59)
By the jump properties of double-layer potential operator, we have from
(4.58) the following system of integral equations for p1 ∈ C(∂Dτ ) and p2 ∈
C(∂Ω),
1
2
p1(x) = (K[∂Dτ ]p1)(x)− (DL[∂Ω]p2)(x) + g(x), x ∈ ∂Dτ
1
2
p2(x) = (DL[∂Dτ ]p1)(x)− (K[∂Ω]p2)(x) + g(x), x ∈ ∂Ω.
(4.60)
By a similar scaling and asymptotic argument to that in the proof of Lemma 4.1,
one can show that
‖p1‖C(∂Dτ ) ≤ C‖ϕ‖C(∂Ω) and ‖p2‖C(∂Ω) ≤ C‖ϕ‖C(∂Ω), (4.61)
which in combination with the second equality in (4.60) then implies (4.57)
by direct verification.
5. Spherical cloaking device with uniform cloaked contents and
sharpness of our estimates
In this section, we consider our near-cloaking scheme within spherical
geometry and uniform cloaked contents. For this special case, we shall assess
the cloaking performance, namely Theorem 2.1, and the result illustrates the
sharpness of our estimate in Section 3.
In the rest of this section, we choose Ω to be BR, R > 0, and σ
′
a to be a
scalar constant multiple of the identity matrix, and q′a to be a positive con-
stant. By a bit abusing of notation, we shall regard σ′a as a scalar constant.
In the following, we first consider the two-dimensional case. By transfor-
mation acoustics, it is straightforward to show that σa = σ
′
a, qa = q
′
a/ρ
2 in
Dρ/2. Let ωa = ω
√
qa/σa and ωl = ω
√
ql/σl = ω
√
1 + iρ−1−
δ
2 (we choose the
branch of
√
1 + i such that ℑ√1 + i > 0, that is √1 + i = 2 14 eipi8 ). Suppose
ψ(x) =
∞∑
n=−∞
ψn(R)e
inθ ∈ H−1/2(∂BR),
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and according to our earlier discussion in Section 4,
‖ψ‖2H−1/2(∂BR) =
∞∑
n=−∞
(1 + n2/R2)−1/2|ψn
√
2πR|2. (5.1)
We assume that the solution of (3.2) is given by
uρ(x) =

∞∑
n=−∞
enJn(ωa|x|)einθ, x ∈ Bρ/2,
∞∑
n=−∞
cnJn(ωl|x|)einθ +
∞∑
n=−∞
dnH
(1)
n (ωl|x|)einθ, x ∈ Bρ\Bρ/2,
∞∑
n=−∞
anJn(ω|x|)einθ +
∞∑
n=−∞
bnH
(1)
n (ω|x|)einθ, x ∈ BR\Bρ.
(5.2)
We shall denote ua = uρ|Bρ/2, ul = uρ|Bρ\Bρ/2 and uR = u|BR\Bρ . By the
standard transmission conditions on ∂Bρ/2, ∂Bρ and the boundary condition
on ∂BR, we have
ua(x) = ul(x), σa
∂ua(x)
∂ν(x)
= σl
∂ul(x)
∂ν(x)
, x ∈ ∂Bρ/2,
ul(x) = uR(x), σl
∂ul(x)
∂ν(x)
=
∂uR(x)
∂ν(x)
, x ∈ ∂Bρ,
∂uR(x)
∂ν(x)
= ψ(x), x ∈ ∂BR.
(5.3)
Plugging the series representations (5.2) into (5.3), we have the following
linear system of equations for the coefficients,
enJn(ωaρ/2) = cnJn(ωlρ/2) + dnH
(1)
n (ωlρ/2),√
σaqaenJ
′
n(ωaρ/2) =
√
σlql[cnJ
′
n(ωlρ/2) + dnH
(1)
n
′
(ωlρ/2)],
cnJn(ωlρ) + dnH
(1)
n (ωlρ) = anJn(ωρ) + bnH
(1)
n (ωρ),√
σlql[cnJ
′
n(ωlρ) + dnH
(1)
n
′
(ωlρ)] = anJ
′
n(ωρ) + bnH
(1)
n
′
(ωρ),
anωJ
′
n(ωR) + bnωH
(1)
n
′
(ωR) = ψn.
(5.4)
Letting A =
√
σaqa
σlql
=
√
σ′aq
′
a
2
1
4 ei
pi
8
ρ−2−
δ
2 , from the first two equations of (5.4) we
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have
dn = − Jn(ωlρ/2)
H
(1)
n (ωlρ/2)
cn if Jn(ωaρ/2) = 0,
dn = − J
′
n(ωlρ/2)−AJn(ωlρ/2)J
′
n(ωaρ/2)
Jn(ωaρ/2)
H
(1)
n
′
(ωlρ/2)−AH(1)n (ωlρ/2)J
′
n(ωaρ/2)
Jn(ωaρ/2)
cn if Jn(ωaρ/2) 6= 0.
(5.5)
Denoting the expressions before cn in (5.5) by Υn, namely dn := Υncn, and
substituting dn into the third and fourth equations of (5.4), we have by
straightforward calculations
bn = −
2
1
4 ei
pi
8 ρ1+
δ
2
J ′n(ωlρ)+ΥnH
(1)
n
′
(ωlρ)
Jn(ωlρ)+ΥnH
(1)
n (ωlρ)
Jn(ωρ)− J ′n(ωρ)
2
1
4 ei
pi
8 ρ1+
δ
2
J ′n(ωlρ)+ΥnH
(1)
n
′
(ωlρ)
Jn(ωlρ)+ΥnH
(1)
n (ωlρ)
H
(1)
n (ωρ)−H(1)n ′(ωρ)
an. (5.6)
Let Γn denote the expression before an in (5.6), namely bn := Γnan, and
Hn(ρ) = J
′
n(ωlρ) + ΥnH
(1)
n
′
(ωlρ)
Jn(ωlρ) + ΥnH
(1)
n (ωlρ)
. (5.7)
Plugging (5.6) into the last equation in (5.2), we have
uR(x) =
∞∑
n=−∞
ψn[Jn(ωR) + ΓnH
(1)
n (ωR)]
ω[J ′n(ωR) + ΓnH
(1)
n
′
(ωR)]
einθ, x ∈ ∂BR, (5.8)
whereas the “free space” solution u0(x) ∈ H1(Ω) of (2.15) is
u0(x) =
∞∑
n=−∞
ψnJn(ω|x|)
ωJ ′n(ωR)
einθ, x ∈ BR. (5.9)
Hence,
[uρ(x)− u0(x)] |∂BR =
∞∑
n=−∞
ψnJn(ωR)
ωJ ′n(ωR)
Γn
[
H
(1)
n (ωR)
Jn(ωR)
− H(1)n
′
(ωR)
J ′n(ωR)
]
1 + ΓnH
(1)
n
′
(ωR)
J ′n(ωR)
 einθ,
(5.10)
and therefore
‖uρ − u0‖2H1/2(∂BR) =
∞∑
n=−∞
(
1 +
n2
R2
)1/2 ∣∣∣∣ψnJn(ωR)ωJ ′n(ωR) h˜n√2πR
∣∣∣∣2
≤
{ ∞∑
n=−∞
(
1 +
n2
R2
)−1/2
|ψn
√
2πR|2
}{ ∞∑
n=−∞
(
1 +
n2
R2
) ∣∣∣∣ Jn(ωR)ωJ ′n(ωR) h˜n
∣∣∣∣2
}
≤
{ ∞∑
n=−∞
(
1 +
n2
R2
) ∣∣∣∣ Jn(ωR)ωJ ′n(ωR) h˜n
∣∣∣∣2
}
‖ψ‖2H−1/2(∂BR)
(5.11)
where
h˜n =
∣∣∣∣∣∣∣∣
Γn
[
H
(1)
n (ωR)
Jn(ωR)
− H(1)n
′
(ωR)
J ′n(ωR)
]
1 + ∆nH
(1)
n
′
(ωR)
J ′n(ωR)
∣∣∣∣∣∣∣∣ .
Since H
(1)
−n(ωr) = (−1)nH(1)n (ωr), we only need consider n ≥ 0 in estimat-
ing the series in the last inequality in (5.11). Using the asymptotic behaviors
of Jn(z), H
(1)
n (z), J ′n(z), H
(1)
n
′
(z) as both ℑz and ℜz tend to +∞ (cf. [2],
[24]), one can show
Hn(ρ) ∼ J
′
n(ωlρ)
Jn(ωlρ)
∼ −eipi/2 +O(nρ δ2 ). (5.12)
which together with the asymptotic behaviors of Jn(ωρ), H
(1)
n (ωρ), J ′n(ωρ),
H
(1)
n
′
(ωρ) as ρ→ +0 (cf. [2, 29]), one can further show{
Γ0 ∼ ρ2piωi2 [2
1
4 ei
5pi
8 ρ
δ
2 − ω
2
], n = 0,
Γn ∼ πi(ωρ)2n[2 54 ei 5pi8 ωρ2+ δ2 + n]/(2nn!)2, n ≥ 1.
(5.13)
Then using the estimates in (5.13), together with the use of the asymptotic
developments of the Bessel and Hankel functions for large n (cf. [2]), one can
verify that there exists a sufficiently large integer N1 such that
h˜0 ∼ ρ2piωi2 [2
1
4 ei
5pi
8 ρ
δ
2 − ω
2
][
H
(1)
0 (ωR)
J0(ωR)
− H
(1)
0
′
(ωR)
J ′0(ωR)
], n = 0,
h˜n ∼ πi(ωρ)2n n(2nn!)2 [H
(1)
n (ωR)
Jn(ωR)
− H(1)n
′
(ωR)
J ′n(ωR)
], 1 ≤ n ≤ N1,
h˜n ∼ 2n( ρR)2n[2
5
4 ei
5pi
8 ωρ2+
δ
2 + n], n > N1.
(5.14)
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Hence from (5.14), we readily see that there exists a constant C1 independent
of ρ for ρ sufficiently small such that
|h˜n| ≤ C1ρ2, n ≤ N1, (5.15)
and for n > N1
|h˜n| ≤ 8
n
( ρ
R
)2n
[2
5
4ωρ2+
δ
2 + n]. (5.16)
Here it is emphasized that due to the asymptotic developments of h˜0 and
h˜1, (5.15) is the best estimate one could achieve, namely C1ρ
2 could not be
improved. Now, using(5.15), we see that
N1∑
n=0
(
1 +
n2
R2
)∣∣∣∣ Jn(ωR)ωJ ′n(ωR) h˜n
∣∣∣∣2 ≤ C2ρ4. (5.17)
Let N1 be sufficiently large such that | Jn(ωR)ωJ ′n(ωR) | < 1 for n > N1, then for
ρ < min{R/4, 1}
∑
n>N1
(
1 +
n2
R2
) ∣∣∣∣ Jn(ωR)ωJ ′n(ωR) h˜n
∣∣∣∣2
≤ ρ
4
R4
∑
n>N1
(
1 +
n2
R2
) ∣∣∣∣ 8n ( ρR)2(n−1) [2 54ωρ2+ δ2 + n]
∣∣∣∣2 < C3ρ4.
(5.18)
Combining (5.11), (5.17) and (5.18), we have
‖uρ − u0‖H1/2(∂BR) ≤ Cρ2‖ψ‖H−1/2(∂BR). (5.19)
Moreover, from the optimality of the estimate (5.15), we readily see the
sharpness of (5.19).
Next, we shall investigate the asymptotic behavior of the boundary con-
dition on ∂B+ρ , namely,
∂u+R
∂ν
|∂Bρ . Since
∂u+R
∂ν
∣∣∣∣
∂Bρ
=
∞∑
n=−∞
ωlne
inθ,
where
ln := anJ
′
n(ωρ) + bnH
(1)
n
′
(ωρ)
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and from the last equation of (5.4)
an =
ψn
ω[J ′n(ωR) + ΓnH
(1)
n
′
(ωR)]
. (5.20)
Hence, we only need study the asymptotic behavior of ln. By direct calcula-
tions, we have
ln =
2
1
4 ei
pi
8 ρ1+
δ
2Hn(ρ)ψn
ω[J ′n(ωR) + ΓnH
(1)
n
′
(ωR)]
J ′n(ωρ)H
(1)
n (ωρ)− Jn(ωρ)H(1)n
′
(ωρ)
[2
1
4 ei
pi
8 ρ1+
δ
2Hn(ρ)H(1)n (ωρ)−H(1)n
′
(ωρ)]
.
Using the asymptotic behavior of Hn(ρ) in (5.12), Γn in (5.13), and the
Wronskian Jn(t)Y
′
n(t) − J ′n(t)Yn(t) = 2pit (cf. [11]), one can show that there
exists a sufficiently large integer N2 such that
l0 ∼ −2 14 ei 5pi8 ρ1+ δ2 ψ0ωJ ′0(ωR) , n = 0,
ln ∼ −ψn2
1
4 ei
5pi
8 ρ1+
δ
2
ωJ ′n(ωR)
2(ωρ)n
2nn!
= O(ρn+1+δ/2), 1 ≤ n ≤ N2,
ln ∼ −2ψn2
1
4 ei
5pi
8 ρ1+
δ
2R
n
( ρ
R
)n, n > N2.
(5.21)
Using (5.21) and a similar argument to that for the proof of Lemma 4.2, we
can show that ∥∥∥∥∂u+R∂ν (ρ ·)
∥∥∥∥
H−1/2(∂B1)
≤ Cρ1+ δ2‖ψ‖H−1/2(∂BR), (5.22)
where C is independent of ρ, δ and ψ. Hence, we readily see that as δ → +∞,
the lossy layer {Bρ\Bρ/2; σl, ql} converges to a sound-hard layer; that is, the
normal velocity of the wave filed would vanish on the exterior of the layer,
namely ∥∥∥∥∂u+R∂ν (ρ ·)
∥∥∥∥
H−1/2(∂B1)
→ 0 as δ → +∞. (5.23)
On the other hand, the sound-hard layer lining is considered in [24], and it
is shown that one could achieve optimally ρ2 within the ideal cloaking for
the regularized cloaking construction. Hence, (5.22) and (5.23) also partly
illustrate the sharpness of our estimates.
The three-dimensional case could be treated similarly, which we only
sketch in the following. Let
ψ(x)|∂BR =
∞∑
n=0
n∑
m=−n
ψmn Y
m
n (xˆ) ∈ H−1/2(∂BR),
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with
‖ψ(x)‖2H−1/2(∂BR) =
∞∑
n=0
n∑
m=−n
(1 + n(n + 1)/R2)−1/2|ψmn R|2 < +∞. (5.24)
Noting σa = σ
′
a/ρ, qa = q
′
a/ρ
2 in Bρ/2, similar to (5.2) for the 2D case, the
wave fields in the separated domains could be represented as follows
ua(x) =
∞∑
n=0
n∑
m=−n
emn jn(ωa|x|)Y mn (xˆ),
ul(x) =
∞∑
n=0
n∑
m=−n
cmn jn(ωl|x|)Y mn (xˆ) +
∞∑
n=0
n∑
m=−n
dmn h
(1)
n (ωl|x|)Y mn (xˆ),
uR(x) =
∞∑
n=0
n∑
m=−n
amn jn(ω|x|)Y mn (xˆ) +
∞∑
n=0
n∑
m=−n
bmn h
(1)
n (ω|x|)Y mn (xˆ).
(5.25)
Similar to (5.3), using the standard transmission conditions and the boundary
condition, one could derive the following linear system of equations for the
coefficients
emn jn(ωaρ/2) = c
m
n jn(ωlρ/2) + d
m
n h
(1)
n (ωlρ/2)√
σaqae
m
n j
′
n(ωaρ/2) =
√
σlql[c
n
nj
′
n(ωlρ/2) + d
m
n h
(1)
n
′
(ωlρ/2)]
cmn jn(ωlρ) + d
m
n h
(1)
n (ωlρ) = a
m
n jn(ωρ) + b
m
n h
(1)
n (ωρ)√
σlql[c
m
n j
′
n(ωlρ) + d
m
n h
(1)
n
′
(ωlρ)] = a
m
n j
′
n(ωρ) + b
m
n h
(1)
n
′
(ωρ),
ωamn j
′
n(ωR) + ωb
m
n h
(1)
n
′
(ωR) = ψmn .
(5.26)
Letting A˜ =
√
σaqa
σlql
=
√
σ′aq
′
a
2
1
4 ei
pi
8
ρ−
5
2
− δ
2 and solving (5.26), one has
bmn = −
2
1
4 ei
pi
8 ρ1+
δ
2
j′n(ωlρ)+Υ˜nh
(1)
n
′
(ωlρ)
jn(ωlρ)+Υ˜nh
(1)
n (ωlρ)
jn(ωρ)− j′n(ωρ)
2
1
4 ei
pi
8 ρ1+
δ
2
j′n(ωlρ)+Υ˜nh
(1)
n
′
(ωlρ)
jn(ωlρ)+Υ˜nh
(1)
n (ωlρ)
h
(1)
n (ωρ)− h(1)n ′(ωρ)
amn , (5.27)
where
Υ˜n :=

− jn(ωlρ/2)
h
(1)
n (ωlρ/2)
if jn(ωaρ/2) = 0,
− j
′
n(ωlρ/2)−A˜jn(ωlρ/2) j
′
n(ωaρ/2)
jn(ωaρ/2)
h
(1)
n
′
(ωlρ/2)−A˜h(1)n (ωlρ/2) j
′
n(ωaρ/2)
jn(ωaρ/2)
if jn(ωaρ/2) 6= 0.
(5.28)
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Let Γ˜n denote the expression before a
m
n in (5.27). Then
[uρ(x)−u0(x)]|∂BR =
∞∑
n=0
n∑
m=−n
ψmn jn(ωR)
ωj′n(ωR)

Γ˜n
[
h
(1)
n (ωR)
jn(ωR)
− h(1)n
′
(ωR)
j′n(ωR)
]
1 + Γ˜nh
(1)
n
′
(ωR)
j′n(ωR)
Y mn (xˆ).
(5.29)
Let
g˜n = Γ˜n
[
h
(1)
n (ωR)
jn(ωR)
− h
(1)
n
′
(ωR)
j′n(ωR)
]/[
1 +
Γ˜nh
(1)
n
′
(ωR)
j′n(ωR)
]
.
Then
‖uρ(x)− u0(x)‖2H1/2(∂BR) =
∞∑
n=0
n∑
m=−n
√
1 +
n(n+ 1)
R2
∣∣∣∣ψmn jn(ωR)ωj′n(ωR) g˜nR
∣∣∣∣2
≤

∞∑
n=0
n∑
m=−n
1√
1 + n(n+1)
R2
|ψmn R|2

{ ∞∑
n=0
(1 +
n(n+ 1)
R2
)
∣∣∣∣jn(ωR)g˜nωj′n(ωR)
∣∣∣∣2
}
.
(5.30)
By similar asymptotic analyses to the 2D case, one can show that there exists
a sufficiently large integer N3 such that
g˜0 ∼ iρ3[2 14 ei 5pi8 ρ δ2ω2 − ω33 ][
h
(1)
0 (ωR)
j0(ωR)
− h
(1)
0
′
(ωR)
j′0(ωR)
], n = 0,
g˜n ∼ i (ωρ)
2n+1n(n!2n)2
(n+1)(2n)!(2n+1)!
[h
(1)
n (ωR)
jn(ωR)
− h(1)n
′
(ωR)
j′n(ωR)
], 1 ≤ n < N3,
g˜n ∼ ( ρR)2n+1 2n+1n(n+1) [n + 2n+1n+1 2
1
4 ei
5pi
8 ωρ2+
δ
2 ], n ≥ N3.
(5.31)
By a similar argument to the 2D case, applying (5.31) to the estimation of
(5.30), one can show that
‖uρ(x)− u0(x)‖H1/2(∂BR) ≤ Cρ3‖ψ‖H−1/2(∂BR), (5.32)
and moreover, the estimate is optimal. Furthermore, one could also show in
this 3D case ∥∥∥∥∂u+R∂ν (ρ·)
∥∥∥∥
H−1/2(∂B1)
≤ Cρ1+ δ2‖ψ‖H−1/2(∂BR). (5.33)
That is, we also have that the lossy layer would converge to a sound-hard
layer in the limiting case as δ → +∞.
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6. Discussion
In this work, we consider a novel near-cloaking scheme by employing a
well-designed lossy layer between the cloaked region and the cloaking region.
The study follows the spirit of the one developed in [19]. However, in [19] the
authors rely on a lossy layer with a large lossy parameter for the successful
near-cloaking construction, whereas we rely on a lossy layer with a large
density parameter. They are of different physical and mathematical nature.
As was discussed earlier in Introduction, the lossy layer proposed in [19] is a
finite realization of a sound-soft layer, whereas the FSH layer in the current
work is a finite realization of a sound-hard layer. This is confirmed by (5.22)
and (5.33) derived in Section 5, which indicates that as δ → +∞ the FSH
layer converges to a sound-hard layer. Moreover, we have the following result
which further supports our such observation.
Theorem 6.1. Suppose −ω2 is not an eigenvalue of the Laplacian on Ω\D
with Neumann boundary condition. Let ush ∈ H1(Ω\D) be the unique solu-
tion of
N∑
i,j=1
∂
∂xi
(
(σρc )
ij(x)
∂ush
∂xj
)
+ ω2qρc (x)ush = 0 in Ω\D,
N∑
i,j=1
νi(σ
ρ
c )
ij ∂ush
∂xj
= ψ ∈ H−1/2(∂Ω) on ∂Ω,
N∑
i,j=1
ν˜i(σ
ρ
c )
ij ∂ush
∂xj
= 0 on ∂D,
(6.1)
where {Ω; σρc , qρc} is the medium in (2.12) and, ν = (νi)Ni=1 and ν˜ = (ν˜i)Ni=1
are the exterior unit normals to ∂D and ∂Ω, respectively. That is, ush is
the solution corresponding to a sound-hard obstacle D buried in the medium
{Ω; σρc , qρc}. Let u ∈ H1(Ω) be the solution corresponding to the cloaking
device, namely,
N∑
i,j=1
∂
∂xi
(
σij(x)
∂u
∂xj
)
+ ω2q(x)u = 0 in Ω,
N∑
i,j=1
νiσ
ij ∂u
∂xj
= ψ ∈ H−1/2(∂Ω) on ∂Ω.
(6.2)
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Then for sufficiently small ρ > 0, we have
‖ush − u‖H1/2(∂Ω) ≤ CρN‖ψ‖H−1/2(∂Ω), (6.3)
where C is a constant independent of ρ and ψ.
Proof. Let
u˜sh = F
∗ush and u˜ = F ∗u,
then by transformation acoustics, it is readily seen that u˜ is exactly uρ in
(3.2) and u˜sh satisfies
∆u˜sh + ω
2u˜sh = 0 in Ω\Dρ,
∂u˜sh
∂ν
= ψ on ∂Ω,
∂u˜sh
∂ν
= 0 on ∂Dρ.
(6.4)
Moreover, we know
ush = u˜sh and u = u˜ on ∂Ω.
Let u0 be the solution of (2.15). By straightforward verification, we first
see that Q = u0 − u˜sh ∈ H1(Ω\Dρ) satisfies
∆Q+ ω2Q = 0 in Ω\Dρ,
∂Q
∂ν
= 0 on ∂Ω,
∂Q
∂ν
=
∂u0
∂ν
.
(6.5)
By Lemma 4.1, we have
‖u˜sh − u0‖H1/2(∂Ω) = ‖Q‖H1/2(∂Ω) ≤ CρN‖ψ‖H−1/2(∂Ω). (6.6)
On the other hand, by Theorem 3.1
‖u˜− u0‖H1/2(∂Ω) ≤ CρN‖ψ‖H−1/2(∂Ω) (6.7)
Hence, by (6.6) and (6.7) we have
‖ush − u‖H1/2(∂Ω) = ‖u˜sh − u˜‖H1/2(∂Ω)
≤‖u˜sh − u0‖H1/2(∂Ω) + ‖u˜− u0‖H1/2(∂Ω)
≤CρN‖ψ‖H−1/2(∂Ω).
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Theorem 6.1 indicates that for a small ρ, the FSH layer with a large
density parameter really behaves like a sound-hard layer due to that the
exterior wave effects are close to each other. Our near-cloaking scheme by
employing such FSH lining is shown to produce significantly enhanced cloak-
ing performances compared to the existing ones in literature. The cloaking
construction is assessed within general geometry and arbitrary cloaked con-
tents. The assessment is based on controlling the conormal derivative of the
wave field on the exterior boundary of the FSH layer and estimating the ex-
terior boundary effects of sound-hard-like small inclusions. Finally, we would
like to remark that our present study could be extended to the near-cloaking
of full Maxwell’s equations by using the technique developed in this work and
the estimates due to small electromagnetic inclusions derived in [9], which
will be reported in a future paper.
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