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Summary 
The behaviour of many particulate systems may be described in terms of population 
balance equations (PB Es). These equations typically relate process conditions ( such 
as crystallizer mean residence times or supersaturation) to number densities of par-
ticles with certain properties. In cases where aggregation, breakage and growth of 
particles is occurring the governing PB Es contain both differential and nonlinear , con-
voluted integral terms which make them analytically intractable in all but the most 
ideal cases. Progress in modelling particulate systems is currently being impeded by 
the lack of reliable, accurate methods for solving these equations. 
The work contained within this thesis directly addresses this bottleneck. Finite ele-
ment methods (FEMs) are developed to solve both steady state and dynamic forms 
of the PBE. When compared to existing methods the FEMs are found in all cases 
to be more robust, efficient and capable of achieving accuracies that were previously 
unattainable. 
Much of the success of the above mentioned methods stems from the realization that 
domains must be carefully specified if high accuracy is to be achieved at reasonable 
cost. Chapter 4 is entirely dedicated to optimal discretization of the domain. This . 
work represents the first rigorous treatment of this often acknowledged but seldom 
addressed issue. Numerical simulations demonstrate that such .rigorous consideration 
can improve the computational efficiency and accuracy of a method by orders of 
magnitude ! 
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to be more robust, efficient and capable of achieving accuracies that were previously 
unattainable. 
Much of the success of the above mentioned methods stems from the realization that 
domains must be carefully specified if high accuracy is to be achieved at reasonable 
cost. Chapter 4 is entirely dedicated to optimal discretization of the domain. This 
work represents the first rigorous treatment of this often acknowledged but seldom 
addressed issue. Numerical simulations demonstrate that such rigorous consideration 
can improve the computational efficiency and accuracy of a method by orders of 
magnitude! 
A significant breakthrough is made in chapter 3 where an error estimate is derived for 
the steady state PBE. This estimate bounds the error in a numerical solution from 
above and pd'"represents the first instance where convergence of a numerical method 
to the analytical solution has been established for the steady state PBE. The practical 
implication of this development is that it gives the user the capability to assess quan-
titatively the quality of an obtained numerical solution without any knowledge of the 
analytical solution. When combined with domain considerations the error estimate 
may be used to automate fully the domain discretization procedure. A user needs 
only to specify a maximum permissible error tolerance and the automatic discretiza-
tion procedure will find a solution to the problem such that this error tolerance will 
not be exceeded within any region of the domain. 
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Chapter 1 
Introduction 
In this chapter the fundamental definitions of particulate systems 
and the mechanisms occurring within such systems are introduced. 
The relevance and objectives of modelling such systems are dis-
cussed from a chemical engineering perspective and a common 
methodology for modelling processes is outlined. A review of the 
mathematical formulation of the problem and methods already pro-
posed for solving these formulations is presented. This review is fol-
lowed by a statement of the objectives of the work contained within 
this thesis and a justification of the methods · used to achieve the 
stated objectives. The chapter concludes with a statement of why 
this work is of current relevance to the modelling of particulate sys-
tems. 
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1.1 Definitions : Particulate Systems and 
Particulate Mechanisms 
Particulate systems are those systems consisting of a continuous phase and at least one 
discrete phase; the individual entities of which will be termed "particles". Associated 
with each individual particle of the discrete phase will be a number of properties 
such as : size, colour, shape, composition, age etc. It will be assumed that discrete 
phases are composed of such large numbers of particles that the distributions (in 
terms of number or mass) of particles may be observed to vary continuously with 
respect to each of these properties. For the purposes of this study the manner in 
which groups of particles are distributed will be described in terms of number density 
distributions. Readers unfamiliar with this concept should consult the introductory 
chapters of Randolph and Larson (1988). 
Some examples of particulate systems are : a cloud composed of water droplets 
suspended in air, crystals in a super-saturated solution or even a galaxy composed of 
stars and planets. 
The means by which particle properties change will be termed particulate mecha-
nisms. Of particular interest in this thesis will be the mechanisms by which particles 
change · size, namely : 
• Aggregation : whereby particles collide, adhere and form new larger particles. 
Aggregation therefore reduces the total number of particles within a system but 
does not change the total particulate volume. This term will be used synony-
mously with agglomeration, coagulation, flocculation and coalescence. 
• Breakage : whereby a particle is fractured into two or more smaller , separate 
sub-particles. Breakage therefore increases the total number of particles within 
the system without changing the total particulate volume. This term will be 
used synonymously with attrition, comminution, crushing and grinding. 
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• Growth : whereby non-particulate material is deposited on the surface of a 
particle. Growth therefore increases the total volume of particulate material 
but does not change the number of particles within the system. 
• Nucleation : is the process whereby non-particulate matter ( of inconsequen-
+~~ tial volume) condenses to form a particle hence increasing~ total number of 
particles within the system. 
1.2 Relevance of Particulate Systems in Chemical 
Engineering 
Examples of particulate processes may be found throughout the chemical industries. 
In some cases a product may be isolated by a particulate process, for instance crys-
tallization may be used to manufacture a chemical of high purity, or a mineral slurry 
may be selectively flocculated. In other cases particulate processes are used to give 
particle populations more useful physical and chemical characteristics. Examples of 
this include fine pulverisation of coal for combustion in boilers, granulation of fertiliz-
ers and detergents, pelletisation of iron ore to increase its suitability as blast furnace 
feed and grinding of crystalline pharmaceutical products prior to tabletting. While 
the study of aerosol dynamics has many important implications in the fields of air 
pollution and combustion. 
1.3 Objective of Modelling Particulate Systems 
The ultimate objective of scientists or engmeers modelling particulate systems is 
to develop the capability to predict the distributions of particles with respect to 
properties of interest for any given set of process variables. Once this objective has 
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been achieved the model can be used to design particulate processes that are capable 
of meeting the product specifications demanded by the consumer. 
Another industrial motivation for developing computer models is that they give en-
gineers the capability to perform "what if ?" analysis on existing processes. These 
processes may then be controlled and optimized hence permitting more efficient and 
cost effective manufacture of the final product. 
1.4 Modelling a Process 
Initially an "understanding" of the system is required so that a model may be for-
mulated. By "understanding" we imply the possession of a set of assumptions or 
principles which can reasonably be expected to hold true. For instance it will be 
shown in the next section that an understanding of the mechanisms occurring within 
an industrial crystallizer permits continuity /balance principles to be used to derive 
an equation governing its behaviour. 
Such governing equations are frequently derived in terms of parameterizing functions : 
for instance in the case of an industrial crystallizer growth functions, breakage func-
tions, aggregation and breakage kernels are used to parameterize the equation. If 
the model is to reflect realistically the behaviour of a physical system then realistic 
parameterizing functions must somehow be deduced. 
The model equations must then be solved. Equations governing particulate systems 
are typically non-linear and contain both differentia_l and integral terms, hence ana-
lytical solutions are scarce in this field. The solution process is usually a non-trivial 
exercise in numerical methods. If the scientist is to be given any hope of predict-
ing the behaviour of the particulate system then the solution method must be both 
accurate and robust. 
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Finally, comparisons should be made between the solutions obtained from the model 
and those from the physical system under study. If acceptable agreement is achieved 
it may be assumed that the model has been derived in terms of acceptable assump-
tions and that the scientist has succeeded in capturing the essential behaviour of the 
physical system. The model may then be used by other engineers and scientists for 
the purposes of designing, controlling and optimising relevant systems. In many cases 
however, unacceptable discrepancies exist between the model predictions and the ac-
tual behaviour of a physical system. In these cases the scientist must embark upon 
the iterative procedure of scrutinizing and modifying the underlying assumptions of 
the model, resolving the problem and re-assessing the predictions of the modified 
model. 
The steps involved in modelling a physical process may be summarized as follows : 
1. Introduce assumptions and adopt principles that will permit a model to be 
derived. 
2. Parameterize the model. 
3. Solve the resulting equations. 
4. Compare the output of the model to the physical system under study. 
5. If acceptable agreement is achieved the modelling process is complete. 
6. Otherwise more realistic assumptions, principles and parameterizing functions 
must be.introduced in steps (1) and (2) and the process repeated. 
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1.5 Mathematical Formulation of the Problem : 
Population Balance Equations (PB Es) 
Drake (1972) attributes the first mathematical description of a particulate process to 
Smoluchowski (1916 and 1917) who by considering the coagulation problem as a diffu-
sion process, derived an infinite set of governing nonlinear differential equations. Later 
Muller (1928) used Riemann sums to re-derive these equations as a single nonlinear 
integro-differential equation. Along similar lines Melzak (1957) derived a nonlinear 
integro-differential equation describing pure coalescence and particle breakup. All of 
these researchers assumed coagulation and breakage rates to be functions of particle 
size only. 
A more general framework was given to the problem by Hulburt and Katz (1964) 
who defined a phase space consisting of internal ~ and external coordinates ~ ) and 
then used continuity /balance considerations to relate the rate of change of the number 
density distribution ((n(x, r, t)) to flux terms and a collection term (h(x , r, t)) over 
this phase space : 
3 
an(x, r, t) + I: a[vi(x, t)n(x, r, t)J 
at axi i=l 
+ ~ o[Gj(x, r , t)n(x, r, t)] 
L or· j J 
(1.1) 
= h(x, r, t) 
In the above equation the external coordinates describe the position of a particle in 
3-space at time t while the internal coordinates describe its state; for instance its 
dimensions, its composition or the number of sub-particles composing it. The flux 
terms are the changes in the density distribution in a region of the phase space due to 
the velocities of the particles along the external and internal coordinates respectively. 
The collection term takes into consideration all other possible sources of change in the 
density distribution for instance : aggregation and breakage of particles. Nucleation 
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and particle feed and take-off mechanisms may also be incorporated into the collection 
term but are more conveniently dealt with as boundary conditions. 
If we assume the system is well mixed and restrict consideration to a single internal 
coordinate; particle volume (v) , then the following simplified version of equation (1.1) 
is obtained : 
on(v, t) o(G(v, t)n(v, t)) _ ( ) 
at + av - h v, t (1.2) 
If it is assumed that (apart from nucleation) aggregation, growth and breakage are the 
only means by which particles may change their volume then G(v, t) may be readily 
identified as the growth rate of a particle of volume v at time t and h(v, t) may be 
interpreted as the nett collection rate due to aggregation and breakage of particles. 
Under the assumptions that only binary collisions occur and that collision frequency 
is a function of the colliding particles' respective sizes only, Hulburt and Katz (1964) 
derived expressions for the birth and death rates of particles due to aggregation 
11v ba(v,t) = - f3(v-w ,w,t)n(v - w,t)n(w,t)dw 
2 0 (1.3) 
and 
da(v,t) = n(v,t) 100 f3(v,w,t)n(w,t)dw (1.4) 
where the function f3(v, w, t) is known as the aggregation kernel and is a measure of 
the frequency with which particles of sizes v and w collide, adhere and form stable 
aggregates at time t. 
Similar considerations have been used by : Bass (1954), Filipov (1961), Gaudin and 
Meloy (1962) and Gardner and Austin (1962) to de,rive birth rates and death rates 
due to breakage (bb(v , t) and db(v, t)) which are re-written here as number based 
quantities : 
bb(v, t) = 100 p(v, w, t)S(w, t)n(w, t)dw (1.5) 
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and 
db(v , t) = S(v, t)n(v, t) (1.6) 
In the above expressions the breakage function (p(v, w, t)) is defined so that at time 
t the probability that a fragment of a particle originally of size w will be broken into 
the size interval ( v, v + dv) is pdv and the specific rate of breakage ( S ( v, t)) is the rate 
at which particles of size v break at time t. 
The expressions (1.2- 1.6) may be combined into a single equation governing the 
behaviour of particulate systems in which aggregation, breakage and growth ( and 
nucleation if the appropriate boundary condition is imposed) of particles is occurring. 
&n(v,t) &(G(v,t)n(v,t)) -!1v (3( _ ) ( _ ) ( )d at + OV - 2 O V W, W, t n V W, t n W, t W 
- n(v, t) 100 (3(v, w, t)n(w , t)dw 
+ 100 p(v , w, t)S(w , t)n(w , t)dw 
- S(v, t)n(v, t) 
(1.7) 
For the remainder of this thesis equation (1. 7) will be termed the dynamic population 
balance equation (PBE) . . 
This approach has been further popularised by Randolph and Larson (1988) and can 
be used to derive a steady state analogue of equation (1.7) : 
n(v) - nin(v) d(G(v)n(v)) 11v/3( ) ( ) ( )d 
-----+ =- v - wwnv -wnw w 
T dv 2 O ' 
- n(v) fo00 f3(v,w)n(w)dw 
+ 100 p(v, w)S(w)n(w)dw 
- S(v)n(v) 
(1.8) 
In the above equation nin ( v) and n( v) are the number density distributions of the feed 
and product streams respectively and T is the mean residence time of the crystallizer. 
For the remainder of this thesis equation (1.8) will be referred to as the steady state 
population balance equation. 
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1.6 Objectives of this Study 
The complete procedure for modelling particulate processes as outlined in section 1.4 
is beyond the scope of this body of work. Instead the objective has been restricted 
to developing reliable, robust methods of accurately solving equations (1. 7) and (1.8) 
for the density distribution and moments (moments will be defined in equation ~ (2 .1) 
of chapter 2) of these distributions for the full range of particulate mechanisms (ag-
gregation, breakage, growth and nucleation). This work is intended to represent a 
systematic advancement towards the objectives stated in section 1.3. 
The investigation begins by assuming that equations of the forms (1.8) and (1. 7) are 
of some use in modelling particulate systems. These two equations have been selected 
since they are the simplest possible models likely to be capable of predicting partic-
ulate behaviour with respect to a property of frequent industrial interest; particle 
volume. 
The next step is to solve these equations. However, due to the combination of differ-
ential, integral and nonlinear terms, few analytical solutions are available. As already 
mentioned, solving these equations usually requires the application of elaborate nu-
merical methods. The development of such methods is the focal point of this entire 
· ~ a( ,·ss e.r~aJ,'ol\. 
This task is performed while keeping the overall objectives of modelling particulate 
processes in mind. Hence the methods developed in this thesis must be capable of 
solving equations (1.7) and (1.8) for any set of parameterizing functions and ini-
tial/feed distributions. As such, they may be later used to parameterize PBEs for 
existing systems, to discriminate between likely mechanisms of aggregation, breakage 
etc. and to assess the validity of the assumptions underlying the PBEs themselves. 
It is true that some attempts have already been made to parameterize equations of the 
forms (1.7) and (1.8); this thesis however still gives precedent to developing methods 
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for solving the equations since the success of a parametrization method is entirely 
dependent upon a capability to solve the PBEs accurately. 
1. 7 Literature Review 
Rather than attempt to review every endeavour that has been made to model a 
particulate process, this literature review will be restricted to those articles relevant 
to the stated objectives of section 1.6. As such, it will focus on the most significant 
methods which have been used to solve dynamic and steady state PBEs that are 
functions of particle size only. Special attention will be paid to those articles where 
the finite element method has been used. Justification for this emphasis will be given 
is section 1.8. 
1. 7 .1 Finite Difference Methods 
One group of methods frequently used for solving partial differential equations (PD Es) 
are the finite difference methods (FD Ms). In these methods difference quotients are 
constructed at a finite number of points along the domain of the independent variable. 
This yields a set of equations that may be solved for the density distribution at 
each quotient point. FDMs have been successfully used by Kim and Tarbell (1990) 
and Muhr, David, Villermaux and Jezequel (1996) to solve the dynamic PBE for 
nucleation and growth. Aggregation and breakage problems are difficult to solve usin·g 
difference methods since there are no straight-forward/ approaches to constructing 
difference quotients for integral terms. 
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1. 7. 2 Discretized Population Balances 
Discretized population balances (DPBs) are essentially difference methods with addi-
tional assumptions introduced so that they may also be used to solve aggregation and 
breakage problems. In these methods the domain of the independent variable is dis-
cretized according to a geometrical progression. Within each sub-domain the density 
distribution is assumed to be constant and rates of change of this distribution are de-
duced by considering all possible mechanisms by which a particle may move from one 
interval to another. A closed set of equations is obtained by enforcing conservation of 
the relevant moments. Batterham, Hall and Barton (1981) used this method to solve 
the dynamic PBE for aggregation. Their method correctly conserved particle volume 
but did not correctly predict the change in particle numbers. This method was ex-
tended to correctly predict both particle number and volume for the dynamic PBE 
for aggregation, growth and nucleation by Hounslow, Ryall and Marshall (1988) and 
for the steady state case of the same PBE by Hounslow (1990). A similar formulation 
was derived for the same problem but using a more general geometric discretization 
by Litster, Smit and Hounslow (1995) and this formulation was later improved upon 
by Wynn (1996). A similar formulation of the DPB was used by Hill and Ng (1995 
and 1996) to solve the dynamic PBE for breakage. 
The main short-comings of the DPB formulations are that they assume the density 
distribution to be constant within each size range and they require the domain to 
be discretized according to a geometrical progression which is typically sub-optimal 
(as will be demonstrated in chapter 2). These methods would also be conceptually 
difficult to generalize to multi-coordinate phase spaces. 
1. 7.3 Sectional Representations 
The first rigorous sectional representation was proposed by Gelbard, Tambour and 
Seinfeld (1980). In their method the domain was discretized into "sections" and a 
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property of interest (number, volume, surface area) was assumed constant over each 
section. Then the rates at which particles were added, removed or remained within a 
certain section were summed to give the overall rate of change of the property of inter-
est. This method was applied to the dynamic aggregation problem and later extended 
to model dynamic aggregation, nucleation and growth by Warren and Seinfeld (1985). 
In later developments Wu and Flagan (1988) derived a sectional representation ap-
propriate to the modelling of the dynamics of small clusters during aerosol formation 
and growth. 
Although these techniques are derived over an arbitrary discretization the accuracy 
in their predictive capabilities suffers due to the fact that these methods utilize zero 
order assumptions. 
1.7.4 Fixed and Moving Pivot Techniques 
In the fixed pivot technique of Kumar and Ramkrishna (1996a) the size domain is 
discretized into a finite number of intervals and it is assumed that the particle pop-
ulation is concentrated at representative sizes within each sub-domain. Aggregation 
and breakage rates are deduced for each sub-domain and particles are allocated to the 
representative sizes so that properties of interest are preserved. This procedure was 
used to reduce the dynamic PBE to a discrete set of ordinary differential equations 
in time which were then solved for the evolution of the number of particles within 
each interval. 
The moving pivot technique of Kumar and Ramkrishna (1996b) is an extension of 
the above method which permits the location of the representative sizes to be moved 
within each sub-domain. This extension is reported to considerably improve the 
accuracy of the method. 
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The main short-coming of these methods is that they are incapable of accurately 
predicting the density distribution (as will be demonstrated in later chapters by means 
of a comparison with the finite element method). Inaccuracies in the results obtained 
are attributed to the discretization procedure. Slightly improved results are obtained 
by the moving pivot method however the inaccuracies are still considerably larger 
than those of the finite element method developed later in this thesis. 
1.7.5 Method of Weighted Residuals 
In the method of weighted residuals (MWR) the solution to a problem is assumed to 
take the form of a linear combination of basis functions. The equation to be solved 
is then enforced at discrete points (the collocation method) or by means of weighted 
. integral statements (the Galerkin method). This generates a set of equations that 
may be solved for the multiplying constants of the linear combination. 
The MWR has been used by several researchers to solve dynamic and steady state 
forms of the PBE. In each case a different basis of functions has been utilized : Singh 
and Ramkrishna (1975 and 1977) used the MWR with a basis of problem specific 
. polynomials to solve the dynamic aggregation and then the steady state breakage 
PBE which was later investigated by Hwang and Shih · (1982) but this time a basis 
of block pulse functions was used. Wang and Chang (1983 and 1987) used Legendre 
functions and later generalized orthogonal polynomials as bases for weighted resid-
ual formulations of the steady state PBE for growth. Root-shifted problem-specific 
polynomials were used by Sampson and Ramkrishna (1984) to solve the dynamic 
aggregation PBE. The steady state PBE for nucleation, growth and aggregation was 
investigated by Bhatia and Chakraborty (1996) who scaled the equation prior to solv-
ing with polynomial series while Chen, Hwang and Shih (1996) used a basis of wavelet 
functions to solve the steady state PBE for breakage. 
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The main problem associated with the MWR is that it is difficult to construct a basis 
of functions whose linear combination will converge to a function that decreases as 
rapidly as a typical density distribution. In cases where this can be done the basis is 
usually problem specific. Hence if the problem was to be re-solved for a different set 
of feed or initial density distributions then a new basis would need to be constructed. 
1.7.6 Finite Element Methods 
Like FDMs, finite element methods (FEMs) have established themselves as powerful, 
all-purpose equation solvers. In these methods the domain is discretized into a finite 
number of sub-domains or "elements" and the solution is approximated by a linear 
combination of basis functions ( usually polynomials) within each element. Hence the 
solution takes the form of a piece-wise continuous polynomial over the entire domain. 
FEMs are better suited to solving PBEs with aggregation and breakage terms than 
difference schemes since the presence of integral terms does not pose any additional 
complications; integration of polynomials is a trivial procedure. 
As with any discrete method of solving PBEs, correct discretization and truncation 
of the domain are crucial to its success. In many cases these vital issues have been 
either completely neglected or poorly addressed thus severely limiting the range of 
problems that the method is capable of solving. 
The first known attempt at using FEMs to solve the PBE was that of Gelbard and 
Seinfeld (1978). They used a collocation formulation on cubic splines to solve the 
dynamic PBE ·for aggregation, growth and nucleation. Their method was derived 
over a domain that was first truncated and then logarithmically scaled. Although 
they identified the significance of errors due to domain truncation they offered no 
suggestions on how appropriate upper limits to the domain should be determined. In 
their simulations a domain was selected and then held fixed throughout its duration 
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as was the uniform discretization of their domains. Consequently the accuracy of the 
predictions of their method deteriorated quite rapidly with time. 
Sastry and Gaschignard (1981) formulated a FEM for solving the dynamic PBE for 
aggregation. The domain was truncated to a finite upper limit, above which the 
density distribution was assumed to be zero. Once selected this truncation point 
was held fixed throughout the simulation as was the discretization of the domain. 
The solution was approximated by a piecewise continuous polynomial the order of 
which was increased if negative values were attained. Simulations were performed 
and satisfactory results were achieved but only for very modest extents of aggregation 
over very small domains. It is however suspected that ( as in the previous example) 
the use of a fixed truncation point and a fixed discretization of the domain would 
lead to a rapid deterioration in the quality of the results. 
Eyre, Wright and Reuter (1988) used cubic B-splines in a collocation formulation to 
solve the dynamic PBE for aggregation. A singular function was used to map the 
semi-infinite domain onto a finite interval. An attempt was made to refine the dis-
cretization of the domain by equilibrating the arc length within each sub-domain but 
this approach was found to reduce the accuracy of their method and was subsequently 
abandoned in later work (Viljoen, Eyre and Wright (1990) and Erasmus, Eyre and 
Everson (1994)) . Predictions of the density distributions by these methods typically 
incurred relative errors in excess of 10%. The main short-coming of this method is 
that cubic B-splines perform poorly over non-uniform discretizations hence the pos-
sibility of effective mesh refinement is ruled out. Domain mapping was used in an 
attempt to overcome this complication however this required a mapping parameter ( () . The correct selection of ( () was acknowledged as being "critical to the success of 
the method" however no suggestions were made as to how appropriate values should 
be selected. 
Steemson and White (1988) proposed a method to solve the steady state PBE for 
growth and nucleation. In their method the solution was approximated as a piecewise 
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as was the uniform discretization of their domains. Consequently the accuracy of the 
predictions of their method deteriorated quite rapidly with time. 
Sastry and Gaschignard (1981) formulated a FEM for solving the dynamic PBE for 
aggregation. The domain was truncated to a finite upper limit, above which the 
density distribution was assumed to be zero. Once selected this truncation point 
was held fixed throughout the simulation as was the discretization of the domain. 
The solution was approximated by a piecewise continuous polynomial the order of 
which was increased if negative values were attained. Simulations were performed 
and satisfactory results were achieved but only for very modest extents of aggregation 
over very small domains. It is however suspected that (as in the previous example) 
the use of a fixed truncation point and a fixed discretization of the domain would 
lead to a rapid deterioration in the quality of the results. 
Eyre, Wright and Reuter (1988) used cubic B-splines in a collocation formulation to 
solve the dynamic PBE for aggregation. A singular function was used to map the 
semi-infinite domain onto a finite interval. An attempt was made to refine the dis-
cretization of the domain by equilibrating the arc length within each sub-domain but 
this approach was found to reduce the accuracy of their method and was subsequently 
abandoned in later work (Viljoen, Eyre and Wright (1990) and Erasmus, Eyre and 
Everson (1994)). Predictions of the density distributions by these methods typically 
incurred relative errors in excess of 10%. The main short-coming of this method is 
that cubic B-splines perform poorly over non-uniform discretizations hence the pos-
sibility of effective mesh refinement is ruled out. Domain mapping was used in an 
attempt to overcome this complication however this required a mapping parameter 
((). The correct selection of(() was acknowledged as being "critical to the success of 
the method" however no suggestions were made as to how appropriate values should 
be selected . 
Steemson and White (1988) proposed a method to solve the steady state PBE for 
growth and nucleation. In their method the solution was approximated as a piecewise 
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continuous spline over a uniformal/y discretized domain. Good accuracy was achieved 
however this method was never extended to consider aggregation or breakage prob-
lems. 
Pilinis (1990) proposed a Galerkin FEM to solve the dynamic PBE for aggregation 
and growth. Linear finite elements were used to span a domain which was logarithmi-
cally scaled and then uniformally discretized. Simulations were performed for modest 
amounts of aggregation and growth and reasonable accuracy was achieved by the 
method however significant computational time was required. 
Tsang and Brock (1983) solved the dynamic PBE for growth. Their method is one 
of the few that appreciates the importance of correct discretization of the domain. 
They used a space-time finite element method with a time dependent discretization. 
Unfortunately this method has not been extended to model aggregation or breakage. 
1.8 Which Method Should be Used ? 
At the onset of this project a decision had to be made as to which method would be 
the most suitable for solving the PBEs subject to the stated objectives. The following 
criteria were used to assess the most likely candidate : 
1. The method should be capable of solving the steady state and dynamic PBEs 
for their density distributions and moments to high accuracy. 
2. The method should be capable of modelling the full range of particulate mech-
anisms : aggregation, breakage, growth and nucleation. 
3. The method should be capable of solving PBEs with parameterizing functions 
(aggregation and breakage kernels, growth and breakage functions, feed/initial 
density distribution) of any form. 
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4. The method should be capable of high accuracy predictions for large extents of 
aggregation, breakage and growth. 
5. It should be a straight-forward task to implement domain extrapolation and 
automatic mesh refinement algorithms into the method. 
6. It should be possible to extend the method to higher coordinates systems. 
Of all the reviewed methods only the finite element method satisfactorily fulfilled all 
the above criteria. 
Difference methods cannot solve PBEs containing aggregation and breakage terms 
while the DPB is not amenable to automatic refinement algorithms and would be 
difficult to generalize to higher coordinate systems. Sectional representations use 
zero-order approximations that limit the accuracy they can achieve with reasonable 
computational power and additional assumptions would have to be made in order to 
implement automatic refinement algorithms. As in the case of the sectional represen-
tation the fixed and moving pivot methods would require additional assumptions to 
regrid from one time step to the next and also suffer from lack of accuracy. The MWRs 
were excluded since they are unable to match finite element methods in accuracy or 
ease of implementation. 
1. 9 Justification for Further Work 
Several areas w_orthy of further work can be identified from the literature review : 
• Very little attention has been dedicated to solying the steady state population 
balance equation. Although not as common in industry as dynamic processes, 
steady state particulate processes do exist, for example steady state crystalliz-
ers. The development of a steady state method would also find application in 
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parameterizing large scale industrial processes since dynamic simulations would 
most probably be initialized from a steady state condition. Of the reviewed 
articles, methods for solving the steady state PBE are proposed using the DPB 
by Hounslow (1990) and MWRs .Singh and Ramkrishna (1977), Hwang and 
Shih (1982), Wang and Chang (1983), Wang and Chang (1987) , Bhatia and 
Chakraborty (1996) and Chen, Hwang and Shih (1996). While Steemson and 
White (1988) are the only researchers to propose a finite element method to 
solve the steady state problem. However this method was limited to solving 
the trivial case of growth and nucleation. Hence chapter 2 will be dedicated 
to developing a finite element method for solving the steady state population 
balance equation for aggregation, breakage, growth and nucleation. 
• The steady state PBE is numerically intensive to solve and unlike its dynamic 
analogue no satisfactory heuristics currently exist that permit pre-specified so-
lution accuracy to be approached. However, recent developments in nonlinear 
functional analysis now permit a rigorous alternative to these heuristics ie. the 
derivation of an a posteriori error estimate. Hence chapter 3 will be dedicated 
to deriving an error . estimate that is capable of quantitatively assessing the 
"quality" of an obtained numerical solution. 
• No systematic methods exist for domain discretization in steady state prob-
lems. Current practice is to discretize the domain according to a geometric 
progression or to use sub-domains of equal size. In many cases refinement ac-
cording to these schemes can result in very slow convergence to the analytical 
solution: Jn chapter 4 an alternative approach to refinement is proposed. This 
approach is based upon the above mentioned error estimate and permits a max-
imum acceptable error tolerance to be specified. The new refinement algorithm 
then automatically finds a discretization such that this error tolerance is not 
exceeded. 
• Although considerably more work has been done on the dynamic PBE, a method 
capable of solving problems where simultaneous aggregation, breakage, growt h 
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and nucleation are occurring has not yet been proposed. The philosophy taken 
in this thesis is that all of these phenomena will occur to some extent in any real 
process. So any method used to model particulate processes should be capable 
of solving the dynamic PBE with all of these mechanisms occurring. In chapter 
5 a finite element method is developed to solve the dynamic PBE for the full 
range of particulate behaviour. 
• Much care must be taken with domain truncation and discretization if a method 
is to be successful in solving the dynamic PBE. In chapter 5 important domain 
issues are highlighted and truncation and discretization algorithms are proposed 
to prevent the problem from becoming stiff or ill-conditioned. 
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Chapter 2 
A Finite Element Method for 
Solving the Steady State 
Population Balance Equation 
In this chapter a finite element method is derived for solving the 
steady state population balance equation (PBE). In several numer-
ical case studies this method is shown to be capable of solving the 
PBE to high accuracy for aggregation1 breakage1 growth and nucle-
ation problems. Issu es of domain truncation1 refinement and scaling 
are discussed and this chapter concludes with a comparison between 
the derived finit e element m ethod and the discretized population bal-
ance (DPB) of Litster1 Smit and Hounslow (1995). 
20 
2.1 Statement of the Problem 
As stated in section 1.9 the objective of this chapter is to develop a method capable 
of solving the steady state population balance equation : 
n(v) - nin (v) + d(G(v)n(v)) _ 11v (.I( ) ( ) ( )d 
------ - /Jv - wwnv-wnw w T dv 2 o ' 
- n(v) 100 {3(v,w)n(w)dw 
+ 100 p(v, w)S(w)n(w)dw 
- S(v)n(v) Vvc(O, oo] 
subject to the boundary condition n(O) = n0 for the number density distribution n( v) 
and the moments of this distribution. The ith moment of a density distribution is 
defined as : 
(2. 1) 
These quantities are of interest due to their physical significance. The zeroth and 
first moments ( m0 and m 1 ) with respect to volume, represent the total number and 
volume of particles in a system while the second moment (m2 ) has been shown by 
Smit, Hounslow and Paterson (1993) to be of use in predicting the onset of gelation. 
2.2 Scaled or Unscaled Domain ? 
Typical solutions to the PBE tend to be rapidly decreasing functions capable of under-
going changes of several orders of magnitude over the domain of interest, for example 
an analytical solution to the breakage problem (that will be later studij in section 
2.14.2) is shown in figure 2.1. No rigorous methods for optimal discretization of the 
domain have yet been proposed for PBEs. In an effort to obtain a discretization 
where the solution changes by similar orders of magnitude over as few sub-domains 
as possible , several researchers : Gelbard and Seinfeld (1978) , P ilinis (1990), Eyre, 
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Wright and Reuter (1988), Viljoen, Eyre and Wright (1990) and Erasmus, Eyre and 
Everson (1994), have scaled the domain (according to either logarithmic or singular 
functions) and then divided it into elements of equal length. In one such example 
Gelbard and Seinfeld (1978) used the function : 
(2.2) 
to map their truncated volume domain (va, vb) onto a unit domain (0, 1). The solution 
over this scaled domain is shown in figure 2.2 where Va = 0.0004 and Vb = 9.5. It 
can be seen that over the domain (0, 0.8) this scaled solution could quite easily be 
approximated by say four cubic polynomials each of length 0.2. But this corresponds 
to the region v e: (0, 1.3) in the unscaled domain and only accounts for 91 % of the total 
population by number or 65% by mass. When the unmapped and mapped solutions 
are plotted against a log y-coordinate (in figures 2.3 and 2.4) it can be seen that 
the scaled solution becomes much steeper, and hence more difficult to approximate 
in the region x e: (0.8, 1) than in the unscaled case over the corresponding region 
v e: (1.3, 9.5). Hence it can be concluded that such scaling functions can make the 
prediction of the number of small particles easier but at the same time the prediction 
of the number of large particles becomes more difficult. 
Domain scaling also complicates the task of computing the moments of distributions. 
For example calculation of the second moment requires integration of the function 
v 2n( v ). · When this function is transformed according to the scaling function (2.2) it 
is multiplied by exponential factors in some cases reducing the integrand to a spike. 
For reasons highlighted here, domain scaling will be avoided in this thesis. As an 
alternative, sub-domains of differing lengths will be used to span the domain. For the 
purposes of comparison with other methods, sub-domain boundaries will be heuristi-
cally located according to a geometric progression in' the simulations of section 2.14. 
A more sophisticated approach to discretization will be introduced later in chapter 4. 
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Figure 2.1 : An analytical solution to the breakage problem over unscaled volume 
units 
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Figure 2.2: The analytical solution to the breakage problem where t he domain of the 
independent variable has been scaled according to the function x = ln( v / va) / ln( vb/ va) 
where Va = 0.0004 and Vb = 9.5. 
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Figure 2.3: The logarithm of analytical solution to the breakage problem over unscaled 
volume units. 
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Figure 2.4: The logarithm of the analytical solution to the breakage problem where 
the domain of the independent variable has been scaled according to the function 
x = ln(v/va)/ ln(vb/va) where Va= 0.0004 and vb = 9.5. 
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2.3 Overview of the Finite Element Method 
Before embarking upon a full derivation of the FEM for solving the steady state PBE, 
a brief overview will be given of the essential ideas upon which the finite element 
method is based. 
The fundamental idea behind the finite element method is to divide the domain into 
a finite number of sub-domains ("elements") and to approximate the solution to the 
problem as a linear combination of basis functions over each element . The equation 
to be solved is enforced by means of weighted integral statements which generate the 
correct number of equations required to solve for the unknown parameters i. e. the 
multiplying constants of the basis functions. Continuity of the solution is imposed at 
the end-points of each element. This results in a global system of equations which 
can then be solved for the unknown multiplying constants. Hence, the final solution 
of the problem takes the form of a piece-wise continuous polynomial function. 
These steps may be summarized as follows : 
1. Discretize the domain into a finite number of elements. 
2. Approximate the solution within each element as a linear combination of basis 
functions . 
3. Formulate a weighted integral statement across each element. 
4. Assemble each element into a global system. 
5. Solve the system for the unknown multiplying constants. 
Each of these steps will be discussed in greater detail in the remaining sections of this 
chapter. 
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2.4 Discretization of the Domain 
At this stage, notation will be introduced to represent a general discretization of the 
domain. Methods for determining optimal locations of individual elements will be 
proposed in chapter 4. 
Let n := (0, Vmax ] where Vmax < oo is the upper limit of the truncated domain 
(location of the truncation point will be discussed in section 2.11) . Let a general 
element e be defined as ne := ( v~, vg] then n is partitioned into N such elements 
whereby vg = v~-l Ve = 1, ... , N so that : 
and (2.3) 
2.5 Approximation of the Solution 
Consider the eth element ne = ( v~, vg ]. Within this element the solution to equa-
tion (1.8) will be approximated as a linear combination of basis functions : 
p 
n(v) ~ n1i(v) = Ln.i?j,J(v) (2.4) 
j =l 
In this thesis a basis of cubic Lagrange polynomials will be used : 
?j,f(v) = (v - Vz)(v - vn(v - v:) 
( v1 - v2)( v1 - V3)( vj' - v1) 
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The p points vf, v~, ... , v; (in our case p = 4) are the zeros of the polynomials and 
are usually termed the "nodes" of the element . The four above mentioned Lagrange 
cubics are plotted in figure 2.5. For these functions nodes have been positioned at 
v = 0, 1, 2, 3. The convention vf = v~ and v; = vg will be used and it will be assumed 
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Figure 2.5: Lagrange cubic polynomials with nodes at v = 0, 1, 2, 3 
that the rest of the nodes are equally spaced within the element. Notice that the 
Lagrange polynomials have the property : 
'Pi( vl) = {: 
if i -/- j 
if z = J 
Consider approximation (2.4) at node i of element e : 
By property (2.5) : 
0 + 0 +···+, 
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(2.5) 
+ ··· + 0 
With this choice of basis functions the multiplying constants may be physically in-
terpreted as approximations of the solution at the nodes and hence will be termed 
"nodal values". 
2.6 Formation of a Weighted Residual Expression 
Equation (1.8) is reformulated as a weighted residual statement in order to generate 
a system of equations in terms of solvable parameters (the nodal values of the density 
distribution) . 
Equation (1.8) is re-arranged to obtain the following form : 
dn(v) 
n( v )r[v, n] + TG( v )---;r;- = nin( v) + Tb[v, n] 
where three quantities have been introduced to simplify notation : 
d[ V n l - da ( V) + db ( V) 
- ' - n(v) 
where: da(v) = n(v) 100 f3(v,w)n(w)dw 
d\ v) = n( v )S( v) 
where: 1v/2 ba(v) = 0 f3(v - w,w)n(v - w)n(w)dw 
bb(v) = 1= p(v,w)S(w)ri(w)dw 
(2 .6) 
(2. 7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
The arguments of r, d and bare used to indicate that they have functional dependen-
cies on both v and the unknown density distribution n( v). 
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A weighted residual statement is formed from expression (2.6) by multiplying by a 
weight function </>( v) and integrating over the domain of element e : 
1:g </>( v) { n( v )r [v, n] + TG( v) d:~v)} dv = 1:g </>( v) { nin( v) + Tb [v, n]} dv (2.14) 
a a 
At this stage we introduce our approximation of the solution (2.4) : 
The above expression is used to generate a set of p equations by substitution of the 
set of p weight functions { </>f( v )}f=1 for </>( v) : 
where i = 1, 2, ... , p. Or in matrix notation : 
(2.17) 
where : 
(2.18) 
and: 
(2.19) 
The argument (!!) in equation (2.17) is used to denote that the elements of the A-
matrix and the F-vector are dependent upon the vector of unknown nodal values. 
2.7 Weight Functions 
As stated above the weight functions are introduced into the formulation in order to 
generate a system of equations that may be solved for the unknown nodal parameters. 
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The only requirements on these weight functions are that they be i) linearly indepen-
dent and ii) integrable. Two sets of weight functions giving rise to the collocation 
and Galerkin formulations are discussed in the next two subsections. 
2. 7.1 The Collocation Formulation 
In the collocation formulation the weight functions are taken to be a set of Dirac 
delta functions : 
c/>Hv) = 8(v-vf) Vi = 1, 2, ... p 
where the vf s are the collocation points and are selected such that : 
vf E ( v: , vb ] Vi = 1, 2, ... p 
With this set of weight functions expressions (2.18) and (2.19) become : 
Jvb { d'ljJ~( V)} Aij = ve 8(v - vf) 'ljJJ(v)r [v,~] + TG(v) Jv dv 
a 
and: 
Further simplification can be made using the definition of the Dirac delta : 
d· f,e (ve) 
Ae 0 /,e( e) [ e ( e)] G( e) 'f"J i ij = 'f"j Vi r Vi''!! Vi + T Vi dv 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
Hence, in the collocation formulation the PBE is enforced by means of pointwise 
evaluations within each element. 
2. 7.2 The Galerkin Formulation 
In the Galer kin formulation the basis functions are also used for the weight functions : 
c/>Hv) = 'ljJHv) V i =l ,2, ... ,P (2.26) 
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The expressions (2.18) and (2.19) then become : 
Jvg { d1V(v)} At= ve 'ljJ'f(v) 'ljJJ(v)r[v,n] + TG(v) Jv dv a (2.27) 
and: 
(2.28) 
Hence in the Galerkin formulation the PBE is enforced by means of integral averages 
over each element. Since integrals must be evaluated this method is computationally 
more intensive than the collocation formulation where only point evaluations need to 
be made. However, it will be seen in the numerical case studies that the Galerkin 
formulation must be used in some cases to obtain well conditioned systems. 
2.8 Nodal Approximations of the Birth and Death 
Terms 
At this stage of the derivation the birth terms for aggregation (ba[v, n]) and breakage 
(bb[v , n]) and the death term for aggregation (da [v, n]) are still operators on the un-
known density distribution ( n( v)). These expressions must be reformulated in terms 
of their nodal values before equation (2.17) can be solved. In this section ( and for the 
remainder of this thesis) it will be assumed that nodes are spaced evenly within each 
element and that Lagrange cubic polynomials have been used as the interpolation 
functions . Under these two assumptions a Newton-Cotes fixed point rule can be used 
to evaluate the integrals. Generalization to polynomials of any order and non-evenly 
spaced nodes can be made with the combination of an appropriate integration rule 
and a transformation to an element with evenly spaced nodes. 
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2.8.1 Approximation of the Death Term for Aggregation 
Calculation of r[v, n] in expression (2. 7) requires an approximation of the following 
modified death term for aggregation : 
- da[v n] . 100 da[v,n] = n(~) = 
0 
/3(v,w)n(w)dw (2.29) 
The integrand of expression (2.29) is evaluated at each of the four nodal co-ordinates 
( vf, v~ , v;, v!) of each element. Integration is then performed over each element using 
a Newton-Cotes i rule weighting of these functional evaluations. The modified death 
term for aggregation results from the sum of these integrations : 
-a[ ] ~(v!-vf[3/3( e) e 9/3( e) e 9/3( e) e d v,n ~  3 8 v,v1 n1 + 8 v,v2 n2 + 8 v,v3 n3 
+ i/J(v, v:Jn:l) (2.30) 
in the above approximation N is the number of elements, vf is the volume co-ordinate 
of the ith node of element e and nf is the ith nodal value of the number density 
distribution of element e. 
2.8.2 Approximation of the Birth Term for Aggregation 
To calculate the birth term for aggregation ( the steady state form of ba( v) in equation 
(1.3) ), let f lie in element e. The first e- 1 terms are evaluated as for the death term by 
making functional evaluations of the integrand of ba ( v) at the nodes of the appropriate 
elements and applying a Newton-Cotes rule weighting to perform an integration over 
each element. Hence the contribution from the kth (k = l , 2, ... , e - 1) element is : 
(2.31) 
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in the above expression n( v*) is the cubic polynomial passing through the four points 
(vi, nD;=1 evaluated at v* where v*t:(vLvi]. Note that when evaluating bk(v), v* does 
not necessarily lie in element k. 
The contribution from the eth element is : 
(2.32) 
where : h = v/ 2;vf, v; = vf + h and v; = vf + 2h. These contributions are summed 
to obtain the following approximation of the birth term for aggregation : 
e-1 
ba(v) ~ b~(v) + L b~(v) (2.33) 
k=l 
2.8.3 Approximation of the Birth Term for Breakage 
Let v lie in element e i.e. v E ( v~, vg]. Then the contribution from the eth element to 
the birth term for breakage (bb[v, n] in equation (1.5)) is : 
b;( v) = h [ ~ p( v, v )S( v )n( v) + ~p( v, Vl)S( Vl)n( vi) + ~p( v, V;)S( V;)n( V;) 
+ i p( v, v:) S( v:)n:] (2.34) 
where : h = vf - v ve is the ith node of element e ve = v + h ve = ve + h ne is the 3,i ,1 ,2 1 ,, 
ith nodal value of element e, and n( v) is the cubic passing through the four points 
The contribution from the kth (k = e + 1, ... , N) element is : 
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These contributions are summed to give the following approximation of the birth term 
for breakage : 
N 
bb ( V) ~ b~ ( V) + L bi ( V) (2.36) 
k=e+l 
2.9 Assembly of the Elements into a Global Sys-
tem 
Equation (2.17) results in a system of p equations for each of the N elements of the 
domain , or a total of N x p equations. This number is reduced to N x (p - 1) + 1 
(which is the number of unknown nodal values (ni s) of the global system) by imposing 
continuity at the end points of the elements. The standard procedure for assembling 
the elemental matrices is performed as described by Zienkiewicz and Taylor (1989), 
resulting in a global system of equations. The global matrix consists of a diagonal of 
N, p x p blocks : where i,j = 1, .. . , N x (p - 1) + 1. The superscript g indicates 
elements of a global matrix or vector and the argument n has been included to 
indicate that these elements are dependent upon the unknown nodal values of the 
· density distribution. 
2.9.1 Aggregation and Breakage Problems 
In cases where aggregation and/or breakage but no growth ( i.e. G( v} = 0) occur, the 
r-,...,11 boundary condit_ion is not required. If both sides of~ equatio1;\are divided by 
r[v, n] then the global matrix becomes independent of the vector of unknown nodal 
values (which reduces the computation expense of sot'Zing the global system since the 
A-matrix must only be decomposed once) : 
(2.37) 
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where the elemental contributions are : 
A~ = .J,e(ve) 
tJ 'i-'J t 
pe = nin( vf) + Tb[vf, n] 
i r[vf, n] 
for the collocation formulation, or : 
for the Galerkin formulation. 
2.9.2 Growth Problems 
(2.38) 
(2.39) 
(2.40) 
(2.41) 
In all cases where particle growth occurs ( G( v) =f. 0) the boundary condition must be 
imposed at v = 0 for a unique solution to exist. Hence the number of equations and 
unknowns is reduced to the following system of N x (p - 1) equations : 
(2.42) 
where i , j = 2, ... , N X (p - 1) + 1. It is possible to re-arrange the above equation 
so that the A-matrix becomes independent of the vector of unknown density distri-
butions. However, this has been avoided since the resulting system of equations can 
be difficult to converge. 
2.10 Solution of the Global System of Equations 
The systems of equations (2.37) and (2.42) are nonlinear and hence iterative schemes 
are used to solve them. 
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2.10.1 A Successive Substitution Scheme for Aggregation and 
Breakage Problems 
In aggregation and breakage problems the s + l th estimate of the vector of nodal 
values is determined from the sth estimate by solving the system : 
(2.43) 
The Ag matrix is decomposed using subroutines described by Press, Teukolsky, Vetter-
ling and Flannery (1992) for banded linear systems. Since this matrix is independent 
of the nodal values, decomposition need only be performed once. A new improved 
estimate of the unknown nodal values is obtained by using the back-substitution al-
gorithms ( also described by Press, Teukolsky, Vetter ling and Flannery ( 1992)) on the 
Fg vector which is calculated using the nodal values from the previous iteration. 
2.10.2 A Successive Substitution Scheme for Growth Prob-
lems 
In growth problems the s + l th estimate of the vector of nodal values is determined 
from the sth estimate by solving the system : 
(2.44) 
In this case both the Ag matrix and the Fg vector must be determined using the 
nodal values from the previous iteration. Decomposition and back-substitution are 
both performed "in each iteration. 
In all the numerical case studies investigated in secti<;m 2.14 the iterative procedure 
is initialized using the feed distribution. Iteration is continued until the changes in 
each of the nodal values are less than 0.01 % of~ of the previous iteration. /\ . 
+he noola.l vaf"'es 
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2.10.3 Newton-Rafphson Methods 
Nicmanis (95) attempted to solve the systems of equations (2.37 and 2.42) usmg 
the Newton-Ra/phson methods described by Press, Teukolsky, Vetterling and Flan-
nery (1992) but these methods proved to be difficult, and in many cases computa-
tionally expensive, to converge. The latter factor was due to the requirement of this 
method to assemble and decompose a completely dense~ Jacobian matrix for 
each iteration. l-l{f-1}7' /V (f-1) 
2.11 Domain Truncation 
The infinite domain of expression (1.8) must be truncated to a finite upper limit so 
that it may be spanned by a finite number of elements. This truncation results in an 
under-estimation of the integrals of expressions (1.4) and (1.5) which reduce equation 
(1.8) to an approximation of the PBE over a finite domain. It can also be anticipated 
that" the ith moment of the solution will be under-estimated by an amount : 
(2.45) 
where mfte is the error incurred in the ith moment due to domain truncation and Vmax 
is . the upper limit of the finite domain. In most practical applications the density 
distribution ( n( v)) asymptotes towards zero at sufficiently large particle volumes so 
Vmax can be selected to be sufficiently large that such under-estimation is negligible. 
Care must be t~ken to avoid selection of unnecessarily large values of Vmax since tail 
regions of density distributions can be difficult and/ or computationally expensive to 
converge because of the very small values they can at.tain at large particle volumes . 
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Little attention has been paid to systematic methods for selecting appropriate upper 
limits of the domain. Gelbard and Seinfeld (1978) define quantities Mi : 
Jtiax vin( v )dv 
Mi =~-----
mi 
(2.46) 
these quantities may be interpreted as the fraction of a moment contained within 
the truncated domain. They then select Vmax such that M 0 ( the number fraction 
of particles contained within the truncated domain) and M 1 (the volume fraction of 
particles contained within the truncated domain) do not differ appreciably from unity. 
This approach is limited to cases where an analytical expression for mi is available. 
In this section, a systematic method will be suggested for the selection of values of 
Vmax that will satisfy the criterion : 
M2 > 0.999 (2.4 7) 
If M2 > 0.999 then the additional criteria Mo > 0.999 and M1 > 0.999 will also be 
satisfied. Another motivation for using a criterion based on M2 ( as opposed to M 0 
or M 1 ) is the author's interest in predicting the onset of gelation. This method of 
domain truncation will be used in all the steady state simulation of chapters 2, 3 and 
4. In chapter 5, slight modification to the truncation method will be made so that it 
may be used in dynamic problems. 
2.11.1 Aggregation/Growth Dominant Problems 
If the second moment of the solution to a problem (m2 ) is greater than the second 
moment of the teed distribution mtn : 
(2.48) 
then the problem will be classified as an aggregation/ growth dominant problem. In 
such problems the value of Vmax required to satisfy criterion (2.4 7) can be several 
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orders of magnitude greater than v;;:ax i. e. the upper limit of a domain such that : 
rv:.::ax n. (v)dv 
Jo 
00 
m ~ 0.999 
fo nin(v)dv (2.49) 
Selection of an appropriate value of Vma:i, is performed as follows : 
1. Obtain an order of magnitude estimate of the upper limit ( v~ax) : Simulations 
are performed and plots of the v2n( v) curve are inspected. Increasing values 
of the upper limit of the domain are used until the tail region (region where 
the curve begins to asymptote towards zero for increasing particle sizes) of this 
curve is located. An order of magnitude estimate is then located on the tail 
region. It is assumed that Vmax is slightly under-estimated ie. M2 < 0.999. 
2. Refine the partition : The partition is refined (see the next section) to ensure 
that the finite element solution is a reasonable approximation of the density 
distribution n( v) over the truncated domain. 
3. Extrapolate an exponential function through the last element : An exponential 
function ( exp( a + bv)) is extrapolated through the first and last nodes of the 
last element. The constants ( a and b) are determined such that this exponential 
passes through the points ( Va, v~n( va)) and ( vb, vln( vb) ), where the subscripts 
a and b denote the first and last nodes of the last element. 
4. M 2 is approximated as follows : 
(2.50) 
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where the quantities A1 , A2 and A3 are defined as follows : 
f 
~ f :max exp( a + bv )dv 
Vmax 
exp( a + bvfnax) - exp( a+ bv~ax) 
b 
~ f =x exp( a + bv )dv 
exp( a+ bvfnax) 
b 
5. Solve for an improved estimate of vfnax : 
The expression : 
A1 + A2 
A A = 0.999 1+ 2+ 3 
may then be solved for vfnax : 
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(2.51) 
(2.52) 
(2.53) 
(2.54) 
(2.55) 
which will be an improved estimate of an upper limit that will satisfy crite-
rion (2.47). 
2.11.2 Breakage Dominant Problems 
In breakage dominant problems the second moment of the solution is smaller than 
the second moment of the feed distribution : 
(2.56) 
Two different points, Vmax1 and Vmax 2 must be located if the solution and its second 
moment are to be evaluated accurately. The first point Vmax1 is the volume co-
ordinate such that criterion (2.4 7) is satisfied. In these problems v;;:ax is a reasonable 
first estimate of Vmax 1 • An improved estimate of Vmax 1 is obtained using the following 
procedure : 
l. v;;:ax is used as a first estimate of the upper limit to the truncated domain. 
2. The quantities Mg are defined as follows : 
(2.57) 
where : 
(2.58) 
and : N is the total number of elements spanning the domain, nt ( v) is the finite 
element solution in element i and vi and v~ are the upper and lower limits of 
element i respectively. 
3. Mis are evaluated for increasing values of j until : 
Mi> 0.999 (2.59) 
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4. Then set: 
V - vj maxi - b (2.60) 
If the birth rate due to breakage is to be calculated to high accuracy at v = Vmax 1 
then further extension of the domain is necessary. A second point Vmax2 is identified 
such that a second criterion is satisfied : 
1Vmax2 p(vmax
1
,w)S(w)n(w)dw 
Vmc:;,xl > 0.999 1 p( Vmax1 , W )S( W )n( W )dw 
Vmax1 
(2.61) 
Using this criterion the point Vmax2 may be found such that truncation errors in the 
birth rate due to breakage is negligible for all volume co-ordinates in the domain 
V E (0, VmaxJ· The point Vmax2 is located as follows : 
1. An exponential function ( exp( a+ bv)) is extrapolated through the element con-
taining Vmax 1 • The constants ( a and b) are determined such that this function 
passes through the points (va,Pa) and (vmaxllPb) where: 
and Va is the lower limit of the element containing Vmax 1 • 
2. The left hand side of criterion (2.61) is approximated as follows : 
(2.62) 
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where: 
3. The expression : 
1Vmax2 B 1 := exp(a + bv)dv Vmax1 
exp ( a + bvmax2 ) - exp ( a + bvmax1 ) 
b 
B 2 := 100 exp( a + bv )dv 
Vmax2 
exp( a + bvmax2 ) 
b 
B1 
B = 0.999 
1 + 2 
may then be solved for Vmax2 : 
2.12 Heuristic Discretization of the Domain 
(2.63) 
(2.64) 
(2.65) 
(2.66) 
As an alternative to scaling the domain and then sub-dividing it into elements of 
equal lengths, domains may also be spanned by elements of increasing length. 
Satisfactory re~ults have been achieved by Hounslow (1990) using elements with 
lengths that increase according to geometrical progressions. In this chapter upper 
limits of sub-domains will be located according to the following geometrical progres-
SlOn: 
(2.67) 
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where : superscripts 1 and e denote the first and eth elements, vg denotes the upper 
limit of element e and N is the total number of elements used to span the domain. The 
resulting partition is finer at small volumes ( where the solution is changing rapidly) 
and coarser at large volumes (where the solution is changing comparatively slowly). 
There are clearly many cases where such a discretization will be sub-optimal for 
instance in problems where the feed distribution is bi-modal. Nevertheless reasonably 
accurate results can still be achieved and a quite simple method of refinement may 
be used in conjunction with this discretization. 
2.13 Refinement of the Discretization 
Once the upper limit of the domain ( Vmax) is established, two adjustable parameters 
define the geometrical progression 2.67 : i) the length of the first element and ii) 
the number of elements in the partition. The values of these parameters are selected 
using the following procedure : 
1. The domain is truncated, partitioned and the problem is solved for the density 
distribution and its moments. 
2. The length of the first element is reduced and the problem re-solved until further 
reductions result in insignificant changes in the oth moment. 
3. The number of elements is increased and the problem re-solved until further 
increases in number of elements result in insignificant changes to the value of 
the 2nd rrioment. 
The main short-coming of the refinement scheme suggested above is that it requires 
much guess-work, for instance : how much should the length of first element be 
reduced before the problem is re-solved ? Incorrect guesses can significantly add to 
the total computational cost required to obtain a satisfactory answer. A more rigorous 
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approach that entirely eliminates the need for such guess work will be proposed in 
chapter 4. 
2.14 Numerical Case Studies 
The finite element method was applied to four cases of the PBE for which analyti-
cal solutions are available. Aggregation, breakage and growth were each studied as 
isolated phenomena in the first three cases while a problem of combined aggregation, 
growth and nucleation was investigated in the final case. 
2.14.1 An Aggregation Problem 
If the breakage function, the specific rate of breakage and the growth function are all 
set to zero : 
p(v,w) = O V v,w 
S(v) = O V v 
G(v) = O V v 
then the steady state PBE for aggregation is obtained : . 
_n(_v_) _- _n_in_(v_) = 1v/2 f3(v - w, w)n(v - w)n(w)dw - ( 00 f3(v , w)n(w)dw 
T O lo 
For the idealize~ case of an exponential feed distribution : 
nin(v) = -exp -No (-v) 
Vo Vo 
and a size independent aggregation kernel : 
(3 ( v , w) = /30 V v, w 
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(2.68) 
(2.69) 
(2.70) 
(2. 71) 
(2.72) 
(2. 73) 
the following analytical solution has been derived by Hounslow (1990) 
n(v) = N0 (lo [vo(~:2t) ] + 11 [vo (~:2t)]) 
Vo y'l 2t [ (l+t)v J + exp (1+2t)vo 
(2. 74) 
where : 10 and 11 are modified Bessel functions of the first kind , of zeroth and first 
orders and t = (30 N0 T . An asymptotic expansion of the above solution has been 
derived by Hounslow (1997) for v --+ oo : 
and is used when : 
exp [ 2~~t ] 
n( V) = a 
y'7r(2t)2 [ 2:ot] 2 
tv > 700 
v0 (1 + 2t) 
(2.75) 
(2. 76) 
since the values of the modified Bessel functions exceed the numerical range of most 
processors for such arguments. 
Analytical expressions for the zeroth, first and second moments of the density distri-
bution have been derived by Smit , Hounslow and Paterson (1993) to be : 
(2. 77) 
(2. 78) 
(2.79) 
The above expressions have been used to evaluate the analytical values of the moments 
for each of the simulations performed. These values are listed in Table 2.1. Also 
tabulated is the index of aggregation (Iagg) which has been defined by Hounslow (1990) 
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as: 
mo 
Ia99 = l - - . mm 0 
(2.80) 
and is used as a quantitative measure of the extent to which complete aggregation 
has been achieved. This index can attain values between zero (no aggregation) and 
one ( complete aggregation). 
case T mo m1 m2 I agg 
la 2 X 102 9.51 X 10- 2 1 202 0.9049 
lb 2 X 104 9.95 X 10-3 1 20002 0.9901 
le 2 X 106 9.99 X 10- 4 1 200002 0.9990 
Table 2.1: Analytical moments of the density dis-
tribution and indices of aggregation for the aggre-
gation problem. 
Truncation and mesh refinement were performed as previously described. An initial 
estimate of the truncation point ( v~ax ) was located by visual inspection. The extrap-
olation procedure for aggregation/ growth dominant problems was then used to obtain 
an improved estimate for a truncation point ( Vma x ) satisfying criterion (2.4 7). These 
estimates are recorded below in Table (2.2). Also tabulated are the quantities Mf 
(M2 of equation (2.46) using v~ax as an upper limit) and M2 ( which uses Vmax as an 
upper limit) . These quantities were evaluated using the analytical expressions (2.74) 
and (2. 75) as a check on the appropriateness of the truncation points. In the final 
two columns of Table (2.2) the length of the first element and the number of elements 
used to span the truncated domain are recorded. These are the parameters of the 
geometrical progi·ession used in the final refined partition to generate the results listed 
in Table (2.3). 
The collocation formulation of the aggregation problem was solved using the suc-
cessive substitution strategy (2.43). The finite element predictions of the number 
density function (n(v)} are shown in figure (2.6). Large relative errors are most likely 
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case 0 M o Vmax M2 V1 Vmax 2 
la 2.500 X 103 0.9940 3.306 X 103 0.9990 1.0 
lb 2.500 X 105 0.9941 3.294 X 105 0.9990 1.5 
le 2.500 X 107 0.9941 3.403 X 107 0.9993 2.0 
Table 2.2: Domain truncation and partition para-
meters used in the aggregation problem. 
N 
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to be present in the tail region of the density distribution. For this reason the results 
are plotted on log-log axes. The solid lines represent the analytical solution while 
the symbols are the nodal values of the finite element solution for the first and last 
node of each element . Excellent agreement can be observed between the analytical 
and numerical values. This agreement will be quantified by the mean square relative 
error . 
A mean square relative error in the number of particles predicted in an interval can 
be defined as a measure of the quality of a solution : 
1 1 N ( ( ')Jea ( ')ana) 2 
- SSRE = - ~ m i o - m i o 
N N ~ m(i)ana 
i=l O 
(2.81) 
In the above expression m( i)0 is the number of particles in the ith partition and the 
superscripts fea and ana denote predictions of the finite element solution and the 
analytical solution respectively. Values of tSSRE and the percentage errors in the 
moments of the finite element solution (E mi) are recorded in Table (2.3). Also 
tabulated are the number of equations comprising the system (Neq ), the number of 
iterations required for the system to converge (Nit) and CPU requirements of the 
Sun Ultra Enterprise II that was used for the simu,lations (CPU) . One CPU unit 
corresponds approximately to one second of real time. In all cases very high quality 
predictions were made of the density distribution ( as indicated by the small h SSRE 
values) and its moments ( as indicated by small percentage errors). More complete 
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case 0 Mo Vmax M2 Vmax 2 V1 
la 2.500 X 103 0.9940 3.306 X 103 0.9990 1.0 
lb 2.500 X 105 0.9941 3.294 X 105 0.9990 1.5 
le 2.500 X 107 0.9941 3.403 X 107 0.9993 2.0 
Table 2.2: Domain truncation and partition para-
meters used in the aggregation problem. 
N 
32 
40 
45 
to be present in the tail region of the density distribution. For this reason the results 
are plotted on log-log axes. The solid lines represent the analytical solution while 
the symbols are the nodal values of the finite element solution for the first and last 
node of each element. Excellent agreement can be observed between the analytical 
and numerical values. This agreement will be quantified by the mean square relative 
error. 
A mean square relative error in the number of particles predicted in an interval can 
be defined as a measure of the quality of a solution : 
1 1 N ( ( ·)fea ( ')ana) 2 
- SSRE = - ~ m z o ~ m z o 
N · N ~ m(z)ana 
i =l O 
(2.81) 
In the above expression m( i)o is t he number of particles in the ith partition and the 
superscripts fea and ana denote predictions of the finite element solution and the 
analytical solution respectively. Values of ~SSRE and the percentage errors in the 
moments of the finite element solution (E mi) are recorded in Table (2.3) . Also 
tabulated are the number of equations comprising the system (Neq ), the number of 
iterations required for the system to converge (Nit) and CPU requirements of the 
Sun Ultra Enterprise II that was used for the simu)at ions (CPU). One CPU unit 
corresponds approximately to one second of real time. In all cases very high quality 
predictions were made of the density distribution ( as indicated by the small t SSRE 
values) and its moments ( as indicated by small percentage errors). More complete 
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discussion of these values will be provided later in section 2.16. It may also be 
noted that a significant number of iterations (16377) were required by the successive 
substitution algorithm to solve case le of t he aggregation problem. Justification will 
also be given is section 2.16 for the continued use of this apparently inefficient solution 
algorithm. 
10+00 
10- 05 
n(v) 10- 10 
10- 15 
T = 2 X 104 
10-20 T = 2 X 106 
10-01 10+01 10+03 10+05 10+07 10+09 
V 
. Figure 2.6: FEM predictions of the number density function 
(n(v)) for the aggregation problem where nin(v) = ~i exp(-v/v0 ) , 
(3(v, w) = (30 and N0 = v0 = (30 = 1 for the three mean residence 
times T = 2 x 102, 2 x 104 arid 2 x 106 . 
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case Emo E rn1 E m2 t1SSRE Neq CPU Nit 
la 0.003% 0.023% 0.134% 2.008 X 10-9 97 4u 257 
lb 0.016% 0.073% 0.192% 7.256 X 10-s 121 64u 2121 
le 0.051 % 0.095% 0.139% 6.325 X 10-7 136 573u 16377 
Table 2.3: Errors in moments and mean square relative errors of 
the finite element solution to the aggregation problem. 
2.14.2 A Breakage Problem 
If the aggregation kernel and the growth function are both set to zero : 
/3(v,w)=0 Vv,w 
G(v) = 0 V v 
then the PBE for breakage is obtained : 
(2.82) 
(2.83) 
n(v)- nin(v) = j 00 p(v ,w)S(w)n(w)dw - S(v)n(v) (2.84) 
T V 
As in the aggregation problem an exponential feed distribution will be used. For 
breakage with a binary breakage function and size dependent rate of breakage : 
2 p(v, w) = - , 
w 
S( V) = V (2.85) 
the following solution for the density distribution will be derived in the appendix as : 
n( v) = No [(l + TV )2 + 2Tv0 (1 + T[v0 + v])] 
v0 (l + TV )3 exp ( ;
0
) 
(2.86) 
The constants J\!0 and v0 were set to unity and the breakage problem was solved for 
the three time constants listed in Table (2.4). 
An analytical expression for the zeroth moment can' be derived by integrating the 
PBE for breakage over the volume domain v E (0, oo ), which gives : 
(2.87) 
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case T mo m1 m2 hre 
2a 1 X 10° 2 1 1.192 X lQ+o 0.5000 
2b 1 X 102 101 1 8.157 X 10-2 0.9901 
2c 1 X 104 10001 1 1.727 X 10-3 0.9999 
Table 2.4: Analytical moments of the density dis-
tribution and indices of breakage. 
It is assumed that total particle volume is conserved for systems where breakage is 
the only particulate mechanism, hence the first moment of the feed distribution will 
be the same as that of the product distribution. 
(2.88) 
The above analytical expressions were used to calculate the zeroth and first moments 
for each of the time constants listed in Table (2.4). 
An analytical expression for the second moment can only be derived in terms of the 
third moment (which can only be derived in terms of the forth moment and so forth), 
hence semi-analytical values of the second moment were obtained by numerical inte-
gration of the function v2n( v) where n( v) is the solution to the breakage PBE (2.86) . 
An index of breakage hre can be defined by analogy with the index of aggregation : 
min 
hre = 1- - 0 
mo 
(2.89) 
Analytical and semi-analytical evaluation of the moments of the solution and indices 
of breakage are recorded in Table (2.4). 
Domain truncation was performed using the method described previously for breakage 
dominant problems. Truncation points (initial and ,final estimates), corresponding 
J\/[2 values and the parameters of the refined geometrical progression are recorded in 
Table (2.5). 
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case T mo m1 m2 hre 
2a 1 X 10° 2 1 1.192 X lQ+o 0.5000 
2b 1 X 102 101 1 8.157 X 10-2 0.9901 
2c 1 X 104 10001 1 1. 727 X 10-3 0.9999 
Table 2.4: Analytical moments of the density dis-
tribution and indices of breakage. 
It is assumed that total particle volume is conserved for systems where breakage is 
the only particulate mechanism, hence the first moment of the feed distribution will 
be the same as that of the product distribution. 
(2.88) 
The above analytical expressions were used to calculate the zeroth and first moments 
for each of the time constants listed in Table (2.4) . 
An analytical expression for the second moment can only be derived in terms of the 
third moment (which can only be derived in terms of the forth moment and so forth) , 
hence semi-analytical values of the second moment were obtained by numerical inte-
gration of the function v2n( v) where n( v) is the solution to the breakage PBE (2.86). 
An index of breakage hre can be defined by analogy with the index of aggregation : 
m in 
hre = 1- - 0 
mo 
(2.89) 
Analyt ical and semi-analytical evaluat ion of the moments of the solution and indices 
of breakage are recorded in Table (2.4). 
Domain truncation was performed using the method described previously for breakage 
dominant problems. Truncation points (initial and final estimates), corresponding 
1\12 values and the parameters of the refined geometrical progression are recorded in 
Table (2.5) . 
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case 0 Mo Vma·x1 Vmax2 M2 V1 N vmax 2 
2a 12 1.0000 9.2373 15.629 0.9991 1 X 10-l 15 
2b 12 1.0000 7.4129 13.668 0.9992 1 X 10-3 30 
2c 12 1.0000 6.7777 12.981 0.9993 1 X 10-5 50 
Table 2.5: Domain truncatio·n and partition parameters used 
in the breakage problem. 
As in the previous case the successive substitution scheme (2.43) was used to solve 
the collocation formulation of the problem. A log-log plot of t he finite element pre-
dictions of the number density function (n( v)) is shown in figure (2. 7) . The symbols 
represent the nodal values of the finite element solution for the first and last node 
of each element. These values may be observed to be in excellent agreement with 
the analytical solution which is shown as a solid line. It should be noted that the 
solutions are only plotted in the interval (0, Vmax1 ) since the solution over the interval 
( Vmax i , Vm a x 2 ) contain significant truncation errors and was only computed in order 
to reduce the truncation error in the birth rate due to breakage within the interval 
(0, Vmaxi ). Moments of the numerical solution were evaluated and the errors in these 
moments as well as the 1SSRE values were recorded in Table (2.6). The low values 
of all these errors is an indication of a very high quality numerical solution. The 
number of equations solved, CPU requirements of the simulations and the number of 
iterations required for convergence were also recorded in Table (2.6). In case 2c, con-
vergence of the numerical solution was achieved in significantly fewer iterations (79) 
than in case le eventhough the analytical solution differs from the feed distribution 
by a similar order of magnitude (Ibre ~ Iagg ~ 0.999). 
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Figure 2.7: FEM predictions of the number density function (n(v)) 
for the breakage problem where nin (v ) = ~i exp( - v/vo) , p(v ,w) = 
2 / w, S ( v ) = v and N0 = v0 = 1 for the three mean residence times 
T = l 0° , 102 and 104. 
case Emo E m1 E m2 t1SSRE N CPU Nit 
2a 0.003% 0.047% 0.142% 1.105 X 10- 5 15 < l u 15 
2b 0.192% 0.189% 0.278% 1. 160 X 10-4 30 < lu 36 
2c 0.270% 0.267% 0.308% 2. 054 X 10-4 50 298u 79 
Table 2.6: Errors in moments and mean square relative errors 
of the finite element solution to the breakage problem. 
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2.14.3 A Growth Problem 
If the aggregation kernel, breakage function and the specific rate of breakage are all 
set to zero : 
,B(v,w)=O Vv,w 
p( v, w) = 0 V v, w 
S(v)=O Vv 
then the PBE for growth is obtained : 
n( V) - nin ( V) d (a( ) ( )) +-d vnv =0 
T V 
The feed distribution : 
nin(v) = -vexp --No ( v) 
Vo Vo 
(2.90) 
(2.91) 
(2.92) 
(2.93) 
(2.94) 
was used and since this PBE contains a derivative term the boundary condition n(O) 
must be specified if a unique solution is to be obtained. This condition was set to 
zero: 
n(O) = 0 (2.95) 
This combination of feed distribution and boundary condition was selected to give a 
growth pl'oblem without nucleation, but with a continuous solution. 
A constant growth function was selected for this problem : 
G(v) = Go (2.96) 
Although not physically realistic, a constant growth rate results in a PBE which 
may be rout inely solved. The following analytical solution to this problem may be 
obtained using an integrating factor : 
TGovo exp( - -r~o) + [vov - TGo( v + vo)] exp(-;) 
n(v)=No ( G )2 · T o - Vo . (2.97) 
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Simulations were performed with N0 and v0 set to unity for each of the three values 
of TGo listed in Table (2. 7). 
Analytical expressions for the zeroth, first and second moments may be obtained 
by multiplying the PBE for breakage by vi (where i is the appropriate index) and 
integrating over the volume domain. This procedure results in the following three 
expressions : 
(2.98) 
(2.99) 
(2.100) 
Evaluations of these moments are presented for each of the values of TGo considered 
in Table (2.7). 
case rGo mo m1 1n2 
3a 1 X 10-l 1 2.1 6.42 
3b 1 X lQ+l 1 12 246 
3c 1 X 10+3 1 1002 2004006 
Table 2. 7: Analytical moments of the density dis-
tribution for the growth problem. 
case 0 Mo Vmax M2 vmax 2 V1 
3a 1 X 10° 0.9893 1.369 X 101 0.9993 0.1 
-3b 1 X 102 0.9972 1.140 X 102 0.9991 0.4 
3c 1 X 104 0.9972 1.144 X 104 0.9991 0.5 
N 
20 
25 
30 
Table 2.8: Domain truncation and partition parameters used 
in the growth problem. 
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Domain truncation was performed as described previously for aggregation/ growth 
dominant problems. Truncation points , corresponding M 2 values and the parameters 
of the refined geometrical progression are recorded in Table (2.8) . 
The successive substitution strategy (2.44) was used to solve both collocation and 
Galerkin formulations of this problem. It was found that the collocation formulation 
resulted in ill-conditioned global matrices. The magnitudes of the derivatives of the 
interpolation functions increase very rapidly as the element lengths decrease in size. 
Partitioning the domain according to the geometric progression (2.67) results in a 
global matrix with entries in t he top left corner that are large enough to cause matrix 
ill-conditioning. An example where this has occurred is shown in figure (2.8). 
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Figure 2.8: The poor solution of the collocati0n formulation result-
ing from matrix ill-conditioning in case 3a of the growth problem. 
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Figure 2.9: More accurate solutions of the collocation-Galerkin for-
mulation of the growth problem where nin(v) = ~~v exp(-v/v0 ), 
G( v) = Go and N0 = v0 = 1 for the three cases where TGo = 
0.1, 10 and 1000 . 
A much better conditioned system is obtained if the Galerkin formulation of the 
problem is used in all elements where : 
element length < lOTGmax( v) (2.101) 
and where Gmax_( v) is the maximum value attained by the growth function within the 
element . 
When the collocation-Galerkin formulation was used to solve the growth problem 
the finite element predictions of the density distribution ( 8 ) may be observed, in 
figure (2.9) , to be in excellent agreement with the analytical solutions (solid lines). 
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The errors in the moments of the solution, the mean relative error in the number 
of particles predicted in an interval, the number of equations to be solved, the CPU 
requirements of the simulations and the number of iterations required for convergence 
are recorded in Table (2.9). Once again the high quality of the numerical solution 
is quantified by very small errors in the numerically obtained moments and small 
1SSRE values. It should also be noted that only one iteration was required to solve 
the growth PBE since it is a linear system. 
case Emo E m1 E m2 1SSRE N CPU Nit 
3a 0.001% 0.013% 0.064% 1.527 X 10-5 10 < lu 
3b 0.006% 0.008% 0.080% 5.241 X 10-6 15 < lu 
3c 0.015% 0.003% 0.067% 8.688 X 10-9 20 < lu 
Table 2.9: Errors in moments and mean square relative errors 
of the finite element solution to the growth problem. 
1 
1 
1 
2.14.4 A Problem of Combined Aggregation, Growth and 
Nucleation 
If the breakage function and specific rate of breakage are set to zero : 
p(v, w) = 0 V v, w 
S(v) =O Vv 
then the PBE for combined aggregation and growth is obtained : 
n(v) -T nin(v)_+ d~ ( G(v)n(v)) = 1v/Z j3(v - w,w)n(v - w)n(w)dw 
(2.102) 
(2.103) 
-n~v) 100 j3(v,w)n(w)dw (2.104) 
In this simulation a particle free feed distribution was considered : 
nin(v) = 0 V v E (0, oo] (2.105) 
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and additionally, the aggregation kernel and growth function were both taken to be 
constant : 
/3 ( V, W) = /3o 
G(v)=Go 
(2.106) 
(2.107) 
The analytical solution to the resulting PBE (2.104) has been derived by Liao and 
Hulburt (1976) : 
where : 
and: 
I1(x) n(v) = 2n0 exp(-px)--
x 
n(O) = no 
is the number density of nuclei in the product stream. 
(2.108) 
(2.109) 
(2.110) 
(2.111) 
The constants T and n0 were set to unity and simulations were performed with the 
values of /30 and G0 listed in Table (2.10). 
If the PBE is multiplied by viand integrated over the domain (0, oo] then the following 
analytical expressions can be derived for the moments of the density distribution : 
(2.112) 
(2.113) 
(2.114) 
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The values of these moments are tabulated below for each of the problems investi-
gated. 
case /3o Go mo m1 m2 
4a 
4b 
4c 
1 X 10° 1 X 10° 7.321 X 10-1 7.321 X 10-l 2.000 X lQ+o 
1 X 101 1 X 101 1.318 X lQ+o 1.318 X lQ+l 2.000 X 10+3 
1 X 102 1 X 102 1.407 X lO+o 1.404 X lQ+2 2.000 X lQ+6 
Table 2.10: Analytical moments of the density distribution 
for the aggregation, growth and nucleation problem. 
Truncation and refinement of the partition were performed as previously described for 
aggregation/ growth dominant problems. The truncation points and the parameters 
of the refined geometric progression are shown in Table ( 2 .11). 
case 0 Mo Vmax M2 V1 N vmax 2 
4a 2.500 X 103 0.9938 2.636 X 101 0.9991 0.5 20 
4b 2.500 X 105 0.9858 2.379 X 103 0.9992 1.0 20 
4c 2.500 X 107 0.9859 2.365 X 105 0.9992 1.0 40 
Table 2.11: Domain truncation and partition parameters used 
in the combined aggregation, growth and nucleation problem. 
The collocation-Galerkin formulation of the problem was solved using the successive 
substitution scheme (2.44). Log-log plots of the finite element solutions to the problem 
are. ..,i,t shown in figure (2.10). Solid lines represent the analytical solution (2 .108) and the 
symbols are the nodal values of the finite element solution for the first and last node 
of each element. 
Errors in the moments of the finite element solution, mean square relative errors 
in the number of particles predicted in an interval , the number of equations solved, 
the CPU requirements of the simulations and the number of iterations required for 
convergence are all recorded below in Table (2.12). 
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Figure 2.10: FEM predictions of the number density function for 
the aggregation , growth and nucleation problem with nin( v) 
0, {3(v,w) = f3o, G(v) = Go and T = 1 for (/30,Go) 
(1, 1), (10, 10) and (100,100). 
case Emo E m1 Em2 issRE Neq CPU Nit 
4a 0.055% 0.046% 0.013% 7.568 X 10- 7 61 < lu 21 
4b 0.217% 0.131% 0.141% 5.4 78 X 10- 5 61 4u 240 
4c 0.203% 0.135% 0.200% 1. 709 X 10- 5 121 143u 2253 
Table 2.12: Errors in moments and mean square relative errors 
of the finite element solution to the aggregation, growth and 
nucleation problem. 
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In all cases excellent agreement between the numerically obtained density distribution 
and the analytical density distribution is quantified by small errors in the numerical 
predictions of moments of the density distribution and low tSSRE values. 
2.15 A Comparison with the Performance of the 
DPB 
In this section the performance of the finite element method is compared with that of 
the DPB. The DPB has been selected for this comparison since it was the only other 
method capable of solving the steady state PBE for aggregation, breakage, growth 
and nucleation with a general set of parameterizing functions. 
The simulations for the aggregation problem of subsection 2.14.1 were repeated using 
the DPB of Litster, Smit and Hounslow (1995) as modified by Wynn (1996). 
Prior to implementing this method the domain must be truncated to a non-zero lower 
limit (0 < Vmin) as well as a finite upper limit (vmax < oo). Hence, domain truncation 
errors are incurred at both the lower and upper limits of the domain. The lower limit 
was selected to be as large as possible such that the criterion : 
f 00 n(v)dv 
Jv~n > 0.999 f0 n(v )dv (2.115) 
was still satisfied. 
In an attempt to match the accuracy of the finite element method, increasingly large 
discretization factors ( q values) were used. Once the discretization factor was set, 
the number of equations used to approximate the system ( Neq) was selected to be 
as small as possible such that M 2 > 0.999. This in turn dictated the upper limit of 
the domain ( Vmax). When a discretization factor of q = 24 was reached, the resulting 
systems of equations became too large to solve with the available computer resources . 
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The parameters of the DPB simulations with a discretization factor of q = 23 are 
listed below in Table (2.13). 
case T Vmin Vmax Neq 
DPBa 2 X 102 0.001 3.526 X 103 502 
DPBb 2 X 104 0:001 3.421 X 105 653 
DPBc 2 X 106 0.002 3.646 X 107 781 
Table 2.13: Domain truncation and 
partition parameters used for the DPB 
when solving the aggregation problem. 
Figure (2.11) is a plot of the square relative error in the number of particles predicted 
in an interval by the DPB and the finite element method for case lb of the aggregation 
problem. The square relative errors for the DPB appear as crosses while those of the 
finite element method appear as odots ( O ). Over most of the domain the SRE values 
of the finite element method are about two orders of magnitude smaller than those of 
the DPB of Litster, Smit and Hounslow (1995) . A small region exists (in the vicinity 
of v = 7 x 104 ) where near perfect error cancellations result in SRE values being 
smaller for the DPB. 
Errors in the moments of the DPB solution, mean square relative errors, the number of 
equations comprising the system and the CPU times for each simulation are recorded 
below in Table (2.14). These values will be discussed in the following section. 
case Emo E m1 E m2 -fjSSRE Neq CPU 
DPBa 0.052% 0.000% 0.194% 2.591 X 10- 4 501 216u 
DPBb 0.451 % 0.000% 0.753% 4.034 X 10-5 653 469u 
DBPc 0.052% 0.000% 0.163% 7.101 X 10- 5 781 73lu 
Table 2.14: Errors in moments and mean square relative errors 
of the DPB solution to the aggregation problem. 
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Figure 2.11: Square relative errors (SRE) for the finite element 
algorithm and the DPB of Litster , Smit and Hounslow (1995) in 
case 1 b of the aggregation problem. 
Discussion 
The case studies sections 2.14.1-2.14.4 were selected to be very demanding tests 
on the finite element method's convergence capabilities and ability to predict the 
density distribution and moments correctly. Time constants, growth rates etc. were 
chosen so that density distribution of the output stream would be vastly different 
from that of the feed stream which was used to initialize the iterative procedures 
(2.43 and 2.44). The substantial changes in the feei distributions were quantified 
in the first two case studies by the indices of aggregation and breakage. In case le 
(see Table (2.1)) an index of aggregation of 0.999 was achieved. This is indicative 
of a thousand-fold reduction of the number of particles in the feed stream. Similar 
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changes in particle numbers can be observed for breakage in case 2c (see Table (2.4)), 
while in the growth example a million fold increase in the volume of particles of the 
feed stream was achieved (see Table (2.4)). Figures (2.6), (2.7) , (2.9) and (2.10) show 
excellent agreement between the finite element solution and the analytical solutions 
for the problems investigated even in cas.es where significant changes in the density 
distribution occurred. This excellent agreement is quantified by the low tSSRE 
values listed in tables (2.3), (2.6), (2.9) and (2.12). 
In order to predict the moments of the density distribution accurately, a method 
must be able to solve for a function with values that can change over many orders of 
magnitude. For instance the density distribution of case le assumes values between 
0.286 x 10- 18 and 0.500 x 10- 3 over the domain of interest . In all cases the finite 
element method proved capable of this task. All moments were predicted to within 
one third of a percent of their analytical values. 
Accurate prediction of moments requires appropriately chosen domain truncation 
points. Visual inspection of the v2nh( v) curve can be used to satisfy criterion (2.4 7) 
to within ±0.1 %. If additional accuracy is required the extrapolation procedure 
described in section 2.11 can be used to eliminate much of the time consuming guess-
work associated with finding the upper limit by trial and error. 
In simulation le, the finite element algorithm required over 16000 iterations to solve 
an aggregation problem. This suggests that the successive substitution algorithm 
is inefficient. However it was demonstrated by Nicmanis 1995 that in many cases 
less computational power was required by the successive substitution algorithm than 
by a Newton m~thod applied to the same problem. Although the Newton method 
is capable of solving the problem in considerably fewer iterations, each iteration is 
much more expensive since a completely dense Jacobian matrix must be assembled. 
The successive substitution algorithm has the additional advantages of being much 
more robust and requiring significantly less computer memory. Both of these items 
will be discussed below. 
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In a direct comparison with the DPB it was shown that the finite element method was 
capable of more accurate predictions of the density distribution. In figure (2.11) it 
can be seen that the SRE values for the FEM are several orders of magnitude smaller 
than those of the DPB for case lb. This fact is quantified by a comparison of the 
tSSRE values in tables (2.3) and (2 .14). The tSSRE values are typically two to 
three orders of magnitude smaller for the finite element method. 
The DPB algorithm is derived such that the zeroth and first moments of the density 
distribution are predicted correctly. In Table (2.14) it can be seen that the first 
moment is predicted exactly by the DPB. In all cases the finite element method 
predicted moments to within 0.2% of their analytical value and made slightly better 
predictions of the zeroth and second moments than the DPB. Comparable accuracy 
in predictions of these moments is achieved by the DPB ( despite much larger SRE 
values) due to error cancellations. 
Considerably less computational power is required by the finite element method. 
Tables (2.3 and 2.14) reveal that the finite element method converged using 1.85%, 
13.6% and 78.4% of the computational power required by the DPB. 
It should also be noted that the finite element method was initialized using the feed 
distribution which in many cases differed from the final converged solution by over 
ten orders of magnitude. The DPB algorithm would not converge from such poor 
initial guesses and was initialized from much better starting points that were within 
an order of magnitude of the final solution. In most practical applications such a 
good initial guess would not be available. 
Figure (2.11) also highlights one of the shortcomings of the DPB. This method does 
not span the sub-domain (0, v1 ). Thus finite domain error is also incurred at the 
lower end of the volume domain. A small value of v1 must be selected to reduce this 
finite domain error to an acceptably low level. Consequently the geometric progression 
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requires many intervals to span the lower volume range where the solution is changing 
very little across each element. 
Computer memory requirements of the finite element method were significantly lower 
than those of the DPB for two reasons : i) the FEM is a higher order method and hence 
is capable of achieving better accuracy than the DPB using fewer equations ( compare 
Neg values of tables (2.3 and 2.14)) and ii) the successive substitution strategy retains 
the data in diagonal block form. A system of Neg equations will result in a matrix of 
N;~~1 overlapping p x p blocks, where p - 1 is the order of the interpolation polynomial. 
The DPB uses Newton's method which requires an Neg X Neg Jacobian matrix. For 
instance in case le the finite element algorithm solve a system of equations with a 
matrix consisting of 45 4 x 4 blocks resulting in 719 non-zero matrix entries whereas 
the DPB solved a system of equations with a completely dense matrix consisting of 
781 x 781 = 609961 non-zero entries. 
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2.17 Chapter Conclusions 
The following conclusions can be made with regards to the finite element method 
developed in this chapter : 
• The finite element method proved capable of accurately predicting the solutions 
to the steady state PBE and the moments of these solutions for the full range 
of particulate mechanisms ( aggregation, breakage, growth and nucleation) . 
• The simple heuristic suggested in section 2.13 for refining the discretization ac-
cording to a geometrical progression may be used to approach high accuracy 
solutions. However, this procedure requires a significant amount of guesswork 
and in many cases geometric discretizations are sub-optimal ( as will be demon-
strated in chapters 3 and 4). 
• The quantity M2 has been identified as one of central importance when calcu-
lating moments to very high accuracy (better than 0.1 % ). 
• A collocation-Galerkin formulation can be used to avoid the ill-conditioned ma-
trices associated with growth problems. 
• The method is derived without placing any restrictions upon the discretization 
of the domain hence this method is amenable to adaptive mesh refinement 
techniques that will be shown in chapter 4 to yield further increases in accuracy 
and computational efficiency. 
The finite element method was found to have the following advantages over the DPB 
of Litster , Smit and Hounslow (1995) : 
• Using smaller systems of equations to represent the PBE, the finite element 
method was found capable of making better predictions of the density distrib-
ution. 
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• The finite element method was found to be more robust and easier to converge 
and did not require any problem-specific scaling parameters. 
• The finite element method does not incur any truncation errors at the lower 
volume range. 
• No restrictions are placed on the location of grid points when using the finite 
element method. Hence, this method is amen.able to adaptive mesh grading 
techniques whereas as the domain must be partitioned according to a geomet-
rical progression when using the DPB. 
• The finite element solution of the PBE can be a piecewise polynomial of any 
order whereas that of the DPB is assumed to be constant within each partition. 
• The finite element method uses significantly less computer memory when solving 
the PBE. 
• The finite element method requires significantly less CPU time to converge to 
a solution. 
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Chapter 3 
An a Posteriori Error Estimate 
for the Steady State Population 
Balance Equation 
In this chapter error estimates are derived to assess quantitatively 
th e quality of obtained numerical solutions. These error estimates 
are successfully applied to several cases where the finite element 
method has been used to solve the steady state PEE. Discussion is 
presented on how these error estimates may be used to establish 
convergence of the finite element solution to the analytical solution 
of certain classes of problems. This chapter concludes with consid-
eration of the potential use of these error estimates in a rigorous 
approach to automatic m esh refinement. 
70 
I 
I I 
3.1 What is an Error Estimate ? 
Error estimates are inequalities that place an upper bound on the "distance" between 
the analytical solution and a numerically obtained solution to a problem. A priori 
estimates for finite element methods typically use properties of the variational for-
mulation of the problem while a posteriori estimates also make use of the obtained 
numerical solution. This chapter will focus upon a posteriori estimates since they are 
acknowledged by Zeidler (1995) to yield tighter error bounds. 
3.2 Objectives of Deriving an Error Estimate 
One motivation for deriving error bounds for the numerical solutions to the steady 
state PBE has already been stated above; namely that error estimates are useful in 
quantifying the quality of an obtained numerical solution. Error estimates, however, 
typically yield much more information than "how close is a numerical solution to the 
analytical solution". They may also be used to locate regions where very large or 
very small errors in the numerical solution exist. Hence rather than refining every 
element composing a domain ( as in the refinement procedure of chapter 2) with the 
assistance of an error estimate we may instead deduce which individual elements 
should be refined. The error estimate derived in this chapter will lie at the core of an 
automatic mesh refinement algorithm to be described in chapter 4. 
3.3 Literature Review 
At the time of writing, no error estimate had yet been proposed for the steady state 
population balance equation. In fact error estimates for nonlinear problems are cur-
rently quite scarce. Existing developments in this area tend to concentrate upon 
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general classes of problems and are largely devoted to establishing the convergence of 
a particular finite element method to an analytical solution. A notable example is the 
work of Zenisek (1990) who ties together the earlier developments of Ciarlet (1978), 
Ciarlet , Schultz and Varga (1969), Melkes (1970) and Noor and Whiteman (1976) 
to derive an error estimate for the finite element formulation of a two dimensional, 
second order, nonlinear, partial differential equation. A set of assumptions was in-
troduced to ensure the variational form of the problem was strongly monotonic and 
Lipschitz continuous. These two properties were then used to derive the estimate. 
Although this estimate adequately establishes convergence of the method it is derived 
in terms of parameters that are difficult to calculate, hence modifications are neces-
sary if this estimate is to yield quantitative predictions and be of potential use in an 
automatic refinement algorithm. 
The derivation of section 3.6 is based upon Zenisek's proof, however a different set 
of assumptions is introduced so that the final error estimate is derived in terms of 
calculable parameters. Additional modifications are necessary since the PBE is a first 
order equation (not second order) and the finite element method derived in chapter 2 
uses piecewise Lagrange and not piecewise Hermite polynomials. 
An error estimate will first be derived for a general class of problems and then in 
section 3.8 this estimate will be applied to the steady state PBE. 
3.4 Notation 
More concise nofation will be introduced in this section and the finite element method 
will be reformulated in terms of this notation for a general class of problems. Atten-
tion should also be brought to the fact that in sections 3.4-3. 7 the symbols "u" and 
"v" represent functions while "x" represents the domain of the independent variable. 
More specifically the function "u" refers to the analytical solution. of the stated prob-
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lem while "v" is typically an arbitrary element of a function space to which "u" also 
belongs. This notation has been adopted in compliance with the standard notation 
of functional analysis. In section 3.8 however the notation of Litster, Smit and Houn-
slow (1995) for particulate systems will be adopted. According to this notation, the 
symbol "n" will represent the analytical solution to a problem and "v" will be the 
domain of the independent variable ( and not a function as defined in earlier sections). 
Let f2 be the interval (a, b) and C(D) be the space of continuous functions over D. 
Now consider the problem of finding a function u(x) E C(D) such that : 
q[x,u(x),u'(x)J = f(x) V X En (3.1) 
where q[x , u(x) , u'(x)J is a nonlinear operator on the function u(x) and its first deriv-
ative u' ( x). If the above expression is multiplied by a weight function </>( x) E C ( f2) 
and integrated over the domain f2 = (a, b) then (3.1) may be reformulated as the 
weighted residual problem of finding a function u(x) E C(D) such that : 
where: 
a(u, </>) = L(</>) V </>(x) E C(D) 
a(u,</>) = lo <f>(x)q[x,u(x),u'(x)JdD 
L (</>) = lo </J(x)f(x)dD 
(3.2) 
(3.3) 
(3.4) 
In the finite element formulation of this problem the solution is approximated by 
uh(x) E Vh(D), where Vh(D) C C(D) is defined: 
Vi(D) = 
vh(x): vh(x) is a piecewise continuous polynomial with possible 
discontinuities in its derivatives at the inter-element 
boundaries. 
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Then the problem becomes one of finding a function uh(x) E Vh(D) such that : 
(3 .5) 
3.5 Assumptions 
The following three assumptions will be used in the derivation of the error estimate. 
(Al) Assume that there exists a constant a > 0 such that : 
where ll•lln denotes the standard Lrnorm over the domain n. The L 2-norm (as 
defined for instance by Adams (1975)) will be used throughout this chapter as a 
measure of the "distance" between two functions. 
(A2) Assume that there exists a constant K 1 < oo such that : 
lq2[x, w, w'] I ::::; K1 V w E C(D) 
( A3) Assume that there exists a constant K 2 < oo such that : 
lq3[x, w, w'] I ::::; K2 V w E C(D) 
where the subscripts 2 and 3 denote partial differentiation of the operator q with 
respect to t he second and third arguments. 
3.6 Derivation of the Error Estimate 
The consequences of four lemmas will be used in the final derivation of the error 
estimate. In lemma 1, assumption (Al) will be used to establish a property analogous 
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to strong monotonicity of the form a(u, cp) while in lemma 2 assumptions (A2) and 
(A3) will be used to infer Lipschitz continuity of this form. These two lemmas will be 
combined in lemma 3 to bound the norm lluh - vii where v is an arbitrary piecewise 
continuous polynomial. The function v will eventually be set to a perfect interpolant 
of the analytical solution, the properties . of which are derived in lemma 4. The final 
theorem results from an application of the triangle inequality and lemma 3. 
Lemma 1. For all u E C(D) and v E Vh(D) there exists a constant a > 0 such that : 
a (llu -vii:+ llu' -v'II:) :S la(u , u - v) - a(v , u - v)I 
Proof: Define g(t) := q[x , v + t( u - v ), v' + t( u' - v')] then : 
g(l) - g(O) = 11 g'(T)dT 
= 1\u - v)q2 [x , v + T(u - v), v' + T(u' - v')] 
+ (u' - v')q3 [x, v + T(u - v) , v' + T(u' - v')]dT 
= q[x, u, u'] - q[x, v, v'] 
Multiplying by ( u - v) and integrating over the domain n : 
(3.6) 
1111 (u - v) 2q2 + (u - v)(u' - v')q3 dTdxl = la(u ,u -v) - a(v, u - v)I (3.7) 
where the arguments of the operator q have been neglected in order to simplify no-
tation. By enforcing assumption (Al) the desired result is obtained : 
D 
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Lemma 2. Let u, w c C(O) and v c Vh then there exist constants K 1 , K 2 < CX) such 
that the following inequality may be satisfied : 
Proof : As in t he previous proof the following funct ion is defined : 
g(t) := q[x, v + t(u - v), v' + t (u' - v')] (3.8) 
Expression (3.6) is then considered : 
q[x, u, u'] - q[x, v, v1 = 1\u - v)q2[x, v + T(u - v ), v' + T(u' - v' )] 
+( u' - v')q3 [x, v + T( u - v ), v' + T(u' - v') ]dT (3.9) 
The above expression is then multiplied by a funct ion w w c C(O) and integrated 
over the domain n to obtain : 
la(u,w) - a(v,w) I = Ii ( w(u - v) 11 q2 dT + w(u' - v') 11 q3 dT) dx l 
~ i (lw(u - v) l 11 lq2I dT + lw(u' - v')l 11 lq31 dT) dx (3.10) 
Assumptions (A2) and (A3) are applied to obtain : 
la(u,w) - a(v ,w) I ~ K1 i lw(u - v) I dx + K 2 i w(u' - v') dx (3.11) 
Application of the Cauchy-Schwartz inequality to the above expression yields the 
desired result : 
D 
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Lemma 3. Let u E C(!1) be the solution of the weighted residual problem (3.2)) let 
uh E Vh(!t) be th e solution of the finite element problem (3.5) and let v be an arbitrary 
element of Vh then th ere exist constants O < I<1 , K2 , a., c1 < oo such that : 
Proof: Beginning with lemma 1 Vu E C(!1) and V v E Vh(!t) there exists a. > 0 such 
that : 
a (llu -vii:+ llu' - v' IO S la(u, u - v) - a(v, u - v) I (3 .12) 
Since uh E Vh(n) then uh E C(!1). Thus setting u = uh in the above expression : 
Since uh is the solution to the problem (3 .5) then a( uh, uh - v) = L( uh - v ), hence : 
a (lluh -vii:+ ll u~ - v'li:) S IL(uh - v) - a(v,u1, - v)/ V v, Vh(fl) (3.14) 
Subtracting and then adding a( u, Uh - v) : 
a ( // uh - v[ + // u( - v'[ ) 
- ::; IL(uh - v) - a(u,uh - v) + a(u,uh - v) - a(v,uh - v) / (3.15) 
And if u is the solution to the problem (3.2) then a( u , uh - v ) = L( uh - v) hence : 
a (lluh -vii: + llu~ -v[) S la(u , Uh - v) - a(v, Uh - v)I v v t vh(n) (3.16) 
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Since u , Uh - v c C(n) and v c vh c C(n) then lemma 2 may be applied to the right 
hand side of the above expression : 
For each V E vh ( f2) let a constant C1 be defined : 
The desired inequality is obtained by substituting llu~ - v' lln 
expression (3.17) and dividing through by a(l + ci) lluh - vlln : 
v v E vh(n) (3 .17) 
(3.18) 
Lemma 4. Let u be th e solution to the weighted residual problem (3.2) within element 
e of length he. It is also assumed that within each element uh is a Lagrange polynomial 
of order p . Now let 1ru be the perfect lin ear interpolant of the solution u of the 
problem (3.2) 1 ie. 1ru(x;) = u(x;) at each of the p + 1 nodes (x~s) 1 and is linear 
in~between the nodes1 then i) : 
and furthermore ii) : 
where 1r'u denotes the slope of the linear interpolant 1ru. 
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Proof of i) : It is known from interpolation theory (see for instance Gerald and 
Wheatly (1989)) that : 
(3.19) 
where x 1 and x2 are two adjacent nodal co-ordinates between which the unknown 
function is approximated by a line. Substituting this result into the definition of the 
norm : 
(3.20) 
In the above case p adjacent linear sections are used to approximate the function u. 
Integration yields the following simplification : 
but X2 - X1 = he, hence : p 
(3 .21) 
D 
Proof of ii) follows similarly after differentiating expression (3.19) with respect to x. 
The Error Estimate. L et u( x) be th e solution of the weighted residual problem (3.2) 
and let uh(x) be the solution of the finite element problem (3.5). Then: 
Proof : 
llu - uhllo = ll(u - v) + (v - uh)t 
~ llu - vllo + lluh - vllo 
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(3.22) 
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where v(x) is an arbitrary element of Vh(D). 
Applying lemma 3 to the second term on the right hand side of the above inequality: 
llu - uhllo ~ llu - vllo + a(l ~ ci) (]{1 llu - vllo + !{2 llu' - v'llo) 
= ( 1 + a(/~ ci)) llu - v 11n + a(/~ ci) ll u' - v' llo V v E Vh(D) 
(3.23) 
If we consider the above inequality over the eth sub-domain De and select v to be 
the perfect linear interpolant 1ru then lemmas 4i and 4ii may be applied to the above 
expression to obtain the desired error estimate in terms of the element length : 
D 
3.7 A Simplified Error Estimate for No-Flux Prob-
lems 
A simplified version of the error estimate may be derived when the operator q is a 
function of the independent variable x and the unknown function u only. Consider 
the problem of finding a function u(x) E C(D) such that: 
q[x,u(x) ] =f(x) \fvED (3.24) 
In t his case we make the assumptions : 
( A 4) Assume that there exists a constant >. > 0 sucp. that : 
A IHI: ~ 1/n ~2-ydxl V ry,-y, C(n) (3.25) 
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(A5) Assume that there exists a constant I{3 < oo such that : 
lq2[x, w] I ::; I{3 V wt: C(O) (3.26) 
Using these two assumptions the following error estimate may be derived for no-flux 
problems: 
(t) 
3.8 Application of the Estimate to the Population 
Balance Equation 
If we set : 
q[v,n(v),n'(v)] = n(v) [1 + T ( d~:v) + d[v,n(v)J) ] 
( dn(v)) - T b[v ,n(v)] - G(v)~ (3.27) 
and: 
f(v) = nin(v) (3.28) 
then the PBE is of the form (3.1) and the error estimate (t) may be applied to this 
problem. The notation for J[v, n( v )] and b[v, n( v )] has been previously declared in 
expressions 2.8 and 2.11. 
Alternatively, if we set : 
q[v,n(v)] = n(v) [1+rJ[v,n(v)J]-rb[v,n(v)] (3 .29) 
then the PBE is of the form (3.24) and the simplified error estimate (!) may be 
applied. 
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3. 9 Estimation of the Constants 
Means of approximating the constants a, A, c1 , K 1 , K 2 , and, K3 will be presented in 
this section. Once these values are obtained the error estimate may be used to assess 
quantitatively the quality of an obtained numerical solution. Approximations will 
be made in such a way that the errors in the error estimate will tend to zero as the 
numerical solution tends towards the analytical solution. 
3.9.1 Estimation of O'.e and Ae 
The derivation of the error estimate requires the following inequality to be valid within 
each element : 
where : qi = qi[v, 1rn + T(nh - 1rn), 1r'n + T(n~ - 1r'n)] for i = 2 and 3, nh is the 
finite element solution to the problem, 1rn is a perfect polynomial interpolant of the 
analytical solution to the problem and 1r'n is the gradient of this interpolant. 
The integral of q2 with respect to T will be approximated by a trapezoidal rule 
weighting : 
(3.31) 
and similarly : 
(3 .32) . 
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The above two approximations are substituted into (3.30) which is then divided by 
the term JJnh - 1rnJJ~e + Jin~ - 1r'nJJ~e to obtain : 
(3.33) 
The functions 1rn and 1r'n cannot be determined without knowing the analytical solu-
tion to the problem. Hence, these functions are approximated by 1rnh and 1r'nh which 
tend towards 1rn and 1r'n as nh tends towards n. After making these approximations 
we set : 
In no-flux problems q 
parameter Ae : 
q[x , u] hence q3 0 we therefore analogously define the 
(3.35) 
3.9.2 Estimation of Kf, K; and K; 
The derivation of the error estimate requires that within each element : 
lq2[v , 1rn + T(nh - 1rn), 1r'n + T(n~ - 1r'n)]l '.S ]{I VT E (0, 1) , V v E ne (3.36) 
Once again 1rn and 1r'n are approximated by the functions 1rnh and 1r'nh. Since 1rnh 
is a perfect interpolant of nh it is reasonable to assume that if we set : 
]{I= max lq2[v, nh, n~] 1 
V f Oe 
(3.37) 
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then the inequality (3.36) will be satisfied. The operator q2 may be evaluated using 
the expressions (3.45)- (3.53). 
Over most elements, q2 may be observed to be either monotonically increasing or 
decreasing with respect to v, hence we set : 
(3.38) 
and similarly we also set : 
K; := max (lq3[v~, nh , n~ ] 1, lq3 [vb, nh, n~J I) (3.39) 
where the operator q3 is evaluated using expression (3.53). 
In no-flux problems we set : 
(3.40) 
3.9.3 Estimation of c1 
The following inequality was used in the derivation of the error estimate : 
(3.41) 
Again 1rn and 1r'n are approximated by 1rnh and 1r'nh . We then set : 
(3.42) 
3.9.4 An Expression for q2 [v, n(v),n'(v)] 
In order to estimate K1, K2 and K 3 we must have some means of evaluating the 
partial derivatives of the operator q. Whereas q1 and q3 may be determined by direct 
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partial differentiation of the PBE, the determination of q2 is less straight-forward due 
to the presence of the integral expressions. An expression for q2 may be indirectly 
obtained by ordinary differentiation of equation (3.1) with respect to v : 
d ( I ) df(v) dv q[v,n(v),n(v)] =----;];;- (3.43) 
Applying the chain rule for differentiation to the left-hand side of the above equation 
we obtain : 
, , dn(v) , d2n(v) df(v) q1[v,n(v),n (v)] + q2[v ,n(v ),n (v)]~ + q3[v,n(v),n (v) ] dv2 =----;];;- (3.44) 
An expression for q2[v,n(v),n'(v)] may be obtained by rearrangement of (3.44): 
1 
d:~) -(q1[v,n(v),n'(v)] + q3 [v,n(v),n'(v)J) 
q2[v,n(v) ,n(v) ] = dn(v) (3.45) 
dv 
In no-flux problems q = q[v, n( v )] hence the above expression may be simplified as 
follows : 
df(v) 
_ ----;];;- - q1 [ V , n ( V)] 
q2 [v,n(v)] - dn(v) (3.46) 
dv 
3.9.5 An Expression for q1 [v, n(v), n'(v)] 
Partial differentiation of the operator q[v, n( v ), n'( v )] with respect to v yields an 
expression for q;[v,n(v),n'(v)]: 
1 fJ ( [ (dG( V) - )] . ( dn)) q1[v ,n,n ] = fJv n l+T ~+d[v,n] -T b[v,n]+ G(v)dv 
( d
2G(v) - ) ( dG(v) dn) 
= Tn . dv2 + d1[v , n] - T b1 [v, n] + dv dv (3.4 7) 
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The terms d[v, n] and b[v, n] have been previously defined in equations (2.8) and 
(2.11). 
In no-flux problems q = q[v, n( v )] and G( v) = 0 hence the above expression may be 
simplified as follows : 
(3.48) 
In equations (3.47) and (3.48) the arguments of n and n' have been suppressed to 
emphasize that partial differentiation is being performed with respect to v while 
n and n' are held constant. 
The integral terms are partially differentiated as follows : 
{
00 dS(v) 
= Jo /31(v, w)n(w)dw + ~ (3.49) 
(3.50) 
where ba( v) and bb( v) have been defined in equations (2.12) and (2.13) and may be 
partially differentiated as follows : 
a ( ) a !!. ov ba(v) = ov 12 /3(v - w, w)n(v - w)n(w)dw 
·~ i/3 (¥, ¥) [n (¥) r + 1! /31(v - w, w)n(v - w)n(w)dw (3 .51 ) 
and: 
:v (bb(v)) = :v1= p(v ,w)S(w)n(w)dw 
= - p(v,v)S(v)n(v)+ 1= p1(v,w)S(w)n(w)dw (3.52) 
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3.9.6 An Expression for q3 [v, n(v), n'(v)] 
Partial differentiation of q[v, n , n'] (as defined in (3.27)) with respect ton' yields : 
q3 [v, n, n'] = rG( v) (3.53) 
3.9.7 Estimation of max ln"(e)le E ne 
Once again n( v) is approximated by nh( v) and we then assume that n~( v) is monoton-
ically increasing or decreasing throughout most elements and set : 
(3.54) 
3.10 Numerical Case Studies 
Estimates of the error were made for each of the numerical simulations investigated 
in section 2.14. These estimates were compared with the actual errors present in 
the numerical solutions . It should be noted that the error estimates (t) and (t) are 
derived for the Galerkin formulation of the problem while the numerical results of 
chapter 2 were obtained using a collocation or a collocation-Galerkin formulation. In 
each case the simulations were repeated. Initial convergence was obtained using a col-
location or collocation-Galerkin formulation and then this solution was re-converged 
using a Galerkin formulation . Domain truncation, discretization and refinement were 
all performed as described previously. 
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3.10.1 Quantifying the Error 
The following relative error norm (REN) is defined for each element e as the L2 - norm 
divided by n'f,h!12 : 
(3.55) 
where : n'f, is the value of the finite element solution at the mid-point of element e. 
This norm is a quantitative measure of the discrepancy between the analytical solution 
and the numerically obtained solution to a problem. It will be used to test the ability 
of estimates ( t) and ( t) to predict upper bounds of the error present in obtained 
numerical solutions. Division of the Lrnorm by a mean value of the solution within 
the element n'f, has been performed to convert it to a relative quantity. As such it will 
be more useful when assessing errors in functions with values that typically change 
by several orders of magnitude over the domain of interest . The h!/2 term is present 
in the denominator to average the error over the element length. Hence, elements 
containing segments of analytical and numerical solutions that are on average the 
same "distance" apart (in the relative, square integral sense) will have REN values 
of similar magnitudes regardless of their lengths. 
We also define a relative error estimate (REE) for each element by dividing the error 
estimate (t) by n'f,h!/2 : 
or for no-flux problems the estimate (t) is divided by n'f,h!12 : 
1 [ ( /{3) hi ] I "( )I REEe := - e 1/2 1 + T 2 ~ max n e 
n h he p V 120 ( t Oe 
(3.57) 
According to the inequalities derived in sections 3.6 and 3. 7 we would expect that : 
(3.58) 
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for each element e of a given discretization. 
In each of the numerical case studies of chapter 2 the numerical solution was obtained 
using the Galerkin formulation of the problem over a refined discretization of the 
domain. The REE values were calculated for each element of the discretization. In 
each case the constants in the estimates (t) and (t) were approximated as described 
in section 3.9 and each REE value was plotted as an odot ( O) against its vg value. 
The REN values were also calculated using the numerical and analytical solution to 
each problem. These values are shown plotted as boxes ( D ) against their vg values 
(see figures 3.1 to 3.4) . 
3.10.2 An Aggregation Problem 
PEE under study 
n(v) - n· (v) 1v/2 100 
___ in_= f3(v - w, w)n(v - w)n(w)dw - n(v) f3(v, w)n(w)dw 
T O 0 
where: nin(v) = exp( - v), f3(v,w) = /30 = 1, T = 2 x 106 
Domain considered : v E (0, 3A03 x 107 ) 
Geometric Discretization : 45 elements with first element of length v1 = 2 
REE : Calculated using expression ( t) 
In figure 3.1 the REE and REN values can be observed to behave as predicted by 
inequality (3.58) : in each case the REE values bound their corresponding REN values 
from above. It should also be noted that the errors in the numerical solution are quite 
small over most of the domain. In the mid-regions of the domain the REE values 
(which represent predicted upper bounds of the error) are typically around 2%. The 
REN values ( which represent the actual errors) are actually much smaller, typically 
around 0.1 %. These errors increase by as much as two orders of magnitude as the 
upper and lower limits of the domain are approached. 
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Figure 3.1: REN and REE values for aggregation problem le where 
nin(v) = exp( - v), f3(v,w) = /3o = 1 and T = 2 X 106 
3.10.3 A Breakage Problem 
P BE under study 
n(v) - nin(v) = 100 p(v,w)S(w)n(w)dw - n(v)S(v) 
T V 
where: nin(v) = exp( - v), 
Domain considered : v E (0, 12.981) 
2 p(v, w) = - , 
w 
S( V) = V T = X 104 
Geometric Discretization : 50 elements with first elem~nt of length v1 = 10-4 
REE : Calculated using expression ( t) 
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In figure 3.2 the REE values may again be observed to be upper bounds of their 
respective REN values. In this case, slightly larger errors exist in the numerical 
solution. In the mid-region of the domain, the predicted upper bounds of the errors 
(REE values) are typically around 10% while the actual errors (REN values) are 
about 1 %. Once again these errors dramatically increase in the tail region. 
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Figure 3.2: REN and REE values for breakage problem 2c with 
nin(v) = exp(-v), p(v,w) = 2/w, S(v) = v and T = 104 
3.10.4 A Growth Problem 
PEE under study 
n(v) - nin (v) d (a( ) ( ')) +-d vnv =0 
T V 
where: nin(v) = vxexp( - v), G(v) = G0 =1, n(O)=O T=lxl03 
Domain considered : v E (0, 11440) 
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Geometric Discretization : 30 elements with first element of length V1 = 0.5 
REE : Calculated using expression ( t) 
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Figure 3.3: REN and REE values for growth problem 3c where 
nin(v) = vexp( - v), G(v) = Go= 1, n(O) = 1 and T = 103 . The 
star denotes an element where the error estimate becomes singular. 
This singularity will be discussed in subsection 3.11.2. 
In figure 3.3 the REE values may once again be observed to bound their respec-
tive REN values- from above. In this case however the REE values do not predict 
the correct trend in the behaviour of the REN values. The REN values are reason-
ably uniform in the mid-region of the domain whereas· the REE values decrease to a 
minimum and then continually increase with increasing volume. This issue will be 
discussed further in subsection 3.11.4. 
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The star (*) appearing in 3.3 denotes an element where the error estimate becomes 
singular'.· The identification of this singularity will be provided in subsection 3.11.2 
3.10.5 A Problem of Combined Aggregation, Growth and 
Nucleation 
P BE under study 
n(v) -T nin (v) + :V ( G(v)n(v)) = 1v/z (3 (v - w, w)n(v - w)n(w)dw 
- n( v) 100 /3( v, w )n( w )dw (3.59) 
where: nin(v)=exp( - v), {3(v,w) = f3o = l00 , G(v) = Go = lOO, T = l 
Domain considered : v E (0 , 2.365 x 105 ) 
Geometric Discretization : 40 elements with first element of length v1 = 1 
REE : Calculated using expression ( t) 
Once again in figure 3.4 it can be seen that the REE values bound their respective 
REN values from above. As in the aggregation and breakage problems the REE 
values also predict the correct trend in the behaviour of the REN values . Reasonably 
uniform errors occur in the mid-region of the domain ( about 1.5% and 0.8% for the 
REE and REN _ values respectively). These errors increase by nearly two orders of 
magnitude as the tail region is reached. 
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Figure 3.4: REN and REE values for the aggregation, growth and 
nucleation problem 4c where nin( v) = exp(-v ), /3( v, w) = /30 = 
100, G(v) =Go = 100 and T = 1 
Discussion 
The derived estimates (t) and (t) permit upper bounds to be calculated for the errors 
in finite element solutions to problems of the form (3.1) or (3.24). This calculation 
may be performed without any knowledge of the analytical solution. 
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3.11.1 The Numerical Case Studies 
In figures (3.1, 3.2, 3.3 and 3.4) it can be seen without exception that the calcu-
lated REE values are greater than the REN values. This result is as predicted by 
inequality (3.58). 
In most cases the REE values over-estimate the actual errors by an order of magni-
tude. This is still a reasonably tight bound considering that the analytical solution 
to the problem can vary by as much as sixteen orders of magnitude over the domain 
of interest (see figures 2.6, 2.7, 2.9 and 2.10). 
Additional sources of error are present in the obtained finite element solutions due to : 
numerical integration, finite floating point arithmetic and truncation of the infinite 
domain to a finite upper limit. The error estimate derived in this chapter does not 
take any of these effects into account. 
The error estimate also assumes that the finite element formulation of the problem 
is solved exactly. This is not the case when aggregation terms are present since the 
resulting system of equations is non-linear and can only be approximately solved with 
a finite number of iterations , 
3.11.2 . Singularity of the Error Estimate 
Inherent in the derivation of the error estimates are assumptions (A2) and (A5) 
which require q2 to be bounded from above. Expressions (3.45) and (3.46) reveal 
that q2 may become singular where n'(v) = 0. Hence this assumption is only valid in 
elements where the solution is monotonically increasing or decreasing. 
In the growth problem a singularity in the error bound occurs at the mode of the 
solution. A finite REE value was obtained for this element since it is assumed that q2 
is either monotonically increasing or decreasing within each element hence~value 
rls 
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was tested for a maximum only at the end-points of this element and not at the 
mode. In figure (3.3) the element containing the mode has been tagged by a star ( *) 
to denote that the value plotted is not strictly valid. 
3.11.3 Convergence of the Error Estimate 
The error estimate may also be used to establish convergence of the finite element 
solution to the analytical solution for problems of the forms (3.1) and (3.24). 
Consider the error estimate applied to a problem in which the domain is increasingly 
refined towards an infinite number of elements of infinitesimally small lengths , then : 
If t he above inequality is to be applied to the steady state PBE an additional limit 
Vmax ---+ oo must also be considered. 
The right hand limit of inequality (3.60) will tend towards zero provided that : 
1. All of the declared assumptions are valid. 
2. Neither of the terms a(~cf) or °'(i~cf) become infinitely large as the element 
lengths are decreased. Or more precisely, for REE values ( and consequently 
REN values) to converge to zero then h2e must tend to zero faster than Ki 
a (l+cf) 
t ends to oo and he must tend to zero faster than a([;cf) tends to oo. 
The behaviour of these two terms was investigated as the element length was decreased 
for the combined aggregation, growth and nucleation problem ( case 4a). Each of the 
terms was plotted against the volume coordinate of its upper limit ( vg) over domains 
geometrically partitioned into 20, 40 and 80 elements . These results are shown in 
figures 3.5 and 3.6. 
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Figure 3.5: Numerical values of a (i~ci) versus vg for problem 4c with 
domains geometrically partitioned into 20, 40 and 80 elements 
In figure 3.5 the a{i~ cr) terms can be seen to decrease towards unity as the element 
lengths become smaller. While in figure 3.6 the a (i~ci) terms asymptote towards 
a single curve as the element lengths become smaller. This curve appears to be 
independent of the discretization. Similar observations were made for the other cases 
of the PBE. Hence the constants are sufficiently well behaved for the limit (3.60) 
to hold true and we can conclude that in cases where the declared assumptions are 
valid, the error estimate establishes convergence of the finite element solution to the 
analytical solution. 
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Figure 3.6: Numerical values of a {i~cf) versus vg for problem 4c with 
domains geometrically partitioned into 20 , 40 and 80 elements 
3.11.4 The Error Estimate and Automatic Refinement 
T he REN values of figures (3.1 , 3.2, 3.3 and 3.4) were obtained over meshes refined 
according to a geometric progression. In each case the length of the first element was 
reduced and the zeroth moment calculated until further reductions yielded insignifi-
cant changes (less than 0.5%) in t he zeroth moment. Then the number of elements 
was increased until further increases yielded insignificant changes (less than 0.5%) in 
the second moment. This type of refinement results in solutions with regions of very 
high accuracy (REN values are as low as 10- 3 in the 'mid-regions of figure 3.1) and 
other regions where very poor accuracy is achieved (REN values as high as 10-1 in 
the tail-region of figure 3.1). If an "optimal" mesh may be defined as one in which 
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the REN values are equally distributed then meshes refined according to geometric 
schemes are clearly sub--optimal. Also of concern is the fact that large errors (REN 
> 10-1 ) can be present but not detected using a criterion based on the second moment 
to terminate refinement. 
In figures (3.1, 3.2 and 3.4) it can be s~en that REE values predict correctly the 
trends in REN values ie. high/low REE values correspond to high/low REN values. 
Hence the error estimates may be used to locate regions where the element lengths 
should be reduced or increased if an optimal mesh is to be obtained. 
In the growth problem the REE values did not predict the trends in the REN values. 
In figure 3.3 the REE values can be seen to be increasing in a region where the REN 
values are relatively constant. This poor correlation results from the fact that error 
estimate ( t) was derived for a nonlinear equation whereas the growth only problem 
is a linear equation. 
Since the error estimates are derived in terms of the elements lengths he they not 
only indicate where refinement is needed but also imply how much each element 
length should be increased or decreased if an optimal mesh is to be obtained. This 
information will form the basis of the automatic mesh refinement algorithm to be 
presented in the next chapter. 
3.12 Chapter Conclusions 
• In all investigated cases the error estimates ( t) and ( t) reliably predicted upper 
bounds to the actual error present in obtained numerical solutions. This was 
achieved without any knowledge of the analytical solution. 
• These error estimates also establish convergence of finite element solutions to 
analytical solutions of problems of the forms (3.1) and (3.24). 
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• These error estimates make it possible to develop a rigorous approach to auto-
matic mesh refinement for the steady state PBE 
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Chapter 4 
Automatic Mesh Refinement 
Numerical methods currently used for solving the steady state popu-
lation balance equation employ heuristic procedures to discretize and 
refine domains prior to solving a problem. Such heuristics require 
much guess-work to implement and typically result in solutions that 
are of poor quality in some regions and over-specified in others. 
In this chapter a refinement algorithm is proposed whereby the user 
specifies a maximum permissible error and the algorithm automat-
ically finds a new discretization such that this error is not exceeded 
in any region of the domain. 
The automatic refinement algorithm was applied to several cases of 
the steady state population balance equation and was found to result 
in more accurate solutions and to be computationally more efficient 
than refinement according to heuristics. 
101 
4.1 The Importance of Discretization 
The majority of numerical techniques that have been used to solve the steady state 
PBE may be described as "discrete methods". As such they require the domain to 
be sub-divided into smaller domains prior to solving the PBE. All discrete methods 
are guaranteed to perform "poorly" if they are supplied with "poor" discretizations. 
A discretization that is too sparse will result in a poor approximation of the problem 
and consequently a poor numerical solution will be obtained. Errors of about 100 % 
can be observed in figure 3.2 due to a discretization that is too sparse in the tail 
region. A discretization that is too fine can greatly increase the number of unknowns 
in the system without significantly improving the quality of the obtained solution. 
For instance if case study le was to be solved over a uniformaVy discretized domain 
to an accuracy REN ~ 0.5% it would need to be spanned by elements of length 
he ~ 2 units thus 17 015 OOO elements would be required to span the domain. This 
corresponds to a system of 51 045 001 unknowns. A similar order of accuracy will 
be achieved for this problem in section 4. 7 .2 using a "more optimal" discretization 
consisting of 32 elements that correspond to just 97 unknowns. 
In the case of the PBE an "optimal" discretization is very difficult to acquire since 
the solution to the problem varies by many orders of magnitude over the domain of 
interest. Consequently "optimal" discretizations can in many cases consist of elements 
of lengths that change by several orders of magnitude over the domain of interest. 
In short, great care must be taken with domain discretization if accurate solutions 
are to be obtained using reasonable amounts of computer power. 
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4.2 Previous Approaches to Discretization and Re-
finement 
A rigorous approach to domain discretization and refinement is yet to be proposed 
for the steady state PBE. The majority of methods use heuristic procedures to sub-
divide the domain into an initially coarse discretization. The two most popularly 
used heuristics are discretization according to a geometric progression ( as used by 
Hounslow (1990) , Gelbard, Tambour and Seinfeld (1980), Hill and Ng (1995) and 
Hill and Ng (1996)) and uniform discretization whereby the domain is spanned by 
sub-domains of equal length ( as used by Gel bard and Seinfeld ( 1978), Steemson and 
White (1988) and Pilinis (1990)). An initially poor solution is then improved upon 
by re-solving the problem over a finer discretization. This process is usually termed 
"refinement." 
Several problems are inevitably encountered when attempting to refine a discretiza-
tion according to any such heuristics : 
1. Too few adjustable parameters are available to obtain an "optimal" discretiza-
tion. In the case of geometric discretization only the length of the first element 
and the number of elements may be adjusted while refinement according to a 
uniform discretization is even more restrictive : only the number of elements 
may be adjusted. It is easy to foresee that in many cases refinement according 
to these schemes will be either excessively expensive (in a computational sense) 
or yield poor solutions ( two such examples have been mentioned in the previous 
section). 
2. It is difficult to determine when to terminate the refinement procedure ie. at 
what stage further refinement will yield negligible improvements in the obtained 
solution. To this end, the behaviour of a functional (for example the second 
moment) is observed and the refinement procedure is termi~ated upon its con-
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vergence. However it has been demonstrated previously (see section 3. 10) that 
it is possible for such functionals to converge while large errors in the numerical 
solution are still present in some regions. 
3. Considerable guesswork is required when progressing from one refinement stage 
to the next. For instance even when observing the behaviour of a converging 
functional it is difficult to determine how many additional elements should be 
added before the problem is re-solved again. 
Two attempts have been made to address the above-mentioned issues : Eyre, Wright 
and Reuter (1988) proposed a refinement procedure in which the arc length of the 
solution within each sub-domain was equilibrated at each refinement stage. While 
Kumar and Ramkrishna (1996a) suggest that the length of each sub-domain could be 
adjusted proportionally to the change in magnitude of the solution within it. 
Both these procedures automate the refinement procedure. No decision needs to be 
made by the user concerning how many additional sub-domains should be used or 
when the refinement procedure should be terminated. Another desirable feature of 
these methods is that each sub-domain of the discretization effectively becomes an 
adjustable parameter. 
Unfortunately neither of these refinement procedures can be deemed as being success-
ful since that of Eyre, Wright and Reuter degraded the quality of the final obtained 
solut ion, while the approach suggested by Kumar and Ramkrishna was investigated 
in a finite element method by Nicmanis (1995) (it was never actually implemented by 
Kumar and Ramkrishna) and it was found in many cases that refinement according 
to a geometric progression would be computationally more efficient. 
The failure of t he above-mentioned approaches to automatic refinement can be mainly 
attributed to the fact that they are based upon local considerations. A more sophis-
ticated approach is necessary due to the presence of the integral terms of the PBE. 
Consider for instance the death term due to aggregation. This term is a functional 
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of the solution over the entire domain. Refinement and hence subsequent improve-
ment of the solution in one region of the domain therefore renders improvements in 
the quality of the solution in every other region of the domain. Similar albeit more 
complicated effects also occur due to the other integral terms. 
4.3 A New Approach to Discretization 
In this section a new approach to domain discretization and refinement will be pro-
posed. The new refinement algorithm allows the user to specify a maximum accept-
able error tolerance and a new discretization is found such that this error tolerance 
is not exceeded at any point of the domain. 
The key to this refinement method is the error estimate derived in the prev10us 
chapter. These estimates predict the error for a given discretization. The approach 
taken is to reverse this procedure. The constants of expressions (t) and (:!:) are 
obtained using a cheaply obtained numerical solution over a coarse discretization. 
Once a maximum permissible error is specified the error estimate may be used in 
reverse to solve for a new, more optimal discretization. 
This approach embodies the desirable characteristic of being automatic. The decision 
as to "how many new sub-domains should be added" is automatically dictated by the 
error estimate which determines the number of sub-domains required to reduce the 
error below a pre-specified bound. Termination of the refinement procedure is also 
automatic : it ends when the error in each sub-domain is reduced below its pre-
specified upper tolerance. A new discretization is constructed at each refinement step 
hence the length of each sub-domain may be considered as an adjustable parameter. 
Unlike the earlier endeavours of Eyre, Wright and Reuter (1988) and Kumar and 
Ramkrishna (1996a), the new procedure is not based upon local considerations. The 
global behaviour of the solution is accounted for by assumptions (A2), (A3) and 
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(A5) which are upper bounds of partial derivatives of an operator with respect to 
the solution over the entire domain. This feature will permit the algorithm to be used 
in aggregation and breakage problems. 
4.4 Definition of an "Optimal Discretization" 
For the purposes of this chapter a discretization will be defined as optimal if the error 
in the solution derived over this discretization is equally distributed over each of the 
sub-domains comprising it. 
This definition requires the specification of an error quantity to be equilibrated. Ide-
ally the REN values would be equilibrated however they cannot be determined with-
out the analytical solution. Their behaviour can however be inferred by the REE 
values (which can be determined). In the simulations of section 3.10 it was shown 
that the REE correctly predicts trends in the REN. Hence the criterion used for op-
timizing a discretization will be to equilibrate the REE which should also equilibrate 
the REN. 
This methodology automates the refinement procedure as well as its termination 
whilst permitting the length of each sub-domain to be used as an adjustable parameter 
but unlike previous heuristic approaches of Eyre, Wright and Reuter (1988) and 
Kumar and Ramkrishna (1996a), it has a sound theoretical basis. 
4.5 The Automatic Refinement Algorithm 
An overview of the refinement procedure is given here and is followed by a more 
detailed discussion of steps 3 and 4 : 
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1. Specify the maximum relative error tolerance that is permissible in each element. 
This quantity will be denoted as (6.). 
2. Obtain a solution over a coarse discretization. 
3. Calculate the constants in the error estimate for each element in this coarse 
discretization. 
4. Set 6- = REN and solve for the element lengths that satisfy this relation in each 
region of the discretization. 
In the above procedure the constants in the error estimate ( t) are calculated for each 
element . An example of this step was performed in the previous chapter and the 
grouped constants a(~ci) and a({::ci) were plotted for each element as points against 
their respective vb values in figures 3.5 and 3.6. During the refinement procedure the 
values of each of the constants are assumed to be uniform within the domain of each 
element. Hence for the purposes of the refinement procedure figures 3.5 and 3.6 would 
be more descriptively represented as step functions with uniform values within each 
element . 
Step 4 of the above procedure is performed as follows : 
Say for instance that an appropriate element length ( hnew) is to be determined in the 
vicinity of a point which is contained in element e such that the error tolerance 6- is 
not exceeded. Error estimate ( t) is used to provide a relationship between the error 
within an element and the length of the element. First we set 6- =REE : 
( 4.1) 
where the following simplifying notation has been introduced : 
"'e ·= 2_ (l + Iq ) maxju"(t)letn. 
1 
· n;, ae(l + [c1]2) p2 ,JI2o (4.2) 
and: 
e 1 ( Iq ) max iu"(O le t n. 
"'
2 := n;, ae(l + [c1]2) pV12 (4.3) 
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we then solve the quadratic equation : 
( 4.4) 
all constants in the above expression are positive so if we permit only positive element 
lengths the solution to this equation is : 
( 4.5) 
Calculations of this nature are used along the domain to generate a new discretization 
as follows : 
1. Calculate the length of the first element using the relation : 
h - -1,;~ + v(n:~)2 + 4n:i6. 
1 - 2 1 
Kl 
(4.6) 
2. The length of each subsequent ith element is calculated using the relation : 
hi= -n:2+v(n:~n2+4n:16. 
2n:i (4.7) 
where e is the element containing the volume coordinate v = I:3-:,; hj 
3. The discretization procedure is completed (for this refinement stage) when a 
volume coordinate is obtained such that : 
i 
V = ~ hj > Vmax 
j=l 
in which case the final element length is set to : 
i -1 
hi = Vmax - L hj 
j=l 
(4.8) 
(4.9) 
Nodal values of the solution over the refined domain can be obtained by interpolation 
of the solution over the previous discretization. These values can be used to initialize 
the iterative solution procedure so that the problem may be re-solved more quickly 
over the newly refined domain. 
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Upon converging a solution over the newly refined domain new REE values are cal-
culated for each element and if any of them significantly exceed .6. the refinement 
procedure is repeated. 
4.6 A Simplified Version for No-Flux Problems 
In cases of the PBE where no particle growth occurs ( G( v) = 0) the estimate (t) 
is used to provide a relationship between the error contained within an element and 
the length of the element. To determine an appropriate element length ( hnew ) in the 
vicinity of a point contained within element e such that a REE value of .6. is obtained, 
we set .6. = REE : 
A _ .,.e h2 
Ll - ' "3 new (4.10) 
where: 
r;,e = ~ (i + Iq) max ln"(Ole f Oe 
3 
n'fi Ae p2\/'120 ( 4.11) 
we then solve for the appropriate element length : 
( 4.12) 
These relationships are used to discretize the domain as previously described in sec-
tion 4.5. 
4.7 Numerical Case Studies 
In this section numerical case studies are performed for each of the problems inves-
tigated in section 2.14. The automatic refinement procedure is applied to case a of 
each problem and any improvements in the overall quality of the solution, the addi-
tional cost of implementing the procedure and characteristics of the initial and refined 
discretizations are recorded. 
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These specific examples will then be followed by series of simulations where higher 
quality solutions are sought by increasing the number of elements composing both 
geometrically and automatically refined domains. This is done to ensure that the 
above examples are not merely isolated cases where the refinement procedure improves 
the performance of the finite element algorithm. Records are made of improvements 
in the solution and the CPU requirements as the discretization becomes finer over 
both geometrically and automatically refined domains. 
4. 7.1 Assessment of the Quality of a Solution 
At this stage the following quantity is introduced as a quantitative measure of the 
overall quality of an obtained numerical solution : 
rL2 = _1_ {Vmax (n -nh)2 dv 
Vmax lo n (4.13) 
This quantity is effectively a relative error in the numerical solution averaged over 
the entire domain. 
4. 7.2 An Aggregation Problem 
The automatic mesh refinement procedure was applied to the steady state PBE for 
aggregation ( case la of chapter 2). The parameters of this problem are summarized 
below: 
P BE under study 
n(v) - n· (v) - 1v/2 100 
___ in_ = f3(v - w,w)n(v - w)n(w)dw - n(v) f3(v,w )n(w)dw 
T O 0 
where : nin(v)=exp(-v), /3(v,w) = /30 =1 , T=200 
Domain considered : v E (0, 3306) 
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These specific examples will then be followed by series of simulations where higher 
quality solutions are sought by increasing the number of elements composing both 
geometrically and automatically refined domains. This is done to ensure that the 
above examples are not merely isolated cases where the refinement procedure improves 
the performance of the finite element algorithm. Records are made of improvements 
in the solution and the CPU requirements as the discretization becomes finer over 
both geometrically and automatically refined domains. 
4. 7.1 Assessment of the Quality of a Solution 
At this stage t he following quantity is introduced as a quantitative measure of the 
overall quality of an obtained numerical solution : 
rL2 = _ 1_ {Vmax(n - nh)2dv 
Vmax lo n (4.13) 
This quantity is effectively a relative error in the numerical solution averaged over 
the entire domain. 
4. 7.2 An Aggregation Problem 
The automatic mesh refinement procedure was applied to the steady state PBE for 
aggregation ( case la of chapter 2). The parameters of this problem are summarized 
below: 
P BE under study 
_n(_v_) _-_n_in_(v_) = · -r 12 /3(v - w,w)n(v - w)n(w)dw - n(v) r= (3(v,w)n(w)dw 
T lo lo 
where: nin(v) = exp( - v), /3(v,w) = /30 = 1, . T = 200 
Domain considered : v E (0, 3306) 
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Initially this problem was solved over a geometrically discretized and refined domain : 
Summary of Results over a Geometric Discretization : 
Number of elements used in the discretization = 32 
Length of first element = 1 unit 
Number of iterations r~quired for convergence = 262 
Resulting r L2 value = 0.943 
The automatic refinement procedure was then applied to the problem over the above 
mentioned geometric discretization. The ~ value was altered until a final discretiza-
tion of 32 elements was obtained. This was done to ascertain whether ( and at what 
additional cost) the automatic refinement procedure could be used to improve the 
overall quality of a solution over a geometric discretization. 
Summary of Results over an Automatically Refined Discretization : 
~ value = 0.021 
Expression used to calculate new element lengths : ( 4.12) 
Number of elements in the final discretization = 32 
Number of applications of the refinement procedure = 2 
Additional number of iterations required = 77 
Final r L2 value over the automatically refined domain = 0.660 
Figures 4.1-4.3 show the REE values for each element plotted against their respec-
tive vb coordinates at each stage of the refinement procedure. The objective of the 
refinement procedure is to reduce each REE value to below the horizontal line REE 
= 0.0231 ie. so that no REE value exceeds the tolerance ~ = 0.021 by more than 
10 %. This conditlon was achieved after two applications of the automatic refinement 
procedure as shown in figure 4.3. 
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Figure 4.1: REE values for aggregation problem la over a geomet-
rically discretized domain 
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Figure 4.2: REE values for aggregation problem la after one appli-
cation of the automatic refinement procedure 
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Figure 4.3: REE values for aggregation problem la upon comple-
tion of the automatic refinement procedure 
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Figure 4.4: Element lengths over a geometrically refined discretiza-
tion (GRD) and over an automatically refined discretization (ARD) 
for aggregation problem la 
A plot was made of the length of each element at their respective volume coordinates. 
Those of the geometrically refined discretization (GRD) are shown in figure 4.4 as 
a step function while the element lengths of the automatically refined discretization 
(ARD) are shown as boxes. The elements comprising the tail region of the ARD have 
been reduced in length by about a factor of three frorr:i their original lengths in the 
GRD, while in the rest of the domain the ARD is spanned by larger elements than 
the GRD. 
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Although the automatic refinement procedure is based upon equilibrating the REE 
values for each element its ultimate objective is to obtain a more even distribution 
in the REN values of each element. To observe whether this has been achieved 
the REN values are plotted in figure 4.5 against their respective volume coordinates 
for both the geometrically refined discret.ization ( *) and the automatically refined 
discretization ( 8 ). 
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Figure 4.5: REN values over a geometrically refined discretization 
and over the automatically refined discretization for aggregation 
problem la 
The REN values of the ARD are not as uniform as the REE values of figure 4.3. 
In fact they appear to be only slightly more uniform than the REN values of the 
GRD ( the stars in figure 4.5). From this plot, no definitive conclusions can be made 
on whether the automatic refinement algorithm improves or degrades the quality of 
116 
I , 
a numerical solution. This issue will be quantitatively addressed by the series of 
simulations performed at the end of this subsection. 
In figure 4.5 a sharp increase occurs in the REN values pt' with volume coordinates 
greater than 1500 units. This is the region where the asymptotic approximation (2. 75) 
is used as the solution to the PEE. 
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Figure 4.6: REN and REE values over the automatically refined 
discretization for aggregation problem la 
The REE and REN values over the automatically refined discretization were cal-
culated to ensure that the refinement procedure did not degrade the ability of the 
esti11;ate (t) to predict an upper bound to the error in an obtained numerical solution. 
This
1 
~onfirmed in figure 4.6 . 
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Two series of simulations were performed to investigate the effects of geometric re-
finement and automatic refinement on the r L2 error and CPU requirements for the 
aggregation problem. The aggregation problem was solved for a time constant T = 10 
over the domain v c (0 , 170). Over this smaller domain there is no need to use the 
asymptotic approximation of the solution w.hich was seen in figure 4.5 to significantly 
affect the REN values. 
In the first series of simulations the PBE for aggregation was solved over a domain 
that was discretized and refined according to a geometric discretization. The initial 
discretization consisted of ten elements with a first element of length v1 = 1.5 units. 
The number of elements was increased at each refinement stage ( according to the 
same geometric progression) by increments of five elements until a discretization of 60 
elements was obtained. The r L2 value and CPU requirements for each discretization 
were recorded. 
In the second series of simulations the same problem was solved but the automatic 
procedure was used to discretize and refine the domain. In each case a solution was 
obtained over a coarse discretization consisting of 10 elements with the first element 
of length v1 = 1.5. In each simulation a different value of .0. was used to refine this 
coarse discretization. The number of elements comprising the final discretization, the 
r L 2 values and the CPU requirements to solve the problem (including solution of the 
problem over the coarse discretization) were recorded. Values of .0. were decreased 
geometrically from .0. = 0.2 ( which resulted in a discretization of 11 elements) to 
.0. = 0.0001 (which resulted in a discretization of 59 elements). In each case the 
automatic refinement procedure was applied only once. 
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Two series of simulations were performed to investigate the effects of geometric re-
finement and automatic refinement on the r L2 error and CPU requirements for the 
aggregation problem. The aggregation problem was solved for a time constant T = 10 
over the domain v E (0, 170). Over this smaller domain there is no need to use the 
asymptotic approximation of the solution which was seen in figure 4.5 to significantly 
affect the REN values. 
In the first series of simulations the PBE for aggregation was solved over a domain 
that was discretized and refined according to a geometric discretization. The initial 
discretization consisted of ten elements with a first element of length v 1 = 1.5 units. 
The number of elements was increased at each refinement stage ( according to the 
same geometric progression) by increments of five elements until a discretization of 60 
elements was obtained. The r L 2 value and CPU requirements for each discretization 
were recorded. 
In the second series of simulations the same problem was solved but the automatic 
procedure was used to discretize and refine the domain. In each case a solution was 
obtained over a coarse discretization consisting of 10 elements with the first element 
of length v1 = 1.5. In each simulation a different value of 6 was used to refine this 
coarse discretization. The number of elements comprising the final discretization, the 
rL2 values and the CPU requirements to solve the problem (including solution of the 
problem over the coarse discretization) were recorded. Values of 6 were decreased 
geometrically from 6 = 0.2 ( which resulted in a discretization of 11 elements) to 
6 = 0.0001 (which resulted in a discretization of 59 elements). In each case the 
automatic refinement procedure was applied only once. 
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Figure 4. 7: A comparison r L2 values for numerical solutions to the ag-
gregation problem over geometrically refined domains (GRD) and auto-
matically refined domains (ARD). 
Figure 4. 7 shows r L2 values for each simulation as a function of the number of el-
ements comprising the discretization. The r L2 values obtained over geometrically 
refined domains -(GRD) are shown as stars (*) while those obtained over automati-
cally refined domains are shown as odots ( 8 ). In this figure it can be seen that for 
discretizations consisting of more than 20 elements the ARD achieves higher quality 
solutions (solutions with lower r L2 values) than a GRD composed of the same number 
of elements. The vertical line corresponds to the number of elements comprising the 
automatic discretization when an error tolerance D. = 0.05 was used. 
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Figure 4.8: A comparison of the computation cost of a solution to 
the aggregation problem as a function of its quality over geomet-
rically refined domains ( GRD) and automatically refined domains 
(ARD). 
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Figure 4.8 show the cost of obtaining a numerical solution as a function its "quality" . 
The quality of each numerical solution is quantified as : 
solution quality := - log(r L2 ) ( 4.14) 
Solution quality ·has been defined in this manner so that better quality solutions 
are progressively approached from the left. Points corresponding to solutions over 
geometrically refined domains are once again represented by stars (*) while those 
over automatically refined domains are represented by odots ( 8 ). In this figure it can 
be seen that high solution qualities - log(r L2 ) > 5 are achieved in significantly less 
time over ARDs than is achieved over GRDs. The vertical line corresponds to the 
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quality of solution obtained over the ARD when an error tolerance of .6. = 0.05 was 
used. 
4. 7.3 A Breakage Problem 
The automatic mesh refinement procedure was applied to the steady state PBE for 
breakage ( case 2a). The parameters of this problem are summarized below : 
P BE under study 
n(v) - n;n(v) = {'XJ p(v,w)S(w)n(w)dw - n(v)S(v) 
T lv 
2 where: n;n(v) = exp( - v), p(v, w) = - , T = 1 
w 
Domain considered : v E (0, 15.629) 
Initially this problem was solved over a geometrically discretized and refined domain: 
Summary of Results over a Geometric Discretization : 
Number of elements used in the discretization = 15 
Length of first element = 0.1 unit 
Number of iterations required for convergence = 15 
Resulting r L2 value = 0.0914 
The automatic refinement procedure was then applied to the problem over the above 
mentioned geometric discretization. The values of .6. was altered until a final dis-
cretization of 15 elements was obtained. This was done to ascertain whether ( and at 
what additional cost) the automatic refinement procedure . could be used to improve 
the overall quality of a solution over a geometric discretization. 
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Summary of Results over an Automatically Refined Discretization : 
~ value = 0.08 
Expression used to calculate new element lengths : ( 4.12) 
Number of elements in t he final discretization = 15 
Number of applications of the refinement procedure = 3 
Additional number of iterations required = 24 
Final r L2 value over the automatically refined domain = 0.00443 
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Figure 4.9: REE values for breakage problem 2a over a geometri-
cally discretized domain 
The refinement procedure progressed in a similar manner as in the aggregation prob-
lem. However, in this case three applications of the procedure were required before all 
of the REE values were reduced below the pre-specified tolerance ~ = 1.1 x 0.08 = 
0.088 . The changes in the REE values are shown in figures 4.9 to 4.12 for each 
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step of the refinement procedure. Although the problem was solved over the domain 
v E (0, 15.629) only the region v E (0, 9.237) needs to be considered to calculate the 
first two moments accurately. The problem was solved over the larger domain so that 
truncation errors in the the birth rate due to breakage could be reduced to sufficiently 
small values. The results of this case study .will only be shown over the smaller domain 
V E (0, 9.237). 
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Figure 4.10: REE values for breakage problem 2a after one appli-
cation of the automatic refinement procedure 
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Figure 4.11: REE values for breakage problem 2a after two appli-
cations of the automatic refinement procedure 
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Figure 4.12: REE values for breakage problem 2a upon completion 
of the automatic refinement procedure 
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Figure 4.13: Element lengths over a geometrically refined discretiza-
tion (GRD) and over an automatically refined discretization (ARD) 
. for breakage problem 2a 
Figure 4.13 shows the element lengths comprising the geometrically and automatically 
refined discretiz?'tions. The element lengths of the GRD are shown as a step function 
while those of the ARD are shown as boxes. As in the previous case, the tail region 
of the ARD is spanned by smaller elements than that. of the GRD and vice versa for 
the rest of the domain. 
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Figure 4.14: REN values over a geometrically refined discretiza-
tion and over the automatically refined discretization for breakage 
problem 2a 
Figure 4.14 shows _REN values over the geometrically and automatically refined do-
mains as stars ( *) and odots ( 8 ) respectively. In this case the REN values for the 
ARD are visibly more uniform than those obtained over. a GRD. 
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Figure 4.15 : REN and REE values over the automatically refined 
discretization for breakage problem 2a 
The REE and REN values for each element of the automatically refined domain were 
calculated and are plotted in figure 4.15. The REE values bound the REN values 
from above, hence estimate ( t) is still valid over the automatically refined domain. 
As in the aggregation problem a large number of simulations were performed to com-
pare the convergence properties of the finite element method over geometrically and 
automatically discretized domains . In the case of geometrically discretized domains 
the first element length was held constant at h1 = 0.1 and the number of elements was 
increased according to a geometric progression from 15 to 80 elements. While in the 
case of automatic discretization, refinement of a coarse geometric discretization of 10 
elements was performed. A different 6 value was used in each simulation. This value 
was adjusted so that final discretizations consisted of between 7 and 76 elements after 
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one application of the automatic refinement algorithm. In each case the r L 2 value 
and the CPU time required for convergence were recorded. 
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Figure 4.16: A comparison of the rL2 values as functions of the number 
of elements spanning the domain for the breakage problem over geometri-
cally refined domains (GRD) and automatically refined domains (ARD). 
Figure 4.16 shows r L 2 values as a function of the number of elements comprising 
a domain for several simulations over geometrically and automatically refined do-
mains. The rL2 values obtained over geometrically refined domains (GRD) are shown 
as stars ( *) while those obtained over automatically refined domains are shown as 
odots ( O ). In every simulation, solutions obtained over ARDs were of higher quality 
( ie. had lower r L2 values) than those obtained over GB,Ds consisting of the same 
number of elements. The vertical line corresponds to the number of elements com-
prising the automatically discretized domain when an error tolerance of 6. = 0.05 is 
used. 
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Figure 4.17: A comparison of the computational cost of a solution to 
the breakage problem as a function of its quality over geometrically 
refined domains (GRD) and automatically refined domains (ARD). 
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In figure 4.17 the cost of obtaining a numerical solution is plotted as a function of its 
quality. The quality of a numerical solution is as defined in the previous case study 
while the cost is the CPU requirements in seconds. Points corresponding to solutions 
over geometrically refined domains are once again represented by stars ( *) while those 
over automatically refined domains are represented by odots ( O). From this figure 
it can be seen that a pre-specified solution qu;:i,lity w,ould be obtained in less time 
over an ARD than would be required over a GRD. The vertical line corresponds to 
the quality of solution obtained over the automatically refined domain when an error 
tolerance of~= 0.05 is used. 
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4. 7.4 A Growth Problem 
The automatic mesh refinement procedure was applied to the steady state PBE for 
growth ( case 3a). The parameters of this problem are summarized below : 
PEE under study 
n(v)- nin(v) d (G( ) ( )) +-d vnv = 0 
T V 
where: nin(v) = v x exp( - v), G(v) = Go = 0.1, n(O) = 0, T = l 
Domain considered : v c (0, 13.69) 
Initially this problem was solved over a geometrically discretized and refined domain : 
Summary of Results over a Geometric Discretization : 
Number of elements used in the discretization = 20 
Length of first element = 0.1 unit 
Number of iterations required for convergence = 1 
Resulting r L2 value = 0.1216 
Problems Encountered when Attempting to Implement Automatic Refinement in con-
junction with the Galerkin Finite Element Formulation : 
When the automatic refinement procedure was applied to this problem significant 
numerical errors were encountered. In this case the automatic refinement algorithm 
attempted to create very small elements ( he < l X 10- 4 units) in the lower volume 
ranges. Hence, the entries in the upper left corner of the Afj matrix of equation (2.42) 
became sufficiently small to cause matrix ill-conditioning. The resulting poor solution 
over the automatically refined domain is shown in figure 4.18. 
This problem was overcome by using a Petrov-Galerkin formulation. According to 
this method the weight functions are not set to the interpolation polynomials : 
( 4.15) 
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Figure 4.18: Poor solution to the growth problem 3a over an auto-
m atically refined domain. The refinement procedure created very 
small elements which resulted in matrix ill- conditioning. A special 
Petrov-Galerkin method is needed to overcome this problem. 
-th~+ 
A different set of functions is selected so~ the magnitude of the contributions from 
small elements in the lower volume range is increased. One suitable set of functions 
lS: 
</>e( ) 1/Jf(v) 
i V = v - log(he) ( 4. 16) 
This set of weight functions was used in all elements where he < l unit and elements 
were not permitted to have lengths less that 1 X 10-4 un'its. This formulation was 
found to be considerably less prone to matrix ill-conditioning and the automatic 
refinement algorithm could then be applied to the problem. 
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Summary of Results over an Automatic Discretization : 
The automatic refinement procedure was then applied to the Petrov-Galerkin formu-
lation of the problem. The above mentioned geometric discretization was used to 
begin the refinement procedure. 
The .6. value was altered until a final discretization of 20 elements was obtained. This 
was done to ascertain whether ( and at what additional cost) t he automatic refinement 
procedure could be used to improve the overall quality of a solution over a geometric 
discretization . 
.6. value = 0.15 
Expression used to calculate new element lengths : ( 4.5) 
Number of elements in the final discretization = 20 
Number of applications of the refinement procedure = 3 
Additional number of iterations required = 3 
Final r L2 value over the automatically refined domain = 0.026 
Equilibration of the REE values proved more difficult than in previous cases hence 
the refinement procedure was terminated after 3 applications. The REE values are 
shown for each application of the automatic refinement procedure in figures 4.19 to 
4.22. 
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Figure 4.19: REE values for growth problem 3a over a geometrically 
discretized domain 
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Figure 4.20: REE values for growth problem 3a after one applica-
tion of the automatic refinement procedure 
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Figure 4.21 : REE values for growth problem 3a after two applica-
tions of the automatic refinement procedure 
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Figure 4.22: REE values for growth problem 3a after three appli-
cations of the automatic refinement procedure 
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Figure 4.23: Much improved finite element predictions of the num-
ber density distribution for growth problem 3a after the automatic 
refinement procedure has been applied in conjunction with a Petrov 
Galerkin formulation. 
In figure 4.23 it c~n be seen that the Petrov Galerkin formulation is capable of much 
better predictions of the density distribution for the growth problem despite the 
presence of very small elements that the automatic refinement algorithm has used to 
span some regions of the domain. 
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Figure 4.24: Element lengths over a geometrically refined discretiza-
tion ( GRD) and over an automatically refined discretization (ARD) 
for growth problem 3a 
Figure 4.24 shows the element lengths comprising the geometrically and automatically 
refined discretizations. The element lengths of the GRD are shown as a step function 
while those of the ARD are shown as boxes. When the ARD is applied the lower size 
ranges are spanned by much smaller elements while the largest elements are located 
in the vicinity of the mode of the solution. 
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Figure 4.25: REN values over a geometrically refined discretiza-
tion and over the automatically refined discretization for growth 
problem 3a 
Figure 4.25 shows REN values over the geometrically and automatically refined do-
mains as stars ( *) and odots ( 0) respectively. The objective of equilibrating the 
REN values has not been achieved by the automatic refinement algorithm. The REN 
values of the ARD appear to deviate as much as those of the GRD. The effect of 
the automatic refinement algorithm on the quality of the numerical solution will be 
quantified by a series of simulations performed at the end of this subsection. 
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Figure 4.26: REN and REE values over the automatically refined 
discretization for growth problem 3a 
The REE and REN values for each element of the automatically refined domain were 
calculated as a test of whether the automatic refinement procedure degraded the 
ability of estimate ( t) to predict upper bounds of the errors in numerically obtained 
solutions . In figure 4.26 it can be seen that the REE values still bounded the REN 
values from above after the automatic refinement procedure was performed. 
As in the previous two cases a large number of simulations were performed to com-
pare the convergence properties of the finite element method over geometrically and 
automatically discretized domains. In the case of geometrically discretized domains 
the first element length was held constant at h1 = 0.1 and the number of element s was 
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increased according to a geometric progression from 10 to 104 elements. While in the 
case of automatic discretization, refinement of a coarse geometric discretization of 10 
elements was performed. A different D. value was used in each simulation. This value 
was adjusted so that final discretizations consisted of between 10 and 104 elements 
after one application of the automatic refinement algorithm. In each case the r L2 
value and the CPU time required for convergence were recorded. Figure 4.27 shows 
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Figure 4.27: A comparison of the r L2 values as functions of the number of 
elements spanning the domain for the growth problem over geometrically 
refined domains (GRD) and automatically refined domains (ARD). 
r L2 values as a function of the number of elements comprising a domain for several 
simulations over geometrically and automatically refined domains. The r L2 values 
over geometrically refined domains (GRD) are shown as stars(*) while those obtained 
over automatically refined domains are shown as odots (8 ) . In this figure it can be 
142 
seen that higher quality solutions were obtained over the ARDs than over GRDs us-
a.ve11 -fha4.qh ing the same number of elements to span the domain. Hence, ~though' the goal 
of equilibrating the REN values was not achieved to the extent originally intended, 
the automatic refinement algorithm still discretized the domain more efficiently than 
could be achieved according to a geometric.al discretization. 
The vertical line corresponds to the number of elements comprising the automatically 
refined domain when an error tolerance of 6 = 0.05 is used. The significance of this 
line will be discussed in subsection 4.8. 7 
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Figure 4;i8: A comparison of the computation cost of a solution to 
the growth problem as a function of its quality over geometrically 
refined domains (GRD) and automatically refin~d domains (ARD) . 
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In figure 4.28 the cost of obtaining a numerical solution is plotted as a function of its 
quality. The quality of a numerical solution is defined as in the previous case study 
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while the cost is the CPU requirements in seconds. Points corresponding to solutions 
over geometrically refined domains are once again represented by stars ( *) while those 
over automatically refined domains are represented by odots ( 8). In this figure it can 
be seen that higher quality solutions were achieved at lower cost over ARDs than 
over GRDs. The vertical line corresponds to the quality of solution obtained when 
an error tolerance of ~ = 0.05 is used. 
4. 7.5 A Problem of Combined Aggregation, Growth and Nu-
cleation 
The automatic mesh refinement procedure was applied to the steady state PBE for 
aggregation, growth and nucleation ( case 4a). The parameters of this problem are 
summarized below : 
P BE under study 
n( v) - n ( v) d ( ) 111 / 2 T m + dv G(v)n(v) = 
0 
/3(v - w,w)n(v - w)n(w)dw 
-100 /3( v , w )n( w )dw 
where: nin(v) = 0, G(v) = Go = 1, /3(v,w) = /3o = 1, T = 1, n(O) = 1 
Domain considered : v t: (0 , 26.36) 
Initially this problem was solved over a geometrically discretized and refined domain: 
Summary of Results over a Geometric Discretization : 
Number of elements used in the discretization = 20 
Length of first element = 0.5 unit 
Number of iterations required for convergence= 24 
Resulting r L2 value = 0.011 
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The automatic refinement procedure was then applied to the problem over the above 
mentioned geometric discretization. The ~ value was altered until a final discretiza-
tion of 20 elements was obtained. This was done to ascertain whether ( and at what 
additional cost) the automatic refinement procedure could be used to improve the 
overall quality of a solution over a geometric discretization. 
Summary of Results over an Automatically Refined Discretization : 
~ value = 0.078 
Expression used to calculate new element lengths : ( 4.5) 
Number of elements in the final discretization = 20 
Number of applications of the refinement procedure = 3 
Additional number of iterations required = 39 
Final r L2 value over the automatically refined domain = 0.0029 
The refinement procedure progressed in a similar manner as in the aggregation prob-
lem. However, in this case three applications of the procedure were required before all 
of the REE values were reduced below the pre-specified tolerance~ = 1.1 x 0.078 = 
0.0858. The REE values are shown for each step of the refinement procedure in 
figures 4.29 to 4.32. 
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Figure 4.29: REE values for the combined aggregation, growth and 
nucleation problem 4a over a geometrically discretized domain 
146 
-
-
I I 
-
10- 01 -
8 
REE 
8 
.O.·G··0···· ··············· · · · · · 
080000, 
10- 02 -
I I 
10+00 10+01 
V 
Figure 4.30: REE values for the combined aggregation, growth and 
nucleation problem 4a after one application of the automatic re-
finement procedure 
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Figure 4.31 : REE values for the combined aggregation, growth and 
nucleation problem 4a after two applications of the automatic re-
finement procedure 
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Figure 4.32: REE values for the combined aggregation, growth and 
nucleation problem 4a upon completion of the automatic refinement 
procedure 
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Figure 4.33: Element lengths over a geometrically refined discretiza-
tion (GRD) and over an automatically refined discretization (ARD) 
for the combined aggregation, growth and nucleation problem 4a 
Figure 4.33 shows the element lengths comprising the geometrically and automatically 
refined discretizations. The element lengths of the GRD are shown as a step function 
while those of the ARD are shown as boxes. As in the aggregation and breakage 
problems, the tail region of the ARD is spanned by smaller elements than those used 
to span the GRD and the opposite trend may be observed over the rest of the domain 
with the exception of the first element. 
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Figure 4.34: REN values over a geometrically refined discretization 
and over the automatically refined discretization for the combined 
aggregation, growth and nucleation problem 4a 
Figure 4.34 shows REN values over the geometrically and automatically refined do-
mains as stars ( *) ~nd odots ( 8) respectively. The REN values of the ARD appear 
to be slightly more uniform than those of the GRD . The effect of automatic refine-
ment on the quality of numerical solutions will be quantified by the series of solutions 
performed at the end of this section. 
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Figure 4.35: REN and REE values over the automatically refined 
discretization for the combined aggregation, growth and nucleation 
problem 4a 
The REE and REN values of each element of the automatically refined domain were 
calculated and are plotted in figure 4.35. It can be seen that after the automatic 
refinement procedure has been performed, estimate ( t) is still capable of predicting 
upper bounds of t he error in the numerically obtained solutions ( ie. the REE values 
are greater than their corresponding REN values) . 
As in the aggregation problem a large number of simulations were performed to com-
pare the convergence properties of the finite element method over geometrically and 
automatically discretized domains. In the case of geometrically discretized domains 
the first element length was held constant at h1 = 0.5 and the number of elements was 
increased according to a geometric progression from 10 to 100 elements . While in the 
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case of automatic discretization, refinement of a coarse geometric discretization of 10 
elements was performed. A different ~ value was used in each simulation. This value 
was adjusted so that final discretizations consisted of between 10 and 129 elements 
after one application of the automatic refinement algorithm. In each case the r L2 
value and the CPU time required for convergence were recorded. 
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Figure 4.36: A comparison of the rL2 values as functions of the number 
of elements spanning the domain for the combined aggregation, growth 
and nucleation problem over geometrically refined domains (GRD) and 
automatically refined domains (ARD). 
Figure 4.36 shows r L2 values as a function of the number of elements comprising 
a domain for several simulations over geometrically and automatically refined do-
mains. The rL2 values obtained over geometrically refined domains (GRD) are shown 
as stars ( *) while those obtained over automatically refined domains · are shown as 
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odots ( 8) . In all cases, solutions obtained over ARDs were of significantly higher 
quality ( ie. had significantly lower r L2 values than those obtained over GRDs com-
posed of the same number of elements. The vertical line corresponds to the number 
of elements comprising the automatically refined domain when an error tolerance of 
~ = 0.05 is used. The practical implications of this line will be discussed in subsec-
tion 4.8.7. 
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Figure 4.37: A comparison of the computation cost of a solution 
to the combined aggregation, growth and nucleation problem as a 
function o~ its quality over geometrically refined domains (GRD) 
and automati~ally refined domains (ARD). 
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In figure 4.37 the cost of obtaining a numerical solution is plotted as a function of is 
quality. The quality of a numerical solution is defined as in the previous case study 
while the cost is the CPU requirements in seconds. Points corresponding to solutions 
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over geometrically refined domains are once again represented by stars (*) while those 
over automatically refined domains are represented by odots ( 0 ). These simulations 
indicate that high quality solutions may be obtained over ARDs at a fraction of the 
cost that would be required if the same quality solutions was to be obtained over 
a GRD. The vertical line corresponds to the quality of solution obtained over an 
automatically refined domain when an error tolerance of~ = 0.05 is used. 
4.8 Discussion 
4.8.1 Automation of the Refinement Procedure 
The refinement procedure described in section 4.5 is automated by attempting to equi-
librate the REE within each element. This was successfully achieved in the problems 
with aggregation (see figures 4.1-4.3) , breakage (see figures 4.9-4.10) and combined 
aggregation, growth and nucleation (see figures 4.29-4.32). In each of these cases 
only two or three applications of the refinement algorithm were required to reduce 
the REE of each element to below the pre-specified error tolerance ( ~) . 
Automation of the refinement procedure proved more difficult for the growth problem . 
Some REE values remained greater than the pre-specified error tolerance after several 
iterations of the refinement procedure (see figures 4.19-4.22). These difficulties can 
be mainly attributed to the fact that the growth problem is linear while the error 
estimate (t) has been derived for a non-linear equation. Hence the REN values 
display different trends to the REN values (see figure 3.3). 
In all cases the automatic refinement algorithm added slightly to the cost of obtain-
ing a solution however the quality of the solution was significantly improved by the 
automatic refinement. 
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4.8.2 Characteristics of Geometrically and Automatically Re-
fined Discretizations 
General trends in the GRDs and ARDs can be observed in all cases where the solution 
to the problem is monotonically decreasing (ie. aggregation, breakage and combined 
aggregation, growth and nucleation problems) : 
• Apart from the first element, the ARD used fewer, larger elements to span 
the lower volume ranges and more, smaller elements to span the upper volume 
ranges (see figures 4.4, 4.13 and 4.33). 
• Excluding the first element, element lengths increased monotonically as larger 
size ranges were reached. 
This second trend does not occur in the ARD for the growth problem where the largest 
elements are located in the vicinity of the mode of the solution (see figure 4.24). 
Hence in cases where the solution is monotonically decreasing it would be possible to 
select the parameters of the geometric progression so that the GRD and ARD would 
produce very similar results. This occurs in some of the simulations of the breakage 
problem and is discussed in further detail in subsection 4.8 .5. 
In the case of solutions with a mode the GRD and ARD will always result in very 
different discretizations of the domain. 
4.8.3 Equilibration of the REN Values 
In section 4.4 it was declared that the goal of the automatic refinement procedure was 
to improve the overall quality of the solution by equilibrating the REN values in each 
element. It was hoped that this could be indirectly achieved through equilibration 
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of the REE values. Figures 4.5, 4.14, 4.25 and 4.34 show the REN values over the 
initial geometrically refined domain and over the final automatically refined domains. 
In all of these figures (with the possible exception of figure 4.14) the spread of REN 
values appears to be equally broad regardless of the refinement procedure employed. 
Rather than attempting to quantify the spread of REN values (which would also have 
to be weighted somehow by element lengths) as a measure of the overall quality of a 
numerical solution the r L2 values will be used for this purpose in subsection 4.8.5 
4.8.4 REE and REN Values After Automatic Refinement 
In figures 4.6, 4.15, 4.26 and 4.35 it can be seen that the REE values still bound 
the REN values from above in all cases. However, the REE values do not predict 
correct trends in the behaviour of the REN values as they did over geometrically 
refined domains. In the aggregation, growth and combined aggregation, growth and 
nucleation problems the REE values overestimate the REN values by smaller and 
smaller factors as large volumes are reached; the opposite trend is observed in the 
breakage problem. 
4.8.5 Comparison of r L2 Values Over GRDs and ARDs 
In figures 4.7, 4.16, 4.27 and 4.36 it can be seen almost without exception lower 
rL2 values are obtained over ARDs than GRDs using the same number of elements. 
Over very sparse discretizations of the aggregation problem the GRDs produced lower 
rL2 values in a few simulations (see figure 4.7). The only other observations of rL2 
values of similar magnitude were made over very fine discretizations of the breakage 
problem. In this case the r L2 values appeared to be converging to similar values ( see 
figure 4.16). Close scrutiny revealed that for these simulations similar discretizations 
were being obtained by both refinement procedures except in the tail region where 
some elements of the ARD where about half the length of those of the GRD. 
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In general the r L2 values over ARDs were about an order of magnitude lower than 
those over GRDs using the same number of elements. 
4.8 .6 Comparison of CPU Times Over GRDs and ARDs 
Figures 4.8, 4.17, 4.28 and 4.37 are plots of the CPU requirements of solving a problem 
over either a GRD or and ARD as a function of the accuracy of the solution obtained. 
Solutions over the ARD are obtained in a fraction of the time required over a GRD 
in all cases where a solution quality - log(r L2 ) > 5 was achieved. A few simulations 
( over sparse discretizations) occurred where GRDs achieved better solutions using less 
CPU time. In all of these examples the ARD first converged to a solution over a sparse 
discretization and then refined it to an even sparser discretization. In the aggregation, 
growth and combined aggregation, growth and nucleation problems , solutions over 
GRDs reached limiting - log(rL2 ) values of about 6 in the first two cases and 6.5 
in the last case (see figures 4.8, 4.28 and 4.37) where further increases in CPU time 
resulting in negligible improvements in the solution quality. The limiting - log(r L2 ) 
values over the ARDs were several units larger (from 8 to 10 units). 
4 .8. 7 Practical Implementation of the Automatic Refinement 
Procedure 
The application of the automatic refinement algorithm would be impractical if an 
entire series of simulations needed to be performed to solve each problem ( as was 
done in each of tlie case studies of this chapter). In fact, much of this process was 
unnecessary since the refinement process is based upon an error estimate. It has been 
demonstrated that if a maximum acceptable error tolerance .6. is specified then a new 
discretization will be found such that this tolerance is not exceeded in any region of 
the domain ie. the REN values will be lower than .6. in each element. Admittedly 
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in figures 4.6, 4.15, 4.26 and 4.35 it can be seen that considerable uncertainty exists 
with regards to how much lower each of the REN values will be than ~ at various 
points along the domain. 
In figures 4.7, 4.16, 4.27 and 4.36 a vertical line has been drawn corresponding to 
the number of elements resulting from an automatic discretization using an error 
tolerance of ~ = 0.05. In each case a lower r L2 value has been obtained over the 
ARD than for a GRD consisting of the same number of elements. In figures 4.8, 
4.17, 4.28 and 4.37 this vertical line has been drawn to correspond to the r L2 values 
obtained over an ARD using ~ = 0.05 as an error tolerance. In the aggregation, 
growth and combined aggregation, growth and nucleation problem the vertical line 
does not intersect at any place with the CPU vs r L 2 curves for the GRDs. In these 
cases r L 2 values obtained over ARDs using error tolerances of~ = 0.05 could not be 
obtained over GRDs using reasonable amounts of CPU. 
In all cases high quality solutions (-log(rL2 ) > 6.5) were obtained over the ARDs 
when the error tolerance was set to ~ = 0.05. 
4.9 Chapter Conclusions 
T he following . conclusions can be made with regards to the automatic refinement 
algorithm described in this chapter : 
• The ARD successfully automates the refinement procedure ( except in growth 
only problems due to a poor correlation in the trends of REE and REN values). 
For aggregation, breakage, and combined aggregation, growth and nucleation 
problems the refinement procedure is usually completed in two or three applica-
tions of the algorithm. The user needs only to specify a maximum permissible 
error tolerance and a new discretization is found such that this error tolerance 
is not exceeded in any element of the domain. 
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• The refinement procedure did not affect the ability of error estimates ( t) and 
( t) to bound the error in the numerical solution. 
• In all the investigated case studies, solutions obtained over ARDs were of higher 
quality than could be obtained over a GRD using the same number of elements. 
A few exceptions to this statement occurred in cases where low quality solutions 
were obtained over very sparse discretization. 
• In all the investigated case studies , solutions were obtained over ARDs using 
much less CPU time than those of the same quality over GRDs. 
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Chapter 5 
A Finite Element Method for 
Solving the Dynamic Population 
Balance Equation 
In this chapter a finite element method is proposed for solving the 
dynamic population balance equation. After the derivation of the 
method) discussion is presented on several vital issues concerning 
appropriate specification of the domain. The method is used to solve 
several dynamic cases of the PEE and these results are compared 
favourably with those obtained using other methods. 
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5.1 Statement of the Problem 
In the case of the dynamic population balance equation the problem becomes one of 
finding a function n( v, t) ( and the moments of this function) such that : 
3n(v,t) 8(G(v,t)n(v,t)) 11v · a + a =- (3(v-w,w,t)n(v-w,t)n(w,t)dw t V 2 o 
- n(v,t) 1= (3(v,w,t)n(w,t)dw 
+ 1= p(v,w,t)S(w,t)n(w,t)dw 
- S(v, t)n(v, t) V v, t E (0, oo] 
with the initial condition : 
n(v , O) = nin(v) V v E (0, oo] 
and subject to the dynamic boundary condition : 
n(O, t) = n0 (t) (5.1) 
In this case the moments of the density distribution (for which we also wish to solve) 
are dynamic quantities which may be defined : 
(5.2) 
5.2 Objectives of this Chapter 
The work contained- in this chapter has been performed with three main objectives 
in mind: 
• To develop a method capable of solving the dynamic population balance equa-
tion for the full range of particulate behaviour : aggregation, breakage, growth 
and nucleation. Such a method is yet to be developed. Existing methods 
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tend to concentrate on one (Eyre, Wright and Reuter (1988) , Steemson and 
White (1988), Gelbard, Tambour, and Seinfeld (1980), Hill and Ng (1995 and 
96) , Kim, and Tarbell (1990)), two (Kumar and Ramkrishna (1996a and b), 
Pilinis (1990), Warren and Seinfeld (1985)) or at most three (Gelbard and Sein-
feld (1978), Viljoen, Eyre and Wright (1990), Eyre, Wright and Reuter (1988), 
Erasmus, Eyre and Everson (1994), Litster, Smit and Hounslow (1995)) of the 
above mentioned phenomena. 
• To highlight several issues that will be inevitably encountered when attempting 
to use a discrete method to solve the dynamic PBE. Existing work frequently 
neglects to consider domain issues such as : where to truncate the domain, how 
to discretize the domain and how to select an appropriate size for each time 
step. In this chapter it will be demonstrated that great care must be taken 
with each of these items or else the method used to solve the problem can 
become inaccurate and/or unstable. 
• The final objective is to attempt to resolve some of the above-mentioned domain 
issues. At this stage it is not possible to employ the same rigourous approach 
to domain discretization and refinement as was used for the steady state pop-
ulation balance equation. The theory of nonlinear error estimates for dynamic 
problems is still in its infancy. At the time of writing no useful results could 
be found that would lead to the derivation of an error estimate in terms of 
calc11lable parameters. Hence in this chapter the need for such developments is 
acknowledged and a finite element method is derived in such a way that future 
developments may be incorporated into an error estimate and automatic refine-
ment scheme similar to those derived in chapters 3 and 4. In the numerical 
case studies of section 5.13 heuristic approaches to domain discretization and 
refinement are used in the absence of better methods. 
5.3 Derivation of the Method 
The derivation of a finite element method for the dynamic PBE will essentially follow 
the same sequence of steps described in section 2.3°. However, a different approxima-
tion will be made on the form of the solution to the problem. This will reduce the 
problem to a system of first order ordinary differential equations that may be solved 
using standard time integration methods. 
The finite element method for the dynamic PBE will be derived over an unscaled 
domain. As in the steady state case domain scaling will ~be avoided since there is 
no systematic means of selecting scaling parameters ( which would need to be time de-
pendent) and since calculation of the moments of a distribution is much more difficult 
over a/ scaled domain. The method will however be derived over a general discretiza-
tion of the domain to assist the incorporation of automatic refinement algorithms 
should they be developed in future work. 
5.3.1 Approximation of the Solution 
In dynamic formulations the solution to a problem in the eth element at time t is 
approximated as follows : 
p 
n( v, t) ~ nh( v, t) = L n3(t)7/;J( v) (5.3) 
j=l 
This is essentially the same approximation as that made for the steady state problem 
however in this case the nodal values of the solution have been assumed to be time 
dependent. Once again the Lagrange polynomials have been used for a basis of 
interpolation functions ( 7/;J( v) ). 
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approximated as follows : 
p 
n( v, t) ~ nh( v, t) = L nj(t)?j;J( v) (5.3) 
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This is essentially the same approximation as that made for the steady state problem 
however in this case the nodal values of the solution have been assumed to be time 
dependent. Once again the Lagrange polynomials have been used for a basis of 
interpolation functions ( 7/;J ( v)). 
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5.4 Formation of a Weighted Residual Expression 
Equation ( 1. 7) is reformulated as a weighted residual statement in order to generate 
a system of ordinary differential equations. 
Equation ( 1. 7) may be re-arranged to obtain the following form : 
8n(v,t) [ ] ( ) ( )8n(v,t) a[ ] b[ ] ot + r v, n, t n v, t + G v, t ov = b v, n, t + b v, n, t (5.4) 
where: 
8G( v, t) f'x, 
r[v , n, t] = ov + S( v, t) + Jo /3( v, w, t)n( w, t)dw (5.5) 
and the birth rate due to aggregation (ba[v, n, t]) and the birth rate due to breakage 
(ba [v , n, t]) are as defined in expressions (1.3) and (1.5) respectively. 
A weighted residual statement is formed from expression (5.5) by multiplying by a 
weight function </>( v) and integrating over the domain of element e : 
1vg {8n(v,t) 8n(v,t)} ve </>(v) ot +r[v ,n,t]n(v ,t) + G(v,t) ov dv= a 
1:g </>( v) { ba[v, n, t] + bb[v, n, t]} dv (5 .6) 
a 
The dynamic finite element approximation of the solution (5.3) is substituted into 
the above equation : 
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and expression (5. 7) is used to generate a set of p equations by substitution of the set 
of p weight functions { ef/f ( v) }f=1 for cp(v) : 
tf {1;(v),Pj(v)}dv 1i;(t) 
P 1vg · d1V(v) + I: • r [v, n, t ]cpi(v )1PJ( v) + G( v, t)<p'f( v) ~v dv . n;(t) = 
J=l Va 
{ 1 11( v) { b" [v, n, t] +b' [v, n, t]} dv (5.8) 
where i = 1, 2, ... ,p. Or in matrix notation : 
(5.9) 
where : 
(5.10) 
1
vg d'lpe( V) 
Bij = r [v,n,t]cp:(v)1PJ(v) + G(v,t)cp:(v) ~ dv 
v• V a 
(5.11) 
and: 
(5.12) 
The argument (n) in equation (5.9) is used to denote that the elements of the B-
matrix and the F -vector are dependent upon the vector of unknown nodal values. 
5.5 Weight-Functions 
As in the steady state case different choices of weight functions result in different 
finit e element formulations . The weight functions giving rise to the collocation and 
the Galerkin formulations will again be discussed. 
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5.5.1 The Collocation Formulation 
If the set of Dirac delta functions (2.20) are used as weight functions a collocation 
formulation of the method results. In this case the A-matrix, the B-matrix and the 
F-vector of equation (5.9) become : 
(5 .13) 
do f,e (ve) 
B e [ e t]· '·e( e) G( e t) 'Y3 i ij = r vi,n, 'Yj vi + vi, dv (5.14) 
and: 
(5.15) 
5.5.2 The Galerkin Formulation 
In the Galerkin formulation the Lagrange interpolation polynomials are also used as 
the weight functions (see expression (2.26)). With this choice of weight functions the 
A-matrix, the B-matrix and the F-vector become : 
(5.16) 
lvb dv;e( V) Bij = r[v, n, t]v;f( v )v;J( v) + G( v, t)v;l( v) ~ dv ~ V a (5.17) 
and: 
(5.18) 
The Galer kin formulation is particularly relevant in dynamic problems since it permits 
the boundary condition to be implemented in a straight forward manner. Boundary 
conditions will be discussed in section 5. 7. 
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5.6 Nodal Approximations of the Birth and Death 
Terms 
The elements of the B-matrix and F-vector are operators of the density distribution 
and must be reformulated in terms of nodal values. These terms may be approximated 
in the same way as for the steady state problem since each of the parametrizing 
functions (/3(v ,w,t),p(v,w,t),S(v,t) and G(v,t)) are assumed to have known time 
dependencies. 
5. 7 Boundary Conditions 
A slight modification is made to the derivations of sections 5.5.1 and 5.5.2 in order 
to implement the boundary condition n(O, t) = n0 (t). Consider equation (5.6) : 
1vb {an(v,t) an(v,t)} e 4>(v) at +r[v,n,t]n(v ,t) +G(v ,t) av dv= a 
1:g 4>( v) { ba[v, n, t] + b6[v, n, t]} dv (5.19) 
a 
If the flux term is integrated by parts then this equation becomes : 
1:g {4>(v) (ani:,t) +r[v,n,t]n(v ,t)) - :v (4>(v)G(v,t))n(v,t)}dv 
a 
+ [<p(v)G(v,t)n(v,t{ = t 'P(v){b"[v ,n,t]+b'[v ,n,t]}dv (5.20) 
a a 
If we assume that the boundary condition will be applied at the point v = 0 and let 
the first element ~pan the domain v E (0, vl) then the above expression becomes : 
t { <p (v) (Oni~,t) +r[v,n ,t]n(v ,t))- :v (<p(v)G(v,t))n(v,t)}dv 
+ 4>( vt )G( v;, t)n(v;, t) - 4>(0)G(O, t)n(O , t) 
= [' 'P(v) { b"[v , n, t] +b'[v , n, t]} dv ( 5.21) 
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Then the boundary condition (5.1) may be neatly incorporated as follows : 
t { ,f(v) ( an~~' t) + r [v, n, t]n(v, t)) - ! ( ,f(v )G(v , t)) n(v, t)} dv 
+ </>(vt)G(vL t)n(vl , t) - </>(O)G(O, t)no(t) 
= { 1 ,f(v){b"[v,n,t]+b' [v,n,t]}dv (5.22) 
As described in section 5.3.1 the dynamic finite element approximation of the so-
lution (5.3) is made and a basis of weight functions is substituted into the above 
equations. A set of equations of the form (5.9) results where the matrices and the 
vector are of the form : 
and: 
1vl A;j = 0 b?/J;(v)?/J}(v)dv 
Bf; = t r[v, n, t],j,/( V )'PJ( V) - ! ( G( v, t),f,/( V)) 'PJ( V )dv 
+ G(vt, t)?j;;(vl)?/J}(vl) 
(5.23) 
(5.24) 
F,1 = [ 1 ,j,/ ( v) { b"[v, n, tj + b' [v, n, t]} dv + ,j,/(O)G(O, t)n0 ( t) (5.25) 
In this way a Galerkin formulation may be conveniently used over the first element 
to implement a boundary condition. 
5.8 Assembly of the Elements into a Global Sys-
tem 
I I 
Equations of the form (5.9) are assembled into a global system as described in section I, 
2.9 by imposing continuity of the solution at the inter-element boundaries. In this , II I 
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way the dynamic PBE is reduced to a set of first order ordinary differential equations 
which may be written as : 
(5.26) 
The superscript g in the above equation signifies elements of the global system. 
5.9 Time Integration 
Standard time integration techniques may be used to solve the system of equa-
tions (5.26) . In this section the suitability of several of these techniques will be 
discussed and their performances compared in sub-section 5.14.1. 
5.9.1 B-Integration Techniques 
Finite difference schemes may be used to reformulate (5.26) as algebraic expressions 
at each consecutive time step. This group of methods are commonly known as thee 
integration family (specific examples include the forward difference or Euler, Crank-
Nicolson, Galerkin and backward difference schemes all of which are discussed by 
Reddy (1993)). These schemes have been applied to the dynamic PBE by several 
workers Erasmus, Eyre and Everson (1994), Eyre, Wright and Reuter (1988) and 
Viljoen, Eyre, and Wright (1990). In most applications the implicit methods (Crank-
Nicolson, Galerkin and backward difference method) are used in preference to the 
explicit Euler scheme due to their superior stability characteristics. 
The main disadvantage to these methods is that no efficient means of automatically 
controlling t he step size has been proposed. Such automatic time step control can 
increase the efficiency of a method by several orders of magnitude. Nevertheless 
these methods may be worthy of re-investigation once a dynamic error estimate and 
subsequent criterion for automatic time step control have been developed. 
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5.9.2 Runge-Kutta Methods 
These methods are popular due to their simplicity and robustness. Several work-
ers have applied fourth order Runge-Kutta methods to the dynamic PBE : Hill and 
Ng (1995 and 96), Hounslow, Ryall and Marshall (1988) , Litster, Smit and Houn-
slow (1995) and Steemson and White (1988) but once again the computational effi-
ciency of these methods was limited by the use of constant size time steps. 
In section 5.13 a Runge-Kutta-Fehlberg method will be used to integrate expres-
sion (5.26) in conjunction with the algorithm described by Press, Teukolsky, Vetter-
ling and Flannery (1992) that automatically adjusts the size of each time step so that 
the local truncation error is kept below a pre-specified bound. 
·5.10 The Modified Midpoint Method 
The modified midpoint method when used in conjunction with the Bulirsch-Stoer 
technique (Stoer and Bulirsch (1980)) was recommended by Press, Teukolsky, Vet-
terling and Flannery (1992) as being the best known way to obtain high-accuracy 
solutions to ordinary differential equations with minimal computational effort. In 
addition an efficient automatic time step control strategy has been proposed for this 
method. 
5.11 Stiff Solvers 
The Rosenbrock method (as described by Kaps and Rent:rop (1979)) and the Gear 
method (Gear (1971)) are implicit versions of the Runge-Kutta and the multistep 
method respectively. These methods have been specially designed to solve stiff sys-
tems and are reported to be capable of drastically reducing the number of time steps 
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required to solve a problem. The main disadvantage of these methods is that they 
require a Jacobian matrix to be evaluated. This matrix is completely dense in aggre-
gation and breakage problems and must be numerically computed which significantly 
increases the computational load of each time step. 
5.12 Domain Issues 
As in the steady state problem, careful consideration must be given to truncation and 
discretization of the domain if a reasonable approximation of problem (1. 7) is to be 
obtained. In the dynamic case however, optimal truncation points and discretizations 
of the domain can be expected to vary with time. 
5.12.1 Domain Truncation 
Existing methodologies for solving the dynamic PBE give little consideration to the 
manner in which the domain is truncated. In all of the articles reviewed in section 1. 7 : 
a truncation point was selected ( often arbitrarily) and held constant throughout each 
simulation. This practice inevitably leads to problems. In the simulations performed 
by Gelbard and Seinfeld (1978) finite domain errors increasingly degraded the quality 
of the solutions as time progressed. A simple way to overcome this problem is to select 
a truncation point so large that finite domain errors are insignificant throughout the 
entire simulation. Unfortunately very stiff systems of equations will result quite early 
in such simulations since the magnitude of the density distribution in the tail region 
is likely to be hundreds of orders of magnitude smaller than that at other regions of 
the domain. This problem will be highlighted in section 5.14.3. 
Both of these problems will be avoided in the current work by using a time dependent 
truncation point (ie. Vmax = Vmax(t)). At each time step a new truncation point 
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will be selected as described in section 2.11 for the steady state problem such that 
criterion (2.47) is approximately satisfied. 
5.12.2 Extrapolation of the Solution 
In aggregation/ growth dominant problems Vmax must increase with time if crite-
rion (2.47) is to be satisfied throughout the simulation ie. Vmax(ts) < Vmax(is+i) 
for is < is+l· In such problems an extrapolation of the solution will be required 
over the extended domain. For instance consider the task of solving an aggrega-
tion/ growth dominant PBE for the density distribution at time i = is+l· The density 
distribution at the previous time step (ts) will already be known over the domain 
v E (0, Vmax(ts) ]. Equation (5.9) and a time integration procedure may then be used 
to solve for the density distribution at time i = is+l over the same domain. However, 
criterion (2.4 7) will not be satisfied over this domain unless a new, larger truncation 
point Vmax(is+1) is found. Some expression for n(v, is) must be available in the region 
( Vmax(is), Vmax(ts+1)] if n( v, is+i) is to be evaluated whilst simultaneously satisfying 
criterion (2.47). Thus the need for extrapolation of n(v, is)-
In this thesis n(v, is) will be extrapolated through the exponential function exp(a+bv) 
where the constants a and b are selected such that this exponential attains the nodal 
values at the first and last nodes of the final element of the discretization at time 
i = is. It is possible to use other extrapolation functions. Indeed a straight line 
could be used if the time steps were so small that Vmax(is) was not much larger than 
Vmax(ts+1). However, given the rapidly decreasing nature of most solutions to the 
PBE exponential ·functions are the simplest sensible choice. 
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5.12.3 Discretization of the Domain 
In chapter 2 it was demonstrated that accurate solutions to the steady state PBE 
could be approached over domains that were discretized according to a geometric 
progression. The geometric discretization described in section 2.4 will also be used for 
the dynamic PBE until a more rigorous technique (such as the refinement technique 
described in chapter 4) is proposed. 
Since the size of the domain changes at each time step a new discretization must 
also be defined at each time step. The heuristic to be used will scale each element 
of the old discretization by the factor Vmax(ts+1)/vmax(is) so that a new geometric 
discretization consisting of the same number of elements spans the new domain. 
5.13 Numerical Case Studies 
Four numerical case studies involving the various size enlargement phenomena will 
be performed to investigate whether the finite element method and time integration 
schemes are capable of predicting accurately the density distribution and moments 
for the dynamic PBE. 
5.13.1 Case 1 An Aggregation Problem 
The dynamic PBE for aggregation is of the form : 
an(v t) 1v/2 . r= 
0/ = 0 
/3(v-w,w,t)n(v-w,t)n(w,t)dw-n(v,t) Jo /3(v,w,t)n(w,t)dw 
(5.27) 
If the initial distribution is selected to be : 
No 
nin( v) = - exp( -v /vo) 
Vo (5.28) 
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and the aggregation rate is assumed to be size and time independent : 
/3 ( V, W, t) = /Jo (5.29) 
then the analytical solution to this PBE has been derived by Scott (1968) as : 
4No ·( -2v ) n v, t = exp ( ) v0 ( T + 2) 2 v0 ( T + 2) (5.30) 
where : T = N 0 (30t . Analytical expressions for the moments of this distribution are 
obtained by multiplying the PBE by vi (where i is the relevant index) and integrating 
over the domain v E (0, oo]. Using this procedure the first three moments may be 
found to be : 
2No 
mo( t) = -2 -+-/3-o.Ni_o_t 
m1(t) = Novo 
This problem was investigated for the following set of parameters : 
N0 = v0 = /30 = 1 
(5.31) 
(5.32) 
(5.33) 
(5.34) 
over the initial domain v E (0, 11.3] which was spanned by 20 elements with the first 
element of length 0.5 units . 
The Runge-Kutta-Fehlberg (RKF), the Bulirsch-Stoer (BS) and the Gear method 
were each used to integrate the system of equations (5.26) that resulted from the 
collocation formulation of the aggregation PBE. For each method records were made 
of the CPU time (in seconds) required by a Pentium 75 MHz computer to integrate 
the problem to a final value of t = 1000 units, the number of time steps required and 
the r L2 value of the solution ( as defined by expression ( 4.13)) at t = 1000. These 
values are shown in table 5.1. 
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Method RKF BS Gear 
CPU 22 29 63 
steps 72 16 11 
rL2 0.73 X 10-2 0.43 X 10- 2 1.42 X 10-2 
Table 5.1: CPU time, number of time steps required and the accuracy 
of the final solution when the Runge-Kutta-Fehlberg, the Bulirsch-Stoer 
and the Gear method were used to solve the dynamic aggregation prob-
lem to a time t = 1000. 
The simulation was completed in the shortest amount of time by the Runge-Kutta-
Fehlberg method despite the fact that this method required significantly more time 
steps. The Gear method proved to be the least accurate of the three methods with 
an r L2 value greater than 10- 2 while the Bulirsch-Stoer and Runge-Kutta-Fehlberg 
achieved more accurate solutions with r L2 values of 0. 73 x 10- 2 and 0.43 x 10- 2 
respectively. 
The finite element predictions of the density distribution are shown in figure 5.1 
at three different times. The solid lines represent the analytical solution while the 
symbols ( 8 ) represent the FEM nodal values at the end-points of each element. 
These points were obtained using the Runge-Kutta-Fehlberg method to integrate the 
collocation formulation of equation (5.26). In each case the numerical predictions are 
in excellent agreement with the analytical solutions. 
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Figure 5.1: FEM predictions of the number density function (n(v, t)) for 
the dynamic aggregation problem where /3( v , w, t) = {30 = 1, nin( v) = 
1: exp( - v /v0 ) and N0 = v0 = 1 at times t = 10, 100 and 1000. 
177 
mo 
10- 01 
10- 02 
10- 03 ~-~-~-~-~-~-~-~-~-~-~ 
0 100 200 300 400 500 600 700 800 900 1000 
t 
Figure 5.2: FEM predictions of the zeroth moment of the density distri-
bution ( m0 ( t)) at each time step for the dynamic aggregation problem. 
Numerical approximations of the moments of the density distribution were obtained 
at each time step (ts) by multiplying the finite element solution by vi (where i = 
0, 1, 2 for the zeroth, first and second moments) and integrating over the domain 
v E (0, Vmax(ts)]. The finite element predictions of the moments are shown in figures 
5.2, 5.3 and 5.4 as symbols (0 ) at each Runge-Kutta-Fehlberg time step while the 
analytical expressions of the moments (5.31) , (5 .32) and (5.33) are plotted as solid 
lines. In each case the numerical predictions are in excellent agreement with the 
analytical expressions. The percentage errors in each of these moments at time t = 
1000 was recorded in table 5.5 at the end of this section. 
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Figure 5.3: FEM predictions of the first moment of the density distribu-
tion ( m 1 ( t)) at each time step for the dynamic aggregation problem. 
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Figure 5.4: FEM predictions of the second moment of the density distri-
bution (m2 (t)) at each time step for the dynamic aggregation problem. 
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Figure 5.5: Locations of elements compnsmg the discretization over 
which the aggregation problem was solved at times t = 10, 100 and 1000. 
The manner in which the discretization of the domain changed with time is illustrated 
in figure 5.5. This figure shows the locations of the end-points of each element com-
prising a discretization at the times t = 10, 100 and 1000. In each case the lower limit 
of the first element is located at v = 0, however this is not shown since a logarithmic 
scale is used for the volume axis. At each time step the finite domain is stretched by 
a constant factor as described in subsection 5.12.3. 
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5.13.2 Case 2 A Breakage Problem 
The dynamic PBE for breakage is of the form : 
on(v,t) 100 
ot = v p(v,w,t)S(w,t)n(w,t)dw-S(v,t)n(v ,t) 
If the initial distribution is selected to be : 
No 
nin( v) = - exp( - v /vo) Vo 
(5.35) 
(5.36) 
and the breakage kernel and breakage functions are assumed to be time independent 
and of the following forms : 
2 p(v ,w,t) = -
w 
S(v,t) = v (5 .37) 
then the analytical solution to this PBE has been derived by Ziff and McGrady (1991) 
as : 
No 2 n( v, t) = - (1 + tv0 ) exp( - (t + 1/v0 )v) Vo (5.38) 
Analytical expressions for the moments of this distribution are obtained by multiply-
ing the PBE by vi (where i is the relevant index) and integrating over the domain 
v E (0 , oo]. Using this procedure the first three moments may be determined to be : 
mo(t) = No(l + vat) (5.39) 
m1(t) = Novo (5.40) 
( ) 2NovJ m 2 t = ---1 + vat (5.41) 
This problem was investigated for the following set of parameters : 
No= Vo= 1 (5.42) 
over the initial domain v E (0 , 11.3] which was spanned by 20 elements with the first 
element of length 0.5 units. 
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The Runge-Kutta-Fehlberg (RKF) , the Bulirsch-Stoer (BS) and the Gear method 
were each used to integrate the system of equations (5 .26) that resulted from the 
collocation formulation of the breakage PBE. In each case the CPU time (in seconds) 
required to integrate the problem to a final value of t = 1000 units , the number of 
time steps required and the r L2 value of the solution at t = 1000 were recorded. 
These values are shown in table 5.2. The Runge-Kutta-Fehlberg method proved to 
be the fastest and most accurate method for solving this problem but once again it 
required significantly more time steps to reach a final time oft = 1000. 
Method RKF BS Gear 
CPU 76 145 151 
steps 207 50 13 
rL2 0.94 X 10-3 0.19 X 10-2 1.05 X 10-2 
Table 5.2: CPU time, the number of time steps required and the accuracy 
of the final solution when the Runge-Kutta-Fehlberg, the Bulirsch-Stoer 
and the Gear method were used to solve the dynamic breakage problem 
to a time t = 1000. 
The finite element predictions of the density distribution are shown in figure 5.6 
at three different times. The solid lines represent the analytical solution while the 
symbols ( O) represent the FEM nodal values at the end-points of each element . 
These points were obtained using the Runge-Kutta-Fehlberg method to integrate 
the collocation formulation of equation (5.26). In each of these cases the numerical 
predictions are in excellent agreement with the analytical expressions. 
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Figure 5.6: FEM predictions of the number density function (n(v, t)) 
for the dynamic breakage problem where p( v , w , t) = 2/w, S( v , t) = v , 
nin( v) = 2;- exp( - v /vo) and No = Vo = 1 at times t = 10,100 and 1000. 
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Figure 5. 7: FEM predictions of the zeroth moment of the density distri-
bution (m0 (t)) at each time step for the dynamic breakage problem. 
Numerical approximations of the moments of the density distribution were obtained 
at each time step (ts) by multiplying the finite element solution by vi (where i = 
0, 1, 2 for the zeroth, first and second moments) and integrating over the domain 
v E (0, Vmax(ts)] . . The finite element predictions of the moments are shown in figures 
5. 7, 5.8 and 5.9 as symbols ( 8 ) at each Runge-Kutta-Fehlberg time step while the 
analytical expressions for the moments (5.39), (5.40) and (5.41) are plotted as solid 
lines. In all cases the finite element predictions of the moments can be seen to be in 
excellent agreement with the analytical expressions . The percentage errors in each of 
these moments at time t = 1000 are recorded in table 5.5 at the end of this section. 
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Figure 5.8: FEM predictions of the first moment of the density distribu-
tion (m1 (t)) at each time step for the dynamic breakage problem. 
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Figure 5.9: FEM predictions of the second moment of the density distri-
bution (m2 (t)) at each time step for the dynamic breakage problem. 
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Figure 5.10: Locations of elements comprising the discretization over 
which the breakage problem was solved at times t = 10,100 and 1000. 
The manner in which the discretization of the domain changed with time is illustrated 
in figure 5.10. This figure shows the locations of the end-points of each element 
comprising a discretization at the times t = 10, 100 and 1000. At each time step the 
truncated domain has been stretched as described in subsection 5.12.3. The first node 
of each discretization is located at v = 0 however this is not shown since a logarithmic 
scale is used for the volume axis. 
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5.13.3 Case 3 A Growth Problem 
The dynamic PBE for growth is of the form : 
8n(v, t) 8 ( ) 
ot + ov G(v, t)n(v, t) = 0 
If the initial distribution is selected to be : 
No 
n;n(v) = -v exp( - v/vo) 
Vo 
and the growth function is assumed to be independent of volume and time : 
G(v,t) = Go 
(5.43) 
(5.44) 
(5.45) 
then the method of characteristics may be used to derive the analytical solution : 
n(v,t) = _No (v - G0t)exp (- -v _-_G_o_t) Vo Vo v E (Got,oo] (5.46) 
Notice that the analytical solution is only considered within the domain v E (G0t, oo]. 
Outside of this region the solution assumes non-physical negative values . 
Analytical expressions for the moments of this distribution may be obtained by multi-
plying the solution (5.46) by vi (where i is the relevant index) and integrating over the 
domain v E (G0t, oo]. Using this procedure the first three moments may be evaluated 
as: 
mo(t) = Novo (5.47) 
(5.48) 
· m2(t) = Novo ([Got] 2 + 4Gotvo + 6v6) (5.49) 
This problem was investigated for the following set of parameters : 
No = Vo= 1 and Go= 0.01 (5.50) 
over the initial domain v E (0, 13.7] which was spanned by 20 elements with the first 
element of length 0.5 units. 
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Method RKF BS Gear 
CPU 51 0 0 
steps 819 0 0 
rL2 0.52 X 10- 2 0 0 
Table 5.3: CPU time, number of time steps required and the accuracy 
of the final solution when the Runge-Kutta-Fehlberg, the Bulirsch-Stoer 
and the Gear method were used to solve the dynamic growth problem to 
a time t = 1000. 
Attempts were made to use the Runge-Kutta-Fehlberg (RKF), the Bulirsch-Stoer 
(BS) and the Gear methods to integrate the system of equations (5.26) that resulted 
from the collocation formulation of the growth PBE. Only the RKF method success-
fully completed the task. Negative nodal values were obtained in the tail region when 
using the other two methods, which prevented the domain from being successfully 
extrapolated. For the RKF method the CPU time (in seconds) required to integrate 
the problem to a final value oft = 1000 units, the number of time steps required and 
the r L2 value of the solution at t = 1000 were recorded. These values are shown in 
table 5.3. 
The finite element predictions of the density distribution are shown in figure 5.11 
at three different times. The solid lines represent the analytical solution while the 
symbols ( O) represent the FEM nodal values at the end-points of each element. 
These points were obtained using the Runge-Kutta-Fehlberg method to integrate the 
collocation formulation of equation (5.26) . In each case the numerical predictions are 
in excellent agreement with the analytical solutions. 
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Figure 5.11: FEM predictions of the number density function (n(v , t)) 
for the dynamic growth problem where G(v, t) = Go = 0.01 n;n(v) = 
?v exp(- v /v0 ) and N0 = v0 = 1 at times t = 10, 100 and 1000. 
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Figure 5.12: FEM predictions of the zeroth moment of the density distri-
bution (m0 (t)) at every tenth time step for the dynamic growth problem. 
Numerical approximations of the moments of the density distribution were obtained 
at each time step (ts) by multiplying t he finite element solution by vi (where i = 
0, 1, 2 for the zeroth , first and second moments) and integrating over the domain 
v t (G0t,vmax(ts) ]. The finit e element predictions of the moments are shown in 
figures 5. 12, 5.13 and _5.14 as symbols ( 8 ) at every ten Runge-Kutta-Fehlberg time 
steps while the analytical expressions of the moments (5.47), (5.48) and (5 .49) are 
plotted as solid lines. In each case the symbols representing the numerical values of 
the moments are barely discernable from the lines corresponding to the analytical 
expressions of the moments. The percentage errors in each of these moments at time 
t = 1000 was recorded in table 5.5 at the end of this section. 
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Figure 5.13: FEM predictions of the first moment of the density distrib-
ution (m1 (t)) at every tenth time step for the dynamic growth problem. 
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Figure 5.14: FEM predictions of the second moment of the density distri-
bution (m2(t)) at every tenth time step for the dynamic growth problem. 
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Figure 5.15: Locations of elements comprising the discretization over 
which the growth problem was solved at times t = 10, 100 and 1000. 
The manner m which the truncated domain was adjusted is illustrated in figure 
5.15. This figure shows the locations of the end-points of each element compris-
ing a discretization at the times t = 10, 100 and 1000. In this problem the domain 
was stretched ( as in the previous two case studies) and then translated so that the 
first node corresponded to the volume coordinate Vs such that n( vs) = 0. 
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5.13.4 Case 4 : A Problem of Combined Aggregation and 
Growth 
The dynamic PBE for aggregation and growth is of the form : 
an(v,t) a(G(v,t)n(v,t)) 1 r . 
at + av = 210 (3(v - w,w,t)n(v-w,t)n(w,t)dw 
- n(v,t) 100 (3(v,w,t)n(w,t)dw (5.51) 
If the initial distribution is selected to be : 
I 1 
No 
nin(v) = - exp( - v/vo) (5.52) Vo 
and the growth function and aggregation kernel are assumed to be time independent 
and of the following forms : 
G(v,t) = G0 v and (3( v, w, t) = (30 (5.53) 
then the analytical solution as derived by Ramabhadran, Peterson and Seinfeld (1976) 
lS : 
( ) · 4N0 (-2vexp(- Got) G ) n v , t = exp 
- o t 
vo(Nof3ot + 2) 2 vo(Nof3ot + 2) (5.54) 
If the above solution is multiplied by vi (where i is the relevant index) and integrated 
from zero to infinity then the analytical expressions for the first three moments may 
be deduced as : 
2No 
mo ( t) = -N,-of3_o_t +- 2 
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(5.55) 
(5.56) 
(5.57) 
This problem was investigated for the following set of parameters : 
No = v0 = 1, f3o = 0.2 and G0 = 2.5 x 10-3 (5.58) 
over the initial domain v c (0, 11 .3] which was ·spanned by 40 elements with the first 
element of length 0. 75 units. 
Method RKF BS Gear 
CPU 250 1156 914 
steps 201 110 19 
rL2 0.73 X 10-2 1.01 X 10-2 2.38 X 10-2 
Table 5.4: CPU time, the number of time steps required and the accuracy 
of the final solution when the Runge-Kutta-Fehlberg, the Bulirsch-Stoer 
and the Gear method were used to solve the dynamic aggregation and 
growth problem to a time t = 1000. 
The Runge-Kutta-Fehlberg (RKF) , the Bulirsch-Stoer (BS) and the Gear method 
were each used to integrate the system of equations (5.26) that resulted from the col-
location formulation of the combined aggregation and growth PBE. For each method 
the CPU time (in seconds) required to integrate the problem to a final value of 
t = 1000 units , the number of time steps required and the r L2 value of the solution 
at t = 1000, were recorded. These values are shown in table 5.4. Once again the 
Runge-Kutta-Fehlberg method proved to be the fastest and most accurate means of 
solving the problem despite requiring significantly more time steps. 
The finite element predictions of the density distribution are shown in figure 5.16 
at three different times. The solid lines represent the analytical solution while the 
symbols ( 8 ) represent the FEM nodal values at the en,d-points of each element. 
These points were obtained using the Runge-Kutta-Fehlberg method to integrate 
the collocation formulation of equation (5.26). As in all the investigated cases the 
numerical predictions are in excellent agreement with the analytical solutions. 
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Figur~ 5.16: FEM predictions of the number density function (n(v, t)) for the 
dynamic aggregation and growth problem where G( v, t) = G0 v, /3( v, w, t) = /30 , 
nin ( v) = ? exp( - v /vo) , No = Vo = 1, /Jo = 0.2 and Go = 2.5 x 10-3 at times 
t = 10, 100 and 1000. 
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Figure 5.17: FEM predictions of the zeroth moment of the density distri-
bution ( m0 ( t)) at every fifth time step for the dynamic aggregation and 
growth problem. 
Numerical approximations of the moments of the density distribution were obtained 
at each time step (ts) by multiplying the finite element solution by vi (where i = 
0, 1, 2 for the zeroth, first and second moments) and integrating over the domain 
v E (0, Vmax(ts) ]. The finite element predictions of the moments are shown in figures 
5.17, 5.18 and 5.19 as · symbols ( 8 ) at every fifth Runge-Kutta-Fehlberg time step 
while the analytical expressions of the moments (5.55) , (5.56) and (5.57) are plotted as 
solid lines. In all cases the numerical predictions of the moments are barely discer~ble 
from the lines representing the analytical solutions. The percentage errors in each of 
these moments at time t = 1000 units are recorded in table 5.5 at the end of this 
section. 
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Figure 5.18: FEM predictions of the first moment of the density distri-
bution ( m1 ( t)) at every fifth time step for the dynamic aggregation and 
growth problem. 
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Figure 5.19: FEM predictions of the second moment of the density dis-
tribution (m2(t)) at every fifth time step for the dynamic aggregation 
and growth problem. 
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Figure 5.20: Locations of elements comprising the discretization over 
which the aggregation and growth problem was solved at times t = 
10, 100 and 1000. 
The manner in which the discretization of the domain changed with time is illustrated 
in figure 5.20. This figure shows the locations of the end-points of each element 
comprising a discretization at the times t = 10, 100 and 1000. In each case the lower 
limit of the first element is located at v = 0 however this is not shown since a 
logarithmic scale is used for the volume axis. 
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case PE(mo) PE(m1 ) PE(m2 ) 
case 1 0.005 % 0.010 % 0.060 % 
case 2 0.020 % 0.015 % 0.175 % 
case 3 0.028 % 0.042 % 0.075 % 
case 4 0.058 % 0.119 % 0.152 % 
Table 5.5: Percentage errors in the zeroth, first and second moments at 
time t = 1000 units for each of the case studies. 
In table 5.5 it can be seen that the finite element method proved capable of predicting 
the moments of the solutions to a range of problems to very high accuracy (better 
than 0.2% in all cases) . 
5.14 Discussion 
5.14.1 Performance of the Time Integration Methods 
In tables 5.1, 5.2, 5.3 and 5.4 it can be seen that the RKF method proved to be the 
fastest, most accurate and robust means of integrating the system of equations (5.26). 
When using the Gear method the total number of time steps required to solve the 
problem was drastically reduced (by as much as a factor of 15 in the breakage problem) 
however this gain was significantly out-weighed by the additional cost of numerically 
assembling and then manipulating a completely dense Jacobian matrix. In any case 
taking many small, inexpensive steps is preferable since the extrapolation procedure 
described in subsection 5.12.2 is performed over smaller intervals. 
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5.14.2 Accuracy and Computational Cost of the Finite Ele-
ment Predictions 
In all cases where the RKF method wa,s used to integrate the system of equations 
(5.26) r L2 values less than 1 x 10-2 were achieved (see tables 5.1, 5.2, 5.3 and 5.4). This 
is indicative of numerical solutions that are on average within 1 % of their respective 
analytical solutions across the entire domain. In figures 5.1, 5.6, 5.11 and 5.16 the 
nodal values of the finite element solutions are barely discernable from the lines 
representing the analytical solutions. Likewise in figures 5.2-5.4, 5. 7-5.9, 5.12-5.14 and 
5.17-5.19 the finite element predictions of the moments of the density distributions 
are in excellent agreement with the analytical values. In table 5.5 it can be seen that 
at time t = 1000 units (where the greatest errors are likely to have accumulated) 
predictions of the moments were better than 0.200% in all the investigated cases. 
It should be noted that solutions were obtained reasonably cheaply in cases 1 and 2 
despite large changes in the initial distribution. In the aggregation problem a 500-
fold reduction in the number of particles was observed. Despite these large changes 
an accurate solution was obtained using just 22 seconds of CPU time on a 75 MHz 
pentium processor. In the breakage problem a 1000-fold increase in the number 
of particles was observed nevertheless an accurate solution was obtained in just 76 
seconds. 
Solving PBEs where comparatively modest amounts of growth were occurred proved 
much more expensive. In case 3 a 10-fold increase in the total particulate volume 
required 51 seconds of CPU time while in case 4 a similar increase in volume occurred 
but 250 seconds of CPU time was required. 
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5.14.3 Scaling and Shifting of the Domain 
In the simulations of the previous section the domains over which the PBEs were 
considered were adjusted so that criterion (2.4 7) was satisfied at each time step. In 
the aggregation problem for instance the domain was increased from 11.3 units to over 
5600 units while in the breakage problem the domain was decreased from an initial 
length of 11.3 units to about 0.01 units . This scaling of the domain was performed 
to avoid the difficulties associated with solving the problem in regions where the 
solution assumed very small values and very steep profiles whilst negligibly increasing 
the accuracy of moment calculations. For instance if the same truncated domain 
v e: (0 , 11.3] was used for the entire breakage simulation we would be required to solve 
for nodal values of magnitude nj ~ 3. 7 x 10- 4905 in the tail region as t --+ 1000. Even 
the most robust ODE integrators would encounter difficulties with such a problem. 
Likewise with the growth problem the lower limit of the domain of consideration was 
shifted to avoid solving for non-physical negative values. 
In aggregation/ growth dominant problems the domains were extended. This process 
required extrapolation of the solution and hence introduced additional errors to the 
numerical solution. These extrapolation errors can however be assumed to be quite 
small since such high quality solutions were obtained in all cases. 
5.14.4 Comparison with Other Methods 
In the majority of cases it is not possible to compare the predictions of the finite 
element method described in this chapter with other methods. In the articles reviewed 
in section 1. 7 simulations have been performed using a large rane;e of growth functions , 
breakage kernels etc. and carried out to different extents of aggregation, breakage, 
growth etc. In most cases no numerical values of errors are quoted. Instead results 
are presented graphically on scaled axes. 
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Two papers do however exist where the simulations performed were so similar to 
case 1 that comparisons should be made. Kumar and Ramkrishna (1996b) use their 
moving pivot method to solve an aggregation equation identical to case 1. This 
simulation is performed until a 250-fold reduction in total particle number is achieved 
(N(t)/N(O) = 4 x 10-3 in their notation). They report a 16% under-prediction in 
the zeroth moment (CON(O, t) in their notation). This compares quite poorly with 
the prediction of the zeroth moment made by the finite element method ( a 0.005 % 
over-prediction) when a 500-fold reduction in total particle number was achieved. 
Litster, Smit and Hounslow (1995) investigated this same aggregation problem. In 
their simulation a 50-fold reduction in total particle number was achieved and they 
reported predictions of the second moment that were within 1 % of the analytical 
value. This simulation required 1077 units of CPU time on a SUN SLC Workstation. 
Again these figures compare quite poorly with those of the finite element method 
where the second moment was predicted to within 0.060 % of the analytical value for 
a much larger extent of aggregation ( a 500-fold reduction in total particle number) 
using just 22 seconds of CPU time on a Pentium 75 MHz personal computer. 
5.15 Chapter Conclusions 
The following conclusions can be made with regard to the methods developed and 
simulations performed within this chapter : 
• A finite element !Ilethod has been developed to solve the dynamic population 
balance equation for the full range of particulate mechanisms : aggregation, 
breakage, growth and nucleation. 
• T he method has been derived over a general discretization in both time and 
space. Hence this method will be amenable to automatic refinement procedures 
should they be developed at a later stage. 
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• Of all the investigated time integration procedures the Runge-Kutta-Fehlberg 
proved to be the most accurate, robust and efficient method of integrating the 
system of ODEs that resulted from the collocation formulation of the dynamic 
PBE. 
• In all the investigated problems the finite element method proved capable of 
predicting density distributions that were on average within 1 % of the analytical 
solution over the entire domain. Finite element predictions of the moments of 
these distributions were within 0.175 % of the analytical values. 
• The above mentioned results were achieved over heuristically discretized do-
mains. The space domain was geometrically partitioned while the size of the 
time steps was dictated by the local truncation error. Further increases in ac-
curacy are anticipated upon incorporation of a more rigourous ( error based) 
means of automatic discretization. 
• Much of the success of the finite element method can be attributed to careful 
consideration of domain truncation points which are adjusted at each time step. 
This procedure prevents the system from becoming unnecessarily stiff whilst 
simultaneously ensuring that the finite domain errors are negligibly small. 
• In all cases where comparisons could be made the finite element method was 
capable of predictions that were several orders of magnitude better than existing 
methods. 
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Chapter 6 
Conclusions and Suggestions for 
Further Work 
6.1 Conclusions: Or, what has actually been achieved 
In the introductory chapter of this thesis the ultimate goal of modelling particulate 
processes was identified as one of developing a means of predicting the distributions 
of particles for any given set of process variables and any combination of particulate 
mechanisms. The work contained within this thesis represents a systematic advance-
ment towards this ultimate goal for the following reasons : 
• Methods capable of exceptionally high accuracy have been developed for solving 
both steady state and dynamic population balance equations for the density 
distribution and moments. Development of this capability is an essential stage 
in the modelling procedure since all parameterization techniques require an 
accurate solver. 
• The developed methods are capable of solving the steady state and dynamic 
PB Es for any combination of particulate mechanisms ( aggregation, breakage, 
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growth and nucleation) and for any choice of parameterizing functions ( aggre-
gation kernels, breakage kernels, growth functions etc) hence these methods are 
expected to be applicable to a large range of particulate problems. 
• The developed methods have proved themselves more robust and computation-
ally efficient than any existing methods . This factor is anticipated to become 
of increasing importance when modelling considerations are extended to higher 
coordinate systems ( as will be discussed in the future applications section) or 
when the method is implemented in on-line control schemes. 
• This body of work provides a full appreciation of the importance of precise 
domain specification. The proposed methods are only capable of solving the 
problem that is specified by the user. If the domain is poorly specified ( trun-
cated at an inappropriate point or inappropriately discretized) then the solu-
tion is guaranteed to be either of very poor quality or to have been excessively 
expensive to obtain. Problems associated with poorly specified domains are 
especially prevalent in PBE modelling due to the large variations in the size of 
sub-domains that comprise an "optimal" domain. It has been demonstrated in 
the simulations of chapters 2, 3 and 4 that when using a heuristic method of 
discretization it is very easy to under-specify the domain ( use a discretization 
that is too sparse in some region) and obtain a solution that is inaccurate by 
several orders of magnitude. Over-specification of the domain ( use of a dis-
cretization that is excessively fine in some regions) in many cases is not a viable 
alternative. In chapter 4 many geometric discretizations were over-specified in 
an attempt to achieve high accuracy. This over-specification rapidly resulted 
in problems that were too large to be solved using existing computer resources 
without ever achieving the required level of accuracy. 
• This body of work is the first to rigorously address doma)n issues. 
In chapter 2 a criterion was proposed ( and proved effective in the subsequent 
simulations of chapters 2, 3, 4 and 5) to maintain finite domain errors at neg-
ligibly small magnitudes while still permitting the moments of the solution to 
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be computed accurately. In the dynamic simulations of chapter 5, much of the 
robustness of the method can be directly attributed to the implementation of 
this truncation algorithm. By adjusting the truncation point at each time step 
the problem was prevented from ever becoming too stiff or ill-conditioned. 
Chapter 4 was dedicated to the construction of a rigorous new approach to 
the important issue of domain discretization. This approach had the desirable 
characteristic of being automatic. In the simulations of chapter 4 it was demon-
strated that the automatic discretization algorithm could be used to generate 
solutions ·with accuracies that could not be obtained using existing heuristic 
discretization methods. 
• An error estimate was successfully derived in chapter 3. With this estimate 
it is possible to assess quantitatively the quality of an obtained numerical so-
lution without any knowledge of the actual analytical solution. Much of the 
above-mentioned work on automatic discretization could not have eventuated 
without the developments of chapter 3 on error estimates. This work is the first 
to successfully relate the error in a numerical solution of the steady state PBE 
to the length of each element. It lies at the heart of the automatic discretiza-
tion procedure and makes it possible for this procedure to generate numerical 
solutions with a pre-specified accuracy. 
6.2 Recommendations for Further Work 
The work on solving the ~teady state population balance equation (1.8) is essentially 
complete. A user can now specify the parameters of a problem, a maximum acceptable 
error tolerance and use the finite element method ( together with the error estimate 
and automatic refinement algorithm) to obtain a numerical solution that is guaranteed 
to be of a pre-specified quality. 
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It is expected that future work on steady state particulate systems will progress in 
the following directions : 
• Inverse Problems : In inverse problems the feed and product distributions are 
either known or can be measured. It is . the parameterizing functions of the 
PBE that must be determined. If the forms of these functions are assumed 
then analytical moment relations may be used to determine the constants of 
each parameterizing function. The steady state solver can then be used to 
discriminate between the most likely parameterizing functions. 
• Higher Coordinate Systems : The steady state PBE (1.8) is of the simplest 
possible form. Many of the assumptions inherent in its derivation limit its 
application to very ideal systems. It is expected that future work in this field will 
endeavour to incorporate more realistic features into population balance models. 
For instance modifications must be made to equation (1.8) if it is to simulate 
systems where aggregation, breakage or growth rates that are dependent upon 
temperature, concentration or shear stress profiles or if it is to model systems 
that are not well mixed. 
The methods for solving the dynamic population balance equation were not developed 
°' to as advanced stage as the steady state methods. Further advances are needed in /\ 
dynamic error estimation and automatic refinement techniques before the dynamic 
finite element method can be used with the same confidence as the steady state solver. 
Once dynamic error estimates and automatic refinement methods are developed the 
dynamic inverse problem can be addressed and if necessary the PBE (1.7) can be 
modified to investigate less ideal systems. 
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Appendix : · Analytical Solution to 
the Steady State Breakage 
Equation 
Using the breakage function and specific rate of breakage selected in section 4. 7 .3 the 
PBE for breakage alone becomes : 
n(v) - n;n(v) 2100 ( )d ( ) = n w w - vn v 
T V 
(6.1) 
where n;n( v) is the exponential feed distribution ? exp(-v /vo). 
If the above PBE is multiplied by T and differentiated with respect to v, the following 
first order ODE may be obtained : 
dn(v) + 3T n(v) = 1 dn;n(v) 
dv 1 + TV 1 + TV dv (6.2) 
By considering the breakage PBE (6.1) at the point v = 0 we obtain the appropriate 
boundary condition : 
no = 2Tmo + n;n(O) 
No 
= 2Tmo + -
Vo 
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(6.3) 
An expression for the zeroth moment is obtained by integrating (6.1) from zero to 
infinity : 
(6.4) 
The second equality holds true since volume is conserved in a breakage only problem. 
Expressions for mbn and m~n may be readily obtained by integration of the exponential 
feed distribution : 
m~n = 100 nin( v )dv 
100 No = - exp(-v/v0 )dv 0 Vo 
= No (6.5) 
mfn = 100 'V nin( v )dv 
= ~v exp( - v /v0 )dv 100 N, 0 Vo 
= Novo (6.6) 
Expressions (6.3, 6.4, 6.5 and 6.6) are combined to obtain the boundary condition in 
terms of the problem parameters : 
No 
no = 2TNo(Tvo + 1) + -
Vo 
The integrating factor_]( v) is evaluated as : 
I(v) = exp (1v 37 dw) = (1 + Tv) 3 
0 1 + TW 
The solution to the ODE (6.2) with the boundary condition (6.7) is : 
n(v) = ~ + _1_ 1v _I(t) dnin(t) dt 
I(v) I(v) 0 1 + Ti dv 
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(6.7) 
(6.8) 
(6.9) 
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Integration and algebraic manipulation of this expression yields the solution to the 
breakage PBE (6.1) : 
n(v) = No [(l + Tv) 2 + 2Tv0 (1 + T[v0 + v])] 
vo(l + Tv) 3exp (:a) 
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Notation 
b 
d 
Go 
m(i)o 
m· 
' 
mdte 
' 
N 
No 
birth rate 
birth rate due to aggregation 
birth rate due to breakage 
death rate 
death rate due to aggregation 
death rate due to breakage 
percentage error in the prediction of the ith moment 
growth function 
growth constant 
length of the eth element 
modified Bessel function of the first kind of zeroth order 
modified Bessel function of the first kind of first order 
index of aggregation 
index of breakage 
number of particles in the ith partition 
iit moment of the density distribution 
error in the ith moment due to domain truncation 
number of elements used to span the domain 
number of nuclei present in the exponential feed distribution 
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i1, 
I 
n 
no 
number density distribution of the product stream 
number of nuclei 
number density distribution of the feed stream or the initial distribution 
finite element solution of the PBE 
n5 ph nodal value of element e 
Neq number of equations comprising the system 
s 
t 
number of iterations required for the system to converge 
specific rate of breakage 
time 
v particle volume 
v1 length of the first element in the GP of the FEM 
volume co-ordinate of the lower limit of element e 
Vmax 
volume co-ordinate of the upper limit of element e 
upper limit of the truncated domain 
Vo 
initial estimate of the upper limit of the truncated domain 
mean size of the nuclei in the exponential feed distribution 
Greek symbols 
T time constant of the CMSMPR crystallizer 
(3 aggregation kernel 
{30 size independent aggregation kernel 
6. maximum permissible REE value 
p breakage function 
</>J the Ph Lagrange interpolation polynomial of the eth element 
'ljJ'f the ith weight function 
rle domain of the eth element 
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Subscripts and Superscripts 
a pertaining to the first node 
b pertaining to the last node 
ana pertaining to the analytical solution 
e pertaining to the eth element 
fea pertaining to the finite element solution 
g element of a global matrix or vector 
s the sth iteration or step 
Acronyms 
ARD Automatically discretized domain 
FEM 
GRD 
CPU 
DPB 
PBE 
REE 
REN 
SSRE 
Finite element method 
Geometrically discretized domain 
Central processing unit 
Discretized population balance 
Population balance equation 
Relative error estimate 
Relative error norm 
Sum of square relative errors 
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