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Abstract
The type III Hermite Xm exceptional orthogonal polynomial family is generalized
to a double-indexed one Xm1,m2 (with m1 even and m2 odd such that m2 > m1) and
the corresponding rational extensions of the harmonic oscillator are constructed by
using second-order supersymmetric quantum mechanics. The new polynomials are
proved to be expressible in terms of mixed products of Hermite and pseudo-Hermite
ones, while some of the associated potentials are linked with rational solutions of the
Painleve´ IV equation. A novel set of ladder operators for the extended oscillators is
also built and shown to satisfy a polynomial Heisenberg algebra of order m2−m1+1,
which may alternatively be interpreted in terms of a special type of (m2−m1+2)th-
order shape invariance property.
PACS numbers: 03.65.Fd, 03.65.Ge
Keywords: harmonic oscillator, exactly solvable potentials, supersymmetric quantum me-
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1 Introduction
During the last few years, a lot of research activity has been devoted to the construction
of exceptional orthogonal polynomials (EOP), which are new complete and orthogonal
polynomial systems extending the classical families of Hermite, Laguerre and Jacobi. In
contrast with the latter, the former admit some gaps in the sequence of their degrees, the
total number of them being referred to as the codimension.
The first examples of EOP, the so-called Laguerre and Jacobi X1 families, with codi-
mension m = 1, were proposed in the context of Sturm-Liouville theory [1, 2]. Shortly
thereafter, such EOP were applied to quantum mechanics and proved to be related to some
exactly solvable (ES) rational extensions of well-known potentials [3]. These new quantum
potentials had the additional interesting property of enlarging the known list of transla-
tionally shape-invariant (SI) potentials, which was thought to be complete at that time
[4, 5].
In agreement with some previous works on algebraic deformations of SI potentials [6, 7],
it then appeared convenient to use a supersymmetric quantum mechanical (SUSYQM)
method to construct some additional examples of quantum potentials related to X1 EOP
[8] and to extend such an analysis by proposing some new Laguerre and Jacobi X2 families
[9]. The transition from codimension m = 1 to codimension m = 2 was characterized by a
growing complexity, since there appeared three distinct families of EOP (labelled as types
I, II and III, respectively), the first two being associated with SI potentials and strictly
isospectral to the partner conventional potential.
The next step was the obtention of type I and type II Laguerre and Jacobi Xm EOP
families and related potentials for arbitrarily large codimension m [10, 11] and the study
of their properties [12, 13]. It then became clear that, in the m = 1 special case, the
polynomials of the type I and type II families happened to be proportional, hence leaving
a single independent one. In addition, the Xm EOP were shown to be obtainable through
several equivalent approaches, such as the Darboux-Crum transformation [14, 15, 16], the
Darboux-Ba¨cklund one [17] and the prepotential method [18].
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Type III Laguerre Xm EOP families were also studied in detail and shown to exist only
for even codimension [17]. Some results were also obtained for type III Jacobi ones [18].
The development of these type III EOP families helped in understanding the absence of
Hermite X1 EOP families in the first works carried out on the subject [1, 2]. Some Hermite-
type polynomials had indeed been obtained in quantum mechanical models in the early 90s
[19, 20] and re-discovered several times later on (see, e.g., [6, 21, 22, 23]), where they
appeared in the vast domain of anharmonic oscillators constructed by SUSYQM techniques
(see, e.g., [24, 25, 26, 27, 28] and references quoted therein). It became clear [29, 30] that
such Hermite-type polynomials actually belonged to type III EOP families corresponding
to even codimension and that no other Hermite EOP families could be constructed in a
first-order SUSYQM approach (nor in any of the above-mentioned equivalent methods).
Recently, it was shown that the list of Xm EOP families (and associated potentials) was
not exhaustive and that novel multi-indexed Xm1,m2,...,mk families could be obtained through
the use of multi-step Darboux algebraic transformations [31], the Crum-Adler mechanism
[32], higher-order SUSYQM [33, 34] or multi-step Darboux-Ba¨cklund transformations [35].
These works aimed at generalizing type I and type II Xm EOP families and consequently
at extending the class of SI potentials that are rational extensions of conventional ones.
It is worth mentioning too that very recently some studies were devoted to the construc-
tion of new rational extensions of solvable potentials with a finite bound-state spectrum
and to the study of the polynomials appearing in their wavefunctions [29, 30, 36, 37, 38],
as well as to some mathematical aspects of the theory [39, 40].
As far as the authors know, however, no attempt has been made so far at extending
type III Xm EOP families to multi-indexed ones. The purpose of the present paper is to
start filling in the gap by considering the simplest example, namely Hermite Xm1,m2 EOP
families that may occur in a second-order SUSYQM approach to the harmonic oscillator.
Although the latter subject has a long history (see, e.g., [26, 27, 28] and references quoted
therein), the EOP viewpoint will shed some new and interesting light on it.
Another purpose of this paper is to re-examine the construction of ladder operators
for harmonic oscillator partners. We plan to show that for the potentials associated with
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Hermite Xm1,m2 EOP, there exists an alternative of the usual procedure that combines
the oscillator creation and annihilation operators with the supercharges [21, 26, 27] or
combinations of supercharges [28, 41, 42].
In section 2, we review the construction of Hermite Xm EOP families and associated
harmonic oscillator rational extensions in first-order SUSYQM. We extend both of them to
second-order SUSYQM in section 3. Ladder operators are then built for the corresponding
potentials in section 4. Finally, section 5 contains the conclusion.
2 Harmonic oscillator rational extensions in first-
order SUSYQM
In first-order SUSYQM [5], one considers a pair of SUSYQM partners H(±),
H(+) = A†A = − d
2
dx2
+ V (+)(x)− E, H(−) = AA† = − d
2
dx2
+ V (−)(x)− E,
A† = − d
dx
+W (x), A =
d
dx
+W (x),
V (±)(x) = W 2(x)∓W ′(x) + E,
(2.1)
which intertwine with the first-order differential operators A and A† as AH(+) = H(−)A and
A†H(−) = H(+)A†. Here W (x) is the superpotential, which can be expressed as W (x) =
−(log φ(x))′ in terms of a nodeless seed solution φ(x) of the initial Schro¨dinger equation(
− d
2
dx2
+ V (+)(x)
)
φ(x) = Eφ(x), (2.2)
E is the factorization energy, assumed smaller than or equal to the ground-state energy of
V (+)(x), and a prime denotes a derivative with respect to x.
Whenever both energies are equal and φ(x) is therefore the ground-state wavefunction
of V (+)(x), the partner potential V (−)(x) has the same bound-state spectrum as V (+)(x),
except for the ground-state energy which is removed (case i). For E less than the ground-
state energy, in which case φ(x) is a nonnormalizable eigenfunction of V (+)(x), the partner
V (−)(x) has the same spectrum as V (+)(x) if φ−1(x) is also nonnormalizable (case ii) or
has an extra bound-state energy E below the spectrum of V (+)(x) corresponding to the
wavefunction φ−1(x), if the latter is normalizable (case iii).
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As well known, for the harmonic oscillator potential V (x) = x2 (x ∈ R), the correspond-
ing Schro¨dinger equation has an infinite number of bound-state wavefunctions, which can
be written as
ψν(x) = NνHν(x)e− 12x2 , Nν = (
√
π2νν!)−1/2, ν = 0, 1, 2, . . . , (2.3)
where Hν(x) is a νth-degree Hermite polynomial [43]. The associated bound-state energies
are given by 2ν + 1, ν = 0, 1, 2, . . . .
If one assumes
V (+)(x) = x2 (2.4)
and E = 1 in (2.1) and (2.2), then W (x) = x and the partner potential V (−)(x) = x2 + 2
is a translated oscillator, which reflects the SI of the harmonic oscillator [5].
If now E < 1, the only possible polynomial-type nodeless seed solutions of (2.2) are
provided by the functions [23]
φm(x) = Hm(x)e 12x2, m = 2, 4, 6, . . . , (2.5)
where Hm(x) is a mth-degree pseudo-Hermite polynomial [43]1, defined by
Hm(x) = (−i)mHm(ix) = m!
[m/2]∑
p=0
1
p!(m− 2p)!(2x)
m−2p. (2.6)
The corresponding factorization energies are
Em = −2m− 1. (2.7)
Since φ−1m (x) is normalizable on R, we are in case iii of SUSYQM. It is worth observing
here that for odd m, the function φm(x), as defined in (2.5) and (2.6), is also a solution of
equation (2.2) corresponding to (2.7), but as it vanishes at x = 0, it does not qualify as a
seed function in first-order SUSYQM.
The corresponding partner potential is now
V (−)(x) = x2 − 2
[
H′′m
Hm −
(H′m
Hm
)2
+ 1
]
(2.8)
1This pseudo-Hermite polynomial may also be seen as a special case of generalized Hermite polynomial
[44, 45].
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and the spectra of H(+) and H(−) are
E(+)ν = 2(ν +m+ 1), ν = 0, 1, 2, . . . , (2.9)
and
E(−)ν = 2(ν +m+ 1), ν = −m− 1, 0, 1, 2, . . . , (2.10)
respectively.
The excited-state wavefunctions of H(−) can be found by acting with the operator A,
where
W (x) = −x− H
′
m
Hm , (2.11)
on the wavefunctions ψ
(+)
ν (x) = ψν(x) of H
(+). On using the Hermite and pseudo-Hermite
polynomial identities given in appendix A, we obtain
ψ(−)ν (x) = N (−)ν
e−
1
2
x2
Hm(x)y
(m)
ν+m+1(x), ν = 0, 1, 2, . . . ,
y
(m)
ν+m+1(x) = −Hm(x)Hν+1(x)− 2mHm−1(x)Hν(x),
N (−)ν =
N (+)ν√
E
(+)
ν
=
Nν√
2(ν +m+ 1)
= [
√
π2ν+1(ν +m+ 1)ν!]−1/2.
(2.12)
On the other hand, the ground-state wavefunction can be written as [23]
ψ
(−)
−m−1(x) = N (−)−m−1φ−1m (x), N (−)−m−1 =
(
2mm!√
π
)1/2
. (2.13)
Hence the whole set of wavefunctions is given by
ψ(−)ν (x) = N (−)ν
e−
1
2
x2
Hm(x)y
(m)
n (x), n = ν +m+ 1, ν = −m− 1, 0, 1, 2, . . . , (2.14)
where we define
y
(m)
0 (x) = 1. (2.15)
The set of nth-degree polynomials y
(m)
n (x), n = 0, m+ 1, m+ 2, . . . , being orthogonal
and complete with respect to the positive-definite measure e−x
2(Hm(x))−2dx, is an EOP
system Xm of codimension m. As shown in appendix A, these polynomials satisfy the
second-order differential equation[
d2
dx2
− 2
(
x+
H′m
Hm
)
d
dx
+ 2n
]
y(m)n (x) = 0. (2.16)
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3 Harmonic oscillator rational extensions in second-
order SUSYQM
In second-order SUSYQM (see, e.g., [27, 46, 47, 48, 49, 50] and references quoted therein),
the first-order differential operators A†, A of equation (2.1) are replaced by second-order
ones
A† = d
2
dx2
− 2p(x) d
dx
+ q(x), A = d
2
dx2
+ 2p(x)
d
dx
+ 2p′(x) + q(x), (3.1)
which intertwine with two partner Hamiltonians
H(1) = − d
2
dx2
+ V (1)(x), H(2) = − d
2
dx2
+ V (2)(x), (3.2)
as AH(1) = H(2)A and A†H(2) = H(1)A†. As a consequence, the functions p(x), q(x) and
the potentials V (1,2)(x) are constrained by the relations
q(x) = −p′ + p2 − p
′′
2p
+
(
p′
2p
)2
− c
2
16p2
,
V (1,2)(x) = ∓2p′ + p2 + p
′′
2p
−
(
p′
2p
)2
+
c2
16p2
,
(3.3)
where c is some integration constant.
In the reducible case (corresponding to c ∈ R) that we consider here, the operators A†
and A can be factorized into products of first-order differential operators A(i)† = −d/dx+
W (i)(x), A(i) = d/dx +W (i)(x), i = 1, 2, as A† = A(1)†A(2)† and A = A(2)A(1), while A†A
and AA† become A†A = (H(1) + c
2
) (
H(1) − c
2
)
, AA† = (H(2) + c
2
) (
H(2) − c
2
)
, respectively.
The first set of operators A(1)†, A(1) can be associated with partner Hamiltonians of the
same type as those given in (2.1), namely H(+) = A(1)†A(1) and H(−) = A(1)A(1)†, with
corresponding potentials V (+)(x), V (−)(x) and a factorization energy E1. In the same way,
for the second set of operators A(2)†, A(2), we may consider H˜(+) = A(2)†A(2), H˜(−) =
A(2)A(2)†, with respective potentials V˜ (+)(x), V˜ (−)(x) and a factorization energy E2.
The relation between both approaches is given by H(1) = H(+)+ c
2
and H(2) = H˜(−)− c
2
with an intermediate Hamiltonian H = −d2/dx2 + V (x) = H(−) + c
2
= H˜(+) − c
2
, while the
constant c is related to the two factorization energies through c = E1−E2 and the function
p(x) can be expressed in terms of the two superpotentials as p(x) = (W (1) +W (2))/2.
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These superpotentials can be obtained from seed eigenfunctions φ(1)(x) and φ(2)(x) of
H(+) and H˜(+) as W (i)(x) = −(φ(i)(x))′, i = 1, 2, respectively. This is equivalent to
considering two seed eigenfunctions φ1(x), φ2(x) of the starting Hamiltonian H
(1), such
that φ(1)(x) = φ1(x) and φ
(2)(x) = A(1)φ2(x) =W(φ1, φ2)/φ1, where W(φ1, φ2) denotes the
Wronskian of φ1(x) and φ2(x). In terms of the latter, one can write
V (2)(x) = V (1)(x)− 2 d
2
dx2
logW(φ1, φ2). (3.4)
To be an acceptable quantum potential, V (2)(x) must be nonsingular in the domain of
definition of V (1)(x), which implies that the Wronskian W(φ1, φ2) must be nodeless.
In the harmonic oscillator case, let us start with a pair of partner potentials V (±)(x)
given by equations (2.4) and (2.8), where we replace m by m1 (and similarly in all equations
of section 2). The first factorization energy E1 = −2m1−1 being less than the ground-state
one, a nodeless Wronskian W(φ1, φ2) can be obtained by assuming that E2 < E1 and that
φ2(x) has a single zero on R (see, e.g., [27, 47, 48]). This can be achieved here by taking
E2 = −2m2 − 1 and φ2(x) = φm2(x) = Hm2(x)ex2/2 with m2 odd and such that m2 > m1.
The Wronskian therefore becomes
W(φ1, φ2) =W(φm1 , φm2) = gµ(x)ex
2
, (3.5)
where
gµ(x) =W(Hm1 ,Hm2) = Hm1H′m2 −H′m1Hm2 = 2(m2Hm1Hm2−1 −m1Hm1−1Hm2) (3.6)
is a µth-degree polynomial with µ = m1+m2− 1, its highest-degree term being 2µ+1(m2−
m1)x
µ.
As a result, we can write the two superpotentials as
W (1)(x) = −x− H
′
m1
Hm1
, W (2)(x) = −x+ H
′
m1
Hm1
− g
′
µ
gµ
, (3.7)
while the potentials obtained in the two equivalent approaches are given by
V (+)(x) = x2,
V (−)(x) = V˜ (+)(x) = x2 − 2
[
H′′m1
Hm1
−
(H′m1
Hm1
)2]
− 2,
V˜ (−)(x) = x2 − 2
[
g′′µ
gµ
−
(
g′µ
gµ
)2]
− 4,
(3.8)
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and
V (1)(x) = x2 +m1 +m2 + 1,
V (x) = x2 − 2
[
H′′m1
Hm1
−
(H′m1
Hm1
)2]
+m1 +m2 − 1,
V (2)(x) = x2 − 2
[
g′′µ
gµ
−
(
g′µ
gµ
)2]
+m1 +m2 − 3,
(3.9)
respectively.
As examples of harmonic oscillator rational extensions obtained in second-order
SUSYQM, let us quote
V (2)(x) = x2 +
32x2
4x4 + 3
− 384x
2
(4x4 + 3)2
+ 2 if m1 = 2, m2 = 3, (3.10)
V (2)(x) = x2 +
24(4x4 + 5)
8x6 + 20x4 + 10x2 + 5
− 160(28x
4 + 20x2 + 5)
(8x6 + 20x4 + 10x2 + 5)2
+ 4
if m1 = 2, m2 = 5, (3.11)
V (2)(x) = x2 +
16(16x6 + 28x4 + 140x2 − 749)
16x8 + 112x6 + 168x4 + 84x2 + 21
− 896(1072x
6 + 1932x4 + 1008x2 + 273)
(16x8 + 112x6 + 168x4 + 84x2 + 21)2
+ 6 if m1 = 2, m2 = 7, (3.12)
V (2)(x) = x2 +
64(4x6 + 4x4 − 13x2 + 112)
16x8 + 64x6 + 120x4 + 45
− 1024(328x
6 + 1020x4 + 90x2 + 315)
(16x8 + 64x6 + 120x4 + 45)2
+ 6 if m1 = 4, m2 = 5, (3.13)
V (2)(x) = x2 +
8(80x8 + 272x6 + 352x4 + 284x2 + 239)
32x10 + 272x8 + 784x6 + 840x4 + 210x2 + 105
− 64(13488x
8 + 68992x6 + 103320x4 + 40320x2 + 4515)
(32x10 + 272x8 + 784x6 + 840x4 + 210x2 + 105)2
+ 8
if m1 = 4, m2 = 7. (3.14)
It is worth observing here that some of these potentials have already made their occurrence
in another context [28, 42, 51] from rational solutions of the Painleve´ IV equation [52]. The
first one of them, for instance, is a member of the shifted harmonic oscillator hyperconfluent
hierarchy of [42] and also appears in combination with a standard oscillator in the two-
dimensional superintegrable system studied in example B of [51].
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From SUSYQM, we directly get the energy spectra of H(1), H and H(2) in the form
E(1)ν = 2ν +m1 +m2 + 2, ν = 0, 1, 2, . . . ,
Eν = 2ν +m1 +m2 + 2, ν = −m1 − 1, 0, 1, 2, . . . ,
E(2)ν = 2ν +m1 +m2 + 2, ν = −m2 − 1,−m1 − 1, 0, 1, 2, . . . .
(3.15)
In particular, we note that, as expected, the two levels of energy E
(2)
−m2−1
= m1 −m2 and
E
(2)
−m1−1 = m2−m1, have been added below the usual harmonic oscillator spectrum starting
with E
(2)
0 = m1 +m2 + 2.
The corresponding wavefunctions ψ
(1)
ν (x) and ψν(x) being given by the right-hand sides
of equations (2.3) and (2.14) (withm replaced by m1), respectively, it only remains to deter-
mine those of H(2). Apart from the ground-state one, which is proportional to
(
φ(2)(x)
)−1
,
they can be most easily found by acting with the operator A(2) on ψν(x) (see appendix A).
The results read
ψ(2)ν (x) = N (2)ν
e−
1
2
x2
gµ(x)
y(µ)n (x), n = ν+µ+2, ν = −m2−1,−m1−1, 0, 1, 2, . . . , (3.16)
where y
(µ)
n (x) is an nth-degree polynomial in x, defined by
y(µ)m1 (x) = Hm1 ,
y(µ)m2 (x) = Hm2 ,
y
(µ)
m1+m2+ν+1(x) = (m2 −m1)Hm1Hm2Hν+1 + 2[m1(m2 + ν + 1)Hm1−1Hm2
−m2(m1 + ν + 1)Hm1Hm2−1]Hν , ν = 0, 1, 2, . . . ,
(3.17)
and the normalization coefficient is given by
N (2)−m2−1 =
(
2m2+1m2!(m2 −m1)√
π
)1/2
,
N (2)−m1−1 =
(
2m1−1m1!√
π(m2 −m1)
)1/2
,
N (2)ν = [
√
π2ν+2(ν +m1 + 1)(ν +m2 + 1)ν!]
−1/2, ν = 0, 1, 2, . . . .
(3.18)
The nth-degree polynomials y
(µ)
n (x), n = m1, m2, m1+m2+1, m1+m2+2, . . . , form an
orthogonal and complete set with respect to the positive-definite measure e−x
2(
gµ(x)
)−2
dx.
We therefore conclude that such a set is a new EOP system Xm1,m2 of codimension µ =
10
m1 +m2 − 1. The second-order differential equation satisfied by y(µ)n (x) can be written as
(for details see appendix A)[
d2
dx2
− 2
(
x+
g′µ
gµ
)
d
dx
+ 2n + 2
g¯µ−2
gµ
]
y(µ)n (x) = 0, (3.19)
where g¯µ−2(x) is a (µ− 2)th-degree polynomial defined by
g¯µ−2(x) =W(H′m1 ,H′m2). (3.20)
As a last point in this section, it is interesting to note that the order of the seed
functions φ1 and φ2 may be changed without affecting the final results, only intermediate
potentials and Hamiltonians being modified. So, on taking φ¯1(x) = φ2(x) = Hm2(x)ex2
(m2 odd) and φ¯2(x) = φ1(x) = Hm1(x)ex2 (m1 even and such that m1 < m2), we obtain
A¯(i) = d/dx + W¯ (i)(x), W¯ (i)(x) = −(log φ¯(i)(x))′, i = 1, 2, with φ¯(1)(x) = φ¯1(x) = φ2(x)
and φ¯(2)(x) = A¯(1)φ¯2(x) =W(φ2, φ1)/φ2. Equations (3.8) and (3.9) now become
V¯ (+)(x) = V (+)(x) = x2,
V¯ (−)(x) = ˜¯V (+)(x) = x2 − 2
[
H′′m2
Hm2
−
(H′m2
Hm2
)2]
− 2,
˜¯V (−)(x) = V˜ (−)(x) = x2 − 2
[
g′′µ
gµ
−
(
g′µ
gµ
)2]
− 4,
(3.21)
and
V¯ (1)(x) = V (1)(x) = x2 +m1 +m2 + 1,
V¯ (x) = x2 − 2
[
H′′m2
Hm2
−
(H′m2
Hm2
)2]
+m1 +m2 − 1,
V¯ (2)(x) = V (2)(x) = x2 − 2
[
g′′µ
gµ
−
(
g′µ
gµ
)2]
+m1 +m2 − 3,
(3.22)
respectively.
The resulting alternative factorizations A = A(2)A(1) = A¯(2)A¯(1) can be summarized in
the following commutative diagram
H(1)
A¯(1)−−−→ H¯
A(1)
y yA¯(2)
H −−−→
A(2)
H(2)
(3.23)
Although only formally defined (since V¯ (x) is singular at x = 0), the Hamiltonian H¯ will
prove very useful in the next section for constructing a new set of ladder operators for H(2).
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4 Ladder operators for harmonic oscillator rational
extensions
In the present section, we will start by reviewing the standard way of constructing ladder
operators for H(2) in SUSYQM before introducing a new one and studying its properties.
4.1 Standard ladder operators for H(2)
The usual procedure for building ladder operators for a SUSYQM partner Hamiltonian
consists in combining those of the starting Hamiltonian with the supercharge operators [26].
In the present case, from the standard harmonic oscillator raising and lowering operators
a† = − d
dx
+ x, a =
d
dx
+ x, [a, a†] = 2, (4.1)
valid for H(1), those of H(2) are obtained in the form
b† = Aa†A†, b = AaA† (4.2)
and are therefore fifth-order differential operators.
The operators H(2), b† and b satisfy the commutation relations
[H(2), b†] = 2b†, [H(2), b] = −2b, [b, b†] = P (H(2) + 2)− P (H(2)), (4.3)
where P (H(2)) is a fifth-order polynomial in H(2), which can be factorized as
P (H(2)) = (H(2) −m1 −m2 − 2)(H(2) −m1 +m2 − 2)(H(2) −m1 +m2)
× (H(2) +m1 −m2 − 2)(H(2) +m1 −m2). (4.4)
Hence they close a polynomial Heisenberg algebra (PHA) of fourth order.
Some information on the unitary irreducible representations of this PHA can be obtained
by determining the zero modes of b and b† (i.e., the states that satisfy either bψ = 0 or
b†ψ = 0). Those of b can be deduced from the vanishing of the norm of bψ, which involves
the average of the operator product b†b = P (H(2)). Their energies are therefore given by
m1 −m2, m1 −m2 + 2, m2 −m1, m2 −m1 + 2 and m1 +m2 + 2. From (3.15), we however
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know that a physical state can be associated with only three of these energies, namely
E
(2)
−m2−1
= m1−m2, E(2)−m1−1 = m2−m1 and E(2)0 = m1+m2+2. In the same way, the zero
modes of b† can be obtained from the average of bb† = P (H(2) + 2), leading to the energies
m1−m2− 2, m1−m2, m2−m1− 2, m2−m1 and m1+m2. Here only E(2)−m2−1 = m1−m2
and E
(2)
−m1−1 = m2−m1 correspond to a physical state. We conclude that the PHA, defined
in (4.3) and (4.4), has two one-dimensional unitary irreducible representations spanned by
the singlets {ψ(2)−m2−1} and {ψ(2)−m1−1}, respectively, and a single infinite-dimensional one
spanned by {ψ(2)ν | ν = 0, 1, 2, . . .}.
4.2 New ladder operators for H(2)
The construction of alternative ladder operators for H(2) is based upon the possibility of
going from the first intermediate Hamiltonian H of (3.23) to the second (formal) one H¯ (up
to some additive constant) by a chain of ℓ = m2−m1 first-order SUSYQM transformations
characterized by the supercharges
Aˆ†i = −
d
dx
+ Wˆi(x), Aˆi =
d
dx
+ Wˆi(x),
Wˆi(x) = x+
H′m1+i−1
Hm1+i−1
− H
′
m1+i
Hm1+i
, i = 1, 2, . . . , ℓ.
(4.5)
On defining
Hˆi = − d
2
dx2
+ x2 − 2
[
H′′m1+i−1
Hm1+i−1
−
(H′m1+i−1
Hm1+i−1
)2]
− 3, i = 1, 2, . . . , ℓ+ 1, (4.6)
it is indeed straightforward to show that
Aˆ†i Aˆi = Hˆi, AˆiAˆ
†
i = Hˆi+1 + 2, i = 1, 2, . . . , ℓ, (4.7)
which implies that Hˆi and Hˆi+1+2 intertwine with Aˆi and Aˆ
†
i as AˆiHˆi = (Hˆi+1+2)Aˆi and
HˆiAˆ
†
i = Aˆ
†
i(Hˆi+1 + 2) for i = 1, 2, . . . , ℓ. Since
H = Hˆ1 +m1 +m2 + 2, H¯ = Hˆℓ+1 +m1 +m2 + 2, (4.8)
we infer that
Aˆℓ · · · Aˆ2Aˆ1H = (H¯ + 2ℓ)Aˆℓ · · · Aˆ2Aˆ1, HAˆ†1Aˆ†2 · · · Aˆ†ℓ = Aˆ†1Aˆ†2 · · · Aˆ†ℓ(H¯ + 2ℓ), (4.9)
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which proves the above assertion. This can be summarized in the following diagrammatic
form
Hˆ1
Aˆ1−→ Hˆ2 + 2 Aˆ2−→ Hˆ3 + 4 Aˆ3−→ · · · Aˆℓ−1−−−→ Hˆℓ + 2ℓ− 2 Aˆℓ−→ Hˆℓ+1 + 2ℓ (4.10)
H
Aˆℓ···Aˆ2Aˆ1−−−−−→ H¯ + 2ℓ (4.11)
This ℓth-order SUSYQM transformation from H to H¯ + 2ℓ can be combined with the
two first-order ones going from H(2) to H or from H¯ to H(2) to provide some raising and
lowering operators for H(2),
c† = A(2)Aˆ†1Aˆ
†
2 · · · Aˆ†ℓA¯(2)†, c = A¯(2)Aˆℓ · · · Aˆ2Aˆ1A(2)†, (4.12)
which are (ℓ + 2)th-order differential operators. From the set of intertwining relations
established here as well as in section 3, it is indeed easy to prove that
cH(2) = (H(2) + 2ℓ)c (4.13)
or
H(2)
c
55
A(2)†
//H
Aˆℓ···Aˆ2Aˆ1
//H¯ + 2ℓ
A¯(2)
//H(2) + 2ℓ (4.14)
Equation (4.13) may also be interpreted as a special type of (ℓ+2)th-order SI, generalizing
the third-order one considered elsewhere [51, 53, 54], to which it reduces in the case where
m2 = m1 + 1 and therefore ℓ = 1.
The operators H(2), c† and c satisfy the commutation relations
[H(2), c†] = 2ℓc†, [H(2), c] = −2ℓc, [c, c†] = Q(H(2) + 2ℓ)−Q(H(2)), (4.15)
where
Q(H(2)) = (H(2) − 3ℓ)
[
ℓ∏
i=1
(H(2) − 2m1 − ℓ− 2i)
]
(H(2) + ℓ) (4.16)
is a (ℓ+ 2)th-order polynomial in H(2). Hence they close a PHA of (ℓ+ 1)th order.
The zero modes of the annihilation operator c, deduced from the vanishing of the average
of c†c = Q(H(2)), correspond to the energies −ℓ, 2m1+ ℓ+2, 2m1+ ℓ+4, . . . , 2m1+3ℓ and
3ℓ or, in other words, m1−m2, m1+m2+2, m1+m2+4, . . . , m1+m2+2ℓ and 3m2−3m1.
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Only the first ℓ+ 1 of them, E
(2)
−m2−1 = m1 −m2, E(2)0 = m1 +m2 + 2, E(2)1 = m1 +m2 + 4,
. . . , E
(2)
ℓ−1 = m1 +m2 + 2ℓ, can be associated with some physical state. On the other hand,
the zero modes of the creation operator c†, obtained from the vanishing of the average of
cc† = Q(H(2) + 2ℓ), correspond to the energies −3ℓ, 2m1 − ℓ+ 2, 2m1 − ℓ+ 4, . . . , 2m1 + ℓ
and ℓ or, equivalently, 3m1−3m2, 3m1−m2+2, 3m1−m2+4, . . . , m1+m2 and m2−m1,
among which only the last one is a physical energy E
(2)
−m1−1
= m2 − m1. We therefore
obtain in this case one two-dimensional unitary irreducible representation spanned by the
doublet of states {ψ(2)−m2−1, ψ(2)−m1−1} and ℓ infinite-dimensional ones spanned by the states
{ψ(2)i+ℓj | j = 0, 1, 2, . . .} with i = 0, 1, . . . , ℓ− 1, respectively.
This is confirmed by determining the action of the annihilation operator c on the physical
wavefunctions ψ
(2)
ν (x), ν = −m2−1, −m1−1, 0, 1, 2, . . . , given in equations (3.16)–(3.18).
This calculation, outlined in appendix B, leads to the results
cψ
(2)
−m2−1
= cψ
(2)
0 = cψ
(2)
1 = · · · = cψ(2)m2−m1−1 = 0,
cψ
(2)
−m1−1
= (m2 −m1)
(
2m2−m1+2m2!
m1!
)1/2
ψ
(2)
−m2−1
,
cψ(2)ν =
(
2m2−m1+2ν!(ν + 2m1 −m2 + 1)(ν +m2 + 1)
(ν +m1 −m2)!
)1/2
ψ
(2)
ν+m1−m2 ,
ν = m2 −m1, m2 −m1 + 1, . . . .
(4.17)
From (4.17), the action of the creation operator c† can be directly obtained by Hermitian
conjugation and in particular we have c†ψ
(2)
−m1−1
= 0.
5 Conclusion
In the present paper, we introduced a new EOP system by extending the type III Hermite
Xm EOP family [23] to a double-indexed one Xm1,m2 , where m1 is even and m2 is odd
and greater than m1. We showed that these new EOP can be easily expressed as linear
combinations of mixed products of Hermite and pseudo-Hermite polynomials. Since their
codimension µ = m1 + m2 − 1 is at least equal to four (corresponding to m1 = 2 and
m2 = 3), such EOP do not appear in the recent classification of codimension two EOP
systems obtainable from a classical system by a Darboux-Crum transformation [39]. This
illustrates the interest of exploring higher codimensions too.
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We also constructed the related ES rational extensions of the harmonic oscillator and
observed that some of them were already known and obtained from rational solutions of
the Painleve´ IV equation [28, 42, 51, 52]. This establishes an interesting link between such
solutions and EOP.
Furthermore, for these rational extensions of the harmonic oscillator, we proposed a
new set of ladder operators giving rise to a PHA of (m2 − m1 + 1)th order. In contrast
with what happens for standard ladder operators [26, 27, 28, 41, 42], the two states added
below the harmonic oscillator spectrum belong to a single unitary irreducible representation
of this PHA. Such an algebra also shows that the rationally-extended harmonic oscillator
associated with the Xm1,m2 EOP family is endowed with a special type of (m2−m1+2)th-
order SI, generalizing the third-order one considered in another context [51, 53, 54], to
which it reduces whenever m2 = m1 + 1.
Some interesting problems for future study are the construction of type III multi-indexed
Hermite Xm1,m2,...,mk EOP families and of the related harmonic oscillator extensions through
the use of kth-order SUSYQM, as well as the generalization of the present approach to
type III Laguerre and Jacobi EOP families. Two-dimensional superintegrable systems with
higher-order integrals of motion, based on the one-dimensional systems presented here,
would also be worth investigating along the lines of two recent works [55, 56], thereby
generalizing special case B considered in [51].
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Appendix A. Wavefunctions of SUSYQM partners
The purpose of this appendix is to provide some details on the calculation of wavefunctions
(2.12), (2.13) and (3.16)–(3.18) of first- and second-order SUSYQM partners, respectively.
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In such a computation, we make a repeated use of the following Hermite and pseudo-
Hermite identities
H ′n = 2nHn−1, Hn+1 = 2xHn − 2nHn−1,
H′n = 2nHn−1, Hn+1 = 2xHn + 2nHn−1,
(A.1)
as well as of the differential equations
H ′′n − 2xH ′n + 2nHn = 0, H′′n + 2xH′n − 2nHn = 0. (A.2)
As a direct consequence of these relations, the Wronskian gµ(x), defined in (3.6), fulfils the
differential relations
g′µ + 2xgµ = 2(m2 −m1)Hm1Hm2 , g′′µ + 2xg′µ − 2µgµ = 2g¯µ−2, (A.3)
where g¯µ−2(x), defined in (3.20), can also be written as g¯µ−2 = −2m1Hm1H′m2 +
2m2H′m1Hm2 .
For the first-order SUSYQM partner, the excited-state wavefunctions (2.12) can be
derived from the SUSYQM property
ψ(−)ν (x) = (E
(+)
ν − Em)−1/2Aψ(+)ν (x) = N (−)ν
(
d
dx
− x− H
′
m
Hm
)
Hν(x)e
− 1
2
x2
= N (−)ν
e−
1
2
x2
Hm(x)
[
Hm
(
d
dx
− 2x
)
−H′m
]
Hν(x), (A.4)
which directly leads to the desired result after using (A.1). On the other hand, the nor-
malized ground-state wavefunction (2.13) has been taken from [23]. It is worth noting here
that in the same work [23], the EOP y
(m)
ν+m+1(x), ν = 0, 1, 2, . . . , given in (2.12), have
been instead written as a linear combination of m + 1 Hermite polynomials. Finally, the
second-order differential equation (2.16), satisfied by y
(m)
n (x), can be easily obtained by
inserting equation (2.14) in the Schro¨dinger equation for V (−)(x) and using (A.2).
For the second-order SUSYQM partner, the ground-state wavefunction ψ
(2)
−m2−1(x) comes
from the inverse of φ(2)(x), leading to the expression of y
(µ)
m1 (x) in (3.17). On the other hand,
the excited-state wavefunctions result from the action of A(2) (with W (2)(x) given in (3.7))
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on the intermediate Hamiltonian wavefunctions ψν(x), ν = −m1−1, 0, 1, 2, . . . . On taking
the first relation in (A.3) into account, this yields
A(2)ψν(x) ∝ e
− 1
2
x2
gµ(x)
1
Hm1
[
gµ
d
dx
− 2(m2 −m1)Hm1Hm2
]
y
(m1)
ν+m1+1(x), (A.5)
from which the expression of y
(µ)
m2 (x) (corresponding to ν = −m1 − 1) in (3.17) follows.
For higher values of ν (ν = 0, 1, 2, . . . ), we have to insert definition (3.6) of gµ(x) in the
right-hand side of equation (A.5). Among the resulting three terms inside square brackets,
the first and third ones contain Hm1 as a factor, while the second one does not. After using
the second relation in (2.12) as well as equation (A.1), this second term can however be
rewritten as
− 2m1Hm1−1Hm2
d
dx
y
(m1)
ν+m1+1 = 4m1(m1 + ν + 1)Hm1Hm1−1Hm2Hν . (A.6)
Hence all three terms in the numerator of (A.5) contain the factor Hm1 , which cancels
the same in the denominator. On employing (A.1) again, the remaining expression can be
further transformed into the third relation in equation (3.17).
The normalization coefficient N (2)ν , ν = −m1 − 1, 0, 1, 2, . . . , of the excited-state
wavefunctions can be deduced from that of the intermediate Hamiltonian wavefunctions,
from which such wavefunctions are derived, by multiplying the latter by the extra factor(
E˜
(+)
ν
)−1/2
= [2(ν+m2+1)]
−1/2. This yields the second and third relations in (3.18), while
the first one in the same is obtained from the second by observing that ψ
(2)
−m2−1 and ψ
(2)
−m1−1
have a similar form up to a permutation of m1 and m2.
Finally, the differential equation (3.19) comes from inserting equation (3.16) in the
Schro¨dinger equation for V (2)(x) and applying the second relation in (A.3).
Appendix B. Action of the new annihilation operator c
The purpose of this appendix is to prove that the action of the operator c, defined in (4.12),
on the wavefunctions ψ
(2)
ν (x), ν = −m2− 1, −m1 − 1, 0, 1, 2, . . . , given in (3.16)–(3.18), is
provided by equation (4.17). Such a result actually agrees with SUSYQM predictions, but
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since the operators Aˆi, i = 1, 2, . . . , ℓ, and A¯
(2), used in definition (4.12), are only formally
defined, we find it appropriate to make such an explicit check.
Since A(2)† is a well-defined operator on R, we may use its SUSYQM properties yielding
A(2)†ψ(2)ν =
{
0 if ν = −m2 − 1,√
2(ν +m2 + 1)ψν if ν = −m1 − 1, 0, 1, 2, . . . .
(B.1)
This shows that cψ
(2)
−m2−1
= 0 and
cψ(2)ν ∝ A¯(2)Aˆℓ · · · Aˆ2Aˆ1
e−
1
2
x2
Hm1
y
(m1)
ν+m1+1, ν = −m1 − 1, 0, 1, 2, . . . . (B.2)
To calculate the action of the product Aˆℓ · · · Aˆ2Aˆ1 in (B.2), we repeatedly employ the
relation
Aˆi
e−
1
2
x2
Hm1+i−1
y
(m1+i−1)
ν+m1+1 =
e−
1
2
x2
Hm1+i−1Hm1+i
[
Hm1+i
d
dx
− 2(m1 + i)Hm1+i−1
]
y
(m1+i−1)
ν+m1+1
= 2(ν − i+ 1) e
− 1
2
x2
Hm1+i
y
(m1+i)
ν+m1+1
, i = 1, 2, . . . , ℓ, (B.3)
which results from (2.12), (4.5), (A.1) and the use of the intermediate equation
d
dx
y
(m1+i−1)
ν+m1+1 = −2(ν +m1 + 1)Hm1+i−1Hν−i+1, i = 1, 2, . . . , ℓ. (B.4)
We finally arrive at
cψ(2)ν ∝ A¯(2)
e−
1
2
x2
Hm2
y
(m2)
ν+m1+1
∝
(
d
dx
− x+ H
′
m2
Hm2
− g
′
µ
gµ
)
e−
1
2
x2
Hm2
y
(m2)
ν+m1+1
,
ν = −m1 − 1, 0, 1, 2, . . . , (B.5)
which can be easily shown to be given by
cψ(2)ν ∝
e−
1
2
x2
gµ
y
(µ)
ν−ℓ+µ+2, ν = −m1 − 1, 0, 1, 2, . . . , (B.6)
on using (2.12), (A.1) and (A.3).
After collecting all coefficients, the result reads
cψ(2)ν =


2ℓ[(2m1 + 2)(2m1 + 4) · · · (2m1 + 2ℓ)]1/2ψ(2)−m2−1 if ν = −m1 − 1,
0 if ν = 0, 1, . . . , ℓ− 1,
[2ν(2ν − 2) · · · (2ν − 2ℓ+ 2)(2ν + 2m1 − 2ℓ+ 2)]1/2
× (2ν + 2m1 + 2ℓ+ 2)1/2ψ(2)ν−ℓ if ν = ℓ, ℓ+ 1, ℓ+ 2, . . .,
(B.7)
which is equivalent to equation (4.17) when taking the definition of ℓ into account.
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