Abstract-Blood analysis is an essential indicator for many diseases; it contains several parameters which are a sign for specific blood diseases. For predicting the disease according to the blood analysis, patterns that lead to identifying the disease precisely should be recognized. Machine learning is the field responsible for building models for predicting the output based on previous data. The accuracy of machine learning algorithms is based on the quality of collected data for the learning process; this research presents a novel benchmark data set that contains 668 records. The data set is collected and verified by expert physicians from highly trusted sources. Several classical machine learning algorithms are tested and achieved promising results.
I. INTRODUCTION
Blood has many secrets that affect human life. It is the postman that circulates through body and visits all organs [1] . The growth in age should be reflected in blood. This change could be detected by the values of parameters inside blood analysis tests [2] . Depending on several attributes like age, gender, symptoms, and any health conditions, the physician can choose the specific blood tests for diagnosing the disease. Many blood tests are standard and essential for everyone to get. Blood tests are widespread because of that; most physicians may recommend blood tests to predict the health level of the patient's body [3] [4] .
Most of the blood tests do not need special conditions like fasting for 8 to 12 hours before the test or preventing some kinds of medicine [5] . By testing the fluid, different parameters in the blood van be measured. The results help to identify health problems in the early stages or nay predictable diseases [6] . Physicians cannot diagnose diseases and health problems with blood tests alone. However, they can use them as a factor to confirm a diagnosis. These factors may include some signs and symptoms, which could be integrated with other vital signs for diagnosing the diseases [7] . The disease is diagnosing, and prediction process is a necessary process which is based on the quality of data and physician's experience. Applying modern technological tools for helping physicians to improve the accuracy of disease diagnosing, become one of the hot topics of research, especially machine learning and artificial intelligence algorithms [8] .
Machine learning is a data analysis technology that teaches computers to act like humans. It uses computational methods to extract information directly from data [8] . The performance of the machine learning algorithm is improved according to the quality of data, as well as enhancing the disease prediction process [9] .
The main objective of this research is using machine learning techniques for detecting blood diseases according to the blood tests values; several techniques are performed for finding the most suitable algorithm that maximizes the prediction accuracy [9] . The rest of this paper is organized as follows. Section II introduces background information about the used techniques. Section III presents the different related methods on blood disease prediction using ML classifiers. Section IV describes the data set and the blood test attributes. Section V shows the experiments results. Finally, section VI presents the conclusion and future work of the research.
II. BACKGROUND
Machine learning is a computer science branch that is responsible for the development of computer systems that can learn and change their reactions according to the situation [9] . The Machine Learning methodology is depending on learning from data inputs and evaluating the model results and trying to optimize the output [10] . It is also used in data analytics for making predictions on data. Figure 1 shows a brief of machine learning activity. Machine learning consists of 3 main models [11] :  Supervised Learning: Computer is trained with presented inputs and their desired outputs, for predicting the output of future inputs.
 Unsupervised Learning: Computer is presented with inputs without desired outputs.
 Reinforcement learning: Computer interacts with the environment, and it must perform a specific goal without training.
Machine Learning techniques become an essential tool for prediction and decision-making in many disciplines [12] . The availability of clinical data leads machine learning to play a critical role in medical decision making. It serves as a valuable aid in identifying a disease for improving clinical decisions and choosing suitable medical procedures.
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 Naive Bayes: it is based on the Bayes theorem. It considers that each attribute in unclassified tuple X is conditionally independent [13] .
P(C1|X) is the probability of tuple X belongs to Class 1, P(C1) the probability of Class 1 that exists in the training set, and ∏ the production of each attribute in Tuple X the belongs to Class 1.The classification is done by calculating the probablility of tuple X for each labeled class , and the tuple will be classified to the class with the maximum probablility [13] . This algorithm needs a small amount of training data for estimating the vital parameters which made the algorithm extremely fast compared to more sophisticated methods.
 A Bayesian network: it is a probabilistic directed acyclic graphical model; (DAG) it represents a set of variables and their conditional relies on a directed acyclic graph. It is ideal for dealing with an event that occurred and predicting the likelihood that any one of several possible known causes [14] .
 A multilayer perceptron: it is a feedforward neural network. It consists of three layers of nodes or more: an input layer, a hidden layer, and an output layer. Each node is a neuron that uses an activation function. It uses a backpropagation supervised learning technique for training; it can distinguish data that is not learned before [15] .
 Logit Boost: it is one of the boosting algorithms; its primary purpose is predicting basic protein classes. It performs classification using regression as the base learner, which can deal with multi-class problems [16] .
 Random forests classifier: it is a band learning method for classification that operates by constructing a multitude of decision trees by training records with their labeled classes. After building the tree, the unknown records could be classified [17] .
 Support vector machine: it represents the training data as points in a flat separated space by an apparent gap. New examples are mapped into space with the forecast category based on which side of the gap they fall [18] .
 K-Nearest Neighbor (KNN): it classifies the object based on the distance between the new object and the defined objects. The object is assigned to the class k that has the shortest distance to class k that defined as the nearest neighbor [19] .
 Regression analysis: it is a process for rating the relationships among variables. It includes many techniques for modeling and analyzing several variables for finding the relationship between a dependent variable and one or more independent variables. After finding the relation, the missing values of the variable could be predicted with high accuracy [20] .
 Decision Tree: it models the attributes and its values with decisions in the tree; where the nodes contain attributes with its values and leaves contain decisions. The algorithm considers all features and makes a binary split on them. It orders the attributes on the tree according to the information gain value in descending order. After building the tree, new tuples will be classified according to its values by traversing the tree until reaching the leaf that contains the class [21] .
All these classifiers are used in the diseases prediction process for improving the clinical decision making and minimize the medical errors, in the next section, we listed the recent researches that using the machine learning in blood disease analysis.
III. RELATED WORK
There are many studies in the field of machine learning techniques in disease detection, but a few numbers of them interested in blood diseases detection. Gregor Gunčar [22] and other co-authors write one of the most recent researches that worked on blood disease detection by using machine learning techniques. They used machine learning algorithms based on blood test results. They have built two models to predict blood disease. The first one is a predictive model used most of blood test parameters, and the second one used only a reduced set that is most common inpatient admittance [22] . The two models achieved good results; they get 88% accuracy in the first model, 59% in the second. The key point of this study shows that a machine learning predictive model based on blood tests can predict haematologic accurately. This research contains some limitations; some parameters were not calculated like f-measures and recall that may lead to better results [22] .
David Martinez [23] and other co-authors are also interested in blood disease detection, but they concentrate on the textual content of the clinical reports other than the values of blood analysis parameters.
They collected free-text computed tomography (CT) over a specific hospitalization period (2003-2011); this collection contains 264 Invasive fungal diseases (IFDs) and 289 control patients. They worked with text mining methods and on the www.ijacsa.thesai.org sentence level [23] . They tested a variety of Machine Learning, rule-based, and hybrid systems. Also, it extracts the bags of words, bags of phrases, and bags of concepts. The proposed model used Support Vector Machines and achieved a high recall and precision at 95% at 71% respectively. The core of this model is the high quality of the collected documents and the extraction of information from textual reports and uses them in the disease prediction [24] .
IV. BLOOD DISEASES ANALYSIS DATA SET
This research presents a new benchmark dataset; it contains 668 patient's blood analysis. Each blood analysis contains 28 parameters; these parameters are presented on table I.
The dataset contains four main classes related to four different blood diseases:
 Thrombocytopenia: it is about the lack of platelets. It is not so dangerous but sometimes leads to bleed too much [25] .
 Leukocytosis: it causes an increase in white cells above the normal range in the blood. It may cause certain parasitic infections or bone tumors, as well as leukemia [26] .
 Anemia: it is a decrease in the amount of hemoglobin or red blood cells in the blood. It may cause vague and may include feeling tired, shortness of breath, or weakness [27] .
 Normal: in this class, which all parameters values are normal, and there are no essential notifications in the blood analysis. Each record in the proposed dataset is labeled with his related class; this classification is performed manually by expert physicians.
V. EXPERIMENTS RESULTS AND DISCUSSION
Using the Weka tool, a classical machine learning algorithms are applied on 668 records that belong to four different classes as described in the data set section. 10-fold cross-validation is used for all of the experiments after performing the required preprocessing modules presented in fig.1 . Cross-Validation is a statistical method of evaluating and comparing learning classifiers by dividing data into two segments: one used to learn or train a model and the other used to validate the model. The training and validation sets must cross-over in successive rounds such that each data point has a chance of being validated against.
For each classifier several metrics were measured for determining the accuracy. Furthermore, the parameters values of each classifier were changed according to the specifications of each classifier. Table IV shows the classifiers accuracy in descending order. The overall results prove the success of applying the classical machine learning algorithms in the process of blood diseases prediction. Machine learning becomes an essential technique for modeling the human process in many disciplines, especially in the medical field, because of the high availability of data. One of the essential disease detectors is the blood analysis; as it contains many parameters with different values that indicates definite proof for the existence of the disease. The machine learning algorithm accuracy depends mainly on the quality of the dataset; for this reason, a high-quality dataset is collected and verified from expert physicians. This dataset is used for training the classifiers for obtaining high accuracy. We tested several classifiers and achieved accuracy up to 98.16% which realize the research objective, which is helping the physicians to predict the blood diseases according to general blood test.
The future work will focus on testing the proposed data set using different deep learning algorithms to compare between classical and deep learning approaches in this research area. Furthermore, an online Internet of Things (IOT) application will be implemented to collect and test more blood data.
