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Kant- ja lassoregressioon ning nende rakendamine mu¨u¨giskoori loomiseks
Creditinfo Eesti AS andmetel
Ka¨esoleva bakalaureuseto¨o¨ eesma¨rgiks on tutvustada kant- ja lassoregressiooni
ning rakendada logistilist regulariseeritud regressiooni mu¨u¨giskoori loomiseks Cre-
ditinfo Eesti AS andmetel. To¨o¨ esimeses osas antakse u¨levaade lineaarsest reg-
ressioonist, lineaarsest kant- ja lassoregressioonist, nende omadustest ning tavali-
sest ja regulariseeritud logistilisest regressioonist. To¨o¨ teises osas konstrueeritakse
mu¨u¨giskoor, mille po˜hjal on vo˜imalik prognoosida, kui suure to˜ena¨osusega vo˜iks
mingist ettevo˜ttest saada uus klient.
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Ridge and Lasso Regression and Their Application in Developing a Purchase
Score Based on Data from Creditinfo Estonia AS
The aim of this thesis is to introduce ridge and lasso regression and to apply regu-
larized regression in developing a purchase score based on data from Creditinfo
Estonia AS. In the first section an overview is given about ordinary linear reg-
ression, linear ridge and lasso regression, their properties and both ordinary and
regularized logistic regression. In the second section a purchase score is developed
to predict the probability of a company becoming a new client.
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Potentsiaalsete klientide leidmiseks tuleb teada, mille poolest erinevad olemasole-
vad kliendid teistest ettevo˜tetest. Mu¨u¨giskoori ideeks on koondada kliente erista-
vad tunnused u¨hte muutujasse, mida nimetatakse ostupotentsiaaliks. Selle alusel
saab mu¨u¨gimeeskond otsustada, missugustele ettevo˜tetele on mo˜istlik oma aega
pu¨hendada. Mu¨u¨giskoori loomiseks hinnatakse logistiline regressioonimudel.
Logilistine ning lineaarne regressioon on va¨ga laialdaselt kasutatud statistilised
meetodid, mille abil hinnatakse mitmete tunnuste mo˜ju u¨hele tunnusele. U¨ldjuhul
leitakse mudeli parameetrite hinnangud lineaarse regressiooni korral va¨himruutude
meetodil ning logistilise regressiooni korral suurima to˜epa¨ra meetodil. Klassika-
lised meetodid ei anna alati parimaid tulemusi ja mo˜ningatel juhtudel ei toimi
u¨ldse, na¨iteks juhul, kui hinnatavate parameetrite arv on suurem kui vaatluste arv.
Sellisel juhul tuleks kasutada parameetrite hindamiseks teisi meetodeid, na¨iteks
regulariseeritud regressiooni.
Ka¨esoleva to¨o¨ eesma¨rgiks on tutvustada kant- ja lassoregressiooni ning rakendada
logistilist regulariseeritud regressiooni mu¨u¨giskoori konstrueerimiseks Creditinfo
Eesti AS andmetel.
To¨o¨ on liigendatud kaheks peatu¨kiks. Esimene peatu¨kk on teoreetiline ning ja-
guneb omakorda kaheksaks alajaotuseks. Esmalt tutvustatakse tavalist lineaarset
regressiooni, seeja¨rel lineaarset kant- ja lassoregressiooni ning nende omadusi.
Peatu¨ki lo˜pus kirjeldatakse nii tavalist kui ka regulariseeritud logistilist regres-
siooni. Teises peatu¨kis tutvustatakse mudeli loomiseks kasutatavat R-i paketti
,,glmnet”, antakse u¨levaade kasutatavatest andmetest ning kirjeldadakse mudeli
hindamist.
Kuigi praktilises osas kasutatakse logistilist regressioonimudelit, on teoreetilises
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osas kant- ja lassoregressiooni omadusi tutvustatud lineaarse regressioonimudeli
po˜hjal. Seda on tehtud lihtsal po˜hjusel - regulariseeritud regressiooni omadused
kehtivad enamjaolt nii lineaarse kui ka logistilise regressioonimudeli korral, kuid
lineaarse regressioonimudeli korral on u¨levaate saamine mo˜nevo˜rra lihtsam.
Ka¨esolev bakalaureuseto¨o¨ on vormistatud tekstito¨o¨tlusprogrammi LaTeX veebi-
versiooniga Overleaf. Andmete simuleerimiseks, jooniste tegemiseks ning mu¨u¨gi-
skoori konstrueerimiseks on kasutatud statistikatarkvara R versiooni 3.3.3.





Ka¨esolev alajaotus tugineb teosel ,,Introduction to Linear Regression Analysis”
(Montgomery et al., 2013, lk 70-73, 79-81, 587). Sageli huvitab uurijat, kuidas
kirjeldada u¨hte tunnust mitmete teiste tunnuste abil. Kui so˜ltuv tunnus Y on pidev
ning so˜ltumatuid tunnuseid X1, X2,..., Xp on p tu¨kki, siis saab kasutada lineaarset
regressioonimudelit, mis avaldub kujul
yi = β0 + β1xi1 + β2xi2 + ...+ βpxip + εi. (1)
Antud valemis on yi i-nda objekti so˜ltuva tunnuse va¨a¨rtus (i = 1,...,n; n on va-
limimaht), β0 on vabaliige, β1,...,βp on regressioonikordajad, xij on i-nda objekti
j-nda tunnuse va¨a¨rtus (j = 1,...,p) ning εi on juhuslik viga. Vigade puhul eel-
datakse, et need on so˜ltumatud, keskva¨a¨rtusega 0 ning dispersiooniga σ2. Tava-
pa¨raselt eeldatakse veel, et juhuslikud vead on normaaljaotusega, kuid antud to¨o¨
kontekstis pole see oluline.
Lineaarset regressioonimudelit on vo˜imalik va¨ljendada ka maatrikskujul:










1 x11 x12 · · · x1p
1 x21 x22 · · · x2p
...
...
... . . .
...
1 xn1 xn2 · · · xnp













Lineaarse regressiooni parameetrite hinnangud leitakse va¨himruutude meetodil.
See ta¨hendab, et vabaliikme ja regressioonikordajate hinnangud βˆ0,...,βˆp saadakse
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Ja¨a¨kide ruutude summa valem maatrikskujul on
RSS = (y −Xβ)T (y −Xβ). (4)
Va¨himruutude hinnangu leidmiseks tuleb vo˜tta suurusest RSS tuletis paramee-






= −2XTy + 2XTXβˆ = 0,
mis lihtsustub kujule
XTXβˆ = XTy. (5)
Va¨himruutute hinnang βˆ avaldub kujul
βˆ = (XTX)−1XTy, (6)
kui leidub po¨o¨rdmaatriks (XTX)−1. See eksisteerib juhul, kui maatriksiX veerud
on lineaarselt so˜ltumatud.
Gauss-Markovi teoreemist tuleneb, et va¨himruutute meetodil saadud hinnang on
parim lineaarsete nihketa hinnangute seast (BLUE - best linear unbiased esti-
mator). Seda nimetatakse parimaks, kuna saadakse ta¨pseim ehk va¨ikseima dis-
persiooniga hinnang. Parameetervektori β = (β0,..,βp) hinnangu βˆ = (βˆ0,..,βˆp)
nihkeks nimetatakse suurust B = Eβˆ − β (Traat, 2006, lk 31). Kui B = 0, siis
on tegemist nihketa hinnanguga.
On lihtne to˜estada, et va¨himruutude hinnang βˆ on nihketa:
E(βˆ) = E[(XTX)−1XTy] =
= E[(XTX)−1XT (Xβ + ε)] =
= E[(XTX)−1XTXβ + (XTX)−1XTε)] = β,
(7)
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kuna (XTX)−1XTX = I ning E(ε) = 0.
Parameetrite va¨himruutute hinnangu βˆ kovariatsioone kirjeldatakse kovariatsioo-
nimaatriksiga, mille peadiagonaalil on parameetri hinnangu βˆj dispersioon ning
va¨ljaspool peadiagonaali i-nda rea j-nda veeru elemendiks on kovariatsioon hin-
nangute βˆi ja βˆj vahel. Kuna Cov(y) = σ2I , siis βˆ kovariatsioonimaatriks aval-
dub ja¨rgmiselt:
Cov(βˆ) = Cov[(XTX)−1XTy] =
= (XTX)−1XTCovy[(XTX)−1XT ]T =
= σ2(XTX)−1XTX(XTX)−1 =
= σ2(XTX)−1










n− (p+ 1) =
RSS
n− (p+ 1) . (8)
Mudeli vigade dispersioon on suur, kui hinnatavaid parameetreid on ligikaudu
sama palju kui valimis objekte. Sellisel juhul vo˜ib va¨himruutude meetodi ase-
mel kasutada alternatiivseid parameetrite hindamise meetodeid, mida kirjeldatak-
se ja¨rgnevates alapeatu¨kkides.
1.2 Kantregressioon
Kantregressioon (ridge regression) on lineaarse regresiooni edasiarendus ning mu-
deli u¨ldkuju on mo˜lemal juhul samasugune, erinevus seisneb parameetrite hin-
damises. Lineaarse regressioonimudeli parameetrite hindamisel minimeeritakse
ja¨a¨kide ruutude summat, mis on antud valemiga 3. Kantregressiooni puhul on pa-
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kus λ > 0. Suurus λ, mida nimetatakse karistusparameetriks (tuning parame-
ter), tuleb eraldi ma¨a¨rata. Kui va¨himruutude meetodil saadakse parameetritele
vaid u¨ks hinnangute komplekt, siis kantregressiooni korral saadakse u¨ks hinnan-





j nimetatakse karistusliikmeks (shrinkage penalty) ning sel-
le va¨a¨rtus on va¨ike, kui β1,...,βp on nullila¨hedased. Seega kantregressiooni kor-
ral saadakse parameetrite hinnangud la¨htudes kahest aspektist: need peavad so-
bima andmetega vo˜imalikult ha¨sti, kuid samas nende va¨a¨rtused ei saa olla suu-
red. Karistusparameetri va¨a¨rtusest so˜ltub, millisel aspektil on minimeerimisel suu-
rem mo˜ju. Kui λ = 0, siis karistusliikmel mo˜ju puudub ning saadakse tavalised
va¨himruutude hinnangud. Kui λ → ∞, siis karistusliikme mo˜ju kasvab ning hin-
nangud la¨henevad nullile. (James et al., 2015, 215-217)
Joonis 1. Kantregressiooni kordajate hinnangud
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Joonisel 1 on kasutatud simuleeritud andmeid viie seletava tunnusega ning sellel
on kujutatud kantregressiooniga saadud regressioonikordajate hinnanguid vasta-
valt λ va¨a¨rtusele. Jooniselt on na¨ha, et karistusparameetri kasvades parameetrite
hinnangud la¨henevad nullile.
Kantregressiooni kasutamiseks tuleb seletavate tunnuste va¨a¨rtused standardiseeri-
da. Tavalise va¨himruutude meetodi puhul pole see vajalik, kuna tunnuseXj skaala
muutmine c korda po˜hjustab hinnangu βˆj muutuse 1c korda ning suurus Xjβˆj sel-
lest ei muutu. Karistusliikme to˜ttu kantregressiooni korral see nii ei ole, misto˜ttu
Xjβˆ
R
j,λ so˜ltub nii tunnuse Xj skaalast kui ka λ valikust. Skaala mo˜ju vastava tun-



















(James et al., 2015, lk 217)
Selleks, et leida parameetri β0 hinnang, tuleb standardiseeritud sisendmaatriksi
X veerud tsentreerida: iga xij asendatakse suurusega xij − x¯j . Kuna iga j korral∑n
i=1(xij − x¯j) = 0, siis avaldise 9 po˜hjal saame β0 hinnanguks






U¨leja¨a¨nud parameetrite hinnangud saadakse hinnates kantregressiooniga vaba-
liikmeta mudel. Kantregressiooni minimeerimisu¨lesanne on vo˜imalik viia maat-
rikskujule:
RSSRλ = RSS + λ
p∑
j=1
β2j = (y −Xβ)T (y −Xβ) + λβTβ,
kus maatriksi X dimensioon on n× p, va¨lja on ja¨etud vabaliikme veerg ja teised
veerud on normeeritud, y on tsentreeritud ning parameetervektoriks on
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β = (β1,...,βp). Edaspidi eeldame, et X on normeeritud ja y on tsentreeritud,
miso˜ttu mudelite vabaliikmeid ei hinnata. (Hastie et al., 2013, lk 64) Kantregres-









= −2XTy + 2XTXβˆRλ + 2λβˆRλ = 0,
mis lihtsustub kujule (XTX + λI)βˆRλ = X
Ty. Sellest ja¨reldub, et kantregres-
siooni parameetrite hinnang βˆRλ avaldub kujul
βˆRλ = (X
TX + λI)−1XTy. (12)
Kui leidub po¨o¨rdmaatriks (XTX)−1, siis kantregressiooni parameetrite hinnangu
βˆRλ saab avaldada va¨himruutude hinnangu βˆ kaudu,
βˆRλ = (X
TX + λI)−1XTX(XTX)−1XTy = (XTX + λI)−1XTXβˆ.
Kuna va¨himruutute meetodil saadud parameetrite hinnang on nihketa avaldise 7
po˜hjal, siis kantregressiooni parameetrite hinnangu keskva¨a¨rtus avaldub
E[βˆRλ ] = E[(X
TX + λI)−1XTXβˆ] = (XTX + λI)−1XTXβ 6= β,
kui λ > 0. Seega kantregressiooni parameetrite hinnang on nihkega. Kovariat-
sioonimaatriks
Cov[βˆRλ ] = Cov((X
TX + λI)−1XTy) =
= (XTX + λI)−1XTCov(y)[(XTX + λI)−1XT ]T =
= σ2(XTX + λI)−1XTX(XTX + λI)−1
kirjeldab kantregressiooni parameetrite hinnangute dispersiooni. (Montgomery et
al., 2013, lk 306)
Tabelis 1 on simuleeritud andmetelt leitud keskmised kantregressiooni parameet-
rite hinnangud nelja erineva λ va¨a¨rtuse korral. On na¨ha, et suurema λ korral pa-
rameetrite hinnangute hajuvus on va¨iksem, kuid kaugus tegelikust va¨a¨rtusest on
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suurem. Simuleeritud andmestikus on seletavad tunnused X1 ning X2 tugevalt
seotud, tunnused X3 ja X4 teistest seletavatest tunnustest ei so˜ltu. Kuigi tegelikud
parameetrite β1 ja β2 va¨a¨rtused on vastavalt 10 ja 6, siis tugeva korrelatsiooni to˜ttu
on nii λ = 5, λ = 100 kui ka λ = 200 korral keskmised parameetrite hinnangud
sarnased.
Tabel 1. Kantregressiooni parameetrite hinnangute keskva¨a¨rtused ja dispersioonid
korduval simuleerimisel
β1 β2 β3 β4
Tegelik va¨a¨rtus 10 6 6 -3
Aritmeetiline keskmine
λ=0 9,8411 6,1493 6,0013 -2,9938
λ=5 7,0078 6,8812 4,5441 -2,2255
λ=100 1,9792 1,9622 0,8176 -0,4114
λ=200 1,1275 1,1182 0,4395 -0,2239
Dispersioon
λ=0 3,2834 3,2569 0,0393 0,0410
λ=5 0,0133 0,0130 0,0244 0,0238
λ=100 0,0020 0,0020 0,0010 0,0008
λ=200 0,0007 0,0007 0,0003 0,0002
1.3 Lassoregressioon
Ja¨rgnev alajaotus tugineb teosel ,,An Introduction to Statistical Learning with
Applications in R” (James et al., 2015, lk 219). Lassoregressioon (Least Abso-
lute Shrinkage and Selection Operator) sarnaneb idee poolest kantregressiooniga.
Samuti on hinnatava mudeli u¨ldkuju u¨hine lineaarse regressioonimudeliga, kuid
11
















kus λ > 0. Seega kant- ja lassoregressioon erinevad parameetrite hindamise prot-
sessis karistusliikme poolest, kus u¨hel juhul kasutatakse summeerimisel va¨a¨rtusi
β2j ning teisel juhul |βj|. Sellise karistusparameetri to˜ttu lassoregressiooni korral
puudub analu¨u¨tiline lahend (Hastie et al., 2013, lk 68). Ka lassoregressiooni puhul
on va¨ga oluline leida karistusparameetrile sobiv va¨a¨rtus ning see saadakse sama-
moodi nagu kantregressiooni puhul, mida tutvustatakse la¨hemalt alajaotuses 1.5.
Joonis 2. Lassoregressiooni kordajate hinnangud
Kui λ = 0, siis saadakse parameetritele va¨himruutute hinnangud ning λ kasvades
parameetrite hinnangud la¨henevad nullile. Erinevalt kantregressioonist, piisavalt
suur λ vo˜ib lassoregressiooni korral anda tulemuse, kus mo˜ne parameetri hinnang
on vo˜rdne nulliga. Seega lassoregressiooni korral selgub, missugused tunnused
tuleks mudelisse kaasata, mis lihtsustab mudeli to˜lgendamist. Joonisel 2 on ku-
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jutatud lassoregressiooni parameetrite hinnangud so˜ltuvalt λ va¨a¨rtusest. Mudelite
loomiseks on kasutatud simuleeritud andmeid (p = 5). Jooniselt on na¨ha, et hin-
nangute va¨a¨rtused va¨henevad λ kasvades, mitte ku¨ll tingimata monotoonselt, ning
vo˜ivad saada teatud karistusparameetri va¨a¨rtusest alates vo˜rdseks nulliga.
Tabel 2. Lassoregressiooni parameetrite hinnangute keskva¨a¨rtused ja dispersioo-
nid korduval simuleerimisel
β1 β2 β3 β4
Tegelik va¨a¨rtus 10 6 6 -3
Aritmeetiline keskmine
λ=0 9,998 5,940 6,021 -2,997
λ=1 8,428 6,485 4,953 -1,914
λ=5 6,635 3,996 1,017 -0,002
λ=10 3,308 1,755 0,000 0,000
Dispersioon
λ=0 106,646 104,963 1,021 1,015
λ=1 37,324 36,096 1,019 0,963
λ=5 20,796 19,777 0,720 0,001
λ=10 6,030 5,334 0,000 0,000
Tabelis 2 on simuleeritud andmetelt leitud keskmised lassoregressiooni parameet-
rite hinnangud nelja erineva λ va¨a¨rtuse korral. Tabeli 1 ja 2 loomiseks on ka-
sutatud sama sisendmaatriksit ning tegelikud regressioonikordajate va¨a¨rtused on
samuti samad. Tabeli 2 po˜hjal vo˜ib ja¨reldada, et karistusparameetri suurenedes
dispersioon kahaneb ning nihe suureneb, nagu ka kantregressiooni korral.
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1.4 Geomeetriline interpretatsioon
































|βj| 6 s. (15)
Valemeid 9 ja 13 nimetatakse Lagrange’i vormideks ning on ekvivalentsed vas-
tavalt valemitega 14 ja 15. See ta¨hendab, et iga λ va¨a¨rtuse jaoks leidub s, mille
korral 9 ning 14 annavad samasuguse kantregressiooni parameetrite hinnangu. Sa-
muti iga λ va¨a¨rtusele vastab mingi s, mille korral 13 ning 15 annavad samasuguse
lassoregressiooni parameetrite hinnangu. (James et al., 2015, lk 220-221)
Kui mudelis on kaks seletavat tunnust, siis saadud parameetrite hinnangud on
va¨ikseima vigade ruutude summaga piirkonnas β21 + β
2
2 6 s kantregressiooni
korral ning piirkonnas |β1| + |β2| 6 s lassoregressiooni korral. Joonisel 3 on ku-
jutatud vasakul lassoregressiooni ning paremal kantregressiooni, sinise kujundi-
ga on ma¨rgitud vastavad piirkonnad. Su¨mbol βˆ ta¨histab va¨himruutude hinnangut
parameetritele ning ellipsid selle u¨mber ta¨histavad punktide hulka, mille korral
saadakse sama suurusega ja¨a¨kide ruutude summa. Regulariseeritud regressioo-
ni parameetrite hinnangud saadakse punktis, kus ellips ning ta¨histatud piirkond
esimesena kokku langevad. Kuna kantregressiooni korral on selleks piirkonnaks
ring, siis selle esmane kattumine ellipsiga ei ole u¨ldiselt teljel ning seeto˜ttu kant-
regressiooni kordajate va¨a¨rtused ei ole vo˜rdsed nulliga. Lassoregressiooni korral
on piirkond rombikujuline, seega on sellel n-o¨ teravaid nurki ning esmane kattu-
mine ellipsiga vo˜ib tihti olla just teljel. Kui see juhtub, siis u¨ks hinnangutest on
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vo˜rdne nulliga. Sama idee kehtib ka mitmemo˜o˜tmelises ruumis, lassoregressiooni
korral on lubatud piirkonnal n-o¨ teravaid nurki ning seega vo˜ib mo˜ne hinnangu
va¨a¨rtus olla vo˜rdne nulliga. (Hastie et al, 2013, lk 69-72)
Joonis 3. Ja¨a¨kide ruutude summa kontuurid ning lasso- ja kantregressiooni korda-
jate piirkonnad kahe seletava tunnuse korral (Hastie et al., 2013, lk 71)
1.5 Karistusparameetri valimine
Parima karistusparameetri va¨a¨rtuse valimiseks kasutatakse ristvalideerimist, mis
on meetod mudeli ta¨psuse testimiseks. Selle rakendamiseks tuleb andmestikus
olevad objektid juhuslikult jagada nii, et tekiks k ligikaudu sama mahuga grup-
pi, mida nimetatakse partitsioonideks. Esimesse partitsiooni kuuluvad objektid
eemaldatakse andmestikust ning u¨leja¨a¨nud objektide pealt konstrueeritakse mu-
del. Eemaldatud objekte kasutatakse testandmestikuna, et uurida, kui ha¨sti to¨o¨tab
mudel nende andmete peal, mida treenimiseks ei kasutatud. Lineaarse regressioo-
ni korral saab mudeli sobivust mo˜o˜ta na¨iteks ruutkeskmise vea abil, mis on partit-
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kus nl on vaatluste arv partitsioonis l. Eemaldatud testandmestiku pealt arvuta-
takse ruutkeskmine viga MSE1. Seeja¨rel eemaldatakse kogu andmestikust tei-
se partitsiooni kuuluvad objektid ning protsessi kordamisel saadakse MSE2. Nii








Praktikas kasutatakse tihti ristvalideerimisel gruppide arvuna k = 5, k = 10 vo˜i
k = n, nendest viimane kannab ingliskeelses kirjanduses nimetust leave-one-out
cross-validation. (James et al., 2015, lk 181)
Karistusparameetri valikul la¨htutakse ristvalideerimise tulemustest. Esmalt vali-
takse hulk λ vo˜imalikke va¨a¨rtusi ning seeja¨rel arvutatakse iga λ korral ristvali-
deerimise viga. Karistusparameetriks valitakse selline λ, mille korral ristvalidee-
rimise viga on ko˜ige va¨iksem. (James et al., 2015, lk 227)
1.6 Regulariseeritud regressiooni eelised
Lineaarse so˜ltuvuse olemaolu korral tagab va¨himruutude meetod teoreetiliselt nih-
keta hinnagu, kuid ruutkeskmine viga vo˜ib olla suur. Seda esineb sageli juhtudel,
kui hinnatavate parameetrite arv on samas suurusja¨rgus valimimahuga. Seevas-
tu regulariseeritud regressiooni korral on hinnang nihkega, kuid selle arvelt vo˜ib
ruutkeskmine viga olla palju madalam. Idee seisneb ruutkeskmise vea lahutuses.
(James et al., 2015, lk 127-128)
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Olgu fikseeritud punkt x0 = (x01,...,x0p) ja olgu funktsioonid f ja fˆ defineeritud
ja¨rgmiselt:
f(x0) = β0 + β1x01 + β2x02 + ...+ βpx0p,
fˆ(x0) = βˆ0 + βˆ1x01 + βˆ2x02 + ...+ βˆpx0p.
Seega f(x0) va¨ljendab tegelikku seost punktis x0 (eeldusel, et tegelik seos aval-
dub lineaarselt) ja fˆ(x0) prognoositud va¨a¨rtust antud punktis. Uurimaks, kui pal-
ju prognoositud va¨a¨rtus tegelikust seosest fikseeritud punktis teoreetiliselt erineb,
saab kasutada ruutkeskmist viga:
MSEf (x0) = E[f(x0)− fˆ(x0)]2 =
= E[(f(x0))
2 − 2f(x0)fˆ(x0) + (fˆ(x0))2] =
= (f(x0))
2 − 2f(x0)Efˆ(x0) + E(fˆ(x0))2 =
= (f(x0))
2 − 2f(x0)Efˆ(x0) + (Efˆ(x0))2+
+ E(fˆ(x0))
2 − (Efˆ(x0))2 =
= (f(x0)− Efˆ(x0))2 + E(fˆ(x0))2 − (Efˆ(x0))2 =
= [B(fˆ(x0))]
2 +D[fˆ(x0)].
Ruutkeskmine viga punktis x0 = (x01,...,x0p) avaldub seega suuruse fˆ(x0) nihke
ruudu ning dispersiooni summana. (Rojas, 2015)
Kogu valimile vastav toereetiline ruutkeskmine viga on leitav kui aritmeetiline







Joonisel 4 kujutatakse ruutkeskmise vea lahutust so˜ltuvalt karistusparameetrist si-
muleeritud andmetel (n=50, p=45). Punane joon ta¨histab nihke ruutu, roheline
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joon dispersiooni, must joon ruutkeskmist viga ning punkt ,,×” ma¨rgib selle mi-
nimaalset punkti. Kui λ = 0, siis on tegemist va¨himruutude hinnangul saadud
ruutkeskmise veaga. Jooniselt on na¨ha, et mo˜lema regulariseeritud regressiooni
korral leidub λ > 0, nii et ruutkeskmine viga on va¨iksem kui tavalise lineaarse
regressiooni korral. Seega va¨ikest nihet kompenseerib oluliselt madalam disper-
sioon.
Joonis 4. Ruutkeskmise vea lahutus kant- (vasakul) ja lassogregressiooni (pare-
mal) korral
U¨ldiselt annab lassoregressioon paremaid tulemusi, kui vaadeldavatest tunnustest
omavad mo˜ju va¨hesed. Kantregressiooni tulemused on paremad juhul, kui uuri-
tav tunnus so˜ltub paljudest seletavatest tunnustest. Kuna praktikas pole teada, kui
paljudest seletavatest tunnustest uuritav tunnus so˜ltub, siis kasutatakse ristvalidee-
rimist, et otsustada, kumba la¨henemist kasutada. Kui mudelisse kaasatakse va¨ga
palju tunnuseid, siis on kantregressiooni va¨ljundit keeruline interpreteerida. Las-
soregressioon teostab argumentide valikut ning see on oluline eelis nii tavalise kui
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ka kantregressiooni ees. (James et al., 2015, lk 223-224)
Va¨himruutude hinnang on avaldatud valemis 6 ning see eksisteerib vaid juhul,
kui leidub (XTX)−1. Kui p > n, siis maatriksi X veerud ei saa olla lineaarselt
so˜ltumatud, misto˜ttu maatriks X on singulaarne ning sellist po¨o¨rdmaatriksit ei
eksisteeri. Maatriksi XTX peadiagonaali elementidele λ > 0 lisamisel saadakse
po¨o¨ratav maatriks. Just selline po¨o¨rdmaatriks (XTX + λI)−1 on kantregressioo-
ni hinnangu leidumise eelduseks ning seeto˜ttu on vo˜imalik leida kantregressiooni
hinnangud parameetritele ka siis, kui p > n. Singulaarsusest tulenev probleem
va¨himruutude hinnangute leidmisel oli esialgne po˜hjus, miks kantregressioon ka-
sutusele vo˜eti. (Hastie, 2013, lk 64)
Regulariseeritud regessioonidel on arvutuslikud eelised parima mudeli leidmise
jaoks. Va¨himruutude meetodi puhul on parima mudeli saamiseks vo˜imalik valida
2p mudeli seast, mis arvutuslikult on va¨ga ajamahukas juba u¨sna va¨ikese para-
meetrite arvu puhul. Regulariseeritud regressiooni korral on iga λ jaoks vaid u¨ks
mudel ning parameetrite hindamise ajakulu on va¨ga va¨ike. (James et al., 2015, lk
218-219)
1.7 Logistiline regressioon
Ja¨rgnev alapeatu¨kk po˜hineb to¨o¨del ,,Applied Logistic Regression” (Hosmer, Le-
meshow, 2000, lk 6-8, 31-32) ning ,,Categorical Data Analysis” (Agresti, 2002, lk
192-193).
Sageli soovitakse konstrueerida mudelit, kus so˜ltuval tunnusel Y on vaid kaks
vo˜imalikku va¨a¨rtust: jah/ei, on/ei ole. Enamasti kodeeritakse tunnuse Y huvipak-
kuv su¨ndmus va¨a¨rtusega 1 ning vastandsu¨ndmus va¨a¨rtusega 0. Eesma¨rgiks on hin-
nata huvipakkuva su¨ndmuse esinemise to˜ena¨osust pii = P (Yi = 1) ning seega
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peab prognoositav va¨a¨rtus olema mitte suurem kui u¨ks ning mitte va¨iksem kui
null.




Logistilise regressiooni puhul on logit-seosefunktsioon vo˜rdne seletavate tunnus-
te lineaarkombinatsiooniga ehk mudeli u¨ldkuju on
ln
pii
1− pii = β0 + β1xi1 + ...+ βpxip, (16)
kus β0,...,βp on mudeli parameeterid ning xij on i-nda objekti j-nda so˜ltumatu
tunnuse va¨a¨rtus (j = 0,...,p; i = 1,...,n; p on seletavate tunnuste arv, n on valimi-









Logistilise regressiooni korral leitakse parameetrite hinnangud suurima to˜epa¨ra





kus p(yi; θ) on tunnuse Y to˜ena¨osusfunktsioon ning θ on tundmatu parameeter.
Sageli kasutatakse suurima to˜epa¨ra hinnangu leidmisel to˜epa¨rafunktsiooni loga-
ritmi




Kui so˜ltuv tunnus Y on kodeeritud 1/0, siis i-nda objekti so˜ltuv tunnus Yi on
Bernoulli jaotusega, Yi ∼ Bern(pii). Bernoulli jaotuse to˜ena¨osusfunktsiooniks on
P (Yi = yi) = pi
yi















ning to˜epa¨rafunktsiooni logaritm avaldub kujul






















Valemist (17) ja¨reldub, et 1−pii =
(
1 + eβ0+β1xi1+...+βpxip
)−1. Selle ja¨relduse ning














Seega logistilise regressiooni parameetrite hinnangud saadakse suurust (19) mak-
simeerides.
1.8 Regulariseeritud logistiline regressioon
Kant- ja lassoregressiooni on vo˜imalik rakendada ka logistilisele regressioonimu-
delile. Lineaarse regressiooni puhul lisatakse karistusparameeter va¨himruutude
meetodil minimeeritavale suurusele ning logistilise regressiooni korral on mini-
meeritav suurus sarnane. Log-to˜epa¨rafunktsiooni maksimeerimine on samava¨a¨rne
negatiivse log-to˜epa¨rafunktsiooni minimeerimisega ning seega regulariseerimiseks
liidetakse karistusliige negatiivsele log-to˜epa¨rafunktsioonile ning saadud suurus
minimeeritakse. Seega suuruse





minimeerimisel saadakse parameetrite hinnangud logistilise kantregressiooni kor-
ral (Elkan, 2014, lk 11-12) ning suuruse




minimeerimisel saadakse parameetrite hinnangud logistilise lassoregressiooni kor-
ral (Hastie et al, 2013, lk 125).
Karistusparameetri valimiseks kasutatakse ristvalideerimist, mida on kirjeldatud
alajaotuses 1.5. Erinevus seisneb selles, et logistilise regressiooni korral hinna-
takse mudeli headust mitte ruutkeskmise vea, vaid ha¨lbimuse (deviance) po˜hjal
(Friedman et al., 2010, lk 17-18). Ha¨lbimus avaldub valemiga (Hosmer, Lemes-
how, 2000, lk 13)
D = −2 `(βˆ0,...,βˆp), (22)
kus βˆ0,...,βˆp on vastavalt meetodile saadud parameetrite hinnangud. Mida va¨iksem
on ha¨lbimus, seda parem on mudel.
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2 Mu¨u¨giskoor
Mu¨u¨giskoori eesma¨rgiks on leida u¨les ettevo˜tted, kes vo˜iksid vajada Creditinfo
AS tooteid ja teenuseid, ning seela¨bi lihtsustada mu¨u¨gimeeskonna to¨o¨d. Mu¨u¨gi-
skoori abil soovitakse hinnata, kui suure to˜ena¨osusega vo˜iks ettevo˜te olla Credit-
info Eesti AS klient. Mudelist saadavat prognoosi nimetatakse ostupotentsiaaliks.
Mu¨u¨giskoori loomiseks kaasatakse tunnuseid, mis iseloomustavad ettevo˜tete suu-
rust ja eripa¨ra ning on praktikas kasutusel potentsiaalsete klientide leidmiseks.
Mu¨u¨giskoori loomiseks kasutatakse regulariseeritud regressiooni, kuna soovitak-
se, et parameetrite hinnangud ei oleks va¨ga suured. Kuna mitmed tunnused kirjel-
davad ettevo˜tete eripa¨ra, siis vo˜ib esineda andmestikus multikollineaarsust, mille
korral vo˜iks samuti regulariseeritud regressioon anda paremaid tulemusi. Mu¨u¨gi-
skoori konstrueerimiseks kasutatakse statistikatarkvara R paketti ,,glmnet”, mida
tutvustatakse ja¨rgmises alapeatu¨kis.
2.1 R-i pakett ,,glmnet”
Statistikapaketi ,,glmnet” pealkirjaga ,,Lasso and Elastic-Net Regularized Gene-
ralized Linear Models” on loonud J. Friedman, T. Hastie, N. Simon ja R. Tibs-
hirani ning ja¨rgnev tutvustus tugineb paketi dokumentatsioonile (Friedman et al.,
2017). Pakett ,,glmnet” sisaldab va¨ga to˜husaid protseduure nii lineaarse, logistili-
se, multinomiaalse, Poissoni kui ka Coxi regressioonimudeli hindamiseks regula-
riseeritud regressiooni korral. Pakett koosneb viiest funktsioonist, neist la¨hemalt
tutvustatakse ka¨esolevas to¨o¨s funktsioone glmnet ja cv.glmnet.
Funktsiooni glmnet kasutatakse mudeli hindamiseks ning selle ta¨htsamad argu-
mendid on:
• x - seletavate tunnuste maatriks: n× p;
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• y - so˜ltuv tunnus;
• family - hinnatava regressioonimudeli tu¨u¨p, va¨a¨rtusteks "gaussian",
"binomial", "poisson", "multinomial", "cox", "mgaussian";
• lambda - karistusparameetrite vektor;
• standardize - to˜ese va¨a¨rtuse korral maatriksis x olevad tunnused stan-
dardiseeritakse;










seega on vo˜imalik kasutada kant- ja lassoregressiooni karistusliiget korraga
u¨he mudeli parameetrite hindamisel. Antud to¨o¨s ka¨sitletakse kant- ja lasso-
regressiooni vaid eraldi, α = 0 annab tulemuseks kantregressiooni mudeli
ning α = 1 annab tulemuseks lassoregressiooni mudeli.
Funktsiooni cv.glmnet teostab k partitsiooniga ristvalideerimist glmnet ob-
jekti jaoks ning selle olulisemad argumendid on:
• x - seletavate tunnuste maatriks: n× p;
• y - so˜ltuv tunnus;
• family - hinnatava regressioonimudeli tu¨u¨p(vt funktsiooni glmnet);
• lambda - karistusparameetrite vektor;
• nfolds - partitsioonide arv;
• type.measure - ristvalideerimisel hinnatav suurus, vo˜imalikud va¨a¨rtused
on "deviance" (ha¨lbimus), "mse" (ruutkeskmine viga), "mae" (kesk-




Valimisse kuulub 4737 ettevo˜tet ning valim on moodustatud nii, et tulemusi oleks
vo˜imalik u¨ldistada uute klientide leidmiseks. Seletavaid tunnuseid on andmestikus
15. Creditinfo Eesti AS soovil on antud to¨o¨s tunnuste nimetused varjatud, misto˜ttu
on seletavad tunnused ta¨histatud ta¨he T ja ja¨rjenumbri abil. Tunnused jaotuvad
tu¨u¨bi alusel ja¨rgmiselt:
• pidevad tunnused - T2, T4, T5, T6, T7, T8, T9, T10, T14;
• ja¨rjestustunnused - T13;
• binaarsed tunnused - T1, T3, T11, T12, T15.
So˜ltuva tunnuse ta¨hiseks on Y ning tegemist on binaarse tunnusega, mis on ko-
deeritud ja¨rgnevalt:
y =
1, kui ettevo˜te on klient0, kui ettevo˜te ei ole klient.
Andmestikus on klientide osakaal 12,6%. Mitteklientideks on ettevo˜tted, kes on
teatud ajaperioodil Creditinfo toodetega tutvunud, kuid neist ei saanud Creditinfo
kliente.
2.3 Mu¨u¨giskoori konstrueerimine
Mu¨u¨giskoori loomiseks hinnatakse logistiline regressioonimudel nii kant- kui ka
lassoregressiooni meetodil. Andmestik jagatakse esmalt lihtsa juhuvaliku po˜hjal
kaheks osaks - treeningandmestikuks vo˜etakse 75% valimist ning u¨leja¨a¨nud ob-
jektid kuuluvad testandmestikku. Treeningandmestikul leitakse parim karistuspa-
rameeter ning seeja¨rel leitakse testandmestikul ha¨lbimus. Kant- ja lassoregres-
siooni parameetrite hindamiseks kasutatakse kogu andmestikku ning parima mu-
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deli valimiseks leiatakse uuesti parim karistusparameeter kogu andmestikku ka-
sutades.
Joonisel 5 on punasega ta¨histatud ha¨lbimus vastavalt karistusparameetrile, halliga
on ta¨histatud standardviga ning vertikaalne joon ta¨histab minimaalse karistuspara-
meetri kohta mo˜lemal graafikul. Kantregressiooni korral saavutatakse minimaalne
ha¨lbimus, kui λ = 0,0098. Parempoolselt jooniselt vo˜ib ja¨reldada, et regressiooni-
kordajate hinnangud on parima karistusparameetri korral teatud ma¨a¨ral va¨iksemad
kui suurima to˜epa¨ra meetodil saadavad hinnangud.
Joonis 5. Vasakul ha¨lbimus ning paremal regressioonikordajad vastavalt karistus-
parameetrile kantregressiooni korral
Joonisel 6 on loodud samade ta¨histustega kui joonis 5. Jooniselt on na¨ha, et pa-
rim mudel saavutatakse, kui karistusparameetri va¨a¨rtus on va¨ga va¨ike. See on
mo˜istetav, kuna lassoregressiooni korral la¨henevad kordajate hinnangud kiiremi-
ni nullile kui kantregressiooni korral ning vo˜ivad saada va¨a¨rtuseks ka nulli. Kuna
mudelisse on kaasatud muutujad, mida juba praktikas kasutatakse, siis on oodatav,
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Joonis 6. Vasakul ha¨lbimus ning paremal regressioonikordajad vastavalt karistus-
parameetrile lassoregressiooni korral
et regressioonikordajate hinnangud pole vo˜rdsed nulliga. Minimaalne ha¨lbimus
saavutatakse, kui λ = 0,0013.
Mudeleid vo˜ib vo˜rrelda testandmestikul leitud ha¨lbimuse po˜hjal. Kantregressioo-
nimudeli korral on ha¨lbimus D = 818,3 ning lassogressioonimudeli korral D =
819,0. Oodatavalt ka ha¨lbimused on sarnased ning ei mo˜juta kindlat mudelit eelis-
tama. Lisaks on leitud ha¨lbimus λ = 0 korral. Ha¨lbimus on sel juhul D = 820,0,
mis on ku¨ll antud juhul va¨ga va¨iksel ma¨a¨ral suurem, kuid u¨ldiselt antud andmete
puhul ei ole kant- ega lassoregressioonil olulist eelist vo˜rreldes suurima to˜epa¨ra
meetodiga.
Tabelis 3 on toodud nii kant- kui ka lassoregressiooni ko˜igi parameetrite hinnan-
gud tavalisel ning standardiseeritud kujul parimate karistusparameetrite korral.
Hinnangud on sarnased ning u¨helgi juhul pole hinnang vo˜rdne nulliga. Sellest tu-
lenevad ka sarnased prognoosid ettevo˜tete ostupotentsiaalile ning seega pole olu-
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list po˜hjust eelistada u¨hte mudelit teisele. Autor otsustab kasutusele vo˜tta kantreg-
ressiooniga hinnatud mudeli. Standardiseeritud parameetrite po˜hjal on vo˜imalik
hinnata, kui suurt mo˜ju avaldab mingi tunnus so˜ltuvale tunnusele. Suurimat mo˜ju
avaldavad tunnused T3, T12 ning T13. Suurem mo˜ju on veel ka tunnustel T1, T4,
T14 ning T15.









Vabaliige –4,0031 -4,0962 -2,147 -2,158
T1 0,5582 0,5570 0,220 0,219
T2 -0,0160 -0,0161 -0,096 -0,097
T3 0,6829 0,7151 0,312 0,326
T4 0,0070 0,0070 0,229 0,231
T5 0,0006 0,0002 0,016 0,007
T6 0,2574 0,2140 0,056 0,047
T7 0,0001 0,0001 0,156 0,155
T8 -0,1564 -0,1282 -0,049 -0,040
T9 0,0004 0,0004 0,085 0,081
T10 0,0133 0,0132 0,129 0,128
T11 1,5474 1,5366 0,146 0,145
T12 2,5999 2,6622 0,287 0,294
T13=2 0,4752 0,5428 0,233 0,266
T13=3 0,8270 0,9087 0,387 0,424
T13=4 1,3472 1,4283 0,234 0,248
T14 0,1630 0,173 0,205 0,219
T15 0,7020 0,7107 0,184 0,186
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Kokkuvo˜te
Antud bakalaureuseto¨o¨ eesma¨rgiks oli tutvustada kant- ja lassoregressiooni ning
rakendada neid mu¨u¨giskoori loomiseks. Mu¨u¨giskoor konstrueeriti kasutades Cre-
ditinfo Eesti AS andmeid. To¨o¨ esimeses osas anti u¨levaade lineaarsest regressioo-
nist, lineaarsest kant- ja lassoregressioonist, logistilisest regressioonist ning logis-
tilisest kant-ja lassoregressioonist. To¨o¨ teises osas tutvustati R-i paketti ,,glmnet”,
kasutatavat andmestikku ning seeja¨rel koostati mudelid.
Kant- ja lassoregressiooni kasutatakse sageli juhul, kui hinnatavate parameetrite
arv on suurem kui vaatluste arv, kuna klassikalisi meetodeid pole alati vo˜imalik
sellisel juhul kasutada. Kant- ja lassoregressiooni parameetrite hinnangud on nih-
kega, kuid nende abil on vo˜imalik parameetrite hinnangute hajuvust va¨hendada.
Lassoregressioon teostab ka tunnuste kaasamise valikut.
Mu¨u¨giskoori loomisel andsid kant- ja lassoregressioon sarnaseid tulemusi. Kuna
andmestikku kuulusid tunnused, mida praktikas kasutatakse ettevo˜tete ostupotent-
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# r e g r e s s i o o n i k o r d a j a t e j o o n i s e d
l i b r a r y ( g lmne t )
# g e n e r e e r i n no rmaa l j ao t u s ega arvud
s e t . s e ed ( 1 )
n=100
x1 = rnorm ( n ) ; x2 = x1 + rnorm ( n , sd = 0 . 1 )
x3 = rnorm ( n ) ; x4 = rnorm ( n ) ; x5 = rnorm ( n )
y = 2 + 10∗x1 + 6∗x2 + 6∗x3 − 3∗x4 + x5+ rnorm ( n )
X = cbind ( x1 , x2 , x3 , x4 , x5 )
# s o b i t a n k an t r e g mude l i
k a n t r e g = g lmne t (X, y , a l p h a =0)
par ( mfrow=c ( 1 , 1 ) )
p l o t ( k a n t r e g , xva r =” lambda ” ,
x l a b = expre s s i on ( pas t e ( l og ( lambda ) ) ) , l a b e l =TRUE,
c o l=c ( ” b l a c k ” , ” c a d e t b l u e 4 ” , ” c o r a l 2 ” , ” b i s q u e 3 ” ,
” d a r k o l i v e g r e e n 4 ” ) , lwd =2 ,
y l a b =” R e g r e s s i o o n i k o r d a j a t e h innangud ” )
# s o b i t a n l a s s o r e g mude l i
l a s s o r e g = g lmne t (X, y , a l p h a =1)
p l o t ( l a s s o r e g , xva r =” lambda ” , l a b e l =TRUE,
x l a b = expre s s i on ( pas t e ( l og ( lambda ) ) ) , lwd =2 ,
c o l=c ( ” b l a c k ” , ” c a d e t b l u e 4 ” , ” c o r a l 2 ” , ” b i s q u e 3 ” ,
” d a r k o l i v e g r e e n 4 ” ) , y l a b =” R e g r e s s i o o n i k o r d a j a t e h innangud ” )
# d i s p j a kv t a b e l i d
s e t . s e ed ( 1 )
n=100
x1 = rnorm ( n ) ; x2 = x1 + rnorm ( n , sd = 0 . 1 )
x3 = rnorm ( n ) ; x4 = rnorm ( n )
mu = 2 + 10∗x1 + 6∗x2 + 6∗x3 − 3∗x4
X = cbind ( x1 , x2 , x3 , x4 )
R=1000
lam=c ( 0 , 5 , 1 0 0 , 2 0 0 ) ; l aml =c ( 0 , 1 , 5 , 1 0 )
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nlam= l eng th ( lam )
b e e t a 1<−matrix ( 0 ,R , nlam ) ; b e e t a 2<−matrix ( 0 ,R , nlam )
b e e t a 3<−matrix ( 0 ,R , nlam ) ; b e e t a 4<−matrix ( 0 ,R , nlam )
l b e e t a 1<−matrix ( 0 ,R , nlam ) ; l b e e t a 2<−matrix ( 0 ,R , nlam )
l b e e t a 3<−matrix ( 0 ,R , nlam ) ; l b e e t a 4<−matrix ( 0 ,R , nlam )
f o r ( i i n 1 :R){
y . k=mu+rnorm ( n , sd =2)
y . l =mu+rnorm ( n , sd =10)
k a n t r e g<−g lmne t (X, y . k , a l p h a =0 , lambda=lam )
b e e t a 1 [ i , ]<−coe f ( k a n t r e g ) [ 2 , ]
b e e t a 2 [ i , ]<−coe f ( k a n t r e g ) [ 3 , ]
b e e t a 3 [ i , ]<−coe f ( k a n t r e g ) [ 4 , ]
b e e t a 4 [ i , ]<−coe f ( k a n t r e g ) [ 5 , ]
l a s s o r e g<−g lmne t (X, y . l , a l p h a =1 , lambda= laml )
l b e e t a 1 [ i , ]<−coe f ( l a s s o r e g ) [ 2 , ]
l b e e t a 2 [ i , ]<−coe f ( l a s s o r e g ) [ 3 , ]
l b e e t a 3 [ i , ]<−coe f ( l a s s o r e g ) [ 4 , ]
l b e e t a 4 [ i , ]<−coe f ( l a s s o r e g ) [ 5 , ]
}
b1 . var<−apply ( bee t a1 , 2 , var ) ; b2 . var<−apply ( bee t a2 , 2 , var )
b3 . var<−apply ( bee t a3 , 2 , var ) ; b4 . var<−apply ( bee t a4 , 2 , var )
b1 .m<−apply ( bee t a1 , 2 ,mean ) ; b2 .m<−apply ( bee t a2 , 2 ,mean )
b3 .m<−apply ( bee t a3 , 2 ,mean ) ; b4 .m<−apply ( bee t a4 , 2 ,mean )
b1<−cbind ( rev ( b1 .m) , rev ( b1 . var ) )
b2<−cbind ( rev ( b2 .m) , rev ( b2 . var ) )
b3<−cbind ( rev ( b3 .m) , rev ( b3 . var ) )
b4<−cbind ( rev ( b4 .m) , rev ( b4 . var ) )
l b 1 . var<−apply ( l b e e t a 1 , 2 , var ) ; l b 2 . var<−apply ( l b e e t a 2 , 2 , var )
l b 3 . var<−apply ( l b e e t a 3 , 2 , var ) ; l b 4 . var<−apply ( l b e e t a 4 , 2 , var )
l b 1 .m<−apply ( l b e e t a 1 , 2 ,mean ) ; l b 2 .m<−apply ( l b e e t a 2 , 2 ,mean )
l b 3 .m<−apply ( l b e e t a 3 , 2 ,mean ) ; l b 4 .m<−apply ( l b e e t a 4 , 2 ,mean )
l b 1<−cbind ( rev ( l b 1 .m) , rev ( l b 1 . var ) )
l b 2<−cbind ( rev ( l b 2 .m) , rev ( l b 2 . var ) )
l b 3<−cbind ( rev ( l b 3 .m) , rev ( l b 3 . var ) )
l b 4<−cbind ( rev ( l b 4 .m) , rev ( l b 4 . var ) )
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#mse l a h u t u s e j o o n i s , a l u s e k s voe t ud kood :
# h t t p : / /www. s t a t . cmu . edu / ˜ r y a n t i b s / da tam in i ng / l e c t u r e s / 16−modr1 . R
s e t . s e ed ( 1 )
n<−5 0 ; p<−45
x<−matrix ( rnorm ( n∗p ) , nrow=n )
b s t a r<−run i f ( p ,−1 ,1)
mu<−as . numeric ( x%∗%b s t a r )
R<−100 ; nlam<−600
lam<−10∗∗ seq (−5 ,5 , l eng th=nlam )
f i t . r i d<−array ( 0 , dim=c (R , nlam , n ) )
f i t . l a s s o<−array ( 0 , dim=c (R , nlam , n ) )
f o r ( i i n 1 :R) {
y = mu + rnorm ( n )
aa1<−g lmne t ( x , y , lambda=lam , a l p h a =0 , i n t e r c e p t = FALSE ,
t h r e s h = 10e−12)
f i t . r i d [ i , , ]<−t ( pr ed i c t ( aa1 , s=lam , t y p e =” r e s p o n s e ” , newx=x ) )
aa2<−g lmne t ( x , y , lambda=lam , a l p h a =1 , i n t e r c e p t = FALSE ,
t h r e s h = 10e−12)
coe f ( aa2 )
f i t . l a s s o [ i , , ]<−t ( pr ed i c t ( aa2 , s=lam , t y p e =” r e s p o n s e ” , newx=x ) )
}
b i a s . r i d = ( rowSums ( s c a l e ( apply ( f i t . r i d , 2 : 3 ,mean ) ,
c e n t e r =mu , s c a l e =F ) ˆ 2 ) / n )
var . r i d = rowSums ( apply ( f i t . r i d , 2 : 3 , var ) ) / n
b i a s . l a s s o = ( rowSums ( s c a l e ( apply ( f i t . l a s s o , 2 : 3 ,mean ) ,
c e n t e r =mu , s c a l e =F ) ˆ 2 ) / n )
var . l a s s o = rowSums ( apply ( f i t . l a s s o , 2 : 3 , var ) ) / n
mse . r i d = b i a s . r i d + var . r i d
mse . l a s s o = b i a s . l a s s o + var . l a s s o
par ( mfrow=c ( 1 , 2 ) )
par ( mar=c ( 4 . 5 , 4 . 5 , 0 . 5 , 0 . 5 ) )
p l o t ( lam , mse . r i d , t y p e =” l ” , y l im =c ( 0 , 1 . 2 ) , x l im =c ( 0 , 2 ) ,
x l a b = expre s s i on ( pas t e ( lambda ) ) , y l a b =” ” , lwd =3 , cex . l a b =2)
l i n e s ( lam , b i a s . r i d , c o l=” f i r e b r i c k 2 ” , lwd =2)
l i n e s ( lam , var . r i d , c o l=” d a r k o l i v e g r e e n 4 ” , lwd =2)
34
po in t s ( lam [ mse . r i d ==min ( mse . r i d ) ] , min ( mse . r i d ) , lwd =3 ,
cex =2 , pch =4)
l egend ( ” t o p l e f t ” , l t y =c ( 1 , 1 , 1 ) , lwd =2 , cex = 1 . 3 ,
l egend= expre s s i on (MSE, pas t e ( Nihe∗∗ 2 ) , D i s p e r s i o o n ) ,
c o l=c ( ” b l a c k ” , ” f i r e b r i c k 2 ” , ” d a r k o l i v e g r e e n 4 ” ) )
par ( mar=c ( 4 . 5 , 4 . 5 , 0 . 5 , 0 . 5 ) )
p l o t ( lam , mse . l a s s o , t y p e =” l ” , y l im =c ( 0 , 1 . 2 ) ,
x l a b = expre s s i on ( pas t e ( lambda ) ) ,
y l a b =” ” , lwd =3 , x l im =c ( 0 , 0 . 2 ) , cex . l a b =2)
l i n e s ( lam , b i a s . l a s s o , c o l=” f i r e b r i c k 2 ” , lwd =2)
l i n e s ( lam , var . l a s s o , c o l=” d a r k o l i v e g r e e n 4 ” , lwd =2)
po in t s ( lam [ mse . l a s s o ==min ( mse . l a s s o ) ] , min ( mse . l a s s o ) ,
lwd =3 , cex =2 , pch =4)
l egend ( ” t o p l e f t ” , l t y =c ( 1 , 1 , 1 ) , lwd =2 , cex = 1 . 3 ,
l egend= expre s s i on (MSE, pas t e ( Nihe∗∗ 2 ) , D i s p e r s i o o n ) ,
c o l=c ( ” b l a c k ” , ” f i r e b r i c k 2 ” , ” d a r k o l i v e g r e e n 4 ” ) )
#muugiskoor
l i b r a r y ( r e a d x l )
l i b r a r y ( dismo )
a n d m e s t i k<−read e x c e l (
”C : / Users / p e r t t / Documents / myygiskoor d a t a s e t no reg . x l s x ” ,
s h e e t =” m u d e l i k s ” )
v ee ru d<−c ( 3 , 4 , 7 , 8 , 1 2 , 1 6 , 1 9 , 2 2 , 2 3 , 2 4 , 2 5 , 2 6 , 3 0 , 3 1 , 3 2 , 3 5 , 3 6 , 5 4 )
andmed<−a n d m e s t i k [ , ve e r u d ] ; andmed [ , 5 ]<−andmed [ , 5 ] / 1000
andmed [ , 1 6 ]<−andmed [ , 1 6 ] / 1000
andmed<−as . data . frame ( andmed )
andmed . mt rks<−as . matrix ( andmed [ ,− nco l ( andmed ) ] )
y<−andmed [ , nco l ( andmed ) ]
# jagan andmes t i ku t r e e n i n g− j a t e s t a n dm e s t i k u k s
s e t . s e ed ( 4 5 4 5 8 8 )
t r e e n i n g<−sample ( 1 : nrow ( andmed ) , nrow ( andmed ) / 4∗ 3)
t e s t =(− t r e e n i n g )
lam=c ( 0 , 1 0 ∗∗ seq (−5 ,3 , l eng th =100) )
par ( mfrow=c ( 1 , 2 ) )
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#KANTREGRESSIOON
rv . k a n t<−cv . g lmne t ( andmed . mt rks [ t r e e n i n g , ] , y [ t r e e n i n g ] ,
a l p h a =0 , lambda=lam , f ami ly=” b i n o m i a l ” ,
t y p e . measure = ” d e v i a n c e ” )
p l o t ( l og ( rv . k a n t $ lambda ) , rv . k a n t $cvm , t y p e =” p ” , pch =16 ,
y l im =c (min ( rv . k a n t $ c v l o ) ,max ( rv . k a n t $ cvup ) ) , c o l=” red3 ” ,
x l a b = expre s s i on ( pas t e ( l og ( lambda ) ) ) ,
y l a b =” Halbimus / n ” , x l im =c (−10 ,2 ) )
segments ( x0= l og ( rv . k a n t $ lambda ) ,
y0= rv . k a n t $ cv lo , y1= rv . k a n t $cvup , c o l=” gray75 ” )
po in t s ( l og ( rv . k a n t $ lambda ) , rv . k a n t $cvm , pch =16 ,
y l im =c (min ( rv . k a n t $ c v l o ) ,max ( rv . k a n t $ cvup ) ) , c o l=” red3 ” )
ab l i n e ( v= l og ( rv . k a n t $ lambda . min ) , l t y =3 )
lam . k a n t<−rv . k a n t $ lambda . min
# kan t r e g mude l id
k a n t . mude l id<−g lmne t ( andmed . mt rks [ t r e e n i n g , ] , y [ t r e e n i n g ] ,
a l p h a =0 , lambda=lam , f ami ly=” b i n o m i a l ” )
p l o t ( k a n t . mudel id , xva r =” lambda ” , l a b e l =TRUE,
x l a b = expre s s i on ( pas t e ( l og ( lambda ) ) ) ,
y l a b =” R e g r e s i o o n i k o r d a j a t e h innangud ” ,
c o l=c ( ” g o l d e n r o d 3 ” , ” ye l low3 ” , ” maroon3 ” , ” b l a c k ” ,
” g rey ” , ” c a d e t b l u e 4 ” , ” c o r a l 2 ” , ” d o d g e r b l u e 2 ” , ” b i s q u e 3 ” ,
” d a r k o l i v e g r e e n 4 ” , ” da rksa lmon ” , ” d a r k s e a g r e e n 4 ” ,
” d a r k o r c h i d ” , ” wheat3 ” , ” s i e n n a 1 ” , ” s l a t e b l u e 4 ” , ” v i o l e t r e d 2 ” ) )
ab l i n e ( v= l og ( lam . k a n t ) , l t y =3)
# l e i a n parima lambda k o r r a l ha lb imuse
# t r e e n i n g−j a t e s t a n dm e s t i k u l
t r . k a n t . d<−c a l c . dev iance ( y [ t r e e n i n g ] , pr ed i c t ( k a n t . mudel id ,
s=lam . kant , t y p e =” r e s p o n s e ” , newx=andmed . mt rks [ t r e e n i n g , ] ) ,
c a l c .mean=FALSE)
t e s t . k a n t . d<−c a l c . dev iance ( y [ t e s t ] , pr ed i c t ( k a n t . mudel id ,
s=lam . kant , t y p e =” r e s p o n s e ” ,
newx=andmed . mt rks [ t e s t , ] ) , c a l c .mean=FALSE)
#LASSOREGRESSIOON
# r i s t v a l i d e e r i m i n e , parima lambda l e i dm i s e k s ha lb imuse p o h j a l
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rv . l a s s o<−cv . g lmne t ( andmed . mt rks [ t r e e n i n g , ] , y [ t r e e n i n g ] ,
a l p h a =1 , lambda=lam , f ami ly=” b i n o m i a l ” ,
t y p e . measure = ” d e v i a n c e ” )
p l o t ( l og ( rv . l a s s o $ lambda ) , rv . l a s s o $cvm ,
y l im =c (min ( rv . l a s s o $ c v l o ) , max ( rv . l a s s o $ cvup ) ) ,
t y p e =” p ” , pch =16 , c o l=” red3 ” ,
x l a b = expre s s i on ( pas t e ( l og ( lambda ) ) ) ,
y l a b =” Halbimus / n ” , x l im =c (−10 ,−2))
segments ( x0= l og ( rv . l a s s o $ lambda ) ,
y0= rv . l a s s o $ cv lo , y1= rv . l a s s o $cvup , c o l=” gray75 ” )
po in t s ( l og ( rv . l a s s o $ lambda ) , rv . l a s s o $cvm , pch =16 ,
y l im =c (min ( rv . l a s s o $ c v l o ) , max ( rv . l a s s o $ cvup ) ) , c o l=” red3 ” )
ab l i n e ( v= l og ( rv . l a s s o $ lambda . min ) , l t y =3 )
lam . l a s s o<−rv . l a s s o $ lambda . min
# l a s s o r e g mude l id
l a s s o . mude l id<−g lmne t ( andmed . mt rks [ t r e e n i n g , ] , y [ t r e e n i n g ] ,
a l p h a =1 , lambda =lam , f ami ly=” b i n o m i a l ” , t h r e s h =1e−12)
p l o t ( l a s s o . mudel id , xva r =” lambda ” , l a b e l =TRUE, x l im =c (−10 ,0) ,
x l a b = expre s s i on ( pas t e ( l og ( lambda ) ) ) ,
y l a b =” R e g r e s i o o n i k o r d a j a t e h innangud ” ,
c o l=c ( ” g o l d e n r o d 3 ” , ” ye l low3 ” , ” maroon3 ” , ” b l a c k ” ,
” g rey ” , ” c a d e t b l u e 4 ” , ” c o r a l 2 ” , ” d o d g e r b l u e 2 ” ,
” b i s q u e 3 ” , ” d a r k o l i v e g r e e n 4 ” , ” da rksa lmon ” ,
” d a r k s e a g r e e n 4 ” , ” d a r k o r c h i d ” , ” wheat3 ” , ” s i e n n a 1 ” ,
” s l a t e b l u e 4 ” , ” v i o l e t r e d 2 ” ) )
ab l i n e ( v= l og ( lam . l a s s o ) , l t y =3)
# l e i a n parima lambda k o r r a l ha lb imuse
# t r e e n i n g−j a t e s t a n dm e s t i k u l
t r . l a s s o . d<−c a l c . dev iance ( y [ t r e e n i n g ] , pr ed i c t ( l a s s o . mudel id ,
s=lam . l a s s o , t y p e =” r e s p o n s e ” , newx=andmed . mt rks [ t r e e n i n g , ] ) ,
c a l c .mean=FALSE)
t e s t . l a s s o . d<−c a l c . dev iance ( y [ t e s t ] , pr ed i c t ( l a s s o . mudel id ,
s=lam . l a s s o , t y p e =” r e s p o n s e ” , newx=andmed . mt rks [ t e s t , ] ) ,
c a l c .mean=FALSE)
# l e i a n ha lb imuse t e s t a n dm e s t i k u l , k u i lambda=0
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# (VRM, vahe t po le , kas ka su t an l a s so− v k an t r e g mud e l i t )
t e s t . l i n . d<−c a l c . dev iance ( y [ t e s t ] , pr ed i c t ( l a s s o . mudel id , s =0 ,
t y p e =” r e s p o n s e ” , newx=andmed . mt rks [ t e s t , ] ) , c a l c .mean=FALSE)
t e s t . k a n t . d ; t e s t . l a s s o . d ; t e s t . l i n . d
# l o p l i k mudel k o i g i andmete p e a l t
rv . k a n t . k<−cv . g lmne t ( andmed . mtrks , y , a l p h a =0 , lambda=lam ,
f ami ly=” b i n o m i a l ” , t y p e . measure = ” d e v i a n c e ” )
rv . l a s s o . k<−cv . g lmne t ( andmed . mtrks , y , a l p h a =1 , lambda=lam ,
f ami ly=” b i n o m i a l ” , t y p e . measure = ” d e v i a n c e ” )
lam . k a n t . k<−rv . k a n t . k$ lambda . min
lam . l a s s o . k<−rv . l a s s o . k$ lambda . min
s d s<−apply ( andmed . mtrks , 2 , sd ) ∗ sqr t ( ( n−1) / n )
nrm . andmed<−s c a l e ( andmed . mtrks , c e n t e r =TRUE, s c a l e =FALSE)
nrm . andmed<−t ( t ( nrm . andmed ) / s d s )
k a n t . mudel<−g lmne t ( andmed . mtrks , y , a l p h a =0 ,
lambda =lam . k a n t . k , f ami ly=” b i n o m i a l ” , t h r e s h =1e−12)
l a s s o . mudel<−g lmne t ( andmed . mtrks , y , a l p h a =1 ,
lambda=lam . l a s s o . k , f ami ly=” b i n o m i a l ” , t h r e s h =1e−12)
sd . k a n t . mudel<−g lmne t ( nrm . andmed , y , a l p h a =0 ,
lambda=lam . k a n t . k , f ami ly=” b i n o m i a l ” , t h r e s h =1e−12 ,
s t a n d a r d i z e = F )
sd . l a s s o . mudel<−g lmne t ( nrm . andmed , y , a l p h a =1 ,
lambda =lam . l a s s o . k , f ami ly=” b i n o m i a l ” ,
t h r e s h =1e−12 , s t a n d a r d i z e = F )
round ( coe f ( sd . k a n t . mudel ) , 3 )
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