Abstract-This paper considers the problem of minimizing the time average of a stochastic process subject to time average constraints on other processes. A canonical example is minimizing average power in a data network subject to multi-user throughput constraints. Another example is a (static) convex program. Under a Slater condition, the drift-plus-penalty algorithm is known to provide an O(ǫ) approximation to optimality with a convergence time of O(1/ǫ 2 ). This paper proves the same result with a simpler technique and in a more general context that does not require the Slater condition. This paper also emphasizes application to basic convex programs, linear programs, and distributed optimization problems.
I. INTRODUCTION
Fix K as a positive integer. Consider a discrete time system that operates over time slots t ∈ {0, 1, 2, . . .}. Every slot t, the controller observes a random event ω(t). Assume that events ω(t) are elements in an abstract set Ω, and that they are independent and identically distributed (i.i.d.) over slots. The set Ω can have arbitrary (possibly uncountably infinite) cardinality. Every slot t, a system controller observes the current ω(t) and then chooses a decision vector y(t) = (y 0 (t), y 1 (t), . . . , y K (t)) within an option set Y(ω(t)) ⊆ R K+1 that possibly depends on ω(t). That is, Y(ω(t)) is the set of vector options available under the random event ω(t). The sets Y(ω(t)) are arbitrary and are only assumed to have a mild boundedness property (specified in Section II).
The goal is to minimize the expected time average of the resulting y 0 (t) process subject to time average constraints on the y k (t) processes for k ∈ {1, . . . , K}. Specifically, for integers t > 0, and for each k ∈ {0, 1, . . . , K}, define:
Let c 1 , . . . , c K be a given collection of real numbers. The goal is to solve the following stochastic optimization problem:
Minimize: lim sup t→∞ y 0 (t)
Subject to: lim sup t→∞ y k (t) ≤ c k (2) y(t) ∈ Y(ω(t)) ∀t ∈ {0, 1, 2, . . .}
Assume the problem is feasible, so that it is possible to satisfy the constraints (2)- (3) . Define y opt 0 as the infimum value of the objective (1) over all algorithms that satisfy the The author is with the Electrical Engineering department at the University of Southern California, Los Angeles, CA.
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constraints (2)- (3) . The drift-plus-penalty algorithm from [1] is known to satisfy constraints (2)-(3) and to ensure:
where ǫ > 0 is a parameter used in the algorithm. This is done by defining virtual queues Q k (t) for each constraint k ∈ {1, . . . , K} in (2):
where y k (t) acts as a virtual arrival process and c k acts as a constant virtual service rate. 1 The intuition behind (5) is that if Q k (t) is stable, the time average arrival rate must be less than or equal to the time average service rate, which implies the desired time average constraint (2) . Under an additional Slater condition, it is also known that the drift-plus-penalty algorithm provides an O(1/ǫ) bound on the time average expected size of all virtual queues: lim sup t→∞ Q k (t) ≤ O(1/ǫ) ∀k ∈ {1, . . . , K} (6) where Q k (t) is defined for t > 0 by:
More recently, it was shown that the convergence time required for the desired time averages to "kick in" is O(1/ǫ 2 ), provided that the Slater condition still holds (see Appendix C in [2] ). Specifically, an algorithm is said to produce an O(ǫ) approximation with convergence time T if for all t ≥ T one has:
A. Contributions of the current paper
The current paper focuses on the issue of convergence time. The main result is a proof that convergence time is O(1/ǫ 2 ) for general problems that have an associated Lagrange multiplier. It can be shown that a Lagrange multiplier exists whenever the Slater condition exists, but not vice-versa. Hence the proof in the current paper is more general than the prior result [2] that uses a Slater condition. To appreciate this distinction, note that a Slater condition is equivalent to assuming there exists a 1 In an actual queueing system, arrivals and service rates are always nonnegative. However, in this virtual queue, the y k (t) and c k values can possibly be negative. value δ > 0 and a decision policy under which all constraints can be satisfied with at least δ slackness:
This Slater condition is impossible in many problems of interest. For example, a problem with a time average equality constraint lim t→∞ x(t) = c can be treated using two inequality constraints of the type (2):
However, it is impossible for a Slater condition to exist with the above two inequality constraints. Indeed, that would require:
Yet, (10) implies:
where the final inequality follows from (9) . This means that c + δ ≤ c − δ, a contradiction when δ > 0.
Another contribution of the current paper is the application of this stochastic result to standard (static) convex programs and linear programs. Of course, static problems are a special case of stochastic problems. Nevertheless, this paper clearly illustrates that point, and shows that the drift-plus-penalty algorithm can be applied to convex programs and linear programs to produce an ǫ-approximation with convergence time O(1/ǫ 2 ). This was previously shown in [3] under a Slater condition. A collection of simplified example problems of distributed optimization, similar to those presented in [3] , are given to demonstrate the method.
B. Applications
The problem (1)-(3) is useful in a variety of settings, including problems of stochastic network utility maximization [4] [5] [6] and problems of minimizing average power in a network subject to queue stability [7] . Indeed, the drift-pluspenalty technique was developed in [4] [5] [6] [7] for use in these particular applications.
As an example, consider a multi-user wireless downlink problem where random data arrivals a k (t) arrive to the base station every slot t, intended for different users k ∈ {1, . . . , K}. Suppose the network controller can observe the current channel state vector S(t) = (S 1 (t), . . . , S K (t)), which specifies current conditions on the channel for each user. The controller also observes the vector of new data arrivals a(t) = (a 1 (t), . . . , a K (t)). Let ω(t) = (S(t); a(t)) be a concatenated vector with this channel and arrival information, and let Ω be the set of all possible ω(t) vectors. Let p(t) = (p 1 (t), . . . , p K (t)) be the power used for transmission, chosen within some abstract set P every slot t. Let µ k (p(t), S(t)) be a function that specifies the transmission rate on channel k under the power vector p(t) and the channel state vector S(t) [7] . Define r k (t) = µ k (p(t), S(t)). The goal is to minimize total average power expenditure subject to ensuring the average transmission rate for each channel is greater than or equal to the arrival rate:
This problem has the form (1)-(3) by defining:
and by defining Y(ω) for each ω = (S, a) ∈ Ω as the set of all (y 0 , y 1 , . . . , y K ) ∈ R K+1 such that there is a vector p ∈ P that satisfies:
In this example, the virtual queue equations (5) reduce to the following for all k ∈ {1, . . . , K}:
This "virtual queue" corresponds to an actual network queue, where a k (t) is the actual arriving data on slot t, and µ k (p(t), S(t)) is the actual transmission rate offered on slot t.
C. Prior work
The drift method for queue stability was developed in [8] [9] , which resulted in max-weight and backpressure algorithms for data networks. The drift-plus-penalty method was developed for network utility maximization problems in [4] [5] and energy optimization problems in [7] . Generalized tutorial results are in [1] [6] . The works [1] [6] prove that, under a Slater condition, the drift-plus-penalty algorithm gives an O(ǫ) approximation to optimality with an average queue size tradeoff of O(1/ǫ). Recent work in [2] shows that convergence time is O(1/ǫ 2 ) under a Slater condition. Application to convex programs are given in [3] , again under a Slater condition.
Related work in [10] derives a similar algorithm for utility maximization in a wireless downlink via a different analysis that uses Lagrange multipliers. Lagrange multiplier analysis was used in [11] to improve queue bounds to O(log(1/ǫ)) in certain piecewise linear cases. Work in [12] demonstrates near-optimal convergence time of O(log(1/ǫ)/ǫ) for one-link problems with piecewise linearity. Improved convergence time bounds of O(1/ǫ) are recently shown in [13] for deterministic problems with piecewise linearity assumptions. Work in [14] considers the special case of a deterministic convex program with linear constraints, and uses a different method for obtaining O(1/ǫ) convergence time. The work [14] 2 ) result of the current paper, those results hold only for special case systems.
The drift-plus-penalty algorithm is closely related to the dual subgradient algorithm for convex programs [15] . Related work in [16] uses a dual subgradient approach for nonstochastic problems of network scheduling for utility maximization. Network scheduling with stochastic approximation is considered in [17] . A different primal-dual approach is considered for network utility maximization in [18] 
II. ALGORITHM AND BASIC ANALYSIS
This section presents the basic results needed from [1] .
A. Boundedness assumption
Assume there are non-negative constants h 0 , h 1 , . . . , h K such that under any policy for making decisions and for any given slot t, the first moment of y 0 (t) and the second moments of y k (t) for k ∈ {1, . . . , K} satisfy:
That is, the first moment of y 0 (t) is uniformly bounded for all t, and the second moments of y k (t) for k ∈ {1, . . . , K} are also uniformly bounded. These boundedness conditions (12)-(13) are satisfied, for example, whenever there is a bounded set Y ⊆ R K+1 such that Y(ω) ⊆ Y for all ω ∈ Ω. It can also hold when y k (t) is not necessarily bounded. This is useful in the wireless downlink example with y k (t) = a k (t) − µ k (p(t), S(t)), as defined by (11) . Suppose that µ k (·) always takes values in the bounded interval [0, r max ] for some real number r max > 0. In this case, y k (t) satisfies (13) whenever E a k (t) 2 is finite. However, particular values of y k (t) can be arbitrarily large if the arrivals a k (t) can be arbitrarily large. For example, if a k (t) is a Poisson process, it can take arbitrarily large values but has a finite second moment.
B. Compactness assumption
Assume that for all ω ∈ Ω, the set Y(ω) is a compact subset of R K+1 (recall that a subset is compact if it is closed and bounded). This compactness assumption is not crucial to the analysis, but it simplifies exposition.
2 Indeed, such compactness ensures that, given any ω ∈ Ω, there is always an optimal solution to problems of the following type:
Minimize:
where w 0 , . . . , w K are a given set of real numbers. The driftplus-penalty algorithm will be shown to make decisions every slot t according to such a minimization.
The sets Y(ω(t)) are not required to have any additional structure beyond the boundedness and compactness assumptions specified in Sections II-A and II-B. In particular, the sets Y(ω(t)) might be finite, infinite, convex, or non-convex.
C. The set R of all average vectors
Recall that random events ω(t) are i.i.d. over slots. The distribution for ω(t) is possibly unknown. Imagine observing ω(t) and randomly choosing vector y(t) in the set Y(ω(t)) according to a distribution that depends on ω(t). The expectation vector E [y(t)] is with respect to the randomness of ω(t) and the conditional randomness of y(t) given ω(t). Define R as the set of all expectation vectors E [y(t)] = E [(y 0 (t), . . . , y K (t))] that can be achieved, considering all ω ∈ Ω and all possible conditional distributions over the set Y(ω) given that ω(t) = ω. A probabilistic mixture of two randomized choices is again a randomized choice, and so the set R is a convex subset of R K+1 . The boundedness assumptions (12)- (13) further imply that R is bounded.
Every slot τ ∈ {0, 1, 2, . . .}, a general algorithm chooses y(τ ) as a (possibly random) vector in the set Y(ω(τ )) (with distribution that possibly depends on the observed history), and so E [y(τ )] ∈ R for all slots τ . Fix t > 0. It follows that y(t) =
is a convex combination of vectors in R, and so it is also in R (since R is a convex set). That is:
D. Optimality Define R as the closure of R. Since R is a bounded and convex subset of R K+1 , the set R is a compact and convex subset of R K+1 . Consider the problem:
In [1] it is shown that the above problem (15)- (17) is feasible if and only if the original stochastic optimization problem (1)- (3) is feasible. Further, assuming feasibility, the problems (15)- (17) and (1)- (3) have the same optimal objective value y opt 0 . Throughout this paper it is assumed that problem (1)- (3) is feasible, and hence problem (15)- (17) is feasible. Let (y opt 0 , y opt 1 , . . . , y opt K ) be an optimal solution to (15)- (17) . Such an optimal solution exists because the problem (15)- (17) is feasible and the set R is compact. This optimal solution must satisfy the constraints of problem (15)- (17), and so:
E. Lyapunov optimization Define Q(t) = (Q 1 (t), . . . , Q K (t)) as the vector of queue backlogs. The squared norm of the backlog vector is:
The drift-plus-penalty algorithm observes the current vector Q(t) and random event ω(t) every slot t, and then makes a decision y(t) ∈ Y(ω(t)) to greedily minimize a bound on the drift-pluspenalty expression:
where V is a positive weight that affects a performance tradeoff. Setting V = 1/ǫ results in an O(ǫ) approximation to optimality [1] . This fact is reviewed in the remainder of this section, as several of the key results are needed in the new convergence analysis of Section III.
To bound ∆(t), fix k ∈ {1, . . . , K}, square the queue equation (5), and use the fact that max[z, 0] 2 ≤ z 2 to obtain:
Summing the above over k ∈ {1, . . . , K} and dividing by 2 gives:
where B(t) is defined:
Adding V y 0 (t) to both sides gives the following bound:
Every slot t, the drift-plus-penalty algorithm observes Q(t), ω(t) and chooses (y 0 (t), y 1 (t), . . . , y K (t)) in the set Y(ω(t)) to minimize the last two terms on the right-hand-side of (20) .
F. Drift-plus-penalty algorithm
Initialize Q k (0) = 0 for all k ∈ {1, . . . , K}. Perform the following steps every slot t ∈ {0, 1, 2, . . .}:
• Observe Q(t) = (Q 1 (t), . . . , Q K (t)) and ω(t), and choose (y 0 (t), . . . , y K (t)) ∈ Y(ω(t)) to minimize:
• Update queues Q k (t) for k ∈ {1, . . . , K} via:
A key feature of this algorithm is that it reacts to the observed state ω(t), and does not require knowledge of the probability distribution associated with ω(t). Notice that once the queue vector Q(t) is observed on slot t, its components act as known weights in the minimization of (21) . Hence, this minimization indeed has the form specified in Section II-B. Specifically, every slot a vector y(t) ∈ Y(ω(t)) is chosen to minimize a linear function of the components y 0 (t), y 1 (t), . . . , y K (t). Complexity of this decision depends on the structure of the sets Y(ω(t)). If these sets consist of a finite and small number of points, the decision amounts to testing each option and choosing the one with the least weighted sum. The decision can be complex if the sets Y(ω(t)) consist of a finite but large number of points, or if these sets are infinite but non-convex.
For simplicity, it is assumed throughout that y(t) is chosen to exactly minimize the expression (21) (this is possible via the compactness assumption of Section II-B). Similar analytical results can be obtained under the weaker assumption that y(t) comes within an additive constant of minimizing (21), called a C-additive approximation (see [1] ).
G. Constraint satisfaction via queue stability
The queue backlog gives a simple bound on constraint violation. Indeed, for all slots τ ∈ {0, 1, 2, . . .} one has from (22) and the fact that max[z, 0] ≥ z:
Summing over τ ∈ {0, 1, . . . , t − 1} for some integer t > 0 gives:
Dividing by t and using the fact that Q k (0) = 0 gives:
Taking expectations gives:
Rearranging terms gives the desired constraint violation bound:
It follows that the desired constraints (2) hold if all queues k ∈ {1, . . . , K} satisfy:
A queue that satisfies (24) is said to be mean rate stable [1] .
H. Objective function analysis
Fix τ ∈ {0, 1, 2, . . .}. Because the drift-plus-penalty decision minimizes the last two terms on the right-hand-side of the drift-plus-penalty bound (20) , one has:
for all vectors (y * 0 (τ ), . . . , y * K (τ )) ∈ Y(ω(τ )), including vectors that are chosen randomly over Y(ω(τ )). Fix a vector (y * 0 , . . . , y * K ) ∈ R. Let y * (τ ) = (y * 0 (τ ), . . . , y * K (τ )) be chosen as a random function of ω(t) according to a conditional distribution that yields expectation E [y * (τ )] = (y * 0 , . . . , y * K ), but with conditional decisions that are independent of history. Since ω(τ ) is itself independent of history, it follows that for all k ∈ {1, . . . , K}, y k (τ ) is independent of Q k (τ ), and:
Taking expectations of (25) (assuming y * (τ ) is this randomized policy) and substituting (26) gives:
Let B ≥ 0 be a finite constant that satisfies the following for all slots τ :
Such a constant B exists by the second moment boundedness assumption (13) . Substituting B into (27) gives:
The above inequality holds for all (y * 0 , . . . , y * K ) ∈ R. Take a limit as (y * 0 , . . . , y * K ) approaches the point (y opt 0 , . . . , y opt K ) ∈ R to obtain:
Substituting (18) into the right-hand-side of the above inequality gives:
The inequality (29) holds for all slots τ ∈ {0, 1, 2, . . .}. Fix t > 0. Summing (29) over τ ∈ {0, 1, . . . , t − 1} gives:
Dividing by t and using the fact that E [L(0)] = 0 gives:
Dividing by V and using E [L(t)] ≥ 0 gives:
That is, (31) ensures that for all slots t > 0, the time average expectation y 0 (t) is at most O(1/V ) larger than the optimal objective function value y 
III. CONVERGENCE TIME ANALYSIS

A. Lagrange multipliers
Assume the problem (15)- (17) is feasible. Since this problem is convex, a hyperplane in R K+1 exists that passes through the point (y opt 0 , c 1 , . . . , c K ) and that contains the set R on one side [15] . Specifically, there are non-negative values γ 0 , γ 1 , . . . , γ K such that:
The hyperplane is said to be non-vertical if γ 0 = 0 [15] . If the hyperplane is non-vertical, one can divide the above inequality by γ 0 , define µ k = γ k /γ 0 for all k ∈ {1, . . . , K}, and conclude:
The non-negative vector (µ 1 , . . . , µ K ) in (32) is called a Lagrange multiplier vector. A Lagrange multiplier vector that satisfies (32) exists whenever the separating hyperplane is nonvertical. It can be shown that the separating hyperplane is nonvertical whenever a Slater condition holds. Such a non-vertical hyperplane also exists in more general situations without a Slater condition (see "regularity conditions" specified in [15] ). Thus, the assumption that a Lagrange multiplier vector exists is a mild assumption.
B. Bounding the violations
Assume a (non-negative) Lagrange multiplier vector (µ 1 , . . . , µ K ) exists so that (32) holds. Fix t > 0. Recall that (14) ensures y(t) = (y 0 (t), . . . , y K (t)) ∈ R. Since R ⊆ R, by (32) one has:
Rearranging the above gives:
where the final inequality holds by (23).
On the other hand, one has by (30):
where (34) is obtained by substituting (33), and (35) is due to the fact that the dot product of two vectors is less than or equal to the product of their norms. Substituting the definition L(t) = 1 2 ||Q(t)|| 2 in the left-hand-side of (35) gives:
Therefore:
. Then:
The largest value of x that satisfies (36) is equal to the largest root of the quadratic equation x 2 + bx + c = 0, and so:
Therefore, for all t > 0 one has:
It follows from (23) that for all k ∈ {1, . . . , K} the constraint violations satisfy:
This leads to the following theorem. Theorem 1: Fix ǫ > 0 and define V = 1/ǫ. If the problem (1)- (3) is feasible and the Lagrange multiplier assumption (32) holds, then for all t ≥ 1/ǫ 2 one has:
and so the drift-plus-penalty algorithm with V = 1/ǫ provides an O(ǫ) approximation with convergence time O(1/ǫ 2 ).
Proof: Inequality (38) holds from (31) and the fact that B/V = Bǫ = O(ǫ). Inequality (39) holds from (37) and the fact that:
IV. EQUALITY CONSTRAINTS
A similar analysis can be used to treat problems with explicit equality constraints. Specifically, consider choosing a vector h(t) = (y 0 (t), y 1 (t), . . . , y K (t), w 1 (t), . . . , w M (t)) in a set H(ω(t)) to solve:
Subject to: lim sup t→∞ y k (t) ≤ c k ∀k ∈ {1, . . . , K} (41)
where c 1 , . . . , c K and d 1 , . . . , d M are given real numbers. One approach is to change each inequality constraint (42) into two inequality constraints:
This would involve two virtual queues for each i ∈ {1, . . . , M }. A notationally easier method is to simply change the structure of the virtual queue for equality constraints i ∈ {1, . . . , M } as follows [1] :
The inequality constraints (41) have the same virtual queues from before:
The resulting algorithm is as follows: Initialize Z i (0) = Q k (0) = 0 for all i ∈ {1, . . . , M } and k ∈ {1, . . . , K}. Every slot t ∈ {0, 1, 2, . . .} do:
• Observe Q 1 (t), . . . , Q K (t) and Z 1 (t), . . . , Z M (t) and ω(t) and choose h(t) ∈ H(ω(t)) to minimize:
• Update Q k (t) for k ∈ {1, . . . , K} and Z i (t) for i ∈ {1, . . . , M } via (45) and (44).
The analysis of this scenario with equality constraints is similar and is omitted for brevity (see [1] ).
V. CONVEX PROGRAMS
Fix N as a positive integer. Consider the problem of finding a vector x = (x 1 , . . . , x N ) ∈ R N to solve:
where X is a convex and compact subset of R N , functions f (x), g 1 (x), . . . , g K (x) are continuous and convex functions over x ∈ X , and c 1 , . . . , c K are given real numbers. The problem (46)-(48) is a convex program. Assume the problem is feasible, so that there exists a vector that satisfies the constraints (47)-(48). The compactness and continuity assumptions ensure there is an optimal solution x * ∈ X that solves the problem (46)-(48). Define f * = f (x * ) as the optimal objective function value.
This convex program is equivalent to a problem of the form (1)- (3), and hence can be solved by the drift-pluspenalty method [3] . To see this, define Y as the set of all (y 0 , y 1 , . . . , y K ) vectors in R K+1 such that there exists a vector x ∈ X that satisfies:
Consider a system defined over slots t ∈ {0, 1, 2, . . .}. Every slot t, a controller chooses a vector x(t) = (x 1 (t), . . . , x N (t)) in the (deterministic) set X . Define:
The goal is to choose x(t) over slots to solve:
lim sup t→∞ y 0 (t)
Subject to: lim sup t→∞ y k (t) ≤ c k ∀k ∈ {1, . . . , K} (50) x(t) ∈ X ∀t ∈ {0, 1, 2, . . .} (51)
is a random or deterministic process that satisfies x(t) ∈ X for all t, then: a) For all t > 0, one has
τ =0 x(τ ) ∈ X , and:
b) For all t > 0, x(t) ∈ X , and:
. . , K} Proof: Part (a) follows immediately from convexity of X and Jensen's inequality on the convex functions f (x) and g k (x). Part (b) follows by taking expectations of the inequalities in part (a) and again using Jensen's inequality. Formally, it also uses the fact that if X is a random vector that takes values in a convex set X , and if E [X] is finite, then
Lemma 2: If x * is an optimal solution to the convex program (46)- (48), then x(t) = x * for all t ∈ {0, 1, 2, . . .} is an optimal solution to (49)-(51). Further, the optimal objective function value in both problems (46)- (48) and (49)- (51) is f * . Proof: Recall that f * is defined as the optimal objective function value for (46)-(48). Let x * be an optimal solution to (46)-(48), so that x * ∈ X , g k (x * ) ≤ c k for all k ∈ {1, . . . , K}, and f (x * ) = f * . Define x(t) = x * for all t. Then (51) clearly holds. Further, for all t > 0 one has:
and so the constraints (50) hold. Similarly, y 0 (t) = f (x * ) = f * for all t. Thus, x(t) satisfies the constraints of problem (49)- (51) and gives an objective function value of f * . It follows that f * ≥ y * 0 , where y * 0 is defined as the infimum objective function value over all x(t) functions that meet the constraints of problem (49)-(51).
It remains to show that f * ≤ y * 0 (so that f * = y * 0 ). To this end, let x(t) be any (possibly random) process that satisfies the constraints of problem (49)-(51). Since x(t) ∈ X for all t, it follows that x(t) ∈ X for all t. Since X is compact, the Bolzano-Wierstrass theorem implies there is a subsequence of times t m that increase to infinity such that:
for some fixed vectorx = (x 1 , . . . ,x N ) ∈ X . Furthermore, Jensen's inequality (specifically, Lemma 1b) implies that for any time t m > 0:
Therefore, by continuity of g k (x):
≤ lim sup
where (55) holds by (52), (56) holds by (54), and (57) holds because (50) is satisfied. Thus,x satisfies the constraints of problem (46)-(48). It follows that f (x) ≥ f * , and so:
where (58) holds by (52) and continuity of f (x), and (59) holds by (53). Thus:
This says that f * is less than or equal to the objective function value for any random process x(t) that satisfies the constraints of problem (49)-(51). It follows that f * ≤ y * 0 .
A. Drift-plus-penalty for convex programs
The drift-plus-penalty algorithm to solve (49)-(51) defines virtual queues Q k (t) for k ∈ {1, . . . , K} by:
Since y k (t) = g k (x(t)), this is equivalent to:
The queues are initialized to zero. Then every slot t ∈ {0, 1, 2, . . .}:
• Observe (Q 1 (t), . . . , Q K (t)) and choose x(t) ∈ X to minimize:
• Update Q k (t) via (60) for each k ∈ {1, . . . , K}. Fix ǫ > 0. The next subsection shows that by defining V = 1/ǫ, the average of values
τ =0 x(τ ) obtained from the above algorithm converges to an O(ǫ) approximation of (46)-(48) with convergence time O(1/ǫ 2 ). The above driftplus-penalty algorithm in this special case of a (deterministic) convex program is similar to the basic dual subgradient algorithm with step size 1/V (see, for example, [15] ). However, a traditional analysis of the dual subgradient algorithm relies on strict convexity assumptions to ensure that the primal values x(t) converge to a O(ǫ)-approximation of a (unique) optimal solution x * . The above requires only convexity (not strict convexity), and so there may be more than one optimal solution to (46)-(48). It then takes a time average of the primals to obtain an O(ǫ)-approximation.
B. Convex progam performance
There is no random event process ω(t) for this convex programming problem, and so the drift-plus-penalty algorithm makes purely deterministic decisions to minimize (61) every slot t. Indeed, assume that if there are ties in the decision (61), the tie is broken using some deterministic method. The resulting sequence {x(t)} ∞ t=0 is deterministic. It follows that all expectations in the analysis of the previous section can be removed. 3 Thus, for all t > 0:
For this convex programming problem, the Lagrange multiplier condition (32) reduces to the existence of a vector (µ 1 , . . . , µ K ) with non-negative components such that:
Fix ǫ > 0. It follows by Theorem 1 that if the problem is feasible and has a Lagrange multiplier vector, then the driftplus-penalty method with V = 1/ǫ yields the following for all t ≥ 1/ǫ 2 :
On the other hand, it is clear by Lemma 1 (Jensen's inequality) that for all t > 0:
f (x(t)) ≤ y 0 (t) g k (x(t)) ≤ y k (t) ∀k ∈ {1, . . . , K}
and hence x(t) ∈ X for all t > 0, and:
f (x(t)) ≤ f * + O(ǫ) g k (x(t)) ≤ c k + O(ǫ) ∀k ∈ {1, . . . , K} Thus, the drift-plus-penalty algorithm produces an O(ǫ) approximation to the convex program with convergence time O(1/ǫ 2 ).
C. Application to linear programs
Consider the special case of a linear program, so that the f (x) and g k (x) functions are linear and the set X is replaced by a hyper-rectangle: Minimize:
a ki x i ≤ c k ∀k ∈ {1, . . . , K} x i,min ≤ x i ≤ x i,max ∀i ∈ {1, . . . , N } where x i,min , x i,max , b i , a ki , and c k are given real numbers for all i ∈ {1, . . . , N } and k ∈ {1, . . . , K}. It is assumed that x i,min < x i,max for all i ∈ {1, . . . , N }. This fits the form of the convex program (46)-(48) via:
a ki x i X = {x ∈ R N |x i,min ≤ x i ≤ x i,max ∀i ∈ {1, . . . , N }}
The resulting drift-plus-penalty algorithm defines virtual queues:
The queues are initialized to 0. Then every slot t ∈ {0, 1, 2, . . .}, a vector x(t) ∈ X is chosen to minimize:
This results in the following simple and separable optimization over each variable x i (t). Every slot t ∈ {0, 1, 2, . . .}:
• Observe Q 1 (t), . . . , Q K (t). For each i ∈ {1, . . . , N } choose:
• Update Q k (t) for k ∈ {1, . . . , K} via (62).
• Update x(t) via x(t + 1) = x(t) t+1 . This algorithm always chooses x i (t) within the 2-element set {x i,min , x i,max }. Thus, the x(t) vectors themselves cannot converge to an approximate solution if the resulting solution is not a corner point on the hyper-rectangle X (for example, optimality might require x * 1 = (x 1,min +x 1,max )/2). However, Theorem 1 ensures the time averages x(t) converge to an O(ǫ)-approximation with convergence time O(1/ǫ 2 ).
