With the advent of new molecular marker technologies, it is now feasible to initiate genome projects for outcrossing plant species, which have not received much attention in genetic research, despite their great agricultural and environmental value. Because outcrossing species typically have heterogeneous genomes, data structure for molecular markers representing an entire genome is complex: some markers may have more alleles than others, some markers are codominant whereas others are dominant, and some markers are heterozygous in one parent but fixed in the other parent whereas the opposite can be true for other markers. A major difficulty in analyzing these different types of marker at the same time arises from uncertainty about parental linkage phases over markers. In this paper, we present a general maximumlikelihood-based algorithm for simultaneously estimating linkage and linkage phases for a mixed set of different marker types containing fully informative markers (segregating 1:1:1:1) and partially informative markers (or missing markers, segregating 1:2:1, 3:1, and 1:1) in a full-sib family derived from two outbred parent plants. The characterization of linkage phases is based on the posterior probability distribution of the assignment of alternative alleles at given markers to two homologous chromosomes of each parent, conditional on the observed phenotypes of the markers. Two-and multi-point analyses are performed to estimate the recombination fraction and determine the most likely linkage phase between different types of markers. A numerical example is presented to demonstrate the statistical properties of the model for characterizing the linkage phase between markers. 
INTRODUCTION
A number of genome projects have been launched worldwide for agronomic crops in which homozygous inbred lines are available. These projects have been instrumental in unraveling genetic variation in economically important traits in crop species (Tanksley, 1993; Frary et al., 2000; Paterson et al., 2000) . There is, however, a large group of plant species, including wild relatives of current crop cultivars and forest trees, in which inbred lines are not available. These plants are recalcitrant to genomic research because of their high genetic heterozygosity, resulting from outcrossing and long generation times (Wu et al., 2000) . For this reason, despite extensive development of high capacity methods for generating genomic data, it appears that such development is not well matched by statistical methods that can provide effective analyses of and inferences from these data.
For crop plants whose genetic composition can be homogenized via successive inbreeding, linkage analysis of molecular markers is straightforward because linkage phases over different marker loci and, thus, the distinction of recombinants and non-recombinants in progeny is known . In progeny populations (e.g., F 2 or backcross populations) derived from two inbred lines, biallelic marker systems, such as restriction fragment length polymorphism (RFLP), randomly amplified polymorphic DNA (RAPD), or amplified fragment length polymorphism (AFLP), are sufficient to characterize polymorphic variation throughout the entire genome. However, this may not be sufficient in outcrossing species in which biallelic markers characterize only a portion of their genomes. As observed in a number of molecular genetics studies, outcrossing plant populations have high but variable numbers of alleles at genetic loci (Hamrick and Godt, 1990; Weber and Wong, 1993; Pfeiffer et al., 1997) . Also, in such populations, there frequently occurs a variable allelic relationship (dominance or codominance) from locus to locus (see Xiao et al., 1995 for a discussion of this issue).
Linkage analyses in outcrossing species should make full use of molecular markers with multiple alleles or dominant alleles. Simple sequence repeats, such as microsatellites, consisting of tandemly repeated multiple copies of mono-, bi-, tri-, or tetranucleotide motifs, provide an ideal tool to characterize polymorphic variation in outcrossing populations (Olson et al., 1989) . To increase the resolution of genome characterization for a given outcrossing species, these highly polymorphic microsatellites should be combined with dominant marker systems to construct a single consensus map (Barreneche et al., 1998; Paglia et al., 1998) . Previously, two independent linkage maps for outcrossing species were constructed based on a so-called double pseudo-testcross strategy using dominant markers, each map having markers segregating in one parent but fixed in the other (Grattapaglia and Sederoff, 1994; Hemmat et al., 1994) . From a statistical perspective, the construction of linkage maps based on a mixed set of different marker types is complicated because many genetic assumptions made in traditional linkage analyses (e.g., known parental linkage phases throughout the genome) do not hold.
Methods for determining linkage phases between marker loci with a number of alleles have been proposed by Ritter et al. (1990) , Arus et al. (1994) , and Ritter and Salamini (1996) . More recently, Maliepaard et al. (1997) gave a complete classification of all possible marker genotypes or phenotypes in terms of the number and types of marker alleles and presented equations for estimating recombination fractions under particular linkage phases in both parents. They also gave the function of the LOD scores, expressed as the logarithm to base 10 of the ratio of the likelihood under the estimated recombination fraction and the likelihood under the null hypothesis of no linkage, to test whether a pair of markers is linked. The most likely linkage phase should correspond to a minimum estimate of the recombination fraction and a significant LOD score used to acclaim the existence of linkage. Using a similar principle, Ridout et al. (1998) proposed a three-point linkage analysis for markers with four different alleles between two parents, providing a statistical foundation for ordering different markers on a genetic map. A major limitation of these analyses is that linkage analysis between two or three adjacent markers is performed independently rather than based on a multi-locus linkage phase inference, which may not be effective and efficient in many situations, especially when the adjacent markers have incomplete information. An additional limitation of these analyses is that a general formula has not been derived for simultaneously estimating linkage and linkage phase for a mixed dataset of markers including all possible segregation patterns. In some cases, two criteria for characterizing a linkage phase}the minimum estimate of recombination fraction and the highest LOD score}may not be consistent, as shown in Maliepaard et al. (1997) . In this article, we develop a general statistical algorithm for simultaneous estimation of recombination fractions and linkage phase configurations over all linked markers in a full-sib family. We first derive a two-locus marker model for linkage analysis, followed by the inference of multi-locus marker relationships. A simulated example is then used to demonstrate the statistical properties of our linkage model.
IDENTIFICATION OF SEGREGATION PATTERNS

Marker Type
In a full-sib family derived from two parents of an outcrossing species, up to four marker alleles, besides a null allele, may be segregating at a single locus. Furthermore, the number of alleles may vary over loci. We assume that each of the marker alleles, symbolized by a; b; c, and d, is codominant with respect to the others but dominant to the null allele, symbolized by o. We assume that all markers undergo Mendelian segregation without distortion. Depending on how different alleles are combined in the two parents used for the cross, there exists a total of 18 possible cross types for a marker locus (Table I) . Based on both parental and offspring marker band patterns, these cross types can be classified into seven groups (see also Maliepaard et al., 1997): A. Loci that are heterozygous in both parents and segregate in a 1:1:1:1 ratio, involving either four alleles ab Â cd, three non-null alleles ab Â ac, three non-null alleles and a null allele ab Â co, or two null alleles and two non-null alleles ao Â bo; B. Loci that are heterozygous in both parents and segregate in a 1:2:1 ratio, which include three groups: B 1 . One parent has two different dominant alleles and the other has one dominant allele and one null allele, e.g., ab Â ao; B 2 . The reciprocal of B 1 ; B 3 . Both parents have the same genotype of two codominant alleles, i.e., ab Â ab; C. Loci that are heterozygous in both parents and segregate in a 3:1 ratio, i.e., ao Â ao; D. Loci that are in the testcross configuration between the parents and segregate in a 1:1 ratio, which include two groups: D 1 . Heterozygous in one parent and homozygous in the other, including three alleles ab Â cc, two alleles ab Â aa, ab Â oo and bo Â aa, and one allele (with three null alleles) ao Â oo; D 2 . The reciprocals of D 1 .
Marker types B 3 and C have the same genotypes in both parents and, therefore, are called symmetrical marker cross types. The other marker types have parent-specific marker genotypes and are called asymmetrical marker cross types.
If we denote one of the parents by P , the other parent by Q, and the two chromosomes in each parent by P 1 ; P 2 ; Q 1 and Q 2 , respectively, then, for a particular marker regardless of its marker type, there are four possible parental chromosome pairings (PCP) in the progeny, P 1 Q 1 , P 1 Q 2 , P 2 Q 1 , and P 2 Q 2 . Thus, the groups classified above can be defined in terms of the correspondence between the PCP genotypes and the observed phenotypes. Markers from group A have an exact correspondence between the PCPs and phenotypes 
The Characterization of Marker Type
For a mapping project, both the parents and progeny are usually genotyped. Based on the segregation pattern of marker band data, we can determine the cross type to which a given marker belongs and re-code the marker data accordingly (Table I) . We assume that the size of the progeny is large enough so that cross type can be determined unambiguously from observed marker genotype ratios.
Many marker types can be easily determined with no use of parental information. However, to distinguish groups D 1 vs D 2 , the marker information of the two parents is needed. If the information of the two parents is missing or incomplete for these two marker cross types, a posterior probability is calculated for the cross types, assuming equal prior probabilities for each possible cross type. If the posterior probability for a particular cross type is large (50:95), that cross type is assumed to be the true cross type.
MODEL
Labeling of Parental Chromosomes
Linkage phase describes the configuration of alleles at a pair of heterozygous loci on homologous chromosomes in a single parent. The linkage phase between any two linked markers can be determined if we know what alternative allele one of the homologous chromosomes carries for each marker in a parent. Thus, the question of determining linkage phase becomes a question of labeling parental chromosomes using the alleles at given markers. The association of the marker alleles and homologous chromosomes can be anchored by calculating the probabilities of the PCPs of a marker conditional on the state at linked markers in the full-sib family.
Consider a linkage group of m markers, M 1 ; M 2 ; . . . ; M m , with a known order. For the first marker M 1 (at the top of the group in a vertical arrangement), the parental chromosomes can be arbitrarily labeled using its alleles. Assume that the parental chromosomes for the first marker are labeled as P 1 j jP 2 and Q 1 j jQ 2 , where j j stands for two homologous chromosomes on the left and right, respectively. The linkage phase between the alleles of the first marker and the second marker (M 2 ) can be determined by assigning the alternative alleles of the second marker to a different homologous chromosome given the defined label of the first marker. It is not difficult to imagine that there are a total of four legitimate assignments (A o ; o ¼ 1; . . . ; 4) for the two parents, as illustrated below:
In each assignment, the label of the first marker is kept unchanged. An appropriate assignment (and therefore the linkage phases for both parents) can be determined by calculating its posterior probability given the data.
Anchoring Algorithm
We assume that the two parents have the same recombination fractions for the corresponding markers. Let A 2 o be the oth assignment of the alleles of the second marker M 2 given the fixed chromosomal labeling of the first marker M 1 and M ¼ ðM 1 ; M 2 Þ T be the data for the two markers. According to Bayes's theorem, the posterior probability of A 2 o given M is expressed as
where P ðA 2 o Þ is the unconditional or prior probability of A 2 " u u and is assumed to be uniform, and
Assuming that the marker data are independent among N offspring, we have
where p k is the number of distinguishable genotypes (phenotypes) in the offspring at marker M k , which is 4; 3; 3; 3; 2; 2, and 2 for marker types A; B 1 ; B 2 ; B 3 ; C; D 1 , and D 2 (Table I ), respectively; P ðM kj j ðPQÞ i k Þ is the indicator variable describing the i k th PCP phenotype of marker M k for offspring j, which is one if the phenotype of offspring j at marker M k ðM kj Þ is consistent with ðPQÞ i k , zero otherwise; and P ððPQÞ i 2 j ðP QÞ i 1 Þ is the conditional (transition) probability of the i 2 th PCP phenotype of marker M 2 given the i 1 th PCP of marker M 1 , as described above for different assignments. 
Simultaneous Estimation of Linkage and Linkage Phases
Equation (2) can be written in matrix form as
where m i k j is the p k -dimensional vector of the indicator variable P ðM kj j ðPQÞ i k Þ for marker M k ; I p k is a (4 Â p k ) incidence matrix relating the PCP genotypes to phenotypes, which can be designed for each of the four allelic assignments as To obtain the MLE for W 12 , an iterative procedure based on expectation (E) and maximization (M) algorithms can be used for parameter estimation (Dempster et al., 1977; . The general equations underlying the ft þ 1gth EM step are given as follows:
E Step. At step t, using the matrix H 
where D
12
o is a (4 Â 4) matrix with elements given above and 8 denotes an elementwise product of two matrices.
These iterative procedures are repeated between Eqs. (4) and (5) (1). The assignment corresponding to the highest posterior probability represents the most likely inference for the linkage phase between the two markers. It should be noted that there is some uncertainty in characterizing the assignments between two markers from a symmetrical cross type (B 3 or C; see Table 1 ), although such uncertainty can be removed by pairing them with a marker of non-symmetrical cross type except D 1 or D 2 (see below). When two markers of symmetrical cross type are paired, one cannot distinguish between assignments A 2 and A 3 because those two assignments have the same matrix for the transition probability at the phenotypic level (see Eq. (3)). If these two assignments have the highest probability the reasonable solution is to arbitrarily choose one of them for inclusion in the next two-point analysis with the following marker. In addition, assignments A 1 and A 2 , as well as A 3 and A 4 , are not distinguishable for the linkage analysis of marker type D 1 to any other types. The same is also true between assignments A 1 and A 3 as well as A 2 and A 4 for marker type D 2 . However, these uncertainties for marker types D 1 and D 2 do not affect our inferences because the same allele at such a marker is contained in one of the two parents. The least informative inference for linkage analysis exists between marker types D 1 and D 2 , between which recombinants cannot be identified.
After the linkage phase between the first and second markers M 1 and M 2 is determined, one should move to analyze the linkage phase between the second and third markers M 2 and M 3 based on the data of these three markers. However, if there is no interference between the marker intervals, the posterior probability of an assignment of this marker is calculated just based on the estimated PCP of the second marker according to the memoryless property of Markov chains. This chain proceeds forward across a chromosome until the last two markers. Strictly speaking, an effective application of the Markov property relies upon whether or not the assignment of the previous adjacent marker has been determined precisely. If the previous marker is a symmetrical cross type (i.e., marker groups B 3 or C), the use of this property may be frustrated due to missing information. In this case, as pointed out by Jiang and Zeng (1997) , the determination of the assignment of a given marker should include both the previous adjacent marker and the nearest fully informative marker on the left of the marker under consideration.
Joint Two-Point Analysis Based on a Hidden Markov Model
For the m markers in the linkage group, a more robust result for linkage phase and recombination fraction estimates can be expected when all these markers are considered simultaneously. By arbitrarily labeling the parental chromosomes for the first marker, one will have 4 mÀ1 combinations of the assignments for the rest of the (m À 1) markers. The most likely assignment for each of the (m À 1) markers is determined by comparing the posterior probabilities for all these combinations calculated by Assuming that the marker data are independent among N offspring and that there is no interference in recombination between the marker intervals, we have
where the indicator variables, transition probabilities, vectors and matrices are defined as above. The recombination fraction between markers M kÀ1 and M k (W ðkÀ1Þk ) can be estimated through iterative EM-algorithms similar to Eqs. (4) and (5) using the most likely allelic assignment.
Three-Point Analysis
Statistical algorithms for estimating the recombination fraction based on a two-point analysis may not be powerful, especially in the case where partially informative markers are involved. Ridout et al. (1998) demonstrated an example in which three-point analysis can detect more linkage relationships between three loci than two-point analysis.
Consider , the probability of the marker data is expressed as
where denotes the Kronecker product and the vectors and matrices are as defined for the two-point analysis. If the assignment for the three markers is
with the allelic assignment for markers M 2 and M Table II . The EM algorithm is used to obtain the MLE for the recombination fractions between the three markers. The general equations formulating the iteration of the ft þ 1gth EM step are given as follows: E Step. Calculate the expected number of recombination events associated with G 00 ðaÞ, G 01 ðbÞ, G 01 ðgÞ and G 11 ðdÞ for offspring j under a given assignment, respectively: 
where Using F to denote the matrix, g the vector on the left, and D the vector on the right, we have
The E and M steps are repeated until g 00 , g 01 , g 10 , and g 11 converge to stable values, which are the MLEs of these g's for the corresponding assignment. determined on which the three-point analysis is performed again to make new estimates for the three recombination rates. When every three adjacent markers from a linkage group are subject to three-point analysis and the marker ordering has been confirmed, we can obtain two different estimates of the recombination fraction for the same marker interval (except for the intervals at the two ends of a linkage group). The best way to combine these estimates is to take a weighted mean, with the weights being the reciprocals of the variances of the two separate estimates (Ridout et al., 1998) .
NUMERICAL EXAMPLE
We describe a hypothetical example to demonstrate the statistical procedures for calculating the posterior probability characterizing linkage phases between different markers in a full-sib family. Consider a cross of two outbred parents involving five markers on the same chromosome, with a known order M The full-sib family is assumed to include 100 progeny, which are allocated to different combinations of the 
Matrix for the number of crossovers Transition probability matrix G 00 11 
Simultaneous Estimation of Linkage and Linkage Phases
phenotypes at the five markers according to Mendelian inheritance given the recombination fraction and phase (Table III) . For this cross, there are 192 distinct offspring phenotypes.
Single Two-Point Analysis
Two-point linkage analysis is used to estimate the recombination fraction and linkage phase separately for each adjacent marker pair from the simulated marker dataset including both fully informative and partially informative markers (Table III) . The linkage phases between two adjacent markers are characterized by comparing posterior probabilities of the four different allele assignments between the homologous chromosomes of the two parents calculated using Eq. (1). Given the fixed assignment of marker M 1 , the posterior probability of the first assignment of marker M 2 is the highest (0.52), suggesting that the parental phase configurations for these two markers are
Based on the estimated allele assignment for marker M 2 , the same procedure is used to determine the posterior probability of marker M 3 and, therefore, the linkage phase between markers M 2 and M 3 . It is found that both Three-point analysis b The first and second numbers of the subscript denote the assignment of the second marker given the first marker and that of the third marker given the second marker, respectively, for the three markers considered.
the second and third assignments of marker M 3 , given M 2 , have the highest posterior probability (0.35), which cannot provide a precise result for the next assignment analysis due to incomplete information of both markers, M 2 and M 3 . We arbitrarily choose one assignment (say the third one) from these two to characterize the assignment of marker M 4 and continue the procedures until marker M 5 . It is noted that marker M 4 cannot be discriminated between its first and second assignments as well as its third and fourth assignments (Table III) . But this may not pose a problem for the subsequent quantitative trait locus analysis because these indistinguishable assignments result from the homozygous nature of this marker in one parent. Finally, from the calculated posterior probabilities (Table III) , one can conclude that the most likely parental phases for all these five markers are which does not exactly match the assumed pattern. Note, however, that the correct pattern is among the equally probable ones, had the right choices been made for each ambiguous assignment. Table III also presents estimates for the recombination rates under the most likely assignment for each marker, which are close to the values used for the simulation. But the estimation bias is higher for the two markers of symmetrical parental cross type, M 2 and M 3 , than other marker combinations. The accuracy of the estimates for the recombination rates is reasonably high, as assessed by the sampling errors estimated from the Fisher information index, i.e., minus the second derivative of the log-likelihood function (Ritter and Salamini, 1996) .
Joint Analysis
A joint test of two-point analyses via the Markov chain is further performed to examine its performance relative to separate two-point analyses as shown above and also used by other authors (Ritter et al., 1990; Ritter and Salamini, 1996; Maliepaard et al., 1997) . In this case, five markers have 4 4 ¼ 256 possible combinations of assignments from which a most likely combination is inferred based on a joint analysis. However, most of these combinations can be ignored based on the results from the separate analysis above. We keep those combinations for which the posterior probability between two adjacent markers calculated from separate tests is equal to, or greater than, 0.20. It is found from Table III that there are a total of 48 assignment combinations meeting this criterion. The posterior probabilities for the various combinations of assignments differ sharply when the joint analysis is conducted (Fig. 1) , thus suggesting that the joint analysis has greater power to characterize linkage phases. A major advantage of the joint analysis is that the ambiguity in determining the most likely assignment of marker M Estimates for the recombination rates are similar under the most likely assignment combination from the joint analysis and from the separate analyses in terms of biases and sampling errors (Table III) . This is because these estimates are independent in the different marker intervals.
Three-Point Analysis
We further carry out a three-point analysis on the same marker dataset. The first three-point analysis for markers M 1 , M 2 , and M 3 simultaneously infers the assignments of markers M 2 and M 3 by assuming a fixed assignment of marker M 1 . The second three-point analysis for markers M 2 , M 3 , and M 4 simultaneously infers the assignments of markers M 3 and M 4 based on the estimated assignment of marker M 2 . This process continues until the last marker. There are two major advantages of three-point analysis over either separate or joint two-point analyses. First, three-point analysis has much greater power to determine the linkage phases between adjacent markers, because, as indicated by Table III , its posterior probabilities differ most between the correct and alternate assignments. Second, the estimates of recombination fraction are improved, exhibiting less bias and lower standard errors estimated from the Fisher information index, under the most likely assignment for three-point analysis compared with twopoint analysis (Table III) . These desirable properties of three-point analysis may result from the inclusion of partially informative markers, e.g., M 3 , which cannot be well used in two-point analyses (see also Ridout et al., 1998) . A problem arising with three-point analysis is that there are usually two different estimates for the recombination fraction between two adjacent markers not from the two ends. In this example, three-point analysis of markers M 1 -M 2 -M 3 and M 2 -M 3 -M 4 generate two different estimates of recombination fraction W 23 . The same is true for the estimates of W 34 . The best way of combining these estimates is to take a weighted mean, with the weights being the reciprocals of the variances of the two separate estimates.
DISCUSSION
The molecular process of recombination during meiosis enables the relative positions of genetic loci to be inferred from the patterns of allele transmission from parents to offspring. The construction of high-density linkage maps based on meiotic recombination is aided by the increased availability of easily measured genetic markers and also by the development of powerful statistical methods. The statistical techniques for linkage analysis in model systems with well-designed pedigrees derived from two inbred lines have been well established and have led to the construction of hundreds of genetic maps in a number of organisms. However, when performing a linkage analysis in a full-sib family of outbred parents, one would likely encounter two major uncertainties, one being a variable number of segregating alleles and the other being that parental linkage phases between different markers are unknown. The current strategy for overcoming these problems is to account for all the possible combinations of marker types between the two parents and estimate the recombination fraction and linkage phase for these combinations individually using particular formulae (Ritter et al., 1990; Ritter and Salamini, 1996; Maliepaard et al., 1997; Ridout et al., 1998) . However, these analyses are not statistically effective because the inference from the minimum estimate of the recombination fraction and from the significant LOD score may be inconsistent. In this study, we have derived a general algorithm for simultaneously estimating linkage and FIG. 1. Posterior probabilities of the 48 selected combinations of assignments among the five assumed markers calculated from a joint analysis. The numbers below the x-axis indicate the assignment combinations where the first, second, third, and fourth numbers denote the assignments of markers M 2 , M 3 , M 3 , and M 5 conditional on their previous markers, respectively. Because the fourth marker belongs to type D 1 , its phase assignment relative to the third marker is identical between A 1 and A 2 as well as between A 3 and A 4 . For the assignments given in this figure, thus, we have 1211 ¼ 1221, 1212 ¼ 1222, and so on. Note that the second and the third assignment of marker M 3 conditional on marker M 2 can be well specified through the joint analysis.
parental linkage phases over all linked molecular markers of any kind in a full-sib family derived from two outbred parents. Compared to previous procedures, our algorithm can analyze all possible segregating marker types at the same time, thus increasing both computational effectiveness and efficiency.
We started a single two-point analysis to show the procedures for deriving the general statistical algorithm for linkage mapping, followed by a joint two-point analysis combining all markers based on a hidden Markov model. The joint two-point analysis is not a simple extension of a single two-point analysis because the former provides estimates of parental linkage phases over all markers of any kind under consideration. We used a numerical example to demonstrate the statistical properties of our new algorithm and examine the advantages of the joint over single two-point analyses.
The effect of sample sizes on the detection and estimation of linkage has been discussed in detail by Maliepaard et al. (1997) . For an infinite sample size, it can be proven analytically or through simulations that the MLE of the recombination fraction for any marker combination is unbiased. But for a finite sample size, say 50, the estimates of recombination are downward biased because large estimates correspond to small test statistics (e.g., LOD scores) and, therefore, are ignored. Maliepaard et al. (1997) found that the accuracy and power of the estimate for recombination rates smaller than 0.25 are reasonably good when the number of progeny is increased to 100, which is a sample size widely used in practical studies of linkage map construction (e.g., Grattapaglia and Sederoff, 1994) . We thus used a sample size of 100 in our example. Linkage analyses for markers with different levels of genetic information differ in accuracy and power. The linkage phase between markers of symmetrical parental cross types, e.g., B 3 or C (Table I) , cannot be well characterized through a simple two-point test, and estimates of recombination for these markers have large biases and sampling errors (Table III; Maliepaard et al., 1997) . These problems, however, can be solved when a two-point analysis is extended to make simultaneous inferences concerning multi-locus phases including at least one marker of asymmetrical cross type using the Markov chain. As shown by the example, such a joint analysis has enabled clear separation of the two ambiguous assignments associated with a dominant marker. The idea of multipoint analysis for linkage mapping is not new in human genetics Kruglyak et al., 1996; Kruglyak and Lander, 1998) . But multipoint analysis in humans is mostly based on fully informative markers obtained from a pedigree with a clear structure in which the inference of linkage phase is not an issue. The method presented in this paper has generalized the multipoint analysis for any kind of marker in a single full-sib family. The method can increase the accuracy of linkage estimates for partially informative markers by correctly specifying the linkage phases between these markers and more informative markers.
For clarity of expression, we assume that the first marker at the top of a linkage group has a fixed assignment. This is no problem if the parental origin of all markers is known. However, when not all markers have parental marker information, an efficient analysis is to choose a marker of parental information from an asymmetrical cross type (Table I) as a starting point, simultaneously extending upward and downward to include all markers in the group (see Jiang and Zeng, 1997) . Using this method, one can effectively characterize linkage phases between any markers regardless of the number of markers as well as their distances in the linkage group.
We also derived a general algorithm based on threepoint analysis to study linkage relationships for any possible marker combinations. Three-point analysis has also been described by Ridout et al. (1998) to analyze marker data in a full-sib family. However, their analysis was not based on the EM algorithm. Also, they did not convert likelihoods into posterior probabilities. Compared to two-point analysis, three-point analysis takes longer computing times because more extensive computations are needed. On average, a single three-point analysis in our example including five markers of different cross types can take a few seconds of computing time to detect a most likely linkage phase combination and estimate the corresponding recombination rates, whereas a joint two-point analysis combining all the five markers takes about one second. However, three-point analysis has two advantages over two-point analysis in terms of precise estimates of recombination and marker ordering. Our example indicates that both linkage phases and recombination fractions can be estimated more accurately from a threethan from a two-point analysis, though such improvements may be modest when many informative markers are included (sec also Thompson, 1984; Lathrop et al., 1985) . It should be pointed out that, like two-point analyses, three-point analysis has reduced power to specify correct linkage phases when the three markers are each from a symmetrical parental cross type. But this problem can be overcome by the inclusion of a marker of asymmetrical cross type. In addition, threepoint analysis can be used to estimate the locus order among three given markers because it estimates all possible recombination fractions between the three markers. If these estimates are not consistent with the assumed order, the ordering should be revised, and new estimates of the recombination rates may be calculated. This proceeds until these estimates and the order achieve consistency. Although three-point analysis can well estimate the locus order among three given markers, it remains unsolved how to order more than three markers on a linkage group using this approach. Because tremendous computational demands are expected for marker ordering, more powerful computational technologies, such as the Bayesian method implemented with Markov chain Monte Carlo (MCMC) algorithms (Robert and Casella, 1999) , may be needed.
Finally, a few complexities that may arise from linkage analysis in a full-sib family deserve consideration. First, markers may exhibit distorted segregation because of inbreeding or outbreeding depression; for example, many distorted markers were observed among progeny derived from two individuals from the same population of pedunculate oak (Barreneche et al., 1998) . Second, the recombination fraction may not be the same for all meioses because of genetic differences in the rate of crossovers within a certain marker interval between two parents. Divergence in recombination fraction between female-and male-parental meioses has been well documented for many species (e.g., Plomion and O'Malley, 1996; Maliepaard et al., 1998) . The deviation from Mendelian segregation can be incorporated into our current model by considering its biological causes. And sex differences in recombination rates can be included using our algorithm by defining sex-specific recombination fractions.
Last, and most difficult, we should extend our current full-sib linkage analysis to include multiple families. For plant species, this is not a problem because a virtually unlimited number of offspring can be produced in a single family. A single family, though commonly used in many current molecular experiments, does not, however, represent a random sample of a natural or experimental population, and thus the analysis of a single family can be affected by genetic drift errors. Also, due to some unpredictable factors in practical pollination, it is possible that one does not produce enough offspring in a single family for genome mapping, which would thereby reduce power to detect target genes of small effects in plant genome projects. For these reasons, a linkage analysis should be based on the combination of multiple families derived from a random sample of parents with particular population genetic properties. Theoretically, such a combined analysis can also shed light on the genetic architecture of a population by estimating population genetic parameters, such as allele frequencies, the departure from Hardy-Weinberg equilibrium, and linkage disequilibria between polymorphic markers. In a companion paper, we have developed a new strategy for estimating these genetic parameters for an outcrossing population based on fully informative markers (Wu and Zeng, 2001 ), thus providing a useful framework for us to extend the current work to study natural populations. Because partially informative markers are involved in such an extension, it is worthwhile incorporating the Bayesian method implemented with MCMC. The power of the Bayesian method to perform joint linkage mapping with multiple families and the comparison of this method with maximum likelihood method deserves further exploration.
We will write window friendly software for the statistical methods proposed in this study for public use. The program that implements the proposed method can be requested from the senior author.
