The class of (0, m, s)-nets in base b has been introduced by Niederreiter as examples of point sets in the s-dimensional unit cube with excellent uniform distribution properties. In particular such nets have been proved to have very low discrepancy. This property is essential for the use of nets in quasi-Monte Carlo rules for numerical integration. In this short note we propose two algorithms for the construction of plane (0, m, 2)-nets in base b.
Introduction
In many applications, notably numerical integration based on quasi-Monte Carlo rules, one requires very uniformly distributed point sets in the unit-cube. The quality of the distribution is usually measured by the discrepancy. For a point set P = {x 1 , . . . , x N } in [0, 1) s and subintervals J ⊆ [0, 1) s the local discrepancy is defined as ∆(J; P) := #{n ∈ {1, . . . , N} : x n ∈ J} N − Vol(J). Thus a (t, m, s)-net in base b is a b m -element point set P in the unit-cube for which the local discrepancy satisfies ∆(E; P) = 0 for all elementary b-adic intervals E of volume b t−m . The smaller t is (in the optimal case it is 0), the more demanding is this condition. This property for the local discrepancy is transferred in some sense also to arbitrary sub-intervals of [0, 1) s which still have very low local discrepancy, although it cannot be zero in general. This is reflected in the discrepancy bounds which are of the form
The discrepancy of P is then defined as
and if P is a (t, m, s)-net in base b (see one of [3, 4, 5, 6] ).
Motivated by the discrepancy bounds the parameter t in the definition of nets is called the "quality parameter" and, as already indicated, a quality parameter which is as small as possible would be appreciated. Unfortunately, the optimal value t = 0 is not achievable for all possible choices of parameter pairs (b, s). It is well known that a (0, m, s)-net in base b can only exist if s ≤ b + 1. This follows easily from the following proposition:
This result is very well known and there are several proofs available in the literature (see, e.g., [3, 4, 5, 6] ). Nevertheless we give here a short and new proof which is based on arguments from Graph Theory and which might bring some new aspects into the theory of (t, m, s)-nets. [3, 4, 5, 6] .
In this short note we will mainly be concerned with the two-dimensional case. Here one example of a (0, m, 2)-net in base b is the well known Hammersley net in base b
Combining results by Dick and Kritzer [2] and by De Clerck [1] we obtain: for every (0, m, 2)-net P in base b we have
So the discrepancy of a (0, m, 2)-net is of order of magnitude O((log N)/N), where
According to a celebrated result by Schmidt [7] this order is the best possible for the discrepancy of any N-element plane point set.
Our aim is to present two interesting construction algorithms which can in principle construct every (0, m, 2)-net in base b. This way we construct point sets with optimal order of star discrepancy.
The first algorithm
where u j (n) = ⌊b m x n,j ⌋ whenever x n,j is the jth component of x n . It is elementary to see that the (0, m, s)-net property remains valid if one shifts the elements of a (0, m, s)-net within their corresponding b-adic boxes of the form (3).
So, instead of constructing point sets, we are now going to construct sets of b-adic boxes of the form (3).
For a given box X =
We propose the following algorithm for the construction of finite sequences of b-adic
Algorithm 1 Construction of a finite sequence of boxes of the form (3) 1: Input: base b, resolution m 2: Set n = 1;
Choose an arbitrary box
Set n = n + 1;
An example of a construction according to Algorithm 1 is illustrated in Figure 1 .
Theorem 1 Algorithm 1 terminates after exactly b m steps and the outcome yields a (0, m, 2)-net in base b. In particular, the so constructed point set satisfies the discrepancy bound (2).
We split the proof into several short lemmas:
Proof. Each X j belongs to exactly one b-adic interval of the form
Hence the result follows since For the proof we need the following easy lemma which we state for arbitrary dimension s: Proof.
The requested number is given by
Hence the requested number is exactly the number of ( Proof. Assume that Algorithm 1 terminates after the step n < b m . Then there exists a k ∈ {0, 1, . . . , b m − 1} such that
We may assume without loss of generality that k = 0. Hence X ℓ ⊆ [0,
Now consider elementary boxes of the form
Assume that all of these b boxes contain one of X 1 , . . . , X n . Then
contains b intervals X j . According to the pigeonhole principle there must be an interval among the b−1 intervals in union (5) which contains two X j 's. This however is impossible due to the definition of the algorithm. Thus we have shown that at least one of the intervals in (4) does not contain a X j . Again it is no loss of generality if we assume that X j ⊆ [0,
Now we consider elementary boxes of the form
contains b intervals X j . According to the pigeonhole principle there must be an interval among the b−1 intervals in union (7) which contains two X j 's. This however is impossible due to the definition of the algorithm. Thus we have shown that at least one of the intervals in (6) does not contain a X j . Again it is no loss of generality if we assume that X j ⊆ [0,
If we continue this process we finally find that U n contains a b-adic box with side length b −m . For example if in each step k = 0 then this is the box [0,
Therefore there is space to choose a further interval X n+1 . ✷
Algorithm 1 for arbitrary dimension
In principle we can formulate Algorithm 1 also in arbitrary dimension s ≥ 2: Choose an arbitrary box
Set n = n + 1; 
The second algorithm
The second proposed algorithm is a recursive construction in two dimensions which mimics the construction of Hammersley. 
5:
Set P n := ψ b,n ( P n ) 7: end for 8: return P m The proof of this result follows from the observation that P 0 is a (0, 0, 2)-net in base b and by the following proposition which is slightly more general than necessary. A b (P j + (j, 0)) and P := ψ b,m ( P).
Proof. We need to show that every elementary interval of volume b −m contains exactly one element of P. Consider first an elementary interval I of the form 
. This interval J contains precisely one element of P i and hence I contains precisely one element of A b (P i + (i, 0) ). On the other hand we have A b (P j + (j, 0)) ∩ I = ∅ for j = i. Thus I contains precisely one element of P. 
