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Abstract
There is a drive in industry to reliably detect surface breaking sub-millimetre
defects in low electrical conductivity materials, such as stainless steel, titanium,
and titanium aluminide using eddy-current testing. The sensitivity of the eddy
current method to these materials is hindered in part by their low conductivities,
and complex grain structures, which makes the high sensitivity standards required
by industry more difficult to achieve.
Eddy current measurements for sub-millimetre defects in low conductivity
materials are routinely performed using a high excitation frequency, to decrease the
skin depth of induced eddy currents into the material, which would otherwise be
higher due to the reciprocal relationship between depth of penetration, and material
conductivity.
The fundamental components of an eddy current array is a pair of coils, and
thus finite element models are presented in this thesis, and are used to investigate
the interaction between low conductivity materials, and a pair of eddy current coils
operating in absolute, and transmit-receive modes. The model results give insight
to the eddy current coil voltage response to defects, and the relationship between
absolute mode, and transmit-receive mode data when taken concurrently.
Experiments are performed, which show how the combination of a voltage
amplitude C-scan image with its corresponding voltage phase C-scan image, results
in an image with a significantly improved signal to noise ratio. In the same exper-
iments, absolute mode data is also combined with transmit-receive mode data to
generate a single image with signal to noise ratio values significantly higher than
anything achievable using individual images. Varying levels of noise are added to the
data to investigate the limits at which this data processing method can be utilised.
Low conductivity materials such as titanium aluminide, containing defects
as small as 0.25 mm were scanned, and promising results were achieved showing
that defects this small can be reliably detected using the inspection method, and
data processing techniques presented in this thesis.
vi
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Chapter 1
Introduction
1.1 Motivation
Critical jet engine components made from high strength metals are routinely sub-
jected to intense forces, and extreme temperatures. These components, while de-
signed with strict tolerances to have long service life cycles[1], have to be monitored,
as even small discontinuities could result in disastrous consequences[2, 3, 4, 5]. It
is therefore imperative that flaws in these components are detected before they
propagate. Engineers, and researchers are charged with the task of developing reli-
able, and understandable methods of testing for discontinuities in these components
without compromising their utilities, or function. These methods are the science of
non-destructive testing (NDT).
There are various NDT techniques, which have benefits, and drawbacks de-
pending on the inspection requirements. Some methods are more suitable to the
inspection of surface defects (visual inspection, magnetic particle inspection and,
eddy current testing), while some analyse the entire bulk of the component (ultra-
sonic testing and radiography). Material properties, the size, location, and geometry
of the defect to be tested, are just some of the factors which determine the most
applicable technique for a given inspection. Limiting factors in selecting a technique
include cost, accessibility to the required tools, and component geometry limitations
such as complex shapes, and sizes[6].
Eddy current testing (ECT) is most applicable to the detection of surface
and near surface defects in electrically conductive materials. The inspection of
safety critical components is of paramount importance, meaning that techniques
determining the presence, or absence of a defect have to meet certain sensitivity
thresholds for the results to be deemed valid. The advancement of industrial manu-
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facturing processes, which enable the manufacturing of single part components with
complex shapes, defect growth prevention measures (coatings and shot-peening),
and complex micro-structures of new materials, are some of the factors, which
make it more difficult to reach these sensitivity thresholds with conventional ECT
measurements[7, 8, 9, 10]. Therefore, more advanced inspection, and data process-
ing techniques have to be devised to meet the sensitivity thresholds required by
industry. Furthermore, the increased inclusion of NDT inspection as part of mass
manufacturing means that high sensitivity thresholds have to be used when the
process is automated. Eddy current array probes, which consist of multiple ECT
sensors working concurrently have become increasingly popular, as they provide
more surface coverage, thereby decreasing inspection time.
The aims of this EngD research are as follows:
• Understand the design, and modes of operation of typical ECT probes in order
to design a multiplexed eddy current array system.
• Investigate the interaction between eddy current coils and electrically conduc-
tive materials, and the behaviour of eddy currents induced in a sample using
finite element modelling.
• Investigate data processing techniques for the improvement of defect signal
to noise ratio, using magnitude and phase data, from coils driven in both
absolute, and transmit-receive modes.
• Design a system for the inspection of low conductivity materials at sub MHz
excitation frequencies.
• Investigate the utility of using sub MHz excitation frequencies to test for sub
mm defects in stainless steel, titatium, and titanium aluminide.
1.2 Review of NDT Techniques
There are various types of NDT techniques, each with their advantages and disad-
vantages, depending on the kind of measurement desired. Many of these techniques
have strengths that complement one another, thus in most cases, multiple techniques
are applied to the inspection of a component to get a comprehensive evaluation.
This section provides a brief overview of some NDT techniques, their advantages,
and disadvantages.
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1.2.1 Visual Inspection
Visual inspection is the oldest form of non-destructive evaluation, and is simply
using the unaided eye to inspect components for visual signs of defect symptoms or
abnormalities[11]. As the least expensive technique, it is commonly used everyday
in a myriad of applications ranging from the inspection of textile before sale, to
the examination of nuclear reactors (using live video feeds). The inherently sub-
jective nature of visual inspection makes it difficult to define numerical sensitivity
thresholds, however NDT technicians qualified to perform visual inspection have to
undergo extensive training, and testing to ensure that the inspection is performed
to a reliable standard[11, 12]. Therefore, visual inspection is often used as a start-
ing point to identify areas where degradation or discontinuities have occurred, after
which other NDT methods can be used to confirm, and characterise the flaw.
One of the drawbacks of visual inspection is the ease of access to the com-
ponent surface. Many other techniques to aid in the use of the visual inspection
method include lenses, mirrors, microscopes, and (like for nuclear reactors) live
video cameras[1]. More resent research has led to the development of shearography
(or shearing interferometry). This technique involves the use of a point source of
coherent light (such as a laser) incident on the surface to be inspected. The surface
is photographed with a camera, which has a wedge shaped prism fitted onto its
lens, enabling it to produce a pair of laterally sheared images of the surface. These
images interfere with each other, producing a random interference pattern referred
to as the speckle pattern, which changes with the presence of defects[13, 14].
The main disadvantages of visual inspection however, are that it is only
applicable to the inspection for surface damage, and in many cases the surface has
to be prepared beforehand (by cleaning or stripping coatings). It is also only reliable
for the detection of large area damage, and not small hairline cracks.
Penetrant Testing
Penetrant testing is an extension of visual inspection, which involves the use of
a brightly coloured (sometimes fluorescent) liquid dye with low surface tension,
applied to aid in the visibility of surface breaking defects. The liquid is allowed to
penetrate into the crack via capillary action, and excess liquid is wiped off, after
which, a developer is applied to draw out the penetrated liquid to form the shape of
the defect (see fig. 1.1(a)). The sample surface is then inspected under appropriate
lighting such as UV light for fluorescent dye, to evaluate the size, and location of
the defect[11].
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Penetrant testing is effective for the detection of small surface defects, and is
independent of material properties or geometry. However, its main limitation is that
it requires extensive preparation of the surface to be inspected. This involves strip-
ping off any paint or coatings, and thoroughly cleaning the surface before inspection,
which will prolong the amount of time the component is out of service. It is also
inefficient at the detection of very small cracks, and tightly closed or partially closed
cracks, which might make the sizing of defects inaccurate. The storage, preserva-
tion, and careful application of the penetrant also highly influences the reliability of
the method[1].
Magnetic Particle Inspection of Ferromagnetic Samples
A tangential magnetic field applied to the surface region of a ferromagnetic compo-
nent will normally lie within the material. If the sample has a crack, a portion of the
field leaves the surface through the crack, and magnetic particles will be attracted
to the area of the surface where the field is ‘leaking’. Magnetic particle inspection
involves the use of ‘magnetic ink’, which consists of a liquid carrier containing many
minute magnetic particles, applied onto a surface on which, the tangential field is in-
cident (see fig. 1.1(b)). The particles within this ink will be preferentially attracted
to any areas on the surface where a crack is present[1]. Similar to magnetic particle
inspection is the magnetic flux leakage method. The same principle of a leaking
magnetic field applies, however the leaking flux is detected using a magnetic field
sensor such as an inductive coil, or hall effect sensor.
An advantage of this technique is that the magnetic field is also affected by
sub surface defects, although the magnitude of the leaking field decreases rapidly if
the defect does not break the surface. This technique is limited by its application
to only ferromagnetic, or magnetically permeable materials, and is only sensitive to
defects oriented perpendicular to the direction of the incident tangential field[11, 15]
1.2.2 Radiography
Radiography is one of the most widely used NDT techniques. It is an effective
method, involving the generation of an image, which is a two dimensional intensity
distribution of radiation (X-ray or gamma-ray), that has penetrated the component
being tested. Defects present in the component will partially pass more or less of the
incident radiation through. A crack for instance, will attenuate less of the radiation
than the rest of the component, and thus will appear as a relatively darker region in
the radiation pattern, which can be made visible using media such as photographic
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Figure 1.1: Techniques that aid with visual inspection. (a) Penetrant testing; a
liquid dye penetrant is applied to the sample, which penetrates surface breaking
defects and enables visualisation, and sizing of the defect. (b) Magnetic particle
inspection; a magnetic field is applied tangential to the surface of a ferromagnetic
sample, and will ‘leak’ through any cracks on the surface. A ‘magnetic ink’, consist-
ing of a liquid carrier, containing magnetic particles is applied, and the magnetic
particles are attracted to the part of the surface where the magnetic field is leaking.
After [1].
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film, fluorescent screens, or electronic detectors. Radiographic images are often
produced in multiple orientations to get a complete profile of the sample, and the
contrast in the images enable the operator to accurately locate, and characterise
any defects present[1, 16].
Radiography provides a visual image of flaws in the component, and due
to its sheer penetration power, materials of varying thickness levels can be tested.
Complex shaped components, which would otherwise be difficult to test using other
methods are more easily tested using radiography. It is also applicable to compo-
nents made from various types of metallic, and non-metallic materials[11].
For all its merits, there are also some limitations to radiography. While it is
effective at detecting discontinuities at any part of the component, the discontinuity
must be oriented parallel to the beam direction. The radiation is also a considerable
health risk, and is most often performed in controlled environments, where the safety
of the operator or technician is assured. Thus, the performance of in situ inspections
are limited by safety regulations, hence radiographic inspections can be carried out
in-situ, however significant precautions have to be taken.
1.2.3 Ultrasonic Testing (UT)
The UT method is a very flexible, and robust technique that is applicable in a wide
range of industries. It can be performed in situ, and is capable of detecting disconti-
nuities either on the surface, or deep within the bulk of the component[17]. Funda-
mentally, UT inspections are conducted by introducing electrically controlled pulses
into a material using a transducer. The ultrasonic waves generated will propagate
through the material, and reflect off discontinuities, and the outer boundaries of the
component. These echoes provide information on the presence of defects and their
size (with complex data processing)[18]. UT is one of the few methods which can
reveal substantial internal flaws in materials. The most common methods of generat-
ing and detecting ultrasound in materials include piezoelectric transducers, Electo-
magnetic Acoustic Transducers(EMAT), and laser-based ultrasonics[19, 20, 21, 22].
The most common type of transducer is the piezoelectric transducer which
utilises piezoelectric plates that deform when electric fields are applied to them,
producing elastic waves[21]. These waves are transferred to the specimen with the
aid of a coupling fluid, which may be a an immersion bath, or a thin film between
the transducer, and the specimen. Piezoelectric plates also produce electric fields
when they vibrate, and thus they can be used for both transmission, and reception
of ultrasound[1]. This technique is often limited in utility by its need for direct
contact between the transducer and test specimen, and thus is unsuitable in hostile
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environments (such as elevated temperatures), or where the specimen has coatings
which are attenuative to ultrasound[21, 22]. UT inspections can however be con-
ducted without direct contact between the probe and test specimen, an example of
which, is when the specimen is immersed in a fluid, that is less attenuative to the
ultrasonic waves than air. The immersion fluid serves as a good coupling mechanism
between the test specimen and transducer, thus contact between the transducer and
test specimen is unnecessary.
EMATs are non contact ultrasonic transducers that generate ultrasounds in
electrically conducting materials using electromagnetic induction, and the Lorentz
force mechanism. The non-essentiality of contact between the transducer and speci-
men make EMATs suitable for high speed, and repeatable inspections in hostile en-
vironments, and through coatings[22]. Their application is however limited by their
low signal to noise levels, which is due to the decreased electromagnetic coupling
between the transducer and specimen as lift-off increases. Thus while considered
non-contact transducers, EMATs have to be within a few millimetres of the test
specimen to be useful[11].
Laser-based UT generates ultrasound using high energy pulsed optical beams
(λ ≈ 1µm) focused onto the surface of the test component[23]. The ultrasound is
generated in one of two distinct processes, with unique acoustic wave patterns within
the material; ablative, and thermoelastic. These processes are primarily dependent
on the energy density of the pulsed optical beam, and the energy absorption ability
of the material. In the ablative process, a higher energy pulse is focused on a highly
absorptive material, ablating the surface as a local explosion, which generates the
ultrasonic pulse. The thermoeleastic process results from a lower energy pulse,
focused on a low-absorbing material which rapidly heats the surface causing thermal
expansion, and is followed by rapid cooling as the energy disperses. This cyclic
thermal expansion, and relaxation generates the ultrasonic wave. Laser generated
waves can be detected using EMATs or piezoelectric transducers, but more often,
optical methods are used such as laser interferometry[23]. Scruby and Drain[24], and
Monchalin [25] have publications with more details on the generation, and detection
mechanisms of laser-based UT, and a review of industrial applications.
Laser-based UT is a high resolution technique, which is able to operate at
large lift-off distances (> 1m). This makes it sometimes the only UT solution
applicable in certain circumstances. However, it is limited by low sensitivity, and the
potential to damage the material surface. It also carries certain safety considerations
due to the high energy optical beams, and is very costly[11].
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1.2.4 Eddy Current Testing (ECT)
ECT is a non-contact inspection technique, characterised by its repeatability, and
high sensitivity to surface defects in electrically conductive materials. It is also able
to detect near surface defects, and is unimpeded by thin material coatings. ECT is
not subject to the various surface contact considerations applicable to piezoelectric
UT. It is however limited by high sensitivity to lift-off, probe tilt, and can be insen-
sitive to tightly closed, or conductive cracks; a common issue with UT, radiography,
penetrant inspections, and most other NDT methods.
The basic operation of ECT involves the use of an inductive coil carrying
an alternating current. The current through the coil will generate a time varying
magnetic field, which can induce eddy currents in the surface of an electrically
conductive material within proximity. The mutual interaction between the coil
magnetic field, and induced eddy currents can be measured by measuring the change
in electrical impedance of the coil. The eddy currents are induced directly below the
coil, and flow in a trajectory determined by the coil shape and lift-off. The presence
of a discontinuity will impede the flow of eddy currents, and will be reflected in the
impedance of the generating coil, and any other detection coils or magnetic field
sensors[26, 27].
ECT only detects surface or near surface discontinuities, so that locating
a defect is a matter of considering the location of the sensor with respect to the
defect signal, unlike UT, which requires extensive analysis of complex time traces
in order to locate the defects detected[18]. ECT can be used for the inspection of
ferromagnetic materials, however the large magnetic permeability of these materials
make them difficult to inspect. This is due to a large magnetic flux present in the
specimen, resulting from the large magnetic permeability. Thus an excitation coil
brought close to the ferromagnetic test piece will experience a large increase in coil
inductance, which may overshadow the expected decrease in coil inductance caused
by the induced eddy currents. To inspect ferromagnetic materials, the sample is
either demagnetized before inspection, or immersed in a constant saturating mag-
netic field, superimposed onto the magnetic field from the excitation coil. Under
such conditions, the material behaves like it is non ferromagnetic[23].
Although ECT is considered a non-contact inspection technique, the sensi-
tivity of an EC sensor to a test sample is affected by the distance between the sensor,
and the surface of the test sample. This is referred to as the lift-off effect, where
the inductive coupling between the sensor and test sample varies with the distance
between them. These variations can be caused by varying thickness of the sample
coating, tilting of the probe, an irregular sample surface, or even the movement of
8
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Figure 1.2: (a) Simplified impedance plane diagram showing the impedance of an
EC probe when in air, in close proximity to a material, and in the presence of a
defect. (b) Inset shows the difference in trajectory between the lift-off signal, and a
defect signal as presented in typical EC instruments. After [23].
the operator[28, 29, 30]. Probe lift-off and tilt noise affect the apparent impedance
of the EC coil, and can sometimes mask the defect indications as shown in chap-
ter 4. Care is often taken to minimise these effects during inspection, by ensuring
the sensor is encased in a structure, which closely matches the shape of the part
being inspected, or by using a weighted or spring loaded probe holder to minimise
lift-off variations as the probe scans along the sample surface.
In typical EC inspections, the data is presented in the form of an impedance
plane diagram. An ideal coil away from an electrically conductive sample, will have
an entirely reactive impedance. As the coil is brought closer to the test sample, the
inductive coupling between coil, and sample increases, causing the reactive compo-
nent of the coil impedance to decrease, and the resistive component to increase in
the trajectory indicated by the lift-off curve in fig. 1.2. An undamaged sample will
ideally cause the coil to have a constant impedance of Z1, however, the presence of a
defect will change the coil impedance to Z2 in a trajectory such as that represented
by the defect signal curve in fig. 1.2(b). EC instruments enable the representation of
the data with the lift-off curve rotated to be horizontal, so that any defect indication
is easily distinguished, however prove tilt, or lift-off variations will impact the lift-off
curve, sometimes making a defect indication indistinguishable from lift-off.
Experiments presented in this thesis present the EC data in the form of
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images generated using multiple coil inductance measurements from a probe scan of
the test piece surface. The effects of lift-off noise in the experiments, which are due
to an uneven test piece surface, are shown in chapter 6, where in some cases defect
indications are almost entirely masked by the lift-off variations.
Single element probe scans can be very time consuming due to the localised
nature of eddy currents, and thus will require a scan of the specimen surface to get
full coverage. With eddy current arrays, this inspection time is significantly reduced,
as they contain multiple sensors, which provide wider coverage[31].
Eddy currents are limited to electrically conductive materials, and are highly
sensitive to surface, and near surface small defects. The depth of detectable defects
is related to the skin depth, which is dependent on material properties such as
conductivity, permeability, and on the frequency of current excitation.
1.3 Summary
This chapter presents a brief introduction to NDT, and the aims and motivations
of the research conducted in this EngD. The most common methods of NDT were
discussed, as are some of their advantages, and disadvantages. ECT methods are
often relied upon for the surface inspection of critical components made from elec-
trically conductive materials in industry, however the adoption of more advanced
ECT methods has been slow in the past decade. The high sensitivity requirements
of industry are slowly becoming unattainable for conventional ECT methods, and
therefore the time for the adoption of demonstrably more sensitive advanced tech-
niques is now. The following chapter presents a more comprehensive discussion of
the fundamental principles behind eddy current testing.
Chapter 3 presents a review of common ECT techniques. Considerations
such as probe design, excitation, and instrumentation are discussed. In chapter 4,
experiments conducted using an eddy current probe containing a pair of coils to
inspect stainless steel, and titanium samples containing surface breaking defects
as small as 0.25 mm long are presented, and discussed. A novel data processing
method for improving the signal to noise ratio of these very small defect indications
is demonstrated. Finite element models, which help explain the electromagnetic
interaction between EC coils, and electrically conductive materials are presented,
and discussed in chapter 5. The models produce results, similar to the experiments,
and serve to guide the refinement of the EC probe designs, and to validate the ex-
perimental data. Chapter 6 presents experiments conducted using a relatively low
frequency (300 kHz) to detect sub-millimetre defects in low conductivity materi-
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als, a substantial improvement on the conventional eddy current testing method.
Conclusions, and suggestions for future work are presented in chapter 7.
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Chapter 2
Eddy Current Theory
This chapter presents some of the fundamental theories and equations governing the
operation of eddy current (EC) test probes. EC probes are generally coils of wire,
which are driven by alternating currents, that generate changing magnetic fields,
which induce currents in electrically conducting materials. These induced currents
referred to as eddy currents will influence the characteristic electrical properties of
the coil, in relation to the material in which they are induced[32]. Measuring the
change in the coil electrical properties provides insight to the material properties,
such as its conductivity, and the presence of discontinuities[23].
2.1 Electromagnetic Induction
Eddy current measurements are fundamentally based on the principles of electro-
magnetic induction. Maxwell’s equations describe the laws governing these princi-
ples.
∇ ·E = ρ
ε0
, (2.1)
∇ ·H = 0, (2.2)
∇×E = −µ∂H
∂t
, (2.3)
∇×H = J + ε0∂E
∂t
, (2.4)
where, H, and E are the magnetic and electric fields respectively. ρ is the charge
density, ε0 the permittivity of free space, and µ, the permeability of free space.
Equation (2.1) is Gauss’s law for electric fields, and it states that the divergence of
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an electric field is proportional to the density of charges at the location at which the
divergent field is present. This means that in space, a divergent electric field only
occurs where a positive charge is present, and a convergent electric field, where a
negative charge is present. Equation (2.2) is Gauss’s law for magnetic fields, and it
states that the divergence of a magnetic field is always zero at any point.
Faraday’s experiments showed that a changing magnetic flux, induced a volt-
age in a loop of wire. This voltage, referred to as electromotive force (emf) is defined
as[33]:
Vemf = −dφ
dt
, (2.5)
where φ is the magnetic flux through the loop. In the case where there are multiple
loops, the induced voltage becomes:
Vemf = −N dφ
dt
, (2.6)
N is the number of loops. The emf is a closed contour integral of the non-conservative
electric field intensity in the wire, given by:
Vemf =
∮
C
E · dl. (2.7)
The magnetic flux, φ from eq. (2.5) can be calculated from the magnetic flux density
by:
φ =
∫
s
B · ds, (2.8)
Substituting the expressions for Vemf , and φ from eqs. (2.7) and (2.8) into eq. (2.5)
gives: ∮
C
E · dl = − d
dt
∫
s
B · ds. (2.9)
This is the integral statement of Faraday’s law, which relates a time varying magnetic
flux with the resultant induced electric field.
Stokes theorem relates a line integral around a closed path of a vector
field, F, to the surface integral of ∇ × F, over the surface defined by that path.
Mathematically[34],
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∫
s
∇× F · ds =
∮
C
F · dl. (2.10)
Applying stokes theorem to eq. (2.9),
∫
s
(∇×E) · ds = − d
dt
∫
s
B · ds, (2.11)
the time independence of the integral on the right hand side means the differentiation
can be performed within the integral, and made partial as the flux density might
also be a function of space.∫
s
(∇×E) · ds = −
∫
s
∂B
∂t
· ds, (2.12)
hence, for a loop of wire with a constant surface, the integrands must be equal:
∇×E = −∂B
∂t
. (2.13)
This is the differential statement of Faraday’s law, and Maxwell’s third equation,
eq. (2.3) and it shows the relation between a time varying magnetic flux and the
resultant electric field. The negative sign on the right side of eq. (2.13) indicates
that the changing magnetic flux results in an induced emf, which has a current
that flows in a direction generating a flux opposing the original magnetic flux. This
phenomenon is referred to as Lenz’s law. The constitutive relationship between
magnetic flux density and magnetic field is defined as:
B = µH (2.14)
where µ is the permeability.
2.1.1 Self-Inductance
In a situation where the magnetic flux through a coil is as a result of the current in
the coil, any change in that current will induce an emf in the coil. Amper`e’s Law
states that the circulation of a magnetic field around a closed path is equal to the
current enclosed by the path. Expressed mathematically as,∮
C
H · dl = Ienc, (2.15)
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where, H is the magnetic field, and Ienc is the enclosed current. The magnetic flux
density, B is a product of the magnetic field, B, and the permeability of free space,
µ, as stated in eq. (2.14).
A solenoid coil with a length, l, N number of turns per unit length, and a current,
I flowing through it has a magnetic flux at all points within it approximated using
Amper`e’s law as,
B = µNI. (2.16)
The magnetic field through each turn of the coil is µNI · pir2, where r is the radius
of the coil, so that the total flux through the solenoid is,
φ = µNI · pir2 ·Nl. (2.17)
Any change in the current within the solenoid will lead to an induced emf, Vemf
which will oppose the current as defined by eq. (2.5).
Vemf = −dφ
dt
, (2.18)
= −µN2pir2l dI
dt
, (2.19)
= −LdI
dt
, (2.20)
where,
L = µN2pir2l. (2.21)
L is referred to the self inductance of the coil in air, and is only dependent on the
geometric properties of the coil.
2.1.2 Mutual Inductance
A pair of solenoid coils wound on top of each other are illustrated in fig. 2.1. The
coils have N number of turns, lengths, l, and a shared radius, r. The primary coil
carrying a current I1 will generate a field, B1 and a magnetic flux, φ2 through the
secondary coil. Any change in I1 will result in a change in the flux φ2 according to
eq. (2.17), inducing an emf, V2 according to eq. (2.5).
V2 = −dφ2
dt
. (2.22)
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Figure 2.1: Illustration of a pair of coils wound on top of each other to demonstrate
mutual inductance. A current of I1 is flowing through the primary coil, and I2
through the secondary coil. The coils have N number of turns, a shared radius, r,
and lengths l. After [34].
.
If the inductance on the secondary coil as a result of the changing current in the
primary coil is referred to as M12, then the induced emf can be defined as,
V2 = −M12dI1
dt
, (2.23)
where,
M12 = µN1N2pir
2l. (2.24)
With the roles reversed, the induced emf on the primary coil as a result of the
secondary coil is defined as,
V1 = −M21dI2
dt
, (2.25)
where,
M21 = µN1N2pir
2l. (2.26)
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The terms M12, and M21 have the same value and are referred to as, M , the mutual
inductance of the coils, and is dependent on the coil construction and geometry.
From eq. (2.21), the self inductance in each coil is,
L1 = µN
2
1pir
2l, (2.27)
L2 = µN
2
2pir
2l, (2.28)
hence, mutual inductance, M is defined as,
M =
√
L1L2. (2.29)
This definition makes the assumption that the entire magnetic flux from one coil
passes through the other coil. In the real world, this is hardly the case and the
mutual inductance is always a fraction of the ideal value. Hence, a term, k, called
the coupling constant is introduced to eq. (2.29).
M = k
√
L1L2, (2.30)
where, k is a value that ranges from 0, representing no inductive coupling to 1, for
full inductive coupling.
2.1.3 Eddy-Current Induction
A coil carrying a time-varying current, located close to any electrically conduct-
ing material will generate a magnetic field defined by the Amper`e-Maxwell law,
Maxwell’s fourth equation.
∇×H = J + ε∂E
∂t
(2.31)
where H is the magnetic field, and J, the current density. The term ε∂E∂t is Maxwell’s
correction to Amper`e’s law and is referred to as the displacement current density. It
means that the changing magnetic field is not entirely dependent on free electrons,
but also on bound charges such as ionic or polar molecules[23, 35]. A consequence
of this is that a magnetic field can also be generated by a time-varying electric field,
even in the absence of flowing current. When an electrically conductive material is
brought in proximity to the coil, eddy currents are induced in the material according
to Faraday’s law of induction (eq. (2.13)), as illustrated in fig. 2.2.
The induced eddy currents will flow perpendicularly to the orientation of the mag-
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Figure 2.2: Eddy currents induced in a 1 mm thick aluminium block by a solenoid
coil with 5 turns. The coil is carrying a time varying current at a frequency of 100
kHz. This 2-D axi-symmetric model was created using COMSOL multi-physics.
.
netic field, in a circular path as denoted by the curl (∇×E) in eq. (2.13).
The relationship between current density, J and electric field, E is defined by Ohm’s
law as,
J = σE, (2.32)
where, σ is the material conductivity. Substituting J for Eσ in equation 2.31 will
give:
∇×H = σE + ε∂E
∂t
, (2.33)
Taking the curl on both sides,
∇× (∇×H) = ∇×
(
σ + ε0
∂
∂t
)
E. (2.34)
Applying the Laplacian relationshipi , and then Maxwell’s second equation, ∇·H =
0, to the left hand side,
∇× (∇×H) = ∇(∇ ·H)−∇2H, (2.35)
eq. (2.34) becomes:
−∇2H =
(
σ + ε
∂
∂t
)
∇×E, (2.36)
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substituting for ∇×E from eq. (2.3), the equation becomes:
−∇2H =
(
σ + ε
∂
∂t
)
µ
∂H
∂t
. (2.37)
Assuming the magnetic field incident on the sample to be a plane wave, the plane
wave equation can be applied, H = H0 exp(j(ωt−kr)). Hence the first, and second
derivatives of H with respect to time are:
∂H
∂t
=
∂(H0 exp(jωt− jkr))
∂t
= jωH, (2.38)
∂2H
∂t2
= jω
∂(H0 exp(jωt− jkr))
∂t
= j2ω2H = ω2H. (2.39)
Substituting the derivatives into eq. (2.37), it becomes:
∇2H = (jωσ − ω2ε)µH. (2.40)
Letting k2 = (jµωσ − µεω2) = jµω(σ + jε0ω), the Helmholtz plane wave equation
can be formed[36].
∇2H− k2H = 0. (2.41)
where, k is the propagation constant, which determines the rate at which the mag-
netic field decays as it penetrates into the material, and is entirely dependent on
the frequency, and material properties.
If the electrically conducting sample is assumed to be an infinite half-space
whose surface is in the xy plane at z = 0, the magnetic field, H, points in the
z direction like a transverse wave. The energy transferred perpendicularly to its
direction results in the induced electric field, E0, in the xy plane. The wave equation
for this geometry is:
d2Hx
dz2
− k2Hx = 0. (2.42)
Using the plane wave approximation, let,
Hx = H0x exp(jωt− kz), (2.43)
i∇2V = ∇(∇ ·V)−∇× (∇×V)
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where k =
√
jµω(σ + jε0ω), and H0x is the magnetic field amplitude at the surface
of the conductor. For a good conductor, σ  ωε at typical operating frequencies[37],
hence,
k ≈
√
jµωσ. (2.44)
√
j can be written as
√
j = (1 + j)/
√
2, hence k becomes:
k ≈ 1 + j√
2
√
µωσ. (2.45)
Defining k this way enables the separation of the propagation constant into real,
and imaginary components, therefore
k = k′ + jk′′ ≈ 1√
2
√
µωσ + j
1√
2
√
µωσ. (2.46)
Applying this resolution to eq. (2.43), it becomes:
Hx = H0x exp(−
√
µωσ
2
z) exp(j(ωt−
√
µωσ
2
z)). (2.47)
The real part of this equation exp−(k′z), describes the exponential rate at which
the magnetic field changes with depth into the sample. The negative sign denotes
that the field decays with depth into the sample. The imaginary term exp−(k′′z)
expresses the phase progression of the field with increasing depth.
Equation (2.47) shows that the magnetic field decays in amplitude, and lags
in phase with increasing depth into the conductor. Hence, the electric field induced
by the magnetic field should decay, and lag accordingly. The Amper`e - Maxwell
law, when modified for a conductive medium (J ε0 ∂E∂t ) becomes:
∇×H = J. (2.48)
Considering the sample to be an infinite half-space whose surface is in the
xy plane, at z = 0, the current can be expressed as a function of increasing depth,
z, as:
−Jy = −dHx
dz
, (2.49)
and substituting Hx from eq. (2.47),
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−Jy = − d
dz
H0x exp(−
√
µωσ
2
z) exp(−j
√
µωσ
2
z) exp(+jωt), (2.50)
after applying the derivative,
Jy = (1 + j)
√
µωσ
2
H0x exp(−
√
µωσ
2
z) exp(−j
√
µωσ
2
z) exp(+jωt), (2.51)
Jy = J0 exp(−
√
µωσ
2
z) exp(−j
√
µωσ
2
z) exp(+jωt). (2.52)
where, J0 is the current density at the surface of the conductor. The exponential
terms in the equations for magnetic field, eq. (2.47), and current density, eq. (2.52)
show identical rates of decay in amplitude, and phase lag.
2.1.4 The Skin Effect
The skin effect is a phenomenon, by which alternating current is concentrated to-
wards the surface of a conductor, resulting in a considerable increase in resistance
at high frequencies[36]. If eq. (2.52) is written as:
Jy = J0 exp(−z
δ
) exp(−j z
δ
) exp(+jωt), (2.53)
the skin depth, δ, is defined as:
δ =
√
2
µωσ
. (2.54)
This term, also referred to as the depth of penetration, is the depth into the conduc-
tor at which the current density has decayed to 1/e of the amplitude at the surface.
It should be noted that current does flow below the skin depth, however, the density
of current at this depth is about 37% of the surface current density. For small values
of skin depth in a conductor, the AC resistance has approximately the same value
it would have if all the current in the conductor were confined to a material depth
equal the skin depth[38]. At this depth, the current will also be at a phase lag of 1
rad[39]. This quantity is an important consideration when selecting the frequency
for eddy current tests as it determines the depth of defects, to which an eddy current
measurement is most sensitive.
The electric field is in phase with the current density as shown in eq. (2.50),
hence the lagging current below the conductor surface has an inductive reactance
effect[36]. This means that, while assuming the current behaves as a plane wave,
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the total current in the conductor, defined as an integral of the current density in
the conductor will lag the induced surface electric field. For a conductor of infinite
depth, the total current per unit width, Iw, is given by[36, 39]:
Iw =
∫ ∞
0
Jydz, (2.55)
=
∫ ∞
0
J0 exp−(z
δ
)(1 + j)dz (2.56)
= J0
δ
1 + j
(2.57)
The electric field, Ey at the surface is related to the current density by Ohm’s
law (eq. (2.32)):
Ey(z = 0) =
J0
σ
, (2.58)
and in the case of a conductor with a unit surface area, the voltage, Vy has the same
numeric value. Hence the internal impedance of the conductor, Zs is given by[36]:
Zs =
Vy(z = 0)
Iw
=
1
σδ
+ j
1
σδ
. (2.59)
The complex impedance can be seen to have the form of a resistance, R, in series
with an inductive reactance jωLi:
Zs = Rs + jωLi, (2.60)
where,
Rs = ωLi =
1
σδ
, (2.61)
=
√
µω
2σ
(2.62)
Zs is referred to as the internal impedance of the conductor, and assumes that all
the current flows within the skin depth of the conductor. This demonstrates how
both the resistive and reactive component of the material internal impedance are
influenced by the skin effect.
From eq. (2.54) it can be seen that the depth of penetration in inversely
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proportional to frequency, and this is an important consideration for eddy current
measurements. For shallow surface defects, the frequency is typically increased to
concentrate the density of induced eddy currents to shallower depths.
2.2 Eddy Current Measurement
Eddy current measurements are performed by measuring the changes in the sec-
ondary magnetic field as a result of eddy currents induced in a sample. This can
be done using several types of magnetic sensors such as Hall-effect sensors, Giant
magneto-resistive (GMR) sensors, and electromagnets. The work done in this the-
sis was carried out using electromagnetic solenoid coils to detect the magnetic field
changes due to the presence of a material. The voltage, V across the coil is mea-
sured, which changes proportionally with respect to the coil impedance, Z, which
will change depending on the properties of the material in proximity to it.
2.2.1 Electrical Impedance
Impedance is a component’s total opposition to current flow, and is defined according
to Ohm’s law as:
Z =
V
I
= R+ jX. (2.63)
The impedance, Z, is a complex number that contains a real component of resis-
tance, R, and an imaginary component of reactance, X. The reactance represents a
dynamic opposition to change current flow, and is frequency dependent. It can be
either inductive, XL, or capacitive, XC , and in most cases, it is a combination of
both, and the components resistance. Inductive reactance is directly proportional
to frequency, and given by:
XL = ωL (2.64)
while, capacitive reactance is inversely proportional to frequency and given by:
XC =
1
ωC
(2.65)
where, L, and C, is the inductance and capacitance of the system respectively,
and ω = 2pif , where f , is the frequency. The real, and imaginary components of
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Figure 2.3: Complex plane diagram showing the relationship between the resistive,
R, and reactive, X, components of the impedance, with the magnitude, | Z | and
phase, θ of the impedance.
impedance can be represented by a complex plane (Argand) diagram as shown in
fig. 2.3, visually depicting the magnitude, | Z |, and phase, θ of the impedance. The
magnitude, and phase of the impedance are calculated as:
| Z | =
√
R2 +X2 =
√
R2 + (XL −XC)2, (2.66)
θ = tan−1
(
X
R
)
. (2.67)
The phase of the impedance represents the phase difference between the
voltage, and current across the coil. For an ideal resistor, the impedance is entirely
resistive, there is no reactive component (X = 0), and the phase is 0. Inductors
and capacitors store energy, hence ideal versions of these will have entirely reactive
components where, R = 0 (fig. 2.3). An ideal inductor will have a phase lead
of +pi/2, and an ideal capacitor, a phase lag of −pi/2. Real circuit components
such as wires will always have resistive impedance, and inductors such as coils will
have parasitic capacitance, however at frequencies below resonanceii, the effects are
negligible[40].
iiResonance is defined here as the frequency, where the coil voltage is in phase with the current,
hence inductive and capacitive reactance are equal in magnitude, but cancel each other out in phase.
When this occurs, the effects of parasitic capacitance cannot be ignored. The resonant frequency,
f0, is calculated as f0 =
1
2pi
√
LC
[41].
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kV1 L0 Le Re
R0
(0) - Probe circuit (e) - Eddy current circuit
I1
Figure 2.4: Equivalent transformer model representing the coupling interaction be-
tween an eddy current probe(0) and the eddy currents induced in surface of an
electrically conducting test sample(e). The resistor in the eddy current circuit is
not a real resistor, but a representation of the frequency dependent resistive prop-
erties of the conductive material, when eddy currents are induced. After [43].
2.2.2 Eddy Current Transformer Model
As shown in section 2.1, when a coil generating a changing magnetic field is brought
in proximity to an electrically conductive material, there will be electromagnetic
coupling between the coil and the induced eddy currents. This causes any changes
in the eddy currents to be reflected in the electrical properties of the coil. This
coupling interaction can be modelled as a transformer circuit[42], where the primary
arm of the transformer is the probe circuit, and the secondary arm, the induced eddy
current circuit, as shown in fig. 2.4, which assumes that the partitive capacitance is
small enough to be ignored.
Kirchoff’s laws can be used to determine the effective voltages in the primary,
and secondary arms of the transformer[41].
V1 = I1(R0 + jω L0) + Ie(jωM), (2.68)
0 = Ie(Re + jω Le) + I1(jωM). (2.69)
The mutual inductance, M , between the circuits as defined in section 2.1.2 is:
M = k
√
L0Le, (2.70)
where, k, is the coupling coefficient between the probe and conductive material,
R0, and L0, are the resistance and impedance of the probe in air, and, Re, and
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Le, the apparent internal resistance, and inductance of the conductive material.
Rearranging eq. (2.69) to give Ie, it becomes:
Ie = −I1 jωM
Re + jωLe
, (2.71)
Multiplying the numerator and denominator by the complex conjugate, Re − jωLe
gives,
Ie = −I1 jωMRe + ω
2MLe
Re
2 + ω2Le
2 , (2.72)
Ie
I1
= − ωM
Re
2 + ω2Le
2 (ωLe + jRe). (2.73)
Substituting eq. (2.73) into eq. (2.68) gives,
V1
I1
= Z1 = R0 + jωL0 +
ω2M2
Re + jωLe
, (2.74)
adding +jωL0k to both sides of the equation [41], it can be written as,
Z1 = R0 + jωL0 +
ω2M2
Re + jωLe
+ jωL0k − jωL0k, (2.75)
M2 = k2L0Le, hence the equation becomes,
Z1 = R0 + jωL0 +
ω2k2L0Le
Re + jωLe
+ jωL0k − jωL0k, (2.76)
Z1 = R0 + jωL0(1− k) + ω
2k2L0Le + jωL0k(Re + jωLe)
Re + jωLe
, (2.77)
where Z1 is the probe impedance. Equation (2.77) is the impedance of an an equiv-
alent circuit representing a single probe inducing eddy currents in a conductive
material. The term L0(1 − k) is referred to as the leakage inductance due to the
imperfect coupling between the probe and conductive material. Here the frequency
dependent internal resistance of the material, Re, is assumed to be the same order
of magnitude as the internal reactance, jωLe. In line with the equations derived in
section 2.1.4, where it was shown that Re = jωLe at all frequencies, the effective
impedance of the coupled probe and conducive material can be written as,
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Z1 = R0 + jωL0 +
ω2k2L0Le
Re + jωLe
, (2.78)
multiplying the numerator and denominator by the complex conjugate, Re − jωLe,
gives,
Z1 = R0 + jωL0 +
ω2k2L0Le(Re + jωLe)
Re
2 + ω2Le
2 , (2.79)
since, Re = ωLe,
Z1 = R0 + jωL0 +
1
2
k2ωL0(1− j), (2.80)
Z1 = Z0 +
1
2
k2ωL0(1− j). (2.81)
where, Z0 is the probe impedance in air. This result enables the modelling of the
circuit in fig. 2.4 as a single equivalent circuit with effective inductive, L1, and
resistive, R1, components as shown in fig. 2.5[43, 44].
Z1 = R0 + jωL0 +
1
2
k2ωL0 − j 1
2
k2ωL0, (2.82)
separating the real, and imaginary terms of the impedance gives,
Z1 = R0 +
1
2
k2ωL0 + jωL0 +−j 1
2
k2ωL0. (2.83)
If the effective probe impedance is expressed as a series sum of the probe impedance
in air, and the change in impedance as a result of the eddy currents, as shown
fig. 2.5,
Z1 = R1 + jωL1, (2.84)
R1 = R0 + ∆R = R0 +
1
2
k2ωL0, (2.85)
L1 = L0 + ∆L = L0(1− 1
2
k2). (2.86)
The equations expressed thus far have assumed that the effects of parasitic
capacitance between the coil turns are negligible at frequencies well below resonance,
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V1
L0 ∆L
∆R
R0I1
Figure 2.5: Equivalent inductive circuit for a coupled eddy current probe, and con-
ductive material. The probe resistance, and inductance are represented by R0, and
L0, while the changes in probe inductance, and resistance as a result of the induced
eddy currents are represented as ∆R, and ∆L. After [43].
as stated in section 2.2.1. Figure 2.6(a) shows an impedance analysis of the coils used
in this thesis. The black dashed line represents the maximum operating frequency of
the probe, 2 MHz, and the plots are of the impedance magnitude, and phase of the
coil over a frequency range of 40 Hz to 20 MHz. Resonance occurs at a frequency
where the impedance magnitude is highest. At this point the coil reactance changes
from inductive, with positive phase, to capacitive, with negative phase. For these
coils, the resonance frequency is 14 MHz, when not connected to a coaxial cable.
Connecting the coils to a 110 cm long, RG178 coaxial cable, the combined resonance
frequency is reduced, as shown in fig. 2.6(b). The resonance frequency of the coil
and cable combination is 2.8 MHz. This change in the resonance frequency is as a
result of the reactance contributions of the coaxial cable.
Coaxial cables are frequently characterised by their capacitance per unit
length, Cn, however, they have resistive, inductive, and capacitive components, and
thus can be modelled as a transmission line. Figure 2.7 presents an illustration
of the composition of a coaxial cable. They consist of two conductive mediums in
the form of the core, and shielding, separated by a dielectric layer, which serves to
restrict electric and magnetic field leakage, and interference.
A simplified transmission line model for a coaxial cable of length, h, consists
of a lumped resistance, R, due to the finite resistivity of the core and shielding, con-
nected in series to a lumped inductance, L, which is the sum of the self-inductances
of the core and shielding. Shunted to these components are a lumped capacitance,
which arises from the proximity of the core to the shielding layer, and a lumped
conductance due to losses in the dielectric material [45, 46]. A circuit diagram for
a coaxial cable of length, h, connected to a single coil is presented in fig. 2.8. This
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Figure 2.6: Impedance analysis of the coils used. The dashed line is at 2 MHz, the
maximum probe operating frequency. Resonance occurs when the coil impedance
is at its peak magnitude, and the coil reactance changes from inductive (positive
phase) to capacitive(negative phase). (a) For these coils the resonance frequency is
14 MHz, when not connected to a coaxial cable, and (b) 2.8 MHz, when connected
to a 110 cm long, RG178 coaxial cable.
Core
Dielectric
Shielding
Cladding
d1d2
Figure 2.7: Illustration of the composition of a coaxial cable. It consists of a core
for signal transmission, and shielding to ground the circuit. These are separated by
a dielectric layer to restrict the leakage, and interference of electric and magnetic
fields.
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R1 L1 L2R2 Rc
LcC1 C2 Cc
Coaxial cable (transmission line) EC Coil
h
Figure 2.8: Circuit diagram for a single inductive coil connected to a coaxial cable
transmission line with a length, h.
model assumes that the conductance contributed due to losses in the dielectric are
negligible.
The values for the lumped components within each R-L-C circuit for the
coaxial cable are for for a unit length of the cable, and equal to all other unit length
components i.e. R1 = R2 = Rn = R/h,L1 = L2 = Ln = L/h, and C1 = C2 = Cn =
C/h. The values for resistance, inductance, and capacitance per unit length can be
calculated using the following equations[39, 45].
R
h
=
1
piσδ
(
1
d1
+
1
d2
)
, (2.87)
L
h
=
µ
2pi
log
d2
d1
, (2.88)
C
h
=
2piε
log d2d1
, (2.89)
where σ is the conductivity of the core, and µ and ε, are the magnetic permeability,
and permittivity of the dielectric layer respectively. The term for skin depth, δ,
in eq. (2.87) shows the dependence of the core resistance on frequency. Coaxial
cable cores are often made up of interwoven strands of wire, however, this model is
representative of a single wire core.
The transformer model equivalent eddy current circuit model presented as-
sumed that for the frequencies of probe operation presented in this thesis, capaci-
tance between the coil wire turns were negligible. These same assumptions apply to
the coaxial cable. While the inherent inductive, and capacitive components of the
of the coaxial cable caused a reduction in the resonance frequency of the system,
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The operating frequency of the probe still remained well below resonance.
2.3 Summary
This chapter covers some of the fundamental principles applicable to eddy current
testing. Equations describing the behaviour or eddy currents induced by a time
varying magnetic field were discussed. It was noted that induced eddy currents
are not plane waves, but assuming they behave as plane waves serves to show the
frequency dependence of the density of eddy currents induced in an electrically
conductive material. The skin depth was discussed, defined as the depth at which
induced current density has decreased to 37% of the surface current density, which is
at the maximum amplitude. The skin depth is an important parameter considered
when performing eddy current measurements as it serves to determine the depth of
defects for which an eddy current measurement is most sensitive at a given frequency.
The main parameters measured in EC tests were presented. For an eddy cur-
rent sensor coil, the secondary magnetic field from induced eddy currents affect the
coil inductance in ways, which when measured provide information on the material
properties. The coil impedance is a complex value, comprised of the resistance, and
reactance which is a function of inductance and capacitance.
Impedance analyses of the resonance behaviour of the sensor coils used in
this thesis were presented. It was shown that the frequencies of probe operation
were low enough that parasitic capacitance between the turns of the coil wires are
negligible, and resonance had no effect on the tests. The connection of the coils to a
110 cm long RG178 coaxial cable decreases the resonance frequency of the coil probe
due to the inductance and capacitance contributed by the coaxial cable, evaluated
by the transmission line model of the coaxial cable. However, the reduced resonance
frequency of the probe caused by the coaxial cable is higher than the probe operating
frequencies.
There are other sophisticated models that consider the complexities of the
system such as the effect of ferrite cores in the coil probe, mutual impedance between
a pair of coils, and the skin effect in the coil windings. However, for the purposes
of experiments conducted, the principles covered serve as useful approximations.
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Chapter 3
Eddy Current Techniques
Eddy current testing (ECT) is based on measuring the magnetic field generated by
eddy currents induced in an electrically conductive material. These measurements
can be taken using a wide variety of sensor probe designs, and operational methods.
This chapter presents a review of common ECT probe configurations and designs.
ECT inspection methods vary depending on the type of defects under con-
sideration, material properties, and geometry. Hence, this chapter will concen-
trate on reviewing inspection techniques for surface breaking defects in flat, non-
ferromagnetic materials.
3.1 Electromagnetic Coils
Electromagnetic coils are the most common elements used in the induction, and
detection of eddy currents in materials. They offer good sensitivity at high frequen-
cies, and are cheap to produce due to the simplicity of their construction. EC probe
coils come in various shapes, and sizes, and discussed in the following sections are
some of the approaches and considerations when designing EC sensor probe coils.
3.1.1 Coil Design
The coil geometry, and drive current frequency determine the density, and profile
of eddy currents induced in the sample, and will influence the sensor’s sensitivity
to defects. When a coil is energized and brought in proximity to an electrically
conducting material, eddy currents are induced in closed loops on the sample surface,
directly beneath the coil wires. These eddy currents will flow in a path that is
determined by the shape of coil shape, lift-off, and sample geometry. Larger coils
will have a lager profile of eddy currents, covering more area, but at the expense
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Tilt angle
Lift-off
Solenoid coils
Conductive sample
Coil axis
Figure 3.1: Illustration of solenoid coil positions relative to the conductive sample,
showing probe tilt, and lift-off.
of defect sensitivity[47], as the potential for flaw detection is based on how much
the flaw perturbs the flow of eddy currents(discussed in section 5.3). Commonly
used in eddy current probes, are solenoid coils and planar coils such as pancake and
rectangular coils.
Solenoid Coils
Solenoid coils have their windings primarily stacked parallel to the coil axis. They
consist of cylindrical turns of wires often several layers high, and wide, hence they
generate strong magnetic fields, which produce high eddy current densities in the
test sample resulting in a high coupling factor, and good signal strength. They are
however, very sensitive to lift-off, and probe tilt from the material surface (illustrated
in fig. 3.1), which are major sources of noise in eddy current inspections[48, 49].
Solenoid coils are commonly used in encircling probes for testing bars or
tubes, either internally, or externally. They induce eddy currents, which flow per-
pendicularly to the axis of the tube and coil, and as such they are sensitive to defects
parallel to the coil axis, and less sensitive to defects oriented circumferentially on
the test tube. Steam generator pipes are often tested internally using a solenoid
coil, fitted with a bobbin, which keeps the probe horizontal as it is moved along the
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xy
(a) Rectangular coil (b) Pancake coil
Figure 3.2: Top-down diagram of two kinds of planar coils. (a) Rectangular coil,
and (b) pancake coil. If the coils axes are in the z direction (into the page), the coil
windings are stacked perpendicular in the x− y, direction.
length of the tube[50]. The probes locate the defect by incorporating an encoder,
which measures the distance of the defect from the edge of the tube[32]. A simple
solenoid of N number of turns, with a cross sectional area. A, and length, l has an
inductance, L which can be estimated as[51],
L = µ
N2A
l
, (3.1)
where µ, is the magnetic permeability of the coil core.
Planar Coils
Planar coils have windings stacked parallel to the coil axis as illustrated in fig. 3.2.
Most commonly used forms of planar coils are the flat pancake spiral coil(fig. 3.2(b)),
and in recent times, the rectangular coil (fig. 3.2(a))[52, 53, 31]. Pancake coils offer
more coverage when compared to solenoid coils, at the expense of a lower eddy
current density which leads to a reduced signal strength. They are also characterised
by a comparatively low spatial resolution, as a result of the spread of induced eddy
currents[47], hence if a defect smaller than the coil is picked up, it may be difficult
to determine exactly where the crack is within the coil footprint.
For some applications, rectangular coils are considered superior to circular
coils due to their ability to create directional and uniform eddy currents in certain
regions of the coil footprint[53]. They are highly sensitive to shallow surface defects
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and scratches at high frequencies[54], and are easily manufactured in printed circuit
boards[55].
Ferrite Cores
The sensitivity of coils used in ECT is predominantly affected by inductance. The
value of inductance calculated by eq. (3.1) can be increased by increasing the num-
ber of coil turns, or the coil area, or decreasing the coil length. The permeability of
the core also greatly affects the coil inductance, and as such, increasing the coil per-
meability can significantly increase the coil inductance. This is done by introducing
a ferrite core into the coil.
Ferrites are ceramic compounds of iron oxides (and other elements such as
manganese of nickel and zinc), which are ferrimagnetic but non conductive. They
are commonly utilised in EC probe coils for their ability to provide a high perme-
ability even at high frequencies, unlike iron or steel cores. In addition, also unlike
metal cores, their low conductivities suppress the induction of eddy currents within
the cores[51]. The high magnetic permeability of the cores enable the focusing of
the magnetic field generated by the coil, which increases the flux linkage between
the probe and the test material, increasing the coil sensitivity to defects, as demon-
strated in section 5.3. They have also been shown to be effective when used as a
backing layer to pancake coils[56].
3.1.2 Probe Modes of Operation
Eddy current probes have various modes of operations, depending on the purpose,
or limitations of the application. The coils within a probe can be operated in
these modes either jointly, or separately. Summarised in this section are the most
commonly used modes of probe operation.
Absolute Mode
Absolute mode (also known as reflection mode) is the oldest, and most common
mode of probe operation[32]. It utilises a single coil for the generation of eddy
currents, and the detection of the magnetic field in the test specimen (see fig. 3.3
(a)). The data measured from an absolute mode probe is the voltage across the coil,
which is dependent on the coil inductance, and changes in the presence of a defect.
This probe configuration is highly sensitive to temperature variations and is often
used in conjunction with a reference inductor, located a way from the test sample.
This reference inductor has the same impedance as the probe coil in air, and serves to
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(a) Absolute Mode (b) Transmit - receive Mode
Induced EC
(c) Differential Mode
Conductor
Figure 3.3: Circuit configuration for the most commonly used modes of operation of
EC probes. (a) Absolute mode, which comprises of a single coil for the generation
and detection of eddy currents. (b) Transmit-receive mode; one coil generates the
eddy currents, while the other detects the magnetic field due to the eddy currents.
(c) Differential mode; both coils are wound in opposition, and the difference in the
coil voltages is measured. After [57].
compensate for the effects of temperature variations on the probe voltage. Perfectly
matched inspection coils will return a a null voltage signal a defect is absent, which
increases the dynamic range and the probe sensitivity to defects[32].
Transmit - Receive Mode
Transmit - receive probes (also known as separate-function probes), have one coil
generating the eddy currents, and a separate coil detecting the magnetic field (see
fig. 3.3(b)). A major advantage of this mode is that the respective coils can have
designs, which are optimal for their function. The number of turns or permeability
of the transmit coil can be increased, increasing the coil inductance, which increases
the density of induced eddy currents, while the receive coil can have a design with
minimised noise sources, and the optimal geometry for the detection of the defects
under consideration.
Differential mode
In differential mode, the probe consists of two coils inspecting adjacent sections of
the test piece as illustrated in fig. 3.3(c). They can be wound separately with their
voltages subtracted after inspection, or wound as a single circuit of two coils with
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turns wound in opposite directions. In either configuration, the output voltage for
a differential probe is zero in the absence of a defect. The probes can be operated
with both coils generating eddy currents, or as passive sensors for the detection of
fields due to a separate excitation coil. Differential probe have high sensitivities to
small defects and defect edges, but can be insensitive to gradual or long defects (i.e
when both coils are on the defect the voltage cancels out). They are less susceptible
to temperature variations, and lift-off, offering high signal to noise ratio, but can
also be insensitive to defects with certain orientations[23].
3.1.3 Array Probes
One of the main disadvantages of single coil probes is the time it takes to perform
2-D surface scan. For small coils and defects, the spatial resolution is important,
and when the scanning process is not automated, it can be a tedious exercise for the
technician. Eddy current array (ECA) probes significantly reduce the time taken to
perform an inspection[58]. They are comprised of identical sensing elements, which
are activated in turn to perform an electronic scan, while the probe is physically
scanned along the surface being inspected (illustrated in fig. 3.4), allowing larger
areas to be scanned quickly. ECA coils can be operated in any of the modes discussed
above, either individually or concurrently depending on test requirements. The
electronic scan is performed by multiplexing through the coils in order to prevent
cross talk between adjacent coils being simultaneously driven.
Hughes et al.[59], showed that high frequency eddy current systems perform
better with electronics mounted as close to the coils as possible. They showed that
cables between eddy current sensor coils, and the measurement electronics cause
degradation in the measured inductance at high frequencies (> 1 MHz) due to par-
asitic capacitance in the cables having a more pronounced effect. They suggested
that mitigating this drawback could be done by mounting the electronics just behind
the coils. In a system with a single coil, or a pair of coils, this is feasible, however
for an array system with multiple coils, and multiplexers, the electronics become
a lot more complicated. ECA systems available currently do not perform well at
frequencies higher than 1 MHz due to the factors mentioned, and are not routinely
used for the inspection of low conductivity materials, which tend to require excita-
tion frequencies higher than 1 MHz. One of the aims of this project is to investigate
the utility of lower frequencies, for the inspection of low conductivity materials. At
these low frequencies, an ECA system can be used for the inspection of the low
conductivity materials with much less complicated electronics.
Many authors have shown the benefits, and drawbacks of ECAs. Mook et
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Multiplexing Sequence
Electronic Scan
(a) EC Array (b) Single EC Probe
Figure 3.4: Comparison between the scanning process of (a) an ECA, and (b) A
single coil EC probe. The array comprises multiple multiple identical sensing ele-
ments with are activated in turn for an electronic scan, while the probe is physically
scanned along the surface of the test piece. To cover the same area, the single coil
EC probe has to be raster scanned along the surface of the test piece. After [65].
al.[60], showed that in an array with identical coils, where each coil can be multi-
plexed through to serve the function of transmit, or receive, interference is reduced
by driving and receiving from single elements within the array at any given time.
However the presence of cores in the inactive array coils reduced the enhancement
of coil-sample flux coupling provided by the cores in the active elements. They also
showed that operating the array coils in transmit-receive mode provided two times
the spatial resolution compared to absolute mode operation. Operating the elements
in either mode have their benefits, and disadvantages, which are investigated in sec-
tion 5.3. Zilberstein et al.[61], presented arrays made of meandering coils, which
can be used to monitor the initial growth of fatigue cracks and small as 50 µm in
high strength steel. More recently, flexible conformable arrays have been developed
for the testing of complex shaped samples and harder to reach areas[62, 63, 64] by
manufacturing printed circuit coils on flexible substrates.
Alternative Magnetic Field Sensors used in an ECA
Other methods for detecting eddy current magnetic fields have become increasingly
popular due to their comparatively higher sensitivity over a broad range of frequen-
cies, low noise and cost[66]. These sensors include, giant magneto-resistors (GMR),
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hall probes, and superconducting quantum interference devices (SQUIDS).
Magneto-resistive Sensors
Magneto-resistance (MR) is a quantum-mechanical effect, which occurs in ferro-
magnetic materials, due to spin-orbit interactions of conduction electrons in the
material[67]. Magneto-resistive sensors are transducers made from materials with
great MR properties, enabling them to exhibit linear changes in resistance when in-
fluenced by an external magnetic field. They are highly sensitive, with high spatial
resolution, with their drawback being high temperature coefficients[68].
Giant magneto-resistive (GMR) sensors are solid state devices with large MR
properties. Much work has been done in demonstrating the effectiveness of GMR
sensors. Chomsuwan et al.[69], demonstrated the use of a spin-valve type GMR in
conjunction with a meander transmit coil to detect conductor disconnections ranging
from 50 µm to 500 µm wide, in printed circuit boards. T. Dogaru and S. Smith[66]
presented a highly sensitive probe comprising a flat pancake transmit coil, and a
GMR sensor used to accurately detect, and size surface defects as small as 1 mm
in length, and a subsurface defect 15 mm in length, with varying depths. They
concluded that the spatial resolution of the probe is dependent on the dimension
of the transmit coil, and the minimum detectable crack length is dependent on the
mean radius of the coil. Along with C. Smith[70], they demonstrated the use of a EC
based GMR sensor array to generate 2D images of cracks located at the edge of a test
piece. GMRs measure the magnitude of the magnetic field unlike EC coil sensors,
which measure the change in magnetic field. Hence, they have the advantage of
being comparatively more sensitive at lower frequencies. They consume less power,
and can be made with small dimensions, making them easily configurable into dense
arrays[71].
Hall Probes
Hall-effect probes are also used to measure the magnetic field of eddy currents.
Fundamentally, these transducers can measure the magnetic field by measuring its
effect on the voltage across a current carrying conductor, or semiconductor[51].
The magnetic field deflects the electrons in the conductor, causing the current to
fluctuate. Similarly to GMR probes, these sensors can be miniaturised, however,
they suffer from high levels of 1/f (pink) noise[68], which makes them less effective
at low frequencies[32].
Researchers such as He et al.[72], presented a probe comprising a single
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cylindrical transmit coil excited by a broadband pulse current, and two differen-
tially connected hall sensors, which they compared to a conventional differential
eddy current probe. They performed tests on surface defects, 8 mm long, with vary-
ing widths and the same depth in riveted structures. They concluded that the hall
sensor probe set-up provided no sensitivity improvements compared to the convec-
tional EC probe. Passi et al.[73] compared a 3-axis hall-effect magnetometer to a
classical hall-effect probe for testing superconductor homogeneity. They concluded
that the measurement of the three components of the magnetic field by the 3-axis
hall sensor provided higher sensitivity benefits compared to the single component
of the magnetic field measured by the classical hall sensor. Fan et al.[74], presented
sample thickness measurements of stacked aluminium, and copper layers using spec-
tral phase data from a hall probe, and a pulsed eddy current transmit coil. They
demonstrated that the coil voltage phase was less susceptible to noise attributed to
variations in lift-off.
Superconducting Quantum Interference Devices (SQUIDS)
Superconducting Quantum Interference Devices (SQUIDS) are capable of detect-
ing very weak magnetic fields, and are therefore effective at taking high resolution
magnetic field measurements. They are made from superconducting semi circular
loops of wire, connected via Josephson junctions[75]. While effective at measuring
extremely weak magnetic fields, they have to be operated at cryogenic temperatures
to maintain their super-conductive state, which limits their range of applications[68].
Various authors have researched non-destructive testing using EC based
SQUID systems. Muck et al.[76] showed that in thick, highly conductive, or fer-
romagnetic materials, a SQUID based eddy current testing system showed a much
higher sensitivity to defects, leading to a relatively higher probability of defect detec-
tion and sample testing speed when compared to a conventional EC system. They
have also been shown to be effective at detecting eddy currents from excitation coils
driven at frequencies as low as 22 Hz[77, 78], and demonstrated in field to success-
fully detect a 50 mm long slit-hole in a steel plate, at a lift-off of 50 mm - 100
mm[79].
3.1.4 Eddy Current Instrumentation
EC instruments are designed to be sensitive to the range of signals produced by
different types of samples or test conditions. These conditions could be in the form
of varying conductivities, or permeabilities of samples.
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The most frequently used method for achieving relatively stable, and sensitive
EC inspections is the electronic bridge circuit. There are many applicable kinds of
bridges, the basic function of which is to balance the probe over an undamaged
area of the test piece in order to get an accurate voltage indication when the probe
is over a damaged section of the test piece. A basic bridge circuit (see fig. 3.5)
comprises two fixed impedance elements(Z1&Z2), connected in series, and a variable
impedance element, ZV, connected in series to the load impedance, ZL(the sensor).
Both groups of series components are connected in parallel. The bridge is balanced
by putting the sensor on an undamaged section of the test piece, and changing the
variable impedance till the voltage across the voltmeter is null. The probe impedance
can then be calculated using the voltage divider equation[23],
ZL =
Z2
Z1
· ZV. (3.2)
With the probe balanced, any change in the probe impedance during the test is
indicated directly in the voltage across the voltmeter. This is an analogue difference
measurement which can be highly sensitive, while being relatively unaffected by
variations in the surrounding environment.
The variable impedance, ZV, is often in the form of a reference coil. This
coil can be mounted within the probe housing, oriented perpendicular to the receive
coil sensor, and as far away from it as possible. When both coils are in air, this
reference coil signal, and the receive coil signal are equal, and if they are wound
in opposition, their signals cancel each other out. When the probe is placed on a
test piece, the difference in the receive coil, and the reference coil signal is indicated
in the voltmeter. A more sophisticated way of using the reference coil is to make
it have properties as similar to the receive coil as possible (matched coils). This
way during testing, the reference coil can be placed on a standard conductivity
block with the same properties as the test piece. This enables more flexible, and
sensitive measurements. More recently, self reference has been used in place of a
reference coil[23]. The probe is placed on a reference block with the same properties
as the test piece, or in some cases, an undamaged part of the test piece. The
probe is balanced, by measuring the voltage across the receive coil, and storing it
electronically. As the probe scans along a the section of the test piece of interest,
the test signal is compared with the measured reference signal. Since finding two
perfectly matched coils is very difficult, this method provides the advantage of having
identical ‘reference’, and ‘test’ coils[23], and a bridge is not required.
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Z1
ZL
ZV
Z2
Figure 3.5: Schematic circuit diagram of a Wheatstone bridge showing the fixed
impedance elements Z1 and Z2, a variable impedance element ZV, and the load
impedance ZL. The bridge is balanced, and voltage across the voltmeter null, when
the ratio between the fixed impedances is the same as the ratio between the variable
impedance and the load impedance.
3.1.5 Eddy Current Excitation
The fundamental operation of EC probes is the detection of generated eddy currents
induced by a changing magnetic field. This requires that the coil inducing eddy
currents is carrying an alternating current. The simplest form of eddy current
excitation is a constant amplitude sinusoidal wave current, however, there are other
more sophisticated methods of creating the changing magnetic field for eddy current
measurements.
Multi-Frequency Measurements
Standard EC measurements use a single sinusoidal wave alternating current. The
sine wave frequency is selected based on the material properties of the test piece,
and the depth of the defects of interest. The frequency of the excitation current
field determines the depth of penetration into the material (see chapter 2), hence
EC probes are often driven at high frequencies for the inspection of low conduc-
tivity materials, or to detect very small defects. In some cases however, a deeper
penetration into the material is desired, and one solution could be to decrease the
excitation frequency, which would increase the depth of penetration. However, this
comes at a cost of sensitivity to shallower surface defects, as the eddy currents could
flow below the defect. Furthermore, Faraday’s law states that the induced voltage
is proportional to the rate of change of magnetic field, hence a slower changing mag-
netic field will induce less dense eddy currents, which may be harder to detect by
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the probe.
Measurements at multiple frequencies will generate eddy currents flowing at
different depths. This data can be analysed to acquire more information about dis-
continuities in the test piece[80]. The multi-frequency measurement process involves
acquiring EC signals at two or more test frequencies, combined in a manner at which
noise from sources such as lift-off, material geometry variation, and temperature ef-
fects can be minimised, hence improving the signal to noise ratio[47, 6, 81].
Authors such as Bartels and Fisher[82] have shown a multi-frequency eddy
current imaging technique, which combines 2-D surface images taken at multiple fre-
quencies to isolate defects of different sizes and depths in a test piece. They showed
that linearly combining the magnitude, and phase of the complex data measured
from a four frequency inspection, significantly improved the signal to noise ratio by
up to 1100%.
Pulsed Eddy Current Measurements
Pulsed eddy current testing (PEC) involves the use of an excitation current com-
posed of a wide spectrum of frequencies, which enables a simultaneous inspection
at different depths into the test piece[83]. In recent times, PEC has gained consid-
erable research interest due to its effectiveness at the detection, and quantification
of both surface and subsurface flaws in conductive materials, resulting from the
ability to utilise multiple frequencies, which match depths of interest[84, 85]. Con-
ventional ECT is highly susceptible to noise due to probe lift-off. Tian et al.[86]
present a study of the lift-off invariance of different PEC configurations when per-
forming sample conductivity measurements, and concluded that the accuracy of the
measurements were unaffected by variations in lift-off between the probe and the
sample.
The rate of change (rise time), and width of the excitation pulse determines
its frequency composition. A steep rise results in the pulse being composed of high
frequencies, which are more applicable to the detection of small surface defects.
Conversely, a more gradual rise results in lower frequencies enabling more penetra-
tion into the test sample for the detection of deeper defects[87]. The pulse width
determines the frequency bandwidth within the pulse[51].
The previously discussed detection sensors are also applicable to PEC. Hall,
and GMR sensors perform much better than EC coils for PEC due to their sensitivity
at low frequencies, required to detect sub surface defects[88].
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3.1.6 Summary
This chapter discusses some of the most common techniques used in eddy current
testing. Some types of conventional EC coils, considerations for the construction,
and selection of the coils, and their applications were also covered. The common
modes of operation of eddy current coil probes, which include absolute, transmit-
receive, and differential modes were discussed, with their relative benefits and draw-
backs summarised.
Other common sensors for the detection of eddy current magnetic fields in
ECT measurements include the Hall sensor, the Giant Magneto-resistive sensor
(GMR), and the Superconducting Quantum Interference Device (SQUID). These
sensors have their benefits and drawbacks, with their main benefit over conventional
EC soil sensors being their high sensitivity at low frequencies.
Conventional EC probes are excited by a single frequency sinusoidal wave
current, which limits flexibility with regards to the depth of the sample at which
defect measurements can be conducted. Other methods of excitation include the use
of multiple sinusoidal wave currents with different frequencies, and the combination
of the resulting data, which has been shown to increase the signal to noise ratio
of 2-D surface images. Pulsed eddy current excitation was also discussed, which
involves the use of a current pulse containing a band of frequencies for excitation.
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Chapter 4
Improving the Signal to Noise
Ratio of Eddy Current C-scan
Data
4.1 Experimental Method
An experimental system was developed to generate C-scan images of surface break-
ing defects in stainless steel (AISI Type 316). Stainless steel, and other low conduc-
tivity materials such as titanium, and titanium aluminide have high strength, and
low densities, and are widely used in industry due to their favourable properties[89].
The electrical properties for these materials are listed in table 4.1[90, 91, 92, 93] at
room temperature, 20◦C. The stainless steel samples are in the form of blocks and
plates of varying shapes, widths, and thickness, with laser micro-machined defects
on them. Table 4.2 lists the dimensions of the defects on text blocks. Industrial
eddy current methods can reliably detect cracks as small as 0.75 mm long, and 0.38
mm deep [43], but there is a drive to improve detection limits, hence defects as small
as 0.25 mm were tested in these experiments.
An array system consisting of a function generator, oscilloscope, multiplex-
ers, a microcontroller, and four solenoid coils as presented in fig. 4.1 was used to
conduct preliminary experiments. The multiplexers served as switches enabling the
use of the coils within the probe as transmit coils, and receive coils. The multi-
plexers are controlled using an Arduino microcontroller. Tests using this system
produced initial results, however, further analysis was required. A subset of this
system was developed which used a probe consisting of two solenoid coils. With
this new system, the microcontroller and multiplexers are not required. Figure 4.2
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Material Electrical resistivity (µΩm) Conductivity (MSm
−1)
Stainless steel (AISI Type 316) 0.77 1.30
Titanium (Ti) 0.78 1.27
Titanium aluminide (γ-TiAl) 2.29 0.44
Table 4.1: Electrical resistivity, and conductivity values for the materials tested.
After[90, 91, 92, 93]
Length (mm) Depth (mm) Width (mm)
2 1 0.1
1 0.5 0.1
0.5 0.25 0.1
0.25 0.125 0.1
Table 4.2: Dimensions of the defects tested.
presents a schematic diagram of the new system used to perform the experiments
presented in this chapter. The experimental set-up consists of a function generator
generating a sinusoidal wave voltage, driving a Howland current source, which keeps
the transmit coil current constant. An X-Y stage is used to take the 2D C-scans,
and an oscilloscope for voltage measurements.
The Tektronix AFG3052C function generator was used to generate a ±500
mV sinusoidal wave voltage, which is converted to a constant amplitude, ±50 mA
current by the Howland current source [94], which drives the transmit coil. The
Howland current source has a 10 Ω resistor connected in parallel to the transmit
coil, which enables the measurement of the change in voltage across the transmit
coil. The current source also serves to enable easier data processing and comparison
to FE models, as it keeps the amplitude of the sinusoidal wave current through
the transmit coil constant. This means that the coil voltage will change linearly as
the coil impedance changes. Thus, the change in coil impedance can be measured
directly by measuring the change in coil voltage. This function negates the need
for a bridge circuit commonly used in conventional eddy current systems. The
sinusoidal wave current amplitude was observed to not be perfectly constant, but
the variation, which was measured to have a standard deviation of 2 mA is small
enough to not have a noticeable effect on the experimental measurements. The
voltages are measured using a Tektronix DPO4104B-L oscilloscope. The X-Y stage
used for taking the scans is a Zaber X-LSM linear stage, with a minimum step
resolution of 0.099 µm per step. The probe is mounted onto the X-Y stage with
a 0.2 mm clearance between the base of the probe and the surface of the sample
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Function Generator
Oscilloscope
Current Source
Computer
De-Multiplexer
Multiplexer
Microcontroller
4 - element Array Probe
Figure 4.1: Schematic diagram of the experimental set-up for a 2D single frequency
C-scan of a conductive test piece using an eddy current array probe consisting of
four solenoid coils. The multiplexers switch between the coils enabling them to act
as both transmit, and receive sensors in turn.
Probe mount to XY Stage
Test piece
Probe
Function Generator
Oscilloscope
Current source
Computer
Figure 4.2: Schematic diagram of the set-up for a 2D single frequency C-scan of
a conductive test piece. The function generator is used to generate a sinusoidal
wave voltage, with which an constant amplitude alternating current is generated by
the Howland current source. An automated C-scan is taken using the X-Y stage
controlled by the computer, and the voltage across the coils is measured by the
oscilloscope, and then transferred to the computer for post processing.
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being tested. The probe holder would usually be spring loaded, or weighed down
to decrease coil lift-off as much as possible, and to decrease the effect of variations
in the flatness of the sample surface. The reason for the clearance between the
probe and sample was to prevent the probe from scraping on the sample surface,
which introduced errors into the measurements. The components are controlled with
a computer running programs created using either Labview, Matlab, or Microsoft
C#.
The scans are taken using a coil probe containing two coils, arranged side
by side. The coils have identical specifications, comprising four layers with 25 turns
per layer to make 100 turns in total. They are wound from thin copper wires (0.063
mm in diameter), have internal and external diameters of 0.90 mm, and 1.15 mm,
respectively, and heights of 1.58 mm. The coils used were designed to detect 2 mm
long defects in the materials considered. The coil diameter determines the spatial
resolution to which the defects can be sized, thus a diameter of 1.15mm will serve
to accurately detect, and size a 2 mm long defect. The number of coil turns, and
the coil diameter also determine the coil inductance. The thin copper wires were
used to reduce the coil footprint, while keeping a high number of turns to give a
sensitive coil with a sufficiently high inductance. These coil parameters were ideal
for the detection and sizing of the 2 mm long defect, but as shown in chapter 5 they
are not ideal for the sizing of 0.25 mm and 0.5 mm long defects. This is because the
coil diameter is wider than the length of these defects. Optimizing the coils for the
sizing of the 0.25 mm and 0,5 mm long defects will involve making the coils even
smaller, and the resources to do that were unavailable at the time. However, with
the aid of the FE models, it was shown that the sub-millimetre defects could be
accurately detected using these coil parameters. The coils contain low permeability
ferrite cores, with µr = 40[95], to increase coil sensitivity as shown by the models
comparing scans with and without ferrite cores in section 5.3.1. The coils are not
shielded from each other, and this is to maximise the inductive coupling between
them.
Each coil is connected to a 110 mm long RG178 coaxial cables, and each
coil and cable combination has a characteristic inductance of L0 = 21 ± 3.5µH
at 300 kHz, when not in proximity to a conductive test piece. At this frequency,
each coil and cable pair has a combined impedance of 49.4 Ω to match the 50 Ω
output from the Howland current source, and 50 Ω input to the oscilloscope. Low
conductivity materials such as those inspected in this thesis are more commonly
inspected at frequencies much higher than 300 kHz (> 2 MHz). However, for an EC
measurement system to perform well at such high frequencies, the electronics have
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7.6 mm
18 mm
Probe body
Co-axial cables
Coils
15.5 mm
2.8mm
Figure 4.3: Illustration showing the arrangement of the probe coils, and the di-
mensions of the probe body. The coils are wound from copper wires, 0.063 mm
in diameter. They have identical specifications including; 100 turns, internal and
external diameters of 0.9 mm, and 1.15 mm respectively, and heights of 1.58 mm.
The probe body was 3D printed from acrylonitrile butadiene styrene (ABS) plastic.
to be located close to the coils to avoid the use of coaxial cables between the coils and
the electronics as demonstrated by Hughes et al in [59]. Thus, to circumvent these
issues, the coils are driven at sub MHz frequencies, and 300 kHz was selected as it
best matched the coil impedance to the impedance of the Howland current source,
and the oscilloscope. The ability to detect such small defects in low conductivity
materials at 300 kHz is a significant improvement over current systems available in
the market. The probe body was 3D printed using acrylonitrile butadiene styrene
(ABS) plastic. The probe dimensions are illustrated in fig. 4.3.
Impedance analysis for the coils used in these experiments was presented in
section 2.2.1, However, the impedance response of the coil changes when another
coil is in close proximity to it. The impedance response over a frequency range of
40 Hz to 5 MHz for one of the coils connected to a 110 mm long, RG178 coaxial
cable is presented in fig. 4.4. The maximum operating frequency defined for these
experiments is 2 MHz denoted by the black dashed line. Due to the proximity of the
two elements within the probe, resonance occurs at 2.94 MHz, and 3.44 MHz. The
resonance events in fig. 4.4 correspond to each roil resonating at these frequencies,
and is reflected in the impedance response of this one coil because of the magnetic
flux coupling between the coils.
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Figure 4.4: Impedance analysis for one of the coils in the two coil probe connected
to a 110 cm RG178 coaxial cable. The maximum operating frequency for these
experiments is 2 MHz denoted by the black dashed line, and resonance occurs at
2.94 MHz, and 3.44 MHz.
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4.2 Data Processing
In eddy current testing, the effects of the material’s properties on the coil impedance
is measured. Since the current in the transmit coil is kept constant, the coil voltage
will reflect the same changes in the coil impedance. The sinusoidal wave coil voltage
can be represented as a complex value, V = a+ jb. The complex components of the
voltage are used to generate C-scan images mapping the defects on the test piece.
Figure 4.5 presents a typical plot of the sine wave voltage across the coils. Voltage
across the coils in this plot is a sine wave, at a frequency of 300 kHz. It has been
averaged 16 times to minimise noise, and to enable an accurate measurement of the
amplitude, and phase of the voltage. 16 averages are taken as tests showed that
more than 16 averages took more time to record, and showed no improvement in
the data. The effects of the material on the coil voltage phase tends to be so small,
that a high sampling rate is required to measure it. The sampling rate for this data
is 2.5 GSs−1. More important than the sampling rate for measuring phase is the
amount of intrinsic time jitter on the oscilloscope. This is specified in the oscilloscope
manual as the long term sample rate and delay time accuracy, and is measured in
parts per million over a ≥ 1 ms time interval. Phase measurements from initial
experiments using a Tektronix DPO3034, with a long term sample rate and delay
time accuracy of 10 ppm, produced noisy and unusable phase measurements. The
higher specification Tektronix DPO4104B-L oscilloscope has a long term sample rate
and delay time accuracy of 5 ppm, and was used to take the phase measurements
presented in this thesis.
The magnitude, and phase of the voltage are used to construct the C-scan
images. Coil voltage magnitude, |V |, and phase, θ, are calculated as,
|V | =
√
a2 + b2, (4.1)
θ = tan−1
b
a
(4.2)
The probe is used to scan the test piece, with the amplitude, and phase
of the voltage measured at each step of the scan. Two methods of measuring the
voltage amplitude and phase are evaluated. The first method is to fit a sine wave
to the voltage data, and use the parameters of the fitted sine wave to evaluate the
amplitude, and phase[96].
y =
n∑
i=1
ai sin(bix+ ci), (4.3)
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Figure 4.5: 300 kHz sine wave voltages across the transmit and receive coils for 4µs,
showing the parameters measured as the amplitude and phase of the voltage signal.
The data was sampled at 2.5 GSs−1, and averaged 16 times to minimise noise.
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where, ai is the amplitude, bi the frequency, and ci, the phase. This is achieved
using the ‘sum of sines’ algorithm available in the Matlab digital signal processing
toolbox. The second method is to perform a fast Fourier transform (FFT)[97] on
the voltage data, to convert it from time domain, to frequency domain data, and
to use the amplitude, and phase of the transformed data at the drive frequency.
Both methods produced similar data, with differences being the form of the data
produced, and computational speed. Fitting a sine wave enabled the evaluation
of the exact values for the amplitude, and phase of the voltage, whereas with the
FFT, values related to the amplitude, and phase are retrieved. The most accurate
fit was achieved using a sum of 2 sine waves, with no improvements observed when
more sine functions are fitted. Fitting sine functions to the data however, took
considerably more time to compute than using a fast Fourier transform. For the
application of generating C-scan images, the exact values of voltage, and phase are
not required, as the relative change in voltage as the probe scans the material is the
important information. Therefore the magnitude values generated by the FFT are
used for generating the images.
4.2.1 Impedance Matching
The impedance of the coil, coaxial cable, and termination impedance of the oscil-
loscope are very important considerations when performing the eddy current mea-
surements. The RG178 coaxial cable has a characteristic impedance of 50 Ω, and
each coil, and coaxial cable combined has an impedance of 49.4 Ω, at 300 kHz. To
get the maximum transfer of power to the oscilloscope, and to minimise reflections
[46], which will affect the measured amplitude, and phase values, the oscilloscope
has to have a termination impedance of 50 Ω, to match with the 50 Ω output
impedance at the Howland current source terminals, and the 50 Ω characteristic
impedance of the coaxial cables. The coaxial cables connected to the coil behave
as transmission lines (see chapter 2), thus terminating the transmission line at its
characteristic impedance minimises reflections[36]. Figures 4.6 and 4.7 compares
plots of the magnitude, and phase of the transmit, and receive coils for varying
termination impedances at the oscilloscope.
These plots show the severe degradation of data that can result from an
impedance mismatch between the oscilloscope and the rest of the circuit. Terminat-
ing at 1 MΩ when coil and coaxial cable impedance is close to 50 Ω results in data
that is not only noisy but does not accurately reflect the defect being scanned. The
noise due to reflection resulting from an impedance mismatch is more visible in the
phase data, where amplitude data is rendered inaccurate.
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Figure 4.6: Amplitude, and phase of the transmit coil voltage, for a 300kHz line
scan of a 2 mm long defect in stainless steel. The oscilloscope was terminated at (a)
1 MΩ, (b) 75 Ω, and (c) 50 Ω. The data accuracy improves from (a) to (c); with (c)
reflecting the most accurate indication of the defect, and the least amount of noise
in the phase measurements.
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Figure 4.7: Amplitude, and phase of the receive coil voltage, for a 300kHz line scan
of a 2 mm long defect in stainless steel. The oscilloscope was terminated at (a) 1
MΩ, (b) 75 Ω, and (c) 50 Ω. The data accuracy improves from (a) to (c); with (c)
reflecting the most accurate indication of the defect, and the least amount of noise
in the phase measurements.
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Figure 4.8: C-scans generated by measuring the voltage (a) amplitude across the
transmit coil, (b) phase across the transmit coil, (c) amplitude across the receive
coil, and (d) phase across the receive coil. The transmit coil was driven by a 50 mA
sinusoidal current at 300 kHz. The white bars represent the length, and location of
the 2 mm long defect on the stainless steel sample.
4.2.2 Data Filtering
Scanning the sample is done by moving the probe in steps along the surface of the
test piece using the X-Y stage. The size of the steps is dependent on the size of
the defect being scanned, as a step size that is much larger than the defect might
not reflect the defect in the resulting image. Figure 4.8 presents C-scans generated
from the amplitude, and phase of the transmit, and receive coils after scanning a
stainless steel plate with a 2 mm long defect, with current at 300 kHz.
The coils were moved 100 steps in each direction at 0.1 mm per step, to
generate a 10 mm by 10 mm pixel gird of the sample surface. The data presented
has had no filtering or noise reduction done, save for the averaging done on the
oscilloscope. Figure 4.8 (a) and (b) are generated from the magnitude, and phase of
the voltage across the transmit coil (absolute), while (c) and (d) are generated from
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the magnitude, and phase of the voltage across the receive coil (transmit-receive). It
is observed through the experiments and FE modelling that the transmit coil data
serves to size defects larger than the coil diameter, and receive coil data serves to
determine the location of the centre of the defect.
The signal to noise ratio (SNR) of each image is evaluated to quantify the
amount of noise in the data. This is especially useful in automation, where a SNR
above a certain threshold can confirm the presence of a defect in situations where
a human inspector is not present. The SNR is calculated by applying eq. (4.4)[98]
to sections of the image. Before the SNR is calculated however, it is important
to normalise the data, to get a more accurate evaluation. This also enables better
visualization, wherein pixel values that represent the defect are high, and pixel
values for the defect free areas of the sample are low. Normalisation is done by
taking a line of the scan with the smallest standard deviation, to represent a section
of the sample where no defect is present, taking the average of the pixel values on
that line, and subtracting the value from all the other pixel values in the image.
This sets pixel values for areas of the sample without defects to zero. Part of the
normalization process is also taking the absolute of all the pixel values, so they are
all positive.
SNR(dB) = 20 log
net signal
backround noise
(4.4)
The background noise defined is the mean standard deviation of pixel values in a
section of the image where no defect signal is expected, and the net signal is defined
as an average of the pixel intensities in any section of the image which is above a
defined intensity threshold. The section of the image has to have connected pixels,
which have all external boundary pixels with an equal or lower value. First, the
pixels in the image with intensities less than the defined threshold are suppressed,
and set to zero, then the image is binarised, with regional maxima, which are con-
nected neighbouring pixels representing the defect indication[99, 100] , set to 1. The
other pixels are set to 0. This is a form of morphological image processing[101]. The
indices for pixels set to one are collected, and the corresponding pixel intensities in
the original image are averaged to get the net signal. Evaluating the net signal in
this manner ensures that only clusters of pixels above the defined threshold are con-
sidered. A disadvantage of measuring the net signal in this manner however, is that
a noisy image with random high intensity pixels will have those pixels included in
the signal area. The solution is to apply a median filter to the image, which smooths
out any random noise pixels . An example of the image sections taken for the SNR
measurements is presented in fig. 4.9. Here, a median filter has been applied to
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the images, and then the images have been binarised, setting regional maxima with
values higher than 5 times the standard deviation of the image to 1, and the others
to 0. In calculating the SNR, the threshold defined for the signal area selection
affects the calculated value for the SNR, especially in the receive coil images, where
the indication corresponding to the centre of the defect has a higher intensity than
the edges. Hence, unless stated otherwise, the threshold for measuring SNR in this
thesis is 5 times the standard deviation of the image.
Figure 4.10 re-plots the normalised image for the scan data presented in
fig. 4.8. The transmit coil data images fig. 4.10 (a) and (b), have SNRs of 59.23
dB and 39 dB respectively, while the images for the receive coil measurements,
fig. 4.10(c) and (d), have SNRs of 119.79 dB, and 66.17 dB respectively.
The data presented in fig. 4.10 shows a high SNR in the receive coil voltage
fig. 4.10(c) and (d), compared the transmit coil voltage fig. 4.10(a) and (b). This is
attributed to random noise introduced into the data as a result of backlash as the X-
Y stage scans, and the accuracy of the scope time base measurement, which affects
the phase data. The receive coil also tends to have a higher relative amplitude when
on a defect, compared to when it is not on a defect. The median filter[102, 103, 104]
performs better than a 2D Butterworth low pass filter[105, 106], weighted moving
average filter[107, 108], and Gaussian filter[109, 110], in removing random high
frequency noise spikes, as it uses an actual pixel value from the image, to replace
the noise spikes, which preserves the magnitude of the defect indications within the
image, while having a less blurring effect on the edges of the indications. This is
particularly useful in data where the pixel value of random noise spikes is much
higher than that of the actual data. Figure 4.11 presents the C-scan from fig. 4.10
filtered with a median filter. The improvement in the data is visible when the plots
are compared, and the new calculated SNRs for the images show an increase in all
cases. This method for calculating SNR requires that the magnitude of the pixel
values representing a defect indication be high enough to meet whatever signal area
threshold is defined.
A low threshold means that more of the pixel values in the defect indication
will be used in the SNR calculation, and in cases like for the receive coil data
fig. 4.11(c) and (d), where the pixel values at the centre of the defect are much
higher than those at the defect edges, the calculated SNR values will be lower. This
is not a disadvantage, and a major advantage of using a lower threshold, is that
cases where the pixel values for the defect indication are not very high compared
with the values for sections of the defect free sample, the defect is still detected
in the SNR calculation. Too high of a threshold might lead to the probe missing
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(a) Transmit coil amplitude
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Figure 4.9: The image sections used in the calculation of SNR. The net signal area
consists of pixels with values higher than 5 times the standard deviation of the image.
The background noise area is an area of the image where no defect indication in
expected. The images have been binarised, and pixels to be collected for evaluating
the net signal have been set to 1, while the others have been set to 0. A median
filter has also been applied to the images to smooth out random noise pixels.
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(a) SNR = 59.23 dB
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(c) SNR = 119.79 dB
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(b) SNR = 39 dB
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0.05
0.1
0.15
0.2
A
rb
.
u
n
it
s
(d) SNR = 66.17 dB
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Figure 4.10: Normalised versions of the C-scans presented in fig. 4.8. (a) Amplitude
across the transmit coil, (b) phase across the transmit coil, (c) amplitude across the
receive coil, and (d) phase across the receive coil. The SNR in the transmit coil
amplitude plot is 59.23 dB, and 39 dB in the phase plot, while for the receive coil,
the SNR for the amplitude plot is 119.79 dB, and 66.17 dB in the phase plot. The
white bar represents the size, and location of the 2 mm long defect on the stainless
steel sample.
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C-scan image SNR - Image area 9 × SD (dB) SNR - Image area 5 × SD (dB)
Transmit coil amplitude No signal 69.8
Transmit coil phase No signal 65.2
Receive coil amplitude 118.22 127.13
Receive coil phase 77.62 82.32
Table 4.3: Comparison of the SNR and defect detection when the signal area is
defined as a low threshold, 5 times the standard deviation, and a high threshold, 9
times the standard deviation, for the median filtered images in fig. 4.11. The table
shows that too high of a threshold might cause a defect to be missed entirely.
defects, and too low of a threshold might lead to false positives. Table 4.3 presents
the SNR values of the amplitude, and phase images with the signal threshold set to
5, and 9 times the standard deviation of the images. The defects in the transmit
coil images are missed when the SNR threshold is set too high, and the receive coil
SNRs are higher, due to fewer pixels with higher intensities used for evaluating the
net signal.
4.2.3 Data Combination
In improving the SNR of eddy current C-scan measurements, different approaches
can be taken. Some authors consider frequency mixing, whereby eddy current probe
measurements at multiple frequencies are combined in order to isolate various defect
types, thereby increasing the SNR of a particular defect indication[82, 111], and
pulsed eddy current imaging which has an extended penetration depth, and more
information in the frequency domain, due to the utility of a frequency band for
eddy current excitation[72, 112]. In most cases however, the authors tend to express
the eddy current C-scan images as a measure of the in-phase and in-quadrature
impedance values (real and imaginary components), or the amplitude and phase of
the probe impedance (eqs. (4.1) and (4.2))[113, 60, 111, 114, 115]. In this thesis,
images are generated using amplitude and phase of the voltages across both the
transmit, and the receive coils, and as demonstrated in this section, the combination
of all these images, result in a substantially improved SNR.
The images are combined by the way of multiplication. Presented in fig. 4.12,
are the images resulting from multiplying the amplitude with the phase of the volt-
ages across the coils. The magnitude and phase data are different, but both show
indications of the defect, and have different noise content. Multiplying the data
together serves to suppress the noise by destructively interfering the noise content
from each data, while constructively superimposing the defect indications. This in-
creases the overall amplitude of the defect indication, while decreasing the overall
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(a) SNR = 69.8 dB
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(c) SNR = 127.13 dB
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(b) SNR = 65.2 dB
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(d) SNR = 82.32 dB
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0.1
0.2
0.3
0.4
0.5
A
rb
.
u
n
it
s
Figure 4.11: C-scan of a 2 mm long defect in stainless steel with a median filter
applied. (a) Amplitude across the transmit coil, (b) phase across the transmit
coil, (c) amplitude across the receive coil, and (d) phase across the receive coil.
Application of a median filter leads to an increased SNR. The white bars represent
the size, and location of the defect on the stainless steel sample.
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(a) SNR = 118.6 dB
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(b) SNR = 171.5 dB
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Figure 4.12: C-scan generated from multiplying the amplitude and phase images
from the voltage across the (a) transmit coil, and (b) receive coil. The SNR for
the combined transmit coil amplitude, and phase is 118.6 dB, and for the receive
coil, 171.5 dB. The white bars represent the size, and location of the defect on the
stainless steel sample.
noise content. This is a novel approach, which at the time of this writing has not
been seen before. The improvement in SNR for both transmit coil, and receive coil
images are visible, and are indicated in the calculated SNR values. What this shows,
is that the combination of amplitude, and phase data increases the magnitude of
the defect indication, while decreasing the standard deviation of the background
noise. Hence, if required, a stricter threshold can be defined and the defect is still
detected. As demonstrated in section 5.3, the transmit coil data is shifted spatially
with respect to the receive coil data, and compensating for this shift, the transmit
coil image can be also be combined with the receive coil image to further increase
the SNR. This combined image is presented in fig. 4.13, with a SNR of 265.65 dB.
Combining the data in this manner leads to a significant improvement in SNR, and
an improved indication of the defect. A comparison of the SNRs as the images are
combined, is presented in table 4.4, with the signal area threshold defined as 9 times
the image standard deviation.
The C-scans presented thus far have high SNRs as a result of the high speci-
fication equipment such as the oscilloscope with low intrinsic time jitter, and careful
steps used in collecting the data. Inspections in the field may yield noisier images,
which could possibly be attributed to complex shaped samples, or issues with sensor
delivery. Figure 4.14 presents the original C-scans, made noisier by convolving them
with a zero mean Gaussian noise matrix with a standard deviation of 0.1. These
images have significantly degraded SNRs with no filtering applied, and even at a
signal area threshold of 5 times the image standard deviation, the defects are not
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SNR = 265.65 dB
12345678910
X Direction(mm)
1
2
3
4
5
6
7
8
9
10
Y
D
ir
ec
ti
o
n
(m
m
)
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
A
rb
.
u
n
it
s
Figure 4.13: C-scan resulting from the combination of the transmit coil images with
the receive coil images. The resulting SNR is substantially higher at 265.65 dB,
with a clear defect indication. The white bar represents the size, and location of the
defect on the stainless steel sample.
Coil Amplitude (dB) Phase (dB) Combined A & P (dB) Combined T & R (dB)
Transmit coil No signal No signal 108.6
260.39
Receive coil 131.13 86.69 168.24
Table 4.4: Comparison of the SNRs for the images before combination, with ampli-
tude and phase multiplied, and with transmit coil, and receive coil voltages multi-
plied. The SNRs are calculated with the signal area defined as pixel values higher
than 9 × the standard deviation of the image. With this criterion, the defect in-
dication is not high enough in the transmit coil images, but after combination of
amplitude with phase, the defect indication meets the threshold.
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(a) No signal
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(c) No signal
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0
0.2
0.4
0.6
0.8
1
A
rb
.
u
n
it
s
(b) No signal
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0
0.2
0.4
0.6
0.8
1
A
rb
.
u
n
it
s
(d) No signal
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Figure 4.14: The original C-scans with a zero mean Gaussian noise matrix applied.
The Gaussian distribution has a standard deviation of 0.1. The images have sig-
nificantly degraded SNRs, and at a signal area threshold of 5 times the standard
deviation of the image, the defect is not detected. The white bars represent the size,
and location of the defect on the stainless steel sample.
detected. This was done to demonstrate the advantage of combining the amplitude,
with phase data, and absolute with transmit receive where available. Presented in
fig. 4.15 are the images resulting from combining the amplitude with phase C-scans
for the voltage across the coils. Using the same criterion for measuring the signal,
the defects are detected, albeit with poor SNRs. The SNRs are considerably lower
when compared with the scans in fig. 4.12, however this is to be expected as the
images combined are more noisy. Furthermore, in situations as these where the volt-
age across both transmit and receive coils are available, combining the data further
increases the the SNR as demonstrated in fig. 4.16. While the SNR is lower than
for the image in fig. 4.13, the SNR for the image in fig. 4.16 is substantially higher
than those for the individual transmit and receive coil images in fig. 4.15.
Attempting to recover the noisy images through the application of a median
filter, it can be observed that while the SNRs of the individual amplitude and phase
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(a) SNR = 48.05 dB
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(b) SNR = 41.07 dB
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Figure 4.15: C-scans resulting from combining the amplitude and phase images
generated from the voltage across (a) the transmit coil, and (b) the receive coil;
with Gaussian noise applied. The SNRs are calculated with the signal area threshold
defined as 5 times the standard deviation of the image. While not detected in the
individual amplitude and phase C-scans, the defect is detected in both the absolute,
and transmit receive C-scans after amplitude, and phase combination. The white
bars represent the size, and location of the defect on the stainless steel sample.
SNR = 93.66 dB
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Figure 4.16: C-scan resulting from the combination of the transmit coil images
with the receive coil images with Gaussian noise applied. The resulting SNR, while
lower than the less noisy data is still a substantial improvement over the individual
transmit, and receive coil images. The white bar represents the size, and location
of the defect on the stainless steel sample.
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(a) SNR = 43.23 dB
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(c) SNR = 60.3 dB
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(b) SNR = 47.55 dB
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(d) SNR = 54.76 dB
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Figure 4.17: The C-scans with Gaussian noise with a standard deviation of 0.1, and
a median filter applied. The images have significantly degraded SNRs, however, at
a signal area threshold of 5 times the standard deviation of the image, the defects
are detected. The white bars represent the size, and location of the defect on the
stainless steel sample.
images are improved, and the defect signals high enough for a SNR calculation
fig. 4.17, they are not as high as the originals in fig. 4.11. In addition, the defect
indications are much less sharp. The combined amplitude, and phase images fig. 4.18
show a clearer defect indication with an improved SNR. It can also be observed that
the defect indications are not as sharp as those in fig. 4.12. Although in this case,
the recovered images fare better than those in fig. 4.17. The combined absolute,
and transmit receive image, fig. 4.19 can be said to fare the best in terms of SNR.
However, the indication is also not as good as the original image in fig. 4.13.
There is a limit however to the amount of noise from which the signal can be
recovered through data combination. Figures 4.20 to 4.22 present the images with a
zero mean Gaussian noise matrix applied, with a standard deviation of 1. In all the
images, the signal strength is not high enough above the image standard deviation
to register a SNR. In fig. 4.22 a SNR is calculated, however this is inaccurate, as it
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(a) SNR = 85.43 dB
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(b) SNR = 118.33 dB
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Figure 4.18: C-scans resulting from combining the amplitude and phase images
generated from the voltage across (a) the transmit coil, and (b) the receive coil;
with Gaussian noise and a median filter applied. The SNRs are calculated with
the signal area threshold defined as 5 times the standard deviation of the image.
The combined data results in a better SNR compared to the individual C-scans,
although the defect indication is less sharp. The white bars represent the size, and
location of the defect on the stainless steel sample.
SNR = 200.23 dB
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Figure 4.19: C-scan resulting from the combination of the transmit coil images
with the receive coil images with Gaussian noise and a median filter applied. The
resulting SNR, while lower than the less noisy data is still a substantial improvement
over the individual transmit, and receive coil images. The white bar represents the
size, and location of the defect on the stainless steel sample.
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(a) No signal
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0
0.2
0.4
0.6
0.8
1
A
rb
.
u
n
it
s
(c) No signal
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(b) No signal
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(d) No signal
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Figure 4.20: The original C-scans with a zero mean Gaussian noise matrix applied.
The Gaussian distribution has a standard deviation of 1. The images have sig-
nificantly degraded SNRs, and at a signal area threshold of 5 times the standard
deviation of the image, the defect is not detected. Visually, the defect is indiscernible
from the images. The white bars represent the size, and location of the defect on
the stainless steel sample.
uses random noise pixels which register as regional maxima for the calculations.
Applying a median filter to these images, the results are shown in figs. 4.23
to 4.25. From fig. 4.23 the defects in the C-scans are barely discernible, and the
images have very low SNRs. The combined amplitude, and phase plots in fig. 4.24
have better SNR values, however, the defect indications are blurred and much less
accurate. The combined absolute, and transmit receive image, fig. 4.25 also shows
the defect indication, at the correct location, but the shape of the indication has been
degraded. It can also be observed that in recovering defect signal after combining
noisy images, the receive coil C-scans tend to come out worse then the transmit coil
C-scans. This can be attributed to the defect indications in these images having a
smaller area, and so while the pixel intensities for the defect indication are high, the
pixel area is small, hence filtering has a more degrading effect.
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(b) No signal
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Figure 4.21: C-scans resulting from combining the amplitude and phase images
generated from the voltage across (a) the transmit coil, and (b) the receive coil;
with Gaussian noise applied. The SNRs are calculated with the signal area threshold
defined as 5 times the standard deviation of the image. At such a high noise level
the defect is not detected even after combining amplitude with phase data on the
stainless steel sample.
SNR = 45.22 dB
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Figure 4.22: C-scan resulting from the combination of the transmit coil images
with the receive coil images with Gaussian noise applied. The SNR calculated is
inaccurate due to random noise pixels being recognised as regional maxima. Hence it
is concluded that the defect in not detected in this image. The white bar represents
the size, and location of the defect on the stainless steel sample.
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(a) SNR = 16.91 dB
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(c) SNR = 25.8 dB
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(b) SNR = 22.3 dB
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(d) SNR = 24.68 dB
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Figure 4.23: The C-scans with Gaussian noise with a standard deviation of 1, and a
median filter applied. Depending on the application, the defect signals can be said
to have been recovered. However, the SNR values are very low, hence the scans are
deemed unusable in this form.
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(b) SNR = 57.9 dB
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0
0.1
0.2
0.3
0.4
0.5
0.6
A
rb
.
u
n
it
s
Figure 4.24: C-scans resulting from combining the amplitude and phase images
generated from the voltage across (a) the transmit coil, and (b) the receive coil; with
Gaussian noise of with a standard deviation of 1, and a median filter applied. The
SNRs are calculated with the signal area threshold defined as 5 times the standard
deviation of the image. While the calculated SNRs are higher than the individual
scans, the defect indication is blurred, and less accurate.
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Figure 4.25: C-scan resulting from the combination of the transmit coil images with
the receive coil images with Gaussian noise with a standard deviation of 1, and a
median filter applied. The resulting SNR is higher than the individual scans, and
the defect indication can be considered usable. While it is not as accurate as less
noisy data, it still clearly visually identifies the presence of the defect.
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SD = 0 SD = 0.01 SD = 0.1 SD = 1
TC RC TC RC TC RC TC RC
Magnitude 70 127 63 72 43 60 17 26
Phase 65 82 65 73 48 55 22 25
Combined A&P 119 172 117 137 85 118 81 58
Combined T&R 266 241 215 147
Table 4.5: Comparison of the SNRs in dB for the images before combination, with
amplitude and phase combined, and with transmit coil, and receive coil voltages
combined. Gaussian noise matrices with increasing intensities, denoted by the stan-
dard deviation (SD) are applied to the images. The images have been filtered before
the SNR calculation. The degradation of SNR even after data combination can be
observed from the values in the table.
Table 4.5 presents a comparison of the SNR for the C-scans as Gaussian noise
matrices with ascending standard deviations are applied. A median filter is applied
to the scans after the noise convolution, and the SNRs are calculated for a signal
area threshold higher than 5 times the standard deviation of the image. The table
shows that as more intense noise is applied, it becomes more difficult to recover
the image after combining and applying a median filter reflected in the decreasing
SNR after combination. While the SNRs of the images remain relatively high after
combination, the defect indications become less sharp as observed from the images,
hence the limit at which the combination of data as demonstrated is applicable,
depends on the application.
4.3 Summary
This chapter presents the steps taken in generating C-scan images of a 2 mm long
notch in a stainless steel plate. The equipment used in collecting this data was spec-
ified, and the methods and justification for the form in which the data is presented
were addressed. The methods of processing the data and calculating the signal to
noise ratio (SNR) of the C-scan images were also presented.
It is demonstrated that a pair of coils driven at 300 kHz using a constant
current source, and an oscilloscope with low intrinsic time jitter for voltage mea-
surements can accurately detect defects as small as 0.25 mm in low conductivity
materials such as stainless steel. Current EC systems in the market require a much
higher excitation frequency to detect defects of this size in these materials, and cur-
rent ECA systems are not used for high frequency inspections (> 2 MHz), due to
the complex electronics required. The experiments presented show that it is possible
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to optimise ECAs for inspecting low conductivity materials at sub MHz frequencies,
thus reducing the need for short wires and complex electronics.
This chapter demonstrated how the combination of voltage amplitude, with
the phase results in an image with a higher signal to noise ratio (SNR) when com-
pared to the individual images. In situations where both the voltage across the
transmit, and receive coils are measured, combining the data results in an image
with a much higher SNR. For these experiments, the SNR calculations, and thresh-
olds set were used as a means to determine if a defect was properly detected; useful
especially in situations where a human operator is not present. These SNR calcu-
lations, in addition to setting high or low signal area thresholds, can be used to
ascertain the presence of a defect in C-scans. A high SNR value calculated using a
high signal area threshold confirms the presence of a defect, but can lead to false
negatives, and a low signal area threshold might lead to false positives if the data is
noisy. images. This novel approach to eddy current imaging has not been presented
anywhere else, and shows potential in improving the detection rate of very small
defects in low conductivity materials, which are known to be difficult to inspect.
The versatility of the method was demonstrated by convolving the data with
Gaussian noise matrices with increasing values of standard deviation. While the
SNRs remained high with data combination and filtering, the defect indications de-
graded, hence it is concluded that the limit to which data combination is applicable,
is dependent on the particular use for the data. If the objective is to confirm the
presence of a defect, then the method can be applied to very noisy data with po-
tentially serviceable results achieved. However if the objective is to size, and locate
the defect, the method is best applied to less noisy data.
The results presented in this chapter are an in depth analysis of the method
as applied to a low conductivity material such as stainless steel. Chapter 6 presents
results from experiments conducted on other low conductivity materials - titanium,
and titanium aluminide.
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Chapter 5
Eddy Current Modelling
Modelling serves to facilitate a better understanding of the inner workings of the
electromagnetic behaviour of eddy current probe coils, which are otherwise diffi-
cult to visualise. It is a valuable tool, which helps in interpreting signal responses
for defect detection and characterisation[116, 117], performing model based prob-
ability of detection (PoD) studies for various eddy current sensors in realistic test
conditions[118, 119], and performing studies to predict the behaviour of complex sen-
sor configurations, which would otherwise be expensive to test experimentally[120,
121].
Analytical models comprise of mathematical equations with solutions, which
can be used to analytically describe the changes in a system. Due to the complexity
of field interactions in eddy current systems, the closed form solutions from analytical
models tend to be applicable when assumptions are made to simplify the model.
These assumptions include the isotropy, and homogeneity of the sample, the coil
being of a simple shape, and air cored.
Many authors have presented analytical models, which describe the magnetic
field and impedance of an eddy current coil interacting with an electrical conductor.
Dodd and Deeds[122] derived equations for calculating the magnetic vector potential
of an axially symmetric eddy current coil above a multi-layered conductive sample,
and a coil encircling a multi-conductor rod. The calculated magnetic vector po-
tential can then be used to evaluate physical phenomena such as the induced eddy
currents, the induced voltage, and the coil impedance. Auld and Moulder[123] pre-
sented equations for calculating the impedance of an air cored eddy current probe
interacting with a flaw in a test piece. Burke and Ibrahim[124] presented equations
for analytically calculating the change in mutual impedance between two air cored
eddy current probes, of various orientations in the presence of a conducting plate.
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The equations presented enable the evaluation of the effects of probe lift-off, and
sample conductivity variations on the coil mutual impedance. Analytical models
are however limited in application. Realistic configurations such as the presence of
a ferrite core in the coil, or sample edge effects on induced eddy currents cannot be
reliably modelled analytically.
This chapter presents an analytical 2-D axi-symmetric model of a single-turn
filament coil over a single layered aluminium conductor using the equations derived
by Dodd and Deeds[122]. The coil is located 0.2 mm above the conductor, with a
sinusoidal wave excitation current flowing through it. The current through the coil
has an amplitude of 50 mA, at a frequency of 300 kHz. The analytical model is
used to generate an image showing the distribution of induced eddy current in the
aluminium test piece.
Finite element (FE) models are created for a more realistic description of the
eddy current field interactions. A 2-D axi-symmetric FE model of a 10-turn solenoid
coil above an aluminium sample is presented. The coil has a lift-off of 0.2 mm above
the sample, and is excited by a 50 mA, 300 kHz alternating current. This model
serves to visualise the distribution of eddy currents in the aluminium sample, and
as a comparison with the analytical model.
The experiments presented in this thesis were preformed using EC coils with
identical geometry. In this chapter, FE models are presented of this configuration
to visualise the interaction between the coil pairs and the conductive sample. The
models presented show line scan plots of the coils moving along the sample surface,
showing the effect of defects on the coil impedance.
5.1 Analytical Modelling
An infinitely thin (filament) coil above a conducting half-space, illustrated in sec-
tion 5.1, can be modelled using the analytical equations for the magnetic vector
potential, A, derived by Dodd and Deeds[122]. The magnetic vector potentials
A1(r, z), and A2(r, z), at a radial position, r, and depth, z, for the layered conduc-
tive regions can be calculated as:
A1(r, z) = µ1Ir0
∫ ∞
0
J1(αr0)J1(αr) exp(−αl)α
×
[
(α1 + α2) exp(2α1c) exp(α1z) + (α1 − α2) exp(−αz)
(α− α2)(α1 − α2) + (α+ α1)(α1 + α2) exp(2α1c)
]
dα,
(5.1)
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z = l
z = 0
z = −c
r
z
r0
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σ2, µ2
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Filament coil
l
Figure 5.1: Illustration of the filament coil over a two layered conducting half-space,
showing the parameters used to calculate the Dodd and Deeds analytical model.
The coil with a radius, r, is located at a height, l, above the conductor. The
layered conductor has two conducting regions with different, or the same effective
conductivities, σi, and permeabilities, µi, and the top layer has a depth, c. The
model is axi-symmetric. After [122] .
A2(r, z) = µ2Ir0
∫ ∞
0
J1(αr0)J1(αr) exp(−αl)α
×
[
2α1 exp(c(α2 + α1)) exp(2α2z)
(α− α2)(α1 − α2) + (α+ α1)(α1 + α2) exp(2α1c)
]
dα,
(5.2)
where, J1, is a Bessel function of the first kind, I, the alternating current through
the coil, r0, the coil radius, l, the coil height above the surface of the conductive
half-space, and c, the thickness of Region 1. The term α is a continuous variable
defined by Dodd and Deeds as the separation constant, and αi is defined as,
αi =
√
α2 + jωµiσi. (5.3)
The conductive regions 1 and 2 have characteristic conductivities and permeabilities,
σi and µ, where i represents the region number. The current density, J, in the
material can therefore be calculated as[122],
J = −jωσA (5.4)
Figure 5.2 shows the current density in a single layered aluminium sample
calculated using eqs. (5.1) and (5.2). An alternating current with an amplitude of
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Figure 5.2: Model of a 2 mm wide filament coil, driven at 300kHz, 0.2 mm above an
aluminium sample. The current density distribution within the sample is calculated
using the equations set out by Dodd and Deeds[122]. The model was calculated
using MATLAB.
50mA, and frequency of 300kHz, is flowing the coil of radius 1 mm, located 0.2 mm
above the surface of the sample. This model was created using the computation
software, MATLAB. The model axi-symmetry enables the calculation of current
density in one half of the model, which is then mirrored to produce a full 2-D
image. Pixel grids are generated with positions corresponding to the (r, z) values
in eqs. (5.1) and (5.2), and the value for current density at each pixel location is
calculated.
Equations to calculate the magnetic vector potential due to a finite width
coil were also defined by Dodd and Deeds, and an expression for calculating the
impedance of a coil in air, and above a conducting half space is given as[122],
Z =
jωpiµn2
(l2 − l1)2(r2 − r1)2
∫ ∞
0
1
α5
I2
(
2(l2 − l1)
+ α−1
{
2e[−α(l2−l1)] − 2 +
[
e(−2αl2) + e(−2αl1) − 2e−α(l2+l1)
]
×
[
(α+ α1)(α1 − α2) + (α− α1)(α2 + α1)e(2α1c)
(α− α1)(α1 − α2) + (α+ α1)(α2 + α1)e(2α1c)
]})
dα
(5.5)
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where, r1 and r2 are the internal, and external radius of the coil, and l1, and l2 are
the bottom and top of the coil in the z plane.
5.2 Finite Element Modelling
The finite element method is a numerical technique for solving the field equations
of a body, and in the context of electromagnetism, this method is used to calculate
the potentials at any (or all) locations of a body in which a magnetic or electric
field is applied. Cases where exact solutions to electromagnetic problems can be
found analytically using Maxwell’s equations are few, hence the need for numer-
ical methods like the finite element method to find approximate solutions to the
problems[125]. The problem domain is divided into multiple sub domains, resulting
in the complicated structure being modelled as an assembly of a large number of
simple pieces, as illustrated in fig. 5.3, where the model is divided into a number of
triangular elements. Interpolation functions are used to calculate the field at any
point within the domain bounded by the element. The linear interpolation function
for a triangular element is expressed as[126],
f(x, y) =
3∑
i=1
Ni(x, y)fi, (5.6)
where, fi are the values of f(x, y) at the nodes of the element denoted by i, and
Ni(x, y) are named shaped functions for the triangular element[127].
The A, V − A formulation[125, 128] is used to calculate the fields within
the finite element model, by considering the magnetic vector potential, A, and the
electric scalar potential, ∇V , as degrees of freedom at the nodes. Faraday’s law for
the electric field, E (section 2.1), is written as,
∇×E = −∂B
∂t
. (5.7)
The magnetic flux density, B can be represented in terms of the magnetic vector
potential, A[34]
B = ∇×A, (5.8)
therefore, Faraday’s law can be written as:
79
∇×E = −∂(∇×A)
∂t
, (5.9)
∇×
(
E +
∂A
∂t
)
= 0., (5.10)
E = −∂A
∂t
. (5.11)
The equation is solved by adding a scalar gradient, ∇V , referred to as the electric
scalar potential[34],
E = −∂A
∂t
−∇V. (5.12)
Ampe`re’s law for the magnetic field, H (section 2.1), is defined as,
∇×H = J + ε∂E
∂t
. (5.13)
If J  ε∂E∂t at a sufficiently low frequency; for a good condoctor, it can be written
as,
∇×H = J. (5.14)
Ohm’s law for the current density is[125],
J = σE + Jext (5.15)
where, Jext represents any externally generated current, such as current generated
in a transmit coil. Equation (5.14) becomes,
∇×H = σE + Jext. (5.16)
Substituting for E using eq. (5.12),
∇×H = σ
(
− ∂A
∂t
−∇V
)
+ Jext. (5.17)
The constitutive relationship between the magnetic field, H, and the magnetic flux
density, B is,
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Aluminium sample
Sub-domains (elements)
Area of increased field variation
Nodes
Figure 5.3: 2D axi-symmetric model of a 10 turn solenoid coil over an aluminium
block. The model is divided into several sub-domains called elements, to which
analytical differential equations can be applied to find an approximate solution for
the fields in the body.
H =
1
µ
B, (5.18)
for a linear and isotropic material, where µ is the magnetic permeability. Hence
eq. (5.17) becomes,
1
µ
(∇×B) = σ
(
− ∂A
∂t
−∇V
)
+ Jext. (5.19)
∇× ( 1
µ
∇×A) = σ
(
− ∂A
∂t
−∇V
)
+ Jext (5.20)
rearranging to make Jext the subject,
∇× ( 1
µ
∇×A) + σ
(
∂A
∂t
+∇V
)
= Jext. (5.21)
For a total current of Icoil in a transmit coil, the component of Jext in the direction
of the wires is defined as,
Jext = N
Icoil
a
, (5.22)
where N is the number of coil turns, and a is the cross sectional area of the coil
wire.
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The size, and density of the mesh is of great importance, as it determines the
accuracy of the model calculations. In electromagnetic finite element modelling, the
rate of change in current density is exponential (discussed in section 2.1.4), which
means accuracy is increased by increasing the density of elements in areas where
larger field variations are expected. The size of the external model boundaries also
affects the accuracy of the model calculations as shown by Rosell[116], where the
distance of the outer model boundary influenced the accuracy of calculated coil
impedance.
The 2-D axi-symmetric model in fig. 5.3, modelled using COMSOL Multi-
physics, is of a 10 turn (air-cored coil), located over an aluminium block. The coil
has radius of 1 mm, a wire diameter of 0.08 mm, is located 0.2 mm above the sample
(coil lift-off), and has a 300 kHz sinusoidal wave current with a peak amplitude of
50 mA. The aluminium block is 3 mm wide, and 1 mm thick.
Comparing the finite element model in fig. 5.4 to the more simplified analyti-
cal model in fig. 5.2 shows a good agreement, and validates the finite element model.
This is highlighted by the plot presented in fig. 5.5, which shows the induced current
density with depth, for a 1 mm thick aluminium block for both the FE model and a
comparative analytical model. The parameters for both models are identical, with
the coil being a single turn coil, the excitation current, a 50 mA sinusoidal wave
current, at a frequency of 300 kHz. As discussed in chapter 2, the current density
decays exponentially with depth, and the frequency of excitation determines this
rate of exponential decay. The agreement between the analytical model and the
FE model is demonstrated in the similarity between their rates of current density
decay. The current density is normalised due to the difference in actual values of
current density in the models. This is due to the assumptions each model makes.
The analytical model assumes that the coil is an infinitely thin filament coil, while
for the FE model, the coil wire has finite dimensions. In normalising the current
density, each value of current density is divided by the maximum current density,
which is the current density at the surface of the block for each model. The utility of
finite element modelling is demonstrated in the following sections, where analytical
models are not feasible.
Convergence of the model involves finding a solution closest to the analyt-
ical calculation within a defined error threshold. The models are solved using the
Newton-Raphson method [129, 130], as they are governed by a system of linear
equations. Depending on the size, and complexity of the model, it can be solved
either directly in one computation, or iteratively, with multiple computations until
a solution with an acceptable error threshold is reached.
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Figure 5.4: 2D axi-symmetric model of a 10 turn solenoid coil over an aluminium
block. The coil has radius of 1 mm, a wire diameter of 0.08 mm, is located 0.2 mm
above the sample (coil lift-off), and has a current of 50 mA flowing through it at a
frequency of 300 kHz. The aluminium block is 3 mm wide, and 1 mm thick. The
axi-symmetric nature of the model enables revolution to visualise in 3D. This model
was created using COMSOL Multiphysics.
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Current Density Decay in an Aluminium Block
Analytical Model
FE Model
Figure 5.5: Comparison of the normalised current density in a 1 mm thick aluminium
block using the analytical model, and the FE model for a 300 kHz excitation current.
The current density decays exponentially with depth into the block, and the plot
shows that using the parameters defined, the rate of exponential decay for both
models is similar. This plot shows the agreement between the analytical, and FE
models.
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5.3 Modelling a pair of coils
The experiments presented in chapter 4 were conducted using an eddy current probe
that contained a pair of solenoid coils with ferrite cores. The probe was used to
conduct tests on titanium, and stainless steel samples with defects of different sizes,
and finite element models were created using COMSOL Multiphysics to simulate
the tests conducted on the samples. The models contain a pair of coils, with and
without ferrite cores. One coil is energised with a constant amplitude, alternating
current, and the voltage across both coils are measured with the coils located at
various positions with respect to the sample surface. The measured voltage across
the transmit coil is referred to as absolute data, while that across the receive coil is
referred as transmit-receive data.
Modelling the coils as multi-turn coils means that the current density is
homogeneous within the coil wires so that factors such as parasitic capacitance and
the skin effect are not considered. The model geometry is presented in fig. 5.6.
The sample is a stainless steel block with a length of 25 mm, width of 25 mm, and
thickness of 2 mm. The large width of the model relative to the coil size, ensures
that edge effects of the sample on induced eddy currents are avoided.
The defects of varying lengths, and depths are modelled as semi-circular
disks, with the coils 0.4 mm apart, and raised 0.1 mm (coil lift-off) above the
sample. The voltage across both coils are calculated at several points as the coil
scans across the sample surface in 0.1 mm steps, as shown in fig. 5.7. The coil pair
are treated like a probe, with the probe position arbitrarily defined as the midpoint
between the axial centres of both coils. The probe is moved a length of 10 mm along
the surface of the sample to simulate a scan, as shown in fig. 5.8.
Typically, the measured signal for a transmit - receive probe is the tran-
simpedance [131], defined as the ratio between the voltage in the transmit coil and
the current in the receive coil. In the experiments, the current in the transmit
coil is kept constant by means of a Howland current source, which means that
the change in coil impedances will vary proportionally with respect to the voltage.
Hence the coils are modelled as closed circuits, keeping the current within the coils
constant, but monitoring the voltages across the coils, which will change as the
effective impedances across the coils change. The voltage can be represented as a
complex number, V = a+ jb.
When creating eddy current images, some authors[113, 60], tend to use the
real, and imaginary components of the impedance, referred to as ‘in-phase’ and ‘in-
quadrature’ respectively. A different approach is taken in this thesis, by the use of
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Figure 5.6: Model of a pair of ferrite-cored copper solenoid coils on a conductive
sample. The coils are identical with 4 layers at 25 turns per layer, internal and
external diameters of 0.9 mm, and 1.15 mm respectively, and heights of 1.58 mm.
The conductive block 25 mm × 25mm in area, and 2 mm thick, is made of stainless
steel. Semi-circular disk shaped defects of varying lengths and depths are modelled
into the block.
In
d
u
ce
d
E
C
M
A
m
−
2
Scan D
irectio
n
Coils
Induced EC Defect
Figure 5.7: Model of a pair of air cored solenoid coils on a conductive sample,
showing the currents induced around the semi-circular disk shaped defect. The coils
are moved along the length of the defect in the direction shown by the arrow in the
image.
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Figure 5.8: Eddy current distribution around a 2 mm long defect induced by a
50 mA, 300kHz current in the transmit coil. The probe position is defined as the
midpoint between the axial centres of the coils. The coils are moved a length of 10
mm along the surface of the sample to simulate a probe scan.
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the amplitude, and phase of the voltage for generating images. The amplitude |V |,
and phase, θ, of the coil voltage is evaluated as,
|V | =
√
a2 + b2 (5.23)
θ = tan−1
b
a
(5.24)
The coils (both air and ferrite cored), are modelled to scan across a stainless
steel block, to visualise the interaction between induced eddy currents and the defect.
The block has a defect, 2 mm long, 1 mm deep, and 0.06 mm wide. The transmit coil
(green) is energized with a 50 mA current alternating at 300 kHz. Eddy currents are
induced in the sample skin depth, that flow in a path shaped like the coil footprint.
The induced current density is observed to be highest just directly below the coil
wires, where the wire is closest to the sample, and decreases away from the wires.
The voltage amplitude (eq. (5.23)), and phase (eq. (5.24)) across the transmit
coil, as the coil pair scans along the sample surface is shown in fig. 5.9 (d). The
amplitude has two peaks, ≈ 2 mm apart, which represent the length of the defect.
These peaks show that the maximum change in transmit coil impedance occurs
when the defect obstructs one side of the circular eddy current path and not the
other. This is because the eddy currents are forced to take the longer path below,
or around the defect causing a higher density of current at the edge of the defect as
shown in fig. 5.9 (a) and (c).
Figure 5.10 (c) presents the amplitude, and phase of the voltage across the
receive coil, as the coil pair scans the surface of the block. A single peak is observed
in the receive coil data, which occurs when the defect is most symmetrical in length
between the axial centres of the coils as shown in fig. 5.10(a) and (b).
It can be observed that the peaks in the transmit coil voltage data presented
in fig. 5.9 (d) do not line up exactly with the edges of the defect, represented by
the bar. However, with the probe position defined as the midpoint between the
axial centres of the coils, the receive coil data is symmetric along the length of the
defect. What this shows is that the coil responses are always shifted by a distance
between the midpoint between the coil pair, and the axial centre of the transmit
coil, defined as, r+ d/2. This illustrated in fig. 5.11, where r, is the external radius
of the transmit coil, and d, is the length of the separation between the edges of the
coils. Compensating for this shift enables the combination of absolute mode with
transmit-receive mode data as discussed in other chapters.
It was observed in experiments that the voltage response of the coils differed
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Figure 5.9: Voltage amplitude, and phase of the transmit coil as it scans along a
stainless steel block with a 2 mm long defect. The lower amplitude peak, (a) occurs
when the probe position is at -1.67 mm, and the higher amplitude peak (c) occurs
when the probe position is at +0.05 mm relative to the centre of the defect. The
peak phase, (b) occurs at -0.67 mm relative to the defect centre. The plots in (d)
represent the amplitude, and phase of the transmit coil voltage for a 10 mm scan
on the surface of the sample, with the bar representing the size, and location of the
2mm long defect.
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Figure 5.10: Voltage amplitude, and phase of the receive coil as it scans along a
stainless steel block with a 2 mm long defect. The probe position (midpoint between
the coil axial centres) is at (a) -0.05 mm and (b) +0.5 mm, relative the centre of
the defect. Plots in (c) represent the amplitude, and phase of the voltage across the
receive coil over the 10 mm line scan, and the bar represents the size, and location
of the 2 mm long defect.
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Figure 5.11: Illustration of the dimensions required to calculate the relative shift
between the transmit and receive coil data. The transmit coil data is always shifted
by r + d/2, when probe position is defined as the midpoint between the coil axial
centres.
with respect to the orientation of the defect. The data in figs. 5.9 and 5.10 reflected
the voltage response when the defect orientation was parallel to the axis of separation
between the coils. In fig. 5.12 the eddy current distribution around the 2 mm defect,
when the defect is perpendicular to the axis of separation of the coils is presented.
Figure 5.12(a) shows the eddy current distribution around the defect, when the
transmit coil was on the defect and the receive coil was off, and in Figure 5.12(b),
the eddy current distribution is shown, when the receive coil was on the defect, and
the transmit coil off.
The amplitude, and phase of the transmit coil voltage response when the
transmit coil is on the 2 mm long defect, while the receive coil is off the defect
(Figure 5.12(a)) is presented in fig. 5.13(a). The peaks have the same amplitude,
and occur symmetrically at -0.86 mm, and +0.86 mm relative to the defect centre.
The distance between the peaks is ≈ 2 mm which corresponds to the defect length.
As expected, there is no defect indication in fig. 5.13(b), when the transmit coil is
off the defect even though the receive coil scans over the defect.
The amplitude, and phase of the receive coil voltage response, when the
transmit coil scans over the defect is presented in fig. 5.14(a). The response when
the receive coil scans over the defect is presented in fig. 5.14(b). There is some
slight variance in the absolute numerical values in the data, which is attributed
to rounding errors in the calculations, however, the responses were observed to be
identical. The magnitude, and phase in both measurements show peaks at positions
that correspond to the edges of the defect, but the phase measurement shows a more
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Figure 5.12: Distribution of induced eddy currents around the 2 mm long defect in
a stainless steel block, when the axis of separation of the ferrite-cored coil pair is
perpendicular to the scan direction. (a) The transmit coil scans along the defect
while the receive coil is off the defect, (b) The receive coil scans along the defect
while the transmit coil is off the defect.
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Figure 5.13: (a) Voltage amplitude, and phase across the transmit coil when it
scans over the defect, with the receive coil off the defect. The peaks occur at -0.86
mm and +0.86 mm relative to defect centre, and are ≈ 2 mm apart, corresponding
to the length of the defect. (b) Voltage amplitude, and phase response when the
receive coil scans over the defect, with the transmit coil off the defect. There are no
indications as the transmit coil does not go over the defect. The bar represents the
size, and location of the 2mm long defect.
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Figure 5.14: Voltage amplitude, and phase across the receive coil (a)when the trans-
mit coil scans over the defect, with it off the defect, and (b) when it scans over the
defect with the transmit coil off the defect. Ignoring the slight numerical noise, the
responses are identical. The bar represents the size, and location of the defect.
accurate indication of the defect length. The inference from these results is that the
receive coil response is independent of the magnetic field fluctuations of the drive
coil when the defect is in this orientation. Further analysis of this phenomenon
should be done in the future.
5.3.1 Modelling the coil pair with air cores vs ferrite cores
A model with air-cored coils was created to compare with the ferrite-cored coil
model. The sample in both models is a stainless steel block, with a defect that is
2 mm long, 1 mm deep, and 0.06 mm wide. The transmit coil is energised with a
50 mA current, at a frequency of 1 MHz. Figure 5.15(a) presents the magnitude,
and phase of the voltage across the transmit coil when both coils are air-cored,
and fig. 5.15(b), when both coils are ferrite-cored. It can be observed from the
plots that the transmit coil voltage amplitude for the ferrite cored model, is more
sensitive, with a wider dynamic range compared to the air cored model. This shows
that the inclusion of a ferrite core increases the coil sensitivity to defects. From
the plots, it can also be observed that the peaks corresponding to the defect edges
are more symmetrical in amplitude for the air-cored model fig. 5.15(a), compared
to the ferrite cored model fig. 5.15(b), where the second peak, which corresponds
to when both coils are on the defect (fig. 5.9 (c)) has a higher amplitude. The
symmetry is also visible in the voltage phase response to the defect for the air-cored
model, which is not the case for the ferrite cored model. The plots for the air-cored
model, are analogous to those in fig. 5.13(a), where the voltage amplitude, and phase
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Figure 5.15: Plots of the amplitude, and phase of the voltage across the transmit
coil (a) with air cores in both coils, and (b) with ferrite cores in both coils. In
these plots, the relative shift between the transmit, and receive coil data has been
compensated for. The bar represents the size, and location of the defect.
responses are also symmetrical along the length of the defect, albeit with a higher
dynamic range. These results show that the presence of a core in the receive coil
causes a higher inductive response in the transmit coil, when both coils are over
the defect. The ferrite core in the receive coil focuses the magnetic field from the
transmit coil, causing an increase in induced eddy current density in the sample.
When this happens, the edge of the defect causes an even higher concentration of
eddy currents, thereby increasing the inductive coupling between the transmit coil
and the eddy currents in the sample.
The voltage amplitude, and phase across the receive coil for the air-cored
model is presented in fig. 5.16(a), and for the ferrite-cored model, in fig. 5.16(b).
From these plots the increased dynamic range contributed by the presence of the
ferrite cores is visible.
5.3.2 Modelling scans of 0.25 mm and 0.5 mm long defects
The coils were modelled to scan along a stainless steel block containing semi-circular
disk shaped sub-millimetre long defects, oriented parallel to the axis of separation
between the coils. The first defect is 0.25 mm long, 0.125 mm deep, and 0.06 mm
wide, while the second is 0.5 mm long, 0.25 mm deep, and 0.06 mm wide. The coils
contain ferrite cores, and the transmit coil was energized with a 50 mA alternating
current, at a frequency of 300 kHz.
Figure 5.18 presents the shift compensated voltage amplitude, and phase of
the transmit coil for a line scan along the surface of the sample. The data reflects
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Figure 5.16: Plots of the amplitude, and phase of the voltage across the receive
coil (a) with air cores in both coils, and (b) with ferrite cores in both coils. The
increased dynamic range is visible in the ferrite-cored model. The bar represents
the size, and location of the defect.
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Figure 5.17: Eddy current distribution around the (a) 0.25 mm long defect, and (b)
0.05 mm long defect. The defects are oriented parallel to the axis of separation of
the coils, as the coils scan 10 mm along the surface of the stainless steel block.
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Figure 5.18: Voltage amplitude, and phase of the transmit coil as it scans along
the block (a) with a 0.25 mm long defect, and (b) a 0.5 mm long defect. The bars
represent the size, and location of the defect.
two peaks in each case, which correspond to the defect being located at each edge
of the coil. The small size of the defects relative to the coil diameter results in the
peaks not accurately reflecting the size of the defects, however, the defect locations
are reflected in both cases. From these plots, while similar, it can be observed
that the voltage phase plots have a higher dynamic range than the amplitude plots,
but in either case, the signal is worse with the smaller defect. Compared to the
amplitude plots in figs. 5.9 and 5.15, the troughs between the peaks have a much
lower amplitude for the sub-millimetre defects. This is as a result of the defects
being smaller than the internal diameter of the coil, which means that at these
points, the defects are located in areas where the density of induced eddy currents
is much lower.
The location of the transmit coil relative to the defect, when the peaks and
troughs of the voltage, amplitude, and phase occur is depicted in fig. 5.19. Fig-
ure 5.19(a) and (c) show that the defect obstructs the circular flow of eddy currents
at the sides of the coil, which causes an increased density of eddy currents at the
edge of the defect. The defect however, is neither long, nor deep enough to com-
pletely obstruct the flow of eddy currents, hence the peaks do not completely identify
the defect edges. The trough fig. 5.19(b) occurs when the defect is completely en-
compassed within the induced eddy currents circular path. The coil voltage phase
indicates a lower trough compared to the coil voltage amplitude, but the edges of
the defect still obstruct the flow of eddy currents to a small extent, which causes
the trough to have a higher absolute value than the case where there is no defect,
indicating the presence of a defect. These scenarios are equally applicable to the
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0.25 mm long defect case.
The voltage amplitude, and phase of the receive coil for the scans is presented
in fig. 5.20. Figure 5.20(a) is a plot of the voltage amplitude, and phase across the
receive coil as it scans along the surface of the stainless steel block with a 0.25 mm
long defect, and fig. 5.20(b) is the scan of a stainless steel block with a 0.5 mm
long defect. These plots follow the trend of previous scans, showing a less noisy
indication of the defect location, with the peaks being symmetrical along the length
of the defect.
The location of the receive coil with respect to the defect location when the
peak occurs for the 0.5 mm defect scan is presented in fig. 5.21. Figure 5.21(a) shows
that the peak in the receive coil voltage occurs when the defect is symmetrically
between the transmit coil and receive coil.
The peaks in the receive coil data for the 0.25 mm scan fig. 5.20(a) also occur
at the location depicted by fig. 5.21. The receive coil data also shows an increase in
noise content as the defect gets smaller, which is attributed to the defect not being
big enough to have a high density of induced eddy currents at its edges, resulting
in a less prominent alteration of the coil inductance due to the coupling between
the induced eddy currents and the coil. The apparent noise in the plots in figs. 5.18
and 5.20 is numerical noise, and is visible due to the scale of the defect signal. The
defect sizes are very small compared to the 2 mm long defect, thus the defect signals
are smaller, meaning the data has a much smaller signal to numerical noise ratio.
Chapter 4 presented experiments conducted using coils, and samples with
the same parameters as in these FE models. The modelling was necessary, and used
as a guide for the design of the experimental coils, and as a means of validating
the experimental results at the low frequency used. The models also served to aid
with the interpretation of the experimental results. The design of the coils used
in the experiments was iterative. Experiments were conducted using an initial coil
design, and models were created and tweaked to improve on the initial design, and
to validate the results. The experiments showed that the defects considered were
detectable at the low frequency considered, and this was validated using the FE
models presented.
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Figure 5.19: The distribution of induced eddy currents when the transmit coil volt-
age peaks occur. (a) The first peak occurs when the defect obstructs one side of the
circular eddy current path. (b) The trough occurs when the entire defect is with the
internal diameter of the coil. (c) The second peak, with a higher amplitude occurs
when the defect obstructs the circular flow of eddy currents at the side of the coil
closest to the receive coil. The bar in (d) represents the size, and location of the
defect.
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Figure 5.20: Voltage amplitude, and phase of the receive coil as it scans along the
stainless steel block (a) with a 0.25 mm long defect, and (b) a 0.5 mm long defect.
The bars represent the size, and location of the defect.
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Figure 5.21: The distribution of induced eddy currents when the receive coil voltage
peak occurs. (a) The peak occurs when the defect is symmetrical between the edges
of the transmit and receive coils. The bar in (b) indicates the size, and location of
the defect.
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5.4 Summary
This chapter outlines the steps taken in creating finite element models that show the
interaction between eddy current probe coils and defects in stainless steel samples.
A single solenoid coil on an aluminium block was modelled using the Dodd and
Deeds analytical equations, and compared to a final element model with similar
parameters.
Models of a pair of coils scanning along the surface of a stainless steel sample
were demonstrated. The samples contained defects with lengths of 2mm, 0.5mm,
and 0.25mm, and the locations of the coils with respect to the defect when the peaks
occurred in the data were demonstrated for both absolute, and transmit receive
modes.
The difference in coil voltage response for ferrite-cored coils, compared to air-
cored coils was demonstrated, and showed that air-cored coils reflected a symmetrical
voltage response, but ferrite-cored coils were more sensitive, with a higher dynamic
range.
The transmit-receive data was shown to have lower noise content compared
to absolute mode data, and to have peaks which were symmetrical along the length
of the defects, enabling accurate identification of defect locations. Absolute mode
data, while having more noise, served to accurately identify the length of the defect,
which is longer than the diameter of the coils.
The relative shift in absolute mode data with respect to transmit-receive
data was demonstrated, and a method for calculating this shift was outlined. It was
shown that absolute and transmit receive data can be combined when one of them
is shifted.
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Chapter 6
Detecting Sub-Millimetre
Defects Using Low Frequency
Eddy Currents
The main physical parameters that affect ECT measurements of conductive mate-
rials are the electrical conductivity, σ, and the magnetic permeability, µ. The work
done in this thesis has been based on non ferromagnetic conductors, and thus for
the samples tested, the relative magnetic permeability of these materials, µr = 1.
Titanium alloys are widely used in the aerospace[89, 132], and biomedical[133,
134] industries due to their favourable properties such as high strength, and corro-
sion resistance. The increased use of titanium components for critical systems in
industry, and the relative brittleness of the material[135], has given rise to the de-
mand for reliable and accurate inspection methods for the detection of small defects
to prevent potential catastrophic failures of these systems.
Low conductivity materials such as titanium have much deeper depths of
penetration at the same frequency (based on eq. (2.54)) when compared to high
conductivity materials such as aluminium and copper[136](see table 6.1). This is
why high frequency (> 2 MHz) measurements are commonly used for the detec-
tion of surface flaws in titanium[137, 138, 139]. High frequency, conventional EC
measurements come with challenges however, such as a higher rate of core losses
when using ferrite cores, and more pronounced parasitic capacitance between the
coil turns as the transmit coil excitation frequency approaches resonance. Optimis-
ing an eddy current coil for high frequency measurement can be achieved by making
it air cored, and using a single layered wound coil. This however decreases the coil
sensitivity, as the effective coil inductance is also decreased.
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Material Resistivity (µΩm) Conductivity (MSm
−1)
Stainless steel (AISI Type 316) 0.77 1.30
Titanium (Ti) 0.78 1.27
Gamma titanium aluminide (γ-TiAl) 2.29 0.44
Aluminium (Al) 0.027 37.7
Copper (Cu) 0.017 59.5
Table 6.1: Material resistivity and conductivity values. After[90, 91, 92, 93, 140].
This chapter presents the results from experiments done to detect defects
with lengths as short as 0.25 mm in stainless steel, titanium, and titanium alu-
minide using coils driven in absolute, and transmit-receive mode, with an excitation
current frequency of 300 kHz. The data processing applied in revealing the defect is
discussed, as are the limitations of the modes of operation. The ability to detect such
small defects in materials with such low conductivities is a significant advancement
in eddy current testing, and has not been presented anywhere before.
6.1 Experimental Method
The experimental set-up presented in chapter 4 is used to scan for surface defects
in stainless steel (AISI Type 316), and titanium (Ti - 99.6% purity) plates. The
plates contain laser micro-machined sub-millimetre surface defects with dimensions
as presented in table 6.2. The experimental set-up consists of a function genera-
tor, connected to a Howland current source, which provides a constant amplitude
alternating current to the transmit coil (see fig. 4.2). The internal circuitry of the
current source enables the measurement of the voltage across the transmit coil, using
an oscilloscope to which the receive coil is also directly connected.
The probe contains two solenoid coils mounted adjacent to each other, and
the transmit coil is energised by a ±50 mA, alternating current at a frequency of
300 kHz. Chapter 4 presents further details on the dimensions and configuration
of the experimental components. MATLAB software is used for controlling the
experimental components, and processing the measured voltage data. The signal
to noise ratio (SNR) of the data is calculated using the eq. (4.4). Similarly to the
criteria defined for the data presented in chapter 4, the threshold for the signal
region in the data presented in this chapter is 5 times the standard deviation of the
image. This means that a cluster of points with pixel values higher than 5 times
the standard deviation of the image is identified to be a location of interest, and the
pixel values of the cluster are used for calculating the net signal.
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Length (mm) Depth (mm) Width (mm)
0.5 0.25 0.1
0.25 0.125 0.1
Table 6.2: Dimensions of the defects tested in stainless steel and titanium.
6.1.1 0.25mm long and 0.5mm long defects in Stainless Steel (AISI
Type 316)
The stainless steel plate is 150 mm × 150 mm, and 6 mm deep, and contains two
defects with the dimensions presented in table 6.2. Surface C-scans with an area
of 10 mm × 10 mm were performed on areas surrounding the defects. The step
size of the X-Y stage when generating these scans was 0.05 mm producing an image
grid containing 200 pixels × 200 pixels. The measurements for voltage amplitude,
and phase across the coils as the pair are scanned along the 0.25 mm long defect is
presented in fig. 6.1.
A median filter has been applied to the C-scans to suppress random noise
errors that occur during the data measurement process. fig. 6.1(a), and (b) present
the C-scans generated from measuring the magnitude, and phase respectively, across
the transmit coil (absolute mode data). It is observed that no indication of the defect
is shown in these images. The receive coil voltage magnitude, and phase, fig. 6.1(c),
and (d) respectively show indications that correspond to the location of the defect.
This is concurrent with the observations from the scans in chapter 4 which show the
higher dynamic range of the transmit-receive mode data, compared to the absolute
mode data.
The C-scans also show trending variations from top to bottom, and left
to right in both absolute and transmit-receive mode C-scans. These trends are
attributed to a number of factors, such as the unevenness of the surface being
scanned, and a backlash in the gears of the X-Y stage. The main cause of these
trends however is the variation of lift-off over the course of the scan. The materials
are not perfectly flat, and the probe is neither weighted nor spring loaded onto
the material surface to prevent scraping as the scan is performed. Absolute mode
measurements are more susceptible to lift-off variations than transmit-receive, and
this is reflected in the images in fig. 6.1. The low signal response of the coils to the
very small defect in a material with a very low conductivity also makes the trends
more pronounced.
As discussed in chapters 4 and 5, the absolute mode data is shifted relative
to the transmit-receive mode data. This shift can be calculated, and compensated
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Figure 6.1: C-scans of a 0.25 mm long defect in stainless steel. (a) and (b) are
measurements of the transmit coil magnitude, and phase respectively. (c) and (d)
are measurements the receive coil magnitude and phase respectively. The red boxes
show how shifted pixels are more visible due to the trends present in the data. A
median filter has been applied to the data. The SNR measured in all cases do not
meet the predefined threshold, and the red bars represent the size, and location of
the 0.25 mm long defect on the stainless steel sample.
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for to enable combination of the data. The areas in the shift usually correspond to
sections of the sample where no defect is present, and ideally should have the same
pixel values as other defect free areas of the sample. However, due to the trending
variations in the data in fig. 6.1, the areas where the pixels have been shifted are
more pronounced.
Absolute mode data is much less sensitive to the defects compared to transmit-
receive mode data in terms of the signal response, hence the trends completely hide
the defect indications. Improving this data requires the removal of these trends by
fitting polynomials to each line of pixels, and subtracting the fitted polynomial from
the data. Care is to be taken however in selecting the direction in which the lines
are selected. The lines fitted have to be in the direction in which the trends are most
linear as to enable the fitting of the lowest order polynomial to the data. From the
scans in fig. 6.1, it can be observed that the trends are more linear in the X direction
compared to the Y direction. Fitting a high order polynomial (2 and above) in the
Y direction resulted in much less accurate removal of the trends compared to fitting
a first order polynomial in the X direction.
Figure 6.2 presents the images resulting from fitting a 6th order polynomial
to the lines in the Y direction, The absolute magnitude and phase images, fig. 6.2(a)
and (b) respectively, have reduced trending variations, but no discernible indication
of the defect. The SNR calculated in fig. 6.2(b) is inaccurate, as it uses a section of
the image that has artefacts from the de-trending. The transmit-receive magnitude
data (c), and phase data (d) are improved compared with the originals, as the
background noise standard deviation is now low enough for the pixel values in the
defect indication to meet the threshold defined, however there are ringing artefacts
in the background aligned with the defect indications along the direction, which the
de-trending was applied.
The images in fig. 6.3 result from fitting a 1st order polynomial to the lines
in the X direction. Here, the background noise standard deviation is low enough
for the signal pixel values to meet the threshold defined for calculating SNR. The
absolute mode magnitude, and phase images fig. 6.3(a) and (b) respectively have
been considerably improved by de-trending in this manner. The defect indications
are visible, but the signal to noise ratios are very low. Transmit-receive mode
magnitude, and phase images fig. 6.3(a) and (b) respectively show a considerably
higher SNR than the original images, and those resulting from fitting the 6th order
polynomial. Ringing corresponding to the direction in which the de-trending was
applied is also present, however, it is much less severe, and the location of the 0.25
mm long defect is clearly indicated.
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(c) SNR = 57 dB
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(b) SNR = 14 dB
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(d) SNR = 51 dB
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Signal
Figure 6.2: Resulting images from de-trending the lines by fitting a 6th order poly-
nomial to the data in fig. 6.1, along the Y direction. The absolute magnitude data
(a), and phase data (b) have decreased trending variations, but the images are not
improved as the defect indication is not visible. The SNR calculation in (b) is inac-
curate, as the program identifies de-trending artefacts (the red box) as signal pixels.
Transmit-receive magnitude data (c), and phase data (d) are improved, however
there are also ringing artefacts around the defect indication due to the de-trending.
The red bars correspond to the size and location of the 0.25 mm long defect.
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(c) SNR = 77 dB
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(b) SNR = 23 dB
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(d) SNR = 82 dB
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Figure 6.3: Images resulting from de-trending the lines by fitting a 1st order poly-
nomial to the data in fig. 6.1, along the X direction. The absolute magnitude data
(a), and phase data (b) are comparably more improved, with the defect indication
visible, albeit with a low SNR. The transmit-receive magnitude (c), and phase (d)
are also improved, with a higher SNR and clearer defect indication. The red bars
represent the size and location of the 0.25 mm long defect on the stainless steel
sample.
107
(a) SNR = 50 dB
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0.2
0.4
0.6
0.8
1
A
rb
.
u
n
it
s
(b) SNR = 153 dB
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Figure 6.4: Images resulting from the multiplication of absolute mode magnitude
with absolute mode phase (a), and the multiplication of transmit-receive mode mag-
nitude with transmit-receive mode phase (b). The resulting absolute mode image
is improved, but combination does not increase the defect signal intensity, as it was
already too low in the original images. The combined transmit-receive image SNR is
considerably improved, and background noise is strongly suppressed. The red bars
correspond to the size, and location of the 0.25 mm long defect.
The combination of images by multiplication, to improve SNR was discussed
in chapter 4. When the magnitude, and phase images from fig. 6.3 are multiplied,
i.e (a × b), and (c × d), the resulting combined images are presented in fig. 6.4.
The result of combining absolute mode magnitude with absolute mode phase
results in the image presented in fig. 6.4(a). There is visible improvement over the
original absolute magnitude data. The small size of the defect results in relatively
weak pixel intensities for the defect indication, however, combining the data in this
manner significantly suppresses the background noise, resulting in a slightly higher
SNR. The combined transmit-receive mode images presented in fig. 6.4(b) also result
in a significantly higher SNR compared to the original data. The combined C-scans
also result in a tighter indication closer to the exact location of the 0.25 mm long
defect, while suppressing the background noise. The increased intensity of the defect
indication also serves to suppress the artefacts from the de-trending process. In
either case, combining magnitude with phase increases the SNR by suppressing the
background variations and increasing the pixel intensities of the defect indication.
When the relative shift between the absolute mode data, and transmit-receive
mode data is compensated for, they can be combined to produce a single image with
an improved total SNR. From fig. 6.5 it can be observed that the quantitative SNR
resulting from the multiplication of absolute mode data with transmit-receive mode
data significantly increases the SNR. Visually however, the low resolution of absolute
108
mode data degrades the resulting combined data.
Scanning a larger 0.5 mm long defect in the stainless steel plate produces
the images presented in fig. 6.6, with a median filter applied to the images. The
absolute mode magnitude, and phase data fig. 6.6(a and b) show vague indications
of the defect. However, the trends present in the image highly obscure the defect
indication, and contribute to the large total standard deviation of the entire image.
As a SNR value is only calculated when the pixel intensities at the defect indications
are higher than 5 times the image standard deviation, SNR values are not calculated
in fig. 6.6 (a and b).
The adverse effect of large trends in the image is also evident in the transmit-
receive mode C-scans in fig. 6.6(c and d). Here, the defect indications are very visible
despite the trend, however the SNRs calculated in these C-scans are very high, but
also inaccurate. The high SNR values calculated are due to the program identifying
the areas of the trend with high pixel intensities as signal areas and applying them to
the SNR calculations. The solution in the case of both absolute mode, and transmit-
receive mode data is to de-trend the data to get more accurate defect indications,
and SNR calculations. The resulting de-trended images are presented in fig. 6.7.
Figure 6.7(a and b) presents the de-trended magnitude, and phase C-scans
(respectively) of the absolute mode data. Here, compared to the original, the defect
indication is more visible in both images, with higher SNRs compared to the 0.25
mm long defect scan. The same is the case for the transmit-receive magnitude and
phase images (fig. 6.7 (c) and (d) respectively). The pixel intensities of the defect
indication are higher for the slightly larger defect, however the artefacts around the
defect indication due to the de-trending process are also present.
Combining the magnitude, with phase C-scans for absolute mode (a × b),
and transmit-receive mode (c × d) results in the images presented in fig. 6.8. Here,
as was the case with the 0.25 mm defect in fig. 6.4, there is a significant improvement
in SNR for both absolute mode fig. 6.8 (a) and transmit-receive mode fig. 6.8 (b).
The improvement in SNR is more significant however, for the larger defect, and in
the absolute mode data the indication can be said to produce the minimum length
of the defect, while for transmit-receive fig. 6.8 (b), the exact location of the defect
centre is clearly indicated.
Compensating for the relative shift in the data, and combining absolute mode
data with transmit-receive mode data, the image in fig. 6.9 is produced. In the
resulting image, the SNR is significantly improved, almost completely suppressing
any background noise. With this data, the location of the 0.5 mm long defect can
be confidently determined.
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(a) SNR = 183 dB
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Figure 6.5: Image resulting from the multiplication of absolute mode data, with
transmit-receive mode data. This image, albeit with a high SNR, is considered to
produce no visible improvement over the individual transmit-receive mode data due
to the low resolution of the absolute mode data. The red bar represents the size,
and location of the 0.25 mm long defect on the stainless steel sample.
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(c) SNR = 163 dB
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(d) SNR = 199 dB
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Figure 6.6: C-scans generated after applying a median filter to a scan of a 0.5 mm
long defect in stainless steel. the absolute mode magnitude, and phase data, (a)
and (b) respectively show vague indications of the defect however the intensities
of the defect indication pixels are not high enough relative to the image standard
deviation to be used in the SNR calculation. The transmit receive mode magnitude,
and phase data, (c) and (d) respectively, show clear indications of the defect with
high SNR values which are inaccurate due to the trend in the data.
111
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(c) SNR = 98 dB
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(b) SNR = 52 dB
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0.2
0.4
0.6
0.8
1
A
rb
.
u
n
it
s
(d) SNR = 98 dB
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Figure 6.7: C-scans resulting from de-trending the images from fig. 6.6, the absolute
mode magnitude, and phase images, (a) and (b) respectively show clearer indications
of the defect with higher SNRs compared to the 0.25 mm defect scan. The transmit-
receive mode images, (c) magnitude, and (d) phase, also show clear indications of
the defect with high SNRs. The red bars represent the size, and location of the 0.5
mm long defect on the stainless steel sample.
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(b) SNR = 182 dB
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Figure 6.8: C-scans resulting from multiplying amplitude with phase data in abso-
lute mode(a), and transmit receive mode (b). The SNR is improved, as a result of
the suppressed background noise, and de-trending artefacts. The red bars represent
the size, and location of the 0.5 mm long defect on the stainless steel sample.
6.1.2 0.25mm long and 0.5mm long defects in Titanium (Ti - 99.6
Purity)
A titanium plate, 150 mm × 150 mm in area, and 5 mm thick was scanned with
the same experimental set-up discussed previously. The plate contains laser micro-
machined surface defects with the same dimensions as presented in table 6.2. The
images in fig. 6.10 are the C-scans generated from measuring along the surface of
a 0.25 mm defect on the titanium plate. The absolute mode magnitude, fig. 6.10
(a), and phase, fig. 6.10 (b) show no sign of the defect indication, and are heavily
trended due to the unevenness of the surface. The transmit-receive magnitude data,
fig. 6.10 (c), and phase data fig. 6.10 (d) Show clear indications of the defect, but
inaccurate SNR values influenced by the presence of the trends in the data.
De-trending the C-scans result in the images presented in fig. 6.11. It can be
observed from fig. 6.10 that the trends in the images are not linear in either direction.
This results in the presence of ringing artefacts, irrespective of the direction in which
the de-trending polynomial is fitted and shown in fig. 6.11. However, de-trending the
data significantly improves the defect indication, with the defect clearly indicated
in the absolute mode C-scans (fig. 6.11 (a and b)) unlike the original images, where
the defect is not visible. Quantitatively, the SNR is higher in the titanium plate
compared to the stainless steel plate for the 0.25 mm defect. Combining magnitude
with phase for the absolute mode data, fig. 6.11 (a × b), and the transmit receive
mode data fig. 6.11 (c× d) results in the images presented in fig. 6.12. The calculated
SNR is considerably improved in both absolute mode fig. 6.12 (a), and transmit-
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(a) SNR = 256 dB
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Figure 6.9: The image resulting from multiplying absolute mode data, with
transmit-receive mode data. background noise and artefacts are very strongly sup-
pressed and the defect indication is clear. The red bar represents the size, and
location of the 0.5 mm long defect on the stainless steel sample.
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(c) SNR = 169 dB
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(d) SNR = 219 dB
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Figure 6.10: C-scans generated from scanning for a 0.25 mm long defect in a titanium
plate. The absolute mode data, (a and b) show no indication of the defect, and the
standard deviation of the background noise is too high, hence the signal area does
not meet the threshold for SNR calculation. The transmit-receive mode data (c
and d) show clear indications of the defect, however the calculated SNR values are
inaccurate as they are influenced by the trends in the data. The red bars represent
the size and location of the 0.25 mm long defect on the titanium sample.
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receive mode fig. 6.12 (b), and visually, the 0.25 mm long defect indication is much
clearer, in both images with the de-trending artefacts significantly suppressed in the
absolute mode data, fig. 6.12 (a), and almost entirely eliminated in the transmit-
receive mode data, fig. 6.12 (b).
Compensating for the shift between the absolute mode and transmit-receive
mode data, and multiplying them together results in the single image presented in
fig. 6.13. Here, the SNR is very much improved, and all traces of background noise,
and ringing artefacts resulting from the de-trending process have been suppressed.
Presented in fig. 6.14, are the C-scans generated from scanning the titanium
sample for the 0.5 mm long defect. As was the case for the 0.25 mm long defect,
the generated C-scans have non-linear directional trends. However, for this slightly
longer defect, the absolute mode data fig. 6.14(a and b) show vague indications of
the defect. The transmit-receive data (fig. 6.14 (c and d)) show clear indications of
the defect location, but inaccurate SNR values resulting from the trends present in
the data.
De-trending the data produces a more accurate representation of the defect,
and SNR values as shown in fig. 6.15. The non-linear trends in the data result in
the artefacts present in the images. The de-trended absolute mode data fig. 6.15
(a and b), show a much clearer indication of the defect edges, while the de-trended
transmit receive data fig. 6.15 (c and d), show clear indications of the location of
the defect centre.
Combining magnitude data with phase, and then absolute with transmit-
receive, the images in figs. 6.16 and 6.17 are produced. Figure 6.16 (a) presents the
combined absolute mode magnitude, and phase, showing a substantially improved
SNR compared to the original images, and visually, the background noise, and de-
trending artefacts are considerably suppressed. For the transmit-receive mode data
presented in fig. 6.16 (b), the background noise is almost entirely eliminated, which
contributes to the significantly improved SNR. When absolute mode data is com-
bined with transmit-receive mode data, almost all background noise is eliminated,
and a sharp indication of the defect is observed (fig. 6.17).
As shown in table 6.1, titanium has a similar conductivity to stainless steel,
and in essence, the results from the images presented thus far show a similar per-
formance of this method in detecting sub-millimetre defects in both titanium, and
stainless steel. Comparing the results from scanning the defects in stainless steel
with those from scanning the defects in titanium, the results show consistently higher
sensitivity in titanium. Table 6.3 compares the calculated SNR values for the 0.25
mm, and 0.5 mm long defects in both stainless steel and titanium.
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(c) SNR = 82 dB
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(b) SNR = 54 dB
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(d) SNR = 92 dB
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De-trending artefacts
Figure 6.11: De-trended C-scans of the 0.25 mm long defect in titanium. The data
is significantly improved, and the absolute mode images (a and b) show clear in-
dications of the defect. The transmit-receive mode images (c and d) show clearer
indications of the defect centre location. The de-trending process introduces arte-
facts into the data (red boxes) irrespective of the direction in which the polynomials
are applied. The red bars correspond to the size, and location of the 0.25 mm long
defect on the titanium sample.
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(b) SNR = 158 dB
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Figure 6.12: Images generated from combining the magnitude, with phase for the
absolute mode data (a), and transmit-receive mode data (b), from fig. 6.11. The
red bars represent the size, and location of the 0.25 mm long defect on the titanium
sample.
(a) SNR = 216 dB
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Figure 6.13: The single image generated when absolute mode data is combined with
transmit-receive mode data for the C-scans of the 0.25 mm long defect in titanium.
The SNR is significantly improved, and the defect indication is clear. The red bar
represents the size and location of the 0.25 mm long defect on the titanium sample.
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(c) SNR = 196 dB
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(d) SNR = 216 dB
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Figure 6.14: Initial C-scans generated from scanning for a 0.5 mm long defect in
titanium. The absolute mode images (a and b) show vague indications of the defect,
while the transmit-receive mode images show clear indications of the defect The
trends in the data lead to inaccurate SNR evaluations, and the red bars represent
the size and location of the 0.5 mm long defect on the titanium sample.
SS - 0.25 mm Ti - 0.25 mm SS - 0.5 mm Ti - 0.5 mm
Abs T-R Abs T-R Abs T-R Abs T-R
Magnitude 41 77 62 98 55 82 64 96
Phase 23 82 52 98 54 92 56 96
Combined M&P 50 153 102 182 96 158 107 174
Combined A&T-R 183 256 216 235
Table 6.3: Comparison of the SNRs in dB for the images after de-trending, with
amplitude and phase combined, and with absolute mode, and transmit-receive mode
data combined. The calculated SNRs from the scans of the 0.25 mm long and 0.5
mm long defects in stainless steel, and titanium are presented in this table, showing
the comparatively higher sensitivity to sub-millimetre defects in titanium compared
to stainless steel.
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(c) SNR = 96 dB
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(b) SNR = 56 dB
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(d) SNR = 96 dB
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Figure 6.15: Images resulting from de-trending the initial C-scans from fig. 6.14 for
the 0.5 mm long defect in titanium. The absolute mode images (a and b) now show
clear indications of the defect with SNRs comparatively higher than the scans in
stainless steel for the same defect size. The transmit-receive mode images (c and
d) also show clear indications of the defect. Artefacts present in the images are a
result of the de-rending process. The red bars identify the size, and location of the
0.5 mm long defect on the titanium sample.
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(b) SNR = 174 dB
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Figure 6.16: Images resulting from the combination of amplitude with phase for
absolute mode data (a) and transmit-receive mode data (b). The defects are much
more clearly indicated, with the background noise and de-trending artefacts almost
completely suppressed. The red bars correspond to the size, and location of the 0.5
mm long defect on the titanium sample.
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(a) SNR = 235 dB
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Figure 6.17: The resulting image when absolute mode data is combined with
transmit-receive mode data for the 0.5mm long defect in titanium. The defect in-
dication is clearly visible, and all background noise, and de-trending artefacts have
been considerably suppressed. The red bar represents the size, and location of the
0.5 mm long defect on the titanium sample.
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6.2 Scanning Multiple Defects in Titanium Aluminde
(TiAl)
Alloys of titanium aluminide have recently been gaining considerable interest in
the aerospace, and automotive industries for their desirable properties such as low
density, high specific strength, and resistance to oxidation and creep at moderately
high temperatures up to 750◦C[141, 142]. Aerospace companies like Rolls Royce
are considering using titanium aluminde in their gas turbine engine for its good
performance at high temperatures, and lighter weight compared to the nickel alloys
currently used. Some TiAl alloys however, are considered inferior to conventional
titanium alloys on account of their low ductility and low fatigue strength[143, 144].
It is therefore imperative that small defects are detected in components made from
this material, to prevent crack propagation, which could lead to component fail-
ure. The TiAl sample tested was provided by Dr David Hu from the University of
Birmingham.
The Eddy Current Array System
An eddy current array (ECA) system, based on the EmbedEC board manufactured
by EtherNDE was designed to be used for measuring defects of various lengths in a
TiAl sample. The ECA system consists of a four element probe connected to two
multiplexers, which switch between the coils. The multiplexers are connected to the
EmbedEC, which energises the transmit coil, and measures the voltage across the
receive coil. This system is an improvement on the one presented in fig. 4.1 as it
replaces the function generator, Howland current source, and oscilloscope with the
EmbedEC. However, with this system, absolute mode data can not be measured.
Figure 6.18 presents a schematic diagram of the designed ECA system.
EmbedEC is a single channel, multi-frequency eddy current system capable
of operating compatible probes in absolute and transmit receive modes. It contains
two six-pin Lemo sockets, one for digital I/O communication, and the other for
operating absolute or transmit-receive probes with compatible cables. It is capable
of producing transmit currents up to 5 MHz, and thus, the operating frequency of 300
kHz used for experiments in this thesis is within its specifications. The EmbedEC
is only capable of operating in absolute, or transmit-receive mode, and not both
concurrently. Hence, based on the sensitivity of transmit-receive data as presented
in previous sections, the ECA system was designed to operate the coil elements
in transmit-receive mode. An ALL07-L04-015-EEC-R reflection probe cable from
EtherNDE was used to connect the EmbedEC to the multiplexers, using a Lemo 0B
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Probe mount to XY Stage
Test piece
Probe
Computer
Embed EC
De-Multiplexer
Multiplexer
Figure 6.18: Schematic diagram of the designed ECA system. The computer con-
trols the EmbedEC, which energises the transmit coil through the multiplexer, and
measures the voltage across the receive coil through the de-multiplexer. The Embe-
dEC also also switches the multiplexer channels with a 6 pin digital I/O connector.
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15 mm
18 mm
Probe body
Co-axial cables
Coils
23 mm
5 mm
Figure 6.19: Illustration of the four element array probe designed for the ECA
system. The coils are identical with internal, and external diameters of 0.9 mm,
and 1.15 mm respectively, and heights of 1.58 mm. They each have 100 turns,
distributed over four layers with 25 turns per layer, and contain ferrite cores with
µr = 40. The probe body is 3D printed from ABS plastic.
Series 4-pole socket with two pins connected to each multiplexer.
The multiplexers are ADG1607, 8 channel, differential multiplexers, with four
channels of each connected to the four elements in the array probe. The 6-pin I/O
socket from the EmbedEC switches the multiplexers, which are powered by a 8 V
DC power supply. These multiplexers were selected for their high input impedance,
and low output impedance (≈ 4Ω)[145].
The probe is a four element array with the coils arranged as illustrated in
fig. 6.19. The array contains four solenoid coils with internal, and external diameters
of 0.9 mm, and 1.15 mm respectively, and heights of 1.58 mm. They each have 100
turns distributed over four layers with 25 turns per layer, and contain ferrite cores
with µr = 40. Each coil is connected to both the multiplexer and de-multiplexer via
a 100 cm long, RG178 coaxial cable. The inductance of each coil and coaxial cable
combined is 23 ±3.5µH at 300 kHz.
An impedance analysis for one of the coils is presented in fig. 6.20. It shows
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Length (mm) Depth (mm) Width (mm)
2 1 0.1
1 0.5 0.1
0.5 0.25 0.1
0.25 0.125 0.1
Table 6.4: Dimensions of the defects laser micro-machined onto the surface of the
titanium aluminide sample.
four resonance events occurring 2.3 MHz, 2.58 MHz, 2.75 MHz, and 3.35 MHz. These
resonance events are attributed to the other coils resonating at these frequencies due
to the magnetic flux coupling between them.
The EmbedEC is controlled by the computer using a program written in
C#. Communications with the board, and retrieval of the measured voltage data is
achieved via a DLL provided by EtherNDE, and data processing is performed using
the Matlab IDE.
The test piece is an irregularly shaped piece of titanium aluminide (see
fig. 6.21). The sample was corroded, and thus had to be ground to get a smooth
surface onto which the defects were laser micro-machined. The dimensions of these
defects are presented in table 6.4.
Tests performed with the EmbedEC ECA system were unsuccessful. This
was due to the inability to gradually decrease the current from the board when it
is turned off. While the board excited the coils, turning it off caused a large spike
in the rate of change of the alternating current flowing through the coil. This led
to a large back emf across the multiplexer terminals (eq. (2.5)), which burned the
multiplexers. There was not enough time to work with EtherNDE to rectify the
problem.
With the multiplexers rendered unusable, two coils in the ECA probe were
connected directly to the EmbedEC to scan for the defects on the titanium aluminide
sample in transmit-receive mode. The results from these scans are presented in the
following section.
6.2.1 Results
γ−Titanium aluminide has a considerably lower conductivity compared to titanium
(see table 6.1), and so the depth of penetration in this material is higher than in
titanium at the same frequency. The shape of the sample, and the unevenness
of the ground surface will influence the data from the EC measurements, and be
reflected as trends in the background data of the images. These measurements were
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Figure 6.20: Impedance analysis of one of the array probe elements showing reso-
nance at 2.3 MHz, 2.58 MHz, 2.75 MHz, and 3.35 MHz. These resonance frequencies
are contributed by the other coils due to the magnetic flux coupling between them.
The dashed line corresponds to the operating frequency of the probe.
127
6.7 mm
9.3 mm
5.4 mm
12 mm
24 mm
Defects
Figure 6.21: Picture of the titanium aluminide sample showing its dimensions. Four
defects with dimensions presented in table 6.4 have been laser micro-machined onto
its surface. The sample was corroded, and had to be ground to get the smooth
surface.
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performed at 300 kHz.
The sinusoidal wave voltage across the receive coil is measured, and resolved
to its X and Y components before transmission from the EmbedEC. These values
are then used in evaluating the magnitude, and phase values for the C-scan images.
Magnitude values are calculated using eq. (6.1), and phase values are calculated
using eq. (6.2). The signal to noise ratio (SNR) of the images are evaluated using
the method discussed in chapter 4. The threshold for SNR calculation is defined as
a cluster of pixels with intensities higher than 5 times the standard deviation of the
image.
Magnitude =
√
a2 + b2 (6.1)
Phase = tan−1
b
a
(6.2)
2mm long defect
A 10 mm × 10 mm area around the 2 mm long defect was scanned using two adjacent
coils within the ECA probe and the EmbedEC. The scan step size is 0.1 mm, which
results in a 100 pixel x 100 pixel grid. The resolved magnitude, and phase data using
the values from the board without post processing is presented in fig. 6.22. Due to
the way it was used, random noise spikes were present in the data measured from
the adapted EmbedEC system. These noise spikes have extremely high values, and
suppress the pixel intensities in areas of interest. The defect indication is invisible
in the magnitude image fig. 6.22 (a), and barely visible in the phase image fig. 6.22
(b). The values from these spikes completely overshadow the actual eddy current
measurement data, and thus the utility of an applied median filter is demonstrated
in fig. 6.23.
The application of a median filter gets rid of the random noise spikes, and
increases the visibility of the 2 mm long defect in both the magnitude image fig. 6.23
(a), and phase image fig. 6.23 (b).
The size of this defect relative to the size of the coils results in a higher
intensity for the defect indication compared to smaller defects. This means that
variational trends in the data due to the unevenness of the sample are less visible.
However, these trends are present, and de-trending the data only improves it. It
is also important to de-trend the data if the images are to be combined, so that
the combined images have the same baseline. Figure 6.24 presents the images from
fig. 6.23, but with the trends removed.
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(b) Phase
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Figure 6.22: C-scans of a 2 mm long defect in a titanium aluminide test piece. These
images are created with data from the EmbedEC without any post processing. The
EmbedEC transmits real, and imaginary components of voltage, which are then
resolved to create the (a) magnitude C-scan image, and (b) phase C-scan image.
(a) SNR = 113 dB
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(c) SNR = 97 dB
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Figure 6.23: Median filtered C-scans of a 2 mm long defect in the titanium alu-
minide sample. The median filter removes the noise spikes, thus revealing the defect
indication. (a) The magnitude C-scan, and (b) the phase C-scan. The red bars
represent the size, and location of the 2 mm long defect.
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(a) SNR = 121 dB
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(c) SNR = 96 dB
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Figure 6.24: De-trended C-scans of the 2 mm long defect in the titanium aluminide
test piece. Removing the trends improves the visibility of the defect indication, and
enables the combination of the magnitude image (a), with the phase image (b). The
red bars correspond to the size, and location of the 2 mm long defect.
With the trends removed, the SNR in the magnitude data (fig. 6.24 (a)) is
improved, while that in the phase data (fig. 6.24 (b)) is unchanged. The artefacts
resulting from the trend removal is present in both images. However, both images
have a common baseline, and can be combined to produce a single image with
a considerably higher SNR which also suppresses the background noise and the
artefacts from the trend removal process. Figure 6.25 resents the resulting image
from combining the magnitude image, with the phase image fig. 6.24 (a x b). This
image has a significantly higher SNR compared to the individual de-trended images,
and the high intensity of the defect indication almost entirely suppresses the de-
trending artefacts.
1 mm long defect
A scan of a 1 mm long defect in the titanium aluminide sample produced the images
presented in fig. 6.26. A median filter has been applied to these images to eliminate
the random noise spikes. It can observed that the SNRs for both the magnitude
data fig. 6.26 (a), and the phase data fig. 6.26 (b) are less, compared to the images
for the 2 mm long defect. The lower signal intensity for this defect due to its size,
results in the variational trends being more pronounced in the images. These trends
are there due to the sample surface being uneven and not flat. The trends however,
do not affect the actual defect signal, and thus have no influence on the evaluated
initial SNR values.
Removing the trends in fig. 6.26 results in an improved image, albeit with
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Figure 6.25: Image resulting from combining magnitude data with phase data.
This image has a significantly improved signal to noise ratio, and defect indica-
tions that are high enough to suppress the artefacts introduced into the data during
de-trending. The red bar highlights the size, and location of the 2 mm long defect
on the titanium aluminide test piece.
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(c) SNR = 92 dB
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Figure 6.26: Median filtered C-scans of a 1 mm long defect in the titanium aluminide
sample. The calculated SNR values are lower compared to the larger 2mm long
defect, and the lower intensity of the defect indication allows for the visibility of the
trends present in the background data due to the unevenness of the sample. The
red bars represent the size, and location of the 1 mm long defect.
artefacts introduced, as shown in fig. 6.27. These images have improved SNRs, and
some variation in the actual background data of the sample are visible. Combining
magnitude with phase (fig. 6.27 (a × b)) results in the image presented in fig. 6.28.
Here the SNR is significantly improved, and the de-trending artefacts are suppressed.
0.5 mm long defect
Performing the scans of a 0.5 mm long defect in the sample results in the images
presented in fig. 6.29. The signal intensity for this defect is lower, hence the trends
in the data are more pronounced. The trends are more visible in the phase image,
fig. 6.29 (b) than the magnitude image fig. 6.29 (a).
Removing these trends however, results in a considerably improved image
with higher SNR as shown in fig. 6.30. Combining the magnitude image with the
phase image fig. 6.30 (a x b) results in a single image with significantly improved
SNR as shown in fig. 6.31.
0.25 mm long defect
The 0.25 mm long defect was the smallest defect scanned, and the initial magnitude,
and phase images with median filters applied are presented in fig. 6.32. The defect
signal intensity is relatively low, and thus it does not reach the required threshold
for SNR calculation in the magnitude image fig. 6.32 (a). The low defect signal
intensity also allows for more visible trending variations in the background data.
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(c) SNR = 100 dB
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Figure 6.27: De-trended C-scans of a 1 mm long defect in the titanium aluminide
test piece. These images have improved SNRs compared to the originals, and are in
a format that enables them to be combined. The red bars represent the size, and
location of the 1 mm long defect.
Defect Length 2 mm 1 mm 0.5 mm 0.25 mm
Magnitude 121 119 108 79
Phase 96 100 98 85
Combined M&P 199 198 186 145
Table 6.5: Comparison of the SNRs in dB for the C-scan images of the defects tested
in titanium aluminide. The SNR decreases as the defect gets smaller.
These trends have been present in all the data presented thus far, however, data
with relatively high defect signal intensities tend to hide the trends.
Removing the trends from the images in fig. 6.32 produces the images in
fig. 6.33. Here the background noise is decreased in the magnitude image enabling
it to meet the specified threshold for the SNR calculation. As expected, the SNR for
the image is low, relative to the larger defect sizes, however, the defect indication is
clear and visible. The calculated SNR for the phase image fig. 6.33 (b) is lower than
the original, and this is because of the high intensity pixel values in the background
due to the trends in the data.
Combining magnitude data with phase data fig. 6.33 (a × b), the single image
generated has a much higher SNR compared with the originals, and the de-trending
artefacts are suppressed as shown in fig. 6.34. A comparison for the calculated SNR
values for all the defects sizes scanned in the titanium aluminide sample is presented
in table 6.4. The SNR values for the defect images are high, but decrease as the
defect becomes smaller.
The titanium aluminide experiments were performed with a different probe
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(a) SNR = 198 dB
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Figure 6.28: Single image resulting from the multiplication of the magnitude C-scan
with the phase C-scan of a 1 mm long defect in the titanium aluminide sample. The
image has a significantly improved SNR, and high pixel intensities for the defect
indication. The red bar corresponds to the size, and location of the 1 mm long
defect.
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(c) SNR = 93 dB
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Figure 6.29: C-scans of a 0.5 mm long defect in the titanium aluminide sample.
The trends in the data are more visible due to the lower intensities of the pixels
representing the defect indication. The red bars correspond to the size, and location
of the 0.5 mm long defect.
(a) SNR = 108 dB
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(c) SNR = 98 dB
246810
X Direction(mm)
2
4
6
8
10
Y
D
ir
ec
ti
o
n
(m
m
)
0.2
0.4
0.6
0.8
1
A
rb
.
u
n
it
s
Figure 6.30: C-scans of a 0.5 mm long defect in the titanium aluminide sample with
the trends removed. The red bars correspond to the size, and location of the 0.5
mm long defect.
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(a) SNR = 186 dB
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Figure 6.31: The resulting image from multiplying the magnitude C-scan with the
phase C-scan of the 0.5 mm long defect in the titanium aluminide sample. The red
bar represents the size, and location of the 0.5 mm long defect.
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(c) SNR = 100 dB
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Figure 6.32: C-scan of a 0.25 mm long defect on the titanium aluminide test piece.
The trends due to the uneven sample surface are much more visible now, and the
pixel intensities for the defect indication in the magnitude image (a) is lower than 5
times the image standard deviation. Thus the SNR is not calculated in this instance.
The SNR calculated in the phase image (b) is also inaccurate due to the program
identifying parts of the trends as clusters of high intensity pixels. The red bars
correspond to the size, and location of the 0.25 mm long defect.
(a) SNR = 79 dB
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(c) SNR = 85 dB
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Figure 6.33: The C-scans of a 0.25 mm long defect in a titanium aluminide sample
after background trends have been removed. The defect indication is more visible
in both images, however the calculated SNRs are low compared to the those for the
larger defects. The red bars correspond to the size, and location of the 0.25 mm
long defect.
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(a) SNR = 145 dB
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Figure 6.34: Image resulting from the combination of the magnitude, and phase
C-scans of the 0.25 mm long defect on the titanium aluminide test piece. The SNR
is much higher than the individual C-scans, and the defect signal pixel intensities
are high enough to suppress the artefacts introduced to the C-scans during the de-
trending process. The red bar represents the size, and location of the 0.25 mm long
defect.
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Material SS - 0.25 mm Ti - 0.25 mm TiAl - 0.25 mm
Magnitude 77 98 79
Phase 82 92 85
Combined M&P 153 182 145
Table 6.6: Comparison of the SNRs in dB for the 0.25 mm long defect scans on
stainless steel, titanium, and titanium aluminide, for transmit-receive data. The
SNRs are highest in the titanium sample, with the stainless steel, and titanium
aluminide samples performing similarly.
Material SS - 0.5 mm Ti - 0.5 mm TiAl - 0.5 mm
Magnitude 82 96 108
Phase 92 96 98
Combined M&P 158 174 186
Table 6.7: Comparison of the SNRs in dB for the 0.5 mm long defect measurements
in stainless steel, titanium, and titanium aluminide. Only transmit-receive mode
data is compared, and here the SNR in titanium aluminide is highest, while that in
stainless steel is lowest.
from that used for the experiments on stainless steel and titanium. Comparing
the SNR values for the defect measurements in the three materials tested, titanium
aluminide performed similarly to stainless steel for the 0.25 mm long defect, and
they both performed worse than titanium as shown in table 6.6. For the 0.5 mm
long defect, the SNR was highest for the titanium aluminide sample, and lowest in
the stainless steel sample as shown in table 6.7.
6.3 Summary
This chapter presents the work done in detecting sub-millimetre defects using a sub-
MHz excitation current. The two-coil experimental set-up was used to scan 0.25 mm
long, and 0.5 mm long defects in stainless steel and titanium. Both of these materials
have low conductivities, hence the depth of penetration of eddy currents into the
material is higher than for high conductivity materials at a given frequency.
High frequency excitation currents are often used for the detection of sub-
millimetre defects, but it is shown in this chapter that with some image processing,
defects as small as 0.25 mm long can be detected in stainless steel, titanium, and
titanium aluminide. Sizing the defect is dependent on the coil footprint relative to
the defect size, and as these coils have diameters larger than the defects tested, they
can be used to accurately detect, and locate the small defects, but not reliably size
them. The experiments showed that, while they have similar conductivities, the
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SNR for the C-scans in titanium were consistently higher than those for stainless
steel for both defect sizes tested.
The design of a eddy current array system based on an EmbedEC board man-
ufactured by EtherNDE was presented. The ECA system consists of the EmbedEC
board controlled by a computer, and connected to two multiplexers, which switch
between the coils in a four element array probe. Tests done with this system were
unsuccessful due to issues with the multiplexers getting burned by sudden spikes in
the rate of change of alternating current.
Two adjacent coils in the ECA probe were connected directly to the Em-
bedEC board to perform tests on a titanium aluminide sample in transit-receive
mode. The titanium aluminide sample has an irregular shape, and was corroded.
One side of the sample had to be ground to get a smooth enough surface for defects
to be laser micro-machined onto the sample. Tests were done on defects that are 2
mm long, 1mm long, 0.5 mm long, and 0.25 mm long. The tests showed that the
SNR of the C-scans decreased as the defects got shorter. The unevenness of the
ground sample was also apparent in the data in the form of trending variations in
the background, but showed more influence in the C-scans for the shorter defects.
Removing those trends improved the SNR of all the C-scans, and enabled the com-
bination of magnitude data with phase data to generate images with a significantly
improved SNR. The de-trending process introduces artefacts into the background of
the C-scans, and it was shown that data combination increased the defect indication
pixel intensity enough to suppress the artefacts introduced in the background.
Comparisons were made between the SNRs for the sub-millimetre defect
C-scans in the titanium, stainless steel, and titanium aluminide samples. It was
observed that the SNRs were consistently lowest in the stainless steel sample for both
defect sizes tested. For the 0.25 mm long defect, the titanium sample performed
best, while for the 0.5 mm long defect the titanium aluminide sample performed
best.
It should be noted that the experiments conducted in this chapter, and chap-
ter 4 considered defects, which were oriented parallel to the axis of separation of
the coils. The coil response is different when the defect is oriented perpendicular to
the axis of separation of the coils as discusses in chapter 5. Further work should be
conducted to investigate the effect of this orientation on the coil responses.
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Chapter 7
Conclusion & Future Work
This thesis investigated the potential for using eddy current inspection for the de-
tection of sub-millimetre defects in low conductivity materials including; titanium,
stainless steel, and titanium aluminide. The eddy current probes were excited at a
high enough frequency that provided a sufficiently small skin depth, but low enough
to not be strongly affected by the electrical properties of the cables connected. Sur-
face inspections on these materials can be problematic for ECT measurements in
part due to their low conductivities, and thus much higher frequency current exci-
tation is more often applied to the inspection of these materials in industry. This
thesis therefore explored the interaction of eddy current probe coils with these ma-
terials, in a bid to improve the sensitivity of eddy current imaging of defects in these
materials, and with the ultimate aim of improving the reliability of eddy current
arrays.
7.1 Thesis Review
The critical findings in this thesis are summarised below.
7.1.1 Eddy Current Modelling
Before attempting to investigate methods of improving eddy current probe sensi-
tivity, it was important to understand the fundamental operation of eddy current
probe coils. Finite element models were created to enable the visualisation of mag-
netic field interactions between probe coils, and the specimen. Initial models are
presented, which compared the finite element modelling technique used with the
tried and tested equations derived by Dodd and Deeds, modelled analytically using
MATLAB. Agreement between the analytical and FE models, and the experiments
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validated the technique.
The fundamental composition of an eddy current array is a pair of coils, thus
extensive models of a coil pair scanning various materials, with different defect sizes
were created. The modelled coils were similar to the coils used for the experiments,
and operating at the same modes, so that the data retrieved from the modelling
could be used in both understanding, and validating the experimental data.
The models showed that when the coil is driven in absolute mode, the defect
indications in the scans corresponded to the edges of the defect, hence absolute mode
data could be used to size defects bigger than the sensing coil diameter. The coil
driven in transmit-receive mode always showed an indication that was symmetric
along the length of the defect, which was interpreted to mean that the peak of defect
indications in transmit-receive mode always determined the centre location of the
defect, for the range of defects tested in this thesis.
The models also showed that when the coil voltage was measured, the para-
metric measurements of amplitude, and phase of the sinusoidal coil voltage were
both affected by the presence of the defects, but in different ways. This means that
amplitude data can be combined with phase data to improve the SNR in s C-scan,
and increase PoD.
Absolute mode data was observed to have a constant spatial shift with respect
to transmit-receive data. This means that for an array probe with multiple elements
operated in both absolute, and transmit-receive modes, the shift in data could be
compensated for, and the data combined to further improve the overall signal to
noise ratio.
Coil models with air cores were compared to those with ferrite cores, and it
was shown from the models, that the ferrite core significantly improved coil sensi-
tivity. However, the presence of a core in the receive coil also changed the shape of
absolute mode data, showing a higher amplitude when the edge of the transmit coil
closest to the cored receive coil was at the edge of a defect.
The orientation of the defect with respect to the axial separation of the coils
was shown to have an effect on the coil voltage responses. It was shown that the
voltage magnitude, and phase across the receive coil was the same, irrespective of
which coil was scanning over the surface of the defect. The implication of this is
that the coil pair can not only detect, and size the defect, but can also provide
insight into the surface orientation of the defect. From the models, it was shown
that defects smaller than the coil diameter could be detected, however sizing them
is difficult.
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7.1.2 Improving the Signal to Noise Ratio of Eddy Current C-scans
Experiments were conducted using a pair of coils to generate C-scan images of a
surface breaking defect in a stainless steel sample. The defect considered in this
experiment is 2 mm long, 1 mm deep, and 0.06 mm wide. The magnitude, and
phase of the voltage across the coils were measured, and used to generate the C-scan
images. The images showed consistently better SNR in transmit-receive mode data
when compared to absolute mode data also highlighting the higher susceptibility of
absolute mode measurements to lift-off variations.
The experiments were conducted using an excitation frequency of 300 kHz.
At this frequency, the impedance of the coils used was 49.4 Ω, which matched
them to the 50 Ω impedance of the other components within the experimental
set-up. At this frequency, the data was less affected by destructive factors such
as parasitic capacitance between the coil turns, and coil resonance. This is also
much less than the frequency used conventionally in eddy current measurements of
low conductivity material, and the detection of defects in these materials at this
frequency is a significant improvement to eddy current testing.
A constant current source was utilised in the experiments. This device en-
abled the use of a constant amplitude sinusoidal wave drive current in the transmit
coil. With this current, the voltage across the coil is changes linearly with the
impedance of the coil, and enabling easier analysis, and comparison to the finite
element models.
It was shown, that combining the magnitude images with the phase images
by multiplication always led to a significant improvement in SNR compared with the
individual images. Using the parameters for calculating the shift between transmit,
and receive coil voltages derived from the models, the shift in the experimental data
images were compensated for, and the images combined by multiplication.
The resulting image consistently had a considerably improved SNR. The ini-
tial SNR in the experiments was high, and thus analysis was performed by adding
varying levels of artificial Gaussian noise to the images, combining them, and at-
tempting to recover them. This analysis gave insight to the limits of initial SNR, to
which a defect indication could be reliably recovered.
This method of data processing is novel, and has not been presented any-
where else. It shows the potential for improving defect signal to noise ratio, using a
combination of magnitude and phase data, and absolute and transmit-receive data.
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7.1.3 Detecting Sub-Millimetre Defects Using Low Frequency Eddy
Currents
The conductivity of the material being tested is an important parameter when deter-
mining the frequency at which sub-millimetre defect inspections are performed. The
frequency of excitation determines the depth to which eddy currents will penetrate,
and by extension the sensitivity of the sensing coils to the induced eddy currents.
High frequency measurements are not without their challenges however, as the coils
used tend to have air cores, and fewer turns, which decreases their effective induc-
tances, and consequently their sensitivity. In addition, at higher frequencies, the
electrical properties of the connected cables begin to have more pronounced effects
on the coil inductance.
These experiments were to be performed using a four element eddy current
array probe built to work with the EmbedEC system manufactured by EtherNDE.
However, due to technical difficulties, the probe could not be used as an array with
the EmbedEC, due to the way it was adapted. The probe was instead connected
directly to the EmbedEC, using two adjacent coils operated in transmit-receive
mode - a subset of the array probe. Measurements of sub-millimetre defects in
stainless steel, titanium, and titanium aluminide were performed using this set-up.
The defects have the following dimensions:
Titanium aluminide
• 2 mm long, 1 mm deep, 0.1 mm wide
• 1 mm long, 0.5 mm deep, 0.1 mm wide
Stainless steel, titanium, and titanium aluminide
• 0.5 mm long, 0.25 mm deep, 0.1 mm wide
• 0.25 mm long, 0.125 mm deep, 0.1 mm wide
The measurements in stainless steel, and titanium were performed using
the same coil pair probe used in chapter 4, while the experiments on the titanium
aluminide sample were performed using the EmbedEC, and the two adjacent coils in
the array probe. For the sub-millimetre defects in stainless steel, and titanium, the
defects were consistently invisible in initial C-scans for absolute mode data, and just
barely visible in transmit receive data. Data processing by applying a median filter,
and de-trending before combining the images as presented, consistently revealed all
the defects, bringing the conclusion that defects as small as 0.25 mm long can be
reliably detected at this frequency, using this method.
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The experiments on titanium aluminide using the EmbedEC system always
revealed the defects when a median filter is applied to the data straight from the
system. It was observed that the variational trends in background data became more
visible as the defect got smaller, which was attributed to the defect signal getting
less intense with the decreasing defect size. In every case, de-trending the data,
and combining, significantly improved the visibility of the defects, and SNR of the
images across the range, even down to the 0.25 mm long defect. It was concluded
that defects as small as 0.25 mm long were also detectable in titanium aluminide,
using this method at this frequency.
The performance of the various materials was compared by comparing the
calculated SNRs from the C-scan images. The conclusion derived from this is that,
while the defects were all detected, stainless steel performed the worst for both sub-
millimetre defects, with titanium performing the best for the detection of the 0.25
long mm defect, and titanium aluminide performing the best for the 0.5 mm long
defect.
The ability to detect such small defects in low conductivity materials such
as these using an excitation frequency as low as 300 kHz is a major improvement
in eddy current testing. Conventionally eddy current measurements of low conduc-
tivity materials are performed using frequencies higher than 1 MHz, however, these
instruments require more complex electronics to function properly. Array systems
are generally not used for the inspection of low conductivity materials as the elec-
tronics required for this are complex. Incorporating the methods discussed in this
thesis will vastly optimise any eddy current array system, and enable to the inspec-
tion, and imaging of sub-millimetre defects in low conductivity materials using eddy
current arrays.
7.1.4 Future Work
There were many intriguing and thought provoking developments documented in
this thesis, that warrant further investigation. This research predominantly analysed
the effectiveness, and limitations of the main modes of operation of eddy current
coils in an eddy current array for the detection of sub-millimetre defects in low
conductivity materials. Eddy current array data is mainly presented in the form
of images, and the work done has shown the appearance and initial analysis of the
data that can be retrieved from an array with the coils operated in either absolute,
or transmit receive mode. It has also been shown that the reliability of the data can
be significantly improved by combining the images to increase the SNR.
Data collection using the experimental set-up presented in chapter 4 was a
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very slow process using Labview, and a slightly faster process when Matlab was used.
It was fastest when the EmbedEC system was used due to the system’s ability to
take thousands of measurements per second. When testing for defects smaller than
the coil diameter, it is important that the resolution of the scan is small enough
so that the defect is not missed (at least one third of the smallest defect size is
suggested). The speed of the scans is mentioned here in order to stress that while
array measurements will cover the same area in less time than the coil pair probe,
the time taken to cover the areas presented in this thesis are still very long, and
in line with the transfer of research technology to industry, the incorporation of
the work done into practical techniques should be the first order of focus for future
work.
The first stage of future work should be rectifying the compatibility issues
of the EmbedEC with multiplexers, and using it to drive an array probe. The
EmbedEC has been shown to accurately measure both magnitude, and phase at
this frequency, hence array probe C-scans will only require the stitching of the
images to create an even wider scan in less time.
The probes used in these experiments were not weighted, or spring loaded
onto the test sample to prevent scraping. This caused variations in the flatness of
the test sample to to appear more pronounced in form of lift-off trends as shown in
the C-scan data. A probe mount can be designed to be spring loaded onto the test
sample, with less friction so it does not scrape along the test sample surface.
The experiments presented in this thesis were with the defects oriented par-
allel to the axis of separation of the coils. Analysis of defects in other orientations
should be done to study their effects on the measured coil data.
The raw data from the probes have been presented, however flaw reconstruc-
tion using the high SNR data will be the next stage of data processing enabling
better visualisation, and understanding for NDT technicians. A limiting factor in
measuring phase data using an oscilloscope is the resolution of time jitter, and while
the phase measurements were accurate with the EmbedEC, tests were not performed
at frequencies higher than 300 kHz as the EmbedEC is limited to a 460 kHz exci-
tation frequency. The work done has shown transmit-receive mode measurements
to be much more sensitive, and less prone to errors due to lift-off variation when
compared to absolute mode measurements. Hence if only a single choice is available,
the probe should be driven in transmit-receive mode, however the maximum utility
will be achieved if the probe is multiplexed in both modes.
The next step for future work would be to design array probes capable of
taking high frequency measurements. If the resulting effective inductance decrease
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in coils designed for high frequency measurements is mitigated, a high frequency
array probe with the data processed as presented in this thesis might offer even
better sensitivity, and defect detection reliability.
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