The metallicity is a critical parameter that affects the correct determination fundamental characteristics stellar cluster and has important implications in Galactic and Stellar evolution research. Fewer than 10% of the 2174 currently catalog open clusters have their metallicity determined in the literature. In this work we present a method for estimating the metallicity of open clusters via non-subjective isochrone fitting using the crossentropy global optimization algorithm applied to UBV photometric data. The free parameters distance, reddening, age, and metallicity simultaneously determined by the fitting method. The fitting procedure uses weights for the observational data based on the estimation of membership likelihood for each star, which considers the observational magnitude limit, the density profile of stars as a function of radius from the center of the cluster, and the density of stars in multi-dimensional magnitude space. We present results of [Fe/H] for nine well-studied open clusters based on 15 distinct UBV data sets. The [Fe/H] values obtained in the ten cases for which spectroscopic determinations were available in the literature agree, indicating that our method provides a good alternative to determining [Fe/H] by using an objective isochrone fitting. Our results show that the typical precision is about 0.1 dex.
Introduction
The accurate determination of the fundamental parameters of open clusters is essential in many fields of study in the Galactic and stellar evolution context. Important questions that depend on metallicity, which is usually measured by the [Fe/H] ratio, are the determination of chemical abundance gradients (see Lépine et al. (2011) and references therein), determination of the rotational speed of the spiral pattern, and the co-rotation radius (Dias & Lépine 2005) , and in the stellar context the empirical determination of the initial mass function, among many other fields of study.
Typically, the determination of distances, ages, and reddening of open clusters via isochrone fitting requires either that the metallicity is estimated, or that an priory value is adopted. Therefore the metallicity is a required parameter for the precise determinating the open cluster's fundamental characteristics. However, because of the complexity of the observations required and the sometimes very indirect methods needed to obtain this parameter, solar metallicity is often assumed.
[Fe/H] can be estimated from spectroscopic data, from lowto high-resolution, single or multi-object spectrographs as well as from photometric data. Each technique has advantages and disadvantages and limitations to the precision and accuracy that can be achieved. The discussion of methods and techniques that allow the determination of [Fe/H] is beyond the scope of this work, and we refer the reader the reviews of Gratton (2000) and Strobel (1991) , among others. For the estimates of [Fe/H] ob-⋆ E-mail: adhimarflavio@unifei.edu.br tained via photometric data we suggest the recent paper of Pöhnl & Paunzen (2010) and references therein.
In the last version of our open cluster catalog 1 ( Dias et al. (2002) (DAML02)) we presented a compilation of [Fe/H] values obtained from the literature for 202 open clusters. This compilation is heterogeneous, since the metallicity determinations for a given cluster were made from different data sets and techniques as well as by different authors. Of all clusters with metallicity estimates, in the DAML02 catalog, we found that only 24% of the objects have estimates of their [Fe/H] ratio based on highresolution spectra, 28% are based on low and medium-resolution spectra, and the rest are based on photometric data. Of those, 28% were estimated from isochrone fitting. Values range from about -0.8 dex to +0.5 dex and the errors range from 0.01 dex to 0.3 dex, depending on the method, number of stars and techniques used. Note that in general there are no estimates of the errors in [Fe/H] values obtained from isochrone fitting, and for the six existing cases, the uncertainty varies from 0.15 dex to 0.50 dex. Unfortunately, the subjectivity of the isochrone fitting makes it difficult to estimate a reliable error of the [Fe/H] ratio.
It is a well known fact that estimates of [Fe/H] obtained by high-resolution spectroscopy, which is the most reliable procedure, are obtained from only a few stars for any given open cluster. Due to the dispendious nature of executing spectroscopy, previous selection of the target stars is required, and thus the question of membership determination becomes important. Traditionally, the selection is made based on the color-magnitude diagram (see for example the paper of Carrera (2012)), choosing A&A proofs: manuscript no. metal_ce the red giant stars (usually the brightest stars of the cluster), or considering a study of membership probability based on proper motion and radial velocity data (e.g. Frinchaboy & Majewski (2008) In this work we focus on investigating the possibility of estimating the metallicity of open clusters via isochrone fitting using the cross-entropy global optimization algorithm (Monteiro et al. (2010) , hereafter paper I), which allows simultaneous determination of distance, reddening, age and metallicity. In the second paper of this series (Dias et al. (2012) , hereafter paper II) we presented a nonparametric procedure to assign membership likelihood based on photometric data of the stars, which in turn were used as weights in the CE isochrone fitting. To simplify the analysis in paper I and paper II we kept the metallicity constant at the value obtained from the literature which is used by most previous studies. In this paper we use the metallicity as a free parameter to be obtained from photometric UBV data and isochrone fitting using the CE method. In the next section we briefly review the CE method and data used. In Sect. 3 we present the estimated metallicity values obtained from the fitting method for each studied open cluster. In the last section we conclude by emphasizing important points, including potential applications and limitations of the work.
Method and data
In paper I we introduced a new technique to fit models to open cluster photometric data using a weighted likelihood criterion to define the goodness of fit and a global optimization algorithm known as cross-entropy (CE) to find the best-fitting isochrone.
Very schematically, the CE procedure provides a simple adaptive way of estimating the best-fit parameters. It involves an iterative procedure that follows the steps outlined below:
-random generation of the initial sample of fit parameters, respecting predefined criteria; -selection of the best candidates based on calculated weighted likelihood values; -generation of a random fit parameter sample derived from a new distribution based on the previous step; -repeat until convergence or stopping criteria reached.
In paper II we introduced the nonparametric estimation of the likelihood to obtain a better estimate of the probability whether a given star is a member of the cluster. The weighting scheme uses observational data available in UBV filters for the open cluster and calculates the membership likelihood for each star considering observational magnitude limit, the density profile of stars as a function of radius from the center of the cluster, and the density of stars in multi-dimensional magnitude space. We refer to paper II for more details.
As in paper I and paper II, the tabulated isochrones used were taken from Girardi et al. (2000) and Marigo et al. (2008) and consisted of 400 files, one for each isochrone, which are specified by two parameters, namely, age and metallicity. To perform the isochrone fitting in this work we included the parameters distance and reddening to define the parameter space as follows:
1. Age: from log(age) =6.60 to log(age) =10.15; with steps of log(age) = 0.05 2. distance: from 1 to 10000 parsecs; 3. E(B − V): from 0.0 to 3.0; 4. Metallicity: from 0.0001 to 0.03 dex with steps of Z = 0.05 dex Applied our fitting procedure to the UBV data from the literature for the same open clusters analysed in paper I and paper II. Apart from adopting metallicity as a free parameter, in this work all procedures are identical to those in paper II.
To determine the parameter errors through Monte Carlo techniques we performed the fit for each data set ten times, each time resampling from the original data set, with replacement, to perform a bootstrap procedure. In each bootstrap iteration new isochrone points from the adopted initial mass function were also generated as described in paper I, paper II, and in Monteiro & Dias (2011) . The final uncertainties in each parameter were then obtained by calculating the standard deviation of the ten runs.
In previous papers of this series we have shown that the CE method was robust, and the results obtained for the ten open clusters investigated agree well with previous studies found in the literature, considering UBV data (paper I), BVRI data (Monteiro & Dias 2011) and also near-infrared (JHK s ) data obtained from the 2MASS catalog (paper II). The method presents several advantages over visual fits, especially since it removes most of the related subjectivity both in the fit and in the weights of the stars in the color-magnitude diagram (hereafter CMD), while also allowing us to determine the parameter errors in a formal procedure. The main limitation is that we do not yet account for missing data. In other words, for a star to be considered, it has to have been observed in all used filters. This problem is being investigated and will be implemented for future versions of the algorithm.
Results and discussion
As in papers, Table 1 presents the tuning parameters used in the fitting procedure, where list the equatorial coordinates (α, δ) and the radius, which were obtained from the DAML02 catalog and x c and y c are the estimated center coordinates of the cluster in the CCD, based on the determined 2D density distribution of stars. The parameter V cut is the adopted cut-off in V magnitude based on the completeness analysis in that band, and F bin is the binary fraction. The binary fraction was changed in some cases to 50% from the adopted 99% where it clearly improved the final fit. The paramenter 3σ phot the photometric error and P cut the adopted cut-off in weight values. The WEBDA catalog 2 (Mermilliod 1995) reference codes are the same as those given in papers.
We present the comparison of the results obtained in this work with those obtained in paper II in the first three plots of Fig. 1 for the nine open clusters. The last plot shows the metallicity values we determined in this work compared with literature values from the DAML02 catalog, which were obtained from spectroscopy.
The average and standard deviation of the differences of our results to those of paper II are E(B-V)= 0.03 ± 0.05 mag; Distance= −63 ± 262 pc; Log(age)= −0.01 ± 0.18 yr.
One can see from the comparison of the results that distance, E(B-V) and age values obtained in paper II were recovered in this work, within the uncertainties of the method. The fit results obtained by the method applied to the UBV data for each cluster can be seen in Figs. A.1 through A.15 in Appendix A. The figures present the CMDs with the original data followed by the same plots, with the symbol sizes reflecting the weights used as obtained from the procedure introduced in paper II. The fitted isochrone and zero age main sequence are also plotted. In Tables 2 and 3 we present the final fit values for each cluster studied with the metallicity as a free parameter in the fitting procedure. To facilitate the comparison, the parameter values obtained in paper II are also provided, including the metallicity adopted from the literature. The final value of this parameter was transformed to [Fe/H] , adopting the same approximation as considered in the Padova database of stellar evolutionary tracks and isochrones: [Fe/H] = logZ/Z⊙ with Z⊙ = 0.019. The errors were obtained by the usual propagation formula.
In Table 3 our results for [Fe/H] are compared with those from the literature where we also provide information on the method used in the given reference to determine it. In comparing our results with those in the literature that used spectroscopy to obtain [Fe/H], we find that the average difference is 0.08 dex with a standard deviation of 0.07 dex, with no significant difference between regular or high-resolution spectroscopy (HRS).
The [Fe/H] values we determine agree with those obtained from the literature considering the previous comparison. The mean of the differences shows that there is no significant systematic trend, and the low value of the mean square difference indicates that both sets of measurements agree. Considering that the values obtained by HRS are the most reliable, the agreement of our values with those in the literature indicates that our method provides adequate results for [Fe/H] by isochrone fitting. It would be interesting to fit a large number of clusters to confirm this as well as to allow investigation of possible biases.
Below we comment on some individual open cluster results.
NGC 2477
The metallicity determined from our fitting procedure for the cluster NGC 2477 is just outside of the 1σ agreement region, which can be seen in Fig. 1 
NGC 2355
The open cluster NGC 2355 also shows significant differences in the estimated metallicity with the data set from Ann et al. ). To show this difference, we took the two data sets and calculated color-index averages for specific Vmagnitude bins. The stars used in each bin from each data set are the same, to avoid biases and selection effects. We then plotted the values in the CMD. For the locus where the giants are, we defined a box such that 10 < V < 14 and (B − V) > 0.8 to obtain the color-index average. For the rest of the data we used a V-magnitude bin of 1. The result is shown in Fig.2 . This example is useful to illustrate that the quality of the [Fe/H] estimate obtained by fitting is directly linked to the quality of the data, even considering the improved statistical fitting procedures.
NGC 7044
Our result for the open cluster NGC 7044 also shows a significant difference from the result of Warren & Cole (2009) obtained using spectroscopy. Unlike the case for NGC 2355 mentioned before, here we did not have a second data set with UBV photometry to compare distinct fit results. However, we were able to compare the observational data by using the B and V values obtained by Kaluzny (1989) and Sagar & Griffiths (1998) .
To perform the comparison, we followed the same strategy as before where we calculated color-index averages for specific Vmagnitude bins in the CMD considering the same stars. For the giant locus in the CMD of NGC 7044 we defined a box such that 14 < V < 17 and (B − V) > 1.5 to obtain the color-index average. For the rest of the data we used a V-magnitude bin of 1. The result of the comparison is shown in Fig. 3 , where it is clear that there is a considerable difference in the photometry. Even though we were not able to perform fits to the data from Kaluzny (1989) and Sagar & Griffiths (1998) since they only observed B and V filters, it is likely that the photometric differences shown are an important factor in accounting for the discrepancy in metallicity that we found. Sagar & Griffiths (1998) (REF 162) and Kaluzny (1989) (REF 13) . The differences in the data sets are a possible cause of the discrepancy between the value obtained for the metallicity by our fit and the one of Warren & Cole (Warren & Cole (2009) ), which was obtained with spectroscopy. Table 1 . Cross-entropy fit parameters. The first five columns (after the cluster identification) give the central coordinates and radius from the DAML02 catalog, followed by the X,Y central position used considering UBV data from the literature. The parameter V cut is the adopted cut-off in magnitude in V, F bin is the number of stars considered as binary, 3σ phot the photometric error, and P cut the adopted normalized likelihood cut-off. The reference codes given in last column are the same as used by WEBDA and were also used in paper I. Table 2 . Parameters obtained for the investigated clusters with the cross-entropy method considering the metallicity as a free parameter. In the first three columns (after the cluster identification) we reproduce the results published in paper II to facilitate comparison. In the following three columns the results for E(B − V) the extinction, distance to the cluster and log(Age) the logarithm of the age (in years) obtained in this work are presented. The reference codes given in last column are the same as given in Table 1 . See the text for error estimate details.
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Conclusions
The observational complexity and difficulty in carrying out detailed high-resolution spectroscopy of a large number of stars for a large number of clusters raises the question of alternative methods for estimating their metallicity reliably . The observational complexities account for the very small number of clusters, fewer than 10% in DAML02 catalog, for which good-quality metallicities exist. As commented by Paunzen et al. (2010) , the metallicity parameter is set as solar or ignored in most papers that perform some sort of isochrone fitting in CMDs when this parameter is not available from other sources, possibly introducing an unknown bias in the distance, age and reddening estimated.
Our method, based on the Cross-Entropy optimization algorithm, using UBV photometric data weighted with a membership-likelihood estimation, allows for the simultaneous Table 3 . Parameter metallicity obtained for the clusters investigated with the cross-entropy method. In the first column we list the cluster identification, the second column shows the metallicities obtained from the literature for the investigated clusters, and the third column presents the literature codes. In the column TEC we give the technique of data acquisition used for [Fe/H] Notes. The TEC codes are R01, R04, R17, R22, and R28 used the data from high-resolution spectroscopy; R03 used unweighted averaged [Fe/H] values from the literature; R05, R06, R10, R11, R12, R14, R15, R23 and R24 used the data from high-, moderate-or low-resolution spectroscopy; R07, R09, R16, R18, R19, R20, R25, R26 and R27 used values from color-magnitude isochrone fits; R02, R08 and R16 used values from Washington photometry; R13 used UV excesses techniques (δ(U − B) 0.6 ); R12, R19 and R20 used values from DDO photometry, and R21 used recalibrated values from Piatti et al. (Piatti et al. (1995) Bragaglia et al. (2008) determination of the parameters distance, reddening, age and, as shown in this work, metallicity. The main advantage, as discussed in detail in the previous works of the series, is the automation and removal of subjectivity in the fitting process. All fitting parameters are clearly defined and the fitting quality is quantifiable through the likelihood, which can be objectively compared with any proposed alternative. It is important to point out that the accuracy and precision as well as the overall quality of the photometric data are decisive for the quality of the final estimated metallicity.
Generally, visual isochrone fits can provide estimates of the metallicity, but typically do not provide estimates of the error (in some works the error estimates are given as in Vázquez et al. (2010) , although obtained by visual fit). Our method provides a robust [Fe/H] with consistent error estimates. Our results show a typical internal precision of about 0.1 dex.
Finally, we emphasize the conclusion of paper I, but now with the extra parameter metallicity included, that our method is reliable and robust in determining the distance, age, reddening, and metallicity by isochrone fits. It is a powerful tool that in the near future can be used with already existing data and especially in upcoming modern large surveys, such as GAIA, VISTA, and Pan-STARRS to produce homogeneous large samples of determined fundamental parameters of open clusters.
