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Abstract—In wireless communications, average performance
measures (APMs) such as average channel capacity (ACC),
average bit error rate (ABER) and outage probability / capacity
(OP /OC) are widely utilized to comprehend the performance
gains/impairments in different environments under various sce-
narios and quantify how factors originating from the de-
sign/implementation influence on system performance. To the
best of our knowledge, it has not been yet discovered how
these APMs are related to each other. In this article, having
been inspired by the work of Verdu et al. [1], we propose
that one APM can be calculated using the other APMs without
having the SNR characterization. Particularly, using Lamperti’s
transformation (LT), we identify the relationships among APMs;
such that these relationships are irrespective of SNR distribution.
Thereby, we propose a tractable approach, which we call LT-
based APM analysis, to establish a relationship between any
two given APMs. Henceforth, we introduce some novel rela-
tionships among ACC, ABER and OP /OC performances for
signalling over additive white Gaussian noise channels in fading
environments. We demonstrate how to obtain exact ACC by using
ABER performance, and we discover how OP /OC performances
are obtained by using exact ACC performance. We consider
some numerical examples and simulations to validate our newly
derived relationships.
Index Terms—Average bit error probability, average channel
capacity, generalized fading channels, moment-generating func-
tion, outage capacity, outage probability, relationships between
average performance metrics.
I. INTRODUCTION
IN THE THEORY OF WIRELESS COMMUNICATIONS,average performance measures (APMs) such as average
channel capacity (ACC), average bit error rate (ABER), and
outage probability / capacity (OP /OC) are widely utilized to
discover different performance aspects of wireless digital
communications systems, and each APM plays an important
role in interpreting the discovered techniques for higher data
transmission, higher mobility and lower complexity, and also
in gaining insight into the requirements for achieving so-
phisticated usage of radio frequencies with a higher quality
of service. In the literature, APMs have been apparently
exploited to comprehend the performance gains / impairments
Paper approved by ?. ???????, the Editor for ?????????. Manuscript received
??? ??, 2019; revised ??? ??, 2019.
F. Yilmaz is with Yıldız Technical University, Davutpas¸a Campus, Faculty
of Electrical & Electronics, Department of Computer Engineering, 34220
Esenler, Istanbul, Turkey (e-mail: ferkan@ce.yildiz.edu.tr).
This work is partially supported by Yıldız Technical University.
under various scenarios and quantify how factors arising from
the design or implementation of a system (such as channel
noise, receiver noise, diversity, interference, shadowing and
multipath fast-fading attenuation, etc.) influence the overall
performance.
In the conceptual definitions and interpretations, each APM
captures different characteristics of the signal-to-noise ratio
(SNR) distribution while still appearing as an averaged value
of different non-linear transformation of that SNR distribu-
tion. For example, the degradation in ABER performance is
interpreted as the increase in efficiency of transmission and
hence in throughput while ACC performance is defined as
the maximum throughput at which information can be error-
freely transferred. Further, OP performance is defined as the
average probability that the SNR distribution falls below a
given threshold value while OC performance is also described
as the average probability that the information throughput is
less than the required threshold information throughput. In
the literature, the APM analyses are conventionally carried
out using probability density function (PDF) or cumulative
distribution function (CDF) of the SNR distribution. This
approach is called PDF-based approach and usually more
difficult to accomplish than expected, especially in case of
combining diversity signals. Therefore, practitioners, engi-
neers, and theoreticians in the science and engineering branch
of wireless communications have always been captured by
the notion of expressing some relationships among the APMs
within closed-form analytical expressions that are simple in
form and likewise easy to evaluate. For example, for additive
white Gaussian noise (AWGN) channels, Simon and Alouini
introduced in [2] a relationship between the ABER /ASER
performance and the moment-generating function (MGF) of
the SNR distribution, and this relationship was later called
MGF-based approach and has been widely used in the liter-
ature of wireless communications [3, and references therein].
The other one is later exemplified in [4] by Annamalai
et al. establishing a relationship between the ABER /ASER
and the characteristic function (CF) as a robust alternative
approach for the MGF-based ABER /ASER analysis. Besides
that, Yilmaz and Alouini developed a new relationship in [5]–
[7] to obtain ACC and in [8] to obtain higher-order ACC
(HOACC) by using the MGF of the SNR distribution. For
ACC and HOACC analyses for AWGN channels, Yilmaz and
Alouini suggested in [9] the usage of the moments of SNR
2distribution. Further and distinctively, Verdu´ et al. proposed
in [1] a novel relationship, which is noteworthily irrespective
of the statistical characterization (e.g., PDF, CDF, MGF, or
higher-order moments) of SNR distribution and regardless of
the broadest SNR settings of the information transmission,
to calculate the ACC performance using the minimum mean-
square error (MMSE) measure, that is
Cavg(γ¯) =
∫ γ¯
0
mmse(u) du, (1)
where γ¯ denotes the average SNR. Moreover, Cavg(γ¯) and
mmse(γ¯) are the ACC performance and the MMSE measure,
respectively, for a certain γ¯. It is herewith worth noting that,
among all the relationships mentioned above, only the one
proposed by Verdu´ et al. is noteworthily and apparently irre-
spective of SNR distribution and a more information-theoretic
relationship. In the theory of wireless communications, it is
therefore important to investigate the existence of such rela-
tionships that are irrespective of SNR distribution. To the best
of our knowledge, it has not been yet discovered how these
APMs are related to each other. A tractable approach by which
to engineer a relationship between any two given APMs has so
far not been proposed in the literature. In this article, having
been inspired by the work of Verdu´ et al. [1], we identify the
similarity among APMs by using Lamperti’s transformation
[10], and thereby we propose a tractable approach, which
we call Lamperti’s transformation (LT)-based performance
analysis, that enables us to establish a relationship between
any two given APMs, one of which we want to calculate but
is either experimentally difficult to measure or mathematically
tedious to obtain. The other one we consider to use is either
experimentally easy to measure or mathematically simple to
derive. As such, the relationship we find using the (LT)-
based approach is irrespective of SNR distribution and hence
holds under a variety of SNR distribution and even all SNR
settings of AWGN channels including the discrete-time and
continuous-time channels, either in scalar or vector versions.
Accordingly, using the LT-based approach we propose in
Section II, we show that one APM can be either obtained or
estimated by means of the other APMs, especially without
knowing the statistical SNR characterization.
In particular, as an example application of the LT-based ap-
proach presented in Section II, we demonstrate in Section III
how to calculate the ACC of a wireless digital communications
system by using its ABER with the relationship, that is
Cavg(γ¯) =
∫ ∞
0
z(u)
{
1− Eavg(u γ¯)
}
du, (2)
where Eavg(γ¯) denotes the ABER measure, and z(u) denotes
the auxiliary function that depends on the modulation scheme
and will be defined in the sequel. By virtue of this relationship,
we adopt a novel viewpoint in which we deduce that the
ACC performance of a wireless digital communications system
can be accurately predicted by specifically using its ABER
measures for a modulation scheme.1
The other two important APMs commonly used in wireless
communications are the OP and OC performance. With the
aid of the LT-based approach we propose, we show that the
OP and the OC of a wireless communication system can be
obtained by using its exact ACC performance, that is,
Pout(γ¯; γth) = 1
π
ℑ
{
Cavg(− γ¯/γth)
}
, (3)
Cout(γ¯;Cth) = 1
π
ℑ
{
Cavg(− γ¯/(eCth − 1))
}
, (4)
where Pout(γ¯; γth) and Cout(γ¯;Cth) denote the OP for a
certain SNR threshold γth and the OC for a certain infor-
mation throughput threshold Cth, respectively. ℑ{·} denotes
the imaginary part of the term enclosed. Using the exact ACC
expressions, we can calculate the OP and hence therefrom find
out the PDF of the SNR distribution to which the information
transmission is theoretically subjected. Let γ denote the SNR
distribution. Then, we show that its PDF fγ(x; γ¯) is given by
fγ(x; γ¯) =
1
π
ℑ
{ ∂
∂x
Cavg(− γ¯/x)
}
. (5)
Using the PDF-based approach With the help of this result,
we notice that the other APMs can be derived from the exact
ACC results. Consequently, viewed from a somewhat broader
perspective, the LT-based approach opens a set of new ideas
and techniques in communications theory.
The remainder of the article is organized as follows. In Sec-
tion II, we introduce the LT and the LDS of APMs and then
propose an LT-based approach to establish relationships among
APMs. By virtue of this LT-based approach, we propose in
Section III a novel relationship to obtain the ACC of any
communication system from its ABER, and thereafter in
Section IV another novel relationship to find its OP and OC
measures from its exact ACC. Finally, our conclusions are
drawn in the last section.
II. BACKGROUND ON THE RELATIONSHIPS AMONG APMS
In wireless communications, many parameters and factors
originating from design, implementation, and environmental
1One of the most important practical questions that arise when we design
a wireless digital communications system is to ask how much information
can be error-freely transferred in a given time period, which encourages the
usage of ACC. However, ACC is a ghost-like measure difficult to be predicted
practically and experimentally [3], [11], especially since being defined as
a theoretical upper-bound to the throughput at which the information can
be reliably transferred in a given time period [12]–[14]. On the other hand,
the prediction of the ABER is practically more trivial and less costly when
compared to that of the ACC; the basic concept is therein to transmit the
pseudo-random and equiprobable information symbols through the channel
and, after detection, to find the average rate of the erroneous received bits
given the total transmitted bits. It is usually expressed as a ratio. For example,
if 5 bit errors occur in one million bits transferred, the ABER is 5/1000000 or
5× 10−6. It is therefore a measure of the quality of transmitting, receiving,
transmission channel and its environment as it takes into consideration the
underlying SNR details and various SNR settings such as noise, jitter,
attenuation, fading, and any error detection and correction schemes. When
predicting the ABER performance measure (i.e., while counting the erroneous
received bits), we actually do not need to know the SNR distribution. However,
the prediction of ACC varies according to the SNR distribution, and hence
for which not only the statistical characterization of the SNR distribution but
also the broadest SNR settings of the information transmission are essential
but not always possible.
3conditions influence the SNR distribution that is denoted
by γ and typically identified as a function γ : RL → R+,
where L denotes the number of SNR settings, that is, γ ≡
γ (Ψ), where Ψ = [Ψ1,Ψ2, . . . ,ΨL] denotes the SNR set-
tings / configuration of information transmission, and the joint
PDF Ψ is given as pΨ(ψ), where ψ = [ψ1, ψ2, . . . , ψL]
2
without loss of generality. The performance measures (PMs)
capture different characteristics of SNR distribution and en-
hance the understanding of physical and practical scenarios.
Let us choose two different PMs, i.e., G (γ) andH (γ), each of
which is certainly continuous and a monotonically increasing
or decreasing function.3 The APM Gavg(γ¯) = E[G(γ (Ψ)] can
be properly written conditioned on the parameters Ψ, that is
Gavg(γ¯) =
∫ ∫
. . .
∫
︸ ︷︷ ︸
L-fold
G(γ (ψ))pΨ(ψ) dψ, (6)
where γ¯
△
= E[γ (Ψ)] ∈ R+ denotes the average SNR given by
γ¯ =
∫ ∫
. . .
∫
︸ ︷︷ ︸
L-fold
γ (Ψ)pΨ(ψ) dψ. (7)
Accordingly, as for the performance measure H(γ), the APM
Havg(γ¯) = E[H(γ (Ψ)] can also be rewritten in the form of
(6). Without loss of generality, we suppose that, as compared
to Havg(γ¯), Gavg(γ¯) is either mathematically more tractable
for obtaining closed-form results, or numerically more efficient
to compute, or experimentally easier to measure. Particularly,
for a certain set of average SNRs {γ¯1, γ¯2, . . . , γ¯N}, N ∈ N,
we can experimentally obtain a measurement set
SN =
{
(γ¯n,Gavg(γ¯n))
∣∣n = 0, 1, 2, . . . , N} (8)
From the viewpoints outlined previously, we attempt to define
a relationship from Gavg(γ¯) to Havg(γ¯) irrespective of SNR
distribution. Our intuitive approach is thus search for a linear
relationship with a SNR invariant filter, that is
Havg(γ¯) = ZN (Gavg
(
γ¯1),Gavg(γ¯2), . . . ,Gavg(γ¯N )
)
, (9)
where ZN (g1, g2, . . . , gN ) is the auxiliary function required to
establish the relationship, and in general, rewritten as a mul-
tivariate linear function ZN (g1, g2, . . . , gN ) =
∑N
n=1 zn gn,
where z1, z2, . . . , zN are required. Placing this linear function
into (9), and therein without loss of generality, interpreting
each average SNR as a dilation of γ¯ (i.e., ∀n ∈ {1, 2, . . . , N},
γ¯n = λnγ¯ with a certain dilation λn ∈ R+), we have
Havg(γ¯) =
N∑
n=1
zn Gavg(λn γ¯), (10)
which suggests using the self-similarity (or scale invariance)
properties of Havg(γ¯) under positive λ1, λ2, . . . , λN scaling
2Without loss of generality, we assume that, for all ℓ ∈ {1, 2, . . . , L}, Ψℓ
is either a random distribution with the PDF pΨℓ(ψ) = E [ δ(ψ −Ψℓ)] or
a constant value that could also be viewed as a random distribution with the
PDF pΨℓ(ψ) = δ(ψ −Ψℓ), where δ(·) denotes Dirac’s delta function [15,
Eq.(1.8.1)]. Further, Ψ1,Ψ2, . . . ,ΨL do not need to be uncorrelated, so their
joint PDF is given by pΨ(ψ) =
∏L
ℓ=1 pΨℓ(ψℓ).
3If f (x) is both continuous and monotonically increasing or decreasing,
then f(n) (x) = (∂/∂x)nf (x) exists almost everywhere for all n ∈ N, such
that f(m) (x) f(n) (x) ≥ 0 when m 6= n.
values. Once acknowledged as an important feature [10], [16],
self-similarity is indeed a fundamental property for handling
physical phenomena.
Definition 1 (Dilation operator). Let X (γ¯) be an APM mea-
sured for a specific average SNR γ¯. The dilation operator
DH,γ¯
{·}(λ) is defined as
DH,γ¯
{X (γ¯)}(λ) △= λH X (λ γ¯), (11)
where λ ∈ R+ and H ∈ R denote the dilation and the Hurst
exponent, respectively. 
Accordingly, the performance Havg(γ¯) is said to be scale
invariant (or self-similar) with a specific scaling exponent H
if and only if the following condition is provided, that is
DH,γ¯
{Havg (γ¯)}(λ) △= Havg(γ¯) for all λ ∈ R+. (12)
Although the property of scale invariance is quite convenient
to interpret physical phenomena, it has not attracted much
attention in the literature of wireless communications theory.
For example, the fractional moments of SNR distribution (i.e.,
the power fluctuations of the additive noise) is scale invariant
with respect to the average SNR.4 However, since the property
of scale invariance, which is defined in (12), does not hold for
all APMs, we consider the Lamperti’s transformation (LT) to
extend the dilation to an exponential dilation.
Definition 2 (Lamperti’s transformation). Let X (γ¯) be an
APM measured for an average SNR of γ¯. Lamperti’s inverse
transformation L−1H,γ¯
{·}(λ) exercised on X (γ¯) is defined by
L
−1
H,γ¯
{
X (γ¯)
}
(λ)
△
= eHλX (e−λ γ¯) = LX (λ, γ¯) , (13)
for all λ ∈ R+, where the direct transformation LH,λ
{·}(γ¯)
is called Lamperti’s transformation defined by
LH,λ
{
LX (λ, γ¯)
}
(γ¯)
△
= γ¯HLX (− log(γ¯), 1) = X (γ¯) , (14)
such that LH,λ
{
L
−1
H,γ¯
{X (γ¯)}(λ)}(γ¯) △= X (γ¯). 
The Lamperti’s inverse transformation (LIT) of an APM,
once explained in what follows, has some useful properties
in Fourier domain, namely the fact that its Fourier spectrum
remains constant for any dilation of the average SNR. Hence,
these constant quantities defines the similarities among APMs,
verily allowing an APM to be estimated using the other APMs.
Appropriately, we obtain the LIT of Havg(γ¯) as
L−1H,γ¯
{
Havg(γ¯)
}
(λ)
△
= eHλHavg
(
e−λγ¯
)
(15)
whose Fourier spectrum with respect to the dilation λ ∈ R+
is called the Lamperti’s dilation spectrum (LDS) and invariant
with respect to the dilation of γ¯. Taking (10) into consider-
ation, we deduce that an analytical relationship between two
APM could be established involving the dilation of γ¯.
4 Let µγ(n; γ¯) be the nth moment of the SNR γ, i.e., µγ(n; γ¯) = E[γn]
where n ∈ R+. Accordingly, using µγ(n; λ γ¯) = λn µγ(n; γ¯), the fractional
moments of SNR can be shown to be scale invariant with respect to the average
SNR γ¯, that is,
DH,γ¯
{
µγ (n; γ¯)
}
(λ) = µγ (n; γ¯) (F.4.1)
with Hurst exponent H = −n.
4Theorem 1 (Lamperti’s dilation spectrum). Let X (γ¯) be an
APM. Then, the LDS of X (γ¯) is defined as
X˜ (ω, γ¯) △= Fλ
{
L
−1
H,γ¯
{
X (γ¯)
}
(λ)
}
(ω), ω ∈ R, (16)
where F·{·}(·) denotes Fourier’s transform (FT)5. X˜ (ω, γ¯) is
scale invariant with respect to the average SNR γ¯, i.e.,
DH+iω,k
{X˜ (ω, γ¯)} △= X˜ (ω, γ¯), k ∈ R+. (17)
where i =
√−1 denotes imaginary number.
Proof. In accordance with the definition of the FT, the spec-
trum X˜ (ω, γ¯), given in (16), can be written as5
X˜ (ω, γ¯) △=
∫ +∞
−∞
eiωλ L−1H,γ¯
{
X (γ¯)
}
(λ) dλ, (18a)
=
∫ +∞
−∞
e(H+iω)λX (e−λ γ¯) dλ, (18b)
where the Hurst exponent H ∈ R has to be suitably and care-
fully chosen in such a way, which is explained in the following
theorem, to guarantee the convergence / existence of the FT.
Further, changing the variable e−λγ¯ → β in (18b) results
in X˜ (ω, γ¯) = γ¯H+iω ∫ +∞
0
β−H−1−iωX (β) dβ, where setting
γ¯ → kγ¯ yields X˜ (ω, k γ¯) = kH+iω X˜ (ω, γ¯) for all k ∈ R+.
Using Definition 1, this result can be easily simplified to (17),
which proves Theorem 1.
Since FT is an improper integral, the conditions for the
existence of LDS are complicated to state in general but are
sufficiently given in the following theorem.
Theorem 2 (Existence of Lamperti’s dilation spectrum). Let
X (γ¯) be an APM. Iff
X (γ¯) = O(γ¯−α) for γ¯ → 0+, (19)
X (γ¯) = O(γ¯−β) for γ¯ → +∞, (20)
such that α < β, then the LDS X˜ (ω, γ¯) exists for any Hurst
exponent H ∈ (α, β).
Proof. Let LX(λ, γ¯) be the LIT of X (γ¯), i.e., LX(λ, γ¯) ≡
L−1H,γ¯
{X (γ¯)}(λ), and suppose that ∫ λ
0
∣∣LX(u, γ¯)∣∣du <∞ for
any finite dilation λ ∈ R+. As per the existence conditions
of FT [17], whenever LX(λ, γ¯) is of exponential order, its FT
certainly exists, that is,
LX (λ, γ¯) =
{
eHλO
(
e−αλ
)
as λ→ −∞,
eHλO
(
e−βλ
)
as λ→ +∞, (21)
5 Let φ : R→ R be a real-valued and monotonic function locally integrable
and differentiable. It is further assumed that φ(γ) is continuous over γ ∈ R.
Then, the Fourier’s transform (FT) is defined as
Φ(ω) = Fγ{φ(γ)}(ω) △=
∫ +∞
−∞
eiωγ φ(γ) dγ, (F.5.1)
where ω ∈ R denotes the frequency scale and i = √−1 denotes imaginary
number, and where the sufficient condition for the existence of Fourier’s
transform is given by
∫+∞
−∞
|φ(γ)|2 dγ <∞. Further, the inverse Fourier’s
transform (IFT) of Φ(ω) is defined as
φ(γ) = F−1ω {Φ(ω)}(γ)
△
=
1
2π
∫
∞
−∞
Φ(ω) e−iωγ dω. (F.5.2)
For more information, the readers and researchers are referred to [17], [18].
which implies that α < H and H < β. Thus, X˜ (ω, γ¯) exists
for any Hurst exponent H ∈ (α, β). Applying the LT to (21)
yields X (γ¯) = O(γ¯−α) as γ¯→ 0+ and X (γ¯) = O(γ¯−β) as
γ¯→∞, which proves Corollary 2.
Note that, noticing the precise description of how the LDS
changes while from the average SNR γ¯ to its dilated version
λγ¯, λ ∈ R+, we consider that Theorem 1 is so much beneficial
to extract the features of APM and especially the similarities
and differences among APMs. Accordingly, we can establish
theoretical relationships between two APMs using the ratio of
their LDSs given the following Theorem 3.
Theorem 3 (Similarity between Lamperti’s dilation spec-
trums). The two APMs X (γ¯) and Y(γ¯) are similar iff their
LDSs X˜ (ω, γ¯) and Y˜ (ω, γ¯) provide
X˜ (ω, λ1γ¯)
Y˜ (ω, λ2γ¯)
△
= λH+iω, (22)
for all λ1, λ2 ∈ R+, where λ = λ2/λ1.
Proof. The proof is obvious using Theorem 1.
In order to establish an analytical relationship between two
APMs Gavg(γ¯) and Havg(γ¯), we need to find out whether
there exits a similarity between them by using Theorem 3,
and hence in accordance with Theorem 2 obtain the LDS of
Gavg(γ¯) as
G˜avg (ω, γ¯) △= Fλ
{
L−1H,γ¯
{Gavg (γ¯)}(λ)}(ω), (23)
with the Hurst exponent H ∈ (αG, βG), and subsequently the
LDS of Havg(γ¯) as
H˜avg (ω, γ¯) △= Fλ
{
L−1H,γ¯
{Havg (γ¯)}(λ)}(ω), (24)
with the Hurst exponent H ∈ (αH , βH). Accordingly, the
ratio of H˜avg(ω, γ¯) and G˜avg(ω, γ¯) does essentially exist for
H ∈ (max(αG, αH),min(βG, βH)) and is readily obtained
by applying (16) on (10) and then using (17), that is
H˜∗avg (ω, γ¯)
G˜∗avg (ω, γ¯)
△
=
N∑
n=1
zn λ
H−iω
n , (25)
where the superscript ∗ denotes the complex conjugation. It is
worth emphasizing that (25) is noteworthily independent of γ¯.
Further, the dilations are positive, i.e., λn ∈ R+ for all n ∈ {1,
2, . . . , N}. The right side of (25) can be therefore observed
as a signal filter whose parameters {zn}N1 and {λn}N1 are to
be determined independently from γ¯. With that context, note
that the LT of Dirac’s delta function is given by
L−1H,u
{
δ(u− λn)
}
(λ) = eHλ δ
(
e−λ u− λn
)
, (26)
for any Hurst exponent H ∈ R and any dilation λn ∈ R+,
where δ (·) denotes Dirac’s delta function [15, Eq.(1.8.1)]. By
using this result, the LDS of Dirac’s delta function, i.e., the
FT of (26) is obtained as
∆n
(
ω,H
)
△
= Fλ
{
L−1H,u{ δ(u− λn)}(λ)
}
(ω), (27a)
=
∫ +∞
−∞
eiωλ L−1H,u{ δ(u− λn)}(λ) dλ, (27b)
= λn
−(H+1)−iωuH+iω. (27c)
5As a consequence of (27), and examining the right part of (25),
we can now write λH−iωn = ∆n
(
ω,−(H + 1))/u−(H+1)+iω
and hence reduce (25) to
N∑
n=1
zn λ
H−i ω
n =
Fλ
{
L−1
−(H+1),u
{ZN (u)}(λ)}(ω)
u−(H+1)+iω
, (28)
where ZN (u) is an auxiliary function deduced from (10) as
ZN (u) =
N∑
n=1
zn δ(u− λn), (29)
where we need to determine the weights z1, z2, . . . , zN and the
dilations λ1, λ2, . . . , λN . Within that context, we reasonably
deduce that ZN (u) is a discretized version of the continuous
auxiliary function Z(u) in such a way that, for all n ∈ {1,
2, . . . , N}, we implicitly consider zn as a sample taken from
Z(u) at the dilation λn and therein choose the total number
of samples N as large as possible according to the required
precision, i.e., Z(u) = limN→∞ZN (u). Accordingly, we can
establish a relationship between two APMs as described in the
following theorem.
Theorem 4 (Relationship between two APMs). A relationship
between two APMs Gavg (γ¯) and Havg (γ¯) is given by
Havg (γ¯) =
∫ ∞
0
Z (u) Gavg (u γ¯) du, (30)
where Z(u) is an auxiliary function defined by
Z(u) = L−(H+1),λ
{
F−1ω
{
uiω H˜∗avg (ω, γ¯)
uH+1 G˜∗avg (ω, γ¯)
}
{λ}
}
(u), (31)
whose existence is verified by choosing such Hurst exponent
H that the FTs given in both (23) and (24) are convergent.
Proof. Referring to (10), which is the relationship we intend to
achieve, we attempt to obtain the APM Havg(γ¯) for a certain
average SNR γ¯ by exercising only the measurement set SN
that is either experimentally measured or theoretically attained
in (8) for the other APM Gavg(γ¯). Using [15, Eq.(1.8.1/1)], we
can regulate and re-express the dilated performance Gavg(λnγ¯)
as Gavg(λnγ¯) =
∫∞
0 δ(u− λn)Gavg(uγ¯) du, and therefrom
we readily rewrite (10) using the discrete auxiliary function
ZN (u) that is given in (29) as
Havg(γ¯) = lim
N→∞
N∑
n=1
zn
∫ ∞
0
δ(u− λn)Gavg(uγ¯) du, (32a)
= lim
N→∞
∫ ∞
0
N∑
n=1
zn δ(u− λn)Gavg(uγ¯) du, (32b)
= lim
N→∞
∫ ∞
0
ZN (u)Gavg(uγ¯) du, (32c)
=
∫ ∞
0
Z(u)Gavg(uγ¯) du, (32d)
which proves the relationship given in (30). Additionally, with
the aid of the result that we plainly obtain substituting the left-
hand side of (25) into (28), we simplify the problem of finding
the weights z1, z2, . . . , zN and the dilations λ1, λ2, . . . , λN to
achieving the LDS the continuous auxiliary function Z(u).
In more details, using Z(u) = limN→∞ZN (u) and referring
both to (25) and (28), we have
H˜∗avg (ω, γ¯)
G˜∗avg (ω, γ¯)
△
=
Fλ
{
L
−1
−(H+1),u
{Z(u)}(λ)}(ω)
u−(H+1)+iω
, (33)
for any Hurst exponent H such that the FTs of (23) and (24)
are convergent. After some algebraic manipulations, the LDS
of Z(u) is obtained as
Fλ
{
L−1
−(H+1),u
{Z(u)}(λ)}(ω) = uiω H˜∗avg(ω, γ¯)
uH+1 G˜∗avg(ω, γ¯)
. (34)
where applying the IFT and then the LT, we readily deduce the
continuous auxiliary function Z(u) as (31), which completes
the proof of Theorem 4.
The relationship between Havg(γ¯) and Gavg(γ¯) enables us
to investigate Havg(γ¯) approximately using Gauss-Chebyshev
quadrature (GCQ) formula [6, Eq. (11a) and (11b)], that is
Havg(γ¯) ≈
N∑
n=1
wn Z(λn)Gavg(λnγ¯), (35a)
=
N∑
n=1
zn Gavg(λnγ¯), (35b)
which is called the quadrature-based prediction (QBP) tech-
nique, where the dilation is λn = tan(
π
4 cos(
2n−1
2N π)+
π
4 ) and
the weight is wn =
π2
4N sin(
2n−1
2N π) sec
2(π4 cos(
2n−1
2N π) +
π
4 ).
Note that N has to be chosen as large as possible for an
accurate approximation. The existence of such a relationship
between Havg(γ¯) and Gavg(γ¯) depends on the existence of
their LTs as explained in the following theorem.
Theorem 5 (Existence of a Relationship Between Two APMs).
Assume that the LDS of Gavg(γ¯) exist for any Hurst expo-
nent H ∈ (αG , βG), and Havg(γ¯) for any Hurst exponent
H∈(αH, βH). The relationship given by Theorem 4, certainly
exists iff (αH, βH) ∩ (αG , βG) 6= ∅.
Proof. The proof is evident referring to the existence of (34)
based on Corollary 2.
A. Relation to Mellin’s Transform
The relationship between two APMs, which is given in The-
orem 4, and whose existence is proven in Theorem 5 using the
LDSs of the APMs, is a multiplicative kind of integral trans-
form known as Mellin’s convolution [19]–[22] in the literature.
It can be therefore readily understood by non-specialists in
integral transforms and special functions, and however derived
using a more general analysis based on higher transcendental
functions, such as Fox’s H function [21]. Accordingly, the
pairs of MT and inverse Mellin’s transform (IMT), which are
given largely in several satisfactory tables [19], yield not only
fast numerical computations and also tractable closed-form
results. As such, the auxiliary function Z(u) can be readily
obtained in terms of Mellin’s transforms of the performance
metrics with respect to the average SNR. The MT of Havg(γ¯)
is written as Mγ¯{Havg(γ¯)}(s) =
∫∞
0 γ¯
s−1Havg(γ¯)dγ¯, where
6M·{·}(·) denotes the MT,6 and therein substituting (30) and
then using [19, Eq. (1.2)] after changing the order of integrals,
we write
Mγ¯{Havg(γ¯)}(s) =
∫ ∞
0
Z(u)
{∫ ∞
0
γ¯s−1Gavg(uγ¯)dγ¯
}
du,
where making use of Mγ¯{Gavg(γ¯)}(s) =
∫∞
0 γ¯
s−1Gavg(γ¯)dγ¯
and Mu{Z(u)}(s) =
∫∞
0 u
s−1Z(u)du yields
Mu{Z(u)}(s) = Mγ¯{Havg(γ¯)}(1− s)
Mγ¯{Gavg(γ¯)}(1− s) , (36)
where applying the IMT results in the auxiliary function Z(u),
that is given by
Z (u) = M−1s
{
Mγ¯{Havg(γ¯)}(1− s)
Mγ¯{Gavg(γ¯)}(1− s)
}
(u), (37)
where M−1· {·}(·) denotes the IMT.6
B. Experimental Usage
In general practical investigation of system performance,
we notice the fact, where not knowing the broadest SNR
settings of information transmission and hence not having the
statistical characterization of the SNR distribution, we want to
calculate the APM Havg(γ¯), which is experimentally difficult
to measure or mathematically tedious to obtain, by using the
other APM Gavg(γ¯), which is experimentally easy to measure
or mathematically simple to obtain. In Theorem 4, let us
assume that the APM Gavg(γ¯) is experimentally measured for
γ¯1 ≤ γ¯2 ≤ . . . ≤ γ¯N−1 ≤ γ¯N , (38)
where we arbitrarily choose γ¯n as −γ¯dB < 10 log10(γ¯n) < γ¯dB
for all n ∈ {1, 2, . . . , N} and hence therefrom obtain the mea-
surement set SN = {(γ¯1,G1), (γ¯2,G2), . . . , (γ¯N ,GN )}, where
Gn = Gavg(γ¯n) for all n ∈ {1, 2, . . . , N}. There are many
interpolation techniques [23]–[25] implemented as a built-in
function in standard mathematical software packages such as
MATHEMATICA® , MAPLE® and MATLABTM , and therefore
each one can be readily applied on the measurement set SN
to approximately reproduce Gavg(γ¯) for any γ¯ ∈ R+. For a
fixed γ¯, the Lagrange interpolation of Gavg(γ¯) is denoted by
Gint (γ¯|SN ), and defined on the basis of SN as
Gint (γ¯ | SN ) △=
N∑
n=1
Gn
N∏
k=1, k 6=n
γ¯ − γ¯k
γ¯n − γ¯k , (39)
6 Let ψ : R+ → R be a real-valued and monotonic function locally in-
tegrable and differentiable. The Mellin’s transform (MT) of this function is
defined as
Ψ(s) = Mγ{ψ(γ)}(s) =
∫
∞
0
γs−1 ψ(γ) dγ, (F.6.1)
for s ∈ ROC , where ROC is the region of convergence (ROC) and defined
as ROC
{
Mγ{ψ(γ)}(s)
}
=
{
s ∈ C ∣∣ ∫∞
0
∣∣γs−1 φ(γ)∣∣ dγ <∞}. Further,
the inverse Mellin’s transform (IMT) is defined as
ψ(γ) = M−1s {Ψ(s)}(γ) =
1
2πi
∫
C
Ψ(s) γ−s ds, (F.6.2)
where the contour integration C ∈ ROC{Mγ{ψ(γ)}(s)} is chosen to be
counterclockwise in order to ensure the convergence. For more information,
the readers and researchers are referred to [19]–[22].
Accordingly, we write Gint (γ¯ | SN ) = Gavg(γ¯)+ǫN (γ¯) where
ǫN(γ¯) is the interpolation error and defined as ǫN (γ¯) =
Gint (γ¯|SN )−Gavg (γ¯). Exploiting Cauchy remainder theorem
[23], we obtain ǫN (γ¯) =
1
N !
∂N
dsN Gavg(s)
∏N
k=1 |γ¯−γ¯k|, where
s is an intermediate point in the interval [γ¯1, γ¯N ]. In order to
minimize the interpolation error, both γ¯dB and N should be
chosen as large as possible. Eventually, substituting (39) into
(30) yields the approximated prediction of Havg(γ¯), that is
Havg(γ¯) ≈ lim
γ¯dB→∞
∫ 10γ¯dB/10
10−γ¯dB/10
Z (u) Gint (u γ¯ | SN ) du, (40)
which is called the interpolation-based prediction (IBP) tech-
nique calculating any APM using measured APMs.
III. ACC ANALYSIS USING ABER
For a limited-bandwidth complex AWGN channel, the most
celebrated result in the literature is the channel capacity C(γ),
which is given as [12]–[14]
C(γ) = log (1 + γ) nats / s / Hz, (41)
where γ is the instantaneous SNR, and where log(·) is the
natural logarithm. It confirms that the maximum information
throughput is achievable with asymptotically small error prob-
ability, such that a reliable transmission is possible for the
information throughputR ≤ C(γ). In the literature of channel
capacity, researches are commonly based on (41) but explicitly
achieved by extending its definition to the ACC performance
[26], especially when the channel-side information (CSI) is
known at the receiver [27], [28]. Referring to the discussion
in Section II, the ACC is given by Cavg(γ¯) △= E
[C(γ(ψ))] =
E [log (1 + γ(ψ))] =
∫ ∫
. . .
∫
log
(
1+γ (ψ)
)
pΨ(ψ) dψ [29]–
[31]7, where γ¯ denotes the average SNR defined in (7). The
other most celebrated result in the literature is the BEP [2],
[3], [35, and references therein], compactly denoted as E(γ)
and modeled as a random distribution between zero and one-
half for all modulation schemes, i.e., 0 < E(γ) < 1/2.
Accordingly, there exists a reliability metric Q(γ), which we
term the channel reliability (CR), specifically defined in terms
of the BEP, that is
Q (γ) = 1− 2 E (γ) , (42)
which possesses knowledge about how reliably the informa-
tion are transferred through the channel, and therefore has a
close relation to the channel capacity. Further, it has such a
distributional behavior that 0 < Q(γ) < 1, where the signaling
channel is fully dissipated (i.e., the transferred entropy through
the signalling channel becomes zero) when Q (γend) = 0 and
is error-free when Q (γend) = 1. The average CR (ACR),
7Adaptive transmission schemes utilize the acquisition of CSI at both the
receiver and transmitter to change the SNR distribution as γ = D(γ˜) γ˜, where
γ˜ denotes the SNR distribution at the receiver before the power adaptation
function D(γ) is applied (i.e., see [3], [11], [29]–[34] for more details),
namely supporting the average power constraint, namely,
E [γ˜] = E [D(γ˜)] =
∫
∞
0
D(γ) pγ˜(γ) dγ, (F.7.1)
where pγ˜(γ) = E[δ(γ− γ˜)] denotes the PDF of γ˜. In accordance, E[log(1+
D(γ˜) γ˜)] can be rewritten as Cavg(γ¯) = E[log(1 + γ)] where γ = D(γ˜) γ˜.
7denoted by Qavg (γ¯) = E[Q (γ)], can be calculated in an
averaging sense, namely
Qavg (γ¯) = 1− 2 Eavg (γ¯) , (43)
where Eavg(γ¯) denotes the ABER and is defined by Eavg(γ¯) =
E[E(γ)] = ∫ ∫ . . . ∫ E(γ(ψ))pΨ(ψ) dψ. It is within that con-
text that either measuring the ABER experimentally or deriv-
ing it mathematically for different average SNRs [3, and ref-
erences therein] is seemingly trivial and quite straightforward
compared to that of the ACC performance. In what follows,
a relationship between the ACC and the ABER is given for
specific modulation schemes.
A. Binary Modulation Schemes
The Wojnar’s unified BEP for binary modulation schemes
is given by E (γ) = (1/2) Γ (b, a γ)/Γ (b) [36, Eq. (13)] and
[3, Eq. (8.100)], where the value of a depends on the type
of modulation scheme (1/2 for orthogonal FSK and 1 for
antipodal PSK), the value of b depends on the type of detection
technique (1/2 for coherent and 1 for non-coherent), and Γ (·)
and Γ (·, ·) are the Gamma function [37, Eq. (6.1.1)] and the
complementary incomplete Gamma function [37, Eq. (6.5.3)],
respectively. Properly in connection with (43), applying [38,
Eqs. (8.4.16/1) and (8.4.16/1)] to E (γ), we write
Q (γ) = 1− Γ (b, a γ)
Γ (b)
=
Γ̂ (b, a γ)
Γ (b)
, (44)
where Γ̂ (·, ·) is the lower incomplete Gamma function [39,
Eq. (8.350/1)] such that Γ (b, aγ) + Γ̂ (b, aγ) = Γ (b).
Theorem 6 (ACC analysis using ABER of binary modulation
schemes). Let a wireless communication system use a binary
modulation for signaling in fading environments. Then, its
ACC Cavg(γ¯) is obtained from using its ABER Eavg(γ¯) as
Cavg (γ¯) =
∫ ∞
0
Za,b (u)Qavg (u γ¯) du, (45a)
=
∫ ∞
0
Za,b (u)
{
1− 2 Eavg (u γ¯)
}
du, (45b)
where the auxiliary function Za,b(u) is defined by
Za,b (u) = 1
u 1
F1[1; b;−a u] , (46)
where a and b are the modulation specific parameters ex-
plained above, and 1F1[·; ·; ·] denotes Kummer’s confluent
hypergeometric function [40, Eq. (07.20.02.0001.01)].
Proof. Due to the monotonic increasing nature of ACC and
ACR (i.e. since Qavg(γ¯) ≤ Qavg(γ¯ + ∆γ¯) and Cavg(γ¯) ≤
Cavg(γ¯ + ∆γ¯) for ∆γ¯ ∈ R+), both the ACC and the ACR
together preserve the scaling order according to Theorem 5,
and therefore their LDSs surely exist for a mutually common
Hurst’s exponent. We derive the LDS of the ACC using [39,
Eq. (4.293/3) and (4.293/10)], that is
C˜avg (ω, γ¯) = Fλ
{
L
−1
H,γ¯
{Cavg (γ¯)}(λ)}(ω) , (47a)
= µγ(H + iω; γ¯)
∫ ∞
0
λ−iω
λH+1
log (1 + λ) dλ, (47b)
= −µγ(H + iω; γ¯) Γ(H + iω) Γ(−H−iω), (47c)
for Hurst’s exponent 0 < H < 1, where µγ(n; γ¯) = E[γ
n]
denotes the nth moment of the instantaneous SNR. Similarly,
we obtain the LDS of the ACR using [41, Eq. (2.10.2/1)] as
Q˜avg (ω, γ¯) = Fλ
{
L−1H,γ¯
{Qavg (γ¯)}(λ)}(ω) , (48a)
= µγ(H + iω; γ¯)
∫ ∞
0
λ−iω
λH+1
Γ̂(b, aλ)
Γ(b)
dλ, (48b)
= µγ(H + iω; γ¯)
aH+iωΓ(b−H − iω)
Γ(b) (H + iω)
, (48c)
for Hurst’s exponent 0<H<b. In order to find Za,b(u), we
carry the ratio of C˜avg (ω, γ¯) to Q˜avg (ω, γ¯), that is
C˜avg (ω, γ¯)
Q˜avg (ω, γ¯)
= Γ(b)
Γ(H + iω) Γ(1−H − iω)
aH+iω Γ(b−H − iω) , (49)
which certainly exists for 0<H<min(1, b). Substituting (49)
into (31) yields
Za,b(u) = Γ(b)
u
1
2π
∫ +∞
−∞
Γ(H − iω)×
Γ(1−H + iω)
Γ(b−H + iω) (au)
−H+iω
dω, (50)
which absolutely converges for 0 < H < min(1, b). Finally,
changing the variable H−iω → s simplifies (50) into the con-
tour integral of Kummer’s confluent hypergeometric function
[40, Eq. (07.20.07.0004.01)], which proves Theorem 6.
Upon insights from a broader perspective, we notice that
Theorem 6 (i.e., specifically (45)) provides a set of new and
cutting-edge performance analyses in communications theory.
B. Special cases of Theorem 6
It is worth reviewing the special cases of Theorem 6 for con-
venience and clarity. For coherent signalling using binary mod-
ulation schemes, we set b = 1/2 in (46), and then obtain the
auxiliary function as Za,1/2(u) = 1u
(
1−2√au daw(√au)),
where daw(x) = exp(−x2) ∫ x
0
exp(u2)du denotes the Daw-
son’s integral [37, Eq. (7.1.16)]. Accordingly, substituting this
result into (45), we obtain the ACC Cavg(γ¯) in terms of the
ABER Eavg(γ¯) of binary modulation schemes, that is
Cavg (γ¯) =
∫ ∞
0
1
u
(
1−2√audaw(√au))×{
1−2 Eavg (u γ¯)
}
du, (51)
where a = 1/2 and a = 1 are for the coherent orthogonal
binary FSK (BFSK) and the coherent antipodal binary PSK
(BPSK), respectively. In addition, the other special case is for
non-coherent binary modulation schemes. Herewith, substitut-
ing b = 1 in (45) yields Za,1 (u) = exp(−au)/u, and then we
obtain Cavg(γ¯) in terms of the ABER Eavg(γ¯) of non-coherent
signalling using binary modulation schemes, that is
Cavg (γ¯) =
∫ ∞
0
e−au
u
{
1− 2 Eavg (u γ¯)
}
du, (52)
where a = 1/2 and a = 1 are given for the orthogonal non-
coherent FSK (NCFSK) and, the antipodal differentially coher-
ent PSK (BDPSK) binary modulation schemes, respectively.
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Fig. 1: The numerical illustration of how ACC performance of a wireless communication systems is obtained from its ABER
curves for various SNR settings: (a), (b), (c), (d) that are obviously not accounted in the numerical computation.
C. ACC Analysis Using Closed-Form ABER Expressions
Without having to acknowledge the SNR distribution and
the underlying SNR details and various SNR settings of wire-
less communications, we can determine its ACC performance
from exploiting its ABER performance for binary modulation
schemes. For analytical correctness and completeness, take
for example Rayleigh fading channels for which the ABER
Eavg (γ¯) of binary modulation schemes is in closed form given
by [42, Eq. (16)]. Using [38, Eq. (8.4.2/5)], we express it in
terms of Meijer’s G function as follows
Eavg (γ¯) = 1
2
− 1
2
(
aγ¯
1 + aγ¯
)b
=
1
Γ(b)
G1,11,1
[
aγ¯
∣∣∣∣1b
]
. (53)
With the aid of Theorem 6, wherein we replace both (53) and
1F1[1; b;−au]=G1,11,2
[
au
∣∣∣ 00,1−b ] [40, Eq. (07.20.26.0006.01)],
where Gm,np,q [·] is the Meijer’s G function [38, Eq. (8.3.22)],
we express the ACC for Rayleigh fading channels as
Cavg (γ¯) =
∫ ∞
0
1
u
G1,11,2
[
au
∣∣∣∣ 10, 1−b
]
G1,11,1
[
au
∣∣∣∣1b
]
du, (54)
where performing some simple algebraic manipulations [38,
Eqs. (2.24.2/2) and (8.4.16/14)] and then utilizing [37, Eq.
(6.5.15)] yields the ACC for Rayleigh fading channels, that is
Cavg (γ¯) = exp
(
1
γ¯
)
E1
(
1
γ¯
)
, (55)
which is in perfect agreement with [30, Eq. (34)] as ex-
pected, and where En(·) denotes the exponential integral [37,
Eq.(5.1.4)]. Even if Cavg (γ¯) is specifically obtained with
the aid of Eavg (γ¯), it does not depend on the modulation
parameters a and b as expected and demonstrated in (55).
The number of such examples for analytical correctness and
completeness can be extended easily considering other pairs
of ACC and ABER available in the literature.
D. ACC Analysis Using Experimentally Obtained ABER
For conceptual applications from practical and experimental
viewpoints at the implementation stage of a wireless com-
munication system, it is of vital interest to assess the ACC
required to sustain the desired ABER, and accordingly, we use
Theorem 6 to calculate the ACC by experimentally measuring
the ABER for binary modulation schemes. For all distinct
average SNRs γ¯1, γ¯2, . . . , γ¯N , we obtain the measurement set
SN ={(γ¯1, E1), (γ¯2, E2), . . . , (γ¯N , EN)}, where we have En =
Eavg (γ¯n) for all n ∈ {1, 2, . . . , N}. Hence, using an efficient
interpolation technique [23]–[25], we can accurately approxi-
mate Eavg (γ¯) for any γ¯ ∈ R+ as Eavg (γ¯) ≈ Eint (γ¯ | SN ) that
accepts the given SN . In the case of equal distances between
the average SNRs, we can efficiently apply the Lagrange’s
interpolation to SN , and then we write Eint (γ¯ | SN ) as
Eint (γ¯ | SN ) =
N∑
n=1
En
N∏
k=1, k 6=n
γ¯ − γ¯k
γ¯n − γ¯k . (56)
Consequently, placing (56) into (45), we readily calculate
the ACC Cavg (γ¯) from the ABER measurements. For exam-
ple, the ABER curves of a wireless communication system is
depicted in Fig. 1a for BPSK signalling in generalized fading
environments, and its genie-aided ACC curves are depicted in
Fig. 1b. Fortunately, with the aid of Theorem 6, and without
additional information specified for those ABER curves, we
calculate and plot in Fig. 1b the ACC performance from the
ABER curves given in Fig. 1a. Accordingly, we notice that the
calculated ACC results are in perfect agreement with the genie-
aided results as expected. From this point of view, we plot in
Fig. 2 the ACC versus the ABER. An interesting perspective
is to recognize ACC as a linear function of the logarithm of
ABER, especially when the ABER approaches zero (i.e., when
the average SNR γ¯ increases). In fact, this is related to the
asymptotic exponential decay of the ABER as a fraction of
the ACC as expected.
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Fig. 2: The relationship between the ACC and the ABER for a
wireless communication system whose ABER curves are given
in Fig. 1a for various SNR settings.
IV. OP AND OC ANALYSES USING ABER
Particularly when the fading conditions vary slowly, a pos-
sible deep fading has the potential to affect many successive
symbols during transmission, resulting in large error bursts. If
these errors cannot be corrected even if very complex coding
and detection schemes are used, the transmission channel
will become unusable. In that context, the OP, denoted by
Pout(γ¯; γth), is a channel quality measure [3], [11], defined as
the probability that the SNR γ drops below a certain threshold
γth for a certain average SNR γ¯, that is
Pout(γ¯; γth) = E
[
θ(γth − γ)
]
, (57)
for γ ∈ R+ and γth ∈ R+, where θ(·) is Heaviside’s theta
function (i.e., unit-step function) defined in [15, Eq. (1.8.3)],
[40, Eq. (14.05.07.0002.01)], that is,
θ(γth − γ) =

1 γ < γth
1
2 γ = γth
0 γ > γth
. (58)
Note that the OP analysis in (57), i.e., Pout(γ¯; γth) requires
the SNR distribution. However, we demonstrate how we obtain
the OP of a wireless communication system by using its
exact ACC expression, in particular without knowledge of its
underlying SNR details and various SNR settings.
Theorem 7 (OP analysis using ACC). The OP Pout(γ¯; γth) of
a wireless communications system is obtained using its exact
(not approximate) ACC Cavg(γ¯), that is
Pout(γ¯; γth) = 1− 1
π
ℑ
{
Cavg
(
− γ¯
γth
)}
, (59)
for a certain threshold γth ∈ R+, where ℑ{·} gives the imag-
inary part of its argument. Further, for numerical stability,
Cavg(−γ¯) ≈ Cavg(eε+iπγ¯), where we choose ε ≈ 0.0001.
Proof. Due to the discordance between the monotonic natures
of OP and ACC (i.e. since Pout(γ¯; γth) ≥ Pout(γ¯ +∆γ¯; γth)
and Cavg(γ¯) ≤ Cavg(γ¯ +∆γ¯) for all ∆γ¯ ∈ R+), both the OP
and the ACC together do not preserve the same scaling order
according to Theorem 5, and thus their LDSs do not exist for
a mutually common Hurst’s exponent. However, we write
Pout(γ¯; γth) = 1− P̂out(γ¯; γth), (60)
where P̂out(γ¯; γth) is the complementary OP, defined as
P̂out(γ¯; γth) = E
[
θ(γ − γth)
]
, (61)
which is monotonically increasing with respect to the average
SNR γ¯ (i.e., P̂out(γ¯; γth) ≤ P̂out(γ¯+∆γ¯; γth)). Therefore, the
LDS of P̂out(γ¯; γth) and that of Cavg(γ¯) exist for a mutually
common Hurst’s exponent. As is required for Theorem 5, we
have already obtained in (47c) the LDS of Cavg(γ¯) for Hurst’s
exponent 0<H<1, and moreover using [39, Eq. ()], we obtain
the LDS of the complementary OP as
P˜out (ω, γ¯) = Fλ
{
L−1H,γ¯
{P̂out (γ¯)}(λ)}(ω) , (62a)
= µγ(H + iω; γ¯)
∫ ∞
0
λ−iω
λH+1
θ (λ− γth) dλ, (62b)
= µγ(H + iω; γ¯) γ
−H−iω
th (H + iω)
−1
, (62c)
for Hurst’s exponent 0<H<∞, where µγ(n; γ¯)=E[γn] is the
nth moment of the SNR distribution. Referring to Theorem 5,
we find Z(u) by the ratio of (62c) to (47c), and then using
[40, Eq. (06.05.16.0010.01)], we simplify it more to
P˜out (ω, γ¯)
C˜avg (ω, γ¯)
= − 1
π
sin(π(H + i ω)), (63)
which exists for Hurst’s exponent 0 < H < 1. Appropriately,
we take this ratio into (31), and therein we change the variable
H − iω → s in the resultant IFT integration. We obtain
Z(u) = 1
π
ℑ
{
1
2πi
∫ −H+i∞
−H−i∞
us−1
(−γth)sds}, (64)
for 0<H < 1. Substituting (64) into (30), and therein chang-
ing the order of integrals and then exploiting MT, we obtain
P̂out(γ¯; γth) = 1
π
ℑ
{
Cavg (−γ¯/γth)
}
. (65)
Finally, exercising (60) and (65) together, we find (59), which
completes the proof of Theorem 7.
It is additionally worth remembering the OC performance,
denoted by Cout(γ¯; γth) and defined as the probability that the
instantaneous channel capacity falls below a certain informa-
tion rate Cth (nats/s/Hz) for an average SNR γ¯. As such, the
channel capacity while targeting a certain OP is called the OC
performance, that is
Cout(γ¯;Cth) △= E
[
θ(Cth − log(1 + γ))
]
, (66a)
= Pout(γ¯; eCth − 1). (66b)
Theorem 8 (OC analysis using ACC). The OC Cout(γ¯; γth) of
a wireless communications system is obtained using its exact
(not approximate) ACC Cavg(γ¯), that is
Cout(γ¯;Cth) = 1− 1
π
ℑ
{
Cavg
(−γ¯/(eCth − 1))} (67)
for a certain capacity threshold Cth ∈R+.
Proof. The proof is obvious using (66b) in Theorem 7.
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A. OP and OC Analyses Using Exact ACC Expressions
The two relationships, respectively proposed in Theorem 7
and Theorem 8, indicate new perspectives of performance
analyses, in which the exact (not approximate) ACC expres-
sion is adequate and appropriate for the OP and OC analyses,
where the hindrance in algebraic (mathematical) simplification
is the elimination of imaginary-part operation. For example,
the imaginary and real parts of special functions such as
Fox’s H, Meijer’s G and hypergeometric functions are not
known how to be expressed in terms of integral transforms.
To the best of our knowledge, a method for finding integral
transforms for imaginary-part and real-part operations has
so far not been reported in the literature. However, thanks
to Theorem 4, we obtain the purported integral transforms
presented in the following theorem.
Theorem 9 (Real-part and imaginary-part operations). For a
real-valued APM8 Gavg(γ¯), ℑ
{Gavg(−γ¯)} and ℜ{Gavg(−γ¯)}
are respectively given by
ℑ{Gavg(−γ¯)} = πM−1s
{
Mγ¯
{Gavg(γ¯)}(s)
Γ (1 + s) Γ (−s)
}
(γ¯), (68)
ℜ{Gavg(−γ¯)} = πM−1s
{
Mγ¯
{Gavg(γ¯)}(s)
Γ
(
1
2 + s
)
Γ
(
1
2 − s
)}(γ¯), (69)
where M·{·}(·) andM−1· {·}(·) denote the MT and the inverse
MT (IMT), respectively.6
Proof. The proof is omitted due to space limitations.
Accordingly, let us consider some examples of OP analysis
in fading enviroments. The OP in Nakagami-m fading envi-
ronments is given by [6, Eq. (33)]
Cavg (γ¯) =
1
Γ(m)
G3,12,3
[
m
γ¯
∣∣∣∣ 0, 1m, 0, 0
]
, (70)
where the parameterm denotes the fading figure (i.e., diversity
order) ranging from 1/2 to ∞ [3, Section 2.2.1.4]. According
to Theorem 7, we need to have ℑ{Cavg (−γ¯)}, and it can be
found with the aid of Theorem 9, where we derive the MT
of (70) using [21, Eq. (2.1.3)] and [21, Eq. (2.9.1)], that is
Mγ¯{Cavg (γ¯)}(s) = −msΓ(−s)Γ(s)Γ(m− s)/Γ(m), whose
substitution into (68) yields
ℑ{Cavg (−γ¯)} = −πM−1s
{
ms
Γ(m− s)
sΓ(m)
}
(γ¯), (71)
where using [38, Eq. (8.4.16/4)] results in ℑ{Cavg (−γ¯)} =
πΓ(m,m/γ¯)/Γ(m). Finally, substituting this result into (59)
yields the well-known OP results [3], [11], [43],
Pout (γ¯; γth) = 1− Γ(m,mγth/γ¯)
Γ(m)
, (72)
as expected. The corresponding OC Cout(γ¯;Cth) is easily
obtained using (72) and (66b) together. In addition, we can
readily give a large number of examples for analytical cor-
rectness and completeness when considering other pairs of
OP /OC and ACC available in the literature.
8A real-valued APM is an APM whose values are real numbers. In other
words, it is a function that assigns a real number to average SNR values.
B. Obtaining SNR distribution Using Exact ACC Expressions
The fading is one major reason for the random fluctuations
of the SNR and therefore for that of channel capacity, but
how to analyze the APMs under different fading scenarios is
still an open research area. In the following, we demonstrate
that the exact (not approximate) ACC expression of a wireless
communication system is enough to determine the PDF of its
SNR distribution.
Theorem 10 (PDF of SNR distribution using ACC). Let
Cavg(γ¯) be the exact ACC of a wireless communication system
whose SNR distribution follows the PDF fγ(r; γ¯). Accordingly,
the PDF fγ(r; γ¯) is given by
fγ(r; γ¯) = − 1
π
ℑ
{
∂
∂r
Cavg
(
− γ¯
r
)}
, (73)
defined over r ∈ R+.
Proof. Note that, for the SNR distribution, which is denoted
by γ, the PDF fγ(r) and the CDF Fγ(r) are defined as
fγ(r) = E
[
δ(r − γ)], (74)
Fγ(r) = E
[
θ(r − γ)], (75)
respectively. Using [44, Eq. (19.1.3.1/3)], we rewrite the PDF
fγ(r) in terms of the CDF Fγ(r), that is
fγ(r) =
∂
∂r
Fγ(r). (76)
Finally, noticing Fγ(γth)
△
= Pout(γ¯; γth) from (57) and (75),
and subsequently substituting (76) into (59), we deduce (73),
which proves Theorem 10.
In the literature of communications theory, there are several
studies and publications about APM analyses that commonly
use two approaches [3], [11]; one of which is the PDF-based
approach that requires an exact or approximated PDF of SNR
distribution. The other one is the MGF-based approach that
exploits an exact or approximated MGF of SNR distribution
for the analysis of diversity receivers over a wide variety of
fading channels and an arbitrary number of diversity branches.
In addition to these two analysis approaches, with the aid of
Theorem 10, we propose in the following a novel approach
which we call the “channel capacity (CC)-based approach”,
and subsequently demonstrate that the exact (not approximate)
ACC of a wireless communication system is aptly considerable
and enough to achieve its all APM analyses, especially without
requiring the statistical characterization (e.g., PDF, CDF, MGF,
or higher-order moments) of the SNR distribution.
Theorem 11 (CC-Based Performance Analysis). Let H(γ) be
a defined performance as a function of the SNR distribution γ.
The corresponding APM, which is then defined as Havg(γ¯) △=
E[H(γ)], is given by
Havg(γ¯) = H (0) + 1
π
∫ ∞
0
H′(r)ℑ
{
Cavg
(
− γ¯
r
)}
dr, (77)
for an average SNR γ¯, where H′(γ) = ∂∂γH (γ).
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Proof. Using the PDF-based approach when the PDF fγ(r; γ¯)
is expressed in closed-form expression, for a certain average
SNR γ¯, we rewrite the APM Havg(γ¯) as follows
Havg(γ¯) = −
∫ ∞
0
H (r) ∂
∂r
P̂out(γ¯; r) dr, (78)
where P̂out(γ¯; γth) is the complementary OP. Consequently,
using integration-by-part [15, Eq. (5.3.11)] and therein notic-
ing limr→0 P̂out(γ¯; r)= 1 and limr→∞ P̂out(γ¯; r)= 0, we ob-
tain (77), which proves Theorem 11.
It is accordingly worth considering some examples for an-
alytical accuracy and correctness. Take example of the ABER
Eavg(γ¯) for signalling using binary modulation schemes over
cascaded generalized Nakagami-m (GNM) fading channels
[45]. The corresponding ACC is given by [45, Eq. (33)]
Cavg(γ¯) = HN+2,1N+2,N+2
[
1
γ¯
N∏
ℓ=1
βℓ
∣∣∣∣∣ (0, 1), (1, 1),Ψ
(0)
N
Ψ
(1)
N , (0, 1), (0, 1)
]
, (79)
where N is the number of hops in the GNM fading channels,
and Ψ
(n)
N =
(
m1, n/ξ1
)
,
(
m2, n/ξ2
)
, . . . ,
(
mN , n/ξN
)
. Fur-
ther, for all ℓ ∈ {1, 2, . . . , N}, βℓ = Γ(mℓ + 1/ξℓ)/Γ(mℓ),
where mℓ and ξℓ denote the fading figure (i.e., the diversity
order) and the shape parameter of the ℓth hop, respectively.
With the aid of Theorem 11, without the need to have the
statistical characterization of the SNR distribution for the
GNM fading channels, we can obtain the ABER Eavg(γ¯) by
using (79), that is
Eavg(γ¯) = E (0) + 1
π
∫ ∞
0
E ′(r)ℑ
{
Cavg
(
− γ¯
r
)}
dr, (80)
where E (γ) denotes the performance metric that is defined
in Section III-A by E (γ) =Γ (b, a γ)/Γ (b)/2 with parameters
a, b ∈ {1/2, 1}. We have limγ→0 E(γ)= 1/2. Moreover, using
[40, Eq. (06.06.20.0003.01)] and [21, Eqs. (1.1.1) and (2.5.7)],
we have
∂
∂γ
E (γ) = a
2Γ(b)
H1,00,1
[
aγ
∣∣∣∣(b − 1, 1)
]
, (81)
Moreover, using the MT of Fox’s H function [46, Eq. (8.3.1/1)]
and [21, Eq. (8.3.1/1)] within Theorem 68, we readily obtain
ℑ
{
Cavg(−γ¯)
}
= πHN,N+11,N+1
[
1
γ¯
N∏
ℓ=1
βℓ
∣∣∣∣∣ (0, 1),Ψ
(0)
N
Ψ
(1)
N , (0, 1)
]
, (82)
Finally, substituting both (81) and (82) into (80) and therein
employing Mellin’s convolution of Fox’s H functions [21, Eq.
(2.8.11)], we obtain the ABER Eavg(γ¯) for binary modulation
schemes over cascaded GNM fading channels as
Eavg(γ¯) = 1
2
HN,2N+2,N+2
[
1
aγ¯
N∏
ℓ=1
βℓ
∣∣∣∣∣ (1− b, 1), (1, 1),Ψ
(0)
N
Ψ
(1)
N , (0, 1), (1− b, 0)
]
,
(83)
which is in perfect agreement with [45, Eq. (40)] as expected.
This example apparently shows how to systematically exploit
the ACC performance to obtain the ABER performance with-
out the need to have the SNR distribution. The number of
such examples can be increased easily considering other pairs
of ACC and ABER available in the literature.
V. CONCLUSION
In this article, exploiting the LT of performance measures
and the scale invariance property with respect to average
SNR, we propose a tractable approach, which we call LT-
based approach for performance analysis, that enables us
to establish a relationship between any two given APMs.
Particularly, thereby, we introduce some novel relationships
among ACC, ABER and OP /OC performances for a wireless
communication system signalling over AWGN channels in
fading environments. We demonstrate how to obtain exact
ACC by using ABER performance, and further we find out
how OP /OC performances are obtained by using exact ACC
performance, yielding a novel approach which we call the
“CC-based approach”, and subsequently demonstrate that the
exact (not approximate) ACC of a wireless communication
system is aptly considerable and enough to achieve its all APM
analyses, especially without requiring the statistical character-
ization (e.g., PDF, CDF, MGF, or higher-order moments) of
the SNR distribution. Finally, considering some examples, we
illustrate the usefulness of the newly proposed relationships,
and further using Monte-Carlo simulations, we validate their
accuracy and consistency.
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