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The main goal of this work is to accurately reproduce the structural properties of attractive
systems modelled by hard-sphere plus square-well (HS+SW) interaction potential. Based on the
optimized random phase approximation (ORPA), the attractive part of the interaction potential is
treated as a perturbation of the hard-sphere term. We are able to obtain an analytical expression
for the structure factor S (k) which reproduces the low density limit. The microscopical structure of
the fluid phase of several SW fluids is computed and compared with Monte Carlo (MC) simulation
results showing that the structure factor is well reproduced in a wide range of wave vectors, in
addition, the contact and discontinuity values of the radial distribution function are found to be in
good agreement. Additionally, we compute the pressure equation of state and perform a quantitative
analysis comparing with simulation results found that in a large set of densities and temperatures our
approach outperform its linear form. Furthermore, we show that the theoretical approach developed
in this study works very well for many thermodynamic states leading us a versatile and confident
tool to systematic compute the structure and thermodynamics of SW fluids.
I. INTRODUCTION
Amorphous solids are very important in a diversity of
daily applications [1, 2]. Such materials are formed by
non-equilibrium processes closely related with glass tran-
sition and glassy behaviour [2, 3]. Examples of this kind
of materials are gels, food and biological matter [4–6].
Despite the intense research around this topic, there are
many unsolved questions that deserve attention. For in-
stance, the relation between glass-like and gel-like states
has been barely studied [7, 8]. Nowadays, is widely ac-
cepted that gel transition is a different expression of dy-
namical arrest behavior [9, 10]. In addition, both, ex-
periments [11] and molecular simulations [12] shows that
such kind of materials are formed at intermediate densi-
ties.
Low-density solids are actually very common in the
field of organic solids e.g., protein crystals are usually
obtained from a suspension with a few amount of pro-
tein. Also, the so-called organic gels are another exam-
ple of this kind of systems which are commonly used in
the food industry [11]. Notwithstanding the experimen-
tal data around low-density regimes, in the context of
gel-like systems, their relation with the phenomenology
of the glass transition is still unclear [9, 10]. Hence, we
are interested in such relation and we want to develop
general predictions based on microscopical information,
which could be useful for interpretation of the physical
mechanism that derives in the formation of low-density
solids. This goal can be achieved by using the so-called
Non-Equilibrium Self-Consistent Generalized Langevin
Equation (NE-SCGLE) theory in order to describe the
glassy behaviour of the Square-Well model (SW) at low
densities.
Recently, a HS + attractive Yukawa model has been
used in the frame-work of the NE-SCGLE theory to study
and predict some non-equilibrium properties like ageing
in gel-like and spinodal decomposition systems [13], this
theory requires the microscopical structure of the model
as an input. However, is very convenient to extend such
study of gel and glass formation using the HS+SW sys-
tem due to its versatility. Despite that in the literature
there are more sophisticated approximations to deter-
mine the microscopical structure or the thermodynamic
behaviour of SW fluids, their application over the re-
gions of interest for the afford mentioned problems is a
particularly non-trivial task to handle [14]. On the other
hand, an analytical equation for the static structure fac-
tor S(k) also allows us to easily compute and explore
different thermodynamic properties [15] [16].
Since our interest resides in gel-like states, for differ-
ent purposes, the first step is to develop some confidence
about the equilibrium and structural properties. Such
properties are the reference that allows to distinguish
among equilibrium and non-equilibrium states. Hence,
an evaluation of the performance of theoretical calcula-
tions of structural properties with simulation results be-
comes necessary. The main aim of the present work is
to make a systematic comparison between the structural
properties determined with theoretical basis and Monte
Carlo simulations. The final goal is to establish an an-
alytical equation, which accurately describes the struc-
tural properties.
The SW fluid is characterised by a pair potential that
incorporates a repulsive hard-core interaction and an at-
tractive contribution. This model has been widely used in
statistical mechanics in both theoretical approaches [17–
26] and computer simulations [27–32]. This interaction
potential lead us the ability to control, independently,
the energy ǫ and range λ interaction between molecules
[33]. See Eq. (1.1)
u(r) =


∞ r < σ
−ǫ σ ≤ r ≤ λσ
0 λσ < r
(1.1)
2The flexibility and features of the potential gives us the
opportunity to characterize different liquids and complex
fluids [34] and colloidal systems [35]. Thus, nowadays,
the SW fluid is used to gain insight into the thermo-
dynamics, phase and dynamical behaviour of ideal and
real fluids [36, 37], as well as a model of protein solutions
[38]. For example, the liquid-phase of the SW fluid is well
known and determined by means of perturbation theories
[17, 20, 39], integral equations [33] and references therein,
or simulation techniques [40]. In this line of thoughts,
the microscopic structure is also a well known studied
property, but, for the best of our knowledge, only two
analytical equations arise from the literature, one being
the Sharma and Sharma (SS) proposal [41] and the other
being a density expansion from whose analytical expres-
sions are found only up to the first order [42].
The aforementioned schemes are known to be limited
to work under certain regimes, e.g., the SS proposal is ex-
pected to fail under low temperatures at the small den-
sities regime, as one cannot recover the expected tem-
perature dependency of the structural properties on such
conditions. On the other hand, the density expansion
scheme has the problem of being accurate just around
small values of the density. Due to the small amount of
theoretical frameworks in this regard, and their useful-
ness as an input in theories such as NE-SCGLE, we de-
cided to develop our own approach from which we obtain
encouraging results. In consequence, the most important
contribution of the present work is a new theoretical ap-
proach for the calculation of structural properties of SW
fluids, which is found to be consistent with the small den-
sity regime as well as having a good overall agreement at
higher densities.
Thus, this work is organized as follows. In sec. II we
show phase diagrams of the SW fluid and the thermody-
namic states of interest used as a reference for our study.
In sec . III we detail the procedure used to determine our
analytical equation for S(k). Then, in sec. IV results for
the structure factor and the pair correlation function are
analysed. In sec V a qualitative comparison at the level
of the pressure equation is performed between the theo-
retical approach and simulation results. Finally, in sec.
VI we present some concluding remarks.
II. REFERENCE SYSTEM
The relevance of the SW fluid is supported by the vast
amount of physical systems that are able to be modelled
with such interaction potential. Due to the close rela-
tion between equilibrium and non-equilibrium phases we
present first our calculation of the equilibrium phase dia-
gram for different values of λ. Here, employing the Monte
Carlo method in the Gibbs ensemble [43, 44] we deter-
mine the phase diagram of the SW fluid for λ ∈ [1.4, 2.0].
Fig. 1 shows results for selected values of λ. It is impor-
tant to say that our results are in complete agreement
with previous studies [31, 38]. Then, this information al-
lows to select thermodynamic states where our approach
and MC results can be directly compared.
*
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FIG. 1. Phase diagram of the Square-Well fluid for differ-
ent values of λ determine through the Gibbs ensemble Monte
Carlo.
Is worth to mention that the approach developed and
described further below is valid for any λ value, however,
in order to focus our discussion in the low density regime,
we mainly studied the λ = 1.5 SW fluid whose phase di-
agram is shown in Fig. 2. Also in the same figure, in-
dicated by crosses, the thermodynamic states where the
microscopical structure was determined are signalled. In
this work, such thermodynamic states are refereed as the
low density regime, where we have used reduced units to
express the density as ρ∗ = ρσ3. Furthermore, with the
aim to stablish the extent of our approach a quantity de-
rived from it, as the pressure, is analysed in a wide range
of densities by means of the pressure state equation at
supercritical temperatures. The thermodynamic states
where a comparison between theoretical and simulations
results is performed for the pressure are shown in Fig 2
as squares. We stress the fact that this analysis covers
the low and moderate fluid densities.
III. ANALYTICAL EQUATION FOR S(K) OF
THE SQUARE-WELL FLUID
Here, we derive an analytical expression for the static
structure factor S(k) performing approximations at the
level of the direct correlation function c(r). These func-
tions are directly related through the relationship
S(k) =
1
1 + ρcˆ(k)
, (3.1)
where ρ is the system number density and cˆ(k) is the
Fourier transform of c(r), therefore, the problem becomes
the determination of c(r).
The approximations done to c(r) can be summarized as
the application of three ideas reported in the non-linear
Optimized Random Phase Approximation (NL-ORPA)
[45] and the work of Sharma and Sharma (SS) [41], which
3*
ρ
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FIG. 2. Explored thermodynamic states for the λ = 1.5 SW
fluid. Crosses stands for the low density regime where the
microscopical structure was analysed. Squares are the ther-
modynamic states where the pressure was determined in order
to perform a qualitative analysis at moderate densities.
combined are the core of this new proposal. These ideas
are then used to obtain an analytical expression for c(r),
specifically for a SW system, leading us, through Eq.
(3.1), to an analytical expression for S(k).
The first idea and simplification is contained in both
NL-ORPA and SS approaches, and consists in the pro-
posal of a direct correlation function that can be sepa-
rated as the sum of two contributions
c(r) = c0(r) + c1(r), (3.2)
being c0(r) a reference contribution, directly associated
with the hard-sphere (HS) interaction potential, while
c1(r) is a perturbation term associated with the non-core
part of the interaction potential. With such splitting in
c(r), the problem then translates on how to threat each
of these two terms, which leads to the formulation of the
remaining ideas.
In a similar manner as in the SS approach [41], the
reference part is approximated to be the Percus-Yevick
solution of the HS system [46], with the distinction that
Verlet-Weiss correction [47] is additionally implemented,
thus the direct correlation function of the reference sys-
tem is given by
c0(r) =
{
α+ δr∗ + γr∗3 r ≤ σ
0 r > σ,
(3.3)
where r∗ = r/σ, α = −(1 + 2φ)2/(1 − φ)4, δ =
6φ(1 + 12φ)
2/(1 − φ)4 and γ = −φ(1 + 2φ)2/2(1 − φ)4
are constants only dependent on the volume fraction
φ = ρσ3/6, and in which the Verlet-Weiss correction
takes the form of an empirical correction on the volume
fraction φVW = φ(1 − φ/16), due to an overestimation
of the HS diameter σVW = (φVW /φ)
1/3. This proposal
differs from ORPA-like schemes in a manner that it per-
mits to obtain the full-functional form of c(r), mean-
while in the ORPA-like schemes the problem in terms
of c(r) yields to numerically solve a set of equations to
obtain c0(r) [48]. It is important to mention that in this
proposal, the volume exclusion property is not properly
taken into account in the direct correlation function, in
contrast with the ORPA-like schemes, nevertheless, and
just as it is shown in the reference [41], the results for the
static structure factor, as well as for the radial distribu-
tion functions (for r > σ), have a good overall agreement
when compared with a reference system.
The perturbation part is written in a similar manner
than the NL-ORPA scheme proposal [45], as
c1(r) =
{
0 r ≤ σ
e−βu(r) − 1 r > σ,
(3.4)
where β = 1/kBT . We stress the fact that this functional
form of c1(r) leads to an expected consistency for the
small density expansion of c(r), which is
c(r) ≈ e−βu(r) − 1, (3.5)
a consistency that is also maintained within the proposal
of c0(r), since at small φ values c0 ≈ −1.
With this two approximations done to both, c0(r) and
c1(r), Eq. (3.3) and Eq. (3.4), respectively, the direct
correlation function, Eq. (3.2), can be written for the
SW fluid as
c(r) =


α+ δr∗ + γr∗3 r ≤ σ
e1/T
∗
− 1 σ < r ≤ λσ
0 r > λσ,
(3.6)
whose Fourier transformation lead us
cˆ(k) = cˆ0(k) (3.7)
+
4πx
k∗3
[k∗ (cos k∗ − λ cosλk∗) + (sinλk∗ − sink∗)] ,
in which we define x ≡ e1/T
∗
− 1, with T ∗ = 1/βǫ, k∗ =
kσ is the reduced wave vector number, and cˆ0(k) is given
by
cˆ0 (k
∗) =
4π
k∗6
{
αk∗3 [sin k∗ − k∗ cos k∗] + 24γ (3.8)
+ δk∗2
[
2k∗ sin k∗ −
(
k∗2 − 2
)
cos k∗ − 2
]
+ γ
[(
k∗3 − 24k∗
)
sink∗ −
(
k∗4 − 12k∗2 + 24
)
cos k∗
]}
,
then, using Eq. (3.8) we can explicitly write Eq. (3.1)
for the structure factor as
S (k) = [1− ρcˆ0(k) (3.9)
+
4πρx
k∗3
{k∗ (cos k∗ − λ cosλk∗) + (sinλk∗ − sin k∗)}
]
−1
.
The proposal for c1(r), given by Eq. (3.5) is the main
difference when it is compared to the common ORPA
scheme or the SS approach, both of them uses the high
temperature limit of c1(r) = −βu(r), commonly referred
as Random Phase Approximation (RPA), then, the above
mentioned approaches can be recovered if a temperature
4expansion is performed over c1 (r), Eq. (3.4), and the
high temperature limit is taken into account, therefore
e1/T
∗
≈ 1 + 1/T ∗, which yields the following couple of
equations
cˆL(k) = cˆ0(k) (3.10)
+
4π
k∗3T ∗
[k∗ (cos k∗ − λ cosλk∗) + (sinλk∗ − sin k∗)] ,
and
SL(k) = [1− ρcˆ0(k) (3.11)
+
4πρ
k∗3T ∗
{k∗ (cos k∗ − λ cosλk∗) + (sinλk∗ − sin k∗)}
]
−1
,
which we referred as the linear version of our approach.
In fact, Eq. (3.11) is the same than the Eq. (5) derived
by SS in Ref. [41]. Then, just as in the comparison be-
tween NL-ORPA and the common ORPA scheme, where
the proposed functional form for c1(r) is a better over-
all estimation, the presented scheme is expected to be
also a better estimation when it is compared to the SS
scheme, this is at least easily proven in the low density
regime since the functional temperature dependence is
fully recovered as we show further bellow.
The relevance of a fully analytical expression for S (k)
can be appreciated in the determination of thermody-
namic variables, for example, by means of the relation-
ship between S (k) and the isothermal compressibility
one can obtain the pressure equation of state
P ∗ =
6T ∗φ
π
[(
1 + φ+ φ2 − φ3
)
(1− φ)3
]
−
24
π
(
λ3 − 1
)
T ∗xφ2,
(3.12)
where P ∗ = σ3P/ǫ is the reduced pressure, furthermore,
if the linear version of S (k) is taken into account the
obtained pressure equation is
P ∗ =
6T ∗φ
π
[(
1 + φ+ φ2 − φ3
)
(1− φ)3
]
−
24
π
(
λ3 − 1
)
φ2.
(3.13)
A detailed derivation of the above equations can be
found in the appendix A. Since a thermodynamic consis-
tency between different routes to determine the pressure
equation it is not expected, a one-to-one comparison of
this quantity should be employ the same route, a detailed
revision of this point can be found in sec. V.
IV. MICROSCOPICAL STRUCTURE OF THE
SW FLUID
Let us now proceed to demonstrate, in the low den-
sity regime, how the analytical expression given in Eq.
(3.9) is more accurate than its linear form, which is the
SS approach, see Eq. (5) in reference [41]. As is dis-
cussed above, the main difference between our proposal
and the SS approach resides in the temperature depen-
dence of the direct correlation function, which is expected
to reproduce the expected physical behaviour at the low
density limit, see Eq. (3.5). Thus, in this limit one could
expect a high degree of accuracy respect to the exact re-
sults, in this study we take the MC simulation results
as a reference exact results, the explored thermodynamic
states with our theoretical approach are shown in Fig.
1. For instance, in Fig. 3, we compare the microscopical
structure predicted by the theoretical approaches, dashed
line and dotted line for the linear and full Eq. (3.9), re-
spectively, against the MC results shown with diamonds.
kσ
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FIG. 3. Structure factor at high temperature T ∗ = 3.0 and
density ρ∗ = 0.01 and (inset) ρ∗ = 0.1 for the λ = 1.5 SW
fluid. Results from (diamonds) Monte Carlo simulations in
the NV T ensemble, (red dashed line) linear or SS approach
and (cyan dotted line) Eq. (3.9) of this work.
For kσ > 2π, the agreement between both theoretical
approaches is high respect to the simulations. Neverthe-
less at lower kσ values and despite that in this particular
case a moderate high temperature is analysed the linear
form of Eq. (3.9) fails to reproduce the structure factor
at such wave vectors, furthermore, this behaviour is inde-
pendent of the density as one can see in the inset of Fig.
3. A similar analysis was performed (data not shown)
for different temperatures and λ and the trend described
before is the same, hence, our approach retains its good
agreement respect to the MC results even if the density
is increased.
Another important property to characterize the micro-
scopical structure is the radial distribution function g(r)
[15]. This quantity can be directly obtained performing
a FT on the S (k) as
g (r) = 1 +
1
ρ
∫
V
dr [S(k)− 1] eikr. (4.1)
Employing Eq. (4.1), first we determine g (r) for differ-
ent values of λ at several thermodynamic states, hence,
in Fig. 4 we only show results for selected values of λ
at ρ∗ = 0.1 and T ∗ = 3.0, see Fig. 1 to identify such
thermodynamic state in their respective phase diagram.
The symbols in the figure stands for the MC results, the
red dashed line are the predictions of Eq. (4.1) and the
black crosses are results of its linear version, it means,
5the high temperature limit of Eq. (3.9) has been taken
into account to compute Eq. (4.1), for the sake of clarity,
in the last case, only results for λ = 1.4 and λ = 2.0 are
shown.
r/σ
3
FIG. 4. Radial distribution function for different SW fluids at
density ρ∗ = 0.1 and temperature T ∗ = 3.0. The symbols are
MC results and dashed lines are the predictions of Eq. (3.11)
with the full temperature dependence and the (black) crosses
are the results of its linear version.
At first sight one can claim the existence of a very
good agreement between theoretical and simulations re-
sults, nevertheless, a close inspection reveals to us that
the values of g(r) at the contact and the first disconti-
nuity r = λσ− are slightly overestimated as the λ value
increase, see for instance Fig. 5, besides the linear ver-
sion of Eq. (4.1) underestimate both the contact and
discontinuity values of g(r).
1.6
-
+
λ
FIG. 5. Contact and discontinuity values of the radial distri-
bution function as a function of λ. The triangles, circles and
diamonds are results of MC, Eq. (4.1) and its linear form,
respectively. The thermodynamic state analysed is the same
than the one in the main frame of Fig. 3.
On the other hand, the density dependence of the con-
tact and discontinuity values of g (r) shows a good overall
behaviour as one can see in Fig. 6, where we show results
for g (σ), g (λσ−) and g (λσ+) for thermodynamic states
where the temperature is fixed at T ∗ = 2, see Fig. 2 for a
visual reference of those thermodynamic states. Even at
this high temperature the structure given by Eq. (4.1) of-
fers better results at low densities than its linear version,
although, both theoretical approaches has deviations re-
spect to MC results for densities higher than ρ∗ = 0.4,
for smaller values, Eq. (4.1) predicts almost perfectly the
MC results. It is worth to mention that the deviations
observed at high densities can be due to a volume exclu-
sion property which is not properly taken into account
in our approach, nevertheless, such differences are small,
see further bellow the discussion around Fig. 9 at this
respect.
g
(σ
)
g
(λ
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FIG. 6. Contact and discontinuity values of the radial distri-
bution function as a function of ρ∗ for λ = 1.5 SW fluid at
T ∗ = 2.0. The squares, diamonds and circles are results of
MC, Eq. (4.1) and its linear form, respectively.
We stress the fact that in the case of the SW fluid
the contact and discontinuity values of the radial distri-
bution function are of great interest since, as we discuss
further bellow, this information is needed to determine
the pressure equation. Thus, in this way the determina-
tion of the pressure equation completely depends on the
computation of such quantities.
Now, let us focus in the low density regime, which
again we characterize through the radial distribution
function, therefore in Fig. 7 we analyse the results pre-
dicted in the low density regime, namely, ρ∗ = 0.001 and
ρ∗ = 0.01, also we consider temperatures bellow the crit-
ical one of the λ = 1.5 SW fluid. Such thermodynamic
states are in the homogeneous phase of the fluid as one
can see in Fig. 2. In this scenario, our approach, given
by Eq. (3.9) in combination with Eq. (4.1), shown as a
dotted line, displays a high degree of accuracy respect to
the MC results, however, the linear form of our approach
(dashed line), has a very poor performance, in such a
way that in the range σ ≤ r ≤ λσ the radial distribution
function is underestimated, then, even a qualitative com-
parison is forbidden. It is at this regime of low density
and temperature where our approach shows its relevance
since it outperform the SS analytical proposal for the
computation of the structure, which we remember can
6and we called linear version.
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FIG. 7. Radial distribution function at the low density
regime, namely ρ∗ = 0.001 at T ∗ = 0.7 in the main frame
and ρ∗ = 0.01 at T ∗ = 1.0 in the inset. Circles, dotted and
dashed lines stands for MC, Eq. (4.1) and its linear form
results, respectively.
In general terms, our approach slightly overestimates
both g(λσ−) and g(λσ−), but, works very well in the
regime for which it was designed even at low tempera-
tures. Nevertheless, we know there are alternately the-
oretical schemes to compute the structure of SW fluids,
like the ones based on the integral equations formalism,
for example, however, such methods needs iterative al-
gorithms of solution, implying complex numerical imple-
mentations with potential problems of convergence. In
contrast, the Eq. (3.9) is a closed and fully analytic
expression, with a straightforward implementation that
works very well in a wide range of densities and temper-
atures. Besides, is exact at the low density limit.
V. EQUATION OF STATE: A TEST OF
ACCURACY
Encouraged by the above results we employ the micro-
scopical structure to determine another thermodynamic
properties, since from g (r) one can compute the system
total energy, pressure and the chemical potential [49], we
decide to compute the pressure equation of state and with
that establish the degree of accuracy of our approach.
The route to compute the pressure through g (r) is given
by
PV = NkBT −
2
3
πNρ
∫
∞
0
r2
du (r)
dr
g (r) dr. (5.1)
However, since the SW interaction potential and the
g(r) have discontinuities the Eq. (5.1) can not be com-
puted straightforwardly. Smith and co-workers [50] pro-
posed an equation that use only the contact and dis-
continuities values of g (r) whose relationship with the
pressure is given by
P ∗ = ρ∗T ∗ +
2π
3
ρ∗2T ∗g
(
σ+
)
−
π
3
ρ∗2λ3
[
g
(
λσ−
)
+ g
(
λσ+
)]
, (5.2)
where g (σ+) is the contact value, g (λσ−) and g (λσ+)
are the discontinuities values of the radial distribution
function at λσ, respectively. The Eq. (5.2) is one of
the reasons for which the contact and discontinuities
values of g(r) are of great interest. From theoretical
point of view, there are different routes to compute the
pressure, as we already mentioned, one of them is the
route of the isothermal compressibility, which in our
case gives us the Eq. (3.13), whose derivation details
can be seen in the appendix A. Nevertheless, in order
to made a systematic analysis, for the time being, we
use Eq. (5.2) for both, theoretical and simulation results.
As is discussed above respect to the structure, the over-
all agreement of our approach with the simulation results
is good, nevertheless, if such differences are quantified
could give us an idea of the expected predictions for the
pressure. Thus in Fig. 8 and Fig. 9 we show a couple of
representative cases of the error for the contact and dis-
continuity values of g(r) between our approach and MC
results as a function of temperature and density, respec-
tively. We define the percentage relative error as
δR ≡ 100×
RMC −RT
RMC
, (5.3)
where R stands for a particular result, i.e., any g (σ),
g (λσ−) or g (λσ+), the subscript MC and T means
Monte Carlo and theoretical results. Then a positive
value of this quantity indicates an underestimation and
a negative one an overestimation. Hence, diamonds and
circles in referred figures stands for results of Eq. (4.1)
and its linear form, respectively.
From Fig. 8 it is clear that at high temperatures,
T ∗ ≥ 3, in the low density regime, both versions of our
approach have almost the same deviation, which is lesser
than 5%. Nevertheless, as the temperature is decreased
below T ∗ = 1 the linear version of our approach has devi-
ations greater than the 20%, being g (σ) and g (λσ−) the
quantities with such error. On the other hand, if the same
errors are analysed as a function of the density, see Fig.
9, our approach gives excellent results for densities lower
than ρ∗ = 0.2 since its error is lesser than 10%, however
as the density increase beyond than ρ∗ = 0.4 both ver-
sions of our approach has errors greater than 10% being
the contact value overestimated in this regime.
Now, turning our attention to the pressure equation,
in Fig. 10 results for the λ = 1.5 SW fluid at T ∗ = 1.5
and T ∗ = 2.0 are shown as a function of the reduced den-
sity. The MC results are represented by diamonds and
the theoretical ones are shown with dotted and dashed
lines for the Eq. (5.2) and its linear version, respectively.
At T ∗ = 2, the theoretical results are almost the same,
7+
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FIG. 8. Percentage relative errors (from top to bottom) of the
contact g (σ) and discontinuity values g
(
λσ+
)
, g
(
λσ−
)
as a
function of the temperature for a λ = 1.5 SW fluid. Diamonds
and circles are results of Eq. (3.11) and its linear version. The
line is just a reference to the eye.
-
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FIG. 9. Percentage relative errors (from top to bottom) of
the contact g (σ) and discontinuity values g
(
λσ+
)
, g
(
λσ−
)
as a function of the density for the same conditions that in
Fig. 6. Diamonds and circles are results of Eq. (3.11) and its
linear version, respectively.
although respect to the MC results differences can be
glimpsed at reduced densities higher than ρ∗ > 0.4. A
similar trend is found if the temperature is decreased at
T ∗ = 1.5, but in this case the deviations are more easily
seen and results in an overestimation of both versions of
our approach, however, until ρ∗ = 0.6 the Eq. (5.2) gives
better results than its linear version.
From Fig. 10 one can see that the qualitative agree-
ment between both versions of our theoretical approach
and the simulation results is very good, despite that the
linear version of our approach has errors greater than
10% the agreement with MC results is good since as one
can see in Eq. (5.2) the contact and discontinuity val-
ues of g(r) are multiplied by a squared factor of ρ, then
at low densities such contributions are small. In general
terms, the performance of Eq. (3.9) and Eq. (4.1) as
*
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FIG. 10. Pressure equation of state as a function of density
for the λ = 1.5 SW fluid at T ∗ = 1.5 in the main frame
and T ∗ = 2.0 in the inset. Symbols stands for Monte Carlo
simulations in the NVT ensemble whereas (cyan) dotted line
and (red) dashed line are the theoretical results predicted by
Eq. (5.2) and its linear version, respectively.
the quantities derived from it with the full temperature
dependence are better than its linear version, further-
more, we can confirm that in the low density regime and
also low temperatures our approach is far better than its
linear version.
VI. CONCLUDING REMARKS
We present an equation for the static structure factor
based on the non-linear ORPA and SS ideas while propos-
ing the usage of the analytical solution of the HS system
for the reference part of c(r), therefore making possible
an analytic expression. Within this proposal, as it is ex-
pected, obeys the high temperature limit for all densities
(including the HS limit found at infinite temperature),
and the small densities regime. The structure is found to
be, for all the studied cases, a better approximation than
the linear version when compared with MC simulations.
The pressure equation of state derived from the theoret-
ical approach is also found to have a very good agree-
ment with results from MC simulation in a wide range
of densities and different temperatures, which just as the
structure, outperform the results obtained by the linear
version. Despite the existence of more robust approaches
to determine the structure or the thermodynamics prop-
erties of the SW fluid, the obtained analytic expression
to compute the structure factor is easy to implement and
practically has no computational cost, making it a ver-
satile tool for studies that requires systematic analysis.
The structure then is expected to have good results
when used as an equilibrium input on the existent dy-
namical diffusion theories such the Enskog [51, 52],
MCT[53, 54] and SCGLE[55, 56] theories. Addition-
ally, it is expected to outperform the linear version of
this structure on the description of non-equilibrium con-
8ditions in the NE-SCGLE theory at the small density
regime, which has already been used in the framework of
a Yukawa perturbation potential [13]. Lastly, the frame-
work described in the third section is expected to work
for a variety of small range interaction potentials, such
as the already mentioned Yukawa potential, although the
expressions in general would be denoted in terms of the
Fourier transform of the perturbation, which is not nec-
essarily an analytic transformation.
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Appendix A: Pressure equation of state for square
well fluid
The equation of state of the Square Well system can be
obtained through the relation between the system struc-
ture factor and the isothermal compressibility. This re-
lation is stated as follows:
lim
k→0
S(k) = χ∗T , (A1)
where χ∗T = χT /χ
id
T is the system isothermal compress-
ibility divided by the ideal gas isothermal compressibil-
ity. With this expression, the isothermal compressibility
of the SW system in this work can be expressed as:
χ∗T =
1
χ∗−1T,HS − 8φ (λ
3 − 1)x
, (A2)
where x = e1/T
∗
− 1, and where χ∗T,HS is the ob-
tained isothermal compressibility of the reference system,
which with the Percus-Yevick approximation and with
Verlet-Weiss correction is in a good agreement with the
Carnahan-Starling compressibility[47]:
χ∗T,HS =
8φ− 2φ2
(1− φ)4
. (A3)
Through the definition of the isothermal compressibility,
which can be stated in terms of the volume fraction as:
χT ≡
1
φ
(
∂φ
∂P
)
T
, (A4)
the equation to solve for P can be written as:
∂P
∂φ
=
(
∂PHS
∂φ
)
− 8
(
λ3 − 1
)
φT ∗x, (A5)
where PHS is the pressure for the reference system:
PHS
ρkBT
=
1 + φ+ φ2 − φ3
1− φ
3
, (A6)
and whose solution is given by:
P ∗ = P ∗HS −
24
π
(
λ3 − 1
)
T ∗xφ2, (A7)
where P ∗ = σ3P/ǫ and P ∗HS = σ
3PHS/ǫ. From this
equation, the equivalent equation state from SS approx-
imation can be obtained through the high temperature
limit, in which x ≈ 1/T :
P ∗SS = P
∗
HS −
24
π
(
λ3 − 1
)
φ2. (A8)
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