A Kantorovich approach is used to solve for the eigenvalue and the scattering properties associated with a multi-dimensional Schrödinger equation. It is developed within the framework of a conventional finite element representation of solutions over a hyperspherical coordinate space. Convergence and efficiency of the proposed schemes are demonstrated in the case of an exactly solvable 'benchmark' model of three identical particles on a line, with zerorange attractive pair potentials and below the three-body threshold. In this model all the 'effective' potentials, and 'coupling matrix elements', of the set of resulting close-coupling radial equations, are calculated using analytical formulae. Variational formulations are developed for both the bound-state energy and the elastic scattering problem. The corresponding numerical schemes are devised using a finite element method of high order accuracy.
Introduction
One of the most popular and widely used approaches for solving the quantum-mechanical three-body problem, with pair Coulomb and short-ranged interactions, is the adiabatic representation method [1] [2] [3] [4] [5] . In the framework of the hyperspherical coordinates formulation of this method [5] [6] [7] [8] [9] [10] [11] , the hyperradius ρ is treated as a slowly varying adiabatic variable, analogous to the internuclear distance in the Born-Oppenheimer approximation for molecules [1] . From the mathematical point of view, this approach is well known as the Kantorovich method (KM). It enables the reduction of a boundary value problem for a multi-dimensional Schrödinger equation (MDSE) , to a one-dimensional one, by using a set of solutions of an auxiliary parametric eigenvalue problem [12] . An essential part in the implementation of the KM is the computation of variable coefficients, so-called, the effective potentials and coupling matrix elements for the final system of the ordinary second-order differential equations [10] .
These coefficients are the eigenvalues and integrals over surface eigenfunctions of the auxiliary eigenvalue problem and their derivatives with respect to the adiabatic variable. In real applications, an efficient and stable computation of derivatives of the adiabatic eigenfunctions and the corresponding integrals with the accuracy comparable with the one achieved for adiabatic eigenfunctions presents a serious challenge for most of the numerical approaches involved in various types of calculations within the adiabatic representation method. In order to eliminate derivatives of the adiabatic surface eigenfunctions in hyperradius, the sector adiabatic approach is widely used. The price for using this approximation is a slower convergence of the adiabatic basis and therefore a larger number of hyperradial equations to be solved in order to get the required accuracy of the S-matrix elements [11] .
A new calculation method [13] for the matrix elements of the radial coupling potentials within the KM to the required accuracy, allows one to use them in both the bound states and scattering calculations of three-body problem with realistic potentials such as the pair Coulomb potentials. In the same work the benchmark calculations of the ground-state energy of the helium atom and negative hydrogen ion were performed. Efficiency of the KM has been shown recently [14] in high-accuracy calculations approximately 12 significant digits of low-lying excited states of a hydrogen atom in a strong magnetic field. Applications of the method to scattering problems should also be very useful and promising.
The main idea of this paper is to formulate the KM to solve the eigenvalue and scattering problems for MDSE. In this method, the multi-dimensional boundary problem is reduced to a system of second-order ordinary differential equations with variable coefficients on a semiaxis by means of expansion of the solution in a set of orthogonal solutions of an auxiliary parametric eigenvalue problem. A finite element method (FEM) is then applied to construct a stable numerical iteration scheme, yielding a solution of the corresponding boundary value problem (for the system of ordinary differential equations) with an arbitrary specification in the 'space' step. Note that the various versions of FEM have been applied successfully in calculations of molecular dynamics and electronic structure for bound states [15, 16] and scattering problems [17, 18] . However, the three-body scattering calculations with pair Coulomb potentials are rather complicate in the framework of the KM, because the variable coefficients in ordinary differential equations and in the corresponding solutions can have asymptotic behaviours which are long-ranged [10, 11] . That is why one has to be very careful in the formulation of the boundary problems under consideration.
As a benchmark, we consider, below, the known exactly soluble model of three identical particles on a line, with zero-range attractive pair potentials, below three-body threshold, discussed in [19] [20] [21] [22] . In this model all the effective potentials and coupling matrix elements, of a benchmark set of close-coupling radial equations, are evaluated explicitly. We construct appropriate variational formulations [23] for both the bound-state and the elastic scattering problems in the framework of the KM, using Rayleigh-Ritz's and Hulthèn's variation functionals [24, 25] . The corresponding stable numerical schemes are realized using FEMs of high order accuracy [26] [27] [28] . We verify the accuracy of these schemes, and examine their rate of convergence to the known exact results, as a function of the number of basis functions.
This paper is organized as follows. In section 2 the KM is formulated for our 'benchmark' model-both for the multichannel eigenvalue and for the scattering problems in the infinite domain. All the needed matrix elements are determined here by explicit analytical formulae. The reformulation of both problems to involve a finite interval (i.e. not extending to infinity) is performed in section 3. All the asymptotic expressions needed to determine the solutions, and the unknown phase shift, from the variational iteration schemes, are presented. The high-order approximations by the finite element method are formulated in section 4. In section 5, the numerical results obtained in the framework of the FEMs are discussed. In conclusion, we look at the perspectives for further applications of this approach.
Statement of the problem
We consider three identical particles in the centre-of-mass reference frame (CMRF) described by the Jacobi coordinates,
in the plane R 2 , where {{x 1 , x 2 , x 3 } ∈ R 3 |x 1 + x 2 + x 3 = 0} are the Cartesian coordinates of the particles on a line. In polar coordinates
the Schrödinger equation for the wavefunction (ρ, θ) takes the form
where E is the relative energy in the CMRF. To obtain an exact solution which can be used below for a comparison with the numerical results, we involve the sum of delta-functions for describing the pair interactions with identical finite strengths. Thus, V (ρ, θ) assumes the form
where g = √ 2cκ, andκ = π/6 is the effective strength of the pair potential [19, 20, 22] . Further, we consider only the case of attraction (c = −1). In this case we have the bound pair state φ 0 (η) = √κ exp(−κ|η|) with the energy
0 , where q is proportional to the relative momentum of the third particle with respect to the bound pair [20, 22] .
Using a six-fold symmetric representation compatible with (2), we formulate the following boundary problem corresponding to equation (1) in the case E < 0 [22] :
with boundary conditions (θ n θ < θ n+1 )
where θ n =κ(2n − 1), n = 0-5, and we need to satisfy additional radial boundary conditions:
Here B as 0 (ρ; θ) is the asymptotic surface function corresponding to φ 0 (η) at large ρ (see appendix A), F (k, θ) is a function of k = √ −2E > 0 and the function χ as 0 (ρ) satisfies the following asymptotic conditions.
For the bound state with 2E
where ε =q 2 = −q 2 = −2E + (0) 0 0 is the (unknown) binding energy of the three-body system and C is an unknown constant.
For the elastic scattering problem in the open channel 2E(q) > (0) 0 , i.e. for 0 < q <κ, at qρ 1
where δ = δ(q) is the (unknown) phase shift. For our model (2), equation (1) 
for the elastic scattering problem for 0 < q <κ. It also gives an infinite elastic scattering length:
The Kantorovich method
Consider a formal expansion of the solution of equations (1), (2) using the infinite set of one-dimensional basis functions
In equation (9) , the functions χ(ρ) = (χ 0 (ρ), . . . , χ N−1 (ρ)) T are unknown, and the surface functions B(ρ; θ) = (B 0 (ρ; θ), . . . , B N−1 (ρ; θ)) T form an orthonormal basis with respect to the independent angular variable −π/6 < θ 2π − π/6 for each value of ρ which is treated here as a given parameter. In the Kantorovich approach [12] , the functions B j (ρ; θ) are determined as solutions of the following one-dimensional parametric eigenvalue problem:
B j (ρ; θ n+1 − 0) = B j (ρ; θ n+1 + 0). The eigenfunctions of this problem are normalized as follows:
After using expansion (9) in the Rayleigh-Ritz variational functional (see [13] ) and minimizing the functional, the solution of equations (1), (2) reduces to a solution of the finite set of N ordinary second-order differential equations. This leads to the determination of the energy E, in the eigenvalue problem, and the coefficients χ ≡ χ(ρ) of expansion (9)
The boundary conditions at ρ → ∞ are given by (6) or (7) depending on the problem. In these expressions the matrix V is symmetric and Q is skew-symmetric. They are given by
In this paper, it suffices for us to consider only a part of the total adiabatic (surface) basis. It is totally symmetric, of course, and-in the Schrödinger equation-'links', through the 'coupling' matrix elements, only to itself. It allows us to discuss the bound state and the resonance, and the 2 + 1 scattering below threshold (i.e. in both cases, involving the 'lowest' states of the system). An additional part of the basis involves 'sine'-type Bs-in contrast to the 'cosine'-type displayed below. It also 'links' amplitudes, of the solution of the Schrödinger equation, associated only with its basis elements. A way to understand this behaviour is to realize that each B reduces to a harmonic when ρ tends to zero, and that, since the interaction is symmetric, the B adopts the symmetry of the harmonic. The harmonics are classified as to their permutation properties in [8] . The 'cosine' Bs are associated with 'cosine'-type harmonics involving the orders 0 mod 3 and even. The 'sine'-type harmonics involve the orders 0 mod 3 and odd. Note that the explicit analytical expressions for the 'sine'-type harmonics and corresponding transcendental equations are given in [22] .
As is shown in paper [19] , the boundary problem (10), (11) then has, for our purposes, the analytical solutions
where n is an integer determined by |θ −nπ/3| < π/6, n = 0-5. The transcendental equations
follow from (10), (11) . The functions j (ρ) are determined by the roots y j (ρ) of these equations that are solved numerically (see, for example, figure 1 ). Using the analytical expressions for the functions B j (ρ; θ), j (ρ), we find the matrix elements H ij (ρ) and Q ij (ρ) using the roots y j (ρ) and the parameter x: 
that are shown, as an example, in figure 2 . The asymptotic behaviour of these matrix elements and of the potential curves are given in appendix A. Thus, in the model described all the effective potentials (13) of the set of close-coupled radial equations (12) are evaluated exactly and, therefore, provide the foundation for good benchmark multichannel calculations (for example, see [19, 20, 22] ).
The effective approximation for the Kantorovich method
To obtain the effective approximation for the KM, we consider the system of equations (12) and neglect the coupling of the states |j which do not also involve the open channel |0 . We introduce the so-called effective adiabatic approximation (EAA) in which we project these equations onto the two-body open channel |0 by means of a canonical transformation similar to that of [3, 21] . The new solution χ
(ρ) is connected with the solutions χ j (ρ) of the system (12) by the relation
i| exp(ıS (2) )|j j | exp(ıS (1) )|j χ j .
Restricting expansions of the exponents to second order, i.e., expressing exp(ıS (1) ) ≈ 1 + ıS (1) + (ıS (1) ) 2 /2 and exp(ıS (2) ) ≈ 1 + ıS (2) , we define the non-diagonal matrix elements of generator S (1) and S (2) by such a way ıS (1) 
and determine the inverse operator for pair channel |0
This leads to a projection of the above system of equations onto the pair channel |0
The new solution
where the effective potentialÛ eff (ρ) is defined as a sum of the adiabatic potentialÛ ad (ρ) and the effective nonadiabatic correction δU (ρ),
and the modified scalar product and the adiabatic potential are defined by
The term µ(ρ) can be regarded as an effective mass, defined as the inverse of the sum of 1 and the effective mass correction W (ρ): Here we are using
In the above formulae all the terms determined by (13)- (16) are the functions of ρ, and the symbol ' ' denotes a derivative in ρ. Figure 3 shows the correction W (ρ) to the inverse effective mass µ −1 and the correction δU (ρ) to the adiabatic potentialÛ ad (ρ), in the case j max = 100 that provides true asymptotic values at large ρ. Here, we calculate the corrections to the effective mass and potential for ρ = ρ m = 100, j max = 100: 
which differ from the exact asymptotic values W (0)
, (C.6) by 6 × 10 −4 and 2.6 × 10 −3 , respectively. The convergence of these series to an exact value strongly supports the use of a finite number N of basis functions (14) in the reduction of the problem (12) to the finite interval of 0 < ρ < ρ m , considered in section 3.
Note that the procedure of the reduction of a system of N = j max + 1 second-order differential equations (12) to an effective one (22) , using the canonical transformations (17)- (19) and the calculations of asymptotic values on the left-hand side of (25), was elaborated and implemented by means of the computer algebra packages REDUCE and MAPLE.
Reducing the problem to a finite interval

Discrete spectrum problem: the Rayleigh-Ritz variational functional
For the ground state, we used the following asymptotical behaviour of the amplitudes χ j (ρ) of the solution of (12) at large qρ qρ m 1 [22] :
From these relations we can obtain the homogeneous third-type boundary condition for large qρ m 1
Hereq 2 = −2E(q) − π 2 /36 0 and E < 0 is the unknown eigenvalue. Using these formulae, we devise the following iteration process for each nth step n = 1, 2, . . .: we solve (12) to find functions χ (n) satisfying the boundary problem:
where the energy E(q) = E(q (n−1) ) is known from the previous n − 1th step. To find the value E(q (n) ), we then use the iteration formula starting with some initialq (0) :
which follows from the Rayleigh-Ritz variational functional
where
To solve eigenvalue problem for the EAA, we devise also the following iteration process for each nth step n = 1, 2, . . .: we solve (22) to find functions ψ (n) satisfying the boundary problem:
We recall that a variational method was originally applied by Lord Rayleigh in 1873 to the computation of vibration frequencies of mechanical systems, and developed to solve an eigenvalue problem by Ritz [24] . A further formulation of the variational method, for quantum scattering theory, was proposed by Hulthèn [25] and will be considered in the next subsection.
Continuous spectrum problem: the Hulthèn variational functional
For the elastic scattering states, with a given value for the energy π 2 /36 < 2E(q) = q 2 − π 2 /36 0, we rewrite the problem (12) in the form
For large ρ ρ m N the amplitudes χ j (ρ) of the solution of the system of N equations satisfy the following asymptotic conditions:
Here for q > 0, qρ 1:
and for q = 0, ρ 1:
Using these formulae, we devise the following iteration process for each nth step n = 1, 2, . . .: we solve (34) to find functions χ (n) satisfying the boundary problem:
where the phase shift b = δ ≡ δ (n−1) at q = 0 or for the scattering length b = a ≡ a (n−1) at q = 0 are known from the previous n − 1th step. To find the value b (n) , we then use the iteration formula starting with some initial b (0) :
which follows from the Hulthèn variational functional [23] 
Note that the above iterative procedures usually converge after n ∼ 7-8 iterations.
Continuous spectrum problem: the effective approximation
For the elastic scattering states with the given value 2E(q) = q 2 − π 2 /36 < 0 we rewrite the problem (22) in the form
For function χ eff = (ρµ) 1/2 ψ this equation has a conventional form
where the effective potential U eff (ρ) is defined by
For large values of ρ, using asymptotic values W (N) (24) , it reduces to the following one:
and to an accuracy of the order
For qW (N) 00
(2ρ) 1, the continuous spectrum solutions of equation (41) can be put into the formχ
is the phase shift of the elastic scattering in the open pair channel |0 , below the main three-body threshold, E = 0. The required asymptotic solutions such as (35), (36) are evaluated by a direct substitution of asymptotics (45) and the matrix elements from appendices A and B into equation (17) .
Using these formulae, we devise the following iteration process for each nth step n = 1, 2, . . .: we solve (40) to find functions ψ (n) satisfying the boundary problem:
where the phase shift δ ≡ δ (n−1) is known from the previous n − 1th step. To find the value δ (n) , we then use the iteration formula starting with some initial δ (0) :
which follows from the Hulthèn variational functional like (39) (see (35))
Remembering that 
where δρ is a delocalization of the Jacobi coordinate ξ , that in the asymptotic region η/ρ 1 has the order of η 2 /(2ρ), i.e.
Note, transformation (17) changes only form of radial solutions, and the Jacobi coordinates ξ restoring only in total expansion (9) of the wavefunction (see (C.11)-(C.13)). So, if we omit nonadiabatic term in equation (44) and take the adiabatic behaviour
we then find the obvious difference between the true phase shift δ, Nth approximation δ (N) and the adiabatic phase shift δ ad ,
in accordance with equations (C.5) and (C.15).
High-order approximations of the finite-element method
In order to solve numerically the Sturm-Liouville problems for equations (28) or (31) (for the discrete spectrum problem with the Rayleigh-Ritz variational functional) and (37) or (46) (for the continuous spectrum problem with the Hulthèn variational functional) the high-order approximations of the finite element method (FEM) [26, 27] elaborated in our previous paper [28] have been used. Such high-order approximations of the FEM have been proved [28] to be very accurate, stable and effective for a wide set of quantum-mechanical problems.
Computational schemes of the high order of accuracy are derived from the Rayleigh-Ritz variational functional (30) 
By means of the Lagrange elements φ 
, L = np, form a basis in the space of polynomials of the p-th order. Now, we approximate each function χ µ (ρ) of the global function χ
and substitute expansion (50) into the functional (30) or (33). From the minimum condition [26, 27] for this functional we obtain that vector solution χ h is the eigenvector of the generalized algebraic problem
Here B is a diagonal matrix and has zero elements, except last N elements, that are defined by the boundary conditions (28) or (31):
To solve the scattering problem at a fixed value of the energy E(q) it is necessary to consider the right-hand-side problem with respect to vector solution χ h , which follows from the stationary condition [23] for the functional (39) or (48):
Here B is a vector and has zero elements, except last N elements, that are defined by the boundary conditions (37) or (46):
The following estimations for FEM eigenfunctions of problem (30) or (33) are valid [26] :
where h is the maximal step of the finite-element grid, m is the number of the corresponding solutions, and constants c 1 and c 2 do not depend on step h. The similar estimations take place for approximate values of the phase shift δ h and scattering length a h , which follow from the corresponding approximation of the Hulthèn variational functional (39) or (48). The stiffness matrix K p and the mass matrix M p are symmetric and have a banded structure, and M p matrix is also positively defined. They have the following form,
where the local on the element j matrices k p j and m 
where ρ g = ρ j −1 + 0.5h j (1 + η g ). Following this way we have the strategy: as we know analytically all functions V ij and Q ij first we choose the FEM grid, then we calculate these matrix elements in the Gaussian points and finally evaluate the integrals. This allows us to organize the calculation scheme as follows: let us consider the system of N equations. We evaluate the values of all matrix elements for these N equations in the Gaussian nodes and store them on the external file. Then we use it to investigate the convergence rate of the Kantorovich expansion as a function of number of equations. From the above estimates one can see that we have a very high accuracy for calculations of both the bound state and scattering problems, i.e., the eigenvalues and phase shifts, and corresponding wavefunctions. In this point of view the main error in the solution depends only on the number of equations N and on the used computer precision.
Numerical results
Here we study the convergence rate of the KM as a function of the number, N, of the equations of the system (12) . The problem under consideration is a good test for various (numerical) methods because it has analytical solutions for both the discrete and the continuous spectra. We begin by considering the eigenvalue problem in the case of ρ m = 50. We use the 1000 finite elements of fourth order. The finite element grid consists of 4001 nodes. We consider the calculations in double and quadruple precision.
The numerical calculations are performed on 2 Alpha 21264, 750 MHz, 2 GB ram with elf 64 bit LSB executable, and using a Compaq (Fortran 77, with Compaq extensions) compiler suitable for the Linux Alpha systems. We use data types REAL*8 and REAL*16 that yield 15 and 33 significant digits respectively, and call them 'double precision' and 'quadruple precision', from the point of view of calculations performed on a conventional PC.
In quadruple precision, the KM monotonically converges to the exact values, while in the double precision this is only true for about 35 equations. Note that in the solution of the algebraic eigenvalue problem, we use the subspace iteration method (SIM) with a fixed shift of the spectrum [27] . The main step here is to find the solutions of systems of linear algebraic equations using a Cholesky decomposition. For example, when N = 50 the system consists of 200 050 equations! This can only be solved in a stable manner when using our quadruple precision.
As is well known, solving the eigenvalue problem for a system (12) of N equations with the help of the SIM based on the functional (30), yields only upper bounds for the energy values. However, using the effective approximation (22)- (24), i.e., a specially truncated system (12) reduced to a diagonal form, we can calculate both the upper and lower bounds to the energy 2E The change of a sign of this difference, when passing from N = 1 to N = 2, implies the existence of this ground-state and passing from N = 4 to N = 5, implies the existence of this half-bound state, respectively. Thus, we have shown that the half-bound state exists, as follows from the numerical upper and lower estimates that we have obtained for its energy. This means that an additional π/2 should appear in Levinson's theorem, which corresponds to the exact phase shift in equation (8) theoretical study [20] . In figure 5 we show an image of the half-bound-state function hb at q = 0. In the elastic scattering problem, we calculate the phase shift δ h at qρ m = 300 and use 1500 fourth-order finite elements. The finite element grid consists of 6001 nodes. In table 3 we show the differences δ = δ exact − δ h , calculated with an iteration scheme (38) based on the Hulthèn variational functional (39). One can see in the right panel of figure 4 that the KM converges monotonically to the exact values δ exact at a rate of order 1/N. (44) in asymptotic region predominates and is proportional to q in phase shift (49).
Conclusions
Stable numerical iteration schemes were developed to solve multi-dimensional differential equations, with high accuracy. New results were obtained for the solutions of these differential equations with long-range potentials. It has been shown that the numerical results that we obtained are in a good agreement with known exact results. Also, we saw that if we wish to use a very large number of orthogonal basis functions, we are forced to resort to quadruple precision arithmetic.
The benchmark problem, that we proposed, is a good tool to examine both the usefulness of various finite element method schemes (see, for example, [16, 18] and references therein) and, also, of the Kantorovich reduction [14] . The latter enables the reduction of the multidimensional Schrödinger equations to a set of second-order ordinary differential equations, in the context of the corresponding bound state and elastic scattering problems.
Our benchmark results may be expected to be very useful in the testing of new methods in the future. We feel that the effective Kantorovich approximations, with its canonical transformations, is the key to the development of substantially improved ways of obtaining accurate solutions to three-body scattering with a few open channels. 6, π/6) , n = 0-5. For small ρ, the matrix elements Q ij (ρ) and H ij (ρ) behave (uniformly in i, j ) as:
at x ≡ cπρ/36, c = −1 and we present the roots y j (ρ) of equation (A.2) in the form
In this notation (A.2) becomes
For |x| 1, we can expand the right-hand side of this equation in a series in the small parameter z j (ρ)/x = ε, |ε| 1, and find the leading approximation z (0) j (ρ) to z j (ρ). To calculate z j (ρ) to the required accuracy, we will write it in the form of a series with respect to a formal parameter λ
The λ will be put to 1 in the final results. Introducing the scaled variables X = xλ, J = jλ, we rewrite equation (A.3) as
Substituting (A.4) into (A.5), we expand the right-hand side of equation (A.5) in a Taylor series with respect to the formal parameter λ. We obtain a recurrent set of algebraic equations for the unknown coefficients z (n) j (ρ). We find the result:
,
For |x| 1 one then has asymptotic expressions, uniform with respect to i and j , for the potential curves, surface functions and matrix elements. Letting I = λi, J = λj, X = λ|x|, we obtain:
Using, then, these asymptotic results, we find:
The calculated asymptotic values, W (∞) (ρ) and δU (∞) (ρ) , confirm the numerical estimations (25) with a guaranteed accuracy of orders O(ρ −4 ) and O(ρ −6 ), respectively.
These functions are eigenfunctions of the corresponding eigenvalue problem
of the pair Hamiltonian, in one of the chosen pair channels (for |η/ρ| 1):
They satisfy the following orthogonality and completeness relations:
3)
In this representation 6 , the asymptotic Hamiltonian, corresponding to equations (10) in the chosen pair channel, takes the form 4) and expressions for the matrix elements Q 0j (ρ) = −Q j 0 (ρ), K 0j (ρ) = H 0j (ρ) + Q 0j (ρ), H 0j (ρ) = H j 0 (ρ) and K 00 (ρ) = H 00 (ρ) read: (5/2) .
(B.6)
Using these results, we can evaluate the following sum rules: (B.7)
In the second order of conventional perturbation theory, with ρ −2 as a small parameter, and with |j = |0 for the ground state, we can write in one chosen pair channel (for |η/ρ| 
Appendix C. Canonical asymptotic transformation
To find asymptotic solutionsχ as (ρ) of equations (B.11), in second order of an operator perturbation theory, we formally apply a canonical transformation, T = exp(ıS (C.13)
It is evident that, with increasing q, the role of the nonadiabatic coupling grows. In general, the discrepancy between ξ ∼ ρ(1 − η 2 /(2ρ 2 )) and ρ = ξ 2 + η 2 , which leads to the weak asymptotic coupling in equation (C.9), can be neglected only in the adiabatic limit q → 0. So, if we omit the nonadiabatic term in equation (C.7) and take the adiabatic behaviour χ ad ∼ sin(qρ + δ ad (q)), (C.14)
we then find the obvious difference between the true and the adiabatic phase shifts δ and δ ad ,
Thus, we have found not only an effective approximation (C.4)-(C.7) for the system (B.11) of the adiabatic equations, but also a way to find the asymptotic behaviour of their solutions.
