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Trouble rather the tiger in his lair. 
Than the scholar at his work. 
For to you kingdoms and their armies are things mighty 
and enduring. 
But to him they are things of the moment to be overturned 
by the slightest flicker of a finger. 
Anon. 
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Abstract 
Mobile phone networks are on the verge of a major breakthrough in terms of the 
services they offer. At the same time, active networks are being presented as the 
next step in the evolution of network architecture, with the aim of providing greater 
functionality within the network but retaining flexibility. At the same time, the 3G 
revolution seems to be floundering, due to the need to make a financial return on the 
huge investment tied up in the licences. This thesis seeks to provide a way forward, 
by investigating the implementation of a novel service that is the provision of video 
streaming across the mobile network with location dependent advertisement 
insertion. 
The work retains flexibility within the network architecture to enable additional 
services to be evolved and implemented with minimal modification to the nodes. The 
approach taken is to combine the traditional architecture with active functionality. As 
a result this thesis describes a novel service, the implementation of a short video 
service with location dependent advertisement insertion. This enables the provider to 
generate an income by transporting the service (it is possible for a third party to 
generate the content instead of the network provider) and by selling the 
advertisement space. 
This thesis investigates the implementation issues involved in providing the service 
and presents a protocol for the operation of it. The impact of this service on other 
users is also studied with the conclusion being that it does not adversely effect the 
quality of service of the voice traff ic within the network. 
In order to investigate the implementation of the protocol, a simulation model was 
constructed in OPNET [42]. This enabled the operation of the protocol to be tested 
under artificial conditions using fixed movements, to verify that it operated as 
specified. Then under more realistic conditions, so as to predict its effect on the 
other traffic in the network. 
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1 Introduction 
Traditionally, the mobile network has been seen as one where voice packets are 
inserted at one end and extracted at the other, i. e. as a fixed network with a radio 
interface at one end and all routing being performed at one point (the Mobile 
Switching Centre)[1]. Active Networks [2,3,4] though provide the opportunity to 
distribute the control of the network and to target unique services to given sets of 
users. By merging the two it should be possible to introduce new services for mobile 
users, which can be marketed by the network provider, or a third party. 
In this research we consider the provision of a video service, with the inclusion of 
location relevant adverts, over a 3G network [5,6,7,8]. The results presented 
demonstrate that such a service need not disrupt the service offered to other users, 
and can in fact improve it. An outline protocol for the management of the 
service/active functionality then follows. 
We believe that video [48] is potentially the next growth market in 3G networks. 
However, we suggest that this should not be used for long films, but for short video 
clips (i. e. pop videos or news bulletins). These will convey information in bite size 
chunks, which is ideal for a mobile user who has limited time available to view the 
information. The author considers that broadcast services such as television will still 
be available and thus it isn't necessary to, cater for them in the mobile network. In 
order to make the provision of these services more lucrative; the service provider is 
likely to provide adverts (similar to independent television). 
In this they could follow the same model as television, where the adverts are 
nationally or regionally broadcast, that is each consumer receives the same advert 
for the region. Alternatively, they can make the adverts both cell dependent, and 
target specific types (classes) of users. 
This work then implements a short video service across a future mobile network [5,6, 
7]. The video is generated at a video server outside the mobile network. At the end 
of each video clip there is an advert insertion period before the start of the next one. 
The entire process is controlled by the use of active functionality at the nodes. In 
8 
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order to control the interaction between the nodes a protocol has also been 
developed. The overall effect on the network is beneficial in that it frees up 
bandwidth for other services during the advertisement insertion period. 
This work shows that it is possible to implement a video service with local 
advertisement insertion within a future mobile network using active functionality [4,6, 
7]. In this example it is necessary to include active functionality at all levels of the 
network, e. g. the Gateway, Radio Network Controller and NodeB (the term Radio 
Base Station is used in this thesis since it more accurately explains the functionality 
of the node). A central server based in the fixed PSTN, or network core generates 
the main video sequences, which are broadcast to the relevant nodes. The 
advertisements are generated at the Radio Base Station level of the network. By 
doing this it is possible to minimise the bandwidth requirements of the service, 
freeing up capacity for additional network services during the advertisement phase. 
Capacity is also freed up during the video stream, because of the way in which the 
active functionality handles its routing. 
In order to prove that this is the case, a protocol was developed to implement this 
active functionality at the nodes. This was then implemented in OPNET [42]. Two 
types of results have been generated, for both fixed and random movement of users 
in the network. The background traffic is also randomly generated in an accurate 
representation of the voice traff ic supported by the current mobile networks. 
As a result it has been conclusively shown that the protocol functions correctly for all 
cases of terminal movement whilst using the video service. In every case it has also 
been shown that bandwidth is freed up during the advertisement insertion period. At 
the same time, the results also show that the inclusion of the active functionality does 
not hamper the transmission of the voice traffic in the network, with end-to-end 
delays remaining consistent for the voice calls in the presence of the video service. 
This report is structured in the following manner. 
" Chapter 2 is a summary of the background research, covering Active Networks, 
Mobile Networks and to a lesser extent video. 
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" Chapter 3, then considers the issues involved in combining active functionality 
and mobile networks, for example calculations are presented that demonstrate 
that an Active Node is technically feasible using current technology. 
" Chapter 4 goes onto develop the idea of using active functionality to insert 
location dependent advertisements in a future mobile network and discuss the 
issues involved with the movement of locally based advertisements. In addition 
the results of early experimental work to test the viability of the approach are 
presented. 
" Chapter 5 presents the protocol, which has been developed to perform the active 
functionality, detailing the operations at the nodes and the message flow between 
them. 
9 Chapter 6 then explains the operation of the non-active parts of the simulation. 
Chapter 7 presents a selection of the results generated whilst testing the model, 
that show that the protocol is viable and confirm its correct operation. 
9 Chapter 8 concludes the work and offers suggestions for further work in this area. 
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2. Background 
This chapter provides an overview of the background research carried out into 
" active networks, 
" mobile communication networks, 
" and video compression. 
The section on active networks outlines their origin, current research in the field and 
defines the various themes the work has taken. This is followed a discussion of 
mobile networks outlining there operation and the intended traff ic classes and 
associated bit rates. The final section provides a brief overview of video 
compression and relates it to the quality of the received image. 
2.1 Active Networks 
2.1.1 Development of Computer Networks 
Computer networks have been growing at an incredible rate. Two decades ago few 
people had access to a network. Now, computer communication has become an 
essential part of the infrastructure of the developed world [9,10,11]. 
In order to understand the early motivation for the development of computer 
networking, it is important to realise that early computers were large, very expensive 
and scarce. Thus, it made economic sense for many users to make use of the same 
machine through dumb terminals. At the same time (late 1960's) the U. S. 
Department of Defence Advanced Research Projects Agency (ARPA) started looking 
at the networking of computers over distance in order to reduce their budget 
requirements and improve communication reliability. 
The early ARPA work developed the concept of packet switching, then moved on to 
study the concept of survivable networks (early 1970's). This lead directly to the 
development of the Internet, which could be considered to have become a 
commercial success in the 1990's. 
11 
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Concepts other than packet switching have been considered for example the 
development of circuit switching, based mainly on the way in which early telephone 
networks behaved, which eventually led to the development of ATM networks. 
Obviously, access technologies have developed over this time and the cost of 
computing power has fallen dramatically. This has also proved to be a major factor 
in the growth of networks from the research/academic fields, to the commercial 
sector and into homes. 
Until recently though the network was regarded as a transport medium only, carrying 
the information without changing the data content [2]. However, a new approach has 
been proposed in which the network is considered as an active medium, which may 
change the packet data contents. This is discussed in greater depth in the next 
section. 
2.1.2 Active Networks -A New Approach to Network Architecture 
As previously discussed, traditional computer networks can be regarded in one 
sense as a passive medium, consisting of smart hosts sitting at the edge of a 
relatively dumb network with routers/switches interconnecting the hosts [3]. With the 
on-going development of networks, in terms of scale and functionality in the network 
protocols, several problems have arisen [2]. 
" Difficulties involving the integration of new technologies and standards into the 
network infrastructure. 
" Redundant operations in the protocol stacks. 
" The difficulty of accommodating new services into the existing architectural 
model. 
This resulted in the concept of Active Networking being reconsidered, this time being 
driven by discussions within the Defence Advanced Research Projects Agency 
(DARPA) research community in 1994/5. Within this, an Active Network (AN) is 
loosely defined as one where the network's routers are able to perform customised 
computations on the user's data, up to the application layer [3,4]. 
12 
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It should however be noted that AN's are not the only proposal to overcome these 
perceived limitations within the computer/data network. The OPENSIG community 
[12] has put forward the concept of open programmable interfaces that would provide 
open access to switches and routers. This would enable third party vendors to enter 
the market for telecommunications software, thus providing new architectures and 
services for the networking architecture. 
2.1.3 Defining Active Networks 
Currently it is possible to identify two major themes associated with Active Network 
(AN) implementations. 
" Active Nodes, where the programs reside in the routers/switches operating on the 
user data as required. 
" Active Packets, in this case a user's data packets contain programs, or fragments 
of larger programs, to be run at certain nodes along the data path through the 
network. 
"A combination of Active Packets and Active Nodes. 
This has resulted in the research into ANs following several diverse paths, which will 
now be discussed below. 
2.1.4 Research Being Carried Out in the Active Network Field 
Massachusetts Institute of Technology (MIT) 
The work carried out by Wetherall and Tennenhouse [2,4,13], has gone a long way 
towards setting the groundwork out in this field. This work has started out by 
developing the accepted model of the Active Node and proceeding, along what is 
considered by many to be the purist's path, to develop the concept of Active Packets. 
In this approach all operations, above that of basic routing (for example Open 
Shortest Path First (OSPF)) performed at the node have to be first programmed into 
the Active Node by the user. 
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If we first consider the model developed for the Active Node, as illustrated below in 
Figure 1. 
Execution 
Environments 
---ý-" 
N ode 
Operating 
System 
Figure 1 The Accepted Active node Architecture 
The node can be visualised as a processor supported by a chunk of memory. When 
a host wishes to connect via the network, the initial packet sent contains routing 
instructions for the connection. This packet is received by the first node, which 
allocates a proportion of its processing power and memory to the data packet, this 
process is controlled by the Management Execution Environment (MEE). 
The allocated Execution Environment (EE) and memory then perform the routing 
functions for the duration of the data transfer time. Depending on the complexity of 
the function required by the host, the program can be loaded into the EE in one or 
more data transfers. At the same time the program can store state information 
regarding the processing of the data and historical data concerning the data transfer 
in the memory allocated to it. 
Once the transaction has been terminated, the Management EE returns the 
resources back to the whole for reallocation. In more advanced environments, the 
Management EE is also responsible for the monitoring of resource usage by the EE's 
and the freeing up of under utilised resources. 
14 
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MIT then proceeded to investigate ways of implementing the inclusion of the 
programs in the data packet, with research being into the construction of new 
programming languages for the task and the development of the ANTS toolkit [13]. 
Cambridge University in Association With British Telecom 
Cambridge, under J. E. van der Merwe and I. M. Leslie [14,15] have developed an 
Active Network model based on the concept of "Switchlets". A Switchlet can be 
viewed as a subset of the original switch that can be made to behave as an individual 
switch implementation, which sits conceptually a layer above the network switch. 
This is illustrated below in Figure 2. 
Switch lets 
r %l 
Switch divider 
/P's 0 /P's 
Switch 
Figure 2 Creating Switchlets 
It operates in the following way; when an incoming data packet is received it is 
examined and forwarded to the appropriate switchlet for processing/forwarding. The 
process is then repeated at the next node, and so on, until it reaches its destination 
host/user. 
Since in this case each switchlet is a virtual switch, the resulting network can be 
viewed as a physical network with one, or more virtual networks above it, as 
illustrated below in Figure 3. 
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" Physical network D Type B virtual network 
Type A virtual network 
1 
i 
--------------------- - 
Figure 3 Virtual Networks with Different Control architectures 
This will also enable the setting up of virtual private networks between closed groups 
of users. 
This leads to the sharing, perhaps on a time division basis, of the resources of the 
underlying physical the network. Concerns with this approach are centred around 
the fact that since no network can be run at maximum capacity, there will be more 
wasted capacity as the level of wastage would then be increased in proportion to the 
number of virtual networks in use at any instant of time. 
It can also be argued that this approach is not an Active Network, but a sharing of 
network resources. If considered in this light a superior approach with respect to 
network resources and financial investment would be to modify the packets' 
characteristics to meet the networks' transmission requirements at the point of 
ingress to the network. 
University of Pennsylvania (UoP) 
The UoP have developed the SwitchWare [2,16] project in partnership with Bell 
Communications Research. SwitchWare is concerned with the development of a 
programmable switch that enables the loading of program modules into the nodes of 
a network and the development of a strong type programming language. 
The aim of the project is to raise the level of abstraction of the switch functionality to 
that of a Turing machine. The justification for this approach is an attempt to speed up 
16 
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the process of new protocol/functionality implementation in the network, moving it 
away from the 5-8 years conception to implementation time currently experienced. 
Other work has included the Self-Checking Active Networks (SCAN) [12] project. 
This is based on the idea of developing survivable network infrastructures, using 
"self-checking" systems. They propose to develop Active Network programs that will 
analyse the behaviour of the network. 
This allows the analysis of delays, routing protocols, link failures, intrusions and 
failures to meet quality of service guarantees within the network. In the future these 
will become an important factor in the choice of network provider and/or network 
service provider. 
Columbia University 
The above are developing the NetScript Project [2,3,18], that concentrates on the 
Active Node and Active Packets approach. Focusing on the architecture for 
programming the networks, an architecture of a dynamically programmable node and 
NetScript for building network software on a programmable network are being 
developed. 
NetScript views a network as a collection of virtual network engines (VNEs), 
interconnected by virtual links (VLs), where VNEs can be programmed by NetScript 
agents to process packet streams and relay these streams over VLs to other VNEs. 
The collection of VNEs and VLs form a NetScript virtual network (NVN), with 
NetScript providing the language to program the NVN. 
The main difference between NetScript and other architectures is that it focuses on 
the programmability of the network. Specifically the assumption is made that a single 
language based on the right model can greatly simplify protocol construction and 
allow flexibility in experimenting with appropriate programming features. Another 
difference is in the way that it treats the network as a single programmable 
abstraction rather than a heterogeneous collection of programmable intermediate 
nodes and end nodes. 
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University of Illinois 
Illinois [50], are investigating the implementation of flexible secure multicasting using 
active networks. This work challenges the traditional approach to secure 
multicasting, which means that when a group member leaves a secure multicast 
group, all subscribers change their session keys. Which leaves a potential period 
during which sensitive information can become compromised. 
The proposed solution is to use active capabilities to carry the security information, 
using point-to-point secure channels. Thus when a receiver leaves an active 
capability changing the receiver's role is sent to the corresponding receiver router. 
The reference monitor is stored in the active router providing a secure environment 
for its storage. This approach reduces the overheads associated with the traditional 
approach 
Furthermore, the implementation is flexible enough to support services like pay-per- 
view, sneak-preview, selective blocking and supports a variety of secure multicast 
specifications. At the same time by negotiating on a single user basis, retains 
sufficient flexibility to make it attractive for interactive sessions and video 
conferencing. 
MIT Laboratory for Computer Science 
Has carried out research into the use of active functionality to improve the reliability 
of multicast traffic over the Internet [51]. In this scheme Active Reliable Multicast 
(ARM) utilises intermediate routers to reduce bandwidth consumption by 
unnecessary feedback and repair traffic. ARM routers achieve this aim by employing 
three error recovery strategies implemented in the active functionlity. 
1. Suppression of duplicate error messages, thereby reducing the implosion 
problem. 
2. Using a router based local recovery scheme, which distributes the load of 
retransmissions. Which is supported by routers at strategic locations in the 
network performing "best-effort" caching of multicast data for possible 
retransmission, these perform local retransmission on receipt of error messages. 
3. Use of partial multicasting at the routers within the network. 
18 
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Results have indicated that the proposed scheme is reliable, robust in terms of group 
size changes, doesn't rely on every node being active and significantly improves end- 
to-end performance and network efficiency. 
2.1.5 Active Packets 
There have been several approaches to the above including the following. 
" Additional fields in current protocol packet formats [19]. 
" Active Network Encapsulation Protocol (ANEP) [20,21]. 
" Code capsules, with encapsulated user data [2,3] . 
The latter can be regarded as the purists approach, as proposed by Tennenhouse et 
al [8] where they propose the use of Java virtual machines at the nodes with the data 
to be carried being encapsulated within short programs. 
The ANEP approach is a development of the early work on the inclusion of additional 
fields in the packet header [19] of lPv4 [22] or IPv6 [23]. This takes the following 
format, illustrated in Figure 4 below. 
IP Options (IPv4/v6) 
IIP Header I 
.,. 
;I User Data 
Active Option 
Active: 63 1 (var) 11 Code : Tcl I if { [node] == [destination]) {reply_ip} 
Type length value 
Figure 4 Format of the Active IP Option Field 
In this case the IP header remains constant in format and the options field is 
extended to include an Active IP option field. Given the fact that the options field has 
been revamped in the upgrade of IPv4 to IPv6 to make it a more efficient component 
of the header, the experimentation with it is timely. 
The first experiments were concerned with the inclusion of Tcl [19] programs, or 
fragments of Tcl programs, in the new options field for running at the nodes. These 
early experiments demonstrated a generic facility for programming the network, in 
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particular using the Active option to construct a set of network probing/discovery 
functions. Later extensions to this work were concerned with the use of the Java 
programming language. 
The ANEP modifies this by removing the IP header components and replacing them 
with a new format for the header, the reasons for this being: 
" An active node receiving a packet must be able to uniquely and quickly determine 
the environment in which it is intended to be evaluated. 
9 To allow minimal, default processing of packets for which the intended evaluation 
environment is unavailable. 
So that the information that does not fit conceptually or pragmatically in the 
encapsulated program (such as security headers) can be placed in the header. 
2.1.6 Summary 
From the above discussion on the research into Active Networks, the research can 
be broken down into several areas. 
" Architecture. 
" Programming languages. 
" New packet formats. 
" Interactions between active nodes, in terms of the movement of active 
functionality between them. 
These are mainly implementation issues, i. e. we have a new concept therefore it 
needs a new architecture, language to describe the operations, new packet layout 
etc. Most of it is concerned with replacing the existing network architecture and 
protocols. The work of this thesis differs from this in that it seeks to compliment the 
legacy equipment and improve its functionality, but not make it obsolete. 
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2.2 Mobile Networks 
2.2.1 The Development of the Telephone Network 
Current telephone networks are based on the Stored Program Control (SPC) 
exchange [25]. The SPC exchange was the first purely electronic exchange. It is 
based on the idea of a computer controlling a digital switch and it's name derived 
from the idea of a program controlling the computer. The basic layout of an SPC 
exchange is illustrated below. 
Compressor 
Number extractor 
Cross point 
t 
Computer 
Expander 
Figure 5 SPC Exchange 
The calling telephone is first routed to a compressor, which enables the 
dimensions of the cross point switch to be reduced based on the fact that only 
a limited percentage of the total number of phones connected to the network 
are in use at any one time. The dialled number is then extracted and used by 
the computer to determine if the call can be placed, if it can this forms the 
routing instructions for the call through the network. This route is then 
reserved and the called parties phone rung to see if they are going to answer 
the phone. If the called party answers, the connection is made and the call 
allowed to proceed. 
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2.2.2 Early Mobile Networks 
Cellular Systems originated in the late 1940's in America [26]. Their basic premise 
was to provide a mobile user access via a radio link to other mobile users and cable 
based systems (i. e. PSTN). The initial system was developed by the Bell Telephone 
Company. It was based around the concept of using several large cells to cover 
Chicago as illustrated below (Figure 6). 
Cell 
Frequency pair 
T Radio Base Station 
Mobile Station 
LJSwitch PSTN 
Figure 6 Early Cellular System 
It operated by allocating a frequency pair per user (up and down link) for the duration 
of the call and used frequency modulation. 
The modern cellular mobile radio system can be defined as a method for the most 
efficient utilisation of the available frequency spectrum. These systems consist of the 
following components [27,49]. 
1) Mobile Station or Mobile Terminal (MT) 
2) Cell 
3) Radio Base Station (RBS)/Base Transceiver Station (BTS) 
4) Base Station Controller (BSC) 
5) Base Station System (BSS) 
6) Mobile Switching Centre (MSC) 
7) Public Land Mobile Network (PLMN) 
We will now consider each in greater depth. 
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Mobile Terminal (MT) 
By definition, the mobile terminal must be transportable and capable of receiving and 
transmitting information. Examples of mobile terminals are the mobile phone, car 
phone, portable fax machines, laptops and portable printers. It should be noted that 
the pager is not a mobile terminal because it only receives broadcast information, 
which it doesn't acknowledge. 
Cell 
This is the geographical area around a BTS/RBS the size generally defined by the 
power transmitted, although terrain factors could also have some effect. A cell may 
be omnidirectional (serves 360 degrees) or a Sectored cell, whereby the BTS/RBS 
serves 3 separate areas each of 120 degrees. 
Radio Base Station (RBS)IBase Transceiver Station (BTS) 
This forms the other end of the radio link from the mobile terminal and its 
transmission power defines the area of the cell. Each BTS will in addition to having 
the necessary radio equipment and antennas normally be fitted with: Auto Tuned 
Combiners, which tune automatically to protect the receivers, Automatic battery 
backup providing an Uninterruptable Power Supply, Equipment Diversity i. e. dual 
equipment (on hot or cold standby). 
BTS's will be connected to a BSC or MSC. The connection may be via leased cable 
or Fibre, but is more generally provider owned utilising microwave LOS. 
Interconnection of BTS's may be by Daisy Chain, Star type distribution, Ring or 
circular, or any combination of these. It is common practise to install BTS's along the 
side of motorways and major road links. This lends itself to Daisy Chain 
interconnection. It is cheap and simple to implement but a failure of any link will cut 
off all successive sites. 
Star type interconnects overcome this to some extent in that the failure of any link 
(other than that to the main distribution point) results in the loss of one station only. 
Ring Distribution systems provide alternate routing. In the event of single link failure, 
all stations will still be able to pass traff ic via one half of the surviving loop. 
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It is common practice for system providers to provide the type of interconnect system 
best suited to the prevailing conditions. It is normal for links to "Thicken" as they 
pass back, near to a BSC/MSC. 
Base Station Controller (BSC) 
This controls the operation of the Radio Base Station/Base Transceiver Station and 
can be thought of as a traffic concentrator. At the same time, dependent on the 
network, it can control the allocation of the traffic channels, which carry the 
information from the Mobile Terminal to the Base Transceiver Station. 
Base Station System (BSS) 
Base Station System is the nomenclature for a group of BTS's covering a specified 
area. It is possible that each BSS will be serviced by a BSC (Base Station 
Controller). The BSC is an intermediary switch between the Mobile Switching Centre 
and BTS. The number of BTS's serviced by a BSC will be dependent on the number 
of Transmitters/Receivers installed in the BTS within the BSS. The BTS's will be 
fitted with a number of Transmitters/Receivers dependent on the number of 
subscribers within its geographical area. Relatively lowly populated rural areas will 
have few subscribers; hence BTS's may be de-equipped to meet a small demand. 
City areas are likely to have large concentrations of subscribers; hence BTS's will 
cover small geographical areas, and be equipped to the maximum equipment levels. 
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Figure 7 The Base Station System 
In general, within GSM, the maximum number of Transmitters/Receivers fitted within 
a BTS is 6 in each sector. This gives 6 pairs of Frequencies (one to MS - Downlink, 
one from MS - Uplink). Within GSM each frequency is divided into 8 time slots. This 
gives a maximum of 48 simultaneous conversations per sector per cell. For practical 
purposes however one time slot per frequency is considered to be permanently 
allocated to house keeping (Supervisory) functions, and as such is not available to 
subscribers. 
Mobile Switching Centre (MSC) 
This is the interface between external systems (PSTN) and other BSS areas. A MSC 
can handle up to 200 BSS, and will have access to other MSC's on the system, the 
Home location register, (HLR) Visitor Location Register (VLR), Authentication Centre 
(AUC) and Equipment Identity Register (EIR). This will be covered in greater depth 
later on. 
It should be noted that the region covered by an MSC is known as its' Service Area. 
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Public Land Mobile Network (PL MN) 
PSTN PLMN 
Local 
Exchange 
Transit 
Exchange 
MSC 
MSC 
BSS 
Figure 8 Public Land Mobile Network PLMN 
This covers the area over which a mobile subscribers can communicate. It will 
contain at least one MSC, though in general several interconnected together (as 
illustrated in Figure 8 Public Land Mobile Network PLMN), to perform the call set-up 
and switching functions. 
The Public Switched Telephone Network (PSTN) is the existing wired telephone 
network, such as the British Telecom network in the United Kingdom. 
2.2.3 3G Networks 
3G [26] networks are the next stage in the development of mobile networks, fulfilling 
the needs of the consumers in terms of the provision of a greater range of services. 
Instead of the original specification of voice, SMS and limited data transfer rates, they 
now seek to provide a range of bandwidth options from 8 kbs" to 2 Mbs"'. This 
range of data rates can be broken down in to the following environmental groups [5]. 
High Mobility 
144 kbs-1 for rural outdoor mobile use. This data rate is available for environments in 
which the user is travelling more than 120 km per hour in outdoor environments. 
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Full Mobility 
384 kbs-' for pedestrian users travelling less than 10 km per hour in urban outdoor 
environments. 
Limited Mobility 
At least 2 Mbs-1 with low mobility (less than 10 km per hour) in stationary indoor and 
short range outdoor environments. These kind of maximum data rates are often 
talked about when illustrating the potential for 3G technology, but will only therefore 
be available in stationary indoor environments. 
It is also possible to sub-divide the new services into traffic classes [6], as illustrated 
in Table 1 UMTS Traffic Classes and Examples of Applications. 
Traffic class Conversational class Streaming class Interactive class Background (best 
effort) (best effort) 
Typical Voice Streaming video Web browsing Background 
download of e-mails 
Application 
Table 1. UMTS Traffic Classes and Examples of Applications 
In this work we are primarily interested in the conversational class and the streaming 
class of traffic, using 8 kbs-' to represent voice and 64 kbs' to represent the video 
streaming [5,28]. 
With the evolution in the network there have also been advances in the layout of the 
network. A typical network layout is illustrated in Figure 9A Combined GSM 3G 
Network [8]. 
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Figure 9A Combined GSM 3G Network 
The UMTS Terrestrial Radio Access Network (UTRAN), is illustrated in greater depth 
in Figure 10 The UTRAN architecture for UMTS [7]. 
Figure 10 The UTRAN architecture for UMTS 
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The layout of the network is similar to the GSM network with the node B replacing the 
BTS/RBS (Base Transceiver Station/Radio Base Station) and being roughly 
equivalent. The RNC (Radio Network Controller)is roughly equivalent to the (Base 
Station Controller). The lu interface connects to the gateway and each RNC forms a 
separate BSS (Base Station Sub-system) in the same manner of that in the GSM 
network model. 
The main difference in the network though is the lur link, which provides a logically 
meshed framework of RNCs. There is no specific GSM equivalent to this. It is used 
for mobility specific radio reasons which relate to the soft handover and relocation 
processes. 
2.3 Video Standards 
There are a range of video standards available [29,30], for the encoding, decoding 
and transmission of video across data networks. These have widely ranging bit rates 
and quality levels. From these the following simple relationships can be defined. 
0 For real time transmission the lower the bit rate the lower the quality of the 
decoded image. (For similar compression mechanisms. ) 
" If the video is not being used for immediate play back, i. e. in real time, the bit rate 
doesn't effect the quality of the decoded image. 
0 The content has an affect on the bit rate; explosions and the like have higher bit 
rates then scenes with few changes. 
" The size of the image effects the required bit rate. 
We now need to consider how video will integrate with current mobile devices and 
what is known about future practical devices. They are currently small with 
correspondingly small low quality screens. Obviously as mobile devices become 
more specialised it is likely that the screen size will expand. At the same time it is 
likely that the bandwidth available for individual applications will increase in the 
mobile network [6], though the bit rate required is likely to reduce as 
compression/coding techniques improve. 
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At present the amount of bandwidth available for video transmission is limited and 
the screen/display size is small. After considering the available information for video 
compression it became apparent [5,28] that a viable bit rate for the video is 64 kbps. 
This though low, makes video transmission over current and future mobile networks 
viable and the work of this thesis has been carried out on this basis. It is possible to 
reduce this further to 10 kbps [29] using MPEG-4, though there will be a 
corresponding reduction in the quality of the received image. 
Using the proposed system where a single video stream is generated by the video 
server, the broadcast (one to many) where required is performed inside the network, 
such that only one copy passes along the required links. The major effect of 
increasing the bit rate for video on this work would be that the bandwidth consumed 
by each different video service would be increased once, on the respective links. 
Note that this eliminates the problem of replication by a multiple, corresponding to the 
number of users of the particular video service. Given that the advertisements are 
generated by the radio base station that the individual users are connected to, it 
would also have the corresponding effect of increasing the amount of bandwidth 
freed up for other services during the advert insertion period. 
With respect to the adverts themselves, the amount of storage space required at the 
radio base stations would also be increased. It should however be noted that this is a 
negligible effect, since storage at least for the amount to be required here is cheap to 
increase. The processing power required to broadcast the adverts is likely to 
increase in relation to the bit rate. 
2.4 Summary 
Having discussed the background work to this research, in the areas of active 
networks, mobile networks and video compression. Chapter three will now go onto 
discuss the issues involved in combining the active functionality and mobile 
networks. With emphasis on the processing power required to implement the active 
functionality and the security issues involved. 
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3 Combining Active Networks and Mobile Networks -A 
view of the future? 
If we consider that the next evolutionary step in the general network infrastructure is 
the incorporation of Active Network principles and that they are likely to become 
packet based [10], it is likely that Mobile Networks will also become Active and 
packet based. 
This means that there will be the possibility of a far greater range of services being 
offered by the network providers in the near future since a truly active network would 
permit a new range of service [47] to be provided to the user. These services are 
likely to be market led and provided by third parties as opposed to the network 
operators themselves. 
From a research point of view the implementation of active networks would enable 
the processes of prototyping to test, to the implementation of new protocols and 
services to be speeded up [9]. This speed up will result in part from removing the 
need to wait for the setting of new standards for network operation. If implemented 
properly the Active Network would permit the operation of a wide range of different 
protocols and services on the same network. It is also possible that the network 
could be reprogrammed on the fly for particular applications. 
We will now consider the factors effecting this in greater depth, namely: 
" The end-to-end argument. 
" Network security issues. 
" Processor Requirements. 
" Implementation Issues. 
3.1 End-to-End Argument 
Discussions on the implementation of various functions within a communication 
network often invoke the end-to-end argument, an architectural principal that guides 
the placement of functions within a distributed system [31]. The work by Samrat 
Bhattacharjee et al. [32], puts forward the proposal that active networking is an 
extension of this accepted design principle. Given the argument that active networks 
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are the placement of user-controllable computing and other resources in the 
communications network, they have clearly demonstrated that the active network 
allows the utilisation of information that is only available within the network. The 
model developed was applied to two services reliable multicast and application- 
specific congestion control, in both cases the active networking approach clearly 
outperformed the traditional end-to-end approach. 
It is interesting to note, however, that whilst they believe it is possible to design an 
active network consistent with their arguments, they do not go on to consider the 
interface related performance costs of such a network. This is ensuring that 
applications not requiring the functions of an active network do not suffer 
performance degradation across such a network. 
3.2 Network Safety and Security Concerns 
One of the major concerns regarding active networks [3], from the point of view of the 
network provider, is that the implementation of active networks cannot be permitted 
to jeopardise the integrity of the network. In other words, any implementation must 
not: 
" Threaten the privacy of any user. 
" Put at risk the availability of the switch/router, either by malicious or accidental 
means. 
These can be further subdivided into safety issues; that is accidental damage, and 
security issues; that is malicious attacks. Any network provider that allows users, or 
third party software providers, access to the operation of the individual nodes needs 
to be reassured that this has been taken care of. Unfortunately, this leads perhaps to 
one of the main draw backs in the future concerning active networks, how to make it 
secure? 
Several proposals have been put forward concerning this issue [33,34,35,36]. 
These range from encryption at the packet level, supported by passwords, to safe 
programming languages. 
If we consider the concept of encryption and passwords first of all, this leads to 
several major issues. 
9 The increase in overheads when setting up a communication link. 
" Problems of where to store the passwords. 
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" Authentication of passwords; where is it to occur? 
" Inability to protect the node from accidental damage or a rogue user. 
In light of this it can be seen that encryption and passwords cannot be solely used to 
protect the network. If we now consider the concept of a restricted language, that is 
one which can only perform a small set of functions, the following considerations 
arise. 
9 Such a programming language does not exist. 
" It is highly unlikely that any developer of such a language could consider every 
conceivable variation, thus guaranteeing its security. 
If we consider the above arguments, it can be seen that the best option is a 
combination of both approaches. However, it will never be one hundred percent 
secure. 
3.3 Language Types Versus Overhead 
As previously discussed the selection of the computer language for the writing of the 
active functions is an important safety and security issue. However, this is not the 
only concern with respect to the choice of computer language. The level of the 
language is also an issue to be considered. 
If we constrain ourselves to only considering a low and high level programming 
language the following can be observed. 
Low level 
The low-level language provides the maximum amount of flexibility, regarding what 
functions it can be programmed to perform. This will enable changes in protocol, 
functions etc. to be rapidly made throughout the network. 
Unfortunately, this flexibility leads to several problems. By using a low level 
language there is an increase in packet overhead, given the fact that a large number 
of instructions will be required to program the active node, to perform a given task. 
Additionally, it is harder to control what is happening giving security concerns as 
mentioned earlier. 
High Level 
With a high level language each instruction represents a complex operation, thus 
reducing the number of instructions to program an active node. This reduces the 
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packet overhead incurred when programming an active node. At the same time it is 
very easy to restrict what a user can do, by limiting the instruction set. 
So far this looks like the perfect solution, low overhead and reasonably secure, the 
draw back however is in the way the language is defined. If an instruction set is 
written with certain tasks in mind its functionality is predefined. Thus, when you want 
to change the tasks, which is very likely given that ANs are meant to be totally 
flexible in operation, it can become cumbersome if not impossible. 
3.4 Processor Requirements 
An initial concern regarding the viability of active networks in this and related work 
was the level of processing power required to perform the functions, i. e. is an active 
node a realisable aim? In order to investigate this, some basic scoping calculations 
were made which deal with the processing requirements with respect to transcoding 
a proportion of the audio and video streams carried through a hypothetical node with 
a one gigabit per second switching speed. Transcoding is arguably the most 
processor intensive function which is currently being put forward to be run at an 
active node as it must operate on a sustained bit stream. 
At the same time it was necessary to determine some ball park figures, for the type of 
traffic flowing through the network. If we consider the following statistics collected in 
1999 [10], which until recently were considered to be true: 
" It has been predicted that 50% of the bandwidth available would be used for 
Internet traffic by the year 2000, and that this would be in the region of 90% by 
the end of 2003. 
9 Internet revenues are growing at greater than 100% per year, when compared to 
the core telecommunications functions with a growth rate of 5% per year. 
9 Demand for Internet access is growing at a rate in excess of 1000% per year. 
Given the above statistics it is not unreasonable to suggest that the underlying 
telecommunications network will move to become IP based in future. 
When this is combined with recent studies [37], concerning the classification of type 
of traffic on the Internet, the following facts emerge. 
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" Greater than 90% of the traffic is HTML & Image based requests. 
0.01% to 1.2% of traffic requests is for video and audio files, but that these 
requests resulted in 0.2% to 30.8% of the total traffic flow. 
" Breaking the HTML & Image requests down further we see that roughly 40% of 
the resulting traffic is HTML based, the rest being images. 
If we ignore the other traffic types, i. e. ftp, email & VoIP, and taking a conservative 
view of the expansion of the Internet, the workload on a fully integrated IP based 
network would fall into the following categories (derived from the above statements). 
Present Future 
50% IP 3.5% Unknown 
12.6% HTML 
18.9% Images 
15% Video & audio files 
50% voice traffic 50% VoIP 
Table 2 "Predicted Internet Traffic Breakdown" 
Given these figures, Table 2 "Predicted Internet Traffic Breakdown", it is then 
possible to arrive at an estimate of the potential processing power required at a 
hypothetical Active Node with a switching speed of one gigabit per second. For 
simplification it was decided to only consider voice and video transfers. At the same 
time the following assumptions have been made that the processing power 
requirement could be met by using 1 GHz processors in parallel, and that one million 
instructions per second equate to a requirement of a processing speed of one 
megahertz (these are conservative figures in practice). 
We consider the voice and video transfers separately. 
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3.4.1 Voice 
If we consider the VoIP traffic and scale to a total bandwidth of one Gigabit per 
second, the VoIP consumes 500 Mbs'1 of bandwidth, with a total number of speech 
channels equal to the following, as an initial estimate for transcoding PCM to G. 729. 
Since speech is generated at 64 kbit/s (i. e. one slot is 8* 8000). 
500 x 106 Speech channels 64 x10 
7812 Speech channels 
Taking the specification for a G. 729 A vocoder [38], it takes 13 Million Instructions 
per Second (MIPS) to encode and 3 MIPS to decode per channel. 
If we assume 1 MIPS =1 MHz clock rate we can obtain the processing requirement, 
given that each channel requires 13 MIPS of processing power [38]. 
The MIPS requirement is 7812x13 = 101556 MIPS, which is the same as the clock 
rate in MHz. 
If we further assume that the network operators will put more emphasis on the design 
of the voice handling in the switch/routers processing, a reasonable assumption 
would be to let 5 MIPS =1 MHz of clock rate. 
Thus, the processor requirements would become 20311.2 MHz, which could be 
implemented by putting standard processors in parallel. For ease of calculations if 
we assume a1 GHz processor, then 21 processors would be required to handle all 
the potential VolP traffic under the worst case scenario. 
3.4.2 Video + Audio 
It has been shown that MPEG-1 files can be transcoded in a timely fashion into a 
lower resolution video image, using a 400 MHz processor, that is greater than 30 
frames a second [29,40]. The timings were the average time in seconds for 
processing 30 frames, the input stream was a clip with 2609 frames (1 min, 27 secs) 
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and of size 6997 KB. The parameters {R, F, G, B} stand for Resolution, Frame rate, 
GOP rate and Bit rate respectively. The results for the optimum processing solution 
are given below. 
Parameters Windows Output File (KB) Compression 
R, F, G, B inlined MMX (KB) Final size as % of 
original size 
2,1,15,384000 0.299 4182 59.77% 
2,1,15,128000 0.289 2789 39.86% 
2,3,15,128000 0.193 1394 19.92% 
3,3,15,64000 0.173 697 9.96% 
4,15,15,28800 0.155 313 4.47% 
4,30,30,14400 0.145 156 2.23% 
For simplicity, we assume that 1 MHz =1 MIPS, and that the processors will not be 
optimised for this particular application in order to retain flexibility at the Active Node. 
Given that 15 % of the traffic consists of video and audio files, if we let 67% of the 
traffic be video, then the bandwidth used by MPEG is 100 Mbit/s. Since MPEG-1 
files are generated at a rate of 2 Mbit/s, then we have 50 MPEG transactions. 
Again considering the situation of the worst case scenario where all transactions 
have to be transcoded, if we multiply the number of channels by the processing 
power required to transcode each channel in a timely fashion, then the required clock 
rate becomes 
4x108x50=20x109 Hz 
Again this is not a practical processor speed, so it would need to be implemented 
using parallel processors, giving a requirement for twenty 1 GHz processors. 
37 
Combining Active Networks and Mobile Networks -A view of the future Les Dorrell 
3.4.3 Summarising the Processor Requirements 
Using 1 GHz processors it is feasible to transcode the total requirements of a one- 
gigabit per second switch/router, in terms of the voice and image requirements for 
the worst case scenario, using 41 processors. 
The figure can in practise be reduced by making assumptions as to the proportion of 
the streams that need transcoding at any one time. For example, if we assume that 
the transcoding was occurring in order to reduce congestion at a particular node in 
the network and only 10% of the streams cannot be re-routed to avoid the node in 
question, then only five processors would be required. 
Even if we convert the PCM to a common standard prior to entering the IP network, 
this would reduce the amount of transcoding required at a node by a factor of 2. For 
example, the ITU standard for VoIP H323 contains mandatory support for G. 711 
PCM voice and optional support for either G. 723.1 or G. 729. Thus incompatibility 
between vendors products will most likely result in G. 711 being used as the 
intermediate standard when converting between G. 723.1 and G. 729 inside the 
network. 
The above indicates that the processing power required to perform transcoding 
inside the network is feasible and that the active node to support this is a realisable 
aim. 
If we consider these figures in respect to the placing of the nodes in the network, it is 
in the access network where it is most likely that Active Networks will be 
implemented. Primarily this is because of the relationship between the required 
processing speed, level of traffic and speed of traffic, which makes such 
implementation viable. It could also be argued that the placement of the new 
services closer to the potential customer reduces the cost, in terms of network 
congestion and service time. 
This argument is likely to hold true until the processing speed takes a massive step 
forward. At the same time the network provider is less likely to permit a service 
38 
Combining Active Networks and Mobile Networks -A view of the future Los Dorrell 
provider any amount of control within the high speed backbone links, the potential for 
damage to the network also increases with the speed of the link. 
These arguments tend to destroy the credibility of any arguments in favour of Active 
Networks for the sake of the rapid prototyping and implementation of new protocols 
etc. But on the other hand they still leave a viable case for the opening up of the 
access network to new service providers. 
3.5 Implementation Issues 
In order to include active functionality in the mobile network, there needs to be 
modifications at the nodes themselves and in the packets in order to be able to 
identify them as active packets. These issues are considered in greater depth below. 
If we consider the packets first, there must be a way of identifying them as being 
active without making them unrecognisable in legacy (non-active) equipment. The 
easiest way in which to achieve this is to use unused/additional fields in the current 
packet formats [19], rather than developing an entirely new packet format. In the 
simulation of the mobile network this concept has been applied, in terms of an active 
flag which is used to route the packet away from the standard routing functions. 
Once the active packet has been uniquely identified the packet needs to be routed to 
a separate processor which provides the active functionality processing. This model 
follows the standard approach for hybrid nodes, a non-active section and an active 
section. Once the packet is identified it is then routed to the correct processing 
environment, then routed if necessary to its next hop/destination. The benefit of 
having two separate processing environments for active and non-active packets is 
that if there is a problem with the active part then the node would continue to route 
packets normally. 
The implementation of this could be simplified by routing the active packets to a 
separate computer, which provides the active functionality. It would then be routed 
back to the node before forwarding to the next node, either higher or lower order. In 
this case the higher order node is taken to be the one nearer the core of the network 
and a lower order node being one nearer the periphery of the network. Obviously, it 
39 
Combining Active Networks and Mobile Networks -A view of the future Les Dorrell 
would be necessary to configure the node to forward the active packet to the next 
node, higher or lower order, if the active processor/computer fails. Likewise, if the 
main non-active processor failed then the back-up non-active processor would take 
over and notify the Network Management Centre. 
It should be noted that if the active process has to be run at the node then forwarding 
the active packet to the next node is pointless. But, making a value judgement at the 
node would require further equipment at the node and increase the unreliability of the 
node. At the same time, it is possible that the active process could also be carried 
out at the next node, as in the case of a transcoding operation on a single 
connection/data stream. 
3.6 Summary 
In this section it has been shown that there is evidence to support the idea that 
inclusion of active functionality inside a network is beneficial to the provision of 
services to the users. Given that it provides functionality nearer to where it is needed 
and has access to local information, which may be beneficial to the operation. It has 
also been shown that whilst security is an issue to be considered, that there is 
currently research being carried out to overcome this issue. 
At the same time the argument regarding the unacceptability of the processor 
requirements has been shown to be false and that readily available processors are 
capable of providing the required functionality in a timely fashion. It could be argued 
that the assumptions made in terms of the amount of processors required to perform 
active functions such as transcoding voice channels rely on a specialised processor 
architecture. This assumption is reasonable given that voice has been assumed to 
form 50% of the total traffic flow. As such more processors, approximately five times 
as many would be required to perform this particular function in a non-specialised 
processing environment. In reality most other active functions are unlikely to be so 
processor intensive, for example the protocol developed in this work makes use of 
minimal processing power. 
It is also possible to use these calculations to determine the location of the active 
functionality inside the network. Since networks and processing speed are both 
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continuing to get faster at approximately the same rate, and the level of traffic is 
currently growing at a rate of 100% annually (conservative estimate) and given the 
previous calculations it is highly unlikely that there will be Active Nodes in the High 
Speed Backbone/Core network. This argument is likely to hold true unless 
processing speed takes a massive step forward relative to the communication rate. 
At the same time the network provider is less likely to permit a service provider any 
amount of control within the high speed network, the potential for damage to the 
network also increases with the speed of the network. 
It is in the access network where it is most likely that Active Networks will be 
implemented. Primarily this is because of the relationship between the required 
processing speed, level of traffic and speed of traffic, which makes such 
implementation viable. It could also be argued that the placement of the new 
services closer to the potential customer reduces the cost, in terms of network 
congestion and service time. In the case of mobile networks the entire network can 
be considered to be an access network to the PSTN from PLMN and the traffic levels 
are low enough for this to be viable. 
Arguments concerning the implementation of the active functionality within the 
network have also been discussed. The conclusion is that this should be provided by 
separate processing equipment. The main benefits being ease of upgrade and 
reliability of the node as a whole. 
Given this we are now able to consider the use of active functionality to provide 
services within a mobile network, namely the insertion of locally generated adverts 
inside a centrally generated video stream. This is discussed in chapter four. 
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3 Using Active Functionality to Insert Location Dependent 
Advertisements 
Having demonstrated that active networks are viable in the previous chapter, we now 
go onto discuss the issues involved in the implementation of the proposed service. 
These include the following. 
" The location of the active functionality. 
" The issue of terminal movement whilst using the service. 
" Possible solutions and the proposed solution to the problem of terminal 
movement. 
" Justification for the network architecture chosen to simulate the implementation of 
the use of active functionality to insert location dependent advertisements into a 
centrally generated video stream. 
" Some early experimental results to predict the effect the service would have on 
the background traffic in the network. 
4.1 Overview 
The mobile network is designed to provide a connection between a Public Switched 
Telephone Network (PSTN) and the Public Land Mobile Network (PLMN), 
traditionally this is done by having a centralised connection point to the fixed network 
[1] at the MSC. The PLMN then consists of a rigid hierarchy of Mobile Switching 
Centre (MSC), Base Station Controllers (BSC's), Base Transceiver Station's, cells 
(the region covered by the radio signal from a given BTS) and mobile terminals 
(MT's). The MSC is responsible for the setting up of connections to and from MT's, it 
also handles the re-routing of calls in the PLMN as a user moves between cells. 
Active Networks [16,17] are seen as being a way of bringing added functionality into 
networks in general, divorcing them from the rigid functionality of current intelligent 
networks, which run a fixed program of functions. The Active Network permits the 
user, or a third party, to modify the operation of the network elements on an ad hoc 
basis. 
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In this work we are considering the inclusion of active functionality inside the mobile 
network, by including active network elements at the nodes. The particular active 
service being considered in this thesis requires that active functionality is included at 
all the nodes, the Gateway, Radio Network Controller and Radio Base Station. As 
such, instead of the programmable network elements, programs can be pre-loaded 
and run at the nodes in response to the needs of the users/application. This means 
that we must not only consider the effect of this on the network operation, but pay 
particular attention to the fact that the route taken by the video stream is likely to 
change during the duration of the connection (i. e. mobile terminals move). 
When a mobile terminal (MT) is receiving broadcast video over the UMTS (Universal 
Mobile Telecommunications Service)[8] network, it will occasionally move across cell 
boundaries. If the video stream content is pop videos for example, all that needs 
happen, if necessary, is that a new connection is made to the video source and it 
may loose the odd frame. Unfortunately, when dealing with advertisements this is 
not the case. Adverts are potentially cell dependent i. e. the main benefit of using an 
active approach to advert insertion is that adverts can be locally inserted, improving 
the marketability, and potentially reducing bandwidth capacity demands on the 
network. 
Given that the adverts are ideally locally inserted then any user moving between cells 
whilst receiving adverts causes a problem in terms of how to maintain the advert 
stream to the MT. If the same approach taken for the video streaming is applied here 
then locally generated adverts will become corrupted and switch content mid stream. 
It is the intention of this work to address and solve this issue. 
4.2 Discussion of the Problem 
The following factors, which effect the scale of the problem, are discussed below. 
" The network layout. 
9 The cell size. 
9 The speed of movement of the MT in the network. 
9 The location of the MT, within the network. 
" The number of users currently active in a given cell. 
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" Direction of movement. 
Ideally, the network layout can be chosen to centre cells in predicted problem areas. 
This also matches certain locations where the potential usage could be the highest. 
For example, it is possible to surmise that the problem will be at its worst around 
train, bus and coach terminals. All of these could be expected to be areas where 
usage of this service would be high and rapid movement of the MT a possibility. At 
the same time potential usage of the network is also high, due to the concentration of 
people. 
Smaller cell sizes will always act to increase this problem, because of the higher 
proportion of users located near the cell boundary. For example, a cell of radius 100 
metres has 75% of its users located at more than 50 meters from its centre 
(assuming a uniform distribution of users throughout the cell). But, if the cell radius is 
increased to 500 metres then only 19 % of its users are located within 50 metres of 
the boundary. It should be noted though that given the fact that the network layout is 
demand led smaller cells are going to be concentrated in areas of high usage. 
The speed of movement of mobile terminals within the network has a major impact 
on the scale of the problem. In general the faster the MT moves the more cells it can 
potentially cross whilst making use of the networks services. We shall limit ourselves 
to considering the speed of the MT being 6 Km/h for pedestrians and a maximum of 
48 Km/h (30 mph) for vehicles. This is appropriate for movement inside a built up 
area, where cells are typically smaller. 
If there are only a few users active in a given cell it is possible for the cell to expand 
its coverage ('breathe') by varying its transmission power. Unfortunately this ability 
tends to be negated by the fact that the problem has the highest probability of 
occurrence when the numbers of users is high. Also, the fact that whilst 'breathing' 
of cell size is possible under ideal conditions, topological constraints are likely to 
prevent it having any major impact in the network management. 
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The direction of movement of the terminal within the cell has an effect on the problem 
because a user can either move towards the RBS or away from it. Obviously the 
MT's movement pattern is likely to be more complex and terrain dependent. The 
general way of including this into a network analysis is on a random movement basis, 
thus incorporating it into the probability of leaving a cell during the call's duration. 
Given the above discussion, it is now possible to define the problem and generate 
some estimation of the scale of it. 
4.3 Estimation of the Scale of The Problem 
Given that there is no typical terrain for modelling mobile networks and we are 
considering the general case, it is only necessary to consider the following factors. 
" cell size, 
" MT speed of movement, 
" cell location and 
9 probability of leaving the cell. 
To estimate the scale of this problem, consider the circular cell representation as 
illustrated below, Figure 11. 
Figure 11 Circular Cell Representation 
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The cell has a radius (re) defined by its actual transmission power, given this it is 
possible to estimate the number of users who will leave the cell during the duration of 
their call. If the advert runs for a predefined period of time (say 30 seconds), then it 
is possible to define an inner radius (r, ), if the average speed of movement of a MT is 
known, inside which an MT cannot leave the cell during the advert transmission time. 
Thus, all of the MT's which could possibly leave the cell during an advert 
transmission period are located inside the annulus (mb). This factor is also related to 
the ratio of adverts to total transmission time. 
As a result of this it is then possible to generate an estimate of the percentage of 
users affected by this problem. If cell size is assumed to be variable and the average 
terminal movement speed fixed, it is possible to generate a family of curves to 
illustrate the scale of this problem. 
Since a hexagonal cell representation is generally used to illustrate cellular networks 
all calculations will be based on this. This is illustrated in Figure 12 "Hexagonal Cell 
Representation" below. 
0 
Figure 12 "Hexagonal Cell Representation" 
Given that there are no figures available for video traffic usage inside a mobile 
network, we shall assume that they follow the same pattern as voice traffic. Then in 
order to incorporate the video connection into the network we make a given 
percentage of calls video users. Given that this is a new service and that figures for 
its usage are not available, the following assumptions will also be made. 
" Advert length is 30 seconds. 
" The duration of the video stream between the adverts is 4 minutes. 
" The average video call holding time is 10 minutes. 
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If we assume the following conditions [26] for the voice traffic. 
" Population density (p) per km2 equals 45,000 i. e. an urban region. 
" Percentage of subscribers (ps) is 10%. 
" Percentage of powered terminals (pr) is 50%. 
" Erlangs (E) per terminal 0.06. 
" Average voice call holding time (th) 120 seconds. 
The area (A) of each cell is 2.6 r, 2, thus the number of potential (nn) users in a cell is 
given by 
rºpu =AP Ps pt 
And the number of calls in progress (np) at any one time is 
np= np E to -1 calls/hour 
We will assume a simple flow-based model for the calculation of the number of 
people crossing the cell boundary. This takes as its basis the assumption that 
people are uniformly distributed in an area A and that the direction of travel of each 
user relative to the border is uniformly distributed on (0,27r). If we define p as the 
density of people per km2 (with or without terminals), v to be a person's average 
speed in km/hour, and L to be the length of the perimeter of area A, then the average 
number of people leaving (np, ) the area A per hour is given by: 
np, = (p v L)/2r per hour 
By conservation of flow, this equation also provides the number of crossings into the 
area. 
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We now combine the above equations, for the number of calls in progress and the 
number of people leaving the cell per hour, and arrive at the number of calls in 
progress that leave the cell during an hour. We do not need to include the number of 
calls that enter the cell during the hour, since we are only interested in those leaving 
the cell (n,,, ). 
Thus the equation becomes. 
n,,, =((2.6 ro2PPSPrEth1 vL)/n) per hour. 
Obviously, only a percentage of these will actually be video calls. Initially we have 
assumed that only a maximum of 10 percent of the calls in progress at any one time 
in a cell are video (pv) (i. e. the worst case scenario). 
This result needs further modification, because we are only interested in calls that 
happen at a specific instant of time and when the handset is located in a specific 
region of the cell (dependent on the average handset speed). This means that the 
proportion of the users in the annulus (p, b) must be incorporated into the equation, 
along with the probability that that they are watching an advert (pa) and not the video 
stream. pnb and pa are defined as follows. 
pa = total length of adverts in a block / (total length of adverts in block + length of 
video broadcast in between advert blocks) 
Pmb=((2.6rc2p)-(2.6r12p))12.6r. 2p 
or 
Pmb = (r J-r, 2) /r ý2 
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Note this only deals with the case of r. > r,. More generally Pmb can be defined in the 
following manner. 
" rc = mb, where everyone can leave the cell during the advertisement period. In 
this case pmb =1. 
r. > r; where only a proportion of the viewers in the cell can leave it during the 
advertisement insertion period. 
Combining these factors into the equation for the number of calls in progress leaving 
the cell gives the final equation for the estimate of the number of calls leaving the cell 
during an advert broadcast as 
No. of calls watching advert (nc,,,, a) = ((2.6 r2 p ps pt E tn' v L)/ 7r) pv pmb pa 
Note 
mb. (V * advert length) 
and 
r, =0 or don't care if rc = mb 
= rc - mb if rc > mb 
The proportion of calls watching the advert and leaving during its duration (pda) with 
respect to the number of calls inside the cell is calculated in the following manner. 
P! da=(((2.6rc 2PPsPtEt,; 'vL)/7r)PvPmbPa)/2.6rc 2p 
These equations have been solved for a range of cell radii and speeds of terminal 
movement. 
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Proportion of Video Calls Moved During Advert Insertion Period (v -6 kmph) 
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Figure 13 "Proportion of Video Calls Moved During Advert Insertion Period (v =6 
kmph)" 
This trace indicates that the proportion of a terminal receiving the service, and 
moving between cells during an advert insertion interval is very small. This though 
needs to be taken in the context of the total number of calls, which originate and 
terminate, within a1 km radius cell over a one hour period which is 336,960 [26]. 
Therefore, in this case we could expect 600 calls to be moved during the advert 
insertion period in a1 km radius cell in one hour. We will now proceed to consider 
the development of a simulation model of the network. 
4.4 Proposed Simulation Network Architecture 
4.4.1 Cell Representation 
By convention, a single cell is represented by a hexagon, if it is assumed that the 
distribution of users is uniform over the area under consideration then the maximum 
number of adjoining cells is six. If we define a group of six cells surrounding a central 
cell as a cluster, this is illustrated below in Figure 14. 
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Figure 14 Seven Segment Cluster 
In order to simplify the analysis the following assumptions are made. 
If a mobile terminal is in cell 1, it has an equal probability of moving to cells 2 to 7, 
inclusive, in the cluster. 
If a mobile terminal is in cells 2 to 7, inclusive, it has an equal probability of moving to 
any of its neighbouring cells, thus it has a probability of 0.5 of leaving the cluster. 
Any new call has an equal probability of starting in any cell. 
Note these assumptions are valid if the environment (urban, rural etc. ) covered 
remains constant and users are equally distributed throughout it. 
4.4.2 Movement Between Cells 
If we only consider two types of traffic in the network, voice and video it can be 
assumed that voice calls are short in duration with a low data rate, when compared to 
video connections, which are longer and have a higher data rate. 
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It is possible to approximate the profile of the voice call in a 3G network, based on 
the available data [8] for a GSM network. In a GSM network an average terminal will 
generate 0.06 Erlangs of traffic, in calls that have a mean holding time of 120 
seconds and move at 6 km/hr. For the purpose of modelling of this work the 
behaviour of voice calls in future 3G networks is assumed to be the same. 
Video though, has no historical usage patterns to draw upon and its behaviour can 
only be speculated. If it is assumed that the video service is for short video or news 
bulletins, then it is likely that the video stream will last for approximately 4 minutes, 
with adverts having a duration of 30 seconds. Given this, it is possible to generate 
scenarios to study the effect of active elements inside the UMTS network. Two such 
scenarios are outlined below. 
" The video is observed by pedestrians; this means that it is possible to estimate 
the data rate, terminal movement and call holding time as being similar to the 
voice call and short respectively. 
" The video is observed by passengers in a vehicle, with the terminal movement 
rate being higher with a potentially longer holding time. 
In both cases the lack of any estimate for the amount of traffic per terminal in terms 
of Erlangs can be overcome by setting a fixed level of video traffic per cell. In order 
to cater for terminal movement by setting a fixed percentage of calls within a network, 
or cluster of cells. 
The rate of movement of the terminal within the network obviously has a bearing on 
the number of cells/clusters it will travel through whilst the call lasts. Thus when 
video is considered, given its longer call holding time and the possibility of the 
terminal moving at speeds of 48 Km/hr (approximately 30 mph) in an urban 
environment, a worst case scenario can be defined, if we assume that the cell has a 
maximum diameter of 200 meters. In one hour the terminal could have travelled 48 
km, and through 240 cells (over 80 clusters). The possibility of an equivalent to the 
GSM umbrella cell is discounted because the high data rates required to support 
video can only be maintained over small cells. 
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This means that in order to make an accurate model of the movement of a video 
terminal as it passes across the network, there would be a need to cover an area 
with radius greater than 48 km. The video stream could then be connected to a 
mobile terminal at the centre and left to move for an hour. Ideally, the network would 
be much larger in order to expand the area in which the video link(s), for example, in 
the case of group broadcasts, can be distributed. 
The above suggests that it would be better if the simulation represented the largest 
possible scale model. This argument breaks down when the environment and 
uniform cell size is considered in greater depth. Urban environments have a limited 
size in reality and the population density per km2 cannot be used as a constant as 
the number of cells increases above certain bounds. This also brings into question 
the idea of a uniform distribution of users over a given region. Once the scale of the 
network becomes such that the distribution of users can no longer be taken as a 
constant then, if we compare the network to its GSM predecessor, the cell size also 
varies. However the variation in cell size will not be as great as in the GSM network 
because of the much higher potential data rates. 
Given the above arguments it was decided to use a seven cell cluster for simulation 
purposes, this solved the issue of a larger model making the results too specific to a 
particular regional representation. At the same time it presents a generic set of 
results that are applicable to all situations. In order to test the implementation of the 
protocol at all levels three cells have been allocated to one RNC region and four to 
the other RNC region. 
4.4.3 Selected Network architecture 
Given the arguments previously discussed, the following idealised model of a mobile 
network has been assumed, Figure 15. 
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Figure 15 Idealised Model of a Mobile Network Architecture 
It follows the accepted structure of a centralised controlling node, or Gateway, sitting 
above the Radio Network Controllers (RNC's). Each RNC then routes traffic to a 
number of Radio Base Stations (RBS's). The RBS then provides the routing to the 
individual consumers. 
Whilst the number of users within each cell is actually variable, given that CDMA 
techniques are used, a Figure of 42 [41] has been assumed. Likewise the number of 
cells managed by a particular RNC is also variable, a total of 7 are included in the 
model. This enables a seven segment cell layout pattern to be used removing any 
restrictions on call movement. 
4.5 Investigating the Effect of Local Advert Insertion on the 
Background Network traffic 
In order to permit the inclusion of active functionality within the 3G network, it is 
necessary to show that it doesn't have a detrimental effect on the other network 
users. We maintain the assumption that the bulk of these users are making voice 
calls. It is then necessary to show that the voice calls do not suffer a degradation of 
service. In terms of a voice call performance, delay and available bandwidth are of 
prime importance, with the loss of an individual packet being almost negligible. Thus 
when local adverts are inserted it is necessary to show that no additional delay to the 
voice traffic, or reduction in the available bandwidth in the network occurs. 
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To this end, two simulations have been performed, a short call allocation model and 
an OPNET [42] simulation. These are discussed in greater depth below. 
4.5.1 Simple C Model 
Given the assumption that there are 42 users per cell, by investigating the distribution 
of traffic over 294 locations with a random profile (destination, content, duration and 
call movement) it is possible to approximately model the flow of traffic within the 
network. Furthermore, if we ignore the video traffic for the duration of the advert 
when summing the traffic on the following links: 
" Gateway-1 to RNC_1 
" Gateway-1 to RNC_2 
9 RNC_1 to RBS_1, RBS_2, RBS_3 and RBS_4 
" RNC_1 to RBS_5, RBS_6, and RBS_7 
the following results are obtained. 
Traffic (Bits) 
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Figure 16 Call Allocation Model results (bits vs time) 
These results show that for the duration of the advert the traffic flow on the links is 
reduced, and that the traffic flow to those nodes accessing video remains constant. 
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This indicates that there is no detrimental effect on the background (voice) traffic in 
the network. In fact it could be said to have improved the situation and freed capacity 
up for other applications in the network (such as tcp transfers). These results also 
indicate the general trend expected later simulations and as such form a validation 
reference for the OPNET model developed later in this work, 
In view of these results it was decided to follow up with an OPNET [42] simulation of 
this and investigate the situation in greater depth. 
4.5.2 OPNET Simulation 
Given that a simple call allocation model demonstrated that there was no apparent 
negative effect on traffic in the network and that capacity on the routes is released 
during advert insertion, a model was programmed into OPNET [42] so that the 
network behaviour could be investigated in greater depth. 
The OPNET model is illustrated below, Figure 17. 
Figure 17 OPNET Simulation Model Layout 
It consists of a series of groups of sources, which randomly create background 
(voice) traffic and move it throughout the network, connected to a gateway. The 
Gateway contains all the connection information, that is the cell location and usage 
tables (mimicking the HLR and VLR functionality) thus dropping calls when they 
move into fully occupied cells etc. The RNC's and RBS's are just routers with no 
additional functionality. In this case the video stream was statically routed to a few 
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mobile terminals in each cell. The video stream was then switched on and off to 
simulate the advert insertion process. As a result of this the call set-up and mobile 
terminal (MT) movement processes are realistically modelled inside the mobile 
network. 
In this simulation model, the background traffic is profiled to match that of voice traff ic 
with its associated movement profile taken from accepted figures for the GSM 
network. The video is statically routed to 10 % of the mobile terminals in each cell 
from one central video source connected to traffic_source_combiner_6. The mobile 
terminals receiving video were blocked from the list of potential terminals for voice 
connection assignments, to prevent a voice call being routed to them during the 
advertisement insertion period. The simulation was then run for 5 minutes with the 
video being stopped after 4 minutes and restarted after 4.5 minutes to simulate the 
advert insertion period. This accurately represents the network behaviour if locally 
generated advertisements are inserted into a centrally generated video stream. 
The video traffic is created by one source and each router is set up to broadcast the 
video stream via static routing to pre-allocated MT's in the network. 
The results of this simulation are similar to the call allocation model, but with 
inclusion of the end-to-end delay figures for the background (voice) traffic. These are 
illustrated in Figures 18,19,20 & 21. 
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Figure 18 RNC_1 to RBS_1/2/3 &4 Link Usage (bits per sec vs time) 
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Figure 19 Gateway to RNC_1/2 Link Usage (bits per sec vs time) 
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Figure 20 RNC_2 to RBS_5/6 &7 Link Usage (bits per sec vs time) 
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Figure 21 Two Plots of Typical End-to-End Delays vs Time for the Background Traffic 
(delay (µ sec) vs time (sec)) 
The results confirm the findings of the call allocation model, in that there is a 
significant fall in the level of traffic on the links during the advert insertion period, that 
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is when t= 248 seconds. Traffic then increases again after 30 seconds when the 
video source starts to broadcast again. The plots for end to end delay on the 
background (voice) traffic clearly indicates that the other network traffic is not 
negatively effected by the inclusion of active advert insertion within the network. 
4.5.3 Results Summary 
Both sets of results indicate that there are no negative effects on the background 
traffic inside the network. There is also the additional benefit that capacity is 
released during the advert insertion period for use by other services. They also 
demonstrate that the movement of mobile terminals inside the network is functioning 
correctly. 
4.6 Possible Solutions to the Problem of Mobile Terminal Movement 
During the Advertisement Period 
If we insert locally generated advertisements, at an individual cell resolution, into a 
centrally generated video stream we have greatest effect on saving capacity in the 
network and the maximum flexibility in terms of selling advert slots. This though 
creates the problem of what to do when the user moves between cells. Since we 
have a centrally generated video stream this isn't a problem with respect to receiving 
the video, but locally generated advertisements now become a serious problem. 
This issue is illustrated in Figure 22 "Possible Directions of Movement". 
Figure 22 "Possible Directions of Movement" 
If we consider a three cell arrangement and the mobile terminal starting in cell-1, 
then the mobile terminal can move from cell-1 to cell-2 or cell-3, obviously it can 
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move back to cell-1 again. A more serious case though is if it meanders around the 
three-cell boundary and circles through all of the cells during the advertisement 
insertion period. 
The problem of synchronising the flow of the video stream is referred to as 
orchestration. Work has been done on the general solution to this problem [43,44]; 
for this specific issue it has been solved in the following manner. 
If we consider that the network must respond to the movement of the user, solutions 
to the problem are 
" Advert drop. 
" Advert change. 
" Jingle insertion. 
" Advert movement. 
These are discussed in greater depth below. 
The simplest solution to the problem is that the advert is just dropped and the MT 
waits for the start of either the next advert, or restart of the video sequence, 
(whichever occurs first) in the new cell. This would require that the start of each 
advert contained an identification sequence, repeated several times, to identify it as a 
new advert. Whilst being the simplest solution to implement, it would mean that the 
user sees a blank screen for, at worst, the period of the maximum advert length. As 
a result it could hardly be considered an appealing solution to the problem. 
Advert change is where the advert flips from one to another, rather like switching 
from ITV to CH4 on terrestrial TV during the adverts. This has several problems, not 
least of which is matching up the two data streams and recreating the picture. The 
major issue though is not one of implementation, but of a more commercial nature in 
that the companies supplying and paying for the adverts would be unlikely to 
appreciate the possible side problems of this method, that is corrupted adverts giving 
mixed messages. 
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Jingle insertion is a variation on the advert drop approach. In this case instead of 
generating a blank screen an advertising jingle for the station/broadcast is played. 
This jingle can either be preloaded into the handset when it joins the broadcast, or be 
generated from the RBS (NodeB). When the next advert, or the video stream 
resumes, the terminal rejoins the general transmission from the RBS. This is a viable 
solution to the problem, which shouldn't cause too much customer/user 
dissatisfaction. 
The most immediately appealing solution to the problem however is to transfer the 
advert to the new cell and continue playing it. This wouldn't upset the advertiser and 
would give the appearance of a seamless handover to the user. 
If we now consider the effects of the above it is possible to discount advert drop and 
advert change, as they are unacceptable. This means that the solution is either a 
network jingle or advert movement or a combination of both. Initially both appear to 
be viable solutions, until it is remembered that a user can cross several cells during a 
30 second advert and that the protocol for the video streaming has to be sufficiently 
flexible that video streaming to the cells doesn't have to be synchronised. If the jingle 
is played until the new advert begins, or the video streaming is resumed (which ever 
happens first), this isn't a problem. However the movement of the advert by sending 
it from one RBS (NodeB) to another can cause problems. We can now consider the 
possible paths the adverts have to follow when the MT moves between cells, which 
are illustrated below in Figure 23. 
Figure 23 Path of MT Movement 
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As the MT moves from cell to cell the advert then moves with it. In extreme cases it 
is possible for the advert to be transferred via the gateway as it swaps PLMN. 
When a video stream is played it starts then finishes, likewise that is the normal case 
for the advert. A problem now arises in that the individual advertisements are not 
centrally synchronised, this is solved by having a common channel identifier screen 
at the end of the advertisements. Thus, the swap from video to advert, and back 
again, is handled by the RBS, with a variable length service identifier screen being 
inserted during the transition from advert back to video to eliminate any delay or 
synchronisation problems in the network. If now the MT moves into a cell where it is 
behind in time with respect to the new cell, the transferred advert will finish after the 
next advert has started causing a synchronisation problem. On the other hand if it is 
ahead, the advert will finish before the next one starts. The latter case is 
surmountable using the channel identifier screen, but the former is not. 
We must also consider the case where it is possible for the MT to meander around in 
the region of the junction of two/three cells. This could mean that the adverts are 
passed back to the cell creating them. This situation comes about because the 
RBS's do not have access to the historical data concerning the handsets movements 
and have no way of generating such a database. At the same time it also possible 
for a slow moving handset to cross several cells in a short period of time. This would 
confuse the implementation of a solution based on the movement speed of the 
handsets. However, it must be noted that this has a very low probability of 
occurrence and is further modified by the probability of the user being in a precise 
location in the network. 
These problems would tend to justify the use of jingle insertion as opposed to advert 
transfer in the network. This is particularly so since they are more likely to occur in 
the case of high network usage which would lead to the implementation of smaller 
cells in the network. 
However we anticipate the movement of users between cells and design the network 
to take it into account. At the RBS level we could then detect a change in the adverts 
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supplied to the node and share them with the neighbouring nodes. This means that 
there would need to be an increase of advert storage memory by a factor of seven at 
the individual nodes. This situation was illustrated previously in Figure 13. The 
adverts loaded into cell 1 are then copied to cells 2,3,4,5 & 7. Cell 4 then contains, 
in addition to its own set of adverts, copies of the adverts loaded into cells 2,3,4,5 & 
7 and so on. 
This would enable the adverts to be played in the next cell when the MT moves into 
it, time matching can be performed by one channel identification screen and provide 
a reasonably seamless handover during the advert transmission phase. It also 
solves the problems of sitting at the junction of three different cells, running out of 
bandwidth on the lu-r link and only excludes MT's that are moving rapidly, with 
respect to the cell size. 
4.6 Summary 
This chapter has discussed the location of active functionality in the network, 
proposed a solution to the issue of terminal movement whilst using the service and 
justified the architecture used in the simulation model. Early results, which indicate 
that the service does not have a detrimental effect on the background traffic in the 
network, have also been presented. 
Chapter five now goes onto discuss the development of the protocol to implement the 
service in the network, it does by using state transition diagrams to model the 
behaviour of the protocol. 
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5 Development of the Protocol 
5.1 Overview 
In order to supply broadcast video [48] in the network it is necessary to develop a 
protocol, which controls its start-up and operation inside the network. The protocol 
will be distributed and run in the active elements of the network. This means that 
each node will contain elements of the protocol and run with reference to the other 
elements. This is illustrated below in Figure 24 "Network Layout". 
Gateway 
RNC's 
RBS's 
MT's 
Figure 24 "Network Layout" 
The process is initiated by the user (mobile terminal, MT) requesting to receive the 
video broadcast. For the purposes of this discussion the video broadcast is restricted 
to pop-videos, or short news broadcasts, not long films etc. This means that it is 
viable for a user to receive a broadcast at any stage of its transmission, i. e. each 
user does not necessarily receive a transmission starting at its beginning. This 
protocol is not intended to handle the requirements of broadcast films etc. 
When a mobile terminal (MT) wishes to initiate the service it sends a message to the 
video service provider, this goes to the first node in the network the Radio Base 
Station (RBS). The RBS recognises that it is seeking to join the video group and 
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interrogates itself to see if it is currently offering the service, if it is the MT joins the 
video service at this point. This is independent of whether or not it is during an 
advertisement insertion period. If the RBS is not currently offering the service it 
forwards the request to the RNC. 
The RNC performs the same operation but with the following outcomes, if it is 
currently offering the video service to another RBS it includes the RBS within this 
service group. At this time it either starts forwarding the video stream to the 
additional RBS or instructs it to start the advertisement stream at the appropriate 
place. If the RNC is not offering the video service it forwards the service request to 
the Gateway. 
The Gateway performs a similar function to the RBS and RNC and includes the new 
RNC in its service group if it is offering the service to another RNC. At the same time 
it instructs the RNC to inform the RBS if it is an advertisement insertion period. If it is 
not offering the service it contacts the video server and attempts to set up the 
service. 
The main exception to this is when a mobile terminal moves during an advertisement 
insertion period. In this case the mobile terminal informs the RBS of the 
advertisement it requires and where it is up to using the NACK message. In the 
unlikely case of the MT moving outside of immediate seven cell cluster, which it is 
always assumed to be at the centre of when the advertisement starts, during the 
duration of the advertisement it receives a network jingle. 
The underlying principle of this protocol is to enable a user to join a broadcast at the 
nearest node already participating in the broadcast. At the same time control is 
distributed in order to minimise the issues associated with centralised control 
schemes when dealing with video; that is the matching of the time delays of different 
length paths. 
The requirement is that the adverts are of fixed lengths, with a channel identification 
screen being broadcast at the end of each advert. This removes the requirement of 
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precise time matching between the advert and video streams since the channel 
identifier can be over written when the video is received. 
Given that a MT can move between cells whilst receiving the service, it is important 
that the protocol can recognise this fact and reconnect the MT to the service in the 
new cell, assuming there is available bandwidth. It is also important to realise when 
connection has been temporarily lost within a cell. This is handled by the use of 
NACK and ACK messages. ACK messages are used to confirm that a user is still 
within a cell and NACK messages to communicate to the RBS when the service has 
been lost. 
If we examine this in greater depth, whilst a user is inside a cell it periodically 
acknowledges the reception of the video packets with an ACK. The RBS uses these 
messages to prevent the timeout of the service. If it doesn't receive either a NACK or 
ACK message within a given time period it drops the service to the MT and removes 
it from the billing register. At the same time if the MT was the only service user it 
stops the flow of the service to itself from the RNC. The interval between ACK's can 
either be based on video packet count or time and is dependent upon the radio link 
conditions within the cell. 
If the MT stops receiving the video stream it broadcasts a NACK message which is 
either interpreted by the RBS as a request to set up the service, or to keep the 
existing service going. This depends on whether or not the MT is in its original cell. 
The RBS can identify what needs to be done because the NACK message contains 
the cell details detailing where the MT received it's last video packet from. 
Adverts can be handled in this manner as well, since the information contained within 
the service request would identify which advert sequence to initiate when the MT 
entered a new cell. As a result, when the MT moves beyond the advert cluster it 
would initiate the network jingle instead. 
This protocol was developed in an incremental fashion, starting at the video server, 
then moving onto the Gateway, RNC and RBS respectively. As each section was 
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demonstrated to be functioning correctly. The various timeouts were determined by 
testing different values whilst running the simulation model, obviously they are 
dependent on the network layout and the actual delay experienced by service 
initiation, control etc., packets in the network. in the real world implementation it is 
suggested that the values can be arrived at by making the same measurements 
under the predicted worst case loading scenario. 
We will now discuss each stage in greater depth below. 
5.2 Mobile Terminal 
The state transition diagram for the mobile terminal is shown below. 
Figure 25 Mobile Video Terminal State Transition Diagram 
The state transition diagram consists of three stable states; 
" IDLE 
" REQUEST SERVICE 
" MONITOR 
IDLE is the default state and covers the case of the mobile terminal performing its 
basic functions that do not include the setting up, management and closure of a 
video connection, for example, as is the case when it is participating in voice calls 
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(the background traffic in the simulation). It only leaves this state when it receives a 
"start video" instruction. 
The "start video" instruction causes a transition to the REQUEST SERVICE state, 
which sends a message to the network requesting connection to the video server. It 
is only possible to leave the REQUEST SERVICE state when: the service is received 
("video-in 11 advert-in"); the connection request times out ("time out"), or a "cancel 
connection request" is made. These are now discussed in greater depth. 
The "time out" instruction is self generated by the mobile terminal and is reset every 
time it requests the service. When the REQUEST SERVICE state receives a "time 
out" request, it transfers to the COUNT ATTEMPTS state. This increments 
"attempts", if "attempts <= 8", control is passed back to the REQUEST SERVICE 
state. If, though, "attempts > 8", control is passed to the CLEAR COUNT 
ATTEMPTS state, which clears "attempts" and all the other set up information. 
Control is then passed to the IDLE state. 
It is also possible that a "cancel connection request" instruction is received before 
the connection to the video server is made. This causes a transition to the CLEAR 
CONNECTION STATE, which clears the set up information and returns control to the 
IDLE state. 
Once the mobile terminal receives the video or advert, "video-in 11 advert-in" 
respectively it moves to the MONITOR state. The MONITOR state indicates that the 
service is being received. As the service packets are received, control is passed to 
the RECEIVED COUNT state. This increments "count", if "count != count 
quantity", then control is passed back to the MONITOR state. If "count = count 
quantity", control is passed to the ACK state. The ACK state, acknowledges the 
receipt of the service by transmitting a response back to the video server. The 
"count" value is then reset and control passed back to the MONITOR state. 
The other possible exits from the MONITOR state are "time out" and "cancel 
service". "cancel service" cause a transition to the CLEAR CONNECTION state, 
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which clears the connection set up information. "time out" a transition to the NACK 
which handles cell movement and loss of video, it results in a message being sent to 
the RBS informing it of the loss of video, this is either a NACK message or a move 
service message. 
5.3 Radio Base Station 
Figure 26 Radio Base Station State Transition Diagram 
The state transition diagram has one stable state; 
9 IDLE 
IDLE is the default state and covers the case of the radio base station not being 
required to transmit video or forward adverts. In the IDLE state time outs can run 
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and state information regarding the service is stored, for example during the call set 
up process. There are eight ways in which to exit this state; 
" request service 11 NACK, 
" move service, 
" cancel service, 
" ACK, 
" service group time out, 
" video-in 11 advert generated. 
" broadcast timeout, 
9 link okay. 
This are now explained in greater depth below. 
5.3.1 "request service 11 NACK" 
The "request service", handles the case of a mobile terminal trying to establish a 
new connection to the video server, the states associated with this are illustrated 
below. 
r ý. ý. - rýýiý: C. ýýý -- 
(no) 
(request service)`` (RUNNING SERVICE [FORWARD TO 
M+ 
Figure 27 "request service" 
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The "request service" instruction causes a transition to the RUNNING SERVICE 
state which checks whether or not the service is already running at this node. If it is 
then there is a transition to the INC. SERVICE GROUP state, via the "yes" route, 
which expands the group of mobile terminals which are receiving the video 
broadcast. At the same time it also starts recording the connection details for billing 
purposes 
If the service is not being run from this node, then there is a transition via the "no" 
path to the INFORM HIGHER ORDER NODE state. This does not result in any state 
information being held, since at this instant of time the node has no knowledge as to 
whether or not this service is in operation in the network; for example the video 
server could be down. 
NACK is the message sent by the mobile terminal when it losses the connection and 
is in the same cell. It is handled in the same manner as a request service request. 
5.3.2 "move service" 
The alternative to the setting up of a new service is that a mobile terminal moves into 
the cell and the mobile terminal has been connected to the service in its previous 
cell. This causes a transfer via the "move service" route to the REQUESTING 
ADVERT state as illustrated below. 
No# 
Figure 28 "move service" 
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The REQUESTING ADVERT state determines whether or not it should be sending 
an advert to the mobile terminal. If it is requesting an advert ("yes"), then it transfers 
to the INIT. ADVERT TYPE state where it determines which advert is required and 
the position to start it from. After this the connection details are added to the service 
group in the INC. SERVICE GROUP state. The mobile terminal starts to receive the 
advert/jingle from this node. It is possible that the Radio Base station is not currently 
providing the service, this is tested in the RUNNING SERVICE state. If "yes" control 
is passed back to the IDLE state, if "no" then the request for service must be 
forwarded to a higher order node in order to obtain the service. This is carried out in 
the FORWARD TO HIGHER ORDER NODE state, and control is passed to the IDLE 
state. 
If on the other hand, the REQUESTING ADVERT state generates a "no" response 
then the "move service", request must be treated as a "request service" message. 
Thus control is passed to the RUNNING SERVICE state, which checks whether or 
not the node is already offering the service. A "yes" response causes a transition to 
the INC. SERVICE GROUP state and back to the IDLE state. The "no" response 
causes a request, for the service, to be passed to a higher order node in the 
FORWARD TO HIGHER ORDER NODE state. Control is then passed back to the 
IDLE state. 
5.3.3 "cancel service" 
The alternative to setting up a new service, either by requesting a new service or by 
moving into the cell whilst using the service, is to "cancel service". This is used 
when a user wishes to stop receiving the service. This message is passed to the 
DEC. SERVICE GROUP state. This clears the connection information regarding this 
service connection and decrements the "service group" counter. If "service group 
!= 0" then nothing else changes and control is passed back to the IDLE state. The 
alternative is "service group = 0", in which case the higher order node(s) need to be 
informed such that they stop sending the service to this Radio Base Station. This is 
done in the NOTIFY HIGHER ORDER NODE state and control is then passed back 
to the IDLE state. This is illustrated in Figure 29 "cancel service" below. 
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Figure 29 "cancel service" 
5.3.4 "ACK" 
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INC. SERVICE GROUP TIMEOUT 
Figure 30 "ACK" 
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In normal operation when the video service is in use, the Radio Base Station 
forwards video packets, or generates and forwards advert packets, to the Mobile 
terminal. These are periodically acknowledged by the mobile terminal, which uses 
"ACK" packets. The "ACK" packets cause a transition to the INC. SERVICE GROUP 
TIMEOUT this modifies the timeouts associated with each individual connection. 
Afterwards control is passed back to the IDLE state. By working in this manner it is 
possible to determine whether or not the mobile terminal is receiving the broadcast 
and if it is still located within the cell. 
The timeouts are constantly monitored within the IDLE state to see if they have been 
exceeded. If time is greater than the timeout value and the timeout value does not 
equal zero (default value) then a self generated "service group time out" occurs. 
5.3.5 "service group time out" 
The "service group time out", is a self generated timeout and refers to a particular 
service connection. When it occurs it means that the particular connection is not 
being acknowledged ("ACK"), this means that it has lost connection to the Radio 
Base Station or the quality of the connection is too poor to support the video service. 
The states concerned with this are illustrated below, Figure 31 "service group time 
out". 
[NOTIFY HIGHER ORDER NODE 
(servicegroup = 0) 
(service gn 
SERVICE 
----- _ý--- 
"ýrJ 
(service group 1= 0) 
Figure 31 "service group time out" 
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The "service group time out" causes a transition to the DEC. SERVICE GROUP 
state, which clears the particular connection information regarding this service 
connection and decrements the "service group" counter. . If the service is still being 
used on this node, i. e. "service group != 0" then nothing else changes and control is 
passed back to the IDLE state. The alternative is that "service group = 0", in which 
case the higher order node(s) need to be informed such that they stop sending the 
service to this Radio Base Station. This is done in the NOTIFY HIGHER ORDER 
NODE state and control is then passed back to the IDLE state. 
5.3.6 "video-in 11 advert generated" 
When a video packet is received by the Radio Base Station, a "video-in" event 
occurs. Likewise when the node generates an advert packet(s) an "advert 
generated" event occurs. Both of these events cause a transition to the CHECK 
SERVICE GROUP state. The states concerned with these events are illustrated, 
Figure 32 "video-in 11 advert generated". 
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Figure 32 "video-in 11 advert generated". 
These are now discussed separately below. 
"video in" 
The "video-in" causes a transition to the CHECK SERVICE GROUP state, which 
examines "service group". If "service group = 0", then there is no need to 
broadcast the packet. It also indicates that the "cancel service" message that has 
been sent to the higher order node, has either not been received yet or been lost. As 
a result there is a transition to the DROP VIDEO/STOP ADVERT state, in this case 
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the video packet is dropped and the "cancel service" message sent again to the 
higher order node. The service details are also cleared. 
Alternatively, the "service group 1= 0 && advert_in" path is followed to the CALL. 
INTERVAL state. This measures and records the average delay between video 
packets, so adverts are inserted in synchronism with them when they are generated 
and inserted into the video stream. 
After this control is passed to the COUNT state, which counts the received video 
packets and compares their value with the count quantity. Count quantity is the 
number of video packets between adverts in this case. If count = count quantity, 
then an "advert next" event occurs, which causes a transition to the INIT. ADVERT 
+ ALTER TIMEOUT VALUE state. 
The INIT. ADVERT + ALTER TIMEOUT VALUE state has two functions. Firstly, it 
initialises the generation of advert(s) packets at the Radio Base Station. It also 
changes the broadcast timeout value to approximately the duration of the advert 
block. Control is then passed to the BROADCAST state which sends the video 
packet, or copies of it, to all of the members of the service group. 
After this there is a transition to the INC. BROADCAST TIMEOUT state. This 
increments the broadcast timeout value to current time + timeout offset. Then control 
is passed back to the IDLE state. 
"advert generated" 
The "advert generated" causes a transition to the CHECK SERVICE GROUP state, 
which examines "service group". If "service group = 0", then there is no need to 
broadcast the packet. At the same time the node needs to stop generating advert 
packets. As a result there is a transition to the DROP VIDEO/STOP ADVERT state, 
which stops the generation of advert(s) packets, in this case the video packet is 
dropped and the "cancel service" message sent again to the higher order node. 
Control is then returned to the IDLE state and the service details cleared. 
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Alternatively, the "service group !=0 && video generated" path is followed to the 
COUNT state. This counts the generated advert packets and compares it with the 
count quantity. Count quantity is now the number of advert packets between video 
segments in this case. If count = count quantity, then a "video next" event occurs, 
which causes a transition to the RESTART VIDEO + ALTER TIMEOUT VALUE 
state. 
The RESTART VIDEO + ALTER TIMEOUT VALUE state has two functions. One, it 
restarts the broadcast of video packets by the video server, by transmitting a 
message to it. It also changes the broadcast timeout value to approximately the 
duration of the time interval between video packets as received by the Radio Base 
Station from the video server. Control is then passed to the BROADCAST state 
which sends the advert packet(s), or copies of it/them, to all of the members of the 
service group. Note the correct advert packet must be sent to the correct mobile 
terminal, since terminals can change cell during the advert transmission period. 
After this there is a transition to the INC. BROADCAST TIMEOUT state. This 
increments the broadcast timeout value to current time + timeout offset. Control is 
then passed back to the IDLE state. 
5.3.7 "broadcast timeout" 
The relevant states for the "broadcast timeout", are illustrated in Figure 33 
"broadcast timeout". 
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Figure 33 "broadcast timeout" 
The "broadcast timeout" event is self generated and causes a transition to the 
CLEAR SERVICE state. It is caused in response to a failure in the video stream 
from the video server to be either received in a timely fashion, or to fail. If the video 
stream is not received in a timely fashion, the service needs to be stopped such that 
the user is given a certain guaranteed quality of service in terms of video playback 
quality. 
The CLEAR SERVICE state has two main functions. It clears the service connection 
details and resets the timers. It then passes control to the NOTIFY HIGHER ORDER 
NODE state which cancels the connection of service to this node. It then transfers to 
the IDLE state. 
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5.3.8 "link okay" 
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Figure 34 "link okay" 
"link okay" handles the case of the service being initiated on this node under the 
instruction of a higher order node. This is caused by a "request service" event 
following the RUNNING SERVICE, "no", FORWARD TO HIGHER ORDER NODE 
path, which, if the service is available in the network, ultimately sends a "link okay" 
message to this node. The "link okay" message has two functions; it confirms that 
there is still a path to the node, by virtue of it arriving here, and causes a transition to 
the INC. SERVICE GROUP state which creates a connection to the users mobile 
terminal 
Control is then passed to the NOTIFY HIGHER ORDER NODE state, which confirms 
that a connection can be made to the user's terminal and ultimately results in the 
video stream being sent to the user. 
5.4 Radio Network Controller 
The state transition diagram for the Radio Network Controller is shown below. 
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Figure 35 Radio Network Controller State Transition Diagram 
The state transition diagram has one stable state; 
" IDLE 
IDLE is the default state and covers the case of the radio network controller not being 
required to transmit video or forward adverts. Whilst in the IDLE state time outs are 
run and state information regarding the service is stored. There are eight ways in 
which to exit this state; 
" request service == 1 && link okay == 0, 
" request service == 1 && link okay == 1, 
" cancel service, 
" Zinkokay==2, 
" video-in, 
" time out connection setup, 
" broadcast time out, 
" un_pause. 
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This are now explained in greater depth below. 
5.4.1 "request service == 1 && link okay == 0" 
The "request service == 1 && link okay == 0", deals with the case of a lower order 
node trying to establish a new connection to the video server, the states associated 
with this are illustrated below. 
-0 
Figure 36 "request service == 1 && link okay == 0" 
The "request service == 1 && link okay == 0" instruction causes a transition to the 
VIDEO SOURCE state which checks whether or not the service is already running at 
this node (video source == 1 if it is). If it is then there is a transition to the 
ALLOCATE REF. NUMBER state, via the "video source == 1" route, which starts 
the initiation of the connection from this node. 
This is performed in the following states; SET CONNECTION SETUP TIME OUT, 
SAVE SETUP DETAILS and NOTIFY LOWER ORDER NODE. These start the time 
out for the setup, thus preventing resources being held for all time at the node. They 
then save the address of the terminal that is requesting the service and notify the 
lower order node with a "link okay == 1" message, respectively. 
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If the service is not being run from this node, then there is a transition via the "video 
source == 0" path to the NOTIFY HIGHER ORDER NODE state. This does not 
result in any state information being held, since at this instant of time the node has no 
knowledge as to whether or not this service is in operation in the network, for 
example the video server could be down. 
5.4.2 "request service == 1 && link okay == 1" 
The alternative to a "request service == 1" message from a lower order node is that 
it is driven from a message received from a higher order. In this case "link okay == 
1", for details of how this condition arises refer to "request service == 1 && link 
okay == O". The states associated with this are illustrated below. 
-/ 
Figure 37 "request service == 1 && link okay == 1" 
In this case the reference index number used in association with this connection 
setup is allocated by the higher order node. This number is obtained via the GET 
REF. NUMBER state. After this it follows the path of; SET CONNECTION SETUP 
TIME OUT, SAVE SETUP DETAILS and NOTIFY LOWER ORDER NODE. These 
are covered in "request service == 1 && link okay == 0" above. 
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5.4.3 "cancel service" 
Les Dorrell 
The alternative to the setting up of a new service is to "cancel service". This is used 
when a user wishes to stop receiving the service and no other users of the service 
are covered by the lower order node. For example, the last user stops using the 
service within an Radio Base Station coverage area. This message causes a 
transition to the DEC. BROADCAST GROUP state. This clears the connection 
information regarding this service connection and decrements the "service group" 
counter. If "service group != 0" then nothing else changes and control is passed 
back to the IDLE state. The alternative is that "service group == 0", in which case 
the higher order node(s) need to be informed such that they stop sending the service 
to this node. This is done in the NOTIFY HIGHER ORDER NODE state and control 
is then passed back to the IDLE state. At the same time it is necessary to clear the 
service from the node in the CLEAR SERVICE state. This is illustrated in Figure 38 
"cancel service" below. 
SEC. BROA IDLE 
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Figure 38 "cancel service" 
Control is then passed back to the IDLE state. 
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5.4.4 "link okay == 2" 
The states associated with this message are illustrated in Figure 39 "link okay == 2" 
Der) 
L9 
NOTIFY Lo\ 
IDLE 
Figure 39 "link okay == 2" 
When this node processes a "request service == 1 && link okay == 1", or "request 
service == 1 && link okay == 0" with "video source == 1", it forwards a "link okay 
== 1" message to the lower order node(s). This has two functions; it instructs the 
86 
nk okýy == 2) 
Development of the Protocol Les Dorrell 
lower order nodes to include the routing in their broadcast group for the service and 
causes a verification message "link okay == 2" to be echoed back. This message 
confirms that the route to the user requesting the service is viable, if the message is 
returned in a timely fashion i. e. before the connection setup times out. 
When a "link okay == 2" message is received it causes a transition to the MODIFY 
BROADCAST GROUP state. This includes the connection details in the broadcast 
group for the service. After this it determines whether or not the reference number 
refers to this node or a higher order node, in the CHECK REF. NUMBER state. If it 
refers to a higher order node, in this case the gateway, it follows the "gateway 
number" path to the NOTIFY HIGHER ORDER NODE state. This repeats the 
message to the higher order node. It then transfers to the ADVERT PERIOD state. 
This state is also the next state from the CHECK REF. NUMBER state via the "this 
node number" path. 
The ADVERT PERIOD state, determines whether, or not, this node is aware of the 
need for an advert to be sent to the Mobile Terminal. If "yes ", then control is passed 
to the NOTIFY LOWER ORDER NODE state to inform it of the fact. Once this has 
been done and in the case of a "no" response, control is passed back to the IDLE 
state 
5.4.5 "video in" 
Figure 40 "video-in". 
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The "videojn" message causes a transition to the COUNT state, which determines 
whether or not an advert break is due. If an advert break is due then it is necessary 
to modify the broadcast time out offset in order to take this into account. If this didn't 
happen then the service would be cleared automatically by the node, when it fails to 
receive the next video packet in a timely fashion. 
The COUNT state has two possible outputs, "advert next" and "video next". 
"advert next" results in a transition to the INC. ADVERT TIMEOUT state and "video 
next" causes a transition to the INC. VIDEO TIMEOUT state. Both states increment 
the broadcast time out value to current time plus the respective offset. 
Once the broadcast time has been incremented, there is a transition to the 
BROADCAST VIDEO state. This copies and broadcasts the video packet to the 
members of the broadcast group. If the broadcast group is empty, then the packet is 
discarded. Control is then passed back to the IDLE state 
5.4.6 "time out connection setup" 
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Figure 41 "time out connection setup". 
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The "time out connection setup" is a self generated timeout and refers to a 
particular service connection setup. When it occurs it means that the particular 
connection has failed to be established in a timely fashion. It is a result of a "link 
okay == 2" message not being received back from a lower order node. The causes 
of this can be packet corruption, loss, link failure or excessive network delay (which 
would indicate that it is not viable to provide an acceptable quality of service to the 
mobile terminal). 
In response to this the node clears the connection setup details in the CLEAR 
SETUP DETAILS state. Control is then passed back to the IDLE state. 
5.4.7 "timeout broadcast" 
The relevant states for the "timeout broadcast", are illustrated in Figure 42 "timeout 
broadcast". 
IDLE 
Figure 42 "timeout broadcast " 
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The "broadcast timeout" event is self generated and causes a transition to the 
CLEAR SERVICE state. It is caused in response to a failure in the video stream 
from the video server to be either received in a timely fashion, or to fail. If the video 
stream is not received in a timely fashion, the service needs to be stopped such that 
the user is given a certain guaranteed quality of service in terms of video playback 
quality. 
The CLEAR SERVICE state has two main functions. It clears the service connection 
details and resets the timers. It then passes control to the NOTIFY HIGHER ORDER 
NODE state which cancels the connection of service to this node. It then goes 
transfers to the IDLE state. 
5.4.8 "un_pause" 
AdIL 
[FWD. TO HIGHER ORDER NODE 
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Figure 43 "un_pause " 
The "un_pause" message signals the end of advert insertion and is generated by 
the Radio Base Station when it has finished the advert insertion into the video 
stream. It then transmits an un_pause message to the video source, which 
effectively requests that the video source resumes the video transmission. 
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In the case of its arrival at the Radio Network Controller, it causes a transition to the 
FWD. TO HIGHER ORDER NODE state. This forwards the message to the higher 
order node, in this case the Gateway. Then returns control to the IDLE state. 
5.5 Gateway 
Figure 44 Gateway State Transition Diagram 
The state transition diagram has one stable state; 
" IDLE 
IDLE is the default state and covers the case of the gateway not being required to 
transmit. Whilst in the IDLE state time outs can occur and state information 
regarding the service is stored. There are nine ways in which to exit this state; 
" new-service, 
" available == 2, 
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9 link_okay == 2, 
" (available 11 build-route) timeout, 
9 broadcast-timer timeout, 
" broadcast-transmission timeout, 
" video_in, 
" un_pause, 
9 cancel service. 
This are now explained in greater depth below. 
5.5.1 "new-service" 
Les Dorrell 
The "new_service" request deals with the case of a lower order node trying to 
establish a new connection to the video server; the states associated with this are 
illustrated below. 
Figure 45 "new-service" 
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When a "new-service" request is received, the gateway allocates it a reference 
number in the ALLOCATE INDEX state. It then saves the connection details in the 
SAVE CONNECTION DETAILS state. After this it transfers control to the VIDEO 
SOURCE state. 
Since, in general, there are more than one Radio Network Controllers connected to 
the Gateway, or lower order nodes, it is possible that this service is already running 
via the Gateway, but not down the path requesting the service. If the service is being 
run through this node the variable/flag "video-source" is set. This fact is tested in 
the VIDEO SOURCE state, with two possible results "yes" or "no". Both conditions 
are now explained in greater depth. 
If "yes" ("video-source == 1"), it is necessary to check the viability of the route to the 
Mobile Terminal for delay and connectivity. This is done in the CHECK ROUTE 
state. The message which checks the routes viability, is also responsible for the 
building of the route on its return path on the lower order nodes. The build route 
timer must also be set, this is done in the SET BUILD ROUTE TIMER state. Control 
is then passed back to the IDLE state. 
The alternative exit from the VIDEO SOURCE state is "no" ("video-source == 0"), 
which directs control to the VIDEO AVAILABLE state. This checks to see if the 
Video Server is available. It is possible that two requests for the video service occur 
at the same time and that the first has already confirmed the availability of the service 
and progressed onto the CHECK ROUTE state. In this case it not necessary to 
contact the Video Server again, this fact is checked in the VIDEO AVAILABLE state. 
There are two possible exits conditions from the VIDEO AVAILABLE state, "yes" or 
"no". If it follows the "yes" path there is no need to contact the Video Server and 
control is passed to the CHECK ROUTE state. This has been explained above. 
The alternative exit from the VIDEO AVAILABLE state, is the "no" path. This 
transfers control to the ASK VIDEO SOURCE state. This sends a message to the 
Video Server, with "available == 1". It also sets a timer to ensure that the Video 
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Server responds in a timely fashion, thus indicating that it can give an acceptable 
quality of service to the user. Control is then passed back to the IDLE state. 
5.5.2 "available == 2" 
"available == 2" is the message returned from the Video Server, to confirm that it is 
, -AAL- CHECK ROUTE 
Figure 46 "available == 2" 
The available messages are indexed with the index number allocated to the relevant 
connection set up in the ALLOCATE INDEX state; not by the relevant Mobile 
Terminal's address details. This enables a simplified index, i. e. one number, and the 
timing out of the response by dropping the packet, when it is received. 
When a timely "available == 2" message is received, it causes a transition to the 
CHECK ROUTE state which is the next stage in the new service connection set up 
process. The CHECK ROUTE state, send a "link-okay == 1" to the lower order 
node in order to check the viability of the connection. After this control is passed to 
the SET BUILD ROUTE TIMER, which sets the associated build route timer then 
returns control to the IDLE state. 
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illustrated in Figure 46 "available == 2". 
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5.5.3 "link-okay == 2" 
The states associated with this message are illustrated in Figure 47 "link okay == 2" 
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Figure 47 "link okay == 2" 
When a "link-okay == 2" message is received it is first checked to see if it has been 
timed out. If it has been returned in a timely fashion, it causes a transition to the 
UPDATE BROADCAST TABLE state. This identifies the next hop along the route to 
the Mobile terminal which has requested the service, this is identified from its index 
number. 
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After this it passes control to the VIDEO SOURCE state, which checks to see if the 
video service is currently running through this node. It performs this function by 
checking the variable "video-source". There are two possible responses to this: 
"video-source == 1"; it is, or "video_source == 0"; it is not. In the case of it already 
flowing control is passed to the IDLE state. 
If "video-source == 0", control is passed to the TRIGGER VIDEO SOURCE state. 
This sends a message to the Video Server, instructing it to start transmitting the 
video service. After this the SET BROADCAST TIMER state initiates the 
"broadcast-timer timeout" timer and passes control back to the IDLE state. 
5.5.4 "(available 11 build-route) timeout" 
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((ava1t ble II buildroutejtimeout) 
k ti 
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CLEAR CONNECTION DETAILS 
Figure 48 "(available 11 build-route) timeout". 
All of these messages are self generated in the gateway and result in a transition to 
the CLEAR CONNECTION DETAILS state. Their intention is to ensure that the 
video can be delivered in a timely fashion and if there is a failure in any step of a new 
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service/connection set up the details are cleared after a given period of time. Each 
one is related to the following conditions. 
" The "available timeout", is generated if the video server fails, or fails to respond 
in a timely fashion to a request as to whether or not it can supply the service. 
" The "build route timeout" indicates either that the link to and from the Radio 
Base Station providing coverage to the relevant Mobile Terminal is broken, or 
suffering from excessive delay. 
5.5.5 "broadcast-ti mer timeout" 
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Figure 49 "broadcast-timer timeout". 
The "broadcast_timer timeout" event is self generated and causes a transition to 
the ATTEMPTS state. It is caused in response to a failure in the video stream from 
the video server to arrive when it is triggered. If the video stream fails to start the 
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service needs to be reinitialised, though this process cannot be continuously 
repeated. The ATTEMPTS state, therefore monitors the number of attempts made to 
trigger the video server with respect to the "repeat_send_gty". 
The ATTEMPTS state has two possible outcomes "attempts <= repeat-send-qty" 
and "attempts > repeat-send-qty". In the case of "attempts <= 
repeat-send-qt)(', control is passed to the RETRY state which sends a message to 
the Video Server instructing it to start broadcasting the video stream. It then transfers 
control to the IDLE state. 
"attempts > repeat-send-qty", results in a transition to the CLEAR SERVICE state. 
The CLEAR SERVICE state removes all stored data concerning this service from the 
gateway 
5.5.6 "broadcast transmission timeout" 
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Figure 50 "broadcast-transmission timeout". 
The "broadcast-transmission timeout" event is self generated and causes a 
transition to the CLEAR SERVICE state. It indicates that the video stream is no 
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longer being received in a timely fashion. This can be caused as a result of: 
excessive delay in the path to the PLMN, packet loss and either a failure in the Video 
Server or the link to it. 
In response to its occurrence the service is dropped, and the CLEAR SERVICE state 
removes all stored data concerning this service from the gateway. Control is then 
returned to the IDLE state. 
5.5.7 "video in" 
The "video_in" message indicates that a video packet has been received from the 
Video Server. The states associated with this message are illustrated in Figure 51 
"video in". 
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Figure 51 "video-in" 
It causes a transition to the CLEAR BROADCAST TIMER state, which sets 
"broadcast_timer = 0" thus clearing the associated time out. After this control is 
passed to the PAUSED state, which checks to see if it should be forwarding the 
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video or if there is an advert currently being generated by the lower order nodes. If 
"pause == 1" control is passed to the TRASH PACKET state, which drops the 
packet. The RESEND PAUSE COMMAND state then sends a repeat message to 
the Video Server instructing it to pause its transmission of the video stream. 
The alternative exit from the PAUSE state is that "pause != 1", which causes a 
transition to the COUNT state. The COUNT state is used to determine whether or 
not the video stream is at the end of a slot and it is time to insert an advert. The 
gateway must be aware of when an advert is due because it needs to adjust its time 
outs such that the video service is not dropped during the advert insertion period. 
The count value is compared to the count-flag, hence there are two possible exit 
conditions from the COUNT state, "count != count-flag" and "count 
count-flag". These are now discussed in greater depth. 
When "count != count-flag", it indicates that the next packet is a video packet. This 
causes a transition to the SET VIDEO SOURCE state, which records the fact that the 
video is flowing ("video-source == 1") and sets the time out offset value to 
"video-offset". Control is then passed to the INC. BROADCAST TRANSMISSION 
state. 
The alternative is that "count == count-flag", indicating that there is going to be an 
interruption in the video stream due to the insertion of an advert at a lower order 
node. This results in a transition to the SET PAUSE state and PAUSE VIDEO 
SOURCE state, which records the fact that there is a pause in the video stream and 
sets "video source == 0". The time out offset value is then set to "advert offset" 
and control passed to the INC. BROADCAST TRANSMISSION state. 
The INC. BROADCAST TRANSMISSION state, increments the value of 
"broadcast-transmission", which is used to monitor the timely arrival of the video 
stream. It increments it by either "video offset" or "advert offset". After this it 
passes control to the BROADCAST state. 
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The BROADCAST state forwards copies of the video packet to the relevant next 
hops as stored in the BROADCAST TABLE. Then passes control back to the IDLE 
state. 
5.5.8 "un_pause" 
The states associated with the "un_pause" message are illustrated in Figure 52 
"un_pause". 
mlý 
Figure 52 "un_pause" 
When an "un_pause" message is received, it indicates that one of the lower order 
nodes has stopped inserting the advert into the video stream and is requesting that 
the video stream be restarted. This means that it is necessary to reset "pause", so 
that the next received video packet is not trashed in the TRASH PACKET state. 
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The "un_pause" message causes a transition to the CLEAR PAUSE state, which 
sets "pause == 0". Control is then passed to the NOTIFY VIDEO SOURCE state, 
which forwards the message to the video source. 
5.5.9 "cancel service" 
The alternative to the setting up of a new service is to "cancel service". This is used 
when a user wishes to stop receiving the service and no other users of the service 
are covered by the lower order node. For example, the last user stops using the 
service within a Radio Network Controller coverage area. This message causes a 
transition to the DEC. BROADCAST GROUP state. This clears the connection 
information regarding this service connection and decrements the 
"broadcast-group" counter. If "broadcast-group != 0" then nothing else changes 
and control is passed back to the IDLE state. The alternative is that 
"broadcast-group == 0", in which case the Video Server needs to be informed so 
that they can stop sending the service to this node. This is done in the NOTIFY 
VIDEO SOURCE NODE state. Control is then passed to the CLEAR SERVICE 
state, which removes all stored data concerning this service from the gateway. This 
is illustrated in Figure 53 "cancel service" below. 
Figure 53 "cancel service" 
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Control is then passed back to the IDLE state. 
5.6 Video Server 
The state transition diagram for the video server is shown below. 
-ok 
Figure 54 Video Server State Transition Diagram 
The state transition diagram consists of three stable states; 
" IDLE 
" BROADCAST 
" PAUSE 
IDLE is the default state and covers the case of the video server not being required 
to transmit video, it is not the state occupied when adverts are being inserted into the 
video stream at the lower order nodes. It only leaves this state when it receives one 
of two messages "available", or "broadcast". 
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When the IDLE state receives an "available" request it transfers to the AVAILABLE 
state. The AVAILABLE state, sends a "video source available" message to the 
gateway and returns to the IDLE state. 
Once the video server receives the "broadcast" message from the gateway it moves 
to the BROADCAST state, whilst it is this state video packets are generated causing 
a "video packet" message. The "video packet" message transfers it to the COUNT 
state, which keeps count of the number of packets sent and compares this with the 
count quantity. The count quantity is the number of packets to be sent between 
adverts, in practice this could be varied, dependent on the exact nature of the video 
content, for example pop-videos aren't exactly four minutes in length. 
If the "count = count quantity", then a flag (count value) is set in the packet to 
inform the relevant nodes of the need to change time outs and insert advert packets 
into the stream. This is all performed in the INSERT state, the count variable is then 
reset to zero in the RESET COUNT state, before transferring to the SEND state. 
The alternative exit from the COUNT state is if "count != count quantity', this 
causes a transition to the SEND state. The SEND state is responsible for sending 
the video packet to the gateway, which then deals with its routing to its final 
destination(s). 
In order to stop the broadcast from the video server in order to insert the adverts into 
the video stream, it is necessary to send a "pause" message to the video server. 
This transfers the video server from the BROADCAST state to the PAUSE state, 
which prevents the sending of video. In order to prevent the video stream being 
paused at an inappropriate (mid video clip) place, the actual pause is generated in 
response to the network receiving a certain count value from the source. This means 
that it is also possible for the service provider to vary the number of video clips 
between adverts. 
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The standard way in which to leave the PAUSE state is by receipt of an "unpause" 
message from the network, which returns it to the BROADCAST state. The other 
two options are "stop" and "timeout". 
The "stop" transition indicates that the service is being cancelled and is generated 
inside the network, when the last video service user stops using the service. This 
can either be a user generated message, or network message in response to the 
user entering a cell which has no free bandwidth. It is also possible to "stop" whilst 
in the BROADCAST state. The "stop" message causes a transition to the RESET 
state, which causes all stored data concerning the connection to be cleared. 
The "timeout" transition prevents the video server from hanging in either the PAUSE 
or BROADCAST states. The timeout delays are set long enough for additional 
messages to be sent if the first is lost or corrupted inside the network, for example 
when initiating the video stream there are eight attempts allowed to start the service 
before clearing it down. The "timeout" message transfers to the RESET state, which 
clears all stored data regarding the connection. 
5.7 Updating the Local adverts 
The protocol as explained above doesn't take into account the upgrading of the local 
advertisements at the Radio Base Station, this is because it is a separate process. 
There are several ways in which the advertisements could be loaded to the nodes. 
9 Physically at the nodes themselves. 
9 Via a central management process. 
It is unlikely that the advertisements would be uploaded at the individual Radio Base 
Stations. In terms of implementation it would be time consuming to implement and 
almost impossible to monitor/secure. In fact the only effective way to monitor/secure 
the content of the advertisements, would be via a centrally managed process. 
Given the above arguments, there needs to be a separate process for writing the 
video code to the nodes, this could be as simple as a central management point, 
which keeps two copies of the adverts, copy_a and copy-b. When an advert 
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provider wishes to change or include/remove an advert from an area/region, they 
update copy-a. The central manager process notices the difference in the two 
copies and sends the new copy to the relevant Radio Base Station. Once the Radio 
Base Station has acknowledged successful reception/installation of the advert, the 
copy_a is also copied to copy_b and the Radio Base Station also deletes the old 
advertisement. 
By having copy--a and copy_b, there is protection against corruption when changing 
the advertisement. For further security it might be advantageous to keep them at 
different sites etc. In order to transfer the new advertisements to the Radio Base 
Stations it is suggested that a reliable transport protocol like TCP is used to manage 
the transfer. 
It should also be noted that the new advertisements are only likely to be updated 
during times of low network usage. This could be assumed to take place at night, 
though there is nothing stopping it from happening throughout the day during periods 
of low network usage. It is likely that the network provider will stop an update 
transaction in order to provide for a paying customer who requires the bandwidth. 
Currently, in the GSM network, software upgrades, frequency allocation changes to 
the Radio Base Stations etc. are carried out on the weekend/overnight. In the case 
of the frequency allocation changes, the network has to be shutdown whilst they take 
place. 
5.8 Summary 
This section has discussed the operation of the proposed protocol, detailing its 
operation at the individual nodes inside the network. It has also dealt with the issues 
involved in the updating of the local advertisements at the Radio Base Stations. The 
next chapter now goes onto deal the construction of the simulation model in OPNET. 
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6 Developing a Simulation Model 
In order to test the protocol, it was necessary to generate an appropriate model of a 
mobile network. For reasons discussed earlier a seven cell/segment model has been 
used. In order to vary the level of background traffic in the network clusters, 
background traffic generators have been included in the model. When they are not 
required the entire cluster is removed. This ensures that there is a balanced flow of 
Figure 55 Typical Simulation Model 
It consists of four major sections, namely. 
" Mobile Network implementation, 
" Background traffic generators, 
" Video traffic initiators, 
9 Video Source. 
These are now discussed in greater depth below. 
6.1 Mobile Network Implementation 
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background traffic into the gateway from the generators. For simplicity it is assumed 
that all background calls initiate from the PSTN part of the network. The layout of the 
typical simulation model is illustrated below, Figure 55 Typical Simulation Model. 
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The mobile network further subdivides into the following sections. 
" Gateway, 
0 Radio Network Controller, 
9 Radio Base Station, 
" Mobile Terminal. 
The functionality of these has been discussed in section 4.0 earlier, for the purpose 
of the network simulation they have been modelled in the following manner. 
6.2 Gateway 
A top level diagram of the gateway is shown in Figure 56 Gateway Internals. 
receiver -O 
Figure 56 Gateway Internals 
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It consists of a collection of receivers, transmitters, a queue (q_1) and functional 
element (act-router). Each node connected to the gateway is hardwired to one of 
the receivers (_1 to 8) inside the gateway, they are also connected to the 
corresponding transmitter (_1 to 8) for bi-directional communication on the link. The 
receivers are then connected to a queue (q_1). 
The queue is organised as a set of sub-queues, which model the delay of the 
preceding link and in the case of the background traffic the associated packet 
handling time for the gateway. Packets are read from the sub-queues in a cyclical 
manner, with one packet being read from sub-queue-1, sub-queue-2 and so on, until 
sub-queue-8 is reached where upon it reads a packet from sub-queue-1 etc. There 
is no priority given to any packets stored in the queue and empty sub-queue 
elements cause an immediate request for a packet from the next sub-queue in 
sequence. 
The gateway's functional element has three major functions; router, free terminal 
identifier and active part. The active part has been described earlier, so we will now 
concentrate on the remaining two functions. The routing has been implemented in 
the following manner, packets are fed into the router, which reads the destination 
address and routes the packet accordingly. Given the hierarchical structure of the 
network, fixed routing is used in this case. 
The gateway is also responsible for determining if a terminal is free before a 
connection can be made to it. In the real world this includes such functionality as 
where the terminal is located in the network, if it is already in use and if it is switched 
on. As earlier discussed this information is stored in the HLR and VLR. Given that 
this is a simulation model calls are being routed to a location, i. e. cell, and a free 
terminal within that cell, not to a uniquely addressed terminal which can exist in 
different locations, hence the gateway is only required to store details regarding 
usage of the terminals in the separate cells. Movement is only permitted in the case 
of there being a free terminal in the new cell otherwise the call is dropped. Therefore 
before a connection can be established to a cell, the gateway must first be 
interrogated to see if there is a free mobile terminal within it. 
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6.3 Radio Network Controller 
Its operation is similar to that of the gateway without the additional functionality of 
free terminal identifier, since there is only a need for one of these in the network. 
6.4 Radio Base Station 
Again the operation of the Radio Base Station is similar to that of both the gateway 
and radio network controller. The only difference here from what is expected is in the 
way that the radio links are modelled. The radio links have been modelled as bi- 
directional hardwired connections. The justification for this is that the work of this 
thesis is only interested in the network response to the flow of video and what 
happens when the advert is inserted. Hence the additional complexity of the radio 
link is not required. 
The protocol deals with the case of a bad connection or data corruption by using 
timeouts, ACK's and NACK's. It is assumed that errors on the radio link are dealt 
with at a lower layer. 
6.5 Mobile Terminal 
The internal diagram for the mobile terminal is shown below in Figure 57 Mobile 
Terminal Internals. 
a 
eceivei 
Figure 57 Mobile Terminal Internals 
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It consists of a traff ic generator, which is used to generate a set up packet for use by 
the node, a traff ic_shaper which handles the operation of the node, and a 
receiver/transmitter pair for handling the connection to the Radio Base Station. 
The traffic-shaper has two parts, the video handler, which has already been 
discussed, and the voice/background traffic handler. When the voice packets are 
received their reception is recorded and they are repeated back to their originating 
traffic generator. In this manner background traffic is created in the simulation 
model. In the real world however, background traffic would have a roughly equal 
probability of originating from either the PSTN or PLMN, the actual difference this 
entails to the flow of traffic within the network is negligible. 
6.6 Background Traffic Generators 
The background traffic generators are responsible for the initiation, movement and 
termination of the voice calls within the network. the call destination, initial and 
subsequent movement is generated on a random basis. If the destination is 
occupied then the call is dropped, which relates to the fact that if a user moves into a 
fully occupied cell then the call is dropped since there is insufficient bandwidth 
available to support the connection. Once a cell destination has been randomly 
generated, the gateway is contacted to see if there is a free terminal within the cell, if 
there is, then the call is allowed to proceed. Thereafter, call movement is determined 
as a result of a random number generator, which is periodically tested. The 
proposed new cell destination is then tested for a terminal availability. If one is 
available a connection is made to the terminal and the original terminal is freed up. 
Given that a seven cell network has been implemented, the probability of the 
subsequent cell location has been given equal probability. It is recalculated if the 
subsequent cell location is the same as the original cell location. The initial 
destination of the voice call is based upon a uniform distribution and implemented in 
the following manner (OPNET code). 
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dest_node_addr_p = op_dist_uniform(dest_node_max); 
if(dest_node_addr_p >6) 
{ 
dest_node_addr = RBS_7; 
} 
if((dest_node_addr_p < 6) && (dest_node_addr_p >= 5)) 
{ 
dest_node_addr = RBS_6; 
} 
if((dest_node_addr_p < 5) && (dest_node_addr p >= 4)) 
{ 
dest_node_addr = RBS_5; 
} 
if((dest_node_addr p< 4) && (dest_node_addr_p >= 3)) 
{ 
dest_node_addr = RBS_4; 
} 
if((dest_node_addr p< 3) && (dest_node_addr-p >= 2)) 
{ 
dest_node_addr = RBS_3; 
I 
if((dest_node_addr p< 2) && (dest_node_addr p >= 1)) 
{ 
dest_node_addr = RBS_2; 
} 
if((dest_node_addr-p < 1) && (dest_node_addr p >= 0)) 
{ 
dest_node_addr = RBS_1; 
} 
A similar process is used for call movement, and is repeated if the new destination 
address is the same as the original destination address. 
For the purpose of this model, the following parameters have been used for the 
operation profile of the voice traffic [26]. 
0 Bit rate 8 kbs''. 
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" Average call holding time 120 seconds. 
" Probability of movement 15 % over the duration of the call. 
" The probability of the cells original location is equally distributed amongst the 
number of cells. 
The average call holding time has been implemented in the following manner 
(OPNET code). 
call-duration =( op_dist_exponential(call_duration_mean)); 
call_end_time = op_sim_time() + call_duration; 
The justification for this is that the call holding time/duration follows a negative 
exponential distribution. 
In order to speed up the simulation run time of the model, the probability of 
movement for the individual call is calculated every 30 seconds. The probability of 
movement is a quarter of the probability of movement over the average duration of 
the call, i. e. 4.25 %. 
Once a call has been dropped there is a back off delay of ten seconds for the voice 
source. The purpose of this is to prevent, the new call being forced back to the 
previous call's route, when the network is fully occupied. It allows the level of 
background traffic to vary from nothing to the maximum number of background traffic 
generators included in the network. 
6.7 Video Traffic Initiators 
In the real world the choice as to whether or not to connect to a video service would 
be made at the mobile terminal by the user. In order to simplify this in the simulation 
model there is a cluster of video initiators in the network, which is a variation on the 
background traffic generator. The video initiator selects a random cell for initiating a 
video connection from, then contacts the gateway to determine if there is a free 
terminal in the cell. If there is, it sends a pseudo voice packet to the mobile terminal 
which instructs it to make a connection to the video server. A pseudo voice packet is 
used so that it causes no abnormalities in the network operation and is seen as part 
of the background traffic. 
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The generation of the random call duration length is again based on a negative 
exponential distribution with a call holding time set to 600 seconds. The connection 
initiation location is based on a uniform distribution and calculated in the same 
manner as the destination for the background traffic generators. 
The video initiator has no further contact with the mobile terminal, it doesn't maintain 
two way communication with it, until it either decides to simulate a mobile terminal 
movement in the network or terminate the connection to the video server. In the 
case of movement, it stops the current connection and frees it in the gateway, Then it 
tries to establish it's randomly generated new connection. If this is possible, it 
instructs the new cell's terminal that a video connection has moved to it. At this 
stage it must also send it its previous cell's address and whether or not it is receiving 
an advert. The Mobile terminal responds accordingly in each case. In the case of 
the video connection being moved to a cell with no free bandwidth (i. e. all the mobile 
terminals are in use), then the connection is dropped. 
The video initiator also contacts the mobile terminal to instruct it when to cancel the 
connection. This is based on a random call duration, which is generated when the 
call is initiated. Thus, the video initiator constantly checks this value against the 
simulation run time whilst the model is run. Once call has been terminated there is a 
fixed delay before a new one is initiated. 
6.8 Video Source 
The video source has been discussed earlier and in essence it is just a simple packet 
generator, of bit rate 64 kbitstsec. This forwards video packets to mobile teminal(s) 
the when instructed to do so. It can also be told to pause this packet generation, 
restart it again and stop the service. 
6.9 Summary 
The simulation of the problem has been based around the idea of a mobile network 
with a video server, which is ideal for testing the protocol. This is because in 
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operation it is what the network would behave like when the active advert insertion 
module is run. 
In practise though the active functionality provided by the separate processor at the 
nodes can be used for much more, i. e. the range of functions available is ideally 
limited by the imagination of the application developer. The processor power is split 
to form a multiple shared execution environment, as discussed earlier on. In this 
case each function would have a share of the available processing power, and 
memory. If more was required additional processors and memory, could be included 
at the node. In this respect the upgrading of the nodes could be quite straight 
forward, as long as there is available cabinet space and sufficient power. 
The simulation model was developed in OPNET version 7, running on an NT 
workstation. Given the complexity of the models they were run on a 1.4 GHz AMD 
Athlon processor with 1 Gbyte of RAM. Typical run times are indicated in the results 
section. 
Having discussed how the simulation model has been implemented in OPNET, the 
next chapter deals with the testing and verification of the protocol. 
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7 Experimental Work and Results 
The collection of results can be broken down into three sections. 
" Fixed movement within the same base station subsystem. 
" Fixed movement between different base station subsystems. 
" Video service termination and restarting 
" Random movements and video call generation. 
The results collected for the fixed movement between cells demonstrate that the 
protocol functions correctly in that it initiates, moves and terminates the connection to 
the old destination. For these, the duration of the individual video connection is set to 
be longer than the run time of the model so that we know exactly what is happening. 
During these tests the level of background traffic has been varied between 16% and 
48%. The tests have also been performed at three separate instants before the 
advert insertion period, during it and after it. 
The tests performed during the advert insertion period demonstrate that it is possible 
to generate the original advert stream in a neighbouring cell. In order to make it 
more visible in the graphical results, the bit rate for this advert stream has been 
halved. 
Results for movement between cells inside the same BSS and different ones were 
also generated. They show that the protocol functions correctly at the different 
nodes. The movement within the BSS is handled by the appropriate RNC, whereas 
the movement between different BSS is handled by the gateway. 
Each set of results can be further sub-divided into before advert, during and after 
advertisement insertion. These are the only times during which the mobile terminal 
can move. Thus if the protocol can handle each case over a5 minute simulation 
period it must be capable of performing the same operation over a longer time 
period. Random results have also been generated for the longer simulation run to 
support this argument. 
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In order to demonstrate that the protocol can terminate the video service and restart 
it correctly, video service termination and restarting tests have been run. This is 
where a service request is set up run for a short period of time, then a new service 
request is initiated and run for a period of time. In order to guarantee that the new 
connection can be made no background traffic has been included. 
The results collected for the random movement and duration of the video service are 
generated to demonstrate that the protocol functions for the general case and with no 
adverse effects on the network operation, i. e. the background traffic is still flowing 
correctly and in a timely fashion. This is demonstrated by the consistent end-to-end 
delays and sub-queue lengths. 
7.1 Explanation of Layout of Results 
The results presented in this section and appendices B, C&D have been generated 
by OPNET [42]. In every case the x-axis represents simulation runtime and has the 
units minutes. The y-axis represents the variable under consideration, for example in 
the case of the throughput traces the units are bits per second, this is summarised 
below in table 3. 
Variable x-axis y-axis 
Throughput minutes bits per second 
Queue Size minutes number of packets in a 
given queue 
(0 = empty to 1= infinite) 
End-to-End Delay minutes seconds 
Connections Allocated per 
Cell / Usage 
minutes number of terminals in use 
in a given cell 
Table 3 "Explanation of Results" 
The labelling of the plots is interpreted in the following manner. 
Object: Gateway-2-alt <-> RNC_1_ait[O] <- 
Indicates 
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9 the trace refers to the link between the Gateway and RNC_1, 
" <-> it is a bi-directional link, 
" <- refers to the traffic flowing from RNC_1 to the Gateway, -> would mean that it 
refers to the traffic flowing in the opposite direction. 
7.2 Fixed Movement (FM)in the Same Base Station Subsystem 
In this case movement has taken place between mobile terminals covered by cells 
RBS_1 and RBS_4. The number of terminals is the maximum quantity a cell can 
support i. e. 42. If the movement cannot be made to the new cell the video 
connection is dropped, for example x-mobile terminals within the cell are currently 
taking part in voice connections then x-connections are dropped. 
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7.2.1 Before Advert Insertion 
No Background Traffic -FM in Same BSS Before Advert Insertion 
Object: Gateway_2_alt <-> RNC 1_alt [0] <-- 
point-to-point. throughput (bits/sec) 
80,000 
0I Object: Gateway_2_alt <-> RNC_1_alt [01 --> 
point-to-point. throughput (bits/sec) 
160,000 
0. Object: RNC_1_alt <-> RBS_1 [0] <-- 
point-to-point. throughput (bits/sec) 
80,000 
oI Object: RNC_1_alt <-> RBS_1 [0] -> 
80,000 
point-to-point. throughput (bits/sec) 
0 
Object: RNC_1_alt <-> RBS_4 [0] <-- 
point-to-point. throughput (bits/sec) 
40,000 
0 
Object: RNC_1_alt <-> RBS_4 [0] --> 
80,000 
point-to-point. throughput (bits/sec) 
Om 1m 2m 3m 4m 5m 6m 
Figure 58 "RNC_1 to RBS_1 and RBS_4" 
Figure 58 "RNC_1 to RBS_1 and RBS_4", shows the traffic flow between the 
gateway and RNC_1 _alt. 
This is the video traffic and the associated control 
messages for setting up the service and starting the video flow. The small spike at 3 
min 20 sec represents the control messages being sent to the mobile terminals telling 
them to simulate moving to the mobile terminals covered by RBS_4. 
The pair of graphs below, are for the link RNC_1 _alt 
to RBS_1, and shows the flow 
of video to the mobile terminals in cell covered by RBS_1. They show the initial call 
set up messages being sent to the RNC_1 from RBS_1 and the resulting flow of 
video to the cell. The spike in the flow of data to the cell is the control message 
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telling the mobile terminals that they are no longer connected to the video source, i. e. 
that any traffic sent to them must not be responded to unless it is part of a new 
connection set up. This simulates the exit of the mobile terminal from the cell. Note 
it doesn't inform the local RBS that it has left the cell. After the spike the RBS 
continues broadcasting to the mobile terminals within the cell, until the lack of 
acknowledgement (ACK) packets causes the dropping of the connection. This is 
followed by a solitary message to RNC_1 telling it to stop forwarding the video to 
RBS_1. 
The last pair of graphs, Figure 58 "RNC_1 to RBS_1 and RBS_4" illustrate the 
connection between RNC_1 _alt 
to RBS_4, the first one illustrates the response to the 
instructions sent to the mobile terminals telling them that video connections are being 
moved to them. The second illustrates the flow of video to the mobile terminals 
within the cells. The pause in the video after 4 min for 30 secs represent the advert 
insertion period. 
We will now go onto consider the connections to the individual mobile terminals, in 
Figure 59 "RBS_1 &4 to Mobile terminal". 
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>rý 
Object: Gateway_2_alt <-> RNC_1_alt [0] <-- 
point-to-point. throughput (bits/sec) 
80,000 
01 Object: Gateway_2_alt <-> RNC_1_alt [0] --> point-to-point. throughput (bits/sec) 
160,000 
0 
Object: RBS_1 <-> mobile 
_terminal _1 
[0] <-- 
point-to-point. throughput (bits/sec) 
800 
0 
Object: RBS_1 <-> mobile 
_terminal _1 
[0] --> 
point-to-point. throughput (bits/sec) 
80,000 
0J 
Object: RBS_4 <-> mobile terminaL 169 [0] <-- 
point-to-point. throughput (bits/sec) 
800 
0 !! VVlVVlVVlIV« Object: RBS_4 <-> mobile _terminal _169 [0] --> point-to-point. throughput (bits/sec) 80,000 
0 
Om 1m 2m 3m 4m 5m 6m 
Figure 59 "RBS_1 &4 to Mobile terminal". 
This contains the Gateway-2-alt to RNC_1 _alt plots 
for reference, since they contain 
the movement instruction packets. The plots of RBS_1 to mobile-terminal-1, 
illustrate the flow of video packets to the mobile terminal (RBS_1 <-> 
mobile-terminal-1 ->) and the resulting acknowledgement packets. Of particular 
interest is stop of acknowledgement packets inline with the spike on the plot of 
Gateway-2-alt to RNC_1 
_alt, which 
is expected and the continuation of the video 
packets to the mobile terminal for a short period of time. It is important that the video 
is still sent to the mobile terminal for this period of time, since it prevents the video 
connection being lost if the ACK packet is lost or corrupted. 
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The second pair of graphs represent the connection between RBS_4 and 
mobile_terminal_169. It shows the set up response, generated by the mobile terminal 
when instructed that a connection is being moved to it, followed by the flow of video 
and associated acknowledgement messages. It is important to note that RBS_4 
keeps transmitting to the mobile terminal when there is an advert break in the flow of 
video traffic from the gateway to the radio network controller. This represents the 
advertisement which is being inserted by the radio base station. 
We will now consider results generated in the presence of background traffic. 
16% Background Traffic -FM in Same BSS Before Advert Insertion 
16 % background traffic means that only the voice connections created by the 
background traffic initiators connected to traffic_source_combiner_1 have been 
enabled. The background traffic consists of voice calls, with the parameters 
discussed earlier, the video traffic represents 42 connections. In this case when the 
call movement is made, if the movement fails (i. e. it is blocked) the video source tries 
again to route the call to RBS_1. 
The results are presented and discussed below. 
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gateway. RBS_usage_7 
20 
0 
gateway. ABS_usage 6 
20 
0 
gateway. RB S_usage_4 
80 
0 
gateway. RBS_usage_5 
20 
0 
gateway. RBS_usage 3 
16 
gateway. RB S_usage_2 
20 
0 
gateway. RB S_usage_1 
80 
0 
Om 1m 2m 3m 4m 5m 6m 
Figure 60 "Number of Connections Allocated per Cell" 
Figure 60 "Number of Connections Allocated per Cell", shows the random distribution 
of connections in the simulation model, this is collected at the gateway which 
maintains a record of the quantity of connections in use and their destinations. The 
individual traces represent the number of mobile terminals in use in a given cell, for 
example gateway. RBS_usage_7 shows the random variation in the number of voice 
connections to mobile terminals within cell_7. 
Gateway. RBS_usage_1, shows the allocation of 42 video connections to RBS_1 at 
set up. The trace then drops to zero then increments when voice connections are 
made to the freed up mobile terminals inside the cell and the blocked video 
connections. The results are almost reversed for the plot of gateway. RBS_usage_4, 
shows that voice calls are being made to the cell covered by RBS_4, then there is 
rapid increase as all the free mobile terminals are seized by the moving video 
connections. The subsequent variation in the plot represents the movement of the 
voice calls. 
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The movement of the traffic in the network is illustrated in Figure 61 "Gateway to 
RNC's and RNC 1 to RBS 1 and RBS 4" below. 
Object: Gateway_2_alt <-> RNC 1_alt [01 <-- 
point-to-point. throughput (bits/sec) 
400,000 
0-1 
Object: Gateway_2_aIt <-> RNC_1_alt [01 --> 
point-to-point. throughput (bits/sec) 
400,000 
0-P Object: Gateway_2_alt <-> RNC_2_alt [0] <-- 
point-to-point. throughput (bits/sec) 
400,000 
0 
Object: Gateway_2_alt <"> RNC_2_alt [0] --> 
point-to-point. throughput (bits/sec) 
400,000 
0 Object: RNC_1_alt <-> RBS_1 (0] <-- 
point-to-point. throughput (bits/sec) 
80,000 
0 Object: RNC_1_alt <-> RBS_1 [0] --> 
point-to-point. throughput (bits/sec) 
200,000 
O Object: RNC_1_alt <-> RBS_4 [O] <-- 
point-to-point. throughput (bits/sec) 
200,000 
0 
Object: RNC_1_alt <-> RBS_4 [0] --> 
point-to-point. throughput (bits/sec) 
200,000 
r- 
0 
Om 1m 2m 3m 4m 5m 6m 
Figure 61 "Gateway to RNC's and RNC_1 to RBS_1 and RBS_4" 
The plots of gateway-2-alt to RNC_ show the bi-directional flow of the background 
traffic, they follow roughly the same profile with the traffic to the node having an 
increment of 64 kbs"' because of the video traffic. The 30 sec drop in the traffic is 
due to the pause in the video traffic during the advert insertion period. 
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As expected, the plots of the traffic to and from RNC_2 from the gateway are roughly 
identical. This is because they only contain bi-directional voice/background traffic. 
The plots of the traffic between RNC_1 and RBS_1, show that not all the traffic to the 
cell covered by RBS_1 is video traffic with some voice traffic connected to the cell 
before all of the video connections were set up. The initial spike though represents 
the video set up messages and the increment of traffic in the return path represents 
the exit of the video connections from the cell, being replaced with bi-directional 
traffic. In the path to the radio base station there is a consistent flow of traffic 
representing the video traffic then an overall increase in the level of traffic as the 
connections are replaced with voice calls, the step drop represents the insertion of 
adverts into the video stream to those video connections that have been re-initialised 
after they have failed to move. 
In the case of the connection to RBS_4, the graphs show the initial flow of the 
background traffic. This is followed by a step increase in the level of outbound traffic 
when the video connections move to this cell, the subsequent drop in the traffic flow 
again represents the advert insertion period. 
Figure 62 "RBS_1 to mobile-terminal-36 and RBS-4 to mobile-terminal-1 99", 
illustrate the flow of video traffic and its acknowledgement in each cell. Again the 
results show the connection movement and the video insertion by RBS_4. 
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11: 11 X1 
Object: mobile-terminal-36 <-> RBS_l [0] <-- 
point-to-point. throughput (bits/sec) 
80,000 
40,000 
0 Object: mobile_terminal_36 <-> RBS_l [U] --> 
point-to-point. throughput (bits/sec) 
800 
400 
0 
Object mobile_terminal_19li <-> RE: S_4 [0] <-- 
point-to-point. tt-rougl-put (bits/sec) 
80,000 
40,000 
0 
Object: mobile_terminal_199 <-> RBS_4 [0] --> 
point-to-point. throughput (bits/sec) 
800 
400 
I B M 
0 
Om lm 2m 3m 4m 5m Gm 
Figure 62 "RBS_1 to mobile-terminal-36 and RBS_4 to mobile_terminal_199", 
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7.2.2 During Advert Insertion 
No Background Traffic -FM in Same BSS During Advert insertion 
Object: Gateway_2_alt <-> RNC_1_alt [0] <"- 
point-to-point. throughput (bits/sec) 
80,000 
40,000 
0 
Object: Gateway_2_alt <-> RNC 1 alt [0] --> 
point-to-point. throughput (bits/sec) 
80,000 
40,000 
0 
Object: Gateway-2-alt <-> RNC_2_alt [0] <-- 
point-to-point. throughput (bits/sec) 
1.0 
0.5 
0.0 
Object: Gateway_2_alt <-> RNC_2_alt [0] --> 
point-to-point. throughput (bits/sec) 
1.0 
0.5 
0.0 
IIIII 
Om 1m 2m 3m 4m 5m 6m 
Figure 63 "Gateway to RNC_1 and RNC_2" 
Figure 63 "Gateway to RNC_1 and RNC_2", shows the video connection initialisation 
requests flowing from RNC_1 to the gateway and the flow of video to the RNC_1. At 
the edge of the advertisement insertion break in the video flow it is also possible to 
see the spike of movement instructions flowing to RBS_1 and RBS_4. We will now 
examine what happens on the links between the RNC_1 to RBS_1 and RBS_4 as 
illustrated in Figure 64 "RNC_1 to RBS_1 and RBS_4". 
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Object: RNC_1_alt <-> RBS_1 [01 <-- 
point-to-point. throughput (bits/sec) 
80,000 
40,000 
0 
Object: RNC_1_alt <-> RBS_1 [01--> 
point-to-point. throughput (bits/sec) 
80,000 
40,000 
0 
Object: RNC_1_alt <-> RBS_4 [01 <-- 
point-to-point. throughput (bits/sec) 
120,000 
60,000 
0 Object: RNC_1_alt <-> RBS_4 [01--> 
point-to-point. throughput (bits/sec) 
120,000 
60,000 
0 IIIIýII. 
Om 1m 2m 3m 4m 5m 6m 
Figure 64 "RNC_1 to RBS_1 and RBS_4" 
This illustrates the initial set up of the flow of video traffic to the mobile terminals 
within the cell covered by RBS_1 and the resulting video traffic. Again at the end of 
the video flow it is possible to see the movement instructions. Note even though the 
video connections are moved during the advert insertion period, the video flow to 
RBS 1 is still cancelled. 
The second pair of graphs represent the movement instructions being sent to the 
mobile terminals in RBS_4, in this case the mobile terminals are also made aware of 
the fact that they should be receiving an advertisement. After the advert insertion 
period, the video stream is restarted and forwarded to RBS_4 not RBS_1. 
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Object: RBS_i <-> mobile _terminal _1 
[0] <-- 
point-to-point. throughput (bits/sec) 
800 
400 
0 
Object: RBS_1 <-> mobile-terminal-1 [0] -'> 
point-to-point. throughput (bitslsec) 
80,000 
40,000 
0 Object: RBS_4 <-> mobile _terminal _169 [0] <-- 
2,000 
point-to-point. throughput (bits/sec) 
1,000 
0 Object: RBS_4 <-> mobile terminaL 163 [0] --> 
point-to-point. throughput (bits/sec) 
80,000 
40,000 
0 IlIIýII 
Om 1m 2m 3m 4m 5m 6m 
Figure 65 "RBS_1 to mobile_terminal_1 and RBS_4 to mobile_terminal_169" 
Figure 65 "RBS_1 to mobile_terminal_1 and RBS-4 to mobile_terminal_169, shows 
what is happening at the individual terminals. In the case of RBS_1, the video and 
acknowledgements stop when the terminal moves from the cell. Again there is a 
short period of unacknowledged video to the mobile terminal, to handle the case of 
loss of an acknowledgement packet. 
The plots for RBS_4 clearly show the movement of the video stream during the 
advertisement insertion period. The initial spike sent to the RBS_4 also requests that 
an advertisement is sent to the mobile terminal and states which one it should be, 
after that it settles into the expected acknowledgement pattern. The plot of traffic to 
the mobile terminal, consists of two steps, the first step represents the advertisement 
generated by the node. Its bit rate is less than the video streams for ease of 
identification and in reality would be identical. The second step represents the video 
from the video server. 
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16% Background traffic -FM in Same BSS During Advert Insertion 
16 % background traffic means that only the voice connections created by the 
background traffic initiators connected to traffic-source-combiner-1 have been 
enabled. The background traffic consists of voice calls, with the parameters 
discussed earlier; the video traffic represents 42 connections. In this case when the 
call movement is made, if the movement fails (i. e. it is blocked) the video source tries 
again to route the call to RBS_1. 
The results are presented and discussed below. 
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Figure 66 "Gateway Connections" 
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Figure 66 "Gateway Connections", shows traces of the two routes to the radio 
network controllers and of the route to traffic-source-combiner-5 which connects to 
the video initiators and the video server. The plots of the traces to the radio network 
controllers show the effect of the video traffic on the link to RNC_1, in that it is 
possible to observe the offset caused by the video traffic and the drop during the 
advert insertion period. The traces for the connection to RNC_2 are of similar 
magnitude and shape, which is as expected for balanced bi-directional traffic. 
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Figure 67 "RNC_1 to RBS_1 and RBS_4" 
Figure 67 " RNC_1 to RBS_1 and RBS_4", shows the traces for the connections 
between the radio network controller and the relevant radio base stations, with 
RBS_1 being the initial destination of the video traffic and RBS_4 where it is moved 
to. By inspection it can be seen that there are voice connections on the link to 
RBS_1, but the majority of the traffic is video. The initial spike from RBS_1 to 
RNC_1 is the video set up messages after that there is the return path of a voice 
connection. The path to RBS_1 shows the flow of video and voice followed by the 
movement instruction after which the number of voice calls are incremented. The 
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rapid step up in the traffic flow towards the end of the trace indicates that not all of 
the video connections were moved and that some have been re-initialised at RBS_1. 
The traces for the route to RBS_4 show the initial voice traffic. The rapid spikes 
indicate the control messages moving the video connections to RBS_4. During the 
advertisement insertion period there is some movement in the voice traffic. Then 
there is a large step in the traffic level as the video stream is resumed after the 
advertisement insertion period. 
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Figure 68 "RBS_1 to mobile-terminal-28" 
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Figure 69 "RBS_4 to mobile_terminal_199" 
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Figures 68 & 69 "RBS_1 to mobile-terminal-28" and "RBS-1 to 
mobile_terminal_199" show the flow of video to a mobile terminal in the cell covered 
by RBS_1 and the associated acknowledgement packets. Then the effects of the 
movement instruction to the cell covered by RBS_4 are seen, again the step in the bit 
rate to the mobile terminal is caused by the reduced bit rate of the advert caused by 
it's movment during the advert insertion period. 
7.2.3 After Advert Insertion 
No Background Traffic -FM in Same BSS After Advert Insertion 
Figure 70 "Gateway-2 to RNC_1 and RNC_2", shows the flow of packets to and from 
the two base station sub-systems. The flow of traffic from RNC_1 shows the initial 
service set up messages and at approximately 5 minutes, the message that requests 
the movement to RBS_4. Note there is no traffic to RNC_2, as expected since there 
is no background traffic in the network. 
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Figure 70 "Gateway to RNC_1 and RNC_2" 
Figure 71 "RNC_1 to RBS_1, RBS_2, RBS_3 and RBS_4", shows the movement of 
the video stream from RBS_1 to RBs_4. Note the advert insertion period in the video 
stream indicates the successful pausing and restarting of the video stream, it also 
shows the movement instruction. As expected, the video stream still continues to 
flow to the cell. This is because the radio base station becomes aware of the mobile 
terminals leaving the cell by the absence of acknowledgement packets to the video 
stream. A time out interval is required to handle the case of loss, or corruption, of the 
acknowledgement messages. 
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Figure 71 "RNC_1 to RBS_1, RBS_2, RBS_3 and RBS_4" 
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Figure 72 "RNC_2 to RBS_5, RBS_6, and RBS_7" 
As expected Figure 72 "RNC_2 to RBS_5, RBS_6, and RBS_7", shows no traffic 
flow, given that there is no background traffic in the network. 
Figures 73 "RBS_1 to Mobile-terminal-l" and Figure 74 "RBS_4 to 
Mobile-terminal-169", show the movement of traffic at the actual mobile terminal 
level. Here, mobile_terminal_1 and mobile-terminal-169 represent the same 
terminal, before and after the terminals movement between the two cells. The trace 
indicates that the advertisement is successfully inserted by RBS_1 before the 
movement and that movement is successful. The timeout period between the ending 
of acknowledgements in cell-1 and the termination of the video flow is also evident. 
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Figure 73 "RBS-1 to Mobile-terminal-1 
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Figure 74 "RBS_4 to Mobile_terminal_169" 
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16% Background Traffic -FM in Same BSS After Advert Insertion 
16% background traffic means that only the voice connections created by the 
background traffic initiators connected to traffic-source-combiner-1 have been 
enabled. The background traffic consists of voice calls, with the parameters 
discussed earlier, the video traffic represents 42 connections. In this case when the 
call movement is made, if the movement fails (i. e. it is blocked) the video source tries 
again to route the call to RBS_1. 
Figure 75 "Number of Connections Allocated per Cell", shows the distribution of 
connections throughout the network. The rapid step change in both 
gateway. RBS_usage_1 and gateway. RBS_usage_4 indicates the movement of the 
video connections. The variation in gateway. RBS_usage_4 before and after the step 
change indicates the presence of background traffic. 
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Figure 75 "Number of Connections Allocated per Cell" 
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We now examine the traffic to the separate Base Station Sub-systems as illustrated 
in Figure 76 "Gateway to RNC_1 and RNC_2". Both sets of traces indicate the 
presence of background traffic, the presence of the video traffic can be observed in 
the difference in the bit rate for each direction on the link to RNC_1. In general the 
shape of the traffic plots are the same though, with the effect of the video overlaid. 
For example, the shape of the video stream and advert insertion period can clearly 
be identified in the trace for Gateway-2-alt <-> RNC_1 _alt 
[0] ->. 
The trace for Gateway-2-alt <-> RNC_2_alt [0] ->, also indicates that no video has 
been routed to this Base Station Sub-system, because both directions on the link 
indicate similar traffic levels. 
point-to-point. thiroughput (bit*/secl MOM 
Object: Gateway_2_alt <-> RNIC-1-alt [01 <-- 
point-to-point, throughput (bits/sec) 
400,000 
200,000 
04 
RNC 1 It [01 --> 
i 
Object: Gateway_2-alt <-> 
- -a point-to-point. throughput (bits? sec) 
400,000 
200,000 
0J 
Object: Gateway_Lalt <-> RNC 2 alt [01 <-- 
point-to-point. ihroughput (bits/sec) 
400,000 
200,000 
rdcfL'ýý 1 
ject: Gateway 2 alt <-> RNC 2 alt [01 Ob 
point-to-point. throughput (bits/sec) 
400,000 
200,000 
0 
Om 1m 2m 3m 4m 5m 6m 
Figure 76 "Gateway to RNC_1 and RNC_2" 
The movement between RBS_1 and RBS_4 is illustrated in Figure 77 "RNC_1 to 
RBS_1, RBS_2, RBS_3 and RBS_4", where the presence of background traffic to all 
of the cells is clearly evident. The advertisement insertion period can be observed 
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prior to the movement of the video connections. Again the behaviour of the traffic to 
RBs_1 after the advertisement period indicates that not all connections were 
successfully moved and were restarted. Likewise the traces to RBS_4 supports this 
since it is evident that voice connections still flow to the cell. 
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Figure 77 "RNC_1 to RBS_1, RBS_2, RBS_3 and RBS_4" 
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Figure 78 "RNC_2 to RBS_5, RBS_6, and RBS_7" 
The traces for Figure 78 "RNC_2 to RBS_5, RBS_6, and RBS_7", illustrate the 
background traffic flow to the individual cells within the Base Station Sub-system. 
The similarity of the bit rates to the individual cells indicates that the only traffic 
present is voice. 
Figure 79 "RBS_1 to Mobile_terminal_26 and RBS_4 to Mobile_terminal_202", show 
the movement of the video traffic between cells and the resulting acknowledgement 
packets from the mobile terminals. Again it shows the continuing flow of the video 
stream to mobile-terminal-26, due to the time out period. 
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Figure 79 "RBS_1 to Mobile_terminal_26 and RBS_4 to Mobile-terminal-202" 
7.3 Fixed Movement Between Base Station Subsystems 
In this case movement has taken place between mobile terminals covered by cells 
RBS-1 and RBS-6. The number of terminals is the maximum quantity a cell can 
support i. e. 42. If the movement cannot be made to the new cell the video 
connection is dropped, for example if x-mobile terminals within the cell are currently 
taking part in voice connections then x-video connections are dropped. The objective 
of these tests is to show that movement can be made between different base station 
subsystems, this means that the movement takes place at the gateway, because 
RIBS 1 is connected to RNC 1 and RBS 6 is connected to RNC 2. 
7.3.1 Before Advert Insertion 
No Background Traffic -FM Between BSS's Before Advert Insertion 
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Figure 80 "Gateway to RNC-1 and RNC-2. " 
Figure 80 "Gateway-2-alt to RNC-1 and RNC-2", shows the flow of packets to and 
from the two base station sub-systems. The flow of traffic from RNC-1 shows the 
initial service set up messages and at time approximately =4 minutes, the message 
that cancels the flow of video to RNC-1 in response to the timeout of ACK messages 
from RBS-1. The flow of data to RNC-1 represents the video stream with the spike 
towards the end the movement instruction sent from the video initiators. Note that 
the video is still sent to RNC-1 after the movement instruction, this is because the 
cancellation of the flow relies on the mobile terminals within the cell no longer 
acknowledging the video packets because they have left the cell. The delay in the 
response is intended to cater for the possibility of lost/corrupted acknowledgement 
packets. 
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The plots for the gateway to RNC_2 show the initial movement messages and the 
flow of the video stream. The end of the video stream represents the beginning of 
the advert insertion period. 
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Figure 81 "RNC_1 to RBS_1 to RBS_4" 
Figure 81 "RNC_1 to RBS_1 to RBS_4", shows the data transfer between RNC_1 
and the radio base stations within its associated base station sub-system. Since 
there is no background traffic in the network, there is no packet flow on the links to 
RBS_2, RBS-3 and RBS_4. The plot for the flow of data from RBS_1 illustrates the 
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initial service set up messages. The plot for the flow of packets to RBS_1 shows the 
requested video stream, with the spike being the cell movement command. 
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Figure 82 "RNC_2 to RBS_5, RBS_6 and RBS_7' 
Figure 82 "RNC-2 to RBS-5, RBS-6 and RBS-7", shows the data flow between 
RNC-2 and its associated base station sub-system. As expected there is data 
transfer between RNC-2 and either RBS-5 or RBS-7, since there is no background 
traffic in the network. In the case of the connection from RBS_6 there are the initial 
messages from the mobile terminals which simulate the movement of them into this 
cell. This is followed by the response in terms of the video stream from RNC-2. The 
end of the video stream represents the beginning of the advertisement insertion 
period. 
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16 % Background Traffic -FM Between BSSs Before Advert Insertion 
16% background traffic means that only the voice connections created by the 
background traffic initiators connected to traffic-source-combiner-1 have been 
enabled. The background traffic consists of voice calls, with the parameters 
discussed earlier, the video traffic represents 42 connections. In this case when the 
call movement is made, if the movement fails (i. e. it is blocked) the video source tries 
again to route the call to RBS_1. 
Figure 83 "Number of Connections Allocated per Cell", shows the distribution of 
connections throughout the network. The rapid step change in both 
gateway. RBS_usage_1 and gateway. RBS_usage_6 indicates the movement of the 
video connections. The variation in gateway. RBS_usage_6 before and after the step 
change indicates the presence of background traffic. 
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Figure 83 "Number of Connections Allocated per Cell" 
Figure 84 "Gateway to RNC_1 and RNC_2 illustrates the flow of traffic to and from 
the separate base station sub-systems. Of interest is the difference in magnitude 
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between the data flow to and from RNC_l. This is due to the presence of the video 
stream. Towards the end of the trace to RNC-1 the advert insertion period can also 
be observed, this indicates that not all the video connections could be moved to the 
cell covered by RBS-6 (this was also indicated by the trace for 
gateway. RBS-usage-6 showing the presence of voice traffic). 
The traces for gateway to RNC_2 show a spike for the movement instruction and the 
resulting step up in the traffic due to the video stream. The advert insertion period 
and the subsequent re-starting of the video stream follow this. 
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Figure 84 "Gateway to RNC_1 and RNC_2" 
In Figure 85 "RNC_1 to RBS_1, RBS_2, RBS_3 and RBS_4", we see the traffic flow 
to and from RNC_1 being broken down into its component parts, i. e. that which 
serves the individual radio base stations. The traces for RNC_1 to RBS_1, show the 
set up messages for initialising the video stream, the resulting video stream, anda 
smaller spike for the cancellation and movement instructions. The start of 
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background traffic to the cell after the movement of the video and further confirmation 
that some video connections were reinitialised in the cell, by the evidence of the 
advert insertion period step changes. 
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Figu re 85 "RNC- 1 to RBS-1, RBS-2, RBS-3 and RBS -4" 
Figure 86 "RNC-2 to RBS-5, RBS-6 and RBS-7", illustrates the background traffic 
to all of the cells within the base station sub-system. The spike on the RNC-2-alt <- 
> RBS_6[0] -> trace is the movement instruction and a resulting step change caused 
by the video stream occurs in the trace to RBS_6. It is also possible to identify the 
advert insertion period and the re-starting of the video stream after it. 
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Figure 86 "RNC_2 to RBS_5, RBS_6 and RBS_7' 
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Figure 87 "RBS_1 to mobile_terminal_10" 
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The two plots, Figures 87 and 88, for the connections to mobile-terminal-10, show 
the video traffic flow to a mobile terminal in RBS-11's coverage region and it's 
replacement with a voice connection after the move. The second plot to 
mobile-terminal-219 shows the presence of background traffic, then the movement 
of video traffic to the mobile terminal. 
7.3.2 During Advert Insertion 
No Background Traffic -FM Between BSSs During Advert Insertion 
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Figure 89 "Gateway to RNC-1 and RNC-2" 
Figure 89 "Gateway to RNC-11 and RNC-2", shows the video connection initialisation 
requests flowing from RNC-1 to the gateway and the flow of video to the RINIC - 
1. At 
the edge of the advertisement insertion break in the video flow it is also possible to 
see the spike of movement instructions flowing to RBS-1 and RBS-4. 
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It also shows the connection to RNC-2, where the movement instruction spike can 
be seen flowing to the gateway. This is in response to the instruction sent to RNC-2. 
Note there is no immediate response in terms of the flow of the video stream, 
because the movement occurs during the advertisement insertion period. 
We will now examine what happens on the links between the RNC-1 to RBS-1, 
RBS-2, RBS-3 and RBS-4 as illustrated in Figure 90 "RINIC-1 to RBS-1, RBS-2, 
RBS_3 and RBS_4". 
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Figure 90 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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As expected the traces referring to RBS-2, RBS-3 and RBS-4, show no traffic since 
there is no background traffic flowing in this simulation run. The traces for the link to 
RBS-1 show the video initialisation spike being sent to the radio network controller. 
This is followed by the video stream flowing to RBS-1, in response to the request. 
The video stream then stops at the advertisement slot, at the edge of which the 
movement instruction can be seen. 
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Figure 91 "RNC-2 to RBS-5, RBS-6 and RBS-7 
Figure 91 "RNC-2 to RBS-5, RBS-6 and RBS_7", likewise shows no data flow on 
the links to RBS-5 and RBS-7. The traces for the link to RBS-6 show the 
movement instruction being sent to the mobile terminals occupying the cell and the 
resulting requesting for connection to the video stream/server. The gap between the 
instructions and the start of the video stream is due to the advert insertion period. 
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This is illustrated further in Figure 92 "RBS-1 to mobile-terminal-1 and RBS-6 to 
mobile terminal 211". 
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Figure 92 " RBS-1 to mobile-terminal-1 and RBS-6 to mobile-terminal-21 1 
Figure 92 shows the acknowledgement packets generated by mobile-terminal-1 in 
response to the video stream. The traces for RBS-6 to mobile-terminal-211 show 
the request for the advertisement stream and the resulting acknowledgement 
packets. Note that the bit rate for the advert stream is lower than the bit rate for the 
video stream, this is used to illustrate that the advert is a different one to that for the 
cell covered by RBS-6. In practise it would of course be the same, it has been set at 
this rate in order to clarify what is happening in the network. 
16% Background Traffic -FM Between BSSs During Advert Insertion 
16% background traffic means that only the voice connections created by the 
background traffic initiators connected to traffic-source-combiner-1 have been 
enabled. The background traffic consists of voice calls, with the parameters 
discussed earlier whilst the video traffic represents 42 connections. In this case 
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when the call movement is made, if the movement fails (i. e. it is blocked) the video 
source tries again to route the call to RBS-1. 
Figure 93 "Number of Connections Allocated per Cell", shows the distribution of 
connections throughout the network. The rapid step change in both 
gateway. RBS-usage-1 and gateway. RBS-usage-6 indicates the movement of the 
video connections. The variation in gateway. R BS-u sag e-6 before and after the step 
change indicates the presence of background traffic. 
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Figure 93 "Number of Connections Allocated per Cell" 
155 
Experimental Work and Results Les Dorrell 
JOIX 
0 bject: G ateway_2. _alt < -> 
RNC1 
_alt 
[01 < -- 
point-to-point. ikroughput (bits/sec) 
200,000 
100,000 
0 
Object: Gateway_2_alt <-> RNC 1-alt [01 
point-to-point. throughput (bits/sec) 
400,000 
200,000 
0 
Object: Gatevvay_2_alt <-> RNC 
-2- alt 
[0] <-- 
point-to-point. throughput (bits/sec) 
400,000 
200,000 
- 
0J 
Object: Gateway_2_alt <-> RNC 
-2- alt 
[01 
point-to-point. throughput (bits/sec) 
400,000 
200,000 
0-1 
Om 1m 2m 3m 4m 5m 
Figure 94 "Gateway to RNC-1 and RNC-2" 
Figure 94 "Gateway to RNC-1 and RNC-2", shows traffic traces for the routes to the 
separate base station sub-systems. The offset in the magnitude of the traces to 
RNC-1 is due to the presence of the video traffic and the subsequent step up and 
down change is due to the advertisement insertion period. The fact that it steps back 
up indicates that not all of the video connections were successfully moved. 
The spike in the trace for the route to and from RNC-2 is caused by the movement 
instruction and response from the available mobile terminals inside the cell covered 
by RBS-6. The step change in the traffic to RNC-2 is the re-starting of the video 
stream after the advertisement insertion period. 
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Figure 95 "FINC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
The traffic flow on the connections to the base station sub-system covered by RNC-1 
is illustrated in Figure 95 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4". It shows 
the random movement of the background traffic, and that some flows to RBS-1. The 
spike on the trace for the connection from RBS-1 shows the request for the video 
service and the increase in the background traffic once the video has been moved. 
The trace of the flow of the video stream to RBS-1 shows the flow of video and voice 
traffic to it and the advert insertion period. The re-starting of the video stream 
indicates that it was not possible to move all of the video connections. This fact is 
further illustrated in Figure 96 "RINIC-2 to RIBS-5, RBS-6 and RBS-7", where 
background traffic can be observed on the connection to, and from, RBS-6. 
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Figure 96 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
The spikes of the movement instructions to and from RBS-6 are also illustrated 
along with the eventual re-starting of the video stream after the advertisement period. 
It also shows the background traffic flowing to and from RBS-5 and RBS-7. 
7.3.3 After Advert Insertion 
No Background Traffic -FM Between BSS's After Advert Insertion 
Figure 97 "Gateway-2 to RNC-1 and RNC-2", shows the flow of packets to and from 
the two base station sub-systems. The flow of traffic from RNC-1 shows the initial 
service set up messages and at approximateiy 5 minutes from the start, the message 
that cancels the flow of video to RNC-1 in response to the timeout of ACK messages 
from RBS-1. The flow of data to RNC-1 represents the video stream with the spike 
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towards the end of the movement instruction. The step change in the video stream is 
due to the advert insertion interval. Note that the video is still sent to RNC-1 after 
the movement instruction, this is because the cancellation the of the video stream is 
dependent on the fact that mobile terminals within the cell no longer acknowledge the 
video packets. The delay in the response is as previously explained and is intended 
to cater for the possibility of lost/corrupted acknowledgement packets. 
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Figure 97 "Gateway to RNC-1 and RNC-2" 
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After the movement, the video stream continues to RNC_2 until the simulation run 
terminates. 
If we now consider Figure 98 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4", as 
expected, given the absence of background traffic, there is no traffic to RBS_2, 
RBS-3 and RBS_4. The route to and from RBS-1 shows the set up messages and 
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the resulting video stream. Note that the advert insertion period in the video stream 
indicates the successful pausing and restarting of the video stream, it also shows the 
movement instruction. As expected, the video stream still continues to flow to the 
cell. This is because, as before, the radio base station becomes aware of the mobile 
terminals leaving the cell by the absence of acknowledgement packets to the video 
stream. 
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Figure 96 "RNC-1 to RBS-1, RBS_2, RBS-3 and RBS-4" 
Figure 99 "RNC-2 to RBS-5, RBS-6 and RBs-7", confirms the expected lack of 
traffic to RBS-5 and RBST The traces for the connection to RBS-6 show the video 
request, for the continuation of the service and the resulting video stream. 
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Figure 99 "RNC-2 to RBS-5, RBS-6, and RBS-7" 
16% Background Traffic -FM Between BSSs After Advert Insertion 
16% background traffic, means that only the voice connections created by the 
background traffic initiators connected to traffic-source_combiner_1 have been 
enabled. The background traffic consists of voice calls, with the parameters 
discussed earlier. The video traffic represents 42 connections. In this case when 
the call movement is made, if the movement fails (i. e. it is blocked) the video source 
tries again to route the call to RBS-1. 
Figure 100 "Number of Connections Allocated per Cell", shows the distribution of 
connections throughout the network. The rapid step change in both 
gateway. RBS-usage-1 and gateway. RBS-usage-6 indicates the movement of the 
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video connections. The variation in gateway. RBS-usage-6 before and after the step 
change indicates the presence of background traffic. 
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Figure 100 "Number of Connections Allocated per Cell" 
We now examine the traffic to the separate Base Station Sub-systems as illustrated 
in Figure 101 "Gateway to RNC-1 and RNC-2. Both sets of traces indicate the 
presence of background traffic, the presence of the video traffic can be observed in 
the difference in the bit rate for each direction on the link. In general the shape of the 
traffic plots are the same though, with the effect of the video overlaid, for example the 
shape of the video stream and advert insertion period can clearly be identified in the 
trace for Gateway-2-alt <-> RNC-1-alt [0] ->. Likewise it is also possible to identify 
the movement of the video stream to mobile terminals in the cell covered by RBS-6. 
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The trace for Gateway-2-alt <-> RNC-1-alt [0] ->, also indicates that not all 
connections were successfully moved to RBS-6. This is to be expected given the 
trace for gateway. RBS-usage-6 and gateway. RBS-usage-1. 
Object: Gateway_2-alt <-> RNC -1 alt 
[01 <-- 
poink-to-point. throughput (bits/secl 
400,000 
200,000 
0J 
0 bject: G ateway_2_alt < -> RNC-1- alt [01 --> 
point-to-point. throughput (bits/sec) 
400,000 
200,000 
0J 
Object: Gatevvay_2-alt <-> RNC 
-2- alt 
[0] <-- 
point-to-point. throughput (bits/sec) 
400,000 
200,000 
0 
Object: Gateway_2-alt <-> RNC_2-alt [01 
point-to-point. throughput (bits/sec) 
400,000 
'100,000 lm 
0 
Om lm 2m 3m 4m 5m 
Figure 101 "Gateway to RNC-1 and RNC-2" 
This can be observed in greater detail in Figure 102 "RNC-1 to RBS-11, RBS-2, 
RBS-3 and RBS_4", which shows the traffic to the individual cells. The traces for the 
connections to RBS-2, RBS-3 and RBS-4 show the presence of the background 
traffic, with the plots being symmetrical for the individual links. The traces for RBS-1 
show the video stream, the advert insertion period, the movement spike and the 
presence of background traffic moving into the cell. There is still an offset in the 
shape of the traffic, this indicates that there is still video traffic being sent to the cell. 
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Figure 102 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 103 "RNC-2 to RBS-5, RBS-6, and RBS-7" 
Figure 103 "RINIC-2 to RBS-5, RBS_6, and RBS-7", shows the traces for the 
individual links to the Base Station Sub-system controlled by RINIC-2. The traces for 
RBS-5 and RBS-7 clearly indicate the presence of background traffic. The traces 
for RBS-6 again indicate the presence of the background traffic prior to the 
movement instruction, the spike indicates the request from the free mobile terminals 
for the set up of the video connection and the trace to RBS-6 shows the combined 
video (step in the increment in the bit rate) and background traffic streams (the 
random variation in the traffic level). 
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7.4 Video Service Termination and Re-initiation 
Figures 104 "RNC-1 to RBS-1" and 105 "RBS-1 to Mobile-terminal-l" demonstrate 
the effects of starting and stopping, then restarting the video service. The traces for 
the connection between RNC-1 and RBS_1 show the start spike requesting the 
service and the resulting video stream. At time = 50 seconds the control signal 
terminating the video stream can also be observed and at this time the video stream 
is also observed to stop. The new service request at time = 100 seconds and the 
resulting video stream can also be observed. 
Object: RNC-1_61 <. > RBS_l 101 <-- 
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Figure 104 "RNC-1 to RBS-1" 
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Figure 105 "RBS-1 to Mobile-terminal-l" 
The trace for RBS-1 to Mobile-terminal-1 shows the flow of the video stream to the 
mobile terminal and the resulting acknowledgement packets. 
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7.5 Random Movement 
The results for random movement of video connections around the network have 
been collected for various levels of background traffic in the network, with the total 
amount of video traffic being approximately 10 
% of the maximum of the background traffic in each run. Random movement in this 
case means that the video connection is initiated in a randomly allocated cell, using a 
uniform distribution. The uniform distribution is used because the simulation model 
has been developed on the basis that the users are evenly distributed across it and 
the flow out of the seven-cell representation is taken to be the same as the flow of 
users into it. For example, if a user moves out of one side they move back into the 
opposite side. At the same time, subsequent movement destinations are calculated 
in the same manner. 
In the simulation there are a maximum number of 7 *42 = 294 mobile terminals. At 
the same time there are 48 background traffic generators connected to 
traffic_source-combiner-1 to 5. Therefore, each traffic-source-combiner generates 
approximately 16% of the total background traffic. 
The figures for the number of background traffic generators and video traffic 
controllers required are shown in Table 4 Video and Voice Generators. 
Number of 
traffic-source- 
combiners 
Percentage of 
background 
traffic (apprx. %) 
Number of video 
initiators required 
Total network 
loading (apprx. %) 
1 16 5 18 
2 32 10 36 
3 48 15 54 
4 64 20 72 
5 80 25 90 
Table 4 Video and Voice Generators 
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Note these values are the maximum permitted in each case, in reality they can vary 
over time from 0 to the maximum value given the random nature of the video traffic 
initiators 
For each case a typical set of results has been recorded along with the sub-queue 
lengths for the following nodes: Gateway, Radio Network Controllers and Radio Base 
Stations. A selection of results are presented below, the rest can be found in 
Appendix D. 
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Figure 106 " Number of Connections Allocated per Cell" 
Figure 106 "Number of Connections Allocated per Cell", shows the variation of users 
per cell, voice and video combined, over the duration of the run time of the simulation 
model. They clearly indicate that the cell allocation is random in nature. 
Figure 107 "Gateways Queue Lengths", show the queue lengths for the connections 
to the gateway. They indicate that the gateway handles the traffic in a timely fashion 
and that there is no delay caused by the node to the traffic flow. This is expected 
since the network is running at 18 % percent of capacity 
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Figure 107 "Gateways Queue Lengths" 
Les Dorrell 
Figure 108 "Flow of Video Traffic to the Gateway from the Video Server", indicates 
that video is flowing correctly in the network and periodically being paused for the 
advert insertion period. The fact that the flow of traffic is continuous indicates that 
over the recorded run time there is always at least one user of the video service. 
0 bject: G alewayjýalt < -> traffic source combinef-6 101 < -- 
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Figure 108 "Flow of Video Traffic to the Gateway from the Video Server" 
Figure 109 "Flow of Background Traffic to the Gateway from its Generator", illustrates 
the flow of bi-directional traffic between traffic-source-combiner-1 and the gateway. 
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This represents all of the background/voice traffic flowing in the model, before it is 
routed to/from the separate Base Station Sub-systems, by the Gateway. Note that 
the effect of the advertisement insertion period is not noticeable on this link. 
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Figure 109 "Flow of Background Traffic to the Gateway from its Generator " 
Figure 110 shows this traffic as it has been routed by the gateway to the separate 
Base Station Sub-systems. In this, case the effect of the video and advertisement 
insertion period in the flow of traffic to the RNC's can be observed by the increased 
level of flow to them and the regular pattern of step changes in this traffic flow. 
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Figure 110 "Flow of Traffic from the Gateway to the Base Station Sub-systems" 
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Figure 111 "Typical Queue Lengths for RNC-1 ", illustrates the queue length for the 
link from the gateway to RNC-1 (20. queue size) and from RBS-1 to the gateway 
(21. queue size). These results show the queue lengths to be effectively negligible. 
The queue for the route from the gateway to RNC-1 though shows a variation in 
length that corresponds to the switch between the video stream and the 
advertisement insertion period. 
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Figure 111 "Typical Queue Lengths for RNC-1 " 
Figure 112 "Flow of Traffic from RNC-1 to RBS-1, RBS_2, RBS-3 and RBS_4", 
show the traffic on the links between the separate cells in the Base Station Sub- 
system covered by RINIC-1. Again the effect of the video is clearly evident on the 
links to the individual RBS's. 
Similar results are then given for RNC-2 in Figure 113 "Typical Queue Lengths for 
RNC-2" and Figure 114 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7". 
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Figure 112 "Flow of Traffic from RNC_1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 113 "Typical Queue Lengths for RNC-2" 
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Figure 114 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7" 
Figure 115 "Typical Queue Lengths for the Radio Base Stations" illustrates the queue 
lengths for the connection from RNC-1 to RBS-1, RBS-2, RBS-3 & RBS-4 and 
RNC_2 to RBS-5, RBS-6 & RBS-7. Once again the queue length is negligible. 
173 
Experimental Work and Results Les Dorrell 
C 1131 xf 
Object: RBS_1 
20. queue size (packets) 
0.0000000004 
0.0000000000 
Object: RBS_2 
20. queue size (packets) 
0,0000000004 
0.0000000000 
Object: RBS-3 
0.0000000002 
20. queue size (packets) 
0.0000000000 r 
Object: RBS-4 
20. queue size (packets) 0.0000000002 
0.0000000000 
Object: RBS-5 
20. quoue size (packets) 0.0000000002 
0.0000000000 
Object: RBS-6 
0,0000000002 
20. queue size (packets) 
0.0000000000 
Object: RBS-7 
0.0000000002 
20. queue size (packets) 
0.0000000000 
Om lum '20M 30m 4Um 
Figure 115 "Typical Queue Lengths for the Radio Base Stations" 
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Figure 116 "Typical End-to-End Delays for the Background Traffic" 
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Figure 116 "Typical End-to-End Delays for the Background Traffic", shows typical 
end-to-end delays across the network. In this case plots are shown for 
mobile-terminal-1 0 and mobile-terminal-1 6. 
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Figure 117 "Gateways Queue Lengths" 
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Figure 118 "Typical RNC Queue Lengths" 
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Figures 117,118 & 119 show typical queue lengths on the connections to the 
Gateway, Radio Network Controller and Radio Base Station respectively. They 
illustrate the fact that as the total amount of traffic in the network is increased the 
queue lengths remain negligible at the nodes in the network. 
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Figure 119 "Typical Radio Base Station Queue Lengths" 
7.6 Simulation Runtimes 
Table 5 "Typical Simulation Runtimes" below gives a rough guide to the execution 
times for each class of simulation. 
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Movement type Before, During or 
After Advert 
Insertion 
Percentage of 
background 
traffic (apprx. %) 
Execution time 
apprx. minutes) 
FM same BSS Before 0 20 
Before 16 25 
Before 48 40 
During 0 25 
During 16 30 
During 48 45 
After 0 25 
After 16 33 
After 48 48 
FM different BSS Before 0 20 
Before 16 27 
Before 48 40 
During 0 25 
During 16 35 
During 48 53 
After 0 23 
After 16 27 
After 48 55 
Random 
Movement 
N/A 18 270 
N/A 48 300 
N/A 80 240 
Table 5"Typical Simulation Runtimes" 
It should be noted that the execution time is dependent upon the RAM, once this is 
exhausted the times increase due to the handshaking with the hard drive. At the 
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same time it is possible to optimise the program to run different simulations more 
efficiently, this is indicated by the package at the end of a simulation run. 
7.7 Summary 
This chapter has presented results of the testing of the protocol under the following 
conditions fixed movement of video terminals and random movement of video 
terminals. These are the discussed in greater depth in chapter eight. Additional 
results can also be found in. 
e Appendix B Additional Results for the Random Movement of Video Connections. 
Appendix C Additional Results Fixed Movement In the Same Base Station 
Subsystem. 
Appendix D Additional Results Fixed Movement Between Base Station Sub- 
systems. 
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8 Conclusions and Further Work 
This thesis has proposed a novel means of inserting local advertisements into a 
centrally generated video stream. It has been argued that the video stream should 
consist of short bite size chunks, of 4 minutes length. At the end of each chunk there 
is a 30-second advertisement which is stored, and inserted into the video stream, at 
the local Radio Base Station. 
The problems associated with this have been investigated, in particular the issue of 
mobile terminal movement during the advertisement insertion interval. As a result it 
was shown that it was necessary to store a copy of the local advertisement at the 
surrounding cells. This is in order to maintain the advertisement to customers who 
view the service whilst moving around. 
In order to implement this service into a future mobile network, it was decided to 
include active functionality at the nodes. Proposals have been discussed for the 
inclusion of active functionality inside the network, with emphasis being placed upon 
maintaining the viability of the node in the event of failure in the active elements. At 
the same time by using active functionality to implement this service, flexibility is 
maintain within the network to add additional functionality as required. 
A protocol was then developed to manage the implementation of this service inside 
the network. It was then modelled and implemented in OPNET. Tests were then run 
to investigate the effect of the service on the background traffic and to verify the 
operation of the protocol. 
The results presented for the fixed move and random movement of video traffic in the 
network clearly indicate that the protocol functions correctly. They also demonstrate 
that using active functionality to insert location dependent advertisements inside a 
mobile network is viable and doesn't necessarily lead to the degradation of 
performance as viewed by the other users of the network. 
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In particular the selection of random simulation results indicates the viability of the 
use of active functionality to implement this process, and the process itself. The 
following facts are also observable in the results for the random traffic simulations of 
the real world situation. 
The effect of the advert stream insertion period on the traffic flow in the network, 
that is that the effect on the voice traffic is negligible and it can clearly be seen 
that bandwidth is freed up during it. 
e Consistency in the end-to-end delay of the background traffic. 
* The negligible effect of the active process on the queue lengths at the nodes. 
These are now discussed below in greater depth. 
The distribution of the cell allocations in the Random Movement results section, 
confirms that the background traffic is random in nature, in terms of creation and 
duration. As expected the amount of traffic per cell is approximately evenly 
distributed, given that there is an equal probability of (1) a new call originating in any 
cell and (2) moving to any surrounding cell. The latter is a result of the seven cell 
network representation used in the simulation model, where traffic flowing out of one 
side of the network is assumed to be flowing back into the other side etc. Note the 
case of moving from cell-x to cell-x without moving to another cell first is blocked. 
In the case of the connections to the individual Base Station Sub-systems the effect 
of the advert stream insertion period is clearly noticeable. For instance in 18% 
network loading traces for the Gateway to RNC_1 and RNC_2, there are step 
changes corresponding to the advert insertion period, this is seen in Figure 111 in the 
Random Movement results section. These are also noticeable in the case of the 
36%, 54%, 72% and 90% network loading in the traces form RNC_1 to RBS_1, 
RBS. 2, RBS-4, in Appendix B. Similar results are also shown for RNC-2 to RBS-5, 
RBS-6 & RBS-Y. The traces presented for the higher percentages of network 
loading are those collected for shorter runs, so as to make this effect more apparent. 
Obviously, this effect is more pronounced in individual links to the Radio Base 
Stations. This is because the ratio of background traff ic to video traffic is lower. 
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In every case the end to end delay for the background traffic is reasonably 
consistent, roughly 3.5 milliseconds, within acceptable limits for delay for voice 
transmission across a mobile network. The variations in the delay do not follow the 
advert insertion/video stream variation. Hence it can be concluded that the proposed 
service has no adverse effects on it. 
Obviously, it would be possible to maintain a consistent end-to-end delay for the 
background traffic by dropping packets at the nodes in the case of queues exceeding 
a certain length. In order to prevent this from being an issue in the simulation the 
model uses infinite queue lengths, which effectively prevents the loss of packets. In 
view of this traces of the queue lengths for the nodes are presented for the cases of 
18% and 90% traffic loading in the network, in the Random Movement results 
- section. 
Simulation has proved to be a valuable tool in the testing and development of the 
protocol associated with this work, since it permits the rapid prototyping and testing 
of new ideas. At the same time it has proved to be a useful tool in the verification of 
the protocol, since it allows a wide range of network conditions to be and there effect 
on the operation of the protocol to be investigated without access to the actual 
equipment. As simulation tools improve it is likely that more work will be tested 
purely by means of simulation prior to implementation. 
It should be noted that any specific function implemented in active functionality could 
be implemented equally well in an intelligent network. This though tends to miss the 
real objective of the active network, which is to provide flexibility in terms of 
functionality. For instance, a user observing that this process is being implemented 
in the network, could upload a program to make use of the spare bandwidth freed 
during the advert insertion phase i. e. arrange to download there email during this 
time. Alternatively, a network provider could schedule their own SMS broadcast 
messages into this interval. Further, if the video service was not required, the active 
resource could be used to support other user initiated services. 
In terms of the requirements of the processing power required to implement this 
active service in the network, it is negligible since there are real operations being 
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carried out on the video stream. In reality, it performs more of a monitoring and 
routing process. The memory requirements though are quite easy to calculate given 
that each advert segment last only 30 seconds and the video is transmitted at 
64 Kb's. As such each advert takes 1.92 Mb of storage, for a minimum service of 
only one advert per cell it would only require 13.44 Mb of storage. In reality there 
would be more adverts per cell, but this would still keep the level of required storage 
within acceptable levels. This low storage requirement has the additional benefit that 
it would be quite feasible to modify the service to have different classes of 
advertisement, based on different user profiles. For example, it would be possible to 
sub-divide the users into sexes, ages, socio-economic groups or the results of a 
simple questionnaire distributed amongst the networks customers. 
This work has shown the effect of including one active service inside a future mobile 
network by implementing active functionality at the nodes and concluded that they 
have a negligible effect on the existing voice traffic in the network. Before this 
service and others are implemented in the network further work needs to be carried 
out on the effects of having multiple active functions running at the nodes. The 
author believes that the simulation model developed for this work would prove useful 
in the study of emergent properties in active networks, given that it presents a model 
of a real world mobile communications network and demonstrates a viable approach 
to the modelling of active functionality at the nodes. 
It should be noted that the protocol developed in this work has wider range of 
applications than just the inclusion of local advertisements in mobile networks. In 
fact it could be used to insert data into any centrally generated data stream, which 
can be broken down into bite size chunks. For instance it could be used to insert 
location specific weather broadcasts into cable TV or a centrally generated internet 
news broadcast. At the same time the inserts need not be location dependent but 
could be related to the users socio-economic status, or network access rights inside 
a company network. 
182 
References Les Dorreff 
9 References 
Rahnema M, "Overview of the GSM System and Protocol Architecture" IEEE 
Communications Magazine pages 92 - 100, April 1993. 
2 Tennenhouse DL, Smith JM, Sincoskie DW, Wetherall DJ, Minden GJ, "A 
Survey of Active Network Research" IEEE Communications Magazine pages 
80 - 86, January. 
Konstantous P, "Active Networks: Applications. Security, Safety, and 
Architectures" IEEE Communications Surveys pages 1- 16, first quarter 1999. 
Tennenhouse DL, Wetherall DJ, "Towards an Active Network Architecture" In 
ACM Computer Communications Review, volume 26, pages 5-18, April 1996. 
5 Mobile Lifestreams, "YES 3G", www. mobile3G. com 
6 Maile, G, "IMPACT OF UMTS" IBC Conference on Mobile Networks & The 
Environment, 5 and 6 June 2000. 
7 Lobley NC, "GSM to UMTS - architecture evolution to support multimedia7 BT 
Technology Journal Vol 19 No 1 pages 38 -47, January 2001. 
8 Bale MC, "Voice and Internet multimedia in UMTS networks" BT Technology 
Journal Vol 19 No 1 pages 48 - 65, January 2001. 
9 Comer DE, "Computer Networks and Internets" Second Edition, Prentice-Hall 
international, Inc. Published 1999. 
10 Karim SA, Hovell P, "Everything over IP-an overview of the strategic change in 
voice and data networks", BT Technology Journal vol. 17, no. 2 pages 24 - 30, 
April 1999. 
11 O'Neill A, "Internetwork Futures! ', BT Technology Journal Vol 15 No 2 pages 
241 - 262, April 1997 
12 Campbell'AT, De Meer' HG, Kounavis' ME, Kazuho M3, Vicenteý JB, Daniel 
Villelal D 'Center for Telecommunications Research Columbia University, 
2 University of Hamburg Germany, 3Hitachi Ltd 4 Intel Corporation. 
Genesis@comet. columbia. edu 
13 Wetherall DJ, Guttag JV, Tennenhouse DL, "ANTS: A Toolkit for Building and 
Dynamically Deploying Network Protocols" IEE OPENARCH'98 pages 1- 12, 
San Francisco, CA, April 1998. 
183 
References Les Dorrell 
14 Van der Merwe JE, Leslie IM, "Switchlets and Dynamic Virtual ATM Networks", 
Integrated Network Management V, May 1997, pp. 355-368. 
15 T. T. University Research Initiative" 
http: //www. cl. cam. ac. uk. /Research/SRG/bturi. htmi, Oct 1999. 
16 Smith JM, Farber DJ, Gunter CA, Nettles SM, Feldmeier DC, Sincoskie WD, 
"SwitchWare: Accelerating Network Evolution (White Paper)" Technical Report 
MS-CIS-96-38, CIS Dept., Univ. PA, 1996. 
httr): //www. cis. ur)enn. edu/-ims/White-r)at)er. t)s 
17 Smith JM, Farber DJ, Gunter GA, Kannan S, Insup L, Nettles SM, "Self- 
Checking Active Networks (SCAN)" University of Pennsylvania 
http: //www. cis. u Penn. edu/-i ms/SCAN-f u 11. html 
18 da Silva S, Florissi D, Yemini Y, "Composing Active Services in NetScript" 
Position Paper, DARPA Active Networks Workshop, Tucson AZ, March 9-10, 
1998. 
19 Wetherall DJ, Tennenhouse DL, "The Active IP Option" Proc. Of the 7 th ACM 
SIGOPS European Workshop, Connemara, Ireland, Sept 1996. 
20 Alexander DS, Braden B, Gunter CA, Jackson AW, Keromytis AD, Minden GJ, 
Wetherall DJ, "Active Network Encapsulation Protocol (ANEP)" RFC Group 
Draft. 
21 Schwartz B, Jackson AW, Strayer WT, Zhou W, Rockwell RD, Partridge C, 
"Smart Packets for Active Networks" ACM Transactions on Computer Systems 
vol 18 issue 1 Pages: 67 - 88, 
Feb 2000 
22 RFC: 791 Internet Protocol IPv4, Sept. 1981. 
23 RFC 2460 Internet Protocol, Version 6 (IM), Dec. 1998. 
24 On Line Tcl Manual 
http: //www. sco. com/Technoloqv/tcl/man-7.6-4.2/tcl7.6/contents. html 
25 Brewster R L, 'Telecommunications Technology' Ellis Horwood Ltd. 
ISBN 0-85312-908-8 
26 Garg VK, Wilkes JE, 'Wireless and Personal Communications Systems" ISBN 
0-13-234626-5 Prentice Hall Publications. 
184 
References Les Dorrell 
27 Dorrell LB "GSM Training Manual", Global Training and Technology Ltd. 
28 Mohan R, Smith JR, Chung-Sheng L, "Adapting Multimedia Content for 
Universal Access" IEEE Trans. Multimedia, 1(1): 104 - 114, March 1999. 
29 Koenen R, KPN Research "MPEG-4 Multimedia for our Time7' IEEE Spectrum 
February 1999 Volume 36 Number 2 pages 26 - 33. 
30 Cervenka D, "MPEG-4: Cable's new hope for streaming media? " 
Communications Engineering & Design August 2000. 
31 Salzer H, Reed DP, Clark D, "End-to-end arguments in system design" ACM 
Transactions on Computing Systems vol. 2, no. 4, pages 277 - 288,1984. 
32 Bhattacharjee S, Calvert KL, Zegura EW, "Active Networking and the End-to- 
End Argumenf' International Conference on Network Protocols (ICNP'97), 
pages 220 - 228, Oct 1997. 
33 "Security Architecture for Active Nets" AN Security working Group, July 15, 
1998. 
34 "Secure Active Network Prototypes7 Position Paper, Active Network Workshop, 
Tucson, AZ. March 9-19,1998. 
35 Rooney S, Van der Merwe JE, Crosby SA, Leslie IM, 'The Tempest a 
Framework for Safe, Resource Assured. Programmable Networks" IEEE 
Communications, vol. 36, no. 10, pages 42 - 53, October 1998. 
36 Alexander DS, Arbaugh WA, Keromytis AD, Smith JM, "Safety and Security of 
Programmable Network Infrastructures", IEEE Communications Magazine, Vol. 
36(10), pp. 84-92 (October 1998). 
37 Arlitt MF, Williamson CL, "Internet Web Servers: Workload Characterisation & 
Performance Implications", IEEE/ACM Transactions on Networking, vol. 5, no. 
5, pages 631 - 646, Oct. 97. 
38 "Multiple-Instance G. 729 AB Codec" Signal Processing Associates, 
specification sheet. 
39 Gopalakrishnan S, Reininger D, Oft M, "Realtime MPEG System Stream 
Transcoder for Heterogenous Networks", C&C Research Lab, NEC USA, Inc. 
March 16,1999, Packet Video'99. 
40 Gopalakrishnan S, Reininger D, Ott M, "Framework for Packet-Based 
Processing of Media Flows in Networks7, C&C Research Lab, NEC USA, Inc. 
185 
References Les Dorrell 
March 16,1999, IWAN'99. 
41 Ramzi H, "UMTS radio access network dimensioning", Alctel 
Telecommunications Review, pages 55 - 63, Vt Quarter 2001. 
42 hftr): //www. oi)net. com/or)net home. html the OPNET home page. 
43 Campbell A, Coulson G, Garcia F, Hutchinson D, "A Continuos Media Transport 
and Orchestration Service", ACM SIGCOMM 1992 Communications 
architectures and Protocols, pages 89 - 110. 
44 Blair G, Campbell A, Coulson G, Garcia F, Hutchinson D, Scott A, Shepherd D, 
"Orchestration Services for Continuos Media Communications! s 0 Bangor 
Communication Symposium, Bangor, Gwynedd, 27-28 th May, 1992. 
45 Dunlop J, Smith DG, "Telecommunications Engineering (3rd Edition)" Nelson 
Thornes, 1994, ISBN: 0748740449 
46 Dorrell LB, Parish DJ, "Using Active Functionality to Provide Location 
Dependent Advertisement Insertion within 3G Networks! ', PG Net 2002 3rd 
Annual PostGraduate Symposium The Convergence of Telecommunications, 
Networking & Broadcasting, pages 68 - 73. 
47 Davies N, Blair GS, Cheverest K, Friday A, "Supporting Adaptive Services in a 
Heterogeneous Mobile Environment', Proceedings of the 1st Workshop on 
Mobile Computing Systems and Applications, Santa Crutz, CA, December 8-9, 
1994, pages 153-157, IEEE Computer Society Press. 
48 Mah BA, Seshan S, Keeton K, Katz RH, Ferrari D, "Providing Network Video to 
Mobile Clients" Proceedings of the Fourth Workshop on workstation Operating 
Systems, pages 48 - 54, October 1993. 
49 Scourias J, "Overview of the GSM System for MobileCommunications", 
University of Waterloo Canada. 
hftpl/ccgna. uwaterloo. ca/-jscouria/GSWgsmreport. htmi 
50 Zhaoyu L, Campbell RH, Varadarajan SK, Naldurg P, Seung Yi, Mickunas MID, 
"Flexible Secure Multicastin inActive Networks" Report No. UIUCDCS-R-99- 
2135, Sept. 1999. 
51 Li-wei, Lehman H, Garland SJ, Tennenhouse DL "Active Reliable Multicast", 
Proceedings of INFOCOM 1998. 
186 
Glossary of Acronyms Les Dorrell 
10 Glossary of Acronyms 
3G Third Generation Mobile Network 
A Area 
ACK Acknowledgement 
AN Active Network 
ANEP Active Network Encapsulation Protocol 
ARM Active Reliable Multicast 
ATM Asynchronous Transfer Mode 
AUC Authentication Centre 
BSC Base Station Controller 
BSS Base Station System 
BTS Base Transceiver Station 
E Erlangs per terminal 
EE Execution Environment 
EIR Equipment Identity Register 
GSM Global System Mobile 
HLR Home Location Register 
HTML Hyper Text Mark-up Language 
lPv4 Internet Protocol version 4 
L Length of perimeter of area A 
n1b The annulus 
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MEE Management Execution Environment 
MIPS Million Instructions per Second 
MPEG Moving Pictures Expert Group 
MS Mobile Station, same as MT 
MSC Mobile Switching Centre 
MT Mobile Terminal 
ncic Number of calls leaving the cell 
nip Number of calls in progress 
np, Number of people leaving the area 
npu Number of potential users 
NACK Non-Acknowledgement 
NVN NetScript Virtual Network 
OSPF Open Shortest Path First 
p Population density 
Pa Probability of watching an advert 
Pmb Proportion of users in the annulus 
IDS Percentage of subscribers 
pt Percentage of powered terminals 
pV Percentage of calls which are video 
PCM Pulse Coded Modulation 
PLIVIN Public Land Mobile Network 
PSTN Public Switched Telephone Network 
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rc Cell radius 
ri Inner cell radius 
RBS Radio Base Station 
RNC Radio Network Controller 
SCAN Self-Checking Active Network 
SIVIS Short Messaging Service 
SPC Stored Program Control 
th Average call holding time 
UMTS Universal Mobile Telecommunications Service 
UTRAN UMTS Terrestrial Radio Access Network 
v MT's average speed in km/hr 
VL Virtual Link 
VLR Visitor Location Register 
VNE Virtual Network Engine 
Volp Voice over Internet Protocol 
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11 Appendix A Overview of The OPNET Package 
OPNET (Optimised Network Engineering Tools) [36,37] is a commercial simulation 
product, produced by MIL3. It employs a Discreet Event Simulation approach that 
allows a large number of closely spaced events in a sizeable network to be 
represented. OPNET uses a modelling approach where by networks are built of 
perfect links that can be degraded at will. Each component's behaviour is modelled 
as a state transition diagram. The process that takes place in each state is described 
by aC program. 
OPNET was chosen over the NS (Network Simulator) [38] supplied by Berkley, 
because of the ease in which the individual network components can be 
manipulated/modified. At the same time I felt that it was important to use a 
simulation package that was professionally documented, supported and used outside 
academia. 
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12 Appendix B Additional Results for the Random 
Movement of Video Connections 
Layout of Results 
The results presented in this section and appendices B, C&D have been generated 
by OPNET [42]. In every case the x-axis represents simulation runtime and has the 
units minutes. The y-axis represents the variable under consideration, for example in 
the case of the throughput traces the units are bits per second, this is summarised 
below in table 6. 
Variable X-axis Y-axis 
Throughput minutes bits per second 
Oueue Size minutes number of packets in a 
given queue 
(0 = empty to 1= infinite) 
End-to-End Delay minutes seconds 
Connections Allocated per 
Cell / Usage 
minutes number of terminals in use 
in a given cell 
Table 6 "Explanation of Results" 
The labelling of the plots is interpreted in the following manner. 
Object: Gateway--2-alt <-> RNC-I-., alt[O] <- 
Indicates 
* the trace refers to the link between the Gateway and RNC_1, 
o it is a bi-directional link, 
* <- refers to the traffic flowing from RNC-1 to the Gateway, -> would mean that it 
refers to the traffic flowing in the opposite direction. 
36% Network Loading 
The following results are presented for the case of 36% network loading. 
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" Figure 120 "Number of Connections Allocated per Cell" 
" Figure 121 "Gateway Queue Lengths" 
" Figure 122 "Flow of Video Traffic to the Gateway from the Video Server" 
" Figure 123 "Flow of Background Traffic to the Gateway from its Generators" 
" Figure 124 "Typical Queue Lengths for RNC-11" 
" Figure 125 "Flow of Traffic from RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
" Figure 126 "Typical Queue Lengths for RNC-2" 
" Figure 127 "Flow of Traffic from RNC-2 to RBS-5, RBS-6and RBS-7" 
" Figure 128 "Typical Queue Lengths for the Radio Base Stations" 
" Figure 129 "Typical End-to-End Delays for the Background Traffic" 
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54% Network Loading 
The following results are presented for the case of 54% network loading. 
* Figure 130 "Number of Connections Allocated per Cell" 
0 Figure 131 "Flow of Video Traffic to the Gateway from the Video Server" 
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Figure 133 "Flow of Traffic from the Gateway to the Base Station Sub-systems" 
Figure 134 "Flow of Traffic from RNC-1 to RBS-1, RBS-2, RBS_3 and RBS-4" 
Figure 135 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7" 
Figure 136 "Typical End-to-End Delays for the Background Traffic" 
gateway. RB S_usage_7 
40 
0 
gateway. RB S_usage_6 
40 
0 
gateway. R8 S_usagej 
40 
0 
gateway. RB S_usage_4 80 
0 
An 
gateway. RB S_usage_3 
gateway. RB S_usage_2 
40 
0 
gateway. RB S_usageý_l 
40 
0 
Om 
5m lum 15M 20m 
Figure 130 "Number of Connections Allocated per Cell " 
198 
Appendix B Additional Results for the RM of Video Connections Les Dorrell 
ra 1111XI 
Object: Gateway_2. 
_alt 
<-> traffic-source_combiner-6 [0) <-- 
point-to-point. throughput (bits/sec) 
80,000 
60,000 
40,000 
20,000 
5,000 
4,000 
3,000 
2,000 
1,000 
m 
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Figure 134 "Flow of Traffic from RNC-1 to RBS_1, RBS-2, RBS-3 and RBS-4" 
200 
Appendix B Additional Results for the RM of Video Connections Les Dorrell 
1-0 dpoint-lo-poirA. thioughput fbits/secl 
Object RNC_2 alt <-> RDS-5 101 < 
point-to-point throughput (bilsisec) 
200,000 
0 
Object: RNC_2_alt (-) RBS_5 [01 --> 
point-to-point. thioughput (bgs/sacl 
400,000 
0 
Object RNC-2-alt <-5 RBS_G 101 <-- 
point-to-point. throughpLA Jbits/sec) 
200,000 
0 
Object RNC-2-alt <-> ABS-6 [01 --> 
point-to-point. throughpuit (bits/secl 
400,000 
0 biect: RN C_2 alt < .)RB Sj [01 < -- 
poirJ-to-point. throughpLA (bits/sec) 
200,000 
0 
Objeci RNC-2_alt <-> RBS_7 [01 --> 
poird-to-point, thioughW (bgsJseel 
400,000 
Om 5m lom 1 zim zum 
Figure 135 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7" 
VTjFalýIiAikend m to and 
Object- mobile_tefminal-9 
Traffic Mobile. end m to end 
0.004 
0.003 
0.002 
0.001 
0.000 
Object: mobile-terminal-70 
Tiaffic Mobile. end m to end 
0,004 
Oý 003 
0.002 
0.001 
Orn 5m lom 15m lum 
Figure 136 "Typical End-to-End Delays for the Background Traffic" 
201 
Appendix B Additional Results for the RM of Video Connections Les Dorrell 
72% Network Loading 
The following results are presented for the case of 72% network loading. 
" Figure 137 "Number of Connections Allocated per Cell" 
" Figure 138 "Flow of Video Traffic to the Gateway from the Video Server" 
" Figure 139 "Flow of Background Traffic to the Gateway from its Generators" 
" Figure 140 "Flow of Traffic from the Gateway to the Base Station Sub-systems" 
" Figure 141 "Flow of Traffic from RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
" Figure 142 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7" 
" Figure 143 "Typical End-to-End Delays for the Background Traffic" 
gateway. R BS_usageý_7 
40 
0 
gateway. RB S_usagej 
40 
0 
........................ 
gateway. R BS_usagej 
40 
0 
gateway. RB S_usage_4 
80 
0 
gatevyay. RBS_usage_3 
40 
0 
gateway. RB S_usage_2 
80 
0 
gateway. R8 S_usageý_l 
80 
0 
Om 5m lum 
Figure 137 "Number of Connections Allocated per Cell" 
202 
Appendix B Additional Results for the RM of Video Connections Les Dorrell 
Joux 
Object: Gateway_2_alt <-> tialfic source - combinet-6 
[0] <-- 
point-to-point. &oughput (bits/sac) 
80,000 
60,000 
40,000 
20,000 
10,000 
8,000 
6,000 
4,000 
2,000 
Figure 138 "Flow of Video Traffic to the Gateway from the Video Server" 
Object Ifalificsource 
- 
combinerl <-> Gateway ll_alt[01< - 
point to point. thioughput (Wý/secl 
400,000 
0 
Object trallic-soutce-combiner-1 <-> Gateway_2_ak [01 
400,000 
point-to-point. thioughpul (bills/secl 
aI 
Object: tralhc_source_coribineý_2 <-> GWemy_Z_ak [01 <-- 
point-to-point. th(oughptA Jbits/sec) 
400,000 
0 Olbjectý traffic-source-corribinei-2 <. > Gateway_2ýalt [0) --> 
400,000 
point-to-point throughput (biis/sec) 
li 
0 biect. traffic source combinm 3 <-> Gateway 2ý ak [01 <-- 
point-to-point. throughput (bitsitec) 
400,000 
0 
Object: tfafficý_source_cornbiner_3 <-> Gateway_2_alt (01 
point-to-point. throughput jbits/sec) 
400,000 
0 
Object lraffic_souice_con-. biner_4 <-> Gateway_2_alt [01 <-- 
400,000 
point-to-point. throughput (bits/sec) 
0 
f__. I 
Object: traffic-source-combiner-4 <-> Gateway_2_ak [0] -. > 
point-to-point. throughput (bAs/secl 
400,000 
Om Sm lum 
Figure 139 "Flow of Background Traffic to the Gateway from its Generators" 
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Figure 140 "Flow of Traffic from the Gateway to the Base Station Sub-systems" 
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Figure 141 "Flow of Traffic from RNC_1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 142 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7" 
Object: mobile-terminal-20 
Tiallic, Mobile. end m to end 
0.004 
0.003 
Object: mobile_terminal-261 
Traffic Mobile. end m to end 
UU" 
003 
002 
Juu 
Om 5m lum 
Figure 143 "Typical End-to-End Delays for the Background Traffic" 
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90% Network Loading 
The following results are presented for the case of 90% network loading. 
" Figure 144 "Number of Connections Allocated per Cell" 
" Figure 145 "Flow of Video Traffic to the Gateway from the Video Server" 
" Figure 146 "Flow of Background Traffic to the Gateway from its Generators" 
" Figure 147 "Flow of Traffic from the Gateway to the Base Station Sub-systems" 
" Figure 148 "Flow of Traffic from RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
" Figure 149 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7" 
" Figure 150 "Typical End-to-End Delays for the Background Traffic" 
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Figure 144 "Number of Connections Allocated per Cell 
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Figure 145 "Flow of Video Traffic to the Gateway from the Video Server" 
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Figure 146 "Flow of Background Traffic to the Gateway from its Generators" 
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Figure 147 "Flow of Traffic from the Gateway to the Base Station Sub-systems" 
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Figure 148 "Flow of Traffic from RNC-1 to RBS_1, RBS-2, RBS-3 and RBS-4" 
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Figure 149 "Flow of Traffic from RNC-5 to RBS-5, RBS-6 and RBS-7" 
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Figure 150 "Typical End-to-End Delays for the Background Traffic" 
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14 Appendix C Additional Results Fixed Movement In the 
Same Base Station Subsystem 
Layout of Results 
The results presented in this section and appendices B, C&D have been generated 
by OPNET [42]. In every case the x-axis represents simulation runtime and has the 
units minutes. The y-axis represents the variable under consideration, for example in 
the case of the throughput traces the units are bits per second, this is summarised 
below in table 7. 
Variable X-axis y-axis 
Throughput minutes bits per second 
Queue Size minutes number of packets in a 
given queue 
(0 = empty to 1= infinite) 
End-to-End Delay minutes seconds 
Connections Allocated per 
Cell / Usage 
minutes number of terminals in use 
in a given cell 
Table 7 "Explanation of Results" 
The labelling of the plots is interpreted in the following manner. 
Object: Gateway-2-alt <-> RNC_l_alt[o] <- 
Indicates 
* the trace refers to the link between the Gateway and RNC-11, 
0 it is a bi-directional link, 
0 <- refers to the traffic flowing from RNC-1 to the Gateway, -> would mean that it 
refers to the traffic flowing in the opposite direction. 
32% Background Traffic -FM in Same BSS Before Advert Insertion 
The following results are presented for the case of 32% background traffic. 
0 Figure 150 "Number of Connections Allocated per Cell" 
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" Figure 152 "Gateway to RNC-1 and RNC-2" 
" Figure 153 "RNC-1 to RBS-1 and RBS-4" 
" Figure 154 "RBS-1 to mobile_terminal-1 " 
" Figure 155 "RBS-4 to mobile_terminal-1 71 and 178" 
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Figure 151 "Number of Connections Allocated per Cell" 
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Figure 152 "Gateway to RNC-1 and RNC-2" 
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Figure 153 "RNC-1 to RBS-1 and RBS-4" 
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Figure 154 "RBS-1 to mobile-terminal-l" 
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Figure 155 "RBS-4 to mobile-terminal-1 71 and 178" 
With the exception of the last two figures the plots are similar to those for 16% 
background traffic and the explanations are the same. Figure 154 "RBS-1 to 
mobile-terminal-1 ", though shows initially that mobile-terminal-1 receives the video 
connection then when it is moved the freed up connection space goes onto 
participate in a voice connection. 
in the case of Figure 155 "RBS-4 to mobile-terminal-171 and 178", the graph for 
RBS-4 to mobile-terminal-171 shows that it blocks the movement of a video 
connection because it is already in use. RBS-4 to mobile-terminal-1 78, shows that 
mobile-terminal-178 has taken part in two short voice calls before a video 
connection is moved to it. 
48% Background Traffic -FM in Same BSS Before Advert Insertion 
The following results are presented for the case of 48% background traffic. 
Figure 156 "Number of Connections Allocated per Cell" 
Figure 157 "Gateway to RNC-11 and RNC-2" 
Figure 158 "RNC-1 to RBS-1 and RBS-4" 
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Figure 156 "Number of Connections Allocated per Cell" 
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Figure 157 "Gateway to FINC-1 and RNC-2" 
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Figure 158 "Number of Connections Allocated per Cell" 
The results presented here are similar to the previous ones including background 
traffic and as a result no further explanation is offered. 
32% Background Traffic -FM in Same BSS During Advert Insertion 
The following results are presented for the case of 32% background traffic. 
0 Figure 159 "Number of Connections Allocated per Cell" 
* Figure 160 "Gateway to RNC-1 and RNC-2 etc. " 
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Figure 159 "Number of Connections Allocated per Cell" 
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Figure 160 "Gateway to RNC-1 and RNC-2 etc. " 
216 
Appendix D Additional Results FM Between Base Station Sub-systems Les Dorrell 
15 Appendix D Additional Results Fixed Movement Between 
Base Station Sub-systems 
Layout of Results 
The results presented in this section and appendices B, C&D have been generated 
by OPNET [42]. In every case the x-axis represents simulation runtime and has the 
units minutes. The y-axis represents the variable under consideration, for example in 
the case of the throughput traces the units are bits per second, this is summarised 
below in table 8. 
Variable X-axis Y-axis 
Throughput minutes Bits per second 
Queue Size minutes Number of packets in a 
given queue 
(0 = empty to 1= infinite) 
End-to-End Delay minutes seconds 
Connections Allocated per 
Cell / Usage 
minutes number of terminals in use 
in a given cell 
Table 8 "Explanation of Results" 
The labelling of the plots is interpreted in the following manner. 
Object: Gateway_2-alt <-> RNC-l_alt[O] <- 
Indicates 
e the trace refers to the link between the Gateway and RNC-1, 
0 it is a bi-directional link, 
<- refers to the traffic flowing from RNC-1 to the Gateway, -> would mean that it 
refers to the traffic flowing in the opposite direction. 
32% Background Traffic -FM Between BSSs Before Advert Insertion 
The following results are presented for the case of 32% background traffic. 
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" Figure 161 "Number of Connections Allocated per Cell" 
" Figure 162 "Gateway to RNC-1 and RNC-2" 
" Figure 163 "RNC-1 to RBS-11, RBS-2, RBS-3 and RBS-4" 
" Figure 164 "RNC-2 to RBS-5, RBS-6 and RBS-T 
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Figure 161 "Number of Connections Allocated per Cell" 
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Figure 162 "Gateway to RNC-1 and RNC-2" 
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Figure 163 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 164 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
48%Background Traffic -FM Between BSSs Before Advert Insertion 
The following results are presented for the case of 48% background traffic. 
Figure 165 "Number of Connections Allocated per Cell" 
Figure 166 "Gateway to RNC-1 and RNC-2" 
Figure 167 " RNC-11 to RBS-1, RBS-2, RBS-3 and RBS-4" 
Figure 168 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
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Figurel 65 "Number of Connections Allocated per Cell" 
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Figure 166 "Gateway to RNC-1 and RNC-2" 
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Figure 167 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 168 "RNC-2 to RBS-5, RBS-6 and RBS-T 
54% Background Traffic -FM Between BSS's Before Advert Insertion 
The following results are presented for the case of 54% background traffic. 
" Figure 169 "Number of Connections Allocated per Cell" 
" Figure 170 "Gateway to RNC-1 and RNC-2" 
" Figure 171 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
" Figure 172 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
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Figure 169 "Number of Connections Allocated per Cell" 
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Figure 170 "Gateway to RNC-1 and RNC-2" 
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Figure 171 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 172 "RNC-2 to RBS-5, RBS-6 and RBS-72 
32% Background Traffic -FM Between BSSs During Advert Insertion 
The following results are presented for the case of 32% background traffic. 
" Figure 173 "Number of Connections Allocated per Cell" 
" Figure 174 "Gateway to RNC-11 and RNC-2" 
" Figure 175 "RNC-1 to RBS-11, RBS-2, RBS-3 and RBS-4" 
" Figure 176 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
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Figure 173 "Number of Connections Allocated per Cell" 
OF-76 
Object: Gateway_2-alt <-> RNC_l-alt [01 <-- 
point-to-point. throughput (bits/sec) 
600,000 
300,000 
0J 
0 bject: G atewav_2-alt < -> RNC-I- alt [0] -> 
point-to-point. throughput (biWsec) 
600,000 
300,000 
0 _J Object: Gateway_2-alt <-> RNC 
-2- alt 
101 < 
point-to-point. throughput (bits/sec) 
600,000 
300,000 
0 
Object: Gateway_2_alt <-> RNC 
-2- 
alt [0) 
point-to-point. throughput (bits/sec) 
600,000 
300,000 
01JI 
Om lm 2m 3m 4m 
Figure 174 "Gateway to RNC-1 and RNC-2" 
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Figure 175 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 176 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
48% Background Traffic -FM Between BSSs During Advert Insertion 
The following results are presented for the case of 48% background traffic. 
" Figure 177 "Number of Connections Allocated per Cell" 
" Figure 178 "Gateway to RNC-11 and RNC-2" 
" Figure 179 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
0 Figure 180 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
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Figure 177 "Number of Connections Allocated per Cell" 
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Figure 178 "Gateway to RNC-1 and RNC-2" 
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Figure 179 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 180 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
54% Background Traffic -FM Between BSSs During Advert Insertion 
The following results are presented for the case of 54% background traffic. 
" Figure 181 "Number of Connections Allocated per Cell" 
" Figure 183 "Gateway to RNC-1 and RNC-2" 
" Figure 183 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
" Figure 184 2RNC-2 to RBS-5, RBS-6 and RBS-7" 
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Figure 181 "Number of Connections Allocated per Cell" 
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Figure 182 "Gateway to RNC-1 and RNC-2" 
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Figure 183 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 184 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
32% Background Traffic -FM Between BSSs After Advert Insertion 
The following results are presented for the case of 32% background traffic. 
" Figure 185 "Number of Connections Allocated per Cell" 
" Figure 186 "Gateway to RNC-1 and RNC-2" 
" Figure 187 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
" Figure 188 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
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Figure 185 "Number of Connections Allocated per Cell" 
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Figure 186 "Gateway to RNC-1 and RNC-2" 
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Figure 187 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
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Figure 188 "RNC-2 to RBS-5, RBS-6, and RBS-T 
48% Background Traffic -FM Between BSS's After Advert Insertion 
The following results are presented for the case of 48% background traffic. 
" Figure 189 "Number of Connections Allocated per Cell" 
" Figure 190 "Gateway to RNC-1 and RNC-2" 
" Figure 191 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
" Figure 192 "RNC-2 to RBS-5, RBS-6 and RBS-7" 
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Figure 189 "Number of Connections Allocated per Cell" 
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Figure 190 "Gateway to RNC-1 and RNC-2" 
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Figure 191 "RNC-1 to RBS-1, RBS-2, RBS-3 and RBS-4" 
240 
Appendix D Additional Results FM Between Base Station Sub-systems Les Dorrell 
Object: RNC_2_alt <-> RBS_5 (01 <-- 
point-to-point, throughput (bitss/secl 
200,000 
0 
Object: RNC-2-alt <-> RBS_5 [0] --> 
point-to-point. thioughput (bitsisec) 
400,000 
Object: RNC-2-alt <-> RBS_6 [0] <-- 
point-to-point. throughput (biýsJsec) 
200,000 
0 
Object: RNC_2-alt <-> RBS-6 [01 
point-to-point. throughput (bits/sec) 
400,000 
0 
0 bject: RN C_2-alt < -> RB S-7 101 < -- 
point-to-point. throughput (bits/sec) 
200,000 
0) 
0 
biect: RN C-2-alt < -> RB S_7 [01 --> 
point-to-point. throughput (bits/sec) 
400,000 
0 
Om lm 2m 3m 4m 5m 6m 
Figure 192 "RNC-2 to RBS-5, RBS-6, and RBS-T 
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