The problem of delay-probability-distribution-dependent robust stability for a class of discrete-time stochastic neural networks (DSNNs) with delayed and parameter uncertainties is investigated. The information of the probability distribution of the delay is considered and transformed into parameter matrices of the transferred DSSN model. In the DSSN model, the time-varying delay is characterized by introducing a Bernoulli stochastic variable. By constructing an augmented Lyapunov-Krasovskii functional and introducing some analysis techniques, some novel delay-distribution-dependent mean square stability conditions for the DSSN, which are to be robustly globally exponentially stable, are derived. Finally, a numerical example is provided to demonstrate less conservatism and effectiveness of the proposed methods.
Introduction
In the past few decades, neural networks (NNs) have received considerable attention owing to their potential applications in a variety of areas such as signal processing [] , pattern recognition [] , static image processing [] , associative memory [], combinatorial optimization [] and so on. In recent years, the stability problem of time-delay NNs has become a topic of great theoretic and practical use importance due to the fact that inherent time delays and unavoidable parameter uncertainties are all well known to many biological and artificial NNs because of the finite speed of information processing as well as the NNs parameter fluctuations of the hardware implementation. Various efforts have been achieved in the stability analysis of NNs with time-varying delays and parameter uncertainties, please refer to [-] and some following references.
The majority of the existing research results have been limited in continuous-time and deterministic NNs. On the one hand, in implementation and application of the NNs, discrete-time neural networks (DNNs) play a more important role than their continuoustime counter-parts in today's digital world. To be more specific, DNNs can ideally keep the dynamical characteristics, functional similarity, and even the physical of biological reality of the continuous-time NNs under mild restriction. On the other hand, when modeling real NNs systems, stochastic disturbance is probably the main resource of the performance ©2013 Zhou et al.;  licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.advancesindifferenceequations.com/content/2013/1/314 degradation of the implemented NN. Thus, the research on the dynamical behavior of discrete-time stochastic neural networks (DSNNs) with time-varying delays and parameter uncertainties is necessary. Recently, stability analysis for DSNNs with time-varying delays and parameter uncertainties has received more and more interest. Some In practice, the time-varying delay in some NNs often exists in a stochastic fashion [-]. That is, the time-varying delay in some NNs may be subject to probabilistic measurement delays. In some NNs, the output signal of the node is transferred to another node by multi-branches with arbitrary time delays, which are random, and its probabilities can often be measured by the statistical methods such as normal distribution, uniform distribution, Poisson distribution, Bernoulli random binary distribution. In most of the existing references for DSNNs, the deterministic time delay case was concerned, and the stability criteria were derived based on the information of variation range of the time delay, [-], or the information of variation range of the time delay and time delays themselves [] and [] . However, it often occurs in the real systems, where the max value of the delay is very large, but the probability of it to take such a large value is very small. It may lead to a more conservative result if only the information of variation range of time delay is considered. Yet, as far as we know, little attention has been paid to the study of stability of DSNNs with stochastic time delay, when considering the variation range and the probability distribution of the time delay. More recently, in [] , some sufficient conditions on robust globally exponential stability for a class of SDNNs, which is an involved parameter, uncertainties and stochastic delay were derived. What is more, the robust globally exponential stability analysis problem for uncertain DSNNs with random delay has not been adequately investigated and still needs challenge.
In this paper, some new improved delay-probability-distribution-dependent stability criteria, which guarantee the robust global exponential stability for discrete-time stochastic neural networks with time-varying delay are obtained via constructing a novel augmented Lyapunov-Krasovskii functional. These new conditions are less conservative than those obtained in [-] and [] . The numerical example is also provided to illuminate the improvement of the proposed criteria.
The notations are quite standard. Throughout this paper, N + stands for the set of nonnegative integers, R n and R n×m denote, respectively, the n-dimensioned Euclidean space and the set of all n × m real matrices. The superscript 'T' denotes the transpose and the notation X ≥ Y (respective X > Y ) means that X and Y are symmetric matrices, and that X -Y is positive semi-definitive (respective positive definite). · is the Euclidean norm in R n . I is the identity matrix with appropriate dimensions. If A is a matrix, denote by A its own operator norm, i.e., A = sup{ Ax : x = } = λ max (A T A), where λ max (A) (respectively, λ min (A)) means the largest (respectively, smallest) eigenvalue of A. Moreover, let ( , F, {F t } t≥ , P) be a complete probability space with a filtration {F t } t≥ to satisfy the usual conditions (i.e., the filtration contains all P-null sets and is right continuous). E{·} stands for the mathematical expectation operator with respect to the given probability measure P. 
Problem formulation and preliminaries
Consider the following n-neurons parameter uncertainties DSNN with time-varying delays:
where
T ∈ R n denotes the state vector associated with the nneurons, the positive integer τ (k) denotes the time-varying delay, satisfying 
The diagonal matrix A = diag(a  , a  , . . . , a n ) with |a i | <  is the state feedback coefficient matrix, B = (b ij ) n×n and D = (d ij ) n×n are the connection weight matrix and the delayed connection weight matrix, respectively,
T denote the neuron activation functions,
is the noise intensity function vector, A(k), B(k) and D(k) denote the parameter uncertainties which satisfy the following condition:
where M, E a , E b , E d are known real constant matrices with appropriate dimensions, and F(k) is an unknown time-varying matrix which satisfies
Assumption  For each neuron, activation function in system (), f i (·) and g i (·) i = , , . . . , n are bounded and satisfy the following conditions:
where γ Remark  The constants γ
in Assumption  are allowed to be positive, negative, or zero. Hence, the functions f (x(k)) and g(x(k)) could be non-monotonic, and are more general than the usual sigmoid functions and the commonly used Lipschitz conditions recently.
n is the continuous function, and is assumed to satisfy
where ρ  > , ρ  >  are known constant scalars. Thus, the assumption condition () is a special case of the assumption condition (). It should be pointed out that the robust delay-distribution-dependent stability criteria for DSNNs with time-varying delay by () is generally less conservative than by ().
considering the information of probability distribution of the time-varying delay, two sets and two mapping functions are defined
Define a stochastic variable as
where α  is a constant. http://www.advancesindifferenceequations.com/content/2013/1/314
Remark  From Assumption , it is easy to see that
By Assumptions  and , system () can be rewritten as
Remark  It is noted that the introduction of binary stochastic variable was first introduced in [] and then successfully used in [, , ]. By introducing the new functions
τ  (k) and τ  (k), the stochastic variable sequence α(k), system () is transformed into (). In (), the probabilistic effects of the time delay have been translated into the parameter matrices of the transformed system. Then, the stochastic stability criteria based on the new model () can be derived, which show the relationship between the stability of the system and the variation range of the time delay and the probability distribution parameter. For brevity of the following analysis, we denote
It is obvious that x(k) =  is a trivial solution of DSNN ().
The following definition and lemmas are needed to conclude our main results.
Definition . []
The DSNN () is said to be robustly exponentially stable in the mean square if there exist constants α >  and μ ∈ (, ) such that every solution of the DSNN () satisfies that
for all parameter uncertainties satisfying the admissible condition. 
Lemma . [] Let x, y ∈ R n and ε > . Then we have
Robustly globally square exponentially stable of DSNNs
In this section, we shall establish our main criteria based on the LMI approach. For presentation convenience, in the following, we define 
Theorem . For given positive integers
Proof We construct the following Lyapunov-Krasovskii functional candidate for system ():
Calculating the difference of V (k, x(k)) and taking the mathematical expectation, by (), and Assumption  and Remark , we have
It is very easy to check from Assumption  and () that
From (), it follows that
which are equivalent to
where e i denotes the unit column vector having one element on its ith row, zeros elsewhere. Then from () and (), for any matrices  = diag{λ  , λ  , . . . , λ n } > , it follows that
Similarly, for any matrices i = diag{λ i , λ i , . . . , λ in } > , i = , , , we get the following inequalities:
Then from () to (), we have
Since < , from (), we can conclude that
It is easy to derive that
For any θ > , it follows from () and () that
Furthermore, for any integer N ≥ τ M + , summing up both sides of () from  to N - with respect to k, we have
Note that for τ M ≥ , it is easy to compute that
Then from () and (), one has
In addition, by (), we can get
In addition, it can be verified that there exists a scalar θ  >  such that
Substituting ()-() into (), we obtain
By Definition ., the DSNN () is globally exponentially stable in the mean square. This completes the proof.
Remark  In Theorem ., free-weighting matrices R, H, S, T are introduced by constructing a new Lyapunov functional (). On the one hand, in (), the useful information of the time delays is considered sufficiently. On the other hand, the terms
are introduced and make full use of the information of the activation function g(x(k)). Which make this stability criterion generally less conservative than those obtained in [-, ]. However, because of the parameter uncertainties contained in (), it is difficult to use Theorem . directly to determine the stability of the DSNN (). Thus, it is necessary for us to give another criterion as follows. 
Theorem . For given positive integers
Proof We show that <  in () implies that
According to Lemma ., 
