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Abstract
A connection between the essential spectrum of certain operator-matrices and essential spectra
of the corresponding “Feshbach maps” is discussed and applied to some concrete rational operator-
valued functions.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The primary goal in this paper is to make sense of and to characterize the essential
spectrum of certain operator-valued functions λ → (A − λ) − B(D − λ)−1C (λ ∈ Ω
⊂C) involving the “spectral parameter” λ rationally. The first observation is that operator-
functions of this form arise as so-called Feshbach maps (cf. [3,5]) corresponding to certain
operator-matrices. In other contexts these maps are often referred to as Livsic matrices
(cf. [9]) or as transfer functions (cf. [16]). If a linear operator H :X → X in a com-
plex Banach space X is written with respect to a preferred topological decomposition
X =X1 ⊕X−1 as an operator-matrix
H=
(
1H1 1H−1
−1H1 −1H−1
)
:X1 ⊕X−1 →X1 ⊕X−1, (1)
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decomposition, then the Feshbach maps corresponding to H are the operator-valued func-
tions
λ → Fj (λ) := (jHj − λ)− jH−j (−jH−j − λI)−1−jHj (j =±1), (2)
whose values make sense as linear operators in Xj for λ ∈ ρp(−jH−j ), where we use the
notation ρp(·) :=C \ σp(·) for the complement of the point spectrum. The point spectrum
σp(Fj ) and the spectrum σ(Fj ) of an operator-function Fj are defined as usual (cf. [15]):
σp(Fj ) is the set of all λ for which Fj (λ) is defined and not injective and σ(Fj ) is the
set of all λ for which Fj (λ) is defined, closed and does not have a bounded (everywhere
defined) inverse. The eigenspace corresponding to an eigenvalue λ is just Ker(Fj (λ)). It is
well known and easy to prove from the definitions that
σp(H)∩ ρp(jHj )= σp(F−j )∩ ρp(jHj ) (j =±1), (3)
the eigenspaces of Fj andH corresponding to a common eigenvalue are isomorphic (cf. [3]
or Lemma 3.2 in [1]) and, under some mild assumptions, chains of eigen- and associated
vectors of Fj for an eigenvalue λ correspond to Jordan chains forH at λ (cf. [12]). Further-
more, it is a well-known fact that under some boundedness assumptions formula (3) holds
for spectra, i.e., with the subscript “p” dropped (cf. [3,5]). This fact is also apparent from
the factorization in the proof of Theorem 3 under the hypotheses specified there. Fj (λ)−1
is also called the compressed resolvent ofH to Xj (cf. [9]), since under suitable conditions
it equals Pj (H− λ)−1Pj in Xj .
Assuming Fj (λ) is closable for each λ we propose to define the essential spectrum of
the operator-function λ → Fj (λ), in analogy to the point and whole spectrum above, as the
set of λ such that Fj (λ) is not a Fredholm operator and we denote this set by σe(Fj (·)).
In Section 3 this proposal is considered closely: There Theorem 3 says essentially that
this “naive” definition is indeed the correct one; in particular, under suitable hypotheses,
H is closable if and only if F−j (λ) is closable for some, or equivalently, for all λ ∈ ρB(jHj )
and in this case we have
σe(H¯) ∩ ρB(jHj )= σe(F¯−j )∩ ρB(jHj ) (j =±1). (4)
Here ρB(·) is the so-called “Browder resolvent set,” which is discussed in Section 2. The
Feshbach maps F−j extend naturally to operator-functions on ρB(jHj ) by replacing the
resolvent by the Browder resolvent. In general ρB(·) is smaller than the “Fredholm resol-
vent set” ρe(·) := C \ σe(·), but for typical operators jHj arising in applications, e.g., for
normal or compact operators or operators with compact resolvent, the two sets are equal,
ρB(jHj )= ρe(jHj).
Section 2 contains technical results needed in the proof of Theorem 3 which is based on
the well-known “lower-upper factorization” for 2× 2 operator-matrices commonly used to
investigate spectral and Fredholm properties of bounded operator-matrices (cf. [8]). This
factorization has also been applied in [2,17] to unbounded operator-matrices. In [2] the
authors assume that 1H1 has compact resolvent, that the Feshbach map F−1(λ)+ λ in the
lower component space may be written as a fixed operator S0 plus a compact, λ-dependent
perturbation and that some additional boundedness and compactness hypotheses hold.
They show that the essential spectrum of the closure of the resulting operator-matrix is
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does not have a compact resolvent the essential spectrum of the operator matrix can still be
obtained as the union of the essential spectra of the operators 1H1 and F−1(λ)+ λ for any
λ ∈ (1H1). So the basis of Theorem 3 is similar, but the approach is different in that, as a
first step, we only try to connect Fredholm properties of the operator-matrix with Fredholm
properties of the Feshbach maps. This and the use of the Browder resolvent allows us to
formulate the result more generally, relax the assumptions somewhat and make the proof
more compact.
In Sections 4 and 5 the essential spectrum of
H=
(
A Ms
Mt Mu
)
:L2(I)⊕L2(I)→ L2(I)⊕L2(I) (5)
is investigated, where I = (a, b) (−∞ a < b ∞), Ms , Mt and Mu are multiplication
operators in L2(I) generated by complex-valued, measurable functions s, t and u and A is
a selfadjoint extension in L2(I) of the minimal operator generated by a real, formally
selfadjoint quasi-differential expression τf (x) := ∑nj=0(−1)n−j {pj (x)f (n−j)(x)}(n−j)
of order 2n with the usual local integrability assumptions 1/p0,pj ∈ L1loc(I) (1 j  n)
(cf. [6,19]). Furthermore, we assume throughout that the coefficient p0 is positive definite,
the coefficients p1, . . . , pn are bounded from below, ess ran(u) = C, i.e., ρ(Mu) = ∅, and
s, t ∈ L20(I)+L∞(I), i.e., each of s and t can be expressed as a sum of a square integrable
function which converges to zero at infinity and a bounded function.
The main result of the paper (Theorem 8) says, under some additional hypotheses, that
H in (5) is closable, the essential spectrum of its closure is σe(A) ∪ ess ran(u) and the
Fredholm index of H¯−µ is zero for µ outside the essential spectrum.
This result is obtained by combining an application of Theorem 3 to the concrete
case (5) (Section 4) with a special decomposition principle (Section 5). One way of apply-
ing the abstract Theorem 3 to obtain information about the essential spectrum of concrete
operator matrices is to show that F−j (µ)= (M −µ)+K(µ), where M is a fixed (closed)
operator and K(µ) is M-compact for each µ (so that F−j (µ) is Fredholm if and only if
M −µ is). Here F−1(µ), for example, has the form (Mu −µ)−−1H1(A−µ)−11H−1.
For example, in the concrete problem considered in [2], A, −1H1 and 1H−1 are regular
differential operators where the sum of the orders of the off-diagonal operators equals the
order of A, so that the term −1H1(A − µ)−11H−1 is of order zero and can be written
formally as a bounded multiplication operator independent of µ plus a compact integral
operator and one obtains the desired form for the Feshbach map. In the singular case, as
here, this approach is more technical and requires a lot information about kernel functions,
respectively, about solutions of corresponding differential equations and we use a different
approach to obtain relative compactness of the term −1H1(A−µ)−11H−1 in Section 4.
We remark that the main result cannot be obtained by consideringH to be a perturbation
of
(A 0
0 Mu
)
by
( 0 Ms
Mt 0
)
except in the trivial case when Ms and Mt are the zero operators.
For example, a bounded off-diagonal part is compact relative to the diagonal part if and
only if Ms(Mu−λ)−1 and Mt(A−λ)−1 are compact in L2(I) (λ ∈ ρ(A)∩ρ(Mu)). Since
the first product is just the multiplication operator in L2(I) defined by the function x →
s(x)(u(x)− λ)−1, it can only be compact if this is the zero function, i.e., only if s = 0.
Arguing with adjoints shows similarly that t = 0.
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Af (x)− s(x)t (x)
u(x)− λf (x)= λf (x), f ∈L
2(I), (6)
which is the subject of a series of investigations in the literature (cf. [1,13,14] and refer-
ences therein).
For example, the results on spectral properties of operator-valued Nevanlinna functions
L(λ)= λ−A±B∗(C − λ)−1B (λ ∈ (C)) proven in [1] are applied to spectral problems
of the type (6). The authors consider selfadjoint operators A and C in Hilbert spaces H,
respectively, Hˆ with σ(C) < α < σ(A) for some α,A having compact resolvent, and
B : Hˆ→H and C being bounded and show that the spectrum of L in (α,∞) is discrete and
the corresponding eigenvectors can be chosen to form a Riesz basis of H. To achieve this
the authors of [1] use an integral representation −L(λ)−1 = ∫∞−∞ dF(t)/(t − λ), where F
is a selfadjoint nondecreasing function on R as well as the fact that L is the compressed
resolvent of the selfadjoint operator matrix A˜ = (A B∗
B C
)
and that F is the corresponding
compression of the spectral function of A˜ to show that the spectral subspace L˜+ of A˜ cor-
responding to the interval (α,∞) can be represented as {( x−K∗x): x ∈H}, where K is a
contraction and that A˜|L˜+ is unitarily equivalent to A− B∗K∗ which is selfadjoint in H
w.r.t. the inner product 〈· , ·〉 = ((I +K∗K)· , ·). The authors then use this representation
of L˜+ to show that the eigenvalues and eigenvectors of L for the spectral interval (α,∞)
correspond to those of A−B∗K∗ for this interval. The Riesz basisness of the eigenvectors
follows then from the fact that A−B∗K∗ is similar to a selfadjoint operator in H.
In [16] the authors also consider operator matrices H = ( A0 B01
B10 A1
)
with A0 and A1 self-
adjoint in separable Hilbert spaces H0, respectively,H1 and bounded Bij :Hi →Hj with
B01 = B∗10 as above but allow the spectra of the diagonal entries to overlap. In fact they are
especially interested in the case where the spectrum of one of the diagonal entries is totally
embedded in the continuous spectrum of the other diagonal entry. They then search for op-
erator solutions of Hi =Ai +Vi(Hi) (i = 0,1), where Vi(·) is an operator-valued function
such that Vi(Yi)ψ(i) = Vi(z)ψ(i) for any eigenvector ψ(i) corresponding to an eigenvalue
z of Yi . In this way the authors can reduce spectral problems for the so-called transfer func-
tions Mi(·), which are just the Feshbach maps M0(·)= F1(·), M1(·)= F−1(·), to standard
spectral problems for the operator Hi . The coupling operators, i.e., the off-diagonal en-
tries, are assumed to be such that the transfer function M1(·) admits analytic continuation
to the so-called nonphysical sheets of its Riemann surface. Different variants of the opera-
tor equation for Hi correspond to different realizations of the analytic continuation of the
transfer function M1(·) to the nonphysical sheets. The authors prove a factorization theo-
rem which they use to show that in certain domains surrounding σ(A1) and lying partly
in the nonphysical sheets the eigenvalues and corresponding root vectors of M1(·) corre-
spond to those of the solutions H1 of the corresponding operator equation. This connection
is used to prove completeness and basis properties of the root vectors of M1(·).
As for the notation we use, quasi-derivatives up to order 2n are defined recursively by
f [j ] := f (j) for 0 j  n− 1, f [n] := p0f (n) and f [n+k] := pkf (n−k) − (f [n+k−1])′ for
1  k  n as usual (cf. [6]). The maximal operator Tmax(τ ; I) is defined to be τ acting
on the domain consisting of those L2(I)-functions f having absolutely continuous quasi-
derivatives up to order 2n − 1 such that τf ∈ L2(I); the minimal operator Tmin(τ ; I) is
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2n− 1 and compact support in I . It is well known that the maximal operator is closed; the
closure of the minimal operator is denoted by T0(τ ; I).
2. Extending the resolvent to ρB
Let A be a closed operator in a complex Banach space X with nonempty resolvent set.
The essential spectrum of A, denoted σe(A), is the set of all λ ∈ C such that A − λ is
not a Fredholm operator. The discrete spectrum of A, denoted σd(A), is just the set of
isolated points λ ∈C of the spectrum such that the corresponding Riesz projectors Pλ are
finite dimensional. Another part of the spectrum, which is generally larger than σe(A),
is σ(A) \ σd(A), and was investigated by Browder in [4]. In subsequent investigations
by other authors (see, e.g., [11]) this set was referred to as the Browder spectrum. We
will also use this terminology here and the notation σB(A) := σ(A) \ σd(A), ρB(A) :=
C\σB(A). The largest open set on which the resolvent is finitely meromorphic is precisely
ρ(A) ∪ σd(A) = ρB(A), the points of σd(A) being poles of finite rank, i.e., around each
of these points there is a punctured disk in which the resolvent has a Laurent expansion
whose principal part has only finitely many nonzero terms, the coefficients in these being
of finite rank [8, Theorem XV.2.2]. Another characterization is that ρB(A) is the union of
those connected components of C \ σe(A) that intersect ρ(A).
For λ ∈ ρB(A) let Pλ(A), respectively, Pλ denote the corresponding (finite rank) Riesz
projector with range and kernel denoted by Rλ and Kλ, respectively (for the facts on
Riesz projectors used here see [8] or [12]). Because D(A) is Pλ-invariant we may de-
fine the operator Aλ := (A − λ)(I − Pλ) + Pλ with domain D(A) or, with respect to
the decomposition X = Kλ ⊕Rλ, Aλ = (A− λ|Kλ)⊕ I . We have just cut off the finite-
dimensional part ofA−λ in the Riesz decomposition. Since σ(A−λ|Kλ)= σ(A−λ)\{0},
Aλ has a bounded inverse which we denote by RB(A,λ) and call the “Browder resol-
vent,” i.e., RB(A,λ) = (A− λ|Kλ )−1 ⊕ I with respect to X = Kλ ⊕Rλ or, alternatively,
RB(A,λ) = (A − λ|Kλ )−1(I − Pλ) + Pλ for λ ∈ ρB(A). This clearly extends the usual
resolvent R(A,λ) = (A − λ)−1 from ρ(A) to ρB(A) and retains many of its important
properties. For example, because PλAλ = Pλ on D(A) and AλPλ = Pλ on X it follows
that PλRB(A,λ)= Pλ =RB(A,λ)Pλ, and we also have the “resolvent identity.”
Lemma 1. For λ,µ ∈ ρB(A),
RB(A,λ)−RB(A,µ)= (λ−µ)RB(A,λ)RB(A,µ)+MA(λ,µ),
where MA(λ,µ) is a finite rank operator with rank(MA(λ,µ))= rank(Pλ)+ rank(Pµ) in
case λ = µ. Furthermore, the Browder resolvents commute; hence, the function MA(· , ·)
is skew-symmetric, i.e., MA(λ,µ)=−MA(µ,λ).
Proof. The identity follows (with MA(λ,µ) := RB(A,λ)([A− (λ+ 1)]Pλ − [A− (µ+
1)]Pµ)RB(A,µ)) just by substituting the difference of the equalities for Aµ and Aλ into
the equality RB(A,λ)−RB(A,µ)=RB(A,λ)(Aµ −Aλ)RB(A,µ).
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Rλ +Rµ) the product RB(A,λ)SRB(A,µ)=MA(λ,µ) is also finite rank. From λ = µ
follows PλPµ = PµPλ = 0 and thus S = S(Pλ + Pµ). Since RanRB(A,µ) = D(A) ⊃
Rλ +Rµ = Ran(Pλ + Pµ), it follows that RanSRB(A,µ) ⊃ RanS(Pλ + Pµ) = RanS.
Thus the ranges of S and SRB(A,µ) are the same and S and RB(A,λ)SRB(A,µ) have
the same rank, since RB(A,λ) is injective, i.e., rankS = rankMA(λ,µ). Since dim(Rλ +
Rµ)= dimRλ+ dimRµ = rankPλ + rankPµ, it suffices to show that RanS =Rλ+Rµ.
We have seen that Ran(S|Rλ+Rµ)= RanS ⊂Rλ +Rµ. Since Rλ +Rµ is finite dimen-
sional, we need only show that the restriction of S is injective to make the last inclusion
an equality. Denoting A1 :=A|Rλ , A2 :=A|Rµ we have σ(A1)= {λ}, σ(A2)= {µ}. Thus
A1 − (λ+ 1) and A2 − (µ+ 1) are injective which implies injectivity of S|Rλ+Rµ . Using
the spectral set σ := {λ,µ} of σ(A) and the corresponding decompositionX =Kσ ⊕Rσ =
Kσ ⊕Rλ⊕Rµ, induced by the Riesz projector Pσ = Pλ+Pµ, which completely reduces
A as A=A0⊕A1 ⊕A2 (A0 :=A|Kσ ), we have RB(A,λ)= (A0−λ)−1 ⊕ I ⊕ (A2−λ)−1
and RB(A,µ)= (A0 − µ)−1 ⊕ (A1 − µ)−1 ⊕ I , and the claimed commutativity follows
from that of the usual resolvents. The skew-symmetry is proved simply by exchanging λ
and µ in the resolvent identity, adding the result to the original form and using the com-
mutativity. ✷
Lemma 2. Let Y also be a complex Banach space and B :Y → X, C :X → Y linear
operators.
(i) RB(A,µ)B is continuous for some µ ∈ ρB(A) if and only if it is continuous for all
such µ, and this is the case if and only ifD(B∗)⊃D(A∗), where A and B are consid-
ered as densely defined operators from D(A) to X and from D(B) to X, respectively.
(ii) C is A-bounded if and only if CRB(A,µ) is bounded for some (or for every) µ ∈
ρB(A).
(iii) If B and C satisfy the conditions in (i) and (ii), respectively, and B is densely defined,
then CMA(λ,µ), MA(λ,µ)B , and CMA(λ,µ)B are operators of finite rank for any
λ,µ ∈ ρB(A).
Proof. From the resolvent identity we have, for any λ,µ ∈ ρB(A),
RB(A,λ)B =RB(A,µ)B + (λ−µ)RB(A,λ)
(
RB(A,µ)B
)+MA(λ,µ)B,
CRB(A,µ)= CRB(A,λ)− (λ−µ)
(
CRB(A,λ)
)
RB(A,µ)−CMA(λ,µ),
where MA(λ,µ) = RB(A,λ)SRB(A,µ). The first equivalence in (i) is clear from the
first equation, since S is bounded. On the other hand, because MA(λ,µ)B has finite-
dimensional range, it is clear that MA(λ,µ)B is of finite rank if B is densely defined,
and this is one part of (iii). For the second equivalence in (i) fix µ ∈ ρB(A), and consider
the densely defined operators A,Aµ :D(A) → X, B :D(B) → X and their conjugates
with domains in X∗. Using standard properties of adjoint operators we obtain the equal-
ities (RB(A,µ)B)∗ = B∗RB(A,µ)∗ = B∗(A∗µ)−1. If the product on the left is bounded,
then the product on the right is everywhere defined, i.e., D(A∗µ) ⊂ D(B∗). On the other
hand, if this inclusion holds, then the adjoint on the left is everywhere defined which im-
plies boundedness of RB(A,µ)B (cf. [7, Theorem II.2.8]). Since D(A∗µ) = D(A∗) due
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then clearly CMA(λ,µ) is also bounded for any µ, and it follows from the second
equation above that CRB(A,µ) is bounded for any µ. The well-known fact that C is
A-bounded if and only if C(A − µ)−1 is bounded for some µ ∈ ρ(A) now implies (ii)
and, in this case, CMA(λ,µ) is of finite rank. The last part of (iii) is also clear, since
CMA(λ,µ)B = (CRB(A,λ))S(RB(A,µ)B) will again be continuous and densely defined
with finite-dimensional range. ✷
3. Fredholm properties of H and Fj
In the following we will use the same notation as at (2) for the Feshbach map Fj of H
in (1) but now extended to the set ρB(−jH−j ) (j =±1), i.e.,
Fj (λ) := (jHj − λ)− jH−jRB(−jH−j , λ)−jHj
(
λ ∈ ρB(−jH−j )
)
.
Here we will discuss in detail only the case for F−1. It will be evident that completely
analogous statements hold for F1.
If we assume that 1H1 is closed with nonempty resolvent set, 1H−1 is densely defined,
−1H1 is 1H1-bounded and RB(1H1, λ)1H−1 is continuous for some λ ∈ ρB(1H1), then it
is clear from Lemma 2 that we can define the bounded operators
T1(λ)= −1H1RB(1H1, λ), T2(λ)=RB(1H1, λ)1H−1
(from X1 to X−1, respectively, from X−1 to X1) for every λ ∈ ρB(1H1). The resolvent
identity (Lemma 1) implies that
F−1(λ)= F−1(µ)−
{
(λ−µ)(I + T1(λ)T2(µ))+−1H1M11(λ,µ)1H−1}
holds on D(1H−1) ∩ D(−1H−1) for any λ,µ ∈ ρB(1H1), where M11(λ,µ) is the finite
rank operator in the proof of Lemma 1 corresponding to 1H1; thus, if F−1(µ) is closable
for some µ, then F−1(λ), as a bounded perturbation of F−1(µ) (see Lemma 2), is also
closable, its closure has the same domain as F−1(µ) and
F−1(µ)− F−1(λ)= (λ−µ)
(
I + T1(λ)T2(µ)
)+−1H1M11(λ,µ)1H−1 (7)
for λ,µ ∈ ρB(1H1). For the lower–upper factorization we introduce the following nota-
tion. In X = X1 ⊕ X−1 we define for each λ ∈ ρB(1H1) the bounded, lower and upper
triangular operator-matrices
T1(λ) :=
(
IX1 0
T1(λ) IX−1
)
, T2(λ) :=
(
IX1 T2(λ)
0 IX−1
)
,
the finite-rank operator-matrix
F(λ) :=
(
(1H1 − (λ+ 1))Pλ(1H1) 0
0 0
)
,
and the generally unbounded, diagonal operator-matrices
D0(λ) :=
(
(1H1)λ 0
0 F (λ)
)
, D(λ) :=D0(λ)=
(
(1H1)λ 0
0 F (λ)
)
−1 −1
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respectively, providedF−1(λ) is closable. Recalling the comments in the proof of Lemma 1
the rank of F(λ) must just be the rank of Pλ(1H1). Note also that (1H1−(λ+1))Pλ(1H1)=
1H1 − λ− (1H1)λ. Furthermore, it is evident that T1(λ) and T2(λ) have bounded inverses
and T2(λ) maps D(H) one-to-one and onto itself.
Theorem 3. For j ∈ {−1,1} suppose that jHj is closed with nonempty resolvent set, jH−j
is densely defined, −jHj is jHj -bounded and RB(jHj ,λ)jH−j is continuous for some
λ ∈ ρB(jHj). Then H is closable (respectively, closed) if and only if F−j (µ) is closable
(respectively, closed ) for some, or equivalently, for all µ ∈ ρB(jHj) and, in this case,
H¯−µ is Fredholm if and only if F−j (µ) is Fredholm and ind(H¯−µ)= indF−j (µ).
Proof. We prove the statements for j = 1. Replacing j by −j in the hypotheses, ap-
plying the j = 1 result to ( −1H−1 −1H1
1H−1 1H1
)
and noting that it is isometrically isomorphic
to H via the map U :X1 ⊕ X−1 → X−1 ⊕ X1, U
( x1
x−1
) = ( x−1x1
)
then gives the result
for j = −1. Since T2 maps D(H) one-to-one and onto itself, the natural domain of
T1(µ)D0(µ)T2(µ) + F(µ) is just D(H), and a simple, direct calculation shows that
H − µ = T1(µ)D0(µ)T2(µ) + F(µ) on D(H). Since F(µ) is a finite rank operator and
T1(µ) and T2(µ) are isomorphisms, H is obviously closable (respectively, closed) if
and only if D0(µ) is closable (respectively, closed) which is the case if and only if
F−1(µ) is closable (respectively, closed). In this case D0(µ) = D(µ) and the formula
H¯− µ = T1(µ)D(µ)T2(µ) + F(µ) holds for all µ ∈ ρB(1H1). The question of whether
H¯−µ is Fredholm can now be reduced, in three steps, to the same question about F−1(µ).
First, since F(µ) is of finite rank, the stability theorem for Fredholm operators (cf. [10])
implies that H¯−µ is Fredholm if and only if the product T1(µ)D(µ)T2(µ) is, and in this
case, the indices agree. Second, since T1(µ) and T2(µ) are isomorphisms it follows that
the product is Fredholm if and only if D(µ) is, and the indices again agree. Third and last,
since (1H1)µ has a bounded inverse for µ ∈ ρB(1H1) (namely, RB(1H1,µ)), it is clear that
D(µ) is Fredholm if and only if F−1(µ) is, the indices again being equal and the theorem
is proved. ✷
4. Concrete operator-matrices
We consider H of the form (5) under the general hypotheses stated in the introduction
and apply Theorem 3 to obtain information about σe(H¯). To do this we show that F−j (µ)=
(M−µ)+K(µ), whereM is a fixed (closed) operator andK(µ) is M-compact for each µ.
In the case of F−1(µ) = (Mu − µ)− −1H1(A− µ)−11H−1, for example, we obtain the
relative compactness of the entire term −1H1(A−µ)−11H−1 directly using the following
lemma proved in [12].
Lemma 4. Let I be an open interval, ϕ ∈ L2loc(I¯ ), ϕ(1 + |pn|)−1/2 be bounded near the
infinite endpoints of I and α less than the lower bound of the Friedrich’s extension F of
Tmin(τ ; I). Then D(Mϕ(I)) ⊃ D((F − α)1/2) and the operators Mϕ(I)(F − α)−1/2 and
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as |x| →∞, then both products are compact in L2(I).
In addition, we will use the following easily proved result.
Lemma 5. Let D and K be operators in a Banach space X such that D is closed and
K : (D(D),‖ ·‖D)→X is densely defined and compact, then D−K (with domainD(D)∩
D(K)) is closable in X and D −K =D − K˜ , where K˜ is the compact extension of K to
all of D(D) relative to the graph norm ‖ · ‖D .
We come now to the main result of this section.
Theorem 6. We assume in addition to the general hypotheses that
(
1+ ∣∣pn(x)∣∣)−1/2s(x)(1+ ∣∣u(x)∣∣)−1 → 0 (|x|→∞).
Then for any selfadjoint extension A of Tmin(τ ; I) the operator H is closable, its domain
is D(A)⊕{D(Ms)∩D(Mu)}, σe(H¯) \σe(A)= ess ran(u) \σe(A) and ind(H¯−µ)= 0 for
every µ /∈ σe(A) ∪ σe(H¯). If in addition s, t ∈ L∞(I), then the operator H is closed, its
domain is D(A)⊕D(Mu), its essential spectrum satisfies σe(H) \ {σe(A)∩ ess ran(u)} =
σe(A)" ess ran(u) and ind(H− µ)= 0 for every µ /∈ σe(A) ∪ ess ran(u) ("= symmetric
difference).
Proof. The claims will follow from Theorem 3 using the fact that ρB(A) = C \ σe(A),
since A is selfadjoint, and ind(Mu − µ) = 0 for µ /∈ σe(Mu) = ess ran(u), since Mu is
normal.
Obviously A is closed with nonempty resolvent set and Ms is densely defined. To
get that Mt is A-bounded it suffices to show that D(Mt) ⊃ D(A), since both op-
erators are closed. We claim that D(Ms(I)),D(Mt (I)) ⊃ D(Tmax(τ ; I)); hence, also
D(Ms),D(Mt ) ⊃ D(A). To see this consider the case I = (−∞,∞). The bounded case
will actually be contained in this consideration and the semibounded case is analogous.
If I is partitioned as I0 = (−∞, a0), I1 = (a0, b0), I2 = (b0,∞) one sees easily that the
claimed inclusions follow from the corresponding ones for the subintervals Ij . For suitable
a0, b0 the multiplications on the intervals I0 and I2 are bounded and the inclusions are
trivial in these cases. The inclusions for I1 follow easily from the fact that s, t ∈ L2(I1).
By normality we have D(M∗s ) = D(Ms) ⊃ D(A) = D(A∗); hence, by Lemma 2, the
operators
T1(µ) :=MtRB(A,µ), T2(µ) := RB(A,µ)Ms (8)
are bounded for all µ ∈ ρB(A). For convenience let ϕ := s(1 + |u|)−1. Just as for T2(µ)
we prove that RB(A,µ)Mϕ has bounded closure. Letting F be the Friedrich’s extension of
Tmin it follows by Theorem 4, for any α less than the lower bound ofF , thatMt(F−α)−1/2
is bounded and that (F − α)−1/2Mϕ is compact on its (dense) domain; in particular, the
products Mt(F − α)−1Mϕ , (F − α)−1Mϕ are compact on their domains. Now take α
smaller than the lower bound for A (and consequently also smaller than the lower bound
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rem 8.10]). By applying the above comments to the products FMϕ and MtFMϕ we easily
see that (A− α)−1Mϕ and Mt(A− α)−1Mϕ are both compact on their domains. From the
definition of ϕ we have Mt(A− α)−1Mϕ ⊃Mt(A− α)−1Ms(M|u| + 1)−1. Consequently,
the product on the right is compact on its domain and, since products of multiplications are
densely defined, its domain is dense, i.e.,
Mt(A− α)−1Ms :
(D(M|u|),‖ · ‖M|u|)→L2(I)
is also compact and densely defined. Note that the domain of a multiplication is always
a core for any other multiplication (cf. [12, Theorem 1.8.2]); in particular, D(Ms) is
dense in D(Mu) relative to the graph norm. These properties are clearly retained if |u|
is replaced by u, since this changes neither the domain nor the graph norm ‖ · ‖M|u|
of the multiplication. By Lemma 5 the operator F−1(α) is closable and its closure is
given by F−1(α) = (Mu − α) − K˜ , where K˜ denotes the compact extension of K :=
Mt(A − α)−1Ms to the whole space (D(Mu),‖ · ‖Mu). From what has already been
proven we conclude that the product MtRB(A,µ)(A− α)−1Mϕ is compact (and every-
where defined) and the product T1(µ)T2(α)(M|u| + 1)−1 is bounded. Since these two
products agree on the domain of Ms(M|u| + 1)−1 which is dense, the second product is
also compact, i.e., T1(µ)T2(α) is Mu-compact. By (7) and Lemma 2 as well as the ex-
pression above for F−1(α), there is a finite rank operator N (depending on µ,α) such that
F−1(µ)=Mu − {K˜ + (µ− α)(I + T1(µ)T2(α))+N}, where each term in the braces on
the right is Mu-compact. Thus, the first part of the theorem now follows from Theorem 3
and the stability theorem for Fredholm operators.
In the second part of the theorem H is just a bounded perturbation of its diagonal
part; hence, it is obvious that it is closed and its domain is just D(A) ⊕ D(Mu). We
can also verify as above that the hypotheses of Theorem 3 for the case j = −1 hold
and Ms(Mu − µ)−1Mt is A-compact so that F1(µ) equals A− µ plus a relatively com-
pact, µ-dependent operator. We conclude that σe(H) \ ess ran(u)= σe(A) \ ess ran(u) and
ind(H− µ)= 0 for µ /∈ ess ran(u) ∪ σe(H). Just taking the “union” with the results from
the first part of the statement gives σe(H) \ (σe(A) ∩ ess ran(u)) = σe(A)" ess ran(u);
in particular, σe(A)" ess ran(u) ⊂ σe(H) ⊂ σe(A) ∪ ess ran(u) and ind(H − µ) = 0 for
µ /∈ σe(A)∪ ess ran(u). ✷
5. Decomposition method
We continue to consider H of the form (5) under the hypotheses in the introduction.
The usual decomposition principle for differential operators states: All operators Dτ with
T0(τ ; I)⊂Dτ ⊂ Tmax(τ ; I) are closed and have the same essential spectrum which will be
denoted by σe(τ ; I). The sets σe(τ ; (a,α)) and σe(τ ; (β, b)) are independent of α,β ∈ I
and, if these are denoted by σae (τ ) and σbe (τ ), respectively, then σe(τ ; I)= σae (τ )∪σbe (τ ).
If τ is regular on I , then σe(τ ; I)= ∅ (cf. [6]). In addition to playing a role in the proof of
Theorem 8 it is interesting to compare this statement with the decomposition method used
in the proof of the theorem. For Theorem 8 we will need the following lemma which may
easily be proved from simple properties of Hilbert spaces and graphs of operators.
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an operator T , then L¯⊃ T¯ and dim(D(L¯)/D(T¯ )) q .
Theorem 8. Suppose in addition to the general hypotheses in the introduction that s and t
are bounded near endpoints of I at which τ is not regular and that(
1+ ∣∣pn(x)∣∣)−1/2s(x)(1+ ∣∣u(x)∣∣)−1 → 0 (|x|→∞).
Then H is closable, its domain is D(A)⊕ (D(Ms)∩D(Mu)), σe(H¯)= σe(A)∪ ess ran(u)
and ind(H¯−µ)= 0 for µ ∈C \ σe(H¯).
Proof. The closability and the domain information are already contained in Theorem 6.
If τ is regular at both endpoints of I , then the conclusions follow from Theorem 6, since
then σe(A) = σe(τ ; I) = ∅. Consider the case where τ is singular at both endpoints; the
case for one regular endpoint can be handled analogously. For a1, a2 ∈ I , a1 < a2 define
I0 := (a, a1), I1 := (a1, a2), I2 := (a2, b) and choose a1, a2 such that s and t are bounded
on I0 and I2. Corresponding to the orthogonal decompositionL2(I)=⊕2j=0L2(Ij ) define
the (closed) operator T a1,a20 :=
⊕2
j=0 T0(τ ; Ij ). As usual (cf. [6, p. 447]) one can show
that T0(τ ; I) is a 4n-dimensional extension of T a1,a20 (2n being the order of τ ), in fact, the
domain of T a1,a20 consists of those f ∈D(T0(I)) all of whose quasi-derivatives up to order
2n − 1 are zero at a1 and a2 (cf. [19, Theorems 3.11, 3.12]). Corresponding to each Ij
(j = 0,1,2) define the operators
T0,j :=
(
T0(τ ; Ij ) Ms
Mt Mu
)
, Aj :=
(
Aj Ms
Mt Mu
)
and
T
a1,a2
0 :=
(
T
a1,a2
0 Ms
Mt Mu
)
(the first two in L2(Ij )2 and the last one in L2(I)2), whereAj is some selfadjoint extension
of Tmin(τ ; Ij ). Ta1,a20 is completely reduced by the orthogonal decomposition L2(I)2 =⊕2
j=0 L2(Ij )2 and we have
H A0 A1 A2
∪ ∪ ∪ ∪
T
a1,a2
0 = T0,0 ⊕ T0,1 ⊕ T0,2
#⇒
H¯ A0 A¯1 A2
∪ ∪ ∪ ∪
T¯
a1,a2
0 = T¯0,0 ⊕ T¯0,1 ⊕ T¯0,2
where all the extensions involved are finite-dimensional. Theorem 6 implies that all the
operators in the upper row on the left are closable; in fact, A0 and A2 are closed. Thus,
all operators in the lower row on the left are also closable. It is easy to see that if a
closable operator is completely reduced by an orthogonal decomposition, then its clo-
sure is also completely reduced by the same decomposition and the summands in this
reduction are just the closures of those in the initial reduction where, by the above
lemma, the extensions remain finite dimensional after closure. Since the essential spec-
trum of a direct sum is the union of the essential spectra of the summands, and since
finite-dimensional extension does not change the essential spectrum (cf. [6, Sections IX.4
430 J. Lutgen / J. Math. Anal. Appl. 289 (2004) 419–430and IX.5]), we have σe(H¯) = σe(A0) ∪ σe(A¯1) ∪ σe(A2). In addition, from Theorem 6
we have the relations σe(A0) \ (σ ae ∩ u(a, a1)) = σae "u(a, a1), σe(A¯1) = u(a1, a2) and
σe(A2) \ (σ be ∩ u(a2, b))= σbe "u(a2, b), where we have used the notation in the decom-
position principle (with τ suppressed) and written u(J ) for ess ran(u|J ) which is always a
closed set. We thus clearly have σe(H¯)⊂ σae ∪σbe ∪ ess ran(u)= σe(τ ; I)∪ ess ran(u) and,
since a1, a2 are arbitrary,
⋃
(a1,a2)
u(a1, a2) ⊂ σe(H¯). The closure of this union, which is
easily seen to be just ess ran(u), must also be contained in σe(H¯), since essential spectra are
closed. From the equation involvingA0 it is clear that any point of σae outside of ess ran(u)
must be in σe(A0)⊂ σe(H¯), and similarly for σbe by the equation involving A2. Thus, we
in fact have σe(H¯) = σe(τ ; I) ∪ ess ran(u). Concerning the index we already know from
Theorem 6 that ind(H¯−µ)= 0 for µ ∈ σe(τ ; I)∪ σe(H¯). ✷
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