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ABSTRACT 
In investigations on n-D systems it is very important to know how to realize any 
multivariable rational transfer function. A minimal realization is most useful, but in 
general we do not know existence conditions for such a realization or methods for 
obtaining it. Therefore, we construct an cl priori nonminimal realization which always 
exists for any causal transfer function, independently of the number of variables and 
their degrees. To simplify the notation, a description in terms of multiway matrices is 
used. 
1. INTRODUCTION 
The state-space realization (A, B, C, D) of the n-variable transfer function 
where a(*) and b( .) are n-(complex)-variable, real polynomials, will be ob- 
tained using the companion matrix of a certain (n + I)-variable polynomial ar 
[9]. As is well known, the companion matrix H for a polynomial ar can be 
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determined as follows: 
(2) 
where tk denotes the degree of the polynomial ar in the variable s,_, and 8 
denotes the direct sum. Using the methods for evaluating block determinants 
[2], one can show that the companion matrix H determined in Equation (2) for 
the polynomial 
af( sr, s2,. . . , s,+~) 2 s,+,b( *) i a( *) 
determines a state-space realization as follows [8, 91: 
H= Hll H,2 
i 1 H2, H22 )I’ 
where 
A = H,,, B = -H12, C = H,,, D= =- 
(3) 
(4) 
H22 
or 
A = H,,, B = H,,, C = -H,,, D= -H,, 
for the + sign in Equation (3) and 
A = H,,, B = H,,, C = H,,, D = H,, 
for the - sign in Equation (3). In the case of the + sign, the first alternative 
can be better for investigations of positive transfer functions. 
The problem of directly obtaining the companion matrix H for a given 
polynomial leads to many difficulties in the general case. As in the papers [8] 
and [9], we will consider the augmented polynomial a> determined for a given 
polynomial af as follows: 
a;( Sl> S2’. . . , s,+1 ) = s&‘s3p3 *. * s[maf( sr, se,. . . , s,+i), (5) 
where pi are natural numbers. One can easily remark that the polynomial a’ f 
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corresponds to the following augmented transfer function f: 
which leads to the a priori nonminimal realization. Obviously it is a general- 
ization of the result presented by Sun Yuan Kung et al. [S] for 2-D systems. 
A method of obtaining a companion matrix for such an augmented polyno- 
mial a> has been proposed in [8], but the notation is very complicated and 
difficult to use in practice. Using the multiway matrix notation [4, i’], results 
can be achieved in a much simpler manner. 
2. THE COMPANION MATRIX FOR A POLYNOMIAL 
Let us define the polynomial uf as follows: 
uf(.) = $ E . . . tn+’ n+l C 
j,=Oj,=O _L+l=O 
ajn+,jn j, kGl Sk-j’> (7) 
where t,+l = 1. Such a polynomial can be determined in the following 
(n + 1)-way form: 
af( sl, s2,. . . , s,+~ ) = (*-* ((A: S1) t? Sz) e-0 “?S,+l), (8) 
where 
Sk= [sp s:‘-1 ‘*. Sk 11r; (9) 
and 
A c [Uj,+,j. ..,j,Ij,= O.l,..., tk,k=1,2 ,...I n+l (10) 
is the (n + 1)-way matrix of the coefficients of the polynomial ur. The product 
of a multiway (p-way) matrix X with a vector in a direction k, used in 
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Equation (8), is determined as follows: 
where 
xj, = [ xjJp_l . . . 1 ] Ik+13k_lk-I”‘JL j,=O,l,..., t[,I=l,z ,..., n+l’ 
l+k, j,+(O,l,...>t~}> 
is j, layer of the p-way matrix X for j, = jk, i.e. a ( p - 1)-way submatrix of 
X, and the multiplication of the ( p - l)-way matrix by a scalar is analogous to 
that for ordinary square matrices. Obviously the result of the multiplication 
(11) is a ( p - l)-way matrix. 
Now, let us present the (n + 1)-way coefficient matrix A as the display 
ATIT,, where T, = { jn+l, j,, . . . , j2}, T, = ( jl} . That is, the matrix A is 
presented in a flat rectangular form, where the set T, is lexicographically 
ordered. For example, the display ATITS for n = 2 can be determined as 
follows: 
i 
a000 a010 *- * aot,O a100 a110 a1t20 
a001 a011 * -* aot,1 a101 a111 %*l 
+.~~j,j z . . . . . . . . . . . . . . . . , . . . . . . . . . . . . . . . . . . , 
aootl ao1t, - * * aot2t, alot, %1t, %zt, 
where aOOO = 1, as is necessary for the system causality (see [l]). Using the 
description (ll), the above display represents the three-variable polynomial as 
follows: 
where 8 denotes the Kronecker product of ordinary matrices. 
Next, let us multiply the first row of the display ATIT by the element awl1 
and subtract it from the jlth row of ATI,% for _+1 = 1,2,. . . , t,. In this way a 
display B,,,* is determined. We should remark that the first column of BTITp 
is equal to [l 0 0 * * * OIT. The elements of the first row of BTITz are equal to 
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the corresponding elements of A,,,*, i.e., 
bjn+ljn...j20 = aj,2,,j,.-j,0> (124 
and the remaining elements of BTIT2 can be determined as follows: 
<#cl = 1,2,. . . , t,, j, = 0, 1,2, . . . ) tl, 1 = 2,3,. . . ) n + 1. Now, using the cor- 
responding column permutations, one can present the display B,,,* in the 
following block form: 
where 
B, = [l 0 0 *** OIT, 
B, = [ bo ... o12j, bo ... o,,,j, . * * bln+lo ...o,,j, ] , 
B3 = [bo _ ofzoh b. ... o,,,v,,, ’ ” bdn+,o ... o,~~,~ , 1 
B, = [ bo ... 0,&o ... oj, by ... ~,,+,,kjk_, .‘.j, * . * b,_+,o ...O,kjk_l . ..j.] , 
Bn = [ bO,,O ... Oj, b,n+l,,&l ... j, 1, 
B n+l = [b,n+lo ... OhI p (14) 
&=O,l,..., tf_, #f[=1,2 >...> 
2,3,. . . , 
tl. Next, let us present the blocks Bk, k = 
n + 1, in the following block form: 
Bkl 
B,= > I 1 Bk2 (15) 
where Bkl is the first row of Bk. One should observe that the block Bk2, 
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k = 2,3,..., n + 1, has the dimensions tk X pk, where 
n+l k-l 
I*k = tk + j=F+1tkt.jlF2 b + ‘)’ k=2,3,...,n, (16) 
where 
k-l 
g* (tl+ 1) = 1 for k = 2 
and pntl = in+1 = 1. Also, let us assume that pL1 = t,. 
Finally, one can construct the companion matrix for the augmented poly- 
nomial a>. Let us determine the following block matrix: 
B 12 B22 B 32 *** B n+l2 
H?! - B,2 
2 -Bsl *a* -B,2+11 
H,2 
H3’ -B;, -B$ *.a -B,3+11 
H= 
H32 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
H,’ - B2; 
-B3; . . . -B* n+l 1 
H,” 
_HL 
n+l 
-%I 
_Bn+l . . . 
31 - B,“++: 1 
where 
IG = [-It”:, o]tkxpkp Bk”i = IB;llt"x,.~ 
(17) 
k, m = 2,3, . . . , n + 1, k # m. 
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It still remains to determine the submatrices H2. Namely, Hz, k = 
2,3, . . . ) 
n+l 
n, is the (hLk - tk) x x1= 1 pl zero-one matrix which can be deter- 
mined as follows: Let us consider the uth row of the block Hf, v = 
1,2, . . . , ,kk - tk, k = 2,3, . . . , n. This row is set equal to the wth row of the 
matrix H. Let the wth column of H contain, as a subcolumn, the following 
column of B: 
where B is the first block row of H. i.e. 
B = p42 B22 B32 -*. %+12], 
and cr E T1 denotes the word index determined as before, i.e. 
Q Gjjn+ljn. . . _ik+l.ikjk-l.. . j2. 
Then element 1 of the considered row is simultaneously contained in the 
column of H which corresponds to the following subcolumn of B: 
[ b,l 
b,, ... b&IT> 
where the word index /3 precedes CY in the direction j, and it is determined as 
follows: 
All remaining elements of the considered row are zero. 
Now, we can state and prove the following theorem: 
THEOREM. The matrix H presented in Equation (17) is the companion 
matrix of the augmented polynomial a> presented in Equation (5), i. e., 
where 
pk = pk - t,. (19) 
Proof. Let us consider the characteristic matrix presented in Equation 
(18) for the matrix H presented in Equation (17). First, let us represent the 
submatrices &, Bg, Bkz (k, m = 2,3, . . . , n; k # m) of the matrix H deter- 
192 
mined in Equation (17) as follows: 
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I> 4, = [ 42 %2] ) 
where @r, B$, %a contain the first tk columns of the matrices B[r, Bz, Bk2, 
respectively. Now, using only permutations of columns and rows, the charac- 
teristic matrix of H can be transformed to the following form: 
where 
Hmin = H3’ - Bil - @l . . . . . . . . . . . . . . . . . . . 
Bk2 
-%1 
-a 
H,= . 
--dill 
n+l 
-@kl 
k = 2,3,. . 
, . . sl n2 B ntl2 
. . . 
- %i -B,~+I I 
. . . 
- gtfl -B:+I I 
. . . . . . . . . . . . . . . . . . . . . ’ 
, n. (22) 
The blocks #t, k = 2,3, . . . , n, are determined from the blocks Ht using the 
corresponding column permutations. Obviously, the characteristic polynomial 
of the matrix X is the same as in the expression (18). 
First, we will consider the submatrix of the characteristic matrix 
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d(s,, 52,. * . > s,+1): 
d”(Sl, $7.. . > s,+1) = 
tl+1 
k$l skit, - Hmin. (23) 
Next, we will formulate the series of submatrices A@~( sr, s2, . . . , s,+~) of the 
characteristic matrix d(s,, s2.. . . , s,+~), i.e., the principal minors of the 
characteristic matrix d. We will do this by appending to the polynomial 
matrix di(i(sl, s2, . . . , s~+~) h t e next subrow and subcolumn in d. Hence 
I, = 
1-b : 
O...OlOl . 
. -b 0...0102 : 
: -bo,'.olo,, f 
0 . 
: 33 + ~0...0100 : 
0 : 
. ~0...0100 : 
0 : -1 : C 
-b 0...0111 
-b O...OllZ 
-b ’ o...011t, 
@o.. .OllO 
0 
a,. .OllO 
0 
ao...o110 
82 
~1 (24) 
where the bracketed submatrix is do, and where the column has been 
specified to determine the position of the element - 1 contained in the last 
row of d,. Then we have recursively 
di+l = 
1 - bjn, ,... j,-l...j,l ’ 
-bj,,+,,..j~-ljp2 ! 
. -bjs+l...k-l...j2tl ’ . . . . 
ujn+I j,-1.. j,O : 
0 
: $01 + ujn+ ,,.. j,-l...j,O : 
0 
. uj,+,...jk-l . .._ j10 1 
0 * -1 0 
-bja+,.~.jk...j,t, 
ujn+l...jk...j20 
0 
aj., ,... j,...j,O 
0 
uj,+, j,. j,O 
sk 
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where the bracketed submatrix is -0~~. It is obvious that the last matrix of the 
resulting series represents the full characteristic matrix JY( sl, s2, . . . , s,+i). 
Now, one should remark that the series of submatrices di determines the 
series of the characteristics subpolynomials: 
ai(sl, ~2,. . . , s,+l) = det di(sl, s2>. . . > s,+1 1. (26) 
First, one can easily show that 
+&$ 
n+1 
aO...Oj,Oj,S1 '3 
tl -A b-j, n stl + . . . 
1 
j, =0 j,=l 
E 
+ 2 ‘2’ aj,,+lO,,,OjlS~-jlSF;it~-j~~+~ fi .$I. 
jl=Oj.+,=l 1=2 
(27) 
Next, one can observe that 
Also, one can show that 
ai+l(‘) = Sk(k+l) 'i(.) + 
[ 1 
j~oaj~+,j.....j~j,~~s;'~j' 
1 
1 
where 
k < n, 0 f rk < pk - tk (= pk) > 
and the word index j,,+r, j,, . . . , j, is constant and represents an addition to a 
column of ~8~ [see Equation (25)]. 
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In the above dependence one has to observe that, if the polynomial ai 
contains the redundancy 
then a,+r contains the redundancy 
ifrk<pPk- l,or 
(32) 
if rk = pk. Continuing this process, we prove the dependence (18), which 
completes the proof. n 
3. EXAMPLE 
To explain the construction of the companion matrix H we present in 
Table 1 the form for any manic four-variable polynomial up i.e. for any causal 
three-variable transfer function f, with the following variable degrees: t, = t2 
=t,=2,t,=1. 
4. FINAL REMARKS 
The above companion matrix has very large dimension, i.e. 
n+l 
N= CCLk=l+tl+ ~2ti+n~1 ~ 2titj 
k=l i=2 i=2 j=i+l 
n-2 n-l 
+ c c 2 2titjtk + *’ 
i=2 j=i+l k=j+l 
9 +2t,t, *.* t,. (33) 
Note that the transfer-function variables can be arbitrarily ordered. Also, the 
final dimension ii’ depends weakly on the ordering of the numbers tk, 
k = 1,2,. . . , n + 1. Finally, one should note that N is minimal if and only if 
the degree of the transfer-function variable si, i.e. t,, is maximal. 
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TABLE1 
COMPANION MATRIX H 
- aowl 1 : b,,, b,,, : bll blzl Eoz~l to~21 ho11 ho21 
-a0002 0 bl2 b,,2 boll2 bo122 0212 0222 b 1012 bl022 
(B12) : 
(%2) v3 22) 
(B22) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
-1 0 : -a0010 -a0020 : -a0110 - a0120 - a0210 - a0220 - alOlo - al020 
0 0. 1 0 .o 0 0 0 0 0 
P:) : 
(-@I, (- @i, 
(-Bid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. 
. 
‘ii” 
0 
(HiI . . . . . 
0 
0 
0 
0 
0 
0 
‘L i’ 
0 0 0 0 0 
0 0 0 1 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 jH4L) 0 
b.,._...lb. 'Lgbd2b.,'~_..b. .IH,,,, 
0: 0 0 :o 0 
(-@l) 
(-B&I 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 A 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 : -a0010 -a0020 . -a0110 - a0120 
(- %i, 
(-Bid 
0 0 
0 0 
0 0 
1 0 
0 0 
0 0 
. . . . . . . . . . . . . 
- a0210 - a0220 
0 0 
(-@id 
. . . . . . . . . . . . . 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
. . . . . . . . . . . . . 
- a0210 - a0220 
(-w 
. . 
- al010 
0 
. . , . 
0 
1 
0 
0 
0 
0 
. . . 
- al010 
. . 
- a1020 
0 
. . 
0 
0 
1 
0 
0 
0 
. . . 
- a1020 
Finally, if we need to consider only a strictly Hurvitz polynomial a; [see 
Equation (5)], then we can use the following change of variables: 
Sk ’ zk - ak, k = 1,2,. . . , n(n + 1); ak> 0. (34) 
Next, one has to construct the companion matrix H' for the transformed 
polynomial u>(z,, z2,. . . , z,+l ), and finally one can transform the variables in 
the characteristic matrix: 
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TABLE 1 Continued 
COMPANION MATRIX H 
(B32) 
,........................................,...... 
- - a0100 a0200 - 1 all00 -al110 -a1120 - a1200 
0 0 .o 0 0 (--@I,  l-h 
(--%I) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
1 0 0 0 0 0 
0 0 0 0 0 0 
0 1 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 c& 0 0 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
- a0100 -a0200 : -all00 - all10 - all20 - al200 
1 (-@)O 0 0 0 0 
. (-a&) 
(-Bid 
- a1210 
0 
0 
0 
0 
0 
0 
0 
. . 
- al210 
0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 1 0 0 0 0 
0 0 0 1 0 0 0 
0 0 (HD:, 0 1 0 0 
. . . . . . . . . . . . . 
- al220 : - al000 
0 . 0 
: (-Bid . . . . . . . . . . . . . 
0 1 
0 0 
0 0 
0 0 
0 0 
0 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
- a0100 - a0200 : - all00 - all10 - a1120 - a1200 - al210 -al220 -al000 
(-~~I) (-e&) 
(-Bid :(-Bid 
. . 
b 1221 : b 1001 
b 1222 b 1002 
(B,d 
. . . . . . . . . . . . . 
-81220 -al000 
0 0 
: (-@l) 
. . . . . . . . . . . . 
0 0 
0 0 
0 0 
0 0 
0 1 
0 0 
i.e., 
zk = Sk + ak, k=l,Z ,...I n(n+l). 
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