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Suppose L is a second order elliptic differential operator in Rd and let :>1.
Baras and Pierre have proved in 1984 that 1 is removable for Lu=u: if and only
if its Bessel capacity Cap2, :$(1 )=0. We extend this result to a general equation
Lu=9(u) where 9(u) is an increasing convex function subject to 22 and {2 condi-
tions. Namely, we prove that 1 is removable for Lu=9(u) if and only if its Orlicz
capacity is zero, that is, the integral B dx 9(1 |x& y|
2&d &(dy)) is equal to 0 or 
for every measure & concentrated on 1, where B stands for any ball containing 1.
 2000 Academic Press
1. INTRODUCTION
1.1. Removable Singularities. Let L be a second order elliptic differen-
tial operator in Rd and let 9 be an increasing convex function with
9(0)=0. We say that a compact 1/Rd is a removable singularity, or
briefly, removable for the equation
Lu=9(u) (1.1)
if (1.1) has no nontrivial positive solution in Rd "1.
If 1 is removable, then every solution to (1.1) in a neighborhood of 1
is continuous on 1 and satisfies (1.1) there. Moreover, Theorem 1.1 shows
that this property can be taken as a definition of the removability.
The case 9(u)=u:, :>1 has been studied by analysts for decades. In
1980, Brezis and Ve ron [6] proved that a single point is removable for
2u=u: if and only if d2:(:&1). In 1984, Baras and Pierre [4] showed
that 1 is removable for Lu=u: if and only if Cap2, :$(1 )=0 where
Cap2, :$(1 )=sup [&(1): &(Rd "1 )=0, &U&&:1]. (1.2)
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Here & }&: is the standard L:-norm, U&(x)= U(x, y) &(dy) and
U(x, y)=
1
4? |

0
t&d2 exp {&? |x& y|
2
t
&
t
4?= dt. (1.3)
The condition Cap2, :$(1)=0 can be rewritten as
sup {&(1): &(Rd"1 )=0, |B _|1
&(dy)
|x& y|d&2&
:
dx1==0, (1.4)
where B is an open ball containing 1.
A similar result for the parabolic equation &u* +Lu=u: was obtained
by Baras and Pierre in [3].
The theory of removable singularities was extended to sets on the bound-
ary of a smooth (and non-smooth) domain in the case of the equation
Lu=u: (see, e.g., [12, 16, 1821]). This is one of the key ingredients of
description of all positive solutions of Lu=u: in a smooth domain by
means of their traces on the boundary. Substantial part of the boundary
theory was developed for general convex 9. But the characterization of
boundary singularities for the general equation (1.1) still remains to be
worked out. In this paper, we consider only internal removable sets.
1.2. Convex Functions and Orlicz Capacities. Let 9(u) be a strictly
increasing convex function such that 9(u)=0. To simplify the presenta-
tion, we assume that 9 is strictly convex and has a continuous derivative
=9$. We impose the following conditions on 9 widely used in the theory
of Orlicz spaces (see, e.g., [17, 23]):
(22 condition) 9(2x)K9(x) for some K and all x>0;
({2 condition) 9(x)(12L) 9(Lx) for some L>1 and all x>0.
Let 1/Rd be a compact set. Its Orlicz capacity is given by the formula
Cap9 (1)=sup {&(1): &(Rd"1 )=0, | 9(U&(x)) dx1= , (1.5)
where the kernel U is given by (1.2). See [1, 2]. Similar to (1.4), the condi-
tion Cap9 (1)=0 can be rewritten as
sup {&(1): &(Rd"1 )=0, |B 9 _|1
&(dy)
|x& y| d&2& dx1==0, (1.6)
where B is an open ball containing 1.
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1.3. Main Results. We assume that the operator
Lu=:
i, j
aij
2u
xi xj
+:
i
bi
u
x i
(1.7)
is uniformly elliptic. Its coefficients aij are supposed to belong to C2, *(Rd)
and bi belong to C1, *(Rd) where Ck, *( } ) is defined in a standard way (see,
e.g., [15]).
The following result provides an equivalent definition of removability.
Theorem 1.1. Let 9 satisfy both 22 and {2 conditions. A compact set
1/Rd is removable if and only if the following property is valid:
For every bounded smooth domain B#1 and for every solution u to the
equation Lu=9(u) in B"1, there exists a function v on B such that v=u on
B"1 and Lv=9(v) everywhere in B.
The principal result is given by the following theorem.
Theorem 1.2. Let 9 satisfy both 22 and {2 conditions. A compact set
1/Rd is removable for the equation Lu=9(u) if and only if Cap9 (1)=0.
Remark. Assume that an (L, 9)-superdiffusion exists.2 According to
Dynkin [10], a compact set 1 is removable if and only if it is polar, that
is, it is not hit, with probability one, by the graph of the superdiffusion.
Combining this result with the Theorem 1.2, we obtain a characterization
of polar sets for a (L, 9)-superdiffusion.
1.4. Notation. For a function u(x) on Rd, we denote its partials by Diu,
i=1, ..., d and Diju, i, j=1, ..., d. We denote by {u the vector with com-
ponents Diu; {2u stands for the matrix of second derivatives Diju.
If + is a measure and f is a measurable function, then ( f, +) stands for
the integral of f with respect to + provided it makes sense.
1.5. Plan of the Paper. In Section 2, we present basic facts on Orlicz
spaces and we prepare some tools. Section 3 is devoted to basic facts on the
equation Lu=9(u). In Section 4 we prove that removability implies
Cap9 (1 )=0. Section 5 is devoted to the proof of the converse implication.
2. BASIC FACTS ON ORLICZ SPACES
2.1. Notation. From now on, we assume that 9 satisfies both conditions
22 and {2 though some lemmas remain valid under weaker assumptions.
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2 See, e.g., [7, 11] for the general theory of superprocesses and corresponding bibliography.
To simplify the presentation, we assume that 9 is strictly convex with a
continuous derivative (t)=9$(t). The function (t) is strictly increasing
with (0)=0. Denote by .(t)=&1(t) the inverse to  and put 8(t)=
t0 .(s) ds. Clearly, 8 is strictly increasing and convex. It is called the com-
plementary function to 9. By [23, Theorem 2.3.1], 8 also satisfies 22 and
{2 .
The Orlicz space L9 is defined as a space of (classes of equivalent) func-
tions f such that  9( | f | ) dx<. L9 is a Banach space with respect to the
norm
& f &9=sup {& fg&1 : | 8(g) dx1= . (2.1)
We also use the gauge, or Luxemburg, norm, given by the formula
N9 ( f )=inf {k: k>0, | 9( fk) dx1= . (2.2)
As a tool, we use the function
*9 (t)=sup {9(tx)9(x) : x>0= (2.3)
and its inverse
}9 (t)=*&19 (t)=sup {s: 9(sx)9(x) t for all x>0= . (2.4)
By (2.3) and (2.4),
9(tx)*9 (t) 9(x), 9(}9 (t) x)t9(x). (2.5)
2.2. Basic Properties. Conditions 22 and {2 imply:
(2.2.A) [23, Theorem 2.3.1]. There exist 1<:; such that
:
x(x)
9(x)
; (2.6)
for all x>0.
(2.2.B) [23, Proposition 3.3.4]. For each f # L9,
N9 ( f )& f &92N9 ( f ). (2.7)
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(2.2.C) (Ho lder’s inequality; see [23, (3.3.16)]). For each f # L9,
g # L8,
& fg&1N9 ( f ) &g&8 , & fg&1& f &9 N8(g) (2.8)
Moreover, if f =(g), then
& fg&1=N9 ( f ) &g&8 , & fg&1=& f &9 N8(g). (2.9)
Lemma 2.1. Let :, ; be as in (2.2.A). Then *9 satisfies
t;*9 (t)t: for t<1,
(2.10)
t:*9 (t)t; for t>1.
Proof. Note that
log
9(tx)
9(x)
=|
tx
x
(s)
9(s)
ds (2.11)
for all x>0. Therefore (2.2.A) implies
: log tlog
9(tx)
9(x)
; log t for t>1,
(2.12)
; log tlog
9(tx)
9(x)
: log t for 0<t<1,
which is equivalent to (2.10). K
Lemma 2.2. Let
&9( f )&1C1+C2 & f &9 (2.13)
for some positive constants C1 , C2 . There exists a constant C=C(C1 , C2 ,
9)< such that & f &9C.
Proof. Suppose that & fn&9   as n   and
&9( fn)&1C1+C2 & fn&9 . (2.14)
Put gn= fn & fn &9 . We have
9(gn)9( fn) *9 (1& fn&9) (2.15)
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and therefore
&9(gn)&1 *9 (1& fn&9) &9( fn)&1
*9 (1& fn&9)(C1+C2 & fn&9)  0 (2.16)
by Lemma 2.1. But, &gn &9=1 and therefore &9(gn)&1 can’t tend to 0 by
[17, Theorem 9.4]. K
Lemma 2.3. There exists a function #(t) such that #(0)=#$(0)=0,
#(t)>0 for t>0 and #"=}9 (#). Moreover, #(t)#$(t)#"(t) for 0t1.
Proof. Let K(t) be a positive continuous function vanishing at 0. The
equation y$=K( y) has a nonzero solution with y(0)= y$(0)=0 if and only
if the integral
|
y
0
ds
K(s)
<. (2.17)
Consider now the equation
y"=}9 ( y). (2.18)
It is equivalent to y"y$= y$}9 ( y), which implies y$=K( y) where K( y)=
( y0 }9 (t) dt)
12. By Lemma 2.1, }9 (t)t1: for 0<t<1 and therefore
K( y)Cy(:+1)2:. Since :>1, the integral (2.17) converges.
Let #(t) be the corresponding solution. Since }9>0, #"(t) is strictly
positive for t>0, and therefore # and #$ are strictly increasing. Since }9 is
also increasing, we have
#$(x)=|
x
0
#"(t) dt=|
x
0
}9 (#(t)) dtx}9 (#(x))=x#"(x) (2.19)
and
#(x)=|
x
0
#$(t) dtx#$(x) (2.20)
and therefore ##$#" on [0, 1]. K
Lemma 2.4. For every a>0,
|

a
dt
[ t0 9(s) ds]
12<. (2.21)
433REMOVABLE SINGULARITIES
Proof. By (2.5) and Lemma 2.1,
|
t
0
9(s) ds|
t
t2
9(s) ds
t
2
9(t2)Ct1+: for ta. (2.22)
and therefore the integral in (2.21) does not exceed
C |

a
dt
t(1+:)2
< (2.23)
since :>1. K
3. BASIC FACTS ON THE EQUATION Lu=9(u)
3.1. Green’s Function. Let D be a smooth domain. We say that a
positive function pDt (x, y), t>0, x, y # D is the fundamental solution for the
equation Lu=0 in D if, for every bounded positive continuous function f,
u(t, x)=|
D
pDt (x, y) f ( y) dy
satisfies conditions
u
t
=Lu for t>0, x # D,
u=f for t=0, x # D,
u=0 for t>0, x # D.
The existence of such function for every domain D with smooth boundary
is proved, e.g., in [14].
Green’s function in D is defined by the formula
gD(x, y)=|

0
pDt (x, y) dt. (3.1)
We put
GD f (x)=|
D
gD(x, y) f ( y) dy. (3.2)
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For every positive continuous function F on D, v=GDF is the unique
solution of the problem
Lv=&F in D,
(3.3)
v=0 on D.
For a non-smooth domain D, we consider an approximating sequence of
smooth domains Dn A D and we put pDt (x, y)=lim p
Dn
t (x, y) and gD(x, y)=
lim gDn(x, y).
We drop the index D if D=Rd is the whole space.
3.2. Diffusions. L-diffusion can be defined as a continuous Markov
process !=(!t , 6x) in Rd such that, for every Borel set B/Rd,
6x[!t # B]=|
B
pt(x, y) dy, (3.4)
where pt(x, y) is the fundamental solution in Rd defined in Subsection 3.1.
Formula (3.4) means that pt(x, y) is the transition density of !. See [9] for
more details.
For a domain D, we denote by {D the first exit time of ! from D. If
Dn A D is a sequence of smooth domains approximating D, then {Dn A {D for
6x -almost all paths. Operators GD can be expressed by the formula
GDF(x)=6x |
{D
0
F(!t) dt. (3.5)
We have
6x[!t # B, t<{D]=|
B
pDt (x, y) dy, (3.6)
that is, pD is the transition density of the L-diffusion in D.
3.3. Comparison Principle. We say that v is a supersolution if Lv9(v)
and that it is a subsolution if Lv9(v).
Proposition 3.1 (Comparison Principle; see [13, Theorem 2.1]). Sup-
pose that D is a bounded smooth domain. Let v be a subsolution, and u be
a supersolution, in D. If, for all y # D,
lim sup [v&u]0 as x  y, x # D,
then vu in D.
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3.4. Boundary Value Problem.
Proposition 3.2 (see [13, Theorems 2.2 and 2.3]). Let D be a bounded
smooth domain and f be a positive continuous function on D. The boundary
value problem
Lu=9(u) in D,
(3.7)
u=f on D
has a unique solution. Moreover, u is a solution to (3.7) if and only if it
satisfies the integral equation
u(x)+6x |
{D
0
9(u(!s)) ds=6x f (!{D). (3.8)
3.5. Absolute Barrier. A real-valued function u0(x) is called an absolute
barrier for Eq. (1.1) in a domain D if it is an upper bound for every
bounded positive solution of (1.1). Theorem 2.4 in [13] and Lemma 2.4
imply
Proposition 3.3. The absolute barrier for (1.1) exists in every domain D.
Proposition 3.3 implies:
(3.5.A) (See (2.7.A) and (2.7.B) in [13].) Let D/Rd be a domain
and let un satisfy (1.1) in D. If the limit v(x)=lim un(x) exists everywhere
in D, then v is also a solution to (1.1) in D. Moreover, let A be a relatively
open subset of D such that all points of A are regular for D. Let f be a
continuous function on A. If un= f on A, then v= f on A.
4. CASE OF A POSITIVE CAPACITY
4.1. Some Lemmas. We begin with some notation. Through this sub-
section, let 1 be a compact subset of Rd and let B#1 be a bounded
smooth domain. Denote D=B"1. Let Un be a decreasing sequence of open
sets with smooth boundary such that U n /B and Un=1. Put
Dn=B"U n . Clearly, Dn coincides with the union of B and Un . Also, Dn
approximates D.
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Denote by uB the maximal solution to the boundary value problem3
Lu=9(u) in D,
(4.1)
u=0 on B.
Lemma 4.1. Let f0 be a continuous function on B. If there exist two
solutions to the boundary value problem
Lu=9(u) in D,
(4.2)
u=f on B,
then uB {0.
Proof. Denote by v the maximal solution to (4.2). Let u be another
solution. Put g=v&u. By construction, g0. By assumption, g>0 some-
where in D. Besides, 9(g)9(v)&9(u) and therefore Lg=9(v)&9(u)
9(g) in D. Denote by wn a solution to the boundary value problem
Lwn=9(wn) in Dn ,
wn=0 on B, (4.3)
wn=g on Un .
By the comparison principle, wn g. Therefore wn+1 g on Un and the
comparison principle implies wn+1wn in Dn . Put w=lim wn . Clearly,
w g and w is a solution to (4.1). Therefore uBw g is nontrivial. K
Lemma 4.2. Let u=0 on B and let h=u+GD9(u)< in D. Let Dn
be an approximating sequence described in the beginning of the section.
Denote by un a solution to
Lun=9(un) in Dn ,
un=0 on B, (4.4)
un=h on 1n .
Then un a u as n   and the random variables
|
{Dn
0
9(un(!s)) ds
are uniformly integrable with respect to all measures 6x , x # D.
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3 It exists because of Proposition 3.3 and (3.5.A).
Proof. By the comparison principle, hun+1u in Dn+1 . Therefore
unun+1 in Dn , again by the comparison principle. Hence there exists a
limit u~ =lim unu.
On the other hand,
un+GDn 9(un)=h in Dn (4.5)
by Theorem 3.2. By the Fatou Lemma,
lim inf GDn 9(un)(x)=lim inf 6x |
{Dn
0
9(un(!s)) ds
6x |
{D
0
9(u~ (!s)) ds=GD9(u~ )(x). (4.6)
Passing to the limit in (4.5), we therefore get
u~ +GD9(u~ )h=u+GD9(u) in D. (4.7)
However, u~ u. Therefore (4.6) and (4.7) imply that u~ =u and
lim |
{Dn
0
9(un(!s)) ds=|
{D
0
9(u~ (!s)) ds a.s. 6x ,
(4.8)
lim 6x |
{Dn
0
9(un(!s))=6x |
{D
0
9(u~ (!s)) ds
for all x # D. By [8, Theorem II.21], (4.8) implies the uniform integrability
of {Dn0 9(un(!s)) ds. K
Lemma 4.3. Let u>0 be a solution to the boundary value problem (4.1)
such that h=u+GD9(u)< in D. Then u(x)<uB(x) at some point x # D.
Proof. Let un be the functions defined in Lemma 4.2 and let vn be
solutions to the boundary value problem
Lvn=9(vn) in Dn ,
vn=0 on B, (4.9)
vn=2h on 1n .
By Theorem 3.2, vn satisfies the integral equation
vn(x)+6x |
{Dn
0
9(vn(!s)) ds=2h(x) in Dn . (4.10)
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Since 9 is convex and 9(0)=0, we have 9(2un)29(un). Hence, 2un is a
supersolution and unvn2un by the comparison principle. Therefore
9(vn)K9(un) by condition 22 . For this reason, Lemma 4.2 implies that
the random variables {Dn0 9(vn(!s)) ds are uniformly integrable with respect
to all the measures 6x , x # D.
On the other hand, similar to the first part of the proof of Lemma 4.2,
we can show that the vn decrease in n. Let v be the limit of vn . Since
vnun , we have vu. Passing to the limit in (4.10), we get
v(x)+6x |
{D
0
9(v(!s)) ds=2h(x) in D. (4.11)
By comparing (4.10) and (4.11), we conclude that v(x)>u(x) for some
x # D. Since v is also a solution to (4.1), we have vuB and therefore
u(x)<uB(x). K
4.2. Criteria of Removability. The following lemma shows that
removability is, in fact, a local property.
Lemma 4.4. The following properties are equivalent:
(i) 1 is removable;
(ii) There exists a bounded smooth domain B#1 such that uB=0;
(iii) uB=0 for all bounded smooth domains B#1.
Proof. (1%) First, we prove that uB1uB2 in B1 if B1 /B2 . Let Un be
as in Subsection 4.1. Put Dn=B2"U n and consider a solution wn to the
boundary value problem
Lw=9(w) in Dn ,
w=0 on B2 , (4.12)
w=uB1 on Un .
Since wn>uB1=0 on B1 , the comparison principle implies that wnuB1
on B1 & Dn . Therefore wn+1uB1 on Un and the same comparison prin-
ciple implies that wnwn+1 on Dn . Denote w=lim wn . Clearly, w is a solu-
tion to (4.1) in B2 and therefore wuB2 . On the other hand, wuB1 in
B1"1.
(2%) Suppose uB {0 for some B. Let Bn #B be an increasing
sequence of bounded domains such that Bn=Rd. By 1%, we have uBuBn
and uBn is increasing in n. Therefore u=lim uBn is a nontrivial solution to
(1.1) in Rd "1.
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(3%) Suppose now that u is a nontrivial solution to (1.1) in Rd"1. Let
B/1 be any bounded smooth domain. Denote by v a solution to the
boundary value problem
Lv=9(v) in B,
(4.13)
v=u on B.
Clearly, u is bounded continuous on B and therefore the solution v exists
(and, it is bounded in B). Suppose u=v in B"1. Then the function w=u
on Rd"1, w=v on 1 is a global solution to (1.1) and therefore w=0 (this
can be established by using the technique developed in the Appendix to
[13]). However, if u{v in B"1, then uB {0 by Lemma 4.1. K
We conclude with the proof of Theorem 1.1.
Proof of Theorem 1.1. We can assume that u is continuous on the
boundary of B (otherwise we can switch to a subdomain B /B). By
Proposition 3.2, there exists a unique solution to the boundary value
problem
Lv=9(v) in B,
(4.14)
v=u on B.
Now, if u{v in B"1, then uB {0 by Lemma 4.1 and therefore 1 is not
removable by Lemma 4.4. On the other hand, if 1 is not removable, then
uB {0 for some B. However, if v satisfies Lv=9(v) in B and v=uB on
B"1, then v=0 on B and therefore v=0 in B by the uniqueness. K
4.3. Sets with Positive Capacity. We now switch to the proof of
Theorem 1.2. We begin with the following result.
Theorem 4.1. If Cap9 (1)>0, then 1 is not removable.
We need one more lemma.
Lemma 4.5. Let h be a positive L-harmonic function, in an open set
D/Rd. If GD9(h)< in D, then there exists a solution of the integral
equation
u+GD9(u)=h in D. (4.15)
Proof. Let Dn be a sequence of bounded smooth domains approximat-
ing D. Denote by un a solution of the boundary value problem
Lun=9(un) in Dn ,
(4.16)
un=h on Dn .
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Such solution exists since h is bounded and continuous in a closed domain
D n . By Proposition 3.2, (4.16) is equivalent to an integral equation
un+GDn 9(un)=h in Dn . (4.17)
It follows from Proposition 3.1 that the un decrease in n. Denote u=lim un .
It remains to show that GDn 9(un)  GD9(u) as n  . By (3.5),
GDn9(un)(x)=6x |
{Dn
0
9(un(!s)) ds (4.18)
and
GD9(u)(x)=6x |
{D
0
9(u(!s)) ds<. (4.19)
Since unh,
1[0, {Dn](x) 9(un(!s))1[0, {D](s) 9(h(!s)).
However,
1[0, {Dn](s) 9(un(!s))  1[0, {D](s) 9(u(!s))
and we can pass to the limit in (4.18) by (4.19) and the dominated con-
vergence theorem. K
Proof of Theorem 4.1. Suppose Cap9 (1 )>0. Let D=B"1. There exists
a measure & concentrated on 1 such that the function
h(x)=|
1
gD(x, y) &(dy) (4.20)
satisfies
|
B
9(h(x)) dx<. (4.21)
The function h is L-harmonic in D and it vanishes on the boundary of B.
Let c # D and let U be a neighborhood of c such that U /D. The function
gD(c, x) is bounded on D"U and it is integrable over U since B is a
bounded domain. On the other hand, h(x) is bounded on U and therefore
GD(9(h))(c)|
U
gD(c, x) 9(h(x)) dx+|
B"D
gD(c, x) 9(h(x)) dx
<. (4.22)
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By Lemma 4.5, Eq. (4.15) has a nontrivial solution in D vanishing on the
boundary of B. By Lemma 4.4, this implies that 1 is not removable. K
5. TRUNCATION SEQUENCES AND
REMOVABLE SINGULARITIES
5.1. Truncation Sequence.
Theorem 5.1. Let 1 be a compact subset of Rd with Cap9 (1)=0.
There exists a sequence of C functions hn (truncation sequence) such that:
(5.1.A) 0hn1;
(5.1.B) there exists a neighborhood U0 of 1 such that hn=0 outside
U0 for all n;
(5.1.C) For each n, hn=1 in a neighborhood of 1;
(5.1.D) &hn&8  0 as n  ;
(5.1.E) For each i, &Dihn&8  0 as n  ;
(5.1.F) For each i, & |Dihn |2&8  0 as n  ;
(5.1.G) For each i, j, &Dijhn&8  0 as n  ;
(5.1.H) hn  0 a.s. as n  .
We need the following lemma which is a generalization of Lemma 8.2.1
in [22].
Lemma 5.1. Let 9 satisfy both conditions 22 and {2 and let u be a
C2-function with compact support. Then
N9 \ |D
iu| 2
u +CN9 (Diiu). (5.1)
Proof. Let =>0. Put v=|Diu|2(u+=) and N=N9 (v). Let 1<:; be
defined by (2.2.A). Note that
| 9(vN) dxi=&|
9(vN)
(:&1)(u+=)&: Diu
d(u+=)1&:. (5.2)
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Integrating the right coincide of (5.2) by parts, we get
| 9(vN) dxi =|
:9(vN)
:&1
dx i
+|
u+=
:&1 \
(vN)
Diu _
2DiuDiiu
(u+=) N
&
(D iu)3
(u+=)2 N&+ dx i
&|
u+=
:&1 \
(vN) Diiu
(Diu)2 + dxi
=|
1
:&1 _:9(vN)&
v
N
(vN)& dxi
+
1
N |
1
:&1
Diiu _2(vN)&9(vN)vN & dxi . (5.3)
The first integral is negative due to the choice of :. For the same reason,
2(vN)&
9(vN)
vN
(2&:) (vN). (5.4)
Finally, we get
| 9(vN) dxi
1
N |
2&:
:&1
D iiu(vN) dxi . (5.5)
Now note that  9(vN) dx=1 by the definition of N9 . Therefore
N9 (v)=N | 9(vN) dx|
2&:
:&1
Diiu(vN) dx

2&:
:&1
N9 (Diiu) &(vN)&8 . (5.6)
By Lemma 3 from [2] and by the choice of ;,
&(vN)&8=" vN (vN)"1 ; &9(vN)&1=;,
and therefore
N9 \ |D
iu| 2
u+= +CN9 (Diiu). (5.7)
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Finally,
lim
= a 0
N9 \ |D
iu|2
u+= +=N9 \
|D iu|2
u + (5.8)
by [23, Proposition 3.2.4]. K
Proof of Theorem 5.1. (1%) Let Uf (x)= U(x, y) f ( y) dy, where
U(x, y) is given by (1.3). By Theorem 4 from [1], there exists a sequence
of functions fn such that Ufn1 on 1 and & fn&8  0. We can assume that
fn0. Put gn=Ufn . By the Fatou Lemma, gn is lower semicontinuous.
Note that Uf =K V f where K(x)=U(0, x). Since K # L1 and {K # L1,
&gn&8 C & fn&8 ,
(5.9)
&{gn&8C & fn&8
by Lemma 2.3 from [5]. Besides,
&{2gn &8C & fn &8 (5.10)
by Proposition 3.5 from [5].
(2%) Let H(s), 0<s<, be an increasing C-function with the
properties: 0H1, H(s)=0 if s14, H(s)=1 if s34. Let also q(x)
be a C -function with compact support such that 0q1 and q=1
within a neighborhood of 1. Put
hn(x)=q(x) H(gn). (5.11)
By construction, hn satisfies (5.1.A) and (5.1.B). Since gn is lower semicon-
tinuous for every n, the set gn>34 is open for each n. Therefore, (5.1.C)
is also valid.
By the choice of H, function H(s)s is bounded. Therefore hnH(gn)
Cgn and (5.9) implies (5.1.D). Next, H$(s) is also bounded and we have
|Dihn |=|H(gn) Diq+qH$(gn) D ign |C(gn+|Dign | ). (5.12)
Therefore (5.1.E) also follows from (5.9). Now, since s(H$(s))2 is also
bounded, we have (H$(gn))2Cgn . This yields
(Dihn)2=H2(gn)(Diq)2+2qH(gn) H$(gn) Dign
+q2Diq(H$(gn))2 |Di (gn)|2
H(gn)(Diq)2+2qH$(gn) |Dign |+q2 |D iq| |Di (gn)|2gn
C(gn+|Dign |+ |Di (gn)|2gn) (5.13)
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and therefore (5.1.F) follows from (5.9), (5.10), and Lemma 5.1. Next,
sH"(s) is bounded, which implies H"(gn)Cgn . Hence,
D ijhn =H(gn) Dijq+H$(gn) DignD jq+H$(gn) D jgnDiq
+qH"(gn) DignD jgn+qH$(gn) D ijgn
C(gn+|Dign |+ |D jgn |+|Dijgn |+|DignD jgn|gn) (5.14)
and again, (5.1.G) follows from (5.9), (5.10), and Lemma 5.1.
Finally, we already have &hn &8  0. Since convergence in Orlicz norm
implies convergence in measure, we can satisfy (5.1.H) if we switch to an
appropriate subsequence. K
5.2. Truncating Sequence and Local Integrability. Let 1 be a compact
subset of R and let B be a bounded smooth domain such that B#1.
Theorem 5.2. Let u satisfy (1.1) in B"1. If there exists a truncating
sequence fn for 1, then 9(u) is integrable in a neighborhood of 1.
Proof. Let U0 be the neighborhood described in (5.1.B) and let g be a
C-function with compact support such that 0g1 and g=1 on U0 .
Without loss of generality, we can assume that U 0/B and supp g/B. Put
gn= g& fn . By (5.1.B),
DigD jfn=0 (5.15)
for all i, j, n.
Let #(t) be a function described in Lemma 2.3. It is sufficient to show
that
|
B
9(u) #(g) dx<. (5.16)
Since supp gn /supp g/B, we have
|
B
9(u) #(gn) dx=|
B
Lu#(gn) dx=|
B
uL*#(gn) ds. (5.17)
Direct computation shows that
L*#(gn)=:
i, j
Dij (aij #(gn))&:
i
Di (bi#(gn))
=#"(gn) M+#$(gn) N+#(gn) P, (5.18)
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where
M=:
ij
aijDi (gn) D j (gn)=:
ij
aij (DigD jg+D ifnD jfn),
N=2 :
ij
DiaijD j (gn)+:
ij
aijDijgn&:
i
b iDign , (5.19)
P=:
ij
Dijaij&:
i
Dibi .
By assumptions made on coefficients of L, by Lemma 2.3 and by the trivial
inequality |DifnD jfn |2 |Difn |2+2 |D jfn | 2,
L*#(gn)C#"(gn) \1+:ij |D
ifnD jfn |+
+C#$(gn) \1+:i |D
ifn |+:
ij
|Dijfn |++C#(gn)
C#"(gn) \1+:i |D
ifn |+:
i
|Difn |2+:
ij
|Dijfn |+
=C#"(gn) \1V+:i |D
ifn |+:
i
|D ifn |2+:
ij
|Dijfn |+ , (5.20)
where V stands for support of g. By (5.1.E), (5.1.F), and (5.1.G) and by the
Ho lder’s inequality (2.2.C),
|
B
9(u) #(gn) dx
C |
B
u#"(gn) \1V+:i |D
ifn |+:
i
|D ifn | 2+:
ij
|Dijfn |+ dx
C &u#"(gn)&9 \&1V &8+:i &D
ifn &8
+:
i
& |Difn |2&8+:
ij
&D ijfn &8+
C &u#"(gn)&9 . (5.21)
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However, 9(u) #(gn)9(u}9 (#(gn)))=9(u#"(gn)) by the choice of # and
the definition of }9 . Besides, gn=0 and #"(gn)=0 on the complement of
B. Hence
| 9(u#"(gn)) dx=|
B
9(u#"(gn)) dxC$ &u#"(gn)&9
and therefore &u#"(gn)&9 is bounded in n by Lemma 2.2. Hence, the
integral  9(u) #(gn) dx is also bounded in n by (5.21). We get (5.16) from
the Fatou Lemma and (5.1.H). K
5.3. Truncating Sequence and Removability. The following result com-
pletes the proof of Theorem 1.2:
Theorem 5.3. If, for every function u satisfying (1.1) in some
neighborhood of 1 (but not on 1 ), 9(u) is integrable in a neighborhood of
1, then 1 is removable.
Proof. Suppose 1 is not removable. Let B#1 be a bounded smooth
domain and let uB be the solution defined Subsection 4.1. By Lemma 4.4,
uB>0 in D=B"1. Moreover,
GD9(uB)= (5.22)
everywhere in D by Lemma 4.3.
On the other hand, we have
|
U
9(uB) dx< (5.23)
for some neighborhood U#1. Fix any x # D that is on a positive distance
from U. By the standard bounds for the Green function, F( y)= gD(x, y) is
bounded on U. On the other hand, 9(uB) is continuous on B"U and there-
fore bounded there. We have
GD9(uB)(x)|
U
gD(x, y) 9(uB) dy+|
B"U
gD(x, y) 9(uB) dy
C1 |
U
9(uB) dy+C2 |
D
gD(x, y) dy.
The second integral on the right is finite because D/B is a bounded
domain the first is also finite by (5.23). We therefore got a contradiction to
(5.22). K
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