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The noble elements constitute the simplest group of atoms. At low temperatures or high pressures
they freeze into the face-centered cubic (fcc) crystal structure (except helium). We perform molecular
dynamics using the recently proposed simplified ab initio atomic (SAAP) potential [Deiters and
Sadus, J. Chem. Phys. 150, 134504 (2019)] . This potential is parameterized using data from
accurate ab initio quantummechanical calculations by the coupled-cluster approach on the CCSD(T)
level. We compute the fcc freezing lines for Argon and find a great agreement with the experimental
values. At low pressures, this agreement is further enhanced by using many-body corrections.
Hidden scale invariance of the potential energy function is validated by computing lines of constant
excess entropy (configurational adiabats) and shows that mean square displacement and the static
structure factor are invariant. These lines (isomorphs) can be generated from simulations at a single
state-point by having knowledge of the pair potential. The isomorph theory for the solid-liquid
transition is used to accurately predict the shape of the freezing line in the pressure-temperature
plane, the shape in the density-temperature plane, the entropy of melting and the Lindemann
parameters along the melting line. We finally predict that the body-centered cubic (bcc) crystal is
stable at high pressures.
INTRODUCTION
Thermodynamic and transport properties of con-
densed matter systems at a given temperature and den-
sity are determined by their potential energy functions.
For a class of systems, the potential energy function ex-
hibits a hidden scale invariance that makes the phase di-
agram effectively one dimensional, thus density and tem-
perature collapses into a single parameter. In this paper
we investigate argon (Ar) using a potential proposed re-
cently from accurate ab initio calculations. We conclude
that the energy surface obeys hidden scale invariance (in
the investigated part of the phase diagram), and show
that this fact can be used to predict the shape of the
melting lines. In the companion paper (II) we apply the
theory derived here to the other noble elements Ne, Kr
and Xe.
REALISTIC POTENTIAL ENERGY SURFACE
We investigate the simplified ab initio atomic (SAAP)
potential recently suggested by Deiters and Sadus [1].
This potential is parameterized for the noble elements
Ne, Ar, Kr and Xe from quantum mechanical calcula-
tions using the coupled cluster approach [2, 3] on the
CCSD(T) theoretical level [4]. This approach has been
referred to as the “gold standard” of quantum chemistry
[5] and is shown to give accurate prediction for the noble
elements [3, 6]. Below we consider monatomic systems
of N particles of mass m confined to a volume V with
periodic boundaries (a three-dimensional torus) with the
number density ρ = N/V . Let R = (r1, r2, r3, . . . , rN )
be the collective coordinate vector. The potential energy
surface is defined as a sum of pair potentials
U(R) =
N∑
i>j
εv(|ri − rj |/σ) (1)
where the SAAP pair potential is
v(r) =
a0 exp(a1r)/r + a2 exp(a3r) + a4
1 + a5r6
. (2)
The parameters for Ar are ε/kB =143.4899372 K, σ =
0.3355134529 A˚, a0 = 65214.64725, a1 = −9.452343340,
a2 = −19.42488828, a3 = −1.958381959, a4 =
−2.379111084, a5 = 1.051490962 [1]. These coefficients
are determined by fitting to results of the above men-
tioned ab initio calculations on dimers [2]. The pair po-
tential is truncated and shifted at rc = 4 in units of
σ. An advance of the SAAP potential is that it is com-
putationally efficient while accurately representing the
underlying ab initio calculations [1]. Figure 1(a) shows
the SAAP pair potentials of Ar in units of ε. The po-
tential has been parameterized to have the same min-
imum as the Lennard-Jones (LJ) potential shown as a
green dashed line: 4[r−12− r−6]. The LJ potential is too
steep at short distances (Fig. 1(b)) as noted by Thiel and
Alder [7]. The red dashed line is the exponential repul-
sive (EXP) pair potential 4 · 105 exp(−12r). The SAAP
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FIG. 1. (a) The SAAP pair potential for Argon (red; solid),
and LJ (green; dashed) and the EXP (red; dashed) pair po-
tentials. (b) The SAAP pair potential on a logarithmic scale.
potential is approximated by the EXP potential [8–11] as
short distances, see Fig. 1(b). This is consistent with the
interpretation of high-pressure compression experiments
(shock Hugoniots) [references].
Simulations were conducted using the RUMD software
package [12]. We studied systems of N = 5120 parti-
cles in an elongated orthorhombic simulation cell where
the box length in the y and z directions are identi-
cal, and the box length in the x direction is 2 12 times
longer. We perform molecular dynamics for 222 ≃ 4×106
steps after equalization using a leap-frog time-step of
0.004σ
√
m/ε. This results in a simulation time of about
1.7 × 104σ
√
m/ε = 33 ns. The temperature T and/or
pressure p is keep constant using the Langevin type dy-
namics suggested by Grønbech-Jensen et al. [13].
The coexistence lines between liquid and the fcc solid
are determined as follows: First, we use the interface-
pinning method [15] to compute the solid-liquid chemi-
cal potential difference ∆µ at temperature T0 = 2ε/kB
(287 K) for a range of fcc lattice constants corresponding
to different pressures. The ∆µ in the interface-pinning
method computed from the thermodynamic force on a
solid-liquid interface in a simulation with an auxiliary
potential that biases the system towards two-phase con-
figurations. Two-phase simulations were done eight times
longer than bulk simulations to account for slow fluctua-
tions of the solid-liquid interface. We determine that the
coexistence pressure (∆µ = 0) is p = 22.591(4)ε/σ3 at
T0 = 2ε/kB. The number in parenthesis indicates the es-
timated error on the last digit. Other coexistence points
are then determined by numerical integration along tem-
peratures on the coexistence line using the fourth-order
Runge-Kutta (RK4) algorithm [16] where the required
slopes dp/dT are computed from isobaric simulations of a
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FIG. 2. (a) The solid-liquid coexistence line of Argon in the
pT -plane. The black solid line is the melting temperature
Tm(p) computed for the SAAP potential by first using the in-
terface pinning method at T0 = 287 K, and then use a fourth-
order Runge-Kutta integration of the Clausius-Clapeyron
identity to determine remaining coexistence points. The solid
blue line is a mean-field correction to missing many-body in-
teractions of the SAAP potential (see main text), and the
red dashed line is the empirical melting line by Datchi et. al
[14]. The black dot is the gas-liquid critical point. The in-
set is a zoom-in on low pressures. (b) The phase diagram in
the ρT -plane. The black solid lines are the boundaries of the
phases. The three black dots are the critical point, and the
triple point for the liquid and solid, respectively. The green
dots and dashed lines correspond to empirical values. The
blue and red dashed lines are liquid and a solid isomorphs
based on the SAAP potential, respectively.
solid and a liquid using the Clausius-Clapeyron relation:
if ∆Vm = Vliquid−Vsolid is the volume difference between
liquid and solid, ∆Sm = (Uliquid − Usolid + p∆Vm)/T is
the entropy difference between the two phases, then the
local slope is computed as dP/dT = ∆Sm/∆Vm. This
recipe for computing solid-liquid coexistence lines was
3suggested in Reference [11]. As a consistency check we
confirm that the gradient of the central difference of the
computed melting line agrees with ∆Sm/∆Vm as com-
puted above (see Supplementary material). The result
is shown as a solid black line on Fig. 1(a) together with
the empirical values [14] shown with a red dashed line.
The agreement is good; however, as seen in the inset, the
SAAP gives a slight overestimate of the coexistence tem-
perature at a given pressure. This is likely due to missing
many-body interactions of the SAAP potential. To in-
vestigate this, we apply a mean-field correction that only
depends on the average density of a bulk phase (following
the suggestion by Deiters and Sadus given in Reference
[17]). For a correction of the coexistence pressure we take
the different densities of the phases into account. Let ρ¯ =
2/(vs+vl) be the average density between the two phases
at a given coexistence point (T SAAP, pSAAP) computed
with the SAAP potential. The corrected state-point is
then (Tc, pc)=(εcT
SAAP, εcp
SAAP) where εc = 1 − λνρ¯εσ6
is an energetic correction parameter of the ε in Eq. 1,
ν/εσ9 = 0.0687536 is the Axilrod-Teller-Muto parameter
[18] given in Reference [17], and λ is a fudge parameter
that we set to unity for simplicity. The solid blue line on
Fig. 2 shows the corrected melting line. The correction is
small, but explains the deviations from the experimental
melting line at low pressures (inset on Fig. 2(a))). At
high pressures, however, the uncorrected melting line is
better than the corrected. This suggests that many-body
interactions are less important at high pressures. For the
remainder of the paper we will ignore many-body cor-
rections, but expect that the inclusion of the many-body
effects will give rise to some quantitative changes to our
conclusions. We leave such investigations to future stud-
ies.
HIDDEN SCALE INVARIANCE
The following gives a brief introduction to the the-
ory of systems with hidden scale invariance, known as
the isomorph theory [9, 19–21], and applies it to the Ar
parametrization of the SAAP potential. Consider two
configurations Ra and Rb where U(Ra) < U(Rb). If the
energy surface has hidden scale invariance for those con-
figurations, it follows that U(λRa) < U(λRb) where λ
determines the magnitude of an affine scaling of the par-
ticle positions and thus the density. From this definition
of hidden scale invariance, it follows that there are lines in
the phase diagram, referred to as isomorphs, where struc-
ture, dynamics, and some thermodynamics quantities are
invariant in units that are reduced by a combination of
particle massm, the number density ρ and the kinetic en-
ergy kBT [20]. The isomorphs are defined as lines where
the excess entropy Sex is constant, i.e. a configurational
adiabat. Here, “ex” refer to the entropy in excess of the
ideal gas entropy: Sex = S−Sid. This scaling with excess
entropy was first suggested by Rosendeld in 1977 [22], but
have recently gained renewed interest [23–27]. A config-
urational adiabat is only referred to as an isomorph for
state-points with hidden scale-invariance and thus invari-
ant structure (iso-morf is the greek word for same-shape).
The slope of a configurational adiabat (and an isomorph)
in the double logarithmic temperature-density plane,
γ ≡ ∂ lnT
∂ ln ρ
∣∣∣∣
Sex
, (3)
can be computed from the fluctuations of virial and po-
tential energy in the constant NV T ensemble as γ =
〈∆W∆U〉/〈(∆U)2〉 [19]. Here 〈. . .〉 is the thermody-
namic average in the constant NV T ensemble and ∆
denotes the deviation from the mean. The dashed lines
on Fig. 2(b) show a liquid and a solid isomorph com-
puted by numerical integration of Eq. 3 using the fourth-
order Runge-Kutta method from a reference state point
(T0, ρ0) [28]. The isomorphic state points can also be
found by the direct isomorph check (DIC) method. This
method relies on the fact that the structure is invariant
along an isomorph, allowing the isomorph to be com-
puted from configurations at the reference state point.
Figure 3(a) shows that the structure is indeed invariant
by investigating the static structure factor S(q) = 〈|ρq|2〉
where ρq =
∑N
n exp(iq · rn)/
√
N . For comparison, Fig.
3(b) shows S(q) for state-points along an isochore start-
ing near the triple point. Figs. 3(c) and 3(d) show S(q)
for the fcc solid along state-points of the isomorph and
a isotherm, respectively. As for the liquid, the structure
is invariant along the isomorph. We note that the long-
wavelength (short q-vector) limit of the structure factor
does not scale well (inset on Fig. 3(a) and Fig. 3(c)).
This limit is proportional to the isothermal compressibil-
ity, which is not an isomorph invariant [29]. Figure 4(a)
shows that dynamics is invariant along the liquid iso-
morph by investigating the mean squared displacement
and the diffusion constant (inset) computed by the long-
time limit (dashed line). Figure 4(b) shows the same
along an isochore.
In an NV T simulation the virial is given by W (R) =
−∑i>j ε|ri − rj |u(1)(|ri − rj |/σ)/3σ where u(1) is the
first derivative of the pair potential with respect to the
reduced pair distance. The virial is referred to as the “po-
tential part of the pressure” since the pressure p is given
by the relation pV = NkBT +〈W 〉. Systems with hidden
scale-invariance are sometimes referred to as “strongly
correlating” [30] since the fluctuations of virial and po-
tential energy are strongly correlated in the NV T en-
semble. Figure 5 show the Pearson correlation coefficient
R between W (R) and U(R) for the liquid (blue points)
and the crystal isomorph (red points). The correlation
is strong as expected from the invariant structure and
dynamics (Figs. 3 and 4). R > 0.94 for all investigated
state-points. The correlation increases with increasing
4temperature (and density). This is consistent with the
fact that the structure is more invariant on the high-
temperature part of the configurational adiabat (inset
on Fig. 5).
If the pair potential follows an inverse power-law (r−n)
then the isomorphs are given by ργ/T =const. where
γ = n/3 is constant [19]. Thus γ is referred to as the
“density scaling exponent”. In general, however, γ is
state point dependent [31]. It has been demonstrated
that for many systems with pair interaction, including
the LJ and the EXP systems, that the exponent can be
approximated by fitting an effective inverse power-law to
the pair potential as some distance [32]. For the dense
phases (liquid and solid) this results in the expression
γ(ρ, Sex) ≃ −2
3
− r
3
u(3)(r)
u(2)(r)
∣∣∣∣
r=Λ(Sex)ρ−1/3/σ
(4)
where u(i)(r) is the ith derivative of the pair potential
with respect to r and Λ(Sex) is a free parameter for a
given isomorph expected to be close to unity. Under the
assumption that Λ is the same for nearby isomorphs, γ is
only a function of density to a good approximation. Fig-
ure 6 shows the true γ of Eq. 3 (dots) and the γ estimated
from the pair interactions (solid lines). The agreement is
excellent. Thus, any isomorph can be computed from a
single reference state-point since it can be computed by
integrating Eq. 4 with Λ determined at the state point
by calculating γ from the fluctuations.
In this paper we investigate the fcc solid, however, it
well-known that they can form other structures such as
hexagonal closed packing (hcp) at higher pressures than
what we investigate in this paper [33]. At high pressures
(density and temperature) the exponent γ approaches
that of the EXP potential and becomes smaller. As such,
the pair potential becomes long-ranged compared to the
interparticle distance. When γ < 2.3 it is expected that
the body centered cubic (bcc) crystal becomes thermo-
dynamically stable compared to the closed packed crys-
tals (fcc and hcp) [34–36]. Hoover and coworkers [34]
explained the fcc-bcc-fluid triple point for many met-
als by the fact that the effective pair potential becomes
soft. It was recently shown that the EXP pair poten-
tial has a fcc-bcc-fluid triple point [11] located where
γ = 2.33(3) [37]. Since the potential of the noble ele-
ments are approximated by the EXP potential at high
densities, we expect that the noble elements have an fcc-
bcc-fluid triple point where γ ≃ 2.3. For Argon we esti-
mate the triple point fcc-bcc-fluid triple point to be found
at T = 21ε/kB = 3000 K (inset on Fig. 6). Belonoshko
and coworkers [38, 39] have argued that such a triple
point exists for Xe based on theoretical calculations and
re-interpretations of experiments. The experiments pre-
sented in Reference [40] were, however, unsuccessful in
detecting such a triple point. We note that γ for the LJ
potential is 4 in the high-pressure limit, thus, the fcc-bcc-
fluid triple points is never reach [41]. The LJ potential,
however, does not describe the noble elements at high
pressures since it is too harsh. The EXP high-pressure
limit of the pair interactions also suggest a reentrence
temperature above which no crystalline phase is stable
(see T ⋆ in Ref. [37]).
The density-scaling exponent can be determined from
thermodynamic data as the ratio between the excess
pressure coefficient βexV ≡ (∂W/∂T )V /V = κexT αexT and
the excess isochoric heat capacity per volume cexV ≡
(∂U/∂T )V /V : γ = β
ex
V /c
ex
V [19]. These are usually
not directly available from experiments, but using stan-
dard thermodynamic relations this can be re-written as
γ = [γG − kB/cV ]/[1 − 3kB/2cV ] where γG = ∂ lnT∂ ln ρ
∣∣∣
S
=
αpKT /cV is the well-studied thermodynamic Gru¨neisen
parameter [42–45]. Within the accuracy of the Dulong-
Petit approximation, cV ≃ 3kB, then γ ≃ 2γG−2/3. The
value of the Gru¨neisen parameter is γG = 2.9 [25, 46] near
the gas-liquid-solid triple point of Ar. This corresponds
to γ = 5.1, and is in good agreement with the value ob-
tained by the SAAP potential (Fig. 3). Amoros et. al
[46] notice that γG is only a function of density to a good
approximation. This is explained by the fact that Λ in
Eq. 4 is close to unity for all Sex, making γ as well as γG
functions of density exclusively. Thus, γG is also only a
function of density. This is only expected to be true in
dense phases, i.e. the liquid and the solid. In the ideal
gas limit only temperature is expected to be releveant as
illustrated for the EXP potential in Reference [47]. The
reason for this is that the typical collision distance of gas
particles only depends on temperature. In Fig. 6 (open
circles) we compare the γ along the liquid isomorph of
the SAAP potential to that of the the empirical equation
of state (EOS) by Tegeler et al. [48]. (This EOS is imple-
mented into the CoolProp [49] software library by Bell
et. al.) The agreement is good.
THEORY OF THE MELTING LINE
For the Lennard-Jones system as an example, Ref. [50]
showed how the freezing and melting lines, as well as the
variation of several properties along these lines, could be
calculated from simulations carried out at a single coex-
istence state point and by knowing the solid and liquid
isomorphs through this state point. It is shown that the
coexistent pressure as a function of temperature, pm(T ),
can be computed from a liquid- and a solid isomorph
through a reference state point on the coexistence line
with temperature T0:
pm(T ) = [C1(T ) + C2(T ) + TC3]/C4(T ) (5)
where C1(T ) is the difference between U
I
s (T ) −
[T/T0]U
I
s (T0) and the analogous term for the liq-
uid isomorph, C2(T ) is the difference between
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FIG. 3. (a) The static structure factor, S(q), along the liquid
isomorph of SAAP Ar near the freezing line (blue dashed line
on Fig. 2(b)). The first axis shows q = |q| in units of ρ1/3.
The structure is invariant along the isomorph. The solid line
is a guide to the eye. The inset zoom-in on S(q) for short q
vectors demonstrating that the isothermal compressibility is
not isomorph invariant because S(0) is not. (b) S(q) along
the liquid isochore with the same density as the state point on
the isomorph with temperature T = 0.7ε/kB . (c) S(q) with
the wave-vector q pointing in the elongated [100] direction of
the fcc solid along isomorphic state-points (red dashed line
on Fig. 2(b)). The first two Bragg-peaks are shown. (d) S(q)
of the fcc solid along the T = 0.7ε/kB isotherm for the same
range of densities as the corresponding isomorph.
NkBT ln(V
(0)
s /V Is (T )) and the analogous term for the
liquid isomorph, C3 is the constant p0[V
(0)
l − V (0)s ]/T0
and C4(T ) = [V
I
l (T ) − V Is (T )] is the volume difference
between the two phases. Here the superscript “I”
indicates values along the isomorphs, and “0” to values
at the reference state point. On Fig. 7(a) we test the
melting theory for Argon using a liquid and a solid
isomorph at the reference temperature T0 = 2ε/kB
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(shown on Fig. 7(b)). The theoretical prediction is good.
Not only the shape in the pressure-temperature plane
can be found, but also various properties along the freez-
ing and melting lines – again only using information
from the reference state point. The density of the liq-
uid at the freezing line ρl for a given temperature T is
given by ln ρl = ln ρ
I
l + (Wm −W I)/(∂W/∂ ln ρ)T where
Wm = pm/ρl− kBT . The density of the solid ρs is found
by the analogous expression. The theoretical prediction
is shown in Fig. 7(b) as dots. The prediction is good
though some deviation is notable at low temperatures.
Similar deviations (but small) were also reported for the
Lennard-Jones potential [50]. Some deviation from the
theory is expected since the correlation coefficient is lower
near the triple point.
Figure 8(a) shows the entropy of fusion ∆Sm per parti-
cle along the coexistence line (solid line). The theoretical
prediction, shown as red dots, is remarkable. In compar-
ison the hard-sphere picture predicts that the entropy
of fusion is a constant. Figure 8(b) shows the Linde-
mann parameter δL = [4/ρ]
1/3
√
∆r2/6 where ∆r2 =
〈|ri(0) − ri(t → ∞)|2〉 is the root mean squared dis-
placement of particles in the crystal at long times [51]
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and the inset is results of the DIC method.
(〈u2〉 = ∆r2/3 in Reference [51]). The +’s on the in-
sert show the Lindemann parameter along the ρ = 1.14
isochore. The dashed line is a linear fit that yields
∂δL/∂T |ρ = 0.0365kB/ε needed in the theoretical pre-
diction. The theoretical predictions are good for both
∆Sfus and δL, however, they become less accurate at low
temperatures. This is related to the bad prediction for
the solid density near the triple point shown on Fig. 7(b).
CONCLUSIONS
In summary, we have investigated the solid-liquid co-
existence of argon in view of the hidden-scale invariance
of the SAAP potential and shown that it can be used to
give theoretical predictions of properties along the coex-
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FIG. 8. (a) Predicting the entropy of fusion per particle
∆Sm/N and (b) the Lindemann parameter δL for the fcc solid
from simulations at the T0 = 2ε/kB reference state point.
istence line. In the second paper of this series we extend
the investigation to the noble elements Ne, Kr and Xe.
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