We study the existence, uniqueness, and asymptotic stability of time periodic traveling wave solutions to a periodic diffusive Lotka-Volterra competition system. Under certain conditions, we prove that there exists a maximal wave speed c * such that for each wave speed c c * , there is a time periodic traveling wave connecting two semi-trivial periodic solutions of the corresponding kinetic system. It is shown that such a traveling wave is unique modulo translation and is monotone with respect to its co-moving frame coordinate. We also show that the traveling wave solutions with wave speed c < c * are asymptotically stable in certain sense. In addition, we establish the nonexistence of time periodic traveling waves for nonzero speed c > c * . © 2010 Elsevier Masson SAS. All rights reserved.
Introduction
In this paper, we are concerned with time periodic traveling wave solutions to the diffusive Lotka-Volterra competition system: u t = u xx + u r 1 (t) − a 1 (t)u − b 1 (t)v , v t = dv xx + v r 2 (t) − a 2 (t)u − b 2 (t)v , (1.1) where u = u(t, x) and v = v(t, x) denote the densities of two competing species in location x ∈ R and at time t ∈ R + , d > 0, and r i , a i , b i (i = 1, 2) are T -periodic continuous functions of t, a i , b i are positive in [0, T ], while r i may change sign. Nonlinear periodic diffusion systems like (1.1) describe the evolution of two competing species u and v naturally stemming from population dynamics, where the data depend periodically on time. Time periodic traveling waves to system (1.1) are solutions of the form,
satisfying
X(t + T , z) Y (t + T , z) = X(t, z) Y (t, z) , X(t, ±∞) Y (t, ±∞) := lim z→±∞ X(t, z) Y (t, z)
where c is an a priori unknown constant, referred to as the wave speed, z = x − ct is the co-moving frame coordinate, and
and
are periodic solutions of the corresponding kinetic system:
(1.3)
There have been many interesting studies on traveling wave solutions to diffusive Lotka-Volterra competition systems for which the corresponding kinetic systems are autonomous (see [7, 9, 11, 15, 16, 24, 25, 27, 28, 38, 39] and references therein). Recently, an interest in periodic traveling waves of the form (1.2) has been developed, which was stimulated by the observation of periodic traveling waves in a large number of mathematical models arising in various disciplines. Alikakos, Bates and Chen [2] established the existence, uniqueness and stability of time periodic traveling wave solutions for a single reaction diffusion equation with periodic bistable nonlinearities. The time periodic traveling wave solutions were also employed to study the development of interfaces for related higher dimensional equations in bounded domains. Nolen and Xin [35] proved the existence of periodic traveling waves in mean zero space-time periodic shear flows for the KPP nonlinearities. They also utilized a variational principle to characterize the minimal front speed. Liang and Zhao [30] extended the theory of spreading speeds and traveling waves for monotone autonomous semiflows to periodic semiflows in the monostable case (see also [29] ). These abstract results were applied to certain periodic diffusive equations. Most recently, Hamel [18] and Hamel and Roques [19] presented a systematic analysis on the qualitative behavior, uniqueness and stability of monostable pulsating fronts for reaction-diffusion equations in periodic media with KPP nonlinearities. The established results provide a complete classification of all KPP pulsating fronts (see [4] [5] [6] 40] for other related results). Although the study of traveling wave solutions, mostly for the autonomous case, has a longstanding history, there are still very few studies devoted to time periodic traveling wave solutions for diffusive systems with time-periodic reaction terms. Unlike the autonomous case, the presence of time dependent nonlinearities poses significant difficulties and requires new approaches.
In the present work, we consider (1.1) focusing on the case that Note that (p(t), 0) is globally stable in the interior of the positive quadrant R 2 + := {(u, v) | u 0, v 0} (see [10] or [22] ). Assume that the inequalities in (1.4) hold, we are primarily interested in periodic traveling waves of (1. (1.7)
1) with (u + (t), v + (t)) = (p(t), 0) and (u − (t), v − (t)) = (0, q(t)). Now let (U (t, z), W (t, z)) be defined as follows:

U (t, z) = X(t, z) p(t) , W(t,z)= q(t) − Y (t, z) q(t
(t)p(t)U − b 2 (t)q(t)W ; U(t, z), W (t, z) = U (t + T , z), W (t + T , z) , lim
The main focus of this paper is on the existence and uniqueness of solutions to (1.7) and their various qualitative properties. The paper is organized as follows. In Section 2, under certain conditions, we establish the existence of c * < 0 such that there exists, for any c c * , a solution to (1.7) which is monotone in z. In Section 3, we study the uniqueness of solutions of (1.7) for c c * that are constrained to [0, 1] × [0, 1]. To this end, we consider a generalized reaction-diffusion system that retains the most essential features of (1.7). We adopt a dynamical approach to obtain the exact exponential decay rate of a solution as it approaches its unstable limiting state. With this asymptotic property, we employ the sliding method to establish the uniqueness of the aforementioned solution. In addition, we show that the components of such a solution are monotone with respect to the variable z. We also show that the wave speed c * obtained in Section 1 is the maximal speed such that (1.7) has no solutions with nonzero wave speed c > c * that are nondecreasing with respect to z. In Section 4, under the same conditions presented in Section 3, we utilize the methods similar to those given in [19] to study the asymptotic stability of time periodic traveling wave solutions of u t = u xx + u a 1 
(t)p(t)(1 − u) − b 1 (t)q(t)(1 − v) , v t = dv xx + (1 − v) a 2 (t)p(t)u − b 2 (t)q(t)v .
(1.8)
We first consider the solutions of (1.8) with initial data decaying exponentially as x → −∞. We then establish the convergence of such solutions to the periodic traveling waves of (1.8) with speed c < c * at large time, which indicates that these solutions propagate with constant speed at a long time.
For future reference, we denote a vector by printing a letter in boldface u = (u 1 
Existence of periodic traveling wave solutions
This section is devoted to the existence of time periodic traveling wave solutions to (1.1) connecting the semi-trivial periodic solutions (0, q(t)) and (p(t), 0) of (1.3). Here p(t) and q(t) are given by (1.5) . Throughout this section, we always assume that We thereafter consider
If u ∈ R n and v ∈ R n , the relation u < v (u v respectively) is to be understood componentwise:
The other relations, such as "max", "min", "sup", and "inf", are similarly to be understood componentwise.
Definition 2.2. ([12]) A vector valued function
provided that
It is called a regular sub-solution of (2.2) if the above inequalities are reversed. Here d i , c i ∈ C θ (Γ, R), and f i ∈ C θ,1 (I × R n , R) for some θ with 0 < θ < 1. In particular, there exists ω > 0 such that d i (z) ω for all i and z ∈ Γ . 
such that u and u are the irregular super-and sub-solutions of
3)
respectively, and u u for all (t, z)
and f i satisfy the assumptions given in Definition 2.2 with I = R and Γ = R, u = min{w 1 , . . . , w k }, and u = max{w 1 , . . . , w k }; w l and w l are respectively the regular super-and sub-solutions of (2.3) (l = 1, . . . , k). Moreover, assume that f i (t, 0) = 0, f i (· + T , u) = f i (·, u), and 
Proof. The proof is based on the monotone iterations for parabolic systems. Set u = u 0 . Inductively, we define u m by:
Here K is a positive constant with
, and u m is understood as a mild solution of (2.4) whose components are given by:
where G j (t) is the analytic semigroup generated by the linear differential operator
Thanks to Theorems 5.1.3 and 5.1.4 of [32] , Since u is an irregular super-solution of (2.3) and u = min{w 1 , . . . , w k }, we may assume without loss of generality that u i (t * , z * ) = w 1 i (t * , z * ). Now let:ŵ
Obviously,
is straightforward to verify that
Since u i (t * , z * ) = w 1 i (t * , z * ) and ω i u i (t * , z * ) ω i , it follows from the assumption that ω j w 1 j (t * , z * ) ω j with j = i. This implies that sw 1 
On the other hand, sinceŵ i attains its local minimum at (t * , z * ), we have:
Hence it follows that 0 d i (z)
as r → ∞, we infer that u − u 1 0. Meanwhile, it follows from the comparison principle that u 1 0, which along with the assumption shows that u 1 
. That is, the sequence {u m } is uniformly bounded.
Consequently, for any m 2, Theorems 5.1.2 and 5.13 together with Theorem 5.1.4 in [32] imply that
for certain positive constants C, M, and α ∈ ]0, 1[ depending only upon d i , c i , and u C γ /2,γ . Therefore, there exists a subsequence of {u m }, still labeled by {u m }, such that it converges in C 1,2
Therefore, by taking the limits in these equations, we obtain that u * t (0, z) = u * t (T , z). Namely, u * satisfies the periodic boundary conditions. Thus, u * can be continued to a smooth T -periodic solution to (2.3) . Now it remains to prove the second part of this lemma. Since d i and c i are independent of z, we see that for any 
Proof. We utilize Lemma 2.4 to establish the existence of a periodic traveling wave solution of (2.1). In order to apply Lemma 2.4, a pair of ordered (irregular) super-and sub-solutions is needed. Set:
It is clear that 
Due to (A1) and (A2), (1.3) has three and only three nonnegative periodic solutions (p(t), 0), (q(t), 0), and (0, 0), where p(t) and q(t) are given by (1.5) . Under the transformations in (1.6), these periodic states are converted to (1, 1), (0, 0) and (0, 1), respectively. They constitute all the periodic solutions of (2.6) confined within 
Proof. Let p(t) and q(t) be given by (1.5). Since p(t) and q(t) are periodic functions that satisfy:
respectively, the comparison principle implies that
This together with the assumption implies that
As r 1 = a 1 p and r 2 = b 2 q, by the assumption that
for all t ∈ R, we readily verify that (A2) holds. It follows from the assumption and (2.8) that
. Therefore, the conclusion follows from Theorems 2.5 and 2.6. 2
Uniqueness and monotonicity of periodic traveling wave solutions
In this section we study the uniqueness and monotonicity of periodic traveling waves of (2.1). We consider the following general system:
Throughout this section, we assume that
In what follows, we set:
where m and n are arbitrary positive constants. Assume that w is a (regular) super-solution of
where
. Let
ϕ 2 (t) be the eigensolution associated with ν. Assume that ν < 0, and both ϕ 2 and ϕ 2 are strictly positive in [0, T ].
Proof. The proof is similar to that of Lemma 3.1(1) of [18] . Define:
From the assumptions it follows that
. Assume without loss of generality that θ * = max{θ * , θ * }. We claim that θ * = 0. Assume to the contrary that θ * = 0. Then there exist two sequences {θ n } n∈N and {(t n , z n )} n∈N such that θ n → θ * as n → ∞, 0 < θ n < θ * , z n σ + θ n , and
Notice that {z n } is bounded and hence there exists a subsequence of {z n }, still labeled by {z n }, such that z n → z * ∈ [σ + θ * , +∞) as n → ∞. Since (u, v) and (u, v) are T -periodic in t, we may assume without loss of generality that t n ∈ [0, T ] for each n, and that t n → t * as n → ∞.
In view of the assumptions, we have:
it then follows from the (strong) maximum principle that
, which however contradicts (3.4). Hence θ * = 0. Moreover, thanks to the maximum principle, it is easy to see that 
Lemma 3.2. ([13]) Let the differential operators
Here 
Proof. Thanks to (H1), (3.1) can be written as 9) where N 1 is a positive constant independent of u and v. Now let
Then a straightforward calculation yields,
Note that α < 0 because of (H3). Moreover, thanks to (H1), it is not difficult to see that
for some constant C > 0, which is independent of u, v, t and z. In view of (3.9) and the positivity of u and v, it follows that
for some positive constant C independent of t and z. Hence, we have:
In order to prove (3.6) and (3.7), we need to distinguish between two cases. Case I. c < c * = −2 √ κ. We begin by showing that
for certain positive constants m 1 and . In view of ( 
Sincev is bounded, we can select an m δ > 0 such that
Hence, (3.14) follows from Proposition 6.1 of [33] (see also [34] ). Clearly, m 1 0 sinceû > 0. If m 1 > 0, then for sufficient large m, it is easy to see me λ c z satisfies (3.15) for z 0 with |z| sufficiently large, and by arguing in the same way, we can infer thatv(z) = O(e λ c z ) as z → −∞. Furthermore, (3.14) implies that there exist positive constants C and K such that
whenever z −K. Thus the first compound inequality of (3.6) follows from (3.9) immediately provided that m 1 = 0. Likewise, we can show that 0 < v(t, z) K 3 e λ c z for some constant K 3 > 0 for z 0 with |z| sufficiently large. Therefore, to obtain (3.6), it suffices to show that m 1 = 0. To this end, we adopt a technique developed in [18] to reach a contradiction by assuming m 1 = 0 (see Propositions 3.2 and 3.3 of [18] ). Assume by contradiction that m 1 = 0. Then, (3.14) together with (3.9) yields that there exist positive constants C and K such that sup t∈R u(t, z) Ce (λ c + )z whenever z −K, where > 0 is sufficiently small. Moreover, with the same reasoning, we can show thatv = O(e (λ c + )z ) as z → −∞, which along with (3.9) implies that sup t∈R v(t, z) = O(e (λ c + )z ) as z → −∞. Therefore, there exists a sequence {(t n , z n )} n∈N ∈ R × R − such that
Since both ε n and n are positive, it follows from (3.9) that
λ c z n for all n ∈ N and all t ∈ R. Next we let: ·) ) has all the properties specified by Lemma 3.1. Hence Lemma 3.1 implies that
The proof is similar to case I. Since c = −2 √ κ, λ 2 + cλ + κ = 0 has a repeated root λ c = √ κ. Similar as deriving (3.14), we have: 
Using (3.9) again, we find that
for all n ∈ N and all t ∈ R. Now let θ n be the least positive number such that
It is easy to see that the sequence {θ n } n∈N converges to +∞ as n → +∞. Next we set:
φ(t).
Notice that
and u * n t,
In addition,
. Now we let:
is T -periodic in t and is nondecreasing in z for n sufficiently large, and
, and by virtue of (H4),
. Thus, (u n , v n ) enjoys all the properties required by Lemma 3.1 when n is sufficiently large. In particular, (3.16) shows that
As lim n→∞ e
, so we reached a contradiction, which implies that m 1 = 0. Therefore, (3.7) follows. This completes the proof. 2 
18)
Proof. Thanks to (3.8) and the interior parabolic L p -estimates (see Theorem 7.22 of [31] ), for any z ∈ R and any p ∈ ]3, ∞[, we have:
for some positive constant C independent of u, v, t and z. In view of (3.6) and (3.7), there exists M > 0 such that
for certain positive constants C and M , which are independent of z, where ι = 0 if c < c * and ι = 1 if c = c * . As a result, we have:
Consequently, the Sobolev embedding theorem implies that
for some positive constants M 1 (see [1] or [21] ). Since both u and v are T -periodic in t, (3.18) and (3.19) follow. The proof is complete. 2
Next we proceed to establish the exact exponential decay rate for a solution of (3.1) as z → −∞. To achieve this goal, we employ a dynamical system approach by using the variable z as an evolution variable (see [36, 37, 41] ). Let A : D(A) ⊂ Y → Y be the linear operator defined by:
It is easy to see that A is closed and densely defined with the domain
where stands for the weak derivative of j . Now let w = u z , then the first equation of (3.1) can be cast as a first order system:
.
We will take the Laplace transform of this system to obtain the asymptotic expansion of u. To this end, we first examine the spectrum of A. 
Proof. Let
L : H 1 T → L 2 T be defined by: L := ∂ t − g u (t, 0, 0). Notice that λ ∈ ρ(A) if and only if λ 2 + cλ ∈ ρ(L). Indeed, if λ ∈ ρ(A), then for any p 1 p 2 ∈ Y , there exists u p w p satisfying, λu − w = p 1 , g u (t, 0, 0)u − ∂ t u + cw + λw = p 2 , (3.21) which implies that g u (t, 0, 0)u p − ∂ t u p + (cλ + λ 2 )u p = (λ + c)p 1 + p 2 . Since p 1 p 2 is arbitrary, λ 2 + cλ ∈ ρ(L). On the other hand, if λ 2 + cλ ∈ ρ(L), then it is clear that u w = [(λ 2 + cλ)I − L] −1 [(λ + c)p 1 + p 2 ] λ[(λ 2 + cλ)I − L] −1 [(λ + c)p 1 + p 2 ] − p 1
solves (3.21). Thus, λ ∈ ρ(A). This also implies that λ ∈ σ (A) if and only if
is the eigenfunction associated with λ 2 + cλ. Namely, 
It then follows that
Next, we prove that ker(λ c I − A) n = ker(λ c I − A) 2 for all n ∈ N + with n 2. With the same reasoning, it is sufficient to show that ker(λ c I − A) 3 = ker(λ c I − A) 2 . Again assume by contradiction that this is not true, then there exists
for some constants m and k. Note that k = 0, otherwise, it follows from the above arguments that 
In case that c = c * , the Laurent series for (λI − A) −1 at λ = λ c is given by:
Proof. In terms of Lemma 3. |. Hence, (3.24) has no solution as long as ε is sufficiently small. This shows that there exists > 0 such that Θ ∩ σ (A) = {λ c }. Thus, λ = λ c is the only singular point of λI − A in Θ . By [26] , the Laurent series for (λI − A) −1 at λ = λ c is given by:
Here P is the spectral projection. Denote the range of P by R(P ). As λ c is an isolated eigenvalue of A of finite algebraic multiplicity, λ c is a pole of (λ − A) −1 (see Proposition 1.8 of [23] ). In particular, by Lemma 3.5, λ c is a simple pole of (λ − A) −1 and R(P ) = ker(λ c I − A) provided c < c * . Thus, if c < c * , then D n = 0 for all n ∈ N + , and (3.22) follows. In case that c = c * , λ c is a pole of (λ − A) −1 of order 2 and R(P ) = ker(λ c I − A) 2 . Then D n = 0 for all n 2, which yields (3.23). The proof is completed. 2 S be the restriction of (λI − A) −1 to S. Then we notice that for certain positive constants C and Σ,
where L 2 T C is the complexification of L 2 T and j stands for the complex conjugate of j . Then
Similarly, we can show that Re −(L + κI )j, j = 0. In view of Proposition C. 
. Therefore, there exist positive constants Σ and C such that 
28)
for some positive constant k 1 . Here
29)
Proof. The proof will be divided into two steps.
Step 1. We first show that there exists a constant k 1 > 0 such that
Due to (H1), we see that
By virtue of the (interior) parabolic L p estimates and (3.9), it is easy to see that
for some constant C T . Let χ(z) ∈ C 3 b (R, R) such that χ ≡ 1 if z 0 and χ ≡ 0 if z > 1, and |χ | + |χ | + |χ | < ∞ for all z. Now set:
A direct computation shows that
Then, as shown before, by using z as an evolution variable, we can rewrite (3.31) as a first order system,
,
Once again, we distinguish between two cases. Case I. c < c * = −2 √ κ. Thanks to (3.6) and (3.30), there exist positive constants C and M such that sup t∈R (|u z | + |w z |) Ce λ c z as long as z −M, which implies that (e −λz u , e −λz w )
, where is given in Proposition 3.6. In addition, Proposition 3.6 shows that λ ∈ ρ(A) if λ c − 2
Re λ < λ c . Hence we can take the two-sided Laplace transform of (u , w ) with respect to z and obtain that 
By taking the inverse Laplace transform of F, we obtain that
where G(λ) = 0 R e −λsg ds . Since (u, w) ≡ (u , w ) for all z 0, we have:
By virtue of (3.33), we find that
Furthermore, it follows from (3.22) that
As shown above, G(λ) is analytic for λ with Re λ ∈ ]0, λ c + 2 [ and P G ∈ ker(λ c I − A) = span φ λ c φ . Thanks to (3.35) , by shifting the path of integral in (3.34) to Re λ = λ c + and using the residue theorem, we obtain that
u(t, z) w(t, z)
= Ce (λ c + )z , z 0 for some positive constant C, which is independent of z. In addition, notice that ς(t, z) is a bounded periodic solution of
In light of (3.6), we see that 
Here C is a positive constant independent of z. Thus, the Sobolev embedding theorem implies that there exists some positive constant C such that sup t∈[0,T ] |ς(t, z)| Ce (λ c + )z for all z ∈ R − . This implies that k 1 0 since u > 0. By (3.6) and the fact that ς is also T -periodic in t, we infer that k 1 > 0, and
for some positive constant C. Moreover,ς(t, z) satisfies that
Due to (3.6) and (3. Case II. c = c * = −2 √ κ. The proof for this case is almost same as in Case I. Notice that
Since P G ∈ ker(λ c I − A) 2 = span 
φ(t)
= λ c uniformly in t ∈ R.
Step 2. It remains to prove the claimed asymptotic behaviors for v. We start with the case that c < c * . Again let 
where where
Due to Lemma 3.3, it is clear that sup t∈R |ξ(t, z)| = O(e λ c z ) and sup t∈R |ζ(t, z)| = O(e (λ c +
Indeed, let w ± (t, z) = ±C δ e (λ c +δ)z − ξ(t, z). Then we obviously have:
Since w ± are both T -periodic in t, it is sufficient to show that w + (t, z) = λ c , uniformly in t ∈ R, if c < c * .
We now consider the case that c = c * . Letψ d (t) be the periodic solution of
Note thatψ d (t) exists and is unique since
Accordingly, we set:
Then we obtain (3. 
The proof is completed. 2 
where ρ ∈ R + and n * = . If there exists z ∈ R such that
and (u(t, z ), v(t, z )) (u(t, z ), v(t, z )) for all t ∈ R, where ρ
0 = min{ρ * , ρ * }. Then (u(t,
z), v(t, z)) (u(t, z), v(t, z)) for all (t, z) ∈ R × [z , +∞).
Proof. As both (u, v) and (u, v) are T -periodic in t, it suffices to prove that inf (t,z)∈[0,2T ]×[z ,+∞)
{u − u} 0 and inf 
Notice that τ * is bounded. To complete the proof, it suffices to show that τ * = 0. Assume to the contrary that this is not true. Then it is easy to see that either inf 
Consequently, u(t, z), v(t, z) u(t, z + s), v(t, z + s) for all (t, z, s)
∈ R × (−∞, z * ] × R + .
We next show that there exists s 0 for which (u(t, z), v(t, z)) (u(t, z + s), v(t, z + s)) for all (t, z) ∈ R × R.
Indeed, let z * 0 be sufficiently large such that (u(t, z), v(t, z)) (u(t, z + s), v(t, z + s) ) for all (t, z, s) ∈ R × R × [s, ∞). Now we define
We claim that s * = 0. Assume to the contrary that s * > 0. We next show that there exists a finite point (t , z ) such that either
Without loss of generality, assume that δ γ .
, we have:
Since 2M is sufficiently large, applying Proposition 3.9 again yields that
In particular, in view of the definition of s * , we see that
which is impossible since it contradicts the definition of s * . Therefore, there exists (t , z ) such that either
Here we have used (H2) that g v 0 in R × R + × R + . It then follows from the maximum principle that u • (t, z) ≡ 0, which is impossible since u • > 0 for all z −M. Therefore, we must have s * = 0, and consequently, (u(t, z) + s) ) as long as s > 0. This completes the proof. 2 Proof. Let (u 1 , v 1 ) and (u 2 , v 2 ) be two solutions of (3.1) for some c c * . Then, in terms of Theorem 3.8, there exist positive constants k 1 and k 2 such that
, v(t, z)) (u(t, z + s), v(t, z + s)) for any s 0. In particular, it is clear that (u(t, z), v(t, z)) < (u(t, z + s), v(t, z
Here ι = 1 if c = c * , and ι = 0 if c < c * . We now proceed to establish the desired conclusion by means of the sliding method developed in [3] . The proof will be broken up into three steps.
Step 1. We show that there exists s ∈ R such that
for all (t, z) ∈ R × R. Choose s ∈ R such that k 1 e λ c s > k 2 . Thanks to (3.41), we have:
Clearly, there exists M > 0 sufficiently large such that
where ρ 0 is specified in Proposition 3.9. Since both u 2 and v 2 are bounded in
Without loss of generality, we may assume that s s.
) is monotone, we have:
In view of the selection of M, it follows from Proposition 3.9 that
Step 2. Define s
Clearly, s * is bounded. In addition, (3.41) shows that k 1 e λ c s * k 2 , otherwise, there is (t, z) such that u s * 1 (t, z) < u 2 (t, z). We next show that k 1 e λ c s * = k 2 . Suppose that this is not true, that is,
it follows from the maximum principle that either u s
. This is impossible since it contradicts the assumption that k 1 e λ c s * > k 2 . Thus, . By virtue of Theorem 3.8, there exists K ε > 0 such that
Then it is easy to see that (u
where ρ 0 is given in Proposition 3.9. Without loss of generality, assume that l M δ. Then we have (u
Moreover, by Proposition 3.9, we infer that (u
. Thus, there exists at least a positive number, denoted by l * , such that (u
This however contradicts the definition of s * . Therefore, k 1 e λ c s * = k 2 .
Step 3. Define
Clearly, s * is bounded and k 1 e λ c s * k 2 . To complete the proof, it is sufficient to show that s * = s * . Indeed, note that
By interchanging the roles of (u 
where α is given by (3.10). Writeĝ
That is,û
Write ϑ = min{ 
for every > 0, where n 1 , n 2 , and l are certain constants. According to Theorem 4.3 of [8] , there holds that either n 1 n 2 = 0 orû ≡ 0. Notice thatû > 0. However, if n 1 n 2 = 0, then we reach a contradiction sinceû is not monotone. Therefore, (3.1) has no solutions that are nondecreasing in z for c ∈ ]c * , 0[. 2 ]. Moreover, we have that
, and hence −a 1 p − ν < 0. In other words, 
This completes the proof. 2
Stability of periodic traveling wave solutions
In this section, we study the asymptotic stability of a periodic traveling wave solution of
) be a periodic traveling wave solution of (4.1) that connects (u, v) = (0, 0) and (u, v) = (1, 1) and is monotonically increasing along the moving coordinate frame, i.e., (
, (U, W ) and c solve (3.1), and (U z , W z ) > (0, 0). To establish the asymptotic stability of (U, W ), we use the same type of methods employed in [19] . We first consider the initial value problem:
where (t, x) ∈ R + × R. Throughout this section, (H1)-(H5) given in the last section will remain valid. In addition, we always assume that 
3)
be respectively the regular super-and sub-solutions of (4.3).
be respectively the regular super-and sub-solutions of (4.3) in (τ, ∞) × {x < z * + ct}, where z * ∈ R and c ∈ R are certain constants. Assume that
Proof. We present a proof for the sake of clarity and completeness although it is similar to that of Lemma 2.4. We will need this proposition in several places. Only the first inequality of (ii) will be proved since others can be shown in a similar fashion. Set
Due to the assumption, 0 < M < ∞. Let
where N > 2a max (here a max := max i=1,2 {|d i |}) and ω > 0 are fixed constants such that
A straightforward computation shows that
. 
Since v s attains its local minimum at (t * , x * ), we find that
Since s > |z * | is arbitrary, arguing in the manner similar to that shown in Theorem 2.4, we infer that
In the sequel, we let χ(s) be a smooth function such that χ(s) = 0 for s s, χ(s) = 1 for s s, and 0 χ and |χ | + |χ | 1, where s and s with s < s are fixed constants.
We set:
where c < c
We also set: 
where + is given by (4.6).
Proof. The proof is similar to that of Lemma 3.1 in [19] . Only the first inequality (4.7) will be proved since the other can be shown similarly. Assume to the contrary that the claimed conclusion is not true. Then there exist three sequences {(t n , z n )}, { n }, and {s n } and a positive constant ε such that
, and ϕ 1 (·) are periodic functions with the same period T , we may assume that t n ∈ [0, T ] for all n ∈ N + . Hence there exist a subsequence of {t n }, still labeled by {t n }, and t * ∈ [0, T ] such that t n → t * . We also notice that n ∈ (0, + ], which implies that there exists an * ∈ [0, + ] such that n → * . Furthermore, as s n → ∞, two cases may occur, that is, either z n + s n → ∞ or z n + s n is bounded from above. If z n + s n → ∞, then we find that
This contradiction excludes the possibility that z n + s n → ∞ and leads us to the case that z n + s n is bounded from above, which implies that z n → −∞. As lim z→−∞ U (t, z) = 0 uniformly in t and ξ c (t n , z n + s n ) 0 for all n ∈ N + , it follows that
which contradicts the definition of + . Therefore, (4.7) holds for c < c
In what follows, we fix s 0 ∈ R such that 
Proof. We only show that (u + , v + ) is a super-solution of (4.1) since the other case can be proved similarly. Let 
Similarly, We need to show that δ = 0. If this is not true, then with the same reasoning as that in Proposition 3.9, we infer that either inf x−ct σ u δ = 0 or inf x−ct σ v δ = 0. Assume again that inf x−ct σ v δ = 0. Then there exist two sequences {t n } and {x n } such that {x n − ct n } is bounded, x n − ct n σ , and lim n→∞ v δ (t n , x n ) = 0. Moreover, we have: In case that {t n } is unbounded. With a slight abuse of notation, we still write that t n = j n T + t n with an unbounded integer sequence {j n } and bounded sequence {t n }. Set again: 2 )) (U (t, ·+η), W (t, ·+η)), from (4.27), (4.30) , and (4.31), it follows that (u(t, x), v(t, x)) (U (t, x − ct + η), W (t, x − ct + η)) for all (t, x) ∈ R × R. It apparently contradicts the definition of η * . Thus, we must have η * = 0. In other words,
u(t, x), v(t, x)
U (t, x − ct), W (t, x − ct) for all (t, x) ∈ R × R.
Step 4. Define:
Notice that η * is bounded and satisfies 0 η * −α. Arguing in a similar manner, we can show that η * = 0, that is,
U (t, x − ct), W (t, x − ct) u(t, x), v(t, x)
for all (t, x) ∈ R × R. The proof is completed. 2
Therefore, it follows that (u(t, x), v(t, x)) ≡ (U (t, x − ct), W (t, x − ct)
