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Abstract
Current 6D object pose methods consist of deep CNN
models fully optimized for a single object but with its archi-
tecture standardized among objects with different shapes.
In contrast to previous works, we explicitly exploit each ob-
ject’s distinct topological information i.e. 3D dense meshes
in the pose estimation model, with an automated process
and prior to any post-processing refinement stage. In or-
der to achieve this, we propose a learning framework in
which a Graph Convolutional Neural Network reconstructs
a pose conditioned 3D mesh of the object. A robust esti-
mation of the allocentric orientation is recovered by com-
puting, in a differentiable manner, the Procrustes’ align-
ment between the canonical and reconstructed dense 3D
meshes. 6D egocentric pose is then lifted using additional
mask and 2D centroid projection estimations. Our method
is capable of self validating its pose estimation by measur-
ing the quality of the reconstructed mesh, which is invalu-
able in real life applications. In our experiments on the
LINEMOD, OCCLUSION and YCB-Video benchmarks, the
proposed method outperforms state-of-the-arts.
1. Introduction
Estimating accurate 6D pose of an object has been an
important problem to deal with as it raised many applica-
tions such as augmented reality or robotics. Several prob-
lems exist as 6D pose space is huge and objects might ap-
pear symmetric, and under challenging conditions such as
occlusion and illumination. Many approaches have been
proposed to attack the problems. Some approaches rely on
depth sensors and exploit the depth information which is
essential for 6D pose estimation [41, 34, 15, 40, 37]. Other
approaches use monocular RGB images to estimate the 6D
pose of an object where the problem can be more challeng-
ing [17, 28, 38, 43, 27].
Previously, learning based techniques for 6D object pose
estimation perform feature learning [35], direct pose re-
gression [43, 22], or 3D bounding box corner regression
[28, 38, 41], for instance. They required the models to indi-
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Figure 1. Our method recovers the 6D pose of an object from a
single image by means of an intermediate object reconstruction.
From an RGB image of a detected object (a), a pose conditioned
mesh (b) is reconstructed from which 6D pose can be extracted
(c). (d) and (e) present alternative viewpoints of reconstruction (b)
while (f) displays the groundtruth mesh.
rectly learn the rigid object’s geometry even though its 3D
CAD model is known. More recently, Wang et. al. [41] in-
troduce a new object surface coordinate representation and
propose a dense per-pixel estimation of surface points in 2D
space. This change in paradigm i.e. to dense pose estima-
tion is analogous to the one seen in human body [1], face
[12, 2] and hand [39] pose estimation. Suwajanakorn et.
al. [36] learned the best 3D surface keypoints for pose esti-
mation, pursuing keypoints geometrically and semantically
consistent from different viewpoint. Whereas target objects
in other problems are in a categorical level [14, 36, 22, 1],
deformable and/or articulated, objects in 6D pose estima-
tion are typically in an instance level and rigid.
In this paper, we propose a deep architecture that recov-
ers an object’s 6D pose from the input of a single 2D RGB
image via 3D reconstruction. The object’s 3D topological
information is directly introduced in our model’s architec-
ture, disentangling the learning of the object’s pose from
its shape. In turn, this allows us to explicitly exploit object
3D dense shapes for pose estimation, different from prior
arts, learning sparse 3D keypoints or estimating dense per-
pixel poses. Unlike previous methods, which fit an object
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3D keypoints to correspondent 2D predictions in a post pro-
cessing step [38, 28, 41], we make to use the object’s 3D
model information prior to prediction. In our problem, ob-
ject 3D shapes are rigid and known a priori, thus full 3D
shape supervisions (cf. 2D mask supervisions [3, 22, 13])
are available, and learning/inferring pose-dependent shapes
is more affordable.
The proposed method, shown in Figure 2, is primarily
composed of three main components, 1) a 2D fine local-
ization module which produces both a segmentation mask
and the 2D projection of the object’s centroid, following an
off-the-shelf detector, 2) a GraphCNN [9] which learns to
fit a pose conditioned dense 3D mesh of the object of inter-
est, and lastly 3) the estimation of object allocentric orien-
tation by computing the optimal rotation necessary to align
the produced mesh to the object’s canonical mesh. These
three main components are jointly learnt in an end-to-end
manner. Given a previously estimated padded 2D bounding
box, centroid projection, mask segmentation and allocentric
pose, along with the camera’s intrinsic parameters, we lift
the 6D egocentric pose of the object w.r.t the camera.
Our main contributions are:
• We introduce a novel reconstruction based approach
for 6D object pose estimation, which takes advantage
of each object topological information. We learn a dis-
tinct per-object GraphCNN to recover an accurate pose
conditioned reconstructed mesh of the target object.
• We demonstrate how our method is able to outper-
form previous works in both the standard 6D bench-
mark dataset LINEMOD as well as on more challeng-
ing datasets such as the OCCLUSION and YCB-Video
datasets.
• We developed a self-validating technique allowing our
method to evaluate its pose estimation accuracy at test
time.
2. Related Work
In this section we present a review of previous work on
6D object pose estimation as well as from other pose esti-
mation fields relevant to our method.
Classical. Classical 6D object pose relied on template-
matching [15], local descriptors [32] and 3D object align-
ment with Chamfer edge matching [24] or Hausdorff dis-
tance [18]. Although very fast and somewhat robust to oc-
clusion, these methods often struggle on poorly textured ob-
jects and low resolution images. Some recent non-learning
based methods were shown effective in the 6D object pose
challenge [16].
RGB-D. Nowadays, depth information is more easily
available with the dispersal of cheap depth sensors and
adoption of multi-camera setups. Naturally, a line of meth-
ods have focused on 6D pose estimation from RGB-D
[15, 5, 8, 40, 37, 10] or depth information only [34]. Ad-
ditionally, applying a refinement step in the form of stan-
dard ICP [28, 19] is a common practice, though its suc-
cess depends heavily on correct initialisations, and tuning
its hyper-parameters is not always straightforward. In this
work, we focus on recovering full 6D pose from a single
RGB image.
Deep Learning. Over the last years, deep learning based
techniques have been dominating the 6D research field. De-
tection is a crucial part of recovering an object’s 6D pose
and the field of 2D detection has been the focus of remark-
able works [25, 30, 31]. Therefore, relying on top of the
quality of existing 2D detection techniques, a plethora of
works propose a cascade of modules [28, 35, 41], where an
initial detection of the target object is left to pre-existing
competent detectors with the consequent modules focusing
on additional pose tasks. The most straight forward way
of recovering an object’s pose is by estimating its pose pa-
rameters directly [20, 43, 22]. In particular, [43] decouples
translation and orientation estimation and [22] adds an addi-
tional shape recovering task in their end-to-end pose estima-
tor. Going further, [19] disentangles the target’s allocentric
orientation from the camera’s inplane rotation. Similarly to
us, they compare the pre-processed bounding box sizes with
estimated ones to recover the object’s distance to the cam-
era. However, in order to yield acceptable results, they rely
on a complex RGB refinement step. In general, direct pose
estimation faces problems when dealing with particular un-
seen poses and occlusion [4]. Using an autoencoder to its
full potential, [35] creates a database of pose conditioned
encoded latent vectors. At test time, the image is encoded
into the latent space and the pre-computed pose database is
searched for the closest match.
Keypoint-Based Methods. In more recent works, direct
pose estimation is replaced by predicting the 2D pixel co-
ordinate of the 3D bounding box’s corners [28, 38, 17, 27].
From these control points, pose can be efficiently extracted
using openly available implementations of the PnP algo-
rithm [23]. While [28] proposes a three stage pipeline
where each stage is independently optimized, including re-
finement, [38] extends the power of the YOLO [30] archi-
tecture and predicts on each cell the keypoint locations, in
addition to the existing classification and bounding box out-
puts. Occlusion is a serious challenge for pose estimators
since it introduces foreground distractions which may hide
critical features. Works like [27, 17] have focused on al-
leviating occlusion by locating 2D keypoints over multiple
patches over the image. We are starting to see a resurging of
an old technique where we replace sparse keypoint predic-
tion with dense per-pixel. The recent work by Wang et. al.
[41] introduces an new object surface coordinate represen-
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Figure 2. Overview of our pipeline where we fully exploit the object shape topology both in 2D and 3D for 6D pose estimation. Given
an RGB input image I, an object ROI, IROI , is cropped with a pretrained 2D object detector (orange). The cropped region is used to
finely localize the object by estimating a binary object mask, Hˆm and a heatmap, Hˆc, for the object centroid (pink) and use them later to
reconstruct a pose conditioned 3D mesh Mˆ of the object (green). An allocentric orientation Ra of Mˆ w. r. t. a corresponding canonical
object meshM can be estimated (purple) in a differentiable way by finding the relative rotation of Mˆ to a corresponding canonical object
mesh, M, with the Procrustes’s alignment. Cropped image locations, Hˆm, Hˆc and Ra are later used to estimate the full 6D pose of the
object.
⊙
represents the channel-wise concatenation operation.
tation and proposes a dense per-pixel estimation of surface
points in 2D space. This change in paradigm is analogous
to the one seen in the fields of human body [1] and hand
[39] pose estimation.
While these hand-crafted keypoints and surface repre-
sentation have been proven to work, [36] are motivated
to learn the optimal surface keypoints for pose estimation
without any keypoint annotation supervision. The set of
learnt optimal 3D keypoints are geometrically and semanti-
cally consistent from any viewpoint. They learn to predict
the same set of 3D keypoints from 2 different views, recover
the relative pose between views by aligning the 2 sets of 3D
keypoints [33] and optimize their model by minimize the
relative pose error. Like them, we are interested in recover-
ing the pose by aligning two set of points, and in our case,
these are the estimated 3D points of a rigid mesh with the
canonical position of the corresponding points.
Other 3D shape domains. In other fields, some meth-
ods have taken advantage of the graph-like structure of 3D
meshes. In the face reconstruction domain, [29] proposed
a mesh based autoencoder, whose operations are applied to
the face encoded as a mesh surface. [13] proposed a simi-
lar approach in the hand pose domain, reconstructing a full
3D hand mesh using spectral convolutions [9]. Since an
object’s mesh can also be represented by a graph and in-
spired by the success of these approaches, we purpose a
GraphCNN capable of estimating a pose conditioned 3D
mesh, taking advantage of the network’s ability to exploit
known topological information.
3. Methodology
In instance-level 6D object pose scenarios, full object
3D information is usually provided prior to pose inference
[27, 35]. Recent trends show that learning to detect object
keypoints based on their appearance can achieve state of
the art results [38, 28]. However, even these techniques in-
directly learn the shape of the object, shown by their ability
to accurately predict occluded keypoints.Therefore, under-
standing the shape of an object is crucial for any pose esti-
mation technique.
Given a monocular RGB input image I, our goal is to
estimate full 6D pose of a rigid object. We aim to design a
distinct per object architecture in an automated manner by
taking full advantage of prior information of the object. In-
spired by previous approaches [13, 42], our reconstruction
stage combines the use of the object’s known topology with
encoded pose information extracted from I. Afterwards, es-
timated mesh information is used to recover the allocentric
orientation [36] of the target object. Egocentric orientation
can then be recovered and lifted to 6D by adopting different
approaches from the literature [22, 19].
We use a pretrained FasterRCNN [31] based 2D object
detector and fine tune the model on our training data in order
to detect an object in 2D space. The detector is used to crop
an object region-of-interest (ROI) IROI for further process-
ing. IROI is used in a high resolution to extract fine details
of object appearance in the next stages of our pipeline. This
ad hoc detector is trained independently.
Our main motivation is similar to discovery of latent key-
points for object pose estimation [36], backed by the suc-
cess of dense mesh estimators [1, 13]. We infer the 3D
keypoints position by reconstructing a 3D object mesh, Mˆ.
Section 3.2 discusses how we learn to estimate the mesh
vertices with a GraphCNN [9].
Exploited cues, Hˆm, Hˆc and Mˆ of the object are crucial
for our pipeline to make accurate 6D pose estimation. We
use these cues to estimate an allocentric orientation of Mˆ
and later to lift this representation into a 6D egocentric pose
w. r. t. the camera. Our allocentric orientation learning is
inspired from [36] but we combine it to recover the orienta-
tion of Mˆ by aligning its keypoints with a canonical mesh,
M, in a differentiable manner, as discussed in Section 3.3.
In the rest of this section, the 3 main stages of our 6D
object pose estimation pipeline are discussed in greater de-
tail.
3.1. Fine Object Localization
As an important piece of our pipeline we want to make
fine localization of the object’s appearance. Localization
cues exploited in this section caries essential information
for pose estimation and integral to lift 6D pose which will
be discussed later in Section 3.3.
Given a IROI , we estimate both a binary segmentation
mask Hˆm of object’s silhouette and a heatmap Hˆc for the
2D projection of the object’s centroid. Due to the precise
nature of the 6D pose estimation task, both Hˆc and Hˆm
are estimated at a high resolution making our method ro-
bust to the detector’s inaccuracies. We learn to estimate 2D
projection of the object’s centroid as a heatmap Hˆc around
the projection. Hˆc is defined as a 2D Gaussian distribution
centered on the expected 2D projection of the centroid with
σ = 5px, this way preserving translation equivariance w.r.t.
the image. Please note that the object centroid is defined as
center of the object in the model space and the 2D projec-
tion can be easily obtained given the camera intrinsics.
Inspired by [26], we learn to estimate Hˆm and Hˆc by
minimizing a multi-loss function Ls which is constructed
from multiple scales and stages of the decoders. In prac-
tice, we make use of three scales. At test time, outputs from
the scale with the highest resolution are used for pose es-
timation. We use Hˆ(i)m and Hˆ(i)c as our estimations during
inference for Hˆm and Hˆc where i corresponds to the index
for the highest scale among a set of scales S. More formally,
we minimize the loss function Ls:
Ls =
|S|∑
i=0
λmL
(i)
m + λcL
(i)
c
2i
(1)
where i is the index of outputs at different scales S and λm
and λc are the weight ratios for the mask and the centroid
losses.
Lm and Lc, the mask and 2D projection losses at each
scale Si, are defined as a binary cross entropy and mean
squared error functions, respectively:
L(i)m =
1
|H(i)m |
∑
p
−(H(i)m (p) · log(Hˆ(i)m (p))+
(1−H(i)m (p)) · log(1− Hˆ(i)m (p))) (2)
L(i)c =
∑
p
‖Hˆ(i)c (p)−H(i)c (p)‖
2
2 (3)
whereH(i)m andH(i)c , the groundtruth mask and 2D centroid
heatmap with their corresponding predictions Hˆ(i)m and Hˆ(i)c
are used for each pixel location p within a length of |Hˆ(i)m |.
3.2. 3D Mesh Reconstruction
In the next stage of our pipeline, we reconstruct a pose
conditioned 3D mesh of the target object. We employ a
GraphCNN [9], which has been successfully applied to
structure data modelling [42, 13], to output the 3D coor-
dinates position of each mesh vertex. Assuming that for
each rigid object, the topology of the object surface remains
fixed, we can represent its surface as a pose conditioned
3D mesh M, and consequently, M can be represented as
an undirected graph G = (V,E,W ), where V is a set of
|V (G)| = v vertices, E a set of |E(G)| = e undirected
edges and W = {0, 1}v×v is an adjacency matrix, where
{wij = 1|(i, j) ∈ E,wij ∈ W}. In turn, our canonical
mesh, i.e. without any applied transformation, can be rep-
resented as Gcan = (Vcan, E,W ).
The outputs from the previous steps are encoded into
a latent vector and then resized into a mesh signal f ∈
R|V |×D, with D representing the data dimensionality in
each vertex. The signal is forward propagated through a
hierarchical GraphCNN architecture [9, 13, 29]. In its hi-
erarchical structure graph convolution operations are inter-
calated with mesh feature upscaling, allowing us to operate
on a finer mesh version. The output of the GraphCNN is
the 3D position of each vertex. The full reconstructed mesh
can be represented by Gˆ = (Vˆ , E,W ). The pose condi-
tioned 3D mesh reconstruction task is fully supervised by
LG = Lv+Le+Ll, which combines multiple 3D loss con-
straints in the mesh generation process, similarly to [13, 42].
The vertex loss Lv constraints 3D vertex location, the edge
loss Le penalizes incorrect edge length and the Laplacian
loss Ll enforces mesh surface smoothness:
Lv =
v∑
i=1
‖Vˆi − Vi‖22 (4)
(a) (b) (c) (a) (b) (c) (a) (b) (c)
Figure 3. Qualitative results obtained with our method. Each row shows our results on examples of an object from the LINEMOD dataset
with the last two rows showing examples from the YCB-Video dataset. For each test image, we provide (a) estimated mask and centroid
projection, (b) reconstructed pose conditioned mesh and (c) groundtruth (green) and our estimated (blue) pose visualized on the input
image. On the last column, we present failure examples which are the result of poor Hˆm and Hˆc estimations or reconstruction errors due
to occlusion, extreme illumination conditions or ambiguous viewpoints. Please note that the mask and the centroid projection are blended
on the same image and test images are zoomed for better visualization.
Le =
v∑
i
∑
Vk∈N (Vi)
(
‖Vˆi − Vˆk‖22 − ‖Vi − Vk‖22
)2
(5)
Ll =
v∑
i=1
∥∥∥∥∥(Vˆi − Vi)−
∑
Vk∈N (Vi) (Vˆk − Vk)
|N (Vi)|
∥∥∥∥∥
2
2
(6)
where N (Vi) indicates is the set of neighbouring vertices
defined as {Vk ∈ N (Vi)|Wi,k = 1}. In practice, we set
the loss weighting parameters to λv = 1.0, λe = 1.0 and
λl = 1.0.
3.3. Allocentric Pose Estimation & 6D Egocentric
Pose Lifting
Given both meshes, we want to recover the allocentric
orientation of the object by computing the optimal align-
ment rotation between the two sets of vertices. This task is
known as the Generalized Orthogonal Proscrutes Problem
[33] and in this context we formally define it as Vˆ (Gˆ) =
RaVcan(Gcan), with Ra relative rotation between the two
set of vertices. The optimal solution forRa can be found by
computing:
Ra = Vdiag(1, 1, . . . , sign(det(UVT ))UT (7)
where U , E ,VT = SV D
(
Vˆ V Tcan
)
. SVD can be imple-
mented in a differentiable manner, therefore, we add an ad-
ditional constraint, similarly to [36], the form of the pose
loss Lp:
La = arcsin
(
‖Rˆa −Ra‖2
2
√
2
)
(8)
which penalizes the difference between the ground truth and
estimated orientation. All losses from the previous stages
and this stage, Ls, Lg and La, are combined into a final
loss L to jointly learn parameters of the differentiable three
stages of our pipeline by optimizing L:
L = λsLs + λgLg + λpLp (9)
We pay special attention to symmetric objects since dif-
ferent labeled poses might have identical appearances. For
objects with symmetric properties, we follow the method
proposed by [41] and pre-define a object specific axis of
symmetry. When computing Lv and La, we generate addi-
tional groundtruth annotations by rotating V andRa around
the pre-defined axis of rotation. We measure the error for
Lv and La on all available annotations and backpropagate
through the minimum error.
At last, we lift the egocentric 6D object pose w.r.t
the camera given the information recovered from previ-
ous stages. We start by positioning the estimated 2D cen-
troid projection w.r.t. the detector’s bounding box loca-
tion. Following the approach described in [22], we compute
P6D = [ R T0T 1 ], where R = RcRa and T = Rc[0, 0, dˆ]T .
Rc ∈ SO(3) is the rotation necessary to align the cam-
era principal axis a = [0, 0, 1]T with r = K−1c cˆ where r is
the ray passing through the repositioned 2D centroid projec-
tion and calculated with the inverse camera intrinsics matrix
K−1 and estimated 2D centroid projection cˆ. Then, Rc can
be calculated asRc = I+[v]×+
[v]2×
1+a·r where v = a×r and
[v]× is the skew-symmetric cross-product matrix of v and I
is the identity matrix. In order to compute T , we need the
distance to the object to the virtual ROI camera. Given the
allocentric pose and the target object’s 3D model, we ren-
der the object at an arbitrary distance d with the estimated
allocentric pose. Using the rendering and estimated masks’
bounding box diagonal length, l and lˆ respectively, we can
infer dˆ = l·d
lˆ
[19].
4. Experiments
We evaluate our method and compare it against previous
RGB based state of the art approaches[38, 28, 19, 43, 27]
that do not rely on iterative refinement stages or use of depth
information for accurate 6D pose estimation.
4.1. Datasets
LINEMOD. Since it was introduced, the LINEMOD
dataset [15] has been the most prolific dataset for 6D ob-
ject pose estimation and has been the target of extensive
benchmarking [28, 38, 19, 35, 43, 7]. The dataset is di-
vided into 13 subsets specific for each object. Every image
is annotated with its target object’s rotation, translation and
bounding box groundtruth, along with the camera intrinsic
parameters. The authors also made available a full detailed
3D model of each object.
OCCLUSION. Additionally, we also evaluate our work
on the more challenging OCCLUSION dataset. This
dataset’s images are from the Benchwise LINEMOD scene
but with all 9 other objects annotated and severely occluded.
YCB-Video. The YCB-Video dataset was presented by
Xiang et. al. [43] in a response to the lack of real training
data on the LINEMOD dataset. This dataset makes avail-
able 133,827 real and labeled images, which surpasses the
available data on LINEMOD by two orders of magnitude.
4.2. Evaluation Metrics
We evaluate and compare our approach by measuring
ADD/ADI, 2D projection and AUC metrics on the three
main benchmarking datasets for 6D object pose estimation
LINEMOD[15], OCCLUSION[6] and YCB-Video[43].
2D Projection. The 2D Projection metric measures
how close the 2D projected vertices are to the groundtruth,
in pixel domain. We consider a correct pose if the mean 2D
projection error is below 5px.
ADD/ADI. The ADD metric measures the mean Eu-
clidean distance between the correspondent vertices of the
estimated pose transformed model and the groundtruth pose
transformed model. We consider a correct pose if the ADD
score is below 10% the target object’s diameter. However,
ADD heavily penalizes symmetric objects whose appear-
ance is rotational invariant along the symmetry axis. For
this reason, we measure ADI on objects which display sym-
metry properties, which will be denoted with *. Formally,
these metrics are defined as:
ADD =
1
|V |
|V |∑
i=0
‖(RVi + T )− (RˆVi + Tˆ )‖2 (10)
ADI =
1
|V |
|V |∑
i=0
min
Vk∈V
‖(RVi + T )− (RˆVk + Tˆ )‖2 (11)
AUC. The AUC metric was first defined by Xiang et. al.
[43]. It is defined by the area under the accuracy-threshold
curve when using the ADD/ADI metric. The curve is built
by varying the threshold, to a maximum threshold of 10cm.
This metric is commonly not used on the LINEMOD and
OCCLUSION datasets. For this reason, we only present
AUC on the YCB-Video dataset.
From this point onward, we will refer to 2D Projection
accuracy and ADD/ADI accuracy when discussing the per-
centage of correct poses using the previous metrics.
4.3. Implementation Details
In order to train our model on the LINEMOD and OC-
CLUSION datasets, we generate synthetic data from exist-
ing real images of the LINEMOD [15] dataset. Following
the literature [38, 28], we sample 15% of each object’s im-
ages as the training set and the remaining images are used
for evaluation purposes. The image sampling is done so that
the selected images have a relative pose between each other
Method ADD/ADI accuracy 2D Projection accuracy
Objects BB8[28] Tekin[38] OURS BB8[28] Tekin[38] OURS
Ape 27.90 21.62 35.11 95.30 92.10 98.10
Benchvise 62.00 81.80 85.01 80.00 95.06 88.20
Camera 40.10 36.57 45.46 80.9 93.24 80.80
Can 48.10 68.80 68.31 84.10 97.44 94.10
Cat 45.20 41.82 41.98 97.10 97.41 97.10
Driller 58.60 63.51 72.73 74.10 79.41 83.20
Duck 32.80 27.23 35.57 81.20 94.65 96.70
Eggbox* 40.00 69.58 75.80 87.90 90.33 81.10
Glue* 27.00 80.02 53.40 89.0 96.53 67.60
Holepuncher 42.40 42.63 44.46 90.50 92.86 97.30
Iron 67.00 74.97 81.25 78.90 82.94 82.50
Lamp 39.90 71.11 75.71 74.40 76.87 82.60
Phone 35.20 47.74 55.35 77.60 86.07 83.70
Average 43.55 55.95 59.32 83.9 90.37 87.15
Table 1. ADD/ADI comparison of our approach on the LINEMOD
dataset with state-of-the-art.
Methods PoseCNN[43] Tekin[38] Ours Oberweger[27]
Ape 34.6 7.01 42.50 64.7
Benchwise† - - 87.73 -
Can 15.1 11.2 30.72 53.0
Cat 10.4 3.62 22.32 47.9
Driller 7.40 1.40 44.89 35.1
Duck 31.8 5.07 16.80 36.1
Eggbox* 1.90 - 15.57 10.3
Glue* 13.8 6.53 4.28 44.9
Holepuncher 23.1 8.26 57.5 52.9
Average w/o † 17.2 6.16 29.32 43.1
Table 2. 2D Projection accuracy results on the OCCLUSION
dataset.
larger than pi12 [28]. We crop the objects according to their
silhouettes and place them on random backgrounds, utiliz-
ing the ”Cut and Paste” technique [11]. The YCB-Video
dataset provides its own training set [43]. Online augmen-
tation is also performed, on all datasets, by randomly tweak-
ing the hue, saturation and exposure of the image as well as
the addition of Gaussian Noise.
We set the loss weighting parameters to λs = 1.0, λg =
1.0 and λl = 5.0. Our networks’ parameters are updated
for 20 epochs using the Adam [21] optimizer, with its initial
learning rate set to 10−3 and batch-size of 8.
Given an input image 480 × 640, our method runs at
17 FPS on a GTX1080 Ti GPU. Our detection is the most
costly operation, taking around 28ms to compute. Mask
segmentation and centroid estimation take 8ms while the
GraphCNN forward pass takes 14ms. Finally, the lifting to
6D takes 9ms, totalling at 59ms for the whole computation.
4.4. Comparison to State of the Art
LINEMOD. We report higher ADD/ADI accuracies for
all but 3 objects and achieve an overall average accuracy
∼ 4% higher than Tekin[38], as can be observed in Table
1. However, we fall short of having the same results when
evaluating our method using the 2D Projection accuracy.
This poorer performance is due to the lack of precision by
our 2D localisation tasks. While our pose estimation is done
in 3D space, YOLO6D [38] perform keypoint localization
in 2D space. For this reason, we outperform in metrics that
reward 3D precision. We present additional qualitative re-
sults on Figure 3.
OCCLUSION. The results on the OCCLUSION dataset
are presented on Table 2, with the results from BB8 and
Tekin being reported in [27]. The presented results show
competitive scores when compared with prior works. We
outperform BB8 and Tekin by 12.2% and 23.16% respec-
tively. However, the occlusion aware approach of [27] is
able to surpass our method. Our object topology based pose
estimation approach outperforms the more recent work of
Wang et. al. [41], even though this method requires RGB-D
input, by 5.61% when additionally considering the Bench-
wise object, having an overall 35.81% 2D Projection accu-
racy.
YCB-Video. Additionally, we present the results of our
method on the more recent YCB-Video dataset. Our re-
sults significantly surpass both PoseCNN [43] and Ober-
weger [27] on all accounted metrics. Due to not being de-
signed for occluded scenarios only, our method can better
generalize for many different scenes by leveraging it’s 3D
reasoning with precise localization, which leads to a more
accurate pose estimation estimation. A detail look at the our
method’s performance on this dataset can be seen on Table
3 with qualitative examples being shown on Figure 3.
5. Discussions
In this section, we show and discuss the individual im-
pact of each stage of our pipeline in the final 6D pose es-
timation. Experiments on this section were made with the
LINEMOD dataset.
5.1. 2D Localization
As previously discussed, the use of a detector and both
Hˆm and Hˆc estimations are ad hoc components in our full
6D pose estimator. In Table 4, we present our model’s
ADD/ADI accuracy when groundtruth information is avail-
able for Hˆm and Hˆc and on Figure 5 each respective 2D
Projection accuracy. In [19], the authors make use of their
orientation and bounding box estimations in order to re-
cover the centroid position. We show that our method of
Methods PoseCNN[43] Oberweger[27] OURS
ADD/ADI 21.30 33.60 47.09
AUC 61.00 61.40 67.52
2D Projection 3.72 23.10 55.22
Table 3. Comparison of YCB-Video dataset results with state-of-
the-art approaches.
Information w/o Priors Ours w/ Priors
Objects Ours SSD6D[19] w/ Hc w/ Hm w/ Hc&Hm
Ape 35.11 18.04 35.52 51.13 53.16
Benchwise 85.01 67.38 85.83 86.49 87.07
Camera 45.46 27.81 48.38 70.52 73.61
Can 68.31 64.30 69.57 80.18 81.35
Cat 41.98 33.33 42.49 58.44 59.46
Driller 72.73 62.04 72.90 75.42 76.60
Duck 35.57 16.67 36.13 55.98 57.26
Eggbox* 75.8 75.20 91.90 97.50 97.60
Glue* 53.4 52.50 56.00 56.10 56.60
Holepuncher 44.46 35.57 45.43 62.57 63.62
Iron 81.25 62.59 81.77 79.08 79.51
Lamp 75.71 70.09 76.12 83.70 84.60
Phone 55.35 43.36 56.72 69.75 70.64
Average 59.32 48.37 61.44 71.30 72.39
Figure 4. ADD/ADI comparison of our approach by
using groundtruth priors for the centroid and the mask
estimation intermediate steps on LINEMOD.
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Figure 6. Histogram of mean pose losses La
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estimating the 2D centroid projection outperforms the one
used by [19] on all objects. We are able to more precisely lo-
cate the centroid’s projection due to our high resolution Hˆc
estimation. When using non-available groundtruth infor-
mation on secondary tasks, our method achieves extremely
high accuracy on most objects. We can also see the im-
pact that each 2D location task has on each of the metrics.
2D Projection accuracy is highly influenced by the quality
of Hˆc because it determines where the object will be pro-
jected in the 2D plane of the image. On the other hand,
ADD/ADI is correlated with the quality of the Hˆm since it
determines the distance of the object to the camera, there-
fore more heavily impacting P6D in 3D space.
5.2. Mesh Reconstruction
In addition to measuring the quality of the 2D detec-
tion tasks, we also evaluate more precisely the mesh recon-
struction errors. In order to correctly recover the allocen-
tric pose, the reconstructed mesh should match its canonical
counterpart. Otherwise, the alignment strategy will be un-
able to recover the correct orientation. Therefore, we want
to measure how the quality of the reconstructed mesh affects
the orientation recovery. In an effort to quantify this rela-
tion, we measure the mean orientation error La for meshes
with a reconstruction error Lv between certain thresholds.
Since Lv fluctuates among objects, we standardize it for
each object before studying the correlation.
The histogram in Figure 6 measures the impact of the re-
construction quality in the pose prediction. When the recon-
struction error is either in the top or lower ∼ 16 percentile,
we observe a correspondent high or low pose error. We can
conclude that the quality of the recovered orientation is cor-
related with the quality of the reconstruction mesh. Taking
this observation into account allows our model to have an
intrinsic confidence score on the recovered pose simply by
measuring the reconstruction error. Since the reconstruction
error can be computed without any groundtruth informa-
tion, our model is capable of self validating its orientation
estimation at test time.
6. Conclusions and Future Work
In this work, we introduced a new method for instance-
level 6D object pose, which takes full advantage of the
target object’s topological information. Our method
extracts both the object’s mask and 2D centroid projection
with high resolution to precisely detect the object in 2D.
We perform estimation in 3D space by reconstructing a
3D pose conditioned mesh of the target from which we
recover its orientation by aligning it with the canonical
version of the target’s 3D mesh. Our method outperforms
state-of-the-art on the standard 6D object pose dataset
LINEMOD. Additionally, we present our method’s re-
sults on more challenging datasets, OCCLUSION and
YCB-Video, outperforming previous non-occlusion aware
approaches while being comparable to occlusion aware
methods. We also show we can use the reconstruction error
as an indicator of pose estimation precision which allows
our model to self validate at test time, which is crucial on
real life applications.
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