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Let F be the finite field with 4 elements and let V be an m-dimensional vector 
space over F. Fix a linear endomorphism A of V. Suppose that XG V is a subspace. 
Let X,,,=O, X,,,=X, and X,,,= X+,,+ Ak-‘(X) fork> 1. For k> 1 let j, be the 
dimension of the quotient space X&X,,_,,. The m-tuple j = (j,,j,, . . ..j.) is called 
the dimension sequence of the subspace X. In this paper we consider the problem of 
determining the numbers C(j) of subspaces of V which have dimension sequence j. 
We derive two surprisingly simple formulas. First, if A is a shift operator (nilpotent 
with l-dimensional null space) then 
C(j) = fi q/i 'I;' 
k=Z [’ 1 
Second, if A is simple (no non-trivial invariant F-subspaces) then 
We know of no simple counting proof of these formulas. Our derivation finds the 
C(j)‘s as the solution to a set of linear equations obtained with Mobius inversion 
on the lattice of subspaces of V. cl 1992 Academic Press, Inc. 
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1. INTRODUCTION 
Let F be the finite field with q elements and let V be an m-dimensional 
vector space over F. Let A be a fixed linear endomorphism of V. Suppose 
that XG V is a subspace. Let X,,, = 0, X,,) = X, and X,, = XC,- iI + 
Ak- ‘(X) for k> 1. Thus X,,, is the sum of the first k terms of the series 
X+ AX+ A’X+ A3X+ ... . 
For k 2 1 let j, be the dimension of the quotient space xCkJ/xCk- i). The 
m-tuple j = (j, , j,, . . . . j,) is called the dimension sequence of the subspace X. 
In this paper we consider the problem of determining the number of sub- 
spaces with a given dimension sequence. 
We will use boldface lower case letters to denote m-tuples of integers. If 
i and j are m-tuples, then we add and subtract these in the usual way and 
we define their dot product by 
i’j= 2 ikjk. 
k=l 
We will be particularly interested in m-tuples which are non-negative and 
weakly decreasing. We denote the set of all such m-tuples by 9. Also for 
c an integer we let c denote the m-tuple {c, . . . . c} so that, for example, 1 .i 
is the sum of the terms in the sequence i. 
For k > 0 the mapping A induces a linear mapping from xtk,/xCk-, ) to 
X (k+ dx,k, which is surjective. This implies that j satisfies 
j,2j22 ... >j, 
so that j E 9’. Also 1 .j < m, since the sum of the j’s is the dimension 
of x,,,. 
If j is in 9, we denote by C(j) the number of subspaces of V that have 
the dimension sequence j. These are the numbers that we wish to deter- 
mine. Of course these numbers depend on the linear operator A. In two 
cases we derive surprisingly simple formulas. 
THEOREM 1. Zf A is a shift operator (that is, a nilpotent operator whose 
null space is one-dimensional) then 
C(j)= fi qiz [i>.l], 
k-2 
(1) 
if j E B and 1 . j < m, and C(j) = 0 otherwise. 
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THEOREM 2. If A is simple (no non-trivial invariant F-subspaces) then 
C(0) = 1, 
C(j)-‘Y-l --fi 
v- 1 k=* 
ifjE9 and l.j=m, and C(j)=0 otherwise. 
In the preceding formulas [y] is the Gaussian binomial coefficient 
defined as usual for integral i by [ 4]= 0 for i < 0, [ 4]= 1 if i = 0, and 
[I ; =kfi,qa;:“l-l, 
otherwise. 
We know of no simple counting proofs of these formulas. Our deriva- 
tions find the C(j)%, as the solution to a set of linear equations obtained 
with Mobius inversion on the lattice of subspaces of V. Indeed the formulas 
were found by computing the solutions for small values of m and then 
guessing the solution in the general case. Once the formulas are correctly 
guessed we shall see that we can prove them by checking that they satisfy 
the equations. 
Although we have no direct counting proofs of our formulas for general 
q, there is a q = 1 analog which is simpler. We replace the space I/ by the 
set { 1, . . . . m} and d-dimensional subspaces by d-element subsets. We also 
replace subspace sum by set union in the definition of X(k). For the case 
q = 1 of (1) we let A(X) be the set obtained by adding 1 to all the elements 
of X which are less than m. Similarly in (2) for the case q = 1 we let A be 
a cycle of length m on (1, . . . . m }. The resulting formulas are easily proved 
directly. 
We recall the Mobius inversion formula for subspaces of V. Suppose that 
f and g are functions defined on all subspaces of V satisfying 
f(W= c g(Y). 
Y2.Y 
Then the Mobius inversion formula states that 
gw= c P(y/mf(n 
YZX 
where p( Y/X) = (- 1)“ q@ with d the dimension of Y/X. This is described, 
for example, in [2]. Another application is given in [3]. 
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2. RESULTS FOR GENERAL LINEAR TRANSFORMATIONS 
We begin with some results which hold for dimension sequences 
associated with arbitrary linear transformations and later specialize to the 
cases described above where we can derive nice formulas. We fix a linear 
operator A. 
Let n,, n2, . . . . n, be a sequence, possibly empty, of positive integers with 
z:; =, nk cm. We show next how to use Mobius inversion to associate to 
the sequence of n’s a linear equation satisfied by the C(j)‘s. Let V* be the 
dual space of V and let I,, . . . . r 1 be r elements of V* chosen at random 
according to the uniform distribution. Define a function f on subspaces X 
of V which assigns to X the probability that Ik annihilates Xlnkj for 
k = 1, . . . . r or, equivalently, that X annihilates the space T* spanned by 
I,, A”/,, (A*)ZI,, . . . . (A*)“‘-‘I,; 
I,, A*&, . . . . (A*)“*-’ I?; . . . . I,, A*/,, . . . . (A*)-’ I,. 
Also define g on subspaces by assigning to X the probability that X is the 
annihilator of the space T*. Then we certainly have 
so that 
fLu = ,y ‘Y(Y) 
Y2.X 
gW)= 1 P(Y/~)f(Y). (3) 
YIX 
We can also calculate f( Y) directly in terms of the dimension sequence 
j of Y. Indeed lk will annihilate YCnk, with probability qMci’+ .” +jflk). Thus 
we have 
f(~)=~-c(A+ ... +i.,)+ ... +(A+ ... +A,)1 
We can write this more conveniently if, for 1 <k 6 m, we let ik be the 
number of n’s which are 2 k. Then we have i E 9 and 1 . i < m, since the 
sum of the i’s is equal to the sum of the n’s. In this notation we have 
f(y)=q-i’j. 
Since T* is generated by 1 . i < m elements of I/*, its annihilator must be 
non-zero. In particular, we must have g(0) = 0. Now if we take the case 
X=0 of (3) and combine terms according to the dimension sequence of Y, 
we obtain the system of linear equations for the C(j)% 
1 (-l)jlq(:l)c(j)q-i.j=O, (4) 
jcB 
l. j<m 
whenever i E 9 and 1. i < m. 
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This system of linear equations is homogeneous so it cannot determine 
the C(j)‘s uniquely. However, we will show next that if we happen to know 
the C( j)‘s with 1 . j < m, then the system of Eq. (4) uniquely determines the 
remaining C( j)‘s with 1 . j = m. Let N be the number of j E 9 with 1 . j = m. 
We need to show that the N-column matrix A4 = (qPi ‘1) indexed by i E 9 
with 1 . i < m and j E 9 with 1 . j = m has a non-singular N by N submatrix. 
Suppose that m > 0. For any j E 9 with 1 .j = m denote by S(j) the 
sequence obtained by subtracting 1 from all the positive terms in j. We can 
recover j from 6(j) by adding l’s to its first m - 1 .6(j) terms. Our claim 
will follow from the following lemma. 
LEMMA 1. For m > 1 the matrix Ml = (q psci).i), i, j, E 9, 1 . i = 1 . j = m, 
is nonsingular. 
Proof: Let M2 = (qaci).j ), i, j, E 9, 1. i = 1 . j = m. The determinant of M2 
is a polynomial in q with integer coefficients. We shall show that its leading 
coefficient is 1. It follows that the only rational values of q which could 
make this determinant 0 are integers. Consequently the only values of q 
that make M, singular are reciprocals of integers. In particular, M, will 
never be singular for q equal to the order of F. 
To show that the leading coefficient is 1 we shall show that the diagonal 
term is the highest degree term in the determinant of M,. Since every 
permutation other than the identity is a product of cycles at least one of 
which has length greater than 1, it suffices to prove that 
i, .iS(i,)+i,-6(i,)+ ... +i,.d(i,) 
< i, .6(i,) + i, .6(i,) + . . . + i, .6(i,) 
for every sequence i, , . . . . i, from 9 with 1 .ik = m and r > 1. Let h(i) denote 
the sequence which is obtained from i by replacing all the non-zero terms 
of i by 1. Thus 6(i) = i -J(i). 
We first show that, for any two distinct i, and i,, we have 
Now we have 
2i, . b(i,) d i, .6(i,) + i, . d(i,). (5) 
i,.d(i,)=i,.i,-i,.h(i,)=i,.i,-m, 
i, . 6(i,) = i, . i, - i, . h(i,) = i2 . i, - m, 
2i, . d(i,) = 2i, . i, - 2i, . h(i2). 
It follows that 
i, .d(i,) + i, .6(i,) - 2i, .h(i,) 
=(iI-i,).(i,-i,)-2(m-i,.h(i,)). 
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If i, has at least as many non-zero terms as ii, then i, . h(i2) = m so the 
inequality (5) holds and is in fact strict. Suppose that i, has t, non-zero 
terms and i2 has t2 non-zero terms and that t, > t2. Then m - i, . h(i,) is the 
sum of terms t2 + 1, . . . . t, of i,, which in turn is the sum of the same terms 
in the difference sequence i, - i,. But the sum of the first t, terms of i, -i, 
is zero, so i, - i2 must have negative terms whose absolute values have sum 
at least m-i, .h(i2). Thus the sum of the absolute values of the terms of 
ii -i, is at least 2(m - i, .&)). Since these terms are integers, the sum of 
their squares is at least this large. This proves the inequality (5). Now the 
inequality of the lemma follows by adding the instances of (5) for i, and 
i k+l for k= 1, . . . . r (setting i,, i = i,). The inequality is strict since, for at 
least one of these pairs, we must have ik+ i with at least as many non-zero 
terms as i,. This completes the proof of the lemma. 
3. THE SHIFT OPERATOR 
Now we are ready to prove our two theorems. First suppose that A is 
a shift operator. We prove Theorem 1 by induction on m. It can be verified 
directly if m = 0. Now suppose that m > Q and that a subspace X has 
dimension sequence j with 1. j < m. Then X+ AX+ ,4*X+ +. . is an 
invariant subspace of dimension 1 .j. But a shift operator on V has exactly 
one invariant subspace of each dimension and, when restricted to this sub- 
space, it is again a shift operator. Thus the number of such subspaces with 
dimension sequence j is already known by induction. It follows from 
Lemma 1 that Theorem 1 will be proved if we can show that we obtain an 
identity if the formula (1) of Theorem 1 is substituted in (4). That is, it will 
suffice to prove that 
.q-i’j=o 
l . jgm 
(6) 
for all i with 1 . i < m. 
One checks easily that (-l)il&G)- iT -’ -q [ j, 1. This allows us to rewrite 
(6) as 
For all j’s included in this sum we have [“;?‘,y-] = 1. Indeed this is cer- 
tainly true if i, = 0. But if j, > 0, we must have all the i’s equal to 1 so this 
factor is 1 in that case as well. If we include this factor in the product in 
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the preceding equation, then the restrictions on j in the sum are super- 
fluous. We can therefore rewrite our equation as 
where now j runs over all m-tuples of integers. 
Our proof will now make use of an identity whose proof we will defer. 
LEMMA 2. Suppose that a, b, and c and i,, . . . . i, are arbitrary integers. 
Then 
= c ...- 4 J(J i) i [ a+b,,,~j~-i~][‘*+::-i’].., 
where both sums are over all m-tuples j of integers. 
Applying Lemma 2 with a = - 1, b = m, and c=m we see that we are 
reduced to proving that 
c .-[ 9 j (j i) i 
-l+m~~;i~j~-i~][“+::-ii]--. 
x jm+i,-l-i, 
[ 
i, .impl I[ 1 .i, =o 
for i E 9 with 1. i < m. Given such an i, the only j’s for which the term in 
the preceding sum could be nonzero are those with j,, . . . . j, 3 0 and 
1 . j <m. Moreover, starting from the right end, we see successively that in 
any non-zero term we must have 
so that the sum of the j’s must be less than m. Since i, 2 jI, the top of the 
first Gaussian binomial coefficient is strictly smaller than the bottom. Also 
we have 
i,+j,+ ... +j,<i,+ ... +i,<m-1 
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so the top is non-negative. Thus the first factor will be zero. We have now 
shown that all the terms of the sum are zero. This proves Theorem 1. 
4. SIMPLE OPERATORS 
Next we consider the case of simple operators. In this case the algebra 
of polynomials in A with coefficients in F is a field E with qm elements and 
V is one-dimensional over E. If X is an F-subspace of V and B # 0 is in E, 
then the dimension sequence of B(X) is the same as the dimension sequence 
of X since B is invertible and commutes with A. Let us fix a non-zero point 
a0 of V. As B varies over all non-zero elements of E, we will have u0 E B(X) 
whenever B- ‘(~a) E X. Thus the fraction of the subspaces in the orbit of X 
under the multiplicative group of E which contain Y,, is the same as the 
fraction of points in the orbit of u0 which are contained in X, namely 
(qjl - l)/(q” - 1). This suggests that we define C,(j) to be the number of 
subspaces with dimension sequence j which contain the point oO. The 
preceding remarks show that, for j # 0, 
C(j)=q"'-1 qJ1-l G(j). 
Thus the formula (2) of Theorem 2 is reduced to 
.  
If X is a non-zero subspace of V, then X + AX + A 2X + . . . is a non-zero 
invariant subspace of A and hence must be V. It follows that we have 
C,,(j) = 0 for all j E 9 except for those j with 1 . j = m. 
Now, as we did in the proof of Theorem 1, we can associate to each 
r-tuple n,, . . . . n, of integers with sum cm - 1 an equation for the C,( j)‘s. 
We delinef, g, and i exactly as above, but here we use the case X= X0 = Fo, 
of (3). We then obtain as above, by Mobius inversion, that 
Now if 1 .i <m - 1 we have g(X,) = 0. But we can now express the right 
side of (7) in terms of the C,( j)‘s. This yields the equations 
C (-l)i’-l q(“Yi’)C,(j)q-i~i=o, 
jt9 
l.j=m 
when l-km- 1. 
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Next we show that this system of equations uniquely determines the 
C,(j)‘s up to a constant multiple. Again let N be the number of j’s in B 
with 1 . j = m. We need to show that the matrix M = (qei.j), indexed by 
ieP with l.i<m- 1 and by jcsS with 1 +j=m, has rank at least equal 
to N- 1. But from Lemma 1 the rank of the matrix M1 = (qaci)‘j) with 
i, j E B and 1 . i = 1 . j = m has rank N. If we remove the row corresponding 
to i = (m, 0, . . . . 0), all the 6(i)‘s will have 1 .6(i) -cm - 1. Thus the resulting 
matrix will be an N - 1 by N submatrix of M of rank N - 1. This proves 
our claim. One also checks immediately that the formula for C,(j) is 
correct when j = (m, 0, . . . . 0). This further reduces the proof of Theorem 2 
to the proof of 
whenever i E B and 1. i < m - 1. After we divide both sides by -4, we can 
rewrite the preceding equation as 
c q 
js9 
j,(j-i-l)[ s,‘][:J...[‘T,l]=o. (8) 
l. j=m 
Consider the sum 
For a term to be nonzero we must have all the j’s non-negative and weakly 
decreasing with sum <m. If the sum of the j’s is equal to m, the last factor 
is 1, while if their sum is smaller than m, we must have j, = 0 which makes 
the last factor 0. Thus this sum is equal to the left side of (8). Now we 
applyLemma2with>=-l,b=m,c=m-1 andwithireplacedbyi+l. 
We then need only show that 
~qj~Cj-i-l)[ 
i 
-2+m~~;i;j~-il][j2+::-i2]... 
x jm+L-L 
[ I[ 1 L =. j,-, .i, 
when 1 .i6m-2. But this can be verified just as it was in the proof of 
Theorem 1. 
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5. PROOF OF LEMMA 2 
We first consider the case m = 1. Here we have to prove 
c j(jbi’ j q [;][b:j]=~q”‘~~)[a;~;i][c-;+i]. (9) 
Both sides are 0 if b ~0. Suppose that b 2 0 so that the sum in (9) runs 
only from j = 0 to j = b. For these values of j we can rewrite [g] as a 
rational expression in q and q” which is polynomial in q” of degree j. 
Similarly we can rewrite [“il; ‘1 as a rational expression in q and q” 
which is a polynomial in q” of degree b-j. In this sense both sides of (9) 
can be regarded as polynomials in qa of degree d 6. Thus it suffices to 
prove (9) when a is a nonnegative integer. The case a = 0 reduces to 
which is an instance of the standard Vandermonde convolution proved, 
say, in [l]. We then prove (9) by induction on a using the Gaussian 
Pascal’s triangle indentities (also described in [l]) 
and 
on both sides of (9), with a replaced by a + 1. This reduces the higher case 
to two instances of the lower. (George Andrews has pointed out to us that 
(9) can also be obtained by an appropriate substitution in the formula on 
the last line of [l, p. 381.) 
Now we complete the proof of Lemma 2. We have just proved the case 
m = 1. If m > 1, we use the case m - 1 of the lemma to sum over jz, . . . . j,. 
This way we find that the expression on the left of the equation of 
Lemma 2 is equal to 
x [“-;m+“]. 
Finally we apply the case m = 1 to the sum over jl. 
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