We propose a new finite volume numerical scheme for the approximation of regularised mean curvature flow level set equations, which ensures the maximum principle, and which is shown to converge to the solution of the problem. The convergence proof uses the monotonicity of the operator, in order to get the strong convergence of the approximation of the gradient. The regularisation of the original level set problem is practically meaningful and not restrictive, especially when dealing with image processing applications. Numerical examples provide indications about the accuracy of the method.
Introduction
We consider the following problem: find an approximate solution to the equation u t − g(|∇u|)div ∇u f (|∇u|) = r, a.e. (x, t) ∈ Ω × (0, T )
with the initial condition u(x, 0) = u 0 (x), a.e. x ∈ Ω,
and the boundary condition u(x, t) = 0, a.e. (x, t) ∈ ∂Ω × R + ,
under some hypotheses on the real functions f , g, the initial data u 0 , the right hand side r, and on the domain Ω, which are detailed below. Note that the case of Neumann boundary conditions on a part of the boundary or on the whole boundary, instead of (3), is interesting as well, and that it does not add specific difficulties to the present study. The standard mean curvature flow level set equation, which is obtained by setting r = 0 and f (x) = g(x) = x, ∀x ∈ R + (4) in (1) , has numerous applications in science, engineering and technology, ranging from free boundary problems in material sciences and computational fluid dynamics to filtering and segmentation algorithms in image processing and computer vision. We refer to [28] for the original mean curvature flow level set equation, to [1, 3, 5, 23, 30] for some generalisations in various frameworks; in image processing applications, equation (1) (2) (3) (4) , called the curvature filter, is generalised and used in adaptive image filtering [8] , image segmentation by the geodesic active contours [5, 23] and the (generalised) subjective surfaces method [29, 9, 24] .
The analysis of numerical algorithms for solving (1) (2) (3) (4) and related problems is a difficult task due to its nonlinear character and non-divergent form. In [10, 11, 12] , the error estimates for geometric quantities like the regularised normal to the level set of solution and its normal velocity have been established using the finite element method. Such estimates are very useful for the free boundary problems when dealing with the motion of one particular level curve or level surface.
On the other hand, e.g. in image processing applications when the evolution of the whole level set function representing an image intensity is used in practice, the convergence of a numerical approximation to the solution u itself is an important point. Convergence of a specially designed finite difference scheme to the viscosity solution of (1-4) is given in [27] . The finite volume schemes may sometimes be preferred because of the piecewise constant representation of numerical solution [25] and due to natural L ∞ -stability of the numerical schemes. A finite volume scheme is proposed by Walkington in [31] . It is based on the so-called co-volume strategy for solving (1) , setting f (x) = g(x) = x 2 + a 2 , ∀x ∈ R + ,
for a small value a > 0. This regularisation is used to prevent from the occurrence of zero denominators in numerical schemes. This regularisation (5) , known as the Evans-Spruck regularisation of the problem, is used in [15, 7] to show the existence of the viscosity solution to (1-4). Walkington's scheme is nonlinear and its linear semi-implicit variant is suggested in [22] . Such semi-implicit scheme is proved to be efficient, as keeping all theoretical properties of Walkington's scheme. It is used in solving various practical 2D and 3D (large-scale) image analysis problems [9, 13, 24] . Theoretical properties of the semi-implicit co-volume scheme for solving such a regularisation of (4) are studied in [22, 26] and [21] . In [22, 26] the L ∞ stability of solution and L 1 stability of solution gradient are given and, moreover, in [21] , the consistency of the scheme is proved using the Barles and Souganidis [4] approach for solving nonlinear PDEs. However, the convergence of the co-volume semi-implicit scheme to the exact solution remains an open problem. Note that the convergence of finite volume methods for the solution of the stationary version of (1), has been proven in [2, 14, 19] , under the assumptions (LL1) the function x → x/f (x) is strictly increasing on R + , (LL2) dx c + x p−1 ≤ f (x) ≤ Cx 2−p for given c, d, C > 0, p > 1 and all x ∈ R + , (LL3) g constant.
We get under assumptions (LL1)-(LL2) that the function u → −div (∇u/f (|∇u|)) is a Leray-Lions operator, whose monotony properties allow for the use of Minty and Leray-Lions tricks for the proof of the convergence. Note that property (LL1) holds for the choice (5) for f , but not (LL2). On the contrary, (LL1)-(LL2) hold if we consider for example f (x) = g(x) = min( x 2 + a 2 , b), ∀x ∈ R + ,
for given reals 0 < a ≤ b, setting p = 2, c = 1, d = a and C = b. In the choice (6) , the use of the bound b is in accordance with image processing applications. Indeed, on discrete grids, the gradient norms are lower than
is a Lipschitz continuous (non-strictly) increasing function, such that the function x → x/f (x) is strictly increasing on R + .
It is worth noticing that the functions f and g given by (6) satisfy (H4-5). Definition 1.1 (Weak solution of (1)- (2)- (3)) Under hypotheses (H), we say that u is a weak solution of (1)- (2)- (3) if, for all T > 0,
2. u(·, 0) = u 0
the following holds
Since any function u weak solution of (1)- (2)- (3) in the sense of Definition 1.1 satisfies div
, we immediately get the following lemma.
Lemma 1.1 (Property of weak solutions of (1)- (2)- (3)) Under Hypotheses (H), u is a weak solution of (1)- (2)- (3) in the sense of Definition 1.1 if and only if u satisfies, for all T > 0: We consider in this paper two different time discretisations of a new finite volume scheme for solving (1) under Hypotheses (H). The main result of this paper, i.e. the strong convergence of both schemes to a solution of (7), is proven thanks to the following property. Let F be the function defined by
Then, for any sufficiently regular function u, it holds
Therefore, assuming that this function u is solution of (1) with r = 0 for the sake of simplicity, we get,
The discrete equivalent of this property is shown in Lemma 3.2 for the semi implicit scheme (using the fact that f is increasing). The hypothesis that x → x/f (x) is strictly increasing is used by Minty and Leray-Lions tricks; unfortunately, although it is possible to extend some of these properties to the case f (x) = x, the convergence study provided in this paper does not hold in this framework, nor Lemma 1.1.
This paper is organised as follows. In Section 2, we present the discretisation tools. Then in Section (3), we show some estimates that are crucial in the convergence proof, given in Section (4). Finally, numerical results are given in Section (5), before an appendix containing a few classical technical results.
The finite volume schemes
In order to describe the schemes, we now introduce some notations for the space discretisation. We denote Let (D, τ ) be a space-time discretisation of Ω × (0, T ). We define the set H D ⊂ R M × R E such that u σ = 0 for all σ ∈ E ext . We define the following functions on H D :
We make the important following assumption:
Let us recall that
defines a norm on H D (see [20] ). We then define the set H D,τ of all u = (u n+1 ) n=0,...,NT such that u n+1 ∈ H D for all n = 0, . . . , N T , and we set
We now define two numerical schemes. The fully implicit scheme is defined by
and
the following relation is given for the interior edges,
and the boundary condition is fulfilled thanks to
The semi-implicit scheme is defined by (16) ,
(17), (20) and
where the following relation is given for the interior edges
In the following, for the sake of shortness and clarity, all properties concerning the fully implicit scheme will be only sketched in remarks, focusing on the semi-implicit scheme. Hence, now considering a family of values (u n p ) p∈M,n∈N , given by (16) , (17), (20) and (21), (22), (23), we define the approximate solution
We then define
(recall that D pσ is the cone with vertex x p and basis σ and n pσ is the normal unit vector to σ outward to p). Note that u D,τ is the solution of
and u
The next section is devoted to the study of some estimates satisfies by the discrete solution. These estimates in particular allow for the proof of the existence and uniqueness of the discrete solution. These estimates also give rise to a brief review of a few properties in the case of Crank-Nicolson versions of these schemes, which are confirmed by the numerical tests shown in section 5.
Estimates
Let us now state the L ∞ stability of the scheme.
Lemma 3.1 (L ∞ stability of the scheme, existence and uniqueness of the discrete solution)
and by (16) , (17) , (20) and (21), (22) , (23) . Then it holds:
As a straightforward consequence, there exists one and only one solution to the semi-implicit scheme (21) , (17) , (20) , (22) , (23) .
Proof. Suppose that for fixed time step (n + 1) the maximum of all u n+1 p is achieved at the finite volume p. Let us write (22) in the following way:
Since the value u n+1 σ satisfies the equality
which is a convex linear combination of points u
, we obtain
which is nonnegative. This leads to u
Then, we recursively get the estimate (34), similarly reasoning for the minimum values. (12) . Let (u n p ) p∈M,n∈N be the solution of (16) , (17) , (20) and (21), (22) , (23) . Then there exists C θ > 0, only depending on θ, such that it holds:
Remark 3.1 The above proof also applies for the fully implicit scheme, only replacing n by n + 1 in the arguments of functions f and g, allowing for a proof of existence of at least one discrete solution, thanks to Brouwer's fixed point theorem. Note that the uniqueness is not proved, as in the continuous case.
Proof. We multiply the scheme by u n+1 p − u n p and sum over p. We obtain T 1 + T 2 = T 3 , where
where we have used the properties of the finite volume scheme. We first remark that, thanks to Young's inequality and to the Cauchy-Schwarz inequality
Let us turn to the study of T 2 . Using Definition (8) of function F , we have:
We remark that, thanks to Hypothesis (H5),
Indeed, we set, for c, d
, whose sign is that of d − c since f is (non-strictly) increasing. Hence Φ c (d) ≥ 0 and we get
Note that the Cauchy-Schwarz inequality implies
Finally we obtain
and summing this inequality over n = 0, . . . , m − 1 for all m = 1, . . . , N T , we get that
where we define u 0 σ by (21) . We then use the following inequality, proven in [18] : there exists C θ > 0, only depending on θ, such that
We thus get (35). 
Consequences on Crank-Nicolson -like versions of the schemes
In this paper, we could as well, for a given α ∈ [ (22) and (23) by
We then define the so-called "α-scheme" version of the above semi-implicit scheme, which provides the Crank-Nicolson scheme for α = 1 2 and (22), (23) for α = 1. The convergence properties proven in this paper for α = 1 can be immediately generalised to the case α ∈] 
which holds under the same hypothesis f increasing.
On the contrary, if, for a given α ∈ [ 1 2 , 1], we replace (18) and (19) by
we have to replace the fact that the function s → s/f (s) is increasing by
which is not satisfied for all α ∈ [ 
Convergence
Thanks to the estimates proven in the above section, we are now in position for proving the convergence of the scheme, using the monotonicity properties of the operators. We first present a few properties which are useful in the convergence study. In this paper, we use the notations "⇀ weakly" for denoting weak convergence and → for strong convergence. 
for a.e. x ∈ D pσ , and a.e.
Proof. We first notice that
Prolonging G m (and u m ) by 0 outside Ω × (0, T ), we get that there existsḠ
and ψ m by ψ m (x, t) = ψ n+1 σ , for a.e. x ∈ D p,σ , all p ∈ M, σ ∈ E p , a.e. t ∈]nτ, (n+1)τ [ and all n = 0, . . . , N T . Thanks to the regularity properties of ψ, we get that
, which gives, thanks to the fact that the terms u n+1 σ are multiplied by 0 for all σ ∈ E int and using
Passing to the limit in the above expression, we get, using weak/strong convergence for the left hand side, 
Proof. We have, for any vector
Hence we get that
thanks to condition (11) . This provides that
Writing that
with C p (t) bounded independently of the discretisation, we conclude the proof of the lemma. 
Proof. The proof relies on (45).
Let us denote by (HC) the following hypotheses:
• Hypotheses (H) are fulfilled.
• The sequence (D m , τ m ) m∈N denotes a sequence of space-time discretisations of Ω × (0, T ) in the sense of Definition 2.2 such that h Dm and τ m > 0 tends to 0 as m −→ ∞.
• There exists some θ > 0 with θ < θ Dm for all m ∈ N, where θ D is defined by (12) .
• For all m ∈ N, the family (u n p ) p∈M,n∈N is such that (16) , (17), (20) and (21), (22), (23) hold and the function u Dm,τm is defined by (24) .
We can now state the following Lemma, using the compactness properties issued from the above estimates. (26)), and such that w Dm,τm ⇀w and z Dm,τm ⇀ū t weakly in (25) ) and the following relation holds:
Lemma 4.4 (Convergence properties) Let Hypotheses (HC) be fulfilled. Then there exists a subsequence of
Proof. From the definition of F and Hypotheses (H) (which imply F (s) ≥ s 2 /2b), u Dm,τm (·, t) is uniformly bounded in H D for all t ∈ [0, T ]. Hence we can apply Theorem 6.1, which is a generalisation of Ascoli's theorem and shows that the convergence property u Dm,τm (·,
). Thanks to (16), we haveū(·, 0) = u 0 . We also get, thanks to Lemma
Therefore there exists a functionw ∈ L 2 ((Ω × (0, T )) such that, up to a subsequence of the preceding one, w m ⇀w weakly in L 2 (Ω × (0, T )). Similarly, we have z Dm,τm ⇀ū t weakly in L 2 (Ω × (0, T )), which shows that
up to a subsequence of the preceding one. Note that in the proof below, we drop some indices m for the simplicity of notation.
Let us first focus on the difference between N Dm,τm and N Dm,τm on one hand, and that between H Dm,τm and H Dm,τm on the other hand. We have, for x ∈ p and t ∈]nτ, (n + 1)τ [,
Using (35), we get the existence of C > 0 independent of m such that
Using the Cauchy-Schwarz inequality, we have
to (48). Note that this shows that
One of the difficulties is now to identifyH with ∇u/f (|∇u|). This will be done in further lemmas, thanks to the property (47) stated in the present lemma, that we have now to prove.
Let ϕ ∈ C ∞ c (Ω × (0, T )) be given. We denote by v n p = ϕ(x p , nτ ) and v n σ = ϕ(x σ , nτ ). Multiplying (27) by τ v n+1 p
, summing on n and p, we get T 1m = T 2m with
Using the approximation ∇ D,τ ϕ of ∇ϕ provided in Lemma 4.3, we can write that
Hence, by weak/strong convergence,
We have on the other hand 
We now multiply (27) by τ u n+1 p
, sum on n and p. We get T 3m = T 4m with T 3m defined by
We have, by weak/strong convergence,
which leads, using (49), to
We now define
again dropping some indices m for the simplicity of notation. Let us now prove that T 3m and T 3m have the same limit. Writing 
Proof. We have that
Applying the Cauchy-Schwarz inequality, we get
This last expression is non negative thanks to the hypotheses (H).
We now continue with the use of Minty trick. 
Then the following holds
Proof. We remark that T m = T 3m − T 5m − T 6m + T 7m , with T 3m defined by (50) and
We have that
, which leads to
Hence, gathering the above results, we get (52). We have that T m ≥ 0 thanks to Lemma 4.5. Hence (52) provides
)(∇ū − ∇ϕ)dxdt ≥ 0, and therefore we get by density
We can now apply Minty's trick, taking in (54) v =ū − λψ, with λ > 0 and ψ ∈ C ∞ c (Ω × (0, T )). We get, dividing by λ,
We can let λ −→ 0 in the above inequality, using Lebesgue's dominated convergence theorem. We then get
Since this also holds for −ψ, we get
)∇ψdxdt = 0.
The above equality can again be extended to all v ∈ L 2 (0, T ; H 1 0 (Ω)), which achieves the proof of (53).
We have now the following lemma, which uses Leray-Lions trick.
Lemma 4.7 Under the same hypotheses as Lemma 4.6, N
Dm,τm → |∇ū| in L 2 (Ω × (0, T )) as m tends to ∞.
Proof.
For a given m ∈ N, we drop the indices m in D, τ in order to lighten the notation. Let ϕ ∈ C ∞ c (Ω × (0, T )), we denote by v n p = ϕ(x p , nτ ) and v n σ = ϕ(x σ , nτ ). Let us denote
We have
More complex conclusion of the proof in the general case. Let us now apply lemma (6.1). We get that N Dm (u Dm,τm ) converges a.e. to |∇ū|. We then remark that, thanks to (47) and (53), we have
We now apply lemma 6.2, which shows that
convergence gives the equi-integrability of the family of functions uD m ,τm ) ) , which, in turn, gives that the family of functions N Dm (u Dm,τm ) 2 is equi-integrable. Finally, we obtain (using Vitali's theorem) the convergence of N Dm (u Dm,τm ) to |∇ū| in L 2 (Ω), as m → ∞. This completes the proof. We can now conclude the convergence of the scheme. We introduce the following strongly convergent approximation for the gradient of the unknown:
(recall that G D,τ (x, t) is only weakly convergent). 
, is a weak solution of (1)- (2)- (3) in the sense of Definition 1.
Proof.
Using Lemma (4.6), we get that
Thanks to Lemma 4.7, we get thatw = (r − u t )/g(|∇u|), and the proof thatū is a weak solution of (1)- (2)- (3) in the sense of Definition 1.1 is complete.
Let us turn to the proof of the strong convergence of G Dm,τm . Let us first remark that, thanks to (44), the expression of G D,τ , applied to the interpolation of some regular function ϕ, is strongly consistent with ∇ϕ. We can then follow the reasoning of [20] in order to prove the strong convergence of G Dm,τm to ∇ū.
). We define, for m ∈ N, p ∈ M m and σ ∈ E m , the values v n p = ϕ(x p , nτ ) and v n σ = ϕ(x σ , nτ ), which are used in the definition of
for a.e. x ∈ p, for a.e. t ∈]nτ, (n + 1)τ [, ∀p ∈ M, ∀n ∈ N.
Thanks to the Cauchy-Schwarz inequality, we have
In a similar way as in Lemma 4.2, we have lim m→∞ T 13m = 0. Using the Cauchy-Schwarz inequality, we have
defining ·, · by
Developing equation (58), we obtain
Since, from the definitions (26) and (46), we have
using the convergence properties of G Dm,τm and ∇ Dm,τm ϕ, we obtain
Gathering the above results, we get that
From the above results, we obtain that
with (noting that ϕ is fixed) lim m→∞ T 15m = 0. Let ε > 0; we may choose ϕ such that
2 dxdt ≤ ε, and we may then choose m large enough so that T 15m ≤ ε. This completes the proof that
Remark 4.1 The above convergence theorem also holds for the fully implicit scheme, under almost the same hypotheses (the hypothesis that f is non-decreasing is not necessary).
Numerical experiments
In this section we present two numerical examples to illustrate the properties of the proposed finite volume schemes. In both examples we use the semi-implicit and fully implicit scheme and compute the errors and experimental order of convergence (EOC) in several functional spaces. In the tables below n is number of finite volumes along each boundary side which means that n 2 is a total number of finite volumes, because we consider square domain Ω = [−1.25, 1.25] × [−1.25, 1.25] . We compute the errors of the solution in L 2 (0, T ; Ω), denoted by E 2 , L ∞ (0, T ; L 2 (Ω)) denoted by E ∞ and for the gradient of the solution in L 2 (0, T ; Ω)denoted by EG 2 and L ∞ (0, T ; L 2 (Ω)) denoted by EG ∞ . We refined the grid from n = 10 to n = 320, taking for b a large value, e.g. greater than C 320 where C is a range of initial condition. 
to the equation Table 2 . We test also α scheme (39)-(40)-(41)-(42) with α = 0.6, T OL = 10 −10 both for semi-implicit and fully implicit schemes, the results are given in Tables 3 and 4 . We can observe that the fully implicit scheme is about three times more precise than semi-implicit one. The α scheme slightly improves the accuracy of the semi-implicit one and does not significantly modify that of the fully implicit scheme. All schemes have the same experimental order of convergence which is, for the coupling τ = h 2 , equal to 2 for the solution error and equal to 1 for the gradient error. We also tested the α schemes with α = 0.5 instead of 0.6 and τ = h. We got a very poor order of convergence close to 0.8 for the semi-implicit scheme and a divergent behaviour for the fully implicit one, that is compatible with the expectations of the end of Section 3. Table 3 : Example 1, error reports and EOCs for the α semi-implicit scheme, α = 0.6
Example 2. Now we use the exact solution [27] u(x, y, t) = min{
to the level set equation (4) In this example we have to use the Evans-Spruck type regularisation, the solution contains flat regions and a singular circular curve with gradient jump, so we cannot expect second order accuracy. However as we see from the tables, the numerical schemes converge also in this singular case and naturally, EOC is equal (or close to) 1 for the solution error. Again the fully implicit scheme is about three times more precise than semi-implicit one in the solution error, but not in the gradient error. First we have chosen constant value of the regularisation parameter a = 10 −6 and τ = h 2 , the results for semi-implicit, fully implicit and α semi-implicit schemes are given in Table 5 , 6 and 7. Then we used also the coupling a = h 2 , the results for semi-implicit and fully implicit schemes are in Tables 8, 9 , this coupling provides a slightly better EOC. 
Conclusions
The properties proven in this paper show that the fully implicit and the semi-implicit schemes have interesting mathematical and numerical properties. But it now remains to show that these convergence properties can also be extended to the non-regularised situation where f and g are given by (4 Table 6 : Example 2, error reports and EOCs for fully implicit scheme, a = 10 We first remark that, for m ∈ N, denoting D = D m and τ = τ m and for all t 1 ∈](n 1 − 1)τ, n 1 τ ] and t 2 ∈](n 2 − 1)τ, n 2 τ ], for n 1 , n 2 = 0, . . . , N T with n 2 > n 1 and a.e. x ∈ p, we have Hence we can extract, thanks to Kolmogorov's theorem, a subsequence of (u m , D m , τ m ) m∈N , denoted by (u ψ0(m) , D ψ0(m) , τ ψ0(m) ) m∈N , where ψ 0 is an increasing injection from N to N, such that u D ψ 0 (m) ,τ ψ 0 (m) (·, t 0 ) converges in L 2 (Ω) to some function. Note also that, thanks to (64), u Dm,τm (·, 0) converges in L 2 (Ω) to u 0 . Similarly, for t = t 1 , one extracts, again thanks to Kolmogorov's theorem, a subsequence of (u ψ0(m) , D ψ0(m) , τ ψ0(m) ) m∈N , denoted (u ψ1(m) , D ψ1(m) , τ ψ1(m) ) m∈N such that u D ψ 1 (m) ,τ ψ 1 (m) (·, t 1 ) converges in L 2 (Ω) to some function. We reproduce this mechanism by induction for all k ∈ N, allowing to consider the diagonal sequence (u ψm(m) , D ψm(m) ) m∈N , which is then such that u D ψm (m) ,τ ψm(m) (·, t k ) converges in L 2 (Ω) as m → ∞ for all k ∈ N (recall that the sequence (u ψm(m) , D ψm(m) , τ ψm(m) ) m∈N is extracted from (u ψ k (m) , D ψ k (m) , τ ψ k (m) ) m∈N,m≥k ). We now denote, for simplicity, (u m , D m , τ m ) m∈N instead of (u ψm(m) , D ψm(m) , τ ψm(m) ) m∈N . Then the property (67) allows to show that, for all t ∈ R + , (u Dm,τm (t)) m∈N is a Cauchy sequence in L 2 (Ω). Indeed, for ε ∈]0, 1[, one first chooses k ∈ N such that |t − t k | ≤ ε 2 , then n 0 ∈ N such that τ m ≤ ε 2 for all n ≥ n 0 , and u Dn,τn (t k ) − u Dp,τp (t k ) L 2 (Ω) ≤ ε for all n, p ≥ n 0 . The inequality u Dn,τn (t)−u Dp,τp (t) L 2 (Ω) ≤ u Dn,τn (t)−u Dn,τn (t k ) L 2 (Ω) + u Dn,τn (t k )−u Dp,τp (t k ) L 2 (Ω) + u Dp,τp (t k )− u Dp,τp (t) L 2 (Ω) ≤ (2 √ 2C + 1)ε for all n, p ≥ n 0 follows. Table 9 : Example 2, error reports and EOCs for fully implicit scheme, a = h 2 One then defines, for all t ∈ R + ,ū(t) as the limit of (u Dm,τm (t)) m∈N . Passing to the limit m → ∞ in (67) provides ū(t 2 ) −ū(t 1 )
which shows that u ∈ C 0 (R + ; L 2 (Ω)). Then (66) is again an easy consequence of (67). Indeed, let T ≥ 0 and ε > 0 be given. Since, for all k = 0, . . . , ⌊T /ε 2 ⌋ (where ⌊x⌋ denotes the greater integer lower of equal to x), the sequence (u Dm,τm (kε 2 )) m∈N converges to u(kε 2 ), let n 0 ∈ N be such that u Dm,τm (kε 2 ) − u(kε 2 ) L 2 (Ω) ≤ ε for all k = 0, . . . , ⌊T /ε 2 ⌋ and all m ≥ n 0 , and such that τ m ≤ ε 2 for all m ≥ n 0 . Then, for all t ∈ [0, T ] and m ≥ n 0 , letting k = ⌊t/ε 2 ⌋, we get using (68) and (67), ū(t) − u Dm,τm (t)
)ε, which concludes the proof of (66).
