We consider the design of dimensional analysis experiments when there is more than a single response. We first give a brief overview of dimensional analysis experiments and the dimensional analysis (DA) procedure. The validity of the DA method for univariate responses was established by the Buckingham Π-Theorem in the early 20th century. We extend the theorem to the multivariate case and then develop basic criteria for multivariate design of DA experiments. Finally, we illustrate the construction of designs for DA experiments for an example involving the design of a mechanical pump.
Introduction
Dimensional analysis (DA) is a methodology developed in physics for reducing the number and complexity of experimental factors so that the relationship between the factors and the response can be determined efficiently and effectively. If a response appears to depend on p physical predictors or factors, dimensional analysis can reduce the number of factors required to p − k dimensionless factors, where the reduction k is typically between one and four, and is given by the number of fundamental dimensions in the problem. White (2009) gives a compelling example in which the experimenter wished to determine the force (F ) exerted on a body submerged in water, as a function of the body length L, stream velocity V , fluid density ρ, and fluid viscosity, µ. Ignoring experimental error, we have:
where g is an unknown vector-valued function that we wish to characterize at least approximately.
White suggests that a full factorial experiment involving 10 4 = 10,000 runs would be required to fully characterize g, assuming that "it takes about 10 points to define a curve" (White, 2009, p.294 number of experimental factors to 4 -3 = 1, because there are three fundamental dimensionsmass, length, and time-involved in the relationship. The solution to the DA problem is:
The result is that the dimensionless force coefficient, F/(ρV 2 L 2 ), is a function of only one factor, the dimensionless Reynolds number, ρV L/µ. Thus, the required experimental design has been reduced from 10,000 runs to 10 runs (maintaining White's 10-points per variable assumption).
In addition, because the variables are dimensionless, the experimental results will be completely scalable. That is, if we run our experiment in a lab with a small submerged body, e.g., a model, the results will be valid when applied to a much larger body of interest. The DA model is frequently written:
and the dimensionless variables {π i } are referred to as the "pi-groups." The validity of the DA process is established by the well-known Buckingham Π-Theorem (Buckingham (1914) ).
Of course, most statisticians might question both the need for a full factorial design and the 10-runs-per-factor assumption. Surprisingly, although DA has been a well-established technique in the sciences since the early part of the 20th century, the design of experiments for engineering dimensional analysis (DA) has received scant attention in the statistics literature. Perhaps the first paper to treat this topic in the statistical literature was Albrecht, et. al., (2013) . They give a description of the DA method, tailored for statisticians, and then make recommendations for designing DA experiments. An example using classical designs in the hydrodynamics literature is given by Islam and Lye (2009) .
The benefits of the DA process do not come without some attendant complications. First, the DA model can be highly non-linear. For this reason, an experimental design must be capable of estimating models models of higher order than those typically assumed in screening or response surface studies. Second, omission of a key explanatory variable can be fatal to the DA process.
In an effort to alleviate this concern, Albrecht, et al. (2013) , proposed "robust-DA" designs that permit simultaneous estimation of the DA model and a standard empirical model in the original p factors. The robust-DA approach maximizes the efficiency of the DA design in the dimensionless factors, subject to lower-bound constraint on the efficiency of the design for the original factors. 
Overview of DA
In this section, we provide a brief overview of the DA process. For more detail, see, for example, Sonin (2001) and/or Albrecht, et al. (2013) .
When implementing DA, physical quantities are classified as either base quantities or derived quantities. Base quantities are composed of a single fundamental dimension. In physics, the system international (SI) states that length, mass, time, electrical current, temperature, amount, and luminous intensity are all base quantities. In economics or operations research the base quantity of cost is also of importance. A base quantity can be measured using different measurement systems. For example, one can use meters, feet, or inches to measure length. A derived quantity of the first kind is a physical quantity that is comprised of a power-law combination of base quantities.
It has been shown that not all formulas can be used to represent physical quantities. Because base quantities all have a physical origin, the ratio of the measurements of any two base quantities does not change if the base unit changes. This is known as the principle of absolute significance (Bridgman, 1931) . The principle of absolute significance will hold for a physical quantity π having a monomial formula only if it assumes the power-law form:
where Z i is the numerical value of the ith base quantity and the coefficients γ, b 1 , ..., b k are real numbers. Thus, all physical quantities have power-law form and no other form represents a physical quantity. A generalized form recognizes that any given base quantity may appear more than once in the expression. For example, length may be used to represent both a radius and a height of a cylinder. Letting n i denote the number of times that the ith base quantity appears in the formula, letting Z ij denote the jth instance of the ith base quantity Z i and, letting b ij denote the power to which the jth instance of that base quantity is raised, the generalized form
If the units chosen for the ith dimension are changed by a factor c i , for i = 1, ..., k, it follows that the value of x becomes x = c −1 x, where c =
bi.
i . Finally, we say that a derived quantity is dimensionless if its value does not change when the units of the base quantities change. Albrecht, et al. (2013) describe the DA process using four steps.
1. Identify the dependent and independent variables. In the example of the Introduction, (1) gives the dependent variable, F , and the independent variables, L, V , ρ, and µ. In what follows, we refer to ith independent variable as x i , and the design space as χ. 
Buckingham Π-Theorem for multivariate responses
The examples in Albrecht, Nachtsheim, Albrecht, and Cook (2013) show that DA is a valuable tool that provides dimension reduction of the predictors when the response is a scalar. The same ideas apply to any regression or design of experiments problem with a vector-valued response. In this setting, the Buckingham Π-Theorem has a multivariate analog where Y ∈ R r is the vector of responses and x ∈ R p is the vector of predictors. Both types of variables can be expressed as power-law combinations of k fundamental dimensions that are measured with respect to a particular system of units. Let
and let
be the k × p dimension matrix for the predictors in a given problem. Let a i = (a 1i , a 2i , ..., a ki ) be the dimension vector of Y i , i = 1, ..., r, and let
be the k × r dimension matrix for the response variables in a given problem. Define
The Multivariate Buckingham Π-Theorem assumes the following where the assumptions and some of the theoretical details follow from Bluman and Kumei (1989, p. 5-9) .
Theorem 1. Assume the following:
(i) A vector Y ∈ R r has a functional relationship with p predictors (x 1 , ..., x p ):
where f is an unknown function of the predictors.
(
where k < p is assumed to ensure a meaningful problem. Then it is assumed that span(A) ⊆ span(B) where L X contains all k fundamental dimensions.
(iii) Let Z represent any of (Y 1 , ..., Y r , x 1 , ..., x p ). Then,
for some α i ∈ R, i = 1, .., k which are the dimension exponents of Z.
(iv) For any set of fundamental dimensions one can choose a system of units for measuring the value of any quantity Z. A change from one system of units to another involves a positive scaling of each fundamental dimension which in turn induces a scaling of each quantity Z.
Under a change of system of units the value of a dimensionless quantity is unchanged, i.e.
its value is invariant under an arbitrary scaling of fundamental dimension.
Assumptions (i)-(iv) give:
(i) Formula (3) can be written in terms of dimensionless quantities.
(ii) The number of dimensionless predictors is p − rank(B) where rank(B) is the rank of the matrix B.
(iii) Let x i = (π 1i , π 2i , ..., π pi ) , i = 1, ..., p−rank(B) represent the linearly independent solutions of the system Bx i = 0. Let a i = (a 1i , a 2i , ..., a ki ) be the dimension vector for response
.., r and let y i = (ρ 1i , ρ 2i , ..., ρ pi ) represent a solution to the system By i = −a i .
Then formula (3) simplifies toπ = h(π 1 , ..., π p−rank(B) ) whereπ ∈ R r . All elements ofπ and π i are dimensionless quantities for all i = 1, ..., p − rank(B).
The proof of the Multivariate Buckingham Π-Theorem is included in the Appendix. To see why span(A) ⊆ span(B) is needed, consider a design problem with two responses and three predictors where each variable has fundamental dimensions given by
We use DA to create a single dimensionless predictor x 2 /x 3 and a dimensionless response Y 1 /x 1 .
However, no combination of predictors can combine with Y 2 to yield a second dimensionless response. This is a result of violating span(A) ⊆ span(B).
To see why the reduction of predictors is by rank(B) and not k, consider the following example. Suppose there are two responses and three predictors where each has fundamental
We see that span(A) ⊆ span(B) holds. Using DA, we create a single dimensionless predictor Analysis is applicable for multivariate models. However, all is not lost when span(A)\span(B) = ∅ but care is needed in this setting. When span(A)\span(B) = ∅, it may be the case that certain responses need to be excluded from the DA model. For j = 1, ..., r let A j denote the j th column of A and let A −j be the matrix A with A j removed. Suppose that
then the response Y j cannot be made to be dimensionless and cannot be used to make other responses dimensionless. Therefore Y j must be excluded from consideration in the DA model.
With such cases in mind we proceed with the a corollary to the Multivariate Buckingham Π-Theorem that accounts for when span(A) \ span(B) = ∅.
and exclude responses such that A j / ∈ span(A −j ) ∪ span(B) from consideration. Suppose that 0 < r 1 ≤ r responses remain. Let r 2 be the number of responses not belonging to span(B), let A * be the dimension matrix corresponding to these responses and put C = A * B . Assume the following:
where k < p is assumed to ensure a meaningful problem.
(iii) Let conditions (iii)-(iv) be as in the Multivariate Buckingham Π-Theorem.
These assumptions give:
(i) The number of dimensionless predictors is p − rank(B).
(ii) The number of dimensionless response variables is r 3 = r 1 − rank(C) + rank(B).
(iii) There exists a function g :
can be written in dimensionless quantities.
The proof of this Corollary is included in the Appendix. We now outline a four step procedure necessary for implementation of the DA model. The steps outlined here are similar to those in Albrecht, et al. (2013, section 2.4) . However, our procedure differs from that in Albrecht, et al.
(2013, section 2.4) because we need to account for when span(A) \ span(B) = ∅ occurs.
Step 1. Identify which variables are responses and which are predictors. Before the DA model can take its form, the experimenter needs to identify the roles of the variables considered. The response variables {Y 1 , ..., Y r } and the predictors {x 1 , ..., x p } require specification. The set of variables {x 1 , ..., x p } is complete if no other quantity has an effect on the response vector, and is independent if each quantity can be changed without altering the other p − 1 quantities. This is to say that the predictors are defined on a product space. It is of utmost importance for the validity of the DA approach that the set of predictors is complete and independent. This rules out the consideration of simplex designs where uniform designs over all predictors do not produce marginal uniform designs for each predictor.
Step 2. Identify the dimensionless forms of the variables not in the basis set. The dimensionless forms must keep the role of the response variables intact.
Step 3. Identify a complete and dimensionally independent subset of variables. When the roles of variables are identified we then find a basis subset of variables in the context of base quantities and fundamental dimensions. In the case where span(A)\span(B) = ∅ the functional form of interest may need changing. Also, new predictors may need to be considered and/or some response variables may need to be removed from consideration.
Step 4 We consult White (1999, p. 722) for an example of dimensional analysis in the presence of multiple responses. For a given pump design, the output variables gH and brake horsepower (bhp) should be dependent upon discharge Q, impeller diameter D, and shaft speed n, at least.
Other possible parameters include fluid density ρ, viscosity µ, and surface roughness . Thus,
we have a functional relation where f :
where the variables are comprised of dimensions as seen in the table below:
There are eight variables in this model and a total of three fundamental dimensions, length (L), mass (M ) and time (T ). In this example we see that span(A) ⊆ span(B). Therefore we can express the functional relationship (5) in terms of three dimensionless quantities as a result of the Multivariate Buckingham Π-Theorem. Implementation with respect to this example is continued in Section 5.
Design for DA with multiple responses
In this section, we consider the design of DA experiments for multiple responses. We assume that the DA model has been formulated, that there are r responses, Y = (Y 1 , ..., Y r ) , p dimensionless factors, x = (x 1 , . . . , x p ) , so that our DA model can be written:
In the univariate setting, when the form of the DA model h is unknown and potentially complex, Albrecht et al. (2013) identified the use of a nonparametric uniform design as one alternative. In a uniform design, the design points are distributed in such a way that the empirical cumulative distribution is as close as possible to the cumulative distribution of a uniform probability measure on the design space. We note that for nonparametric designs, the multivariate design will be the same as the univariate design for any one of the responses provided that predictors are defined on a product space. Thus, given the multivariate DA model, there are no new design issues.
The alternative approach suggested by Albrecht, et al. (2013) is to design for estimation of third-or higher-order polynomials in the dimensionless factors, and they advocated the use of Doptimal designs in that context. They also suggested that the integrated variance might be more appropriate for design of dimensional analysis experiments, since the objective is to predict the expected response over the design space. In this paper, V-optimality will be of primary design criterion of interest when polynomial models are to be estimated.
We will assume for simplicity that the design, denoted ξ n , is exact and concentrated on the n design points x 1 , . . . , x n ∈ R p . The value of the jth response variable for the ith run of the experiment can be modeled as:
where the model vectors g j (x), j = 1, . . . , r, are known and the coefficient vectors β are unknown.
The multivariate formulation of model (6) is constructed with
, and β i and β j , i = j, do not have terms in common. Here it is possible that f i and f j , i = j, may have terms in common, but there is no reason to expect the regression coefficients of the common terms to be the same. The covariance matrix of the response vector is also assumed known and denoted
where W(x) is the weight matrix at x. We assume that the weight matrix W(x) is known. This assumption may be reasonable since variability of engineering measurement instruments is often
Theorem 2. (Federov, 1972) . The best linear estimator for β iŝ
The variance-covariance matrix of the estimator is
Corollary 2. . The best linear unbiased estimate of f l (x)β, for l = 1, . . . , r is the function
We make two simplifying assumptions concerning Var(y|x):
1. The error variance matrix is constant over the design space. That is Var(y|x) = W −1 .
2. The covariances of the errors are zero, that is:
where
For a discussion of multivariate design in the presence of correlated errors, see Cook and Nachtsheim (2017) . Given these assumptions, we have:
. One measure of the "goodness" of the design ξ is given by the D criterion:
If the r approximating models are identical such that f 1 = · · · = f r , the D criterion simplifies to:
Thus, the D-optimal design maximizes |M 1 (ξ n )|. As noted, our emphasis herein will be on the minimization of the integrated variance of prediction, that is, the V criterion. We have from (9)
i (ξ n ), for i = 1, . . . , r. Let v χ = χ dx denote the volume of the design space χ. Then the average value of the dispersion matrixη(x) over the design space is:
we have:
At this point the criterion is multivariate. One natural way to reduce the criterion to a scalar is obtained by averaging. Let
If the forms of the r approximating polynomials are identical, the criterion reduces to the mini-
5 Illustrations: Multivariate DA designs for pump design
We now continue with the pump design that is mentioned at the end of Section 3. In this section, we show how the Multivariate Buckingham Π-Theorem leads to a cheaper pump design with dimensionless variables. We can rewrite (5) as
where ρnD 2 µ and D are recognized as the Reynolds number and roughness ratio respectively.
Three new pump parameters have arisen:
For purposes of illustration, we make the simplifying assumption that the pump is being designed for use in one fluid only (e.g., water) and that roughness ratio is constant. Thus , µ, and ρ are constant. The response models become:
where g : R 2 → R 2 . Expression (14) is a valid dimensionless functional form by the Multivariate Buckingham Π-Theorem since the set of fundamental dimensions present in the response variables is equal to the set of fundamental dimensions present in the predictors. The design region for the original variables variables Q, n, and D is
The dimensionless variables are π 1 = Q nD 3 and π 2 = nD 2 . The design region corresponding to the dimensionless π-variables is given by We now construct a series of alternative designs for this problem, assuming that n = 16. Albrecht et al., (2013) considered two alternatives: (1) the use of D-optimal, parametric, designs for a full third-order (approximating) model; and (2) the use of nonparametric, uniform designs. Here we consider, for illustration, designs for first through fourth-degree polynomial regression, assuming
, that is, the maximum degree of the polynomial models to be used for model approximation is the same for the two responses. Optimal designs are shown in Figure 2 for first-through fourth-order approximating polynomials. As expected, the design for a first-order model, shown in Figure 2a , requires only three support points placed at vertices of χ π . Again, this design is shown for purposes of illustration only, and not for use in practice. The designs for second-and third-order approximations are shown in Figures 2b and 2c . Notice that the approximate number of levels in π 2 is three, for the full second-order model, and four, for the third-order model-as would be expected in a regular design space. The numbers of levels in the π 1 margin are larger for the two designs, perhaps due to the irregular shape of the design space.
Finally, the fourth-order approximation requires a minimum of 15 support points; the design has 16 distinct points spread somewhat uniformly through the design space. The multivariate design: g 1 is a full third-order polynomial in π 1 and π 2 ; g 2 is quintic in π 2 only.
Parametric design: g 1 (π) = g 2 (π)
We now consider the case where the two approximating polynomials do not have the same form.
In this case the design criteria will not reduce to familiar univariate criteria. For simplicity, we will assume that the first response requires a third-order approximating polynomial in both π 1 and π 1 , and that the second response is a complex function of π 2 only. Because of the anticipated complexity, we employ a fifth-degree polynomial in π 2 to assure a sufficient number of design points. The V-optimal design for the first response was previously computed and is shown in Figure 2 (c). Optimal design theory tells us that the optimal approximate design for the second model will require at least six distinct levels in π 2 . The V-Optimal multivariate design, as indicated by (12) will attempt to optimize both of these criteria simultaneously. Thus we expect to see a shifting of the points in Figure 2 (c) from four levels in π 2 to more than six levels. The optimal multivariate design, shown in Figure 3 , confirms this expectation.
5.3 Parametric design:V-optimal design for g 1 (π) = g 2 (π)
Since we do not know in advance of the experiment what level of approximating polynomial will be required, a compromise approach is to use aV -optimal design as suggested by Albrecht 2013). TheV -optimal design maximizes the average efficiency of the design for the alternative approximating polynomials considered. Here the experimenter would give the set of approximating polynomials that might be effective and assigns weights to each of the posited orders. As an example, we will assume that the models being considered are the first-through fourth-order models as previously considered in Figure 2 . For simplicity and for purposes of illustration, we assign equal weights to the four models. TheV -optimal design is shown in Figure   4 . It is interesting to note the similarity of theV -optimal design, shown in Figure 4 , to the Voptimal design for the full fourth-order model in Figure 2d . This is not particularly surprising in view of previously-reported robustness of the design for the highest-degree univariate polynomial model in a space of univariate polynomial models (Cook and Nachtsheim, 1982) .
Robust-DA design
From a statistician's perspective, the traditional choice is the design space is χ, the design space in the base factors, x 1 , . . . , x p . The traditional statistical approach is then to design an experiment that will permit efficient estimation of first-or second-order empirical models in those factors. From the engineer's perspective, a more economical and powerful design can be constructed in the lower-dimensional π-space. But any design setting in the π factors requires choosing specific values for each of the base factors. For example, the first dimensionless factor Figure 5 shows values of Q, n, and D that lead to π 1 = 0.5 × 10 −6 . While all of these combinations lead to the desired value of π, some will be better than others as design points for the empirical design. This motivated the development of "Robust-DA" designs in Albrecht, et al. (2013) . The basic idea is to construct highly efficient DA designs in χ π that are also efficient for the estimation of empirical models in χ. In this way, if a variable is omitted from the DA model, so that the DA model fails, a good design in the χ will have been fielded, and the empirical model can still be estimated efficiently. Albrecht, et al. (2013) construct robust-DA designs using a compound design criterion based on a convex combination of the D-efficiency of the empirical design and the D-efficiency of the DA design. In what follows, we employ V-optimality for the empirical model andV -optimality (as described above) for the DA design.
Let ξ V * EMP (n) denote an n-point V -optimal design for the empirical model on χ and let ξV * DA (n) denote an n-pointV -optimal DA design on χ π . In addition, letV [ξ DA (n)] denote theV criterion value (i.e., average over the model space of the average variance of prediction) for an n-point DA design ξ DA (n), and let V [ξ EMP (n)] denote the V -criterion value for an n-point empirical design ξ EMP (n). Then the V-efficiency of the empirical design ξ EM P (n) is given by:
Similarly, the efficiency of the DA design is:
For any empirical design ξ EMP (n), let ξ DA|EMP (n) denote the projection of the empirical design into χ π using the expressions for π 1 , . . . , π p−k . For 0 ≤ w ≤ 1, let E w DA denote the weighted average of the empirical design efficiency and DA design efficiency:
Finally, let
We will search for the value of w that maximizes the minimum of the two efficiencies,
and E DA [ξ w DA|EMP (n)]. We refer to this maximin design as the robust-DA design. In practice, to find a robust-DA design, we compute ξ w EMP (n) for a grid of w values between zero and one and then choose the design that maximizes the minimum of the two efficiencies. Albrecht, et al. (2013) recommend the use of a "w-trace", that is, a plot of E EMP [ξ w EMP (n)] and E DA [ξ w DA|EMP (n)] against w, as an aid to choosing a design. We constructed a robust-DA design usingV -optimality as the criterion for the DA design with equal weights for first through fourth-order polynomial models, and V -optimality for the second-order empirical model in the base factors. For ease of exposition, we have chosen a sevenpoint w-grid (w = 0, 1/6, 2/6, . . . , 1). We recommend searching through a finer grid of possible w values in actual design problems. The w-trace is shown in Figure 6 . From the figure, we see that the maximin design is obtained for w = 0.5. For this design the V -efficiency of the empirical design is 0.79 and theV -efficiency of the DA design is 0.85. The progression of empirical and DA designs as w varies from zero to one is shown in Figure   7 . For w = 0, when the weight assigned to the DA design is 1.0, the empirical design places most of the observations at the boundaries of the design space with just a few points at the corners or near the center. This is obviously a poor design for estimation of the empirical model. In contrast the DA design is the optimal, with efficiency equal to 100%. As w increases, the design points in the empirical design space gravitate (as much as possible) toward the corners, the edge centers and the center of the design space. These locations, of course, comprise the support of the empirical V -optimal design. On the negative side, as w increases, the near uniform spread through the DA design space, clearly in evidence for w = 0, degrades as w increases.
Discussion
In this paper, we have developed new methodology for designing DA experiments when there is more than one response. We began by extending the Buckingham Π-Theorem to the multivariate case. We then developed basic criteria for multivariate design of experiments and we illustrated Some interesting issues arise in the construction of the optimal designs. Since the χ π is typically irregular, candidate-set-based exchange algorithms are generally to be favored over candidate-set-free approaches such as the coordinate exchange algorithm. Two choices are available for design construction: (1) one can search over the empirical space (χ) and project each point into χ π for design evaluation; or (2) one can search directly over χ π . χ π will generally be irregular, so that if the second approach is adopted, the space must first be discretized and a candidate-set-based row-exchange algorithm, such as the modified-Fedorov algorithm (Cook and Nachtsheim, 1980) can be used. Alternatively, searching in the often-regular design space χ requires a higher-dimensional search, and the projections of the points into χ π will not be uniform, which can negatively affect the outcome of the search. Examples showing what can be an extreme lack of uniformity are given in Albrecht, et al. (2013) . For robust-DA designs, the search must be carried out in the empirical space χ so that the empirical design can be optimized, and this may thus lead to some inefficiencies in the design on χ π . More numerical work in this area is needed. Finally, Robust-DA design construction is generally quite time consuming, since optimal designs must be computed for a grid of w values. Methods for accelerating this search are currently under investigation.
Appendix
In this Appendix, we provide the proofs of the Multivariate Buckingham Π-Theorem and then its Corollary. The following is the proof of the Multivariate Buckingham Π-Theorem.
Proof. We have Y ∈ R r as our response vector, x ∈ R p as our vector of predictors, and k fundamental dimensions where assumption (ii) states that all fundamental dimensions are represented by elements in the vector of predictors. The dimensions of elements in either the response vector or the vector of predictors can be written as
where ε ∈ R and according to this scaling define
These equations define a one-parameter Lie group of the p + r quantities (
This group is induced by the one-parameter group of scalings of the fundamental dimension L 1 .
Assumption (iv) says that equation (3) holds and V * = F(W 1 , ..., W p−1 , e εb11 W p ) holds for all ε ∈ R as a result of assumption (iv).
Consequently F is independent of W p . Moreover, the measurable quantities (W 1 , ..., W p−1 ) and the elements of V are power-law combinations of the original (x 1 , ..., x p ). Formula (3) reduces This choice is valid because of assumption (ii). Therefore By i = −a i for i = 1, ..., r and this completes the proof.
The following is the proof of the Corollary to the Multivariate Buckingham Π-Theorem.
Proof. Conclusion (i) follows using the same techniques in the proof of the Multivariate Buckingham Π-Theorem. Now to show that conclusion (ii) holds. The argument used to show that conclusion (i) holds shows that variables corresponding to the dimension matrix C can be made into k = p + r 2 − rank(C) dimensionless quantities. k − k of these dimensionless quantities are responses. A little algebra shows that there are r 3 dimensionless responses in total. We can see that a function g exists (satisfying (4)) by combining what has already been proved, assumption (i), and the Multivariate Buckingham Π-Theorem. The other assumptions are necessary for these calculations to hold. This completes the proof.
