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This thesis investigates geo-electric fields in the United Kingdom with particular regard to 
Geomagnetically Induced Currents (GIC) in the Scottish Power electricity transmission network 
(SPTN). The joint spectral characteristics of Scottish Power GIC and Eskdalemuir magnetic 
observatory data are analysed, and GIC are shown to be coherent with magnetic field variations 
over the period range 2-1100s. A bi-variate transfer function model of the physical link between 
magnetic field variations and GIC demonstrates that long-period (>200s) induction makes a 
first order contribution to the observed GIC at one SPTN site, and dominates the response at 
another. 
'Thin-sheet' modelling at a period of 750s is used to explore the relative influence of three 
factors on the size and spatial distribution of the calculated electric field: (i) the contrast in 
conductance between the sea and the land; (ii) variations in conductance due to sea depth; 
(iii) lateral variations in conductance representative of those in the geographic area occupied 
by the SPTN. The modelling suggests that a 'coast-only' model (i) will over-predict electric 
field magnitudes in the SPTN region by a factor of 2-5 in comparison with model (iii). 
Distortion analysis of Magnetotelluric (MT) data at a period of 750s acquired over numerous 
field campaigns reveal pervasive galvanic distortion of the electric field in the SPTN region. 
GIC transfer functions of one site are consistently interpreted as proxy MT responses, and it 
is shown that galvanic distortion of the electric field modifies significantly the GIC amplitude 
response. 
A prototype model of the SPTN developed by the British Geological Survey and the Finnish 
Meteorological Institute is used to calculate GIC. It is shown that neglect of lateral variations of 
conductivity may lead to false conclusions about the direction of the external electric field that 
maximises GIC. Time derivatives of the Eskdalemuir horizontal magnetic field are used as an 
index of GIC activity, and to select events which may have led to large GIC in the time period 
(1983-2000) prior to the monitoring of GIC by Scottish Power. Backwards-prediction using the 
GIC transfer functions and observatory magnetic data suggests that GIC at the Scottish Power 
monitoring sites have amplitudes less than approximately 30A. 
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Notation 
The symbols and acronyms used throughout this work are listed below. Vector quantities are 
denoted by bold letters. SI units are used. 
B magnetic induction vector 
E electric field vector 
e, e telluric vectors 
B, B y I B z  magnetic induction components 
E. E,1 , Ez  electric field components 
j current density 
Z,-, surface impedance for a n-layered Earth 
zij magnetotelluric impedance tensor 
Zeff effective magnetotelluric impedance 
Cii telluric response tensor 
D electric distortion matrix 
T, T single-station geomagnetic transfer function 
Zr,, Z1,, inter-station geomagnetic transfer function 
(jXX G, estimated auto and cross spectra 
estimated coherence 
U) angular frequency 
conductivity 




T conductance, depth integrated conductivity 





ii 	degrees of freedom 
O 	azimuth with respect to geographic north 
Swift's skew 
Bahr's skew 
x2 	Chi-squared measure of misfit 
V gradient operator 
() real (imaginary) part of a complex-valued quantity 
x 	vector cross product 
• 	dot product 
AC Alternating Current 
AMT Audio Magnetotelluric 
BGS British Geological Survey 
CIM Complex Image Method 
DC Direct Current 
EJ Electrojet 
EM Electromagnetic 
EMAP Electromagnetic Array Profiling 
ESK Eskdalemuir geomagnetic observatory 
FAC Field Aligned Current(s) 
FFT Fast Fourier Transform 
GDS Geomagnetic Deep Sounding 
GIC Geomagnetically Induced Current(s) 
HBF Highland Boundary Fault 
FLEA Hypothetical Event Analysis 
HSD Hourly Standard Deviation 
HUNT Hunterston 
HV High Voltage 
IA Induction Arrows 
IQD Inter Quartile Distance 
IMF Interplanetary Magnetic Field 
KKI 
ISZ 	Iapetus Suture Zone 
LMT 	Long Period Magnetotelluric 
LS 	Least Squares 
LV 	Low Voltage 
MSZ 	Moniaive Shear Zone 
MT 	Magnetotelluric 
MV 	Midland Valley 
NEIL 	Neilston 
NESS 	Northern England and Central/Southern Scotland 
NT 	Northumberland Trough 
Pc 	Continuous Geomagnetic Pulsation 
RME 	Regression 'M' estimate 
RMS 	Root Mean Square 
SF 	Stublick Fault 
SO 	Substorm Onset 
SP 	Scottish Power 
SPAM Short Period Audio Magnetotelluric 
SPTN Scottish Power Transmission Network 
SSC 	Sudden Storm Commencement 
STHA Strathaven 
SUF 	Southern Uplands Fault 
SYTS Seven Year Transmission Statement 
T 	Period of variation 
TF 	Transfer function 
TORN Torness 
WEJ 	Westward Electrojet 
WOSA Welch's Overlapping Segment Algorithm 
WTS 	Westward Travelling Surge 
Co-ordinate system 
(x l, yj, z) I points towards geographic north, i  towards east and k vertically 
downwards into the Earth 
r = xi + yj horizontal position vector 
O & O 	denote the upper and lower faces of a thin-sheet. 
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Abbreviated Author references 
JB Jozwiak and Beamish (1986) 
BEA Beamish et al. (2002) 
BIL Banks et al. (1993) 
EAL Erinmez et al. (2002) 
Chapter 1 
Introduction 
Induced currents that go astray.. 
the villain of the piece." Price (1973) 
During geomagnetic disturbances, large electric currents can flow in a variety of technological 
systems such as power transmission networks, pipelines and telecommunication cables (e.g. 
Campbell, 1980; Akasofu and Aspnes, 1982; Medford et al., 1989; Boteler et al., 1998). 
These are called Geomagnetically Induced Currents (GIC) (e.g. Campbell, 1997). GIC may 
contribute to enhanced corrosion of pipelines (Pulkkinen et al., 2001), and the mis-operation of 
communication systems. For example, in 1859, telegraph operators "held communication with 
the aid of celestial batteries alone" as they were able to disconnect the telegraph power source 
and continue transmitting during a major geomagnetic storm (Prescott, 1866; Boteler et al., 
1998). Modern power transmission systems can be adversely affected. For example, GIC may 
cause saturation of transformers which can lead to the overload of equipment, and malfunction of 
protective measures installed in the power network (Boteler et al., 1989; Lahtinen and Elovaara, 
2002). Perhaps the most famous GIC event is associated with the so-called March 1989 'super-
storm' (Bell et al., 1997). This magnetic storm caused GIC in power systems throughout North 
America and Europe, and led to the collapse of the Hydro Québec power system (Boteler et al., 
1998; Bolduc, 2002). In this study, we are concerned primarily with GIC in power systems, and 
in particular with GIC in the Scottish Power Transmission Network (SPTN) which is part of 
the United Kingdom transmission network. 
The physical basis of GIC is fairly well understood. The auroral electrojet, and associated 
ionospheric and magnetospheric current systems, are considered the principal 'cause' of 
magnetic disturbances which lead to GIC in power systems (Viljanen et al., 1999: Boteler and 
Pirjola, 1998a). During such disturbances of the Earth's magnetic field, time-varying electrical 
currents in the ionosphere and magnetosphere induce electric fields in the Earth. A power 
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Figure 1.1: Schematic illustration of GIC in an isolated segment of a power transmission 
network. See text for details. 
transmission system can be viewed as a network of conductors discretely grounded at certain 
nodes. Figure 1.1 is a schematic illustration of GIC for the simplified case in which the power 
transmission network consists of a single isolated connection between two transformers. GIC 
occur because the power system provides a high conductivity path which 'short-circuits' the 
induced geoelectric field (e.g. Lehtinen and Pirjola, 1985; Campbell, 1986; Brasse and Junge, 
1984; Boteler, 1999). GIC enter the power system via the transformer neutral connected to 
Earth, flow along the transmission line(s) and exit at the next ground point. Thus the driving 
force for GIC is provided by the induced geoelectric field. Loosely, we can think of the electric 
field leading to a voltage between the two ground points and of current flowing in response to this 
imposed voltage. Note however that the voltage is not simply equal to the potential difference: 
the geoelectric field is non-conservative since the voltage between the two nodes depends on the 
path traversed by the power line (e.g. Gomez-Trevino, 1987; Boteler and Pirjola, 1997). 
The variation frequencies of GIC are typically less than 1Hz; the typical operating frequency 
of a power system is 50 or 60 Hz. Therefore, from a power engineering perspective, GIC are 
quasi-DC currents (Akasofu and Aspnes, 1982), and devices to block the flow of GIC have been 
investigated (e.g. Kappenman et al., 1991). For example, devices similar to capacitors, which 
block the flow of DC current but allow AC current to pass, can be installed (IEEE Working 
Group on Geomagnetic Disturbances, 1993). However, GIC can flow throughout the network: 
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installation of such devices may simply cause current flow to be diverted leading to larger GIC 
elsewhere (e.g. Pirjola, 2002a). In any case, the cost of treating a whole power network is non-
trivial: Kappenman et al. (1997) estimate the cost to be several billion dollars for the United 
States network alone. 
Given the prohibitive cost and difficulties of an engineering solution, operational mitigation 
of GIC is considered one of the best strategies to manage the GIC risk (e.g. Kappenman et al., 
1997; Molinski et al., 2000; Erinmez et al., 2002). In order to assess the level of risk, we need 
to establish how often significant GIC are likely to occur, and what the effects on a given 
power network may be. The geoelectric field is considered a key quantity in this respect. A 
study of GIC in a power transmission is therefore usually divided into two parts (Viljanen 
and Pirjola, 1994a). Firstly, estimates of the geoelectric field are obtained. Secondly, GIC 
are calculated using the geoelectric field as the driving force acting on a network of grounded 
conductors. Although the basic physical principal governing GIC is understood it is widely 
recognised that the first step is the most complex. It is well known that the geoelectric field 
associated with a geomagnetic disturbance depends on frequency, the resistivity structure of 
the Earth, and morphology of the source field (Jones and Price, 1970; Price, 1973; Weaver, 
1973). Of these three, the electric field is probably most sensitive to lateral variations of the 
Earth's resistivity (e.g. Madden and Nelson, 1964; Menvielle, 1988; Jiracek, 1990; Bahr, 1991). 
For example, in the Magnetotelluric (MT) method the resistivity structure of the Earth is 
investigated by measuring the electric and magnetic fields at the Earth's surface (e.g Cagniard, 
1953; Vozoff, 1991), and much of the difficulty associated with interpreting the data is due to the 
influence of 3D resistivity structure (e.g. Jiracek, 1990). Therefore, regardless of whether the 
electric field is measured, modelled, or both, the process is non-trivial. Despite the foregoing, 
the MT method provides one possible way to estimate the geoelectric field. However, the 
spatial density of measurements are rarely sufficient to specify the electric field over the large 
geographical areas covered by power networks. Thus, the geoelectric field is calculated using 
the theory of electromagnetic induction. A geomagnetic disturbance field is taken as a source 
and Maxwell's equations are solved for the electric field at the Earth's surface (e.g. Mackie 
et al., 1994; Beamish et al., 2002). For power-transmission systems, GIC can be calculated 
using Ohm's and Kirchoff's laws and Thévenin's theorem (Lehtinen and Pirjola, 1985), and 
the ability to model GIC in particular systems is well developed. Arbitrary power systems can 
be modelled providing the electrical parameters (e.g. transmission line resistances) and the 
electrical connections between earth points are known. 
Much effort has gone into analysing the complex ionospheric and magnetospheric source 
fields linked to GIC, and modelling the associated electromagnetic fields at the surface of the 
Earth (Häkkinen and Pirjola, 1986; Ogunade, 1986: Boteler and Pirjola, 1998a; Pirjola and 
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Viljanen, 1998; Pirjola et al., 1999; Amm and Viljanen, 1999; Bolduc et al., 2000). Viljanen 
(1997a) indicated that while the auroral electrojet produces large magnetic fields (the x 
component (North) is generally much larger than y component (East)), the time—derivative of 
the magnetic field can be large in both horizontal field components; see Figure 1.2 for example. 
Thus, large electric fields can occur in any direction and the necessity of modelling small-scale 
iono-spheric current systems is emphasised (e.g. Viljanen et al., 1999; Pirjola, 2002b). However, 
the Earth models used in the investigation of GIC have thus far been 1D (e.g. Viljanen and 
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Figure 1.2: Geomagnetic field and GIC data recorded in central Finland, 24 March 1991. 
Note the close correspondence between increased GIC (bottom panel, sampling interval lOs) 
and the time derivative of the geomagnetic field (middle panel) calculated from geomagnetic 
field measurements (top panel, sampling interval 20s). After Viljanen (1997). 
The voltage between two ends of a grounded conductor is equal to the line integral of the 
electric field along the path of the conductor (Gomez-Trevino, 1987). It is sometimes stated 
that 'small-scale' variations in conductivity are unimportant because integration smoothes the 
electric field, and the conductors in a power network are long (e.g. Viljanen and Pirjola, 1994a). 
While small-scale is not usually defined rigorously it can be discerned that the the variation 
in conductivity must be 'small' enough such that the effect on the electric field is similar to 
that of adding random noise to the 'regional' electric field. For example, using a model of 
the Finnish high voltage power network, Vi!janen and Pirjola (1994b) illustrated that GIC 
calculated from a spatially constant electric field did not significantly differ from that of GIC 
calculated from the same field with random noise added. Indeed, a similar principle has been 
been employed in the Electromagnetic Array Profiling (EMAP) technique of Torres-Verdin and 
Bostick (1992). An EMAP survey employs long dipoles to measure the electric field to try to 
C 
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suppress electric field distortions. However, Singer (1992) has shown that distortion caused 
by geological inhomogeneities can only be removed via spatial averaging of the electric field 
if the inhomogeneities satisfy strict requirements regarding their size in comparison to both 
the effective skin depth and adjustment distance. The skin depth defines the distance over 
which the amplitude of electric field is reduced by 1/c, while the adjustment distance is the 
distance over which the electric field reaches equilibrium with the 'background' 1D response 
(see Ranganayaki and Madden, 1980; Jones, 1983, for example). The problem is analogous to 
the reduction of 'random noise' and 'bias' in a time series. Random noise can be suppressed by 
averaging; bias, a systematic shift from the true value, cannot. In MT studies it is recognised 
that significant errors result when 1 or 2D interpretations are applied to data collected in a 3D 
environment (e.g. Park et al., 1983). Recognition of this has led to the development of various 
astute techniques for assessing the dimensionality of MT data (e.g the skew parameters of Swift 
(1967) and Bahr (1988)), and for recovering the regional MT impedances prior to modelling and 
inversion (e.g. the tensor decomposition schemes of Groom and Bailey (1989) and Chave and 
Smith (1994)). Over the whole frequency range of GIC it is unlikely that all lateral variations in 
conductivity will satisfy the strict conditions required regarding physical dimension, skin depth 
and adjustment distance. Given the close link between GIC and the geoelectric field, the use 
of 1D Earth models is therefore a serious limitation. 
GIC in the UK 
Coincident with the predicted peak of solar cycle 23 in the year 2000 (Joselyn et al., 1997) the 
British Geological Survey and Scottish Power Plc initiated monitoring of GIC in the Scottish 
portion of the UK grid. Some of the GIC data from this ongoing project are analysed in this 
study. 
Most GIC research has been carried out in Finland, Canada and the United States of 
America. Their proximity to the average auroral oval (the range of magnetic latitudes within 
which aurora are usually observed) and geographical extent of the power systems make them 
particularly vulnerable and these countries are considered "most at risk" from GIC. There are 
three likely controls on GIC: geomagnetic latitude, geological setting and the power system 
setup. 
Geomagnetic Latitude: Magnetic activity is known to depend on latitude, season and local 
time (e.g. Parkinson, 1983). The geomagnetic latitude of the British Isles and Eire ranges from 
53°N to 62°N and strong magnetic disturbances can be experienced. One of the few studies 
regarding GIC in the UK is that of Beamish et al. (2002). They studied the general risk and 
likely occurrence of GIC in UK power systems using the Hourly Standard Deviation (HSD) 
(Beamnish et al., 2002) of the magnetic field. They found that this index of magnetic activity, 
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taken to be closely linked to the likely occurrence of GIC, was consistent with the expected 
dependence of magnetic activity on latitude, season and local time. They concluded that GIC 
type events were more likely to occur during local night time hours, around the equinoxes of 
March and October, and that peak HSD increased with latitude. 
Geological Setting: The geological setting of the UK contrasts with Finland and Canada. 
Canadian geology is dominated by the Precambrian shield: Finland occupies the central part 
of the predominantly Late Archean and Early Proterozoic Fennoscandian Shield (e.g. Korja 
et al.. 2002, and references therein). The UK is surrounded by shelf seas and deep ocean to the 
west and these are known to influence the electromagnetic fields observed on land (Beamish, 
1985). The area occupied by the SPTN covers most of Central Scotland and encompasses 
the geological terranes of the Midland Valley and the Southern Uplands; see Figure 1.3. The 
electrical resistivity structure of the Southern Uplands and Midland Valley have been intensively 
studied throughout the past 30 years as it is thought to be the site of the Iapetus Suture 
Zone associated with the closure the Iapetus Ocean (e.g Edwards et al., 1971; Livelybrooks 
et al., 1993; Banks et al., 1996; Tauber et al., 2003). Two major conductivity anomalies have 
been identified using the Geomagnetic Deep Sounding (GDS) technique: the Southern Uplands 
and the Northumberland Trough anomalies (Banks et al., 1983). The main lithological and 
structural boundaries are aligned NE-SW; associated features may however have been disrupted 
by subsequent faulting (Tauber et al., 2003). Beamish et al. (2002) employed a simplified 3D 
model of the UK resistivity distribution which included crustal scale variations in conductivity 
and that of the coastline. They highlighted the complex redistribution of the electric field due 
to both. Thus, the SPTN encompasses a region with a complex electrical resistivity structure. 
Power System Setup: The length of power lines in the high voltage (~! 275 kV) part of 
the SPTN ranges from approximately 5 to 100km (Scottish Power, 2000); see Figure 1.3. In 
Finland and Canada high voltage line lengths are generally greater than those of the SPTN. 
For example, numerical grids employed in estimates of the geoelectric field should be of order 
the smallest distances between earthing nodes, and 50km is deemed a suitable node spacing in 
Finland (Viljanen et al., 1999). 
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Figure 1.3: Location of the major geological features of UK (left); after the British geological Survey (1996). A schematic illustration of the Scottish 
Power High Voltage Transmission Network (right). The red dots denote nodes in the network; the red lines illustrate straight line connections between 
the nodes. The Scottish Power GIC monitoring sites are highlighted with yellow circles; the GIC data are introduced in Section 3.1. Eskclaleinuir 
(ESK) magnetic observatory is shown; the Eskdalemuir magnetic data are introduced in Section 3.2. The black circles and yellow diamonds denote 
Geomagnetic Deep Sounding (GDS) and Magnetotelluric (MT) sites; these data are introduced in Chapters 6 and 7 
so 
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Limitations of Previous Work 
The geomagnetic latitude and geological setting of the UK, and topology of the SPTN, contrast 
with previous studies of GIC. All three factors are likely to affect the the size, occurrence and 
distribution of GIC in the SPTN. 
While much has been achieved in the modelling of complex magnetic disturbance fields, 
previous models of the electric field for the purposes of estimating GIC have neglected proper 
consideration of lateral variations in conductivity. Given that it is well known that the electric 
field is extremely sensitive to variations in conductivity, this must be considered a serious 
limitation. In particular, consideration of studies of electromagnetic induction in the region 
occupied by the SPTN reveal electrical resistivity anomalies which are likely to affect the size 
and spatial distribution of the electric field. These anomalies are of comparable dimensions to 
the node spacing of the SPTN. In addition, the electromagnetic fields observed in the UK are 
known to be influenced by the surrounding shelf seas and ocean. Thus a 1D Earth model is 
unlikely to be appropriate. 
The close link between GIC and the time derivative of the magnetic field is often emphasised, 
and the link between large GIC and rapid changes of the magnetic field is generally accepted 
(Vilj anen et al., 2001). However, geomagnetic induction is a frequency dependent process in 
which both the amplitude of the source, and harmonic frequency must be considered. In order 
to properly understand the relation between magnetic field variations and GIG, the response as 
a function of frequency needs to be investigated (e.g. Boteler, 1994). However this has rarely 
been done for GIC in power systems. Doing so should make it easier to relate GIG data to 
observations of the electromagnetic response of the Earth which are usually parametrised in 
terms of harmonic frequency. 
The study of Beamish et al. (2002) employed a 3D geological model of the UK and 
highlighted the likely influence of the coast on the electric fields. The numerical grid employed 
in the electric field modelling was coarse at 20km and the choice of grid size forced use of an 
unrealistically low value of sea-water resistivity. In addition, the model was unable to reproduce 
observed data (vertical magnetic field response functions). While these factors do not detract 
from their general conclusions, consideration of realistic values of sea-water conductivity are 
required given the sensitivity of the electric field. Likewise, previous studies which modelled 
the electric field in the UK assumed an average or representative depth of the shelf seas (e.g. 
Weaver, 1982; Jozwiak and Beamish, 1986). Variations in the surface conductance due to sea-
water depth were ignored. However this may have implications for the electric field calculated 
near a coastline. 
.1  
Goal and Aim of this Study 
In this thesis, the goal is to investigate the electric fields in the UK associated with geomagnetic 
disturbances with particular regard to GIC in the SPTN. The main aim of the study is to assess 
how the electrical fields of the UK affect both the spatial distribution, and magnitude of GIC in 
the SPTN. We first investigate the period dependence of the Scottish Power GIC data (Chapter 
4). This helps identify key period ranges for further investigation, and relate the GIC data to 
electromagnetic induction studies in the region covered by the SPTN. The induced electric 
fields are investigated using a combination of modelling, and analysis of GDS and MT data 
(Chapters 6 and 7); sec Figure 1.3 for the MT and GDS sites. In addition, a prototype model 
of the SPTN developed jointly by the British Geological Survey and Finnish Meteorological 
Institute is first tested and then used to study the relationship between GIC and electric fields 
(Section 8). 
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Chapter 2 
Review of GIC and UK 
Electromagnetic Induction 
Studies 
Electromagnetic induction is briefly reviewed to highlight the period dependence of geo-
electromagnetic induction, the concept of EM skin depth, and introduce the main models, 
and methods, which the work in this thesis draws upon in Chapters 6 and 7; Section 2.1. A 
brief review of geomagnetic field variations, their period dependence, and associated ionospheric 
and magnetospheric current systems is given; Section 2.2. This is relevant to development of 
a GIC transfer function in Chapter 4. In Section 2.3, a review of previous CIC research is 
presented. Thirdly, the work in this thesis utilises a number of studies employed to investigate 
the resistivity structure of the UK, and these are reviewed in Section 2.4. The chapter concludes 
with of summary of previous UK GIC research. 
2.1 Background Theory of EM Induction 
This review is not intended to be exhaustive. There are many good books which cover the 
same material, an example of which is that of Weaver (1994). The main aim is to highlight key 
concepts, and to introduce common quantities and parameters referred to throughout the thesis. 
In addition, relevant techniques, and models, employed to investigate the electromagnetic (EM) 
response of the Earth are introduced. 
11 
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Basic Geomagnetic Induction Theory 
It may shown (e.g. Weaver, 1994), that displacement currents are negligible in geomagnetic 
induction studies, thus in a region of uniform conductivity (a) and permeability (n), both the 
magnetic induction (B) and electric field (E) satisfy Helmholtz equations, 
V2   + iwjiaB = 0 	 (2.1) 
V2   + iw1wE = 0 	 (2.2) 
where w is the angular frequency, and a harmonic time dependence of the form exp(-.-iwt) is 
assumed. Equations 2.1 and 2.2 describe the diffusion of the electromagnetic field, and illustrate 
that geomagnetic induction in the Earth is a diffusive process (e.g. Weaver, 1973). It is common 
practice in geomagnetic induction induction studies to assume that Y = y o = 47r x 10 7 H/m, 
the permeability of free space, which is valid for most Earth materials (Weaver, 1994). 
One of the most commonly employed models of the Earth is that of a homogeneous half-space 
of conductivity a in which a 11) solution to equations 2.1 and 2.2 is sought. This is sometimes 
referred to as the 'Tikhonov-Cagniard' model after the work of both Tikhonov (1950) and 
Cagniard (1953), which led to the development of the Magnetotelluric method. 
Consider an electric field which only varies in one direction (E =E1) diffusing in the +z 
direction. Therefore eq. 2.2 simplifies, 
OE 
= —zwa 0aE 	 (2.3) 
It may be verified by substitution that E = E°exp(-yz) is a solution to eq. 2.3, where 
y= ±(1 —i)s, and s = ( 1). 	 (2.4) 
Only the negative square root gives a physically meaningful solution, as the electric field must 
decrease with depth as electromagnetic energy is converted to heat (e.g. Parkinson, 1983). Thus 
it can be seen that the electric field may be written as the product of two spatial factors, 
Ex = Eexp(—sz)exp(isz) 	 (2.5) 
(e.g. Hermance, 1989). The first (exp(—sz)) reduces the electric field amplitude by a factor of 
at a depth, 
(2.6) 
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which defines the the 'skin depth', 6 (e.g. Vozoff, 1991). In Figure 2.1 the skin-depth as 
a function of period for various half-space resistivities is shown. The second factor (exp(isz)) 
changes the phase of the electric field by one radian for each increment in depth by 5. Thus, 
equation 2.6 illustrates that the penetration of an electromagnetic field depends on both the 
harmonic frequency, and conductivity of the medium: low-frequencies and conductivities both 
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Figure 2.1: Skin depth as a function of period for various halfspace resistivities. 
Geological anomalies can be detected by measurements of B and E at the Earth's surface. 
The Geomagnetic Deep Sounding (GDS) technique investigates induced currents using the 
magnetic induction fields they create at the Earth's surface; Magnetotellurics (MT) employs a 
combination of the horizontal electric and magnetic induction fields. GDS and MT data are 
employed in this study (Chapters 6 and 7), and reference to both MT and GDS studies is made; 
hence both methods are now introduced. 
The Magnetotelluric Method 
The MT technique employs measurements of the horizontal components of the electric field (E) 
and magnetic induction (B) to determine the resistivity distribution of the Earth. In MT, it is 
usually assumed that E and B are orthogonal i.e. 
EB=0 	 (2.7) 
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(e.g. Cagniard, 1953; Weaver, 1994), and that the horizontal components of E and B are related 
by a pair of linear equations which may be expressed using a tensor relationship, viz. 
E 	1 Z2 Z 	B 	= 1 ZB 	 (2.8) 
E 	Z Z 	B y  
(Cantwell, 1960; Swift, 1967). It is common in MT studies to refer to Z as the MT impedance 
tensor, the off-diagonal elements as the principal impedances, and the diagonal elements as 
the auxiliary impedances. If variations in conductivity are either one or two dimensional, and 
subject to eq. 2.7 being satisfied, then the MT tensor simplifies. 
In a Cartesian co-ordinate system (x, y, z), an induction problem is two-dimensional if the 
conductivity is a function of two variables only e.g. o(y, z) (Hobbs, 1992). In this case, 
Maxwell's equations decouple into two polarisation modes (e.g. Jones and Price, 1970). In 
the E-polarisation mode, the only horizontal components it is necessary to consider are E 
& B; for the B-polarisation mode, the only horizontal field components we need consider 
are B & E. Therefore, in a co-ordinate system aligned with electrical strike (the direction 
in which conductivity does not change), the auxiliary elements of Z vanish (e.g. Swift, 1967; 
Bahr, 1988). For a 1D Earth, further simplification results, and in addition to the auxiliary 
impedances vanishing, Z is set equal to —Z fl, (e.g. Zhang et al., 1987), where the negative 
sign ensures a consistent direction of the Poynting vector (E x B) is maintained (Vozoff, 1991). 
These simplifications mean that, 1D and 2D models are employed in the interpretation of MT 
data wherever possible. 
Magnetotelluric results are frequently presented in terms of apparent resistivity (Pa  [1 m]) 
and phase (), 
= /1IZI 2  / 	5u 	
1 = tan 	 (2.9)
Rz 0 
where R and l denotes the real and imaginary parts of the MT tensor and i, j = x, y. 
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Figure 2.2: Apparent resistivity (p0 ) and phase curves (0) (top) for a two-layer Earth model 
(bottom) and various values of the conductivity ratio 71/ 0'2. Pa is given in units of 11o, 0 is in 
degrees, and the period T in units of ,torid1, where d1 is the thickness of the first layer. After 
Weaver (1994). 
A 1D model of the Earth consisting of two-layers is useful in order to understand the 
interpretation of Pa  and  0,  and the period dependence of geomagnetic induction. Figure 2.2 
shows apparent resistivity and phase for a two-layer model with various conductivity ratios 
as function of the period T = . Note the choice of units which means that the curves 
are applicable for all depths d 1 and conductivities in the indicated ratios (Weaver, 1994). The 
period dependence of induction is clear. At short periods we can see that Pa  tends to the 
resistivity of the upper layer; at longer periods Pa  tends to the resistivity of the lower layer. 
This is a direct consequence of the skin-depth relation (eq. 2.6): longer periods tend to penetrate 
deeper into the Earth while shorter periods are attenuated more rapidly, and the penetration 
is shallower. The phase is the phase lead of the electric field over the magnetic induction 
(Cagniard, 1953; Fischer, 1985). The two limiting cases correspond to a resistive basement 
= 0°, and a conductive basement 0 = 90°. At sufficiently long or short periods the phase, the 
two limiting cases aside, approaches the uniform half-space value of 45°. Thus, phases greater 
than 450  are taken to indicate regions of high conductivity; phases less than 45° regions of 
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comparatively lower conductivity. If E is expressed in the units of mV/km. and B in nT, then 
for a 1D model E/B = /5p/T) (e.g. Weaver, 1994). We may therefore calculate the electric 
field for a unit magnetic induction as a function of period for various half-space resistivities; 
see Figure 2.3. The increase in electric field magnitude as the variation period decreases is 
worth noting. However, we know that the crust of the Earth rarely conforms to such a simple 
1D form as suggested by Figure 2.2, which results in two main problems associated with the 
interpretation of the MT impedance tensor: 'static shifts' and the 'three dimensionality' of the 
















Figure 2.3: Induced horizontal electric field at surface of Earth for different half-space 
resistivities p [flm] calculated using the MT relation 	= 
Static shift can cause a period independent shift of apparent resistivity curves calculated 
from the impedance tensor without affecting the impedance phase (Jones, 1988). Static shift is 
thought to be caused by localised zones of anomalous conductivity, which are small, or shallow, 
in comparison to the skin depth of the EM field. These anomalous bodies are therefore non-
inductive (i.e. do not respond to direct induction at a given inducing period), they do however 
distort the direction, and magnitude, of the induced regional electric field. This electrostatic 
or galvanic response is usually larger in magnitude than the underlying inductive response 
(e.g Torres-Verdin and Bostick, 1992). However, the main goal of MT studies is to derive 
conductivity models of the Earth, and it is therefore the underlying inductive response which 
is of interest (e.g. Bailey, 1998). 
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The basic physical mechanism responsible for static shift and galvanic distortion' of the 
electric field is charge accumulation at conductivity boundaries (e.g. Jiracek. 1990). It may be 
shown (e.g. Weaver, 1994) that the volume charge density Pv  in a material of conductivity or is 
given by, 
CO 
p—E.Va 	 (2.10) 
where f o is the permittivity of free-space and the quasi-static approximation (a >> ew) is 
assumed. If the gradient of conductivity is sharp, or discontinuous, then the volume charge 
density becomes a surface charge density (e.g. Jiracek, 1990), 
U1 O 
p = 	
Efl 	 (2.11) 
0 
where co and or, are the conductivities on each side of the interface, and Eon is the primary 2 
electric field normal to the boundary. 
There are two important consequences of equations 2.11. Firstly, Price (1973) pointed out 
that the surface charge Ps  is tiny because of the permittivity term, but that the secondary 
electric field due to the charge (E s ) may be non-negligible because, 
E
I 
= ---- f jf-r ods 	 (2.12) 4irt0 
8 
where r is a vector between a differential surface element ds and the observation point and r0 
is a unit r vector (Jiracek, 1990). Secondly, the charge density is in phase with the primary 
electric field. Thus, there is no phase shift between the primary electric and secondary (galvanic) 
electric field. 
In this study, we are primarily interested in how galvanic distortion affects the total electric 
field. In Figure 2.4, a plan view of the primary electric field E (assumed uniform), surface 
charges and associated secondary electric field E 5 , and the total current are sketched for a 
small conductive (2.4a and 2.4c) and resistive (2.4b and 2.4d) anomaly. The polarity of the 
charges depends on the conductivity of the inclusion in comparison to the host material (eq. 
2.11). Thus, for a conductive inclusion, the total electric field is reduced directly over the body, 
enhanced off the ends, and reduced along the sides. For a resistive inclusion the total electric 
field is increased within the inclusion, decreases off the ends and increases along the sides. The 
secondary electric field is necessary to ensure that the normal component of current density, 
= oEj . is continuous at the boundary (e.g. Jiracek, 1990; Weaver, 1994). 
'throughout this thesis the terminology 'galvanic distortion' will be used to describe the effect on the total 
electric field of a secondary electrostatic electric field 
2 the total field that would be observed if there are no conductivity anomalies 
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Figure 2.4: Sketch of galvanic distortion of the electric field. The charge distribution and 
secondary electric field E 3 associated with a primary electric field E (directed from left to 
right) are shown for a conductive (a) and resistive (b) inclusion. The total electric field, 
E = E + E3 , and the cases of current channelling (c) and deflection (d) are shown above. 
After Jiracek (1990). 
For a three dimensional MT tensor, no co-ordinate system can be found in which the 
auxiliary elements (Z and Z; eq. 2.8) disappear (Bahr, 1988). Often, for simplicity, we 
wish to interpret the MT tensor using an idealised model of the Earth in which variations in 
conductivity are, at most, two-dimensional. For example, the vast majority of studies invert 
MT data for conductivity using a 2D model (e.g. Mehanee and Zhdanov, 2002), and although 
3D schemes are under development (e.g. Newman and Alurnbaugh, 2000), interpretation of MT 
data for 3D regional structure remains uncommon (Ledo et al., 2002). However, interpretation 
of an MT tensor using a model of inappropriate dimensionality is likely to give misleading 
results (Park et al., 1983; Beamish, 1986b). 
The acquisition and processing of simultaneous measurements of E and B to form an 
estimate of the MT tensor is non-trivial; likewise for interpretation of the MT tensor. 
Sophisticated acquisition systems have been developed (e.g. Nascimento et al., 1994; Ritter 
et al., 1998), as have sophisticated processing techniques (e.g. Egbert and Booker, 1986; Chave 
and Thomson, 1989; Egbert and Livelybrooks, 1996; Eisel and Egbert, 2001; Smirnov, 2003). 
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Some of the available processing techniques (e.g. Egbert and Booker, 1986) are employed in this 
study to estimate GIC response functions and further discussion is postponed until Chapter 4. 
Full discussion of MT data acquisition is out-with the scope of this thesis, for further details 
the interested reader is referred to reviews such as Vozoff (1991) and the paper of Ritter et al. 
(1998) as a starting point. In Chapter 7 MT tensor data is utilised to extract estimates of the 
electric field and provide a comparison with modelling work in Chapter 6: models and methods 
for for the analysis of the MT tensor are given there. 
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Geomagnetic Deep Sounding (GDS) 
In the GDS method the horizontal and vertical components of B are measured simultaneously. 
For a quasi-uniform source there is no external vertical magnetic field (e.g. Egbert and Booker, 
1993) and in GDS studies it is assumed that B is purely of internal origin (denoted by the the 
term Anomalous'). A 2D structure will preferentially cause a vertical magnetic field when 
excited by current flow in the direction of strike (Bailey and Edwards, 1976). Thus, the 
resultant anomalous vertical magnetic fields are indicative of lateral variations of conductivity 
(e.g. Parkinson, 1983). This may be qualitatively illustrated by considering E-polarisation 
induction for a 2D 'elementary fault model' (Jones, 1983) formed from the juxtaposition of two 
quarter spaces. In Figure 2.5, a sketch is shown of the contours of equal magnitude of E for 
such a 2D model. Because we are considering the E-polarisation mode of induction then the 
electric field magnitude contours also define the lines of force of the magnetic field (Jones and 
Price, 1970). For the example shown, a 1 > 0'2. In each quarter space, the attenuation with 
depth of fields differs due to the skin-depth relation. Suitably far from the boundary between 
the two quarter spaces, the induced current flows closer to the surface in the region of higher 
conductivity, ul in this example. However, at the boundary, the tangential component of the 
electric field must remain continuous i.e. fl x (E1 - E2) = 0 (Weaver, 1994), where ñ is a 
unit vector normal to the boundary surface. Figure 2.5 illustrates however that the tangential 
current density in either quarter space is mismatched and the current density jumps at the 
interface. 
Figure 2.5: Sketch of the lines of force of the magnetic field for a 2D model of the Earth in 
which a > a2 . After Jones and Price (1970). 
A linear relationship between the horizontal and vertical components of the magnetic 
induction is assumed (e.g. Schmucker, 1970; Banks, 1979; Weaver and Agarwal. 1991), 
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B = TB + TB 	 (2.13) 
T1 and T are commonly referred to as the 'magnetic transfer' or 'Tipper' functions (Zhang 
et al., 1993). In Chapter 4, a similar model is employed to investigate the frequency dependent 
relationship between the horizontal components of the magnetic induction and GIC; further 
discussion of processing techniques is therefore delayed until there. 
The complex-valued transfer functions may be combined to form a two-dimensional vector 
called the magnetic response function (T, T) (Hobbs, 1992) The response function may 
be presented graphically on a geographic map as 'Induction Arrows' in which the real and 
imaginary parts of T and T are combined to form real and imaginary induction arrows. The 
length of each arrow is given by 
((JT +T))4 and ((9T 	+ T)) 	 (2.1 4) 
for the real and imaginary arrows respectively; likewise, the azimuth of the real and imaginary 
arrows is given by 
 tan' tan 	 and	 (2.15) 
respectively. The azimuth of the induction vector is thought to give an indication of the 
geometry of the internal current system generating anomalous vertical fields (Banks, 1973). 
Depending on the choice of convention, the real induction arrow tends to either point away 
from (positive sign) or towards (negative sign) regions of higher conductivity, the so-called 
Wiese and Parkinson conventions respectively (Hobbs, 1992). In this study, the Parkinson 
convention is used and the real part of the response function is multiplied by —1 prior to 
calculating the azimuth. 
A technique called Hypothetical Event Analysis (HEA) may be used to investigate, and 
display, the anomalous B component associated with a 'hypothetical' event due to a uniform 
horizontal magnetic field of specified magnitude, polarisation and phase (e.g. Bailey et al., 1974; 
Rokityansky, 1982; Egbert and Booker, 1993; Ritter and Banks, 1998). In general, there will be 
anomalous fields associated with all three components of the magnetic field. Thus, HEA is most 
useful when a dense array of magnetometers has been deployed and operated simultaneously. 
In this case, inter-station transfer functions, which link the vertical field of a 'mobile' site to 
the horizontal field at a reference site, may be computed e.g. 
B - B= ' + 	 (2.16) 2 
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where the prime indicates the field at the mobile site, unprimed the field at a reference site, 
and Z[, and Z, are the inter-station transfer functions 3 , and synoptic charts of the vertical 
field response to the hypothetical event may be generated (e.g. Banks et al., 1993; Egbert and 
Booker, 1993). While array studies have, and continue to be, undertaken, by far the vast 
majority deploy magnetometers sequentially. Single station magnetic transfer functions are 
biased by a site-dependent anomalous horizontal magnetic field (Banks, 1986), and if single-
station data are used to generate the vertical field response across the array, we are forced to 
assume that the horizontal field across the array of sites is uniform (Banks et al., 1993). 
Both Banks (1986) and Parkinson (1989) have developed techniques to estimate inter-station 
transfer functions from the single-station responses. An additional advantage of doing this 
is that contour maps of the anomalous horizontal components may be generated, and the 
anomalous horizontal fields provide a more direct 'image' of induced currents (Banks et al., 
1993). The method of Banks (1986), as set out in Banks et al. (1993), is reviewed. In Chapter 
6, the Banks (1986) method is used to generate inter-station transfer functions from an array 
of single-station data, and we use the resultant maps of the anomalous horizontal magnetic 
fields to constrain the spatial variation of conductance (depth integrated conductivity), in a 
numerical model. 
Equation 2.16 may be generalised to all three components of B (Beamish and Banks, 1983) 
B—Be = ZB+Z'B Y Y (2.17) 
B'—B = XB+X'B (2.18) 
B' - B Y 	Y = 	YX'BX + Y'B (2.19) 
By substituting for B and BY  in eq. 2.16, and comparing with eq. 2.17, it can be shown that 
Z = (2.20) 
Z, = (T - T) + (TX, + T'Y) (2.21) 
Banks (1986) pointed out that the second bracketed term in equations 2.20 and 2.21 corrects 
the first term (the inter-site transfer functions) for the effects of the anomalous horizontal fields, 
and consists of products of pairs of transfer functions whose magnitude is invariably less than 
1. Thus he suggested that this amounted to a second order correction to the first term. Thus, 
although for single-station data the horizontal field transfer functions (e.g. X) are unknown, 
the vertical inter-station transfer functions may be approximated, viz. 
3 note the single sub-script on Z 1 differentiates it from the MT tensor, which always carries double subscripts 
e.g. Z 




Z = (T—T 1)+' 	 (2.22) 	E. 
Z, = (T—T)+4 	 (2.23) 
where 
= (TX + T) and 	= (TX, + TY) 	 (2.24) 
are the error incurred by neglecting the anomalous horizontal fields. Using this approximation, 
hypothetical event maps are generated for two orthogonal polarisation azimuths (B = (1.0,0) 
and B = (0, 1,0)). Banks (1986) exploits the fact that the anomalous magnetic field observed 
over the Earth's surface must be derivable from a potential, ft which satisfies Laplace's equation 
B = —p0V 	 (2.25) 
and that the Fourier Transform of equation 2.25 in its component form, has a particularly 






where k is the spatial wavenumber with components (kr , ku ). Thus on Fourier transforming 
back to the space domain, the difference between the field components at each site and that of 
the reference gives the required transfer function. For a unit field polarised in the geographic 
north direction, B = (1,0,0), we obtain estimates of X,', and ; for a unit field polarised 
geographic east, B = (0, 1, 0), we obtain estimates of X and 1'. These may be substituted 
back into the error terms eq. 2.24 in order to estimate the correction to the vertical inter-station 
transfer functions, equations 2.22 and 2.23, and the procedure iterated until the magnitude of 
the correction term stabilises (Banks et al., 1993). The maximum correction was found to occur 
near conductivity boundaries (RMS correction 2— 3 times larger than standard errors of the 
original single-station data), the rate of convergence was quick (' 3 iterations), and the results 
compared well with a data-set for which inter-site transfers function were available (Banks et al., 
1993). 
2.2 Magnetic Field Variations 
The time varying magnetic field measured at the surface of the Earth is produced by the 
superposition of magnetic fields from a combination of different sources of external and internal 
origin (e.g. Banks and Ainsworth, 1992; Lange], 1987). The main component of the Earth's 
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magnetic field originates from fluid flow in the core; however, it is the ionospheric and 
magnetospheric currents associated with magnetic disturbances, and the currents they induce in 
the Earth, which are the main source of magnetic field variations relevant to GIC (e.g Campbell, 
1986: Zanetti et al., 1994). In this section a brief review of the magnetosphere, ionosphere and 
associated current systems is given. It is not intended to be exhaustive; more information can 
be found in Kivelson and Russell (1995) for example. 
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Figure 2.6: Typical amplitude of magnetic field variations. After Serson (1973). 
Typical 'global average' amplitudes of natural variations of the horizontal magnetic field 
for periods from up to a year to less than a second are shown in Figure 2.6 (Boteler, 1994). 
A number of distinct peaks at certain variation periods can be discerned, and the periods at 
which they occur gives a clue to their origin. The largest amplitude peak is associated with 
a variation period of approximately one-hour which is typical of the auroral electrojets (e.g. 
Rostoker et al., 1997). At periods shorter than one hour the amplitude of the magnetic field 
variations decrease approximately by a factor of 10 for each decade decrease in period. Small, 
quasi-sinusoidal variations, called micropulsations, are sometimes observed in magnetograms. 
These are classified according to their continuity and period; Figure 2.6 is annotated with the 
standard nomenclature employed in Geomagnetism (Jacobs et al., 1964: Parkinson, 1983). The 
appearance of particular pulsations can indicate the onset of magnetic activity (e.g. Nose et al., 
1998). 
There are two important aspects regarding the form of the amplitude curve of external 
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magnetic field variations. Firstly, the amplitude of external field variations generally decreases 
with period and this controls the relative size of induced currents for a given distribution 
of conductivity: the most rapid variations need not necessarily induce the largest currents. 
Secondly, there is a general low in spectral energy in the period band 0.1 - lOs, the so-
called 'dead-band' in MT (e.g. Garcia and Jones, 2002). Particular care must be be exercised 
within the dead-band to ensure a good signal to noise ratio when making both MT and GDS 
measurements. 
The Earth's Magnetosphere and Magnetic Activity 
The Earth's magnetosphere, the region in which the Earth's main magnetic field is confined by 
the solar wind, is a dynamic system permeated by a number of current systems all of which 
can contribute to magnetic activity observed at the Earth's surface. A schematic summary is 
given in Figure 2.7. A brief description of the role of each of the current systems in creating 

















Figure 2.7: Schematic illustration of the ionospheric and magnetospheric current systems 
responsible for magnetic activity. After Kivelson and Russell (1995) 
Geomagnetic storms are global disturbances of the geomagnetic field defined by the growth 
(and eventual decay) of the ring current (e.g. Gonzalez et al., 1994). However the magnetopause 
(or Chapman-Ferraro) ring and partial ring currents all contribute mid-latitude magnetic storm 
variations (Kivelson and Russell, 1995). During geomagnetic storms intense magnetospheric 
'substorms' can occur. Note that, although the terminology implies a direct link between 
magnetic storms and substorms, the fundamental link between them is an open question 
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(e.g. IcPherron, 1997; Lui, 2001): sub-storm occurrence does not necessarily indicate that 
a geomagnetic storm is in progress. 
Magnetic field variations linked to substorm activity are known to be particularly important 
with regard to GIC (e.g. Viljanen et al., 1999; Boteler, 2001; Pulkkinen, 2003). The primary 
sources of ground magnetic disturbances during substorms are the convection and substorm 
electrojets, and the substorm current wedge, a diversion of the tail current into the ionosphere; 
see Figure 2.7. The convection electrojet is linked to direct forcing by the solar wind as 
magnetically connected field lines are dragged anti-sunward. A characteristic signature of 
the convection electrojets are the magnetic bays' observed in magnetograms. The substorm 
electrojet is linked to loading/unloading processes in the magrietotail. The loading process 
corresponds to energy build up in the magnetotail (sub-storm growth) and is often associated 
with the convection electrojet (Rostoker et al., 1997). The unloading process corresponds to the 
release of the stored energy (sub-storm expansion). Figure 2.8 illustrates the two components of 
sub-storm activity and it is worth noting their important aspects: the geographical extent, and 
typical time variation of the current systems. The convection electrojets are distributed around 
the auroral oval and vary on time-scales of 60 minutes whereas the substorm electrojets are 






Figure 2.8: Schematic illustration of the two components of substorm activity. The top figure 
shows the large scale east and west electrojets; the bottom figure shows the localised field 
aligned and ionospheric currents associated with substorm expansion. Field aligned currents 
directed out of the auroral oval are denoted by small black circles; field aligned currents into 
the auroral oval are denoted by crosses. After Rostoker et al. (1997) 
Field Aligned Currents (FAC) or Birkeland currents link the ionosphere to the magneto- 
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sphere and are fundamental to communicating stresses from the outer magnetosphere to the 
ionosphere and the acceleration of auroral particles (Russell, 1987). For example, both the 
partial ring current (which flows near the equatorial plane near dusk) and the substorm current 
wedge (a diversion of the tail current) close through the ionosphere via FAC. 
GIC have been associated with both the convection and substorm electrojets. For example, 
Boteler (2001) reviewed the magnetic disturbances associated with the problems experienced 
by the Hydro-Quebéc power grid. He highlighted that the collapse occurred shortly after the 
rapid intensification of the night-side westward electrojet associated with a substorm-expansion. 
However, later disturbances which led to GIC were associated with the eastward electrojet 
forming part of the convection electrojet system. The current systems are dynamic: moving 
current sources are the rule, stationary sources are the exception (Hermance, 1978). Changes 
in the magnetic field, or disturbances, are due to both the changing intensity and movement of 
current systems (e.g Bolduc et al., 2000). For example, during magnetic substorms the polar 
electrojet may move with velocity ". 1km/s (Akasofu et al., 1965b; Kisabeth and Rostoker, 
1971). Westward Travelling Surges (WTS) are another example of a dynamic current structure, 
the modelling of which suggests that they are one of the most important auroral substorm events 
for GIC (e.g. Viljanen et al., 1999); see Section 2.3. They are thought to mark substorm onset, 
and are associated with strong upward FAC (e.g Akasofu et al., 1965a; Lühr et al., 1998). 
2.3 Review of GIC Research 
In this section, a brief review of GIC research is presented. 
GIC Statistics 
It is important to try to assess how often GIC occur and how large they are. A number of studies 
have been undertaken by Lundby et al. (1985), Viljanen and Pirjola (1989), and Langlois et al. 
(1996) in British Columbia, Finland, and Québec respectively. For example, Lundby et al. 
(1985) sought a relation between GIC and the geomagnetic activity index K, (e.g. Mayaud, 
1980). GIC were directly measured in a transformer neutral and represented in the form of their 
hourly range i.e. the difference between the maximum and minimum values for a time interval 
of an hour. They found that on average GIC size changes exponentially with K, and estimated 
that the probability of GIC exceeding bOA at K = 9 is in the range 3-12%. They also carried 
out some spectral analysis of recorded GIC data. They found a broad peak covering the range 
from 5 min to 3 firs with fluctuations on a time scale of 1 hour most common. Unfortunately 
they did not publish a figure or plot illustrating this. 
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Viljanen and Pirjola (1989) and Langlois et al. (1996) took a slightly different approach. 
Both highlighted the need for a geophysical model to "convert" geomagnetic statistics to GIC 
statistics. Viljanen and Pirjola (1989) fitted a 11) conductivity model of the Earth to GIC 
data from Huutokoski in central Finland and geomagnetic data from Nurmijärvi Geophysical 
observatory in Southern Finland. To do this they used the MT relation to calculate electric fields 
from the geomagnetic data and a model of the Finnish power grid which calculates the GIC at 
each node for an arbitrary electric field (see Lehtinen and Pirjola, 1985). Viljanen and Pirjola 
found it difficult to fit the data using a single value of conductivity. They circumvented this 
by letting the conductivity vary with the Nurmijärvi K-index. A suitable value of conductivity 
for each K-value was chosen by requiring that the number of measured and calculated minute 
mean Huutokoski GIC exceeding 20A were the same. The is allowed them to estimate the 
number of minutes in any given year in which the GIC at any given site were likely to be 
in a given amplitude range. For example, they estimated that Pirttikoski GIC were likely 
to be 30-40A for 700 minutes per year. The main objective of Langlois et al. (1996) was to 
determine the distribution of the amplitude of the electric fields in the Abitibi region of Western 
Québec and therefore to try to predict the probability of occurrence of fields that exceed a given 
threshold. They measured the average geoelectric field by grounding a 300km copper telephone 
line at several points. However, they found the data to be very noisy and biased by changes 
in the grounding-electrode potentials. They therefore used a 11) Earth model to derive electric 
field statistics from geomagnetic statistics. Langlois et al. were able to illustrate that the 
probability of obtaining an electric field over a given threshold varies like an inverse square law 
with threshold value. 
The general utility of these kinds of statistical approach is however limited. For example 
relations between GIC and activity indices can be derived but they are not easily generalised 
to other Power Transmission systems or to other sites in the same system. 
GIC Modelling 
It is widely assumed that GIC are driven in a conducting network by the horizontal geoelectric 
field at the Earth's surface (e.g. Lehtinen and Pirjola, 1985; Pirjola, 2002a,b). In addition, it 
is also assumed that a power network may be represented by DC parameters (e.g. Lehtinen 
and Pirjola, 1985: Pirjola, 2002b). In the modelling work of this study we assume the same: 
that we may construct an electric field model (Chapter 6), and use this to calculate GIC in 
SPTN (Chapter 8) represented by its DC parameters. Therefore these assumptions are briefly 
assessed. 
Faraday's law of electromagnetic induction implies that electrical currents will be induced 
in all conductive material subject to a changing flux of magnetic induction. Here we assume 
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that GIC result from a 'short-circuit' of the geoelectric field. We may ask: what about the the 
electrical current induced in the components of the network? For pipelines, Brasse and Junge 
(1984) and Campbell (1986) appeal to the skin-depth, ö, of the conductor in comparison to its 
physical dimensions. For example, Campbell (1986) considered a steel pipeline of thickness 2cm 
and conductivity 10 6 Sm 1 . The skin depth of the pipe was calculated to be 2-12m for variation 
fields in the period range 120-2400s. Therefore, for typical conductor geometries and typical 
low frequency geomagnetic variations the skin depth of the pipeline material is much larger 
than its physical dimensions. Alternatively, the integral representation of Faraday's law may 
be employed to consider induction in a conducting loop (Pirjola, 1983; Boteler, 1999; Pulkkinen, 
2003). Faraday's law relates the total Electromotive force (EMF), r, in a conducting loop to 
the changing flux of magnetic induction enclosed by the loop, 
r=fE'ds=_-JfB.dA 	 (2.27) 
(e.g. Tralli, 1963) where ds is an element of the conducting 1001),  and c/A is an clement of the 
area A enclosed by the conducting loop. Boteler (1999) suggests that if we consider a single 
transmission line of length I at height h above the surface of the Earth then the loop formed by 
the transmission line and the surface of the Earth encloses a changing flux of magnetic induction 
which is too small to explain the observed GIC. This is briefly illustrated. The total magnetic 
induction can be decomposed into internal and external parts. B = Bext ± Bt; therefore the 
total emf is 
[II xt).dA±I/(Bnt) .dA] 	 (2.28) 
where d is the depth in the Earth. For simplicity, assume that the external magnetic flux 
enclosed is spatially uniform, perpendicular to the plane of the loop, has a harmonic time 
dependence of the form e_t,  and set Bext = B0 . The first term in equation 2.28 is therefore 
equal to h/B 0 . The second integral can be evaluated by considering diffusion of the magnetic 
induction into the Earth i.e. the magnetic induction at a depth z is given by 
B(z) = B0 e 	 (2.29) 
where k = Y (see Seciion 2.1 or Rokityansky 1982, p.41). 
f f(Bint) . dA = B0 // edzd = lim 	 (2.30) 
The height of the conductor (i.e. the transmission line) above the surface of the earth is 
20 - 30m. Skin depths decrease with resistivity and period (see Figure 2.1), and the skin 
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depth (eq. 2.6; Section 2.1) of fields with periods in the range 1 - 1000s in a body of low 
resistivity of 10Qm (e.g. saline fluids in the crust (e.g. Banks, 1979)) are greater than 1.5km. 
Therefore, the height of the conductor (h) above the surface of the Earth is very much smaller 
than the skin depth (h << 5). Thus, we need only consider the geoelectric field at the surface 
of the Earth in order to calculate GIC (Lehtinen and Pirjola, 1985; Boteler, 1999). 
A more rigorous approach is given in the recent PhD thesis of Pulkkinen (2003) (although 
the study concentrates on GIC in pipelines). Essentially the conclusions are the same. However, 
Pulkkinen (2003) also demonstrated that the internal impedance of the transmission line 
dominates the response of the transmission network, and that self and mutual induction may 
be ignored. Pulkkinen (2003) modelled the internal impedance (Zmt)  of a transmission line 
using a solid infinite cylinder of permeability /m = 100o, radius r0 = 0.03m, and conductivity 
cim = 10 7S/m, 
Zint = ZW/L m Io(ymTo) 	 (2.31) 
27rroym 1i(YmTo) 
where w is angular frequency, 	= ViwiL m am the propagation constant, and Io and 11 are the 
zeroth and first order modified Bessel functions respectively. Pulkkinen (2003) found that at 
periods greater than lOs. RZml>> and concluded that a DC treatment (e.g. Lehtinen 
and Pirjola, 1985) of GIC flow is certainly justified at periods greater than lOs. However, below 
periods of ' lOs, the Zt appears inversely proportional to the period, while IRZZnt  remains 
relatively constant implying a phase shift between the applied electric field and current flow. 
Pulkkinen (2003) suggested that some errors may result if a DC model were used in this case; 
Figure 2.9 shows the phase shift estimated using eq. 2.31, for two different permeabilities. For 
pipelines, recent modelling suggests that similar phase shifts may occur at periods of less than 
lOOs (e.g. Trichtchenko and Boteler, 2001, 2002). 
Presentation of the background theory of Lehtinen and Pirjola (1985), on which the GIC 
modelling is based, is delayed until Chapter 8. 
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Figure 2.9: Phase of the internal impedance of a solid infinite cylinder; see text for details. 
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Magnetic Field Modelling for GIC 
Working in a Cartesian geometry, the simplest model of an electrojet is an infinitely long line 
current at a height h above the Earth's surface (e.g. Hermance, 1978; Agarwal and Weaver, 1990; 
Pirjola, 2002b). However, the current emphasis is on modelling the smaller scale ionospheric 
currents and magnetic fields associated with electrojets (e.g. Viljanen et al., 1999). 
Häkkinen and Pirjola (1986) present exact formulae for the calculation of magnetic and 
electric fields at the Earth's surface due to an auroral electrojet which include contributions 
from Field Aligned Currents (FAG). However, the resulting formulae are complicated and lead 
to impractically slow calculations (e.g. Pirjola, 2002b). Approximate solutions have therefore 
been sought. A commonly employed approximation is the Complex Image Method (CIM) (e.g 
Pirjola and Viljanen, 1998; Viljanen et al., 1999). The CIM is based on the "method of images" 
in which the Earth is replaced by an image of the inducing source at a complex depth (e.g. 
Thomson and Weaver, 1975); see also Weaver (1994, pp.  63-67). Thomson and Weaver (1975) 
generalised the CIM to include an arbitrary magnetic field above a multi-layered Earth. The 





which may be calculated easily via a recursion relation (e.g. Thomson and Weaver, 1975). For 
a source at height h above the Earth's surface the complex depth is h' = h + 2p. In MT, the 
the complex image is commonly referred to as Schmucker's 'c' or the 'inductive' response, and 
is denoted by c(w) (e.g. Hobbs, 1992). 
As a first approximation to the auroral electrojet Boteler and Pirjola (1998a) derived 
algebraic expressions for the magnetic and electric fields at the Earth's surface due to an infinite 
line current above the Earth using CIM. They considered two different conductivity models 
representative of Québec and British Columbia which were resistive and relatively conductive 
respectively. A range of periods were considered from 2 min to 2 hours; a plot of the geoelectric 
field due to a line current source is shown in Figure 2.10. Boteler and Pirjola found that the 
CIM calculations compared well with the exact integral representation of Häkkinen and Pirjola 
(1986). They concluded that differences were negligible in comparison to the uncertainty in the 
determination of parameters such as the surface impedance and the position of the electrojet. 
Pirjola and Viljanen (1998) extended the CIM to include the contribution of FAC. They 
exploited the equivalence of three dimensional ionospheric and magnetospheric currents and a 
horizontal distribution of ionospheric currents when the magnetic field measured at the surface 
of the Earth is considered. They also demonstrated theoretically that the equivalence holds for 
the total horizontal electric field at the Earth's surface. FAC were modelled as vertical currents, 
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Figure 2.10: Geoelectric field due to a line current of 1 million amps 100 km above the Earth's 
surface calculated using the Complex Image Method. Variation period of 5 minutes (left) and 
30 minutes (right). A layered Earth resistivity model representing Québec was employed. After 
Boteler & Pirjola (1998) 
a reasonable approximation at high magnetic latitudes where the magnetic field inclination 
is typically > 70° (Amm, 1995). Using a similar approach to that of Boteler and Pirjola 
(1998a), they demonstrated that the CIM with FAC included compared well with the exact 
integral representation of Häkkinen and Pirjola (1986). In addition they suggested that general 
ionospheric current distributions could be modelled using short straight current filaments with 
the addition of vertical currents to keep the total current density non-divergent. 
The study of Viljanen et al. (1999) signalled a departure from studying idealised electrojet 
structures. Employing the extended CIM as the starting point, they studied several realistic 
models of ionospheric current systems which are known to cause large GIC in power systems 
e.g the Westward Travelling Surge. The ionospheric models were based on simultaneous 
observations of ground magnetic and ionospheric electric fields detailed by Amm (1995). 
Ionospheric current systems were constructed on a rectangular grid from elements consisting of 
North and East horizontal current filaments with vertical currents at each end. The amplitude 
of each current filament was specified as a time series which was Fourier transformed in order 
that CIM could be employed to calculate the horizontal electric field at the surface of the 
Earth. Two Earth models representative of central and southern Finland respectively, were 
employed. The modelling scheme of Lehtinen and Pirjola (1985) was used to calculate GIC. 
An overview of large GIC in the Nurmijärvi-Loviisa power line (located in Southern Finland) 
during the period June 1991- May 1992 was given. Events in which GIC exceeded 20A and 
which lasted longer than ten minutes were selected and classified on basis of magnetometer data 
at the permanent magnetic observatory Nurmijrvi. They highlighted the range of phenomena 
which can lead to large GIC such as Sudden Impulses (generally a global phenomena) to WTS 
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(local). Electrojet (EJ) events (taken to be bays without rapid changes of the magnetic field) 
and electrojet 'breakup' events such as a WTS were classified and modelled as separate events 
and investigated in detail. Both EJ and WTS produced large GIC and were associated with 
rapid change of the magnetic field. Of interest was the effect on the distribution of GIG: the 
WTS lacks the spatial symmetry of the EJ and consequently this affects the distribution of GIC 
throughout the grid. They also considered the effect of the period of variation by comparing 
a 'fast' and slow' EJ with variation periods of order 10 and 30 minutes respectively. The 
calculated GIC using the two different conductivity models were similar in both range and 
amplitude for the slow EJ; for the fast EJ appreciable differences were observed. 
So far, we have focused on how CIM may be used to calculate the electric field at the 
surface of a layered Earth for a given magnetic source. In this study, for modelling purposes, 
we consider only uniform source induction. Therefore, it is out-with the scope to give a full 
review of techniques which may be used to derive models of ionospheric currents systems. For 
example, potential field fields methods which exploit the non-divergence of B (e.g. Amm and 
Viljanen, 1999: Pulkkinen et al., 2003) are proving extremely useful, where sufficient data are 
available, in discerning ionospheric 'events' which are likely to lead to significant GIC (e.g. 
Pulkkinen et al., 2002). 
The CIM as modified by Pirjola and Viljanen (1998), and utilised by Viljanen et al. (1999), 
has proved to be a valuable tool for the study of GIG. The main restrictions of CIM are that 
FAG are assumed vertical, the total current system must be non-divergent, and the Earth must 
have a layered conductivity structure. The first is not a serious restriction at auroral latitudes 
where field inclination is typically larger than 70°. However, Viljanen et al. (1999) highlighted 
that it is not clear if large sub—auroral storms can be modelled by simply shifting auroral current 
systems southward; inclination in the UK is in the range 66° - 72° approximately. Hänninen 
et al. (2002) investigated the possibility of assuming divergent current sources using an Exact 
Image Theory (EIT). However, EIT has yet to be applied in a GIC context. Both observations 
(Viljanen, 1997a; Boteler, 2001; Pulkkinen et al., 2002; Bolduc, 2002), and modelling using CIM 
(Viljanen et al., 1999), demonstrate that GIG are associated with different types of ionospheric 
currents but that the main requirement is a 'rapid' change of the magnetic field. However, CIM 
is based on the representation of the Earth response as a 1D surface impedance. 
2.4 Electromagnetic Induction Studies in the UK 
Over the past thirty years, a number of EM induction studies have been undertaken with the 
primary objective of determining the electrical conductivity structure of the UK; in this section 
a number of these studies are reviewed. 
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The review has two main aims. Firstly, to establish the extent to which the shelf-seas and 
ocean influence the observed electromagnetic fields. Secondly, to introduce the so-called Iapetus 
Suture Zone (ISZ) studies which have concentrated on investigating the crustal structure of 
Northern England and Central/Southern Scotland (NESS) as this is the region occupied by the 
Scottish Power Transmission Network; see Figure 2.11. In particular, the review will highlight 
the power of GDS data in mapping lateral variations of conductivity. The period dependence 
of UK induction will be explored and the implications for the type of EM modelling which may 
be employed will be assessed. 
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Figure 2.11: A schematic map of the Power Transmission Network in Scotland and Northern 
England with the main geological features and terranes referred to throughout this study. Four 
GIC monitoring sites are highlighted with yellow circles. From west to east these are Hunterston, 
Neilston, Strathaven and Torness. Other transformers in the network are shown as small red 
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Influence of the Shelf Seas and Ocean on UK Electromagnetic Fields 
The British Isles and Ireland are islands, surrounded by the deep Atlantic ocean to the west, 
and the shallow shelf seas to the east. Numerous studies have highlighted that both the deep 
ocean and shelf seas influence the observed EM fields on land (Edwards et al., 1971; Bailey and 
Edwards, 1976; Hutton et al., 1981; Banks and Beamish, 1984; Ritter and Banks, 1998) 
Both the period and polarisation of the horizontal magnetic fields are important factors 
which determine the configuration of anomalous currents in the UK (Edwards et al., 1971; 
Bailey and Edwards, 1976: Dosso et al., 1980; Nienaber et al., 1981; Banks and Beamish, 1984; 
Beamish, 1985). Early studies concentrated on longer periods i.e. > 2000s. The seminal 
study of Edwards et al. (1971) utilised single-station GDS transfer functions, presented as 
induction arrows (Section 2.1) at sites throughout the UK for a period of 2400s. They inferred 
the approximate location of anomalous current concentrations in the Atlantic Ocean, North 
and Irish Seas, and also throughout Southern Scotland; see Figure 2.12. Bailey and Edwards 
(1976) re-interpreted the data-set of Edwards et al. (1971). They used HEA (Section 2.1), 
and illustrated how it may be used to separate the response of different geological anomalies 
as a function of magnetic field azimuth. The influence of the surrounding seas was shown to 
dominate when the regional current flow was north-south; an east-west current flow was found 
to be most effective at exciting anomalies within the land. Purpose built analogue models were 
employed by Dosso et al. (1980) and Nienaber et al. (1981) to investigate the response of the 
British Isles, and Ireland, to electromagnetic fields in the period range 1000 - 40, 000s. These 
were 'coast only' models in which the conductivity of the UK was uniform. At the longest 
periods, and for an east-west polarised magnetic field, the vertical components of the magnetic 
field observed over the land were dominated by induced currents in the Atlantic Ocean. As 
the period decreases however, there is a corresponding decrease in the spatial scale of the 
magnetic fields, and consequently at some sites distant from the continental edge the relative 
influence of the shallower shelf seas (e.g. the North Sea) increases. However, when the magnetic 
field is polarised north-south the vertical magnetic fields associated with currents induced in 
the seas are less important. These models also highlighted the fact that the geometry of the 
coastline may influence the amount of current flowing through different parts of the UK. For 
example, at Eskdalemuir, in the Scottish Borders, considerable variation in the E component 
of the electric field led Nienaber et al. (1981) to conclude that coastline shape produced a likely 
'current leakage path' between the North and Irish seas. However, when Nienaber et al. (1981) 
compared models with field data, areas such as Great Glen (Figure 2.11) could not be explained 
in terms of deviation of electric currents induced in the oceans through the land. In addition, 
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Jones (1983) pointed out that the modelled GDS maps (H/H and H/H1 ) were essentially 
featureless and that there must be some form of conductivity anomaly. 
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Figure 2.12: Bathynietry of European continental margin contoured at an interval of 500m (left). The azimuth of the real induction arrow (unit 
size) at 900 and 7200s at eight sites is shown in red, as is the sense of rotation as the period decreases; after Beamish (1985). Black solid arrows 
indicate the anomalous current concentrations identified by Edwards et al. (1971). The azimuth of the real induction arrow as a function of period at 
the seven numbered sites (right), positive azimuth is clockwise from geographic north; After Banks and Beamisli (1984). Site-names: 1 Earlyhurn; 
2 Eskdalemnuir; 3 Wark - Northumberland Basin; 4 Sinderhope - northern end of Alston Block; 5 Durham; 6 York: 6 Cambridge. 
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At periods less than 2000s induction in the UK is controlled by a combination of 'local' 
and 'regional' processes (Banks et al., 1983; Banks and Beamish, 1984; Beamish, 1985; Ritter 
and Banks, 1998). Local means that the EM response of a conductor is controlled by direct 
induction; regional means that the EM response of a conductor, such as a sedimentary basin, 
is mainly controlled by its position within the regional structure. 
Both Banks and Beamish (1984), and Beamish (1985), investigated the influence of the 
shelf seas and oceans on the observed EM fields, their period dependence, and established the 
extent to which they should be included, as an essential component, in modelling efforts. They 
utilised single-station geomagnetic transfer functions (see section 2.1), mostly drawn from an 
investigation of the Alston Block and Northumberland Basins (Figure 2.11) in northern England 
(Beamish and Banks, 1983), but also from various other locations in the UK; see the numbered 
sites in Figure 2.12 (site 4 in Figure 2.12 lies at the northern end of the Alston Block; site 3 
within the Northumberland Basin). They considered how the azimuth of the induction arrow 
changes with variation period. Banks and Beamish (1984) found that above a period of 400s, 
the period dependence of the induction arrows was very similar (with one exception, site 1); 
see Figure 2.12. They suggested that a common process is controlling the current, which is 
generating the magnetic fields. Similarly, Beamish (1985) noted the rotation patterns of the 
induction arrows with period. The azimuth of induction arrows at sites near the continental 
margin were well constrained over the period range 900-7200s; at inland sites they were deflected 
through large angles as the period was reduced from 7200-900s; see the red circle segments in 
Figure 2.12 which also show the sense of rotation as the period is reduced. 
Banks et al. (1983), and Banks and Beamish (1984), used HEA to compare the response of 
two sedimentary basins, the Vale of Eden and Northumberland basins (Figure 2.11), of similar 
dimensions, but of differing setting. The Northumberland Basin is oriented East-West and is 
linked to the laterally extensive conductors of the Irish and North Seas; The Vale of Eden 
Basin lies to the west of the Alston Block, and is oriented North-South. However, unlike the 
Northumberland Basin, it is effectively electrically isolated at its southern end; its northern 
end merges with the Solway Firth. Both Banks et al. (1983) and Banks and Beamish (1984) 
suggested that, if the basins respond as isolated conductors, then the maximum vertical field 
response should occur for the respective E-polarisation mode of each conductor. However, at a 
period of 750s, and in contrast to the Northumberland Basin, no such maximum response was 
displayed by the Vale of Eden data in either the B or E-polarisation modes. They suggested 
that this highlighted the regional importance of the surrounding shelf seas (North and Irish) 
in controlling the response of the sedimentary basins. Three period ranges, with different 
controlling mechanisms of induction, may be identified 
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• At periods > 2000s, the observed EM fields are mainly influenced by electric 
currents flowing to the west, and south west, in the deep Atlantic Ocean; 
• within the period range 200 - 2000s, the shallow seas, their underlying 
sediments and on-shore extension as sedimentary basins, comprise a thin-sheet 
of laterally varying conductance; 
at periods < 200s, induction is mainly controlled by the 'local' geology. 
(Beamish, 1985; Banks et al., 1983; Banks and Beamish, 1984). Note that, as there is no sharp 
division between the period ranges, there will inevitably be overlap (Banks and Beamish, 1984). 
Within the period range 200 - 2000s, induction in the UK is probably controlled by electric 
currents induced in a thin-sheet of laterally varying conductance comprising the shallow seas, 
and both off-shore and on-shore sedimentary basins. In other words, the electromagnetic fields 
observed in the UK of intermediate period range may be controlled by shallow anomalies such 
as coast-lines and sedimentary basins. Dawson and Weaver (1979) highlight that in applications 
such as modelling the channelling of induced electric currents in the oceans around geographic 
features the region of laterally varying conductivity is confined to a thin layer at the surface of 
the Earth. There have been two thin-sheet modelling studies in the UK and they are briefly 
introduced here. 
Jozwiak and Beamish (1986) considered regional induction in Northern England and 
Southern Scotland and the role of the Northumberland and Stainmore sedimentary basins. 
Motivated by the EM response in the middle period range (200-2000s) they employed a 
'thin-sheet' modelling technique (e.g. Vasseur and Weidelt, 1977). A data set comprising 
the anomalous vertical magnetic field at a period of 750s was used to constrain possible 
models. They concluded that the Northumberland Basin plays a substantial role in terms of the 
regional induction problem. At the inducing period considered, the modelled basin establishes a 
substantial on-shore perturbation of the anomalous vertical magnetic field of similar geometry to 
that observed. Weaver (1982) considered induction in Scotland utilising the modelling algorithm 
of Dawson and Weaver (1979). An interesting result was that vertical current leakage (i.e. 
current leaking into the relatively resistive substratum) at a coastal boundary is at least as 
important as the lateral deflection of currents in preserving the non-divergence of the current 
density. The study of Jozwiak and Beaxnish (1986) is discussed in more detail in Chapter 6. 
Banks (1986) investigated more closely the assumption that within the period range 200-. 
2000s the response of the Northumberland Basin is controlled mainly by a thin-sheet induction 
in the surface sediments. He inverted observations of the vertical component of the magnetic 
field measured along a profile which ran perpendicular to the Northumberland Basin, and found 
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that both deep (mid-crustal) and surface conductors were required to fit the observations to an 
acceptable level. 
These studies have helped define the regional response, where regional in this sense means 
at the scale of the UK. We shall now take a closer look at EM induction studies in the Central-
Southern Scotland and Northern England regions. 
Northern England and Southern Scotland (NESS) Studies 
There have been numerous EM induction studies which have investigated the crustal resistivity 
structure of the NESS area (Jones and Hutton, 1979a,b; Ingham and Hutton, 1982; Beamish, 
1986a; Parr and Hutton, 1993; Harinarayana et al., 1993; Sule et al., 1993; Livelybrooks et al., 
1993; Beamish, 1995; Ritter and Banks, 1998; Banks et al., 1996; Tauber et al., 2003). The 
NESS region has been the subject of intense geophysical (and geological) study because it is 
thought to be the site of the Iapetus Suture Zone (ISZ). The ISZ corresponds to the join between 
the crust of North American (Laurentian) affinity (to the north), and European (Avalonian) 
affinity (to the south); it also marks the site of the closure of the Iapetus Ocean (Livelybrooks 
et al., 1993). The tectonic evolution of much of pre-Devonian Britain was controlled by collisions 
of the Laurentian, Avalonian and Baltican plates (McKerrow, 1986; Livelybrooks et al., 1993). 
Avalonia, a small micro-plate comprising Newfoundland, Wales, England and parts of France 
is thought to have been subducted under the Laurentian crust. The Southern Uplands are 
thought to be formed from up-thrust and imbricated deep ocean sediments scraped from the 
subducting oceanic plate (Livelybrooks et al., 1993; McKerrow, 1986). The Southern Uplands 
are comprised of mainly Ordivician age rocks which adjoin the Carboniferous sediments within 
the Midland Valley to the north. To the south lie the Silurian Greywackes (Mudstones) and 
the Carboniferous sediments of the Northumberland Trough (NT) which link two sedimentary 
basins: the Solway in the west and Northumberland in the east. Plutonism associated with the 
subduction of Avalonia created granites such as the Weardale Granite. 
Early LMT (period range 10 - 1000s) studies (e.g Jones and Hutton, 1979a,b; Ingham 
and Hutton, 1982; Beamish, 1986a) concentrated on defining the gross structure of the region. 
More recently, and commensurate with the increased sophistication of instrumentation, data 
processing and modelling, further studies have both defined and subsequently refined resistivity 
models of the region (e.g Parr and Hutton, 1993; Harinarayana et al., 1993: Sule et al., 1993; 
Livelybrooks et al., 1993; Beamish, 1995; Ritter and Banks, 1998; Banks et al., 1996; Tauber 
et al., 2003). Progress over the years has been one of refinement of understanding, rather than 
a paradigm shift. In this review, we shall concentrate mainly on the two most recent studies of 
Banks et al. (1996) and Tauber et al. (2003). 
Two major crustal conductivity anomalies have been identified in the NESS region (Edwards 
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Figure 2.13: The magnetic variation anomalies of Southern Scotland and Northern England. 
A hypothetical Event Map of the anomalous vertical magnetic variation (B e ) produced by a 
mT geomagnetic disturbance at Eskdalemuir, period = 750s; After Banks et al. (1983). 
et al., 1971; Banks et al., 1983). Using HEA (Section 2.1), Banks et al. (1983) identified 
the two main anomalies (hereafter referred to as the 'NESS GDS anomalies') of the NESS 
area; see Figure 2.13. The large spatial gradients of the vertical field are indicative of lateral 
conductive features (Livelybrooks et al., 1993, see also Section 2.1). The first strikes south-west 
to north-east, just south of the Southern Uplands Fault (SUF); the other strikes east-west and is 
sandwiched between the Northumberland Trough and Alston Block. These anomalies correlate 
closely with both major structural features, such as the SUF which divides the Midland valley 
terrane from that of the Southern Uplands, and other geophysical techniques (e.g. gravity) 
(Banks et al., 1993). 
The main aim of Banks et al. (1996) was to determine the origin of the two NESS anomalies, 
while Tauber et al. (2003) aimed to improve the resolution of the SUF anomaly in the depth 
range 1-15km. The main profiles of both studies are shown on Figure 2.13. In Chapter 7, long-
period MT data (750s) are employed to estimate the magnitude of the electric fields in the area, 
and to assess independently the modelling work in Chapter 6; data acquisition and processing 
details for these studies are given there. Here, we wish to concentrate on establishing the utility 
of the NESS anomaly maps, extract information about the induction in certain period ranges, 
and then summarise the resistivity models of Banks et al. (1996) and Tauber et al. (2003). 
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system. Often, we need to define 'electrical strike' (which needn't necessarily correspond to 
geological strike) to invert MT data for a 2D model of conductivity. Prior to modelling, the 
MT tensors are rotated into strike co-ordinates to define the E and B polarisation modes 
(Section 2.1). Banks et al. (1996) and Tauber et al. (2003) were interested in establishing the 
resistivity structure in the upper to middle crust, 0-20km depth. They tried several methods 
to determine electric strike. At periods where local induction in crustal conductors is thought to 
dominate (< 200s), neither found the models implicit in the MT tensor decomposition scheme 
(Section 2.1) appropriate. They concluded that the NESS anomalies gave the clearest image of 
the regional fields, and coupled with the fact that they agree closely with the regional geological 
structure, they defined strike on the basis of the NESS maps: Tauber et al. (2003) chose a strike 
direction of N52°E; Banks et al. (1996) chose strike directions of N50°E for Profile Bi, N90°E 
for Profile B2 (see Figure 2.13). Banks et al. (1996), and Tauber et al. (2003) inverted the 
measured MT tensors which had simply been rotated into strike co-ordinates, rather than 
fitting a distortion model to extract a regional response for inversion (e.g. Groom and Bahr, 
1992; Jones and Groom, 1993). 
Banks et al. (1996) and Tauber et ad. (2003) both suggest that, at periods greater than 
200s, a model of scattering of regional EM fields, rather than direct induction in isolated 
conductors, is appropriate. This has also been suggested by repeated HEA analysis of GDS 
arrays throughout the NESS area where the anomalous magnetic fields are found to be generally, 
but not exclusively, in phase with the reference horizontal fields (e.g. Banks et al., 1983; Beamish 
and Banks, 1983; Banks, 1986; Ritter and Banks, 1998). 
Both Banks et al. (1996) and Tauber et al. (2003) describe their inversion procedure in 
detail, to which the interested reader is referred. Only a brief description is given here. Both 
sought smooth models of resistivity i.e. models which minimise the spatial roughness for a 
prescribed misfit to the observations. Banks et al. (1996), using the 'inv2d' program of Smith 
and Booker (1990), guided the inversion procedure such that their model was the smoothest 
end member; Tauber et al. (2003), using the code of Rodi and Mackie (2001), explored the 
sensitivity of the final model to a wide range of parameters and options such as the size and 
structure of the numerical grid, and the subset of the data that was inverted. Tauber et al. 
(2003) found that E-polarisation data were insensitive to structural details, and that the best 
fitting model was unacceptable. The influence of out-of-plane (i.e. 3D) structure was suggested. 
In addition, rather than performing a joint inversion of MT and GDS data (e.g. deGroot-Hedlin 
and Constable, 1990; Livelybrooks et al., 1993), they used 3D forward modelling of the resultant 
B-polarisation resistivity models to check that the GDS data were fitted adequately. 
The final, interpreted, resistivity models of both Banks et al. (1996) and Tauber et al. 
(2003) are shown in Figure 2.14. The approximate position of profile Gi if it were projected 
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north-eastwards onto Profiles Bi and B2 is also shown. Both models highlight the complex 
crustal structure of the NESS region. The gross structure of the Banks et al. (1996) model 
comprises three (roughly horizontal) layers which are respectively resistive, conductive, and 
resistive. Banks et al. (1996) suggest that one of the principal results of their investigation is 
to confirm the very large variation in depth to the conductive layer which had been suggested 
by both 113, and limited 2D modelling (Hutton and Jones, 1980; Beamish, 1986a; Beamish and 
Smythe, 1986; Harinarayana et al., 1993; Sule et al., 1993; Parr and Hutton, 1993). Banks et al. 
(1996) point out that, if the mid-crustal conductor is viewed as a single body, then its depth 
is very variable. It is shallowest (' 5km) south of the SUF. Beneath the northern part of the 
Southern Uplands it is relatively flat with a depth between 6 and 8km (Banks et al., 1996), and 
deepens below the NT 16km) before abruptly shallowing in the location of the SF to about 
8km. Finally, it deepens again under the Alston Block to approximately 20km. Tauber et al. 
(2003) resolved the SUF conductive zone into two distinctive blocks with edges matching faults 
mapped in the surface geology (Tauber et al., 2003). Marked on both profiles is the suggested 
position of the Iapetus Suture Zone (ISZ) (Freeman et al., 1988; Banks et al., 1996; Tauber 
et al., 2003). 
Remarkably good correlation between the two profiles is found with the closer site spacing 
of Tauber et al. (2003) providing better resolution of the structure. Good correlation between 
2D profiles which cut across the Southern Uplands at differing locations (e.g. Sule et al., 
1993; Harinarayana et al., 1993) had been previously suggested (e.g. Sule et al., 1993). For 
example, the profile of Sule et al. (1993) crossed the Dunbar Gifford Fault (DGF; see Figure 
2.13) approximately 20km south-east of Edinburgh, and demonstrated a shallowing of a mid-
crustal conductor (pa - 10 - lOOQm), from 10km to 4km. Further MT soundings in Central 
Scotland (Harinarayana et al., 1993), and Ireland (Whelan et al., 1990), resulted in resistivity 
models which demonstrated a comparable shallowing conductor. However, it appears that 
the conductor trends slightly obliquely to the SUF: it is close to SUF in the north-east (Stile 
et al., 1993), 7km south of it in central Scotland (Harinarayana et al., 1993), and 30km south 
of the assumed extension of the SUF in Ireland. Using the NESS GDS anomaly contours as 
a guide, Banks et al. (1996) extrapolated their profile Bi and B2 resistivity models (Figure 
2.14) north eastwards to project the EM 'image' onto an offshore acoustic (seismic) image. 
They demonstrated good agreement between the reflection event identified by Chadwick and 
Holliday (1991), and the conductors upper surface north of the Stublick Fault, which is marked 
with a T in Figure 2.14. 
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Figure 2.14: Two interpreted resistivity models of crustal structure in Central Scotland and 
Northern England: profile Bi and B2 (top, where the red and blue contours denote resistivities 
less than, and greater than 30 and 10001m respectively), and Gi (bottom) redrawn from Banks 
et al. (1996) and Tauber et al. (2003) respectively. See text for details. Key: SUF, Southern 
Uplands Fault; KF, Kingledores Fault; SF, Stublick fault, ISZ, Iapetus Suture; LF, Leadhills 
Fault; FF, Fardingmullach Fault; OBF, Orlock Bridge fault: ML, Moffat Valley lineament. 
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2.5 GIC in the UK 
The transmission and distribution systems of the UK power network have experienced significant 
GIC effects during past geomagnetic storm events (Erinmez et al., 2002, and references therein). 
The impact of GIC on the UK National Grid (NG), which encompasses England and Wales, is 
catalogued by Erinmez et al. (2002). GIC are caused by magnetic storm activity (section 2.3). 
Bearnish et al. (2002) examined the timing, frequency and severity of geomagnetic storms in 
the UK: the 'climatology' of geomagnetic storms. We saw in Section 2.4 that the resistivity 
structure of the UK is complex (e.g. the Iapetus Suture Zone studies), and that the Shelf 
Seas and Ocean surrounding the UK influence the measured EM Fields. Beamish et al. (2002) 
considered the spatial variation of the resistivity structure of the UK, and how this affects the 
distribution of amplitude and phase of the surface electric fields, and therefore the likely impact 
for GIC. In this section, GIC research, and published data regarding GIC activity, in the UK 
is summarised. 
Reported GIC Impacts in the UK 
Most of the evidence presented by Erinmez et al. (2002) (hereafter EAL) of past geomagnetic 
storm impacts on the NG system is anecdotal, and is therefore only briefly introduced. 
GIC are now monitored at a number of locations in the UK. Scottish Power GIC data are 
introduced in Chapter 3; EAL report transformer neutral DC currents of 5-25A at certain NG 
sub-stations. 
A modern interconnected power transmission and distribution system (PTDS) depends 
heavily on automatic control systems which respond to fluctuating demand (EAL). One such 
control system is the 'Static Var Compensator' (SVC) which stabilises reactive power demand, 
and thus the balance between power generation and consumption. GIC can increase reactive 
power consumption, and cause SVC to trip out of operation due to the presence of odd harmonics 
(a given transformer will have a particular frequency response, and the presence of certain 
harmonic frequencies is diagnostic of the operating regime of the transformer: odd harmonics 
are expected, even are not) (e.g. Molinski, 2002). It is thought that the mis-operation of SVC, 
due to GIC, led to the collapse of the Hydro Québec system in March 1989 (e.g. Boteler et al., 
1998; Bolduc, 2002). 
EAL report large reactive power swings on generators in the NG in response to geomagnetic 
storm effects, the failure of two identical 400/132 kV transformers, and 'very high' levels of 
even harmonic currents due to transformer saturation. It is interesting to note that the two 
transformers which failed were both located near the coast. 
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GIC and Geomagnetic Variations in the UK 
In order to study the climatology of UK geomagnetic storms, Beamish et al. (2002) (hereafter 
BEA) developed the Hourly Standard Deviation (HSD) as an index of magnetic activity. HSD 
was used because the induced electric field does not depend on the instantaneous rate of change 
of the magnetic field, but its integral over some time interval (e.g. Cagniard, 1953). In addition, 
Parseval's theorem (e.g. Blakely, 1996, p.269) implies that the HSD is equivalent to the total 
spectral power of the magnetic field in that time interval (cf. Boteler, 1998). The time interval 
of one-hour was chosen because this is typical of the duration of magnetic substorms (e.g. 
McPherron, 1997). 
BEA calculated HSD using digital minute mean magnetic data (1983-1999) from three 
permanent BGS UK observatories: Lerwick (LER) situated in the Shetland Islands (North 
UK), Eskdalemuir (ESK) situated in the Scottish Borders, and Hartland (HAD) situated on 
the south-west coast of England. BEA found that HSD exceeded 50nT at all three BGS 
observatories for all known GIG events in the UK. They presented a case study of a GIG 
event linked to a magnetic storm which occurred on 17 November 1989. At this time a GIG 
current monitor was installed in the Scottish Power grid. BEA compared the recorded GIG and 
magnetic data and noted correspondence in the timing of maxima of the ESK magnetic field 
time-derivative, and GIC maxima and maxima in HSD (cf. Viljanen, 1997a). They defined a 
'GIG type storm' as a period when HSD, in either horizontal magnetic field component, exceeded 
50nT. Storms were counted as distinct events if the HSD drops below the 50nT threshold for 
more than 6 hours. Their principal results are now summarised. 
BEA found that HSD can reach several hundred nT during a GIC type storm; the largest 
storm at Eskdalemuir (HSD-X-. 475 nT) occurred on 9 February 1986, a time of solar minimum. 
The HSD is usually larger at the two northern observatories of Eskdalemuir and Lerwick, and 
although the maximum HSD of the x component of the magnetic field is usually larger than 
that of the y component, both may be large ('-j 200nT for the y component). They considered 
the distribution of GIG type storms as a function of year, month, hour of day, and duration of 
storm. The 11 year solar-cycle (e.g. peak activity in 1991) and known tendency for magnetic 
activity to vary with season (maximum activity concentrated near the vernal and autumnal 
equinoxes) were both evident in the HSD, as was the tendency for magnetic activity to be 
concentrated around local midnight (BEA). The majority of storms exceed the 50nT threshold 
for less than three hours at a time (BEA). 
BEA concluded that because HSD from either horizontal magnetic field component may be 
large, it is important to consider the effects of GIC induced by a magnetic field polarised in 
arbitrary directions. They suggested that during solar maximum we may expect approximately 
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10 GIC type storms per year in the UK but that significant storms may still occur during solar 
minimum. 
Electric Field Modelling 
The studies of BEA and EAL are linked by a UK resistivity model. This model, and the main 
conclusions of BEA and EAL are briefly presented. 
BEA highlighted that the geological classification of rocks bears only a tenuous relationship 
to their intrinsic resistivity, and therefore developed a representative model of UK resistivity 
based on the tectonic terranes (see Figure 1.3) of the UK. All lateral resistivity variations were 
confined to boundaries between that of the terranes, and the coastline. The crust was divided 
into three zones to allow for vertical crustal scale variations. The model was under-lain by a 
1D resistivity model (depth 30-1000km) developed from the long period observatory data of 
Schultz and Larsen (1990). BEA employed the modelling algorithm of Mackie et al. (1994). 
The surrounding seas were assumed 200m deep, and the numerical grid spacing was 20km. 
This choice of numerical grid forced them to use a sea-water resistivity of 41m ('S.'  16 times 
too large). If BEA had used a more realistic resistivity for the sea-water value a much finer 
numerical grid would have been required. At the scale of the UK this is likely to have led to 
considerable computational overhead. 
BEA used the model to provide an indication of the geoelectric field for various amplitudes, 
orientations, and two variation periods (10 and 30 minutes) of external magnetic field variations. 
They demonstrated the spatial complexity of the electric field. They found that coastal effects 
were large and localised, but that on-shore crustal effects were of smaller amplitude, but larger 
scale. The largest modelled electric fields were associated with high resistivity contrasts e.g. 
NW Scotland, where electric field amplitudes of as much as 4V/km for a 1257nT source at 
600s period were calculated. BEA compared their results to induction arrows (Section 2.1) of 
Beamish (1985). The maximum magnitude of the modelled induction arrows was 4.5%. The 
observed induction arrow magnitude is 10-20%, and BEA concluded that the mismatch was 
due to insufficient concentrations of excess current in both geological and coastline contexts. 
In part, the model of BEA was developed to enable a GIC risk assessment' for the NG, 
and EAL used the conductivity models of BEA to study a number of geomagnetic storm 
scenarios and their effect on the NG. Each of the tectonic regions were treated as separate 
1D regions (Viljanen and Pirjola, 1994b) i.e. Maxwell's equations were solved independently in 
each region (J.G. Kappenrnan, 2003, personal communication). Therefore no lateral boundary 
effects (e.g. coastline) are included (J.G. Kappenman, 2003, personal communication). EAL 
developed a series of time waveforms based on different geomagnetic events' such as Sudden 
Storm Commencements and auroral electrojets. With detailed transformer modelling they 
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were able to asses GIC impact in terms of effect on reactive power consumption. In the NG 
the highest GIC impact (i.e. the largest reactive power consumption) occurred when an auroral 
electrojet (modelled as a ribbon current of 100km width, with a magnetic field amplitude of 
2000nT, and a rise (fall) time of approximately 5 (10) minutes) was situated over southern 
England (EAL). They did not assess how likely such an unusual event would be. 
2.6 Summary 
The spatial morphology and time dependence of magnetic source fields is complex. While 
much good progress has been made in modelling this for the purposes of GIC, to model the 
EM response of the Earth 1D Earth models are employed. We have seen that NESS has a 
complex crustal structure, and is in close proximity to shelf seas, both of which are likely to 
affect the size and distribution of the electric field. Among other things, the NESS studies have 
highlighted the benefits of the NESS GDS anomaly maps. Two main conductivity anomalies 
occupy the NESS region and are likely to affect the distribution of the induced electric field. 
At periods longer than approximately 200s the large scale'regional' distribution of the electric 
field is likely to be dominated by the EM scattering response of the anomalies. Possibly harmful 
GIC effects are observed in the UK, and modelling work which tries to account for the influence 
of 3D resistivity structure has been initiated. To attempt to model electric fields therefore we 
need to try an account for the setting of the UK, and the regional structure in the NESS region. 
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Chapter 3 
Data Sources and Preliminary 
Analysis 
The purpose of this chapter is threefold. Firstly. the GIC and magnetic data utilised in this 
study are introduced in Sections 3.1 and 3.2. Secondly, we wish to establish the main aspects 
of the data studied in this thesis. Therefore, preliminary analysis of the GIC and magnetic 
data, undertaken by BGS and as part of this study is summarised in Section 3.3. Thirdly, in 
Section 3.4, the time derivative of the magnetic field is used as an index of magnetic activity 
(e.g. Viljanen et al., 2001) to select events for subsequent analysis in Chapter 5. The chapter 
concludes with a summary of the main observations investigated in this study. 
3.1 Scottish Power GIC Data 
The GIC data presented and analysed in this thesis were collected by Scottish Power (SP) Plc. 
GIC Data Collection 
GIC data are available from four sites in the SP grid: Hunterston (HUNT), Neilston (NEIL), 
Strathaven (STHA) and Torness (TORN), see Figure 1.3 for the site locations. GIC have 
been monitored at HUNT, NEIL and TORN since January 2000 and at Strathaven STHA 
since November 2001. However, in this study continuous GIC data are not available. Only 
specific time intervals in which GIC are known to have ocurred (hereafter referred to as a GIC 
'event') were selected for analysis. This is in part due to the link between GIC and geomagnetic 
activity (i.e. GIC should only occur during geomagnetic activity) but is also due to the system 
employed to extract the data: only ten days worth of data are retained on a rolling basis by 
the SP data logger installed at each monitoring site. Data must be requested by BGS to obtain 
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events of interest within this time span. Approximately twenty GIC events were retrieved 
from the SP data loggers in the time period April 2000 - July 2002. The events range from 
GIC associated with continuous geomagnetic disturbances such as magnetic storm/sub—storm 
activity, to shorter isolated events such as continuous pulsations. 
GIC are measured in the transformer earth strap using a Hall-effect probe which samples 
the magnetic field associated with GIC. A picture and schematic illustration of the NEIL GIC 
monitor is shown in Figure 3.1. Both the magnitude and sense of current flow are measured. 
The unit of measurement is the Ampere [A], and current flow from Earth is defined to be 
positive. The Hall-effect probe is calibrated by injecting a current of known magnitude and 
polarity; instrument sensitivity is ±0.1A (T. Cumming, 2003, personal communication). All 
data are usually time-synchronised using a Global Positioning System (GPS) and accurate time 
control (±lms) should be maintained (T. Cumming, 2003, personal communication). However, 
it is possible that some data are time-stamped using the clock of the PC data logger (T.D.G. 
Clark, 2001, personal communication). The data acquisition system was designed by Qualitrol 
Hathaway Ltd, and remote data access is possible using a Personal Computer (PC) and modem 
(T. Cumming, 2003, personal communication). 
ndIngs 
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Figure 3.1: Picture (left) and schematic illustration (right) of the Neilston GIC current 
monitor. See text for details. Image courtesy of Scottish Power Plc. 
Two different sampling frequencies are employed by Scottish Power. The GIC at HUNT, 
STHA and TORN are sampled at 10 Hz whereas GIC at NEIL are sampled at 50Hz. One Hertz 
GIC samples were generated via re-sampling of the raw data by BGS. No anti-aliasing filter 
was employed in the re-sampling of the data as significant power at frequencies above 1Hz was 
not anticipated. 
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Data Availability and Quality 
Although almost twenty GIC events, of total nominal length 130 Hours, are available for 
analysis, two aspects limited the available data. 
Firstly, for a quarter of the total number of events the data is incomplete or missing from at 
least one monitoring site. In addition, some events are interrupted by periods of missing data 
e.g. from 2 hours of Torness data in the April 2000 event to a few minutes at other times. 
Secondly, a software bug in the SP GIC logging software added an extra sample to each 
minute of data (Toby Clark, personal communication). At a sampling frequency of 10Hz this 
resulted in a time drift of 0.1 seconds each minute i.e. the time stamp to mark one minute of 
data was progressively displaced by 0.1s each minute. The Scottish Power GIC logging software 
was designed to extract hourly segments of data. Thus the time-shift is relative to the start time 
of each hourly segment of data and the process therefore repeats on an hourly basis. All year 
2000 events except April 2000 were found to be affected. An ad-hoc correction to the July 2000 
time series was implemented by BGS. The extra sample was removed from every minute and 
each subsequent time-stamp adjusted accordingly. The resultant gaps at the end of each hour 
of GIC data (e.g. 5 seconds for 10Hz data) were linearly interpolated from the surrounding 
data points (Ellen Clarke, personal communication). The logging problem was rectified by 
Scottish Power contractors and new software was installed early in 2001. Unfortunately, the 
same software bug affected the Strathaven GIC data collection from when it came online in 
November 2001 until May 2002. These data are uncorrected. 
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3.2 BGS Magnetic Data 
In the UK, BGS own, and operate, three magnetic observatories at Lerwick (LER), Eskdalemuir 
(ESK), and Hartland (HAD) which continuously measure the vector components of the 
geomagnetic field. In this study, only data from ESK are used. ESK is located in the Scottish 
Borders, and the geographic and geomagnetic co-ordinates of ESK are given in Table 3.1; see 
also Figure 1.3. 
Eskdalemuir Magnetic Observatory 
Co-ordinate System Latitude Longitude 
Geographic 
Geomagnetic 




Table 3.1: Co-ordinates of Eskdalernuir Magnetic Observatory. Geomagnetic co-ordinates 
were calculated using the 8th generation International Geomagnetic Reference at epoch 2003.5. 
After Clarke et al. (2003). 
Data Acquisition 
Data acquisition is described in Clarke et al. (2003). Two sets of sensors are utilised to make 
the magnetic measurements. A tn-axial linear-core fluxgate magnetometer, manufactured by 
the Danish Meteorological Institute, is used to measure variations in the horizontal (H) and 
vertical (Z) components of the field. The third sensor is oriented perpendicular to the H and Z 
sensors and measures variations which are proportional to the changes in declination (D). The 
sampling frequency is 1Hz; instrument sensitivity is ±0.2nT (Danish Meteorolgical Institute, 
1997). Absolute control of the variometer data is achieved using a proton magnetometer to 
measure the total field (F), and a fluxgate sensor mounted on a theodolite to determine D and 
I. 
Three fully independent and identical systems operate for quality control and backup 
purposes. Data acquisition is controlled automatically, and the raw unfiltered data are retrieved 
to the BGS office in Edinburgh in near real time. Magnetograms are checked daily where data 
gaps are replaced or missing data flagged. Minute mean data are then produced using a 61-point 
cosine filter. Accurate time control (±0. is) is maintained by synchronising the data logging 
Personal Computer with a Garmin Global Positioning System (GPS36) (Clarke et al., 2003). 
Minute mean digital data are available from 1983 onwards. Complete one-second ESK 
magnetic data concurrent with each GIC event in the period 2000-2003 are available. The 
one-second data are use to study the correlation between variations of the ESK magnetic field 
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and SP GIC; the minute-mean data from ESK are also used to find events which are likely to 
have led to the largest GIC, see section 3.4. 
Coordinate System 
Unless otherwise stated magnetic data are transformed from the measurement co-ordinate 
system (HDZ) to the standard geographic system employed in geomagnetism (XYZ) i.e. X 
points to geographic North, Y to geographic East and Z is vertically downwards. By simple 
geometry 
X=HcosD 	Y=HsinD 	 (3.1) 
Calculation of Time Derivatives 
For each GIC event, the time derivatives of the horizontal components of the magnetic field 
(x&y) at ESK are calculated using central differences e.g. for the x component the time 
derivative at time t is given by 
dx(t) 	x(t + öt) - x(t - 8t)  
dt 2t 	 (3 .2) 
(e.g. Abramowitz and Stegun, 1972, pp.  877-878). 5t is set to A, the sampling interval in 
all cases. 
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3.3 Preliminary Analysis of GIC and Magnetic Data 
An initial analysis of the SP GIC data has been undertaken by BGS. As part of the monitoring 
contract with SP, BGS prepare an annual summary of the Monitoring and Forecasting service 
they provide. The main findings contained in the first report (Thomson et al., 2000) relevant 
to this study are summarised next. Subsequent reports (Thomson et al., 2002, 2003) utilise 
work obtained from this study and are therefore not discussed further. The available GIC 
data are then presented, and we consider briefly the correlation between the time derivative of 
the horizontal ESK magnetic field components and SP GIC. Finally, one particular GIC event 
which occurred in April 2000 is considered, and the main characteristics of the data we aim to 
study are highlighted. 
BGS Initial Analysis 
The cross-correlation between SP GIC and the magnetic field at each of the BGS UK 
observatories was examined (Thomson et al., 2000). The magnetic field at Eskdalemuir was 
found to produce the most significant correlation with SP GIC (Clark et al., 2000). Therefore 
the work in this thesis restricts attention to the relation between Eskdalemuir magnetic field 
variations and SP GIC. 
In section 2.5, the development of HSD (Beamish et al., 2002) as an index of magnetic 
activity for GIC was described. HSD during GIC events in the year 2000 were found to be 
similar to that observed during the last solar maximum (circa. 1989-1992) (Thomson et al., 
2000). Therefore, Thomson et al. (2000) suggest that current GIC levels are probably typical' 
of the levels which would have been observed during the last solar maximum. HSD levels of 
the ESK X component are typically below 300nT. However, HSD of almost 500nT have been 
reached on occasion (e.g. March 1989). Therefore, should a magnetic storm of similar intensity 
as the the March 1989 storm re-occur, GIC are likely to be significantly greater (Thomson et al., 
2000). 
On examination of the raw GIC time series, differences between the frequency content, and 
response, of each of site were highlighted (Thomson et al., 2000). Hunterston and Neilston 
appear similar to have similar frequency content, while GIC at Torness appear smoothed (i.e. 
lacking high frequency content), and lagged in time, in comparison to both. It was also noted 
that, of the three sites, the largest GIC tend to occur at Neilston. In addition, the relative 
polarity of GIC at Hunterston, Neilston and Torness was noted. It was observed that Neilston 
often has the opposite polarity to that of Hunterston and Torness. These observations are 
somewhat surprising. For example, the modelling of Viljanen and Pirjola (1994a) suggests that 
the largest GIC tend to occur at scorner' stations on the edge of the transmission network. 
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However, Neilston is located in the interior of the transmission network, while Torness and 
Hunterston are corner stations; see Figure 1.3. In addition, Hunterston and Neilston are situated 
close together in the western side of the transmission network while Torness is on the eastern 
side. Intuitively, we may expect Hunterston and Neilston to share the same polarity and be 
opposite to that of Torness. For example, the GIC modelling presented in Pulkkinen et al. 
(2000) shows very little mixing of polarity throughout the Finnish network: GIC, following the 
electric field, are enter the transmission network on one side and exit on the other. 
Presentation of GIC Data 
Table 3.2 outlines the date of each GIC event, the maximum GIC magnitude, and maximum 
ESK time derivative (of both horizontal magnetic field components) during each event. The 
length of the available data is shown in hours. 
Table 3.2 illustrates that GIC amplitudes in these data are generally less than bA at all 
sites. GIC of greater than bA have been observed on four occasions: 6 April 2000, 15 July 2000, 
6 November 2001 and 17 April 2001. At each of the four Scottish Power monitoring sites the 
largest GIC are generally observed at Neilston, while the smallest GIC tend to occur at Torness. 
It can also be seen that the x component usually has the largest time derivative. In Figure 3.2, 
the maximum GIC magnitude at each site is plotted against the magnitude of the maximum 
horizontal magnetic field time derivatives calculated from the final two columns of Table 3.2. 
Correlation between the size of the time derivative and GIC amplitude is suggested and a line 
of best fit, constrained to go through the origin, was found for each site. The statistic R 2 , taken 
to indicate the proportion of total variation about the mean explained by the regression (e.g. 
Draper and Smith, 1998) is shown. The obvious Neilston outlier (GIC -. iSA) is associated 
with the 6 November 2001 event. The data availability of Neilston GIC daring this event was 
poor, and precludes investigation regarding the origin of this observation. However, given the 
patchy nature of the data during this time period, instrumental problems are suspected. 
GIC amplitudes in these data are generally lower than those at higher magnetic latitudes. 
For example, GIC in Finland of 175A have been reported in response to the Sudden Commence-
ment of a magnetic storm on 24 March 1991 (Viljanen and Pirjola, 1994a). More recently, 
concurrent GIC in the Finnish and SP networks during the April 2000 magnetic storm were 
presented by Pulkkinen et al. (2002). Over the duration of the magnetic storm the peak GIC 
observed in the Finnish power grid were generally double those of SP GIC. However, it should 
be emphasised that no simple 'rule' can be deduced. The size of GIC at a given site will be 
controlled by the level of magnetic activity, the electrical characteristics and topology of the 
power network, and the conductivity structure of the Earth. As discussed next, the relative 
size of SP and Finnish GIC varied over the course of the April 2000 magnetic storm. Assuming 
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GIC Events 2000-2002 Max IGICI [A] Max [nT/s] 
Year Day Length H N S T ldxldtl Idyldtl 
2000 6-7 Apr 12 7.1 12.9 - 5.8 11.8 9.2 
17 May 7 - 2.0 - 1.1 0.9 1.1 
24 May 1 3.5 5.6 - 3.3 2.9 2.8 
8 Jun 14 3.3 4.1 - 1.3 4.4 4.4 
15 Jul 12 8.3 17.1 - 4.7 19.0 9.8 
17 Sep. 19 - 9.4 - 2.8 9.2 4.0 
2001 31 Mar 10 4.1 5.8 - - 4.1 3.9 
11 Apr 10 4.7 8.3 - - 5.6 3.6 
13 Apr 5 6.5 9.5 - - 12.0 5.3 
25 Sep 6 2.0 3.1 - - 2.5 1.2 
21 Oct 10 4.2 7.7 - 3.8 12.2 3.9 
6 Nov 7 5.8 15.2 4.8 4.6 5.6 4.7 
2002 17 Apr 1 - - 10.5 1.1 7.5 17.1 
19 Apr 1 0.6 - 0.7 0.6 0.7 0.5 
28 Apr 2 0.4 1.5 0.9 0.7 0.6 0.5 
23 May 8 2.6 3.8 5.4 2.5 5.3 2.1 
19 Jul 1 0.6 1.6 1.0 0.3 0.9 0.5 
23 Jul 2 0.4 1.6 1.1 0.5 0.9 0.9 
Table 3.2: GIC events recorded by Scottish Power Plc, years 2000-2002. H,N,S,T denotes raw 
GIC data for Hunterston, Neilston. Strathaven and Torness respectively. The length of the time 
series is given in hours. The magnetic field time derivatives were calculated from one-second 
samples. 
that the grid configuration and conductivity of the Earth did not change over the time interval 
of interest we can conclude that the time variation of relative amplitude is controlled by the 
associated magnetic disturbance. 
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Figure 3.2: Correlation between the maximum time derivative of the horizontal magnetic field 
at Eskdalemuir, and the maximum GIC at each of the four Scottish Power monitoring sites; 
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The April 2000 Event 
Prior to analysis the GIC and magnetic data were plotted as a time series. Firstly, this allowed 
the identification of any obvious instrumental problems such as isolated spikes. Secondly, it 
allowed an impression of the correlation between field variations and GIC, frequency content, 
and phasing of GIC to be formed. As an example, the GIC at HUNT, NEIL and TORN and 
the ESK time derivatives for the April 2000 event are shown in Figure 3.3. GIC amplitudes are 
in Amps [A] and time derivatives are in nT/s. Positive GIC denotes current flow from Earth. 
It is often emphasised in GIC studies (e.g. Viljanen, 1997a; Viljanen et al., 2001) that there 
is a 'close link' between rapid variations of the magnetic field and GIC; Figures 3.2 and 3.3 
illustrate that the SP GIC appear to he no exception. For example, the largest GIC at NEIL 
(12.9A: Figure 3.3) occurs at '-' 23:15UT, approximately 120s after the largest time derivative 
of 11.8 nT/s. It can also be seen that the largest GIC are observed at NEIL throughout the 
event; the smallest at TORN. Also of interest is that the scale of the NEIL GIC and dx/dt are 
very similar i.e. 1 A 1 nT/s; see also Figure 3.2. 
An initial impression of the frequency content and phase of GIC was made by examining 
the raw GIC data as a time series. The frequency content of the GIC at each site noted by 
Thomson et al. (2000) is clear. The Hunterston and Neilston GIC appear to have similar 
frequency content while Torness GIC are smoother in comparison. Thus, it may be anticipated 
that Torness GIC lack power in 'higher' frequencies. The relative polarity of GIC is most 
obvious during large GIC: in general Hunterston and Torness appear to be in phase with each 
other while GIC at Neilston are in anti-phase to GIC at Hunterston and Torness. Given the 
modelling work of (Beamish et al., 2002) the response of TORN is somewhat surprising, large 
electric fields are anticipated at a coastal site and thus large GIC, yet the GIC at tend to be 
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Figure 3.3: Raw Scottish Power GIC data and time derivatives of the horizontal components 
of the ESK magnetic field during the magnetic storm of 6/7 April 2000. Time is given in hours 
from 16:OOUT on 6 April 2000. Note missing data between 3-5 hours at Torness. 
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A closer comparison between Neilston GIC, the ESK magnetic field, and its time derivative, 
is shown in Figure 3.4. Note that 0.5A has been subtracted from the NEIL GIC time series to 
reduce it to zero mean prior to the commencement of activity. In addition, the GIC time series 
has been multiplied by —1 to make the correspondence between variations of the magnetic field 
and GIC clear. Pulkkinen et al. (2002) converted ground magnetic data to equivalent iono-
spheric current systems using the Spherical Elementary Current Method (Amm, 1997; Amm 
and Viljanen, 1999), and studied the relation of the ionospheric activations, such as substorm 
onsets (Section 2.2), to GIC at SP and Finnish sites during the April 2000 event. Figure 3.4 has 
been annotated with some of the main events' commented upon by Pulkkinen et al. (2002). 
The x component of the magnetic field shows the classic signature of a geomagnetic storm: 
three distinct phases (initial, main and recovery) can be identified (e.g Rostoker et al., 1997). 
Activity is initiated with a Sudden Storm Commencement (SSC) and the initial phase of the 
storm commences. Following the intensification of the East and West electrojet associated 
with a substorm onset (SO) the main phase of the storm begins (Pulkkinen et al., 2002). The 
main phase can be identified by the obvious decrease in the intensity of the x component of 
the magnetic field during the interval 18:00-00:OOUT. This depression of the field intensity is 
thought to be due to the growth of the ring current (e.g. McPherron, 1991). It is during the main 
phase of the storm that the largest GIC are generally observed. Two particular enhancements 
of the NEIL GIC are interesting. Firstly, the NEIL GIC reach 8A at 21:20UT. Pulkkinen 
et al. concluded that this was linked to the development of the Westward Electrojet (WEJ). 
However, no clear GIC enhancement was observed at Finnish sites at this time. Secondly, the 
enhancement of GIC at 23:15UT is associated with a substorm onset (SO), and an intense 
WEJ (implied by the large negative variation of the x component of the magnetic field): this 
leads to the largest GIC of the event at all sites (SP and Finnish). The recovery phase of the 
storm can be seen as the horizontal field intensity begins to increase after 01:OOUT on 7 
April. 





























Initial 	 Main 	 Recovery 	
i 
I SSC 	SO 	 WEJ 	SO 
4. 
16:00 	18:00 	20:00 	22:00 	00:00 	02:00 	04:00 
06/04 06/01 06/04 06/04 07/04 07/04 07/04 
UT [h] 
Figure 3.4: x component of the ESK magnetic field (bottom), ESK time derivative dx/dt 
(middle) and NEIL GIC (top) during April 2000 magnetic storm. NEIL GIC data were reduced 
to zero mean prior to commencement of activity and polarity has been reversed. Key of events 
identified by Pulkkinen et al. (2002): SSC, Sudden Storm Commencement; SO, Substorm 
Onset; WEJ, Westward Electrojet: Pc5, Pulsations. 
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Subtle low-frequency trends are apparent in the NEIL GIC. Recall that the GIC in Figure 
3.4 have been multiplied by —1. During the main-phase of the storm the (actual) NEIL GIC 
appear to develop a small positive bias whereas throughout the recovery phase a small negative 
bias exists. The magnitude of this bias is 1A and appears to be linked to a slow variation 
of the magnetic field rather than a more rapid variation correlated with the magnetic field rate 
of change. Assuming that the quoted accuracy of the GIC monitors is correct (±0.1A; Section 
3.1) then this is important for two reasons. 
Firstly, it highlights the slightly misleading physical picture suggested by assuming that GIC 
are solely caused' by the time varying magnetic field observed at the surface of the Earth. A 
magnetometer at the Earth's surface records the components of the total (Internal + External) 
magnetic field. The phase relationship of the total electric field and the total magnetic field (at 
the surface of the Earth) depends on the conductivity structure of the Earth and the period of 
variation (Section 2.1). For the simplest possible case of a uniform Earth, and uniform external 
source, it is well known that the phase of the electric field leads the phase of magnetic field 
by ±45° (Fischer, 1985) where the sign depends on the assumed harmonic time dependence 
(e.g. Rokityarisky, 1982, pp.  41-42). Consideration of the response of a two layer Earth 
(see Figure 2.2) demonstrates that, at long periods, a conducting basement increases the phase 
lead; a resistive basement decreases the phase lead (see Section 2.1). For these simple models, a 
phase of 0° implies an electric field in phase with the total magnetic field: a phase of 90° implies 
an electric field in phase with the rate of change of the total magnetic field (e.g. Boteler, 1994). 
Secondly, assuming a DC model of GIC (Section 2.3), the impedance coupling GIC and the 
electric field should be purely real and therefore in phase with the electric field i.e. the time 
variation of GIC should follow the time variations of the electric field exactly. Thus it may 
be anticipated that GIC will have a phase relative to the magnetic field which is frequency 
dependent, where the form of the frequency dependence will depend on the conductivity 
structure of the Earth. 
It is not disputed that the largest magnetic fields rates of change are associated with the 
largest GIC, and we have already seen (e.g. Figure 3.2) that there is correlation between the 
maximum SP GIC and the time derivative of the magnetic field at ESK. Therefore, the time 
derivatives of ESK magnetic data are used as an activity indicator (cf. Viljanen et al., 2001), 
and to select events which are likely to have led to the largest GIC, we do this in the next 
Section. As highlighted by Boteler (1994), neither the magnetic field nor its time derivative 
are the more fundamental: the choice is merely convention. In this thesis, the convention of 
Magnetotelluric studies is adopted, and response functions developed in Chapter 4 are based 
on the Fourier transforms of the measured magnetic field, and GIC time series. 
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3.4 The Largest Magnetic Field Rate-Of-Change 1983-
2000 
We saw in the previous Section that large magnetic field time derivatives are likely to be 
associated with large GIC. In this section, BGS digital minute—mean magnetic field data for 
the years 1983-2000 are analysed to find the largest rate of change in the horizontal magnetic 
field components at ESK. The largest events (i.e. events which produce maximum peak rate 
of change of the horizontal magnetic field components) were selected for further analysis in 
Chapter 4 
Event Selection 
For each day, the maximum rate-of-change of the horizontal field components (x & y) was 
sought. Time derivatives of each field component were calculated via central differences (Section 
3.2). For each day of data the largest time derivatives in each component were selected and the 
time of occurrence noted. 
Before undertaking this process it was anticipated that particular events were likely to 
produce large time derivatives, for example the March 1989 magnetic storm. In addition, 
calculation of the time derivatives is always sensitive to spurious data such as steps and 
instrumental spikes. Thus any 'unusual' events were checked by hand to ensure the source 
was not instrumental in origin or due to missing data. 
Presentation of the Results 
Figure 3.5 shows the daily maximum time derivative of the horizontal component of the 
magnetic field at ESK for the period 1983-200. For each of the year 2000 events the time 
derivatives of the magnetic field components do not exceed 400 nT/mm. Events with larger 
associated time derivatives than the current SP GIC observations may picked out by inspection: 
on only five occasions has the time derivative in either component exceeded 400nT/min. These 
events have been selected and the details are shown in Table 3.3; they are ranked according to 
the time derivative of the horizontal magnetic field component. It is interesting to note that the 
first two events were identified by Erinmez et al. (2002) as having led to significant GIC effects 
in the UK (see Section 2.5 for a brief summary of some of the effects). They also highlighted 
GIC effects which occurred on 19-20 October 1989; interestingly the third events suggests that 
the larger GIC may have occurred the day after on 21 October 1989. The remaining two events 
(1 Nov 1991 and 7 Feb 1986) have not been highlighted as especially significant from a UK 
GIC point of view. However, the size of the time derivative makes them worthy of further 
investigation. 
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Figure 3.5: Maximum daily time derivative of the ESK x (top) and y (bottom) components. 
Time derivatives were calculated using central differences of minute mean data. 
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Event Date Day Num max 	[nT/mm] dt 
1 13 Mar 1989 72 1079.6 
2 8 Nov 1991 312 804.1 
3 21 October 1989 294 618.6 
4 1 Nov 1991 305 515.2 
5 7 Feb 1986 38 464.5 
Table 3.3: Large geomagnetic events in the period 1983-2000. Minute mean data were used 
to the calculate the maximum time-derivative. 
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3.5 Summary 
The initial analysis of the GIC data suggests the following questions: 
. how does the size of GIC relate to variation period? 
how much larger are GIC likely to get? 
can we explain the differences between the GIC at each site in terms of the conductivity 
structure of the Earth and the induced electric field? 
• why aren't the largest GIC observed at the monitoring site TORN located on the east 
coast? 
Chapter 4 
The Period Dependence of GIC 
Spectral analysis of GIC and magnetic data is undertaken to investigate the GIC response as 
a function of variation period. We do this to gain a better understanding of the properties of 
the GIC data, and how GIC relate to the process of geomagnetic induction in the Earth. The 
correlation between ESK magnetic field variations is studied, and a bi-variate transfer function 
model which relates variations in the horizontal magnetic field components to GIC is calculated 
(e.g. Brasse and Junge, 1984). We then use this model to establish a suitable period range for 
subsequent modelling and further investigation, and assess briefly the relative importance of 
source amplitude and variation period. 
4.1 GIC and Magnetic Power Spectra 
In this Section, a preliminary assessment of the spectral characteristics of the GIC and magnetic 
data is undertaken. GIC and magnetic power spectra for three events are then presented. 
Spectral Analysis 
Spectral analysis of the GIC and magnetic data is carried out using the Fast Fourier Transform 
(FFT) (e.g. Press et al., 1992). The harmonic time dependence employed throughout this study 
is e_t  (Hobbs, 1992). This defines the forward Fourier transform (X(f, T)) of a function (x(t)) 
over the time interval T as 
X(f,T) = j x(t)e4-tdt 	 (4.1) 
where w = 27rf. 
Prior to spectral analysis. all data were plotted to enable identification of gross outliers. 
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Any isolated, single point, data spikes were removed by application of a five-point median filter 
centred on the spike (e.g. Jones et al., 1989); few spikes were identified. Missing data were 
flagged and excluded from further processing. In addition, the global mean was calculated and 
removed from each time series. 
The Welch (1967) overlapping segment algorithm (WOSA), as described by Bendat and 
Piersol (2000, p.430-431), provides smoothed auto and cross spectral estimates from which all 
other spectral quantities (such as EM response functions; Section 2.1) can be derived. WOSA 
forms the basis of the spectral analysis in this study and is briefly reviewed here; see e.g. Bendat 
and Piersol (2000) for further details. WOSA divides the time series into data blocks of length 
K. Each data block is reduced to zero mean and any apparent linear trend is removed. A data 
taper (window) is applied to each block prior to Fourier transforming to suppress leakage of 
spectral power to neighbouring frequencies. Data blocks may be overlapped to compensate for 
the loss of data introduced by the tapering procedure. A common choice is 50% overlap: this 
provides blocks of data available for Fourier transforming where N is number of points in the 
original time series. Each of these blocks can be combined, by averaging for example, to form 
smoothed cross-spectral and auto-spectral estimates. In this section, the arithmetic average 
is employed to estimate auto-spectra. In Section 4.2 we will treat each block as a time-local' 
estimate of the spectrum; in subsequent Sections different strategies are employed and these 
are introduced as required. 
The motivation for smoothing the spectral estimate is to reduce the variance: it is well 
known that the standard deviation of un-smoothed auto-spectral estimates is as large as the 
quantity being estimated (e.g. Press et al., 1992). However, the reduction in variance trades off 
against an increase in the bias of the estimate. Bias can cause both the size of spectral peaks 
and their location to be shifted (e.g. Jenkins and Watts, 1968, p.  387, Figure 9.6). The bias error 
of spectral density estimates is always in the direction of reduced dynamic range i.e. spectral 
peaks are underestimated and valleys are overestimated (Bendat and Piersol, 2000). The total 
mean square error of an auto-spectral density estimate (6 .,,(f); where the hat denotes that 
is an estimated quantity) is the sum of the variance and square of the bias. The normalised 
mean square error (c 2)  of an auto-spectral density estimate is 




where Be = 11T8 = of, the resolution bandwidth, and the double prime indicates 02 1ôf 2  (e.g. 
Bendat and Piersol, 2000, p.305). The first term on the right hand side is related to the variance 
while the second term is the bias. Note how the the resolution bandwidth controls the trade-off 
between variance and bias. A large B is needed to reduce the random portion of the error: a 
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small Be is required to suppress the bias portion of error. Note that peaky auto-spectra (i.e. 
G" > 1) will be strongly biased. XX 
Power Spectra 
No anti-aliasing filter was applied before the GIC data were re-sampled to 1Hz (Section 3.1). 
The effect of abasing on spectra is often described as the symmetric 'folding of power from 
frequencies above the Nyquist frequency (f = 1/2z, where A is the sampling interval) back 
into frequencies below the Nyquist frequency (e.g. Bendat and Piersol, 2000). If there is 
significant power in frequencies higher than the Nyquist frequency then this will distort the 








Figure 4.1: Illustration of abasing error in the computation of auto-spectra. f is the Nquist 
frequency. After Bendat and Piersol (2000). 
Power spectra of GIC and magnetic data (is sampling interval; see Sections 3.1 and 3.2) 
were calculated using WOSA with a 50% overlap and segments of length 4096s. Assuming 
negligible bias and small normalised random error, approximate 95% confidence intervals were 
calculated using 
[(1 - -}r-)(f) :5O(f) :5 ( 1 + 	_)o1 (f)] 	 (4.3) 
where nd is the number of segments (e.g Bendat and Piersol, 2000, p.  309). Power spectra 
for three events (April 2000, July 2000 and May 2002) are shown in Figure 4.2; confidence 
intervals are shown as a dashed envelope curve. For the SP GIC data the sampling rate is is 
(Section 3.1). The Nyquist frequency is therefore 0.51-1z. We may define the equivalent Nyquist 
period, which in this case is 2s. If GIC occur solely as a result of induction by the external 
magnetic field, then close to the Nyquist frequency, we would generally expect a low in spectral 
energy; see Section 2.2. However, significant abasing in the GIC spectra cannot be detected 
on Figure 4.2. As the Nyquist period is approached the spectra appear to be flattening (e.g. 
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HUNT, May 2002) or continue to decrease with period (e.g. NEIL, July 2000). There appears 
to be a small bulge of power at periods less than ' 7s in the TORN May 2002 spectrum. This 
time series was particularly noisy and GIC amplitudes were low in comparison to either the 
July or April 2000 events (GIC were generally less than 1A). Note the spectra were estimated 
from different lengths of data and therefore the expected level of digital noise is different in each 
case. We can now compare the magnetic and GIC spectra. Overall the envelope of the GIC and 
magnetic spectra is similar. The magnetic spectra exhibit the expected logarithmic increase 
with period (e.g. Vozoff, 1991), and this is generally reflected in the GIC spectra. A general 
peak around the longest periods 1000s) is suggested; above 1000s the GIC spectra tend to 
roll off, and power begins to decrease slightly. The magnetic spectra also appear to flatten 
slightly at around 1000s, although less so than the GIC spectra. Small subsidiary peaks in the 
magnetic spectra (e.g periods less than lOs, July 2000) are apparent in the GIC spectra. 
These are particularly obvious in the July 2000 HUNT spectrum. 
Comparing the spectra of individual sites, we can see that HUNT and NEIL are very similar: 
their shape is convex over the period range 10-1000s. Over a similar range, the TORN spectra 
tend to have a more concave shape. This may reflect the 'smoothed' character of the TORN 
GIC time series noted in Section 3.3. 
The similarity in shape of the GIC and magnetic spectra, at both long (' 1000s) and short 
(< 10s) periods, and the appearance of fine-scale features such as subsidiary peaks in the spectra 
(July 2000) suggests correlation between the GIC and magnetic field variations across the whole 
period range considered here. In addition, the GIC spectra suggest that most of the power is 
apportioned to periods longer than lOOs. In the next section, we use a simple time-frequency 
analysis to investigate the correlation between each of the magnetic field components, and GIC, 
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Figure 4.2: GIC and ESK Magnetic Power spectra for three events. The dashed lines denote approximate 95% confidence intervals. X and Y are 
the horizontal magnetic field components of ESK. 
-1 
C2 
74 	 CHAPTER 4. THE PERIOD DEPENDENCE OF GIC 
4.2 Correlation between the Magnetic Field and SP GIC 
In this section, a simple time-frequency analysis, based on the short time Fourier transform 
(e.g. Cohen, 1995), is undertaken. In particular, we are interested in assessing the correlation 
between each of the ESK horizontal magnetic field components and GIC, as a function of 
frequency. 
Coherence and Phase 
Some definitions and notation are briefly introduced. A cross-amplitude (or simply cross) 
spectrum (G) may be defined from the Fourier transforms of two data series, 
G(f,T) = X (f, T) Y* (f , T) (4.4) 
where * denotes the complex conjugate, and X (1' T) and Y(f, T) are the Fourier transforms of 
x(t) and y(t) respectively (eq. 4.1). In this Chapter, we only consider the Fourier transforms of 
evenly sampled discrete data. Henceforth, upper case quantities (e.g. X(f)) denote the Discrete 
Fourier Transform (e.g. Press et al., 1992) of such (time series) data, and the dependence on 
record length (T), is dropped. In general, G,(f)  is a complex quantity with associated real 
and imaginary parts, 
G(f) = Cy(f) - iQ(f) 	 (4.5) 
where C(f) and  Q,(f) are often called the co-incident and quadrature spectrum (Priestley, 
1981a). The cross—correlation properties of two time-series as a function of frequency can be 




and satisfies for all f 
0 < y, (f) < 1 
	
(4.7) 
which follows from the cross spectrum inequality 
G(f)I 2 < G(f)G(f) 	 (4.8) 
(see e.g. Bendat and Piersol, 2000, p.147). y(f)  provides a non-dimensional measure of the 
correlation between two time-series as a function of frequency. A coherence close to 0 implies 
poor linear correlation; a coherence close to 1 implies high degree of linear correlation. Jenkins 
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and Watts (1968) highlight that the coherence is preferred over the cross amplitude spectrum 
because it does not depend on the scale of the measurement. 
The cross-spectral phase (, (f)) is defined in terms of the co-incident and quadrature-
spectrum, 
I —Q (f fl = arctan L C(f) .1 	 (4.9) 
and describes the phase relationship between the two time series as a function of frequency 
(Priestley, 1981a). 
Time-Frequency Analysis 
We would like to assess the degree of correlation between the horizontal magnetic field 
components, and the GIC at each of the SP monitoring sites. In order to assess how these vary 
throughout the course of a GIC event, time-local, or 'evolutive', coherence and phase spectra 
were computed (e.g. Chant and Hastie, 1992). The WOSA spectral estimate was described 
in Section 4.1 instead of averaging each of the blocks to form a single global estimate, each 
neighbouring pair of overlapped blocks was used to calculate smoothed auto and cross-spectra 
associated with the time interval, 
(n - 1)T < t < 	 (4.10) 
where n = 1, ..., N, N being the number of time-ordered pairs of overlapped windows. 
Coherence and phase were then calculated using equations 4.6 and 4.9. 
An important property of electromagnetic response functions is that they vary slowly with 
frequency (Weidelt. 1972; Jones, 1980). In the estimation of EM response functions we are 
interested in a time-stationary quantity (e.g. the impedance of the Earth), which varies slowly 
with frequency, from a non-stationary signal whose character may vary rapidly in time (Egbert 
and Booker, 1986). Egbert and Booker (1986) therefore recommend sacrificing frequency 
resolution in favour of increased time resolution by using short time windows. A time-window 
of length T = 512s was utilised to calculate the evolutive spectra; this afforded reasonable time 
and frequency resolution, though limits the length of the period resolvable. 
There are other methods available to calculate time-local spectra. For example, Banks 
(1998) employed Complex Demodulation (Banks, 1975) to calculate time local estimates of the 
MT tensor in order to investigate the influence of noise, and Zhang and Paulson (1997) employed 
wavelets to improve the signal-to-noise ratio of lightning-strike transients in audio-frequency 
MT data. We choose to use a particularly simple method because we are mainly interested in 
qualitative interpretation of the data at this stage. A more sophisticated approach, in which 
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the data are robustly processed to form estimates of the GIC response function, is undertaken 
in Section 4.3. 
Consideration of Bias 
Estimates of the coherence are known to be biased (e.g. Priestley, 1981a). The true coherence 
between two random data sets is zero, but the sample coherence is generally non-zero (e.g. 
Jones, 1980). A source of bias is insufficient degrees of freedom: this can lead to unusually 
high coherence between variables (Beamish, 1979). In order to preserve time resolution, the 
coherence was estimated from a small sample. Thus, we briefly consider the likely bias. A 
standard parametric approach is employed in which it is assumed that the Fourier transform of 
each section of data is asymptotically Gaussian, and that each frequency bin contributes two 
degrees of freedom (e.g. Chave et al., 1987). 
Jones (1977) illustrates that the bias is equal to the expectation value of 	Jenkins and 
Watts (1968, p.397) show that the bias can be expressed in terms of the variance ratio: the 
proportional reduction in variance due to spectral smoothing i.e. 
B[]4 	 (4.11) 
where I = 	W
2 (f)df, the integrated squared smoothing window, and T is the record 
length. This assumes that the 'spectrum' is smooth with respect to the window width: true 
for an ergodic random processes with a white spectrum. Jenkins and Watts (1968, p.  252-254) 
show that 
= 	 (4.12) 
where ii is the number of effective degrees of freedom of the estimate. Therefore 
E[5'] = 	 (4.13) 
as stated by Jones (1980). 
The number of effective degrees of freedom is a key parameter in spectral analysis. We 
assume that each Fourier harmonic has two degrees of freedom, associated with the real and 
imaginary parts; therefore, ii = 2n. For the coherence estimates in this section n = 2 and 
E['5i(f)] = 0.5. Thus, only coherences greater than 0.5 should be considered significant. Note 
that procedures such as the application of spectral smoothing windows and overlapping sections 
(e.g. WOSA) introduce correlation between frequencies, thereby reducing v (e.g. Chave et al., 
1987; Hernandez, 1999). However, Chave and Thomson (1989) point out that accounting for 
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these effects quantitatively is not straightforward. Therefore, the significance level of 0.5 should 
be viewed as a guide, rather than a rigorously justifiable value. 
Correlation between the ESK Magnetic Field and SP GIC 
As an illustration, coherence and phase spectra for the April 2000 Event are presented, and 
discussed in detail. For this event, STHA GIC are not available (Section 3.1). The spectra are 
shown in 'spectrogram' format with time, the abscissa, increasing positively to the right and 
frequency, the ordinate, increasing upwards (e.g. Cohen, 1995). The spectrogram plots were 
used initially as an aid to event selection and assessing data quality (e.g. the coherence gives a 
direct measure of the signal to noise ratio). 
Figures 4.3, 4.4 and 4.5 are the spectrograms for HUNT, NEIL and TORN respectively. Each 
plot shows the coherence (top) and phase (bottom) between the horizontal B field components 
(X and Y) at ESK and the GIG at each site. The phase is in degrees. We shall first discuss 
the coherence, then the phase. 
At all sites, the coherence varies throughout the event. The level of coherence displayed by 
NEIL and HUNT is similar, although NEIL GIG appear mainly correlated with the ESK X 
component, while HUNT GIC are correlated with both horizontal field components (X & Y) of 
ESK. TORN is similar to NEIL insofar as the correlation is mainly with the ESK X component. 
However, the coherence of TORN is generally, but not exclusively, restricted to periods greater 
than lOOs. For further discussion, it is convenient to divide the event into three time intervals. 
The first interval corresponds to the first five hours of the event, the second the central 5-10 
hours, and the third the final two hours. 
During the first interval, the strong coherence (52 > 0.9) between ESK and SP GIG is 
restricted to periods greater than ' lOOs. The two main magnetic field events during this 
interval are the SSC 30 minutes from the beginning, and a Substorm Onset (SO) at time 2 
hours (18:OOUT) (Pulkkinen et al., 2002); see also Figure 3.4. The maximum GIG at all three 
sites occurs during the second interval (see Figure 3.3). Within this interval, GIG are coherent 
with the magnetic field at periods greater than -..' lOs. However, the strongest (,2 > 0.9) 
coherences are restricted to the period range ' 10 - lOOs; HUNT and NEIL provide the best 
example of this. In addition, three patches of strong coherence (2 > 0.9) may he discerned 
during this time: each can be associated with the intensification of GIG at approximately 
21:OOUT, and 23:30UT on 6 April 2000, and 00:30UT on 7 April 2000, the first associated with 
a Westward Electrojet (WEJ), and the second with two SO (Pulkkinen et al., 2002; Huttunen 
et al., 2002); see Figures 3.3 and 3.4. It is during this interval that the difference between TORN 
and the other two sites is most obvious. The coherence displayed by both NEIL and HUNT, in 
the period range lO-lOOs, is generally absent at TORN. During the third interval, the GIG of 
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all sites respond to pulsation activity; Pulkkinen et al. (2002) commented only on Pc5 pulsation 
activity. However, we can see that GIC are coherent with both long (> lOOs) and short (< lOs) 
periods. The former is consistent with the the period range of Pc5 pulsations (j-' 150 - 600s; 
see Section 2.2), the latter with Pc2 (or their irregular counterpart, Pi2); see Figure 2.6. In 
contrast to the proceeding two intervals, the GIC of each site appear to be coherent with 
both ESK field components. However, this indicates that the horizontal field components may 
themselves be correlated. For example, the coherence between the components of a completely 
polarised signal is equal to 1 (Jones, 1979). Here we did not account for correlation between field 
components e.g. by computing multiple coherences (Priestley, 1981a). During a magnetic storm 
we would generally expect a complex mix of magnetic sources, rather than a single-source with 
well-defined polarisation characteristics (e.g. Banks, 1998). However, micro-pulsation activity 
falls into the latter category (e.g. Lienart, 1980). The coherence between the horizontal ESK 
components was calculated, and found only to be significant during the the third interval, 
and for periods less than lOs, and greater lOOs. Thus, the apparent change in the relationship 
between ESK magnetic field variations, and GIC of the three sites, is probably due to correlation 
between the magnetic field components. 
The phase spectra display two interesting features. Firstly, during time intervals where the 
ESK and GIC are strongly coherent, the phase appears well defined, and at any given period 
the phase is generally constant in time. While this is most obvious at long (> lOOs) periods, it is 
also apparent at shorter (< lOOs) periods; the phase between NEIL and the ESK X component 
provides a good example. This suggests that the phase depends on the response of the Earth, 
and the power network, rather than the source fields which vary throughout the event. Secondly, 
the phase changes systematically with period at each site. Presented in spectrogram format 
the phase shift is difficult to quantify, but may be estimated roughly: over the period range 
lO-lOOs the shift at all sites is comparable, and is 90°. The relative phase of magnetic field 
variations and SP GIC are examined more closely in Section 4.3. 
Each subsequent GIC event (see Table 3.2) has been analysed in a similar manner. However, 
the April 2000 was found to be unique in terms of the distribution of coherence: it is the only 
event in which the GIG are strongly coherent with the ESK magnetic field across such a wide 
period range. Examination of the phase spectra helped identify the GIC data logger problem 
referred to in Section 3.1: rather than phase being constant in time, as outlined above, phase 
was systematically shifted with time by an amount found to be consistent with an extra sample 
being added each minute. This process repeated on an hourly basis, and thus gave the phase 
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Figure 4.3: Coherence (top) and Phase (bottom) relating horizontal field components at ESK 
and HUNT GIC: X (left), Y (right). Scale bar for phase is degrees. Time is hours from 16:00 
UT, 6 April 2000. 
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Figure 4.4: Coherence and Phase relating horizontal field magnetic field components at ESK 
and NEIL GIC: X (left), Y (right). Scale bar for phase is degrees. Time is hours from 16:00 
UT, 6 April 2000. 
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Figure 4.5: Coherence (top) and Phase (bottom) relating horizontal field components at ESK 
and TORN GIC: X (left), Y (right). Scale bar for phase is degrees. Time is hours from 16:00 
UT, 6 April 2000. 
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4.3 A Transfer Function Model of GIC 
The results of the previous section suggest a linear relationship between magnetic field variations 
at ESK and SP GIC. In order to quantify the relative importance of variation frequency and 
source amplitude, a frequency dependent transfer function model is employed. 
Background Theory 
A frequency dependent linear relationship between the horizontal magnetic field components 
(X and Y), and GIC (1(f)) is assumed, viz. 
1(f) = T(f)X(f) + T(f)Y(f) + N(f) 	 (4.14) 
where T(f)  and T(f) are the GIC frequency response functions, and N(f) the noise spectrum. 
T1 (f) and TV (f) are defined as those functions which minimise, in a Least Squares (LS) 
sense, the residual noise power N(f) = (n(f)n(f)) (where the angle brackets denote the 
an ensemble average of a number of spectra) in equation (4.14). This is analogous to the 
definition of Geomagnetic Depth Sounding (GDS) transfer functions (Section 2.1); Brasse and 
Junge (1984) employed the same model to study geomagnetic induction in a pipeline. To derive 
[T(f), T(f)}, it is sufficient to set the following partial derivatives to zero (e.g. Parkinson, 1983; 
Bendat and Piersol, 2000) 
(5N(f)\ 	
(4.15) k. C9T 
(8N(f))
T~ 
=0 	 (4.16) 
&T;  
This leads to a pair of equations which can be solved for T(f) and T,(f) 
= 	- SXYSIZ = SS ZX  SXySXi 	 (4.17) 
sxssyy - sx y syx 	sxxsy , - sx y syx 
(e.g. Jones, 1981), where 	and 	are estimates of the auto and cross spectra. 
In principal, the Least Squares approach to estimating [T(f),T(f)] offers simplicity and 
statistically optimal results (Chave et al., 1987). The simplicity of LS is suggested by the form 
of equation 4.17; in order to estimate T1 and T we need only calculate auto and cross spectra 
from each of the three time series, and substitute appropriately. The statistical optimality 
of LS is guaranteed by the Gauss-Markov theorem, but the regression model must accurately 
describe the data (Chave et al., 1987). LS can fail "catastrophically" for noisy data resulting 
in estimates which are heavily biased, or oscillatory (e.g. Gamble et al., 1979; Egbert and 
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Livelybrooks, 1996). The failure of LS in EM response function estimation is attributed to two 
fundamental inadequacies (Egbert and Livelybrooks, 1996; Banks, 1998). 
Firstly, the assumption that noise only occurs in the output channel only may be violated due 
to the inadequacy of the physical model. The magnetic field will generally contain contributions 
from spatially non-uniform sources and this represents one source of noise (e.g. Beamish, 1979). 
The problem of noise in the magnetic channels led Gamble et al. (1979) to propose, and develop, 
the remote reference technique commonly employed in MT data processing (e.g. Ritter et al., 
1998), where the magnetic field is recorded simultaneously at two stations beyond the coherence 
range of the noise (Banks, 1998). 
Secondly, the LS estimator implicitly assumes a Gaussian distribution for the errors in 
equation 4.14 (Egbert and Livelybrooks, 1996; Banks, 1998). Unfortunately, in estimating 
response parameters from natural EM data, these statistical assumptions regarding the error 
distribution are found to be poorly realised due to the non-stationarity of both signal and of 
noise (Chave et al., 1987); the resultant failure of the LS approach is both well known and 
documented. For example, the assumption of Gaussian distributed residuals can be tested 
by plotting the distribution of actual residuals observed against the distribution of residuals 
expected from a Gaussian error distribution. Such plots are called Quantile-Quantile (Q-Q) 
plots or normal probability plots (e.g. Egbert and Booker, 1986; Draper and Smith, 1998). If 
the residuals follow the expected distribution then a straight line is obtained in the Q-Q plot. 
However, if there is a significant departure from linearity, it may be concluded that the data are 
contaminated by outliers. Egbert and Booker (1986) presented examples of Q-Q plots for GDS 
data from two stations in Western Washington. For these data, the residuals were observed 
to be Gaussian at short periods (60s). However, as the period increased (to a maximum of 
3600s) the error distribution became increasingly 'heavy-tailed' i.e. the residuals were much 
larger than expected for a Gaussian distribution. In addition, they verified that the largest 
residuals resulted from data associated with a severe magnetic storm, thereby highlighting both 
the inadequacy of the physical model (assumption of uniform sources), and the assumptions 
regarding the error distribution. They also demonstrated that the error variance depended 
on signal power at periods greater than 300s, which clearly invalidates the LS assumption of 
independent, identically distributed Gaussian residuals. Thus significant deviations between 
model predictions and measured data are to be expected. 
Chave et al. (1987) neatly summarise the peril of the LS approach "The breakdown of the 
Least Squares model, while sometimes spectacular in form, is more typically insidious in that a 
seemingly reasonable answer is obtained". The problem of the traditional LS approach has led 
to the development of robust statistical methods (e.g. Egbert and Booker, 1986; Chave et a!,, 
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1987; Smirnov, 2003). Jones et al. (1989) demonstrated the superior performance of robust 
statistical methods in the estimation of MT response functions. 
Processing Strategy 
Despite the foregoing, we still wish to retain the simplicity of the model, and the efficiency of the 
LS approach in estimating GIC transfer functions. In Section 4.2, we saw that during periods 
of magnetic disturbance GIC were coherent with the horizontal magnetic field components 
of ESK, but that the relationship depended on both time and frequency. Thus, it may be 
anticipated that at some times the data will be consistent with the linear relationship assumed 
by equation 4.14, while at other times not. Essentially, the robust processing scheme of Egbert 
and Booker (1986) accounts for this by adaptive screening, and weighting, of the data (Egbert 
and Livelybrooks, 1996). The robust processing package of Egbert and Booker (1986) was 
therefore employed to calculate the GIC transfer functions in this Section. 
Egbert and Bookers (1986) approach is based on the 'regression M-estimate' (RME) which 
is similar to least squares: it minimises the difference between prediction and observations. 
However, the measure of misfit is formulated in such a way that a few bad data points (outliers) 
cannot dominate the estimate. Specifically, re-expressing equation 4.14 in the form 
1(f) = T7(f)H(f) (4.18) 
where 1(f) is the GIC, TT(f)  is the transpose of a complex two vector called the GIC response 
function, and H(f) is horizontal magnetic field, we seek an estimate of the GIC response function 
t which minimises an expression of the form 




k 	a  
for k observations, and where p(r) is a suitable loss function. Egbert and Booker (1986) employ 
{ r2 /2, 	Irl < To 
= 	 (4.20) 
rolnl —r/2, Irl >rO 
The loss function therefore corresponds to LS minimisation (L2 norm) for residuals smaller than 
r0; if the residuals are larger than r0, then a double exponential distribution error distribution 
is assumed, and an L norm (the absolute value of the residual) is minimised (Egbert and 
Booker, 1986; Draper and Smith, 1998). The transition point between L 2 and L 1 minimisation 
is set to ro = 1.5a, and this controls which residuals are considered large; a robust estimate of 
the error scale (a) is therefore employed (Egbert and Booker, 1986). 
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The minimum of equation 4.19 is found, in the usual manner, by differentiation, setting it 
equal to zero, and solving the resultant system of equations, viz. 
(4.21) 
k 	 / 
where (r) = p'(r). In practice, the solution of equation 4.21 is computed with an iterative LS 
algorithm which down-weights outliers by setting the weight, 
w(r) = ii(r)/r. 	 (4.22) 
Thus, starting from the LS estimate of the response function (To) and error scale (& o ), the 
predicted and residual GIG are computed using equation 4.21, 
'kO = H'T0 and rko = Ik -. 'kO 	 (4.23) 
and then a 'modified observation', 
'ki = 'kO + w(rko/ão)rko. 	 (4.24) 
is calculated. For the loss function (eq. 4.20) used by Egbert and Booker (1986), the weight 
function is 
Ii 	II<o 
p(r) = 	 (4.25) 
I ro/r, I rl > ro 
Therefore, if the residuals are smaller than r0, the 'weighted' observation is identical to the 
original observation. However, if the residual exceeds r0, the observations are down-weighted 
and 'pulled' closer to their predicted values. The modified observations (Ii ) may now be used 
in place of the originals (I), and a new LS estimate of the TF computed 
t1 = (HTH)_l(HTI 1 ) 	 (4.26) 
as well as a new error scale estimate &. Thus an iterative solution of equation 4.21 is employed 
by Egbert and Booker (1986). 
Implementation 
The processing consisted of two main stages. Firstly, a windowing and Fourier transform routine 
(dnff), and then the calculation of the transfer functions from these estimates using the RME 
method (tranmt). 
dnff is based on a modified form of WOSA (Section 4.1). It incorporates Cascade 
Decimation (e.g. Wight and Bostick, 1986) which allows a variable window width to be used 
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and may be tailored to the period band of interest. The default window length of 128s was 
used; as was the default overlap of 32s. This defines the first decimation level for which the 
Fourier coefficients are computed, and the resolution bandwidth of the analysis. Longer period 
estimates are generated by combined low-pass filtering, and decimation (by 4) of the filtered 
time series. Four decimation levels were used, with associated sampling rates of 1, 4, 16, and 
64s. The data were windowed using a pi-prolate spheroidal window, and pre-whitened, to guard 
against spectral leakage (Egbert and Booker, 1986). 
tranmt computes the robust transfer functions using the RME method described previously. 
It requires a period band structure to be defined. Twenty-five period bands were defined; the 
central band of each period was arranged to be evenly spaced in log T (e.g. Banks, 1998), with 
a maximum of ten estimates per decade of period. Thus the computed GIG response covers the 
period range 4— 1489s; see Table 4.1 for the period band structure. In addition to the estimated 
response functions, tranmt provides an approximate error covariance matrix; see Egbert and 
Booker (1986), and the extensive documentation they provide, for further details'. 
The HUNT, NEIL and TORN transfer functions were calculated using the April 2000 data, 
and the STHA transfer functions were calculated using the November 2001 event; see Table 3.2. 
The band structure is shown in Table 4.1, as are the initial (v), and final (l'fjnat)  number of 
effective degrees of freedom at each period, and the typical number of iterations required for 
each period band. The magnitude and phase of the transfer functions were calculated via the 
following formulae 







and similarly for T. The diagonal elements of the error covariance matrix (error variances) 
were used to derive estimation errors for both the TF magnitude and phase by assuming linear 
propagation of errors (e.g. Bevington, 1969). 
'the WWW URL where the processing package may be obtained from is given in the references 
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TRANMT 
Period Band Decn. Level Period [S] Vint z.'final Iterations 
1 1 3.8 898 762 17 
2 1 4.6 2694 2251 19 
3 1 5.8 2245 1779 23 
4 1 7.3 1796 1512 11 
5 1 9.1 1347 1096 10 
6 1 11.6 1347 1079 12 
7 1 15.0 898 671 10 
8 1 19.6 898 648 15 
9 1 28.4 898 595 13 
10 2 33.0 444 272 13 
11 2 42.7 333 211 12 
12 2 53.9 222 130 15 
13 2 68.3 222 126 24 
14 2 85.3 111 65 16 
15 2 102.4 111 59 19 
16 3 132.1 108 69 13 
17 3 170.7 81 58 8 
18 3 215.6 54 42 8 
19 3 273.1 54 47 7 
20 3 341.3 27 23 7 
21 3 409.6 27 24 6 
22 4 528.5 24 24 3 
23 4 712.3 24 22 6 
24 4 1024.0 18 18 4 
25 4 1489.5 12 12 3 
Table 4.1: The period band structure employed in tranmt; see text for details. 
41. THE FREQUEXCY RESPDXSE OF SP GIC 	 87 
4.4 The Frequency Response of SP GIC 
The GIC transfer functions (TF) calculated using the RME method are presented in this section. 
In Section 4.2, we saw that the phase between the horizontal ESK components and SP GIC 
appeared to depend systematically on variation period. Thus, before considering the TF in 
detail we first consider the phase response. 
Correction of Phase Spectra 
Figure 4.6 shows the magnitude, and phase, of the HUNT and NEIL GIC transfer functions 
(TF) (eq. 4.14). Figure 4.6 demonstrates that the phase shift noted in Section 4.2 does appear 
to depend systematically on period. While we expect the TF phase to depend on period, for a 
harmonic time dependence of the form the phase of a causal transfer function should be 
confined to the second and fourth quadrants (e.g. Vozoff, 1991, p.  653). However, as we move 
from long to short periods, the phase appears to be shifted out of the quadrant consistent with 
the time dependence, and assumption of causality. There are a number of possible explanations 
for the shift.; these are now briefly examined. 
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Figure 4.6: Magnitude and Phase of HUNT (left) and NEIL (right) transfer functions prior 
to correction of the phase spectra, see text for details. T and T are the X and Y transfer 
functions respectively. 
Firstly, the TF will contain a phase contribution from the MT impedance, which describes 
the response of the Earth (Section 2.1), and that of GIC. Out-of-quadrant phases are observed 
in MT studies. However, it is primarily the longer periods which are affected, and the effect 
is thought to be linked to strong distortions of the electric field due to highly conducting 3D 
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bodies (e.g. Egbert, 1990; Groom and Bahr, 1992; Lezaeta and Haak, 2003). In GIC studies it 
is generally assumed that the power network responds in an Ohmic' manner, and that no phase 
shift exists between the imposed voltage and current flow (Lehtinen and Pirjola, 1985; Pirjola, 
2002a). However, we saw in Section 2.3 that phase shifts may begin to become non-negligible 
at periods less than ' s 10 - lOOs (Figure 2.9). Thus, if this is the case, then the observed 
phases would be extremely interesting: they would provide experimentally determined, rather 
than modelled, constraints on the period range within which it is acceptable to model GIC in a 
power network represented by DC parameters. However, there is some doubt about the relative 
time-control between the two time-series. Both the GIC, and Magnetic, time series are supposed 
to be time stamped using GPS clocks, with an expected precision better than, or equal to, 0.1s 
(Section 3.1). However, it is possible that the GIC data may have been time-stamped using 
the PC clock associated with the data-logger (Section 3.1). In addition, there are a number of 
opportunities where small systematic shifts could be introduced e.g. the extraction of the GIC 
data, and re-sampling to 1Hz (see Section 3.1) Thus, a small time-misalignment introduced as 
part of the measurement process provides the most likely explanation for the out-of-quadrant 
phases. This is similar to early MT studies, where the electric and magnetic fields were logged 
on paper chart recorders, and MT phases were corrected for 'pen parallax' which can result 
in a small (in comparison to the sampling interval) time-misalignment between the magnetic 
and electric time series (e.g. Jones, 1977). Therefore, all TF phases were corrected, and the 
procedure to do this is now described. 
A small time misalignment (r0 ) appears as a linear trend in the phase spectrum when 
frequency is plotted on a linear scale (Priestley, 1981a). Thus, the phase spectrum can be used 
to estimate ro by noting that 0 is a linear function of frequency with slope equal to 2ir7o (for 
in radians) (e.g Bendat and Piersol, 2000, pp.  147-148). The estimates of phase are spaced 
evenly in logT (Section 4.3), and the T1 phase curve appears to be the best defined at each 
site. Therefore, to estimate 7-0, a function of the form 
f(T, a, b) = a x (11T) ± b 	 (4.29) 
was fitted to each T phase curve separately. The parameters a and b define the gradient of the 
phase spectrum and quadrant of the phase angle respectively. Where necessary, the phase range 
was extended by appropriate addition of 27r to account for wrapping of the phase spectrum. 
For example, for NEIL T, 27r was added to the negative phases. The estimated parameters 
and associated time misalignment in each case are given in Table 4.2; an example of the phase 
trend for the HUNT T phase is shown in Figure 4.7. T0 is calculated by noting that a = 3607 0 
(for 0 in degrees). ro is of the order of a second in each case, which appears reasonable given 
the suspected cause outlined above. 
4.4. THE FREQUENCY RESPONSE OF SP GIC 	 89 
Thus, using the determined value of 70, the phase spectra were adjusted by pre-multiplying 
the Fourier transform of the GIC time series by a factor of e 0  (e.g. Jones, 1977), and 
recalculating the GIC TF using tranmt (Section 4.3). 
Site a b 
HUNT 597.98 ± 44.2 -46.50 ± 4.5 1.66 ± 0.1 
NEIL 322.99 ± 16.8 132.88 ± 1.7 0.90 ± 0.1 
TORN 161.83 ± 34.4 -34.17 ± 3.5 0.45 ± 0.1 
STHA 1502.54 ± 187.6 125.85 ± 4.2 4.2 ± 0.1 
Table 4.2: Estimated parameters of the trend in the GIC T TF phase, and calculated time 
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Figure 4.7: The HUNT T phase, and the trend (green line) found by fitting eq. 4.29; see 
Table 4.2 and text for details. 
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The GIC Transfer Functions 
The GIC Transfer Functions after phase correction are shown in Figure 4.8. The error bars 
denote 95Y confidence intervals. The magnitude scale is A/nT: phase is given in degrees. 
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Figure 4.8: Magnitude and Phase of HUNT (top left), NEIL (top right), STHA (bottom left) 
and TORN (bottom right) transfer functions with 7-0-corrected phase. T and T are the X and 
Y transfer functions respectively. 
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Magnitude 
The amplitude responses appear self-consistent within the estimated errors: where the response 
varies smoothly with period the estimated errors are small. When the response becomes more 
ragged the TF generally remain smooth within the envelope defined by the errors. 
The period dependence of HUNT, NEIL and STHA TF is very similar, and contrasts with 
that of TORN. Over the period range 10-1000s, the magnitude of all TF generally increases 
as the period decreases. At TORN however, the amplitude response is fairly flat at periods 
greater than lOOs. The response of each site is a maximum at lOs; at periods below lOs the 
response at HUNT, NEIL and STHA decreases sharply, while the response at TORN appears 
to level off. 
At HUNT and STHA, the T and T TF appears well-defined; at NEIL and TORN, only 
the T TF is well defined. Across the whole period range considered here, T dominates the 
response of NEIL and TORN, and the T TF only makes a second-order contribution. Also, 
the T, responses appear to be better quality than the T responses at NEIL and TORN; this is 
almost certainly due to the general lack of significant coherence between the ESK Y component 
and the NEIL and TORN GIC (Section 4.2). At HUNT and STHA. the T and T TF are of 
very similar magnitude, and therefore make an almost equal contribution to the GIC response. 
However, at STHA, T is marginally bigger than TX . Despite the poor quality of the NEIL 
T response, we can see that the shape of the NEIL T and T TF are very similar to the 
corresponding HUNT TF; only the relative amplitudes differ. For example, the T TF of both 
HUNT and NEIL display a small amplitude drop at 15s, and a kink' in the amplitude curve 
at 300s. These are matched by a corresponding increase in T at 15 and 300s at both 
sites. 
Phase 
Figure 4.8 shows that the phases are now confined, more or less, to quadrants consistent with 
the time dependence, and causality. Thus, the process of 'correction' appears to have been 
partly successful, but there are still obvious problems e.g the out-of-quadrant STHA T phases, 
and the scattered TORN T phases which are almost certainly due to the lack of correlation 
between the ESIC Y component and TORN GIC (Section 4.2). 
Similar to the amplitude curves, the T TF phases are the best defined; only at HUNT and 
NEIL are both T and T phases reasonably well constrained. 	is confined to the second 
quadrant for NEIL, and the fourth for HUNT, and vice versa for 	. This implies that GIC at 
NEIL will be out-of-phase with variations of the X component of the geomagnetic field at ESK, 
and in-phase with variations in the Y component. This is most easily seen by considering a unit 
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geomagnetic disturbance polarised in the geographic north direction with zero phase. Then the 
time dependence of a single frequency component (i.e. the GIC phasor) can be expressed as 
JX 
= { ITx Iete_t] = Tcos(wt - 	 (4.30) 
Therefore, at t = 0, the GIC at HUNT will be in-phase with variations in the ESK X 
component while NEIL will be anti-phased. This is consistent with the time domain observations 
presented in Chapter 3. 
The phase of the MT impedance is often interpreted in terms of the conductivity structure 
of the Earth; see Section 2.1. It is interesting to attempt to interpret the TF phases in a similar 
manner. We consider only the best defined phases: 0., of HUNT, NEIL and TORN. The phases 
were shifted to the first quadrant according to the MT convention (Hobbs, 1992): the phase 
curves in the fourth quadrant were reflected about 0 ° , while those in second were reflected 
about 90 ° ; see Figure 4.9. In addition, this highlights that the phase estimates are of fairly low 
quality in comparison to those of a modern MT study. Nonetheless, we may at least attempt a 
qualitative interpretation. 
I 	-------- I 	-------- I 
HUNT 






10 	 100 	 1000 	 10000 
Period [s] 
Figure 4.9: T phase of HUNT, NEIL and TORN. 
The period dependence of the HUNT and NEIL T phase contrasts with that of TORN; the 
response of TORN is more complex. The 0., phase of NEIL is generally flat in the period range 
20-1000s, at 55°. However, a slight decrease in the phase, as the period decreases from 100 to 
lOs, is suggested. This is more pronounced at HUNT: the phases are high (60° - 80 0 ) at 1000s, 













4.4. THE FREQUENCY RESPONSE OF SP GIG 	 93 
long (> lOOs), periods the TORN phase is generally low ( 200 - 350); in-between, the phases 
are comparatively high (-.. 60°). 
Assuming the GIG TF phase may be interpreted as if it were the MT impedance phase, then 
the phase response of HUNT and NEIL suggests a conductive structure at depth, over-lain by 
more resistive material. The opposite depth dependence is suggested by the TORN phase. We 
can use the skin-depth formula (eq. 2.6 and Figure 2.1), along with the low resistivity (lOIlm), 
to estimate a minimum penetration depth of the EM field. At 1000s, skin-depths are at least 
50km; at lOs, skin-depths are > 5km. Thus our overlying' structure is at mid to upper-crustal 
depths, while at the longer periods the EM fields penetrate the whole crust and upper mantle. 
Is the structure suggested by the GIG TF phase consistent with what is known about the 
configuration of crustal conductivity in the region? For TORN the answer is 'yes'. TORN is 
situated close to the mid-crustal conductor (10-20km depth) south of the Southern Uplands 
Fault (Section 2.4); see Figures 2.13 and 2.14, and recall from Section 2.4 that Banks et al. 
(1996) successfully projected their resistivity model along the strike of the magnetic anomaly 
contours. The TORN T phase also compares well with the measured MT data of Banks et al. 
(1996). They present E-polarisation phase pseudo-sections (where the phase of each site in 
a MT profile is plotted as a function of period, a proxy for depth), and these show a high 
phase anomaly (".. 70°) at periods < lOOs. For HUNT and NEIL, the answer is less certain. 
Ingham and Hutton (1982) presented long period (20-1000s) phase curves at a number of sites 
in the Midland Valley. The E-polarisation phases are the smoothest across the period range of 
Ingham and Hutton (1982), and the phases are generally low (' 30° - 40°). In addition, the 
configuration of conductivity suggested by the anomalous vertical magnetic field (Figure 2.13) 
suggests that the crust of the Midland Valley is generally more resistive in comparison to that 
of the Southern Uplands. 
Given the proximity of TORN to the laterally extensive conductor provided by the North 
Sea waters (see Figure 1.3), the overall response of TORN is somewhat surprising. We know 
from Section 2.4 that in the period range 200-2000s the shelf seas influence the observed EM 
fields. In addition, the modelling work of Beamish et al. (2002) shows that we would generally 
expect large electric fields at coastal locations, and therefore, presumably, large GIG. However, 
the complex crustal structure of the NESS region modifies the regional electric field, and at 
periods greater than 200s, the EM response of the main conductivity anomalies of the NESS 
region is thought to be galvanic (Section 2.4). Directly above, or near, a (high) conductivity 
anomaly responding galvanically, the total electric field will tend to be reduced (e.g. Jiracek, 
1990). Thus, for a given background resistivity, the electric field will appear anomalously low. 
In comparison to the other sites (e.g. NEIL), the amplitude response of TORN is generally 
fiat' at longer periods, and the TF phase is suggestive of a resistive structure. In other words, 
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at long periods the TORN TF phase suggests that the structure is resistive, and we would 
generally expect higher electric fields and therefore large GIC. However, the amplitude appears 
anomalously low. This kind of response is consistent with galvanic distortion of the electric 
field. 
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4.5 Reappraisal of the GIC Time Series 
Having performed the spectral analysis of the GIC data, we are now in a good position to 
re-consider the GIC time-series. For brevity, we restrict attention to NEIL and TORN, and 
consider the time period 23:00-00:OOUT, 6/7 April 2000. During this hour, the largest GIC 
of the April 2000 event occurred, not only at the SP sites, but also at GIC sites in Finland 
(Pulkkinen et al., 2002). 
Comparison of TORN and NEIL GIC 
The TORN GIC are shown in Figure 4. 10, the NEIL GIC in Figure 4.11. For ease of comparison, 
the NEIL GIC polarity was reversed by multiplying the time series by -1. The green line 
shows a low-pass filtered NEIL GIC. A Butterworth filter of degree 8, and cutoff period of 200s, 
with forwards-backwards filtering to preserve phase, was used (e.g. Ackroyd, 1973). The large 
amplitude negative excursion of the x component, which begins at approximately 23:18UT, and 
lasts for 10 minutes is suggestive of an intense WEJ (e.g. Pulkkinen et al., 2002); see also 
Figure 3.4. 
At TORN, it is the main WEJ that appears to 'cause' the largest GIC, rather than a 
superimposed, rapidly varying current system (e.g. Pulkkinen et al., 2002). At NEIL, there 
are certainly rapid variations, and large GIC, but the bandpass filtered GIC demonstrate that 
these are superimposed on a longer period response, the shape of which has more in common 
with the magnetic field variations, than the field rate of change. 
We can check that the NEIL and TORN TF give reasonable GIC values. At a period of 
600s, representative of the variation of the WEJ, the magnitude of the NEIL and TORN T TF 
(Figure 4.8) is approximately 1.8 x 10- 2  and 7.5 x iO A/nT respectively. The amplitude of 
the WEJ is " 700nT giving a GIC magnitude of 13A and 5A for NEIL and TORN respectively. 
These compare well with the observed GIC; see Figures 4.10 and 4.11. We can perform a similar 
calculation for 'rapid' variations. The field rate of change may be viewed as a high-pass filtered 
version of the magnetic field, in which long period variations are suppressed and the phase is 
shifted. The phase shift ensures that, at any given variation period the field rate of change leads 
the magnetic field. Inspection of Figure 4.10 reveals that even the largest amplitude 'rapid' 
variations, vary on time-scales of -.- 50 - lOOs. For example, the largest amplitude field rate 
of change observed throughout the April 2000 events (dx/dtJ = 11.8nT/s; Table 3.2) occurs 
at approximately 23:18UT. It is associated with a SO heralding the intensification of the WEJ 
(Pulkkinen et al., 2002). We use this to estimate, as before, the size of the NEIL and TORN 
GIC; this time for a rapid change of the magnetic field. A reasonable variation is period 60s, 
and the the magnitude of the NEIL and TORN T TF (Figure 4.8) is approximately 8 x 10-2 
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and 1 x 10-2 A/nT respectively. We must account also for the filter gain. The field rates of 
change were calculated using central differences (Section 3.2); it can be shown that the gain 
of a central difference operator is sin(27r/T), where T is the period and A is the sampling 
interval (e.g. Schwartz and Shaw, 1975, p.69). At a period of 60s this means that the amplitude 
of the magnetic field variations are reduced by a factor of 10. Therefore, the magnitude of 
the magnetic field variation, at 60s, is approximately 120nT; the relevant T TF predicts GIC 
magnitudes of approximately bA and 1A for NEIL and TORN respectively. Inspection of 
Figures 4.10 and 4.11 reveals that this is in reasonable agreement with the observed GIC. For 
example, in the time period 23:15UT-23:20UT, TORN variations on a time-scale of 60s have 
an amplitude of no more than 1A; at NEIL, minute-to-minute variations are larger, but the 
amplitudes are no more than ' 5 - bA. 
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Figure 4.10: The x component of the ESK magnetic field (top), TORN GIG (middle), and 
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Figure 4.11: The x component of the ESK magnetic field (top). NEIL GIG (middle), and 
dx/dt ESK (bottom) on 6/7 April 2000. The green line shows low-pass filtered NEIL GIC 
using a cut-off period of 200s. The polarity of NEIL is reversed to aid comparison 
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4.6 Summary 
In Section 4.2 strong coherence (2 = 0.9) between the ESK magnetic field variations and SP 
GIC was demonstrated in the period range - 2 - 500s. The coherence was found to depend on 
time, variation period, and location. The transfer function model extended the period range 
to 1500s. Both the time-frequency and transfer function analysis suggest that GIC at HUNT 
and STHA are correlated with both ESK horizontal magnetic field components, while GIC at 
TORN and NEIL are correlated mainly with the ESK x component. The relative phase of 
GIC as a function of variation period was difficult to determine using the spectrogram plots 
(Section 4.2) alone because of a systematic shift with period. However, during intervals of 
strong ( > 0.9) coherence, we saw that the phase at a given variation period is constant in 
time. This suggests that it is property of the power network, and the Earth response, rather 
than a property of the external source field. 
The Transfer Function (TF) analysis (Section 4.3) suggests that the Earth response is 
modifying significantly the GIC response. The main observations of the GIC time series were 
reflected in the GIC TF. Specifically, the largest TF response was that of NEIL: the smallest 
TORN. The smoothed character of TORN GIC appears mainly due to the flat response of 
the TORN T response at periods > 60s. Regardless of the true cause of the out-of-quadrant 
phases, the correction at TORN proved successful i.e. we were able to consistently interpret 
the GIC TF phase as if it were an MT impedance phase. At long periods (>200s) the lagged 
character of the TORN time-series (Section 3.3) is manifested in low T1 TF phases (' 20° - 25°; 
Figure 4.9), in comparison to, for example, NEIL ( 55°; Figure 4.9). The TORN TF phase 
response is suggestive of a good conductor located in the middle crust: this compares well with 
both the Banks et al. (1996) resistivity model of the Southern Uplands, and the measured MT 
impedance data from which the model was derived. Taken together with the TF amplitude, 
then it is suspected that the galvanic response of the SUF conductivity anomaly modifies the 
electric field, and therefore the TORN GIC. 
The form of the magnetic spectra (Section 4.1) illustrates why we must consider both the 
source amplitude, and variation period, of the magnetic field variations. An increase in electric 
field amplitude which may be anticipated as the variation period decreases (e.g. Figure 2.3), will 
be offset by the decreasing amplitude of the magnetic field variations. The GIC TF describe the 
amplitude and phase of the resultant GIC with respect to the magnetic source. In Section 4.5 we 
investigated the amplitude dependence using the NEIL and TORN GIC TF. This highlighted 
two things. Firstly, that at both NEIL and TORN a significant long period (>200s) response is 
present. Secondly, the TORN GIC are dominated by the longer period response. These results 




the largest GIC. From Chapter 6 onwards, where we investigate the electric fields in the UK, 
we restrict attention to the period longer than 200s. 
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Chapter 5 
Estimating the Maximum 
Scottish Power GIG 
There are events, such as the March 1989 magnetic storm, which are likely to have led to large 
GIC in the SPTN (Section 3.4). Assuming that SP GIC observed during the current monitoring 
campaign are typical' of those that would have been observed, had GIC been monitored, during 
the last solar maximum circa 1990 (Section 3.3), we estimate how large GIC may have been. 
Of the four SP monitoring sites in the SPTN, the largest GIC are usually observed at NEIL 
(Section 3.3), so we concentrate on that site here. In Chapter 4, the GIC transfer function 
model proved very useful in investigating the period dependence of GIC. Here we use the TF 
model to generate GIC time-series. In Section 5.1, we re-calculate the transfer functions in a 
form suitable for this. The five large events identified in Chapter 3, and the NEIL TF, are then 
used to estimate how large GIC may become given a repeat of similar magnetic storm conditions 
(Section 5.2). Two brief case studies are presented in Section 5.3. Firstly, the calculated March 
1989 GIC time series, but without a detailed analysis of this complex magnetic disturbance 
event. The main purpose is to show when the largest GIC occurred, and outline how large 
the GIC may be if a storm similar to March 1989 were to re-occur. Secondly, the NEIL GIC 
data collected prior to the year 2000 (Beamish et al., 2002) are compared to those of the GIC 
calculated using the NEIL TF. 
5.1 Calculating GIC Time Series 
In this section, we re-calculate the GIC TF in a form suitable for the generation of time-series. 
In Chapter 4, the robust package of Egbert and Booker (1986) was used to estimate the GIC 
TF. However, this is tailored toward providing band-averaged estimates of response functions, 
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and these were arranged to be evenly spaced in log T. We could use the band-averaged estimates 
of the TF. However, in order to employ an FFT algorithm (e.g. Press et al., 1992), we need 
to interpolate the TF estimates onto a grid spaced linearly in frequency. This could be done, 
for example, by using cubic splines (e.g. Jones, 1980; Egbert, 1992). However, the goal here 
is to produce a time-series. We use the mismatch between the calculated time-series and the 
data from which it was derived to guide our choice of analysis parameters (e.g. window length) 
rather than the smoothness, or stability of the resultant TF. However, the resultant NEIL TF 
are presented and we check that they correspond to their counterparts in Chapter 4. 
Spectral Estimation 
WOSA was employed to estimate the raw spectral estimates (Section 4.1) to calculate the 
relevant auto and cross spectra (eq. 4.17), with a 'Tukey-Hanning' (e.g. Priestley, 1981b; 
Smirnov, 2003) data taper. De-trending was performed using a high-pass Butterworth filter of 
degree 8 tailored to the window length involved, and forward-backwards filtering was employed 
to preserve phases (Ackroyd, 1973). For each segment of data, the appropriate cross-spectral 
quantities were then calculated (Section 4.3), and the T and T TF determined. This provided 
a set of time-local estimates of the GIC TF. A key point in the processing, is the combination 
of estimates from different segments to form the resultant TF. Banks (1998) found that the 
median effectively located the correct response value (of the MT tensor elements) although 
the measured data from which they were derived were clearly non-stationary. The median of 
the resultant set of transfer functions was therefore used as a robust estimate here. The Inter 
Quartile Distance (IQD) provides a robust estimate of the error associated with the response 
function (Chave et al., 1987; Chave and Thomson, 1989). The median and IQD were calculated 
separately for the real and imaginary parts of the complex TF. The errors in each were assumed 
equal, and the larger IQD of the two was used for both. For the purposes of comparison with 
the TF in Section 4.3, additional band averaging was employed to produce estimates of the 
transfer functions evenly spaced in log T, with five estimates per decade. 
Generation of GIC time series 
As in Section 4.3, the April 2000 data were used to determine the GIC TF as outlined above. 
We now wish to demonstrate two things. Firstly, that a reasonable GIC time series may be 
generated using the TF model (equation 4.14). Secondly, that we may use magnetic data from 
a different event to calculate a GIC time-series. The ESK magnetic field variations associated 
with the July 2000 event (Table 3.2) are used for this purpose. 
To generate the GIC time series, the data window was advanced through the magnetic time 
series in steps of ten seconds. At each step the magnetic data were de-trended, windowed 
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and Fourier transformed, multiplied by the relevant GIC transfer function (eq. 4.14), then the 
inverse Fourier transform was applied. The central ten seconds of the resultant GIC data vector 
was selected and stored. Each ten second data segment was concatenated to form the resultant 
GIC time series. Selecting only a small portion of the time-window ensured that the data were 
free of any bias associated with the application of the data window. 
As usual there is a trade off between resolution in the time and frequency domains. Short 
time windows mean good temporal, but poor spectral resolution; long time windows mean poor 
temporal, but better spectral resolution. In order to guide the choice of window length, and 
provide an indication of the success of the process, the root-mean-square (RMS) error of the 
'fit' () between the calculated and measured GIC data was used. A window length of 2048s 
was found to provide a good match between the observed and predicted GIC. Shorter windows 
were tried, but as the window length decreased, e increased; see Figure 5.1. 
The NEIL TF (after phase correction; Section 4.4) are also shown in Figure 5.1. They 
compare well with their equivalent T and T, TF in Section 4.4. The overall shape of both 
the T and T TF is similar, as is the amplitude level of each. The general downturn in TF 
magnitude at short (< lOs), and 'kink' at long (>200s) periods is evident in both. The phase 
response compares well also, although a more pronounced variation with period in the T TF 
phase presented here is apparent. There are other differences, such as the amplitude of the 
longer periods being more severely depressed in the TF calculated here. However, it is not the 
purpose of this Chapter to investigate the reasons for these differences: the TF in Chapter 4 
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Figure 5.1: The RMS error of the fit between predicted GIC time series and NEIL GIC data as a function of window length (left.). Magnitude and 
Phase of NEIL transfer functions (right). T and T. are the X and Y transfer functions. See text for details. 
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The calculated and observed GIC time series at NEIL for two different time-intervals of the 
July 2000 magnetic are shown in Figure 5.2. In both cases, the calculated and observed GIC 
are remarkably similar. The Sudden Storm Commencement (SSC) produced the largest GIC of 
the event (17.1A; Table 3.2), and the largest GIC observed thus far at any of the SP monitoring 
sites. The TF appears to capture both impulsive magnetic field changes such as the SSC, and 
the pseudo-regular pulsations which follow. There are some problems however. On occasion 
amplitude offsets occur, although the shape of the calculated GIC is similar. The maximum 
data length transformed was 2048s thus periods longer than this ( 30mm) are not resolved. 
In developing the TF, unresolved periods were omitted by high-pass filtering. For comparison 
purposes, no filtering is applied to the observed data; thus variations with a period longer than 
2048s are still present. The size of the offset is 1A, consistent with the RMS error. Thus, 
in comparison to the largest GIC, the misfit is approximately equivalent to a 5% relative error 
which is acceptable for our purpose. 
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Figure 5.2: Observed and calculated GIC at Neilston for the sudden storm commencement 
of the July 2000 storm (top), and later in the ensuing magnetic storm (bottom). The Transfer 
function was derived using the April 2000 data. The magnetic data for the July 2000 storm 
were used as the input. 
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5.2 Setting the Scale of SP GIC 
For each of five large events identified in Section 3.4, the NEIL TF has been used to calculate the 
associated GIC. The magnetic data were only available as minute-means, and all calculations 
(Section 5.1) were undertaken using a window length of 64 minutes. This was found to provide 
a comparable RMS misfit (' 1A) to the 2048s window employed for the one-hertz data. 
Minute mean data are low-pass filtered versions of their 1Hz counterpart, and this causes 
the amplitude of rapid' variations to be reduced. An amplitude reduction of up to 30% was 
estimated by comparing minute mean GIC data (April 2000) with the equivalent one-second 
data. This provided a rough estimate of the downward bias associated with using the minute 
mean data. Five GIC time series were generated, and the peak GIC for each event identified. 
The results are summarised in Table 5.1, with the maximum predicted GIC, and estimated 
one-second GIC maxima, for each event shown in column five. 
max I dH I dT max I GICI 
Event Date(s) Day Num [uT/mm] [A] 
1 13 Mar 1989 72 1079.6 28 (36) 
2 8 Nov 1991 312 804.1 26 (34) 
3 21 October 1989 618.6 555.3 13 (17) 
4 1 Nov 1991 305 515.2 14 (18) 
5 7 Feb 1986 38 464.5 13 (17) 
Table 5.1: Maximum minute-mean predicted GIC for each event identified in Section 3.4. 
Shown in brackets are estimated maximum one-second GIC assuming minute-mean GIC are 
underestimated by 30%. 
These results set a scale for the size of the NEIL GIC that might be expected given the 
type of storm conditions experienced throughout each of the events. Given that we currently 
observe the largest GIC at NEIL (Section 3.2), then these results suggest that the size of the 
GIC at the SP monitoring sites is likely to be confined to an amplitude scale of a few tens of 
Amps. 
A plot of the calculated GIC time series for Events 2-5 of Table 5.1 may be found in Appendix 
B. The March 1989 event is considered in the next Section. 
5.3 Two 'Historical' GIC Events 
The calculated GIC time series for two events are presented in this Section. In each case 
presented below, only the x component of the geomagnetic field at ESK and associated time 
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derivative are shown for brevity. Equivalent plots for the y component can be found in Appendix 
B. 
13-14 March 1989 Storm 
Regardless of the ground based magnetic indices employed, the March 1989 magnetic storm was 
one of the largest geomagnetic storms in the time interval 1932 to 1995 (Bell et al., 1997). Using 
extreme value statistics of the Dst index, which measures the intensity of the ring-current (e.g. 
Mayaud, 1980) and therefore the occurrence of geomagnetic storms (Section 2.2), Silbergleit 
(1997) estimated a repeat interval of seven solar cycles for a geomagnetic storm of similar size 
to the March 1989 event. It may therefore be described as an unusually large magnetic storm, 
which is unlikely to recur every solar cycle. However, it does have special significance for GIC 
given the ensuing problems experienced by the Hydro Québec power system, a brief resumé of 
which is given by Bolduc (2002), to which the interested reader is referred. 
The x component of the geomagnetic field at ESK, and associated time derivatives are shown 
in Figure 5.3. 
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Figure 5.3: The x component of the ESK magnetic field (bottom) and its time derivative 
(top) during the magnetic storm of March 1989. 
The predicted GIC (uncorrected for the minute mean bias; Section 5.2) are shown in Figure 
5.4. The largest predicted GIC is approximately 28A at -.-22:00UT on 13 March 1989. Note 
that, the Hydro Québec collapse had already occurred seven hours earlier at 07:45UT (Bolduc, 
2002). This serves to provide one example of the local time dependence of magnetic storms, 
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and therefore GIC i.e. that activity tends to be concentrated around local midnight (Beamish 
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Figure 5.4: GIC calculated at NEIL using the ESK-NEIL transfer function. 00:00-12:00 UT, 
13/14 March 1989. The estimated maximum GIC of 28A occurs at approximately 22:00 UT. 
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17-18 November 1989 Storm 
Beainish et al. (2002) presented the available SP GIC data for the 17-18 November 1989 event. 
The measured data consist of an analogue pen-chart recording of GIG. The x component of 
the ESK magnetic field, and its time derivative for this event are shown in Figure 5.5. The 
measured and calculated GIG are shown in Figure 5.6 
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Figure 5.5: The x component of the ESK magnetic field (bottom) and its time derivative 
(top) during a magnetic storm which occurred on 17 November 1989. 
Two aspects are worth noting. Firstly, over the whole duration of the event, the peak GIC 
occurs at approximately 18:OOUT in both measured and calculated GIC. Secondly, although 
Beamish et al. (2002) expressed doubt about the calibration of the GIC monitor, the calculated 
GIC maximum is very close to the observed 5A. 
The relative amplitude of each of the GIC enhancements compare well. For example, two 
main periods of GIC activity occur at 18:OOUT, and 21:OOUT on 17 November. In both 
the calculated and measured GIC, the later GIC are of smaller amplitude. A small (' 1A) 
enhancement of GIC at 01:OOUT on 18 November is apparent in both the measured and 
calculated GIC. 
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Figure 5.6: Measured (top) and calculated (bottom) NEIL GIC, 17-18 November 1989. The 
measured data consist of a pen-chart recording of the NEIL GIC (redrawn from Beamish et al., 
2002). The two traces represent the same GIC measured using two different instruments. (A) 
corresponds to an instrument calibrated for a ± 25A signal; (B) for a ± 50A signal. The scale 
bar corresponds to Trace A; approximate times are shown for the data. 
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5.4 Discussion and Summary 
We saw that the NEIL TF calculated in Section 5.1 compare favourably with the equivalent 
TF in Chapter 4. Likewise, the simulated GIC time series for the July 2000 event, which were 
generated using the GIC TF calculated from April 2000 data, compares well with the measured 
data: the RMS misfit is of order an Amp; see Figures 5.1 and 5.2. In addition, given that 
the calculated and observed GIC for the 17 November 1989 event compare favourably then 
this gives a degree of confidence to both early observations, and the use of the April 2000 
NEIL TF to 'backwards predict' GIC. These findings suggest that the April 2000 NEIL TF are 
representative of the NEIL TF for a time period which extends from 1989 to at least July 2000. 
This demonstrates that the TF should be independent of time provided that the configuration 
of the power network remains the same. Thus, the TF calculated from one data-set may be 
applicable to subsequent and/or previous events. However, while the TF model is expected to 
be generally applicable to all data-sets, the TF calculated from one-event are not necessarily 
applicable to all other events. When comparing GIC at different times it should be remembered 
that changes in the transmission network topology or resistances may have a large effect on 
GIC values. Thus, if there are significant changes to the network then the TF need to be 
re-calculated (e.g. Viljanen, 1997b). 
The five large events, selected by using the time derivative of the ESK magnetic fields as an 
index of GIC activity (Section 3.4), and the GIC data available for the current SP monitoring 
campaign (Table 3.2), sets the likely scale of GIC at each of the four SP monitoring sites. The 
'largest' event, on the basis of both the ESK field rate of change and the calculated GIC, is the 
March 1989 magnetic storm. This provides an estimate of the upper limit of GIC at the SP 
monitoring sites. Given similar storm conditions, GIC at NEIL are unlikely to exceed 28A 
for minute mean data. Thus, the amplitude range of GIC at each of the SP monitoring sites 
appears to he confined to a scale of tens of Amps. c.f. measured one second GIC, presented in 
Tables 3.2 in Chapter 3. It is interesting to note that Erinmez et al. (2002) report transformer 
neutral GIC of up to 25A the National Grid, which covers in England and Wales, although they 
do not provide dates. 
Chapter 6 
Modelling the UK Electric Field 
A main focus of GIC research has been the development of external source field models. but 
the EM response of the Earth has generally been represented by a 1D surface impedance 
(Section 2.3). The re-distribution of the electric field due to lateral conductivity boundaries has 
effectively been ignored. However, Chapter 4 established that long period (> 200s) induction 
makes a first order contribution to the observed SP GIC. For these periods, then the Atlantic 
Ocean, and shallow shelf seas are known to influence the observed EM fields (Section 2.4). In 
addition, repeated investigation of the Iapetus Suture Zone (Section 2.4) has highlighted two 
major conductivity anomalies, located in the upper to middle crust, in the region occupied by 
the SPTN (see Figures 2.13 and 2.14). Moreover, the amplitude and phase response of TORN 
GIC, over the period range 2-1000s (Section 4.4), is consistent with the measured MT data in 
the NESS region, and the conductivity model of Banks et al. (1996). The response is suggestive 
of TORN GIC being 'distorted' by the EM response of the SUF conductivity anomaly. The 
observed GIC are lower than might be expected given the coastal location, and the resistivity 
implied by the low phase values of the TORN TF. 
This chapter sets out the construction of an electric field model for the UK. The period 
range of interest (> 200s) and configuration of conductivity suggest that a thin-sheet EM 
modelling technique (e.g. Price, 1949; Vasseur and Weidelt, 1977; Ranganayaki and Madden, 
1980) is well suited to investigating UK GIC. The thin-sheet technique is commonly employed 
to solve quasi-3D induction problems in which lateral variations in conductivity occur in a 
thin sheet at, or close, to the surface of the Earth. In this, and subsequent Chapters, we 
restrict attention to a central variation period of 750s. There are a number reasons for doing 
this. First of all, it may be considered representative of the electromagnetic response of the 
NESS region in the period range 200-2000s (e.g. Banks et al., 1996). In addition, this variation 
period maximises the availability of NIT and GDS data. We use the GDS data in this Chapter 
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for model construction; in Chapter 7 we compare the modelled electric fields against the MT 
data. Secondly, it is close to the characteristic variation period of substorm electrojets (Section 
2.2), which were illustrated to be closely linked to large GIC in the April 2000 event (Section 
4.5). Finally, as will be illustrated in Section 6.1, where the thin-sheet modelling technique is 
introduced, the requirements of the thin-sheet modelling are well satisfied within this period 
range. Three models, each of increasingly complexity are constructed. Firstly, a coast only 
model, in which conductivity variations are restricted to the coastline. Secondly, a shelf-sea 
model which includes the effect of variation in sea water depth. The construction of these two 
models is described in Section 6.3. Thirdly, a combined shelf sea and NESS anomaly model 
which incorporates lateral variations due to bathymetry, and the SUF and NT anomalies is 
considered in Section 6.4. 
The calculated electric fields from each of then three model are presented in Section 6.5, and 
we assess the relative influence of the shelf-seas and on-shore variations make to the electric 
fields. We use GDS transfer functions, presented as maps of induction arrows, to assess the 
performance of the models in Section 6.6. This helps establish confidence in conclusions about 
the size and distribution of electric fields in the NESS region. 
6.1 Background Theory 
Price (1949) pioneered the application of the thin—sheet approximation in the context of 
electromagnetic induction in the earth. Several different computing algorithms have resulted 
(e.g. Vasseur and Weidelt, 1977; McKirdy et al., 1985; Fainberg et al., 1993; Singer, 1995). 
The basis of the approximation is that the surface layer of an electrically conductive model 
can be regarded as sufficiently thin that the electric field is virtually unchanged in magnitude 
and phase across the layer (Weaver, 1994). Mathematically, the surface layer is replaced by a 
sheet of finite laterally variable conductance, T (depth integrated conductivity), across which 
known boundary conditions apply (Dawson and Weaver, 1979). The inclusion of a sheet of 
finite conductance implies the existence of surface currents which cause a discontinuity in the 
tangential magnetic field on crossing the sheet. The "thin-sheet" boundary condition which 
relates the discontinuity of the tangential magnetic field to the sheet current density is 
io r(r)E(r.0) = z x [B(r,0) - B(r.0_)} 	 (6.1) 
where 0+ and 0_ denote the upper and lower faces of the thin sheet at z = 0, r = xi + yJ 
and z is a unit vector directed from the upper to lower face of the sheet (Vasseur and Weidelt, 
1977). 
The method of Vasseur and Weidelt (1977) is employed in this thesis, and calculations were 
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performed using computer code supplied by D. Beamish (2001, personal communication). A 
brief summary of the derivation of the integral equation used to calculate the electric field 
follows; full details may be found in the paper of Vasseur and Weidelt (1977). 
Let S denote the thin sheet and its boundary and V the full space except S. Vacuum 
permeability and a harmonic time dependence of the form et  are assumed; displacement 
currents are neglected. The sheet conductance is partitioned into a constant normal part r, 
and anomalous part Ta (r) 
-r (r) = T ± -r. (r) (6.2) 
Combining Maxwell's equations A.3 and A.4 the complex amplitude E(r, z) for r, z E V 
must satisfy 
V x 	x E(r,z) +k(r,z)E(r,z) = —iw oj e (r,z) 	 (6.3) 
where k = —iwt 0o,(r, z) and j is the current density of the external source field. For 
r E S however the electric field must satisfy the thin-sheet boundary condition and this is used 
in place of Maxwell's equation A.3 and equation 6.3 to give 
2 x [V x E(r, 0+ ) - V x E(r. 0_)] + iw 0r(r)E5 (r) = 0 	 (6.4) 
where E = - x (i x E). The partition of the sheet conductance (eqn. 6.2) implies the 
splitting of the electric field into a normal and anomalous part 
E = En (r, z) + Ea (r, z) 	 (6.5) 
E satisfies equations analogous to 6.3 and 6.4 with r, replacing T while the anomalous 
electric field Ea (r) satisfies 
V X V X Ea (r) + k(r)Ea (r) = 0 	 (6.6) 
2 x [V x {E(r,0) - E(r,0_)}] = 	1W1.LO{TnEas(T) + Ta(r)Es(r)} 	(6.7) 
for r E V or S. equation 6.6 or 6.7 respectively. The boundary condition of vanishing 
anomalous electric field at infinity is imposed: the electric field of a unit electric dipole placed 
in the normal structure provides an appropriate Green's function. This generates the kernel of 
the vector integral equation satisfied by the horizontal component of the electric field in the 
surface sheet. Vasseur and Weidelt (1977) show that the equation to be solved for a thin sheet 
at the surface of the Earth is therefore 
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E(r,0) = E(r,0) +jWJLO f Ta (S)E(S.0) .D(rs)ds 	 (6.8) 
where D(rls)  is the 2x2 dyad (Green's tensor) representing the electric field of a unit electric 
dipole embedded in the normal' model at s observed at r (Vasseur and Weidelt, 1977). 
Equation 6.8 contains a number of interesting features. Only the horizontal electric field 
components need be computed and this represents a considerable computational advantage over 
a full finite difference formulation of the 3D problem. Also, as pointed out by Weaver (1994), 
the solution is valid for any external source. The nature of the source is incorporated in the 
solution for the normal field (E n ) which may be specified by any appropriate method applicable 
to a 1D Earth e.g. the Complex Image Method (see Section 2.3). Examples include idealised 
sources of electrojet type structures (e.g. Agarwal and Weaver, 1990; Engels et al., 2002). It can 
be seen therefore that the thin-sheet approximation can be used to model the likely influence of 
near surface conductivity contrasts in the context of regional induction i.e. a thin-sheet model 
includes the effect lateral conductivity variations have on redistributing regional or "normal" 
currents induced elsewhere (e.g. oceans or shelf seas) (Vasseur and Weidelt, 1977). 
Solution of the Integral Equation 
The paper of Vasseur and Weidelt (1977) contains full details of the solution of equation 6.8; 
only a brief overview is given here. Equation 6.8 must be discretised prior to numerical solution. 
A rectangular numerical grid, composed of square cells of size h covers the region S. Within each 
cell, the electric field (E) and conductance (Ta)  are assumed constant, and the surface integral 
is replaced by two discrete sums. Thus, equation 6.8 reduces to 2N linear equations with 2N 
unknowns, where N is the number of cells. Analytical expressions for the elements of the 2x2 
Greens tensor may be developed; special care is required to evaluate the field of the electric 
dipole over the singular cell where s and r are co-incident (Vasseur and Weidelt, 1977). The set 
of linear equations are solved iteratively using a Gauss-Seidel formulation (e.g. Weaver, 1994, p. 
249). Convergence occurs when the relative change in the computed electric field between two 
iterations (k + 1 and k) is less than a user-defined tolerance c (IE'' - EkII < e). A tolerance 
of e = 2 x 10 3 was employed for all models in this study, and typically achieved within 15 
iterations. Further iterations beyond this tolerance level made no appreciable difference to the 
solution; see Figure 6.1. 
Constraints 
A thin-sheet model constrains the allowable period range which can be considered for a given 
configuration of geological material (e.g. Heinson and Lilley, 1993). This constraint arises due 
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Figure 6.1: Two examples of model convergence. Convergence occurs when the relative 
deviation of two successive iterations is below a given threshold, E. Two examples are shown: 
with and without truncation of surface integral over the numerical grid. The surface integral 
was truncated to source/observation separations of less than a skin depth of the underlying 
medium (Ir - SI <8). Time per iteration was reduced by a factor of 2. 
to the skin-depth relation. It is necessary to examine the conditions to be satisfied for the 
approximation to remain valid. One way of doing this is to consider induction by a uniform, 
horizontal field in a two-layer conductor (e.g. Weaver, 1973). The top layer has thickness d 
and skin-depth zj, expressed in units of skin-depth (8) of the bottom layer. Weaver (1973) 
demonstrated that the attenuation, c, of the horizontal electric field within the surface layer 
(i.e. the magnitude at depth d divided by the magnitude at surface) is given by 
	
= cosh[(l + i)d/ij)] + sinh[(1 + i)d/17] 	 (6.9) 
Neglecting second order terms in d/i1 the attenuation becomes 
c-l—(1+i)d 	 (6.10) 
For the surface layer to be regarded as a thin-sheet the electric field must remain 
approximately constant in the layer, i.e. c zz 1. Equation 6.10 illustrates that the conditions 
(4)2 << 1 and d << 1 must hold. The thin-sheet model must therefore satisfy four requirements 
77 
to ensure that the thin-sheet approximation is physically valid, and the numerical solutions 
accurate, viz. 
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the square of the ratio of thin-sheet thickness to skin depth within the sheet must be much 
less than unity i.e. (d)2 	1 
77 
the thin-sheet thickness must be small relative to the skin depth of the underlying medium 
i.e. d<<ö 
the numerical grid spacing, p 
the numerical grid must cover an area greater than 82  i.e. ((N - 1) x p) ~! 6 
(e.g. Heinson and Lilley, 1993). 
The second condition is the most restrictive. The thickness of the sheet which can be 
modelled depends on the skin depth of the host, and variation period. Figure 6.2 shows the 
maximum allowable thickness of the sheet as a function of period, assuming the the maximum 
thickness permissible is dmax = 0.18 (e.g Jozwiak and Beamish, 1986). We wish to include 
crustal scale variations in the thin-sheet model. A half-space resistivity of 1000am (8 = 453km) 
is therefore employed throughout (e.g. Weaver, 1982; Jozwiak and Beamish, 1986). It is the 
most conductive materials which are least likely to satisfy the first condition. In Section 6.3 we 
assume a sea-water resistivity of 0.2511m. The skin-depth of sea-water at a variation period of 
750s is 7km which is very much greater than the depth of the shelf-seas (see Figure 2.12). 
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Figure 6.2: Estimate of the maximum permissible thin-sheet thickness for various half-space 
resistivities assuming the sheet thickness must be less than 0.16. The units of resistivity, p, are 
Ohm.m. 
The grid spacing of the models considered in this thesis are all 5 arc-mm 	10km. The 
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choice of grid spacing was guided by the available data and likely accuracy required to model 
the electric field in sufficient detail at the scale of the UK. Conditions 3 and 4 impose a lower 
and upper bound on the permissible skin depths respectively. Condition 3 implies that the skin 
depth of the host must be at least 30 km implying that Pho8t ~! 10am (eq. 2.6). Condition 4 
implies that the maximum skin depth is 1200km for coverage of the UK given a grid spacing 
of 10km. 
Parameters Calculated 
The total E and B fields are calculated by the thin-sheet modelling program. In this study, we 
restrict attention to a uniform magnetic induction polarised in two orthogonal directions. A 
super-script is employed to denote the magnetic induction azimuth (clockwise from geographic 
north), and a sub-script the component of the field. For example, the x-component of the electric 
field associated with a magnetic induction directed North is E ° . Likewise, after calculation 
of B model magnetic transfer functions (and therefore Induction Arrows, see Section 2.1) may 
be calculated using the Least Squares expressions which minimise the misfit to equation 2.13 
e.g. 
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where 	are T9TT are the model magnetic transfer functions (e.g. Weaver, 1994, p.  255). The 
Induction Arrow magnitude (GR) and azimuth (OR)  are defined as per usual e.g. 
GR






see equations 2.14 and 2.15 (Section 2.1). Henceforth, we restrict attention to the real 
components of the complex valued fields. This is equivalent to neglecting phase shifts, and is 
justified on the basis that in our period range the EM response of the NESS region is generally 
resistive; see Section 2.4. 
6.2 Previous Thin-Sheet Studies in the UK 
Two separate studies have utilised thin-sheet modelling to investigate regional electromagnetic 
induction in the UK. 
Jozwiak and Beamish (1986) (hereafter JB) considered regional induction in the NESS 
region, and in particular the response of sedimentary basins, such as the Northumberland 
Trough (see Figure 2.13). They employed the modelling algorithm of Vasseur and Weidelt 
(1977). A variation period of 750s, and a single source azimuth oriented north-south (implying 
east-west current flow) was used. They invoked the geological structure of Northern England 
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(high resistivity basement over-lain by relatively high, but laterally variable, conductance) to 
justify the use of the thin-sheet approximation. The GDS data (Section 2.1) of Banks et al. 
(1983) was used to constrain possible models. They developed a 'first-order' spatial model 
for the Northumberland Trough by including only those parts of the basin which exceeded a 
depth of 2.5km. A value of 300S was found to be the minimum value of conductance for the 
observational data to be adequately modelled. A second corridor of material of conductance 
400S running along the southern margin of the SUF was found to be be necessary to generate 
the observed SUF anomaly. The modelled vertical magnetic fields were of a similar geometry 
to those observed, and they concluded that the Northumberland basin plays a substantial role 
in terms of the regional induction problem. 
Weaver (1982) considered induction in Scotland utilising the modelling algorithm of Dawson 
and Weaver (1979) at a period of 25s. Using a half-space resistivity of 10001m meant that 
he could only consider variations in conductivity in the upper 10-12km of the crust. The 
period contrasts with that of JB, and of this study. It is out-with our main period range of 
interest (> 200s). However, Weaver (1982) emphasised the importance of vertical, as well as 
horizontal, re-distribution of induced electric fields. He found that vertical current leakage (i.e. 
current leaking into the relatively resistive substratum) at a coastal boundary to be at least as 
important as the lateral deflection of currents in preserving the non-divergence of the current 
density. Weaver (1982) was unable to model the available EM induction data at many sites, 
and concluded that the grid spacing employed (20km) was too coarse. 
We now know that the SUF anomaly originates from a mid-crustal conductor, whereas 
the Northumberland Trough anomaly is of surficial and mid-crustal origin; see Section 2.4. 
Therefore the lateral variations of conductance associated with the anomalies are distributed 
throughout the middle to upper crust, rather than being due primarily to surface 'sediments'. 
However at longer periods the whole of the mid to upper-crust may be viewed as a 'thin layer'. 
For example, at a period of 750s, the skin-depth of a 'good' geological conductor of resistivity 
10Im is 43km (eq. 2.6). Thus, the vertical sensitivity of the induced fields is low. Therefore, 
the view adopted here is that we are modelling the response of geological anomalies which may 
be distributed throughout the upper to mid-crust. 
Neither JB or Weaver (1982) included offshore variations in conductance due to variations 
in sea-depth. We do this in the next section, and in Section 6.3 we assess how this affects the 
size of the electric fields which may be observed near the coast. JB considered only the vertical 
magnetic field, and did not present the calculated electric fields we are primarily interested in. 
In addition the model here extends to the whole of the UK. 
6.3. A MODEL OF THE UK SHELF SEAS 	 121 
6.3 A model of the UK Shelf Seas 
The coastline provides one of the main crustal scale resistivity contrasts in the UK (Beamish 
et al., 2002). We wish to establish how the electric field is modified by the coastline, and assess 
the spatial distribution of these modifications. The construction of two models is described in 
this section: a coastline only model (Model A), and a model which accounts for the bathymetry 
of the shelf seas (Model B). 
The coastline of the UK (and the Republic of Ireland) was extracted from the Generic 
Mapping Tools (GMT) database (Weasel and Smith, 1991). A grid spacing of 5 arc-mm 
(- 10 km) was employed. To satisfy the integral boundary conditions the modelled area (the 
anomalous conductance) must be surrounded by a 'normal' structure (Vasseur and Weidelt, 
1977). Therefore, it is assumed that the UK is completely surrounded by sea-water out to the 
numerical grid boundaries. 
It is usually assumed that the conductivity of sea-water may be considered constant when 
compared with the large variations in geological conductivity (Heinson and Lilley, 1993). The 
conductance (conductivity thickness product) of the shallow seas, and ocean surrounding the 
UK therefore becomes solely a function of depth. ETOP05 Bathymetric data (NOAA. 1988) 
was utilised to calculate the sea-water conductance at each point in the surface sheet. The 
resistivity of sea-water was assumed to be 0.250m (a = 4Sm 1 ) (e.g. Weaver, 1982). Figure 
6.3 is the resultant offshore conductance distribution of Model B. While the conductivity and 
depth of the ocean are well determined a priori information, the conductivity of the underlying 
structure is poorly known. Resistivity and controlled source EM measurements indicate that 
resistivity varies from him for surface sediments to 1000lm at 'increased depth' as a result 
of crack closure and sealing (e.g. Evans et al., 1991). In a deep ocean setting, the surface 
conductance is dominated by the contribution made by sea-water. However, in shallower 
regions, the relative influence of the sediments may become important. For example, a sediment 
layer of resistivity 1lin which is four times as thick as that of the overlying sea-water would 
make an equal contribution to the conductance. 
The inclusion of lateral variations of conductance in the offshore domain presents two 
problems for the modelling scheme of Vasseur and Weidelt (1977). The first is physical: the 
form of the integral equation requires that the anomalous fields vanish at infinity (the numerical 
grid edges). Thus within the model area (denoted by the the black rectangle in Figure 6.3) 
conductance may vary while outwith the model area only one single value of conductance for 
the surface sheet is permitted. The second problem is computational: one of the benefits of 
the formulation is that the electric field need only be calculated where conductance differs from 
that of the background. The number of required computations decreases considerably. e.g. a 
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Figure 6.3: Conductance [S] of the ocean and shelf-seas surrounding the UK assuming a 
sea-water resistivity of 0.25 Qm. The model area is outlined. 
coast only model requires computations at approximately 30% of the total number of nodes for 
a 20.000 node grid. With the introduction of offshore conductance variations this increases to 
approximately 80%. 
Figure 6.3 indicates that the conductance of the seas surrounding the UK will be no more 
than 600-100S for a large portion of the model area. The conductance does not increase to 
over 1000S until the deeper ocean to west of UK is approached. A conductance of 600S is 
therefore used as the normal conductance in both Models A and B. For Model A this value of 
conductance is used throughout the offshore domain which is equivalent to shelf-sea depths of 
150m. Note that, as discussed above, including the underlying sediments of the shelf-seas 
implies a larger value than 600S. However, Jozwiak and Beamish (1986) found that increasing 
the offshore conductance to account for this required a corresponding increase in the on-shore 
conductance in order to maintain agreement between theoretical and observed results. 
In the model area (the anomalous domain S; Section 6.1) outlined in Figure 6.3, the offshore 
conductance was allowed to vary in model B. Within the region 5, and at 10 nodes from the 
boundary of S, the conductance was reduced, or increased, linearly with distance to match 
r at the edges of S. The numerical grid was then extended by 10 nodes in each of the four 
horizontal directions. This is equivalent to neglecting the effect the deep ocean and continental 
Europe may have on the regional fields. In both models A and B the UK landmass is assigned 
a conductance of Ta = 25S. This represents a general 'low' conductance for the range of 
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resistivities in the tectonic terrane classification of the UK employed by Beamish et al. (2002); 
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Figure 6.4: Conductance calculated using the representative models of Beamish et al. (2002). 
Northern Highlands (NH), Central Highlands (CH), Midland Valley (MV), Southern Uplands 
(SU) and Concealed Caledonides (CC); see also Figure 1.3. 
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6.4 Modelling the Distribution of On-shore Conductance 
This section describes the construction of an on-shore conductance distribution representative 
of the NESS region; see Figure 2.13. 
The preferred model of Jozwiak and Beamish (1986) is taken as a starting point in the 
construction of the on-shore conductance distribution. The conductances found by Jozwiak 
and Beamish (1986) to optimise model fit are used as the maximum allowed conductance of the 
SUF and NT anomalies. To define the spatial variation of the NESS anomalies, we use maps 
of the anomalous horizontal magnetic field. 
Description of the GDS Data 
The data-set comes in the form of complex-valued GDS transfer functions (Section 2.1), and was 
originally compiled by Banks et al. (1993) (hereafter BIL). It was subsequently extended (R.J. 
Banks, 2001, personal communication) to include the most recent studies in the NESS region 
(e.g. Banks et al., 1996; Tauber et al., 2003), and now comprises 165 sites in an area which 
extends 200km E-W x 300km N-S in the NESS region; see Figure 1.3. The data were collected 
over the past 20 years; acquisition and processing details vary. The transfer functions have 
been referred to a geographic co-ordinate system (R.J. Banks, 2001, personal communication). 
Standard errors of the transfer function estimates are available at 102 sites; the standard error 
of the real and imaginary parts is assumed equal. As will be shown, the inter-site consistency 
is generally good. 
Generation of Maps of the Horizontal Magnetic Field 
The Banks (1986) procedure for correcting the single-site GDS data for the effect of anomalous 
horizontal fields, and generating a map of the horizontal magnetic field components, was 
detailed in Section 2.1. Recall that the basic idea is to correct single-site GDS functions for 
the anomalous horizontal magnetic fields (i.e. compute inter-site transfer functions). This is 
achieved be iteratively generating a series of corrections until the RIMS correction stabilises. A 
wavenumber filter is used, and we therefore need to Fourier transform between the spatial and 
wavenumber domains. 
A key point in the procedure was the interpolation of the GDS data onto a regular (10km) 
grid; see Figure 1.3. Each grid point was generated using a weighted average of the field values 
at all the measurement points. The weights were inversely proportional to the distance between 
the synthesised and actual values, and were determined by inverting a matrix consisting of all 
possible site-site distances (Banks et al., 1993). After the grid has been generated, the mean is 
then removed, and the array is padded out to bring the values at the edges smoothly to zero. 
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The Fourier transform is applied, the co-efficients modified by the wavenumber filter (eq. 2.26) 
which transforms B2 -. B or B2 - B. and the inverse transform applied to recover the field 
values. 
ESK was used as the reference site as the BGS magnetic observatory is located there. 
Although ESK is not an ideal choice of reference site as it lies almost equidistant between the 
SUF and NT anomalies, and is influenced by the fields from both structures (Banks et al., 
1993), it does not appear to make a significant difference to the outcome. For example, the 
RMS correction found here (0.03) was the same as that found by BIL using a reduced data-set, 
and a different reference site (Durham). In addition, the correction quickly stabilised after 2-3 
iterations. The median standard error of the NESS GDS data are 0.02 and 0.01 for the T and 
T GDS transfer functions respectively. Thus, as pointed out by BIL, the correction is well 
worth making as the RIMS correction is typically 2-3 times larger. 
Crustal Conductance 
Figure 6.5 shows the original HEA map (Section 2.1) of the anomalous B 2 component, and the 
resultant map of the anomalous B2 component when the reference field at ESK is inT, and 
polarised 0°N. 
In comparison to maps of the anomalous vertical field, the anomalous horizontal magnetic 
field is easier to correlate with induced currents. In the vertical component maps, lateral 
discontinuities in electrical conductivity are indicated by steep spatial gradients (Section 2.1). 
In contrast, horizontal field maxima are located directly above concentrations of currents (Banks 
et al., 1993). Assuming that currents are confined vertically, it follows from the Biot-Savart 
law (which relates magnetic fields to the current density from which they derive e.g. Tralli 
1963) that anomalous magnetic fields of internal origin may be transformed to an equivalent 
surface current by resealing and rotating the magnetic fields by 90° anti-clockwise (e.g. Banks, 
1979; Egbert and Booker, 1993). For a magnetic azimuth of 0°N, the regional current flow is 
E-W. Above a concentration of E-W current flow, where the current density is enhanced, the 
anomalous B2 component is enhanced. Therefore, a positive B2 component marks the position 
of a good conductor in the example considered here. Likewise, a negative B2 component 
indicates the comparatively poor conductor formed by the surrounding rock. The negative sign 
shows that some current flows in the opposite direction to the regional electric field. While at 
first it seems unlikely for current to flow against the regional electric field we should recall from 
Section 2.4 that the EM scattering response of the NESS anomalies is thought to dominate 
over the inductive response at the 'long' variation periods we are considering. Therefore, we 
can refer to the simple conductive inclusion model introduced in Section 2.1. There we saw 
that for a 'good' conductor in a more resistive host, that the secondary electric field along the 
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sides of the inclusion oppose the primary electric field. The anomaly which strikes NE-SW 
may be identified with the SUF conductivity anomaly, while the anomaly which strikes E$V is 
associated with the NT anomaly (e.g. Banks et al., 1996); see Figures 2.13 and 2.14. Therefore 
we can use the map of the anomalous B1 component to define lateral variations of conductance 
in the NESS area. To completely specify the anomalous horizontal fields, maps of both B1 and 
B should be considered. However, we use only the anomalous B° component because this 
is the component least distorted by currents in the surrounding shelf-seas (Banks et al., 1993). 
A straightforward scaling of the anomalous B° contours was used to generate the 
conductance map of Figure 6.6. The zero contour was taken to mark the boundary between 
the conductive anomalies, and that of the poorly conducting country rock of conductance 25S. 
In order to allow for conductance variation within the anomaly region, the contours of the 
B1 component were scaled such that the maxima in conductance are capped at 400S & 300S 
for the SUF and NT anomalies respectively. This attempts to model variations which may 
occur due to changes in the depth and/or changes in conductivity. For example, as noted in 
Section 2.4 the SUF anomaly is relatively broad, with a shallow upper surface (10km), while the 
(mid-crustal) NT anomaly appears to quickly shallow in the vicinity of the Stublick Fault, and 
thereafter deepen again as the Weardale Granite is approached to the South. Diffuse boundaries 
of conductance rather than the usual step contrast are introduced as a result. 
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Figure 6.5: Anomalous vertical (left) and horizontal (right) magnetic field when the reference magnetic field at. Eskdalemuir is tnT, zero phase and 
polarised 0°N. The black dots denote the GDS sites used to generate the maps; the contour interval is 0.05 nT. 
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Figure 6.6: Final distribution of sheet conductance; model C. Conductance is given in Siemens; 
the contour interval is 100S. 
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6.5 Presentation of the Electric Field Models 
The calculated electric field for each of the three models are presented in this Section. First 
of all, we consider the general features of the coastal enhancement of the electric field. We do 
this by first examining all four components of the electric field for model A (Section 6.3) i.e. 
the regional and anomalous components of the electric field, for two orthogonal polarisation 
azimuths of the magnetic induction. Thereafter, we concentrate on the magnitude and azimuth 
of the electric field. 
The electric fields were calculated using a lAm' 	1257nT magnetic source field; the 
results presented here are normalised to a unit mT magnetic induction. The magnitude of the 
electric field of the normal model (i.e. the half-space over-lain by a sheet of conductance of 
600S) is lmV/km.nT; at the surface of half-space of resistivity 10001m the magnitude of the 
electric field at 750s is 2.6 mV/km.nT. 
The Coastal Enhancement of the Electric Field 
The spatial pattern of the electric field is complex due to the geometry of the coastline. For 
example, the E ° and E J 0 components of the electric field, for a magnetic induction azimuth 
of 0°N, are shown in 6.7. An on-shore enhancement of the electric field due to the contrast in 
conductance can be seen in each component. This is particularly clear in the the anomalous 
(E°) component. This anomalous' component arises solely due to the presence of the lateral 
contrast provided by the coastline, and will distort the direction of the regional field. The 
polarity, and thus the sense of angular distortion, of the E° component depends on the 
orientation of the of the coastline with respect to the regional E° electric field, which in 
this case is directed E-W. In order to maintain continuity of the normal component of current 
density, j 1 (e.g. Jiracek, 1990), a positive E° component is required for a NE-SW striking 
contrast (e.g. NE Scotland), whereas a negative component is required for a SE-NW striking 
contrast (e.g. the east coast, south of 56°). Similarly, the E 90 and E°° components of the 
electric field are shown in Figure 6.8. For this polarisation azimuth (90°N), E 9° and E 90 
are the regional and anomalous electric fields respectively. Within the NESS region (latitude 
range 54° - 57°), then the regional electric field will be deflected south of west (east) for a 
magnetic induction azimuth of 0°N (90°N). We shall now concentrate on the magnitude and 
azimuth of the total electric field rather than individual components. 
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Figure 6.7: Model A - Coastal model of the UK. IE ° (left) and RE° (right) [mV/km.nT] for magnetic source polarised N-S. The variation 
period is 750s. On-shore conductance, r, is 25S. Offshore conductance, r, is 600S 
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The largest electric fields are confined to the vicinity of the coastline. However, the largest 
angular distortions of the electric field do not necessarily occur at the coast. Figure 6.9 shows 
the magnitude and direction of the Model A electric field. Localised zones of large electric 
fields occur near the coast (4-5 mV/km.nT). In some locations these persist inland for 30km 
e.g. within the NESS region for a source azimuth of 0°N. In general, electric fields within the 
NESS region are 3mV/km.nT for both polarisation azimuths. This represents a substantial 
enhancement in comparison to other regions such as Southern England and North East Scotland. 
However, to the North and South the seas are assumed to extend to infinity, the grid edges. 
Current may therefore re-distribute more freely in these regions. While this is reasonable in 
the North and West, it is less so in the South and East where we have effectively ignored the 
influence of continental Europe. In addition, we use a uniform field here whereas field strength 
is likely to vary across the whole of the UK. 
Towards More Realistic Models 
We saw in Section 6.3 that the actual conductance of the inner shelf-seas surrounding the UK 
is generally lower than than the 600S used for Model A. The bathymetry model (B) reduces 
the conductance contrast between the shelf-seas and the land, and to an extent 'smoothes' the 
contours of the coast (see also Figure 6.6). We now wish to consider how this affects the electric 
field. 
The calculated electric field magnitude and direction for Model B are shown in Figure 
6.10. We can see that both the size and spatial distribution of the electric field is affected 
significantly by including bathymetry (cf. Figure 6.9). For example, many of the electric field 
'hot spots' (JEI 5mV/km.nT) have disappeared. Near the coast the offshore electric fields are 
generally larger than they were in Model A, and the mis-match between the on and off-shore 
current densities is reduced as a result. This is clearest on the east coast, at latitudes in the 
range 52° - 56°. In some places (e.g. NE Scotland), and for an E-W regional electric field, the 
magnitude of the electric field is increased slightly from lmV/km.nT to 2 mV/km.nT. However, 
within the main NESS region, the trend is towards smaller E-field magnitudes, and less angular 
distortion. 
With the introduction of on-shore variations in conductance (Model C; Figure 6.11) the 
electric field magnitude is modified in comparison to model B. The conductance representative 
of the lateral variations in the NESS area is appreciable, and within the confines of the SUF 
and NT anomalies, the magnitude of the electric field is generally reduced by a factor of 2-3 
in comparison to model B. The decrease is maximised for an source azimuth of 90°N. Note 
the localised zones of high (5mV/km.nT) electric fields which are located off the south-western 
end of the SUF anomaly, and sandwiched between the SUF and NT anomalies, for a source 
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polarised O°N and 90°N respectively. Unlike the sharp variations of conductance at the coast 
in Model A, where the electric field could equilibrate over a number of cells in the numerical 
grid, the zones of high electric field in Model C occur where a zone of low conductance is 
sandwiched' between two zones of much hi gher conductance. The electric fields here may be 
artificially high because of the grid spacing (10km) employed. Nevertheless, electric fields in 
these regions should be large, as the conductance is much lower than either the SUF or NT 
anomalies. The introduction of bathymetry tended to decrease both E-field magnitudes and 
angular distortion in the NESS region, the overall response of model C is more complex. The 
SUF and NT anomalies tend to decrease the magnitude of the electric field, but we can see 
that the angular distortion on the electric field is more sensitive to the polarisation azimuth of 
the source. The oblique orientation of the SUF results in angular distortions for both source 
azimuths, whereas electric fields within the NT anomaly shown very-little angular distortion 
for an E-W electric field. 
In summary, Figures 6.9 - 6.11 highlight the complex spatial pattern of the induced electric 
field. This is due to both the contours of the coastline (Model A), and the distribution of on-
shore conductance (Model C). In addition, we saw that the largest electric fields generally occur 
near the coast, but the largest angular deviation of the electric field from the regional direction 
can occur inland. When we accounted for bathymetry, and on-shore variations in conductance, 
then the induced electric field in the NESS region is dramatically reduced. Thus, accounting 
for both would appear to be necessary in order to derive reliable estimates of the electric field. 
However, before these can become firm conclusions then we need to understand how the models 
relate to observations of the EM fields. In the next Section, we compare modelled Induction 
Arrows with those derived from the NESS GDS data-set. 
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Figure 6.9: Model A: coast-only. The electric field magnitude [mV/km.nT] and direction for a magnetic induction polarised 0°N (left) and 90°N 
(right). The arrow spacing is approximately 30km. 
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Figure 6.10: Model B: bathyrnetry. Electric field Magnitude [inV/km.nT] and direction; details as per Figure 6.9. 
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6.6 Assessment of the Models using Induction Arrows 
Induction arrows (IA) (Section 2.1) provide a convenient summary of the distribution of induced 
electric currents from both polarisations of the inducing field (Beamish et al., 2002). The IA 
for each of the three models are presented here, and compared to those calculated from the 
NESS GDS data (hereafter referred to as the measured IA). We first compare the model C and 
measured IA. Thereafter we will consider briefly models A and B. 
Measured IA were calculated from the NESS GDS data-set (Section 6.4) using sites where 
error estimates were available 60% of the total number sites). The total magnetic induction 
calculated by the thin-sheet modelling program was re-sampled onto a 1km grid, and model IA 
at each of the NESS GDS sites were computed using equations 6.11 and 6.12. Only the reversed 
(Parkinson convention; Section 2.1) real IA are considered; these are shown in Figure 6.12. 
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Figure 6.12: Real Induction Arrows. Model A (top left, Coast Only) Model B (top right, 
Shelf-Sea); Model C (bottom left, NESS Model); Measured (bottom right). The Parkinson 
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There is good correspondence between the model C and measured IA; both the spatial 
variation of IA magnitude and azimuth is captured. The azimuths of the model C induction 
arrows effectively locate the zones of high conductance. For example, at sites below a latitude 
of 550, IA azimuths are confined to a N-S direction, with a slight rotation from east to west 
as the sites are traversed in the same direction. In addition, the IA magnitude of these sites 
generally decreases in both the model C and measured IA as we move from North to South. 
Conversely, sites north of 55° display azimuths which are consistent with the SW-NE strike of 
the conductance anomaly which represents that of the SUF. 
There are some notable differences, and at some sites there is better agreement between the 
model B and measured IA. At the sites north of the SUF, the magnitude of the model C IA 
appear systematically underestimated by a factor of 1.5 in comparison to the measured IA. 
At sites farther north, this factor is greater. At the sites within the 'wedge' formed between the 
SUF and NT anomalies (see Figure 2.13), the IA of model B tend to show better correspondence 
with the measured IA than those model C e.g. the two sites on the east coast at a latitude of 
56°. Both the model B and measured IA are of similar magnitude, and both exhibit 'coast 
effect' type behaviour with IA azimuths approximately normal to the coastline (e.g. Parkinson, 
1962; Menvielle et al., 1982 Pringle et al., 2000). 
Turning to model A and B we can see that the IA azimuths of both models are similar, only 
the amplitudes differ. The response of these models is determined solely by the conductance 
contrast of the land and the sea. The IA at all sites tend to point north-east. Of interest is the 
IA azimuth of the site located on the Isle of May which is located in the North Sea, north east 
of Edinburgh. In models A and B, the Isle of May IA points north-east. However, both the 
model C and measured IA point south east, suggesting a SW-NE striking conductor, although 
in the case of Model C, the conductance representative of the SUF anomaly terminates at the 
coast. 
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6.7 Discussion 
The electromagnetic response of the UK and the NESS region is clearly complex, and sensitive 
to both current induced in the surrounding seas and the land. 
In Section 6.6 good correspondence between the Model C and measured induction arrows 
was demonstrated. However, to the north of the SUF, IA magnitudes were underestimated. 
This suggests that, to an extent, Model C underestimates the current density associated with 
the conductive SUP anomaly implying that either the conductance or the electric fields (or both) 
are too low. However, it should be noted that the conductance and magnitude of the electric 
field are linked: if we change the conductance then we also change the induced electric field. 
Moreover, while magnetic fields are linear functionals of the current density from which they 
derive, GDS functions are not (Banks, 1986). In addition, IA are not vectors i.e. only under 
certain conditions do they satisfy the properties of vector addition (Weaver and Agarwal, 1991). 
Thus, there is no simple relation between the 'missing' current density and the IA response. 
However, it is worth considering a number of possible explanations. Firstly, the similarity 
between the Model B and measured IA in the SUF and NT wedge, suggests that the anomalous 
conductance representative of the SUF and NT anomalies should be shifted slightly to the 
north-west and south respectively. The Model C IA in this location appear overly influenced 
by the SUF, whereas the measured IA tend to point north-east towards the coast. Secondly, 
we did not account for underlying sediments in the shelf seas (Section 6.3). However, similar to 
Jozwiak and Beamish (1986), we can rule out the possibility that we should be using a larger 
overall offshore conductance to account for this. Both the Model C and the measured IA are 
mainly influenced by the SUF and NT anomalies. Neither suggest that a coast-effect dominates 
as in the case of Model A. Regardless, Banks et al. (1996) illustrated that the SUF anomaly is 
likely to continue off-shore whereas here, because we used data which were restricted to on-shore 
locations and used a single surface sheet, we assumed that the SUF anomaly terminates at the 
coast. However, it is interesting to note that the Model C Isle of May IA response could be 
interpreted using a north-east striking conductor which suggests that current is flowing between 
the modelled SUF anomaly and the shelf seas rather than being impeded by the contrast in 
conductivity. While this may simulate rather crudely the continuation of the SUF anomaly, it 
should be regarded as modelling convenience. The SUF anomaly is located at mid to upper 
crustal depths and is over-lain by a generally resistive layer (Section 2. 1), whereas the shelf-seas 
are a surficial conductor. Thus, although the vertical sensitivity of the induced fields is low at 
the 750s variation period considered here, it seems unlikely that the shelf-seas and the SUF 
anomaly are in direct electrical contact. 
Despite the foregoing, the similarity between the Model C and measured IA establishes 
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that the spatial variations of the electric fields in Model C are likely to be, at the very least, 
representative of those we may observe. We can conclude that a simple coast only model will 
tend to over predict electric field magnitudes. This appears especially true in the NESS region 
where both significant angular deviation, and enhanced electric fields of up to 5mV/km.nT 
were calculated for Model A. In addition, when we compare the Model A and measured IA we 
can see that both the geometry and size of induced currents are unlikely to represent those we 
may observe. As we moved from a simple coast model', to one which incorporated variations 
of conductance which are representative of both the NESS region, and surrounding shelf-seas, 
the magnitudes of the electric fields in the NESS region exhibited a downwards trend towards 
1-2mV/km.nT. Henceforth, we take the NESS model (C) as our preferred model. 
In the next Chapter we assess electric fields in the NESS region using measured MT data, 
and compare these to the electric fields predicted by model C. This will allow us to establish if 
the electric fields predicted by model C are reasonable. 
Chapter 7 
Magnetotelluric Tensor Analysis 
Magnetotelluric data, in the form of MT tensors. are available at a number of locations 
throughout the region occupied by the SPTN see Figure 1.3. These data offer two opportunities. 
Firstly, the MT data are used to estimate directly the electric fields in the SPTN area. The 
advantage of doing this is that such estimates are based on the measurements of electric field 
rather than a conductivity model of the data. Secondly, the MT data are used as an independent 
check of the performance of the modelling work in Chapter 6: we establish the extent to which 
the size and spatial morphology of the modelled electric fields, derived by modelling magnetic 
field response functions, agrees with the measured electric fields. However, using the measured 
impedances presents two challenges. Firstly, distortion of MT measurements due to the galvanic 
response of bodies too small, or shallow, to be involved in induction in the period range of 
interest is a major problem in the interpretation of MT data (e.g. Berdichevsky et al., 1989; 
Jones, 1988: Groom and Bahr, 1992). Secondly, the spatial distribution of the available long 
period (> 200s) MT data is poor. While there is little we can do to improve the spatial coverage, 
other than making more measurements, tensor decomposition techniques are available to try to 
mitigate problem of galvanic distortion (e.g. Groom and Bailey, 1989; Bahr, 1991; Groom et al., 
1993; Chave and Smith, 1994 Smith, 1995, 1997). The main aim of decomposition is to factor 
the MT tensor into parts associated with the galvanic distortion, and that of the underlying 
response of interest. 
The MT data originate from a number of studies. The studies are introduced in Section 
7.1: acquisition of the data, and processing to form estimates of the MT tensor, are briefly 
described. Tensor decomposition methods are employed to determine 'regional' MT response at 
each site. The fundamental model employed in the tensor decomposition is therefore described, 
and parameters which provide a measure of the dimensionality, and degree of galvanic distortion, 
are introduced in Section 7.2. In Section 7.3, telluric vectors (Bahr, 1991) formed from the raw 
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MT response data are compared with the electric field modelling, and the dimensionality, and 
degree to which the MT data are distorted, is established. Finally, where appropriate, the 
decomposition is performed, and the success of the decomposition judged by examining the 
telluric vectors derived from the recovered regional responses. 
7.1 Description of the MT Data 
The MT data utilised here are drawn from a number of studies connected with investigating 
the conductivity structure of Northern England and Southern Scotland (NESS). Relevant 
acquisition and processing of the data are briefly described. Where appropriate, general features 
of the data are summarised. Specific interpretation of the data, or conductivity models of the 
data, are introduced throughout the remainder of this Chapter where required. 
Data Description 
The data consist of a single period band, centred on 750s, of all four complex elements of the 
MT tensor at 58 sites throughout NESS; see Figure 1.3 for the site locations. The tensors are 
expressed in measurement (geographic) co-ordinates, with the units of mV/km.nT (which is 
equivalent to a velocity). They are therefore telluric response functions (C) (Hobbs, 1992); the 
impedance (Z) of the Earth in Ohms is defined to be, 
z= 
[ c 	I Cys Cyy 	 (7.1) 
where go is the permeability of free space (Weaver, 1994), and x and y are the geographic east 
and north directions as usual. In the form supplied (Banks, 2002, personal communication), 
error estimates for each tensor element are only available at 15 of the 58 sites. 
Note that these data are a sub-set of a much larger MT database, initially compiled by 
Livelybrooks et al. (1993) using data acquired by groups at Edinburgh University, the British 
Geological Survey, and Lancaster University, and subsequently supplemented by a number of 
studies (Junge, 1995; Banks et al., 1996; Tauber et al., 2003). 
Acquisition and Processing 
Beamish (1986a) and Beamish and Smythe (1986) were interested in investigating the deep 
(30km) crustal structure of the Northumberland Basin. They employed EDA fluxgate magne- 
tometers for the magnetic field measurements, and non-polarising CuSO4 electrodes separated 
by lOOm for the electric field measurements. The sampling interval was lOs. The telluric re- 
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sponses were calculated using weighted means of upward and downward biased estimates of 
each of the tensor elements (e.g. Rokityansky, 1982, pp.  193-201). 
Banks et al. (1996) attempted to determine the origin of the two main GDS anomalies 
in NESS thought to be linked to the position of the lapteus Suture Zone; see Section 2.4. 
They compiled pre-existing Edinburgh University data and added both new AMT and LMT 
sites, mainly in the Northumberland Trough, in an effort to optimise a MT profile running 
from the Midland Valley, through the Southern Uplands to the Alston Block; see Figure 2.13. 
They employed EDA fluxgate magnetometers and lead/lead chloride electrodes to measure the 
magnetic and electric fields respectively. The sampling interval is not specified by Banks et al. 
(1996). Impedance estimates were derived using the robust processing package of Egbert and 
Booker (1986). 
The mains aims of Tauber et al. (2003) were to improve the resolution of the NESS GDS 
anomalies in the depth range 1-15km (see Section 2.4), and assess the degree to which the 
improvement in resolution could be achieved by optimising all aspects from data collection to 
final modelling. The main MT profile of Tauber et al. (2003) was aligned perpendicular to 
the strike of the principal Caledonian structures (N55°E). Data were acquired with SPAM III 
systems (Ritter et a]., 1998), with both Metronix MFS05 and CM11E coils and silver/silver 
chloride electrodes to measure the magnetic and electric fields respectively. The sampling 
interval was tailored to the period range of interest; periods longer than 0.5s were sampled 
continuously. However, the sampling interval in this case was not specified by Tauber et al. 
(2003). The 'remote reference' (e.g. Gamble et a]., 1979) facility of SPAM III, in which data 
from a local base and one or more remote sites may be recorded simultaneously,was employed 
to establish profiles parallel to the main profile. This allowed the consistency of structure along 
the main profile to be assessed, although it was only possible to duplicate part of the main 
profile (Tauber et al., 2003). Impedance estimates were derived using the robust processing 
package of Egbert and Booker (1986). The consistency of resistivity and phase estimates were 
checked using the p model approach of Parker and Booker (1996). This allowed an error floor 
of 3% to be established for the impedance elements (Tauber et al., 2003). 
7.2 Models and Methods for Analysis of the MT Tensor 
As discussed in Section 2.1 there are two main problems associated with the interpretation of 
the MT impedance tensor: static shifts' due to galvanic distortion of the electric field, and 
the 'three dimensionality' of the tensor (Bahr, 1988). The possibility that an MT tensor may 
be truly 3D aside, Groom and Bailey (1989) suggest two possible explanations for departure 
of the MT tensor from a one or two dimensional form: data errors and galvanic distortion. 
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The second case has led to number of tensor decomposition methods which may be used to try 
to 'correct' the measured MT response for the effect of galvanic distortion. The methods are 
often categorised as mathematical' or 'physical' decompositions. Mathematical decompositions 
exploit the properties of the MT tensor as a complex rank two tensor (Groom and Bahr, 1992), 
and one such example is provided by the approach of Eggers (1982). However, there has been 
some criticism of the mathematical techniques. Bahr (1988) for example highlights that no 
'proof' of the physical significance of the parameters is given, and Groom and Bahr (1992) found 
that the impedance elements estimated from the eigenvalues of Eggers (1982) decomposition, 
were no different from that found by simple rotation of the tensor. In this study a physical 
decomposition method is employed; the mathematical techniques are not discussed further. 
The Principal Superposition Model 
An idealised model of the Earth forms the basis of the 'physically' based decompositions: a 2D 
regional electric field distorted by 3D galvanic effects (e.g. Bahr, 1988; Groom and Bailey, 1989; 
Smith, 1995, see also Section 2.1). In this context, 2D means that the 'regional' conductivity 
structure is a function of two variables only e.g. o(y, z); 3D means that the electric field may 
re-distribute in 3 dimensions due to the presence of a conductivity anomaly. 
The physical picture we have in mind if that of a small, near surface conductivity anomaly, 
o, embedded in a medium of conductivity 2•  'Small' means that the physical dimensions of the 
body should be much smaller than the skin depth in order that induction effects may be ignored: 
i.e. the spatial gradient of the primary field is small over the scale size of the body (Groom 
and Bahr, 1992). In addition, the anomaly should be sufficiently removed from the regional 
conductivity contrast such that inductive coupling between the structures may be neglected 
(Groom and Bahr, 1992). These assumptions are necessary in order that the distortion of the 
regional electric fields due to the conductivity anomaly is frequency independent (e.g. Groom 
and Bahr, 1992). That is, the secondary electric field is in-phase with, and proportional to, 
the primary regional electric field. The DC currents associated with the electric fields also 
have associated 'anomalous' magnetic fields, which are proportional to, and in phase with, the 
regional electric fields (Groom and Bahr, 1992). Thus a measured MT tensor, formed from the 
ratio of the total electric and magnetic fields, will in general contain distortions of both the 
magnetic and electric fields. 
The most general model incorporates both electric and magnetic distortion, and the 
measured impedance tensor (Z)  may be written as a function of the regional impedance 
tensor (Zr)  (Chave and Smith, 1994), 
Zm = D.Z1. (I+C.Z1. )_l 	 (7.2) 
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where D and C are respectively the electric and magnetic distortion tensors'. D and C are real 
and frequency independent: they describe the distortion of the measured electric field from the 
regional electric field (Em = DEr), and the magnetic field, B, associated with the galvanically 
distorted currents (B9 = CE"). I is the 2 x 2 identity matrix. The derivation of equation 7.2 
from the integral equations describing the scattering of the EM fields by conductivity anomalies 
is non-trivial: the interested reader is directed to Chave and Smith (1994) as a starting point. 
It can however be derived heuristically. First of all, note that the measured magnetic field (B) 
is the sum of the regional magnetic field (Br)  and the galvanic current magnetic field (B9 ), i.e. 
Bm=W±B9 =W+CE' 	 (7.3) 
In addition, recall that the measured MT impedance relates the measured electric and magnetic 
fields, and that the measured electric field is related to the regional electric field via the distortion 
tensor D, viz. 
	
E = Zm . Btm = 	DE", 	 (7.4) 
and similiarly the regional electric field is defined by the relation, 
E' =Zr.  B". 	 (7.5) 
Expanding equation 7.4 using equations 7.3 and 7.5, and rearranging leads to equation 7.2. In 
the presence of both electric and magnetic distortion equation 7.2 illustrates that the distortion 
of the zm  depends on frequency because the regional impedance is contained in the magnetic 
effect. 
It is the regional impedance, Zr,  we aim to recover from the distorted measured impedance, 
zm. The magnitude of the anomalous magnetic fields are proportional to the square root of 
frequency (Chave and Smith, 1994). Therefore, it has been argued that long period MT (LMT) 
and GDS data are not affected (e.g. Groom and Bailey, 1989). Most tensor decomposition 
schemes assume that magnetic distortion is negligible and Equation 7.2 simplifies, 
D. Z r 	 (7.6) 
(e.g. Bahr, 1991; Groom and Bailey, 1989; Smith, 1995) Note, that this assumes that galvanic 
distortion is only produced by very small-scale, near surface anomalies. However, at periods 
greater than lOOs, crustal structures with an extent of '-j 10km are generally much smaller 
than the skin depth (Ritter and Banks, 1998). Thus, conductivity anomalies of different scales 
'in the original paper of Chave and Smith (1994), D is the magnetic distortion tensor, and C the electric; 
the notation has been interchanged here to avoid any confusion with the telluric response functions. 
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may be responsible for a sequence of induction and distortion effects in different period ranges 
(Zhang et al., 1993; Ritter and Banks, 1998). Thus tensor decompositions schemes which take 
account of both electric and magnetic distortion have been developed (e.g. Zhang et al., 1993; 
Chave and Smith, 1994; Smith, 1997). 
Based on the work of Bahr (1988). Smith (1995) parameterises the distortion matrix in 
terms of the amount by which the regional electric field is amplified and rotated, 
(Cos/3'\ 
	(-sin/3'\1 
D = 	 cos, )j 	
(7.7) 
where 9x  is the amount a regional electric field in the x-direction is amplified (the E gain), and 
is the amount the regional electric field has been rotated clockwise (towards the y-direction), 
and similarly for g and 3,. However, when 7.7 is substituted into 7.6 there are 12 unknowns 
(the two distortion angles, two gain factors, and the four complex-valued regional impedances), 
with only eight equations (the four complex-valued measured impedances). Thus, in order 
to reduce the number of unknowns a 2D regional impedance is assumed, and the measured 
impedance in a co-ordinate system aligned with regional strike is, 
= cosJ3 	-sin j3, 	0 	gZ 	
(7.8) 
sin i3 	cos 	gZ 0 
where the tilde has been placed over the impedance Zm  to emphasise that this form assumes 
the regional impedance is 2D, and that Z is expressed in regional strike co-ordinates (Smith, 
1995). Thus there are now six parameters in total, the angles 	and 0., and the complex 
valued, scaled regional impedances, g1 Z and 	Without additional information, the 
regional impedances may only be determined up to the unknown site gains: solution for g 
and gy and the regional impedances separately is non-unique (e.g. Smith, 1995; McNeice and 
Jones, 2000). Thus it can be seen that tensor decomposition cannot uniquely solve the problem 
of static-shift but allows the possibility of applying an additional correction technique (Groom 
and Bahr, 1992). 
When the impedance estimates are uncorrelated (i.e. the impedance covariance matrix is 
diagonal), the left and right hand side of the distortion tensor may be estimated separately 
(Smith, 1995) i.e. the second column of equation 7.8 may be written 
1 1 \ ( xy\ 
2m ) = tanx)9z05 	
(7.9) 
\ yy/ 
assuming that cosi3 	0 (Smith, 1995). This is solved for the quantities tan3 and 
gZ cos A, by minimising the sum of the squared weighted residuals, 
for j=1,2 	 (7.10) 
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where a,2k is the variance of the jkth elements of the impedance matrix; similarly for tan 
and 	cosOy . In addition, at the minimum of equation 7.10, Smith (1995) found analytic 
expressions for the regional MT impedance phase (v), 
1 Sifl 2ó 	' 12  + 22 sin 2 
	
or
12 = - arctan
22 	 (7.11) 
2 '12 cos  2Th + 	cos 2  22 
where Wj k IZI/crJk and m  is the measured MT impedance phase; the magnitude of the 
scaled regional impedance, 
IZr2 =  Z,2 cos(Ø - 12 	 (7.12) 
and the distortion angle, 
Z cos (0 - 012) = arctan 
zrj cos(02 - m) 	
(7.13) 
Equivalent expressions for 	and gZ 2 minimising 
z7_27 2 /o 1 for j=1,2 	 (7.14) 
may be obtained by the substitutions f3 -* 	i 	21 and 22 — ii in equations 7.11-7.13 
(Smith, 1995). 
The tensor decomposition method of Smith (1995) consists of examining the misfit (equa-
tions 7.10 and 7.14) of the distortion model (eq. 7.8) as a function of the angle through which 
the measured impedance tensor is rotated; see Section 7.4. 
Rotationally Invariant Measures of Telluric Response, Dimensionality and Distor-
tion 
A practical problem in the analysis of MT data is the abundance of interpretational parameters. 
Szarka and Menvielle (1997) suggest that the rotational invariants of the MT tensor may serve 
as one the most compact interpretational parameters since they do not depend on the direction 
of the inducing field. The square root of the complex determinant of the MT impedance tensor, 
Zeff = (ZXXZYY - (7.15) 
(e.g. Ingham, 1988) is one such rotational invariant and is usually called the effective impedance 
(e.g. Jiracek, 1990: Weaver, 1994). MT results are presented in terms of apparent resistivity and 
phase (Hobbs, 1992); effective apparent resistivity and phase may be calculated in an analogous 
manner (e.g. Weaver, 1994), 
(~Zeff '\ 
Pef I /2OIZeffl 2 /W, 	0=tan - ' 	
Zefj) 	
(7.16) 
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For isometric anomalies, Berdichevsky et al. (1989) illustrate that apparent resistivity curves 
oriented in two different directions develop static shifts in opposite directions, and that a 
geometrically averaged apparent resistivity (pci 1, equation 7.16) will tend to recover the 
apparent resistivity of the underlying 'normal' model. Thus, in addition to providing ease 
of presentation, invariant response parameters may be one of the simplest distortion correction 
techniques (Jiracek, 1990). We are primarily interested in extracting an estimate of the 
magnitude of the electric field. Thus, the magnitude and phase of the effective telluric response 
was defined as 




with units mV/km.nT and radians respectively. 
We would also like some measure of the dimensionality and extent of the distortion i.e. does 
the measured MT impedance tensor represent conductivity structure which is one, two, or three 
dimensional, and is a superposition model appropriate? Bahr (1991) provides a method with 
which to assign a measured MT tensor to one of seven different model classes. It is based on 
four modified tensor elements, 
SI = CX X + CyY , 	S2  = C + C 	
(7.18) 
D1 = C - C, D2 = C - Cy.  
(Bahr, 1991). It includes the conventional skew of Swift (1967), 
Is1  I 
=
(7.19) 1 D2 1 
which provides a measure of 'three-dimensionality' of the data (e.g. Weaver, 1994). For a 2D 
model S1 = 0 and therefore ,ç  = 0; as the off-diagonal terms of the MT tensor become less 
dominant Swift's skew increases. It is therefore assumed that the smaller the skew, the more 
compatible are the data with a 2D structure (e.g. Weaver, 1994). A Swift skew less than 0.1 
indicates that either the MT tensor is undistorted, and the 1D Tikhonov-Cagniard (Tikhonov, 
1950; Cagniard, 1953) Earth model is appropriate, or it may be described by a 2D model (Bahr, 
1991). 
The regional skew (hereafter referred to as Bahr's skew) parameter describes the extent 
of galvanic distortion, and therefore measures the applicability of the electric field distortion 
model (eq. 7.6) (Bahr, 1991). Bahr's skew is 
(1(S2 D) - (D2S1*)1) 
ID2I 	 (7.20) 11= 
where D represents the complex conjugate of D 1 . It is also known as the 'phase-sensitive' skew: 
an assumption of the electric field distortion model is that the impedance phases are unaffected 
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by the distortion. Bahr's skew is found from the condition that each column of the measured 
MT tensor, in regional strike co-ordinates (Z m eq. 7.8), shares the same phase. Swift's skew 
may be totally determined by galvanic distortion, and therefore large. However, Bahr's skew 
accounts for the distortion and it is assumed that 17 < 0.1 indicates near two-dimensionality 
of the regional structure (Bahr, 1988). If 0.1 < 71 < 0.3 then galvanic distortion is indicated 
and some form of tensor decomposition is required to obtain the regional impedances. If Bahr's 
skew is greater than 0.3 then this indicates that the regional conductivity is 3D, and the electric 
distortion model is likely to be inappropriate (Bahr, 1991). However, the distortion model may 
still be employed to fit an approximate 2D model, and the success judged on the basis of inter-
site consistency of determined strike angles, or multi-frequency consistency of the strike angle 
at a single site (Bahr, 1991). 
Telluric Vectors 
The tensor decomposition work of Bahr (1988, 1991), from which the Bahr skew was derived, 
is based on the concept of a 'telluric vector'. Bahr originally defined the telluric vectors in 
terms of the magnetic field (H) and the MT impedance; we shall define them in terms of the 
magnetic induction (B) and telluric response (C). Let * , 5' be unit vectors in the geographic 
north and east direction respectively. The telluric vectors, e and e >., are the electric field 
associated with a unit magnetic induction linearly polarised in a north-south and east-west 
direction respectively i.e. 
e = C* + C5' and e = 	+ C5' 	 (7.21) 
Tensor decomposition aside, telluric vectors provide a convenient way to display the MT 
tensor (e.g Bahr, 1988). Both a real and imaginary telluric vector may be shown graphically. 
The real part of the telluric vector corresponds to the electric field in phase with the magnetic 
induction field; the imaginary part is out of phase with the magnetic induction field (Bahr, 
1991). This is similar to the 'Hypothetical Event Analysis' technique (introduced in Section 
2.1) commonly employed in the display and interpretation of GDS anomalies (e.g. Banks et al., 
1993; Egbert and Booker. 1993). Unit telluric vectors are defined as follows 
- 	e 	 e 
e = - and e = - 	 (7.22) 
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7.3 Analysis of the Telluric Response 
In this section, the spatial consistency of the NESS MT tensors is assessed and compared with 
electric field modelling of Chapter 6. First, we consider the angular distortion of the electric 
field. To do this, the MT tensors are cast in the form of telluric vectors. For comparison, 
equivalent telluric vectors were extracted at points coincident with that of the NESS data set 
from the final electric field (Model C) of Chapter 6. Thereafter, we will consider the spatial 
variation of the effective telluric response and phase along three profiles shown in Figure 7.1. 
Finally, the dimensionality and extent of galvanic distortion of the MT tensors is assessed using 
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Figure 7.1: Map showing the three MT profiles extracted from the NESS MT dataset. Sites 
are numbered from north to south within each profile. All sites are included in the analysis; 
the unfilled yellow diamonds denote sites which are close to the profiles, but not included when 
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Joint Electric and Magnetic Hypothetical Event Analysis 
In Figure 7.2, the real part of the B component of the anomalous magnetic induction, and the 
telluric vectors associated with a unit magnetic induction of mT linearly polarised with azimuth 
0° (clockwise from geographic north) are shown: see Section 6.4 for details of the procedure 
used to generate the map of the anomalous magnetic induction. First of all, it is worth recalling 
the regional current flow implied by the polarisation azimuth of the magnetic induction, and 
the interpretation of maps of the anomalous horizontal magnetic induction fields in terms of 
conductivity structure. A magnetic source azimuth of 00  should lead to East-West current flow; 
for a magnetic source azimuth of 90° the regional current flow is South-North. Red areas are 
taken to locate regions of high conductivity; blue areas that of comparatively poor conductivity 
(e.g. Banks, 1979; Banks et al., 1996). Note that, for the polarisation azimuth used here, and 
component of the anomalous magnetic induction displayed, the image' of isolated east-west 
striking conductors should be undistorted; the image of conductors oriented obliquely to the 
direction of regional current flow will however be distorted (Banks et al., 1993). First of all we 
will restrict attention to the measured responses; see the top plot of Figure 7.2. 
Some of the difficulties associated with interpretation of the raw I'IT data are obvious. There 
are responses which do not appear compatible with neighbouring sites. This is manifested 
as large angular deviations of the telluric vectors from the regional east-west direction, and 
large amplitude responses. A good example is provided by the the two sites (Cl & C2) at 
the Northern end of Profile C: neither the amplitude nor azimuth of the telluric vectors appear 
consistent. Similarly, the telluric vectors at two sites (A7 & A9) near the southern end of profile 
A (Central Scotland) are almost orthogonal, and straddle a similarly sized telluric vector (A8) 
which is parallel to the strike of the conductivity contrast implied by contours of the anomalous 
magnetic field. Worth noting however, is the strong but spatially consistent deviation from 
the regional east-west direction exhibited by the five sites just north of sites A7-A9. The site 
spacing of profiles A and C are 5km and 2 - 3km respectively (Junge, 1995; Tauber et al., 
2003). At the variation period considered here (750s) the inductive scale length is likely to 
exceed tens of km. Thus, it is reasonable to expect some degree of consistency between sites. 
There is some disparity between the configuration of conductive material implied by the map 
of the anomalous magnetic induction and that we may infer from the magnitude of the telluric 
vectors. Profile B (Northumberland Trough) provides an example of this. At sites within the 
0.lnT contour (133-135) we may have anticipated telluric vectors with a smaller magnitude than 
the two sites (Bi & B2) which he close to the conductivity low implied by the closed OnT 
contour. The opposite is observed: telluric vectors within the region of high conductivity are 
generally much larger in comparison to sites out-with the region. 
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Figure 7.2: Measured (top) and modelled (bottom) real part of the B component of the 
anomalous magnetic induction (filled contours), and the real part of the telluric vector (arrows) 
when the reference magnetic induction is inT, zero phase and polarised 0°N. Variation period 
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Static shift provides one possible explanation: Tauber et al. (2003) (Profile C) report static 
shift effects on a scale of tens to hundreds of metres. In addition, 3D structures on a scale of 
kilometres are known to have affected at least the profile C MT measurements, particularly at 
the southern end of the profile where out-of-quadrant phases are observed at some sites (Tauber 
et al., 2003). In addition, they were unable to find an acceptable best fitting model to the E 
polarisation response (strike = 520 ) and suggested the influence of out-of-plane structure i.e. 
3D variations in conductivity (see Section 2.4). 
There are however some encouraging signs. The telluric vectors associated with Profile C 
(sites near the end of the profile aside) are small, and the azimuths are fairly consistent. The 
amplitude of these telluric vectors also reflect that they are situated in a relatively conducting 
zone. 
The measured and modelled telluric vectors are now briefly compared; see the bottom plot 
of Figure 7.2. For clarity only a few sites are shown within profile C (Galloway): recall that 
the grid spacing of the numerical model was -. 10km (5 arc-mm). 
It is clear that the amplitude range of the modelled telluric vectors is less than the 
telluric vectors derived from the MT measurements. The mean amplitude, associated standard 
deviation, and range of the measured and modelled telluric vectors are shown in Table 7.1. The 
greater variability, and larger range of the measured data, is apparent in the larger standard 
deviations. The measured telluric vectors amplitude range is several mV/km.nT; the modelled 
telluric vectors range is lmV/km.nT. In addition, we can also see that the mean magnitude of 
the telluric response depends on the polarisation azimuth of the magnetic induction. However, 
the dependence is different in each case. For example, the mean amplitude of the the modelled 
response is reduced by 55% as the magnetic induction azimuth rotates from north to east; 
the equivalent change in the measured response is 15%. 






















Table 7.1: The mean () amplitude, associated standard deviation (a), and range of the 
measured and modelled telluric vectors. 
In order to take a closer look at how the azimuth of the telluric vectors compare we can 
examine unit telluric vectors (Section 7.2). These are shown for both the measured MT 
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responses and Model C (Section 6.5) in Figure 7.3. Two orthogonal polarisation azimuths 
of the magnetic induction are considered: 00  and 900 . 
Good correspondence between the azimuth of modelled and measured telluric vectors is 
suggested. At sites situated at the southern end of profile A (Figure 7.1), both model and 
measured telluric vectors rotate anti-clockwise from the westerly regional direction expected for 
a magnetic induction azimuth of 00.  Similarly, at sites associated with profile B, both modelled 
and measured telluric vectors rotate clockwise from the northerly regional direction expected 
for a magnetic induction azimuth of 90°. Still considering sites associated with profile B, this 
time for a magnetic azimuth of 00,  both the modelled and measured telluric vectors appear 
relatively undeflected from the regional westerly direction although there are two measured 
telluric vectors which point just west of south. Although the sense of the angular deviation of 
the telluric vectors calculated from model C and the measured responses are generally similar, 
a greater degree of angular distortion is exhibited by the telluric vectors derived from the 
measured MT response. 
There are of course some sites where the correspondence between modelled and measured 
telluric vectors is less clear. For example, within profile C and for a magnetic field azimuth of 
0°, the azimuth of the measured electric field tends to rotate systematically anti-clockwise from 
north west to south east as we move from the north to south end of the profile. The azimuth 
of the modelled telluric vectors is however tightly constrained to a few degrees south of west at 
all sites within the same profile. For a magnetic induction azimuth of 90°, the azimuth of the 
measured telluric vectors of profile C tends to be more tightly constrained: the vectors point 
just west of north. Although, the azimuths of the Profile C modelled telluric vectors are also 
tightly constrained, they tend to point approximately 20° east of north. At the three most 
northerly sites of profile A, and for either polarisation azimuth of the magnetic induction, the 
model telluric vectors are undisturbed from the direction implied by the magnetic induction 
azimuth. In contrast, the measured telluric vectors exhibit a fair degree of angular distortion, 
100 - 30°. 
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Figure 7.3: Measured (left) and modelled (right) unit telluric vectors for a magnetic induction 
polarised O°N (top) and 90°N (bottom). The variation period is 750s. 
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Rotationally Invariant Response Parameters and the Extent of Galvanic Distortion 
We would like to try to extract some measure of the regional scale variation of electric field 
magnitude. For the purposes of estimating the likely size of GIC at different locations in the 
SPTN it would be useful to estimate a likely average' electric field associated with a unit 
geomagnetic disturbance. In addition, we would also like to assess both the extent of galvanic 
distortion and likely applicability of the electric field distortion model (Section 7.2) employed 
in the physical decomposition scheme of Smith (1995). 
First of all, we can compare the mean and standard deviation of the rotationally invariant 
'effective' telluric response with that of the vector valued telluric response. The mean and 
standard deviation of the effective telluric response are 0.81 and 0.6 mV/km.nT respectively. 
The maximum effective impedance magnitude for all sites is 2.5 mV/km.nT; the minimum 0.1 
mV/km.nT. Comparing these with Table 7.1 we can see that the rotationally invariant telluric 
response tends to reduce both variability and range of the measured response. 
The effective telluric response, phase, and Bahr skew for the three profiles (Figure 7.1) are 
shown in Figure 7.4. Each profile strikes approximately north west to south east. Distance, 
in km, is measured relative to the first site at the northern end of each profile. The effective 
telluric response plots have been marked with the major geological features traversed. 
The main features traversed by Profile A are the Highland Boundary Fault (HBF) in the 
north west and the Southern Uplands Fault (SUF) in the south east (e.g. McKerrow, 1986). 
Immediately south of the SUF are negative gravity Bouguer anomalies thought to be produced 
by granite batholiths (Lagios and Hipkin, 1982; Banks et al., 1996); see also Figure 2.13. The 
main feature traversed by Profile B is the Stublick Fault (SF) which marks the boundary 
between the Northumberland Trough and Alston Block. Profile C encompasses the tectonic 
terrane of the Southern Uplands. Numerous tract bounding faults (Tauber et ad., 2003) are 
marked in blue on Profile C, as is the Moniaive Shear Zone (MSZ), a ductile shear zone 
approximately 5km wide. The green line on each of the Bahr skew plots represents a skew 
value of 0.3. This is taken to be the limit of applicability of the galvanic distortion model 
(Bahr, 1991); see Section 7.2. 
Some spatial consistency of the effective telluric response is observed within profiles A and 
C. The similarly shaped profiles of A and C are interesting. Profile A is bounded by the 
major tectonic terranes of the Central Highlands and Southern Uplands to the north and south 
respectively. Profile C lies entirely within the tectonic terrane of the Southern Uplands: the 
northern end of the profile is " 5km from the SUF (Tauber et al., 2003). Profile B appears 
less consistent; however, the strike is less well-defined and the station spacing is comparatively 
larger than on the other two profiles. 
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Figure 7.4: Effective telluric response modulus, phase, and Bahr skew for the three NESS 
profiles. Profile A (top) - Central Scotland; Profile B (middle) - Northumberland Trough; 
Profile C (bottom) - Galloway. See also Figure 7.1 and text for further details. 
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Two minima in the Profile C telluric response occur on either side of the MSZ. These are 
coincident with zones of high electrical conductivity (' 4 - 12km depth) identified in Tauber 
et al.'s (2003) B-polarisation phase pseudo section, and best fitting 2D model (see Figure 2.14) 
derived from inverting the B-polarisation mode MT data; the relative high within the MSZ 
coincides with a zone of lower conductivity over the same depth range, the origin of which is 
uncertain (see Tauber et al., 2003, for further details). They also commented on the influence 
of major structural features beyond the ends of the profile: the results of the inversion show 
a deepening of the conductive layer to the North, under the Midland valley, and a conductive 
zone (depth > 12km) beneath the southern end. However, given the poor control provided by 
single sites situated at each end of the profile, and the need to satisfy the 2D model boundary 
conditions, they judged the feature to be insufficiently robust to warrant further discussion. 
At the northern end of profile C the modulus of effective telluric response rises smoothly (over 
a distance of 10 km) from " 0.25mV/km.nT to 2mV/km.nT, as the SUF is approached. 
Similarly, at the southern end of profile A, the modulus of effective telluric response rises 
smoothly from ' 0.5mV/km.nT to 2.25mV/km.nT over a similar distance as the SUF is 
approached. Thus the steep rise in the modulus of the telluric response at each end of the 
profile may reflect the approach of the major tectonic terrane boundary. 
The effective phase of sites along profile A tends to decrease, by - 100, as we move south 
along the profile. This suggests a move from a resistive to a more conductive terrane. The 
effective phase of profile B sites is - 35° which also indicates a relatively conductive regime. 
The southern sites of profile C tend to have higher phases (- 550)  than the northern sites 
(- 40°). However, Tauber et al. (2003) noted strong phase distortion, manifested as out of 
quadrant phase at some southern sites. 
Both the phase and magnitude of the effective telluric response are consistent with the 
Southern Uplands being generally more conductive than the Midland Valley to its north. We 
can use the magnitude of the effective telluric response to estimate how this may affect the size 
of the electric fields. At distances greater than 10km from the major tectonic boundaries, the 
magnitude of the effective telluric response of sites within the Midland Valley is approximately 
double that of sites within the tectonic terrane of the Southern Uplands. 
Dimensionality and Extent of Galvanic Distortion of the NESS data 
At only 6 of the 58 sites was Swift's skew found to be less than 0.1. However, of these six 
sites, only two have correspondingly low (< 0.1) Bahr skews; ij = 0.05 and 0.02 at sites A8 
(Lava Law) and B7 (Sinderhope) respectively. However, both sites are suspected to suffer from 
galvanic distortion. For example, the e telluric vector of site A8 is large and almost orthogonal 
to the telluric vectors of neighbouring sites (site spacing < 5km); see Figure 7.2. In addition, 
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as part of their inversion, Banks et al. (1996) calculated static shift factors for each site within 
their two profiles. The largest static shift factors were found at site B7 (their site SIN), and 
were ' e 2 and e4 for the (raw) E-polarisation and B-polarisation apparent resistivity values 
respectively. Thus there is a discrepancy between the strong evidence for galvanic distortion 
of the MT tensors of these two sites, and the low Bahr skews. This is most likely due to the 
error bounds on the MT tensor elements. For example, at A8 the quoted error in the 
element is approximately 16%ICj;  at most other sites where error estimates are available, the 
percentage error of C is generally less than 6% (estimated errors for site B7 are not available). 
However, data errors were not accounted for in the calculation of the Bahr skew. The Bahr 
skew is a non-linear function of the impedance elements, and in the presence of noise it may be 
significantly biased (Lezaeta, 2002). 
The Bahr skew for each site is shown in Figure 7.5; see also Figure 7.4 for the Bahr skew 
along each of the marked profiles. Profiles A and B all have Bahr skews of less then 0.3, thus 
these sites are affected by varying amounts of galvanic distortion. We have already seen, sites 
A8 and B7 aside, that at all other sites where the Bahr skew is less than 0.1, the Swift skew 
is larger than 0.1. Only along Profile C do Bahr skews of greater than 0.3 occur; thus the 
influence of 3D structure is suggested. 
Both the dimensionality and distortion parameters indicate that most sites are affected 











• Skew> 0.3 
• 0.2< Skew <0.3 
• 0.1 < Skew <0.2 
o Skew <0.1 
1 lOkm 
0 • 	 • 
0 
0 %_S 




-6 	-5 	-4 	-3 	-2 	-1 	 0 
Figure 7.5: Bahr's (phase sensitive) skew at each site. The Galloway survey of Tauber et al. (2003) has been extruded for clarity. 
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7.4 Decomposition of the MT Tensor 
In this section the decomposition method of Smith (1995) introduced in Section 7.2 is applied 
to the NESS data. In order to do this, the regional strike direction must first be determined, 
and the fit of the distortion model assessed. After the strike has been determined, the distortion 
parameters are found and used to 'clean' the measured data. Finally, the resultant 'cleaned' 
telluric vectors are compared with the electric field model of Chapter 6. 
Methodology of Electrical Strike Determination 
The regional strike direction is determined by examining the misfit (eq. 7.10) of the distortion 
model (eq. 7.6) as a function of tensor rotation angle (Smith, 1995). In order that the simple 
analytical expressions (equations 7.11-7.12) for the distortion parameters may be employed, 
independence of the data errors was assumed. Smith (1995) highlights that this should be 
approximately true when the impedances have been determined using a robust technique (e.g. 
Egbert and Booker, 1986). Estimates of the uncertainty were not available at all sites. In 
such cases, an error of 3% (e.g. Tauber et al., 2003) on each tensor element (in measurement 
co-ordinates) was assumed. 
Electrical strike is determined using both a single and multi-site approach. In a multi-site 
analysis, it is assumed that all sites share the same regional 2D structure we aim to recover. 
Thus, at each tentative strike angle the distortion model is fitted to the MT data, the misfit 
computed, and summed over all sites. Assuming an acceptable fit can be established, the strike 
is the angle at which the misfit is minimised. In the single-site approach, the strike angle is 
determined independently at each site i.e. the misfit as a function of strike angle is examined 
at each site. Both approaches are examined here. Firstly the multi-site, and then thereafter 
the single-site. 
Both Banks et al. (1996) and Tauber et al. (2003), the most recent MT investigators of 
the NESS area, chose to use the GDS anomaly maps to determine electrical strike. Both tried 
various approaches to determine electrical strike (including tensor decomposition), but each of 
these failed to provide a definitive answer. However, the GDS anomaly maps have been shown 
to closely follow other geophysical 'images' of the crust (e.g. gravity), and the spatial coverage 
of the measurements is good (Banks et al., 1996). Thus in order to check the consistency of the 
strike angles determined here, we can compare them with the electrical strike suggested by the 
GDS anomaly map. 
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Multi-site Analysis 
In Figure 7.6 the dependence of the total chi-squared misfit on the angle through which the 
impedance tensors were rotated is shown. It can be seen that the misfit changes systematically 
with rotation, and that a 'strike' direction of 58° is suggested. However, the direction has an 
ambiguity of 90°; without additional information we cannot say that this corresponds to 'true' 
electrical strike which is defined by the E-polarisation mode of a 2D conductor. The suggested 
direction agrees reasonably well with the assumed strike of the major tectonic features of the 
region of 52°(Tauber et al., 2003), but the fit of the model is poor: the total number of degrees 
of freedom (ii) is 115 (58 sites each associated with four complex impedance elements and 6 
fitted parameters, and one strike angle therefore u = 58 x (8 - 6) - 1), and for the fit to be 
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Figure 7.6: Dependence of the total misfit on the angle through which the impedance tensors 
of all sites were rotated. 
Given the poor fit of the distortion model when we consider the sites as a single data set, 
the single-site approach is now examined. 
Single-site Analysis 
At each site, the rotation angle at which the misfit was minimised was found; the results are 
presented in Figure 7.7. Both the sense of the strike angle is indicated (strike is parallel to the 
side-bars), and whether the fit of the distortion model is acceptable at the 95% confidence level 
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(X 2 <3.8: green circles). The fit of the distortion model was found to be acceptable at 34 of 
the 58 sites. 
At sites where the fit of the distortion model is acceptable, the determined strike angle is 
generally consistent with neighbouring sites e.g. the seven sites at the southern end of Profile 
A (Central Scotland). At these sites, the strike angle is 600 - 70°. However, there are some 
sites where the strike appears consistent with neighbouring sites, but the fit of the model is poor 
e.g. the single site on the east coast near the southern end of Profile A; see also the detailed 
map of the Profile C (Galloway) sites for more examples. 
A change of strike angle is suggested as we move south along Profile B (Northumberland 
Trough). The strike of the first two sites is 60° - 65° (although the fit of the first site is poor 
with x2 = 29); the strike of southern sites is 80°. This is close to, but less than, the east-
west strike suggested by the GDS anomaly map; see the top plot of Figure 7.2. For a similar 
profile, Banks et al. (1996) found a similar dependence of the strike angle using the tensor 
decomposition of Groom and Bailey (1989). In addition, the major geological features rotate 
from N45°E in the south western portion of the Southern Uplands to as much as 90°E in the 
vicinity of the Stublick Fault (e.g. Banks et al., 1996). A change in strike angle is also suggested 
as we move south along Profile C (Galloway). However, the sense of the change is different from 
that of Profile B. The strike of sites north of the MSZ (the two sites at the northern end of 
Profile C aside) is 85°; the strike of sites south of the MSZ is closer to ' 55°. The latter 
strike direction is closer to the both the regional tectonic trends and 'surface' geology (Tauber 
et al., 2003). Thus, the strike of these sites are taken to be more reliable. 
At sites with large Bahr skews (7J> 0.3) we would generally expect the fit of the distortion 
model to be poor (Bahr, 1991). Thus, the consistency of the fit can be cross checked with the 
calculated skew values; see Figure 7.5. At all sites within profile C where the Bahr skew is 
greater than 0.3, the fit of the distortion model is found to be poor. All sites where the Bahr 
skew is less then 0.1 produced an acceptable fit to the distortion model. A Bahr skew in the 
range 0.1-0.3 produced a mixture of results; some sites produced an acceptable fit, others poor. 
Using the chi-squared measure of the model misfit accounts for errors in the data (although we 
were forced to estimate these at the vast majority of sites). Thus we can conclude that there is 
consistency between the fit of the distortion model, and the calculated Bahr skews. Only sites 
where the fit of the distortion model was found to be acceptable are considered further. 
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Figure 7.7: Electromagnetic strike of each site determined using the method of Smith (1995). Sites which generated an acceptable misfit are shown 	tTI 
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Determination of the Distortion Parameters 
We have seen that where the fit of the distortion model is acceptable, the strike angles are 
consistent. Thus, the final distortion parameters were obtained for each individual site using 
the determined strike angle, and equations 7.11-7.12. We are primarily interested in the scaled 
regional responses: the second bracketed term on the right hand side of equation 7.8. For future 
reference, we extract the scaled regional responses and phase for each of the sites in the vicinity 
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Figure 7.8: MT sites in the vicinity of the Scottish Power GIC monitoring site TORN where 
an acceptable fit to the distortion model was found. The scaled regional telluric response, and 
phase for each of these sites are shown in Table 7.2. Edinburgh is marked E. 







TM 76.0 2.6 28.0 0.4 43.8 
BG 73.0 1.5 24.7 0.3 50.5 
A4 71.0 0.7 25.1 0.4 41.9 
A5 67.0 1.1 26.6 0.3 42.7 
A6 62.0 1.0 29.2 1.0 47.7 
A7 59.0 3.8 26.6 1.3 52.0 
A8 58.0 3.8 25.1 1.6 46.8 
A9 1 	67.0 4.0 25.9 1.5 49.1 
Table 7.2: The scaled regional telluric response and phase, found using the Smith (1995) 
decomposition, for each of the MT sites near TORN; see also Figure 7.8. The strike angle 
defines the co-ordinate system of the response. 
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In order to display the results of the decomposition in terms of the effect on the telluric 
vectors, the scaled regional responses were rotated back to geographic co-ordinates, 
= cos 0 - sin 0 1  1 0 	9x 4", 1 r 	sin  L sin 	cos0 ] L gZ 1 o 	j [ — sin 0 cos9] 	(7.23) 
where 2d  denotes the decomposed impedance tensor in geographic co-ordinates, and 0 is the 
strike angle of each site. 
The Regional Telluric Response 
The telluric vectors after the decomposition procedure are shown in Figure 7.9. It can be seen 
that the decomposition has generated some inter-site consistency in telluric vector azimuth: 
the large angular deviations of the telluric vector from the regional azimuth (Section 7.3) have 
been removed; see Figure 7.3. The telluric vectors are now generally consistent with that 
expected for the polarisation azimuth of the magnetic induction. As a consequence there is 
now a closer correspondence between the modelled telluric vectors (Figure 7.9) and the telluric 
vectors after decomposition. For example, both the modelled and decomposed e(e) telluric 
vectors rotate from an north-westerly (northerly) to south-westerly (north-easterly) direction 
as we move south along profile A. 
At profile C sites, there tends to he better agreement between modelled and decomposed 
telluric vectors at the southerly sites than the northerly sites. This is manifested in differing 
azimuths of the modelled and decomposed telluric vectors. The northerly decomposed e(e) 
telluric vectors point slightly north of west (west of north); the southerly decomposed e(ey ) 
telluric vectors generally point south of west (east of north). As noted previously (Section 7.3), 
all of the modelled e (er ) telluric vectors within Profile C point slightly south of west (east 
of north). The difference is almost certainly linked to the different strike angles determined 
previously; see Figure 7.7. 
The question regarding the actual magnitude of the telluric response (and therefore electric 
field) of course remains. No correction for the effect of static-shift is made, nor can be made 
using a decomposition technique alone (Groom and Bahr, 1992). However, both the electric 
field modelling and the results presented here suggest that le,j is generally smaller than le ,,I ;  
see Table 7.1. 
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Figure 7.9: e (left) and e (right) telluric vectors of the scaled regional telluric response 
(top). Model telluric vectors are shown below. 
7.5 Discussion and Summary 
This Chapter had two main goals. Firstly, to estimate directly the electric fields in the SPTN 
area. Secondly, to check the performance of the modelling work in Chapter 6. To do this, it 
was necessary to try and separate local distortions from the larger scale regional response. 
The joint HEA of the anomalous horizontal magnetic fields and telluric vectors (Figure 7.2; 
Section 7.3) highlighted the greater variability of the modulus and azimuth of the measured 
telluric vectors in comparison to the modelled telluric vectors. The measured telluric vectors 
span an amplitude range of up to 6.9mV/km.nT, whereas the modelled telluric vector amplitude 
range was no more than 1.lmV/km.nT (see the 'mm' and 'max' values in Table 7.1). Generally, 
but not exclusively, the largest measured telluric vectors were inconsistent with neighbouring 
sites and displayed inter-site variability discordant with both the site spacing and variation 
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period. This motivated two approaches to estimating the size and the geometry of induced 
electric fields in the NESS region. 
First of all, in Section 7.3, we calculated the effective telluric response (eq. 7.17) at each site. 
Our main motivation for doing so was that they are compact, yet contain all of the information 
in the MT tensor, and in some cases they may provide an element of distortion correction (e.g. 
Ingham, 1988; Berdichevsky et al., 1989). Some have argued (e.g. Groom and Bailey, 1989), 
and demonstrated by modelling (e.g. Jiracek, 1990, and references therein), that the effective 
telluric response may still only represent the regional telluric response up to an unknown static 
shift factor. If this were an MT study, in which we wished to use the MT data to extract a 
conductivity model of the Earth, then this unknown scaling factor would be problem. Here 
however, we need only an estimate of the total electric field, and because spatially consistent 
sets of the effective telluric response were obtained for profiles A (Central Scotland) and C 
(Galloway) we can use these as representative of the magnitude of the total electric field of 
each of the areas traversed. We saw that within the Galloway profile, low (0.25mV/km.nT) 
effective telluric responses correlated closely with two zones of high electrical conductivity in 
the depth range 4-12km which are thought to be the source of the SUF anomaly (Tauber et al., 
2003); within the Midland Valley the effective telluric response is 0.5mV/km.nT. This suggests 
that, as an approximate guide, regional electric fields in the Midland Valley are approximately 
double those in the Southern Uplands. 
To try to obtain a regionally consistent picture of the geometry of induced electric fields we 
used the tensor decomposition method of Smith (1995). This was justified by the dimensionality 
and distortion analysis (Section 7.3) which highlighted that most sites are affected by varying 
degrees of galvanic distortion, while some are likely to be affected by 3D structure. The majority 
of sites affected by 3D structure (77 > 0.3) were located south of the Moniaive Shear Zone 
(Profile B, Galloway). This is consistent with the findings of Tauber et al. (2003) where out-
of-quadrant phases and a change in the azimuth of induction arrows, were both observed. In 
Section 7.4, both a multi- and single-site approach to the determination of electrical strike was 
attempted. While the multi-site analysis suggested a regional strike direction of 58°N, which is 
in good agreement with the the trends of the major regional structure, the fit of the distortion 
model was found to be poor, and was rejected at the 95% confidence level. Using a single-site 
approach, the fit of the distortion model was found to be acceptable at the 95% confidence 
level for 34 of the 58 sites considered. The telluric vectors calculated from the scaled regional 
responses (Section 7.4) tended to improve the correspondence between the azimuth of modelled 
and measured telluric vectors already noted in (Section 7.3). 
This improved correspondence is encouraging. The regional (at the scale of the whole 
NESS area) picture of the geometry of induced currents provided by both the measured and 
7.5. DISCUSSION AND SUMMARY 
	
169 
modelled telluric vectors is generally consistent. In addition, the general trend of telluric vector 
magnitude as we move from a source polarised north to east, is consistent insofar as the e 
telluric vectors tend to be larger than their orthogonal counterparts (e s ). In the next Chapter 
we use the NESS model to calculate GIC in the SPTN. 
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Chapter 8 
GIC Modelling 
A model of the 275kV and 400kV SPTN has been developed by the British Geological Survey 
(T.D.G. Clark, 2001, personal communication) in conjunction with the Finnish Meteorological 
Institute for GIC study. In this chapter we examine the properties of this SPTN model. First of 
all, we test the SPTN model using the measured GIC at the four SP monitoring sites. Secondly, 
we investigate how GIC in the SPTN is influenced by electric fields in the NESS region. 
8.1 Background 
A modern power network can be subdivided into four major parts: generation, transmission, 
distribution and loads (Saadat, 1999). For the purposes of GIC modelling only the first three 
are important. Some basic concepts and standard notation in power engineering are introduced 
here. 
The most important point regarding generation is that power is generated in three-phases. 
Three-phase means that three sinusoidal voltages are generated with a phase difference of 120°. 
This leads to efficient generation of power and negates the need for a return current to Earth 
when power is distributed. Each 'phase' is transmitted and distributed via a separate conductor. 
Thus, a single connection between two nodes in a transmission and distribution network consists 
of three (or multiples of three) conductors in parallel. Therefore the total DC resistance between 
two nodes is at least one third the resistance of a single transmission line. Transformers step-up 
and step-down voltage levels in the generation-transmission-distribution-user chain. There are 
usually several voltage levels in a system. High Voltage (HV) circuits such as 400kV, 275kV 
and 132 kV comprise the main backbone of the 'transmission' network. Lower Voltage (IV) 
circuits (e.g. < 100kV) generally comprise local 'distribution' networks. 
The 'Per-Unit' (PU) system (Saadat, 1999) is commonly employed to simplify analysis of 
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a transmission network: physical quantities such as power, voltage, current and impedance 
are expressed relative to a base quantity. Different voltage levels disappear and a given power 
network reduces to a system of impedances. The base quantities are power and voltage and 
are normally given in terms of the three-phase power in Mega Volt Amps (MVA) or percent on 





The per-unit of any impedance in the system is the ratio of actual and base impedance 
values 
= Z(ohms) x base MVA 
	
(8.2) 
(base ky) 2 
The base MVA or 'system base' (Sbase) is the same throughout the power system. The high 
voltage SPTN has a system base of 100 MVA. Transmission line impedances are expressed as 
% on 100 MVA 
Z% = 	x 100 	 (8.3) 
In the GIC Transmission Network (GIC TN) model impedances need to be expressed in 
Ohms. The 'Ohmic' impedance, ZQ, can be calculated by combining equations 8.2 and 8.3 and 
rearranging 
Zn = 	x li~~ (8.4) 
100 	S jase  
There are two different types of transformer commonly employed in a power system. The 
first type is inductive: the primary and secondary windings which change the voltage level are 
magnetically linked. Only an AC current can be passed. The second type is called an auto-
transformer. In an auto-transformer the primary and secondary coils are electrically connected. 
The electrical connection divides the transformer into a series winding on the HV side and a 
winding common to both on the IV side (common winding) and both AC and DC current may 
be passed. Figure 8.1 is a sketch of a segment in a transmission system which incorporates both 
types of transformer. 
Wye (Y) and delta 
() connections describe the geometrical arrangement of the three phase 
primary and secondary windings in a transformer (Saadat, 1999); see Figure 8.1. Inductive 
type transformers are normally connected Y-A or -Y to step-down and step-up voltages 
respectively. The high voltage side is normally earthed via the 'neutral point' and thus provides 
a point where GIC can enter the TN. The lower voltage side is normally earthed via an 'earthing' 
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Figure 8.1: Schematic illustration of GIC in a section of a Power transmission network with 
the two common transformer types shown: see text for further details. After Molinski et al. 
(2000) 
can be viewed as a modified Y connection. GIC can enter via the neutral point and flow through 




CHAPTER 8. GIG MODELLING 
8.2 Modelling GIG in a Power Transmission Network 
Lehtinen and Pirjola (1985) present a model, based on Ohm's and Kirchoff's laws, which 
enables GIC to be calculated in an arbitrarily earthed conductor network. The geometry, 
earthing resistances, line resistances and electric field at the surface of the Earth (open circuit 
electric field) are assumed to be known. GIC are assumed quasi-DC as geomagnetic variations 
(associated with ionospheric and magnetospheric currents) are slow in comparison to the 
operating frequency of the TN, typically 50Hz; see Section 2.3. 
Nodal points of the network are denoted by p1,p2 .....p,j  and are associated with earthing 
resistances R, R .....R. Each node is connected by a segment resistance which for atj 
three-phase transmission line is one-third of the per-phase line resistance. Lehtinen and Pirjola 
(1985) show that the GIG, le, at each node (earthing point) in a TN can be expressed via the 
matrix equation 
Ie = (1 + Ynze) _lje 	 (8.5) 
where fl, ze are the network admittance and earthing impedance matrices respectively 
and Je, the source term, is defined by 
- 	k/14j 	 (8.6) 
The voltage, Vk,  is the line integral of the geoelectric field E along the path of the conductor 
from point k to i 
	
Vki = JE.ds 
	
(8.7) 
where the integration in equation 8.7 must proceed along the path of the conductor because 
both vector and scalar potentials can contribute to the geoelectric field (Viljanen and Pirjola, 
1994a; Boteler and Pirjola, 1997, 1998b). It is therefore path dependent (e.g. Shercliff, 1977). 
As discussed in Section 2.3 it is usually assumed that GIC due to the conducting loop formed 
between the surface of the Earth and the transmission lines, situated at approximately 30m 
height, are negligible in comparison to GIC due to the geoelectric field. Thus it is reasonable 
to assume that the transmission lines are situated just above the Earth's surface, and perform 
the integration (eq. 8.7) at the Earth's surface. 
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(Viljanen and Pirjola, 1994a). However, the GIC earthing currents, which flow to and from 
the Earth through transformers, are of primary interest as these are the GIC which can cause 
problems (e.g. Pirjola, 2002a) 





I 1k,,'' 	.1 
where R is the resistance between nodes i and j. If nodes are unconnected then R 
is defined to be infinite (Viljanen and Pirjola, 1994a). The earthing impedance matrix, ze, 
contains only resistances in a DC treatment, and is formulated from the transformer winding 
resistances and that of the earthing system (Viljanen and Pirjola, 1994a). Its structure depends 
on the type of transformer being modelled and the distance between nodes in the network. If 
devices such as 'Neutral Point Reactors' are installed on the earth-strap of a transformer the 
earthing resistance of the transformer tends to increase: the magnitude of GIC tends to decrease 
as a result (e.g. Viljanen and Pirjola, 1994a). Thus, the earthing impedance matrix needs to 
be modified appropriately. However, in the 400 and 275kV SPTN there are no Neutral Point 
Reactors (T.D.G. Clark, 2001, personal communication). The simplest case occurs for nodes 
comprising single connections to earth spaced suitably far apart such that the potential of one 
node does not affect the other node (Mäkinen, 1993; Viljanen and Pirjola, 1994a). 
From the foregoing it can be see how the modelling of GIC is conveniently broken down into 
two-steps (Viljanen and Pirjola, 1994a) 
. determination of the geoelectric field (needed for the source term' J of equation 8.5); 
. determination of GIC. The electric field is considered an external electro-motive force 
(emf) acting on the grounded network of conductors, and GIC are calculated using 
equations 8.6 and 8.5. 
Implementation 
A collection of MatLab 4.2a routines has been written by the Finnish Meteorological Institute 
(FMI), which implements the model of Lehtinen and Pirjola (1985) and enables GIC to be 
calculated for a given electric field model (A. Viljanen, 2001, personal communication). The 
general flow of the program is now described. The program requires two main inputs. Firstly, 
the locations of transformers, their names, resistances, power line resistances, and connection 
between nodes are specified. This usually takes the form of a simply formated ASCII file. 
Secondly, the geoelectric field must be supplied in a rectangular grid covering the power system. 
Again, this may be supplied as an ASCII file in matrix format. In this study, only numerical 
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models of the geoelectric field have been used to calculate GIC using the FMI programs. 
However, if measurements of the electric field are available on a suitably dense grid then these 
too may be used (A. Viljanen, 2001, personal communication). In operation, the program 
first calculates the voltages between sites as line integrals along transmission lines (eq. 8.7). 
It is normally assumed that connections between nodes are straight: geometrically complex 
lines may be modelled by adding 'virtual' nodes with infinite earthing resistances (A. Viljanen, 
2001, personal communication). Finally, the GIC (P) are found by solving a system of linear 
equations (eq. 8.5). A typical run, with about 50 nodes, takes no more than a few tens of 
seconds (A. Viljanen, 2001, personal communication). The number of nodes is arbitrary as 
long as the matrix operation remains computationally possible: if N is the number of nodes 
then the size of the matrices are NxN. Larger power systems may be divided into smaller parts 
without loss of accuracy: border nodes which link the power systems are assigned an equivalent 
resistance (Viljanen and Pirjola, 1994a,b). 
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8.3 Modelling the Scottish Power Network 
The Scottish Power Transmission Network (SPTN) consists of approximately 4.000 Circuit km 
of 132kV, 275 kV and 400 kV overhead line and underground cable. The 400 and 275 kV 
components of the SPTN (as at April 2000), which includes connections to the North and 
South, are shown in Figure 8.2. 
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Figure 8.2: The BGS/FMI Model of the 400 and 275 kV Scottish Power network, April 2000. 
The 400kV network is shown in red; the 275kV network in blue. The network to the North 
of KINB and WIYH is operated by Scottish and Southern Energy and Hydro Electric. South 
of ECCL and HAKB the SPTN connects to the National Grid Company network. The four 
monitoring sites are shown as yellow circles. 
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In order to model the transmission network (TN) the impedances and locations of all nodes 
(i.e. earthed transformers) are required. Scottish Power are required by the terms of their 
operating license to publish an annual "Seven Year Transmission Statement" (SYTS), (Scottish 
Power, 2000). The SYTS includes circuit diagrams of the network and the circuit ratings. It also 
includes parameters such as power line length and impedances. The network admittance matrix 
(Y; eq. 8.5), nodal connections, and line resistances, were formulated from the information in 
the SYTS (T.D.G. Clark, 2001, personal communication). Straight line connections between 
nodes were assumed (e.g. Viljanen and Pirjola, 1994a). The connection to the part of the UK 
grid situated in England was achieved by assigning an equivalent resistance of - 3I to border 
sites (A. Viljanen, 2001, personal communication). This may be a little larger than necessary. 
For example, an equivalent zero resistance connection has been used to describe the Swedish 
power grid when GIC in Finland were modelled (Viljanen and Pirjola, 1994b). However, for the 
preliminary model, with no additional information the choice is arbitrary. In any case, Viljanen 
and Pirjola (1994b) show that the power network may be broken up into smaller parts, and 
studied separately, implying that the choice of equivalent resistance at two border nodes should 
not affect significantly the calculated GIC elsewhere in the network. 
The earthing impedance matrix (Zr; eq. 8.5) incorporates both the resistance of the 
transformer windings and the earthing-system (Section 8.2). The electrical circuit of a 
transformer must therefore be modelled (Mäkinen, 1993). Both inductive (hereafter referred 
to as 'grid' transformers) and auto-transformers are employed in the SPTN. Mäkinen (1993) 
developed a DC model of an auto-transformer which incorporates both the series (R 8 ) and 
common (R e ) winding resistances, and this is employed where necessary (A. Viljanen, 2001, 
personal communication). Grid transformers in the SPTN are Y-A connected and solidly 
earthed on the HV side via the neutral point. Earthing of the LV side is accomplished via an 
earthing transformer, thus only the resistances of the HV transformer windings are required. 
At sites where there are more than one transformer (e.g. NEIL) it is assumed that they are 
independently earthed (A. Viljanen, 2001, personal communication) i.e. the transformers do 
not share the same earth strap although, at some sites, this may be the case. If two (or 
more) transformers share an earth strap then the GIC may be affected. However, the exact 
earthing arrangements of all transformers in the grid are not known and the independent earth 
assumption should be considered a first approximation. 
Temperature corrected (operating temperature) DC transformer resistances were supplied 
by Scottish Power for a selection of transformers employed in the SPTN (T.D.G Clark, 2001, 
personal communication). The ohmic impedances were supplied; thus no conversion from the 
PU system was required. For the SPTN model, mean resistances were calculated for each 
voltage level e.g. 400-275kV, see Table 8.1 (T.D.G Clark, 2001, personal communication). The 
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Transformer Type Voltage [kV] R [Q] R 	[J 
Auto 400-275 0.1186 ± 0.0186 0.4015 ± 0.0217 
Auto 400-132 1.2326 ± 0.2132 0.1962 ± 0.0477 
Auto 275-132 0.6625 ± 0.0961 0.2645 ± 0.0467 
R-HV [1] R-LV [1] 
Grid 275-33 1.7001 ± 0.2326 0.0372 ± 0.0101 
Table 8.1: Mean transformer winding resistances for Scottish Power Transmission Network. 
R 8 and R denotes the series and common winding resistances of the auto-transformer. R-HV 
and R-LV denote the High and Low voltage transformer winding resistances. 
From To Length [km] R% X% R0 
HUNT INKI 62.27 0.1209 1.1568 1.9344 
HUNT KILS 59.70 0.1103 1.0793 1.7648 
HUNT WIYH 50.90 0.1218 0.9841 1.9488 
HUNT NEIL 32.20 0.0773 0.6118 1.2368 
NEIL BUSB 20.00 0.1000 0.8200 1.6000 
NEIL EKIS 29.08 0.1454 1.1923 1.0995 
NEIL INK! 29.06 0.0368 0.4936 0.5888 
STHA INK! 92.10 0.1513 1.6133 2.4208 
STHA HAKB 115.08 0.2302 2.1865 3.6832 
STHA KILS 34.97 0.0827 0.6776 1.3232 
STHA SMEA 74.64 0.1764 1.4464 2.8224 
TORN SMEA 56.17 0.0770 0.9976 1.2320 
TORN ECCL 36.48 0.0493 0.6420 0.7888 
Table 8.2: 400 kV system parameters for connections to Hunterston, Neilston, Strathaven, 
and Torness. R denotes resistance while X is the reactance. Note that resistances are shown 
per transmission line phase. Other sites are abbreviated with appropriate four letter codes; see 
Figure 8.2 for site locations. 
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error limits denote one standard deviation of the mean resistance for each transformer type; 
these are typically less than a few tenths of an Ohm. Each transformer in the SPTN (and 
outside e.g. Hydro to the North) was assigned the appropriate mean value depending on the 
voltage level and type of the transformer (T.D.G Clark, 2001, personal communication). 
System parameters in the SYTS are expressed at the operating frequency of the TN which 
is 50 Hz (Scottish Power. 2000). To calculate line resistances it was assumed that a quasi-DC 
resistance could be defined by considering the real part of the circuit impedance (R) (T.D.G. 
Clark, 2001, personal communication). For example, the line resistances at each of the four 
SP monitoring sites are given in Table 8.2. The impedance parameters R and X are expressed 
in the per unit system of % on 100 MVA (Section 8.2), and were converted to Ohms using 
equation 8.4; see column 6 of Table 8.2. 
In Figure 8.3, DC resistances per km as a function of the cross-sectional area of the 
conductor, for three different types of transmission line are shown. The resistances range 
from 2 Ohm/km for 10 mm' hard drawn copper (HDC) to 0.06 Ohm/km for 600 mm' steel 
reinforced aluminium (ACSR). The mean resistance per unit length for the 400, 275, and 132kV 
connections to the SP monitoring sites were calculated using Table 8.5. For the 400 & 275 kV 
systems these are 0.03 ± 0.007 & 0.03 ± 0.00211/km respectively; the mean resistance of the 132 
kV connections is 0.079+0.05711/km. While only drawn from a small sample this suggests that 
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Figure 8.3: Overhead line DC resistance per unit length at 20°C; after Alstom (1987). Three 
different conductor types are shown. AA - Aluminium Alloy; ACSR - Aluminium Conductor 
Steel Reinforced; HDC - Hard Drawn Copper. 
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The measured earthing impedances of 118 transformers in the SPTN were supplied by 
Scottish Power. These were probably compiled using a number of techniques depending on 
the equipment set-up at each site (Ingenco Ltd, 2001). Where possible, soil resistivities are 
measured using Wenner resistivity arrays (e.g. Keller and Frischknecht, 1966). The preferred 
method for measuring earthing systems, especially those which include cable networks and 
aerial earth-wires (an additional earth-wire usually strung between each pylon in a TN), is 
by the direct injection of current into the earthing system and measurement of the ground 
voltage, the Current Injection Method' (Ingenco Ltd, 2001). The mean and standard deviation 
of the earthing impedances are 0.251k and 0.461 respectively; the median is 0.14Q. Of the 
118 sites where measurements of the earthing impedance are available, 114 lie in the range 
0.0193 - 0.941ft Only four sites have an earthing resistance greater than 11: the maximum is 
2.239ft Sites where measurements are unavailable or unknown (e.g. sites in English National 
Grid to the south) were set to 0.11 (T.D.G. Clark, 2001, personal communication). 
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8.4 GIC Calculated using Uniform and Non-Uniform 
Electric field Models 
In this Section we compare the GIC calculated using a 1V/km (e.g. Pirjola, 2002a) uniform 
electric field and the GIC computed from the NESS electric field model (Model C; Chapter 
6). This analysis was performed in collaboration with Ari Viljanen(AV), of the Finnish 
Meteorological Institute. Electric fields were calculated using the NESS model using a magnetic 
field amplitude of lA/rn (' 1257nT), at a period of 750s, for two orthogonal magnetic induction 
azimuths of 0°N and 90°N. The calculated electric fields were supplied in component form to 
AV on a 10km grid covering the geographic region outlined in Figure 8.2. AV calculated GIC 
at all nodes in the SPTN (Figure 8.2) using the SPTN model described in Section 8.2. 
Recall the main features of the GIC data that we identified in Chapter 3: 
the largest GIC are usually observed at NEIL; 
Neilston GIC generally have the opposite polarity to that of HUNT and TORN; 
the smallest GIG are generally observed at TORN. 
The Scottish Power Monitoring Sites 
Model Site North [A] East [A] Max[A] a b 
UN! HUNT 36.66 -9.00 37.67 0.97 -0.24 
NEIL -4.25 4.44 6.13 -0.69 0.72 
STHA 17.55 23.77 29.49 0.60 0.81 
TORN -33.12 26.16 42.18 -0.79 0.62 
NESS HUNT 76.4 -21.46 79.13 0.97 -0.27 
NEIL -6.54 7.91 10.26 -0.64 0.77 
STHA 19.03 -6.10 19.97 0.95 -0.31 
TORN -81.93 54.59 98.25 -0.83 0.56 
Table 8.3: GIC at each of the four Scottish Power sites for a uniform electric field of 1V/km 
(UNI), and the NESS electric field model. Column five is the maximum GIG at each site; 
columns six and seven are the north and east GIG normalised by the maximum GIG. A magnetic 
field amplitude of 1257nT was used for the NESS model; the variation period is 750s. 
The calculated GIG at each of the SP monitoring sites for the two models are given in Table 
8.3. Columns three and four are the calculated GIC given magnetic field azimuths of 0°N and 
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90°N respectively. The GIC (Is)  for a linearly polarised magnetic field of arbitrary azimuth, 8, 
may be calculated using the relation 
I(0) =I cos O±J sin 8 	 (8.10) 
where If and I are the GIC calculated from each of the two orthogonal magnetic field 
polarisations, and 0 is the magnetic field azimuth in degrees clockwise from geographic north. 
This was used to find the polarisation azimuth (of the magnetic field) at which GIC are 
maximised; the maximum GIC in each case is given in column four. Columns six and seven are 
the 'North' and 'East' GIC normalised by the maximum calculated GIC magnitude at each site 
for a given electric field model. 
It is clear from Table 8.3 that neither model predicts that the largest GIC will occur at NEIL. 
In fact, the calculated GIC are smallest at NEIL. Conversely, the largest predicted GIC occurs 
at Torness. This is inconsistent with the observations. Moreover, examination of the normalised 
GIC (a and b; Table 8.3) illustrates that HUNT,NEIL and TORN appear relatively insensitive 
to the electric field model used. Only the change at STHA appears significant. This suggests 
that the electric field experienced by HUNT, NEIL, and TORN is effectively uniform, only the 
magnitude changes. The GIC at HUNT,NEIL and TORN have simply been scaled by factors 
of approximately 2.1, 1.7, and 2.3 respectively. This is easier to see if we plot the GIC at each 
of the sites as a function of magnetic field azimuth; see Figure 8.4. Comparing the uniform and 
NESS model GIC we can see that only at STHA does the azimuth at which GIC are maximised 
differ from the uniform electric field case; this is investigated in Section 8.5. 
We can find some magnetic field azimuths which tend to agree better with observation. For 
example, on closer examination of Figure 8.4, we can see that over a small range in azimuth 
(60° - 70°) HUNT and TORN share the same polarity. This occurs in both the uniform and 
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Figure 8.4: GIC as a function of magnetic field azimuth calculated using a uniform electric 
field of 1V/km (top) and the NESS electric field model (bottom). 
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All Scottish Power Sites 
The response of all other sites within the SPTN are now considered briefly. 
The majority of sites have more than one transformer, giving rise to more than one GIG at 
each site. Thus, some winnowing of the sites was necessary for ease of analysis and plotting. 
In the first instance duplicates were deleted, i.e. transformers at which GIC has the same sign 
and size. At the four SP monitoring sites there is more than one transformer each with it's 
own connection to earth: the transformers on which GIC are monitored were retained. Where 
the GIG at separate transformers at the same site gave differing results, the transformer which 
displayed the largest deviation (in terms of azimuth at which GIG is maximised) was retained. 
At sites where the azimuth of the magnetic field at which GIG were maximised did not change 
the transformer with the largest absolute GIG was retained. This procedure gave a single GIC 
value at each site, and ensured that any differences between GIC calculated using each of the 
two electric field models were maximised. The number of sites was correspondingly reduced 
from 136 to 66. 
Figure 8.5 shows the dependence of GIG on azimuth of magnetic induction, again for a 
uniform electric field and for the NESS electric field model. The line between blue and red 
indicates the source field azimuth at which GIG are minimised. Therefore the source azimuth 
which maximises GIC is oriented +90° to this direction. In the colour scheme, red denotes 
positive GIC (to Earth) and blue denotes negative GIC (from Earth). The circle radius is 
proportional to the maximum GIG. Note that different scales are used for each plot. The unit 
circle for the uniform electric field is 50A, the corresponding circle for the NESS model is bOA. 
We can see that the largest GIC tend to occur towards the outside margins of the network. 
This is seen in both the uniform and NESS electric field models. In addition, the largest GIC 
tend to occur at sites with longer connecting lines than, for example, within the obvious site 
clusters (see Figure 8.2). 
There are some subtle differences between the uniform and NESS electric field models. For 
example, the polarisation azimuth at which GIG are maximised at ECCL (immediately south of 
TORN; see Figure 8.2 for locations) changes from '-. 45°N to 90°N. In addition, the amplitude 
of ECCL in comparison to TORN is reduced when we compare the uniform and NESS electric 
field models. Similar behaviour is displayed by HAKB on the west coast at a latitude of " 55° 
and a longitude of 3°. Both of theses sites are situated within the zones of high conductance 
associated with the SUF and NT anomalies; see Figure 6.6 for example. 
Overall however, most of the features of the uniform model are robust and persist through 
to GIC calculated from the NESS electric field model. Of interest is that, in comparison to all 
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Figure 8.5: Dependence of GIC on polarisation azimuth of the magnetic source for a uniform 
electric field of 1V/km (top) and the NESS electric field model (bottom). The radius of the 
circles is proportional to the max GIC amplitude. Two different scales are used: 50A (top) and 
100A (bottom). 
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8.5 Strathaven GIC and the Southern Uplands Anomaly 
Strathaven is the only SP monitoring site where significant differences between the Uniform 
and NESS electric field models are observed. In this Section we investigate how this relates to 
the NESS electric field. Here, we use the notation °E and °W to differentiate degrees east and 
west of geographic north respectively. 









Table 8.4: Summary of STHA results. Om ax and 0min  are the polarisation of the magnetic 
source which maximises and minimises the predicted STHA GIC. 
For the NESS electric field model, the polarisation azimuths at which STHA GIC are 
respectively maximised and maximised (9m  and O) are 18°W and 72°E. For the UNI 
electric field model 0rnax  and 0min  are approximately perpendicular to these directions; see 
Table 8.4. 
STHA has four main connections oriented approximately ENE-WSW and SE-NW. To 
investigate the relation between the electric field and the orientation of the power lines it 
is assumed that only these 'direct' connections influence the modelled GIC. The NESS electric 
field magnitude for 0max  and  °min  is shown in Figure 8.6. The white arrows mark the path of 
the connecting power lines. The arrow azimuth denotes the direction of the electric field. 
The NESS model consists of zones of enhanced conductance associated with the SUF and 
NT anomalies; see Chapter 6. The strike of the conductance contrast associated with the SUF 
is 50°E. The northern boundary of the conductance contrast can be see in the lower Figure 
8.6: it divides the electric fields of greater magnitude (~: 0.5mV/km.nT) to the north from the 
lower magnitude electric fields (< 0.5mV/km.nT) to the south. The NE-SW oriented power 
lines which connect to STHA are oriented parallel to the SUF and lie just to the North of it. 
They could therefore be associated with the E-polarisation mode of the SUF i.e. an electric 
field oriented along strike. Similarly the power lines oriented NW-SE are almost perpendicular 
to the SUF and could be associated with the B-polarisation mode of the SUF i.e. the magnetic 
induction oriented along strike of the SUF. Examination of Figure 8.6 illustrates that the 
background electric field is enhanced for 0maz  and reduced for 8min' 
The longest unbroken line connected to STHA strikes NW-SE (STHA-HAKB, 115km; see 
Figure 8.2) and is approximately perpendicular to the SUF. NW-SE (Gmax —90°) is the direction 
of the electric field which maximises GIC in the uniform model. The contribution that a 
given power line can make to the GIC at a site will be maximised when the electric field is 
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oriented parallel (or anti-parallel) to the line in question (e.g. Boteler et al., 1994). However, 
the geometry of all other connections at the site must be considered. When a uniform electric 
field is oriented along the path of the STHA-HAKB line the contribution of the lines STHA-
KILS and STHA-SMEA must be small: they are almost perpendicular to the STHA-HAKB line. 
Only the STHA-INKI line striking to the NW can make a significant contribution. However the 
straight-line connection length of the STHA-INKI is approximately half that of STHA-HAKB 
at " 54km. Also the STHA-INKI line strikes closer to WNW than NW. Thus it appears 
plausible that the the STHA-HAKB line makes the largest contribution to GIC at STHA in 
the case of a uniform electric field. 
For the NESS electric field a magnetic source polarised 9 	gives rise to an electric field 
oriented SE-NW, see Figure 8.6. This is close to the direction of the electric field which 
maximises GIC for the uniform model. However, the conductive SUF anomaly causes a sharp 
decrease of the electric field magnitude over a substantial section of the STHA-HAKB line. 
Note also that there are small changes in the direction of the electric field due to the lateral 
variations in conductance. North of the SUF the electric field magnitude increases. However, 
the direction of the electric field is almost perpendicular to the STHA-KILS and STHA-SMEA 
lines. A magnetic source polarised °max  gives rise to an electric field oriented just south of 
west. Following a similar argument to that for the uniform electric field model the maximum 
contribution to STHA GIC appears to come from the STHA-SMEA line: the electric field is 
parallel to the strike of the line, large along its length, and the electric field direction is generally 
undistorted. In this configuration the NW-SE oriented lines appear to make only a secondary 
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Figure 8.6: The NESS electric field magnitude [mV/km.nT] for a magnetic source polarised 
= 18°W (top) and Omi , = 720E (bottom). These directions maximise and minimise the 
Strathaven GIC respectively. The white arrows denote the direction of the electric field along 
the path of the 400 & 275 kV power lines connected to Strathaven. The offshore electric field 
has been removed for clarity. 
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8.6 Discussion of the SPTN Model 
The work described in this Chapter is a first test of the SPTN model. While the calculation 
of GIC is generally considered straightforward in comparison to the EM modelling (Viljanen 
and Pirjola, 1994a; Pirjola, 2002a), it is by no means a trivial task. A number of simplifications 
need to be made to keep the modelling of the power network manageable. For example, 
representative values were used for some 'unknown' resistances, and we do not know how 
sensitive the calculated GIC are to possible errors introduced as a result. Pirjola and Lehtinen 
(1985) demonstrated that GIC model calculations were robust with respect to changes in the 
earthing resistances at some sites within the Finnish power grid: only the sites where the 
earthing resistances were 'wrong' were GIC affected significantly. A similar comprehensive 
'sensitivity' analysis would establish how robust the calculated GIC values are for the SPTN 
model, and is worthwhile undertaking. A full discussion of the possible impact of all the 
simplifications used is out-with the scope of this thesis. However, we can use TORN and 
NEIL GIC data, and the NESS MT data, to investigate two important assumptions which were 
employed in the construction of the SPTN model: that the 132kV network may be neglected, 
and that all sites are connected by straight lines (Section 8.3). 
Of the four SP monitoring sites, NEIL is probably the most difficult to model 'correctly'. 
The 400 and 275kV lines which connect to NEIL are all less then 32km in length. Therefore 
they cover no more than three nodes in the numerical grid of the NESS electric field model. In 
addition, a 132kV line (NEIL-COYT; Table 8.5) of length 45km extends almost directly south 
from NEIL, and this is not included in the model. Usually it is assumed that the resistance of 
the lower voltage transmission lines is sufficiently large in comparison to that of higher voltage 
lines, such that GIC in the lower voltage network is negligible (e.g. Mäkinen, 1993; Koen, 2002). 
However, this runs the risk of not including additional 'paths' along which GIC may flow. Here 
we use a simple method to assess the possible influence of the 132kV system. If we may assume 
that the earthing impedances are negligible i.e. Z << 1, then using equation 8.5 we can see 
that the dC, Je,  are equal to the nodal currents, Y. In addition, for simplicity, assume a 
uniform electric field e.g. 1V/km. The nodal currents are found from equations 8.6 and 8.7. 
We wish to calculate the maximum possible contribution an individual connection can make 
to the total nodal current vector. This will occur when the electric field is oriented along the 
conductor. In this case, the size of the nodal current will be proportional to the ratio where L 
and R are the length and resistance of the conductor respectively. This ratio was calculated for 
each 400, 275 and 132 kV connection to the four SP monitoring sites; the results are shown in 
the seventh column of Table 8.5. The mean values of L/R, and associated standard deviation, 
calculated from Table 8.5 are 35 ± 9, 27 ± 1 and 18 ± 11 [km/] for the 400, 275 and 132 kV 
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networks respectively. Thus, the 132kV contribution to the nodal currents (J)  is smaller than 
that of the 400 and 275kV systems; it is however still a first order contribution. In addition, 
the mean transformer winding resistances (Table 8.1) indicate that the low voltage winding 
resistance of SP 275-132kV transformer (Re ) is approximately half that of the high voltage 
winding resistance (R 5 ). Therefore, although this simple treatment takes no account of the 
geometry of the TN, it does illustrate that the contribution of the 132kV system may, in some 
cases, be non-negligible. 
The neglect of the 132kV also affects the way transformers are modelled. For example, the 
NEIL auto-transformer which connects to the 132kV network was modelled as a grid transformer 
(T.D.G Clark, 2001, personal communication). It is known that auto-transformers can make 
it difficult to predict the location of and polarity of GIC in a TN. GIC can bypass the local 
earthing point (see Figure 8.1) which may lead to a mismatch between measured and calculated 
GIG (e.g. Koen, 2002). In addition, GIC flow in the common and series windings may be of 
opposite polarity (e.g. due to the orientation of the power lines), and GIG measured in a 
transformer earth connection are the arithmetic sum of the series and common winding GIC 
(Erinmez et al., 2002). Therefore both the size and polarity of GIG measured in a transformer 
earth connection may be affected, and these complications are likely to be compounded when 
parts of the network are neglected. 
192 
	
CHAPTER 8. GIG MODELLING 
Length R 7, R0 L/R 
Voltage From To [km] - ci [km/Ill 
400kV HUNT INK! 62.27 0.1209 1.9344 32.19 
HUNT KILS 59.70 0.1103 1.7648 33.83 
HUNT WIYH 50.90 0.1218 1.9488 26.12 
HUNT NEIL 32.20 0.0772 1.2368 26.03 
NEIL BUSB 20.00 0.1000 1.600 12.5 
NEIL EKIS 29.08 0.1454 1.0996 26.4 
NEIL INKI 29.06 0.0368 0.5888 49.35 
STHA INK! 92.10 0.1513 2.4208 38.05 
STHA HAKB 115.08 0.2302 3.6832 31.24 
STHA KILS 34.97 0.0827 1.3232 26.43 
STHA SMEA 74.64 0.1764 2.8224 26.45 
TORN SMEA 56.17 0.077 1.232 45.59 
TORN ECCL 36.48 0.0493 0.7888 46.25 
275 kV NEIL BUSB 20.00 0.01 0.7563 26.45 
NEIL EKIS 29.08 0.1454 1.0996 26.45 
STHA BUSB 15.65 0.0783 0.5921 26.43 
STHA CLYM 10.42 0.0521 0.3940 26.45 
STHA COAL 22.92 0.097 0.7336 31.24 
STHA EKIS 6.34 0.0317 0.2397 26.45 
132 kV NEIL COYT 45.67 4.6127 8.0372 5.68 
NEIL CR00 12.65 0.5440 0.9479 13.35 
NEIL EKIL 20.13 2.0331 3.5424 5.68 
NEIL ELDE 3.85 0.1656 0.2885 13.34 
NEIL PAlS 8.35 0.1836 0.3199 26.10 
HUNT HUNF 0.15 0.003 0.0052 28.70 
HUNT JUNA 3.61 0.0523 0.0911 39.61 
TORN INWI 1.10 0.0383 0.0667 16.48 
Table 8.5: The length and resistance (per phase) of all 400, 275 and 132kV transmission lines 
connected to the four SP monitoring sites. In column seven the ratio of line length to resistance 
(per phase) is shown; see text for details. 
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Figure 8.7 shows a close-up of the SPTN in the region of TORN. The SPTN model 
connections are shown in red, and we can see the two main connections at TORN. The first 
strikes east-west and terminates at a site (SMEA; see also Figure 8.2) just east of Edinburgh 
(E); the second strikes north-south and terminates at ECCL. In addition, the length of these 
two connections is almost equal ('-'-. 40km). Figure 8.4 shows that the SPTN model predicts 
that negative polarity GIC at TORN should be maximised for a magnetic source azimuth of 
40° west of north for the uniform electric field model. This is consistent with the geometry of 
the SPTN model at TORN, as the component of the electric field along the two connections 
should be approximately the same size and sign (e.g. Boteler et al., 1994). Accordingly, both 
the SMEA and ECCL connections draw current from the Earth' at TORN. However, the 
thin black line marked on Figure 8.7 shows a marginally more accurate representation of the 
path of the TORN-SMEA connection (e.g. Ordnance Survey, 1988). It strikes south-west for 
approximately 25km before turning north-west to connect with SMEA. Furthermore, we saw 
that the calculated GIC at TORN appears relatively insensitive to the choice of electric field 
model: the azimuth at which GIG are maximised is shifted by no more than 10° between choice 
of field models. This is perhaps not surprising if we consider that the modelled electric field 
may vary only on scales greater than 10km, and that the deflection of the modelled telluric 
vectors west of TORN is no more than 10°-20° from the regional direction, and their amplitude 
range is small (see Figure 7.9). However, if we consider the raw e telluric vectors (black arrow 
heads; Figure 8.7) at the four sites south-west and north-west of TORN which display good 
inter-site consistency in terms of azimuth and the variation of field strength, then this highlights 
that the actual electric field in the region of TORN is considerably more distorted than we are 
currently modelling. The straight-line connection assumption cannot affect the calculated GIG 
in the case of a uniform electric field: the voltages are independent of the path of integration 
(although it is important to use the true connection length when calculating the line resistance). 
However, we can anticipate that the electric field in the region of TORN is unlikely to be well 
approximated by a uniform electric field. Thus, given that we have demonstrated for TORN 
that the actual path of one power line differs significantly from a straight line connection then 
we can expect significant deviation between observation and model predictions. 
Notwithstanding the preceding discussion, the SPTN GIG model can be considered repre-
sentative of one possible configuration of the SPTN rather than its true configuration. The 
response of STHA therefore proved interesting. We saw that the change in source azimuth at 
which the predicted STHA GIG is maximised can be related to the modification of regional 
current flow by an extended lateral contrast in conductivity. One of the longest power lines 
connected to STHA, and which probably dominates the response in the case of the uniform 
electric field model, was effectively neutralised for the NESS electric field model. That a differ- 
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ent electric field will lead to a different distribution of GIC is not surprising and has been well 
demonstrated in previous work (e.g. Viljanen et al., 1999). The difference here is in the route 
taken to model the electric field. Lateral variations in conductivity have been introduced, and 
affect significantly the predicted GIC at the STHA monitoring site. Furthermore, the predicted 
STHA GIC highlights that modelling GIC using a 1D Earth model may lead to false conclusions 
about the azimuth of the electric field which maximises GIC. In addition, we saw that the max-
imum predicted STHA GIC calculated using the NESS model was reduced by a factor of 1.5 in 
comparison to the uniform case. At the other SP monitoring sites the maximum predicted GIC 
increased. The power lines which connect to STHA are longer than those which connect to any 
other SP monitoring site (Table 8.2). Therefore, it is not unreasonable to expect that large GIC 
should be observed at STHA, but STHA GIC do not appear to be significantly different from 
the other SP monitoring sites (Table 3.2). The modelling here suggests one possible reason. 
At NEIL we saw that there are connections to 132kV lines which are likely to make a 
significant contribution to the observed GIC. In addition, we noted that neglecting parts of 
the network affects the way transformers are modelled. On this basis, the neglect of the 132kV 
system does not appear to be justified. Doing so may provide one explanation why the predicted 
amplitude of NEIL GIC is much lower than each of the other three SP monitoring sites. At 
TORN we noted that one connection which differed significantly from a straight-line, and that 
the measured electric field in the TORN region is considerably more distorted than the NESS 
model. This does not necessarily mean that the straight-line approximation is invalid: it could 
be argued that the straight-line approximation is justified given uncertainties in the modelled 
electric field. However, these findings highlight that both the SPTN model, and the NESS 
electric field model, in their current form, are probably inappropriate for a detailed study of 
GIC at sites like TORN and NEIL. The scale of the modelling, set by the length of the power 
lines, and the spacing of the numerical grid is more suited to sites such STHA where line lengths 
are typically in excess of 50km. If we may take the response of STHA as illustrative of the 
possible consequences of neglecting lateral variations in conductivity, then we can see that we 
may reach false conclusions about the direction of the electric field which maximises the GIC 
size. 
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Figure 8.7: Close up of the SPTN in the region of TORN. The decomposed e telluric vectors (Section 7.4) are shown with purple arrow heads; 
the measured telluric vectors are shown in black. The thin black line denotes the actual route of the connection between TORN and SMEA, south 
-east of Edinburgh (marked E). C)1 
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Chapter 9 
Conclusions & Future Work 
TORN is perhaps the most interesting site of the four Scottish Power monitoring sites. It 
is situated on the East coast, and the smallest GIC of the SP monitoring sites are generally 
observed there (Table 3.2). 
Both the time-frequency, and GIC transfer function analysis (Chapter 4) revealed that 
TORN GIC are significantly coherent with the B component of the ESK magnetic field (see 
Figures 4.5 and 4.8). In fact, we noted that across the period range of 4-100s, the TORN 
T response makes only a second order contribution to the GIC response, and can therefore 
be effectively ignored (Section 4.4). We interpreted the GIC TF as proxy MT responses, and 
invoked galvanic distortion of the electric field due to the SUF anomaly, to explain the low 
TORN T phase (Figure 4.9; Chapter 4) and amplitude. However, we relied upon correlating 
our phase observations with the E-polarisation phases (where the strike is defined by the SUF, 
50 ° N) of Banks et al. (1996). His profile traverses the Southern Uplands 80km to the 
south west of TORN (see profile Bl, Figure 2.13). Nevertheless, the same period dependence 
of phase is implied: low (20 - 300) phase in the period range 200-1000s, increasing to high 
(60— 70°) phase in the period range lO-lOOs. However, we recovered the scaled regional telluric 
response (e.g. gZ; eq. 7.8) of those sites surrounding TORN that were found to provide an 
acceptable fit to the distortion model (Section 7.4). These are shown in Table 7.2; the sites 
are shown in Figure 7.8. We are interested in the regional E-polarisation phases (where 
E-polarisation is defined by the strike angle in column 7.2) which range from 24° - 28 0 . Sites 
which are influenced by the same conductor should share characteristics such as phase (Ritter 
and Banks, 1998; Tauber et al., 2003). The recovered regional E-polarisation phases agree 
favourably with both those of Banks et al. (1996), and our TORN T1 phase which at a period 
of 750s is 35° ± 10 0  (Figure 4.9). This reinforces our original interpretation (Chapter 4) that 
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TORN GIC are influenced by galvanic distortion of the electric field due to the mid-crustal 
conductivity anomaly associated with the SUF. 
In Section 3.5, we asked - why aren't the largest GIC observed at the coastal site of TORN? 
Galvanic distortion provides one possible mechanism. 
9.1 Conclusions 
A nuniber of different spectral techniques were employed to assess the correlation between the 
ESK magnetic field variations and SP GIC, and investigate the period dependence of the GIC 
(Chapter 4). The GIC transfer function analysis summarises both the power-spectral and time-
frequency analysis. The main conclusions from studying the period dependence of SP GIC 
are: 
in the period range 2-1100s SP GIC are significantly coherent with the ESK magnetic field 
variations; 
TORN and NEIL are significantly coherent with the B component of ESK, while HUNT 
and STHA are coherent with both horizontal magnetic field components of ESK; 
(ii) a significant long-period (> 200s) response is present in the GIC data; 
at TORN, the long-period response dominates the observed GIC; 
interpretation of the transfer function as proxy MT responses can provide a useful insight 
into the types of conductivity structure which may modulate the GIC response; 
The long-period response of the GIC data is worth highlighting. This implies large 
penetration depths of the EM field, and that the entire crust and upper mantle may contribute 
to the surface electric field, and therefore the GIC, response (e.g. Beamish et al., 2002). 
However, this does not mean that the overlying structure must have a thickness which is a 
'significant fraction' of the skin-depth of the underlying structure in order to influence the 
electric field magnitudes at the Earth's surface, as has been suggested by Boteler (1994). 
While TORN and NEIL both display significant coherence with the B component of ESK, 
their respective amplitude and phase characteristics differ significantly (Figure 4.8). We can 
consistently interpret the TORN amplitude and phase in terms of the Earth response in a 
similar manner to MT data, Long-period induction implies large scale-lengths. It is suggested 
that the differing phase characteristics of the TORN and NEIL GIC transfer functions is due 
to a lateral variation in conductivity. 
There have been a number of studies which have attempted to use the long dipole length 
provided by pipelines or submarine cables to investigate the large-scale telluric response of 
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the Earth (e.g. Boteler et al., 1987: Medford et al., 1989; Brasse and Junge, 1984; Chave 
et al., 1992). Viljanen and Pirjola (1994b) suggested the possibility of using power systems. 
However, the complex geometry of the power network is a drawback but, nevertheless, we 
have demonstrated that an interpretation of the data may still be made. The phase correction 
we were forced to employ highlights that good time control is essential if phases are to be 
interpreted. The bi-variate transfer function model proved extremely useful and, provided that 
good quality magnetic and GIC data are available, it is recommended that the transfer functions 
be calculated. We note that, Garcia et al. (1997) describe the robust processing of MT data 
collected in the Auroral Zone. 
The contrast in conductivity between the shelf-seas and the land provides an important 
control on both the magnitude and azimuth of the regional electric field. For example, in 
the NESS region, the calculated magnitude of the electric field was reduced by a factor of 2-
5 when we moved from a coast-only model (A; Chapter 6) to the NESS model (C; Chapter 
6). Crucial to achieving this was a realistic value for the sea-water conductance based on 
bathymetry. Comparison of the NESS electric field modelling with the MT data suggests that 
the downwards trend in the electric field magnitude is reasonable. The calculated effective 
telluric responses (Section 7.3) imply that NESS region total electric field magnitudes may be 
as low as 0.25 - 0.5mV/km.nT. An effective telluric response of 0.5mV/km.nT persisted over 
a distance of ' 80km in the Midland Valley, including three SP monitoring sites close to the 
coastline (see Figures 7.1 and 7.4). 
The galvanic response of the SUF anomaly distorts significantly the regional electric field and 
exerts a controlling influence on TORN GIC magnitude. The amplitude of the telluric vectors 
in the region of TORN, which display inter-site consistency, is no more than ' lmV/km.nT. In 
addition, the full distortion analysis (Chapter 7) indicates varying degrees of galvanic distortion 
at each site. We recovered regional strike-angles (see for example Table 7.2) which are consistent 
with the regional strike of the underlying conductivity structure, rather than the contrast in 
conductivity provided by the sea and the land. 
The joint MT/GDS Hypothetical Event Analysis (Chapter 7) is worth highlighting: it is 
the first time GDS and MT data have been presented together in this way. The combination of 
both the anomalous horizontal magnetic field and the telluric vectors gives a particularly clear 
picture of the geometry of induced currents, and allows the inter-site and regional consistency 
of the MT data to be assessed. 
The backwards-prediction of large GIC (Chapter 5) suggests that minute-mean GIC at the 
SP monitoring sites are unlikely to exceed 28A if a magnetic storm similar to that of March 
1989 were to recur. Ideally, we would like to uses the SPTN model to help decide if the GIC 
magnitudes of the SP monitoring sites are representative of other sites in the SPTN. However, 
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the SPTN model is currently of limited use in this respect: the fit between the observed and 
calculated GIC (Section 8.4) needs to be improved before we can say with confidence that GIC 
elsewhere in the grid are likely to be larger or smaller. The most important aspect of improving 
the fit between measured and calculated GIC is modelling correctly the magnitude of each of 
the SP monitoring sites relative to each other. Two key assumptions, that the 132kV network 
may be neglected and that nodes of the power network are connected by the shortest path, do 
not appear well-satisfied for the electrical characteristics and scale of the SPTN. In addition, 
while the NESS electric field model demonstrated good overall correspondence between the 
GDS and MT data we saw that in the region of TORN, the actual electric field is considerably 
more distorted than we are currently modelling. Thus more work is required on both aspects 
of the problem. 
Modelling GIC using a 1D Earth model may lead to false conclusions about the direction 
of the electric field which maximizes the GIC size. We demonstrated in Chapter 8 that the 
predicted response of STHA differed significantly depending on whether we calculated GIC 
using a uniform or the NESS electric field model. The source azimuth found to maximize the 
predicted GIC for a uniform electric field is within 100  of the source azimuth at which predicted 
GIC are minimised for the NESS electric field model. 
9.2 Suggestions for Future Work 
The GIC data were accumulated (and continue to accumulate as part of the BGS/SP monitoring 
campaign) and have been processed (e.g. to form the GIC transfer function) on an event by 
events basis. However, to form improved estimates of the GIC transfer functions they should be 
processed as a single unit (i.e. using all available events) where possible. The robust processing 
package employed here (Egbert and Booker, 1986) would be well-suited to this purpose. 
We used a simple method to define the distribution of conductance in the surface sheet of 
the electric field model. One way to extend the work presented in this thesis is to employ an 
inverse method to define the distribution of conductance in the surface sheet. For example, 
Wang and Lilley (1999) obtained a conductance distribution for the Australian continent by 
inversion of GDS functions. The coverage and quality of the NESS data-set is good (Figure 
1.3). Obtaining a conductance distribution in this way may help to guide the construction 
of 3D forward models. For example, it could be used to migrate along strike' 2D models 
(e.g. Banks et al., 1996; Tauber et al., 2003) which slice through the crust of the NESS area. 
If the development of a 3D model of the NESS region is considered the next step, then the 
stacked sheet algorithms (e.g. Fainberg et al., 1993) would provide the opportunity to model 
both surface (e.g. seas) and crustal conductors at depth. 
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We restricted our attention to a single representative period of 750s. Another step would 
be to study GIC in the SPTN at a period representative of local induction, which in the 
NESS region is thought to be at periods < 200s. A period of 60-100s in the NESS region is 
recommended and this would bring the additional benefit of increasing the amount of MT data 
available for study. However, MT data coverage north and west of the SUF is poor, and if 
we are to study GIC in the 'local' induction period range then more northern MT data would 
be useful here. This provides one possible avenue for collaboration between the MT and GIC 
communities, perhaps a number of targeted MT surveys, to the north and west of Glasgow. A 
study of the Highland Boundary Fault is an obvious target. 
The backwards-prediction of large GIC (Chapter 5) uses events selected on the basis of 
horizontal magnetic field rate of change. Statistics on the occurrence of GIC could be generated 
using a similar approach. 
Limitations of the approach taken to modelling the SPTN were highlighted. This is not 
a criticism of the approach: we must start somewhere and considerable effort has gone into 
developing the capability to model power systems. However, further modelling is required 
to help assess the impact of the modelling assumptions. It is recommended that future 
efforts should simplify the problem first, perhaps by tackling single sites or small parts of the 
network. For example, TORN is an ideal candidate to investigate the assumption of straight 
line connections between nodes. It is situated on the edge of the network, has a relatively simple 
geometry and is relatively well covered by MT and GDS induction data. We highlighted that 
NEIL is likely to be affected by the neglect of the 132kV network, and thus is also an obvious 
choice for a small modelling study. 
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Appendix A 
Maxwell's Equations 
A brief summary of the basic equations and definitions of classical electromagnetic theory 
relevant to geomagnetic induction is given. The electric field and magnetic induction vectors, 
E and B respectively, which define an electromagnetic field in a linear, isotropic medium of 
uniform permittivity c and permeability p satisfy Maxwell's equations (e.g. Weaver 1994): 
	
yE = Pv- 	 (A.1) 
VB = 0 	 (A.2) 
VxE = - 	 (A.3) 
Ot 
VxB = ij+pc 
ÔE  
-- 	 (A.4) 
where Pv and j are the volume densities of charge and current in the medium. In a source free 
medium of conductivity a the current density is given by 
j = aE 	 (A.5) 
Displacement currents (fe; eq. A.4) are commonly ignored in geophysics. This is justified 
on the basis that f does not differ significantly from it's free space value, and the typical range 
of frequencies and conductivties encountered in geomagnetic studies which ensures that a >> fW 
and therefore j >> e (e.g. see Weaver 1994 p.4  for details). 
Two important results follow from the neglect of displacement currents. Taking the 
divergence of equation A.4 and noting that V. (V x A) 0 where A is any vector we obtain 
Vj =0. (A.6) 
Thus the current density j is solenoidal. All conduction currents therefore flow in closed loops. 
This can also be expressed in the form 
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oVE±(Vo).E=0 	 (A.7) 
Combining equation A.7 and Maxwell's first equation A.1 gives 
fE (Va) 
PV = - 	 ( A.8) 
or 
the volume charge density in a medium of conductivity a and permittivity E. 
Appendix B 
Simulated GIC Events 
The GIC events in this appendix were calculated using the Neilston transfer function see 
Chapter 5. 
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Figure B.1: ESK x component of the magnetic field and its time derivative. 00:OOUT 13 
March - 12:OOUT 14 March, 1989 
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Figure B.2: ESK y component of the magnetic field and its time derivative. 00:OOUT 13 
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Figure B.3: Estimated GIC. 00:OOUT 13 March - 12:OOUT 14 March, 1989 
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Event 2: 8 November 1991 
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Figure B.4: ESK x component of the magnetic field and its time derivative. 20:OOUT 8 
November - 04:OOUT 9 November, 1991 
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Figure B.5: ESK y component of the magnetic field and its time derivative. 20:OOUT 8 
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Figure B.6: Estimated GIC. 20:OOUT 8 November - 04:OOUT 9 November, 1991 
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Event 3: 21 October 1989 
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Figure B.7: ESK x component of the magnetic field and its time derivative. 00:OOUT 21 










Figure B.8: ESK y component of the magnetic field and its time derivative. 00:OOUT 21 
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Figure B.9: Estimated GIC. 00:OOUT 21 October - 12:OOUT 22 October, 1989. 
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Event 4: 1 November 1991 
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Figure B.10: ESK x component of the magnetic field and its time derivative. 12:OOUT 1 
November - 00:OOUT 2 November, 1991. 
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Figure B.11: ESK y component of the magnetic field and its time derivative, 12:OOUT 1 
November - 00:OOUT 2 November, 1991. 
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Figure B.12: Estimated GIC. 12:OOUT 1 November - 00:OOUT 2 November, 1991. 
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Figure B.13: ESK x component of the magnetic field and its time derivative. 12:OOUT 7 Feb 
- 12:OOUT 9 Feb, 1986. 
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Figure B.14: ESK y component of the magnetic field and its time derivative. 12:OOUT 7 Feb 
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Figure B.15: Estimated GIG. 12:O0UT 7 Feb - 12:OOUT 9 Feb, 1986. 
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Figure B.16: ESK x component of the magnetic field and its time derivative. 06:OOUT 17 
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Figure B.17: ESK y component of the magnetic field and its time derivative. 06:OOUT 17 
November - 06:OOUT 18 November, 1989 
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