In image registration, we determine the most accurate match between two images, which may have been taken at the same or different times by different or identical sensors. In the past, correlation and mutual information have been used as similarity measures for determining the best match for remote sensing images. Mutual information or relative entropy is a concept from information theory that measures the statistical dependence between two random variables, or equivalently it measures the amount of information that one variable contains about another. This concept has been successfully applied to automatically register remote sensing images based on the assumption that the mutual information of the image intensity pairs is maximized when the images are geometrically aligned. The transfonnation which maximizes a given similarity measure has been previously determined using exhaustive search, but this has been found to be inefficient and computationally expensive. In this paper we utilize a new simple, yet powerful technique based on stochastic gradient, for the maximization of both similarity measures with remote-sensing images, and we compare its performance to that of the exhaustive search. We initially consider images, which are misaligned by a rotation and/or translation only, and we compare the accuracy and efficiency of a registration scheme based on optimization for this data. In addition, the effect of wavelet pre-processing on the efficiency of a multi-resolution registration scheme is determined, using Daubechies wavelets. Finally we evaluate this optimization scheme for the registration of satellite images obtained at different times, and from different sensors. It is noted that once a correct optimization result is obtained at one of the coarser levels in the multi-resolution scheme, then the registration process is much faster in achieving subpixel accuracy, and is more robust when compared to a single level optimization.
INTRODUCTION
Within the context of satellite data geo-registration, this work considers the issue of feature-based, precisioncorrection and automatic image registration of satellite image data. In this context, image registration is defined as the process which determines the best match between two or more images acquired at the same or at different times by different or identical sensors. One set of data is taken as the reference data and all other data, called input data (or sensed data), is matched relative to the reference data. The general process of image registration includes three main steps: (1) the extraction of features to be used in the matching process, (2) the feature matching strategy and metrics, and (3) the resampling of the data based on the correspondence computed from matched features. A large number of automatic image registration methods have been proposed and surveys can be found in3. This paper considers the search strategy and similarity metric to be used in step (2) of the registration process. In previous work, exhaustive search was used to compare two different similarity metrics, correlation and mutual information. The registration process was found to be slow, thus in this work we investigate the application of an optimization technique for registration based on either of the two metrics. Correlation measurement has been the most widely used similarity metric4, although it is computationally expensive and noise sensitive when used on original gray level data. Use of a multi-resolution search strategy provides for large reductions in computing time and increases the robustness of the algorithms. An alternate similarity metric is mutual information, which measures the "resemblance" between two images. But while correlation measures similarity by computing global statistics such as mean and The concept of mutual information represents a measure of relative entropy between two sets, which can also be described as a measure of information redundancy°. If A and B are two images to register, PA(a) and PB(b) are defined as the marginal probability distributions, and P(a,b) is defined as the joint probability distribution of A and B. Then mutual information is defined as: Timing results for MI registration was about 1.5 times more than that for correlation registration based on our prior experiments. We also showed that when noise was present in the input image, both correlation and MT continue to produce perfect registration for Gaussian noise levels up to -12db for our tests, with mutual information being more robust to noise than correlation. Further work'3 involved the extension of our tests to multi-sensor remote-sensing datasets including a comparison of different registration schemes.
REGISTRATION USING MUTUAL INFORMATION WITH WAVELETS
As described in our previous work11"2, mutual information is utilized in a multi-resolution wavelet-based framework. Our algoritlun is described in Figure 1, It is important to note that in searching for the maximum MI value, the rotation parameter also varies, and so a definite peak in the MI-value probably exists in the three dimensional parameter space, but this is not easy to verify graphically. 
EXPERIMENTS AND RESULTS

CONCLUSIONS
The study presented in this paper investigated a new optimization technique, and successfully applied it to register remote sensing images in a multiresolution framework, using wavelets. We observed that with the SPSA optimization algorithm, MI tends to optimize 3 to 4 times faster than correlation does (see Table 3 ). Table 2 Results ofMutual In or,nation (lvii) Optimization using Daubechies wavelets on the Landsat Dataset 
