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In the IoT era, the number of devices connected to it continues to grow significantly. This can lead to an
increase in the amount of reported data by these IoT devices. The reported data by the Sensor Nodes
(SNs) to the Gateway (GW) drives these IoT sensors to consume their energy and storage. These
problems can be solved by reducing the amount of data in the source nodes in order to reduce both the
amount of energy consumed and the amount of storage required. Energy consumption represents one
aspect of the Quality of Service (QoS) in the sensor nodes of the IoT. A Bi-Level Data Lowering (BLDL)
approach is suggested in this article that operates at both the sensor node and gateway levels. To
function in constrained IoT devices at the first level, lightweight data compression approaches were used.
Delta encoding is accompanied by RLE. Two more optimization methods have been proposed for the
sake of minimizing the amount of sent data as much as possible at the first level. In the second level,
clustering hierarchically based on Minimum Description Length (MDL) theory was used to cluster the first
level data sets. After that, the evaluation of BLDL efficiency is based on real data and the use of the
OMNeT++ simulator. The findings indicate that the suggested approach reduces the overhead for the
network resources as follows: At a maximum of 20.53% in BLDL and 6.14% in LBLDL for the ratio of data
remaining, and a maximum of 62% in BLDL and 21% in LBLDL for the ratio of sent data sets to the GW, the
required energy to send data sets to the GW is reduced from 6% to 43% in BLDL and from 79% to 85% in
LBLDL, and accuracy is higher than 90% for the methods without loss and 80% for the methods with a
loss when compared to existing methods.
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Abstract
In the IoT era, the number of devices connected to it continues to grow signiﬁcantly. This can lead to an increase in the
amount of reported data by these IoT devices. The reported data by the Sensor Nodes (SNs) to the Gateway (GW) drives
these IoT sensors to consume their energy and storage. These problems can be solved by reducing the amount of data in
the source nodes in order to reduce both the amount of energy consumed and the amount of storage required. Energy
consumption represents one aspect of the Quality of Service (QoS) in the sensor nodes of the IoT. A Bi-Level Data
Lowering (BLDL) approach is suggested in this article that operates at both the sensor node and gateway levels. To
function in constrained IoT devices at the ﬁrst level, lightweight data compression approaches were used. Delta
encoding is accompanied by RLE. Two more optimization methods have been proposed for the sake of minimizing the
amount of sent data as much as possible at the ﬁrst level. In the second level, clustering hierarchically based on Minimum Description Length (MDL) theory was used to cluster the ﬁrst level data sets. After that, the evaluation of BLDL
efﬁciency is based on real data and the use of the OMNeTþþ simulator. The ﬁndings indicate that the suggested
approach reduces the overhead for the network resources as follows: At a maximum of 20.53% in BLDL and 6.14% in
LBLDL for the ratio of data remaining, and a maximum of 62% in BLDL and 21% in LBLDL for the ratio of sent data sets
to the GW, the required energy to send data sets to the GW is reduced from 6% to 43% in BLDL and from 79% to 85% in
LBLDL, and accuracy is higher than 90% for the methods without loss and 80% for the methods with a loss when
compared to existing methods.
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1. Introduction

S

mart devices with sensors are at the core of the
Internet of Things. Thermometers, barometers,
cameras, air quality detectors, accelerometers, and
ﬁre alarms are instances of sensors that could be
used for object tracking, environmental monitoring,
and performing a variety of other tasks. Such sensors can capture, analyze, and distribute environmental data such as relative humidity, solar

radiation, and temperature, among other things [1].
Data would be exchanged with other Things across
the Internet as part of these operations [2].
The number of devices connected to the IoT
continues to grow signiﬁcantly. This can lead to an
increase in the amount of reported data by these IoT
devices [3]. The reported data by the Sensor Nodes
(that represent "Things" in IoT) to the Gateway
(GW) drives these IoT sensors to consume their
energy and storage [4]. One of the things that
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restricts the energy and storage of SNs is their low
cost [5].
Wireless data exchange consumes nearly 62% of
the energy used by IoT sensor nodes [6]. Also,
sensor networks, on the other hand, are typically
dense, which makes the nodes at a reasonable distance from each other (neighbors) can collect and
deliver the same data; this strategy, however, cannot
be termed energy-efﬁcient because redundant data
is transferred. To extend the life of the network, an
effective approach that considers the energy of the
network is required. It is important to achieve energy saving to satisfy the QoS in the IoT network.
Using data compression and clustering technologies
is one viable way for making the most use of
available energy. In the former, the main purpose of
data compression algorithms is to exploit the
redundancy in the data in order to reduce its size.
The latter are well-known methods for dealing with
the sensor nodes' energy restrictions, scalability, and
communication. Clustering is the problem of splitting a set of things into a number of homogenous
clusters based on an appropriate similarity metric.
In WSNs, clustering entails grouping sensor nodes
into clusters and electing a Cluster Head (CH) for
each cluster. CHs take data from members and
consolidate it before sending it to the Base Station
(BS). Data can be compressed or consolidated to
make it as a single unit of data for transmission. The
consequences of data compression and clustering in
sensor networks are the reduction of network
bandwidth and the amount of energy consumed
[7e9].
The following is a possible layout for this paper.
The relevant data compression/reduction works are
provided in Section 2. The proposed BLDL and
LBLDL approaches are described in Section 3. Next,
the experimental simulation results are introduced
in Section 4. Finally, the conclusions and the suggestions for future work are demonstrated in the last
section.
1.1. Motivation
IoT networks' wireless sensors are typically battery-powered with limited capacity. The deployment range of sensor networks is extensive in many
actual application situations, such as the military
ﬁeld and the industrial environment. The deployment environment is complicated or even
dangerous, and the number of sensor nodes is huge.
Because of these characteristics, replacing nodes is
cumbersome, and IoT sensor networks' energy
consumption has been a study priority for wireless
sensors in IoT network technologies.
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As previously said, the energy of sensor nodes is
limited. Therefore, how to minimize network energy
efﬁciently implies that nodes should consume the
least amount of energy by lowering the quantity of
data communicated (i.e., compressing data) and the
distance conveyed. Where short-distance data
transmission (using cluster topology) consumes
comparatively little energy.
To overcome these challenges and reduce the
amount of data collected from sensor nodes and
GW, we propose a simple lossless compression
approach based on Delta Encoding (DE) and Run
Length Encoding techniques. The proposed method
is especially advantageous for IoT nodes with low
computation and memory resources. The compression method makes use of the strong correlation
that occurs in environmental monitoring between
consecutive data acquired by IoT nodes.
1.2. Contributions
The main objective of this paper is to suggest a BiLevel Data Lowering (BLDL) approach that operates
at both the sensor node and gateway levels. The
suggested framework is divided into two levels. At
the ﬁrst level, lightweight data compression approaches were used. Delta encoding is accompanied
by RLE, which takes advantage of the temporal
similarity between sensor data.
Also, two improvements to the original suggested
method are added at the ﬁrst level to increase the
efﬁciency of the sensor node. The ﬁrst improvement
aims to transform our original proposed method of
data compression without loss into data compression with loss (lossy Delta). While the second
improvement aims to beneﬁt from the distribution
of Laplacian for the remaining values and the
increasing repetition of the difference, which is
usually the most common, to increase the data
compression ratio. Therefore, in this article, we can
choose between lossless or lossy data compression,
which is application dependent. Besides, both
methods can be used together adaptively and
depending on a particular criterion. For example,
residual energy can be used as a criterion for
choosing between the two methods. If the energy of
the sensor node is good, the node will compress the
data without loss and send it to the second level,
whereas if the energy of the sensor node is low, the
node will compress the data with loss and send it to
the second level in order to preserve the node’s life
as long as possible.
At the next level, clustering hierarchically based
on Minimum Description Length (MDL) theory was
used to cluster the ﬁrst level data sets. The
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technique for reducing the number of data sets sent
at that level is relatively easy. Any two data sets that
can be compressed using the MDL concept are
merged into a single cluster.
1.3. Evaluation strategy
The evaluation of BLDL efﬁciency is based on real
data and the use of the OMNeTþþ simulator. The
ﬁndings indicate that the suggested approach efﬁciently minimizes the data transmission and saves a
lot of energy compared with the PFF [10] and ATP
[11] methods.
1.4. Paper layout
This paper is organized as follows: The related
works are introduced in the next section. Section 3
presents the proposed method. In Section 4, the
results, analysis, and discussion are introduced. The
conclusions and future work are given in Section 5.

2. Related works
When reviewing the literature, we found a number of suggested methods that rely on reducing the
amount of data transmitted and energy consumption in order to prolong the lifetime of the sensor
networks [12], such as data aggregation, data
compression, scheduling, predictive monitoring,
battery exhaustion, radio optimization, and clustering [13].
Finding an energy-efﬁcient data gathering procedure utilizing IoT sensors is a signiﬁcant problem.
As a result, we must improve the entire data gathering process since direct data transfer increases
communication overhead, resulting in a shorter IoT
network lifespan. Various clustering algorithms
have been proposed by different scholars as a solution to this problem.
In [14], the authors suggested an Energy-Efﬁcient
LifeTime Maximization (EELTM) strategy that
makes use of the intelligence approaches Particle
Swarm Optimization (PSO) and Fuzzy Inference
System (FIS) (FIS). In addition, in their method, they
suggested an optimum Cluster Head (CH)eCluster
Router (CR) selection algorithm that uses the ﬁtness
values obtained by the PSO technique to ﬁnd the
two best nodes in each cluster to operate as CH and
CR. The selected CH is solely responsible for gathering information from its cluster members, whilst
the CR is responsible for collecting the information
obtained from its CH and passing it to the BS. As a
result, CH's overhead is minimized. Another intelligent strategy is that FIS calculates the radius of

each CH and so divides the network into uneven
clusters.
To efﬁciently boost network lifespan, the researchers in [15] presented a new fuzzy logic clustering approach for WSN-based IoT applications.
During the CH selection process, the suggested
technique optimizes the cluster's overall energy
usage for each round.
In [16], the authors deal with the problem of
resource management as well as coalition-building
among Machine-to-Machine (M2M) devices. They
took into account three elements: physical linkages,
interest, and energy availability throughout the
coalition-building and coalition-head selection processes. Each M2M device is associated with a holistic utility function that accurately depicts its level
of satisfaction with regard to the fulﬁllment of
Quality of Service (QoS) prerequisites. Given the
formed coalitions of M2M devices, a distributed
power control framework is presented to determine
each M2M device's optimal transmission power in
order to meet its QoS requirements.
Many studies have been conducted to investigate
the problem of sensor network energy consumption
and lifetime prolongation by minimizing the
communication of data. They used data aggregation
as a method for reducing the vast amounts of
collected data produced by sensor networks. Some
works of literature [17e19] are concerned with
compressing sensor data and concentrate on the
continuous/adaptive methods of sampling, compressed sensing, and lossy compression. This may
be due to the high ratio of compressing (CR) provided by these methods compared to lossless
methods, which is often between 2 and 15 times for
lossy and 1e3 times for lossless. The authors in [20]
suggested a dynamic lossy compression method.
The approach focuses on extracting the valuable
information from sensor data and consequently
changing the compression parameters to increase
the compression ratio while reducing information
loss. Another group of researchers is focused on the
methods of lossless compression, which requires a
little processing and memory due to the limited
sources of sensors, which are built depending on the
Exponential, Golomb-Rice, and Huffman methods
[21,22].
The authors in [21], proposed a compression
method based on Huffman (which is an adjusted
and adaptive version) and the remaining values. In
[22] the authors proposed an exponential-Golomb
method which could be used to compress both nonnegative and negative differences depending on the
characteristics of their statistics.
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Some researchers have modiﬁed existing
compression methods to work properly in a sensor
network environment. The researchers in [23] were
interested in exploiting the spatial correlation of
sensor node data, but their method was targeted at
speciﬁc applications and not a general method.
Another group of researchers was interested in
ﬁnding the temporal and spatial correlation of
sensor node data for compression by working on
data-based routing and aggregation [24].
Another group of researchers was interested in
the dictionary methods of data compression. They
tried to use the LZW method and some of its derivatives in embedded systems. Their results proved
that these methods are suitable for work in
embedded systems, but they are not good for sensor
systems [25]. They also looked at other compression
methods like ZLib, LZO, PPMd, and bzip2. Finally,
they proposed a compression method suitable for
working in a sensor network environment called
SLZW, which is derived from the LZW method.
In [26], a Local Data Reduction (LDR) architecture
was developed to overcome latency concerns and
cost limits in order to promote energy-efﬁcient IoT
data processing. The suggested LDR model is based
on the Markovian birth-death process, which is
used to describe edge-based IoT systems and provide performance indicators. They also presented an
explicit analytical solution for the total anticipated
cost function for both without LDR (WLDR) and
LDR models.
Although much of the previous works have evaluated the results of the compression techniques
used in their work, only a few have evaluated these
methods from the perspective of sensor networks.
Most methods focus on the compression ratio, while
sensor nodes in the IoT require focus on other
metrics in addition to the compression ratio, such as
energy, accuracy, and other resource requirements
[27].
Even though these techniques provide effective
data reduction and network energy conservation,
they have numerous drawbacks. They are almost
sophisticated; they occasionally cause overhead in
communication, and the sink could require additional transfers to identify problems. Furthermore,
several of the suggested techniques are executed in
a centralized way, necessitating massive calculations
and communications.

3. Proposed method
In this section, we will go over in detail how our
proposed methods for reducing the amount of data
transmitted in an IoT sensor network. Figure 1
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Fig. 1. Flowchart of the proposed BLDL method.

depicts the suggested BLDL method's ﬂow chart,
which has many steps. The ﬁrst step is data collection, where the IoT sensors collect data readings
related to the problem. This paper used a free,
publicly available dataset from the Intel Berkeley
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Lab. In steps two and three, simple lossless
compression methods (delta and RLE) are used for
compressing the collected data readings. The next
step is transmitting the compressed data readings of
the sensors' level to the GW. In step 5, the GW receives the datasets from its members and applies to
them the principles of MDL. The last step is dataset
clustering, in order to ﬁnd a representative dataset
for each cluster and send it to the edge. The subsections that follow go into the approaches used
throughout this paper in greater depth.
3.1. Network model
This paper focuses on the IoT network model
shown in Fig. 2. Sensor nodes (Things), GW (Edge),
and Cloud are the three tiers of the proposed model.
In the proposed model, we connect the edge layer
and sensor nodes using short-range communication
protocols (such as Bluetooth and Wi-Fi). When the
range and bandwidth are appropriate, alternative
wireless technologies, such as nRF, can be
employed. Regularly, sensor nodes communicate
data to an edge GW. The edge GW is in charge of
storing, ﬁltering, analyzing, processing, and sending
data to the cloud. High-throughput wireless

alternatives such as 4G/5G mobile, Wi-Fi, or wired
Ethernet connect the cloud servers to the edge GW
nodes.
According to our proposed methodologies, data in
this architecture is handled at only two levels,
namely the sensor level and the GW level.
In this paper, we assume a network of IoT with N
sensor nodes deployed to monitor a speciﬁc region.
We presume that the network of IoT sensors has the
characteristics and abilities listed below:
 All IoT sensors are homogeneous, static, and
have a non-rechargeable battery.
 Every node is assumed to adopt a periodic data
collection mode in which the data gathered is
processed and forwarded to the relevant GW on
a regular basis.
 In terms of energy usage, each node is assumed
to be utilizing the same radio model.
 The topology of the network remains constant
throughout time.
 The GW has inﬁnite power and computational
capability, and it is located at the center of the
network.
 Only single-hop communication will be used by
all sensor nodes and the GW.

Fig. 2. Network model.
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3.2. The level of sensor node
At this level, each sensor i will capture a new
reading of data yis within a predetermined time
period s. The data set DS ¼ [yi1, yi2, …,yin] (which
represents an ideal paradigm of time-series data)
will be formed at the end of each period and sent to
the GW.
If the assigned period of time s is too short, the
sensor node can collect similar or near-readings
many times. Consequently, a temporal similarity
between the collected readings has occurred, which
we will attempt to manipulate in order to reduce the
amount of data sent. If our problem can be transformed correctly, we can use Delta encoding followed by RLE, which takes advantage of the
temporal similarity between sensor data.
3.2.1. Delta encoding
The data collected in the network are characterized by their temporal correlation and high entropy,
thus, the delta method will provide us with a
method for converting data based on adjacency, not
statistics. It is a very useful method to deal with data
that is a time series because of the temporal correlation between this type of data (e.g., multimedia
such as images and audio, sensors used to measure
the difference between temperatures during speciﬁc
periods, etc.). The delta method's main goal is to
minimize the data's dynamic range, that is, to cut
down on the number of bits needed for coding each
reading in the set of data. Data compression of the
delta method is done by transmitting the difference
between successive readings of the sensor nodes
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DY ¼ Yn  Yn1 , rather than sending the full reading
[28]. This is depicted in Fig. 3.
Note that we have not actually compressed anything; we have merely transformed the data in such
a way that things can potentially be more
compressible. When Delta encoding produces a
more compressible data set, it can do the following:
1) Reduce the maximum value in the stream,
reducing the dynamic range.
2) It produces lots of duplicate values, which allows
for more effective compression.
In general, taking the produced data and then
throwing it at the RLE encoder should produce good
compression.
3.2.2. Run-length encoding
As previously stated, if the assigned period of time
s is too short, the sensor node can collect similar or
near-readings many times. The delta method outputs will contain recursive strings of identical
values. Correspondingly, delta encoding followed
by RLE encoding is a common strategy for compressing data. It is one of the strongest and simplest
methods in the ﬁeld of coding. RLE takes advantage
of the feature of long runs of symbols that appear in
sequence. This method converts the long run of
symbols into a pair of values representing (symbol,
repetition) [28].
Let's take the following string symbols
MMMMMNNNNNNNNNQQQQQQQQQ,
as
an
example of how the RLE encoding, is encoded as ½M;
5½N; 9½Q; 9. Algorithm 1 demonstrates the suggested data reduction strategy at the ﬁrst level.

Fig. 3. The transformation of data readings using Delta encoding, where the ﬁrst data reading is sent without compression and the rest of the deltas are
compressed using RLE encoding.
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exploit the fact that the change between the sensor
data readings increases or decreases gradually. It
results in a temporal correlation between collected
sensor data readings.
The temporal correlation usually makes the values
tend to be similar, making the difference between
them very small. It leads to the compression process
being correlated with values that are usually similar.
Therefore, their differences are small and result in
compression. Let us now see how this optimization
increases the compression ratio regarding the data
transmitted? The answer is to permit the decompressed data to have a maximum absolute error
factor 3.
In this optimization, the similarity between two
consecutive data readings is identiﬁed using a Difference function. The function returns one of two
values 0 or DY. If the value is 0, this means the two
consecutive data readings are similar, where the DY
between them is less than or equal to error factor 3,
while if the value is DY, then it means that they are
entirely different.

0
if jDYj  3
Diff ðYn ; Yn1 Þ ¼
ð1Þ
DY Otherwise

3.3. Additional optimization
For the sake of minimizing the amount of sent
data readings at the ﬁrst level as much as possible,
we proposed two more methods for optimization.
The ﬁrst one aims at a lossy compression of the
gathered data readings. The second algorithm takes
advantage of the distribution of Laplacian for the
remaining values and the increasing repetition of
the difference, which is usually the most common,
to increase the data compression.
3.3.1. Lossy delta encoding (LDE)
Although the methods of lossy compression give
high compression ratios, they suffer from the lack of
accuracy of data because the decompressed data is
not similar to the original data by 100%. The Delta
Encoding is a lossless compression method. We will

So, the lossy Delta Encoding DY 0 ¼ Diff ðYn ;
Yn1 Þ.
For each of the last N1 sensor data readings Yi of
the packet, as an alternative to forwarding the DYi
encoding from the previous data reading, we choose
the value of DYi0 and encode it, where: (1) when the
GW decompresses the estimated value of Yi, then
the decompression of data has the maximum absolute error 3, (2) the binary encoding of the DYi0 is the
least, that satisﬁes the ﬁrst condition. Table 1 gives
an example for the ﬁrst optimization where there
are 10 data readings and the error factor 3 used is
0.03.
Table 1. The ﬁrst optimization example, where data readings ¼ 10 and
the error factor 3 ¼ 0.03.
Original data readings

DY

DY 0

19.0084
19.0084
19.0084
18.9986
18.9888
18.9888
18.9812
18.9812
18.9784
18.9784

19.0084
0
0
0.0098
0.0098
0
0.0076
0
0.0028
0

19.0084
0
0
0
0
0
0
0
0
0
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3.3.2. Removing zero deltas
As we have mentioned before, if the time window
s is small, then the change between the consecutive
data readings either increases or decreases gradually. It results in a temporal correlation between
them. Moreover, by applying the Lossy Delta
Encoding, the value of zero constitutes the majority
of the remaining DY 0 value. Let’s illustrate how the
second optimization enhances the ratio of
compression. The differences between N consecutive data readings can be exploited. If we transmit a
packet of N encoded data readings, then the binary
code of the trailing zero deltas can be deleted (in
other words, the most typical difference between
two successive values) in the sequence of encoding,
rather than using the binary representation to
represent all differences. When the coding sequence
is decoded by the receiver and discovers the values
are fewer than N, it will compensate the rest of the
places with zero delta values. In our experiments,
we call these two optimizations Lossy Bi-Level Data
Lowering (LBLDL). Algorithm 2 demonstrates the
suggested data reduction strategy in the ﬁrst level
with two additional optimizations.
3.4. The gateway level
Despite the fact that the sets of data were compressed at level one, the MDL theorem allows for
more compression at level two. In the second level
of the proposed BLDL, clustering hierarchically
based on MDL theory was used to cluster the ﬁrst
level data sets. The reality of what takes place in GW
is an attempt to discover a model or representation
from the set of data in every cluster, which is used
for the purpose of compressing the rest of the data
set in that cluster.
The model or representation is referred to as a
hypothesis. After ﬁnding the hypothesis for each
cluster, we ﬁnd the difference between each data set
and the hypothesis for each individual cluster. The
hypothesis with the difference vectors is sent to the
sink.
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3.4.1. Minimum description length theory
The minimum description length (MDL) theorem
is one of the Kolmogorov complexity's most useful
offshoots. This theorem's approach is to detect the
best hypothesis from a set of data that tries to
describe the structure of other sets of data to the
greatest extent possible. In several areas, such as
information theory, computational learning theory,
bioinformatics, data mining, and the theory of
computational learning, MDL is an essential and
powerful concept [29,30].
A. Discrete Normalization Function (DNF(DS ))

where the minimum and maximum values in
DS are represented by DSmin and DSmax,
respectively.
Next, we're concerned with calculating how many
bits are required to save the sensor data set DS after
converting it from real value to discrete value.
Description Length of DS that’s what it's referred to
as.
B. Entropy
The following is the deﬁnition of entropy for a
sensor node's data set DS:
X
EðDSÞ ¼ 
PðDS ¼ dÞlog 2 PðDS ¼ dÞ
ð3Þ
d2unique ðDSÞ

where, the likelihood of value d in DS is P(DS ¼ d ).
In DS, a group of unique values is called unique
(DS ). As a result
ð4Þ

As an illustration,
DS ¼ ½4 3 4 3 3 4 4 5

lenghtðDSÞ ¼ 8

uniqueðDSÞ ¼ f3; 4; 5g;
frequencyð5Þ ¼ 1
frequencyð4Þ ¼ 4;

frequencyð3Þ ¼ 3

C. Description Length (DESLen)
The complete number of bits needed to describe
the set of data DS.
DESLen ðDSÞ ¼ u  EðDSÞ

Is a discrete function that converts the set of data
DS of the sensor from a real value to a discrete value
of kbit in the ranges [1; 2k]. This is how it's deﬁned:


 k

DS  DSmin
DNFðDSÞ ¼ 1 þ
 2 1
ð2Þ
DSmax  DSmin

frequency ðdÞ
PðDS ¼ dÞ ¼
lengthðDSÞ

EðDSÞ¼ PðDS ¼ 3Þlog 2 PðDS¼3ÞPðDS¼4Þ
log 2 PðDS¼4ÞPðDS¼5Þlog 2 PðDS¼5Þ
   
   
 
3
3
4
4
1
log 2

log 2

¼
8
8
8
8
8
 
1
log 2
¼ 1:405bits:
8

ð5Þ

DS's length is denoted by u.
D. Hypothesis
A hypothesis H is a set of data that is utilized to
encode the rest sets of data of similar length from
the various nodes. We want to know how many bits
it takes for encoding DS provided H. The Reduced
Description Length is what it's called.
E. Reduced Description Length
The total bits number needed for encoding DS
using the information in H is a reduced description
length of a set of data DS given hypothesis H, (i.e.,
DESLen(DSjH )), as well as the bits number needed
for H itself, (i.e., DESLen(H )). As a result, the reduced
deﬁnition length is described as follows:
DESLen ðDS; HÞ ¼ DESLen ðHÞ þ DESLen ðDSjHÞ

ð6Þ

The storage of a difference vector between DS
and H is a straightforward way to encode DS using
H. As a result, DESLen ðDSjHÞ ¼ DESLen ðDS  HÞ.
F. A Case Study to Demonstrate the MDL Theory
Assume there are two collections of data ðG; gÞ
from two sensors, each with 19 measurements:
#
"
22 21 21 20 19 18 19 15 15 13
G¼
12 10 10 8 7 6 6 4 3
"
g¼

#
23 22 21 20 19 18 17 15 14 13
12 10 9 8 7 6 5 4 3

A particular number of bits is required to save
the two collections without encoding, that is:
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19  EðGÞ þ 19  EðgÞ ¼ 19  3:721 þ 19  4:247
¼ 151:392 bits:
The difference vector is computed as follows
between the two collections:
"
#
1 1 0 0 0 0 2 0 1 0
D¼G  g ¼
0
0
1 0 0 0 1 0 0
whereas a particular number of bits is required to
save the two collections with encoding, that is:
19  EðDÞ þ 19  EðgÞ ¼ 19  1:358 þ 19  4:247 ¼
106:495 bits only, this signiﬁes that the data has
been compressed effectively.
Assume that a sensor node has another collection
of data ðhÞ:
#
"
11 10 7 5 8 3 19 18 20 5
h¼
8 10 9 4 12 7 12 7 22
A particular number of bits is required to save
the two collections h and g without encoding, that is:
19  EðhÞ þ 19  EðgÞ ¼ 19  3:721 þ 19  4:247
¼ 151:392 bits:

Whereas a particular number of bits is required to
save the two collections h and g with encoding, that
is:
19  Eðh  gÞ þ 19  EðgÞ ¼ 19  3:826 þ 19  4:247
¼ 153:387 bits only:
This signiﬁes that the data has not been compressed effectively due to the dissimilarity between
h and g.
3.4.2. How can the MDL Be applied?
This theory is distinguished by its capability to
select an appropriate model. If this model compresses the sets of data by a great percentage, it is
considered ﬁne. We may use this function to
determine the similarities of any two sets of data by
measuring their distance, where if one data set is
used as a hypothesis for encoding the other, the
distance between them is decreased if they are
identical, else the distance increases. We have used
the MDL theory, which is a strong and useful
technique for diagnostic similarities, to accomplish
this aim. The underlying principle behind the suggested solution at this level is to utilize the distance
of compression rate [31] between two collections of
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data, that is measured as follows: assume there are
two collections of data equally in length from two
sensors G ¼ ðG1 ; G2 ; …; Gn Þ and g ¼ ðg1 ; g2 ; …; gn Þ,
as a result, apply Equation (7) to compute the
compression rate between them.
COMRate ðG; gÞ ¼

DESLen ðG; gÞ
minfDESLen ðGÞ; DESLen ðgÞg

ð7Þ

Equation (7) may be rewritten in the following
form since G and g are of same length:
COMRate ðG; gÞ ¼

EðG  gÞ
minfEðGÞ; EðgÞg

ð8Þ

EðGÞ represents the G data collection entropy. Algorithm 3 shows the calculation of compression
rate-based distance COMRate.
The ability to use compression rate as a distance
measurement is one of the features that distinguishes it. If the compression rate between the two
sets of data is small, they're called equivalent. The
following is how we describe a similarity function in
our suggested method:

True if COMRate ðG; gÞ  1
SFðG; gÞ ¼
ð9Þ
False if COMRate ðG; gÞ > 1
If SF returns true, the two sets of data are
equivalent; else, the two sets of data are not equivalent. Algorithm 4 demonstrates the suggested data
reduction strategy at the GW level.
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4. Experimental results
The simulation experiments conducted in this
research have assumed a network containing a
number of wireless sensor nodes that periodically
send their readings to a special node named the
gateway in the IoT environment. The readings used

in this research are real readings taken from the
Intel lab. 54 sensors monitoring weather information such as voltage, relative humidity, temperature,
and light with time-stamped have been put in a
35  45 meter lab at Berkeley, as shown in Fig. 4.
This laboratory might be dubbed a “smart house” in
the future for future study. The Mica2Dot sensor
collects weather data every 31 s. The information
was entered into a 2.3 million-reading log ﬁle, which
we used in our simulations. IEEE 802:15:4 is the Mac
protocol used by Mica2Dot sensors. This Mac protocol controls and mitigates sensor interference. The
GW position ðX; YÞ is ð17:5; 22:5Þ. For the purpose
of simplicity, only one type of sensor measurement,
temperature, was employed in this experiment.
Using the OMNeTþþ simulation program, extensive simulation experiments were conducted. The
parameters shown in Table 2 were used to evaluate
the performance of the BLDL and LBLDL proposed
methods.

Fig. 4. Deployment of sensors in Intel Berkeley lab.
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Table 2. Parameters settings.
Parameter

Value

WSN size
Readings=Period
Cardinality k
3
Eelec
3amp

47 sensors
20; 50 and 100 sensed data
8 values ð3 e bitÞ
0.03, 0.05 and 0.07
50 nJ/bit
100 pJ/bit/m2

4.1. The sensor node level results
Lightweight data compression techniques have
been used to function in the constrained IoT sensor
nodes in level one. Delta encoding, RLE encoding,
as well as the other two suggested enhancements
have all been implemented, assessed, and
compared to the PFF [10] and ATP [11] methods.
4.1.1. The ratio of remaining data after compression
In this experiment, the amount of data remaining
after the compression operations is computed.
Figure 5 demonstrates the ratio of remaining data
with and without utilizing data compression/aggregation by each IoT sensor node based on the
following various techniques (BLDL, LBLDL, PFF
and ATP).
The results show the ability of the proposed
compression method to reduce the amount of data
very well, as the ratio of data remaining is reduced
to a maximum of 20.53% in BLDL and 6.14% in
LBLDL. Whereas the maximum remaining data is
31.68% using aggregation in the ATP method, and
the remaining data is 100% without compression/
aggregation, as is the case with the PFF method. Our
results illustrate that our methods (BLDL and
LBLDL) are outstanding compared to other techniques (ATP and PFF) in terms of reducing the
amount of data.

Fig. 5. The ratio of remaining data after compression.
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4.1.2. The ratio of sent data sets to the GW
Another metric used in this experiment to evaluate the efﬁciency of the suggested compression
methods is the ratio of sent sets of data to the GW. It
has been discovered that compressing data has a
direct effect on the amount of communication (in
terms of energy) for IoT sensors. Figure 6 depicts the
ratio of sent sets of data to the GW with and without
data aggregation/compression by each sensor node,
using the different methods (BLDL, LBLDL, PFF,
and ATP).
The results show the ability of the proposed
compression method to reduce the amount of sent
data sets to the GW very well, as the ratio of sent
data sets to the GW is reduced to a maximum of
62% in BLDL and 21% in LBLDL. Whereas the
maximum data sets sent is 90% using aggregation in
the ATP method, and the maximum data sets sent is
100% without compression/aggregation, as is the
case with the PFF method. The results illustrate that
our methods (BLDL and LBLDL) are outstanding
compared to other techniques (ATP and PFF) in
terms of reducing the amount of sent data sets.
4.1.3. The compression of data readings
CRatio will be utilized as another measure to assess
the efﬁciency of the approaches suggested (BLDL
and LBLDL). The CRatio is calculated using Equation
(10):


DSCompressed
CRatio ¼ 1 
 100%
DSOriginal

ð10Þ

where DSCompressed and DSOriginal are the total number
of bits representing compressed data and uncompressed (raw) data, respectively. BLDL and LBLDL
are used 64  bit for representing uncompressed
data values, as in the case of the ﬁrst measurement.

Fig. 6. The ratio of sent data sets by IoT sensor nodes to the GW.
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Using the proposed compression methods (BLDL
and LBLDL) at the ﬁrst level, and as we use a differ
sizes of data readings which are encoded per period.
Therefore, the quantity of data was reduced by the
ratios shown in Table 3.
The obtained results illustrate the large dependability of our proposed methods on the amount of
temporal data correlation. The lossless compression
method (BLDL) gives good results for applications
that need high accuracy for the data with
compression ratios ranging between 80.45% and
83.93%.
While the lossy compression method (LBLDL)
achieved very high compression ratios and
increased with increasing the amount of error factor
3, as we see in Table 3. These high compression
ratios are at the expense of data accuracy, so it is
best to use this method with applications that bear
the loss of a certain amount of data.
4.1.4. Energy consuming at the ﬁrst level
The energy consumption model proposed by
Heinzelman [32], the "First Order Radio Model,”
was used in our proposed BLDL and LBLDL
methods as shown in Fig. 7.
Figure 8 shows a comparison between the BLDL,
LBLDL, PFF, and ATP methods in terms of energy
expenditure in the process of sending data sets to
the GW by the sensor nodes using and without the
use of data compression/aggregation. The ﬁndings
reveal that the suggested compression approaches
will signiﬁcantly decrease the quantity of energy
expended as a consequence of the reduced number
of data sets sent, as seen in Fig. 6. Where the
Table 3. Compression ratio (%) using BLDL and LBLDL methods.
Readings

BLDL

LBLDL (0.03)

LBLDL (0.05)

LBLDL (0.07)

20
50
100

80.45
82.64
83.93

94.79
97.20
97.63

96.45
98.50
98.87

97.11
99.00
99.41

Fig. 8. Energy consuming at the ﬁrst level.

required energy to send data sets to the GW is
reduced from (6%e32%) and from (17%e43%) in
BLDL and from (79%e88%) and from (85%e89%) in
LBLDL, compared to ATP and PFF, respectively.
The results show the ability of the proposed
methods to provide a huge saving on the power of
IoT sensors, which are generally battery-powered
and have a limited budget.
4.1.5. Information loss vs lossy compression
The ﬁrst suggested method (BLDL) does not lose
any data, so the accuracy (ﬁdelity) of the data after
decompression at the GW is equal to 100%. Because
the proposed compression method (LBLDL) is lossy,
it therefore requires us to get the measure of the
difference between the reconstructed (decompressed) data in the GW and the original (uncompressed) data in order to determine the ﬁdelity or
closeness. The average of the root squared error
measure is one of the most commonly used measures.
This
measure
is
named
the
Root Mean Squared Error ðRMSEÞ and is often given
by Equation (11):
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
1X
2
RMSE ¼
ð11Þ
ðXi  Yi Þ
n i¼1
where n, Yi, Xi represents the data readings number,
decompressed data, and original data respectively.
Based on the LBLDL approach, Table 4 shows the
values of RMSE of the original and decompressed
Table 4. Root mean squared error.

Fig. 7. First order radio model.

Readings

LBLDL (0.03)

LBLDL (0.05)

LBLDL (0.07)

20
50
100

0.04922
0.11544
0.21234

0.06510
0.14713
0.27273

0.07451
0.16509
0.31101
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Fig. 9. Decompressed Data Readings of 1 Period using LBLDL at GW.

data. The obtained results illustrate the large
dependability of LBLDL method on the amount of
temporal data correlation. The (LBLDL) is achieved
high RMSE when the temporal correlation between
the data is low and increases with an increase in the
amount of error factor 3 and number of data readings as we see in Table 4. The lower the RMSE value
and the closer it is to zero, the higher the accuracy of
the decompressed data and vice versa. We notice in
Table 4 that all the obtained values are close to zero.
The ﬁndings demonstrate the efﬁcacy of our suggested approach in terms of information loss that is
minor (negligible).
In Fig. 9, we took a sample of the readings (50
readings) representing one cycle. We compressed
this data using the LBLDL approach and then
reconstructed the compressed data. As shown in the
ﬁgure, the reconstructed data is very similar to the
original data, which indicates the efﬁciency of our
proposed method.
4.2. The GW level results
The gateway, which is also linked point-to-point
to the Internet or LAN, is the connection between
WSNs and the end-user or base station. The GW
distributes to the WSN the instructions and updates
and also forwards gathered data to a central server.
The GW collects and reconstructs the compressed
sets of data from the sensor nodes.
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Fig. 10. Total size of data sent by GW in KB.

The data readings from the sensor nodes are
expressed utilizing 3  bits, limiting the scope to just
8 values, which reﬂects the MDL principle's cardinality (k), while uncompressed data is represented
using 64  bits. Every cluster transmits the hypothesis in its original form.
4.2.1. The GW compression ratio
The CRatio is calculated using Equation (8) at this
level. The compression ratios on the second level
utilizing the lossy MDL with and without encoding
(LMDL WE, LMDL WOE), Lossless MDL with and
without encoding (MDL WE, MDL WOE) approaches are shown in Table 5. The obtained results
demonstrate the efﬁcacy of the second-level techniques regarding the ratios of compression of data
sets originating from the ﬁrst level, regardless of
whether the data is compressed losslessly or lossy.
4.2.2. The GW data sending size (in KB)
Figure 10 illustrates the amount of data delivered
by the GW (in KB) while applying the lossy MDL
with and without encoding (LMDL WE, LMDL
WOE), Lossless MDL with and without encoding
(MDL WE, MDL WOE) concepts. Data can be
transferred lower in two scenarios: the ﬁrst when
the data is lossy compressed, and the second when
the MDL technique with encoding is used.

Table 5. Compression Ratio (%) using the MDL at the GW.
Readings

MDL WOE

MDL WE

LMDL WOE
(0.03)

LMDL WE
(0.03)

LMDL WOE
(0.05)

LMDL WE
(0.05)

LMDL WOE
(0.07)

LMDL WE
(0.07)

20
50
100

96.55
96.21
96.04

97.01
96.70
96.59

98.19
98.13
97.94

98.43
98.38
98.21

98.37
98.34
98.21

98.58
98.56
98.45

98.42
98.41
98.32

98.63
98.62
98.54
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4.2.3. The GW energy usage
This level's energy consumption is equal to the
amount of energy used for receiving and sending
sets of data, and it's measured as follows:
ENGW ðDS; disÞ ¼ ETX ðDS; disÞ þ ERX ðDS; disÞ

ð12Þ

The spent energy in GW is seen in Fig. 11 based
on lossy MDL with and without encoding (LMDL
WE, LMDL WOE), Lossless MDL with and without
encoding (MDL WE, MDL WOE).
Energy expenditure can be lower in two scenarios:
the ﬁrst scenario when the error factor 3 is increased
and the second scenario is with encoding by using
the MDL approach. It also shows in the results that
energy consumption is much lower for compressed
data sets with lossy compression than for compressed data sets with lossless compression. As
inferred from Fig. 11, the MDL approach saves resources since it represents data with few bits,
thereby reducing the quantity of data submitted.
4.2.4. The accuracy of data
Data accuracy is deﬁned as the data that does not
reach the intended destination as a result of performing processing operations on the data (compressing it), or in other words, the percentage of lost
data. The accuracy of the data has an inﬂuence on
the decisions made by the decision-makers. In order
to calculate the accuracy of the reconstructed data,
we will use the Jaccard similarity coefﬁcient as
follows:
DSDecompressed ∩DSOriginal
ACU ¼
 100
DSOriginal

ð13Þ

Measuring the accuracy of the data after
reconstructing, we found that the BLDL method had
a precision of 100% and the LBLDL method had a
precision of more than 90% at the ﬁrst level. The

Fig. 11. Energy consumption at GW.

reason is that the ﬁrst method is lossless, while the
second method is lossy. In addition, these methods
represent uncompressed data at the ﬁrst level using
64  bits. With regard to the accuracy of the data for
the second level (GW), we obtained an accuracy
higher than 90% for the methods without loss and
80% for the methods with a loss after decompressing the data sets. This high accuracy rate will result
in retrieving most of the basic characteristics of the
original data.
4.2.5. Computational complexity and storage analysis
In this section, we will analyze and discuss the
proposed method in terms of the computational
time requirements. Algorithm 1 is executed at the
sensor node level and consumes qðn2 Þ of computational complexity. It consumes qðnÞ as space
requirement. The time requirement of Algorithm 2
is qðn2 Þ while the space complexity is qðnÞ. Therefore, it can be seen from this performance analysis
of the algorithms 1 and 2 that our method requires
in the worst case qðn2 Þ and qðnÞ for the time and
storage complexity, respectively. On the other hand,
our method at the gateway level requires qðn2 Þ for
each of the time complexity and the space requirements. Both algorithms 3 and 4 that are
implemented at the gateway level require qðn2 Þ for
storage requirements and qðn2 Þ of time complexity.

5. Conclusion and future works
In this paper, a Bi-Level Data Lowering (BLDL)
approach is suggested that operates at both the
sensor node and gateway levels. At the ﬁrst level,
lightweight data compression approaches like Delta
encoding, accompanied by RLE, were used. The ﬁrst
level takes advantage of the temporal similarity
between sensor data to minimize the amount of data
and energy expenditure. Two more optimization
methods have been proposed for the sake of minimizing the number of sent data readings as much as
possible at the ﬁrst level. In the second level, clustering hierarchically based on Minimum Description Length (MDL) theory was used to cluster the
ﬁrst level data sets. The technique for reducing the
number of data sets sent at this level takes advantage of spatial similarity. Our simulation experiments have illustrated the efﬁciency of the
suggested BLDL and its optimization techniques.
For future work, there are several directions. For
example, the adoption of different data compression
methods to work on three levels. Implementation of
the proposed methods on a real network. Exploiting
spatial and temporal correlations to schedule
sensors.
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