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Introduction
La problématique générale de la contrôlabilité consiste à étudier s’il est possible, pour un système
donné, d’amener n’importe quel état initial vers une cible donnée en un temps initialement fixé. Les
moyens utilisés pour agir sur un système de façon à le diriger vers une cible sont appelés contrôles.
Bien entendu, plus on s’autorise de libertés sur le nombre de contrôles à mettre en action, plus on a la
possibilité de contrôler un système. En revanche, dans la pratique, le champ d’actions sur un système
donné est plutôt restreint : par exemple, lorsque la zone d’action qui est accessible par le manipulateur
n’est qu’une partie de la frontière de l’objet. Un des principaux enjeux de la théorie de la contrôlabilité
consiste à contrôler des systèmes avec un nombre minimal de contrôles. Cette thèse s’inscrit au cœur
de cette problématique. Son objectif est de présenter quelques résultats de contrôlabilité, par un
nombre réduit de contrôles, de systèmes gouvernés par des équations aux dérivées partielles. Deux
axes principaux sont abordés. Le premier axe concerne la contrôlabilité, par le bord, d’un système
hyperbolique du second ordre en temps pour lequel l’opérateur associé possède un spectre essentiel. Le
second axe concerne la contrôlabilité des systèmes paraboliques à coefficients non constants.
La partie I du manuscrit rappelle les définitions et résultats fondamentaux qui sont nécessaires
pour aborder ces deux axes de recherche.
La définition de la contrôlabilité d’un système reposant essentiellement sur le sens que l’on donne à
ses solutions, on présente dans le chapitre 1 des résultats généraux d’existence et d’unicité de solutions,
à la fois pour des systèmes d’équations aux dérivées partielles qui entrent dans le cadre de la théorie
des semi-groupes, et pour des systèmes paraboliques.
Le chapitre 2 présente, d’un point de vue général, les différentes notions de contrôlabilité ainsi
que la dualité entre contrôlabilité et observabilité. On formule également, dans ce chapitre, les problé-
matiques de contrôlabilité pour les deux systèmes auxquels on s’intéresse et on établit les inégalités
d’observabilité associées.
Le chapitre 3 est consacré à la présentation de deux outils qui sont utilisés pour démontrer la
contrôlabilité d’équations aux dérivées partielles de types équation des ondes et équation de la chaleur :
l’inégalité de Ingham et l’inégalité de Carleman. On présente également des applications de ces deux
outils à la contrôlabilité de certains systèmes hyperboliques et paraboliques.
La partie II de la thèse est découpée en deux chapitres. Elle présente deux résultats principaux
qui ont été obtenus au cours de ces années de doctorat.
Le chapitre 4 concerne l’étude de la contrôlabilité exacte, par le bord et avec un seul contrôle,
d’un système hyperbolique de deux équations avec spectre essentiel qui provient de la modélisation
des coques élastiques. Ce chapitre est le fruit d’un travail en collaboration avec Farid Ammar Khodja
et Arnaud Münch qui a fait l’objet d’une publication dans SIAM Journal on Control and Optimiza-
tion, intitulée “Exact boundary controllability of a system of mixed order with essential spectrum”,
[AKMM11]. Dans ce chapitre, on démontre que la présence de spectre essentiel empêche la contrô-
labilité d’avoir lieu uniformément en les données initiales et on caractérise précisément l’espace des
données initiales uniformément contrôlables. L’argument principal consiste à établir une inégalité de
type Ingham qui repose sur une étude détaillée des valeurs propres de l’opérateur considéré et de ses
propriétés spectrales. Enfin, on présente quelques résultats d’expériences numériques pour illustrer le
fait que les données initiales qui sont engendrées par une infinité de fonctions propres associées aux
valeurs propres générant le spectre essentiel ne sont pas contrôlables, alors qu’il y a contrôlabilité
uniforme lorsque les données initiales ne sont engendrées que par les fonctions propres associées aux
valeurs propres du spectre ponctuel.
2Le chapitre 5 traite de la contrôlabilité aux trajectoires, par un ou deux contrôles localisés en
espace, d’un système parabolique linéaire de trois équations à coefficients non constants. Ce chapitre
a initialement été motivé par l’étude de la contrôlabilité aux trajectoires d’un système non linéaire
de réaction-diffusion modélisant une thérapie du cancer du cerveau. En cherchant à étudier la contrô-
labilité du système linéarisé de ce système de réaction-diffusion, on s’est rapidement heurté au vide
constitué par le peu de résultats existant sur la contrôlabilité des systèmes paraboliques linéaires à
coefficients non constants. S’est alors naturellement imposée l’idée d’essayer d’élargir la classe des sys-
tèmes paraboliques linéaires pour lesquels on peut formuler une condition suffisante de contrôlabilité.
On présente, dans le chapitre 5, une nouvelle approche pour étudier la contrôlabilité des systèmes pa-
raboliques linéaires de trois équations à coefficients non constants. La méthode consiste à décomposer
de manière adaptée la solution à contrôler, en s’appuyant sur l’existence d’une solution contrôlée par
trois contrôles (existence qui est assurée par l’inégalité de Carleman) et sur la démonstration d’une
inégalité d’observabilité à poids en lien avec la contrôlabilité sur tout le domaine d’un système non
homogène de deux équations. La partie théorique du chapitre 5 fait l’objet d’un article intitulé “On
the null controllability of a parabolic system with non-constant coefficients by one or two control
forces”, qui est en cours de publication dans Journal de Mathématiques Pures et Appliquées, [Mau12].
En plus du résultat théorique, on présente à la fin du chapitre 5 une illustration numérique, sur un
exemple en deux dimensions d’espace, de l’utilisation de la méthode présentée dans la première partie
du chapitre, pour approcher une solution contrôlée d’un système parabolique de trois équations à
coefficients constants.
Première partie
Une introduction à la contrôlabilité
des systèmes

Chapitre 1
Résultats d’existence et d’unicité pour
des systèmes d’évolution des premier
et second ordres
Ce chapitre est consacré aux problèmes d’existence et d’unicité de solutions pour deux classes
de systèmes d’équations aux dérivées partielles : les systèmes du premier et du second ordres en
temps associés à des opérateurs maximaux dissipatifs et, les systèmes paraboliques à coefficients
non constants. Cette question d’existence et d’unicité de solutions est inhérente à la définition de la
contrôlabilité puisqu’elle donne un sens aux solutions des systèmes considérés.
Dans la section 1.1, on commence par rappeler des résultats généraux sur les opérateurs maxi-
maux dissipatifs et les semi-groupes de contractions qu’ils engendrent, puis on énonce des résultats
d’existence et d’unicité pour des problèmes de Cauchy homogènes et non homogènes associés à ce
type d’opérateurs. Enfin, on introduit le système hyperbolique pour lequel on étudiera, en détails, la
contrôlabilité exacte dans le chapitre 4 et, on utilise la théorie des semi-groupes pour donner un sens
aux solutions de ce système.
Dans la section 1.2, on énonce un théorème abstrait d’existence et d’unicité de solutions pour des
problèmes d’évolution du premier ordre en temps (voir [DL88]), que l’on applique au cas des systèmes
paraboliques à coefficients non constants.
1.1 Opérateurs maximaux dissipatifs et problèmes de Cauchy
abstraits
Dans cette section, on présente des résultats d’existence et d’unicité pour les solutions de problèmes
d’évolution de la forme {
dy
dt (t) = Ay(t) + f(t), t ∈ [0, T ],
y(0) = y0,
où A : D(A) ⊂ H → H est un opérateur maximal dissipatif (cf. Définition 1.1). Dans le chapitre 2,
les termes sources f qu’on considérera pour les différentes problématiques de contrôlabilité seront de
la forme f(t) = Bv(t), où B : D(B) ⊂ U → H−1 désigne un opérateur non borné entre deux espaces
de Hilbert U et H−1 et v ∈ L2(0, T ;U) désigne un contrôle.
1.1.1 Opérateurs maximaux dissipatifs et semi-groupes de contractions
Dans la suite, le terme opérateur désignera une application linéaire. On ne considérera que des
opérateurs A : D(A) ⊂ H → H définis sur un espace de Hilbert complexe H muni d’un produit scalaire
〈·, ·〉H et de la norme Hilbertienne ‖ · ‖H qui en découle. On identifiera l’espace H avec son dual H ′ et
on notera L(H) l’ensemble des opérateurs bornés (ou continus) de H dans H. Certains des résultats
qui seront énoncés sont aussi valables pour des opérateurs définis sur un espace de Banach quelconque.
Mais, puisque pour les applications qui suivent on ne considérera que des espaces de Hilbert, on se
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place dès maintenant dans le cadre de ces espaces, ce qui permet de simplifier bien des énoncés. Cette
partie se réfère à [BC93], [Bre11] et [TW09].
1.1.1.1 Les opérateurs maximaux dissipatifs
Définition 1.1.
– On dit que A est dissipatif (sur H) si
∀x ∈ D(A), Re 〈Ax, x〉 ≤ 0.
– Si de plus I − A est surjectif de D(A) dans H, alors on dit que A est maximal dissipatif (sur
H).
La proposition suivante donne une caractérisation des opérateurs dissipatifs qui est utilisée pour
démontrer de nombreux résultats concernant les opérateurs maximaux dissipatifs.
Proposition 1.2. Soit A : D(A) ⊂ H → H un opérateur. Les propriétés suivantes sont équivalentes.
1. A est dissipatif sur H.
2. A vérifie
∀x ∈ D(A), ∀λ > 0, ‖x‖H ≤ λ−1‖λx−Ax‖H .
3. A vérifie
∀x ∈ D(A), ∀λ ∈ C>0, ‖x‖H ≤ (Reλ)−1 ‖λx−Ax‖H ,
où C>0 = {λ ∈ C/ Reλ > 0} .
Cette caractérisation des opérateurs dissipatifs permet d’établir une caractérisation des opérateurs
dissipatifs qui sont maximaux dissipatifs.
Proposition 1.3. Si A est dissipatif alors les assertions suivantes sont équivalentes.
1. A est maximal dissipatif.
2. Il existe λ0 > 0 tel que Im(λ0I −A) = H.
3. Pour tout λ > 0, λI −A est inversible, d’inverse borné dans L(H) et ‖(λI −A)−1‖L(H) ≤ λ−1.
4. Pour tout λ ∈ C>0, λI − A est inversible, d’inverse borné dans L(H) et ‖(λI − A)−1‖L(H) ≤
(Reλ)−1.
Remarque 1.4. On rappelle la définition de l’ensemble résolvent ρ(A) d’un opérateur A : D(A) ⊂
H → H :
ρ(A) = {λ ∈ C/ λI −A est inversible et (λI −A)−1 ∈ L(H)},
et du spectre σ(A) de A :
σ(A) = C \ ρ(A).
La Proposition 1.3 implique que le spectre d’un opérateur maximal dissipatif est contenu dans le
demi-plan C≤0 = {λ ∈ C/ Reλ ≤ 0}.
On énonce maintenant une propriété importante des opérateurs maximaux dissipatifs.
Proposition 1.5. Si A est maximal dissipatif alors
1. D(A) est dense dans H,
2. A est fermé (i.e. gr(A) = {(x,Ax); x ∈ D(A)} est fermé dans H ×H).
Remarque 1.6. On rappelle que lorsque l’opérateur A : D(A) ⊂ H → H est fermé, l’égalité
‖x‖gr(A) =
(‖x‖2H + ‖Ax‖2H)1/2 , ∀x ∈ D(A),
définit une norme sur D(A) pour laquelle
(
D(A), ‖ · ‖gr(A)
)
est un espace de Hilbert. La norme ‖·‖gr(A)
est appelée norme du graphe sur D(A). Pour cette norme, A ∈ L(D(A), H). Ainsi, si A est maximal
dissipatif, alors pour tout λ > 0, (λI −A)−1 ∈ L(H,D(A)).
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La Proposition 1.5 assure l’existence de l’adjoint de A, lorsque l’opérateur A est maximal dissipatif,
puisque dans ce cas D(A) est dense dans H. On rappelle que l’adjoint de A est l’opérateur A∗ :
D(A∗) ⊂ H → H défini par
D(A∗) = {x ∈ H / ∃c > 0, ∀y ∈ D(A), | 〈Ay, x〉 | ≤ c‖y‖H},
et, par le fait que, pour tout x ∈ D(A∗), A∗x est l’unique extension linéaire et continue à H de la
forme linéaire ax : y ∈ D(A) 7→ 〈Ay, x〉 ∈ C vérifiant ‖A∗x‖H′ = ‖ax‖(D(A))′ (dont l’existence est
assurée par le théorème de Hahn-Banach). On peut alors démontrer le résultat suivant.
Proposition 1.7. Si A : D(A) ⊂ H → H est maximal dissipatif, alors son adjoint A∗ : D(A∗) ⊂
H → H est maximal dissipatif.
1.1.1.2 Les semi-groupes de contractions et leurs générateurs
Définition 1.8.
– Une famille (S(t))t≥0 ⊂ L(H) est appelée semi-groupe de contractions si elle vérifie les propriétés
suivantes :
1. S(0) = I,
2. ∀s, t > 0, S(s+ t) = S(s)S(t),
3. ∀t ≥ 0, ‖S(t)‖L(H) ≤ 1,
4. pour tout x ∈ H, l’application t ∈ [0,+∞[ 7→ S(t)x ∈ H est continue.
– On appelle générateur d’un semi-groupe de contractions (S(t))t≥0 l’opérateur A : D(A) ⊂ H →
H défini par :
1. D(A) =
{
x ∈ H / lim
t→0
t>0
S(t)x− x
t
existe dans H
}
,
2. ∀x ∈ D(A), Ax = lim
t→0
t>0
S(t)x− x
t
.
L’importance des opérateurs maximaux dissipatifs se mesure dans le résultat suivant dont on
pourra trouver une démonstration dans [Paz83].
Théorème 1.9. [Lumer-Phillips-Hille-Yosida]
Soit A : D(A) ⊂ H → H un opérateur.
1. A est maximal dissipatif si, et seulement si, A est le générateur d’un semi-groupe de contractions
(S(t))t≥0 ⊂ L(H). Le semi-groupe (S(t))t≥0 est alors donné par
∀x ∈ H, ∀t ≥ 0, S(t)x = lim
λ→0
λ>0
etAλx,
où Aλ = A(I − λA)−1 ∈ L(H), pour tout λ > 0.
2. Dans ce cas, pour tout y0 ∈ D(A), le problème de Cauchy{
dy
dt (t) = Ay(t), t ∈ [0,+∞[,
y(0) = y0,
(1.1)
admet une unique solution y ∈ C ([0,+∞[, D(A)) ∩ C1 ([0,+∞[, H). De plus,
∀t ∈ [0,+∞[, y(t) = S(t)y0.
Remarque 1.10.
– La famille (Aλ)λ>0 ⊂ L(H) est appelée approximation de Yosida de A.
– Si A est maximal dissipatif, alors lorsque y0 n’appartient pas à D(A) mais à H seulement,
l’application y : t ∈ [0,+∞[ 7→ y(t) = S(t)y0 est appelée solution faible (mild solution, en
anglais) de (1.1).
Il est facile de démontrer le résultat suivant sur l’adjoint d’un opérateur maximal dissipatif.
Proposition 1.11. Si A est le générateur d’un semi-groupe de contractions (S(t))t≥0, alors (S(t)∗)t≥0
est un semi-groupe de contractions, de générateur A∗.
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1.1.1.3 Caractérisation des opérateurs auto-adjoints maximaux dissipatifs
Définition 1.12. Soit A : D(A) ⊂ H → H un opérateur tel que D(A) = H et soit A∗ l’adjoint de A.
– On dit que A est auto-adjoint si D(A∗) = D(A) et A∗ = A.
– On dit que A est symétrique si :
∀(x, y) ∈ D(A)×D(A), 〈Ax, y〉 = 〈x,Ay〉 .
De manière équivalente, A est symétrique si et seulement si D(A) ⊂ D(A∗) et A∗|D(A) = A. Ainsi, si
A est auto-adjoint alors il est symétrique, mais la réciproque n’est pas vraie, en général, si l’opérateur
A n’est pas borné. Le résultat suivant donne l’équivalence entre ces deux notions lorsque A est maximal
dissipatif.
Proposition 1.13. Si A : D(A) ⊂ H → H est maximal dissipatif, alors A est auto-adjoint si, et
seulement si, il est symétrique.
Remarque 1.14. L’hypothèse “A : D(A) ⊂ H → H est maximal dissipatif” n’est pas nécessaire.
Plus généralement, le résultat est encore vrai si on remplace cette hypothèse par “Il existe λ ∈ R tel
que λI −A : D(A) ⊂ H → H est inversible”.
1.1.2 Restrictions et extrapolations des opérateurs maximaux dissipatifs
Dans cette sous-section, on construit, à partir d’un opérateur maximal dissipatif A : D(A) ⊂
H → H donné, deux nouveaux opérateurs maximaux dissipatifs : d’abord un opérateur A(1) appelé
restriction de A qui, comme son nom l’indique, est la restriction de A à un sous-ensemble de D(A),
ici D(A2), puis un opérateur A(−1), appelé extrapolation de A, qui étend A en un opérateur défini sur
l’espace H tout entier.
1.1.2.1 Restrictions des opérateurs maximaux dissipatifs
On rappelle que les puissances entières d’un opérateur A : D(A) ⊂ H → H sont définies de la
façon suivante.
Définition 1.15. Pour tout k ∈ N∗, l’opérateur Ak : D(Ak) ⊂ H → H est défini par
– D(Ak) =
{
x ∈ D(Ak−1) / Ax ∈ D(Ak−1)},
– ∀x ∈ D(Ak), Akx = Ak−1(Ax).
Soit A : D(A) ⊂ H → H un opérateur maximal dissipatif qui génère un semi-groupe de contrac-
tions (S(t))t≥0 et soit λ un réel strictement positif. On a vu dans la Remarque 1.6 que (D(A), ‖·‖gr(A))
est un espace de Hilbert. La Proposition 1.2 permet de construire une nouvelle norme sur D(A). En
effet, l’inégalité
‖x‖H ≤ λ−1‖(λI −A)x‖H , ∀x ∈ D(A),
implique, en particulier, que l’application x ∈ D(A) 7→ ‖(λI−A)x‖H définit une norme sur D(A). On
note H1,λ l’espace vectoriel normé D(A) muni de cette norme : ‖x‖H1,λ = ‖(λI −A)x‖H .
Lemme 1.16. Sur D(A), la norme ‖ · ‖H1,λ est équivalente à la norme du graphe. Plus précisément,
il existe deux constantes c1 > 0 et c2 > 0 telles que
c1‖x‖gr(A) ≤ ‖x‖H1,λ ≤ c2‖x‖gr(A), ∀x ∈ D(A). (1.2)
On construit maintenant une restriction de A qui est un opérateur maximal dissipatif sur H1,λ, de
domaine D(A2).
Proposition 1.17. L’opérateur A(1),λ : D(A(1),λ) ⊂ H1,λ → H1,λ défini par
D(A(1),λ) = D(A
2),
A(1),λx = Ax, ∀x ∈ D(A(1),λ),
est maximal dissipatif sur H1,λ. Le semi-groupe de contractions (S1,λ(t))t≥0 engendré par A(1),λ vérifie
la relation :
S1,λ(t)x = (λI −A)−1S(t)(λI −A)x, ∀x ∈ H1,λ.
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La norme du graphe ‖ · ‖gr(A) étant équivalente à la norme ‖ · ‖H1,λ sur D(A), on déduit de la
Proposition 1.17 le résultat suivant.
Corollaire 1.18. Si A : D(A) ⊂ H → H est maximal dissipatif, alors l’opérateur A(1) : D(A(1)) ⊂
H1 → H1 défini sur l’espace de Hilbert H1 = D(A) muni de la norme du graphe ‖ · ‖gr(A), par{
D(A(1)) = D(A
2),
A(1)x = Ax, ∀x ∈ D(A(1)),
(1.3)
est maximal dissipatif sur H1.
Remarque 1.19. L’opérateur A(1) n’est rien d’autre que la restriction de A à D(A2). En itérant la
Proposition 1.18, on construit une suite (A(n))n∈N d’opérateurs maximaux dissipatifs,
A(n) : D(A(n)) = Hn+1 ⊂ Hn → Hn, ∀n ∈ N,
associée à la suite
· · · ⊂ Hn+1 ⊂ Hn ⊂ · · · ⊂ H1 ⊂ H0 = H, (1.4)
d’espaces de Hilbert emboîtés définie par Hn = D(An), pour tout n ∈ N. Remarquons au passage que
chaque inclusion de la chaîne (1.4) est continue et dense.
1.1.2.2 Extrapolations des opérateurs maximaux dissipatifs
Dans tout ce paragraphe, A : D(A) ⊂ H → H désigne un opérateur maximal dissipatif et λ un réel
strictement positif. L’objectif ici est de prolonger A en un opérateur maximal dissipatif de domaine
H.
D’après la Proposition 1.7, A∗ : D(A∗) ⊂ H → H est maximal dissipatif sur H. On peut donc
considérer, comme dans le paragraphe précédent l’espace de Hilbert H∗1,λ = D(A
∗) muni de la norme
‖x‖H∗1,λ = ‖(λI −A∗)x‖H (équivalente à la norme du graphe ‖ · ‖gr(A∗) sur D(A∗), d’après le Lemme
1.16).
On note maintenant H−1,λ le dual de H∗1,λ par rapport à l’espace pivot H. Dans le Lemme 1.16
appliqué à A∗, l’inégalité de gauche dans (1.2) donne en particulier
‖A∗x‖H ≤ 1
c1
‖x‖H∗1,λ , ∀x ∈ D(A∗),
ce qui établit la continuité de A∗ comme opérateur de H∗1,λ dans H. On note A˜λ ∈ L(H,H−1,λ)
l’adjoint de A∗ ∈ L(H∗1,λ, H).
Lemme 1.20. L’opérateur A˜λ et l’espace H−1,λ vérifient les propriétés suivantes.
1. ∀x ∈ H, ‖x‖H−1,λ = ‖(λI −A)−1x‖H .
2. ∀x ∈ H, ‖x‖H−1,λ ≤ λ−1‖x‖H .
3. L’injection H ⊂ H−1,λ est continue et dense.
4. A˜λ est l’unique extension continue de A comme opérateur de H dans H−1,λ.
5. ∀x ∈ H, ‖x‖H−1,λ ≤ λ−1‖(I − λA˜λ)x‖H−1,λ .
Remarque 1.21. L’espace H−1,λ est le complété de H pour la norme
‖x‖H−1,λ = ‖(λI −A)−1x‖H .
De plus, H−1,λ = H si, et seulement si, A ∈ L(H).
On note A(−1),λ : D(A(−1),λ) ⊂ H−1,λ → H−1,λ l’opérateur défini par{
D(A(−1),λ) = H
A(−1),λ x = A˜λx, ∀x ∈ D(A(−1),λ).
Le Lemme 1.20 permet de démontrer facilement le résultat qui suit.
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Proposition 1.22. A(−1),λ est l’unique prolongement de A en un opérateur maximal dissipatif sur
H−1,λ de domaine H.
En fait, l’espace H−1,λ et l’opérateur A(−1),λ ne dépendent pas de λ. En effet, soient H∗1 = D(A
∗)
muni de la norme du graphe ‖ · ‖gr(A∗) et H−1 le dual de H∗1 par rapport à l’espace pivot H. La norme
du graphe sur D(A∗) étant équivalente à la norme ‖ · ‖H∗1,λ , H−1,λ s’identifie à H−1 et on déduit de
la Proposition 1.22 le résultat suivant.
Proposition 1.23. Si A : D(A) ⊂ H → H est maximal dissipatif, alors A peut être prolongé de
manière unique en un opérateur maximal dissipatif A(−1) : D(A(−1)) ⊂ H−1 → H−1 de domaine
D(A(−1)) = H sur l’espace de Hilbert H−1.
Remarque 1.24. Comme c’est la cas pour les restrictions de A, on peut construire
– une suite (H−n)n∈N d’espaces de Hilbert emboîtés
H0 = H ⊂ H−1 ⊂ · · · ⊂ H−n+1 ⊂ H−n ⊂ H−n−1 ⊂ · · · ,
chaque inclusion étant continue et dense, où pour tout n ∈ N, H−n =
(
D
(
(A∗)n
))′
est le dual
de
(
D
(
(A∗)n
)
, ‖ · ‖gr((A∗)n)
)
par rapport à l’espace pivot H,
– une suite (A(−n))n∈N d’opérateurs maximaux dissipatifs
A(−n) : D(A(−n)) = H−n+1 ⊂ H−n → H−n, ∀n ∈ N,
tels que A(−n)|D(A) = A, pour tout n ∈ N.
1.1.3 Régularité des solutions du problème de Cauchy homogène
En raisonnant par récurrence (sur l’entier k du Théorème 1.25) et en utilisant les différentes
restrictions de l’opérateur A, on peut établir le résultat de régularité suivant pour les solutions du
problème de Cauchy (1.1).
Théorème 1.25. Si y0 ∈ D(Ak) pour k ≥ 1, alors la solution y de (1.1) vérifie y ∈ Ck−j ([0,+∞[, D(Aj))
pour tout j = 0, 1, · · · , k.
Le théorème qui suit, dont on pourra trouver la preuve dans [Bre11] (page 194), concerne le cas
des opérateurs auto-adjoints.
Théorème 1.26. Si l’opérateur A : D(A) ⊂ H → H est auto-adjoint et maximal dissipatif, alors
pour tout x ∈ H, le problème {
dy
dt (t) = Ay(t), t ∈ ]0,+∞[,
y(0) = x,
admet une unique solution
y ∈ C (]0,+∞[, D(A)) ∩ C ([0,+∞[, H) ∩ C1 (]0,+∞[, H) .
De plus,
y ∈ Ck (]0,+∞[, D(Al)) , ∀k, l ∈ N.
1.1.4 Problèmes de Cauchy non homogènes
Dans cette sous-section, on étudie l’existence et l’unicité de solutions pour deux types de problèmes
de Cauchy non homogènes : les problèmes de Cauchy avec terme source et les problèmes de Cauchy
avec donnée au bord non homogène.
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1.1.4.1 Problèmes de Cauchy avec terme source
On s’intéresse, dans ce paragraphe, aux problèmes de la forme{
dy
dt (t) = Ay(t) + f(t), t ∈ [0, T ],
y(0) = y0,
(1.5)
où y0 ∈ H et où la fonction f : [0, T ]→ H est intégrable au sens de Bochner (noté f ∈ L1(0, T ;H)).
Pour plus de détails sur cette notion d’intégrabilité, on renvoie le lecteur à [Zab92] (§A.4., p. 248). On
définit pour le problème (1.5) la notion de solution faible grâce au lemme suivant.
Lemme 1.27. Si A : D(A) ⊂ H → H est maximal dissipatif et f ∈ L1(0, T ;H), alors pour tout
y0 ∈ H, la fonction y : [0, T ]→ H définie par
y(t) = S(t)y0 +
∫ t
0
S(t− s)f(s) ds, ∀t ∈ [0, T ], (1.6)
où (S(t))t≥0 est le semi-groupe engendré par A, est continue de [0, T ] dans H.
Démonstration. (S(t))t≥0 étant un semi-groupe de contractions, on sait déjà que t 7→ S(t)y0 est
continue sur [0,+∞[. L’objectif est de démontrer que la fonction g : t 7→ ∫ t
0
S(t−s)f(s) ds est continue
de [0, T ] dans H. Remarquons déjà que g est bien à valeurs dans H puisque pour tout t ∈ [0, T ],∥∥∥∥∫ t
0
S(t− s)f(s) ds
∥∥∥∥
H
≤
∫ t
0
‖S(t− s)‖L(H)‖f(s)‖H ds ≤ ‖f‖L1(0,T ;H).
Soient maintenant t ∈ [0, T ] et h ∈ R tels que t + h ∈ [0, T ] (i.e. h ∈ [−t, T − t]). Supposons, dans
un premier temps, que h ∈ [0, T − t]. On peut alors évaluer la différence g(t + h) − g(t) de la façon
suivante :
g(t+ h)− g(t) =
∫ t+h
0
S(t+ h− s)f(s) ds−
∫ t
0
S(t− s)f(s) ds
=
∫ t
0
S(h)S(t− s)f(s) ds+
∫ t+h
t
S(t+ h− s)f(s) ds
−
∫ t
0
S(t− s)f(s) ds
= S(h)g(t)− g(t) +
∫ h
0
S(h− τ)f(t+ τ) dτ,
où la dernière intégrale a subi le changement de variable τ = s − t pour t ≤ s ≤ t+ h. On en déduit
que
‖g(t+ h)− g(t)‖H ≤ ‖S(h)g(t)− g(t)‖H +
∫ h
0
‖f(t+ τ)‖H dτ,
puisque ‖S(h − τ)‖L(H) ≤ 1. Ainsi, en utilisant à nouveau le fait que h 7→ S(h)g(t) est continue sur
[0,+∞[ (et donc en particulier en h = 0) et l’intégrabilité (au sens de l’intégrale de Lebesgue) de
τ 7→ ‖f(t+ τ)‖H sur [0, T − t], il vient que
lim
h→0
h>0
‖g(t+ h)− g(t)‖H = 0. (1.7)
Si, maintenant, h ∈ [−t, 0], alors le raisonnement précédent appliqué à t˜ = t+ h ∈ [0, t] et h˜ = −h ∈
[0, t] donne
lim
h˜→0
h˜>0
‖g(t˜+ h˜)− g(t˜)‖H = 0,
i.e.
lim
h→0
h<0
‖g(t)− g(t+ h)‖H = 0. (1.8)
(1.7) et (1.8) établissent alors la continuité de g en tout point t ∈ [0, T ], ce qui démontre le lemme.
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Dans la suite, A désignera un opérateur maximal dissipatif sur H dont le semi-groupe associé sera
noté (S(t))t≥0.
Définition 1.28. Si f ∈ L1(0, T ;H), alors on appelle solution faible de (1.5) la fonction y ∈
C([0, T ], H) définie par (1.6).
Le théorème qui suit justifie l’emploi de la terminologie de solution.
Théorème 1.29. Si f ∈ C1 ([0, T ], H) et y0 ∈ D(A), alors (1.5) admet une unique solution (classique)
y ∈ C ([0, T ], D(A)) ∩ C1 ([0, T ], H) .
De plus, la solution y est donnée par (1.6).
Ce résultat repose sur les quatre lemmes qui suivent.
Lemme 1.30 (Unicité). Pour toute fonction f ∈ L1(0, T ;H) et toute donnée initiale y0 ∈ H, le
problème (1.5) admet au plus une solution y dans la classe C ([0, T ], D(A)) ∩ C1 ([0, T ], H).
Démonstration. Supposons que y1 et y2 sont deux solutions de (1.5) dans la classe C ([0, T ], D(A)) ∩
C1 ([0, T ], H). Alors la différence y = y1 − y2 est un élément de C ([0, T ], D(A)) ∩ C1 ([0, T ], H) qui
vérifie le système {
dy
dt (t) = Ay(t), t ∈ [0, T ],
y(0) = 0 ∈ D(A).
La solution de ce problème étant unique d’après le Théorème (1.9), il suit que y = 0, puisque la
fonction identiquement nulle est également solution. Cela prouve que y1 = y2 et démontre que si (1.5)
admet une solution dans C ([0, T ], D(A)) ∩ C1 ([0, T ], H), alors celle-ci est unique.
Lemme 1.31. Si f ∈ C ([0, T ], H), alors pour tout t ∈ [0, T ], la fonction fS,t : s 7→ S(s)f(t − s) est
continue de [0, t] dans H.
Lemme 1.32. Si f ∈ C1 ([0, T ], H), alors pour tout t ∈ [0, T ], l’élément
g(t) =
∫ t
0
S(t− s)f(s) ds, (1.9)
vérifie
lim
h→0
h>0
S(h)g(t)− g(t)
h
=
∫ t
0
S(s)f ′(t− s) ds+ S(t)f(0)− f(t).
En particulier g(t) ∈ D(A) et on a l’égalité
Ag(t) = lim
h→0
h>0
S(h)g(t)− g(t)
h
=
∫ t
0
S(s)f ′(t− s) ds+ S(t)f(0)− f(t).
Lemme 1.33. La fonction g : [0, T ]→ H définie par la formule (1.9) est un élément de C ([0, T ], D(A))∩
C1 ([0, T ], H) et
g′(t) = Ag(t) + f(t), ∀t ∈ [0, T ].
Par souci de clarté, on ne détaillera pas les démonstrations des Lemmes 1.32 et 1.33 qui sont
essentiellement calculatoires. L’idée est d’utiliser des arguments du même type que ceux développés
dans la démonstration du Lemme 1.27 et d’appliquer le Lemme 1.31 avec f et f ′.
Remarque 1.34. La conclusion du Théorème 1.29 est encore vraie si on remplace f ∈ C1([0, T ], H)
par f ∈ H1(0, T ;H).
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1.1.4.2 Problèmes frontières non homogènes abstraits
On s’intéresse maintenant à l’existence et à l’unicité des solutions de systèmes avec des conditions
au bord non homogènes, du type : 
dy
dt (t) = Ly(t), t ∈ [0, T ],
Gy(t) = v(t), t ∈ [0, T ],
y(0) = y0 ∈ Y,
(1.10)
où U , Y et H sont des espaces de Hilbert tels que l’injection Y ⊂ H est continue, L ∈ L(Y,H) et
G ∈ L(Y, U).
On définit ci-dessous la notion de problème frontière non homogène abstrait qui est développée
dans [TW09].
Définition 1.35. On appelle problème frontière non homogène abstrait sur U , Y et H tout couple
(L,G) ∈ L(Y,H)×L(Y, U) pour lequel il existe λ ∈ C tel que les propriétés suivantes soient vérifiées :
1. G est surjectif,
2. kerG est dense dans H,
3. (λI − L)| kerG est bijectif.
Soit (L,G) un problème frontière non homogène abstrait. Puisque G ∈ L(Y, U), kerG est un
sous-espace vectoriel fermé de Y , donc l’espace vectoriel
H1 = kerG,
muni de la norme ‖ · ‖Y est un espace de Hilbert. On définit alors l’opérateur
A = L|H1 ∈ L(H1, H).
D’après le point 3 de la Définition 1.35, λI−A est inversible et (λI−A)−1 ∈ L(H,H1). On peut ainsi
considérer le complété H−1,λ de H pour la norme
‖x‖H−1,λ = ‖(λI −A)−1x‖H .
Puisque A ∈ L(H1, H) et que H s’injecte de façon continue dans H−1,λ, on a aussi A ∈ L(H1, H−1,λ).
H1 = kerG étant dense dans H d’après le point 1 de la Définition 1.35, on en déduit que A se prolonge
de manière unique en un opérateur A˜ ∈ L(H,H−1,λ).
La proposition qui suit permet de réécrire le problème avec condition au bord non homogène (1.10)
sous la forme d’un problème avec terme source comme ceux étudiés au paragraphe précédent :{
dy
dt (t) = A˜y(t) + B˜v(t), t ∈ [0, T ],
y(0) = y0.
Proposition 1.36. Soit (L,G) un problème frontière non homogène abstrait sur U , Y et H.
1. Il existe un unique opérateur B˜ ∈ L(U,H−1,λ) tel que
L = A˜+ B˜G. (1.11)
2. De plus, si µ ∈ ρ(A), alors (µI − A˜)−1B˜ ∈ L(U, Y ) et
G(µI − A˜)−1B˜ = I. (1.12)
Démonstration. 1. B˜ ∈ L(U,H−1,λ) vérifie (1.11) si et seulement si
B˜G = L− A˜. (1.13)
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L’opérateur G ∈ L(Y, U) étant surjectif (d’après le point 1 de la Définition 1.35), il admet un
inverse à droite Gd ∈ L(U, Y ). Supposons qu’un tel opérateur B˜ existe. Puisque GGd = I ∈
L(U), on déduit de (1.13) que pour tout x ∈ U ,
B˜x = B˜G(Gdx) = (L− A˜)Gdx,
d’où
B˜ = (L− A˜)Gd.
Cela démontre l’unicité de B˜. Réciproquement, posons B˜ = (L − A˜)Gd et montrons que B˜
appartient à L(U,H−1,λ) et vérifie (1.13). Puisque Gd ∈ L(U, Y ), L ∈ L(Y,H) et l’injection
H ⊂ H−1,λ est continue, alors on a déjà LGd ∈ L(U,H−1,λ). De même l’injection Y ⊂ H étant
continue, on a aussi Gd ∈ L(U,H) et donc A˜Gd ∈ L(U,H−1,λ), d’où B˜ ∈ L(U,H−1,λ). Par
définition de B˜, on a la suite d’équivalences suivante :
(1.13) ⇐⇒ (L− A˜)GdG = L− A˜
⇐⇒ (L− A˜)(GdG− I) = 0
⇐⇒ L(GdG− I) = A˜(GdG− I).
Puisque GGd = I, on a G(I − GdG) = 0, donc Im(I − GdG) ⊂ kerG. Comme L| kerG = A et
A˜| kerG = A, on en déduit que
L(GdG− I) = A˜(GdG− I),
ce qui implique bien (1.13) d’après la suite d’équivalences ci-dessus. Par conséquent B˜ vérifie la
relation (1.11).
2. Soit µ ∈ σ(A). On remarque déjà que, par définition de A˜, µI − A˜ est inversible d’inverse
(µI − A˜)−1 ∈ L(H−1,λ, H), et donc que (µI − A˜)−1B˜ ∈ L(U,H). Montrons, qu’en fait, (µI −
A˜)−1B˜ ∈ L(U, Y ). Puisque B˜ = (L− A˜)Gd, on peut écrire
B˜ = (µI − A˜)Gd − (µI − L)Gd,
avec (µI − L)Gd ∈ L(U,H). D’où
(µI − A˜)−1B˜ = Gd − (µI − A˜)−1(µI − L)Gd
= Gd − (µI −A)−1(µI − L)Gd.
Puisque (µI − A)−1 ∈ L(H,H1), on a (µI − A)−1(µI − L)Gd ∈ L(U,H1) et donc, (µI −
A)−1(µI − L)Gd ∈ L(U, Y ) car ‖ · ‖H1 = ‖ · ‖Y . Il suit immédiatement de l’égalité précédente
que (µI − A˜)−1B˜ ∈ L(U, Y ). De cette égalité découle également le fait que (µI − A˜)−1B˜−Gd ∈
L(H,H1) et donc que
Im
(
(µI − A˜)−1B˜ −Gd
)
⊂ H1 = kerG.
D’où
G(µI − A˜)−1B˜ = GGd = I,
ce qui achève la démonstration de la Proposition 1.36.
Corollaire 1.37. Si (L,G) est un problème frontière non homogène abstrait sur U , Y et H, et que
dy
dt (t) ∈ H, pour tout t ∈ [0, T ], alors le problème (1.10) est algébriquement équivalent au problème
suivant {
dy
dt (t) = A˜y(t) + B˜v(t), t ∈ [0, T ],
y(0) = y0.
(1.14)
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Démonstration. Puisque L ∈ L(Y,H), alors il est évident, d’après (1.11), que si y vérifie (1.10) alors y
vérifie aussi (1.14). Réciproquement, supposons que y vérifie (1.14). Alors, en appliquant G(µI− A˜)−1
à l’équation dydt (t) = A˜y(t) + B˜v(t), on a, d’après (1.12) :
v(t) = G(µI − A˜)−1B˜v(t)
= G(µI − A˜)−1 dy
dt
(t)−G(µI − A˜)−1A˜y(t)
= −G(µI − A˜)−1A˜y(t), (1.15)
puisque dydt (t) ∈ H (et donc (µI − A˜)−1 dydt (t) = (µI − A)−1 dydt (t) ∈ H1 = kerG). En utilisant la
décomposition L = A˜+ B˜G, on déduit de (1.15) que
v(t) = −G(µI − A˜)−1Ly(t) +G(µI − A˜)−1B˜Gy(t)
= G(µI − A˜)−1B˜Gy(t),
car (µI − A˜)−1Ly(t) ∈ H1 = kerG. Par conséquent, la relation (1.12) donne
v(t) = Gy(t),
ce qui entraîne
dy
dt
(t) = A˜y(t) + B˜v(t) = A˜y(t) + B˜Gy(t) = Ly(t).
Ainsi y vérifie le problème (1.10).
Définition 1.38. Si (L,G) est un problème frontière non homogène abstrait sur U , Y et H, alors
on dit que A˜ est le générateur de (L,G) et que l’opérateur B˜ donné par la Proposition 1.36 est son
opérateur de contrôle
Remarque 1.39. Pour un problème frontière non homogène abstrait, l’opérateur de contrôle B˜ n’est
jamais borné de U dans H. Plus précisément, B˜U ∩H = {0}. En effet, pour tout x ∈ B˜U ∩H, il existe
v ∈ U tel que x = B˜v donc, d’après (1.12), v = G(µI−A˜)−1x = G(µI−A)−1x, puisque x ∈ H. Comme
(µI −A)−1 ∈ L(H,H1), l’élément (µI −A)−1x appartient à H1 = kerG, donc v = G(µI −A)−1x = 0
ce qui implique que x = Bv = 0. Cependant, B˜ est borné de U dans H−1,λ. On présentera dans la
section 1.1.6 un exemple de problème avec donnée au bord non homogène qui peut s’écrire sous la
forme d’un problème de Cauchy avec terme source du type (1.14), mais qui n’est pas un problème
frontière non homogène abstrait au sens de [TW09], puisque l’opérateur de contrôle correspondant est
non borné de U dans H−1.
Remarque 1.40 (Construction de B˜). Dans la pratique, au lieu de construire directement l’opérateur
B, on effectue un relèvement de la condition de bord v : pour tout v ∈ U et tout µ ∈ ρ(A), l’élément
y = (µI − A˜)−1B˜v ∈ H est l’unique solution du problème suivant :{
Ly = µy,
Gy = v.
(1.16)
En effet, remarquons déjà que la solution de ce problème est unique : si y1 et y2 sont solutions de
(1.16), alors z = y1 − y2 vérifie Lz = µz et Gz = 0, donc d’après la formule (1.11) de la Proposition
1.36 et le fait que z ∈ H1 = kerG, on a Az = µz, et donc z = 0, puisque µ ∈ ρ(A). Maintenant,
vérifions que l’élément y = (µI− A˜)−1B˜v ∈ H est bien solution de (1.16) : la relation (1.12) appliquée
à v donne directement Gy = v. D’après (1.11), on en déduit que (L − µI)y = (A˜ − µI)y + B˜(Gy) =
−B˜v + B˜(Gy) = 0, d’où le fait que y est solution de (1.16).
Maintenant que l’on a fait le rapprochement entre le problème avec condition de bord non homogène
(1.10) et le problème de Cauchy avec terme source (1.14) dans le cas où (L,G) est un problème frontière
non homogène abstrait, on peut appliquer les résultats du paragraphe précédent pour en déduire des
conditions d’existence et d’unicité des solutions de (1.10).
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Proposition 1.41. Soit (L,G) un problème frontière non homogène abstrait sur U , Y et H. On sup-
pose que le générateur A˜ de (L,G) définit un opérateur maximal dissipatif A(−1),λ = A˜ : D(A(−1),λ) =
H ⊂ H−1,λ → H−1,λ. Alors, pour tout T > 0, toute donnée initiale y0 ∈ Y et tout v ∈ H2(0, T ;U)
tels que Gy0 = v(0), le système (1.10) admet une unique solution
y ∈ C ([0, T ], Y ) ∩ C1 ([0, T ], H) .
Si, de plus, il existe T0 > 0 tel que pour tout v ∈ L2(0,+∞;U),∫ T0
0
S(−1),λ(T0 − s)B˜v(s) ds ∈ H, (1.17)
où (S(−1),λ(t))t≥0 est le semi-groupe de contractions associé à A(−1,λ), alors la condition v ∈ H2(0, T ;U)
peut être remplacée par v ∈ H1(0, T ;U).
Définition 1.42. Un opérateur de contrôle B˜ ∈ L(U,H−1,λ) pour lequel il existe T0 > 0 tel que la
propriété (1.17) est vérifiée est dit admissible.
On pourra trouver la démonstration de la Proposition 1.41 dans [TW09]. On démontrera dans la
sous-section 1.1.6 un résultat du même type pour l’exemple d’un système avec condition au bord non
homogène qui ne vérifie pas les propriétés des problèmes frontières non homogènes abstraits et pour
lequel l’opérateur de contrôle n’est pas admissible.
1.1.5 Cas des opérateurs diagonalisables
On note ℓ2 l’ensemble des suites (ak)k∈N∗ ⊂ C de carré sommable et (ek)k∈N∗ la base canonique
de ℓ2 définie par
ek = (0, · · · , 0, 1↑
kème
, 0, 0, 0, · · · ), ∀k ∈ N∗.
Définition 1.43. On appelle base de Riesz de H toute famille (φk)k∈N∗ ⊂ H pour laquelle il existe
un opérateur inversible Q ∈ L(H, ℓ2) tel que
Qφk = ek, ∀k ∈ N∗.
On dit alors que la famille (φ˜k)k∈N∗ définie par
φ˜k = Q
∗Qφk, ∀k ∈ N∗,
est la famille biorthogonale à la base de Riesz (φk)k∈N∗ .
Remarque 1.44. Remarquons qu’une base Hilbertienne (ou encore, base orthonormale), c’est-à-dire
une base telle que pour tous k et j dans N∗, on ait
‖φk‖H = 1, 〈φk, φj〉H = 0 si k 6= j,
est une base de Riesz : l’opérateur Q de la Définition 1.43 est dans ce cas un opérateur unitaire (i.e.
Q∗Q = QQ∗ = I) et la famille biorthogonale (φ˜k)k∈N∗ est la base Hilbertienne (φk)k∈N∗ elle-même. De
plus, si (φk)k est une base Hilbertienne de H, alors tout élément x ∈ H s’écrit x =
∑
k∈N 〈x, φk〉H φk,
avec ‖x‖2H =
∑
k∈N |〈x, φk〉H |2, et pour tout (ak)k ∈ ℓ2,∥∥∥∥∥∑
k∈N∗
akφk
∥∥∥∥∥
H
= ‖(ak)k‖ℓ2 .
Ce résultat se généralise aux bases de Riesz, mais les égalités se transforment, dans ce cas, en
équivalences de normes. Plus précisément,
Proposition 1.45. Soit (φk)k une base de Riesz de H et soient Q et (φ˜k)k comme dans la Définition
1.43. Soient m = 1/‖Q−1‖L(ℓ2,H) et M = ‖Q‖L(H,ℓ2). Tout x ∈ H se décompose de la façon suivante :
x =
∑
k∈N
〈
x, φ˜k
〉
H
φk,
avec
m2‖x‖2H ≤
∑
k∈N
∣∣∣〈x, φ˜k〉
H
∣∣∣2 ≤M2‖x‖2H .
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1.1.5.1 Définition et propriétés des opérateurs diagonalisables
On étudie ci-dessous les propriétés des opérateurs diagonalisables sur un espace de Hilbert com-
plexe.
Définition 1.46. On dit qu’un opérateur A : D(A) ⊂ H → H est diagonalisable si son ensemble
résolvent ρ(A) est non vide (voir Remarque 1.4, page 6, pour la définition de ρ(A)) et s’il existe une
base de Riesz de H constituée de vecteurs propres de A.
Proposition 1.47. Soit A : D(A) ⊂ H → H un opérateur diagonalisable et soit (φk)k une base
de Riesz de H formée de vecteurs propres de A. On note (λk)k ⊂ C la suite des valeurs propres
correspondantes et (φ˜k)k la famille biorthogonale associée à (φk)k.
1. A se décompose de la manière suivante :
D(A) =
{
x ∈ H/
∑
k
(
1 + |λk|2
) ∣∣∣〈x, φ˜k〉∣∣∣2 < +∞} ,
Ax =
∑
k
λk
〈
x, φ˜k
〉
φk, ∀x ∈ D(A).
2. A∗ : D(A∗) ⊂ H → H est diagonalisable, de vecteurs propres φ˜k et de valeurs propres λk.
3. A est maximal dissipatif si et seulement si
sup
k
Reλk < +∞.
Si c’est le cas, alors le semi-groupe de contractions (S(t))t≥0 engendré par A s’écrit, pour tout
t ≥ 0 et tout x ∈ H,
S(t)x =
∑
k
eλkt
〈
x, φ˜k
〉
φk.
En particulier, dans le cas où A est diagonalisable dans une base Hilbertienne, on a le résultat
suivant :
Proposition 1.48. Si A : D(A) ⊂ H → H est diagonalisable, avec une base Hilbertienne (φk)k de
vecteurs propres associés à des valeurs propres (λk)k toutes réelles, alors A est auto-adjoint et
D(A) =
{
x ∈ H/
∑
k
(
1 + λ2k
) |〈x, φk〉|2 < +∞} ,
Ax =
∑
k
λk 〈x, φk〉φk, ∀x ∈ D(A).
1.1.5.2 Décomposition des opérateurs diagonalisables coercifs
On définit ici, pour un opérateur coercif, deux nouveaux espaces H1/2 et H−1/2 sur lesquels il peut
respectivement être restreint ou prolongé. L’introduction de ces nouveaux espaces permettra, dans le
paragraphe suivant, de reformuler certains problèmes du second ordre en temps comme des problèmes
de Cauchy du type (1.5).
Définition 1.49. On dit que A : D(A) ⊂ H → H est coercif si
1. A est auto-adjoint,
2. il existe une constante m > 0 telle que
〈Ax, x〉H ≥ m‖x‖2H , ∀x ∈ D(A).
Dans ce cas, on note A ≥ mI.
La proposition qui suit caractérise le spectre des opérateurs coercifs.
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Proposition 1.50. Soient A : D(A) ⊂ H → H un opérateur auto-adjoint et m > 0. Alors A ≥ mI
si et seulement si σ(A) ⊂ [m,+∞[.
Dans tout ce paragraphe, A : D(A) ⊂ H → H désigne un opérateur coercif tel que A ≥ mI pour
un réel m > 0 donné. On va construire la racine carrée de cet opérateur non borné. Remarquons
d’abord que A est injectif puisque
∀x ∈ D(A), ‖Ax‖H ≥ m‖x‖H . (1.18)
En fait, A est inversible. En effet, puisque (ImA)⊥ = ker(A∗) et que A est auto-adjoint et injectif,
alors (ImA)⊥ = {0} et, ImA est dense dans H. Or, A étant auto-adjoint, ImA est fermé dans H,
donc ImA = H. On en déduit donc que A est inversible et d’après (1.18), que A−1 ∈ L(H), avec
‖A−1‖L(H) ≤ m−1. Il est clair que A−1 est également coercif. En particulier A−1 est un opérateur
borné sur H et positif. On sait alors qu’il admet une unique racine carrée que l’on note
A−1/2 = (A−1)1/2.
L’opérateur A−1/2 est, par construction, auto-adjoint dans H et inversible de H dans le sous-espace
D(A1/2) = Im(A−1/2),
muni de la norme de H. Remarquons que, puisque(
Im(A−1/2)
)T
= ker
(
(A−1/2)∗
)
= ker(A−1/2) = {0},
alors D(A1/2) est dense dans H. On note A1/2 ∈ L(D(A1/2), H) l’inverse de A−1/2 ∈ L(H,D(A1/2)).
En fait,
A1/2 =
(
(A−1)1/2
)−1
.
On peut vérifier que A1/2 : D(A1/2) ⊂ H → H est également un opérateur coercif. Comme dans
le paragraphe 1.1.2.1 (mais avec λ = 0, puisque l’on sait que A est inversible), on définit l’espace
H1 = D(A), muni de la norme
‖x‖H1 = ‖Ax‖H , ∀x ∈ H1.
De la même façon, on peut définir l’espace
H1/2 = D(A
1/2),
muni de la norme
‖x‖H1/2 = ‖A1/2x‖H , ∀x ∈ H1/2.
On peut montrer que les injections
H1 ⊂ H1/2 ⊂ H
sont continues et denses. Par définition des normes sur H1 et H1/2, il est clair que les opérateurs
A1/2 ∈ L(H1/2, H) et A1/2 ∈ L(H1, H1/2) sont des isométries.
Comme dans le paragraphe 1.1.2.2 (toujours avec λ = 0, puisque les opérateurs considérés sont
inversibles), on construit les espaces H−1 = (H1)′ et H−1/2 = (H1/2)′, où les duals sont pris par
rapport à l’espace pivot H, et on peut étendre de manière unique les opérateurs A et A1/2 en des
isométries :
A(−1) ∈ L(H,H−1), A1/2(−1/2) ∈ L(H,H−1/2).
On remarque que les normes sur H−1 et H−1/2 vérifient respectivement les relations suivantes
‖x‖H−1 = ‖
(
A(−1)
)−1
x‖H , (1.19)
et
‖x‖H−1/2 = ‖
(
A1/2(−1/2)
)−1
x‖H . (1.20)
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On peut également prolonger A de manière unique en un opérateur coercif
A(−1/2) : D(A(−1/2)) = H1/2 ⊂ H−1/2 → H−1/2,
défini par
A(−1/2)x = A1/2(−1/2)
(
A1/2x
)
, ∀x ∈ H1/2. (1.21)
De plus, A(−1/2) est une isométrie de H1/2 dans H−1/2.
Le résultat qui suit donne l’expression des espaces H1/2 et H−1/2 et la décomposition de A1/2 en
fonction des vecteurs propres de A, lorsque A est diagonalisable.
Proposition 1.51. On suppose que A est coercif et diagonalisable. On note (φk)k la base orthonormale
formée de vecteurs propres de A et (λk)k ⊂ R+ la suite de valeurs propres associée.
1. L’opérateur A1/2 : D(A1/2) ⊂ H → H est donné par
D(A1/2) = {x ∈ H/
∑
k
λk |〈z, φk〉H |2 < +∞},
A1/2x =
∑
k
λ
1/2
k 〈x, φk〉H φk, ∀x ∈ D(A1/2).
2. L’espace H−1/2 défini précédemment peut s’écrire comme
H−1/2 = {x ∈ H−1/
∑
k
λ−1k |〈x, φk〉|2 < +∞},
et
‖x‖H−1/2 =
(∑
k
λ−1k |〈x, φk〉|2
)1/2
, ∀x ∈ H−1/2.
1.1.5.3 Opérateurs anti-adjoints et problèmes du second ordre en temps
On considère des systèmes du second ordre en temps de la forme{
d2y
dt2 (t) +Ay(t) = 0, t ∈ [0, T ],
y(0) = y0, dydt (0) = y
1,
(1.22)
où l’opérateur A : D(A) ⊂ H → H est coercif. Afin d’obtenir des résultats d’existence et d’unicité des
solutions de (1.22), on va réécrire ce système comme un problème de Cauchy du type{
dz
dt (t) = Lz(t), t ∈ [0, T ],
z(0) = z0,
(1.23)
où L : D(L) ⊂ Z → Z est un opérateur maximal dissipatif anti-adjoint sur un espace de Hilbert
particulier Z.
Tout d’abord, on rappelle la définition d’opérateur anti-adjoint.
Définition 1.52. On dit qu’un opérateur L : D(L) ⊂ Z → Z sur un espace de Hilbert Z est
– anti-adjoint si D(L∗) = D(L) et L∗ = −L,
– anti-symétrique si
∀(z, z˜) ∈ D(L)×D(L), 〈Lz, z˜〉Z = −〈z, Lz˜〉Z .
Comme pour les opérateurs symétriques et auto-adjoints, il est clair que tout opérateur anti-adjoint
est anti-symétrique. De même, en analysant la démonstration de la Proposition 1.13 et la Remarque
1.14, on déduit facilement le résultat suivant.
Lemme 1.53. Si l’opérateur L : D(L) ⊂ Z → Z est anti-symétrique et inversible, alors il est anti-
adjoint.
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On peut également démontrer (voir, par exemple, dans le livre de Tucsnak et Weiss [TW09],
Theorem 3.8.6, p.105) une caractérisation des opérateurs anti-adjoints du même type que celle des
opérateurs maximaux dissipatifs :
Théorème 1.54. L : D(L) ⊂ Z → Z est anti-adjoint si, et seulement si, L est le générateur d’un
groupe unitaire, i.e. il existe une famille (S(t))t∈R ∈ L(Z) qui vérifie les propriétés 1 et 4 de la
Définition 1.8 (en remplaçant H par Z) et les propriétés suivantes :
2’. ∀s, t ∈ R, S(s+ t) = S(s)S(t),
3’. ∀t ∈ R, ∀z ∈ Z, ‖S(t)z‖Z = ‖z‖Z ,
et pour laquelle
D(L) =
{
z ∈ Z / lim
t→0
t>0
S(t)z − z
t
existe dans Z
}
,
et
∀z ∈ D(L), Lz = lim
t→0
t>0
S(t)z − z
t
.
Pour transformer le problème du second ordre (1.22) en un problème du premier ordre comme
(1.23), l’idée naturelle est de poser
z(t) =
(
y(t)
dy
dt (t)
)
.
On reprend les notations H1, H1/2, H−1/2 et H−1 du paragraphe précédent. On définit l’espace
Z = H1/2 ×H,
muni du produit scalaire
〈z, z˜〉Z =
〈
A1/2z1, A
1/2z˜1
〉
H
+ 〈z2, z˜2〉H , ∀z =
(
z1
z2
)
, z˜ =
(
z˜1
z˜2
)
∈ Z.
On considère alors sur Z l’opérateur L : D(L) ⊂ Z → Z défini par
D(L) = D(A)×D(A1/2) = H1 ×H1/2
Lz =
(
0 I
−A 0
)
z =
(
z2
−Az1
)
, ∀z =
(
z1
z2
)
∈ D(L).
Cet opérateur vérifie les propriétés suivantes :
Proposition 1.55. L : D(L) ⊂ Z → Z est anti-adjoint et inversible.
Démonstration. D’après le lemme précédent, il suffit de montrer que L est anti-symétrique et inver-
sible. Puisque A est auto-adjoint et donc, en particulier, symétrique, il est facile de vérifier que L est
anti-symétrique. Montrons maintenant que L est inversible. Soit z˜ =
(
z˜1
z˜2
)
∈ Z = H1/2 × H. On
cherche à résoudre l’équation
Lz = z˜,
z =
(
z1
z2
)
∈ D(L) = D(A)×D(A1/2),
qui est équivalente à {
z2 = z˜1,
z2 ∈ D(A1/2),
{
−Az1 = z˜2,
z1 ∈ D(A),
.
Puisque z˜1 ∈ H1/2 = D(A1/2), l’équation z2 = z˜1 a une unique solution z2 ∈ H1/2. D’autre part, on
a démontré dans le paragraphe précédent, juste après (1.18), que A : D(A) ⊂ H → H est inversible.
1.1. Opérateurs maximaux dissipatifs et problèmes de Cauchy abstraits 21
Puisque z˜2 ∈ H, l’équation −Az1 = z˜2 a donc une unique solution z1 = −A−1z˜2 ∈ D(A). On en
déduit donc que L est inversible et on remarque, au passage, que l’expression de L−1 est donnée par :
L−1z˜ =
( −A−1z˜2
z˜1
)
=
(
0 −A−1
I 0
)
z˜, ∀z˜ =
(
z˜1
z˜2
)
∈ Z.
Cela démontre la proposition.
Comme dans le paragraphe précédent, on peut alors construire l’espace de Hilbert Z1 = D(L)
muni de la norme
‖z‖Z1 = ‖Lz‖Z =
(
‖Az1‖2H + ‖z2‖2H1/2
)1/2
=
(
‖z1‖2H1 + ‖z2‖2H1/2
)1/2
.
On remarque, en particulier que Z1 est l’espace de Hilbert produit
Z1 = H1 ×H1/2. (1.24)
On construit alors le dual Z−1 de Z1 par rapport à l’espace pivot Z, et on sait, d’après (1.19) que
‖z‖Z−1 = ‖
(
L(−1)z
)−1 ‖Z ,
où L(−1) ∈ L(Z,Z−1) est l’unique extension continue de L dans L(Z,Z−1). On peut vérifier que L(−1)
est donné par
L(−1) =
(
0 I
−A(−1/2) 0
)
,
où A(−1/2) est l’unique extension continue de A dans L(H1/2, H−1/2). Par conséquent,
(
L(−1)
)−1
=
(
0 − (A(−1/2))−1
I 0
)
,
et la norme dans Z−1 est donnée par
‖z‖Z−1 = ‖
(
L(−1)
)−1
z‖Z =
(
‖z1‖2H + ‖
(
A(−1/2)
)−1
z2‖2H1/2
)1/2
=
(
‖z1‖2H + ‖A1/2
(
A(−1/2)
)−1
z2‖2H
)1/2
(1.25)
d’après la définition de la norme dans H1/2. D’autre part, (1.21 ) donne(
A(−1/2)
)−1
=
(
A1/2
)−1(
A1/2(−1/2)
)−1
,
donc, pour tout z ∈ Z−1,
‖A1/2 (A(−1/2))−1 z2‖H = ‖(A1/2(−1/2))−1z2‖H = ‖z2‖H−1/2 ,
d’après (1.20). En revenant à (1.25), on en déduit que
∀z ∈ Z−1, ‖z‖Z−1 =
(
‖z1‖2H + ‖z2‖2H−1/2
)1/2
,
ce qui établit que l’espace Z−1 est en fait le produit d’espaces de Hilbert
Z−1 = H ×H−1/2. (1.26)
Une propriété importante de l’opérateur L pour l’étude du problème d’existence et d’unicité de
solutions pour (1.23) et donc pour (1.22)) est le résultat suivant qui est une conséquence du théorème
de Stone et dont on pourra trouver la démonstration dans [TW09].
Proposition 1.56. L : D(L) ⊂ Z → Z est maximal dissipatif.
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On démontrera ce résultat “à la main” sur l’exemple de la section suivante, sans invoquer le théo-
rème de Stone.
Comme conséquence de cette proposition, L engendre un semi-groupe de contractions (S(t))t≥0.
En fait, L est plus que maximal dissipatif, il est même le générateur d’un groupe unitaire.
Remarquons que, en posant
z =
(
y(t)
dy
dt (t)
)
,
alors y est solution de (1.22) avec y0 ∈ H1 et y1 ∈ H1/2 si et seulement si z est solution de (1.23) avec
z0 =
(
y0
y1
)
∈ Z1 = D(L). En appliquant le Théorème 1.9 à L : D(L) = Z1 ⊂ Z → Z, on en déduit le
résultat suivant :
Proposition 1.57. Pour tout y0 ∈ H1 et tout y1 ∈ H1/2, le problème (1.22) admet une unique
solution
y ∈ C ([0, T ], H1) ∩ C1
(
[0, T ], H1/2
) ∩ C2 ([0, T ], H) .
1.1.6 Exemple d’un problème du second ordre pour un opérateur maximal
dissipatif avec spectre essentiel
Dans le chapitre 4, on étudiera la contrôlabilité du problème suivant
∂2u1
∂t2 = ∆u1 + α∂xu2, ((x, y), t) ∈ QT = Ω×]0, T [,
∂2u2
∂t2 = −α∂xu1 − au2, QT ,
u1 = v1Γ, ΣT = ∂Ω×]0, T [,
u1(·, 0) = u01, u2(·, 0) = u02, Ω,
∂u1
∂t (·, 0) = u11, ∂u2∂t (·, 0) = u12, Ω,
(1.27)
où Ω est le carré unité Ω =]0, 1[2, Γ est la partie de la frontière ∂Ω de Ω définie par Γ = {(x, y) ∈
∂Ω, xy = 0}, T est un réel strictement positif et a et α sont deux réels tels que a > α2 > 0 et√
a− α2/π /∈ N∗.
On se propose ici de donner un sens aux solutions de (1.27), lorsque sont fixées, dans des espaces
adaptés, les conditions initiales u0i , u
1
i pour i = 1, 2 et la condition de Dirichlet v. Pour ce faire, on
va procéder en deux étapes : d’abord on étudie le problème homogène et les propriétés de l’opérateur
auquel il est associé en le reformulant sous la forme d’un problème de Cauchy homogène comme dans
le paragraphe précédent, puis on construit un relèvement de l’opérateur considéré pour reformuler le
problème non homogène (1.27) comme un problème de Cauchy non homogène du type (1.10).
Commençons par réécrire le système (1.27) comme une seule équation du second ordre en temps.
Posons
u =
(
u1
u2
)
, u0 =
(
u01
u02
)
, u1 =
(
u11
u12
)
,
et notons formellement
Λ =
( −∆ −α∂x
α∂x a
)
, G = ( 1 0 ) .
Le système (1.27) est alors (algébriquement) équivalent au problème suivant
∂2u
∂t2 (t) + Λu(t) = 0, t ∈]0, T [,
Gu(t) = v(t)1Γ, t ∈]0, T [,
u(0) = u0, ∂u∂t (0) = u
1.
(1.28)
1.1.6.1 Étude du problème homogène
On s’intéresse ici au cas où v = 0. On considère alors l’espace de Hilbert
H = L2(Ω)× L2(Ω)
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et l’opérateur A : D(A) ⊂ H → H défini par
D(A) =
{
u =
(
u1
u2
)
∈ H10 (Ω)× L2(Ω)/ u1 + α∆−1∂xu2 ∈ H2(Ω)
}
,
et
Au = Λu =
( −∆ (u1 + α∆−1∂xu2)
α∂xu1 + au2
)
,
où ∆ est vu comme le Laplacien avec domaine H2(Ω) ∩H10 (Ω),
∆ : D(∆) = H2(Ω) ∩H10 (Ω) ⊂ L2(Ω)→ L2(Ω).
On rappelle que les valeurs propres et vecteurs propres associés de l’opérateur −∆ sont données
respectivement par {
µpq =
(
p2 + q2
)
π2,
ϕpq(x, y) = 2 sin(pπx) sin(qπy) , ∀(x, y) ∈ Ω,
pour tout (p, q) ∈ N∗ × N∗. On introduit alors les notations suivantes, pour (p, q) ∈ N∗ × N∗ et
(x, y) ∈ Ω :
λ±p,q =
1
2
(
µpq + a±
√
(µpq − a)2 + 4α2p2π2
)
,
ψpq (x, y) = 2 cos(pπx) sin(qπy) ,
e±p,q =
(
(λ±p,q−a)√
(λ±p,q−a)2+α2p2π2
ϕpq,
αpπ√
(λ±p,q−a)2+α2p2π2
ψpq
)T
,
eq(x, y) =
(
0,
√
2 sin (qπy)
)T
.
Lemme 1.58. L’ensemble des valeurs propres de A est
Vp(A) = {a} ∪ {λ+p,q}p,q≥1 ∪ {λ−p,q}p,q≥1,
et l’ensemble des vecteurs propres associés est
{eq}q≥1 ∪
{
e+p,q
}
p,q≥1 ∪
{
e−p,q
}
p,q≥1 .
Démonstration. Soient λ une valeur propre de A et u = (u1, u2)T un vecteur propre associé à λ. Alors
u est une solution non nulle du système
(λ− a)u2 = α∂xu1
∆
(
u1 + α∆
−1∂xu2
)
+ λu1 = 0
u1|∂Ω = 0.
(1.29)
Supposons dans un premier temps que λ = a, le système (1.29) entraîne alors d’une part, que ∂xu1 = 0
dans Ω avec u1|∂Ω = 0 donc, que u1 = 0 dans Ω et d’autre part, que l’équation ∆
(
u1 + α∆
−1∂xu2
)
+
λu1 = 0 dans Ω s’écrit α∂xu2 = 0 dans Ω. Par conséquent, on peut écrire u2 sous la forme u2(x, y) =
f(y) avec f ∈ L2 (0, 1). On en déduit donc que λ = a est bien une valeur propre de A, et que le
sous-espace propre associé est {(x, y) 7→ (0, f(y))T : f ∈ L2 (0, 1)}. Supposons maintenant que λ 6= a,
alors le système (1.29) peut s’écrire comme
u2 =
α
λ−a∂xu1(
1 + α
2
λ−a
)
∂xxu1 + ∂yyu1 + λu1 = 0
u1|∂Ω = 0.
(1.30)
Puisque la famille (ϕpq)p,q≥1 des vecteurs propres de −∆ est une base Hilbertienne de L2(Ω), u1 se
décompose de manière unique sous la forme u1 =
∑
p,q∈N∗
up,qϕpq avec (up,q)p,q≥1 ∈ ℓ2. u1 est alors
solution de (1.30) si et seulement si pour tout (p, q) ∈ N∗ × N∗,(
−p2π2
(
1 +
α2
λ− a
)
− q2π2 + λ
)
up,q = 0. (1.31)
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Soit (p, q) ∈ N∗ × N∗ tel que up,q 6= 0. Il suit de (1.31) que λ vérifie l’équation
λ2 − (a+ (p2 + q2)π2)λ+ ((a− α2) p2 + aq2)π2 = 0. (1.32)
Par conséquent,
λ =
1
2
(
a+
(
p2 + q2
)
π2 ±
√
[a− (p2 + q2)π2]2 + 4α2p2π2
)
= λ±p,q.
Réciproquement, il est facile de vérifier que Ae±p,q = λ
±
p,qe
±
p,q, ce qui complète la démonstration du
lemme.
Puisque les familles (ϕpq)(p,q)∈N∗×N∗ et (ψpq)(p,q)∈N×N∗ sont deux bases Hilbertiennes de L
2 (Ω),
on peut vérifier facilement que la famille B = {eq}q≥1 ∪
{
e+p,q
}
p,q≥1 ∪
{
e−p,q
}
p,q≥1 forme une base
Hilbertienne de H = L2 (Ω)× L2 (Ω). On en déduit donc le résultat suivant :
Lemme 1.59. L’opérateur A est diagonalisable dans la base Hilbertienne
B = {eq}q≥1 ∪
{
e+p,q
}
p,q≥1 ∪
{
e−p,q
}
p,q≥1 .
Les résultats présentés dans la section 1.1.5 s’appliquent donc à A. En particulier, A vérifie les
propriétés suivantes.
Lemme 1.60. −A est maximal dissipatif et A est auto-adjoint.
Démonstration. On peut remarquer que, les valeurs propres de A étant toutes positives, on a
sup
λ∈Vp(A)
Re(−λ) ≤ 0 < +∞.
La Proposition 1.47 établit alors que l’opérateur −A est maximal dissipatif sur H. Le fait que A est
auto-adjoint est une conséquence immédiate de la Proposition 1.48.
On décrit maintenant les propriétés asymptotiques des deux suites de valeurs propres (λ+p,q)(p,q) et
(λ−p,q)(p,q).
Lemme 1.61. 1. Lorsque ‖(p, q)‖ → +∞, la suite λ+p,q a pour développement asymptotique λ+p,q =
µpq +
α2p2π2
µpq−a +O
(
p4
µ3pq
)
. En particulier,
λ+p,q ∼‖(p,q)‖→+∞ µpq. (1.33)
2. Tout réel du segment [a− α2, a] est une valeur d’adhérence de la suite (λ−p,q)(p,q)∈N∗×N∗ .
Démonstration. Le premier point consiste en un simple développement limité. En ce qui concerne
le deuxième point, il suffit de montrer que tout réel dans ]a − α2, a[ est une valeur d’adhérence de(
λ−p,q
)
(p,q)∈N∗×N∗ . Soient λ ∈
(
a− α2, a) et θ ∈ ]0, π/2[ tel que
λ = a− α2 cos θ.
Il existe une suite (ρn) ⊂ Q∗ telle que
ρn →
n→∞
tan θ.
Par continuité, on a
θn := arctan ρn →
n→∞
θ.
Pour tout n, puisque ρn ∈ Q∗, il existe un couple (pn, qn) ∈ N∗ × N∗ tel que
ρn = pn/qn, ‖(pn, qn)‖ →
n→∞
∞.
Si nécessaire, on peut remplacer (pn, qn) par (npn, nqn) , de façon à ce que la condition ‖(pn, qn)‖ → ∞
lorsque n→∞ soit satisfaite. Par définition de λ−pn,qn , il suit que
λ−pn,qn ∼n→∞ a− α
2 cos θn ∼
n→∞
a− α2 cos θ = λ,
ce qui démontre le lemme.
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On rappelle ci-dessous la définition du spectre essentiel d’un opérateur. Pour plus de détails sur
cette notion, on renvoie à [Dav95].
Définition 1.62. – On appelle spectre essentiel de A l’ensemble σess(A) formé des nombres com-
plexes λ pour lesquels l’une et l’une seulement des conditions suivantes est vérifiée :
1. λI −A est injectif, mais pas surjectif,
2. λ est une valeur propre non isolée de A,
3. λ est une valeur propre isolée de A, de multiplicité infinie.
– On appelle spectre ponctuel de A l’ensemble σp(A) = σ(A) \ σess(A) formé des valeurs propres
de A qui sont isolées et de multiplicité finie.
Dans [GG77], les auteurs démontrent que le spectre essentiel d’un opérateur auto-adjoint d’ordre
mixte A est composé des réels λ pour lesquels A − λI n’est pas elliptique au sens de Douglis et
Nirenberg, puis ils donnent une caractérisation du spectre essentiel qui, dans notre contexte, s’écrit
σess(A) =
{
λ ∈ R, det(As(ξ1, ξ2, λ)) = 0, ξ = (ξ1, ξ2) ∈ R2, ξ 6= (0, 0)
}
,
où As(ξ1, ξ2, λ) =
( |ξ|2 −iαξ1
iαξ1 a− λ
)
est obtenu à partir de l’opérateur différentiel A en remplaçant
∂x par iξ1 et ∂y par iξ2. On obtient immédiatement que
λ = a− α2 ξ
2
1
|ξ|2 , ξ ∈ R
2\ {(0, 0)}
d’où le résultat suivant.
Lemme 1.63. Le spectre essentiel de A est σess (A) =
[
a− α2, a].
On déduit des Lemmes 1.61 et 1.63 que σess(A) est l’ensemble des points d’accumulation de la
suite
(
λ−p,q
)
(p,q)∈N∗×N∗ . D’autre part, on peut montrer que
∀p, q ∈ N∗, λ+p,q ≥ λ+1,1 > a ≥ λ−p,q ≥ min(a− α2, π2).
Il vient alors que σp(A) est la réunion de l’ensemble des valeurs propres λ+p,q et d’un nombre fini de
valeurs propres λ−p,q, et que
σ(A) = σess(A) ∪ σp(A) ⊂ [min(a− α2, π2),+∞[.
Le réel min(a−α2, π2) étant strictement positif, la Proposition 1.50 permet de déduire immédiatement
le résultat suivant :
Lemme 1.64. L’opérateur A est coercif sur H. Plus précisément,
∀u ∈ D(A), 〈Au, u〉H ≥ min(a− α2, π2)‖u‖2H .
On peut donc décomposer, pour δ ∈ {1, 1/2}, la puissance Aδ de A comme suit :
D(Aδ) = {u ∈ H/
∑
p,q≥1
λ+p,q
2δ 〈
u, e+p,q
〉2
H
+
∑
p,q≥1
λ−p,q
2δ 〈
u, e−p,q
〉2
H
+
∑
q≥1
a2δ 〈u, eq〉2H < +∞},
et, pour tout u ∈ D(Aδ),
Aδu =
∑
p,q≥1
λ+p,q
δ 〈
u, e+p,q
〉
H
e+p,q +
∑
p,q≥1
λ−p,q
δ 〈
u, e−p,q
〉
H
e−p,q +
∑
q≥1
aδ 〈u, eq〉H eq.
Puisque (λ−p,q)(p,q) est bornée, on peut même caractériser D(A
δ) comme
D(Aδ) = {u ∈ H/
∑
p,q≥1
λ+p,q
2δ 〈
u, e+p,q
〉2
H
< +∞}. (1.34)
On peut alors exprimer D(A1/2) en termes d’espaces usuels.
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Proposition 1.65. D
(
A1/2
)
= H10 (Ω)× L2 (Ω).
Démonstration. Soit u = (u1, u2)
T ∈ H. D’après (1.34) et (1.33),
u ∈ D(A1/2)⇐⇒
(
λ+p,q
1/2 〈
u, e+p,q
〉
H
)
p,q
∈ ℓ2 ⇐⇒
(
µpq
1/2
〈
u, e+p,q
〉
H
)
p,q
∈ ℓ2.
Or, en revenant à la définition des vecteurs propres e+p,q (voir juste au dessus du Lemme 1.58), on peut
décomposer µpq1/2
〈
u, e+p,q
〉
sous la forme
µpq
1/2
〈
u, e+p,q
〉
H
= αpq 〈u1, ϕpq〉L2(Ω) + βpq 〈u2, ψpq〉L2(Ω) ,
où
αpq = µpq
1/2
λ+p,q − a√(
λ+p,q − a
)2
+ α2p2π2
∼
‖(p,q)‖→+∞
µpq
1/2,
βpq = αpπ
µpq
1/2√(
λ+p,q − a
)2
+ α2p2π2
∼
‖(p,q)‖→+∞
αpπµpq
−1/2.
De la définition de µpq, il suit que αpπµpq−1/2 ≤ 1, et donc que βpq = O(1) au voisinage de ‖(p, q)‖ →
+∞. Il vient alors que la suite
(
βpq 〈u2, ψpq〉L2(Ω)
)
p,q
est un élément de ℓ2 puisque u2 ∈ L2(Ω) et que
(ψpq)p,q est une base Hilbertienne de L
2(Ω). On en déduit donc que
u ∈ D(A1/2) ⇐⇒
(
αpq 〈u1, ϕpq〉L2(Ω)
)
p,q
∈ ℓ2
⇐⇒
(
µpq
1/2 〈u1, ϕpq〉L2(Ω)
)
p,q
∈ ℓ2
⇐⇒ u1 ∈ D
(
(−∆)1/2
)
= H10 (Ω),
puisque (ϕpq)p,q est une base Hilbertienne de L2(Ω) formée de vecteurs propres de l’opérateur −∆
de domaine H2(Ω) ∩ H10 (Ω), associés aux valeurs propres µpq. On en déduit donc que D(A1/2) =
H10 (Ω)× L2(Ω).
Comme dans le paragraphe 1.1.5.3, on construit l’espace
Z = H1/2 ×H,
où H1/2 = D(A1/2) avec ‖x‖H1/2 = ‖A1/2x‖H , sur lequel on considère l’opérateur anti-adjoint, inver-
sible et maximal dissipatif L˜ : D(L˜) ⊂ Z → Z défini par
D(L˜) = H1 ×H1/2, L˜ =
(
0 I
−A 0
)
.
La Proposition 1.57 donne alors l’existence et l’unicité d’une solution u ∈ C ([0, T ], H1)∩C1
(
[0, T ], H1/2
)∩
C2 ([0, T ], H) , pour le problème homogène associé à (1.27) :{
∂2u
∂t2 +Au = 0, ]0, T [,
u(0) = u0, ∂u∂t (0) = u
1,
lorsque u0 ∈ H1 et u1 ∈ H1/2. On peut également considérer la première extrapolation de L˜ i.e.
l’opérateur L : D(L) = Z ⊂ Z−1 → Z−1 défini sur le dual Z−1 = H×H−1/2 de l’espace Z1 = H1×H1/2
par rapport à l’espace pivot Z, par
D(L) = H1/2 ×H, L = L˜(−1) =
(
0 I
−A(−1/2) 0
)
,
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où A(−1/2) est l’extension de A en un opérateur coercif sur H1/2 de domaine H−1/2. Pour des raisons
de cohérence entre les notations de ce chapitre et celles du chapitre 4, on introduit les notations
suivantes
X = H ×H−1/2,
X1 = H1/2 ×H,
X−1 = H−1/2 ×H−1,
de sorte que L est un opérateur anti-adjoint et maximal dissipatif sur X de domaine D(L) = X1.
L’espace X−1 n’est rien d’autre que le dual de X1 par rapport à l’espace pivot X. En appliquant le
Théorème 1.9 à L : D(L) = X1 ⊂ X → X, on obtient le résultat suivant :
Proposition 1.66. Pour tout u0 ∈ H1/2 et tout u1 ∈ H, le problème{
∂2u
∂t2 +A(−1/2)u = 0, ]0, T [,
u(0) = u0, ∂u∂t (0) = u
1,
admet une unique solution
u ∈ C ([0, T ], H1/2) ∩ C1 ([0, T ], H) ∩ C2 ([0, T ], H−1/2) .
1.1.6.2 Reformulation du problème non homogène
On donne maintenant un sens aux solutions du problème non homogène (1.27) (ou encore (1.28)).
L’idée est de réécrire ce problème comme un problème de Cauchy non homogène avec terme source afin
de pouvoir lui appliquer le Théorème 1.29. Comme dans le paragraphe 1.1.5.3, on considère l’opérateur
extrapolé L(−1) : D(L(−1)) ⊂ X−1 → X−1 de L, donné par
D(L(−1)) = X, L(−1) =
(
0 I
−A(−1) 0
)
,
où A(−1) : D(A(−1)) = H ⊂ H−1 → H−1 est l’extension de A en un opérateur auto-adjoint sur H−1 de
domaine H. On définit formellement l’opérateur G = ( G 0 ) de sorte que, en posant z = (u, dudt )T et
z0 = (u0, u1)T , le système (1.28) soit algébriquement équivalent au problème de Cauchy non homogène
suivant 
∂z
∂t (t) = L(−1)z(t), t ∈]0, T [,
Gz(t) = v(t)1Γ, t ∈]0, T [,
z(0) = z0.
(1.35)
En vertu de la Remarque 1.40 (avec µ = 0, puisque L(−1) est inversible), le point principal pour
transformer ce problème en un problème de Cauchy avec terme source est de construire un relèvement
de la condition de bord v1Γ. On cherche donc à résoudre le problème suivant
L(−1)z = 0,
Gz = v1Γ,
z = (z1, z2)
T ∈ X = H ×H−1/2,
ce qui revient à poser z2 = 0 et à résoudre
A(−1)z1 = 0,
Gz1 = v1Γ,
z1 ∈ H.
(1.36)
Ce problème sera étudié dans le chapitre 4, section 4.3.1, sous la forme du problème (4.6). Plus
précisément, on construira un opérateur D : D(D) ⊂ L2(Γ) → H fermé, non borné, de domaine
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D(D) = {v ∈ L2(Γ) / Dv ∈ H} dense dans L2(Γ), défini par le fait que Dv est l’unique solution z1 de
(1.36). On considère alors l’opérateur non borné B : D(B) ⊂ L2(Γ)→ X−1, défini par
D(B) = D(D), B =
(
0
A(−1)D
)
. (1.37)
On démontrera dans le chapitre 4 que le problème avec condition au bord non homogène (1.35) peut
se réécrire sous la forme du problème de Cauchy avec terme source suivant{
∂z
∂t (t) = L(−1)z(t) +Bv(t), t ∈]0, T [,
z(0) = z0.
En appliquant le Théorème 1.29(et la Remarque 1.34) à ce problème, on démontrera le résultat qui
suit :
Théorème 1.67. Pour toutes données initiales u0 ∈ H et u1 ∈ H−1/2 et tout élément v ∈ H1 (0, T ;D(D)),
le problème (1.27) admet une unique solution u vérifiant
u ∈ C ([0, T ], H) ∩ C1 ([0, T ], H−1/2) ∩ C2 ([0, T ], H−1) .
Remarque 1.68. Notons que, contrairement au cas des problèmes frontières non homogènes abstraits,
l’opérateur de contrôle B que l’on construit ici n’est pas nécessairement borné de l’espace de Hilbert
U = L2(Γ) dans X−1.
Dans le chapitre 4, on démontrera en détail ce résultat d’existence et d’unicité pour les solutions
du système (1.27), puis on étudiera ensuite la problématique de la contrôlabilité de ce système.
1.2 Systèmes paraboliques à coefficients non constants
Dans cette section, on présente les résultats généraux d’existence et d’unicité pour les systèmes
paraboliques de n équations (n ≥ 1) à coefficients non constants du type
∂y
∂t = D∆y +
−→
b (x, t) · ∇y +A(x, t)y + f(x, t), (x, t) ∈ QT = Ω×]0, T [,
y = 0, (x, t) ∈ ΣT = ∂Ω×]0, T [,
y(x, 0) = y0(x), x ∈ Ω.
(1.38)
Ω désigne un domaine borné de RN (avec N ≥ 1), de frontière ∂Ω de classe C2, T est un réel
strictement positif, D est une matrice de diffusion diagonale :
D =
 d1 0. . .
0 dn
 ,
avec di > 0 pour i = 1, · · · , n, −→b =
(−→
b 1, · · · ,
−→
b n
)T∈ L∞ (QT ,Mn,1(R)) représente le terme d’advec-
tion (ou terme de couplage du système à l’ordre 1) et A = (aij)1≤i,j≤n ∈ L∞ (QT ,Mn(R)) représente
la matrice de couplage à l’ordre 0.
Le chapitre 5 sera consacré à l’étude de la contrôlabilité interne aux trajectoires de ce système
pour n = 3 et
−→
b = 0. Les différents cas de contrôlabilité que l’on considérera consisteront à poser
f(x, t) = B v(x, t) 1ω(x) où ω sera un ouvert non vide contenu dans Ω et la matrice de contrôle B sera
choisie comme étant la matrice identité B = I3 de M3(R) (contrôlabilité par trois contrôles distincts,
chacun agissant sur une des trois équations du système), ou bien la matrice B =

 0 01 0
0 1

 (contrôlabilité
par deux contrôles distincts v1 et v2 agissant respectivement sur la deuxième et la troisième équations),
ou encore comme étant le vecteur B = (0, 0, 1)T (contrôlabilité par un seul contrôle v agissant sur la
troisième équation).
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1.2.1 Un théorème abstrait d’existence et unicité de solutions
On va déduire l’existence et l’unicité de solutions pour (1.38) d’un résultat abstrait d’existence
et unicité de solutions pour des problèmes d’évolution du premier ordre en temps qu’on rappelle ci-
dessous et dont on pourra trouver une démonstration complète, par la méthode de Galerkin, dans
le Volume 8 de l’ouvrage de Dautray et Lions [DL88]. Soient H et V deux espaces de Hilbert réels
séparables tels que V s’injecte dans H de façon continue et dense. On note V ′ le dual de V par rapport
à l’espace pivot H et on définit l’espace
W (0, T ;V, V ′) =
{
y ∈ L2(0, T ;V )/ ∂y
∂t
∈ L2(0, T ;V ′)
}
.
Dans [DL88], les auteurs démontrent que l’espace W (0, T ;V, V ′) s’injecte de façon continue dans
C ([0, T ], H) et établissent le théorème qui suit.
Théorème 1.69. Soit a : [0, T ]× V × V → R une application vérifiant les propriétés suivantes :
1. pour tout t ∈ [0, T ], (y, z) 7→ a(t; y, z) est une forme bilinéaire sur V × V ,
2. pour tout (y, z) ∈ V × V , la fonction t ∈ [0, T ] 7→ a(t; y, z) est mesurable,
3. il existe une constante M > 0 telle que
∀t ∈ [0, T ], ∀(y, z) ∈ V × V, |a(t; y, z)| ≤M‖y‖V ‖z‖V ,
4. il existe deux réels λ ∈ R et α > 0 tels que
∀y ∈ V, p.p.t. t ∈ R, a(t; y, y) + λ‖y‖2V ≥ α‖y‖2H .
Alors, pour tout y0 ∈ H et tout f ∈ L2(0, T ;V ′), le problème{
d
dt 〈y(·), z〉H + a(·; y(·), z) = 〈f(·), z〉V ′,V dans D′(]0, T [), ∀z ∈ V,
y(0) = y0,
(1.39)
admet une unique solution
y ∈W (0, T ;V, V ′).
Remarque 1.70. Une analyse de la preuve des résultats exposés dans [DL88] permet d’établir pré-
cisément la dépendance de la solution y du problème (1.39) en fonction des données y0 ∈ H et
f ∈ L2(0, T ;V ′) :
‖y‖W (0,T ;V,V ′) ≤ C
(
1 +
eλT√
α
(
1 +
1√
α
)
(1 +M)
)(‖y0‖H + ‖f‖L2(0,T ;V ′)
≤ exp
(
C
(
λT +
1
α
+M
))(‖y0‖H + ‖f‖L2(0,T ;V ′) ,
où C désigne une constante générique strictement positive ne dépendant pas des paramètres M , λ, α,
ni des données y0 et f du problème, et dont la valeur peut changer d’une ligne à l’autre.
1.2.2 Une application au cas des données initiales dans (L2(Ω))n
On remarque que le système (1.38) peut s’écrire sous la forme variationnelle (1.39), où les espaces
de Hilbert H =
(
L2(Ω)
)n
et V =
(
H10 (Ω)
)n
sont munis respectivement des normes
‖y‖H =
(
n∑
i=1
‖yi‖2L2(Ω)
)1/2
, ‖y‖V =
(
n∑
i=1
‖∇yi‖2L2(Ω)
)1/2
, ∀y = (y1, · · · , yn)T ,
(auquel cas V ′ =
(
H−1(Ω)
)n
) et où la forme bilinéaire a : [0, T ] × V × V → R est définie, pour tout
y = (y1, · · · , yn)T ∈ V et tout z = (z1, · · · , zn)T ∈ V , par
a(t; y, z) =
∫
Ω
(D∇y) · ∇z −
∫
Ω
(A(·, t)y) z −
∫
Ω
(−→
b (·, t) · ∇y
)
z
=
n∑
i=1
di
∫
Ω
∇yi · ∇zi −
n∑
i=1
n∑
j=1
∫
Ω
aij(·, t) yj zi −
n∑
i=1
∫
Ω
(−→
b i(·, t) · ∇yi
)
zi.
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Il est facile de vérifier que a satisfait les hypothèses du Théorème 1.69 avec
M = n
(
d∞ + C2p‖A‖∞ + CP
∥∥∥−→b ∥∥∥
∞
)
,
λ = n‖A‖∞ + 1
2ǫ
∥∥∥−→b ∥∥∥
∞
,
α = d0 − ǫ
2
∥∥∥−→b ∥∥∥
∞
,
où ǫ > 0 est un réel suffisamment petit bien choisi, CP > 0 désigne la constante dans l’inégalité de
Poincaré :
∀u ∈ H10 (Ω), ‖u‖L2(Ω) ≤ CP ‖∇u‖L2(Ω),
et où d0, d∞, ‖A‖∞ et
∥∥∥−→b ∥∥∥
∞
sont définis par
d0 = min
1≤i≤n
di, d∞ = max
1≤i≤n
di, ‖A‖∞ = max
1≤i,j≤n
‖aij‖L∞(QT ),
∥∥∥−→b ∥∥∥
∞
= max
1≤i≤n
∥∥∥−→b i∥∥∥
L∞(QT )
.
On déduit donc du Théorème 1.69 le résultat suivant :
Théorème 1.71. Pour tout y0 ∈ (L2(Ω))n et tout f ∈ L2 (0, T ; (H−1(Ω))n), le problème (1.38)
admet une unique solution
y ∈W (0, T ; (H10 (Ω))n, (H−1(Ω))n) ,
avec
‖y‖W(0,T ;(H10 (Ω))n,(H−1(Ω))n) ≤ e
CMT
(‖y0‖(L2(Ω))n + ‖f‖L2(0,T ;(H−1(Ω))n)) ,
où C = C(n) > 0 et
MT = 1/
√
d0 + d∞ + ‖A‖∞ +
∥∥∥−→b ∥∥∥
∞
+ ‖A‖∞T +
∥∥∥−→b ∥∥∥
∞
T/d0 + T/d0.
En particulier,
y ∈ C
(
[0, T ],
(
L2(Ω)
)n)
.
1.2.3 Une application au cas des données initiales dans (H10 (Ω))
n
On peut également appliquer le Théorème 1.69 aux deux espaces de Hilbert V et H définis par
V =
(
H2(Ω) ∩H10 (Ω)
)n
, ‖y‖V =
(
n∑
i=1
‖∆yi‖2L2(Ω)
)1/2
, ∀y = (y1, · · · , yn)T ∈ V,
et
H =
(
H10 (Ω)
)n
, ‖y‖H =
(
n∑
i=1
‖∇yi‖2L2(Ω)
)1/2
, ∀y = (y1, · · · , yn)T ∈ H.
Dans ce cas, le dual de V par rapport à l’espace pivot H est V ′ =
(
L2(Ω)
)n
. Le système (1.38) s’écrit
alors sous la forme variationnelle (1.39), où a : [0, T ]× V × V → R est définie par
a(t; y, z) =
∫
Ω
(D∆y)∆z −
∫
Ω
(A(·, t)y)∆z +
∫
Ω
(−→
b (·, t) · ∇y
)
∆z
=
n∑
i=1
di
∫
Ω
∆yi∆zi +
n∑
i=1
n∑
j=1
∫
Ω
aij(·, t) yj ∆zi +
n∑
i=1
∫
Ω
(−→
b i(·, t) · ∇yi
)
∆zi,
pour tout y = (y1, · · · , yn)T ∈ V et tout z = (z1, · · · , zn)T ∈ V . De simples estimations permettent
de montrer que a vérifie les hypothèses du Théorème 1.69 pour
M = n
(
d∞ + C2P ‖A‖∞ + CP
∥∥∥−→b ∥∥∥
∞
)
,
λ =
1
2ǫ
(
nCP ‖A‖∞ +
∥∥∥−→b ∥∥∥
∞
)
,
α = d0 − ǫ
2
(
nCP ‖A‖∞ +
∥∥∥−→b ∥∥∥
∞
)
,
avec ǫ > 0 bien choisi. Il vient alors :
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Théorème 1.72. Pour tout y0 ∈ (H10 (Ω))n et tout f ∈ L2 (0, T ; (L2(Ω))n), le problème (1.38) admet
une unique solution
y ∈W
(
0, T ;
(
H2(Ω) ∩H10 (Ω)
)n
,
(
L2(Ω)
)n)
.
De plus,
‖y‖W(0,T ;(H2(Ω)∩H10 (Ω))n,(L2(Ω))n) ≤ e
CMT
(‖y0‖+ ‖f‖) ,
où C = C(n) > 0 et
MT = 1/
√
d0 + d∞ + ‖A‖∞ +
∥∥∥−→b ∥∥∥
∞
+ ‖A‖2∞T/d0 +
∥∥∥−→b ∥∥∥2
∞
T/d0 + T/d0,
et,
y ∈ C
(
[0, T ],
(
H10 (Ω)
)n)
.
Remarque 1.73. Les Théorèmes 1.71 et 1.72 peuvent également se démontrer en adaptant au cas des
systèmes les inégalités a priori qui sont établies dans [LSU67] pour prouver des résultats d’existence
et unicité de solutions pour les équations paraboliques.
Références bibliographiques du chapitre 1
[BC93] H. Brezis & T. Cazenave – « Linear semigroups of contractions ; the Hille–Yosida theory
and some applications », Publications du Laboratoire d’Analyse Numérique, Université Pierre
et Marie Curie, Centre National de la Recherche Scientifique (1993), no. A 92004.
[Bre11] H. Brezis – Functional analysis, Sobolev spaces and partial differential equations, Univer-
sitext, Springer, New York, 2011.
[Dav95] E. B. Davies – Spectral theory and differential operators, Cambridge Studies in Advanced
Mathematics, vol. 42, Cambridge University Press, Cambridge, 1995.
[DL88] R. Dautray & J.-L. Lions – Analyse mathématique et calcul numérique pour les sciences
et les techniques. Vol. 8, INSTN : Collection Enseignement. [INSTN : Teaching Collection],
Masson, Paris, 1988, Évolution : semi-groupe, variationnel. [Evolution : semigroups, varia-
tional methods], Reprint of the 1985 edition.
[GG77] G. Grubb & G. Geymonat – « The essential spectrum of elliptic systems of mixed order »,
Math. Ann. 227 (1977), no. 3, p. 247–276.
[LSU67] O. A. Ladyženskaja, V. A. Solonnikov & N. N. Ural′ceva – Linear and quasilinear
equations of parabolic type, Translated from the Russian by S. Smith. Translations of Ma-
thematical Monographs, Vol. 23, American Mathematical Society, Providence, R.I., 1967.
[Paz83] A. Pazy – Semigroups of linear operators and applications to partial differential equations,
Applied Mathematical Sciences, vol. 44, Springer-Verlag, New York, 1983.
[TW09] M. Tucsnak & G. Weiss – Observation and control for operator semigroups, Birkhäuser
Advanced Texts : Basler Lehrbücher, Birkhäuser Verlag, Basel, 2009.
[Zab92] J. Zabczyk – Mathematical control theory : an introduction, Systems & Control : Founda-
tions & Applications, Birkhäuser Boston Inc., Boston, MA, 1992.
32 1. Résultats d’existence et d’unicité pour des systèmes
Chapitre 2
Contrôlabilité de systèmes d’équations
aux dérivées partielles
Il existe différentes notions de contrôlabilité qui sont toutes équivalentes en dimension finie (c’est-
à-dire pour le cas des systèmes d’équations différentielles ordinaires) mais qui sont bien distinctes en
dimension infinie (c’est-à-dire pour le cas des systèmes d’équations aux dérivées partielles). Chacune
de ces notions de contrôlabilité est équivalente à une notion duale que l’on appelle observabilité et
qui est le moyen par lequel, en général, on établit la contrôlabilité d’un système. À titre d’exception,
on présentera dans le chapitre 5 un problème de contrôlabilité (pour un système parabolique de trois
équations contrôlé par un ou deux contrôles) qui ne sera pas résolu en établissant l’observabilité du
système adjoint.
Dans ce chapitre, on commence par rappeler dans la section 2.1 les différentes notions de contrô-
labilité pour les systèmes linéaires de contrôle formulés de manière abstraite (contrôlabilité exacte,
contrôlabilité aux trajectoires qui est équivalente à la contrôlabilité à zéro, contrôlabilité approchée),
et on présente les concepts d’observabilité qui leur sont associés ainsi que les dualités contrôlabilité-
observabilité correspondantes. La section 2.2 pointe les spécificités de la contrôlabilité en dimension
infinie. Dans la section 2.3, on présente trois problèmes de contrôlabilité pour lesquels on établit les
inégalités d’observabilité associées et que l’on étudiera en détails dans les chapitres 4, 3 et 5. Le pre-
mier concerne la contrôlabilité exacte du système de deux équations (1.27), le second la contrôlabilité
frontière exacte de l’équation des ondes en N dimension d’espace et le dernier la contrôlabilité aux
trajectoires d’un système parabolique de trois équations du type (1.38) avec n = 3,
−→
b = 0 et B(t) = B
matrice constante.
2.1 Concepts de contrôlabilité et d’observabilité
Dans cette section, on considère un système de contrôle abstrait, i.e. un système de la forme{
dy
dt (t) = A(t)y(t) +B(t)v(t), t ∈]T0, T [,
y(T0) = y
0,
(2.1)
où T0 et T sont deux réels strictement positifs tels que T0 < T et où on suppose que pour tout t ∈ [0, T ],
A(t) : D(A(t)) ⊂ H → H et B(t) : D(B(t)) ⊂ U → H−1 sont des opérateurs non bornés, U , H et H−1
désignant des espaces de Hilbert séparables, H s’injectant de manière continue et dense dans H−1.
Les espaces U et H sont appelés respectivement espace des contrôles et espace des états. On suppose,
en outre, que A est tel que pour tout T0 > 0, tout T > 0, tout y0 ∈ H et tout f ∈ L2 (0, T ;H), le
problème {
dy
dt (t) = A(t)y(t) + f(t), t ∈]T0, T [,
y(T0) = y
0,
(2.2)
admet une unique solution faible y ∈ C ([T0, T ], H) qui dépend de manière continue des données y0 et
f . On note UT0,T l’ensemble des contrôles v ∈ L2(T0, T ;U) tels que la solution y de (2.1) pour y0 = 0
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vérifie y(T ) ∈ H. Pour tout v ∈ UT0,T , on note y(t;T0, y0, v) la solution du système (2.1) à l’instant
t. Lorsque T0 = 0, on note simplement y(t; y0, v) et on pose UT = UT0,T . On définit alors l’opérateur
non borné
LT : D(LT ) ⊂ L2 (0, T ;U)→ H, D(LT ) = UT , LT v = y(T ; 0, v). (2.3)
En d’autres termes, pour tout v ∈ UT , LT v = y(T ) où y est la solution de (2.1) pour y0 = 0 et T0 = 0.
On suppose dans la suite que LT est fermé et de domaine dense.
Remarque 2.1. Généralement, dans la littérature, les opérateurs A et B ne dépendent pas du temps,
A est maximal dissipatif et B est borné de U dans H (voir, par exemple, les livres de Zabczyk [Zab92]
et de Bensoussan, Da Prato, Delfour et Mitter [BDPDM93]) ou B est admissible i.e. B ∈ L(U,H−1)
avec LT ∈ L
(
L2(0, T ;U), H
)
(voir, par exemple, les livres de Coron [Cor07] et de Tucsnak et Weiss
[TW09]). Pour le cas d’opérateurs A et B dépendant du temps, on suppose en général que B est borné
au sens suivant : B ∈ L∞ (0, T ;L(U,H)). Pour chacun de ces cas, il suffit alors de remplacer, dans
tout ce qui suit, UT par L2(0, T ;U). La raison pour laquelle on considère ici un opérateur B non borné
provient du problème de contrôlabilité pour le système hyperbolique (1.27) présenté au chapitre 1. On
a vu dans le chapitre 1 que le système (1.27) pouvait s’écrire sous la forme (2.1) où B est l’opérateur
fermé, non borné, de domaine dense et indépendant du temps défini en (1.37).
2.1.1 Définition des différentes notions de contrôlabilité
Le principe de la contrôlabilité est le suivant : étant donnés deux états y0 ∈ H et y1 ∈ H du
système (2.1), existe-t-il une fonction v (appelée contrôle) permettant de passer (en un sens à définir
précisément) de l’état y0 à l’état y1 en un temps fixé T > 0 ? Le terme “passer” peut-être interprété de
différentes manières : par exemple il peut signifier que la valeur à l’instant t = T de la solution qui part
de l’état y0 à l’instant t = 0 soit exactement égale à y1, auquel cas on parle de contrôlabilité exacte ;
mais il peut aussi signifier que la valeur de cette solution à l’instant T soit suffisamment proche de
y1, sans nécessairement lui être égale, auquel cas on parle de contrôlabilité approchée. Les notions de
contrôlabilité peuvent également différer selon la forme des cibles y1 que l’on cherche à atteindre : par
exemple on peut ne chercher à atteindre que l’état nul y1 = 0, auquel cas on parle de contrôlabilité à
zéro, ou alors ne chercher à atteindre que des cibles correspondant à des trajectoires, ce qui consiste à
contrôler aux trajectoires. Ces différents concepts de contrôlabilité se définissent plus précisément de
la façon suivante :
Définition 2.2. Soient T > 0 fixé et T0 = 0.
– Contrôlabilité exacte : On dit que le système (2.1) est exactement contrôlable au temps T > 0
si :
∀(y0, y1) ∈ H ×H, ∃v ∈ UT / y(T ; y0, v) = y1.
– Contrôlabilité approchée : On dit que le système (2.1) est approximativement contrôlable au
temps T > 0 si :
∀(y0, y1) ∈ H ×H, ∀ǫ > 0, ∃v ∈ UT / ‖y(T ; y0, v)− y1‖H < ǫ.
– Contrôlabilité aux trajectoires : On dit que le système (2.1) est contrôlable aux trajectoires
au temps T > 0 si :
∀y0 ∈ H, ∀(y0∗, v∗) ∈ H × UT , ∃v ∈ UT / y(T ; y0, v) = y(T ; y0∗, v∗).
– Contrôlabilité à zéro : On dit que le système (2.1) est contrôlable à zéro au temps T > 0 si :
∀y0 ∈ H, ∃v ∈ UT / y(T ; y0, v) = 0.
On peut également définir ces mêmes notions de contrôlabilité pour des systèmes non linéaires. On
remarque immédiatement que, pour des systèmes linéaires ou non linéaires, la contrôlabilité exacte
entraîne toujours la contrôlabilité approchée, la contrôlabilité aux trajectoires et la contrôlabilité à
zéro. Le système (2.1) que l’on considère ici étant linéaire les concepts de contrôlabilité aux trajectoires
et de contrôlabilité à zéro sont équivalentes. En effet, dans ce cas, la contrôlabilité aux trajectoires
entraîne clairement la contrôlabilité à zéro : il suffit de prendre y0∗ = 0 et v∗ = 0 dans la définition de la
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contrôlabilité aux trajectoires. Réciproquement si (2.1) est contrôlable à zéro au temps T , alors pour
tout y0 ∈ H et tout y0∗ ∈ H, il existe w ∈ UT tel que y(T ; y0 − y0∗, w) = 0 i.e. y(T ; y0, v) = y(T ; y0∗, v∗)
pour v = w + v∗ ∈ UT ; d’où la contrôlabilité aux trajectoires au temps T .
De la même manière on peut définir des notions plus fortes de contrôlabilité qui sont la contrôlabilité
exacte totale sur ]0, T [, la contrôlabilité approchée totale sur ]0, T [, la contrôlabilité aux trajectoires
totale sur ]0, T [ et la contrôlabilité à zéro totale sur ]0, T [. Par exemple,
Définition 2.3 (voir [SM67]). On dira que le système (2.1) est :
– totalement exactement contrôlable sur ]0, T [ si :
∀ ]T0, T1[⊂ ]0, T [, ∀(y0, y1) ∈ H ×H, ∃v ∈ UT0,T1 / y(T1;T0, y0, v) = y1.
– totalement contrôlable aux trajectoires sur ]0, T [ si :
∀ ]T0, T1[⊂ ]0, T [, ∀y0 ∈ H, ∀(y0∗, v∗) ∈ H×UT0,T1 , ∃v ∈ UT0,T1 / y(T1;T0, y0, v) = y(T1;T0, y0∗, v∗).
Dans le cas autonome (A(t) = A et B(t) = B), il y a équivalence entre chacune des notions de
contrôlabilité au temps T et la notion correspondante de contrôlabilité totale sur ]0, T [. On verra dans
la section 2.2 un exemple de système non autonome qui est totalement exactement contrôlable.
Remarque 2.4. L’équation de la chaleur{
dy
dt (t) = ∆y(t) +B(t)v(t), t ∈]0, T [,
y(0) = y0,
et plus généralement, les systèmes paraboliques ne sont pas exactement contrôlables au temps T , en
raison de leur effet régularisant. En effet, pour les systèmes du type (1.38), par exemple, partant de
y0 ∈ (L2(Ω))n, les cibles y1 ∈ (L2(Ω))n \ (H10 (Ω))n ne sont pas atteignables, puisque la solution y de
(1.38) a la régularité
y ∈W
(
0, T ;
(
L2(Ω)
)n
,
(
H10 (Ω)
)n)
.
2.1.2 Dualité contrôlabilité-observabilité
On considère maintenant le système (2.1) pour T0 = 0, i.e.{
dy
dt (t) = A(t)y(t) +B(t)v(t), t ∈]0, T [,
y(0) = y0.
(2.4)
Dans cette partie, on utilise la dualité pour caractériser chacune des différentes notions de contrôlabilité
pour le système (2.4) en termes d’une inégalité d’observabilité que doit vérifier le système adjoint.
Commençons d’abord par remarquer que, par linéarité du système, la solution de (2.4) se dé-
compose en la somme de la solution homogène (v = 0) et de la solution avec donnée initiale nulle
(y0 = 0) :
∀t ∈ [0, T ], y(t; y0, v) = y(t; y0, 0) + y(t; 0, v).
En particulier, pour t = T , on a
y(T ; y0, v) = ST y
0 + LT v, (2.5)
où LT est donné par (2.3) et ST ∈ L(H) est défini par ST y0 = y(T ; y0, 0) pour tout y0 ∈ H. En utilisant
la décomposition (2.5), on peut réécrire les différentes notions de contrôlabilité de la Définition 2.2 de
la façon suivante :
Proposition 2.5. Le système (2.4) est
– exactement contrôlable au temps T si, et seulement si, LT est surjectif,
– approximativement contrôlable au temps T si, et seulement si, Im(LT ) est dense dans H,
– contrôlable aux trajectoires (ou encore contrôlable à zéro) au temps T si, et seulement si,
Im(ST ) ⊂ Im(LT ).
Pour traduire en termes de dualité ces propriétés sur les images des opérateurs LT et ST , on fait
appel aux résultats d’analyse fonctionnelle suivants :
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Théorème 2.6. Soient E et F deux espaces de Hilbert et L : D(L) ⊂ E → F un opérateur fermé et
de domaine dense.
1. Im(L) = (Ker(L∗))⊥. En particulier, Im(L) est dense dans F si et seulement si L∗ est injectif.
2. L est surjectif si, et seulement si, il existe une constante c > 0 telle que
∀x ∈ D(L∗), ‖x‖F ≤ c‖L∗x‖E .
Théorème 2.7. Soient E, F et G trois espace de Hilbert, K ∈ L(G,F ) et L : D(L) ⊂ E → F un
opérateur fermé et de domaine dense. L’inclusion d’images
Im(K) ⊂ Im(L)
est satisfaite si, et seulement si, il existe une constante c > 0 telle que
∀x ∈ D(L∗), ‖K∗x‖G ≤ c‖L∗x‖E .
On renvoie au livre de Brezis voir [Bre11] (Corollary 2.18 p. 45 et Theorem 2.20 p.47) pour la
démonstration du Théorème 2.6 et au livre de Coron [Cor07] (Lemma 2.48 p.58 et ses références) pour
un énoncé plus complet du Théorème 2.7.
En appliquant les Théorèmes 2.6 et 2.7 avec E := L2(0, T ;U), F := H, G := H, L := LT et
S := ST , on peut alors exprimer la contrôlabilité de (2.4) comme suit :
Corollaire 2.8. Le système (2.4) est
– exactement contrôlable au temps T si, et seulement si, il existe une constante CT > 0 telle
que
∀φ0 ∈ D(L∗T ), ‖φ0‖H ≤ CT ‖L∗Tφ0‖L2(0,T ;U), (2.6)
– approximativement contrôlable au temps T si, et seulement si,
∀φ0 ∈ D(L∗T ),
(
L∗Tφ
0 = 0⇒ φ0 = 0) , (2.7)
– contrôlable aux trajectoires (ou encore contrôlable à zéro) au temps T si, et seulement si, il
existe une constante CT > 0 telle que
∀φ0 ∈ D(L∗T ), ‖S∗Tφ0‖H ≤ CT ‖L∗Tφ0‖L2(0,T ;U). (2.8)
Les inégalités (2.6) et (2.8) sont appelées inégalités d’observabilité respectivement exacte et aux
trajectoires. La propriété (2.7) est appelée principe de continuation unique.
Dans la pratique, on caractérise ces trois propriétés de L∗T en termes du système adjoint associé à
(2.4). Pour cela, on va supposer que, pour tout φ0 ∈ H, le problème adjoint{
−dφdt (t) = A(t)∗φ(t), t ∈]0, T [
φ(T ) = φ0
(2.9)
admet une unique solution faible φ ∈ C ([0, T ], H). On peut alors facilement montrer que S∗T est défini
par
∀φ0 ∈ H, S∗T y0 = φ(0),
où φ est la solution de (2.9) et que L∗T : D(L
∗
T ) ⊂ H → L2(0, T ;U), vérifie :
∀φ0 ∈ D(L∗T ), p.p.t. t ∈ [0, T ],
(
L∗Tφ
0
)
(t) = B(t)∗φ(t),
où φ est la solution de (2.9).
Cela permet d’obtenir pour chacune des notions de contrôlabilité du système (2.4) une formulation
en termes d’observabilité du système (2.9) qui est utilisable en pratique :
Théorème 2.9. Le système (2.4) est
– exactement contrôlable au temps T si, et seulement si, il existe une constante CT > 0 telle
que pour tout φ0 ∈ D(L∗T ), la solution du système (2.9) vérifie
‖φ0‖2H ≤ CT
∫ T
0
‖B(t)∗φ(t)‖2U dt,
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– approximativement contrôlable au temps T si, et seulement si, pour tout φ0 ∈ D(L∗T ) la
solution φ de (2.9) vérifie le principe de continuation unique suivant : si B(.)∗φ = 0 dans
L2(0, T ;U), alors φ0 = 0,
– contrôlable aux trajectoires (ou encore contrôlable à zéro) au temps T si, et seulement si, il
existe une constante CT > 0 telle que pour tout φ0 ∈ D(L∗T ), la solution du système (2.9) vérifie
∀φ0 ∈ D(L∗T ), ‖φ(0)‖2H ≤ CT
∫ T
0
‖B(t)∗φ(t)‖2U dt.
2.2 Contrôlabilité en dimension finie
Dans le cadre de la dimension finie i.e. pour le cas d’un système d’équations différentielles ordi-
naires, on va voir que toutes ces notions de contrôlabilité coïncident et qu’elles peuvent être caracté-
risées par une condition algébrique sur les coefficients du système appelée condition de Kalman.
2.2.1 Équivalence entre les différentes notions
On se place dans le cadre de la dimension finie en posant H = H−1 = Rn et U = Rm où m et n
sont des entiers naturels non nuls. On considère A ∈ L1 (0, T ;Mn(R)) et B ∈ L∞ (0, T ;Mn,m(R)). Il
est bien connu que si f ∈ L1 (0, T ;Rn) et y0 ∈ Rn, alors le problème{
dy
dt (t) = A(t)y(t) +B(t)v(t), t ∈]0, T [,
y(0) = y0,
(2.10)
admet une unique solution
y ∈W 1,1 (0, T ;Rn) :=
{
z ∈ L1(0, T ;Rn)/ dz
dt
∈ L1(0, T ;Rn)
}
,
qui dépend continûment des données y0 et f . De plus, y est donnée par la formule
y(t) = M(t)y0 +
∫ t
0
M(t)M(s)−1f(s) ds,
où M(t) désigne la solution du problème suivant{
dM
dt (t) = A(t)M(t), t ∈]0, T [,
y(0) = I.
Il est clair que l’opérateur ST défini dans la partie 2.1.2 est donné par ST = M(T ), et par consé-
quent que ST est inversible dans L (Rn,Rn). De plus, si on pose pour tout (s, t) ∈ [0, T ]2, S(t, s) =
M(t)M(s)−1, alors
∀v ∈ L2(0, T ;Rm), LT v =
∫ T
0
S(T, t)B(t) dt.
L’opérateur LT est ici borné de L2 (0, T ;Rm) dans Rn.
D’après la Proposition 2.5, la contrôlabilité exacte a lieu pour le système (2.4) si, et seulement si,
Im(LT ) = Rn et la contrôlabilité approchée a lieu si, et seulement si, Im(LT ) est dense dans Rn. En
tant que sous-espace d’un espace vectoriel normé de dimension finie, Im(LT ) est fermé. Il apparaît
donc que les deux notions de contrôlabilité exacte et contrôlabilité approchée coïncident. ST étant
inversible dans L (Rn,Rn), on a Im(ST ) = Rn, de sorte que la Proposition 2.5 donne l’équivalence
entre la contrôlabilité exacte et la contrôlabilité à zéro (qui est déjà, elle même, équivalente à la
contrôlabilité aux trajectoires, puisque le système est linéaire).
On définit maintenant la matrice symétrique suivante de Mn(R), appelée Gramien de contrôlabi-
lité :
QT = LTL
∗
T =
∫ T
0
S(T, t)B(t)B(t)∗S(T, t)∗ dt.
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Remarquons que QT est positive puisque, pour tout φ0 ∈ Rn,
〈
QTφ
0, φ0
〉
Rn
=
∥∥L∗Tφ0∥∥2L2(0,T ;Rm). Il
suit donc que QT est inversible si, et seulement si, elle est définie positive, ce qui équivaut encore à la
propriété suivante
∀φ0 ∈ Rn, (〈QTφ0, φ0〉
Rn
= 0 ⇒ φ0 = 0) ,
qui n’est autre que l’injectivité de L∗T . Au vu de la propriété (2.7) du Corollaire 2.8, on a donc démontré
le résultat suivant :
Proposition 2.10. Si A ∈ L1 (0, T ;Mn(R)) et B ∈ L∞ (0, T ;Mn,m(R)), alors les assertions sui-
vantes sont équivalentes :
1. Le système (2.4) est exactement contrôlable au temps T .
2. Le système (2.4) est approximativement contrôlable au temps T .
3. Le système (2.4) est contrôlable aux trajectoires au temps T .
4. Le système (2.4) est contrôlable à zéro au temps T .
5. QT est inversible.
2.2.2 Le critère de Kalman
On vient de caractériser la contrôlabilité d’un système en dimension finie par une condition pu-
rement algébrique qui est inversibilité de la matrice QT = LTL∗T . On va présenter dans cette partie
un autre critère algébrique de contrôlabilité en dimension finie, qui va porter sur les coefficients du
système (2.4) : le critère de Kalman. C’est Kalman qui a introduit en 1960 dans [Kal60b] les notions
de contrôlabilité et d’observabilité qui s’avèrent être fondamentales, de nos jours, dans le domaine de
la théorie du contrôle. Cet article est à l’origine de la première version du critère de Kalman pour les
systèmes d’équations différentielles ordinaires à coefficients constants dans le cas d’un seul contrôle
(m = 1). La version générale (m quelconque), dans sa formulation actuelle, a ensuite été démon-
trée dans [Kal60a]. Plus tard, Silverman et Meadows ont généralisé ce résultat au cas des systèmes
d’équations différentielles non autonomes (voir [SM67]).
2.2.2.1 Cas des systèmes autonomes
On suppose dans cette partie que le système (2.4) est autonome, c’est-à-dire que pour tout t ∈ [0, T ],
A(t) = A et B(t) = B où A et B sont respectivement deux matrices de Mn(R) et Mn,m(R). Le système
(2.4) s’écrit alors {
dy
dt (t) = Ay(t) +Bv(t), t ∈]0, T [,
y(0) = y0.
(2.11)
On note
K =
(
B,AB,A2B, · · · , An−1B) , (2.12)
la matrice de Mn,mn(R) dont les colonnes consistent en la concaténation des colonnes des matrices
AjB pour tout j = 0, · · · , n− 1.
Théorème 2.11 (Critère de Kalman). Les assertions équivalentes 1 à 5 de la Proposition 2.10 sont
équivalentes à la condition de rang suivante
rangK = n.
Remarquons que si la matrice K est carrée (i.e. m = 1), ce qui est le cas si, par exemple on ne
contrôle le système qu’avec un contrôle agissant sur la dernière équation (B = (0, · · · , 0, 1)T ∈ Rn),
alors la condition de rang s’écrit detK 6= 0.
Démonstration. Commençons par remarquer que pour tout φ0 ∈ Rn, la solution φ du système adjoint :{
−dφdt (t) = A∗φ(t), t ∈]0, T [,
φ(T ) = φ0,
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est de classe C∞ de [0, T ] dans Rn, avec
∀j ∈ N, ∀t ∈ [0, T ], d
jφ
dtj
(t) = (A∗)j φ(t) =
(
Aj
)∗
φ(t).
On en déduit donc que L∗Tφ = B
∗φ est de classe C∞ de [0, T ] dans Rm, avec
∀j ∈ N, ∀t ∈ [0, T ], d
j (B∗φ)
dtj
(t) = B∗
(
Aj
)∗
φ(t) =
(
AjB
)∗
φ(t).
Supposons maintenant que B∗φ = 0 dans L2 (0, T ;Rn). Alors pour tout t ∈ [0, T ] et tout j ∈
N, on a
(
AjB
)∗
φ(t) = 0, donc, en particulier, K∗φ(t) = 0. Si on suppose que rangK = n, i.e.
KerK∗ = {0}, alors on en déduit que φ(t) = 0 pour tout t ∈ [0, T ], ce qui démontre bien que (2.11)
est approximativement contrôlable au temps T , au vu du Théorème 2.9.
Réciproquement, supposons que rangK < n, i.e. que KerK∗ 6= {0}. Alors il existe φ0 ∈ Rn, φ0 6= 0
tel que K∗φ0 = 0. Soit φ la solution du système (2.13) associée à la donnée initiale φ0. On va montrer
que B∗φ = 0, alors que φ0 6= 0, de façon à contredire la contrôlabilité approchée de (2.11) en vertu du
Théorème 2.9. La solution φ est donnée par
∀t ∈ [0, T ], φ(t) = e(T−t)A∗φ0 =
∑
j∈N
(T − t)j
j
(A∗)jφ0.
Puisque K∗φ0 = 0, on a B∗(A∗)j =
(
AjB
)∗
= 0 pour tout j = 0, · · · , n− 1. Donc
∀t ∈ [0, T ], B∗φ(t) =
+∞∑
j=n
(T − t)j
j
B∗(A∗)jφ0. (2.14)
D’autre part, d’après le théorème de Cayley-Hamilton,
(A∗)n +
n−1∑
j=0
αj (A
∗)j = 0,
où α1, · · · , αn désignent les coefficients du polynôme caractéristique P (λ) = λn +
∑n−1
j=0 αjλ
j de A∗.
On a donc (A∗)n ∈ Vect
({
(A∗)j ; j = 0, · · · , n− 1
})
. Par récurrence, on en déduit que pour tout
entier k ≥ n,
(A∗)n ∈ Vect
({
(A∗)j ; j = 0, · · · , n− 1
})
,
d’où
B∗ (A∗)k φ0 = 0.
D’après la relation (2.14), il vient que B∗φ(t) = 0 pour tout t ∈ [0, T ] ; ce qui achève la démonstration.
2.2.2.2 Cas des systèmes non autonomes
Silverman et Meadows ont généralisé dans [SM67], le critère de Kalman au cas des systèmes pour
lesquels les matrices A et B dépendent du temps. On suppose que A ∈ Cn−2 ([0, T ],Mn(R)) et que
B ∈ Cn−1 ([0, T ],Mn,m(R)). On définit la famille (Bj(t))0≤j≤n−1 en posant
B0(t) = B(t), (2.15)
Bj(t) = A(t)Bj−1(t)− dBj−1
dt
(t), ∀j = 1, · · · , n− 1, (2.16)
et on considère, pour tout t ∈ [0, T ], la matrice K˜(t) de Mn,mn (R) définie par
K˜(t) = (B0(t), B1(t), · · · , Bn−1(t)) .
Remarquons que si les matrices A et B sont constantes, alors pour tout t ∈ [0, T ], K˜(t) = K, où K
est la matrice de Kalman donnée en (2.12).
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Théorème 2.12. Sous les hypothèses exposées ci-dessus,
1. s’il existe t0 ∈]0, T [ tel que rangK˜(t0) = n, alors le système (2.4) est exactement contrôlable au
temps T ,
2. le système (2.4) est totalement exactement contrôlable sur ]0, T [ si, et seulement si, il existe un
sous-ensemble E dense dans ]0, T [ tel que
∀t ∈ E, rangK˜(t) = n.
Dans [SM67], les auteurs démontrent ce résultat en établissant des propriétés vérifiées par la
matrice wronskienne associée à un certain système différentiel d’ordre n. Coron démontre par un
contre-exemple, dans [Cor07] que le point 1 du Théorème 2.12 ne constitue qu’une condition suffisante,
et pas une condition nécessaire, de contrôlabilité. En revanche, cette condition devient nécessaire dès
que n = 1 ou que les matrices A et B sont analytiques.
Une des questions étudiées actuellement dans le domaine de la théorie du contrôle est la généra-
lisation de ces conditions de rang de type Kalman au cas de la dimension infinie, pour caractériser
la contrôlabilité des systèmes d’équations aux dérivées partielles. On verra à la fin du chapitre 3 une
extension des Théorèmes 2.11 et 2.12 au cas des systèmes d’équations aux dérivées partielles para-
boliques à coefficients constants et à coefficients dépendant du temps. L’objectif du chapitre 5 sera
de présenter une condition suffisante –faisant intervenir la matrice de Kalman– pour la contrôlabilité
d’un système parabolique de trois équations à coefficients non constants.
2.3 Quelques exemples d’inégalités d’observabilité en lien avec
des problèmes de contrôlabilité
Dans cette section, on présente trois exemples de problèmes de contrôlabilité pour des systèmes
d’équations aux dérivées partielles. Le premier concerne la contrôlabilité par le bord du système
hyperbolique (1.27) présenté dans la sous-section 1.1.6. Le second traite de la contrôlabilité par le
bord de l’équation des ondes en dimension N . Le troisième exemple consiste en la contrôlabilité
interne des systèmes paraboliques du type (1.38) (cf. section 1.2). Pour chacun de ces problèmes,
on formule d’abord précisément la problématique de contrôlabilité étudiée, puis on établit l’inégalité
d’observabilité associée.
2.3.1 Inégalité d’observabilité pour la contrôlabilité frontière d’un système
du second ordre avec opérateur d’ordre mixte
Dans le chapitre 1, on a reformulé le problème (1.27) comme un problème de Cauchy abstrait{
dz
dt (t) = L(−1)z(t) +B(t)v(t), t ∈]0, T [,
z(0) = z0,
(2.17)
où
L(−1) =
(
0 I
−A(−1) 0
)
: D(L(−1)) = X ⊂ X−1 → X−1,
et
B =
(
0
A(−1)D
)
: D(B) = D(D) ⊂ L2(Γ)→ X−1.
On dira que le système (1.27) est contrôlable exactement (resp. approximativement, aux trajectoires,
à zéro) au temps T si, et seulement si, le système (2.17) l’est. On rappelle que D : D(D) ⊂ L2(Γ)→ H
est l’application qui relève la condition de bord du problème (1.27) : Dv = ((Dv)1, (Dv)2)T est l’unique
solution du problème {
A(−1)Dv = 0,
(Dv)1 = v1Γ,
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et D(D) = {v ∈ L2(Γ)/Dv ∈ H}. En vertu du résultat énoncé dans le Théorème 1.67 et du Théorème
1.29, l’opérateur LT fermé et de domaine dense associé à (2.17) est défini par
LT : D(LT ) ⊂ L2
(
0, T ;L2(Γ)
)→ X,
où
LT v =
∫ T
0
S(T − t)Bv(t) dt,
(S(t))t∈R étant le groupe unitaire associé à l’opérateur anti-adjoint L(−1), dont l’existence est assurée
par le Théorème (1.54). L’opérateur ST ∈ L(X) défini comme étant la solution du système homogène
est ici donné par
ST = S(T ).
Puisque (S(t))t∈R est un groupe, ST est inversible dans L(X), donc Im(ST ) = X. Il suit donc de
la Proposition 2.5 que, pour le système (2.17), la contrôlabilité exacte et la contrôlabilité à zéro (ou
encore la contrôlabilité aux trajectoires) sont équivalentes.
Dans cette thèse, on ne s’intéresse uniquement qu’à la contrôlabilité exacte du système (1.27) :
le chapitre (4) y est entièrement dédié. En revanche, le problème de la contrôlabilité approchée au
temps T pour ce système est encore, à l’heure actuelle, un problème ouvert. D’après le Théorème 2.9,
le système (2.17) est exactement contrôlable si, et seulement si, il existe une constante CT > 0 telle
que,
∀φ0 ∈ D(L∗T ), ‖φ0‖2X ≤ CT
∫ T
0
‖B∗φ(t)‖2L2(Γ) dt, (2.18)
où φ désigne la solution du système adjoint de (2.17) associée à la donnée φ0. On a remarqué
dans la sous-section 1.1.6 que l’opérateur L : D(L) = X1 ⊂ X → X est inversible de X1 dans
X. Donc tout élément φ0 ∈ D(L∗T ) peut s’écrire sous la forme φ0 = Lζ0 où ζ0 ∈ D(L∗TL) :={
ζ0 ∈ D(L)/ Lζ0 ∈ D(L∗T )
}
, avec ‖φ0‖X = ‖ζ0‖X1 . La solution φ du système adjoint de (2.17) :{
dφ
dt (t) = −
(
L(−1)
)∗
φ(t) = L(−1)φ(t), t ∈]0, T [,
φ(T ) = φ0,
(2.19)
est alors donnée par
∀t ∈ [0, T ], φ(t) = L(−1)ζ(t),
où ζ désigne la solution du système suivant :{
dζ
dt (t) = L(−1)ζ(t), t ∈]0, T [,
ζ(T ) = ζ0.
En effet, d’après le Théorème (1.9), puisque ζ0 ∈ D(L), la solution ζ a la régularité ζ ∈ C ([0, T ], D(L))∩
C1 ([0, T ], X). Par conséquent, L(−1)ζ ∈ C ([0, T ], X) ∩ C1 ([0, T ], X−1) et
d
(
L(−1)ζ
)
dt
(t) = L(−1)
dζ
dt
(t) = L(−1)
(
L(−1)ζ(t)
)
, ∀t ∈]0, T [.
De plus,
(
L(−1)ζ
)
(T ) = L(−1)ζ0 = Lζ0 = φ0. Par unicité de la solution dans C ([0, T ], X)∩C1 ([0, T ], X−1)
du problème (2.19), il suit que φ = L(−1)ζ. La condition (2.18) s’écrit donc de manière équivalente :
∀ζ0 ∈ D(L∗TL), ‖ζ0‖2X1 ≤ CT
∫ T
0
‖B∗L(−1)ζ(t)‖2L2(Γ) dt. (2.20)
Dans le chapitre 4 (cf. Lemma 4.9, page 84), on démontrera que pour tout t ∈ [0, T ],
B∗L(−1)ζ(t) = −
(
∂ζ1,1
∂ν
+ αζ1,2ν1
)
|Γ
,
où ζ(t) =
(
ζ1(t)
ζ2(t)
)
∈ X1, avec ζ1(t) =
(
ζ1,1(t)
ζ1,2(t)
)
∈ H1/2. En posant ζ0 =
(
Φ0,Φ1
)T
et ζ1 =
(ϕ, ψ)
T , on peut reformuler le critère de contrôlabilité exacte pour le système du second ordre en
temps (1.27) de la façon suivante :
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Théorème 2.13. Le système (1.27) est exactement contrôlable au temps T si, et seulement si, il
existe une constante CT > 0 telle que pour tout
(
Φ0,Φ1
) ∈ D (L∗TL), la solution Φ = (ϕ, ψ)T du
système adjoint : {
d2Φ
dt2 (t) +AΦ(t) = 0, t ∈]0, T [
Φ(T ) = Φ0, dΦdt (T ) = Φ
1,
(2.21)
vérifie l’inégalité d’observabilité suivante
∥∥(Φ0,Φ1)∥∥2X1 ≤ CT ∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσ dt. (2.22)
Dans le chapitre 4, on s’attachera à démontrer qu’il existe des données Φ0 et Φ1 pour lesquelles la
solution du système (2.21) ne vérifie pas l’inégalité d’observabilité. On construira de telles données en
leur attribuant, dans la base Hilbertienne B définie par Lemme 1.59, une infinité de composantes non
nulles selon les vecteurs propres e−p,q associés aux valeurs propres qui “engendrent” le spectre essentiel
de A. On cherchera ensuite à caractériser au mieux l’ensemble des données Φ0 et Φ1 du système (2.21)
pour lesquelles (2.22) est satisfaite.
2.3.2 Inégalité d’observabilité pour la contrôlabilité frontière de l’équation
des ondes
On s’intéresse maintenant à la contrôlabilité de l’équation suivante :
∂2y
∂t2 (x, t) = ∆y(x, t), (x, t) ∈ Ω×]0, T [,
y(σ, t) = v(σ, t), (σ, t) ∈ Γ×]0, T [,
y(σ, t) = 0, (σ, t) ∈ (∂Ω \ Γ)×]0, T [,
y(x, 0) = y0(x), dydt (x, 0) = y
1(x), t ∈]0, T [,
(2.23)
où Ω ⊂ RN est un domaine borné de frontière ∂Ω de classe C2 et Γ est une partie de ∂Ω. On utilise
les résultats du chapitre 1 pour réécrire ce système comme un système du premier ordre en temps. On
reprend les notations des paragraphes 1.1.5.3 et 1.1.4.2. On considère l’espace de Hilbert H = L2(Ω)
et l’opérateur A : D(A) ⊂ H → H défini par D(A) = H2(Ω) ∩ H10 (Ω) et A = −∆, puis on définit
alors l’espace X = H ×H−1/2 et l’opérateur L : D(L) ⊂ X → X défini par D(L) = H1/2 ×H et
L =
(
0 I
−A(−1/2) 0
)
.
On introduit alors l’opérateur L(−1) : D(L(−1)) ⊂ X−1 → X−1 défini sur l’espace de Hilbert X−1 =
H−1/2 ×H−1 par D(L(−1)) = X et
L(−1) =
(
0 I
−A(−1) 0
)
.
On définit les espaces W = H1/2
⊕
Im(D) et Y = W ×H, où l’opérateur D ∈ L(L2(Γ), H) est défini
comme suit. Pour tout v ∈ L2(Γ), Dv désigne l’unique solution θ ∈ H du problème elliptique suivant :{
∆θ = 0,
θ|∂Ω = v1Γ.
On pose L˜ = L(−1)|Y , de sorte que L˜ ∈ L(Y,X). On peut réécrire formellement le système (2.23) sous
la forme 
dz
dt (t) = L˜z(t), t ∈]0, T [,
Gz(t) = v(t)1Γ, t ∈]0, T [,
z(0) = z0,
(2.24)
où Gz(t) désigne la trace sur ∂Ω de la première composante de z(t) = (z1(t), z2(t)). Dans [TW09], les
auteurs montrent que le système (2.24) vérifie les propriétés des problèmes frontières non homogènes
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abstraits (voir la Définition 1.35) et qu’on peut donc l’écrire, comme dans la Proposition 1.36, sous la
forme : {
dz
dt (t) = L(−1)z(t) +Bv(t), t ∈]0, T [,
z(0) = z0,
(2.25)
où B est un opérateur admissible défini par B =
(
0
ADv
)
∈ L(L2(Γ), X−1). Comme précédemment, on
dira que le système (2.23) est contrôlable exactement (resp. approximativement, aux trajectoires, à
zéro) si le système (2.25) l’est. On raisonne comme dans la sous-section 2.3.1 pour le cas du système
1.27 : le Théorème 2.9 permet d’affirmer que le système (2.25) est exactement contrôlable au temps
T si, et seulement si, il existe une constante CT > 0 telle que
∀φ0 ∈ X, ‖φ0‖2X ≤ CT
∫ T
0
‖B∗φ(t)‖2L2(Γ) dt, (2.26)
où φ désigne la solution du système adjoint{
dφ
dt (t) = L(−1)φ(t), t ∈]0, T [
φ(T ) = φ0.
Dans [TW09], on démontre que B∗ est donné par
B∗φ = − ∂
∂ν
(
A(−1)
−1φ2
)
, ∀φ =
(
φ1
φ2
)
∈ X.
Puisque l’opérateur L ∈ L(X1, X) est inversible, l’inégalité (2.26) est équivalente à
∀ζ0 ∈ X1, ‖ζ0‖2X1 = ‖Lζ0‖2X ≤ CT
∫ T
0
‖B∗L(−1)ζ(t)‖2L2(Γ) dt,
où ζ vérifie {
dζ
dt (t) = L(−1)ζ(t), t ∈]0, T [
ζ(T ) = ζ0.
En notant ζ = (Φ,Ψ), on déduit de l’expression de B∗ que
B∗L(−1)ζ =
∂Φ
∂ν
.
On obtient finalement le résultat suivant en posant ζ0 =
(
Φ0,Φ1
)T
et en rappelant que X1 = H1/2 ×
H = H10 (Ω)× L2(Ω) :
Théorème 2.14. Le système (2.23) est exactement contrôlable au temps T si, et seulement si, il
existe une constante CT > 0 telle que pour tout
(
Φ0,Φ1
) ∈ H10 (Ω)× L2(Ω), la solution Φ du système
adjoint 
∂Φ
∂t (x, t) = ∆Φ(x, t), (x, t) ∈ Ω×]0, T [,
Φ(σ, t) = 0, (σ, t) ∈ ∂Ω×]0, T [,
Φ(·, T ) = Φ0, ∂Φ∂t (·, T ) = Φ1, x ∈ Ω,
vérifie ∥∥(Φ0,Φ1)∥∥2
H10 (Ω)×L2(Ω)
≤ CT
∫ T
0
∫
Γ
∣∣∣∣∂Φ∂ν
∣∣∣∣2 dσ dt.
Dans le chapitre 3, on donnera différents résultats de contrôlabilité exacte au temps T pour le
système (2.23), lorsque le temps de contrôlabilité T est assez grand.
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2.3.3 Inégalité d’observabilité pour la contrôlabilité interne aux trajec-
toires d’un système parabolique
Dans cette partie, on s’intéresse à la contrôlabilité aux trajectoires (ou encore à zéro) des systèmes
paraboliques du type
∂y
∂t = D∆y +
−→
b (x, t) · ∇y +A(x, t)y +Bv(x, t)1ω, (x, t) ∈ QT = Ω×]0, T [,
y = 0, (x, t) ∈ ΣT = ∂Ω×]0, T [,
y(x, 0) = y0(x), x ∈ Ω,
(2.27)
vérifiant les hypothèses du début de la section 1.2, ω étant un ouvert non vide contenu dans Ω et B
une matrice de Mm(R). On note
qT = ω×]0, T [.
Ici H =
(
L2(Ω)
)n
et U =
(
L2(ω)
)m
. D’après le Théorème 1.71, ce problème admet, pour tout y0 ∈ H
et tout v ∈ L2(0, T ;U) = (L2(qT ))m, une unique solution y qui est continue de [0, T ] dans H ;
l’opérateur LT , qui à v associe la valeur en T de la solution du problème pour y0 = 0, est borné de
L2(0, T ;U) dans H ; et l’opérateur ST , qui à y0 associe la valeur en T de la solution du problème pour
v = 0, est borné de H dans H. Un simple changement de variable t → T − t dans le problème 2.27
donne que le Théorème 1.71 est encore vérifié pour le problème rétrograde
−∂φ∂t = D∆φ− div
(−→
b · φ)+A(x, t)∗φ+ f(x, t), (x, t) ∈ QT ,
φ = 0, (x, t) ∈ ΣT ,
φ(x, T ) = φ0(x), x ∈ Ω.
(2.28)
D’après le Théorème 2.9, le système (2.27) est contrôlable aux trajectoires au temps T si, et seulement
si, il existe une constante CT > 0 telle que, pour tout φ0 ∈
(
L2(Ω)
)n
, la solution du système (2.28)
pour f = 0 vérifie
‖φ(·, 0)‖(L2(Ω))n ≤ CT
∫
qT
|B∗φ(x, t)|2 dx dt. (2.29)
Dans les chapitres 3 et 5, on s’intéressera, en particulier, au cas où n = 3 et
−→
b = 0. On se
propose donc, pour clore ce chapitre d’expliciter l’inégalité d’observabilité (2.29), correspondant à la
contrôlabilité par un, deux ou trois contrôles du système (2.27) pour n = 3 et
−→
b = 0.
– Contrôlabilité par trois contrôles, chaque contrôle agissant sur une seule équation.
On considère le problème de trois équations suivant :
∂y
∂t = D∆y +A(x, t)y + v(x, t)1ω, (x, t) ∈ QT ,
y = 0, (x, t) ∈ ΣT ,
y(x, 0) = y0(x), x ∈ Ω.
(2.30)
Théorème 2.15. Le problème (2.30) est contrôlable aux trajectoires si, et seulement si, il existe
une constante CT > 0 telle que, pour tout φ0 ∈
(
L2(Ω)
)3
, la solution φ = (φ1, φ2, φ3)
T du
problème 
−∂φ∂t = D∆φ+A(x, t)∗φ, (x, t) ∈ QT ,
φ = 0, (x, t) ∈ ΣT ,
φ(x, T ) = φ0(x), x ∈ Ω,
(2.31)
vérifie
‖φ1(·, 0)‖2L2(Ω) + ‖φ2(·, 0)‖2L2(Ω) + ‖φ3(·, 0)‖2L2(Ω) ≤ CT
∫
qT
(
φ1
2 + φ2
2 + φ3
2
)
dx dt.
Dans le chapitre qui suit, on montrera que l’inégalité d’observabilité du Théorème 2.15 est
satisfaite sans aucune contrainte supplémentaire sur les coefficients de la matrice A(x, t).
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– Contrôlabilité par deux contrôles, chaque contrôle agissant sur une seule équation.
Le problème considéré est le suivant :
∂y
∂t = D∆y +A(x, t)y +
(
0
v1(x,t)
v2(x,t)
)
1ω, (x, t) ∈ QT ,
y = 0, (x, t) ∈ ΣT ,
y(x, 0) = y0(x), x ∈ Ω.
(2.32)
Théorème 2.16. Le problème (2.32) est contrôlable aux trajectoires si, et seulement si, il existe
une constante CT > 0 telle que, pour tout φ0 ∈
(
L2(Ω)
)3
, la solution φ = (φ1, φ2, φ3)
T du
problème (2.31) vérifie
‖φ1(·, 0)‖2L2(Ω) + ‖φ2(·, 0)‖2L2(Ω) + ‖φ3(·, 0)‖2L2(Ω) ≤ CT
∫
qT
(
φ2
2 + φ3
2
)
dx dt.
On démontrera dans le chapitre 3 que sous une hypothèse adéquate sur certains des coefficients
de A(x, t), il est possible de s’affranchir du terme en φ1 dans le membre de droite de l’inégalité
d’observabilité du Théorème 2.15.
– Contrôlabilité par un contrôle agissant sur une seule équation. On considère le problème
suivant : 
∂y
∂t = D∆y +A(x, t)y +
(
0
0
v(x,t)
)
1ω, (x, t) ∈ QT ,
y = 0, (x, t) ∈ ΣT ,
y(x, 0) = y0(x), x ∈ Ω.
(2.33)
Théorème 2.17. Le problème (2.33) est contrôlable à zéro si, et seulement si, il existe une
constante CT > 0 telle que, pour tout φ0 ∈
(
L2(Ω)
)3
, la solution φ = (φ1, φ2, φ3)
T du problème
(2.31) vérifie
‖φ1(·, 0)‖2L2(Ω) + ‖φ2(·, 0)‖2L2(Ω) + ‖φ3(·, 0)‖2L2(Ω) ≤ CT
∫
qT
φ3
2 dx dt. (2.34)
Un des nombreux problèmes ouverts qui sont étudiés actuellement en théorie du contrôle, est la
caractérisation des opérateurs A(x, t) pour lesquels il y a contrôlabilité du système (2.33). Il existe
déjà des résultats partiels que l’on présentera, pour certains, à la fin du chapitre 3 : par exemple, le
critère de Kalman pour la classe des systèmes avec des matrices A constantes ([AKBDGB09b]) ou
ne dépendant que du temps ([AKBDGB09a]), ou alors des conditions suffisantes de contrôlabilité
(systèmes en cascade [GBdT10], conditions géométriques sur l’ouvert de contrôle ω [BCGdT11]).
Pour tous ces résultats, la démarche consiste à démontrer l’inégalité d’observabilité (2.34), en
utilisant une inégalité à poids vérifiée par les solutions du système adjoint, qui est appelée
inégalité de Carleman, et que l’on présentera dans le chapitre suivant. Dans le chapitre 5, on
établira une condition suffisante de contrôlabilité aux trajectoires pour le système (2.33) sans
passer par la dualité contrôlabilité-observabilité du Théorème 2.17.
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Chapitre 3
Quelques outils pour la contrôlabilité
de systèmes paraboliques et
hyperboliques
Habituellement, pour résoudre un problème de contrôlabilité exacte ou aux trajectoires (ou encore,
à zéro), on utilise la dualité, i.e. on cherche à établir l’inégalité d’observabilité correspondante pour
le système adjoint. Plusieurs méthodes sont envisageables pour démontrer une telle inégalité, et, bien
entendu, les outils à utiliser dépendent fortement du type de problème considéré. Dans le cadre auquel
on s’intéresse ici, i.e. la contrôlabilité frontière d’un système dont on connaît explicitement les valeurs
propres et qui se “comporte” asymptotiquement comme l’équation des ondes (voir la sous-section 1.1.6)
et la contrôlabilité aux trajectoires des systèmes paraboliques présentés à la fin du chapitre précédent,
on a choisi de présenter deux outils : les inégalités de type Ingham et les inégalités de type Carleman.
Dans la section 3.1, on présente l’inégalité de Ingham et ses applications à la contrôlabilité de l’équation
des ondes en dimensions un et deux d’espace. La section 3.2 est dédiée à l’inégalité de Carleman pour
l’équation de la chaleur et à ses applications à la contrôlabilité de systèmes paraboliques.
3.1 L’inégalité de Ingham et ses applications à la
contrôlabilité de l’équation des ondes
L’inégalité de Ingham constitue une généralisation de l’identité de Parseval pour les fonctions de la
forme f(t) =
∑
n∈Z
ane
iµnt lorsque la suite (µn)n∈N vérifie une propriété d’écart du type µn+1−µn ≥ γ
pour tout n ∈ Z, avec γ > 0. Son application à la démonstration d’inégalités d’observabilité ne peut se
faire que dans le cas d’opérateurs diagonalisables pour lesquels on connaît suffisamment les propriétés
spectrales.
3.1.1 L’inégalité de Ingham et la contrôlabilité de l’équation des ondes en
dimension 1
Dans cette sous-section, on renvoie à l’article de Ingham, [Ing36], pour la démonstration du Théo-
rème 3.1, ainsi qu’au livre de Komornik et Loreti, [KL05], pour une application de ce résultat à la
contrôlabilité de l’équation des ondes en une dimension d’espace. On trouvera également dans [KL05],
différentes améliorations et variantes du théorème de Ingham, ainsi que des applications à la contrô-
labilité d’autres systèmes (par exemple, équations de poutres, de cordes, de membranes sphériques,
systèmes couplés poutre-corde).
Théorème 3.1 (Ingham, 1936). Soient (µn)n∈Z une suite de nombres réels et J un intervalle borné
de R. On suppose qu’il existe un réel γ > 0 tel que
1. ∀n ∈ Z µn+1 − µn ≥ γ,
2. |J | > 2πγ .
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Il existe alors deux constantes c1 > 0 et c2 > 0 (ne dépendant que de |J | et γ) telles que pour toute
suite complexe (an)n∈Z ∈ ℓ2 on ait la double inégalité
c1
∑
n∈Z
|an|2 ≤
∫
J
|f(t)|2 dt ≤ c2
∑
n∈Z
|an|2 (3.1)
où f est définie par
f(t) =
∑
n∈Z
ane
iµnt. (3.2)
En considérant la fonction f(t) = eiµnt − eiµn+1t, et en utilisant l’inégalité des accroissements
finis
∣∣eiµnt − eiµn+1t∣∣ ≤ |t| |µn − µn+1|, on remarque que la condition d’écart 1 du Théorème 3.1 est
nécessaire pour que l’inégalité de gauche dans (3.1) ait lieu ; on a dans ce cas, pour J = [T0, T ],
|µn − µn+1|2 ≥ 6c1
T 3 − T 30
, ∀n ∈ Z.
Dans les applications de ce résultat à la contrôlabilité de systèmes d’équations aux dérivées partielles,
c’est l’inégalité de gauche dans (3.1) qui est utilisée pour démontrer les inégalités d’observabilité
associées.
Remarque 3.2. L’hypothèse 1 dans l’énoncé du Théorème 3.1 peut être remplacée par
inf
n,m∈Z
n 6=m
|µn − µm| = γ.
On considère, dans la suite, l’équation des ondes en une dimension d’espace sur le domaine Ω =
]0, π[ : 
∂2y
∂t2 (x, t) = ∂xxy(x, t), (x, t) ∈]0, π[×]0, T [,
y(0, t) = 0, y(π, t) = v(t), t ∈]0, T [,
y(x, 0) = y0(x), dydt (x, 0) = y
1(x), t ∈]0, T [,
(3.3)
où le terme v désigne les contrôles recherchés. On rappelle (voir le Théorème 2.14), que (3.3) est
exactement contrôlable au temps T si, et seulement si, il existe une constante CT > 0 telle que pour
tout
(
Φ0,Φ1
) ∈ H10 (0, π)× L2(0, π), la solution Φ du système adjoint
∂2Φ
∂t2 (x, t) = ∂xxΦ(x, t), (x, t) ∈]0, π[×]0, T [,
Φ(0, t) = Φ(π, t) = 0, t ∈]0, T [,
Φ(x, 0) = Φ0(x), dΦdt (x, 0) = Φ
1(x), t ∈]0, T [,
(3.4)
vérifie ∥∥(Φ0,Φ1)∥∥2
H10 (0,π)×L2(0,π)
≤ CT
∫ T
0
(∂xΦ(π, t))
2 dt. (3.5)
Il est bien connu que les valeurs propres de l’opérateur A : D(A) ⊂ L2(0, π) → L2(0, π) défini par
D(A) = H2(0, π) ∩H10 (0, π) et A = −∂xx sont les entiers de la forme n2, avec n ∈ N∗, et que la suite
(en)n∈N∗ de fonctions définies par en(x) =
√
2/π sin (nx) pour tout x ∈ [0, π] est une base Hilbertienne
de L2(0, π) formée de vecteurs propres de l’opérateur A associés à la suite de valeurs propres
(
n2
)
n∈N∗ .
Soit
(
Φ0,Φ1
) ∈ H10 (0, π)× L2 (0, π). Décomposons Φ0 et Φ1 dans la base Hilbertienne (en)n∈N∗ sous
la forme
Φ0 =
∑
n≥1
α0nen, Φ
1 =
∑
n≥1
α1nen,
avec
∑
n≥1
n2
(
α0n
)2
< +∞ et ∑
n≥1
(
α1n
)2
< +∞. On a alors
∥∥(Φ0,Φ1)∥∥2
H10 (0,π)×L2(0,π)
=
∑
n∈N∗
(
n2
(
α0n
)2
+
(
α1n
)2)
. (3.6)
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D’autre part, il est facile de vérifier que la solution Φ de (3.4) est donnée par
Φ(x, t) =
1√
2π
∑
n∈N∗
[(
α0n − i
α1n
n
)
eint +
(
α0n + i
α1n
n
)
e−int
]
sin (nx) , (3.7)
pour tout (x, t) ∈]0, π[×]0, T [. En dérivant cette égalité par rapport à la variable x, on en déduit que,
∂xΦ (t, π) =
∑
n∈Z
ane
iµnt,
où, pour tout n ∈ Z,
µn = n, an =

(−1)n√
2π
(
nα0n − iα1n
)
si n ≥ 1,
0 si n = 0,
(−1)n√
2π
(
(−n)α0−n + iα1−n
)
si n ≤ −1.
Remarquons que, d’après (3.6),∥∥(Φ0,Φ1)∥∥2
H10 (0,π)×L2(0,π)
=
1
π
∑
n∈Z
|an|2.
De plus, pour tout n ∈ Z, µn+1−µn = (n+1)−n = 1. Donc le Théorème 3.1 de Ingham s’applique avec
γ = 1 et donne, pour tout T > 2π, l’existence de deux constantes c1 = c1(T ) > 0 et c2 = c2(T ) > 0
telles que pour toute suite (xn)n∈Z ∈ ℓ2 on ait
c1
∑
n∈Z
|xn|2 ≤
∫ T
0
|f(t)|2 dt ≤ c2
∑
n∈Z
|xn|2 , (3.8)
où
f(t) =
∑
n∈Z
xne
iµnt.
En appliquant l’inégalité de gauche de (3.8) à la suite (xn)n∈Z définie par xn = an, on obtient
∀T > 2π, c1 1
π
∥∥(Φ0,Φ1)∥∥2
H10 (0,π)×L2(0,π)
≤
∫ T
0
(∂xΦ (t, π))
2 dt,
ce qui démontre l’inégalité d’observabilité (3.5) avec CT =
π
c1
, pour tout T > 2π. Notons que (3.5)
est encore vraie si T = 2π d’après l’identité de Parseval. En effet, l’égalité
1
2π
∫ 2π
0
∣∣∣∣∣∑
n∈Z
ane
iµnt
∣∣∣∣∣
2
=
∑
n∈Z
|an|2,
signifie exactement que
∥∥(Φ0,Φ1)∥∥2
H10 (0,π)×L2(0,π)
=
1
2
∫ T
0
(∂xΦ (t, π))
2 dt.
En conclusion, le théorème de Ingham, a permis d’établir le résultat suivant :
Théorème 3.3. Si T ≥ 2π, alors l’équation des ondes (3.3) est exactement contrôlable au temps T .
Plus généralement, dans [TW09], les auteurs démontrent, en utilisant le théorème de Ingham, un
résultat d’observabilité pour des opérateurs anti-adjoints diagonalisables dans une base Hilbertienne
de vecteurs propres pour lesquels les valeurs propres associées (qui sont de la forme λn = iµn) vérifient
la propriété d’écart du théorème de Ingham.
Le résultat du Théorème 3.3 peut également s’obtenir en utilisant une méthode de multiplicateurs.
Plus généralement, dans [Lio68], J.-L. Lions démontre, par une méthode de multiplicateurs le résultat
suivant de contrôlabilité pour l’équation des ondes en dimension N ≥ 1 d’espace.
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Théorème 3.4. Soient Ω ⊂ RN un domaine borné de frontière ∂Ω de classe C2, x0 un point de
RN , et Γ+(x0) =
{
x ∈ ∂Ω/ (x− x0) · ν(x) > 0}, où ν(x) désigne la normale extérieure à Ω au point
x ∈ ∂Ω. On note R(x0) = maxx∈Ω |x − x0| et T (x0) = 2R(x0). Pour tout T > T (x0) et pour tout(
Φ0,Φ1
) ∈ H10 (Ω)× L2(Ω), la solution Φ du système adjoint
∂2Φ
∂t2 (x, t) = ∆Φ(x, t), (x, t) ∈ Ω×]0, T [,
Φ(σ, t) = 0, (σ, t) ∈ ∂Ω×]0, T [,
Φ(x, 0) = Φ0(x), ∂Φ∂t (x, 0) = Φ
1(x), x ∈ Ω,
(3.9)
vérifie (
T − T (x0)) ∥∥(Φ0,Φ1)∥∥2
H10 (Ω)×L2(Ω)
≤ R(x0)
∫ T
0
∫
Γ+(x0)
∣∣∣∣∂Φ∂ν
∣∣∣∣2 dσ dt.
Par conséquent, le système
∂2y
∂t2 (x, t) = ∆y(x, t), (x, t) ∈ Ω×]0, T [,
y(σ, t) = v(σ, t), (σ, t) ∈ Γ+(x0)×]0, T [,
y(σ, t) = 0, (σ, t) ∈ (∂Ω \ Γ+(x0))×]0, T [,
y(x, 0) = y0(x), ∂y∂t (x, 0) = y
1(x), x ∈ Ω,
(3.10)
est exactement contrôlable au temps T , pour tout T > T (x0).
Remarque 3.5. Lions démontre également, par une méthode de multiplicateurs, l’admissibilité de
l’opérateur de contrôle. Plus précisément, il établit que pour tout T > 0, il existe une constante cT > 0
telle que toute solution Φ du problème (3.9) vérifie∫ T
0
∫
∂Ω
∣∣∣∣∂Φ∂ν
∣∣∣∣2 dσ dt ≤ cT ∥∥(Φ0,Φ1)∥∥2H10 (Ω)×L2(Ω) .
Le couple
(
T (x0),Γ+(x0)
)
du Théorème 3.4 satisfait la condition d’optique géométrique. Le temps
minimal de contrôlabilité T (x0) donné dans le Théorème 3.4 est optimal ; ce qui est dû à la vitesse de
propagation des ondes. En fait, ce temps minimal de contrôlabilité T (x0) peut être interprété comme
étant le temps maximal que met tout rayon optique satisfaisant les lois de la réflexion sur le bord du
domaine Ω pour atteindre la région de contrôle Γ+(x0). Ainsi, si T < T (x0), alors il existe des rayons
optiques qui n’ont encore pas atteint la région Γ+(x0) au temps T , et qui ne sont donc pas observables
dans Γ+(x0) au temps T . Par conséquent, si T < T (x0), alors (3.10) n’est pas exactement contrôlable
au temps T .
On remarque que le Théorème 3.4 pour N = 1, Ω =]0, π[ et x0 = 0 donne le temps optimal
de contrôlabilité T (x0) = 2π. Ce temps coïncide avec le temps minimal T0 = 2π du Théorème 3.3,
obtenu par le théorème de Ingham. La question que l’on se pose au vu de ces résultats est de savoir
s’il est possible d’appliquer le théorème de Ingham pour démontrer la contrôlabilité de l’équation des
ondes en dimension supérieure N > 1 et, si c ’est le cas, de vérifier si le théorème de Ingham permet
d’obtenir le temps minimal de contrôlabilité donné par la méthode des multiplicateurs. Remarquons
que l’utilisation du théorème de Ingham nécessite de connaître les valeurs propres de l’opérateur −∆,
non pas explicitement, mais suffisamment pour savoir si elles vérifient la propriété d’écart requise
par ce théorème. Considérons, dans la sous-section suivante, le cas le plus simple qui est celui de la
dimension 2, avec le carré Ω =]0, π[×]0, π[.
3.1.2 Cas de la dimension 2
Dans toute cette partie, Ω désigne le domaine borné de R2 défini par Ω =]0, π[×]0, π[ et Γ est la
partie de la frontière de Ω définie par Γ = ([0, π]× {0}) ∪ ({0} × [0, π]). Remarquons que Γ = Γ+(x0)
où x0 est le point de R2 de coordonnées x0 = (π, π). D’après le Théorème 3.4, on sait que le système
(3.10) est exactement contrôlable au temps T pour tout T > T (x0) = 2
√
2π, le temps T (x0) étant
optimal. On cherche à démontrer ce résultat en utilisant une méthode de type Ingham.
Rappelons que les valeurs propres de l’opérateur −∆ avec domaine H2(Ω)∩H10 (Ω) sont les entiers
de la forme p2 + q2, avec p, q ∈ N∗. La suite (ep,q)p,q≥1 des fonctions définies par ep,q(x1, x2) =
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2
π sin(px1) sin(qx2), pour tout (x1, x2) ∈ Ω, est une base Hilbertienne de L2(Ω) formée de vecteurs
propres de −∆ associés respectivement aux valeurs propres p2 + q2. L’inégalité d’observabilité qui
caractérise la contrôlabilité exacte du système (3.10) s’écrit∥∥(Φ0,Φ1)∥∥2
H10 (Ω)×L2(Ω)
≤ CT
∫ T
0
∫
Γ
∣∣∣∣∂Φ∂ν
∣∣∣∣2 dσ dt, (3.11)
où Φ est la solution de (3.9). Soit
(
Φ0,Φ1
) ∈ H10 (Ω) × L2(Ω). On décompose Φ0 et Φ1 dans la base
(ep,q)p,q≥1 sous la forme
Φ0(x) =
∑
p,q≥1
α0p,qep,q(x), Φ
1(x) =
∑
p,q≥1
α1p,qep,q(x),
avec
∑
p,q≥1
(
p2 + q2
) (
α0p,q
)2
< +∞ et ∑
p,q≥1
(
α1p,q
)2
< +∞, de sorte que,∥∥(ϕ0, ϕ1)∥∥2
H10 (Ω)×L2(Ω)
=
∑
p,q≥1
((
p2 + q2
) (
α0p,q
)2
+
(
α1p,q
)2)
. (3.12)
La solution Φ de (3.9) s’écrit, dans ce cas,
Φ(x, t) =
∑
p,q≥1
αp,q(t)ep,q(x),
où, pour tous p ∈ N∗ et q ∈ N∗,
αp,q(t) = ap,qe
iµp,qt + ap,qe
−iµp,qt
µp,q =
√
p2 + q2
ap,q =
1
2
(
α0p,q − i
α1p,q√
p2 + q2
)
.
En utilisant l’identité de Parseval pour la suite (sin(px1))p≥1 et pour la suite (sin(qx2))q≥1, on peut
facilement montrer que∫ T
0
∫
Γ
∣∣∣∣∂Φ∂ν (σ, t)
∣∣∣∣2 dσ dt = 2π
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q≥1
qαp,q(t)
∣∣∣∣∣
2
dt+
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p≥1
pαp,q(t)
∣∣∣∣∣
2
dt
 ,
ce qui s’écrit encore∫ T
0
∫
Γ
∣∣∣∣∂Φ∂ν (σ, t)
∣∣∣∣2 dσ dt = 2π
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z∗
qxp,qe
iΛp,qt
∣∣∣∣∣
2
dt+
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z∗
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt
 ,
(3.13)
où les suites (Λp,q)p,q∈Z∗ et (xp,q)p,q∈Z∗ sont définies par
Λp,q =

µp,q si p ≥ 1 et q ≥ 1,
−µp,−q si p ≥ 1 et q ≤ −1,
−µ−p,q si p ≤ −1 et q ≥ 1,
−µ−p,−q si p ≤ −1 et q ≤ −1,
xp,q =

ap,q si p ≥ 1 et q ≥ 1,
−ap,−q si p ≥ 1 et q ≤ −1,
−a−p,q si p ≤ −1 et q ≥ 1,
0 si p ≤ −1 et q ≤ −1.
(3.14)
On peut alors réécrire (3.12) sous la forme∥∥(ϕ0, ϕ1)∥∥2
H10 (Ω)×L2(Ω)
= 4
∑
p,q≥1
(
p2 + q2
) |ap,q|2 .
Au vu de cette égalité et de (3.13), l’inégalité d’observabilité (3.11) s’écrit
∑
p,q≥1
(
p2 + q2
) |ap,q|2 ≤ CT
2π
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z∗
qxp,qe
iΛp,qt
∣∣∣∣∣
2
dt+
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z∗
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt
 , (3.15)
de sorte qu’on ait la caractérisation suivante :
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Proposition 3.6. Le système (3.10) est exactement contrôlable au temps T si, et seulement si, il
existe une constante CT > 0 telle que, pour toute donnée initiale
(
Φ0,Φ1
) ∈ H10 (Ω)× L2(Ω), la suite
(xp,q)p,q∈Z∗ définie précédemment vérifie l’inégalité (3.15).
Pour démontrer (3.15), l’idée naturelle est d’appliquer le théorème de Ingham à la suite de réels
(Λp,q)p,q∈Z∗ . Le problème est qu’on ne peut pas le faire directement puisque
inf
(p,q),(p′,q′)∈Z∗×Z∗
(p,q) 6=(p′,q′)
|Λp,q − Λp′,q′ | = 0. (3.16)
En effet, on remarque déjà que
inf
(p,q),(p′,q′)∈Z∗×Z∗
(p,q) 6=(p′,q′)
|Λp,q − Λp′,q′ | ≤ inf
p≥1
γp,
où, pour tout p ≥ 1,
γp = inf
q,q′≥1
q 6=q′
|µp,q − µp,q′ | .
Puisque pour tous q, q′ ≥ 1 tels que q 6= q′, on a
|µp,q − µp,q′ | = |
√
p2 + q2 −
√
p2 + q′2| = |q − q′| q + q
′√
p2 + q2 +
√
p2 + q′2
, (3.17)
alors il est clair que |µp,q − µp,q′ | −→
p→+∞
0 pour tous q, q′ ≥ 1 et donc que γp −→
p→+∞
0, ce qui donne
(3.16).
Pour démontrer la contrôlabilité de l’équation des ondes en N dimensions d’espace avec des argu-
ments de type Ingham, Mehrenberger a développé dans [Meh09] une alternative à l’hypothèse d’écart
“total” que doit vérifier la suite dans le théorème de Ingham original. Il a démontré qu’il suffisait que
cette suite vérifie des propriétés d’écarts partiels par rapport à ses indices pour pouvoir adapter la
démonstration du théorème de Ingham. Il a ainsi obtenu une inégalité d’observabilité pour l’équation
des ondes en dimension N qui est valable à partir d’un certain temps TMe. Pour N = 2, et Ω et Γ
tels qu’on les a choisis ici, il a démontré que le système (3.10) est exactement contrôlable au temps T
dès que T > TMe = 8π, ce qui est supérieur au temps optimal T (x0) = 2
√
2π obtenu par la méthode
des multiplicateurs. On va s’inspirer de la démonstration proposée par Mehrenberger en dimension N
pour adapter la preuve du théorème de Ingham de façon à établir une inégalité d’observabilité pour le
système (3.9) en dimension 2. Plus précisément, on va démontrer le résultat de contrôlabilité suivant
(voir [Mau08]) :
Théorème 3.7. Soit T0 = 4π
√
2 +
√
2. Si T > T0, alors l’inégalité (3.15) est satisfaite pour tout(
Φ0,Φ1
) ∈ H10 (Ω)× L2(Ω), de sorte que le système (3.10) est exactement contrôlable au temps T .
Remarquons que le temps minimal de contrôlabilité T0 = 4π
√
2 +
√
2 du Théorème 3.7 est plus
proche du pas optimal T (x0) = 2
√
2π obtenu par la méthode des multiplicateurs, que le temps minimal
de contrôlabilité TMe = 8π obtenu par Mehrenberger.
La démonstration du Théorème 3.7 repose essentiellement sur les propriétés d’écarts partiels sui-
vantes :
Proposition 3.8. Soient γ1 = 1√2 et γ2 =
1
1+
√
2
.
1. ∀p ∈ N∗, ∀q, q′ ∈ Z∗,
(
q ≥ p, q′ ≥ p =⇒ |Λp,q − Λp,q′ | ≥ γ1|q − q′|
)
,
2. ∀p ∈ N∗, ∀q, q′ ∈ Z∗,
(
q ≤ p, q′ ≥ p =⇒ |Λp,q − Λp,q′ | ≥ γ2|q − q′|
)
,
3. ∀q ∈ N∗, ∀p, p′ ∈ Z∗,
(
p ≥ q, p′ ≥ q =⇒ |Λp,q − Λp′,q| ≥ γ1|p− p′|
)
,
4. ∀q ∈ N∗, ∀p, p′ ∈ Z∗,
(
p ≤ q, p′ ≥ q =⇒ |Λp,q − Λp′,q| ≥ γ2|p− p′|
)
.
Remarque 3.9. Puisque γ2 < γ1, ce résultat entraîne en particulier que
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1. ∀p ∈ N∗, ∀q, q′ ∈ Z∗,
(
p ≤ max(q, q′) =⇒ |Λp,q − Λp,q′ | ≥ γ2|q − q′|
)
,
2. ∀q ∈ N∗, ∀p, p′ ∈ Z∗,
(
q ≤ max(p, p′) =⇒ |Λp,q − Λp′,q| ≥ γ2|p− p′|
)
.
Démonstration de la Proposition 3.8. Comme p et q jouent des rôles symétriques, il suffit de démontrer
les deux premiers points.
1. Soient p ∈ N∗ et q, q′ ∈ Z∗ tels que q ≥ p et q′ ≥ p. Alors |Λp,q − Λp,q′ | = |µp,q−µp,q′ |, et comme
on l’a déjà remarqué en (3.17),
|µp,q − µp,q′ | = |q − q′| q + q
′√
p2 + q2 +
√
p2 + q′2
.
Il vient donc, puisque q ≥ p et q′ ≥ p,
|Λp,q − Λp,q′ | ≥ |q − q′| q + q
′√
2q2 +
√
2q′2
= γ1|q − q′|.
2. Soient p ∈ N∗ et q, q′ ∈ Z∗ tels que q ≤ p et q′ ≥ p. Supposons, dans un premier temps, que
p ≥ 1. Alors, Λp,q − Λp,q′ = µp,q − µp,q′ et donc,
|Λp,q − Λp,q′ | = |q − q′| q + q
′√
p2 + q2 +
√
p2 + q′2
,
avec, puisque 0 < q ≤ p ≤ q′,√
p2 + q2 +
√
p2 + q′2 ≤
√
q′2 + q2 +
√
2q′2 ≤
(√
2 + 1
)
(q + q′).
On en déduit donc que
|Λp,q − Λp,q′ | ≥ 1√
2 + 1
|q − q′| = γ2|q − q′|.
Supposons maintenant que q ≤ −1 et démontrons la même inégalité. Dans ce cas, par définition
de Λp,q, on a Λp,q − Λp,q′ = − (µp,−q + µp,q′) = −(
√
p2 + q2 +
√
p2 + q′2). D’où
|Λp,q − Λp,q′ | =
√
p2 + q2 +
√
p2 + q′2 ≥ |q|+ |q′| = |q − q′| ≥ γ2|q − q′|,
ce qui termine la preuve du point 2.
Démonstration du Théorème 3.7. Supposons que T > T0. On introduit la fonction k : R → [0, 1]
définie par
k(t) =
{
sin
(
πt
T
)
, si t ∈ [0, T ]
0, sinon,
et on note k̂ la transformée de Fourier k, définie par k̂(ξ) = 1√
2π
∫ +∞
−∞ k(t)e
−itξ dt = 1√
2π
∫ T
0
k(t)e−itξ dt.
Il est facile de vérifier que, pour tout ξ ∈ R,
k̂(ξ) = e−i
ξT
2 T
√
2π
cos
(
ξT
2
)
π2 − T 2ξ2 , (3.18)
de sorte que
∣∣k̂∣∣ est une fonction paire et que k̂(0) = Tπ√ 2π est réel. Puisque, pour tout t ∈ [0, T ],
k(t) ∈ [0, 1], alors il est facile de montrer qu’on a la minoration suivante :
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z⋆
qxp,qe
iΛp,qt
∣∣∣∣∣
2
dt+
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z⋆
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt ≥ I1 + I2 − 2 (I3 + I4) , (3.19)
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où
I1 =
∑
p≥1
∫ t
0
k(t)
∣∣∣∣∣∑
q≥p
qxp,qe
iΛp,qt
∣∣∣∣∣
2
dt
I2 =
∑
q≥1
∫ t
0
k(t)
∣∣∣∣∣∑
p≥q
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt
I3 =
∣∣∣∣∣∣∣
∑
p≥1
∫ T
0
k(t)
∑
q∈Z⋆
q<p
qxp,qe
iΛp,qt

∑
q∈Z⋆
q≥p
qxp,qe
−iΛp,qt
 dt
∣∣∣∣∣∣∣
I4 =
∣∣∣∣∣∣∣
∑
q≥1
∫ T
0
k(t)
∑
p∈Z⋆
p<q
pxp,qe
iΛp,qt

∑
p∈Z⋆
p≥q
pxp,qe
−iΛp,qt
 dt
∣∣∣∣∣∣∣ .
Pour établir l’inégalité (3.15), on va procéder en trois étapes : d’abord on va minorer les quantités I1 et
I2, puis on va majorer les quantités I3 et I4 et, enfin, on obtiendra une minoration de I1+I2−2(I3+I4)
qui permettra de conclure, au vu de (3.19).
1ère étape : minoration de I1 et I2.
Par définition de I1 et de la transformée de Fourier de k, on a
I1 =
∑
p≥1
∫ T
0
k(t)
(∑
q≥p
qxp,qe
iΛp,qt
)(∑
q′≥p
q′xp,q′e−iΛp,q′ t
)
dt
=
√
2π
∑
p≥1
∑
q≥p
∑
q′≥p
qq′xp,qxp,q′ k̂ (Λp,q′ − Λp,q) ,
d’où
I1 ≥
√
2π
∑
p≥1
(
k̂(0)
∑
q≥p
q2 |xp,q|2 − I1(p)
)
, (3.20)
où, pour tout p ≥ 1,
I1(p) =
∑
q≥p
∑
q′≥p
q′ 6=q
qq′
∣∣∣xp,qxp,q′ k̂ (Λp,q′ − Λp,q)∣∣∣ .
On va monter que, sous les conditions données par la Proposition 3.8, alors on a
I1(p) ≤ k̂(0)
(
2π
γ1T
)2∑
q≥p
q2 |xp,q|2 , (3.21)
dès que T > 2πγ1 . Pour tout p ≥ 1 et tout q ≥ p, on a
∑
q′≥p
q′ 6=q
qq′
∣∣∣xp,qxp,q′ k̂ (Λp,q′ − Λp,q)∣∣∣ ≤ 1
2
(
q2|xp,q|2
∑
q′≥p
q′ 6=q
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣+∑
q′≥p
q′ 6=q
q′2 |xp,q′ |2
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣),
donc, par parité de |k̂|, on obtient
I1(p) ≤
∑
q≥p
q2|xp,q|2Sp,q, (3.22)
où
Sp,q =
∑
q′≥p
q′ 6=q
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ .
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Remarquons que le réel T0 donné dans l’énoncé du Théorème 3.7 peut s’écrire T0 = 2π
√
1
γ21
+ 2
γ22
, où
γ1 et γ2 sont donnés par la Proposition 3.8. Soient q ≥ 1 et q′ ≥ 1 tels que q 6= q′. La Proposition 3.8
permet alors de noter que
T
π
|Λp,q − Λp,q′ | − 1 ≥ γ1T
π
|q − q′| − 1 > 1,
puisque T > T0 > 2πγ1 . Donc, en utilisant la formule (3.18) pour la transformée de Fourier de k, on
obtient :∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ ≤ T√2π
π2
1(
γ1T
π
)2
(q − q′)2 − 1
= k̂(0)
(
2π
γ1T
)2
1
4(q − q′)2 −
(
2π
γ1T
)2
≤ k̂(0)
(
2π
γ1T
)2
1
4(q − q′)2 − 1 .
D’où
Sp,q ≤ k̂(0)
(
2π
γ1T
)2∑
q′≥p
q′ 6=q
1
4(q − q′)2 − 1
≤ k̂(0)
(
2π
γ1T
)2∑
r∈Z∗
1
4r2 − 1 = k̂(0)
(
2π
γ1T
)2
.
En revenant à (3.22), on en déduit bien la formule (3.21), ce qui donne finalement
I1 ≥ k̂(0)
(
1−
(
2π
γ1T
)2)√
2π
∑
p≥1
∑
q≥p
q2 |xp,q|2 ,
d’après (3.20). Les rôles de p et q étant similaires, on a de même :
I2 ≥ k̂(0)
(
1−
(
2π
γ1T
)2)√
2π
∑
q≥1
∑
p≥q
p2 |xp,q|2 .
On déduit donc de ces deux estimations que
I1 + I2 ≥ k̂(0)
(
1−
(
2π
γ1T
)2)√
2π
(∑
p≥1
∑
q≥p
q2 |xp,q|2 +
∑
q≥1
∑
p≥q
p2 |xp,q|2
)
.
D’autre part, il est facile de vérifier que
∑
p,q≥1
(p2 + q2) |xp,q|2 ≤ 2
(∑
p≥1
∑
q≥p
q2 |xp,q|2 +
∑
q≥1
∑
p≥q
p2 |xp,q|2
)
,
ce qui donne donc :
I1 + I2 ≥ k̂(0)
(
1−
(
2π
γ1T
)2)√
π
2
∑
p,q≥1
(p2 + q2) |xp,q|2 .
En revenant à la définition de xp,q, on peut réécrire cette inégalité sous la forme :
I1 + I2 ≥ k̂(0)
(
1−
(
2π
γ1T
)2)√
π
2
∑
p,q≥1
(p2 + q2) |ap,q|2 . (3.23)
2ème étape : majoration de I3 et I4.
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En utilisant la transformée de Fourier de k, montre facilement que
I3 =
√
2π
∣∣∣∣∣∣∣
∑
p≥1
∑
q∈Z⋆
q<p
∑
q′≥p
qxp,qq
′xp,q′ k̂ (Λp,q′ − Λp,q)
∣∣∣∣∣∣∣
≤
√
2π
2
∑
p≥1
∑
q∈Z⋆
q<p
∑
q′≥p
(
q2 |xp,q|2 + q′2 |xp,q′ |2
) ∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ .
La parité de |k̂| permet alors d’écrire que
I3 ≤
√
π
2
∑
p≥1
∑
q∈Z⋆
q<p
q2 |xp,q|2 S+p,q +
∑
q≥p
q2 |xp,q|2 S−p,q
 , (3.24)
où, pour tout p ≥ 1 et tout q ∈ Z∗,
S+p,q =
∑
q′≥p
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ , si q < p,
S−p,q =
∑
q∈Z⋆
q<p
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ , si q ≥ p.
Si q < p, alors on sait, d’après la Proposition 3.8 que, pour tout q′ ≥ p, |Λp,q − Λp,q′ | ≥ γ2|q− q′|. On
peut donc en déduire, comme on l’a fait précédemment pour estimer Sp,q, que, puisque T > T0 > 2πγ2 ,
alors ∣∣∣k̂ (Λp,q − Λp,q′)∣∣∣ ≤ k̂(0)( 2π
γ2T
)2
1
4(q − q′)2 − 1 ,
et donc
S+p,q ≤ k̂(0)
(
2π
γ2T
)2∑
q′≥p
1
4(q − q′)2 − 1
≤ k̂(0)
(
2π
γ2T
)2∑
r≥1
1
4r2 − 1 =
k̂(0)
2
(
2π
γ2T
)2
.
De la même façon, on peut montrer que
S−p,q ≤
k̂(0)
2
(
2π
γ2T
)2
,
ce qui permet d’obtenir, d’après (3.24), la majoration suivante
I3 ≤ k̂(0)
2
(
2π
γ2T
)2√
π
2
∑
p≥1
∑
q∈Z∗
q2 |xp,q|2 .
Pour des raisons de symétrie en p et q, il vient immédiatement que
I4 ≤ k̂(0)
2
(
2π
γ2T
)2√
π
2
∑
q≥1
∑
p∈Z∗
p2 |xp,q|2 ,
ce qui donne
I3 + I4 ≤ k̂(0)
2
(
2π
γ2T
)2√
π
2
(∑
p≥1
∑
q∈Z∗
q2 |xp,q|2 +
∑
q≥1
∑
p∈Z∗
p2 |xp,q|2
)
.
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En revenant à la définition de xp,q (voir (3.14)), on en déduit que
I3 + I4 ≤ k̂(0)
(
2π
γ2T
)2√
π
2
∑
p,q≥1
(p2 + q2) |ap,q|2 . (3.25)
3ème étape : minoration de I1 + I2 − 2(I3 + I4) et conclusion.
En additionnant les inégalités (3.23) et (3.25), il vient que
I1 + I2 − 2(I3 + I4) ≥ k̂(0)
√
π
2
(
1−
(
2π
γ1T
)2
− 2
(
2π
γ2T
)2) ∑
p,q≥1
(p2 + q2) |ap,q|2
= k̂(0)
√
π
2
(
1−
(
2π
T
)2(
1
γ21
+
2
γ22
)) ∑
p,q≥1
(p2 + q2) |ap,q|2
=
T
π
(
1− T
2
0
T 2
) ∑
p,q≥1
(p2 + q2) |ap,q|2 .
En revenant à (3.19), on en déduit que
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z⋆
qxp,qe
iΛp,qt
∣∣∣∣∣
2
dt+
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z⋆
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt ≥ T
π
(
1− T
2
0
T 2
) ∑
p,q≥1
(p2 + q2) |ap,q|2 ,
ce qui démontre l’inégalité d’observabilité (3.15) pour tout T > T0, avec CT = 2π
2T
T 2−T 20 .
En fait, on a démontré le résultat suivant :
Corollaire 3.10. Soient γ1 > 0 et γ2 > 0 tels que les propriétés 1 à 4 de la Proposition 3.8 soient
vérifiées. Alors, pour tout T > 2π
√
1
γ21
+ 2
γ22
, le système (3.10) est exactement contrôlable au temps T .
De la même façon, Mehrenberger a démontré le résultat suivant :
Théorème 3.11. Soient C1 > 0 et C2 > 0 tels que
1. ∀q ∈ N∗, ∀p, p′ ∈ Z∗,
(
q ≤ max(p, p′) =⇒ |Λp,q − Λp′,q| ≥ C1|p− p′|
)
.
2. ∀p ∈ N∗, ∀q, q′ ∈ Z∗,
(
p ≤ max(q, q′) =⇒ |Λp,q − Λp,q′ | ≥ C2|q − q′|
)
.
Alors, pour tout T > 2π
√
1
C21
+ 1
C22
, le système (3.10) est exactement contrôlable au temps T .
Dans [Meh09], Mehrenberger applique ce résultat avec C1 = C2 = 12
√
2
, ce qui explique le temps
minimal de contrôlabilité TMe = 8π qu’il obtient. Dans la méthode que l’on propose ici, le temps
minimal de contrôlabilité T0 que l’on obtient est T0 = 4π
√
2 +
√
2. Ce temps T0 est obtenu avec
γ1 =
1√
2
et γ2 = 11+
√
2
, ce qui correspond, au vu de la Remarque 3.9, à C1 = C2 = γ2 = 11+
√
2
.
La raison pour laquelle T0 < TMe ne provient que de ce choix plus précis des écarts C1 et C2, car
la preuve donnée par Mehrenberger repose sur des inégalités plus fines que celles que l’on obtient ici
(par exemple dans (3.19)). On pourrait alors améliorer simultanément les deux temps minimaux de
contrôlabilité T0 et TMe en appliquant directement le Théorème 3.11 avec C1 = C2 = 11+
√
2
:
Théorème 3.12. Soit TMM = 2π
√
6 + 4
√
2. Alors, pour tout T > TMM , le système (3.10) est
exactement contrôlable au temps T .
Remarquons qu’on a bien T (x0) < TMM < T0 < TMe de sorte que ce résultat est plus précis que
celui qu’on donne dans le Théorème 3.7 et que celui qui a été démontré dans [Meh09].
Dans le chapitre 4, on adaptera la preuve du résultat de Mehrenberger de façon à établir, pour
T assez grand, la contrôlabilité frontière exacte au temps T du système (1.27) pour l’ensemble des
données initiales qui s’écrivent comme combinaison linéaire des vecteurs propres e+p,q (associés aux
valeurs propres λ+p,q qui se comportent asymptotiquement comme les valeurs propres de −∆).
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3.2 L’inégalité de Carleman et ses applications à la
contrôlabilité des systèmes paraboliques
Cette partie traite de l’inégalité de Carleman et de ses applications à la contrôlabilité des systèmes
paraboliques. On se réfère essentiellement à [AKBGBdT11] où Ammar Khodja et al. passent en revue
des résultats récents portant sur la contrôlabilité des systèmes paraboliques. Le point de vue adopté
dans cet article est celui de la généralisation du critère de Kalman que l’on a présenté dans le chapitre
précédent pour les systèmes d’équations aux dérivées partielles. On renvoie également à [FI96] et à
[IY03] pour l’inégalité de Carleman.
3.2.1 L’inégalité de Carleman pour l’équation de la chaleur
On considère une équation parabolique rétrograde du type
−∂φ∂t (x, t) + L0(x, t)φ(x, t) = f0(x, t), dans QT = Ω×]0, T [,
φ = 0, sur ΣT = ∂Ω×]0, T [,
φ(x, T ) = φ0(x), dans Ω,
(3.26)
où Ω est un domaine borné de RN dont la frontière est de classe C2, f0 ∈ L2(QT ), et où L0(·, t) est
un opérateur parabolique auto-adjoint défini par
L0(x, t)y(x, t) = −
N∑
i,j=1
∂
∂xi
(
αij(x, t)
∂y
∂xj
(x, t)
)
,
les coefficients αij satisfaisant les propriétés ci-dessous :
(1). αij ∈W 1,∞(QT ) pour tous 1 ≤ i, j ≤ N ,
(2). αij(x, t) = αji(x, t) pour tout (x, t) ∈ QT et tous 1 ≤ i, j ≤ N ,
(3). il existe a0 > 0 tel que
N∑
i,j=1
αij(x, t)ξiξj ≥ a0|ξ|2, ∀ξ = (ξ1 · · · , ξN )T ∈ RN , ∀(x, t) ∈ QT .
Par exemple, pour αij = dδij avec d > 0, on obtient L0(x, t) = −d∆.
Fursikov et Imanuilov ont démontré dans [FI96] que les solutions de l’équation rétrograde (3.26)
vérifient une inégalité d’observabilité à poids appelée inégalité de Carleman, l’observation portant sur
n’importe quel sous-ensemble ouvert ω ⊂ Ω. Plus précisément, on a le résultat suivant :
Théorème 3.13. Soient ω un sous-ensemble ouvert non vide de Ω et p ∈ R. Il existe une fonction
strictement positive β0 ∈ C2(Ω) (ne dépendant que de ω et Ω) et deux constantes Cp > 0 et cp > 0
(ne dépendant que de p, ω et Ω) telles que pour tout φ0 ∈ L2(Ω), la solution φ de l’équation (3.26)
vérifie, pour tout s ≥ sp = cp(T + T 2), l’inégalité
I(p, φ) ≤ Cp
(
sp
∫
qT
e−2sβγ(t)p|φ|2 + sp−3
∫
QT
e−2sβγ(t)p−3|f0|2
)
,
où
qT = ω×]0, T [, β(x, t) = β0(x)
t(T − t) , γ(t) =
1
t(T − t) ,
et
I(p, φ) = sp−4
∫
QT
e−2sβγ(t)p−4
(
|∂tφ|2 + |∆φ|2
)
+sp−2
∫
QT
e−2sβγ(t)p−2|∇φ|2
+sp
∫
QT
e−2sβγ(t)p|φ|2.
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On pourra trouver dans [IY03] la démonstration détaillée de ce résultat, ainsi qu’un énoncé plus
complet. Cependant, dans [FI96] et [IY03], la dépendance en T du paramètre sp n’est pas explicitée.
On renvoie à [FCZ00] pour l’estimation de sp qui est donnée ici. Dans [AKBGBdT11], les auteurs
démontrent que cette inégalité de Carleman (pour p = 3), combinée avec des estimations d’énergie
sur les solutions de (3.26), permet d’obtenir le résultat suivant :
Corollaire 3.14. Soit ω un ouvert non vide de RN contenu dans Ω. Il existe une constante CT > 0
(qui ne dépend que de ω, Ω et T ) telle que pour tout φ0 ∈ L2(Ω), la solution φ de (3.26) vérifie
‖φ(·, 0)‖2L2(Ω) ≤ CT
∫
qT
|φ|2 dx dt.
On ne donne pas la preuve de ce résultat ici. On démontrera en détails dans le paragraphe 3.2.2.2
comment passer d’une inégalité de Carleman globale pour un système parabolique de trois équations
couplées à une inégalité d’observabilité (portant sur l’observabilité de deux des trois composantes).
Au vu de la partie 2.3.3, une conséquence du Corollaire 3.14 est le résultat qui suit.
Corollaire 3.15. Pour tout ouvert non vide ω contenu dans Ω, l’équation
∂y
∂t + L0(x, t)y = v1ω, dans QT ,
y = 0, sur ΣT ,
y(·, 0 = y0, dans Ω,
est contrôlable aux trajectoires à tout temps T > 0.
3.2.2 Application à la contrôlabilité des systèmes paraboliques de trois
équations avec deux ou trois forces de contrôle
On considère les systèmes paraboliques (2.32) et (2.30) (voir page 44), où y = (y1, y2, y3)T . On
rappelle que la matrice de diffusion est donnée par
D =
 d1 0 00 d2 0
0 0 d3
 ,
où di > 0 pour tout i = 1, 2, 3. On utilise l’inégalité de Carleman du Théorème 3.13 pour établir une
inégalité de Carleman globale pour les solutions du système rétrograde non homogène associé à ces
deux problèmes : 
−∂tφ1 = d1∆φ1 + a22φ1 + a21φ2 + a31φ3 + f1, dans QT ,
−∂tφ2 = d2∆φ2 + a12φ1 + a22φ2 + a32φ3 + f2, dans QT ,
−∂tφ3 = d3∆φ1 + a13φ1 + a23φ2 + a33φ3 + f3, dans QT ,
φ1 = φ2 = φ3 = 0, sur ΣT ,
φ1(., T ) = φ
0
1, φ2(·, T ) = φ02, φ3(·, T ) = φ03, dans Ω,
(3.27)
pour f = (f1, f2, f3)
T ∈ (L2(QT ))3 et φ0 = (φ01, φ02, φ03) ∈ (L2(Ω))3.
Proposition 3.16. Soient p1, p2, p3 ∈ R tels que |pi − pj | < 3 pour tous i, j = 1, 2, 3 et ω un
ouvert non vide contenu dans Ω. Il existe deux constantes strictement positives C1 et c1 (dépendant
uniquement de p1, p2, p3, ω et Ω) telles que pour tout φ0 ∈ (L2(Ω))3 et tout f ∈ (L2(QT ))3, la solution
φ = (φ1, φ2, φ3)
T de (3.27) vérifie
I(p1, φ1) + I(p2, φ2) + I(p3, φ3) ≤ C1
3∑
j=1
(∫
qT
e−2sβ(sγ)pj |φj |2 +
∫
QT
e−2sβ(sγ)pj−3|fj |2
)
, (3.28)
pour tout s ≥ s1, où
s1 = c1
(
T + T 2 +
T 2
4
max
(
max
1≤j≤3
‖ajj‖2/3∞ , max
1≤i,j≤3
j 6=i
‖aij‖
2
pi−(pj−3)∞
))
. (3.29)
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Démonstration. On pose C0 = max(Cp1 , Cp2 , Cp3) et s0 = c0(T + T
2), avec c0 = max(cp1 , cp2 , cp3)
où les constantes Cpi et cpi sont définies dans le Théorème 3.13. Pour tout j = 1, 2, 3, on applique
l’inégalité de Carleman du Théorème 3.13 à la jème équation de (3.27), avec f0 = a1jφ1 + a2jφ2 +
a3jφ3 + fj . On a donc pour tout s ≥ s0 ≥ spj ,
I(pj , φj) ≤ C0
(∫
qT
e−2sβ(sγ)pj |φj |2 +
∫
QT
e−2sβ(sγ)pj−3|a1jφ1 + a2jφ2 + a3jφ3 + fj |2
)
≤ C0
∫
qT
e−2sβ(sγ)pj |φj |2 + 4C0
∫
QT
e−2sβ(sγ)pj−3|fj |2
+4‖ajj‖2∞C0
∫
QT
e−2sβ(sγ)pj−3|φj |2 + 4C0
3∑
i=1
i 6=j
(
‖aij‖2∞
∫
QT
e−2sβ(sγ)pj−3|φi|2
)
.
Soit δ ∈]0, 1[ fixé. Si, de plus, s ≥ T 24
(
4C
1−δ
)1/3
‖ajj‖2/3∞ , alors (sγ)pj − 4‖ajj‖2∞C0(sγ)pj−3 ≥ δ(sγ)pj ,
puisque γ ≥ 4T 2 sur ]0, T [, et donc
δI(pj , φj) ≤
∫
QT
e−2sβ
[
(sγ)pj−4
(|∂tφj |2 + |∆φj |2)+ (sγ)pj−2|∇φj |2]
+
∫
QT
e−2sβ
(
(sγ)pj − 4‖ajj‖2∞C0(sγ)pj−3
) |φj |2
≤ C0
∫
qT
e−2sβ(sγ)pj |φj |2 + 4C0
∫
QT
e−2sβ(sγ)pj−3|fj |2
+4C0
3∑
i=1
i 6=j
(
‖aij‖2∞
∫
QT
e−2sβ(sγ)pj−3|φi|2
)
.
En additionnant cette inégalité pour j = 1, 2, 3, on obtient, pour tout
s ≥ T
2
4
(
4C0
1− δ
)1/3
max
1≤j≤3
‖ajj‖2/3∞ , (3.30)
l’estimation
3∑
j=1
I(pj , φj) ≤
3∑
j=1
(
C0
δ
∫
qT
e−2sβ(sγ)pj |φj |2 + 4C0
δ
∫
QT
e−2sβ(sγ)pj−3|fj |2
)
+
4C0
δ
3∑
j=1
3∑
i=1
i 6=j
(
‖aij‖2∞
∫
QT
e−2sβ(sγ)pj−3|φi|2
)
Cette inégalité peut se réécrire de la façon suivante :
3∑
i=1
∫
QT
e−2sβ
[
(sγ)pi−4
(|∂tφi|2 + |∆φi|2)+ (sγ)pi−2|∇φi|2]
+
3∑
i=1
∫
QT
e−2sβ
(
(sγ)pi − 4C0
δ
3∑
j=1
j 6=i
‖aij‖2∞(sγ)pj−3
)
|φi|2
≤
3∑
j=1
(
C0
δ
∫
qT
e−2sβ(sγ)pj |φj |2 + 4C0
δ
∫
QT
e−2sβ(sγ)pj−3|fj |2
)
. (3.31)
Il est facile de vérifier que pour i ∈ {1, 2, 3} fixé, on a
(sγ)pi − 4C0
δ
3∑
j=1
j 6=i
‖aij‖2∞(sγ)pj−3 =
(sγ)pi
2
3∑
j=1
j 6=i
(
1− 8C0‖aij‖
2
∞
δ(sγ)pi−(pj−3)
)
,
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avec, par hypothèse, pi > pj − 3 pour tout j 6= i. On en déduit donc que, si
s ≥ T
2
4
max
1≤j≤3
j 6=i
((
8C0
δ(1−δ)
) 1
pi−(pj−3) ‖aij‖
2
pi−(pj−3)∞
)
,
alors (sγ)pi − 4C0δ
3∑
j=1
j 6=i
‖aij‖2∞(sγ)pj−3 ≥ δ(sγ)pi , et donc
∫
QT
e−2sβ
(
(sγ)pi − 4C0
δ
3∑
j=1
j 6=i
‖aij‖2∞(sγ)pj−3
)
|φi|2 ≥ δ
∫
QT
e−2sβ(sγ)pi |φi|2.
Par conséquent, si on suppose, en plus de (3.30), que
s ≥ T
2
4
max
1≤i,j≤3
j 6=i
((
8C0
δ(1−δ)
) 1
pi−(pj−3) ‖aij‖
2
pi−(pj−3)∞
)
,
alors le membre de gauche dans l’inégalité (3.31) est minoré par δ
∑3
i=1 I(pi, φi), ce qui donne l’inégalité
annoncée avec C1 = 4C0δ2 .
3.2.2.1 Contrôlabilité aux trajectoires par trois contrôles.
La Proposition 3.16 donne en particulier, pour p1 = p2 = p3, le résultat suivant :
Corollaire 3.17. Pour tout p ∈ R, il existe deux constantes C0 et c0 (dépendant uniquement de p,
ω et Ω) telles que pour tout φ0 ∈ (L2(Ω))3 et tout f ∈ (L2(QT ))3, la solution φ = (φ1, φ2, φ3)T de
(3.27) vérifie
I(p, φ) ≤ C
(∫
qT
e−2sβ(sγ)p|φ|2 +
∫
QT
e−2sβ(sγ)p−3|f |2
)
, (3.32)
pour tout s ≥ s0, où
s0 = c0
(
T + T 2 +
T 2
4
max
1≤i,j≤3
‖aij‖2/3∞
)
.
Tout comme dans le cas scalaire, on peut montrer que ce résultat, combiné avec des estimations
d’énergie sur les solutions de 3.27, permet d’établir l’inégalité d’observabilité du Théorème 2.15 (voir
page 44), ce qui mène à la conclusion suivante :
Corollaire 3.18 (Contrôlabilité par trois contrôles). Pour tout T > 0 et tout ouvert non vide ω
contenu dans Ω, le système (3.27) est contrôlable aux trajectoires au temps T .
3.2.2.2 Contrôlabilité aux trajectoires par deux contrôles.
Pour simplifier, on suppose dans cette partie que D = I et que f1 = f2 = f3 = 0 de sorte que le
système de contrôle que l’on étudie est
∂ty = ∆y +A(x, t)y +
(
0
v1(x,t)
v2(x,t)
)
1ω, dans QT ,
y = 0, sur ΣT ,
y(., T ) = y0, dans Ω,
(3.33)
et que son système adjoint s’écrit
−∂tφ1 = ∆φ1 + a22φ1 + a21φ2 + a31φ3, dans QT ,
−∂tφ2 = ∆φ2 + a12φ1 + a22φ2 + a32φ3, dans QT ,
−∂tφ3 = ∆φ1 + a13φ1 + a23φ2 + a33φ3, dans QT ,
φ1 = φ2 = φ3 = 0, sur ΣT ,
φ1(., T ) = φ
0
1, φ2(·, T ) = φ02, φ3(·, T ) = φ03, dans Ω,
(3.34)
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On va voir que sous certaines hypothèses sur les coefficients de la matrice de couplage A(x, t) du
système (3.33), il est possible d’éliminer le terme en φ1 dans le membre de droite de l’inégalité de la
Proposition 3.16. La démarche que l’on présente ici reprend une des étapes de la démonstration faite
par González-Burgos et de Teresa dans [GBdT10] pour démontrer la contrôlabilité par un seul contrôle
de systèmes paraboliques de n équations en cascade. Plus précisément, on va établir l’estimation
suivante :
Lemme 3.19. Soient p1, p2, p3 ∈ R tels que |pi − pj | < 3 pour tous i, j = 1, 2, 3 et ω un ouvert non
vide contenu dans Ω. S’il existe un ouvert non vide ω0 contenu dans ω et une constante m > 0 tels
que a12 ≥ m dans q0T := ω0×]0, T [, ou a12 ≤ −m dans q0T , ou encore tels que a13 ≥ m dans q0T , ou
a13 ≤ −m dans q0T , alors pour tout ǫ > 0, il existe deux constantes strictement positives CA et CA,ǫ
ne dépendant que de p1, p2, p3, ω0, ω, Ω et ‖aij‖∞ (pour i, j = 1, 2, 3) et respectivement de ǫ, telles
que toute solution φ = (φ1, φ2, φ3)
T du système (3.34) vérifie∫
q0T
e−2sβ(sγ)p1 |φ1|2 ≤ ǫCAI(p1, φ1) + CA,ǫ
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) .
Démonstration. On introduit une fonction de troncature ξ ∈ C∞(RN ) telle que supp(ξ) ⊂ ω, 0 ≤ ξ ≤
1, ξ = 1 sur ω0 et
∇ξ√
ξ
∈ L∞(Ω), ∆ξ√
ξ
∈ L∞(Ω,RN ),
et on pose
mξ = max
(∥∥∥∥∇ξ√ξ
∥∥∥∥
L∞(Ω)
,
∥∥∥∥∆ξ√ξ
∥∥∥∥
L∞(Ω,RN )
)
. (3.35)
Supposons, par exemple, que a12 ≥ m dans q0T ou a12 ≤ −m dans q0T . Puisque ξ = 1 sur ω0, on en
déduit que ∫
q0T
e−2sβ(sγ)p1 |φ1|2 ≤ 1
m
∣∣∣∣∫
QT
a12ξe
−2sβ(sγ)p1 |φ1|2
∣∣∣∣ . (3.36)
La preuve se divise naturellement en deux étapes : dans un premier temps, on montre que∣∣∣∣∫
QT
a12ξe
−2sβ(sγ)p1 |φ1|2
∣∣∣∣ ≤ ǫI(p1, φ1) +Kǫ ∫
QT
ξe−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2)
+Cǫ
∫
QT
(sγ)p1+2|∇φ2|2,
où Kǫ est donné par (3.47), puis on élimine, dans un deuxième temps, le terme en ∇φ2 dans cette
inégalité en démontrant l’estimation suivante∫
QT
ξe−2sβ(sγ)p1+2|∇φ2|2 ≤ ǫ2I(p1, φ1) +Mǫ
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) ,
où Mǫ est donné par (3.57).
– Étape 1.
On multiplie la 2ème équation de (3.34) par ξe−2sβ(sγ)p1φ1 et on l’intègre sur QT . On obtient
alors l’expression suivante :∫
QT
a12ξe
−2sβ(sγ)p1 |φ1|2 = −
∫
QT
a22ξe
−2sβ(sγ)p1φ1φ2−
∫
QT
a32ξe
−2sβ(sγ)p1φ1φ3−I, (3.37)
où
I =
∫
QT
ξe−2sβ(sγ)p1φ1∂tφ1 +
∫
QT
ξe−2sβ(sγ)p1φ1∆φ2. (3.38)
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Puisque supx∈Ω(sγ(t))
p1e−2sβ(x,t) a pour limite 0 en t→ 0 et t→ T , une intégration par parties
donne :∫
QT
ξe−2sβ(sγ)p1φ1∂tφ1 = −
∫
QT
ξ∂t
(
e−2sβ(sγ)p1
)
φ1φ2
+
∫
QT
ξe−2sβ(sγ)p1φ2 (∆φ1 + a11φ1 + a21φ2 + a31φ3)
=
∫
QT
ξ
[
a11e
−2sβ(sγ)p1 − ∂t
(
e−2sβ(sγ)p1
)]
φ1φ2 +
∫
QT
ξe−2sβ(sγ)p1φ2∆φ1
+
∫
QT
a21ξe
−2sβ(sγ)p1 |φ2|2 +
∫
QT
a31ξe
−2sβ(sγ)p1φ2φ3.
D’où, en revenant à (3.38),
I =
∫
QT
ξ
[
a11e
−2sβ(sγ)p1 − ∂t
(
e−2sβ(sγ)p1
)]
φ1φ2 +
∫
QT
ξe−2sβ(sγ)p1 (φ1∆φ2 + φ2∆φ1)
+
∫
QT
a21ξe
−2sβ(sγ)p1 |φ2|2 +
∫
QT
a31ξe
−2sβ(sγ)p1φ2φ3
=
∫
QT
ξ
[
a11e
−2sβ(sγ)p1 − ∂t
(
e−2sβ(sγ)p1
)
+∆
(
e−2sβ(sγ)p1
)]
φ1φ2
+
∫
QT
[
2∇ξ · ∇ (e−2sβ(sγ)p1)+ (∆ξ)e−2sβ(sγ)p1]φ1φ2
−2
∫
QT
ξe−2sβ(sγ)p1∇φ1 · ∇φ2 +
∫
QT
a21ξe
−2sβ(sγ)p1 |φ2|2 +
∫
QT
a31ξe
−2sβ(sγ)p1φ2φ3.
Finalement, en remplaçant I par cette expression dans (3.37), on conclut que∫
QT
a12ξe
−2sβ(sγ)p1 |φ1|2 = I1 + I2 + I3 + I4 + I5 + I6 (3.39)
avec
I1 = −
∫
QT
a32ξe
−2sβ(sγ)p1φ1φ3
I2 =
∫
QT
ξ
[
∂t
(
e−2sβ(sγ)p1
)−∆ (e−2sβ(sγ)p1)− (a11 + a22) e−2sβ(sγ)p1]φ1φ2
I3 = −
∫
QT
[
2∇ξ · ∇ (e−2sβ(sγ)p1)+ (∆ξ)e−2sβ(sγ)p1]φ1φ2
I4 = 2
∫
QT
ξe−2sβ(sγ)p1∇φ1 · ∇φ2
I5 = −
∫
QT
a21ξe
−2sβ(sγ)p1 |φ2|2
I6 = −
∫
QT
a31ξe
−2sβ(sγ)p1φ2φ3.
Il est facile de vérifier que, pour tous η, µ et ν dans Z tels que µ ≤ ν, il existe une constante
Cµ,ν et une constante Cη telles qu’on ait sur ]0, T [ :
(sγ)µ ≤ Cµ,ν(sγ)ν ,∣∣∇ (e−2sβ(sγ)η)∣∣ ≤ Cηe−2sβ(sγ)η+1,∣∣∂t (e−2sβ(sγ)η)∣∣+ ∣∣∆ (e−2sβ(sγ)η)∣∣ ≤ Cηe−2sβ(sγ)η+2.
Les estimations qui suivent reposent essentiellement sur ces trois inégalités ainsi que sur l’inéga-
lité classique suivante
∀ǫ > 0, ∀a, b ∈ R, |ab| ≤ ǫa2 + b
2
4ǫ
.
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Dans la suite, on considérera un paramètre ǫ > 0. Les lettres C et Cǫ désigneront respectivement
des constantes génériques ne dépendant que des paramètres p1, p2, p3, ω0, ω, Ω (resp. et ǫ). Les
valeurs de C et Cǫ sont susceptibles de varier d’une ligne à l’autre.
Estimation de I1. En utilisant les différentes inégalités précédemment citées, on obtient faci-
lement :
|I1| ≤ ǫ‖a32‖∞
∫
QT
ξe−2sβ(sγ)p1 |φ1|2 + Cǫ‖a32‖∞
∫
QT
ξe−2sβ(sγ)p1 |φ3|2
≤ ǫ‖a32‖∞I(p1, φ1) + Cǫ‖a32‖∞
∫
QT
ξe−2sβ(sγ)p1+4|φ3|2. (3.40)
Estimation de I2. De même, les estimations suivantes∣∣∂t (e−2sβ(sγ)p1)∣∣+ ∣∣∆ (e−2sβ(sγ)p1)∣∣ ≤ Ce−2sβ(sγ)p1+2, (sγ)p1 ≤ C(sγ)p1+2,
donnent :
|I2| ≤ C (1 + ‖a11‖∞ + ‖a22‖∞)
∫
QT
ξe−2sβ(sγ)p1+2|φ1| |φ2|
≤ ǫ
∫
QT
ξe−2sβ(sγ)p1 |φ1|2 + Cǫ (1 + ‖a12‖∞ + ‖a22‖∞)2
∫
QT
ξe−2sβ(sγ)p1+4|φ2|2
≤ ǫI(p1, φ1) + Cǫ (1 + ‖a12‖∞ + ‖a22‖∞)2
∫
QT
ξe−2sβ(sγ)p1+4|φ2|2. (3.41)
Estimation de I3. De la même façon, on utilise les estimations∣∣∇ (e−2sβ(sγ)p1)∣∣ ≤ Ce−2sβ(sγ)p1+1, (sγ)p1 ≤ C(sγ)p1+1,
pour en déduire une estimation de I3 :
|I3| ≤ C
∫
QT
e−2sβ(sγ)p1+1 (2|∇ξ|+ |∆ξ|) |φ1| |φ2|
≤ Cmξ
∫
QT
√
ξe−2sβ(sγ)p1+1|φ1| |φ2|,
où mξ est donné par (3.35). On en déduit donc que
|I3| ≤ ǫ
∫
QT
e−2sβ(sγ)p1 |φ1|2 + Cǫ
∫
QT
ξe−2sβ(sγ)p1+2|φ2|2
≤ ǫI(p1, φ1) + Cǫ
∫
QT
ξe−2sβ(sγ)p1+2|φ2|2
≤ ǫI(p1, φ1) + Cǫ
∫
QT
ξe−2sβ(sγ)p1+4|φ2|2. (3.42)
Estimation de I4. On a facilement,
|I4| ≤ ǫ
∫
QT
ξe−2sβ(sγ)p1−2|∇φ1|2 + Cǫ
∫
QT
ξe−2sβ(sγ)p1+2|∇φ2|2
≤ ǫI(p1, φ1) + Cǫ
∫
QT
ξe−2sβ(sγ)p1+2|∇φ2|2. (3.43)
Estimation de I5. L’estimation (sγ)p1 ≤ C(sγ)p1+4 donne immédiatement
|I5| ≤ C‖a21‖∞
∫
QT
ξe−2sβ(sγ)p1+4|φ2|2. (3.44)
Estimation de I6. De même,
|I6| ≤ C‖a31‖∞
∫
QT
ξe−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) . (3.45)
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Fin de l’étape 1. En rassemblant dans (3.39) les estimations obtenues en (3.40), (3.41), (3.42),
(3.43), (3.44) et (3.45), on obtient la majoration suivante :∣∣∣∣∫
QT
a12ξe
−2sβ(sγ)p1 |φ1|2
∣∣∣∣ ≤ ǫ (3 + ‖a32‖∞) I(p1, φ1)
+Kǫ
∫
QT
ξe−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2)
+Cǫ
∫
QT
ξe−2sβ(sγ)p1+2|∇φ2|2, (3.46)
où
Kǫ = C (‖a21‖∞ + ‖a31‖∞) + Cǫ
(
1 + ‖a32‖∞ + ‖a12‖2∞ + ‖a22‖2∞
)
. (3.47)
– Étape 2. On pose η(x, t) = e−2sβ(x,t)(sγ(t))p1+2 pour tout (x, t) ∈ QT . Il s’agit d’établir une
inégalité du type∫
QT
η|∇φ2|2 ≤ ǫ2I(p1, φ1) +Mǫ
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) .
Puisque φ2 = 0 sur ΣT , on a, d’une part en intégrant par parties sur Ω,∫
QT
ηξ|∇φ2|2 = −
∫
QT
φ2∇(ηξ) · ∇φ2 −
∫
QT
ηξφ2∆φ2. (3.48)
D’autre part, en multipliant la deuxième équation de (3.34) par ηξφ2 et en intégrant sur QT , on
peut exprimer la dernière intégrale de l’égalité précédente comme
−
∫
QT
ηξφ2∆φ2 =
∫
QT
ηξφ2∂tφ2 +
∫
QT
a12ηξφ1φ2 +
∫
QT
a22ηξ|φ2|2 +
∫
QT
a32ηξφ2φ3.
En remplaçant dans (3.48), on obtient :∫
QT
ηξ|∇φ2|2 = J1 + J2 + J3 + J4 + J5 (3.49)
avec
J1 = −
∫
QT
φ2∇ (ηξ) · ∇φ2
J2 =
∫
QT
ηξφ2∂tφ2
J3 =
∫
QT
a12ηξφ1φ2
J4 =
∫
QT
a22ηξ|φ2|2
J5 =
∫
QT
a32ηξφ2φ3.
Estimation de J1. Une intégration par parties en espace donne
J1 = −1
2
∫
QT
∇ (ηξ) · ∇ (|φ2|2) = 1
2
∫
QT
∆(ηξ) |φ2|2. (3.50)
Puisque
|∆(ηξ) | ≤ |∆η|ξ + η|∆ξ|+ 2|∇η| |∇ξ|,
et que η = e−2sβ(sγ)p1+2 vérifie
|∆η| ≤ Ce−2sβ(sγ)p1+4, η ≤ Ce−2sβ(sγ)p1+4, |∇η| ≤ Ce−2sβ(sγ)p1+4,
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alors, on a
|∆(ηξ) | ≤ C (ξ + |∆ξ|+ 2|∇ξ|) e−2sβ(sγ)p1+4.
En utilisant la définition de mξ et le fait que 0 ≤ ξ ≤ 1, on obtient
|∆(ηξ) | ≤ C
(
ξ + 3mξ
√
ξ
)
e−2sβ(sγ)p1+4 ≤ C
√
ξe−2sβ(sγ)p1+4.
En combinant cette inégalité avec (3.50), il vient que
|J1| ≤ C
∫
QT
√
ξe−2sβ(sγ)p1+4|φ2|2.
D’où
|J1| ≤ C
∫
qT
e−2sβ(sγ)p1+4|φ2|2, (3.51)
puisque 0 ≤ ξ ≤ 1 et supp(ξ) ⊂ ω.
Estimation de J2. Une intégration par parties en temps dans J2 donne :
J2 =
1
2
∫
QT
ηξ ∂t
(|φ2|2) = −1
2
∫
QT
ξ ∂tη |φ2|2,
puisque supx∈Ω η(t, x) → 0 quand t → 0 ou t → T . En utilisant le fait que η = e−2sβ(sγ)p1+2
vérifie
|∂tη| ≤ Ce−2sβ(sγ)p1+4,
et les propriétés de ξ, on en déduit que
|J2| ≤ C
∫
qT
e−2sβ(sγ)p1+4|φ2|2. (3.52)
Estimation de J3. Il est facile de vérifier que
|J3| ≤ ‖a12‖∞
∫
QT
ξe−2sβ(sγ)p1+2|φ1| |φ2|
≤ ǫ2
∫
QT
ξe−2sβ(sγ)p1 |φ1|2 + Cǫ‖a12‖2∞
∫
QT
ξe−2sβ(sγ)p1+4|φ2|2
≤ ǫ2I(p1, φ1) + Cǫ‖a12‖2∞
∫
qT
e−2sβ(sγ)p1+4|φ2|2. (3.53)
Estimation de J4. Toujours en utilisant l’estimation η ≤ Ce−2sβ(sγ)p1+4, on peut écrire que
|J4| ≤ C‖a22‖∞
∫
qT
e−2sβ(sγ)p1+4|φ2|2. (3.54)
Estimation de J5. De même, on a
|J5| ≤ ‖a32‖∞
2
∫
QT ξe
−2sβ(sγ)p1+2
(|φ2|2 + |φ3|2)
≤ C‖a32‖∞
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) . (3.55)
Fin de l’étape 2. D’après (3.49), les estimations (3.51)-(3.55) permettent de conclure que∫
QT
ξe−2sβ(sγ)p1+2|∇φ2|2 ≤ ǫ2I(p1, φ1) +Mǫ
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) , (3.56)
où
Mǫ = C
(
1 + ‖a22‖2∞ + ‖a32‖2∞
)
+ Cǫ‖a12‖2∞. (3.57)
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– Conclusion. En combinant les inégalités (3.36), (3.46) et (3.56), on obtient finalement∫
q0T
e−2sβ(sγ)p1 |φ1|2 ≤ ǫ
m
(3 + ‖a32‖∞ + ǫCǫ) I(p1, φ1)
+
1
m
(Kǫ + CǫMǫ)
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) , (3.58)
les constantes Kǫ et Mǫ étant respectivement données par (3.47) et (3.57). En fait, la constante
Cǫ peut être choisie de la forme Cǫ = Cǫ dans (3.46), (3.47) et (3.58), et de la forme Cǫ =
C
ǫ2
dans (3.57), ce qui donne finalement∫
q0T
e−2sβ(sγ)p1 |φ1|2 ≤ ǫ C
m
(1 + ‖a32‖∞) I(p1, φ1)
+CA,ǫ
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) ,
où
CA,ǫ =
C
m
(
‖a21‖∞ + ‖a31‖∞ + 1 + ‖a32‖∞ + ‖a12‖
2
∞ + ‖a22‖2∞ + ‖a32‖2∞
ǫ
+
‖a12‖2∞
ǫ2
)
.
(3.59)
Proposition 3.20. Sous les hypothèses du Lemme 3.19, pour tout φ0 ∈ (L2(Ω))3, la solution φ =
(φ1, φ2, φ3)
T du système (3.34) associée à f1 = f2 = f3 = 0 vérifie, pour tout s ≥ s1,
I(p1, φ1) + I(p2, φ2) + I(p3, φ3) ≤ eC(1+‖A‖∞)
∫
qT
e−2sβ(sγ)p1+4
(|φ2|2 + |φ3|2) ,
où s1 est donné par (3.29) avec c1 ne dépendant que de p1, p2, p3, ω0 et Ω, la constante C > 0 ne
dépend que de p1, p2, p3, ω0, ω, Ω et m, et où ‖A‖∞ est défini par ‖A‖∞ = max1≤i,j≤3 ‖aij‖∞.
Démonstration. Il suffit d’appliquer la Proposition 3.16 à l’ouvert non vide ω0 et d’appliquer ensuite
le Lemme 3.19 avec ǫ = 12C1CA . On remarque alors que l’expression de la constante CA,ǫ obtenue dans
(3.59) conduit à l’obtention de la constante eC(1+‖A‖∞).
Corollaire 3.21. Soient ω un ouvert non vide contenu dans Ω et T > 0. S’il existe un ouvert non
vide ω0 contenu dans ω et une constante m > 0 tels que a12 ≥ m dans q0T := ω0×]0, T [, ou a12 ≤ −m
dans q0T , ou encore tels que a13 ≥ m dans q0T , ou a13 ≤ −m dans q0T , alors le système (3.33) (voir
page 61) est contrôlable aux trajectoires au temps T .
Pour démontrer ce résultat on va utiliser l’estimation d’énergie suivante :
Lemme 3.22. Soit φ une solution du système (3.34). La fonction t 7→ e2‖A‖∞t ∫
Ω
|φ(x, t)|2 dx est
croissante sur [0, T ]. En particulier, on a
‖φ(·, 0)‖2(L2(Ω))3 ≤
2
T
e2‖A‖∞T
∫
Ω×[T/4,3T/4]
|φ|2.
Pour démontrer ce lemme on peut considérer le système vérifié par la fonction ψ(x, t) = e2‖A‖∞tφ(x, t).
Il suffit alors de multiplier scalairement par ψ(·, t) ce système et d’intégrer sur Ω pour en déduire la
croissance de t 7→ ∫
Ω
|ψ(x, t)|2 dx, et donc de t 7→ e2‖A‖∞t ∫
Ω
|φ(x, t)|2 dx, sur [0, T ].
Démonstration du Corollaire 3.21. D’après le Théorème 2.16, il s’agit de démontrer que
‖φ(·, 0)‖2(L2(Ω))3 ≤ CT
∫
qT
(|φ2|2 + |φ3|2) , (3.60)
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avec CT > 0 indépendante de la donnée initiale φ0. On applique la Proposition 3.20 avec p1 = p2 =
p3 = p où p ∈ R. Il suit que toute solution de (3.34) associée à f1 = f2 = f3 = 0 vérifie
I(p, φ) ≤ eC(1+‖A‖∞)
∫
qT
e−2sβ(sγ)p+4
(|φ2|2 + |φ3|2) , (3.61)
pour tout s ≥ s0, où s0 est défini dans le Corollaire 3.17 (avec c0 dépendant de p, ω0 et Ω), et où C
dépend uniquement de p, ω0, ω, Ω et m. On va procéder en deux étapes :
– Étape 1 : minoration de I(p, φ) par ‖φ(·, 0)‖2(L2(Ω))3 . D’après le Lemme 3.22, on a déjà
‖φ(·, 0)‖2(L2(Ω))3 ≤
2
T
e2‖A‖∞T
∫
Ω×[T/4,3T/4]
|φ|2. (3.62)
D’autre part, par définition de β0 et de β (voir le Théorème 3.13), on a, sur Ω × [T/4, 3T/4],
e−2sβ(sγ)p ≥ e−2sM0γ ( 4sT 2 )p ≥ e−25sM0/T 2 ( 4sT 2 )p , où M0 = maxΩ β0. D’où l’estimation sui-
vante : ∫
Ω×[T/4,3T/4]
|φ|2 ≤
(
T 2
4s
)p
e2
5sM0/T
2
∫
Ω×[T/4,3T/4]
e−2sβ(sγ)p|φ|2
≤
(
T 2
4s
)p
e2
5sM0/T
2
∫
QT
e−2sβ(sγ)p|φ|2
≤
(
T 2
4s
)p
e2
5sM0/T
2
I(p, φ).
En combinant cette inégalité avec (3.62), on obtient :
‖φ(., 0)‖2(L2(Ω))3 ≤
2
T
(
T 2
4s
)p
e2‖A‖∞T+2
5sM0/T
2
I(p, φ). (3.63)
– Étape 2 : majoration de
∫
qT
e−2sβ(sγ)p+4(|φ2|
2 + |φ3|
2) par
∫
qT
(|φ2|
2 + |φ3|
2). Comme la fonc-
tion β0 est continue sur le compact Ω, on a par définition de β, l’inégalité e−2sβ(sγ)p+4 ≤
e−2m0sγ(sγ)p+4 dans QT , où m0 = minΩ β0. Puisque la fonction τ 7→ e−2m0τ τp+4 est décrois-
sante pour τ ≥ p+42m0 et que γ ≥ 4T 2 sur ]0, T [, on en déduit que si s ≥
(p+4)T 2
8m0
, alors
e−2sβ (sγ)p+4 ≤ e−(p+4)
(
p+ 4
2m0
)p+4
=
(
p+ 4
2m0e
)p+4
. (3.64)
Il suit que ∫
qT
e−2sβ(sγ)p+4(|φ2|2 + |φ3|2) ≤
(
p+ 4
2m0e
)p+4 ∫
qT
(|φ2|2 + |φ3|2), (3.65)
pour tout s ≥ s˜0, où
s˜0 = s0 +
(p+ 4)T 2
8m0
= c˜0
(
T + T 2 +
T 2
4
max
1≤i,j≤3
‖aij‖2/3∞
)
,
c˜0 désignant une nouvelle constante ne dépendant que de p, ω0 et Ω.
Finalement, en combinant les inégalités (3.61), (3.63) et (3.65), on obtient, pour tout s ≥ s˜0,
‖φ(·, 0)‖2(L2(Ω))3 ≤ CT,s
∫
qT
(|φ2|2 + |φ3|2),
où
CT,s =
(
p+ 4
2m0e
)p+4
2
T
(
T 2
4s
)p
exp
(
C (1 + ‖A‖∞) + 2‖A‖∞T + 25sM0/T 2
)
,
ce qui démontre bien l’inégalité d’observabilité (3.60).
3.2. L’inégalité de Carleman et ses applications à la contrôlabilité 69
Remarque 3.23. Il est possible d’obtenir une estimation de la constante d’observabilité CT dans
(3.60), ce qui est utile en vue des applications à l’étude de la contrôlabilité de systèmes non linéaires.
Il suffit pour cela de prendre s = s˜0 dans l’expression de CT,s, ce qui donne
CT = exp
(
C
(
1 + ‖A‖∞ + max
1≤i,j≤3
‖aij‖2/3∞ + ‖A‖∞T +
1
T
))
,
où C > 0 est une constante qui ne dépend que de p, ω0 et Ω.
3.2.2.3 Lien avec le critère de Kalman
Remarquons que dans le Corollaire 3.18, aucune condition sur les coefficients de la matrice de
couplage A n’est requise pour établir la contrôlabilité du système de trois équations (2.30) par trois
contrôles. Notons que ce système s’écrit
∂ty = ∆y +A(x, t)y +Bv(x, t)1ω, dans QT ,
y = 0, sur ΣT ,
y(0) = y0, dans Ω,
(3.66)
où B = I est la matrice identité deM3(R). Supposons, un instant, que A ∈M3(R) (matrice constante),
alors le critère de Kalman (voir Théorème 2.11) pour les systèmes d’équations différentielles ordinaires{
y′(t) = Ay(t) +Bv(t), t ∈]0, T [
y(0) = y0 ∈ R3, (3.67)
donne l’équivalence entre la contrôlabilité de (3.67) et le fait que rangK = 3, où
K = (B,AB,A2B). (3.68)
Remarquons que, pour B = I, on a toujours rangK = 3 et donc contrôlabilité de (3.67).
Dans le Corollaire 3.21, on a démontré qu’il y avait contrôlabilité de (3.66) lorsque
B =
(
0 0
1 0
0 1
)
,
sous la condition que l’un des coefficients a12 ou a13 soit positivement minoré ou négativement majoré
sur un sous-ensemble q0T = ω
0×]0, T [ de la région de contrôle qT . Si l’on suppose maintenant que la
matrice A est à coefficients constants, alors le critère de Kalman donne pour ce choix des matrices A
et B que le système (3.67) est contrôlable si, et seulement si, la matrice K admet au moins un mineur
d’ordre 3 non nul. Les mineurs d’ordre 3 étant a12, a13, a12(a11+a21)+a13a21 et a12a23+a13(a11+a33),
il apparaît clairement que la condition de contrôlabilité pour (3.67) est que l’un des deux coefficients
réels a12 ou a13 soit non nul.
Les deux résultats obtenus dans les Corollaires 3.18 et 3.21 semblent donc conforter la conjec-
ture selon laquelle il serait possible de généraliser le critère de Kalman aux systèmes d’équations
différentielles paraboliques. Cette conjecture a fait l’objet de plusieurs travaux ces dernières années
(voir [AKBGBdT11]. Mentionnons particulièrement deux résultats majeurs qui ont été démontrés par
Ammar Khodja, Benabdallah, Dupaix et González-Burgos, en utilisant les inégalités de Carleman.
– Critère de Kalman pour les systèmes paraboliques à coefficients constants. On consi-
dère le système parabolique suivant
∂ty = ∆y +Ay +Bv1ω, dans QT ,
y = 0, sur ΣT ,
y(0) = y0, dans Ω,
(3.69)
où A ∈Mn(R) et B ∈Mn,m(R).
Théorème 3.24 ([AKBDGB09b]). Le système (3.69) est contrôlable aux trajectoires à tout
temps T > 0 si, et seulement si, rangK = n, où K = (B,AB, · · ·An−1B).
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Ce résultat étend le critère de Kalman du Théorème (2.11) au cas des systèmes paraboliques à
coefficients constants.
– Critère de Kalman pour les systèmes paraboliques à coefficients dépendant du
temps.
Théorème 3.25 ([AKBDGB09a]). Soient A ∈ Cn−1 ([0, T ],Mn(R)) et B ∈ Cn ([0, T ],Mn,m(R)).
On pose B0(t) = B(t) et pour tout j = 1, · · · , n− 1, Bj(t) = A(t)Bj−1(t)− dBj−1dt (t). On définit
alors la matrice K˜(t) = (B0(t), B1(t), · · · , Bn−1(t)).
1. S’il existe t0 ∈ [0, T ] tel que rangK˜(t0) = n, alors le système (3.69) est contrôlable aux
trajectoires au temps T .
2. Le système (3.69) est totalement contrôlable aux trajectoires sur ]0, T [ si, et seulement si,
il existe un sous-ensemble E dense dans ]0, T [ tel que
∀t ∈ E, rangK˜(t) = n.
Il s’agit d’une généralisation du Théorème 2.12 de Silverman et Meadows à la classe des systèmes
paraboliques à coefficients non constants. Remarquons que dans ce cas, l’hypothèse de régularité
sur les matrices A et B est légèrement plus forte que dans le cas de la dimension finie. On
présentera dans le chapitre 5 une condition suffisante de contrôlabilité du système (3.69) par un
seul contrôle qui renvoie, en un certain sens, à l’égalité rangK˜(t) = n.
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Deuxième partie
Deux résultats de contrôlabilité

Chapitre 4
Contrôlabilité frontière par une force
de contrôle d’un système hyperbolique
avec spectre essentiel
On étudie dans ce chapitre la contrôlabilité exacte frontière du système (1.27) qui a été présenté
dans la section 1.1.6.
Ce système est issu d’une simplification d’un modèle membranaire de coques élastiques (voir, par
exemple, [SHSP89]). Comme on l’a vu dans le chapitre 1, l’opérateur A possède un spectre essentiel non
vide. On montre que cette propriété empêche la contrôlabilité d’avoir lieu uniformément en les données
initiales
(
u0, u1
)
. On donne ici une caractérisation de l’ensemble des données initiales contrôlables.
En particulier, on démontre que l’ensemble des données initiales qui sont uniquement engendrées par
les vecteurs propres e+p,q de A associés aux valeurs propres λ
+
p,q (qui se comportent asymptotiquement
comme les valeurs propres de −∆) est exactement contrôlable par l’intermédiaire d’un seul contrôle
agissant sur la première composante du système. La preuve de ce résultat repose sur une inégalité
d’observabilité que l’on démontre en adaptant l’inégalité de type Ingham qui existe pour l’équation
des ondes en dimension deux (cf section 3.1). Ce travail fournit un exemple de système d’équations
aux dérivées partielles contrôlé par un seul contrôle. On présente également quelques simulations
numériques pour illustrer ce résultat.
Ce chapitre a fait l’objet d’une publication conjointe avec Farid Ammar Khodja et Arnaud Münch,
[AKMM11], dans SIAM Journal on Control and Optimization. On donne ci-dessous une des versions,
en anglais, de cet article.
4.1 Introduction - Problem statement
Let Ω = (0, 1)2 and Γ be the part of ∂Ω defined by Γ = {(x, y) ∈ ∂Ω, xy = 0}. Let T be a positive
real number and a, α be two real numbers such that a > α2 > 0 and
√
a− α2/π /∈ N∗. We analyze in
this work the exact boundary controllability of the following system in u = (u1, u2)T
u′′ +Au = 0 in QT = Ω× (0, T )
u1 = v 1Γ on ΣT = ∂Ω× (0, T )
(u(·, 0), u′(·, 0)) = (u0, u1) in Ω (4.1)
where
A =
( −∆ −α∂x
α∂x a
)
.
The study of this system is motivated by the following one in u = (u1, u2, u3)T
u′′ +Au = 0 in QT
(u1, u2) = (v1, v2) 1Γ on ΣT
(u(·, 0), u′(·, 0)) = (u0, u1) in Ω
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where the operator
A =
 −a∂2xx − c∂2yy −(b+ c)∂2xy −ar−1∂x−(b+ c)∂2xy −c∂2xx − a∂2yy −br−1∂y
r−1a∂x r−1b∂y r−2a

is used to model a cylindrical membrane elastic shell (see [SHSP89]). Here a = 8µ(λ + µ)/(λ + 2µ),
b = 4λµ/(λ+ 2µ) and c = 2µ where λ, µ > 0 denote the Lamé coefficients and r−1 > 0 - the coupling
parameter between the tangential displacement (u1, u2) and the normal displacement u3 of the shell
- denotes the curvature of the cylinder. This mixed order and formally self-adjoint operator, when
associated with homogeneous Dirichlet boundary conditions on the first two components, enters in
the framework of [GG77]. It possesses an essential spectrum σess(A) that can be computed using
[GG79]: precisely σess(A) =
[
0, 2r−2(3λ+ 2µ)/ (λ+ µ)
]
. Therefore, the spectrum of A is composed
of two distinct parts, the essential spectrum plus a discrete spectrum with asymptotic behavior equal,
up to some constant, to the spectrum of −∆. The difficulty here is that the discrete spectrum is not
known explicitly. In this paper, instead of A we consider the operator A which is simpler but presents
the same structure and which spectrum can be explicitly computed.
We set H = L2 (Ω) × L2 (Ω) (equipped with the natural scalar product 〈·, ·〉H) and H1/2 =
H10 (Ω) × L2 (Ω). Let H−1/2 denotes the dual of H1/2 with respect to the pivot space H. System
(4.1) is said exactly controllable at time T > 0 if for any initial data
(
u0, u1
) ∈ H ×H−1/2 and any
target
(
u0T , u
1
T
) ∈ H×H−1/2 there exists a control function v in a suitable space, such that the unique
solution u = (u1, u2)
T of system (4.1) satisfies
(u(·, T ), u′(·, T )) = (u0T , u1T ) in Ω.
We point out that the variable u2 in system (4.1) is free of any condition on the boundary ∂Ω. In
particular, system (4.1) provides a non trivial example for which the number of controls is strictly
lower than the number of components.
As it is usual, the controllability issue is equivalent to an observability inequality that we will
rigorously prove to be:
∥∥(Φ0,Φ1)∥∥2
H1/2×H ≤ C
∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt, (4.2)
(ν = (ν1, ν2) denotes the unit outward normal to Γ) for any initial data
(
Φ0,Φ1
)
belonging to H1/2×H,
for the homogeneous adjoint system in Φ = (ϕ, ψ)T :
Φ′′ +AΦ = 0 in QT
ϕ = 0 on ΣT
(Φ(·, 0),Φ′(·, 0)) = (Φ0,Φ1) in Ω. (4.3)
The observation zone Γ is defined so that the triplet (Ω,Γ, T ) satisfies the geometric optic condition.
The originality and difficulty of the - apparently simple - system (4.3) are related to the fact that A
is a mixed order operator, and therefore, possesses a non-empty essential spectrum σess(A), as shown
in [GG77] in a general situation. As a consequence, the observability does not hold uniformly with
respect to the data
(
Φ0,Φ1
)
. Precisely, in [GV00] the authors exhibit Weil sequences, associated with
some elements of σess(A) for which the observability inequality (4.2) is not true. The observability
is therefore only expected, roughly speaking, in the orthogonal of some space related to the essential
spectrum. To our knowledge, the only way used up to now to address this kind of problem is based
on spectral analysis and Ingham type approach which can be used to prove the observability for the
discrete part of the spectrum, provided some spectral gap conditions (see [Ing36]). In that framework,
the existing literature mainly concerns the controllability of dynamical systems modeling the vibrations
of elastic membrane shell, where precisely mixed order and self-adjoint operators appear (we refer to
[SHSP89] for a detailed spectral analysis). We also mention [GLV91, GLV93] where the controllability
of a hemispherical cap is studied using a nonharmonic spectral analysis. The analysis, reduced to
the one spatial dimension by axial symmetry, exhibits the loss of uniform observability due to the
essential spectrum composed of a single positive element. A similar study is performed in [AKGM08]
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for a non-uniform elliptic operator A for which 0 ∈ σess(A). We also refer to the Chapter 5 of
[KL05] for results based on some recent extensions of Ingham type inequalities. For systems of this
kind, the uniform partial controllability, which consists to drive to rest only a restricted number of
components is proved in [LV97]. The observability is obtained by a so-called spectral compensation
argument, remarking that the bad behavior of the part of the spectrum which accumulates to σess(A)
is somehow compensated by the suitable gap of the discrete part. In a different context, we also
mention [AZ08, LR09, RR07] for the controllability of systems with spectral accumulation point.
The paper is organized as follows. In Section 4.2, after introducing some spaces in connection
with spectral properties of the operator A, we set our main results. In Section 4.3, we establish the
well-posedness of (4.1) for v and initial data
(
u0, u1
)
in suitable spaces. We divide Section 4.4 into
three parts. The first one is devoted to the analysis of the adjoint system and to the formulation of
the observability inequality as (4.2). In the second part, we prove the observability for any initial
data
(
Φ0,Φ1
)
belonging to a closed subspace of H1/2 ×H spanned by eigenfunctions of A associated
with the isolated eigenvalues of A with finite multiplicity. The key point is that these eigenvalues
enjoy gap properties similar to those of the eigenvalues of −∆ with Dirichlet boundary condition,
used in [Meh09]. On the contrary, the third part of Section 4.4 exhibits the lack of observability in
spaces related to the essential spectrum. In particular, by numerical approximation, we check that
the corresponding observability constant is not uniformly bounded with respect to
(
Φ0,Φ1
)
. Section
4.5 concludes this work with some remarks and open problems.
4.2 Preliminaries and main results
We recall that the eigenvalues and normalized eigenfunctions of the operator −∆ with domain
H2 (Ω) ∩ H10 (Ω) are given by µpq =
(
p2 + q2
)
π2 and ϕpq(x, y) = 2 sin(pπx) sin(qπy) (for (p, q) in
N∗ × N∗ and (x, y) ∈ Ω = (0, 1)2).
The natural operator we want to consider to transform (4.3) into a second order differential
equation is the operator A =
(
−∆ −α∂x
α∂x a
)
in H = L2 (Ω) × L2 (Ω) with domain D (A) =(
H2 (Ω) ∩H10 (Ω)
) × D (∂x). Here ∂x is considered as an unbounded operator in L2 (Ω). We can
prove that this operator A is not closed in H. Therefore we have to consider its closure, still denoted
by A and defined by (see [ALMS94]):
A
(
ϕ
ψ
)
=
(
−∆ (ϕ+ α∆−1∂xψ)
α∂xϕ+ aψ
)
,
D (A) =
{
(ϕ, ψ)
T ∈ H10 (Ω)× L2 (Ω) /ϕ+ α∆−1∂xψ ∈ H2 (Ω)
}
.
(4.4)
We introduce the following notation:
Notation 4.1. For p, q ≥ 1, we set
λ±p,q =
1
2
(
µpq + a±
√
(µpq − a)2 + 4α2p2π2
)
, µpq =
(
p2 + q2
)
π2,
ϕpq (x, y) = 2 sin(pπx) sin(qπy) , ψpq (x, y) = 2 cos(pπx) sin(qπy) ,
e±p,q =
(
(λ±p,q−a)√
(λ±p,q−a)2+α2p2π2
ϕpq,
αpπ√
(λ±p,q−a)2+α2p2π2
ψpq
)T
,
eq(x, y) =
(
0,
√
2 sin (qπy)
)T
.
Straightforward computations show that for every (p, q) ∈ N∗×N∗, we have: Ae±p,q = λ±p,qe±p,q, Aeq =
aeq and for each λ /∈ {a} ∪ {λ+p,q}p,q≥1 ∪ {λ−p,q}p,q≥1, Ker (A− λI) = {0}. In other words, the sets
of eigenvalues and associated eigenfunctions of A are {a} ∪ {λ+p,q}p,q≥1 ∪ {λ−p,q}p,q≥1 and {eq}q≥1 ∪{
e+p,q
}
p,q≥1 ∪
{
e−p,q
}
p,q≥1 respectively. It is also easy to check that λ
+
p,q ∼‖(p,q)‖→+∞ µpq (the order of
approximation being λ+p,q = µpq +
α2p2π2
µpq−a +O(
p4
µ3pq
)) and λ−p,q ≤ a < λ+1,1 ≤ λ+p,q for all p, q ≥ 1. Thus
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Figure 4.1: Graphs of
(
λ−p,q
)
(p,q)∈[1,100]2 (Left) and of
(
λ+p,q
)
(p,q)∈[1,100]2 (Right) for α = 1 and a = 2.
all the λ+p,q are isolated eigenvalues (of finite multiplicity). Figure 4.1 depicts the evolution of both
sequences (λ+p,q)p,q≥1 and (λ
−
p,q)p,q≥1 with respect to p and q.
Using the fact that the families {ϕpq}p,q≥1 and {ψpq}p≥0,q≥1 are two orthonormal basis of L2 (Ω),
we can easily check that the family B = {eq}q≥1 ∪
{
e+p,q
}
p,q≥1 ∪
{
e−p,q
}
p,q≥1 forms an orthonormal
basis of H = L2 (Ω)× L2 (Ω).
We refer to [Dav95] for the definition of the essential spectrum σess(A) ofA. As a consequence of the
results in [GG77], we have: σess(A) =
[
a− α2, a]. Besides, we can check that the set of accumulation
points of the sequence
(
λ−p,q
)
p,q
is exactly σess(A). Figure 4.2 summarizes these properties.
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Figure 4.2: Distribution of the spectrum of A along R.
Remark 4.2. The asymptotic behavior of
(
λ+p,q
)
p,q
is in agreement with [GG79] where it is shown
that the asymptotic behavior of σ(A) is related to the spectrum of the principal part of A, in our case
−∆.
The operator A defined in (4.4) is self-adjoint in H, and positive: this last assertion comes from
the formula
〈Au, u〉H =
∫
Ω
[
(∂xu1 + αu2)
2
+
(
a− α2)u22 + (∂yu1)2] dx dy
(for u = (u1, u2)T ∈ D (A)) and the assumption a > α2.
For any δ ∈ R+, we recall that the operator Aδ is defined by
Aδ =
∑
p,q≥1
(
λ+p,q
)δ 〈·, e+p,q〉H e+p,q + ∑
p,q≥1
(
λ−p,q
)δ 〈·, e−p,q〉H e−p,q + aδ∑
q≥1
〈·, eq〉H eq,
D
(
Aδ
)
=
{
φ ∈ H,
∑
p,q≥1
(
λ+p,q
)2δ〈
φ, e+p,q
〉2
H
+
∑
p,q≥1
(
λ−p,q
)2δ〈
φ, e−p,q
〉2
H
+ a2δ
∑
q≥1
〈φ, eq〉2H<∞
}
.
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Since
(
λ−p,q
)
p,q
is bounded, D
(
Aδ
)
=
{
φ ∈ H,
∑
p,q≥1
(
λ+p,q
)2δ〈
φ, e+p,q
〉2
H
<∞
}
. In the sequel, we will set
Hδ = D
(
Aδ
)
, δ ≥ 0.
The operator A is a bounded operator from D(A), equipped with the graph norm, to H. It is well-
known that A can be extended to a bounded operator from H to D(A)′, the dual space of D(A) with
respect to the pivot space H. We continue to denote this extension by A and, thus, A can be seen as
an unbounded self-adjoint operator on D(A)′ with domain H. A is also a unitary operator from D(A)
to H and from H to D(A)′. We will set in the sequel:
H−1 = D(A)′.
The other extension of A we will use later is the following. A can also be extended to a unitary
operator from D(A1/2) equipped with the graph norm to D(A1/2)′, the dual space of D(A1/2) with
respect to the pivot space H. We will set:
H1/2 = D
(
A1/2
)
, H−1/2 = D
(
A1/2
)′
.
For details on these extensions, see for instance [TW09]. The last notation we will need is the following:
H± = span
({
e±p,q, p, q ≥ 1
})
, Ha = span ({eq, q ≥ 1})
and for δ ∈ R,
H±δ = Hδ ∩H±, Haδ = Hδ ∩Ha.
We are now ready to set our main result:
Theorem 4.3. Let γ = π
√
π
4
√
2π+|α| and T0 =
2π
γ
√
1 + 2
(λ+1,1−a+α2)
2
(λ+1,1−a)
2 . Assume that a ≤ 2π2. For
any T > T0, any initial data
(
u0, u1
) ∈ H+ × H+−1/2 and any target (u0T , u1T ) ∈ H+ ×H+−1/2, there
exist control functions v ∈ L2 (Γ× (0, T )) such that the unique solution u of system (4.1) satisfies
u(·, T ) = u0T and u′(·, T ) = u1T in Ω.
The significant novelty of this result with respect to the literature mentioned in the introduction
is that it concerns two spatial dimensions. The proof of this theorem, much less straightforward (than
for the one-dimensional situation), relies on the adaptation to our problem of a recent Ingham type
theorem due to Mehrenberger (see [Meh09]) for the wave equation. The restriction to the closed
subspace H+ ×H+−1/2 is justified by the following proposition:
Proposition 4.4. For any T > 0 and any ǫ > 0, there exist initial data
(
Φ0,Φ1
) ∈ H−1/2 ×H− for
which the solution Φ = (ϕ, ψ)T of (4.3) satisfies
∥∥(Φ0,Φ1)∥∥−2
X1
∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt < ǫ. (4.5)
This result means that the observability inequality (4.2) does not hold on H−1/2 × H− (and thus
on the whole space H1/2 ×H). This is in agreement with the result in [GV00] where it is shown that
the lack of observability is related to the essential spectrum.
Before proving these results, we establish that the exact controllability of (4.1) is equivalent to
the observability inequality (4.2). Actually, the control operator associated with system (4.1) is not
bounded from the space of controls L2 (Γ× (0, T )) to the state space X−1 (the dual of X1 = H1/2×H
with respect to the pivot space X = H ×H−1/2). Section 4.3 is devoted to the study of this control
operator and the formulation of the observability inequality.
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4.3 Well-posedness of the controlled system
4.3.1 A Dirichlet map
In this part, we introduce and analyze the Dirichlet map D : D (D) ⊂ L2 (Γ) → H corresponding
to system (4.1) defined as follows: D (D) = {v ∈ L2 (Γ) ,Dv ∈ H} and for v ∈ L2 (Γ), we denote by
Dv the solution θ = (θ1, θ2)T of the abstract elliptic problem{
Λθ = 0 in Ω
θ1 = v 1Γ on ∂Ω
, Λ =
( −∆ −α∂x
α∂x a
)
. (4.6)
For simplicity of notation, we set
α±p,q =
π
(
λ±p,q − a+ α2
)√(
λ±p,q − a
)2
+ α2p2π2
, β±p,q =
π
(
λ±p,q − a
)√(
λ±p,q − a
)2
+ α2p2π2
. (4.7)
The map D satisfies the following continuity property:
Proposition 4.5. For every ǫ ∈ (1/2, 1], D ∈ L (Hǫ (Γ) , H). Moreover for every v ∈ D (D) we have
〈Dv, e±p,q〉H = pα±p,qλ±p,q v2,q + q β
±
p,q
λ±p,q
v1,p, 〈Dv, eq〉H =
α
a
√
2
v2,q (4.8)
with v1,p = 2
∫ 1
0
v(x, 0) sin (pπx) dx and v2,q = 2
∫ 1
0
v(0, y) sin (qπy) dy.
Proof. Let ǫ ∈ (1/2, 1] and v ∈ Hǫ (Γ). Suppose that (4.6) has a solution θ ∈ H. Using integrations
by parts, we have
0 =
〈
Λθ, e±p,q
〉
H
=
〈
θ,Ae±p,q
〉
H
+
∫
Γ
(
∂ϕ±p,q
∂ν
+ αψ±p,qν1
)
v dσdt
where e±p,q =
(
ϕ±p,q, ψ
±
p,q
)T
. Since Ae±p,q = λ
±
p,qe
±
p,q, this yields〈
θ, e±p,q
〉
H
= p
α±p,q
λ±p,q
v2,q + q
β±p,q
λ±p,q
v1,p. (4.9)
By the same arguments, we obtain
〈θ, eq〉H =
α
a
√
2
v2,q. (4.10)
This proves that if (4.6) has a solution θ, then this solution is unique and it writes
θ =
∑
p,q≥1
〈
θ, e+p,q
〉
H
e+p,q +
∑
p,q≥1
〈
θ, e−p,q
〉
H
e−p,q +
∑
q≥1
〈θ, eq〉H eq,
with
〈
θ, e±p,q
〉
H
and 〈θ, eq〉H given by (4.9) and (4.10) respectively. Now, we have to check that such
a θ is an element of H. Formula (4.9) gives∣∣∣〈θ, e+p,q〉H ∣∣∣ ≤ pǫ+1α+p,qλ+p,q |v2,q|pǫ + qǫ+1 β
+
p,q
λ+p,q
|v1,p|
qǫ
. (4.11)
From the asymptotic property λ+p,q ∼‖(p,q)‖→+∞ µpq, we have (see (4.7))
α+p,q
λ+p,q
∼ β
+
p,q
λ+p,q
∼ π
µpq
as ‖(p, q)‖ → +∞.
Consequently, there exists a positive constant c1 such that for all (p, q) ∈ N∗ × N∗
α+p,q
λ+p,q
≤ c1
µpq
and
β+p,q
λ+p,q
≤ c1
µpq
.
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Using 0 ≤ ǫ ≤ 1 and the definition of µpq (see Notation 4.1), we immediately obtain
pǫ+1
α+p,q
λ+p,q
≤ c1
π2
and qǫ+1
β+p,q
λ+p,q
≤ c1
π2
.
From (4.11) we deduce that ∣∣∣〈θ, e+p,q〉H ∣∣∣ ≤ c1π2
( |v2,q|
pǫ
+
|v1,p|
qǫ
)
.
This gives ∑
p,q≥1
(〈
θ, e+p,q
〉
H
)2
≤ 2
( c1
π2
)2∑
r≥1
1
r2ǫ
(∑
q≥1
(v2,q)
2
+
∑
p≥1
(v1,p)
2
)
= C1(ǫ) ‖v‖2L2(Γ) (4.12)
where C1(ǫ) = 4
c21
π4
∑
r≥1
1
r2ǫ .
Using the definition of λ−p,q and (4.7), we can prove that as ‖(p, q)‖ → +∞∣∣α−p,q∣∣∼ |α| q2p (p2+q2) , ∣∣β−p,q∣∣∼− |α| pp2+q2 .
Since
(
λ−p,q
)
p,q
is bounded away from 0, there exists a constant c2 > 0 such that for every (p, q) ∈
N∗ × N∗: ∣∣α−p,q∣∣
λ−p,q
≤ c2 q
2
p (p2+q2)
,
∣∣β−p,q∣∣
λ−p,q
≤ c2 p
p2+q2
.
Since 0 ≤ ǫ ≤ 1, this implies that
pǫ+1
∣∣α−p,q∣∣
qǫλ−p,q
≤ c2 p
ǫq2−ǫ
p2+q2
≤ c2 and
qǫ+1
∣∣β−p,q∣∣
pǫλ−p,q
≤ c2 p
1−ǫqǫ+1
p2+q2
≤ c2.
Using (4.9), we deduce that∣∣∣〈θ,e−p,q〉H ∣∣∣ ≤ pǫ+1
∣∣α−p,q∣∣
qǫλ−p,q
qǫ |v2,q|
pǫ
+
qǫ+1
∣∣β−p,q∣∣
pǫλ−p,q
pǫ |v1,p|
qǫ
≤ c2
(
qǫ |v2,q|
pǫ
+
pǫ |v1,p|
qǫ
)
.
Since v ∈ Hǫ (Γ), we can write from this inequality
∑
p,q≥1
(〈
θ, e−p,q
〉
H
)2
≤ 2c22
∑
r≥1
1
r2ǫ
(∑
q≥1
(qǫv2,q)
2
+
∑
p≥1
(pǫv1,p)
2
)
≤ C2(ǫ) ‖v‖2Hǫ(Γ) (4.13)
where C2(ǫ) = 4c22
∑
r≥1
1
r2ǫ .
Besides, formula (4.10) clearly gives
(〈θ, eq〉H)q≥1 ∈ ℓ2, with∑
q≥1
(〈θ, eq〉H)2 = α22a2∑
q≥1
(v2,q)
2 ≤ α
2
a2
‖v‖2L2(Γ) . (4.14)
Combining (4.12), (4.13) and (4.14), we obtain θ ∈ H, with ‖θ‖H ≤ C(ǫ) ‖v‖Hǫ(Γ) and C(ǫ) =
max
(
C1(ǫ), C2(ǫ),
|α|
a
)
.
Proposition 4.5 gives that Hǫ (Γ) ⊂ D (D) for every ǫ ∈ (1/2, 1]. This implies that D : D (D) ⊂
L2 (Γ) → H is an unbounded operator with dense domain in L2 (Γ). Consequently, the adjoint
operator D∗ of D is well-defined as an unbounded operator D∗ : D (D∗) ⊂ H → L2 (Γ).
Proposition 4.6. D∗ is given by
D (D∗) =
{
g ∈ H, ∫
Γ
(
∂(A−1g)
1
∂ν + α
(
A−1g
)
2
ν1
)2
dσ < +∞
}
,
D∗g =
(
∂(A−1g)
1
∂ν + α
(
A−1g
)
2
ν1
)
|Γ
, where A−1g =
( (
A−1g
)
1(
A−1g
)
2
)
.
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Proof. Let v ∈ D (D) and g ∈ H. By the definition of the adjoint of an unbounded operator, D (D∗)
is the set of the elements g ∈ H such that v 7→ 〈Dv, g〉H is a continuous linear form on L2 (Γ). By
(4.8), we have
〈Dv,g〉H =
∑
p≥1
v1,p
∑
q≥1
(
q
β+p,q
λ+p,q
〈
g,e+p,q
〉
H
+ q
β−p,q
λ−p,q
〈
g,e−p,q
〉
H
)
+
∑
q≥1
v2,q
(∑
p≥1
(
p
α+p,q
λ+p,q
〈
g,e+p,q
〉
H
+ p
α−p,q
λ−p,q
〈
g,e−p,q
〉
H
)
+
α
a
√
2
〈g, eq〉H
)
. (4.15)
This implies that D (D∗) is the set of the elements g ∈ H such that the two following sequences are
in ℓ2:
(
xp =
∑
q≥1
(
q
β+p,q
λ+p,q
〈
g,e+p,q
〉
H
+ q
β−p,q
λ−p,q
〈
g,e−p,q
〉
H
))
p≥1
,(
yq =
∑
p≥1
(
p
α+p,q
λ+p,q
〈
g,e+p,q
〉
H
+ p
α−p,q
λ−p,q
〈
g,e−p,q
〉
H
)
+ α
a
√
2
〈g, eq〉H
)
q≥1
. It is also easily seen that
∥∥∥∥∂
(
A−1g
)
1
∂ν
+α
(
A−1g
)
2
ν1
∥∥∥∥2
L2(Γ)
=
∥∥∥(xp)p∥∥∥2
ℓ2
+
∥∥∥(yq)q∥∥∥2
ℓ2
.
This allows us to conclude that D (D∗) =
{
g ∈ H,
∥∥∥∂(A−1g)1∂ν +α (A−1g)2 ν1∥∥∥L2(Γ) < ∞}. Now we
suppose that g ∈ D (D∗). Then we can easily check that (4.15) leads to 〈Dv,g〉H =
∫
Γ
v
(
∂(A−1g)
1
∂ν +
α
(
A−1g
)
2
ν1
)
dσ. This gives the formula for D∗g.
Proposition 4.7. D : D (D) ⊂ L2 (Γ)→ H is a closed operator on L2 (Γ).
Proof. Let (vn)n∈N be a sequence in D (D) which converges to a certain v in L2 (Γ) and such that
(Dvn)n∈N converges in H to an element θ. Let vn1,p and vn2,q denote
vn1,p = 2
∫ 1
0
vn(x, 0) sin (pπx) dx, v
n
2,q = 2
∫ 1
0
vn(0, y) sin (qπy) dy.
From the convergence of vn to v in L2 (Γ), we deduce that vn1,p →
n→+∞
v1,p for any p ∈ N∗ and
vn2,q →
n→+∞
v2,q for any q ∈ N∗. Using (4.8) we conclude that
〈Dvn, e±p,q〉H →n→+∞ pα±p,qλ±p,q v2,q + q β±p,qλ±p,q v1,p
and 〈Dvn, eq〉H →n→+∞
α
a
√
2
v2,q for every (p, q) ∈ N∗ × N∗.
Besides, the convergence ofDvn to θ inH implies the convergence of
〈Dvn, e±p,q〉H (resp. 〈Dvn, eq〉H)
to
〈
θ, e±p,q
〉
H
(resp. 〈θ, eq〉H) for every (p, q) ∈ N∗ × N∗. Therefore:
∀(p, q) ∈ N∗ × N∗

〈
θ, e±p,q
〉
H
= p
α±p,q
λ±p,q
v2,q + q
β±p,q
λ±p,q
v1,p
〈θ, eq〉H = αa√2v2,q.
From Proposition 4.5, this implies that θ = Dv. It follows that v ∈ D (D), since θ ∈ H.
4.3.2 Toward an internal control problem
We introduce the following notation:
X = H ×H−1/2, X−1 = H−1/2 ×H−1, X1 = H1/2 ×H,
and
L : D (L) ⊂ X−1 → X−1, L =
(
0 I
−A 0
)
, D (L) = X.
Note that the operator occurring in the definition of L is the extension of A from H to H−1.
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In this part we transform the boundary control problem (4.1) into the familiar form of an internal
control problem: {
U ′ = LU +Bv in QT
U(0) =
(
u0, u1
)T
in Ω,
(4.16)
where B is an unbounded control operator from L2 (Γ) to X−1.
Assume that v is an element of H1 ([0, T ], D (D)). For the moment let Z denote the vector
Z = (u, u′)T − (Dv, 0)T where u is solution of (4.1). Then Z is the solution of
Z ′ =
(
0 I
−Λ 0
)
Z −
(
Dv′
0
)
.
Since v ∈ H1 ([0, T ], D (D)), we have (Dv′, 0)T ∈ L2 ([0, T ], D (L)). Therefore Z is the solution of
Z ′ = LZ − (Dv′, 0)T in X−1 and the semigroup theory gives
Z(t) = S(t)Z(0)−
∫ t
0
S(t− s)
(
Dv′(s)
0
)
ds (4.17)
where (S(t))t≥0 is the C
0-semigroup associated with the maximal and dissipative operator L. Inte-
grating by parts in (4.17) and using (Dv(s), 0)T ∈ D (L), we obtain
Z(t) = S(t)Z(0)−
(
Dv(t)
0
)
+ S(t)
(
Dv(0)
0
)
−
∫ t
0
S(t− s)L
(
Dv(s)
0
)
ds.
Replacing Z(t) with its definition, we obtain the following expression for (u(t), u′(t))T :(
u(t)
u′(t)
)
= S(t)
(
u0
u1
)
+
∫ t
0
S(t− s)Bv(s)ds (4.18)
where
B =
(
0
AD
)
: D(B) ⊂ L2 (Γ)→ X−1 (4.19)
is an unbounded operator with dense domain D(B) = D (D). Formula (4.18) means that (u, u′)T is
the mild solution U of the internal control system (4.16).
Theorem 4.8. For any
(
u0, u1
) ∈ X and any v ∈ H1 ([0, T ], D (D)), system (4.1) has a unique
solution u in H−1/2. Moreover, u ∈ C ([0, T ], H) ∩ C1
(
[0, T ], H−1/2
) ∩ C2 ([0, T ], H−1).
Proof. The proof is a straightforward consequence of the semigroup theory (see for instance [TW09,
Th. 4.1.6 p. 113]). The main argument is that Bv ∈ H1 ([0, T ], X−1) (since v ∈ H1 ([0, T ], D (D))).
4.4 Controllability and observability
4.4.1 Formulation of the observability inequality
We introduce the control operator LT : D (LT ) ⊂ L2 (Γ× (0, T ))→ X defined by
LT v =
∫ T
0
S(T − t)Bv(t)dt, (4.20)
with domain D (LT ) =
{
v ∈ L2 (Γ× (0, T )) , LT v ∈ X
}
. The exact boundary controllability problem
for system (4.1) is the following: given T > 0 large enough, initial data
(
u0, u1
) ∈ X and final data(
u0T , u
1
T
) ∈ X, to find a control function v in D (LT ) such that the solution u of system (4.1) satisfies
(u(., T ), u′(., T )) = (u0T , u
1
T ) in Ω. Therefore, system (4.1) is exactly controllable at time T if and
only if the control operator LT is onto.
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By Theorem 4.8, D(LT ) contains H1([0, T ],D(D)), which is dense in L2(Γ×(0, T )) since D(D) is
dense in L2 (Γ). Hence D(LT ) is dense in L2 (Γ× (0, T )). This allows us to compute the adjoint L∗T of
LT . Using similar arguments as in Proposition 4.7, we can prove that LT : D (LT ) ⊂ L2 (Γ× (0, T ))→
X is a closed operator. Consequently, the surjectivity of LT is equivalent (see for instance [Bre83, Th.
II.19 p. 29]) to the existence of a positive constant c such that∥∥∥∥L∗T ( Ψ0Ψ1 )
∥∥∥∥2
L2(Γ×(0,T ))
≥ c
∥∥∥∥( Ψ0Ψ1 )
∥∥∥∥2
X
, ∀
(
Ψ0
Ψ1
)
∈ D (L∗T ) .
This last inequality is also equivalent to:∥∥∥∥L∗TL( Φ0Φ1 )
∥∥∥∥2
L2(Γ×(0;T ))
≥ c
∥∥∥∥( Φ0Φ1 )
∥∥∥∥2
X1
, ∀
(
Φ0
Φ1
)
∈ D (L∗TL) . (4.21)
Therefore, the exact controllability problem for system (4.1) relies on the “observability inequality”
(4.21).
In what follows, we compute L∗TL to translate (4.21) in terms of the adjoint system (4.3) of system
(4.1). By the definition of LT in (4.20) we have L∗T = B
∗S(T − ·)∗, so that it remains to compute the
adjoint of B.
Lemma 4.9. B∗ : D (B∗) ⊂ X1 → L2 (Γ) is given by:
D (B∗) =
{(
Φ0,Φ1
)T ∈ X1 / Φ1 ∈ D (D∗)} ,
B∗
(
Φ0
Φ1
)
= D∗Φ1.
(4.22)
Moreover for every
(
Φ0,Φ1
)T ∈ D (B∗L) we have
B∗L
(
Φ0
Φ1
)
= −
(
∂Φ01
∂ν
+ αΦ02ν1
)
|Γ
, where Φ0 =
(
Φ01,Φ
0
2
)T
. (4.23)
Proof. Let v ∈ D (B) = D (D) and (Φ0,Φ1)T ∈ X1. We recall that since A is self-adjoint in H, L is
skew-adjoint in X−1 (i.e. L∗ = −L). This allows us to write〈(
Φ0
Φ1
)
, Bv
〉
X1,X−1
=
〈
−L
(
Φ0
Φ1
)
, L−1Bv
〉
X
=
〈(
−Φ1
AΦ0
)
, L−1Bv
〉
X
.
It is easily seen that L−1 =
(
0 −A−1
I 0
)
so that L−1Bv =
(
−Dv
0
)
. This gives〈(
Φ0
Φ1
)
, Bv
〉
X1,X−1
=
〈
Φ1,Dv〉
H
,
which leads to (4.22).
Now, if
(
Φ0,Φ1
)T ∈ D (B∗L), then B∗L( Φ0Φ1 ) = B∗( Φ1−AΦ0) = −D∗ (AΦ0) and Proposition
4.6 gives (4.23).
A direct consequence of Lemma 4.9 is:
Proposition 4.10. L∗TL : D (L
∗
TL) ⊂ X1 → L2 (Γ× (0, T )) is given by:
D (L∗TL) =
{(
Φ0,Φ1
)T ∈ X1 / ∂ϕ
∂ν
+ αψν1 ∈ L2 (Γ× (0, T ))
}
,
L∗TL
(
Φ0
Φ1
)
= −
(
∂ϕ
∂ν
+ αψν1
)
|Γ
,
where Φ = (ϕ, ψ)T is the solution of the backward adjoint system of (4.1):{
Φ′′ +AΦ = 0 in QT
Φ(., T ) = Φ0,Φ′(., T ) = Φ1 in Ω.
(4.24)
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Thanks to Proposition 4.10, the observability inequality (4.21) consists in the following inequality:
∀
(
Φ0
Φ1
)
∈ D (L∗TL)
∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt ≥ c
∥∥∥∥( Φ0Φ1 )
∥∥∥∥2
X1
where Φ = (ϕ, ψ)T is the solution of the backward adjoint system (4.24). Consequently, we have the
following characterization of the controllability:
Corollary 4.11. System (4.1) is exactly controllable at time T if and only if there exists a constant
C(T ) > 0 such that for all initial data
(
Φ0,Φ1
)T ∈ D (L∗TL), the solution Φ = (ϕ, ψ)T of the adjoint
system (4.3) with initial data
(
Φ0,Φ1
)
satisfies the following observability inequality
∥∥(Φ0,Φ1)∥∥2
X1
≤ C(T )
∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt. (4.25)
4.4.2 Observability inequality in H+1/2 ×H+: proof of Theorem 4.3
In view of Corollary 4.11 and since duality does not affect diagonalization, the proof of Theorem
4.3 is done if we prove the following result:
Theorem 4.12. Let γ = π
√
π
4
√
2π+|α| and T0 =
2π
γ
√
1 + 2
(λ+1,1−a+α2)
2
(λ+1,1−a)
2 . If a ≤ 2π2, then for any
T > T0 there exists a positive constant C+(T ) such that for all initial data
(
Φ0,Φ1
)T
in D (L∗TL) ∩(
H+1/2 ×H+
)
the solution of (4.3) satisfies the following observability inequality:
∥∥(Φ0,Φ1)∥∥2
X1
≤ C+(T )
∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt. (4.26)
We detail the proof of Theorem 4.12 in three steps.
4.4.2.1 First step: the observability inequality in terms of Fourier series
From now on, we assume that a ≤ 2π2 and T > T0. Fix
(
Φ0,Φ1
)T ∈ D (L∗TL) ∩ (H+1/2 ×H+).
By the definition of H+1/2 and H
+, Φ0 and Φ1 may be written as
Φ0 =
∑
p,q≥1
Φ0p,qe
+
p,q, Φ
1 =
∑
p,q≥1
Φ1p,qe
+
p,q
with
∑
p,q≥1
λ+p,q
(
Φ0p,q
)2
< +∞ and ∑
p,q≥1
(
Φ1p,q
)2
< +∞. The solution Φ = (ϕ, ψ)T of system (4.3) with
initial data
(
Φ0,Φ1
)
is given by
Φ(t) =
1
2
∑
p,q≥1
[
ap,qe
i
√
λ+p,qt + ap,qe
−i
√
λ+p,qt
]
e+p,q
with the notation
∀(p, q) ∈ N∗ × N∗ ap,q = Φ0p,q − i
Φ1p,q√
λ+p,q
. (4.27)
Using the definition of e+p,q, the definition of α
+
p,q and β
+
p,q in (4.7) and the Parseval equality, we can
easily prove that∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt =
1
2
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p≥1
pα+p,q
(
ap,qe
i
√
λ+p,qt+ap,qe
−i
√
λ+p,qt
)∣∣∣∣∣
2
dt
+
1
2
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q≥1
qβ+p,q
(
ap,qe
i
√
λ+p,qt+ap,qe
−i
√
λ+p,qt
)∣∣∣∣∣
2
dt. (4.28)
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The left-hand side of (4.26) is given by∥∥(Φ0,Φ1)∥∥2
X1
=
∑
p,q≥1
(
λ+p,q
(
Φ0p,q
)2
+
(
Φ1p,q
)2)
=
∑
p,q≥1
λ+p,q |ap,q|2 .
Consequently, the observability inequality (4.26) is equivalent to the following inequality
C(T )
∑
p,q≥1
λ+p,q |ap,q|2 ≤
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p≥1
pα+p,q
(
ap,qe
i
√
λ+p,qt+ap,qe
−i
√
λ+p,qt
)∣∣∣∣∣
2
dt
+
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q≥1
qβ+p,q
(
ap,qe
i
√
λ+p,qt+ap,qe
−i
√
λ+p,qt
)∣∣∣∣∣
2
dt (4.29)
where C(T ) is a positive constant which does not depend on (ap,q)p,q. We recall below the main
theorem of [Meh09] for the observability of the wave equation in two spatial dimensions:
Theorem 4.13 (Mehrenberger [Meh09]). Let (λpq)p,q be a sequence of real numbers. If there exist
γ1 > 0 and γ2 > 0 such that for every p, p′, q and q′ in N∗
p ≤ max (q, q′)⇒ |λpq ± λpq′ | ≥ γ1 |q ± q′|
q ≤ max (p, p′)⇒ |λpq ± λp′q| ≥ γ2 |p± p′| , (4.30)
then for any T > 2π
√
1
γ21
+ 1
γ22
, there exists a positive constant C(T ) such that
C(T )
∑
p,q≥1
(
p2+q2
) |zp,q|2 ≤ ∑
q≥1
∫ T
0
∣∣∣∣∣∑
p≥1
p
(
zp,qe
iλpqt+zp,qe
−iλpqt)∣∣∣∣∣
2
dt
+
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q≥1
q
(
zp,qe
iλpqt+zp,qe
−iλpqt)∣∣∣∣∣
2
dt (4.31)
for every complex sequence (zp,q)p,q such that the sums involved are finite.
The use of Ingham type methods (see [Ing36, KL05]) is based on some gap properties (here given
by (4.30)). In [Meh09], to obtain the observability inequality for the wave equation, the author applies
this theorem to the sequence λpq =
√
µpq. In this case, our observability inequality (4.29) is similar to
(4.31) since λ+p,q ∼ µpq as ‖(p, q)‖ tends to +∞. The only dissimilarity is that we have two different
sequences xp,q = α+p,qap,q and yp,q = β
+
p,qap,q instead of one sequence zp,q. Consequently, we cannot
apply directly Theorem 4.13 with λpq =
√
λ+p,q to obtain the observability inequality (4.29). However,
from the asymptotic property λ+p,q ∼ µpq and the definition of α+p,q and β+p,q (see (4.7)) we can prove
that both xp,q and yp,q are equivalent to the same term πap,q. This allows us to adapt the proof of
Theorem 4.13. The key point is to prove that we have some good gap properties. To this end, we
introduce the following notation.
Notation 4.14. 1. We denote by (Λp,q)(p,q)∈Z∗×Z∗ a sequence defined by
Λp,q =

√
λ+p,q if p ≥ 1 and q ≥ 1
−
√
λ+p,−q if p ≥ 1 and q ≤ −1
−
√
λ+−p,q if p ≤ −1 and q ≥ 1.
2. For p ∈ Z∗ and q ∈ N∗ we write
xp,q =
{
α+p,qap,q if p ≥ 1
−x−p,q if p ≤ −1.
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3. For p ∈ N∗ and q ∈ Z∗ we define
yp,q =
{
β+p,qap,q if q ≥ 1
−yp,−q if q ≤ −1.
With Notation 4.14 we deduce from (4.28) that
2
∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt =
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z∗
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt+
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z∗
qyp,qe
iΛp,qt
∣∣∣∣∣
2
dt.
Thus the observability inequality (4.26) that we have to prove is the following inequality
C(T )
∑
p,q≥1
λ+p,q|ap,q|2 ≤
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z∗
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt+
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z∗
qyp,qe
iΛp,qt
∣∣∣∣∣
2
dt (4.32)
where C(T ) is a positive constant which does not depend on the sequence (ap,q)p,q.
4.4.2.2 Second step: some gap properties
We prove the following gap properties for the sequence (Λp,q)(p,q)∈Z∗×Z∗ .
Proposition 4.15. Let γ be as in Theorem 4.12.
1. For all p ∈ N∗ and all (q, q′) ∈ Z∗ × Z∗ such that p ≤ max (q, q′),
|Λp,q − Λp,q′ | ≥ γ |q − q′| .
2. For all q ∈ N∗ and all (p, p′) ∈ Z∗ × Z∗ such that q ≤ max (p, p′),
|Λp,q − Λp′,q| ≥ γ |p− p′| .
Proof. We only give the proof of the first assertion. The second one can be proved in the same way
by interchanging (p, p′) and (q, q′). According to the definition of Λp,q, it is sufficient to show that
– for all p ∈ N∗ and all (q, q′) ∈ N∗ × N∗ such that p ≤ max (q, q′), we have
∣∣∣∣√λ+p,q −√λ+p,q′ ∣∣∣∣ ≥
γ |q − q′|,
– for all p, q and q′ in N∗, we have
√
λ+p,q +
√
λ+p,q′ ≥ γ (q + q′).
Let us first consider p ∈ N∗ and (q, q′) ∈ N∗ × N∗ such that p ≤ max (q, q′). Using the definition
of λ+p,q (see Notation 4.1 page 77), we can easily check that∣∣∣λ+p,q − λ+p,q′ ∣∣∣ = 12 ∣∣q2 − q′2∣∣π2
(
1 +
(
p2 + q2
)
π2 − a+ (p2 + q′2)π2 − a√
δp,q +
√
δp,q′
)
with δp,q =
((
p2 + q2
)
π2 − a)2+4α2p2π2. From the assumption a ≤ 2π2, we have (p2 + q2)π2− a ≥
2π2 − a ≥ 0. Therefore
∣∣∣λ+p,q − λ+p,q′ ∣∣∣ ≥ π22 ∣∣q2 − q′2∣∣ and
∣∣∣∣√λ+p,q −√λ+p,q′ ∣∣∣∣ =
∣∣∣λ+p,q − λ+p,q′ ∣∣∣√
λ+p,q +
√
λ+p,q′
≥ π
2
2
q + q′√
λ+p,q +
√
λ+p,q′
|q − q′| . (4.33)
Consequently, we are reduced to bounding from below the quantity q+q
′√
λ+p,q+
√
λ+
p,q′
. The inequality
√
x1 + x2 ≤ √x1 +√x2 easily gives λ+p,q ≤
(
p2 + q2
)
π2 + |α| pπ, so that
q + q′√
λ+p,q +
√
λ+p,q′
≥ 1√
π
q + q′√
(p2 + q2)π + |α| p+√(p2 + q′2)π + |α| p . (4.34)
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By assumption, p ≤ max(q, q′). Without loss of generality we can assume that q ≤ q′. From (4.34) it
follows that
q + q′√
λ+p,q+
√
λ+p,q′
≥ 1√
π
1 + qq′√(
p2
q′2 +
q2
q′2
)
π+|α| pq′2 +
√(
p2
q′2 +1
)
π+|α| pq′2
≥ 1√
π
1
2
√
2π+|α| .
Combining this inequality with (4.33) we conclude that∣∣∣∣√λ+p,q −√λ+p,q′ ∣∣∣∣ ≥ π√π4√2π + |α| |q − q′| = γ |q − q′| .
Now, consider any p, q and q′ in N∗. By the definition of λ+p,q (see Notation 4.1), it is clear that
λ+p,q ≥ 12µpq ≥ π
2
2 q
2, so that √
λ+p,q +
√
λ+p,q′ ≥
π√
2
(q + q′) ≥ γ (q + q′) .
This ends the proof of item 1.
4.4.2.3 Third step: proof of the observability inequality
Notation 4.16. Given T > T0, we denote by k the function
k(t) :=
{
sin
(
πt
T
)
if 0 ≤ t ≤ T
0 else
and we define the following quantities:
I1 :=
∑
p≥1
∫ T
0
k(t)
∣∣∣∣∣∑
q≥p
qyp,qe
iΛp,qt
∣∣∣∣∣
2
dt, I2 :=
∑
q≥1
∫ T
0
k(t)
∣∣∣∣∣∑
p≥q
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt,
I3 :=
∣∣∣∣∣∣∣
∑
p≥1
∫ T
0
k(t)
∑
q∈Z⋆
q<p
qyp,qe
iΛp,qt

∑
q∈Z⋆
q≥p
qyp,qe
−iΛp,qt
 dt
∣∣∣∣∣∣∣ ,
I4 :=
∣∣∣∣∣∣∣
∑
q≥1
∫ T
0
k(t)
∑
p∈Z⋆
p<q
pxp,qe
iΛp,qt

∑
p∈Z⋆
p≥q
pxp,qe
−iΛp,qt
 dt
∣∣∣∣∣∣∣ .
It is easily seen that the Fourier transform of k is given by
k̂(ξ) = e−i
ξT
2 T
√
2π
cos
(
ξT
2
)
π2 − T 2ξ2 , ∀ξ ∈ R. (4.35)
In particular,
∣∣k̂∣∣ is an even function and k̂(0) = Tπ√ 2π is real. In the following lemma we bound from
below the right-hand side of the observability inequality (4.32), using the quantities Ij for j = 1, . . . , 4.
Lemma 4.17.
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z∗
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt+
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z∗
qyp,qe
iΛp,qt
∣∣∣∣∣
2
dt ≥ I1 + I2 − 2 (I3 + I4) .
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Proof. If we prove that
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z⋆
qyp,qe
iΛp,qt
∣∣∣∣∣
2
dt ≥ I1− 2I3, then, replacing p with q and yp,q with
xp,q, we deduce that
∑
q≥1
∫ T
0
∣∣∣∣∣∑
p∈Z⋆
pxp,qe
iΛp,qt
∣∣∣∣∣
2
dt ≥ I2 − 2I4.
Since 0 ≤ k(t) ≤ 1 for all t ∈ [0, T ], it follows that
∑
p≥1
∫ T
0
∣∣∣∣∣∑
q∈Z⋆
qyp,qe
iΛp,qt
∣∣∣∣∣
2
dt ≥
∑
p≥1
∫ T
0
k(t)
∣∣∣∣∣∑
q∈Z⋆
qyp,qe
iΛp,qt
∣∣∣∣∣
2
dt
=
∑
p≥1
∫ T
0
k(t)
∣∣∣∣∣∣∣
∑
q∈Z⋆
q≥p
qyp,qe
iΛp,qt +
∑
q∈Z⋆
q<p
qyp,qe
iΛp,qt
∣∣∣∣∣∣∣
2
dt
≥ I1 +
∑
p≥1
∫ T
0
k(t)
∣∣∣∣∣∣∣
∑
q∈Z⋆
q<p
qyp,qe
iΛp,qt
∣∣∣∣∣∣∣
2
dt− 2I3
≥ I1 − 2I3.
As a consequence of Lemma 4.17, the observability inequality (4.32) will be established if we bound
from below I1 and I2 and bound from above I3 and I4.
Lemma 4.18.
I1 ≥ 2T
π
(
1−
(
2π
γT
)2)∑
p≥1
∑
q≥p
q2 |yp,q|2 .
Proof. By the definition of I1 and simple computations, we have
I1 =
√
2π
∑
p≥1
∑
q≥p
∑
q′≥p
qyp,qq
′yp,q′ k̂ (Λp,q′ − Λp,q) .
Then, using the inequality |z1z2| ≤ |z1|
2+|z2|2
2 , we deduce that
I1 ≥
√
2π
∑
p≥1
(̂
k(0)
∑
q≥p
q2|yp,q|2−
∑
q≥p
∑
q′≥p
q′ 6=q
q2|yp,q|2+q′2|yp,q′ |2
2
∣∣∣k̂ (Λp,q′−Λp,q)∣∣∣). (4.36)
Fix p ∈ N∗. From parity of ∣∣k̂∣∣ it follows that
∑
q≥p
∑
q′≥p
q′ 6=q
q2|yp,q|2+q′2|yp,q′ |2
2
∣∣∣k̂ (Λp,q′−Λp,q)∣∣∣=∑
q≥p
q2|yp,q|2
(∑
q′≥p
q′ 6=q
∣∣∣k̂ (Λp,q′−Λp,q)∣∣∣). (4.37)
Now, consider q ∈ Z∗ and q′ ∈ Z∗ such that q ≥ p, q′ ≥ p and q′ 6= q. Proposition 4.15 yields
|Λp,q′ − Λp,q| ≥ γ |q − q′| > γ. (4.38)
Since T > T0 = 2πγ
√
1 + 2
(λ+1,1−a+α2)
2
(λ+1,1−a)
2 >
π
γ , we obtain |Λp,q′ − Λp,q| > γ > πT . Using (4.35) and then
(4.38), we deduce from this inequality that∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ ≤ T√2π
T 2 (Λp,q′ − Λp,q)2 − π2
= k̂(0)
(
2π
γT
)2
1
4
(
Λp,q′−Λp,q
γ
)2
−
(
2π
γT
)2
≤ k̂(0)
(
2π
γT
)2
1
4 (q − q′)2 − 1 .
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Summing over q′, we obtain
∑
q′≥p
q′ 6=q
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ ≤ k̂(0)( 2π
γT
)2∑
r∈Z∗
1
4r2 − 1 = k̂(0)
(
2π
γT
)2
.
Combining this inequality with (4.37) and (4.36), we conclude that
I1 ≥
√
2πk̂(0)
(
1−
(
2π
γT
)2)∑
q≥p
p≥1
q2 |yp,q|2 = 2T
π
(
1−
(
2π
γT
)2)∑
q≥p
p≥1
q2 |yp,q|2 ,
which proves the lemma.
Interchanging p and q and replacing yp,q with xp,q, we also get
I2 ≥ 2T
π
(
1−
(
2π
γT
)2)∑
q≥1
∑
p≥q
p2 |xp,q|2 .
Since λ+p,q > a, it is easily seen that |xp,q| ≥ |yp,q| (see Notation 4.14). It follows that
I2 ≥ 2T
π
(
1−
(
2π
γT
)2)∑
q≥1
∑
p≥q
p2 |yp,q|2 .
Adding this inequality to that of Lemma 4.18, we obtain
I1 + I2 ≥ 2T
π
(
1−
(
2π
γT
)2)(∑
p≥1
∑
q≥p
q2 |yp,q|2 +
∑
q≥1
∑
p≥q
p2 |yp,q|2
)
≥ T
π
(
1−
(
2π
γT
)2) ∑
p,q≥1
(
p2 + q2
)|yp,q|2 .
Replacing yp,q with its definition gives
I1 + I2 ≥ T
π
(
1−
(
2π
γT
)2) ∑
p,q≥1
(
p2 + q2
) |ap,q|2 (β+p,q)2 . (4.39)
Now, let us bound from above I3.
Lemma 4.19.
I3 ≤ T
π
(
2π
γT
)2∑
p≥1
∑
q≥1
q2 |ap,q|2
(
β+p,q
)2
. (4.40)
Proof. By the definition of I3 (see Notation 4.16), we have
I3 =
√
2π
∣∣∣∣∣∣∣
∑
p≥1
∑
q∈Z⋆
q<p
∑
q′≥p
qyp,qq
′yp,q′ k̂ (Λp,q′ − Λp,q)
∣∣∣∣∣∣∣
≤
√
2π
2
∑
p≥1
∑
q∈Z⋆
q<p
∑
q′≥p
(
q2 |yp,q|2 + q′2 |yp,q′ |2
) ∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ .
Analysis similar to that in the proof of Lemma 4.18 shows that for all p ∈ N∗ and all q ∈ Z∗ such that
q < p we have
∑
q′≥p
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ ≤ k̂(0)( 2π
γT
)2∑
q′≥p
1
4 (q − q′)2 − 1 ≤
k̂(0)
2
(
2π
γT
)2
.
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Therefore ∑
q∈Z⋆
q<p
∑
q′≥p
q2 |yp,q|2
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ ≤ k̂(0)
2
(
2π
γT
)2∑
q∈Z⋆
q<p
q2 |yp,q|2 .
Similarly we can prove that
∑
q′≥p
∑
q∈Z⋆
q<p
q′2 |yp,q′ |2
∣∣∣k̂ (Λp,q′ − Λp,q)∣∣∣ ≤ k̂(0)
2
(
2π
γT
)2∑
q′≥p
q′2 |yp,q′ |2 .
Adding these last two inequalities, we obtain:
I3 ≤
√
2π
4
k̂(0)
(
2π
γT
)2∑
p≥1
∑
q∈Z⋆
q2 |yp,q|2 ,
which gives the desired inequality after replacing yp,q with its definition.
Similarly,
I4 ≤ T
π
(
2π
γT
)2 ∑
p,q≥1
p2 |ap,q|2
(
α+p,q
)2
. (4.41)
Adding (4.40) and (4.41) leads to the following inequality (since 0 ≤ β+p,q ≤ α+p,q):
I3 + I4 ≤ T
π
(
2π
γT
)2 ∑
p,q≥1
(
p2 + q2
) |ap,q|2 (α+p,q)2 . (4.42)
From (4.39) and (4.42) it follows that
I1 + I2 − 2 (I3 + I4) ≥ T
π
∑
p,q≥1
(
p2 + q2
) |ap,q|2 bp,q, (4.43)
where (bp,q)p,q is defined by bp,q =
(
1 − ( 2πγT )2)(β+p,q)2 − 2( 2πγT )2 (α+p,q)2. To bound from below
I1+I2−2 (I3 + I4) by
∑
p,q≥1
λ+p,q |ap,q|2, it suffices to prove that the sequence
(
(p2+q2)bp,q
λ+p,q
)
p,q
is bounded
from below. Actually
bp,q =
1
T 2
β+p,q
(
T 2 −
(
2π
γ
)2(
1 + 2
(
λ+p,q − a+ α2
)2(
λ+p,q − a
)2
))
and it is easy to check that
sup
(p,q)∈N∗×N∗
(
λ+p,q − a+ α2
)2(
λ+p,q − a
)2 =
(
λ+1,1 − a+ α2
)2(
λ+1,1 − a
)2 .
Since T > T0 = 2πγ
√
1 + 2
(λ+1,1−a+α2)
2
(λ+1,1−a)
2 , this implies that bp,q > 0 for any (p, q) in N∗ × N∗. Besides,
from the asymptotic property λ+p,q ∼‖(p,q)‖→+∞ µpq =
(
p2 + q2
)
π2 we deduce that
(
p2 + q2
)
bp,q
λ+p,q
∼
‖(p,q)‖→+∞
1
π2
bp,q.
It is easily seen that lim
‖(p,q)‖→+∞
bp,q = π
(
1− 3
(
2π
γT
)2)
. Since T > T0 >
√
3 2πγ , it follows that
lim
‖(p,q)‖→+∞
bp,q > 0. Consequently, the sequence
(
(p2+q2)bp,q
λ+p,q
)
p,q
which is positive with a positive
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limit is uniformly bounded from below by a positive constant, denoted by c. It follows from (4.43)
that
I1 + I2 − 2 (I3 + I4) ≥ πcT
∑
p,q≥1
λ+p,q |ap,q|2 ,
which gives inequality (4.32) (according to Lemma 4.17) and then the observability inequality (4.26).
This ends the proof of Theorem 4.12.
4.4.3 Lack of controllability in H− ×H−−1/2
4.4.3.1 Proof of Proposition 4.4
We consider the two sequences (pn)n∈N∗ and (qn)n∈N∗ of positive integers given by pn = n(n+1)/2
and qn = n. We denote by Φn = (ϕn, ψn)
T the solution of the adjoint system (4.3) with ini-
tial data
(
Φ0n,Φ
1
n
)
=
(
e−pn,qn , 0
) ∈ H−1/2 × H−. The idea is to write (pn, qn) in the polar coor-
dinates (pn, qn) = rn(cos(θn), sin(θn)). It is easily seen that lim
n→+∞
rn = +∞ and lim
n→+∞
θn = 0.
This leads to lim
n→+∞
λ−pn,qn = a − α2. Since
∥∥(Φ0n,Φ1n)∥∥2X1 = ∥∥e−pn,qn∥∥2H1/2 = λ−pn,qn and a >
α2, it follows that lim
n→+∞
∥∥(Φ0n,Φ1n)∥∥2X1 = a − α2 > 0. Besides, by simple computations we can
prove that the solution Φn(t) = cos
(√
λ−pn,qnt
)
e−pn,qn of (4.3) associated with
(
Φ0n,Φ
1
n
)
satisfies
lim
n→+∞
∫ T
0
∫
Γ
(
∂ϕn
∂ν + αψnν1
)2
dσdt = 0. This contradicts the uniform observability and proves Proposi-
tion 4.4.
4.4.3.2 Numerical experiments
Remark that the counterexample is obtained for (Φ0,Φ1) composed of only one eigenfunction for
which the limit of the associated eigenvalue is λ = a − α2. This value is very particular because
any other datum (Φ0,Φ1) composed of one eigenfunction associated with λ ∈ (a − α2, a] does not
contradict the observability. The loss of observability may be exhibited by considering a (non trivial)
combination of such modes (as done in [GV00] using Weil sequences), in order to enhance the lack of
spectral gap. Simpler, this phenomenon may be observed numerically as follows. Let H±N be the space
of the initial data
(
Φ0,Φ1
)
in H±1/2 ×H± spanned by {e±p,q}1≤p,q≤N . If we denote by Φ± ∈ R2N
2
the
components of
(
Φ0,Φ1
)T
in the basis {e±p,q}1≤p,q≤N , then we can write for every
(
Φ0,Φ1
)
in H±N
∥∥(Φ0,Φ1)∥∥2
X1
= (A±Φ±,Φ±)
R2N
2 ,
∫ T
0
∫
Γ
(
∂ϕ
∂ν
+ αψν1
)2
dσdt = (B±Φ±,Φ±)
R2N
2 ,
where A±,B± ∈ R2N2×2N2 denote real symmetric matrices (A± is diagonal) and (·, ·)
R2N
2 denotes
the scalar product in R2N
2
. On H±N , the observability inequality formally writes
(A±Φ±,Φ±)
R2N
2 ≤ C±N (T )(B±Φ±,Φ±)R2N2 .
The observability constant C±N (T ) whose behavior allows us to detect the lack of observability, is then
solution of the generalized eigenvalue problem
C±N (T ) = max{λ > 0, A±Φ = λB±Φ, Φ ∈ R2N
2 \ {0}}. (4.44)
In practice, since A± is diagonal, it is easier to evaluate (C±N )
−1 equal to the lowest eigenvalue of
B
±(A±)−1. Table 4.1 gives the value of C−N (T ) for various values of N and clearly exhibits the non-
uniform boundedness with respect to N , in contrast to C+N (T ). This is in agreement with Theorem
4.3 and Proposition 4.4.
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N = 5 N = 10 N = 20 N = 40 N = 80
C+N (T ) 5.01× 10−1 5.43× 10−1 5.71× 10−1 5.95× 10−1 6.02× 10−1
C−N (T ) 2.42× 101 4.41× 102 3.24× 103 8.6× 104 1.01× 106
Table 4.1: Evolution of the observability constant C±N (T ) vs. N for (a, α, T ) = (4, 1, 3).
4.5 Concluding remarks and comments
4.5.1 A refined controllability result
We can prove that the observability inequality (4.25) remains true if we consider initial data(
Φ0,Φ1
)
which are spanned by all the e+p,q, all the eq and a finite number of e
−
p,q. More precisely, for
every N ∈ N∗ let us denote by HN− (resp. HN−−1/2, HN
−
1/2 ) the Hilbert subspace of H (resp. H−1/2,
H1/2) spanned by {e−p,q}1≤p,q≤N . By using Lemma 4.15, we can prove that if a ≤ 2π2 then the new
sequences (Λp,q)(p,q)∈Z∗×N∗ and
(
Λ˜p,q
)
(p,q)∈N∗×Z∗
defined by
Λp,q =

√
a if p = 1√
λ+p−1,q if 2 ≤ p ≤ N + 1 and 1 ≤ q ≤ N√
λ−p−N−1,q if N + 2 ≤ p ≤ 2N + 1 and 1 ≤ q ≤ N√
λ+p−N−1,q if p ≥ 2N + 2 and 1 ≤ q ≤ N√
λ+p−1,q if p ≥ 2 and q ≥ N + 1
−Λ−p,q if p ≤ −1 and q ≥ 1,
Λ˜p,q =

√
a if q = 1√
λ+p,q−1 if 1 ≤ p ≤ N and 2 ≤ q ≤ N + 1√
λ−p,q−N−1 if 1 ≤ p ≤ N and N + 2 ≤ q ≤ 2N + 1√
λ+p,q−N−1 if 1 ≤ p ≤ N and q ≥ 2N + 2√
λ+p−1,q if p ≥ N + 1 and q ≥ 2
−Λ˜p,−q if p ≥ 1 and q ≤ −1
satisfy the following gap property:
– for all p ∈ N∗ and all (q, q′) ∈ Z∗ × Z∗ such that p ≤ max (q, q′),∣∣∣Λ˜p,q − Λ˜p,q′ ∣∣∣ ≥ γN |q − q′| ,
– for all q ∈ N∗ and all (p, p′) ∈ Z∗ × Z∗ such that q ≤ max (p, p′),
|Λp,q − Λp′,q| ≥ γN |p− p′| ,
with a gap γN which tends to 0 as N tends to +∞. Using the same methods as in Section 4.4.2.3, we
can prove that there exists a time TN > 0 (which tends to +∞ with N) such that for every T > TN
and every initial data
(
Φ0,Φ1
)
in D (L∗TL) ∩
((
Ha1/2 ⊕H+1/2 ⊕HN
−
1/2
)
×
(
Ha ⊕H+ ⊕HN−
))
the
observability inequality (4.25) is satisfied. This leads to the following controllability result:
Theorem 4.20. If a ≤ 2π2, then there exists TN > 0 such that for any T > TN , any initial data(
u0, u1
)
and final data
(
u0T , u
1
T
)
belonging to
(
Ha ⊕H+ ⊕HN−
)
×
(
Ha−1/2 ⊕H+−1/2 ⊕HN
−
−1/2
)
there
exists a control function v in D (LT ) such that the solution u of (4.1) satisfies (u(·, T ), u′(·, T )) =
(u0T , u
1
T ) in Ω.
Remark 4.21. As a consequence of Theorem 4.20, ∪
T>0
R(LT ) = X (where R(LT ) denotes the range
of LT ). However, the problem of approximate controllability at a fixed time T (which consists in
R(LT ) = X) is still open.
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4.5.2 Controllability with respect to T
The eigenvalue problem (4.44) allows us to estimate numerically the minimal controllability time for
any a, α,N fixed. Figure 4.3 depicts the evolution of C+N (T ) with respect to T for (a, α,N) = (4, 1, 50)
and suggests that the minimal controllability time is about 2.5. The lower bound time T0 in Theorem
4.3 leading for (a, α,N) = (4, 1, 50) to T0 ≈ 21.96 is thus not sharp.
2.5 3 3.5 4
0
1
2
3
4
5
6
7
8
9
10
T
Figure 4.3: Evolution of C+N (T ) with respect to T for (a, α,N) = (4, 1, 50).
4.5.3 Partial controllability
Following [LV97], one may analyze the uniform partial controllability which consists in controlling
to rest only the first component u1 of system (4.1). This weaker controllability problem is equivalent
to proving observability inequality (4.25) for initial data
(
Φ0,Φ1
)
of the adjoint system (4.3) such
that Φ02 = Φ
1
2 = 0. From the second equation of (4.3) with Φ
0
2 = Φ
1
2 = 0, we express ψ in terms of ϕ
as follows: ψ(·, t) = −α ∫ t
0
∂xϕ(·, s) sin(
√
a(t− s))ds in QT . The variable ϕ is then solution of
ϕ′′ = ∆ϕ− α2 ∫ t
0
∂xxϕ(·, s) sin(
√
a(t− s))ds in QT ,
ϕ = 0 on ΣT ,
(ϕ(·, 0), ϕ′(·, 0)) = (Φ01,Φ11) in Ω.
The difference with respect to the full controllability problem, is that the Fourier coefficients in ϕ are
all connected to each other. This should allow a compensation of the modes {e−p,q}p,q by the modes
{e+p,q}p,q (we refer to [LV97] for the analysis on a similar system). Thus the partial controllability
should be uniform with respect to the data
(
u0, u1
)
. The analysis remains to be fully written.
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Chapitre 5
Contrôlabilité aux trajectoires d’un
système parabolique de trois équations
avec une ou deux forces de contrôle
Ce chapitre concerne la contrôlabilité à zéro, par un ou deux contrôles localisé(s) en espace, d’une
classe de systèmes paraboliques linéaires de trois équations à coefficients non constants. On étend
à cette classe de systèmes la condition de Kalman qui existe déjà pour les systèmes à coefficients
constants (Théorème 3.24) et les systèmes à coefficients ne dépendant que du temps (Théorème 3.25).
Pour démontrer ce résultat, on utilise une décomposition adaptée des solutions à contrôler. Cette
décomposition permet de transformer le problème de contrôlabilité par un seul contrôle (localisé en
espace) en l’étude de la contrôlabilité à zéro d’un système parabolique non homogène de deux équa-
tions par l’intermédiaire d’un seul contrôle agissant sur tout le domaine. De même, le problème de
contrôlabilité par deux contrôles localisés en espace se ramène à l’étude de la contrôlabilité à zéro
d’une équation parabolique non homogène par l’intermédiaire de deux contrôles agissant sur tout le
domaine.
Les sections 5.1 à 5.6 qui suivent ont fait l’objet d’une publication, [Mau12], à paraître dans Journal
de Mathématiques Pures et Appliquées. C’est une des versions de cette publication qui est rapportée
ici, en anglais, dans les six premières sections de ce chapitre.
La section 5.7 illustre par des applications numériques, dans le cas d’un exemple simple de système
à coefficients constants en dimension deux d’espace, la méthode constructive présentée d’un point de
vue théorique dans les sections 5.1, 5.2, 5.3 et 5.5. En particulier, on construit les approximations
numériques de solutions contrôlées par un ou trois contrôles.
5.1 Statement of the main results and presentation of the
method
The starting point of this work is the study of the controllability to trajectories of drug delivery to
brain tumors for a distributed parameters model (see (5.73) and the comments in Subsection 5.6.3).
As we would like to apply the fixed point method described and used in the scalar case by [FCZ00b] in
particular, we are naturally led to investigate the null controllability of a linear 3×3 parabolic system
by a single control force localized in space. In the literature devoted to this kind of systems, most of
the results on null controllability by one force are proved for systems of two equations (see for instance
[AKBD06], [GBPG06] ,[Gue07] or, more recently [ABL11]). There are very few results concerning the
case of systems of n equations, with n ≥ 3. To the author knowledge, the first characterizations of
the null controllability for a linear parabolic system of n equations are proved by Ammar Khodja et
al. in [AKBDGB09b] for the case of constant coefficients and in [AKBDGB09a] for the case of time-
dependent coefficients. For coefficients depending on both variables x and t, we mention the paper
of González-Burgos and de Teresa [GBdT10] which deals with the case of cascade systems. Recent
results obtained by Benabdallah et al. in [BCGdT10] and [BCGdT11] for 3 × 3 systems get round
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the restrictive hypothesis of cascade systems but assume a geometrical constraint on the boundary of
the control domain. For a recent survey on controllability results for parabolic systems, we refer the
reader to the paper by Ammar Khodja et al. [AKBGBdT11b].
The main goal of the present paper is to provide sufficient conditions to control a parabolic system
of three equations by one or two forces supported in space (for the boundary controllability of parabolic
systems, we refer to [AKBGBdT11a]). More precisely, we analyze the null controllability of the 3× 3
system  ∂ty = ∆y +Ay +B v1ω in QT = Ω× (0, T ),y = 0 on ΣT = ∂Ω× (0, T ),
y(·, 0) = y0 in Ω,
(5.1)
where Ω is a bounded domain in RN (N ≥ 1) with boundary ∂Ω of class C2, ω is an arbitrary
nonempty open subset of Ω and T is a positive real number. In (5.1), y denotes a three components
vector y = (y1, y2, y3)T , A = (aij)1≤i,j≤3 is a matrix with coefficients aij ∈ L∞(QT ) for all 1 ≤ i, j ≤ 3,
B = (bij)1≤i≤3,1≤j≤k is a control operator and v is a searched control belonging to (L2(ω × (0, T )))k
with k ∈ {1, 2}. We will consider the cases where B equals one of the two matrices
B1 =
 00
1
 , B2 =
 0 01 0
0 1
 .
Let us introduce the following notation.
Notation 5.1. – Set qT = ω × (0, T ) and q0T = ω0 × (0, T ) for every open subset ω0 ⊂ ω of Ω.
– W 2,1∞ (qT ) = W
1,∞(qT ) ∩ L∞(0, T ;W 2,∞(ω)), where W p,∞(O) = {f /Drf ∈ L∞(O), ∀ 0 ≤ r ≤
p}.
– For a given positive measurable function ρ defined on a subset O of QT , let us denote by L2(O, ρ)
the space of functions f such that fρ ∈ L2(O), endowed with the norm ‖f‖L2(O,ρ) = ‖fρ‖L2(O).
– For any dense subspace U of a Hilbert space H, we define
W (0, T ;U,U ′) =
{
ψ ∈ L2(0, T ;U) / ∂tψ ∈ L2
(
0, T ;U ′
)}
,
where U ′ denotes the dual of U with respect to the pivot space H. The norm of an element
ψ ∈W (0, T ;U,U ′) is defined by
‖ψ‖W (0,T ;U,U ′) =
(‖ψ‖2L2(0,T ;U) + ‖∂tψ‖2L2(0,T ;U ′))1/2.
We recall that we have a continuous embedding (see, for instance, [DL88, chap. VIII]):
W (0, T ;U,U ′) →֒ C ([0, T ], H) .
For simplicity of notation we write, for every open subset O of Ω,
W 1O(0, T ) = W
(
0, T ;H10 (O), H−1(O)
)
,
W 2O(0, T ) = W
(
0, T ;H2(O) ∩H10 (O), L2(O)
)
,
where the pivot spaces are H = L2(O) for W 1O(0, T ) and H = H10 (O) for W 2O(0, T ), respectively.
– We use the symbol ‖A‖∞ to denote the norm of A: ‖A‖∞ =
∑3
i,j=1 ‖aij‖∞, with ‖aij‖∞ =
‖aij‖L∞(QT ).
We state below the well–known result of existence and uniqueness for the solutions to the general
system  ∂ty = ∆y +Ay + f in QT ,y = 0 on ΣT ,
y(·, 0) = y0 in Ω.
(5.2)
Proposition 5.2. 1. If y0 ∈ (L2(Ω))3 and f ∈ L2(0, T ; (H−1(Ω))3), then (5.2) admits a unique
solution y ∈ (W 1Ω(0, T ))3 in the distributional sense
〈∂ty(·), z〉H−1,H10 + 〈∇y(·),∇z〉L2 − 〈A(·)y(·), z〉L2 = 〈f(·), z〉H−1,H10 ,
5.1. Statement of the main results and presentation of the method 99
for every z ∈ (H10 (Ω))3. Moreover, y satisfies the estimate
‖y‖2(W 1Ω(0,T ))3 ≤ e
CMT
(‖y0‖2(L2(Ω))3 + ‖f‖2L2(0,T ;(H−1(Ω))3)),
where C is a positive constant which depends neither on y0, neither on f , nor on y, and MT is
given by
MT = 1 + ‖A‖∞ + T (1 + ‖A‖2∞).
2. If y0 ∈ (H10 (Ω))3 and f ∈ (L2(QT ))3, then (5.2) has a classical solution y ∈ (W 2Ω(0, T ))3 with
the estimate
‖y‖2(W 2Ω(0,T ))3 ≤ e
CMT
(‖y0‖2(H10 (Ω))3 + ‖f‖2(L2(QT ))3), (5.3)
where MT and C are as above.
For the proof of Proposition 5.2 we refer to the arguments used in the book of Ladyženskaja, Solonnikov
and Ural’ceva ([LSU67, ch. III]). This result can also be obtained by the Galerkin method (see, for
instance [DL88, chap. viii]).
5.1.1 Main results
The aim of this paper is to prove the following controllability result.
Theorem 5.3 (Controllability by one force, B = B1). Let us assume that a13, a23 ∈ W 2,1∞ (qT ) and
that there exist two positive constants α and c such that
|a23| ≥ α in qT (5.4)
and
detK
a223
+ ∂t
(
a13
a23
)
≥ c in qT or detK
a223
+ ∂t
(
a13
a23
)
≤ −c in qT , (5.5)
where K = (B1, AB1, A2B1) is the Kalman matrix corresponding to the matrix A and the control
matrix B1. Then for every y0 ∈ (L2(Ω))3, there exists at least one function v ∈ L2(qT ) such that the
solution y to  ∂ty = ∆y +Ay +B1v1ω in QT ,y = 0 on ΣT ,
y(·, 0) = y0 in Ω,
(5.6)
satisfies
y(·, T ) = 0 in Ω.
Remark 5.4. – We clearly see that if both coefficients a13 and a23 of the coupling matrix A are
identically equal to zero in QT , then the first two equations in system (5.6) are decoupled from
the third one, so that we can not expect controllability in this case. A necessary condition
for the controllability of (5.6) is that either a13, or a23 does not vanish at a place, namely
either supp(a13) 6= ∅, or supp(a23) 6= ∅. The method presented in this paper supposes that
supp(a23) = qT . This extends to the case supp(a23)∩ qT 6= ∅. Indeed, applying Theorem 5.3 on
a part q˜T = ω˜× (0, T ) contained in supp(a23)∩ qT , we obtain the controllability of system (5.6)
in ω˜ and consequently in ω ⊃ ω˜. However, the case where supp(a23) and the control domain qT
are disjoint is a difficult open problem and there are only few results concerning this geometrical
configuration. We refer, in particular, to [ABL11] for an example of a system of two coupled
parabolic equations —with coupling terms depending on the space variable x ∈ Ω— controlled
by one force acting on a region that can be disjoint from the coupling region.
– In the statement of Theorem 5.3, the coefficients a13 and a23 play symmetric roles. More
precisely, the conclusion of Theorem 5.3 is still true if we replace a23 by a13 in condition (5.4),
and if condition (5.5) is turned into
detK
a213
− ∂t
(
a23
a13
)
≥ c in qT or detK
a213
− ∂t
(
a23
a13
)
≤ −c in qT .
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Note that (5.5) and the above condition are “equivalent” since we have formally
detK
a213
− ∂t
(
a23
a13
)
=
(
a23
a13
)2(
detK
a223
+ ∂t
(
a13
a23
))
,
and since either a13 or a23 satisfies (5.4).
The proof of Theorem 5.3 is based on a suitable decomposition of the solution y to (5.6) as
y = (1− θ)ŷ + ηθY + F, (5.7)
where
– Y is the solution without control,
– ŷ is a well–chosen controlled solution of (5.1) associated with three control forces i.e. for B = I3
(see Theorem 5.21),
– θ and η are two truncation functions satisfying (5.12), and
– F is to be determined such that y is a controlled solution of (5.6). Such a F is obtained by the
resolution of a null controllability problem for a 2 × 2 non homogeneous system controlled by
only one force acting on the whole domain.
This decomposition was inspired by [GBPG06] in the case of a parabolic system of two equations.
In fact, in [GBPG06], the authors use a similar decomposition to construct, from two controls, a
regularized control acting on only one equation.
Remark 5.5. Theorem 5.3 generalizes the Kalman rank condition given in [AKBDGB09a] for ma-
trices A depending only on time to the case of matrices A depending on space and time. Pre-
cisely, in [AKBDGB09a], the authors prove that system (5.1) with A ∈ C2([0, T ];L(Rn)) and B ∈
C3([0, T ];L(Rk,Rn)) (n ≥ 2, k ≥ 1), is null controllable if and only if there exists a dense subset E of
(0, T ) such that
rank K˜k,n(t) = n, ∀t ∈ E, (5.8)
where K˜k,n(t) = (b0(t), · · · , bn−1(t)), and the sequence (bi)0≤i≤n−1 is defined by b0(t) = B(t) and
bi(t) = A(t)bi−1(t)−
d
dt
bi−1(t). For n = 3, k = 1 and B = B1, condition (5.8) writes
det K˜(t) 6= 0, ∀t ∈ E,
where K˜(t) = (B1, A(t)B1, A(t)2B1 − ddtA(t)B1) and det K˜(t) = detK(t) − a13
d
dt
a23 + a23
d
dt
a13, with K
defined in Theorem 5.3. The result of [AKBDGB09a] mentioned above ensures the controllability of
(5.6) under this condition. In Theorem 5.3, the coefficient a23 is bounded from both sides, so that
(5.5) is equivalent to
det K˜(x, t) ≥ c˜, ∀(x, t) ∈ qT , or det K˜(x, t) ≤ −c˜, ∀(x, t) ∈ qT .
However, in the present paper we do not investigate the equivalence between (5.5) and the controlla-
bility of (5.6), and we only deal with the case of the control matrix with constant coefficients B1.
We also apply the decomposition (5.7) to prove the controllability of (5.1) by two forces (B = B2),
which can be stated as follows.
Theorem 5.6 (Controllability by two forces, B = B2). Let us assume that a12, a13 ∈ W 2,1∞ (qT ) and
that there exists a positive constant c such that
|a12|2 + |a13|2 ≥ c in qT . (5.9)
Then for every y0 ∈ (L2(Ω))3 there exists a vector v = (v1, v2)T ∈ (L2(qT ))2 such that the solution y
to  ∂ty = ∆y +Ay +B2v1ω in QT ,y = 0 on ΣT ,
y(·, 0) = y0 in Ω,
(5.10)
satisfies
y(·, T ) = 0 in Ω.
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5.1.2 Presentation of the method
In this paragraph, we use hypothesis (5.4) to transform the controllability problem for system (5.6)
into a controllability problem for a 2×2 non homogeneous system. Let ω0 be a nonempty open subset
of Ω contained in ω. Let (ŷ, v̂) be a solution to ∂tŷ = ∆ŷ +Aŷ + v̂ 1ω
0 in QT ,
ŷ = 0 on ΣT ,
ŷ(·, 0) = y0, ŷ(·, T ) = 0 in Ω.
(5.11)
(ŷ, v̂) will be suitably chosen in Section 5.5. Let us consider p ∈ N and two truncation functions
η ∈ C∞([0, T ]) and θ ∈ C2c (Ω) satisfying,
0 ≤ η ≤ 1,
η = 1 in [0, T/4],
η = 0 in [3T/4, T ],
η(t) ≤ Cη(T − t)p/2, t ∈ [0, T ],
supp(θ) ⊂ ω,
0 ≤ θ ≤ 1,
θ = 1 on ω0,
(5.12)
where Cη is a positive constant. Let Y be the solution to the system without control which is ∂tY = ∆Y +AY in QT ,Y = 0 on ΣT ,
Y (·, 0) = y0 in Ω.
We search a solution y to (5.6) such that y(·, T ) = 0 in the form
y = (1− θ)ŷ + ηθY + F, (5.13)
where F (x, t) is to be determined. Since the researched control forces v are acting on ω, the function
F can be chosen with support in ω × [0, T ]. In this case, for fixed v, the function y defined by (5.13)
is a solution to (5.6) satisfying y(·, T ) = 0 if and only if F satisfies{
F (·, 0) = F (·, T ) = 0 in ω,
∂tF −∆F −AF − h = (0, 0, v)T in qT , (5.14)
where
h = −2∇θ · ∇ŷ − (∆θ)ŷ − (η′θ − η∆θ)Y + 2η∇θ · ∇Y. (5.15)
Writing F = (F1, F2, F3)T , F0 = (F1, F2)T , A0 = (aij)1≤i,j≤2, and B0 = (a13, a23)T , we see that there
exists a function v and a function F satisfying (5.14), with support in ω × [0, T ], if and only if there
exists a function F3, with
F3(·, 0) = F3(·, T ) = 0 in ω, (5.16)
such that the solution F0 to ∂tF0 = ∆F0 +A0F0 +
(
h1h2
)
+B0F3 in qT ,
F0 = 0 on σT := ∂ω × (0, T ),
F0(·, 0) = 0 in ω,
(5.17)
satisfies
F0(·, T ) = 0 in ω. (5.18)
In this case, the corresponding control v for system (5.1) is given by
v = ∂tF3 −∆F3 − a31F1 − a32F2 − a33F3 − h3. (5.19)
Remark 5.7. The decomposition (5.13) enables us to state that controlling system (5.6) with one
force consists in controlling the two equations of (5.17) with the same control force F3. In the 2 × 2
system (5.17) the control operator is B0 = (a13, a23)T and then B∗0φ = a13φ1+a23φ2 for φ = (φ1, φ2)
T .
To the author knowledge, the existing techniques used to prove observability inequalities for parabolic
systems do not apply for a control operator of this form (even if the control acts on the whole domain).
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In view of Remark 5.7, we apply a change of variables to transform (5.17) into a 2 × 2 system
where the control force acts only on one equation. Indeed, hypothesis (5.4) allows us to consider the
new variables
z = (z1, z2)
T , z1 = F1 − a13
a23
F2, z2 = F2, u = F3, (5.20)
and to rewrite system (5.17) as ∂tz = ∆z + A˜z + g + B˜u in qT ,z = 0 on σT ,
z(·, 0) = 0 in ω,
(5.21)
where B˜ = (0, a23)T , A˜ = (a˜ij)1≤i,j≤2 with
a˜11 =
a11a23−a21a13
a23
,
a˜12 = −detKa223 + (∆− ∂t)
(
a13
a23
)
+ 2∇
(
a13
a23
)
.∇,
a˜21 = a21,
a˜22 =
a21a13+a22a23
a23
,
(5.22)
and
g = (g1, g2)
T , g1 = h1 − a13
a23
h2, g2 = h2. (5.23)
Remark 5.8. As explained before, z1 is chosen by the mean of the change of variables (5.20) so as
to have one control force only. Note that —unlike the localized control force v in (5.6)— this control
force u acts on the whole domain ω where the solution z to (5.21) evolves. This will be the key point
of the proofs in the following section.
To shorten notation in the sequel, we set
‖A˜‖∞ = ‖a˜11‖∞ + ‖a˜21‖∞ + ‖a˜22‖∞ + a∞, (5.24)
where
a∞ =
∥∥∥∥detKa223
∥∥∥∥
∞
+
∥∥∥∥(∆ + ∂t)(a13a23
)∥∥∥∥
∞
+
∥∥∥∥∇(a13a23
)∥∥∥∥
∞
.
K is the 3× 3 Kalman matrix given in Theorem 5.3 whose determinant is
detK = a13(a22a23 + a21a13)− a23(a11a13 + a12a23).
Note that a˜12 is not a L∞ coefficient, but a first order operator in space. We have simplified the
adjoint of the control operator of the 2 × 2 system (5.17). With the new operator B˜∗φ = a23φ2 for
φ = (φ1, φ2)
T , we are now able to prove the controllability of (5.21). Rewriting conditions (5.16),
(5.18) and (5.19) with the change of variables (5.20), we have:
Lemma 5.9. If there exists a function u ∈W 2ω(0, T ) satisfying
u(·, 0) = u(·, T ) = 0, (5.25)
such that the solution z to (5.21) satisfies z(·, T ) = 0, then there exists a function v ∈ L2(qT ) such
that the solution y to (5.6) satisfies y(·, T ) = 0.
Moreover, v can be obtained as
v = ∂tu−∆u− a31z1 −
(
a32 +
a13a31
a23
)
z2 − a33u− h3, (5.26)
where h is defined by (5.15).
Remark 5.10. For the controllability of system (5.21) we need that the source term g belongs to an
appropriate space. By the definition of g (see (5.15) and (5.23)), this implies some constraints on the
solution (ŷ, v̂) to (5.11).
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The paper is organized as follows. Sections 5.2 and 5.3 concern the proof of Theorem 5.3. Section
5.2 is devoted to the proof of an observability inequality for the backward system associated with
(5.21). In Section 5.3 we follow the method provided by Lemma 5.9 to prove Theorem 5.3: first,
we prove that, under some hypotheses on the solution (ŷ, v̂) to system (5.11), the reduced system
(5.21) is null controllable with control forces u ∈ L2(qT ), and then, we choose a control u belonging
to W 2ω(0, T ) (so that v defined by (5.26) belongs to L
2(qT )) and satisfying (5.25). In Section 5.4,
we apply the decomposition (5.13) to investigate the null controllability of (5.1) by two forces and
to prove Theorem 5.6. Section 5.5 is devoted to the proof of the existence of a solution (ŷ, v̂) to
(5.11) satisfying the hypotheses required in Sections 5.3 and 5.4. Some remarks and further results
are discussed in Section 5.6.
5.2 An observability inequality for the non homogeneous
backward system associated with (5.21)
As it is usual, we state the controllability of system (5.21) as a consequence of the observability of
its adjoint system. Let us consider the following non homogeneous backward system associated with
(5.21): 
−∂tφ1 = ∆φ1 + a˜11φ1 + a˜21φ2 + f1 in qT ,
−∂tφ2 = ∆φ2 + a˜∗12φ1 + a˜22φ2 + f2 in qT ,
φ1 = φ2 = 0 on σT ,
φ1(·, T ) = φ01, φ2(·, T ) = φ02 in ω,
(5.27)
where a˜∗12 is the formal adjoint of the operator a˜12. This section is devoted to the proof of the following
observability result for the solutions to (5.27).
Proposition 5.11. Under hypotheses of Theorem 5.3, for every p ∈ N, p ≥ 3, there exists a positive
constant C0 = C0(R0, ‖A˜‖∞, c, α, p, T ) (where ‖A˜‖∞ is defined in (5.24) and R0 in (5.35)) such that
for every φ0 = (φ01, φ
0
2)
T ∈ (L2(ω))2 and every f = (f1, f2)T ∈ (L2(qT ))2, the solution φ = (φ1, φ2)T
to (5.27) satisfies
‖φ(0)‖2(L2(ω))2 +
∫
qT
(T − t)p|φ|2
≤ C0
(∫
qT
tp−3(T − t)p−3(B˜∗φ)2 +
∫
qT
(T − t)p|f |2
)
.
The proof of Proposition 5.11 is decomposed in two steps (see page 105). In the first step we
establish a weak observability inequality (5.38) with an observation on the two components of the
solution to system (5.27). In the second step we remove the first component φ1, as it is estimated by
the second one φ2. This second step is the key point of the proof of Proposition 5.11 and it can be
formulated as the following lemma.
Lemma 5.12. Under hypotheses of Theorem 5.3, for every p ∈ N, p ≥ 3, there exists a positive
constant C1 = C1(‖A˜‖∞, c, p, T ) such that, for every φ0 ∈ (L2(ω))2 and every f ∈ (L2(qT ))2, the
solution φ = (φ1, φ2)T to (5.27) satisfies∫
qT
tp(T − t)pφ12 ≤ C1
(∫
qT
tp−3(T − t)p−3φ22 +
∫
qT
tp(T − t)p|f |2
)
. (5.28)
Proof. Fix δ ∈ (0, 1). To simplify notations, let us consider the function ϕ defined by
ϕ(t) = t(T − t) , t ∈ [0, T ].
All along the proof K = K(‖A˜‖∞, p, T ), Kǫ = Kǫ(‖A˜‖∞, p, T, ǫ), and the values of those constants may
change from one line to another. Multiplying the second equation of (5.27) by ϕpφ1 and integrating
by parts over qT , we obtain∫
qT
ϕp(a˜∗12φ1)φ1 =
∫
qT
(pϕ′ϕp−1 − ϕp(a˜11 + a˜22))φ1φ2 + 2
∫
qT
ϕp∇φ1.∇φ2
−
∫
qT
ϕpa˜21φ2
2 −
∫
qT
ϕp(f2φ1 + f1φ2). (5.29)
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Besides, by the definition of a˜12 and simple computations, we can prove that∫
qT
ϕp(a˜∗12φ1)φ1 =
∫
qT
ϕpφ1(a˜12φ1)
= −
∫ T
0
ϕp(t)
[∫
ω
(
detK
a223
+ ∂t
(
a13
a23
))
φ1
2 dx
]
dt. (5.30)
Recalling hypothesis (5.5), we deduce from (5.30) that
c
∫
qT
ϕpφ1
2 ≤
∣∣∣∣∫
qT
ϕp(a˜∗12φ1)φ1
∣∣∣∣ . (5.31)
Now, from (5.29) and (5.31) and using ϕ′(t) = T − 2t ∈ [−T, T ] and the inequality ab ≤ ǫa2 + 1ǫ b2 for
every a, b ∈ R+ and ǫ > 0, we deduce that
c
∫
qT
ϕpφ1
2 ≤ ǫK
(∫
qT
ϕpφ1
2 +
∫
qT
ϕp+1|∇φ1|2
)
+Kǫ
(∫
qT
ϕp−1|∇φ2|2 +
∫
qT
ϕp−3φ2
2 +
∫
qT
ϕp|f |2
)
.
Choosing ǫ such that c− ǫK ≥ δc, we obtain
δc
∫
qT
ϕpφ1
2 ≤ ǫK
∫
qT
ϕp+1|∇φ1|2
+Kǫ
(∫
qT
ϕp−1|∇φ2|2 +
∫
qT
ϕp−3φ2
2 +
∫
qT
ϕp|f |2
)
. (5.32)
To “control” the variable φ1 by the variable φ2 and the source term f , we have to eliminate the terms
in ∇φ1 and ∇φ2 in the right–hand side of (5.32). We begin by getting rid of the term in ∇φ2. To this
end, we multiply the second equation of (5.27) by ϕp−1φ2 and we integrate by parts over qT :∫
qT
ϕp−1|∇φ2|2 = −
∫
qT
ϕp−1φ2∆φ2
=
∫
qT
ϕp−1φ2 (∂tφ2 + a˜∗12φ1 + a˜22φ2 + f2)
=
∫
qT
ϕ(ϕa˜22 − p− 1
2
ϕ′)ϕp−3φ2
2 +
∫
qT
ϕp−1(a˜12φ2)φ1
+
∫
qT
ϕp−1f2φ2. (5.33)
By the definition of a˜12 (see (5.22)) and integration by parts on ω, we can prove that∫
qT
ϕp−1(a˜12φ2)φ1 = −
∫
qT
ϕp−1
(
detK
a223
+ (∆+ ∂t)
(
a13
a23
))
φ1φ2
−2
∫
qT
ϕp−1φ2∇φ1.∇
(
a13
a23
)
.
Thus ∣∣∣∣∫
qT
ϕp−1(a˜12φ2)φ1
∣∣∣∣ ≤ ǫ2a∞(∫
qT
ϕpφ1
2 +
∫
qT
ϕp+1|∇φ1|2
)
+
a∞
ǫ2
(T 2
4
+ 1
)∫
qT
ϕp−3φ2
2.
Combining this inequality with (5.33) and (5.32), we obtain
δc
∫
qT
ϕpφ1
2 ≤ ǫK
(∫
qT
ϕpφ1
2 +
∫
qT
ϕp+1|∇φ1|2
)
+Kǫ
(∫
qT
ϕp−3φ2
2 +
∫
qT
ϕp|f |2
)
.
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Now we choose ǫ such that δc− ǫK ≥ δ2c, and we deduce from this inequality that
δ2c
∫
qT
ϕpφ1
2 ≤ ǫK
∫
qT
ϕp+1|∇φ1|2 +Kǫ
(∫
qT
ϕp−3φ2
2 +
∫
qT
ϕp|f |2
)
. (5.34)
To eliminate ∇φ1 in the right–hand side of (5.34), we multiply the first equation of (5.27) by ϕp+1φ1.
After integrations by parts in qT , we obtain∫
qT
ϕp+1|∇φ1|2 =
∫
qT
(ϕa˜11 − p+ 1
2
ϕ′)ϕpφ1
2 +
∫
qT
ϕp+1a˜21φ1φ2 +
∫
qT
ϕp+1f1φ1.
Hence ∫
qT
ϕp+1|∇φ1|2 ≤ K
(∫
qT
ϕpφ1
2 +
∫
qT
ϕp−3φ2
2 +
∫
qT
ϕp|f |2
)
.
Combining this inequality with (5.34) gives
δ2c
∫
qT
ϕpφ1
2 ≤ ǫK
∫
qT
ϕpφ1
2 +Kǫ
(∫
qT
ϕp−3φ2
2 +
∫
qT
ϕp|f |2
)
.
For ǫ satisfying δ2c− ǫK ≥ δ3c, we deduce from this inequality that∫
qT
ϕpφ1
2 ≤ Kǫ
δ2c
(∫
qT
ϕp−3φ2
2 +
∫
qT
ϕp|f |2
)
.
This proves the lemma.
We also recall the energy inequality satisfied by the solutions to (5.27).
Lemma 5.13. For every φ0 ∈ (L2(ω))2 and every f ∈ (L2(qT ))2, the solution φ to (5.27) satisfies
for all (t1, t2) ∈ [0, T ]2 such that t1 ≤ t2
‖φ(t1)‖2(L2(ω))2 ≤ e4R0(t2−t1)‖φ(t2)‖2(L2(ω))2 + e4R0(T−t1)
∫ t2
t1
‖f(t)‖(L2(ω))2dt
where
R0 = ‖a11‖∞ + ‖a12‖∞ + ‖a21‖∞ + ‖a22‖∞
+
1
α
(‖a11‖2∞ + ‖a13‖2∞ + ‖a21‖2∞ + ‖a22‖2∞)
+
‖a13‖4∞
α3
+
∥∥∥∥(∆ + ∂t)(a13a23
)∥∥∥∥
∞
+
∥∥∥∥∇(a13a23
)∥∥∥∥2
∞
. (5.35)
We do not give the proof of Lemma 5.13 which is standard.
Proof of Proposition 5.11. Applying Lemma 5.13, firstly with t1 = t ∈ [0, T/4], t2 = T/4, secondly
with t1 = T/4, t2 = t ∈ [T/4, T/2], we obtain∫ T/4
0
‖φ(t)‖2(L2(ω))2dt ≤ e2R0T
∫ T/2
T/4
‖φ(t)‖2(L2(ω))2dt
+
T
4
e4R0T
∫ T/2
0
‖f(t)‖2(L2(ω))2dt. (5.36)
Since ∫
qT
(T − t)p|φ|2 ≤ T p
∫ T/4
0
‖φ(t)‖2(L2(ω))2dt+
22p
T p
∫ T
T/4
tp(T − t)p‖φ(t)‖2(L2(ω))2dt,
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we deduce from (5.36) that∫
qT
(T − t)p|φ|2 ≤ T pe2R0T
∫ T/2
T/4
‖φ(t)‖2(L2(ω))2dt
+
T p+1
4
e4R0T
∫ T/2
0
‖f(t)‖2(L2(ω))2dt
+
22p
T p
∫ T
T/4
tp(T − t)p‖φ(t)‖2(L2(ω))2dt. (5.37)
Using the fact that the functions tp(T − t)p and (T − t)p are lower bounded by a positive constant for
t ∈ [T/4, T/2] and t ∈ [0, T/2] respectively, we obtain from (5.37)∫
qT
(T − t)p|φ|2 ≤ C
(∫
qT
tp(T − t)p|φ|2 +
∫ T/2
0
(T − t)p‖f(t)‖2(L2(ω))2dt
)
, (5.38)
where C = C(R0, p, T ). Combining this inequality with (5.28), we finally obtain∫
qT
(T − t)p|φ|2 ≤ C
(∫
qT
tp−3(T − t)p−3φ22 +
∫
qT
(T − t)p|f |2
)
,
with C = C(R0, ‖A˜‖∞, c, p, T ). This ends the proof of Proposition 5.11, recalling that B˜∗φ = a23φ2
with a23 satisfying (5.4).
Remark 5.14. In order to deal with the controllability of non linear systems, it is crucial to know the
explicit dependence on the parameters T , α and ‖aij‖∞ (i, j = 1, 2, 3) of the observability constant
C0 in Proposition 5.11. Analyzing in details the proofs of Lemma 5.12 and Proposition 5.11, we can
obtain
C0 = exp(κNT ),
where κ is a positive constant which depends only on p and c, and NT is given by
NT = 1 +M0 +
∥∥∥∥∇(a13a23
)∥∥∥∥
∞
+
1
α2
+ T +M0T +
1
T
, (5.39)
where M0 = R0 −
∥∥∥∇(a13a23)∥∥∥2∞, with R0 as in (5.35).
5.3 Controllability of (5.21) and proof of Theorem 5.3
For the moment, let us assume that the source term g in (5.21) satisfies
g ∈ (L2(qT , ρ))2, (5.40)
where
ρ(t) = (T − t)−p/2, ∀t ∈ (0, T ). (5.41)
This will be proved in details in Section 5.5.
The aim of the present section is to prove Theorem 5.3. According to Lemma 5.9, Theorem 5.3
will be proved if we construct a regular control u for system (5.21) which ensures that the control v
for system (5.6) defined by (5.26) belongs to L2(qT ). This is the subject of the following result.
Theorem 5.15. Let assumptions of Theorem 5.3 hold. Then there exists at least one function u ∈
W 2ω(0, T ) satisfying (5.25) and such that the solution z to (5.21) satisfies z(·, T ) = 0.
Before proving this theorem, let us recall the well–known result of existence of regular solutions to
the following parabolic system  ∂tz = ∆z + A˜z + f in qT ,z = 0 on σT ,
z(·, 0) = 0 in ω,
(5.42)
whose proof can be obtained using the same method as in [LSU67].
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Proposition 5.16. For every f ∈ (L2(qT ))2, system (5.42) admits a unique solution z ∈ (W 2ω(0, T ))2,
which satisfies
‖z‖2(W 2ω(0,T ))2 ≤ e
CRT ‖f‖2(L2(qT ))2 ,
where C = C(ω) > 0 and RT = (1 + T )(1 +R0) (with R0 given by (5.35)).
The proof of Theorem 5.15 follows the idea developed by Fursikov and Imanuvilov in [FI96] to
prove the existence of solutions to parabolic equations which exponentially decrease at t = T . This
method will also be applied in Section 5.4 for the proof of Lemma 5.20 and in Section 5.5 for the proof
of Theorem 5.21.
Proof of Theorem 5.15. Let us introduce the following notation
Lz = ∂tz −∆z − A˜z, L∗φ = −∂tφ−∆φ− A˜∗φ.
For p ∈ N with p ≥ 8, we consider the weight functions defined for t ∈ (0, T ) and for k ∈ N∗ by,
ρ˜0(t) = (t(T − t))−(p−3)/2, ρk(t) = (T + 1
k
− t)−p/2.
Then the observability inequality of Proposition 5.11 may be written as
‖φ(·, 0)‖2(L2(ω))2 +
∫
qT
ρ−2|φ|2 ≤ C0
(∫
qT
ρ˜−20 (B˜
∗φ)2 +
∫
qT
ρ−2|L∗φ|2
)
, (5.43)
where C0 = exp(κNT ) with NT given by (5.39). All along this proof, C stands for a generic positive
constant depending only on ω, p and on the parameter c occurring in hypothesis (5.5). Let us consider,
for each k ∈ N∗, the following minimization problem{
minimize J˜k(u) = 12
∫
qT
ρ˜20u
2 + 12
∫
qT
ρ2k|zu|2,
u ∈ L2(qT , ρ˜0),
(5.44)
where zu stands for the solution to (5.21) associated with u ∈ L2(qT , ρ˜0). The functional J˜k :
L2(qT , ρ˜0) → R+ is clearly differentiable, coercive and strictly convex on L2(qT , ρ˜0). Therefore,
following [Lio68], we deduce that the minimization problem (5.44) admits a unique solution uk which
is characterized by the following optimality conditions
Lzk = g + B˜uk in qT , zk = 0 on σT , zk(·, 0) = 0, (5.45)
L∗φk = ρ2kzk in qT , φk = 0 on σT , φk(·, T ) = 0, (5.46)
uk = −ρ˜−20 B˜∗φk. (5.47)
Using (5.47) and (5.46), we can write
J˜k(uk) = 1
2
∫
qT
ρ˜−20 (B˜
∗φk)2 +
1
2
∫
qT
ρ−2k |ρ2kzk|2.
Since ρk ≤ ρ, we can deduce from the observability inequality (5.43) that
J˜k(uk) ≥ 1
2C0
(
‖φk(·, 0)‖2(L2(ω))2 +
∫
qT
ρ−2|φk|2
)
. (5.48)
Besides, the optimality conditions also imply
J˜k(uk) = −1
2
∫
qT
(B˜∗φk)uk − 1
2
∫
qT
(∂tφk +∆φk + A˜
∗φk)zk
= −1
2
∫
qT
φkB˜uk +
1
2
∫
qT
(∂tzk −∆zk − A˜∗zk)φk
=
1
2
∫
qT
φkg.
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By (5.48), it follows that
J˜k(uk) ≤
√
C0
2
√
J˜k(uk) ‖g‖(L2(qT ,ρ))2 .
Consequently,
J˜k(uk) ≤ C0
2
‖g‖2(L2(qT ,ρ))2 . (5.49)
Besides, from (5.40) we have ‖g‖2(L2(qT ))2 ≤ T
p‖g‖2(L2(qT ,ρ))2 . By the definition of ρ˜0 and the estimate
(5.49), we also have ‖B˜uk‖2L2(qT ) ≤ ‖a23‖
2
∞
T2p−6
4p−3
∫
qT
ρ˜20|uk|
2 ≤ ‖a23‖
2
∞C0‖g‖
2
(L2(qT ,ρ))
2 , so that the source
term g + B˜uk in (5.45) belongs to (L2(qT ))2, with the estimate
‖g + B˜uk‖2(L2(qT ))2 ≤ ‖a23‖2∞C0‖g‖2(L2(qT ,ρ))2 .
From Proposition 5.16, it follows that the solution zk to (5.45) belongs to (W 2ω(0, T ))
2, with the
estimate
‖zk‖2(W 2ω(0,T ))2 ≤ e
κST ‖g‖2(L2(qT ,ρ))2 , (5.50)
where ST = RT + NT + ‖a23‖∞. From (5.49) and (5.50), we deduce the existence of subsequences,
still denoted zk and uk, such that as k →∞, we have
uk ⇀ u in L2(qT , ρ˜0),
zk ⇀ z in (W 2ω(0, T ))
2,
ρkzk ⇀ ρz in (L2(qT ))2.
Passing to the weak–limit in (5.45) as k → +∞, we see that z is the solution to (5.21) associated
with u. Using the continuous embedding
(
W 2ω(0, T )
)2 →֒ C ([0, T ]; (H10 (ω))2), we deduce from z ∈
(W 2ω(0, T ))
2 that z ∈ C([0, T ]; (H10 (ω))2). Therefore, the fact that ρz belongs to (L2(qT ))2 implies
that z(·, T ) = 0, since the weight ρ blows up at t = T .
Note that if u belongs to W 2ω(0, T ), then u necessarily satisfies (5.25), since u ∈ L2(qT , ρ˜0) and
ρ˜0 blows up at t = 0 and t = T . Consequently, the proof of Theorem 5.15 will be ended if we prove
that u belongs to W 2ω(0, T ). Let us recall that u is given by the weak–limit of uk in L
2(qT , ρ˜0), where
each uk satisfies the optimality conditions (5.45)-(5.47). Let k be fixed. The weight function ρk is
bounded on qT , so that the solution φk = (φk,1, φk,2) to (5.46) belongs to (W 2ω(0, T ))
2. It follows
that uk ∈ W 2ω(0, T ), since we have by (5.47) uk = −ρ˜−20 a23φk,2 with a23 ∈ W 2,1∞ (qT ). The idea is to
prove that uk weakly converges in W 2ω(0, T ). This will be obtained by proving that the norm of uk in
W 2ω(0, T ) is bounded from above independently of k. The function ψk = ρ˜
−2
0 φk is the solution to
L∗ψk = ρ˜−20 ρ
2
kzk − ∂t(ρ˜−20 )φk in qT , ψk = 0 on σT , ψk(·, T ) = 0.
Using the facts that p ≥ 6 and ∫
qT
ρ2
k
|zk|
2 ≤ C0
2
‖g‖2
(L2(qT ,ρ))
2 (given by (5.49)), we can prove that∫
qT
|ρ˜−20 ρ
2
k
zk|
2 ≤ eCNT ‖g‖2
(L2(qT ,ρ))
2 . The estimate
∫
qT
|∂t(ρ˜
−2
0 )φk|
2 ≤ eCNT ‖g‖2
(L2(qT ,ρ))
2 follows from the
inequality
∫
qT
ρ−2|φk|2 ≤ C0‖g‖2(L2(qT ,ρ))2 (obtained by combination of (5.48) and (5.49)) and the fact
that p ≥ 8. Therefore, we have ‖L∗ψk‖2(L2(qT ))2 ≤ eCNT ‖g‖2(L2(qT ,ρ))2 . Applying the inequality of
Proposition 5.16 to ψk, we obtain
‖ψk‖2(W 2ω(0,T ))2 ≤ e
C(RT+NT )‖g‖2(L2(qT ,ρ))2 ,
so that for a subsequence we have ψk ⇀ ψ in (W 2ω(0, T ))
2. Then, B˜∗ψk weakly converges to B˜∗ψ
in W 2ω(0, T ), since a23 ∈ W 2,1∞ (qT ). Therefore, uk = −ρ˜−20 B˜∗ψk weakly converges to −ρ˜−20 B˜∗ψ in
W 2ω(0, T ). By the uniqueness of the weak–limit of uk in L
2(qT ), we obtain u = −ρ˜−20 B˜∗ψ, and in
particular u ∈W 2ω(0, T ). This ends the proof of Theorem 5.15.
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5.4 Application of the method to the controllability by two
forces: proof of Theorem 5.6
In this section we apply the method detailed in Section 5.1.2 to the controllability of system (5.1)
by two forces. The proof is more straightforward in this case than for the controllability by three
forces. Indeed, if the decomposition (5.13) defines a solution y to (5.10) controlled by two forces
v = (v1, v2)
T , then (5.14) becomes{
F (·, 0) = F (·, T ) = 0 in ω,
∂tF −∆F −AF − h = (0, v1, v2)T in qT , (5.51)
where h is given by (5.15). This leads to the controllability of the equation ∂tF1 = ∆F1 + a11F1 + h1 + a21F2 + a31F3 in qT ,F1 = 0 on σT ,
F1(·, 0) = 0 in ω,
by two control forces F2 and F3 satisfying F2(·, 0) = F2(·, T ) = F3(·, 0) = F3(·, T ) = 0 in ω. The two
control forces v1 and v2 associated with y are then expressed functions of F1, F2 and F3 thanks to
(5.51). For more readability, we set
z = F1, u1 = F2, u2 = F3, u = (u1, u2)
T , Bu = a21u1 + a31u2.
The result analogous to Lemma 5.9 is given below.
Lemma 5.17. If there exists u ∈ (W 2ω(0, T ))2 satisfying
u(·, 0) = u(·, T ) = 0, (5.52)
and such that the solution z to ∂tz = ∆z + a11z + h1 + Bu in qT ,z = 0 on σT ,
z(·, 0) = 0 in ω,
(5.53)
satisfies z(·, T ) = 0 in ω, then system (5.10) is null controllable by two forces v1 and v2. Moreover,
v1 and v2 can be obtained as
v1 = ∂tu1 −∆u1 − a21z − a22u1 − a23u2 + h2,
v2 = ∂tu2 −∆u2 − a31z − a32u1 − a33u2 + h3.
The method provided by Lemma 5.17 to prove Theorem 5.6 is similar to that provided by Lemma
5.9 to prove Theorem 5.3: first, we state that system (5.53) is controllable by two forces u = (u1, u2)T ∈
(L2(qT ))
2, then we construct some forces u satisfying (5.52) and belonging to (W 2ω(0, T ))
2.
Let us consider, for p ∈ N, p ≥ 1, the following weight function
ρ0(t) = (t(T − t))−(p−1)/2.
Proposition 5.18. Let us assume that hypothesis (5.9) is satisfied. Then there exists u ∈ (L2(qT , ρ0))2
such that the solution z to (5.53) satisfies z(·, T ) = 0 in ω.
By the definition of B, it is easy to prove that Proposition 5.18 is true if we replace u ∈ (L2(qT , ρ0))2
by u ∈ (L2(qT ))2, since the source term h1 belongs to L2(qT ). But we need to construct control forces
u which satisfy (5.52) and belong to (W 2ω(0, T ))
2. This is the reason why we introduce the weight
functions ρ and ρ0, where ρ is given by (5.41). It will be proved in Section 5.5 that we can assume
h1 belonging to L2(qT , ρ). As a consequence, Proposition 5.18 follows by standard duality arguments
from the following observability result.
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Lemma 5.19. Under hypothesis (5.9), for every p ∈ N, p ≥ 1, there exists κ = κ(p) > 0 such that,
for every φ0 ∈ L2(ω) and every f ∈ L2(qT ), the solution φ to the backward system −∂tφ = ∆φ+ a11φ+ f in qT ,φ = 0 on σT ,
φ(T ) = φ0 in ω,
satisfies ∫
qT
ρ−2φ2 ≤ eκNT
(∫
qT
ρ−20 |B∗φ|2 +
∫
qT
ρ−2f2
)
,
where NT = 1T + (1 + T )(1 + ‖a11‖∞).
We do not give the proof of this result which can be obtained by straightforward computations. Note
that the proof is simpler than that of Proposition 5.11, because it concerns only one equation. In
general, there is no difficulty to prove the observability inequality when the number of controls in the
forward system is greater that the number of equations, a fortiori when the control forces act on the
whole domain.
Now, we apply the arguments of the proof of Theorem 5.15, with J˜k replaced with
Jk : (L2(qT , ρ0))2 → R, Jk(u) = 1
2
∫
qT
ρ20|u|2 +
1
2
∫
qT
ρ2kzu
2,
to obtain the following result.
Lemma 5.20. If a12 and a13 belong to W 1,2∞ (qT ), then there exists u ∈ (W 2ω(0, T ))2 satisfying (5.52)
such that the solution z to (5.53) satisfies z(·, T ) = 0 in ω.
In view of Lemma 5.17, Lemma 5.20 gives the proof of Theorem 5.6.
5.5 Construction of ŷ
The aim of this section is to prove that we can construct a solution (ŷ, v̂) to (5.11) such that the
source terms g in (5.21) and h1 in (5.53) respectively belong to (L2(qT , ρ))2 and L2(qT , ρ), where ρ is
defined by (5.41).
5.5.1 Statement of the results
The following result states the controllability of (5.1) with three forces and the existence of solutions
which exponentially decrease at t = T .
Theorem 5.21 (Controllability by three forces, B = I3). If y0 ∈ (L2(Ω))3 then there exists a function
v̂ ∈ (L2(qT ))3 such that the solution ŷ to ∂tŷ = ∆ŷ +Aŷ + v̂1ω in QT ,ŷ = 0 on ΣT ,
ŷ(·, 0) = y0 in Ω,
(5.54)
satisfies
ŷ(·, T ) = 0 in Ω,
and
ŷ ∈
(
L2
(
QT , exp
( 1
T − t
)))3
, ∇ŷ ∈
(
L2
(
QT , exp
( 1
T − t
)))N×3
.
Corollary 5.22. For every p ∈ N, the function h defined by (5.15) belongs to (L2(qT , ρ))3, where ρ
is given by (5.41).
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Proof. By the definition of h, we have∫
qT
ρ2|h|2 ≤ 16‖θ‖2
C2(Ω)
(∫
qT
ρ2(|∇ŷ|2 + |ŷ|2) +
∫
qT
ρ2|η′|2|Y |2
+
∫
qT
ρ2|η|2 (|∇Y |2 + |Y |2)) . (5.55)
From Theorem 5.21 and the definition of ρ, we deduce that ŷ satisfies in particular∫
qT
ρ2(|∇ŷ|2 + |ŷ|2) < +∞.
Besides, the definitions of η (see (5.12)) and ρ imply that∫
qT
ρ2|η|2(|∇Y |2 + |Y |2) ≤ Cη
∫
qT
(|∇Y |2 + |Y |2) ≤ Cη‖Y ‖2(W 1Ω(0,T ))3 < +∞.
Finally, using that η′(t) = 0 for t ∈ (0, T/4) and t ∈ (3T/4, T ), we have∫
qT
ρ2|η′|2|Y |2 ≤ ‖η‖2C1([0,T ])
∫ 3T/4
T/4
|Y |2
(T − t)p
≤ ‖η‖2C1([0,T ])
(
4
3T
)p ∫
qT
|Y |2 < +∞.
By (5.55), this implies that
∫
qT
ρ2|h|2 <∞, which completes the proof of Corollary 5.22.
Since a13a23 is bounded in qT (according to hypothesis (5.4)), we deduce from Corollary 5.22 the following
result.
Corollary 5.23. For every p ∈ N, the function g defined by (5.23) belongs to (L2(qT , ρ))3.
To prove Theorem 5.21 we still apply the method developed by Fursikov and Imanuvilov in [FI96].
We also refer to [FCM11] for a similar proof. As for the proofs of Theorem 5.15 and Lemma 5.20, the
main idea is to state an observability inequality for the backward system associated with (5.54). This
is the goal of the next section.
5.5.2 An observability inequality for the backward system associated with
(5.54)
The main point is to establish a weighted observability estimate without singularity at t = 0 in
the weights. First, we prove a global Carleman estimate for the solutions to the non homogeneous
backward system associated with (5.54): −∂tφ = ∆φ+A
∗φ+ f in QT ,
φ = 0 on ΣT ,
φ(·, T ) = φ0 in Ω.
(5.56)
Let us first recall the global Carleman inequality satisfied by the solutions to the backward heat
equation.
Lemma 5.24 (Carleman inequality). There exist a positive function β0 ∈ C2(Ω), two positive con-
stants C0 = C0(Ω, ω) and c0 = c0(Ω, ω) such that for every φ0 ∈ L2(Ω), every f ∈ L2(QT ) and every
s ≥ s0 := c0(T + T 2) the solution to −∂tφ = ∆φ+ f in QT ,φ = 0 on ΣT ,
φ(·, T ) = φ0 in Ω,
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satisfies ∫
QT
e−2sβ
[
(sγ)−4
(
(∂tφ)
2 + (∆φ)2
)
+ (sγ)−2|∇φ|2 + φ2]
≤ C0
(∫
QT
e−2sβ(sγ)−3f2 +
∫
q0T
e−2sβφ2
)
,
where β and γ denote the functions β(x, t) = β0(x)t(T−t) (for (x, t) ∈ QT ) and γ(t) = 1t(T−t) (for t ∈ (0, T )).
The proof of Lemma 5.24 can be found in [Fur00]. However, in [Fur00] the author does not specify
the dependence of the parameter s0 on T . This explicit dependence has been obtained in [FCZ00a].
Applying Lemma 5.24 to each equation of system (5.56) and summing the three Carleman inequalities
obtained, we can easily prove the following Carleman inequality for the solutions to (5.56).
Lemma 5.25. Let δ ∈ (0, 1). For every φ0 ∈ (L2(Ω))3 and every f ∈ (L2(QT ))3 the solution φ to
(5.56) satisfies ∫
QT
e−2sβ
[
(sγ)−4
(|∂tφ|2 + |∆φ|2)+ (sγ)−2|∇φ|2 + |φ|2]
≤ 4C0
δ2
(∫
QT
e−2sβ(sγ)−3|f |2 +
∫
qT
e−2sβ |φ|2
)
,
for all
s ≥ s1 := max
(
s0,
T 2
4
( 4C0
δ(1− δ)
)1/3
‖A‖2/3∞
)
, (5.57)
where C0 and s0 are given by Lemma 5.24.
We deduce from the Carleman estimate of Lemma 5.25 the following weighted observability esti-
mate.
Lemma 5.26. Let s ≥ s1 (s1 given by (5.57)). There exists a positive constant C = C(Ω, ω, T, ‖A‖∞, s)
such that for every φ0 ∈ (L2(Ω))3 and every f ∈ (L2(QT ))3 the solution φ to (5.56) satisfies∫
QT
e−2sβ˜
[
(sγ˜)−4
(|∂tφ|2 + |∆φ|2)+ (sγ˜)−2|∇φ|2 + |φ|2]
≤ C
(∫
QT
e−2sβ˜(sγ˜)−3|f |2 +
∫
qT
e−2sβ˜ |φ|2
)
,
where the functions β˜ and γ˜ are defined by
β˜(x, t) =
t
T
β(x, t), γ˜(t) = tγ(t).
Remark 5.27. – We will prove in Subsection 5.5.3 that Lemma 5.26 (through Proposition 5.28)
implies existence of a solution ŷ to (5.54) such that ŷ and ∇ŷ exponentially decrease at t = T .
The reason why we break the symetry with respect to t in the weight functions is that we can
not impose exponential decay at t = 0, since ŷ must satisfy the initial condition ŷ(·, 0) = y0.
– From Lemma 5.26 to the end of this section, both parameters s and T are fixed and the constant
C in the statement of Lemma 5.26 depends of these parameters.
Proof of Lemma 5.26. Let η be a function in C∞([0, T ]) such that 0 ≤ η ≤ 1 in [0, T ], η = 1 in
[0, T/4], η = 0 in [3T/4, T ], and |η′(t)| ≤ c0/T in [0, T ] (c0 being a positive constant independent of
T ). Let φ be the solution to (5.56) associated with φ0 and f . Then the function ψ(x, t) = η(t)φ(x, t)
is the solution to  −∂tψ = ∆ψ +A
∗ψ + g in QT ,
ψ = 0 on ΣT ,
ψ(·, T ) = 0 in Ω,
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where g = ηf − η′φ ∈ (L2(QT ))3. In this proof, C stands for a generic positive constant depending
only on Ω, ω, T , ‖A‖∞ and s, and κ denotes a positive constant depending only on ω and Ω. The
values of those constants may change from one line to another. Applying (5.3) to ψ and using the
definition of g and η, we have
‖ψ‖2(W 2Ω(0,T ))3 ≤ e
κMT ‖g‖2(L2(QT ))3 ≤ C
(∫
Q3T/4
|f |2 +
∫ 3T/4
T/4
∫
Ω
|φ|2
)
.
From the definition of β, we have e−2sβ ≥ e−16s‖β0‖∞/T 2 for t ∈ [T/4, 3T/4], so that the above
inequality implies that
‖ψ‖2(W 2Ω(0,T ))3 ≤ C
(∫
Q3T/4
|f |2 +
∫
QT
e−2sβ |φ|2
)
. (5.58)
Since the weights e−2sβ˜ and γ˜−3 are lower bounded for t ∈ [0, 3T/4], we have∫
Q3T/4
|f |2 ≤ C
∫
Q3T/4
e−2sβ˜(sγ˜)−3|f |2. (5.59)
The integral term
∫
QT
e−2sβ |φ|2 in (5.58) can be estimated by applying Lemma 5.25:∫
QT
e−2sβ
[
(sγ)−4
(|∂tφ|2 + |∆φ|2)+ (sγ)−2|∇φ|2 + |φ|2]
≤ κ
(∫
QT
e−2sβ(sγ)−3|f |2 +
∫
qT
e−2sβ |φ|2
)
≤ κ
(
T 3
∫
QT
e−2sβ˜(sγ˜)−3|f |2 +
∫
qT
e−2sβ˜ |φ|2
)
, (5.60)
since e−2sβ˜ = e−2sβt/T ≥ e−2sβ and γ˜−1 = γ−1t ≥ γ
−1
T for every t ∈ [0, T ). This implies that∫
QT
e−2sβ |φ|2 ≤ κ
(
T 3
∫
QT
e−2sβ˜(sγ˜)−3|f |2 +
∫
qT
e−2sβ˜ |φ|2
)
. (5.61)
Combining (5.58), (5.59) and (5.61), we obtain
‖ψ‖2(W 2Ω(0,T ))3 ≤ C
(∫
QT
e−2sβ˜(sγ˜)−3|f |2 +
∫
qT
e−2sβ˜ |φ|2
)
.
On the other hand, by the definitions of β˜ and γ˜, we have
‖ψ‖2(W 2Ω(0,T ))3 ≥ ‖ψ‖
2
(W 2Ω(0,T/4))
3
≥ K
∫
QT/4
e−2sβ˜
[
(sγ˜)−4
(|∂tφ|2 + |∆φ|2)+ (sγ˜)−2|∇φ|2 + |φ|2] ,
where
K =
exp(2s minΩ β0/T
2)
1 + s2T 2 + s4T 4
.
Adding the last two inequalities, we have∫
QT/4
e−2sβ˜
[
(sγ˜)−4
(|∂tφ|2 + |∆φ|2)+ (sγ˜)−2|∇φ|2 + |φ|2]
≤ C
(∫
QT
e−2sβ˜(sγ˜)−3|f |2 +
∫
qT
e−2sβ˜ |φ|2
)
. (5.62)
For the estimation of e−2sβ˜
[
(sγ˜)−4
(|∂tφ|2 + |∆φ|2)+ (sγ˜)−2|∇φ|2 + |φ|2] on [T/4, T ], remark that
for (x, t) ∈ Ω× [T/4, T ] we have
e−2sβ˜(x,t) ≤ e8s‖β0‖∞/T 2e−2sβ(x,t), γ˜(t)−1 ≤ 4
T
γ(t)−1,
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which implies that ∫ T
T/4
e−2sβ˜
[
(sγ˜)−4
(|∂tφ|2 + |∆φ|2)+ (sγ˜)−2|∇φ|2 + |φ|2]
≤ C
∫ T
T/4
e−2sβ
[
(sγ)−4
(|∂tφ|2 + |∆φ|2)+ (sγ)−2|∇φ|2 + |φ|2] .
Combining this inequality with (5.60), we deduce that∫ T
T/4
e−2sβ˜
[
(sγ˜)−4
(|∂tφ|2 + |∆φ|2)+ (sγ˜)−2|∇φ|2 + |φ|2]
≤ C
(∫
QT
e−2sβ˜(sγ˜)−3|f |2 +
∫
qT
e−2sβ˜ |φ|2
)
.
Adding this inequality with (5.62) gives the inequality announced in the statement of Lemma 5.26.
From now on, let us choose
s = s0 +
T 2
4
(
4C0
δ(1−δ)
) 1
3 ‖A‖ 23∞, (5.63)
so that s ≥ s1, with s0 and s1 given by Lemma 5.24 and (5.57) respectively. In what follows, we will
use the notation:
ρ̂(x, t) =
esβ˜(x,t)
(T − t)3/2 , ρ̂0(x, t) = ρ̂(x, t)(T − t)
3/2.
Analyzing the different steps in the proof of Lemma 5.26, we can obtain the following estimate of the
constant C for this particular choice of s:
C = eκPT ,
where κ = κ(ω,Ω) > 0 and PT is defined in the following proposition.
Proposition 5.28. There exists κ = κ(ω,Ω) > 0 such that, for every φ0 ∈ (L2(Ω))3 and every
f ∈ (L2(QT ))3, the solution φ to (5.56) satisfies the inequality
‖φ(·, 0)‖2(L2(Ω))3 ≤ eκPT
(∫
QT
ρ̂−2|f |2 +
∫
qT
ρ̂0
−2|φ|2
)
, (5.64)
with
PT = 1 +
1
T
+ ‖A‖2/3∞ + T
(
1 + ‖A‖∞ + ‖A‖1/3∞
)
.
Proof. Lemma 5.26 applied to φ with s defined by (5.63) gives∫
QT
e−2sβ˜
[
(sγ˜)−4
(|∂tφ|2 + |∆φ|2)+ (sγ˜)−2|∇φ|2 + |φ|2]
≤ eκPT
(∫
QT
ρ̂−2|f |2 +
∫
qT
ρ̂0
−2|φ|2
)
. (5.65)
By the definitions of β˜ and γ˜, the weights e−2sβ˜ and (sγ˜)−1 are uniformly bounded from below on
QT−δ by a positive constant, so that (5.65) implies
Cδ
∫
QT−δ
(|∂tφ|2 + |∆φ|2 + |∇φ|2 + |φ|2) ≤ eκPT (∫
QT
ρ̂−2|f |2 +
∫
qT
ρ̂0
−2|φ|2
)
,
with Cδ = e−
2s‖β0‖∞
Tδ min
(
1, s−2δ2, s−4δ4
)
, for every δ ∈ (0, T ). The last inequality reads also
‖φ‖2(W 2Ω(0,T−δ))3 ≤
eκPT
Cδ
(∫
QT
ρ̂−2|f |2 +
∫
qT
ρ̂0
−2|φ|2
)
. (5.66)
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Using the continuous embedding
W 2Ω(0, T − δ) →֒ C
(
[0, T − δ];H10 (Ω)
)
,
we deduce from (5.66) the inequality
‖φ(·, 0)‖2(H10 (Ω))3 ≤ e
κPT
(∫
QT
ρ̂−2|f |2 +
∫
qT
ρ̂0
−2|φ|2
)
,
which yields (5.64).
5.5.3 Proof of Theorem 5.21
The construction of v̂ and ŷ can be done in a similar way to that of u and z in Theorem 5.15, the
only difference being in the definition of the functional J˜k. Instead of J˜k, we consider the functional
Ik : (L2(qT , ρ̂0))3 → R, defined by
Ik(v) = 1
2
∫
qT
ρ̂0
2|v|2 +
∫
QT
ρ̂k
2|yv|2,
where yv denotes the solution to (5.54) associated with v and
ρ̂k(t) = exp
(
sβ(x)
T (T + 1/k − t)
)
(T + 1/k − t)−3/2, ∀t ∈ [0, T ].
Similar arguments to those in the proof of Theorem 5.15 (in particular the use of observability inequal-
ity (5.64)) give the existence of a function v̂ ∈ (L2(qT , ρ̂0))3, with ‖v̂‖2(L2(qT ,ρ̂0))3 ≤ eκPT ‖y0‖2(L2(Ω))3
(PT defined in Proposition 5.28), such that the solution ŷ to (5.54) associated with v̂ satisfies
ŷ ∈ (W 2Ω(0, T ))3, ŷ ∈ (L2(QT , ρ̂))3 with ‖ŷ‖2(L2(QT ,ρ̂))3 ≤ eκPT ‖y0‖2(L2(Ω))3 and ŷ(·, T ) = 0 in (L2(Ω))3.
In particular, it follows from the definition of ρ̂ (see (5.41)) that
ŷ ∈
(
L2
(
QT , exp
( 1
T − t
)))3
.
The only point remaining is to prove that ∇ŷ ∈
(
L2
(
QT , exp
(
1
T−t
)))N×3
. Multiplying scalarly the
equation of ŷ by ρ̂(·, t)2(T − t)2 ŷ(·, t) and integrating on [0, T ], we obtain∫
QT
ρ̂2(T − t)2 |∇ŷ|2 =
∫
QT
ρ̂2(T − t)2 ŷ (Aŷ) +
∫
qT
ρ̂2(T − t)2 ŷ v̂
−1
2
∫
QT
ρ̂2(T − t)2 ∂t|ŷ|2. (5.67)
From ŷ ∈ (L2(QT , ρ̂))3 and the definition of ρ̂, we deduce that limt→T ρ̂2(·, t)(T − t)2|ŷ(·, t)|2 = 0 in
(L2(Ω))3, so that, integrating by parts on [0, T ] in the last term of (5.67), we obtain∫
QT
ρ̂2(T − t)2 |∇ŷ|2 =
∫
QT
ρ̂2(T − t)2 ŷ (Aŷ) +
∫
qT
ρ̂2(T − t)2 ŷ v̂
+
T 2
2
∫
Ω
ρ̂(x, 0)2 |y0(x)|2
+
1
2
∫
QT
∂t(ρ̂
2(T − t)2) |ŷ|2. (5.68)
It is clear that ∫
QT
ρ̂2(T − t)2 ŷ (Aŷ) ≤ T 2‖A‖∞
∫
QT
ρ̂2|ŷ|2 ≤ eκPT ‖y0‖2(L2(Ω))3 .
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Besides, by the definition of ρ̂ and ρ̂0, we also have∫
qT
ρ̂2(T − t)2 ŷ v̂ =
∫
qT
(T − t)1/2ρ̂ρ̂0 ŷ v̂
≤ T 1/2
(
‖v̂‖2(L2(qT ,ρ̂0))3 + ‖ŷ‖2(L2(QT ,ρ̂))3
)
≤ eκPT ‖y0‖2(L2(Ω))3 , (5.69)
and
T 2
∫
Ω
ρ̂(x, 0)2 |y0(x)|2 ≤ T−1e2s‖β0‖∞/T 2‖y0‖2(L2(Ω))3 ≤ eκPT ‖y0‖2(L2(Ω))3 , (5.70)
with β0 given in Lemma 5.24. Consequently, it remains to bound the last term in (5.68). Since
∂t(ρ̂
2(T − t)2) = ρ̂2
(
T − t+ 2sβ0(x)/T
)
, we can write∫
QT
∂t(ρ̂
2(T − t)2) |ŷ|2 ≤
(
T +
2s‖β0‖∞
T
)
‖ŷ‖2(L2(QT ,ρ̂))3
≤ eκPT ‖y0‖2(L2(Ω))3 . (5.71)
Combining (5.68)–(5.71), we finally obtain∫
QT
ρ̂2(T − t)2 |∇ŷ|2 ≤ eκPT ‖y0‖2(L2(Ω))3 ,
which ensures that
∇ŷ ∈
(
L2
(
QT , exp
( 1
T − t
)))N×3
,
by the definition of ρ̂. This completes the poof of Theorem 5.21.
5.6 Comments and further results
5.6.1 Controllability of n× n parabolic systems by one force.
In a forthcoming paper, we will deal with the null controllability of system (5.1) in the case n ≥ 3
(that is A = (aij)1≤i,j≤n ∈ (L∞(QT ))n×n and B = (0, 0, 0, · · · , 0, 1)T ∈ Rn), using the same approach
as for the proof of Theorem 5.3 and working by induction.
5.6.2 The nonlinear case.
The knowledge of the dependence of the observability constant C0 (see Proposition 5.11 and
Remark 5.14) with respect to the coefficients of A is needed to study the controllability to trajectories
of systems like  ∂ty = ∆y + F (y) +B1 v1ω in QT ,y = 0 on ΣT ,
y(·, 0) = y0 in Ω,
(5.72)
with a nonlinearity F : R3 → R3. The next step of our study is to perform a Kakutani fixed-point
argument on a linearized system of (5.72) to deduce a local controllability result for the solutions to
(5.72).
5.6.3 The case of distinct diffusion coefficients.
The problem of the controllability to trajectories for (5.72) is derived from the study of the con-
trollability to trajectories of the following system which models the therapy for brain tumors: ∂ty = D∆y + F (y) +B1 v1ω in QT ,∂νy = 0 on ΣT ,
y(·, 0) = y0 in Ω.
(5.73)
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In this system ∂νy = (∂νy1, ∂νy2, ∂νy3)T stands for the normal derivative of y = (y1, y2, y3)T , D is
a diagonal matrix given by D = diag(d1, d2, d3) with di > 0 (i = 1, 2, 3) and the non linearity F is
defined by
F (y) =
 α11y1g1(y1)− (α12y2 + α13y3)y1α22y2g2(y2)− (α21y1 + α23y3)y2
−α33y3
 ,
where either gi(yi) = 1, either gi(yi) = 1 − yi/ki or gi(yi) = ln(ki/yi), with ki > 0 for i = 1, 2 (see
[CH05] for more details). As for system (5.72), the study of the controllability to trajectories for (5.73)
begins with the study of the null controllability of the following linear system ∂ty = D∆y +Ay +B1 v1ω in QT ,∂νy = 0 on ΣT ,
y(·, 0) = y0 in Ω,
(5.74)
where A is a 3 × 3 matrix with coefficients aij belonging to L∞(QT ). Applying the decomposition
(5.13) where Y is the solution to (5.74) with v = 0 and (ŷ, v̂) is a solution to ∂tŷ = D∆ŷ +Aŷ + v̂1ω0 in QT ,∂ν ŷ = 0 on ΣT ,
ŷ(·, 0) = y0, ŷ(·, T ) = 0 in Ω,
for an open subset ω0 ⊂ ω of Ω, we obtain, after the change of variables (5.20), the new system posed
in qT 
∂tz1 = d1∆z1 + a˜11z1 +
(
c12 + 2d1∇
(
a13
a23
)
· ∇+ (d1 − d2)a13a23∆
)
z2 + g1,
∂tz2 = d2∆z2 + a˜21z1 + a˜22z2 + g2 + a23u,
∂νz1 = ∂νz2 = 0 on σT ,
z1(·, 0) = z2(·, 0) = 0 in ω,
with
c12 = −detK
a223
+ (d1∆− ∂t)
(
a13
a23
)
,
K being given in Theorem 5.3. The new coefficient:
a˜12 = c12 + 2d1∇
(
a13
a23
)
· ∇+ (d1 − d2)a13
a23
∆ (5.75)
is a second order operator in space (compare with the corresponding coefficient in the case d1 = d2 = 1
we have considered in the previous sections).
Actually, the starting point of the proof of Lemma 5.12 is the inequality (5.31) which is a conse-
quence of the following property: for almost every t ∈ (0, T ), a˜12(·, t) satisfies∫
ω
ψ (a˜12(·, t)ψ) dx =
∫
ω
(a˜∗12(·, t)ψ)ψ dx ≥ c
∫
ω
ψ2 dx, ∀ψ ∈ H10 (ω),
or∫
ω
ψ(a˜12(·, t)ψ) dx ≤ −c
∫
ω
ψ2 dx, ∀ψ ∈ H10 (ω).
(5.76)
An inspection of the proof of our main result shows that the assumption (5.5) was only needed in the
proof of Lemma 5.12 to establish (5.76) and so (5.31). Consequently, the assumption (5.5) in Theorem
5.3 can be replaced by the assumption (5.76). Now, taking into account the diffusion coefficients di,
i = 1, 2, 3, in the proof of Lemma 5.12, we get the following result.
Theorem 5.29. Let us assume that a13, a23 ∈ W 2,1∞ (qT ) and that there exist two positive constants
α and c such that
|a23| ≥ α in qT
and for almost every t ∈ (0, T ), either∫
ω
ψ(a˜12(·, t)ψ) dx ≥ c
∫
ω
ψ2 dx, ∀ψ ∈ H2∂ν =
{
ψ ∈ H2(ω) / ∂νψ = 0
}
,
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or ∫
ω
ψ(a˜12(·, t)ψ) dx ≤ −c
∫
ω
ψ2 dx, ∀ψ ∈ H2∂ν ,
where a˜12 is defined in (5.75). Then for every y0 ∈ (L2(Ω))3, there exists at least one function
v ∈ L2(qT ) such that the solution y to (5.74) satisfies
y(·, T ) = 0 in Ω.
Proof. The proof is similar to that of Theorem 5.3, the main step being the proof of Lemma 5.12.
Consequently, we only point out the differences that appear in the proof of Lemma 5.12 when we
consider the diffusion coefficients di, i = 1, 2, 3. First, note that (5.32) is still true because in (5.29) we
only have to change the integral term 2
∫
qT
ϕp∇φ1 ·∇φ2 into (d1+ d2)
∫
qT
ϕp∇φ1 ·∇φ2, where (φ1, φ2)
is now the solution to the following backward system
−∂tφ1 = d1∆φ1 + a˜11φ1 + a˜21φ2 + f1 in qT ,
−∂tφ2 = d2∆φ2 + a˜∗12φ1 + a˜22φ2 + f2 in qT ,
∂νφ1 = ∂νφ2 = 0 on σT ,
φ1(·, T ) = φ01, φ2(·, T ) = φ02 in ω.
(5.77)
The main difference consists in the estimate of ∇φ2. Indeed, in (5.33) the term
∫
qT
ϕp−1|∇φ2|2 has
to be changed in d2
∫
qT
ϕp−1|∇φ2|2 and the term
∫
qT
ϕp−1(a˜12φ2)φ1 is now given by the formula∫
qT
ϕp−1(a˜12φ2)φ1 = −
∫
qT
ϕp−1
(
detK
a223
+ (∂t + d2∆)
(
a13
a23
))
φ1φ2
−2d2
∫
qT
ϕp−1φ2∇φ1 · ∇
(
a13
a23
)
+(d1 − d2)
∫
qT
ϕp−1
a13
a23
φ2∆φ1. (5.78)
Therefore, we need an estimate on ∆φ1 with respect to φ1 and ∇φ1. This estimate is obtained by
multiplying the first equation of (5.77) by ϕp+2∆φ1. In fact, we have∫
qT
ϕp+2(∆φ1)
2 ≤ C
(∫
qT
ϕpφ1
2 +
∫
qT
ϕp+1|∇φ1|2 +
∫
qT
ϕp+2φ2
2 +
∫
qT
ϕp+2f1
2
)
.
Combining this inequality with (5.78), we obtain for ǫ > 0 small enough∣∣∣∣∫
qT
ϕp−1(a˜12φ2)φ1
∣∣∣∣ ≤ ǫC (∫
qT
ϕpφ1
2 +
∫
qT
ϕp+1|∇φ1|2
)
+ Cǫ
(∫
qT
ϕp−4φ2
2 +
∫
qT
ϕp+2f1
2
)
.
The new estimate on
∫
qT
ϕp−1|∇φ2|2 follows from the last inequality. Finally, the elimination of
|∇φ1|2 is obtained as in Lemma 5.12. This leads to an inequality similar to (5.28) but with the weight
tp−4(T − t)p−4 instead of tp−3(T − t)p−3 in front of φ22.
5.7 Une application numérique en 2D au cas de la
contrôlabilité d’un système de trois équations à coefficients
constants avec une force de contrôle
On s’intéresse maintenant à l’approximation numérique d’une solution contrôlée du système suivant
∂ty = c∆y +Ay +
(
0
0
v
)
1ω, dans QT ,
y = 0, sur ΣT ,
y(0) = y0, dans Ω,
(5.79)
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où Ω est un ouvert de R2. Dans les simulations numériques, on prendra c = 0.1, Ω =]0, 1[2 et ω =
]0.2, 0.8[2. Pour simplifier le problème, on se placera dans le cadre d’une matrice A à coefficients
constants satisfaisant les hypothèses du Théorème 5.3 :
A =
 0 2 10 1 1
0 0 0
 .
En particulier, on sait déjà que le système (5.79) est contrôlable. Comme on l’a vu dans la sous-section
5.1.2 (en particulier, dans (5.13), (5.20) et le Lemme 5.9), il est possible de construire une solution
contrôlée de ce système sous la forme
y = (1− θ)ŷ + ηθY + F,
où η et θ sont deux fonctions de troncature (respectivement en temps et en espace) bien choisies, ŷ
est la solution contrôlée par trois forces sur un sous-ensemble ω0 ⊂ ω construite dans la section 5.5 et
Y désigne la solution non contrôlée. F est donné par F = (z1 + a13a23 z2, z2, u)
T , où z = (z1, z2)T est la
solution du système 2× 2 non homogène (5.21), contrôlée par un contrôle sur tout le domaine ω, qui
est construite dans la section 5.3. Rappelons que l’on a construit les solutions ŷ et z en résolvant des
problèmes de minimisation de fonctionnelles (voir la sous-section 5.5.3 pour ŷ et la démonstration du
Théorème 5.15 page 107 pour z).
Dans la présente section, on utilise cette décomposition pour construire une approximation numéri-
que de la solution contrôlée y ainsi obtenue, en construisant d’abord une approximation de la solution
contrôlée par trois forces ŷ, puis une approximation de la solution contrôlée par une force z. Dans un
deuxième temps, sachant que le système (5.79) est contrôlable, on approche numériquement un contrôle
v (et la solution contrôlée associée) en résolvant directement un problème de minimisation pour ce
système. Ces deux méthodes d’approximation d’une solution contrôlée ont été mises en oeuvre avec le
logiciel d’éléments finis FreeFem++ version 3.18-1 (téléchargeable sur http://www.freefem.org/).
5.7.1 Approche indirecte
Dans cette partie, on approche numériquement la solution contrôlée du système (5.79) qui est
définie par
y = (1− θ)ŷ + ηθY +
(
A0 0
0 1
)(
z
u
)
,
où
– A0 est la matrice 2× 2 définie par
A0 =
(
1 a13a23
0 1
)
,
– (ŷ, v̂) est la solution de 
∂tŷ = c∆ŷ +Aŷ + v̂1ω0 , dans QT ,
ŷ = 0, sur ΣT ,
ŷ(0) = y0, ŷ(T ) = 0, dans Ω,
(5.80)
pour ω0 ⊂ ω tel que ω0 6= ∅ et ω0 6= ω, construite dans la sous-section 5.5.3,
– Y est la solution de 
∂tY = c∆Y +AY, dans QT ,
Y = 0, sur ΣT ,
Y (0) = y0, dans Ω,
(5.81)
– η ∈ C1([0, T ]) et θ ∈ C2c (Ω) vérifient (5.12),
– z = (z1, z2)T et u constituent la solution du problème
∂tz = c∆z + A˜z + g +
(
0
a23u
)
, dans qT = ω×]0, T [,
z = 0, sur σT = ∂ω×]0, T [,
z(0) = 0, z(T ) = 0, dans ω,
(5.82)
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qui a été construite dans la démonstration du Théorème 5.15.
On rappelle que A˜ est définie par (5.22) et que g =
(
G1 − a13a23G2, G2
)T
, où G = (G1, G2, G3)
T est
donné par
G = −2c∇θ · ∇ŷ − c(∆θ)ŷ − (η′θ − cη∆θ)Y + 2cη∇θ · ∇Y.
Remarquons que pour le choix que l’on a fait ici de la matrice A, on a
A˜ =
(
0 1
0 1
)
,
de sorte que le coefficient a˜12 n’est pas un opérateur d’ordre 1, mais simplement un nombre réel :
a˜12 = −detK
a223
= 1.
Pour les simulations numériques, on choisit ω =]0.2, 0.8[2 et ω0 =]0.4, 0.6[2. On construit les
fonctions η et θ de la façon suivante (voir [MP10]). Pour tout triplet de réels (r1, r2, R), on définit une
fonction ζr1,r2,R ∈ C1([0, R]) en posant
ζr1,r2,R =

1 si 0 ≤ r ≤ r1,
(r − r2)2(3r1 − r2 − 2r)
(r1 − r2)3 si r1 ≤ r ≤ r2,
0, si r2 ≤ r ≤ R.
On pose alors η = ζT/4,3T/4,T et θ = ζr1,r2,1, avec r1 et r2 vérifiant a1 < r1 < r2 < a2, pour
a1 =
√
2
2 |ω0| =
√
2 · 10−1 et a2 =
√
2
2 |ω| = 3
√
2 · 10−1. On choisit (r1, r2) = (0.18, 0.26). On cherche un
contrôle amenant la solution à zéro à l’instant T = 0.5, en partant de la donnée initiale
y0(x) = (1, 2, 1.5)T sin(πx1) sin(πx2), ∀x = (x1, x2) ∈ Ω.
La discrétisation en temps que l’on considère est une discrétisation uniforme de pas ∆t = T60 . Pour
chaque n ∈ {0, · · · , 60}, on note tn = n∆t. On discrétise le domaine Ω =]0, 1[2 avec un maillage
uniforme Th constitué de 2nxny triangles (et (nx+1)(ny +1) nœuds) pour nx = ny = 29. On note Vh
l’espace d’éléments finis de type P2 associé à ce maillage. On va construire une approximation ynh ∈ Vh
de y(·, tn), en utilisant la décomposition
ynh = (1− θh)ŷnh + ηnθhY nh +
(
A0 0
0 1
)(
zh
uh
)
, (5.83)
où ŷnh ∈ Vh est une approximation de ŷ(·, tn), Y nh ∈ Vh est une approximation de Y (·, tn), θh ∈ Vh est
une approximation de θ, ηn = η(·, tn) et (znh , unh) ∈ Vh×Vh est une approximation de (z, u)(·, tn). Dans
le cas considéré, A0 est une matrice à coefficients constants, qui ne dépend donc pas des paramètres de
discrétisation h et n. On procède en cinq étapes pour construire l’approximation yh = (ynh)0≤n≤60 de y.
D’abord on construit l’approximation Yh de Y . Dans un second temps, on détermine une approximation
ŷh de ŷ. Puis, on approche le terme source g dans le problème en z (5.82) en utilisant les approximations
Yh et ŷh. On construit ensuite une approximation (zh, uh) de la solution (z, u) du problème (5.82).
Enfin, on utilise (5.83) pour obtenir une approximation yh de y.
Étape 1 : construction de Yh.
On discrétise en temps le problème (5.81) via un schéma de Crank-Nicolson :{
Y n+1−Y n
∆t =
1
2
(
c∆Y n+1 +AY n+1
)
+ 12 (c∆Y
n +AY n) , dans Ω,
Y n+1 = 0, sur ∂Ω.
et Y 0 = y0 où, pour chaque m ∈ {0, · · · , nT }, Y m = Y (·, tm). La formulation de ce problème avec la
discrétisation en espace d’éléments finis est la suivante :
• Y 0h = y0h (approximation de la donnée initiale y0),
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• connaissant Y nh ∈ Vh, touer Y n+1h ∈ Vh tel que
∀Y h ∈ Vh,
∫
Th
Y n+1h Y h =
∫
Th
Y nh Y h +
∆t
2
(
−c
∫
Th
∇Y n+1h · ∇Y h +
∫
Th
(AY n+1h )Y h
)
+
∆t
2
(
−c
∫
Th
∇Y nh · ∇Y h +
∫
Th
(AY nh )Y h
)
.
On verra par la suite (courbes en noir sur la Figure 5.5), une représentation graphique de l’évolution de
la norme de Yh(t) en fonction du temps t (i.e. l’évolution de ‖Yh(tn)‖Vh = (
∫
Th
Y nh Y
n
h )
1/2 en fonction
de n) et de ses trois composantes.
Étape 2 : construction de ŷh.
D’après la section 5.5, ŷ est la solution du système (5.80) associée au contrôle v̂ = limk→+∞ v̂k, où
v̂k = argmin
v∈(L2(q0T ,ρ̂0))3
(
1
2
∫
q0T
ρ̂0
2|v|2 + 1
2
∫
QT
ρ̂k
2|yv|2
)
,
yv désignant la solution du problème (5.80) associée à v, et les poids ρ̂0 et ρ̂k étant donnés par
ρ̂0(x, t) = exp
(
sβ0(x)
T (T − t)
)
, ρ̂k(x, t) = exp
(
sβ0(x)
T (T + 1k − t)
)
(T + 1k − t)−3/2. (5.84)
Numériquement, on ne peut pas se permettre de considérer directement le poids ρ̂0 qui n’est pas défini
pour t = T . On l’approche alors par
ρ̂0,k(x, t) = exp
(
sβ0(x)
T (T + 1k − t)
)
. (5.85)
L’idée consiste à choisir k suffisamment grand (k = 1000 dans les simulations) et à faire l’approximation
suivante : v̂ ≃ v̂k, où v̂k est l’unique minimiseur dans (L2(qT , ρ̂0,k))3 de la fonctionnelle
Ik(v) =
1
2
∫
q0T
ρ̂0,k
2|v|2 + 1
2
∫
QT
ρ̂k
2|yv|2. (5.86)
Puisque ρ̂0,k(·, T ) et ρ̂k(·, T ) sont respectivement de l’ordre de O(exp(k)) et O(k3/2 exp(k)), il est
nécessaire de choisir une discrétisation suffisamment fine de QT , de façon à approcher au mieux les
intégrales qui composent Ik(v). D’où le choix des paramètres de discrétisation ∆t, nx et ny. La fonction
β0 qui apparaît dans les expressions de ρ̂0,k et de ρ̂k est de la forme
β0(x) = e
2λ‖ψ‖C(Ω) − e2λψ(x),
où λ est une constante strictement positive suffisamment grande et ψ ∈ C2(Ω) est une fonction
vérifiant les propriétés suivantes (voir [FI96]) :
ψ > 0 dans Ω, ψ|∂Ω = 0, |∇ψ| > 0 dans Ω \ ω˜0,
pour un ouvert non vide ω˜0 ⊂ ω0. Une fonction ψ très simple qui vérifie ces hypothèses pour n’importe
quel ouvert ω˜0 ⊂ Ω =]0, 1[2 contenant le point (0.5, 0.5) est la fonction :
ψ(x1, x2) = sin(πx1) sin(πx2).
C’est ce choix de fonction ψ que l’on fait pour les simulations numériques. D’autre part, bien que les
valeurs des paramètres s et λ doivent être prises suffisamment grandes, on les choisit relativement
petites (s = 10−1, λ = 10−2) de façon à ce que les valeurs de ρ̂0,k(T ) et ρ̂k(T ) soit accessibles numé-
riquement. Pour approcher le minimiseur v̂ de la fonctionnelle Ik, on met en œuvre l’algorithme du
gradient conjugué (dans sa version de Polack-Ribière) que l’on rappelle ci-dessous (voir, par exemple,
[GLH08]).
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Algorithme du gradient conjugué
• Étape 0 - Initialisation.
– On se donne ǫ > 0 et v̂(0) ∈ U = (L2(q0T , ρ̂0,k))3.
– On calcule le résidu g(0) = DIk(v̂(0)).
– On pose w(0) = g(0).
Pour chaque p ≥ 0, tel que v̂(p), g(p) et w(p) sont connus, on calcule v̂(p+1), g(p+1) et éventuelle-
ment w(p+1) de la façon suivante :
• Étape 1 - Optimisation de v̂(p) dans la direction w(p).
– On pose v̂(p+1) = v̂(p) − βnw(p), où
βp =
〈
g(p), w(p)
〉
U
D2Ik(v̂(p)) · w(p)2
.
– On calcule le résidu g(p+1) = DIk(v̂(p+1)).
• Étape 2 - Test de convergence et construction de la nouvelle direction de descente.
– Si ‖g(p+1)‖U/‖g(0)‖U < ǫ, alors on pose v̂ = v̂(p+1).
– Sinon, on pose w(p+1) = g(p+1) + γpw(p), où
γp =
〈
g(p+1), g(p+1) − g(p)〉
U
‖g(p)‖2U
,
puis on pose p = p+ 1, et on recommence à partir de l’Étape 1.
Dans notre cas, il est facile de vérifier que les dérivées première et seconde de Ik sont données par
DIk(v) = (v + ρ̂0,k
−2
φv)1ω0 ,
où φv désigne la solution du problème rétrograde
−∂tφv = c∆φv +A∗φv + ρ̂k2yv, dans QT ,
φv = 0 sur ΣT ,
φv(T ) = 0, dans Ω,
(5.87)
et
D2Ik(v).w
2 =
∫
q0T
ρ̂0,k
2|w|2 +
∫
QT
ρ̂k
2|y˜w|2,
où y˜w est la solution du problème direct
∂ty˜w = c∆y˜w +Ay˜w + w1ω0 dans QT ,
y˜w = 0 sur ΣT ,
y˜w(0) = 0, dans Ω.
(5.88)
À chaque itération dans la méthode du gradient conjugué, on résout alors le problème direct (5.80)
associé à v̂(p) pour calculer la solution correspondante ŷ(p), puis résoudre le problème rétrograde (5.87)
pour déterminer la solution φ(p) := φv̂(p) et calculer le résidu
g(p) =
(
v̂(p) + ρ̂0,k
−2
φ(p)
)
1ω0 .
On résout ensuite le problème direct (5.88) pour calculer la solution y˜(p) associée à w(p) et le paramètre
βp =
∫
q0T
ρ̂0,k
2
g(p)w(p)∫
q0T
ρ̂0,k
2|w(p)|2 + ∫
QT
ρ̂k
2|y˜(p)|2 .
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On peut alors définir v̂(p+1) = v̂(p) − βpw(p), puis calculer
γp =
∫
q0T
ρ̂0,k
2
g(p+1)(g(p+1) − g(p))∫
q0T
ρ̂0,k
2|g(p)|2 ,
et wp+1 = g(p+1)+ γpw(p). On implémente l’algorithme du gradient conjugué sur un nombre maximal
d’itérations fixé à pmax = 2000. On construit alors une approximation ŷ
(p)
h ∈ Vh de chacun des ŷ(p).
Comme pour la construction de Yh, on utilise un schéma de Crank-Nicolson en temps pour résoudre
chacun des trois systèmes (5.80), (5.87) et (5.88). La Figure 5.1 représente l’évolution (en échelle log10)
de Ik(v̂
(p)
h ), ‖g(p)‖U/‖g(0)‖U et ‖ŷ(p)h (T )‖(L2(Ω))3 . La Table 5.1 consigne quelques unes des valeurs de
ces trois quantités pour différentes valeurs de p ≤ pmax. On remarque que le coût Ik(v̂(p)h ) décroît bien
avec p. C’est également le cas pour la norme de la solution ŷ(p)h en T , qui décroît pour atteindre, après
pmax = 2000 itérations, une valeur de l’ordre de O(10−4). On choisit alors, comme approximation ŷh
de ŷ, la solution ŷh = ŷ
(pmax)
h . La Figure 5.2 représente les normes de ŷh(t) et de ses trois composantes
en fonction de t ∈ [0, T ]. On remarque sur ce graphique, que les allures des quatre courbes sont
semblables.
p = 0 p = 400 p = 800 p = 1200 p = 1600 p = 2000
Ik(v̂
(p)
h ) 8.47× 10
8 2.36× 103 8.19× 102 5.43× 102 3.93× 102 3.23× 102
‖g
(p)
h
‖
L2(qT ,ρ̂0)
‖g
(0)
h
‖
L2(qT ,ρ̂0)
1 5.39× 10−14 2.43× 10−14 1.55× 10−14 1.10× 10−14 5.84× 10−15
‖ŷ
(p)
h (T )‖(L2(Ω))3 1.23 1.38× 10
−3 7.80× 10−4 5.87× 10−4 4.65× 10−4 3.99× 10−4
Table 5.1 – Évolution du coût, de la norme du résidu et de la norme à l’instant final T de la solution
ŷ
(p)
h , au cours des itérations de l’algorithme du gradient conjugué.
Étape 3 : construction de gh.
On cherche ici à construire une approximation gh du terme source g = (G1 + a13a23G2, G2)
T dans le
système (5.82), où
Gi = −2c∇θ · ∇ŷi − c(∆θ)ŷi − (η′θ − cη∆θ)Yi + 2cη∇θ · ∇Yi, i = 1, 2.
Connaissant des approximations Yh et ŷh de Y et ŷ, on peut maintenant construire des approximations
G1h et G2h de G1 et G2 en utilisant la formulation éléments finis suivante pour tout n = 0, · · · , 60 :
∀G ∈ Vh,
∫
Th
Gi
n
hG = −2c
∫
Th
((∇θ)h · ∇ŷinh)G− c
∫
Th
(∆θ)h ŷi
n
h G
−
∫
Th
(
η′nθh − cηn(∆θ)h
)
Yi
n
h G+ 2cη
n
∫
Th
((∇θ)h · ∇Yinh)G,
où η′n = η′(tn) et (∇θ)h et (∆θ)h désignent respectivement des approximations de ∇θ et ∆θ dans
Vh. On en déduit alors des approximations de g1 et g2 :
g1h = G1h +
a13
a23
G2h, g2h = G2h.
Étape 4 : construction de (zh, uh).
On rappelle que z est la solution de (5.82) associée à u = limk→+∞ uk, où
uk = argmin
u∈L2(qT ,ρ0)
(
1
2
∫
qT
ρ20u
2 +
1
2
∫
qT
ρ2k|zu|2
)
,
zu désignant la solution de (5.82) associée à u et les poids ρ0 et ρk étant définis par
ρ0(t) =
(
t(T − t))−(p−3)/2, ρk(t) = (T + 1k − t)−p/2,
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pour p ≥ 8. Pour les simulations numériques, on choisit p = 8 et k = 1000 et on suppose que u ≃ uk
où uk est l’unique minimiseur dans L2(qT , ρ0,k) de la fonctionnelle
J˜k(u) =
1
2
∫
qT
ρ20,ku
2 +
1
2
∫
qT
ρ2k|zu|2,
pour
ρ0,k(t) =
(
(t+ 1k )(T +
1
k − t)
)−5/2
, ρk(t) = (T +
1
k − t)−4.
On applique alors un algorithme de gradient conjugué sur pmax = 2000 itérations pour résoudre
ce problème de minimisation. Le problème (5.82) étant posé sur qT , on doit considérer cette fois
une triangulation TH de ω. On choisit, par exemple, un maillage de même structure et de même
taille que Th, et un espace d’éléments finis VH de type P2. On obtient pour chaque itération p du
gradient conjugué une approximation u(p)H de u
(p) et une approximation z(p)H de la solution de (5.82)
associée à u(p). Les Figure 5.3 et Table 5.2 décrivent l’évolution du coût J˜k(u
(p)
H ), de la norme du
résidu et de la norme de z(p)H en T au cours des itérations du gradient conjugué. On remarque encore
une fois qu’il y a bien décroissance du coût à chaque itération. La norme de z(p)H décroît également
avec T jusqu’à atteindre, après pmax itérations, une valeur de l’ordre de O(10−5). On pose alors
(zH , uH) = (z
(pmax)
H , u
(pmax)
H ).
p = 0 p = 400 p = 800 p = 1200 p = 1600 p = 2000
J˜k(u
(p)
H ) 5.42× 10
19 2.91× 1013 2.22× 1013 2.04× 1013 1.96× 1013 1.84× 1013
‖g
(p)
H
‖
L2(qT ,ρ˜0)
‖g
(0)
H
‖
L2(qT ,ρ˜0)
1 7.98× 10−6 2.75× 10−6 6.79× 10−7 1.60× 10−6 7.17× 10−6
‖z
(p)
H (T )‖(L2(Ω))3 1.61× 10
−1 1.18× 10−4 1.03× 10−4 9.88× 10−5 9.69× 10−5 9.40× 10−5
Table 5.2 – Évolution du coût, de la norme du résidu et de la norme à l’instant final T de la solution
z
(p)
H , au cours des itérations p de l’algorithme du gradient conjugué.
On définit à partir de l’approximation (zH , uH) de (z, u) dans VH une approximation (zh, uh) dans
Vh par interpolation.
Étape 5 : construction de yh.
On construit simplement une approximation yh de y dans Vh en utilisant la décomposition (5.83).
L’élément yh ainsi défini approche bien une solution contrôlée (par un contrôle) du système (5.79)
puisque qu’il vérifie ‖yh(T )‖(L2(Ω))3 ≃ 3.27×10−4. Le graphique de la Figure 5.4 représente l’évolution
au cours du temps de ‖yh(t)‖(L2(Ω))3 et ‖yih(t)‖L2(Ω) pour i = 1, 2, 3. Contrairement au cas de trois
contrôles (voir la Figure 5.2), on remarque ici que l’évolution de la norme de yh est gouvernée par celle
de ŷ3h, ce qui provient du fait que le contrôle n’agit que sur la troisième équation du système. Dans la
Figure 5.5, on compare, d’une part l’évolution au cours du temps des normes de yh(t), ŷh(t) et Ŷh(t),
d’autre part l’évolution des normes de yih(t), ŷih(t) et Yih(t), pour chaque i = 1, 2, 3. L’amplitude
des courbes obtenues pour yh et y3h (Bleu) est beaucoup plus importante que l’amplitude de celles
de ŷh et ŷ3h (Magenta). Cela provient du fait que le contrôle n’agit sur la première et la deuxième
composantes de yh que par l’intermédiaire de y3h, qui doit donc agir de manière conséquente pour
forcer yh1 et yh2 à s’annuler en T .
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Figure 5.1 – Évolution de log10 Ik(v̂
(p)
h ) (Haut), log10
(
‖g(p)h ‖L2(qT ,ρ̂0)/‖g(0)h ‖L2(qT ,ρ̂0)
)
(Milieu) et
log10 ‖ŷ(p)h (T )‖(L2(Ω))3 (Bas) en fonction du nombre d’itérations dans l’algorithme du gradient conju-
gué.
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Figure 5.2 – Évolution, en fonction de t ∈ [0, T ], de ‖ŷh(t)‖(L2(Ω))3 (Rouge), ‖ŷ1h(t)‖L2(Ω) (Bleu,
trait continu), ‖ŷ2h(t)‖L2(Ω) (Bleu, trait discontinu) et ‖ŷ3h(t)‖L2(Ω) (Bleu, trait pointillé).
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Figure 5.3 – Évolution de log10 J˜k(u
(p)
H ) (Haut), log10
(
‖g(p)H ‖L2(qT ,ρ˜0)/‖g(0)H ‖L2(qT ,ρ˜0)
)
(Milieu)
et log10 ‖z(p)H (T )‖(L2(Ω))3 (Bas) en fonction du nombre d’itérations p dans l’algorithme du gradient
conjugué.
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Figure 5.4 – Évolution, en fonction de t ∈ [0, T ], de ‖yh(t)‖L2(Ω) (Rouge), ‖y1h(t)‖L2(Ω) (Bleu, trait
continu), ‖y2h(t)‖L2(Ω) (Bleu, trait discontinu) et ‖y3h(t)‖L2(Ω) (Bleu, trait pointillé).
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Figure 5.5 – Évolution, en fonction de t ∈ [0, T ], des normes de yh(t), Yh(t), ŷh(t), yih(t),
Yih(t) et ŷih(t) pour i = 1, 2, 3. Haut - Gauche : ‖yh(t)‖(L2(Ω))3 (Bleu), ‖Yh(t)‖(L2(Ω))3
(Noir), et ‖ŷh(t)‖(L2(Ω))3 (Magenta). Haut - Droite : ‖y1h(t)‖L2(Ω) (Bleu), ‖Y1h(t)‖L2(Ω) (Noir)
et ‖ŷ1h(t)‖(L2(Ω))3 (Magenta). Bas - Gauche : ‖y2h(t)‖L2(Ω) (Bleu), ‖Y2h(t)‖L2(Ω) (Noir) et
‖ŷ2h(t)‖(L2(Ω))3 (Magenta). Bas - Droite : ‖y3h(t)‖L2(Ω) (Bleu) v.s. ‖Y3h(t)‖L2(Ω) (Noir) et
‖ŷ3h(t)‖(L2(Ω))3 (Magenta).
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5.7.2 Approche directe
Cette approche consiste, puisqu’on sait que le système (5.79) est contrôlable, à construire un
contrôle en étudiant un problème de minimisation pour une fonctionnelle du type
J(v) =
1
2
∫
qT
ρ20v
2 +
1
2
∫
QT
ρ2|yv|2,
où yv est la solution de (5.79) associée à v et le poids ρ ∈ C ([0, T [,R+∗) est choisi de sorte que
ρ(t) →t→T +∞. En effet, cela implique que si J(v) < +∞ et yv ∈
(
C
(
[0, T ], L2(Ω)
))3
, lorsque le
minimum est atteint pour un certain v ∈ L2(qT , ρ0), alors on a yv(T ) = 0. On considère la même
fonctionnelle que celle définie dans (5.86) :
∀v ∈ L2(qT , ρ̂0,k), Ik(v) = 1
2
∫
qT
ρ̂0,k
2
v2 +
1
2
∫
QT
ρ̂k|yv|2,
avec ρ̂0,k et ρ̂k comme dans (5.85) et (5.84), toujours avec s = 10−1 et λ = 10−2. Cette fonctionnelle
étant différentiable, strictement convexe et coercive, elle admet un unique minimiseur vk. On pose
v ≃ vk pour k grand (k = 1000). Comme pour l’approximation de ŷ, on met en œuvre l’algorithme du
gradient conjugué avec pmax = 2000 itérations, pour approcher le minimiseur v de Ik et la solution
yv qui lui est associée. On se place dans les mêmes conditions que pour l’approche indirecte, à savoir
Ω =]0, 1[2, ω =]0.2, 0.8[2, T = 0.5 et y0(x) = (2, 1, 1.5)T sin(πx1) sin(πx2).
La Figure 5.6 représente l’évolution du coût, de la norme du résidu et de la norme de la solution à
l’instant T au cours de l’algorithme du gradient conjugué. Les ordres de grandeur de ces trois quantités
sont donnés pour différentes valeurs de p (nombre d’itérations du gradient conjugué) dans la Table 5.3.
Comme pour les cas de ŷh et zh, on observe toujours la décroissance du coût et de la norme en T de
la solution au cours des itérations, avec après p = pmax itérations, ‖y(p)h (T )‖(L2(Ω))3 = 2.69×10−3. La
solution yh := y
(pmax)
h ainsi obtenue semble donc approcher une solution contrôlée du système (5.79).
On peut comparer ces résultats à ceux des Figure 5.1 et Table 5.1 (pour l’approximation de ŷ) : avec les
mêmes fonctions poids dans la fonctionnelle à minimiser et au bout du même nombre d’itérations du
gradient conjugué, la décroissance du coût et des résidus est beaucoup plus rapide lorsqu’on contrôle
le même système avec trois contrôles (un contrôle agissant sur chacune des équations) que lorsqu’on le
contrôle avec un seul contrôle. Il en va de même de la convergence vers zéro de la norme de la solution
en T . Tout cela semble naturel d’un point de vue pratique : plus on réduit le nombre de contrôles
agissant sur un système, plus il est difficile de contrôler ce système.
p = 0 p = 400 p = 800 p = 1200 p = 1600 p = 2000
Jk(v
(p)
h ) 8.47× 10
8 1.87× 105 3.55× 104 1.89× 104 1.41× 104 1.14× 104
‖g
(p)
h
‖
L2(qT ,ρ̂0)
‖g
(0)
h
‖
L2(qT ,ρ̂0)
1 6.57× 10−4 2.59× 10−4 1.32× 10−4 1.23× 10−4 5.94× 10−5
‖y
(p)
h (T )‖(L2(Ω))3 1.23 1.59× 10
−2 5.04× 10−3 3.43× 10−3 2.95× 10−3 2.69× 10−3
Table 5.3 – Évolution du coût, de la norme du résidu et de la norme à l’instant final T de la solution
y
(p)
h , au cours des itérations p de l’algorithme du gradient conjugué.
La Figure 5.7 décrit l’évolution au cours du temps de la norme de l’approximation yh et compare
ce tracé à celui de la norme de l’approximation Yh de la solution sans contrôle. On remarque bien que
yh est contrôlée à zéro et que la norme de yh suit encore l’évolution de celle de sa troisième composante
y3h (le contrôle agit directement sur la troisième équation). Dans la Figure 5.8, on trace l’évolution
de la norme du contrôle vh := v
(pmax)
h au cours du temps.
L’approximation par l’approche indirecte semble fournir de meilleurs résultats que l’approximation
par l’approche directe puisqu’elle construit une solution yh vérifiant ‖yh(T )‖(L2(Ω))3 = 3.27 × 10−4,
alors que l’approche directe conduit à ‖yh(T )‖(L2(Ω))3 = 2.69 × 10−3. Mais l’approche indirecte est
beaucoup plus coûteuse en temps puisqu’elle nécessite de construire, au préalable, les approximations
numériques des solutions de trois systèmes (Yh, ŷh et zh). Pour pousser encore plus loin la comparaison
entre ces deux approches, on pourrait les tester sur des domaines ω plus petits que celui que l’on
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Figure 5.6 – Évolution de log10 Jk(v
(p)
h ) (Haut), log10
(
‖g(p)h ‖L2(qT ,ρ̂0)/‖g(0)h ‖L2(qT ,ρ̂0)
)
(Milieu)
et log10 ‖y(p)h (T )‖(L2(Ω))3 (Bas) en fonction du nombre d’itérations p dans l’algorithme du gradient
conjugué.
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a considéré ici (ω =]0.2, 0.8[2), et bien sûr sur des exemples simples de systèmes à coefficients non
constants qui vérifient la condition suffisante de contrôlabilité du Théorème 5.3. On pourrait également
les tester sur des systèmes à coefficients non constants qui ne vérifient pas la condition du Théorème 5.3
pour vérifier que cette condition n’est pas une condition nécessaire de contrôlabilité par un contrôle.
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Figure 5.7 – Évolution, en fonction de t ∈ [0, T ], de ‖yh(t)‖(L2(Ω))3 , ‖yih(t)‖L2(Ω), ‖Yh(t)‖(L2(Ω))3
et ‖Yih(t)‖L2(Ω) (i = 1, 2, 3). Haut - Gauche : ‖yh(t)‖(L2(Ω))3 (Rouge), ‖Yh(t)‖(L2(Ω))3 (Noir),
‖y1h(t)‖L2(Ω) (Bleu, trait continu), ‖y2h(t)‖L2(Ω) (Bleu, trait discontinu) et ‖y3h(t)‖L2(Ω) (Bleu,
trait pointillé). Haut - Droite : ‖y1h(t)‖L2(Ω) (Bleu) v.s. ‖Y1h(t)‖L2(Ω) (Noir). Bas - Gauche :
‖y2h(t)‖L2(Ω) (Bleu) v.s. ‖Y2h(t)‖L2(Ω) (Noir). Bas - Droite : ‖y3h(t)‖L2(Ω) (Bleu) v.s. ‖Y3h(t)‖L2(Ω)
(Noir).
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Figure 5.8 – Évolution, en fonction de t ∈ [0, T ], de ‖vh(t)‖L2(Ω).
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Conclusion
La problématique de cette thèse était d’étudier la contrôlabilité, par un nombre réduit de contrôles,
de certaines classes de systèmes gouvernés par des équations aux dérivées partielles.
Dans la partie I, on a d’abord démontré l’existence et l’unicité des solutions pour les systèmes
d’équations aux dérivées partielles dont on a étudié, par la suite, la contrôlabilité dans la partie II.
Cela a permis, dans un second temps, de définir les problématiques de contrôlabilité associées à ces
systèmes, puis d’utiliser la dualité pour formuler les inégalités d’observabilité correspondantes.
Le chapitre 4 de la partie II était consacré à la démonstration d’un résultat de contrôlabilité/non-
contrôlabilité exacte pour un système hyperbolique linéaire, en dimension 2 d’espace, constitué d’une
équation de type équation des ondes, couplée avec une équation de type équation différentielle du
second ordre en temps. La contrôlabilité n’a été étudiée que dans le cas d’un seul contrôle agissant
sur la première équation du système par l’intermédiaire d’une condition de Dirichlet sur une partie
de la frontière. On a démontré que l’opérateur associé à ce système possède un spectre essentiel non
vide. Cette propriété a permis d’établir l’existence de données initiales non contrôlables : les données
initiales dont la décomposition dans la base des fonctions propres contient une infinité de termes
associés aux valeurs propres qui engendrent le spectre essentiel. En revanche, on a démontré que si on
ne garde qu’un nombre fini de telles fonctions propres, alors la contrôlabilité a lieu uniformément. Ces
deux propriétés ont été illustrées numériquement, en utilisant le fait qu’on peut exprimer la constante
d’observabilité à l’aide d’un problème aux valeurs propres généralisé.
Dans le chapitre 5 de la partie II, on a présenté une nouvelle façon d’aborder la contrôlabilité aux
trajectoires pour des systèmes paraboliques linéaires de trois équations à coefficients non constants.
Cette approche a permis d’établir une condition suffisante de contrôlabilité par un seul contrôle localisé
en espace. Cette condition, qui porte sur les coefficients de la matrice de couplage, peut être vue comme
une généralisation du critère de Kalman qui existe déjà pour les systèmes paraboliques à coefficients
constants ou les systèmes paraboliques dont les coefficients ne dépendent que de la variable de temps.
L’argument principal a consisté à écrire la solution à contrôler en fonction d’une solution ŷ contrôlée
par trois contrôles bien choisie (solution qui s’annule polynômialement en t = T , construite à partir
de l’inégalité de Carleman et d’un problème de minimisation de fonctionnelle) et d’une solution z
d’un système parabolique non homogène de deux équations, solution qui est contrôlée par un seul
contrôle agissant sur tout le domaine et s’annulant en t = 0 et en t = T (l’existence de z a été assurée
par la résolution d’un problème de minimisation en lien avec une inégalité d’observabilité à poids).
Enfin, on a présenté une application numérique de cette méthode sur un exemple simple de système
à coefficients constants en deux dimensions d’espace.
Comme on l’a mentionné à la fin des chapitres 4 et 5 (respectivement dans les sections 4.5 et 5.6),
de nombreuses perspectives sont envisageables. En particulier, il serait intéressant de généraliser les
résultats de ces deux chapitres aux systèmes originaux dont proviennent les deux systèmes étudiés.
Pour le système suivant duquel est issu le système étudié dans le chapitre 4 (voir [SHSP89]),

u′′ +Au = 0, dans QT
(u1, u2) = (v1, v2) 1Γ, sur ΣT ,
(u(·, 0), u′(·, 0)) = (u0, u1) , dans Ω,
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la difficulté principale est qu’on ne connaît pas explicitement les valeurs propres de l’opérateur
A =
 −a∂2xx − c∂2yy −(b+ c)∂2xy −ar−1∂x−(b+ c)∂2xy −c∂2xx − a∂2yy −br−1∂y
r−1a∂x r−1b∂y r−2a
 .
En fait, on ne connaît que le spectre essentiel de A et le comportement asymptotique des valeurs
propres de son spectre discret. Le point encourageant est que ce comportement asymptotique est
encore, à une constante près, celui des valeurs propres (p2 + q2)π2 du Laplacien. Une adaptation de
l’approche de type Ingham exposée dans le chapitre 4 serait envisageable dès lors qu’on arriverait à
établir des propriétés d’écarts partiels pour la suite des valeurs propres discrètes, en se basant sur celles
des valeurs propres du Laplacien. Cela nécessite, au minimum, de connaître l’ordre d’approximation
dans le comportement asymptotique.
Enfin, le chapitre 5 a été motivé par l’étude de la contrôlabilité d’un système non linéaire de
réaction-diffusion du type  ∂ty = D∆y + F (y) +B1 v1ω, dans QT ,∂νy = 0, sur ΣT ,
y(·, 0) = y0, dans Ω,
modélisant une thérapie du cancer du cerveau (cf. [CH05]). En général, l’étude de la contrôlabilité
aux trajectoires d’un système non linéaire commence par celle de son système linéarisé. Le résultat du
chapitre 5 ouvre donc une porte sur l’étude des systèmes non linéaires. En effet, il serait intéressant
d’utiliser un argument de type point-fixe pour déduire de ce chapitre un résultat de contrôlabilité
aux trajectoires pour le système non linéaire, et ainsi contribuer, en une très moindre mesure, à une
solution envisageable de réduction de tumeurs cérébrales cancéreuses.
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Notations
Espaces de fonctions continues
C2c (Ω) : ensemble des fonctions θ : Ω→ R de classe C2 à support compact.
C∞ ([0, T ]) : ensemble des fonctions η : [0, T ]→ R de classe C∞.
C ([0, T ], H) : ensemble des fonctions continues sur [0, T ] à valeurs dans un espace de Hilbert H.
Ck ([0, T ], H) : ensemble des fonctions y : [0, T ]→ H de classe Ck.
D (]0, T [) : ensemble des fonctions f : ]0, T [→ R de classe C∞ à support compact.
Espaces d’applications linéaires
D′ (]0, T [) : ensemble des formes linéaires continues sur D(]0, T [).
L(F,G) : ensemble des applications linéaires continues L : F → G entre deux espaces vectoriels
normés F et G.
L(H) : ensemble des applications linéaires continues d’un espace de Hilbert H dans lui-même.
Mn(R) : ensemble des matrices carrées à n lignes et n colonnes.
Mn,m(R) : ensemble des matrices carrées à n lignes et m colonnes.
Espaces L2 et ℓ2
L2 (0, T ;U) : espace des classes de fonctions de carré intégrable (au sens de Bochner) de [0, T ] dans
un espace de Hilbert U.
ℓ2(I) : ensemble des suites de nombres complexes, indexées par un ensemble dénombrable I
et de carré sommable. On notera simplement ℓ2 lorsque I = N∗,N∗ × N∗ ou Z.
Normes, ensembles et éléments
‖ · ‖H10 (Ω) : ‖y‖H10 (Ω) = ‖∇y‖L2(Ω), pour tout y ∈ H10 (Ω).
‖ · ‖H2(Ω)∩H10 (Ω) : ‖y‖H2(Ω)∩H10 (Ω) = ‖∆y‖L2(Ω), pour tout y ∈ H2(Ω) ∩H10 (Ω).
| · | : |ξ| =
(∑N
i=1 |ξi|2
)1/2
, pour tout ξ = (ξ1, · · · , ξN ) ∈ RN .
‖ · ‖ℓ2(I) : ‖x‖ℓ2(I) =
(∑
i∈I |xi|2
)1/2
, pour tout x = (xi)i∈I ∈ ℓ2(I).
〈·, ·〉V ′,V : crochet de dualité entre V et V ′ lorsque l’injection V ⊂ H est continue et dense et
que V ′ désigne le dual de V par rapport à l’espace pivot H.
supp : supp(f) désigne le support d’une fonction f.
I : peut désigner l’application identité dans L(H) ou dans L(D(A), H) lorsque
l’inclusion D(A)→ H est continue, ou encore la matrice identité de Mn(R).
∂Ω : frontière d’un domaine Ω ⊂ RN . On note indifféremment x ou σ les éléments de ∂Ω.
ν : normale extérieure au domaine Ω.
dy
dt
: dérivée de y(x, t) par rapport à t. On utilise également les notations y′, ∂y∂t et ∂ty.
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Résumé
Cette thèse présente des résultats de contrôlabilité pour deux types de systèmes d’équa-
tions aux dérivées partielles : un système hyperbolique avec spectre essentiel et des systèmes
paraboliques à coefficients non constants. On commence par rappeler des résultats généraux
d’existence et d’unicité de solutions pour ces systèmes et de dualité entre contrôlabilité et
observabilité, puis on présente deux outils (l’inégalité de Ingham et l’inégalité de Carleman)
permettant d’établir des inégalités d’observabilité. Cette première partie permet de situer
les résultats principaux qui sont démontrés ensuite. Dans la deuxième partie, on étudie tout
d’abord la contrôlabilité exacte, par le bord et avec un seul contrôle, d’un système hyper-
bolique formé d’une équation des ondes couplée avec une équation différentielle du second
ordre en temps. La présence de spectre essentiel empêchant la contrôlabilité d’avoir lieu
uniformément en les données initiales, on caractérise l’espace des données initiales contrô-
lables. L’argument principal consiste à établir une inégalité de type Ingham reposant sur
une étude détaillée des valeurs propres. Dans un second temps, on prouve une condition
suffisante pour la contrôlabilité interne à zéro, par un ou deux contrôles, de systèmes de
trois équations paraboliques couplées par des termes d’ordre zéro. On présente une nouvelle
approche basée sur l’existence d’une solution contrôlée par trois contrôles et sur la démons-
tration d’une inégalité d’observabilité à poids associée à la contrôlabilité sur tout le domaine
d’un système parabolique non homogène de une ou deux équations. Les résultats de cette
partie sont illustrés par des exemples numériques.
Mots clés : contrôlabilité, observabilité, opérateur d’ordre de mixte, spectre essentiel, inéga-
lité de Ingham, système parabolique, inégalité de Carleman, critère de Kalman
Abstract
This work presents some controllability results for two kinds of systems of partial differ-
ential equations: a hyperbolic system with essential spectrum and parabolic systems with
non constant coefficients. We first recall some general results of existence and uniqueness of
solutions for these systems and the duality between controllability and observability. Then
we present two methods to prove observability inequalities: the Ingham inequality and the
Carleman inequality. This first part allows us to state the context of the main results, which
are proved in the second part. The second part begins with the study of the exact boundary
controllability of a hyperbolic system, which consists of a wave equation coupled (by means
of first-order terms) with a second-order differential equation in time. For this system, the
presence of essential spectrum prevents the controllability to hold uniformly with respect
to the initial data. Therefore, we characterize the space made up controllable initial data.
To prove the result we establish an Ingham type inequality which relies on a detailed study
of the eigenvalues. Secondly, we prove a sufficient condition for the null controllability—by
one or two controls localized in space—of systems of three parabolic equations which are
coupled by zero-order terms. We present a new approach which relies on the existence of a
solution controlled by three controls and on the proof of a weighted observability inequality
for the null controllability, on the whole domain, of a non-homogeneous parabolic system of
one or two equations. The results of this part are illustrated by numerical experiments.
Keywords: controllability, observability, mixed order operator, essential spectrum, Ingham
inequality, parabolic system, Carleman inequality, Kalman rank condition
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