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Abstract Vector pseudoinvexity is characterized in the current literature by
means of a suitable functional which depends on two variables. In this paper,
vector pseudoinvexity is characterized by means of a functional which depends
on one variable only. For this very reason, the new characterizing conditions
are easier to be verified.
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1 Introduction
Invexity and its generalizations have been widely studied over the past years
occupying a preeminent role in Optimization Theory. Indeed scalar invex func-
tions are the widest class of functions for which Fermat necessary optimality
condition becomes also sufficient and this partially explains the great interest
in such a class.
With the aim of finding wider classes of functions sharing the nice properties
of invex functions, different notions of generalized invexity have been pro-
posed. Most of the new suggested conditions involve more and more parame-
ters and/or functionals. In some cases the new classes involve conditions which
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are not so easy to be verified. Furthermore, it is not sometimes clear whether
the new proposed classes of generalized invex functions are real generaliza-
tions of the existing ones or they simply coincide with some of them (see also
Zaˇlinescu (2014) and (2016)).
The study of invexity concepts has been done for both scalar and vector case
(see for example Mishra and Giorgi [11] , Pini and Singh [14] and reference
therein). In the scalar case, it has been proved by Craven and Glover [9]
that the notions of invexity and pseudoinvexity coincide and the same hap-
pens for other “new” classes of “generalized invex” functions (see for example
Caprari [6]). Moving towards the vector case, invexity and pseudoinvexity do
not longer coincide and pseudoinvexity is the largest class for which critical
points are efficient points (see for example Craven [7], Osuna-Go´mez et al.
[12] and Arana-Jime´nez et al. [2]). Unlike the latest trends of the recent liter-
ature, the aim of this paper is to state characterizations involving “simplified”
parameter functionals and therefore to obtain necessary and sufficient condi-
tions which are easier to be verified than the existing ones. While the classical
notions of pseudoinvexity are given by means of parameter functionals depend-
ing on two variables, the proposed characterizations are based on parameter
functionals depending on one variable only. As in Arana-Jime´nez et al. [2] and
following the notations introduced by Cambini [5] for generalized convexity,
vector pseudoinvexity is defined by using two order relations induced by IntC,
namely the interior of a convex, closed, pointed cone C, and by C0, namely
the cone C without the origin. It’s worth recalling that similar notations have
been used also in Gutie´rrez et al. [10] where vector locally Lipschitz functions
are considered.
2 Vector pseudoinvexity: definitions and preliminary results
It is well-known that pseudoinvexity concepts are based on the use of param-
eter functionals η(·, ·) depending on two variables. Following Arana-Jime´nez
et al. [2], in this paper the definitions of vector invexity and pseudoinvexity
are given with respect to a closed convex cone C with nonempty interior. The
notion of scalar pseudoinvexity can be extended to the vector case in several
different ways. The different definitions are obviously related to how the rela-
tion “≤” for real numbers can be extended in Rp with p > 1. In what follows
two classes of pseudoinvex are considered; as it will be later specified, each of
them is useful in studying a specific efficiency property.
Definition 1 Let f : X → Rp, with X ⊆ Rn open set, be a differentiable
vector valued function and let C ⊆ Rp be a closed convex pointed cone with
nonempty interior. The function f is said to be
i) invex if there exists a vector function η : X × X → Rn such that for all
x, x¯ ∈ X
f(x)− f(x¯) ∈ Jf (x¯)η(x, x¯) + C; (1)
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where Jf (x¯) is the Jacobian matrix of function f evaluated at x¯.
ii) (IntC, IntC)-pseudoinvex if there exists a vector function η : X ×X → Rn
such that for all x, x¯ ∈ X
f(x)− f(x¯) ∈ −IntC ⇒ Jf (x¯)η(x, x¯) ∈ −IntC; (2)
iii) (C0, IntC)-pseudoinvex if there exists a vector function η : X × X → Rn
such that for all x, x¯ ∈ X
f(x)− f(x¯) ∈ −C0 ⇒ Jf (x¯)η(x, x¯) ∈ −IntC. (3)
Referring to the current literature, Gutie´rrez et al. [10] introduced the no-
tions of (IntC, IntC)-pseudoinvexity-I and (IntC, IntC)-pseudoinvexity-II for
locally Lipschutz functions. In the differentiable case these two concepts coin-
cide with ii) of Definition 1. Similarly, Gutie´rrez et al. [10] define (C0, IntC)-
pseudoinvexity-I and (C0, IntC)-pseudoinvexity-II and in the differentiable
case they both coincide with (C0, IntC)-pseudoinvexity.
When C is the Pareto cone, in Arana-Jime´nez et al. [1], (IntC, IntC)-pseudoinvex
functions have been called “pseudoinvex-I”, while (C0, IntC)-pseudoinvex func-
tions have been called “pseudoinvex-II”. Still remaining in the paretian case,
in Craven [8] and Osuna-Go´mez et al. [12], (IntC, IntC)-pseudoinvex functions
are simply called pseudoinvex functions. With respect to the non-differentiable
case, the reader can see Gutierre´z et al. [10].
Regarding the relationships between i), ii) and iii) in Definition 1, the
following inclusions are straightforward:
i) if a function is invex, then it is (IntC, IntC)-pseudoinvex;
ii) if a function is (C0, IntC)-pseudoinvex, then it is (IntC, IntC)-pseudoinvex.
The following functions underline that the above inclusion relationships
are proper and that none of the considered classes of functions is empty.
1. f = (f1, f2) : R → R2, with f(x) = (x2, 5) and C = R2+. f is convex and
hence f is invex with η(x, x¯) = (x − x¯). On the other hand, for x¯ = 0 it
is Jf (x¯) = [0, 0]
T , so that there exists no η(x, x¯) such that Jf (x¯)η(x, x¯) ∈
−IntC. Consequently, f is not (C0, IntC)-pseudoinvex.
2. f = (f1, f2) : R → R2, with f(x) = (x2,−x2) and C = R2+. Since f(x) −
f(x¯) /∈ C0 for all x, x¯ ∈ R, f is trivially (C0, IntC)-pseudoinvex. On the
other hand, take x¯ = 0 it is Jf (x¯) = [0, 0]
T and f(x)− f(0) = [x2,−x2]T .
Consequently there exists no η(x, x¯) such that [x2,−x2]T ∈ [0, 0]T η(x, x¯)+
C and hence f is not invex.
3. f = (f1, f2) : R → R2, with f(x) = (−x2, 5) and C = R2+. With a similar
arguments of 1. and 2. it can be easily verified that f is (IntC, IntC)-
pseudoinvex, but it is neither (C0, IntC)-pseudoinvex nor invex.
As it will be pointed out in the next section, the different notions of pseudoin-
vex are related to different concepts of efficiency; for the sake of completeness
let us recall the following definitions of efficient points for vector valued prob-
lems where the partial ordering in the image space is induced by a closed
convex pointed cone with nonempty interior.
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Definition 2 Let f : X → Rp, with X ⊆ Rn open set, be a differentiable
vector valued function and let C ⊆ Rp be a closed convex pointed cone with
nonempty interior and let C+ = {λ ∈ Rp such that λT c ≥ 0, ∀c ∈ C} ⊂ Rp
be the positive polar cone of C. A point x¯ ∈ X is
i) a weakly efficient solution for f on X if @x ∈ X such that f(x) ∈ f(x¯) −
IntC, that is to say that (f(X)− f(x¯)) ∩ (−IntC) = ∅;
ii) an efficient solution for f on X if @x ∈ X such that f(x) ∈ f(x¯)−C0, that
is to say that (f(X)− f(x¯)) ∩ (−C) = {0};
iii) a C-stationary point for f if there exists λ ∈ C+, λ 6= 0, such that
λTJf (x¯) = 0.
3 A new characterization for pseudoinvex vector functions
The aim of this section is twofold: to prove that pseudoinvexity can be ex-
pressed by means of a parameter functional depending on just one variable and
to recall that this property characterizes the efficiency of stationary points (see
Arana-Jime´nez et al. [2]). This result will be proved by means of the following
Gordan-type result whose proof is given for the sake of completeness.
Lemma 1 Let A ∈ Rp×n be a matrix and let C ⊆ Rp be a closed convex
pointed cone with nonempty interior.
If
λTA 6= 0 ∀λ ∈ C+, λ 6= 0,
then
∃v ∈ Rn such that Av ∈ −IntC.
Proof Assume by contradiction that:
Av /∈ −IntC ∀v ∈ Rn .
By using the notation W = {w ∈ Rp : w = Av, v ∈ Rn} such an assumption
can be rewritten as (−IntC) ∩W = ∅. Since W and −IntC are convex sets,
then from Theorem 11.3 in [15] there exists an hyperplane which properly
separates -IntC and W . Therefore, since W is a cone, from Theorem 11.7 in
[15] there exists a separating hyperplane containing the origin, that is
∃λ ∈ Rp, s.t. λT (−c) ≤ 0 ≤ λTw ∀c ∈ IntC ∀w ∈W.
Consequently
∃λ ∈ C+, λ 6= 0, such that λTw ≥ 0 ∀w ∈W.
This implies that λTAv ≥ 0 ∀v ∈ Rn which yields λTA = 0. This contradicts
the hypothesis so that the result is proved.
It is now possible to provide new characterizations of vector pseudoinvexity.
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Theorem 1 Let f : X → Rp, with X ⊆ Rn open set, be a differentiable vector
valued function and let C ⊆ Rp be a closed convex pointed cone with nonempty
interior. The following conditions are equivalent:
i) there exists a vector function µ : X → Rn such that for all x, x¯ ∈ X
f(x)− f(x¯) ∈ −IntC ⇒ Jf (x¯)µ(x¯) ∈ −IntC; (4)
ii) f is (IntC, IntC)-pseudoinvex;
iii) any stationary points of f is a weakly efficient solution for f on X.
Proof i)⇒ii) The result follows trivially by choosing η(x, x¯) = µ(x¯).
ii)⇒iii) Assume on the contrary that there exists a stationary point which
is not weakly efficient, that is to say that ∃x, x¯ ∈ X, ∃λ ∈ C+, λ 6= 0,
such that f(x) ∈ f(x¯) − IntC and λTJf (x¯) = 0. From condition ii) it yields
Jf (x¯)η(x, x¯) ∈ −IntC. Being λ ∈ C+, λ 6= 0, this implies λTJf (x¯)η(x, x¯) < 0
so that λTJf (x¯) 6= 0 which is a contradiction.
iii)⇒i) For all x¯ ∈ X let us consider the set:
S(x¯) = {x ∈ X : f(x)− f(x¯) ∈ −IntC}.
Let us preliminarily state that if S(x¯) 6= ∅ then ∃v(x¯) ∈ Rn such that
Jf (x¯)v(x¯) ∈ −IntC. With this aim, notice that if S(x¯) 6= ∅ then x¯ is not
a weakly efficient solution and hence is not a stationary points, that is to say
that λTJf (x¯) 6= 0 ∀λ ∈ C+, λ 6= 0; by means of Lemma 1 this implies that
∃v(x¯) ∈ Rn such that Jf (x¯)v(x¯) ∈ −IntC. In order to prove the result let us
now define the following parameter functional:
µ(x¯) =
{
0 if S(x¯) = ∅
v(x¯) if S(x¯) 6= ∅
For all x, x¯ ∈ X such that f(x) − f(x¯) ∈ −IntC it results S(x¯) 6= ∅, so that
Jf (x¯)µ(x¯) = Jf (x¯)v(x¯) ∈ −IntC which yields the thesis.
The following further result can be proved analogously.
Theorem 2 Let f : X → Rp, with X ⊆ Rn open set, be a differentiable vector
valued function and let C ⊆ Rp be a closed convex pointed cone with nonempty
interior. The following conditions are equivalent:
i) there exists a vector function µ : X → Rn such that for all x, x¯ ∈ X
f(x)− f(x¯) ∈ −C0 ⇒ Jf (x¯)µ(x¯) ∈ −IntC; (5)
ii) f is (C0, IntC)-pseudoinvex;
iii) any stationary points of f is an efficient solution for f on X.
The following examples point out that the proposed new characterizations
(based on functionals depending on one variable only) offer more operative con-
ditions with respect to the classical ones. This relies on the fact that searching
a suitable functional which depends on just one variable x¯ is an easier task
than looking for a functional which depends on two variables, that is x, x¯.
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Example 1 Let us consider the function f = (f1, f2) : R→ R2, with
f(x) = (f1(x), f2(x)) = (x
3 + 1, x2 + 10)
and let C = R2+ be the Pareto Cone.
It can be proved that f is (IntC, IntC)-pseudoinvex. Referring to Theorem 1,
let us consider the functional µ(x¯) = −x¯3; it can be easily seen that for any
x, x¯ such that f(x)− f(x¯) ∈ −IntC it results Jf (x¯)µ(x¯) ∈ −IntC. In this light
first notice that:
Jf (x¯)µ(x¯) =
[
3x¯2
2x¯
]
(−x¯3) =
[
(3x¯2)(−x¯3)
−2x¯4
]
When x¯ = 0 it is f(x) − f(0) = (x3, x2) so that function f verifies (4) since
condition f(x) − f(0) ∈ −IntC is not satisfied for any x. When x¯ > 0 it
is Jf (x¯)µ(x¯) ∈ −IntC for all x ∈ R and hence f verifies (4). Let finally be
x¯ < 0; from f1(x)− f1(x¯) < 0 and from the strict increaseness of f1 it follows
that x < x¯; being x¯ < 0, it yields x2 > x¯2 so that f2(x) − f2(x¯) > 0; as a
consequence condition f(x)− f(x¯) ∈ −IntC is not satisfied for any x¯ < 0 and
hence f trivially verifies (4). Furthermore, let us prove that f is not invex. To
this purpose, take x¯ = 0, x = −2 and consider any function η : X × X →
R. Therefore, Jf (0) = [0, 0]T , and then Jf (0)η(−2, 0) = 0. We have that
f(−2)− f(0) = (−8, 4). Then,
f(−2)− f(0) = (−8, 4) /∈ C = Jf (0)η(−2, 0) + C,
what implies that condition (1) is not verified for any η, and then, f is not
invex.
Example 2 Let us consider X = (−2, 2) and the function f = (f1, f2) : X →
R2, with
f(x) = (f1(x), f2(x)) =
(
−4
3
x3 − 2x,−x5 − x
)
,
and the cone
C = {(x1, x2) ∈ R2 : −10x1 + x2 ≤ 0, x2 ≥ 0}.
Notice that
−C0 = {(x1, x2) ∈ R2 : −10x1 + x2 ≥ 0, x2 ≤ 0 (x1, x2) 6= 0},
−IntC = {(x1, x2) ∈ R2 : −10x1 + x2 > 0, x2 < 0}, (6)
Let us prove that f is (C0, IntC)-pseudoinvex.We have that
Jf (x¯) =
[−4x2 − 2
−5x4 − 1
]
.
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Referring to Theorem 2, let us consider the functional µ(x¯) = x¯2 +1; it can be
easily seen that for any x, x¯ such that f(x)−f(x¯) ∈ −C0 it results Jf (x¯)µ(x¯) ∈
−IntC. In fact, let us see that Jf (x¯)µ(x¯) ∈ −IntC as follows.
Jf (x¯)µ(x¯) =
[
(−4x2 − 2)(x2 + 1)
(−5x4 − 1)(x2 + 1)
]
Taking into account (6), we have that Jf (x¯)µ(x¯) ∈ −IntC if and only if the
following conditions hold
(−5x¯4 − 1− 10(−4x¯2 − 2))(x¯2 + 1) > 0,
(−5x¯4 − 1)(x¯2 + 1) < 0. (7)
By means of simple computations we have that conditions (7) are satisfied for
all x¯ ∈ X. Therefore condition (5) is verified, and from Theorem 2, it follows
that f is (C0, IntC)-pseudoinvex.
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