Abstract. Let M be a closed maximally complex submanifold of some relatively compact open subset A of the boundary of a strictly pseudoconvex domain Ω of C n . We find an open domain A of Ω, depending only on Ω and A, and a complex variety with isolated singularities W ⊂ A such that bW ∩ A = M .
Introduction
In the last fifty years, the boundary problem, i.e. the problem of finding necessary and sufficient condition for a real odd-dimensional submanifold of a complex manifold to be the boundary of "something" analytic, has been widely treaten.
The first result of this kind dates back 1958, when Wermer proved in [11] that compact real curves in C n are boundaries of complex varieties if and only if they satisfy a global integral condition, the moments condition. For greater dimension the problem was solved, in 1975, by Harvey and Lawson (see [6] ), proving that an obviously necessary condition (maximal complexity) is also sufficient. Also in this case the problem was treated for compact manifolds in C n . Later on, a caracterization for closed (non necessarily compact) submanifolds in qconcave open subsets of CP n were provided by Dolbeault-Henkin and Dihn in [4] , [5] , [3] . A new approach to the problem in CP n has been recently studied by Harvey-Lawson (see [8] , [9] ).
Our goal is to drop the compactness hypothesis. The results in [2] deal with the global situation of submanifolds contained in the boundary of a special class of pseudoconvex unbounded domains in C n . In this paper we deal with the boundary problem for complex analytic varieties in a semi-local setting.
More precisely, let Ω ⊂ C n be a strongly pseudoconvex open domain in C n . Let M be a maximally complex (2m + 1)-dimensional real Key words and phrases. removable singularities · boundary problem · pseudoconvexity · maximally complex submanifold · CR geometry.
submanifold (m ≥ 1) of some open domain A ⋐ bΩ, and let K = bA. We want to find a domain A in Ω, independent from M, and a complex subvariety W of A (with isolated singularities) such that bW ∩ A = M, which means that A is a "removable singularity" for the problem of the extension of complex varieties (or of the extension of a maximally complex manifold to a complex variety).
The domain A we obtain is the relatively compact connected component of the complementary in Ω of the hull of K with respect to the functions holomorphic in a neighbourhood of Ω (see Theorem 3.1).
This result can be restated in terms of "principal divisors hull", leading to a global result for unbounded strictly pseudoconvex domains, different from the results in [2] .
The question of the maximality of the domain A we construct is still not answered; in some simple cases the domain is indeed maximal (see Example 3.1).
Definitions and notations
In all the paper we will always consider C n with coordinates z 1 = x 1 + iy, . . . , z n = x n + iy n .
A smooth (2m + 1)-dimensional real submanifold M of C n is said to be a CR manifold if its complex tangent H p M has constant dimension at each point p. If m > 0 and dim C H p M = m, i.e. it is the maximal possible, M is said to be maximally complex. Observe that a smooth hypersurface of C n is always maximally complex. If m = 0 and M = γ is a compact curve, we say that γ satisfies the moments condition if It is easy to observe that the (smooth) boundary of a complex variety of C n of dimension m + 1 is maximally complex if m > 0 (respectively satisfies the moments condition if m = 0).
where ξ, η ∈ T
n is called strongly pseudoconvex if it is locally of the form
where ρ is strictly plurisubharmonic.
Main result
Let Ω ⊂ C n be a strongly pseudoconvex open domain in C n . Let A be a subdomain of bΩ, and K = bA. For any Stein neighborhood O α of Ω we set K α to be the hull of K with respect to the algebra of holomorphic functions of O α , i.e.
We define K as the intersection of the K α when O α ranges among all the Stein neighborhoods of Ω. Observe that, since Ω is strongly pseudoconvex (and thus admits a fundamental system of Stein neighborhoods), K coincides with the hull of K with respect to the algebra of the functions which are holomorphic in some neighborhood of Ω. We claim that the following result holds:
In order to achieve this result, our main idea is similar to the one in [2] . First, it is easy to obtain the following semi-global result as an application of Corollary 3.1 therein: Lemma 3.2. There exist a tubular neighborhood I of A in Ω and an (m + 1)-dimensional complex submanifold with boundary W ⊂ Ω ∩ I such that S ∩ bW = M Next step is cutting Ω by complex hypersurfaces and apply HarveyLawson theorem (see [6] ).
Thus we first show that we can cut Ω.
We remark that, if f is such a function for z 0 , for any point z
So we can find a holomorphic function g in Ω α such that g(z 0 ) = 1 and g K < 1; h(z) = g(z) − 1 is a holomorphic function whose zero set does not intersect K. Since regular level sets are dense, by choosing a suitable small vector v and redefining h as h(z + v) − h(z 0 + v) we can safely assume that h satisfies both 1. and 2.
We remark that {h = 0} ∩ bΩ ⋐ A by Alexander's theorem (see [1, Th. 3] ), this showing compactness. Then, we may suppose that M is not contained in {z 1 = z 0 1 } and, for ε small enough, we consider the function f (z) = h(z) + ε(z 1 − z 0 1 ). It's not difficult to see (by applying Sard's lemma) that for generic ε 3. holds. Now, we divide the proof in two cases: m ≥ 2 and m = 1. This is due to the fact that in the latter case proving that we can apply Harvey-Lawson to {f = 0} ∩ M is not automatic.
3.1. Dimension greater than or equal to 5: m ≥ 2. For any z 0 ∈ Ω \ K, lemma 3.3 gives a holomorphic function such that the level f 0 = {f = 0} contains z 0 and intersects M transversally in a compact manifold M 0 . The intersection is again maximally complex (it is the intersection of a complex manifold and a maximally complex manifold, see [6] ), so we can apply Harvey-Lawson and obtain a holomorphic chain W 0 such that bW 0 = M 0 . Similarly, for k in a small neighborhood U ∋ 0, we obtain a holomorphic chain W k by cutting with the hypersurface
Our aim is to show that the following proposition holds:
Following the very same method used in [2] , we consider π : U → C m a generic projection and we use (w ′ , w), w = (w 1 , . . . , w n−m−1 ), as holomorphic coordinates on
ω BM being the Bochner-Martinelli kernel and obtain the following result, whose proof is the same as the one presented in [2] :
) the sum of the α th powers of the values of F (w ′ , k), the following holds:
In particular, the cardinality
Remark 3.1. Lemma 3.5 implies, in particular, that the functions P α (F (w ′ , k)) are continuous in k. Indeed, they are represented as integrals of a fixed form over submanifolds A k which vary continuously with the parameter k.
Proof. The proof is very similar to the one of Lewy's main lemma in [10] . Let us fix a point (w ′ , k) such that w ′ / ∈ A k (this condition remains true for k ∈ B ǫ (k)). Consider as domain of P α (F ) the set {w ′ } × B ǫ (k). In view of Morera's theorem, we need to prove that for any simple curve γ ⊂ B ǫ (k),
we mean the union of M k along γ (along Γ). Note that these sets are submanifolds of C × C n . The projection π : Γ * M k → C n on the second factor is injective and π(Γ * M k ) is an open subset of M bounded by π(bΓ * M k ) = π(γ * M k ). By lemma 3.5 and Stoke's theorem
The last equality follows from the fact that since η α is holomorphic, in dη α appear only holomorphic differentials. But since all the holomorphic differentials supported by πΓ * M k ⊂ M already appear in ω BM (η ′ − w ′ ) ∧ π * dk (due to the fact that M is maximally complex and supports only m + 1 holomorphic differentials) the integral is zero.
Proof of Proposition 3.4. It follows from [7] that each W k has isolated singularities 1 . So, let us fix a regular point (w ′ 0 , w 0 ) ∈ f k 0 ⊂ U : in a neighborhood of this point W = W U is a manifold, since the construction depends continuously on the starting data. We want to show that 1 There could be singularities showing up from intersections of the solutions relative to different connected components of M k . These singularities are analytic sets and therefore should intersect the boundary. This does not happen and so also these singularities are isolated.
W is indeed analytic in this neighborhood. Let us fix j ∈ {1, . . . , n − m − 1} and consider multiindexes α of the form (0, . . . , 0, α j , 0, . . . , 0); let P α j be the resulting P α (F (w ′ , k)). Observe that for any j we can consider a finite number of P α j (it suffices to use h = P 0 j (F (w ′ , k)) of them). By a linear combination with rational coefficients of the P α j , we obtain the elementary symmetric functions S 0 j (w ′ , k), . . . , S h j j (w ′ , k) in such a way that for any point (w ′ , w) ∈ W there exists k ∈ U such that (w ′ , w) ∈ W k and so:
Observe that, since the functions S α j are holomorphic, V is a complex subvariety of C n × U. Since V and W have the same dimension, in a neighbourhood of (w ′ 0 , w 0 , k) W is an open subset of the regular part of V and then a complex submanifold. We denote by Reg( W ) the set of points z ∈ W such that W ∩ U is a complex submanifold in a neighbourhood U of z. It is easily seen that Reg( W ) is an open and closed subset of Reg( V ). Observing that the closure of a connected component of the regular part of a complex variety is a complex variety we obtain the that W is a complex variety, since W is the closure of
The projection π : W → W is a homeomorphism and so proper. It follows that W is a complex subvariety as well. Now we have to prove that the varieties that we have found -which are defined in open subsets of the type of U (see Proposition 3.4) -agree on the intersections of two such subsets, thus defining a complex variety on the whole Ω \ K. Proof. Let h = f (z 1 ) and k = g(z 1 ) and consider
are both solutions and thus must coincide. Since the regular L(h ′ , k ′ ) form a dense subset, W f and W g agree on the connected component of U f ∩ U g containing z 1 .
Observe that the previous proof does not work in the case
is generically empty. Now, to end the proof of Theorem 3.1, we have to show that the set S of the singularities of the variety W is made up of isolated points in Ω \ K. It suffices to show that, for every point z 1 ∈ Ω \ K, there is an open neighborhood in which the singularities are isolated.
Once again, we are going to follow closely the lines of [2] . Choose a function h, holomorphic in a neighborhood of Ω such that h(z 1 ) = 1 and
} and consider f = h − 3 4 . Observe that z 1 ∈ {Ref > 0} and K ⊂ {Ref < 0}. Choose a defining function ϕ for bΩ, strongly psh in a neighborhood of Ω and let us consider the family
of strongly plurisubharmonic functions. For λ near to 1, {φ λ = 0} does not intersect the singular locus. Let λ be the biggest value of λ for which {φ λ = 0} ∩ S = ∅. Then {φ λ < 0} ∩ Ω ⊂ Ω is a Stein domain in which the analytic set S touches the boundary. So {φ λ = 0} ∩ S is a set of isolated points in S. By repeating the argument, we conclude that S is made up by isolated points.
3.2. Dimension 3: m = 1. Our first goal will be to show that when we slice transversally M with complex hypersurfaces, we obtain maximally complex 1-dimensional real submanifolds.
Again, we fix our attention to a neighborhood of the form U = ∪ k∈U g k . We choose an arbitrary holomorphic (1, 0)-form ω in C n and we follow closely the proof of Lemma 4.3 in [2] .
Lemma 3.8. The function
Proof. We use again Morera's theorem. We need to prove that for any simple curve γ ⊂ U, γ = bΓ,
Applying Stoke's theorem, we have
The last equality is due to the fact that π(Γ * M k ) ⊂ M is maximally complex and thus supports only (2, 1) and (1, 2)-forms, while ∂ω ∧π * dk is a (3, 0)-form.
Lemma 3.9. Let g be a holomorphic function on a neighborhood of Ω, and suppose {|g| > 1} ∩ K = ∅. Then there exists a variety
Lemma 3.10. Given two functions g 1 and g 2 as above, then W g 1 and
Proof of Lemma 3.9. We are going to use several times open subsets of the type U as in Proposition 3.4, so we need to fix some notation. U is defined in the following way:
for an open subset U ⊂ C; from now on we use open subsets of the form U = B(k, δ), the disc centered in k of radius δ. We say that {f = k} is the core of U and δ is its amplitude. Fix d > 1: we consider the compact set H d = Ω ∩{|g| ≥ d} and show that W g is well defined on H d . Let us fix also a compact set C ⊂ Ω such that the strip is a closed manifold in
Consider all open subsets ω α = U α ∩ Ω, constructed using only the function f = g − 1 up to addition of ε(z j − z 0 j ) (see Lemma 3.3). If we do not allow ε to be greater than a constant ε > 0, then by a standard argument of semicontinuity and compactness we may suppose the amplitude of each U to be greater than a constant δ.
We claim that we can find a countable covering of H d made of a countable sequence ω i of those ω α in such a way that:
The only thing we have to prove is the existence of ω 0 , since the second statement is a standard compactness argument. Set L = max H d Reg; notice that, since Reg is a non constant pluriharmonic function, {Reg = L} is a compact subset of bΩ ∩ H d . Then we can choose η > 0 such that {Reg = L − η} ∩ Ω is contained in H d \ C, and this allows to define ω 0 .
Let U 1 and U 2 be two such open sets and let z 0 ∈ U 1 ∩ U 2 . We can suppose that the cores of U 1 and U 2 contain z 0 ; they are of the form
we consider the open sets U ε whose core, passing by z 0 , is f + ε(z j − z 0 j ) = k(ε). We must show that the set
is open and closed, where W ε is a variety in U ε .
I is open because, if ε ∈ I, then for ε ′ in a neighborhood of ε the core of U ε ′ is contained in U ε and so its intersection with M is maximally complex. Because of Lemma ?? the condition holds also for all the level sets in U ε ′ and then we can apply the Harvey-Lawson theorem [6] and the arguments of Proposition 3.4 in order to obtain W ε ′ . there is a connected component of U ε ∩ U ε ′ which contains z 0 and touches the boundary of Ω, where the W ε and W ε ′ both agree with the strip found in Lemma 3.2 and then agree by analytic continuation in the connected component.
I is closed because, since each U has an amplitude of at least δ, we again have that, for any pointε in the closure I, the intersection of Uε and U ε must have (for ε ∈ I, |ε −ε| small) a connected component containing z 0 and touching the boundary. (1) W 1 touches the boundary of Ω:
(2) the boundary of W 1 is inside Ω:
In the first case, the result follows easily by analytic continuation (remember that on a strip near the boundary W g 1 and W g 2 coincide). The second case is actually impossible. Suppose, by contradiction, the component W 1 verifies (2). Restrict g 1 and g 2 to W 1 and choose k > 1 such that
Observe that the boundary of W k is made up by points where either
, the boundary of the connected component of A throught z 0 is contained in {|g 2 | = k}. This is a contradiction, since psh-functions assume maximum on the boundary of analytic sets.
3.3. Maximality ofÃ. We may wonder ifÃ is the maximal possible domain. In some simple examples, this is indeed the case. The following is certainly the simplest one:
Example 3.1. Let Ω = B be the unit ball in C n , and let A = bB ∩ {Rez n > 0} be the upper semisphere. Then K = bB ∩ {Rez n = 0} and K = B ∩ {Rez n = 0}, thus A = B ∩ {Rez n > 0}. In this case, A is the maximal domain. In fact, consider α ∈ [−1, 1] and let M α = W α ∩ A, where W α is defined as
Since W α is closed in C n \ {z n = iα}, M α is (generically) a closed submanifold of A, extended by W α in A. W cannot be extended across any point with z n = iα. Thus, A is maximal.
The previous example can be extended to the case where A is defined as bB ∩ {f > 0}, where f is a holomorphic function.
Final remarks
Let Ω ⊂ C n be a strictly pseudoconvex domain, and A ⊂ bΩ an unbounded open subset of its boundary.
Consider the set When A = bΩ, we may restate the previous result in a more elegant way. In the same situation as above, we consider C n ⊂ CP n , C n = CP n \ CP n−1 ∞ . We define the principal divisors hull of C = Ω ∩ CP n−1 ∞ as the set
where by {f = f (z)} we mean the closure of the connected component (in Ω) of {f = f (z)} which passes throught z. 
