Although many adolescent risk assessment tools include an emphasis on dynamic factors, little research has examined the extent to which these tools are capable of measuring change. In this article, we outline a framework to evaluate a tool's capacity to measure change. This framework includes the following: (a) measurement error and reliable change, and (b) sensitivity (i.e., internal, external, and relative sensitivity). We then used this framework to evaluate the Structured Assessment of Violence Risk in Youth (SAVRY) and Youth Level of Service/Case Management Inventory (YLS/CMI). Research assistants conducted 509 risk assessments with 146 adolescents on probation (101 male, 45 female), who were assessed every 3 months over a 1-year period. Internal sensitivity (i.e., change over time) was partially supported in that a modest proportion of youth showed reliable changes over the 3-, 6-, and 12-month follow-ups. External sensitivity (i.e., the association between change scores and reoffending) was also partially supported. In particular, 22% of the associations between change scores and any and violent reoffending were significant at a 6-month follow-up. However, only 1 change score (i.e., peer associations) remained significant after the Bonferroni correction was applied. Finally, relative sensitivity was not supported, as the SAVRY and YLS/CMI was not more dynamic than the Psychopathy Checklist: Youth Version (PCL:YV). Specifically, the 1-year rank-order stability coefficients for the SAVRY, YLS/CMI, and PCL:YV Total Scores were .78, .75, and .76, respectively. Although the SAVRY and YLS/CMI hold promise, further efforts may help to enhance sensitivity to short-term changes in risk.
Risk assessment tools for violence and offending have gained widespread use (Singh, Desmarais, Hurducas, et al., 2014) . Considerable research has shown that these tools can predict subsequent convictions with moderate effect sizes (Skeem & Monahan, 2011; Yang, Wong, & Coid, 2010) . However, little research has examined the extent to which risk assessment tools are able to assess changes in risk (Douglas & Skeem, 2005) . Measuring change is important, because it might help professionals to better predict and prevent reoffending. Furthermore, attention to change may be particularly important when assessing adolescents, given that adolescence is a period of enormous change (Viljoen, Cruise, Nicholls, Desmarais, & Webster, 2012; Vincent, Guy, & Grisso, 2012) .
Thus, in the present study, we examined two widely used adolescent risk assessment tools, the Structured Assessment of Violence Risk in Youth (SAVRY; Borum, Bartel, & Forth, 2006) and Youth Level of Service/Case Management Inventory (YLS/CMI; Hoge & Andrews, 2002) , and evaluated the ability of these tools to measure change. The SAVRY and YLS/CMI have demonstrated good predictive validity (Olver, Stockdale, & Wormith, 2009 Singh, Grann, & Fazel, 2011) and include an emphasis on dynamic or modifiable factors, such as anger management difficulties, rather than solely historical factors, such as past offending. However, remarkably little research has directly examined the ability of these tools to measure changes in risk.
As a starting point, we outline a framework for evaluating a risk assessment tool's capacity to measure change (Table 1) . This framework draws from other fields such as treatment outcome research (Duff, 2012; Lambert & Vermeersch, 2013) . It also draws from prior work in risk assessment (e.g., Douglas & Skeem, 2005; Monahan & Skeem, 2016) .
Ability to Measure Change: A Framework for Risk Assessment Tools
In evaluating the extent to which a tool can measure change, three psychometric properties are of particular relevance (Husted, Cook, Farewell, & Gladman, 2000; Riddle & Stratford, 2013 ; Table 1 ): (1) reliability and measurement error (e.g., Can the tool measure change in a reliable manner? When scores change, is this simply measurement error?), (2) sensitivity (e.g., Is the tool sensitive to change? That is, can it detect true changes that have occurred?), and (3) utility (e.g., Does assessing change on the tool aid in intervention planning?). The present study focused on the first two of these three psychometric properties. The third property (i.e., utility) becomes important to examine later on, after basic properties such as reliability and sensitivity to change are better understood.
Measurement Error and Reliable Change
A primary challenge in measuring change is disentangling real change from measurement error (Jacobson & Truax, 1991;  Table  1 ). For instance, if a youth changes a few points on a risk assessment tool, this may not be reflective of true change. Instead, it might stem from imperfect interrater reliability. As such, in evaluating the ability of a tool to measure changes in risk, an important starting point is to consider measurement error and the extent to which change is reliable (Riddle & Stratford, 2013) .
To do so, one approach is to examine the standard error of measurement (SEM). SEM is calculated using a tool's reliability and its SD (Stratford, Binkley, & Riddle, 1996) . SEM can be used, in turn, to estimate minimally detectable change (MDC), or in other words, the smallest real difference a tool can detect, or its error threshold (Beckerman, Vogelaar, Lankhorst, & Verbeek, 1996; Schuck & Zwingmann, 2003) . A large MDC or error threshold can be problematic. If a tool's error threshold is large, even large changes on a risk tool can be uninterpretable.
Reliable change indices (RCIs; Jacobson & Truax, 1991) are closely related to MDC but extend this concept to guide the interpretation of change for a given individual. The RCI value is a z-value which represents the probability that, for a given individual, change would be observed based on chance alone (Riddle & Stratford, 2013) . For instance, if an individual's RCI value was greater than 1.96 it would mean that the probability of obtaining that change score by chance would be less than 5%. As such, we would be able to conclude, with 95% confidence, that this individual showed reliable change.
RCIs, SEM, and MDC are widely used in fields such as the measurement of treatment outcome, neuropsychological functioning, and physical health (e.g., Duff, 2012; Lambert & Vermeersch, 2013; Wise, 2004) . However, as of yet, few researchers have applied these concepts to the field of risk assessment (i.e., Draycott, Kirkpatrick, & Askari, 2012; Olver, Beggs Christofferson, & Wong, 2015; . For instance, no published research has investigated reliable change on the YLS/CMI, and only one study, to our knowledge, has examined reliable change on the SAVRY . The authors of that study reported that, after taking into account measurement error, a youth had to show a change of 7 to 8 points on the SAVRY Risk Total Score to be able to confidently classify this change as reliable. It is unknown whether this finding will replicate in other samples.
Sensitivity to Change
In evaluating a tool's ability to measure change, another important criterion is sensitivity to change (Table 1) . Although the term sensitivity is sometimes used to refer to the accuracy of diagnostic tests (e.g., sensitivity, specificity), in this article we use this term to refer to sensitivity or responsiveness to change, or in other words, the ability of a measure to detect change (Husted et al., 2000; Wright & Young, 1997) .
According to one model, there are two forms of sensitivity to change, namely internal and external (Husted et al., 2000) . Internal sensitivity refers to the "ability of a measure to change over a particular pre-specified time frame" (Husted et al., 2000, p. 459) . Oftentimes, internal sensitivity is examined by evaluating the extent to which a tool differentiates individuals who have received various levels of treatment. For instance, if youth who received services showed greater reductions in SAVRY and YLS/CMI scores than youth who did not receive services, it would suggest that these tools show internal sensitivity to change. Besides treatment-related change, youth might show changes as a result of life events (e.g., becoming friends with an antisocial peer) or developmental processes (e.g., developing improved impulse control). Thus, risk assessment tools should presumably capture some changes in risk even among youth who do not receive treatment.
Whereas internal sensitivity to change focuses on withinindividual or group-level change over time, external sensitivity to change refers to "the extent to which changes in a measure over a specified time frame relate to corresponding changes in a reference measure" (Husted et al., 2000, p. 459) . For instance, if youth were Proportion of a score which is attributable to error (e.g., imperfect interrater reliability; see Schuck & Zwingmann, 2003) • Measurement error should be sufficiently low so that the tool can reliably detect relatively small changes • Ceiling and floor effects should be rare Sensitivity (a) Internal sensitivity Ability of a measure to detect change over a specified time period (Husted et al., 2000) • Individuals should show decreases in risk scores and increases in protective scores following an effective treatment • Even without treatment, individuals should presumably show some change in risk over time (e.g., due to maturation or life events) (b) External sensitivity Extent to which changes in scores meaningfully relate to changes on an external criterion of interest (Husted et al., 2000) • Individuals should be less likely to reoffend when their risk score decreases, and more likely to reoffend when their risk score increases (c) Relative sensitivity
Whether a tool has better internal or external sensitivity than another tool (Freeman et al., 2013) • Tools designed to measure change should capture more change than tools designed to measure putatively stable constructs (e.g., psychopathy, static risk factors) Utility Extent to which assessing change improves decisionmaking and outcomes (see Hunsley, 2003) • Tools designed to measure change should be associated with better intervention plans (e.g., interventions that are better matched to offenders' needs) and possibly even better outcomes (e.g., reduced breaches)
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less likely to reoffend when their SAVRY and YLS/CMI risk scores decreased, this could be interpreted as evidence for external sensitivity to change. In other words, external sensitivity relates to whether change shows an expected relationship with an external standard or indicator of change (e.g., reoffense rates). Also important is the relative sensitivity to change of one measure compared with another measure (Freeman et al., 2013) . For instance, the SAVRY and YLS/CMI are hypothesized to be measures of dynamic factors, whereas psychopathic features are considered to be relatively stable personality characteristics (American Psychiatric Association, 2013). As such, one would expect that the SAVRY and YLS/CMI would tap into greater levels of change than a measure of psychopathic features.
Although researchers have not yet explicitly used a framework of internal, external, and relative sensitivity to examine risk assessment tools, some studies have nevertheless examined these aspects of sensitivity. For instance, a number of studies have examined associations between change scores on adult risk assessment tools and reoffending (i.e., external sensitivity; e.g., Lewis, Olver, & Wong, 2013; Olver, Christofferson, Grace, & Wong, 2014; Vose, Smith, & Cullen, 2013) . Many of these studies have shown that changes in risk scores significantly predict reoffending. Other studies with adult samples have examined associations between treatment and changes in risk scores, such as by comparing pre-and posttreatment scores (i.e., internal sensitivity; e.g., de Vries Robbé, de Vogel, Douglas, & Nijman, 2015; Hogan & Olver, 2016; Michel et al., 2013) . Again, these studies often indicate that risk scores decrease over the course of treatment. In contrast, studies on relative sensitivity to change, or whether one tool is more sensitive than another, are rare (see Beggs & Grace, 2011) . However, this is important to investigate, as tools' sensitivity to change may vary depending on whether they include factors that are modifiable and causally related to offending (see Monahan & Skeem, 2016) .
Despite growing research on adult tools' sensitivity to change, only a small number of studies have examined sensitivity to change in widely used adolescent risk assessment tools, such as the SAVRY and YLS/CMI. In one study, youth on probation showed mean-level decreases in YLS/CMI scores over time, thus providing evidence for the YLS/CMI's internal sensitivity (Clarke, Peterson-Badali, & Skilling, 2016) . Also, decreases in total scores and some subscales predicted decreased risk of reoffending, thus providing support for the YLS/CMI's external sensitivity.
However, in other research, the results have been less promising. In one study, youth in a residential sex offending treatment program showed significant decreases in SAVRY Risk Total Scores from admission to discharge . However, reductions in risk did not translate into reductions in reoffending. This may be because this study used a long follow-up period (i.e., 8 years), during which time youth may have continued to show increases or decreases in risk. Another study found that, despite recommendations to regularly reassess risk, reassessing risk with the SAVRY and YLS/CMI did not improve risk predictions (Viljoen et al., 2016) . Specifically, reassessments did not expire or show declines in predictive validity over a 2-year follow-up period, nor did assessments improve as evaluators gained familiarity with youth via repeated reassessments. This might be because of limitations in tools' sensitivity to change. As such, we examined sensitivity to change in the current study.
Present Study
In the current study, we used the above-described framework to extend research on the ability of the SAVRY and YLS/CMI to measure change. First, we investigated measurement error and reliability of change. Second, we tested sensitivity to change, including the following: (a) internal sensitivity (i.e., the extent to which SAVRY and YLS/CMI scores changed over time); (b) external sensitivity (i.e., whether adolescents who showed decreases in risk scores were less likely to reoffend); and (c) relative sensitivity (i.e., whether the SAVRY and YLS/CMI detected more change than a measure of psychopathic features).
Given that research and practice guidelines suggest reassessing youth on a routine basis, such as every 3 or 6 months (Vincent et al., 2012; , we reassessed adolescents every 3 months over a 1-year period using interview and file information. As probation is the most common disposition given to adolescent offenders (Alam, 2015; Hockenberry & Puzzanchera, 2015) , we chose to sample adolescents on probation. We hypothesized that the SAVRY and YLS/CMI would hold promise in measuring change and would detect more change than a measure of psychopathic features, namely the Psychopathy Checklist: Youth Version (PCL:YV; Forth, Kosson, & Hare, 2003) .
Method
This article adheres to the Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement (Singh, Yang, Mulvey, & the RAGEE Group, 2015) , a 50-item reporting checklist which aims to help ensure clear and transparent reporting of methodology.
Participants
Participants included 146 youth on community probation in a large city in Western Canada. All participants had been assessed by research assistants (RAs) on at least two occasions. The mean age at baseline was 16.36 years (SD ϭ 1.15 years, range ϭ 12 to 18 years). Most participants were male (69.2%, n ϭ 101) and belonged to an ethnic minority group (63.7%, n ϭ 93). In particular, 31.5% (n ϭ 46) of the sample were Aboriginal (i.e., First Nations, Métis, Inuit), 13.7% (n ϭ 20) were Asian, 6.2% (n ϭ 9) were Southeast Asian, 6.2% (n ϭ 9) were Hispanic, and 4.8% (n ϭ 7) were African. With respect to index offenses, 62.3% (n ϭ 91) had committed a violent offense and 36.3% (n ϭ 53) had committed a property offense. Most youth had no prior charges (77.4%, n ϭ 113). Youth received an average of 12.23 treatment contacts (e.g., individual or group therapy; SD ϭ 15.72) from baseline to the 3-month follow-up.
Procedure
This study was conducted as part of a larger study on risk assessment (Viljoen et al., 2016) . Although that study also includes a 9-month reassessment, we focused on the baseline, 3-, 6-, and 12-month follow-ups, as researchers have recommended reassessments at these time points Vincent et al., 2012 Sampling. Youth at 11 probation offices were informed about the study via youth probation officers, study liaisons, posters, and flyers. Of the youth invited to participate (n ϭ 508), 32.1% (n ϭ 163) did not meet the following eligibility criteria: (a) adjudicated for an offense and placed on probation; (b) between the ages of 12 and 18 years; and (c) residing in the Regional District (name omitted for blind review). In addition, 24.8% (n ϭ 126) of youth were not interested in participating, and 5.1% (n ϭ 26) could not be reached. Finally, guardian consent could not be obtained in 5.9% (n ϭ 30) of cases and, as such, those youth were unable to participate. Nevertheless, the gender and ethnic composition of our sample were comparable to national and provincial statistics of justice-involved youth (Calverley, Cotter, & Halla, 2010) , suggesting our sample is fairly representative on these factors.
RAs. RAs assessed youth at baseline and then every 3 months over a 1-year period. RAs included 11 Master's and doctoral-level students, and 8 undergraduate students who had completed relevant course work and practicums. All raters completed a 3-day workshop on the SAVRY, YLS/CMI, and PCL:YV; this training was led by the first author rather than certified through the test company (i.e., Multi-Health Systems). However, the first author had prior training, including training from some of the tool developers. In addition to didactic training, RAs completed 4 or more practice cases. These practice cases were checked using answer keys that were developed by the first author and the project managers. If the RA's total scores did not fall within 5 points of the answer key, he or she completed additional practice cases.
Assessments. For each assessment, RAs conducted a standardized interview with the youth at a probation office or a quiet public place (e.g., coffee shop) and then examined youths' justice records prior to rating the SAVRY, YLS/CMI, and PCL:YV. Youth were given a stipend of $15 for the baseline assessment and $20 for each follow-up assessment. SAVRY and YLS/CMI total scores and subscales were prorated if 10% or fewer items for that score were missing (Hoge & Andrews, 2002) , and PCL:YV total scores were prorated if 25% or fewer items were missing (Forth et al., 2003) . Because this study was prospective, RAs were blind to youths' subsequent charges. To examine interrater reliability, 19.2% (n ϭ 28) of the assessments were randomly sampled and coded by a second rater. For these cases, the two raters both attended the interview and reviewed the same file information, but rated tools separately.
Follow-ups. To help minimize missing follow-ups (e.g., Ribisl et al., 1996) , RAs maintained contact with participants between follow-ups, made persistent efforts to contact youth, used collateral sources to assist in locating a youth (e.g., parents, service providers), provided flexibility in meeting times and locations, and provided an extra $25 incentive for completing all the follow-ups. Furthermore, if repeated efforts to meet with a youth were unsuccessful, tools were coded based on file information only (8.3% of assessments, n ϭ 42). Of the 163 youth who completed baseline assessments, 10.4% (n ϭ 17) did not complete any follow-ups; these youth were thus excluded from the present study, making our final sample size 146. The youth who were excluded (n ϭ 17) did not significantly differ from the included youth (n ϭ 146) with respect to demographic variables (i.e., age, gender, ethnicity), or offense history (i.e., index offense, prior offenses, p ϭ .16 to .93). Of the included youth, 0.7% (n ϭ 1), 6.2% (n ϭ 9), and 22.6% (n ϭ 33) were missing 3-, 6-, and 12-month follow-up data, respectively. Youth with and without missing follow-up data did not differ significantly in demographic variables (i.e., age, gender, ethnicity) or offense history (i.e., index offense, prior offenses) at any of the follow-ups (p ϭ .09 to .99).
Official reoffending records. Adult and youth offending records were accessed via the Corrections Network System (CORNET), a province-wide justice database. Records were successfully accessed for all but two youth. Consistent with most adolescent risk assessment studies (Schwalbe, 2008; Viljoen, Mordell, & Beneteau, 2012) , we examined charges rather than convictions as official records often underestimate offending (Farrington et al., 2003) . Violent reoffending was defined as charges for "actual, attempted, or threatened infliction of bodily harm of another person" (Douglas, Hart, Webster, & Belfrage, 2013, pp. 36 -37) . Any reoffending was defined as any charges (e.g., theft, drug offenses, violent offenses, violations). To test whether changes in risk scores between baseline and the 3-month assessment predicted subsequent reoffending, we examined reoffending in the 6 months that followed the youths' 3-month assessment. We chose this follow-up period as it was proximal to changes in risk. During the follow-up period, 10.4% (n ϭ 15) of youth committed a violent reoffense and 23.4% (n ϭ 34) committed any reoffense. There were no significant gender or ethnic differences in rates of violent or any reoffending during the follow-up (p ϭ .15 to .66)
Measures
SAVRY. The SAVRY (Borum et al., 2006) was designed to assess violence risk. It includes 24 risk factors that are rated as low, moderate, or high. These risk factors are divided into three risk domains: historical (e.g., history of violence), social/contextual (e.g., peer delinquency), and individual/clinical (e.g., negative attitudes). The latter two sections are conceptualized as dynamic (i.e., 58% of factors are putatively dynamic). The SAVRY also includes a Protective Factors section with six dichotomous items (e.g., strong social support). The SAVRY is based on the structured professional judgment (SPJ) model, meaning that, instead of summing scores, evaluators provide a summary risk rating of Low, Moderate, or High risk. For research purposes, however, scores are typically summed to create a Risk Total Score. In a prior metaanalysis, the SAVRY was found to have moderate associations with any and violent reoffending (weighted r [r w ] ϭ .32 and.30, respectively; Olver et al., 2009) . In the present study, interrater reliability was excellent for the SAVRY Risk Total Score (intraclass coefficient [ICC] ϭ .91 for a two-way random effects model, single raters, absolute agreement, n ϭ 28 cases; Cicchetti, 1994; McGraw & Wong, 1996) , good to excellent for section scores (ICCs ϭ .84, .79, .89, .and .70 for historical, social/contextual, individual/clinical, and protective domains, respectively), and good for the summary risk rating (ICC ϭ .64).
YLS/CMI. The YLS/CMI (Hoge & Andrews, 2002) was developed to assess general recidivism risk. It includes 42 dichotomous items, which are divided into eight subscales (e.g., Family Circumstances/Parenting, Education/Employment). All of these This document is copyrighted by the American Psychological Association or one of its allied publishers.
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subscales, except for Prior and Current Offenses, are conceptualized as dynamic (i.e., 90% of the items). In addition to totaling scores, raters make a summary risk rating using their professional judgment. The present study used the YLS/CMI rather than the YLS/CMI 2.0 (Hoge & Andrews, 2011) , because this was the version that was available at the time this study was initiated. However, the correlation between total scores for the two versions is very high (r ϭ .99, n ϭ 21 cases; Gray, Viljoen, & Douglas, 2015) . In a recent meta-analysis, the YLS/CMI demonstrated moderate associations with any and violent reoffending (r w ϭ .32 and .26, respectively; Olver, Stockdale, & Wormith, 2014) . In the present study, interrater reliability was excellent for the YLS/CMI Risk Total Score (ICC ϭ .82 for a two-way random effects model, single raters, absolute agreement, n ϭ 28; Cicchetti, 1994; McGraw & Wong, 1996) Hare, 1991 Hare, , 2003 . Each item is rated on a 3-point scale (i.e., 0, 1, 2), with higher scores indicating a larger number of psychopathy-related traits. In a prior meta-analysis, the PCL:YV was found to have moderate associations with any and violent reoffending (r w ϭ .28 and.25, respectively; Olver et al., 2009 ). In the present study, interrater reliability for PCL:YV Total Score fell in the excellent range (ICC ϭ .92 for a two-way random effects model for single raters, absolute agreement, n ϭ 29; Cicchetti, 1994; McGraw & Wong, 1996) , and internal consistency was acceptable (␣ ϭ .86). The PCL:YV was completed at baseline and at the 12-month follow-up.
Child and Adolescent Services Inventory. Treatment services were examined using a modified version of the Child and Adolescent Services Inventory (CASA; Burns, Angold, MagruderHabib, Costello, & Patrick, 1992; Mulvey, Schubert, & Chung, 2007) . Youth were asked about various services (e.g., individual therapy), including the number of times they had received that particular service in the past 3 months. To facilitate recall, we used a calendar approach (Glasner & van der Vaart, 2009; Sutton, 2010) , wherein RAs asked youth about life events (e.g., birthdays, changes in residences) and recorded this information on a calendar. Youth then referred to this calendar in answering questions about the services they received during the time period. Given that we were interested in treatmentrelated services rather than other services (e.g., detention, foster care), we created a CASA Treatment Composite score by totaling the number of times youth had received: (a) individual therapy, (b) group therapy, (c) therapy at school, (d) family therapy, and (e) drug and alcohol treatment. The CASA has displayed good psychometric properties (Ascher, Farmer, Burns, & Angold, 1996) and has produced results consistent with official measures of service involvement (Mulvey et al., 2007) .
Data Analytic Plan
Measurement error and reliable change. SEM was calculated as SEM ϭ S ͙ ͑1Ϫr͒, where SD was the standard deviation of baseline scores for the full sample of youth, and r was the reliability at baseline (Jacobson & Truax, 1991) . Consistent with other studies (Draycott et al., 2012; Viljoen et al., 2015) , we calculated SEM using interrater reliability, as this is an important form of reliability for risk assessment tools. MDC was calculated as MDC ϭ 1.96 ͙ ͓2͑SEM͒ (Beckerman et al., 2001; Stratford et al., 1996) . RCIs (95% confidence intervals) were calculated by using Jacobson's and Truax's (1991) formula, RCI ϭ [X 2 Ϫ X 1 /S diff ], where X 1 was the score at baseline and X 2 was the score at the relevant follow-up. S diff is the SEM of X 1 and X 2 , and was calculated as S diff ϭ ͙ ͓2͑SEM͒ 2 ͔. Internal sensitivity. Change scores were calculated for each scale as follows: [change scores for Risk Scales ϭ score at baseline minus score at follow-up] and [Change Score for Protective Scale ϭ score at follow-up minus score at baseline]. Thus, higher scores indicated greater improvements. To test for group meanlevel changes in risk scores and summary risk ratings from the baseline assessment to the 3-, 6-, and 12-month follow-ups, we used the Wilcoxon signed-ranks test, a nonparametric alternative to the paired samples t test (Wilcoxon's, 1945) . We chose nonparametric statistics because SAVRY and YLS/CMI Risk Total Scores did not have normal distributions (Conover, 1999) , as indicated by the Shapiro-Wilk test and visual inspection of quantile-quantile plots (Ghasemi & Zahediasl, 2012) . The effect size (ES) for the Wilcoxon's test was calculated as follows: ES ϭ
2 ͔͒ ⁄ ͓n͑n ϩ 1͔͖͒, where R 1 is the sum of the positive ranks, R 2 is the sum of the negative ranks, T is the smaller of the two values (R 1 and R 2 ), and n is the sample size (Kerby, 2014) . In addition, we calculated rank-order stability coefficients (r s ) for the 3-, 6-, and 12-month follow-ups, and examined the strength of associations between the CASA Treatment Composite score and changes in risk scores and summary risk ratings using Spearman's rho correlation coefficients (r s ), a nonparametric correlation (Mroczek, 2007) . These analyses were conducted by using IBM Statistics, Version 22 (IBM Corporation, 2013) .
External sensitivity. To determine whether decreases in risk scores and summary risk ratings predicted decreased likelihood of reoffending, we conducted receiver operating characteristic (ROC) analyses (Hanley & McNeil, 1982) , and Cox proportional hazards regression (i.e., survival analyses; Cox, 1972) . The area under the curve (AUC) of the ROC graph represents the overall predictive accuracy of a tool (i.e., the probability that a randomly selected reoffender has a higher risk score than a randomly selected nonreoffender), whereas Cox proportional hazards regression tests the ability of a risk assessment tool to predict the time to first reoffense. Because the base rate of violent reoffending was low (i.e., 10.3%, n ϭ 15), we used penalized Cox regression models, as these models reduce bias in the estimation of the hazard ratio when base rates are small (Heinze & Schemper, 2001 ). These analyses were conducted using R (Ploner & Heinze, 2015; Robin et al., 2011; Therneau, 2014) .
Relative sensitivity. To examine whether the values for the AUC of the ROC representing the association between change scores and reoffending (Hanley & McNeil, 1982) differed significantly between the SAVRY and the YLS/CMI, we used the DeLong, DeLong, and Clarke-Pearson (1988) test. To test whether the SAVRY and YLS/CMI detected different levels of change, we used McNemar's test for paired proportions (McNemar, 1947 ). Finally, we tested whether stability coefficients for the SAVRY, This document is copyrighted by the American Psychological Association or one of its allied publishers.
YLS/CMI, and PCL:YV differed significantly using Raghunathan and colleagues' test for correlated but nonoverlapping correlations (Raghunathan, Rosenthal, & Rubin, 1996) . Gender and ethnic differences. Gender differences in stability coefficients for risk total scores (i.e., internal sensitivity) were compared with z tests of differences between independent correlations based on Fisher's transformation (Cohen & Cohen, 1983) . Gender differences in associations between change scores on risk total scores and reoffending (i.e., external sensitivity) were tested using penalized moderated Cox proportional hazards regression analyses, in which change scores were mean-centered around zero to help reduce nonessential multicollinearity (Baron & Kenny, 1986) . A parallel set of analyses were conducted to examine differences in results for ethnic minority and nonminority (i.e., Caucasian) youth.
Follow-up analyses with imputed data. Although there was no missing data on SAVRY and YLS/CMI Risk Total Scores for the baseline assessment, rates of missingness at the follow-ups ranged from 4.8% to 30.8%. Based on Little's test, the study variables (i.e., risk total scores, CASA Treatment Composite score, reoffending outcomes) were missing completely at random, 2 (208) ϭ 60.37, p ϭ 1.000 (Little, 1998) , meaning that missing data is not likely to bias estimates (see Baraldi & Enders, 2010) . However, an assumption of purely random missing data is often unrealistic (Enders, 2013) . Also, even when data are missing at random, multiple imputation can yield more powerful statistical tests than pairwise or listwise deletion (Baraldi & Enders, 2010 ). As such, as an additional check, we conducted multiple imputation of risk total scores and reoffending outcomes, using an expectation maximization algorithm (Markov Chain Monte Carlo method; IBM Statistics, Version 22, IBM Corporation, 2013) . Then, we reran our primary analyses using imputed data. Multiple imputation involves replacing missing data with a number of plausible estimates; analyses are then conducted on each separate data set and are pooled or averaged to create a single set of values (Little, Jorgensen, Lang, & Moore, 2014) . To improve estimations of imputed values, we included demographic variables as auxiliary variables (i.e., age, gender, ethnicity, prior charges, CASA Treatment Composite score), and ran the imputation 100 times to maximize generalizability (Enders, 2010) .
Results

Measurement Error
On the SAVRY Risk Total Score, MDC was 6.96 points out of a maximum score of 48 (95% confidence interval; Table 2 ). On the YLS/CMI Risk Total Score, MDC was 9.02 points out of a maximum score of 42. Floor effects (i.e., the proportion of youth who could not show a decrease that exceeded the error threshold because their score was at the floor or lower end of the scale) and ceiling effects (i.e., the proportion of youth who could not show an increase that exceeded the error threshold because their score was at the ceiling or upper end of the scale) are shown in Table 2 . Floor and ceiling effects were rare for the SAVRY Risk Total Score (0.7% and 2.7%, respectively), and relatively uncommon for the YLS/CMI Risk Total Score (12.3% and 2.7%, respectively). However, floor and ceiling effects were common for some subscales. For instance, although the MDC threshold on the Protective Factors section was 2.37, most youth (78.8%) scored 2 points or lower, and thus could not show decreases that exceeded 2.37.
Sensitivity to Change
Internal sensitivity to change. The sample showed meanlevel decreases across the follow-ups on several scales that are conceptualized as dynamic (e.g., YLS/CMI Education/Employment; see Tables 3 to 5) . They also showed mean-level decreases on the SAVRY and YLS/CMI summary risk ratings at 3 months The floor effect reflects the number of youth in our sample that could not show reliable decreases in scores as they were already at the floor. The ceiling effect reflects the number of youth that could not show reliable increases as they were already at the ceiling. This document is copyrighted by the American Psychological Association or one of its allied publishers.
(z ϭ Ϫ2.43, p ϭ .02, and z ϭ Ϫ2.38, p ϭ .02, respectively), and on the SAVRY summary risk rating at 6 months (z ϭ Ϫ2.60, p ϭ .009). Finally, they showed increases on historical subscales (i.e., SAVRY Historical, YLS/CMI Prior and Current Offenses; Tables  3 to 5 ). However, effect sizes were small (r Յ .20; Kerby, 2014) , and when p values were corrected for family wise error using a Bonferroni correction (alpha of .05/17 comparisons at each time point ϭ .003), only the YLS/CMI Prior and Current Offenses subscale remained significant (p Ͻ .001). Similarly, rates of reliable change were relatively modest, particularly for the 3-month follow-up (i.e., 9.6% and 4.3% for the SAVRY and YLS/CMI Risk Total Scores, respectively; Table 3 ). Also, none of the associations between treatment services and change scores were significant (Table 6) . This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
External sensitivity to change. In some analyses, change between the baseline and the 3-month follow-up significantly predicted reoffending in the 6 months following this change (Table  7) . For instance, decreases in SAVRY and YLS/CMI Risk Total scores significantly predicted a reduced likelihood of any reoffending after controlling for baseline scores. However, in 78% of the analyses, associations between changes in scores and reoffending were not significant (Tables 7 and 8 ). For example, changes in summary risk ratings did not significantly predict any or violent reoffending (Table 7 ). In addition, after correcting for the number of comparisons via a Bonferroni correction (alpha of .05/16 comparisons for each analysis ϭ .003), the only association that remained significant was Peer Associations and any reoffending. Specifically, youth who showed increased risk in Peer Associa- This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
tions were more likely to engage in any reoffending (p Ͻ .001; Table 7 ). Relative sensitivity. There were no significant differences in the external sensitivity of the SAVRY and YLS/CMI Risk Total Scores (Z ϭ 0.56, p ϭ .57 and Z ϭ 0.43, p ϭ .66 for any and violent reoffending, respectively). With respect to internal sensitivity, the SAVRY Risk Total score detected significantly more reliable change (i.e., decreases and increases combined) than the YLS/CMI Risk Total at the 12-month follow-up (p ϭ .004). However, differences in rates of reliable change at the 3-and Gender differences in sensitivity. There were no significant gender differences in stability coefficients for SAVRY Risk Total scores at 6-(z ϭ Ϫ0.59, p ϭ .56) and 12-month follow-ups (z ϭ Ϫ0.72, p ϭ .47), nor for YLS/CMI Risk Total scores at 6-month follow-up (z ϭ Ϫ0.72, p ϭ .21). However, stability coefficients for SAVRY Risk Total scores were significantly higher for males compared with females at the 3-month follow-up (r s ϭ .91 and .81, respectively; z ϭ 2.30, p ϭ .02). In addition, stability coefficients for YLS/CMI Risk Total scores were significantly higher for males compared with females at both the 3-month (r s ϭ .85 and .61, respectively; z ϭ 2.80, p ϭ .01) and 12-month follow-ups (r s ϭ .80 and .57, respectively; z ϭ 2.03, p ϭ .04). Gender did not significantly moderate the association between reoffending and change scores (hazard ratio [HR] ϭ 0.95 to 0.99, p ϭ .74 to .96).
Ethnic differences in sensitivity. There were no significant differences between ethnic minority and nonminority youth in stability coefficients for SAVRY or YLS/CMI Risk Total scores at the 3-(z ϭ 1.49, p ϭ .14 and z ϭ 0.60, p ϭ .54, respectively), 6-(z ϭ 1.66 p ϭ .10 and z ϭ Ϫ0.76; p ϭ .45), or 12-month follow-ups (z ϭ 0.91, p ϭ .36 and z ϭ Ϫ0.94, ϭ .35, p ϭ .79). Also, ethnicity did not significantly moderate the association between reoffending and change scores (HR ϭ 0.86 to 0.99; p ϭ .18 to .95).
Follow-up analyses with imputed data. Based on the pooled estimates from the imputed data sets, 3-month stability coefficients for SAVRY and YLS/CMI Risk Total Scores were .89 and .83, respectively, 6-month stability coefficients were .85 and .75, and 12-month stability coefficients were .76 and .73. Also, the correlations between SAVRY and YLS/CMI Risk Total Scores were Ϫ.05 and Ϫ.11, respectively, for violent reoffending, and Ϫ.10 and Ϫ.17 for any reoffending. These results were comparable to the original results (i.e., r s values of imputed and nonimputed data were within .02). Thus, missing data did not appear to bias our results.
Follow-up analyses with file-only assessments excluded. As a final check we reran our primary analyses excluding file-only assessments (i.e., 8.3% of assessments). The 3-month stability coefficients for SAVRY and YLS/CMI Risk Total Scores were .86 and .84, respectively, 6-month stability coefficients were .85 and .76, and 12-month stability coefficients were .78 and .76. In addition, the correlations between SAVRY and YLS/CMI Risk Total Scores were Ϫ.02 and Ϫ.10, respectively, for violent reoffending, and Ϫ.12 and Ϫ.20 for any reoffending. Again, these results were comparable to the original results (i.e., r s values of data with and without file-only assessments were within .03). Thus, file-only assessments did not appear to bias our results.
Discussion
Studies have found support for the ability of some adult risk assessment tools, to measure changes in risk (e.g., de Vries Robbé et al., 2015; Hogan & Olver, 2016) . However, research on adolescent risk assessment tools is limited. Thus, we evaluated the SAVRY and YLS/CMI's capacity to measure short-term changes in risk among youth on probation using a framework that included: (a) measurement error and reliable change, and (b) sensitivity (i.e., internal, external, and relative sensitivity). The results suggest that although the SAVRY and YLS/CMI are promising, continued efforts may help to further enhance their sensitivity to short-term change among youth on probation.
Overall, level of measurement error appeared acceptable. Specifically, youth's score had to have increased or decreased by 7 points on the SAVRY Risk Total Score (14% of the maximum possible score), and 9 points on the YLS/CMI Risk Total Score (21% of the maximum possible score) in order to conclude that the change was reliable. This is similar to previous research on the SAVRY and on adult risk assessment tools (Draycott et al., 2012) . Thus, as is expected, small changes in SAVRY and YLS/CMI scores may reflect measurement error rather than true change. However, given that ceiling and floor effects were common for some domains (e.g., SAVRY Protective Factors), it may be beneficial to expand the range of possible scores on those domains so that it is possible to capture reliable change among youth who already score quite high or low. In addition, future research should examine means by which to evaluate the measurement error of summary risk ratings; SEM or RCIs cannot be calculated for summary risk ratings, as they are ordinal rather than continuous. Moreover, in general, further work is needed on how to interpret change within an SPJ framework (e.g., SPJ ratings of change).
Internal sensitivity to change (i.e., the ability to detect change over time) was partially supported. Some youth showed reliable increases or decreases in SAVRY and YLS/CMI scores across the follow-up periods. Specifically, at the 12-month follow-up, 8% to 22% of youth showed reliable change on SAVRY and YLS/CMI Risk Total Scores. However, rates of short-term change were more modest than expected. For instance, at the 3-month follow-up, 4% to 10% of youth showed reliable change on the SAVRY and YLS/CMI Risk Total Scores. Also, rank-order stability coefficients were high (r s ϭ .84 to .89).
One possibility is that the youth in our sample truly were not demonstrating very much change. Indeed, interventions for adolescent offenders are often unavailable or poor in quality (Haqanee, , and many youth do not receive treatments that address their criminogenic needs (PetersonBadali, Skilling, & Haqanee, 2015; Singh, Desmarais, Sellers, et al., 2014) . Consistent with this possibility, we did not find any significant associations between the treatment youth received and change, suggesting that treatments did not significantly impact risk.
Another possibility is that youth were, in fact, changing but the tools did not fully detect these changes. For instance, the SAVRY and YLS/CMI's short-term sensitivity to change might be attenuated by the time frames for ratings. Specifically, YLS/CMI items are rated based on the youths' "current situation or to conditions that were present during the previous year" (Hoge & Andrews, 2002, p. 40) . The SAVRY has similar instructions (e.g., "present during the preceding year;" Borum et al., 2006, p. 18) . Thus, future research could test whether short-term sensitivity improves when shorter time frames are used (e.g., past 6 months vs. past year). This document is copyrighted by the American Psychological Association or one of its allied publishers.
External sensitivity to change (i.e., associations with an external criterion, namely reoffending) was, again, partially supported. We found some significant associations between change scores and reoffending. For instance, youth who showed decreased risk in Peer Associations were less likely to engage in any reoffending. However, in most cases (i.e., 78% of the analyses), the associations between change scores and reoffending were not significant. For example, changes in summary risk ratings did not significantly predict reoffending. Also, only 2% of the analyses remained significant after a Bonferroni correction was made for the large number of comparisons. Given that prior research is mixed (i.e., Clarke et al., 2016; Viljoen et al., 2015) , the SAVRY's and YLS/CMI's external sensitivity to change may vary depending on the context in which tools are used (e.g., probation vs. treatment settings). However, further research is needed to identify the particular contexts in which external sensitivity may be strongest.
Finally, with respect to relative sensitivity, the SAVRY showed fairly similar sensitivity to change as the YLS/CMI. However, contrary to expectations, the putatively 'dynamic' scales on the SAVRY and YLS/CMI generally did not appear to be more dynamic than the historical factors scales. Also, contrary to expectations, neither tool was any more dynamic than the PCL:YV. Specifically, the 1-year rank-order stability of the PCL:YV Total Score was .76 whereas the 1-year stability of the SAVRY and YLS/CMI Risk Total Scores were .78 and .75, respectively. This is higher than the 1-year stability coefficients reported in other studies of psychopathy and personality (e.g., Klimstra et al., 2009 ). For instance, in a study of serious adolescent offenders, the 1-year stability of scores on the PCL-YV ranged from .50 to .59 (Hawes, Mulvey, Schubert, & Pardini, 2014 ; see also Lynam et al., 2009) . Although these findings could indicate that personality is malleable during adolescence, it also suggests that the SAVRY and YLS/CMI may be less dynamic than presumed.
In interpreting these findings, some limitations are important to note. Although this is one of the first prospective studies to examine the SAVRY and YLS/CMI's sensitivity to change, this design meant we encountered missed follow-ups. Rates of attrition were comparable to previous studies. For instance, in the MacArthur Violence Risk Assessment Study, 83.9% of participants conducted at least one follow-up, and 49.6% completed all of the follow-ups (Monahan et al., 2001) . In the present study, 90.4% of potential participants had at least one follow-up, and 70.5% of study participants completed all three of their follow-ups. However, our follow-up rate was not as high as some studies. For instance, in the Pathways to Desistance Study, the average follow-up rate at each time point was 90% (Mulvey et al., 2016) .
Another potential limitation of the current study related to power. Given the relatively small sample size and low base rates for reoffending (10% to 23%), statistical methods were selected in an attempt to account for these issues and maximize statistical power (i.e., use of nonparametric tests and penalized regression methods; see Blair & Higgins, 1985; Heinze, 2006) . Despite limited power, significance was found for several effect sizes considered small to moderate in magnitude, with a small number remaining significant even after controlling for the familywise error rate.
Given that most participants were male, it was difficult to draw conclusions about gender differences. Moreover, although we compared sensitivity to change for youth from ethnic minority and nonminority groups, we were unable to conduct more refined analyses on any one particular ethnic group (e.g., Indigenous, Southeast Asian), given the small sample sizes. However, this is an important area for future research, especially as tools may not necessarily function equally across groups (Gutierrez, Wilson, Rugge, & Bonta, 2013; Shepherd, Adams, McEntyre, & Walker, 2014) . Finally, youth were sampled from all 11 probation offices in the city which may have resulted in different types of services being received, despite there being a common service provider across the offices.
In sum, in light of these mixed findings, further research is needed. Researchers should continue to investigate sensitivity to change for the SAVRY, YLS/CMI, and other tools (e.g., Violence Risk Scale: Youth Version [Wong, Lewis, Stockdale, & Gordon, 2011] , the Risk-Sophistication-Treatment Inventory [Salekin, 2004] , Short-Term Assessment of Risk and Treatability: Adolescent Version [Viljoen, Nicholls, Cruise, Desmarais, & Webster, 2014] ). However, given that measuring change may be difficult, researchers should also identify approaches by which to further improve tools' sensitivity to change (see Table 9 for a list of potential strategies). Finally, it will be important to investigate if assessing changes in risk holds clinical utility, such as whether it enhances professionals' ability to plan treatment. Ultimately, such efforts may help move the field of risk assessment beyond prediction, and closer to effective risk management and prevention. that have been found to be sensitive to change in the relevant populations (e.g., offenders receiving the usual services). 2. If the goal is to examine short-term changes in risk, ensure that the time frame for item ratings is sufficiently narrow (e.g., rate items based on functioning in the past 3 or 6 months rather than functioning in the past year). 3. Provide raters with guidelines on how to evaluate if an item has changed (e.g., example interview questions, guidelines for rating change). 4. Use response scales that capture variability in items and which are not restricted by floor and ceiling effects (e.g., 3-or 5-point scales vs. dichotomous scales). 5. Evaluate and compare different approaches for measuring change, such as systems for rating level of change (e.g., definite/possible improvement, no change, or definite/possible deterioration) rather than solely systems for rating level of risk (e.g., low, moderate, or high risk).
Note. These strategies are based on recommendations in the field of treatment outcome assessment (i.e., Fok & Henry, 2015; Lambert & Vermeersch, 2013 ).
