Large economic and financial panels often contain time series that influence the entire cross-section. We name such series "granular". In this paper we introduce a panel data model that allows to formalize the notion of granular time series. We then develop methodology to detect and test the set of granulars in a panel when such set is unknown. The methods are based on the norms of the columns of the concentration matrix of the panel. We establish that the norms consistently identify a ranking and the number of granulars when the cross-section and time-series dimensions are sufficiently large. The distribution of the column norms is derived in order to conduct hypothesis tests. Importantly, we show that the methodology is unaffected when the series in the panel are influenced by common factors. A simulation study shows that the proposed detection and testing procedures perform satisfactorily in finite samples. We illustrate the methodology with applications in macroeconomics and finance.
Introduction
Traditionally, theoretical models in economics and finance assume that in large systems the influence of individual entities is negligible. This view has recently been challenged by a number of influential contributions, inter alia, Gabaix (2011) , Acemoglu, Carvalho, Ozdaglar and Tahbaz-Salehi (2012) and Acemoglu, Ozdaglar and Tahbaz-Salehi (2015) . The main theme of this strand of the literature is that entity specific shocks -through different mechanisms -can generate aggregate fluctuations. This is called by Gabaix (2011) the granular hypothesis. These models have been applied to study aggregate fluctuations in macroeconomics and financial stability in finance.
One of the main hurdles in applying these theories to the data is that in large macroeconomic or financial systems it is often the case that the set of granular entities is unknown.
It is natural to ask if it is possible to introduce a methodology to the determine the set of granular entities from the data. In this paper we tackle this challenge by (i) introducing a model that allows us to formalize the granular detection problem for a panel of time series and (ii) developing a methodology to detects the set of granular series from the data when such set is unknown.
We begin by introducing a model for a panel of time series to formalize the notion of granularity used in this paper. We assume that the panel is partitioned into a (finite) set of series labeled as granular and a remaining set of non-granular series. The granular series coincide with the their respective idiosyncratic shocks, which we call granular shocks. The non-granular series are a linear combination of the granular shocks and an idiosyncratic nongranular shock. The granular and non-granular shocks are assumed to be uncorrelated. We work under the assumption that the econometrician does not observe whether a given series belongs to the set of granulars or not and our objective is to introduce a methodology that allows to detect the set of granulars series from the data.
An important property of the model we introduce is that the inverse covariance matrix of the panel, hereafter concentration matrix, allows to recover the set of granulars. Under appropriate identification assumptions the norms of the columns of the concentration matrix that are associated with the granular series are larger when compared to to those of the nongranular series. Intuitively, this follows as the concentration matrix can be interpreted as a rescaled partial correlation network and since the granular series have more "connections" its column norms are larger, see Pourahmadi (2013, section 5.2) . Indeed, we show that under appropriate assumptions on strength of the granular shocks that we can rank the series in the panel according to granularity based on the column norms. Further more, by comparing the ratios among the subsequent ordered column norms we can determine the number of granular series.
Given the identification results we operationalize the detection procedure by replacing the concentration matrix by its sample equivalent. We establish the consistency of the norms of the columns of the sample concentration matrix for panels that consist of stationary time series and where the non-granular idiosyncratic shocks exhibit weak cross-sectional and time series dependence. The assumptions are similar to those considered in the factor model literature, see for example Ahn and Horenstein (2013) . Based on the consistency of the sample column norms we show that the implied ranking of the granular series is consistent and also that the number of granular series can be consistently estimated.
The consistency results for the detection method rely on the identification assumptions.
We are interested in assessing the uncertainty surrounding these assumptions. For this purpose we introduce a hypothesis test for the null-hypothesis that a particular column norm is equal to another column norm. We derive the limiting distribution of the test statistic using similar methods as in Pesaran and Yamagata (2012) and Fan, Liao and Yao (2015) .
Using this test as a building block, we develop a supremum type test statistic that tests the correct number of granular series. Other relevant hypotheses tests are also considered.
Typically, common factors explain a large proportion of the variance of aggregate fluctuations. See for instance the research by Foerster, Sarte and Watson (2011) , Long and Plosser (1987) , Forni and Reichlin (1998), and Shea (2002) for earlier work on the trade-off between idiosyncratic and aggregate shocks. To incorporate this we consider an extension of the baseline model in which all the series in the panel are additionally influenced by a set of common factors. The number of common factors is unknown. We show that the presence of the factors does not break down the methodology, and we provide extensions of the identification, estimation and testing results established for the baseline case. The intuition behind this result is that while the correlation patterns that are generated by common factors and granular series are similar the partial correlation structure that they generate is vastly different. This implies that the granular series can still be detected using the concentration matrix. After the set of granular series is determined standard methods can be used to determine the number of common factors. Finally, the complete model with granular series and common factors can be studied.
A simulation study is carried out to assess the performance of our methodology in finite samples. In the study we simulate a granular model with common factors and then use our granular detection methodology to recover the granular series. In the experiment we considers a large possible number of different variants of the data generating process. Among other things, we study the performance of the procedure under different degrees of crosssectional and time-series dependence. Results show that the granular detection methodology procedures performs satisfactorily in finite samples when the strength of the granulars is sufficiently large.
We apply our methodology for two empirical studies. First, we consider detecting granular series in a large panel of industrial production series that was previously considered in Foerster et al. (2011) . Certain sectors in the US economy are suspected to have effects over other a large number of other sectors. An example is the automobile sector as argued in Acemoglu et al. (2012) . Our methodology finds 6 granular sectors that include plastic products, semi-conductor and automobile sectors. Further the complete model has one common factor which explains the majority of the variance in the panel.
In the second study, we use our framework to detect granulars in a panel of volatility measures of large US financial firms during the 2007-2009 Great Financial Crisis. The application is close in spirit to the work of Billio, Getmansky, Lo and Pellizzon (2012) and Diebold and Yılmaz (2014) who associate systemic risk to those institutions that have the highest degree of interdependence in the system. Our methodology identifies as granulars JP Morgan, Northern Trust and Bank of America and the top ten rankings of the most granular institutions in the panel contains most of the financial institutions classified by the Financial Stability Board as either globally or domestically systemic.
Our work is related to different strands of the literature. First, in several ways our work relates to the large literature on factor models, see Stock and Watson (2011) for a review.
In particular, the set of granular series form observable factors in a factor model for the non-granular series. Further, since the interpretation of common factors is known to be difficult, several recent methods have proposed to associate estimated common factors with individual time series, see for example Parker and Sul (2016) and Siavash (2016) 1 . We discuss the differences between this approach and our approach both from a theoretical perspective and in the simulation study. This paper is also related to the literature on networks in econometrics and statistics, as in Meinshausen and Bühlmann (2006) Peng, Wang, Zhou and Zhu (2009) and Diebold and Yılmaz (2014) . In particular, as in the statistical graphical literature, the key parameter of interest of our framework is the inverse covariance matrix of the panel, which encodes the partial dependence properties of the data.
The remainder of this paper is organized as follows. Section 2 introduces the granular detection problem and discusses its relevance for applications in macroeconomics and finance.
Section 3 develops our methodology for our baseline granular panel model. Section 4 extends the methodology for a general model that also allows for common factors. Section 5 carries out a simulation study to assess the finite sample performance of the proposed techniques.
Section 5.3 presents the results of two empirical applications of our methodology. Concluding remarks follow in Section 6.
The granular detection problem
We have observations of variable y i,t , that is associated with entity i and time t. Data is available for i = 1, . . . , n entities and T time periods. For each time period t = 1, . . . , T we collect the variables in the vector y t = (y 1,t , . . . , y n,t ) . We use the notation y i:j,t with i < j to denote the (j − i + 1)-dimensional time series associated with the i-th to j-th components of y t .
We assume that there are k (fixed) time-series whose idiosyncratic shocks g t influence the entire panel. We label these time-series as "granular" and the shocks g t as granular
shocks. For simplicity and without loss of generality we assume that the granular series are the first k series in the panel. The other n − k time series are the non-granular series whose idiosyncratic shocks are given by t . Finally, all series are influenced by a set of r common shocks, or factors, f t .
The granular panel data model combines the different shocks as follows
where the loading matrices β, Λ 1 and Λ 2 have dimensions (n − k) × k, k × r and (n − k) × r, respectively. Precise assumptions on the model are spelled out in the following sections. Let us point out here that the loading matrix β is key in this framework as it determines how the non-granular series are affected by the granular shocks.
In this paper we work under the assumption that the data is generated according to model (1) but that the econometrician does not know which series are granular, nor the number of granular series, nor the number of common factors in the panel 2 . Our objective is to introduce a methodology that allows us to consistently recover this information from the data.
The granular model of (1) allows us to formalize the notion that certain time-series have a pervasive influence over the entire panel. Detecting the set of granulars has important economic implications. Next, we discuss two leading examples that illustrate how our framework can be used to formalize different applications in macro and finance. We return to these examples in the empirical study.
Sectoral versus aggregate shocks in US industrial production
The industrial production index in the United States is constructed as a weighted average of production indices across many sectors. Yet the aggregate volatility in the index is large.
This implies that much of the variability in the index does not average out across different sectors. Two leading explanations for this have been proposed.
First, some sector specific shocks, or idiosyncratic shocks, may affect many other sectors.
Proposed mechanisms for this explanation include that certain large sectors may have a pervasive effect on the entire index, see Gabaix (2011 ), alternatively, Acemoglu et al. (2012 have argued that not the size of the sectors but its degree of connectedness determines whether a certain sector affects the index. Idiosyncratic shocks to sectors that have influence over many other sectors may be able to drive aggregate volatility.
Second, aggregate shocks may exist that influence many sectors at the same time, see Foerster et al. (2011) . These shocks stand in contrast to the idiosyncratic shocks in the sense that there exact origin is unknown. Examples include, monetary policy shocks, exchange rate shocks and uncertainty shocks. It is possible that a mixture of both idiosyncratic and aggregate shocks determines aggregate volatility.
The model (1) can disentangle both explanations. When we define y 1:n,t as the vector of sector specific industrial production outcomes, model (1) implies that these are determined by the k granular shocks g t and the r aggregate shocks f t . Both have influence over the entire panel. Our methodology determines which sectors are granular, how many sectors are granular and how many common factors exist. Finally, when the model is specified it enables a variance decomposition to determine which explanations bears more weight empirically.
Financial stability and systemic risk.
One of the lessons from the financial crisis is that the distress of few yet highly influential financial firms can impose significant negative externalities on the entire economy. The size of the shocks to the financial institutions together with how they are connected to each other has large implications for contagion and risk throughout the financial system, see Acemoglu et al. (2015) . These ideas have motivated a large literature that aims at detecting and ranking institutions in the financial system according to their "systemicness".
A number of influential contributions have proposed to measure the systemic risk of an institution on the basis of network models like in Billio et al. (2012) and Diebold and Yılmaz (2014) . These authors measure systemic risk based on the analysis of large panels of equity returns or volatility measures. Broadly speaking, these contributions measure how systemic an institution is on the basis of the number/magnitude of the spillovers effects of that institution on the rest of the panel. Despite the intuitive appeal of these proposals, these papers do not introduce a model that precisely defines when an institutions is indeed systemic, and, consequently, they do not establish the properties of their selection procedures.
In this work we cast the problem of detecting systemic institutions as an instance of a granular detection problem by assuming that the panel of target measures of interest is generated by model (1). The model allows for a selection of institutions to influence the entire panel while allowing for market risk, and other economy wide sources of risk, through the common factors.
Methodology

Model and Identification
Before considering the complete granular panel data model (1) we first outline our methodology for a simplified version of the model where there are no common factors. In particular,
we consider a panel time series model with k granular series and n − k non-granular series that is formulated as follows.
where y 1:k,t denotes the outcomes of the k granular series, g t is the k × 1 vector of nonstructural granular shocks, y k+1:n,t denotes the outcomes of the n − k non-granular series, β is the (n − k) × k parameter matrix that captures the effect of the process g t and t is the (n − k) × 1 idiosyncratic disturbance vector of the non-granular series.
The model for the non-granular series in (2) is a standard multivariate regression model with k low rank regressors. Estimation and inference for model (2) is standard when the researcher knows which series are the granular series. In our setting we apply estimation methods and hypothesis tests to determine which series are the granular series.
Without further assumptions for the components of model (2) determining which series are granular is impossible. Therefore we impose restrictions on g t , β and t that allow us to separate the granular series from the non-granular series.
Assumption 1. For model (2) we assume that (i) E(g t ) = 0 and E(g t g t ) = Σ g with Σ g 0.
(ii) E( t ) = 0 and E( t t ) = Σ with Σ 0.
exists an integer N > 0 such that for all n > N the columns of β, denoted by β i for
where C Σ is the conditioning number of the matrix Σ . Assumption (iv) in a way defines the granular model 3 . The loading matrix β determines the "strength" of the granular series in model (2). We require β β to be non-vanishing when n increases. This is similar when compared to the factor model literature. However, as the granular shocks correspond directly to specific time series we can derive an exact condition for the relationship between β and the correlation among non-granular shocks Σ that will be sufficient for the detection of the granular series.
When compared to the factor model literature two main differences can be noted. First, assumption (iv) reflects that the granular loadings are not orthogonal to each other, if they where the condition (iv) would simplify to min i=1,...,k β i > C Σ . Assumption (iv) is stronger for correlated granular series. Second, we do not require the strength of the loading matrix to grow proportional to n, see also Onatski (2010) and Onatski (2012) . This is in contrast to the work of Bai and Ng (2002) and Bai (2003) for example.
The assumptions 1 are sufficient to separate the granular series from the non-granular series. The statistics that we use to identify the granular series are the column norms of the inverse covariance matrix. In particular, for model (2) under assumption 1 the norms of the columns that corresponds to granular time series are larger when compared to those that of the non-granular series.
The following lemma establishes this formally.
Lemma 1. Let y t be generated by model (2). The granular detection statistics are defined
y .
3 The conditioning number in assumption (iv) can be relaxed to max j=1,...,n−k
for which holds max j=1,...,n−k
Under assumption 1 (i)-(iv) K exists and we have for n > N that
where K i denotes the ith column of
y with Σ y = Var(y t ).
All proofs are collected in the appendix. The lemma implies a ranking of the n time series according to their explanatory effect on the other series. In this perspective the ranking is based on the rescaled sum of squared partial correlations between each series and all others.
When we strengthen assumption 1 (iv) we can identify the number of granular series. In particular, we assume (iv*) Let the columns of β be ordered such that
We emphasize that A l is typically negligible in practical situations. The second term
typically dominates the bound. We can replace C Σ by max j=1,...,n−k
, which is a less restrictive assumption but is less easy to interpret. Given the stronger condition on the loading matrix we obtain the following lemma that identifies k.
Lemma 2. Let y t be generated by model (2) under assumptions 1 (i)-(iii) and (iv*). Then
The stronger assumption (iv*) can now be understood intuitively. First, to ensure that the column ratios among the non-granular series (s = k + 1, . . . , n − 1) are smaller when compared to K k 2 / K k+1 2 we need to allow for less cross-sectional correlation among the idiosyncratic components. A sufficient condition is given by
ensure that the ratios among the columns of the granular series (s = 1, . . . , k − 1) are smaller than K k 2 / K k+1 2 we additionally need that the decrease in strength from β l to β l+1
(for the ordered β's) is not too large. This explain the scaling by the ratio β β l / β β l+1 in assumption (iv*). A similar condition was also found for the eigenvalue ratio statics for factor models in the simulation study of Ahn and Horenstein (2013) . Given the structure of our model we are able to derive this condition explicitly.
Lemmas 1 and 2 are sufficient for the identification of the granular series. Lemma 1 ranks the series in order of granularity and lemma 2 determines the number of granular series.
It is important to notice that Lemma 2 is not the only function of the column norms that identifies k. In fact, many functions of the elements of the precision matrix K can identify the number of granular series. An interesting alternative choice is given by
This has the analogy of a break estimator.
Estimation
Next, we estimate the granular statistics K i , for i = 1, . . . , n, using the sample of T observations for the vectors y t . LetΣ = T −1 T t=1 y t y t and we defineK =Σ −1 as the sample concentration matrix. The sample equivalent of K allows us to operationalize the identification lemmas from the previous section. We need to impose conditions on the dependence properties and moments of g t and t such that the sample column norms converge to their population counterparts. For this several strategies are possible and we adopt similar assumptions when compared to the literature on approximate factor models, see Stock and Watson (2002) Bai and Ng (2002), Bai (2003) and ?.
Assumption 2. For model (2) we assume that for each i, j there exists a positive constants
The assumptions are identical to those in Doz, Giannone and Reichlin (2012) . They allow for a great deal of heterogeneity and dependence in the processes for g t and i,t . Based on these assumptions the following theorem establishes the consistency of the column norms.
Theorem 1. Let y t be generated by model (2) under assumption 2 (i)-(ii) and 1 (i)- (iv) then for each i ∈ {1, . . . , n} we have that
and K i is the ith
We use Theorem 1 to establish the following corollaries.
Corollary 1. Let y t be generated by model (2) under assumption 2 (i)-(ii) and 1 (i)-(iv).
Consider the event E defined as
Then,
Corollary 2. Let y t be generated by model (2) under assumption 2 (i)-(ii) and 1 (i)-(iv*).
Letk be defined ask
Remark:
Ideally, when choosing an appropriate estimate for K = Var(y t ) −1 we would like to exploit the structure of our model to obtain a fast convergence rate, see Pourahmadi (2013) . In particular, for model (2) if the granular series were known we could adopt the covariance estimator for approximate factor models that was proposed in Fan, Liao and Mincheva (2011) .
However, since the granular series are unknown we need to rely on a more standard estimator for the concentration matrix. In future work we aim to adopt a regularized estimator for estimating the concentration matrix.
Asymptotic distribution
To asses the uncertainty around the estimated granular statistics K i we derive their limiting distribution. To facilitate the derivation of the limiting distribution we notice that the statistics can be written as
,
This representation follows from the regression representation for the columns of the inverse covariance matrix, see Pourahmadi (2013, Section 5 .2) and the discussion in the Appendix A.1.
We notice that K i is a function ofγ iγ i and 1 Tû i,.û i,. . We derive the joint limiting of these two quadratic forms using the central limit theorem that is proposed in Kelejian and Prucha (2010) . An application of the delta method then gives the distribution of K i . The result is summarized in the following theorem.
Testing granular hypotheses
We are interested in testing hypotheses that concern the number of granular series. Many of the hypotheses of interest are composites of the simple null-hypothesis H 0 : K i = K j , which asserts that the granular statistics for series i and j are equal. We first propose a test statistic for this hypothesis and derive its limiting distribution. Then we show that several composite hypotheses of interest can be based on the simple test.
Discussion
Next, we aim to justify the use of the norms of the columns of the concentration matrix for detecting granular series.
Granular panel data with common factors 4.1 General model and identification
Next, we extend the granular panel data model (2) to allows for the presence of common factors. The model is given by
where f t is the r × 1 vector of common dynamic factors and Λ 1 and Λ 2 are the k × r and (N − k) × r loadings matrices. We again work under the condition that the researcher does not know which series are the granular series. To compare, suppose that we would known which series are the granular series and adopt a vector autoregressive model for the g t and f t , the model would be similar to the factor augmented VAR that was proposed in Bernanke, Boivin and Eliasz (2005) see also Bai, Li and Lu (2016) . Further, we also assume that the number of common factors r is unknown.
To identify the granular series and separate them from the common factors we make the following assumptions .
Assumption 3. For model (3) we assume that (i) The assumptions 1 hold.
(ii) E(f t ) = 0 and E(f t f t ) = Σ f .
(iii) E(f t g t ) = 0 for all t.
(iv) E(f t i,t ) = 0 for all i, t. Given assumptions 1, the following lemma identifies the granular series. The following lemma identifies the number of granular series. 
Granular detection and testing
Assumption 4. For model (3) we assume that (i) f t is a stationary ergodic vector sequence, such that T
Theorem 2. Let y t be generated by model (3) under assumption 4 (i)-(iii) and 3 (i)- (iv) then for all i = 1, . . . , n we have that
and M i is the ith
Determining the number of common factors
Once the granular series have been identified and tested, we complete the specification of model (3) by determining the number of common factors. Several estimators and hypothesis tests have been previously proposed, see Bai and Ng (2002) , Onatski (2009 ), Onatski (2010 and Ahn and Horenstein (2013) for examples. We build on these estimators.
Model estimation
Once the granular time series and the number of common factors are known, we can estimate the parameters of the granular panel data model. A restricted version of model (3) can be written in state space form and the parameters can be estimated using maximum likelihood.
The likelihood can be evaluated using the Kalman filter and the expectation-maximization algorithm, see Durbin and Koopman (2012) .
Despite the fact that we estimate a restricted version of the true model, quasi-maximum likelihood theories that were developed in Bai and Li (2012) and Bai and Li (2015) can be adopted to show consistency of the parameters. In a second step the Kalman filter and smoothing recursions can be adopted to obtain estimates for the common factors f t and the granular shocks g t . The consistency and asymptotic normality for the estimates of f t and g t is discussed in Doz et al. (2012) , Bai and Li (2012) and Bai and Li (2015) .
Simulation Study
We perform a simulation study to assess the finite sample performance of our proposed methodology. We evaluate the performance of the detection methods based on the granular statistic K i under different data generating processes. The outcome criteria that we are interested in are as follows. First, we study the percentage of correctly selected granular series. That is the fraction of the number of true granular series that correspond to the k largest granular statistics. Second, we asses frequency by which we correctly select the number of granular series. Third and finally, we evaluate the size and power properties of the hypothesis tests. This includes an evaluation of the asymptotic distribution of the granular statistic.
Simulation design
We generate data panels from the granular panel data model with common factors given in equation (3). We consider data panels with dimensions n = 50, 100 and T = 200, 400. The number of granular series that we include is equal to k = 3, 5 and the number of common factors that we include is equal to r = 0, 5.
The granular shocks and common factors, summarized in h t = (f t , g t ) , follow a vector autoregressive process of order one.
where Σ η = diag(Σ 11,η , Σ 22,η ) with Σ 11,η = I r and Σ 22,η is k × k with ones on the main diagonal and correlation coefficient c η in the off-diagonal elements. We note that c η captures the contemporaneous correlation between the granular shocks. We vary its value by taking The off-diagonal elements are drawn from N (0, 0.1). The transformations of Ansley and Kohn (1986) are applied to ensure that h t admits a stationary vector autoregressive process.
The strength of the granular shocks is determined by β. We vary the variance of the granular loadings in order to change the magnitude of their effect. In particular, we have In total we have six dimensions along which we vary the granular panel data model: 1.
panel dimensions, 2. number of granular, 3. number of factors, 4. effect of the granular, 5.
correlation among the granulars and 6. specification of the non-granular shocks. For each possible combination across these six dimension we draw S = 1000 different data panels.
For each panel we rank, select and test the granular series.
Ranking results
We begin by studying the finite sample properties of our ranking methods. Corollaries 1 and 2, that are based on the consistency of the column norms, imply that we can correctly identify the granular series when n and T become large. For each simulated panel we rank the series in the panel according to the column norms of the inverse sample covariance matrix, and then we select the number of granulars using the column ratio statistic of corollary 2.
When selecting the number of granulars, we set the maximum number of possible granular series to n/2, see also Ahn and Horenstein (2013) .
We summarize the performance of the detection procedure by reporting the average proportion of correctly ranked granular series and the proportion of correctly selected number of granulars. Given the large number of cases considered, we provide more detailed simulation results for a number of benchmark scenarios and provided summaries for the remaining ones.
We present the results of our benchmark scenario in Table ? ?. In figure 1 we report the plot of the probability of correct ranking and (b) the average selected number of granulars relative to the correct number of granulars as a function of the standard deviation of the granular coefficients β and the coefficient c which determines the correlation of the the non-granualr coefficients. These simulation have been obtained in the case a DGP with r = 1 factors, k = 5 granulars and panel dimensions N and T equal to, respectively, 50 and 400.
Overall, the simulation study conveys that the granular detection methodology procedures performs satisfactorily in finite samples provided that the strength of the granulars is sufficiently large.
Testing results
sectionEmpirical Applications
Granular Detection in the Financial System
In this application we focus on detecting granulars in a panel of volatility measures of large US financial institutions. The application is close in spirit to the work of, among others, Billio et al. (2012) and Diebold and Yılmaz (2014) .
We consider a panel of large US financial firms during the 2007-2009 Great Financial
Crisis. The list of companies is in Table 3 . The sample roughly matches the same companies used in other studies (see Brownlees and Engle (2016) and Acharya, Pedersen, Philippon and Richardson (2016) (2014) we measure volatility using the high-low range Parkinson (1980) 
where p high i,t and p low i,t denote respectively the max and the min log price of stock i on day t.
5
As it is customary, we analyse the log of the high-low range rather than its level. The final panel dimension is T = 503 and N = 88.
5 It is important to acknowledge that more precise estimators based on high frequency data could also have been employed (see, inter alia, Andersen, Bollerslev, Diebold and Labys (2003) , Barndorff-Nielsen, Hansen, Lunde and Shephard (2008) ). The high-low range however has been documented to perform well relative to more advanced alternatives (Alizadeh, Brandt and Diebold (2002) ).
The volatility panel exhibits the typical stylized facts documented in the literature. Table   4 reports summary statistics on the series in the panel. The series have positive skewness, excess kurtosis and a strong degree of persistence. There is strong evidence of a single factor structure: A principal component analysis reveals that the 1st principal component explains roughly 76% of the overall variation in the panel. The first principal component can be associated with the overall degree of volatility in the market, in fact, the correlation with the high-low range of the S&P 500 is 88%. The second principal component on the other hand explains less than 4% of the overall variation in the panel. These results are in-line with the evidence documented in Luciani and Veredas (2015) and Barigozzi and Hallin (2015) .
We apply the granular detection methodology described in the previous sections to the volatility panel. Table 5 We explore more thoroughly the relation between our granular statistic and the set of SIFIs identified by the FSB. To this extent we define a SIFI binary response indicator s i as a n-dimensional vector of dummies, the i-th element of which is one if institutions i is either a D-SIB or a G-SIB and zero otherwise. We then model the SIFI indicator using the following logit regression model
where vol i denotes the average volatility, siz i denotes the size i and lvg i the leverage of firm i. We report in Table 6 the estimation results of the logit regression under different sets of restrictions. The estimation results show that the granular ranking statistic and size contribute significantly to probability of being a SIFI whereas volatility and leverage are not significant. Also the magnitude of the psuedo-R 2 shows that the contribution of the granular statistic is sizeable.
Conclusion
In this work we introduce a panel model in which the idiosyncratic shocks of a (finite) subset of time-series influences the entire cross-section. We call these series granular in the sense that the influence of such series does not vanish when the system dimension is large. We work under the assumption that the set of granular series is unknown and our objective is to introduce a selection methodology that consistently detects the set of granular series from the data. A key property of the model we introduce is that the column norms of the concentration matrix of the panel are large for the granular series. This motivates us to introduce a granular detection framework based on the norms of the sample concentration matrix. In particular, we use this statistic to construct indices to rank granulars as well as selecting their number. The large sample properties of the proposed procedures are analyzed and we establish that when the time-series and cross-sectional dimensions are sufficiently large our procedure consistently detects the set of granulars. A simulation study is used to show that our proposed procedure performs satisfactorily in finite samples. We apply our framework to study systemic risk in finance using a panel of volatility measures during the financial crisis (Diebold and Yılmaz (2014) The figure display (a) the probability of correct ranking and (b) probability of correct selection of the number of granulars as a function of the standard deviation of the granular coefficients β and the coefficient c which determines the correlation of the non-granular shocks. The table reports the simulation results for the granular selection method. We report the average proportion of times that we select the correct number of granulars. 
. For an N × N matrix B the k-th largest eigenvalue of B is denoted as µ k (B). For an M × N matrix A the k-th largest singular value of A is denoted as σ k (A). As a matrix norm we generally adopt the spectral norm is given by A 2 = µ 1 (A A). We drop the index when no confusion can arise and write A 2 = A . The frobenius norm is given by
For a square matrix B we let B 0 indicate that B is positive definite. The selection vector e m,i has length m and entries that are equal to zero except for entry i which is equal to one.
Proof of Lemma 1. Under assumptions 1 (i), (ii) and (iii) the population variance of the observations Σ y = Var(y t ) and its inverse K = Σ −1 y are given by
where the inverse follows from the inverse formula for block matrices, see Magnus and Neudecker (2007, page 12) . First, we show that assumptions 1 ensure that K exist. A lower bound on the minimum eigenvalue of Σ y can be established by finding an upper bound on the largest eigenvalue of its inverse K. Note that
Thus,
For the first term we have
When combining with the second term and doing the inverse we have
We notice assumption 1 (iv) implies that for n → ∞ we have β = µ 1 (β β) → µ 1 (D) < ∞. This implies that as long as the minimum limiting eigenvalues of µ n (Σ g ) and µ n (Σ ) remain positive the smallest eigenvalue of Σ y will remain to be bounded away from zero. Next, we show that 1 (iv) is sufficient for showing that K i 2 = Ke n,i 2 ≥ Ke n,k+j 2 = K k+j 2 for each i ∈ {1, ..., k} and j ∈ {1, ..., n − k}, where K is defined above in equation (4) .
We note that
To find the conditions for Ke n,i 2 ≥ Ke n,k+j 2 we study
Starting with condition (b), we have that
change notation such that we may conclude that (b) holds if
Now, we consider (a) for which we have
Cauchy-Schwartz
So we obtain
..,k β i , we find that condition (b) is implied by condition (a). Further, for all j = 1, . . . , n − k we have
where C Σ is the conditioning number of the matrix Σ . This completes the proof.
Proof of Lemma 2. Assume, without loss of generality that the columns of K are ordered in decreasing order by their squared column norms. We show that assumption 1 (iv*) is sufficient to prove the lemma after the structure of the covariance matrix is imposed by assumptions 1 (i)-(iii), see (4) . We need that
First, we consider the case where j − k = s = k + 1, . . . , n. We have
which is of the form 
for which we have from lemma 1
where C Σ is the conditioning number of the matrix C Σ . Notice that we have imposed that column k corresponds to the weakest granular. Next,
The bound for the right hand side is given by
When combined with the bound for a c derived above we have the condition
is given by
where we use
) and the bound for e g was given above such that we have
Finally, for the last part
which by the bounds derived above implies the condition
Next, we consider the case where i = s = 1, . . . , k − 1. We have 
2 after taking the square root on both sides we have for the left hand side
and we have for the right hand side
Such that we have the sufficient inequality
which can be rewritten as
Next, we consider
which is given by
For the right hand side we have
and combined with the bound for the left hand side that was derived above we have that
Next, for
we have
2 and the bound for the left hand side is given by
and when combined with the bound derived above we have
Finally for the last condition
2 and the condition becomes
Summarizing, all conditions 8 that we derived are implied by
which is the condition given in (iv*).
Proof of Lemma 3. For model (3) under assumptions 3 (i), (ii), (iii) and (iv), the variance Ω = Var(y t ) and its inverse M = Ω −1 are given by
where Σ and K are given in (4) . We show that under (i), (v) and (vi) M e n,i 2 ≥ M e n,k+j 2 for all i = 1, . . . , k and j = 1, . . . , n − k. We define K s = Ke n,s for s = 1, . . . , n as the sth column of K. Further, let S = KΛ(I r + Λ KΛ)
−1 Λ such that we have for all s = 1, . . . , n M e n,s
work out product = K s (I n − S − S + S S)K s regroup
We notice that I n − S − S + S S is symmetric. We obtain the following inequality for M e n,i 2 ≥ M e n,k+j
This can be written as
Next, we define for all i = 1, . . . , nK
such that we may write
Now the inequality becomesK
k XK k >K s XK s which can be rewritten as
The last inequality is true if µ n (X) > 0 andK kK k −K sK s > 0. The first requirement is met by assumption (vi). We continue with the second which can be written as
Now we defineǨ
such that we can write the inequality as
This is greater than zero when the numerator is greater than zero, which implieš K s+1 XǨ s+1 −Ǩ k+1 XǨ k+1 ≥ µ n (X)(Ǩ s+1Ǩ s+1 −Ǩ k+1Ǩ k+1 ) > 0 which is greater than zero if µ n (X) > 0 (see above) andǨ s+1Ǩ s+1 −Ǩ k+1Ǩ k+1 > 0. The latter requirement can be written as
Finally, when taking the inverse on both sides we have that
which was proven in Lemma 2.
Proof of Theorem 1. From the inverse for block matrices, see Magnus and Neudecker (2007, page 12) , it follows that the columns of the estimated precision matrixK can be written aŝ
. . ,γ i,i−1 , 1,γ i,i+1 , . . . ,γ i,n ) andγ i = (γ i,1 , . . . ,γ i,i−1 ,γ i,i+1 , . . . ,γ i,n ) is given bŷ
for i = 1, . . . , n. Using the representation discussed in Section A.1 we obtain the error form
, where u i,. = y i,. − Y −i γ i is the population prediction error. We have from the triangle inequality that 
Note that the last step of the proof follows from Theorem 1 and Lemma 1.
Proof of Corollary 2. The proof consist of showing that the probability of inconsistent selection of k converges to zero as n and T grow large at the appropriate rates. Note that This allows us to write
where the last step follows from the fact that
is positive by Lemma 2 and an application of Markov's inequality.
Proof of Theorem 2.
A.1 Alternative regression representation for the granular panel data model
To facilitate the proof of 1 we discuss a regression representation for the precision matrix K. A more detailed discussion for general precision matrices can be found in Pourahmadi (2013, Section 5.2). Let K be defined as in (4) and let D = diag(K 11 , . . . , K nn ).
We define the linear transformation u t = D −1 Ky t , where y t is given by (2). After reordering, each row can be written as y i,t = j =i y j,t γ i,j + u i,t , where γ i,j = −K ij /K ii and it follows that E(u i,t ) = 0, Var(u i,t ) = 1 K ii and Cov(u i,t , u j,t ) =
. Also, u i,t is uncorrelated with y j,t for all j = i. The vector representation for series i is given by y i,. = Y −i γ i + u i,.
where y i,. = (y i,1 , . . . , y i,T ) , Y −i = (y 1,. , . . . , y i−1,. , y i+1,. , . . . , y n,. ) and γ i = (γ i,1 , . . . , γ i,i−1 , γ i,i+1 , . . . , γ i,n ) . For convenience we also define Γ i = (γ i,1 , . . . , γ i,i−1 , 1, γ i,i+1 , . . . , γ i,n ) such that
A.2 Additional Lemmas
Lemma 5. Let y t be generated by model (2) under assumption 2 (i)-(iii) then E(|y i,t | 4 ) < ∞
Proof : To show that E(|y i,t | 4 ) < ∞ we first consider the case where i is a granular series. We have E(|y i,t | 4 ) = E(|g i,t | 4 ) < ∞,
