
































































Abstract of Doctor's Thesis of Academic Year 2013
A study of real space information sharing infrastructure
with Reliability
Abstract
Many small sensors are connecting to the Internet and sensor data sharing
systems are constructed. Small sensors are collecting real space situation. For
example, environment information for weather information, trac information for
trac congestion status are collected by sensor data sharing system. Real space
data is made up of value which is generated by sensor, some meta data(unit
of value, geographical location, etc.), and time stamp. In case of real space
unit(Celsius) of temperature are constructed by value, altitude, longitude, lati-
tude, Celsius, date and time.
But these kinds of data are just sequences of numbers without meanings of
data. It needs a special knowledge to understand meanings of data. It causes a
diculty to use the data because of user can not know the data is correct or not.
This research proposes to add "Reliability" to the data shared in real space
information sharing systems so that users without special knowledge can utilize
the sensor data more eectively.
It can imagine many kinds of application using real space data. Incase of
making a heat island map using real space data, it needs a special knowledge
to make. Existing sharing system is using same high end sensors and system is
constructed by a single organization. This decrease a diculty of developing an
application because of it does not need to consider sensor error, sensor installa-
tion environment, etc. But in recent years, many kinds of sensor are connecting
to the Internet and real space data sharing system is constructed by multiple
parties. It increase number of data, but on the other hands, it increase diculty
iii
to understand the data. It means real space data sharing system need support
to understand tone of shared data and utilize the data.
An expert is understanding real space data tacitly using special knowledge.
They can understand data is correct or not tacitly. This study develops tacitly
processing of expert automaticaly and show a result as \Reliability". This paper
denes a \Reliability" and describe a mechanism to generate a \Reliability".
Also this paper shows evaluation of real space information sharing model with
\Reliability" using proposed system.
This study also proposes a sensor error notication mechanism for application
of \Reliability". Recent sensor networks operated by muti domain. In this type
of sensor networks, It have to notify to sensor networks operation institute and
user of sensor networks. Therefor, This study propose a sensor error notication
mechanism based on \Reliability". This mechanism realized that data which
proposed system provide with \Reliability" can understand by machine. In other
word, real space information sharing model with reliability suggest a benecial
eect.
Keywords:
Real space information, Information management, Operation, Sensor Netwrok,
Fault Detection
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第1章
























































































































































































ケーションの基となる情報は< CapturedT ime >;< Latitude >;< Longitude >
;< V alue >;< Unit >;< LocationName >;< DeviceID >;< MD5Sum >;<
Height >;< Surface >;< Radiation >;< UploadedT ime >;< LoaderID >
である。公開されているデータの例を図 2.2に示す。分類すると情報の生成位
置に関する情報である < Latitude >;< Longitude >;< LocationName >;<
Height >、生成時刻に関する情報である< CaputuredT ime >、値に関する情報
である< V alue >;< Radiation >;< Unit > である。その他にも観測機器の識















































































































































































































































































図 3.1 × ○ 　△
図 3.4 × ○ 　△
図 3.3 ○ × 　○













































































































































Dependability = Reliability +X

























































相対湿度は 0{100%で表されるため 100を超えた 154という値は誤情報である事

























図 4.3に Live E!プロジェクトで使用されている気象センサの一つ、Vaisala社
[29]のWXT510を示す。また図 4.4にそのセンサで 2011年 2月 12日から 2月 15




















































































































































































































































































































































検証するため、基準となるAMeDASとAMeDASから 10km, 16km, 35km
の距離にある観測点のデータを比較し相関係数を算出した。各観測点と相






























public static void compareMin(double m, DitectResult dr){






<?xml version="1.0" encoding="utf -8"?>
<configure >
<system >
<service >http: //live -e2.naist.jp/axis/services/GlobalDataProvider200703 </
service >






































































































































閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 99%
PASS PASS PASS FAIL 80%
PASS PASS FAIL PASS 80%
PASS FAIL PASS PASS 83%
PASS PASS FAIL FAIL 87%
PASS FAIL PASS FAIL 75%
PASS FAIL FAIL PASS 28%
PASS FAIL FAIL FAIL 34%
FAIL PASS PASS PASS 20%
FAIL FAIL PASS PASS 29%
FAIL PASS FAIL PASS 13%
FAIL PASS PASS FAIL 14%
FAIL FAIL FAIL PASS 29%
FAIL FAIL PASS FAIL 18%
FAIL PASS FAIL FAIL 80%





















る場合は相関が無いと考えられる。玉島北中学校で 2008年 1月 26日午前 0時から




校に設置されたセンサ及び約 4 km離れた船穂中学校と比較した。表 5.7、表 5.8、










































閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 66%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 87%
PASS PASS FAIL FAIL 9%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -











閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 73%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 93%
PASS PASS FAIL FAIL 13%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL -
が低い擬似障害データを生成し、信頼度の挙動を計測した。気温データは実験A









閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 99%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 95%
PASS PASS FAIL FAIL -
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL -
が付与されるかを確認した。倉敷市ではゲリラ雷雨が観測されなかったため、実
験 Eは東京の丸の内で 2008年 8月 29日 20時から 8月 30日 2時までに観測され








いる。正常なデータ時に信頼度 50以下のデータ数を x、誤データ時に信頼度 60
以上のデータ数 yとすると誤検知率 F は以下の式で求められる。
（誤データ数）= x+ y
F =（誤データ数）（総データ数）






頼度が上下した後、1時間 32分後に信頼度 0となった。その後 1回を除き、障害
回復の 51分前まで信頼度 0を維持している。障害回復の 51分前から信頼度が上
昇し始め、信頼度が上下した後、障害回復の 26分前に信頼度が 100となった。誤
検知率は 7.2%であった。


































































































おける信頼度の挙動について述べる。2013年 3月 25日 23時ごろから上智大学 SJ
ハウスに設置されているセンサが特異な値を送信した後停止するという障害が発
























































































































































の比較, 他の要素との比較, 時系列での比較, 近隣の観測値との比較 gがそれぞ
















る障害不発生率は表 5.12より 92%である。そのため SJハウスの信頼度と異なり
90となっている。また SJハウスに障害が発生した際もクルップホールの値は上
昇しておらず、近隣との差が閾値以上になっているのみであるため障害検知結果


































閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 83%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 75%
PASS PASS FAIL FAIL 18%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -










閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 92%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 23%
PASS PASS FAIL FAIL 12%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS -
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -








































































































































































































































































































































































































































































れている情報共有基盤から情報を集約して取得してくる Live E! pump Agentを
PIAXのエージェントとして作成した。後述する Sensor Agentが各担当するセン
サの情報を取得してくる事も可能であるが、多くのクエリが発生する事から Live
E!プロジェクトの実空間情報共有基盤へ与える負荷を考慮しLive E! pump Agent
















































閾値との比較 他の要素との比較 時系列での比較 近隣の観測値と比較 障害不発生率
PASS PASS PASS PASS 100%
PASS PASS PASS FAIL 83%
PASS PASS FAIL PASS -
PASS FAIL PASS PASS 75%
PASS PASS FAIL FAIL 18%
PASS FAIL PASS FAIL -
PASS FAIL FAIL PASS -
PASS FAIL FAIL FAIL -
FAIL PASS PASS PASS -
FAIL FAIL PASS PASS -
FAIL PASS FAIL PASS -
FAIL PASS PASS FAIL -
FAIL FAIL FAIL PASS 0%
FAIL FAIL PASS FAIL -
FAIL PASS FAIL FAIL -
FAIL FAIL FAIL FAIL 0%
なよろ市立天文台は 2012年 9月 14日 1時 25分ごろより 8時間 40分程度温度
センサのデータが障害により停止していた。停止中の 9時から実装したシステム
の運用を開始した。図 6.10に示したように、提案機構の運用開始から 1時間 6分
後の 10時 6分にセンサが復帰しデータの送信を再開した。しかし、その後 10時
10分には気温が 80℃を示し、閾値である 40.8℃以上となった。また、10時 6分
から 10時 10分にかけて気温は 80℃上昇しているにもかかわらず、湿度は変化
していなかった。その他にも 1時間の上昇量 17℃を上回り、近隣の観測値との















































































































約 3,000箇所の環境情報を収集している Live E!プロジェクトでのセンサのうち、
東京大学情報基盤センターで設置、管理している 43センサについて観察を行っ
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て IEEE1888形式へ変換する。またGatewayは他のGatewayとも連携し Live E!
センサネットワークを構成する。IEEE1888の詳細な技術資料については IEEE
のWebページより公開されている標準技術資料や書籍 [87]を参照されたい。2014


























センサとしてVaisala社 WXT510、 Oregon Scientic社WMR918[28]、Davis社
Vantage Pro2[60]などを用いたセンサノードを試作した。図 A.4にWXT510と
Armadilloを用いて試作したセンサノードを示す。
WXT510と i Lon100を組み合わせたセンサノードは 1ノードあたり 50万円、
WXT510と Armadilloを組み合わせたセンサノードは 1ノードあたり 30万円、
WMR918と Armadilloを組み合わせたセンサノードは 1ノードあたり 5万円で
あった。日本のみならず世界規模での展開を考慮するとより安価なセンサノード
も必要であり、その試作検証も行った。センサ部にはAAG Electronica社 [61]の
センサを用い、ロガー部にASUS WL-500G Premiumを用いる事で 2万円程度の
















Asia Pacic Networking Group(APNG)の開催する合宿 (APNG Camp[64])が
1998年よりアジア各地で年 1回開催されている。アジア各国から 60名を超える若
手研究者が参加し、インターネットを中心とした技術・文化に関する発表や議論















































































































図 A.12 Live E!コンテストの風景
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