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ABSTRACT 
AN EXAMINATION OF FACTORS AFFECTING 
AUDITORS' HYPOTHESIS TESTING STRATEGIES 
FEBRUARY, 1989 
BRENDA H. ANDERSON, B.S., UNIVERSITY OF CONNECTICUT 
Ph.D., UNIVERSITY OF MASSACHUSETTS 
Directed by: Professor Thomas Kida 
This study examines the prevalence of confirmatory 
hypothesis testing strategies among auditors and 
investigates factors that may affect the employment of such 
strategies. Two experiments were conducted. Experiment 1 
examined the impact of source credibility of inherited 
hypotheses on auditors' hypothesis testing strategies. 
Source credibility was manipulated by varying the expertise 
and bias of the hypothesis source. Experiment 2 examined 
auditors' hypothesis testing activities when using 
information stored in memory. Practicing auditors were 
asked to review internal controls in the sales area of a 
hypothetical firm and to make an assessment of control 
risk. The results of both experiments were analyzed using 
ANOVA and MANOVA procedures. 
The results suggest that auditors do not employ 
confirmatory hypothesis testing strategies. Rather, 
auditors had a strong tendency to consider negative 
information to be more relevant than positive information 
when assessing control risk resulting in the confirmation 
of negative hypotheses and disconfirmation of positive 
V 
hypotheses. This tendency persisted regardless of the 
credibility of the hypothesis source, the direction of the 
hypothesis, and whether or not the hypothesis was tested 
from information stored in memory. 
The overwhelming focus on negative information suggests 
that auditors employ a conservatism heuristic in evaluating 
internal control. This evidence may aid in the development 
of a model of auditor judgment in that the conservatism 
heuristic may be central to auditors' decision making 
processes and may affect the use of other heuristics. 
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CHAPTER I 
INTRODUCTION 
The professional activities of independent auditors 
require that they make numerous judgments under conditions 
of uncertainty. These judgments may include evaluations of 
the collectibility of a receivable, the viability of a 
firm, or the reliability of a system of internal control. 
In the process of making these judgments, auditors often 
explicitly and implicitly formulate hypotheses (Libby, 
1981). Subsequently, auditors conduct information searches 
to test these hypotheses. 
According to Snyder and Swann (1978) , individuals may 
employ at least one of three strategies to test hypotheses. 
The first, called a confirmatory strategy, is exhibited 
when an individual preferentially attends to information 
that confirms the hypothesis being investigated. 
Alternatively, preferential attendance to information that 
disconfirms the hypothesis is evidence of a disconfirming 
strategy. The third strategy, an equal opportunity 
strategy, is exhibited when an individual attends to both 
confirming and disconfirming evidence in the information 
search. For the most part, the psychological research 
conducted to date provides strong evidence that individuals 
pervasively engage in confirmatory hypothesis testing 
strategies (Wason, 1968; Snyder and Swann, 1978; Snyder and 
White, 1978; Snyder and Cantor, 1979; Snyder and Gangestad, 
1 
1980; Snyder and Campbell, 1980; Snyder and White, 1981; 
Snyder, 1981; and Skov and Sherman, 1986). 
Several studies from the information processing and 
logical reasoning literature provide insight with respect 
to why individuals might employ confirmatory strategies. 
Research in the information processing area indicates that 
individuals make inferences more easily from confirming 
instances than from evidence that disconfirms a hypothesis 
(Skov and Sherman, 1986). Further, individuals have been 
found to show a preference for common features versus 
distinctive features in making similarity judgments 
(Tversky, 1977) . Research in the logical reasoning 
literature indicates that individuals believe that 
confirming evidence is more informative than disconfirming 
evidence (Hovland and Weiss, 1953; Gollub, Rossman, and 
Abelson, 1973, and Wason and Johnson-Laird, 1972). These 
findings may provide potential explanations for the 
tendency of individuals to employ confirmatory hypothesis 
1 
testing strategies. 
The evaluation of evidence in an unbiased manner is an 
integral component of the audit process. The Report of the 
Committee on Basic Auditing Concepts has described auditing 
as a systematic process by which evidence is objectively 
obtained and evaluated (1972, p. 18). Further, one of the 
standards contained in this report provides guidelines on 
evaluating accounting information and states that 
information should be evaluated in a manner that is free 
2 
from bias. If the pervasive use of confirmatory hypothesis 
testing strategies extends to the auditor population, 
inordinate amounts of confirming information may be playing 
a key role in auditor judgment, while disconfirming 
information may be underweighted or ignored. For example, 
if an auditor obtains a hypothesis from a client, and 
attends primarily to confirming items of audit evidence, 
he/she may prematurely accept that hypothesis (Libby, 
1981). Auditors employing such strategies have the 
potential to make suboptimal decisions, especially if the 
hypothesis is developed from a biased perspective. 
The purpose of this study is to examine the type of 
hypothesis testing strategies that auditors employ in 
various settings. Based upon the pervasive finding in the 
psychological literature that individuals are confirmatory 
in their hypothesis testing activities, the initial 
expectation is that auditors will exhibit confirming 
strategies as well. Two experiments are conducted to 
investigate this issue. The first examines auditors' 
hypothesis testing strategies when hypotheses are inherited 
from others, while the second examines these strategies 
when inherited hypotheses are tested from information 
stored in memory. 
3 
Inherited Hypotheses and Source Credibility 
In a recent study, Libby (1985) discusses the origin of 
auditor hypotheses. He states that auditors may access 
initial hypotheses in two ways. First, they may access 
them by "self-generation." This occurs when auditors, 
themselves, formulate hypotheses based on the specific 
attributes of the task. Alternatively, auditors may 
acquire hypotheses by obtaining them from outside sources. 
Hypotheses obtained in this manner are called "inherited 
hypotheses." 
During the course of an engagement, auditors may 
frequently inherit hypotheses from sources that vary in 
credibility, such as partners, staff, client personnel, 
etc. Generally, auditors possess knowledge about the 
individuals providing hypotheses that they may be testing. 
Given the pervasive employment of confirmatory strategies 
in the psychological literature, a central question is 
whether auditors will employ such strategies when 
inheriting hypotheses from these various sources. If 
auditors confirm inherited hypotheses regardless of their 
origin, there is a potential for biased judgments and 
suboptimal decisions. 
The psychological literature suggests that when 
individuals obtain information from other sources, the 
credibility of the source may affect the way in which 
information is processed. Research findings indicate that 
information coming from high credibility sources is more 
4 
reliable and is weighted more heavily in human judgment 
than information that originates with low credibility 
sources (Rosenbaum and Levin, 1968, 1969; Birnbaum, Wong, 
and Wong, 1976; and McGinnies and Ward, 1980). Two 
underlying dimensions of source credibility that have 
consistently been the key determinants of credibility are 
the level of expertise and the level of bias that an 
information source possesses (Hovland, Janis, and Kelley, 
1953; Whitehead, 1968; Berio, Lemert, and Mertz, 1969; 
Birnbaum and Stegner, 1979; and McGinnies and Ward, 1980). 
Thus, the psychological literature would suggest that the 
level of expertise and bias of the source of inherited 
hypotheses may affect the extent to which auditors employ 
2 
confirmatory hypothesis testing strategies. 
Kida (1984) performed the first investigation 
addressing the hypothesis testing strategies of auditors. 
In this study, Kida differentially framed hypotheses 
regarding the continued existence of a firm for subjects. 
Specifically, he asked one group of subjects to decide if 
the firm was going to fail, while another group was asked 
if the firm was going to remain viable. He then asked the 
subjects to make probability judgments with respect to the 
future of the firm and to list information that was 
relevant to their judgments. Confirmatory strategies have 
often been found in the psychological literature with such 
framing differences. The results indicated limited 
evidence of the use of confimatory strategies. In fact. 
5 
Kida predominantly found evidence of conservatism in that 
subjects attended to more negative information than 
positive information across hypothesis framing conditions. 
While confirmatory strategies have been found in the 
psychological literature when similar framing approaches 
have been used, auditors may have greater loss functions 
than the subjects in psychological studies since incorrect 
judgments could potentially result in litigation or in the 
loss of a client. The magnitude of the auditor's loss 
function may result in conservatism as found by Kida. In 
effect, the differential framing of hypotheses may not be 
sufficient to reveal evidence of confirmatory strategies 
among auditors. On the other hand, the inheritance of 
actual hypotheses occurs frequently in audit judgment and 
is potentially a stronger manipulation since it may result 
in greater commitment to the hypothesis, especially when 
source credibility is high. Consequently, part I of this 
study investigates (1) whether auditors employ confirmatory 
hypothesis testing strategies when hypotheses are inherited 
and (2) whether the nature of auditors' hypothesis testing 
activities is affected by the source credibility of 
inherited hypotheses. 
Testing Hypotheses Using Information Stored In Memory 
Another factor that may affect the extent to which 
auditors employ confirmatory strategies is whether or not 
6 
hypotheses are being tested by recalling information from 
memory. Auditors may acquire various types of audit 
evidence throughout an engagement. For example, evidence 
can come in the form of written documentation, oral 
discussion, or observation. During the process of 
obtaining such evidence, it may be encoded into memory and 
stored for later use. Birnberg and Shields (1984) note 
that audit evidence may be stored in memory and later used 
in decision making despite its availability in external 
storage. They also note that it is costly to continually 
refer to information items in external storage. Thus, as 
the auditor's search for evidence progresses, a knowledge 
set which represents an archival library of audit evidence 
may be formed. In making a judgment, the auditor may sift 
through this library and recall information that is 
relevant to the specific issue at hand as well as review 
evidence that is physically available in external storage. 
Several studies in the psychological literature have 
shown that hypotheses may bias the type of information 
typically retrieved from memory. Snyder and Cantor (1979) 
examined hypothesis testing strategies in conjunction with 
information recall. The results indicated that subjects 
preferentially recalled "hypothesis-confirming" information 
from memory. A number of other studies have found results 
consistent with these (Zadney and Gerard, 1974; Snyder and 
Uranowitz, 1979; Rothbart, Evans, and Fulero, 1979; Cohen, 
1981; and Berman, Read, and Kenny, 1983). Therefore, part 
7 
II of this study examines hypothesis testing strategies 
when auditors are asked to make a judgment using 
information stored in memory. 
The impact of the time of hypothesis introduction on 
the encoding and recall of audit evidence is also examined. 
The availability of a hypothesis prior to the search for 
audit evidence may affect the manner in which the evidence 
is initially encoded into memory as well as how it is later 
recalled. However, a hypothesis that is only available 
after the information search has taken place cannot affect 
the encoding process but may affect the retrieval process. 
Several studies in the psychological literature have 
examined the effect of hypotheses or expectations on the 
nature of judgment data later recalled while varying the 
time at which the hypothesis or expectation is introduced 
(Zadney and Gerard, 1974; Rothbart et al., 1979; Cohen, 
3 
1981; and Berman et al., 1983). The findings of these 
studies indicate that, not only is information consistent 
with expectations more accurately recalled than 
inconsistent information, but that this effect seems to be 
attributable to selectivity operating during both encoding 
and retrieval processes. 
The literature suggests that hypotheses which affect 
auditor expectations may influence both the encoding and 
subsequent recall of audit evidence. Therefore, when a 
hypothesis is available to an auditor prior to gathering 
evidence, the information subsequently obtained may be 
8 
subject to the compounding effect of a "confirmatory 
encoding strategy" and a "confirmatory recall strategy." 
The confirmatory encoding of information may limit the 
amount of disconfirming information stored in memory, and 
consequently, limit the amount of such evidence recalled 
during decision making. For example, while an audit senior 
is evaluating the strength of a system of internal control, 
a partner may state that the system appears quite reliable. 
A statement of this type may induce the auditor to adopt a 
"strong internal control hypothesis" and to subsequently 
employ a confirmatory strategy in encoding audit evidence 
into memory. When making the final evaluation of the 
internal control system, the auditor may recall a 
disproportionate amount of confirming evidence as a result 
of (1) selectivity during encoding and (2) selectivity 
during recall. Alternatively, when a hypothesis is not 
available during encoding, all types of information may be 
unbiasedly encoded, and therefore, more disconfirming 
information may be available for recall. However, an 
auditor may still employ a confirmatory strategy during the 
retrieval process. Both of these scenarios may lead the 
auditor to make suboptimal decisions. 
In summary, auditors may inherit hypotheses at various 
points in time during an audit engagement. Subsequently, 
they may test them using information stored in memory. 
These hypotheses may affect both the encoding and recall of 
audit evidence. Therefore, part II of the study 
9 
investigates auditors' hypothesis testing strategies when 
testing hypotheses from information stored in memory, as 
well as examines whether the timing of the hypothesis 
affects the encoding and retrieval processes. 
The organization of the remaining chapters is as 
follows. Chapter 2 contains a review of the literature for 
parts I and II of the study. It encompasses studies that 
have investigated (1) hypothesis testing in both memory and 
non-memory settings, (2) source credibility dimensions, and 
(3) the effect of hypotheses on encoding and recall 
processes. Chapter 3 presents the hypotheses that were 
investigated and describes the methodology employed in the 
study. An analysis of the data and discussion of the 
research results is presented in Chapter 4. Finally, 
Chapter 5 contains a summary of the research findings and a 
discussion of the study's limitations and directions for 
future research. 
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CHAPTER II 
BACKGROUND LITERATURE 
The issues to be examined in this research require a 
review of the literature in several areas. Part I 
addresses hypothesis testing strategies and source 
credibility. Studies examining the test of a hypothesis 
using information stored in memory and a review of the 
literature on encoding and recall are presented in Part II. 
Part I 
Hypothesis Testing Strategies: Psychological Studies 
Snyder and Swann (1978) performed extensive work in 
the area of hypothesis testing. They conducted several 
investigations in which subjects tested hypotheses about 
other people. In the first investigation, they informed 
subjects (introductory psychology students) that their task 
was to acquire information about a target individual by 
asking the individual questions. Subjects were randomly 
assigned to one of two hypothesis conditions. Each subject 
received a card describing the personality profile of a 
typical extravert or introvert and was asked to determine 
the degree to which the target's behavior and experiences 
were similar to those in the profile assigned to them. In 
addition, the certainty of the hypothesis was manipulated. 
11 
Subjects assigned to the high certainty condition were told 
that the personality profile represented the results of 
tests administered to the target person during the previous 
week. Those subjects assigned to the low certainty 
condition were given no reason to believe that the profile 
had any association with the target. The subjects tested 
their hypotheses by selecting questions to ask the target 
from a list prepared by the researcher. The list was 
comprised' of questions typically asked of people already 
known to be extraverts or introverts along with a number of 
neutral questions. The subjects made their question 
selections, however, interviews with the target individuals 
were never conducted. 
Analysis of the types of questions that were selected 
in each experimental condition indicated that those 
subjects testing an extraversion hypothesis planned to ask 
questions confirming extraversion more frequently than 
those testing an introversion hypothesis (p < .001). 
Likewise, those subjects testing an introversion hypothesis 
planned to ask questions confirming introversion more 
frequently than those testing an extraversion hypothesis 
(p < .001). These results indicated that subjects were 
employing confirmatory hypothesis testing strategies. In 
addition, Snyder and Swann found that the certainty of the 
hypothesis had no significant impact on the nature of 
questions selected. 
The second investigation conducted was identical to the 
12 
first except that the target individuals were actually 
interviewed and the certainty of the hypothesis was not 
manipulated. The researchers decided to allow the subjects 
to actually conduct the interviews in an effort to 
determine whether confirmatory strategies generate 
behaviors by the targets that confirm the hypotheses being 
tested. The results showed that, once again, subjects in 
each of the hypothesis conditions asked more questions 
consistent with their respective hypothesis conditions than 
those that were not (p < .001). In addition, the target 
individuals actually behaved in a manner that was 
consistent with their respective hypothesis conditions. 
The third and fourth investigations conducted by Snyder 
and Swann were performed to try to determine the limits of 
confirmatory hypothesis testing. The third examination was 
similar to the first, however, it included a more concrete 
manipulation of the certainty of the hypothesis. Subjects 
were randomly assigned to extraversion/introversion 
hypothesis conditions and to one of two certainty 
conditions. Those in the high certainty/extravert 
hypothesis condition were told that the target individual 
came from a sorority that was made up of thirty women, 
seven of whom were introverts and twenty-three of whom were 
extraverts. Those subjects in the low certainty 
condition/extravert hypothesis condition were told that the 
sorority was made up of seven extraverts and twenty-three 
introverts. The number of extraverts and introverts was 
13 
changed accordingly for the high certainty/introvert and 
the low certainty/introvert hypothesis conditions. Despite 
making the certainty manipulation more concrete, the 
results indicated that confirmatory strategies were 
exhibited by the subjects across all conditions (p < .001). 
The fourth and final investigation included the 
hypothesis manipulation as well as another manipulation 
that offered subjects monetary compensation to test their 
respective hypotheses accurately. An award of twenty-five 
dollars was offered to subjects who accurately tested their 
hypotheses. This offer, however, did not affect the manner 
in which hypotheses were tested since the subjects, again, 
exhibited confirmatory strategies (p = .014). Only one 
individual appeared to deviate from selecting significantly 
more confirming questions than disconfirming questions. 
Analysis of the questions that this subject selected 
indicated that he appeared to approach an equal opportunity 
hypothesis testing strategy. 
In summary, the evidence obtained by Snyder and Swann 
indicated that individuals pervasively engaged in 
confirmatory hypothesis testing strategies despite the 
origin of the hypothesis, certainty of the hypothesis, and 
incentives for accuracy. These examinations were only the 
fira series of studies conducted to determine the 
bounds of confirmatory strategies. 
Snyder and White (1978) investigated individuals' 
hypothesis testing strategies when personality profiles 
14 
were framed in terms of disconfirming attributes. 
Traditionally, the extraversion/introversion setting 
employed in previous experiments included the use of 
profiles that were framed in terms of attributes that 
confirmed the personality type being described. Since 
Snyder and White's profiles were framed in terms of 
disconfirming attributes, a typical extravert profile would 
include such phrases as, "rarely quiet, shy, or timid." 
The results of this study showed that subjects, once again, 
exhibited confirmatory strategies. 
Snyder and Campbell (1980) made another attempt to 
investigate whether or not the framing of hypotheses plays 
a role in the seemingly pervasive use of confirmatory 
strategies. Again, subjects had to test whether target 
individuals were extraverts or introverts. However, the 
hypotheses subjects received were framed in terms of either 
(1) all confirming attributes or (2) confirming and 
disconfirming attributes. In this investigation, subjects 
continued to exhibit confirmatory hypothesis testing 
strategies in that they, again, asked more questions 
consistent with their respective hypothesis conditions than 
those that were not (p < .001). In addition, the framing 
of the hypotheses had no effect on the hypothesis testing 
strategies of the subjects. 
Snyder and White (1981) suggested two reasons that 
might explain why individuals preferentially seek 
hypothesis confirming information. The first reason was 
15 
that people may not have an understanding of the type of 
evidence that would disconfirm a hypothesis. The second 
reason was that individuals may frame the task of testing 
a hypothesis as a verification task, i.e., one that 
requires the accumulation of confirming evidence. In this 
study, Snyder and White examined whether or not the latter 
reason could be used as an explanation for the consistent 
results found in this area. They employed a task setting 
similar to the one used in Snyder and Swanns' initial work. 
Two manipulations were included in this examination: 
(1) hypothesis condition (extraversion/introversion) and 
(2) task definition (falsification/verification). 
Subjects who received the extravert hypothesis and were in 
the falsification condition were asked to determine the 
extent to which the target individual did not represent the 
type of person described in the personality profile. 
Subjects who received the extravert hypothesis and were in 
the verification condition were asked to determine the 
extent to which the target did represent the type of 
person described in the profile. The subjects who 
received the introversion hypothesis were also assigned to 
falsification/verification conditions. The results of the 
study indicated that subjects in the 
extraversion/falsification condition selected significantly 
more introverted questions than extraverted questions 
(p = .001) and those in the introversion/falsification 
condition selected significantly more extraverted questions 
16 
than introverted questions (p = .001). Likewise, subjects 
in the extraversion/verification condition selected 
significantly more extraverted questions (p = .008) while 
those in the introversion/verification condition selected 
significantly more introverted questions (p = .005). These 
results suggest that when a hypothesis testing task is 
framed as a verification or falsification task, individuals 
will employ confirming and disconfirming hypothesis testing 
strategies, respectively. This evidence lends support to 
Snyder and Whites' second explanation regarding 
individuals' tendencies to employ confirmatory strategies. 
That is, individuals may interpret the hypothesis testing 
task as a verification task that requires the accumulation 
of confirming pieces of evidence. In addition, the 
evidence lends less credence to the first explanation that 
described individuals as unable to follow a disconfirming 
strategy because they cannot identify the type of evidence 
which would disconfirm a hypothesis. 
Other work performed by Snyder indicated that 
individuals deviated from a confirmatory strategy in a 
setting in which subjects were asked to find out the most 
that they could about a target person without any 
hypothesis whatsoever. Subjects performing this task 
appeared to engage in something close to an equal 
opportunity strategy. These findings, however, can hardly 
be considered the results of a study examining individual's 
17 
hypothesis testing strategies since the subjects were not 
testing a hypothesis. 
In summary, the results of the psychological studies 
reviewed thus far support the initial finding that 
individuals pervasively engage in confirmatory hypothesis 
testing strategies. Several studies in the information 
processing and logical reasoning literature have further 
examined hypothesis testing strategies and have found 
evidence that supports the results of these psychological 
studies. Research conducted in the information processing 
area has shown that individuals preferentially look for 
common features as opposed to distinctive features in 
making similarity judgments (Tversky, 1977). Further, Skov 
and Sherman (1986) state that individuals make inferences 
more easily from positive confirming instances than from 
evidence that disconfirms a hypothesis since fewer 
information processing steps are required. Therefore, they 
feel that the tendency for individuals to adopt 
confirmatory hypothesis testing strategies is a reasonable 
approach in terms of cognitive efficiency and in light of 
the notion that humans are cognitive misers in using 
information (Fiske and Taylor, 1984). 
The logical reasoning literature suggests that people 
prefer and employ positive instances of concepts over 
negative instances and that confirming evidence is 
perceived to contain more information than disconfirming 
evidence (Hovland and Weiss, 1953; Gollub, Rossman, and 
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Abelson, 1973; and Wason and Johnson-Laird, 1972). In 
addition, confirming instances, in general, have been found 
to have a greater effect on inductive conclusions than do 
disconfirming instances (Gollub, Rossman, and Abelson, 
1973). With respect to deductive conclusions, research 
investigating the acceptance of generalizations found that 
disconfirming evidence had less of an effect on acceptance 
when the evidence provided was specific to the subject of 
the generalization as opposed to the object (Podeschi and 
Wyer, 1976). This research also found evidence of a 
positivity bias in that individuals accepted 
generalizations suggesting favorable relationships more 
readily than generalizations suggesting unfavorable 
relationships. Logical reasoning investigations have also 
shown that when individuals test propositions for validity, 
they almost always seek verifying evidence and almost never 
seek falsifying evidence (Wason and Johnson-Laird, 1972). 
Lastly, covariation between positive instances has yielded 
assessments of stronger correlations than those 
correlations assesssed with covariation between negative or 
mixed instances (Jenkins and Ward, 1965 and Smedslund, 
1963) . 
Although many studies have found evidence that supports 
the use of confirming strategies, several others question 
the pervasive use of confirmatory strategies. Strohmer and 
Newman (1983) examined the prevalence of confirmatory 
strategies among counseling professionals in a task setting 
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similar to that employed by Snyder and Swann (1978). In 
the latter investigation, subjects were presented with 
extravert and introvert hypotheses regarding a target 
individual and a question set consisting of 26 questions. 
They were asked to select those questions that they thought 
would be useful in testing their respective hypotheses. 
The questions were classified into three groups: 
extraverted (questions soliciting manifestations of 
extraverted behavior), introverted (questions soliciting 
manifestations of introverted behavior), and neutral 
(irrelevant questions). Strohmer and Newman suggested that 
the reason why Snyder and Swann found evidence of 
confirmatory hypothesis testing strategies was because the 
question set did not include any unbiased questions, such 
as, "Would you consider yourself outgoing or shy?" (1983, 
p. 558) Strohmer and Newman argue that such questions 
provide an equal opportunity for subjects to receive 
manifestations of either extraverted or introverted 
behavior from target individuals. Therefore, Strohmer and 
Newman modified the question set used by Snyder and Swann 
by adding 12 additional questions that were unbiased. In 
experiment 1 of the study, students performed the same 
hypothesis testing task as that employed in Snyder and 
Swann. The data obtained was examined in two ways. First, 
the effect of hypothesis condition on the frequency with 
which subjects chose questions in each classification 
(extraverted, introverted, neutral, and unbiased) was 
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investigated. The results indicated that the hypothesis 
condition had no effect. Second, an examination of 
hypothesis testing strategies was conducted. Subjects were 
placed in question strategy groups based on the category of 
questions selected most often. Results of the analysis 
examining whether there was a difference in the frequency 
with which subjects employed each strategy indicated that 
was a significant difference (p < .001) and that unbiased 
strategies were employed most often. 
In experiment 2, doctoral students in counseling or 
clinical psychology with some clinical experience were 
employed as subjects. They were asked to test a hypothesis 
about a prospective client possessing either self-control 
or lack of self-control. In anticipation of a meeting with 
the client, subjects were asked to prepare 10 questions to 
test their hypotheses. Subjects actually did meet with 
undergraduate students posing as clients and had the 
opportunity to test their hypotheses. Written questions as 
well as those asked in the actual counselor-client 
encounter were categorized by independent raters. Analyses 
of these categorizations indicated that the hypothesis had 
no effect on the frequency with which subjects developed 
questions or posed them. The subjects hypothesis testing 
strategies were also examined as they were in experiment 1. 
The results again indicated a significant difference in the 
frequency with which subjects employed the various 
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strategies (p < .001) with most subjects selecting an 
unbiased strategy. 
Trope and Bassok (1982) performed a study that 
investigated whether individuals employ a different type of 
strategy to test hypotheses. They suggest that individuals 
may be employing a "diagnosing strategy" when gathering 
information about the personality of another rather than 
the confirmatory strategy advocated by Snyder and his 
associates. In the confirmatory strategy, questions that 
are highly probable under the hypothesized trait are 
preferred. Alternatively, questions that maximally 
discriminate between the hypothesized trait and the 
alternative trait (i.e., highly diagnostic questions) are 
preferred under the diagnosing strategy, regardless of the 
probability of their existence under the hypothesis. 
Trope and Bassok conducted several tests investigating 
the prevalence of a diagnosing strategy among introductory 
psychology students. After receiving a booklet on 
handwriting and personality, the subjects were instructed 
to select handwriting features that would enable them to 
determine whether or not target individuals possessed a 
particular personality trait. The diagnosticity of the 
handwriting features and the probability of their 
occurrence under the hypothesized trait and the alternative 
were manipulated. The results indicated that the subjects 
employed a diagnosing strategy to gather information. In 
other words, the subjects generally requested information 
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about features that maximally discriminated between the two 
trait categories as opposed to information that was 
minimally diagnostic (p < .001). Despite these results, 
there was a tendency among the subjects to prefer questions 
regarding handwriting features that were probable under the 
hypothesized trait to questions that were probable under 
the alternative trait. Such a tendency is indicative of a 
confirmatory hypothesis testing strategy, however, the 
results supporting it were weak and inconsistent. 
Skov and Sherman (1986) further investigated the 
prevalence of diagnosing and confirmatory hypothesis 
testing strategies. They employed a different type of task 
and methodology and found that subjects preferred 
information that was most useful in discriminating between 
the hypothesis and the alternative. Skov and Sherman also 
found that subjects, after showing their preference for 
highly diagnostic information items (p < .001), preferred 
items of information that confirmed the hypothesis in 
question (p = .024). Moreover, the results that supported 
the use of confirmatory strategies were stronger than those 
found by Trope and Bassok (1982). Skov and Sherman believe 
that methodological differences between the two studies 
could have been responsible for the difference in the 
magnitude of the results. They point out that the subjects 
in Trope and Bassoks' investigation were asked to rate the 
utility of questions about handwriting features, and feel 
that this emphasis on utility may have led subjects to 
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think about the type of information to be obtained from 
these questions. This, in turn, may have discouraged 
subjects from their usual preferences for hypothesis 
confirming information. Skov and Sherman believe that a 
stronger preference for hypothesis confirming information 
emerged in their study because they merely asked subjects 
to choose questions and made no mention of utility. 
In 1987, Klayman and Won-Ha reviewed the nature of 
various tasks involving hypothesis testing (e.g., rule 
discovery tasks, probabilistic hypothesis testing, etc.) 
and evaluated the effectiveness of employing a confirmatory 
strategy within these decision contexts. Prior to these 
analyses, they proposed that a new term called "positive 
test strategy" be used when dealing with hypothesis 
validation. They defined this strategy as one where the 
hypothesis tester seeks cases or instances in which the 
hypothesis is expected to be true rather than false. Since 
the field of scientific inquiry has long supported the 
notion of hypothesis falisification, use of a positive test 
strategy was viewed as an "unscientific" approach to a 
problem. In the review, Klayman and Won-Ha examine many 
tasks involving hypothesis testing and conclude that 
employment of the positive test strategy is extremely task 
dependent. They suggest that this strategy is frequently 
employed as a "default heuristic" in situations where time 
and resources are limited. However, in tasks where time 
and resources are not at a premium, they state that 
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individuals do, in fact, employ falsifying strategies. 
Klayman and Won-Ha conclude that, in general, the positive 
test strategy is not a bad overall approach despite its 
inefficiencies. 
In summary, the review of psychological studies 
presented herein provides evidence that generally supports 
a tendency for individuals to employ confirmatory 
strategies when testing hypotheses. A number of additional 
studies in the information processing literature and the 
logical reasoning literature have found results that are 
consistent with these confirmatory tendencies. 
Implications For Auditors 
In light of the evidence found in the psychological 
literature, it is important to investigate whether this 
evidence extends to the hypothesis testing activities of 
auditors. Libby (1981) states that many accounting 
situations have characteristics similar to medical 
problems, such as the diagnosis of a problem through 
hypothesis generation, hypothesis testing, and information 
search. He suggests that it is likely that an auditor will 
employ a hypothesis generation and testing approach in an 
effort to "diagnose" a problem. Libby further suggests 
that if an auditor obtains a hypothesis from a client and 
subsequently engages in a confirmatory hypothesis testing 
strategy, only to find the existence of some confirming 
evidence, the auditor may prematurely accept that 
hypothesis. This type of behavior may lead to suboptimal 
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judgments, especially if the hypothesis is developed from a 
biased perspective. 
The Use of Confirmatory Strategies in Accounting Settings 
Harrison, West, and Reneau (1988) investigated the 
hypothesis testing strategies employed when testing initial 
attributions in a management control task setting. 
Subjects (members of the American Production and Inventory 
Control Society) were asked to (1) identify the cause of an 
unfavorable production variance and (2) select questions 
that would aid in investigating the variance. The role 
that the subject played was manipulated at two levels, 
subordinate or superior. The information provided to the 
subject regarding the variance was manipulated at three 
levels: information suggesting that internal factors 
caused the problem (i.e., factors related to subordinate 
performance), information suggesting that external factors 
caused the problem, and a no information condition. 
Correlations between initial attribution ratings and 
independent judges ratings of the questions selected by 
subjects (with respect to whether the questions selected 
suggested internal or external factors as the cause) were 
performed. These correlations were significant (p < .01) 
which suggests that the subjects did employ confirmatory 
hypothesis testing strategies. Thus, this study provides 
evidence suggesting that individuals employ confirmatory 
strategies in a production variance investigation. 
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The only other study investigating the use of 
confirmatory strategies in an accounting setting was 
performed by Kida (1984). This study specifically 
addressed the hypothesis testing strategies of independent 
auditors. Kida framed hypotheses for partners and managers 
of big eight accounting firms and asked them to make going 
concern judgments about a hypothetical firm. The subjects 
were randomly assigned to one of two groups, each of which 
was provided with a different introductory paragraph 
designed to set their initial hypotheses as either testing 
for failure or viability of the firm. For example, a 
portion of the paragraph setting the hypothesis for the 
failure condition read as follows: 
"We are interested in a number of issues concerning 
failed firms, i.e., firms that entered bankruptcy 
proceedings. . . we would like informed decision 
makers to judge whether a given firm is likely to 
fail within two years. . ." (1984, p.335) 
After reading the introductory paragraph, the subjects 
were presented with a list of items describing the firm 
which included an equal amount of confirming and 
disconfirming information. The subjects were then asked to 
make probability judgments with respect to the future 
existence of the firm and to list items of information that 
they considered relevant in arriving at their decisions. 
Kida employed multivariate analysis of variance to analyze 
the data collected from the auditors. In examining the 
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lists of decision-relevant information items, he found a 
significant main effect for the manipulation of the 
hypothesis (p=.024) which indicated that the framing of the 
hypothesis influenced the items which subjects considered 
decision-relevant. To investigate the nature of this main 
effect, Kida performed univariate analyses. The results 
indicated that subjects in the viability condition reported 
significantly more items that confirmed the viability 
hypothesis (p=.008) than those subjects in the failure 
condition. However, a significant difference between the 
two groups with respect to the number of failure items 
reported was not found. In fact, subjects in both groups 
listed more failure items than viability items. The 
results of Kida's study provide limited support for the use 
of confirmatory strategies by auditors. Strong support 
would have been found if more failure items were listed by 
subjects in the failure group and if more viable items were 
listed by subjects in the viability group. 
If auditors were employing confirmatory strategies, it 
is more likely that the judgments regarding probability of 
failure would be higher in the failure hypothesis condition 
than in the viability hypothesis condition. Analysis of 
the subjects' mean probability assessments in each of the 
two hypothesis conditions indicated that no significant 
difference existed. Subjects' scores exhibited substantial 
variation which, as Kida suggests, may have been the result 
of the unstructured nature of the going concern judgment. 
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In the Kida study, the hypotheses provided for the 
subjects were merely framed or suggested, and no additional 
information regarding the hypotheses was given. 
Psychological subjects have been found to exhibit 
confirmatory hypothesis testing strategies when similar 
framing approaches have been used. However, since the 
nature of audit judgments is quite different than the 
nature of the judgments made in the psychological studies, 
a stronger hypothesis manipulation may be necessary to 
determine whether or not auditors employ confirmatory 
strategies. 
Inherited Hypotheses 
In a recent study, Libby (1985) discusses the origin of 
hypotheses. He suggests that auditors may access initial 
hypotheses in one of two manners. First, they may access 
them through "self-generation." This occurs when the 
auditor, himself, formulates the hypothesis based on the 
specific attributes of the task. Alternatively, Libby 
states that auditors may "inherit" hypotheses from an 
outside source such as a partner or client controller. 
During an audit engagement, auditors often obtain 
hypotheses by inheriting them from individuals on the audit 
team or from individuals employed by the client. These 
hypothesis sources are likely to vary in credibility (i.e., 
partner, client controller, first year staff member, 
accounts receivable clerk, etc.). In light of the 
pervasive employment of confirmatory hypothesis testing 
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strategies in the psychological literature and the use of 
confirmatory strategies by individuals in a production 
variance investigation, it is of particular interest to 
investigate whether or not auditors employ such strategies 
when inheriting hypotheses from sources that vary in 
credibility. If auditors confirm inherited hypotheses 
without regard to source information, there is a potential 
for sub-optimal judgments. 
Source Credibility 
The psychological literature suggests that when 
individuals obtain information from other sources, the 
credibility of the source may affect the way in which 
information is processed. Research findings indicate that 
individuals differentially integrate information from 
sources that vary in credibility in that information coming 
from high credibility sources is more reliable and is 
weighted more heavily in human judgment than information 
that originates with low credibility sources. Rosenbaum 
and Levin (1968) performed a study in which subjects were 
provided with two contradictory descriptions of a target 
person by sources with different levels of credibility. 
Subjects were asked to rate the favorability of the target 
person. The results indicated that subjects differentially 
weighted information obtained from various sources. 
Information obtained from highly credible sources was 
weighted more heavily than that obtained from sources low 
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in credibility (p < .01). In a subsequent investigation, 
Rosenbaum and Levin (1969) employed a revised task setting 
to examine impression formation as a function of source 
credibility. Descriptions of target persons were no longer 
contradictory. Both sources provided either positive or 
negative information, however, one source's opinion was 
more extreme than the other. As in the initial 
investigation, Rosenbaum and Levin again found evidence 
indicating that information coming from a highly credible 
source was more heavily weighted than that originating from 
a less credible source (p < .05). 
A later examination of source credibility was performed 
by Birnbaum, Wong, and Wong (1976). They conducted two 
experiments. The first was similar to those conducted by 
Rosenbaum and Levin. The second experiment required 
subjects to estimate the value of a used car based on its 
blue book value and an estimate provided by one of three 
friends who were described as differing in mechanical 
expertise. In both experiments, the results indicated that 
high source credibility amplified the impact of information 
on the particular decision that subjects made. 
The reliability of information based upon the 
credibility of the source has also been investigated by 
several accounting researchers. Joyce and Biddle (1981), 
in their examination of the representativeness heuristic, 
manipulated the reliability of information in a task in 
which auditors were asked to evaluate the probability of 
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the collection of a receivable. Reliability was 
manipulated as a between subject factor by stating that the 
information describing the receivable came from one of two 
sources, an outside credit agency or the client's credit 
department. Joyce and Biddle found that the reliability of 
information did not significantly affect auditors' 
judgments regarding the collectibility of a receivable. In 
an effort to determine whether the two sources employed in 
the study were differentially reliable, they conducted a 
similar experiment that manipulated source reliability as a 
within subject factor. The results of this analysis 
indicated that the reliability of information significantly 
affected auditors' judgments (p < .001). 
Bamber (1983) also examined the effect of source 
reliability on auditor judgment. His study employed a task 
setting which required audit managers to review an audit 
scenario and to assess the likelihood of placing 
substantial reliance on a client's internal control system 
in the sales and receivables area. Subjects were also 
provided with the results of compliance tests conducted by 
the senior assigned to the client and the senior's 
recommendation suggesting substantial reliance. 
Information reliability was manipulated as a within subject 
factor by providing the subjects with four separate 
evaluations of the senior's reliability, each of which was 
the concensus among audit managers that had worked with the 
senior. The results indicated that source reliability of 
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information had a significant effect on auditors' reliance 
judgments (p < .001). 
The reliability of information seems to have an effect 
on auditor judgment only in those experiments where it is 
made salient by manipulating it as a within subject factor. 
However, upon closer examination of the task description in 
Joyce and Biddle's between subject experiment, it becomes 
apparent that the reliability manipulation may have been 
overlooked since it appeared in the last line of a lengthy 
paragraph. Upon reading this paragraph and then moving 
directly into a lengthy description of the customer, the 
source reliability information provided may have been 
overlooked in this experiment. If this information had 
been placed in a more conspicuous position within the text 
of the paragraph, perhaps a reliability main effect would 
have been found. Consequently, this study attempts to 
further investigate whether source reliability 
significantly affects auditor judgment in between subject 
experiments. 
The Dimensions of Source Credibility 
Evidence in both the psychology and accounting 
literature indicates that information coming from sources 
high in credibility is more reliable and, consequently, is 
weighted more heavily in human judgment than information 
from low credibility sources. It is therefore necessary to 
identify what exactly makes one source more credible than 
another. The dimensions of source credibility have been 
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the focus of research for many years. Hovland, Janis, and 
Kelley (1953) reviewed the early research on this topic and 
concluded that the credibility of an individual is a 
function of the intelligence and informedness of the 
communicator. However, they added that the message may be 
rejected if the receiver suspects that the communicator is 
motivated to make nonvalid assertions. Thus, Hovland et 
al. (1953, p.21) state that in considering the credibility 
of a communicator, it is necessary to distinguish between 
two dimensions: (1) expertness, the extent to which a 
communicator is a source of valid assertions, and 
(2) trustworthiness, the confidence one has in the 
communicator's intent to state the assertions he considers 
most valid. 
In later research, factor analytic techniques were 
employed to address the problem of identifying the 
dimensions of source credibility. Whitehead (1968) 
instructed subjects to listen to a message from a high 
credibility speaker and a low credibility speaker. The 
subjects were then asked to rate the speakers on sixty- 
five, bi-polar semantic differential scales. The responses 
were factor analyzed. Based on this analysis, Whitehead 
suggested that four dimensions underlie the concept of 
source credibility. They were trustworthiness, 
professionalism or competence, dynamism, and objectivity. 
Berio, Lemert, and Mertz (1969) employed a similar 
approach to investigate the criteria that individuals use 
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to evaluate information sources. The results of their 
analyses suggested a three factor solution: safety, 
qualification, and dynamism. They state that their 
solution is not inconsistent with the dimensions of source 
credibility suggested by Hovland et al. in that it 
clarifies the dimensions suggested by them. Berio et al. 
elaborate on this by saying that the qualification factor 
is made up of scales representing expertness and that the 
safety factor is representative of trustworthiness. 
Birnbaum and Stegner (1979) examined several 
mathematical models as representations of information 
integration processes in an effort to test theories of 
social judgment. In this study they argue that credibility 
is made up of at least three constructs: expertise, bias, 
and judge's point of view ("judge" meaning the receiver of 
the information). 
McGinnies and Ward (1980) suggest that expertise and 
trustworthiness are the two most important components of 
credibility. In their study, they investigated which 
combinations of the two factors (e.g., high 
trustworthiness/high expertise, high trustworthiness/low 
expertise, etc.) were most effective in persuasion. They 
found, not unexpectedly, that a highly trustworthy and 
highly expert source provided the best conditions for 
persuasion. In addition, their results suggest that the 
trustworthiness of the source appears to be more important 
than the expertise of the source. 
35 
The dimensions of expertise and trustworthiness appear 
repeatedly throughout the research investigating the 
components of source credibility. Discussions with 
practicing auditors further support these findings. When 
asked about the credibility of individuals encountered 
during the course of an audit engagement, auditors 
continually spoke of training, experience, and competence 
as well as how biased the particular individuals might be. 
Therefore, this proposed study will investigate source 
credibility and its impact on hypothesis testing strategies 
by manipulating the expertise and bias of the source of the 
auditor's inherited hypothesis. 
Summary 
The psychological literature that addresses hypothesis 
testing strategies generally supports the pervasive 
employment of confirmatory strategies in testing hypotheses 
about other people (Snyder and Swann, 1978; Snyder and 
White, 1978; Snyder and Campbell, 1980; Snyder and White, 
1981; Snyder, 1981; and Skov and Sherman, 1986) . These 
findings persist despite the origin of hypotheses. 
Kida (1984) found only limited support for the use of 
confirmatory strategies when he framed hypotheses for 
subjects in his examination of auditors' hypothesis testing 
activities. Thus, a stronger hypothesis manipulation may 
be necessary to see evidence of confirmatory strategies 
among auditors since the nature of hypothesis testing 
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during an audit engagement is quite different than the 
hypothesis testing tasks employed in psychological 
experiments. Consequently, this investigation specifically 
examines the hypothesis testing activities of auditors when 
hypotheses are inherited from sources that vary in the 
level of expertise and bias they possess. 
Part II 
Testing Hypotheses Using Information Stored in Memory 
Snyder and Cantor (1979) examined hypothesis testing 
strategies in conjunction with information recall. They 
investigated how previously learned information regarding a 
target person was recalled from memory. Subjects were 
provided with a story that described various attributes the 
target person possessed. Several days after reading the 
story, the subjects were assigned to one of two hypothesis 
conditions and were asked to judge the suitability of the 
target for a job requiring the attributes of either an 
extravert or an introvert. Prior to making their 
judgments, subjects were also asked to recall the 
attributes of the person that were relevant to the 
suitability assessment. The results of this study 
indicated that subjects preferentially recalled 
"hypothesis-confirming" historical knowledge across groups 
(p < .005) and, to the extent that they exhibited this 
confirmatory strategy, they were likely to accept the 
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hypothesis under scrutiny. This result was found with 
subjects who were provided with framed hypotheses as well 
as with those who defined their own hypotheses. Snyder and 
Cantor's results provide evidence suggesting that the 
subjects may have employed a "confirmatory recall 
strategy." While reviewing historical knowledge in memory, 
they may have attended to more items of information that 
confirmed their hypotheses than to those that disconfirmed 
them. 
The Snyder and Cantor study addressed the recall of 
historical knowledge learned about an individual when the 
historical account preceded the presentation of the 
hypotheses to the subjects. Other research has examined 
the recall of information when hypotheses were available to 
subjects prior to processing any information. Since 
auditors may inherit hypotheses prior to encoding audit 
evidence into memory, it is important to examine the manner 
in which hypotheses influence the encoding process and the 
impact of this process on the nature of the judgment data 
later recalled. 
The Impact of Hypotheses on Encoding and Recall Processes 
The results of the psychology and accounting literature 
addressing source credibility earlier suggest that 
hypotheses inherited from highly credible sources (i.e., 
high expertise/low bias sources) consist of more reliable 
information than hypotheses inherited from low credibility 
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sources and, therefore, will be weighted more heavily in 
human judgment. Consequently, the inheritance of a 
hypothesis from a highly credible source (e.g., the partner 
on an audit engagement) may affect the expectations of the 
auditor in the subsequent search for audit evidence which 
may, in turn, affect the encoding of information into 
memory as well as its later retrieval. Several studies in 
the area of personality research have examined the effect 
of expectations on the encoding and recall processes. 
Generally, these studies have investigated whether 
expectations affect the accuracy with which individuals 
recall information items that confirm or disconfirm their 
expectations. 
Zadney and Gerard (1974) found evidence indicating that 
individuals recall facts that are consistent with their 
expectations significantly better than those that are 
inconsistent with them. They provided subjects with one of 
three expectations regarding an actor prior to viewing a 
skit which featured the actor. Following the skit, 
subjects were asked to recall facts about the actor and the 
performance. The results showed that the subjects recalled 
a significantly higher relative percentage of information 
that was consistent with the expectation assigned to them 
than the relative percentage of information that was 
inconsistent with the expectation (p < .05). 
Snyder and Uranowitz (1978) investigated the effect of 
expectations on the ability of individuals to reconstruct 
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previously learned facts. Subjects read a historical 
account of a woman. They were then provided with one of 
three stereotypic expectations regarding her sexual life¬ 
style (heterosexual, homosexual, and no expectation). In 
addition, the time at which the expectation was presented 
to subjects was manipulated (immediately after the reading 
and one week after the reading). One week after the 
reading, all subjects were asked to recall the factual 
details of the historical account. Snyder and Uranowitz 
found that the subjects' expectations did influence the 
facts that were recalled in that a significant main effect 
was found for the expectation manipulation (p = .002). The 
results showed that subjects reconstructed the events of 
the woman's life such that they were consistent with their 
own stereotypic expectations. Recall was not affected by 
the time at which the expectation was presented to the 
subjects. 
Cohen (1981) further investigated the effect of 
expectations on recall. She presented subjects with a 
videotape of a married couple at home celebrating a 
birthday. Prior to viewing the videotape, subjects were 
presented with an expectation. Two independent variables 
of interest were manipulated: (1) type of expectation 
(occupation of woman was either a waitress or a librarian) 
and (2) length of delay between the viewing and recall 
exercise (no delay, four days, and seven days). The recall 
exercise required subjects to complete a trait 
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questionnaire on the woman in the videotape. The results 
showed that subjects were significantly more accurate in 
recalling items that were consistent with the assigned 
occupation than items that were inconsistent with it 
(p < .001). In addition, this pattern of results extended 
across all delay conditions, despite a decrease in the 
overall accuracy of recall over time. 
It is of particular interest to note that subjects in 
the Zadney and Gerard (1974) and Cohen (1981) studies 
received the expectation treatment prior to processing any 
information (i.e., the skit and the videotape, 
respectively). Alternatively, subjects in Snyder and 
Uranowitz (1978) processed information prior to receiving 
the expectation treatment. Therefore, the expectancy bias 
found in the latter study cannot be attributed to the 
effect of expectations on encoding information into memory 
simply because the expectation was not available during 
this process. Thus, the findings of Snyder and Uranowitz 
indicate that expectations affect the retrieval of 
information from memory. Similarly, the expectancy bias 
manifested in the former two studies indicates that 
expectations may affect the retrieval process or, 
alternatively, both encoding and retrieval processes. A 
number of researchers have tried to pinpoint the locus of 
such expectancy biases. The effect of an expectation on 
the encoding process can be distinguished from effect of an 
expectation on the retrieval process by comparing recall 
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when an expectation precedes the information set to recall 
when an expectation follows the information set. Zadney 
and Gerard (1974) employed such a research design in their 
second experiment in an effort to determine whether 
expectancy biases were the result of selective processing 
during the encoding stage, selectivity during retrieval, or 
a combination of both. They, again, provided subjects with 
three different expectations regarding an actor in a skit. 
The time at which the subjects were exposed to their 
assigned expectations was manipulated by providing subjects 
with expectations prior to viewing the skit and after 
viewing the skit. The results showed that the findings of 
the first experiment were replicated in that subjects 
recalled items consistent with their expectations more 
accurately than inconsistent items (p < .05). In addition, 
the results provided evidence indicating that the recall of 
"expectation-consistent" items was significantly better 
when the expectation preceded the information set than when 
it followed the information set (p < .05). This evidence 
supports the notion that selective processes are taking 
place during the encoding stage as well as at the retrieval 
stage. 
Rothbart, Evans, and Fulero (1979) also examined the 
effect of expectations on recall, manipulating the time of 
expectancy presentation. They presented subjects with 
slides depicting fifty individuals behaving in various 
manners. Seventeen slides depicted friendly behaviors. 
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seventeen intelligent, three unfriendly, three 
unintelligent, and ten unrelated. The between group 
independent variables manipulated were type of expectancy 
(friendly/intelligent) and time of expectancy presentation 
(prior to slides/after slides). After viewing the slides, 
the subjects were asked to write down the number of 
behaviors that they saw in each of the five categories. 
They were then asked to write down as many of the actual 
behaviors that they could recall. The results indicated 
that subjects had superior recall for behaviors that 
confirmed their expectations (p < .005). A main effect for 
time of expectancy was also found (p < .001) with subjects 
in the "prior" condition recalling more items than subjects 
in the "after" condition. Consistent with the results of 
Zadney and Gerard, Rothbart et al. also found that 
expectation-consistent items were more accurately recalled 
than expectation-inconsistent items when subjects received 
the expectation prior to viewing the slides than when they 
received it after the slides were viewed. 
Cohen (1981), in experiment 2, replicated and extended 
the results of the research discussed thus far. Recall 
that Cohen initially presented subjects with a videotape of 
a married couple and manipulated the type of expectation 
(occupation of the woman was either a waitress or a 
librarian) and the length of delay between the viewing and 
the recall exercise (experiment one). Experiment 2 was 
similar to that just described, however, the length of 
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delay manipulation was replaced by a time of expectancy 
presentation manipulation. One-half of the subjects 
received the expectation regarding the occupation of the 
woman prior to viewing the tape while the other half 
received it after viewing the tape. All subjects performed 
the recall exercise after viewing the tape. The results 
replicated those of Cohen's experiment 1 in that subjects 
were significantly more accurate in recalling items 
consistent with their expectations than items inconsistent 
with their expectations (p < .01). Cohen also found that 
knowledge of the woman's occupation prior to viewing the 
tape resulted in increased accuracy in recalling both 
consistent and inconsistent items (p < .03). Thus, 
expectation-consistent items were not recalled with more 
accuracy than expectation-inconsistent items in the 
expectancy before condition as compared to the expectancy 
after condition. 
Finally, Berman, et al. (1983) investigated the effect 
of expectations on the processing of consistent and 
inconsistent social information. They presented subjects 
with slide sets. Each set indicated the standings (i.e., 
high, low) of eight men on several personality traits. The 
initial slide shown for each man set the subject's 
expectations for that particular individual. The slides 
presented after the initial slides consisted of equal 
numbers of consistent and inconsistent ratings of the men 
on other traits. After viewing each slide set, the 
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subjects rated the eight men on the personality traits 
presented in the slides. Thus, the slides following the 
initial slides on each man could have been influenced by 
expectations when they were encoded into memory. Likewise, 
since the initial slides set the subjects expectations, 
they should have been unbiasedly encoded into memory. It 
was by this process that Berman et al. examined the effect 
of expectations on the encoding and recall processes. The 
results indicated that the subjects reported the ratings 
significantly more accurately when standings on the trait 
were consistent with expectations than when they were 
inconsistent with expectations (p < .001). Further 
analysis indicated that initial slides were recalled with 
more accuracy than those that followed when trait 
information was inconsistent (p = .02), however when trait 
information was consistent, there was no significant 
difference for accuracy in recall of initial slides versus 
later slides. 
The evidence found in the studies reviewed thus far 
indicates that expectations seem to induce selective 
processing in encoding information into memory and in 
retrieving it from memory. Two theories which may account 
for the superior recall of information items that confirm 
or are consistent with expectations are the encoding 
specificity theory (Tulving and Thomson, 1973) and the 
rehearsal of related items theory (Hintzman, 1976; and 
Rothbart, et al. 1979). The general theme of the encoding 
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specificity theory is that the degree to which an 
information item is accurately recalled depends upon the 
manner in which it was initially encoded into memory. An 
expectation may activate or establish a category label such 
as "intelligence" and when subsequent confirming 
information items are encountered (e.g., a superior 
student), they are "tagged" with the category label when 
stored in memory (Rothbart et al., 1979). Such a process 
facilitates later recall. Items that are not tagged with 
category labels are stored in a more diffuse manner. Thus, 
later recall of such items is more difficult. 
The second theory that supports the superior memory for 
confirming items of information deals with the relationship 
among a set of items. Hintzman (1976) provides evidence 
indicating that one item can serve as a cue for the 
rehearsal of a related item. Rothbart et al. make the 
assumption that the expectancy may define how a set of 
items are related. Based on this assumption, the expected 
items may cue the rehearsal of one another. This process 
may facilitate recall for the entire set. 
It should be noted that Hastie and Kumar (1979) 
conducted an experiment in which information inconsistent 
with expectations was more accurately recalled than 
information consistent with expectations. However, 
Rothbart et al. have questioned the interpretabi1ity of 
these results. Hastie and Kumar asked their subjects to 
review six cases for the experiment. In each case, the 
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subjects were presented with eight trait adjectives for the 
purpose of forming an initial impression of a fictional 
character. They were then asked to read a set of twenty 
sentences describing behaviors of this character. Each 
case contained different sentence sets (with respect to the 
type of behaviors that were described). Finally, the 
subjects were asked to recall as many behaviors as 
possible. Three such experiments were performed. The 
number of consistent, inconsistent, and irrelevant 
behaviors in each set was varied. The results indicated 
that behaviors that were inconsistent with the expectation 
were best recalled. These results held across all behavior 
sets, i.e., when there were more consistent behaviors than 
inconsistent, when there were more inconsistent behaviors 
than consistent, and finally, when there were equal numbers 
of consistent and inconsistent behaviors. However, in the 
latter case the relative recall advantage of inconsistent 
behaviors was much smaller than that in the former two 
cases. These results are in question since Rothbart et al. 
(1979) state that the test of the disconfirmation 
hypothesis performed by Hastie and Kumar was totally 
confounded. They further explain that type of item was 
confounded with both set size and potential differences in 
the level of difficulty present in the various item sets 
and that as a result, interpretation of the findings is 
difficult. 
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Summary 
The research presented herein generally indicates that 
information consistent with expectations is more accurately 
recalled than information that is inconsistent with 
expectations (Zadney and Gerard, 1974; Snyder and 
Uranowitz, 1979; Rothbart et al., 1979; Cohen, 1981; and 
Berman et al., 1983). Moreover, research findings in the 
balance theory literature are consistent with the results 
of these studies in that they suggest that balanced social 
relationships are more accurately recalled than unbalanced 
relationships (Bear and Hodun, 1975; and Picek, Sherman, 
and Shiffrin, 1975). Further, the tendency to recall 
expectation-consistent items appears to be the result of 
the effect of expectations on both encoding and retrieval 
processes. However, the locus of this tendency seems to 
lie in the encoding process (Rothbart et al., 1979; and 
Cohen, 1981). 
Auditors may inherit hypotheses at various points 
during an audit engagement and test them using information 
from memory. The research suggests that hypotheses which 
affect auditor expectations may influence both the encoding 
and subsequent recall of audit evidence. Therefore, part 
II of the study investigates auditors' hypothesis testing 
strategies in a task setting where an audit judgment is 
made by reviewing information stored in memory. In other 
words, the auditor performs an internal search (review of 
audit evidence in memory) as opposed to performing an 
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external search (review of audit evidence that is 
immediately available to the individual). The study also 
examines the impact of the time of hypothesis introduction 
on the encoding and recall of audit evidence. 
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CHAPTER III 
METHODOLOGY 
Overview 
The purpose of this study is to examine the prevalence 
of confirmatory hypothesis testing among auditors and to 
investigate factors that may affect auditors' hypothesis 
testing strategies. The factors investigated are (1) the 
source credibility of the auditor's inherited hypothesis 
and (2) the effect of using information stored in memory to 
test a hypothesis. The specific issue of interest within 
this investigation is how these factors affect the nature 
of the data that auditors attend to in decision making. 
Experiment 1, 
Summary of Hypotheses 
Experiment 1 examines the impact of the source 
credibility of inherited hypotheses on auditors' hypothesis 
testing strategies. In the investigation, subjects 
inherited hypotheses regarding control risk in a particular 
audit area. They then reviewed a summary of audit 
evidence, made a control risk assessment, and listed the 
items of audit evidence that were relevant to the judgment 
made. The following hypotheses were investigated. 
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HI: Auditors inheriting hypotheses from high expertise 
sources will attend to more confirming items vs. 
disconfirming items than auditors inheriting hypotheses 
from low expertise sources. 
H2: Auditors inheriting hypotheses from low bias 
sources will attend to more confirming items vs. 
items than auditors inheriting hypotheses from high bias 
sources. 
Research findings have suggested that information from 
a source high in expertise and low in bias has the most 
impact on judgment (McGinnies and Ward, 1980). Therefore, 
if auditors do attend to the reliability of data, 
confirmatory strategies should be more prevalent among 
auditors inheriting hypotheses from high expertise sources 
as compared to low expertise sources and among auditors 
inheriting hypotheses from low bias sources as compared to 
high bias sources. 
The hypotheses investigated next involve the control 
risk assessments made by subjects and are stated as 
follows. 
H3: Positive (Negative) hypotheses provided by high 
expertise sources will result in more positive 
(negative) control risk assessments as compared to 
control risk assessments made by auditors receiving 
hypotheses from low expertise sources. 
H4; Positive (Negative) hypotheses provided by low 
bias sources will result in more positive (negative) 
control risk assessments as compared to control risk 
assessments made by auditors receiving hypotheses 
from high bias sources. 
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The psychological research has indicated that 
information obtained from highly credible sources has a 
significant impact on human judgment. Thus, one would 
expect that control risk assessments made by auditors 
inheriting hypotheses from high expertise and low bias 
sources would be more consistent with those hypotheses than 
the consistency between control risk assessments and the 
hypotheses inherited from sources low in expertise and high 
in bias. 
Subjects 
The subjects participating in the pre-test phase and 
the final phase of Experiment 1 were audit seniors from 
three big eight accounting firms. Audit seniors were 
selected as subjects because they are in a "middle" 
position with respect to rank within the firm. Therefore, 
it would be realistic for them to inherit hypotheses from, 
superiors as well as from subordinates who will likely vary 
in terms of expertise and bias (e.g., partner, lower level 
staff member, etc.). Audit seniors are also familiar with 
making the type of judgment that was employed in testing 
the hypotheses stated in this study (assessment of control 
risk with respect to a particular audit area). 
The group of subjects that completed the final 
instrument were audit seniors from one of the three big 
eight accounting firms who were attending "Senior Level II 
Training Seminars." The subjects were secured through the 
director of recruiting for the firm. The instruments along 
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with specific instructions for the instructors of the 
seminars were mailed to the director for distribution to 
the seminars which took place in Dallas. Seventy-one 
responses were received from these seminars. In an effort 
to obtain additional responses, questionnaires were mailed 
to audit seniors in the firm's Cleveland and Los Angeles 
offices. In identifying seniors eligible for this mailing, 
the firm did not include any senior who attended senior 
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level II training in Dallas. Sixty-two responses were 
received from the Cleveland office and six responses were 
received from the Los Angeles office to bring the total 
number of responses to one hundred thirty-nine. Four of 
these questionnaires were not entirely completed in that 
the subjects provided only control risk assessments and did 
not list the relevant control items. One additional 
subject listed the relevant control items and failed to 
make a control risk assessment. As a result, there were 
one hundred thirty-five questionnaires available to test HI 
and H2 which address the control items attended to and one 
hundred thirty-eight questionnaires available to test H3 
and H4 which address the control risk assessments. 
Source Credibi1ity Manipulations 
The impact of the source credibility of an inherited 
hypothesis on auditors' hypothesis testing strategies was 
investigated by manipulating two dimensions of source 
credibility, expertise and bias. Two levels of each factor 
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(high/low) were employed in the study. Thus, subjects 
inherited hypotheses from one of four sources, each of 
which represented one of the following experimental 
conditions: high expertise/high bias, high expertise/low 
bias, low expertise/low bias, and low expertise/high bias. 
Hypothesis Direction Manipulation 
The direction of the hypothesis inherited by the 
subjects was manipulated at two levels (positive/negative) 
to control for the effect of the nature of the hypothesis 
on the use of confirmatory strategies. The results found 
in the psychological literature would suggest that the 
auditors will exhibit confirmatory strategies irrespective 
of hypothesis direction. However, several studies have 
found that auditors exhibit tendencies toward conservatism 
(Joyce and Biddle, 1981a; Tomassini, Solomon, Romney, 
Krogstad, 1982; and Kida, 1984). For example, if a 
positive hypothesis was defined as one suggesting that a 
low level of control risk exists in a particular audit 
area, and a negative hypothesis was defined as suggesting 
the existence of a high level of control risk, then 
evidence of a conservatism bias would be exhibited by a 
tendency to disconfirm the positive hypothesis or a 
tendency to confirm the negative hypothesis. Consequently, 
the direction of the hypothesis may affect the nature of 
judgment data that the auditors attend to. Due to the 
ambiguity surrounding the prediction of how this variable 
was to affect the findings of this study, no formal 
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hypotheses addressing the hypothesis direction variable 
were tested. Therefore, the investigation of these issues 
was exploratory. 
Experimental Task 
The task setting for Experiment 1 required the subject 
to test a hypothesis by conducting an external search of 
audit evidence. In other words, the audit evidence 
relevant to testing the hypothesis was available to the 
subjects throughout the course of the judgment task. 
Subjects were informed that they were the senior 
accountants assigned to the sales area of a particular 
audit. They were told that their task was to evaluate the 
level of control risk associated with the clients' system 
of internal control in the sales accounting system. This 
particular task setting was chosen for several reasons 
which were substantiated through discussions with 
practicing auditors from a big eight accounting firm. 
First, the assessment of control risk in a client's sales 
system is a judgment that is made with great frequency 
across all types of audit engagements. Second, this 
evaluation is generally made by audit seniors. Third, it 
is reasonable to assume that an audit senior making such an 
evaluation may inherit a hypothesis regarding the internal 
control system from various individuals such as a partner, 
a staff member, or a client controller, each of whom vary 
in the level of expertise and bias they possess. Lastly, a 
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suboptimal assessment of control risk may have important 
cost implications for the public accounting firm. Thus, 
the examination of such judgments in accounting research is 
important. 
The subjects received an instrument that consisted of 
two introductory paragraphs and an information set 
describing internal controls in the sales accounting area. 
Specifically, the first paragraph informed the subjects 
that they were auditing a new client and had just completed 
documenting controls in the sales accounting system. The 
subjects were also told that their task was to assess 
control risk in this particular area for the purpose of 
later assessing the likelihood of material error. As 
subjects read through the second introductory paragraph, 
they inherited hypotheses (positive/negative) from one of 
four sources that varied in credibility. The positive 
hypothesis suggested that a low level of control risk 
existed in the sales accounting system while the negative 
hypothesis suggested that a high level of control risk 
existed in the system. For example, the second 
introductory paragraph for subjects in the high 
expertise/low bias/positive hypothesis condition read as 
follows: 
The senior audit manager on the engagement has 
joined you in a meeting. He believes that many 
aspects of the system are strong and therefore has 
stated that a low level of control risk exists 
with respect to the system. 
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After inheriting the hypothesis, subjects reviewed an 
information set consisting of fourteen items of audit 
evidence relevant to the evaluation of control risk in the 
sales area. It was made up of seven positive items and 
seven negative items, each of which confirmed or 
disconfirmed the hypothesis depending upon whether the 
hypothesis was positive or negative. The subjects were 
asked to review the information set and to make a judgment 
regarding the overall level of control risk present in the 
sales accounting system using a nine point scale with 
endpoints labeled "low control risk" and "high control 
risk." They were then asked to list the items of audit 
evidence they considered to be relevant to their judgments. 
Finally, subjects were asked to rate the items listed based 
on their relevancy to the judgment using a five point scale 
with endpoints labeled "slightly relevant" and "highly 
relevant." 
Experimental Design 
3 
A 2 factorial analysis of variance (ANOVA) design was 
employed. The between group independent variables employed 
to manipulate source credibility were expertise of the 
source of the hypothesis (high/low) and bias of the source 
(high/low). The direction of the hypothesis 
(positive/negative) was also manipulated as a between group 
independent variable. The design of Experiment 1 is 
illustrated in Figure 3.1. 
57 
BIAS 
High Low 
HYP. DIR. Pos. Neg. Pos. Neg. 
E 
X 
P 
E 
R 
T 
I 
S 
E 
High 
Low 
BETWEEN SUBJECT MANIPULATIONS 
1. Bias: High/Low 
2. Expertise: High/Low 
3. Hypothesis Direction: Positive/Negative 
Figure 3.1 
Experimental Design: 
Experiment 1 
Manipulation of Source Credibility 
Prior to constructing the final instrument, it was 
necessary to administer several pre-tests to practicing 
audit seniors. The purpose of Pre-test 1 was to identify 
the appropriate individuals to represent the sources of 
auditors' inherited hypotheses. 
Pre-test 1 required subjects to rate various 
individuals encountered during an audit engagement on the 
dimensions of expertise (part I) and bias (part II). Sin 
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expertise and bias were manipulated at two levels, the 
individuals employed as sources of hypotheses in the study 
had to appropriately represent each of the experimental 
conditions (i.e., high expertise/high bias, high 
expertise/low bias, etc.) from an auditor's perspective. 
The individuals rated were those persons typically 
encountered on an audit engagement (e.g., partner, first 
year auditor, client receivable clerk, audit manager, 
etc.). A list of ten individuals was developed by the 
researcher based on prior work experience in public 
accounting and discussions with practicing auditors. Pre¬ 
test 1 can be found in Appendix A, Exhibit 1. 
Nineteen audit seniors from a big eight accounting firm 
completed parts I and II. In part I, subjects were asked 
to rate each individual on the degree of expertise that the 
individual possessed with respect to evaluating controls in 
the sales accounting area. The subjects made these ratings 
on a ten point scale, with "1" representing no expertise 
and "10" representing high expertise. In part II, subjects 
rated the identical individuals on the degree of bias that 
each individual possessed with respect to evaluating 
controls in the sales accounting area. A ten point scale 
was employed with "-5" representing strong negative bias 
and "+5" representing strong positive bias. 
Based upon subjects' responses, mean ratings on 
expertise and bias were calculated for each individual 
rated in the instrument. The process of identifying 
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individuals to represent hypothesis sources for the various 
treatment conditions was performed using these mean 
ratings. The individual that was rated highest on the 
expertise scale and second lowest on the bias scale was 
selected to represent the high expertise/low bias source 
(the individual rated lowest on the bias scale did not have 
a high expertise rating), The individual selected to 
represent the high expertise/high bias condition was rated 
second highest on the expertise scale and highest on the 
bias scale. The sources for the remaining two treatment 
conditions were identified through similar processes given 
the constraint that it had to be reasonable for the 
individual to provide hypotheses regarding internal control 
in the sales accounting area. 
To insure that the subjects' mean expertise ratings for 
the individuals identified as high and low in expertise 
were perceived to be significantly different from one 
another, t-tests were performed. Similar t-tests were 
performed for the mean bias ratings. All comparisions were 
significant at the .05 level except one. The mean bias 
rating for the accounts receivable clerk with one year of 
experience (a high bias condition) was not significantly 
different from the mean bias rating for the first year 
auditor (a low bias condition). As a result, nine 
additional audit seniors were asked to rate a revised 
description of the accounts receivable clerk on the 
dimensions of expertise and bias (see Appendix A - 
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Exhibit 2). The revised description read as follows: 
accounts receivable clerk with two years experience and a 
good friend of the client controller. The mean bias rating 
obtained from these additional subjects was significantly 
different than the mean bias rating for the first year 
auditor. Therefore, this revised description of the 
accounts receivable clerk was used as the source for the 
low expertise/high bias condition. The individuals 
employed as sources of inherited hypotheses for each 
treatment condition are as follows: 
High Expertise/High Bias: 
High Expertise/Low Bias: 
Low Expertise/Low Bias: 
Low Expertise/High Bias: 
Client controller, formerly 
a big eight audit manager 
Audit manager 
First year auditor 
Accounts receivable clerk, 
two years experience, 
friend of client controller 
Table 3.1 reports the mean expertise and bias ratings 
for the individuals shown above. Table 3.2 reports the 
t-test results for expertise and bias comparisions made 
among these individuals. 
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Table 3.1 
Pre-test 1: Mean Expertise and Bias Ratings 
Expertise Bias 
Mean (Std.Dev.) Mean (Std.Dev.) 
★ * 
Client Controller 8.16 ( .90) 3.00 (1.25) 
(High Exp./High Bias) 
* * 
Audit Manager 8.21 (1.32) 1.21 (1.14) 
(High Exp./Low Bias) 
* * 
First Year Auditor 3.00 (1.29) 1.16 (1.19) 
(Low Exp./Low Bias) 
* ★ ★ ★ 
A/R Clerk 3.10 (1.52) 2.78 ( .66) 
(Low Exp./High Bias) 
Results based upon responses of 
Results based upon responses of 
19 practicing audit seniors. 
9 practicing audit seniors. 
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Development of the Information Set 
Pre-test 2 was developed in an effort to construct a 
realistic information set describing the internal controls 
in the sales area that contained an equal number of 
positive and negative items and was not positively or 
negatively biased. At the time this pre-test was 
administered to subjects, the judgment task was described 
as an "assessment of planned reliance on controls in the 
sales/receivables cycle." This particular wording is used 
in the audit methodology of the firm that provided subjects 
for Pre-test 2 and was thought to be generalizable to other 
big eight audit methodologies. After administering the 
questionnaire, the wording was discussed with audit 
seniors, managers, and technical audit specialists from 
another firm that was providing subjects for the final data 
collection effort. These discussions made it clear that 
the latter firm did in fact make such an assessment prior 
to compliance testing but called it a "control risk 
assessment" rather a "preliminary reliance assessment." As 
a result, the wording in the final instrument was revised 
to reflect the audit methodology of the firm that was 
providing subjects for final data collection. Since the 
information set was constructed based upon ratings made 
with regard to how certain types of audit evidence affected 
the planned reliance assessment, an additional 
questionnaire (to be discussed later) was administered 
prior to final data collection to insure that the 
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information set did in fact reflect an internal control 
system that had a level of control risk that was moderate 
(i.e., an equal weighted information set). 
The purpose of Pre-test 2 was to insure that the 
information set contained an equal number of positive and 
negative items and was not positively or negatively biased. 
Therefore, it was necessary to determine whether various 
types of audit evidence affected the planned reliance 
assessment in a positive or negative manner. To accomplish 
this, a list consisting of sixteen audit evidence items 
related to the sales/receivables area was developed based 
upon a review of several audit textbooks. Thereafter, the 
items were reviewed and revised by practicing auditors. In 
constructing the questionnaire, it was possible to state 
each item in either a positive or negative manner. For 
example, the positive version of one item read as follows: 
The accounts receivable detail is reconciled to the general 
ledger on a monthly basis. This version of the item is 
described as positive because it would most likely have a 
positive effect on the assessment of planned reliance 
(i.e., pointing in the direction of high planned reliance). 
The negative version of the item read as follows: The 
accounts receivable detail is not reconciled to the general 
ledger on a monthly basis. In an effort to obtain ratings 
on items framed positively and negatively, it was necessary 
to develop two versions of the questionnaire. The first 
version contained eight positive items and eight negative 
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items (the direction selected for each item was a random 
choice). The second version presented the eight positive 
items from version I negatively and the eight negative 
items from version I positively. Each subject received 
only one version of the questionnaire. Subjects rated each 
item on how it would affect the planned reliance decision 
in the sales/receivables area using a five point scale with 
the endpoint "1" labeled very negative impact and endpoint 
"5" labeled very positive impact. After rating the items 
of audit evidence, subjects were asked if there was any 
information not included in the questionnaire that would be 
needed in making a planned reliance assessment in the 
sales/receivables area. The purpose of this question was 
to insure that the final instrument provided the subjects 
with all the necessary information to make the required 
judgment. Ten audit seniors from a big eight accounting 
firm completed Version I and nine audit seniors completed 
Version II (see Appendix A - Exhibit 3 for Pre-test 2, 
Version I and II). 
The results were used to construct an information set 
subject to the following constraints: (1) the set had to 
contain an equal number of positive and negative items, 
(2) it had to be equal weighted (i.e., the sum of the mean 
ratings on the positive items and the ratings on the 
negative items had to be as close to zero as possible), and 
(3) it had to sound logical and reasonable. The results 
obtained indicated that the mean ratings on the negative 
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items were extremely negative as compared to the ratings on 
the positive items. Specifically, the range of mean 
ratings on the negative items was 1.1 - 1.8 while the range 
of ratings on the positive items was 3.3 - 4.7. As a 
result, an equal weighted information set could not be 
constructed. Therefore, eleven items were re-worded in a 
less negative fashion and were re-tested on eight 
additional audit seniors (see Appendix A - Exhibit 4). 
Using the ratings on these items and those obtained in the 
initial administration of Pre-test 2, an information set 
that met the three constraints was constructed. In an 
effort to ascertain that the information set sounded 
logical and reasonable, six practicing auditors (three 
seniors and three managers) and an auditing professor 
reviewed it. As a result of this review, four items were 
identified as confusing. These items were re-worded and 
re-tested on seven additional audit seniors to insure that 
the re-wording did not impact the mean ratings previously 
obtained (see Appendix A - Exhibit 5). No significant 
differences were noted. A final test (Pre-test 3) of the 
information set was made by circulating a questionnaire to 
seven audit seniors. This questionnaire required the 
seniors to review the information set and to make a 
preliminiary reliance assessment using a ten point scale 
with endpoints labeled "low level of reliance" and "high 
level of reliance" (see Appendix A - Exhibit 7). Recall 
that the objective of this entire series of tests was to 
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construct an information set that was (1) equal weighted 
and (2) contained an equal number of positive and negative 
items. If this objective was achieved, then the ratings of 
subjects completing Pre-test 3 could be expected to fall 
between "4" and "6" on the ten point scale. The mean 
rating obtained was 5.1. 
The responses to the question addressing the 
completeness of the information set indicated that there 
were no significant items omitted. Further, the mean 
ratings on all audit evidence items expected to positively 
affect the planned reliance assessment were, in fact, 
positive, and the mean ratings on items expected to 
negatively affect the assessment were negative. The 
information set employed in the final instrument can be 
found in Appendix A, Exhibit 6. It consists of seven 
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positive items and seven negative items. These items will 
be confirming and disconfirming items depending upon the 
hypothesis that the subject receives (i.e., positive items 
will confirm the positive hypothesis but will disconfirm 
the negative hypothesis). The mean ratings for each item 
included in the information set are also presented in 
Exhibit 6. The original mean ratings were converted to a 
scale ranging from "-2" to "+2." It is these converted 
ratings that are shown in Exhibit 6. The ratings sum to 
.05. The items in the information set were arranged in two 
orders for the final instrument in an effort to control for 
order effects. 
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The description of the judgment in the final instrument 
was revised to reflect the audit methodology of the firm 
that was being used for final data collection (i.e., 
control risk assessment). To insure that auditors from the 
firm providing subjects for final data collection perceived 
the internal control system described in the information 
set as one with a moderate level of control risk (i.e., an 
equal weighted information set), an additional 
questionnaire was administered. This questionnaire 
required the audit seniors to read through the information 
set and make a control risk assessment using a ten point 
scale with endpoints labeled "low control risk" and "high 
control risk" (see Appendix A - Exhibit 8). Twelve audit 
seniors completed this questionnaire. The mean control 
risk rating was 5.6, which did, in fact, represent a 
moderate level of control risk and was comparable to the 
mean reliance rating of 5.1 obtained from audit seniors 
employed by the firm that provided pilot test subjects. 
Based upon the Pre-test 1 information on hypothesis 
sources and the information set constructed using Pre-test 
2 ratings, the final instrument for Experiment 1 was 
constructed. It consists of two introductory paragraphs 
(one of which provides the subject with the inherited 
hypothesis), the information set, and several questions 
regarding the control risk assessment. This instrument can 
be found in Appendix B. 
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Experiment 2 
Summary of Hypotheses 
Experiment 2 investigates auditors' hypothesis testing 
strategies in a setting where subjects employ an internal 
search (i.e., review of audit evidence stored in memory) to 
test hypotheses. The following hypotheses were 
investigated. 
H5: Auditors will attend to more confirming items 
of information than disconfirming items when the 
information used to test the hypothesis is 
recalled from memory. 
Overall, the literature investigating confirmatory 
hypothesis testing strategies suggests that the employment 
of such strategies extends to situations in which 
individuals test hypotheses from information stored in 
memory. Since Experiment 2 addresses hypothesis testing 
strategies in a setting where subjects must use information 
stored in memory to test hypotheses, the expectation is 
that subjects will employ confirmatory strategies. 
H6: When a hypothesis is introduced prior to the 
encoding of information into memory, auditors 
will attend to more confirming items vs. 
disconfirming items than when the hypothesis is 
introduced after the encoding has taken place. 
The psychological literature suggests that the presence 
of a hypothesis may affect the type of information encoded 
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into memory and the type of information later retrieved 
from memory. If the use of confirmatory hypothesis testing 
strategies extends to settings in which hypotheses are 
tested from information stored in memory, one would expect 
this attendance to confirmatory information to be more 
pronounced when hypotheses were available prior to 
processing information due to the combination effects of 
confirmatory encoding and confirmatory retrieval, as 
opposed to cases where hypotheses were not available until 
after information processing. 
H7: Positive (Negative) hypotheses introduced prior 
to the encoding of information will result in more 
positive (negative) control risk asssessments as 
compared to assessments made by auditors receiving 
hypotheses after the encoding has taken place. 
Due to the potential effect of the hypothesis on 
encoding and retrieval processes, the control risk 
assessments made by auditors who have a hypothesis 
available during information processing should be more 
consistent with inherited hypotheses than the consistency 
between control risk assessments and hypotheses for 
auditors who have no hypothesis available during 
information processing. 
Subjects 
The subjects participating in the pre-test phase and 
the final phase of Experiment 2 were also audit seniors 
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from three big eight accounting firms. The subjects 
completing the final instrument were from the same firm 
that was employed for final data collection in Experiment 
1. Data was collected at senior level II training seminars 
held in New York City, Chicago, Dallas, and Cleveland. The 
instruments, along with specific instructions for the 
instructors of the seminars, were mailed to the director of 
recruiting for distribution to the aforementioned seminars. 
Thirty-two completed instruments were obtained from New 
York City, twenty-three from Chicago, and nine from 
Cleveland. Of these sixty-four responses, four were 
discarded. In three cases subjects failed to follow 
directions and in the third case, the instrument was 
completed by an audit manager rather than a senior. This 
resulted in sixty usable responses. Two additional 
subjects completed only part of the instrument. They made 
the required judgment regarding the assessment of control 
risk, though they failed to complete the task by listing 
items of audit evidence that they felt were relevant to 
their judgments. Therefore, the judgments were included as 
data points in the analysis addressing H7, however no data 
was available for the analyses addressing H5 and H6. This 
resulted in sixty usable responses for H7 and fifty-nine 
usable responses for H5 and H6. 
Experimental Task 
The task of assessing control risk in the sales area 
was also employed as the judgment setting for Experiment 2. 
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This task is suitable for investigating both non-memory and 
memory issues. In making a control risk assessment, an 
initial review of internal control in the sales area is 
necessary. The audit evidence gathered during an initial 
review is generally recorded on some type of internal 
control questionnaire and later employed in assessing 
control risk. Discussions with practicing auditors 
indicate that when making a control risk judgment, they may 
review the internal control questionnaire which is 
physically available in external storage or they may choose 
to recall this audit evidence from memory. Therefore, the 
assessment of control risk in a particular audit area is a 
judgment that is appropriate for Experiments 1 and 2. 
The task was structured such that auditors were asked 
to test an inherited hypothesis by conducting an internal 
search of audit evidence. Since the primary concern in 
this portion of the study was recall, subjects in all 
experimental conditions inherited a hypothesis regarding 
the control risk assessment from a high expert!se/low bias 
source. This source combination was chosen since it was 
expected to have the strongest impact on the auditor, 
according to the findings of prior research (McGinnies and 
Ward, 1980) . Subjects conducted an internal search for 
audit evidence since the evidence that had been previously 
reviewed by the subjects (i.e., the information set 
describing internal controls in the sales area) was not 
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available to them at the time they were asked to make the 
control risk assessment. 
Experimental Design 
2 
The experiment employed a 2 factorial ANOVA design. 
The direction of the hypothesis was manipulated at two 
levels (positive/negative) as it was in Experiment 1. The 
time at which the hypothesis was presented to subjects was 
also manipulated at two levels, prior to receipt of the 
information set and after receipt of the information set 
(hereafter referred to as "hypothesis prior condition" and 
"hypothesis after condition," respectively). The 
experimental design of the study is shown in Figure 3.2. 
TIME OF HYP. INTRODUCTION 
BETWEEN SUBJECT VARIABLES 
1. Time of hypothesis introduction: Prior/After 
2. Hypothesis direction: Positive/Negative 
Figure 3.2 
Experimental Design: Experiment 2 
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Development of the Final Instrument 
The questionnaires used to develop the final instrument 
in Experiment 1 were also used in developing the final 
instrument for Experiment 2. Since this portion of the 
study involved only one source of an auditor's inherited 
hypothesis (high expertise/low bias), the individual 
representing this experimental condition (i.e., audit 
manager) in Experiment 1 was employed as the source of all 
hypotheses in Experiment 2. The information set developed 
in Experiment 1 was also used in this experiment. The 
instrument employed in Experiment 2 can be found in 
Appendix C. 
Method 
All subjects were given one large manilla envelope 
that contained two white business envelopes labeled 
"Envelope A" and "Envelope B." Subjects were instructed to 
open Envelope A which was unsealed. This envelope 
contained introductory information and an information set 
that consisted of items of audit evidence relevant to the 
evaluation of control risk in the sales area. It was the 
same information set employed in Experiment 1 and, 
therefore, contained an equal number of confirming and 
disconfirming items. For the subjects in the hypothesis 
prior condition, the introductory information presented 
prior to the information set included the inherited 
hypothesis regarding the control risk assessment. The 
positive hypothesis read as follows: 
75 
The senior audit manager on the engagement has 
joined you in a meeting. He believes that many 
aspects of the system are strong and therefore has 
stated that a low level of control risk exists 
with respect to the system. 
After all subjects reviewed the information set, they 
were instructed to place the contents of Envelope A back 
into its envelope and to seal it so that it was no longer 
available for further review. At this time, the subjects 
were instructed to open Envelope B, which was sealed. It 
contained the guestion section of the instrument described 
in Experiment 1 and, for those subjects in the "hypothesis 
after" condition, it also contained the inherited 
hypothesis information (which preceded the questions). 
Since the subjects in the hypothesis after condition did 
not inherit their hypotheses until after the audit evidence 
had been removed, the hypothesis did not impact the manner 
in which the evidence was encoded into memory. Designing 
Experiment 2 in such a manner provided an opportunity to 
assess the effect of an inherited hypothesis on encoding 
information into memory and its later impact on recall. 
In the question section, subjects were asked to "assess 
the overall level of control risk in the sales accounting 
area" using the ten point scale described in Experiment 1. 
Also as in Experiment 1, subjects were asked to list the 
items of audit evidence that they considered relevant to 
their judgments and to rate the relevancy of the items 
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listed. All subjects completed the materials contained in 
Envelope B. They were then asked to place them back into 
Envelope B and to place both white envelopes back into the 
manilla envelope. All task materials were subsequently 
handed to the instructor. The instructors were told that 
subjects should at no time have both white envelopes open. 
The design of this portion of the study forced subjects to 
make the control risk assessment based upon information 
stored in memory. 
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CHAPTER IV 
DATA ANALYSIS AND RESULTS 
Overview 
This chapter presents the results and analyses for 
experiments 1 and 2. Multivariate analysis of variance 
(MANOVA) and analysis of variance (ANOVA) are employed to 
investigate the hypotheses addressed. In addition, 
descriptive statistics of the data are examined and 
discussed. 
Data 
The data for both experiments consists of (1) control 
risk assessments in the sales accounting system, (2) lists 
of items of audit evidence that subjects considered 
relevant to their assessments of control risk, and 
(3) numerical ratings indicating the relevancy of each item 
listed to the judgment made. The number of responses 
employed in the analyses described in this chapter are as 
6 
follows: 
Test of Hypothesis Usable Responses 
Experiment 1: HI, H2 135 
H3 , H4 138 
Experiment 2: H5, H6 59 
H7 60 
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All analyses of the data were performed using the 
MANOVA procedure in SPSS. This procedure defaults to ANOVA 
when a single dependent variable is used. The cells in the 
analyses performed for both Experiment 1 and Experiment 2 
contained an unequal number of subjects. When an 
experiment does not have "equal n" in each cell, the 
independence of the independent variables may be impaired. 
This potential problem is mitigated in this experiment by 
randomly assigning subjects to treatment conditions 
(Kerlinger, 1973). In the case of "unequal n", unweighted 
means should be used to test the relevant hypotheses. The 
MANOVA procedure in SPSS allows unweighted means to be 
employed. 
Homogeneity of Variance Assumption 
A standard assumption for testing hypotheses in any 
ANOVA design is that the variances across cells are equal. 
As a result, Bartlett's Box F test and Cochran's C test 
were performed in every analysis to test whether the 
variances across cells were homogeneous. The null 
hypothesis of homogeneity of variance was not rejected 
under either test for any of the analyses conducted, with 
one exception. In examining the control risk assessments 
in Experiment 1, the homogeneity of variance assumption was 
violated (Bartlett Box F: p < .02 and Cochran's C; 
p < .01). As a result, an attempt was made to use the 
Brown Forsythe test statistic to test the means in this 
analysis since this statistic is robust to violations of 
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this nature. However, due to limitations of BMDP7D which 
must be employed to run the Brown Forsythe procedure, this 
test statistic could only be computed for designs with two 
or fewer independent variables. Since the design involving 
the control risk assessment manipulated three independent 
variables, the Brown Forsythe test statistic was 
unavailable as an alternative. To attempt to compensate 
for this, three two way ANOVAs were performed, each of 
which averaged over the third factor which was not included 
in the respective analysis. The results of these ANOVAs 
were consistent with those of the original three way ANOVA 
that was performed. 
Experiment 1 
HI and H2 address the effects of expertise and bias on 
auditors' attendance to judgment data. These hypotheses 
are stated as follows: 
HI; Auditors inheriting hypotheses from high expertise 
sources will attend to more confirming items 
vs. disconfirming items than auditors inheriting 
hypotheses from low expertise sources. 
H2: Auditors inheriting hypotheses from low bias 
sources will attend to more confirming items vs. 
disconfirming items than auditors inheriting 
hypotheses from high bias sources. 
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3 
HI and H2 were investigated by performing a 2 
factorial ANOVA. The between group independent variables 
that were manipulated are expertise (high/low), bias 
(high/low) and hypothesis direction (positive/negative). 
The dependent variable was constructed by summing the 
relevancy ratings assigned to the confirming items that 
each subject listed as relevant to the control risk 
assessment and subtracting the sum of the relevancy ratings 
7 
that were assigned to the disconfirming items listed. 
Thus, the dependent variable represented a weighted 
difference score between confirming and disconfirming 
items. In calculating the weighted difference scores, any 
items listed by subjects which were not directly traceable 
to the list of items provided in the information set were 
8 
omitted. 
In the investigation of HI, it was expected that a 
significant main effect would be found for expertise with 
subjects in the high expertise conditions having positive 
difference scores that were greater than the difference 
scores for subjects in the low expertise conditions. These 
potential results would indicate that subjects receiving 
hypotheses from high expertise sources were attending to 
more confirming information than disconfirming information 
relative to those receiving hypotheses from low expertise 
sources. Table 4.1 presents the ANOVA results. 
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Table 4.1 
Analysis of Variance: Difference Scores 
Source of Variation MS F P 
Main Effects: 
Expertise (E) 81.24 .86 .36 
Bias (B) 11.72 .06 .81 
Hypothesis Direction (HD) 8722.21 41.34 .01 
Interactions: 
E X B 160.95 .76 .38 
E X HD 25.97 .12 .73 
B X HD 176.37 .84 .36 
E X B X HD 142.65 .68 .41 
An examination of Table 4.1 indicates that no expertise 
main effect was found. Thus, expertise of the source of 
auditor's inherited hypotheses did not affect the type of 
judgment data attended to in assessing control risk. Table 
4.1 further indicates that the hypothesis direction main 
effect was significant (p = .01). No other effects were 
found to be significant. Table 4.2 presents the cell means 
for the difference scores which will allow a closer 
examination of the ANOVA results. 
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Table 4.2 
Means (Standard Deviations): Difference Scores 
BIAS 
HYP. DIR. 
High Low 
Pos. Neg. Pos. Neg. 
E High -12.00 11.46 -5.46 8.43 
X (14.87) (18.94) (14.63) (13.21) 
P 
E n = 13 n=ll n=13 n=14 
K 
T Low -8.92 8.08 -11.72 4.77 
I (13.19) (15.35) (13.85) (13.99) 
S 9 
E n = 12 n = 13 n=46 n = 13 
All: -3.42 (16.91) N=135 
High Expertise: .61 (15.41) 
Low Expertise: -1.95 (14.10) 
High Bias: -.35 (15.59) 
Low Bias: -1.00 (13.92) 
Positive Hypothesis: -9.53 (14.14) 
Negative Hypothesis: 8.19 (15.37) 
Three out of four comparisons between high expertise 
and low expertise cells are in a direction consistent with 
HI, though they are not significant (11.46 vs. 8.08, -5.46 
vs. -11.72, and 8.43 vs. 4.77). This may be due to the 
high variability in the weighted difference score measure. 
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with respect to the hypothesis direction main effect, 
Table 4.2 shows that subjects receiving positive hypotheses 
had a mean difference score of -9.53 while subjects 
receiving negative hypotheses had a mean difference score 
of 8.19. These means suggest that auditors tended to 
disconfirm positive hypotheses (i.e., weighted confirming 
items were less than weighted disconfirming items) and 
confirm negative hypotheses (i.e., weighted confirming 
items were more than weighted disconfirming items). An 
overall review of the means in positive hypothesis cells as 
compared to negative hypothesis cells supports this 
contention. The positive hypothesis cells have negative 
mean difference scores and the negative hypothesis cells 
have positive mean difference scores. These results 
provide strong evidence in support of conservatism on the 
part of the auditor. When subjects were provided with a 
hypothesis that suggested low control risk, there was a 
tendency to follow a disconfirming strategy. Likewise, 
when subjects were provided with a hypothesis suggesting 
high control risk, there was a tendency to follow a 
confirming strategy. Thus, there was an overall tendency 
for subjects to consider negative information to be more 
relevant than positive information. It is possible, 
therefore, that an expertise effect may have been mitigated 
or entirely eliminated by the overwhelming effects of 
conservatism. 
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Examination of H2 
H2 was investigated by examining the ANOVA results 
presented in Table 4.1. It was expected that a significant 
main effect would be found for the bias factor with low 
bias subjects attending to more confirming information vs. 
disconfirming information than high bias subjects. A 
review of Table 4.1 reveals that no significant main effect 
for bias was found. Thus, the level of bias that the 
source of the hypothesis possessed did not significantly 
affect the nature of data that auditors attended to in 
assessing control risk. 
Examination of the cell means shown in Table 4.2 
indicates that low bias subjects had a mean difference 
score of -1.00 while high bias subjects had a mean 
difference score of -.31. These means are not in a 
direction consistent with H2. An examination of simple 
effects reveals that no comparisons between high bias and 
low bias cells are significant. In summary, the results of 
this analysis do not support H2. However, it may be that 
the effects of bias were mitigated by the tendency to be 
conservative. 
Analysis of the Components of the Difference Score 
Although subjects did not exhibit confirmatory 
hypothesis testing strategies with respect to the analysis 
of difference scores, it is possible that they may exhibit 
a tendency toward such strategies in the number of 
10 
confirming and disconfirming items listed. Therefore, an 
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analysis examining the number of confirming or 
disconfirming items listed by subjects as decision relevant 
11 
was conducted. 
Analysis of Raw Number of Confirming and Disconfirming 
Items 
A three way MANOVA employing the raw number of 
confirming and disconfirming items as dependent variables 
was performed. The independent variables were expertise, 
bias, and hypothesis direction. The MANOVA results are 
presented in Table 4.3. 
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Table 4.3 
MANOVA Results: Raw Number of Confirming 
and Disconfirming Items 
Effect F Sign. 
Expertise (E) 1.10 .34 
Bias (B) .07 .93 
Hypothesis Direction (HD) 16.46 .01 
E X B .67 .51 
E X HD .46 .63 
B X HD 1.01 .37 
E X B X HD .41 .67 
Table 4.3 reveals a significant effect for hypothesis 
direction (p = .01). No other effects were found to be 
significant in the multivariate analysis. To further 
investigate the specific nature of the hypothesis direction 
effect, univariate ANOVA's employing the same independent 
variables were performed. The dependent variable for the 
first ANOVA was the raw number of confirming items while 
the dependent variable for the second ANOVA was the raw 
number of disconfirming items. These analyses provided 
insight into the initial ANOVA results in that they 
indicated whether the direction of the hypothesis affected 
the number of confirming items and/or the number of 
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disconfirming items listed by subjects. The ANOVA results 
for confirming items are shown in Table 4.4. 
Table 4.4 
ANOVA Results: Raw Number of Confirming Items 
Source of Variation MS F P 
Main Effects: 
Expertise (E) 12.86 2.18 .14 
Bias (B) .23 .04 .84 
Hypothesis Direction (HD) 118.57 20.14 .01 
Interactions: 
E X B .01 .01 .98 
E X HD 2.04 .35 .56 
B X HD 10.09 1.71 .19 
E X B X HD 1.30 .22 .64 
An analysis of Table 4.4 indicates that a significant 
hypothesis direction main effect exists (p = .01). In 
addition, the main effect of expertise was also found to be 
significant at the p = .14 level. This result suggests 
that the level of expertise that the source of the 
hypothesis possessed may have affected the number of 
confirming items that were listed as relevant by subjects. 
These effects can be further examined by analyzing the cell 
means for the raw number of confirming items presented in 
Table 4.5. 
88 
Table 4.5 
Means (Standard Deviations): Confirming Items 
BIAS 
HYP . DIR. 
High Low 
Pos. Neg. Pos. Neg. 
E High 1.85 5.00 2.77 4.29 
X (2.51) (2.68) (2.42) (1.86) 
P 
E 
R 
n = 13 n=ll n=13 n = 14 
T Low 1.67 3.85 2.13 3.54 
I (2.15) (2.19) (2.68) (2.11) 
S 
E n = 12 n=13 n=46 n=13 
All: 2.88 (2.60) N=135 
High Expertise: 3.48 (2.37) 
Low Expertise: 2.80 (2.28) 
High Bias: 3.09 (2.38) 
Low Bias: 3.18 (2.27) 
Positive Hypothesis: 2.11 (2.44) 
Negative Hypothesis: 4.17 (2.21) 
Regarding the hypothesis direction main effect. Table 
4.5 shows that subjects listed more confirming items in the 
negative hypothesis condition as compared to the positive 
hypothesis condition (4.17 vs. 2.11). Since negative 
information is represented by disconfirming items in the 
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positive hypothesis condition and confirming items in the 
negative hypothesis condition, it follows that the number 
of confirming items listed by subjects depended upon the 
direction of the hypothesis that they received. This 
result is not surprising in light of the evidence found 
thus far showing overwhelming attendance to negative 
information. 
An examination of simple effects shows that the 
comparisons between positive and negative hypothesis 
conditions for subjects in the high expertise/high bias 
cells (1.85 vs. 5.00) and for subjects in the low 
expertise/high bias cells (1.67 vs. 3.85) were found to be 
significant (p < .05). Further, the comparisons between 
positive and negative hypothesis conditions for subjects in 
the high expertise/low bias cells (2.77 vs. 4.29) and for 
subjects in the low expertise/low bias conditions (2.13 vs. 
3.54) were also found to be significant at the p < .10 
level. All comparisons had a greater number of confirming 
items in the negative hypothesis condition as compared to 
the positive hypothesis condition. 
Examining the expertise main effect. Table 4.5 shows 
that the subjects receiving hypotheses from high expertise 
sources (audit manager or client controller) listed a 
greater number of confirming items than subjects receiving 
hypotheses from low expertise sources (first year auditor 
or A/R clerk), 3.48 vs. 2.80. This evidence is consistent 
with the direction predicted by HI. No individual 
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comparisons between high and low expertise cells were found 
to be significant though all were in the hypothesized 
direction. 
Table 4.6 shows the results of the analysis adddressing 
the raw number of disconfirming items. 
Table 4.6 
ANOVA Results; Raw Number of Disconfirming Items 
Source of Variation MS F P 
Main Effects: 
Expertise (E) .61 .13 .72 
Bias (B) .24 .05 .82 
Hypothesis Direction (HD) 114.98 25.13 .01 
Interactions: 
E X B 5.44 1.19 .27 
E X HD 1.12 .25 .62 
B X HD .01 .01 .96 
E X B X HD 3.65 .80 .37 
This table reveals a significant main effect for 
hypothesis direction (p = .01). There is no significant 
main effect for expertise, indicating that the number of 
disconfirming items listed by subjects is not affected by 
expertise of the hypothesis source. No other effect in 
this analysis is significant. A summary of cell means for 
disconfirming items is presented in Table 4.7. 
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Table 4.7 
Means (Standard Deviations): Disconfirming Items 
BIAS 
HYP . DIR. 
High Low 
Pos. Neg. Pos. Neg. 
E High 4.54 2.36 3.85 2.36 
X (2.36) (2.87) (2.19) (2.65) 
P 
E n=13 n=ll n=13 n = 14 
K 
T Low 4.08 2.23 5.00 2.34 
I (2.02) (2.68) (1.54) (2.22) 
S 
E n=12 n=13 n=46 n = 13 
All: 3.76 (2.39) N=135 
High Expertise: 3.28 (2.52) 
Low Expertise: 3.41 (2.12) 
High Bias: 3.30 (2.48) 
Low Bias: 3.89 (2.15) 
Positive Hypothesis: 4.37 (2.03) 
Negative Hypothesis: 2.32 (2.61) 
A review of this table shows that subjects receiving 
positive hypotheses listed a greater number of 
disconfirming items as compared to subjects receiving 
negative hypotheses (4.37 vs. 2.32) which is consistent 
with the evidence of conservatism found earlier. An 
analysis of simple effects comparing positive hypothesis 
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cells to negative hypothesis cells indicates that three out 
of these four comparisons are significant at the .10 level 
or lower (4.54 vs. 2.36, 4.08 vs. 2.23, and 5.00 vs. 2.34). 
All of the means are in a direction consistent with the 
notion of conservatism (i.e., there was a greater number of 
disconfirming items listed in the positive hypothesis 
condition as compared to the negative hypothesis 
condition). 
Further examination of Tables 4.5 and 4.7 indicates 
that subjects receiving positive hypotheses listed 
significantly more disconfirming items than confirming 
items, 4.37 vs. 2.11 (p < .01), and subjects receiving 
negative hypotheses listed significantly more confirming 
items than disconfirming items, 4.17 vs. 2.32 (p < .01). 
These results are also consistent with earlier findings in 
support of conservatism. 
A further test of the use of confirmatory strategies by 
auditors is to compare the number of positive (negative) 
items listed in the positive hypothesis conditions to the 
number of positive (negative) items listed in the negative 
hypothesis condition. In this study, such a comparison 
would entail a comparison of confirming items in the 
positive hypothesis condition (i.e., positive items) to 
disconfirming items in the negative hypothesis condition 
(i.e. positive items), 2.11 vs. 2.32, and a comparison of 
disconfirming items in the positive hypothesis condition 
(i.e., negative items) to confirming items in the negative 
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hypothesis condition (i.e., negative items), 4.37 vs. 4.17. 
T-tests performed on both comparisons indicate that neither 
is significant. Thus, there was no significant difference 
between the number of positive items listed under each 
hypothesis condition nor was there a significant difference 
between the number of negative items listed under each 
hypothesis condition. These results do not provide support 
for the use of confirmatory strategies by auditors. In 
Kida's (1984) investigation of the presence of confirmatory 
strategies among auditors, a similar analysis was 
performed. Kida found that there was a significant 
difference between the number of positive items listed 
under each of two hypothesis conditions (p < .01) with 
subjects in the positive hypothesis condition listing a 
greater number of positive items as compared to subjects in 
the negative hypothesis condition. However, no significant 
difference was noted in the number of negative items listed 
under each of the hypothesis conditions. The latter result 
is consistent with the results found in the present study. 
However, in both cases negative information outweighed 
positive information suggesting conservatism. The results 
presented here strongly support this conservatism 
heuristic. 
Analysis of Control Risk Assessments 
H3 and H4, which address the role of expertise and bias 
in auditors' assessments of control risk, are stated as 
follows: 
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H3: Positive (Negative) hypotheses provided by high 
expertise sources will result in more positive 
(negative) control risk assessments as compared to 
control risk assessments made by auditors receiving 
hypotheses from low expertise sources. 
H4: Positive (Negative) hypotheses provided by low 
bias sources will result in more positive 
(negative) control risk assessments as compared to 
control risk assessments made by auditors receiving 
hypotheses from high bias sources. 
3 
These hypotheses were investigated by performing a 2 
factorial ANOVA. The dependent variable was the actual 
control risk assessment that subjects made on a scale of 1 
to 9, with "1" representing low control risk and "9" 
representing high control risk. The independent variables 
were expertise, bias, and hypothesis direction. Support 
for H3 will be exhibited by a significant interaction 
between expertise and hypothesis direction with subjects in 
the high expertise/positive (high expertise/negative) 
hypothesis conditions making lower (higher) control risk 
assessments than subjects in the low expertise/positive 
(low expertise/negative) hypothesis conditions. Likewise, 
support for H4 will be exhibited by a significant 
interaction between bias and hypothesis direction with 
subjects in the low bias/positive (low bias/negative) 
hypothesis conditions making lower (higher) control risk 
assessments than subjects in the high bias/positive (high 
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bias/negative) hypothesis conditions. The results of the 
ANOVA investigating H3 and H4 are presented in Table 4.8. 
Table 4.8 
ANOVA Results: Control Risk Assessments 
Source of Variation MS F P 
Main Effects: 
Expertise (E) 1.88 1.08 .30 
Bias (B) 8.82 5.05 .03 
Hypothesis Direction (HD) 1.41 .81 .37 
Interactions: 
E X B 4.68 2.68 .10 
E X HD 5.27 3.01 .08 
B X HD .01 .00 .96 
E X B X HD .01 .01 .93 
The ANOVA results show that a significant main effect 
exists for the bias factor (p = .03). In addition, the 
interaction between expertise and bias is significant at 
the p = .10 level and the interaction between expertise and 
hypothesis direction is significant at the p = .08 level. 
No other effects in this analysis approach significance. 
The presence of the interaction between expertise and 
bias precludes a discussion of how expertise and bias, 
individually, affect control risk assessments. Similarly, 
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the interaction between expertise and hypothesis direction 
precludes a discussion of how each of these factors 
individually affects the control risk assessments made by 
subjects. This being the case, tests of simple effects 
with respect to expertise, bias, and hypothesis direction 
will be performed and a discussion of how the results of 
these tests relate to H3 and H4 will be presented. 
Analysis of ^ 
An interaction between expertise and hypothesis 
direction was found to be significant at the p = .08 level, 
however, an analysis of cell means must be performed to 
determine whether or not H3 is supported. This analysis 
will be conducted by reviewing the cell means for control 
risk assessments presented in Table 4.9 and by examining 
the graph of the interaction shown in Figure 4.1. 
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Table 4.9 
Means (Standard Deviations): Control Risk Assessments 
BIAS 
HYP . DIR. 
High Low 
Pos. Neg. Pos. Neg. 
E High 6.77 7.46 5.85 6.46 
X ( .83) (1.37) (1.57) (2.15) 
P 
E n=13 n=ll n=13 n=13 
K 
T Low 7.07 6.86 6.91 6.71 
I (1.00) (1.29) (1.11) (1.38) 
S 
E n=14 n=14 n=46 n=14 
All: 6.79 (1.34) N=138 
High Expertise: 6.64 (1.48) 
Low Expertise: 6.89 ( .21) 
High Bias: 7.04 (1.12) 
Low Bias: 6.48 (1.55) 
Positive Hypothesis: 6.65 (1.13) 
Negative Hypothesis: 6.87 (1.55) 
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Control 
Risk 
Assessment 
Positive Negative 
Hypothesis Hypothesis 
Hypothesis Direction 
High Expertise: 
Low Expertise: 
Figure 4.1 
Expertise X Hypothesis Direction Interaction 
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The interaction between expertise and hypothesis 
direction shown in Figure 4.1 is disordinal in that the 
rank order of means for hypothesis direction reverses under 
the two levels of expertise. A comparison indicates that 
control risk assessments made by subjects in the high 
expertise/positive hypothesis conditions are significantly 
lower than control risk assessments made by subjects in the 
low expertise/positive hypothesis conditions, 6.31 vs. 6.99 
(p = .02). This evidence indicates that control risk 
assessments are more positive when auditors receive a 
positive hypothesis from a high expertise source than when 
they receive a positive hypothesis from a low expertise 
source. Thus, these results provide support for H3. 
Figure 4.1 also indicates that the mean control risk 
assessment made by subjects in the low expertise/negative 
hypothesis conditions was 6.79 while the mean control risk 
assessment made by subjects in the low expertise/positive 
hypothesis conditions was 6.99. These means are in the 
direction predicted by H3, however this difference is not 
statistically significant. In summary, H3 is supported in 
the positive hypothesis conditions but is not supported in 
the negative hypothesis conditions. 
Analysis of 
Table 4.8 indicates that no significant interaction 
exists between bias and hypothesis direction as predicted 
by H4, however support for this hypothesis may be further 
investigated by examining cell means. A t-test comparing 
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the control risk assessments of subjects in the high 
bias/positive hypothesis conditions to the assessments of 
subjects in the low bias/positive hypothesis conditions 
shows that control risk assessments in the former 
conditions were significantly higher than the assessments 
in the latter conditions, 6.92 vs. 6.38 (p < .10). This 
evidence provides some support for H4. Control risk 
assessments of subjects in the high bias/negative 
hypothesis conditions were also compared to the assessments 
of subjects in the low bias/negative hypothesis conditions, 
7.16 vs. 6.59. The direction of these means was not in the 
direction predicted by H4 and the difference was not 
significant. Therefore, there is limited support for H4 in 
the case of positive hypotheses but no support is found in 
the case of negative hypotheses. 
Analysis of the Expertise X Bias Interaction 
The ordinal interaction between expertise and bias is 
shown in Figure 4.2. 
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Control 
Risk 
Assessment 
Expertise 
High Bias: 
Low Bias: 
Figure 4.2 
Expertise X Bias Interaction 
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The graph of the interaction between expertise and bias 
suggests that the control risk assessments made by subjects 
receiving hypotheses from a high expertise/high bias source 
(client controller) are significantly greater than the 
assessments made by subjects receiving hypotheses from a 
high expertise/low bias source (audit manager), 7.12 vs. 
6.16 (p < .05). On the other hand, the control risk 
assessments made by subjects receiving hypotheses from a 
low expertise/high bias source (A/R clerk) are not 
significantly different from control risk assessments made 
by subjects receiving hytheses from a low expertise/low 
bias source (first year auditor), 6.97 vs. 6.81. These 
results indicate that when a high expertise source provides 
a hypothesis, the level of bias that individual possesses 
significantly influences the control risk assessment, 
however when a low expertise source provides a hypothesis, 
the level of bias does not significantly affect the control 
risk assessment. 
Summary - Experiment 1 
The primary finding in Experiment 1 is that auditors 
exhibit an overwhelming tendency to focus on negative 
information as opposed to positive information when 
assessing control risk. This tendency persisted regardless 
of hypothesis direction and source of the inherited 
hypotheses. Such evidence provides strong support for 
conservatism among auditors. 
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The results of the analyses addressing the hypotheses 
in Experiment 1 indicate that expertise and bias do not 
play a significant role in causing auditors to become 
confirmatory in their hypothesis testing activities. Thus, 
the credibility of inherited hypotheses does not appear to 
affect the hypothesis testing strategies of auditors as the 
psychological literature might suggest. 
With respect to the effect of expertise and bias of the 
hypothesis source on the control risk assessments made by 
auditors, some interesting results were found. When a 
source high in expertise provided a positive hypothesis to 
auditors, lower assessments of control risk were made as 
compared to assessments made when a source low in expertise 
provided the identical hypothesis. In addition, the level 
of bias that a hypothesis source possessed was also found 
to affect auditors' control risk assessments in that lower 
assessments were made when a low bias source provided a 
positive hypothesis as compared to those control risk 
assessments made when a high bias source provided a 
positive hypothesis. Expertise and bias did not have an 
effect on audit judgment when auditors inherited negative 
hypotheses. Thus, partial support for H3 and H4 was found. 
Finally, a significant interaction between bias and 
expertise indicated that when a high expertise source 
provided a hypothesis, the level of bias that the 
individual possessed influenced the control risk assessment 
made. However, when a low expertise source provided a 
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hypothesis, the level of bias did not play a role in 
affecting the control risk assessment. 
Experiment 2_ 
The first hypothesis addressed in Experiment 2 proposes 
that auditors, in an internal search setting, will attend 
to more confirming information than disconfirming 
information. H5 is stated as follows: 
H5: Auditors will attend to more confirming information 
than disconfirming when the information used to 
test the hypothesis is recalled from memory. 
This hypothesis was first examined by comparing the 
overall mean number of confirming items listed by subjects, 
2.64 (SD=1.82, n=59), to the mean number of disconfirming 
items listed by subjects, 2.27 (SD=1.95, n=59). Although 
auditors appeared to attend to more confirming items than 
disconfirming, the results of the t-test indicated that 
this difference was not statistically significant. 
A second test was performed to determine whether or not 
subjects rated confirming items as more relevant than 
disconfirming items. To examine this guestion, mean 
relevancy ratings assigned to confirming items and mean 
relevancy ratings assigned to disconfirming items were 
calculated for each subject. A t-test comparing the 
overall mean of the mean ratings assigned to the confirming 
items (2.86, SD=1.72) to the overall mean of the mean 
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ratings assigned to the disconfirming items (2.49, SD=1.75) 
was performed. Although these means are in a direction 
that is consistent with H5, the t-test indicated that the 
comparison was insignificant. In summary, the results of 
these tests do not provide support for H5 as auditors did 
not list significantly more confirming items as opposed to 
disconfirming items and they did not consider confirming 
information to be more relevant than disconfirming when 
testing hypotheses from information stored in memory. 
Analysis of H6 
2 
A 2 factorial ANOVA was employed to test H6 which is 
stated as follows: 
H6: When a hypothesis is introduced prior to the 
encoding of information into memory, auditors 
will attend to more confirming items vs. 
disconfirming items than when the hypothesis 
is introduced after the encoding has taken 
place. 
The dependent variable employed in this analysis was a 
weighted difference score between confirming and 
disconfirming items. It was calculated in a manner 
identical to that discussed in the initial investigation of 
HI and H2 in Experiment 1. The relevancy ratings assigned 
to the disconfirming items that each subject listed as 
relevant to the control risk assessment were summed and 
subtracted from the sum of the relevancy ratings that were 
assigned to the confirming items listed. The between group 
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independent variables manipulated in this analysis were 
time of hypothesis introduction (hypothesis 
prior/hypothesis after) and hypothesis direction 
(positive/negative). 
Analysis of Difference Scores 
In the examination of H6, it was expected that a 
significant main effect woul be found for time of 
hypothesis introduction and that the cell mean for the 
hypothesis prior condition would be positive and greater 
than the cell mean for the hypothesis after condition. The 
ANOVA table for this analysis is shown in Table 4.10. 
Table 4.10 
ANOVA Results; Difference Scores 
Source of Variation MS F P 
Main Effects: 
Hypothesis Introduction (HI) 30.47 .28 .60 
Hypothesis Direction (HD) 2892.86 26.22 .01 
Interaction: 
HI X HD 103.36 .94 .34 
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Table 4.10 reveals that the main effect of hypothesis 
introduction is not significant. Thus, the time at which 
the hypothesis was introduced to subjects did not influence 
the nature of the judgment data attended to in assessing 
control risk. Table 4.10 also shows that the interaction 
between hypothesis introduction and hypothesis direction is 
not significant. However, the ANOVA results do indicate 
that a significant main effect for hypothesis direction is 
present (p = .01). The nature of this effect can be 
investigated by examining the cell means for the difference 
scores which are presented in Table 4.11. 
Table 4.11 
Means (Standard Deviations): Difference Scores 
TIME OF HYP. INTRODUCTION 
Prior After 
Pos. -3.80 (9.69) 
n = 15 
-8.17 (13.05) 
n = 12 
Neg. 7.65 (8.22) 
n = 17 
8.87 (11.31) 
n=15 
1.93 (8.96) .35 (12.18) 
H 
Y 
P. 
D 
I 
R 
E 
C 
T 
I 
O 
N 
-5.99 (11.37) 
8.26 ( 9.77) 
All Subjects: 1.83 (12.49) N=59 
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Analysis of cell means shown in Table 4.11 indicate 
that subjects attended to more disconfirming items of audit 
evidence when their hypotheses were positive and to more 
confirming items when their hypotheses were negative (-5.99 
vs. 8.26). In other words, when subjects were provided 
with a hypothesis that suggested low control risk, there 
was a tendency to follow a disconfirming strategy. 
Likewise, when subjects were provided with a hypothesis 
suggesting high control risk, there was a tendency to 
follow a confirming strategy. Thus, there was an overall 
tendency for subjects to consider negative information to 
be more relevant than positive information. These results 
provide strong support for evidence of conservatism. 
Further Examination of 
Support for H6 can be further explored by examining the 
cell means presented in Table 4.11. A review of this table 
indicates that the comparison between mean difference 
scores in the hypothesis prior cells and the hypothesis 
after cells (1.93 vs. .35) is in a direction consistent 
with H6, but it is not significant. To further investigate 
whether the time of hypothesis introduction affected the 
nature of data attended to in accordance with H6, an 
analysis of simple effects was performed. A t-test 
comparing the hypothesis prior/positive mean, -3.80, to the 
hypothesis after/positive mean, -8.17, indicates that a 
significant difference exists at the p < .10 level. These 
means are also in a direction consistent with H6. A 
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similar t-test performed on the means in the negative 
hypothesis condition (7.65 vs. 8.87) indicates that no 
significant difference exists. In summary, examination of 
simple effects provides limited support for H6 in the 
positive hypothesis condition, but these findings 
cannot be extended to the negative hypothesis condition. 
Once again, evidence of a conservatism effect among 
auditors is exhibited. It is possible that the time of 
hypothesis introduction effect may have been mitigated or 
entirely eliminated by the overwhelming effects of 
conservatism. 
Analysis of the Components of the Difference Score 
Although subjects did not exhibit confirmatory 
hypothesis testing strategies with respect to the analysis 
of difference scores, it is possible that they may exhibit 
a tendency toward such strategies in the number of 
13 
confirming and disconfirming items listed. Therefore, 
an analysis examining the number of confirming or 
disconfirming items listed by subjects as decision relevant 
was performed. 
Analysis of Raw Number of Confirming and Disconfirming 
Items 
A two way MANOVA employing the raw number of confirming 
and disconfirming items as dependent variables was 
performed. The independent variables were time of 
hypothesis introduction and hypothesis direction. Table 
4.12 shows the results of this analysis. 
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Table 4.12 
MANOVA Results: Raw Number of Confirming 
and Disconfirming Items 
Effect F Sign, of F 
Hypothesis Introduction (HI) .47 .63 
Hypothesis Direction (HD) 13.29 .01 
HI X HD .20 .82 
The MANOVA results indicate that the only significant 
effect in this analysis is the direction of the hypothesis 
(p = .01). To further investigate this effect, univariate 
ANOVA's were performed. The dependent variable for the 
first ANOVA was the raw number of confirming items while 
the dependent variable for the second ANOVA was the raw 
number of disconfirming items. The results for the 
analysis examining the raw number of confirming items are 
shown in Table 4.13. 
Ill 
Table 4.13 
ANOVA Results: Confirming Items 
Source of Variation MS F P 
Main Effects: 
Hypothesis Introduction (HI) 2.35 .85 .36 
Hypothesis Direction (HD) 37.28 13.52 .01 
Interaction: 
HI X HD .04 .01 .91 
Examination of Table 4.13 indicates that the hypothesis 
direction main effect is significant (p = .01). No other 
effects in this analysis are significant. The cell means 
for this analysis are presented in Table 4.14. 
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Table 4.14 
Means (Standard Deviations): Confirming Items 
TIME OF HYP. INTRODUCTION 
1.76 (1.72) 
3.37 (1.62) 
All Subjects: 2.64 (1.82) N=59 
Table 4.14 suggests that subjects receiving a negative 
hypothesis listed a significantly greater number of 
confirming (negative) items than the number of confirming 
(positive) items listed by subjects receiving a positive 
hypothesis (3.37 vs. 1.76). This evidence is consistent 
with an overall tendency toward negative information found 
in Experiment 1. In addition, t-tests performed on the 
comparisons between positive and negative hypothesis 
conditions within the hypothesis prior condition (3.59 vs. 
1.93) and within the hypothesis after condition (3.13 vs. 
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1.58) yield significant differences at the p < .05 level or 
lower. The directions of the means within these 
comparisons are consistent with earlier findings (i.e., 
more confirming items were listed in the negative 
hypothesis condition as compared to the positive hypothesis 
condition). 
Table 4.15 presents the ANOVA results for the analysis 
of the raw number of disconfirming items. 
Table 4.15 
ANOVA Results: Disconfirming Items 
Source of Variation MS 
Main Effects: 
Hypothesis Introduction (HI) 
Hypothesis Direction (HD) 
.01 .01 .97 
60.90 21.12 .01 
Interaction: 
HI X HD .92 .32 .57 
Similar to the findings of the ANOVA examining 
confirming items, these results show a significant main 
effect for hypothesis direction (p = .01). No other 
effects are significant. Table 4.16, which presents the 
cell means for the disconfirming items, provides more 
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insight as to the nature of the hypothesis direction main 
effect found in this analysis. 
Table 4.16 
Means (Standard Deviations); Disconfirming Items 
TIME OF HYP. INTRODUCTION 
3.39 (1.79) 
1.34 (1.62) 
All Subjects: 2.27 (1.95) N=59 
An examination of the means shown in Table 4.16 
indicates that subjects receiving a positive hypothesis 
listed a significantly greater number of disconfirming 
(negative) items than the number of disconfirming 
(positive) items listed by subjects receiving a negative 
hypothesis (3.39 vs. 1.34). Again, comparisons 
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representing simple effects with respect to the hypothesis 
direction main effect (3.27 vs. 1.47 and 3.50 vs. 1.20) are 
significant (p < .01) and are in a direction consistent 
with the findings in support of conservatism (i.e., 
subjects listed more disconfirming items in the positive 
hypothesis condition as compared to the negative hypothesis 
condition). 
Further examination of Tables 4.14 and 4.16 indicates 
that subjects receiving a positive hypothesis listed more 
disconfirming items than confirming items (3.39 vs. 1.76) 
and subjects receiving a negative hypothesis listed more 
confirming items than disconfirming items (3.37 vs. 1.34). 
T“tests examining the differences between these two pair of 
means indicate that each comparison is significant at the 
p <.01 level. In summary, these analyses support the 
earlier findings of a tendency toward negative information 
in that the subjects listed a greater number of negative 
items than positive items across hypothesis conditions. 
In an effort to relate these findings to the Kida 
(1984) study mentioned in Experiment 1, Tables 4.14 and 
4.16 must be re-examined. Recall that Kida found a 
significant difference between the number of positive items 
listed under each of two hypothesis conditions (p < .01) 
with subjects in the positive hypothesis condition listing 
a greater number of positive items as compared to subjects 
in the negative hypothesis condition. However, no 
significant difference was noted in the number of negative 
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items listed under each of the hypothesis conditions. 
Tables 4.14 and 4.16 show that the mean number of 
confirming items listed by subjects in the positive 
hypothesis condition (i.e., positive items) is 1.76 while 
the mean number of disconfirming items listed by subjects 
in the negative hypothesis condition (i.e., positive items) 
is 1.34. A t-test comparing these two means indicates that 
the difference is not significant. In addition, there was 
no significant difference in the number of disconfirming 
items (negative items) listed by subjects in the positive 
hypothesis condition and the number of confirming items 
(negative items) listed by subjects in the negative 
hypothesis condition (3.39 vs. 3.37). The latter results 
are consistent with those found in Kida'a study. In 
addition, these results are consistent with those results 
addressing the Kida study found in Experiment 1. 
In summary, the analyses that addressed the number of 
confirming and disconfirming items listed by subjects 
indicate there was an overall attendance to negative 
information irrespective of hypothesis direction and time 
of hypothesis introduction. The results of the analyses 
that addressed the mean relevancy ratings assigned to 
confirming and disconfirming items indicate that subjects 
assigned positive and negative information equal relevancy 
in the hypothesis prior condition. However, in the 
hypothesis after condition, evidence supporting the 
tendency toward negative information regardless of the 
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hypothesis was found. Overall, the results show a tendency 
toward considering negative information to be more relevant 
than positive information. Thus, these analyses provide 
further support for the initial results suggesting that 
auditors exhibit a conservatism bias in making control risk 
assessments. 
Analysis of Control Risk Assessments 
2 
H7 was examined by performing an additional 2 ANOVA 
that employed time of hypothesis introduction and 
hypothesis direction as independent variables. The 
dependent variable was the actual control risk assessment 
that subjects made after reviewing the controls in the 
sales accounting system. Recall that these judgments were 
made on a nine point scale with "1" representing low 
control risk and "9" representing high control risk. H7 is 
stated as follows: 
H7: Positive (Negative) hypotheses introduced 
prior to the encoding of information will 
result in more positive (negative) control 
risk assessments as compared to assessments 
made by auditors receiving hypotheses after 
the encoding has taken place. 
The results will support H7 if a significant 
interaction is found to exist between time of hypothesis 
introduction and hypothesis direction with the appropriate 
cell means in the hypothesized direction (i.e., subjects in 
the positive/prior condition having lower control risk 
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assessments than subjects in the positive/after condition 
and subjects in the negative/prior condition having higher 
control risk assessments than subjects in the 
negative/after condition). The results of the ANOVA for 
the control risk assessments are shown in Table 4.17. 
Table 4.17 
Analysis of Variance: Control Risk Assessments 
Source of Variation MS F P 
Main Effects: 
Hypothesis Introduction (HI) 7.03 4.33 .04 
Hypothesis Direction (HD) 2.73 1.69 .20 
Interaction: 
HI X HD 1.57 .97 .33 
The ANOVA results indicate that the interaction between 
time of hypothesis introduction and hypothesis direction is 
not significant. In addition, the main effect of 
hypothesis direction is not significant. Thus, the control 
risk assessments that subjects made in the sales accounting 
area were not dependent upon whether the hypothesis they 
received was positive or negative. Further examination of 
the ANOVA results shows a significant main effect for time 
of hypothesis introduction (p = .04) . It appears that the 
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control risk assessments were dependent upon whether the 
hypothesis was presented prior to the information set or 
after the information set. This finding can be examined 
more closely by reviewing the cell means for the control 
risk assessments which are shown in Table 4.18. 
Table 4.18 
Means (Standard Deviations): Control Risk Assessments 
H 
Y 
P. 
D 
I 
R 
E 
C 
T 
I 
0 
N 
TIME OF HYP. INTRODUCTION 
Prior After 
Pos. 6.07 (1.50) 
n = 15 
7.08 (1.38) 
n=12 
Neg. 6.82 ( .95) 
n=17 
7.19 (1.28) 
n=16 
6.45 (1.23) 7.14 (1.33) 
Subjects : 6.78 (1.32) N=60 
6.58 (1.44) 
7.01 (1.12) 
Table 4.18 shows that subjects receiving the hypotheses 
prior to the information set made control risk assessments 
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that were significantly lower than those subjects receiving 
hypotheses after the information set (6.45 vs. 7.14). 
Further examination of the simple effects with respect to 
the hypothesis introduction main effect reveals that 
subjects receiving positive hypotheses prior to encoding 
information made control risk assessments that were lower 
than subjects receiving positive hypotheses after the 
information set (6.07 vs. 7.08). A t-test comparing these 
two means indicates that they are significantly different 
at the p < .10 level. This evidence supports H7 which was 
based on the contention that hypotheses presented prior to 
the information set would affect the manner in which the 
information was encoded and ultimately affect the control 
risk assessment in accordance with the direction of the 
hypothesis. The mean control risk assessment of subjects 
in the hypothesis prior/negative condition was not found to 
be significantly higher than the mean control risk 
assessment of the subjects in the hypothesis after/negative 
condition (6.82 vs. 7.19) as predicted by H7. Thus, in 
terms of simple effects, there seems to be partial support 
for H7. 
Summary - Experiment 2 
The results for Experiment 2 indicate that auditors 
consider negative information to be more relevant to the 
assessment of control risk than positive information. 
Thus, the results did not provide evidence indicating that 
auditors employ confirmatory strategies when testing 
hypotheses from memory. 
Limited support was found for H6 in examining the 
difference scores in that subjects in the positive 
hypothesis condition attended to significantly less 
disconfirming information in the hypothesis prior condition 
as compared to the hypothesis after condition. 
The results also indicate that control risk assessments 
were affected by the time of hypothesis introduction in the 
positive hypothesis condition. Subjects receiving positive 
hypotheses prior to encoding made control risk assessments 
that were significantly lower than subjects receiving 
positive hypotheses after the encoding had taken place. 
This evidence provided partial support for H7. 
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CHAPTER V 
CONCLUSIONS 
This chapter presents an overview of the study and a 
summary of the research findings. In addition, conclusions 
of the study and their relationship to other research are 
discussed. This is followed by a section which encompasses 
limitations of the study, implications of the research 
findings, and directions for future research. 
Overview 
The objective of this study was to examine the 
prevalence of confirmatory hypothesis testing strategies 
among auditors and to investigate factors that may affect 
auditors' use of such strategies. These issues were 
addressed in two experiments. Experiment 1 examined the 
impact of the source credibility of inherited hypotheses on 
auditors' hypothesis testing strategies and judgments. 
Auditors were asked to assess control risk in the sales 
accounting system in a between subjects experiment that 
manipulated expertise and bias of the hypothesis source as 
well as the direction of the hypothesis. ANOVA and MANOVA 
were employed in analyzing the results. One hundred thirty 
nine audit seniors from the firm of Ernst & Whinney 
participated in the experiment. 
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Experiment 2 examined auditors' hypothesis testing 
strategies in a setting where auditors tested a hypothesis 
from information stored in memory. Auditors were again 
asked to assess control risk in the sales accounting system 
in a between subjects experiment that manipulated the time 
at which the hypothesis was presented to the auditors and 
the direction of the hypothesis. The results were analyzed 
by using ANOVA and MANOVA procedures. Sixty audit seniors 
from the firm of Ernst & Whinney participated in the 
experiment. 
Discussion of Results 
Auditor Use of Confirmatory Strategies 
The study hypothesized that (1) the source credibility 
of an inherited hypothesis and (2) the time of hypothesis 
introduction (when hypotheses were tested from information 
stored in memory) would affect the extent to which auditors 
employed confirmatory hypothesis testing strategies. In 
summary, the analyses addressing the prevalence of 
confirmatory strategies among auditors indicate that the 
auditors examined did not employ such strategies in 
evaluations of control risk. These results are in conflict 
with the findings of psychological studies in this area 
(Wason, 1968; Snyder and Swann, 1978; Snyder and White, 
1978; Snyder and Cantor, 1979; Snyder and Gangestad, 1980; 
Snyder and Campbell, 1980; Snyder and White, 1981; Snyder, 
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1981; and Skov and Sherman, 1986). Alternatively, auditors 
were found to exhibit a pervasive tendency to focus on 
negative information as opposed to positive information 
when assessing control risk. This tendency was 
demonstrated by the fact that auditors predominately 
confirmed negative hypotheses and disconfirmed positive 
hypotheses. More specifically, auditors were found to list 
more negative items than positive items as relevant to 
their control risk assessments across hypothesis 
conditions. Similarly, auditors also rated negative items 
as more relevant than positive items across hypothesis 
conditions. Such a strong predisposition to attend to 
negative information may have mitigated any effect that the 
hypothesized factors (expertise, bias, and time of 
hypothesis introduction) may have had on the extent to 
which auditors were confirmatory in their hypothesis 
testing activities. 
Recall that Kida (1984) examined auditors' hypothesis 
testing strategies by employing a hypothesis manipulation 
that was not as strong as that employed in this study. He 
framed or suggested hypotheses regarding the continued 
existence of a firm and found evidence of conservatism that 
appeared to overshadow any confirmatory tendencies. The 
results of this study support the conservatism effect found 
by Kida even in the case where subjects inherited a 
hypothesis from a high credibility source (i.e., high 
expertise/low bias). The psychological literature 
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addressing the source credibility of information and its 
impact on human judgment would lead one to expect a 
stronger confirmatory effect under such conditions. 
However, even in this high credibility case, the effects of 
conservatism were persistent in overshadowing any evidence 
of confirmatory strategies. 
The Effect of Expertise and Bias 
The study hypothesized that expertise and bias of the 
source of the hypothesis would play moderating roles in the 
extent to which auditors employed confirmatory strategies. 
The results indicate that expertise did not play a role in 
the number of confirming or disconfirming items considered 
relevant to the control risk assessment nor did it affect 
the actual relevancy ratings assigned to confirming or 
disconfirming items. In addition, similar results were 
found with respect to the effect of bias on auditors' 
hypothesis testing strategies. These findings suggest that 
the credibility of hypotheses inherited by auditors do not 
affect their tendencies to employ confirmatory strategies. 
The results indicated strong conservatism effects which 
overshadowed any influence that expertise and bias may have 
had on hypothesis testing strategies. These findings may 
be interpreted in several ways. One interpetation is that 
auditors may evaluate information and make judgments based 
solely on work performed without regard to the opinions of 
others. Such a situation may be positive in that the 
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evaluation of audit evidence would not be influenced by 
information provided by any outside (potentially 
unreliable) sources. An alternative interpretation of the 
results may be that the auditors ignored the hypothesis 
manipulation altogether, thus paying no attention to the 
reliability of the data as was evidenced in the between 
subject experiment performed by Joyce and Biddle (1981b). 
This explanation is mitigated by the fact that the 
hypothesis manipulation was extensively pre-tested and 
presented in a separate paragraph where critical parts were 
under 1ined. 
Time of Hypothesis Introduction 
The study also hypothesized that when auditors test 
hypotheses from information stored in memory, the time at 
which the hypothesis was presented would play a moderating 
role in the use of confirmatory strategies. This 
hypothesis was formulated based upon previous psychological 
research suggesting that hypotheses presented prior to 
information processing may bias the manner in which the 
information was encoded into memory. The results of these 
studies indicate that individuals receiving hypotheses or 
expectations prior to processing information recall 
information consistent with the hypotheses better than 
subjects receiving the hypothesis after information 
processing has taken place (Zadney and Gerard, 1974 and 
Rothbart, Evans, and Fulero, 1979). Thus, subjects 
receiving hypotheses prior to the presentation of the 
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information set were expected to be more confirmatory than 
subjects receiving hypotheses after the information set was 
presented. In general, this hypothesis was not supported. 
Instead, auditors were again found to exhibit strong 
conservatism tendencies across hypothesis introduction 
conditions. However, in the analysis examining mean 
relevancy ratings assigned to confirming items, auditors 
receiving hypotheses prior to processing information 
assigned the same relevancy to confirming items regardless 
of the direction of the hypotheses. Thus, in this specific 
situation, positive information and negative information 
were considered egually relevant to the control risk 
assessment. These findings, however, did not extend to the 
hypothesis after condition where strong tendencies toward 
conservatism were again exhibited. The results found in 
this analysis were consistent with those found in the 
analysis examining the mean relevancy ratings assigned to 
disconfirming items. 
Summary - Auditors' Hypothesis Testing Strategies 
In summary, the findings suggest that auditors exhibit 
tendencies toward confirmatory strategies only when they 
receive negative hypotheses, while they disconfirm positive 
hypotheses. In effect, this servative tendency to 
consider negative information to be more relevant than 
positive information seems to describe auditors' hypothesis 
testing strategies better than the confirmatory approach 
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suggested in the psychological literature. This 
examination of auditors' hypothesis testing activities 
suggests that the audit setting is quite different than the 
typical psychological setting in that the pervasive results 
found in psychological studies do not extend to audit 
settings. Instead, auditors seem to employ a conservatism 
heuristic when testing hypotheses. 
Evidence of a conservatism heuristic has been found in 
previous studies examining the decision processes of 
auditors. Joyce and Biddle (1981a) found that auditors 
appeared to overreact to negative information when it 
followed positive information. Kida (1984) found that 
auditors attended to the same amount of negative 
information regardless of the direction of the hypothesis 
that was framed for them. A recent study performed by 
Cohen and Kida (1987) required auditors to modify an 
initial audit budget based on results of analytical review 
procedures. Their findings indicate that auditors were 
only willing to modify the audit plan by increasing the 
number of hours from the initial budget as opposed to 
decreasing the number of hours. The present study provides 
support for the previous evidence of conservatism found in 
accounting studies. The results are more pervasive than 
those of the previous research in that the findings of 
conservatism extend across two separate experiments and 
show that auditors exhibit conservatism tendencies in both 
the number of items considered relevant to an audit 
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judgment and in the relevancy ratings assigned to those 
items. 
The results of studies showing conservatism effects 
could be attributable to the fact that auditors have a 
large loss function in making audit judgments while the 
loss function involved in decisions employed in the 
psychological research may be quite limited. For example, 
if an auditor were to make an incorrect judgment that 
significantly affected the financial statements, the audit 
firm may be held liable for losses incurred by parties 
relying on such statements. This situation becomes one of 
greater concern given the recent issuance of SAS No. 53, 
"The Auditor's Responsibility to Detect and Report Errors 
and Irregularities," which expands auditor responsibility 
in detecting and reporting errors and fraud. The 
psychological studies, on the other hand, frequently employ 
students as subjects and require them to perform tasks that 
have no immediate or long-run implications. As a result, 
these subjects may have smaller loss functions than those 
of auditors and, therefore, may be more inclined to employ 
confirmatory hypothesis testing strategies. This scenario 
well exemplifies why heuristics that are often found in 
psychological research are not directly applicable to other 
specific contexts. 
Given the large loss function involved in auditor 
judgment, it is possible that auditor training seminars are 
designed in a manner that emphasizes negative information. 
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Thus, auditor training may be the root of the conservative 
tendencies shown throughout this study. Further research 
is necessary to investigate the plausibility of this 
explanation. 
Control Risk Assessments 
The study examined how inherited hypotheses affect 
audit judgments regarding control risk. The findings with 
respect to this issue are mixed. In the positive 
hypothesis conditions, lower control risk assessments were 
made when a high expertise source provided the hypothesis 
than when a low expertise source provided the hypothesis. 
Also, when a low bias source provided a positive 
hypothesis, lower control risk assessments were made as 
compared to those assessments made when a high bias source 
provided a positive hypothesis. These results, however, 
did not hold true when auditors inherited negative 
hypotheses. In this case, expertise and bias did not 
affect audit judgments regarding control risk. 
The results for the positive hypothesis conditions are 
consistent with the source credibility literature in 
psychology and accounting. The research in these areas 
indicates that information coming from sources high in 
credibility is more reliable and, consequently, is weighted 
more heavily in human judgment than information from low 
credibility sources (Rosenbaum and Levin, 1968, 1969; 
Birnbaum, Wong, and Wong, 1976; McGinnies and Ward, 1980, 
Joyce and Biddle, 1981; and Bamber, 1983). 
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The conservative nature of auditors may explain the 
results of the analysis examining the control risk 
assessments. In this analysis, the auditors discounted 
positive information presented by low credibility sources 
and assessed control risk at a high level relative to the 
assessment made when the same information was received from 
high credibility sources. Further, the auditors treated 
negative information received from any source similarly in 
that the control risk assessments in these cases were 
statistically equivalent to the assessments made when 
positive information was received from low credibility 
sources. Thus, it seems that negative information has a 
negative impact on judgment, regardless of source 
credibility, and positive information is evaluated as 
negative information when it is received from low 
credibility sources. This suggests that auditors have a 
conservative "base-line” assessment of control risk which 
is adjusted only when positive information is received from 
a highly reliable source. 
Further results showed a significant interaction 
between bias and expertise which indicated that when a high 
expertise source provided a hypothesis, the level of bias 
that the individual possessed influenced the control risk 
assessment made. However, when a low expertise source 
provided a hypothesis, the level of bias did not play a 
role in affecting the control risk assessment. 
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The study also hypothesized that the time at which a 
hypothesis was introduced would affect the assessment of 
control risk when auditors were testing hypotheses from 
information stored in memory. This hypothesis was based on 
the contention that hypotheses presented prior to the 
processing of information would affect the manner in which 
the information was encoded and ultimately affect the 
control risk assessment. Whereas when hypotheses are 
presented after processing has taken place, they are not 
available to influence the encoding of information into 
memory, and therefore, would have less of an effect on 
audit judgment. Partial support for this hypothesis was 
found in the positive hypothesis condition. Auditors 
receiving positive hypotheses prior to encoding made 
control risk assessments that were significantly lower than 
auditors receiving positive hypotheses after encoding had 
taken place. The evidence is consistent with the findings 
of the psychological studies of this nature in which time 
of hypothesis introduction was manipulated in a similar 
fashion (Zadney and Gerard, 1974; Rothbart et al., 1979; 
and Berman et al., 1983). The results found in the 
positive hypothesis condition were not found in the 
negative hypothesis condition. Here, the time of 
hypothesis introduction did not play a role in affecting 
auditors' assessments of control risk. 
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Limitations 
There are several limitations present whenever an 
experimental study is performed. In an effort to control 
outside variables and properly examine those variables 
being manipulated, it was necessary to employ a simplified 
assessment of control risk. In an actual client setting, 
the evaluation of control risk is much more complex in that 
it takes into consideration other factors such as inherent 
risk. Therefore, the use of a simplified audit task may 
limit the external validity of the results found in this 
study. 
A related concern regarding the generalizability of the 
findings is associated with the fact that the subjects 
participating in the study represented one big eight 
accounting firm. As a result, the extension of these 
findings to auditors of other firms may be limited. 
However, one positive aspect of using subjects from one 
firm was that the experimental task may have been more 
realistic than tasks employed in studies using subjects 
from various firms. In this study, the specific audit 
methodology of one firm was employed which made the task 
more realistic for auditors of that firm. Studies using 
subjects from several firms must employ a generic audit 
methodology which may not be consistent with the specific 
methodologies that the subjects are familiar with. 
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A final limitation involves the manipulation of 
variables in the study. Variables of interest are 
identified and manipulated in an effort to examine the 
relevant hypotheses. If these manipulations do not 
represent true manipulations of the variables, the results 
of the study may be questionable. This limitation is 
mitigated in this study due to extensive pre-testing that 
was performed in the development of all variable 
manipulations. 
Implications for Auditors 
In general, the findings of this study suggest that 
auditors pervasively attend to negative information in 
evaluating audit evidence when assessing control risk. 
This tendency exists regardless of the credibility of 
sources of the hypotheses, the direction of the hypotheses, 
and whether or not the hypotheses are tested from 
information stored in memory. Such a strong conservatism 
tendency may cause the auditor to underweight or ignore 
positive information. Moreover, auditors may be conducting 
evaluations of audit evidence in an inefficient manner 
which may result in unnecessary costs incurred on the audit 
(which ultimately affect audit fees) . Further research is 
necessary to determine whether auditors' overwhelming 
attendance to negative information is appropriate given 
their loss functions. 
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More specifically, the findings of the study suggest 
that the type of evidence that auditors attend to is not 
affected by inherited hypotheses. However, an interaction 
between expertise and hypothesis direction suggests that 
audit judgments regarding control risk may be affected by 
the credibility of inherited hypotheses. This interaction 
indicates that the control risk assessments of auditors 
receiving positive hypotheses from a high expertise source 
are significantly lower than assessments made by auditors 
receiving positive hypotheses from low expertise sources. 
Expertise does not affect the assessments made when a 
negative hypothesis is presented. These findings seem 
somewhat mixed in that the inherited hypotheses do not 
affect the evaluation of evidence but may affect the final 
judgment in specific cases. The implications of these 
results are complex. The fact that inherited hypotheses 
did not affect the type of evidence that auditors attended 
to may be positive since the auditors are not being biased 
by the nature of such hypotheses. Thus, the evaluation of 
evidence is conducted without any outside influence. On 
the other hand, if an expert provides a subordinate with 
some insight regarding a particular judgment, the 
information imparted on the auditor may make the judgment 
process more efficient. Further, the auditor may be more 
likely to make an optimal decision. Thus, there may be 
positive implications with respect to inherited hypotheses 
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affecting the judgment process in terms of audit efficiency 
and optimality of decisions. 
Additional research is necessary in this area to 
validate the results of this study. This body of 
literature may, in the long run, lead to the development of 
training techniques which assist auditors in the evaluation 
of audit evidence. These techniques might include the 
design of training sessions that (1) expose auditors to the 
types of hypothesis testing strategies individuals may 
employ and (2) show auditors how to employ strategies that 
may be most efficient in terms of audit quality and cost. 
Directions For Further Research 
Further research is needed at a very specific level 
with respect to this study and at a more general level with 
respect to audit judgment taken as a whole. A discussion 
of the specific issues of interest is presented next 
followed by a general discussion of future directions for 
audit judgment research. 
In light of the strong support for conservatism found 
in this study, an examination of the efficiency of 
conservatism given the auditor's loss function is 
warranted. Such an examination may provide insight with 
respect to the quality of judgments and time expended under 
various hypothesis testing strategies. It may be that a 
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conservatism heuristic is appropriate given the magnitude 
of the auditor's loss funciton. 
Evidence of a conservatism bias has been found in the 
evaluation of audit evidence during the audit planning 
process. Auditors may not only be conservative in 
evaluating evidence but may also be conservative in 
obtaining audit evidence. Alternatively, they may seek 
both positive and negative information and later weight 
negative information more heavily. Therefore, a study 
examining the acquisition of audit evidence should be 
performed. 
A natural "next step" for this study would be to 
examine the hypothesis testing strategies of auditors when 
hypotheses are generated by the auditors themselves. The 
fact that the hypotheses would be "self-generated" may 
cause auditors to become more committed to them and, 
therefore, may result in the use of confirmatory 
strategies. 
This study also found that when auditors are testing 
hypotheses from information stored in memory, control risk 
assessments are influenced by the time at which hypotheses 
are presented. A natural extension to this examination 
would be to manipulate the time of hypothesis introduction 
in a setting where auditors are not testing hypotheses from 
memory. Despite later reference to existing workpapers, 
auditors may be affected by "biased encoding" in the 
process of obtaining and evaluating audit evidence. These 
138 
results may be important in that a large percentage of 
audit judgments are made by accessing information stored in 
the workpapers. 
Traditionally, research investigating auditor judgment 
has employed theories from other disciplines as the basis 
for the development of hypotheses. The results of this 
study illustrate how such a practice may be inappropriate 
given the unique nature of the audit environment. Biggs, 
Mock, and Watkins (1985) stress the importance of 
constructing a descriptive model of auditor behavior from 
which to develop testable hypotheses. This process may be 
a multi-stage process which consists of combining knowledge 
learned from previous research with knowledge learned from 
descriptive studies such as those that employ verbal 
protocol analysis to examine the process of auditor 
judgment. Based upon prior research and the results of 
this study, the conservatism heuristic may be at the core 
of this model of auditor judgment. In other words, the 
model may have conservatism as a central heuristic which 
guides auditor decision making or the use of other 
heuristics. Further descriptive research, as well as 
empirical research developed from these descriptive 
studies, is necessary to advance our understanding of 
auditor behavior. 
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ENDNOTES 
1. Although there has been strong support for the use of 
confirmatory strategies, a few studies provide evidence 
that question the pervasive use of confirmatory strategies. 
Trope and Bassok (1982) suggest that individuals seek 
information that maximally discriminates between competing 
hypotheses rather than information that confirms a 
hypothesis. Strohmer and Newman (1983) found that 
individuals employ unbiased strategies when testing 
hypotheses in a modified version of the task employed in 
the Snyder and Swann study. More recently, a study by 
Klayman and Won-Ha (1987) found that hypothesis testers 
seek instances where the hypothesis is expected to be false 
when time and resources are not limited, but default to 
seeking instances where a hypothesis is expected to be true 
when time and resources are at a premium. 
2. However, one study in accounting questions whether or 
not auditors attend to the reliability of information in 
between subject designs (Joyce and Biddle, 1981b). 
3. In these studies, "expectations' are typically 
manipulated by providing subjects with some type of 
hypothesis about an individual. Thereafter, the subjects 
are presented with an information set composed of items 
that confirm or disconfirm the initial hypothesis or 
expectancy (i.e., behaviors, traits, etc). After studying 
the information set, subjects are later asked to recall 
items from this information set. 
4. Data for Experiment 2 was also collected from subjects 
attending senior level II training. These seminars were 
held in New York, Chicago, and Cleveland. In identifying 
sneiors for the mailing in Experiment 1, subjects that 
participated in these seminars were also excluded as 
potential subjects. 
5. Originally, there were eight positive and eight 
negative items. Two of the items were combined per the 
suggestion of reviewing auditors. The result was seven 
positive items and seven negative items. 
6. Differences noted in number of usable responses across 
hypotheses are due to the fact that several subjects in 
each experiment provided either the control risk assessment 
or the list of relevant information but failed to provide 
both types of information. 
7. Subjects participating in the study were required to 
assign a relevancy rating to each item listed as relevant 
to the control risk assessment made. Recall that this 
rating was made on a five point scale with "1" representing 
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slightly relevant and "5" representing highly relevant. 
Since auditor judgments may be based upon a small number of 
salient items, all analyses discussed in this chapter (for 
Experiments 1 and 2) were also performed on only those 
items that received a "5” relevancy rating. No significant 
differences were noted between these analyses and those 
including all data. 
8. In examining the lists of audit evidence items that 
subjects reported as decision relevant, a number of 
subjects reported one or two items that were not directly 
traceable to the list of items provided for them in the 
information set. This situation occurred more frequently 
in Experiment 2 since subjects could not access the 
information set when listing decision relevant items. When 
this occurred, the researcher made a judgment as to whether 
the item was confirming or disconfirming in light of the 
hypothesis presented to the subject. After this 
determination was made, two difference scores were 
calculated. The first difference score omitted all items 
that were not directly traceable to the original 
information set while the second difference score included 
all items reported as relevant by the subject (hereafter 
referred to as alternative difference scores). The 
analyses contained in this chapter employed the former 
difference score as the dependent variable. However, all 
analyses using difference scores were also run using the 
alternative difference scores. All of these analyses 
produced results similar to the initial analyses that were 
performed. 
9. This cell has a larger number of observations than any 
other cell in this analysis due to an error made by the 
accounting firm that was assisting in the collection of 
data. Inadvertently, the questionnaire representing this 
treatment condition was administered to a larger number of 
audit seniors than what was originally planned. 
10. It is also possible that subjects could have exhibited 
confirmatory tendencies in the relevancy ratings they 
assigned to confirming and disconfirming items. Therefore, 
a MANOVA examining the total relevancy scores for the 
confirming items and the total relevancy scores for the 
disconfirming items was performed. Univariate analyses 
employing each of these dependent variables were also 
performed. The results found did not indicate any support 
for the use of confirmatory hypothesis testing strategies 
among auditors. Rather, further support for conservatism 
was found. 
In conjunction with this analysis, an additional 
analysis investigating whether confirmatory strategies were 
exhibited in subjects relevancy ratings was performed. 
This analysis differed from the previous analysis in that 
it controlled for the number of items listed by the 
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subjects. The mean relevancy rating assigned to confirming 
items and the mean relevancy rating assigned to 
disconfirming items listed were calculated for each 
subject. These measures were employed as the dependent 
variables in a MANOVA and in the follow-up univariate 
ANOVAs. The results provided no evidence of the use of 
confirmatory strategies. As in the first analysis 
addressing relevancy ratings, further support for 
conservatism was found. 
Other dependent variables that were examined include the 
percentage of confirming items listed as relevant and the 
difference between the raw number of confirming items 
listed and the raw number of disconfirming items. The 
results of these analyses provided no evidence of 
confirmatory strategies and were consistent with the 
findings of the other analyses in the study in that they 
supported the use of conservatism. 
11. The examination of the use of confirmatory hypothesis 
testing strategies among auditors could also have been 
performed by employing an alternative form of the dependent 
variable defined as the summed relevancy scores assigned to 
positive items less the summed relevancy scores assigned to 
negative items. Likewise, the analysis that employed the 
number of confirming and disconfirming items listed as 
dependent variables could have been conducted using the 
number of positive and negative items listed as the 
dependent variables. Finally, the analyses examining mean 
relevancy ratings could have been conducted by employing 
the mean relevancy ratings assigned to positive and 
negative items as the dependent variables. All analyses 
presented in this results section were also performed using 
the corresponding alternative dependent variables. The 
results of these analyses were consistent with those of all 
analyses presented in the results section for both 
Experiment 1 and 2. For example, in examining the 
difference scores by defining the dependent variable as the 
summed relevancy ratings assigned to confirming items less 
the summed relevancy ratings assigned to disconfirming 
items, a significant hypothesis direction main effect was 
found. When examining the difference scores by defining 
the dependent variable as the summed relevancy ratings 
assigned to positive items less the summed relevancy 
ratings assigned to negative items, no significant 
hypothesis direction main effect was found. These results 
are consistent with one another since both analyses 
indicate a predisposition to attend to negative 
information. The reason that the significance of the 
hypothesis direction varies across analyses is due to the 
manner in which the dependent variable was defined. In the 
confirming/disconfirming case, negative information was 
defined as disconfirming (confirming) in the positive 
(negative) hypothesis condition. Thus, a significant 
hypothesis direction main effect was found. However, in 
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the positive/negative case, negative information was 
defined the same across hypothesis direction conditions and 
no main effect was found. 
12. Since there is only one degree of freedom, all 
significance levels shown were identical across 
the following tests: Pillais, Hotellings, and Wilks. 
13. It is also possible that the relevancy ratings assigned 
to the items listed could show tendencies toward 
confirmatory strategies. Therefore, as in Experiment 1, a 
MANOVA examining the total relevancy scores assigned to 
confirming and disconfirming items was performed along with 
the follow up univariate ANOVAs. The results provided 
further support for conservatism and no evidence of 
confirmatory hypothesis testing strategies. 
An additional analysis that employed the mean relevancy 
ratings assigned to confirming and disconfirming items as 
the dependent variables in a MANOVA was conducted. 
Univariate ANOVAs were also performed. These results were 
consistent with the earlier findings supporting 
conservatism with one exception. In the univariate 
analyses examining the mean relevancy ratings assigned to 
confirming and disconfirming items, the results indicated 
that in the hypothesis after condition, there was a 
significant difference between relevancy ratings assigned 
to confirming items in the positive and negative hypothesis 
conditions and to disconfirming items in the positive and 
negative hypotheses conditions. However, there was no such 
significant difference found in the hypothesis prior 
condition for either confirming or disconfirming mean 
relevancy ratings. This suggests that the strong tendency 
toward conservatism was not present in the hypothesis prior 
condition in these analyses since positive and negative 
information were considered equally relevant. 
14. Since there is only one degree of freedom, all 
significance levels shown were identical across the 
following tests: Pillais, Hotellings, and Wilks. 
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APPENDIX A 
PRE-TESTS 
1. Exhibit 1: Pre-test 1 (Source Credibility Pre-test) 
2. Exhibit 2: Revised Pre-test 1 
3. Exhibit 3: 
Pre 
Pre-test 
-test) 
2 (Information Set Construction 
4. Exhibit 4: Pre-test 2 - First Revision 
5. Exhibit 5: Pre-test 2 - Second Revision 
6. Exhibit 6: Final Information Set 
7. Exhibit 7: Pre-test 3 (Planned Reliance Pre-test) 
8. Exhibit 8: Revised Pre-test 3 (Control Risk Pre-test) 
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EXHIBIT 1 
Pre-test 1 
Source Credibility Pre-test 
This questionnaire consists of two parts (Part I and 
Part II). In each part, you will be asked to rate a number 
of individuals that an auditor may encounter during an 
engagement on a particular dimension. Specifically, in 
Part I, you will be asked to rate them on the level of 
expertise that you believe they possess and in Part II, you 
will be asked to rate them on the level of bias that you 
believe they possess. For the purpose of completing this 
questionnaire, your evaluations of these individuals should 
be made in the context of your relationship with them 
during an actual audit engagement. 
Please turn the page and proceed with the directions 
for Part I. Part II and its directions follow Part I. 
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Part I 
Directions; Please assume that you are an audit senior on 
an actual audit engagement. You are in the process of 
evaluating internal control in the sales/receivables cycle. 
In such a situation, you may encounter the individuals who 
are identified in the list shown on the following pages. 
Please consider each individual carefully and indicate 
(circle) on the scales provided, the degree of expertise 
that you feel these individuals possess with respect to 
evaluating internal control in the sales/receivables cycle. 
Please use the following definition of expertise in your 
evaluations: 
Expertise: Special skill or knowledge with respect to 
evaluating internal control in the 
sales/receivables cycle. 
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1. An audit manager from your firm. 
0123456789 10 
- > • » I I I I • 
I 
I 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
2. The client controller, formerly a big eight audit 
manager. 
0 1 
I I 
23456789 10 
I I I t I I I I I 
I 
I 
• 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
3. A first year auditor from your firm. 
0 12 
I .... I .... I 
I 
• 
I 
Possesses 
no expertise 
3456789 10 
I 1 I ! I t_I . . . ! 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
4. An accounts receivable clerk employed by the client 
with one year of experience. 
0 12 
1 ! 
I 
I 
Possesses 
no expertise 
3 4 5 6 
I 
I 
Possesses a 
moderate level 
of expertise 
7 8 9 10 
I .... f .... I .... I 
I 
I 
• 
Posesses a 
high level 
of expertise 
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5. The partner assigned to the engagement. 
0123456789 10 
I I I t I I I I I I I 
I 
I 
• 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
6. A newly appointed client 
business experience, all 
accounts payable clerk. 
controller with four years of 
of which were spent as an 
012345678 910 
I I 
I 
I 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
7. A second year auditor from your firm. 
01234567 
I I I I I I I I 
I 
I 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
8 
I 
9 10 
... I .... I 
I 
I 
• 
Posesses a 
high level 
of expertise 
8. A shipping clerk employed by the client with five 
years of experience. 
0123456789 10 
I I I I I I I I I . . I_I 
I 
I 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
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9. An audit senior from your firm. 
0123456789 10 
_I I I I I I I I ! 
I 
I 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
10. An accounts receivable clerk employed by the client 
with twenty years of experience. 
0123456789 10 
I . ! I I I I f I I I I 
I 
I 
Possesses 
no expertise 
I 
I 
Possesses a 
moderate level 
of expertise 
I 
I 
Posesses a 
high level 
of expertise 
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Part II 
Directions; Please assume that you are an audit senior on 
an actual audit engagement in the process of evaluating 
internal control in the sales/receivables cycle. During 
the course of such an evaluation, you may encounter a 
number of individuals who may provide you with opinions 
and/or information regarding the strength of internal 
control in this area. Some of these individuals may be 
unbiased in that they may provide you with objective 
opinions. Others may be negatively biased in that their 
opinions may emphasize evidence indicating weak internal 
control. Still other individuals, may be positively biased 
in that their opinions may emphasize evidence indicating 
strong internal control. A list of individuals is 
presented on the following pages. Please consider each 
individual carefully and determine whether or not you feel 
information and/or opinions regarding internal control 
provided by them would be biased or unbiased. In making 
your judgment, please use the scale described below. 
-5 -4 -3 -2 -1 0 +1 
I I I I I I I 
I 
I 
• 
Strong 
Negative Bias 
I 
I 
No Bias 
+ 2 +3 +4 +5 
I I_» . .. I 
I 
• 
Strong 
Positive Bias 
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According to the scale shown, please circle the 
number that most closely indicates your judgment. For 
example, if you feel an individual's opinion would 
represent a strong negative bias, then circle the number 
"-5." If you feel that an individual's opinion would 
represent an unbiased point of view, then circle the number 
"0." Finally, if you feel that an individual's opinion 
would represent a strong positive bias, then circle the 
number "+5", etc. 
Please turn the page and begin your evaluation of the 
first individual. 
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1. An audit manager from your firm. 
-5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 
I,...I I I I I I I I I I 
I 
I 
Strong 
Negative Bias 
I 
I 
No Bias 
I 
I 
• 
Strong 
Positive Bias 
2. The client controller, formerly a big eight audit 
manager. 
-5 -4 -3 -2 -1 
I I I I I 
0 +1 +2 +3 +4 +5 
I I I I I . I 
I 
• 
Strong 
Negative Bias 
I I 
• • 
No Bias Strong 
Positive Bias 
3. A first year auditor from your firm. 
-5 -4 -3 -2 -1 0 +1 
I I I I I I I 
I 
I 
Strong 
Negative Bias 
I 
I 
No Bias 
+ 2 +3 +4 +5 
. I .... I .... I .... 1 
I 
I 
• 
Strong 
Positive Bias 
4. An accounts receivable clerk employed by the client 
with one year of experience. 
-5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 
I I » t • I 
Strong No Bias Strong 
Negative Bias Positive Bias 
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5. The partner assigned to the engagement. 
-5 -4 -3 -2 
I 
I • 
Strong 
Negative Bias 
-1 0 +1 
I I I 
I 
I 
No Bias 
+ 2 
I 
+3 +4 +5 
..I....!....! 
I 
I 
• 
Strong 
Positive Bias 
6. A newly appointed client controller with four years of 
business experience, all of which were spent as an 
accounts payable clerk. 
-5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 
I I I I I t I I I I I 
I 
I • 
Strong 
Negative Bias 
I 
! 
No Bias 
I 
I 
Strong 
Positive Bias 
7. A second year auditor from your firm. 
-5 -4 -3 -2 -1 0 +1 
I I I I I I I 
I 
I 
• 
Strong 
Negative Bias 
I 
I 
No Bias 
+ 2 +3 +4 +5 
. I .... I .... I .... I 
I 
• 
I 
• 
Strong 
Positive Bias 
8. A shipping clerk employed by the client with five years 
of experience. 
-5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 
• > • ' • • 
Strong No Bias Strong 
Negative Bias Positive Bias 
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9. An audit senior from your firm. 
-5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 
I I I I I I I I I I I 
! I 
I I I 
• • • 
Strong No Bias Strong 
Negative Bias Positive Bias 
10. An accounts receivable clerk employed by the client 
with twenty years of experience. 
-5 -4 -3 -2 
I 
•1 
I 
0 +1 
I 
I 
No Bias 
+ 2 
I 
+ 3 
I 
+ 4 
I 
+ 5 
I 
? 
Strong 
Negative Bias 
I 
Strong 
Positive Bias 
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EXHIBIT 2 
Revised Pre-test 1 
This questionnaire consists of two parts (Part I and 
Part II). In each part, you will be asked to rate an 
individual that an auditor may encounter during an 
engagement on a particular dimension. Specifically, in 
Part I, you will be asked to rate the individual on the 
level of expertise that you believe he/she possesses and in 
Part II, you will be asked to rate the individual on the 
level of bias that you believe he/she possesses. For the 
purpose of completing this questionnaire, your evaluations 
of these individuals should be made in the context of your 
relationship with them during an actual audit engagement. 
Please turn the page and proceed with the directions 
for Part I. Part II and its directions follow Part I. 
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Part I 
Directions; Please assume that you are an audit senior on 
an actual audit engagement. You are in the process of 
evaluating internal control in the sales/receivables cycle. 
In such a situation, you may encounter the individual who 
is identified below. Please read the description of the 
individual and indicate (circle) on the scale provided, the 
degree of expertise that you feel this individual possesses 
with respect to evaluating internal control in the 
sales/receivables cycle. Please use the following 
definition of expertise in your evaluations: 
Expertise: Special skill or knowledge with respect to 
evaluating internal control in the 
sales/receivables cycle. 
1. An accounts receivable clerk with two years of 
experience and a good friend of the client controller. 
0 12 3 
I 
I 
Possesses 
no expertise 
4 5 6 7 
I .... I .... I .... I 
I 
I « 
Possesses a 
moderate level 
of expertise 
8 
I 
9 10 
I 
I 
Posesses a 
high level 
of expertise 
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Part II 
Directions; Please assume that you are an audit senior on 
an actual audit engagement in the process of evaluating 
internal control in the sales/receivables cycle. During 
the course of such an evaluation, you may encounter a 
number of individuals who may provide you with opinions 
and/or information regarding the strength of internal 
control in this area. Some of these individuals may be 
unbiased in that they may provide you with objective 
opinions. Others may be negatively biased in that their 
opinions may emphasize evidence indicating weak internal 
control. Still other individuals, may be positively biased 
in that their opinions may emphasize evidence indicating 
strong internal control. One individual is described on 
the following page. Please review the description and 
determine whether or not you feel information and/or 
opinions regarding internal control provided by them would 
be biased or unbiased. In making your judgment, please use 
the scale described below. 
-5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 
I I • I • 
• • 
Strong No Bias Strong 
Negative Bias Positive Bias 
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According to the scale shown, please circle the 
number that most closely indicates your judgment. For 
example, if you feel an individual's opinion would 
represent a strong negative bias, then circle the number 
5." If you feel that an individual's opinion would 
represent an unbiased point of view, then circle the number 
"0." Finally, if you feel that an individual's opinion 
would represent a strong positive bias, then circle the 
number "+5", etc. 
Please evaluate the individual described below. 
1. An accounts receivable clerk with two years of 
experience and a good friend of the client controller. 
5 -4 -3 -2 -1 0 + 1 + 2 + 3 + 4 + 5 
1 1 1 1 1 1 1 1 1 1 1 
1 f 1 • 
1 
• 
1 
• 
I 
Strong No Bias Strong 
Negative Bias Positive Bias 
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EXHIBIT 3 
Pre-test 2 
Information Set Construction Pre-test 
(Version I) 
A preliminary review of the system of internal control 
over the sales and receivables cycle of ABC Co. has been 
conducted. As a result of this review, a list of 
preliminary findings is available and shown on the 
following pages. Please read each of the items carefully 
and determine how each item would affect your assessment of 
planned reliance on the system of internal control in the 
sales and receivables area. According to the scale shown 
below, please place the number that most closely indicates 
your judgment next to each item. For example, if you feel 
an item would have a very negative impact on your planned 
reliance decision (i.e., the item provides some evidence 
that may indicate very weak control), then place the number 
1 next to that item. If you feel an item would have a very 
positive impact on your planned reliance decision (i.e., 
the item provides some evidence that may indicate very 
strong internal control), then place the number 5 next to 
that item, etc. 
1 2 3 4 5 
very slightly 
negative negative 
impact impact 
neither 
negative or 
positive 
impact 
slightly very 
positive positive 
impact impact 
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Please indicate how each of the following items would 
affect your assessment of the planned reliance to be placed 
on ABC Co.'s system of internal control over the sales and 
receivables cycle based on the scale shown below. 
1 
1 • 
1 
2 
1 
1 
3 
1 
1 
4 
1 • 
1 
5 
1 
1 
1 • 1 • 1 • 1 1 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive impact impact 
impact 
Please consider each item independently • 
Per discussion with credit manager, credit approval 
occurs prior to shipment of goods. 
The credit manager has stated that the list of 
customer credit limits is not reviewed and updated 
on a periodic basis. 
Sales orders are not matched against a list of 
delinquent customers before being processed per 
discussion with the credit clerk. 
The client controller has stated that customer 
credit limits, sales returns and allowances, 
discounts, and credit memos are approved by a 
responsible official. 
A discussion with sales personnel indicated that 
sales prices are from authorized price lists. 
Sales personnel also stated that these authorized 
price lists are not periodically updated. 
Per observation, sales invoices and credit memos 
are prenumbered. 
The accounts receivable clerk has stated that sales 
invoices are not supported by authorized shipping 
documents and approved customer orders. 
Monthly statements are prepared and mailed to 
customers. 
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1 2 3 4 5 
! ! ! 1 ! 
.I. I I ! 
1 1 
• 
1 
• 
1 1 
• 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive impact impact 
impact 
Please consider each item independently. 
Per observation, shipping documents are prenumbered. 
The shipping supervisor indicated that quantities 
recorded as ordered and shipped are not 
independently checked. 
The shipping supervisor stated that a sales invoice 
is required for all orders filled by warehouse 
personnel. 
Per accounts receivable personnel, an aged trial 
balance of accounts receivable is not prepared on a 
monthly basis. 
The accounts receivable clerk stated that charged 
off bad debts are not approved by a responsible 
official. 
Per discussion with client controller, the accounts 
receivable detail is reconciled monthly to the 
general ledger. 
Two different individuals are responsible for 
accounts receivable postings and sales journal 
postings, respectively. 
Delinquent accounts are not reviewed periodically 
(for potential writeoff) by a responsible company 
official. 
In assessing planned reliance on the controls over the 
receivables cycle, is there any information not 
included in this list that you would normally use in making 
this assessment? 
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Pre-test 2 
(Version II) 
A preliminary review of the system of internal control 
over the sales and receivables cycle of ABC Co. has been 
conducted. As a result of this review, a list of 
preliminary findings is available and shown on the 
following page. Please read each of the items carefully 
and determine how each item would affect your assessment of 
planned reliance on the system of internal control in the 
sales and receivables area. According to the scale shown 
below, please place the number that most closely indicates 
your judgment next to each item. For example, if you feel 
an item would have a very negative impact on your planned 
reliance decision (i.e., the item provides some evidence 
that may indicate very weak control). then place the number 
1 next to that item. If you feel an item 1 would have a very 
positive impact on your planned reliance decision (i.e. r 
the item provides some evidence that may indicate very 
strong internal control), then place the number 5 next to 
that item • f G t C • 
1 
1 
2 
I 
• 
3 
1 
4 
1 
I 
5 
I 
1 
1 1 1 
• 
1 
• 
1 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive 
impact 
impact impact 
163 
Please indicate how each of the following items would 
affect your assessment of the planned reliance to be placed 
on ABC Co.'s system of internal control over the sales and 
receivables cycle. 
1 
1 
1 
2 
1 • 
1 
3 
1 • 
1 
4 
? 
I 
5 
1 • 
1 
1 1 1 1 • 1 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive impact impact 
impact 
Please consider each item independently • 
Per discussion with credit manager, credit approval 
does not occur prior to the shipment of goods. 
The credit manager has stated that the list of 
customer credit limits is reviewed and updated on a 
periodic basis. 
Sales orders are matched against a list of 
delinquent customers before being processed per 
discussion with the credit clerk. 
The client controller has stated that customer 
credit limits, sales returns and allowances, 
discounts, and credit memos are not approved by a 
responsible official. 
A discussion with sales personnel indicated that 
sales prices are not obtained from authorized price 
lists, rather they are recalled from memory at the 
time an order is placed. 
Per observation, sales invoices and credit memos 
are not prenumbered. 
The accounts receivable clerk has stated that sales 
invoices are supported by authorized shipping 
documents and approved customer orders. 
Monthly statements are not prepared and mailed to 
customers on a continuous basis. 
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1 2 3 4 5 
! ! ! ! ! 
.I.I.I.I 
! ! > ' • • • • • • 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive impact impact 
impact 
Please consider each item independently. 
_ Per observation, shipping documents are not 
prenumbered. 
_ The shipping supervisor indicated that quantities 
recorded as ordered and shipped are independently 
checked. 
_ The shipping supervisor stated that a sales invoice 
is not required for all orders filled by warehouse 
personnel. 
_ Per accounts receivable personnel, an aged trial 
balance of accounts receivable is prepared on a 
monthly basis. 
_ The accounts receivable clerk stated that charged 
off bad debts are approved by a responsible 
official. 
_ Per discussion with client controller, the accounts 
receivable detail is not reconciled monthly to the general 
ledger. 
_ The individual responsible for accounts receivable 
postings is also responsible for postings to the 
sales journal. 
_ Delinquent accounts are reviewed periodically (for 
potential writeoff) by a responsible company 
official. 
In assessing planned reliance on the controls over the 
sales and receivables cycle, is there any information not 
included in this list that you would normally use in making 
this assessment? 
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EXHIBIT 4 
Pre-test 2: First Revision 
A preliminary review of the system of internal control 
over the sales and receivables cycle of ABC Co. has been 
conducted. As a result of this review, a list of 
preliminary findings is available and shown on the 
following pages. Please read each of the items carefully 
and determine how each item would affect your assessment of 
planned reliance on the system of internal control in the 
sales and receivables area. According to the scale shown 
below, please place the number that most closely indicates 
your judgment next to each item. For example, if you feel 
an item would have a very negative impact on your planned 
reliance decision (i.e., the item provides some evidence 
that may indicate very weak control), then place the number 
1 next to that item. If you feel an item would have a very 
positive impact on your planned reliance decision (i.e., 
the item provides some evidence that may indicate very 
strong internal control), then place the number 5 next to 
that item, etc. 
1 2 3 4 5 
very slightly 
negative negative 
impact impact 
neither 
negative or 
positive 
impact 
slightly very 
positive positive 
impact impact 
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Please indicate how each of the following items would 
affect your assessment of the planned reliance to be placed 
on ABC Co.'s system of internal control over the sales and 
receivables cycle based on the scale shown below. 
1 
1 • 
1 
2 
1 • 
1 
3 
1 
1 
4 
1 • 
1 
5 
1 • 
1 
1 • 1 1 1 1 
very s1ightly neither slightly very 
negative negative negative or positive positive 
impact impact positive impact impact 
impact 
Please consider each item independently. 
The credit manager has stated that the list of 
customer credit limits is not always reviewed and 
updated on a regular basis. 
Sales orders are not always matched against a list 
of delinquent customers before being processed per 
discussion with the credit clerk. 
The credit clerk has stated that customer credit 
limits are not always approved by a responsible 
official. 
Sales personnel indicated that sales prices are not 
always from authorized price lists. 
The accounts receivable clerk has stated that sales 
invoices are not always supported by authorized 
shipping documents and approved customer orders. 
The shipping supervisor indicated that quantities 
recorded as ordered and shipped are not always 
independently checked. 
Sales returns and allowances, discounts, and credit 
memos are not always approved by a responsible 
official per the credit clerk. 
The shipping supervisor stated that a sales invoice 
is not always required for orders filled by 
warehouse personnel. 
Per accounts receivable personnel, an aged trial 
balance of accounts receivable is not prepared each 
and every month. 
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1 
1 
1 
2 
1 • 
1 
3 
1 
1 
4 
1 
1 
5 
1 
1 
f j 1 • 1 • ? • 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive 
impact 
impact impact 
Please consider each item independently. 
The accounts receivable clerk stated that charged 
off bad debts are not always approved by a 
responsible official. 
Delinquent accounts are not always reviewed 
periodically (for potential write-off) by a 
responsible company official. 
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EXHIBIT 5 
Pre-test 2: Second Revision 
A preliminary review of the system of internal control 
over the sales and receivables cycle of ABC Co. has been 
conducted. As a result of this review, a partial list of 
preliminary findings is available and shown on the 
following pages. Please read each of the items carefully 
and determine how each item would affect your assessment of 
planned reliance on the system of internal control in the 
sales and receivables area. According to the scale shown 
below, please place the number that most closely indicates 
your judgment next to each item. For example, if you feel 
an item would have a very negative impact on your planned 
reliance decision (i.e., the item provides some evidence 
that may indicate very weak control), then place the number 
1 next to that item. If you feel an item would have a very 
positive impact on your planned reliance decision (i.e., 
the item provides some evidence that may indicate very 
strong internal control), then place the number 5 next to 
that item, etc. 
1 
1 • 
1 
2 
1 • 
1 
3 
1 • 
1 
4 
1 • 
1 
5 
1 • 
1 
1 1 1 • I 1 • 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive 
impact 
impact impact 
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Please indicate how each of the following items would 
affect your assessment of planned reliance to be placed on 
ABC Co's, system of internal control over the sales and 
receivables cycle based on the scale shown below. 
1 2 3 4 5 
1 
• 
1 1 
• 
1 
• 
1 
I .I.I.f.I 
II I • • • • • 
very slightly neither slightly very 
negative negative negative or positive positive 
impact impact positive 
impact 
impact impact 
Please consider each item independently. 
The credit manager has stated that prior to 
processing, orders are compared to a list of 
customer credit limits. These limits are reviewed 
and updated on a periodic basis. 
The credit clerk has stated that sales returns and 
allowances, discounts, and credit memos are not 
always approved by a responsible official. 
Statements are not prepared and mailed to customers 
on a monthly basis. 
The person responsible for posting sales journal 
entries to the accounts receivable subsidiary ledger 
also posts to the accounts receivable control 
account in the general ledger. 
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EXHIBIT 6 
Final Information Set 
Mean 
Rating* 
1.14 The credit manager has stated that prior to 
processing, orders are compared to a list of 
customer credit limits. These limits are 
reviewed and updated on a periodic basis. 
1.22 Sales orders are matched against a list of 
delinguent customers before being processed per 
discussion with the credit clerk. 
(1.20) The accounts receivable clerk stated that charged 
off bad debts are not always approved by a 
responsible official. 
(.50) Delinquent accounts are not always reviewed 
periodically (for potential write-off) by a 
responsible company official. 
.70 Per observation, sales invoices and credit memos 
are prenumbered. 
(1.57 Sales returns and allowances, discounts, and 
credit memos are not always approved by a 
responsible official per discussion with the 
credit clerk. 
(1.44) A discussion with sales personnel indicated that 
sales prices are not obtained from authorized price 
lists, rather they are recalled from memory at the 
time an order is placed. 
.90 Per observation, shipping documents are 
prenumbered. 
1.78 The accounts receivable clerk has stated that sales 
invoices are supported by authorized shipping 
documents and approved customer orders. 
1.22 Quantities recorded as ordered and shipped are 
independently checked per discussion with the 
shipping clerk. 
(1.00) Statements are not prepared and mailed to 
customers on a monthly basis. 
1.20 The accounts receivable detail is reconciled 
monthly to the general ledger per discussion with 
client controller. 
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(1.40) Per accounts receivable personnel, an aged trial 
balance of accounts receivable is not prepared each 
and every month. 
(1.00) The person responsible for posting sales journal 
entries to the accounts receivable subsidiary 
ledger also posts to the accounts receivable 
control account in the general ledger. 
★ 
The ratings are based on responses obtained from Pre-test 
2 and its two revisions (see Exhibits 3, 4, and 5). 
Ratings on the original questionnaires were converted to 
ratings on the following scale to facilitate information 
set construction: 
0 
I 
I I 
I 
• 
very 
negative 
impact 
I 
• 
slightly 
negative 
impact 
I 
• 
neither 
negative 
positive 
impact 
or 
1 
I 
... 1 ... . 
I 
slightly 
positive 
impact 
2 
I 
.I 
I 
• 
very 
positive 
impact 
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EXHIBIT 7 
Planned Reliance Pre-test 
Pre-test 3 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers for multiple 
purposes. You have been performing some interim work and 
have conducted a preliminary review of the internal control 
system which oversees the sales and receivables cycle. You 
are now at the point of determining the amount of planned 
reliance you will place on the client's internal control 
system for the sales and receivables cycle for the purpose 
of deciding whether internal controls may be relied upon in 
determining the extent, nature, and timing of substantive 
testing. 
You have gathered the items of audit evidence shown on 
the following page during your preliminary review of the 
system. 
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The person responsible for posting sales journal entries to 
the accounts receivable subsidiary ledger also posts to the 
accounts receivable control account in the general ledger. 
Per accounts receivable personnel, an aged trial balance 
of accounts receivable is not prepared each and every 
month. 
The accounts receivable detail is reconciled monthly to the 
general ledger per discussion with client controller. 
Statements are not prepared and mailed to customers on a 
monthly basis. 
Quantities recorded as ordered and shipped are 
independently checked per discussion with the shipping 
clerk. 
The accounts receivable clerk has stated that sales 
invoices are supported by authorized shipping documents and 
approved customer orders. 
Per observation, shipping documents are prenumbered. 
A discussion with sales personnel indicated that sales 
prices are not obtained from authorized price lists, rather 
they are recalled from memory at the time an order is 
placed. 
Sales returns and allowances, discounts, and credit memos 
are not always approved by a responsible official per 
discussion with the credit clerk. 
Per observation, sales invoices and credit memos are 
prenumbered. 
Delinquent accounts are not always reviewed periodically 
(for potential write-off) by a responsible company 
official. 
The accounts receivable clerk stated that charged off bad 
debts are not always approved by a responsible official. 
Sales orders are matched against a list of delinquent 
customers before being processed per discussion with the 
credit clerk. 
The credit manager has stated that prior to processing, 
orders are compared to a list of customer credit limits. 
These limits are reviewed and updated on a periodic basis. 
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A. Please indicate (circle) on the scale below the level 
of planned reliance that you would place on Linden's 
internal control system for the sales and receivables 
cycle. 
0 12 
1 1 
I 
I 
No Reliance 
3 4 5 6 
I 
I 
Moderate Reliance 
7 8 9 10 
I 
I 
High Reliance 
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EXHIBIT 8 
Control Risk Pre-test 
Revised Pre-test 3 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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The person responsible for posting sales journal entries to 
the accounts receivable subsidiary ledger also posts to the 
accounts receivable control account in the general ledger. 
Per accounts receivable personnel, an aged trial balance 
of accounts receivable is not prepared each and every 
month. 
The accounts receivable detail is reconciled monthly to the 
general ledger per discussion with client controller. 
Statements are not prepared and mailed to customers on a 
monthly basis. 
Quantities recorded as ordered and shipped are 
independently checked per discussion with the shipping 
clerk. 
The accounts receivable clerk has stated that sales 
invoices are supported by authorized shipping documents and 
approved customer orders. 
Per observation, shipping documents are prenumbered. 
A discussion with sales personnel indicated that sales 
prices are not obtained from authorized price lists, rather 
they are recalled from memory at the time an order is 
placed. 
Sales returns and allowances, discounts, and credit memos 
are not always approved by a responsible official per 
discussion with the credit clerk. 
Per observation, sales invoices and credit memos are 
prenumbered. 
Delinguent accounts are not always reviewed periodically 
(for potential write-off) by a responsible company 
official. 
The accounts receivable clerk stated that charged off bad 
debts are not always approved by a responsible official. 
Sales orders are matched against a list of delinguent 
customers before being processed per discussion with the 
credit clerk. 
The credit manager has stated that prior to processing, 
orders are compared to a list of customer credit limits. 
These limits are reviewed and updated on a periodic basis. 
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Please assess the overall level of control risk present in 
the sales accounting system of Linden Corp. by circling the 
appropriate number on the scale shown below. 
0 12 3 
1 1 
I 
I 
• 
Low 
Control 
Risk 
4 5 6 
1 1 
I 
I 
• 
Moderate 
Control 
Risk 
7 8 9 10 
I 
I 
• 
High 
Control 
Risk 
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EXPERIMENT 
APPENDIX B 
1: FINAL INSTRUMENT 
179 
EXPERIMENT 1: FINAL INSTRUMENT 
(High Expertise/High Bias/Positive Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
Linden * s control ler , formerly a "big 8'* audit manager , 
has joined you in a meeting. He believes that many aspects 
of the system are strong and therefore has stated that a 
low level of control risk exists with respect to the 
system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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The person responsible for posting sales journal entries to 
the accounts receivable subsidiary ledger also posts to the 
accounts receivable control account in the general ledger. 
Per accounts receivable personnel, an aged trial balance 
of accounts receivable is not prepared each and every 
month. 
The accounts receivable detail is reconciled monthly to the 
general ledger per discussion with client controller. 
Statements are not prepared and mailed to customers on a 
monthly basis. 
Quantities recorded as ordered and shipped are 
independently checked per discussion with the shipping 
clerk. 
The accounts receivable clerk has stated that sales 
invoices are supported by authorized shipping documents and 
approved customer orders. 
Per observation, shipping documents are prenumbered. 
A discussion with sales personnel indicated that sales 
prices are not obtained from authorized price lists, rather 
they are recalled from memory at the time an order is 
placed. 
Sales returns and allowances, discounts, and credit memos 
are not always approved by a responsible official per 
discussion with the credit clerk. 
Per observation, sales invoices and credit memos are 
prenumbered. 
Delinquent accounts are not always reviewed periodically 
(for potential write-off) by a responsible company 
official. 
The accounts receivable clerk stated that charged off bad 
debts are not always approved by a responsible official. 
Sales orders are matched against a list of delinquent 
customers before being processed per discussion with the 
credit clerk. 
The credit manager has stated that prior to processing, 
orders are compared to a list of customer credit limits. 
These limits are reviewed and updated on a periodic basis. 
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1. Please assess the overall level of control risk present 
in the sales accounting system of Linden Corp. by circling 
the appropriate number on the scale shown below. 
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2. Based on the information obtained from your 
documentation of the control system, please list the 
control items that you considered to be relevant in making 
your judgment. 
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3. On the previous page, you have just listed those 
control items that were relevant to your judgment. Please 
rate how relevant each of these items was to your 
assessment of control risk according to the scale shown 
below. Please place the rating for each item in the left 
hand margin of the previous page next to the item being 
rated. 
1 - Slightly Relevant 
3 “ Moderately Relevant 
5 - Highly Relevant 
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(High Expertise/Low Bias/Positive Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
The senior audit manager on the engagement has joined 
you in a meeting. He believes that many aspects of the 
system are strong and therefore has stated that a low level 
of control risk exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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(Low Expertise/Low Bias/Positive Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
A first year auditor has joined you in a meeting. He 
believes that many aspects of the system are strong and 
therefore has stated that a low level of control risk 
exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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(Low Expertise/High Bias/Positive Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
Linden's accounts receivable clerk with two years of 
experience and a good friend of the client controller, has 
joined you in a meeting. He believes that many aspects of 
the system are strong and therefore has stated that a low 
level of control risk exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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(High Expertise/High Bias/Negative Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
Linden's controller, formerly a "big 8” audit manager, 
has joined you in a meeting. He believes that many aspects 
of the system are weak and therefore has stated that a high 
level of control risk exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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(High Expertise/Low Bias/Negative Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
The senior audit manager on the engagement has joined 
you in a meeting. He believes that many aspects of the 
system are weak and therefore has stated that a high level 
of control risk exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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(Low Expertise/Low Bias/Negative Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
A first year auditor has joined you in a meeting. He 
believes that many aspects of the system are weak and 
therefore has stated that a high level of control risk 
exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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(Low Expertise/High Bias/Negative Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
Linden's accounts receivable clerk with two years of 
experience and a good friend of the client controller, has 
joined you in a meeting. He believes that many aspects of 
the system are weak and therefore has stated that a high 
level of control risk exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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EXPERIMENT 2: FINAL INSTRUMENT 
(Hypothesis Prior/Positive Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
The senior audit manager on the engagement has joined 
you in a meeting. He believes that many aspects of the 
system are strong and therefore has stated that a low level 
of control risk exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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The person responsible for posting sales journal entries to 
the accounts receivable subsidiary ledger also posts to the 
accounts receivable control account in the general ledger. 
Per accounts receivable personnel, an aged trial balance 
of accounts receivable is not prepared each and every 
month. 
The accounts receivable detail is reconciled monthly to the 
general ledger per discussion with client controller. 
Statements are not prepared and mailed to customers on a 
monthly basis. 
Quantities recorded as ordered and shipped are 
independently checked per discussion with the shipping 
clerk. 
The accounts receivable clerk has stated that sales 
invoices are supported by authorized shipping documents and 
approved customer orders. 
Per observation, shipping documents are prenumbered. 
A discussion with sales personnel indicated that sales 
prices are not obtained from authorized price lists, rather 
they are recalled from memory at the time an order is 
placed. 
Sales returns and allowances, discounts, and credit memos 
are not always approved by a responsible official per 
discussion with the credit clerk. 
Per observation, sales invoices and credit memos are 
prenumbered. 
Delinquent accounts are not always reviewed periodically 
(for potential write-off) by a responsible company 
official. 
The accounts receivable clerk stated that charged off bad 
debts are not always approved by a responsible official. 
Sales orders are matched against a list of delinquent 
customers before being processed per discussion with the 
credit clerk. 
The credit manager has stated that prior to processing, 
orders are compared to a list of customer credit limits. 
These limits are reviewed and updated on a periodic basis. 
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1. Please assess the overall level of control risk present 
in the sales accounting system of Linden Corp. by 
circling the appropriate number on the scale shown 
below. 
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2. Based on the information obtained from your 
documentation of the control system, please list the 
control items that you considered to be relevant in making 
your judgment. 
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3. On the previous page, you have just listed those 
control items that were relevant to your judgment. Please 
rate how relevant each of these items was to your 
assessment of control risk according to the scale shown 
below. Please place the rating for each item in the left 
hand margin of the previous page next to the item being 
rated. 
1 - Slightly Relevant 
3 - Moderately Relevant 
5 - Highly Relevant 
(Hypothesis Prior/Negative Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
The senior audit manager on the engagement has joined 
you in a meeting. He believes that many aspects of the 
system are weak and therefore has stated that a high level 
of control risk exists with respect to the system. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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(Hypothesis After/Positive Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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The person responsible for posting sales journal entries to 
the accounts receivable subsidiary ledger also posts to the 
accounts receivable control account in the general ledger. 
Per accounts receivable personnel, an aged trial balance 
of accounts receivable is not prepared each and every 
month. 
The accounts receivable detail is reconciled monthly to the 
general ledger per discussion with client controller. 
Statements are not prepared and mailed to customers on a 
monthly basis. 
Quantities recorded as ordered and shipped are 
independently checked per discussion with the shipping 
clerk. 
The accounts receivable clerk has stated that sales 
invoices are supported by authorized shipping documents and 
approved customer orders. 
Per observation, shipping documents are prenumbered. 
A discussion with sales personnel indicated that sales 
prices are not obtained from authorized price lists, rather 
they are recalled from memory at the time an order is 
placed. 
Sales returns and allowances, discounts, and credit memos 
are not always approved by a responsible official per 
discussion with the credit clerk. 
Per observation, sales invoices and credit memos are 
prenumbered. 
Delinquent accounts are not always reviewed periodically 
(for potential write-off) by a responsible company 
official. 
The accounts receivable clerk stated that charged off bad 
debts are not always approved by a responsible official. 
Sales orders are matched against a list of delinquent 
customers before being processed per discussion with the 
credit clerk. 
The credit manager has stated that prior to processing, 
orders are compared to a list of customer credit limits. 
These limits are reviewed and updated on a periodic basis. 
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Please read the paragraph shown below and respond to the 
questions that follow it. 
The senior audit manager on the engagement has joined 
you in a meeting. He believes that many aspects of the 
system are strong and therefore has stated that a low level 
of control risk exists with respect to the system. 
1. Please assess the overall level of control risk present 
in the sales accounting system of Linden Corp. by circling 
the appropriate number on the scale shown below. 
0 1 2 3 4 5 6 7 8 9 10 
Low 
Control 
Risk 
Moderate 
Control 
Risk 
High 
Control 
Risk 
201 
2. Based on the information obtained from your 
documentation of the control system, please list the 
control items that you considered to be relevant in 
making your judgment. 
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3. On the previous page, you have just listed those 
control items that were relevant to your judgment. Please 
rate how relevant each of these items was to your 
assessment of control risk according to the scale shown 
below. Please place the rating for each item in the left 
hand margin of the previous page next to the item being 
rated. 
1 - Slightly Relevant 
3 - Moderately Relevant 
5 - Highly Relevant 
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(Hypothesis After/Negative Hypothesis) 
You are the senior accountant assigned to the Linden 
Corp. audit for the year ended June 30, 1987. Linden is a 
new client and manufactures thermometers. You have just 
completed the documentation of the sales accounting system 
and are at the point of evaluating system attributes (i.e., 
control risk related to the sales system) for the purpose 
of later assessing the likelihood of material error. 
Control risk is the risk that a material error in an 
account balance or class of transactions will not be 
prevented or will not be detected on a timely basis by the 
system of internal control. 
You have obtained the information shown on the reverse 
side of this page from your documentation of the sales 
accounting system. 
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Please read the paragraph shown below and respond to 
the questions that follow it. 
The senior audit manager on the engagement has joined 
you in a meeting. He believes that many aspects of the 
system are weak and therefore has stated that a high level 
of control risk exists with respect to the system. 
1. Please assess the overall level of control risk present 
in the sales accounting system of Linden Corp. by 
circling the appropriate number on the scale shown 
below. 
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