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Actualmente se generan de forma continua cantidades ingentes de contenido 
audiovisual. Esto se debe a que se ha logrado generalizar la creación y compartición de 
contenidos multimedia (generalización del uso de cámaras digitales, portales tipo 
“Youtube” [99]  o “Fotolog” [97]) y a mejorar la capacidad de almacenamiento. A pesar 
de esto,  la organización de los contenidos de los usuarios de estos servicios sigue 
siendo algo para lo que no se ha encontrado una solución eficaz. 
 
Generalmente, estos contenidos llevan asociados nombres que guardan poca relación 
con su contenido real y, en el mejor de los casos, llevan asociadas unas etiquetas 
introducidas como texto por unos usuarios que son desordenados en sus anotaciones, 
por lo que resulta muy difícil saber cual es el contenido real de un archivo multimedia 
sin consumirlo. 
 
Esto afecta no sólo a la organización de los contenidos, sino también a la búsqueda y 
recuperación de los mismos. Estas tareas no sólo se encuentran con el problema que 
provoca la mala organización del contenido, sino que además usan motores de búsqueda 
que se apoyan únicamente en cadenas textuales, y no en un vocabulario con más fuerza 
semántica que se asemeje al tipo de conocimiento del usuario, lo que se ha dado en 
llamar “metainformación”. 
 
La tendencia en años futuros es que estos contenidos no sólo no dejen de aumentar, sino 
que crezcan de manera exponencial, debido a la generalización de los medios digitales 
de grabación, al aumento de la capacidad de almacenamiento y a la mejora en las 
velocidades de las conexiones a Internet. 
Debido a este motivo, tanto desde la comunidad académica como desde la industria se 
están desarrollando nuevas líneas de investigación que permitan analizar y procesar el 
contenido multimedia de forma automática asociándole información cuyo poder 
descriptivo sea lo más similar posible a las descripciones semánticas que podrían ser 
proporcionadas por el ser humano pero generadas sin la intervención de éste. 
 
Por tanto, los principales desafíos que existen actualmente en la búsqueda y 
recuperación de imágenes (image retrieval) radican en solventar dos aspectos: 
 
1) La elaboración de metadatos cuya granularidad y riqueza se aproxime al 
contenido semántico proporcionado por el hombre. 
2) El desarrollo de sistemas capaces de extraer descripciones de gran riqueza 
semántica de forma automática a partir de características visuales de bajo nivel 
(extraídas automáticamente del procesado de las imágenes). 
 
Por el momento existe una gran brecha semántica (semantic gap) entre ambos 
problemas, ya que los conceptos que se pueden extraer mediante el uso de descriptores 
visuales no tienen una riqueza suficiente como para aproximarse a las necesidades de 
descripción semántica necesarias para el hombre. 
A pesar de todo, se están realizando grandes avances en este campo y es posible que en 
el futuro los resultados obtenidos lleguen a ser útiles para asistir al ser humano en tareas 
de catalogación, búsqueda y recuperación de contenido multimedia. 
1 Introducción 
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Este interés investigador se muestra en la existencia de campañas de evaluación y de 
conferencias (ver sección 3.1) y de proyectos de investigación subvencionados (ver 
sección 3.2) o llevados a cabo por universidades y centros de investigación (ver sección 
3.2.2).  
También recientemente están apareciendo una serie de iniciativas comerciales por parte 
de empresas que muestran la clara intención de convertir la extracción automática de 
metadatos en una futura alternativa comercial a los actuales portales de compartición de 




El título de este proyecto es “Clasificación automática de escenas visuales en 
imágenes”, el tema principal del mismo es la extracción automática de metadatos a 
partir de imágenes y video. En concreto, el propósito del proyecto es extraer metadatos 
de carácter general de contenidos multimedia creados por usuarios (UGC-User 
Generated Content) y para ser consumido por otros usuarios particulares. Esto incluye: 
 
- Imágenes: realizadas con cámaras digitales por usuarios particulares, a las 
que no se han realizado modificaciones posteriores que puedan afectar a su 
aspecto (por ejemplo, fotos que se pueden encontrar en una página personal 
de un particular). 
 
- Vídeos: realizados con cámaras digitales por usuarios particulares, es decir,  
sin editar, de corta duración (duración media de alrededor de 45 segundos, 
similar a los 30 segundos de media en videos usados en [139]), y en los que 
solo haya una única escena. 
 
En ambos casos se trata de contenidos no profesionales, que no han sido editados 
posteriormente a su grabación. 
 
En esta primera aproximación a la detección semántica a partir de contenido 
multimedia, los conceptos para los que se crean clasificadores son de carácter general. 
Que permitan no sólo una clasificación directa, sino también la creación de un marco 
general para una futura clasificación que haga uso de conceptos más concretos y que se 
engloben dentro de un dominio determinado (como pueden ser el dominio playa, el 
dominio partidos de fútbol, etc.).  
La elección de los conceptos a detectar tuvo también en cuenta el análisis que se realiza 
en  [139], documento en el cual se escogen cuidadosamente los conceptos más 
relevantes entre más de 1300 videos de usuarios reales. 
Por todo esto, los conceptos elegidos dentro del marco de este proyecto son los 
siguientes: 
 
• Presencia o no de caras: en el caso de que éstas aparezca, se proporciona 
también el número y la posición de las mismas en la imagen o keyframe. 
• Presencia o no de los siguientes conceptos: 
o Exterior de día (“Daytime”) 
o Exterior de noche (“Nighttime”) 
o Cielo Azul (“Blue sky”) 
o Imagen Interior (“Indoor”) 
o Anochecer  (“Sunset”) 
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o Playa (“Beach”) 
o Paisaje (“Landscape”) 
o Vegetación (“Vegetation”) 
o Entorno urbano (“Urban”) 
o Edificios (“Building”) 
 
 
Para poder servir a estos objetivos, varias tareas deben ser desarrolladas: 
 
En primer lugar, realizar un estudio de las distintas opciones existentes en la actualidad 
en lo que a la temática del proyecto se refiere. De este estudio no sólo debe derivarse un 
documento de estudio del arte que comprenda parte de esta memoria, sino también 
deben asentarse las bases que permitan un estudio minucioso de las tecnologías que se 
usan en los mismos. 
 
En segundo lugar, realizar un estudio minucioso de las distintas tecnologías disponibles 
para la anotación automática de contenidos multimedia, poniendo especial atención 
sobre las máquinas vector soporte ( SVM “Support Vector Machines”, ver sección 
2.3.1.2) y a los módulos especializados de detección de caras . En esta fase se asentarán 
conocimientos que permitan luego realizar una decisión acerca de las tecnologías 
utilizadas en la realización del proyecto. 
 
En tercer lugar, enfocar el conocimiento adquirido hacia la realización de los detectores 
de conceptos anteriormente especificados. La selección de tecnologías es una parte 
importantísima de esta tarea, pues determinará el devenir de la realización del proyecto. 
Se deberán tomar distintas estrategias para la detección de caras y para la de otros 
conceptos, ya que en un caso se trata de elementos concretos existentes dentro de la 
imagen, y en el otro de conceptos generales que afectan a la imagen entera y que 
estadísticamente representan una parte importante de la misma. 
En último lugar, se deben analizar los resultados obtenidos en las diferentes tareas y, 
especialmente, en la tarea de realización de clasificadores. El análisis de estos resultados 
determinará si los detectores funcionan adecuadamente, y en ambos casos deberá 
justificarse el funcionamiento de los mismos. Al igual que en la tarea anterior, se hace 
necesario estudiar por separado la tarea de detección de caras y la tarea de detección de 
otros conceptos. 
Estas tareas citadas deben llevar a la extracción de conclusiones acerca del trabajo 
realizado, y a proponer futuras líneas de trabajo para este proyecto en el ámbito de la 
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2 Sistemas de Extracción Automática de 
Metadatos de un contenido Multimedia 
 
 
Extraer metadatos a partir de un contenido multimedia es una tarea difícil, muestra de 
ello es que en los últimos años muchos esfuerzos de investigación se han llevado a cabo 
en esta área. 
La anotación automática de conceptos semánticos a partir del video es un proceso 
complejo que requiere de la interacción de diversas técnicas de preprocesado y análisis.  
En este capítulo se profundizará en las técnicas disponibles actualmente para la 
realización de cada una de estas tareas. 
En una primera aproximación, y como método global, se preprocesa este contenido para 
adecuarlo a los sistemas existentes de extracción de metadatos de bajo nivel.  El 
procesado incluye metainformación de manera implícita. 
La metainformación de bajo nivel será utilizada posteriormente para extraer metadatos 
de medio y alto nivel. 
En la Figura 1 se muestran esquemáticamente las fases implicadas en la extracción de 




























Las tareas mostradas en la Figura 1 serán analizadas individualmente en los apartados 
2.1,2.2 y 2.3. 
Figura 1 Fases implicadas en la extracción de 
metadatos en contenido multimedia 
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En el resto de apartados se estudiarán módulos especializados de detección y sistemas 
de detección de eventos y de estructuración semántica en contenidos de video. El 
análisis de otras fuentes asociadas al video y de otras fuentes complementarias como 
pueden ser las social tags, al escaparse del ámbito del proyecto y su implementación, 
queda relegado a los anexos Anexo C Análisis de otras fuentes multimedia asociadas al 
video y Anexo D Otras fuentes complementarias 
 
2.1 Procesado Del Contenido Multimedia 
 
El procesado de video e imágenes tiene por objetivo convertir el contenido multimedia 
en uno o varios contenidos más fácilmente analizables e interpretables por los sistemas 
automáticos. 
Estos métodos de preprocesado engloban técnicas que van desde la transcodificación 
del video, la conversión de formatos en imágenes, hasta la segmentación espacio-
temporal del contenido multimedia. 
La transcodificación y la conversión de formato para contenidos multimedia no ha 
tenido mucho peso en el marco de este proyecto, por lo que no será tratada en apartados 
futuros. Para realizar estas tareas, existen métodos y programas cuyo uso está muy 
consolidado y extendido, ejemplos de ello son programas como ffmpeg (una colección 
de software libre que puede grabar, convertir y hace streaming de audio y vídeo [135]), 
y imageMagick (aplicación que sirve para editar y componer imágenes, que puede leer, 
convertir y guardar imágenes en una gran variedad de formatos [136]).  
La segmentación espacio-temporal y la extracción de keyframes, en cambio, son un área 
de investigación en franca expansión. Permite dividir un contenido heterogéneo en 
varios contenidos cuyas características más homogéneas permitan realizar un análisis 
independiente de cada una de las partes. Por ello resulta de gran interés en la realización 
de este proyecto. 
 
2.1.1 Técnicas de segmentación y de selección de imágenes 
clave 
 
En el contexto de este proyecto, se analizarán tanto imágenes, como contenidos de 
video de generación y uso doméstico. Considerando el vídeo como una secuencia 
ordenada de imágenes, las técnicas utilizables en el análisis de imágenes son extensibles 
en el ámbito del análisis de videos, siempre que esta secuencia de imágenes sea 
correctamente demultiplexada. Dentro del proceso de segmentación existen diversas 
fases, tal y como se recoge en [1]. 
La Figura 2 se engloba dentro de lo que se conoce como segmentación temporal. Las  
distintas fases se explican de manera más detallada en los siguientes apartados. 
 
La segmentación espacial no ha sido abordada en el contexto de este proyecto,  su 
estudio ha sido relegado al Anexo B Segmentación Espacial de Imágenes. 
 
Puede considerarse que estas divisiones resultantes de la segmentación incluyen una 
gran carga semántica, contenidas en el hecho de que un keyframe o un blob son, en sí, 
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2.1.1.1  Detección de fronteras entre planos ("Shot Boundary 
Detection")  
 
La detección de fronteras entre planos es aplicable sólo a contenidos que varían a lo 
largo del tiempo, y permite dividir un único archivo en varios, más homogéneos que el 
primero en la dimensión temporal. 
La unidad básica de esta segmentación temporal es la imagen. Un sistema básico de 
segmentación temporal sería realizar una decodificación total del video en tramas y 
tomar como imágenes para clasificar cada uno de los cuadros existentes en el video. No 
obstante, esto no resultaría nada recomendable, debido al elevado coste computacional y 
a la redundancia de información que se obtendría.  
La unidad más básica de indexado de vídeo después de una imagen o cuadro, es el plano 
(shot), es decir, una serie de imágenes contiguas entre dos transiciones visuales. 
La detección de cambios entre planos constituye el primer paso en la mayor parte de 
técnicas de catalogación semántica de vídeo y generación de resúmenes. Esta división 
del vídeo en planos realizada de forma automática es una cuestión fundamental para el 
análisis posterior del vídeo y a la que se ha dedicado y se continúa dedicando mucho 
esfuerzo de investigación. La Figura 3 mostrada a continuación recoge los resultados de 
un ejemplo de detección  de planos de un video. 
 
Figura 2 Proceso de selección de videos e imágenes a analizar 
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Las diferentes secuencias o planos de vídeo pueden concatenarse de múltiples maneras. 
Una de las más simples consiste en cortes caracterizados por cambios bruscos entre una 
imagen y la siguiente. Otras más complejas implican la concatenación mediante 
transiciones editadas, como por ejemplo, atenuaciones de la imagen, o, efectos de 
composición (dissolves, fade-in, fade-out, wipes). Estos y otros fenómenos como el 
disparo de flashes (que provocan un consecuente cambio de iluminación) suponen un 
auténtico reto a la hora de detectar las fronteras entre dos planos consecutivos. 
En la Figura 4 puede verse un ejemplo de transición gradual (dissolve).  
 
 
Aunque se han propuesto muchos algoritmos de segmentación de planos de vídeo sólo 
algunos de ellos están orientados a detectar los efectos que conlleva una transición 
gradual. Entre los frentes de investigación dedicados a la definición de técnicas de 
detección de planos podemos destacar la labor realizada en el marco de competición 
TRECVID (ver apartado 3.1.1). En ella una de las tareas principales consiste en evaluar 
un conjunto común de vídeos (noticias) y proporcionar los tiempos de cambios de 
secuencias detectados automáticamente con sus técnicas. En ediciones anteriores de esta 
competición, la mayoría de las técnicas propuestas han ido evolucionando hacia la 
detección de atenuaciones de la imagen, puesto que los métodos establecidos para la 
detección de cambios bruscos han alcanzado ya resultados bastante precisos. 
Figura 3 Ejemplos de detección de planos en video 
Figura 4 Ejemplo de transición gradual de planos de un vídeo 
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Además de basarse en la forma en que se produce el cambio de plano, las técnicas de 
segmentación pueden realizarse para vídeos en el dominio comprimido (MPEG-2, 
MPEG-4, etc.) o en el dominio descomprimido: 
 
• Dentro del dominio no comprimido, pueden distinguirse, por un lado, los 
métodos por comparación de datos, y por otro, los métodos por aplicación de 
modelos matemáticos que se encargan de modelar las diferentes transiciones 
presentes en el vídeo. En los primeros, el sistema calcula la diferencia entre dos 
imágenes y concluye sobre la presencia o no de un cambio de plano. Para ello se 
han utilizado numerosas características y medidas de comparación. Borezky et 
al. [3] identifican las principales técnicas para la detección de cambios de planos 
por diferencias de color de los píxeles, por diferencia de contornos, por 
comparación por histograma o basados en vectores de movimiento.  
• Los métodos de segmentación en el dominio comprimido utilizan las 
propiedades del flujo MPEG de vídeo, tales como la componente continua de la 
transformada discreta del coseno (DCT- Discrete Cosine Transform) [4]. 
 
2.1.1.2 Selección de cuadros clave ("Key-frame Detection") 
 
Esta tarea consiste en la selección de la imagen o imágenes representativas para cada 
secuencia de vídeo. Para algunas aplicaciones, la selección de estas imágenes es 
inmediata. Otras aplicaciones seleccionan estas imágenes siguiendo un muestreo 
temporal, es decir, seleccionan la primera o última imagen de la secuencia. 
 
Sin embargo, estas selecciones de imágenes en ocasiones no captan de forma eficiente 
el contenido semántico del plano de vídeo. Por ello, se están desarrollando otros 
métodos más sofisticados, que se apoyan en las diferencias visuales que existen entre 
las distintas tomas, o bien, en los patrones de movimiento. Por ejemplo, en el dominio 
de películas, la observación de que los actores usan frecuentemente los movimientos de 
la cámara para construir mensajes complejos y que emplean las pausas para  enfatizar 
gestos, lleva a la detección de imágenes clave basadas en el movimiento. 
El conjunto de vectores de movimiento de los puntos o regiones se denomina 
comúnmente flujo óptico (optical flow), y es la base de todos los sistemas de análisis de 
movimiento en las escenas. Las técnicas que emplean el análisis de flujos ópticos para 
medir el movimiento en una toma seleccionan las imágenes principales de acuerdo con 
los mínimos locales de movimiento detectados. Wolf [5] utiliza el flujo óptico para 
detectar la imagen con la actividad más débil. Liu et al. [6]proponen una medida de 
energía del movimiento dentro del dominio MPEG a fin de identificar las imágenes 
clave de un plano. 
A pesar de los esfuerzos por captar el contenido semántico en las imágenes 
seleccionadas, es preciso destacar que a lo largo de este preprocesado de vídeo, habrá 
siempre información semántica que quede sesgada, ya que sólo un operador humano 
puede seleccionar eficazmente las imágenes más representativas. 
Otro problema radica en la descontextualización que sufre la información, ya que el 
hecho de analizar trozos de un vídeo por separado puede desembocar (si esta situación 
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2.2 Extracción de metadatos de bajo nivel 
 
Tras el proceso de selección de cuadros clave, las regiones obtenidas están preparadas 
para ser analizadas individualmente. Para realizar este análisis, se extraen una serie de 
parámetros de bajo nivel de estas regiones. Estas características visuales se pueden 
agrupar en cuatro categorías primarias: características de color, características de textura 
y estructura, características de movimiento y una categoría híbrida. 
 
• Color: la descripción del color se realiza fundamentalmente mediante 
histogramas calculados dentro de diferentes espacios de color.  
• Textura y estructura: la descripción de la textura se realiza mediante un 
análisis frecuencial o el estudio de ocurrencias. La descripción de la estructura 
se efectúa mediante la detección de esquinas, ángulos, contornos y formas. 
• Movimiento: el movimiento es un atributo muy importante para el vídeo, y su 
información se puede obtener generalmente mediante técnicas de flujos ópticos. 
Características como los histogramas de movimiento se pueden extraer a partir 
de los vectores de movimiento. 
• Híbridas: las características híbridas permiten describir conjuntamente las 
características primarias de color, textura y estructura. Se encuentran 
fundamentalmente dentro de los dominios transformados, por ejemplo, la 
transformada de Fourier (FT- Fourier Transform), DCT y análisis de 
componentes principales (PCA - Principal Component Analysis). 
 
A estas características de bajo nivel se las denomina descriptores. Un requisito 
fundamental para el éxito de las tareas de anotación automática de imágenes y vídeo es 
la elección de las características visuales que representen la imagen de manera 
apropiada. Éstas deben ser cuidadosamente elegidas de manera que cumplan una serie 
de requisitos que conduzcan a una clasificación eficiente de las imágenes y de los  
objetos contenidos en ellas [12] : 
 
• Economía: coste razonable. 
• Velocidad: tiempo de cálculo viable (menor que un umbral). 
• Independencia: no correlación entre las características. 
• Homogeneidad intra-clase: poca dispersión de los vectores de características 
dentro de una misma clase. 
• Capacidad discriminante inter-clases: mucha dispersión de los vectores de 
características entre clases distintas.  
 
La Universidad de Columbia ha empleado también características de color, textura y 
estructura en la tarea de extracción de características de alto nivel dentro del marco 
TRECVID [73]. 
La segunda etapa de este proceso de extracción de características de bajo nivel, 
consistirá en definir las regiones de la imagen de las cuales se quiere extraer los datos. 
Según la imagen, será suficiente con describir la imagen como una entidad única 
(características globales de la imagen), pero en otras ocasiones se puede necesitar una 
descripción local del contenido para cada región. El compromiso se deberá establecer 
entre el objetivo de la aplicación, la complejidad de la representación, y el tiempo de 
cálculo requerido para el tratamiento de estos datos. 
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Para facilitar la descripción de contenidos multimedia se ha desarrollado un estándar por 
el grupo MPEG, llamado MPEG-7 [14]. El objetivo de este estándar es proporcionar un 
marco genérico y ofrecer un conjunto de herramientas para facilitar la descripción 
multimedia, así como crear descripciones formales de documentos multimedia [16] 
Los descriptores visuales de MPEG-7 se pueden emplear para buscar y filtrar imágenes 
y vídeos basándose en diversas características visuales, como color, textura, forma del 
objeto y movimiento. Además, MPEG-7 emplea descriptores de alto nivel específicos 
de la aplicación, como por ejemplo, los descriptores para las aplicaciones de 
reconocimiento de caras. Los descriptores genéricos de MPEG-7 se clasifican en los 
siguientes grupos: 
• Elementos básicos: Grid Layout, Time Series, 2D-3D Multiple View, 
coordenadas 2D espaciales e interpolación temporal. 
• Descriptores de Color: Color Space, Color Quantization, Scalable Color, 
Dominant Color, Color Layout, Color Structure, y Group-Of-Frames/Group-Of-
Pictures Color. 
• Descriptores de Textura: Homogeneous Texture, Non-homogeneous Texture 
(Edge Histogram), y Texture Browsing. 
• Descriptores de Forma: Region-Based, Contour-Based, y 3D Shape. 
• Descriptores de Movimiento (para vídeo): Motion Activity, Camera Motion, 
Parametric Motion y Motion Trajectory. 
 
Los descriptores que más utilizados son [137] [14]: el color escalable (SC-Scalable 
Colour), la textura homogénea (HT- Homogeneous Texture), y el histograma de bordes 
(EH-Edge Histogram) de la imagen entera. 
 
2.3 Extracción de metadatos de alto nivel 
 
Una vez ha sido extraída la información básica de bajo nivel de las imágenes, el 
siguiente paso es lograr que esta información sea comprensible para la mente humana. 
Para ello se tienen que interrelacionar los descriptores de bajo nivel con información de 
alto nivel o conceptos semánticos. La gran brecha que existe entre los dos tipos de 
información es lo que se denomina brecha semántica (semantic gap). 
Para poder realizar una correspondencia entre las características de bajo nivel y los 
conceptos que representan, se necesita una representación formal, que minimice en la 
medida de lo posible la brecha semántica. Esta es una tarea extremadamente difícil, 
objeto de múltiples estudios y líneas de investigación. Los algoritmos de segmentación 
actuales no son capaces de asociar de forma eficiente las regiones segmentadas con los 
objetos reales que representan. Una segmentación no robusta sin duda conllevará una 
baja efectividad en el algoritmo de anotación automática.  
 
El conocimiento del dominio sobre el se que aplica la imagen, resulta de vital 
importancia para una eficiente segmentación. Para proporcionar conocimiento sobre un 
dominio específico, se pueden emplear ontologías, ya que éstas proporcionan un marco 
de trabajo formal para dar soporte a las definiciones semánticas explícitas y procesables 
por máquinas. 
Una ontología es una jerarquía de conceptos con atributos y relaciones que define los 
términos a utilizar para poder describir y representar un área de conocimiento [15]. 
 
Además el uso de ontologías facilita la inferencia de nuevos conocimientos según unas 
reglas determinadas. Estos conocimientos se aplican a diversas técnicas de aprendizaje 
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automático (machine learning), que serán las encargadas de clasificar y establecer una 
correspondencia aproximada entre las características de bajo nivel y determinados 
conceptos semánticos. 
 
En [18] se muestra el resultado de una aproximación que consigue, tras una fase de 
aprendizaje, la categorización de imágenes en clases predefinidas, clasificando las 
escenas entre imágenes de interior/exterior, ciudad/paisaje, presencia de caras/no caras. 
El éxito de los sistemas de indexado y catalogación multimedia radica en buena parte en 
la definición de los conceptos y ontologías propias del dominio de aplicación. De hecho, 
la definición del dominio de aplicación resulta fundamental para el análisis del contexto 
multimedia. El análisis del contexto nos ayuda a identificar a qué objetos debemos 
prestar atención y cuales deben ser ignorados. 
Cuando los métodos de detección semántica explotan las relaciones espacio-temporales 
entre las distintas regiones de una imagen o de imágenes secuenciales de un vídeo, se 
dice que son basados en el contexto (context-based). El contexto puede ser espacial o 
temporal: 
• El primero hace referencia a las relaciones espaciales entre los objetos o 
regiones de una imagen o secuencia de vídeo y determina que si un concepto se 
detecta con una alta probabilidad en una imagen, entonces otros conceptos 
relacionados con él verán incrementadas sus probabilidades de aparición en 
dicha imagen.  
• El segundo se refiere a las relaciones temporales entre los objetos, regiones o 
escenas, y emplea la información de las imágenes vecinas a una dada. 
 
 
2.3.1 Modelos de reconocimiento de objetos para anotación 
automática 
 
Se han propuesto diversas clasificaciones para organizar los sistemas de reconocimiento 
estadístico de patrones que permitan la anotación automática de imágenes.  
Para aplicaciones relacionadas con la imagen existen una serie de estrategias que han 
ido siendo adaptadas a las necesidades de la clasificación automática de imágenes. 
En los próximos apartados se estudiaran varias de estas técnicas, que son [2]: 
 
• “Template Matching” 
• SVM (“Máquinas de Vector Soporte”). 
• Redes neuronales. 
• Sistemas de lógica difusa y de lógica neurodifusa 
• Reconocimiento sintáctico de patrones. 
• Modelos estadísticos de reconocimiento para anotación automática 
• Técnicas de reconocimiento basándose en conocimiento explícito. 
 
 
2.3.1.1 Comparación de plantillas (“Template Matching”) 
 
Una de las primeras técnicas de reconocimiento de patrones es la basada en 
comparación de plantillas. La comparación permite determinar la similitud entre dos 
entidades (puntos, curvas o formas) del mismo tipo. En la comparación de plantillas, se 
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dispone de una plantilla (típicamente una figura 2D) o de un prototipo del patrón a 
reconocer.  
El patrón a reconocer se compara con las plantillas guardadas teniendo en cuenta todos 
los cambios de posición (translación y rotación) y de tamaño. La medida de similitud, a 
menudo se trata de una correlación, y se optimiza tomando como base un conjunto de 
entrenamiento. La comparación de plantillas tiene un alto coste computacional, pero la 
aparición de procesadores más potentes han hecho esta aproximación más factible. Una 
plantilla rígida, a pesar de ser efectiva en algunos casos, tiene numerosas desventajas. 
Por ejemplo, fallaría si los patrones se distorsionaran por variaciones debidas a cambios 
de punto de vista o a elevadas variaciones intra-clase. 
Los modelos de plantilla deformable [44] y de modelos de distribución de puntos 
(PDM) [39] pueden usarse para comparar patrones cuando una deformación no puede 




2.3.1.2  Procesos estadísticos de aprendizaje y clasificación 
automáticos. 
 
La tarea de analizar el contenido multimedia y detectar conceptos existentes dentro del 
mismo puede ser llevada a cabo por los métodos de reconocimiento estadístico, que se 
apoyan en métodos estadísticos y probabilísticos. 
En las técnicas de reconocimiento estadístico basadas en el aprendizaje se ajusta la 
estructura interna del sistema, de acuerdo a los pares formados por la entrada 
proporcionada (características visuales) y la salida deseada (palabras clave o conceptos). 
Así, estas relaciones implícitas se aproximan con los datos de entrenamiento para poder 
clasificar nuevos datos y simular un proceso de razonamiento tal y como describe la 
Figura 6. 
 
Figura 5 Ejemplo de Plantilla que converge hasta encontrar la forma buscada en la 
imagen 
2 Sistemas de Extracción Automática de Metadatos de un contenido Multimedia 
 
 - 18 - 
 
Las propuestas basadas en el aprendizaje (machine learning) son apropiadas cuando el 
conocimiento no se puede definir explícitamente al no estar completamente definido o 
ser demasiado vasto en términos de cantidad como para poder ser eficientemente 
representado. 
Dentro de las técnicas existentes para el aprendizaje automático las más empleadas son: 
las redes neuronales, los sistemas de lógica difusa (fuzzy systems), las máquinas de 
vector- soporte (SVM- Support Vector Machines-) y los modelos estadísticos. 
Los métodos de machine learning se caracterizan por dos paradigmas: el aprendizaje 
discriminativo (discriminative), y el aprendizaje generativo (generative): 
 
Máquinas de vectores de soporte (SVMs) 
 
Algunos métodos discriminativos de machine-learning en multimedia y visión han 
demostrado tener un buen funcionamiento en las tareas de entrenamiento y 
clasificación. Muchos ejemplos de estos métodos emplean clasificadores llamados 
máquinas de vectores soporte (SVMs): para la detección de caras y de dígitos, SVMs 
para clasificación facial por género o edad, SVMs para detectar presentadores en los 
vídeos de noticias, etc. 
 
Los SVMs son un tipo de clasificadores de patrones basados en técnicas estadísticas de 
aprendizaje propuestas por Vapnik [19]. Se trata fundamentalmente de clasificadores de 
dos clases, aunque se han extendido para trabajar en problemas de clasificación multi-
clase [20]. 
Los SVMs están a la cabeza de los métodos de clasificación por permitir construir 
fronteras de decisión flexibles y por su buena capacidad de generalización. La idea 
consiste en transformar el conjunto de vectores de entrada X = {xi | xi= (xi1, xi2,…, 
xin)} (patrones n-dimensionales) en otro conjunto de vectores Y de una dimensión más 
alta (incluso de dimensión infinita) en los que el problema pueda solucionarse 
linealmente. La similitud entre los datos se expresa a través de la noción de funciones de 
kernel, que se definen según el problema a resolver [12].  
La clasificación mediante SVM se basa en el deseo de construir un hiperplano que 
separe dos clases, etiquetadas y {-1, +1}, de forma que la distancia entre el hiperplano 
óptimo y el patrón de entrenamiento más cercano (margen) sea máxima, con la 
Figura 6 Procesos de aprendizaje y clasificación automática [2]  
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intención de forzar la generalización de la máquina de aprendizaje. En la Figura 7 se 




























En [21] se propone una formulación probabilística para la anotación y recuperación 
semántica de imágenes. La anotación y recuperación de datos se plantea como un 
problema de clasificación SVM, donde cada clase se define como el grupo de imágenes 
de la base de datos etiquetadas con una etiqueta semántica común. Se demuestra que 
con esta correspondencia uno a uno entre las etiquetas y las clases semánticas se puede 
obtener una baja probabilidad de error con algoritmos eficientes de cálculo. 
 
 
Las Máquinas de Vectores Soporte son en la actualidad los algoritmos que más se están 
utilizando para todo tipo de tareas de inducción. Su sólido fundamento teórico y sus 
muchas y manejables implementaciones hacen que estén siendo muy utilizadas y 
constituyan el núcleo más numeroso de publicaciones en los foros más importantes del 
mundo sobre aprendizaje automático. 
 
Redes Neuronales (Neural Networks) 
 
Una de las misiones en una red neuronal consiste en simular las propiedades observadas 
en los sistemas neuronales biológicos a través de modelos matemáticos recreados 
mediante mecanismos artificiales (como un circuito integrado, un ordenador o un 
conjunto de válvulas). El objetivo es conseguir que las máquinas den respuestas 
Figura 7 Aprendizaje de un clasificador SVM: optimización para diferentes 
grupos de características 
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similares a las que es capaz de dar el cerebro que se caracterizan por su generalización y 
su robustez.[22] 
Una red neuronal se compone de unidades llamadas neuronas. Cada neurona recibe una 
serie de entradas a través de interconexiones y emite una salida. Esta salida viene dada 
por tres funciones: 
1. Una función de propagación (también conocida como función de excitación), 
que por lo general consiste en el sumatorio de cada entrada multiplicada por el 
peso de su interconexión (valor neto). Si el peso es positivo, la conexión se 
denomina excitatoria; si es negativo, se denomina inhibitoria.  
2. Una función de activación, que modifica a la anterior. Puede no existir, siendo 
en este caso la salida la misma función de propagación.  
3. Una función de transferencia, que se aplica al valor devuelto por la función de 
activación. Se utiliza para acotar la salida de la neurona y generalmente viene 
dada por la interpretación que queramos darle a dichas salidas. Algunas de las 
más utilizadas son la sigmoide (para obtener valores en el intervalo [0,1]) y la 
tangente hiperbólica (para obtener valores en el intervalo [-1,1]).  
 




Las redes neuronales se pueden ver como sistemas de cálculo paralelos y distribuidos 
que consisten en un gran número de procesadores simples con muchas interconexiones 
[2], [25]. El conocimiento que adquieren por medio del aprendizaje los hace capaces de 
discriminar entre objetos o patrones. Las redes neuronales se representan mediante redes 
de grafos dirigidos en las que los nodos son neuronas artificiales y los vértices son las 
conexiones entre las salidas de una capa de neuronas y las entradas de la siguiente capa 
de neuronas. Las principales características de las redes neuronales es que tienen la 
capacidad para aprender relaciones de entrada-salida muy complejas y no lineares y de 
adaptarse a los datos. Por ello, resultan también apropiadas para problemas de 
clasificación no supervisada. 
 
 Lógica difusa y redes neuro-difusas 
 
Los sistemas de lógica difusa (fuzzy logic) codifican conocimiento estructurado o 
lingüístico en un marco de trabajo numérico. Se han propuesto técnicas que extienden la 
lógica descriptiva de algunos lenguajes con extensiones "difusas", es decir, extensiones 
Figura 8  Esquema de Red Neuronal con un perceptrón  [23] 
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que modelan la incertidumbre. Son capaces de describir las operaciones de los sistemas 
en lenguaje natural con la ayuda de reglas que se parecen al razonamiento humano, de 
hecho, los conjuntos difusos y la lógica difusa, que son el fundamento de los sistemas 
difusos, han sido desarrollados buscando modelar la forma como el cerebro manipula 
información inexacta. 
La lógica difusa se utiliza cuando la complejidad del proceso en cuestión es muy alta y 
no existen modelos matemáticos precisos, para procesos altamente no lineales y cuando 
se envuelven definiciones y conocimiento no estrictamente definido (impreciso o 
subjetivo). 
Para solucionar los problemas de clasificación y modelado se ha desarrollado un nuevo 
tipo de sistema: las redes neuro-difusas. El objetivo es intentar combinar las cualidades 
de las redes neuronales y de la descripción de sistemas mediante Lógica Difusa. 
Las redes neuronales son conocidas por su alta capacidad de aprendizaje, lo que permite 
una adecuada generalización en el tipo de problemas comentado anteriormente. Por otro 
lado, la propiedad más atractiva de la Lógica Difusa es la capacidad que posee de poder 
tratar con variables numéricas y variables lingüísticas simultáneamente. Las variables 
lingüísticas permiten un tratamiento del problema más comprensible y cercano al 
conocimiento intuitivo humano. Una de las principales ventajas de la combinación de 
estas disciplinas es la posibilidad de interpretar los resultados obtenidos por una red 
neuronal, pudiendo extraer conocimiento de ella. Clásicamente, las redes neuronales 
han sido conocidas como sistemas que podían proporcionar excelentes resultados pero 
que tenían el principal inconveniente de ser cajas negras, de donde era imposible 
obtener unas reglas de comportamiento debido a la complejidad de sus conexiones 
internas, la Lógica Difusa abre una puerta a esta posibilidad [25].  En la Figura 9 se 
muestra una arquitectura de una red neuro-difusa.  
 
 
Estas redes emplean datos predefinidos de entrada-salida para iniciar y adaptar los pesos 
contenidos en la lógica proposicional difusa. Mediante esta adaptación lo que se realiza 
es refinar el conocimiento previo existente e incluir en él grados de incertidumbre tan 
propios de las aplicaciones de la vida real.  
Figura 9 Arquitectura de una red neuro-difusa [25] 
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2.3.1.3  Reconocimiento estructural (o sintáctico) de patrones 
 
En los sistemas de reconocimiento estructural o sintáctico de patrones, una clase 
semántica representa una abstracción de un objeto semántico. Se definen dos tipos de 
modelos para describir una clase semántica: un modelo perceptual para las 
características de bajo nivel y un modelo estructural para las características semánticas 
[24]. Típicamente, las clases semánticas con baja variabilidad se pueden representar con 
modelos preceptúales, mientras que las clases semánticas más complejas requerirán un 
modelo estructural o jerárquico. 
 
• Para realizar este modelo estructural se pueden emplean clasificadores como el 
llamado árbol de particiones binario (Binary Partition Tree) [25]. Los árboles 
permiten la representación de la  imagen de forma jerárquica. Para ello, se define 
un conjunto reducido de regiones de la imagen, que serán más o menos 
representativas de sus características preceptúales, de forma que el algoritmo de 
reconocimiento de objetos se centrará en este conjunto. 
• Las imágenes se segmentan en regiones homogéneas, y con ellas se construye el 
árbol de particiones binario de esta segmentación inicial. Las hojas del árbol 
representan las regiones de la partición inicial, mientras que los nodos restantes 
del árbol son los nodos "padre". Estos nodos "padre" representarán, por tanto, a 
las regiones que se pueden obtener de fusionar las regiones representadas por los 
nodos hijos. El algoritmo de árbol de particiones binario irá uniendo 
recursivamente las regiones colindantes basándose en criterios de homogeneidad 
hasta obtener una nueva región. De esta forma, el nodo raíz representará la 
imagen completa. 
Los candidatos para la detección de objetos son las regiones representadas por los nodos 
del árbol. Para cada nodo en este árbol, se calculan los valores de los descriptores y las 
probabilidades se combinan en una probabilidad de clase global. Las regiones con más 
probabilidad se considerarán instancias de objetos. 
 
2.3.1.4  Modelos estadísticos de reconocimiento para anotación 
automática 
 
Los métodos basados en modelos estadísticos para la anotación automática tratan de 
inferir correlaciones y probabilidades conjuntas de imágenes y anotaciones. 
La estructura de las relaciones entre los distintos conceptos presentes en una imagen es 
una característica muy importante del conjunto de datos, así que resulta fundamental 
considerarla a la hora de elaborar los modelos. Otra denominación de este tipo de 
modelos es modelos de inferencia estadística. 
Entre los múltiples modelos existentes podemos comenzar citando cuatro modelos de 
aprendizaje: co-occurrence model, CRM, CMRM y Bernoulli, donde se anota 
automáticamente a las nuevas imágenes dado un conjunto de imágenes de aprendizaje 
anotadas. 
 
La principal característica de estos modelos es que tratan de anotar la imagen de manera 
global, en lugar de anotar cada región segmentada independientemente. Su principal 
ventaja es que superan algunas de las limitaciones dadas por la descripción por regiones, 
como son: la dificultad de la segmentación, la complejidad y las dimensiones de la 
representación. 
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En estos modelos de aprendizaje, se anota automáticamente las nuevas imágenes según 
un conjunto de imágenes de aprendizaje anotadas. Para ello, en primer lugar, se crea un 
vocabulario de visterms, donde cada imagen se representa mediante un conjunto de 
visterm. Un visterm puede entenderse como un cluster de distintos segmentos de una 
imagen, y sería equivalente a una palabra dentro de un documento de texto. El objetivo 
de estos algoritmos será el de encontrar la correspondencia entre un visterm y una 





Modelo de co-ocurrencia [26]: es el modelo más sencillo. Se calcula la co-ocurrencia 
de visterms y palabras.  
En lo modelos CMRM (Cross-media Relevance Model) [27] y CRM (Continuous 
Relevance Model) [28]: Dado un conjunto de imágenes de entrenamiento, se calcula un 
modelo de probabilidad conjunta para las características de la imagen y las palabras. 
 
Como se ha comentado anteriormente, el conocimiento del dominio al que pertenece la 
imagen ayuda en buena medida al proceso de segmentación. Para proporcionar 
conocimiento sobre un dominio específico, se pueden emplear ontologías, ya que éstas 
proporcionan un marco de trabajo formal para dar soporte a las definiciones semánticas 
explícitas y procesables por máquinas. 
 
Modelo MBRM (Multiple Bernoulli Relevance Model) [29] : En este modelo se 
proporcionan múltiples palabras clave para una imagen. Cada imagen se segmenta en un 
conjunto de regiones rectangulares, y sobre cada una de estas regiones, se calcula un 
vector de características. El modelo de relevancia es una distribución de probabilidad 
conjunta de las anotaciones de las palabras y los vectores de características de las 
imágenes, y se calcula empleando un conjunto de imágenes de entrenamiento. Las 
probabilidades para cada palabra se estiman usando un modelo de Bernoulli. 
Otros modelos de inferencia estadística serían: 
• Los trabajos de Sovannavong  [30] donde se introduce un método de indexado 
de contenido de vídeo basado en regiones que emplea un método llamado 
indexación semántica latente (LSI- Latent Semantic Indexing-)[31]. En esta 
propuesta la imagen es segmentada en regiones homogéneas. Las regiones se 
Figura 10 Imágenes, segmentos y visterms [38] 
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corresponden con palabras de un diccionario visual que describen su contenido. 
Este diccionario no existe previamente y ha de ser definido de antemano. 
• Los algoritmos de agrupamiento (clustering), entre los que destaca la técnica de 
k-medias (K-means), que obtienen una serie de regiones de referencia, 
dividiendo las regiones en diferentes tipos discretos. El algoritmo determina un 
número predefinido de centros que representan lo mejor posible todo el conjunto 
de histogramas de las imágenes. Estos centros componen el llamado diccionario 
visual.  
Resulta interesante definir un diccionario para cuantificar cada tipo de característica, por 
ejemplo, uno en función del color y otro para la textura. Una vez que el diccionario está 
definido, se construye la "firma" de la imagen de la manera siguiente: cada región de la 
imagen agrupada en función del tipo de diccionario (color o textura) se asocia a una o 
varias palabras clave visuales de uno o varios diccionarios. Esta asociación se obtendrá 
mediante una medida apropiada, como la distancia euclídea. De esta manera, se tiene 
una medida de la similitud entre dos firmas de dos imágenes. 
Dentro de este marco, se emplea el llamado método de análisis semántico latente (LSA- 
Latent Semantic Analysis-), que emplea relaciones de sinonimia y polisemia entre las 
palabras, es decir, se introduce el contexto modelando las relaciones existentes entre las 
palabras creando un espacio conceptual que refleje los patrones de asociación más 
importantes entre palabras y documentos, e ignore los menos significativos. 
Una descripción de algoritmos de clustering para clasificación no supervisada más 
extensa se recoge en [2].  
2.3.1.5  Modelos ocultos de Markov 
 
Los llamados modelos ocultos de Markov (Hidden Markov Models o HMMs), 
pertenecen a la categoría general de modelos estadísticos generativos. La aplicación de 
los HMMs ha sido muy extendida sobre distintos dominios, como clasificación de 
imagen, detección de eventos de fútbol, vídeos de tenis, y también en el dominio 
humano [32]. En los HMMs existen variables observables (valores de los píxeles o la 
características de bajo nivel extraídas de la imagen), y variables escondidas (hidden), 
que se corresponden con los conceptos de medio-alto nivel [25]. 
 
Los HMMs asumen que el sistema estudiado sigue un proceso de Markov con 
parámetros ocultos desconocidos. La tarea fundamental consiste en determinar esos 
parámetros ocultos a partir de los parámetros observados. 
 
2.3.1.6 Técnicas de reconocimiento basadas en conocimiento 
explícito 
 
Como se ha explicado anteriormente, el empleo de conocimiento explícito y específico 
del dominio de aplicación permite realizar un análisis multimedia más eficiente en 
dominios bien estructurados, como deportes (fútbol, tenis) o noticias. 
En concreto, en el dominio de fútbol, existen múltiples proyectos científicos realizados. 
Un ejemplo, sería el documento [33] donde se propone un marco de trabajo totalmente 
automático para el análisis y generación de resúmenes que no requiere el uso de 
características basadas en objetos, sino que emplea únicamente características propias 
de la edición de vídeo (cinemáticas). En deportes como el tenis, resulta de especial 
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importancia el conocimiento de la geometría, ya que así el conocimiento a priori se 
puede extraer de forma más estricta. 
Dentro de las posibles representaciones de conocimiento, las ontologías facilitan la 
inferencia basada en reglas y conocimiento, y por lo tanto la derivación de nuevo 
conocimiento. Las ontologías resultan fundamentales para expresar conceptos 
semánticos procesables por máquinas de manera formal. 
En [34], dentro del marco de trabajo del proyecto europeo aceMedia, se presentó una 
propuesta donde se emplea el análisis basado en conocimiento y el razonamiento 
multimedia. Dentro del proceso del análisis multimedia de las imágenes, se realiza en 
primer lugar una segmentación  inicial de la imagen en regiones. Para cada una de estas 
regiones, se extraen los descriptores de bajo nivel MPEG-7 (color, textura y forma). Las 
relaciones espaciales entre los diferentes elementos también se consideran. Después se 
realiza una fusión de algunas regiones vecinas que pertenecen al mismo concepto. De 




2.4 Módulos especializados 
 
 
Dentro de la detección semántica de objetos, existen ya módulos y soluciones 
especializadas para determinados dominios y aplicaciones. Tal es el caso de los 
módulos de detección y reconocimiento de personas, o la detección de vehículos para 
aplicaciones de televigilancia. 
A diferencia de muchos métodos de extracción de metadatos de la imagen general, la 
estrategia empleada por estos módulos especializados se orienta a encontrar elementos 
concretos dentro de una imagen.  
Existen varias técnicas detección de elementos dentro de una imagen [40]. 
 
 
• Las técnicas basadas en características del objeto a analizar: Estas técnicas 
buscan en la imagen características propias de elementos que se buscan.  Entre 
estas características propias se encuentran: 
o Características de bajo nivel: color, bordes, movimiento... 
o Búsqueda de características concretas: como puede ser la búsqueda de 
ojos en una cara humana. 
o Comparación de plantillas: Vista en la sección 2.3.1.1. 
• Las técnicas basadas en la apariencia, en las que la detección se trata como un 
problema de clasificación de patrones. Dentro de estas alternativas encontramos 
los SVM o las redes neuronales, entre otras (sección 2.3.1.2).  
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2.4.1 Detección de personas 
 
La detección de personas ha centrado muchos esfuerzos, debido a que la información 
proporcionada por este tipo de módulos provee de un conocimiento muy importante 
para la anotación automática de imágenes y vídeos, así como para la detección de 
escenas y eventos. Se trata de un caso muy particular de detección de objetos, para el 
que se han desarrollado múltiples algoritmos y sistemas completos. Algunos ejemplos 
pueden verse en [140], [141].  
 
 
2.4.2 Detección y reconocimiento de caras 
 
La detección de caras es una parte especializada de la detección de personas cuyo 
objetivo es determinar si existen o no rostros humanos en la imagen, y si los hay, 
devolver las dimensiones de los mismos en la imagen. La detección de caras es una 
tarea difícil, ya que existen múltiples factores que influyen de forma decisiva en la 
apariencia de la cara en la imagen, como por ejemplo, la posición (de frente, lateral), la 
presencia de características como barba, gafas, etc., la variabilidad inherente a las 
expresiones faciales, las condiciones de iluminación etc. 
Se han propuesto muchas técnicas para la detección de caras en imágenes y videos, 
como puede verse en [40]. Siguiendo la clasificación general de los módulos 
especializados anteriormente nombrada (apartado 2.4), se analizarán por separado las 
aproximaciones basadas en clasificación de patrones, y las basadas en características del 
objeto a analizar. 
2.4.2.1 Métodos basados en las características del objeto a analizar 
 
Estas técnicas se basan en el hecho de que una cara contiene características invariantes. 
La aplicación de este tipo de técnicas distingue entre aproximaciones basadas en 
características faciales, basadas en características de bajo nivel y basadas en 
comparación de plantillas. 
 
Métodos basados en características faciales, y en características de bajo 
nivel  
 
Un gran trabajo de investigación se ha realizado para intentar encontrar características 
faciales invariantes. Éstas se basan en la presunción de que los humanos pueden detectar 
caras y objetos sin esfuerzo, bajo diferentes condiciones de iluminación. 
Numerosos métodos han sido propuestos para detectar las características faciales el 
primer lugar, y luego inferir la presencia de una cara. Características faciales como 
cejas, ojos, nariz boca, y línea de pelo son comúnmente extraídas usando detectores de 
bordes.  
Basándose en las características extraídas, se crea un modelo estadístico para describir 
las relaciones y para verificar la existencia de una cara. Un problema de estos 
algoritmos basados en las características del objeto a analizar es que las características 
de la imagen pueden encontrarse severamente corrompidas por iluminación, ruido y 
oclusiones. 
Diferentes soluciones basadas en características faciales se recogen en  [41]. En [42] se 
presenta un modelo basado en texturas de la imagen. En [133] se recogen distintas 
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técnicas basadas en detección de piel. Por último, en [43] se presentan técnicas de 
detección de caras basadas en múltiples fuentes. 
 
Técnicas basadas en comparación de plantillas 
 
En la comparación de plantillas (expuesta en la sección 2.3.1.1), un patrón estándar de 
cara (habitualmente vista de frente) es manualmente predefinida o parametrizada. Dada 
una imagen de entrada, los valores de correlación con los patrones estándar se computan 
para el contorno, los ojos, la nariz y la boca de la cara de manera independiente. Esta 
aproximación tiene la ventaja de ser sencilla de implementar. De todos modos, se ha 
mostrado poco adecuada para la detección de caras, pues no es capaz de adaptarse de 
manera efectiva a los cambios de escala, pose y forma. Para ello se han formulado 
muchas nuevas propuestas, un ejemplo de las cuales puede verse en [39]. 
 
2.4.2.2 Técnicas basadas en apariencia 
 
Las aproximaciones existentes basadas en apariencia incluyen el Análisis de 
Componentes Principales (PCA-Principal Component Análisis), Análisis de 
Discriminantes Lineales (LDA- Linear Discriminant Análisis), Análisis de Factores 
(FA-Factor Análisis), Clasificador de Bayes (BC-Bayes Classifier), Máquinas Vector 
Soporte (SVM-Support Vector Machines), Redes Neuronales (NN-Neural Networks) y 
los Modelos Ocultos de Markov (HMM-Hidden Markov Models). 
En contraste a las aproximaciones basadas en características del objeto a analizar,  las 
técnicas basadas en apariencia se apoyan en modelos entrenados en vez de en plantillas 
predefinidas. Para crear los modelos, se usan técnicas de análisis estadístico y 
aprendizaje automático (machine learning), creándose modelos de distribución o 
funciones discriminantes. Además, habitualmente se utilizan técnicas de reducción de 
dimensionalidad para reducir la complejidad computacional.  
De entre las distintas técnicas usadas para la detección de caras destacan: 
 
• Redes Neuronales[45] (ver sección 2.3.1.2) 
Figura 11 Segmentación de caras usando detectores de piel basados en el color 
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• SVM [46] (ver sección 2.3.1.2) 
• AdaBoost [47] (ver sección 2.4.2.3) 
• HMM [48] (ver sección 2.3.1.5) 
 
2.4.2.3 Soluciones más relevantes 
 
Muchas son las soluciones que se han propuesto para la detección de caras en imágenes. 
De entre todas las soluciones existentes para la detección de caras, hay dos que, bien por 
lo extendidas que están, bien por los buenos resultados que han demostrado obtener, 
destacan entre todas las demás para la detección de caras en imágenes. Estas son: 
 
• Rowley et. Al.[45]: Basada en redes neuronales, se trata de una de las 
aproximaciones con mayor precisión, especialmente para la detección de caras 
de frente. Se trata también de una técnica robusta contra elementos existentes en 
las caras como pueden ser las gafas de sol. 
 
• Viola et. Jones [47]: Basada en descriptores de textura binarios muy similares a 
las wavelets de Haar. Se aplican técnicas de “Boosting“que permiten combinar 
una serie de detectores muy débiles y convertirlos en un solo detector más 
robusto. En concreto se aplica una técnica de “Adaptative Threshold” conocida 
como AdaBoost. Es, el método más utilizado, y es que, a pesar de no ser muy 
preciso, logra un “recall” muy alto y tiene un coste computacional mucho menor 
que muchos de los otros algoritmos. 
 
 
Las dos soluciones explicadas anteriormente, validadas mediante un detector de piel, 
son las que han sido utilizadas en la realización de este PFC, tal y como se explica en la 
sección 4.5 de este documento. 
Figura 12 Caras detectadas en una imagen 
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2.4.2.4 Reconocimiento de caras 
 
La detección de las caras presentes en una imagen es un paso básico para el 
reconocimiento de las mismas. El reconocimiento de caras también es una tarea sobre la 
que se han investigado múltiples técnicas.  
Se trata de un problema que debe lidiar tanto con los problemas típicos de la detección 
de caras como con los problemas derivados de la variabilidad de las caras debidos a 
cambios de expresiones, vello facial, edad... 
Si bien se han obtenido algunos buenos resultados, el aprendizaje necesario para estos 
métodos continúa siendo un proceso muy costoso. 
 
2.5 Detección de eventos 
 
Las técnicas de detección de eventos en vídeo emplean además de características de 
vídeo, características de audio, como por ejemplo la mayor actividad de audio, la 
presencia de primeros planos, la actividad del marcador de resultados del juego, o la 
detección de público, que caracterizan todos ellos a los eventos importantes en la 
retransmisión de un acontecimiento deportivo. Para la detección de los eventos se 
emplean técnicas de análisis de movimiento, detección de elementos visuales concretos, 
y máquinas de vector-soporte para la clasificación de escenas de diferentes tipos (por 
ejemplo, escenas de suspense o de acción). Se han propuesto algunos ejemplos para 
detectar diálogos en películas, como en [35], donde se emplea la suposición de que en 
los diálogos que involucran a dos personas en una película la cámara enfoca en primer 
lugar a una persona, luego a la otra, y así sucesivamente. 
La detección de eventos también se basa en el conocimiento y modelado a priori del 
juego o acontecimiento deportivo en cuestión, como se puede ver en eventos de fútbol, 
tenis, etc. ya explicados previamente.  
Para modelar esta información, las ontologías constituyen una herramienta muy potente, 
pues permiten  organizar el conocimiento de manera mucho más cercana al 
conocimiento humano. El uso de ontologías permite, además, hacer inferencias sobre 
los metadatos obtenidos, posibilitando obtener información que no puede ser 
directamente extraída con los métodos clásicos.  
 
Este modelado de los metadatos a obtener supone un conocimiento previo del dominio 
en el que se va a trabajar, que debe de ser modelado de forma explícita. 
 
2.6 Estructuración semántica del video 
 
El reto de modelar la estructura semántica del contenido de un vídeo supone obtener una 
descripción jerárquica de la información contenida en él. El vídeo, de esta manera, 
quedará descompuesto en elementos con relaciones temporales y espaciales entre ellos. 
Actualmente se están desarrollando una gran abundancia de proyectos de investigación 
en todo el mundo que pretenden proporcionar soluciones a muchos de los aspectos del 
modelado estructural del vídeo. 
La división del vídeo se puede realizar a distintos niveles semánticos. Un primer nivel 
consiste en realizar una descripción estructural, que describa a bajo nivel cuál es la 
estructura del vídeo, incluyendo su división en planos y secuencias consecutivas, así 
como la detección de las imágenes "clave", como se ha visto en apartados anteriores. 
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Adicionalmente, resulta necesario obtener una descripción estructural de más alto nivel, 
para lo cual será necesario realizar no sólo técnicas de detección de objetos de alto nivel 
en las imágenes clave, sino una serie de pasos adicionales, que se describen a 
continuación: 
 
2.6.1 Detección de escenas 
 
La escena es una unidad semántica muy importante desde el punto de vista de 
estructuración semántica de vídeo porque contiene un conjunto de planos de vídeo cuya 
lógica permite expresar una idea. El plano, en cambio, es una unidad técnica de corta  
duración, y su estudio aislado no permite comprender realmente el desarrollo de la 
escena. 
Así, la detección de las fronteras entre escenas mejora el conocimiento de la estructura 
del vídeo, ya que extiende la estructura en secuencias de vídeo hacia una estructura de 
mayor nivel y significado semántico. Un conjunto de secuencias consecutivas se agrupa 
en una escena siempre que exista una unidad de espacio, tiempo, lugar o acción. 
Aunque muchos tipos de contenido de vídeo presentan una estructura semántica 
dividida en escenas, este no es el caso de algunos programas, como por ejemplo en 
muchos acontecimientos deportivos. En muchos de ellos existe un flujo de acción 
continuo, lo que implica que las técnicas de análisis de contenidos deban centrarse en la 
detección de eventos importantes a lo largo de su desarrollo. Esto, sin embargo, 
presenta generalmente ventajas sobre la detección de escenas de vídeo. 
Las técnicas de detección de escenas de vídeo son todavía muy incipientes. El estudio 
de algunas técnicas de producción y edición de vídeo, como las atenuaciones de imagen, 
etc., se consideran claves en la detección de escenas. Los efectos de transición gradual o 
de composición entre secuencias se suelen emplear intencionadamente para destacar 
algún contenido, para crear ritmo, o para estructurar temporal o espacialmente la 
información visual. 
La selección de las características para la detección de fronteras entre escenas dependerá 
en cada caso del dominio de aplicación, por ejemplo, del género al que pertenezca el 
contenido de vídeo. Por ejemplo, un efecto común en una película es que los planos 
tienden a hacerse más cortos cuando la acción aumenta. Del mismo modo, la claridad de 
los planos aumenta en estos momentos. 
Las características visuales, auditivas y textuales se emplean para obtener un conjunto 
de los estados observables, y entonces modelos estadísticos modelan la presencia de 
cambios de escenas o historias. O'Hare et al. [49] emplean un conjunto de cuatro 
características (identificación de la toma del presentador, detección de caras, análisis de 
movimiento y de longitud de secuencias) para cada secuencia, así como máquinas de 
vector-soporte para la segmentación en escenas. 
En los resúmenes de los resultados para TRECVID, se ha determinado que una 
combinación de características (audio, visuales y reconocimiento del habla), 
proporciona los mejores resultados para esta tarea. 
 
2.6.2 Estructuración del vídeo en escenas, género, etc. 
 
Como se ha visto en los apartados correspondientes a la detección de escenas y de 
eventos, la extracción de esta información de alto nivel es muy valiosa para poder 
permitir una estructuración del contenido del vídeo, y para poder clasificar su género. 
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Por ejemplo, en [50] se detectan eventos violentos en una película mediante la búsqueda 
de elementos visuales distintivos, como llamas, sangre, o elementos de audio como 
explosiones o gritos. 
Además, al complementar esta información con los metadatos obtenidos del análisis del 
audio y del texto obtenido del análisis de voz, es posible dotar de mayor contenido 
semántico a cada escena y generar descripciones más ricas. 
Mediante el conocimiento que puede inferirse a partir del desarrollo de ontologías de 
dominio apropiadas (en función del contexto obtenido mediante anotaciones manuales: 
titulo, géneros) y los metadatos de alto nivel obtenidos, sería posible generar un 
resumen del vídeo. 
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3 Estado del arte de proyectos relacionados 
 
 
La extracción de metadatos de manera automática a partir de imágenes y videos se 
encuentra muy lejos de lograr buenos resultados. Es por esto que existen muchos 
proyectos de investigación que hacen de ello su objetivo principal. 
En la actualidad, la mayor parte de proyectos que aportan algo innovador, son proyectos 
sin pretensiones comerciales a corto plazo: ya sea proyectos subvencionados por la 
Unión Europea, proyectos llevados a cabo por universidades, proyectos de innovación 
dentro de las empresas, etc. 
 
En este apartado se estudiarán por separado las diferentes alternativas comerciales y los 
distintos proyectos existentes de investigación  
 
 
3.1 Campañas de evaluación y conferencias 
relacionadas  
3.1.1 Campañas de evaluación 
Se trata de campañas en las que participan diferentes instituciones y empresas, 
mostrando sus resultados y las técnicas utilizadas para llegar a estos y comparándolos 
con los mismos métodos. Se trata de iniciativas muy importantes para la evolución y 




TREC Vídeo Retrieval Evaluation [86] es una conferencia internacional organizada por 
el National Institute of Standards and Technology (NIST) en torno a un concurso de 
participación abierta. El objetivo de este marco de trabajo es el de promover el progreso 
en la recuperación de contenidos de vídeo digital, con el fin de mejorar el conocimiento 
y evaluación de los diferentes sistemas desarrollados por sus participantes. Es la 
campaña de evaluación más importante en esta área. 
En la convocatoria del año 2006, 54 participantes pertenecientes a diversos organismos 
de investigación mostraron sus resultados en al menos una de las cuatro tareas en que se 
estructura. 
En 2007 las tareas en las que se estructuró la campaña fueron: 
 
• Detección de fronteras entre planos. 
• Extracción de características de alto nivel. Para esta tarea, los participantes han 
enviado resultados de 39 características individuales definidas en la taxonomía 
LSCOM-lite.  
• Búsqueda (totalmente automática, asistida manualmente o interactiva). 
• Rushes summarization: crear automáticamente videoclips resumen MPEG-1 con 
una duración no superior a 1 minuto a partir de videos sin editar. El material 
proporcionado pertenece a series de televisión de la BBC, se trata de videos sin 
editar cuya duración máxima es de 30 minutos. 
• Entre los participantes se encuentran: Carnegie Mellon University, Columbia 
University, IBM T. J. Watson Research Center, Media
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Amsterdam and TNO), la Universidad Rey Juan Carlos, Tsinghua/Intel Chinese 
Research Centre y AT&T. 
 
Una de las principales aportaciones hechas en este marco es el valioso conjunto de datos 
de test, que incluye cerca de 150 horas de noticias en formato MPEG-1 de diferentes 
emisoras internacionales. 
La principal medida de precisión que utiliza es el Mean Average Precision (MAP): El 
“Average Precision” enfatiza el hecho de devolver antes los documentos más 
relevantes, es el promedio de precisiones computadas después de truncar la lista tras 
cada documento relevante de un turno. 
Para el año 2008 se ha eliminado la tarea de detección de fronteras entre planos (se 
considera que el año pasado, con precisión de hasta un 98% y recall de hasta un 97%, se 
llegó a valores suficientemente buenos para que no sea necesario seguir investigando). 
Además se añadirán dos tareas más que son: 
 
• Detección de eventos en video-vigilancia. 




La campaña de evaluación ImagEVAL [89], iniciativa francesa del grupo 
"TechnoVision", [88] comenzó en 2006 y está relacionada con la evaluación de 
tecnologías para el filtrado de imágenes, técnicas CBIR (content-based image retrieval), 
y la generación automática de descripciones de imágenes. En la primera edición 
participaron 11 equipos, entre ellos dos equipos de la universidad INRIA que fue la que 
obtuvo las mejores puntuaciones en las tareas del proceso de evaluación. Dichas tareas 
eran: 
 
1. Protección de copyright: Buscando imágenes transformadas a partir de una 
imagen original y viceversa. 
2. Búsqueda de imágenes que ilustrasen un texto o concepto. 
3. Detección e interpretación de texto escrito presente en imágenes. 
4. Identificar automáticamente objetos o clases de objetos (como coches, aviones, 
señales de carretera, etc.) 
5. Reconocimiento de información general relacionada con el contexto, la 
naturaleza, y la extracción de atributos de características (como noche/día, 




Los siguientes apartados sobre conferencias relacionadas con la indexación semántica 
de contenidos multimedia proporcionan una visión general sobre las áreas en las que 
actualmente se está enfocando el desarrollo, tanto a nivel académico como industrial. 
Las conferencias que se han reseñado permiten proporcionar una idea de cuales son los 
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ACM Multimedia 
 
El grupo ACM (Association of Computing Machinery) SIGMM [90] (Special Interest 
Group on Multimedia) realiza una conferencia anual relacionada con el procesado de 
contenido multimedia. Los tópicos cubiertos en la conferencia de 2007 fueron los 
siguientes: 
• Análisis, procesado y recuperación de contenido multimedia. 
• Redes Multimedia, redes de sensores y sistemas de soporte. 
• Herramientas multimedia, sistemas finales y aplicaciones. 
• Interfaces multimedia.  
 
Además, se realizaron tres workshops relacionados con el análisis y recuperación de 
contenidos multimedia: 
 
• Multimedia Information Retrieval 
• TRECVID Vídeo Summarization 





Las conferencias RIAO [91] (Recherche d'Information Assistée par Ordinateur), 
organizadas por el "Centre de Hautes Etudes Internationales d'Informatique 
Documentaire - C.I.D.", incluyen sesiones y demostraciones tanto de aplicaciones 
industriales de innovación como prototipos de investigación avanzados. La 8ª 
conferencia RIAO, liderada por Carnegie-Mellon, abordaba entre otros temas el 
indexado automático de vídeo, imágenes y voz, y la generación automática de 
descripciones y metadatos. La lista completa de los temas tratados se encuentra en la 





La primera conferencia SAMT (Semantic and Digital Media Technologies)[92] fue 
organizada en el 2006 en Atenas. Su objetivo era tratar de acotar el problema de la 
brecha semántica existente entre las descripciones semánticas de alto nivel que podrían 
realizar o requerir los usuarios y los resultados obtenidos por las técnicas existentes de 
detección automática. Entre los temas propuestos para las dos primeras conferencias: 
 
• La integración del procesado de información multimedia y las tecnologías de la 
Web Semántica. 
• Ontologías multimedia e infraestructuras. 
• Técnicas basadas en inferencia de conocimiento para la anotación 
semiautomática de contenido multimedia. 
• Integración de análisis basado en el contenido de imagen y vídeo con técnicas de 
procesado de voz y lenguaje natural. 
• Técnicas Multimodales. 
• Indexación y búsqueda multimedia basada en semántica. Gestión de metadatos 
para multimedia. 
• Adaptación y resumen de contenidos multimedia basados en semántica. 
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• Estándares para unir los dominios del conocimiento y multimedia. 
 
La última reunión del SAMT se celebró en Génova en diciembre de 2007  [92] y la lista 
de papers presentados se encuentra en [93].  





WIAMIS (Workshop on Image Analysis for Multimedia Interactive Services)[94] es un 
foro a nivel internacional que lleva celebrándose desde 1997 para exponer los avances 
tanto a nivel académico como industrial en el campo de servicios multimedia 
interactivos prestando especial atención a las técnicas de análisis. Los temas tratados 
abarcan: 
 
• El análisis y comprensión del contenido multimedia. 
• Navegación basada en el contenido. Indexación y recuperación de imágenes, 
audio y vídeo. 
• Extracción de características 2D/3D y segmentación de objetos en secuencias de 
imágenes 2D/3D. 
• Identificación y seguimiento de regiones en escenas. 
• Segmentación de vídeo asistida mediante voz/audio. 
• Herramientas para la adaptación de contenido multimedia. 
• Estrategias de personalización y generación de resúmenes de contenido 
multimedia. 
• Mapeo de conceptos semánticos y ontologías. 
• Análisis multimedia para aplicaciones avanzadas y estándares multimedia. 
 
 
La conferencia WIAMIS del 2008 [94] se celebrará en Klagenfurt, Austria  en mayo de 
2008. 
 
3.2 Proyectos de Investigación. 
 
Como ya se ha comentado anteriormente, el carácter altamente investigador de esta área 
de conocimiento en estos momentos provoca que se trate de un campo con muchas 
iniciativas de investigación. De entre ellas diferenciaremos entre proyectos 
subvencionados y no subvencionados realizados por empresas o conjuntamente con 
universidades, y los proyectos creados únicamente por universidades. 
También existen una serie de conferencias y de campañas de evaluación que son de 
especial relevancia, porque constituyen un marco común donde exponer y comparar las 
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3.2.1 Proyectos subvencionados por la Unión Europea o por el 
Estado Español. 
 
Las actividades de investigación de la Comunidad Europea se estructuran sobre una 
serie programas consecutivos llamados "Framework Programmes" o Programas Marco. 
Del mismo modo, existen unos proyectos, los “CENIT”,  cuyo patrocinio corre a cargo 
del estado español. De entre los siguientes proyectos analizados, sólo el proyecto 
VISION es un proyecto CENIT. La mayoría  del  resto pertenece a Programas Marco. 
 
3.2.1.1 Busman (Bringing User Satisfaction to Media Access 
Networks)  
 
El proyecto Busman [53] formaba parte del V programa marco de la unión europea, 
realizado entre 1999 y 2002. Los objetivos del proyecto eran los siguientes: 
 
• Facilitar la obtención de vídeo utilizando metadatos incrustados en el vídeo 
capaces de soportar transcodificación, compresión, pérdida de paquetes y 
ataques mientras se transmitían los contenidos por la red. 
• Ofrecer protección de copyright usando watermarking con diferentes grados de 
robustez.  
• Estudiar cómo usar descriptores de bajo nivel para acceder a la información 
semántica del vídeo. 
• Proporcionar herramientas para anotar manualmente el vídeo utilizando 
descriptores jerárquicos. 
• Implementar un buen mecanismo de búsqueda. 
• Implementar una interfaz fácilmente utilizable desde terminales móviles y fijos, 
para realizar búsqueda de vídeos en redes móviles y fijas. 
• Utilizar las herramientas desarrolladas para implementar un sistema flexible, 
predecible e independiente de la red para proporcionar un sistema búsqueda de 




El proyecto aceMedia [54] es un proyecto encuadrado dentro del VI Programa Marco y 
en fase de finalización. El objetivo principal del proyecto aceMedia es el desarrollo de 
un sistema para la creación y gestión de contenidos multimedia inteligentes, apoyándose 
en la extracción y explotación de los significados de los contenidos. Los objetivos 
tecnológicos de este proyecto son: 
• Descubrir y explotar el conocimiento inherente al contenido para hacer que éste 
sea  más relevante para el usuario. 
• Automatizar la anotación en todos los niveles, logrando una descripción 
semántica de los contenidos. 
• Añadir funcionalidades para facilitar la creación de contenido, la transmisión, 
búsqueda, acceso a contenidos distribuidos, consumo y reutilización. Se busca la 
adaptación automática para uso desde terminales fijos y móviles, así como la 
personalización automática. 
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• El concepto central del proyecto aceMedia es la idea del "Autonomous Content 
Entity" (ACE). Un ACE tiene tres capas: el contenido propiamente dicho, sus 
metadatos asociados, y una capa de inteligencia que consiste en las funciones 
distribuidas para la auto indexación del contenido de acuerdo con la red, el 
contexto o las preferencias del usuario. 
En la Figura 13 muestra un ejemplo de las distintas capas de detección y de 
razonamiento del proyecto aceMedia, que permiten realizar una extracción de metadatos 





3.2.1.3 Mesh (Multimedia Semantic Syndication for Enhanced News 
Services). 
 
El proyecto europeo MESH [55] iniciado en Marzo de 2006 y desarrollado dentro del 
VI programa Marco, tiene como principales objetivos: 
 
• Extraer, comparar y combinar significado de múltiples fuentes multimedia de 
noticias. Referenciación, conexión y asociación de contenidos (audio, vídeo, 
imágenes, texto) entre ellos. 
• Extracción automática de significado mediante anotación automática, manual y 
mediante redes sociales. Indexado de vídeo. 
• Creación de perfiles y de resúmenes multimedia personalizados. 
• Sindicar resúmenes y contenido. 
• Proporcionar a usuarios una "malla multimedia" para navegación por contenidos  
• El dominio de aplicación inicial fue noticias en cualquier tipo de formato y en 
cualquier medio, y dentro de ese dominio, los dos primeros subdominios 
seleccionados son: desastres-accidentes (para los cuales ya se han definido 
Figura 13 Sistema de extracción de metadatos de aceMedia 
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infraestructuras de conocimiento) y conflictos-guerras. Adicionalmente, se 
pretende elegir un tercer subdominio, para el que existen varios candidatos: arte, 
cultura y entrenamiento, deportes, o noticias relacionadas con el tiempo. 
 
3.2.1.4 Rushes (Retrieval of mUltimedia Semantic units for 
enHanced reusability) 
 
RUSHES [56]  es un proyecto desarrollado dentro del VI Programa Marco que comenzó 
a principios del 2007 y cuya duración será de 30 meses. 
El propósito de este proyecto es el de desarrollar un buscador multimedia para material 
bruto de vídeo (rushes), en el dominio de noticias. Para ello, los principales objetivos 
son los siguientes: 
 
• Generación automática de metadatos de bajo nivel y técnicas de razonamiento y 
aprendizaje automático para inferencia semántica. 
• Anotación semiautomática mediante realimentación de relevancia (relevance 
feedback).  
• Anotación colectiva en entornos cooperativos. 
• Interfaces de navegación multimedia avanzados y motores de búsqueda 
semántica. 
 
3.2.1.5 K-Space (Knowledge Space of Semantic inference for 
automatic annotation and retrieval of multimedia content) 
 
El proyecto K-Space [57] tiene como objetivo reducir el problema de la brecha 
semántica. La duración prevista del proyecto es de 36 meses y comenzó en enero de 
2006.  El objetivo principal es que a través del marco de K-Space, los creadores de 
contenido puedan anotar automáticamente contenidos audiovisuales con una 
información semántica más rica. Entre los objetivos del proyecto destacan: 
 
• La creación tanto de herramientas como de metodologías que permitan: el 
procesado de señal a bajo nivel, la segmentación de objetos, el procesado de 
audio, análisis de texto, y la estructuración y descripción de contenidos 
audiovisuales. 
• La construcción de una infraestructura de ontología multimedia para: analizar y 
mejorar la adquisición de información del contenido multimedia, el análisis de 
contenidos multimedia basados en dicho conocimiento o información, la 
búsqueda de contenido multimedia basada en el contexto y en la explotación 
inteligente del feedback proporcionado por el usuario. 
• La creación de una representación del conocimiento específica para los 
contenidos multimedia, con la cual se realice la gestión de datos multimedia 
distribuidos semánticamente, una interacción con el contenido multimedia 
basada en semántica y un análisis de contenidos multimedia de tipo multimodal. 
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3.2.1.6 Cost292 (Semantic Multimodal Analysis of Digital Media) 
 
 
COST292 [58] es una acción dentro del marco COST (Cooperación Europea en el 
campo de la Investigación Científica y Técnica). Estas acciones no tienen un programa 
de trabajo concreto, sino que suponen un marco de financiación sólo para determinadas 
actividades, como asistencia a reuniones o a conferencias. 
 
Los principales paquetes de trabajo de la acción COST292 relacionados con esta línea 
de investigación son: 
 
• WG2: Segmentación de Vídeo e Imagen, Análisis de Secuencias y Extracción 
de Keyframes, extracción eficiente de características estandarizadas. 
• WG 3: Reducción de la dimensionalidad del espacio de características y fusión 
multimodal de características. 
• WG 4: Paradigmas automáticos para la anotación semántica. 
• WG 5: Paradigmas semi-automáticos para la anotación semántica. 
 
COST292 participó en TRECVID (ver sección 3.1.1) por primera vez en 2006, con 
resultados satisfactorios en las cuatro tareas. Además COST292 es un patrocinador 





El proyecto VISION [63]  es un proyecto CENIT de 48 meses de duración que comenzó 
en Enero del 2007. El objetivo de este proyecto es el de desarrollar nuevos sistemas de 
comunicación de alta calidad y realismo para la interconexión de lugares y ambientes 
remotos. 
Entre las distintas tareas de este proyecto, hay una tarea relacionada con el 
reconocimiento semántico de personas y objetos en la escena. Esta tarea tiene como 
objetivo la extracción de información semántica de la escena de vídeo captada por las 
cámaras, y comprende tres tipos de actividad: 
 
• Seguimiento y reconocimiento robusto de objetos reales: identificar objetos de 
interés y estimar sus trayectorias. 
• Desarrollo de tecnologías de reconocimiento de lenguajes gestuales para 
identificar gestos predefinidos en este dominio (realizados fundamentalmente 
con las manos y brazos), cuya detección sea de utilidad a la hora de interactuar 
con la escena. 
• Análisis semántico de contenidos de escena: identificación de personas y 
objetos, catalogación del tipo de escena (reunión, conferencia, presentación, 
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3.2.1.8 Pelops (Networked Multimedia for Sport Production 
Workflow) 
 
El proyecto PELOPS se enfoca en la generación y el uso de diferentes tipos de 
metadatos (capturando el contexto y basándose en el contenido) en un contexto 
estandarizado para facilitar y agilizar la creación y publicación de contenidos durante 
los eventos en directo (dentro del dominio de deportes), así como la edición en diferido 
de informes, resúmenes y documentales. Su principal objetivo es el de generar, 
coleccionar y reutilizar metadatos en cada paso del proceso de la forma más eficiente 
posible. 
 
3.2.1.9 Tripod (TRI-Partite multimedia Object Description) 
 
El objetivo del proyecto TRIPOD [59] es la elaboración automática de descripciones 
textuales y semánticas a partir de fotografías de paisajes y elementos paisajísticos 
realizados por el hombre (monumentos, edificios, etc.) que puedan ser utilizadas por un 




3.2.1.10 Vitalas (Vídeo & Image Indexing and Retrieval in the 
Large Scale) 
 
El proyecto VITALAS [60] es un proyecto de 3 años iniciado en enero de 2007. Su 
propósito es proporcionar un prototipo de solución avanzada para la indexación, 
búsqueda y acceso a grandes bases de contenido multimedia no anotado previamente. 
Dicho prototipo estará dirigido a consumidores profesionales en las áreas de contenidos 
de noticias políticas o de sociedad, y noticias relacionadas con el entretenimiento y la 
moda. 
 
Entre las actividades previstas se encuentran las siguientes: 
 
• El desarrollo de métodos de indexado cruzado a través de la anotación 
semiautomática de contenido de varios tipos de medios (audio, vídeo y texto), 
desarrollando técnicas de acceso probabilístico apropiadas a dichos tipos de 
contenido. Además se investigará un modelo de relevancia híbrido basado en el 
Figura 14 Objetivo del proyecto TRIPOD 
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feedback proporcionado por los usuarios para proporcionar mejores resultados 
en las búsquedas. Para la anotación automática, en vez de utilizar métodos 
basados en ontologías, el proyecto se basará en métodos de "machine learning" 
aunados con el desarrollo de métodos de descripción de contenidos mejorados. 
• La adaptación al contexto e interactividad: adaptando el espacio de búsqueda 
al perfil del usuario y proporcionando funcionalidades interactivas que permitan 
controlar que los resultados obtenidos coincidan con lo esperado por el usuario. 
Para permitir que el usuario pueda proporcionar feedback y analizar y manipular 
los resultados se emplearán cartografías interactivas y vistas de vídeo. Los 
perfiles off-line del usuario y las personalizaciones on-line se utilizaran para 
expresar las preferencias subjetivas de estos. 
• Resolver el problema de escalabilidad de las búsquedas: Uno de los 
principales objetivos de VITALAS será el desarrollo de tecnologías que 
permitan el proceso de búsqueda en grandes bases de datos de contenidos 
heterogéneos. Para ello la validación del sistema se realizará con bases de datos 
reales de hasta 10.000 horas de archivos de televisión e imágenes de noticias 
relacionadas con política y sociedad. 
 
3.2.1.11 Schema (Network of Excellence in Content-Based        
Semantic Scene Analysis & Information Retrieval) 
 
Con una duración de 3 años (empezó el 1 de Mayo de 2002), el objetivo de la red de 
excelencia SCHEMA [61] era crear una red internacional de colaboración para el 
análisis semántico de escenas basado en el contenido, la indexación y recuperación de 
imágenes. SCHEMA colaboró activamente tanto en los foros de estandarización 
MPEG-4, MPEG-7 y MPEG-21 así como en TRECVID (en 2004). 
Entre los logros de la red de SCHEMA se encuentra el desarrollo de una arquitectura 
marco modular y extensible para el análisis basado en el contenido, representación, 
indexación y recuperación de imágenes. La arquitectura permite: 
• La extracción de descriptores de bajo nivel (MPEG-7 XM): 5 módulos de 
análisis que obtenían descriptores de bajo nivel MPEG-7 desarrollados con 
distintos algoritmos de segmentación 
• La extracción de descriptores de alto nivel (semánticos): mediante algoritmos de 
detección de caras en imágenes, módulos de detección de movimiento, análisis 
de texto (procedente de  anotaciones previas u obtenido mediante técnicas de 
reconocimiento de voz), análisis de audio, etc. 
• La arquitectura propuesta permite la integración ulterior de módulos de análisis 
y detección especializados y su base ha sido reutilizada por otros proyectos 
como AceMedia: 
 
3.2.1.12 Muscle (Multimedia Understanding through Semantics, 
Computation and Learning) 
 
El proyecto MUSCLE [62] tiene como objetivos aprovechar los beneficios del 
aprendizaje automático para la generación automática de metadatos de contenidos 
multimedia, favoreciendo así el acceso universal a información y conocimiento de los 
ciudadanos europeos. 
Este proyecto comenzó en Enero de 2004, siendo su duración de cuatro años. 
Clasificación automática de escenas visuales en imágenes 
- 43 - 
El aspecto innovador de este proyecto radica en el empleo de interfaces expresivos que 
tienen en cuenta el contexto, además de la combinación de múltiples fuentes de 
información (texto, audio, voz, vídeo). 
Las áreas principales de investigación en MUSCLE son las siguientes: 
• Desarrollo de herramientas software y estrategias de investigación que sean 
genéricas y adaptables. 
• Mejorar la interoperabilidad y el intercambio de metadatos heterogéneos y 
distribuidos, mediante la generación de descripciones a alto nivel semántico. 
Para ello, se emplean ontologías y mecanismos de inferencia.  
• Creación de interfaces de usuario expresivos, es decir, que ayuden a los usuarios 
a explorar los contenidos complejos de bases de datos multimedia. 
• Posibilitar la interacción a alto nivel con bases de datos multimedia: empleo de 
procesado de lenguaje natural, aprendizaje e inferencia y fusión de diferentes 
fuentes de información. 
• Detectar e interpretar personas y su comportamiento en vídeos. Esto resulta 
clave para algunos tipos de aplicaciones, como televigilancia. 
 
 
Además de todos los proyectos vistos hasta ahora, existen otros proyectos relacionados, 
entre los que se pueden citar BOEMIE [64], DIVAS [65], SAPIR [66], i3MEDIA 
[67](proyecto CENIT), AIM@SHAPE [68], PHAROS [69], SEMEDIA [70], VIDI-
VIDEO, VICTORY [71]. 
 
3.2.2 Proyectos realizados por universidades e Institutos de 
Investigación  
 
De entre las muchas universidades existentes que investigan en el dominio de 
contenidos multimedia, un buen número de ellas centra sus áreas de investigación en el 
análisis semántico de los mismos, extrayendo metadatos a partir de imágenes y audio. 
Por ello sólo se estudiarán algunos de los proyectos más relevantes realizados por 
algunas de las entidades que más actividad desarrollan en este campo.  
 
3.2.2.1 Universidad de Columbia 
 
El Laboratorio DVMM (Digital Vídeo and Multimedia Laboratory) de la Universidad 
de Columbia está dedicado a la investigación de sistemas de análisis y gestión de 
contenido multimedia. Actualmente están desarrollando un gran número de proyectos 
enfocados en distintos aspectos relevantes para la anotación automática de vídeo. A 
continuación se recogen algunas líneas y proyectos interesantes. 
 
Proyecto VideoQ  
 
VídeoQ es un sistema de búsqueda de vídeos desarrollado por la Universidad de 
Columbia dentro del proyecto ADVENT. Este sistema de búsqueda permite extraer 
automáticamente las características visuales y relaciones espaciotemporales del vídeo. 
VídeoQ soporta una gran base de datos de vídeos digitales, que están segmentados en 
planos, llegando a tener almacenados cerca de 2000 planos. Los planos de vídeo 
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aparecen catalogados en una estructura semántica de temas, y están manualmente 
anotados con una serie de palabras clave.  
La particularidad de VídeoQ radica en la posibilidad de realizar consultas mediante 
esquemas gráficos, que permiten especificar en la búsqueda características como la 
forma, el color, la textura, los movimientos e incluso los efectos de la cámara. La 
herramienta permite asimismo realizar un esquema gráfico de una escena, mediante el 
dibujo de varios objetos. Las relaciones espacio-temporales entre estos objetos definirán 
completamente la escena a buscar. Además, VídeoQ permite realizar búsquedas por 
texto y emplear plantillas visuales semánticas que representen un pequeño conjunto de 

























Líneas recientes de investigación en TRECVID  
 
La Universidad de Columbia participa muy activamente en el marco de trabajo 
TRECVID, y presentó resultados muy interesantes en la edición de en las tareas de 
extracción de características de alto nivel y métodos de búsqueda que se exponen a 
continuación. 
 
 Baseline Concept Detection    
 
La detección de conceptos emplea tres características visuales de bajo nivel: color, 
textura e histogramas de dirección de bordes, se trata de descriptores propios que no 
cumplen el estándar MPEG-7. Una vez extraídos los descriptores para cada imagen 
 
Figura 15 Interfaz gráfica de VídeoQ donde 
se confecciona el esquema visual 
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clave de cada plano del vídeo, se emplean clasificadores SVM para cada característica. 
De este modo, se obtienen tres clasificaciones diferentes (presencia o no del contexto) 
para cada plano. Finalmente, se fusionan estos resultados para cada uno de los planos 
para dar una única decisión final sobre la detección o no del concepto en cuestión. Las 
características de alto nivel detectadas corresponden a una serie de 374 conceptos 
definidos en el marco de la iniciativa LSCOM. En la Figura 16 se muestra el flujo 
seguido por el método de clasificación. 
 
 
Estos resultados, así los descriptores, anotaciones, resultados y modelos de SVM para 
cada uno de estos 374 conceptos están disponible en [73]. 
 Context-based Concept Fusion 
 
La fusión de conceptos basada en el contexto es una técnica para modelar las relaciones 
entre los distintos conceptos mediante modelos probabilísticos [74]. Se basa en los 
resultados obtenidos tras un primer nivel de procesado proporcionado por el Baseline 
Concept Detection. 
Estas relaciones entre conceptos se modelan mediante un modelo gráfico, Conditional 
Random Field (CRF), en el que cada nodo representa un concepto, y los vértices 
representan las relaciones entre los conceptos. Mediante el aprendizaje de estos 
modelos, se ha conseguido mejorar los resultados obtenidos por el primer nivel de 
procesado para la mayoría de conceptos. Para una minoría de conceptos, sin embargo, la 
aplicación de estos modelos supone un empeoramiento de la precisión. Actualmente 
este grupo de investigación intenta dilucidar cuándo resulta más apropiada la aplicación 
de esta técnica para la detección de conceptos. 
 
 Lexical-Spatial Pyramid Match Kernel 
 
Este método consiste en la extracción de las características SIFT (Scale Invariant Image 
Features), o características de un objeto que no se ven afectadas por transformaciones 
como la rotación o el escalado del objeto. Estas características se extraen en primer 
lugar a partir de bloques de tamaño 8x8 de la imagen. Las coordenadas de la imagen se 
dividen repetidamente, obteniendo histogramas de granularidad cada vez mayor. 
Paralelamente, se emplean léxicos cuya resolución vaya encajando con los histogramas. 
La Universidad de Columbia ha demostrado la eficacia en algunos de los conceptos, y 
en ningún caso un empeoramiento, por lo que puede ser una línea de investigación a 
explorar en el futuro. 
Figura 16 Columbia Baseline Concept Detection 
3 Estado del arte de proyectos relacionados 
 
 - 46 - 
 Event Detection 
 
Para la detección de eventos, la técnica propuesta consiste en calcular la distancia entre 
dos planos del vídeo como una combinación de distancias entre dos conjuntos de 
imágenes clave. Este cálculo de distancias emplea un método llamado Earth Mover's 
Distance (EMD) [75]. 
 
 Búsqueda multi-modal 
 
En el marco de TRECVID, se investigó qué temas de búsqueda se pueden beneficiar del 
uso de detectores de conceptos, y cómo pueden combinarse con otros componentes de 
búsqueda para mejorar los resultados. 
Para ello, se introduce la búsqueda por concepto y se combina con búsqueda por texto, o 
búsqueda por contenido visual mediante un método de fusión que pondera los distintos 
componentes en función del tipo de búsqueda realizada. 
Por ejemplo, si se busca a un personaje, se da mayor peso a la búsqueda por texto, 
mientras que si la búsqueda es de algún deporte, se pondera con mayor peso la 
búsqueda por contenido visual. El empleo de todos los componentes de búsqueda ha 
incrementado el funcionamiento de las técnicas de búsqueda hasta el 70%. 
 
3.2.2.2 Carneggie Mellon University 
 
Proyecto Informedia (Auto Summarization and Visualization Across 
Múltiple Vídeo Documents and Libraries) 
 
El proyecto Informedia [76] de la Universidad de Canergie Mellon ha sido uno de los 
proyectos pioneros en la indexación y búsqueda de vídeo. El proyecto fue iniciado en 
1994 y su principal objetivo es posibilitar la búsqueda, visualización y generación de 
resúmenes de vídeo en el dominio de noticias. 
Para transcribir, segmentar e indexar los contenidos de vídeo se comenzó empleando 
tecnologías del habla, imagen y procesado del lenguaje [77]. En la segunda fase del 
proyecto, llamada Informedia-II, se pretende mejorar la extracción dinámica y la 
generación de resúmenes de las fuentes de audio, vídeo y texto para producir 
composiciones y documentales. Para ello, se incluyen interpretaciones de nombres, 
lugares, fechas y referencias temporales. Además, se proporciona identificación de voz 
y caras y detección de eventos en el vídeo [78]. 
Los resúmenes se construyen mediante textos, imágenes y vídeo que se calculan 
dinámicamente basándose en contenidos e historia de las consultas de los usuarios. Se 
pretende enfatizar la evolución y las relaciones de tiempo y espacio entre las noticias. 
La Figura 17 muestra este interfaz gráfico y la presentación de los distintos documentos 
que componen el resumen. 
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Líneas recientes de investigación en TRECVID 
 
 
La Universidad de Canergie Mellon también participó en TRECVID en las tareas de 
detección de conceptos de alto nivel y búsqueda. Para la clasificación emplearon SVMs 
con funciones de kernel RBF (Radial Basis Function), en los que el ajuste de los 
parámetros es fundamental para conseguir resultados aceptables. Los resultados de 
precisión alcanzados se sitúan por encima del 0,30, para los conceptos del conjunto de 
39 conceptos de LSCOM-lite. 
Las características visuales empleadas son de cuatro tipos: color, textura, características 
locales y texto, que se combinan de forma efectiva para mejorar el funcionamiento. Las 
relaciones entre los distintos conceptos semánticos en el vídeo se explotan también para 
mejorar la precisión. La técnica de fusión empleada se denomina Multiple 
Discriminative Random Field (MDRF)[79]. 
Respecto a la búsqueda, se pretende también combinar diferentes fuentes de 
conocimiento proporcionadas por diferentes componentes. El algoritmo empleado para 
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3.2.2.3 Universidad de Ámsterdam (Proyecto MediaMill) 
 
Un sistema de búsqueda destacable es el creado por el Intelligent Systems Lab de la 
Universidad de Ámsterdam. MediaMill ha desarrollado un motor de búsqueda 
semántica de vídeos que integra las técnicas del estado del arte desarrolladas en varias 
disciplinas como procesado de vídeo, visión por computador, tecnologías del habla, y 
aprendizaje automático, participando y aportando sus resultados en el marco de 
competición de TRECVID. 
El equipo de MediaMill ha participado en TRECVID en dos tareas: detección de 
conceptos de alto nivel y búsqueda. 
Para la tarea de detección de conceptos empleó una plataforma experimental 
denominada "MediaMill Challenge"[81]. Mediante esta plataforma experimental, se 
divide el problema genérico de indexación de vídeo en cinco experimentos de análisis: 






De este modo, se proporciona un esquema general para el examen sistemático de 
métodos de detección semántica de objetos, con el fin de optimizar los sistemas de 
análisis de vídeo a nivel de componente y permitir la comparación entre los diferentes 
sistemas en TRECVID. Para cada experimento, se proporciona una primera 
implementación y sus resultados. Para cada experimento, se evaluaron 85 horas de datos 
de noticias internacionales del repositorio TRECVID 2005/2006, empleando un léxico 
de 101 conceptos semánticos (ver Figura 19).  
 
Figura 18 Arquitectura de experimentos para MediaMill en TRECVID 
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Como métodos de clasificación, MediaMill emplea SVMs (implementación LIBSVM) 
para aprendizaje supervisado, en el que los parámetros se han entrenado para equilibrar 
los resultados positivos y negativos. Además, se emplean otros métodos, como 
regresión logística. 
Los resultados más prometedores de precisión media para TRECVID se obtuvieron para 
el experimento que emplea fusión de métodos de análisis puramente visual con 
clasificadores SVM, obteniendo una Mean Average Precision (MAP, ver sección 
4.3.4.4) superior a  0.250. La fusión de resultados de análisis exclusivamente visuales 
proporcionó los mejores resultados para conceptos como reunión, desierto y mapas. 
Para conceptos con pocos ejemplos de aprendizaje, como por ejemplo policía/seguridad, 
la clasificación continúa dando malos resultados. 
Con el fin de estimular y agilizar futuras investigaciones en las técnicas de indexación 
de vídeo, este marco de trabajo ofrece el léxico de conceptos anotados, las 
características de bajo nivel  re-calculadas, los modelos de clasificadores entrenados y 




INRIA es un Instituto de Investigación que opera bajo la autoridad de los Ministerios de 
Investigación e Industria franceses. 
Dentro de la rama de investigación en percepción, indexación y comunicación en 





Figura 19 Léxico de 101 conceptos anotados para MediaMill Seach Engine 
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IMEDIA: 
 
El objetivo principal del proyecto IMEDIA [83] es desarrollar técnicas de indexación 
basada en contenidos y búsqueda interactiva para navegar por contenidos de grandes 
bases de datos multimedia. Se estudian bases de datos genéricas de imagen, así como 
bases de datos específicas (por ejemplo, para caras o imágenes médicas). 
IMEDIA (A Modular Architecture For Content Based Image Retrieval System), es una 
arquitectura software basada en el modelo cliente-servidor, que sirve para realizar 
búsquedas basadas en el contenido (CBIR- Content Based Image Retrieval). Entre los 
objetivos que pretende alcanzar, es que sea flexible, fácilmente extensible y fácil de 
usar. Por defecto, ante una consulta el servidor realiza la recuperación de datos por 
semejanza visual, es decir, recupera las imágenes que visualmente se parecen más a la 
imagen consultada. IMEDIA también dispone de un prototipo para buscar por regiones 
de una imagen, y que incluye búsqueda por palabras clave anotadas. Basándose en las 
características visuales indexadas y el índice de palabras clave, el sistema puede sugerir 
un conjunto de palabras clave para una imagen no anotada. Además, incluye técnicas de 
detección de caras. 
 
LEAR (Learning and Recognition in Vision) 
 
El proyecto LEAR [84] está enfocado hacia el aprendizaje automático y las técnicas de 
modelado estadístico para reconocimiento visual de objetos, interpretación de escenas, e 
indexado de vídeo aunque no se encuentra muy avanzado. Las áreas de investigación de 
LEAR comprenden:  
 
• Características de la imagen y descriptores: textura, forma 2D y 3D, medidas de 
semejanza y relaciones espaciales. 
• Modelado semántico y aprendizaje automático para reconocimiento visual. Para 
ello, se pretende evaluar y adaptar métodos existentes, y desarrollar otros nuevos 
para tener en cuenta las restricciones específicas en cada contexto. 
• Reconocimiento visual y análisis de contenido: construcción de modelos 
visuales de objetos determinados y la automatización del proceso de adaptación 
de las técnicas de aprendizaje a los descriptores de la imagen. 
• Detección humana y análisis de actividad, especialmente en el desarrollo de una 
detección robusta de personas en imágenes y vídeos. 
 




El proyecto de búsqueda de imágenes y vídeo Marvel, desarrollado por los laboratorios 
de investigación de IBM desde el año 2004, es un proyecto no comercial, si bien 
actualmente tiene planes de colaboración comercial con la cadena de noticias BBC. 
Marvel es un portal que combina modelado semántico, reconocimiento de patrones, 
búsqueda y funcionalidad interactiva para hacer que los volúmenes de datos e imágenes 
sean más accesibles a los usuarios. El dominio de información multimedia es el de 
noticias, y ya se han realizado pruebas de tecnología con grandes cadenas como CNN o 
BBC. 
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En la Figura 20 se muestra un ejemplo de los resultados de búsqueda para el concepto 
"Edificio". Para cada uno, se añade la probabilidad de acierto, apareciendo los 
resultados ordenados según esta probabilidad, y también se ofrece la posibilidad de 
buscar vídeos similares. Los vídeos han sido anotados previamente de forma 
automática, siguiendo una taxonomía de 28 conceptos. El demostrador de este proyecto 
se encuentra en [85].  
 
 
Además, el sistema es capaz de agrupar material relacionado automáticamente, de 
forma que se facilite su navegación y búsqueda. Para ello, se define un grupo de 
posibles "clusters", en los que los documentos se agrupan por dos criterios: similitud de 
conceptos y similitud visual. 
El sistema MARVEL es capaz de realizar búsquedas en dos conjuntos de datos 




El Laboratorio de Investigación de IBM ha participado en los últimos años en el marco 
TRECVID, dentro de las tareas de detección de características de alto nivel, búsqueda y 
rushes. Los contenidos de vídeo se analizan en un proceso off-line que comprende la 
extracción de características audiovisuales, clustering, modelado estadístico y detección 
de conceptos, así como indexado del habla. Para la detección de conceptos semánticos, 
se emplean múltiples técnicas de aprendizaje y fusión, y clasificadores SVM. Las 
Figura 20 Interfaz gráfico MARVEL - búsqueda por concepto 
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características de bajo nivel extraídas son: dos para el color y dos para la textura. 
Además, se emplean vectores de movimiento para resumir el movimiento en los planos. 




Para la tarea de detección de conceptos, se han enviado a concurso los resultados de seis 
experimentos. En algunos de ellos se realiza una fusión a dos niveles: una primera 
fusión de características y posteriormente, una fusión de modelos, tal y como se muestra 
en la Figura 21. Los mejores resultados se obtienen para los experimentos que realizan 




3.3 Aplicaciones Comerciales 
 
Hasta ahora en este capítulo se han estudiado los distintos proyectos existentes, no 
obstante, prácticamente la totalidad de los mismos no ha llegado ni llegará a constituir 
ninguna aplicación de uso masivo. Es por ello que en este apartado se estudian las 
distintas opciones existentes en el mercado. 
La mayoría de las aplicaciones comerciales existentes no realizan un análisis semántico 
del contenido, sino que confían en redes sociales para que anoten (de manera 
desordenada, eso sí), los distintos contenidos para que luego puedan ser buscados.  
Como solución intermedia, existen algunas aplicaciones que permiten anotar de forma 
más exhaustiva, permitiendo un anotado guiado en algunos casos, o el anotado de los 
videos por escenas. 
No obstante también empiezan a aparecer otras soluciones que usan el contenido 
existente en imagen y video como fuente de información, y que procesan este contenido 
para extraer metadatos reales. 
En este capítulo se estudiarán exclusivamente estas últimas, relegándose el estudio del 
resto de aplicaciones al Anexo A Aplicaciones comerciales no basadas en contenido 
Figura 21 Sistema de detección de conceptos para IBM TRECVID 
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3.3.1 Soluciones basadas en el análisis del contenido  
 
En este apartado se describen una serie de soluciones y aplicaciones de búsqueda y 
organización de imágenes y videos que se basan en el análisis de contenidos. Entre estas 
aplicaciones se pueden citar: portales de imágenes, aplicaciones de gestión de escritorio, 
futuras aplicaciones para el móvil, portales con reconocimiento facial aplicados a 
imágenes y a vídeo, y soluciones comerciales para la búsqueda, anotación y filtrado de 
imágenes (y en algunos casos, vídeo) en función de su contenido. 
 
3.3.1.1 Aplicaciones basadas en el análisis de imágenes 
 
 
Buscadores de Imágenes 
 
En esta sección se describen una serie de motores de búsqueda de imágenes que 
devuelven imágenes que contienen uno o varios de los conceptos introducidos en la 
búsqueda. Algunos como xcavator realizan búsquedas por similitud a  diferentes 
niveles, basándose en el contenido visual de la imagen. Otros, a partir de características 
de bajo nivel como el color, son capaces de asociar el concepto semántico color a la 
imagen, como es el caso de Feelimage, que genera etiquetas automáticamente de los 
colores contenidos en la imágenes y ayuda así a limitar las posibles imágenes a 
recuperar. Otros portales como Behold están entrenados para automáticamente asignar 
una serie de etiquetas semánticas o conceptos a ciertos contenidos, y permiten buscar 
imágenes en base a esos conceptos o a etiquetas introducidas por el usuario. 
Los portales como Riya y MyHeritage permiten ser entrenados con fotos de usuarios 
para realizar técnicas de reconocimiento facial. Otros portales como Like, permite 
realizar búsquedas visuales de ítems entre multitud de ítems similares en función de 
ciertas partes del objeto buscado. Finalmente ALIPR es el primer portal que permiten 
subir imágenes, analizarlas y devolver como resultado una serie de etiquetas semánticas 
generadas automáticamente a partir del contenido, que pueden ser validadas por el 
usuario e incluso ampliar con nuevas etiquetas manuales. 
Existen otros portales como Tiltomo [113], que sólo realizan búsquedas por similitud 




Feelimage [114] es un portal japonés de imágenes que permite realizar búsquedas por 
frases que indiquen el color (utiliza técnicas de análisis y búsqueda basada en 
contenido), etiquetas asociadas por la cámara (como velocidad, apertura, etc.), etiquetas 
de época del año (introducidas manualmente u obtenidas mediante la fecha 
proporcionada por la cámara). En el siguiente ejemplo se muestra el resultado de una 
búsqueda de imágenes conteniendo un mar rojo: aunque no todas las imágenes 
corresponden con el criterio de búsqueda tres de las imágenes presentadas sí coinciden 
con ese criterio. El resto contienen o mar o color rojo: 
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Xcavator y CogniSign 
 
 
Xcavator [115] es un portal, en versión Beta, desarrollado por CogniSign para 
demostrar su tecnología de reconocimiento de imágenes. 
Los mecanismos de búsqueda ofrecidos son los siguientes: búsqueda mediante etiqueta 
o concepto, por similitud, por color y añadiendo zonas de puntos de interés: 
• Búsqueda mediante etiquetas: permite seleccionar una categoría concreta según 
una nube de etiquetas o introducir un concepto de búsqueda. En función de ese 
concepto devuelve una serie de imágenes entre las cuales el usuario puede 
refinar la búsqueda de diversas maneras: seleccionando una de las fotos o 
arrastrándola para realizar una búsqueda de imágenes similares (image search), 
con lo que el resultado de la nueva búsqueda permite:  
o Seleccionar etiquetas relacionadas con la foto que inicien una búsqueda 
más específica. 
o Seleccionando un color y una intensidad (mediante 2 esferas: la exterior, 
sobre la que se selecciona el color y la interior, que determina la 
intensidad) 
o Seleccionando una zona mediante puntos de interés y obteniendo 
imágenes que incluyan esos puntos de interés. En la foto de muestra era 
la mano en la taza de café: 
Figura 22 Feelimage 
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Figura 24 Funcionalidad del xcavator consumer platform 
 
Además CogniSign ofrece otras soluciones para usuarios finales, empresas de 
contenidos y defensa. Éstas son: 
 
• CogniSign xcavator consumer platform: para la gestión de contenidos de 
usuarios en su PC o en páginas web. Añade funcionalidades de agrupamiento de 
fotos obtenidas como resultado de una búsqueda por similitud:  
• CogniSign imageMATCH Search System: similar a la anterior pero aplicable a 
grandes bases de datos y librerías de vídeo o imágenes. Una posible aplicación 
de esta tecnología sería detectar logos dentro de un repositorio de vídeos, tanto 
el vídeo como las imágenes donde aparece dicho logo: 
Figura 23 Xcavator 
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Behold [116] es un motor de búsqueda de imágenes de alta calidad que permite navegar 
y buscar sobre las imágenes almacenadas en Flickr. Este sistema realiza una anotación 
automática de las imágenes basándose en el análisis de su contenido. 
Behold es capaz de reconocer una serie de conceptos visuales en las fotos (por ejemplo: 
animal, playa, coche, etc.). Este reconocimiento permite realizar tres tipos de 
búsquedas: por etiquetas (el usuario introduce una etiqueta sin seleccionar ningún 
concepto, buscando en los metadatos sin analizar el contenido), seleccionando un 
concepto y buscando fotos que se "vean" como ese concepto o utilizando ambas, como 
en la captura siguiente: 
 
Figura 25 Aplicación de CogniSign imageMATCH Search System paradetectar logos en vídeos 
Figura 26 Behold - búsqueda por concepto y etiqueta 
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ALIPR [117] es un servicio de anotación automática y búsqueda de imágenes 
desarrollado por un grupo de profesores de la universidad de PennState (Jia Li y James 
Z.Wang). Actualmente consta de un vocabulario de reconocimiento de 332 palabras 
pero permite realizar búsquedas con miles de palabras en ingles. La versión 1.0 sólo 
permite el análisis y búsqueda de imágenes en color. Permite subir una foto desde el 
disco duro o desde una URL y analizarla, proporcionando una serie de etiquetas 
automáticamente basadas en el contenido, como en el ejemplo siguiente: 
 
De las etiquetas proporcionadas serían válidas: "ocean, water, glacier, wild-life, wave, 
ice, sky y landscape". Ocho etiquetas correctas detectadas automáticamente. Con otros 
ejemplos el grado de acierto era mucho más bajo. Con las etiquetas introducidas por el 
usuario, el sistema puede entrenarse para en un futuro detectar nuevos conceptos. 
Otro tipo de búsqueda que es posible realizar es por similitud visual a partir de una foto 
patrón de búsqueda (con el motor SIMPLICITY). Utilizando el ejemplo anterior el 
resultado sería el siguiente: 
 
Figura 27 Resultado de anotación automática propuesto por ALIPR 
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También permite etiquetar las imágenes según emociones y realizar búsquedas de 
acuerdo a estas (sorprendente, divertido, etc.). 
Otra funcionalidad curiosa proporcionada por ALIPR [118] permite al usuario escribir o 
copiar una historia, y devolverle una serie de imágenes relacionadas con la historia 
mediante la funcionalidad SPE ("The Story Picturing Engine") del buscador. Aunque el 
grado de acierto no es muy significativo, el tipo de planteamiento para realizar 




Riya y Like 
 
 
Riya [119] es un motor de búsqueda visual de imágenes que permite subir imágenes y , 
aplicando técnicas de reconocimiento facial identificar personas dentro de las imágenes 
de un usuario o de un grupo, para lo que el usuario debe entrenar al motor de 
reconocimiento con fotos con el nombre del usuario a identificar. Además aplica 
técnicas de OCR (Optical Character Recognition) para extraer texto contenido en las 
imágenes, y permite etiquetar manualmente objetos en las imágenes para utilizarlas 
como imágenes de entrenamiento, para la detección automática de dichos objetos. 
 
 
Like.com [120] es un portal destinado a compras por Internet de objetos relacionados 
con el mundo de la moda, desarrollado por la compañía Riya, que permite al usuario 
realizar búsquedas de ítems siguiendo criterios visuales. Facilita la localización y 
compra de los objetos realizando búsquedas visuales de objetos similares en colores, 
forma o ambos. El funcionamiento es el siguiente: el usuario selecciona una foto de un 
objeto (en el ejemplo un bolso) de una de las categorías y recuadra una zona de ésta, 
seleccionando si la búsqueda de objetos similares debe efectuarse en función del color, 
la forma o en ambos, el portal devuelve una serie de ítems según el criterio de búsqueda. 
La captura siguiente muestra el resultado de una búsqueda en función de la 
Figura 28 Resultado de búsqueda por similitud visual de ALIPR 
Figura 29 ALIPR - Búsqueda de imágenes a partir de una historia 
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A parte de Riya, otro portal que aplica tecnología de reconocimiento facial a fotos 
personales es MyHeritage [121]. En este caso, es posible encontrar fotos de famosos a 
los que se parece el usuario, saber a cual de los padres se asemeja más un hijo, crear un 
árbol genealógico visual, organizar y auto etiquetar fotos digitales utilizando el 
reconocimiento facial, identificar a personas desconocidas en las fotos, encontrar fotos 
cargadas por otros usuarios, descubrir parientes basándose en similitudes faciales, etc. 
 
 
3.3.1.2 Soluciones comerciales para el análisis de vídeo e imágenes 
 
En este apartado se recogen algunas soluciones comerciales para el análisis de vídeo e 
imágenes en función de su contenido. Sin embargo la única solución que parece 
proporcionar etiquetas de conceptos de forma automática es la solución de LTU 
Technologies. El resto realizan reconocimiento facial en vídeo (como Viewdle) 
identificando personas, o generación de metadatos de otros contenidos asociados al 
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VIMA Technologies 
 
VIMA Search [122] es un sistema basado en la tecnología patentada PBIR (Perception-
Based Image Retrieval) de VIMA, que permite buscar en grandes colecciones de 
imágenes en varios segundos a partir de imágenes sugeridas dinámicamente por el 
sistema, marcando una imagen y si se desean encontrar imágenes parecidas (+) o que no 
se parezcan (-). La precisión de las imágenes que devuelve el sistema es elevada pero, al 
permitir únicamente la búsqueda de 4 o 5 conceptos no resulta fácil de utilizar.  
VIMA Search es sólo un ejemplo de la tecnología ofrecida por VIMA 
(www.vimatech.com) cuyas aplicaciones se extienden a: 
• Filtros de imágenes (por ejemplo de detección de pornografía). 
• Motores de búsqueda de imágenes. 
• Anotación y clasificación automática de imágenes. 
• Programas de almacenamiento y edición de vídeo. 
• Sistemas de seguridad. 




Viewdle [123] es una plataforma basada en reconocimiento facial que permite indexar 
contenido de vídeo en tiempo real y realizar búsquedas relacionadas con apariciones de 
personajes públicos dentro de los contenidos de vídeo indexados, saltando en el vídeo 
hasta el momento de aparición de dicho personaje. La técnica de reconocimiento facial 
puede ser utilizada por proveedores de contenidos de entretenimiento, productores y 
distribuidores, etc. 






Figura 31 Viewdle 
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Blinkx [124] al igual que Truveo [125], permite realizar búsqueda de vídeos en otros 
portales o canales. Blinkx realiza acuerdos con compañías generadoras de contenidos 
para incluir en su sistema los vídeos de las mismas.  
Para la indexación de contenidos se basa además de en la metainformación típica de 
título y resumen de contenido, en técnicas de reconocimiento de audio y vídeo. Entre las 
técnicas de que emplea se encuentran el reconocimiento de voz (en diversos idiomas), 
técnicas de reconocimiento facial, captura de texto de imágenes (OCR), y subtítulos 




Virage [126] dispone de una cartera de soluciones tanto para proveedores de contenidos 
multimedia como empresas de seguridad y vigilancia. Una de sus soluciones  llamada 
VídeoBlogger, está focalizada en la indexación de contenidos multimedia. Puede extraer 
información relacionada con el reconocimiento facial o con el reconocimiento de texto 
del contenido del vídeo (imagen) que pueden ser enriquecidas con la identificación del 
locutor (en la indexación de contenidos relacionados con noticias), transcripciones de 
audio de múltiples idiomas a partir de las cuales es posible estructurar el vídeo, 
reconocer el tipo de contenido, identificar personajes, etc. 
Sin embargo la solución de Virage no realiza descripciones semánticas del contenido de 
vídeo ya que no realiza el mismo tipo de análisis visual y reconocimiento de patrones 
que realizan por ejemplo las soluciones de LTU, aunque sí analiza otras fuentes 
multimedia como el audio  y el texto presente en las imágenes, subtítulos asociados al 
vídeo, etc. Una aplicación de esta tecnología se emplea en el portal Blinkx. 
 
Virage fue adquirida hace algún tiempo por Autonomy, y sus soluciones de catalogación 




La tecnología proporcionada por LTU [127] es el resultado de las investigaciones  en el 
área del reconocimiento de imágenes de los fundadores de LTU provenientes del MIT 
Media Lab, Oxford e INRIA. Su tecnología es utilizada por el FBI y Homeland Security 
en Estados Unidos y ha sido incorporada en la web de identificación de objetos robados  
“www.trace.com”. Los dos productos principales son: Image-Seeker e Image-Filter. 
Ambos productos se basan en el LTU Engine, un sistema de análisis de imagen que 
indexa, reconoce y describe imágenes de acuerdo a su contenido visual. La entrada a 
este motor puede ser desde fotos, documentos escaneados, etc. hasta vídeos. El motor 
realiza una extracción de características de bajo nivel de las imágenes y a través de 
diversos módulos que aplican técnicas de reconocimiento de patrones (redes bayesianas, 
máquinas de soporte de vectores, redes neuronales, etc.) indexa y describe 
semánticamente el contenido de estas: 
3 Estado del arte de proyectos relacionados 
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Image-Seeker es una solución software de tipo servidor optimizada para gestionar 
grandes volúmenes de datos. La página http://corbis.ltutech.com/ proporciona un ejemplo 
de los resultados de búsquedas de imágenes utilizando dicha tecnología. Image-Seeker, 
soporta más de 20 tipos de imágenes de entrada y posee un plug-in de vídeo que incluye 
un módulo de selección de cuadros clave, y que permite almacenar y buscar en 
contenido de vídeo. Entre otras funcionalidades facilita: la búsqueda basada en la 
combinación de características visuales y textuales, la localización de imágenes iguales 
y similares a una imagen dada y la búsqueda de partes de imágenes. 
Image-Filter analiza el contenido de imágenes y vídeo a partir del cual realiza un 
filtrado si el contenido no es visualmente apropiado (contenido pornográfico, contenido 
vetado, etc.). 
• Otras soluciones proporcionadas por LTU Technologies en este ámbito son: 
• Gestión del álbum de fotos. 
• Aplicaciones de vídeo. 
• Monitorización de medios: anotación automática de contenidos, comparación de 
imágenes de distintos medios (para el seguimiento de campañas de publicidad, 
etc.). 
• Filtrado de MMS. 
• Software de control parental. y aplicaciones antipiratería. 
 
3.3.1.3 Software de libre distribución para la búsqueda de imágenes 
basada en el contenido 
 
Isk-daemon  [128] es una solución software (en modo servidor o como librería) que 
permite añadir a cualquier sitio web o software capacidades de búsquedas de imágenes 
basadas en el contenido. Sin embargo, el tipo de búsqueda está restringido a búsquedas 
por similitud visual. 







Figura 32 "LTU Engine" 
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En el transcurso de este proyecto, fueron llevadas a cabo una larga serie de tareas, que 
van desde la anotación de conceptos hasta la inclusión de los metadatos obtenidos en la 
base de datos, pasando, entre otros, por la extracción de descriptores o el entrenamiento 
de los modelos de detectores de conceptos semánticos. 
En general,  el proceso que sigue un contenido multimedia desde que entra al sistema, 
hasta que son obtenidos los metadatos se muestra en la Figura 33. 
 
 
Figura 33 Diagrama de Bloques del proceso de extracción de metadatos a partir de 
contenido multimedia 
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Los metadatos o información de alto nivel obtenidos por el sistema para cada imagen o 
keyframe son: 
 
• Presencia o no de caras: en el caso de que éstas aparezca, se proporciona 
también el número y la posición de las mismas en la imagen o keyframe. 
• Presencia o no de los siguientes conceptos: 
o Exterior de día (“Daytime”) 
o Exterior de noche (“Nighttime”) 
o Cielo Azul (“Blue sky”) 
o Imagen Interior (“Indoor”) 
o Anochecer  (“Sunset”) 
o Playa (“Beach”) 
o Paisaje (“Landscape”) 
o Vegetación (“Vegetation”) 
o Entorno urbano (“Urban”) 




En las siguientes secciones se analizará la metodología seguida tanto para la generación 
de detectores de conceptos semánticos basados en clasificadores SVM, (secciones  4.3 y 




4.2 Tareas realizadas por el alumno Eduard Bru dentro 
del marco de este proyecto 
 
La arquitectura vista en la Figura 33 muestra un conjunto de pasos considerable. Por 
ello, las distintas tareas existentes fueron divididas, correspondiendo a Eduard Bru 
Domingo las siguientes: 
1. Investigación de métodos y técnicas en el campo de la detección de caras en 
imágenes y videos, así como de soluciones existentes. 
2. Integración y evaluación de soluciones disponibles para la detección de caras. 
3. Desarrollo de un módulo integrador de tales soluciones. 
4. Adquisición de conocimientos y análisis de alternativas para la extracción de 
metadatos dentro de imágenes y vídeo. 
5. Entrenamiento y generación de modelos de clasificadores globales para los 
conceptos: 
 
o Exterior de día (“Daytime”) 
o Exterior de noche (“Nighttime”) 
o Imagen Interior (“Indoor”) 
o Anochecer  (“Sunset”) 
 
Asimismo, también correspondieron a este alumno la siguiente tarea: 
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6. Extracción de estadísticas de “fallout”, “precisión” y “recall” (ver apartado 
4.3.4.4) para los cuatro modelos anteriormente mentados, así como para la 
detección de caras. 
 
 
4.3 Metodología aplicada para la generación de los 
clasificadores globales 
 
4.3.1 Detectores/clasificadores de conceptos visuales 
 
El método implementado hace uso de descriptores de bajo nivel de color, textura y 
bordes para describir las imágenes a nivel global como entrada a una máquina SVM 
(Support Vector Machine) de forma que ésta pueda, a partir de los datos de entrada, 
discernir probabilísticamente si un concepto está o no presente en una imagen.  
El uso de SVM es el que, en la actualidad, cuenta con más adeptos y obtiene mejores 
resultados en el campo de la extracción de metadatos en imágenes y vídeo (ver apartado 
2.3.1.2), es por ello que este sistema fue el elegido para la realización de este proyecto. 
La detección de conceptos se realiza a nivel global en cada imagen o keyframe, sin 
realizar ningún tipo de segmentación espacial o modelo para detectar objetos 
específicos. Se trata más bien, de detectores de escenas visuales. Los conceptos 
detectados son los mentados en la sección 4.1.  
 
4.3.2 Descriptores de bajo nivel 
 
Las características de bajo nivel son extraídas por diferentes módulos de extracción. 
Pueden considerarse como la base a partir de la cual es posible extraer contenido 
semántico de alto nivel de la imagen.  
Se trata de los datos que utilizan los SVM para la creación de modelos que permitan 
detectar conceptos de alto nivel.  El uso conjunto de descriptores y SVM es el sistema 
más extendido en la actualidad [14]. 
 
En la implementación de este proyecto, los descriptores empleados son cuatro, y, 
corresponden a la extracción de las características: dos de color, y dos de textura de la 
imagen. 
Se trata de unos descriptores de uso común. Estos mismos o pequeñas variaciones a 
partir de los mismos son utilizados en multitud de proyectos y centros de investigación, 
como puede verse en [137].  
Los descriptores se corresponden con las especificaciones definidas dentro del marco de 
estandarización MPEG-7. Dichos descriptores toman como entrada la imagen completa, 
en cualquiera de los formatos comunes de imagen: BMP, JPEG, TIFF, PNG, GIF. La 
descripción de cada descriptor es la siguiente: 
 
• Color Layout (CL): Se define en el espacio de color YCbCr  y se diseña para 
capturar la distribución espacial del color en una imagen o región delimitada. El 
proceso de extracción consiste en cuatro fases: 
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1. La imagen de entrada se divide en 64 (8x8) bloques, cada uno de los cuales 
se representa por su color promedio.  
2. La imagen resultante de tamaño 8x8 se transforma mediante la transformada 
discreta de coseno (DCT).  
3. Los coeficientes resultantes se escanean en zig-zag. 
4. Los coeficientes que se conservan son 6 de luminancia (densidad superficial 
de intensidad luminosa en una dirección dada) y 3 para cada componente de 
crominancia (componente de la señal que contiene las informaciones del 
color y su cantidad). El número de componentes resultantes es 12. 
 
• Scalable Color (SC): Es un esquema basado en transformadas de Haar que 
mide la distribución del color en una imagen entera. El espacio de color 
empleado es HSV, cuantizado unifomemente a 256 componentes. Para reducir el 
tamaño de la representación, los histogramas se codifican empleando una 
transformada de Haar. Esta transformación consiste en una operación suma 
(filtro paso bajo), y una operación diferencia (filtro paso alto). Los filtros paso 
alto obtienen la diferencia entre componentes adyacentes en el histograma de 
color completo. Sumando pares de líneas adyacentes se consigue entonces una 
representación con menor número de componentes. El número de componentes 
empleadas en la aplicación es de 32.  
 
• Homogeneous Texture (HT): Se basa en el uso de filtros de Gabor para 
describir la textura de una imagen. Estos filtros son funciones Gaussianas 
moduladas sinusoidalmente. El conjunto de filtros se pueden generar  a partir de 
un filtro básico, por medio de traslación, escalado y rotación. El espacio de 
frecuencias se divide en 30 canales con 6 divisiones en el espacio angular 
(intervalos de 30º) y divisiones de 5 octavos en la dirección radial. Para cada 
frecuencia se calcula la energía y la desviación estándar. Las componentes que 
resultan son 62. 
 
• Edge Histogram (EH): Captura la distribución espacial de bordes en la imagen, 
de forma análoga al descriptor CL, y proporciona una información de los bordes 
en la imagen, incluso cuando la textura no es homogénea. Detecta cuatro 
direcciones de bordes (0°, 45°, 90°, 135°), así como los no direccionales. La 
imagen de entrada se divide en 16 bloques no solapados y se aplica un esquema 
de extracción de bloques, resultando en un vector de 80 dimensiones. 
 
Como se verá más adelante, en la sección 4.4, en función del concepto a detectar y sus 
características en la imagen, se emplearán todos o sólo algunos de estos descriptores 
para el proceso de discriminación. En todos los casos, las componentes de cada 
descriptor se anexan para conseguir un descriptor multi-característica global. En el caso 
de emplear los cuatro descriptores el número máximo de componentes del vector de 
descriptores asociado a la imagen asciende a 186. 
 
4.3.3 Normalización de los descriptores 
 
Una vez extraído el vector con las componentes de descriptores empleadas se procede a 
una normalización de las mismas. Para ello, se emplea un proceso de normalización de 
descriptores del estilo del mostrado en [73]. Esta normalización responde a dos razones: 
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1. Los SVM funcionan mejor con elementos que se encuentran en el mismo rango 
dinámico, lo cual típicamente no sucede en los descriptores obtenidos.  
2. Las diferentes posiciones de los vectores de descriptores suelen tener relaciones 
de dependencia entre ellas. 
Como paso previo a esta normalización se calcula el vector media de descriptores y la 
matriz inversa de la covarianza de los vectores de descriptores. Por razones de no 
invertibilidad de la matriz obtenida, se utilizó la matriz Pseudo-inversa.  
El proceso de normalización se realiza usando el método clásico, en el que se resta el 
vector media y se multiplica por la inversa de matriz de covarianza (que en este caso es 
la matriz pseudo-inversa). 
 
4.3.4 Proceso de aprendizaje y discriminación 
 
El proceso de mapeo o clasificación de las características de bajo nivel en conceptos de 
alto nivel se realiza empleando máquinas de vector-soporte (SVM). La clasificación es 
binaria (entre dos clases), de modo que haya un clasificador por cada concepto a 
detectar, siendo en cada caso el resultado la presencia o ausencia del concepto en la 
imagen. 
Este tipo de clasificación es eficiente para clasificar datos de entrada de dimensión alta, 
como en este caso. Su implementación resulta sencilla, y los parámetros a ajustar para la 
generación de los modelos de clasificación son relativamente pocos.  
Cada instancia en el conjunto de entrenamiento contiene un valor de clase (etiqueta de 
clase), y varios atributos o características (descriptores). El objetivo del SVM es 
producir un modelo que prediga el valor de la clase de las instancias de datos en el 
conjunto de prueba, de los cuales se dispone sólo de sus atributos.  
El proceso de clasificación SVM funciona como sigue: 
Se considera un conjunto de muestras de entrenamiento Ψ∈Ξ∈
== iiNi1ii y ,   x,)y,{(x , 
dondeΞ es el espacio de entrada (e.g ϒd), y Ψ ϒ {-1,+1} es el espacio de etiquetas a 
asignar o discriminar.  
En el caso de separación lineal, se asume la existencia de hiperplanos de separación 
entre dos clases, por ejemplo, una función h(x)=wTx+b cuyos parámetros son los 
vectores w y b, de forma que el signo de esta función aplicado al punto de entrada xi 
(representado por las componentes de sus descriptores) proporciona su etiqueta. Así, 
todos los datos de entrada (imágenes representadas a partir de su vector de descriptores) 
quedarán a un lado (clase 1) o a otro (clase 2) de dicho hiperplano. Si esta función que 
define el hiperplano existe, se pueden identificar infinitas funciones, cada una de ellas 
parametrizada con un vector w. La forma de escoger este hiperplano de separación será, 
fijando  mini|h (xi)|=1 y escogiendo el vector normal w tal que la distancia desde el 
punto más cercano del conjunto de entrenamiento al hiperplano es 1/| w|. 
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Cuando los datos de entrenamiento no son separables linealmente, se emplea una 
función más compleja para determinar la frontera entre clases. Esto se realiza con un 
mapeo no lineal de los datos de entrada en un espacio dimensional potencialmente 
mucho mayor en el cual se pueda realizar una clasificación más simple de forma lineal. 
Para realizar este mapeo de la información de entrada de forma implícita y entrenar a la 
máquina lineal en dicho espacio se emplean funciones de núcleo (kernel).  
Como función de kernel se ha empleado en este proyecto la función RBF (Radial Basis 
Functions): K(xi, xj) = exp(−γ||xi − xj||2), con γ > 0. 
La implementación SVM utilizada corresponde a LIBSVM v.2.8.3[138], librería que 
contiene, no sólo el clasificador, sino una serie de herramientas para ayudar en el 
proceso de entrenamiento.  
El procedimiento de uso de LIBSVM es el siguiente: 
 
1. Generar los ficheros de entrenamiento de cada concepto, seleccionando las 
proporciones de datos positivos y negativos y transformando los datos al 
formato de entrada al SVM (fichero de entrada donde cada fila corresponde con 
una imagen representada por una marca de ausencia o presencia del concepto (0 
o 1) y el vector de descriptores). 
2. Considerar la función de Kernel RBF (Radial Basis Functions): K(xi, xj) = 
exp(−γ||xi − xj||2), con γ > 0. 
3. Emplear validación cruzada para obtener los mejores parámetros C y γ, para 
cada concepto y cada conjunto de entrenamiento.  
4. Usar los mejores parámetros C y γ para obtener el modelo. 
5. Probar el modelo empleando medidas de Precision, Recall y Fallout sobre el 
conjunto total de datos.  
6. Seleccionar el mejor modelo para cada concepto. 
4.3.4.1 Pre-Procesado de datos de entrenamiento 
 
El conjunto global de imágenes de entrenamiento consiste en un total de 3295 
imágenes, de las cuales 1529 (47%) constituyen keyframes de vídeos, y 1766 (53%) 
constituyen imágenes correspondientes a fotografías.  
Figura 34 Proceso de clasificación SVM para caso binario 
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Para cada imagen se extraen los cuatro descriptores anteriormente señalados: Color 
Layout, Scalable Color, Homogeneous Texture y Edge Histogram. El descriptor 
extraído se normaliza conforme el proceso descrito en la sección 4.3.3. Para cada 
concepto se generará un fichero de entrada al clasificador SVM correspondiente, que 
contendrá un subconjunto de este conjunto global de entrenamiento. Este fichero tiene 
el siguiente formato: 
 
<label> <index1>:<value1> <index2>:<value2> ... 
 
El campo <label> es la etiqueta que hace referencia a la clase presente en la imagen. 
Puesto que se trata con clasificadores SVM de una sola clase, esta etiqueta puede tomar 
dos valores: 0, en el caso de que el concepto no esté presente, ó 1, en el caso de que sí lo 
esté.  
Los pares <index>:<value> son pares de valor-atributo correspondientes a los valores 
de los descriptores de la imagen. Los índices son enteros en sucesión monótona 
ascendente, comenzando en 1. Los valores son números decimales. Dependiendo de la 
combinación de descriptores empleados para caracterizar a bajo nivel la imagen, se 
tendrá un número mayor o menor de estos pares de atributos. En el caso de emplear los 
cuatro descriptores: ColorLayout, EdgeHistogram, HomogeneousTexture y 
ScalableColor, el número de pares, es decir, la dimensión del vector de características, 
ascenderá a 186.  
 
4.3.4.2 Obtención de los parámetros C y γ 
 
Los parámetros a ajustar en el proceso de entrenamiento son dos: C y γ. De antemano se 
desconocen cuáles de estos valores son los mejores para cada problema, por ello se debe 
realizar una búsqueda o barrido de parámetros. El objetivo es identificar los mejores 
valores de C y γ que puedan predecir de forma exacta las clases a las que pertenecen los 
datos de prueba.  
 
Un método común consiste en separar los datos de entrenamiento en dos partes, de las 
cuales una se considera desconocida al clasificador. Entonces, la exactitud de 
predicción, término conocido como “accuracy” (ver sección 4.3.4.4), en este conjunto 
puede reflejar de forma más precisa el funcionamiento en la clasificación de datos 
desconocidos. Una versión mejorada de este procedimiento se denomina validación 
cruzada (cross-validation). Si en vez de separar los datos de entrenamiento en 2 partes 
se realiza en v subconjuntos iguales, la validación cruzada realizará la validación de 
cada subconjunto usando el clasificador entrenado con los otros v-1 subconjuntos. 
Entonces, cada instancia del conjunto de entrenamiento se predice una vez de forma que 
la exactitud de la validación cruzada es el porcentaje de datos que son correctamente 
clasificados.  
 
Para la selección de los parámetros C y γ se realiza un barrido de los mismos en dos 
intervalos, y para cada par se calcula la cross-validation accuracy. El par de parámetros 
que conduzca al mayor de estos valores se considerará como óptimo para el conjunto de 
entrenamiento.  
 
LIBSVM contiene una herramienta escrita en python llamada grid.py, que 
automáticamente selecciona unos intervalos de C y γ al barrer, realiza el proceso de 
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validación cruzada sobre unos datos que se le pasan como entrada. Como salida, 
proporciona los resultados obtenidos por los diferentes pares de estos intervalos y 
finalmente indica para qué par de valores C y γ se obtienen los mejores resultados de 
predicción.  
Los intervalos de C y γ que figuran por defecto en el archivo grid.py son los siguientes:  
c=(-5, 15, 2), g=(3,-15,-2), lo que significa que C se barre desde 2-5  a 215 en pasos de 22, 
y que γ se barre desde 23 a 2-15 con pasos de 2-2. 
 
Como se verá en la sección 4.4, en ocasiones se ha modificado este intervalo para 
adaptar los parámetros a cada problema y al conjunto de entrenamiento en concreto, ya 
sea reduciendo el paso del intervalo, o, desplazando su mínimo y máximo. 
 
En la Figura 35 se muestra el resultado de la herramienta grid.py en el barrido de 
parámetros. Se aprecian diferentes curvas, cuyos puntos corresponden a pares de valores 
de C y γ. El color de las curvas indica la exactitud (accuracy) estimada para cada curva. 
El barrido de parámetros converge hacia una curva, correspondiente al par de C y de γ 
que da el mejor resultado de accuracy estimada, según el proceso de validación cruzada. 
 
4.3.4.3 Selección del mejor modelo 
Para cada concepto a detectar, el proceso de entrenamiento de su clasificador se muestra 
en la Figura 36: 
1. Se toma un conjunto de entrenamiento que contenga X imágenes en las que el 
concepto esté presente, e Y imágenes en las que el concepto no esté presente. 
Este conjunto de entrenamiento se llamará, por ejemplo, E0. En general, la 
Figura 35 Resultado del proceso de cross-validation accuracy para diferentes valores de C y γ 
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relación del número de imágenes positivas máxima a emplear se sitúa en un 20% 
del total. 
2. Para este conjunto de entrenamiento, se realiza el barrido de parámetros C y γ, 
dados unos intervalos de barrido determinados. Como resultado de este barrido, 
se seleccionan como óptimos C0 y γ0. 
3. Se genera el modelo M0 con estos valores.  
4. Para este modelo, se obtienen los valores de Precision, Recall, y Fallout sobre la 
totalidad de los datos del sistema.  
5. Se comparan los distintos modelos (M0, M1,....MN) y se elige el que se 
considera mejor. 
 
Estos pasos se repiten sucesivas veces para cada concepto, con la salvedad de que en el 
paso 1 se va variando la proporción de imágenes positivas y negativas. En general, y 
como se verá en la sección 4.4, el procedimiento seguido es que el número de imágenes 
positivas se mantiene constante y se va disminuyendo el número de imágenes negativas 
(y con ello la proporción de positivos aumenta). Esto, no obstante, no es siempre así, y 
puede tener excepciones en algunos conceptos. Cada una de estas cadenas de pasos se 
ha denominado ejecución (run).  
 
En ocasiones los conjuntos de entrenamiento para un concepto dado serán iguales, pero 
lo que se varía es el intervalo de grid, es decir, el intervalo de C y γ empleados en el 
barrido. Una vez seleccionado estos intervalos, los pasos son los mismos que los pasos 
anteriores. La decisión de cambiar estos intervalos derivará de querer afinar su 
búsqueda (disminución del paso), o desplazar su ventana de búsqueda (por inspección 
visual de la salida de grid.py). 
En otras ocasiones, lo que varía son los tipos de descriptores empleados para 
caracterizar los datos, es decir, para generar el conjunto de entrenamiento, por ejemplo 
cuando se determina que para un determinado concepto los únicos descriptores 
representativos son los de color, o únicamente textura o bordes, etc. 
 
Por último, una vez que se han generado los distintos modelos, se procede a seleccionar 
aquél que genera unos mejores resultados para el concepto en particular. En el siguiente 
subapartado se explican los conceptos de Precision, Recall y Fallout empleados para la 
valoración comparativa de los modelos. 
 
En la sección 4.4, se muestra un análisis de los modelos seleccionados para cada 
concepto. 
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4.3.4.4 Medidas para la comparación de los modelos 
 
Las medidas consideradas para realizar una valoración comparativa entre los diferentes 









• Medida de Precisión: 
100* (a/(a + b)) 
La medida de precisión nos da la proporción de detecciones correctas de entre el 
total de detecciones obtenidas, su valor óptimo es 1. 
• Medida de Recall: 
100* (a /(a +c)) 
Figura 36 Proceso de creación de modelos y selección para un concepto determinado 
Figura 37 Representación de los resultados en función de la presencia 
del conceptoy de la decisión del clasificador. 
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La tasa de recall dará realmente la tasa de imágenes en que se detectan 
verdaderos positivos de conceptos. Interesa, por tanto, maximizarla. Su valor 
óptimo es 1.  
 
• Medida de Fallout: 
100* (b /(b + d)) 
Esta medida explica la tasa de falsos positivos detectados en las imágenes. Su 
valor óptimo es 0. 
• Medida de Accuracy: 
100* (a + d)/(a + b + c + d) 
 
Se trata de una medida que permite calcular la proporción de imágenes 
correctamente clasificadas sobre el total de imágenes. Su valor óptimo es 1. 
 
4.4 Análisis de los modelos seleccionados. 
 
 
A continuación se expone, caso por caso, cuál ha sido el modelo seleccionado, 
explicando los principales parámetros probados y las razones para la elección del 
modelo para cada uno de los conceptos realizados por el alumno responsable de este 
documento. 
 
4.4.1 Exterior - Día (Daytime) 
 
Para el concepto daytime, el modelo se realizó a partir de los siguientes parámetros de 
entrada: 
 
Nombre modelo trainingData.2.model 
Imágenes positivas 1200 
Imágenes totales 2100 
Intervalo grid c=(6,15,1) g=(2,-5,-1) 
Valor c 32768 
Valor gamma 2 




Tabla 1 Parámetros y valores del modelo daytime 
 
Para construir este modelo, la principal restricción existente es que no se podía 
mantener la proporción de número de imágenes positivas respecto al número total de 
imágenes demasiado baja, ya que se trataba de un concepto para el que había mayoría 
de anotaciones manuales positivas.  
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Se realizaron dos tandas de ejecuciones distintas, donde lo que se varió fue el número de 
imágenes positivas empleadas para construir el modelo. Las gráficas que recogen estos 






























• En un primer caso, se tomaron 1200 imágenes positivas y un número de 
imágenes totales de 2000 a 2200.  
Figura 37  Tasas de precisión del modelo del concepto Daytime 
 
Figura 39 Tasas de recall del modelo del concepto Daytime 
Figura 38 Tasas de fallout del modelo del concepto Daytime 
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• En un segundo caso, se tomaron 350 imágenes positivas y un número de 
imágenes totales de 1000 a 1200.  
 
 
Precisamente en el caso de 1200 imágenes positivas y 2100 totales es donde se obtuvo 
la mejor tasa de Precisión (85 al 95%) y de Recall (más del 90%). Para la tasa de 
Fallout (cercana al 10%), sin embargo, fueron mejores los modelos creados a partir de 
350 imágenes positivas.  
La decisión tomada fue la del modelo con mayor tasa de Recall, puesto que daytime se 
trata de un concepto presente en un alto porcentaje de imágenes, y se quería primar la 
detección a costa de una mayor proporción de falsos positivos.  
4.4.2  Exterior – Anochecer (Sunset) 
 
Para la elección del modelo del concepto sunset se realizaron diversas tandas de 
ejecución: empleando todos los descriptores, o sólo tres, como en la COMB1 (que 
emplea todos los descriptores excepto detector de bordes, Edge Histogram). Finalmente 
se optó por emplear únicamente esos tres descriptores al presentar resultados 
ligeramente mejores.  
En una ronda, con el mismo número de imágenes totales (1500-2100), el aumento del 
número de imágenes positivas de 220 a 300 tenía los efectos de aumentar 
considerablemente la tasa de recall, y aumentando en sólo dos puntos porcentuales la 
tasa de fallout, con lo que ésta se mantenía en unos niveles en torno al 3%.  
 
En otra ronda de ejecución en la que se mantenían 300 imágenes positivas, pero se 
aumentaba el número de imágenes totales (de 2400 a 2900), es decir, se disminuía el 
porcentaje de imágenes positivas en el conjunto de entrenamiento, se conseguía 
mantener la tasa de recall en los mismos niveles (en torno al 70%), pero disminuyendo 
la tasa de fallout al 2%. Por  lo que el modelo escogido se encuentra entre los ejecutados 
en esa ronda, como puede verse en la Tabla 2. 
 
Nombre modelo trainingData.25.model 
Imágenes positivas 300 
Imágenes totales 2800 
Intervalo grid c=(6, 15, 1), g=(2,-5,-1) 
Valor c 32768 
Valor gamma 1 




Tabla 2 Parámetros y valores del modelo sunset 
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Figura 41 Tasas de recall del modelo del concepto Sunset 
Figura 42 Tasas de fallout del modelo del concepto Sunset 
Figura 40 Tasas de precisión del modelo del concepto Sunset 
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4.4.3 Exterior – Noche (Nighttime) 
 
En el caso del modelo para el concepto nighttime, se realizaron diversas tandas de 
ejecución, entre ellas las dos más destacadas fueron: 
 
• Tanda de ejecuciones con 420 imágenes positivas, y un número de imágenes 
totales en el rango de 1700 a 2200. 
• Tanda de ejecuciones con 300 imágenes positivas, y un número de imágenes 
totales en el rango de 2100 a 2900. 
 
Para ambos casos se emplearon los cuatro descriptores. 
En el primer caso, la tasa de recall era bastante alta (85 a 99%), mientras que la tasa de 
fallout iba del 5 al 10%. En cambio, en el segundo caso, la tasa de recall se mantenía en 
torno al 70-80%, y la tasa de fallout disminuía considerablemente, no superando el 2%.  
En este caso el modelo escogido correspondió a los modelos de la segunda tanda de 
ejecuciones, al primar una baja tasa de falsos positivos (ver Tabla 3) frente a un mayor 
recall. Esta decisión se basó en que esos falsos positivos enmascaraban muchas 
detecciones correctas del concepto indoor. 
 
 
Nombre modelo trainingData.51.model 
Imágenes positivas 300 
Imágenes totales 2900 
Intervalo grid c=(6,15,1) g=(2,-5,-1) 
Valor c 32768 
Valor gamma 2 



















Figura 43 Tasas de precisión del modelo del concepto Nighttime 
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4.4.4 Interior – (Indoor) 
 
En el caso del modelo para el concepto indoor, se realizaron múltiples tandas de 
ejecuciones. 
 
Al final se optó por emplear un modelo construido a partir de la representación de las 
imágenes con sólo tres descriptores: SC; CL y HT (el llamado COMB1 por simplicidad 
de representación en las gráficas. 
• En la primera tanda de ejecución, el número de imágenes positivas fue de 420 
imágenes, con un número total de imágenes rondando en torno a las 2100. Para 
este caso, las tasas de recall y precisión fueron muy similares (en torno al 70-
80%), con una buena tasa de fallout (en torno al 5%).  
• A fin de aumentar la tasa de precisión y recall, se realizó una segunda tanda de 
entrenamiento, tomando conjuntos de 700 imágenes positivas, e imágenes 
totales en una sucesión de 2500 a 3100. Con estos cambios se apreciaba un 
aumento considerable de la precisión (de 80 a 90%), una tasa de recall del 70 al 
80%, y una tasa de fallout inferior al 5%. 
Figura 44 Tasas de recall del modelo del concepto Nighttime 
Figura 45 Tasas de fallout del modelo del concepto Nighttime 
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Por tanto, al aumentar la proporción de imágenes positivas y el número total de 
imágenes, se apreciaba una mejora en la precisión, manteniendo los valores de recall y 
fallout. 
Con el fin de disminuir aún más el valor de la tasa de fallout (ya que no interesaba que 
los falsos positivos fuesen demasiados), se probó con otras dos tandas de ejecuciones, 
con un número de imágenes positivas de 300. Pero, si bien la tasa de fallout bajaba 
mucho, la tasa de recall disminuía demasiado, situándose en torno al 40%.  
Por ello, la decisión final fue optar por el modelo a partir de 700 imágenes positivas, 
3000 totales, y empleando sólo los descriptores de color y textura. 
 
El intervalo de grid en este caso se afinó, desplazándolo hacia valores de C más altos, 
ya que, al inspeccionar visualmente la salida del barrido de parámetros, se observaba 




Nombre modelo trainingData.33.model 
Imágenes positivas 700 
Imágenes totales 3000 
Intervalo grid c=(5,17,1) g=(3,-8,-1) 
Valor c 131072 
Valor gamma 1 






















Figura 46 Tasas de precisión del modelo del concepto Indoor 
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4.5 Detección de caras 
 
En el contexto de este proyecto, la detección del concepto cara es una tarea aparte del 
resto de conceptos, puesto que se trata de un campo mucho más explorado, sobre el que 
existe software disponible y modelos ya entrenados. Esto se traduce en una serie de 
ventajas: 
 
• Disponibilidad de código abierto que realiza tareas específicas de detección de 
caras. 
• Disponibilidad de una gran cantidad de contenidos teóricos relacionados con la 
detección de caras. 
 
Aunque también  crea una serie de necesidades: 
 
• Realizar un módulo aparte del resto de módulos de detección de conceptos. 
• Evaluar los distintos programas software disponibles en la red y su posible 
integración con el resto de los componentes. 
 
El objetivo de la detección de caras es lograr obtener no sólo el número de caras 
existentes en la imagen, sino también las coordenadas de las mismas. Éstas se guardan 
Figura 47 Tasas de recall del modelo del concepto Indoor 
Figura 48 Tasas de fallout del modelo del concepto Indoor 
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en forma de vértice superior izquierdo, y vértice inferior derecho del rectángulo en el 
que se encuentra contenida la cara. 
Para ello, tras una búsqueda de las diferentes opciones disponibles en software de libre 
distribución, en la que se descartaron algunas opciones como el software creado en el 
proyecto fdlib [130], se optó por realizar implementaciones que incluyesen las cuatro 
opciones siguientes: 
 
• Utilización de la librería de libre distribución OpenCV para el procesado de la 
imagen, que hace uso de cascadas de Haar (ver sección 4.5.1). 
• Integración con el software de detección de caras liberado por la CMU 
(Carnegie Mellon University) que realiza la detección mediante redes neuronales 
(ver sección 4.5.2). 
• Detección de piel mediante umbrales creados específicamente para este proyecto 
(ver sección 4.5.3). 
• Integración de todos los módulos anteriores, creando una librería de detección 
basada en una solución mixta que contempla todas las anteriores (ver sección 
4.5.4). 
 
Para la determinación de las estrategias y de los valores críticos en el proceso de 
decisión se consideró un conjunto total de unas 2000 imágenes, de las cuales alrededor 
de 100 contenían caras con una cierta notoriedad dentro de la imagen. 
 
4.5.1 Detección de caras mediante cascadas de Haar 
 
The Open Source Computer Vision Library (OpenCV) es una librería de libre 
distribución creada por Intel y dirigida a la interacción hombre-computadora, robótica y 
otras aplicaciones relacionadas con la imagen. Su uso está muy extendido en el ámbito 
del procesado de imagen. 
Para la detección de objetos y caras, OpenCV opta por el uso de cascadas de Haar. Se 
trata de una cascada de detectores muy débiles, pero que al ser aplicados en conjunto 
mejoran mucho su rendimiento. Los descriptores empleados se denominan descriptores 
de Haar. Este nombre se debe a su similitud con una wavelet binaria (en concreto 
wavelet de Haar), cuyo uso permite detectar texturas. En [131] se detalla el 
funcionamiento de las cascadas de Haar y del detector de objetos. 
 
Las cascadas de Haar necesitan ser entrenadas para detectar un concepto concreto, sin 
embargo, también existen una serie de haarcascades ya entrenadas y disponibles para el 
uso libre, y que son utilizadas por el detector de caras de OpenCV. 
Este detector tiene una serie de ventajas y de inconvenientes que se enumeran a 
continuación: 
 
• Eficiencia en tiempo. 
• Alta tasa de detección: incluso usando distintas cascadas de Haar disponibles se 
pueden llegar a detectar una gran cantidad de caras dentro de la imagen. 
• Sin embargo, presenta una elevada tasa de falsos positivos. 
 
Los distintas haarcascades disponibles detectan diferentes caras y dan, a su vez, 
diferentes falsos positivos. En total disponemos de 7 cascadas de Haar: 4 de caras y 3 de 
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cuerpos (éstas últimas proporcionan realmente malos resultados como se ha 
comprobado a lo largo del proyecto).  
Entre las haarcascades de caras hay una especialmente creada para la detección de 
caras de perfil, y otras tres para la detección de caras de frente. Debido al número de 
falsos positivos que introducen, se decidió usar únicamente uno de caras de frente y uno 
de caras de perfil. 
El resultado final retorna muchas detecciones, pero también muchos falsos positivos. A 
pesar de todo, su alta tasa de detección, unida a su eficiencia en tiempo, lo convierten en 
un buen detector si se realiza un posterior filtrado de resultados. 
 
4.5.2 Detección de caras mediante redes neuronales 
 
El módulo de detección de caras mediante redes neuronales fue desarrollado por la 
CMU y posteriormente liberado. Su funcionamiento se encuentra detallado en [132], y 
básicamente realiza dos pasos para realizar la detección: 
 
1. Se detectan zonas candidatas a ser partes de la cara (ojos, nariz, boca y barbilla) 
mediante las sombras que quedan debajo de las mismas. 
2. Se utilizan las redes neuronales para validar la posición de las diferentes 
sombras. La red neuronal valida o elimina una cara en función de si las distintas 
partes se encuentran dentro del rango de lo que puede ser aceptado como cara. 
 
Las ventajas e inconvenientes de este módulo son las siguientes: 
 
• Uno de sus inconvenientes es la poca eficiencia en tiempo, ya que 
contempla cada parte de la imagen por separado para detectar las 
sombras, y posteriormente realiza un costoso análisis conjunto para 
obtener los resultados de caras. 
• Otro inconveniente es que este sistema es capaz de detectar únicamente 
caras de frente y en las que no aparecen partes ocultas. El hecho de que 
una cara tenga partes ocultas o aparezca de perfil, provoca que algunas 
de las sombras necesarias para la detección desaparezcan y, en el caso 
concreto de las caras de perfil, provoca también que las distancias 
cambien, teniendo en cuenta que se analizan imágenes en dos 
dimensiones. 
• Como ventaja tenemos que retorna muy pocos falsos positivos. 
• Su mayor ventaja es que en el caso óptimo (caras de frente y sin partes 
ocultas), se muestra extremadamente preciso, detectando casi todas las 
caras de la imagen que cumplen estas condiciones, incluyendo incluso 
caras de personas que están usando gafas de sol. 
 
Por la baja tasa de falsos positivos y los buenos resultados en el caso óptimo, este 
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4.5.3 Detección de piel 
 
La detección de piel es un método simple para encontrar zonas de la imagen candidatas 
a pertenecer a una cara (un grupo de puntos conforma una cara), y por otra parte para 
discriminar puntos que no son piel y que, por lo tanto, no pueden formar parte de una 
cara. 
El software de detección de piel creado en este proyecto hace uso de umbrales. La 
información en la que se basa el sistema fue extraída de [133].  
La idea de la detección de caras mediante la detección de piel única y exclusivamente 
fue desechada debido a la diversidad de colores de la tez humana, y al hecho de que 
podría desembocar en errores tales como confundir una mano con una cara. No 
obstante, la detección de piel puede ser una buena herramienta para:  
 
• La creación de una máscara para una posterior detección de caras. Esto 
disminuye el tiempo de procesado de otros sistemas (muchos puntos ni siquiera 
se analizarán), pero a su vez genera el problema de que algunos puntos que son 
piel no se detectarán, dejando puntos negros dentro de zonas que son piel. Esto 
puede influir negativamente en los detectores que vengan a posteriori. 
 
• La validación de caras detectadas por los detectores de caras, a fin de eliminar 
los falsos positivos. Esto aumenta el tiempo de procesado, pero no afecta 
negativamente a ningún otro detector. 
 
En el marco del este proyecto, se optó por utilizar la detección de piel como un sistema 
de validación de caras, ya que los otros detectores (basados en texturas y en redes 
neuronales que analizan las sombras de la imagen) se ven afectados por la aparición de 
zonas oscuras en la imagen. 
Para evitar eliminar caras detectadas correctamente por los otros detectores, se realizan 
una serie de operaciones morfológicas que tienen por objetivo eliminar al máximo los 
huecos oscuros que quedan en las imágenes. La detección de piel constituye, de este 
modo, una herramienta muy útil para eliminar algunos falsos positivos, ya que ninguno 
de los otros detectores tiene en cuenta información de color. 
 
4.5.4 Detección basada en una solución mixta 
 
En los anteriores apartados se han expuesto las debilidades y fortalezas de los distintos 
detectores empleados en el proyecto. La solución mixta propuesta pretende aprovechar 
los beneficios aportados por los detectores anteriormente descritos, y paliar sus 
deficiencias. Para ello se tuvieron en cuenta una serie de consideraciones, relativas al 
funcionamiento y resultados deseados del sistema resultante: 
 
• Una imagen en la que se detecten caras será anotada como imagen con persona  
(concepto “person”, en el caso de una sola cara detectada) o con gente (concepto 
“people”, en el caso de que sean varias las caras detectadas). 
• Provoca mayor desconfianza a un usuario el hecho de detectar una cara 
incorrecta en un sitio donde es imposible (como puede ser una cúpula de un 
tejado), que en una imagen en la que ya se han detectado otras caras 
correctamente (como puede ser una fiesta). 
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De estas consideraciones se extraen las siguientes conclusiones: 
 
• En imágenes en las que no aparecen caras, el concepto crítico es el de las falsas 
detecciones. 
• En imágenes en las que sí que aparecen caras, el concepto de falsas detecciones 
no es excesivamente crítico, siempre que aparezcan otras caras correctamente 
detectadas. 
Para la elaboración final del detector de caras se tuvieron en cuenta dos alternativas: 
 
1. Detección de caras con el detector basado en cascadas de Haar en paralelo con el 
detector basado en redes neuronales, y realizar una validación de cada uno de los 
dos resultados con el detector de piel. 
 
2. Detección de caras usando los detectores en serie. En un primer paso, se 
detectan las caras usando el detector basado en redes neuronales, y el resultado 
obtenido se valida con el detector de piel. Si ha sido retornada alguna cara, se 
aplica el detector basado en cascadas de Haar sobre la misma imagen y se valida 
este resultado con la detección de piel. En una última fase se realiza una fusión 
de las caras retornadas por ambos detectores.  
 
De las dos posibles implementaciones, la primera alternativa detecta más caras, tanto 
correctas como incorrectas (falsos positivos). Mediante sucesivas pruebas y basándose 
en las consideraciones anteriormente nombradas, se decidió que el detector que mejor 
cumple las expectativas es el que implementa la segunda alternativa. 




1. Detección de caras mediante el uso de redes neuronales. Sólo se detectan caras 
en imágenes con caras de frente, pero por la propia naturaleza de las fotos, es 
habitual que las personas objeto de la imagen aparezcan de frente, con una 
iluminación aceptablemente buena. 
 
2. Validación de las caras detectadas en la primera fase. Para ello se eliminan del 
resultado de la detección las caras cuya superficie detectada como piel no 
alcance el 40% de su superficie total del rectángulo que la contiene. 
 
3. Para aquellas imágenes que han superado las dos anteriores fases, se realiza la 
detección de caras mediante el detector basado en cascadas de Haar. Para las 
caras detectadas en esta fase también se realiza una validación mediante el 
detector de piel, en este caso el umbral de validación será de un 50%. 
 
4. Fusión de las caras retornadas por cada uno de los detectores, eliminando 
aquéllas que aparecen repetidas.  
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Figura 49 Diagrama de bloques con los procesos de detección de caras 
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5 Resultados 
 
En este capítulo se proporciona un análisis de los resultados obtenidos al aplicar los 
clasificadores SVM y el módulo de detección de caras al repositorio de contenidos 
multimedia anotados del que dispone el proyecto.  
 
Para el conjunto de test se dispuso de un total de 1167 imágenes, de las cuales 519 
corresponden a fotos obtenidas, en su mayoría, del buscador de imágenes de google 
(www.google.com), y 648 a cuadros clave pertenecientes a videos realizados por 
usuarios y a la colección TrecVid (a la cual corresponden un total de 415 keyframes). 
Todas las imágenes empleadas (tanto fotos como vídeos) tenían una resolución VGA, 
por lo que muchas fotos fueron reescaladas a esa resolución. 
 
Por otra parte, durante el proceso de selección de cuadros clave, los vídeos no 
correspondientes a TrecVid fueron transcodificados a MPEG-2 por lo que es frecuente 
observar un efecto de bloques en las imágenes extraídas.  
 
Con el fin de evaluar cómo estos cambios de formato y codificación han podido afectar 
al desarrollo de los modelos conjuntos para cuadros clave y fotos, y a la fiabilidad de 
dichos modelos, todas las medidas se han tomado primero como un conjunto total y 
después separando entre fotos y cuadros clave. 
 
5.1 Comparativa entre los distintos conceptos 
 
Las siguientes figuras proporcionan una comparativa entre los resultados alcanzados por 
los modelos de cada concepto. En concreto se analizan los valores de precisión, recall, 
fallout (ver sección 4.3.4.4), y por último, el porcentaje de imágenes no detectadas por 
el modelo frente al total de imágenes disponibles para ese modelo. Mediante estas 
medidas se establece qué modelos generan anotaciones automáticas más fiables y cuáles 
son susceptibles de generar más errores o de no anotar imágenes que contengan el 
concepto que representan.  
Figura 50 Resultados globales de los modelos desarrollados 
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Según los resultados obtenidos el clasificador con mayor tasa de aciertos, (recall), se 
corresponde con el modelo para daytime-outdoor (67,47%), seguido de los modelos de 
indoor (56,61%), nighttime (34,74%), y sunset (19,16%).  
Por el contrario, los modelos que retornan un recall más bajo, son también los que 
retornan menos errores. Se obtienen valores muy bajos de fallout para los modelos de 
subset y nighttime (alrededor del 4%), siendo más altos para el modelo indoor (14,41%) 
y aún más altas para el modelo daytime (14,41%). 
Se observa, por lo tanto, un compromiso entre detecciones correctas y falsos positivos: 
aquellos modelos que logran un mayor número de detecciones, también provocan un 
número mayor de fallos.  
La naturaleza de los conjuntos de entrenamiento justifica, en parte, los comportamientos 
de los modelos. El hecho de que, por ejemplo, daytime se encuentre muy representado, 
tanto en la base de datos de entrenamiento como en las anotaciones con las que se ha 
creado el modelo (el modelo daytime se crea con 1200 imágenes positivas y 2100 
imágenes totales), provoca que se generen muchos falsos positivos, pero también que 
muchas imágenes sean detectadas. En apartados posteriores se analizarán todos los 
conceptos por separado para descubrir la naturaleza de los falsos positivos. 
 
5.2 Análisis individual de los clasificadores SVM 
obtenidos 
5.2.1 Exterior – Día (Daytime) 
 
 
Dentro del conjunto de imágenes de test, el concepto daytime es el concepto más 
representado, contando con un 35,5% de anotaciones positivas sobre el total de 
imágenes (415 imágenes daytime sobre 1167 imágenes totales). Las anotaciones 
positvas de daytime conforman el 35,6% de cuadros clave (231 keyframes) y el 35,4% 
de las fotos (184 fotos). 
Las imágenes siguientes son algunos ejemplos de imágenes anotadas manual (AM) y 
automáticamente (AA) como daytime: 
 
 
Figura 51 Cuadros clave daytime (AA y AM) 
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La tabla siguiente Tabla 5 proporciona los resultados obtenidos del análisis de la 
anotación automática del repositorio de imágenes. Estos resultados vienen a su vez 
concretados en fotos y cuadros clave: 
 
 
  Precisión Recall Fallout No Detecciones 
Total 62,54% 56,61% 14,41% 43,39%
Cuadros Clave 59,63% 69,89% 19,05% 30,11%
Fotos 69,07% 41,36% 8,40% 58,64%
 
Tabla 5 Resultados globales del concepto daytime 
 
Puede apreciarse que, en el caso del concepto daytime, existen pequeñas diferencias en 
el hecho de que una imagen sea una foto o un cuadro clave en cuanto a precisión se 
refiere. Estas diferencias se hacen más notables en lo que al recall y el fallout se refiere. 
Sin embargo, durante el proceso de análisis se ha comprobado que en el proceso de 
anotación algunas imágenes que podrían ser clasificadas como daytime no fueron 
manualmente anotadas como tal, pero posteriormente sí han sido detectadas 
automáticamente y forman parte del grupo de imágenes clasificadas como falsos 
positivos (fallout). Este grupo de imágenes suele corresponderse con imágenes anotadas 
con sunset o incluso con algunas anotaciones de nighttime. 
El impacto del fallout del concepto daytime en imágenes en las cuales este concepto no 
había sido anotado manualmente viene reflejado en las gráficas siguientes. En la Figura 
53 se representan los solapamientos de anotaciones automáticas de daytime respecto a 
anotaciones relevantes de otros conceptos (nota: en este documento una anotación 
relevante representa aquellas anotaciones automáticas de una imagen que coinciden con 
una anotación manual previa):  
 
Figura 52 Fotos daytime (AA y AM) 
5 Resultados 
 














Como puede observarse, según el tipo de concepto con el que se produce el 
solapamiento existen dos tipos de casuística: solapamientos con conceptos antagónicos 
al concepto día, como en el caso de indoor o en el caso de la mayor parte de los casos 
de nighttime, y solapamientos con conceptos que pueden efectivamente compatibilizarse 
con la anotación daytime como es el caso de sunset, y que ya se ha comentado 
anteriormente.  
En el primer caso, estos solapamientos requieren de un estudio preciso para la inferencia 
de reglas que eliminen dichos solapamientos en la medida de lo posible, o en su defecto, 
que permitan detectar el hecho de que existe una inconsistencia de forma que un usuario 
final pueda detectarla y solventarla. 
En el caso de solapamientos entre daytime e indoor, son 22 las imágenes indoor, es 
decir, un 11,46% de los casos de imágenes de indoor correctamente anotadas son a su 
vez incorrectamente anotadas con el concepto daytime. Este comportamiento es más 
frecuente en keyframes (13 casos) que en fotos (9 casos). Las imágenes siguientes 
muestran un keyframe y una foto anotadas simultáneamente como indoor y daytime, en 
















Figura 53 Falsos positivos del concepto daytime en anotaciones relevantes de otros conceptos 
Figura 54 Key frame anotado como daytime (AA) e 
indoor (AA y AM) 
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En el caso del concepto nighttime, los solapamientos son más infrecuentes. Se produce 
únicamente en 2 fotografías, lo que representa el 3% de imágenes relevantes anotadas 
con dicho concepto. La foto siguiente es una muestra del tipo de imágenes anotadas 
como daytime y nighttime que, como puede apreciarse, también es una imagen bastante 
iluminada. La parte que realmente muestra que es una foto de noche es el cielo. Este 














En el caso de sunset no resulta muy clara la línea que separa ambos conceptos, ya que 
muchas imágenes anotadas como sunset manualmente también admitirían una anotación 
como día. 




Figura 55 Foto anotada como 
daytime (AA) e indoor (AA y AM) 
Figura 56 Keyframe anotado como daytime (AA) y 
nighttime (AA y AM) 
5 Resultados 
 















El efecto de los solapamientos de las anotaciones automáticas del concepto daytime 
sobre otros conceptos para los cuales existe una anotación manual, pero que no han sido 















En este caso un motor de reglas no podrá discernir que existe un conflicto ya que no 
existirá una anotación automática del concepto correcto con el que poder comparar. 
El número de imágenes indoor no detectadas como tal pero sí detectadas como daytime 
es en este caso inferior (35). Sin embargo, estas anotaciones introducen un error que no 
podrá ser detectado automáticamente e(n un 23,1% de las imágenes de indoor que no 
son detectadas de forma automática). Se observa que, a diferencia del primer tipo de 
errores, existe un grado mayor de error en el caso de que la imagen sea una foto 
respecto al caso de que la imagen corresponda a un  keyframe (el 62 % corresponde a 






Figura 57 Foto anotada como sunset (AA y AM) y daytime (AA) 
Figura 58 Falsos positivos del concepto daytime en anotaciones manuales de otros conceptos 
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En el caso de las imágenes anotadas manualmente como nighttime pero detectadas 
únicamente como daytime, estos solapamientos afectan al 13% de imágenes nighttime 
no detectadas, correspondientes a 16 imágenes. La Figura 60 recoge un ejemplo de 


















En el caso de las anotaciones automáticas de daytime que colisionan con conceptos 
complementarios, la mayoría de dichas anotaciones se centran en imágenes anotadas 
manualmente con el concepto sunset. La siguiente fotografía es un ejemplo de dicha 
casuística en la cual una imagen anotada manualmente como sunset es detectada 




Figura 59 Foto interior (AM) anotada erróneamente como día (AA) 
Figura 60 Ejemplo de foto noche (AM) 
erróneamente detectada como día (AA) 
5 Resultados 
 





















Como puede apreciarse la imagen podría clasificarse como daytime aparte de sunset. 
5.2.2 Exterior – Noche (Nighttime)  
 
El concepto nighttime (refiriéndose a exterior nocturno) no se encuentra, ni mucho 
menos, tan representado como el concepto daytime dentro de la base de datos. Cuenta 
con alrededor de un 16,3% del total de positivos en la base de datos, siendo, de éstas, un 
44% fotos y un 56% cuadros clave.  
Los resultados obtenidos tras la anotación automática del conjunto total de la base de 




  Precisión Recall Fallout No Detecciones 
Total 60,55% 34,74% 4,40% 65,26%
Cuadros Clave 62,86% 41,12% 4,81% 58,88%
Fotos 56,41% 26,51% 3,90% 73,49%
 
Tabla 6 Resultados globales del concepto exterior-noche 
 
Como puede observarse, los valores de precisión y recall no alcanzan las cotas que 
marca el modelo de daytime. Sin embargo los valores de fallout, superan en mucho el 
rendimiento del modelo de daytime. Esto se debe, en parte, a la mayor presencia del 
concepto daytime en las imágenes anotadas, que permiten crear un modelo mucho más 
Figura 61 Foto de sunset (AM) anotada únicamente como 
daytime (AA) 
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Figura 63 Cuadros clave anotados correctamente 
con el concepto noche (AM y AA) 
representativo y más heterogéneo, pero que a su vez genera muchos más solapamientos 
sobre otros conceptos. 
Las siguientes imágenes muestran algunos ejemplos de anotaciones automáticas 








El impacto de la anotación automática de nighttime en imágenes en las cuales este 
concepto no había sido anotado manualmente viene reflejado en las gráficas siguientes. 
En la Figura 64 se representan los solapamientos de anotaciones automáticas de 







Figura 62 Fotos anotadas correctamente 
con el concepto noche (AM y AA) 
5 Resultados 
 


















Al igual que sucedía en el caso de daytime, según el tipo de concepto con el que se 
produce el solapamiento existen dos tipos de casuística: solapamientos con conceptos 
antagónicos al concepto noche, como en el caso de indoor o daytime y solapamientos 
con conceptos que pueden efectivamente compatibilizarse con la anotación nighttime 
como es el caso de sunset.  
• En el caso de solapamientos entre nighttime y indoor, el total de imágenes 
indoor afectadas es de 9 imágenes: un 4,56% de los casos de imágenes de indoor 
correctamente anotadas son, a su vez, incorrectamente anotadas con el concepto 
nighttime Además, como puede apreciarse en la gráfica la mayor parte de estas 
anotaciones se corresponden con  cuadros clave. La imagen siguiente muestra un 















• En el caso de solapamientos entre nighttime y daytime (conceptos 
incompatibles), se obtienen 5 errores (3 correspondientes a cuadros clave y 2 a 
Figura 64 Falsos positivos del concepto nighttime en anotaciones relevantes de otros conceptos 
Figura 65 Keyframe indoor anotada como 
indoor (AA y AM) y como nighttime (AA) 
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fotos). Estos errores tienen una importancia relativa, pues sólo afectan a un 1.8% 
de las anotaciones relevantes de daytime. 
• El caso de solapamientos entre nighttime y sunset, solamente afecta a 3 
imágenes, un estudio individual de las mismas muestra que se trata de 
anotaciones que pueden considerarse correctas, a pesar de que las imágenes no 
















En la segunda gráfica se muestra precisamente el efecto de los solapamientos de las 
anotaciones automáticas del concepto nighttime con otros conceptos para los cuales 















Como puede verse, el comportamiento de nighttime en la Figura 67 mantiene un gran 
parecido con el comportamiento de nighttime en la Figura 64.   
• Los solapamientos con indoor (10) afectan a un  6’6% de las imágenes indoor 
que no son correctamente anotadas automáticamente. Los errores sobre el 
concepto indoor son mucho más frecuentes en fotografías (7) que en cuadros 
clave (3). Debido a la incompatibilidad de ambos conceptos, estos fallos pueden 
Figura 67 Falsos positivos del concepto nighttime en anotaciones manuales de otros conceptos 
Figura 66 Keyframe sunset anotada como 
sunset (AA y AM) y como nighttime (AA) 
5 Resultados 
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ser considerados como fallos graves, pues resulta imposible corregir el error sin 
la interacción de un elemento humano. 
• Los errores sobre el concepto daytime  provocan anotaciones necesariamente 
erróneas, debido a la incompatibilidad de ambos conceptos. Estos errores se 
manifiestan sólo en cuadros clave, afectando a 7 imágenes no detectadas como 
daytime (un 5,1 % de las no detecciones de daytime). La Figura 68 muestra un 


















• El caso de los solapamientos con sunset  es algo más complejo, puesto que no 
hay una frontera bien defiinida entre sunset y nighttime. Esto provoca que 
algunas de las anotaciones no puedan ser consideradas correctas, pero otras sí. 
Teniendo en cuenta únicamente las anotaciones manuales, los errores 
corresponden a 6 imágenes (5 cuadros clave y 1 foto), un 3,5% de las no 
detecciones de sunset. En la Figura 69 pueden verse ejemplos de anotaciones 
automáticas dudosas del concepto nighttime, realizadas sobre imágenes 
únicamente anotadas manualmente con el concepto sunset. 
 
Figura 68 Foto anotada como daytime (AM)  y 
como nighttime (AA) 
Figura 69 Fotos anotada como sunset (AM)  y 
como nighttime (AA) 
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5.2.3 Interior - (Indoor) 
 
Las imágenes anotadas manualmente con el conceptoindoor representan el 29,8% del 
total (348 imágenes), de las cuales las fotos representan el 46,6% (162) y los cuadros 
clave el 53,4% (186). 
La Tabla 7 proporciona los resultados obtenidos del análisis de la anotación automática 
del concepto indoor sobre la totalidad del repositorio de imágenes de test. Como en 




Tabla 7 Resultados globales del concepto indoor 
 
En este caso aunque los valores de recall son altos se aprecia que es más elevado el 
valor de recall en los cuadros clave que en fotos, así como el fallout. Este efecto se debe  
a que en el conjunto de entrenamiento de imágenes de indoor la proporción de cuadros 
clave es mayor que la de fotos, por lo que es posible que el modelo generado detecte 
mejor dicho concepto en cuadros clave.  
La diferencia de proporciones, sumada a la poca homogeneidad de las imágenes indoor, 
también desemboca en que se generen más falsos positivos sobre otros conceptos para 
cuadros clave (se trata de un modelo más heterogéneo), con la consecuente pérdida de 
precisión.  
Otro efecto lógico es que al aumentar el recall en los cuadros clave disminuye la tasa de 
imágenes no detectadas.  




  Precisión Recall Fallout No Detecciones 
Total 62,54% 56,61% 14,41% 43,39%
Cuadros Clave 59,63% 69,89% 19,05% 30,11%
Fotos 69,07% 41,36% 8,40% 58,64%
Figura 70 Fotos indoor (AA y AM) 
5 Resultados 
 




Para el análisis de los falsos positivos, cabe tener en cuenta que todos los errores 
existentes debidos al modelo correspondiente al concepto indoor se consideran como 
errores graves, pues sea el concepto que sea sobre el que los provoca, siempre va a ser 
incompatible con el concepto indoor. 
 
En cuanto al análisis de los falsos positivos del clasificador desarrollado para el 
concepto indoor en el caso en que el concepto afectado dispone de una anotación 
automática relevante es posible observar en la Figura 72 los efectos sobre los conceptos 














El hecho de que el modelo indoor genere más errores (como se puede ver en la Tabla 7) 
sobre cuadros clave que sobre imágenes puede verse la Figura 72, en la que se muestran 
estos errores para  imágenes anotadas manualmente con todo el resto de conceptos. 
En el caso de sunset, esta situación sucede en 6 casos, que representan un 14% de las 
anotaciones relevantes de sunset. Se trata de un efecto especialmente dramático en el 
caso de tratarse de cuadros clave, pues a pesar de sólo darse en 4 casos, estos 
representan un 30,7% de las anotaciones relevantes de sunset para cuadros clave. A 
Figura 72 Falsos positivos del concepto indoor en anotaciones relevantes de otros conceptos 
Figura 71 Cuadros clave indoor (AA y AM) 
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pesar de que también se da en fotos (2 casos), los efectos no son tan dramáticos como 
en cuadros clave, puesto que solamente representan un 7% de las anotaciones relevantes 
de sunset para fotos. Esto se debe a que el modelo de sunset obtiene un recall muy bajo, 
especialmente en keyframes (como se verá en la sección 5.2.4), y el modelo indoor 
provoca más fallos sobre cuadros clave, como se ha visto anteriormente en esta sección. 
En el caso de nighttime, el comportamiento es bastante similar al de sunset. Pero sus 
resultados no son, ni mucho menos, tan dramáticos. Existen falsos positivos de indoor 
tanto para fotos como cuadros clave, pero se producen con mayor frecuencia sobre 
cuadros clave. En total, los falsos positivos de indoor afectan a un 6,1% (4 imágenes) de 
las anotaciones relevantes de dicho concepto. 
Los solapamientos con daytime son, también, mucho más frecuentes en cuadros clave, 
17 casos (11,7% de las anotaciones relevantes de daytime para cuadros clave) que en 
fotos, 2 casos (1,5%). En conjunto, afectan al 6,8% de las anotaciones relevantes de 
dicho concepto, lo que en términos absolutos equivale a 19 imágenes. 
Estos errores pueden ser detectados, puesto que existe un conflicto de anotaciones, por 
lo que un motor de reglas posterior sería útil en para evitar incongruencias. 
 
 
Las siguientes imágenes muestran casos de solapamientos en anotaciones relevantes de 





Figura 73 Foto sunset (AA) anotada a su vez 
como sunset e indoor (AM) 
5 Resultados 
 






Por otra parte, se observa en la Figura 76 que el tipo de solapamientos de indoor en 
conceptos de los que únicamente se dispone de una anotación manual guardan 
similitudes con el caso de anotaciones relevantes, en lo que a un peor comportamiento 
sobre cuadros clave se refiere. El concepto que sale peor parado es, de nuevo, sunset 
(19,6% de las imágenes no detectadas, correspondientes a 34 errores), además, como se 
ha explicado en apartados anteriores, la naturaleza de estos errores hace que no sea 






Figura 75 Cuadro clave  daytime (AM) anotada a 
su vez como daytime  e indoor (AA) 
Figura 74 Foto nighttime  (AM) anotada a su vez 
como nighttime e indoor (AA) 
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Sobre el resto de conceptos analizados, la relación de errores entre fotos y cuadros clave 
guarda similitudes con la proporción de errores sobre el concepto sunset, provocando 
muchos más errores en cuadros clave que en fotos.  
En lo que respecta al concepto nighttime, el modelo indoor afecta al 19,35% de las 
imágenes no detectadas (correspondientes a 24 imágenes).  
Sobre imágenes anotadas manualmente con el concepto daytime y que no han sido 
detectadas como tales, indoor afecta en un 14,8% de los casos (correspondientes a 20 
imágenes). Una vez más, este comportamiento es mucho peor sobre cuadros clave que 
sobre fotos. 
 
A continuación se proporcionan algunos ejemplos para el caso de solapamientos entre 




















Figura 76 Falsos positivos del concepto indoor en anotaciones manuales de otros conceptos 
Figura 77 Cuadro clave anotado manualmente como 
nighttime y (AM) detectado como indoor (AA) 
5 Resultados 
 
















En este modelo se ve una muestra clara del compromiso que existe entre recall y 
fallout:  en este caso se obtiene un modelo con un elevado recall, a costa de aumentar 
los errores sobre otros conceptos. De cualquier modo, el motivo principal por el que se 
se producen errores es porque se trata de un modelo creado a partir de multitud de 
imágenes de carácter muy heterogéneo. 
 
5.2.4 Anochecer - (Sunset) 
 
 
El concepto sunset (refiriéndose a anochecer exterior) aparece como un concepto 
intermedio no demasiado bien definido entre daytime y nighttime. Cuenta con alrededor 
de un 18% del total de imágenes positivas en la base de datos (42%  fotos y un 58% 
cuadros clave).  
Las siguientes imágenes son un ejemplo del funcionamiento del modelo de anochecer: 
 
 
Figura 78 Foto sunset (AM) detectada como indoor 
(AA) 
Figura 79 Fotos de anochecer anotada correctamente 
(AM y AA) 
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Los resultados globales de este clasificador son los siguientes: 
 
 
  Precisión Recall Fallout No Detecciones 
Total 51,25% 19,16% 4,09% 80,84%
Cuadros Clave 30,95% 10,48% 5,53% 89,52%
Fotos 73,68% 31,11% 2,33% 68,89%
 
Tabla 8 Resultados globales para el concepto anochecer 
 
En la Tabla 8, puede observarse claramente que los resultados del modelo sunset 
funcionan mucho mejor para fotos que para keyframes. La causa es que el concepto 
sunset se encuentra mucho menos representado en la base de entrenamiento en 
keyframes (42 en total) que en fotos (330 en total).  
El hecho de que se incluyan tan pocos keyframes anotados manualmente con el 
concepto sunset en la base de entrenamiento, provoca que el modelo sea incapaz de 
generalizar bien, lo cual se traduce en muy pocas detecciones correctas, como puede 
verse en la tabla. 
El mayor peso específico de fotos frente a keyframes dentro del modelo, provoca que 
éste se adapte mucho más al tipo de descriptores que definen una foto, que a los que 
definen un keyframe, lo que proporcionalmente, provoca muchos más errores en otros 
keyframes que en otras fotos.  
El impacto de la anotación automática de sunset en imágenes en las cuales este concepto 





Figura 80 Cuadros clave de anochecer detectados 
correctamente (AM y AA) 
5 Resultados 
 
































De nuevo, en el concepto sunset, un análisis conjunto de los datos retornados por las 
anteriores tablas permite obtener una idea más o menos exacta del funcionamiento del 
modelo. Todo ello, sumado a un análisis exhaustivo de las imágenes que han sido 
clasificadas de manera errónea, permite extraer una serie de conclusiones: 
Los errores obtenidos son de dos clases: 
 
• Errores graves, que provocarán el enmascaramiento de algún concepto bien 
detectado, o una clasificación errónea de una imagen en base a una o a varias 
detecciones erróneas. Dentro de este grupo se encuentran casos como la 
detección de sunset junto/en vez de indoor. 
• Errores de menor importancia, que se deben a una no coincidencia entre los 
conceptos anotados manualmente y los conceptos anotados automáticamente, 
Figura 81 Falsos positivos del concepto sunset en anotaciones relevantes de otros conceptos 
Figura 82 Falsos positivos del concepto sunset en anotaciones manuales de otros conceptos 
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pero que no necesariamente constituyen un error, pues entran dentro de la 
subjetividad tanto del anotador como de la propia anotación en sí.  
 
Dentro de los errores considerados como graves se encuentran: 
 
• Errores de solapamientos de indoor con sunset: Constituyen un problema 
considerable, y la mayor fuente de errores provocados por sunset, afectando a un 
4.6% de las anotaciones manuales de indoor, y, a priori, su incompatibilidad 
crea un problema insalvable. Por ello sería conveniente un estudio detallado para 
la inferencia de reglas que permitan realizar una decisión adecuada sobre cual es 
















• Algunos errores con otros conceptos, no necesariamente incompatibles: Si bien 
muchas imágenes que podrían ser clasificadas como sunset también pueden 
serlo como daytime (afectan a un 2,4% de las AM) o como nighttime (afectan a 















Figura 83 Cuardo clave anotado como indoor (AA y AM) 
y como sunset (AA) 
Figura 84 Cuadro clave anotado como nighttime (AA 
y AM) y como sunset (AA) 
5 Resultados 
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Dentro de los errores de menor importancia se encuentran: 
• Errores con algunos conceptos no incompatibles, que pueden no ser 
considerados errores: Se trata de errores que se deben a la subjetividad de la 
anotación, pues no existen límites bien definidos entre daytime y sunset o 















En conclusión, se trata de un modelo que no da demasiados falsos positivos (fallout 
total del 4,09%). En él sería interesante estudiar, más adelante, la posibilidad de 
solucionar conflictos con el modelo indoor, debido a que ambos modelos provocan una 
gran cantidad de errores sobre el otro concepto. Además, algunos de los errores 
provocados pueden ser considerados como errores no graves. Este hecho rebaja, aún 
más, los falsos positivos reales que crea este modelo. 
 
 
5.3 Resultados obtenidos en el proceso de detección 
de caras 
 
Las estadísticas relacionadas con la extracción de caras requieren de un cierto grado de 
abstracción, ya que depende de la subjetividad inherente a la relevancia o no-relevancia 
de una cara existente dentro de una imagen. 
Por ello se ha seguido un criterio según el cual, una cara se considera relevante cuando 
la persona puede ser reconocida (y por lo tanto también detectada) por un observador 
humano, obviando éste el contexto en el que se encuentra la cara. El motivo de esta 
consideración es que se está utilizando un detector de caras, y no uno de figuras o 
personas. 
Es en este dato en el que se apoya la premisa según la cual, para poder ser considerada 
como relevante, una cara debe ser reconocida por aquel usuario que requiera de un 
detector de caras para una posterior identificación de las mismas. Las caras que no 
cumplan esta premisa no son consideradas como datos relevantes y tampoco como datos 
no relevantes: simplemente no están contempladas en las estadísticas de funcionamiento 
del detector. 
Figura 85 Foto anotada como daytime (AA y 
AM) y como sunset (AA 
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Como se explicó en la sección 4.5, el hecho de que en una imagen se detecte 
correctamente la presencia o no de caras resulta tanto o más interesante que el hecho de 
que una cara esté correctamente detectada dentro de la imagen. El análisis de la 
detección de caras en cuanto al número de caras detectadas correctamente dentro de las 
fotos y keyframes donde existen caras relevantes arroja los siguientes datos: 
 
 
  Fotos Cuadros clave Total 
Precisión  90,29% 86,87% 89,18% 
Recall 64,81% 52,12% 60,18% 
Tabla 9 Estadísticas de detección correcta del número de caras presentes en fotos y cuadros clave 
 
Cabe remarcar que no aparece el fallout, debido a que la condición de “no-relevancia”, 
no existe en el caso de las caras, pues, como se ha comentado con anterioridad, aquellas 
caras que no deban ser consideradas como “relevantes”, simplemente no serán 
consideradas. Es decir, no existen negativos correctos de caras. 
Por otra parte, las estadísticas que reflejan si en una imagen hay caras y si se han 
detectado caras o no son las siguientes:  
 
 
  Fotos Vídeos Total  
Precisión   94,38% 66,67% 91,09% 
Recall 74,34% 47,06% 70,77% 
Fallout 0,33% 4,00% 0,56% 




Estudiando estos datos por separado, se pueden extraer una serie de datos relevantes: 
 
• El primero de estos datos es que en todos los casos las imágenes estáticas dan 
mejores resultados que los vídeos. El hecho de que el funcionamiento sea mucho 
peor en el caso de los keyframes se debe a que: 
o Se tiende a “posar” menos cuando se graba un video., lo cual provoca 
más caras de lado, de espaldas y desenfocadas.  
o En el marco del proyecto, lo que se analiza son únicamente los 
keyframes, los cuales muchas veces aparecen desenfocados o en 
movimiento, dificultando el proceso de detección. 
• La tasa de fallout, se mantiene en valores bajos o muy bajos tanto en fotos 
(0,33%), como en vídeos (4%), y por tanto, en el conjunto total (0,56%). 
• La precisión se mantiene en valores altos, tanto en fotos como en keyframes (por 
encima del 85%), no así en vídeos donde baja drásticamente (66,667%). 
• El recall se mantiene en valores aceptables, especialmente cuando se trata de 
fotos. 
 
En conclusión, el comportamiento del detector de caras coincide con la estrategia de 
primar el evitar falsas detecciones frente a lograr unas tasas de detección muy altas. Por 
5 Resultados 
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ello podemos concluir que se mantiene el compromiso adoptado en el apartado 4.5, 
según el cual los parámetros críticos son el fallout y la precisión. El recall, a pesar de 
ser un parámetro importante, se encuentra en un segundo término. 
A continuación se muestran algunos ejemplos de imágenes y su resultado tras el módulo 




















Figura 86 Ejemplo de imagen con caras correctamente detectadas 
Figura 87 Ejemplo de imagen con cara no detectada (perfil) 
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Figura 88 Ejemplos de imágenes con falsos positivos de caras 
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6 Conclusiones y líneas futuras de trabajo 
 
 
En este proyecto final de carrera se ha empleado un marco de trabajo consistente en la 
prospección tecnológica, entrenamiento de los módulos de detección de conceptos, 
refinado de los mismos y extracción y análisis de estadísticas de funcionamiento. 
Las diferentes tareas realizadas dentro de este marco han sido enumeradas en esta 
memoria en su Introducción. A continuación se resumen las tareas desarrolladas dentro 
del ámbito de este proyecto, y que han sido detalladas a lo largo de este documento: 
 
• En cuanto a la tarea de realizar un estudio de las distintas opciones existentes en 
generación de metadatos para contenidos de imágenes y vídeos, esta ha sido 
completada satisfactoriamente (ver apartado 2), lográndose unos conocimientos 
básicos sólidos y una buena visión global del estado del arte en el área de la 
extracción de metadatos en imágenes y videos. 
• La segunda tarea, consistente en realizar un estudio minucioso de las distintas 
tecnologías disponibles para la anotación automática de contenidos multimedia, 
ha permitido adquirir unos conocimientos avanzados necesarios para la 
realización de los módulos de detección automática de conceptos (ver apartados 
2.Sistemas de Extracción Automática de Metadatos de un contenido Multimedia 
y 3.Estado del arte de proyectos relacionados). 
• La siguiente tarea ha consistido en la realización de los detectores para los 
conceptos escogidos dentro del marco del proyecto. Dentro del trabajo realizado 
por Eduard Bru Domingo se citan a continuación los siguientes detectores: 
o Presencia o no de caras: en el caso de que éstas aparezcan, se 
proporciona también el número y la posición de las mismas en la imagen 
o keyframe. 
o Presencia o no de los siguientes conceptos: 
 Exterior de día (“Daytime”) 
 Exterior de noche (“Nighttime”) 
 Imagen Interior (“Indoor”) 
 Anochecer  (“Sunset”) 
Para ello se realizaron módulos específicos como el de detección de caras y se 
entrenaron el resto de conceptos por separado, la metodología usada puede verse 
en el apartado 4.Metodología de trabajo. 
• La última tarea, consistente en analizar los resultados obtenidos por los 
detectores, fue realizada para los conceptos anteriormente citados. Los 





El estudio de los resultados arroja una serie de conclusiones en lo relativo a 
clasificación automática de escenas visuales imágenes mediante el uso de SVM:  
• Los resultados son aceptables para la mayoría de conceptos, con estadísticas que 
crean muy pocos falsos positivos para los modelos de nighttime y sunset. La 
detección de caras también arroja unos buenos resultados teniendo en cuenta lo 
complejo de la tarea. 
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• Por otro lado, los resultados que arrojan un mayor número de detecciones 
correctas, son los de daytime y de indoor, siendo esta tasa especialmente poco 
aceptable en el concepto sunset. 
• Por todo ello, resulta muy complejo definir cual es el modelo que funciona 
mejor, de todos modos, apoyándonos únicamente en la precisión (ver sección 
4.3.4.4), el modelo más preciso es el de indoor, a pesar de que el que da una 
sensación de mejor funcionamiento cuando el sistema se usa es el modelo de 
daytime. 
• Después de realizar este proyecto, puede concluirse que los resultados obtenidos 
por los distintos modelos (detección de caras aparte), dependen básicamente de: 
o La base de datos de imágenes existentes: Para que la detección de 
conceptos mediante clasificadores SVM sea realmente fiable es necesario 
disponer de una gran cantidad de contenidos anotados. Como se ha 
comprobado en el caso del concepto daytime, a mayor cantidad de 
elementos positivos durante el proceso de entrenamiento mejor se 
comportará a nivel de recall el clasificador, pero a fin de disminuir el 
fallout la cantidad de elementos donde no se halle el concepto debe ser 
aún mayor, de forma que como máximo un 20% de las imágenes de 
entrada al SVM sean positivas. Además para aumentar lo representativo 
del modelo, es necesario que el repositorio de contenidos anotado 
además de abundante sea lo más heterogéneo posible, de forma que los 
conceptos estén representado de la forma más completa posible tanto 
positiva como negativamente. 
o La estrategia y los esfuerzos destinados al entrenamiento de los modelos: 
En la competición TrecVid, por ejemplo, la mayor parte de los grupos de 
trabajo utilizaban detectores SVM (amén de múltiples estrategias más) 
para la creación de modelos y posterior detección de conceptos dentro de 
imágenes. Las diferencias en los resultados se deben, en parte, al uso de 
distintas estrategias para, por ejemplo, ponderar los resultados obtenidos 
por cada detector SVM. 
o La dificultad intrínseca debida a la poca homogeneidad de un concepto. 
Por ejemplo, en el concepto indoor, las imágenes pueden tener muy 
pocas o ninguna característica común, lo que hace muy complicado 
predecir su funcionamiento para imágenes no testeadas o buscar patrones 
de funcionamiento. 
 
6.2 Líneas futuras de trabajo 
 
Como consecuencia del examen de estos resultados, se ha identificado una serie de 
posibles líneas de trabajo futuro, que pueden servir para mejorar los resultados en 
algunos casos: 
• Es necesario implementar un motor de inferencias o de reglas, que permita 
detectar y solucionar las colisiones existentes entre conceptos incompatibles, 
como es el caso de las colisiones de indoor con el resto de conceptos. Otra 
opción sería la realización de un clasificador conjunto, como alternativa a la 
realización de un clasificador para cada concepto. 
• En el ámbito de extracción de cuadros clave es necesario mejorar tanto el 
mecanismo que selecciona los cuadros clave en el plano, como el empleo de 
procesos de transcodificación, ya que introducen un indeseado efecto de bloques 
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que distorsiona las imágenes afectando sobre todo a la detección de bordes y a la 
textura. Además se ha comprobado durante el proceso de anotación manual que 
el detector de cuadros clave no selecciona aquellos cambios de imagen que 
serían representativos para el usuario, por lo que conceptos o situaciones que 
podrían ser representativos para éste no serían analizados.  
• La detección de conceptos de forma global en la imagen mediante clasificadores 
SVM en cascada es un proceso bastante rápido, ya que no requiere una 
segmentación previa de la imagen, pero si se aumenta el número de conceptos y 
por tanto de clasificadores, sería más interesante realizar estos procesos en 
paralelo, de forma distribuida.  
• Además el proceso de anotación manual debe realizarse siguiendo unos criterios 
objetivos aplicables de igual forma por todos los anotadores, y verificado por 
más de un anotador, para comprobar que no se pierden anotaciones en el proceso 
que puedan no sólo distorsionar las estadísticas si no que distorsionen al propio 
modelo. En ese sentido aplicaciones del tipo Google Image Labeler [112] 
permiten verificar entre varios usuarios en modo juego si realmente el concepto 
se halla presente o no.  
• Debido a la diferencia de calidad entre fotos y cuadros clave sería necesario 
realizar clasificadores especializados dependiendo del tipo de imagen e incluso 
tomando en cuenta la resolución de éstas. 
• Además, el hecho de tratar el video como una sucesión de keyframes provoca 
una descontextualización de cada uno de los mismos. Para evitar lo primero 
sería necesario contextualizar los keyframes en el entorno del video, evitando 
anotaciones incompatibles en keyframes cercanos, o incluso aprovechando la 
disposición de los mismos para crear secuencias temporales de conceptos que 
permitan llegar a inferir algún tipo de auto-resumen. 
• El problema explicado en el punto anterior conduce a un no-aprovechamiento de 
información presente en el vídeo, lo cual se une a que no se utilizan descriptores 
de movimiento o de sonido, que podrían ser muy útiles sobre todo en vídeos de 
mayor duración o con escenas más difíciles de explorar como fiestas en interior, 
etc. El uso del movimiento y del sonido es un paso a seguir vital para el anotado 
automático de vídeos. 
• Dependiendo del tipo de concepto que se desee detectar sería necesario 
implementar técnicas de segmentación de imagen. Sin embargo, los algoritmos 
de segmentación existentes no se muestran muy efectivos a la hora de clasificar, 
siendo uno de los mayores problemas la pérdida de contexto que generan. Al 
analizar cada "visterm" de manera independiente, se originan errores 
difícilmente salvables. Además, el proceso de segmentación está muy lejos de 
funcionar de la forma en que segmentaría un observador humano. Por ello en el 
documento [134] se propone una aproximación, en la que el proceso de 
segmentación y el de anotación vayan unidos, proporcionado una realimentación 
mutua. Este proceso no sólo mejoraría la segmentación, sino que permitiría 
analizar por una parte, la imagen como un conjunto, y por otra, cada elemento en 
particular a la vez (creando un dominio y ciñéndose a él) mediante el uso de 
ontologías que permitan la posterior realización de inferencias sobre las mismas. 
• Con el fin de complementar el detector de caras, se hace necesaria la utilización 
de un módulo específico de detección de personas con distintos detectores como 
pueden ser: cuerpo entero, tronco y cabeza. Este módulo debería permitir la 
detección de personas (y no sólo de caras) con una fiabilidad aceptable, así como 
la detección de caras de perfil.  
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En este anexo se estudian las distintas aplicaciones comerciales no basadas en etiquetas 
extraídas de forma automática del contenido multimedia, diferenciando entre 
buscadores de vídeo e imágenes y aplicaciones de tipo colaborativo para el anotado 
manual de contenidos. 
 
 
A.1    Buscadores de Vídeo e Imágenes no basados en 
el contenido 
 
La cantidad de contenidos multimedia generados por los usuarios de Internet se ha 
incrementado en gran medida desde la aparición de la Web 2.0, en la que los usuarios 
generan multitud de contenido y lo comparten con la comunidad. Desde la aparición de 
este tipo de aplicaciones Web (que permiten incluir fotos, vídeos e imágenes) se han 
requerido nuevos y potentes motores de búsqueda que permitan de una manera intuitiva 
realizar búsquedas eficaces sobre este nuevo tipo de contenidos. 
En este apartado se analizan los buscadores que basan sus búsquedas en el usuario que 
ha generado el contenido, la fecha de generación o las etiquetas asociadas, sin requerir 
de un análisis del contenido para ello. Estos buscadores pueden clasificarse según el 
tipo de contenidos que permiten almacenar y buscar, entre ellos imágenes o vídeos. 
 
A.1.1 Buscadores de imágenes 
 
Entre los buscadores de imágenes se pueden encontrar aplicaciones que permiten 
compartir y organizar imágenes (Picasa Web Álbum[95], Flickr [96]) buscadores de 
imágenes profesionales (BrightCube) y multitud de comunidades virtuales del estilo 





Flickr se autodefine con dos principios:  
1. Organizador de fotografías online  
2. Mecanismo de distribución de fotografías entre grupos de usuarios.  




Clasificación automática de escenas visuales en imágenes 
- 119 - 
Flickr fue adquirido por Yahoo en Marzo de 2005. La aplicación Web permite realizar 
búsquedas de fotografías utilizando el nombre de la fotografía, las etiquetas asociadas 
por el usuario y la descripción que añade de la misma. Todos estos datos son generados 







El servicio Fotolog de Terra permite crear un álbum de fotos y compartir fotografías. La 
primera etiqueta que emplea para buscar imágenes es el nombre del usuario que 
comparte la fotografía así como el título de la imagen. La Figura 90 muestra las 
imágenes recuperadas tras realizar una búsqueda de la palabra clave "Maradona". Las 












Figura 89 Interfaz Web de Flickr 
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A.1.2 Buscadores de video 
 
Existen multitud de aplicaciones que permiten realizar búsquedas sobre vídeos. En este 
apartado se realiza una pequeña descripción de los más destacados, sobretodo por su 





YouTube [99] es junto a Google vídeo uno de los buscadores de vídeo más famosos y 
utilizados. La búsqueda de los vídeos se realiza mediante las etiquetas introducidas 
manualmente por los usuarios. A la hora de cargar el vídeo al sistema se piden datos 
sobre el mismo, como el título, comentarios y etiquetas. La interfaz gráfica de resultado 
de búsqueda puede verse en la Figura 91: 
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Google Vídeo es un servicio de Google [100] de almacenamiento de vídeos que ofrece 
además búsquedas de contenidos multimedia. En sus búsquedas agrega contenido de 
vídeos de Youtube y de otros portales de vídeo. 
En la actualidad ofrece dos tipos de servicio, uno orientado a usuarios finales, que 
permite a cualquier usuario subir archivos de vídeo, y otro que permite a los creadores 
de contenido multimedia distribuir sus creaciones. Este segundo tipo de servicio es de 
pago. 
La búsqueda de contenidos emplea etiquetas simples como el título o resumen 
introducidos por el usuario al depositar el vídeo. No ofrece la posibilidad de etiquetar 
los vídeos, como Youtube, por lo que dispone de menos información con la que 
clasificar el contenido. 
Otros portales interesantes son Yahoo!Video [101], Daylimotion [103], Metacafe[104], 
Truveo [105] o MyspaceTV [102]. 
 
A.2 Aplicaciones para el etiquetado manual de 
contenidos multimedia. 
 
Para fomentar que los usuarios puedan añadir manualmente etiquetas a vídeos 
proporcionados por otros usuarios han surgido una serie de portales y aplicaciones que 
permiten manipular los vídeos disponibles en los portales de vídeo tradicionales. En 
estas aplicaciones se han desarrollado distintas soluciones que permiten: 
• Añadir etiquetas adicionales e, incluso, crear tablas de contenido y etiquetas  
• Anotar imágenes 
Figura 91 Interfaz gráfica de búsqueda en YouTube 
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A.2.2 Añadir etiquetas adicionales y crear tablas de contenidos. 
 
Estas soluciones permiten añadir etiquetas en distintos puntos del video, permitiendo 
una navegación hasta un punto de la imagen que ha sido considerado importante ya que 
se le ha añadido una nueva etiqueta. 
Permiten avanzar en el vídeo hasta un punto concreto (a veces resaltando algún objeto o 
introduciendo alguna característica en la imagen). 
 
Ejemplos de estas soluciones son portales como MotionBox [106], Jumpcut [109], 
Mojiti [107] o Veotag [108]. En la Figura 92 se representa el portal de Veotag, que es 
una aplicación que permite subir contenidos multimedia y etiquetar distintos tramos del 
mismo creando una tabla de contenidos y temas por los que los usuarios pueden navegar 
a través del vídeo. La principal ventaja es que facilita la navegación en el vídeo, al 
haberse creado una tabla de contenidos basada en el contenido que está enlazada con 
cuadros del mismo, de forma que es posible acceder justo al momento deseado mediante 






Como puede observarse, se trata de un anotado manual, que requiere mucha interacción 
por parte del usuario. 
 
 
Figura 92 Interfaz Veotag 
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A.2.3 Anotar imágenes 
 
Con el fin de obtener grandes volúmenes de imágenes anotadas manualmente con 
conceptos semánticos que sirvan para entrenar modelos surgieron varias iniciativas en 
formato lúdico. La primera de ellas, the ESP Game [110], es un experimento 
originalmente concebido por Luis von Ahn de la universidad Carnegie Mellon. 
 
La idea principal se basa en aprovechar la capacidad de abstracción humana para 
realizar una tarea que las computadoras todavía no son capaces de realizar 
correctamente (en este caso, etiquetar imágenes), mediante un juego en el que dos 
usuarios compiten por etiquetar una serie de imágenes de la forma más precisa posible. 
Una vez ambos usuarios se ponen de acuerdo sobre la etiqueta esta pasa a formar parte 
de las etiquetas que caracterizan la imagen. 
Posteriormente la universidad Carnegie Mellon ha creado un juego más avanzado 
llamado Peekaboom [111].  
Esta misma idea ha sido incorporada a Google Images, en el llamado Google Labeler 
[112], para mejorar las etiquetas disponibles sobre las imágenes que alberga: 
Figura 93 The ESP Game 
Figura 94 Interfaz Google Labeler 
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Anexo B Segmentación Espacial de Imágenes 
 
Una vez realizada la segmentación temporal del contenido del video, el siguiente paso 
en el análisis puede ser la segmentación espacial de las imágenes resultantes. La cual 
constituye un paso necesario para ser capaz de analizar las distintas regiones de la 
imagen de forma independiente. 
La segmentación espacial es un paso útil pero no necesario, realizar un análisis general 
de la imagen (como se ha hecho en este proyecto) también es posible, a pesar de la 
pérdida de información que ello conlleva. Esto se apoya en el hecho de que la 
segmentación espacial no se encuentra en una etapa de madurez que permita 
proporcionar información fiable. 
Otro de los grandes problemas de la segmentación es el hecho de que no existe una 
solución única, los resultados obtenidos mediante métodos distintos pueden ser 
aceptados por unas personas y rechazados por otras (se trata de un problema “ill-
posed”).  
Los distintos segmentos de la imagen, que idealmente representan objetos dentro de la 
imagen, tienen unas características mucho más homogéneas que la imagen completa y 
permiten el análisis y la extracción de metadatos de cada una de las partes de la imagen 
por separado, en vez de confiar en estadísticas globales de las imágenes. 
 
 
El problema de segmentar una imagen en un conjunto de regiones homogéneas o 
entidades semánticas es de fundamental importancia para conocer la estructura espacial 
de la escena e identificar los objetos relevantes. Pese a haber sido sujeto de estudio 
durante varias décadas, la segmentación de imágenes continúa siendo un problema a 
resolver. 
Varios algoritmos y técnicas de propósito general se han ido desarrollando para este fin  
[7],[8]. Muchas de las aproximaciones planteadas pretenden crear grandes regiones 
usando criterios simples de homogeneidad, basados en color, textura o movimiento. Sin 
embargo, las aplicaciones de estas técnicas son limitadas, ya que con frecuencia no son 
capaces de crear particiones significativas debido a la complejidad de la escena, o a las 
condiciones de iluminación. 
Figura 95 Segmentación de una imagen en regiones 
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Puesto que no existe una solución común, generalmente estas técnicas se combinan 
entre sí y se apoyan en el conocimiento previo del contexto, o dominio específico, de la 
imagen para poder segmentarla de forma efectiva. 
En las técnicas basadas en histograma, se calcula un histograma a partir de todos los 
píxeles de la imagen calculándose los picos y valles. Las medidas que se pueden tomar 
son el color o la intensidad. Una técnica más refinada consiste en aplicar este método de 
búsqueda de forma recursiva a los clusters de la imagen para dividirla en diferentes 
clusters [9]. 
Por ejemplo, en las técnicas de segmentación multiescala, la segmentación de la imagen 
se calcula en múltiples escalas y a veces es propagada de grande a pequeña escala. El 
marco de trabajo propuesto en [8] muestra un algoritmo de segmentación que se aplica a 
versiones reducidas de las imágenes originales para acelerar la segmentación. Esto 
resulta en una segmentación inicial poco refinada. La segmentación refinada se produce 
tras una reclasificación de los píxeles de la imagen original en las regiones ya formadas 
con la primera segmentación. Este nuevo esquema proporciona una segmentación 
rápida con una alta calidad percibida. 
En [10] también se adopta un esquema de detección grosso modo no supervisada que 
hace uso de distribuciones de color de la imagen global, seguida de una detección más 
fina a nivel de regiones. 
En los métodos de región creciente, cada región comienza a partir de un único píxel, y 
los píxeles adyacentes se examinan de forma recursiva y se añaden a la región si son lo 
suficientemente parecidos a la región. Si un píxel es demasiado diferente a la región 
actual, se empleará para comenzar una nueva región. 
Otro grupo de técnicas son las basadas en modelos (model-based), o llamadas también 
Top-Down. En ellas, si se conoce el objeto que debe ser segmentado de antemano, se 
emplean modelos estadísticos que sirven como plantilla. Basándose en esta plantilla, se 
calcularán las  fronteras de este objeto en la imagen [11]. 
 
De nuevo, un problema muy importante en la segmentación es la pérdida de 
información contextual. La carga semántica asociada a una serie de elementos concretos 
dentro de la imagen es mucho menor que la carga asociada a todo el conjunto de 
elementos existentes dentro de la imagen. El proceso de segmentación no utiliza la 
información contextual. En [12] se propone un algoritmo de región creciente que trabaja 
sobre un nivel semántico. Conducido por el conocimiento asociado a cada región en 
cada iteración. Esta aproximación utiliza simultáneamente la segmentación y el anotado 
de regiones orientándose a la anotación automática de imágenes. 
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Anexo C Análisis de otras fuentes multimedia 
asociadas al video 
 
A parte de las propias imágenes es posible analizar otro tipo de componentes dentro del 
vídeo: el audio (sonidos, tipo de música, etc.), la voz (para relacionar lo que se dice con 
las imágenes, obtener información del contexto, etc.) y el contenido del texto existente 
en las propias imágenes (por ejemplo las bandas de texto que aparecen durante algunos 
espacios de noticias). 
Todas estas componentes contribuyen al significado global del mensaje transmitido en 
el video. 
 
C.1 Análisis de audio 
 
Si bien las características visuales de un vídeo constituyen el primer paso a analizar para 
determinar su contenido semántico, resulta evidente que el canal de audio contiene 
información muy valiosa para captar eventos y características de alto nivel del vídeo. 
Las técnicas de análisis de audio comienzan por segmentar el flujo o stream de audio en 
clases de segmentos, que generalmente son etiquetadas en categorías como 
conversación (speech), música, silencio, ruido etc. Posteriormente, se realiza el análisis 
específico de cada clase de audio, y que comprende las transcripciones de los 
fenómenos acústicos que se produzcan, como la música o el habla. 
Existen multitud de proyectos relacionados con la indexación semántica de audio. Uno 
de ellos es el proyecto europeo SIMAC (Semantic Interaction with Music Audio 
Contents) [36] que comenzó en enero del 2004 y finalizó en marzo del 2006. La 
principal tarea de SIMAC consistió en el desarrollo de prototipos para la generación 
automática de descriptores semánticos, la exploración y la recomendación. Para ello, se 
desarrollaron una serie de descriptores semánticos de música y se estudió en detalle la 
estructura y medidas de similitud musical. Entre los participantes se contaban 
universidades como la Queen Mary University of London, la Universitat Pompeu Fabra, 
o industrias como Philips Research o Matrix Data (UK). 
Otro proyecto interesante en esta área es el proyecto europeo SemanticHIFI [37], cuyo 
objetivo es proporcionar un prototipo de sistema Hi-fi avanzado, con funciones 
innovadoras de manipulación y gestión de contenidos musicales: generación de 
metadatos musicales, indexación y clasificación de títulos musicales, navegación por 
contenido, herramientas de segmentación de audio etc. 
 
C.2 Reconocimiento de Voz 
 
Los módulos de reconocimiento de habla (ASR- Automatic Speech Recognition) son 
una parte especializada del análisis del audio. Estos sistemas se encuentran en un grado 
de madurez avanzado para aplicaciones en dominios específicos. Los sistemas actuales 
se basan en su mayoría en los Hidden Harkov Models (ver apartado 2.3.1.5), que 
permiten un buen reconocimiento sobre diccionarios con gran número de palabras. Los 
reconocedores actuales son muy sensibles a los distintos micrófonos y condiciones 
ambientales, tales como música de fondo, ruido, etc. 
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Las aplicaciones que emplean ASRs son ya numerosas, entre ellas se pueden citar el 
control de dispositivos (marcación de llamada, aplicaciones domóticas, aplicaciones 
médicas, direccionamiento de llamadas en call-centers, etc.). 
La detección de habla es una fuente utilizada para la detección de planos y eventos en 
vídeo, así como para determinar el contexto o dominio de la imagen. En ese sentido, la 
detección de ciertas palabras puede dirigir la búsqueda de esos conceptos en las 
imágenes a las que acompañan, ayudando de esta manera a su detección. Sin embargo, 
para ello los datos lingüísticos deben ser enlazados al mundo del conocimiento 
mediante ontologías de dominio, que permitan posteriormente enfocarse en la detección 
de un conjunto probable de conceptos y relaciones que puedan aparecer en la imagen. 
 
 
C.3 Captura y reconocimiento de textos en video e imágenes. 
 
El reconocimiento de texto en imágenes y vídeos es conocido como Optical Carácter 
Recognition (OCR) tiene como objetivo integrar tecnologías avanzadas de 
reconocimiento de caracteres para el reconocimiento de pies de imagen, subtítulos, 
información textual que acompaña a un acontecimiento deportivo, etc. El texto en un 
vídeo constituye una valiosa fuente de información semántica, ya que se proporcionan 
datos como el nombre de un interlocutor, la localización de eventos, o el resultado de un 
acontecimiento deportivo. 
Figura 96 Separación entre regiones con y sin voz 
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Existen multitud de proyectos que emplean esta fuente de información para ayudar a la 
indexación y catalogación semántica de vídeos e imágenes. Entre ellos, podemos citar el 
proyecto Informedia de la Universidad Canergie Mellon (ver sección 3.2.2.2), que 
emplea el análisis de texto contenido en vídeos de noticias para la realización de 
resúmenes semánticos [76]. También la Universidad de Columbia está desarrollando 
trabajos al respecto: la detección de cuadros de texto en eventos deportivos [52], y 
experimentos realizados por IBM Research Center [51] para TRECVID incluyen 
también las fuentes de texto. En el marco de evaluación de la conferencia ImagEval (ver 






Figura 97 Captura de texto en partido de fútbol 
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Anexo D Otras fuentes complementarias 
 
Aparte del propio contenido del vídeo (incluyendo el audio, y el texto) existen otras 
fuentes de información que pueden ser utilizadas para extraer metadatos del vídeo. Estas 
fuentes complementarias pueden ser anotaciones introducidas por los propios usuarios, 
que en ocasiones pueden proporcionar información semántica de gran utilidad. A 
continuación se exponen los conceptos de anotaciones semi-automáticas y social tags 
(etiquetas colaborativas). 
 
D.1 Anotaciones semi-automáticas 
 
Se trata de anotaciones manuales estructuradas, realizadas por operadores, generalmente 
profesionales. Ésta es una labor bastante costosa y ardua. Las anotaciones semi-
automáticas pueden emplearse también para revisar, corregir y mejorar las anotaciones 
realizadas por sistemas automáticos, introduciendo una fuente de aprendizaje para los 
mismos. 
 
D.2 Social Tags 
 
Las anotaciones libres (social tags) producidas en redes sociales han crecido en 
popularidad en los últimos años, debido a la proliferación de portales donde los usuarios 
pueden anotar sus marcadores de páginas, fotografías, vídeos y otros contenidos. 
Tradicionalmente, la tarea de anotar y etiquetar los contenidos era realizada por una 
persona autorizada, pero el crecimiento del contenido multimedia generado por los 
usuarios hace imposible que esta tarea siga estando centralizada. Las anotaciones 
sociales también han sido denominadas "folksonomías", haciendo referencia a que los 
metadatos no sólo son generados por expertos, sino por consumidores del contenido 
(vocabulario no controlado). 
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Cross-Media Relevance Model 
CMU  
Carnegie Mellon University 
CRM  
Continuous Relevance Model 
DCT  
Discrete Cosinus Transform 
DDL  




Description Schema (MPEG.-7). 
DT  
Description Tools (MPEG.-7). 
EH   
Edge Histogram 
FFT  




Hidden Harkov Model. 
HT   
Homogeneous Texture 
KAA  
Knowledge Assisted Analysis 
LDA  
Linear Discriminant Análisis 
LSCOM 
Large Scale Ontology for Multimedia. 
MPEG  
Moving Picture Experts Group. 
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NIST  
National Institute of Standards and Technology 
NLP  




Optical Carácter Recognition 
PCA  




Support Vector Machine 
TRECVID  
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