Risk-return relationship: An empirical study of different statistical
  methods for estimating the Capital Asset Pricing Models (CAPM) and the



















































































































































































𝐻𝑃𝑅 = 	𝐸𝑛𝑑	𝑜𝑓	𝑝𝑒𝑟𝑖𝑜𝑑	𝑣𝑎𝑙𝑢𝑒 − 𝐼𝑛𝑖𝑡𝑖𝑎𝑙	𝑣𝑎𝑙𝑢𝑒 + 𝐼𝑛𝑐𝑜𝑚𝑒	𝐼𝑛𝑖𝑡𝑖𝑎𝑙	𝑣𝑎𝑙𝑢𝑒 	
For	an	investor	that	invests	in	equity,	the	formula	could	be	reduced	to:	















𝐸 𝑟G = 	𝐸(𝑃=) −	𝑃=>? + 𝐸(𝐷=)𝑃=>? 		

























































































𝐸 𝑅 −	𝑅&	 = 𝛽	 𝐸 𝑅) −	𝑅& 					(1)	






























𝑅# −	𝑅& = 	𝛼 + 𝛽) 𝑅)# − 𝑅& +	𝛽U)V	𝑆𝑀𝐵# + 𝛽Y)Z	𝐻𝑀𝐿	# + 	𝜀		





















































𝛽 = 	𝐶𝑜𝑣 𝑅) − 𝑅&, 𝑅# −	𝑅&𝑉𝑎𝑟	 𝑅) − 𝑅& = 	𝐶𝑜𝑣 𝑅), 𝑅𝑉𝑎𝑟	 𝑅) 	
𝛼 = 	 (𝑅) − 𝑅&) − 𝛽(𝑅 − 𝑅&)	
(The	“hat”	implies	the	value	is	an	estimate,	while	the	“bar”	implies	the	average).	Mathematical	
details	for	deriving	these	formulas	could	be	found	in	the	appendix.		
If	we	let	𝑦 = 	 𝑅? − 𝑅&?𝑅J − 𝑅&J…𝑅^ − 𝑅&^ ,		𝑋 = 	
1 𝑅)? − 𝑅&?1 𝑅)J − 𝑅&J… …1 𝑅)^ − 𝑅&^ ,	𝜃 = 	 𝛼𝛽 ,	and	𝜀 = 	 𝜀?𝜀J ,	then	the	regression	
could	be	expressed	in	the	matrix	form	as:		






























































𝐿(𝜃, 𝜎) = 	 𝑁(^#e? 𝑦= 𝑥=, 𝜃, 𝜎J = (2𝜋𝜎J)>^/J exp 	{ −12𝜎J ( 𝑦 − 𝑋𝜃)′(𝑦 − 𝑋𝜃)}	
Then	it	can	be	shown	that	the	conjugate	prior	is	a	normal-inverse-gamma	distribution	with	
distribution	(Wong	and	Bian	2000):		
𝜋 𝜃, 𝜎J = 𝜋	 𝜃 𝜎 𝜋 𝜎J 	
where	𝜋	 𝜃 𝜎 	is	the	multivariate	normal	distribution	with	mean	vector	𝜃p	and	precision	matrix	𝑉	(inverse	of	covariance	matrix),	and	𝜋 𝜎J 	is	the	inverse	gamma	distribution.		
The	posterior	distribution	also	follows	the	normal-inverse-gamma	distribution,	and	the	
Bayesian	estimation	of	𝜃,	under	the	squared	error	loss,	is	the	posterior	mean,	given	by:	
𝜃q = 𝐸 𝜃 𝑋, 𝑦 = 𝑋b𝑋 + 𝑉 >?(𝑋b𝑋𝜃)Zn + 𝑉𝜃p)		
The	estimator	is	mathematically	nice,	because	it	could	be	written	in	a	closed	form.	However,	for	










𝜋r 𝜃, 𝜎J = 𝜋	 𝜃 𝑔 𝜋 𝜎J 	
In	which	𝜋	 𝜃 𝑔 	is	the	Cauchy	g-prior	distribution	with	mean	𝜃p	and	prior	precision	g,	and	𝜋 𝜎J 	is	an	inverse	gamma	distribution.	In	this	case,	with	the	normal	likelihood,	the	marginal	
posterior	density	of	𝜃	is	a	poly-Cauchy	density.	Under	the	squared	error	loss,	the	robust	
Bayesian	estimator	is	the	posterior	mean	and	given	by:	
𝜃t = 𝐸 𝜃 𝑋, 𝑦, 𝑔 = 𝑤𝜃 + 1 − 𝑤 𝜃p	














• Benchmark	prior:	Based	on	suggestions	of	Fernandez	et	al	(2001),	we	could	choose	𝑔	 =	𝑚𝑎𝑥	 𝑛, 𝑝J ,	in	which	n	is	the	number	of	observations	and	p	is	the	number	of	
regressors	(also	called	the	dimension	of	the	model).		






















































































































































































































































































































































































































































































benchmark	prior	 0.976305407	 1	 	 	
Rank	beta	local	
empirical	Bayes	 0.997197368	 0.983665689	 1	 	
Rank	geometric	











benchmark	prior	 0.976305407	 1	 	 	
Rank	beta	local	
empirical	Bayes	 0.852170672	 0.864443226	 1	 	
Rank	geometric	






















































































































































































































































































𝐿(𝜃, 𝜎) = 	 𝑁(^#e? 𝑦= 𝑥=, 𝜃, 𝜎J = (2𝜋𝜎J)>^/J exp 	{ −12𝜎J ( 𝑦 − 𝑋𝜃)′(𝑦 − 𝑋𝜃)}	
To	maximize	L,	we	first	compute	its	logarithm,	then	take	the	partial	derivatives	and	set	them	equals	
zero.	
log 𝐿 = 	− 𝑛2 ln 2𝜋 − 𝑛2 ln 𝜎J − 12𝜎J ln 𝑦 − 𝑋𝜃 b 𝑦 − 𝑋𝜃 	
𝑑𝑙𝑜𝑔𝐿𝑑𝜃 = 1𝜎J 𝑦 − 𝑋𝜃 b𝑋 = 0	→ 𝑦 − 𝑋𝜃 b𝑋 = 0 → 𝑋b(𝑦 − 𝑋𝜃) = 0	





𝑅# − 	𝑅&	 = 𝛼 + 𝛽	 𝑅)# − 	𝑅& + 	𝜀	(*)	




𝑅𝑆𝑆	 𝛼, 𝛽 = 	 (𝑌# − 𝛼 − 𝛽𝑋#)J^#e? 	
RSS	is	a	function	of	both	𝛼	and	𝛽,	so	in	order	to	minimize	it,	we	take	the	derivative	with	respect	to	
both	𝛼	and	𝛽:	
𝑑𝑅𝑆𝑆𝑑𝛼 = 	−2 𝑌# − 𝛼 − 𝛽𝑋# = 0	^#e? (1)	
𝑑𝑅𝑆𝑆𝑑𝛽 = 	−2 𝑌# − 𝛼 − 𝛽𝑋# 𝑋# = 0	^#e? (2)	
1 → 𝑛𝛼 = 𝑌# − 𝛽𝑋# → 	𝛼 = 	𝑌 − 	𝛽𝑋^#e? 	(∗),			𝑌 = 1𝑛 𝑌#
^




𝑌# − 𝑌 − 𝛽(𝑋# − 𝑋) 𝑋#	^#e? = 0 → 𝛽 = 	 (𝑌# − 	𝑌#^e? )	𝑋#(𝑋# − 	𝑋#^e? )	𝑋# = 	𝐶𝑜𝑣(𝑋, 𝑌)𝑉𝑎𝑟	(𝑋) 		
Returning	the	original	variables,	we	have:	
𝛽 = 	𝐶𝑜𝑣 𝑅) − 𝑅&, 𝑅 −	𝑅&𝑉𝑎𝑟	 𝑅) − 𝑅& = 	𝐶𝑜𝑣 𝑅), 𝑅𝑉𝑎𝑟	 𝑅) 	
𝛼 = 	 (𝑅) − 𝑅&) − 𝛽(𝑅 − 𝑅&)	
