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Abstract
We determine the semi-classical limit of the lowest eigenvalue of a P(φ)2-Hamiltonian on a finite volume
interval.
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1. Introduction
Spatially cut-off P(φ) Hamiltonians play important roles to construct a non-trivial scalar
quantum field without cut-off. The Hamiltonian is an infinite-dimensional version of a Schröding-
er operator −Hh¯ = −h¯2+ U on L2(RN,dx), where h¯ is the Planck constant. The problem to
study the asymptotic behavior of the spectrum of Hh¯ under the limit h¯ → 0 is one of the sub-
ject of the semi-classical analysis [10,28]. There are several works on the classical limit of the
quantum field, for example [7,8,13]. However, there are not many works concerning the semi-
classical analysis of P(φ)-type Hamiltonian (see [1,5]) although there are works on the study
of the Schrödinger operators in large dimensions [11,17–20,24,30,31]. In this paper, we deter-
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The paper is organized as follows. In Section 2, we formulate our problem in the setting of
abstract Wiener space and state our main theorem (Theorem 2.9). Also we prepare necessary
lemmas. The key of the proof of the main result is a large deviation estimates and Laplace’s type
asymptotic formula for Wick polynomials and a lower bound estimate of the Hamiltonian (NGS
bound). Hence the main idea of the proof is similar to that of [1,3,4]. In Section 3, we prove the
main theorem. In Section 4, we make further remarks.
2. Preliminaries and the main theorem
Let I = [−l/2, l/2]. Let  = d2
dx2
be the Laplace–Beltrami operator on L2(I, dx) with peri-
odic boundary condition, where dx denotes the Lebesgue measure. Note that all functions and
function spaces in this paper are real-valued ones. Set e0(x) =
√
1
l
and ek(x) =
√
2
l
cos( 2πk
l
x),
e−k(x) =
√
2
l
sin( 2πk
l
x) for positive integer k. {en | n = 0,±1,±2, . . .} are eigenfunctions of 
and constitutes a complete orthonormal system of L2(I, dx). Since the boundary condition is
periodic one, we may consider our function spaces are defined on a circle with the length l. Let
us fix a positive number m> 0 and consider a self-adjoint operator A˜ = (m2 −)1/4. We define
the Sobolev spaces:
Hs(I, dx) = {h ∈ D(A˜2s) ∣∣ ‖h‖Hs := ∥∥A˜2sh∥∥L2(I,dx)}. (2.1)
Let H = H 1/2(I, dx). We have natural one to one map j : D(A˜) → H and the inverse operator
ι :H → D(A˜) ⊂ L2(I, dx). ι is a bounded linear operator into L2(I, dx) and the adjoint operator
ι∗ can be viewed as a bounded linear operator from L2(I, dx) to H using the Riesz theorem.
Let us define a self-adjoint operator (A,D(A)) on H by D(A) = j (D(A˜2)) and Af = j ◦ A˜ ◦ ι.
Clearly A and A˜ are unitarily equivalent to each other by the natural unitary transformation
Φ :f ∈ L2(I, dx) → j ◦ A˜−1f ∈ H . That is A = Φ ◦ A˜ ◦ Φ−1 holds. Also it is easy to see that
A ◦ j = j ◦ A˜ on D(A˜2) and A˜ ◦ ι = ι ◦A on D(A).
For the separable Hilbert space H , let (W,H,μ) be an abstract Wiener space [15]. μ is the
Gaussian measure whose covariance operator is (m2 − )−1/2 on L2(I, dx). For example, we
can take W = H−s0(I, dx), where s0 is a positive number. That is, the norm is given by ‖w‖2W :=
‖(m2 −)−s0/2w‖2
L2
. Let S = A−2γ , where γ = 1 + 2s0. Then S is a trace class operator on H
and ‖h‖2W = ‖
√
Sh‖2H holds. This triplet fits in the framework in [4]. Let −LA be the generator
of the Dirichlet form which is the smallest closed extension of the following closable form on
L2(W,μ):
EA(f,f ) =
∫
W
∥∥ADf (w)∥∥2
H
dμ, (2.2)
where f ∈ FC∞A (W) and Df denotes the H -derivative on W . Here FC∞A (W) denotes the
set of smooth cylindrical functions f (w) = F(ϕ1(w), . . . , ϕk(w)) (k ∈ N, F ∈ C∞b (Rk),
ϕi ∈ ⋂ D(An)). For instance, let us consider the case where ϕi(w) = 〈w,hi〉. Here hi ∈n∈N
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n∈N D(A˜n) and the coupling is defined in the sense of distribution. Then D(〈ϕi,w〉) =
j ◦ A˜−2hi . Hence,
∥∥ADf (w)∥∥2
H
=
∑
1i,jk
(∂xi F )
(
ϕ1(w), . . . , ϕk(w)
)
(∂xj F )
(
ϕ1(w), . . . , ϕk(w)
)
(hi, hj )L2 .
−LA can be identified with the second quantization of (A∗)2 on H ∗ = H−1/2(I, dx). The gen-
erator of EI which is defined by replacing A in (2.2) by the identity operator is called the
Ornstein–Uhlenbeck operator or the number operator. Let us define our Schrödinger operator
on L2(W,dμ). Let P(u) =∑2Nk=0 akuk be a polynomial function with a2N > 0 and N  2. Let
g be a periodic positive smooth function on R such that g(x + l) = g(x) for all x. We define the
potential function on W by
Vλ(w) = λ : V
(
w√
λ
)
:, (2.3)
: V
(
w√
λ
)
: =
∫
I
: P
(
w(x)√
λ
)
: g(x)dx, (2.4)
where λ > 0 and : P(w(x)) : is defined by the Wick product with respect to μ. We recall the
definition of the Wick product. Note that we do not need the assumption on the periodicity and
the smoothness on g to define the Wick product. Let Pn be the projection operator on H onto
the linear span of {ek | −n k  n} and set wn(x) = (Pnw)(x). We denote cn =
√
Eμ[wn(x)2].
Actually
c2n =
n∑
k=−n
1√
(ml)2 + (2πk)2 .
Then for k  2 by the definition of the Wick product,
:
(
wn(x)√
λ
)k
: =
(
wn(x)√
λ
)k
+
[k/2]∑
j=1
ck,j
(
wn(x)√
λ
)k−2j(
cn√
λ
)2j
,
: P
(
wn(x)√
λ
)
: = P
(
wn(x)√
λ
)
+
2N∑
k=2
ak
{ [k/2]∑
j=1
ck,j
(
wn(x)√
λ
)k−2j(
cn√
λ
)2j}
, (2.5)
where ck,l = (− 12 )l k!l!(k−2l)! . limn→∞
∫
I
: P(wn(x)√
λ
) : g(x)dx exists in L2(μ) and we denote the
limit by : V ( w√
λ
) : . The operator (−LA +Vλ,FC∞A (W)) is essentially self-adjoint in L2(μ) [29]
and we denote the self-adjoint extension by −LA + Vλ. [26,27,29] are basic references to this
operator. −LA + Vλ is a representation of the quantization of the Hamiltonian whose classical
field equation is the non-linear Klein–Gordon equation with space-time dimension 2:
∂2
w(t, x)− 1 ∂
2
w(t, x)+ m
2
w(t, x)+ P ′(w(t, x))g(x) = 0, (t, x) ∈ R × I. (2.6)∂t2 2 ∂x2 2
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classical limit of the lowest eigenvalue E0(λ) of −LA + Vλ as λ → ∞ in terms of the potential
function U which is given below.
Definition 2.1. Let U(h) = 14‖Ah‖2H +V (h) for h ∈ D(A) and U(h) = +∞ for h /∈ D(A). Here
V (h) = ∫
I
P (h(x))g(x) dx and h ∈ H .
Note that V can be defined on H by using the following Sobolev embedding theorem. In [4],
we assume that V can be extended to a C3-function on W . However, this does not hold in the
present case and we use this lemma.
Lemma 2.2. For any p  1, H ⊂ Lp(I, dx) and the embedding is compact.
We can rewrite U in the following form.
Lemma 2.3.
(1) h ∈ D(A) is equivalent to the following (i) or (ii).
(i) h ∈ H 1(I, dx),
(ii) h is an absolutely continuous function with h′ ∈ L2(I, dx) and h(−l/2) = h(l/2).
(2) It holds that for any h ∈ D(A)
U(h) = 1
4
∫
I
h′(x)2 dx +
∫
I
(
m2
4
h(x)2 + P (h(x))g(x))dx. (2.7)
By this lemma, U is a smooth functional on a proper subspace H 1(I, dx) of H 1/2(I, dx). The
following assumptions are standard in studies of semi-classical limit of Schrödinger operators.
The necessary and sufficient condition of the strict positivity of the Hessian of U at hi is given
in Lemma 2.6.
Assumption 2.4.
(A1) U(h) (h ∈ H 1(I, dx)) is a non-negative function and has finitely many zero point set N =
{h1, . . . , hn}.
(A2) Suppose (A1). The Hessian 12D2U(hi) ∈ L(H 1(I, dx),H 1(I, dx)) is a strictly positive
operator for all 1 i  n.
Under (A1) and (A2), we prove that the asymptotic behavior of the bottom of spectrum of
−LA + Vλ can be determined by Schrödinger operators with quadratic Wiener functionals in
Theorem 2.9. To this end, we prepare a few lemmas.
Lemma 2.5.
(1) ι∗ = j ◦ A˜−2 holds.
(2) Let v be a bounded measurable function on I . Let Mv be the multiplication operator on
L2(I, dx). Then it holds that ι∗ ◦ Mv ◦ ι = j ◦ A˜−2Mv ◦ ι. Moreover ι∗ ◦ Mv ◦ ι is unitar-
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operator on H .
Proof. (1) Let ϕ ∈⋂n∈N D(A˜n) and h ∈ H .(
ι(h),ϕ
)
L2 =
(
A˜ι(h), A˜A˜−2ϕ
)
L2 =
(
h, j ◦ A˜−2ϕ)
H
. (2.8)
This implies (1). The first and the second statement of (2) follows from (1) and the definition
of Φ . The Hilbert–Schmidt property follows from that A˜−2 is a Hilbert–Schmidt operator. 
Lemma 2.6.
(1) Assume (A1). Then hi can be extended to a C∞ function on R with period l. Moreover hi
satisfies
−h′′i (x)+m2hi(x)+ 2P ′
(
hi(x)
)
g(x) = 0 ( for all x ∈ I ). (2.9)
(2) Let vi(x) = 12P ′′(hi(x))g(x). Then 12D2V (hi) = ι∗Mvi ι. This derivative D is the usual
Fréchet derivative on H .
(3) The strict positivity of the Hessian of U at hi is equivalent to the positivity of the bottom of
the spectrum of the Schrödinger operator −+m2 + 4vi(x) on L2(I, dx).
Proof. (1) We can check that (2.9) holds in the sense of distribution on (−l/2, l/2). By hi ∈
H 1(I, dx) and the hypoellipticity of the Laplacian, hi is a C∞ function on (−l/2, l/2). By
taking the derivative of U at hi in the direction to the constant function, we have∫
I
(
m2hi(x)+ 2P ′
(
hi(x)
)
g(x)
)
dx = 0.
By integrating both the sides of (2.9) on I , we get h′i ( l2−) = h′i (− l2+). This and (2.9) show hi
can be extended to a C∞ function with period l.
(2) This is proved by a simple calculation.
(3) In the calculation below, the Fréchet derivative is the derivative on the Hilbert space
H 1(I, dx). By the direct calculation, we have for h ∈ H 1(I, dx),
1
2
D2U(hi)(h,h) = 14
∫
I
((
m2 − 4vi(x)
)
h(x)2 + h′(x)2)dx. (2.10)
Now suppose that the Hessian of U at hi is strictly positive. This implies that there exists ε > 0
such that for all h ∈ H 1(I, dx),
RHS of (2.10) ε‖h‖2
H 1(I,dx). (2.11)
Since ‖h‖H 1(I,dx) m‖h‖L2(I,dx), this implies the bottom of spectrum of m2 −+ 4vi is posi-
tive. We prove the converse. If infσ(m2 −+ 4vi) > 0, then there exists δ > 0 such that
RHS of (2.10) δ‖h‖2 2 . (2.12)L (I,dx)
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such that ‖fk‖H 1(I,dx) = 1 for all k ∈ N and limk→∞ D2U(hi)(fk, fk) = 0. (2.12) implies that
limk→∞ fk = 0 in L2(I, dx). Hence limk→∞ ‖fk‖H 1(I,dx) = 0. This is a contradiction. 
We use the notation Kv = ι∗Mvι ∈ L2(H). Here we denote the set of all Hilbert–Schmidt
operators on a Hilbert space X by L(2)(X) and the Hilbert–Schmidt norm by ‖ ‖L(2)(X). Also we
denote the set of all trace class operators on a Hilbert space X by L(1)(X) and the trace norm by
‖ ‖L(1)(X). If there are no confusion, we may omit X. Let K ∈ L(2)(H). Then we define
: (Kw,w)H := lim
n→∞
{(
KP ′nw,P ′nw
)
H
− trH P ′nKP ′n
}
in L2(μ) (2.13)
for a family of projection operators {P ′n} satisfying that P ′n converges to IH strongly. Here trH
denotes the trace of the operator on H . The definition does not depend on the choice of {P ′n}.
Hence if K ∈ L(1)(H), limn→∞(KP ′nw,P ′nw) converges in L2(μ) and independent of the choice
of {P ′n}. We denote the limit by (Kw,w)H .
Lemma 2.7. Let v be a bounded measurable function on I .
(1) It holds that
(KvPnw,Pnw)H − trH PnKvPn =
∫
I
: wn(x)2 : v(x) dx.
(2) It holds that ∫
I
: w(x)2 : v(x) dx =: (Kvw,w)H :.
Proof. First note that wn(x) =∑|k|n〈w,ek〉ek(x).
By the definition of the Wick product,∫
I
: wn(x)2 : v(x) dx =
∫
I
(
wn(x)
2 − c2n
)
v(x) dx.
On the other hand, (KvPnw,Pnw)H =
∫
I
wn(x)
2v(x) dx and
trH PnKvPn =
∑
|k|n
(
Kvj ◦ A˜−1ek, j ◦ A˜−1ek
)
H
=
∑
|k|n
1√
m2 + ( 2πk
l
)2
(Mvek, ek)L2
=
∑
|k|n
1√
(ml)2 + (2πk)2
∫
I
v(x) dx. (2.14)
This proves (1). (2) follows from (1) and the definitions. 
Below, we use the notation Qv(w) =
∫
I
: w(x)2 : v(x) dx, Qv,n(w) =
∫
I
: wn(x)2 : v(x) dx
and Kv,n = PnKvPn.
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m2 −+ 4v is a strictly positive operator on L2(I, dx) and set A˜v = (m2 −+ 4v)1/4.
(1) A˜2v − A˜2 − 2A˜−1MvA˜−1 is a trace class operator on L2(I, dx) and A˜2v − A˜2 is a Hilbert–
Schmidt operator on L2(I, dx). Moreover A˜2v − A˜2 − 2A˜−1MvA˜−1 is unitarily equivalent
to the bounded linear operator
√
A4 + 4AKvA−A2 − 2Kv on H .
(2) A−1(
√
A4 + 4AKvA−A2)A−1 and A−1KvA−1 are trace class operators on H .
(3) infσ(−LA +Qv) is the eigenvalue of −LA +Qv and
infσ(−LA +Qv) = 12 tr
(
A˜2v − A˜2 − 2A˜−1MvA˜−1
) (2.15)
= −1
4
∥∥(A˜2v − A˜2)A˜−1∥∥2L(2)(L2(I,dx)), (2.16)
tr denotes the trace in L2(I, dx).
(4) Let Ωv be the ground state function of −LA +Qv . Ωv is given by
Ωv(w) = det(IH + Tv)1/4 exp
[
−1
4
(
A−1
(√
A4 + 4AKvA−A2
)
A−1w,w
)
H
]
, (2.17)
where Tv = A−1(
√
A4 + 4AKvA − A2)A−1. Ωv(w)2 dμ is the Gaussian measure whose
covariance operator is (m2 + 4v −)−1/2 on L2(I, dx).
The expression of infσ(−LA + Qv) in terms of the Hilbert–Schmidt norm can be found in
[12] and [25]. This representation follows from the so-called dressing transformation.
Proof. As we noted, the Laplace operator  on I with periodic boundary condition can be
identified with the Laplace–Beltrami operator  on S1(l) which is the quotient space of R
(1-dimensional Riemannian manifold) by the relation x ∼ y ↔ x − y = l. We identify S1(l) 
[−l/2, l/2). According to this identification, v is also a C2-function on S1(l). We denote the
kernel of Tt = et by pS(t, x, y) (t > 0, x, y ∈ S1(l)) with respect to the uniform measure dx on
S1(l) (Riemannian volume). Then explicitly for any x, y ∈ S1(l),
pS(t, x, y) =
∑
n∈Z
p(t, x, y + nl), (2.18)
where p(t, x, y) = 1√
4πt
exp(−|x−y|24t ). Therefore it holds that
pS(t, x, y)
C√
t
exp
(
−d(x, y)
2
4t
)
, (2.19)
where d(x, y) denotes the Riemannian distance on S1(l), that is, d(x, y) = min{|x − y + nl| |
n ∈ Z}. (2.18) can be stated in terms of law of Brownian motion. Let π :R → S1(l) be the
projection operator. Let γ (t), b(t) be the Brownian motion on S1(l) and R respectively whose
generators are  on S1(l) and R and the starting points are π(x) and x ∈ R respectively. Then
the laws of γ and π(b) are the same. Also below we use the following relations:
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a−γ = 1
(γ )
∞∫
0
e−ta
t1−γ
dt. (2.20)
(ii) For a > 0 and b > 0 and 1 < γ < 2, it holds that
aγ−1 − bγ−1 = (2 − γ )
γ − 1
∞∫
0
e−tb − e−ta
tγ
dt. (2.21)
First we prove that A˜2v − A˜2 is a Hilbert–Schmidt operator. Let Tt = e−t (m2+4v−) and St =
e−t (m2−). For 0 < ε <R < ∞ and f ∈ L2(S1(l), dx), let
Tε,Rf = 12√π
R∫
ε
Stf − Ttf
t3/2
dt. (2.22)
Then for any f ∈ C∞(S1(l)),
A˜2vf − A˜2f = lim
ε→0,R→∞Tε,Rf
in L2-sense. By the Feynman–Kac formula,
St (x, y)− Tt (x, y)
t3/2
= e−m2tEx
[
1
t
(
1 − e−
∫ t
0 4v(γ (s)) ds
) ∣∣∣ γ (t) = y]pS(t, x, y)√
t
. (2.23)
Let 0 < ε < a <R < ∞. By the estimate (2.19),
∣∣∣∣∣
a∫
ε
St (x, y)− Tt (x, y)
t3/2
dt
∣∣∣∣∣
a∫
0
e4t‖v‖∞ C
t
exp
(
−d(x, y)
2
4t
)
dt
 e4a‖v‖∞C
(
C1 + log
(
max
(
1
d(x, y)2
,1
)))
. (2.24)
This implies that Tε,R is a Hilbert–Schmidt operator and the strong limit limε→0 Tε,R exists and
belongs to Hilbert–Schmidt classes. Noting that max(‖Tt‖op,‖St‖op)  1 for all t > 0, I2 =
limR→∞ Ta,R converges in norm sense in L2. It suffices to show that supR ‖Ta,R‖L(2)(S1(l)) < ∞.
Actually we can prove that the trace norm is finite. To see it, note that
Ta,R =
R/n∫
Snt − Tnt
2
√
nπt3/2
dt. (2.25)
a/n
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Tnt − Snt = Tt (T(n−1)t − S(n−1)t )+ (T(n−1)t − S(n−1)t )St − Tt (T(n−2)t − S(n−2)t )St , (2.26)
we have
Tnt − Snt =
∑
B1 . . .Bk(Tt − St )C1 . . .Cn−k,
where Bi = ±Tt and Cj = ±St . Let c = min(infσ(m2 + 4v −), infσ(m2 −)) > 0. Then we
have ‖B1 . . .Bk‖op‖C1 . . .Cn−k‖op  e−nct . Therefore
‖Tnt − Snt‖L(1)(L2(S1(l),dθ))  Cne−cnt−m
2t
∥∥et − et(−4v)∥∥
L(1)(L2(S1(l),dθ))
(2.27)
holds. Here we have used that ‖ABC‖L(1)(X)  ‖A‖op‖B‖L(1)(X)‖C‖op for bounded linear op-
erators on X. By taking n to be large enough, we see that supR ‖Ta,R‖L(1)(S1(l)) < ∞. Now we
prove that A˜2v − A˜2 − 2A˜−1MvA˜−1 is a trace class operator. To this end, we use
Claim A. Let K(x,y) (x, y ∈ I ) be a Borel measurable function and suppose that K ∈
L2(I × I, dx dy) and for almost all y, x → K(x,y) is absolutely continuous function and
∂xK(·,·) ∈ L2(I × I, dx dy). Define Tf (x) =
∫
I
K(x, y)f (y) dy. Then T is a trace class op-
erator on L2(I, dx).
This can be proved by noting that
Tf (x) = (J ◦ S)(f )(y)+ (K(0, ·), f )
L2(I,dx),
where Sf (x) = ∫
I
∂
∂x
K(x, y)f (y) dy and Jg(x) = ∫ x0 g(t) dt are Hilbert–Schmidt operators.
Using this we prove the following claim.
Claim B.
(1) A˜2v − A˜2 − 2A˜−2Mv is a trace class operator.
(2) A˜−1[A˜−1,Mv] is a trace class operator.
We prove (1). We have
(
A˜2v − A˜2 − 2A˜−2Mv
)
(x, y) = 1
2
√
π
∞∫
0
e−m2tKt (x, y) dt, (2.28)
where
Kt(x, y) = 1√ Ex
[{
1(
1 − e−
∫ t
0 4v(γ (s))ds
)− 4v(γ (t))}δy(γ (t))
]t t
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t
Ex
[
1
t
t∫
0
(
v
(
γ (s)
)− v(γ (t)))dsδy(γ (t))
]
− 16√
t
Ex
[
1
t
( t∫
0
v
(
γ (s)
)
ds
)2 1∫
0
( r∫
0
e−4τ
∫ t
0 v
(
γ (s)
)
ds dτ
)
drδy
(
γ (t)
)]
=: I1(t, x, y)+ I2(t, x, y). (2.29)
Using (2.27), we see that ∫∞1 e−m2tKt (x, y) dt is a trace class operator. Hence we need only to
consider
∫ 1
0 e
−m2tKt (x, y) dt . It holds that for 0 < t < 1
∣∣sup
x,y
Kt (x, y)
∣∣ C√
t
(2.30)
and
∣∣∣∣ ∂∂xKt(x, y)
∣∣∣∣ C
(
1 + e
− d(x,y)24t
t
+ 1√
t
)
. (2.31)
This implies that
∣∣∣∣∣ ∂∂x
1∫
0
e−m2tKt (x, y) dt
∣∣∣∣ C(1 + ∣∣logd(x, y)∣∣)
which shows that
∫ 1
0 e
−m2tKt (x, y) dt is a trace class operator. We prove (2.30). Note that for
any 0 < s < t , x, y ∈ R,
Ex
[∣∣b(t)− b(s)∣∣2 ∣∣ b(t) = y] 2(t − s)+ (x − y)2.
Let v˜(x) = v(π(x)). We have
I1(t, x, y) = 4√
t
∑
n∈Z
Ex
[
1
t
t∫
0
(
v˜
(
x + b(s))− v˜(x + b(t))ds ∣∣ b(t) = y − nl
]
1√
4πt
e−
|y−x−nl|2
4t .
Hence
∣∣I1(t, x, y)∣∣ C∑
n
( |y − x − nl|
t
+ 1√
t
)
e−
|y−x−nl|2
4t  C√
t
.
It is easy to check the boundedness of I2. Therefore (2.30) holds. Next we prove (2.31). Let
ηt (s) = s . Thent
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∂x
I1(t, x, y) = 4√
t
E
[
1
t
t∫
0
(
v˜′
(
x + b(s))− v˜′(x + b(t)))dsδy(π(x + b(t)))
]
+ 4√
t
E
[
1
t
t∫
0
(
v˜
(
x + b(s))− v˜(x + b(t)))ds(Dδy(π(x + b(t))), ηt)
]
= I1,1(t, x, y)+ I1,2(t, x, y), (2.32)
where D denotes the H -derivative along the direction to ηt . By the same reason as I1(t, x, y),
we have |I1,1(t, x, y)| C√t . By the integration by parts formula,
I1,2(t, x, y) = 4√
t
E
[
1
t
t∫
0
(
v˜′
(
x + b(t))− v˜′(x + b(s)) s
t
)
δy
(
π
(
x + b(t)))
]
+ 4√
t
E
[
1
t
t∫
0
(
v˜
(
x + b(s))− v˜(x + b(t)))ds b(t)
t
δy
(
π
(
x + b(t)))
]
. (2.33)
By a similar estimate to I1(t, x, y), we get for 0 < t < 1,
∣∣I1,2(t, x, y)∣∣ C
t
∑
n
e−
|y−x−nl|2
4t +C  C
t
e−
d(x,y)2
4t +C. (2.34)
Consequently, we obtain (2.31). We prove Claim B (2). By (2.20), we have
A˜−1f (x) = (m2 −)−1/4f (x) = 1
(1/4)
∫
I
∞∫
0
e−m2tpS(t, x, y)f (y)
t3/4
dt dy. (2.35)
Let us define a bounded linear operator for 0 < ε <R < ∞,
S1,ε,Rf (x) = 1
(1/4)
∫
I
R∫
ε
e−m2tpS(t, x, y)f (y)
t3/4
dt dy.
The kernel S1,ε,R(x, y) is a C∞-function on I × I and
∣∣S1,ε,R(x, y)∣∣ C
d(x, y)1/2
, (2.36)
where C does not depend on ε,R,x, y. By (2.20),
(
Mv
(
m2 −)−1/4f )(y) = v(y)
(1/4)
∞∫
e−m2t Ttf (y)
t3/4
dt. (2.37)0
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[(
m2 −)−1/4,Mv]f =
∞∫
0
e−m2t {Tt (f v)− vTtf }
(1/4)t3/4
dt.
Let 0 < ε <R < ∞. The bounded linear operator
S2,ε,Rf =
R∫
ε
e−m2t {Tt (f v)− vTtf }
(1/4)t3/4
dt
has the C∞-kernel
S2,ε,R(y, z) =
R∫
ε
e−m2t (v(z)− v(y))
(1/4)t3/4
pS(t, y, z) dt. (2.38)
By a direct calculation, we have
∣∣S2,ε,R(y, z)∣∣ C, (2.39)∣∣∣∣ ∂∂zS2,ε,R(y, z)
∣∣∣∣ Cd(y, z)1/2 , (2.40)
where C is a constant which is independent of ε,R,y, z. Moreover limε→0,R→∞ S2,ε,R con-
verges to a continuous function on S1(l)× S1(l) uniformly. Let
S3,ε,R(x, z) =
∫
I
S1,ε,R(x, y)S2,ε,R(y, z) dy. (2.41)
By (2.36), (2.39), (2.40) and
∫
S1(l)
1√
d(x, y)d(y, z)
dy  C
(∣∣∣∣log
(
1
d(x, z)
)∣∣∣∣+ 1
)
,
supε,R ‖ ∂∂zS3,ε,R‖L(2)(S1(l),dθ) < ∞. This proves that the kernel function of A˜−1[A˜−1,Mv] satis-
fies the properties of Claim A. We prove the unitarily equivalence. Note that A = Φ ◦ A˜ ◦Φ−1,
Φ
(
A˜−1MvA˜−1
)
Φ−1 = j ◦ A˜−1A˜−1MvA˜−1A˜ ◦ ι = Kv,
Φ ◦ (A˜4 + 4Mv) ◦Φ−1 = A4 + 4j ◦ A˜−1MvA˜ ◦ ι
and AKvA = A ◦ j ◦ A˜−2Mv ◦ ι ◦A = j ◦ A˜−1MvA˜ ◦ ι which implies the unitary equivalence.
For (2), we need only to prove that A−1KvA−1 ∈ L(1)(H). This follows from that
Φ−1A−1KvA−1Φ = A˜−2MvA˜−2 and A˜−2 is a Hilbert–Schmidt operator.
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norm of (A˜2v − A˜2)A˜−1 is the same as the trace of T2 = A˜−1(A˜2v − A˜2)2A˜−1. The difference of
1
2T1 and − 14T2 is
T3 = 14 A˜
−1(2A˜A˜v2A˜− A˜2A˜2v − A˜2vA˜2)A˜−1.
Since T3 is a trace class operator, the trace of T3 is 0. So (2.15) and (2.16) are equal. To prove
these values are the lowest eigenvalue of −LA +Qv , we introduce a finite-dimensional approx-
imation of −LA + Qv . Let n be a natural number and Pn be the projection operator which we
already defined. Let
Ωv,n(w) = det
(
PnA
−1√A4 + 4AKvAA−1Pn)1/4
× exp
[
−1
4
(
A−1
(√
A4 + 4AKvA−A2
)
A−1Pnw,Pnw
)
H
]
. (2.42)
Then Ωv,n ∈ D(LA) and
(−LA + Q˜v,n)Ωv,n = 12 trH
(
Pn
(√
A4 + 4AKvA−A2 − 2Kv
)
Pn
)
Ωv,n, (2.43)
where
Q˜v,n(w) = Qv,n(w)− 14
∥∥P⊥n (√A4 + 4AKvA−A2)A−1Pnw∥∥2H . (2.44)
Taking the limit n → ∞, we complete the proof of (3) and (4). 
Our main theorem is as follows.
Theorem 2.9. Assume that (A1) and (A2) hold. Let E0(λ) = infσ(−LA + Vλ). Then
lim
λ→∞E0(λ) = min1inEi, (2.45)
where Ei is the lowest eigenvalue of −LA +Qvi (w), where Qvi (w) =
∫
I
: w(x)2 : vi(x) dx and
vi(x) = 12P ′′(hi(x))g(x).
Remark 2.10. In [4], we studied the operator −LA + λV ( w√
λ
) in the case where V is a C3-
function on W . Under the same assumption as in Theorem 2.9, Ki = 12D2V (hi),AKiA are trace
class operators on H and we proved that the limit of the lowest eigenvalue of −LA + λV ( w√
λ
) is
mini Ei , where
Ei = 1 trH
(√
A4 + 4AKiA−A2
)
.2
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rem 2.9, the potential function of approximate Schrödinger operators is given by Hilbert–Schmidt
operators Ki . Ei in Theorem 2.9 can be written as follows:
Ei = 12 trH
(√
A4 + 4AKiA−A2 − 2Ki
)
, (2.46)
since the operator inside the trace is unitarily equivalent to A˜2i − A˜2 − 2A˜−1Mvi A˜−1 on
L2(I, dx). The expression of Ei in (2.16) can be found in [12,25]. This implies that Ei is non-
positive number. It is trivial that Ei  0 because
∫
W
Qvi (w)dμ(w) = 0. Actually, we see that
E0(λ) 0 for all λ by the identity (3.4).
Example 2.11. (1) Assume that g(x) ≡ 1 and set Q(x) = m24 x2 + P(x). Suppose that Q(x) 0
for all x and let {c1, . . . , cn} be the zero points. Then the constant functions {c1, . . . , cn} are
minimizers of U and U(ci) = 0 for all i. We have m2 −  + 4vi(x) = − + 2Q′′(ci). Thus,
(A1) and (A2) are equivalent to that Q′′(ci) > 0 for all zero point ci (1 i  n). Suppose that g
is not a constant function and hi is a constant function for some i. Then P ′(0) = 0 and hi(x) = 0.
Therefore, if g is not a constant function and hi = 0, then hi is not a constant function.
(2) Let Pa(u) = a(u2 − 1)2 and Qa(u) = m24 u2 + Pa(u). Then for a satisfying a > m
2
8 , Qa
achieves the minimum at ±xa , where xa =
√
1 − m28a and the Hessian of Qa is strictly positive.
Thus for g ≡ 1, Pa −Qa(xa) satisfies the assumptions of Theorem 2.9. When g is a non-constant
function, then we can prove that U has two minimizers {±ha} and satisfies the assumptions in
Theorem 2.9 for sufficiently large a as in the same proof in [1]. In this case, hi is not a constant
function.
We use lower bound estimates of Schrödinger operators (NGS bound [16,29]) and large devi-
ation estimates for Wiener chaos to prove the estimate LHS RHS in Theorem 2.9.
Lemma 2.12. In the estimate below, V˜ is a bounded measurable function.
(1) It holds that
(
(−LA + V˜ )f, f
)
L2(μ) −
m
2
log
(∫
W
exp
(
− 2
m
V˜
)
dμ(w)
)
‖f ‖2
L2(μ).
(2) Let T be a trace class self-adjoint operator on H with infσ(IH + T ) > 0. Then
m
∫
W
∥∥(IH + T )Df (w)∥∥2H dμ+
∫
W
V˜ (w)f (w)2 dμ
−m
2
log
{∫
W
exp
(
− 2
m
V˜ (w)− (T w,w)H − 12‖Tw‖
2
H
)
dμ(w)
}
‖f ‖2
L2(μ)
+
(
m
2
log det(IH + T )− m2 tr(T
2)−m trT
)
‖f ‖2
L2(μ). (2.47)
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{h1, . . . , hn}.
Lemma 2.13. Let V˜ be a bounded measurable function on W . Let v be a C2 function on R with
period l. We assume that m2 −  + 4v is a strictly positive operator on L2(I, dx). Let cv =
infσ(
√
m2 −+ 4v) and Ev = infσ(−LA +Qv). Then it holds that for any f ∈ FC∞A (W),
(
(−LA +Qv + V˜ −Ev)f,f
)
L2(μ) −
cv
2
log
(∫
W
exp
(
− 2
cv
V˜ (w)
)
Ωv(w)
2 dμ(w)
)
‖f ‖2
L2(μ).
Proof. We prove this lemma using the finite-dimensional approximation in the proof of
Lemma 2.8(4). Let n  n0 be natural numbers. Let f (w) = F(〈w,e−n0〉, . . . , 〈w,en0〉) and set
V˜n = E[V˜ |Fn]. Here Fn = σ(Pnw). Let An = PnAPn and −LAn be the generator of the Dirich-
let form
∫
Wn
‖AnDf (w)‖2H dμn(w) on L2(Wn, dμn), where μn = (Pn)∗μ and Wn = PnW . Let
Ev,n = infσ(−LAn + Q˜v,n). Explicitly,
Ev,n = 12 trH
(
Pn
(√
A4 + 4AKvA−A2 − 2Kv
)
Pn
)
.
Let f˜ = fΩ−1v,n, where Ωv,n is the ground state of −LAn + Q˜v,n and −LA + Q˜v,n. Then we have
(
(−LA + Q˜v,n + V˜n −Ev,n)f,f
)
L2(W,dμ)
= ((−LAn + Q˜v,n + V˜n −Ev,n)f,f )L2(Wn,dμn)
=
∫
Wn
∥∥AnDf˜ (w)∥∥2HΩv,n(w)2 dμn(w)+
∫
Wn
V˜n(w)f˜ (w)
2Ωv,n(w)
2 dμn(w). (2.48)
The above Dirichlet form is finite-dimensional one. Let A and B be strictly positive n × n
matrices and consider a Gaussian measure dμB(x) = det(
√
B
2π ) exp(− (Bx,x)2 ) dx on Rn and
a Dirichlet form EA,B(f,f ) =
∫
Rn
|ADf (x)|2 dμB(x) on L2(Rn, dμB). Then Γ2(f,f )(x) 
infσ(ABA)‖ADf (x)‖2
Rn
holds, where Γ2 is Bakry–Emery’s Γ2. In the present case, A = An
and B = PnA−1
√
A4 + 4AKvAA−1Pn. We denote Ωv,n(w)2 dμn(wn) = dμv,n(wn). Then by
the Bakry–Emery criterion,∫
Wn
f˜ (wn)
2 log
(
f˜ (wn)
2/‖f˜ ‖2
L2(μv,n)
)
dμv,n(w)
2
cv,n
∫
Wn
∥∥AnDf˜ (wn)∥∥2Hn dμv,n(w),
where cv,n = infσ(Pn
√
A4 + 4AKvAPn). Hence by [16], we have
RHS of (2.48)−cv,n
2
log
(∫
Wn
exp
(
− 2
cv,n
V˜n(wn)
)
Ωv,n(wn)
2 dμn(w)
)
‖f ‖2
L2(μ).
By taking the limit n → ∞, we complete the proof. 
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Lemma 2.14. For any δ > 0,
lim
n→∞ lim supλ→∞
1
λ
logμ
({
w
∣∣∣ ∣∣∣∣ : V
(
w√
λ
)
: −V
(
wn√
λ
)∣∣∣∣> δ
})
= −∞. (2.49)
Proof. The proof of this result is essentially found in [6,7,14,21,22] and follows from the hyper-
contractivity of the semigroup Tt = etL, where −L is the Ornstein–Uhlenbeck operator (number
operator) on L2(W,dμ). We give the sketch of the proof for the sake of completeness. Since
{
w
∣∣∣ ∣∣∣∣ : V
(
w√
λ
)
: −V
(
wn√
λ
)∣∣∣∣> δ
}
⊂
{
w
∣∣∣ ∣∣∣∣ : V
(
w√
λ
)
: − : V
(
wn√
λ
)
:
∣∣∣∣> δ/2
}
∪
{
w
∣∣∣ ∣∣∣∣ : V
(
wn√
λ
)
: −V
(
wn√
λ
)∣∣∣∣> δ/2
}
.
It suffices to show
lim
n→∞ lim supλ→∞
1
λ
logμ
({
w
∣∣∣ ∣∣∣∣ : V
(
w√
λ
)
: − : V
(
wn√
λ
)
:
∣∣∣∣> δ/2
})
= −∞, (2.50)
lim
n→∞ lim supλ→∞
1
λ
logμ
({
w
∣∣∣ ∣∣∣∣ : V
(
wn√
λ
)
: −V
(
wn√
λ
)∣∣∣∣> δ/2
})
= −∞. (2.51)
Note that : V ( w√
λ
) := T(logλ)/2f (w), : V ( wn√
λ
) := T(logλ)/2fn(w), where f (w) =: V (w) : and
fn(w) =: V (wn) : . By limn→∞ ‖f − fn‖L2(μ) = 0 and the hypercontractivity of Tt , we get
(2.50). (2.51) follows from that for any positive δ there exist positive constants Cn,C′n such that
μ
({
w
∣∣∣ ∫
I
∣∣wn(x)∣∣k−2j g(x) dx  δλk/2
})
 Cn exp
(−δ 2k−2j ·C′nλ1+ 2jk−2j ). 
Theorem 2.15. Let T be a trace class self-adjoint operator on H . Let χ ∈ C∞b (R) be a non-
negative function. Set
Fλ(w) =: V
(
w√
λ
)
: χ
(‖w‖2W
λ
)
+ λ−1(T w,w)H , w ∈ W,
and F(h) = V (h)χ(‖h‖2W)+ (T h,h)H for h ∈ H .
(1) The image measure of μ by the measurable map Fλ satisfies the large deviation principle
with the good rate function:
IF (x) =
{
inf{ 12‖h‖2H | there exists h ∈ H such that F(h) = x},
+∞, there are no h ∈ H such that F(h) = x.
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0 < α < α0,
lim
λ→∞
1
λ
log
(∫
W
exp
(−αλFλ(w))dμ(w)
)
= −min
{
1
2
‖h‖2H + αV (h)χ
(‖h‖2W )+ α(T h,h)H ∣∣ h ∈ H
}
. (2.52)
Proof. (1) This can be proved by a standard argument [9] by using Lemma 2.14 and the Sobolev
embedding theorem (Lemma 2.2). We omit the proof.
(2) We prove that for any α > 0
lim sup
λ→∞
1
λ
log
(∫
W
exp
(−αVλ(w))dμ(w)
)
< ∞. (2.53)
It is well known that
∫
W
e−αVλ(w) dμ(w) < ∞ for all α > 0. So our task is just to see how the
integral depends on the semi-classical parameter λ carefully. Since there exists β > 1 such that∫
W
e−β(T w,w)H dμ(w) < ∞, if (2.53) can be proved, we have for α < β ,
lim sup
λ→∞
1
λ
log
(∫
W
exp
(−αλFλ(w))dμ(w)
)
< ∞.
By this and a standard argument, we get (2.52). Let I1 = λ : P(wn(x)√
λ
) : −λP (wn(x)√
λ
). Let pk,j =
2N
k−2j and qk,j be the positive number such that
1
pk,j
+ 1
qk,j
= 1 and δ be a small positive number.
Then
I1 −C
2N∑
k=2
{[k/2]∑
j=1
1
pk,j
∣∣∣∣ck,j δwn(x)√
λ
∣∣∣∣
2N
+ 1
qk,j
∣∣∣∣ c
2j
n
δλj−1
∣∣∣∣
qk,j
}
=: I2, (2.54)
where ck,j and cn are the constants in (2.5). We can find a positive number C′,C′′ which depends
only on P such that
λP
(
wn(x)√
λ
)
+ I2 + λC′ −C′′c2N ′n , (2.55)
where N ′ is a natural number which depends on P . Thus
λ
∫
I
: P
(
wn(x)√
λ
)
: g(x)dx + λC′ −C′′c2N ′n . (2.56)
Let
V¯λ(w) := Vλ(w)+ λC′. (2.57)
S. Aida / Journal of Functional Analysis 256 (2009) 3342–3367 3359By a standard argument using the hypercontractivity of the Ornstein–Uhlenbeck semigroup, for
large positive number r , we have
μ
({V¯λ −r}) e−C1(N ′)reC2(N ′)|r|1/C3(N ′) , (2.58)
where Ci are positive constants which depend only on P . This completes the proof of (2.53). 
Lemma 2.16. Let χ be a smooth non-negative function such that {χ = 1} = [−1,1], {χ = 0} =
(−∞,−2] ∪ [2,∞) and 0 χ  1. Set ρλ,ε(w) = χ( ‖w‖
2
W
λε
). Let fk(x) (3 k  2M) be contin-
uous functions on I such that infx f2M(x) > 0. Let
ϕλ(w) =
2M∑
k=3
∫
I
:
(
w(x)√
λ
)k
: fk(x) dx. (2.59)
Then for sufficiently small ε, we have
lim
λ→∞
∫
W
e−λϕλ(w)ρλ,ε(w) dμ(w) = 1. (2.60)
Proof. Let F(h) =∑2Mk=3 ∫I h(x)kfk(x) dx. Then lim‖h‖H→∞( 12‖h‖2H + F(h)) = ∞. Also for
any δ > 0 and R > 0, there exists C(δ,R) such that
‖h‖k
Lk
 δk−2‖h‖2H for ‖h‖W  C(δ,R), ‖h‖H R.
This can be proved by using Lemma 2.2. Therefore, for sufficiently small ε,
min
{
1
2
‖h‖2H + 2F(h)χ
(
ε−1‖h‖2W
) ∣∣ h ∈ H} 0.
Thus, by the Schwarz inequality and the large deviation estimate,
∫
{ρλ,ε(w)=1}
e−λϕλ(w)ρλ,ε(w) dμ(w)
 μ
({
w
∣∣ ‖w‖W √λε})1/2
(∫
W
e−2λϕλ(w)ρλ,ε(w) dμ(w)
)1/2
 e−Cλ. (2.61)
Let
ψλ(w) =
2M∑
k=3
∣∣∣∣
∫
:
(
w(x)√
λ
)k
: fk(x) dx
∣∣∣∣
1/kI
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∫
{ρλ,ε(w)=1}
e−λϕλ(w)ρλ,ε(w) dμ(w) =
∫
{ρλ,ε(w)=1,ψλ(w)>δ}
e−λϕλ(w)ρλ,ε(w) dμ(w)
+
∫
{ρλ,ε(w)=1,ψλ(w)δ}
e−λϕλ(w) dμ(w)
=: I1(λ)+ I2(λ). (2.62)
By the large deviation estimate, limλ→∞ I1(λ) = 0. We prove that limλ→∞ I2(λ) = 1. We have
∫
{ρλ,ε(w)=1,ψλ(w)δ}
exp
(−λδψλ(w)2)dμ(w) I2(λ)

∫
{ρλ,ε(w)=1,ψλ(w)δ}
exp
(
λδψλ(w)
2)dμ(w).
Noting that ψλ(w) = ψ1(w)√
λ
and
{
ρε,λ(w) = 1,ψλ(w) δ
}= {w ∣∣ ‖w‖2W  ελ,ψ1(w) δ√λ},
we have
∫
W
exp
(−δψ1(w)2)dμ(w) lim inf
λ→∞ I2(λ) lim supλ→∞
I2(λ)
∫
W
exp
(
δψ1(w)
2)dμ(w). (2.63)
Thus, noting that
∫
W
eδψ1(w)
2
dμ < ∞ for sufficiently small δ > 0 which follows from Theo-
rem 2.15, we have limλ→∞ I2(λ) = 1. 
Remark 2.17. Let G(h) = 12‖h‖2H + F(h) for h ∈ H . Then h = 0 is a zero point of G and is a
local minimizer of G. Hence, (2.60) is nothing but the Laplace asymptotic formula. Clearly, if
we do not put the cut-off function ρλ,ε on the exponent, the limit may be not 1 if G has other
zero points.
We need the following lemma to prove the lower bound estimate. The proof of the following
lemma is almost similar to Lemma 3.5 in [4]. In [4], we assume that V is a C1-function on
W . However, we can prove the lemma by modifying the proof noting that the present V is a
C∞-function on Lp(I, dx) for all p  2N and using the Sobolev embedding theorem.
S. Aida / Journal of Functional Analysis 256 (2009) 3342–3367 3361We use the following notation. For r > 0 and z ∈ W,k ∈ H , we denote Br(z) = {w ∈ W |
‖w − z‖W  r} and Br,H (k) = {h ∈ H | ‖h− k‖H  r}.
Lemma 2.18.
(1) For any h ∈ D(A) and N ∈ N, ‖Ah‖2H  ‖(
√
mP⊥N +APN)h‖2H .
(2) It holds that
lim
R→∞ inf
{
m
4
‖h‖2H + V (h)
∣∣ ‖h‖W R
}
= +∞.
(3) For any ε > 0, there exist δ(ε) and N0 ∈ N such that for all N N0,
inf
{
1
4
∥∥(√mP⊥N +APN )h∥∥2H + V (h) ∣∣ h ∈
(
n⋃
i=1
Bε(hi)
)c
∩H
}
 δ(ε).
Proof. (1) is trivial.
(2) follows from
lim
a→∞ inf
{
c‖h‖2H + V (h)
∣∣ ‖h‖H = a}= +∞ (2.64)
for any c > 0.
We prove (3). By (2.64) it is enough to show that for any L> 0 such that for any ε > 0, there
exist δ(ε) and N0 ∈ N such that for all N N0,
inf
{
1
4
∥∥(√mP⊥N +APN )h∥∥2H + V (h) ∣∣ h ∈
(
n⋃
i=1
Bε(hi)
)c
∩BL,H (0)
}
 δ(ε).
By a similar proof to [4, Lemma 2.4], there exists ρ(ε) > 0 such that
inf
{
1
4
‖Ah‖2H + V (h)
∣∣ h ∈
(
n⋃
i=1
Bε(hi)
)c
∩ D(A)
}
 ρ(ε) > 0. (2.65)
Since A and PN commute,
1
4
∥∥√mP⊥N h+APNh∥∥2H + V (h) = m4
∥∥P⊥N h∥∥2H + 14‖APNh‖2H + V (PNh)
+ V (h)− V (PNh). (2.66)
By Lemma 2.2, we have for h ∈ H with ‖h‖H  L
∣∣V (h)− V (PNh)∣∣ CL∥∥P⊥h∥∥ 2N L (I,dx)
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sup
{∣∣V (h)− V (PNh)∣∣ ∣∣ ‖h‖H  L}min
(
1
2
ρ
(
ε
2
)
,
ε2
32
m
)
. (2.67)
Let h ∈ (⋃ni=1 Bε(hi))c ∩ BL,H (0). There are two cases where (i) PNh ∈ ⋃ni=1 Bε/2(hi),
(ii) PNh ∈ (⋃ni=1 Bε/2(hi))c . Assume that there exists i such that ‖PNh − hi‖W  ε2 . Then
‖P⊥N h‖H  ‖P⊥N h‖W  ‖h − hi‖W − ‖hi − PNh‖W  ε/2. Hence 14‖
√
mP⊥N h + APNh‖2H +
V (h)  mε232 . If (ii) holds, then 14‖
√
mP⊥N h + APNh‖2H + V (h)  12ρ( ε2 ). These complete the
proof. 
3. Proof of the main theorem
Now we prove Theorem 2.9.
Proof of Theorem 2.9.
(1) Lower bound estimate. To prove the inequality LHS RHS in (2.45), we need to divide
the estimate into two parts:
(I) Neighborhood of the zero points of U .
(II) Outside neighborhood of the zero points of U .
Let χ be a cut-off function as in Lemma 2.16. Let ε > 0 and
χi(w) = χ
(‖(w − √λhi)‖2W
ε2λ
)
and χ∞(w) =
√√√√1 − n∑
i=1
χi(w)2.
Let f∗(w) = f (w)χ∗(w), where ∗ = i,∞ (1 i  n). Then
(
(−LA + Vλ)f,f
)= ∑
{∗=1,...,n,∞}
(
(−LA + Vλ)f∗, f∗
)
−
∑
{∗=1,...,n,∞}
∫
W
‖ADχ∗‖2Hf (w)2 dμ(w). (3.1)
Simple calculation shows that there exists a positive constant C such that ‖ADχ∗(w)‖2H 
C
ε2λ
μ-a.s. w for all ∗. First, we consider the case where ∗ = 1, . . . , n.
(I) Neighborhood of the zero points of U . Let 1 i  n. Using the Cameron–Martin formula,
(
(−LA + Vλ)fi, fi
)
=
∫
W
∥∥(ADfi)(w + √λhi)∥∥2H exp
(
−√λ(hi,w)H − λ2‖hi‖
2
H
)
dμ
+
∫
Vλ(w +
√
λhi)fi(w +
√
λhi)
2 exp
(
−√λ(hi,w)H − λ2‖hi‖
2
H
)
dμ. (3.2)W
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√
λhi) exp(−
√
λ
2 (hi,w)H − λ4‖hi‖2H ). Note that ‖f¯i‖L2(μ) = ‖fi‖L2(μ). Us-
ing the integration by parts formula, we have
∫
W
∥∥(ADfi)(w + √λhi)∥∥2H exp
(
−√λ(hi,w)H − λ2‖hi‖
2
H
)
dμ
=
∫
W
∥∥∥∥A
(
Df¯i(w)+
√
λ
2
hif¯i(w)
)∥∥∥∥
2
H
dμ
=
∫
W
∥∥(ADf¯i)(w)∥∥2H dμ+ √λ
∫
W
(
A2hi,w
)
H
f¯i(w)
2
2
dμ+ λ
4
∫
W
‖Ahi‖2H f¯i(w)2 dμ.
Also note that
Vλ(w +
√
λhi) = λ
∫
I
P
(
hi(x)
)
dx + √λ
∫
I
P ′
(
hi(x)
)
w(x)g(x) dx +
∫
I
: w(x)2 : vi(x) dx
+
2N∑
k=3
λ1−
k
2
∫
I
: w(x)k : P
(k)(hi(x))
k! g(x)dx. (3.3)
Lemma 2.6(1) implies 12 (A2hi,w)H +
∫
I
P ′(hi(x))w(x)g(x) dx = 0 μ-a.s. w. By this and
U(hi) = 14‖Ahi‖2H +
∫
I
P (hi(x))g(x) dx = 0, we have
(
(−LA + Vλ)fi, fi
)= ∫
W
∥∥ADf¯i(w)∥∥2 dμ+
∫
W
Qvi (w)f¯i(w)
2 dμ
+
∫
W
Rλ,i(w)f¯i(w)
2 dμ, (3.4)
where
Rλ,i(w) =
2N∑
k=3
λ1−
k
2
∫
I
: w(x)k : gk,i(x) dx (3.5)
and gk,i(x) = P (k)(hi (x))k! g(x). By Lemma 2.13, setting ci = infσ(
√
m2 + 4vi −) and V˜ =
Rλ,i ,
(
(−LA + Vλ −Ei)fi, fi
)
L2(μ)
−ci
2
log
(∫
exp
(
− 2
ci
Rλ,i(w)ρε,λ(w)
)
Ωi(w)
2 dμ(w)
)
‖f¯i‖2L2(μ). (3.6)W
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2
W
3ε2λ ). We give a lower bound estimate for the integral on the right-hand
side. Note that there exists r0 > 1 such that Ωi ∈ L2r0(μ). Let 1 < r < r0 and using the Hölder
inequality,
∫
W
exp
(
− 2
ci
Rλ,i(w)ρε,λ(w)
)
Ωi(w)
2 dμ(w)

(∫
W
exp(−ci,rRλ,i(w)ρε,λ(w)) dμ(w)
) r−1
r ‖Ω2i ‖Lr(μ), (3.7)
where we denote ci,r = 2rci (1−r) . We have limr→1+0 ‖Ω2i ‖Lr(μ) = 1. By Lemma 2.16, for suffi-
ciently small ε, we have
lim
λ→∞
∫
W
exp
(−ci,rRλ,i(w)ρε,λ(w))dμ(w) = 1 (3.8)
which implies
lim inf
λ→∞
(
(−LA + Vλ −Ei)fi, fi
)
L2(μ)  0. (3.9)
(II) Outside neighborhood of the zero points of U . We estimate ((−LA + Vλ)f∞, f∞). To
this end, let
χ¯i (w) = χ
(3‖w − √λhi‖2W
ε2λ
)
and χ¯∞(w) =
√√√√1 − n∑
i=1
χ¯i (w)2.
χ¯∞ satisfies that χ¯∞(w) = 1 for w with χ∞(w) = 0 and
{
w ∈ W | χ¯∞(w) = 0
}⊂
(
n⋃
i=1
B
ε
√
λ
3
(
√
λhi)
)c
.
Let ε′ < ε√
3
. For this ε′, we choose a natural number N0 as in Lemma 2.18 and define T =
( A√
m
− IH )PN0 ∈ L(1)(H). We have
(
(−LA + Vλ)f∞, f∞
)
m
∫
W
∥∥(IH + T )Df∞(w)∥∥2H dμ(w)+
∫
W
(
Vλ(w)− 12λδ(ε
′)
)
χ¯∞(w)f∞(w)2 dμ(w)
+
∫ 1
2
λδ(ε′)χ¯∞(w)f∞(w)2 dμ(w). (3.10)W
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W
1
2
λδ(ε′)χ¯∞(w)f∞(w)2 dμ(w) = 12λδ(ε
′)‖f∞‖2L2(μ).
Let V˜λ(w) = (Vλ(w)− 12λδ(ε′))χ¯∞(w). Applying Lemma 2.12(2),
J2(λ) = m
∫
W
∥∥(IH + T )Df∞(w)∥∥2H dμ(w)+
∫
W
V˜λ(w)f∞(w)2 dμ(w)
−m
2
log
{∫
W
exp
(
− 2
m
V˜λ(w)− (T w,w)H − 12‖Tw‖
2
H
)
dμ(w)
}
‖f∞‖2L2(μ)
+
(
m
2
log det(IH + T )− m2 tr(T
2)−m tr(T )
)
‖f∞‖2L2(μ). (3.11)
Again by the large deviation estimate, for large λ, we have for any ε′′ > 0,
J2(λ) (−ε′′λ+Cm)‖f∞‖2L2(μ).
Putting the above estimates together, we complete the proof of lower bound estimate.
(2) Upper bound estimate. In (3.4), putting f¯i (w) = Ωi(w) and using
lim
λ→∞
∫
W
Rλ,i(w)Ωi(w)
2 dμ(w) = 0,
we obtain the upper bound estimate. 
Remark 3.1. When g ≡ 1, hi are constant functions. In this case, we do not need to use
Lemma 2.18. Because inf{m4 ‖h‖2H + V (h) | h ∈ (
⋃n
i=1 Bε(hi))c} > 0. This follows from that
all hi are constant functions. However, we cannot expect this in general cases.
4. Final remarks
It is natural to study the same problem in the case of spatially cut-off P(φ)2 Hamiltonian.
In this case, the Cameron–Martin subspace is H 1/2(R) and we need some modification of the
proof. Also the study of the semi-classical asymptotics of the gap of spectrum between the lowest
eigenvalue and the second lowest eigenvalue is also basic subject. It is related with the tunneling
phenomena and the gap may be exponentially small and the exponent is determined by the Ag-
mon distance [10]. We studied this problem in the case of the perturbation of the number operator
by a smooth potential function in [2] and gave a crude upper bound on the gap of the spectrum.
We study these problems in forthcoming papers. Besides these problems, we make other remarks
below.
(1) In the setting of this paper, the semi-group et(LA−Vλ) is a trace class operator. See [5]. So we
may determine the value limλ→∞ tr et(LA−Vλ) by the sum of the traces of et(LA−Qvi ). This
3366 S. Aida / Journal of Functional Analysis 256 (2009) 3342–3367would imply our main results. See [23,32] in finite-dimensional cases. Note that the semi-
group of the spatially cut-off P(φ)2 Hamiltonian is not a trace class operator. In [5], the trace
formula is studied but the scaling is different.
(2) The studies of the Schrödinger operators in large dimension [11,17–20,24,30,31] and some
additional works on renormalization may prove our main results. But the relation between
them seems not clear at present.
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