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Abstract
In this thesis we study the long-time behavior of random motions in random environments. More
precisely, the focus lies on identifying general mechanisms that lead to specific long-time behavior,
known in the physics literature as aging. Aging is a property of random motions whose conver-
gence towards equilibrium becomes slower as time elapses. This becomes apparent in the fact
that certain time-time correlation functions that measure the correlation between the motion at two
points in time, tw and tw + t are never independent of the age of the system, tw. A universal
approach to this problem was developed over the past decades: the long-time behavior of correla-
tion functions can be linked to the long-time behavior of the clock process, which is the total time
elapsed along a given length of the trajectory of the random motion.
Recently, a very elegant approach to studying clock processes was proposed by Gayrard in
[37, 36]. Here, the clock process is viewed as a partial sum process whose increments are dependent
random variables and then convergence criteria, due to Durrett and Resnick, [33], are employed to
prove convergence to a subordinator. This method was further developed by Bovier and Gayrard
in [28], where sufficient conditions for convergence of clock processes with strongly dependent
increments are established for random motions on sequences of finite graphs.
The purpose of this thesis is to extend the methods that were developed in [37] and [28] for
proving convergence of clock processes and to use these methods to study the aging behavior of
various models. The approach in this thesis also is based on [33] and the results can be divided
into three distinct parts. In the first part we establish criteria for the convergence of clock processes
on sequences of finite graphs to extremal processes. Extremal processes are constructed from the
maximal jumps of α-stable subordinators and it is known, [44], that they arise as limits of α-stable
subordinators in the limit as α → 0. We use these criteria to prove that the results on so-called
extremal aging for p-spin SK models that were obtained in law with respect to the environment by
Ben Arous and Gu¨n in [19] hold almost surely for p > 4, respectively in probability for 2 ≤ p ≤ 4.
The second part of the thesis deals with random motions that are defined on infinite graphs. More
precisely, we introduce sufficient conditions for the underlying clock process to converge to a
subordinator without drift. We then use these conditions to establish the existence of a normal
aging regime in Bouchaud’s asymmetric trap model on Zd, for d ≥ 2, extending previous results
due to Barlow and Cˇerny´, [2, 31] [53]. In the third part of this thesis we consider Bouchaud’s
asymmetric trap model on Zd, d ≥ 3, and its symmetric version on Z2. We study the effect of a
class of initial distributions on the behavior of correlation functions and prove the existence of an
super-aging regime.
vZusammenfassung
In dieser Dissertation wird das Langzeitverhalten zufa¨lliger Bewegungen in zufa¨lligen Umge-
bungen untersucht. Der Fokus liegt auf der Identifizierung allgemeiner Mechanismen, die ein
spezielles Langzeitverhalten dieser Bewegungen erkla¨ren, welches in der Physikliteratur als Al-
tern bekannt ist. Altern bedeutet in diesem Zusammenhang, dass die Konvergenzgeschwindigkeit
der zufa¨lligen Bewegung zum Gleichgewicht mit steigender Zeit langsamer wird. Dies ist daran
sichtbar, dass gewisse Zeit-Zeit Korrelationsfunktionen, welche die Korrelation der Bewegung zu
zwei verschiedenen Zeitpunkten tw and tw + t messen, stets vom Alter des Systems, tw, abha¨ngen.
U¨ber die letzten Jahrzehnte entwickelte sich ein allgemeiner Zugang zu diesem Problem: Es gibt
einen direkten Zusammenhang zwischen dem Langzeitverhalten der Korrelationsfunktionen und
dem Langzeitverhalten des Uhrenprozesses der zufa¨lligen Bewegung, wobei der Uhrenprozess die
gesamte Zeit misst, die entlang einer gegebenen La¨nge der Trajektorie verstrichen ist.
In [37, 36] wurde von Gayrard ein sehr eleganter Ansatz vorgeschlagen um das Konvergen-
zverhalten von Uhrenprozessen zu studieren. Dort wird der Uhrenprozess als ein Partialsummen-
prozess mit zufa¨lligen und abha¨ngigen Zuwa¨chsen betrachtet, fu¨r den Konvergenzkriterien aus [33]
angewendet werden ko¨nnen um die Konvergenz gegen einen Subordinator zu erhalten. Diese Meth-
ode wurde von Bovier und Gayrard in [28] weiterentwickelt. Die dort erstellten hinreichenden Be-
dingungen fu¨r die Konvergenz von Uhrenprozessen mit ho¨chst korrelierten Zuwa¨chsen wurden im
Hinblick auf das Konvergenzverhalten zufa¨lliger Bewegungen, die auf einer Folge von endlichen
Graphen definiert sind, erstellt.
In der vorliegenden Doktorarbeit erweitern wir die Methoden, die in [37] und [28] fu¨r Kon-
vergenzbeweise von Uhrenprozessen entwickelt wurden und benutzen diese um das Alterungsver-
halten weiterer Modelle zu untersuchen. Die Resultate dieser Arbeit sind in drei Teile unterteilt
und der Ansatz, der in dieser Arbeit verfolgt wird, baut ebenso auf [33] auf. Der erste Teil
beinhaltet Kriterien unter welchen Uhrenprozesse, die auf einer Folge von endlichen Graphen
definiert sind, gegen Extremalprozesse konvergieren. Extremalprozesse werden aus den gro¨ßten
Spru¨ngen von α-stabilen Subordinatoren konstruiert, genauer gesagt ko¨nnen sie als Grenzwerte
von α-stabilen Subordinatoren fu¨r α → 0 gesehen werden (vgl. [44]). Wir benutzen diese Kri-
terien um zu beweisen, dass die Resultate, die von Ben Arous und Gu¨n in [19] zum extremalen
Altern in p-spin SK Modellen in Verteilung bezu¨glich der zufa¨lligen Umgebung bewiesen wurden,
fu¨r p > 4 fast sicher, und fu¨r 2 ≤ p ≤ 4 in Wahrscheinlichkeit gelten. Der zweite Teil dieser
Arbeit behandelt zufa¨llige Bewegungen, die auf unendlichen Graphen definiert sind. Insbesondere
fu¨hren wir Bedingungen an den Uhrenprozess ein, die fu¨r die Konvergenz gegen einen Subordi-
nator hinreichend sind. Mit Hilfe dieser Bedingungen beweisen wir die Existenz eines normalen
Alterungsregimes im Bouchaudschen asymmetrischen Fallenmodell auf Zd, fu¨r d ≥ 2. Dies er-
weitert bisherige Resultate von Barlow and Cˇerny´, [2, 31], und Mourrat [53]. Im dritten Teil der
Arbeit studieren wir Bouchaud’s asymmetrisches Fallenmodell auf Zd, d ≥ 3, beziehungsweise
Bouchaud’s symmetrisches Fallenmodell auf Z2. Wir untersuchen den Einfluss einer Klasse von
Anfangsverteilungen auf das Verhalten von Korrelationsfunktionen und beweisen die Existenz
eines Super-Alterungsregimes.
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Re´sume´
Dans cette the`se nous e´tudions le comportement en temps long de dynamiques en environnements
ale´atoires. Plus pre´cise´ment, nous cherchons a` identifier des me´canismes ge´ne´raux qui sont a`
l’origine d’un comportement spe´cifique en temps long, connu dans la litte´rature physique sous le
nom de vieillissement. Le vieillissement est une proprie´te´ des dynamiques dont la convergence vers
l’e´quilibre ralentit au cours du temps. Cela s’observe dans le comportement de certaines fonctions
de corre´lation temps-temps, qui ne deviennent jamais inde´pendantes de l’aˆge du syste`me, c’est-a`-
dire la corre´lation entre les e´tats de la dynamique a` deux instants donne´s tw et tw + t ne devient
jamais inde´pendante de tw. Une approche universelle a` ce proble`me fut de´veloppe´e durant les
dernie`res de´cennies: le comportement en temps long des fonctions de corre´lation peut eˆtre lie´ a`
celui du processus d’horloge, qui est le temps total e´coule´ le long d’une trajectoire de longueur
fixe´e de la dynamique.
Re´cemment, une approche tre`s e´le´gante fut propose´e par Gayrard [37, 36] pour e´tudier le pro-
cessus d’horloge. Celui-ci est vu comme un processus de sommes partielles a` incre´ments corre´le´s
auquel des crite`res de convergence, duˆs a` Durett et Resnick [33], sont applique´s pour en de´duire
la convergence vers un subordinateur. Cette me´thode fut pousse´e plus avant par Bovier et Gayrard
qui donnent en [28] des conditions suffisantes de convergence pour des processus d’horloge a`
incre´ments fortement corre´le´s dans le cas de dynamiques ale´atoires sur des suites de graphes finis.
Dans cette the`se, nous e´tendons les me´thodes de´veloppe´es dans [37] et [28] pour prouver
la convergence de processus d’horloge, et e´tudions le phe´nome`ne de vieillissement dans divers
mode`les. Notre approche est base´e sur [33] et nos re´sultats peuvent eˆtre divise´s en trois parties
distinctes. Dans la premie`re partie, nous e´tablissons des crite`res de convergence vers des proces-
sus extre´maux pour des processus d’horloge sur des graphes finis. Les processus extre´maux sont
construits a` partir des sauts maximaux de subordinateurs α-stables et ils s’obtiennent [44] comme
limites de ces subordinateurs lorsque α → 0. Nous utilisons ensuite ces crite`res pour prouver que
les re´sulats obtenus en loi par Ben Arous et Gu¨n [19] sur le vieillissement extre´mal du mode`le du
SK a` p-spins sont vrais presque suˆrement si p > 4 et ou en probabilite´ si 2 ≤ p ≤ 4. La deuxie`me
partie de la the`se traite de dynamiques sur des graphes infinis. Nous donnons des conditions suff-
isantes sous lesquelles le processus d’horloge sous-jacent converge vers un subordinateur, et util-
isons ensuite ces conditions pour e´tablir l’existence d’un re´gime de vieillissement normal dans le
mode`le assyme´trique de pie`ges de Bouchaud sur Zd pour d ≥ 2. Ceci constitue une extension
des re´sultats de Barlow et Cˇerny´ [2, 31] et Mourrat [53]. La troisie`me partie concerne le mode`le
de Bouchaud assyme´trique lorsque d ≥ 3 et sa version syme´trique lorsque d = 2. Nous e´tudions
l’effet d’une classe de distributions initiales sur le comportement des fonctions de corre´lation et
prouvons l’existence d’un re´gime de sur-vieillissement.
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Chapter 1
Introduction
This thesis contains mathematical analysis of the aging behavior of disordered systems such as spin
glasses. Let us describe this phenomenon with the help of the following experiment: A material is
cooled below its glass transition temperature in a magnetic field. This field is kept until a waiting
time tw and then removed. At tw the material is magnetized and the magnetization starts to decrease
after tw. The quantity one is now interested in is the decrease of the magnetization, measured at
two points in time, (tw, tw + t). When performing this experiment on a ferromagnet, one observes
that the decrease of magnetization depends for large tw only on the length of this interval, t. This
observation is not at all true when the experiment is performed on a spin glass: the decrease of
magnetization never becomes independent of the age of the system, tw. It always depends on tw
and t in such a way that the older the system gets, the longer it takes to forget its past. In other
words, the larger tw the larger one must choose t to see a significant decrease of magnetization.
This phenomenon of dynamics of spin glasses is called aging.
Several approaches and models were proposed by theoretical physicists to explain this peculiar
behavior, the main difference between them being the time scale on which the dynamics is observed
in relation to the volume of the spin glass; see Chapter VI of [50] and [25] for an overview. On the
one hand, in activated aging, one assumes that the time scale on which the dynamics is observed
diverge with the size of the volume and the size of the volume tends to infinity. The intuitive
picture is that the dynamics is crossing ’thermally activated barriers’. This was first proposed by
Goldstein in [41]. On the other hand, in non-activated aging, one studies directly infinite systems
at large times. How to implement these ideas and how to derive information on the aging behavior
of dynamics of spin glasses turns out to be a very challenging task - even on a non-rigorous level.
In this respect the introduction of simpler phenomenological models was of great importance.
The most prominent models of this type are the so-called trap models and were among others
introduced and studied by Bouchaud, Dean, Maass, Monthus, Rinn (see [24, 26, 51, 58, 59]). In
these models, the dynamics of a spin glass is described as a particle that evolves on a landscape
consisting of random ’traps’. These traps represent the states in which the dynamics spends most
of its time. For simplicity, one typically also assumes that the traps are independent of each other.
In such simple models the aging phenomenon can be captured by considering the event that
the dynamics does not exit the state it was in at tw during the time interval (tw, tw + t). Therefore,
to gain information on their aging behavior, one studies time-time correlation functions (often also
called two-point, or two-time correlation functions) that measure the dependence of the position of
the particle at two distinct time points tw and tw + t.
Let us explain the idea of such trap models in the context of Bouchaud’s trap model on the
complete graph. The simplest physical models of dynamics are Glauber dynamics of mean-field
spin glasses such as Derrida’s random energy model (hereafter REM), [32], or the p-spin Sherring-
ton Kirkpatrick models (hereafter p-spin SK models), [60]. Here, the configuration space is the n
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dimensional hypercube, that is Σn = {−1, 1}n. The energy landscape is given by a random func-
tion Hn(x), where Hn = {Hn(x), x ∈ Σn} is a Gaussian process with zero mean and correlation
structure,
EHn(x)Hn(x′) = nRn(x, x′)p, (1.0.1)
where p ≥ 2, and where
Rn(x, x′) ≡ 1− 2 dist(x,x
′)
n = 1− n−1
∑n
i=1 |xi − x′i|, (1.0.2)
is the so-called overlap. The two extremal cases with respect to p are: p = 2 (the SK model), where
the correlation is the strongest, and ’p = ∞’ (the REM) where Hn is a sequence of i.i.d. random
variables. Glauber dynamics are Markov jump processes, Xn, that are reversible with respect to
the measure that assigns to x ∈ Σn a mass proportional to τn(x) = exp(−βHn(x)), where β > 0
is the inverse temperature. More precisely, Xn jumps between two sites x ∈ Σn and y ∈ Σn
according to transition probabilities pn(x, y) that satisfy the detailed balance condition
τn(x)pn(x, y) = τn(y)pn(y, x), x, y ∈ Σn, (1.0.3)
and stays in x ∈ Σn an exponential time with mean proportional to τn(x). The idea of simplifi-
cation in Bouchaud’s trap model on the complete graph is to say that it only can visit those x for
which τn(x) is maximal. Since Hn is a Gaussian process indexed by Σn, there are n ∼ log |Σn|
such values and they are of the order of exp(
√
2 log 2n+Ei), where {Ei, 1 ≤ i ≤ n} are exponen-
tial random variables. Hence, the relevant part of the graph can be represented on {1, . . . , n} and
the relevant energy landscape is given by Ei, where {Ei, 1 ≤ i ≤ n} is a collection of i.i.d. expo-
nential random variable having mean one. Now, Bouchaud’s trap model on the complete graph is
the process X˜n with state space {1, . . . , n} and that jumps from i ∈ {1, . . . , n} to j ∈ {1, . . . , n}
uniformly at random. It stays in a site i an exponential time with mean value τn(i) = exp(βEi),
and so
P(τn(i) > u) =
{
u−1/β , if u ≥ 1
1 , if u < 1
, 1/β ∈ (0, 1), i ∈ {1, . . . , n}. (1.0.4)
In order to study the aging behavior of X˜n, one chooses a time scale cn on which the process is
observed. Then, aging is measured in the behavior of correlation functions such as the probability
that X˜n did not jump during the time interval (cntw, cn(tw+t)) or the probability that X˜n(cntw) =
X˜n(cn(tw + t)). As explained in [24], these correlation functions are, for large n, functions of the
ratio tw/t for X˜n.
The intention behind introducing Bouchaud’s trap model on the complete graph was to con-
struct a ’toy model’ to understand aging behavior of the REM or the p-spin SK models. However,
only roughly 20 years later, it was rigorously established that Bouchaud’s trap model on the com-
plete graph mimics the correct aging behavior for mean-field spin glass models. First, this was
done for the so-called random hopping dynamics (see Section 1.3 for its definition) of the REM
on time scales close to equilibrium by Ben Arous, Bovier, and Gayrard in [9, 10, 12]. Later, the
same model was studied on time scales that are far from equilibrium and are beyond Bouchaud’s
heuristics by Ben Arous and Cˇerny´ in [17]. It was therefore surprising that the same function as
Bouchaud predicted was found in the description of its aging behavior. Finally, the full time and
temperature domain in which aging occurs was investigated by Gayrard in [36]. Moreover, the
p-spin SK models were proven to present on the same time scales as in [17] the same aging be-
havior as Bouchaud’s trap model on the complete graph, first in law with respect to the random
environment by Ben Arous, Bovier, and Cˇerny´ in[8] and then almost surely for p > 4, respectively
in probability for p = 3, 4, by Bovier and Gayrard in [28]. All these results show that Bouchaud’s
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trap model (on the complete graph) is a good ansatz and in fact suggest that there should be a
universality class in which Bouchaud’s picture should be relevant.
Trap models were introduced and studied on various graphs, among others on the d-dimensional
lattice, Zd, by Bouchaud, Maass, and Rinn in [58, 59]. These trap models were also defined for
asymmetric dynamics, where the particle does not jump uniformly at random among its neighbors
but its jump direction is also influenced by the τn’s (see Section 1.4 for a definition). The mathe-
matical community became interested into these models in the beginning of the 21st century. The
first rigorous analysis was carried by Fontes, Isopi, and Newman on Bouchaud’s trap model on Z
in [35]. Then, Ben Arous and Cˇerny´ proved in [14] aging in the asymmetric version of this model.
Later, the higher dimensional versions of the symmetric model were considered: first for d = 2 by
Ben Arous, Cˇerny´, and Mountford in [18] and then for d ≥ 3 by Ben Arous and Cˇerny´ in [16].
One common characteristics in all the above mentioned models is the recurrent appearance of
the arcsine law of α-stable subordinators, α ∈ (0, 1), in the description of their aging behavior
which suggests a wide universality class. This universality was explained for the first time for a
class of dynamics, the so-called random hopping dynamics (see Section 1.3 for its definition), by
Ben Arous and Cˇerny´ in [15]. There, it is established how the long-time behavior of correlation
functions can be derived from the long-time behavior of clock processes - the total time elapsed
along a given length of the trajectory of the random motion. An elegant approach to prove con-
vergence of clock processes is presented for general reversible Markov jump processes by Gayrard
in [37]. The idea in [37] is to apply convergence criteria for partial sum processes due to Durrett
and Resnick, [33], to prove convergence of the clock process to a subordinator. This method was
further adapted in the setting when the dynamics is defined on a sequence of finite graphs and
when the increments of the clock process are very correlated by Bovier and Gayrard in [28]. In
this thesis, we resume the concept put forward in [37] and [28] and develop further techniques for
proving convergence of clock processes based on [33]. Specifically, we extend the results of [37]
and [28] to the setting when α tends to zero and to dynamics that are defined on infinite graphs.
Before going into further discussion of the results of this thesis, let us describe the general
setting we consider, the key quantities we study, and the main questions we ask. This is the content
of the following three sections. Finally, in Section 1.4 we give a description of the main results of
this thesis.
1.1 Markov jump processes in random environments, clock processes,
and aging
Let us give a a formal definition of all dynamics we will consider. Let Gn(Vn,Ln) be a se-
quence of loop-free graphs with set of vertices Vn and set of edges Ln (possibly Gn(Vn,Ln) =
G∞(V∞,L∞) for all n). We always assume that |Vn| → ∞ as n→∞. The random environment
is a sequence of families of positive random variables, {τn(x), x ∈ Vn}, n ∈ N, defined on a
common probability space (Ω,F ,P). Note that we do not make any assumptions on the corre-
lation structure of the random environment at this point. The process we are interested in, Xn,
is constructed as follows. On Vn we consider an irreducible discrete time Markov chain Jn with
transition probabilities pn(x, y), which might be random in the environment. We assume that Jn is
reversible with respect to some measure pin and denote the initial distribution of Jn by µn. Writing
λn(x) ≡ pin(x)/τn(x), (1.1.1)
we define the sequence of clock processes as
S˜n(k) =
∑k−1
i=0 λ
−1
n (Jn(i))en,i, k ∈ N , (1.1.2)
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where {en,i : i ∈ N0, n ∈ N} is an array of independent and identically distributed exponential
random variables with parameter one, independent of Jn and the random environment. Then, Xn,
given by
Xn(t) = Jn(S←n (t)), where , S←n (t) = inf{k ≥ 0 : Sn(k) ≥ t}, (1.1.3)
is a continuous time Markov jump process with jump rates λn(x, y) ≡ λn(x)pn(x, y) and invariant
measure that assigns to x ∈ Vn the mass τn(x). The behavior of Xn can be described as follows:
at each vertex x ∈ Vn, the process stays an exponential time with mean λn(x) and then jumps to
one of the neighbors, y, of x with probability pn(x, y). For further references, we write Pµn for
the law of Xn and Pµn for the law of Jn. Note that these distributions might be random in the
probability space of the random environment (Ω,F ,P).
We are now ready to formally define the aging phenomenon. For this, we choose a time scale,
cn, on which we observe the process and a two-time correlation function, Cn(t, s), that measures
the dependences of Xn(cn(t+ s)) on Xn(cnt).
Definition 1.1 (Definition 1.4 in [37]). A time correlation function, Cn, exhibits normal aging on
the time scale cn if one of the following relations is verified
lim
n→∞ Cn(t, tρ) = C∞(ρ), ρ ≥ 0, t > 0 arbitrary, (1.1.4)
lim
t→∞ limn→∞ Cn(t, tρ) = C∞(ρ), ρ ≥ 0, (1.1.5)
where C∞ : [0,∞)→ [0, 1] is a non-trivial function, and for some convergence mode with respect
to the probability law, P, of the random environment.
The term normal aging refers to the fact that the decrease of correlation is observed on time
intervals that are proportional to the age of the system. Other types of aging behavior were found,
both in physical experiments and in mathematical models. Let us define the ones that appear in this
thesis.
Definition 1.2. If there exists δ 6= 1 such that one of the relations (1.1.4) or (1.1.5) holds when we
substitute tδρ for tρ, we say that Cn exhibits super-aging if δ < 1, respectively subaging if δ > 1.
The term super(sub)-aging reflects the fact that the correlation of the process decreases only
when it is observed on time intervals that are of larger (smaller) order than the age of the system.
This is to be contrasted with the following aging.
Definition 1.3. If there exists a decreasing sequence αn, αn → 0, such that one of the relations
(1.1.4) or (1.1.5) holds for Cn(t1/αn , t1/αn((1 + ρ)1/αn − 1)), we say that Cn exhibits extremal
aging.
The term extremal aging was first introduced in [19]. Here, the decrease of correlation is on
time intervals of the form [t1/αn , (t + tρ)1/αn ]. Extremal aging corresponds to the setting when
the dynamics is observed on very short time scales and hence correlation only decreases on time
intervals that diverge with n.
The correlation functions one is typically interested in can be related to the probability that the
process Xn did not jump during a time interval, say (cnt, cn(t + s)), or did not move ’too far’
during that time interval. Since all Markov jump processes in random environments can be written
using relations (1.1.2) and (1.1.3), the behavior of correlation functions is related to the study of
Pµn({S˜n(k), k ≥ 0} ∩ (cnt, cn(t+ s)) = ∅). (1.1.6)
This highlights the importance of the clock process. Therefore, we seek for sequences, an, cn,
satisfying an, cn →∞, as n→∞, such that Sn, given by
Sn(t) ≡ c−1n S˜n(bantc) = c−1n
∑bantc−1
i=0 λ
−1
n (Jn(i))en,i, t > 0, (1.1.7)
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converges in a suitable sense to a non-trivial limit. The sequences cn are the time scale on which
we observe the process Xn, while an is an auxiliary time scale for Jn. In some cases the clock
process is diverging, respectively vanishing, faster, respectively slower, than a linear function so
that there are no sequences an, cn such that Sn has a non-trivial limit. In order to gain information
on the convergence behavior of Sn, we then ask a more general question. Namely, we ask when
there are sequences an, cn and (non-linear functions) fn, such that fn(Sn) converges in a suitable
sense. Then, relation (1.1.3) and convergence of fn(Sn) allows us to study correlation functions
that measure the dependence of Xn(f−1n (cn(t+ s))) and Xn(f−1n (cnt)).
It remains to find appropriate criteria for the clock process to converge and to draw conse-
quences from the convergence of the clock process to correlation functions. The first step in this
direction is to realize that for a fixed ω ∈ Ω, that is for a fixed realization of the random envi-
ronment, the clock process is nothing but a sequence of partial sum process whose summands are
positive random variables. The convergence behavior of partial sum processes is a classical ques-
tion one asks in probability theory. Thus, let us first recall what is known form classical probability
theory.
1.2 Convergence of partial sum processes
In this section, we state well-known convergence results for sequences of partial sum processes.
Let us consider sequences of non-negative random variables, Z = {Zi, i ≥ 1}, that are defined
on some abstract probability space (Ω,F ,P). For simplicity we assume that Z is a collection
i.i.d. random variables. We are interested in the behavior of partial sum processes of these random
variables. The first result in this direction is the law of large numbers and the central limit theorem
for sums of random variables.
Theorem 1.4 (Law of large numbers and central limit theorem). Suppose that EZ1 = µ < ∞.
Then, P-almost surely,
lim
n→∞n
−1
n∑
i=1
Zi = µ. (1.2.1)
If moreover, E(Z21 )− (EZ1)2 = σ2 <∞, then we have in P-law
lim
n→∞(nσ
2)−1/2
n∑
i=1
(Zi − µ) = X, (1.2.2)
where X ∼ N (0, 1) is a standard normal random variable.
The following functional version of both statements is also well-known.
Theorem 1.5. Suppose that EZ1 = µ <∞, then uniformly on compact intervals, P-almost surely,
the process
Sn(t) = n−1
bntc∑
i=1
Zi, (1.2.3)
converges to the deterministic process µt. If moreover, E(Z21 ) − (EZ1)2 = σ2 < ∞, then the
process
(nσ2)−1/2
bntc∑
i=1
(Zi − µ), t > 0, (1.2.4)
converges in P-law to a Brownian motion B. Convergence holds in P-law in the space of continu-
ous functions, C[0,∞), equipped with the topology of uniform convergence on compact intervals.
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The normalization n−1/2 in (1.2.2) and (1.2.4) comes from the fact that the maximal value
of n random variables that admit second moments is at most of the order of n1/2. In (1.2.1) and
(1.2.3), the normalization n−1 arises since the maximum of n random variables having finite mean
is smaller than n. Then, having normalized properly, no single value of the random variables
{Z1, . . . , Zn} contributes substantially to the sum.
Naturally, the question arises what happens when Z1 does not have a finite first moment. Then,
the extreme values of {Z1, . . . , Zn} are of larger order than n and hence the behavior of sums and
partial sum processes is dominated by the extreme values of the Z’s. This brings extreme value
theory into play and yields that different processes arise as limits.
Let us explain this in more detail. A key object that describes the structure of the Zi’s is the
sequence of point processes,
ξn ≡
n∑
i=1
δu−1n (Zi), n ∈ N, (1.2.5)
where un is a diverging sequence that normalizes the Zi’s. The following theorem is a classical
convergence result for ξn.
Theorem 1.6 (Proposition 3.1 in [57]). Let ξ be a Poisson random measure with intensity measure
ν. Then, ξn ⇒ ξ, if and only if there exists an increasing sequence un such that, for all continuity
points u > 0 of ν, nP(Zi > un(u)) → ν(u,∞). Convergence holds weakly in the space of point
measures on (0,∞).
Theorem 1.6 states that the collection of points {u−1n (Zi), i ≥ 1} has asymptotically the same
distribution as a Poisson random measure. Equipped with Theorem 1.6 one can now control partial
sum process of the form
Sn(t) ≡
bntc∑
i=1
u−1n (Zi). (1.2.6)
Theorem 1.6, and since the u−1n (Zi)’s are the increments of Sn, suggest that processes which
arise as limits of partial sum processes have increments which are the points of a Poisson random
measure. Such processes are called subordinators and are by construction strictly increasing. This
is the content of the following theorem.
Theorem 1.7 (Proposition 3.4 in [57]). Let Vα be an α-stable subordinator with Le´vy measure
cu−α, where α ∈ (0, 1), c > 0, and zero drift. Then, P(Zi > n1/αu) ∼ cx−αL(u), where L
is a slowly varying function, that is when limu→∞ L(uv)/L(u) = 1 for all v > 0, if and only if
Sn ⇒ Vα. Convergence holds weakly in the space of ca`dla`g functions, D[0,∞), equipped with
Skorohod’s J1 topology.
The above theorem is the counterpart of the functional version of the law of large number in
the setting when Z1 has infinite mean.
One can also study the limiting case when α = 0, that is when the tail of Z1 is of the form
P(Z1 > u) ∼ L(u) where L is again a slowly varying function. In this case, a non-linear transfor-
mation of partial sum processes is needed in order to obtain non-trivial limits. It is established in
[45] that the correct transformation in this setting is given by
n−1L(Sn(t)) ≡ n−1L
(∑bntc
i=1 Zi
)
, t ≥ 0. (1.2.7)
Theorem 1.8 (Theorem 2.1 in [45]). Suppose that P(Z1 > u) ∼ L(u) where L is a slowly varying
function. Let ξ be a Poisson random measure on (0,∞)×(0,∞) with intensity measure dt×x−2dx
and let M be given by
M(t) = sup{xi : ti ≤ t}, t ≥ 0. (1.2.8)
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Then, n−1L(Sn) ⇒ M . Convergence holds weakly in the space of ca`dla`g functions, D[0,∞),
equipped with Skorokhod’s J1 topology.
Processes as M in Theorem 1.8 are called extremal processes. It is known, [44], that they arise
as limits of α-stable subordinators when α→ 0. Thus, Theorem 1.8 complements Theorem 1.7.
Finally, we obtain the following dichotomy: on the one hand, when theZ’s have finite variance,
then partial sum processes converge to Gaussian processes and on the other hand, when the Z’s
have infinite variance, partial sum processes converge to processes which in turn are constructed
from Poisson random measures.
We have restated classical convergence results for sequences partial sum processes in the sim-
plest setting, when the increments are i.i.d. random variables. A great deal of work also was carried
out to extend the above mentioned theorems as stated by Durrett and Resnick: ”for a variety of time
scales and under a bewildering assortment of conditions” (page 829 in [33]). As we will see the
broad validity of these results, in particular also for correlated sequences of arrays, is the source of
universality.
1.3 Convergence of clock processes
In the previous section we have seen that stable subordinators arise as natural limits of sequences of
partial sum processes when the increments have infinite variance. We explained this in the simplest
possible setting, namely when the increments are i.i.d. random variables, which typically is not the
case when studying clock processes. Specifically, the clock process is a sum of positive random
variables that are dependent on each other because the summation is along trajectory of the chain
Jn. Also, by construction (see (1.1.1) and (1.1.2)) the clock process is random in (Ω,F ,P), the
probability space of the random environment. Hence, it is neither obvious what criteria to use nor
how to proceed to prove convergence results for clock processes.
General criteria for the convergence clock processes were first introduced by Ben Arous and
Cˇerny´ in [17]. However, the formulation in [17] is restricted to the setting of random hopping dy-
namics, which refers to dynamics that are a time change of the simple random walk, i.e. processes
Xn for which Jn is the simple random walk on Gn. In [17], conditions on the random environ-
ment and on the potential theory of Jn are given. Even though no particular correlation structure
of the random environment is assumed, the techniques of [17] were only applied in models for
which the random environment is a collection of i.i.d. random variables. The fact that the method
put forward in [17] is not optimal in situations when the environment has a non-trivial correlation
structure is reflected in [8], where the p-spin SK model is studied and results are only obtained in
P-law. A different and very general approach to study clock processes is proposed by Gayrard in
[37]. There, abstract criteria for the convergence of sequences of partial sum processes are imple-
mented in for clock processes of arbitrary Markov jump processes in random environments. The
abstract criteria that are used in [37] are due to Durrett and Resnick, [33], and are designed to study
partial sum processes that are constructed from arrays of correlated random variables. The power
of the method introduced in [37] is illustrated in [37, 36], and [28], where applications to models
are presented and further specializations are introduced. In particular, Bovier and Gayrard, [28],
specialize the criteria of [37] to the setting when the random motion is defined on a sequence of
finite graphs and when the increments of the clock process are highly correlated. This criterion is
then used to improve the results of [8] to results that are valid P-a.s., respectively in P-probability.
In this thesis, we further exploit the methods put forward in [37] and [28] and show how they can
be extended to other limiting processes, respectively other graphs. Combining [37], [28], and the
results of this thesis, one obtains a unified framework for proving convergence of clock processes.
Let us explain this in more detail.
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First let ω ∈ Ω be fixed. Let us describe the abstract conditions that we use. In virtue of
Theorem 1.6, we first introduce criteria for sequences of point processes to converge to Poisson
random measures taken from [33]. We present the criteria from [33] in an abstract setting.
Theorem 1.9 (Theorem 3.1 in [33]). Let {Zn,i : i, n ≥ 1} be an array of positive random variables
defined on a probability space (Ω,F ,P), an an increasing integer-valued sequence, and {Fn,i :
n, i ≥ 1} an array of sigma algebras such that Zn,j is Fn,i measurable for all j ≤ i. Let ν be a
sigma-finite measure on (0,∞) satisfying ∫(0,∞)(1 ∨ x)ν(dx) < ∞. Suppose that for all u > 0
and t > 0 with ν(u,∞) <∞ and ν({u}) = 0 the following two statements hold in P-probability
νZ,tn (u,∞) ≡
∑bantc
i=1 P(Zn,i > u|Fn,i−1)→ tν(u,∞), (1.3.1)
σZ,tn (u,∞) ≡
∑bantc
i=1 (P(Zn,i > u|Fn,i−1))2 → 0. (1.3.2)
Then, the point process ξn ≡∑i≥1 δ(i/an,Zn,i) converges weakly in the space of point measures on
(0,∞)× (0,∞) to a Poisson random measure ξ with intensity measure dt× dν.
We use Theorem 1.9 to derive convergence criteria for sequences of partial sum processes,
Sn(t) ≡ ∑anti=1 Zn,i, t > 0, as follows. Let Zn,i be an array of random variables, an an increasing
sequence of integers, and ν a sigma finite measure for which the conditions of Theorem 1.9 hold.
Denote by ξ the limiting Poisson random measure. We seek a continuous mapping so that with
its help we can construct the partial sum process from ξn and a subordinator from ξ. In principle,
such a map is given by the summation map T that maps a point process m = ∑i≥1 δ(ti,xi) to the
process Tm(t), t > 0, where Tm(t) = ∑ti≤t xi. Applying this for t > 0 to ξn we get
Tξn(t) =
∑bantc
i=1 Zn,i = Sn(t), (1.3.3)
as desired. However, due to the large number of ’small’ jumps, Tξ(t), t > 0 is in general not always
finite valued and so we cannot hope to get a convergence statement for Tξn directly. Therefore, an
additional condition is required. We use the same as in [37] which assumes that for all t > 0, we
have
limδ→0 lim supn→∞ E
[∑bantc
i=1 Zn,i1Zn,i<δ
]
= 0, (1.3.4)
where E denotes the expectation with respect to P . Combining (1.3.4) and the conditions of Theo-
rem 1.9, we obtain the following theorem.
Theorem 1.10 (Theorem 2.1 in [37]). Suppose that (1.3.4) holds for all t > 0. Then, under the
assumptions of Theorem 1.9, the partial sum process Sn converges to Vν , which is a subordinator
with Le´vy measure ν and zero drift. Convergence holds weakly in the spaceD[0,∞) equipped with
Skorohod’s J1 topology.
Theorem 1.10 gives us abstract criteria for Sn to converge. In the following, we are also
interested in slightly more general questions, namely convergence of fn(Sn). The method we
use in order to establish criteria for the convergence of fn(Sn) is of the same spirit as that of
Theorem 1.10. Namely, we first establish convergence of a sequence of point processes to a Poisson
random measure and then apply a continuous mapping theorem to reconstruct fn(Sn) from the
sequence of point processes. With this in mind, one sees that the function fn must be in such a way
that, under some conditions, fn(ξn) is, in some sense, continuous. Furthermore, it is evident that
processes which arise as limits of fn(Sn) are of the form f(ξ), where f is ’reasonably nice’. This
plays a crucial roˆle in Chapter 2 where we prove that fn(Sn) converges for functions of the form
fn(x) = x1/αn , where αn → 0, to an extremal process. This rejoins the earlier mentioned fact that
extremal processes arise as limits of α-stable subordinators when α→ 0.
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The theorems presented above state convergence criteria for an array of positive random vari-
ables Zn,i and we still must decide how to choose the Zn,i in the setting of clock processes. Also,
due to the doubly stochastic nature of our processes, the verification of the conditions of Theorem
1.10, respectively Theorem 1.9, is in practice difficult. Therefore, we present in Chapter 2 and
Chapter 3 new conditions, which are specialized to the setting of clock processes and imply those
of Theorem 1.10, respectively Theorem 1.9. Let us describe this in more detail. The most natural
choice, Zn,i = λn(Jn(i))en,i, turns out to only apply to cases when the correlation between the
random variables Zn,i is negligible. However, when the Zn,i’s are correlated, either due to revisits
of Jn or due to correlated random environments, it is known from [28] that one ought to proceed
differently. Instead, one introduces a length θn  an and defines Zn,i ≡ ∑(i+1)θnj=iθn λn(Jn(i))en,i.
The idea behind this is to choose θn in such a way that the Zn,i’s are essentially uncorrelated under
Pµn . Doing so, we merge θn jumps of Jn into one jump of fn(Sn) and we loose information on
the behavior of fn(Sn) which results in convergence in a weaker topology. Thus, one must be
careful not to choose θn too large. How to choose θn is contained in a condition, which concerns
only the distribution of Jn. This condition is constructed in such a way that the verification of
Theorem 1.9 simplifies considerably. More precisely, we show that under the above mentioned
assumptions on θn and Jn we may take the average over Pµn in the νt,Zn (u,∞) and σt,Zn (u,∞). In
other words, in order to verify the conditions of Theorem 1.10 it then suffices to control quantities
that are only random in the random environment. These are the types of criteria for the convergence
of the ’delayed’ clock process, i.e. for fn(Sn(t) − Sn(0)), t > 0. To obtain convergence of the
full clock process, fn(Sn), we evoke yet another condition, concerning the initial distribution µn
which ensures that the initial jump, Sn(0), does not contribute to the clock process. As can be seen
in Chapter 2 and Chapter 3, these conditions vary with the functions fn, respectively with the size
of the graph (finite vs. infinite graphs).
In Chapter 4, we take another point of view and study the effect on correlation functions when
the contribution coming from the initial distribution to the clock process is not negligible. The roˆle
of the initial distribution in the behavior of correlation functions was first made explicit in [37],
and the only results in which the aging behavior changes due to the initial distribution are due to
Gayrard in [38]. We follow a similar approach and establish in Chapter 4 show that, depending on
the time scales on which we observe the process, the behavior of correlation functions might be
completely governed by the initial jump, respectively initial block, of Sn.
The above mentioned criteria are stated for fixed ω ∈ Ω and the question arises in which
convergence mode with respect to P we seek statements. From [37] we know that the two possible
convergence modes are P-a.s. or in P-probability: Suppose there exists a sequence Ωn ⊆ Ω with
limn→∞ P(Ωn) = 1, a sequence εn → 0, and an increasing f such that for all ω ∈ Ωn, for all
u > 0 such that ν({u}) = 0 and for all t > 0,
|νZ,tn (u,∞)− ν(u,∞)| < εn, (1.3.5)
|σZ,tn | < εn, (1.3.6)
|E∑bantci=1 Zn,i1Zn,i<δ − f(δ)| < εn. (1.3.7)
Then, if P(∩nΩn) = 0, the conditions of Theorem 1.9 and Theorem 1.10 are satisfied in P-
probability, or, if P(∩nΩn) = 1, they are satisfied P-almost surely.
We conclude this section with a discussion of the main results of this thesis.
1.4 Main results of the thesis
Since the thesis consists of three independent papers, the description of the main results is divided
into three distinct sections. The common ground between the three papers is that they develop uni-
versal mechanisms to study the aging behavior of Markov jump processes in random environments.
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The results of the first and second paper are first presented in a general setting and then applied to
various models. In the third part, we decided to study one particular model in depth even though
the technique is universal. Let us explain this in more detail.
1.4.1 Convergence to extremal processes in random environments
The first part deals with dynamics defined on a sequence of finite graphs and establishes abstract
criteria for the properly rescaled clock process to converge to an extremal process. This part, except
for Sections 2.1.3 - 2.1.4 and Sections 2.3 - 2.4, has appeared in Probability Theory and Related
Fields as the following joint work with Anton Bovier and Ve´ronique Gayrard:
A. Bovier, V. Gayrard, and A. Sˇvejda. Convergence to extremal processes in
random environments and extremal ageing in SK models, Probability Theory
and Related Fields, Volume 157, Issue 1 (2013), pp. 251–283.
The main results of Chapter 2 can be divided into three parts. The first is a theorem stated in an
abstract setting where we study sums, Sn(k) =
∑k
i=1 Zn,i, of positive random variables, Zn,i, by
analogy to Theorem 1.10. It is known, [56, 33], that in order to get convergence to an α-stable
subordinator, for α ∈ (0, 1), one requires the Zn,i’s to have a regularly varying tail distribution
with index −α. The question we ask in Chapter 2 is what happens when α tends to zero? The
same question is studied for subordinators in [44], where it is explained that 0-stable subordinators
do not exist, but shown that by applying non-linear transformations to αn-stable subordinators with
αn → 0, extremal processes arise as limit processes. Thus, in Theorem 2.1 we show how to choose
sequences, an, αn, satisfying an → ∞ and αn → 0 respectively, as n → ∞, ensuring that the
process (Sn(bantc)αn , t ≥ 0, converges in a suitable sense to an extremal process. This theorem
complements the results of [33] where it is shown that the maximum of a collection of random
variables converges to an extremal process under suitable conditions. The second part consists
of two theorems that specialize Theorem 2.1 for clock processes of Markov jump processes in
random environments defined on sequences of infinite graphs (see Theorem 2.2 and Theorem 2.3).
Theorem 2.2 translates Theorem 2.1 into this setting and Theorem 2.3 shows how the conditions
of Theorem 2.1 simplify under the assumption that the jump chain Jn admits a unique invariant
probability measure and is rapidly mixing.
Finally, we present in Sections 2.1.3-2.1.5 three applications of the above mentioned theorems.
More precisely, we show in three models for which scales an, cn, and αn, the non-linearly rescaled
clock process fn(Sn) = (Sn)αn , where Sn is as in (1.1.7), converges to an extremal process.
Here, since convergence only holds for fn(Sn), the relations (1.1.4) or(1.1.5) can only be satisfied
for Cn(t1/αn , (t(1 + ρ))1/αn − t1/αn), and so we establish extremal aging in these models. In
Sections 2.1.3 and 2.1.4 we study two models with i.i.d. random environments, namely the random
hopping dynamics of Bouchaud’s trap model on the complete graph (see Section 2.1.3) and the
same dynamics of the REM (see Section 2.1.4). Even though the correlation structure of these
random environments is trivial, it is important to understand their long time behavior because they
belong to the same universality class with respect to their aging behavior; see [11, 13, 37, 8, 28] for
normal aging and [42] for extremal aging. The results we obtain in Section 2.1.3 for a richer class
of random environments than those in [42] and those in Section 2.1.4 for a wider range of time
scales. Finally we apply our abstract results to a prominent example for models with non-trivial
correlation structure - the p-spin SK models - in Section 2.1.5. The power of the abstract theorems,
Theorem 2.2 and Theorem 2.3, is reflected in the fact that our results in Sections 2.1.3 - 2.1.5
improve all previously obtained results for convergence of the properly rescaled clock process to
an extremal process (see [42] and [19]). It is important to remark that in particular Theorem 2.8,
respectively Theorem 2.9, improve the results of [19] that hold in law with respect to the random
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environment, whereas our statements are true almost surely (for p > 4) respectively in probability
(for p = 2, 3, 4).
1.4.2 Convergence of clock processes on infinite graphs
In the second part of this thesis we study dynamics defined on an infinite graph and establish
abstract criteria for the properly rescaled clock process to converge to a subordinator. This part,
except for Sections 3.1.4, 3.5, and 3.6.5, is available on the arxiv as the following joint work with
Ve´ronique Gayrard:
V. Gayrard and A. Sˇvejda. Convergence of clock processes on infinite graphs
and aging in Bouchaud’s asymmetric trap model onZd, arxiv:1309.3066, 2013.
For n ≥ 1 let Gn = G∞ be an infinite graph. For simplicity we write G = (V,L), X , J , and
S˜. In Chapter 3 we specialize the convergence criteria for sums of dependent random variables,
Theorem 1.10, to the setting of Markov jump processes in random environments on infinite graphs.
Two objects are of interest in this class of models depending on whether one is interested in the
aging behavior or scaling limits of X . In the first case, one typically studies the clock process S˜
as in (1.1.2), whereas in the second case, one typically studies a different clock process than S˜,
namely the continuous time clock process. Let us define the continuous time clock process. Let J
be another Markov jump process with the same jump chain as X . Since X and J have the same
jump chain, there exists a function S such that,
X(t) = J(S←(t)), (1.4.1)
where S←(t) denotes the generalized right-continuous inverse of S. The function S is called the
continuous time clock process and is given by
S(t) ≡ ∫ t0 λ−1(J(s))λ(J(s))ds, t ≥ 0, (1.4.2)
where λ(x) is the parameter of the exponential holding time of J in x. The aim of Chapter 3
is to formulate the criteria of [33], respectively Theorem 1.10, for S˜ either being a discrete or
a continuous time clock process on infinite graphs. Since the specialization to clock processes
on finite graphs in [28] relies on the fact that J admits an invariant probability measure, which
typically does not hold on infinite graphs, it is not obvious how to implement the criteria of [33]
for clock processes on infinite graphs. In this respect it is important to notice that the reason
why there exists no invariant probability measure for J is that the chain is either null-recurrent or
transient. Therefore, one can hope to minimize correlation between the block variables of length θn
by requiring that J does not revisit points too often. We establish in Theorem 3.1 that the invariant
probability measure can, under the assumption that revisits along the subsequence {θni, 1 ≤ i ≤
an/θn} are negligible, be replaced by the empirical measure induced by {J(iθn), 0 ≤ i ≤ an/θn},
averaged over Pµ. We show that these assumptions are always satisfied for transient J’s and cannot
hold for positive recurrent J’s. For null-recurrent J’s they have to be verified by hand and yield
criteria how to choose θn. In Chapter 3 we present a second theorem stated in a general setting. It is
designed to simplify the conditions of Theorem 3.1 in the setting when J is random in the random
environment, that is when the empirical measure averaged over Pµ is random in the environment.
Specifically, in Theorem 3.3 we present an additional condition which holds whenever J satisfies
a P-a.s. uniform local central limit theorem (where uniform refers to space and time) and enables
us to replace the empirical measure by a deterministic probability measure.
The third part of Chapter 3 consists of two applications of the abstract theorems (see Sections
3.1.3 and 3.1.4). In Section 3.1.3 we study Bouchaud’s asymmetric trap model on Zd, d ≥ 2 (see
Section 1.4.3 below for a definition). This model is a prominent example for a dynamics that is
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random in the random environment and has so far been only studied in respect of its scaling limit.
More precisely, it is shown in [53] (d ≥ 5), [2] (d ≥ 3) and [31] (d = 2) that a properly rescaled
continuous time clock process converges to a subordinator. The continuous time clock process
which is studied in alle these paper is obtained for the so-called variable speed random walk, J˜ ,
which is a central object in random conductance models and whose scaling limit is known (for the
most recent results see [1], for the strongest results see [4], and for a general overview see [23]).
Therefore, the scaling limit for X can be constructed using the convergence of S˜ and the results on
J˜ . In Section 3.1.3 we follow a similar approach and consider the same clock process and prove
normal aging for classical, respectively natural, correlation functions. Then, in Section 3.1.4, we
study a version of Bouchaud’s trap model whose jump distribution is more general than that of the
simple random walk but is deterministic in the random environment. We prove the existence of an
P-a.s. aging regime in this setting. This model has been studied previously in [34], where aging
results are, for a richer class of models than in Section 3.1.4, obtained only in P-law, respectively
in P-probability.
1.4.3 Super-aging in Bouchaud’s asymmetric trap model on Zd
In the third part of this thesis we study the effect of initial distributions on the long time behavior
of Bouchaud’s asymmetric trap model on Zd for d ≥ 3 and its symmetric version for d = 2. It is
based on joint work with Ve´ronique Gayrard, which in turn in based on [38].
V. Gayrard and A. Sˇvejda. Aging beyond the arcsine law and super-aging in
Bouchaud’s asymmetric trap model on Zd (preliminary version).
Let us first define the model that we study in Chapter 4. For d ≥ 2 let G = (Zd,L), where L is the
collection of nearest-neighbor edges. The random environment, {τ(x), x ∈ Zd}, is a collection of
i.i.d. random variables, with tail distribution given by
P(τ(0) > u) = Cu−α(1 + L(u)), u ≥ c¯, (1.4.3)
where α ∈ (0, 1), C, c¯ ∈ (0,∞) are constants and L : (0,∞) → R tends to zero as u →
∞. For θ ∈ [0, 1], the jump rates, λ, of Bouchaud’s asymmetric trap model, X , are given by
λ(x, y) = (τ(x))θ−1(τ(y))θ, if x and y are nearest neighbors, and zero else. Typically, the initial
distribution, µ, of X is given by δ0, where 0 ∈ Zd (and we establish in Chapter 3 that for µ = δ0
the process exhibits normal aging). In Chapter 4 we ask the question under which conditions on
µ this behavior is preserved, or more precisely, whether there exist initial distributions that change
the aging behavior of the process. The correlation function that we study is the probability that
{X(s) = X(s + t)}, denoted by R(s, t). Similar questions were asked in [37] and [38]: in
the former, a general limiting form for the correlation function defined in (1.1.6) is established
and in the latter a class of initial distributions is introduced that slows down the dynamics so that
correlation functions exhibit super-aging. The method used in [38] is universal, but the results
are restricted to random hopping dynamics of mean-field models. In Chapter 4 we implement the
techniques of [37] and [38] in the context of Bouchaud’s asymmetric trap model on Zd, d ≥ 3, and
its symmetric version on Z2.
The first main result in Chapter 4 is Theorem 4.1 where we establish the limiting form of R
for general initial distributions. Specifically, we introduce sufficient conditions on the time scale
c`, the (possibly random) initial distribution µ, and the set A` = {x : P(µ(x) > 0) > 0} which
contains all vertices in Zd that have positive probability to belong to the support of µ. The first
condition establishes the convergence of the initial block variable to a random variable σ having
distribution function F on [0,∞). The second condition of Theorem 4.1 gives an upper bound
the size of the support of µ, |A`|, as a function of the time scale c`. This upper bound can be
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explained in the following way. Since the τ ’s are in the domain of attraction of an α-stable law, X
spends most of its time in sites x for which τ(x) is maximal, which is at most the order of |A`|1/α.
When X is transient, i.e. for d ≥ 3, it spends in A` at most a time of the order of |A`|1/α, hence
|A`|1/α ≤ c`. When X is recurrent, i.e. for d = 2, it spends there on the time scale c` a time at
most of the order of |A`|1/α log c`, and therefore we ask that A`|1/α ≤ c`/(log c`). Under these
assumption we establish in Theorem 4.1 that R(c`tw, c`t) converges, as `→∞, to
R∞(tw, t) = 1− F (tw + t) +
∫ tw
0 Aslα
( tw−v
tw+t−v
)
dF (v), (1.4.4)
where F is the distribution function of σ and Aslα is the distribution function of the arcsine dis-
tribution. Note that if σ is a constant then (1.4.4) proves normal aging behavior of R. This is
for example the case for all deterministic initial distributions having finite (but possibly diverging)
support. We derive Theorem 4.1 from the convergence of the same continuous time clock process
as in Chapter 3. Because the variable speed random walk J˜ is typically studied for initial distribu-
tions µ = δ0 we must adjust several results for J˜ to the setting when the support of µ is increasing.
The technique we use for this works in d ≥ 3 and we therefore consider in d = 2 the symmetric
version of this model (see Section 4.2.4 for explanations and further details).
We then apply Theorem 4.1 to the same class of initial distributions, µA,b, as in [38]. Let us
define these initial distributions. LetA ⊂ Zd be such that |A| ≡ `, where ` is a diverging sequence.
For b > α, we start the process X according to the distribution
µA,b(x) = τ(x)
b∑
y∈A τ(y)
b , x ∈ A. (1.4.5)
Using Theorem 4.1 we establish in Theorem 4.2 that, when we observe the process on time scales
of the form c`,δ = t−δw `1/α(log `1d=2 + 1d≥3), where δ ≥ 1, then R(c`tw, c`t) converges to
R∞(tw, t) with F given by
FY,θ(u) ≡ 1−
∑∞
j=1
γj∑∞
j=1 γj
exp
(
−ρ/(tδwγ(1−θ)/bj Yi)), u ≥ 0, (1.4.6)
where Γ = ∑j δγj is a Poisson random measure with intensity measure ν(u,∞) = u−α/b, u > 0,
and {Yj , j ∈ N} is a collection of i.i.d. random variables, independent of Γ. In Corollary 4.3 we
prove that, for δ > 1, R∞(tw, t) tends, as tw → ∞ and t = tδwρ, to 1 − FY,0(ρ). Since δ > 1,
this proves the existence of a super-aging regime. This rejoins the earlier mentioned results for
mean-field models in [38], where the correlation function is given by 1 − FY,0(ρ) for Y being
deterministic. The initial distributions µA,b have the same form as the distribution of X(tw) in
[58, 59]. Using this special form, the authors in [58, 59] discuss the possible occurrence of a
sub-aging regime in Bouchaud’s asymmetric trap model on Zd, d ≥ 1, and find that the limiting
correlation function is given by 1 − FY,θ(ρtδw). This prediction was only partially established for
the one-dimensional model in [14]. Thus, Corollary 4.3 proves that the same correlation function
arises in the description of the super-aging behavior in the higher dimensional models (d ≥ 2).
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Chapter 2
Convergence to extremal processes in
random environments and extremal
aging in SK models
Anton Bovier, Ve´ronique Gayrard, and Ade´la Sˇvejda
Abstract
We extend recent results on aging in mean field spin glasses on short time
scales, obtained by Ben Arous and Gu¨n [19] in law with respect to the en-
vironment, to results that hold almost surely, respectively in probability, with
respect to the environment. It is based on the methods put forward in [37, 36]
and naturally complements [28].
2.1 Introduction and main results
Spin glasses have, for the last decades, presented some of the most interesting challenges to prob-
ability theory. Even mean-field models have prompted a 1000 page monograph [61, 62] by one of
the most eminent probablists of our time. Despite of these efforts and remarkable and unexpected
progress, a full understanding of equilibrium problem, i.e. a full description of the asymptotic ge-
ometry of the Gibbs measures, is still outstanding. In this situation it is somewhat surprising that
certain properties of their dynamics have been prone to rigorous analysis, at least for some limited
choices of the dynamics. The reason for this is that interesting aspects of the dynamics occur on
time-scales that are far shorter than the those of equilibration, and experiments made with spin
glasses usually test the behavior of the probe on such time scales. Indeed, equilibration is expected
to take so long as to become inaccessible to real experiments. The physically interesting issue is
thus that of aging [24, 26], a property of time-time correlation functions that characterizes the slow
decay to equilibrium characteristic for these systems.
The mathematical analysis has revealed an universal mechanism behind this phenomenon: the
convergence of the clock-process, that relates the physical time to the number of “moves” of the
process, to an α-stable subordinator (increasing Le´vy process) under proper rescaling. The pa-
rameter α can be thought of as an effective temperature that depends both on the physical tem-
perature and the time scale considered. This has been proven for p-spin Sherrington-Kirkpatrick
(SK) models for time scales of the order exp(βγn) (where n is the number of sites in the system
with 0 < γ < min
(
β, ζ(p)
)
, where ζ(p) is an increasing function of p such that ζ(3) > 0 and
limp→∞ ζ(p) = 2 ln 2. Such a result was obtained first in [8] in law with respect to the random
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environment, and was later extended in [28] to almost sure (resp. in probability, for p = 3, 4)
results. The progress in the latter paper was possible to a fresh view on the convergence of clock
processes, introduced and illustrated in two papers [37, 36] that takes the clock process as a sum
of dependent random variables with a random distribution, and then employs conveniently suited
convergence criteria, obtained by Durrett and Resnick [33] a long time ago, to prove convergence.
This will be explained in more detail below.
The conditions on the admissible time scales in these results have two reasons. First, it emerges
that α = γ/β, so one of the conditions is simply that α ∈ (0, 1). The upper bound γ < ζ(p) ensures
that there will be no strong long-distance correlations, meaning that the systems has not had time to
discover the full correlation structure of the random environment. This condition is thus the stricter
the smaller p is, since correlations become weaker as p increases.
A natural questions to ask is what happens on time-scales that are sub-exponential in the vol-
ume n? This question was first addressed in a recent paper by Ben Arous and Gu¨n [19]. This
situation would correspond formally to α = 0, but 0-stable subordinators do not exist, so some
new phenomenon has to appear. Indeed, they showed that the limiting objects appearing here are
the so-called extremal processes. In the theory of sums of heavy tailed random variables this idea
goes back to Kasahara [44] who showed that by applying non-linear transformations to the sums of
αn-stable r.v.’s with αn → 0, extremal processes arise as limit processes. This program was imple-
mented to clock processes by Ben Arous and Gu¨n using the approach of [8] to handle the problems
of dependence of the random variables involved. As a consequence, their results are again in law
with respect to the random environment. An interesting aspect of this work was that, due to the
very short time scales considered, the case p = 2, i.e. the original SK model, is also covered.
In the present paper we proceed along the line of [37, 36, 28] and formulate an abstract result
which we apply to three different types of models, the most important one being the p-spin SK
models. This way we show how one can extend the results of Ben Arous and Gu¨n to quenched
results, holding for given random environments almost surely (if p > 4) resp. in probability (if
2 ≤ p ≤ 4).
Before stating our results, we begin by a concise description of the class of models we consider.
2.1.1 Markov jump processes in random environments
Let us describe the general setting of Markov jump processes in random environments that we
consider here. Let Gn(Vn,Ln) be a sequence of loop-free graphs with set of vertices Vn and set
of edges Ln. The random environment is a family of positive random variables, τn(x), x ∈ Vn,
defined on a common probability space (Ω,F ,P). Note that in the most interesting situations the
τn’s are correlated random variables.
On Vn we consider a discrete time Markov chain Jn with initial distribution µn, transition
probabilities pn(x, y), and transition graph Gn(Vn,Ln). The law of Jn is a priori random on the
probability space of the environment. We assume that Jn is reversible and admits a unique invariant
measure pin.
The process we are interested in, Xn, is defined as a time change of Jn. To this end we set
λn(x) ≡ Cpin(x)/τn(x), (2.1.1)
where C > 0 is a model dependent constant, and define the clock process
S˜n(k) =
k−1∑
i=0
λ−1n (Jn(i))en,i, k ∈ N , (2.1.2)
where {en,i : i ∈ N0, n ∈ N} is an i.i.d. array of mean 1 exponential random variables, indepen-
2.1 INTRODUCTION AND MAIN RESULTS 17
dent of Jn. The continuous time process Xn is then given by
Xn(t) = Jn(k), if S˜n(k) ≤ t < S˜n(k + 1) for some k ∈ N, t > 0 . (2.1.3)
One verifies readily thatXn is a continuous time Markov jump process with infinitesimal generator
λn(x, y) ≡ λn(x)pn(x, y), (2.1.4)
and invariant measure that assigns to x ∈ Vn the mass τn(x).
To fix notation we denote by FJ and FX the σ-algebras generated by the variables Jn and
Xn, respectively. We write Ppin for the law of the process Jn, conditional on F , i.e. for fixed
realizations of the random environment. Likewise we call Pµn the law of Xn conditional on F .
In [37, 36] and [28], the main aim was to find criteria when there are constants, an, cn, satisfy-
ing an, cn →∞, as n→∞, and such that the process
Sn(t) ≡ c−1n S˜n(bantc) = c−1n
bantc−1∑
i=0
λ−1n (Jn(i))en,i, t > 0, (2.1.5)
converges in a suitable sense to a stable subordinator. The constants cn are the time scale on which
we observe the continuous time Markov process Xn, while an is the number of steps the jump
chain Jn makes during that time. In order to get convergence to an α-stable subordinator, for
α ∈ (0, 1), one typically requires that the λ−1’s observed on the time scales cn have a regularly
varying tail distribution with index −α. In this paper we ask when there are constants, an, cn, αn,
satisfying an, cn → ∞ and αn → 0 respectively, as n → ∞, and such that the process (Sn)αn
converges in a suitable sense to an extremal process.
2.1.2 Main Theorems
We now state three theorems, beginning with an abstract one that we next specialize to the setting
of Section 2.1.1. Specifically, consider a triangular array of positive random variables, Zn,i, defined
on a probability space (Ω,F ,P). Let αn and an be sequences such that αn → 0 and an → ∞ as
n→∞, respectively. Our first theorem gives conditions that ensure that the sequence of processes
(Sn)αn , where Sn(0) = 0 and
Sn(t) ≡
bantc∑
i=1
Zn,i, t > 0, (2.1.6)
converges to an extremal process.
Theorem 2.1. Let ν be a sigma-finite measure on (R+,B(R+)) such that ν(0,∞) = ∞. Assume
that there exist sequences an, αn such that for all continuity points x of the distribution function of
ν, for all t > 0, in P-probability,
lim
n→∞
bantc∑
i=1
P
(
Zαnn,i > x|Fn,i−1
)
= tν(x,∞), (2.1.7)
and
lim
n→∞
bantc∑
i=1
[
P
(
Zαnn,i > x|Fn,i−1
)]2
= 0, (2.1.8)
where Fn,i denotes the σ-algebra generated by the random variables Zn,j , j ≤ i. If, moreover, for
all t > 0
lim sup
n→∞
(bantc∑
i=1
E1Zn,i≤δ1/αn δ−1/αnZn,i
)αn
<∞, ∀ δ > 0 , (2.1.9)
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then, as n→∞,
(Sn)αn
J1=⇒Mν , (2.1.10)
where Mν is an extremal process with one-dimensional distribution function F (x) = e−ν(x,∞).
Convergence holds weakly on the space D([0,∞)) equipped with the Skorokhod J1-topology.
In the sequel we denote by J1=⇒ weak convergence in D([0,∞)) equipped with the Skorokhod
J1-topology.
In order to use Theorem 2.1 in the Markov jump process setting of Section 2.1.1, we specify
Zn,i. In doing this we will be guided by the knowledge acquired in earlier works [37], [36], [28]:
introducing a new scale θn we take Zn,i to be a block sum of length θn, i.e. we set
Zn,i ≡
iθn∑
j=(i−1)θn+1
c−1n λ
−1
n (Jn(j))en,j . (2.1.11)
The roˆle of θn is to de-correlate the variables Zn,i under the law Pµn . In models with uncorrelated
environments and where the probability of revisiting points is small, one may hope to take θn = 1.
When the environment is correlated and the chain Jn is rapidly mixing, one may try to choose
θn  an in such a way that, the variables Zn,i are close to independent. These two situations were
encountered in the random hopping dynamics of the Random Energy Model in [36], and the p-spin
models in [28] respectively. Theorem 2.2 below specializes Theorem 2.1 to these Zn,i’s.
For y ∈ Vn and u > 0 let
Qun(y) ≡ Py
(
θn∑
j=1
λ−1n (Jn(j))en,j > cnu1/αn
)
(2.1.12)
be the tail distribution of the blocked jumps of Xn, when Xn starts in y. Furthermore, for kn(t) ≡
bbantc/θnc, t > 0, and u > 0 define
νJ,tn (u,∞) ≡
kn(t)∑
i=1
∑
y∈Vn
pn(Jn(θni), y)Qun(y) , (2.1.13)
σJ,tn (u,∞) ≡
kn(t)∑
i=1
∑
y∈Vn
pn(Jn(θni), y)Qun(y)
2 . (2.1.14)
Using this notation, we rewrite Conditions (2.1.7)-(2.1.9). Note that Qun(y) is a random vari-
able on the probability space (Ω,F ,P), and so are the quantities νJ,tn (u,∞) and σJ,tn (u,∞). The
conditions below are stated for fixed realization of the random environment as well as for given
sequences an, cn, θn, and αn such that an, cn →∞, and αn → 0 as n→∞.
Condition (1) Let ν be a σ-finite measure on (0,∞) with ν(0,∞) =∞ and such that for all t > 0
and all u > 0
lim
n→∞Pµn
(∣∣∣νJ,tn (u,∞)− tν(u,∞)∣∣∣ > ε) = 0 , ∀ε > 0 . (2.1.15)
Condition (2) For all u > 0 and all t > 0,
lim
n→∞Pµn
(
σJ,tn (u,∞) > ε
)
= 0 , ∀ε > 0 . (2.1.16)
Condition (3) For all t > 0 and all δ > 0
lim sup
n→∞
(bantc∑
i=1
Eµn1{λ−1n (Jn(i))en,i≤δ1/αncn}(cnδ
1/αn)−1λ−1n (Jn(i))en,i
)αn
<∞ . (2.1.17)
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Condition (0) For all v > 0,
lim
n→∞
∑
x∈Vn
µn(x)e−v
1/αncnλn(x) = 0 . (2.1.18)
For t > 0 set
(
Sbn(t)
)αn ≡ (kn(t)∑
i=1
(
θni∑
j=θn(i−1)+1
c−1n λ
−1
n (Jn(j))en,j
)
+ c−1n λ−1n (Jn(0))en,0
)αn
. (2.1.19)
Theorem 2.2. If for a given initial distribution µn and given sequences an, cn, θn, and αn, Condi-
tions (0)-(3) are satisfied P-a.s., respectively in P-probability, then(
Sbn
)αn J1=⇒Mν , (2.1.20)
where convergence holds P-a.s., respectively in P-probability.
Remark. Theorem 2.2 tells us that the blocked clock process (Sbn)αnconverges to Mν weakly in
D([0,∞)) equipped with the Skorokhod J1-topology. This implies that the clock process (Sn)αn
converges to the same limit in the weaker M1-topology (see [28] for further discussion).
Remark. The extra Condition (0) serves to guarantee that the last term in (2.1.19) is asymptotically
negligible.
Finally, following [28], we specialize Conditions (1)-(3) under the assumption that the chain Jn
obeys a mixing condition (see Condition (2-1) below). Conditions (1)-(2) of Theorem 2.2 are then
reduced to laws of large numbers for the random variables Qun(y). Again we state these conditions
for fixed realization of the random environment and given sequences an, cn, θn, and αn.
Condition (1-1) Let Jn be a periodic Markov chain with period q. There exists a positive de-
creasing sequence ρn, satisfying ρn → 0 as n → ∞, such that, for all pairs x, y ∈ Vn, and all
i ≥ 0,
q−1∑
k=0
Ppin (Jn(i+ θn + k) = y, Jn(0) = x) ≤ (1 + ρn)pin(x)pin(y) . (2.1.21)
Condition (2-1) There exists a σ-finite measure ν with ν(0,∞) =∞ and such that
νtn(u,∞) ≡ kn(t)
∑
x∈Vn
pin(x)Qun(x)→ tν(u,∞) , (2.1.22)
and
σtn(u,∞) ≡ kn(t)
∑
x∈Vn
∑
x′∈Vn
pin(x)p(2)n (x, x′)Qun(x)Qun(x′)→ 0 . (2.1.23)
where p(2)n (x, x′) =
∑
y∈Vn pn(x, y)pn(y, x′) are the 2-step transition probabilities.
Condition (3-1) For all t > 0 and δ > 0
lim sup
n→∞
(
bantcEpin1{λ−1n (Jn(1))en,1≤cnδ1/αn}c
−1
n δ
−1/αnλ−1n (Jn(1))en,1
)αn
<∞ . (2.1.24)
Theorem 2.3. Let µn = pin. If for given sequences an, cn, θn  an, and αn, Conditions (1-
1)-(3-1) and (0) are satisfied P-a.s., respectively in P-probability, then (Sbn)αn
J1=⇒ Mν , P-a.s.,
respectively in P-probability.
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2.1.3 Application to Bouchaud’s trap model on the complete graph
We apply Theorem 2.2 to Bouchaud’s trap model on the complete graph, which is defined as fol-
lows. For n ∈ N, the complete graph is given by Vn = {1, . . . , n} and Ln = {{x, y} : x, y ∈ Vn}.
We assign to each edge x ∈ Vn a random variable τn (x) and denote for n ∈ N the random envi-
ronment by
τn ≡ {τn (x) : x ∈ Vn} . (2.1.25)
We assume that for every n, τn is a collection of independently and identically distributed random
variables whose distribution function satisfies
P (τn (x) > u) = u−αnL (u) u ∈ (0,∞) , x ∈ Vn, (2.1.26)
where (αn)n∈N is a given sequence such that αn ∈ (0, 1) for n ∈ N, αn → 0 as n → ∞ and L is
a slowly varying function, i.e.
limt→∞ L(tu)L(t) = 1, ∀u > 0. (2.1.27)
We take Jn to be the simple random walk on Vn, i.e. Jn has transition probabilities
pn (x, y) =
1
n
, x, y ∈ Vn . (2.1.28)
This chain has unique invariant measure pin(x) = 1/n and we take µn = pin. We have the
following convergence result for Sαnn . TakingC = 1/n in (2.1.1), the mean holding times, λ−1n (x),
reduce to λ−1n (x) = τn(x).
Theorem 2.4. Let (an)n∈N and (cn)n∈N be increasing sequences such that
(i) an satisfies in such a way that ann−1 logn→ 0,
(ii) anP
(
τn (1) > cnu1/αn
)
→ u−1 for every u ∈ (0,∞), 1 ∈ Vn,
(iii) there exists a constant C > 0, N? ∈ N such that for all u ∈ (0,∞) and n ≥ N?
an P (τn (1) > cnu) ≤ Cu−αn . (2.1.29)
Then we have, P-a.s., Snαn
J1=⇒ M , where M is an extremal process with distribution function
F (x) = exp (−1/x), x ∈ (0,∞).
We derive from Theorem 2.4 the limit of the correlation function Cn(s, t), which is for t, s > 0
given by
Cn(t, s) = Pµn(Xn(cnt1/αn) = Xn(cnv), ∀t1/αn ≤ v ≤ (t+ s)1/αn). (2.1.30)
This is the probability that Xn did not jump during the time interval (cnt1/αn , cn(t+ s)1/αn).
Theorem 2.5. Under the assumptions of Theorem 2.4 we have that, P-a.s.,
lim
n→∞ Cn(t, s) =
t
t+ s, t, s > 0. (2.1.31)
Theorem 2.5 establishes extremal aging as defined in [19]. Here, de-correlation takes place on
time intervals of the form [t1/αn , (t+s)1/αn ], while in normal aging it takes place on time intervals
of the form [t, t+ s].
The results of Theorem 2.4 and Theorem 2.5 are established in [42] for the special case that
τn(x) = exp(1/αnen(x)), where {en(x), x ∈ Vn} is a collection of i.i.d. mean one exponentially
distributed random variables.
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2.1.4 Application to the random energy model
In this section, we apply Theorem 2.2 to the Random Energy Model (hereafter referred to as REM).
The underlying graph Vn is the hypercube Σn = {−1, 1}n equipped with nearest neighbor edges.
The Hamiltonian of the REM is a Gaussian process, Hn, on Σn with zero mean and covariance
EHn(x)Hn(x′) = nδx=x′ . (2.1.32)
The random environment, τn(x), is defined in terms of Hn through
τn(x) ≡ exp(βHn(x)), (2.1.33)
where β ∈ R+ is the inverse temperature. The Markov chain, Jn, is chosen as the simple random
walk on Σn, i.e.
pn(x, x′) =
{ 1
n , if dist(x, x′) = 1,
0, else,
(2.1.34)
where the distance function on the hypercube is given by
dist(x, x′) ≡ 12
n∑
i=1
|xi − x′i|. (2.1.35)
This chain has unique invariant measure pin(x) = 2−n. Finally, choosing C = 2n in (2.1.1),
the mean holding times, λ−1n (x), reduce to λ−1n (x) = τn(x). This defines the so-called random
hopping dynamics. We have the following convergence result for Sαnn
Theorem 2.6. Let (αn)n∈N be a sequence satisfying
(A) ∃η > 0 such that αn ≥
(
(7 + η) logn(nβ2)−1
)1/2, and αn → 0.
Define (an)n∈N and (cn)n∈N via
(B) an =
√
2pin βαn exp
(
1
2α
2
nnβ
2
)
,
(C) cn = exp
(
αnnβ
2) .
Then, P-a.s., Snαn
J1=⇒ M , where M is an extremal process with distribution function F (x) =
exp (−1/x) for x > 0.
We study the same correlation function as in Bouchaud’s trap model on the complete graph,
i.e. we take Cn as defined in (2.1.30) and obtain the following result.
Theorem 2.7. Under the assumptions of Theorem 2.6 we have that, P-a.s.,
lim
n→∞ Cn(t, s) =
t
t+ s, t, s > 0. (2.1.36)
Our Theorem 2.6 and Theorem 2.7 are slight improvements of Theorem 48 in [42] because
they admit a wider range of sequences αn.
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2.1.5 Application to the p-spin SK model.
In this section we illustrate the power of Theorem 2.3 by applying it to the p-spin SK models,
including the SK model itself, i.e. p ≥ 2. This model is a generalization of the REM, the only
difference being in the definition of the Hamiltonian. The Hamiltonian of the p-spin SK model is a
Gaussian process, Hn, on Σn with zero mean and covariance
EHn(x)Hn(x′) = nRn(x, x′)p, (2.1.37)
where Rn(x, x′) ≡ 1 − 2 dist(x,x
′)
n . The random environment, τn(x), is defined in terms of Hn
through
τn(x) ≡ exp(βHn(x)), (2.1.38)
where β ∈ R+ is again the inverse temperature. We take Jn to be the simple random walk on Σn, as
defined in the previous section. Recall, that the unique invariant measure is given by pin(x) = 2−n.
Finally, choosing C = 2n in (2.1.1), the mean holding times, λ−1n (x), reduce to λ−1n (x) = τn(x).
This defines the so-called random hopping dynamics.
In the theorem below the inverse temperature β is to be chosen as a sequence (βn)n∈N that
either diverges or converges to a strictly positive limit.
Theorem 2.8. Let ν be given by ν(u,∞) ≡ Kpu−1 for u ∈ (0,∞) and Kp = 2p. Let γn, βn be
such that γn = n−c for c ∈
(
0, 12
)
, βn ≥ β0 for some β0 > 0, and γnβn ≤ O(1). Set αn ≡ γn/βn.
Define the jump scales an and time scales cn via
an =
√
2pin γ−1n e
1
2γ
2
nn (2.1.39)
cn = eγnβnn . (2.1.40)
Then
(
Sbn
)αn J1=⇒ Mν . Convergence holds P-a.s. for p > 5 and in P-probability for p = 2, 3, 4.
For p = 5 it holds P-a.s. if c ∈
(
0, 14
)
and in P-probability else.
Remark. Theorem 2.8 immediately implies that (Sn)αn
M1=⇒Mν on D([0,∞)) equipped with the
weaker M1- topology.
In [19] an analogous result is proven in law with respect to the environment, for similar condi-
tions on the sequence γn and fixed β.
Let us comment on the conditions on γn and βn in Theorem 2.8. They guarantee that αn → 0
as n→∞, and that both sequences an and cn diverge as n→∞. Note here that different choices
of the sequence βn correspond to different time scales cn. If βn → β > 0 as n → ∞ then cn is
sub-exponential in n, while in the case of diverging βn, cn can be as large as exponential in O(n).
Finally these conditions guarantee that the rescaled tail distribution of the τn’s, on time scale cn, is
regularly varying with index −αn.
We use Theorem 2.8 to derive the limiting behavior of the time correlation function Cεn(t, s)
which, for t > 0, s > 0, and ε ∈ (0, 1) is given by
Cεn(t, s) ≡ Ppin (Aεn(t, s)) , (2.1.41)
where Aεn(t, s) ≡
{
Rn
(
Xn(t1/αncn), Xn((t+ s)1/αncn)
)
≥ 1− ε
}
.
Theorem 2.9. Under the assumptions of Theorem 2.8,
lim
n→∞ C
ε
n(t, s) =
t
t+ s, ∀ε ∈ (0, 1), t, s > 0. (2.1.42)
Convergence holds P-a.s. for p > 5 and in P-probability for p = 2, 3, 4. For p = 5 it holds P-a.s.
if c ∈
(
0, 14
)
and in P-probability else.
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The remainder of the paper is organized as follows. We prove the results of Section 2.1.2 in
Section 2.2. Section 2.5 is devoted to the proofs of the statements of Section 2.1.5. Finally, an
additional lemma is proven in the Appendix.
2.2 Proofs of the main Theorems
Now we come to the proofs of the theorems of Section 2.1.2. The proof of Theorem 2.1 hinges on
the property that extremal processes can be constructed from Poisson random measures. Namely,
if ξ′ = ∑k∈N δ{t′k,x′k} is a Poisson random measures on (0,∞) × (0,∞) with intensity measure
dt× dν ′, where ν ′ is a σ-finite measure such that ν ′(0,∞) =∞, then
M(t) ≡ sup{x′k : t′k ≤ t}, t > 0, (2.2.1)
is an extremal process with 1-dimensional marginal
Ft(u) = e−tν
′(u,∞). (2.2.2)
(See e.g. [56], Chapter 4.3.). This was used in [33] to derive convergence of maxima of random
variables to extremal processes from an underlying Poisson random measure convergence. Our
proof exploits similar ideas and the key fact that the 1/αn-norm converges to the sup norm as
αn → 0.
Proof of Theorem 2.1. Consider the sequence of point processes defined on (0,∞)×(0,∞) through
ξn ≡
∑
k∈N
δ{
k/an,Z
αn
n,k
}. (2.2.3)
By Theorem 3.1 of [33], Conditions (2.1.7) and (2.1.8) immediately imply that ξn
J1=⇒ ξ, where ξ
is a Poisson random measure with intensity measure dt× dν.
The remainder of the proof can be summarized as follows. In the first step we construct
(Sn(t))αn from ξn by taking the αthn power of the sum over all points Zn,k up to time bantc.
To this end we introduce a truncation threshold δ and split the ordinates of ξn into
Zαnn,k = Z
αn
n,k1Z
αn
n,k
≤δ + Zαnn,k1Zαnn,k>δ. (2.2.4)
Applying a summation mapping to Zαnn,k1Zαnn,k>δ, we show that the resulting process converges to
the supremum mapping of a truncated version of ξ. More precisely, let δ > 0. Denote byMp the
space of point measures on (0,∞) × (0,∞). For n ∈ N let T δn be the functional onMp, whose
value at m = ∑k∈N δ{tk,jk} is
(T δnm)(t) =
(∑
tk≤t j
1/αn
k 1{jk>δ}
)αn
, t > 0. (2.2.5)
Let T δ be the functional onMp given by
(T δm)(t) = sup
{
jk1{jk>δ} : tk ≤ t
}
, t > 0 . (2.2.6)
We show that T δnξn
J1=⇒ T δξ as n→∞.
In the second step we prove that the small terms, as δ → 0 and n → ∞, do not contribute to
(Sn)αn , i.e. that for ε > 0
lim
δ→0
lim sup
n→∞
P
(
ρ∞
(
T δnξn, S
αn
n
)
> ε
)
= 0 , (2.2.7)
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where ρ∞ denotes the Skorokhod metric on D([0,∞)). Moreover, observe that T δξ J1=⇒ M as
δ → 0. Then, by Theorem 4.2 from [22], the assertion of Theorem 2.1 follows.
Step 1: To prove that T δnξn
J1=⇒ T δξ as n → ∞ we use a continuous mapping theorem, namely
Theorem 5.5 from [22]. Since the mappings T δn and T
δ are measurable, it is sufficient to show that
the set
E =
{
m ∈Mp : ∃ (mn)n∈N s.t. mn v→ m but T δnmn
J1=⇒ T δm
}
, (2.2.8)
where v→ denotes vague convergence inMp, is a null set with respect to the distribution of ξ. For
the Poisson random measure ξ it is enough to show that Pξ (Ec ∩ D) = 1, where
D ≡ {m ∈Mp : m ((0, t]× [j,∞)) <∞ ∀t, j > 0} . (2.2.9)
Let CT δ ≡
{
t > 0 : Pξ
({
m : T δm (t) = T δm (t−)
})
= 1
}
be the set of continuity points of ξ.
By definition of the Skorokhod metric, we consider m ∈ D, a, b ∈ CT δ , and (mn)n∈N such that
mn
v→ m and show that
lim
n→∞ ρ[a,b]
(
T δnmn, T
δm
)
= 0 , (2.2.10)
where ρ[a,b] denotes the Skorokhod metric on [a, b]. Sincem ∈ D, there exist continuity points x, y
of m such that m((a, b)× (δ,∞)) = m((a, b)× (x, y)) <∞. Then, Lemma 2.1 from [52] yields
that mn also has this property for large enough n. Moreover, the points of mn in (a, b) × (x, y)
converge to the ones of m (cf. Lemma I.14 in [54]). Finally, we use that αn → 0 as n → ∞
and thus T δn can be viewed as the 1/αn-norm, which converges as n → ∞ to the sup-norm T δ.
Therefore, T δnξn
J1=⇒ T δξ as n→∞.
Step 2: We prove (2.2.7) by showing that the assertion holds true for the Skorokhod metric on
D([0, k]) for every k ∈ N. Assume without loss of generality that k = 1. Let ε > 0. We have that
P
(
sup0≤t≤1
∣∣∣T δnξn (t)− Sαnn (t)∣∣∣ > ε)
= P
(
sup0≤t≤1
∣∣∣(∑bantci=1 Zn,i1Zn,i>δ1/αn)αn − (∑bantci=1 Zn,i)αn∣∣∣ > ε) . (2.2.11)
Since for n large enough αn < 1, we know by Jensen’s inequality that∣∣∣(∑bantci=1 Zn,i1Zn,i>δ1/αn)αn − (∑bantci=1 Zn,i)αn∣∣∣ ≤ ∣∣∣∑bantci=1 Zn,i1Zn,i≤δ1/αn ∣∣∣αn , (2.2.12)
and therefore
(2.2.11) ≤ P
(
sup0≤t≤1
∣∣∣∑bantci=1 Zn,i1Zn,i≤δ1/αn ∣∣∣αn > ε) . (2.2.13)
All summands are non-negative. Hence the supremum is attained for t = 1. Applying a first order
Chebychev and Jensen’s inequality, we obtain that (2.2.13) is bounded above by
ε−1
(∑an
i=1 E1Zn,i≤δ1/αnZn,i
)αn = δε (∑ani=1 E1Zn,i≤δ1/αn δ−1/αnZn,i)αn . (2.2.14)
By (2.1.9) the sum is bounded in n and hence, as δ → 0, (2.2.14) tends to zero. This concludes the
proof of Theorem 2.1.
Proof of Theorem 2.2. Throughout we fix a realisation ω ∈ Ω of the random environment but do
not make this explicit in the notation. We set
Ŝbn(t) ≡ Sbn(t)− c−1n λ−1n (Jn(0))en,0, t > 0. (2.2.15)
(Sbn(t))αn differs from (Ŝbn(t))αn by one term. All terms in (Sbn(t))αn are non-negative and there-
fore we conclude by Jensen’s inequality that, for n large enough,
Ŝbn(t)αn ≤ Sbn(t)αn ≤ Ŝbn(t)αn +
(
c−1n λ
−1
n (Jn(0))en,0
)αn
. (2.2.16)
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By Condition (0) the contribution of the term
(
c−1n λ−1n (Jn(0))en,0
)αn is negligible. Thus we must
show that under Conditions (1)-(3), (Ŝbn)αn
J1=⇒Mν . Recall that kn(t) ≡ bbantc/θnc and that for
i ≥ 1,
Zn,i ≡∑θnij=θn(i−1)+1 c−1n λ−1n (Jn(j))en,j . (2.2.17)
We apply Theorem 2.1 to the Zn,i’s. It is shown in the proof of Theorem 1.2 in [28] that Conditions
(1) and (2) imply (2.1.7) and (2.1.8). It remains to prove that Condition (3) yields (2.1.9). Note
that for all i ≥ 1 and all (i− 1)θn + 1 ≤ j ≤ iθn
1{
∑iθn
j=(i−1)θn+1 λ
−1
n (Jn(j))en,j≤cnδ1/αn} ≤ 1{λ−1n (Jn(j))en,j≤cnδ1/αn} . (2.2.18)
Using (2.2.18), we observe that (2.1.9) is in particular satisfied if for every δ > 0 and t > 0
lim sup
n→∞
(bantc∑
i=1
Eµn1{λ−1n (Jn(j))en,j≤cnδ1/αn}δ
−1/αnc−1n λ
−1
n (Jn(j))en,j
)αn
<∞ , (2.2.19)
which is nothing but Condition (3). The proof of Theorem 2.2 is done.
Finally, having Theorem 2.2 and the results from [28], Theorem 2.3 is deduced readily.
Proof of Theorem 2.3. Let µn be the invariant measure pin of the jump chain Jn. By Proposition
2.1 of [28] we know that Conditions (0), (1-1), and (2-1) imply Conditions (0)-(2) of Theorem 2.2.
Moreover, since µn = pin, Condition (3-1) is Condition (3). Thus, the conditions of Theorem 2.2
are satisfied under the assumptions of Theorem 2.3 and this yields the claim.
2.3 Application to Bouchaud’s trap model on the complete graph
We show that the conditions of Theorem 2.2 are satisfied, P-a.s., for the choice of an, cn, and αn
of Theorem 2.4 and for the block length θn ≡ 1. We begin with the verification of Condition (1).
Let u, t > 0. In this setting, νJ,tn (u,∞) is given by
νJ,tn (u,∞) =
∑kn(t)
k=1
∑
y∈Vn pn(J(k), y)Qun(y)
= 1/n∑kn(t)k=1 ∑y∈Vn Qun(y) = bantc/n∑y∈Vn Qun(y) (2.3.1)
To shorten notation, we set γn(x) = c−1n τn(x) for x ∈ Vn. For n ∈ N and y ∈ Vn we note that, by
the assumptions on Jn and the en,k’s
Qun(y) = Py
(
γn (Jn (k)) en,k > u1/αn
)
= ∑ni=1 Py (γn(i)en,k > u1/αn , Jn (k) = i)
= ∑ni=1 Py (Jn (k) = i)Py (γn(i)en,k > u1/αn)
= 1/n∑ni=1 exp (−u1/αn/γn(i)). (2.3.2)
Together with (2.3.1), we find that
νJ,tn (u,∞) = (kn(t)/an) an/n
∑n
i=1 exp
(
−u1/αn/γn(i)
)
. (2.3.3)
Note that this is not a random variable with respect to the chain, respectively the exponentials.
Since moreover kn(t)/an → t as n→∞, it suffices to show that there exists Ω0 with P (Ω0) = 1
such that on Ω0 we have
limn→∞ an/n
∑n
i=1 exp
(
−u1/αn/γn(i)
)
= u−1. (2.3.4)
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To this end we use the following strategy. We first show that
limn→∞ an E
[
exp
(
−u1/αn/γn (1)
)]
= u−1. (2.3.5)
Then, we prove that there exists Ω0 with P (Ω0) = 1 such that on Ω0
limn→∞ an
∣∣∣ 1n∑ni=1 exp (−u1/αn/γn (i))− E [exp (−u1/αn/γn (1))]∣∣∣ = 0. (2.3.6)
Denote by fτn(1) the density function of τn (1). By partial integration and substitution we find that
an E
[
exp
(
−u1/αnγn (1)
)]
= an
∫∞
0 dt exp
(
−cnu1/αn/t
)
fτn(1) (t)
= an
∫∞
0 dt exp
(
−cnu1/αn/t
)
cnu
1/αnt−2P (τn (1) > t)
= an
∫∞
0 dy e
−y P
(
γn (1) > u1/αn/y
)
. (2.3.7)
By (2.1.26) and assumption (ii) we have that
lim
n→∞
∣∣∣ane−y P (γn (1) > u1/αn/y)− e−y yαn u−1∣∣∣ = 0. (2.3.8)
and moreover, by assumption (iii) we have for n ≥ N?
ane
−y P
(
γn (1) > u1/αn/y
)
≤ Ce−y yαn u−1 ≤ Cu−1e−y
(
1{y<1} + y1{1≤y}
)
. (2.3.9)
Therefore, by the dominated convergence theorem, as n→∞,
(2.3.7) ∼ ∫∞0 dye−y yαn u−1 = u−1 Γ (1 + αn) n→∞−→ u−1 .
This shows that (2.3.5) is satisfied. Let us now establish that (2.3.6) holds P-a.s. To this end, we
use the following concentration inequality, whose proof can be found in [20].
Proposition 2.10 (Bennett’s inequality, [20]). Let I be a finite set and {Y (k) , k ∈ I} a collection
of independent random variables defined on some probability space
(
Ω˜, F˜ , P
)
with E [Y (k)] = 0
for every k ∈ I . Let a ≥ maxk∈I ||Yk||∞ and b2 =
∑
k∈I E
[
Y 2k
]
. Then, for any t > 0, b¯2 ≥ b2
P (∑k∈I Yk > t) ≤ exp (t/a− (t/a+ b¯2/a2) log (1 + at/b¯2)) . (2.3.10)
Moreover, if t ≤ b¯2/(2a) the inequality simplifies to
P (∑k∈I Yk > t) ≤ exp (−t2/(4b¯2)) . (2.3.11)
We apply (2.3.11) of Proposition 2.10 to the random variables
Yn (k) = exp
(
−u1/αn/γn (k)
)
− E
[
exp
(
−u1/αn/γn (1)
)]
, k = 1, . . . , n . (2.3.12)
Let ε > 0, a = 2 and t = n/anε. Note for the choice of b¯2 that∑n
k=1 E
[
Y 2n (k)
]
= nVar
(
exp
(
−cnu1/αn/γn (1)
))
≤ nE
[
exp
(
−2u1/αn/γn (1)
)]
. (2.3.13)
By similar calculations as in (2.1.25) and by assumptions (ii) and (iii) we find that
lim
n→∞
∣∣∣an E [exp (−2u1/αn/γn (1))]− 2−αnΓ (1 + αn)u−1∣∣∣ = 0 . (2.3.14)
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Therefore, we have for n large enough
an E
[
exp
(
−2u1/αn/γn (1)
)]
≤ 2−αnΓ (1 + αn)u−1 + ε , (2.3.15)
and hence we choose b¯2 = n/an
(
2−αnΓ (1 + αn)u−1 + ε
)
. Finally, we have to check whether
t ≤ b22a . This is satisfied if and only if
ε ≤ 4/32−αnΓ (1 + αn)u−1 , (2.3.16)
which for n large enough is satisfied because the right hand side of (2.3.16) is increasing in n. Thus
we find, for n large enough that
P
(
an
∣∣∣1/n∑nk=1 exp (−u1/αn/γn (k))− E [exp (−u1/αn/γn (1))]∣∣∣ > ε)
≤ 2 exp
(
−ε22αnun(anΓ (1 + αn))−1
)
≤ 2 exp(−ε2/4un/an), (2.3.17)
where we used the fact that 2αn/Γ (1 + αn) ≥ 1 for n large enough. By assumption (i) we have
n/an = nκn where κn ∈ (0, 1) for all n. Hence we conclude by Borel Cantelli Lemma that there
exists Ω0 with P (Ω0) = 1 such that (2.3.6) holds on Ω0. This finishes the verification of Condition
(1).
We show now that Condition (2) is satisfied P-a.s. for u, t > 0. We rewrite σJ,tn , using (2.3.2)
and (2.3.1) to find that
σJ,tn (u,∞) =
∑bantc
k=1
(∑
y∈Vn pn(J(k), y)Qun(y)
)2
= bantc/n2
(∑
y∈Vn Q
u
n(y)
)2
≤ (kn(t))−1
(
νJ,tn (u,∞)
)2
. (2.3.18)
Note that this is again only a random variable in the random environment. Let ε > 0. By (2.3.5)
and (2.3.6) we know that there exists Ω0 with P(Ω0) = 1 such that on Ω0 we have for n large
enough that
νJ,tn (u,∞) ≤ u−1(1 + ε). (2.3.19)
Using this in (2.3.18), we see that, P-a.s., for n large enough
σJ,tn (u,∞) ≤ (kn(t))−1u−2(1 + ε)2, (2.3.20)
which tends to zero as n→∞ and we deduce that Condition (2) is satisfied P-a.s. The verification
of Condition (0) follows similarly by noting that∑
y∈Vn pin(y) exp(−cnv1/αn/τn(y)) = a−1n νJ,1n (v,∞). (2.3.21)
It remains to establish that Condition (3) is satisfied P-a.s. That is, we show that, P-a.s.,
lim
δ→0
lim sup
n→∞
(
δ−1/αnc−1n Epin
an∑
k=1
τn(Jn(k))en,k1τn(Jn(k))en,k≤cnδ1/αn
)αn
<∞ (2.3.22)
The expected value in (2.3.22) is by a substitution given by
δ−1/αnEpin
[∑an
k=1 γn(Jn(k))en,k1γn(Jn(k))en,k≤δ1/αn
]
= δ−1/αnc−1n
∑an
k=1
∫ cnδ1/αn
0 Ppin (τn (Jn (k)) en,k > x) dx
= ∑ank=1 ∫ 10 dvPpin (γn (Jn (k)) en,k > vδ1/αn). (2.3.23)
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Since we are taking the αthn power in (2.3.22) and since αn → 0, it is sufficient to bound (2.3.23)
by a term that is polynomial in αn. Moreover, since we are taking first n → ∞ and then δ → 0,
this bound may depend on δ. By the definition of Jn and the en,k’s, the sum in (2.3.23) equals∑an
k=1
∫ 1
0 dvPpin
(
γn (Jn (k)) en,k > vδ1/αn
)
= ann
∫ 1
0 dv
∑n
i=1 Ppin
(
γn (i) en,1 > vδ1/αn
)
= ann
∫ 1
0 dv
∑n
i=1 exp
(
− δ1/αnvγn(i)
)
. (2.3.24)
As in the verification of Condition (1) now use a law of large numbers for the terms depending on
τn. Setting Fn (v) = 1/n
∑n
i=1 exp
(
−δ1/αnv/γn (k)
)
, we find that
(2.3.24) = an
∫ 1
0 dvFn (v) = an
∫ 1
0 dv (Fn (v)− E [Fn (v)]) + an
∫ 1
0 dvE [Fn(v)]. (2.3.25)
Let vk ≡ k/n. Since Fn is decreasing in v, the integral of the function Fn − EFn in (2.3.25) is
bounded above by
(2.3.25) ≤ ∫ v10 dvan + an∑n−1k=1 ∫ vk+1vk dv (Fn (v)− E [Fn (v)]) + an ∫ 10 dvE [Fn (v)]
≤ an/n+ an∑n−1k=1 dv (Fn (vk)− E [Fn (vk+1)]) 1/n+ an ∫ 10 dvE [Fn (v)]
≤ 1 + (I) + (II), (2.3.26)
where we used assumption (i) for the bound ann−1 ≤ 1. We first bound (II). For n ≥ N? we
have that
(II) =
∫ 1
0 dv an
∫∞
0 dtP
(
γn(1) > vδ1/αn/t
)
exp (−t)
≤ C/δ ∫ 10 dvv−αn ∫∞0 dttαn exp (−t)
≤ C/(δ (1− αn)) , (2.3.27)
which is finite. Similarly we can show that
(I) ≤ an/n∑n−1k=1 (Fn (vk)− E [Fn (vk)]) + 2 . (2.3.28)
Now we bound for n ∈ N and k ∈ {1, . . . , n}, P-a.s., the term Fn (vk) − EFn (vk), by constants
tn,k, i.e. we choose tn,k’s such that
P (∃k ≤ n− 1 : an (Fn (vk)− EFn (vk)) > tn,k)
≤ ∑n−1k=1 P (an (Fn (vk)− EFn (vk)) > tn,k) ≤ nn−η, (2.3.29)
for η > 2. Let n ≥ N? and k ∈ {1, . . . , n− 1}. We use (2.3.11) of Proposition 2.10 for
Yn (k) = exp
(
− kn/γn(i)
)
. Choose a = 2 and take
b¯2n,k = Cn4anδΓ (1 + αn) 2
−αn
(
k
n
)−αn
. (2.3.30)
Thus, the tn,k should on the one hand satisfy
tn,k ≤ C8δ Γ (1 + αn) 2−αn
(
k
n
)−αn
, (2.3.31)
and on the other hand they must be such that
exp
(−t2n,k(2k)αnδn(4Cn1+αnΓ (1 + αn))−1) ≤ n−η (2.3.32)
Choosing
tn,k =
(
4CηΓ(1 + αn)annαn logn(nkδ2αn)−1
)1/2
, (2.3.33)
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we see that (2.3.31) is satisfied if and only if
256δ
C
ηan/n logn ≤ Γ (1 + αn) (n/2k)αn . (2.3.34)
Since Γ (1 + αn) > 4/5 and n/(2k) > 1/2 for k ≤ n− 1 this is in particular satisfied if
C˜an/n logn ≤ 2−αn , (2.3.35)
for C˜ = 320ηδ/C. By assumption (i) we know that C˜ (logn) ann → 0, whereas 2−αn → 1. Thus,
for n large enough, both requirements are satisfied for tn,k as in (2.3.33). It follows that there exist
η > 2 and tn,k as desired in (2.3.29). Hence, by Borel-Cantelli Lema, we get the following P-a.s.
bound
(I) ≤ 1/n∑n−1k=1 tn,k + 2
= 2/n
(
CΓ (1 + αn) ηan logn(nδ2αn)−1
)1/2∑n−1
k=1(n/k)αn/2 + 2
≤ 2(Cηan logn(δn)−1)1/2(1− αn/2)−1 + 2 . (2.3.36)
By assumption (i) we know that for n large enough,
(I) ≤ (1− αn/2) + 2 . (2.3.37)
Collecting the bounds for (I) and (2), we find that, P-a.s.,
δ−1/αnEpin
∑an
k=1 γn(Jn(k))en,k1γn(Jn(k))en,k≤δ1/αn
≤ 3 + C/(δ(1− αn)) + (1− αn/2). (2.3.38)
This bound is, taking the αthn norm, finite as first n → ∞ and then δ → 0. This finishes the
verification of Condition (3).
2.3.1 Proofs of Theorem 2.4 and Theorem 2.5
We have just established that under the assumptions of Theorem 2.4, P-a.s., the conditions of
Theorem 2.2 are satisfied for the measure ν(u,∞) = u−1, u >. Thus, Theorem 2.2 implies that, P-
a.s., Sαnn
J1=⇒M , whereM is an extremal process with distribution function F (x) = exp (−1/x).
This finishes the proof of Theorem 2.4.
We deduce now from Theorem 2.4 the convergence of the correlation function Cn as defined in
(2.1.30). Note to this end that we have for any interval (a, b)
Ppin(Xn(a) = Xn(s), ∀a < s < b) = Ppin({S˜n(k), k = 0, 1, . . .} ∩ (a, b) = ∅). (2.3.39)
Therefore, we may rewrite Cn for s, t > 0 as
Cn(s, t) = Ppin
({
S˜n(k), k = 0, 1, . . .
}
∩ (cns1/αn , cn(t+ s)1/αn) = ∅
)
= Ppin
(
{
(
c−1n S˜n(k)
)αn
, k = 0, 1, . . .} ∩ (s, t+ s) = ∅
)
= Ppin ({(Sn(v))αn , v ≥ 0} ∩ (s, t+ s) = ∅) . (2.3.40)
Our aim is to use the weak convergence of Sαnn to determine the limit of Cn(s, t). Thus, we write the
event inside the probability with the help of a continuous function, namely the overshoot function,
which we now define. For Y ∈ D[0,∞) let Lv(Y ) be the time of the first passage to the level
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v > 0 and let Dv(Y ) = Y (Lv(Y )) be the first visit to the set {Y (u), u > 0} after Lv(Y ). The
overshoot function χv(Y ) is defined by χv(Y ) ≡ Y (Lv(Y ))− v. We have
Cn(s, t) = Ppin
(
χt
(
Sαnn
) ≥ t+ s). (2.3.41)
Theorem 13.6.5 in [63] states that the overshoot function is a continuous functional on D[0,∞)
equipped with Skorohod’s J1 topology with respect to Le´vy motions with P-a.s. diverging paths.
Since M has P-a.s. diverging paths, we find that, P-a.s., for all s, t > 0
lim
n→∞ Cn(s, t) = P
(
χt
(
M
) ≥ t+ s) = P(RM ∩ (t, t+ s) = ∅), (2.3.42)
whereRM denotes the range of M . By Proposition 4.8 in [56] we know that the range of M is the
range of a Poisson random measure ξ′ with intensity measure ν ′(u,∞) = log u. Thus, we get that
P(RM ∩ (t, t+ s) = ∅) = P(ξ′(t, t+ s) = 0) = e−ν′(t,t+s) = tt+s , (2.3.43)
which is as desired and the proof of Theorem 2.5 is finished.
2.4 Application to the REM
We show that the conditions of Theorem 2.2 are satisfied P-a.s. for the sequences an, cn, and αn as
in Theorem 2.6 and the block length θn ≡ 1.
2.4.1 Verification of Condition (1) and (2)
In this section we establish that, P-a.s. Condition (1) and (2) are satisfied. This proof comes in two
steps, which we now describe. First we show that EpinνJ,tn converges P-a.s. to t/u, respectively that
EpinσJ,tn converges P-a.s. to zero. This is done in Lemma 2.11. In the second step we show that,
P-a.s., νJ,tn and σJ,tn concentrate around their means in Pµn probability. This concentration result is
contained in Lemma 2.12. Let us present the above mentioned lemmata, but postpone their proofs.
To simplify notation, we define for n ∈ N and u > 0
νn (u,∞) = an2−n
∑
x∈Vn
exp
(
−u1/αn/γn (x)
)
(2.4.1)
σn (u,∞) = an2−n
∑
y∈Vn
(
1/n
∑
x∼y
exp
(
−u1/αn/γn (x)
))2
, (2.4.2)
which are random variables on (Ω,F ,P). The quantity νn(u,∞) is the expected value w.r.t. Epin
of νJ,1n and the same is true for σn. To see this, we use the fact that pin is stationary and reversible
and find for y ∈ Vn that
Epin
(
(kn(t))−1
∑bantc
k=1 1Jn(k−1)=y
)
= (kn(t))−1
∑bantc
k=1 pin (y) = pin (y) . (2.4.3)
Therefore, we see by (2.4.1) that
E
(
νJ,tn (u,∞)
)
= (kn(t)/an)νn (u,∞) , (2.4.4)
and by (2.4.2) that
E
(
σJ,tn (u,∞)
)
= (kn(t)/an)σn (u,∞) . (2.4.5)
The P-a.s. convergence of νn and σn follows from the following lemma.
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Lemma 2.11. There exists Ωτ1 with P (Ωτ1) = 1 such that on Ωτ1 we have for all u > 0
lim
n→∞ |νn (u,∞)− 1/u| = 0 , (2.4.6)
lim
n→∞σn (u,∞) = 0 . (2.4.7)
Having (2.4.4) and (2.4.5) in mind, the following lemma shows that νJ,tn , respectively σ
J,t
n
concentrate in Ppin-probability around their mean. This lemma is the pendant to Proposition 4.1 in
[36] in the case αn → 0.
Lemma 2.12. Define ρn ≡ 3(log 2)αn2√2pi and θn ≡ 2
⌈
3(n−1) log 2
2| log(1−2/n)|
⌉
. There exists a sequence Ωn,0
with P ((Ωn,0)c) ≤ n−p for p > 1 and n large enough and such that on Ωn,0 for all u, t, ε > 0 we
have
Ppin
(
|νJ,t (u,∞)− bantcan νn (u,∞) | > ε
)
≤ Θn (t, u) /ε2. (2.4.8)
where Θn (t, u) is given by
Θn (t, u) = t
[
t (νn (u,∞))2 /2n + σn (u,∞) + Cνn (u,∞) /n2 + ρn (E [νn (u,∞)])2
]
,
(2.4.9)
for C ∈ (0,∞). Moreover, for ε′ > 0 we have
Ppin
(
σJ,tn (u,∞) > ε′
)
≤ bantc/(anε′)σn (u,∞) . (2.4.10)
Verification of Condition (1) and Condition (2). Lemma 2.12 implies that, P-a.s., we have for n
large enough for all u, t, ε > 0 that
Ppin
(∣∣∣νJ,tn (u,∞)− t/u∣∣∣ > ε)
≤ P
(∣∣∣νJ,tn (u,∞)− kn(t)/anνn(u,∞)∣∣∣ > ε)+ 1|kn(t)/anνn(u,∞)−t/u|>ε
≤ Θn(t, u)/ε2 + 1|kn(t)/anνn(u,∞)−t/u|>ε. (2.4.11)
By Lemma 2.11 we know that, P-a.s., for all u > 0 νn (u,∞) → u−1, and σn (u,∞) → 0 as
n → ∞. Therefore, we know that P-a.s., for all u, t > 0, Θn(t, u) vanishes and the second
summand in (2.4.11) equals zero for n large enough. In the same way we show that the following
tends, P-a.s., to zero
P
(
σJ,tn (u,∞) > ε
)
≤ P
(∣∣∣σJ,tn (u,∞)− kn(t)/anσn(u,∞)∣∣∣ > ε)+ 1kn(t)/anσn(u,∞)>ε. (2.4.12)
This shows that P-a.s. Condition (1) and Condition (2) are satisfied.
Let us now present the proof of Lemma 2.11. It uses the following estimates on the distribution
of the γn(x), x ∈ Vn.
Lemma 2.13. For 1 ∈ Vn and every u, v > 0
(i) limn→∞ anP
(
γn (1) > u1/αn
)
= u−1,
(ii) limn→∞
∣∣∣anP (γn (1) > u1/αnv)− u−1v−αn∣∣∣ = 0,
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(iii)
anP (γn (1) > u) ≤

u−αn , u ≥ 1
2u−αn , u ∈ [c−1/2n , 1)√
2piu−2αn , u ∈ (c−1n , c−1/2n )√
2piu−αn , u ∈ (0, c−1n ].
(2.4.13)
In particular, we have for u > 0
lim
n→∞ anE
[
exp
(
−u1/αn/γn (1)
)]
= u−1. (2.4.14)
Proof of Lemma 2.13. We use the well-known first order approximations of the normal distribution
P (N (0, 1) > u) = (√2piu)−1 exp
(
−u2/2
)
(1 + o (1)) , u 1 (2.4.15)
P (N (0, 1) > u) ≤ (√2piu)−1 exp
(
−u2/2
)
, u > 0 . (2.4.16)
First we show the claim (i), i.e. we show that for u > 0, 1 ∈ Vn
P
(
γn (1) > u1/αn
)
= P
(
Hn (1) > (
√
nβ)−1
(
log cn + α−1n log u
))
n→∞−→ u−1, (2.4.17)
where we recall that Hn (1) ∼ N (0, 1). In order to apply (2.4.15), it is necessary to show that for
u > 0, the following is an increasing sequence
un = (
√
nβ)−1
(
log cn + α−1n log u
)
. (2.4.18)
By (A) - (C) we have
an =
√
2pinβαn exp
(
1
2α
2
nnβ
2
)
≥ √2pi logn exp (7+η2 logn) ∼ √logn n7+η2 (2.4.19)
cn = exp
(
αnnβ
2
)
≥ exp
(√
(7 + η) (logn) nβ
)
, (2.4.20)
which both diverge as n→∞. Thus, for u ≥ 1, since un > 0, un diverges because
(
√
nβ)−1 log cn = αn
√
nβ ≥ ((7 + η) logn)1/2 →∞. (2.4.21)
Moreover, for u ∈ (0, 1), we know that un ≤ 0 for some n ∈ N. But for n large enough such that
u > n−(7+η) we get by (A)
un = (
√
nβ)−1
(
αnnβ
2 + α−1n log u
)
≥ ((7 + η) logn)1/2 + log u((7 + η) logn)−1/2
> ((7 + η) logn)1/2 − ((7 + η) logn)((7 + η) logn)−1/2 = 0 . (2.4.22)
Since un is increasing in n, it follows in particular that un → ∞. Thus, we find for u > 0 and n
large enough by (2.4.15) and (A) - (C)
anP
(
γn (1) > u1/αn
)
= an(n/(2pin))
1/2β
α−1n log u+ log cn
exp
(
− log cn log u
nβ2αn
− 12nβ2
(
(log u)2
α2n
+ (log cn)2
))
=
(
(1 + log u/(αn log cn))u
)−1 exp (− (log u)22αn log cn) . (2.4.23)
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Note that αn log cn = α2nnβ2 → ∞ (cf. (2.4.19)), and hence log u(αn log cn) → 0, respectively
(log u)2/(2αn log cn) → 0, which proves (i). By using similar arguments, one show the claim of
(ii).
Let us establish (iii). We consider each case separately.
Case 1: Let u ≥ 1, i.e. in particular un > 0. Hence we my apply (2.4.16) to find for n ∈ N that
an P (γn (1) > u) ≤ an
√
nβ√
2pi (log cn + log u)
exp
(
− 12nβ2 (log cn + log u)2
)
= u−αn(1 + log u/ log cn)−1 exp
(
−(log u)2/(2nβ2)
)
≤ u−αn , (2.4.24)
as desired.
Case 2: Let u and n be such that u ∈ [c−1/2n , 1). Then log u < 0, but (log cn + log u) > 0. Hence,
by similar calculations as in the first case we get that
anP (γn (1) > u) ≤ u−αn(1 + log ulog cn )−1 ≤ u−αn(1−
1/2 log cn
log cn )
−1 ≤ 2u−αn , (2.4.25)
as claimed in (iii).
Case 3: Let u and n be such that u ∈ (c−1n , c−1/2n ). By (B) and (C) we know that
an P (γn (1) > u) ≤ an =
√
2pi exp
(
1
2α
2
nnβ
2
)√
nβ2α2n
≤ √2pi exp
(
α2nnβ
2
)
=
√
2picαnn . (2.4.26)
Since u ∈ (c−1n , c−1/2n ) this implies that
an P (γn (1) > cnu) ≤
√
2piu−2αn . (2.4.27)
Case 4: If u, n are s.t. u ∈ (0, c−1n ), then (iii) follows by the same arguments as in the third case
and the fact that cαnn ≤ u−αn .
To conclude the proof, we show that (2.4.14) holds. Let u > 0. Then, as in (2.3.7), we know
for 1 ∈ Vn that
an E
[
exp
(
−u1/αn/γn (1)
)]
= an
∫∞
0 dye
−yP
(
γn (1) > u1/αn/y
)
. (2.4.28)
By (ii) of Lemma 2.13 we know for all y > 0 that
lim
n→∞
∣∣∣e−yP (γn (1) > u1/αn/y)− e−yyαnu−1∣∣∣ = 0. (2.4.29)
Moreover, by (iii) of Lemma 2.13 we have that
e−yP
(
γn (1) > u1/αn/y
)
≤ e−y√2pi
(
u−1yαn + u−2y2αn
)
≤ e−y√2pimax
{
u−1, u−2
}(
1{y<1} + y1{1≤y}
)
, (2.4.30)
for n such that αn < 1/2. Therefore, we may apply dominated convergence to obtain that
an E
[
exp
(
−u1/αn/γn (1)
)]
∼ u−1 ∫∞0 dye−y yαn = u−1Γ (1 + αn) , (2.4.31)
which tends as n→∞ to u−1. The proof of Lemma 2.13 is finished.
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Now we prove Lemma 2.11. To this end the following remark is helpful.
Remark. Our choice of an satisfies for n large enough,
2−nan ≤
√
2pi exp
(
n
(
α2nβ
2 − log 2
))
≤ exp (−n/2) , (2.4.32)
where we used the fact that αn → 0. In particular we know that ∑n∈N 2−nan <∞.
Proof of Lemma 2.11. We split the proof into two parts. First we prove the statement for νn, i.e.
(2.4.6) and in the second part the claim for σn, i.e. (2.4.7).
Claim 1: We show that there exists Ω1,ν with P (Ω1,ν) = 1 and such that on Ω1,ν we have
limn→∞ an
∣∣∣2−n∑x∈Vn exp (−u1/αn/γn (x))− E [exp (−u1/αn/γn (1))]∣∣∣ = 0. (2.4.33)
Since we know by Lemma 2.13 that
limn→∞ anE
[
exp
(
−u1/αn/γn (1)
)]
= u−1, (2.4.34)
we get by (2.4.33), that for ε > 0 we have on Ω1,ν for n large enough
|νn(u,∞)− u−1|
≤ an
∣∣∣2−n∑x∈Vn exp (−u1/αn/γn (x))− E [exp (−u1/αn/γn (1))]∣∣∣
+
∣∣∣anE [exp (−u1/αn/γn (1))]− u−1∣∣∣ < 2ε, (2.4.35)
showing that P-a.s. νn converges to u−1. Let us now establish the claim of (2.4.33). We apply
(2.3.11) of Proposition 2.10. For n ∈ N and x ∈ Vn we define the random variable Yn (x) =
exp
(
−u1/αn/γn (x)
)
−E
[
exp
(
−u1/αn/γn (1)
)]
and take a = 2. We choose b¯2 by the following
calculation∑
x∈Vn E
[
(Yn (x))2
]
≤ 2nE
[
exp
(
−u1/αn/γn (1)
)]
≤ 2n/anE [νn (u,∞)] = b¯2 . (2.4.36)
Let ε > 0 and set t = ε2n/an. We check whether t ≤ b¯2/(2a), which is equivalent to
ε ≤ E [νn (u,∞)] /4 . (2.4.37)
From the proof of (2.4.14) we know that |E [νn (u,∞)]− Γ (1 + αn) /u| < ε for n large enough.
Therefore, (2.4.37) is in particular satisfied for ε such that
ε ≤ Γ (1 + αn) /(5u) . (2.4.38)
For such ε we may apply (2.3.11) of Proposition 2.10 to find for n large enough that
P
(
an
∣∣∣2−n∑x∈Vn exp (−u1/αn/γn (x))− E [exp (−u1/αn/γn (1))]∣∣∣ > ε)
≤ exp
(
−ε2/(4E [νn (u,∞)])2n/an
)
≤ exp
(
−ε2/(4(ε+ 1/u))2n/an
)
. (2.4.39)
By 2.4.32 we know in particular that this is summable in n and the claim of (2.4.6) follows from
Borel-Cantelli Lemma.
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Claim 2: We first show that E [σn (u,∞)] → 0 for all u > 0. Then we use a second order
Chebyshev inequality to prove that σn(u,∞) concentrates for u > 0, P-a.s. around its mean. Let
u > 0. We have for 1 ∈ Vn that
E [σn (u,∞)] = an2−nE
[∑
x∈Vn
(∑
y∼x 1/n exp(−u1/αn/γn (y))
)2]
= anE
[(∑
y∼1 1/n exp(−u1/αn/γn (y))
)2]
= an/nE
[
exp(−2u1/αn/γn (y))
]
+ an n−1n E
2
[
exp(−u1/αn/γn (y))
]
≤ E [νn (u,∞)] /n+ E2 [νn (u,∞)] /an
∼ Γ (1 + αn) /(nu) + Γ2 (1 + αn) /(anu2), (2.4.40)
where we used in the third step the fact that
anE
[
(γun (1))2
]
= an2−n
∑
x∈Vn E
[
exp
(
−2u1/αn/γn (x)
)]
≤ E [νn (u,∞)] . (2.4.41)
Since the right hand side of (2.4.40) tends to zero as n→∞, this finishes the proof thatEσn (u,∞)
vanishes in the limit. However, the convergence speed is not summable in n and we therefore can-
not yet conclude that σn(u,∞) tends P-a.s. to zero. Therefore, we use a second order Chebyshev
inequality to find for ε > 0 that
P (σn (u) > ε) ≤ E (σn)2 /ε2. (2.4.42)
Let us calculate E (σn)2. Writing γun(x) ≡ exp
(
−u1/αn/γn (x)
)
, it is given by
E
[
(σn (u,∞))2
]
= (an/2n)2
∑
x,x′ E
(
1/n∑y∼x γun (y))2(1/n∑y′∼x′ γun (y′))2
= a2n/(22nn4)
{
2nE
(∑
x∼1 γun (x)
)4 +∑x 6=x′ E(∑y∼x γun (y))2(∑y′∼x′ γun (y′))2}
= (I) + (II) . (2.4.43)
First we bound (I). By independence and identical distribution of the γun’s, there are five different
types of summands. Either all four random variables are the same, all four different, each two are
same, two are same two are different, or three are same and the fourth is different. Thus, we find
that
(I) = a2n/(2nn4)
{
n E
[
(γun (1))4
]
+
(n
4
)
E4 [γun (1)] +
(n
3
)
E2 [γun (1)]E2 [γun (1)] +
+
(n
2
) (
E2
[
(γun (1))2
]
+ E
[
(γun (1))3
]
E [γun (1)]
)}
, (2.4.44)
which is for n large enough smaller than
an/2n
[
E[νn(u,∞)]
n3 +
E4[νn(u,∞)]
a3n
+ E[νn(u,∞)]E
2[νn(u,∞)]
a2nn
+ 2E
2[νn(u,∞)]
ann2
]
≤ 4an/2n. (2.4.45)
By 2.4.32, (I) is summable in n. To bound (II), we first of all note that there are altogether
2n (2n − 1) summands in (II), which we bound separately. To this end, we distinguish the fol-
lowing two cases:
Case 1: The two sides y, y′ have no common neighbors. Notice that this also includes the case
when y ∼ y′. Then each summand contains the following three different types of combinations:
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all four random variables are different, each two random variables are same, or two are same and
the other two are different. Up to the factor a
2
n
22nn4 , each summand is of the form
(n (n− 1))2E(γun (1))4 + n2
(
E (γun (1))2
)2
+ n2 (n− 1) (Eγun (1))2 E (γun (1))2 . (2.4.46)
Case 2: When y, y′ have common neighbors, then there are exactly two common neighbors, say
x1, x2 ∈ Vn. In this case, the summand looks different, because x1 and/or x2 might appear in the
sum dependent on y as well as in the one dependent on y′. The combinations which additionally
appear are the following: all four are either x1 or x2, two are x1 and two are x2, two are either x1
or x2 and three are either x1 or x2 and the fourth is different. Therefore, we get in addition
2E
[
(γun (1))4
]
+
(4
2
)
E2
[
(γun (1))2
]
+ 2
(4
2
)
(n− 1) (n− 2)E
[
(γun (1))2
]
E2 [γun (1)]
+ 2
(4
3
)
(n− 1)E
[
(γun (1))3
]
E [γun (1)], (2.4.47)
which appear in (II) exactly 2nn (n− 1) times. Of course, also the combinations as described in
the first case appear in each such summand, but they appear less often than described in (2.4.46).
To construct a bound, it suffices to say that there are less than 22n terms of the form (2.4.46) and
exactly 2nn (n− 1) terms of the form (2.4.47). Hence,
(II) ≤ E4[νn(u,∞)]
a2n
+ E
2[νn(u,∞)]
n2 +
E3[νn(u,∞)]
ann
+ an2n
2E[νn(u,∞)]
n2
+ 6 E
2[νn(u,∞)]
2nn2 +
12 E3[νn(u,∞)]
2nan +
8 E2[νn(u,∞)]
2nn . (2.4.48)
We bound E [νn (u,∞)] ≤ C/u for n large enough and C ∈ (0,∞). Since we know by (2.4.19)
that an ≥ n(7+η)/2, (II) is smaller than c′/n2 for c′ ∈ (0,∞). Together with (2.4.45) this finishes
the proof of (2.4.7).
We prove now the concentration results for νJ,tn and σ
J,t
n .
Proof of Lemma 2.12. Lemma 2.12 is a version of Proposition 4.1 in [36]. More precisely, Propo-
sition 4.1 in [36] states that for αn = α ∈ (0, 1) and a sequence ρn → 0 there exists a sequence
(Ωn,0)n∈N such that P ((Ωn,0)
c) ≤ θnρnan and on Ωn,0 both, (2.4.8) and (2.4.10) hold for all t > 0,
u > 0. Since the proof also works for sequences αn → 0 we do not present it here. It remains to
show that our choice of ρn implies that there exists p > 1 such that P ((Ωn,0)c) ≤ n−p. Notice
that, since αn → 0, we have ρn → 0. Moreover, by assumption (A), there exists ε > 0 such that
αn ≥
(
(7 + η) (logn)/(nβ2)
)1/2. Let p = 1 + η2 and observe that
θn = 2 d3 log 2 (n− 1) /(2| log (1− 2/n) |)e ≤ 3 log 2/2n2, (2.4.49)
and hence
θn/(ρnan) ≤ n2
√
2pi/(anαn). (2.4.50)
By (B), the second term is less or equal to n−p if and only if
logα2n + 1/2 logn+ 1/2α2nnβ2 + log β ≥ (2 + p) logn, (2.4.51)
which by (A) in particular is satisfied if
log ((7 + η) logn)− log β + (3 + η/2) logn ≥ (2 + p) logn
⇔ log ((7 + η) logn)− log β ≥ 0 , (2.4.52)
which is true for n large enough. This finishes the proof of Lemma 2.12.
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2.4.2 Verification of Condition (0)
Since µn = pin, Condition (0) states in this setting that we have, P-a.s.
limn→∞
∑
x∈Vn 2−n exp(−v1/αn/γn(x)) = 0. (2.4.53)
With the notation introduced in (2.4.1), this can be reformulated as follows, P-a.s., we have that
limn→∞ a−1n νn(v,∞) = 0. (2.4.54)
But by Section 2.4.1 we know that for all ε > 0 we have P-a.s. for n large enough that
νn(v,∞) ≤ (1 + ε)/u, (2.4.55)
impliying that (2.4.54) is, P-a.s., satisfied. This finishes the verification of Condition (0).
2.4.3 Verification of Condition (3)
We proceed as in the verification of this condition for Bouchaud’s trap model on the complete
graph. Namely, as in (2.3.22) and (2.3.23) we show that, P-a.s.
limδ→0 lim supn→∞
(∑an
k=1
∫ 1
0 dvP
(
τn (Jn (k)) en,k > vcnδ1/αn
))αn
<∞ (2.4.56)
More precisely, we show that for n large enough and fixed δ > 0, the term underneath the brackets
in (2.4.56) is at most polynomial in αn and depends on δ. Since the en,k’s are independent of Jn,
since Jn has a stationary initial distribution, and since the en,k’s are i.i.d. we know that∑an
k=1
∫ 1
0 duP
(
γn (Jn (k)) en,k > δ1/αnu
)
= ∑ank=1 ∫ 10 du∑x∈Vn P (γn (x) en,k > δ1/αnu, Jn (k) = x)
= ∑ank=1 ∫ 10 du∑x∈Vn pin (x)P (γn (x) en,k > δ1/αnu)
= an
∫ 1
0 du
∑
x∈Vn 2−n exp
(
−δ1/αnu/γn (x)
)
= an
∫ 1
0 duFn (u), (2.4.57)
where we write for u ∈ [0, 1], Fn (u) = 2−n∑x∈Vn exp (−δ1/αnu/γn (x)). As in (2.3.26), we
bound the integral in (2.4.57) by
an/2n + an
∑2n−1
k=1 2−n
(
Fn
(
k
2n
)
− E
[
Fn
(
k+1
2n
)])
+ an
∫ 1
0 duE [Fn (u)]
= an/2n + (I) + (II) . (2.4.58)
Let us first bound (II).We again use Lemma 2.13 to obtain
(II) =
∫ 1
0 du
∫∞
0 dt anP
(
γn (1) > δ1/αnu/t
)
exp (−t)
≤ √2pi ∫ 10 du (δ−2u−2αnΓ (1 + 2αn) + δ−1u−αnΓ (1 + αn))
≤ δ−2√2pi (Γ (1 + 2αn) + Γ (1 + αn))
∫ 1
0 du u
−2αn (2.4.59)
≤ 2√2piδ−2 (1− 2αn)−1 , (2.4.60)
for n large enough such that αn < 12 . This is linear in αn, and therefore sufficient to show that
(2.4.56) tends to zero as first n→∞ and then δ → 0.
It remains to bound (I). We use (2.3.11) from Proposition 2.10. As in (2.3.28) we notice that
(I) ≤ an/2n∑2n−1k=1 (Fn ( k2n)− E [Fn ( k2n)])+ 2. (2.4.61)
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We are looking for an array of positive real numbers, tn,k such that there exists η > 1 such that we
have
P
(
an
(
Fn
(
k
2n
)
− E
[
Fn
(
k
2n
)))
> tn,k
]
≤ 2−nn−η. (2.4.62)
Let n ∈ N, k ≤ 2n − 1. We use Bennett’s inequality for a = 2. We choose b¯2n,k by similar bounds
as in (2.4.60) for n large enough. Namely, we take∑
x∈Vn Var
(
exp
(
−δ1/αnk/(2nγn (1))
))
≤ 2nE
[
exp
(
−δ1/αnk/(2nγn (1))
)]
≤ 2nE
[
exp
(
−δ1/αnk/(2nγn (1))
)]
≤ 2n√2pi/(anδ) (2n/(2k))−αn (Γ (1 + αn) + Γ (1 + 2αn))
≤ 2n+1√2pi/(δan) (2n/k)αn = b¯2n,k , (2.4.63)
where we used αn < 1/2 to bound 2−αn (Γ (1 + αn) + Γ (1 + 2αn)) ≤ 2. Thus, in order to
apply (2.3.11) of Proposition 2.10 for t = 2n/antn,k, the tn,k’s have to satisfy the following two
conditions
tn,k ≤
√
2pi/(2δ) (2n/k)αn (2.4.64)
t2n,k ≥ an8
√
2pi/(2nδ) (2n/k)αn (n log 2 + η logn)) . (2.4.65)
Setting tn,k to equal the right hand side of (2.4.65), (2.4.64) is satisfied if and only if
8
√
2pian/(2nδ) (2n/k)αn (n log 2 + η logn) ≤ 2pi/(4δ2) (2n/k)2αn
⇔ 32δan/(2n
√
2pi) (n log 2 + η logn) ≤ (2n/k)αn , (2.4.66)
which by 2.4.32 is for n large enough satisfied. Moreover, 2.4.32 implies that there exist η > 1 and
an array of positive real numbers tn,k which are as desired. We conclude by Borel-Cantelli Lemma
that, P-a.s. ∑2n−1
k=1 an (Fn (k/2n)− E [Fn (k/2n)]) ≤
∑2n−1
k=1 tn,k. (2.4.67)
Thus, we have for n large enough
(I) ≤ ∑2n−1k=1 2−ntn,k + 2
= ∑2n−1k=1 2−(n+1/2) (8an√2piδ−1 (n log 2 + η logn))1/2 (2n/k)αn/2 + 2
= 2n(αn/2−3/2)
(
8
√
2pianδ−1 (n log 2 + η logn)
)1/2∑2n−1
k=1 k
−αn/2 + 2
≤ 2n(αn/2−3/2)
(
8
√
2pianδ−1 (n log 2 + η logn)
)1/2 ∫ 2n
0 du u
−αn/2 + 2
≤
(
8
√
2pi
(
δ
(
1− αn2
))−1
an/2n (n log 2 + η logn)
)1/2
+ 2. (2.4.68)
By 2.4.32 it follows that for n large enough
(I) ≤ (δ (1− αn2 ))−1/2 + 2. (2.4.69)
Thus, we get that, P-a.s., for n large enough,
(2.4.57) ≤ 3 + 2√2pi/(δ (1− αn)) + (δ
(
1− αn2
)
)−1, (2.4.70)
which finishes the proof of (2.4.56).
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2.4.4 Conclusions of the proofs of Theorem 2.6 and Theorem 2.7
In Sections 2.4.1-2.4.3, we showed that Conditions (0) - (3) are P-a.s. satisfied. Therefore, we
may apply Theorem 2.2 to find that, P-a.s., Sαnn
J1=⇒ M , where M is the extremal process with
distribution function F (x) = exp(−1/x), x > 0. This finishes the proof of Theorem 2.6.
We can show, using the same arguments as in Section 2.3.1, that Theorem 2.7 follows from
Theorem 2.6.
2.5 Application to the p spin SK model
This section is devoted to the proof of Theorem 2.8. We show that the conditions of Theorem 2.3
are satisfied for the particular choices of the sequences an, cn, and αn.
The following lemma from [36] (Proposition 3.1) tells us how to choose the block length θn.
Lemma 2.14. Let Ppin be the law of the simple random walk on Σn started in the uniform distri-
bution. Let θn = 3 ln 22 n2. Then, for any x, y ∈ Σn, and any i ≥ 0,∣∣∣∣∣
1∑
k=0
Ppin (Jn(θn + i+ k) = y, Jn(0) = x)− 2pin(x)pin(y)
∣∣∣∣∣ ≤ 2−3n+1. (2.5.1)
This implies that Condition (1-1) holds true for θn = 3 ln 22 n2.
The proof of Condition (2-1) comes in three parts. We first show that Eνtn(u,∞) converges to
tν(u,∞). Next we prove that P-almost surely, respectively in P-probability, the limit of νtn(u,∞)
concentrates for every u > 0 and every t > 0 around its expectation. Lastly we verify that
the second part of (2-1) is satisfied in the same convergence mode with respect to the random
environment.
2.5.1 Convergence of Eνtn(u,∞).
Proposition 2.15. For every u > 0 and t > 0
lim
n→∞Eν
t
n(u,∞) = νt(u,∞) ≡ Kptu−1 . (2.5.2)
The proof of Proposition 2.15 centers on the following key proposition
Proposition 2.16. Let for t > 0 and an arbitrary sequence un,
ν¯tn(un,∞) = kn(t) Ppin
(
max
i=1,...,θn
λ−1n (Jn(i))en,i > u1/αnn cn
)
. (2.5.3)
Then, for every u > 0 and t > 0,
lim
n→∞E ν¯
t
n(u,∞) = νt(u,∞) . (2.5.4)
The same holds true when u is replaced by un = u θ−αnn .
Proof of Proposition 2.15. By definition, νtn(u,∞) is given by
νtn(u,∞) = kn(t) Ppin
( θn∑
i=1
λ−1n (Jn(i))en,i > u1/αnn cn
)
. (2.5.5)
The assertion of Proposition 2.15 is then deduced from Proposition 2.16 using the upper and lower
bounds
ν¯tn(u,∞) ≤ νtn(u,∞) ≤ ν¯tn(uθ−αnn ,∞) . (2.5.6)
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The proof of Proposition 2.16, which is postponed to the end of this section, relies on three
Lemmata. In Lemma 2.17 we show that (2.5.4) holds true if we replace the underlying Gaussian
process by a simpler Gaussian process H1. Lemma 2.18 yields (2.5.4) for the maximum over a
properly chosen random subset of indices of H1. We use Lemma 2.20 to conclude the proof of
Proposition 2.16.
We start by introducing a Gaussian process H1. Let vn be a sequence of integers, where each
member is of order nω for ω ∈
(
c+ 12 , 1
)
. Then, H1 is a centered Gaussian process defined on
the probability space (Ω,F ,P) with covariance structure
∆1i,j =
{
1− 2pn−1|i− j|, if bi/vnc = bj/vnc,
0, else.
(2.5.7)
For a given process U = {Ui, i ∈ N} on (Ω,F ,P) and an index set I define
Fn(un, U, I) ≡ P
(
maxi∈I e
√
nβnUi > u
1/αn
n cn
)
, (2.5.8)
and
Gn(un, U, I) ≡ Ppin
(
maxi∈I e
√
nβnUien,i > u
1/αn
n cn
∣∣∣FJ) . (2.5.9)
Lemma 2.17. For every u > 0 and t > 0
lim
n→∞ kn(t)EGn(u,H
1, [θn]) = νt(u,∞), (2.5.10)
where [k] ≡ {1, . . . , k} for k ∈ N. The same holds true when u is replaced by un = u θ−αnn .
We prove Proposition 2.16 and Lemmata 2.17, 2.18, and 2.20 for fixed u > 0 only. To show
that the claims also hold for un = uθ−αnn , it is a simple rerun of their proofs, using θ−αnn → 1 as
n→∞.
Proof. It is shown in Proposition 2.1 of [19] that, by setting the exponentially distributed random
variables to 1 in (2.5.9), we get for every u > 0 that
lim
n→∞ anv
−1
n Fn(u,H1, [vn]) = ν(u,∞) . (2.5.11)
Assume for simplicity that θn is a multiple of vn. Note that blocks of H1 of length vn are indepen-
dent and identically distributed. Thus,
kn(t)Fn(u,H1, [θn]) = kn(t)
(
1−
(
1− Fn(u,H1, [vn])
)θn/vn)
∼ kn(t)θnv−1n Fn(u,H1, [vn])
n→∞−→ νt(u,∞) . (2.5.12)
To show that kn(t)EGn(u,H1, [θn]) also converges to νt(u,∞) as n→∞we use same arguments
as in (2.5.12) and prove that anv−1n EGn(u,H1, [vn]) → ν(u,∞) as n → ∞. Using Fubini we
have that
an
vn
EGn(u,H1, [vn]) =
an
vn
∫ ∞
cnu1/αn
dz
∫ ∞
0
dy
fmaxi∈[vn] en,i(y)
y
fmaxi∈[vn] eβn
√
nH1(i)( zy )
= an
vn
∫ ∞
0
dyfmaxi∈[vn] en,i(y)Fn(u y
−αn , H1, [vn]) , (2.5.13)
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where fZ(·) denotes the density function of Z. Since we want to use computations from the proof
of Proposition 2.1 in [19], it is essential that the integration area over y is bounded from below and
above. We bound (2.5.13) from above by
(2.5.13) ≤ anv−1n P
(
max
i=1,...,vn
en,i ≤ e−nv
−1−δ
n
)
(2.5.14)
+ anv−1n
∫ env−1/2−δn
e−nv
−1−δ
n
dyfmaxi∈[vn] en,i(y)Fn(u t
−αn , H1, [vn]) (2.5.15)
+ anv−1n P
(
max
i=1,...,vn
en,i > e
nv
−1/2−δ
n
)
, (2.5.16)
where δ > 0 is chosen in such a way that nv−1−δn diverges and vδnγ2n → 0 as n → ∞, i.e.
δ < min
{
2c, 1−ωω
}
. Then,
(2.5.14) = anv−1n
(
1− exp
(
−e−nv−1−δn
))vn ≤ ane−nv−δn = o (e−nv−δn (1−γ2nvδn)) , (2.5.17)
i.e. (2.5.14) vanishes as n→∞. Similarly,
(2.5.16) = anv−1n
(
1−
(
1− exp
(
−e−nv−1/2−δn
))vn)
= o
(
eγ
2
nn−env
−1/2−δ
n
)
n→∞−→ 0 . (2.5.18)
As in equation (2.31) in [19] we see that (2.5.15) is given by
∫ env−1/2−δn
e−nv
−1−δ
n
dy
fmaxi∈[vn] en,i(y)
γ2nvn
vn∑
k=1
∫
D
′′
k
da2 · · · davn
∫ ∞
log(uy−αn )
da1
e−hk(a1,...,avn )
(2pi)
vn−1
2
, (2.5.19)
where for k ∈ {1, . . . , vn}
hk(a1, . . . , avn) = a1 − a
2
1C1
γ2nn
− 12
∑vn
i=2 a
2
i +
(a2+...+ak−ak+1−...−avn )a1C2
γnn
, (2.5.20)
for some constants C1, C2 > 0 and a sequence of sets D
′′
k ⊆ Rvn−1 such that
γ−2n v
−1
n
vn∑
k=1
∫
D
′′
k
da2 · · · davn(2pi)−vn/2−1/2e−
1
2
∑vn
i=2 a
2
i
n→∞−→ Kp . (2.5.21)
The aim is to separate a1 from a2, . . . , avn in (2.5.20). We bound the mixed terms in e
−hk up to an
exponentially small error by 1. This can be done using a large deviation argument for |a2 + . . .+
avn | together with the fact that | log y| ∈
[
nv−1−δn , nv
−1/2−δ
n
]
. Computations yield that, up to a
multiplicative error that tends to 1 as n → ∞ exponentially fast, (2.5.15) is bounded from above
by ∫ ∞
e−nv
−1−δ
n
dyfmaxi∈[vn] en,i(y)y
αn u−1Kp ≤ ν(u,∞)
∫ ∞
0
dyfmaxi∈[vn] en,i(y)y
αn . (2.5.22)
Moreover by Jensen’s inequality,
(2.5.19) ≤ ν(u,∞)
(
Epin max
i∈[vn]
en,i
)αn
= ν(u,∞)
(∫ ∞
0
dy P
(
max
i∈[vn]
en,i > y
))αn
= ν(u,∞)
(∫ ∞
0
dy
(
1− (1− e−y)vn))αn
≤ ν(u,∞)vαnn , (2.5.23)
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which, as n→∞, converges to ν(u,∞).
To conclude the proof of (2.5.10), we bound (2.5.13) from below by
(2.5.13) ≥ an
vn
∫ ∞
0
dyfen,1(y)Fn(u y−αn , H1, [vn]) . (2.5.24)
To show that the right hand side of (2.5.24) is greater than or equal to ν(u,∞), one proceeds as
before.
In the following we form a random subset of [θn] in such a way that on the one hand, with high
probability, it contains the maximum of eβn
√
nH1(i) over all i ∈ [θn] . On the other hand it should
be a sparse enough subset of [θn] so that we are able to de-correlate the random landscape and deal
with the SK model. This dilution idea is taken from [19].
If the maximum of eβn
√
nH1(i) crosses the level cnu1/αn , then it will typically be much higher
so that, due to strong correlation, at least γ−2n of its direct neighbors will be above the same level.
To see this, we consider Laplace transforms. Set for v > 0
F̂n(v,H1, θn) ≡
∫∞
0 dz e
−zvP
(
δn
∑θn
i=1 1eβ
√
nH1(i)>cnu1/αn
> z
)
, (2.5.25)
where δn ∈ [0, 1] for every n ∈ N. We have that
F̂n(v,H1, θn) = 1v
(
1− E exp
(
−δn∑θni=1 1eβn√nH1(i)>cnu1/αn))
= 1v
(
1−
(
E exp
(
−δn∑vni=1 1eβn√nH1(i)>cnu1/αn))θn/vn
)
. (2.5.26)
From [19], Proposition 1.3, we deduce that for the choice δn = γ2nρn, where ρn is any diverging
sequence of order O(logn),
limn→∞ anv−1n
(
1− E exp
(
−δn∑vni=1 1eβn√nH1(i)>cnu1/αn)) = ν(u,∞) . (2.5.27)
Therefore we have for the same choice of δn that
kn(t)F̂n(v,H1, θn)→ tv−1ν(u,∞) . (2.5.28)
From this we conclude that if the maximum is above the level cnu1/αn then immediately O(γ−2n )
are above this level. More precisely, we obtain
Lemma 2.18. Let ρn be as described above. Let {ξn,i : i ∈ N, n ∈ N} be an array of row-
wise independent and identically distributed Bernoulli random variables such that P(ξn,i = 1) =
1 − P(ξn,i = 0) = γ2nρn, and such that {ξn,i : i ∈ N, n ∈ N} is independent of everything else.
Set
Ik = {i ∈ {1, . . . , k} : ξn,i = 1} . (2.5.29)
Then, for every u > 0 and t > 0
lim
n→∞ kn(t)EGn(u,H
1, Iθn) = νt(u,∞) . (2.5.30)
The same holds true when u is replaced by un = u θ−αnn .
Proof. It is shown in Lemma 2.3 of [19] that
lim
n→∞ anv
−1
n Fn(u,H1, Ivn) = ν(u,∞) . (2.5.31)
Since the random variables ξn,i are independent, the claim of Lemma 2.18 is deduced by the same
arguments as in (2.5.12).
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To conclude the proof of Proposition 2.16, we use a Gaussian comparison result. The following
lemma is an adaptation of Theorem 4.2.1of [48].
Lemma 2.19. Let H0 and H1 be Gaussian processes with mean 0 and covariance matrix ∆0 =
(∆0ij) and ∆1 = (∆1ij), respectively. Set ∆m ≡
(
∆mij
)
=
(
max{∆0ij ,∆1ij}
)
and ∆h ≡ h∆0 +
(1− h)∆1, for h ∈ [0, 1]. Then, for s ∈ R,
P(maxi∈I H0(i) ≤ s)− P(maxi∈I H1(i) ≤ s)
≤ ∑i,j∈I(∆0ij −∆1ij)+ exp(− s21+∆mij
) ∫ 1
0 dh(1− (∆hij)2)−
1
2 , (2.5.32)
where (x)+ ≡ max{0, x}.
We use Lemma 2.19 to prove that
Lemma 2.20. Let H0 be given by H0(i) = n−1/2Hn(Jn(i)), i ∈ N. For every u > 0 and t > 0
lim
n→∞ kn(t)Epin |EGn(u,H
0, θn)− EGn(u,H1, θn)| = 0. (2.5.33)
The same holds true when u is replaced by un = uθ−αn .
Proof. The proof is in the same spirit as that of Proposition 3.1 in [19]. Together with Lemma
2.18, it is sufficient to show that
kn(t)Epin(EGn(u,H1, [θn])− EGn(u,H0, [θn]))+ → 0 (2.5.34)
and
kn(t)Epin |EGn(u,H1, Iθn)− EGn(u,H0, Iθn)| → 0 . (2.5.35)
We do this by an application of Lemma 2.19. Let sˆn be given by
sˆn = 1√nβn
(
log cn + βnγn log u−maxi∈[θn] log en,i
)
. (2.5.36)
Then we obtain by Lemma 2.19 that
(2.5.34)
= kn(t)Epin
(
EEpin
[
1maxi∈[θn]H1(i)≤sˆn − 1maxi∈[θn]H0(i)≤sˆn | FJ
])+
≤ kn(t)Epin
∑
i,j∈[θn](∆1ij −∆0ij)+Epine−sˆ
2
n(1+∆mij )−1
∫ 1
0 dh(1− (∆hij)2)−
1
2 . (2.5.37)
To remove the exponentially distributed random variables in (2.5.37), letBn = {1 ≤ maxi∈[θn] ei ≤
n}. We have for sn = (n1/2βn)−1
(
log cn + βnγn log u− logn
)
that
Epin
(
1Bn exp
(
−sˆ2n(1 + ∆mij )−1
))
≤ exp
(
−s2n(1 + ∆mij )−1
)
. (2.5.38)
One can check that kn(t)P(Bcn) → 0. Moreover, by definition of sn, there exists for every u > 0
a constant C <∞ such that for n large enough
(2.5.34) ≤ Ckn(t)Epin
∑
i,j∈[θn](∆1ij −∆0ij)+e−γ
2
nn(1+∆mij )−1
∫ 1
0 dh(1− (∆hij)2)−
1
2 . (2.5.39)
Likewise we deal with (2.5.35). The terms in (2.5.35) are non-zero if and only if i, j ∈ Iθn . By
assumption, the probability of this event is (γ2nρn)2. Hence, (2.5.35) is bounded above by
Ckn(t)(γ2nρn)2Epin
∑
i,j∈[θn] |∆0ij −∆1ij |e−γ
2
nn(1+∆mij )−1
∫ 1
0 dh(1− (∆hij)2)−
1
2 . (2.5.40)
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We divide the summands in (2.5.39) and (2.5.40) respectively into two parts: pairs of i, j such that
bi/vnc 6= bj/vnc and those such that bi/vnc = bj/vnc. If bi/vnc 6= bj/vnc then we have by
definition of H1 that ∆1ij = 0. For i, j such that bi/vnc = bj/vnc, we have ∆1ij ≤ ∆0ij . In view of
this, we get after some computations that
(2.5.39) ≤ Ckn(t)Epin
[∑θn
bi/vnc6=bj/vnc(∆
0
ij)−e−γ
2
nn
]
, (2.5.41)
and
(2.5.40) ≤ Ckn(t)γ4nρ2nEpin
[∑θn
bi/vnc6=bj/vnc |∆0ij |e
−γ2nn(1+∆0ij)−1
+ ∑θnbi/vnc=bj/vnc |∆0ij −∆1ij |e−γ2n(1+∆0ij)−1(1− (∆0ij)2)− 12 ] . (2.5.42)
Since (∆0ij)− = O(n) we know by definition of an and θn that
(2.5.41) ≤ Cθnn3/2α−1n e−
1
2γ
2
nn , (2.5.43)
which tends to zero as n→∞. Thus (2.5.34) holds true.
To conclude the proof of (2.5.35) we use Lemma 2.25 from the appendix. We get that (2.5.40)
is bounded above by
C¯tan
∑n
d=0 e
−γ2nn(1+d)−1
(
d2
vnn
1d≤vn +
exp(ηγ2n min{d,n−d})
vnγ2n
)
, (2.5.44)
for some C¯ <∞ and η <∞. With the same arguments as in the proof of (3.3) in [19], we obtain
that (2.5.44) tends to zero as n→∞.
Proof of Proposition 2.16. Observe that∣∣∣Eν¯tn(u,∞)− νt(u,∞)∣∣∣ = ∣∣∣kn(t)EpinEGn(u,H0, [θn])− νt(u,∞)∣∣∣ , (2.5.45)
which is bounded above by
kn(t)Epin
∣∣∣EGn(u,H0, [θn])− EGn(u,H1, [θn])∣∣∣+ ∣∣∣kn(t)EGn(u,H1, [θn])− νt(u,∞)∣∣∣ .
(2.5.46)
By Lemma 2.17 and Lemma 2.20, both terms vanish as n→∞ and Proposition 2.16 follows.
2.5.2 Concentration of νtn(u,∞)
To verify the first part of Condition (1-1) we control the fluctuation of νtn(u,∞) around its mean.
Proposition 2.21. For every u > 0 and t > 0 there exists C = C(p, t, u) <∞, such that
E
(
ν¯tn(u,∞)− Eν¯tn(u,∞)
)2 ≤ Cγ−2n n1−p/2 . (2.5.47)
The same holds true when u is replaced by un = uθ−αnn . In particular, for p > 5 and c ∈ (0, 12) or
p = 5 and c < 14 , the first part of Condition (1-1) holds for every u > 0 and t > 0, P-a.s.
Proof. Let
{
e′n,i : i ∈ N, n ∈ N
}
and J ′n be independent copies of {en,i : i ∈ N, n ∈ N} and Jn
respectively. Write
G¯n(u,H0, [θn]) ≡ Ppin
(
maxi∈[θn] eβnHn(Jn(i))en,i ≤ cnu1/αn
∣∣∣FJ)
G¯n(u,H0
′
, [θn]) ≡ Ppi′n
(
maxi∈[θn] eβnHn(J
′
n(i))e′n,i ≤ cnu1/αn
∣∣∣FJ ′) . (2.5.48)
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Then, as in (3.21) in [28],
E
(
EpinG¯n(u,H0, [θn])
)2
= EEpinG¯n(u,H0, [θn])Epi′nG¯n(u,H0
′
, [θn])
= EpinEpi′nEG¯n(u, V 0, [2θn]) , (2.5.49)
where V 0 is a Gaussian process defined by
V 0(i) =
{
n−1/2Hn(Jn(i)), if 1 ≤ i ≤ θn,
n−1/2Hn(J ′n(i)), if θn + 1 ≤ i ≤ 2θn .
(2.5.50)
To further express
(
EEpinG¯n(u,H0, [θn])
)2
, let V 1 be a centered Gaussian process with co-
variance matrix
∆1ij =
{
∆0ij , if max{i, j} ≤ θn, or min{i, j} ≥ θn,
0, else,
(2.5.51)
where ∆0 = (∆0ij) denotes the covariance matrix of V 0. Then, as in (3.23) in [28],(
EEpinG¯n(u,H0, [θn])
)2
= EpinEpi′nEG¯n(u, V 1, [2θn]) . (2.5.52)
As in the proof of Lemma 2.20 we use Lemma 2.19 to obtain that
k2n(t)E
(
EpinG¯n(u,H0, [θn])− EEpinG¯n(u,H0, [θn])
)2
≤ 2k2n(t)
∑
1≤i≤θn
θn+1≤j≤2θn
EpinEpi′n∆
0
ije
−γ2nn(1+∆0ij)−1 . (2.5.53)
It is shown in (3.29) of [28] that
EpinEpi′n1∆0ij=(mn )
p = 2−n
(
n
(n−m)/2
)
, for m ∈ {0, . . . , n}. (2.5.54)
From this, and with the definition of an, we have that
(2.5.53) ≤ 2t2a2n
n∑
m=0
2−n
(
n
(n−m)/2
)(
m
n
)p
exp
(
γ2nn
1 + (mn )p
)
≤ 2t2γ−2n
n∑
m=0
2−nn
(
n
(n−m)/2
)(
m
n
)p
exp
(
γ2nn
(mn )p
1 + (mn )p
)
= 2t2γ−2n
n∑
d=0
2−nn
(
n
d
)(
1− 2d
n
)p
exp
(
γ2nn
(1− 2dn )p
1 + (1− 2dn )p
)
≤ 2t2γ−2n
n∑
d=0
n1/2
(
n
d
)(
1− 2d
n
)p
+
exp
(
nΥn,p
(
d
n
))
Jn
(
d
n
)
, (2.5.55)
where Υn,p(u) = γ2n − I(u) − γ2n(1 + |1 − 2u|p)−1 and Jn(u) = 2−n
( n
bnuc
)√
pinenI(u) for
I(u) = u log u + (1 − u) log(1 − u) + log 2, for u ∈ (0, 1). Note that (2.5.55) has the same
form as (3.28) in [8]. Following the strategy of [8], we show that there exist δ, δ′ > 0 and c > 0
such that
Υn,p ≤
−c
(
u− 12
)2
, ifu ∈ (12 − δ, 12 + δ),
−δ′, else.
(2.5.56)
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Since γn = n−c this can be done, independently of p, as in [19] (cf. (3.19) and (3.20)). Finally,
together with the calculations from (3.28) in [8] we obtain that
E
(
ν¯tn(u,∞)− Eν¯tn(u,∞)
)2 ≤ Cγ−2n n1−p/2. (2.5.57)
The same arguments and calculations are used to prove that (2.5.47) also holds when u is replaced
by un = uθ−αnn . Let p > 5 and c ∈ (0, 12) or p = 5 and c < 14 . Then, by Borel-Cantelli
Lemma, for every u > 0 and t > 0 there exists a set Ω(u, t) with P(Ω(u, t)) = 1 such that
on Ω(u, t), for every ε > 0 and n large enough, we have that |ν¯tn(u,∞) − νt(u,∞)| < ε and
|ν¯tn(un,∞)− νt(u,∞)| < ε. From this we conclude that, on Ω(u, t) and for n large enough,
νt(u,∞)− ε ≤ νtn(u,∞) ≤ νt(un,∞) + ε, (2.5.58)
i.e. Condition (1-1) is satisfied, for every u > 0 and t > 0, P-a.s.
Proposition 2.22. Let p = 2, 3, 4 and c ∈ (0, 12) or p = 5 and c > 14 . Then, the first part of
Condition (1-1) holds in P-probability for every u > 0 and t > 0.
Proof. For every ε > 0, we bound P
(|νtn(u,∞)− E(νtn(u,∞))| > ε) from above by
P
(
|νtn(u,∞)− kn(t)EpinGn(u,H0, Iθn)| > ε/3
)
(2.5.59)
+ P
(
kn(t)|EpinGn(u,H0, Iθn)− EEpinGn(u,H0, Iθn)| > ε/3
)
(2.5.60)
+ 1{|E(νtn(u,∞))−kn(t)EEpinGn(u,H0,Iθn )|>ε/3}. (2.5.61)
Observe that by a first order Chebychev inequality,
(2.5.59) ≤ |Eνtn(u,∞)− kn(t)EEpinGn(u,H0, Iθn)|. (2.5.62)
By Lemmata 2.17, 2.18, and 2.20, (2.5.62) tends to zero as n → ∞. For the same reason,
(2.5.61) is equal to zero for large enough n. To bound (2.5.60), we calculate the variance of
kn(t)EpinGn(u,H0, Iθn). As in the proof of Proposition 2.21 we use Lemma 2.19, but take into
account that there can only be contributions to the left hand side of (2.5.32) if i, j ∈ Iθn . This gives
us the additional factor
(
γ2nρn
)2 in (2.5.53). Therefore the variance of kn(t)EpinGn(u,H0, Iθn) is
bounded above by C(γnρn)2n1−p/2 which, for all p ≥ 2, vanishes as n → ∞. Hence, we have
proved Proposition 2.22.
2.5.3 Second part of Condition (2-1)
We proceed as in Section 3.4 in [28] to verify the second part of Condition (2-1) . With the same
notation as in (2.1.12), we define for u > 0 and t > 0
η˜tn(u) ≡ kn(t)n−1
∑
x∈Σn
(Qun(x))2 , (2.5.63)
ηtn(u) ≡ kn(t)
∑
x∈Σn
∑
x′∈Σn
µn(x, x′)Qun(x)Qun(x′) , (2.5.64)
where µn(·, ·) is the uniform distribution on pairs (x, x′) ∈ Σ2n that are at distance 2 apart, i.e.
µn(x, x′) =
2−n
2
n(n−1) , if dist(x, x
′) = 2,
0, else.
(2.5.65)
We prove that the expectations of both (2.5.63) and (2.5.64) tend to zero. First and second order
Chebychev inequalities then yield that the second part of Condition (2-1) holds in P-probability,
respectively P-a.s.
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Lemma 2.23. For every u > 0 and t > 0
lim
n→∞Eη˜
t
n(u) = limn→∞Eη
t
n(u) = 0 . (2.5.66)
Proof. We show that limn→∞ Eηtn(u) = 0. The assertion for η˜tn(u) is proved similarly. Let
Q¯un(x) ≡ Px
(∑θn
j=1 λ
−1
n (Jn(j))en,j ≤ cnu1/αn
)
. (2.5.67)
Rewrite (2.5.59) in the following way
kn(t)
∑
x∈Σn
∑
x′∈Σn µn(x, x′)
(
1− Q¯un(x)
) (
1− Q¯un(x′)
)
= kn(t)
[
1−∑(x,x′)∈Σ2n µn(x, x′) (Q¯un(x) + Q¯un(x′)− Q¯un(x)Q¯un(x′))]
= kn(t)
[
1− 2∑x∈Σn pin(x)Q¯un(x) +∑(x,x′)∈Σ2n Q¯un(x)Q¯un(x′)] . (2.5.68)
To shorten notation, write
Kun ≡ Ppin
(
maxi∈{θn,...,θn} e
√
nβnH0(i)en,i > cnu1/αn
∣∣∣FJ) = ∑x∈Σn 2−nKun(x), (2.5.69)
where θn ≡ 2n logn and
Kun(x) ≡ Px
(
maxi∈{θn,...,θn} e
√
nβnH0(i)en,i > cnu1/αn
∣∣∣FJ). (2.5.70)
Using the bound Q¯un(x) ≤ Ex(1 − Kun(x)) ≡ ExK¯un(x), x ∈ Σn, and taking expectation with
respect to the random environment we obtain that
Eηtn(u) ≤ kn(t)− 2
(
kn(t)− Eνtn(u,∞)
)
(2.5.71)
+ kn(t)
∑
(x,x′)∈Σ2n µn(x, x
′)E
[
ExK¯un(x)Ex′K¯un(x′)
]
. (2.5.72)
For G¯un ≡ Ppin
(
maxi∈[θn] e
√
nβnH0(i)en,i ≤ cnu1/αn
)
observe that
(2.5.71) ≤ kn(t)− 2kn(t)EG¯un. (2.5.73)
We add and subtract EEpin(1−Kun) ≡ EEpinK¯un as well as∑
(x,x′)∈Σ2n µn(x, x
′)EExK¯un(x)Ex′K¯un(x′). (2.5.74)
Re-arranging the terms and using the bound from (2.5.73) we see that Eηtn(u) is bounded from
above by
2kn(t)
(
EK¯un − EG¯un
)
(2.5.75)
+ kn(t)
∑
x,x′
µn(x, x′)EExKun(x)EEx′Kun(x′) (2.5.76)
+ kn(t)
∑
x,x′
µn(x, x′)
(
E
[
ExK¯un(x)Ex′K¯un(x′)
]
− EExK¯un(x)EEx′K¯un(x′)
)
. (2.5.77)
From Proposition 2.16 we conclude that (2.5.75) and (2.5.76) are of orderO
(
logn
n
)
andO
(
θna
−1
n
)
respectively. To control (2.5.77) we use Lemma 2.19 for the processes V 0 and V 1 as in Proposition
2.21. However, due to the fact that we are looking at the chain after θ¯n steps, the comparison
is simplified. More precisely, let An ≡
{
∀θ¯n ≤ i ≤ θn : dist(Jn(i), J ′n(i)) > n(1− ρ(n))
}
⊂
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FJ × FJ ′ , where ρ(n) is of the order of √n−1 logn. Then, on An, by Lemma 2.19 and the
estimates from (2.5.35),
E
[
K¯un(x)K¯un(x′)
]
− EK¯un(x)EK¯un(x′) ≤ 2γ−2n
∑
1≤i≤θn
θn+1≤j≤2θn
∆0ije
−γ2nn(1+∆0ij)−1 ≤ O(θ2na−2n ).
(2.5.78)
Moreover, on Acn,
E
[
K¯un(x)K¯un(x′)
]
− EK¯un(x)EK¯un(x′) ≤ O(a−1n ). (2.5.79)
But in Lemma 3.7 from [28] it is shown that for a specific choice of ρ(n) and every x ∈ Σn
P
(An|dist(Jn(0), J ′n(0)) = 2) ≥ 1− n−8
Px (Acn) ≤ n−4. (2.5.80)
Therefore we obtain that limn→∞ Eηtn(u) = 0.
Remark. Lemma 2.23 immediately implies that the second part of Condition (2-1) holds in P-
probability. To show that it is satisfied P-almost surely for p > 5 and c ∈ (0, 12) or p = 5 and
c < 14 it suffices to control the variance of (2.5.75). We use the same concentration results as in
Proposition 2.21 to obtain that the variance of kn(t)(K¯un − G¯un), which is given by
k2n(t)
[
E
(
K¯un − EK¯un
)2
+ E
(
G¯un − EG¯un
)2 − 2 (EG¯unK¯un − EG¯unEK¯un)] , (2.5.81)
is bounded from above by Cγ−2n n1−p/2.
2.5.4 Condition (3-1)
We show that Condition (3-1) is P- a.s. satisfied for every δ > 0.
Lemma 2.24. We have, P-a.s.,
lim sup
n→∞
(
an
(
cnδ
1/αn
)−1 Epinλ−1n (Jn(1))en,11λ−1n (Jn(1))en,1≤cnδ1/αn
)αn
<∞, ∀δ > 0.
(2.5.82)
Proof. We begin by proving that for every δ > 0, for n large enough,
an
cnδ1/αn
EpinEλ−1n (Jn(1))en,11λ−1n (Jn(1))en,1≤cnδ1/αn =
∑
x∈Σn 2−nEYn,δ(x)
≤ 4(δγnβn)−1, (2.5.83)
where Yn,δ(x) ≡ an
(
cnδ
1/αn
)−1
λ−1n (x)en,11λ−1n (x)en,1≤cnδ1/αn , for x ∈ Σn.
For x ∈ Σn we have that
EYn,δ(x) = an(cnδ1/αn)−1(2pi)−1/2
∫ ∞
0
dy
∫ yn
−∞
dz ye−y−
z2
2 +βn
√
nz
= an(cnδ1/αn)−1(2pi)−1/2
∫ ∞
0
dy
∫ ∞
βn
√
n−yn
dz ye−y+
β2nn
2 − z
2
2 , (2.5.84)
where yn ≡ (
√
nβn)−1
(
log cn + βnγn log δ − log y
)
for y > 0. In order to use estimates on Gaus-
sian integrals, we divide the integration area over y into y ≤ n2 and y > n2.
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For y > n2, there exists a constant C ′ > 0 such that
(2pi)−1/2an(cnδ1/αn)−1
∫ ∞
n2
dy
∫ yn
−∞
dz ye−y−
z2
2 +βn
√
nz ≤ C ′ann4e−n2 , (2.5.85)
which vanishes as n→∞.
Let y ≤ n2. By definition of cn we have βn
√
n − yn =
√
nβn
(
1− γnβn −
log δ
γnβnn
+ log y
β2nn
)
.
Since αn → 0 as n → ∞, it follows that for n large enough βn
√
n − yn > 0. But then, since
P(Z > z) ≤ (√2pi)−1z−1e−z2/2 for any z > 0 and Z being a standard Gaussian,
∫ n2
0
dy
∫ ∞
−yn+βn√n
dz ye−y+
β2nn
2 − z
2
2 ≤
∫ n2
0
dy
ye−y
βn
√
n− yn e
β2nn
2 −
(βn
√
n−yn)2
2 . (2.5.86)
Plugging in the definition of an and cn, (2.5.85) and (2.5.86) yield that, for n large enough, up to a
multiplicative error that tends to 1 as n→∞ exponentially fast,
(2.5.84) ≤ ∫ n20 dy yαne−y(γnβnδ)−1 (1− γnβn − log δnγnβn + log yβ2nn )−1 e2 log δ logn(nγnβn)−1
≤ 2
∫ n2
0
dy yαne−y(γnβnδ)−1
≤ 2Γ
(
1 + γnβn
)
(γnβnδ)−1 , (2.5.87)
where Γ(·) denotes the gamma function. Since Γ(1 + αn) ≤ 2 for αn ≤ 1, the claim of (2.5.83)
holds true for every δ > 0 for n large enough.
Lemma 3.10 from [28] yields that for every δ > 0 there exists κ > 0 such that
E (EpinYn,δ)2 − (EEpinYn,δ)2 ≤ a2n
(
cnδ
1/αn
)−2
n1−p/2 ≤ e−nκ , (2.5.88)
where EpinYn,δ ≡
∑
x∈Σn 2−nYn,δ(x). By Borel-Cantelli Lemma for every δ > 0 there exists a set
Ω(δ) with P(Ω(δ)) = 1 such that on Ω(δ), for every ε > 0 there exists n′ ∈ N such that
EpinYn,δ ≤ 4 (γnβnδ)−1 + ε, ∀n ≥ n′. (2.5.89)
Setting Ωτ ≡ ⋂δ∈Q∩(0,∞)) Ω(δ), we have P(Ωτ ) = 1.
Let δ > 0 and ε > 0. We can always find δ′ ∈ Q such that δ ≤ δ′ ≤ 2δ. Note that Yn,δ is
increasing in δ. Moreover, by (2.5.89) there exists n′ = n′(δ′, ε) such that on Ωτ and for n ≥ n′
(EpinYn,δ)αn ≤
(EpinYn,δ′)αn ≤ (4 (γnβnδ′)−1 + ε)αn ≤ 4 (γnβnδ′)−αn . (2.5.90)
Since (γnβn)−αn → 1 as n→∞, we obtain the assertion of Lemma 2.24.
2.5.5 Proof of Theorem 2.8
We are now ready to conclude the proof of Theorem 2.8.
First let p > 5 and γn = n−c for c ∈
(
0, 12
)
, or p = 5 and c > 14 . Then we know by
Propositions 2.16 and 2.21 that for every u > 0 there exists a set Ω(u) with P(Ω(u)) = 1 and such
that on Ω(u)
lim
n→∞ ν
t
n(u,∞) = Kptu−1, ∀t > 0. (2.5.91)
The mapping that maps u to νtn(u,∞) is decreasing on (0,∞) and its limit, u−1, is continuous on
the same interval. Therefore, setting Ωτ1 =
⋂
u∈(0,∞)∩Q Ω(u), we have P(Ωτ1) = 1 and (2.5.91)
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holds true for every u > 0 on Ωτ1 . By Section 2.5.3 there also exists a subset Ωτ2 with full measure
and such that the second part of Condition (2-1) holds on Ωτ2 .
Condition (3-1) holds P-a.s. by Lemma 2.24. Finally, we are left with the verification of
Condition (0) for the invariant measure pin(x) = 2−n, x ∈ Σn. For v > 0, we have that∑
x∈Σn
2−ne−vαncnλn(x) =
∑
x∈Σn
2−nPpin
(
λ−1n (x)en,1 > cnvαn
)
. (2.5.92)
By similar calculations as in (2.5.87), we see that, for n large enough and x ∈ Σn,
EPpin
(
λ−1n (x)en,1 > cnvαn
)
∼ a−1n γ2nv−1, (2.5.93)
which tends to zero as n → ∞. By a first order Chebychev inequality we conclude that for every
v > 0 Condition (0) is satisfied P-a.s. As before, by monotonicity and continuity, this implies that
Condition (0) holds P-a.s. for every v > 0. Therefore, Theorem 2.8 holds in this case.
For p = 2, 3, 4 and c ∈
(
0, 12
)
or p = 5 and c ≥ 14 , we know from Propositions 2.16, 2.21,
and Section 2.5.3 that Condition (2-1) is satisfied in P-probability, whereas Condition (0) and (3-1)
hold P-a.s. This concludes the proof of Theorem 2.8.
2.5.6 Proof of Theorem 2.9
We use Theorem 2.8 to prove the claim of Theorem 2.9.
By the same arguments as in the proof of Theorem 1.5 in [28], we obtain that for t > 0, s > 0,
and ε ∈ (0, 1) the correlation function Cεn(t, s) can, with very high probability and P- a.s., be
approximated by
Cεn(t, s) = (1− o(1)) Ppin(Rn ∩ (tαn , (t+ s)αn) = ∅)
= (1− o(1)) Ppin(Rαn ∩ (t, t+ s) = ∅), (2.5.94)
where Rn is the range of the blocked clock process Sbn and Rαn is the range of
(
Sbn
)αn
. By
Theorem 2.8 we know that
(
Sbn
)αn J1=⇒ Mν , P-a.s. for p > 5 if c ∈ (0, 12), p = 5 if c < 14 , and
in P-probability else. By Proposition 4.8 in [56] we know that the range of Mν is the range of a
Poisson random measure ξ′ with intensity measure ν ′(u,∞) = log u− logKp. Thus, writingRM
for the range of Mν , we get that
P(RM ∩ (t, t+ s) = ∅) = P(ξ′(t, t+ s) = 0) = e−ν′(t,t+s) = tt+s . (2.5.95)
The claim of Theorem 2.9 follows.
2.6 Appendix
In the appendix we state and prove a lemma that is needed in the proof of Lemma 2.20.
Lemma 2.25. Let Dij = dist(Jn(i), Jn(j)) and ∆0d = (1− 2dn−1)p. For any η > 0 there exists
a constant C¯ <∞ such that for n large enough and d ∈ {0, . . . , n}
kn(t)
∑θn
bi/vnc=bj/vncEpin1Dij=d|∆0d −∆1ij | ≤ C¯tan d
2
vnn
1d≤vn , (2.6.1)
kn(t)
∑θn
bi/vnc6=bj/vncEpin1Dij=d ≤ C¯t
an exp(ηγ2n min{d,n−d})
vnγ2n
. (2.6.2)
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Proof. We use ideas from Section 3 in [8] and Section 4 in [19] and write the distance process
Dij = dist(Jn(i), Jn(j)) as the Ehrenfest chain Qn = {Qn(k) : k ∈ N}, which is a birth-death
process with state space {0, . . . , n} and transition probabilities pk,k−1 = 1 − pk,k+1 = kn for
k ∈ {0, . . . , n}. Denote by Pk the law and Ek the expectation of Qn starting in k. Let moreover
Td = inf{k ∈ N : Qn(k) = d}. By the Markov property of Jn, we have under P0, in distribution,
that
dist(Jn(0), Jn(k))
d= dist(Jn(j), Jn(j + k))
d= Qn(k) , ∀j, k ≥ 0. (2.6.3)
Recall for the proof of (2.6.1) that if bi/vnc = bj/vnc, we have that ∆1ij ≤ ∆0i,j . Moreover, since
for such i, j necessarily |i−j| ≤ vn we have thatDij ≤ vn. Thus, let d ∈ {1, . . . , vn}. By Lemma
4.2 in [8] we deduce that there exists a constant C <∞, independent of d, such that
kn(t)
∑θn
bi/vnc=bj/vncEpin1Dij=d ≤ Ctan . (2.6.4)
Moreover,(
∆0d −∆1ij
)
=
(
1− 2dn
)p − (1− 2p|i−j|n ) = 2pn (|i− j| − d) +O ( d2n2) . (2.6.5)
Therefore the main contributions in (2.6.1) are of the form∑θn
bi/vnc=bj/vnc (|i− j| − d)Epin1Dij=d = vn
∑bθn/vnc
i=1
∑i+vn
j=i+1 (j − i− d)Epin1Dij=d
= vn
∑bθn/vnc
i=1
∑vn
j=1E01Qn(j)=d (j − d). (2.6.6)
SettingZ ≡∑vnj=1 1Qn(j)=d (j − d), (2.6.6) is nothing but θnE0Z. It is shown in [19] (page 31-32)
that there exists a constant C <∞, independent of d, such that
E0Z ≤ CE0 (Td − d)1Td<vn
≤ C (E0Td − dP0 (Td < vn)) ≤ C
(
E0Td − d
(
1− v−1n E0Td
))
, (2.6.7)
where the last inequality is obtained by a first order Chebychev inequality. To calculate E0Td we
use the following classical formulas (see e.g. [49], Chapter 2.5)
E0Td =
∑d
l=1El−1Tl, where (2.6.8)
El−1Tl = 1pl,l−1
∏l
i=1
pi,i−1
pi−1,i
(
1 +∑l−1j=1∏jk=1 pk,k−1pk−1,k ). (2.6.9)
Plugging in the transition probabilities we obtain that for all l ≤ d,
El−1Tl = nl
(∏l
i=1
i
n−i+1 +
∑l−1
j=1
∏l
k=j+1
k
n−k+1
)
= nl
∑l−1
j=0
∏l
k=j+1
k
n−k+1 . (2.6.10)
For any l ≤ d and 0 ≤ j ≤ l − 1 we have that
n
l
∏l
k=j+1
k
n−k+1 ≤ nd
∏l
k=j+1
d
n−d . (2.6.11)
In view of (2.6.8) we get that
E0Td ≤
∑d
l=1
1
1−2dn−1
(
1−
(
d
n−d
)l) ≤ d(1−2dn−1) . (2.6.12)
But then, since dn → 0 as n → ∞ and d ≤ vn, there exists a constant C ′ < ∞, independent of d,
such that
E0Z ≤ C ′ d2vn . (2.6.13)
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Together with (2.6.4) and (2.6.5) this concludes the proof of (2.6.1).
For the proof of (2.6.2) we distinguish several cases. If ‖d‖ ≡ min{d, n−d} > (logn)1+εγ−2n
for some fixed ε > 0 then the claim of (2.6.2) is deduced from the bound
kn(t)
∑θn
bi/vnc6=bj/vncEpin1Dij=d ≤ antθn  ant e
η‖d‖γ2n
vnγ2n
. (2.6.14)
Assume next that ‖d‖ ≤ (logn)1+εγ−2n . It is shown in [19], (page 35-36), that in this case one can
neglect values of d such that d ≥ n2 . Thus, let d ≤ (logn)1+εγ−2n . Note that
kn(t)
∑θn
bi/vnc6=bj/vncEpin1Dij=d ≤ kn(t)
∑θn
k=0
∑θn
m=jk Epin1Dk,k+m=d , (2.6.15)
where jk = inf{i ∈ N : bk/vnc 6= b(k + i)/vnc}.
We further distinguish the cases jk ≤ 2d and jk > 2d. If jk ≤ 2d then, setting Zjk(d) ≡∑θn
m=jk 1Dk,k+m=d, we have Zjk(d) ≤ Z0(d). It is shown on page 685 in [8] that there exists
C < ∞, independent of d, such that E0Z0(d) ≤ C. Since moreover |{k ∈ {1, . . . , θn} : jk ≤
2d}| ≤ 2dθnvn , we know that for every η > 0 there exists C ′ <∞ such that
kn(t)
∑θn
k=0
∑θn
m=jk Epin1Dij=d ≤ Ctandvn ≤ C ′tane
ηγ2n‖d‖
vnγ2n
. (2.6.16)
Let jk > 2d, i.e. in particular Zjk(d) ≤ Z2d(d). By the Markov property and by Lemma 4.2 in [8]
we obtain that there exists C <∞ such that
E0Z2d(d) ≤ P0(Td ∈ (2d, θn))
(
1 + Ed
(∑θn
k=1 1Qn(k)=d
))
≤ CP0(Td ∈ (2d, θn)). (2.6.17)
The probability that Q gets from 0 to d after 2d steps is bounded by the probability that it takes at
least d steps to the left, i.e.
P0(Td ∈ (2d, θn)) ≤
(2d
d
) (
d
n
)d ≤ 2d (4dn )d  dvn . (2.6.18)
The claim follows as in (2.6.16). This concludes the proof of (2.6.2).
Chapter 3
Convergence of clock processes on
infinite graphs and aging in Bouchaud’s
asymmetric trap model on Zd
Ve´ronique Gayrard and Ade´la Sˇvejda
Using a method developed by Durrett and Resnick [33] we establish general
criteria for the convergence of properly rescaled clock processes of random dy-
namics in random environments on infinite graphs. This extends the results
of [37], [28], and [29], and gives a unified development of most of the con-
vergence theorems for clock processes. As a first application we prove that
Bouchaud’s asymmetric trap model on Zd exhibits a normal aging behavior for
all d ≥ 2. Namely, we show that certain two-time correlation functions, among
which the classical probability to find the process at the same site at two time
points, converge, as the age of the process diverges, to the distribution function
of the arcsine law. As a byproduct we prove that the fractional kinetics process
ages.
3.1 Introduction and main results
This introduction is made of three parts. In the first we describe the general setting and formulate
the problems of interest. We state our abstract results in Section 3.1.2. Section 3.1.3 contains the
application to Bouchaud’s asymmetric trap model.
3.1.1 Markov jump processes in random environments and clock processes
LetG = (V,L) be a loop-free graph. The random environment is a collection of random variables,
{τ(x), x ∈ V}, defined on a common probability space (Ω,F ,P), that are only assumed to be
positive. On V we consider a continuous time Markov jump process, X , with initial distribution µ,
whose jump rates (λ(x, y))x,y∈V satisfy
τ(x)λ(x, y) = τ(y)λ(y, x), ∀(x, y) ∈ L, x 6= y. (3.1.1)
This implies that X is reversible with respect to the random measure on V that assigns to x ∈ V
the mass τ(x).
Clock processes of X have recently been at the center of attention in connection with the study
of aging and/or anomalous diffusions. Relevant questions on both topics can be formulated by
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writing X as a time change of another Markov process J ,
X(t) = J(S←(t)), t ≥ 0, (3.1.2)
and making judicious choices of S, the so-called clock process. Here S← denotes the generalized
right continuous inverse of S. When studying aging the focus usually is on the total time elapsed
along trajectories of X of a given length. This is given by the discrete time clock process
S(k) ≡
k−1∑
i=0
λ−1(J(i))ei, k ≥ 1, (3.1.3)
where J is the discrete time chain with transition probabilities
p(x, y) ≡ λ(x, y)/λ(x) if (x, y) ∈ L, (3.1.4)
and zero else,
λ(x) ≡∑y:(x,y)∈L λ(x, y), x ∈ V, (3.1.5)
is the inverse of the mean holding time of X at x, and {ei, i = 0, 1, 2, . . .} is an independent
collection of i.i.d. mean one exponential random variables. Knowledge of the large k behavior of
S combined with relation (3.1.2) then allows to deduce information on the long time behavior of
the two-time correlation functions that are used to quantify aging in theoretical physics. When
interested in scaling limits one looks at (3.1.2) from a different angle. One aims at expressing the
process X as a time change of another continuous time process, J , for which the usual functional
limit theorem holds. One is then naturally led to study the continuous time clock process
S(t) ≡
∫ t
0
λ−1(J(s))λ˜(J(s))ds, t ≥ 0, (3.1.6)
where λ˜(x) denotes the inverse of the mean holding time of J at x.
It emerged from the bulk of works carried out in the past decade that the occurrence of stable
subordinators as the limit of properly rescaled clock processes provides a basic mechanism for
both aging and anomalous diffusive behaviors to set in in two main types of models. The first
are phenomenological models – the so-called trap models of Bouchaud et al. [24, 26, 58, 59].
Introduced in theoretical physics to account for the phenomenon of aging then newly discovered
in the physics of spin glasses, these are simple Markov jump processes that describe the dynamics
of spin glasses on long time scales in terms of activated barrier crossing in landscapes made of
random ’traps’. Another class of models stems from looking at the actual dynamics of microscopic
spin glasses. Interesting such dynamics are Glauber dynamics on state spaces Vn = {−1, 1}n
reversible with respect to the Gibbs measures associated to random Hamiltonians of mean-field
spin glasses, such as the REM and p-spin SK models.
The first connection between microscopic dynamics of spin systems and trap models was made
in [11], [13], [9] for a variant of the Glauber dynamics of the REM (the random hopping dynamics,
hereafter RHD) on time scales close to equilibrium, and extended in [17] to shorter time scales
(but still exponential in n). There it is shown that the properly rescaled discrete time clock process
(3.1.3) converges P-a.s. to a stable subordinator. These results were partially extended to the p-spin
SK models in [8], for all p ≥ 3 and in a range of exponentially long time scales, whereas it was
shown in [19] that on sub-exponential times scales the clock process no longer converges to a stable
subordinator but to an extremal process, and this for all p ≥ 2; both these results were obtained in
P-law only.
The field gained new momentum with the paper [37]. Based on a method developed by Durrett
and Resnick [33] in the late 70’s to prove functional limit theorems for dependent random variables,
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a fresh view on the convergence of clock processes in random environment was proposed and
general criteria for convergence of clock processes to subordinators were given. This allowed to
improve all earlier results on aging of the RHD of the REM [36] and p-spin SK models [28], [29],
yielding P-a.s. results for all p > 4 (in P-probability else), and paved the way for new advances
[39]. In all the papers mentioned above clock processes are used to control suitable time-time
correlation functions, and aging is deduced.
Meanwhile, in a different line of research, an important class of trap models on Zd known as
Bouchaud’s asymmetric trap model (hereafter BATM) [58, 59] was fully investigated both from
the view point of aging and scaling limits, in different dimensions and for different values of the
asymmetry parameter θ ∈ [0, 1] (see Section 3.1.3 for the definition of BATM). In what follows
we call BTM the ’symmetric’ version of the model, obtained by setting θ = 0. Aging was first
proved in the seminal paper [35] for BTM on Z, and extended to BATM on Z in [14]. Emphasis
was first given to the discrete clock process of BTM in [18], for d = 2, and later in [16], for
d ≥ 2. In both these papers it is proved that for suitable scalings, the clock process converges to
a stable subordinator. This is used in [18] to study aging via correlation functions, and in [16] to
prove convergence of the properly normalized BTM to the so-called Fractional-Kinetics process
(see (3.1.48)). More recently, [34] established aging for transient variants of BTM on Zd for all
d ≥ 1. The continuous time clock process (3.1.6) came into play later, in the study of BATM on Zd,
d ≥ 2, [2], [6], [31], [53]. There, J is chosen as the so-called variable speed random walk (hereafter
VSRW), that is to say, the continuous time Markov chain with rates λ˜(x, y) = τ(x)λ(x, y). This
is a central object in the literature on random conductance models and its scaling limit is well-
understood (for the most recent and strongest results see [4] and [1]). Convergence of the rescaled
clock process to a stable subordinator is established in [2], [31], [53] under various assumptions on
d and using various techniques (see Section 3.1.3 for a detailed discussion). Consequences for the
scaling limit of BATM are drawn but not, to our knowledge, for correlation functions.
The question naturally arises as to whether the method put forward in [37] could allow to make
progress on this issue. How to implement it however is not straightforward. The formulation of
the general, abstract criteria for convergence of clock processes of [37] and [28] was geared to the
setting of sequences of finite graphs suited for dealing with mean field spin glasses. Furthermore,
in all applications, explicit use is made of the fact that the discrete time chain J in (3.1.3) admits
an invariant probability measure and is, moreover, sufficiently fast mixing. In contrast, the arena
of BATM on Zd is that of dynamics on infinite graphs that do not admit of an invariant probability
measure.
In the present paper we address this question in the general setting of Markov jump processes
on infinite graphs that satisfy (3.1.1). We formulate abstract sufficient conditions for properly
rescaled clock processes of the form (3.1.2) (both continuous or discrete) to converge to stable
subordinators. (It will be seen that the roˆle of the invariant measure is now played by a certain
’mean empirical measure’.) We then apply this result to two classes of models: First, we study
BATM for all d ≥ 2 and our method enables us to control several (classical or natural) correlation
functions through which the aging behavior of the process can be characterized, and prove the
existence of ’normal aging’. Then, we study a version of BTM, for d ≥ 2, in which the process
jumps from one site to another according to the distribution of a discrete time Markov chain that
whose distribution does not depend on the random environment but is more general than that of
the simple random walk. In particular, the class of dynamics we consider does not necessarily
perform nearest neighbor jumps. This way, we improve some of the results obtained in [34]. More
precisely, we prove almost sure aging behavior for a sub-class of the models considered in [34],
where the statements hold in law, respectively in probability.
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3.1.2 Main results
In this paper, we consider continuous and discrete time clock processes in a unified setting and
introduce notations that allow to handle them simultaneously. From now on let J be either a con-
tinuous or discrete time Markov chain having transition probabilities (3.1.4) and initial distribution
µ. Continuous time chains are assumed to be non-explosive (see Chapter 3.5 in [55]). To a Markov
chain J we associate a process ` = {`t(x), x ∈ V, t ≥ 0} and a sequence Λ˜ = {λ˜(x), x ∈ V}
defined as follows. When J is a continuous time Markov chain λ˜(x) is the holding time parameter
of J at x and `t(x) is the local time
`t(x) ≡
∫ t
0 1J(s)=x ds, (3.1.7)
namely, the total time spent by J at x in the time interval [0, t]. When J is a discrete time Markov
chain we set λ˜(x) ≡ 1. In this case `t(x) is defined through
`t(x) ≡∑btc−1i=0 ei1J(i)=x, (3.1.8)
where {ei, i = 0, 1, 2, . . .} is a collection of i.i.d. mean one exponential random variables inde-
pendent of everything else. Observe that this is the local time of a continuous time Markov chain
whose mean holding times are identically one. The clock process is then given by
SJ(t) ≡
∑
x∈V
`t(x)λ˜(x)λ−1(x), t ≥ 0. (3.1.9)
Notice that this definition is consistent with (3.1.3) and (3.1.6). In particular, one can check that
the relation (3.1.2) between SJ , J , and X is satisfied. In the sequel we write Pµ for the law of J
and Pµ for the law of X with initial distribution µ. We also write Px ≡ Pδx and Px ≡ Pδx . Of
course these are random measures on (Ω,F ,P).
Let an and cn be non-decreasing sequences. We think of cn as the time scale on which the
process X is observed, and of an as an auxiliary time scale for the Markov chain J . The question
of interest now becomes to find conditions for the re-scaled sequence
SJn (t) ≡ c−1n
∑
x∈V
λ˜(x)λ−1(x)`bantc(x), t ≥ 0, (3.1.10)
to converge weakly, as a sequence of random elements in the space D[0,∞) of ca`dla`g functions
on [0,∞), P-almost surely in the random environment.
To answer this question we use a method developed by Durrett and Resnick [33] that yields cri-
teria for sums of correlated random variables to converge that are particularly useful when applied
to clock processes. Following [28], we will not apply it to SJn directly but rather to a ‘blocked’
version of SJn . Namely, we introduce a new sequence, θn, chosen such that θn  an, and use it to
define the block variables
ZJn,k ≡ c−1n
∑
x∈V
λ˜(x)λ−1(x)
(
`θnk(x)− `θn(k−1)(x)
)
, n ≥ 1, k ≥ 1. (3.1.11)
The reason for this is that in many examples of interest, we do know that the jumps of the limiting
clock process do not come from isolated jumps of SJn but from block variables, either because of
strong local spatial correlations of the random environment (as in spin glasses) or because of strong
local temporal correlations of the process J (as e.g. in BTM on Z2) or by a conjunction of these
reasons. Set kn(t) ≡ bbantc/θnc. The blocked clock process SJ,bn is then defined by
SJ,bn (t) ≡
kn(t)−1∑
k=0
ZJn,k+1, t ≥ 0. (3.1.12)
3.1 INTRODUCTION AND MAIN RESULTS 57
The convergence criteria we obtain bear on a small number of quantities that we now introduce.
For x ∈ V and u > 0 let
Qun(x) ≡ Px
(
ZJn,1 > u
)
(3.1.13)
be the tail distribution of ZJn,1, starting in x. For each fixed t > 0, we construct a probability
measure on V through
pitn(x) ≡ Eµ
(
(kn(t))−1
kn(t)−1∑
k=1
1J(kθn)=x
)
, x ∈ V. (3.1.14)
This is the empirical measure induced by the sequence {J(kθn), k = 1, . . . kn(t) − 1}, averaged
over Pµ. Note that Qun and pi
t
n are not random in the chain J . Using these quantities, we define
νtn(u,∞) ≡ kn(t)
∑
x∈V
pitn(x)Qun(x), (3.1.15)
and
σtn(u,∞) ≡ kn(t)
∑
x∈V
pitn(x)(Qun(x))2. (3.1.16)
We are now ready to introduce the conditions of our main theorem. They are stated for given
sequences an, cn, θn, a given initial distribution µ, and fixed ω ∈ Ω.
(A-0) For all u > 0
lim
n→∞Pµ
(
SJ,bn (0) > u
)
= 0. (3.1.17)
(A-1) For all t > 0 there exists c <∞ such that, uniformly in x ∈ V ,
lim
n→∞
kn(t)−1∑
k=1
Pµ(J(kθn) = x) = 0, (3.1.18)
and
lim
n→∞
kn(t)−1∑
k=1
Px(J(kθn) = x) < c. (3.1.19)
(A-2) There exists a sigma-finite measure ν on (0,∞) satisfying ∫∞0 (1 ∧ x)dν(x) < ∞ such
that for all t > 0 and u > 0 such that ν({u}) = 0 and ν(u,∞) <∞,
lim
n→∞ ν
t
n(u,∞) = tν(u,∞). (3.1.20)
(A-3) For all t > 0 and all u > 0 such that ν({u}) = 0 and ν(u,∞) <∞,
lim
n→∞σ
t
n(u,∞) = 0. (3.1.21)
(A-4) For all t > 0,
lim
ε→0 lim supn→∞
kn(t)
∑
x∈V
pitn(x)ExZJn,11{ZJn,1≤ε} = 0. (3.1.22)
Theorem 3.1. Assume that there exist sequences an, cn, and θn and an initial distribution µ such
that Conditions (A-0)-(A-4) are satisfied P-a.s. Then, P-a.s., as n→∞,
SJ,bn ⇒ Vν , (3.1.23)
where Vν is a subordinator with Le´vy measure ν and zero drift. Convergence holds weakly in the
space D[0,∞) equipped with Skorohod’s J1 topology.
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Let us emphasize that our statement is made for SJ,bn and holds in the strong J1 topology,
which immediately implies that SJn converges to the same limit in the weaker M1 topology. As
we just explained (see discussion below (3.1.11)), in many models of interest it is not true that
SJn converges in the J1 topology, but more information than contained in M1 statements can be
obtained by introducing a blocked clock process, SJ,bn . (This is the case in the p-spin SK models
[8], [28], and BTM on Z2 [18].) Of course in the case of continuous time clock processes, forming
blocks is needed in order to make sense of writing convergence to subordinators statements in the
J1 topology. Let us finally stress that it is crucial for applications to correlation functions to make
statements that are valid in the J1 topology.
Let us comment on Conditions (A-0)-(A-4). Condition (A-0) is a condition on the initial dis-
tribution and ensures that the initial increment SJ,bn (0) converges to zero as n → ∞. Conditions
(A-2)-(A-4) have the same form as Conditions (A2-1)-(A3-1) in [28] where sequences of finite
state reversible Markov jump processes are studied. There it is assumed that Jn admits a unique
invariant measure, pin, and θn is chosen large compared to the mixing time of Jn (see Condition
(A1-1)). In the present setting, the empirical measure averaged over Pµ replaces the measure pin,
and Condition (A-1) plays the same roˆle as Condition (A1-1). More precisely these conditions
allow to replace J dependent, respectively Jn dependent, quantities by their average over Pµ, re-
spectively Ppin . We conclude this discussion with a lemma that sheds light on the complementarity
of Theorem 3.1 and Theorem 1.3 in [28]; indeed the former can only be satisfied by J’s that are
transient, respectively null-recurrent, whereas the latter is designed for positive recurrent J’s.
Lemma 3.2. Let x ∈ V . If x is transient then (3.1.18) and (3.1.19) are satisfied for any θn  1,
whereas if x is positive recurrent they cannot be satisfied. In particular, (A-1) cannot hold if J
admits an invariant probability measure.
When J is random in the random environment the conditions of Theorem 3.1 may not be easy
to handle. We now present an additional condition, (B-5), that enables us to replace pitn in (A-2)-
(A-4) by a deterministic probability measure pitn. In this way, all the dependence on the random
environment in (A-2)-(A-4) is confined to the Qun’s. The following conditions, stated for given
sequences an, cn, θn, a given initial distribution µ, and for fixed ω ∈ Ω, imply the conditions of
Theorem 3.1.
(B-5) Set An = {(x, k) : x ∈ V, k ∈ [kn(t) − 1]}, where [m] ≡ {0, . . . ,m}. There exists a
sequence of functions hn : V → [0, 1] such that for all t > 0 and all n ∈ N, the set An can be
decomposed into the disjoint union of two sets, A1n and A2n, satisfying
lim
n→∞ sup(x,k)∈A1n
|Pµ(J(kθn) = x))− hkθn(x)|
hkθn(x)
= 0, (3.1.24)
and
lim
n→∞
∑
(x,k)∈A2n
∣∣Pµ(J(kθn) = x)− hkθn(x)∣∣Qun(x) = 0, (3.1.25)
lim
n→∞
∑
(x,k)∈A2n
∣∣Pµ(J(kθn) = x)− hkθn(x)∣∣ExZJn,11{ZJn,1≤ε} = 0. (3.1.26)
Observe that proving (3.1.24) corresponds to proving a uniform local central limit theorem for J .
For each t > 0 we define the measure pitn, using hn, through
pitn(x) = (kn(t))−1
kn(t)−1∑
k=1
hkθn(x), x ∈ V. (3.1.27)
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By analogy to (3.1.15) and (3.1.16) we set for t > 0, u > 0
νtn(u,∞) ≡ kn(t)
∑
x∈V
pitn(x)Qun(x), (3.1.28)
σtn(u,∞) ≡ kn(t)
∑
x∈V
pitn(x)(Qun(x))2. (3.1.29)
The next conditions are nothing but Conditions (A-2)-(A-4) with pitn replaced by pi
t
n.
(B-2) There exists a sigma-finite measure ν on (0,∞) satisfying ∫∞0 (1 ∧ x)dν(x) < ∞ such
that for all t > 0 and u > 0 such that ν({u}) = 0 and ν(u,∞) <∞,
lim
n→∞ ν
t
n(u,∞) = tν(u,∞). (3.1.30)
(B-3) For all t > 0 and all u > 0 such that ν({u}) = 0 and ν(u,∞) <∞,
lim
n→∞σ
t
n(u,∞) = 0. (3.1.31)
(B-4) For all t > 0,
lim
ε→0 lim supn→∞
kn(t)
∑
x∈V
pitn(x)ExZJn,11{ZJn,1≤ε} = 0. (3.1.32)
Theorem 3.3. Assume that there exist sequences an, cn, and θn and an initial distribution µ such
that Conditions (A-0), (A-1), (B-2)-(B-5) are satisfied P-a.s. Then, P-a.s.,
SJ,bn ⇒ Vν , (3.1.33)
where Vν is a subordinator with Le´vy measure ν and zero drift. Convergence holds weakly in the
space D[0,∞) equipped with Skorohod’s J1 topology.
3.1.3 Application to Bouchaud’s asymmetric trap model (BATM)
We now use Theorem 3.3 to prove aging in Bouchaud’s asymmetric trap model on Zd. Here
V = Zd, d ≥ 2, L is the set of nearest neighbors on Zd, and µ ≡ δ0. The random environment,{
τ(x), x ∈ Zd
}
, is a collection of i.i.d. random variables, with tail distribution given by
P(τ(0) > u) =
{
Cu−α(1 + L(u)), u ∈ (c¯,∞),
1, u ∈ (0, c¯], (3.1.34)
where α ∈ (0, 1), c¯, C ∈ (0,∞) are constants, and L : (0,∞) → R is a function that obeys
L(u) → 0 as u → ∞. We write x ∼ y if x, y are nearest neighbors in Zd. The jump rates of X
depend on a parameter, θ ∈ [0, 1], and are given by
λ(x, y) = (τ(x))−1(τ(x)τ(y))θ, if x ∼ y, (3.1.35)
and zero else. Consider now the VSRW of this model, namely, the continuous time Markov chain,
J˜ , with jump rates
λ˜(x, y) = (τ(x)τ(y))θ, if x ∼ y, (3.1.36)
and zero else. Our interest is in the continuous time clock process SJ˜ defined (as in (3.1.10))
through
SJ˜(t) = ∑x∈V `t(x)λ˜(x)λ−1(x) = ∑x∈V `t(x)τ(x). (3.1.37)
Our first theorem states convergence of the blocked clock process, SJ˜ ,bn , for appropriate choices of
block lengths, θn, in J1 topology.
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Theorem 3.4. Let cn = n and take
θn = nαγ21d=2 + (logn)γ31d≥3, (3.1.38)
an = nα(logn)1−α1d=2 + nα1d≥3, (3.1.39)
where γ2 ∈ (0, 1/6), γ3 > 9. Then, P-a.s., as n→∞,
SJ˜ ,bn ⇒ Vα, (3.1.40)
where Vα is a subordinator with Le´vy measure ν(u,∞) = Ku−α, for K = K(d, α, θ) > 0, and
zero drift. Convergence holds weakly in the space D[0,∞) equipped with Skorohod’s J1 topology.
In all papers where the clock process SJ˜n was studied before the main objective was to prove
scaling limits for BATM. It was first proved in [2] that the properly rescaled process converges to
a fractional kinetics process for d ≥ 3. This was extended to d = 2 in [31]. Shortly after [2], [53]
gave an alternative proof of this result for d ≥ 5. The method of [2, 31] relies on blocking with
block length θn = εnα. In contrast, [53] proposed a method of proof that does not use blocking.
Both approaches resulted in M1 convergence for SJ˜n . (Note that because S
J˜ is a continuous time
clock process, the method of [53] does not allow to obtain J1 convergence statements for SJ˜ .) As
already mentioned this is not enough to control correlation functions.
Let us comment on our choices of θn. Because J˜ is recurrent when d = 2 and transient
otherwise two cases must be distinguished. When d = 2 we first remark that (A-1) would be
satisfied for any θn  logn. There our constraint on θn comes from (A-2)-(A-4). In the course
of verifying these conditions one sees that θn must be chosen in such a way that the mean values
of local times during [0, θn] are of the order of logn. Since these mean values are of order log θn
we take θn = nαγ2 . When d ≥ 3 Conditions (A-1)-(A-4) can a priori be verified for any diverging
θn. Here the constraint (3.1.38) on θn comes from using precise heat kernel estimates for J˜ , taken
from [4], which are only valid for large enough time intervals (of course this was already the case
in d = 2).
We now present our results on aging. Theorem 3.4 allows to control several correlation func-
tions, which we now introduce. The first is the classical correlation function
C1s (1, ρ) ≡ P (X(s) = X(s(1 + ρ))) , s > 0, ρ > 0, (3.1.41)
which is the probability that at the beginning and the end of the time interval (s, s(1 + ρ)) the
process is in the same site. The second correlation function is the probability that during a certain
time interval the process stays inside a ball of a certain radius. Specifically, writing θs ≡ θbsc,
C2s (1, ρ) ≡ P
(
maxv∈(s,s(1+ρ)) |X(s)−X(v)| ≤ (θs log θs)1/2
)
, s > 0, ρ > 0. (3.1.42)
Notice that C1s and C2s clearly contain different information. Our third and last correlation function
combines them both. For s > 0, ρ > 0 we define
C3s (1, ρ) ≡ P
(
X(s) = X(s(1 + ρ)), max
v∈(s,s(1+ρ))
|X(s)−X(v)| ≤ (θs log θs)1/2
)
. (3.1.43)
The proof of the next theorem relies on a well-known scheme, that first appeared in [15], that links
aging to the arcsine law for subordinators through the convergence of the clock process SJ˜ ,bn . Let
Aslα denote the distribution function of the generalized arcsine law,
Aslα(u) ≡ sinαpipi
∫ u
0 (1− x)−αxα−1dx, u ∈ [0, 1]. (3.1.44)
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Theorem 3.5. Let d ≥ 2. Under the assumptions of Theorem 3.4, for i = 1, 2, 3, P-a.s.,
lim
s→∞ C
i
s(1, ρ) = Aslα(1/(1 + ρ)), ρ > 0. (3.1.45)
As pointed out below Theorem 3.4, it was proved that the rescaled process
Xs(t) ≡ a−1/2s X(st), t ≥ 0, (3.1.46)
converges to the fractional kinetics process. Observe that the radius of the balls in (3.1.42) for
which Theorem 3.5 holds is very small compared to the normalization of Xs, (θs log θs)1/2 
a
1/2
s . From this and Theorem 3.5 one readily deduces that the correlation function defined, for
ε > 0, by
Cεs(1, ρ) ≡ P
(
maxv∈(1,1+ρ) |Xs(1)−Xs(v)| ≤ ε
)
, s > 0, ρ > 0, (3.1.47)
converges to the arcsine distribution function. Interestingly, this, in turns, enables us to deduce
results on the aging behavior of the fractional kinetics process itself. This is the content of Theorem
3.6 below. Recall that the fractional kinetics process is defined by
Zd,α(t) ≡ Bd(V←α (t)), t ≥ 0, (3.1.48)
where Bd is a standard Brownian motion on Rd started in 0, Vα is an α-stable subordinator with
zero drift that is independent of Bd, and V←α (t) = inf{v : Vα(v) > t} its generalized right-
continuous inverse. By analogy to (3.1.47) define
Cε(1, ρ) ≡ P
(
maxv∈(1,1+ρ) |Zd,α(1)− Zd,α(v)| ≤ ε
)
, s > 0, ρ > 0. (3.1.49)
Theorem 3.6. Let d ≥ 2. Under the assumptions of Theorem 3.4, P-a.s.,
lim
ε→0 lims→∞ C
ε
s(1, ρ) = lim
ε→0 C
ε(1, ρ) = Aslα(1/(1 + ρ)), ρ > 0. (3.1.50)
Remark. As a final remark notice that our results are only valid for d ≥ 2. It is known that
the situation in d = 1 is completely different, see [35], [14]. The clock process converges to the
integral of the local time of a Brownian motion on R with respect to the so-called (random) speed
measure which is the scaling limit of the random environment and the scaling limit is a singular
diffusion on R; see e.g. [16] and [31] for further discussions.
3.1.4 Application to dynamics of trap models
Let us now study class of dynamics of trap models that is not random in the random environment.
The set of vertices is again Zd and the random environment is the same as in Section 3.1.3. The
set of edges and the jump distribution, which is deterministic in the random environment but more
general than simple random walk, are constructed as follows. Let {Yi, i ≥ 1} be a sequence of
i.i.d. Zd-valued random variables with distribution piY . We assume that piY is symmetric, has finite
and non-singular covariance matrix Γ, and that there exists δ > 0 such that Eet·Y1 < ∞ for all
|t| ≤ δ. The set of edges, L, is implicitly defined through
(x, y) ∈ L ⇔ piY (x− y) > 0. (3.1.51)
The Markov chain J is constructed as follows. We set J(0) = 0, 0 ∈ Zd, and define
J(k) = J(0) +∑k−1i=1 Yi, k ≥ 1. (3.1.52)
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In other words, J has initial distribution δ0 and transition matrix P with entries
p(x, y) = piY (x− y). (3.1.53)
Our process of interest, X , is, for t ≥ 0 given by X(t) = J(S←(t)), where S is the discrete time
clock process,
SJ(k) ≡∑k−1i=0 τ(J(i))ei, k ≥ 1, (3.1.54)
where {ei : i ∈ N} is a collection of i.i.d. exponential random variables with mean 1. Hence, the
jump rates of X are given by λ(x, y) = piY (x − y)/τ(x), for x, y ∈ V . Therefore, for (3.1.1) to
hold, it is necessary that
piY (x− y) = λ(x, y)τ(x) = λ(y, x)τ(y) = piY (y − x), ∀(x, y) ∈ L, (3.1.55)
that is to say the symmetry condition for piY is necessary. The other assumptions on piY are of
technical nature. (see the paragraph before (3.5.8) and , respectively Section 3.6.5). More precisely,
under the above assumptions we have Gaussian upper bounds for P (J(n) = x) (see (3.5.14)) and
control on the exit times of certain balls (see (3.5.8) and Section 3.6.5).
We use Theorem 3.1 to prove the following convergence result for a blocked version of the
clock process S.
Theorem 3.7. Let cn = n and take
θn = nαγ21d=2 + (logn)γ31d≥3, (3.1.56)
an = nα(logn)1−α1d=2 + nα1d≥3, (3.1.57)
where γ2 ∈ (0, 1/6), γ3 > 9. Then, P-a.s., as n→∞,
SJ,bn ⇒ Vν , (3.1.58)
where Vν is a subordinator with Le´vy measure ν(u,∞) = Ku−α, where K = K(d, α, θ) > 0, and
zero drift. Convergence holds weakly in the space D[0,∞) equipped with Skorohod’s J1 topology.
By analogy to Section 3.1.3, Theorem 3.7 allows to deduce the following results on the aging
behavior of X .
Theorem 3.8. Let d ≥ 2. Under the assumptions of Theorem 3.7, P-a.s., for i = 1, 2, 3
lim
s→∞ C
i
s(1, ρ) = Aslα(1/(1 + ρ)). (3.1.59)
Similar dynamics of trap models were studied previously in [34]. There, under different con-
ditions on J , it is proved that C1s (1, ρ) (and another correlation function) converges, in P-law,
respectively under some additional conditions in P-probability to the distribution function of the
arcsine law. The main differences between their and our assumptions on J are that in [34] the
aging behavior of X is only studied for transient J’s and that in our setting we assume that piY is
symmetric. However, in view of (3.1.55), respectively (3.1.1), it is natural to assume that piY is
symmetric. To prove statements in P-law, a law of large numbers for the number of distinct points
that J visits in n steps is required in [34]. For statements in P-probability, another law of large
numbers, namely for the distinct number of points that are visited by J and an independent copy
of it, J ′, is necessary in [34].
The remainder of the paper is structured as follows. Section 3.2 contains the proof of Theorem
3.1 and Theorem 3.3. In Section 3.3 we collect preparatory results for the proof of Theorem 3.4.
The latter is carried out in Section 3.4. The proof of Theorem 3.7 is contained in Section 3.5.
Finally, Section 3.6 contains the proofs of Theorem 3.5, Theorem 3.6, and Theorem 3.8. Two
lemmata are proven in the Appendix.
Acknowledgement. We thank Pierre Mathieu for pointing out that the proof of (4.6.10) in an
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3.2 Proof of Theorem 3.1 and Theorem 3.3
We now come to the proofs of the abstract theorems of Section 3.1. We first prove Theorem 3.1.
We then show that the conditions of Theorem 3.3 imply those of Theorem 3.1, thereby proving
Theorem 3.3. Finally, we state a lemma which shows that the conditions of both theorems simplify
when the mapping that maps u > 0 to ν(u,∞) is continuous.
Proof of Theorem 3.1. As mentioned earlier, the proof is based on a result by Durrett and Resnick
[33] that gives conditions for partial sum processes of dependent random variables to converge.
We use this result in a specialized form suitable for our application that we take from [37], namely
Theorem 2.1 p. 7.
Throughout we fix a realization ω ∈ Ω of the random environment but do not make this explicit
in the notation. We set
ŜJ,bn (t) ≡ SJ,bn (t)− SJ,bn (0), t > 0. (3.2.1)
Condition (A-0) ensures that ŜJ,bn − SJ,bn converges to zero, uniformly. Thus, we must show that
under Conditions (A-1)-(A-4)
ŜJ,bn ⇒ Vν . (3.2.2)
This will follow if we can verify Conditions (D1)-(D3) of Theorem 2.1 in [37] for ŜJ,bn .
For this, let {Fn,k, k ≥ 0} be an array of sigma algebras, where for k ≥ 0, Fn,k is generated
by {`s(x), s ≤ θnk, x ∈ Zd}. When J is continuous Fn,k is generated by {J(s), s ≤ θnk},
whereas when J is discrete Fn,k is generated by {J(i), ei, i ≤ θnk}. Note that for n, k ≥ 1, ZJn,k
is Fn,k measurable and Fn,k−1 ⊂ Fn,k.
We first establish that Condition (D1) is satisfied. For u > 0 and t > 0 we define
νJ,tn (u,∞) ≡
∑kn(t)−1
k=1 Pµ
(
ZJn,k+1 > u | Fn,k
)
. (3.2.3)
This conditions then states that for all u > 0 such that ν({u}) = 0 and ν(u,∞) <∞ and all t > 0
we have in Pµ-probability
limn→∞ νJ,tn (u,∞) = tν(u,∞). (3.2.4)
By the Markov property, νJ,tn (u,∞) can be rewritten as
νJ,tn (u,∞) =
∑kn(t)−1
k=1
∑
x∈V 1J(kθn)=xQ
u
n(x) = kn(t)
∑
x∈V piJ,tn (x)Qun(x), (3.2.5)
where, for x ∈ V ,
piJ,tn (x) ≡ (kn(t))−1
∑kn(t)−1
k=1 1J(kθn)=x, (3.2.6)
denotes the empirical measure induced by the sequence {J(kθn), k = 1, . . . , kn(t) − 1}. Taking
the expectation with respect to Pµ, (3.2.5) yields
EµνJ,tn (u,∞) = kn(t)
∑
x∈V Eµ
(
piJ,tn (x)
)
Qun(x) = νtn(u,∞). (3.2.7)
Since (A-2) ensures that limn→∞ νtn(u,∞) = tν(u,∞) it suffices to prove that
lim
n→∞Pµ
(∣∣∣νJ,tn (u,∞)− νtn(u,∞)∣∣∣ > ε) = 0, ∀ε > 0, (3.2.8)
i.e. that we may replace piJ,tn by its mean value. We do this by means of a second order Chebyshev
inequality. For x, y ∈ V and k, j ∈ N write
q¯k,j(x, y) ≡ Pµ(J(k) = x, J(j) = y) and qk(x, y) ≡ Px(J(k) = y), (3.2.9)
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with the convention that qk(y) ≡ Pµ(J(k) = y). Then, on the one hand,
Eµ
(
νJ,tn (u,∞)
)2
= ∑x∈V (Qun(x))2 [kn(t)pitn(x) + 2∑kn(t)−2k=1 ∑kn(t)−1j=k+1 q¯kθn,jθn(x, x)]
+ 2∑x,x′∈V
x 6=x′
Qun(x)Qun(x′)
∑kn(t)−2
k=1
∑kn(t)−1
j=k+1 q¯kθn,jθn(x, x′) , (3.2.10)
and on the other hand,(
EµνJ,tn (u,∞)
)2 ≥ 2∑x∈V (Qun(x))2∑kn(t)−2k=1 ∑kn(t)−1j=k+1 qkθn(x)qjθn(x)
+ 2∑x,x′∈V
x 6=x′
Qun(x)Qun(x′)
∑kn(t)−2
k=1
∑kn(t)−1
j=k+1 qkθn(x)qjθn(x′). (3.2.11)
Combining (3.2.10) and (3.2.11), we obtain that
Eµ
(
νJ,tn (u,∞)
)2 − (EµνJ,tn (u,∞))2
≤ σtn(u,∞)
+ ∑x∈V (Qun(x))2∑kn(t)−2k=1 ∑kn(t)−1j=k+1 [q¯kθn,jθn(x, x)− qkθn(x)qjθn(x)]
+ ∑x,x′∈V
x 6=x′
Qun(x)Qun(x′)
∑kn(t)−2
k=1
∑kn(t)−1
j=k+1 [q¯kθn,jθn(x, x′)− qkθn(x)qjθn(x′)]
≡ (I) + (II) + (III). (3.2.12)
By (A-3), (I) tends to zero as n→∞. To bound (II), we drop the terms involving qkθn(x)qjθn(x),
and use the Markov property to write
(II) ≤ ∑x∈V (Qun(x))2∑kn(t)−2k=1 ∑kn(t)−1j=k+1 qkθn(x)Px (J((j − k)θn) = x)
≤ ∑x∈V (Qun(x))2∑kn(t)−2k=1 qkθn(x)∑kn(t)−1j=1 Px (J(jθn) = x)
≤ kn(t)∑x∈V (Qun(x))2 pitn(x)∑kn(t)−1j=1 Px (J(jθn) = x)
≤ σtn(u,∞) supx∈V
∑kn(t)−1
j=1 Px (J(jθn) = x) . (3.2.13)
By (A-1) and (A-3), (II)→ 0 as n→∞.
Let us now show, using (A-1) and (A-2), that also (III) vanishes. Fix x ∈ V , k ≥ 1, and
j ≥ k + 1. For every x′ 6= x we bound the term Qun(x′) by 1. Now∑
x′: x′ 6=x q¯kθn,jθn(x, x′) = Pµ(J(kθn) = x, J(jθn) 6= x) ≤ Pµ(J(kθn) = x), (3.2.14)
and ∑
x′: x′ 6=x qkθn(x)qjθn(x′) = Pµ(J(kθn) = x)Pµ(J(jθn) 6= x), (3.2.15)
so that, combining (3.2.14) and (3.2.15),
(III) ≤ ∑x∈V Qun(x)∑kn(t)−2k=1 Pµ(J(kθn) = x)∑kn(t)−1j=1 Pµ(J(jθn) = x)
≤ νtn(u,∞) supx∈V
∑kn(t)−1
j=1 Pµ(J(jθn) = x). (3.2.16)
By (A-2), νtn(u,∞) converges as n → ∞ to tν(u,∞), which is a finite number. Thus invoking
(A-1), (II) → 0 as n → ∞. Inserting our bounds in (3.2.12), the variance of νJ,tn (u,∞) tends to
zero as n→∞. The verification of Condition (D1) is complete.
Next we show that Condition (D2) of Theorem 2.1 in [37] is satisfied. For u > 0, t > 0 we
define
σJ,tn (u,∞) ≡
∑kn(t)−1
k=1
∑
x∈V
(
Pµ
(
ZJn,k+1 > u|Fn,k
))2
. (3.2.17)
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This condition then states that for all u > 0 such that ν({u}) = 0 and ν(u,∞) <∞, and all t > 0,
limn→∞ Pµ
(
σJ,tn (u,∞) > ε
)
= 0, ∀ε > 0. (3.2.18)
By the Markov property,
σJ,tn (u,∞) = kn(t)
∑
x∈V piJ,tn (x) (Qun(x))
2 . (3.2.19)
The expectation of σJ,tn (u,∞) with respect to Pµ is equal to σtn(u,∞) and tends by (A-3) tends to
zero. Thus, Condition (D2) is satisfied.
It remains to verify Condition (D3) of Theorem 2.1 in [37]. It is in particular satisfied if
limε→0 lim supn→∞
∑kn(t)−1
k=1 EµZJn,k+11ZJn,k+1≤ε = 0. (3.2.20)
By the Markov property the left hand side of (3.2.20) is equal to the left hand side of (3.1.22)
and vanishes by (A-4). This proving that Condition (D3) is satisfied. Therefore, the conditions of
Theorem 2.1 in [37] are verified, and so ŜJ,bn ⇒ Vν where convergence holds weakly in the space
D[0,∞) equipped with Skorohod’s J1 topology and Vν is a subordinator with Le´vy measure ν and
zero drift.
In the verification of Condition (D1) of Theorem 2.1 in [37], more precisely in the proof of the
claim (II), (III)→ 0, one sees that Condition (A-1) is used to replace piJ,tn by its average over Pµ.
This is to be contrasted with the setting of [28] where (II) and (III) vanish because J is already
in the invariant measure after θn steps, and hence for x, x′ ∈ V and j > k the event {J(kθn) = x}
is essentially independent of {J(jθn) = x′}.
Proof of Theorem 3.3. As in the proof of Theorem 3.1 we show that for given sequences an, cn, θn,
a given initial distribution µ and for fixed ω ∈ Ω (B-2)-(B-5)⇒ (A-2)-(A-4). Since both Theorems
require the conditions to be satisfied P-a.s. for all t > 0 and all u > 0 such that ν({u}) = 0 and
ν(u,∞) <∞, it suffices to consider a fixed realization ω ∈ Ω and fixed u > 0, t > 0. Let us first
establish that, under the assumptions of Theorem 3.3,
limn→∞
∣∣νtn(u,∞)− νtn(u,∞)∣∣ = 0. (3.2.21)
By (B-2), (3.2.21) implies (A-2). Next∣∣νtn(u,∞)− νtn(u,∞)∣∣
≤ ∑(x,k)∈A1n |P (J(kθn) = x)− hkθn(x)|Qun(x)
+ ∑(x,k)∈A2n |P (J(kθn) = x)− hkθn(x)|Qun(x). (3.2.22)
By (3.1.25) of (B-5) the second summand tends to zero. The first summand is smaller than
sup
(x,k)∈A2n
|P (J(kθn) = x)− hkθn(x)|
hkθn(x)
∑
(x,k)∈A2n
hkθn(x)Qun(x)
≤ sup
(x,k)∈A2n
|P (J(kθn) = x)− hkθn(x)|
hkθn(x)
νtn(u,∞), (3.2.23)
and (3.1.24) of (B-5) guarantees that it vanishes as n → ∞, proving that (A-2) is satisfied. To
establish that
limn→∞
∣∣σtn(u,∞)− σtn(u,∞)∣∣ = 0, (3.2.24)
we proceed as in (3.2.22). Bounding Qun(x) ≤ 1, the claim of (3.2.24) follows from (3.2.22)-
(3.2.23) and (A-3) is satisfied as well. Condition (A-4) follows in a similar way. This finishes the
proof of Theorem 3.3.
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Proof of Lemma 3.2. Let us show that (3.1.18) and (3.1.19) are always satisfied for transient x and
never for positive recurrent x. Let x ∈ V be transient. Then we know that for any increasing
sequence θn  1,
limn→∞
∫∞
θn
Pµ(J(t) = x)dt = limn→∞
∫∞
θn
Px(J(t) = x)dt = 0. (3.2.25)
When J is a discrete time Markov chain this already proves (3.1.18) and (3.1.19). Let J be a
continuous time Markov chain. Then we have for all initial distributions µ′ and all s < t,
Pµ′(J(t) = x) ≥ Pµ′(J(s) = x)Px(J(u) = x, ∀0 < u ≤ t− s)
= Pµ′(J(s) = x) exp(−(t− s)λ˜−1(x)). (3.2.26)
Let µ′ ∈ {δx, µ}. We derive from (3.2.26) that
∑kn(t)−1
k=1 Pµ′(J(kθn) = x) =
∑kn(t)−1
k=1
∫ kθn+1
kθn
Pµ′(J(kθn) = x)dt
≤ ∑kn(t)−1k=1 ∫ kθn+1kθn eλ˜−1(x)Pµ′(J(t) = x)dt
≤ eλ˜−1(x) ∫∞θn Pµ′(J(t) = x)dt, (3.2.27)
which by (3.2.25) tends to zero. This proves that (3.1.18) and (3.1.19) hold for transient x ∈ V .
Let x ∈ V be positive recurrent. When J is a continuous time chain, Theorem 1.8.3 in [55]
states that limt→∞ Px(J(t) = x) = pi(x) > 0, where pi is the invariant probability measure of J .
When J is a discrete time chain with period q ≥ 1, limn→∞ Px(J(nq) = x) = q/mx > 0 by
Theorem 1.8.5 in [55], where mx is the mean return time to x. Since kn(t) 1, (3.1.19) can only
be satisfied if Px(J(t) = x), respectively Px(J(nd) = x), tend to zero, which contradicts that
their limit is strictly positive.
Finally, since the existence of an invariant probability measure is equivalent to all x ∈ V
being positive recurrent (see Theorem 3.5.3 in [55] for continuous time J that are non-explosive,
respectively Theorem 1.7.7 in [55] for discrete time J), (A-1) cannot be satisfied when there exists
an invariant probability measure.
We show now that, when the measure ν is such that the mapping that maps u to ν(u,∞) is
continuous, the verification of the conditions of Theorems 3.1 and 3.3 simplifies.
Lemma 3.9. Let ν be a sigma finite measure on (0,∞) such that u 7→ ν(u,∞) is continuous.
Suppose that for given an, cn, θn, µ and fixed u > 0, t > 0 there exists Ωτ (u, t) ⊆ Ω with
P(Ωτ (u, t)) = 1 such that, on Ωτ (u, t), (A-0)-(A-4), respectively (B-2)-(B-5), are verified. Then,
for these sequences and this initial distribution (A-0)-(A-4), respectively (B-2)-(B-5), are satisfied
P-a.s. for all u > 0, t > 0.
Proof. Since the proofs are the same, we only prove the claim for (A-0)-(A-4). Assume that (A-
0)-(A-4) are satisfied P-a.s. for fixed u > 0, t > 0 and given an, cn, θn, and µ. We construct a set
Ωτ ⊆ Ω of full measure on which (A-0)-(A-4) are satisfied for all u > 0, t > 0. The sums on the
right hand sides of (3.1.18), (3.1.19), (3.1.22), and the quantities νtn(u,∞), and σtn(u,∞) depend
on t through kn(t)pitn(x), x ∈ V , which is increasing in t. Moreover, as sums of tail distributions,
the quantities Pµ(SJ,bn (0) > u), νtn(u,∞), and σtn(u,∞) are decreasing in u. Also, the right hand
sides of (3.1.18)-(3.1.22) are continuous in t, respectively u. Thus, Ωτ ≡ ⋂u,t>0,u,t∈Q Ωτ (u, t) ⊆
Ω is of full measure and (A-0)-(A-4) hold true for all u > 0, t > 0 on Ωτ . The proof of Lemma
3.9 is finished.
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3.3 Application to BATM
This section and the next are devoted to the proof of Theorem 3.4. In the present section we derive
new conditions that imply (B-2)-(B-5) and are specific to BATM. We also show that (A-0) and
(A-1) hold true for BATM. In Section 3.4 we prove that these new conditions are satisfied and give
the conclusion of the proof.
3.3.1 The VSRW
We collect results for J˜ that are used in the proof of Theorem 3.4. The VSRW is a well-studied
Markov jump process in random environment (see [4], [2], [31], [1], and the references therein).
The proof of Theorem 3.4 relies heavily on very precise results for J˜ that can be found in [4]. The
results that we are using repeatedly concern the heat kernel, which we now define. For x, y ∈ Zd
and t > 0 the heat kernel is given by
qt(x, y) ≡ Px(J˜(t) = y). (3.3.1)
The bounds for qt(x, y) that are contained in [4] allow us to control all hitting, local, and exit times
of vertices and balls that we need for the proof of Theorem 3.4. Moreover, we use the local central
limit theorem which can be found in [4]. Note that in virtue of Theorem 6.1 in [4] and Lemma 9.1
in [2], these theorems apply in the present setting. We denote by | · | the Euclidian distance. For
convenience, we restate Theorem 1.2 (a)-(c) (heat kernel bounds) and Theorem 5.14 (local central
limit theorem) from [4].
Theorem 3.10. There exists c1 ∈ (0,∞) such that for all x, y ∈ Zd and t > 0,
qt(x, y) ≤ c1t−d/2. (3.3.2)
There exist identically distributed random variables {Ux}x∈Zd whose distribution satisfies
P(Ux > v) ≤ c1 exp(−c2v1/3), v > 0, (3.3.3)
where c1, c2 ∈ (0,∞), and such that we have
qt(x, y) ≤ c1t−d/2e−c2|x−y|{1∧|x−y|t−1}, if |x− y| ∨ t1/2 ≥ Ux, (3.3.4)
qt(x, y) ≥ c1t−d/2e−c2|x−y|2t−1 , if t ≥ U2x ∨ |x− y|4/3. (3.3.5)
For x ∈ Rd write bxc = (bx1c, . . . , bxdc). There exists cv > 0 such that, for T > 0,
limn→∞ supx∈Rd supt≥T
∣∣nd/2qnt(0, bn1/2xc)− (2picvt)d/2e−|x|2/2cvt∣∣ = 0, P-a.s.. (3.3.6)
By Lemma 3.3 in [2], there exists c0 ∈ (0,∞) and n0 = n0(ω) with P(n0 <∞) = 1 such that
on {ω : n ≥ n0},
supx: |x|≤an Ux ≤ c0(log an)3. (3.3.7)
Therefore, whenever we apply (3.3.4) and (3.3.5) of Theorem 3.10 we check whether, given x, y ∈
Zd and t > 0, |x− y| ∧ t1/2 ≥ c0(log an)3.
We now state two lemmata that are needed in the proof of Theorem 3.4. Their proofs are
postponed to the appendix. The first concerns the distribution of the exit times of certain balls. We
denote by Br(x) the ball of radius r centered at x; by convention Br ≡ Br(0). We write η(Br(x))
for the exit time of Br(x).
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Lemma 3.11. Let an be as in (3.1.39). There exists c4 ∈ (0,∞) such that the following holds. For
all sequences mn, rn such that mn ≥ c20rn(log an)6 and an ≥ mn, P-a.s.,
Px(η(Brn(x)) ≤ mn) ≤ e−c4r2nm
−1
n , ∀x ∈ Ban . (3.3.8)
For all sequences mn, rn such that rn ≥ c0(log an)3 and mn ≥ 3r2n, P-a.s.,
Px(η(Brn(x)) ≥ mn) ≤ e−c4m
1/2
n r
−1
n , ∀x ∈ Ban . (3.3.9)
The second lemma provides bounds on the expected number of different sites that J˜ visits in
certain time intervals. Given an increasing sequence of integers, mn we define the range of J˜ in
the time interval [0,mn] as
Rmn ≡
∑
y 1σ(y)≤mn , (3.3.10)
where σ(y) ≡ inf{t ≥ 0 : J˜(t) = y} is the hitting time of y.
Lemma 3.12. Let mn be such that an ≥ mn ≥ c20(log an)6. There exists c5 ∈ (0,∞) such that
for d ≥ 3, we have for all x ∈ Ban ,
EEx (Rmn)k ≤ c5
(
mn1k=1 +
√
mn1k=2
)
. (3.3.11)
For d = 2 there exists fmn : (0,∞)→ (0,∞) such that, P-a.s., for all x ∈ Ban , y ∈ Zd,
Px(σ(y) ≤ mn) ≤ fmn(|x− y|),
and Ex (Rmn)k ≤
∑
y
(
fmn(|x− y|)
)k ≤ c5mn(logmn)−k. (3.3.12)
Notice that by our choices of θn we may use Lemma 3.12 for mn ≥ θδn for δ ≥ 2/3.
3.3.2 Specializing Theorem 3.3 for BATM
In this section we specialize Theorem 3.3 to the setting of BATM. In order to prove Theorem
3.4, i.e. to obtain P-a.s. convergence on time scales cn = n, we proceed as in [16] (see proof of
Lemma 3.1, p. 2366) and consider sequences of the form exp((N + r)k) for N ∈ N, r ∈ [0, 1] and
k = 7γ3/(1− α) first. In the sequel we denote by J1=⇒, respectively M1=⇒, weak convergence in the
space D[0,∞) equipped with Skorohod’s J1 topology, respectively Skorohod’s M1 topology.
Lemma 3.13. Suppose that there exists Ωτ ⊆ Ω with P(Ωτ ) = 1 such that on Ωτ , uniformly in r,
SJ˜ ,bexp((N+r)k)
J1=⇒ Vα as N →∞. Then on Ωτ , SJ˜ ,bN
J1=⇒ Vα as N →∞.
Proof. Fix ω ∈ Ωτ . The above assumption can be rewritten as follows. For any ε > 0 there exists
N? ∈ N and δ > 0 such that
P0(ρ∞(SJ˜ ,bexp((N+r)k), Vα) > ε) ≤ δ, ∀r ∈ [0, 1], ∀N ≥ N?, (3.3.13)
where ρ∞ is Skorohod’s J1 metric on D[0,∞). Taking for N ∈ N
r = (logN)1/k − b(logN)1/kc ∈ [0, 1], (3.3.14)
we have N = e(b(logN)1/kc+r)
k
. Since b(logN)1/kc ∈ N we find by (3.3.13)-(3.3.14) that
P0(ρ∞(SJ˜ ,bN , Vα) > ε) ≤ δ, ∀b(logN)1/kc ≥ N?. (3.3.15)
In other words SJ˜ ,bN ⇒ Vα as N →∞ for all ω ∈ Ωτ .
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From now on we assume that n is given by
n = exp((N + r)k), where k = 7γ3/(1− α), (3.3.16)
and take the limit N →∞. For cn = exp((N + r)k) and fixed r ∈ [0, 1] we construct a sequence
of subsets ΩN (r) with P((ΩN (r))c) ≤ c(r)N−2 such that the following holds. On ΩN (r), for all
ε > 0 there exists δ > 0 such that
P0(ρ∞(SJ˜ ,bexp((N+r)k , Vα) > ε) ≤ δ. (3.3.17)
By Borel-Cantelli Lemma we get that, P-a.s., for fixed r ∈ [0, 1], SJ˜ ,bexp((N+r)k)
J1=⇒ Vα asN →∞.
Since the bound on P((ΩN (r))c) will be derived from Lemma 3.11 and Lemma 3.12, which are
valid for all r and are independent of r, one can show that c(r) is monotone in r. Hence, by
the same arguments as in the proof of Lemma 3.9, the convergence of SJ˜ ,bexp((N+r)k) is uniform in
r ∈ [0, 1] and we obtain by Lemma 3.13 that, P-a.s., SJ˜ ,bN
J1=⇒ Vα as N → ∞. Thus, we may
assume throughout the rest of the paper that r = 0.
We will not study SJ˜ ,bn directly, but another process, S
J˜ ,b
n , to which only those x contribute for
which τ(x) is ’large enough’. More precisely, for x ∈ Zd we set
γn(x) ≡ c−1n τ(x). (3.3.18)
Let n(d) ≡ (log θn)−21d=2 + θ−1/3n 1d≥3 and denote by Tn ≡ {y ∈ Zd : γn(y) > n} the
collection of ’large’ traps. Then,
S
J˜ ,b
n (t) ≡
∑kn(t)−1
k=0
∑
x∈Zd γn(x)1x∈Tn
(˜`
θn(k+1)(x)− ˜`θnk(x)), t > 0, (3.3.19)
where ˜`t(y) = ∫ t0 1J˜(s)=yds.
Roughly speaking, the following lemma states that, P-a.s., SJ˜ ,bn is a good approximation for
SJ˜ ,bn . To simplify notation, we write P ≡ P0, respectively P ≡ P0.
Lemma 3.14. P-a.s., limε→0 lim supN→∞ P(ρ∞(SJ˜ ,bn , SJ˜ ,bn ) > ε) = 0.
Proof. By definition of ρ∞ it suffices to show this result with ρ∞ replaced by ρr, Skorohod’s J1
metric on D[0, r], for all r > 0. For convenience we take r = 1 and we get
P
(
ρ∞
(
SJ˜ ,bn , S
J˜ ,b
n
)
> ε
)
= P
(
SJ˜ ,bn (1)− SJ˜ ,bn (1) > ε
)
. (3.3.20)
By Chebyshev’s inequality the right hand side of (3.3.20) is bounded from above by
ε−1E ∫ an0 γn(J˜(s))1J˜(s)/∈Tnds = ε−1∑y/∈Tn E ˜`an(y)γn(y). (3.3.21)
The lemma will be proven if we can show that the expectation of (3.3.21) with respect to the
random environment,
ε−1
∑
x∈Zd E
[
E ˜`an(x)γn(x)1γn(x)≤n], (3.3.22)
tends to zero fast enough. We decompose the sum in (3.3.22) into three sums according to the size
of |x|. Namely, we set A1 ≡ {x ∈ Zd : |x| ≤ c0(log an)3}, A2 ≡ {x ∈ Zd : c0(log an)3 < |x| ≤
a
1/2
n log log an}, and A3 ≡ {x ∈ Zd : |x| > a1/2n log log an}. When x ∈ A1, we know by (3.3.2)
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of Theorem 3.10 that E ˜`an(x) ≤ c1 log an P-a.s.. Since moreover Eγn(0)10/∈Tn ≤ c c−αn 1−αn for
some c ∈ (0,∞), we have
1
ε
∑
x∈A1 E
[
E ˜`an(x)γn(x)1x/∈Tn] ≤ c1ε ∑x∈A1 log anE [γn(x)1x/∈Tn ] ≤ c1c c−α/2n . (3.3.23)
For x ∈ A3 we derive from (3.3.4) of Theorem 3.10 that E ˜`an(x) ≤ e−c2|x|2/an P-a.s., and get
1
ε
∑
x∈A3 E
[
E ˜`an(x)γn(x)1x/∈Tn] ≤ cε∑x∈A3 e−c2|x|2/anc−αn 1−αn
= cε
∑
k>a
1/2
n log log an
kd−1e−c2k2/anc−αn 1−αn
≤ e−c2/2(log log an)2 . (3.3.24)
Finally, let x ∈ A2. By (3.3.4) of Theorem 3.10 we know that, P- a.s., E ˜`an(x) ≤ c3|x|2−d if
d ≥ 3 and E ˜`an(x) ≤ c2 log an if d = 2. Thus we have
1
ε
∑
x∈A2 E
[
E ˜`an(x)γn(x)1x/∈Tn] = cε∑x∈A2 c−αn 1−αn (|x|2−d1d≥3 + log an1d=2)
= cεc−αn 1−αn
∑a1/2n log log an
k=1 k (1d≥3 + log an1d=2)
≤ cε1−αn (log log an)2
(
1d≥3 + (log θn)1−α1d=2
)
= c′ε logN
(
N−12/d1d≥3 +N−31d=2
)
(3.3.25)
where c, c′ ∈ (0,∞) and where the last line follows from (3.1.38), (3.1.39), and (3.3.16). Collect-
ing (3.3.23)-(3.3.25), the proof of Lemma 3.14 is complete.
Using Theorem 3.3, we can derive new conditions for the process SJ˜ ,bn to converge. To present
these conditions, we introduce the following quantities. For x, y ∈ Zd, u > 0, and ε > 0 we define
Qun(x, y) ≡ Px
(˜`
θn(y)γn(y) > u, η(Bθn(x)) > θn
)
1y∈Tn , (3.3.26)
M εn(x, y) ≡ Ex
(˜`
θn(y)γn(y)1γn(y)˜`θn (y)≤ε1η(Bθn (x))>θn)1y∈Tn . (3.3.27)
Note that Qun(0, y) = M εn(x, y) = 0 for y /∈ Bθn(x). For t > 0 we set dn(t) ≡ bantc1/2 logbantc.
For n ∈ N and x ∈ Zd we take hkθn(x) = EP (J(n) = x). Thus, pitn(x) = Epitn(x). By analogy
to (3.1.28) and (3.1.29) we write, for u > 0, t > 0,
ν˜tn(u,∞) ≡ kn(t)
∑
x∈Bdn(t) pi
t
n(x)
∑
y∈Zd Qun(x, y), (3.3.28)
and
σ˜tn(u,∞) ≡ kn(t)
∑
x∈Bdn(t) pi
t
n(x)
∑
y∈Zd(Qun(x, y))2. (3.3.29)
We also define for ε > 0, t > 0
mtn(ε) ≡ kn(t)
∑
x∈Bdn(t) pi
t
n(x)
∑
y∈ZdM εn(x, y), (3.3.30)
and finally we introduce for ε > 0 the set
Bn ≡ {(x, k) ∈ Bdn(t) × [kn(t)− 1] \ {0} : |x|2 < εkθn, |x|2 > kθn/ε}. (3.3.31)
We are now ready to present our new conditions. They are stated for fixed ω ∈ Ω.
(C-2) For all u > 0, t > 0
limN→∞ ν˜tn(u,∞) = tKu−α. (3.3.32)
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(C-3) For all u > 0, t > 0
limN→∞ σ˜tn(u,∞) = 0. (3.3.33)
(C-4) For all t > 0 there exists C(t) > 0 such that for all ε > 0
lim supN→∞mtn(ε) ≤ C(t)ε1−α. (3.3.34)
(C-5) For all u > 0, t > 0, ε > 0 there exists C(u, t) ∈ (0,∞) and N(ε) such that for
n ≥ N(ε), ∑
(x,k)∈Bn
∑
y(kθn)−d/2e−c2|x|
2/kθnQun(x, y) ≤ C(u, t)ε, (3.3.35)∑
(x,k)∈Bn
∑
|y−x|≤θn(kθn)−d/2e−c2|x|
2/kθnM εn(x, y) ≤ C(u, t)ε. (3.3.36)
Proposition 3.15. Assume that Conditions (C-2)-(C-5) are satisfied P-a.s. for fixed u > 0, t > 0,
and ε > 0. Then, P-a.s., SJ˜ ,bn
J1=⇒ Vα, as N →∞.
The next lemma is designed to control quantities that appear in the course of the proof of
Proposition 3.15 (namely, in the treatment of ν˜tn(u,∞), σ˜tn(u,∞), and mtn(ε)) when considering
the following two (kind of) events. The first is that, given x ∈ Bdn(t), one can find y that belongs
to Bθn(x) ∩ Tn and y′ ∈ Bθn(x) such that γn(y′) > c−1n mn, where mn > θan for suitable a > 0.
Lemma 3.16. For all t > 0 and mn such that mn ≥ θan for a > 2d/α there exists K(t) ∈ (0,∞)
such that, for N large enough,
kn(t)
∑
x∈Bdn(t) pi
t
n(x)E
[∑
y,y′:|x−y|,|x−y′|≤θn 1y∈Tn1γn(y′)>c−1n mn
]
≤ K(t) θ2dnmαn . (3.3.37)
We first prove Proposition 3.15 assuming Lemma 3.16 and the lemma next.
Proof of Proposition 3.15. Let us apply Theorem 3.3 to SJ˜ ,bn . By Lemma 3.9 it suffices to prove
that the conditions of Theorem 3.3 are verified P-a.s. for fixed u > 0, t > 0, and ε > 0.
We first prove that Conditions (A-0) and (A-1) are satisfied for SJ˜ ,bn . To verify Condition (A-0),
fix u > 0. Since SJ˜ ,bn (0) = 0, unless there is y ∈ Tn for which ˜`θn(0) > 0,
P(SJ˜ ,bn (0) > u) ≤ P(η(Bθ3/4n ) ≤ θn) +
∑
y:|y|≤θ3/4n 1y∈Tn . (3.3.38)
By (3.3.8) of Lemma 3.11, the first term on the right hand side of (3.3.38) tends P-a.s. to zero.
The second term on the right hand side of (3.3.38) is, when taking expectation with respect to the
random environment, bounded above by θ3d/4n c−αn −αn . By our choice of cn and θn this is summable
inN and hence Condition (A-0) is satisfied. To verify (A-1), we use (3.3.2) of Theorem 3.10 which
yields for all x, y ∈ Zd and all t > 0,∑kn(t)−1
k=1 qkθn(x, y) ≤
∑kn(t)−1
k=1 c1(θnk)−d/2 ≤ θ−1n
∑kn(t)−1
k=1 c1k
−1 ≤ 2c1 log antθn . (3.3.39)
By (3.1.38), (3.1.39), and (3.3.16) this is smaller than N−2, and hence (A-1) is satisfied.
We now establish that (C-2)-(C-5)⇒ (B-2)-(B-5). First we prove that |νtn(u,∞)− ν˜tn(u,∞)|
tends P-a.s. to zero, i.e. that (C-2)⇒ (B-2). Observe that
|νtn(u,∞)− ν˜tn(u,∞)| ≤ kn(t)
∑
x/∈Bdn(t) pi
t
n(x)
+ kn(t)
∑
x∈Bdn(t) pi
t
n(x)Px(η(Bθn(x)) ≤ θn)
+ kn(t)
∑
x∈Bdn(t) pi
t
n(x)
∑
y,y′:|x−y|,|x−y′|≤θn 1y,y′∈Tn
= (I) + (II) + (III). (3.3.40)
72 CONVERGENCE OF CLOCK PROCESSES ON INFINITE GRAPHS
Let us now prove that (I)-(III) tend P-a.s. to zero. By the definition of pitn(x), and by (3.3.8) of
Lemma 3.11 we have, P-a.s.,
(I) = ∑kn(t)−1k=1 ∑x/∈Bdn(t) EP (J˜(kθn) = x) ≤∑kn(t)−1k=1 EP (η(Bdn(t)) ≤ kθn)
≤∑kn(t)−1k=1 EP (η(B(kθn)3/4) ≤ kθn) ≤ kn(t)e−c4√θn , (3.3.41)
proving that, P-a.s., (I)→ 0. Also by (3.3.8) of Lemma 3.11, P-a.s.,
Px(η(Bθn(x)) ≤ θn) ≤ Px(η(Bθ3/4n (x)) ≤ θn) ≤ exp(−c4
√
θn), (3.3.42)
and hence, P-a.s., (II) ≤ kn(t)e−c4
√
θn , which tends to zero. Finally, by a first order Chebyshev
inequality,
P ((III) > ε) ≤ kn(t)ε
∑
x∈Bdn(t) pi
t
n(x)
∑
y,y′:|x−y|,|x−y′|≤θn E(1y,y′∈Tn) ≤ K(t)θ
2d
n
(cnn)α , (3.3.43)
where we used Lemma 3.16. This is summable in N , and so, P-a.s., (III)→ 0. Therefore, (C-2)
⇒ (B-2). In a similar way one can show (C-3)⇒ (B-3).
We now prove (C-4)⇒ (B-4).Observe that
∑
x∈Zd pitn(x)Ex
[
Z
J˜
n,11
Z
J˜
n,1≤ε
]
≤ (I) + (II) +∑x∈Bdn(t) pitn(x)Ex[Z J˜n,11ZJ˜n,1≤ε1η(Bθn (x))>θn
]
. (3.3.44)
By (3.3.41) and (3.3.42), (I), (II)→ 0. Denoting by (III ′) the last term in the right hand side of
(3.3.44), it remains to establish that (III ′) ≤ mtn(ε). Since
(III ′) = ∑x∈Bdn(t) pitn(x)∑y∈Zd∩Tn Ex[γn(y)˜`θn(y)1ZJ˜n,1≤ε1η(Bθn (x))>θn
]
, (3.3.45)
and since {Z J˜n,1 ≤ ε} ⊂ {˜`θn(y)γn(y) ≤ ε} for all y ∈ Zd for which ˜`θn(y) > 0, we have
(III ′) ≤ mtn(ε). Thus, (C-4)⇒ (B-4).
Finally we prove that (C-5)⇒ (B-5). The local central limit theorem, (3.3.6) of Theorem 3.10,
implies that, P-a.s., for A1n = {(x, k) : k ≥ 1, |x|2 ∈ (εkθn, kθn/ε)}
limN→∞ sup(x,k)∈A1n |(kθn)d/2qkθn(x)− (2picv)d/2e−|x|
2/(2cvkθnT )| = 0, (3.3.46)
where qt(x) ≡ qt(0, x). By (3.3.3) of Theorem 3.10, (kθn)d/2qkθn(x) ≤ c1 for all x ∈ Zd, k ∈ N
and so by the bounded convergence theorem,
limN→∞ sup(x,k)∈A1n |(kθn)d/2hkθn(x)− (2picv)d/2e−|x|
2/(2cvkθnT )| = 0, (3.3.47)
where hn(x) = Eqn(x). Thus, there exists N = N(ε) such that, for n ≥ N(ε), P-a.s.,
sup(x,k)∈A1n
|qkθn (x)−hkθn (x)|
hkθn (x)
≤ √ε, (3.3.48)
showing that P-a.s. (3.1.24) is satisfied forA1n. Hence, it suffices to verify (3.1.25) and (3.1.26) for
the setA2n ≡ Zd× [kn(t)−1]\A1n. The setA2n is the disjoint union of [kn(t)−1]×Zd\Bdn(t) and
Bn. Let us now verify (3.1.25) and (3.1.26) for each of the sets separately. Since, P-a.s., (I)→ 0,
we know that [kn(t) − 1] × Zd \ Bdn(t) satisfies (3.1.25) and (3.1.26). By (3.3.4) of Theorem
3.10 we have, P-a.s., qkθn(x) ≤ c1(k/θn)−d/2e−c2|x|
2/kθn for x ∈ Bdn(t) and k ≥ 1 and therefore
(C-5) implies (3.1.25) and (3.1.26) for Bn.Thus, (C-5)⇒ (B-5). The proof of Proposition 3.15 is
complete.
3.4 VERIFICATION OF CONDITIONS (C-2)-(C-5) 73
Proof of Lemma 3.16. Since the τ ’s are identically distributed and since pitn is a probability mea-
sure it suffices to prove that
kn(t)E
[∑
y,y′:|y|,|y′|≤θn 1y∈Tn1γn(y′)>c−1n mn
] ≤ K(t)m−αn θ2dn , (3.3.49)
Now observe that
kn(t)
∑
y,y′:|y|,|y′|≤θn E
(
1y∈Tn1γn(y′)>c−1n man
) ≤ kn(t)(cnn)−αθ2dn m−αn , (3.3.50)
which for our choice of an, cn, and θn (cf. (3.1.38) and (3.1.39)) is smaller than K(t)m−αn θ2dn .
3.4 Verification of Conditions (C-2)-(C-5)
In this section we show that (C-2)-(C-5) are satisfied. Let u > 0, t > 0 and ε > 0 be fixed. In
Section 3.4.1 we establish that limN→∞ Eν˜tn(u,∞) = tν(u,∞). Next, in Section 3.4.2, we bound
the variance of ν˜tn(u,∞) by a quantity that is summable in N . In Section 3.4.3 we prove that
limN→∞ Eσ˜tn(u,∞) = 0 and show that the convergence speed is summable. In Section 3.4.4 we
establish that Emtn(ε) ≤ C(t)ε1−α and show that the variance of mtn(ε) is summable in N . We
verify Condition (C-5) in Section 3.4.4. Finally, we conclude the proof of Theorem 3.3 in Section
3.4.5.
3.4.1 Convergence of Eν˜tn(u,∞)
This section is devoted to the proof of convergence of Eν˜tn(u,∞), which is the most demanding
part of the proof of Theorem 3.3.
Lemma 3.17. For all u > 0, t > 0, limN→∞ Eν˜tn(u,∞) = tν(u,∞).
Proof of Lemma 3.17. Since the τ ’s are identically distributed we have∑
y∈Zd EQun(x, y) =
∑
y∈Zd EQun(0, y), ∀x ∈ Bdn(t). (3.4.1)
The statement of the lemma is thus equivalent to
limN→∞ kn(t)
∑
y∈Zd EQun(0, y) = tν(u,∞), ∀u > 0, ∀t > 0. (3.4.2)
In view of (3.3.26), the sum in (3.4.2) is over y ∈ Bθn . In fact, we can restrict it to y ∈ Bθn \ {0}
because EQn(0, 0) ≤ E(10∈Tn) = c−αn −αn  kn(t). To prove (3.4.2) we distinguish two cases
depending on whether d ≥ 3 or d = 2.
Case 1. Let d ≥ 3 and take y ∈ Bθn \ {0}. Set k(θn) = θn(log θn)−1 and h(θn) = θn − k(θn).
By the Markov property, writing fσ(y) for the density function of the hitting time, σ(y), of y
P(˜`θn(y)γn(y) > u, η(Bθn) > θn)
≥ ∫ θn0 fσ(y)(t)Py(˜`θn−t(y)γn(y) > u)dt− P (η(Bθn) ≤ θn)
≥ ∫ h(θn)0 fσ(y)(t)dt Py(˜`k(θn)(y)γn(y) > u)− e−c4θ1/2n
= P (σ(y) ≤ h(θn)) Py(˜`k(θn)(y)γn(y) > u)− e−c4θ1/2n , (3.4.3)
where we used (3.3.8) of Lemma 3.11 in the second step. We first deal with the second probability
in (3.4.3). Setting B1n ≡ B√k(θn)(log θn)−2(y) we have,
Py(˜`k(θn)(y)γn(y) > u) ≥ Py(˜`η(B1n)(y)γn(y) > u, η(B1n) < k(θn))
≥ Py(˜`η(B1n)(y)γn(y) > u)− Py(η(B1n) ≥ k(θn)). (3.4.4)
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By (3.3.9) of Lemma 3.11 the second term in (3.4.4) is smaller than e−c4(log θn)2 . To bound the first
term in (3.4.4) we use the fact that when J˜ starts in y, ˜`η(B1n)(y) is exponentially distributed. This
well-known fact can be seen as follows. Let N1n(y) be the number of successive visits of J˜ to y in
the time interval [0, η(B1n)], when J˜(0) = y. Then
˜`
η(B1n)(y) =
∑N1n(y)
i=1 eiλ˜
−1(y), (3.4.5)
where {ei, i ∈ N} is a collection of i.i.d. mean one exponential random variables, independent of
N1n(y). Note that the sum in (3.4.5) starts in one because N1n(y) ≥ 1. Since η(B1n) is a stopping
time one can show, using the strong Markov property that N1n(y) has a geometric distribution.
Therefore, ˜`η(B1n)(y) is a sum of a geometric number of i.i.d. exponentials, which in turn is expo-
nentially distributed. Let
gB1n(y) ≡ Ey
[∫ η(B1n(y))
0 1J˜(s)=yds
]
(3.4.6)
denote the mean value of ˜`η(B1n(y). Eq. (3.4.3) then becomes
Py(˜`k(θn)(y)γn(y) > u) ≥ e−u
(
γn(y)gB1n (y)
)−1
− e−c4(log θn)2 , (3.4.7)
and we get
Qun(0, y) ≥ P (σ(y) ≤ h(θn))
(
e
−u(γn(y)gB1n (y))
−1 − e−c4(log θn)2)1y∈Tn . (3.4.8)
To get an upper bound we write (using the Markov property)
P(˜`θn(y)γn(y) > u, η(Bθn) > θn) ≤ P(˜`θn(y)γn(y) > u)
=
∫ θn
0 fσ(y)(t)Py(˜`θn−t(y)γn(y) > u)dt
≤ P (σ(y) ≤ θn)Py(˜`θn(y)γn(y) > u). (3.4.9)
Set B2n ≡ B√θn log θn(y). By (3.3.8) of Lemma 3.11 we know that J˜ exits B2n before time θn with
a probability smaller than e−c4(log θn)2 . Thus, proceeding as in (3.4.4)
Qun(0, y) ≤ P (σ(y) ≤ θn)
(
e
−u(γn(y)gB2n (y))
−1
+ e−c4(log θn)2
)
1y∈Tn (3.4.10)
The contribution to Eν˜tn(u,∞) coming from the error terms exp(−c4(log θn)2) in (3.4.8) and
(3.4.10) is negligible because
kn(t)
∑
|y|≤θn E
[
1y∈Tne−c4(log θn)
2] e−c4/2(log θn)2 . (3.4.11)
To calculate EQun(0, y), we distinguish whether θ > 0 or θ = 0. In the first case several objects
depend on the random environment: the distribution of σ(y), the mean local time gBin(y), and
γn(y). Thus we first seek upper and lower bounds on the distribution of σ(y) and on gBin(y) that
are independent of γn(y). Moreover, we look for upper and lower bounds for gBin(y) that are
independent on N .
Let us begin with bounds for P (σ(y) ≤ θn). We show now that we may approximate the
distribution of σ(y) by that of miny′∼y σ(y′), which is independent of γn(y). Since y 6= 0 we
know that miny′∼y σ(y′) ≤ σ(y), implying that
P (σ(y) ≤ θn) ≤ P (miny′∼y σ(y′) ≤ θn). (3.4.12)
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Define the event D(y) = {∃ y′ : |y − y′| ≤ 2, τ(y) > θan}, where a ∈ (0,∞). By Lemma 3.16
we can choose a such that
kn(t)
∑
|y|≤θn E
[
P (σ(y) ≤ h(θn))1y∈Tn1D(y)
] ≤ K(t)θ−εn , (3.4.13)
for some ε > 0. Consequently, we may assume that all the traps in the neighborhood y ∈ Tn have
size smaller than θan. This implies that, as soon as J˜ visits a neighbor y
′ of y, it jumps to y with
probability larger than 1− 2d(θanc−1n )θ. This term goes to 1 when θ > 0 and we get, for all ε > 0
and y′ ∼ y, that
Py′(ε < σ(y) ≤ h(θn)) ≤ θaθn c−θn  c−θ/2n . (3.4.14)
Thus,
P (σ(y) ≤ h(θn))1y∈Tn1D(y) ≥
(
P
(
miny′∼y σ(y′) ≤ h(θn)
)− c−θ/2n )1y∈Tn . (3.4.15)
As in (3.4.11), we see that the contribution of the error c−θ/2n to Eν˜tn(u,∞) is of order o(1).
Let us now approximate gBin(y) by random variables, g˜∞(y), that are independent of γn(y).
This approximation follows closely the ideas of [2]. For i = 1, 2 we use the classical variational
representation (see e.g. Chapter 3 in [27]) to write
(gBin(y))
−1 = inf
{
1
2
∑
x∼z λ˜(x, z)(f(x)− f(z))2 : f |y = 1, f |Bin = 0
}
, (3.4.16)
and define, setting A(y) ≡ {y′ : y′ ∼ y} ∪ {y},
(g˜Bin(y))
−1 ≡ inf
{
1
2
∑
x∼z λ˜(x, z)(f(x)− f(z))2 : f |A(y) = 1, f |Bin = 0
}
. (3.4.17)
Let us show that for all ε > 0 there exists N(ε) uniform in the realization of the random environ-
ment, such that for N ≥ N(ε), for all y ∈ Tn ∩Bθn , on the event (D(y))c,
g˜Bin(y) ≤ gBin(y) ≤ (1 + ε)g˜Bin(y). (3.4.18)
The proof of (3.4.18) is similar to that of Lemma 6.2 in [2] and we only sketch it here. The first
inequality in (3.4.18) follows since the infimum in (3.4.16) is taken over a larger set of functions
than in (3.4.17). For the second, we use the fact that the infimum in (3.4.16) is attained for the
function f(x) = Px(σ(y) < η(Bin)). Set εn ≡ 2d(θanc−1n )θ. We now construct a function f that
satisfies f ≥ (1 − εn)f and that is admissible in (3.4.17). For this let y? be such that f(y?) =
miny′∼y f(y′) and take f(·) = 1∧ (f(·)/f(y?)). On (D(y))c ∩{y ∈ Tn} we have f ≥ (1− εn)f .
To see this, recall that p(y′, y) ≥ 1− εn for all y′ ∼ y. Hence, f(y?) ≥ 1− εn and consequently
f ≥ (1 − εn)f on (D(y))c ∩ {y ∈ Tn}. This finishes the proof of (3.4.18). Combining (3.4.15),
(3.4.18), and (3.4.8) we get that Eν˜tn(u,∞) is bounded below by
kn(t)
∑
|y|≤θn E
[
P (miny′∼y σ(y′) ≤ h(θn))e−u(γn(y)g˜B1n (y))
−1
1y∈Tn
]− o(1), (3.4.19)
where we used once again (3.4.13) to bound the contributions to Eν˜tn(u,∞) of y’s in Bθn ∩ Tn
for which D(y) occurs. Similarly, we obtain by (3.4.15), (3.4.13), (3.4.18), and (3.4.10) that
Eν˜tn(u,∞) is smaller than
kn(t)
∑
|y|≤θn E
[
P (miny′∼y σ(y′) ≤ θn)e−u(1−εn)(γn(y)g˜B2n (y))
−1
1y∈Tn
]
+ o(1). (3.4.20)
Let g∞(y) = limN→∞ gB1n(y) = limN→∞ gB2n(y). By Lemma 3.5 in [2] we know that for all
ε′ > 0, P-a.s., there exists N(ε′), uniform in the random environment, such that
(1− ε′)g∞(y) ≤ gBin(y) ≤ g∞(y), ∀y ∈ Bdn(t), ∀N ≥ N(ε′). (3.4.21)
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This with (3.4.18) implies that for all ε′′ > 0 there exists N(ε′′) such that for N ≥ N(ε′′), for
all y ∈ Tn ∩ Bθn , on the event (D(y))c, (1 − ε′′)g˜∞(y) ≤ gBin(y) ≤ (1 + ε′′)g˜∞(y), where
g˜∞(y) = limN→∞ g˜B1n(y) = limN→∞ g˜B2n(y). Equipped with (3.4.19) we take expectation with
respect to γn(y) and obtain
Eν˜tn(u,∞) ≥ t(1−ε
′′)αΓ(1+α,n)
uαθn
∑
|y|≤θn E
[
g˜α∞(y)P (miny′∼y σ(y′) ≤ h(θn))
]− o(1). (3.4.22)
As in the proof of Lemma 3.12 one sees that adding |y| > θn in (3.4.22) produces at most an error
of the order of e−c4/2θn , and so
Eν˜tn(u,∞) ≥
t(1− ε′′)αΓ(1 + α, n)
uαθn
∑
y∈Zd
E
[
g˜α∞(y)P (min
y′∼y
σ(y′) ≤ h(θn))
]− o(1). (3.4.23)
Similarly,
Eν˜tn(u,∞) ≤
tΓ(1 + α)
uαθn
∑
y∈Zd
E
[
g˜α∞(y)P (min
y′∼y
σ(y′) ≤ θn)
]
+ o(1). (3.4.24)
Since n → 0, Γ(1 + α, n)→ Γ(1 + α). It remains to establish that
limN→∞ θ−1n
∑
y∈Zd E
[
g˜α∞(y)P (miny′∼y σ(y′) ≤ hi(θn))
]
= K, for i = 1, 2, (3.4.25)
where h1(θn) = θn and h2(θn) = h(θn). Since h2 = h1−o(h1), we only present the proof for h1.
For β ∈ [0, 1], set fβn (x) ≡
∑
y∈Zd E
[
(g˜∞(y)/c6)βP (miny′∼y σ(y′) ≤ n)
]
, where c6 ∈ (0,∞)
is such that c6 ≥ g∞(y) ≥ g˜∞(y) for all y ∈ Zd. Using a ’quasi’ sub-additivity argument (see
(3.4.27) below), we now establish that limn→∞ fβn /n = K ′ where K ′ = inf{fβn /n : n ∈ N} ∈
(0,∞). First note that by Lemma 3.12 fβn /n ≤ f0n/n ≤ 2dc5, and so, K ′ < ∞. To see that
K ′ > 0, we use that fβm ≥ f1m and bound f1m from below:∑
y∈Zd g∞(y)P (σ(y) ≤ m) ≥
∑
y∈Zd E ˜`m(y) ≥ m. (3.4.26)
As in the proof of (3.4.18) one can show that g˜∞(y) ≥ (2d)2g∞(y), and hence f1m ≥ (2d)−2m,
which proves that K ′ > 0. Let us now assume that for all ε > 0 there exists N large enough such
that for all n,m ≥ N ,
fβn+m ≤ (1 + ε)fβm + fβn . (3.4.27)
Then convergence to K ′ follows. Indeed, by construction of K ′ there exists M such that fβM/M <
K ′ + ε/2. Now, let N? = N ′M , N ′ ≥ N , be such that fβ2M/N? < ε/2. For n ≥ N? write
n = sM + r ≥ N? where s ≥ N , r ≤M . Then, by (3.4.27),
fβn /n ≤ (1 + ε) s−1n fβM + fβM+r/n ≤ (1 + ε) s−1s+2fβM/M + fβ2M/N? ≤ (1 + 2ε)K ′− ε. (3.4.28)
Thus, fβn /n converges to K
′ because by construction, fβn /n ≥ K ′. It remains to establish the
claim of (3.4.27). The difference fβn+m − fβn is equal to∑
y∈Zd E
[
( g˜∞(y)c6 )
βP (miny′∼y σ(y′) ∈ (n, n+m))
]
= ∑z,y E[(qn(z)− Eqn(z))( g˜∞(y)c6 )βPz(miny′∼y σ(y′) ≤ m)]+ fβm. (3.4.29)
The first summand on the right hand side of (3.4.29) is smaller than εfβm if
εβm ≡
∑
z E
[|qn(z)− Eqn(z)|∑y Pz(σ(y) ≤ m)] ≤ εm. (3.4.30)
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We divide the sum into z ∈ Bn1/2/ε′ and z /∈ Bn1/2/ε′ . Let z ∈ Bn1/2/ε′ . From the proof of
Lemma 3.12 we know that there exists c′′ ∈ (0,∞) such that∑
y∈Zd Pz(σ(y) ≤ m) ≤ c′′
∑
|z−y|≤m1/2 logm |y|2−de−c4/2|y|
2/m(g∞(y))−1. (3.4.31)
We bound 1/g∞(y) ≤ 1/ε′+ (g∞(y))−11g∞(y)<ε′ and call (I), respectively (II) the contribution
to εβm coming from 1/ε′, respectively (g∞(y))−11g∞(y)<ε′ , and z ∈ Bn1/2/ε′ . Now,
(I) = c′′m1/ε′∑|z|≤n1/2/ε′ E[|qn(z)− Eqn(z)|/Eqn(z)]Eqn(z). (3.4.32)
Since qn(z) ≤ c1n−d/2, the contribution to (I) from z ∈ Bε′n1/2 is smaller than (ε′)d−1m. By
(3.3.6) of Theorem 3.10 for z ∈ Bn1/2/ε′ \ Bε′n1/2 , E
[|qn(z)− Eqn(z)|/Eqn(z)] tends uniformly
to zero, and so (I) is bounded above by εm. Also,
(II) ≤ c1m(ε′)−dcE
[
(g∞(0))−11g∞(0)<1/ε′
] ≤ c1m(ε′)−d exp(−c/ε′1/3) < εm, (3.4.33)
where we used that (g∞(0))−1 ≤ U1/(d−2)0 and (3.3.3). Let z /∈ Bn1/2/ε′ . The summands in εβm
depend on z only through |z|. Thus, writing zk for z such that z ∈ ∂Bk, the contribution to εβm
coming from z /∈ Bn1/2/ε′ is smaller than∑
k>n1/2/ε′ E
[
[P (J˜(n) ∈ ∂Bk) + EP (J˜(n) ∈ ∂Bk)]
∑
y Pzk(σ(y) ≤ m)
]
. (3.4.34)
By (3.3.8) of Lemma 3.11, P (J˜(n) ∈ ∂Bk) ≤ e−c4k/n2 , which shows together with Lemma 3.12
that (3.4.34) is smaller than e−c4/ε′m. This proves (3.4.27). Thus (3.4.25) holds, and so,
u−αtKΓ(1 + α)(1 + ε)α + o(1) ≥ Eν˜tn(u,∞) ≥ u−αtKΓ(1 + α, n)(1− ε)α − o(1). (3.4.35)
Since ε > 0 is arbitrary we see that limN→∞ Eν˜tn(u,∞) = u−αtK, where K ≡ KΓ(1 + α). This
concludes the proof of Lemma 3.17 for d ≥ 3 and θ > 0. When θ = 0, the proof simplifies because
J˜ is independent of the random environment. More precisely, it suffices to use Lemma 3.5 in [2]
to replace gBin(y) by g∞(y) to get
tΓ(1+α,n)
uαθn
∑
y∈Zd g∞(y)αP (σ(y) ≤ h(θn))− o(1)
≤ Eν˜tn(u,∞) ≤ tΓ(1+α)(1+ε
′)α
uαθn
∑
y∈Zd gα∞(y)P (σ(y) ≤ θn) + o(1). (3.4.36)
By the same arguments as for θ > 0, we can show that both bounds converge to u−αtK asN →∞.
This finishes the proof of Lemma 3.17 for d ≥ 3.
Case 2. Let d = 2. The pattern of proof is similar to that of Case 1 and relies on (3.4.3) and (3.4.9).
The difference lies in the behavior gBin(y). By definition in (3.4.6),
gBin(y) =
∫∞
0 Py(J(t) = y, η(B1n) > t)dt ≥
∫ θn√
θn
Py(J(t) = y)dt− e−c4(log θn)2 , (3.4.37)
where we used (3.3.8) of Lemma 3.11. By (3.3.5) of Theorem 3.1, the integral on the right hand
side of (3.4.37) is larger than c1/2 log θn, showing that gBin(y) diverges as N →∞. Thus, instead
of substituting g˜∞(y) for gBin(y) we use (3.4.18) to approximate gBin(y) by g˜Bin(y) for N large
enough. A number of results from [31] will allow us to deal with g˜Bin(y).
Let us begin with the construction of a lower bound on Eν˜tn(u,∞). We deduce from (3.4.15),
that bounding P (σ(y) ≤ h(θn)) ≥ P (miny∼y′ σ(y′) ≤ h(θn)) for y ∈ Tn, produces inEν˜tn(u,∞)
an error of the order θ−εn for ε > 0. We use (3.4.18) to substitute g˜B1n(y) for gB1n(y). Since
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P (miny′∼y σ(y′) ≤ h(θn)) and g˜B1n(y) are independent of γn(y), we can proceed as in Case 1 and
take expectation with respect to γn(y). Doing this yields
Eν˜tn(u,∞) ≥
t log θnΓ(1 + α, n)
(u log θn)αθn
∑
|y|≤θn
E
[
g˜αB1n(y)P
(
min
y′∼y
σ(y′) ≤ h(θn)
)]− o(1)
≥ t log θnΓ(1 + α, n)(u log θn)αθn
∑
|y|≤θn
E
[
g˜αB1n(y)P (σ(y) ≤ h(θn))
]− o(1), (3.4.38)
since miny′∼y σ(y) ≤ σ(y). We now construct an upper bound on Eν˜tn(u,∞). Again, by (3.4.18)
and since miny′∼y σ(y) ≤ σ(y),
Eν˜tn(u,∞) ≤
t log θnΓ(1 + α)(1 + ε)α
(u log θn)αθn
∑
|y|≤θn
E
[
gαB2n(y)P (miny′∼y σ(y
′) ≤ θn)
]
+ o(1). (3.4.39)
We show now that, up to a negligible error, we may substituteP (σ(y) ≤ θn) forP (miny′∼y σ(y′) ≤
θn) for all y ∈ Bθn . To see this note for y ∈ Bθn
P (miny′∼y σ(y′) ≤ θn) ≤ P (σ(y) ≤ θn) +
∑
y′∼y P (σ(y′) ≤ θn < σ(y)). (3.4.40)
Now, by the Markov property,∑
y′∼y P (σ(y′) ≤ θn < σ(y))
≤ ∑y′∼y P (σ(y′) ≤ h(θn))Py′(σ(y) > k(θn)) + P (σ(y′) ∈ (h(θn), θn))
= A1n(y) +A2n(y). (3.4.41)
It thus suffices to establish that
θ−1n (log θn)1−α
∑
|y|≤θn E
[
g˜αB1n
(y)
(
A1n(y) +A2n(y)
)]
= o(1). (3.4.42)
Lemma 3.3 in [31] states that there exists c9 ∈ (0,∞) such that, P-a.s., for all y ∈ Bdn(t), g˜Bin(y) ≤
c9 log θn for i = 1, 2. Moreover, (3.3.12) of Lemma 3.12 tells us that
∑
y A
2
n(y) ≤ c5θn/(log θn)2.
Hence the contribution of A2n in the left hand side of (3.4.42) is of the order o(1). To see that the
same is true for A1n, we use (3.3.12) of Lemma 3.12 to bound
EP (σ(y′) ≤ h(θn))Py′(σ(y) > k(θn)) ≤ fh(θn)(|y′|)EP (σ(x) > k(θn)), (3.4.43)
where |x| = 1. By recurrence and irreducibility, EP (σ(x) > k(θn)) ≤ ε for N large enough and
(3.4.43) implies that
∑
y A
1
n(y) ≤ c5ε. This concludes the proof of (3.4.42). Finally, combining
(3.4.39)-(3.4.43),
Eν˜tn(u,∞) ≤
t log θnΓ(1 + α)(1 + ε)α
(u log θn)αθn
∑
|y|≤θn
E
[
gαB2n(y)P (σ(y) ≤ θn)
]
+ o(1). (3.4.44)
We now show that (3.4.38) and (3.4.44) tend to the same limit Ktu−α. By Proposition 3.1 in [31]
we know that there exists K¯ such that, as r →∞, (K¯ log r)−1g˜
B
1/2
r (0)
(0) converges P-a.s. to one
for i = 1, 2. Thus, P-a.s.,
limN→∞(K¯ log θn)−1g˜B1n(0) = limN→∞(K¯ log θn)
−1g˜B2n(0) = 1. (3.4.45)
For ε > 0 define Bn(y) ≡ {|(K¯ log θn)−1gB2n(y)− 1| ≤ ε}. Then,
(3.4.44) ≤ t log θn(1+ε)αK′uαθn
∑
y∈Zd E
[
P (σ(y) ≤ θn)((1 + ε) + cα9 /K′1Bcn(y))
]
, (3.4.46)
3.4 VERIFICATION OF CONDITIONS (C-2)-(C-5) 79
where K′ ≡ Γ(1 + α)K¯α and where we used that g˜B1n(y) ≤ c9 log θn. Since Lemma 3.3 in [31]
also states that there exists c8 ∈ (0,∞) such that, P-a.s., for all y ∈ Bdn(t), g˜B1n(y) ≥ c8 log θn,
we can bound (3.4.38) from below in a similar way. Thus, the convergence of (3.4.38) and (3.4.44)
follows if we can establish that
limN→∞ θn(log θn)−1EERθn = K¯−1, (3.4.47)
limN→∞ θn(log θn)−1
∑
y∈Zd E
[
P (σ(y) ≤ θn)1Bcn(y))
]
= 0, (3.4.48)
where Rθn is defined in (3.3.10). Let us first prove (3.4.48). By (3.3.12) of Lemma 3.12,∑
y∈Zd E
[
P (σ(y) ≤ θn)1Bcn(y))
] ≤∑y∈Zd fθn(|y|)P(Bcn(y)) ≤ θnlog θnP(Bcn(0)), (3.4.49)
where we used the identical distribution of the τ ’s. By Proposition 3.1 in [31] the probability of
Bcn(0) tends to zero, and so (3.4.48) holds. To prove (3.4.47), we construct upper and lower bounds
for θn(log θn)−1EERθn that coincide in the limit. We begin with the lower bound. By the Markov
property,
θn =
∑
y∈Zd E ˜`θn(y) ≤∑y∈Zd P (σ(y) ≤ θn)Ey ˜`θn(y). (3.4.50)
To bound EERθn from below it suffices to construct an upper bound on Ey ˜`θn(y). We know from
the proof of Lemma 3.12 that we may restrict the sum in the right hand side of (3.4.50) to y ∈ Bθn .
By Theorem 3.3.2 one can show that, P-a.s., for all y ∈ Bdn(t), Ey ˜`θn(y) ∈ (c8 log θn, c9 log θn),
yielding
θn ≤ log θn∑|y|≤θn E[P (σ(y) ≤ θn > 0)(K¯(1 + ε) + c81Bcn(y))]+ o(1). (3.4.51)
Together with (3.4.48),
1 ≤ θ−1n log θnK¯(1 + ε)EERθn + c8P(B1n), (3.4.52)
i.e. limN→∞ θ−1n log θnEERθn is bounded below by K¯−1. For the upper bound we again use the
Markov property and get that
θn + k(θn) =
∑
y∈Zd E ˜`θn+k(θn)(y) ≥∑y∈Zd E [P (˜`θn(y) > 0)Ey ˜`k(θn)(y)] . (3.4.53)
Since k(θn) log θn/θn → 0, we can show that the upper bound coincides with the lower bound.
The claim of (3.4.47) is proved. Finally, using (3.4.47) and (3.4.48) in (3.4.38) and (3.4.44),
Ku−αt(1− ε)1+α ≤ limN→∞ Eν˜tn(u,∞) ≤ Ku−αt(1 + ε)1+α, (3.4.54)
where K = K′K¯−1. Since ε > 0 is arbitrary this proves the convergence of Eν˜tn(u,∞). This
finishes the proof of Lemma 3.17 for d = 2.
3.4.2 Bound on the variance of ν˜tn(u,∞)
We construct a bound on the variance of ν˜tn(u,∞) which tends to zero fast enough.
Lemma 3.18. For all u > 0, t > 0, for N large enough,
E(ν˜tn(u,∞))2 − (Eν˜tn(u,∞))2 ≤ K(t)u−α
(
(log log an)3
log θn 1d=2 +
(log θn)2√
θn
1d≥3
)
, (3.4.55)
where K(t) ∈ (0,∞) is independent of u.
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Note that by (3.1.38), (3.1.39), and (3.3.16) the right hand side of (3.4.55) is summable.
The next lemma is designed to controlE(∑y∈Zd Qun(0, y))2 which arises in the proof of Lemma
3.18. To simplify notation we set
Q˜un(x) ≡
∑
y∈Zd Qun(x, y), x ∈ Zd. (3.4.56)
Lemma 3.19. For all u > 0 there exists K ∈ (0,∞) such that, for N large enough,
E(Q˜un(0))2 ≤
∑
y:|y|≤θn E(Qun(0, y))2 + c
−3α/2
n ≤ ρun(d) ≡ Ku−αρn(d), (3.4.57)
where we set
ρn(d) ≡ θnc−αn (log θn)−2+α1d=2 + θ1/2n c−αn 1d≥3. (3.4.58)
The main step in the proof of Lemma 3.19 is to bound the sum over y of E(Qun(0, y))2
and we first intuitively explain why this sum is smaller than ρn(d). By (3.4.10) we know that
(Qun(0, y))2 ≤ c(Py(`B2n(y)γn > u))2(P (σ(y) ≤ θn))2 + o(1), where c ∈ (0,∞). In the proof of
Lemma 3.19 we show that the first term is for every y ∈ Bθn of the order of (cn/ log θn)−α1d=2 +
c−αn 1d≥3. The second term is the probability that y is visited by J˜ and an independent copy J˜ ′
during [0, θn] and we can use Lemma 3.12 to control the sum over all y of E(P (σ(y) ≤ θn))2 by
θn(log θn)−21d=2 + θ1/2n 1d≥3. This explains the order of ρn(d).
Proof of Lemma 3.19. By definition of Q˜un(0) we have that
E(Q˜un(0))2 ≤
∑
y:|y|≤θn E(Qun(0, y))2 +
∑
y′ 6=y
|y′−y|≤θn
E(Qun(0, y)Qun(0, y′)). (3.4.59)
Let us first control the double sum in (3.4.59). Bounding Qn(0, y) ≤ 1y∈Tn , we get that∑
y′ 6=y
|y′−y|≤θn
E(Qun(0, y)Qun(0, y′)) ≤
∑
y′ 6=y
|y′−y|≤θn
E1y,y′∈Tn ≤ θ
d
n
(cnn)2α ≤ c
−3α/2
n , (3.4.60)
where we used (3.1.38) and (3.1.39). It remains to bound the first term on the right hand side of
(3.4.59). For y ∈ Bθn we know by (3.4.9) and (3.4.10) that E(Qun(0, y))2 is smaller than
E
[
1y∈Tn
(
Py
(˜`
θn(y)γn(y) > u
)
P (σ(y) ≤ θn)
)2]
≤ E[1y∈Tn(Py(˜`B2n(y)γn(y) > u)P (σ(y) ≤ θn))2]+ e−c4(log θn)2P(y ∈ Tn). (3.4.61)
The contribution to E(Q˜un(x))2 of the second term in (3.4.61) is negligible because∑
y:|y|≤θn P(y ∈ Tn)e−c4(log θn)
2 ≤ θdnc−αn −αn e−c4(log θn)
2  ρun(d). (3.4.62)
It remains to bound the first summand in (3.4.61). Recall from the proof of Lemma 3.17 that ˜`B2n(y)
has exponential distribution with mean gB2n(y) ≤ c8 log θn1d=2 + c61d≥3, P-a.s for all y ∈ Bθn ,
and that P (σ(y) ≤ θn) ≤ P (miny′∼y σ(y) ≤ θn). Thus, for all y ∈ Bθn
E
(P(˜`B2n(y)γn(y) > u)1y∈Tn)2
≤ E
(
P (miny′∼y σ(y′) ≤ θn) exp(−u(γn(y)(c61d≥3 + c8 log θn1d=2))−1)
)2
≤ E exp(−2u(γn(0)(c61d≥3 + c8 log θn1d=2))−1)E
(
P (miny′∼y σ(y′) ≤ θn)
)2
. (3.4.63)
We bound the terms in (3.4.63) separately. The expectation with respect to γn(0) is, for some
C ∈ (0,∞), bounded above by Cu−αc−αn (1d≥3 + log θn1d=2). Moreover, by Lemma 3.12∑
y∈Zd E
(
P (miny′∼y σ(y′) ≤ θn)
)2 ≤ (2d)2∑y∈Zd E(P (σ(y) ≤ θn))2
≤ c5(θn(log θn)−21d=2 + θ1/2n 1d≥3). (3.4.64)
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Collecting (3.4.63)-(3.4.64) yields∑
y∈Bθn E
(P(˜`B2n(y)γn(y) > u)1y∈Tn)2 ≤ Ku−αρn(d) = ρun(d), (3.4.65)
for some K ∈ (0,∞). This finishes the proof of Lemma 3.19.
We are now ready to present the proof of Lemma 3.18.
Proof of Lemma 3.18. The variance of ν˜tn(u,∞) is given by
k2n(t)
∑
x∈Bdn(t)(pi
t
n(x))2
[
E
(
Q˜un(x)
)2 − (EQ˜un(x))2] (3.4.66)
+ k2n(t)
∑
x6=x′,|x−x′|≤2θn pi
t
n(x)pitn(x′)
[
E
(
Q˜un(x)Q˜un(x′)
)− EQ˜un(x)EQ˜un(x′)], (3.4.67)
where we used the fact that Q˜un(x) only depends on τ(y) for y ∈ Bθn(x). Let us first bound
(3.4.66). We begin with constructing bounds for pitn(x). As, P-a.s., Ux ≤ c0(log an)3  kθn, for
all x ∈ Bdn(t), may apply (3.3.4) of Theorem 3.10 to get, P-a.s., for every x ∈ Bdn(t),
pitn(x) ≤ (kn(t))−1
(∑kn(t)−1
k=b|x|/θnc∨1(kθn)
−d/2e−c2|x|2/(kθn) +∑b|x|/θnc∧1k=1 e−c2|x|)
≤ c1(kn(t)θn)−1
∫ ant
1/2|x|∨θn s
−d/2e−c2|x|2s−1ds, (3.4.68)
with the convention that
∑0
k=1 = 0. Let first d = 2. An asymptotic analysis yields for |x| ≤
1/2√an that there exists c′ ∈ (0,∞) such that
pitn(x) ≤ c′(kn(t)θn)−1 log(an/|x|2). (3.4.69)
Moreover, when |x|  √an, we see that pitn(x) ≤ e−c2/2|x|
2/an . Using these bounds and the fact
that the integral in (3.4.68) is decreasing in the norm of x, we know that there exists c3 ∈ (0,∞)
such that
pitn(x) ≤ (kn(t)θn)−1

c3 log an, if |x| ≤
√
an
(log an)2 ,
c3 log log an, if
√
an
(log an)2 ≤ |x| ≤ a
1/2
n log log an,
e−c2/2(log log an)2 , if a1/2n log log an < |x|.
(3.4.70)
Now let d ≥ 3. We substitute u = c2|x|2s−1 in (3.4.68) and get
pitn(x) ≤ c′′(kn(t)θn)−1|x|2−dΓ
(
d/2− 2, |x|2/an
)
, (3.4.71)
where c′′ ∈ (0,∞). Thus, taking c3 large enough,
pitn(x) ≤ (kn(t)θn)−1
{
c3|x|2−d, if 0 < |x| ≤ a1/2n log θn,
c3|x|2−de−1/2(log θn)2 , else.
(3.4.72)
For x = 0, we bound pitn(0) ≡ pitn(y) for |y| = 1. By (3.4.70) and (3.4.72),∑
x∈Bdn(t)(kn(t)pi
t
n(x))2 ≤ θ−2n
(
an1d=2 + a1/2n log θn1d≥3
)
. (3.4.73)
Now we are ready to prove that (3.4.66) and (3.4.67) satisfy (3.4.55). We bound the variance in
(3.4.66) by E(Qun(0, y))2 and use Lemma 3.19 to obtain
(3.4.66) ≤∑x∈Bdn(t)(kn(t)pitn(x))2ρun(d) K(t)u−α( 1log θn1d=2 + (log θn)4√θnαn 1d≥3), (3.4.74)
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for K(t) ∈ (0,∞). Since this satisfies (3.4.55), it suffices to control (3.4.67). We know that
(3.4.67) ≤ (kn(t))2∑x,x′:|x−x′|≤2θn pitn(x)pitn(x′)E(Q˜un(x)Q˜un(x′)). (3.4.75)
Fix x, x′ ∈ Bdn(t). We proceed as in the proof of Lemma 3.19 to boundE
(
Q˜un(x)Q˜un(x′)
)
. Namely,
by analogy to (3.4.60), (3.4.61) and (3.4.63), for some K ′ ∈ (0,∞),
E
(
Q˜un(x)Q˜un(x′)
) ≤ K ′2du−αc−αn ((log θn)α1d=2 + 1d≥3)EIθn(x, x′) + c−3α/2n , (3.4.76)
where Iθn(x, x′) is the expected intersection range of J˜ starting in x and an independent copy J˜ ′
starting in x′ given by
Iθn(x, x′) ≡
∑
y:|x−y|∧|x′−y|≤θn ExE
′
x′1σ(y)≤θn1σ′(y)≤θn . (3.4.77)
Let us now distinguish two cases with respect to the size of |x − x′| to deal with Iθn(x, x′). For
x ∈ Bdn(t) we define the sets A1(x) ≡ {x′ :
√
θn log θn ≤ |x − x′| ≤ θn} and A2(x) ≡
Bθn(x) \A1(x). Let x′ ∈ A1(x). We bound Iθn(x, x′) by
Iθn(x, x′) ≤ PxP ′x′
(∃y ∈ Zd : max{σ(y), σ′(y)} ≤ θn)max{ExRθn , Ex′Rθn}. (3.4.78)
Since x′ ∈ A1(x), the probability in (3.4.78) is bounded above by the probability that either J˜
or J˜ ′ go during [0, θn] further than distance 12
√
θn log θn from their starting point. By (3.3.8) of
Lemma 3.11 this is smaller than e−c′(log θn)2 , where c′ = c4/4. Thus, by Lemma 3.12,
EIθn(x, x′) ≤ c5θn exp(−c′(log θn)2). (3.4.79)
We use (3.4.79) and get for x ∈ Bdn(t), x′ ∈ A1(x)
E
(
Q˜un(x)Q˜un(x′)
) ≤ c5(ρun(d)θne−c′(log θn)2 + c−3α/2n ). (3.4.80)
By (3.4.70) and (3.4.72) we have for any Br(y) with r ≤ dn(t) that
kn(t)
∑
x∈Br(y) pi
t
n(x) ≤ log log anθn (min(r2, an)1d≥3 + min(r2 log an, an)1d=2). (3.4.81)
By (3.4.81),
(kn(t))2
∑
x∈Bdn(t),x′∈A1(x) pi
t
n(x)pitn(x′) ≤ c3kn(t)(log log an)2. (3.4.82)
Combining (3.4.80) and (3.4.82),∑
x∈Bdn(t),x′∈A1(x) pi
t
n(x)pitn(x′)E
(
Q˜un(x)Q˜un(x′)
) ≤ K(t)u−αe−c′(log θn)2 + c−α/2n , (3.4.83)
which is smaller than the right hand side of (3.4.55). Let now x′ ∈ A2(x). We distinguish whether
d ≥ 3 or d = 2. Let first d ≥ 3. We bound by Cauchy Schwarz inequality E(Q˜un(x)Q˜un(x′)) ≤
ρun(d). By (3.4.81) we get
(kn(t))2
∑
x∈Bdn(t),x′∈A2(x) pi
t
n(x)pitn(x′)ρun(d) ≤ c3kn(t)ρun(d)(log θn)2, (3.4.84)
as desired in (3.4.55). This finishes the proof of Lemma 3.18 for d ≥ 3.
Let d = 2. Fix x ∈ Bdn(t) and x′ ∈ A2(x). We distinguish two further cases with respect to
|x− x′|. For k > 5c−14 we define the sets B1(x) ≡ A2(x)∩{x′ : |x− x′| ≥
√
θnk log log θn} and
B2(x) ≡ A2(x) \B1(x). Let x′ ∈ B1(x). As in (3.4.79), we get by Lemma 3.12,
EIθn(x, x′) ≤ 16c5θn(log θn)−5. (3.4.85)
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By (3.4.81) we have that
(kn(t))2
∑
x∈Bdn(t),x′∈B1(x) pi
t
n(x)pitn(x′) ≤ c3kn(t) log log an(log θn)3. (3.4.86)
Together with (3.4.85),∑
x∈Bdn(t),x′∈B1(x) pi
t
n(x)pitn(x′)E
(
Q˜un(x)Q˜un(x′)
) ≤ K ′′u−αt (log log an)3log θn , (3.4.87)
as claimed in (3.4.55). Finally, let x′ ∈ B2(x). By (3.4.81),∑
x′∈B2(x) kn(t)pi
t
n(x′) ≤ log log an, (3.4.88)
and therefore by Cauchy Schwarz inequality∑
x∈Bdn(t)
∑
x′∈B2(x)(kn(t))
2pitn(x)pitn(x′)E
(
Q˜un(x)Q˜un(x′)
) ≤ K(t)u−α(log log an)3log θn , (3.4.89)
which is as claimed in (3.4.55). This finishes the proof of Lemma 3.18.
3.4.3 Convergence of Eσ˜tn(u,∞)
We establish that limN→∞ Eσ˜tn(u,∞) = 0 and that the convergence speed is summable in N . By
Lemma 3.19 we know that
E(Q˜un(x))2 ≤ 2
∑
y E
[
(Qun(x, y))2
]
= 2∑|y|≤θn E [(Qun(0, y))2] ≤ 2ρun(d). (3.4.90)
Therefore, there exists K ∈ (0,∞) such that
Eσ˜tn(u,∞) ≤ 2kn(t)
∑
x∈Bdn(t) pi
t
n(x)ρun(d) ≤ Ku−αt
( 1
log θn1d=2 +
1√
θn
1d≥3
)
. (3.4.91)
Thus, limN→∞ Eσ˜tn(u,∞) = 0.
3.4.4 Verification of Condition (C-4)
We follow the same strategy as in the verification of (C-2). We first prove for N large enough that
Emtn(ε) ≤ C(t)ε1−α. Then we establish that the variance of mtn(ε) is summable in N . Since
this is similar to the proof of Lemma 3.18, we only indicate the needed changes at the end of this
section.
Let us bound Emtn(ε). Since the τ ’s are i.i.d., it suffices to find c ∈ (0,∞) such that∑
y∈Bθn E [M
ε
n(0, y)] ≤ cθna−1n ε1−α. (3.4.92)
Fix y ∈ Bθn and set h(θn) = θn − k(θn) for k(θn) = θ3/4n . As in (3.4.3) and (3.4.9), by the
Markov property,
M εn(0, y) ≤ εP (σ(y) ∈ (h(θn), θn))1y∈Tn
+ P (σ(y) ≤ h(θn))γn(y)Ey
(˜`
θn(y)1˜`k(θn)(y)γn(y)≤ε)1y∈Tn
≡ Mn,1(y) +Mn,2(y). (3.4.93)
Let us first establish, that P-a.s. the sum over Mn,1(y) tends to zero. Following the same argumen-
tation as between (3.4.12) and (3.4.15), we can show that
Mn,1(y) ≤ ε(P (miny′∼y σ(y) ∈ (h(θn), θn)) + c−θ/2n )1y∈Tn . (3.4.94)
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Since miny′∼y σ(y) is independent of γn(y), we get by Lemma 3.12 that
∑
y EMn,1(y) ≤
∑
y E
[
P (σ(y) ∈ (h(θn), θn))1y∈Tn
] ≤ c5c−αn −αn θ−3/4n . (3.4.95)
By a first order Chebyshev inequality we conclude that the sum over Mn,1(y) tends P-a.s. to zero.
Let us now bound the expectation of Mn,2(y). First we calculate the expected value with respect
to Ey in Mn,2(y). As in (3.4.10) and (3.4.11), we can show that, up to an error of the order of
e−c4(log θn)2 , we can bound for all y ∈ Bθn ∩ Tn, ˜`η(B1n)(y) ≤ ˜`k(θn)(y) and ˜`θn(y) ≤ ˜`η(B2n)(y),
where B1n = Bk(θn)1/2(log θn)−2(y) and B
2
n = Bθ1/2n log θn(y). Setting A(y) ≡ {
˜`
η(B1n)(y)γn(y) ≤
ε}, we get
Ey ˜`θn(y)1˜`k(θn)(y)γn(y)≤ε ≤ Ey1A(y) ˜`η(B2n)(y)
=
(Ey1A(y) ˜`η(B1n)(y) + Ey1A(y)(˜`η(B2n)(y)− ˜`η(B1n)(y))). (3.4.96)
By the strong Markov property, the second term in (3.4.96) is given by
∑
z∈∂B1n Ey
(
1A(y)1J˜(η(B1n))=z
)
Ez
∫ η(B2n)
0 1J˜(s)=yds ≤ gB2n(y)Py(A(y)), (3.4.97)
where we used Ez
∫ η(B2n)
0 1J˜(s)=yds ≤ gB2n(y). The first term in (3.4.96) equals
gB1n(y)
[
1− exp(−ε/(γn(y)gB1n(y)))] = gB1n(y)Py(A(y)). (3.4.98)
Using (3.4.97) and (3.4.98) and the fact that gB1n(y) ≤ gB2n(y), (3.4.96) is bounded by
2gB2n(y)
[
1− exp(−ε/(γn(y)gB1n(y)))]
≤ 2c8/c7g¯dn(y)
[
1− exp(−ε/(γn(y)g¯dn(y)))], (3.4.99)
where g¯dn(y) ≡ c7(log θn1d=2 + g∞(y)1d≥3) and where we used (3.4.21) (for d ≥ 3) and Lemma
3.3 in [31] (for d = 2). Together with (3.4.12), we get
EMn,2(y) ≤ ε E
[
P (miny′∼y σ(y′) ≤ θn)g¯dn(y)γn(y)
(
1− e−ε(γn(y)g¯dn(y))−1)1y∈Tn]. (3.4.100)
An asymptotic analysis and the definition of g¯dn(y) ≤ c7(log θn1d=2 + c61d≥3) yield
(3.4.100) ≤ c′ ε E
[
P (miny′∼y σ(y′) ≤ θn)e−2ε(c′γn(y)g¯dn(y))−11y∈Tn
]
≤ c′′ (log θn1d=2 + c61d≥3)αc−αn ε1−αEP (miny′∼y σ(y′) ≤ θn). (3.4.101)
for some c′, c′′ ∈ (0,∞). By Lemma 3.12 the sum over all y of EP (miny′∼y σ(y′) ≤ θn) is
bounded above by c5θn((log θn)−11d=2 + 1d≥3), so∑
y EMn,2(y) ≤ c′′c6c5tε1−α, (3.4.102)
i.e. (3.4.92) is satisfied. Thus, limN→∞ Emtn(ε) ≤ cε1−α.
Finally, let us explain how one can show that mtn(ε) concentrates around its mean. By (3.4.95)
and a first order Chebyshev inequality, P-a.s., the contribution of
∑
yMn,1(y) to mtn(ε) is negligi-
ble. It remains to establish that
∑
yMn,2(y) concentrates around its mean. But Mn,2(y) is of the
same form as Q˜un(y) and we can prove the result of Lemma 3.18 for mtn(ε) as well. This finishes
the verification of (C-4).
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3.4.5 Verification of Condition (C-5)
We proceed as in the verification of (C-2) and (C-4) to establish that (C-5) is satisfied. Namely,
we first take the expected value in the left hand side of (3.3.35) and (3.3.36) and prove that both
are bounded above by C(u, t)ε for some C(u, t) ∈ (0,∞). Then, we establish that the variance of
both left hand sides is summable in N . Since the proofs are similar, we only prove the claim for
(3.3.35). The expectation of the left hand side of (3.3.35) is given by∑
(x,k)∈An(kθn)−d/2e−c2|x|
2/kθn
∑
y EQun(x, y). (3.4.103)
By (3.4.2) the second sum in (3.4.103) is, for N large enough, smaller than 2ν(u,∞)θn/an, and
so
(3.4.103) ≤ 2ν(u,∞)a−1n θn
kn(t)∑
k=1
(kθn)−d/2
∑
|x|2<εkθn ∨ |x|2>kθn/ε
e−c2|x|
2/kθn . (3.4.104)
Let us first control the contribution of x ∈ B√εkθn . Bounding the exponential term by one and
using the fact that |{x : |x|2 < εkθn}| ≤ Cεd/2(kθn)d/2 for some C ∈ (0,∞), we get
2ν(u,∞)a−1n θn
∑kn(t)
k=1 (kθn)−d/2
∑
|x|2<εkθn e
−c2|x|2/kθn ≤ K(u, t)εd/2, (3.4.105)
where K(u, t) ∈ (0,∞), as desired. The contribution of x ∈ Bdn(t) \B(kθn/ε)1/2 satisfies∑
|x|2>kθn/ε(kθn)−d/2e−c2|x|
2/kθn ≤ C ∫∞1/ε y−de−c2y ≤ Ce−c2/ε. (3.4.106)
Combining (3.4.105) and (3.4.106), we see that (3.4.103) is bounded above by K(u, t)εd/2.
To show that the variance of the left hand side of (3.3.35) is summable in N , we can use the
same calculations as in Lemma 3.18. Doing this, we get that it is bounded above by ρun(d). This
finishes the verification of (C-5).
3.4.6 Conclusion of the proof
We are now ready to conclude the proof of Theorem 3.4. By Lemma 3.17, for all u > 0, t > 0,
Eν˜tn(u,∞)→ tν(u,∞) as N →∞. Together with Lemma 3.18 this shows that (C-2) is satisfied.
By the results of Section 3.4.3, Eσ˜tn(u,∞) tends to zero and is summable in N . This and a first
order Chebyshev inequality yield (C-3). By the same arguments as those used to establish (C-2),
(C-4) follows from the results of Section 3.4.4. Finally, it follows from the results of Section 3.4.5
that (C-5) is satisfied. Hence, we may apply Proposition 3.15 and get that SJ˜ ,bn
J1=⇒ Vα. By Lemma
3.14 this proves that SJ˜ ,bn
J1=⇒ Vα, as claimed in Theorem 3.4.
3.5 Application to dynamics of trap models
In this section we prove Theorem 3.7 and Theorem 3.8. We verify the conditions of Theorem 3.1
for more general dynamics than simple random walk of BTM. The proof is divided into several
steps, which we now explain. The first step is as in the application to BATM, namely we introduce
longer subsequences. In the next step, we introduce a new set of conditions, (D-2)-(D-4) that imply
(A-2)-(A-4) in this setting and show that (A-0) and (A-1) hold. The verifications of (D-2)-(D-4)
are contained in Sections 3.5.1-3.5.3. Finally, we conclude the proof of Theorem 3.7 in Section
3.5.4.
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In order to prove Theorem 3.7, i.e. to obtain P-a.s. convergence on time scales cn = n, we
consider longer subsequences. Namely, by the same reasoning as in Section 3.3.2 we assume from
now on that cn = exp(Nk), where k = 7γ3/(1− α), and consider the limit as N →∞.
We now introduce a new set of conditions, (D-2)-(D-4) which imply (A-2)-(A-4) for the dy-
namics of BTM. To this end we use the same notation as in the previous sections, namely we write
dn(t) ≡ bantc1/2 logbantc and Bdn(t) ≡
{
x ∈ Zd : |x| ≤ dn(t)
}
, where | · | denotes the Euclidian
norm on Zd. Our quantities of interest are for u > 0, t > 0, and ε > 0 given by
νtn(u,∞) ≡ kn(t)
∑
x∈Bdn(t) pi
t
n(x)Qun(x), (3.5.1)
σtn(u,∞) ≡ kn(t)
∑
x∈Bdn(t) pi
t
n(x)(Qun(x))2 (3.5.2)
mtn(u,∞) ≡ kn(t)
∑
x∈Bdn(t) pi
t
n(x)c−1n Ex(ZJn,11ZJn,1≤cnε). (3.5.3)
We are now ready to state (D-2)-(D-4). They are formulated for fixed ω ∈ Ω and fixed u > 0,
t > 0, and ε > 0.
(D-2) limN→∞ νtn(u,∞) = tν(u,∞).
(D-3) limN→∞ σtn(u,∞) = 0.
(D-4) There exists K ′ ∈ (0,∞) such that
limN→∞mtn(ε) ≤ K ′tε1−α. (3.5.4)
Proposition 3.20. Suppose that (D-2)-(D-4) are P-a.s. satisfied for all u > 0, t > 0, and ε > 0.
Then we have, P-a.s., SJ,bn
J1=⇒ Vν .
Proof. We show that (D-2)-(D-4)⇒ (A-2)-(A-4) and verify (A-0) and (A-1). Since ν is continuous,
we know by Lemma 3.9 that it suffices to show that (A-0)-(A-4) hold P-a.s. for fixed u > 0, t > 0,
and ε > 0. Let u > 0, t > 0, and ε > 0. First we prove that (D-2)-(D-4) ⇒ (A-2)-(A-4). The
main difference between (D-2)-(D-4) and (A-2)-(A-4) is that in the latter we are summing over
all x ∈ Zd, whereas in the first we restrict the summation to x ∈ Bdn(t). Moreover, in (D-4) we
require that mtn(ε) tends to zero as ε → 0 with a certain speed, whereas in (A-4) we only ask that
it tends to zero. Therefore, bounding Qun(x) ≤ 1, respectively c−1n Ex(ZJn,11ZJn,1≤cnε) ≤ ε, it is
sufficient to show that
limN→∞ kn(t)
∑
x/∈Bdn(t) pi
t
n(x) = 0. (3.5.5)
For fixed N we can rewrite the sum in (3.5.5) as follows
kn(t)
∑
x/∈Bdn(t) pi
t
n(x) =
∑kn(t)
k=1 P (J(kθn) /∈ Bdn(t))
≤ ∑bantck=θn P (J(k) /∈ Bdn(t))
≤ ∑bantck=θn P (J(k) /∈ B√k log k). (3.5.6)
We construct now a bound for the probability that J exits in k steps the ball B√k log k, where
k = θn, . . . , bantc. Let Γ be the covariance matrix of piY . Since Y1 has mean zero, and since Γ is
finite and nonsingular, the mapping I : Rd → (0,∞) given by
I(x) = d−1/2|x · Γ−1x|, x ∈ Rd, (3.5.7)
is a norm and there exists δ′ such that δ′I(x) ≤ |x| ≤ δ′−1I(x). By the assumption that the
moment generating function of Y1 exists for all |t| ≤ δ, where δ > 0, we deduce from Corollary
12.2.7 in [47] that there exists c′1, c2 > 0 such that we have for 0 < s ≤ δ
√
k/2
P (maxj=1,...,k |J(j)| > s
√
k) ≤ c2e−c′1δ′2s2 = c2e−c1s2 , (3.5.8)
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where c1 ≡ c′1δ′2. For N large we may use (3.5.8) for s = log k ≤ δ
√
k/2, to find that
(3.5.6) ≤∑bantck=θn c2e−c1δ2(log k)2 , (3.5.9)
which vanishes as N →∞. This proves (3.5.5) and hence (D-2)-(D-4)⇒ (A-2)-(A-4).
Let us verify (A-0), that is we show that, P-a.s., c−1n σJ vanishes. Since J has initial distribution
δ0, we have for ε > 0
P(c−1n σJ > ε) = P
(
c−1n τ(0)e1 > ε
)
= exp
(
−cnετ(0)−1
)
. (3.5.10)
Taking expectation with respect to the random environment we have for C¯ ∈ (0,∞) that
E exp (−cnε/τ(0)) =
∫∞
0 e
−yP
(
τ(0) > cnεy−1
)
dy ≤ C¯c−αn ε−αΓ(1− α). (3.5.11)
By a first order Chebyshev inequality and Borel Cantelli Lemma this proves (A-0).
We show now that (A-1) holds, i.e. that for all t > 0 there exists c < ∞ such that, uniformly
in x ∈ V ,
limn→∞
∑kn(t)−1
k=1 P (J(kθn) = x) = 0, (3.5.12)
and
limn→∞
∑kn(t)−1
k=1 Px(J(kθn) = x) < c. (3.5.13)
By the assumptions that piY is symmetric and has finite covariance matrix, Theorem 2.3.9 and
Theorem 2.3.10 in [47] imply that there exist c3, c4 ∈ (0,∞) such that for all x ∈ Zd and k ≥ 1
we have
P (J(k) = x) ≤ c3k−d/2 exp(−c4|x|2/k). (3.5.14)
In particular we have that
supx∈Zd P (J(k) = x) ≤ c3k−d/2. (3.5.15)
This is increasing in d and we get that
∑kn(t)−1
k=1 P (J(kθn) = x) ≤ c3θ−1n
∑kn(t)−1
k=1 k
−1 ≤ c3θ−1n log an, (3.5.16)
which by construction of an and θn implies (3.5.12). Moreover, since we have by construction of J
that Px(J(k) = x) = P (J(k) = 0), (3.5.13) follows from (3.5.16). This finishes the verification
of (A-1). The proof of Proposition 3.20 is complete.
3.5.1 Verification of (D-2)
We show now that (D-2) is satisfied. We do not show the convergence of νtn, but instead of its
Laplace transform. Namely, for v > 0, we set
νˆtn(v) ≡
∑
x∈Bdn(t) kn(t)
∫∞
0 pin(t)Qxn(u)e−uvdu. (3.5.17)
The proof that for all v > 0, νˆtn(v) converges, P-a.s., to the Laplace transform of tν(u,∞) is
divided into two steps. First we show that the expectation of νˆtn(v) converges to the Laplace
transform of tν(u,∞). Then, we prove by a second order Chebyshev inequality that, P-a.s., νˆtn(v)
concentrates around its mean value.
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Convergence of Eνˆtn(v)
Let v > 0 and t > 0. By a substitution we have that
Eνˆtn(v) = kn(t)v−1
(∑
x∈Bdn(t) pi
t
n(x)
(
1− EExe−vZn
))
∼ kn(t)v−1
(
1− EEe−vZn
)
, (3.5.18)
where we used the identical distribution of the τ ’s and the fact that kn(t)
∑
x∈Bdn(t) pi
t
n(x) ∼ kn(t).
Let ns(J) denote the number of points that J visits exactly s times. By partial integration and by
the assumption on the distribution of the τ ’s we have that(
1− EEe−vZn
)
= 1−∑{ns} P ({ns})∏θns=1 (E ( 11+τ(0)v/cn)s)ns
= ∑{ns} P ({ns}) (1−∏θns=1 (E ( 11+τ(0)v/cn)s)ns)
= ∑{ns} P ({ns}) (1−∏θns=1 (1− c−αn vα Γ(s+α)Γ(1−α)Γ(s) )ns)
= ∑{ns} P ({ns})∑θns=1 nsc−αn vα Γ(s+α)Γ(1−α)Γ(s) +O(θnc−2αn ), (3.5.19)
where one sees that the contribution of O(θnc−2αn ) to the right hand side of (3.5.18) is negligible.
Let us further rewrite the first term in the right hand side of (3.5.19). Writing `θn(x) for the number
of visits of J to x during the first θn steps we have
(3.5.19) = c−αn vαΓ(1− α)
∑
x∈Zd E
(Γ(`θn (x)+α)
Γ(`θn (x))
)
+O(θnc−2αn ). (3.5.20)
We distinguish now two different cases w.r.t. the dimension. Let first d ≥ 3. Then, by (3.5.15),
J is transient. We use Proposition 2.1 from [7] to calculate the expected value of the sum over
Γ(`θn (x)+α)
Γ(`θn (x))
. This proposition states for β ∈ [0,∞) that
limN→∞ θ−1n
∑
x∈Zd E`
β
θn
(x) = ∑j≥1 jβγ2(1− γ)j−1, (3.5.21)
where γ ≡ P (J(k) 6= 0, ∀k ≥ 1) is the probability of no return to 0. Notice that γ ∈ (0, 1). The
proof of (3.5.21) does not use that inside the expectation we are taking polynomials of the local
time and therefore one can show as in the proof of Proposition 2.1 in [7] that
limN→∞ θ−1n
∑
x∈Zd E
(Γ(`θn (x)+α)
Γ(`θn (x))
)
= ∑j≥1 Γ(j+α)Γ(j) γ2(1− γ)j−1 ≡ K′. (3.5.22)
Note that K′ = K′(d, α, piY ) < ∞, for all α ∈ (0, 1) because γ ∈ (0, 1). Together with (3.5.19),
we see that, for d ≥ 3,
limN→∞ Eνˆtn(v) = tvα−1K′Γ(1− α). (3.5.23)
Let d = 2. We use Theorem 1 in [30], which states for all β ∈ [0,∞), P -a.s.,
limN→∞ θ−1n (log θn)1−β
∑
x∈Zd `
β
θn
(x) = K′, (3.5.24)
for K′ = K′(d, α, piY ) < ∞. In fact, since K′ is a multiple of the βth moment of the exponential
distribution, one can extend this result to β > −1. The proof of this theorem uses the fact that the
sum is over polynomial powers of the local times and therefore we cannot proceed as in d ≥ 3.
Instead, we rewrite (3.5.20) as follows
Γ(1−α)vα
cαn
(∑
x∈Zd E`θn(x)α +
∑
x∈Zd E
[(Γ(`θn (x)+α)
Γ(`θn (x))
− `θn(x)α
)
1`θn (x)>0
])
. (3.5.25)
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By Theorem 1 from [30], we know that
limN→∞ kn(t)c−αn vα−1Γ(1− α)E
∑
x∈Zd `θn(x)α = tvα−1K′Γ(1− α), (3.5.26)
where we use the fact that anc−αn = (log θn)1−α. It remains to show that the second term in
(3.5.25) is of smaller order than kn(t). By Stirling’s formula we bound for x ∈ Zd such that
`θn(x) > 0
Γ(`θn (x)+α)
Γ(`θn (x))
≤ `θn(x)α
(
`θn (x)
`θn (x)+α
)1/2 (
1 + α`θn (x)
)`θn (x)+α
eµ(`θn (x)+α), (3.5.27)
for a function µ such that µ(t) ∈ (0, 1/(12t)) for t > 0. In particular, the second term in (3.5.25)
is bounded above by
vαc−αn Γ(1− α)
∑
x∈Zd E
[
`θn(x)α1`θn (x)>0
(
e1/(12(`θn (x)+α)) − 1
)]
(3.5.28)
≤ vαc−αn Γ(1− α)
∑
x∈Zd E
[
`θn(x)α−11`θn (x)>0
]
. (3.5.29)
We use Theorem 1 in [30] for β = −1 + α > −1 to see that
(3.5.29) ∼ θnc−αn (θn log θn)α−2 = kn(t)(log θn)−1, (3.5.30)
which is of smaller order than kn(t). Thus, (3.5.29) does not contribute to limN→∞ Eνˆtn(v) and
we find by (3.5.26) that limN→∞ Eνˆtn(v) = tvα−1K′Γ(1 − α) for d = 2. Together with (3.5.23),
this finishes the proof of the convergence of Eνˆtn(v).
Concentration of νˆtn(v)
We show that, P-a.s., |νˆtn(u,∞) − Eνˆtn(u,∞)| tends to zero as N → ∞. By a second order
Chebyshev inequality it suffices prove that the variance of νˆtn(v) vanishes fast enough such that it
is summable in N . The variance of νˆtn(v) is given by[
E
(
1− Ee−vZn
)2 − (E (1− Ee−vZn))2]∑x∈Bdn(t)(kn(t)pitn(x))2 (3.5.31)
+ ∑x6=x′ [E (Exe−vZnEx′e−vZn)− (EEe−vZn)2] kn(t)pitn(x)kn(t)pitn(x′). (3.5.32)
We first construct a bound for (3.5.31). The first term in (3.5.31) is bounded by
E
(
1− Ee−vZn)2 = 2(1− EEe−vZn)− (1− E(Ee−vZn)2). (3.5.33)
Let J ′ be an independent copy of J . Then the second term can be written as
1− E
(
Ee−vZn
)2
= 1− EEe−vZnEe−vZ
′
n . (3.5.34)
We proceed as in Section 3.5.1 and count how often the two independent chains J and J ′ revisit
points. Let `θn(J, x) = #{0 ≤ i ≤ θn : J(i) = x} be the local time of J in x during the first θn
steps and use the same notation for J ′. Write ks = #{x ∈ Zd : `θn(J, x) = s, `θn(J ′, x) > 0} and
k
′
s = #{x ∈ Zd : `θn(J ′, x) = s, `θn(J, x) > 0}. Let ms(J, J ′) ≡ ns
(
{J(i)}θni=0 ∩ {J ′(i)}θni=0
)
be the number of points that have been visited s times by J and J ′ together. As in Section 3.5.1,
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we have that
(3.5.34) = ∑ {ns,n′s}
{ms}
PP ′ ({ns}, {n′s}, {ms})
·
(
1−∏θns=1 (E ( 11+τ(0)v/cn)s)ns+n
′
s+ms−ks−k
′
s
)
= ∑ {ns,n′s}
{ms}
c−αn PP ′ ({ns}, {n′s}, {ms})
·∑θns=1 (ns + n′s +ms − ks − k′s) vα Γ(s+α)Γ(1−α)Γ(s) +O (θna−2n )
≥ (v/cn)α
(∑
{ns,n′s} PP
′ ({ns}, {n′s})
∑θn
s=1(ns + n
′
s)
Γ(s+α)Γ(1−α)
Γ(s) (3.5.35)
− ∑ {ns,n′s}
{ms}
PP ′
(
{ns}, {n′s}, {ms}
)∑θn
s=1
(
ks + k
′
s
)
csα
)
, (3.5.36)
where c ∈ (0,∞) is such that Γ(s+ α) ≤ csαΓ(s) for all s ≥ 1. Since J ′ is an independent copy
of J , we have that
(3.5.35) = 2vαc−αn
∑
{ns} P ({ns})
∑θn
s=1 ns
Γ(s+α)Γ(1−α)
Γ(s) = 2
(
1− EEe−vZn
)
. (3.5.37)
Thus,
(3.5.33) ≤ vαc−αn
∑
{ns,n′s}
{ms}
PP ′
(
{ns}, {n′s}, {ms}
)∑θn
s=1
(
ks + k
′
s
)
csα. (3.5.38)
Let smax = C log θn, where C ∈ (0,∞) will be chosen later. We divide the sum over s in
(3.5.38) into two parts. The first is the sum over s ≤ smax. We bound sα ≤ smax and note that∑smax
s=1 (ks + k′s) ≤ Iθn , where Iθn is the intersection range of J, J ′. Thus, the sum over s ≤ smax
in (3.5.38) is, up to constants, bounded above by
vαc−αn sαmax
∑
{ns,n′s,ms} PP
′
(
{ns}, {n′s}, {ms}
)∑smax
s=1
(
ks + k
′
s
)
≤ vαc−αn sαmaxEE′Iθn . (3.5.39)
We construct now a bound for EE′Iθn . Let δ be the parameter such that the moment generating
function of piY exists for |t| ≤ δ. We write
EE′Iθn =
∑
x∈Zd(P (`θn(x) > 0))2
≤ ∑|x|≤δθn/4(P (`θn(x) > 0))2 +∑|x|>δθn/4 P (`θn(x) > 0). (3.5.40)
Since P (`θn(x) > 0) = P (`θn(x) ≥ 1), the second term in (3.5.40) is by a first order Chebyshev
inequality smaller than∑
|x|>δθn/4E`θn(x) =
∑θn
k=1
∑
|x|>δθn/4 P (J(k) = x) =
∑θn
k=1 P (J(k) /∈ Bδθn/4)
≤ θnP (J(k) /∈ Bδθn/4) ≤ c2θne−c1θn , (3.5.41)
where we used (3.5.8) in the last step. Note that this tends to zero. Let us bound the first summand
in (3.5.40). By (3.5.14) one can show that there exists C ∈ (0,∞) such that, for all increasing
sequences mn, we have for 0 < |x| ≤ δm1/2n
E`mn(x) ≤ C
(
log(mn/|x|2)1d=2 + |x|d−21d≥3
)
. (3.5.42)
Moreover, for δm1/2n < |x| ≤ δmn/4, we get by (3.5.8)
E`mn(x) ≤ Ce−c1|x|
2/mn . (3.5.43)
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As in the proof of Lemma 3.19 one can show by (3.5.42) and (3.5.43) that
P (`θn(x) > 0) ≤
(1−
log |x|2
log θn )1d=2 + |x|d−21d≥3, 0 < |x| ≤ δθ
1/2
n
e−c1|x|2/θn , δθ1/2n < |x| ≤ δθn/4.
(3.5.44)
Moreover, by (3.5.44) there exists C ′′ ∈ (0,∞) such that the first summand in (3.5.40) is bounded
above by
C ′′
(
θn(log θn)−21d=2 + θ1/2n 1d≥3
)
. (3.5.45)
Using (3.5.45) and (3.5.41) in (3.5.39),
(3.5.39) ≤ tvαC ′′(c−αn θ1/2n log θn1d≥3 + c−αn θn(log θn)−2+α1d=2) ≡ ρn(d). (3.5.46)
It remains to bound the sum over s > smax in (3.5.38). Since the two copies are independent we
have that PP ′({ns}, {n′s}, {ms})(ks + k′s) ≤ 2nsP (ns) and hence the sum over s > smax in
(3.5.38) is smaller than
2vαc−αn
∑
{ns} P ({ns})
∑θn
s=smax nss
α = 2vαc−αn
∑θn
s=smax s
αEns(J). (3.5.47)
From the proof of Proposition 2.1 in [7], more precisely (2.4), we can deduce for all s that
limn→∞ θ−1n γ−2n (1− γn)1−sEns(J) = 1, (3.5.48)
where γn = P (J(k) 6= 0, k = 1, . . . , n), and so
(3.5.47) ≤ 2vαc−αn θαn
∑θn
s=smax γ
2
n(1− γn)s−1 = 2vαc−αn θαn(1− γn)smax−1. (3.5.49)
We distinguish between d = 2 and d ≥ 3. In the first case we know by [30] that γn = O(1/ log θn),
and therefore, since smax = C log θn, we can choose C > 0 such that (3.5.49) ≤ Cθαn . When
d ≥ 3 we know by transience that limn→∞ γn = γ ∈ (0, 1) and therefore we can find C > 0 so
that (3.5.49) ≤ θ−2n . Together with (3.5.46) we get that
E
(
1− Ee−vZn
)2 − (E (1− Ee−vZn))2 ≤ ρn(d). (3.5.50)
Inserting this into (3.5.31) yields
(3.5.31) ≤ ρn(d)∑x∈Bdn(t)(kn(t)pitn(x))2. (3.5.51)
We construct now a bound for kn(t)pitn(x). Let x ∈ Bdn(t) \ {0}; the claim for x = 0 can be
deduced from x such that |x| = 1. By the definition of dn(t) and (3.5.14) we know that
kn(t)pitn(x) =
∑kn(t)−1
k=1 P (J(kθn) = x) ≤ c3
∫ kn(t)
1 (θnz)−d/2e−c4|x|
2/(2θnz)dz
≤ θ−1n E`bantc(x). (3.5.52)
We use (3.5.42) and (3.5.43) to bound E`bantc(x) and find that
(3.5.51) ≤ ρn(d)∑x∈Bdn(t) θ−2n (E`bantc(x))2
≤ ρn(d)θ−2n (dn(t))2((log an)21d=2 + 1d≥3), (3.5.53)
which tends to zero. By construction of θn this is summable in N .
Let us construct an upper bound for (3.5.32). More precisely, we show that
(3.5.32) ≤ ρ¯n(d) ≡ C ′′tvα
(
log θ−1n log log θn1d=2 + θ−1/2n log θn1d≥3
)
. (3.5.54)
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We distinguish several cases with respect to |x− x′|. Let first |x− x′| > 2K(θn log θn)1/2 where
K > 0 will be chosen later. As in the construction of the bound for the variance of 1− Ee−vZn ,
E(Exe−vZnEx′e−vZn)− (EEe−vZn)2
≤ cvαc−αn
∑
{ns,n′s,ms}∗ PPx−x′
(
{ns}, {n′s}, {ms}
)∑θn
s=1 s
α(ks + k′s)
≤ cvαc−αn θαnEEx−x′Iθn , (3.5.55)
where EEx−x′Iθn is the expected number of points that are visited by J and an independent copy
J ′ when J(0) = 0 and J ′(0) = x− x′. Now,
EEx−x′Iθn ≤ θnPPx−x′({J(i)}θni=1 ∩ {J ′(i)}θni=1 6= ∅)
≤ c2
(
θ−K/2c1+1n 1|x−x′|≤2θ3/4n + e
−c1/6
√
θn1|x−x′|>2θ3/4n
)
, (3.5.56)
where we bounded the probability that J and J ′ visit the same points by the probability that either
one of them goes further than K(θn log θn)1/2, respectively 2θ3/4n from its starting point using
(3.5.8). Therefore, for |x− x′| > 2K(θn log θn)1/2
E(Exe−vZnEx′e−vZn)− (EEe−vZn)2
≤ cc2vαc−αn
(
θ−c1K+1+αn 1|x−x′|≤2θ3/4n + e
−c1
√
θn1|x−x′|>2θ3/4n
)
. (3.5.57)
We deduce from (3.5.57) that the sum over all x, x′ such that |x−x′| > 2θ3/4n in (3.5.32) is bounded
above by ante−c1/8
√
θn , as claimed in (3.5.54). For x, x′ such that 2K(θn log θn)1/2 < |x−x′|2 ≤
θ
3/4
n we use (3.5.52) to find for c′ ∈ (0,∞) such that∑
|x−x′|≤θ3/4n (kn(t))
2pitn(x)pitn(x′)
[
E(Exe−vZnEx′e−vZn)− (EEe−vZn)2
]
≤ c′tθ−c1K+αn vα
∑
x∈Bdn(t) pi
t
n(x)
∑
|x′|≤θ3/4n kn(t)pi
t
n(x′)
≤ c′tvαθ1/2+α−c1Kn log an. (3.5.58)
For K > 4/c1 this is smaller than θ−2n , which is as desired in (3.5.54). We construct now a bound
for the sum over x, x′ such that |x− x′| ≤ 2K√θn log θn in (3.5.32). Let first d ≥ 3. By Cauchy
Schwarz inequality and (3.5.52) we have∑
|x−x′|≤K
√
θn log θn(kn(t))
2pitn(x)pitn(x′)
[
E(Exe−vZnEx′e−vZn)− (EEe−vZn)2
]
≤ vαρn(d)kn(t)∑|x|≤K√θn log θn kn(t)pitn(x)
≤ vαkn(t)ρn(d)K2 log θn, (3.5.59)
as desired in (3.5.54). Let d = 2. We distinguish one additional case w.r.t. the size of |x− x′|. Let
first x, x′ be such that k
√
θn log log θn ≤ |x − x′| ≤ K
√
θn log θn, where k > 0 will be chosen
later. As in the bound for the variance of 1− Ee−vZn we get
E(Exe−vZnEx′e−vZn)− (EEe−vZn)2
≤ vαc−αn
(
sαmax(2)EEx−x′Jn + Cθαn1d=2 + θ−2n 1d≥3
)
≤ 2vαc−αn θn(log θn)−c1k/2+2α, (3.5.60)
where the second step follows as in (3.5.57). Let k > 6/c1 now. Together with (3.5.52),∑
|x−x′|≤K
√
θn log θn(kn(t))
2pitn(x)pitn(x′)
[
E(Exe−vZnEx′e−vZn)− (EEe−vZn)2
]
≤ kn(t)2vαc−αn θn(log θn)−c1k/2+2α
∑
|x′|≤K
√
θn log θn kn(t)pi
t
n(x′)
≤ kn(t)2vαc−αn θn(log θn)−c1k/2+2α+1K2, (3.5.61)
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as claimed in (3.5.54). Finally, by Cauchy Schwarz inequality, the sum over x, x′ such that |x −
x′| ≤ k√θn log log θn is bounded by∑
|x−x′|≤k
√
θn log log θn(kn(t))
2pitn(x)pitn(x′)
[
E(Exe−vZnEx′e−vZn)− (EEe−vZn)2
]
≤ vαkn(t)ρn(d)k2 log log θn, (3.5.62)
as desired in (3.5.54). This finishes the proof of (3.5.54) and so E(νˆtn(v))2 − (Eνˆtn(v))2 ≤
ρ¯n(d). By a second order Chebyshev inequality and Borel-Cantelli Lemma this proves that, P-
a.s., |νˆtn(v)− Eνˆtn(v)| vanishes. Together with Section 3.5.1 we conclude that, P-a.s., the Laplace
transform of νtn(u) converges to that of tν(u,∞), proving that, P-a.s.,
limN→∞ νtn(u) = tν(u,∞). (3.5.63)
The verification of (D-2) is complete.
3.5.2 Verification of (D-3)
In this section we show that, P-a.s., (D-3) is satisfied. As in Section 3.5.1 we consider the Laplace
transform for σtn. For v, v
′ > 0 it is given by
σˆtn(v, v′) ≡ (vv′)−1
∑
x∈Bdn(t) kn(t)pi
t
n(x)
(
1− Exe−vZn
) (
1− Exe−v′Zn
)
. (3.5.64)
Taking expectation with respect to the random environment we find by (3.5.50) that
Eσˆtn(v, v′) = (vv′)−1
∑
x∈Bdn(t) kn(t)pi
t
n(x)E
((
1− Ee−vZn
) (
1− Ee−v′Zn
))
≤ (vv′)−1E
(
1− Ee−max{v,v′}Zn
)2∑
x∈Bdn(t) kn(t)pi
t
n(x)
≤ (vv′)−1ρn(d)kn(t), (3.5.65)
which by the definition of ρn(d) is smaller than ρ¯n(d) and tends to zero such that it is summable in
N . By a first order Chebyshev inequality and Borel Cantelli Lemma this shows that, P-a.s., (D-3)
is satisfied.
3.5.3 Verification of (D-4)
Let us now establish that, P-a.s., (D-4) is fulfilled. Fix ε > 0. Notice that
mtn(ε) = c−1n kn(t)
∑
x∈Bdn(t) pi
t
n(x)ExZn1Zn≤cnε
≤ c−1n kn(t)
∑
x∈Bdn(t) pi
t
n(x)
∑
y∈Zd Ex
∑`θn (y)
j=1 ejτ(y)1∑`θn (y)
j=1 ejτ(y)≤cnε
. (3.5.66)
We show now that the right hand side of (3.5.66) is, P-a.s., bounded above by K ′tε1−α. Since
(3.5.66) is true for all ω ∈ Ω this implies that (D-4) holds true. Fix x ∈ Bdn(t) and y ∈ Zd. We
take expectation w.r.t. the random environment, apply Fubini, and obtain that the expectation of
each summand in the right hand side of (3.5.66) is bounded by
c−1n EE
[∑`θn (y−x)
j=1 ejτ(y)1∑`θn (y−x)
j=1 ejτ(y)≤cnε
]
= ε E
[∫ 1
0 dzP
(
τ(0) > cnεz∑`θn (y−x)
j=1 ej
)]
≤ c′c−αn ε1−αE
(∑`θn (y−x)
j=1 ej
)α
≤ c′c−αn ε1−αE
(Γ(`θn (x−y)+α)
Γ(`θn (x−y))
)
, (3.5.67)
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where c′ ∈ (0,∞) and where we used the fact that ∑kj=1 ej has gamma distribution with parame-
ters (k, 1). We take the sum over all y ∈ Zd to find
c′c−αn
∑
y∈Zd ε1−αE
(Γ(`θn (x−y)+α)
Γ(`θn (x−y))
)
= c′c−αn ε1−α
∑
y∈Zd E
(Γ(`θn (y)+α)
Γ(`θn (y))
)
≤ C ′∑y∈Zd E(`θn(y))α, (3.5.68)
where C ′ ∈ (0,∞). By Theorem 1 in [30], respectively Proposition 2.1 in [7], this is bounded
above by to C ′′θn((log θn)α−11d=2 + 1d≥3) for C ′′ ∈ (0,∞). Therefore, for K ′ = C ′C ′′,
c−1n kn(t)
∑
x∈Bdn(t) pi
t
n(x)
∑
y EEx
[∑`θn (y)
j=1 ejτ(y)1∑`θn (y)
j=1 ejτ(y)≤cnε
]
≤ K ′tε1−α. (3.5.69)
Condition (D-4) follows if we can show that the right hand side of (3.5.66) concentrates, P-a.s.,
around its mean value. To this end we show that the variance of the right hand side of (3.5.66)
can be bounded as the variance of νˆtn(v). Let us first construct a bound for the variance of each
summand in (3.5.66). Namely,
Ec−1n
(∑
y E
[∑`θn (y)
j=1 ejτ(y)1∑`θn (y)
j=1 ejτ(y)≤cnε
])2
≤ ∑y E(c−1n E[∑`θn (y)j=1 ejτ(y)1∑`θn (y)
j=1 ejτ(y)≤cnε
])2
(3.5.70)
+ c−2n
∑
y,y′:y 6=y′ E`θn(y)E`θn(y′)
(
EEe1τ(0)1e1τ(0)≤cnε
)2
, (3.5.71)
where (3.5.71) follows from
E
[∑`θn (y)
j=1 ejτ(y)1∑`θn (y)
j=1 ejτ(y)≤cnε
]
≤ E`θn(y)E
[
e1τ(y)1e1τ(y)≤cnε
]
. (3.5.72)
We show now that both, (3.5.70) and (3.5.71) are bounded above by ρn(d). Let us begin with a
bound for (3.5.70). By construction of the indicator function we have for y ∈ Zd
c−1n E
[∑`θn (y)
j=1 ejτ(y)1∑`θn (y)
j=1 ejτ(y)≤cnε
]
≤ εE1`θn (y)>0 = P (`θn(y) > 0). (3.5.73)
Now, by (3.5.73) and (3.5.68) we get for c = c′ε1−α
(3.5.70) ≤ c′ε1−αc−αn
∑
y∈Zd P (`θn(y) > 0)E
(Γ(`θn (x−y)+α)
Γ(`θn (x−y))
)
≤ ∑y∈Zd cc−αn P (`θn(y) > 0)E (`θn(y))α
≤ cc−αn
(
sαmax
∑
y∈Zd(P (`θn(y) > 0))2 +
∑
y∈Zd E
[
(`θn(y))
α
1`θn (y)>smax
])
= cc−αn
(
sαmaxEE
′Iθn +
∑θn
s=smax s
αEns(J)
)
. (3.5.74)
which by (3.5.39) and the calculations after (3.5.47) is bounded above by ρn(d). Let us now
establish that (3.5.71) is of smaller order than (3.5.70). We know that
∑
y 6=y′ E`θn(y)E`θn(y′) ≤(∑
y E`θn(y)
)2, which by Theorem 1 in [30], respectively Proposition 2.1 in [7], is bounded by θ2n
and so
(3.5.71) ≤ 2c−2αn (θn)2. (3.5.75)
Together with (3.5.74) this proves that
E
(
c−1n EZn1Zn≤cnε
)2 ≤ ρn(d), (3.5.76)
which is the same bound as the one for the variance from Section 3.5.1 (cf. (3.5.39)). Therefore
one can proceed as in Section (3.5.1) to prove that the variance of (3.5.66) is bounded above by
ρ¯n(d). Hence, the right hand side of (3.5.66) concentrates around its mean and the verification of
(D-4) is finished.
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3.5.4 Conclusion of the proof of Theorem 3.7
In Sections 3.5.1-3.5.3 we verified that (D-2)-(D-4) are P-a.s. satisfied for u > 0, t > 0, and ε > 0.
Together with Proposition 3.20, which shows that (D-2)-(D-4)⇒ (A-2)-(A-4) and that (A-0)-(A-1)
hold, we know that we may apply Theorem 3.1 and obtain that, P-a.s., SJ,bn
J1=⇒ Vν where Vν is a
subordinator with Le´vy measure ν. This finishes the proof of Theorem 3.7.
3.6 Aging in B(A)TM
In this section we present the proofs of Theorem 3.5, Theorem 3.6, and Theorem 3.8. Section
3.6.1, respectively Section 3.6.2 and Section 3.6.3, contains the proof of Theorem 3.5 for i = 1,
respectively i = 2 and i = 3. We then prove Theorem 3.1.6 in Section 3.6.4. Finally, the proof of
Theorem 3.8 is contained in Section 3.6.5.
The proofs in Sections 3.6.1-3.6.3 follow a common scheme. We show that for each i ∈
{1, 2, 3}, as s→∞, Cis(1, ρ), coincides with the probability of the eventAs,ρ ≡ {Rs∩(1, 1+ρ) =
∅}, whereRs = {SJ˜ ,bs (t), t ≥ 0} is the range of SJ˜ ,bs . We then use that P-a.s.,
lims→∞ P(As,ρ) = Aslα(1/(1 + ρ)). (3.6.1)
The proof of (3.6.1) closely follows that of Theorem 1.6 in [37]. We thus only sketch it here.
Namely, it relies on the continuity of the overshoot function that maps Y ∈ D[0,∞) to χu(Y ) =
Y (Lu(Y )) − u, where Lu is the first passage to the level u > 0 of Y . For Le´vy motions having
P-a.s. diverging paths, this mapping is P-a.s. continuous on D[0,∞) equipped with Skorohod’s
J1 topology. Now, As,ρ = {χ1(SJ˜ ,bs ) ≥ 1 + ρ} and by Theorem 3.4, P-a.s., SJ˜ ,bs J1=⇒ Vα. Since
Vα has P-a.s. diverging paths we deduce that, P-a.s.,
lims→∞ P(As,ρ) = P(ξ1(Vα) ≥ 1 + ρ) = Aslα(1/(1 + ρ)), ρ > 0, (3.6.2)
where the last equality follows from the arcsine law for stable subordinators (see Section III in
[21]). Given (3.6.2), it remains to establish that, P-a.s.,
lims→∞ |P(As,ρ)− P(Ais,ρ)| = 0, ∀ρ > 0, (3.6.3)
where Ais,ρ stands for the events appearing in the right hand sides of (3.1.41)-(3.1.43), namely
Cis(1, ρ) = P(Ais,ρ). The verification of (3.6.3) is contained in Sections 3.6.1-3.6.3.
3.6.1 Convergence of C1s (1, ρ) in BATM
In this section we prove that (3.6.3) holds for i = 1.
Step 1. Let us establish that P(As,ρ, (A1s,ρ)c) vanishes P-a.s. For k ∈ N we define
Ak ≡ {
∑k
i=1 Z
J˜
s,i < 1, and
∑k+1
i=1 Z
J˜
s,i > (1 + ρ)}. (3.6.4)
Then, As,ρ = ⋃k≥1Ak. In fact, for all δ > 0 there exists M > 0 such that, P-a.s.,
P(As,ρ, (A1s,ρ)c) ≤ P(
⋃
k≤ks(M)Ak, (A1s,ρ)c) + δ. (3.6.5)
To see the claim of (3.6.5) note that, since SJ˜ ,bs
J1=⇒ Vα,
P(⋃k≥ks(M)Ak, (A1s,ρ)c) ≤ P(SJ˜ ,bs (M) < 1) ≤ P(Vα(M) < 1 + δ) + δ, (3.6.6)
96 CONVERGENCE OF CLOCK PROCESSES ON INFINITE GRAPHS
which vanishes as M → ∞ and proves (3.6.5). Let us now show that on Ak there is P-a.s. only
one x ∈ Ts that contributes to Zs,k+1, bound the contribution to Zs,k+1 coming from y /∈ Ts
by δs = (1−α)/3s and show that maxy∼x τ(y) ≤ −4n . Notice that by Lemma 3.14 there exists
x ∈ Ts such that ˜`θs(k+1)(x) − ˜`θsk(x) > 0 on Ak because else for all δ > 0, for s large enough,
Zs,k+1 ≤ δ. For Bk = {maxy∼x τ(y)1x∈Ts,˜`θs(k+1)(x)−˜`θsk(x)>0 > −2s },
P(⋃k≤ks(M){|Z J˜s,k+1 − Z J˜s,k+1| > δs, Ak, Bk})
≤ ks(M)∑z∈Bds(M) piMs (z)Pz(|Z J˜s,1 − Z J˜s,1| > δs, Z J˜s,1 > ρ,B0). (3.6.7)
We show now that the right hand side of (3.6.7) vanishes P-a.s. Inserting the P-a.s. bounds for piMs
of (3.4.70) and (3.4.72) and taking expectation with respect to the random environment in (3.6.7),
it remains to bound
ks(M)(log log as)3E
[P(∑y/∈Ts ˜`θs(y)γs(y) > δs) + 10∈Ts,maxy∼0 τ(y)>−4s ]. (3.6.8)
As in the proof of Lemma 3.14 one can show that the first summand in (3.6.8) is bounded above by
δs. Moreover, the second summand in (3.6.8) is smaller than ε2αs . Thus, (3.6.8) vanishes and hence,
P-a.s., (3.6.7) → 0. By (3.6.8), (A1s,ρ)c can only hold if either X(s) /∈ Ts or X(s(1 + ρ)) /∈ Ts
or both are not in Ts. Let us show that the probability of this vanishes as s → ∞. By (3.6.7), we
know that X(v) ∈ Ts for some s− v ≤ δs and same is true for s(1 + ρ). Thus P(As,ρ ∩ (A1s,ρ)c)
is, up to small enough error, bounded above by∑
s′=s,s(1+ρ) P(X(s′) /∈ Ts,∃ v > 0 : X(v) ∈ Ts, s′ − v ≤ δs). (3.6.9)
We prove that (3.6.9) tends to zero for s′ = s, the same proof works for s′ = s(1 + ρ). Let us
distinguish two cases with respect to θ. Let first θ > 0. We establish that, for all x ∈ Ts, when
X(v) = x ∈ Ts then with probability larger than 1 − δ, X(v′) ∈ A(x) = {x} ∪ {y ∼ x} for all
v ≤ v′ ≤ s. We then use this to conclude that, with probability at least 1 − δ, X(s) = x, proving
that (3.6.9) tends to zero. Writing Nx(A(x)) for the number of returns to x before J˜ escapes A(x),
we have
Px(∃v′ ≤ δs : X(v′) /∈ A(x))
≤ Px(Nx(A(x)) ≤ (δsθ1/2s )θ) + Px(∑(δsθ1/2s )θi=1 (λ(x))−1ei ≤ δs). (3.6.10)
By (3.6.8), maxy∼x(1− p(y, x)) ≤ (s3s)−θ, and so the first probability in (3.6.10) is smaller than
(δsθ1/2s /3s)θ < δ . Moreover, (λ(x))−1 ≥ 2ds1−θ−4θs and we deduce by the law of large numbers
that also the second probability in (3.6.10) vanishes. It remains to bound
Px(X(v′) ∈ A(x) ∀v ≤ v′ ≤ s,X(s) 6= x). (3.6.11)
Since miny∼x(λ(y))−1 ≤ −4s (ss)−θ, with probability larger than 1− exp(−−θs ), there exists v′
such that X(v′) = x and s− v′ ≤ s−θ−4s . By the Markov property we have for all such v′,
Px(X(s− v′) 6= x) ≤ Px(e1λ−1(x) < s− v′) ≤ 1− e−s−1
−4(1−θ)
s , (3.6.12)
which tends to zero. Thus, (3.6.9) → 0 for θ > 0. When θ = 0, one can bound (3.6.9) directly as
in (3.6.12). This shows that P(As,ρ, (A1s,ρ)c) ≤ δ.
Step 2. Let us now show that, P-a.s., P((As,ρ)c,A1s,ρ) → 0. Let ms,ρ ≡ (SJ˜)←(s(1 + ρ)) −
(SJ˜)←(s), where (SJ˜)←(t) = inf{v ≥ 0 : SJ˜(v) > t}. Notice that (As,ρ)c ⊆ {ms,ρ ≥
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θs} ∪ {Zs,1 > 1}. As in the verification of (A-0) one can show that P(Zs,1 > ρ) tends P-a.s. to
zero and so, for all δ > 0 there exists s large enough such that P((As,ρ)c,A1s,ρ) ≤ P(ms,ρ ≥
θs,A1s,ρ) + δ. Let us distinguish whether d ≥ 3 or d = 2. In the first case we use the identity
X(t) = J˜((SJ˜)←(t)) and get by (3.3.2) of Theorem 3.10, uniformly in x ∈ Zd,
Px(X(s(1 + ρ)) = x,ms,ρ ≥ θs) = Px(J˜(ms,ρ) = x,ms,ρ ≥ θs) ≤
∫∞
θs
v−d/2dv, (3.6.13)
which is smaller than θ−d/2+1s and shows that P((As,ρ)c,A1s,ρ)→ 0 for d ≥ 3.
Let d = 2. We construct a more precise bound for P((As,ρ)c ∩ A1s,ρ) than P({ms,ρ ≥
θs} ∩ A1s,ρ) + δ. Assume first that dist(Rs, 1 + ρ) > δ and that there are t, t′ > 0 such that
SJ˜ ,bs (t), SJ˜ ,bs (t+t′) ∈ (1, 1+ρ−δ/2). Then, s < SJ˜(ks(t)θs) < SJ˜(ks(t+t′)θs) < s(1+ρ) and so
ms,ρ ≥ θs(ks(t+t′)−ks(t′)). Moreover, by (3.6.6) there existsM > 0 such thatms,ρ ≤ θsks(M).
Since dist(Rs, 1 + ρ) > δ one can show as in Step 1 that X(s(1 + ρ)) = x ∈ Ts. But then, on
(As,ρ)c ∩A1s,ρ, we have with probability larger than 1− (log θs)−2 that ˜`ms,ρ(x)− ˜`ms,ρ−θs(x) >
c log θs/ log log θs for some c ∈ (0,∞). Rs∩ (1, 1+ρ) = ∅ orX(s) 6= x.) By (3.3.2) of Theorem
3.10 and a first order Chebyshev inequality we get, for all x ∈ Zd,
Px
(
J˜(ms,ρ) = x,ms,ρ ∈ (θsks(t), θsks(M)), ˜`ms,ρ(x)− ˜`ms,ρ−θs(x) > c log θslog log θs )
≤ Px(˜`θsks(M)(x)− ˜`θsks(t)−θs(x) > c log θslog log θs )
≤ c c log log θslog θs log(M/t), (3.6.14)
which tends, as s→∞, to zero. It remains to establish that for all δ′ > 0 there exist δ > 0, t > 0
such that P(dist(Rs, 1 + ρ) > δ) ≤ 1 − δ′ and P(SJ˜ ,bs (t + t′) ∈ (1, 1 + ρ − δ/2)|SJ˜ ,bs (t) ∈
(1, 1 + ρ − δ)) ≥ 1 − δ′. This can be derived from the convergence of SJ˜ ,bs to Vα and properties
of Vα (see Section III in [21]). Thus, P((As,ρ)c,A1s,ρ) ≤ δ + 2δ′ for d ≥ 2. Together with Step 1
this finishes the proof of (3.6.3) for i = 1.
3.6.2 Convergence of C2s (1, ρ) in BATM
In this section we prove the claim of (3.6.3) for i = 2.
Step 1. We show that, P-a.s., P(As,ρ, (A2s,ρ)c)→ 0. Note that As,ρ ⊆ {ms,ρ ≤ θs}. Let x ∈ Bas .
Using X(s) = J˜((SJ˜)←(s)) and the Markov property
P(X(s) = x, (A2s,ρ)c,ms,ρ ≤ θs) ≤ P(X(s) = x)Px(η(B(θs log θs)1/2(x)) ≤ θs), (3.6.15)
where η(B) is the exit time of B for J˜ as defined in Section 3.3.1. By (3.3.8) of Lemma 3.11 we
have P-a.s. for all x ∈ Bas ,
Px(η(B(θs log θs)1/2(x)) ≤ θs) ≤ exp(−c4 log θs). (3.6.16)
If we can show that P(X(s) /∈ Bas) ≤ δ, then (3.6.15) and (3.6.16) imply that P(As,ρ(A2s,ρ)c) ≤
δ. To bound P(X(s) /∈ Bas) we recall that by (3.6.6), with probability larger than 1 − δ,
(SJ˜)←(s) ≤ ks(M)θs for M > 0 and so
P(X(s) /∈ Bas , (SJ˜)←(s) ≤ asM) ≤ P (η(Bas) ≤ asM) ≤ e−c4a
1/2
s M
−2
, (3.6.17)
by (3.3.8) of Lemma 3.11. This tends to zero and we conclude that P(As,ρ, (A2s,ρ)c) ≤ δ.
Step 2. Now we prove that P((As,ρ)c,A2s,ρ) vanishes P-a.s. On (As,ρ)c one can show as in Section
3.6.1 (Step 2) that there exist t, t′ such that ms,ρ ≥ θs(ks(t + t′) − ks(t))  θ2s . Moreover, by
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(3.6.17) we know that, with probability larger than 1 − δ, X(s) ∈ Bas . But by (3.3.9) of Lemma
3.11, P-a.s., for all x ∈ Bas
Px(η(B(θs log θs)1/2(x)) > θ
2
s) ≤ exp(−c4 log θs). (3.6.18)
As in (3.6.15) we thus get, P-a.s., P((As,ρ)c,A2s,ρ)→ 0. Together with Step 1, the proof of (3.6.3)
is finished for i = 2.
3.6.3 Convergence of C3s (1, ρ) in BATM
We now show that (3.6.3) holds for C3s (1, ρ). This follows readily from Sections 3.6.1 and 3.6.2.
Indeed on the one hand,
P((As,ρ)c,A3s,ρ) ≤ P((As,ρ)c,A1s,ρ) + P((As,ρ)c,A2s,ρ), (3.6.19)
and on the other hand, P(As,ρ, (A3s,ρ)c) ≤ P(As,ρ, (A1s,ρ)c). Both upper bounds tend by Sections
3.6.1 and 3.6.2 P-a.s. to zero, which proves (3.6.3) for C3s (1, ρ).
3.6.4 Convergence of Cεs(1, ρ) and Cε(1, ρ)
In this section we prove Theorem 3.6. Let us first establish the claim for Cεs(1, ρ). For all ε > 0,
(θs log θs)1/2 ≤ εa1/2s , and so Cεs(1, ρ) ≥ C2s (1, ρ), which by Theorem 3.1.3 tends to Aslα(1/(1 +
ρ)). As in Section 3.6.2 (Step 2) one can show that the upper bound tends to the same limit. It
remains to prove the claim of Theorem 3.6 for Cε(1, ρ). Let us write in short Aε(ρ) for the event
in the right hand side of (3.1.49), i.e. Cε(1, ρ) = P(Aε(ρ)). One can show that
Cε/2s (1− ε2, ρ+2ε21−ε2 )−
[
1− Cε/2s
(
1− ε2, 2ε21−ε2
)]− δs ≤ Cε(1, ρ) ≤ Cεs(1, ρ) + δs, (3.6.20)
where δs ≡ δs(ρ, ε) is given by
δs = P(maxv∈(1−ε2,1+ρ+ε2) maxv′∈(1−ε2,1+ε2)
∣∣Xs(v′)−Xs(v)∣∣ ≤ ε/2, (Aε(ρ))c). (3.6.21)
Now, by Theorem 1.3 in [2] (see the erratum [3] to this theorem) and Theorem 1.1 in [31], P-a.s.,
Xs
J1=⇒ Zd,α. By definition of Skorohod’s metric, there exists δ > 0 such that, for s large enough
and λ : [0, 1 + ρ]→ [0, 1 + ρ] strictly increasing and continuous,
P(max{maxv∈[0,1+ρ]∣∣Xs(λ(v))− Zd,α(v)∣∣,maxv∈[0,1+ρ] |λ(v)− v|} > ε2) ≤ δ, (3.6.22)
which by the definition of Skorohod’s metric vanishes as first s → ∞ and then ε → 0. By the
statement of Theorem 3.1.6 for Cεs(1, ρ), Cεs(1, ρ) and Cε/2s (1− ε2, ρ+2ε
2
1−ε2 ) tend to Aslα(1/(1 + ρ))
as first s→∞ and then ε→ 0. It remains to show that 1− Cε/2s (1− ε2, 2ε21−ε2 ) vanishes. But this
can be done as in Section 3.6.2 (Step 2). The proof of Theorem 3.6 is finished.
3.6.5 Convergence of Cis(1, ρ), i = 1, 2, 3, for dynamics of BTM
Let us prove the claim of Theorem 3.8. For i = 1, 2, 3 we establish that, P-a.s., as s→∞,
|P(Ais,ρ)− P(As,ρ)| → 0. (3.6.23)
Let i = 1. One can check that the proof of (3.6.23) can be carried out as in Section 3.6.1, once we
have established the following. Namely, that, P-a.s., for ZJs,k such that ZJs,k > ε, for some ε > 0
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and some k ≤ ks(M), there exists x ∈ Ts such that `kθn(x) − `(k−1)θn(x) > 0. This can been as
follows. Let M > 0 and ε > 0. The probability of the complement of this event is bounded by
P(∀k ≤ ks(M) : ZJs,k > ε, `kθn(x)− `(k−1)θn(x) = 0∀x ∈ Ts)
≤ ∑k≤ks(M) P (J(kθn) = x)Px(ZJs,k > ε, `θn(x) = 0∀x ∈ Ts)
≤ ∑k≤ks(M) P (J(kθn) = x)∑y(sε)−1Ex(`θn(y))τ(y)1τ(y)≤ss . (3.6.24)
In expectation with respect to the random environment (3.6.24) is bounded by
(3.6.24) ≤ ε−1s−α1−αs
∑
k≤kn(M) P (J(kθn) = x)
∑
y Ex(`θn(y)). (3.6.25)
Inserting (3.5.42) and (3.5.43), this is for all d ≥ 2 smaller than ε−1M(1−α)/2s . Thus, (3.6.24)
tends P-a.s. to zero as N → ∞ and (3.6.23) follows for i = 1 as in Section 3.6.1. Now, let i = 2.
The proof in Section 3.6.2 for BATM relies on Lemma 3.11 and therefore it suffices to prove the
statement of Lemma 3.11 for J . But (3.5.8) implies (3.3.8) and (3.3.9) can be proved as Proposition
2.4.5 in [47]. Thus, the verification of (3.6.23) for i = 2 is along the lines of Section 3.6.2. Of
course, having established the claim of Theorem 3.8 for i = 1, 2, the statement for i = 3 follows
as in Section 3.6.3. The proof of Theorem 3.8 is finished.
3.7 Appendix
Proof of Lemma 3.11. Fix x ∈ Ban and write B = Brn(x). We use Proposition 2.18 in [4] to
prove (3.3.8). This proposition states that there exists c4 ∈ (0,∞) such that for all mn  rn for
which Uz ≤ mn/rn for all z ∈ B, Px(η(B) ≤ mn) ≤ e−c4r2nm−1n , as desired in (3.3.8). Since we
assume mn  rn, it remains to verify whether Uz ≤ mn/rn for all z ∈ B. But B ⊆ B2an and
(3.3.7) implies that, P-a.s., Uz ≤ c0(log an)3 ≤ mn/rn for all z ∈ B. This finishes the proof of
(3.3.8). The proof of (3.3.9) is as the proof of Lemma 3.2 in [31], where the claim is proved for
d = 2.
Proof of Lemma 3.12. Since the proofs are the same for x ∈ Ban , we take for convenience x =
0. Let us first bound the contribution to (3.3.11) and (3.3.12) of y’s that lie outside the ball
B√mn logmn . By (3.3.8) of Lemma 3.11 we bound P-a.s., P (σ(y) ≤ mn) ≤ e−c4(log |y|)
2
for
y /∈ B√mn logmn and get∑√
mn logmn≤|y| P
(
σ(y) ≤ mn
) ≤ ∑√mn logmn≤|y| P (σ(y) ≤ |y|2/(log |y|)2)
≤ ∑√mn logmn |y|d−1e−c4(log |y|)2 , (3.7.1)
proving that the contribution of such y to the sums in (3.3.11) and (3.3.12) tends, P-a.s. to zero.
Now, let y ∈ B√mn logmn . The probability of σ(y) ≤ mn is given by
P (σ(y) ≤ mn) = P (σ(y) ≤ mn, η(Bn) ≤ mn) + P (σ(y) ≤ mn, η(Bn) > mn)
≤ P (η(Bn) ≤ mn) + P (σ(y) ≤ η(Bn)), (3.7.2)
where Bn ≡ Bn(0) ≡ B√mn logmn(0). By (3.3.8) of Lemma 3.11, the first probability in (3.7.2)
is smaller than e−c4(logmn)2 . By the strong Markov property,
P (σ(y) ≤ η(Bn)) = gBn(0, y)(gBn(y))−1, (3.7.3)
where gBn(0, y) = E0
(∫ η(Bn)
0 1J(t)=ydt
)
. Write Bn = A1 ∪ A2, where A1 = B√mn/2, and
A2 = Bn \ A1. We distinguish whether d ≥ 3 or d = 2. Let first d ≥ 3 and take y ∈ A1. By
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(3.3.2) and (3.3.4) of Theorem 3.10, P-a.s., for all y ∈ A1, gBn(0, y) ≤ c3 min(m−d/2+1n , |y|2−d),
and so ∑
y∈A1 EP (σ(y) ≤ mn) ≤
∑
y∈A1 c3 min(m
−d/2+1
n , |y|2−d)Eg−1Bn(y). (3.7.4)
For y ∈ A1 we have Bn ⊇ B√mn(y), implying that gBn(y) ≥ gB√mn (y)(y). Together with the
identical distribution of the τ ’s we get
(3.7.4) ≤∑y∈A1 Eg−1B√mn (0)c3 min(m−d/2+1n , |y|2−d) ≤ c6mnEg−1B√mn (0) ≤ c5mn, (3.7.5)
where we used (3.3.5) of Theorem 3.10 to bound g−1B√mn (0) ≤ U
d−2
0 and used that the distribution
of U0 satisfies (3.3.3) of Theorem 3.10. Since
∑
y∈A1 min(m
−d/2+1
n , |y|2−d) ≤ √mn, the con-
tribution coming from y ∈ A1 is as claimed in (3.3.11). It remains to bound the contribution to
(3.3.11) coming from A2. Let y ∈ A2. We bound P (σ(y) ≤ mn) by∑
z: |z|=|y|/2 P (J˜(η(B|z|/2)) = z, η(B|y|/2) ≤ mn, σ(y) ≤ mn)
≤ ∑z: |z|=|y|/2 Pz(σ(y) ≤ mn)P (J˜(η(B|y|/2)) = z, η(B|y|/2) ≤ mn). (3.7.6)
As in (3.7.2) and (3.7.3), Pz(σ(y) ≤ mn) ≤ 2c3|z − y|2−d(gB√mn (y))−1. But 2c3|z − y|2−d ≤
c|y|2−d for a suitable c ∈ (0,∞). Using this in (3.7.6) we see that
P (σ(y) ≤ mn) ≤ c|y|
2−d
gB√mn (y)
P (η(B|y|/2) ≤ mn) ≤ c|y|
2−d
gB√mn (y)
exp(− c44 |y|2m−1n ), (3.7.7)
where we used (3.3.8) of Lemma 3.11 in the last step. Calculating the sum over y ∈ A2 of
EP (σ(y) ≤ mn) we see that it is smaller than Cmn. Moreover, the sum over y ∈ A2 of
E(P (σ(y) ≤ mn))2 is smaller than C ′m1/2n . The proof of (3.3.11) is finished.
Let d = 2 and take y ∈ A1. By (3.3.4) of Theorem 3.10 one can show that, P-a.s., gBn(0, y) ≤
c3(log
√
mn/|y|) for all y ∈ A1, and so∑
y∈A1 P (σ(y) ≤ θn) ≤
∑
y∈A1 c3g
−1
Bn
(y)(log√mn/|y|). (3.7.8)
By Lemma 3.3 in [31] we know that, P-a.s., g−1Bn(y) ≤ g−1B√mn (y)(y) ≤ (c7 logmn)
−1 for all
y ∈ A1. We set fmn(|y|) ≡ 2c3/c7(1 − log(|y|/
√
mn)). Calculating the sum over y ∈ A1 of
fmn(y), we see that it is smaller than c5mn/(logmn). Also, the sum over y ∈ A2 of (fmn(y))2 is
smaller than c5mn(logmn)2. Thus, contribution coming from y ∈ A1 is as claimed in (3.3.12) for
k = 1, 2. Let y ∈ A2. As in (3.7.6) and (3.7.7) we bound
Pz(σ(y) ≤ mn) ≤ 2gBn(z)(z, y)/gBn(z)(y) ≤ 2gBn(z)(z, y)/gB√mn (y)(y). (3.7.9)
Since |z − y| ≥ √mn/2, one can check that gBn(z, y) ≤ c to obtain, P-a.s., for all y ∈ A2
P (σ(y) ≤ mn) ≤ c exp(− c44 |y|2m−1n )(c7 logmn)−1 ≡ fmn(|y|), (3.7.10)
where we used that, P-a.s., gB√mn (y)(y) ≥ c7 logmn. The sum over y ∈ A2 of (fmn(|y|))k
satisfies (3.3.12) for k = 1, 2. This finishes the proof of Lemma 3.12.
Chapter 4
Aging beyond the arcsine law and
super-aging in Bouchaud’s asymmetric
trap model on Zd
Ve´ronique Gayrard, and Ade´la Sˇvejda (Preliminary Version)
Abstract
We study the impact of initial distributions on the behavior of correlation func-
tions in the context of Bouchaud’s asymmetric trap model on Zd, d ≥ 3, and
its symmetric version in d = 2. In particular, we establish for the class of ini-
tial distributions that were studied in [38] in the context of the random energy
model that the probability of being at two time points in the same site exhibits
super-aging. Moreover, we prove super-aging behavior of the probability of no
jump in Bouchaud’s asymmetric trap model on Zd, d ≥ 1, for the same class
of initial distributions. Our technique combines the method for convergence
of correlation functions introduced in [37] with the method of convergence of
clock processes on infinite graphs from [40].
4.1 Introduction and main results
We study the aging behavior of Bouchaud’s asymmetric trap model on Zd. Bouchaud’s trap models
are simple phenomenological models that were introduced in [24, 26, 58, 59] to explain the slow-
down of transients towards equilibrium of certain dynamics. Here, the dynamics is described
through the motion of a particle that is crossing thermally activated barriers in a random energy
landscape. Mathematically speaking, trap models are Markov jump processes, X , that evolve in
random environments and are reversible with respect to a random Gibbs measure. Aging of X is
quantified in the behavior of time-time correlation functions that measure the dependence ofX(tw)
on X(tw + t) for large tw, t. The most prominent examples of such correlation functions are
R(tw, t) ≡ Pµ(X(tw) = X(tw + t)), and, (4.1.1)
Π(tw, t) ≡ Pµ(X(tw) = X(tw + t′), ∀0 ≤ t′ ≤ tw), t, tw > 0, (4.1.2)
where Pµ denotes the law of X with initial distribution µ. Physicists distinguish between normal
aging, sub-aging and super-aging. A correlation function exhibits normal aging if it is for large
waiting times a function of the ratio t/tw. When it is for large waiting times a function t/tδw, for
δ 6= 1, it exhibits sub-aging if δ < 1, respectively super-aging if δ > 1. Various models have
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been studied rigorously in the past years and aging behavior was proved for time-time correlation
functions of the form (4.1.1) and (4.1.2); see for instance [11], [13], [17], [8], [37], [36] and [28]
for spin glass models and [35], [14], [18], [16], and [40] for models on Zd.
Over the past decades a general mechanism was identified that leads to aging behavior: it is
known that from convergence of the clock process (the total time thatX spends along its trajectory)
to an α-stable subordinator, α ∈ (0, 1), one can derive the existence of an arcsine aging regime (see
[17], [28], [37], and [40] for general criteria). More precisely, if the limit of the properly rescaled
clock process is an α-stable subordinator then R, or Π, converge to the distribution function of the
arcsine law,
Aslα(u) =
sinαpi
pi
∫ u
0
(1− x)−αxα−1dx, 0 ≤ u ≤ 1. (4.1.3)
Intuitively, as time evolves, X finds larger waiting times, so-called traps, which, observed on the
right time scale, are in the domain of attraction of a stable law. However, also the choice of the
initial distribution influences the aging behavior. The roˆle of the initial distribution in the behavior
of correlation functions was first made explicit in [37]. There, the most general limiting form of Π
is identified using the renewal equation for (delayed) subordinators, where the delay is due to the
contribution coming from the initial distribution. This idea was further exploited in [38], where it
is established that a class of initial distributions delays the process in such a way that it exhibits
super-aging. The method used in [38] is universal. However, the models in which it is applied are
mean-field models. In this paper we implement the techniques of [37] and [38] in the context of
Bouchaud’s asymmetric trap model on Zd, d ≥ 3, and its symmetric version on Z2.
Before going into further details, let us now define Bouchaud’s asymmetric trap model on Zd,
for d ≥ 1. Let G = (V,L) be the d-dimensional lattice equipped with nearest-neighbor edges. Let{
τ(x), x ∈ Zd
}
be a collection of i.i.d. random variables, defined on a probability space (Ω,F ,P),
with continuous distribution function, and whose tail distribution is given by
P(τ(0) > u) =
{
Cu−α(1 + L(u)), u ∈ (c¯,∞),
1, u ∈ (0, c¯], (4.1.4)
where α ∈ (0, 1), c¯, C ∈ (0,∞) are constants, and L : (0,∞) → R is a function that obeys
L(u)→ 0 as u→∞. We refer to τ ≡
{
τ(x), x ∈ Zd
}
as the random environment. We write x ∼
y if x, y are nearest neighbors in Zd. Our process of interest, X , is a continuous time Markov jump
process with initial distribution µ and jump rates λ(x, y) that depend on a parameter, θ ∈ [0, 1],
and are given by
λ(x, y) = (τ(x))θ−1(τ(y))θ, if x ∼ y, (4.1.5)
and zero else. One can check thatX is reversible with respect to the measure that assigns to x ∈ Zd
a weight proportional to τ(x).
We introduce in this paper sufficient conditions for the initial distribution µ and a time scale c`
for the correlation function R(c`tw, c`t) to converge, as `→∞, to
R∞(tw, t) ≡ 1− F (tw + t) +
∫ tw
0
Aslα( tw−vtw+t−v )dF (v), (4.1.6)
where F is a distribution function on [0,∞) which might be random in the random environment.
The same limiting form as in (4.1.6) is derived from a renewal equation for Π in [37]. It can be
interpreted as follows. The first term, namely 1 − F , is the probability that the contribution to
Π coming from the initial distribution, σ, is larger than (tw + t) and the integral in R∞ is the
probability that the delayed subordinator, σ + Vα, does not intersect tw, tw + t, conditioned on the
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event that σ is smaller than tw. We then study the influence of the same initial distributions as in
[38] on the aging behavior of this model. In particular, we prove the existence of a super-aging
regime for R.
These initial distributions also are of the same form as the distribution of X(tw) in [58, 59],
that is derived from the so-called partial equilibrium concept. This particular form of distribution
allows Bouchaud et al to discuss the possible occurrence of a sub-aging regime in the asymmetric
trap model on Zd, d ≥ 1. This prediction is partially proved in [14], where it is established that
the probability of no jump, i.e. Π, exhibits in Bouchaud’s asymmetric trap model on Z sub-aging
behavior for µ = δ0, 0 ∈ Zd. The exact value of the limiting correlation function Π in [14]
differs from the one predicted in [58, 59], but both exhibit the same asymptotic behavior. In higher
dimensions, the predictions of [58, 59] have not been established rigorously. The results of this
paper show that the correlation functions R and Π exhibit on certain time scales super-aging and
display the asymptotic behavior that was found in [58, 59].
4.1.1 Main results
We now state the main results of this paper. We begin with a theorem that establishes the limiting
form ofR for general initial distributions. The behavior ofR has so far only been studied for µ = δ0
in [40] where it is proved that R(tw, twρ) converges, P-a.s, as tw → ∞, to Aslα(1/(1 + ρ)). The
emergence of the arcsine distribution relies on a scheme that is based on subordinators. The object
that gives rise to this is the so-called clock process. There are two possible definitions of clocks:
a discrete time clock process or a continuous time clock process. In [40], both types of clock
processes are studied in a unified setting on infinite graphs. The result for Bouchaud’s asymmetric
trap model is derived from the convergence of a (properly rescaled) continuous time clock process.
In this paper we study this clock process. To define it, let µ be a distribution on Zd. Let c` be
diverging as ` → ∞. This is the time scale on which we observe the process X . Let J be a
continuous time Markov chain with initial distribution µ and jump rates given by
λ˜(x, y) ≡ τ(x)θτ(y)θ, if x ∼ y, (4.1.7)
and zero else. Let a` be a diverging sequence. This is an auxiliary time scale for J . Using this we
define
S`(t) ≡ c−1`
∫ ba`tc
0
τ(J(v))dv. (4.1.8)
Note that then, X(c`t) = J(a`S←` (t)), where S←` denotes the generalized right continuous inverse
of S`. As in [40] we do not study S` directly, but a ’blocked’ version of it. Let 1  θ`  a` be
another diverging sequence. For j ≥ 0 we define the block variables by
Z`,j ≡ c−1`
∫ (j+1)θ`
jθ`
τ(J(v))dv. (4.1.9)
The first block variable, Z`,0, plays a crucial roˆle in the behavior of the correlation function. To
emphasize this we separate the initial block from the sum and denote it by
σ` ≡ Z`,0 = c−1`
∫ θ`
0
τ(J(v))dv. (4.1.10)
Then, we call the pure clock the rescaled blocked clock process defined through
Sb` (t) ≡
k`(t)−1∑
j=1
Z`,j , t > 0, (4.1.11)
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where k`(t) ≡ bba`tc/θ`c, and where by convention
∑0
j=1 = 0 so that S`(0) = 0.
Let us now study the behavior of σ`+Sb` for sequences of (possibly random) initial distributions
µ having (possibly random) support A` ≡ {x ∈ Zd : µ(x) > 0} such that |A`| < ∞ for every
finite `. Note that the sequence|A`| can be diverging as `→∞.
Due to the doubly-stochastic nature of σ` + Sb` the question arises in which convergence mode
with respect to P we can formulate statements. It turns out that the two relevant modes are either
P-almost sure convergence, or in P-probability.
We are now ready to introduce sufficient conditions on µ, its support A`, and the time scale c`
for the limit of R(c`tw, c`t) to be of the form (4.1.6). They are stated for fixed realization ω ∈ Ω
and given sequences c`.
(A-1) There exists a random variable σ having (possibly random) distribution function F on
[0,∞) such that, for all u ≥ 0,
lim
`→∞
Pµ(σ` > u) = 1− F (u). (4.1.12)
(A-2) There exists c ∈ (0,∞) such that, for A` ≡ {x ∈ Zd : P(A` ⊃ x) > 0},
lim
`→∞
|A`|1/αc−1` (log c`1d=2 + 1d≥3) ≤ c. (4.1.13)
Theorem 4.1. Let either d ≥ 3 and θ ∈ [0, 1], or d = 2 and θ = 0. Given γ > 10 set
θ` ≡ cα` (log c`)−γ1d=2 + (log c`)γ1d≥3,
a` ≡ cα` (log c`)1−α1d=2 + cα` 1d≥3. (4.1.14)
Assume that there exists an initial distribution µ and a diverging sequence c` such that Conditions
(A-1)-(A-2) are verified P-a.s. Then, P-a.s., as `→∞,
(i) Sb` ⇒ Vα, where Vα is an α-stable subordinator, and where convergence holds weakly in
the space D[0,∞) equipped with Skorohod’s J1 topology,
(ii) σ, viewed as an element of D[0,∞), is independent of Vα,
(iii) R(c`tw, c`t)→ R∞(tw, t), where R∞ is defined in (4.1.6).
If Conditions (A-1) and (A-2) hold in P-probability, then assertions (i) and (ii) hold P-a.s. and
(iii) holds in P-probability.
The choices of a` and θ` in Theorem 4.1 are, except for θ` in d = 2, the same as in [40]. In
d = 2, the choice of θ` in (4.1.14) is slightly larger than in [40]. This is needed in order to establish
that J does not revisit J(0) after θ`.
Let us comment on the conditions of Theorem 4.1. Condition (A-1) implies, together with
the first assertion of Theorem 4.1, that either P-a.s. or in P-probability, σ` + Sb` ⇒ σ + Vα, as
`→∞. Condition (A-2) links the time scale c` to the time that X spends in A`, or more precisely
in A`, where A` contains all vertices that have positive probability to belong to the support of µ.
Heuristically, this can be seen as follows. Since the τ ’s are in the domain of attraction of an α-
stable law, X spends most of its time in sites x for which τ(x) is maximal, which (since the τ ’s are
i.i.d.) is of the order of |A`|1/α ≤ |A`|1/α. In d = 2, the process is recurrent and hence the time
that X spends in A`, when we observe it on c`, is at most of the order of |A`|1/α log c`. In higher
dimensions it is transient and so the time it spends there is at most of the order of |A`|1/α.
The pure clock is inherently scale invariant in the sense that it converges for all diverging
time scales. By introducing an initial distribution whose size might be diverging, we perturb this
behavior of the model. However, whenever σ is zero, the limiting clock is again scale invariant and
Theorem 4.1 proves arcsine aging for X . We then say that the effect of the initial distribution is
negligible. This is the case when the size of A` is independent of ` (see the special case µ = δ0 in
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[40]) , or when µ and c` are such that Condition (A-1) is satisfied for some c′` satisfying c
′
`  c`.
Of course, if we start the process in a set of traps that it cannot escape on the time scale c`, then
the process stays stranded in A` and only σ emerges in the limit. We will see examples of this
behavior below.
Remark. Notice that in Theorem 4.1 (and in all following theorems, except for Theorem 4.6) we
assume for d = 2 that θ = 0. We use this assumption to prove assertion (i) of Theorem 4.1 and we
refer the reader for further explanations to Section 4.2.4.
A natural question that arises from Theorem 4.1 is how the distribution function F can affect
the aging behavior of X , or whether there exist initial distributions that change the aging behavior
of X . We now present a class of initial distributions that delay the process and hence yield to
super-aging.
Let µA,b be a initial distribution with support A ⊂ Zd, and indexed by a parameter b > 0.
Suppose that A is a finite subset of Zd with size |A| ≡ `. For b > α, we start X in A according to
the initial distribution
µA,b(x) =
τ(x)b∑
y∈A τ(y)b
, x ∈ A. (4.1.15)
The measures µA,b are well-understood (see e.g. [37]). It is known that they undergo a transition
at the value α/b = 1: if α/b > 1 then supx∈A µA,b(x) vanishes in P-probability, as ` → ∞, and
if α/b < 1 then the extreme order statistics of {µA,b(x), x ∈ A} converges in P-law, as ` → ∞,
to a Poisson-Dirichlet measure. In the former one can show that the process exhibits arcsine aging
and we are therefore here we interested in the latter case. Hence, distribution functions F that arise
from initial distributions as in (4.1.15) are random in the random environment. Let us describe
these distribution functions.
Let Γ = ∑∞i=1 δγi be a Poisson random measure with intensity measure να/b, given by
να/b(u,∞) = u−α/b, u > 0. (4.1.16)
Given a parameter θ ∈ [0, 1) and a sequence, Y = {Yi, i ∈ N}, of positive numbers define
FY,θ(ρ) ≡ 1−
∞∑
j=1
γj∑∞
j=1 γj
exp
(
−ρ/(γ(1−θ)/bj Yj)), ρ ≥ 0. (4.1.17)
Let us now apply Theorem 4.1 to the initial distributions as in (4.1.15). Using the above mentioned
Poisson-Dirichlet convergence one can establish convergence of σ` in P-law, which is not strong
enough for the application of Theorem 4.1. Therefore, we will not employ this theorem directly to
σ` but exhibit an explicit representation of the random environment in which we can make almost
sure convergence statements. This representation is taken from [37].
The time scale on which we observe the process is given by
cint`,δ ≡ c`,δ (log `1d=2 + 1d≥3) , (4.1.18)
where, for δ > 0, we set
c`,δ ≡ `1/αt−δw . (4.1.19)
For further references, we call cint`,δ the intermediate time scale. As a function of the size of A, this
is the shortest time scale on which Condition (A-2) is satisfied.
Theorem 4.2. Let either d ≥ 3 and θ ∈ [0, 1], or d = 2 and θ = 0. There exists a collection of
positive i.i.d. random variables, Y ≡ Y (d, θ, α) that is independent of Γ and satisfies E(Y1)κ <
∞, for all κ ∈ R, such that for all tw > 0 and all t > 0 we have
lim
`→∞
R(cint`,δ tw, cint`,δ t) = C∞,δ(tw, t), in P-law, (4.1.20)
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where,
C∞,δ(tw, t) ≡ 1− FY,0
( tw+t
tδw
)
+
∫ tw
0
Aslα
( tw−v
tw−v+t
)
dFY,0
(
v
tδw
)
. (4.1.21)
We derive from Theorem 4.2 three different regimes in the asymptotic behavior of C∞,δ when
tw tends to infinity.
Corollary 4.3. Let either d ≥ 3 and θ ∈ [0, 1], or d = 2 and θ = 0. There exists a collection of
i.i.d. positive random variables, Y ≡ Y (d, θ, α), independent of Γ, such that for all tw > 0 and
all t > 0 we have,
(i) for δ < 1 and ρ ≥ 0,
lim
tw→∞
t/tδw=ρ
C∞,δ(tw, t) = 1, in P-probability, (4.1.22)
(ii) for δ = 1 and ρ ≥ 0, in P-law,
lim
tw→∞
t/tδw=ρ
C∞,δ(tw, t) = Cfull∞ (ρ) ≡ 1− FY,0(1 + ρ) +
∫ 1
0
Aslα
( 1−v
1−v+ρ
)
dFY,0(v), (4.1.23)
(iii) for δ > 1 and ρ ≥ 0,
lim
tw→∞
t/tδw=ρ
C∞,δ(tw, t) = 1− FY,0 (ρ) , in P-law. (4.1.24)
From assertion (4.1.23) of Corollary 4.3 we derive aging behavior forR(cint`,1 tw, cint`,1 t), whereas
(4.1.24) implies super-aging behavior forR(cint`,δ tw, cint`,δ t). It is evident from (4.1.24) that the aging
behavior of R depends on FY,0. Before going into further discussion on the distribution function
FY,0 let us prove that on longer time scales the process exhibits arcsine aging. This rejoins the
above mentioned fact that the impact of the initial distribution becomes negligible on longer time
scales.
For m > 1 we define the long time scales through
clo` ≡ cm`,1 (log `1d=2 + 1d≥3) . (4.1.25)
Theorem 4.4. Let either d ≥ 3 and θ ∈ [0, 1], or d = 2 and θ = 0. For all tw > 0 and all t > 0,
P-a.s.,
lim
`→∞
R(clo` tw, clo` t) = Aslα
(
tw
tw+t
)
. (4.1.26)
Let us now discuss the distribution function FY,θ, which is a slightly more general version of F
than that obtained in [38] (where Y is a constant sequence). Let us study the asymptotic behavior
of its expectation.
Theorem 4.5. Let Y = {Yi, i ≥ 1} be a collection of i.i.d. random variables that is independent
of Γ. Suppose that either EY (α/(1−θ))1 < ∞ and EY −min((b−α)/(1−θ),1)1 < ∞, or, Y −11 is in the
domain of attraction of an α/θ-stable law, in short Y −1 ∈ Dα/θ. Then, there exist κi = κi(θ, Y ) ∈
(0,∞), i = 1, . . . , 4, such that
lim
ρ→∞ ρ
α/(1−θ)(1− EFY,θ(ρ)) = κ1, (4.1.27)
lim
ρ→0 ρ
−1EFY,θ(ρ) = κ2, if b− α > 1− θ, and, if Y −1 ∈ Dα/θ, θ < α, (4.1.28)
lim
ρ→0 ρ
−(b−α)/(1−θ)EFY,θ(ρ) = κ3, if b− α < 1− θ, and, if Y −1 ∈ Dα/θ, bθ < α, (4.1.29)
lim
ρ→0 ρ
−α/θEFY,θ(ρ) = κ4, if Y −1 ∈ Dα/θ, θ > α, and bθ > α. (4.1.30)
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Notice that the two remaining combinations of (α, b, θ) are {b − α > 1 − θ, θ > α, bθ > α} and
{b− α < 1− θ, θ < α, bθ > α}, which are both empty sets.
Distribution functions of similar type as FY,θ appeared previously in connection with aging.
First, FY,θ is used in [58, 59] to explain the possible occurrence of a sub-aging regime for EΠ(tw, t)
in Bouchaud’s asymmetric trap model on Zd, d ≥ 1. There, the elements of Y are given by
Yi = (
∑2d
k=1 τ
θ
k,i)−1, i ≥ 1, (4.1.31)
where {τk,i, k = 1, . . . 2d, i ∈ N} is an array of i.i.d. random variables, independent of Γ, and
τ1,1 has the same distribution as τ(0). Then, it is established in [14] that EΠ(tw, t) converges
in Bouchaud’s asymmetric trap model on Z to a similar distribution function as FY,θ. There, the
weight associated with γj is given by γjwj where wj is a different normalization than
∑
i∈N γi.
However, the asymptotic behavior of the expectation of the distribution function in [14] is the same
as that of EFY,θ.
The correlation function that is studied by Bouchaud, Rinn, and Maass in [58, 59] is the prob-
ability of no jump, i.e. Π. This function displays, in the symmetric version of the model, the same
behavior as R. However, in the asymmetric version Π differs substantially from R. Since the re-
sults on the continuous time clock process Sb` do not allow to draw consequence for Π on the same
level of precision as in (4.1), we study Π only on short time scales on which the process is stranded
in its starting point. They are given by
csh`,δ = c
(1−θ)/(1+α)
`,δ 1d=1 + c
(1−θ)
`,δ 1d≥2. (4.1.32)
Theorem 4.6. Let d ≥ 1 and θ ∈ [0, 1). Let δ > 0 be such that δ > 1/(1− θ) if d ≥ 2, and such
that δ > (1 + α)/(1− θ) if d = 1, and set δ′ = δ/(1 + α)1d=1 + δ1d≥2. For Y = {Yi, i ≥ 1} as
in (4.1.31) we have
lim
tw→∞
t/t
(1−θ)δ′
w =ρ
lim
`→∞
Π(csh`,δtw, csh`,δt) = 1− FY,θ (ρ) , ρ ≥ 0, in P-law. (4.1.33)
Since δ′ is chosen in such a way that δ′(1 − θ) > 1, Theorem 4.6 establishes super-aging for
X in all dimensions.
Finally, we study another natural question, namely, whether there can be initial distributions
that lead to several well-separated aging regimes for tw. In fact, this is a simple consequence of
Theorem 4.2 and Theorem 4.4 when the initial distribution is a convex combination of measures
µAi,bi . Let us define this initial distribution. Fix k ∈ N and assume that A is a union of disjoint
sets Ai for i = 1, . . . , k satisfying,
|A1| = b`m1tδ1w c,
|Ai| = b`mitδiwc, i = 2, . . . , k, (4.1.34)
where 1 = m1 ≥ m2 ≥ . . . ≥ mk > 0, and where δi > 0 for i = 1, . . . , k. For λ1, . . . , λk such
that λi ≥ 0 for all i and ∑ki=1 λi = 1 we define the initial distribution by
µA,b1...,bk(x) =
∑k
i=1 λi µAi,bi(x), x ∈ A, (4.1.35)
where for bi > α, µAi,bi is defined through (4.1.15). The time scale on which we observe the
process is given by
c` = c`(log `1d=2 + 1d≥3). (4.1.36)
In order to define the limit of R(c`tw, c`t), we construct random distribution functions F iY,0 as
follows. Let k1 be the largest integer such that mk1 = 1. For i = 1, . . . , k1, let Γi =
∑∞
j=1 δγij
be a
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Poisson random measure with intensity measure να/bi and let Y
i = Y (d, θ, α) ≡ {Y ij , j ∈ N} be
a copy of Y as in Theorem 4.2. Assume that {Γi}k1i=1 is a family of mutually independent Poisson
random measures, {Y i}k1i=1 a family of i.i.d. collections, and that {Γi} is independent of {Y i}. Let
F iY,0 be the distribution function FY,0 when Γ = Γi and Y = Y i. We are now ready to determine
the limit of R(c`tw, c`t).
Theorem 4.7. Let either d ≥ 3 and θ ∈ [0, 1], or d = 2 and θ = 0. For all tw > 0 and all t > 0
we have
lim`→∞R(c`tw, c`t) = Cmulti∞ (tw, t), in P-law, (4.1.37)
where
Cmulti∞ (tw, t) ≡
∑k1
i=1 λiCi∞,δi(tw, t) + Aslα
( 1
1+t/tw
)∑k
i=k1+1 λi, (4.1.38)
and where Ci∞,δi is as in (4.1.21) associated to δi > 0 and F iY,0.
One can derive from Theorem 4.7 and Corollary 4.3 that several choices of t, namely t = tδiwρ,
i = 1, . . . , k, lead to non-trivial limits of Cmulti∞ as tw tends to infinity. In particular, one obtains
this way that Cmulti∞ exhibits several different aging regimes.
The remainder of this paper is organized as follows. The first three sections are devoted to the
proof of Theorem 4.1: assertions (i), (ii), and (iii) are proved in Section 4.2, Section 4.3, and
Section 4.4, respectively. In Section 4.5 we introduce a representation of the random environment.
Then, we study the initial block for initial distributions µA,b in Section 4.6. Section 4.7 contains
proofs of all remaining theorems except Theorem 4.5. Properties of the random distribution func-
tion defined in (4.1.17) are studied in Section 4.8, proving in particular Theorem 4.5.
4.2 The pure clock process
In this section we prove assertion (i) of Theorem 4.1, that is we establish that if Condition (A-2)
is verified then, P-a.s., Sb` ⇒ Vα. Here and in what follows⇒ denotes weak convergence in the
space D[0,∞) equipped with Skorohod’s J1 topology. The proof comes in two steps. First we
establish that it suffices to study another process, Sb`, to which only those x contribute that are
’far enough’ from J(0) and for which τ(x) is ’large enough’. In the second step we prove that,
S
b
` ⇒ Vα. For this, we give sufficient conditions for Sb` to converge and then verify that these
conditions are satisfied. These conditions are derived from Theorem 1.1 in [40] that establishes
criteria for convergence of clock processes in the general setting of Markov jump processes on
infinite graphs.
This section is organized as follows. In Section 4.2.1 we explain the steps of proof and list the
key tools. We prove the results of Section 4.2.1 in Sections 4.2.2 and 4.2.3. Finally, Section 4.2.4
contains the verification of the above mentioned conditions for Sb` to converge.
4.2.1 Key tools and strategy
Let us define the process Sb`. For this, we set
` = `(d) ≡ (log c`)−21d=2 + (log c`)−31d≥3, (4.2.1)
and denote by
T` ≡ {x : τ(x) > c``}, (4.2.2)
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the collection of sites that carry ’large’ traps and by B` ≡ Zd \ T` its complement. We set
S
b
`(t) ≡
∑k`(t)−1
j=1 Z`,j , (4.2.3)
where,
Z`,j ≡ c−1`
∑
x∈Zd\B
θ`
(J(0)) τ(x)1x∈T`(l(j+1)θ`(x)− ljθ`(x)), (4.2.4)
and where we write θ` ≡ θ1/2` (log c`). The following lemma states that S
b
` is a good approximation
for S`.
Lemma 4.8. Suppose that Condition (A-2) is satisfied. Then, P-a.s.,
limε→0 lim sup`→∞ Pµ
(
ρ∞(S
b
`, S
b
` ) > ε
)
= 0, (4.2.5)
where ρ∞ denotes Skorohod’s J1 metric.
In order to establish that, P-a.s., Sb` ⇒ Vα we follow a similar approach as in the proof of
Theorem 1.4 in [40], where this claim is proved for µ = δ0. There, the convergence of S
b
` is
derived from Conditions (C-2)-(C-5) of Proposition 3.6 in [40]. This proposition is a specialization
of Theorem 1.1 in [40] to the setting of Bouchaud’s asymmetric trap model. We now present a
version of this proposition adapted to general initial distributions µ. For this, we introduce the
following quantities. For t > 0, set
piµ,t` (x) ≡ (k`(t))−1
∑k`(t)−1
k=1 Pµ(J(kθ`) = x), x ∈ Zd. (4.2.6)
Moreover, for x, y ∈ Zd, u > 0, and ε > 0 define
Qu` (x, y) ≡ Px
(
`θ`(y)τ(y) > c`u, η(Bθ`(x)) > θ`
)
1y∈T` , (4.2.7)
M ε` (x, y) ≡ c−1` Ex
(
`θ`(y)τ(y)1τ(y)`θ` (y)≤c`ε1η(Bθ` (x))>θ`
)
1y∈T` , (4.2.8)
where for a set B ⊂ Zd we write η(B) = inf{t > 0 : J(t) /∈ B} for its exit time, and to simplify
notation we write Px ≡ Pδx for the law of X . Our conditions bear on the following key objects
ν˜µ,t` (u,∞) ≡ k`(t)
∑
z∈A` µ(z)
∑
x∈Bd`(t)(z)\Bθ` (z)
piδz ,t` (x)
∑
y∈Zd Qu` (x, y), (4.2.9)
σ˜µ,t` (u,∞) ≡ k`(t)
∑
z∈A` µ(z)
∑
x∈Bd`(t)(z)\Bθ` (z)
piδz ,t` (x)
∑
y∈Zd(Qu` (x, y))2, (4.2.10)
mµ,t` (ε) ≡ k`(t)
∑
z∈A` µ(z)
∑
x∈Bd`(t)(z)\Bθ` (z)
piδz ,t` (x)
∑
y∈ZdM ε` (x, y), (4.2.11)
where for t > 0, we write d`(t) ≡ (a`t)1/2 log a`t. We are now ready to introduce our conditions.
They are stated for fixed x ∈ Zd, u > 0, t > 0, ε > 0, and ω ∈ Ω.
(C-2’) lim`→∞ ν˜µ,t` (u,∞) = tKu−α.
(C-3’) lim`→∞ σ˜µ,t` (u,∞) = 0.
(C-4’) lim sup`→∞m
µ,t
` (ε) ≤ C(t)ε1−α.
Proposition 4.9. Suppose that for an initial distribution µ, for all u > 0, t > 0, and ε > 0 there
exists Ω◦ = Ω◦(u, t, ε) with P(Ω◦) = 1 and such that (C-2’) - (C-4’) are satisfied for all ω ∈ Ω◦.
Then, P-a.s., Sb` ⇒ Vα.
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We conclude this section with remarks on the methods that allow us to prove Lemma 4.8 and
Proposition 4.9.
Let us first compare (C-2’)-(C-4’) with (C-2)-(C-5) of Proposition 3.6 in [40]. The quantities
of interest in (C-2)-(C-4) can be obtained from ν˜t`(u,∞)(z), σ˜t`(u,∞)(z), and mt`(ε)(z) when
one substitutes δ0 for µ and Epiδ0,t` (z, x) for pi
δ0,t
` (z, x). This difference is, apart from the initial
distribution, due to the fact that there is no analogue to (C-5) of Proposition 3.6 in [40] for general
µ. This condition relies on a P-a.s. local central limit theorem for J (Theorem 5.14 in [4]), which
is stated for initial distributions of the form δx, x ∈ Zd. Since the proof of this theorem uses an
ergodic theorem for which no convergence speed is known it cannot not be generalized to initial
distributions with diverging support.
The proofs of Lemma 4.8 and Proposition 4.9 heavily use on a result for the heat kernel,
Pδx(J(t) = y), of J that is taken from [4]. For further references, let us restate this theorem.
To simplify notation, let us write for x ∈ Zd, Px ≡ Pδx for the law of J .
Theorem 4.10 (Theorem 1.2 in [4]). There exist identically distributed random variables {Ux}x∈Zd
such that
P(Ux > v) ≤ c1 exp(−c2v1/3), v > 0, (4.2.12)
where c1, c2 ∈ (0,∞), and such that for all fixed ω ∈ Ω the following holds. For all x, y ∈ Zd,
and t > 0,
Px(J(t) = y) ≤ c1t−d/2, (4.2.13)
and, if furthermore, |x− y| ∨ t1/2 ≥ Ux,
Px(J(t) = y) ≤ c1t−d/2e−c2|x−y|{1∧|x−y|t−1}. (4.2.14)
In order to use Theorem 4.10 the following bounds, taken from Lemma 3.3 in [2], are helpful.
There exist c0 ∈ (0,∞) and n0 ∈ N such that, P-a.s., for n ≥ n0 we have for allB ⊂ Zd satisfying
log |B| = O(logn),
supx: x∈B Ux ≤ c0(log |B|)3. (4.2.15)
This implies that, P-a.s., for c` ≥ n0, Ux ≤ c0(log c`)3 for all x ∈
⋃
z∈A` Ba`(z). Hence, whenever
we apply (4.2.14) of Theorem 4.10 we check whether, given x, y ∈ ⋃z∈A` Ba`(z) and t > 0,
|x− y| ∧ t1/2  (log c`)3.
Finally, let us remark that, in order to establish the statement of Theorem 4.1 for all increasing
sequences c`, we first consider subsequences of the form c` = e(r+n)
k
for r ∈ [0, 1], where k is
chosen such that for all r ∈ [0, 1],
(log c`)−(b−α)/2 + (log c`)−(1−α) + (log c`)−α/2 ≤ n−2. (4.2.16)
We then prove that, for all r ∈ [0, 1] there exists a sequence Ωn(r) such that P((Ωn(r))c) is smaller
than the left hand side of (4.2.16) and such that, on Ω(r) = ⋂n∈N Ωn(r), the claim of Theorem
4.1 holds. By Lemma 3.1 in [40] this implies that the claim is true for general c`. Indeed, since
the bounds on P(Ωn(r)) are independent of r, we know by Lemma 2.1 in [40] that P(Ω◦) = 1 for
Ω◦ = ⋂r∈[0,1] Ω(r). Therefore we take r = 0.
4.2.2 Proof of Lemma 4.8
By definition of Skorohod’s J1 metric, it suffices to establish the claim of Lemma 4.8 for ρ∞
replaced by ρr, Skorohod’s J1 metric on D[0, r] for all r > 0. For convenience we take r = 1 and
get
Pµ(ρ1(Sb` , Sb`) > ε) ≤ Pµ(
∫ a`
0 τ(J(s))1J(s)∈B`ds+
∫ a`
θ`
τ(J(s))1J(s)∈B
θ`
(J(0)) > c`ε)
(4.2.17)
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We prove now that, P-a.s.,
lim`→∞ Pµ
(∫ a`
0 τ(J(s))1τ(J(s))∈B` > c`
(1−α)/3
`
)
= 0, (4.2.18)
and that
lim`→∞ Pµ
(∫ a`
θ`
τ(J(s))1J(s)∈B
θ`
(J(0))∩T` > c`ε
)
= 0, ∀ε > 0. (4.2.19)
By a first order Chebyshev inequality, the probability in (4.2.18) is bounded above by
c−1` 
−(1−α)/3
`
∑
x µ(x)
∑
y Ex(la`(y))τ(y)1y∈B` . (4.2.20)
Let us first construct a bound on Ex(la`(y)), valid P-a.s. and uniformly in x ∈ A`. Given m` ≥ θ`,
and c ∈ (0,∞), let em`(s), s ≥ 0, be the function defined through
em`(s) ≡ c

1d≥3 + logm`1d=2, s ≤ θ1/(2d)` ,
s2−d1d≥3 + logm`1d=2, θ1/(2d)` ≤ s ≤
( m`
logm`
)1/2
,
s2−d1d≥3 + log logm`1d=2,
( m`
logm`
)1/2 ≤ s ≤ m1/2` log log c`,
(s2−d1d≥3 + 1d=2)e−c4s
2/m` else .
(4.2.21)
By Theorem 4.10 and Lemma 3.2 in [40] we have, P-a.s.,
Ex
(
la`(y)
) ≤ ea`(|x− y|), ∀x, y ∈ Zd. (4.2.22)
Therefore (4.2.20) is, P-a.s., bounded above by
c−1` 
−(1−α)/3
`
∑
x µ(x)
∑
y ea`(|x− y|)τ(y)1y∈B` . (4.2.23)
Let us now distinguish whether x ∈ A` ∩ T` or x ∈ A` ∩ B`. For this, we bound
µ(x) ≤ µ1(x) + µ2(x) ≡ µ(x|A` ∩ T`) + µ(x|A` ∩ B`), (4.2.24)
and control the contribution to (4.2.23) coming from µ1 and µ2 separately. We call (I) the contri-
bution coming from µ1 and (II) that from µ2. Let us begin with (I). Since µ1(x) and τ(y)1y∈B`
are independent,
E(I) ≤ c−1` −(1−α)/3`
∑
x∈Zd E[µ1(x)]E[τ(0)10∈B` ]
∑
y∈Zd ea`(|y|). (4.2.25)
Now,
∑
y ea`(|y|) ≤ a`(log log c`)2. Moreover, on can check that Eτ(0)10∈B` ≤ c(c``)1−α.
Using the fact that µ1 is a probability measure,
E(I) ≤ −(1−α)/3` a`(log log c`)2c−α` 1−α` , (4.2.26)
which vanishes as ` → ∞ by (4.1.14). Now, let us control (II). We distinguish whether y ∈ A`
or y /∈ A`. When y /∈ A`, then µ2(x) is independent of τ(y) and we can proceed as in (4.2.25).
For y ∈ A` we bound ea`(|y|) ≤ log a`1d=2 + 1d≥3 and get that
c−1` 
−(1−α)/3
`
∑
x∈Zd
∑
y∈Zd E[µ2(x)τ(y)1y∈B`∩A` ]ea`(|y|)
≤ −(1−α)/3` |A`|c−α` (1−α)` (log a`1d=2 + 1d≥3). (4.2.27)
This tends to zero by Condition (A-2). The claim of (4.2.18) now follows from Borel-Cantelli
Lemma.
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Let us now prove (4.2.19). Since the probability therein is decreasing in ε > 0 it suffices to
consider fixed ε > 0. Then, it is bounded from above by
Pµ
(∫ a`
0 τ(J(s))1J(s)∈Bθ` (J(0))∩T` > c`ε|J(0) ∈ B`
)
(4.2.28)
+ Pµ
(∫ a`
θ`
τ(J(s))1J(s)∈B
θ`
(J(0))∩T` > c`ε|J(0) ∈ T`
)
. (4.2.29)
We show now that (4.2.28) and (4.2.29) vanish P-a.s. By (4.2.18) and definition of µ2, (4.2.28) is,
P-a.s., for c` large enough, bounded above by
ε+∑y∈B` µ2(y)Py(∃y ∈ T` ∩Bθ`(y) : la`(x) > 0)
≤ ε+∑y∈B`∑x∈Bθ` (y) µ2(y)1x∈T` . (4.2.30)
Since µ2 is independent of 1x∈T` ,∑
y∈Zd
∑
x∈B
θ`
(y) E(µ2(y)1x∈T`) ≤ θ
d
`c
−α
` 
−α
` ≤ (log θ`)−γ/21d=2 + c−α/2` 1d≥3, (4.2.31)
which tends to zero. Thus, by Borel-Cantelli Lemma, (4.2.28) vanishes P-a.s. Let us now establish
that (4.2.29) tends to zero. For this, we first calculate the probability that there exists x ∈ T` \ A`
such that x ∈ Bθ`(A` ∩ T`), where for a set B we write Bθ`(B) ≡
⋃
x∈B Bθ`(x). We have that
P(∃x ∈ T` ∩Bθ`(A` ∩ T`) : x /∈ A`) ≤ E[
∑
x∈A` 1x∈T`
∑
y∈B
θ`
(x)\{x} 1y∈T` ], (4.2.32)
which is bounded above by |A`|(c``)−2αθd` . By Condition (A-2) this tends to zero. Thus, P-a.s.,
|Bθ`(A` ∩ T`)| = T` ∩ A`. In order prove (4.2.29) it remains to establish that∑
x∈A`∩T` µ(x)Px(c
−1
` τ(x)(`a`(x)− `θ`(J(x)) > ε) (4.2.33)
vanishes P-a.s. Suppose first that c−1` τ(x) ≤ (log c`)1/2. Then, each summand in (4.2.33) is
smaller than
Px(la`(x)− lθ`(x) > δ(log θ`)) ≤ 2/δ(log c`)−1/2Ex[la`(x)− lθ`(x)] ≤ κ`, (4.2.34)
where κ` ≡ (log c`)−1/2(log log a`1d=2 + θ−d/2+1` 1d≥3) and where we used (4.2.13) of Theorem
4.10 to bound Ex[la`(x)− lθ`(x)]. Now, by Condition (A-2) and (4.1.14),
κ`
∑
x∈A` E[1x∈T` ] (log c`)−1+α1d=2 + θ
−1/3
` 1d≥3, (4.2.35)
which vanishes as `→∞. It remains to bound the probability that maxx∈A` c
−1
` τ(x) > (log c`)1/2.
We have that, ∑
x∈A` P(τ(x) > c`(log c`)
1/2) ≤ |A`|c−α` (log c`)−α/2, (4.2.36)
which by Condition (A-2), is bounded above by (log c`)−α/2. Thus, (4.2.29) vanishes by Borel-
Cantelli Lemma, P-a.s. The proof of Lemma 4.8 is complete.
4.2.3 Proof of Proposition 4.9
We establish that (C-2’)-(C-4’) imply the Conditions (A-1)-(A-4) of Theorem 1.1 in [40]. As in the
proof of Proposition 3.6 in [40], the first Condition follows from (4.2.13) of Theorem 4.10. Thus, it
suffices to prove that (C-2’)-(C-4’) imply (A-2)-(A-4). There are only two difference between the
quantities in Theorem 1.1 in [40] and those in (4.2.9)-(4.2.11). The first is that in (4.2.9)-(4.2.11)
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the sum over x is restricted to x ∈ Bd`(t)(z) \ Bθ`(z) instead of x ∈ Zd. The restriction to
Zd \ Bθ`(z) follows from the definition of the Zn,i’s and the restriction to Bd`(t)(z) follows from
(3.8) of Lemma 3.2 in [40] which states that, for all starting points z ∈ A`, J does not exitBd`(t)(z)
with probability larger than 1 − exp(−c24(log a`)). The second difference between our quantities
and those in Theorem 1.1 in [40] lies in the Qu` ’s and M
ε
` ’s. To establish that (C-2’)-(C-4’) ⇒
(A-2)-(A-4) we prove that
(I) + (II) ≡ ∑z∈A`∑x∈Bd`(t)(z) pit,δz` (x)|Px(Z`,1 > u)−∑y Qu` (x, y)|
+ ∑z∈A`∑x∈Bd`(t)(z) pit,δz` (x)|ExZ`,11Z`,1≤ε −∑yM ε` (x, y)|, (4.2.37)
tends P-a.s. to zero. In order to establish that (I) vanishes, we prove that, P-a.s.,
lim`→∞
∑
z∈A` µ(z)
∑
x∈Bd`(t)(z)\Bθ` (z)
piδz ,t` (x)Px(B1) = 0, ∀t > 0, (4.2.38)
where B1 ≡ {#{x : x ∈ T`, lθ`(x) > 0} ≥ 2}. The proof of (4.2.38) follows a similar scheme as
the proof of Lemma 4.8. We first construct a deterministic bound, p˜i1` (z − x), on piδz ,1` (x). For the
construction of p˜i1` (z − x), we distinguish whether d = 2 or d ≥ 3. For d = 2, J is by assumption
not random in the environment, and so we take p˜i1` (z − x) ≡ pi1,δz` (x). For d ≥ 3, y ∈ Zd and
t > 0 we set
p˜it`(y) ≡ (k`(t)θ`)−1c3|y|2−d(1|y|≤√a`t log θ` + e−1/2|y|
2/a`1|y|>√a`t log log a`). (4.2.39)
Then, by Theorem (4.10) we know that P-a.s. for all x ∈ Bd`(z), pi1,δz` (x) ≤ p˜i1` (z − x). Let us
now control the dependence of Py(B1) on the random environment. By (3.9) of Lemma 3.2 in [40]
we have for all x ∈ ⋃z∈A` Bd`(z),
Px(B1) ≤ e−c4(log c`)2 +∑y∈B
θ`
(x) 1y∈T`
∑
y′∈B
θ`
(x) 1y′∈T` ≡ p1(x) + p2(x). (4.2.40)
The contribution coming from p1(x) to (4.2.38) tends to zero. Thus, it suffices to control the
contribution coming from p2(x) to (4.2.38). We bound µ(z) ≤ µ1(z) + µ2(z) and control the
contribution coming from µi and p2 to (4.2.38) separately. We call (I ′) the contribution coming
from µ1 and p2, and likewise (II ′) that coming from µ2 and p2. Since, µ2 is independent of p2,
E(II ′) is bounded above by
k`(1)E(p2(0))
∑
z E(µ2(z))
∑
x p˜i
1
` (z − x) ≤ (1d=2 + 1d≥3(log θ`)2)E(p2(0)), (4.2.41)
where we used that µ2 is a probability measure and the definition of p˜i. Now, E(p2(0)) ≤ c−α` 2−α` ,
and so (4.2.41) vanishes as `→∞. It remains to bound (I ′). We bound µ1(z) ≤ 1z∈T` . Using the
definition of p˜i, one can show that
k`(1)
∑
x∈B
θ`
(z) p˜i
1
` (z − x) ≤ θ
2
`θ
−1
` , (4.2.42)
and so (I ′) is bounded above by c−α` θ
2
``θ
−1
` |A`|, which tends to zero by (4.1.14) and Condition
(A-2). The proof of (4.2.38) is complete. It remains to establish that (II) vanishes P-a.s. As in
(4.2.40), we know by (3.8) of Lemma 3.2 in [40] that the contribution to ExZ`,11Z`,1≤ε coming
from y /∈ Bθ`(x) vanishes P-a.s. Also, by (4.2.38), P-a.s., 1Z`,1≤ε = 1τ(y)`θ` (y)≤c`ε, and hence
(II) tends to zero. Thus, (C-2’)-(C-4’) imply the conditions of Theorem 1.1 in [40]. The proof of
Proposition 4.9 is done.
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4.2.4 Verification of (C-2’)-(C-4’)
Let us establish that the assumptions of Proposition 4.9 are verified. Let u > 0, t > 0, and ε > 0 be
fixed. Below, we state three lemmata that are sufficient to conclude that Condition (C-2’)-(C-4’) are
verified. Rather than presenting their proofs, we first complete the verification of the assumptions
of Proposition 4.9, supposing their claims. The proofs of these lemmata are postponed to the end
of this section.
We begin with the verification of (C-2’). Due to the similarity between (C-2’) and (C-2) of
Proposition 3.6 in [40], let us recall the idea of proof in [40]. First it is established (see Lemma 4.1
in [40]) that
lim`→∞ k`(t)
∑
y∈Zd E[Qu` (0, y)] = tKu−α. (4.2.43)
Since the key quantity in (C-2) is νt`(u,∞) = k`(t)
∑
x
∑
y E[pi
t,δ0(x)
` ]Qu` (x, y) it then remains to
prove that P-a.s. νt`(u,∞) concentrates around its mean. The extra difficulty in (C-2’) is that ν˜t,µ`
is defined with the random measure pit`. Since we only have control on the convergence speed of
|Qu` (x, y)− EQu` (x, y)|, but not on that of |pit` − Epit`|, we set
ν¯t,µ` (u,∞) ≡ k`(t)
∑
x∈Bd`(t) pi
t,µ
` (x)
∑
y∈Zd E[Qu` (x, y)], (4.2.44)
and bound,
P
(|ν˜µ,t` (u,∞)− tKu−α| > ε) ≤ P(|ν˜µ,t` (u,∞)− ν¯t,µ` (u,∞)| > ε/3) (4.2.45)
+ P
(|ν¯t,µ` (u,∞)− Eν¯µ,t` (u,∞)| > ε/3) (4.2.46)
+ 1|Eν¯t,µ
`
(u,∞)−tKu−α|>ε/3. (4.2.47)
Now, by (4.2.43), (4.2.47) is non-zero only for finitely many `. Thus, it remains to show that, P-
a.s., (4.2.45) and (4.2.46) tend to zero. To bound (4.2.45), we distinguish whether z ∈ T` or z ∈ B`
and bound (4.2.45) from above by
|A`|P
(
10∈T` |ν˜δ0,t` (u,∞)− ν¯δ0,t` (u,∞)| > ε6
)
+ P
(|ν˜µ2,t` (u,∞)− ν¯µ2,t` (u,∞)| > ε6), (4.2.48)
where µ2(z) = µ(z|A` ∩ B`). The following two lemmata control (4.2.48) and (4.2.46).
Lemma 4.11. There exists κ ≡ κ(d) ∈ (0,∞) and there exists K(u, t) ∈ (0,∞), increasing in t
and decreasing in u, such that the following holds true for all u > 0 and t > 0 for n large enough.
For µ′ ∈ {µ2, δ0}, setting Y (µ′) ≡ 10∈T`1µ′=δ0 + 1µ′=µ2 , we have that
P(Y (µ′)|ν˜t,µ′` (u,∞)− ν¯t`(u,∞)| > ε/3) ≤ P(Y (µ′) = 1)ρu,t` . (4.2.49)
Lemma 4.12. For all u > 0, t > 0, for ` large enough
P(|ν¯t`(u,∞)− Eν¯t`(u,∞)| > ε/3) ρu,t` , (4.2.50)
where ρu,t` ≡ K(u,t)ε2
( (log θ`)κ√
θ`
1d≥3 + (log log a`)
κ
log a` 1d=2
)
.
Now, supposing Lemmata 4.11 and 4.12, (4.2.48) and (4.2.46) are bounded above by ρu,t` (|A`|+
1), which by (4.2.16) is smaller than n−2. Thus, by Borel-Cantelli Lemma we conclude that, P-a.s.
|ν˜µ,t` (u,∞)− tKu−α| tends to zero as `→∞. This finishes the verification of (C-2’). Proceeding
in the same way, and using in (4.2.43) the results from Section 4.4 in [40] (instead of Lemma 4.1
in [40]), one can show that the same is true for (C-4’). It remains to verify (C-3’). By a first order
Chebyshev inequality, and proceeding as in (4.2.48),
P
(
σ˜µ,t` (u,∞) > ε
) ≤ |A`|k`(t)ε ∑x∈Bd`(t) E[Y (δ0)pit,δ0` (x)(∑y∈Zd Qu` (x, y))2]
+ k`(t)ε
∑
x∈Bd`(t)(A`)
E
[
Y (µ2)pit,µ2` (x)
(∑
y∈Zd Qu` (x, y)
)2]
. (4.2.51)
The following lemma bounds (4.2.51).
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Lemma 4.13. For all u > 0, t > 0, for ` large enough, we have for µ′ ∈ {µ2, δ0},
k`(t)E
[∑
x∈Bd`(t)(A`)
Y (µ′)pit,µ
′
` (x)
(∑
y∈Zd Qu` (x, y)
)2] ≤ P(Y (µ′) = 1)ρu,t` . (4.2.52)
Supposing Lemma 4.13, (4.2.51) is bounded above by n−2. By Borel-Cantelli Lemma this
implies that, P-a.s. σ˜µ,t` (u,∞) tends to zero as `→∞. Thus, (C-3’) is satisfied.
The verification of the conditions of Proposition 4.9 is complete. Hence the proof that P-
a.s Sb` ⇒ Vα, is finished.
It remains to establish the claims of Lemmata 4.11-4.13. We prove them in the following order.
We begin with Lemma 4.11 in Section 4.2.4. We then we present the proof of Lemma 4.13 in
Section 4.2.4. Finally, Section 4.2.4 contains the proof of Lemma 4.12. One important ingredient
to their proofs is the following lemma. To shorten notation, set
Qu` (x) ≡
∑
y∈Zd Qu` (x, y), Q
u
` (x) ≡ Qu` (x)− EQu` (x), x ∈ Zd. (4.2.53)
Lemma 4.14. For all u > 0, for ` large enough
E(Qu` (0))2 ≤
∑
y∈B
θ`
E(Qu` (0, y))2 + (c``)−2α|Bθ` |2 ≤ ρu` , (4.2.54)
where ρu` ≡ K(u)a−1` (
√
θ`1d≥3 + θ`/ log θ`1d=2).
Proof. The term (c``)−2α|Bθ` |2 bounds contribution coming from pairs y′, y ∈ Bθ` ∩ T`. By
construction of θ` it is of smaller order than ρu` . Thus, it suffices to show that the sum in (4.2.54) is
bounded above by ρu` . This follows from Lemma 4.3 in [40].
Proof of Lemma 4.11
By a second order Markov inequality, the probability in (4.2.49) is for µ′ ∈ {µ2, δ0} bounded from
above by
k2` (t)E
[
Y (µ′)∑
z∈Aµ′`
µ′(z)∑x∈Bd`(t)(z)\Bθ` (z) pit,δz` (x)Qu` (x)]2
+ k2` (t)E
[
Y (µ′)∑
x,x′∈Bd`(t)(A
µ′
` ):x 6=x′
pit,µ
′
` (x)pi
t,µ′
` (x′)Q
u
` (x)Q
u
` (x′)
] ≡ (I) + (II), (4.2.55)
where for a set B we write Bd`(t)(B) ≡ {x : ∃z ∈ B : x ∈ Bd`(t)(z)} and where Aµ
′
denotes
the support of µ′. In order to bound (I) and (II) we must control the dependence between pi`, Q`,
and Y . For this, we use the Ho¨lder continuity (see Proposition 3.2 in [5]) of Pµ(J(t) = x) and
approximate Pµ(J(t) = x) by Pµ(J(t) = x, η(B) > t), where η(B) is the exit time of the ball B,
and B is a carefully chosen set (see Step 5). Due to the size of B, this method of proof only works
for d ≥ 3, and hence we assume in dimension d = 2 that J is not random in the environment.
We begin with d = 2. We distinguish whether µ′ = δ0 or µ′ = µ2. Let first µ′ = δ0. Then,
since Qu` (x) depends only on τ(y)1y∈T` for y ∈ Bθ`(x), the Q
u
` ’s in (4.2.55) are independent of
Y (δ0). Thus, using P(Y (µ′) = 1) = P(0 ∈ T`), we get that
(I) + (II) ≤ P(0 ∈ T`)k2` (t)
∑
x∈Bd`(t)(pi
t,δ0
` (x))2E
(
Qu` (x)
)2
+ P(0 ∈ T`)k2` (t)
∑
x 6=x′ pi
t,δ0
` (x)pi
t,δ0
` (x′)E
[
Q
u
` (x)Q
u
` (x′)
]}
. (4.2.56)
By Lemma 4.2 in [40] this is smaller than P(0 ∈ T`)K(t)a`θ−1` ρu` ≤ ρu,t` , as desired. Now let
µ′ = µ2. In order to bound (4.2.55), we note that, since µ2 only depends on y ∈ A` ∩ B`, pit,µ2` is
independent of the Qu` ’s as well. Hence,
(I) + (II) ≤ k2` (t)
∑
x∈Bd`(t)(A
µ2
` )
E
[
(pit,µ2` (x))2E
(
Qu` (x)
)2]
+ k2` (t)
∑
x,x′∈Bd`(t)(A
µ2
` ):x 6=x′ E
[
pit,µ2` (x)pi
t,µ2
` (x′)E
[
Q
u
` (x)Q
u
` (x′)
]}]
. (4.2.57)
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Bounding pit,µ2` (x) ≤ θ−1` log a`, we get by Lemma 4.2 in [40] that the first summand in (4.2.57)
is smaller than K(t)ρu` θ
−1
` log a` ≤ cα` α` ρu,t` , as desired. Let us now control the second summand
in (4.2.57). By independence of the Qu` ’s, the sum is only over x, x
′ for which |x − x′| ≤ 2θ`.
We distinguish whether the distance |x − x′| is smaller or larger than θ1/2` log log c`. When it is
smaller, we bound E
[
Q
u
` (x)Q
u
` (x′)
] ≤ ρu` , and when it is larger we use (3.8) of Lemma 3.2 in [40]
to bound E
[
Q
u
` (x)Q
u
` (x′)
] ≤ θ`c−α` e−c4(log log c`)2 . Now, using (4.2.14) of Theorem 4.10 one can
show that, for every x ∈ Bd`(t)A
µ2
` , every r ≥ θ1/2` ,∑
x′:|x−x′|≤r k`(t)pi
t,µ′
` (x′) ≤ K(t)r2/θ`, (4.2.58)
where K(t) ∈ (0,∞). Thus, the second summand in (4.2.57) is bounded above by
K(t)k`(t){ρu` (log log c`)2 + (log c`)2c−α` e−c4(log log c`)
2}, (4.2.59)
which is as claimed in (4.2.49). The proof of Lemma 4.11 is finished for d = 2.
Let d ≥ 3. The remainder of the proof comes in five steps, which we now briefly explain. First,
we bound the contribution to (4.2.55) coming from x, x′ that are such that {x, x′} ∩B2θ`(A
µ2
` ) 6=
∅. This is needed in order to get that µ2 and the Qu` ’s are independent. Then, we bound the
contribution to (I) coming from x ∈ Bµ′d`(t) ≡ Bd`(t)(A
µ′
` ) \ Bθ`(A
µ′
` ). The remaining steps are
devoted to the control the contribution to (II) coming from (x, x′) ∈ Bµ′d`(t) × B
µ′
d`(t). For this,
we divide the set Bµ
′
d`(t) × B
µ′
d`(t) into three subsets B
µ′
1 , . . . , B
µ′
3 as follows. Writing |x−Aµ
′
` | ≡
min
y∈Aµ′`
|x− y|, we set
Bµ
′
1 ≡ {(x, x′) ∈ (Bµ
′
d`(t))
2 : 0 < |x− x′| ≤ 2θ`}, (4.2.60)
Bµ
′
2 ≡ {(x, x′) ∈ (Bµ
′
d`(t))
2 \Bµ′1 : |x−Aµ
′
` | ∧ |x′ −Aµ
′
` | ∧ |x− x′| ≤ a1/2` θ−1/4` }, (4.2.61)
Bµ
′
3 ≡ {(x, x′) ∈ (Bµ
′
d`(t))
2 \Bµ′1 : |x−Aµ
′
` | ∧ |x′ −Aµ
′
` | ∧ |x− x′| > a1/2` θ−1/4` }. (4.2.62)
Step 1. Let us now establish that the contribution to (4.2.55) coming from x, x′ : {x, x′} ∩
B2θ`(A
µ2
` ) 6= ∅ is smaller than (c``)αρu,t` . For this, we construct a P-a.s. bound on Q
u
` (x) for
all x ∈ Bd`(t)(A
µ2
` ), which is independent of µ2. For all x ∈ Bd`(t)(A
µ2
` ) we have that
Qu` (x) ≤
∑
z∈B
θ`
1z∈T`Px(σ(z) ≤ θ`) ≤
∑
z∈B
θ`
1z∈T`
( |x−z|
(log a`)4
)2−d ≡ qu` (y), (4.2.63)
where we used that Px(σ(z) ≤ θ`) ≤ Px(σ(z) < ∞) ≤ c|x − z|2−dUd−2z and that P-a.s.,
Uz  (log a`)4 for all z ∈ Bd`(t). We are ready to control the contribution to (I) coming from
x, x′ : {x, x′} ∩B2θ`(A
µ2
` ) 6= ∅. We have that,∑
x∈B2θ` (A`)
E[piµ2,t` (x)Qu` (x)] ≤ θ−1`
∑
x∈B2θ` (A
µ2
` )
∑
z∈Aµ2` E[µ2(z)p˜i
t
`(z − x)qu` (x)]
= θ−1`
∑
x∈B2θ`
p˜it`(x)E[qu` (x)]. (4.2.64)
One can check that E[qu` (x)] ≤ (c``)−α(log a`)4d. Also,∑
z∈Aµ2`
∑
x∈B2θ` (A
µ2
` )
µ2(z)p˜it`(z − x) ≤ θ
d−1
`
∑
z∈Aµ2` µ2(z)|z − x|
d−2 ≤ θd`a2/d` , (4.2.65)
where we used that |Aµ2` | = |Ba1/d
`
| and the fact that |z − x|d−2 is decreasing in |z − x|. Thus,
the contribution coming from x ∈ B2θ`(A
µ2
` ) to (I) is at most c
−2α/3
` (log c`)κ, for κ ∈ (0,∞).
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This is smaller than the right hand side of (4.2.49). In order to bound the contribution coming
from x, x′ : {x, x′} ∩ B2θ`(A
µ2
` ) 6= ∅ to (II), we bound pit,µ2` (y) ≤
∑
z µ2(z)p˜it`(z − y) and
Q
u
` (y) ≤ qu` (y) for y ∈ {x, x′}. Then, we note that for x, x′ such that |x − x′| > 2θ` the
qu` ’s are independent of each other and of µ2 and we get from (4.2.65) that their contribution to
(II) is bounded above by (c``)−2α(log a`)8dθ
2d
` a
4/d
` which is smaller than the right hand side
of (4.2.49). When x, x′ are such that |x − x′| ≤ 2θ`, we bound by Cauchy-Schwarz inequality,
Equ` (x)qu` (x′) ≤ Equ` (0). Then, we use that,∑
x′:|x−x′|≤2θ` µ2(z)p˜i
t
`(z − y) ≤ (log c`)2, ∀x, z, (4.2.66)
and get, together with (4.2.65), that the contribution coming from x ∈ B2θ`(A
µ2
` ) and x′ ∈ B2θ`(x)
is bounded above by c−3α/α` (log c`)κ
′
, for κ′ ∈ (0,∞). The first step is finished.
Step 2. In order to control (I), we first bound pit,µ
′
` (x) ≤
∑
z µ
′(z)p˜it`(x − z) ≡ p˜it,µ
′
` (x) for
µ′ ∈ {δ0, µ2}. Since by construction, Qu` is independent of Y (µ′) and µ2, we get by Lemma 4.14
and Step 1 that
(I) ≤ ρu,t` + P(Y (µ′) = 1)
∑
x∈Bd`(t),|x|>2θ`(k`(t)p˜i
t
`(x))2ρu`  ρu,t` , (4.2.67)
as desired in (4.2.49).
Step 3. Let (x, x′) ∈ Bµ′1 . As in Step 2, we bound pit,µ
′
` (x) ≤ p˜it,µ
′
` (x) and get by independence of
Y (µ′), Qu` (x)Qu` (x′), and µ′ that each summand in (II) is bounded above by
P(Y (µ′) = 1)E(p˜it,µ
′
` (x)p˜i
t,µ′
` (x′))
(
EQu` (x)Qu` (x′) +
(
EQu` (0)
)2)
. (4.2.68)
By (4.2.39) there exists C ∈ (0,∞) such that∑
(x,x′)∈Bµ′1
(k`(t))2E(p˜it,µ
′
` (x)p˜i
t,µ′
` (x′)) ≤ (k`(t))2
∑
x∈Bd`(t),x′∈B2θ` Cp˜i
t
`(x)p˜it`(x′), (4.2.69)
which is bounded above by k`(t)(log c`)2. Thus, the contribution coming from the second sum-
mand in (4.2.68) to (II) is bounded above by c−3α/2` , as desired. It remains to bound the contribu-
tion coming from the first summand in (4.2.68). As in the proof of Lemma 4.2 in [40] (see (4.74))
one can show that∑
(x,x′)∈Bµ′1
E(p˜it,µ
′
` (x)p˜i
t,µ′
` (x′))EQu` (x)Qu` (x′) ≤ K(u, t)(log θ`)2θ−1/2` , (4.2.70)
which is bounded above by ρu,t` . This finishes the third step.
Step 4. Let (x, x′) ∈ Bµ′2 . Then, Qu` (x) and Qu` (x′) are independent of each other, Y (µ′), and of
µ′. Thus,
E
[
Y (µ′)pit,µ
′
` (x)pi
t,µ′
` (x
′)Qu` (x)Q
u
` (x′)
] ≤ 4E[p˜it,µ′` (x)p˜it,µ′` (x′)]P(Y (µ′) = 1)(EQu` (0))2
≤ K ′′(u)θ2` c−2α` P(Y (µ′) = 1)E[p˜it,µ
′
` (x)p˜i
t,µ′
` (x
′)], (4.2.71)
where we used (4.4) in [40] to bound (EQu` (0))2 ≤ K ′′(u)θ`c−α` for K ′′ ∈ (0,∞). By (4.2.39),
the construction of Bµ
′
2 and as in (4.2.70),
(k`(t))2
∑
(x,x′)∈Bµ′2
E[p˜it,µ
′
` (x)p˜i
t,µ′
` (x′)]
≤ C(k`(t))2
∑
x∈Bd`(t) p˜i
t
`(x)
∑
|x′|≤a1/2
`
θ
−1/4
`
p˜it`(x′) ≤ 2k`(t)a`θ−3/2` . (4.2.72)
Putting (4.2.71) and (4.2.72) together, we see that the contribution to (II) coming from (x, x′) ∈
Bµ
′
2 satisfies (4.2.49).
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Step 5. Finally, let (x, x′) ∈ Bµ′3 . We construct an approximation of piµ
′,t,∗
` , denoted by p
µ′,t
` ,
which is independent of the Qu` ’s. Then we use that
E
[
pµ
′,t
` (x)p
µ′,t
` (x
′)Qu` (x)Q
u
` (x′)Y (µ′)
]
= E
[
pµ
′,t
` (x)p
µ′,t
` (x
′)Y (µ′)
]
E(Qu` (x)Q
u
` (x′)),
(4.2.73)
which is equal to zero. It remains to construct pµ
′,t
` and control |piµ
′,t
` − pµ
′,t
` |. Let x∗ be such that
|x − x∗| = a3/8` . Set B ≡ Bθ`(x) ∪ Bθ`(x′). For s > 0 let the heat kernel of J killed on the exit
of Bc be given by
qBs (x∗) ≡ Pµ′(J(s) = x∗, η(Bc) ≥ s). (4.2.74)
Define pµ
′,t
` ≡ (k`(t))−1
∑k`(t)−1
k=1 q
B
kθ`
(x∗). By construction, pµ
′,t
` (x) is independent ofQ
u
` (x) and
Q
u
` (x′). For y ∈ {x, x′} we write
piµ
′,t
` (y) = p
µ′,t
` (y) + (pi
µ′,t
` (y
∗)− pµ′,t` (y)) + (piµ
′,t
` (y)− piµ
′,t
` (y
∗)), (4.2.75)
and get, since (4.2.73) is equal to zero,
(k`(t))2E
[
Y (µ′)piµ
′,t
` (x)pi
µ′,t
` (x
′)Qu` (x)Q
u
` (x′)
]
≤ (k`(t))2E
[
Y (µ′)|Qu` (x)||Qu` (x′)|
{|pit`(x∗)− pµ′,t` (x)|+ |piµ′,t` (x)− piµ′,t` (x∗)|}
× {piµ′,t,∗` (x′) + |piµ′,t` (x′∗)− pµ′,t` (x′)|+ |piµ′,t` (x′)− piµ′,t` (x′∗)|}]. (4.2.76)
Since |x′∗| = |x′|(1 + o(1)), there exists c′ ∈ (0,∞) such that, for all z ∈ Aµ′` , piδz ,t` (x′∗) ≤
c′p˜i`(z − x′) and pδz ,t` (x′) ≤ c′p˜it`(z − x′), and hence the second line on the right hand side of
(4.2.76) is bounded above by Cp˜it`(z − x′) for C = 6c′. Suppose we can establish that, P-a.s., for
all z ∈ Aµ′` ,
k`(t)(|piδz ,t` (x∗)− pµ
′,t
` (x)|+ |piδz ,t` (x)− piδz ,t` (x)|) ≤ δ¯1` (x− z) + δ¯2` (x− z), (4.2.77)
for sequences δ¯i`(x− z) satisfying
∑
x∈Bd`(t)(A
µ′
` )
δ¯i`(x− z) ≤ θ−3/2` cα` . Then, using (4.2.76), the
contribution to (4.2.55) coming from (x, x′) ∈ Bµ′3 is bounded above by
k`(t)
∑
(x,x′)∈Bµ′3
p˜it`(x′)(δ¯1` (x) + δ¯2` (x)E
[
Y (µ′)|Qu` (x)||Qu` (x′)|
]
≤ P(Y (µ′) = 1)K ′(t, u)c−α` θ`
∑
x∈Bd`(t)(δ¯
1
` (x) + δ¯2` (x))
∑
x′∈Bd`(t) p˜i
t
`(x′), (4.2.78)
which is as in (4.2.49). It remains to construct the δ¯i`’s. Without loss of generality, we construct the
δ¯i`’s for z = 0. Let first i = 1. For k ≥ 1 we bound
|qkθ`(x∗)− qBkθ`(x∗)| ≤
∑
z∈∂B P (σ(z) ≤ kθ`, J(η(B)) = z, J(kθ`) = x∗)
≤ ∑z∈∂B{ (log |z−x∗|)d|z−x∗|d P (σ(z) ≤ kθ`, J(η(B)) = z) + e−c4(log |z−x∗|)2}, (4.2.79)
where we used (3.8) of Lemma 3.2 in [40] and (4.2.13) of Theorem 4.10. Since |z − x∗| >
a
3/8
` − θ` the first summand is larger than the second and it suffices to bound the first. As in
(4.2.63), P (σ(z) ≤ kθ`) ≤
(
z
(log a`)4
)2−d and get that (4.2.79) is, P-a.s., bounded above by
maxz∈∂B
{
(log |z−x∗|)d
|z−x∗|d P (σ(z) ≤ kθ`)
}
≤ (log a`)5d maxz∈∂B |z − x∗|−d|z|2−d. (4.2.80)
By construction of B, B13 , and x
∗, the maximum in (4.2.80) is smaller than Ca−3d/8` |x|2−d. There-
fore, P-a.s., for n large enough
k`(t)|piδ0,t` (x∗)− piδ0,t,∗` (x)| ≤ C ′cα` a−3d/8` |x|2−d  cα(1−3d/8)` |x|2−d ≡ δ¯1` (x). (4.2.81)
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The sum over x ∈ Bd`(t) of δ¯1` (x) is smaller than Cc7α/8` , as desired. Let us now construct δ¯2` .
By (3.8) of Lemma 3.2 in [40], |qkθ`(x) − qkθ`(x∗)| ≤ e−c4(log a`)
2
for kθ` ≤ |x|2(log a`)−2 and
hence it suffices to considers kθ` > |x|2(log a`)−2. For such k, we use the Ho¨lder continuity of the
heat kernel resulting from a parabolic Harnack inequality (hereafter PHI). Specifically, we know
by Proposition 3.2 in [5] that there exists β ∈ (0, 1) such that for t > 0 and x ∈ Zd for which a
PHI holds,
|qt2(x)− qt2(z)| ≤ (|x− z|/t)β sup(u,y)∈[3/4t2,t2]×B1/2t(x) qu(y), ∀z ∈ B1/2t(x). (4.2.82)
By Theorem 3.7 in [4] we know that a PHI holds for t > 0 and x ∈ Zd for which t > Ux. Since√
kθ`  Ux, and since x∗ ∈ B1/2√kθ`(x), we get by (4.2.82)
|qkθ`(x)− qkθ`(x∗)| ≤ |x−x
∗|β
(kθ`)β/2
sup(u,y)∈[3/4kθ`,kθ`]×B1/2√kθ` (x)
qu(y). (4.2.83)
By Theorem 4.10, qu(y) ≤ c1(3/4kθ`)−d/2 for all (u, y) ∈ [3/4kθ`, kθ`] × B1/2√kθ`(x). Since
kθ` > |x|2(log a`)−2 and by construction of x∗,
k`(t)|piδ0,t` (x∗)− piδ0,t,∗` (x)| ≤
∑k`(1)−1
k=1 |qkθ`(x)− qkθ`(x∗)|
≤ ck`(t)a−β/8` |x|−d−β(log a`)2(d+β) ≡ δ¯2` (x). (4.2.84)
The sum over x of δ¯2` (x) is bounded above by c`a
−β
` . Hence, the contribution to (4.2.55) coming
from (x, x′) ∈ B3 satisfies (4.2.49). This finishes the proof of Lemma 4.11.
Proof of Lemma 4.13
Let u > 0, t > 0. Using the P-a.s. bound piδz ,t` (x) ≤ p˜it`(x− z), it remains to bound∑
z∈A` E
[
µ′(z)Y (µ′)∑x∈Bd`(t)(z)\Bθ` (z)(Qu` (x))2p˜it`(x− z)]. (4.2.85)
When either d = 2 or d ≥ 3 and µ′ = δ0, then the Qu` ’s are independent of µ′ and Y (µ′)
and Lemma 4.14 implies together with the construction of p˜it` that (4.2.85) is bounded above by
P(Y (µ′) = 1)ρu,t` . When d ≥ 3 and µ′ = µ2, the same reasoning applies to the contribution
to (4.2.85) coming from x ∈ Bµ2d`(t). From Step 1 in the proof of Lemma 4.11 we know that the
contribution to (4.2.85) coming from x ∈ Bd`(t)(A
µ2
` ) \ Bµ2d`(t) is smaller than P(Y (µ′) = 1)ρ
u,t
` .
The proof of Lemma 4.13 is complete.
Proof of Lemma 4.12
When θ = 0, ν¯t`(u,∞) = Eν¯t`(u,∞), and so (4.2.50) holds in this case. Let θ > 0, and so by
assumption d ≥ 3. By a second order Markov inequality the probability in (4.2.50) is bounded by
(I) + (II), where
(I) ≡ ∑x∈Bd`(t)(A`)(k`(t)EQu` (0))2E[(piµ,t` (x)− Epiµ,t` (x))]2,
(II) ≡ ∑x′ 6=x(k`(t)EQu` (0))2E[(piµ,t` (x)− Epiµ,t` (x))(piµ,t` (x′)− Epiµ,t` (x′))]. (4.2.86)
Let us first control (I). By (4.4) in [40], (k`(t)EQu` (0))2 ≤ K ′(u, t) for some K ′(u, t) ∈ (0,∞),
and so, by (4.2.13) of Theorem 4.10,
(I) ≤ K ′(u, t)θ−1` log a`
∑
x∈Bd`(t)(A`)
E(piµ,t` (x)) ≤ K ′′(u, t)θ−1` log a`, (4.2.87)
120 SUPER-AGING IN BOUCHAUD’S TRAP MODEL ON Zd
where K ′′(u, t) ∈ (0,∞), as claimed in (4.2.50). To bound (II), fix x ∈ Bd`(t)(A`). Since piµ,t` is
a probability measure,
E
[
(piµ,t` (x)− Epiµ,t` (x))
∑
x′∈Bd`(t)(A`),x′ 6=x
(piµ,t` (x′)− Epiµ,t` (x′))
]
≤ E[|piµ,t` (x)− Epiµ,t` (x)||piµ,t` (x)− Epiµ,t` (x)|], (4.2.88)
and therefore
(II) ≤∑x∈Bd`(t)(A`)(k`(t)EQu` (0))2E[(piµ,t` (x)− Epiµ,t` (x))2], (4.2.89)
which by (4.2.87) is as claimed in (4.2.50). The proof of Lemma 4.12 is finished.
4.3 Independence of σ and Vα
In this section we prove assertion (ii) of Theorem 4.1, that is we establish that, P-a.s., σ, viewed as
an element ofD[0,∞), is independent of Vα. For this, we establish that, P-a.s., Sb` is asymptotically
independent of σ`. By Daniell-Kolmogorov extension theorem it suffices to prove that for every
l ∈ N, for all 0 < t1 < t2 · · · < tl < ∞, the distributions of (Sb`(t1), . . . , Sb`(tl)) and σ` are
independent of each other. Independence follows by Corollary 14.1 in [43] if we can establish for
all 0 < λ1, . . . , λl, λ <∞ that, for all ε > 0 there exists ` large enough such that∣∣Eµe−λσ`−∑li=1 λiSb`(ti) − Eµe−λσ`Eµe−∑li=1 λiSb`(ti)∣∣ < ε. (4.3.1)
In order to obtain P-a.s. independence between Sb` and σ`, we first prove that (4.3.1) holds true
P-a.s. for one choice of the λi’s and ti’s and that the absolute value in (4.3.1) can be bounded by an
increasing function of tl and maxi λi. This implies by Lemma 2.1 in [40] that the claim of (4.3.1)
holds, P-a.s., for all l ∈ N, all ti’s, and all λi’s.
Let l ∈ N. Take 0 < t1 < t2 · · · < tl < ∞ and 0 < λ1, . . . , λl, λ < ∞. Choose ` large
enough so that k`(t1) > 1. Let us now rewrite the expectation on the left hand side of (4.3.1). For
j = 1, . . . l, write λ˜j =
∑l
i=min{m:j<k`(tm)} λi ∈ (0,∞), and observe that∑l
i=1 λiS
b
`(ti) =
∑l
i=1 λi
∑k`(ti)−1
j=1 Z`,j =
∑k`(tl)−1
j=1 λ˜jZ`,j . (4.3.2)
Thus, we may substitute the sum of the Z`,j’s for the sum of the S
b
`’s in (4.3.1). Now, let F`,j =
σ(J(s), s ≤ jθ`) be the array of sigma-algebras generated by J . Notice that σ` and Z`,j are F`,j+1
measurable for j ≥ 0, and so we obtain by the law of total expectation
Eµ
(
e
−λσ`−
∑k`(tl)−1
j=1 λ˜jZ`,j
)
= Eµ
(
e−λσ`
∏k`(tl)−1
j=1 Eµ
(
e−λ˜jZ`,j |F`,j
))
, (4.3.3)
and similarly,
Eµ
(
e
−
∑k`(tl)−1
j=1 λ˜jZ`,j
)
= Eµ
(
e−λ˜1Z`,1
∏k`(tl)−1
j=2 Eµ
(
e−λ˜jZ`,j |F`,j
))
. (4.3.4)
Using (4.3.3) and (4.3.4) in (4.3.1), we see that the left hand side of (4.3.1) is bounded above by
EµL`(1) + Eµ
(L`(2)), (4.3.5)
where for i = 1, 2 we set
L`(i) ≡
∣∣∏k`(tl)−1
j=i Eµ
(
e−λ˜jZ`,j |F`,j
)−∏k`(tl)−1j=i Eµe−λ˜jZ`,j ∣∣. (4.3.6)
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Thus, to establish the claim of (4.3.1) we now prove that P-a.s., for ε > 0, for ` large enough, for
i = 1, 2 we have EµL`(i) < ε. Without loss of generality we present the proof for i = 1 only.
For this, we rewrite L`(1). Notice that by partial integration, the Laplace transform of a random
variable X ≥ 0 is given by
Ee−uX = 1− ∫∞0 e−vP(Xu > v)dv, u > 0. (4.3.7)
Using (4.3.7) and
∏
i(1− yi) ∼ 1−
∑
i yi for small yi,
L`(1) ∼
∣∣∑k`(tl)−1
j=1
∫∞
0 e
−v[Pµ(λ˜jZ`,j > v|F`,j)− Pµ(λ˜jZ`,j > v)]dv∣∣
=
∣∣∫∞
0 e
−v[νJ,t` (v, λ˜)− EµνJ,t` (v, λ˜)]dv∣∣, (4.3.8)
where for v, t > 0, and λ˜ ≡ (λ˜j , i = j, . . . k`(t)− 1) we write
νJ,t` (v, λ˜) ≡
∑k`(t)−1
j=1 Pµ
(
λ˜jZ`,j > v|F`,j
)
. (4.3.9)
We define
Aε` ≡ {
∣∣∫∞
0 e
−v[νJ,tl` (v, λ˜)− EµνJ,tl` (v, λ˜)]dv∣∣ > ε}. (4.3.10)
Now, since L`(1) ≤ 1,
Eµ
[L`(1)(1(Aε`)c + 1Aε` )] ≤ ε+ Pµ(Aε`(x)). (4.3.11)
Writing νJ,t` (v, λ˜) = ν
J,t
` (v, λ˜)− EµνJ,t` (v, λ˜),
Pµ(Aε`(x)) ≤ Pµ
(∫∞
0 e
−vνJ,t` (v, λ˜)1νJ,t
`
(v,λ˜)>δdv > ε/2
)
(4.3.12)
+ Pµ
(∫∞
0 e
−vdv > ε/(2δ)
)
. (4.3.13)
The integral in (4.3.13) is finite and so we can choose δ > 0 small enough so that (4.3.13) is
zero. It remains to bound (4.3.12). Using 1
νJ,t
`
(v,λ˜)>δ ≤ ν
J,t
` (v, λ˜)/δ and a first order Chebyshev
inequality, it is smaller than
Pµ
(∫∞
0 e
−v(νJ,t` (v, λ˜))2dv > δε/2) ≤ 2/(δε) ∫∞0 e−vEµ(νJ,t` (v, λ˜))2dv. (4.3.14)
The expectation in (4.3.14) is controlled in the proof of Theorem 1.1 in [40] for νJ,tl,µ` (v, 1), where
1 = (1, . . . , 1). Writing for u, t > 0,
σJ,t` (v, λ˜) ≡
∑k`(t)−1
j=1
(Pµ(λ˜jZ`,j > u|F`,j))2, (4.3.15)
we get by the same arguments as in the proof of Theorem 1.1 in [40] (cf. (2.9)-(2.13)) that (4.3.14)
is smaller than
2/(εδ)
∫∞
0 dve
−v{EµσJ,tl` (v, λ˜) + log a`θ` (EµσJ,tl` (v, λ˜) + EµνJ,tl` (v, λ˜))}
≤ 2λmax/(εδ)
∫∞
0 dve
−λmaxv{EµσJ,tl` (v, 1) + log a`θ` (EµσJ,tl` (v, 1) + EµνJ,tl` (v, 1))}, (4.3.16)
where we used k`(tl) supy pi
tl,µ
` (y) ≤ log a`θ` in the first and that λ˜ ≤ λmax ≡ maxj λ˜j <∞ in the
second step. The integrals in (4.3.16) are Laplace transforms of the measures that map u > 0 to
EµσJ,tl` (u, 1) and EµνJ,tl` (u, 1). The Conditions (A-2) and (A-3) of Theorem 1.1 in [40] ask that,
P-a.s. for all u > 0 and t > 0, EµνJ,t` (u, 1) → tν(u,∞) and EµσJ,t` (u, 1) → 0 as ` → ∞. By
Proposition 4.9, where we established that (C-2’)⇒ (A-2) and that (C-3’)⇒ (A-3), we therefore
know that these measures converge P-a.s. for all u > 0 and t > 0. By continuity of Laplace
transforms, we hence know that, P-a.s., for ε′  εδ there exists ` large enough such that the left
hand side of (4.3.16) is bounded above by
2λmax/(εδ)ε′ + ε′(1 +
∫∞
0 dve
−λmaxvtlν(v,∞)) ≤ Cε′, (4.3.17)
for some C ∈ (0,∞) that is increasing in tl and in λmax. This finishes the proof of (4.3.1).
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4.4 Convergence of R
In this Section, we establish assertion (iii) of Theorem 4.1. The proof combines the idea of proof
of Theorem 1.6 in [37], which is based on renewal theory for Le´vy processes, with the idea of proof
of Theorem 1.5 in [40]. First we prove Theorem 4.1 supposing that Conditions (A-1) and (A-2)
hold P-a.s. and then comment on the required changes if they hold in P-probability.
We begin with the proof that, P-a.s.,
lim`→∞ Pµ(A`(tw, t)) = R∞(tw, t), ∀tw > 0, t > 0 (4.4.1)
where,
A`(tw, t) ≡ {{σ` + Sb` (v), v ≥ 0} ∩ (tw, tw + t) = ∅}. (4.4.2)
By Theorem 1.3 in [37], we know that P-a.s., σ`+Sb` ⇒ σ+Vα. Then, since P-a.s. σ is independent
of Vα, we know by Theorem 1.6 in [37] that the claim of (4.4.1) holds P-a.s.
Now, let us establish that, P-a.s.,
lim`→∞
∣∣Pµ(A`(tw, t))−R(c`tw, c`t)∣∣ = 0 ∀tw > 0, t > 0. (4.4.3)
For this, we set B(c`tw, c`t) ≡ {X(c`tw) = X(c`(tw + t))}. Let us first prove that, P-a.s.,
lim`→∞ Pµ(A`(tw, t), (B(c`tw, c`t))c) = 0. (4.4.4)
Let δ > 0. Note that, since Sb` ⇒ Vα and since Vα + σ has P-a.s. diverging paths, there exists
M > 0 (large, but finite) such that, P-a.s.,
Pµ(Sb` (M) + σ` ≤ tw + t) ≤ δ, (4.4.5)
and so with probability at least 1− δ, Sb` + σ` jumps over (tw, tw + t) before time M . By Lemma
4.8 we know that, P-a.s., for c` large enough,
Pµ(
∫ k`(M)
0 τ(J(s))1J(s)∈B` > c`
(1−α)/3
` ) ≤ δ, (4.4.6)
and therefore the contribution coming from y such that τ(y) ≤ c`` to Z`,k is bounded above by

(1−α)/3
` . Moreover, writing Tk = {x ∈ T` : l(k+1)θ`(x) − lkθ`(x) > 0}, we have by (4.2.38),
P-a.s.,
Pµ(⋃k≤k`(M){|Tk| ≥ 2} ∪ {maxy∼Tk τ(y) > −2/α` }) ≤ δ. (4.4.7)
By (4.4.6) and (4.4.7), we know that on the event A`(tw, t) there exists one x ∈ Zd ∩ T` and that
there exist v, v′ such that v ≤ tw−(1−α)/3` /c` and v′ ≤ (tw+t)−(1−α)/3` /c` such thatX(c`v) =
X(c`v′) = x. The event A`(tw, t) ∩ (B(c`tw, c`t))c can only be realized when X(c`s) 6= x
for s ∈ {tw, tw + t}. Using the fact x ∈ T` and that maxy∼x τ(y) ≤ −2/α` , one can prove
as in Section 5.1 in [40] (see below eq. (5.9) in Step 1) that with probability larger than 1 − δ,
X(c`tw) = X(c`(tw + t)). Let us now establish that, P-a.s.,
lim`→∞ Pµ((A`(tw, t))c, B(c`tw, c`t)) = 0. (4.4.8)
For this, we distinguish whether, on (A`(tw, t))c, there exists s > 0 such that σ` + Sb` (s) ∈
(tw, tw + t) or not. Whenever there exists such s > 0, one can proceed as in Step 2 in Section 5.1
in [40] to establish the claim of (4.4.8). Let us assume that σ` ∈ (tw, tw+t) and σ`+Sb` (s) > tw+t
for all s > 0. Then,
Pµ(σ` ∈ (tw + t− δ, tw + t))
≤ Pµ(σ ∈ (tw + t− 2δ/3, tw + t− δ/3)) + Pµ(|σ` − σ| > δ/3), (4.4.9)
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which, P-a.s., is bounded above by δ′. Thus, with Pµ-probability at least 1 − δ′, {σ` + Sb` (s) >
tw + t} can only be realized if Z`,1 > δ and it suffices to bound∑
y∈A` µ(y)Py(Z`,0 ∈ (tw + δ, tw + t− δ), Z`,1 > δ). (4.4.10)
As in (4.2.24), we bound µ(y) ≤ µ1(y) + µ2(y), for y ∈ A`, and control the contribution coming
from µi to (4.4.10) separately. We call (I) the contribution from µ1 and (II) that from µ2. We
first bound (II). From (4.2.18), (4.2.28) and (3.8) of Lemma 3.2 in [40], we know that P-a.s.,
when J(0) ∈ B`, then Z`,0 tends to zero, proving that (II) tends P-a.s. to zero. Let us now control
(I). Let y ∈ A` ∩ T`. By (4.2.38), we know that, P-a.s., Z`,0 − c−1` lθ`(y)τ(y) ≤ −(1−α)/3s and
Z`,1 − c−1` (l2θ`(y)− lθ`(y))τ(y) ≤ −(1−α)/3s . Thus, P-a.s.,
(I) ≤∑y∈A` µ2(y)Py(lθ`(y)τ(y) > c`(tw + δ3), (l2θ`(y)− lθ`(y))τ(y) > c` δ3). (4.4.11)
By (4.2.29) we know that the right hand side of (4.4.11) tends P-a.s. to zero. Hence, the proof of
(4.4.8) is finished.
Suppose now that Conditions (A-1) and (A-2) hold in P-probability. The claim of (4.4.1) can
be derived from Theorems 1.3 and 1.6 in [37] because both theorems are also formulated for this
convergence mode. Also, the proof of (4.4.4) only uses the convergence of Sb` , and so it does not
change with the convergence mode in (A-1) and (A-2). In order to establish (4.4.8), we used the
convergence of σ` to σ to bound Pµ(σ` ∈ (tw + t − δ, tw + t)) (see (4.4.9)). If Condition (A-1)
holds in P-probability we hence get that this tends to zero in P-probability. The remainder of the
proof is unchanged.
4.5 A representation
This and the following sections are devoted to the study of correlation functions for the class of
initial distributions µA,b defined in (4.1.15). As remarked below (4.1.15), when µ = µA,b, the law
of σ` converges only in law with respect to the random environment. Since this is not strong enough
for the application of Theorem 4.1, we must construct a representation of the random environment
in which we can obtain almost sure convergence statements for the initial block. The representation
we construct below was first proposed in [37].
Let (ΩE ,FE ,PE) be a probability space that is independent of (Ω,F ,P). Let (Ei, i ∈ N) be
a collection of i.i.d. exponential random variables with mean one. For x ∈ A define the rescaled
’trap’ through
γ`(x) ≡ `−b/ατ(x)b, (4.5.1)
and denote the extreme order statistics of (γ`(x), x ∈ A) by γ`,1 ≥ . . . ≥ γ`,`. A representation
of (γ`,1, . . . , γ`,`) on (ΩE ,FE ,PE) is then given by (γ`,1, . . . ,γ`,`), where
γ`,k ≡ `−b/α
(
G−1
(∑k
i=1Ei
(∑`
i=1Ei
)−1))b
, 1 ≤ k ≤ `, (4.5.2)
where G(u) = P(τ(0) > u) is the tail distribution function of τ(0) and G−1 its right-continuous
inverse. Indeed, by Lemma 6.1 in [37],
(γ`,1, . . . ,γ`,`)
d= (γ`,1, . . . , γ`,`). (4.5.3)
In order to construct a representation of σ` in which we can make almost sure convergence state-
ments, we also need to represent the random variables τ(x) for which x /∈ A and construct a
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representation for J . Let (Ω,F ,P) be the product space of (Ω,F ,P) and (ΩE ,FE ,PE). Assume
that the elements of A are ordered alphabetically, say A = {x1, . . . , x`} and let pi : {1, . . . , `} →
{1, . . . , `} be the random permutation such that γ`(xi) = γ`,pi(i). (Since the random environment
is a collection of i.i.d. random variables, pi is distributed according to the uniform distribution on
all permutations on {1, . . . , `}.) Let us now define our key objects on (Ω,F ,P). We use bold
fonts to denote objects expressed in this representation, i.e. the random environment is denoted by
τ and given by
τ (x) = `1/αγ1/b`,pi(k)1x=xk∈A + τ(x)1x/∈A, x ∈ Zd. (4.5.4)
Notice that since pi has a uniform distribution on permutations on {1, . . . , `}, (τ (x), x ∈ Zd) is a
collection of i.i.d. random variables with distribution function P(τ (x) > u) = G(u) = P(τ(0) >
u). The dynamics that we study is the same as before, substituting the new random environment,
τ , for the original one, τ . In particular, J is the continuous time Markov chain with infinitesimal
generator given by
λ(y, z) ≡ [τ (y)τ (z)]θ, (4.5.5)
if y ∼ z and zero else. The initial distribution is given by
µA,b(xk) = µA,b(pi(k)) ≡ γ`,pi(k)
(∑`
i=1 γ`,i
)−1
. (4.5.6)
For a time scale c`, an auxiliary time scale a`, and a sequence θ`  a` we define the block variables
through
Z`,i ≡ c−1`
∑
y∈Zd
τ (y)
[
l(i+1)θ`(y)− liθ`(y)
]
, i ≥ 0, (4.5.7)
where lt(x) ≡
∫ t
0 1J(v)=xdv denotes the local time of J in x. By analogy to (4.1.10) and (4.1.11)
the initial block is given by
σ` ≡ Z`,0, (4.5.8)
and the pure clock is defined through
Sb`(t) ≡
k`(t)−1∑
i=1
Z`,i, t > 0. (4.5.9)
In the following, we study σ` and Sb` instead of σ` and Sb` and verify that the conditions of Theorem
4.1 are satisfied P-a.s. In order to derive from this convergence statements in (Ω,F ,P), we use the
following lemma, whose proof is taken form [38].
Let {X1n,k, 1 ≤ k ≤ n} be an array of random variables defined on (Ω1,F1,P1) and let
{X2n,k, k ∈ N \ {1, . . . , n}} be an array of random variables defined on (Ω2,F2,P2), independent
of {X1n,k, 1 ≤ k ≤ n}. Let {Xˆ1n,k, 1 ≤ k ≤ n} be an array defined on (Ωˆ1, Fˆ1, Pˆ1) satisfying
(X1n,1, . . . , X1n,n)
d= (Xˆ1n,1, . . . , Xˆ1n,n). (4.5.10)
Lemma 4.15. Let gn({x1}, {x2}) be a sequence of positive, bounded, real valued functions on
Rn×RN. If limn→∞ gn({Xˆ1n,k}, {X2n,k}) = Yˆ , Pˆ1-a.s.× P2-a.s., where Yˆ is defined on (Ωˆ1, Fˆ1, Pˆ1)×
(Ω2,F2,P2), then, limn→∞ gn({X1n,k}, {X2n,k}) = Y , in P1-law × P2-law, where Y is defined on
(Ω1,F1,P1)× (Ω2,F2,P2), and Y d= Yˆ .
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Proof. The assumptions in Lemma 4.15 state that there exist Ωˆ′1 ⊆ Ωˆ1 and Ω′2 ⊆ Ω2 with
Pˆ1(Ωˆ′1) = P2(Ω′2) = 1 such that, for all (ω1, ω2) ∈ Ωˆ′1 × Ω′2
limn→∞ gn({Xˆ1n,k(ω1)}, {X2n,k(ω2)}) = Yˆ . (4.5.11)
Let f be a bounded and continuous function. Set Zn(ω) ≡ f(gn({Xˆ1n,k(ω)}, {X2n,k}), ω ∈
Ωˆ1. Since f is bounded and continuous, we get by the dominated convergence theorem that
limn→∞ E2Zn(ω1) = E2f(Yˆ (ω1)) for all ω1 ∈ Ωˆ′1 and for Z¯n(ω) ≡ E2Zn(ω), ω ∈ Ωˆ1, that
limn→∞ Eˆ1Z¯n = Eˆ1E2f(Yˆ ). Thus, for all bounded and continuous functions f ,
limn→∞ Eˆ1E2f(gn({Xˆ1n,k}, {X2n,k})) = Eˆ1E2f(Yˆ ). (4.5.12)
By (4.5.10), for all n ≥ 1, Eˆ1E2f(gn({Xˆ1n,k}, {X2n,k})) = E1E2f(gn({X1n,k}, {X2n,k})). More-
over, Eˆ1E2f(Yˆ ) = E1E2f(Y ). We conclude by Portmanteau’s Lemma that gn({X1n,k}, {X2n,k})
converges in P1 × P2-law to Y as n→∞.
4.6 The initial block
In this section we study σ` as defined in (4.5.8). Let us begin with a key property of the measure
µA,b, which rejoins the earlier stated fact that, since α < b, (µA,b(k))`k=1 converges to a Poisson
Dirichlet distribution. This property is that, in expectation with respect to the random environment,
almost all mass of the measure µA,b is contained in a set T ` ⊆ {1, . . . `} consisting of the ’top’
traps. In order to construct this set, let
` ≡ `(d) = (log c`)−11d≤2 + (log c`)−31d≥3, (4.6.1)
Then, the set of ’top’ traps is defined through
T ` ≡ {k : γ1/b`,k > `}. (4.6.2)
The following lemma, shows that the expectation of µA,b(A \ T `) tends to zero as `→∞.
Lemma 4.16. There exists c ∈ (0,∞) such that we have for all δ > 0
EµA,b(A \ T `) = EµA,b(A \ T`) ≤ c(b−α)/4` . (4.6.3)
Proof. We bound µA,b(A \ T`) ≤ µA,b(A \ T`)1B` + 1(B`)c , where
B` ≡
{∑
y∈A 1τ(y)>`1/α3/4
`
> 12 |A|P(τ(y) > `1/α
3/4
` ).
}
. (4.6.4)
Let us first establish that P(Bc`) ≤ 1/4(b−α)` . By Bennett’s inequality,
P(Bc`) ≤ P
(∣∣∣∣∑y∈A 1τ(y)>`1/α3/4
`
− −3α/4` )
∣∣∣∣ > 12−3α/4` ) ≤ exp(− 116−3α/4` ), (4.6.5)
which is smaller than 1/4(b−α)` . It remains to control µA,b(A \ T`)1B` . On B` we have
µA,b(A \ T`) =
∑
x∈A
τ(x)b1τ(x)≤`1/α`∑
y∈A τ(y)b
≤
∑
x∈A
τ(x)b1τ(x)≤`1/α`∑
y∈A τ(y)b1τ(y)>`1/α3/4
`
≤ 12`(α−b)/α
3/4(α−b)
` |A|−1
∑
x∈A τ(x)b1τ(x)≤`1/α` . (4.6.6)
Each summand on the right hand side of (4.6.6) satisfies Eτ(x)b1τ(x)≤`1/α` ≤ c′(`1/α`)b−α,
where c′ ∈ (0,∞). Therefore,
E(µA,b(A \ T`)1B`) ≤ 12c′ `(α−b+b−α)/α 
−3b/4+3α/4+b−α
` = 12c
′ 1/4(b−α)` , (4.6.7)
as desired. The proof of Lemma 4.16 is finished.
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4.6.1 Convergence of the initial block on intermediate time scales
In this section we study the initial block σint` when we observe the process on the intermediate
time scale, that is when cint` is given through (4.1.18). Specifically, this section is devoted to the
proof of the following proposition.
Proposition 4.17. Let c` be given by (4.1.18). There exists a collection of i.i.d. random variables
Y such that E(Y1)κ <∞ for all κ ∈ R, and a Poisson random measure Γ with intensity measure
να/b, that are independent of each other and are such that the following holds. Let σ be a random
variable on (0,∞) with distribution function P(σ ≤ u) = FY,0(ut−δw ), u > 0, where FY,0 is
given by (4.1.17). Then, P-a.s., σ` ⇒ σ.
The proof of Proposition 4.17 comes in two steps. First we show that we can, up to a P-
a.s. small enough error, approximate σ` by another random variable, σ`, which consists only of
γ`,pi(k) for which pi(k) ∈ T `. In the second step we prove that, P-a.s.,σ` ⇒ σ. The approximation
for σ` is given by
σ` ≡ (cint` )−1`1/α
∑
pi(k)∈T ` γ
1/b
`,pi(k) 1J(0)=xk lθint` (xk)1Dc` , (4.6.8)
where D` ≡ D1` ∪ D2` is the union of the following two sets
D1` ≡ {ω ∈ Ω : ∃pi(k) ∈ T ` : ∃y ∈ Zd : 0 < |y − xk| ≤ 2 : τ(y) > θint` }, (4.6.9)
D2` ≡ {ω ∈ Ω : ∃pi(k), pi(l) ∈ T ` : Bθint` (xk) ∩Bθint` (xl) 6= ∅}. (4.6.10)
Notice that D` is a ”bad” event because on D` the top traps are not separated from each other.
However, we prove in the lemma below that, P-a.s., 1D1
`
and 1D2
`
tend to zero. To shorten notation,
we write for the remainder of this section c` ≡ cint` , and similarly for the other sequences.
The following lemma states that, P-a.s., |σ` − σ`| vanishes in PµA,b-probability.
Lemma 4.18. For all δ > 0, P-a.s., limε→0 lim sup`→∞ PµA,b(|σ` − σ`| > ε) = 0.
Proof. Fix δ > 0 and ε > 0. Then,
PµA,b
(|σ` − σ`| > ε)
≤ µA,b(T ` \A) +
∑
pi(k)∈T ` µA,b(pi(k)|T `)Pxk
(|σ` − σ`| > ε). (4.6.11)
By Lemma 4.16 and Chebyshev’s inequality, the first term of (4.6.11) tends, P-a.s., to zero. We
bound the second term from above by
1D` + 1Dc`µA,b(pi(k)|T `)Pxk
(|σ` − σ`| > ε). (4.6.12)
The first term in (4.6.12) is in expectation smaller than
P(D`) ≤ P(D1` ) + P(D2` ) ≤ `P(0 ∈ T `)
(
4dP(τ(0) > θ`) + |Bθ`(0)|P(0 ∈ T `)
≤ −α` θ−α` + −2α` `−2|A`|θ
d
` (4.6.13)
which by (4.1.14) and (4.6.1) tends to zero. Let us now to control the second term in (4.6.12). On
the event Dc` the second summand in (4.6.12) is bounded by∑
pi(k)∈T ` µA,b(pi(k)|T `)Pxk
(∫ θ`
0 τ(J(s))1τ(J(s))≤`1/α`ds > c`ε
)
(4.6.14)
+ ∑pi(k)∈T ` Pxk(∃y 6= x : ∃s ≤ θ` : J(s) = y, τ(y) > `1/α`) ≡ (I) + (II). (4.6.15)
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We bound (I) and (II) separately. Let us begin with (I). Note that by construction, c`` = `1/α`,
and so {τ(J(s)) ≤ `1/α`} = {J(s) ∈ T`}, where T` is defined below (4.6.1). Therefore, one can
show as in (4.2.18), that (I) vanishes P-a.s. It remains to bound (II). We have that
(II) ≤∑pi(k)∈T `(∑0<|y−xk|≤θ` 1τ(y)>c`` + Pxk(η(Bθ`(xk) ≤ θ`)). (4.6.16)
By (3.8) of Lemma 3.2 in [40], the second summand in (4.6.16) is smaller than e−c4(log c`)2 and
hence tends to zero. Since τ(y) is independent of {pi(k) ∈ T `}, the first term of (4.6.16) is in
expectation bounded above by `(c``)−2αθ
d
` . Thus, by a first order Chebyshev inequality we may
conclude that (4.6.16) vanishes P-a.s. and the proof of Lemma 4.18 is finished.
Let us now establish that, P-a.s., σ` ⇒ σ where σ has distribution function FY,0 as in Propo-
sition 4.17. We define Γ on (Ω,F ,P) through
Γ ≡∑k∈N δγk , where γk ≡ (∑ki=1Ei)−b/α. (4.6.17)
For the definition of Y on (Ω,F ,P), we distinguish whether d = 2 and d ≥ 3. By assumption,
when d = 2, J is independent of the random environment and the elements of Y are given by
Yk = lim
`→∞
(`1/α/(tδwc`))E0 l̂η(B√θ` (0))(0) = lim`→∞(log c`)
−1E0 l̂η(B√
θ`
(0))(0). (4.6.18)
It is well-known that this limit exists and is strictly positive. When d ≥ 3, let Y be a collection of
independent copies of
Y1 = lim`→∞(`1/α/(tδwc`))g˜B√θ` (0))−1 , (4.6.19)
where
(g˜B√
θ`
(0))−1 ≡ inf
{
1
2
∑
x∼z λ(x, z)(f(x)− f(z))2 : f |0 = 1, f |B√θ` (0) = 0
}
. (4.6.20)
Since g˜B√
θ`
(0) depends only on y ∈ B√θ`(0), one can show that P-a.s., g˜B√θ` (0) is asymptoti-
cally independent of Γ. By Lemma 3.4 in [2] we know that Y1 ≤ c <∞ and that
P(Y1 ≤ v) ≤ c1 exp(−c2v−(d−2)/3). (4.6.21)
Notice that therefore EYκ1 <∞ for all κ ∈ R.
The following lemma is a first step in proving that the distribution function of σ` converges to
FY,0.
Lemma 4.19. For all u > 0, δ > 0, and ε > 0 there exists `0 such that, P-a.s., for ` ≥ `0∣∣PµA,b(σ` > u)− (1− F`(u/tδw))∣∣ < ε, (4.6.22)
where for ρ ≥ 0 we set
F`(u/tδw) ≡ 1−
∑`
k=1µA,b(k|T `) exp
(−u/(tδwγ1/b`,k Y1k))∣∣ < ε. (4.6.23)
Proof. Let u > 0, δ > 0 and ε > 0. By a first order Chebyshev inequality we have for T J` ≡
{J(0) = xk : pi(k) ∈ T `}
P
(|PµA,b(σ` > u)− PµA,b(σ` > u∣∣T J` )∣∣ > ε) ≤ 1εE[µA,b(A \ T `)/µA,b(A)]. (4.6.24)
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As in Lemma 4.16 one can show that this tends to zero faster than (b−α)/4` . Hence, Borel-Cantelli
Lemma implies that, P-a.s., for ` large enough we have
|PµA,b(σ` > u)− PµA,b(σ` > u
∣∣T J` )∣∣ < ε. (4.6.25)
Notice that,
PµA,b(σ` > u|T J` ) =
∑
k µA,b(pi(k)|T `)Pxk
(
γ
1/b
`,pi(k)lθ`(xk) > u
c`
`1/α
)
1Dc
`
, (4.6.26)
i.e. PµA,b(σ` > u|A1` ) is equal to zero on D`. Bounding 1 − F`(u/tδw) by one on D` and using
(4.6.13), we see that (4.6.22) holds on D` for ` large enough. From now on, let ω ∈ Dc` .
Let us construct P-a.s. upper and lower bounds for (4.6.26) and show that both tend to the sum
in (4.6.22) as `→∞. We begin by constructing bounds for the local time lθ`(xk) for pi(k) ∈ T `.
For the lower bound, defineB1`,k ≡ B√θ`(log θ`)−2(xk), pi(k) ∈ T ` . By (3.9) of Lemma 3.2 in [40]
we know that B1`,k is exited before θ` with probability larger than 1− exp(−c4(log θ`)2) and so
P
(∑
pi(k)∈T ` Pxk(η(B
1
`,k) ≤ θ`) > ε
) ≤ E|T `|e−c4(log θ`)2 , (4.6.27)
which, since E|T `| = `c−α` −α` ≤ −α/2` , tends to zero. Hence, P-a.s., for ` large enough,
PµA,b(σ` > u|T J` ) ≥
∑
k µA,b(pi(k)|T `)Pxk
(
γ
1/b
`,pi(k)lη(B1`,k)(xk) > uc``
−1/α)− ε
= ∑k µA,b(pi(k)|T `) exp{−uc`/[`1/αγ1/b`,pi(k)Exk lη(B1`,k)(xk)]}− ε, (4.6.28)
where we used in the second step that lη(B1
`,k
)(xk) is exponentially distributed. For the upper bound,
we substitute, by (3.8) of Lemma 3.2 in [40], lη(B2
`,k
)(xk) for lθ`(xk), whereB2`,k ≡ B√θ` log θ`(xk).
Thus, P-a.s., for ` large enough
PµA,b(σ` > u|T J` ) ≤
∑
k µA,b(pi(k)|T `) exp
{−c`u/[`1/αγ1/b`,pi(k)Exk lη(B2`,k)(xk)]}+ ε.
(4.6.29)
The proof of Lemma 4.19 will be finished, once we have established that, P-a.s., we may replace
Exk lη(Bi`,k)(xk) for i = 1, 2 and ` large enough by Yk. For this, let us distinguish whether d = 2
or d ≥ 3. Let d = 2 first. Then, J is not random in the random environment. In particular,
{Exk lη(Bi`,k)(xk), pi(k) ∈ T `} is for i = 1, 2 independent of {γ`,k, k ∈ T `}. Moreover, one can
check that
Exk lη(Bi`,k)(xk) = E0lη(Bi`,0)(0), i = 1, 2. (4.6.30)
As remarked in (4.6.18),
(1− ε)Yk ≤ tδwc−1` `1/αE0
(
lη(B1
`
)(0)
) ≤ tδwc−1` `1/αE0(lη(B2` )(0)) ≤ (1 + ε)Yk. (4.6.31)
Using the continuity of the exponential function in (4.6.28) and (4.6.29) we get, P-a.s., for ` large
enough ∣∣PµA,b(σ` > u)−∑k µA,b(k|T `) exp(−u/(tδwγ1/b`,k Yk))∣∣ < ε, (4.6.32)
as claimed in (4.6.22). The proof of Lemma 4.19 is finished for d = 2 .
Let d ≥ 3. Then J is random in the random environment and it is a priori not clear that the
Y˜k’s should be i.i.d. and independent of {γ`,k, k ∈ T `}. However, we know from Lemma 3.5 in
[2] that, P-a.s., uniformly in pi(k) ∈ T `,
(1− ε)Y˜k ≤ Exk lη(B1`,k)(xk) ≤ Exk lη(B2`,k)(xk) ≤ Y˜k, (4.6.33)
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where Y˜k = lim`→∞Exk(lη(B√θ` )(xk)). Notice that Y˜k
d= Y1 for all pi(k) ∈ T `. Also, since
ω ∈ (D2` )c, the balls Bη(B√θ` )(xk) are disjoint for pi(k) ∈ T ` and therefore the Y˜k’s are inde-
pendent of each other. Furthermore, for the same reason, Y˜k is independent of γ`,l for l 6= k and
pi(l) ∈ T `. It remains to control the dependence of Y˜k and γ`,k for every pi(k) ∈ T `. This follows
as in the proof of Lemma 4.1 in [40] (see the paragraph between (4.14)-(4.21)), where a variational
formula, which is independent of xk, is constructed forExk lη(B√θ` (xk). The proof of Lemma 4.19
is finished.
We are now ready to prove that, P-a.s., σ` ⇒ σ.
Lemma 4.20. P-a.s., for all ρ ≥ 0, lim`→∞F`(ρ) = FY,0(ρ).
Proof. We establish the claim of Lemma 4.20 for fixed ρ ≥ 0. Since F` is a the distribution
function and FY,0 is continuous in ρ ≥ 0, this implies by Lemma 2.1 in [40] that the claim is true
P-a.s. for all ρ ≥ 0. Let us first rewrite F` and FY,0. For ` ∈ N we define sequences of functions
f`,1 : (0,∞)× N→ (0,∞), f`,2 : (0,∞)→ (0,∞) through
f`,1(x, k) ≡ x exp
(−ρ/(Y1kx1/b))1x>b` , f`,2(x) ≡ x1x>b` . (4.6.34)
Then,
F`(ρ) =
(∑
1≤k≤` f`,1(γ`,k, k)
)(∑
1≤k≤` f`,2(γ`,k)
)−1
. (4.6.35)
Moreover, setting f1 : (0,∞)× N→ (0,∞), f2 : (0,∞)→ (0,∞)
f1(x, k) ≡ x exp
(−ρ/(Y1kx1/b)), f2(x) ≡ x, (4.6.36)
we have
FY,0(ρ) =
(∑
k∈N f1(γk, k)
)(∑
k∈N f2(γk)
)−1
. (4.6.37)
Thus, it suffices to establish that, P-a.s.,
lim`→∞
∑
1≤k≤` f`,1(γ`,k, k) =
∑∞
k=1 f1(γk, k), (4.6.38)
lim`→∞
∑
1≤k≤` f`,2(γ`,k) =
∑∞
k=1 f2(γk). (4.6.39)
The proof of (4.6.38) and (4.6.39) relies on the fact that the collection {γ`,k, 1 ≤ k ≤ `} and the
points of the Poisson random measure {γk, k ∈ N} are constructed from the same exponential
random variables {Ei, i ∈ N}. It follows the same idea of proof as the proof of Proposition 6.3 in
[36] which in turn is based on the proof of Proposition 3.1 in [35]. Proposition 6.3 in [36] states
that if f is continuous functions that obeys∫
(0,∞) min(f(x), 1)dνα/b(x) <∞, (4.6.40)
then, P-a.s. lim`→∞
∑
1≤k≤` f(γ`,k) = f(γk). Since our functions are dependent on ` and not
continuous, we cannot derive (4.6.38) and (4.6.39) from Proposition 6.3 in [36] directly but we
can adapt its proof to our setting. For δ > 0 we define the sets I(δ) ≡ {k ∈ N : γk ≥ δ}
and Ic(δ) = N \ I(δ). As in the proof of Proposition 6.3 in [36], one can show that P-a.s. the
contribution coming from k ∈ Ic(δ) to f2 vanishes, P-a.s., as first `→∞ and then δ → 0. Since
f`,1 ≤ f1 ≤ f`,2 ≤ f2, it suffices to establish (4.6.38) and (4.6.39) for k ∈ I(δ). Let us first
establish the claim of (4.6.39). We write∑
k≤`,k∈I(δ) f`,2(γ`,k) =
∑
k≤`,k∈I(δ) γn,k −
∑
k≤`,k∈I(δ) γ`,k1γ`,k≤b` ≡ (I)− (II). (4.6.41)
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From the proof of Proposition 3.1 in [36] we know that (I) tends, P-a.s., as `→∞ and δ → 0, to∑
k∈N f2(γk). It remains to establish that (II) vanishes, P-a.s. Note that (II) ≤ b`|I(δ)| and that
E|I(δ)| = δ−α/b. Thus, by a first order Chebyshev inequality,
P(∑k∈I(δ) γ`,k1γ`,k≤b` > b/2` ) ≤ b/2` δ−α/b, (4.6.42)
which tends to zero. Hence, (4.6.39) holds P-a.s. Let i = 1. It suffices to establish that, P-a.s.,
lim`→∞
∑
k≤`,k∈I(δ) f`,1(γ`,k) =
∑
k∈I(δ) f1(γk). (4.6.43)
We do this in two steps. First we establish that, P-a.s.,
lim`→∞
∣∣∑
k∈I(δ)∩T `
(
f`,1(γ`,k)− f1(γk)
)∣∣ = 0. (4.6.44)
In a second step we prove that, P-a.s.,
lim`→∞
(∑
k∈I(δ),k>` γk +
∑
k≤`,k∈I(δ) γk1γ`,k≤n
)
= 0. (4.6.45)
Since f`,1 = 0 for k /∈ T `, (4.6.44) and (4.6.45) imply (4.6.43). Let us first establish (4.6.45). By
definition of γk (see (4.6.17)),∑
k>`,k∈I(δ) γk ≤
∑
k>`
(∑k
i=1Ei
)−b/α = ∑k>` k−b/α( 1k ∑ki=1Ei)−b/α. (4.6.46)
By the law of large numbers, we can bound, P-a.s., for k ≥ k0, 1/k∑ki=1Ei ≥ 1−ε. Since b > α,
we know that (4.6.46), and hence also the first sum in (4.6.45), tend P-a.s. to zero. Let us now
bound the second sum in (4.6.45). Using the definition of γ`,k and γk (see (4.5.2) and (4.6.17)),
the fact that G−1 is regularly varying with index−1/α at 0+ and the law of large numbers one can
show that, P-a.s., supk∈B1 |γ`,k/γk − 1| → 0. Thus,∑
k∈B1 γk1γ`,k≤` ≤ ` supk∈I(δ) |γk/γ`,k − 1||I(δ)|, (4.6.47)
which vanishes P-a.s. by (4.6.42). Therefore, the claim of (4.6.45) holds true. Let k ∈ I(δ) ∩ T `.
Set X`,k ≡ γ1/b`,k Yk and Xk ≡ γ1/bk Yk. Suppose without loss of generality that X`,k ≤ Xk. Using
for x ≥ 0 the inequalities 1− e−x ≤ x and xe−x ≤ 1, we get that
|f`,1(γ`,k)− f1(γk)| ≤ |γ`,k − γk|e−ρ/X`,k + γke−ρ/Xk
∣∣1− exp(−ρ/X`,k + ρ/Xk)∣∣
≤ |γ`,k − γk|+ γke−ρ/Xkρ/Xk
∣∣1−Xk/X`,k∣∣
≤ γk
(|1− γ`,k/γk|+ ∣∣1− (γk/γ`,k)1/b∣∣). (4.6.48)
When X`,k > Xk we can proceed similarly. Thus,∣∣∑
k∈I(δ)∩T `
(
f`,1(γ`,k)− f1(γk)
)∣∣ ≤ supk∈I(δ)∩T ` C(|1− γ`,kγk |)∑∞k=1 γk. (4.6.49)
Now, by Proposition 6.3 in [37], P-a.s., ∑k γk < ∞. As remarked above (4.6.47), P-a.s.,
supk∈B1 |γ`,k/γk − 1| → 1. Hence, (4.6.49) tends to zero. This finishes the proof of (4.6.44)
and together with (4.6.45) the proof of Lemma 4.20.
Proof of Proposition 4.17. We are now ready to conclude the proof of Proposition 4.17. First, by
Lemma 4.18, we know that, P-a.s., |σ`−σ`| converges inPµA,b-probability to zero. Then, Lemma
4.19 and Lemma 4.20 establish that, P-a.s., σ` ⇒ σ. By Slutzky’s Theorem we therefore obtain
that, P-a.s., σ` ⇒ σ.
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4.6.2 Convergence of the initial jump on short time scales
In this section we study the initial jump when we observe the process on short time scales as defined
in (4.1.32). In order to make this statement precise, we define the rescaled initial jump is as
σsh` ≡ (csh` )−1e1
∑
x∈A(τ(x))1−θ
(∑
y∼x(τ(y))θ
)−1
1J(0)=x, (4.6.50)
and its representation on (Ω,F ,P) through
σsh` ≡ (csh` )−1e1
∑`
k=1 `
1/αγ
(1−θ)/b
pi(k),`
(∑
y∼xk(τ(y))
θ
)−1
1J(0)=xk . (4.6.51)
Let us now establish the following proposition.
Proposition 4.21. Let csh` be given by (4.1.18). Let Y be a collection of i.i.d. random vari-
ables on (Ω,F ,P) whose elements are as in (4.1.31). Let Γ be the Poisson random measure
defined in (4.6.17). Then, P-a.s., σsh` ⇒ σsh, where σsh has distribution function P(σ ≤ u) =
FY,θ(ut−(1−θ)δ
′
w ), u > 0, where FY,θ is given by (4.1.17) and where δ′ = δ/(1 +α)1d=1 + δ1d≥2.
Proof. By Lemma 4.16 and by (4.6.13), we know for all ε > 0, P-a.s., for ` large enough
|PµA,b(σsh` > u)− PµA,b(σsh` 1Dc` > u
∣∣J(0) ∈ T )| < ε, ∀u > 0, (4.6.52)
where D` = D1` ∪D2` is as in (4.6.9) and (4.6.10). By definition of D`, the balls {Bθ`(xk), pi(k) ∈
T `} are disjoint and so∑y∼xk(τ(y))θ is a collection of i.i.d random variables which is independent
of {γ`,k, k ∈ T `}. Hence, writing Yi ≡ (∑2dk=1(τi,k)θ)−1, we get for u > 0,
PµA,b(σsh` > u) =
∑
k∈T ` γ`,k
(∑
k∈T ` γ`,k
)−1
P
(
e1(γ`,k)(1−θ)/bYk > ucsh` `−(1−θ)/α
)
= ∑k∈T ` γ`,k(∑k∈T ` γ`,k)−1 exp(−u/{t(1−θ)δ′w γ(1−θ)/b`,k Yk}), (4.6.53)
where we used the definition of csh` in the last step. As in the proof of Lemma 4.20 one can show
that, P-a.s., for all u > 0,
lim`→∞ PµA,b(σsh` > u) =
∑∞
i=1
γi∑∞
i=1 γi
exp
(−u/(t(1−θ)δ′w γ(1−θ)/bi Yi)), (4.6.54)
as desired. The proof of Proposition 4.21 is finished.
4.7 Conclusions of the proofs of the convergence results of Section
4.1.1 when µ = µA,b
In this sections we conclude the proofs of Theorems 4.2, 4.4, 4.6, 4.7, and Corollary 4.3 in the
following order: Section 4.7.1 is devoted to Theorem 4.2, Section 4.7.2 to Theorem 4.6, Section
4.7.3 to Corollary 4.3, Section 4.7.4 to Theorem 4.4, , and Section 4.7.5 to Theorem 4.7
4.7.1 Conclusion of the proof of Theorem 4.2
We now derive the claim of Theorem 4.2 from Theorem 4.1, Proposition 4.17, and Lemma 4.15.
Let us first establish that the conditions of Theorem 4.1 are met for σ` and Sb` as in (4.5.8) and
(4.5.9). By Proposition 4.17, we know that P-a.s., σ` ⇒ σ. Also, cint` satisfies Condition (A-2)
and therefore, writing R(cint` tw, cint` t) for the representation of R(cint` tw, cint` t) on (Ω,F ,P), we
know that, P-a.s., for all δ > 0,
lim`→∞R(cint` tw, cint` t) = C∞,δ(tw, t), (4.7.1)
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where C∞,δ is as in (4.1.21) when we substitute FY,0 for FY,0. To conclude the proof, it remains to
apply Lemma 4.15 to get results on (Ω,F ,P). Let {X1`,k} = {γ`,k}, {Xˆ1`,k} = {γ`,k}, {X2`,k} =
{τ(x), x /∈ A} and g`({X1`,k}, {X2`,k}) = R(cint` tw, cint` t). Combining (4.7.1) and Lemma 4.15
yields, in P-law,
lim
`→∞
R(cint` tw, cint` t) = C∞,δ(tw, t). (4.7.2)
This finishes the proof of Theorem 4.2.
4.7.2 Conclusion of the proof of 4.6
In this section we determine the limit of Π(csh` tw, csh` t) where csh` is as in (4.1.18). Let tw, t > 0
and fix δ > 0. Recall that Π(csh` tw, csh` t) is the probability that X stays in the same point during
the time interval (csh` tw, csh` (tw + t)). This event can be decomposed into two events. The first
is that X(csh` t′) = X(0) for all t′ ≤ tw + t and the second is that there is t′ ≤ tw such that
X(0) 6= X(csh` t′) and X(csh` tw) = X(csh` (tw + t′)) for all t′ ≤ t. Using the definition of σsh` in
(4.6.50), we thus have
Π(csh` tw, csh` t) = PµA,b
(
σsh` ≥ t+ tw
)
+ PµA,b
(
σsh` < tw, X(csh` tw) = X(csh` (tw + s), ∀0 ≤ s ≤ t
)
. (4.7.3)
In Proposition 4.21 we have established that, P-a.s., σsh` ⇒ σsh. We use this now to determine
the limit as `→∞ and tw →∞ such that t/t(1−θ)δ
′
w = ρ, where δ′ = δ/(1 + α)1d=1 + δ1d≥2 of
(4.7.3). Let Π(csh` tw, csh` t) denote the probability of no jump in the representation on (Ω,F ,P).
Eq. (4.7.3) also holds in this representation. Let us now compute the limits of the summands in
(4.7.3). By Proposition 4.21, we know that, P-a.s.,
lim`→∞ PµA,b
(
σsh` > t+ tw
)
= 1− FY,θ
(
(t+ tw)t−(1−θ)δ
′
w
)
, (4.7.4)
where FY,θ is as in Proposition 4.21. Now,
lim
tw→∞: t/t(1−θ)δw =ρ
(
1− FY,θ
(
(t+ tw)t−(1−θ)δ
′
w
))
= 1− FY,θ(ρ), (4.7.5)
where we used the assumption (1− θ)δ′ > 1. Also, by (4.7.4)
PµA,b(σsh` ≤ tw)
`→∞−→ FY,θ
(
t1−(1−θ)δ
′
w
) tw→∞−→ 0. (4.7.6)
The left hand side of (4.7.6) is an upper bound for the second summand in (4.7.3). Thus, plugging
(4.7.5) and (4.7.6) into (4.7.3), we obtain, P-a.s.,
lim
tw→∞: t/t(1−θ)δw =ρ lim`→∞Π(c
sh
` tw, c
sh
` t) = 1− FY,θ(ρ). (4.7.7)
It remains to derive a statement in the original probability space. We apply Lemma 4.15 to
{X1`,k} = {γ`,k}, {Xˆ1`,k} = {γ`,k}, {X2`,k} = {τ(x), x /∈ A} and g`({X1`,k}, {X2`,k}) =
Π(csh` tw, csh` t). Combining (4.7.8) and Lemma 4.15 yields, in P-law,
lim
tw→∞: t/t(1−θ)δw =ρ lim`→∞Π(c
sh
` tw, c
sh
` t) = 1− FY,θ(ρ). (4.7.8)
This finishes the proof of Theorem 4.6.
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4.7.3 Conclusion of the proof of Corollary 4.3
We study the behavior of C∞,δ(tw, t), as tw →∞ and t/tδw = ρ for ρ ≥ 0, in this section. For this,
we distinguish three cases with respect to δ. First, let δ < 1. Since FY,0 is a distribution function,
lim tw→∞
t/tδw=ρ
(
1− FY,0
( tw+t
tδw
))
= lim tw→∞
t/tδw=ρ
(
1− FY,0
(
t1−δw + ρ
))
= 0. (4.7.9)
Also, since v 7→ Aslα
(
tw−v
tw−v+t
)
is decreasing, we have for ε ∈ (0, 1− δ)∫ tw
0 Aslα
( tw−v
tw−v+t
)
dFY,0
(
v
tδw
)
≥ Aslα
(
1/{1− t/(tw − tδ+εw )}
)[
FY,0(tεw)− FY,0(0)
]
. (4.7.10)
The term FY,0(tεw)− FY,0(0) tends to 1 as tw →∞ and the second term on the right hand side of
(4.7.10) tends to one as tw →∞ and t/tδw = ρ. Thus, the proof for δ < 1 is complete.
Let δ = 1 and take tw, t such that t/tδw = ρ. Then, (tw + t)t−δw = 1 + ρ and the first term in
C∞,δ(tw, t) is equal to 1− FY,0(1 + ρ). Moreover, substituting u = vtw yields∫ tw
0 Aslα
( tw−v
tw−v+t
)
dFY,0
(
vt−1w
)
=
∫ 1
0 Aslα
( 1−w
1−w+ρ
)
dFY,0
(
w
)
, (4.7.11)
which is as desired. This finishes the proof for δ = 1.
Finally, let δ > 1. Since Aslα is a probability measure,
1− FY,0((tw + t)t−δw ) ≤ C∞,δ(tw, t) ≤ 1− FY,0((tw + t)t−δw ) + FY,0(t1−δw ). (4.7.12)
The last term in (4.7.12) tends for tw → ∞ to zero. Moreover, 1 − FY,0(t1−δw + tt−δw ) tends for
tw →∞ such that t/tδw = ρ to 1− FY,0(ρ). The proof for δ > 1 is finished.
4.7.4 Conclusion of the proof of 4.4
In this section we determine the limit of R(clo` tw, clo` t), as clo` → ∞. Let alo` , θlo` as in (4.1.14).
We establish now that the assumptions of Theorem 4.1 are verified in this setting. Note first that
|A| = ` clo` and so Condition (A-2) is satisfied. It remains to establish that Condition (A-1) holds
for σ = 0. By (4.2.28) it suffices to prove in this respect that the set T` = {x ∈ A : τ(x) > clo` lo` },
where lo` is as in (4.6.1), is P-a.s. empty. We have that, P(T` 6= ∅) ≤ `−m+1(lo` )−α, which
vanishes. Thus, P-a.s., T` = ∅ and so σ` ⇒ 0 by (4.2.28).
4.7.5 Conclusion of the proof of Theorem 4.7
This section contains the proof of Theorem 4.7. For this, we verify the conditions of Theorem
4.1. By (4.1.34) and (4.1.36), Condition (A-2) is satisfied and it remains to check Condition (A-
1). Since k is a finite number, nothing changes in the calculations of the proofs of Theorem 4.2
and Theorem 4.4 when A = ⋃ki=1Ai. What remains to be checked is the mutual independence
of {Γi}ki=1, the mutual independence of the collection {Y i}ki=1, and the independence of {Γi}ki=1,
and {Y i}ki=1. By construction, {{τ(x), x ∈ Ai}, i = 1, . . . , k} is a family of mutually independent
collections, which implies that the Γi’s are mutually independent. We define the eventsD1n andD2n
as in (4.6.9) and (4.6.10), with the set T` given by
T` ≡
⋃k
i=1 T`,mi , (4.7.13)
where T`,mi ≡
{
x ∈ A : τ(x) > `mi/α`
}
. Then, the balls with radius θ` around points xk for
pi(k) ∈ T` are disjoint which implies that the Y¯ i’s are mutually independent, and moreover that
{Γi}ki=1 is independent of {Y i}ki=1. The proof of Theorem 4.7 is complete.
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4.8 Properties of FY,θ
In this section we study the behavior of the distribution function of FY,θ, θ ∈ [0, 1). We establish
in Proposition 4.22 that its expectation can be written as a Laplace transform of a random variable.
This proposition is taken from [38]. The proof of assertions (4.1.27)-(4.1.30) of Theorem 4.5
follows from Proposition 4.22, dominated convergence, and simple but lengthy calculations.
Let us now write FY,θ, respectively F Y,θ ≡ 1 − FY,θ as a Laplace transform of a random
variable Z having density function given by
dfα/b(z) ≡ (α/b) z−α/bdz
∫∞
0 dλ exp
{−(Γ(1− α/b)λα/b + λz)} , z ≥ 0 . (4.8.1)
Proposition 4.22. Denote by G the distribution function of Y1. For ρ ≥ 0 and θ ∈ [0, 1),
EF Y,θ(ρ) =
∫∞
0 dG(y)
∫∞
0 dfα/b(z) exp
{−ρz−(1−θ)/by−1}. (4.8.2)
Proof of Proposition 4.22. Fix ρ ≥ 0 and θ ∈ [0, 1). The collection Y is independent of Γ. There-
fore, conditioning on Γ and using the fact that the Yj’s are i.i.d.,
E
(
F Y,θ(ρ)
∣∣Γ) = ∑∞j=1(∑∞j=1 γj)−1γj E(exp{−ργ−(1−θ)/bj (Y1)−1}∣∣Γ). (4.8.3)
Thus, each summand is multiplied with Y1 and we obtain by Fubini
EF Y,θ(ρ) =
∫∞
0 dG(y)E
(∑∞
j=1 γj exp
{−ρ/(γ(1−θ)/bj y)−1}(∑∞j=1 γj)−1). (4.8.4)
Hence it suffices to calculate for fixed y ∈ (0,∞),
EF Y,θ(ρ) = E
(∑∞
j=1 γj exp
{−ρ/yγ−(1−θ)/bj }(∑∞j=1 γj)−1). (4.8.5)
Let y ∈ (0,∞) be fixed and set ρ′ ≡ ρy. Given an integer m > 0 set
σ+m(ρ′) =
∑∞
i=1 γi exp{−ρ′/γ(1−θ)/bi }1{γi>1/m}, (4.8.6)
σ−m(ρ′) =
∑∞
i=1 γi exp{−ρ′/γ(1−θ)/bi }1{γi≤1/m}, (4.8.7)
and write EF Y,θ(ρ′) ≡ h+m(ρ′) + h−m(ρ′) where
h+m(ρ′) = E
σ+m(ρ′)
σ+m(0) + σ−m(0)
, h−m(ρ′) = E
σ−m(ρ′)
σ+m(0) + σ−m(0)
. (4.8.8)
Clearly EF Y,θ(ρ′) = limm→∞(h+m(ρ′) + h−m(ρ′)). Observing that
h−m(ρ′) ≤ E
σ−m(0)
σ+m(0) + σ−m(0)
e−ρ
′m(1−θ)/b ≤ e−ρ′m(1−θ)/b , (4.8.9)
we have limm→∞ h−m(ρ′) = 0. It thus suffices to establish that
lim
m→∞h
+
m(ρ′) =
∫∞
0 dfα/b(z) exp
{−ρ′/z(1−θ)/b}. (4.8.10)
To this end let {γ−i , i ∈ N} and {γ+i , i ∈ N} be, respectively, the marks of PRM(ν−α/b,m)
and PRM(ν+α/b,m) where, for a Borel set A ⊆ (0,∞), ν−α/b,m(A) = µ(A ∩ (0, 1/m)) and
ν+α/b,m(A) = µ(A∩ [1/m,∞)). Namely, these are the restrictions of PRM(µ) to the sets (0, 1/m)
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and [1/m,∞) respectively. Since these sets are disjoint, PRM(ν−α/b,m) and PRM(ν+α/b,m) are in-
dependent. A well known necessary and sufficient condition for the sums σ±m(ρ′) in (4.8.6)-(4.8.7)
to be absolutely convergent with probability one is that (see e.g. [46], Campbell’s Theorem)∫
dν±α/b,m(x) min
(
xe−ρ′/x(1−θ)/b , 1
)
<∞. (4.8.11)
But clearly, (4.8.11) holds true for all m ≥ 0, all ρ′ ≥ 0, and all α ≤ b ≤ 1, α/b < 1. Thus, using
the identity 1X =
∫∞
0 dλe
−λX and Fubini, we can write, with obvious notation,
h+m(ρ′) = E
∫∞
0 dλ σ
+
m(ρ′)e−λ{σ
+
m(0)+σ−m(0)},
=
∫∞
0 dλ E+
(
σ+m(ρ′)e−λσ
+
m(0)
)
E−
(
e−λσ
−
m(0)
)
. (4.8.12)
Lemma 4.23. For λ ≥ 0 set
ψ±m(λ) =
∫∞
0 dν
±
α/b,m(x)
(
1− e−λx
)
. (4.8.13)
Then
E−
(
e−λσ
−
m(0)
)
= e−ψ
−
m(λ), (4.8.14)
E+
(
σ+m(ρ′)e−λσ
+
m(0)
)
=
∫∞
0 dν
+
α/b,m(x) xe
−(ρ′x−(1−θ)/b+λx)e−ψ+m(λ). (4.8.15)
and both expectations are finite for all m ≥ 0, all ρ′ ≥ 0, and all α < b ≤ 1, α/b < 1.
Proof of Lemma 4.23. The expectation (4.8.14) is bounded by 1 since σ−m(0) ≥ 0. The bound-
edness of (4.8.15) follows from (4.8.11). We are left to evaluate the expectations appearing in
(4.8.12). Eq. (4.8.14) is the characteristic functional of PRM(ν−α/b,m). We thus only have to prove
(4.8.15). Observe that for m > 0, PRM(ν+α/b,m) has finite intensity measure. Then, as is well
known (see e.g. Chapter 2.4 in [46]), conditioning on the total number of points of the process
turns it into a Bernoulli process. More precisely, if N denotes the counting function of PRM(µ+ε )
then, conditional on N([ε,∞)) = n, the points X1, . . . , Xn of PRM(ν+α/b,m) are i.i.d. random
variables with common distribution
ν+α/b,m(dx){να/b([1/m,∞))}−1 . (4.8.16)
Thus we can write
E+
(
σ+m(ρ′)e−λσ
+
m(0)
)
= ∑∞n=0(να/b([1/m,∞)))n e−να/b([1/m,∞))n! E+n (σ+m(ρ′)e−λσ+m(0)) ,
(4.8.17)
where E+n
(
σ+m(ρ′)e−λσ
+
m(0)
)
≡ E+
(
σ+m(ρ′)e−λσ
+
m(0)
∣∣N([1/m,∞)) = n). Now,
E+n
(
σ+m(ρ′)e−λσ
+
m(0)
)
= E+n
∑n
i=1Xie
−ρ′/X(1−θ)/bi exp
{
−λ∑nj=1Xj}
= ∑ni=1 E+n (Xie−ρ′/X(1−θ)/bi −λXi)(E+n exp{−λ∑nj=1
j 6=i
Xj
})
= nABn−1 (4.8.18)
where the one before last line follows by independence, and where in the last line
A ≡ ∫ xe−ρ′/x(1−θ)/b−λx (ν+α/b,m(dx)/να/b([1/m,∞))) , (4.8.19)
B ≡ ∫ e−λx (ν+α/b,m(dx)/να/b([1/m,∞))) . (4.8.20)
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Combining (4.8.17) and (4.8.18) we obtain
E+
(
σ+m(ρ′)e−λσ
+
m(0)
)
= Aνα/b([1/m,∞))e−να/b([1/m,∞))(1−B), (4.8.21)
and inserting (4.8.19) and (4.8.20) into (4.8.21) yields (4.8.14). Finally, the boundedness of (4.8.14)
is immediate whereas that of (4.8.15) follows from explicit calculations.
Inserting (4.8.14) and (4.8.15) into (4.8.12) yields
h+m(ρ′) =
∫∞
0 dλ
∫∞
0 ν
+
α/b,m(dx) xe
−(ρ′/x(1−θ)/b+λx)e−{ψ+m(λ)+ψ−m(λ)}. (4.8.22)
By (4.8.13) and the definition of ν±α/b,m, ψ
+
m(λ) +ψ−m(λ) =
∫∞
0 dνα/b,m(x)
(
1− e−λx
)
= Γ(1−
α/b)λα/b. Together with this and the definition of να/b, (4.8.22) becomes
h+m(ρ′) =
∫∞
0 dλ
∫∞
1/m dx (α/b) x−α/be−ρ
′/x(1−θ)/be−(Γ(1−α/b)λα/b+λx). (4.8.23)
Note here that
h+m(ρ′) ≤ h+∞(0) =
∫∞
0 dλ
∫∞
0 dx (α/b) x−α/b exp
{−(Γ(1− α/b)λα/b + λx)}
= (α/b)
∫∞
0 dλ λ
α/b−1Γ(1− α/b) exp{−(Γ(1− α/b)λα/b)} = 1. (4.8.24)
By Fubini we thus may interchange the order of integration in (4.8.23), and setting for x ≥ 0
dfα/b,m(x) ≡ (α/b) x−α/b1{x≥1/m}dx
∫∞
0 dλ exp
{−(Γ(1− α/b)λα/b + λx)}, (4.8.25)
we obtain
h+m(ρ′) =
∫∞
0 exp
{−ρ′/x(1−θ)/b}dfα/b,m(x). (4.8.26)
Again by (4.8.24) dominated convergence applies and passing to the limit n → ∞ in (4.8.26)
yields (4.8.10). The proof of (4.8.2) is now complete.
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