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Abstract
Conflict-Based Search (CBS) is a popular frame-
work for solving the Multi-Agent Path Finding
problem. Some of the conflicts incur a foresee-
able conflict in one or both of the children nodes
when splitting on them. This paper introduces a
new technique, namely the head-on technique that
finds out such conflicts, so they can be processed
more efficiently by resolving the conflict with the
potential conflict all together in one split. The pro-
posed technique applies to all CBS-based solvers.
Experimental results show that the head-on tech-
nique improves the state-of-the-art MAPF solver
CBSH.
1 Introduction
The Multi-Agent Path Finding (MAPF) problem is defined
by a graph G = (V,E) and a set of k agents a1...ak, where
each agent ai has a start location si ∈ V and a goal loca-
tion gi ∈ V. Time is discretized into timesteps, each agent
can either move to an adjacent location or wait in its cur-
rent location. Both move and wait actions incur a cost of
one until the agent reaches its goal location and stays there.
A path of an agent ai is a sequence of move and wait ac-
tions that lead ai from its star location si to its goal location
gi. A tuple 〈ai, aj , v, t〉 is a vertex conflict iff agent ai and
aj occupy the same location v ∈ V at the same timestep t,
and A tuple 〈ai, aj , u, v, t〉 is an edge conflict iff agents ai
and aj travel the same edge (u, v) ∈ E in opposite direc-
tions between timesteps t - 1 and t. A solution is a set of
k paths, one for each agent. Our task is to find a conflict-
free solution. Solving MAPF problem optimally has been
proved to be NP-hard[Yu and LaValle, 2013][Yu, 2015]. See
[Felner et al., 2017] for a survey.
Conflict-Based Search (CBS) [Sharon et al., 2015] is a
two-level search-based optimal algorithm for MAPF which
resolves conflicts by adding constraints on the involved
agents. ICBS [Boyarski et al., 2015] improved CBS with
classifying and prioritizing conflicts. CBSH-CG (called CG
here) [Felner et al., 2018] introduced an admissible heuristic
for CBS high-level search for the first time by reasoning about
a type of conflicts [Boyarski et al., 2015] that increase cost to
resolve. CBSH-WDG (called WDG here) [Li et al., 2019a]
purposed another admissible heuristic by reasoning about
pairwise dependencies between agents. Rectangle reasoning
technique [Li et al., 2019c] identifies rectangle conflicts and
resolves them efficiently in grid-based MAPF problem. Be-
sides that a number of suboptimal CBS solvers have also been
introduced [Cohen et al., 2016] [Barer et al., 2014].
In this paper, we introduce a new way of reasoning about
head-on conflicts for CBS-based MAPF solvers. Existing
CBS-based solvers resolve head-on conflicts by making one
of the involved agents wait for one timestep before the con-
flict, which will result in another predictable conflict. To this
end, we resolve them in one split to improve the performance
of CBS-based solvers.
2 Background
2.1 Conflict-Based Search (CBS)
CBS has two levels. The high level of CBS searches a bi-
nary conflict tree (CT). Each CT node N contains: (1) a set
of constraints (N.constraints) imposed on agents., where each
constraint is either a vertex constraint 〈ai, v, t〉 that prohibits
agent ai from being at location v at timestep t or an edge
constraint 〈ai, u, v, t〉 that prohibits agent ai from moving
from location u to v between timesteps t-1 and t; (2) a solu-
tion (N.solution) that satisfies N.constraints; and (3) the cost
of solution (N.cost), which is the sum of the costs of all paths.
The root CT node contains an empty set of constraints. The
high level performs a best-first search according to the costs
of CT nodes.
When CBS chooses a CT node N to expand, it checks
N.solution for conflicts. If there are none, CBS terminates,
declares N the goal node and returns N.solution. Otherwise,
CBS chooses a conflict randomly to resolve, by splitting N
into two child CT nodes. In each child CT node, an ad-
ditional constraint is added to prohibit one of the involved
agents from occupying the location v or traversing the edge
(u,v)at t. The path of the agent must be replanned by a low-
level search since it no longer satisfies the constraints of the
child CT node. By considering both ways to resolve each
conflict, CBS guarantees optimality.
2.2 Improved CBS (ICBS)
CBS arbitrarily chooses conflicts to split on, while
the order of resolving conflicts can significantly affect
Figure 1: An example of head-on conflicts and both agents’ MDD.
(a) and (b) are MDDs of ai and aj before the CBS split, (c) is the
MDD of ai after the CBS split.
the size of the CT and thus the runtime. Improved
CBS(ICBS)[Boyarski et al., 2015] addresses this issue by
classifying and prioritizing conflicts. ICBS chooses conflicts
in order of: (1) cardinal conflicts, a conflict is cardinal iff
when CBS splits a CT node N on it, the cost of each child CT
node of N is larger than N.cost. (2) semi-cardinal conflicts,
a conflict is semi-cardinal iff the cost of one child CT node
of N is larger than N.cost and the cost of the other is equal to
N.cost. (3) non-cardinal conflicts, a conflict is non-cardinal
iff the cost of each child CT node of N is equal to N.cost.
ICBS uses MDDs to classify conflicts. The multi-valued
decision diagram(MDD) [Sharon et al., 2013] is a directed
acyclic graph that compactly stores all possible paths of given
cost c for a given agent ai while only considering the con-
straints imposed on ai. Nodes at depth t of ai’s MDD are
all possible locations along the optimal paths that cost c at
timestep t. If there is only one node 〈v, t〉 at depth t it is
called a singleton, which means all optimal paths of that agent
must be at v at timestep t. Cardinal conflicts happen between
two singletons, semi-cardinal conflicts involve only one. Fig-
ure 1 gives an example, the vertex conflict 〈a1, a2, B2, 3〉 be-
tween (b) and (c) is cardinal since 〈B2, 3〉 is a singleton in
both MDDs. The edge conflict 〈a1, a2, B2, B3, 3〉 between
(a) and (b) is cardinal since 〈B2, 2〉, 〈B3, 3〉 are singletons in
a1’s MDD and 〈B3, 2〉, 〈B2, 3〉 are singletons in a2’s MDD.
3 IDENTIFY HEAD-ON CONFLICTS
In this section, we further classify cardinal conflicts into three
types. Like classifying the cardinal and semi-cardinal con-
flicts needs to check the MDD width of both agents sepa-
rately, we reason about the involved agents one at a time.
3.1 Definition of Head-on
When classifying a conflict 〈ai, aj , v, t〉/ 〈ai, aj , u, v, t〉, we
say the conflict is head-on for ai iff it satisfies the following
conditions:
1. The conflict is cardinal.
2. The conflict occurs before both agents reach their goal
locations, and if the conflict is a vertex conflict, ai’s
MDD has a singleton 〈vpre, t − 1〉 and aj’s MDD has
a singleton 〈vpre, t + 1〉 where vpre is ai’s location at
timestep t− 1 in its optimal path before the split.
3. After adding the constraints {〈ai, v, t〉, 〈ai, vpre, v, t+
1〉}/ {〈ai, u, v, t〉, 〈ai, u, t〉} the length of ai’s path is
larger than l + 1 (where vpre is ai’s location at timestep
t−1 inN .solution, l is the length of ai’s path before the
split.).
Condition(1) and condition(2) intend to make sure that the
optimal paths of the two agents have a conflict on a little
“footlog”, which means the conflict can’t be resolved if we
only make ai wait for on timestep before the conflict. We
use Condition(2) to check whether the two agents are head-
ing in opposite directions and whether the conflict is “sur-
rounded” by singletons. There are extra conditions for vertex
conflicts because cardinal edge conflicts already suit such re-
quirements. Condition(3) is imposed for excluding the influ-
ence of existing constraints. With all these three conditions,
now we can say there will be another cardinal conflict after
resolving the first one for sure.
Theorem 1. Suppose that a CT node N chooses to resolve
a vertex/ edge conflict 〈ai, aj , v, t〉/ 〈ai, aj , u, v, t〉 that
is head-on for ai, and the child CT node of N, Nc (with an
additional constraint 〈ai, v, t〉/ 〈ai, u, v, t〉) has a solution,
then Ni has a cardinal edge/ vertex conflict 〈ai, aj , vpre, v,
t+ 1〉/ 〈ai, aj , u, t〉.
Proof. We prove the theorem by adding the two constraints
separately, so there will be two replannings in this process.
After adding the first constraints 〈ai, v, t〉/ 〈ai, u, v, t〉,
{〈vpre, t〉, 〈v, t + 1〉}/ 〈u, t〉 are/is singleton(s) in the new
MDD, otherwise there will be two situations: the nodes are
not in the newMDDor there are other nodes at the same depth
in the new MDD. The conflict occurs before both agents
reach their goal locations, in such cases [Li et al., 2019a] has
proven thatNi.cost ∈ {N .cost,N .cost + 1}. So the length of
the replanned path for ai is l or l+1. Since the conflict is car-
dinal the length of the first replanned path must be l+1 and so
be the depth of the newMDD. In the first situation, the second
constraint can’t affect the second replanning, so the length
of ai’s path is still l + 1 contradict the condition(3). In the
second situation, there are other edges/vertexes at the same
depth which means after adding the second constraint there
are other options to reach the goal with the same timesteps
l+1. In other words, the second constraint can’t increase the
length of ai’s path, therefore both situations contradict the
assumption.
If the conflict is a vertex conflict, 〈vpre, t〉 and 〈v, t+1〉 are
singletons in ai ’s new MDD, 〈v, t〉 and 〈vpre, t+ 1〉 are still
singletons in aj’s MDD in Ni according to condition(2). So
Ni has a cardinal edge conflict 〈ai, aj , vpre, v, t+ 1〉. If the
conflict is an edge conflict, 〈u, t〉 is a singleton in both agent’s
MDD in Ni, Therefore Ni has a cardinal vertex conflict 〈ai,
aj , u, t〉.
For better understandingwe give an example shown in Fig-
ure 1. 〈a1, a2, B2, B3, 3〉 is a cardinal edge conflict. 〈B2, 2〉
is a singleton in a1’s MDD, After adding the constraint
〈a1, B2, B3, 3〉, 〈B2, 2〉 is delayed to 〈B2, 3〉 in the MDD
shown in Figure 1(c). 〈B2, 3〉 is a singleton in a2’s MDD,
which resulting in a cardinal vertex conflict 〈a1, a2, B2, 3〉.
In Figure 1. a1 and a2 have a vertex conflict 〈a1, a2, A2, 1〉
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Figure 2: A MAPF instance and its CT.
that is head-on for both agents. The location A1 is vpre for
ai. After adding the constraint 〈a1, A2, 1〉 there are single-
tons 〈A1, 1〉 and 〈A2, 2〉 in ai’s newMDD, singletons 〈A2, 1〉
and 〈A1, 2〉 remain in a2’s MDD. So there must be a cardinal
edge conflict 〈a1, a2, A1, A2, 2〉.
After the definition of head-on, we formally define head-on
conflicts.
3.2 Definition of Head-on Conflicts
Head-on conflict. A cardinal conflict is head-on for a CT
node N iff it is head-on for both involved agents. When CBS
splits on a head-on conflict of N, both children nodes will
have a known cardinal conflict. For example, in Figure 2 the
conflict 〈a1, a2, A2, 1〉 is a head-on conflict for the root node.
Both children node of the root node have a cardinal conflict
〈a1, a2, A1, A2, 2〉 or 〈a1, a2, A2, A3, 2〉 that is predictable
before the split action.
Semi-head-on conflict. A cardinal conflict is semi-head-on
for a CT node N iff it is head-on for one of the involved
agents. When CBS splits on a semi-head-on conflict of N,
one of the children nodes will have a known cardinal con-
flict. For example, in Figure 3(a) the conflict 〈a1, a2, B2, 1〉
is a semi-head-on conflict for the root node. The child node
with the new constraint 〈a1, B2, 1〉 have a cardinal conflict
〈a1, a2, B1, B2, 2〉 that is predictable before the split action.
Non-head-on conflict. A cardinal conflict is non-head-on
for a CT node N iff it is not head-on for both involved agents.
For example, in Figure 3(b) the conflict 〈a1, a2, B2, 1〉 is a
non-head-on conflict for the root node. There are no pre-
dictable conflicts can be foundwith head-on technique in both
of its children nodes.
When using the head-on technique, head-on conflicts are
given the highest priority to resolve, and then the semi-head-
on, at last the ordinary cardinal conflict and the rest is identi-
cal to ICBS.
3.3 A Technique to Accelerate Identification
The condition (3) in the definition of head-on uses the low-
level planner to identify head-on conflicts. Actually, we don’t
have to do that for all agents that satisfy the condition(1) and
(2), but only those who already have constraints on them.
Now we explain why:
Paths can be seen as a sequence of actions that lead the
agent from its start location to its goal location. In a 4-
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Figure 3: Examples of semi-head-on conflicts and non-head-on con-
flicts.
neighbor grid map there are five kinds of actions: left, right,
up, down and wait, we use nleft, nright, nup, ndown and
nwait to denote the number of an action in the original path,
n′left, n
′
right, n
′
up, n
′
down and n
′
wait to denote the number
of an action in the replanned path respectively. The hori-
zontal distance between the start location and goal location
is equal to |nleft − nright| and the vertical distance is equal
to |nup − ndown|. Obviously the optimal path without con-
straints has no wait actions. As proved in Theorem 1 the
length of ai’s replanned path with the first constraint is l+ 1.
So the replanned path has only one wait action. Apparently
one constraint can’t create more than one wait actions, we as-
sume the only opposite that there exists a replanned path that
has no wait actions with a length of l + 1, then we have:
|nleft − nright| = |n
′
left − n
′
right| (1)
|nup − ndown| = |n
′
up − n
′
down| (2)
nleft + nright + nup + ndown ++nwait = l (3)
n′left + n
′
right + n
′
up + n
′
down + n
′
wait = l + 1 (4)
nwait and n
′
wait are both 0 here. We use ∆left, ∆right,
∆up, ∆down to denote the differences of number of actions
after replan. So we have:
∆left +∆right +∆up +∆down = 1 (5)
From Equation (1) and (2) we know that∆left −∆right is
0 or -2(nleft − nright) which is even, ∆up − ∆down is 0 or
-2(nup − ndown) which is even as well, then we have:
∆left −∆right + 2∆right +∆up −∆down + 2∆down = 1
(6)
All subitems on the left side of Equation(6) are even, the
right side is odd, therefore the equation doesn’t hold, neither
the assumption. So the replanned path has only one wait ac-
tion.
Wait action can’t change the location, so the left replanning
problem is identical to the original planning, that is finding
a sequence of l actions from left, right, up and down four
actions that connects the start and the goal location, so they
have the same set of resulting paths, the only difference is that
there will be a wait action somewhere in the sequences before
timestep t for satisfying the constraint. By assumption both
〈vpre, t−1〉/ 〈u, t−1〉 and 〈v, t〉 are singletons, which means
all paths must traverse vpre at timestep t−1 and v at timestep
t. After the insertion, the singletons are delayed to 〈vpre, t〉/
〈u, t〉 and 〈v, t+1〉 with the first constraint. That leads to the
same conclusion as condition(3), so there are no constraints
on the agent can be seen as a much cheaper substitute for
condition (3).
The example shown in Figure 1 still works here. There
are no constraints on a1 before, after adding the constraint
〈a1, B2, B2, 3〉 the singletons 〈B2, 2〉 and 〈B3, 3〉 in Figure
1(a) are delayed to singletons 〈B2, 3〉 and 〈B3, 4〉 in Figure
1(c).
4 Resolving Head-on Conflicts
As mentioned above, the head-on technique works by resolv-
ing original conflicts and those predictable conflicts in one
split, to reduce the depth of the goal nodes and the size of CT.
In other words, our goal is to make sure all children nodes are
free from known conflicts without losing any conflict-free so-
lutions. To that purpose, we handle vertex and edge head-on
conflicts differently.
4.1 Semi-head-on Edge Conflicts
When a CT node N split on a semi-head-on edge conflict
〈ai, aj , u, v, t〉which is head-on for ai, the head-on technique
adds constraints 〈ai, u, v, t〉, 〈ai, u, t〉 to one child CT node
Ni and 〈aj , v, u, t〉 to the other. In another word we bring for-
ward the constraint 〈ai, u, t〉 that is going to be added some-
where in the subtree of the nodeNi. BothN ’s children nodes
are free from the conflicts 〈ai, aj , u, v, t〉 and 〈ai, aj , v, t〉.
Lemma 1. If two agents have an edge conflict 〈ai, aj , u, v, t〉,
then there are no pairs of conflict-free paths for the two
agents that violate both sets of constraintsC1 = {〈ai, u, v, t〉,
〈ai, u, t〉} and C2 = {〈aj , v, u, t〉}.
Proof. If there is such a pair of conflict-free paths, then aj
must be at v at timestep t − 1 and at u at timestep t since it
violates C2. It also needs to make sure ai be at u at timestep
t − 1 and at aj at timestep v, or be at u at timestep t for the
same reason. Both situations described above end up with a
conflict, which contradicts the assumption.
4.2 Head-on Edge Conflicts
When a CT node N split on a head-on edge con-
flict 〈ai, aj , u, v, t〉, the head-on technique adds constraints
〈ai, u, v, t〉, 〈ai, u, v, t + 1〉 to one child CT node and
〈aj , v, u, t〉, 〈aj , v, u, t + 1〉 to the other. We can’t handle
head-on edge conflicts the same way as semi-head-on con-
flicts because there is a possibility that both agents wait right
before the conflict happens. To this end, we “delay” the sec-
ond constraints to include that possibility to the search spaces
of both children nodes’ subtree. Both N ’s children nodes
are free from the conflicts 〈ai, aj , u, v, t〉, 〈ai, aj , u, t〉 and
〈ai, aj , u, t〉.
Lemma 2. If two agents have an edge conflict 〈ai, aj , u, v, t〉,
then there are no pairs of conflict-free paths for the two
agents that violate both sets of constraintsC1 = {〈ai, u, v, t〉,
〈ai, u, v, t+ 1〉} and C2 = {〈aj , v, u, t〉, 〈aj , v, u, t+ 1〉}.
Proof. We are going to analyze all combinations of con-
straints betweenC1 and C2. Violating constraints 〈ai, u, v, t〉
and 〈aj , v, u, t〉 at the same time results in a con-
flict 〈ai, aj , u, v, t〉. Violating constraints 〈ai, u, v, t〉 and
〈aj , v, u, t + 1〉 at the same time results in a conflict
〈ai, aj , v, t〉. Violating constraints 〈ai, u, v, t + 1〉 and
〈aj , v, u, t〉 at the same time results in a conflict 〈ai, aj , u, t〉.
Violating constraints 〈ai, u, v, t + 1〉 and 〈aj , v, u, t + 1〉 at
the same time results in a conflict 〈ai, aj , u, v, t+ 1〉. There-
fore all combinations of constraints between C1 and C2 can’t
be violated without conflicts and the lemma is proven.
4.3 Head-on and Semi-head-on Vertex Conflicts
A head-on or semi-head-on vertex conflict 〈ai, aj , v, t〉 is
handled as follow: if the conflict is head-on for ai we add con-
straints 〈ai, v, t〉, 〈ai, vpre, v, t+1〉 to the child CT nodeNi1,
and an additional child CT node Ni2 with new constraints
〈ai, v, t〉, 〈aj , v, vpre, t + 1〉 〈aj , v, t + 1〉. If the conflict is
not head-on for ai, then we add a child CT node Ni with
new constraint 〈ai, v, t〉, the same as original CBS does. So
splitting on a head-on vertex conflict generates four children
nodes, generates three if it is a semi-head-on vertex conflict.
All of N ’s children nodes are free from the conflicts between
the two agents around v.
Now we explain the reason why we add additional nodes.
Figure1 gives a good example on this issue. There are six CT
nodes that come out of resolving the head-on vertex conflict
〈a1, a2, A2, 1〉 and its predictable following conflicts. Only
the cost of Ni and Nj is 6, while all the other four nodes’
cost is 7. Just like resolving head-on edge conflict directly
will leave a possibility behind, there are two possibilities cor-
responding the two constraint combinations. One is ai is at
vpre at timestep t and at v at timestep t + 1, aj is at v at
timestep t, the other is aj is at vpost at timestep t and at v
at timestep t + 1, ai is at v at timestep t(vpost is aj’s loca-
tion at timestep t− 1 before the split, corresponding to vpre).
These two possibilities can’t be covered by delaying the sec-
ond constraint. In the CT of original CBS, the two possibili-
ties are considered in Ni2 and Nj2 as shown in Figure 1. So
due to completeness, we add an additional CT node when-
ever the vertex conflict we resolve is head-on for an involved
agent. The additional nodes mean to take those possibilities
into consideration.
To sum up, if the vertex conflict is semi-head-on and only
head-on for one agent let’s say ai, then we generate three chil-
dren nodeNi1,Ni2, andNj , if it is head-on then we generate
four children nodeNi1, Ni2, Nj1 and Nj2.
Lemma 3. If twe agents have a vertex conflict 〈ai, aj , v, t〉
that is head-on for ai, then there are no pairs of conflict-free
paths for the two agents that violate all three sets of con-
straintsC1 = {〈ai, v, t〉, 〈ai, vpre, v, t+1〉},C2 = {〈aj, v, t〉}
and C3 = {〈ai, v, t〉, 〈aj , v, vpre, t+ 1〉, 〈aj , v, t+ 1〉}.
Proof. We analyze constraint combinations between con-
straint sets C1 and C2. Constraint combination {〈ai, v, t〉,
〈aj , v, t〉} can’t be violated at the same time without con-
flict. That leaves only one combination {〈ai, vpre, v, t + 1〉,
〈aj , v, t〉}, which means ai must be at vpre at timestep t and
at v at timestep t + 1, aj must be at v at timestep t. Now we
 ! "! #! $! %! &! '! (!
!)!
!)"
!)$
!)&
!)(
 )!
 ! "! #! $! %! &! '! (!
!
%!
 !!
 %!
"!!
"%!
#!!
 ! "! #! $! %! &!
!)!
!)"
!)$
!)&
!)(
 )!
 ! "! #! $! %! &!
!
%!
 !!
 %!
"!!
"%!
#!!
 !"
 #"
 $"
 
!
"
"
#
$
$
%
&
'
(
#
 !"#$%& '(& )*$+,-
*  !"
*  !"#$
*  !"#%
*  !"#%$
 %"
&
!
)
(
*
+
#
 !"#$%& '(& )*$+,-
*  !"
*  !"#$
*  !"#%
*  !"#%$
 
!
"
"
#
$
$
%
&
'
(
#
 !"#$%& '(& )*$+,-
* &"
* &"#$
* &"#%
* &"#%$
&
!
)
(
*
+
#
 !"#$%& '(& )*$+,-
* &"
* &"#$
* &"#%
* &"#%$
Figure 4: Results of WDG and CG with different enhancements on lak503d.
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Figure 5: Results of WDG and CG with different enhancements on 20×20 grids with 30% obstacles. The blue lines in (a) and (d) are hidden
by the red lines.
only need to prove there must be a conflict if it violates C3.
It can’t violate 〈ai, v, t〉 obviously. There will be a conflict
〈ai, aj , vpre, v, t + 1〉 if it violates 〈aj , v, vpre, t + 1〉, and a
conflict 〈ai, aj , v, t+1〉 if it violates 〈aj , v, t+1〉. Therefore
there are no pairs of conflict-free paths for the two agents that
violate all three sets of constraints.
Lemma 4. If twe agents have a head-on vertex conflict
〈ai, aj , v, t〉, then there are no pairs of conflict-free paths
for the two agents that violate all four sets of constraints
C1 = {〈ai, v, t〉, 〈ai, vpre, v, t + 1〉}, C2 = {〈aj , v, t〉,
〈aj , vpost, v, t + 1〉}, C3 = {〈ai, v, t〉, 〈aj , v, vpost, t + 1〉,
〈aj , v, t + 1〉} and C4 = {〈aj , v, t〉, 〈ai, v, vpost, t + 1〉,
〈ai, v, t+ 1〉}.
Proof. We analyze constraint combinations between con-
straint sets C1 and C2. Apart from the proof on Lemma 3,
constraint combination {〈ai, vpre, v, t + 1〉, 〈aj , vpost, v, t+
1〉} can’t be violated together so there is only one new con-
straint combination {〈ai, v, t〉, 〈aj , vpost, v, t + 1〉} between
two sets that we need to prove. It means that ai must be at
v at timestep t, aj must be at vpost at timestep t and at v
at timestep t + 1. Now we prove that it can’t violate C4.
It can’t violate 〈aj , v, t〉 obviously. There will be a conflict
〈ai, aj , v, vpost, t+ 1〉 if it violates 〈ai, v, vpost, t+ 1〉, and a
conflict 〈ai, aj , v, t+1〉 if it violates 〈ai, v, t+1〉. Therefore
there are no pairs of conflict-free paths for the two agents that
violate all four sets of constraints.
Theorem 2. CBS with head-on technique is complete and
optimal.
Proof. The low-level always plan an optimal path, the high-
level always chooses the node with minimum f -value to ex-
pand. Lemma 1, Lemma 2, Lemma 3 and Lemma 4 have
proven that the head-on technique keeps all the conflict-free
solutions in split actions. So the first chosen CT node with-
out conflicts has the minimum cost, which means CBS with
head-on technique is optimal. The cost of the expanded node
is non-decreasing and there is a finite number of CT nodes
with the same cost. So if there is a solution without conflicts
that cost c, before all node with a solution that cost smaller
than c + 1 been expanded, the solution must be found. i.e.
CBS with head-on technique is complete.
Like both children nodes’ cost will be increased by at least
one, head-on conflicts guarantee the cost increased by at least
two. Because we resolve the original and the foreseeable con-
flicts in one split, the children nodes’ costs are increased by
at least one twice. Such property can be used in heuristics
calculation of CT nodes.
5 Experiment
In this section, we compare the performance of CBSH with
and without the head-on technique on the benchmark map,
randomly generated small grids and warehouse maps. And
also we compare the head-on technique with a similar CBS
e 2: Automated warehousing domain. Center and Right: Success rates of RRR strategies for M* and ECBS(2).
of collisions, it increases the dimensionality of the search space
locally to ensure that an alternative path can be found. The way in
M* breaks ties among search nodes with equal
a significant effect on its runtime because one node may lead to a
resolution of a collision while another node may either
to fully resolve the collision or even lead to new collisions. The
expansion order of nodes with equal on the or-
in which they were inserted into the OPEN list which, in turn,
on the labeling of the agents (that is, the order in which
y are considered). Therefore, we randomized the labeling of the
is a bounded-suboptimal A*-based MAPF solver (that is,
produces solutions whose costs are within a factor 2 of minimum)
is thus able to solve larger MAPF instances than optimal MAPF
M*. It, too, avoids operating in the joint configuration
does so using a two-level search. The low-level search
from their respective start vertices to
respective goal vertices that satisfy a given set of constraints.
vel search performs a search on a constraint tree whose
nodes contains paths for all agents. It imposes more and more
on the paths during the search until the paths no longer
result in collisions. The collisions in the root node of the constraint
tree have a significant effect on the runtime of ECBS(2) because
e and size of its constraint tree heavily depend on them.
on the labeling of the agents since the low-
level search plans paths for the agents in the order of their labeling
to avoid collisions with agents whose paths it has
d. Therefore, we again randomized the labeling of
3 EXPERIMENTAL SETUP
We performed experiments on a cluster of 38
on Intel CPUs E5-2666 v3 @ 2.90GHz with 4
VCPUs (2 physical cores) and 7.5GB RAM per instance. ECBS(2)
workers per instance and a per run.
M* used worker per instance and a per run
(due to the high memory consumption of our M* implementation).
We averaged over 100 randomly generated MAPF instances in the
d warehousing domain from Figure 2 (left). We varied
er of agents in increments of 10. Half of the agents were
d a random start vertex in the left open space and a random
vertex in the right open space, and vice-versa for the other
of the agents. The resulting MAPF instances are generally
ed to be a hard to solve for MAPF solvers because many
e with each other in the narrow passageways [2].
4 DISTRIBUTION OF RUNTIMES
e 1 suggests that the resulting runtimes can indeed exhibit
d distributions, as has been suggested before [ ]. We
d experimentally that the distribution of runtimes is heavy-
d by using the Pareto-Levy distribution, defined as:
if min
min
min is the minimum possible value of
e 1 also shows the log-log plot of a MAPF
e, is a random variable representing
of the MAPF solver. We computed the slope of the
oximately linear decay to provide an estimate of . We used
an external library to fit the data and show the fitted curve in red
(corresponding to min 10
is heavy-tailed since . (In fact, its variance is not finite.)
5 SUCCESS RATES OF RAPID RANDOM
ARTS
es 2 (center) and (right) report the success rates of M* and
percentage of MAPF instances solved within
of runs and increasing
of agents. Two runs, for example, mean that the MAPF
processed each instance twice, each time with half of the
A sharp decline in the success rate is characteristic
of a phase transition. MAPF instances on its left side require little
coordination among the agents, which means that a MAPF solver
recover from bad decisions in the search process and
e them within the runtime limit. MAPF instances on its
require a significant amount of coordination among the
of them are not solvable within
in the phase transition require
a critical amount of coordination and can therefore serve as good
boosts the success rates of both
However, simply increasing the number of runs
does not always increase their success rates since they cannot
be arbitrarily short. Smaller numbers of runs can result in higher
of agents.
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Figure 6: Left: Automate warehouse map. Right: Success rate and runtime of WDG with different enhancements on warehouse map
enhancement — rectangle reasoning technique. WDG+r
(WDG with rectangle reasoning technique) is the state-of-
the-art CBS-based solver in the previous research. All the
test cases(agents’ start and goal locations) in this section are
generated with random numbers, for each map and number
of agents we generate 100 instances. The head-on technique
is implemented with the identification technique mentioned
in section 3. The experiments are conducted on a 1.90 GHz
Intel Core i7-8650U laptop with 16 GB RAM with 5 minutes
runtime limit.
5.1 Benchmark Maps
Figure 4 shows the success rates and runtimes of WDG and
CG with different enhancements on benchmark grid map
lak503d[Sturtevant, 2012], which is a 194×194 grid map. In
Figure 4, “+h” means with the head-on technique, “+r” means
with the rectangle reasoning technique. Both enhancements
increase the success rate of WDG. The head-on technique’s
performance is better than the rectangle reasoning technique
on WDG. The rectangle r asoning technique w rks b tter
withCG then the number of agents is small and then the head-
on technique take over after agents number is larger than 40.
Both algorithms perform even better with two enh ncements
together.
Table 1 presents the runtime and CT node expanded of the
cases solved by b thWDG + r andWDG + hr. With the head-
on technique the nodes expanded is reduced by more than a
half, and so is the runtime. Just as we intended to improve
the performance by reducing nodes expanded and the depth
of CT.
5.2 Small Maps
Figure 5 shows the success rates and runtimes of WDG and
CG with different enhancements on small maps. The map is
20×20 with 30% of randomly generated obstacles. The rect-
angle technique compromised on WDG while the head-on
technique slightly improves the performance. The two en-
hancements’ efficiencies are roughly the same on CG .
5.3 Warehouse Maps
Figure 6 presents the warehousemap we used in experiments.
Warehouse maps means to simulate how the automated ware-
housing works. All test cases move an agent from the left five
columns to the right or the other way around. Like the re-
sult on the benchmark map, both enhancements improve the
Agents Cases
WDG+r WDG+hr
Runtime Nodes Runtime Nodes
30 99 5.26 384.71 2.226 127.89
40 91 19.38 1417.99 8.88 422.21
50 65 41.04 2672.66 19.81 929.72
Table 1: Results on lak503d. The first column “Agents” shows the
number of agents. “Cases” indicates the number of instances solved
by both WDG+r and WDG+hr in 5 minutes. The rest columns show
the average runtime and CT nodes expanded in those cases.
perform nce of WDG and the rectangle reasoning technique
is more effective while the number of agents is small. As
the number of agents gets larger the head-on technique works
batter and beat WDG+hr on success rate when there are 40
agents.
5.4 Inefficien y on Empty Maps
We also ran a test on a 20×20 empty ap and the head-on
technique offers nearly no improvements on the results. Such
inefficiency is predictable because agents are more flexible
which means it rather hard to form a head-on conflict. There-
fore the head-on technique works poorly on maps with little
obstacles.
6 Conclution and Future Work
In this paper we identify head-on conflicts from cardinal con-
flicts, then we demonstrate that the way CBS split on head-on
conflicts can be improved. So we introduce more efficient
split methods for different types of head-on conflicts. Ex-
perimental results report larger improvements than the rect-
angle reasoning technique on CBSH-WDG and CBSH-CG.
Besides that algorithms with the two enhancements together
work even better.
We suggest the following future research directions: (1)
Better way of resolving head-on conflicts. For example,
use positive constraints [Li et al., 2019b] to reduce the search
space of additional children CT nodes’ subtrees; (2) comput-
ing better heuristics with head-on conflicts; and (3) apply the
head-on technique to suboptimal MAPF solvers. In exper-
iments, splitting head-on vertex conflicts without additional
nodes report great improvement in both success rate and run-
time.
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