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1. INTRODUCTION 
Baxter, in an extremely interesting series of papers, has obtained a very 
detailed theory of certain Wiener-Hopf equations over the additive group of 
the integers. This theory, which reveals many elements of structure not 
previously known and which has many important consequences, makes use 
of certain Banach algebras of Beurling-Gelfand type. The purpose of the 
present paper is to show that this theory is also valid for a somewhat different 
class of Banach algebras. 
Let &‘a be the algebra of complex continuous functions on T, the real 
numbers modulo 1, which have absolutely convergent series. If forf E J;s, we 
set 
where 
f(e) = %f(k) eznike, 
then&,, is a Banach algebra whose maximal ideal space can be identified 
with T in its usual topology. Let us define operators E+(n) and E-(n) as 
follows. Forf E do we set 
E+(n) 2 f(k) e2Tike] = z f(k) e2nikB, 
kc--m k>n 
E-(n) [ f$ f(k) e2nike] = 2 f(k) eznike, 
-02 kCn 
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It is, of course, clear that E+(n + 1) + E-(n) = I. 
DEFINITION 1 a. Let JZZ’ be a Banach algebra of complex functions f(6) 
on T, with norm 11 * 11 . & will be said to be of type 93 if the following con- 
ditions are satisfied: 
1. do 3 d, Ilf II 2 Ilf Ilo for alIfE d; 
2. &Jdk@E d k = 0, f 1, f 2, “‘; 
3. E+(n), E-(n) are bounded operators on A for each 1z = 0, f 1, f 2, 0”; 
4. for everyf Ed, 
In;fnm E+(n) f * @I) = 0 and _lkr& E-(n) f - (e) = 0; 
5. for every f E d, 
lim e-2nine E+(n) f * (0) = 0, and n-m3 ,hl eeznins E-(n) f - (0) = 0. 
The theory developed in the present paper is valid for all algebras satis- 
fying these conditions. In what follows evtiy algebra A? considered will be 
supposed to be of type b, even though this is not always made explicit. 
Let v(k), - co < K < co, be a positive function which satisfies the con- 
ditions: 
v(0) = 1, v(k) 3 1, - co < k < 00; 
v(k +j) < v(k) v(j), - co < k,j < co. 
Let V?(V) be the subset of &‘,, consisting of those functions f for which ((f 11 is
finite where 
Ilf II = jg I f@) I 44. -m 
These are the algebras considered by Baxter.l If 
VW E I T k>O KG0 
then %7(v) is of type b. 
Another example is the following. Let, for /? 2 0, 
Ilf II = AC& [-i; I f(k) I + 1% I f(k) I2 I k l’fia] . --co -a3 
1 Baxter imposes the added restriction v(k) = O(l R I’) as R --t f CO for some Y. 
However, his results can be modified so as to be valid for all Beurling-Gelfand alge- 
bras V(V). 
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If A@) is large enough, A@) = 1 + 28 will do, and if 90s) is the subset of 
&s consisting of those functions for which Ilf /j is finite then 9(/3) is a Banach 
algebra of type %. 
In order to indicate the general nature of the theory which follows we will 
describe here a special case of the results of Section 5. Let JZZ’ be of type 9. It 
is shown in Section 2 that the maximal ideal space .A’ of &’ can be identified 
with an annulus pl<Izl<pz where O<pi<l<ps<co. Here the 
multiplicative linear functional A, associated with .a is given by A,c = c*(z) 
where 
c(e) = 2 c(k) Pike, c-(z) = 2 c(k) Zk. 
-co -co 
Let c E &, c-(z) # 0, pi < 1 x 1 < pa, and c(0) > 0 0 E T. Let (+(A, 0)): 
be the Szegii polynomials associated with the weight function c(0). These 
are obtained by applying the Gram-Schmidt process to {e2nike)r, so that 
s +(k, 0) w, e)* c(e) de = w,j). T  
Here “*” is complex conjugation. Let 
f(e) E d, f(k) = 0 k = - 1, - 2, - 3, .+., 
f-w = j fwh 4* +w. 
T  
Then it follows from Section V that 
Not only is the present paper generally indebted to Baxter’s work, but in 
various places arguments from his papers have simply been reproduced in 
order to make the exposition complete in itself. In this connection the reader 
should consult [l-3]. 
II. PRELIMINARY RESULTS 
We develop here some of the simplest properties of algebras of type 8. 
LEMMA 2a. If & is of type B then there exists a constant M such that for all 
f~~andalln, - co <n< GO, 
II E+(n)f II G M llf IL II WQf II G M Ilf II, 
II e-2dneE+($f II < M Ilf II, II e-2d”eWn)f II < M Ilf II. 
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PROOF. This is an immediate consequence of assumptions 4 and 5 of 
Definition la and the uniform boundedness principle. See [4; p. 491. 
THEOREM 2b. If AS? is of type B then the maximal ideal space A! of LX? 
can be identified with an annulus 
@ lP1 G /z/ <P,} 
in the complex z-plane, where 0 < p1 < 1 < p2 < a. For z E .M the multipli- 
cative linear functional A, corresponding to z is given by 
h,(f) = of.*. 
--co 
(2.1) 
PROOF. It follows from conditions 1 and 4 of Definition la that JZZ is gener- 
ated by eznie and e--2nie, and consequently that &! can be topologically 
identified with a closed compact set of the complex plane. Moreover, 0 4 A. 
See [4, p. 1381. If z EA then h,(e 2nine) = 2% and thus if jj h, 11 is the norm of 
h, as a linear functional on &, I z jR < 11 AZ jl II e2sine 11 which implies that 
/ z I < lim /) e2ninB Illln = p2 < 00. 
n-*m 
(This limit necessarily exists, see [5, p. 1321). Similarly 
I z 1-l < iii 11 e-2?rine Illln = p;l < co. 
f II 2 Ilf II0 Thus &! is contained in the annulus (z I p1 < z < pz>. From 11. 
it follows that JZ contains the unit circle (.s I I z I = l}, and thus 
o<p1<1\(p2<co. 
If p1 = 1 = p2 then 4 = {z I p1 6 z < p2}. If p1 < p2 let p1 < 
By Lemma 2a 
IZI <P2. 
It follows that 
f(n) e2mine = [E+(n) - E+(n + I)] f(0), 
I f(n) I II e2nine II G 2M Ilf II. 
Thus .& contains {.a I p1 < I z I < p2}, but since A’ is closed 
u& = {z I PI < 2 G P2>. 
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Let us write Ed- for E+(O) and E- for E-(O). Let c(0) E A?‘. We define an 
operator WC+ on Ef & by 
W,+f = E+cf f E E+ &. 
Similarly WC- is the operator on E-S? defined by 
WC-g = E-cg g E E-d. 
It follows from 3 of Definition la that WC+ and WC- are bounded linear 
operators on E+z? and E-J& respectively. Such operators are called Wiener- 
Hopf operators, and equations of the form 
WC-g =g1 g, g, E E-d, 
are called Wiener-Hopf equations. 
THEOREM 2c. Let c E &. Necessary and su$icient conditions that WC+ and 
WC- both have bounded inverses are that 
c(e) = dW(e)-l V(cy, 
where d # 0 and where 
Lye>, u-ye) E E+&, v(e), v(e)-1 E E-d. 
PROOF: NECESSITY. By assumption there are functions U(0) E E+&, 
v(e) E E--d, such that 
w,+u = 1, w,-v = 1. (2.2) 
Let 
Let 
u(e) = 2 U(k) e2mike, v(e) = $ V(k) e2mike. 
0 -m 
z, = {e 1 u(e) = 01, z, = {e 1 v(e) = 01. 
Because 
i 
log I u(e) I de > - CO, s log I v(e) 1 de > - 03, T  T  
see [6, pp. 22, 231, it follows that Z, and Z, are (closed) sets of measure 0. 
Let 
vde) = c(e) u(e), u,(e) = c(e) v(e). 
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Then U,, VI E& and 
v,(e) = 2 V,(k) P-J V,(O) = 1, 
-03 
We have 
U,(e) = 2 U,(k) e2nfke U,(O) = 1. 
0 
and thus 
v(e) v,(e) = u(e) u,(e) (2.3) 
for B .$ Z, U Z, . But both sides of (2.3) are continuous and thus (2.3) holds 
for all B E T. By the uniqueness of Fourier expansions there must be a 
constant d (here necessarily different from 0) such that 
etc. 
v(e) v,(e) = d2 = u(e) u,(e) e E T, 
SUFFICIENCY. We define operators XC+ and XC- on E+& and E-d re- 
spectively by the formulas 
x,+f . (e) = d-2u(e) E+[f(e) v(e)] f E E+&, 
x,-f - (e) = d-v(e) E-[f(e) u(e)] f E E-&. 
We assert that XC+ is the inverse of W,+ and XC- is the inverse of WC-, that is 
w,+x,+ = x,+w,+ = I, w,-xc- = x,-w,- = I. 
Since the arguments involved are familiar we will verify only the first of 
these relations. If f E E+aZ then 
w,+x,+f = E+{d-SC(e) u(e) E+[ f(e) v(e)] 
= E+{ v(e)-1 E+[f(e) v(e)]) 
= E+{ v(e>-lf(e) v(e)) - E+{ v(e)-1 [I - E+] [f(e) V(e)]} 
=f(e). 
DEFINITION 2d. We will say that c E WH(&‘) if c E .& and WC+ and I+‘,- 
both have bounded inverses. 
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3. THE FINITE SECTION INEQUALITY 
In the present section we will prove a version of Baxter’s inequality, see [3]. 
This is a tool of great power and is the key to the entire subsequent develope- 
ment. 
THEOREM 3a. If c E WH(&) there exists a positive intega N and a con- 
stant A depending only on c such that if 
$(k-j)h,(j) =g(k) k=O,l;.-,n 
j-0 
(3.1) 
where n > N, then 
Here 
II h,(e) II G A IId Il. (3.2) 
h,(B) = $ h,( j) eeniie, g(0) = 2 g(k) eanikt). 
0 0 
Note that this implies that for n 3 N det [c(k -j)]lc,jSo,...,n is different 
from zero. 
PROOF. The relation (3.1) is equivalent to 
4’) h@) = &‘) + G(e) + GA4 (3.3) 
where Gr and G, are in &’ and 
cl(O) = 2 G,(k) eznike, 
G,(B) = 2 G,(k) eaTike. 
n+1 
Multiplying (3.3) by U(B) and by F’(0) gives 
dye)-1 h,(e) = g(e) u(e) + G,(e) u(e) + G,(e) u(e), 




V(e) = $ V(k) egnikO 
--m 




v,(e) = -zl V(k) Pike. 
-03 
u(e) = 2 U(K) Pike 
0 
U,(O) = 3 U(K) e2niko. 
n+l 
From (3.5) we see that, since I?-(- 1) G,V = G,V, 
G,V = E-(- 1) [d2U-l/z, --gV - G2VJ 
= E-(- 1) [-gV - G2Vn], 
and thus by Lemma 2a 
II G,v II d M{Ilgv II + II G2vn II>, 
< J’fll L’ II llg II + II Gu II II u-l II II vn II>. 
Similarly from (3.4) we find that 
G,U = E+(n + 1) [d2V-Vz, - gU - G,U], 
= E+(n + 1) [- gU - G,U,], 
and thus by Lemma 2a 
II G2U II G WlIgU II + II Gus II>, 
< Mtll U II llg II + II G,V II II V-l II II Un II>. 
For IV sufficiently large n > N implies 
M II ‘v-l II II u?z II e +> M II U-l II II vn II d 8. 
See 4, Definition la. Hence if we set 
x = G,V, y = GJJ, 
then 
x < M II v II Ilg II + $Y, 
Y < M II U II Ilg II + h. 
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Adding these inequalities together gives 
‘x +Y d 2J4{II u II -t II v ll)g, 
and thus 11 G,V /j and II G,U 11 are both less than or equal to 
2M{lI lJ II t II ff II> II6 Il. 
Multiplying (3.3) by UV we find that if n 2 N 
d2h, = UVg + UVG, + UVG,, 
d2 II hn II < II UV II llg II + II U II II GV II + It V II II WJ IL 
II hn II G A l/g II. 
Let us write (m, , errs} for any functionf(0) E ~2 of the form 
2 f(h) ezRike. 
ml 
This notation makes it unnecessary to name irrelevant terms. The equation 
(3.1) can now be rewritten in the form 
44 hnP) = {- ~0, - 1) + g(e) + {n + 1, ~0). 
We note that if c E FIX(&) then similarly there exists an integer N and a 
constant A such that if 
2 c(h -j)b(j) = g(h) k = - 72, ***,o (34 
j--n 
where n >, N then 
where 
II h(e) II f A iikw II, (3.7) 
h*(O) = $ h(j) e2nijo, g(e) = $ g(h) e2nike. 
In the future we will consider Theorem 3a as embracing both these results. 
Note that (3.6) can be rewritten as 
49 h(e) = i- 00, - n - 1) +g(q + (1, ml. 
COROLLARY 3b. Let c E WH(&) and n > N. Let 
hn(0) = 2 h,(j) ezmi@, h(e) = 2 h(j) Pii’, 
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and 
g(0) = 2 g(k) e2niks 
0 
belong to &. If 
2 c@ -i)Uj) = g(k) k = 0, 1, *-*, n, 
i=O 
2 c(k -j) h( j) = g(k) 
j=O 
then there is a constant B such that 
II hn - h II < B II E+(n + 1) h II, (34 
11 e-2dne(hs - h) /I < B 11 ee21rineE+(n + 1) h I/. (3.9) 
PROOF. Let h”(8) = E+(n + 1) h(B), h’(B) = E-(n) h(8), and let ~(0) be 
defined by 
Then 
~(0) = [- E+(n + I) + E+(O)] c(e) h”(8). 
44 [h(e) - wei = t - ~0, - 11 + r(e) + h + 1, 4, 
and therefore by Theorem 3a 
II 4 - h’ II < A II r II d 24~4 II c II II h” II, 
II hrz - h II < II hn - h’ II + II h” II < B II E+(n + 1) h II. 
If we define 
then 
s(e) = [E-(O) - E-(- It - I)] c(e) e+ineh”(e), 
c(e) e-2+e[hn(0) - h’(e)] = { - CO, - n - l} + s(e) + (1, CO}, 
and thus, see (3.6) and (3.7) 
11 e-2nine(hn - h’) II < A II s I/ < 2AM 1) c 1) 1) rzninehn 11, 
1) e--2nifie(hn - h) II < /I e-2nine(hn - h’) II + /I e-2ni’%” )I, 
< B II e-2nineE+(n + 1) h 11. 
Let 




p(H) = 3 g(j) eznij’ 
-m 
belong to JZY. Then if n 2 N and if 
2 c(k-j)h,(j)=g(k) k=O,-1 ..a -fin. 7 1 
j--n 
2 c(k -j)h(j) = g(k) k = 0, - 1, - 2, ***, 
j--m 
we have 
II hz - h II < B II E-C- n - 1) h II, (3.10) 
I / e2nine(k, - h) II <B II e2nineE-( - n - 1) h I). (3.11) 
These are proved in exactly the same way as (3.8) and (3.9). In what follows 
all of these inequalities will be considered as included in Corollary 3b. 
4. THE BASIC ELEMENTS OF STRUCTURE 
For c E d let 
QJc] = det [c(k -j)]j,k=o ,..., n . 
DEFINITION 4a. c(8) E WH(G?)* if c(e) E WH(&‘) and if DJc] # 0 
n = 0, 1, .*. . 
Note that it follows from Theorem 3a that if c E WH(SJZ) then &[c] f 0 
for n > N. Throughout the present section we assume that c(0) E WH(zZ)*. 
For n > 1 we define 
a(n) = (- 1)” Q-r[c(8) e-2”7/Dn-1(c), 
/I(n) = (- 1)” &-r[c(0) e2”7/Dn-r(c). (4.1) 
For k =0, f 1, f2, . . . let S(k) be 1 or 0 as k = 0 or k # 0. Since 
&[c] # 0 there is for each n = 0, 1, ..* a unique solution u(f.2, j) j = 0, .**, n 
of the system of equations 
f: c(k - j)u(n,j) = S(k) 
j=O 
k = 0, ea., 71, (4.2) 
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and a unique solution of 
We set 
$ c(h -j) v(n, j) = S(h) h = - n, l -*, 0. (4.2’) 
j=-n 
u(n, 8) = 2 u(n, j) e2nije, 
j=o 
v(n, 0) = i, v(n, j) e2nije. 
j--n 
LEMMA 4b. Under the above assumptions we have: 
u(n, 0) = %&)/Qdc), 
UC=, n> = 44 ~n-1(4/4(c)7 
v(n, 0) = %1(c)/a(c), 
v(n, 4 = P(n) Qz-1(Wn(4 (4.3) 
PROOF. Using Cramer’s rule write u(n, j) as the quotient of two deter- 
minants, etc. 
LEMMA 4c. If  n > 1 then 
u(n, 0) - u(n - 1,O) = a(n) e2+%(n, O), 
v(f2, e) - ~(78 - 1, e) = p(~2) e-2mineu(n, e). (4.4) 
PROOF. We have 
c(e) +, e) = I- co, - l} + 1 + {n + 1, co}, 
c(e)2+ - 1, e) ={- co, - l} + 1 + (n, a}. 
Subtracting we see that for some constant s 
c(e) [~(n, e) - u(n - 1, e)] = { - 00, - i> + se2ane + {n + 1, 03>, 
c(e) e-2dne[u(n, e) - u(n - 1, e)] = { - 00, - n - l} + s + (1, co}. 
Therefore for some constant s’ 
e-2nin0[U(n, e) - Z+ - 1, e)] = s’v(~, e). 




LEMMA 4d. Under the above assumptions 
-+Jj- = 40) fi [I - 4m)PWL 
m=l 
D,[c] = c(O)“+l fi [l - a(m) f3(m)ln+l-“. 
VL=l 
(4.5) 
PROOF. Using both of the results of (4.4) in succession we see that 
u(n) = u(n - 1) + a(n) ezTine[v(n - 1) + p(n) e-2n%4(n)]. 
Solving for u(n) gives 
u(n) = 
u(n - 1) + a(f2) e2nine v(n - 1) 
1 - a(n) p(n) - ’ 
Comparing coefficients of 1 and using (4.3) we find that, writing D,, for 
D 




D,[c] = c(0) and Dl[C] = c(O)2 - c(l) c(- 1). 
Since 
41) a(1) = - __, 
40) 
P(l) = - V) 
we see that 
Dl 
etc. 
- = c(O) Cl - a( 1) IN)], 
DO 
Let us set 
d 2 = Ddcl __- n ad4 
n = 0, 1, ... . 
THEOREM 4e. I~CE WH(d)* then: 
l& II u(n, 4 - u(e) II = 0, 
!+i II en, 8) - v(e) II = 0, 
iz I/ e--2nine[u(n, 0) - U(O)] /I = 0, 
ii II ezrins[v(n, e) - v(e)] (1 = 0, 
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PROOF: By Corollary 3b 
II M, ‘4 - u(e) II < B II E+(n + 1) U II, 
11 e-2nine[~(n, 0) - U(e) 11 < B II e-2ninBII E+(n + 1) UII. 
Using properties 4 and 5 of Definition la we obtain the first and third rela- 
tions above. The proofs of the second and fourth relations are similar. Finally 
we have 
dn2 = u(n, 0) = f u(n, 0) dl9, 
T 
dZ = u(o) = 1 u(e) de, 
T 
and u(n, 6) converges uniformly to U(0) as n + co, etc. 
Let c E WH(zzZ,,). Using the notation of Section 2 we see that 
and thus 
c(e) = d-vqe) u,(e), 
1 
T 
log c(e) de = - 2 log d + j log u,(e) de + 1 log v,(e) de, 
T T  
= - 2 log d. 
Consequently (4.13) implies that 
Qscl 
!z D+Jc] ___ = exp [I, log c(e) de] . (4.14) 
See [3, p. 1011. For c(e) > 0 8 E T this relation is true under the much weaker 
condition c ELM, a celebrated result due to Szegii. 
5. GENERALIZED SZEG6 POLYNOMIALS 
We assume throughout this section that c E WEI(& The generalized 
Szegii polynomials$(n, 6) and #(n, 6) are defined by 
+(n, 0) = d;l eznZne ~(n, e), 
#(Tz, 0) = d;l e-za*ne u(~z, 0). (5.1) 
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LEMMA 5a. Under the above assumptions 
s b(n, 0) #Cm, 4 c(e) de = S(n, m) T 
for m, n = 0, 1, ... . 
PROOF. We have 
(5.2) 
/*y%(n) a)(m) cd8 = d;ld;l j, u(m, 0) v(n, 8) eziri(n--m)e c(0) d0. 
If n < m then 
~(m, e) c(e) = {- Co,--l}+l +(m+l,m}, 
u(m, e) e2d(n-m)e c(e) = { - CO, n - m - l} + e2ni(n-mJe + (72 + 1, co}, 
Z+Z, e) V(TZ, e) e21ii(n-m)e c(0) = {- co, - 1) + v(n, 0) e2ai(n-m)B + (1, m}. 
Thus (2) holds if n < m, and a similar argument but with u(m) and v(n) 
interchanged shows that (2) is valid if n > m. If n = m we have 
/f(n) 4(n) cd8 = di2 j,v(n, 8) de= d(n)-2 v(n, 0) = 1. 
LEMMA 5b. With the above definitions 
2 #J(k, 4 d@, 7) 
k=O 
=+ + l,+(n + 1,~) - e2ni(n+1)(e-q) U(n + 1, 7) V(?Z + 1, 0) 
dz+,[l _ e2ni(@-Q)] 
PROOF. Let us denote by S, the right hand side of the above equation. 
Using the relations 
u(n + 1 e) = Z&L, e) + C+Z + 1) e2ni(n+1)e V(TZ, e) 
9 1 -a(n + l)P(n + 1) ’ 
v(n + 1 77) = v(n, 7) + P(n + 1) e-2ni(n+1)q +,71) 7 1 - a(n + 1) P(n + 1) ’ 
and the corresponding expressions for u(n + 1,q) and v(n + 1, e), as well 
as the relation 
C+Jl - 4n + 1) P(n + 111 = AZ, 
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_e2niW--rl) 1 , 
= s,-, + [ 
e2rrin(e--?) _ e2~i(n+1)wq u(n,rl)v(n, 0) 
&2[1 _ e29WB-9)] , 
= &-1 + 4h e> e, 4, 
etc. See [1, p. 2271. 
As a first application of our ideas we prove the following result. 
THEOREM 5c. Let f E Et-&. If 
fyn) = Q(e) +(n, e) c(e) de 
then 
Similarly ifg E E-s? and if 
.r(n) = /$e) 9% 4 c(e) de n = 0, 1, a**, 




PROOF. Let f E E+&. We have for each 8 E T 
I$ f-04 +(k 4 
k-0 
= Tf(71) s 
u(n + 1, e) o(n + 1,~) - e2ni(n+1)(e--n) U(T~ + 1,~) w(n + 1,e) 
d;+:,,[l - pi (e-9)] -- cwrl 




I;(Y) = d&u(n + 1,0) 2 ry egnivO jTf(7) D(n + 1, 7) C(T) e-2niq dq, 
v=o 
and therefore 
= dvi;lu(n + 1, e) E+(O) [ @$$$$-fJJ . 
Similarly 
;i~ I,(Y) = d;;l~(n + i,e) .ei(n+l)@ E+(o) [f(e) U(Y~ + 1, e) e-2ni(n+1)e c(e)], 
By (4.13) limndoo d2H;J1 = 1. By (4.9) and (4.10) 
l& + + 1, e) E+(o) [Egg g(i; “)1 = u(e) E+[f(e) u(e)-11 
On the other hand 
g(e) in &. 
where 
h(n) = + + 1,4 ~+b + 1) [$$I , 
By (4.9) and (4.10) and property 4 of Definition la we see that 
$2 J&z) = t+z J2(n) = 0. 
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It is interesting to note that property 5 of Definition la plays no role in 
proving Theorem 5c. 
If c(0) > 0 then it is easily seen that $(n, 6) = #(n, 0)*, and thus the 
{#(n, @)}a” are orthonormal with respect to the weight function c(0). See [5]. 
6. AN EQUIVALENCE RELATION 
THEOREM 6a. Let c-(x) be analyticfor pr -=c ( z ( -=c pa and continuolrs for 
p1 6 1 z ( < pz; let c(0) = c(ezwie). Further let D,[c] # 0, n = 0, 1, *-- . 
Then c E w.(d)* ;f and only if a(e), p(e) Ed, where 
a(e) = 2 a(h) ezaike, p(e) = 2 p(h) emaatke. 
1 1 
Here a(K) and /3(k) are defined by (4.1). 
PROOF. Suppose first that c(0) E WE&&)*. Using (4.4) we see that 
Z+Z, e) - U(WZ, e) = 2 a(h) e(h, e) ~(k, e) 
m+1 
where e(K, 0) = e2nik6. We rewrite this as 
$ a(h) e(h) = [u(n) - u(m)] V-l + $ a(h) e(h) [V - w(h)] V-l. (6.1) 
m+1 
By Theorem 4e we can choose m, so large that 
II44[~---v(W V-llI <8 
if k 2 m, . For m > ma we find, taking norms in (6.1), that 
Thus 
(6.2) 
11 l$ awew 11 < 2 11 [u(n) - u(m)] V-l II --t 0 as n,m+oo. 
m+l 
308 HIRSCHMAN 
We now assume that ~(0) and /3(O) belong to AZZ. Let 
If we sum by parts in the equation preceding (6.1) we obtain 
u(n) - u(m) = 2 S,(k) [w(k) - o(k - l)] + s&n + 1) o(m). (6.3) 
m+1 
Using (4.4) in (6.3) we obtain 
u(n) - u(m) = 2 S,(k) P(k) e(- k) u(k) + s,(m + 1) v(m), 
m+l 
which we rewrite in the form 
44 - 44 = 2 &(4 et- 4 W) W) - +>I 
m+1 
+ [z S,(k) e(-4 P@)] 44 + &(m + 1) +). (6.4) 
m+1 
Now 
S,(k) e( - k) = e( - K) E+(k) E-(n) a, 
and therefore by Lemma 2a 
II S,(k) 4- 4 II G M2 II 01 II. 
Let 
M(w n) = jGmyFx.,n II4.d - 44 Il. 
It follows from (4) that 
M(m, 4 < M(n, 4 M2 II 0~ II 2 I P(h) I + R(m) 
m+1 
where R(m) is independent of n. An evident sequence of small steps now 
enables one to show that 
II 44 II = Q(1) n = 0, 1, -a* . (6.5) 
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Moreover an exactly similar argument gives 
II 44 II = 00) n = 0, 1, *.. . 
Now 
(6.5’) 
um + 1) = w+(m + 1) * W4lf@), 
and thus if m is fixed we see that 
i+$fz II &(m + 1) II = +) + 0 as m-00. (6.6) 
A similar argument shows that 
,l$ym II fW0 4- 4 II = 44 - 0 as m+co. (6.7) // 
Using (6.5), (6.5’), (6.6), and (6.7) in (6.4) we obtain 
Wm, 4 < M(m, 4 M2 II ~1 II2 I W) I + W 
where e(m) + 0 as m -+ co, and from this it follows that 
II 44 - u(m) II + 0 as n,m-+co. 
Similarly we can prove that 
II 44 - fW II + 0 as n,m-+co. 
Let us now define U(0) and V(8) in E+& and E-al by 
w3) 
(6.8’) 
up> = l/z u(n, e), v(e) = lnifnm +, e). 
Since 
I 
+, e) c(e) ~f*ike de = qk, 0) - t2 G k < 0, 
T 
we see that, passing to the limit, 
s v(e) c(e) .?--2w(k@ d0 = 6(K, 0) - 03 < k < 0. (6-g) T 
Since 
u(e) = j$ U(n) e2nine 
0 
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it follows that 
s [V(e) c(O) U(e)] eczniko de = U(0) 6(k, 0) - 00 < k < 0. (6.10) T 
Reversing the roles of V and U we can show that 
I [v(e) 49 w91 e- 2niko de = v(o) S(K, 0) o<K<+oo. T 
Thus 
Since we have 
v(e) c(e) u(e) = u(o) = v(o). (6.11) 
U(0) = iii? u(n, 0) = 
1 
4[4 l-y [1 - 44 PWI 
it follows that U(0) # 0. If we set 
u-(z) = j$ U(n) z”, V-(z) = $ V(n) 9, 
0 -co 
then we find using (6.11) that 
V-(z) c-(z) U-(z) = U(0) 
for pi Q 1 z 1 < pa . Since c-(z) is continuous and therefore bounded this 
implies that 
V-b) # 0, U-(4 # 0 Pl-GIZl bP2. 
By Theorem 2b and the Wiener-Levy theorem U(S)-l and V(e)-1 E A, and 
thus c(0) = U(0) V(e)-l U(e)-l is in &. Using (9) and (10) we see that 
U(0)-l = U(O)-lc(8) V(e) is in E+&‘. Similarly V(e)-1 E E-J&‘, and thus 
c(e) E we*. 
With only slight adjustments the above argument shows that it is sufficient 
to assume c-(z) analytic for pi < 1 x j < ps and bounded and measurable for 
pi < 1 z 1 < pa . In this case c-(z) may have to be redefined on sets of measure 
zero on the circles 1 z 1 = pi , and / z 1 = pa . See [2, pp. 480-4811. 
7. SZEG~ POLYNOMIALS CONTINUFD 
THBOIWM 7a. Let c(e) E FIX(&)*. Let {F(K)},” be giwen and set (formally) 
qe) = f$ ~(4 w, 4, F,(B) = 2 F(R) dil e2aik9 in d. 
” 
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Then there exist constants A’ and A” such that 
IlFl II G A’ IlFz IL IIF, II < A” IIFI II- 
PROOF. It is clearly sufficient to prove our results in the csse where only 
finitely many F(k)’ s are not zero. Suppose F, E s?‘. We have 
F,(B) = 3 F(k) dil ezaiLq v(k, 0) 
0 
= W>F,(e) + 2 F(k) dil e2*ike[v(k, e) - v(e)]. (7.1) 
0 
By (4.12) there is a constant A, such that 
11 eznike[o(k, e) - v(e)] 11 < A, k = 0, 1, a-* . 





l ezRtke[v(k, 0) - V(O)] )I < A, f$ I F(k) 5’ I 
0 
This result, together with (7.1), implies that 
IIFd4 II G II VF, II + 4 IlFz II 
G (II v II + 4) II F, II = A’ II F, II. 
Suppose now that Fl E s?‘. We have 
F(k) = 1 F,(e) W, 4 44 de, 
T 
d,F(k) = 1 F,(B) c(e) u(k, 0) e-2nike de. 
T 
Clearly F,(O) c(e) E szf; let 
then 
F,(B) c(e) = 2 G(j) ezmijs; 
-co 





A, = 2 / u(k, k -j) 1. 
&j 
We assert that Supja, Aj < GO. Equating coefficients of e2iii(k--j)R in 
u(k, 19) = u(k - 1, 0) + a(k) eaniko v(K, 0) 
we find that 
Thus 
Ulk, k -i> = U(k - 1, k -j) -1 a(k) v(k, -j). 
k=j kc-j 
A? < Aj-1 + 2 / a(k) 1 v(k, - j) j. 
k=i 
Summing j from 0 to n gives 
il,~i;~Ia(k)l/v(k,--j)l~~a(k)~lv(K,--j)I 
j=o k=j k=O j=O 
< II 44 /lo Sup II v(k, 0) l/o = 4 < ~0. 
k20 
Here we have used Theorem 6a to show that I/ a(0) Ilo < Ij a(0) /I < co, 
and Theorem 4e to show that 
!;I II G, 0) II0 < ?yt II a@, 4 II < 03. / 
It now follows from (7.2) that 
By (4.13) this implies that 
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l eSniko[v(k, 0) - V(O)] I/ < A, /IFI I). 
Going back to (7.1) we find that 
II VP2 II d IIFI II + 4 IIFI II> 
IlFz II G II V-l II (1 + 4 IIFI I/ = A” IIFI Il. 
Needless to say the dual result in which+(k, 0) and +(k, 0) are interchanged 
is also valid and may be proved in the same way. 
8. ASYMPTOTIC RESULTS FOR THE FINITE PREDICTOR 
In the present section we will, following Baxter [7], apply the theory 
developed previously to some problems in prediction theory. 
Let 
be a stationary stochastic process with spectral density function c(O); that is 
jJ2 xi(w) x~(w)* P(du) = jTe-2ni(j-k)e c(O) de. 
Given x, , *--, x-i we wish to obtain the best linear predictor 
2 a(n, m) x-, for x0. 
?n=--n 
This is equivalent to minimizing 
II x0(W) - m%l a@, 4 X-,(W) 11: = j, 1 1 + j$ ah, 4 e2nime j2 c(e) de. 
It is easily seen that this maximum t”n is obtained when 
1 + $ a(n, m) efnimo = J$-$, 
m=l 9 
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and pn is equal to u(n, 0)-l = Dn(c)/Dn-r(c). A famous theorem of Szego 
asserts that 
where 
(See [6] and also (4.4).) Let 
8, = Pn --CL’ 
In the present section we will show that if c(e) is a positive continuous func- 
tion then, for LY > 1, 
6, = O(6) as ?z-+co (8.1) 
if and only if 
2 Ic(~)~~=o(N-~) as N-+co. (8.2) 
Our arguments are an adaptation of those used in [7]. 
We begin by defining an appropriate family of Banach algebras. Let 
&*(a) be the subset of da consisting of those functions f(0) for which 
iif Ij is finite where 
Here 
llf II = 44P1(f) + JJ2m. (8.3) 
Ne(f) = sup ?P c / f(k) 12, 
?I>0 Ikl>n 
A(a) = 1 + 2(r+a)‘a. 
LEMMA 8a. S*(a) is a Bunach algeh of functions. 
PROOF. The only point which requires verification is that if f ,  g E &*(a) 
then h = fg E &‘*(a) and 11 h 11 < II f  11 I] g I]. It is evident that 
and thus that 
(8.4) 
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:n 
f(~-~)I*Ild4I+ 2 If@-k)I*Ig(k)I, 
lkl>ln/21 
I h(n) I2 G 2 1 z 
lkl4ln/Zl 
I f(n - 4 I * I g@) I I2 
+ 2 1 ,ki&2, I f(n - 4 I I d4 I I2 
By Schwa&s inequality 
I f(n - 4 I2 I Id4 I> 
ikl <In/21 




f(n - 4 I2 I m Iv 
f (n - 4 I I Ed4 12* 
summation from (n, k) to (j, k) where In both S’ and S” we change indices o 
j + k = n. The regions of summation are indicated in Figs. 1 and 2. 
It is evident from this that 
S’ < Wg) z I f(i) I’, S” < Wf) 2 I g(k) 12. 
lj I &N/2 lkl>N/2 
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FIG. 1 FIG. 2 
Consequently 
N’ 2 I h(n) I2 < 21+YN,(g)2 N,W2 + WfJ2 Nz(g)2L 
lnl>N 
N,(h) G 2(1+a)‘2UWf) + N,(f)) Wdg) + ~k)l. V-5) 
Setting 
A(a) = 1 + 2(l+a)ia, 
we find on adding (8.4) and (8.5) that I/ h 11 < ilf Ij 11 g II as desired. 
If (Y > 1 then as is easily seen the norm defined in (8.3) is equivalent to 
the norm II II* , 
(8.6) 
Here B(U) is a suitable constant depending upon 01. 
The algebra E*(m) defined above is not of type B since it does not satisfy 
assumption 4 of Definition la. To remedy this defect we introduce 6’(a) 
which we define to be the closed subspace generated by (e2ffi”}Z’, in S*(a). 
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THEOREM 8b. &‘(a) is of type 2%. 
PROOF. By definition b(a) is a Banach space. We must verify that it is a 
Banach algebra and that it is of type d. 
Suppose f and g E &(a). Given E > 0 there exist trigonometric polynomials 
p and q such that j/f-p Ij < E, IIg - q 11 < E. It follows that 
llfg - PQ II G llfs - Pg II + II Pg -P!l II, 
< E II g II + E II P I/ < E II g II + E Ilf II + c2> 
etc. Thus &(cY) is a Banach algebra. 
b(a) obviously satisfies all the conditions of Definition la except possibly 4. 
Let f E &(a). Given E > 0 there exists a trigonometric polynomial p such that 
Ilf-p II < E. We have 
Since 
II E’Wf II G II E+(n) P II + II E+(n) [f -PI II . 
/$ II E+(n) P II = 0 
and since 
we have 
II E+(n) [f-PI II d llf - P II 
but E is arbitrary. 
Note that conversely if f E J’*(a) and 
;;I& II E+b)f II = 0, ;:?a II w4f II = 0 
then f E a(a). In particular if 01 > 1 then f E &(cY) if and only if 
(8.7) 
We can now establish the principal result of this section. 
THEOREM 8,. Let c(e), 8 E T, be a positive continuous function and let 
ol>l. Then 
8, = o(fP) n-+-cc 
if and only if 
c(0) E 8(a). 
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PROOF. Let c(0) be positive and continuous. It follows from Lemma 4d that 
6, =c(O)fi (1 -ja(m)12)/l - fi (1 - Ia(m)l’,I, 
m=l m=n+1 
from which we see that 
s,, - c(O) I I-I O” (l-~~(m)12)~~~~+11a(m)~2~ as 
n-too. 
m=l 
Thus 6, = o@P) is equivalent to 
By (8.7) and Theorem 6a this holds if and only if c E &(a). 
9. THE FINITE PREDICTOR, CONTINUED 
We know from Theorem 4e that 
k-2 u(n, m) = U(m) m = 0, 1, *.*. 
It is therefore natural to consider the error which will be introduced if we 
put a(n, m) = U(m)/U(O), m = 1, ‘.‘, n instead making the optimal choice 
a(n, m) = u(n, m)/u(n, 0). This error is 
A, = 1 
T  
1 2 U(m) U(O)-l ePnime I2c(e) d0 - CL. 
W&=0 
THEOREM 9a. Let c(8), 6’ E T, b e a positive continuous function and let 
cu>l. Then 
A, = o(+ 
if and only if 
c(e) E qol). 
PROOF. Suppose that c(0) is a positive continuous function. If 
u(e) = exp { - E+(o) log c(e)j 
then 
u(e) E L2(T), u(e) u(e)* = u(o) c(e)-1 
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and 
I 




1 U(e) U(O)-l + ce2ni*8 I2 c(e) de 2 p 
T  
for any complex E if r = 1, 2, ***, it follows that 
I 
u(e) e-2nire de) de = 0 r = 1,2, ‘** . 
T  
We have 
p + A, = 1, j u(e) U(O)-1 - $ U(m) U(O)-1 @nine 1’ c(e) de, 
n+1 
= p + J”, / n$l U(ft2) U(O)-l e2nime 1’c(e) de, 
so that 
A,, = U(m) U(O)-l e2nime la c(e) de. 
Suppose c(e) E &(a); then u(e) E b(a). I f  c(e) < M, for 6 E T we have 
n”A, < TPU(O)-~ Ml 2 1 U(m) I2 
n+l 
and thus A, = o(nP) as n -+ co. 
On the other hand suppose A, = o(nP). If  c(e) > Mgl > 0 for B E T then 
na f$ ) U(m) I2 < U(O)2 M,naA, = o(1) as n+ co, 
m-n+1 
thus ?Y(e) E B(a). Since c(e) = d2U(e)-2 is continuous we must have u(e) # 0, 
6 E T. By the Wiener-L&y theorem U(e)-l E b(a) and finally c(e) E B(a). 
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COROLLARY 9b. Let c(8), I!? E T, be a positive continuous function and let 
01 ,B 1. Then 
A, = o(nP) as n+cc 
t. and only if 
6, = ~(n-~) as n+co. 
10. CONCLUSION 
One of the important consequences of Baxter’s theory is to obtain a gene- 
ralization of the theorem of Szego and Kac, see [3, p. 1021. The theory 
developed here (applied to the algebra 9(l) of Section I) gives a somewhat 
more general condition for the validity of the &ego-Kac-Baxter theorem. 
A detailed exposition of this topic will be given elsewhere. 
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