We consider N -body Schrödinger operators with a virtual level at the threshold of the essential spectrum. We show that in the case of N ≥ 3 particles in dimension d ≥ 3 virtual levels turn into simple eigenvalues of the system and we obtain decay rates of the corresponding eigenfunctions in dependence on the dimension and the number of particles. We prove that in dimension d ≥ 3 the Hamiltonian of N ≥ 4 particles interacting via short-range potentials admits only a finite number of negative eigenvalues. We extend our results to dimension d = 1 and d = 2 in case of N ≥ 4 fermions.
Introduction
A remarkable physical phenomenon in three-body quantum systems is the so-called Efimov effect, which was first discovered by the physicist V. Efimov in 1970 [5] . It reads as follows:
The three-body Schrödinger operator of three-dimensional particles interacting via short-range potentials has an infinite number of negative eigenvalues if every two-body subsystem has nonnegative spectrum and at least two of them have a resonance at zero. As was predicted by V. Efimov these three-body bound states should have very unusual properties. In particular, they accumulate logarithmically at zero with accumulation rate depending on the masses of the particles but not on the shapes of the potentials.
It became an outstanding challenge to understand this phenomenon, both from the physical and the mathematical point of view. The first mathematical proof of the Efimov effect was given by D. R. Yafaev in 1974 [32] , where he studied a symmetrized form of the Faddeev equations for the eigenvalues of the three-particle Schrödinger operator together with the low-energy behaviour of the resolvents of the two-body Hamiltonians. This proof constituted a major step forward in the understanding of this problem. Later he also proved that such an effect cannot occur if at least two of the two-body Hamiltonians do not have any resonances [33] . By the middle of 1990's a large number of physical and mathematical results were obtained on this topic, e.g. [24, 26, 25, 20, 18, 17, 29, 30, 31, 28, 27] .
A new wave of interest for the Efimov effect came at the beginning of the 21 st century with the experimental discovery of this effect in an ultracold gas of caesium atoms [14] (for a detailed review of experimental works see [6] ). In 2013 the physicists Y. Nishida, S. Moroz and D. T. Son discovered the so-called super Efimov effect [16] , which states that in the case of three spinless fermions in dimension two the system has infinitely many negative bound states, provided every two-body subsystem admits a p-wave resonance at zero. Later this was mathematically proved by D. K. Gridnev [11] , where similar techniques to D. Yafaev's original proof of the Efimov effect have been used.
It is a fundamental question to ask whether the Efimov effect can be extended to multiparticle systems with more than three particles. In 1973, the physicists R. D. Amado and F. C. Greenwood [3] concluded that in the case of N ≥ 4 bosons in dimension three, the effect cannot emerge if only (N − 1)-particle subsystems have resonances. The reason for this conclusion is that a three-particle virtual level should be an eigenvalue at the edge of the essential spectrum, in contrast to the two-particle case where it is a resonance. As was mathematically rigorous proved in [30] the existence of eigenvalues at the edge of the essential spectrum of the two-particle subsystems can not lead to an Efimov-type effect.
In [19] Y. Nishida and S. Tan predicted that universal effects similar to the Efimov effect can be found in several types of N -particle systems with N ≥ 4 in different dimensions. In 2017, Y. Nishida also predicted on a physical level of rigorousness that a similar effect is possible in case of four two-dimensional bosons [15] . Here, the three-body resonances lead to the infiniteness of the discrete spectrum of the four-body Hamiltonian.
The first attempt to give a mathematically rigorous proof of the result by Amado and Greenwood was made in 2013 by D. K. Gridnev [10] . His approach is based on similar ideas as in the articles of D. R. Yafaev [32] and A. V. Sobolev [24] , extended to the case of N ≥ 4 particles. As usual for N -particle systems with N ≥ 4 this method requires a lot of technical estimates and strong restrictions on the potentials V ij ; in particular, in [10] it is assumed that
. The most difficult part of the proof is to show that in the case of N ≥ 3 particles the bottom of the essential spectrum of the corresponding Hamiltonian cannot be a resonance, provided every subsystem has no negative bound states or resonances at the threshold of the essential spectrum. The proof of this statement is stretched over two articles. Firstly, it was proved in the case N = 3 [8] , where it was shown that the three-body system, which is at the three-body coupling constant threshold, has a square integrable zero energy solution if none of the two-body subsystems is bound or has a zero-energy resonance. Here, it was assumed that the pair interactions V ij are non-negative. Later, this result was generalized to the case of N ≥ 4 particles and where the potentials V ij are allowed to change signs [9] .
In the work at hand we present a different and very transparent approach to the study of decay properties of zero-resonances and eigenfunctions of multi-particle Schrödinger operators at the edge of the essential spectrum. This approach is a further developement of Agmon's method of proving the exponential decay of eigenfunctions [2] . In particular, we establish connections between the rate of decay of a virtual level at zero and Hardy's constant in the corresponding space. Since our method is purely variational it allowes us to work with very weak restrictions on the potentials. In addition, as it is usual for variational methods for multi-particle Schrödinger operators our approach allows us to work on subspaces with fixed permutational symmetry. Combining our results on the decay of virtual levels with the ideas of [30] we give a purely variational proof of the absence of the Efimov effect for N ≥ 4 particles in all dimensions n ≥ 3. We extend this result to systems of N ≥ 4 identical fermions on the subspace of antisymmetric functions in dimension n = 1 and n = 2.
The paper is organized as follows. In Section 2, we introduce our notation and give sufficient conditions for the existence of solutions in the spaceḢ 1 (R n ) of the equation
without assuming that the potential V (x) decays as |x| → ∞. We then prove estimates on the rate of decay of such solutions. The conditions on the potential V (x) are chosen in such a way that this result can be applied to multi-particle systems. In Section 3, we extend this result to Schrödinger operators considered on subspaces of states with fixed symmetries. Section 4 is devoted to the applications of the results obtained in Section 1 and Section 2. In particular, in this section we prove that for N ≥ 4 in dimension n ≥ 3 the virtual level is an eigenfunction. We give estimates on the rate of decay of these eigenfunctions in dependence on the number of particles and the corresponding dimension. In Section 5 we prove the absence of the Efimov effect for N ≥ 4 particles in dimension n ≥ 3. In Section 6 we extend the result of Section 4 and Section 5 to the case of N ≥ 4 one-and two-dimensional fermions. In the Appendix we prove several technical results. Some of these results were known before and are given for the convenience of the reader only.
Decay properties of zero-energy solutions of the Schrödinger equation
In the following we consider the Schrödinger operator
We assume that the potential V is relatively bounded with bound zero, i.e. for every ε > 0 there exists a constant C(ε) > 0, such that
holds for any function ψ ∈ C ∞ 0 (R d ). According to the KLMN-Theorem (see [21] ) assumption (2.2) implies that h 0 is a self-adjoint operator in L 2 (R d ), corresponding to the quadratic form
For any ε ∈ (0, 1) we denote
For any self-adjoint operator A we denote by S(A), S ess (A) and S disc (A) the spectrum, the essential spectrum and the discrete spectrum of A, respectively. The main results of this section is the following
holds for any ε ∈ (0, 1). If there exist constants α 0 > 0, b > 0 and γ 0 ∈ (0, 1), such that for any
then the following assertions hold: (i) If α 0 > 1, then zero is a simple eigenvalue of h 0 and the corresponding eigenfunction ϕ 0 satisfies (1 + |x|) α0−1 ϕ 0 ∈ L 2 (R d ). Moreover, there exists a constant δ 0 > 0, such that for any function ψ ∈ H 1 (R d ) with ∇ψ, ∇ϕ 0 = 0 it holds
holds for any function ψ ∈Ḣ 1 (R d ) and some constant C > 0, then there exists a function
and
holds for every function ψ ∈ C ∞ 0 (R d ), then the solution ϕ 1 ∈Ḣ 1 (R d ) of (2.10) is unique. Moreover, there exists a constant δ 1 > 0, such that for any function ψ ∈Ḣ 1 (R d ) with ∇ψ, ∇ϕ 1 = 0 it holds h 0 ψ, ψ ≥ δ 1 ∇ψ 2 .
(2.12) (iii) If instead of (2.7) a stronger inequality
holds for some constants α 0 , γ 0 > 0 and β ∈ (0, 2), then the function ϕ 0 in part (i) of the theorem satisfies
Remark.
(i) Note that assumption (2.7) implies that for any 0 < ε < γ 0 the essential spectrum of the operator h ε is non-negative. Hence (2.6) implies that for any sufficiently small ε > 0 the operator h ε has a discrete eigenvalue.
(ii) We assume (2.11) to be able to apply the results by M. Schechter and B. Simon [22] on the unique continuation theorem, which allows us to prove the uniqueness of ϕ 1 . Without this assumption the subspace of functions inḢ 1 (R d ) satisfying (2.10) is at most finite (see Lemma A.1 in Appendix). (iii) As mentioned in the first remark the operator h ε has negative eigenvalues for small ε > 0. We should not expect that a sequence of the corresponding eigenfunctions ϕ ε always converges in L 2 (R d ) as ε → 0, because we know that for one-particle Schrödinger operators with short-range potentials in R 3 this is not the case. However, if we normalize the sequence ϕ ε with the seminorm (2.5), condition (2.7) will make it energetically disadvantageous for ϕ ε to leave all compact regions. This allows us to prove that the quadratic form of h 0 has a minimizer inḢ 1 (R d ).
In the proof of Theorem 2.1 we will apply the following localization error estimate, which is a straightforward modification of Lemma 5.1. in [30] . For the sake of completeness we will give the corresponding proof in the Appendix. 
Remark. Note that by (2.16) and Hardy's inequalitŷ
holds for every ψ ∈Ḣ 1 (R d ), where d ≥ 3 and i = 1, 2. This estimate shows that if the constant b is chosen much larger than b, then the localization error can be compensated with an ε-part of ∇ψ 2 .
Proof of statement (i) of Theorem 2.1. By Lemma A.1 there exists a sequence of eigenfunctions ψ n ∈ H 1 (R d ), corresponding to eigenvalues E n < 0 of the operator h n −1 , i.e. it holds
We normalize the sequence (ψ n ) n∈N by ∇ψ n = 1 and take a weakly convergent subsequence (also denoted by (ψ n ) n∈N ), which has a weak limit ϕ 0 ∈Ḣ 1 (R d ). Note that by the Rellich-Kondrachov theorem (ψ n ) n∈N converges to ϕ 0 in L 2 loc (R d ). We will prove statement (i) of Theorem 2.1 successively by the following Lemmas. Lemma 2.3. The weak limit ϕ 0 ∈Ḣ 1 (R d ) of the sequence (ψ n ) n∈N is not identically zero.
Proof. We consider the functional
where ψ ∈ H 1 (R d ) and ε > 0. We fix constants ε 1 > 0 and b > 0, such that (2.7) holds and construct functions χ 1 , χ 2 in accordance with Lemma 2.2, which implies
Since the operator h 0 is non-negative we have
In addition, since supp (ψχ 2 ) ⊂ {x ∈ R d : |x| ≥ b} we conclude by (2.7) that
Hence, (2.21) and (2.22) imply
For ψ = ψ n and ε = n −1 , estimate (2.23) yields
By the IMS localization formula we have ∇(ψ n χ 1 ) 2 + ∇(ψ n χ 2 ) 2 ≥ ∇ψ n 2 = 1 (2.26) for every n ∈ N. Hence, by (2.25) we obtain
where ε 2 > 0 can be chosen arbitrarily small by choosing ε 1 > 0 sufficiently small and n ∈ N sufficiently large. Due to (2.22) we have L[ψ n χ 2 , n −1 + ε 1 ] > 0. This, together with (2.20) and
where in the last inequality we used (2.2). By combining (2.28) and (2.27) we arrive at
Since |χ 1 | ≤ 1, χ 1 is compactly supported and (ψ n ) n∈N converges to ϕ 0 in L 2 loc (R d ), the last inequality proves the Lemma. Lemma 2.4. Assume that (2.6) and (2.7) hold for α 0 > 1. Then there exists a constant C 1 > 0, such that for any eigenfunction ψ n ∈ H 1 (R d ) corresponding to a negative eigenvalue of the operator h n −1 , normalized by ∇ψ n = 1, we have (1 + |x|) α0−1 ψ n ≤ C 1 .
Remark. Recall that eigenfunctions ψ n of the operators h n −1 decay exponentially with powers depending on the distances from the corresponding eigenvalues to zero. Since for n → ∞ the negative eigenvalues of h n −1 converge to zero, these exponential estimates are not uniform in n ∈ N. However, Lemma 2.4 shows that if condition (2.7) holds for functions supported far from the origin, a uniform estimate on the rate of decay of eigenfunctions of h n −1 exists. This estimate is of the polynomial type and the corresponding power depends on the parameter α 0 in (2.7) only.
Proof. For any ε > 0 we define the function
Since for eigenfunctions ψ n we have
with E n < 0 and each ψ n decays exponentially, we can multiply (2.32) with G 2 ε ψ n and integrate by parts to obtain
(2.34)
For |x| > 2R we can estimate
(2.37)
For |x| ∈ [R, 2R] the function |∇G ε | is uniformly bounded in ε, which together with Hardy's inequality implieŝ
Substituting (2.37) and (2.38) into (2.36) we obtain
39)
where C 1 > 0 does not depend on n ∈ N or ε > 0. Note that the function G ε ψ n is supported outside the ball with radius R > 0. By choosing R > b it satisfies (2.7), i.e. it holds
For n > 2γ −1 0 estimates (2.39) and (2.38) imply
Taking ε → 0 yields ∇ (|x| α0 ψ n ) ≤ C, which together with Hardy's inequality completes the proof.
Lemma 2.5. Assume that (2.6) and (2.7) hold for α 0 > 1, then zero is an eigenvalue of h 0 and the corresponding eigenfunction ϕ 0 satisfies
Proof. We take a sequence of eigenfunctions ψ n of h n −1 normalized by ∇ψ n = 1. This sequence has a subsequence (also denoted by (ψ n ) n∈N ) with a weak limit ϕ 0 ∈Ḣ 1 (R d ). According to Lemma 2.3 we have ϕ 0 ≡ 0. Since (ψ n ) n∈N converges to ϕ 0 in L 2 loc (R d ) and by Lemma 2.4 we have (1 + |x|) γ ψ n ≤ C with γ > 0 and C independent of n ∈ N, we conclude that (2.42) holds. This also shows that V ϕ 0 , ϕ 0 is well defined. Our next goal is to prove V ϕ 0 , ϕ 0 = −1. We write
(2.43)
Due to (2.2) the first term on the r.h.s. of (2.43) can be estimated by
Since ψ n − ϕ 0 → 0 as n → ∞, choosing ε > 0 sufficiently small and n ∈ N sufficiently large shows that (2.44) can be done arbitrarily small. Similar arguments show that the second term on the r.h.s. of (2.43) can be done arbitrarily small aswell. Consequently, we have V ψ n , ψ n → V ϕ 0 , ϕ 0 as n → ∞. By (1 − n −1 ) ∇ψ n 2 + V ψ n , ψ n ≤ 0 and ∇ψ n = 1 (2.45)
we conclude V ϕ 0 , ϕ 0 = −1. By the semi-continuity of the norm we have ∇ϕ 0 ≤ 1. This yields ∇ϕ 0 2 + V ϕ 0 , ϕ 0 ≤ 0, (2.46) which is only true for ∇ϕ 0 = 1. Hence, ϕ 0 is a minimizer of the quadratic form of h 0 . Since ϕ 0 ∈ L 2 (R d ), we conclude that it is an eigenfunction of h 0 , corresponding to the eigenvalue zero.
Our next goal is to prove inequality (2.8) and the nondegeneracy of ϕ 0 . We will do it in the following Lemmas 2.6 -2.8. Lemma 2.6. For every ε > 0 one can find n 0 ∈ N, such that for any n ≥ n 0 and any eigenfunction ψ n with ∇ψ n = 1, corresponding to some negative eigenvalue of the operator h n −1 , it holds ψ n − ϕ 0 < ε.
Proof. Assume that we have a sequence a(n) ∈ (0, 1) with a(n) → 0 as n → ∞ and ψ a(n) −ϕ 0 ≥ C > 0 for every n ∈ N. Proceeding as in the proof of Lemma 2.3 and Lemma 2.5 we can find a subsequence (also denoted by a(n)), such that (ψ a(n) ) n∈N converges to some functionφ 0 ∈ L 2 (R d ) withφ 0 ≡ 0, ∇φ 0 = 1 and ∇φ 0 2 + Vφ 0 ,φ 0 = 0.
(2.47)
By ∇ϕ 0 = ∇φ 0 = 1 and ψ a(n) − ϕ 0 ≥ C > 0 we conclude that ϕ 0 andφ 0 are linearly independent. According to [7] the eigenvalue of a Schrödinger operator coinciding with the bottom of the spectrum cannot be degenerate. Consequently, ϕ 0 andφ 0 cannot be linearly independent.
Lemma 2.7. For any sufficiently small ε > 0 the operator h ε has only one negative eigenvalue, which is non-degenerate.
Proof. Assume there is a sequence a(n) ∈ (0, 1) with a(n) → 0 as n → ∞, such that for any n ∈ N the operator h a(n) has at least two eigenvalues. Recall that the lowest eigenvalue of h a(n) is non-degenerate. We consider two eigenfunctions ψ 
which is a contradiction.
Proof. We prove the Lemma by contradiction. Assume that there is no such constant δ 0 > 0. Then there exists a sequence of functions
Further, it is easy to see that
hold for every n ∈ N. Hence, we conclude that for any linear combination c 1 g n + c 2 ϕ 0 we have
Since by (2.49) functions ϕ 0 and g n are linearly indpendent, for any n ∈ N we can find a linear combination f n of ϕ 0 and g n , such that f n is orthogonal to the ground state of h n −1 . Since by Lemma 2.7 for sufficiently large n ∈ N the operator h n −1 has only one negative eigenvalue, we have h n −1 f n , f n ≥ 0 This is a contradiction to (2.53).
Combining Lemma 2.5 and Lemma 2.8 proves statement (i) of Theorem 2.1.
Proof of statements (ii) and (iii) of Theorem 2.1. Note that in case of α 0 ∈ (0, 1) the sequence of eigenfunctions ψ n of the operators h n −1 , normalized by ∇ψ n = 1, does not necessarily converge in L 2 (R d ), as for example happens in the case of a one-particle Schrödinger operator in R 3 . To ensure that the functional ∇ψ 2 + V ψ, ψ is well defined for the weak limit ϕ 0 ∈Ḣ 1 (R d ) and that V ψ n , ψ n converges to V ϕ 0 , ϕ 0 as n → ∞, we assume (2.9). We will prove part (ii) of Theorem 2.1 in two steps. In Lemma 2.9 we prove the existence of the funtion ϕ 1 satisfying (2.10). Then, in Lemma 2.10 we prove the uniqueness of ϕ 1 and the inequality (2.12).
Lemma 2.9. Assume that (2.6) and (2.7) hold for α 0 ∈ (0, 1) and in addition
holds for any function ψ ∈Ḣ 1 (R d ) and some constant C > 0. Then, there exists a function
Proof. By assumption (2.6) there exists a sequence of functions ψ n ∈Ḣ 1 (R d ) satisfying
Repeating the same arguments as in Lemma 2.3 shows that a subsequence (also denoted by
We fix the constant b > 0 and construct functions χ 1 , χ 2 according to Lemma 2.2. Since
At first we estimate the first term on the r.h.s. of (2.58). By (2.16) and ∇ϕ 1 ≤ 1 we have
Hence, by (2.2) and (2.59) we conclude
Since χ 1 is compactly supported and due to ψ n → ϕ 1 in L 2 loc (R d ), the second term on the r.h.s. of (2.60) tends to zero as n → ∞. Hence, by ∇ϕ 1 , ∇ψ n ≤ 1 and since ∇χ 1 is bounded, the r.h.s. of (2.60) can be done arbitrarily small by choosing ε > 0 sufficiently small and n ∈ N sufficiently large. Applying similar arguments to the last term of (2.58) yields
Since ϕ 1 ∈Ḣ 1 (R d ) and χ 2 is bounded and supported in the region {x ∈ R d : |x| ≥ b}, the first term on the r.h.s. of (2.62) is arbitrarily small if b is sufficiently large. Due to (2.16) it holds
which shows that the second term of (2.62) can be done arbitrarily small by choosingb > 0 sufficiently large. Hence, we obtain
Collecting estimates (2.61) and (2.64) yields
where n ∈ N is sufficiently large. Let us estimate the r.h.s. of (2.65). Assumption (2.54) implies
By the use of (2.7) and similar arguments as in the proof of Lemma 2.3, for any fixed ε > 0 we can chooseb > 0 and n ∈ N large enough, such that ∇(ψ n χ 2 ) < ε. Hence, by the use of
Let G ε be the function defined by (2.30). Since ϕ 1 is a minimizer of the quadratic form of h 0 , it satisfies the Euler-Lagrange equation in a generalized sense, i.e. it holds
Similar computation to (2.34) yields
By the use of (2.37) we can rewrite (2.71) as
where the constant C 1 > 0 does not depend on ε > 0. Similar to the proof of Lemma 2.4, assumption (2.7) implies ∇(ϕ 1 G ε ) ≤ C. Taking ε → 0 yields ∇(|x| α0 ϕ 1 ) < ∞, which together with Hardy's inequality implies
(2.74)
This completes the proof.
holds for some C > 0 and every function ψ ∈ C ∞ 0 (R d ), then the solution ϕ 1 ∈Ḣ 1 (R d ) in Lemma 2.9 is unique. Moreover, there exists a constant δ 1 > 0, such that for any function ψ
Proof. We will prove the Lemma by contradiction. Assume that there is no such constant δ 1 > 0, then there exists a sequence of functions (ψ
Moreover, there exists a subsequence (which by abuse of notation is denoted by (ψ 
for α,α, R > 0. This completes the proof of Theorem 2.1.
Resonances and eigenfunctions on subspaces with fixed symmetries
Let h 0 = −∆ + V be invariant under action of some symmetry group G and let σ be a type of irreducible representation of G. Denote by P σ the projection in L 2 (R d ) onto the subspace of functions transformed according to the representation σ. In the following we assume that for every function ψ ∈ L 2 (R d ) and
holds for any ε ∈ (0, 1). If there exist constants α 0 > 0, b > 0 and γ 0 ∈ (0, 1), such that for any function ψ ∈ H σ with supp ψ ⊂ {x ∈ R d : |x| ≥ b} we have
2)
then the following assertions hold:
(i) If α 0 > 1, then zero is an eigenvalue of h σ 0 with finite degeneracy. Let W 0 be the corresponding eigenspace, then for any ϕ 0 ∈ W 0 we have (1 + |x|) α0−1 ϕ 0 ∈ L 2 (R d ).
Moreover, there exists a constant δ 0 > 0, such that for any function ψ ∈ H σ with ∇ψ, ∇ϕ 0 = 0 for all ϕ 0 ∈ W 0 it holds
holds for any function ψ ∈Ḣ σ and some constant C > 0, then there exists a finitedimensional subspace W 1 ⊂Ḣ σ , such that for any function ϕ 1 ∈ W 1 it holds
Moreover, any ϕ 1 ∈ W 1 satisfies (1 + |x|) α0−1 ϕ 1 ∈ L 2 (R d ) and there exists a constant δ 1 > 0, such that for any function ψ ∈Ḣ σ with ∇ψ, ∇ϕ 1 = 0 for all ϕ 1 ∈ W 1 it holds
holds for some constant α 0 > 0 and β ∈ (0, 2), then each function ϕ 0 ∈ W 0 in part (i) of the theorem satisfies
Proof. The proof of Theorem 3.1 is a straightforward generalization of the proof of Theorem 2.1.
The main difference between these two theorems is that in Theorem 2.1 we have non-degenerate minimizers ϕ 0 and ϕ 1 of the quadratic form of the operator h 0 in the spaces 
If the dimension is one or two, but the operator h 0 is considered on a subspace with a fixed symmetry σ, such that Hardy's inequality ∇ψ 2 ≥ C ψ|x| −1 2 (3.9) holds for some C > 0, the statement of Theorem 3.1 remains true.
Applications

4.1.
Virtual levels of one-body Schrödinger operators. The main goal of our paper is to study decay properties of virtual levels of multiparticle Schrödinger operators. However, in order to show how effective Theorem 2.1 is we start with the easiest case of one-particle Schrödinger operators. Some of the results below are already known. Let
and some γ > 0, and V 1 ∈ L d 2 (R d ) for d ≥ 5. Further, let V 2 ≥ 0 be bounded and V 2 (x) → 0 as |x| → 0. According to Theorem X. 19 and Theorem X.20 [21] , these assumptions imply that V is relatively bounded with bound zero, i.e. it holds (2.2). We assume that h 0 ≥ 0. It is easy to see that for ε ∈ (0, 1) we have S ess (h ε ) = [0, ∞) and only discrete eigenvalues of h ε can appear below zero. Definition 4.1. If h 0 ≥ 0 and for any ε ∈ (0, 1) inf S(h ε ) < 0, we say that the operator h 0 has a virtual level at zero. d) . In particular, for d ≥ 5 zero is an eigenvalue of h 0 .
(ii) If V 2 (x) ≥ α 1 |x| −2 holds for some constant α 1 > 0, then (4.3) holds for any α < α 1 + 4 −1 (d − 2) 2 − 1. In particular, if d = 3 and α 1 > 3 4 , then zero is an eigenvalue of h 0 . If d = 4, then zero is an eigenvalue of h 0 for any α 1 > 0. (iii) If V 2 (x) ≥ α 2 |x| −β holds for some constants α 2 > 0 and β ∈ (0, 1), then the eigenfunction
Remark. One can also obtain decay rates of resonances and eigenfunctions by the use of Green's function, see for example [12] . However, our method requires very mild conditions on the singularities of the potential and allows its positive part to decay very slowly.
Proof of Theorem 4.2 and 4.4. We only need to prove that
holds due to the Sobolev inequality for b > 0 sufficiently large. Hence, (4.4) follows for sufficiently small γ 0 > 0 with α 0 > 0, such that α 2 0 is smaller than the Hardy constant (d−2) 2 4 .
4.2.
Virtual levels of N -body Schrödinger operators. Now we consider a system of N ≥ 3 quantum particles in dimension n ≥ 3 with masses m i > 0, i = 1, . . . , N, and position vectors x i ∈ R n , i = 1, . . . , N . Such a system, denoted by Z 1 , is described by the Hamiltonian H N , acting on L 2 R nN , which is given by
where the potentials V ij describe the particle pair interaction. In the following we assume that
holds for some constants A > 0 and ν > 0. Further, we assume that
ij ≥ 0 is bounded and V
ij (x) → 0 as |x| → ∞. (4.8)
We will consider the operator H N in the center-of-mass frame. Following [23] we introduce the scalar product ·, · 1 on R nN by
Here we denote by ·, · the standard scalar product on R n . Denote by
the space of relative motion of the system. We define the Laplacian ∆ 0 acting in L 2 (R 0 ) and
The operator H 0 is given by In the following all Hamiltonians are considered in the sense of quadratic forms. We say that Z p = (C 1 , . . . , C p ) is a breaking of the system Z 1 (of order |Z p | = p), if
The Hamiltonian of the breaking Z p is given by
We define the operator I(Z p ) of inter-cluster interactions by 
The main result of this section is the following Theorem 4.6. Let Z 1 be a system of N ≥ 3 particles in dimension n ≥ 3. Suppose that the potentials V ij satisfy the assumptions (4.7) and (4.8). Assume that H 0 has a virtual level at zero and for each subsystem C Z 1 it holds
for sufficiently small ε > 0. Then (i) zero is an eigenvalue of H 0 and the corresponding eigenfunction ϕ 0 satisfies
(ii) There exists a constant δ 0 > 0, such that for every function ψ ∈ H 1 (R 0 ) satisfying ∇ 0 ψ, ∇ 0 ϕ 0 = 0 it holds
ij (x) ≥ α ij |x| −β for some constants α ij > 0 and β ∈ (0, 2), then zero is an eigenvalue of H 0 and the corresponding eigenfunction ϕ 0 satisfies
where κ = 1 − β 2 and µ > 0 depends only on the coefficients α ij and on the masses of the particles.
Remark.
(i) Theorem 4.6 tells us that for n−dimensional particles with n ≥ 3 only twoparticle systems virtual levels may be resonances. This is the reason why the Efimov effect does not occure for n ≥ 3 and N ≥ 3. Before proving the theorem, we will generalize it in two directions: We will give an analogue of this theorem for systems including particles with infinite masses (Theorem 4.7) and we will consider systems with symmetry restrictions (Theorem 4.9).
4.2.1.
Systems of particles with infinite masses. Let Z 0 = {0, 1, . . . , N − 1} be an N -particle system with particle 0 having infinite mass. We assume that this particle is located at the origin and define the n(N − 1)-dimensional space of relative motion of particles {1, . . . , N − 1} as R 0 = x = (x 0 , . . . , x N −1 ) ∈ R nN : x 0 = 0 , n ≥ 3.
(4.25)
On R 0 we introduce the scalar product
Let C ⊆ Z 0 be an arbitrary subsystem of Z 0 . If 0 / ∈ C we set
and if 0 ∈ C we define
(4.28)
In abuse of notation we use R 0 and R 0 [C] as in the case of particles with finite masses. Let ∆ 0 [C] be the Laplace operator on L 2 (R 0 [C]) and the Hamiltonian H 0 [C] of the subsystem C is given by
For a breaking Z p of Z 0 into p clusters let
Theorem 4.7. Let N ≥ 3 and Z 0 = {0, 1, . . . , N − 1} be a system of N particles, where particle 0 has infinite mass. Then assertions (i)-(iii) of Theorem 4.6 hold for Z 1 replaced by Z 0 .
4.2.2.
Systems with permutational symmetry. Assume now that Z 1 is a system of several identical particles, where every particle has a finite mass. Let S be the group of permutations of identical particles in Z 1 and σ be a type of irreducible representation of this group. Let P σ be the corresponding projection on the subspace of functions transformed according to the representation σ. For any fixed breaking Z p = (C 1 , . . . , C p ), 2 ≤ p ≤ N − 1, we define S(Z p ) as a group, which permutes identical particles within the subsystem C k ⊂ Z p and permutes identical subsystems if such subsystems exist in Z p . Obviously S(Z p ) is a subgroup of S. Denote by σ ′ (Z p ) types of irreducible representations of S(Z p ). We say that the representation σ ′ (Z p ) of the group S(Z p ) is induced by the representation σ of the group S and write Theorem 4.9. Suppose that N ≥ 3 and consider the operator H σ 0 , where the potentials V ij satisfy (4.7) and (4.8). Assume that for any breaking Z p and any type of irreducible representation
for any sufficiently small ε > 0. Further, assume that H σ 0 has a virtual level of symmetry σ. Then (i) zero is an eigenvalue of H σ 0 with finite degeneracy. Let W 0 be the corresponding eigenspace, then for any ϕ 0 ∈ W 0 we have
(4.34)
(ii) There exists a constant δ 0 > 0, such that for any function ψ ∈ P σ H 1 (R 0 ) with ∇ 0 ψ, ∇ 0 ϕ 0 = 0 for all ϕ 0 ∈ W 0 it holds
ij (x) ≥ α ij |x| −β for some constants α ij > 0 and β ∈ (0, 2), then every function ϕ 0 ∈ W 0 satisfies
Remark. The rate of decay of the eigenfunctions ϕ 0 ∈ W 0 depends on the corresponding Hardy constant c H , which on the whole space L 2 (R 0 ) is given by c H = (dim R0−2) 2 4 . However, if σ is different from the representation symmetric with respect to permutations of each pair of particles the Hardy constant can become larger. This can result in a stronger rate of decay of the eigenfunctions.
Proof of Theorem 4.6
To explain the main ideas of the proof we start with N = 3 and extend the strategy to the case N ≥ 4 afterwards. We will use the following two Lemmas proved earlier in [34] and [30] , respectively. C 2 ) is an arbitrary breaking of the system Z 1 into two clusters and K(Z 2 , κ) are the regions defined in (4.19) . Then there exists κ 0 > 0, such that for all 0 < κ < κ 0 we have
The following estimate for the localization error, originally proved in [30] , plays a crucial role in the proof of Theorems 4.6, 4.7 and 4.9. For the convenience of the reader a complete proof of this estimate is given in the Appendix. 
Proof of Theorem 4.6 for N = 3 particles and n = 3. Note that in this case the constant α 0 in (4.22) should be strictly less than two. We will prove that all conditions of statement (i) of Theorem 2.1 are fulfilled. We will also show that if in addition V (2) ij (x) ≥ α ij |x| −β holds for some constants α ij > 0 and β ∈ (0, 2), then (4.36) follows from statement (iii) of Theorem 2.1. Since
loc (R 3 ) and it decays at infinity, according to [21] for any ε > 0 there exists a constant C(ε) > 0, such that |V ij |ϕ, ϕ ≤ ε ∇ ij ϕ 2 + C(ε) ϕ 2 (4.40) holds for any function ϕ ∈ C ∞ 0 (R 0 ), which obviously implies (2.2) for V = 1 2 N i,j,i =j V ij . It remains to prove that
holds for some γ 0 > 0, α 0 ∈ (1, 2) and any function ψ ∈ H 1 (R 0 ) with supp (ψ) ⊂ {x ∈ R 0 : |x| 1 ≥ R} for some sufficiently large R > 0. The proof of (4.41) follows the ideas of the estimate from below of the quadratic form of a multiparticle Schrödinger operator in [31] in the easiest case when the subsystems do not have bound states or virtual levels. The difference between (4.41) and a similar inequality proved in [31] is that for the purposes of [31] it was sufficient to prove this inequality with an arbitrary small α > 0. Now we need to prove (4.41) with α ∈ (1, 2). Following [29] we will make a partition of the unity of the configuartion space of the system, separating regions K(Z 2 , κ), corresponding to different breakings of the system into two clusters. We will choose κ very small to be able to compensate the term −α|x| −1 1 with a small part of the kinetic energy. Let u Z2 be the localization functions defined by (4.38). Recall that u Z2 is supported in the cone in the configuration space, where two particles belonging to the same cluster in Z 2 are close one to another and the third particle is very from this cluster. Applying Lemma 4.10 and Lemma 4.11 yields
where V = 1 − Z2 u 2 Z2 and the functionals L 1 , L 2 : H 1 (R 0 ) → R are defined by
(4.43)
We will prove that L 1 [ϕu Z2 ] ≥ 0 and L 2 [ϕV] ≥ 0, if ε, γ 0 > 0 and κ > 0 are sufficiently small and R > 0 is sufficiently large. Here, κ is the parameter in the definition of the cone K(Z 2 , κ). At first we estimate L 1 [ϕu Z2 ] for an arbitrary breaking Z 2 = (C 1 , C 2 ). Note that
(4.44)
Without loss of generality we assume that in Z 2 = (C 1 , C 2 ) the cluster C 1 has two particles and C 2 has only one particle. Since the operators H 0 [C 1 ] do not have virtual levels and H 0 (Z 2 ) = H 0 (C 1 ), it holds H 0 (Z 2 )ϕu Z2 , ϕu Z2 ≥ µ 0 ∇ q(Z2) (ϕu Z2 ) 2 (4.45) for some µ 0 > 0 independent of ϕ. For sufficiently small ε > 0 and γ 0 > 0 this yields
Therefore, we arrive at
On the support of u Z2 we have |q(Z 2 )| 1 ≤ κ|ξ(Z 2 )| 1 , which by the Poincaré-Friedrich's inequality (Theorem 6.30,
Since supp (ϕu Z2 ) ⊂ K (Z 2 , κ) \ S(R) it holds |x ij | ≥ C|ξ (Z 2 ) | 1 for i ∈ C 1 , j ∈ C 2 and some C > 0. Therefore, by V ij ≥ V (1) ij and |V ij (x ij )| ≤ C|ξ (Z 2 ) | −2−ν 1 , for sufficiently small κ > 0 we have
Combining (4.46) and (4.50) yields L 1 [ϕu Z2 ] ≥ 0. To prove part (i) and part (ii) of the Theorem in the case of N = 3 it suffices to show L 2 [Vϕ] ≥ 0. Note that on the support of V all the distances between the particles are large.
and on the support of Vϕ we have
where ε > 0 can be chosen arbitrarily small by choosing R > 0 sufficiently large, we conclude
Note that dim R 0 = 6, which together with Hardy's inequality implies and γ 0 > 0 sufficiently small, such that L 2 [ϕV] ≥ 0, which completes the proof of statement (i) and (ii) for d = 3 and N = 3. To prove statement (iii) it suffices to note that for β ∈ (0, 2) and α ij > 0 we have i,j V (2) ij (x ij ) ≥ C|x| −β 1 . Applying statement (iii) of Theorem 2.1 completes the proof for N = 3.
To prove Theorem 4.6 for n = 3 and N ≥ 4 we use the following Lemma, which is similar to (Lemma 3.5, [31] ). Proof of Theorem 4.6 for n = 3 and N ≥ 4. Without loss of generality we can assume that V
ij ≡ 0 holds for i, j = 1, . . . , N, i = j. Let L[·] be the functional defined in (4.41). We will show that L[ϕ] ≥ 0 holds for every 0 ≤ α 0 < 3N −5 2 and every ϕ ∈
where R > 0 is sufficiently large. Analogously to the case N = 3 we get
where the functionals L 1 , L 2 are defined in (4.43) and V 2 = 1 − Z2 u 2 Z2 . By repeating the same arguments as in the case N = 3, one can easily show that L 1 [ϕu Z2 ] ≥ 0 holds for all two-cluster decompositions Z 2 . We only need to prove L 2 [V 2 ϕ] ≥ 0. By applying Lemma 4.12 we can find κ(3) > 0, such that on the support of V 2 ϕ the cones K (Z 3 , κ(3)) and K (Z ′ 3 , κ(3)) do not overlap for Z 3 = Z ′ 3 . Applying Lemma 4.11 yields
(4.57)
Since for each subsystem C j in the breaking Z 3 the corresponding operator H 0 [C j ] does not have a virtual level we have H 0 (Z 3 )ψ, ψ ≥ µ 0 ∇ q(Z3) ψ 2 (4.58) for some µ 0 > 0, independent of ψ. In addition, on the support of u Z3 V 2 it holds |V ij (x ij ) | ≤ c|ξ(Z 3 )| −2−ν 1 for i, j belonging to different clusters in Z 3 . Consequently, by the same arguments as in the estimate of
Repeating this process, we see that to prove the theorem it suffices to show
for small ε, γ 0 > 0 and for functions ψ ∈ H 1 (R 0 ), which are supported in the region where
holds for all i, j = 1, . . . , N, i = j. We choose 0 < ε < (3(N −1)−2) 2 4 − α 2 0 and R > 0 sufficiently large, such that by Hardy's inequality in dimension 3(N − 1) it holds (4.59). Now we can apply Theorem 2.1 and conclude that zero is a simple eigenvalue of H 0 and the corresponding eigenfunction ϕ 0 satisfies
for every α 0 < 3N −5 2 . This completes the proof of statement (i) and (ii) of Theorem 4.6 in the case n = 3 and N ≥ 4. Finally, since Hardy's inequality holds for every n ≥ 3, the proof of the theorem can trivially be adapted to the case n ≥ 4 by replacing the Hardy constant in the corresponding dimension. Statement (iii) of the theorem follows from statement (iii) of Theorem 2.1 similar to the case of N = 3.
Theorem 4.7 can be proved by similar arguments. Theorem 4.9 can be proved similar to Theorem 4.6 by using Theorem 3.1 instead of Theorem 2.1.
5.
Absence of the Efimov effect in N -particle systems with N ≥ 4
In this section we prove that the Efimov effect does not occur in the case of more than three particles in any dimension n ≥ 3. The main reason for this is that for such systems the virtual level is always an eigenvalue, see Theorem 4.6. Our proof is based on the ideas of [30] , where it was shown that in case of three particles, restricted to certain symmetries, the Efimov effect does not occur aswell. We will adapt this technique to arbitrary N -body systems. Assume that for any breaking Z p = (C 1 , . . . , C p ) with p ≥ 3 or p = 2 and |C 1 |, |C 2 | < N −1 and any type of irreducible representation σ ′ (Z p ) ≺ σ it holds P σ ′ (Zp) (H 0 (Z p ) + ε∆ 0 (Z p )) ≥ 0 (5.1)
for sufficiently small ε > 0. Then the discrete spectrum of H σ 0 is finite. Proof of Theorem 5.1. Let for ϕ ∈ H 1 (R d )
Due to Lemma A.1 to prove the theorem it suffices to show that there exist constants ε > 0 and b > 0, such that
Applying Lemma 4.11 yields
where V = 1 − Z2 u 2 Z2 and the functionals L 2 , L 3 :
where
(5.6) The constants ε 1 > 0 and κ > 0 can be chosen arbitrarily small and κ ′ > 0 depends on ε 1 and κ. At first we prove that L 2 [ϕu Z2 ] ≥ 0. We need to distinguish between two different types of breakings Z 2 = (C 1 , C 2 ):
In case (i) by the assumption of the theorem the operators H 0 [C 1 ] and H 0 [C 2 ] do not have virtual levels, i.e. there exists a constant µ 0 > 0, such that
holds for any ϕ ∈ H 1 (R 0 ). In this case we can make use of similar arguments as in the proof of by adapting the strategy of [30] . We write
where ϕ 0 = 1 and ∇ q(Z2) g(·, ξ(Z 2 )), ∇ q(Z2) ϕ 0 = 0 (5.9) holds for almost every ξ Z2 . Note that
2 Ω(Z2) .
(5.10)
Since H 0 [C 1 ]ϕ 0 = 0 the second term and the third term on the r.h.s. of (5.10) are zero. Due to the orthogonality condition(5.9) Theorem 4.6 yields
for some δ 0 > 0. We arrive at
(5.12)
where ε > 0 can be chosen arbitrarily small by choosing b > 0 sufficiently large. Here we used that on supp (ϕu Z2 ) we have |V
for i, j belonging to different clusters. Moreover, since on the support of ϕu Z2 we also have |x| −1
combining the terms δ 0 ∇ q(Z2) g 2 and 2ε g|q(Z 2 )| −1 1 u Z2
2 Ω(Z2) and applying Hardy's inequality yields
Now we estimate the last term on the r.h.s. of (5.16) . Note that for κ > 0 sufficiently small it holds
Since ϕ 0 is square-integrable in q(Z 2 ), for any δ > 0 one can find b > 0, such that Φ (ξ(Z 2 )) < δ holds uniformly in |ξ(Z 2 )| 1 ≥ b 2 . Hence, for any fixedε > 0 we can choose b > 0 sufficiently large, such that
Due to Lemma 5.3. in [30] there exists a constant γ > 0, depending on ϕ , ∇ϕ and ∆ϕ only, such that for all i = j. Applying Hardy's inequality completes the proof. 6 . Systems of N ≥ 4 fermions in dimension n = 1 or n = 2 We consider a system Z 1 of N ≥ 3 one-or two-dimensional particles and the corresponding Hamiltonian given in (4.6), where the potentials V ij satisfy
for some constants A > 0 and ν > 0. Further, we assume that all particles are identical, i.e. m i = m j for 1 ≤ i, j ≤ N and for i = j, k = l we have
We reduce the center of mass by defining the space R 0 and the operator H 0 according to (4.10) and (4.29), respectively. Since the particles are identical, the operator H 0 is invariant under action of the group S N of permutation of particles. Let σ as be the irreducible representation of S N , antisymmetric with respect to permutation of each pair of particles. Let P σas be the projection in R 0 onto the subspace of the σ as . We will consider the operator H 0 on the subspace P σas L 2 (R 0 ) and define H σas 0 = P σas H 0 . Given a subsystem C ⊂ Z 1 , let S[C] be the subgroup of S N corresponding to permutations of particles in the subsystem C. We denote by σ as [C 
We are now ready to state the main theorem of this section. Theorem 6.2. Let n = 1 or n = 2 and let Z 1 be a system of N ≥ 3 particles. Assume that the potentials V ij satisfy (6.1) and (6.2). Further, assume that H σas 0 has a virtual level at zero and for each subsystem C Z 1 and sufficiently small ε > 0 it holds
Then, zero is an eigenvalue of H σas 0 . Proof. According to Theorem 3.1, it suffices to show that there exist R > 0, γ 0 > 0 and α 0 > 1, such that for any function ϕ ∈ P σas
Note that in dimension n = 1 and n = 2 Hardy's inequality holds for antisymmetric functions [4] . If n = 2 and N ≥ 4 or n = 1 and N ≥ 6 we can repeat the same arguments as in Theorem 4.6 for 0 < α 0 < 2(N −1)−2
2
, if n = 2 and 0 < α 0 < N −3 2 , if n = 1, respectively. We only need to consider the cases n = 2, N = 3 and n = 1, N = 3, 4, 5. We start with the case n = 2, N = 3. By the same arguments as in the proof of Theorem 4.6, it suffices to show that L 2 [ϕV] ≥ 0 holds for ϕ ∈ P σas H 1 (R 0 ), where L 2 [ϕV] and V are defined in (4.43). Since the multiplication with V does not change the symmetry property of ϕ, the function ϕV is antisymmetric with respect to permutations of particles. Hence, it is orthogonal to all functions depending on |x| 1 only. Therefore, for ϕV we have (see for example [13] p. 254)
with l = 1 and dimR 0 = 4. Substituting this inequality in L 2 [ϕV] gives the desired estimate for n = 2 and N ≥ 3. Now we turn to the case n = 1 and N = 3, 4, 5. Let N = 4 or N = 5. In this case we have dimR 0 = 3 or dimR 0 = 4, respectively. By the same argument as in the case of n = 2, N = 3, we only have to consider the functional L 2 [ϕV]. Since ϕV is orthogonal to all functions with l = 0, applying the Hardy-type inequality (6.7) with dim R 0 = 4 and dim R 0 = 5, respectively, yields the result for n = 1 and N = 4, N = 5. To complete the proof it remains to consider the case of n = 1 and N = 3. In this case we will prove the following Lemma 6.3. Let R 0 be the space defined in (4.10) with n = 1 and N = 3 and let ψ ∈ C 1 0 (R 0 ) be antisymmetric with respect to exchange of each pair of coordinates (x i , x j ). Then we have ∇ 0 ψ 2 ≥ 9 ψ|x| −1 1 2 .
(6.8)
Remark. Combining the arguments of the proof of Theorem 6.2 with the estimate (6.3) one can easily obtain an estimate on the rate of decay of virtual levels in this system. In particular, it is easy to see that a zero energy eigenfunction ϕ 0 for a system of three one-dimensional fermions on the subspace of functions antisymmetric with respect to permutations of coordinates of particles satisfies (1 + |x|) 2−ε ϕ 0 ∈ L 2 (R 2 ) for any ε > 0.
Let us prove Lemma 6.3, which will complete the proof of Theorem 6.2. Note that for n = 1 and N = 3 we have dim R 0 = 2. On the plane R 0 we introduce the polar coordinates ψ = ψ(ρ, θ),
i and θ is the angle between x and 1 √ 2 (1, −1, 0) . Obviously, the axes x 1 = x 2 , x 2 = x 3 , x 1 = x 3 cut R 0 into six sectors, each with angle π 3 . Since ψ is antisymmetric with reflection on these axes we conclude that ψ is a periodic function in θ with period π 3 and ψ(ρ, 0) = 0. We represent ψ as a Fourier series, i.e. we write for almost all ρ ψ(ρ, θ) = ∞ n=1 a n (ρ) sin(3nθ). (6.9) Differentiating (6.9), we get
For the absence of the Efimov effect in systems of N ≥ 4 one-or two-dimensional particles we get now the following result. Theorem 6.4. Let n = 1 or n = 2 and let Z 1 be a system of N ≥ 4 particles. Assume that the potentials V ij satisfy (6.1) and (6.2). Further assume that for each subsystem C ⊂ Z 1 we have H σas 0 [C] ≥ 0 and if |C| ≤ N − 1 the operator H σas 0 [C] does not have a virtual level at zero. Then the discrete spectrum of H σ 0 is finite. Proof. The proof of Theorem 6.4 goes along the same line as that of Theorem 5.1. The only difference is that if for a subsystem C with |C| = N − 1 the operator H σas 0 [C] has a virtual level, zero might be a degenerate eigenvalue of finite mulitplicity. However, in this case we can find a decompostion similar to that in (5.8) with a function g which is orthogonal to the corresponding eigenspace. Repeating the arguments of the proof of Theorem 5.1 proves Theorem 6.4.
Appendix A.
Proof of Lemma 2.2. Let ε > 0 and b > 0 be fixed. Letb > b and u ∈ C 1 (R + ), such that u(t) = 1 if t ≤ b and u is non-increasing on [b, ∞). Moreover, for t → b let u ′ (t) 1 − u 2 (t) − 1 2 → 0. We define v := √ 1 − u 2 , χ 1 (x) := u (|x|) and χ 2 (x) := v (|x|) . (A.1) Then, since χ 2 1 + χ 2 2 = 1 holds we have
Now since u ′ (|x|) 1 − u 2 (|x|) is at most finite-dimensional.
(i) The Lemma is a slightly modified variant of a part of the proof of the main Theorem in [34] . where {ϕ 1 , . . . , ϕ k } is an orthonormal set of eigenfunctions corresponding to the lowest eigenvalues of the Laplacian, acting on L 2 (S(b 1 )) with Dirichlet boundary conditions. For ψ ⊥ M k we have ψχ 1 ⊥ ψ 1 , . . . ψ k , which for sufficiently large k implies ∇(ψχ 1 ) 2 ≥ 2 (1 − ε) −1 C(ε) ψχ 1 2 .
(A.24)
Therefore, we conclude L[ψχ 1 ] > 0.
