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Abstract 
Wegmann, R., Extremal problems for harmonic mappings from the unit disc to convex regions, Journal of 
Computational and Applied Mathematics 46 (1993) 165-181. 
We consider the problem of constructing orientation-preserving harmonic mappings from the unit disc to a 
bounded convex region, which maximize a given linear functional. Extremal mappings are characterized by a 
simple geometric condition, which yields also the maximal value of the functional. This is applied to obtain 
sharp estimates for the Fourier coefficients of boundary values of such harmonic mappings. 
Keywords: Harmonic mappings; extremal problems; variational methods. 
1. Introduction 
Orientation-preserving harmonic mappings f from the unit disc D to a bounded convex 
region G can be easily constructed. We consider in this paper the problem of constructing such 
mappings which are optimal in the sense that they maximize a certain linear functional. We 
characterize optimal mappings by a simple geometric condition, which yields also the maximal 
value of the functional. We apply this to estimate the Fourier coefficients A, of boundary 
values f(e’“) of orientation-preserving harmonic mappings f and to describe the range of 
values of pairs of Fourier coefficients (A,, AJ. 
This work continues [S]. With a simpler derivation we get a precise characterization of 
extremal mappings. The problem has been addressed also in the papers [1,2], where necessary 
conditions were derived and some estimates for the coefficients A, were given. 
2. Orientation-preserving harmonic mappings 
Let G be a bounded convex region with boundary r := aG parametrized by a 2n-periodic 
complex function v(f). We assume that 77 is continuously differentiable with t(t) # 0 and 
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parametrizes r with positive orientation. The *tangent angle e(t) := arg +(t> is a monotone 
nondecreasing, continuous function such that 19(t) - t is 2rr-periodic. 
We denote by 0 the set of monotone nondecreasing functions w(s) such that w(s) - s is 
2n-periodic and o is continuous from the right. For each it = 1, 2,. . . let 0, be the subset of 
0 which consists of all step functions which have at most IZ steps in the interval (0, 2~1. 
A complex function f(z) defined in the unit disc D is called harmonic if 
u(x, y):=Ref(x+iy), v(x, y) := Im f(x + iy) 
are real harmonic functions. 
Let H be the set of all complex-valued functions f which are harmonic in D, admit for 
almost every (in the sense of Lebesgue measure> boundary point a limit fCeiS> along nontangen- 
tial paths, and there exists a function o E R such that the limit values f(e”> satisfy 
f(e”) = q(w(s)), for almost all S. (1) 
We call the functions in H orientation-preserving harmonic mappings from D into the region G. 
Lemma 1. There is a one-to-one correspondence between H and 0, in the following sense. To each 
f E H there zk a unique o E 0 such that (1) holds and to each w E J2 there is a unique f E H with 
boundary values satisfying (1). 
Proof. The first part of the statement is true by the definition of H. On the other hand, if o is 
in R, then q 0 w is in L*(O, 2~) and the Cauchy integral 
1 2p77(w(s)) eis 
g(‘)‘=~~ eis_, ds 
defines a function g which is analytic inside and outside the circle aD = (2: 1 z 1 = 1) and 
admits for almost all points on this circle limit values g’(e’“> along nontangential paths from 
inside and g-(e’“) from outside [7, p.1391. These boundary values satisfy g’(e’“) -g-(e’“) = 
q(o(s)) for almost all s. The function f(z) :=g(z> -g(l/Z) is harmonic in D and has the 
boundary values (1) almost everywhere. q 
We used in the proof of this lemma the approach via the Cauchy integral since it yields 
directly the representation 
f(z) =g(4 +h(z) 
of the harmonic mapping f in terms of two analytic functions g and h. The same is effected if 
one obtains from the Fourier series 
q(w(s)) N E AYei”’ (2) 
v= -rn 
the power series representation for the function f: 
+m +a 
f(z) = c A,ZY + c A_,.?. (3) 
v=o v=l 
A mapping f E H is either a constant, it maps to a straight line segment or it is one-to-one 
[5]. It follows from the representation of f by a Poisson integral that f maps into the convex 
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hull of the range of 77 0 w. For a discontinuous function w this convex hull may be a proper 
subset of G. Then the corresponding f : D + G is not onto. 
3. The extremal problem 
With a continuous 2r-periodic complex function t(s) one can define a real linear functional 
A(f) := Reluzrrf(eis)t( s) ds (4) 
on the set H of orientation-preserving harmonic mappings. In view of Lemma 1 one can write 
this also as a functional on the set R: 
I(w) := Re/u21ifl(o(s))&(s) ds. 
Using the Fourier series 
t(s) - 5 BYeivs 
V== -cc 
(6) 
of the function 5, the functional I can be expressed by 
l(o) =~IT Re E AE, 
“=-CC 
(7) 
in terms of the coefficients A, defined in (2) or (3). We say that a 2r-periodic function 4 is in 
L* if the restriction to the interval [0, 27~1 is in L*[O, 27~1. 
Lemma 2. The set E := (7 0 o: w E 0} is compact in L*. The same is true for each of the sets 
E, := 17 0 o: w E 0,) for n = 1, 2,. . . . The set U n E, is dense in E. 
Proof. Let 4, := q 0 0, be a sequence of functions in E. Since 4, does not change if we add to 
w, a multiple of 27r, we can assume that 0 < o,(s) < 4~ for 0 < s < 27~. The same construction 
which is used in the proof of the Helly selection theorem (see [6, p.1891) can be applied to 
construct a subsequence of o, which converges to a function w* E R at all points s where w* 
is continuous. Hence it converges everywhere with the exception of a countable set of points. 
Therefore, the corresponding subsequence of 4, converges almost everywhere to 77 0 o*. Since 
the functions 4, are bounded, this implies convergence in L*. This proves the first statement. 
If every o, is a step function with at most it discontinuities in (0, 21~1, then the limit function 
w* has the same property. Each function in fi can be approximated uniformly by step 
functions. This proves the last statement. •I 
Lemma 2 shows that a maximum of 1 exists in R as well as in each a,, IZ = 1, 2,. . . . It 
follows from Lemma 1 that the maximum of the functional A on H is equal to the maximum of 
1 on 0. 
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4. Associated curves 
We shall see that there is a simple and useful geometric characterization of functions cG~ and 
~5 which yield the maximum of 1 on 0, and 0, respectively, in terms of the curve A, which is 
the range of the primitive 
B 
X(s) := B,s - i c LeivS _. 
of 5. This curve is closed if X is 2r-periodic, which happens if B, = 0. 
We call PA a curue inscribed into A if it has a parametrization Y of the following kind: 
Y(s) - B,s is 2T-periodic and there are disjoint open intervals I,, such that 
X(%) + 
wL) -X(4 
Y(s) := bv --a, 
(s -a,), for s •1~ = (a,, b,), 
X(s), for s E V:= R\ U 1,. 
This function Y will be called the standard parametrization of Pd. It satisfies for all sr, s2 E R 
the Lipschitz condition 
I Y( s*) - Y( Sl) I G II 5 II * I s2 - s1 I, (10) 
with the maximum norm II 5 II of 5. The Lipschitz constant in (101 depends only on the 
parametrization of A. It is independent of the inscribed curve Pd. 
The curve Pd is closed if and only if A is closed, that is, if the coefficient B, in (6) vanishes. 
In view of (10) Y is the primitive of an integrable complex function Y’. This derivative is 
equal to 
Y'(s) := 
Jv?J -X(4 ) 
h-a, 
for s EI 
lJ) 
5(s)7 for s E V. 
(11) 
The tangent angle 
p(s) := arg Y’(s) (12) 
is defined for each s where Y’(s) # 0. Hence /? is defined by (12) only on a subset of R and is 
unique only up to multiples of 2~~ 
We say that Pd is weakly conuex (or w-convex for short) if there is a function p E 0 which 
satisfies (12) at almost all s where Y’(s) # 0. In this case we take as tangent angle this function 
pEn. 
The w-convex curves share with the convex curves the monotone turning tangent angle. Each 
curve which is convex in the usual sense and positively oriented is also w-convex. On the other 
hand, if A is a closed curve, .each w-convex inscribed curve Pd is convex and positively oriented. 
The intuitive notion of a convex curve inscribed into A depends only on the point set A. We 
have seen that for a closed curve A a w-convex inscribed curve Pd is also a convex inscribed 
curve in the intuitive sense. The converse is not true. The above notions of an inscribed curve 
Pd and of w-convexity depend on the parametrization and in particular on the orientation of 
the curve A. This is shown by the examples of Sections 7 and 8. 
The general structure of a function w E R is described in the following lemma. 
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Lemma 3. There are disjoint open intervals I,, and K, such that: 
(a) o(s) = w, is constant on each I,,, and I, is maximal with this property; 
(b) o(s) is not constant in any subinterval of K,; 
(c) U Z, U U K, is dense in II& 
The I, will be called intervals of constant w and the KP intervals of nonconstant w. 
For each w E J2 we can construct with the intervals 1, of Lemma 3 a function Y according to 
(9). In this way we get the associated curve P,(o) inscribed into A. 
With each function o E J2 one can also associate a curve P,(o) inscribed into r in the 
following way. It is the union of the range ($w(s)l: s E 5X} of 77 0 w and the straight line 
segments which connect q(w(s - 0)) and q(w(s + 0)) at points of discontinuity s of o. This 
curve is convex. 
The support function of the convex set G is defined by 
ho(z) := ;:p~ Re(Zw), z E @. (13) 
It is a convex, positively homogeneous function. It satisfies in particular 
h&1 + z*) G h&1) + h&5), (14) 
for all zr, z2 E C. The support function of the unit disc D is 
h,(z) = I z I. ( 15) 
Let K be a curve with parametrization 2 which is the primitive of a bounded 2rr-periodic 
function Z’. We define the (generalized) length of K by the integral 
A,(K) = i2Tho(Z’(s)) ds. (16) 
In order to avoid confusion with the Euclidean length we call it G-length for short. The value 
depends on the region G but in general also on the local orientation of the curve K. Since ho 
is positively homogeneous, A,(K) is independent of the parametrization Z(s) as long as the 
local orientation is preserved everywhere. If G is symmetric with respect to 0, then ho(z) = 
hoc-z). Then A,(K) is independent of the orientation of K. For the disc the integral A,(K) 
is simply the Euclidean length of the curve K. 
Lemma 4. (a) In the metric given by the integral (16) a straight line is a shortest route from a point 
A to a point B. 
(b) If K, and K, are positively oriented closed convex (in the usual sense) curves, such that K, 
is contained in the convex hull of K,, then 
A&K,) GA&K,)* 
Proof. (a) follows from the triangle inequality (14). 
(b) Put L, := K,. For n > 2 construct L, by replacing a piece of the curve L,_ 1 by a secant 
which is tangent to K, such that K, c co(L,). It follows from (a) that A,(L,) < A,( L,_ 1). 
With this construction one can get a sequence of nested convex curves L, which converge to 
K, and A,(L,) decreases monotonically to A,(K,). 0 
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Corollary. If A is a closed curve and K := a(co A) is the boundary of the convex hull of A with 
positive orientation, then for each inscribed w-convex curve Pd, 
MPd) -<&(I0 
In view of the periodicity one can integrate in (16) over any interval of length 2~r. For an 
inscribed curve Pd let s0 be a point not contained in any of the intervals 1, and put 
V, := I/n [so, s0 + 2~1. Then we can separate the contribution of the intervals 1, and get the 
representation 
4Qn) = JvV”MS(S)) ds + CWVV) -x(a”)). (17) 
V 
The sum extends over all v with 1, c [so, s,, + 2~1. 
Lemma 5. For each w E a, 
$4 ~&PAWL (18) 
with equality if and only if P,(o) is w-convex and the tangent angle p can be chosen in such a way 
that for all s, 
+0(s)) =/3(s) + $-r. 
Proof. The estimate follows from the representation of the functional as 
(19) 
$4 = Rq-v”~w))Sw ds + ~G?(~v)(X(bv) -x(%)>~ (20) 
” 
the definition (13) of the support function and the representation (17) of AJP,(w)). Equality 
holds if and only if for almost all s E V, either t(s) is zero or parallel to the outer normal at 
Y&W(S)> and X(b,) -X(a,> is either zero or parallel to the outer normal to G at I. Hence 
the tangent angles 0 and p at corresponding points are related by (19). 0 
5. Polygonal maxima 
In this section let n be a fixed natural number. A set of 2m numbers s,, wP, /.L = 1,. . . , m, 
with the property 
w,<w2< ” . <w,<w,+2~ and s,-22n<s,< *.. <s,,, (21) 
can be extended by Ok+,,, = ok + 2~ and Sk+m = sk + 2~ for all integers k. If m <n, the 
function defined by 
m(s)=wk, for s&i <s <Sk, (22) 
is in 0,. On the other hand, each w E 0, can be described in this way. 
If w E a,, then P,(W) is a w-convex m-gon with vertices q(wk) while P,(w) is a polygon with 
vertices x(s,), k = 1,. . . , m. The polygon P,(w) has infinitely many vertices if B, # 0, but all 
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vertices are translates of these m basic vertices. We call also in this case P,(U) an m-gon. The 
functional 1 has the simple representation 
G-J) = 5 Re[rl(o,)(X(s,)-X(s,-,))I. (23) 
k=l 
The tangent angles are 
P(s)=Pk’=arg(X(sk)-X(sk_i)), for sk_l<s<skY (24) 
if X(s,) # X(s,_ 1>. The polygon PA(w) is w-convex if and only if the Pk in (24) can be chosen 
so that 
Theorem 6. There is a function 0 E 0, with the following properties: 
l(0) = max{l(w): 0 E a,}, 
PA(O) is a w-convex m-gon with m <n and P,((3) has maximal G-length among all w-convex 
polygons inscribed into A with at most n vertices. The function & and the polygon P,(G) are 
connected by the following relations: 
8(ok) =pk + &, k= I)...) m, 
Re[(dwk) - dwk+l ))x(s)] G Re[(dwk) - dwk+l))x(sk)] 7 
foralls,_,~s~s,,, andk=l,...,m. Themaximalvalueoflis 
(26) 
(27) 
l(W) = &(Pd(0)). (28) 
Proof. (1) If Li yields the maximum of 1, then the derivative of 1 with respect to ok vanishes for 
each k. In view of (23) this means 
R+j(wk)(X(s,)-X(sk-,))] = O. (29) 
We have to consider several cases. 
(a) If X(s,> =X(s,_,l and m = 1, then l(O) = 0 and P,(&) consists of a single point. The 
statements of the theorem are trivially true in this case. 
(bl If X($1 =X(s,_, > and m > 1, then we can change 0 in the following way. We remove 
Sk and put 6(s) =Okfl for Sk-l <s <Sk+i. The value Z(O) of the functional does not change, 
We repeat this process as long as possible and finally get a function ~5 which satisfies (29) and 
X(sk> -X(sk_i) # 0 for all k. 
(C) If kfk ‘=X(s,) -X(s&,) # 0, then (29) means that kfk iS the normal t0 r at the point 
7)tok). If Mk is the inner normal, the point q(wk) is in the set 
A := {W Er: Re(wK) = Re(q(w,)E)}. (30) 
This is an interval of the form A = {q(t), a f t <b}. There may exist several oP with 
q(wy) EA. In view of the monotony these are consecutive points wP, ,U = K,. . . , L. If K < L, 
the interval A must be of positive length. Then (29) means that Mk is perpendicular to A. 
Therefore, l(W) does not change if any q(w,) is shifted along A. Hence we can change W by 
172 R. Wegmann / Extrernal problems for harmonic mappings 
putting (I(s) = a for sK_ 1 G s < sL and removing the points s,, K < p < L - 1. This does not 
change the value I(W). 
Since a > wK_ 1, for each sufficiently small E > 0 the function 
i 
a - E, for s 
WE(S) := 
K-1 <s <SL, 
G(s), else, 
is in 0, and satisfies l(w,) > l(W) in contradiction to the maximality of Z(W). 
(d) Hence we can achieve by a suitable change of (;, that Mk is the outer normal at the point 
q(wk) for all k. This is equivalent to the relation (26). 
Since 8 E 0 and the wk are ordered by the inequalities (21), the Pk satisfy the inequalities 
(251, which by definition imply that P,<W> is w-convex. 
(2) If on the other hand Pd is a w-convex m-gon with vertices X(s,>, it defines by (26) a step 
function w E 0, such that Pd = P,(w). This function is not necessarily unique if 8 is not strictly 
monotone. It follows from Lemma 5 that for this w equality in (18) occurs. 
In view of part (1) of this proof there is a step function & E R which maximizes 1 and P,(G) 
is w-convex. Since I(W) is maximal and equal to the G-length of P,(O), this curve P,(W) is a 
polygon which has maximal G-length among all w-convex inscribed polygons with at most it 
vertices X(s,). 
(3) One can change W by replacing sk by sz E (sk _ r, sk + 1 >. If all other values are retained, 
the inequalities (21) remain in force and one obtains a new step function o*. The maximality of 
0 implies l(w*) < l(W). In view of the representation (23) this implies (27). 0 
The conditions of this theorem establish for extremal W E 0, a certain duality between the 
polygons P,(G) and P,(G). The side Mk =X(s,) -X(s,_,) of P,<&) is parallel to the outer 
normal to r at the vertex q(ok) of P,(G). Condition (27) means that locally the curve X(s) 
stays on one side of the line through the point X(s,) perpendicular to the side Nk := q(ok+r> 
- q(wk) of P,(G), namely on the side where Nk points into. Hence one can say that Nk is 
parallel to the inner normal to A at the vertex X(s,> of P,(W). 
If t(s) # 0 everywhere, then y(s) := arg t(s) is continuous. Then there are values st with 
sk_ 1 < st < sk such that Pk = y(sz) modulo 2~. Similarly there are values tz with wk < tc < 
mkfl such that O(t,*) = arg(q(o,+, > - I). These values are then related by the equations 
B(w,) = y(sz) + $r (mod 2~), O(tz) = y(sk) f $T (mod 2~), (31) 
with + or - depending on whether y is increasing or decreasing at sk. This determines how 
the horizontal and vertical lines of the graph of the step function 0 0 (3 intersect the graph of 
the functions y(s) + it21 + llrr, I = 0, + 1,. . . . 
If I’ is a circle with parametrization q(s) = e’“, then t$ = i(ak + w~+~) and 0(s) = s + $rr. It 
follows from (26) that ok = Pk and the second of the conditions (31) reduces to 
3(P, +&+I) = Y(Sk) - lrr, (32) 
with an even or odd number 1 depending on whether y increases or decreases at sk. Equation 
(32) can be interpreted geometrically. At the vertex X(s,) two adjacent sides of P,<W> are 
reflected at the tangent to A at this point. This has an optical analogy. The polygon P,(G) can 
be represented by a light ray reflected at the curve A. Fermat’s principle proves the extremal 
length of P,(O) in this special case. 
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If A is a circle with parametrization X(s) = Aeirs with some constant A > 0 and an integer 
r # 0, then sz = i<s,_, + sk) and y(s) = rs + sign(r) * $T. Then the first of the equations (31) 
reduces to a reflection condition 
8(w,) = ;(e(t:-,) + e(t,*)). (33) 
At the point q(wk) the adjacent sides of the polygon P,(O) are reflected at the tangent to r at 
this point. 
If r and A both are circles, then (33) can be satisfied if and only if P,(G) is a regular m-gon. 
Then (32) implies that also P,<W) is a regular m-gon. In order to maximize the length, one must 
choose m as large as possible. If r 2 1, one can choose m = 12, but in case r G - 1, the 
requirement of w-convexity of P,(L) limits m to m 6 1 - Y. 
6. The general case 
Theorem 7. There is a function & E fi with the following properties: 
l(O) = max(l(w): 0 E a), 
P,(6) is w-convex and P,(O) has maximal G-length among all w-convex curves Pd inscribed into 
A. The connection between & and P,<&,> is established by the relation 
0(0(s)) =p(s) + +IT, for all s, (34) 
with the tangent angle p of P,(W) in the parametrization (9). The maximal value of 1 is 
1(&q =A,(P,(&)). (35) 
Proof. (1) Let W, be a maximum of 1 on a,. It follows from the Helly selection theorem that 
there is a subsequence of &, which converges to a function 0 E 0 at all points of continuity of 
6. In the following we confine ourselves to this subsequence. It follows from Lemma 2 that 
l(W,) + I(L) and l(O) is the maximal value of 1 on 0. 
The tangent angle of the polygon Pd(On) is a step function p,, which in view of (26) satisfies 
e@,(s)) = P,(s) + $5 (36) 
for all s. The left-hand side of (36) converges to 0(&?(s)) for almost all s. It follows from (36) 
that also p, converges almost everywhere to a function p E a. The limit functions 0 0 & and /3 
satisfy (34). It remains to prove that p so obtained is the tangent angle function of P,(W). 
(2) Let Y,, Y be the standard parametrizations of the curves P,(O,) and P,<O>, respectively. 
Consider first a point s so that for all sl, s2 with sr <s < s2 the inequality O(sl) < O(sJ holds. 
Then Y(s) =X(s). If sl, s2 are points of continuity of 6, then O,Js,) -+ O(s,) and hence 
On(sl) < On(sZ) for all sufficiently large n. Therefore, there exist t, E [sl, s2] such that Y,(t,) = 
X(t,). In view of (10) the parametrizations Y, Y, are uniformly Lipschitz continuous with a 
constant independent of w. It follows that 
Y,(s) + Y(s). 
This holds true at all points s where L is not constant. 
(37) 
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(3) Consider now an interval of constant 6(s) = 6 for a i s < b of &. If X(b) =X(a), we can 
choose /3(s) arbitrarily in the interval (a, b). We can define p(s) by (34) in this case. Now we 
assume X(b) #X(a). Then Y(a) =X(a) and Y(b) =X(b) and it follows from (37) that Y,(a) + 
Y(U) and Y,(b) -+ Y(b). The tangent angle p(s) = y is constant in (a, 
interval 
Y,(S) - r,(a) = (“Y;(Q) da = I’] Y,‘(a) 1 ew($,(o)) da 
a a 
b) and for each s’in this 
= exp(iy)/sl Y,‘(a) I da + /‘I Y,‘(a) I(exp(iP,(o)) - exp(iy)) do. 
a a 
(38) 
The last term in (38) is in absolute value < I] ,I$ ]I /,b ) P,(a) - y I da. This integral converges to 
0 as II -+ 03 since P,(a) --) P(a) = y for almost all u E (a, b). Hence the arc of P’(O,) between 
Y,(a) and Y,(b) converges to the straight line segment connecting Y(a) and Y(b). 
(4) We have shown that Pd(On) converges as a point set to Pj<W>. Since these are w-convex 
curves, the tangent angle functions p, converge also to the tangent angle of P,(G). At all points 
s of nonconstant 0 the parametrizations of corresponding points coincide in view of (37). But 
in intervals of constant 6 and p the parametrization does not matter. This shows that @, which 
was defined as limit of the p,, is the tangent angle of P,(W). Since p E 0, the curve P,<W> is 
w-convex. 
(5) Since the w-convex curves Pd(On) converge to P,(O), it follows that A,(P,(&J) -+ 
A,(P,(&)>. Hence (35) follows from (28). On the other hand, we can construct from each 
inscribed w-convex curve Pd with (34) a function 0 such that P, = P,(6) and 1(G) = A,(P,(k)). 
Since the C;, constructed in part (1) maximizes 1 on R and corresponds to a w-convex curve 
P,(6), the G-length of P,(G) must be maximal among all inscribed w-convex curves. 0 
We cannot exclude the possibility that there exists a function 6 which maximizes I but P,(G) 
is not w-convex. But we can restrict the search to the w-convex curves PA inscribed into A. In 
particular, if there is an inscribed w-convex curve Pd with Pd = a(co A), then this is by virtue of 
the Corollary to Lemma 4 the inscribed w-convex curve of maximal G-length. Therefore, in this 
case the maximal value of 1 is A,(a(co A)) with the positive orientation of @co A). We note 
that the existence of Pd with Pd = a(co A) is independent of the region G. The examples in the 
next sections show that this gives an easy way to calculate the maximum of ,1. 
One can derive necessary conditions for the maximizing function 0 of Theorem 7. We give 
here the following example for properties similar to those derived in [1,2]. 
Corollary. Assume that G is strictly convex and W is as in Theorem 7; then 
(a) on each interval of nonconstant 6, 
Re[ +(O(s))5(s)] = 0; 
(b) for any two points a, b of discontinuity of ~2, 
(39) 
(40) /” Re[ *(O(s))@)] ds = 0. 
a 
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Proof. (1) Since G is strictly convex, the tangent angle 0(s) is strictly increasing. Therefore, if L 
is nonconstant, then 8 0 (;, is nonconstant and in view of (341, p(s) is nonconstant. It follows 
that Y(s) =X(s) in this interval, and either t(s) = 0 or /3(s) = arg t(s). Since 0(6(s)) = 
arg $0(s)), equation (34) implies (39). 
(2) If [a, b) is an interval of constant 6 = oO, then 
/” Re[ ti(O(s))m] ds = Re[ -ilh-d(X(h) -m)] 
a 
(41) 
and 
O(wo) = arg 7j(00) = arg(X(b) -X(u)) + $IT, 
if X(a) #X(b). This implies (40) for the case where a, b are the endpoints of an interval of 
constant W. 
(3) Points a, b of discontinuity of & are certainly not inner points of an interval of constant 
0. Therefore, if [a, b) contains an inner point of an interval of constant &, it contains the 
whole interval. The equality (40) now follows from (39) and part (2) of this proof. 0 
7. Bounds for the Fourier coeffkients 
From now on we specialize to mappings to the unit disc D with boundary parametrization 
n(s) = e’“. The G-length of the curves Pd is then simply the Euclidean length. 
Interest in estimates for the Fourier coefficients A, started with the paper [4] of Heinz who 
gave an estimate ] A, ] * + ] A _ 1 I* 2 c1 > 0 for orientation-preserving harmonic mappings f : D 
+ D which satisfy in addition f(0) = 0. The constant c1 was improved in a long series of papers 
by different authors until the best possible value was found in [3]. Sharp upper bounds for 
M,l*+ IA-,,I* h ave been given in [8]. Recently Duren and Schober [1,2] have given precise 
upper bounds for Re A,. 
The functional Re A,, is of the form (5) with 
t(s) = &eivs, X(S) = &eivs. (42) 
The function X parametrizes a circle A of radius 1/(2nv) which is traversed I Y I times in the 
positive or negative direction depending on the sign of V. 
In the case v 2 1, the convex figure P,(o) of maximal length inscribed into A is the circle A 
but traversed only once. The parametrization of this P,(w) is not unique. Any of the following 
will do. Choose numbers uk, b,, k = 0,. . . , Y - 1, with the properties 
q/d,, u,=O, bv_-l=2r, u,+,=b,+ ?, 
v 
and put 
w(s) = 
vs - 2kr, for u,<s<b,, 
vb, - 2kr, for b,<s<u,+,. (43) 
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For each of these representations we get A, = l/v which is equal to the length of the circle 
with radius 1/(2~v). The other coefficients depend on the representation. A certain standard 
representation is obtained by requiring symmetry of o with respect to the diagonal, that is, 
&(bk + uk+i)) = ;(bk + a k+l). This leads to 6, = (2kv + l)~/(v(~ - 1)). The coefficients are 
I 
V 
for p = 1 + Z(v - 1) with integer I# 1, 
for p = v, 
else. 
(44) 
We note the particular case 1= 0: 
A, = “sin:. 
7T V 
(45) 
For v G - 1 the only w-convex figures inscribed into A are n-gons with y1 G 1 - v. Let the 
vertices of the n-gon be exp(is,) with s0 < s1 < . . . < s, = so + 2~. Each side between sk_i and 
sk bridges an arc of A of radian 2~ - (sk - sk_ i). It cannot be more in view of condition (27) 
for maximality. We add over all sides and observe that the total radian of A is -2v~. We get 
n = -v + 1. The n-gon of maximal length inscribed into a circle is the regular n-gon. This 
yields 
o(s) =kF, for (2k- 1): <s<(2k+l)?, k=l,..., n. 
n 
The Fourier coefficients are 
A = 
i 
(-l)‘&sinz, for p = 1 + In with integer 1, 
K 
0, else. 
(46) 
(47) 
We note two special cases: 
A, = “sinz 
It 
T It’ 
Al*, = - 
. = 
lT(l +n) “‘“n* (48) 
The value of A 1 _-n is the length of the regular n-gon inscribed into A. In conclusion we get the 
following estimates of [ 1,2]. 
Lemma 8. The coefficients of orientation-preserving harmonic mappings f : D + D satisfy for 
v > 1 the sharp estimates 
ReA,gl 
l+v T 
V’ 
Re A-, G -sin- 
TV 1+v’ 
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8. Pairs of coefficients 
Now we study for v # Al. and V, p # 0 the set Pvp := {(A,, A,)) of pairs of coefficients as a 
subset of c2. The convex hull co Pvp of this set is completely described by the support function 
I)~JC~, C2):=max(Re(C,A,+CdP): (A, AY) EP,+}, (49) 
for C,, C, E C. The functional on the right-hand side of (49) is of the kind (5) with 
5(s) = & (cleiyS + C2eip”“). (50) 
Theorem 7 shows that pVP(C1, C,) depends only on the curve A, which is parametrized by the 
primitive of 5: 
X(s) = --& -elvs + :eips . i 
Cl 
V I 
We use the following representation: 
Cl 
- =yl ew(iq), 
c2 
- =y2 exp@,), 
V P 
(51) 
(52) 
with yk 2 0, and put (Ye := (~cx, - va2)/(p -v) and aD :=(a1 -a2)/(p - v). Then it follows 
from 
X(s + (YD) = &exp(iaM) exp($(v + +)((yr + y2) cos( i(v - /+) 
+ i(y, - y2) sin( +(v - 14s)) (53) 
that the curve A depends only on the moduli yk. This shows that pvcL(CI, C2> =yvp( 1 Cl 1, 1 c2 1). 
Hence it is sufficient to calculate p,, for real C,, C, > 0. The maximum in (49) IS then achieved 
for real A, 2 0, A, 2 0. Hence co P,+ is completely described by the set of values in the 
positive quadrant of R2. 
The curve A looks like a flower with I v - p 1 petals, which are at angles of 
2v,iT 
6, := ffM +r+(k-1) (v_P,, k=l >...T IV-PI, 
distributed along a circle of radius (yr + y2)/(27rTT). Some of the petals may 
angle and so coincide. 
We consider several special cases. 
be at the same 
v = 1: The ( p - 1 I petals of the flower A are nicely arranged successively in 
clockwise orientation along a circle. 
the counter- 
We consider first the case Al. 2 2. Figure 1 shows several typical examples for the curve A. 
For each value of I C, ( the boundary Xco A) of the convex hull co A of .A yields a convex 
curve P,(w) which is obviously the inscribed w-convex curve of maximal length. With this 
information it is easy to calculate numerically the maximal function 6 for a set of coefficients 
C,, C, and so get points of Pvp which yield equality in (49) and so are boundary points of the 
convex hull of P,,,. Figure 2 shows the boundary of co P,+ in the positive quadrant for 
(54) 
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: 
-0.1 
I 
-0.2 5 
-0.2 -0.1 0 0.1 0.2 
Fig. 1. The curves A for Y = 1, p = 4 and several values 
of c,, c,. 
I’ ” ” ” ” 
0.6 
r p= 2 
01’ 1 
0 0.2 0.4 A 0.6 0.6 
1 
Fig. 2. The convex hull of the range of values of 
(A,, AP> in the positive quadrant for p = 2, 3, 4. 
/.L = 2, 3, 4. 0 n y t 1 h e part of ~(CO Py,> marked by a solid line belongs to PVP. The upper end 
point is given by 
(A1,AP)=(bsinF, tj. 
with the coefficients of (44). The points marked by the dotted line are not in P,,W. 
Now we consider the case p < - 1. Figure 3 shows examples of how the curves A look like. 
The boundary of co A yields a convex PJ w) only for 1 C, I 2 1 C, 1. For 1 C, 1 < 1 C, 1 the parts 
of $co A) which are in A have the wrong orientation. In this case the regular (1 - p)-gon is the 
inscribed w-convex curve of maximal length. 
Figure 4 shows the boundary of co P,+ for p = - 1, -2, -3. The upper end point of the 
solid line is 
( 
1-p. 7T 1-p. 7T 
(Al, AJ= - - - - 
Tr slnl-p 7 IpITS1n&p ’ 1 
with the coefficients of the (1 - p)-gon from (48). Since one gets only different extremal 
mappings for 1 C, I 2 I C, I, the upper end of the solid line has a slope of $T in contrast to Fig. 
2 where it joined smoothly to the horizontal dotted line. 
p = -v: The curve A is an ellipse with axes y1 f y2. It is traversed in the positive direction 
if 1 C, 1 2 1 C, 1. In this case the inscribed w-convex curve of maximal length is the same ellipse 
but traversed only once. This yields immediately the extremal w. It gives also a representation 
of the extremal coefficients in terms of complete elliptic integrals E, K: 
A 
2(E(k) +M(k)) Y1-Y2 
fv= 
m(l+p) ' 
k2+-p2, p= ~ 
Yl+ 72' 
(55) 
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0.1 
-0.1 
-0.2 
Fig. 
0 
t 
I I, 1 ‘1 1”’ 
0.2 -0.1 0 0.1 0.2 
3. The curves A for v = 1, p = -4 and several 
values of C,, C,. 
01 “I’ ” ’ ” ” ” ” 1”’ 0 0.2 0.4 A 0.6 0.8 1 
1 
Fig. 4. The convex hull of the range of values of 
(A,, A,) in the positive quadrant for p = - 1, -2, 
-3. 
For I C, I < I C, I the ellipse is traversed in the negative direction. The inscribed w-convex 
curve of maximal length is an (V + 1)-gon of maximal length inscribed into the ellipse. For 
C, = 0 the curve A is a circle and the (V + l)-gon of maximal length is the regular (V + 1)-gon. 
We show in Fig. 5 the extremal coefficients for this case normalized by a factor of V. The 
right-hand side of this figure is calculated by (55). It is independent of V. The left part is 
calculated numerically from extremal (V + l)-gons inscribed into ellipses. Since there is only 
one 2-gon, the curve for v = 1 does not extend to the left of the diagonal. The whole region P,+ 
approximates for large v a region which is symmetric with respect to the diagonal. It is marked 
in Fig. 5 by the dotted line labeled v = 0~). 
Fig. 5. The range of values of (VA,, UA _,) in the positive quadrant for v = 1,2,3. The dotted line shows the limit for 
V +m. 
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-0.1 
t 
-0.2 - 
-0.2 -0.1 0 0.1 0.2 
Fig. 6. The curves A for Y = 2, p = 3 and several values 
of c,, c,. 
0 ““““I I/, I1 I,, 
0 0.2 0.4 A 0.6 0.8 1 
" 
Fig. 7. The range of values of (A,, A,,,) in the 
positive quadrant for v = 1, 2, 3. 
With the information about the range of values one can also tackle nonlinear optimization 
problems. For instance, one can derive from (55) the sharp estimate of [8] 
IA,12+ IA_,12G $7 
for coefficients of orientation-preserving harmonic mappings f : D -+ D. 
p = v + 1: The curve A looks like a heart with most of the curve lying inside this heart. The 
curve is traversed in the positive direction if v > 1. Figure 6 shows some typical examples. The 
boundary of co A is a convex curve P,(o). From this we can calculate easily the extremal 
mappings numerically. For v 2 1 the corresponding coefficients are shown in Fig. 7 for some 
values of I/. The part of the convex hull of Pvp in the positive quadrant is a rectangle with 
rounded corners. The sides of the rectangle belong to PvcL. They can be obtained using the 
arbitrariness in the representation (43) for the extremal functions for Re A, and Re A,, 
respectively. 
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