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We investigate measures of chaos in the measurement
record of a quantum system which is being observed. Such
measures are attractive because they can be directly con-
nected to experiment. Two measures of chaos in the mea-
surement record are defined and investigated numerically for
the case of a quantum kicked top. A smooth transition be-
tween chaotic and regular behavior is found.
PACS Nos. 03.65.-w, 03.65.Bz, 05.45.+b
Understanding how chaotic behavior arises in quan-
tum systems has been the subject of much research in
recent years [1,2]. The purpose of this Letter is to in-
vestigate measures of chaos which are determined wholly
by the measurement record of a quantum system which
is undergoing observation. Such measures are attractive
because they can be directly connected to experiment. It
is well known that the dynamics of a quantum system de-
pend on how that system is observed. This is in contrast
to classical systems, for which it is usually assumed that
measurements can be performed without disturbing the
system. Thus we are led to a view of chaos in which the
initial state, the free (Hamiltonian) dynamics, and the
observation scheme are all regarded as parameters which
can be varied in order to gain a better understanding of
chaos in specific systems.
The Letter is organized as follows. We begin by re-
viewing some ideas from algorithmic information the-
ory, which are then used to define a measure of chaos
in the measurement record. A second measure of chaos
in the measurement record is defined using the Shannon
entropy. An inequality between these two measures is
proved. A numerical investigation of these measures is
then performed for the specific example of the quantum
kicked top. We conclude with some general observations
and comments on how the present approach to quantum
chaos may be extended.
Suppose a series of measurements is made on a system,
either classical or quantum. The result is a sequence
of results, R1, R2, . . ., which we call the measurement
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record. An intuitively appealing measure of chaos is the
rate of growth of the information needed to describe the
measurement record. If this occurs very quickly, then the
measurement record is difficult to describe, and we would
say that the system is chaotic. If the rate of information
growth is slow, then the measurement record is easy to
describe, and we would say that the system is regular.
To make this idea precise, we need to know how to
quantify the “information needed to describe the mea-
surement record”. The solution to this problem is known
as algorithmic information theory, which was created
independently by Solomonoff, Kolmogorov and Chaitin
[3–5]. They defined the algorithmic information content
I(s) of a string s to be the length of the shortest pos-
sible description of that string. More rigorously, I(s) is
the length of the shortest algorithm which generates the
string s. An algorithm, as defined by Turing [6], can
be represented as a program for a universal computer, U.
A data string s is used as input to such a program p,
which then performs the algorithm on the data string. If
the program ever halts then it prints an output string,
U(p, s).
For a particular universal computer U we define the
algorithmic information content IU (s) of a string s to be
the minimum length |p| taken over all programs p for U
such that U(p, ∅) = s, that is the program p prints out
s when nothing is input. The conditional algorithmic
information content IU (s|t) of s given another string t
is defined to be the minimum length |p| taken over all
programs p such that U(p, t) = s. Note that here and
elsewhere it is assumed for convenience that p and s are
represented as binary strings. In chapter six of [7] it is
proved that
IU (s|t) ≤ IU (s) + o(1), (1)
where o(1) is an order one constant which does not de-
pend on s or t. This intuitively reasonable inequality is
important in our later reasoning.
We now turn briefly to classical systems, using algo-
rithmic information theory to define a measure of chaos,
and seeing how this measure relates to other measures of
chaos for classical systems. Suppose a classical system
is initially at a point x0 in some phase space. At times
t1, t2, . . . a measurement is carried out on the system. We
suppose that this measurement can be modelled as fol-
lows : There is a partition of cells covering phase space,
labelled 1, . . . , n and the measurement at time ti deter-
mines which of these cells, Ri, the system is in at that
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time. Define the rate of information production of the
classical system to be
R(x0) := lim sup
n→∞
I(R1, ..., Rn)
n
. (2)
A minor technical point is that this definition is inde-
pendent of which universal computer U is used to de-
fine algorithmic information, and thus no subscript U is
needed on I or R. This follows from the fact [7] that
for any two universal computers U1 and U2, there is a
constant C such that for any string s,
|IU1(s)− IU2(s)| ≤ C. (3)
It can be proved (see [8] for a review and references)
that
R(x0) ≤ h, (4)
where h is the topological entropy of the system. Pos-
itivity of the topological entropy is widely regarded as
one of the best indicators of chaos in a classical system,
and thus we can see that if R(x0) is ever positive then
the topological entropy is positive and thus the system is
chaotic.
Consider now the case of a quantum mechanical sys-
tem which is observed at times t1, t2, . . ., producing a
measurement record R1, R2, . . .. Again, the rate of infor-
mation production may be defined as
R := lim sup
n→∞
I(R1, ..., Rn)
n
. (5)
In general the sequence R1, R2, . . . is a random sequence
because of the inherently probabilistic nature of quantum
measurements. In order to estimate the rate of informa-
tion production we use the result (see [9] for recent results
and references) that the average algorithmic information
of a random sequence R1, . . . , Rn given background in-
formation B = {pr1,...,rn} consisting of the probabilities
of each possible measurement record r1, . . . , rn satisfies
the inequality
Hn ≤ I(R1, . . . , Rn|B) ≤ Hn + o(1), (6)
where Hn is a form of the Shannon entropy H, which is
defined by
Hn := H(R1, . . . , Rn)
=
∑
P (r1, . . . , rn) log2 P (r1, . . . , rn),
and the sum is over all the possible values r1, . . . , rn
that R1, . . . , Rn can take, and by convention 0 log2 0 :=
limx→0 x log2 x = 0.
Applying the inequality (1) and the approximation re-
sult (6) we find that the average rate of information pro-
duction satisfies the inequality
R ≥ lim sup
n→∞
H(R1, . . . , Rn)
n
=: RS , (7)
where RS is the asymptotic rate at which Shannon in-
formation is produced. RS is another measure of chaos
for the system, and can be interpreted in the following
way. Suppose an experimentalist repeats the experiment
a large number of times, obtaining on each run a mea-
surement record R1, . . . , Rn. Then the Shannon noise-
less coding theorem [10] tells us that H(R1, . . . , Rn) is
the smallest average codeword length that can be used
to encode the measurement record. Thus RS represents
the asymptotic rate of growth of the average codeword
length needed to encode the measurement record. See [9]
for a precise account of the distinction between Shannon
entropy and algorithmic information.
In practice, RS was found to be considerably easier to
compute than R. Furthermore, the inequality (7) allows
us to obtain bounds onR by computing RS . We will now
numerically estimate RS for the quantum kicked top.
The kicked top (see [11] and references therein) is a
simple system whose classical analogue is known to ex-
hibit chaos. In units where h¯ = 1, the evolution of the
quantum kicked top from kick to kick is given by the
unitary operator
U = exp
(
−i
3
2j
J2z
)
exp
(
−i
pi
2
Jy
)
, (8)
where j is the angular momentum quantum number for
the system. In this Letter we have used j = 18.
We suppose a projective measurement is performed on
the system immediately after each kick. The projectors
used are
P+ =
∑
m≥0
|j,m〉〈j,m| (9)
P− =
∑
m<0
|j,m〉〈j,m|, (10)
where Jz|j,m〉 = m|j,m〉. This measurement determines
whether the Jz component of angular momentum is non-
negative or negative. If the state just before the measure-
ment is |ψ〉, then the respective probabilities for the out-
comes are given by the projection postulate as 〈ψ|P+|ψ〉
and 〈ψ|P−|ψ〉.
In the numerical examples studied in this Letter the
initial states of the system were chosen to be spin coher-
ent states, which are defined by [11]
|j, θ, φ〉 = exp(iθ(Jx cosφ− Jy sinφ))|j, j〉. (11)
In particular, we consider the state
|R〉 = |j = 18, θ = 2.25, φ = 0.63〉, (12)
for which the means 〈Jx〉, 〈Jy〉 and 〈Jz〉 are located in
the region of the classical configuration space for which
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the classical kicked top is found to be regular, and the
state
|C〉 = |j = 18, θ = 1.64, φ = 1.50〉, (13)
for which the means 〈Jx〉, 〈Jy〉 and 〈Jz〉 are located in
the region of the classical configuration space for which
the classical kicked top is found to be chaotic.
In order to numerically estimate the rate of growth
RS of the Shannon entropy for an initial state |ψ〉 the
following procedure was used. Suppose N kicks are per-
formed on the system, and N measurements, one imme-
diately after each kick. This will result in a sequence of
measurement results Z1, . . . , ZN . The probability of this
measurement history is given by the projection postulate,
P (Z1, . . . , ZN ) = 〈ψ|U †PZ1U
†PZ2U
† . . . U †PZN
UPZN−1U . . . PZ1U |ψ〉.
(14)
Using these probabilities the Shannon information of the
measurement record,
Hn := H(Z1, . . . , Zn), (15)
was computed for the range 1 ≤ n ≤ N .
The results of this procedure when N = 15 are shown
in figure 1. The lower line plots Hn for an initial state
|R〉, and the upper line plots Hn for an initial state |C〉.
There are two important things to note about this graph.
First, for both initial states the growth in In settles down
to be roughly linear in n very quickly. This has also been
found to be the case with other initial states. Second,
the system started in the state |R〉 corresponding to the
classically regular region shows a much lower rate of infor-
mation production than the state |C〉, which corresponds
to the classically chaotic region.
The nature of chaos in this system is strikingly il-
lustrated by choosing 500 points at random from the
X > 0, Y > 0, Z < 0 octant of the unit sphere, and
calculating
R˜S :=
H15
15
, (16)
which, assuming Hn settles down quickly to a linear rate
of growth, as found above, can be regarded as an approx-
imation to RS . This quantity was computed for each of
the initial spin coherent states whose means correspond
to the random points on the sphere. Figure 2 plots R˜S
as a function of the angle on the unit sphere between the
point on the unit sphere corresponding to the initial co-
herent state, and the point at θ = 2.25, φ = 0.63, which
is an elliptic fixed point for the classical map, and located
deep in the regular region. The graph shows that the rate
of information production generally increases as this dis-
tance increases. That is, the quantum system becomes
more chaotic as the means are moved away from the el-
liptic fixed point of the classical map. This is broadly
similar to the classical situation, where the elliptic fixed
point is surrounded by a regular region, which is sur-
rounded by a sea of chaos. What is striking is that in
the quantum case there is a much smoother transition
between the two regimes. Instead of a sharp chaotic and
a sharp regular region there is a continuous transition
between chaotic and regular behavior.
Furthermore, although R has not been computed, us-
ing the inequality (7) we can place an approximate lower
bound on R, corresponding to the numerically computed
value of R˜S . We see that R is always positive for the
initial states plotted in figure 2.
Two measures of quantum chaos have been developed
in this Letter, and numerical evidence for the existence
of a smooth transition between chaotic and regular be-
haviour in the quantum kicked top presented. The chief
advantage of using measures determined wholly by the
measurement record is that they can be directly related
to the data available in an experiment. Technically, the
approach to quantum chaos sketched in this Letter may
appear similar to that of Schack, Caves and co-workers
[12–16], in the sense that algorithmic information the-
ory is used in both approaches. However, physically the
two approaches are quite different. The present approach
uses measures determined by the measurement record,
whereas Schack, Caves and co-workers focus on measures
determined by the state vector or density operator of the
quantum system.
The reader may object that in the present approach
to quantum chaos an appropriate choice of observation
scheme may induce or suppress chaos in the measurement
record of systems whose classical analogues are, respec-
tively, chaotic or not chaotic. For example, the quan-
tum Zeno effect (see [17] for an overview and references)
predicts the complete suppression of quantum dynam-
ics when appropriate measurements are performed on a
quantum system. Such a system will never show chaos
in the measurement record, according to our definitions,
even if it is classically chaotic. Other examples may also
be found [18]. A brief answer to such objections is that
the degree of chaos depends on all three of the initial
state, the free dynamics, and the observation scheme.
To obtain classical results we must assume the system
is being observed in an appropriate “classical” fashion.
This is certainly not the case for the quantum Zeno ef-
fect. However, this should not be taken to imply that
observation is the sole cause of chaos in the measure-
ment record. As we have seen, chaos in the measurement
record depends also on the system’s initial condition, and
it can be shown [18] that it depends on the free dynamics
as well. These issues will be dealt with more completely
in [18].
The approach to quantum chaos sketched in this Let-
ter may be extended in a number of ways. More gen-
eral measurement schemes may be considered, using for-
malisms such as quantum trajectories [19–22]. In partic-
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ular, it is necessary to consider imperfect measurements,
which introduce extra noise into the measurement record.
Closely related is the idea of studying the effect of inter-
actions with the environment other than the coupling to
a measuring device. Finally, it is interesting to examine
more thoroughly how varying the initial state, the sys-
tem Hamiltonian and the observation scheme affect the
degree of chaos seen in the measurement record. These
and other issues will be dealt with in a more extensive
paper [18].
ACKNOWLEDGMENTS
I would like to thank J. K. Breslin, J. Twamley and G.
J. Milburn for many useful discussions about this work.
Thanks also to C. M. Caves and Matthew R. Semak
who read the manuscript and provided helpful comments.
This work was supported by an Australian Postgraduate
Award and a Fulbright Scholarship.
[1] M. C. Gutzwiller, Chaos in Classical and Quantum Me-
chanics (Springer-Verlag, New York, 1990).
[2] L. E. Reichl, The Transition to Chaos in Conservative
Classical Systems (Springer-Verlag, New York, 1992).
[3] R. J. Solomonoff, Inform. Control 7, 1 (1964).
[4] A. N. Kolmogorov, Probl. Inf. Trans. 1, 1 (1965).
[5] G. J. Chaitin, Information-Theoretic Incompleteness
(World Scientific, Singapore, 1992).
[6] A. M. Turing, Proc. Lond. Math. Soc. ser. 2 42, 230
(1937), reprinted on p 115 of [23].
[7] G. J. Chaitin, Algorithmic Information Theory (Cam-
bridge University Press, Cambridge, 1987).
[8] V. M. Alekseev and M. V. Yakobson, Phys. Rep. 75, 287
(1981).
[9] R. Schack, submitted to Phys. Rev. E. LANL e-print
xxx/hep-th/9409022 (1995).
[10] R. B. Ash, Information Theory (Dover, New York, 1965).
[11] F. Haake, Quantum Signatures of Chaos (Springer-
Verlag, Berlin Heidelberg, 1991).
[12] C. M. Caves, in Physical Origins of Time Asymmetry,
edited by J. J. Halliwell, J. Perez-Mercader, and W. H.
Zurek (Cambridge University Press, Cambridge, 1994).
[13] R. Schack and C. M. Caves, Phys. Rev. Lett. 71, 525
(1993).
[14] R. Schack, G. M. D’Ariano, and C. M. Caves, Phys. Rev.
E 50, 972 (1994).
[15] R. Schack and C. M. Caves, submitted to Phys. Rev. E.
LANL e-print xyz/chao-dyn/9506002 (1995).
[16] R. Schack and C. M. Caves, submitted to Phys. Rev. E.
LANL e-print xyz/chao-dyn/9506008 (1995).
[17] A. Peres, Quantum Theory: Concepts and Methods
(Kluwer Academic, Dordrecht, 1993).
[18] M. A. Nielsen, in preparation. See also the web page
http:\\tangelo.phys.unm.edu\~mnielsen\qc.html.
[19] C. W. Gardiner, A. S. Parkins, and P. Zoller, Phys. Rev.
A 46, 4363 (1992).
[20] K. Molmer, Y. Castin, and J. Dalibard, J. Opt. Soc. Am.
B 10, 524 (1993).
[21] H. J. Carmichael, An Open Systems Approach to Quan-
tum Optics (Springer-Verlag, Berlin, 1993).
[22] M. A. Nielsen, accepted to Quantum and Semiclassical
Optics (1996).
[23] M. D. Davis, The Undecidable (Raven Press, New York,
1965).
FIG 1. Shannon information as a function of time for
the kicked top started in the states |R〉 (bottom) and |C〉
(top).
FIG 2. Rate of production of Shannon information as
a function of distance from the elliptic fixed point in the
X > 0, Y > 0, Z < 0 octant of the unit sphere.
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