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Abstract 
We demonstrate a prototype mobile application 
designed to support individually collecting personal 
sources of inspiration on mobile phones, and then the 
sharing and curating of these collected materials in a 
face-to-face situation. 
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ideation; mood boards; interaction design.  
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Design 
Based on relevant literature on collecting and sharing 
sources of inspiration, the use of mobile devices in 
conversation, and designing mobile interactions for use 
in public settings, we decided to design and implement 
a prototype mobile application (Figure 1) that: 1) 
allows a group of collocated people to bring together 
digital sources of inspiration that they have collected 
individually on their mobile phones, 2) allows people to 
individually and collaboratively curate their collected 
materials, and 3) uses mobile phones as resources in 
the context of natural social interactions. 
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Figure 1. The prototype mobile application. 
Bringing Together Digital Sources of Inspiration 
Whether actively involved in a project or not, designers 
continuously collect information and diverse sources of 
inspiration as part of ongoing design processes [4,6,8]. 
While these materials can be physical, for instance 
handwritten notes and clippings from magazines, such 
sources of inspiration also increasingly consist of digital 
media, such as photos, videos, or websites. However, 
these materials can be spread across devices (i.e., 
desktop, laptop, tablet, mobile), and stored over long 
periods of time (e.g., months, even years). 
We support collecting different types of sources of 
inspiration directly on people’s mobile phones. To limit 
complexity, we focus on ephemeral sources of 
inspiration that people have collected over the previous 
couple of weeks. Older material is automatically deleted 
from people’s collections. 
Making Sense of Sources of Inspiration 
At the start of a project, designers bring their sources 
of inspiration to their first project meeting to decide on 
a design direction. Students can use their laptops, 
tablets and mobile devices to share these materials. 
However, collaboratively making sense of and curating 
these materials as a group can be tedious, difficult and 
time-consuming. 
We support both individual and collaborative sense 
making with sources of inspiration. People first curate 
their materials presented on a personal timeline on 
their mobile devices. When they feel they are ready to 
start discussing materials as a group, people can share 
their personal timelines and engage in a collaborative 
curating process. 
Mobile Phones as Resources in Conversation 
The initial stages of group design projects present 
students with the need to discuss and collaboratively 
review their independently collected sources, however, 
requiring individuals to focus on using mobile phone 
within a conversation may present the individual with 
high attentional demands that detract from this 
conversation. Therefore, the design of the mobile 
experience should not distract or draw an individual’s 
focus away from the conversation but support act as an 
resources embedded in, but not the focus of, the 
conversation [5].  
We selected a number of device and screen gestures 
that can be performed imprecisely by individuals whilst 
they hold the device in their hands and are interacting 
with it. The gestures chosen avoid the need for users 
focus too heavily on their interactions with the mobile 
application and thus allowing them to interact with co-
present others. 
  
Figure 2. Sources of inspiration (i.e., Note, Photo, Website, and 
YouTube Video) are laid out chronologically on a timeline. 
 
Interaction 
Browsing Individual Collections 
Upon starting the app on their mobile phones, people 
are presented with their collection of sources of 
inspiration laid out chronologically on a timeline (i.e., 
one timeline per device) (Figure 2). Representing 
materials as a timeline allows for designers to critically 
reflect on the sources collected over a period of time 
[10]. Timelines are color coded to allow people to easily 
identify their own timeline (i.e., blue, green, pink, and 
peach). A welcome message is displayed near the right 
end of the timeline to indicate the present, thus 
separating past sources of inspiration from future ones. 
People can browse their timeline by swiping to the left 
or to the right. A white semi-transparent tab provides 
feedback when the end of the collection is reached.  
People can add four types of content to their timelines: 
Photo, Note, Webpage, or YouTube Video. Each source 
of inspiration is represented as a thumbnail on the 
timeline using different sizes to easily identify them 
(i.e., 180x180 pixels for photos, 220x220 pixels for 
notes, 280x280 pixels for webpages, and 330x180 
pixels for YouTube videos). Tapping on a thumbnail 
results in that item being displayed full screen, which in 
the case of a Webpage or YouTube Video opens a full 
screen view of Chrome or YouTube, respectively. To 
return to the timeline, people must press the phone’s 
back button.  
In addition to the timeline, a grid-based overview of all 
displayed materials can be accessed with a simple 
gesture. To access the overview, people must perform 
a pinch-in gesture, typically used to zoom out on 
mobile and desktop platforms, which results in 
uniformly presenting materials as a 5-by-3 grid of tiles 
(i.e., 306x306 pixels each tile). Each thumbnail is 
color-coded to identify its creator. This general view 
can be browsed by swiping up and down, which is 
similar to browsing boards on Pinterest1, and all 
collected sources can viewed by tapping on the 
displayed thumbnail. To exit the overview, people must 
press the back button. 
Curating Individual Collections 
To add a new source of inspiration, people must 
perform a long press anywhere on the screen, other 
than where other materials currently exist. A floating 
dialogue screen prompts users to select the type of 
material that they would like to add. A Photo is added 
from the native photo gallery where people can pick 
any image. A thumbnail of the chosen photo will be 
automatically generated and added at the end of the 
timeline. Picking the Note option results in the opening 
                                                  
1 Pinterest. https://www.pinterest.com 
 of a standard text input screen with an on-screen 
keyboard. A Note is restricted to 140 characters (i.e., 
the length of a tweet) to ensure readability. After 
typing in the desired text and pressing the button 
labeled ‘Done’, the new Note will be inserted into the 
timeline. For the purposes of annotation, a Note can be 
added anywhere on the timeline by performing a long 
press at the desired destination. The Webpage and 
YouTube Video options work similar to the Note, except 
that a thumbnail is automatically generated when the 
material is added to the timeline. 
Curating individual collections also entails pruning a 
timeline by further modifying or deleting existing 
materials. To achieve this, an existing material must 
first be put in edit mode by performing a long press on 
the chosen thumbnail (1 second). In edit mode, a 
larger version of the thumbnail will appear floating on 
top of the timeline. Here, people have a choice of 
modifying (i.e., by tapping it), deleting (i.e., by swiping 
it to the left), or doing nothing to it and returning to 
the timeline. Deleting a material triggers a paper 
scrunching sound to play. The swipe left to delete 
metaphor was inspired by the Tinder2 dating app. 
Sharing Individual Collections 
We leverage existing natural uses of our mobile phones 
by taking the currently used gesture of turning a mobile 
device screen toward a person to show them something 
[1,7,9]. To start sharing collections of sources of 
inspiration, two (or more) people must synchronously 
rotate their phone 180 degrees. We made this action 
work in all directions to allow individuals to select the 
most comfortable orientation [2]. People can naturally 
                                                  
2 Tinder app. https://www.gotinder.com 
hold their devices in their hands when performing this 
gesture, as opposed to having to be flat on a table [7], 
or to be within arms-reach of others. When the device 
gesture is detected, tactile (i.e., a single vibration) and 
auditory (i.e., a cymbal sound) feedback is triggered for 
confirmation. As a result, both (or more) timelines will 
fade out and appear on both (or more) devices and all 
materials will be rearranged to appear in chronological 
order (Figure 3). The timeline that is not local to that 
device and all of its contents will appear faded (i.e., 
50% opacity) to aid in differentiating one’s own 
materials from others’ content quickly.  
The shared timelines can be independently browsed 
from each mobile device by swiping, thus getting 
different views of the collection. The vertical order in 
which the timelines are stacked will differ between 
devices to ensure that the owner’s timeline always 
appears on top. Otherwise, the vertical order in which 
the remaining colored timelines are stacked depends on 
the order in which the timelines are connected.  
 
Figure 3. Sources of inspiration of the blue device plus three 
other timelines stacked and arranged chronologically together.  
 People can join the group by performing the same 
gesture with an existing group member, allowing them 
to see all group materials. To connect three devices, a 
member of an existing group must perform the same 
gesture with the new person. Forming a group of four 
people can be achieved in a number of combinations: 
the same gesture can be performed by adding one 
member at a time to the group, two connected pairs 
joining through one member from each pair performing 
the device gesture, or all individuals performing the 
device gesture synchronously. If an individual wishes to 
disconnect, they do so by pressing the back button on 
the timeline view, and in doing so, they leave the group 
(i.e., others will no longer see their timeline once they 
have disconnected). 
Co-Curating Shared Collections 
Once two or more collections are browsed together, 
people can engage in triaging [3] or co-curating the 
sources of inspiration while having a conversation. In 
addition to having the same functionality that was 
available while browsing and curating their individual 
collections, people can also perform similar actions to 
other people’s materials. People can either seek 
consensus and verbally negotiate what they think is 
missing or could be added, or directly act upon 
someone else’s content.  
Additionally, a person can draw others’ attention to a 
particular position on the timeline by double tapping, 
which results in displaying a pulsating dot (in their 
particular color) at that same position on all devices in 
the group, similar in practice to a laser pointer used in 
presentations. If the dot is out of view, it appears at 
the edge of the screen corresponding to the direction 
that the dot is placed.  
People can individually trigger the grid-based general 
overview by means of the pinch-in gesture on the 
timeline, which will this time show the entire group 
collection of sources of inspiration from all timelines. 
The design presents people with a personally 
controllable view of the group collection that is 
independent, but linked to the group’s contributions. 
Furthermore, all modifications to the collection are 
reflected on all devices, encouraging collective 
ownership over materials when connected. 
Implementation 
The prototype was developed for the Android operating 
system and was implemented using four identical LG 
Nexus 5 phones running a ‘stock’ version of Android 5.1 
“Lollipop”. For ease of implementation, the application 
is designed to use many of the operating system’s 
built-in development tools, and communicates with 
other collocated devices over a Wi-Fi or cellular data 
connection. The phone’s accelerometer and 
magnetometer (i.e., digital compass) were used to 
deduce the device orientation and detect when the 
device was rotated enough to trigger the sharing 
action. 
The prototype also relied on a central computer that 
served as authentication service for the installed 
applications as well as a database for all materials 
collected using the prototype applications. This server 
also handled more computationally complex tasks (e.g., 
fetching screenshots for Webpage and YouTube Video 
materials) to allow the application to remain 
responsive. Each mobile device maintained a local copy 
of the database of all materials created within the 
group, and this allowed connections to be triggered and 
displayed instantaneously across devices. During 
 development it was identified that only retrieving 
materials when the sharing between devices occurred 
was found to be slow and interrupted the flow of the 
experience, a limitation of the network speeds that we 
sought to work around. 
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