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Abstract
We study the nonlinear second order differential equation on a time scale
u∇ (t) = f (t, u(t), u(t))+ e(t), t ∈ (0,1)∩T,
subject to the multi-point boundary conditions
u(0) = 0, u(1) =
m∑
i=1
αiu(ηi) and u(0) = 0, u(1) =
m∑
i=1
αiu(ηi),
where T is a time scale such that 0,1 ∈ T, ηi ∈ (0,1) ∩ T, i = 1, . . . ,m, and f is a continuous function
satisfying a Carathéodory-type growth condition and e is a Lebesgue integrable function. Our existence
results are obtained by applying a coincidence degree theorem due to Mawhin.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Consider
u∇(t) = f (t, u(t), u(t))+ e(t), t ∈ (0,1)∩T, (1.1)
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u(0) = 0, u(1) =
m∑
i=1
αiu(ηi), (1.2)
where, for at least one i = 1, . . . ,m, ηi < ρ(1) and
m∑
i=1
αi = 1 (1.3)
and
u(0) = 0, u(1) =
m∑
i=1
αiu(ηi), (1.4)
where, for at least one i = 1, . . . ,m, ηi < ρ(1) and
m∑
i=1
αiηi = 1. (1.5)
Furthermore, we impose the solvability conditions for (1.1), (1.2) and (1.1), (1.4) in the form of
1∫
0
(1 − s)∇s =
m∑
i=1
αi
ηi∫
0
(ηi − s)∇s (1.6)
and
1∫
0
(1 − s)s∇s =
m∑
i=1
αi
ηi∫
0
(ηi − s)s∇s, (1.7)
respectively.
Due to the critical conditions (1.3) and (1.5), the differential operator in (1.1) is not invert-
ible. In the literature, boundary value problems of this type are referred to as critical or, more
frequently, as problems at resonance. Boundary value problems at resonance in the continuous
setting have been studied by several authors including the most recent works [2,5–8,10–15,17].
In this note, we extend applicability of coincidence degree theory to boundary value problems
on time scales.
In this section, we provide the key theorem due to Mawhin [16] and the necessary background
on time scales [1,3,4,9]. In the second section, we give additional assumptions on the inhomo-
geneous term and formulate the existence theorems for the boundary value problems (1.1), (1.2)
and (1.1), (1.4).
A time scale T is a nonempty closed subset of the reals R. For t ∈ T define the forward jump
operator σ :T→ T by σ(t) = inf{s ∈ T: s > t}, and the backward jump operator ρ :T→ T by
ρ(t) = sup{s ∈ T: s < t}. If σ(t) > t , t is said to be right scattered, and if σ(t) = t , t is said to
be right dense. If ρ(t) < t , t is said to be left scattered, and if ρ(t) = t , t is said to be left dense.
A function f :T→R is right dense continuous (rd-continuous) provided it is continuous at all
right dense points of T and its left-sided limit exists (finite) at left dense points of T. A function
f :T → R is left dense continuous (ld-continuous) provided it is continuous at all left dense
points of T, and its right-sided limit exists (finite) at right dense points of T.
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a left scattered maximum M , define Tκ to be T− {M} if otherwise Tκ = T.
For f :T→R and t ∈ Tκ , we define f(t) to be the number (if it exists) such that given any
 > 0, there is a neighborhood U ⊂ T of t such that∣∣[f (σ(t))− f (s)]− f(t)[σ(t)− s]∣∣ ∣∣σ(t)− s∣∣ for all s ∈ U.
The function f(t) is the delta-derivative of f at t .
Similarly, for f :T→ R and t ∈ Tκ , define f ∇(t) to be the number (provided it exists) such
that given any  > 0, there is a neighborhood U of t such that∣∣f (ρ(t))− f (s)− f ∇(t)[ρ(t)− s]∣∣ ∣∣ρ(t)− s∣∣ for all s ∈ U.
The function f ∇(t) is the nabla-derivative of f at t .
Given f :T → R and a, b ∈ T, if there exists a function F :T → R such that F(t) = f (t)
for all t ∈ T, then F is said to be the delta-antiderivative of f and the integral is given by
b∫
a
f (τ )τ = F(b)− F(a) for a, b ∈ T.
For f :T→ R and a, b ∈ T, if there exists a function F :T→ R such that F∇(t) = f (t) for
all t ∈ T, then F is said to be the nabla-antiderivative of f and the integral is given by
b∫
a
f (τ )∇τ = F(b)− F(a) for a, b ∈ T.
The theorem below is the integration by parts formula for time scales.
Theorem 1.1. If f,g :T→R are left dense continuous, then
b∫
a
f (t)g∇(t)∇t = (fg)(b)− (fg)(a)−
b∫
a
f ∇(t)g
(
ρ(t)
)∇t.
We also rely upon a result due to Atici and Guseinov [1].
Theorem 1.2.
(i) If f :T → R is -differentiable on Tκ and if f is continuous on Tκ , then f is
∇-differentiable on Tκ and
f ∇(t) = f(ρ(t)) for all t ∈ Tκ .
(ii) If f :T → R is ∇-differentiable on Tκ and if f ∇ is continuous on Tκ , then f is
-differentiable on Tκ and
f(t) = f ∇(σ(t)) for all t ∈ Tκ .
It is well known [4] that all results of the general Lebesgue theory carry over to the case of
time scales.
We now give the background from the coincidence degree theory.
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a Fredholm mapping if the following two conditions hold:
(i) kerL has a finite dimension, and
(ii) ImL is closed and has a finite codimension.
If L is a Fredholm mapping, its (Fredholm) index is the integer IndL = dim kerL− codim ImL.
In this note we are concerned with a Fredholm mapping of index zero. From Definition 1.3 it
follows that there exist continuous projectors P :X → X and Q :Z → Z such that
ImP = kerL, kerQ = ImL, X = kerL⊕ kerP, Z = ImL⊕ ImQ (1.8)
and that the mapping
L|domL∩kerP : domL∩ kerP → ImL
is invertible. The inverse of L|domL∩kerP we denote by KP : ImL → domL∩ kerP . The gener-
alized inverse of L denoted by KP,Q :Z → domL∩ kerP is defined by KP,Q = KP (I −Q).
If L is a Fredholm mapping of index zero, then, for every isomorphism J : ImQ → kerL, the
mapping JQ+KP,Q :Z → domL is an isomorphism and, for every u ∈ domL,
(JQ+KP,Q)−1u =
(
L+ J−1P )u.
Definition 1.4. Let L : domL ⊂ X → Z be a Fredholm mapping, E be a metric space, and
N :E → Z be a mapping. We say that N is L-compact on E if QN :E → Z and KP,QN :E → X
are compact on E. In addition, we say, that N is L-completely continuous if it is L-compact on
every bounded E ⊂ X.
When the boundary value problem is shown to be equivalent to the abstract equation
Lu = Nu, the existence of a solution will be guaranteed by the following theorem due to Mawhin
[16, Theorem IV.13].
Theorem 1.5. Let Ω ⊂ X be open and bounded, L be a Fredholm mapping of index zero and N
be L-compact on Ω . Assume that the following conditions are satisfied:
(i) Lu = λNu for every (u,λ) ∈ ((domL\kerL)∩ ∂Ω)× (0,1);
(ii) Nu /∈ ImL for every u ∈ kerL∩ ∂Ω;
(iii) deg(JQN |kerL∩∂Ω,Ω ∩ kerL,0) = 0, with Q :Z → Z a continuous projector such that
kerQ = ImL and J : ImQ → kerL is an isomorphism.
Then the equation Lu = Nu has at least one solution in domL∩Ω .
We now make assumptions on the map right-hand side of (1.1):
(A1) f is a continuous function on [0,1] ×R2;
(A2) e is a Lebesgue integrable function.
Remark 1. In the sequel of the paper, by [0,1] and (0,1) we understand [0,1]∩T and (0,1)∩T,
respectively.
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X = {u : [0,1] →R: u ∈ AC[0,1], u∇ ∈ L1[0,1]}
endowed with the norm ‖u‖ = sup{‖u‖0,‖u‖0}, where ‖u‖0 = supt∈[0,1] |u(t)|. Let Z =
L1[0,1] with the norm
‖u‖1 =
1∫
0
∣∣u(t)∣∣∇t.
Let a linear mapping L1 : domL1 ⊂ X → Z with
domL1 =
{
u ∈ X: u satisfies (1.2)}
be defined by L1u = u∇ . In the same fashion, a linear mapping L2 : domL2 ⊂ X → Z with
domL2 =
{
u ∈ X: u satisfies (1.4)}
is introduced. Define the mapping N :X → Z by
Nu(t) = f (t, u(t), u(t))+ e(t).
Lemma 1.6. The mappings L1 : domL1 ⊂ X → Z and L2 : domL2 ⊂ X → Z are Fredholm
mappings of index zero.
Proof. We need to determine the image of L1. Let g ∈ Z and let, for t ∈ (0,1),
u(t) =
t∫
0
(t − s)g(s)∇s + c.
Then
u(t) =
t∫
0
g(s)∇s
and, consequently, u(0) = 0 and u∇(t) = g(t). If, in addition, g satisfies
1∫
0
(1 − s)g(s)∇s =
m∑
i=1
αi
ηi∫
0
(ηi − s)g(s)∇s, (1.9)
then u(t) satisfies the multi-point boundary condition (1.2). That is, u ∈ domL1 and we conclude
that {g ∈ Z: g satisfies (1.9)} ⊆ ImL1.
Let u ∈ X. Then, by Theorems 1.1 and 1.2,
t∫
0
(t − s)u∇(s)∇s = −tu(0)+
t∫
0
u
(
ρ(s)
)∇s = −tu(0)+
t∫
0
u∇(s)∇s
= u(t)− u(0)− tu(0),
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u(t) = u(0)+ tu(0)+
t∫
0
(t − s)u∇(s)∇s.
If g ∈ ImL1, then there exits u ∈ domL1 ⊂ X such that u∇(t) = g(t) and the boundary condi-
tions (1.2) are satisfied. The expression above becomes
u(t) = u(0)+
t∫
0
(t − s)g(s)∇s.
Since
∑m
i=1 αi = 1 and
∑m
i=1 αiu(ηi) = u(1), it follows that (1.9) holds. Hence, ImL1 ⊆{g ∈ Z: g satisfies (1.9)}.
We obtain that
ImL1 =
{
g ∈ Z:
1∫
0
(1 − s)g(s)∇s =
m∑
i=1
αi
ηi∫
0
(ηi − s)g(s)∇s
}
.
Let a continuous linear mapping Q :Z → Z be defined by
Qg =
1∫
0
(1 − s)g(s)∇s −
m∑
i=1
αi
ηi∫
0
(ηi − s)g(s)∇s. (1.10)
Recall (1.6) and define a continuous linear mapping Q1 :Z → Z by
Q1g = 1
C1
Qg,
where
C1 =
1∫
0
(1 − s)∇s −
m∑
i=1
αi
ηi∫
0
(ηi − s)∇s = 0. (1.11)
It is easy to see that Q21g = Q1g, that is, Q1 :Z → Z is a continuous linear projector. Further-
more, ImL1 = kerQ1. Let g = (g − Q1g) + Q1g ∈ Z. Then g − Q1g ∈ kerQ1 = ImL1 and
Q1g ∈ ImQ1 and so Z = ImL1 + ImQ1. If g ∈ ImL1 ∩ ImQ1, then g(s) ≡ 0. Hence Z =
ImL1 ⊕ ImQ1. Clearly, kerL1 = R. Now, IndL = dim kerL1 − codim ImL1 = dim kerL1 −
dim ImQ1 = 0 and so L1 is a Fredholm mapping of index zero.
Now we show that L2 is a Fredholm mapping of index zero. Observe that kerL2 ∼= R
and that the condition (1.9) serves, again, to characterize ImL2. A continuous linear projector
Q2 :Z → Z in this case is defined by
Q2g = 1
C2
Qgt,
where (recall the solvability condition (1.7))
C2 =
1∫
(1 − s)s∇s −
n∑
i=1
αi
ηi∫
(ηi − s)s∇s = 0. (1.12)0 0
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proof is completed. 
Remark 2. Explicit computation of the constants (1.11) and (1.12) depends on the time scale. If,
for example, T=R, then
C1 = 12
(
1 −
n∑
i=1
αiη
2
i
)
and C2 = 16
(
1 −
n∑
i=1
αiη
3
i
)
.
Let P1:X → X and P2 :X → X be continuous linear mappings defined by
P1u(t) = u(0), t ∈ [0,1], and P2u(t) = u(0)t, t ∈ [0,1],
respectively.
By taking u ∈ X in the form u(t) = u(0)+ (u(t)− u(0)), it is clear that X = kerL1 ⊕ kerP1.
Letting u(t) = u(0)t + (u(t)−u(0)t), we derive X = kerL2 ⊕ kerP2. Note that the two pairs
of projectors P1, Q1 and P2, Q2 are exact, that is, satisfy the relationships (1.8).
Define KP1 : ImL1 → domL1 ∩ kerP1 by
KP1g(t) =
t∫
0
(t − s)g(s)∇s. (1.13)
Then
sup
t∈[0,1]
∣∣KP1g(t)∣∣= sup
t∈[0,1]
∣∣∣∣∣
t∫
0
(t − s)g(s)∇s
∣∣∣∣∣ ‖g‖1,
so that
sup
t∈[0,1]
∣∣(KP1g(t))∣∣= sup
t∈[0,1]
∣∣∣∣∣
t∫
0
g(s)∇s
∣∣∣∣∣ ‖g‖1.
Therefore,
‖KP1g‖ ‖g‖1 (1.14)
and, similarly,
‖KP2g‖ ‖g‖1 (1.15)
for KP2 : ImL2 → domL2 ∩ kerP2 defined by right-hand side of (1.13).
In fact, if g ∈ ImL1, then
(L1KP1)g(t) =
( t∫
0
(t − s)g(s)∇
)∇
= g(t).
By the integration by parts formula, for u ∈ domL1 ∩ kerP1,
(KP1L1)u(t) =
t∫
(t − s)u∇(s)∇s = −tu(0)+
t∫
u
(
ρ(s)
)∇s
0 0
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t∫
0
u∇(s)∇s = u(t)− u(0)− tu(0) = u(t)
(u(0) = 0 since u ∈ domL1 and u(0) = 0 since u ∈ kerP1). Hence,
KP1 = (L1|domL1∩kerP1)−1. (1.16)
Again,
(L2KP2)g(t) =
( t∫
0
(t − s)g(s)∇s
)∇
= g(t).
Similarly, for u ∈ domL2 ∩ kerP2,
(KP2L2)u(t) = u(t)− u(0)− tu(0) = u(t)
(u(0) = 0 since u ∈ kerP2 and u(0) = 0 since u ∈ domL2). Hence,
KP2 = (L2|domL2∩kerP2)−1. (1.17)
Now, using (1.11),
Q1Nu = 1
C1
( 1∫
0
(1 − s)(f (s, u(s), u(s))+ e(s))∇s
−
m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f
(
s, u(s), u(s)
)+ e(s))∇s
)
(1.18)
and
KP1,Q1Nu(t) =
t∫
0
(t − s)(Nu(s)− (Q1N)u(s))∇s.
Also, using (1.12),
Q2Nu = 1
C2
( 1∫
0
(1 − s)(f (s, u(s), u(s))+ e(s))∇s
−
m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f
(
s, u(s), u(s)
)+ e(s))∇s
)
t (1.19)
and
KP2,Q2Nu(t) =
t∫
0
(t − s)(Nu(s)− (Q2N)u(s))∇s.
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For an existence result concerning (1.1), (1.2), we assume the following conditions:
(H1) there exists a constant A > 0 such that, for each u ∈ domL1 \ kerL1 satisfying
|u(ρ(t))| >A for all t ∈ [0,1], we have Q1Nu = 0;
(H2) there exist integrable functions α,β, γ,ρ and a constant  ∈ [0,1) such that, for all
(x1, x2) ∈R2 and all t ∈ [0,1], we have either∣∣f (t, x1, x2)∣∣ ρ(t)+ α(t)|x1| + β(t)|x2| + γ (t)|x2|
or ∣∣f (t, x1, x2)∣∣ ρ(t)+ α(t)|x1| + β(t)|x2| + γ (t)|x1|;
(H3) there exists a constant B > 0 such that, for every c ∈R with |c| >B , we have either
c
( 1∫
0
(1 − s)(f (s, c,0)+ e(s))∇s − m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, c,0)+ e(s))∇s
)
< 0
or
c
( 1∫
0
(1 − s)(f (s, c,0)+ e(s))∇s − m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, c,0)+ e(s))∇s
)
> 0.
Theorem 2.1. Assume that t = 0 is left dense. If (H1)–(H3) hold, then the boundary value prob-
lem (1.1), (1.2) has at least one solution provided
‖α‖1 + ‖β‖1 < 12 .
Proof. We construct an open bounded set Ω ⊂ X that satisfies the assumptions of Theorem 1.5.
Let
Ω1 =
{
u ∈ domL1 \ kerL1: L1u = λNu for some λ ∈ (0,1)
}
.
For u ∈ Ω1, we have u /∈ kerL1, λ = 0 and Nu ∈ ImL1. But kerQ1 = ImL1 and, thus,
1∫
0
(1 − s)(f (s, u(s), u(s))+ e(s))∇s
−
m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f
(
s, u(s), u(s)
)+ e(s))∇s = 0
since Q1Nu = 0. It follows form (H1) that there exists t0 ∈ [0,1] such that |u(ρ(t0))|A. Now,
since t = 0 is left dense,
∣∣u(0)∣∣= ∣∣u(ρ(0))∣∣=
∣∣∣∣∣u(ρ(t0))−
t0∫
0
u(s)∇s
∣∣∣∣∣ ∣∣u(ρ(t0))∣∣+
t0∫
0
∣∣u(s)∣∣∇s
A+ ∥∥u∥∥ .0
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u(t) =
t∫
0
u∇(s)∇s
implies∥∥u∥∥0  ∥∥u∇∥∥1 = ‖L1u‖1 < ‖Nu‖1.
Combining the above inequalities, we get∣∣u(0)∣∣<A+ ‖Nu‖1. (2.1)
Observe that (I − P1)u ∈ ImKP1 = domL1 ∩ kerP1 for u ∈ Ω1. Then, by (1.16) and (1.14),∥∥(I − P1)u∥∥= ∥∥KP1L1(I − P1)u∥∥ ∥∥L1(I − P1)u∥∥1 = ‖L1u‖1 < ‖Nu‖1. (2.2)
Using (2.1) and (2.2), we obtain
‖u‖ = ∥∥P1u+ (I − P1)u∥∥ ‖P1u‖ + ∥∥(I − P1)u∥∥< ∣∣u(0)∣∣+ ‖Nu‖1 <A+ 2‖Nu‖1,
that is, for all u ∈ Ω1,
‖u‖ <A+ 2‖Nu‖1.
If the first condition of (H2) is satisfied, then
‖u‖0,
∥∥u∥∥0  ‖u‖ 2(‖e‖1 + ‖ρ‖1 + ‖α‖1‖u‖0 + ‖β‖1∥∥u∥∥0 + ‖γ ‖1∥∥u∥∥0)+A
(2.3)
and, consequently,
‖u‖0  21 − 2‖α‖1
(
‖e‖1 + ‖ρ‖1 + ‖β‖1
∥∥u∥∥0 + ‖γ ‖1∥∥u∥∥0 + A2
)
(2.4)
or
‖u‖0  2‖β‖11 − 2‖α‖1
∥∥u∥∥0 + 2‖γ ‖11 − 2‖α‖1
∥∥u∥∥∞ + 2‖e‖1 + 2‖ρ‖1 +A1 − 2‖α‖1 . (2.5)
Also, by (2.3) and (2.4),
∥∥u∥∥0  2‖α‖1‖u‖0 + 2
(
‖e‖1 + ‖ρ‖1 + ‖β‖1
∥∥u∥∥0 + ‖γ ‖1∥∥u∥∥0 + A2
)
 2‖β‖1
1 − 2‖α‖1
∥∥u∥∥0 + 2‖γ ‖11 − 2‖α‖1
∥∥u∥∥0 + 2‖e‖1 + 2‖ρ‖1 +A1 − 2‖α‖1 , (2.6)
that is,∥∥u∥∥0  2‖γ ‖11 − 2(‖α‖1 + ‖β‖1)
∥∥u∥∥0 + 2‖e‖1 + 2‖ρ‖1 +A1 − 2(‖α‖1 + ‖β‖1) . (2.7)
But  ∈ [0,1) and ‖α‖1 +‖β‖1 < 12 , so there exists M1 > 0 such that ‖u‖0 M1 for all u ∈ Ω1.
The inequality (2.5) then shows that there exists M2 > 0 such that ‖u‖0 M2 for all u ∈ Ω1.
Therefore, Ω1 is bounded given the first condition of (H2). If, otherwise, the second part of (H2)
holds, then with minor adjustments to the arguments above we derive the same conclusion.
Define
Ω2 = {u ∈ kerL1: Nu ∈ ImL1}.
N. Kosmatov / J. Math. Anal. Appl. 323 (2006) 253–266 263Then u = c ∈R and
Nu ∈ ImL1 = kerQ1
imply that
1∫
0
(1 − s)(f (s, c,0)+ e(s))∇s − m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, c,0)+ e(s))∇s = 0.
Hence, by (H3),
‖u‖ = c B,
that is, Ω2 is bounded.
We take our isomorphism, J , to be the identity map Id : ImQ1 → kerL1, that is, Jc = c for
c ∈R. If the first part of (H3) is fulfilled, we set
Ω3 =
{
u ∈ kerL1: −λJ−1u+ (1 − λ)Q1Nu = 0, λ ∈ [0,1]
}
.
For every c ∈ Ω3,
λc = (1 − λ) 1
C1
( 1∫
0
(1 − s)(f (s, c,0)+ e(s))∇s
−
m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, c,0)+ e(s))∇s
)
.
If λ = 1, then c = 0 and, if |c| >B , then by (H3),
λc2 = (1 − λ)c 1
C1
( 1∫
0
(1 − s)(f (s, c,0)+ e(s))∇s
−
m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, c,0)+ e(s))∇s
)
< 0,
which, in either case, is a contradiction. If the other part of (H3) is satisfied, we take
Ω3 =
{
u ∈ kerL1: λJ−1u+ (1 − λ)Q1Nu = 0, λ ∈ [0,1]
}
and, again, obtain a contradiction. Thus, in either case ‖u‖ = c B for all u ∈ Ω3, that is, Ω3 is
bounded.
Let Ω be open and bounded such that
⋃3
i=1 Ωi ⊂ Ω . Then the assumptions (i) and (ii) of
Theorem 1.5 are fulfilled. An application of Arzela–Ascoli theorem shows that the mapping N
is L1-compact on Ω (in fact, the mapping N is L1-completely continuous). Lemma 1.6 estab-
lishes that L1 if Fredholm of index zero. It only remains to verify that the third assumption of
Theorem 1.5 applies.
We apply the degree property of invariance under a homotopy. To this end, we define a homo-
topy
H(u,λ) = ±λ Idu+ (1 − λ)JQ1Nu.
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deg(JQ1N |kerL1∩∂Ω,Ω ∩ kerL1,0) = deg
(
H(·,0),Ω ∩ kerL1,0
)
= deg(H(·,1),Ω ∩ kerL1,0)
= deg(± Id,Ω ∩ kerL1,0)
= 0,
so, the third assumption of Theorem 1.5 is fulfilled and the proof is complete. 
Our next existence theorem deals with (1.1), (1.4). In addition to the hypothesis (H2), we
assume:
(H4) there exists a constant A> 0 such that, for each u ∈ domL2 \kerL2 satisfying |u(t)| >A
for all t ∈ [0,1], we have Q2Nu = 0;
(H5) there exists a constant B > 0 such that, for every c ∈R with |c| >B , we have either
c
( 1∫
0
(1 − s)(f (s, cs, c)+ e(s))∇s − m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, cs, c)+ e(s))∇s
)
< 0
or
c
( 1∫
0
(1 − s)(f (s, cs, s)+ e(s))∇s − m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, cs, c)+ e(s))∇s
)
> 0.
Theorem 2.2. If (H2), (H4), and (H5) hold, then the boundary value problem (1.1), (1.4) has at
least one solution provided
‖α‖1 + ‖β‖1 < 12 .
Proof. We construct an open bounded set Ω ⊂ X that satisfies the assumptions of Theorem 1.5.
Let
Ω1 =
{
u ∈ domL2 \ kerL2: L2u = λNu for some λ ∈ (0,1)
}
.
For u ∈ Ω1, we have u /∈ kerL2, λ = 0 and Nu ∈ ImL2. But kerQ2 = ImL2 and, thus,
Q2Nu = 0. It follows form (H4) that there exists t0 ∈ [0,1] such that |u(t0)|A. Then
u(t0)− u(0) =
t0∫
0
u∇(s)∇s
implies∣∣u(0)∣∣ ∣∣u(t0)∣∣+ ∥∥u∇∥∥1 A+ ‖L2u‖1 <A+ ‖Nu‖1. (2.8)
Observe that (I − P2)u ∈ ImKP2 = domL2 ∩ kerP2 for u ∈ Ω1. Then, by (1.17) and (1.15),∥∥(I − P2)u∥∥= ∥∥KP2L2(I − P2)u∥∥ ∥∥L2(I − P2)u∥∥1 = ‖L2u‖1 < ‖Nu‖1. (2.9)
Using (2.8) and (2.9), we obtain from (2.8) and (2.9) that
‖u‖ = ∥∥P2u+ (I − P2)u∥∥ ‖P2u‖ + ∥∥(I − P2)u∥∥< ∣∣u(0)∣∣+ ‖Nu‖1 <A+ 2‖Nu‖1,
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‖u‖ <A+ 2‖Nu‖1.
As in the proof of Theorem 2.1, we apply (H2) to show that Ω1 is bounded.
Define
Ω2 = {u ∈ kerL2: Nu ∈ ImL2}.
Then u(t) = ct for c ∈R and
Nu ∈ ImL2 = kerQ2
imply that
1∫
0
(1 − s)(f (s, cs, c)+ e(s))∇s − m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, cs, c)+ e(s))∇s = 0.
Hence, by (H5),
‖u‖ = c B,
that is, Ω2 is bounded.
We define our isomorphism J : ImQ2 → kerL2 by J (ct) = ct for c ∈R. If the first part
of (H5) is fulfilled, we set
Ω3 =
{
u ∈ kerL2: −λJ−1u+ (1 − λ)Q2Nu = 0, λ ∈ [0,1]
}
.
For every ct ∈ Ω3,
λc = (1 − λ) 1
C2
( 1∫
0
(1 − s)(f (s, cs, c)+ e(s))∇s
−
m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, cs, c)+ e(s))∇s
)
.
If λ = 1, then c = 0 and, if |c| >B , then by (H3),
λc2 = (1 − λ)c 1
C2
( 1∫
0
(1 − s)(f (s, cs, c)+ e(s))∇s
−
m∑
i=1
αi
ηi∫
0
(ηi − s)
(
f (s, cs, c)+ e(s))∇s
)
< 0,
which, in either case, is a contradiction. If the other part of (H3) is satisfied, we take
Ω3 =
{
u ∈ kerL2: λJ−1u+ (1 − λ)Q2Nu = 0, λ ∈ [0,1]
}
and, again, obtain a contradiction. Thus, in either case ‖u‖ = c B for all u ∈ Ω3, that is, Ω3 is
bounded.
The rest of the proof is identical to that of Theorem 2.1. 
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