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The main purpose of this paper is to present high order discretization methods 
for a two point boundary problem, y” =f(x, y, y’); y(a) =y,, y(b)= yh where 
f,.>O. Two methods are given. The former is a four step method with error 
I)ell oc = Ch4, the latter is a six step method with error llell~ = Ch6. We show that the 
error estimates are sharp and are less accurate by a factor of O(h2) than the 
corresponding methods constructed for the problem y” =f (x, y); y(a) = y,, 
y(b) = yb. As a by-product we show that these results can be applied to find the 
necessary conditions to determine the extremal value of 1: g(x, y. y’) dx. Computer 
results are given to illustrate our results. We also give “start up” methods which are 
required for these algorithms and show they satisfy the errors described above. 
c: 1988 Academic Press. Inc. 
1. INTRODUCTION 
The problem is to find high order discretization methods for the two 
point boundary value problem 
Y”(X) =fk Y> Y’) 
Y(U) =Yu? y(b) = 
(1) 
Yb 
on the interval [a, b]. We assume fY > 0 and enough smoothness for the 
results given so that (1) has a unique solution on [a, b]. 
The major objective of this paper is in dealing with the y’ term. We 
prove that algorithms constructed to deal with the y’ term, although sharp, 
lose an accuracy of order O(h’) when compared with difference methods 
having the same number of steps, but constructed for equations of the form 
Y” =f(x, Y 1. 
The remainder of our paper is as follows. In Section 2 we give our two 
algorithms, the gloval error estimates, and contrast these results with the 
standard, classical results. In Section 3 we derive the algorithms and the 
local truncation errors. In Section 4 we give the proofs of the global error 
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results. In Section 5 we show how to use our methods to solve optimal 
problems in the calculus of variations. In Section 6 we consider “starting 
values” for our higher order methods and give specific methods which yield 
the prescribed accuracy. Finally, in Section 7 we give some computer 
results to illustrate our theory. In particular we give a nonlinear example 
which satisfies the weaker condition fV 3 0. 
2. ALGORITHMS AND ERROR RESULTS 
We now give our two algorithms and their associated global error. The 
first case, Eq. (2) corresponds to second degree B-splines and the second 
case, Eq. (3) corresponds to third degree B-splines. The algorithms are 
-Yn+r-2Y?l+i +6~,-2y,-, -Y,-2 
x,+,, Y,,+~, yn+;h-y” 
+ Y xn> Ynr 
-y,,+2+5~~+~-5~,~~i+~~~~ 
6h > 
3 
( 
Yn-Y,-2 
+g x,-19 Ye12 2h 
)I 
and 
-Yn+3-24~,+2-15~,,+1 +80~,-15Y,,-,-24~,~~,-~,-, 
(2) 
= -h2 3f x,+2> yn+2, 
i ( 
Yn+3-Yn+l 
2h 
> 
-5Y,+3+3lY,+,-3lY,+5Y,-, 
42h > 
6~ n+3-34Y,+r+l37Yn+i -137y,-,+34y,,-,-6y,-3 
174h > 
-5Y,+,+3lY,-31Y,-,+5Y,-, 
42h > 
We now give the error results for (2) and (3) and compare them with 
previous classical results. Let e, = ~~~ - y(x,) denote the error at x,; 
It4 o3 = max I4 (da) n 
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and 
l/eIILr = sup ly(x)-y,(x)l, (4b) 
YE [a.hl 
where y(x) is the solution to (1) and Y,,(X) is the computed solution using 
(2) or (3) and polynomial interpolation. 
THEOREM 1. For the algorithm (2) we have lleil ocI < Ch4. For the 
algorithm (3) we have (le/( ~ < Ch6. 
The proof of these results is given in Sections 3 and 4. 
In the next figure we compare the results of Theorem 1, denoted by 
(G-S-Z), with those obtained for these cases by Ciarlet, Schultz, and Varga 
(C-S-V) in [l] and Douglas and DuPont (D-D) in [3] for linear 
problems. The values d= 2 and d= 3 denote the degree of the B-spline 
which is associated with the discretization method. 
Methodd c-s-v D-D G-S-Z 
3. THE LOCAL TRUNCATION ERRORS 
We now indicate how to obtain the algorithms (2), (3) and then formally 
obtain the corresponding local truncation errors’in Theorems 2 and 3. 
For algorithm (2), the c1 coefficients CI~ = - 1, tll = -2, c(,, = 6, sl- I = -2, 
and c( ~ z = - 1 on the left hand side of (2) are associated with the matrix 
6 -2 -1 
-2 6-2-l 0 
-1 -2 6 -2 -1 
. . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . -1 . . . . . . .-2 . 
0 -1-2 6 
where {ui> is a set of normalized B-2 splines. 
The first step in determining the numbers on the right hand side of (2) 
is to determine that a local truncation error of O(h6) is the best that 
can be achieved. This is done by considering the specific problem 
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y” =f(x, y, y’) = y’. The second step is to determine the fi coefficients, 
/I1 = 1, /IO = 3, and /L, = 3. This is done by considering the problem 
y” =f(x, y) so that the expression 
L(Y(Xh h) = i cr,y(x+kh)+h2 i j/(f(x+kh, y(x+kh)) 
k= -2 k=pl 
has local truncation error O(h6). The third step is to find appropriate 
approximations to y’(x,+ ,), y’(x,), and y’(x+ i) as the third argument in 
fk Y, Y’). 
Remark. In the special case where the function f is independent of y’ 
algorithms can be constructed, analogous to algorithms (2) and (3), which 
utilize the same elk (but different flk) and which yield local truncation errors 
of O(P) and 0(/z*), respectively (see Gregory and Zeman [S]). 
THEOREM 2. The local truncation error L2( y(x), h) associated with (2) 
has an error of O(h6). 
ProoJ: A straightforward calculation yields 
L,(y(x), h) = -y(x + 2h) - 2y(x + h) + 6y(x) - 2y(x - h) - y(x - 2h) 
+h2 x+h, y(x+h), y(x+2f;-y(x)) 
-y(x+2h)+5y(x+h)-5y(x-h)+y(x-2h) 
6h > 
+;f x-h, y(x-h), 
( 
Y(X) -Y(X - 2h) 
2h >I 
= T, + h2 ;T2+3T,ftT4 1 = -6h’y!‘(x)-;h4y”‘.‘(x) 
6y”(x) +; h2y”“‘(x) 
= O(h6), (5) 
where 
T, = - y(x + 2h) - 2y(x + h) + 6y(x) - 2y(x - h) - y(x - 2h) 
6h*y”(x) +; h4yi”(x) 
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Y(X + 2h) -Y(X) 
2h 
T,= ... =g,(x)-;g,(x)+O(h4), 
T4= . . . =g,(x-h)+;g,(x-h)+O(h’), 
&Tl(X) =f (x, Y, v’) =.?J” and g*(x) =L’“‘(x)f,k Y(X)? Y’(X)). 
The motivation and calculations for (3) are very similar to, but more 
complicated than, those for (2). As above, the u coefficients a3 = - 1, 
CQ= -24, c(r= -15, cc,=80, CC-~= -15, CY~= -24, u-3= -1 on the left 
hand side of (3) are associated with 
C 80 -15 -24 -1 
-15 . . . . 
-24 ““x., 
(j; v;v;dr)= -1 ..... 
. . 
.... . . . . . ::.y”.... . . . . -1 
. . . . . . . . . . . . -24 
. . . . . 
0 . . . . -15 . . . 
L -1 -24 -15 80- 
where {v,} is a set of normalized B-3 splines. 
We then determine that a local truncation error of O(P) is the best 
possible by considering the specific problem y” =f (x, y, y’) = y’. The 
second step is to determined the /I? coefficients /I2 = 3, /3, = 28, /&,= 58, 
BP, =28, and fieZ= 3. This is 
y” = f (x, y) so that 
~,(Y(X)? h) = ; uk y(x + kh 
k=-3 
done by considering the problem 
+ h2 i Pk f(x + kh, y(x + kh)) 
k=-2 
has local truncation error 0(h8). The third step is to find appropriate 
approximations to y/(x, + 2), y/(x, + I ), y/(x,), y/(x, - 1 ), and y’(x, - 2) as the 
third argument in f (x, y, y’). 
THEOREM 3. The local truncation L,(y(x), h) associated with (3) has an 
error of O(P). 
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Proof A straightforward but very long calculation yields 
MY h) 
= -y(x + 3h) - 24y(x + 2h) - 1$(x + h) + 8Oy(x) - 15y(x - h) 
-24y(x-2h)-y(x-3h)+hZ 
x+2/2, y(x+2h), 
y(x + 3h) -y(x + h) 
2h 
- 5y(x + 3h) + 31y(x + 2h) 
+28f x+h, y(x+h), 
-3ly(x)+5y(x-h) 
42h ‘i 
6y(x + 3h) - 34y(x + 2h) + 137y(x + h) 
- 137y(x - h) + 34y(x - 2h) - 6y(x - 3h) 
174h 
-5y(x+h)+31y(x) 
-3ly(x-2h)+5,v(x-3h) 
42h 
+ 3f x - 2h, y(x - 2h), 
y(x-h)-y(x-3h) 
2h ! ! 
= T, + h2(3T, + 28T, + 58T, + 28T, + 3T,) = O(h’), 
where 
T, = -y(x + 3h)) - . . - y(x - 3h) 
= - 120h2y”(x) + 40h4y’“(x) +; h6y”‘(x) + Q(h8), 
> 
T, =f x + 2h, y(x + 2h), 
y(x+3h)-y(x+h) 
2h > 
(6) 
T,= ... =g,(x+h)-hh2g2(x+h)-&h4g,(x+h)+O(h6), 
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T4= . . . = g1b) +$ h2g2b) + 
T,= ... =g,(r-h)-$h2g2(x-h)- 2 h4g,(x - h) + O(h6), 
T6= . . . =g,(x-2h)+~g,(x-2h)+~g,(x-2h)+O(h6), 
g,(x) =f(x, Y(X), Y’(X)) =.Y”(x), 
g2b) =Y”‘(x) f,&T Y(X), Y’(X)), 
and 
4. THE GLOBAL ERROR 
The purpose of this section is to obtain the global errors listed in 
Theorem 1 using the local truncation errors given in Theorems 2 and 3. 
We begin the proof of Theorem 1 for Eq. (2) by recalling that Eq. (2) 
involves the computed values y, ~ 2, yn- , , y,, yn + r, and JJ,, + 2, while 
Eq. (5) involves the corresponding actual values y(x - 2h), y(x - h), y(x), 
y(x - h), and y(x - 2h). Letting t,, where Iz,J 6 c independently of h for 
small h, be the local truncation error associated with (5), x, + kh = x,,,~, 
e n+k=Ax,+kh)-yn+k for k = - 2, - 1, 0, 1, and 2, and subtracting 
corresponding terms of (5) from (2) we have 
e,+2+2en+l- 6e,+2e,-,+e,-, 
=h2 ; f x,+h,y(x,+h), 
in 
Ax, + 2h I- Ax, 1 
2h > 
-f(G+13 Y,+1, y”+;h-yn)] 
+ 3 f bnr Y&A 
[ 
-y(xn+2h)+5y(x,+h)-5y(x,-h)+y(x,-2h) 
6h > 
n+2+%‘n+1-%‘n-1+J’n-z 
6h 
~4.~4 -JO, - 2h) 
2h 
-f(x.-i.Y.-i.Y"1~"-2)]}+h"r,. (7) 
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The Mean Value Theorem can be applied to each bracket term. Thus, 
f(x.+h, y(x,+h), y(xn+zzhh)-~(x~))-f(x~+,, y,+l, ‘n+;,‘n) 
where p1 and pz are between y(x,+ ,) and yn+, and pi and p; are between 
CYbh+2 )-~k)lPh and (Y,~+~-YJP~. Letting ft=fv(xn+,, ply pi), 
f,9=f,(xmP,dG), f,‘=f,(x,-ldwa f.t.=f”‘(Xn+l,P2,P;), f,“,= 
f&,, p4, ~2, andf.;‘=f(x,-,, P6? pk) where p3, p4, p5, p6 and pi, P&, 
pi, pk are given by the Mean Value Theorem we have 
e,+2+k+, - 6e,,+2e,-, +e,,-, 
=h2{~Cf.~.e,+l+f:.,(e,+2--e,)l(2h)l 
+3Cf~en+f,9~(-en+2+~e,+,-~e,+I+e,~2)l(6h)l 
+tCfG’e,~,+f.~‘(e,-e,_,)/(2h)]}+h6z,. (8) 
We remind the reader that the dependence on n in the “p” and “f” symbols 
has been suppressed. 
Rearranging (8) we have 
(6- :hf$ + ahf,’ + 3hzf;)e, = (1 - ahf$ +thf$)e,+, 
+(2-~h2f-t-~hf~,)e,+, +(2+$hft.-$h2f;‘)en_1 
+(I -~hf~.+~hf,‘)enp2+h6.r,. 
For h sufficiently small and positive, the coefficients of e, ~ 2, e,-, , e,, 
e n+lr and enf2 are all positive. Thus, if 
E= oynyN le,l and Z= (9) . . 2 <f% 2 ‘tA* 
we have, applying the triangular inequality to the rearranged expression, 
(6-;hfi.+$hf;‘+3h2fg) lenI <(l-ihf-:,+thf,O.)E 
+(2-$h2f;-$hf;.)E+(2+$hf;,-;h2fJ:1)E 
+(l-$hf;.+$hf,‘)E+h%, (10) 
for n=2,3 ,..., N-2. 
By assumption, the absolute value of eO, e,, eNP r, e,,, are each less than 
E; hence there is an integer m with 2 d m ,< N- 2 so that E= le,l. We 
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define & Jt, etc., to be the specific value off:,, f,9, etc., corresponding to 
n = m so that for at least one inequality (10) we have 
Cancelling like terms and rearranging we have 
h2($f.;. + 3f; + y, l )E d h%. (11) 
If Q* = minf,(x, p, p’) where Q* >O by hypothesis then 6h2Q*E~h6r or 
h4 
EG6e*Z. 
(12) 
This completes the proof for Eq. (2). The proof for Eq. (3) is analogous. To 
avoid the tedious work, we will only sketch the proof. First, letting 
e n+k=Ax,+kh)-yn+k, for k = - 3, -2, - 1, 0, 1, 2, 3, and subtracting 
(6) from (3), we have 
=A2 I [( 3 f Xn+25 Ykli2)~ 
Y(Xn+3)-Y(X,+1) 
2h 
-f(x n+2, .Y,+z, yn+3-yn+1 2h 
+28 f ~,+I>Y(x,+~), 
N 
-5Y(X,+,)+3lY(X,+2)-31Y(x,)+5y(x,-,) 
42h > 
-f(x,+,?Yn+l.-5 
n+~+31~n+2-31yn+5yn~, 
42h >I 
@(x,3 + 3h) - 34y(x, + 2h) + 137y(x, + h) 
- 137y(x,-h)+34y(x,-2h)-6y(x,-3h) 
114h I) 
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+28 f x,-I, Ax,-,I, 
[( 
- 5Y(X, + 1 )+3lY(x,)-31Y(x,~,)+5Y(x,-,) 
42h > 
-51’n+,+31y,-31yn-2+5yn~~ 
42h 
x,-z, y(x,-2h), Y(Xn- 1) -Y(-L,) 2h > 
-f (G-2, ynp2, y”p’2;y”-3 +h% 
=h2{3Cf~~e,+~+f~~(e,+~-e,+~)l(2h)l 
+28Cf~~,e,+,+f,~..(-5e,+,+3le,+,-3le,+5e,~,)/(42h)l 
+58[fzen+f,9,(6e,+,-34e,+,+ 137e,+, 
- 137e,-, +34e,-,-6e,-,)/(174h)] 
+28Cf,‘e,-,+f,‘(-5e,+, +31e,-31e,-,+5e,~,)/(42h)] 
+3Cf~~2e,_,+f~2(e,~,-e,~3)/(2h)l}+hss, (13) 
wheref~=f,(x,+,, ply A),f$=fyk+2r p2, ~2, andf:,f~,,f,~‘,f,2,f:, 
f $, f j; I, f ;* are defined similarly as above by the use of the Mean Value 
Theorem. Proceeding as above through the step yielding the results from 
(8) through (lo),,, we obtain 
h2(3$,, + 28j;’ + 588 +28&d + 3f;)E< h% (14) 
and finally 
h6 
EG120e*T. (15) 
We note that in this case r=max,,,,,,-, It,l. . . 
5. EXTREMAL PROBLEMS 
The purpose of this brief section is to indicate that the problem of 
finding high order discretization methods for the solution of 
s 
b 
min gb, Y, Y’) dx, a 
Y(Q) =YaY edb)=yb, 
(16) 
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which is the fundamental problem in the calculus of variations, can be 
solved by using either (2) or (3). As is usual we assume g,.,, #O. In 
addition, we assume the continuity conditions imposed by the hypotheses 
in previous sections. 
Under the given hypotheses it is immediate that the unique solution to 
(16) satisfies the Euler-Lagrange equation 
(17) 
Expanding the left hand side with g = g(x, y, y’) we obtain 
g,,,, + g.,.,,. Y’ + g,,y, Y” = g,. 2 
so that solving for y” we obtain 
Y” = c g I‘ - g/x - g.v,y I/g,,,,, .
Setting 
Y” =f(x, Y, Y’) = cs, -g,., - &~,l/g,~,~~ 
(18) 
Y(Q) =yu, Y(b) =Y, 
we may apply the algorithm (2) or (3) to the function f defined in (18) and 
obtain the results given in Theorem 1. 
6. STARTING METHODS 
A special problem for multistep methods is the “starting values.” Thus, if 
we assume x,, = a, xN = b, y, = y,, y, = y,, and b-a = hN for a positive 
integer N, the values of y, and y,-, for algorithm (2) and the values of y,, 
y,, y,- 2, and y,_ i for algorithm (3) must be provided (by adding extra 
equations) and an error analysis performed. 
For algorithm (2) which holds for n = 2, 1, . . . . N- 2 we add the sup- 
plemental equations 
-Y"+~Y,-y,= -h2f 
and 
-Y&2+2Y!c, -y,= -h2f xNp,,yN-,, ‘N-y,-’ 2h > 
. (19b) 
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The end point conditions y,,=yO, y,= y, along with (19) and (2) for 
n = 2, 3, . . . . N-2 give 2+2N-2-2+ l=N+l equations in the N+l 
variables y,, yi , . . . . y,. In practice, we have a nonlinear system of N - 1 
equations in N - 1 unknowns since y, and y, are specified. 
The proofs of Theorems 1 and 2 require slight modifications. Thus, the 
local truncation error using, for example, (19a) is obtained by expanding 
y(x,) and y(xz) in a Taylor series about x, andfabout (xi, y(x,), y’(xi)) 
to obtain 
-Y(x,)+2Y(x,)-Y(x*)+h2f XI> Y(Xl)> 
( 
Yv(X2) -YW 
h 
1 
= -h2yyx,)-; y”“)(x,)+h2y”(x,) 
+h2f,.h, Y(X,L Y’(X,)). 
[ 
~li..(xA+O(h4) 1 +O(h4) 
= O(h4). (20) 
This result supplements Theorem 2. Proceeding as in the beginning of 
Section 4 with ek = y(xk) -y, we have, upon subtracting corresponding 
terms of (19a) from (20), 
-ee,+2e,-e,+h2f,*e,+f; y =O(h4) 
( > 
(2+h2f:)el+( -1 +if;,)e2=O(h4), @la) 
where f ,* and j-,;, denote respectively, the values obtained by evaluating fV 
and f,, at intermediate values of y and y’ and e, = 0. 
Similarly, we obtain, with eN = 0, 
Mb) 
To complete the proof of Theorem 1, we return to (9) and our 
assumption below (10) that the absolute values of e, = 0, e,, eN- ,, and 
e,.., = 0 are each less than E and that E = [emI where 2 < m < N - 2. If, for 
example, le, 1 < Ch4, for c > 0 independent of h for h small, does not hold 
then for small h > 0, le, I < lezl which implies ( 12). Thus, ( 12) is modified as 
Edmax (-/&r, Ch4) 
and Theorem 1 holds. 
(12)’ 
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For algorithm (3) which holds for n = 3,4, . . . . N- 3 we use the sup- 
plemental Eqs. (19) in Richardson form which give a local error of O(P): 
-YO-2~,+6~2-2~3-.~4 
x,, y,,? 
-Y4 + 5Y3 - 5y, + Yo 
6h 
Pa) 
and 
-Y,-4-ZY,-3+6~.-2-ZY.-I-Y, 
xNe3, y,_,, yN-22;yNp4 
+ 3f xN--2, YNp2, 
i 
-YN+5YN-,-5YN-3+YN-4 
6h > 
YN-YN-2 
2h . . Wb) 
As before using y, = y,, y, = y, we have a nonlinear system of 2 + 2 + 
N-3-3+1=N-1 equationsintheN-1 unknownsy,,y,,...,y,-,. 
From Theorem 2, the local truncation error for (22a) or (22b) is O(h6). 
A continuation of the argument for (2) gives an analogous result to (12)’ 
so that Theorem 1 holds. To see this we note that if E: = max je,( occurs for 
3 <m d N- 3 we are done. If E= le,l then the error using (22a) implies 
E<O(h6). If E= leil the Richardson result for e,, e,, e, implies Ed O(h6). 
7. EXAMPLES 
The purpose of this section is to present some examples to illustrate the 
results established in Theorem 1. In particular we consider the problem 
y” =f(x, y) = 3y - 2y’, 
Y(O) = 1, Al)=e, 
(23) 
on the interval [0, 11. The reader can easily observe that the solution to 
(19) is y(x) = eX. 
The first table below is obtained using the Gauss-Jacobi Interation 
Algorithm, Eq. (2), and double precision Fortran arithmetic. Our iteration 
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method stopped after the number of iterations N,,, given below, because of 
our stopping criteria which is 
max I~~~+‘)-y)$)I <lo-Is, 
where yiy) is the ith comdonent of the solution y, obtained at the mth step 
in the iteration. For completeness, we note that N,i32 = 1761, NI/64 = 6566 
and N,,,,, = 23484. 
eh 
(h “a, 
ehlh 
(h rg, 
et, ie 2h 
x y(x) = e’ (h=it) (h=& (h=Tf8) 
0.1250 O.l1331485D+Ol 0.1580-08 O.lllD-09 0.6990-01 0.7190- 11 0.6490-01 
0.1875 O.l2062302D+Ol 0.2300-08 O.l55D-09 0.6730-01 0.9880- 11 0.6380-01 
0.2500 0.128402540+01 0.2850-08 0.1880-09 0.6610-01 0.1190- 11 0.6330-01 
0.3125 0.13668379DfOl 0.3250-08 0.2130-09 0.6550-01 0.1340-11 0.6310-01 
0.3750 0.145466140 +Ol 0.3510 -08 0.229D -09 0.6520 ~ 01 0.1440 - 11 0.6300 -01 
0.4375 0.154883030 +Ol 0.3640-08 0.2390-09 0.6510-01 0.1490-11 0.6290-01 
OSOOO 0.164872130+01 0.3650-08 0.2370-09 0.6500-01 0.1490- 11 0.6290-01 
0.5625 0.175505470+01 0.3550-08 0.2310-09 0.6510-01 0.1460- 11 0.6300-01 
0.6250 0.186824600 +Ol 0.3340-08 0.2180-09 0.6530-01 0.1380- 11 0.6310-01 
0.6875 0.198873750+01 0.3010-08 0.1980-09 0.6570-01 0.1250- 11 0.6330-01 
0.7500 0.211700000+01 0.2580-08 0.1710-09 0.6640-01 O.l09D- 11 0.6360-01 
0.8125 0.225353480+01 0.2030-08 0.1370-09 0.6760-01 0.88OD- 11 0.6410-01 
0.8750 0.239887530+ 01 0.1350-08 0.9550-10 0.7040- 01 0.6240- 11 0.6540 -01 
The columns in the above table represent, respectively, (i) the values of 
the independent variable X; (ii) the correct values of the solution v(x) = e” 
of (19); (iii), (iv), (vi) the error eJx)=~Jx) -y, where JJJX) is obtained 
by the iteration process described above; and (v), (vii) the ratio of the 
errors eh/e2,,. Since Eq. (2) has a conjectured error of O(h4), the ratios 
should have values close to 2 P4 = 0.0625, which they do. 
The description for the second table, below, which is obtained using 
Eq. (3), is similar to the above except that N,,,6 = 289 and N1,32 = 1101. 
Since Eq. (3) has a conjectured error of 0(h6), the ratios in column (v) 
should have values close to 2 6 = 0.015625, which they do. 
ehleZh 
x y(x) = e’ (h:&, (h=h) 
0.1875 0.120623020 + 01 0.1790-11 
0.2500 0.12840254DfOl 0.2300- 11 
0.3125 0.13668379DfOl 0.3040- 11 
0.3750 0.145499140 +Ol 0.3370- 11 
0.4375 0.15488303DfOl 0.3610 - 11 
0.5000 0.164872130 + 01 0.3620- 11 
0.5625 0.175505470 +Ol 0.3500- 11 
0.6250 0.186824600 + 01 0.3180- 11 
0.6875 0.198873750+ 01 0.2790- 11 
0.7500 0.211700000+01 0.2050- 11 
0.8125 0.225353480+02 O.l5OD- 11 
0.2980- 13 0.1660-01 
0.3890- 13 O.l69D-01 
O-4550- 13 O.l5OD-01 
0.5000- 13 0.1480-01 
0.5240- 13 0.1450-01 
0.5310 - 13 0.1460-01 
0.5170- 13 0.1480 - 01 
0.4860- 13 0.1530-01 
0.4350- 13 0.1570-01 
0.3610- 13 0.1760-01 
O-2710- 13 0.1800-01 
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Our final example is the problem 
y” =f(x, y) = -x( y’)Z, 46x65 
y(4) = + In f, y(5) = t In ($). 
(24) 
The reader may easily verify that the solution is y(x) = 4 In (x - 2)/(x + 2). 
We note that in this case fV = 0. Therefore, we hypothesize that the a 
priori estimates in Theorem 1 hold under the weaker condition that f, > 0. 
The results in the table, below, were for algorithm (2) with starting values 
for our iteration given by y, = $ln(x, - 2)/(xk + 2) + 3/z’. 
z y(s) = $ln(s - 2)/(.X + 2) e,(h = h) 
4.1250 - 0.529303480 +00 
4.1875 -0.519885890+00 
4.2500 -0.51082562DfOO 
4.3125 -0.502101300+00 
4.3750 -0.493693330 + 00 
4.4375 -0.485583670 + 00 
4.5000 -0.477755720+00 
4.5625 -0.470194740 + 00 
4.6250 -0.462884740 + 00 
4.6875 -0.455814360 + 00 
4.7500 -0.448970800 + 00 
4.8125 - 0.442342700 +00 
4.8750 -0.43591948D+OO 
-0.3520 - 03 -0.1980-04 0.5620- 01 
-0.3360 - 03 -0.2000 - 04 0.5950- 01 
- 0.3440 - 03 -0.2030-04 0.5890- 01 
-0.3450 - 03 -0.2050-04 0.5950- 01 
-0.3470 - 03 -0.2070-04 0.5970-01 
-0.3490 - 03 -0.2100 - 04 0.6000-01 
-0.3510-03 -0.2120-04 0.6020- 01 
-0.3530-03 -0.2140-04 0.6050-01 
-0.3550-03 -0.2150-04 0.6070- 01 
-0.3560-03 -0.2170-04 0.6090- 01 
-0.3590-03 -0.2190-04 0.6090-01 
-0.3560 - 03 -0.2200-04 0.6170-01 
-0.3710-03 -0.221D-04 0.5970- 01 
The columns in the above table represent, respectively, the independent 
variable, the solution y(x), the errors for h = & and h = &, and the error 
ratio. Note that this last values should be &=0.0625. This ratio also 
indicates that the Richardson value 
will have error ef = 0(h6). 
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