Abstract. In this paper, we investigate the damped stochastic nonlinear Schrödinger(NLS) equation with multiplicative noise and its splitting-based approximation. When the damped effect is large enough, we prove that the solutions of both the damped stochastic NLS equation and the splitting scheme are exponentially stable and possess some exponential integrability. These properties show that the strong order of the scheme is 1 2 and independent of time. Additionally, we analyze the regularity of the Kolmogorov equation with respect to the stochastic nonlinear Schrödinger equation. As a consequence, the weak order of the scheme is shown to be 1 and independent of time.
1. Introduction. In many fields of economics and the natural sciences, stochastic partial differential equations (SPDEs) play important roles. Since many SPDEs can only be solved numerically, it is a crucial research problem to construct and study discrete numerical approximation schemes which converge with strong and weak convergence rates to the solutions of such SPDEs. For SPDEs with monotone coefficients, there exist fruitful results on strong error analysis of temporal and spatial numerical approximations (see, e.g., [2, 5, 6, 17, 20, 21] ). However, there exists only a few results in the scientific literature which establish strong and weak convergence rates for a time discrete approximation scheme in the case of an SPDE with a nonglobally monotone nonlinearity (see, e.g., [11, 12, 19, 23, 24, 25] ). This motives us to construct strong and weak approximations for this kind of SPDE.
The stochastic nonlinear Schrödinger (NLS) equation, as a representative SPDE, models the propagation of nonlinear dispersive waves in inhomogeneous or random media (see, e.g., [3] ). In [15] and [4, 16] it was proved that the stochastic NLS equation admits a unique solution in H and H 1 , respectively. Recently, [8, 11] gave the global well-posedness of the one-dimensional stochastic NLS equation in H 2 . In this paper, we focus on strong and weak approximations of the following one-dimensional damped stochastic nonlinear equation with multiplicative noise: du = (i∆u + iλ|u| 2 u − αu)dt + iudW (t) in R × (0, ∞); (1) u(0) = u 0 in R, where λ = 1 or −1 corresponds to focusing or defocusing cases, respectively, and α(·) is a real-valued function. When studying the propagation of waves over very long distance in random media, the damping term −αu cannot be neglected (see e.g. [18] ). The diffusion term represents the fluctuation effect of a physical process in random media, where W = {W (t) : t ∈ [0, T ]} is an L 2 (R; R)-valued Q-Wiener process on a stochastic basis (Ω, F , F t , P); i.e., there exists an orthonormal basis {e k } k∈N+ of L 2 (R; R) and a sequence of mutually independent, real-valued Brownian motions {β k } k∈N+ such that W (t) = k∈N+ Q 1 2 e k β k (t), t ∈ [0, T ].
There have been many works concentrating on construction and analysis of numerical approximations for the stochastic NLS equation. Paper [17] studies a type of Crank-Nicolson semidiscrete schemes and shows that for stochastic NLS equation with Lipschitz coefficients, these Crank-Nicolson type schemes have strong order 1 2 in general and order 1 if the noise is additive and that the weak order is always 1. In order to inherit the symplectic structure of the stochastic NLS equation, [7] studies symplectic Runge-Kutta methods and obtains the convergence theorem for the Lipschitz cases. Paper [1] studies an explicit exponential scheme and shows that it preserves the trace formula for stochastic linear NLS equation with additive noise. For a stochastic NLS equation with non-Lipschitz or nonmonotone coefficients, some papers have constructed strong numerical approximations and obtained convergence rates in a certain sense such as pathwise or in probability weaker than in strong sense (see, e.g., [8, 17, 26] and references therein). Progress has been made in [11, 12] , where the authors obtained strong convergence rates of the spatial centered difference method, the spatial Galerkin method and a temporal splitting method for a conservative stochastic NLS equation.
In this article, we apply the splitting ideas in [12, 21] to approximating (1) and aim to show the strong and weak order of this splitting scheme. The key to obtaining strong and weak convergence rates of numerical schemes for SPDEs with nonmonotone coefficients is to obtain some a priori estimates and exponential integrability of exact and numerical solutions (see, e.g., [9, 11, 12, 23, 24, 25] ). On the one hand, we prove some a priori estimations of the exact solution of (1), as well as those of the numerical solution, to get the time-independent strong error estimation. As a consequence, the solution of (1) is shown to be exponentially stable. On the other hand, we show the exponential integrability properties of exact and numerical solutions by an exponential integrability lemma established in [9, Corollary 2.4]; see also [11, Lemma 3.1] . This type of exponential integrability is also useful to get the strongly continuous dependence on initial data of both exact and numerical solutions and to deduce Gaussian tail estimations of these solutions (see e,.g. [9, 11, 12] ). To obtain the weak convergence order of the proposed scheme, we study the regularity of the transformed Kolmogorov equation of the damped stochastic NLS equation with nonmonotone coefficient. Based on this regularity result, we prove that the weak order of the proposed scheme is first order and independent of time. To the best of our knowledge, this is the first weak convergence order result of temporal approximations for the stochastic NLS equation with nonmonotone coefficients driven by multiplicative noise.
The rest of this paper is organized as follows. In Section 2, we prove that the damped stochastic NLS equation is exponentially stable and exponentially integrable. Section 3 is devoted to obtaining some a priori estimates of the numerical solution in Sobolev norms. Then the time-independent strong error of the solutions is given. In Section 4, we study the regularity of the corresponding Kolmogorov equation with respect to the damped stochastic NLS equation. Then we show that the weak order of the scheme is first order and time-independent.
is the corresponding Banach space. Throughout this paper, we assume that T is a fixed positive number, u 0 ∈ H s is a deterministic function and Q 1 2 ∈ L s 2 with s being a nonnegative integer, i.e.,
where {e k } k∈N+ is any orthonormal basis of L 2 (R; R) and H s := H s (R; C) is the usual Sobolev space. In this paper, a and b are positive numbers. We use C and C ′ to denote generic constants, independent of the time step size τ , which differ from one place to another. In some places of this paper, the computations are formal but could be justified rigorously by truncated techniques and approximation arguments (see e.g. [17] ).
For damped stochastic NLS equations with additive noise, [18] studies the longtime behavior of its solution and obtains the ergodicity of the weakly damped NLS equation. It is natural to study the long-time behaviors of the damped stochastic NLS equation with multiplicative noise, i.e., (1) . In this section, we want to investigate the mutual influence among the damping effect, the cubic nonlinearity and the noise intensity and further study the long-time behaviors. This is our other motivation for considering Eq. (1). It should be mentioned that when α(
2 (x), the stochastic NLS equation (1) has the conserved quantity charge (see [16] ), i.e., u(t) 2 = u 0 2 , t < T , a.s. Next, we mainly focus on some a priori estimates and long-time behaviors of the exact solution for (1).
Proof. By the Itô formula, we have
Then Gronwall inequality yields that 
which yields that (1) becomes the stochastic NLS equation with a conserved quantity: charge. One cannot expect the following long-time behaviors of the exact solution in this conserved case. When α(x) = a + 1 2 F Q (x), (1) satisfies the condition of Corollary 2.1 and thus the charge is exponentially decaying. The above results inspire us to consider the long-time behavior of u, such as its corresponding invariant measure and ergodicity. Actually, direct calculation yields that the Dirac measure at 0 is one of the invariant measures. The uniqueness of the invariant can be obtained as follows.
Proof. For simplicity, we only prove the case p = 2. One can apply the Itô formula to the appropriate power of the energy functional H(u) :
and apply the Burkholder-Davis-Gundy inequality to get the desired result for p > 2. Similar to [11] , thanks to Gagliardo-Nirenberg inequality u 4 L 4 ≤ 2 ∇u u 3 , we need only prove the uniform boundedness of the energy functional H(u(t)). The Itô formula yields that
The Hölder, Gagliardo-Nirenberg and Young inequalities and Sobolev embedding theorem imply that for a > ǫ > 0,
By the fact that
and the Young
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inequality, we have for small η > 0,
The Gronwall inequality, together with the charge evolution law in Corollary 2.1, yields that
Finally, the Gagliardo-Nirenberg and Young inequalities and the Sobolev embedding theorem imply the uniform boundedness for the p-moment of u H 1 .
Next we show that (1) admits a unique invariant measure δ 0 and a unique stationary solution 0 in H 1 similarly [14] .
Corollary 2.2. Under the same condition as Proposition 2.1, the following statements hold:
(i) We have
where P t is the Markov semigroup associated with the solution u(t). (ii) δ 0 is the unique invariant measure for P t . (iii) For any Borel probability measure ν ∈ P(H 1 ), we have
Proof. We show that for any time sequence {t n } n∈N with lim n→∞ t n = ∞, the sequence {u(t n )} n∈N admits a unique limit. For any t n ≤ t m , n ≤ m, by Minkowski and Young inequality and Sobolev embedding theorem, we have
where S a (t) := e i∆t−at . The arguments and estimate (3) in Proposition 2.1 yield that for some b > 0, we have
This implies that {u(t n )} n∈N is a Cauchy sequence and thus {u(t)} t∈R + admits at least a strong limit. Combining those with the exponential decay estimate (3), we get 0 is the unique strong limit of {u(t)} t∈R + . The strong mixing property is immediately obtained, and we finish the proof by the exponential decay estimate and strong mixing property.
To get the a priori estimates in H s , we introduce the auxiliary Lyapunov functional
Proof. We prove the uniform boundedness by induction. Assume that the pmoment of u H s−1 is uniformly controlled. For simplicity, we show the case p = 2 under the H s -norm. Applying Itô formula to the functional f (u(t)), we can get the terms similar to those in [11] . Similar arguments yield that for s ≥ 2, Beyond these a priori estimations, we need the exponential integrability to construct numerical schemes with strong and weak convergence order similar to those in [11, 12, 23] . We also note that this type of exponential integrability has many other applications (see e.g. [9, 11, 12, 19, 23, 24, 25] ).
2 , and u 0 ∈ H 1 . There exist β and C depending on α, Q, and u 0 such that
yield that
The Hölder, Young and Gagliardo-Nirenberg inequalities, combined with Corollary 2.1, yield that
By the Gagliardo-Nirenberg and Young inequalities, we get
. Thus there always exist ǫ and η such that −2a − β < 0 and
3. Strong convergence. We use a splitting idea similar to that in [12, 21] to discretize (1) and obtain the strong convergence rate independent of the time domain. The key tool is applying the stability in H 2 and the exponential integrability of both numerical and exact solutions. The main idea is to split (1) 
, into a deterministic NLS equation with random initial datum and a linear damped SPDE:
For simplicity, we denote the solution operators of (5) and (6) 
and
For the sake of simplicity, we take the initial datum of the splitting process to be u τ (0) = u 0 . Iterating previous procedures, we obtain a splitting process u τ = {u τ (t) : t ∈ [0, T ]}, which is left-continuous with finite right-hand limits and F t -adapted. We note that there are some results on numerically approximating SPDEs by splitting schemes (see [10, 13, 19, 21, 26] and references therein). Since (5) has no analytic solution, we apply the Crank-Nicolson type scheme to temporally discretize (5) . Based on the explicitness of the solution of (6), we get the splitting Crank-Nicolson type scheme starting from u 0 :
). We can also get the continuous extension of u m as
where Φ D j,τ is the solution operator of the Crank-Nicolson type scheme. Throughout this paper, we do not consider the spatial discretization since our approach and proof can be extended to the study of a fully discrete scheme as in [12] . Some estimates need to be modified accordingly. However, this requires long and technical computations and would probably increase the length of our paper. For more results on the strong convergence result of spatial approximations for the stochastic NLS equation, we refer the reader to [11, 12] . However, the study of strong and weak convergence rate of numerical schemes both in time and space for a higher dimensional stochastic NLS equation requires the a priori estimates in a higher Sobolev norm and further investigation.
Next, we always assume that sup
Since (5) possesses the charge conservation law and (6) is weakly damped, it is not difficult to obtain the following results about the charge of this splitting process.
2 , and u 0 ∈ H. The splitting process u τ = {u τ (t) : t ∈ [0, T )} is uniquely solvable and F t -measurable. Moreover, for any t ∈ [0, T ] there holds a.s. that
2 ≤ e −2at u 0 2 .
For t ∈ T m , we have 
Proof. For simplicity, we give the proof for p = 2. The case p > 2 is made similar to the proof in [11, Theorem 2.1] by applying the Itô formula to appropriate power of the auxiliary functionals H and f , and applying Burkholder-Davis-Gundy inequality. Notice that the energy evolution of splitting process (7) is same as Eq. (1) in each interval T m . The Itô formula, combined with the energy conservation law of Eq. (5), yields that
Similar to Proposition 2.1, we get
The Gronwall inequality implies
Then by repeating the above procedures in each interval and combining them with discrete Gronwall inequality, we obtain
Then similar arguments lead to the uniform boundedness for p ≥ 2. Next, we turn to estimate
H s−1 ds.
By the Gronwall inequality, we obtain
On the other hand, the Itô formula and the Young and Gagliardo-Nirenberg inequalities yield that
Again by the Gronwall inequality, we get
Finally, the discrete Gronwall inequality, together with the induction hypothesis, leads to
where we use the fact that
H s−1 and induction arguments finish the proof. We also need a priori estimation on numerical solution of the splitting CrankNicolson scheme (8) . The detail proof for the following lemma is omitted since it is similar to the proof of Proposition 3.1. For t ∈ T m , the energy of u m is uniformly bounded. More precisely, for any p ≥ 1, there exists b > 0 such that
2 , and u 0 ∈ H 2 . Then for any p ≥ 2, there exists a constant C = C(α, Q, u 0 , p) such that
Proof. Arguments similar to [12, Lemma 3.3] , combined with the Young inequality, yield that
Then we have
12 + ∇u m 12 .
Let ǫτ ≤ 1. We get
Notice that u m can be extended to a continuous process u in T m . The arguments in Proposition 3.1, together with Lemma 3.2 show that for some
Using the discrete Gronwall inequality, we obtain To analyze the strong and weak order of the proposed scheme, we need to show some exponential integrability of u m and u τ based on [11, Lemma 3.1]. These exponential integrability properties can be used to deduce the continuous dependence on initial data of u m and u τ as in [11, 23] .
There exist β and C = C(α, Q, u 0 ) such that
Proof. We first prove the estimation (12) . Since (6) has the same energy evolution as (1) and (5) 
where V (ǫ, η, s, u 0 ) is the function appearing in the proof of Proposition 2.3.
Repeating the above procedures in each interval, we deduce that
which verifies estimation (12) . Similar arguments yield estimation (13) .
Remark 3.1. Under the condition of Proposition 3.3, by the same procedures we can obtain that
Corollary 3.1. Under the condition of Proposition 3.3, there exists a constant C = C(α, Q, u 0 ) for any p ≥ 1 such that
Proof. By the Cauchy-Schwarz, Gagliardo-Nirenberg and Young inequalities, for 0 < η < 1 we have
where β < 2a is as presented in Proposition 3.
Then the Jensen, Minkovski and
Hölder inequalities yield that
From the above estimations, Propositions 2.3 and 3.3 and Remark 3.1 yield (15) . Next, we turn to the discrete case (16) . Similarly, the Hölder, Gagliardo-Nirenberg and Jensen inequalities yield that exp 2τ
Based on these a priori estimations and exponential integrability, we can deduce the strong convergence rate for the splitting Crank-Nicolson type scheme. We remark that when the damped assumption sup x∈R ( 1 2 F Q (x) −α(x)) ≤ −a does not hold, the strong convergence rate of the proposed scheme can also be obtained. However, we cannot expect that the constant C in the upper estimate of the strong convergence rate to be independent of time since the a priori estimate depends on the time interval. A similar situation occurs when we study the weak order of the proposed scheme.
Proof. For simplicity, we give the proof for p = 2. The proof of case p > 2 can be similarly obtained by using a priori estimates in higher p-moments of numerical and exact solutions in Sobolev norms. Similar to the proof in [12] , we split the error E sup m∈ZM u(t m ) − u m 2 as follows:
Denote e m := u(t m ) − u τ (t m ), e m := u τ (t m ) − u m . We first estimate the first term 
Integrating by parts, we get 2 e m ,
The Hölder inequality, cubic difference formula |a| 2 a − |b| − b) , the Cauchy-Schwarz and Gagliardo-Nirenberg inequalities imply
Thus we conclude that
Then repeating the above procedures yields that
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where terms R j i , i = 0, . . . , 6, j = 0, . . . , M − 1, can be controlled by Propositions 2.2, 3.1, and 3.2. We omit the detailed computations which are similar to [12, Lemma 2.4] and obtain R j i L 2 (Ω) ≤ Cτ 2 . The exponential moment is bounded by the estimation (15) of Corollary 3.1. Thus we get for τ < 1,
In fact, we can obtain the stronger result,
Next, we estimate the term E sup m∈ZM e m 2 . Similar to the previous arguments,
we get
Then taking expectations on both sides and using the Hölder inequality yields that
.
Then the estimation (16) From the estimations about e m and e m , we obtain the strong error estimate
4. Weak convergence. In this section, we first study the regularity of the Kolmogrov equation of (1) . With the help of this Kolmogrov equation, we transform the weak error into two parts, one is from the splitting approach and the other is from the deterministic Crank-Nicolson type discretization. As a consequence, the rate of weak convergence is shown to be twice that of strong convergence. This is the first result about the weak order of numerical schemes approximating the stochastic nonlinear Schrödinger equation with nonmonotone coefficients.
It is well known that U (t, u 0 ) := E [φ(u(t, u 0 ))] satisfies the following infinitedimensional Kolmogorov equation (see e.g. [17] ):
In this section, we assume that φ ∈ C
, and sup
To remove the infinitesimal factor, we first eliminate the unbounded Laplacian operator and consider
Now, it can be shown that the functions U and V have the same regularity as the initial data φ. Proposition 2.3 is the key to proving the following regularity result, which generalizes the case of Lipschitz drift operators in [17] . 
Proof. Differentiating U , we obtain for h ∈ H,
where
The Itô formula yields that
Then taking expectation combined with Proposition 2.3 yields that
Applying the Itô formula to η h p , p ≥ 2, we get
which implies that
Again by the Itô formula, we obtain
Then the Gronwall inequality and the charge evolution of u imply that
After taking expectation, by Proposition 2.3, we have
We need to show E[ ∇η h p ] < ∞. For simplicity, we give the proof for p = 2. The proof of p > 2 is similar to the previous arguments for p > 2 in the a priori estimate of u in the H 1 -norm. The Itô formula, integration by parts, and the Gagliardo-Nirenberg and Young inequalities show that
The Gronwall inequality implies that for s ∈ [0, t],
Then taking expectation, combined with Corollary 2.1, Propositions 2.2 and 2.3, the estimation (18) , and the Burkholder-Davis-Gundy, Hölder, and Young inequalities, leads that for Applying again the Gronwall inequality, we get E ∇η h (t) 2 ≤ C(ǫ, α, Q, u 0 )( h 2 + ∇h 2 ).
Similar arguments yield that for any p ≥ 2, ∇η h (t) L p (Ω;H) ≤ C(u 0 )( h + ∇h ).
Then we conclude that
). For the function V (t, v) = U (t, S(−t)v), we have DV (t, u 0 ), h H = E Dφ(u(t, S(−t)u 0 )), η h , and DV (t, u 0 ) · (h, h) = E D 2 φ(u(t, S(−t)u 0 )) · (η h (t), η h (t)) + Dφ(u(t, S(t)u 0 )) · ξ h (t) .
The unitarity of S(t), i.e., S(t)u 0 H s = u 0 H s , s ∈ N , combined with previous arguments finishes the proof. Similar arguments yield that U and V belong to C 3 (H 1 ). [7, 22] ). Based on the estimations in Lemma 4.1 and the corresponding Kolmogorov equation, we have the following weak convergence result. We aim to give the representation formula of the weak error and split E [φ(u(T ))]− E [φ(u M )] as follows:
The following lemmas show that the estimate (19) holds. Proof. First we split the error by the local arguments as follows:
where v τ (t) = S(T − t)u τ (t). The definition of u τ yields that S(T − t k+1 )u τ (t k+1 ) = S(T − t k )u τ (t k ) + Proof. By the damped effect, we obtain for any v, w ∈ H,
Then the total error are divided as follows:
By the stability of u 
