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Capitolo 1
Reticoli artificiali
1.1 Introduzione
Molti di quelli che leggeranno queste parole sapranno gia` che una delle sco-
perte piu` strabilianti dell’ultimo decennio, valsa il premio Nobel ai ricercatori
dell’Universita` di Manchester K. Novoselov e A. Geim, e` stata l’isolamento
di un unico foglio bidimensionale di grafite: il grafene. La scoperta si e` rive-
lata impressionante non solo per le particolari proprieta` che il grafene ha da
subito mostrato, ma anche per l’originalita` del procedimento sperimentale
che ha portato a questa scoperta.
In un contesto attuale dove le grandi ricerche vengono condotte in laboratori
e centri di ricerca dai fondi milionari (si pensi ad esempio al CERN di Gine-
vra), e in cui la volonta` di condurre esperimenti di frontiera si accompagna
spesso ad un bisogno di finanziamenti sempre piu` ingenti, l’isolamento del
grafene attraverso l’uso di un semplice nastro adesivo ha sicuramente sor-
preso la comunita` scientifica.
Con questa geniale scoperta pero`, Novoselov e Geim sono riusciti a por-
tare alla luce le interessanti proprieta` che caratterizzano questo materiale:
ad esempio e` un ottimo conduttore, ha una resistenza agli sforzi superio-
re all’acciaio, e` caratterizzato da un effetto Hall anomalo, e gli elettroni di
conduzione presentano una legge di dispersione lineare, che li rende di fatto
a massa nulla (i cosiddetti fermioni di Dirac). In particolare, la descrizione
a bassa energia delle buche di valenza e degli elettroni di conduzione attra-
verso una Hamiltoniana efficace di tipo Dirac ha spianato la strada verso
l’impiego di questo materiale come simulatore di fisica fondamentale appar-
tenente a contesti molto diversi dal campo dello stato solido.
Proprio in quest’ottica la possibilita` di avere strutture artificiali che simuli-
no la geometria e le proprieta` del grafene, e che permettano, ad esempio, di
poter regolare a piacimento parametri microscopici altrimenti fissati per na-
tura, come il passo reticolare, o la velocita` di fermi degli elettroni, potrebbe
costituire un elemento importante nello studio e nella simulazione di quella
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fisica fondamentale gia` menzionata.
Cos`ı, nel 2009, venne proposto un primo metodo sperimentale di fabbrica-
zione di reticoli artificiali, attraverso una modulazione del potenziale in un
gas di elettroni bidimensionale (2DEG) confinato in un pozzo quantico di
GaAs/AlGaAs [1][2]. Il potenziale nel 2DEG, modulato attraverso l’utilizzo
di tecniche di nanofabbricazione e di attacco chimico a secco, sarebbe in gra-
do di ricreare una struttura a bande con punti Dirac isolati, e pertanto, con
un corretto dosaggio della densita` elettronica presente nel pozzo quantico,
permetterebbe il riempimento di queste ultime fino ai punti a dispersione
lineare, simulando cos`ı la fisica del grafene.
La realizzazione sperimentale di queste strutture ha pero` evidenziato un li-
mite di natura tecnologica: infatti i passi reticolari adottati (dell’ordine dei
120 nm), pur essendo passi decisamente piccoli per le moderne tecniche di
nanofabbricazione, risultano tuttavia ancora troppo grandi per permettere
un hopping sufficiente degli elettroni da un sito all’altro del reticolo indotto.
Rimane tuttora una sfida delle piu` recenti tecniche di litografia quella di
cercare di ridurre maggiormente il passo reticolare di queste strutture, fino
ad osservare il comportamento del grafene predetto teoricamente.
Se pero` questo limite tecnologico non ha permesso di raggiungere al mo-
mento tale obiettivo, le strutture si sono rivelate tuttavia estrememamente
interessanti per lo studio di fisica fondamentale nel regime esattamente op-
posto, quello di un gas di elettroni fortemente correlati. In particolare e` stato
possibile osservare fenomeni di correlazione che ben si inquadrano nel mo-
dello di Mott-Hubbard [3].
Se immersi in un campo magnetico infatti, gli elettroni del reticolo artificiale
tendono a localizzarsi sui siti del potenziale periodico indotto. Cos`ı facendo
gli effetti di correlazione tra coppie di elettroni sullo stesso sito diventano
rilevanti, e il gap di eccitazione di Mott-Hubbard si manifesta.
1.2 Il grafene
Dal momento che si parlera`, piu` avanti, del grafene artificiale, sembra natu-
rale dire qualche parola sul grafene vero. Eccellenti riferimenti in letteratura
a riguardo sono rappresentati da [4], [5], [6].
Il grafene e` un reticolo di atomi di carbonio disposti a geometria esagonale.
La sua struttura a bande e` stata studiata per la prima volta da Wallace nel
1946 [4], in un conto tight-binding molto semplice. L’intenzione di Wallace
d’altra parte era di concentrarsi sulla grafite. Pertanto tale analisi divenne
di interesse fondamentale solo in seguito alla scoperta sperimentale, da par-
te di Novoselov e Geim, dell’isolamento di un singolo foglio bidimensionale
di grafite. Il grafene, come mostrato in Fig. 1.1, e` un reticolo di atomi di
carbonio a base triangolare di passo a con due elementi per base primitiva.
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Figura 1.1: Struttura reticolare del grafene.
In particolare si ha:
~t1 =
a
2
(1,
√
3) ~t2 =
a
2
(−1,
√
3)
~d1 = 0 ~d2 = a(0,
√
3),
dove a e` il passo reticolare del grafene.
I vettori del reticolo reciproco del grafene sono dati da
~b1 =
2pi
a
(1,
1√
3
) ~b2 =
2pi
a
(−1, 1√
3
).
Pertanto e` facile vedere che la prima zona di Brillouin e` ancora un esagono,
come viene raffigurato in Fig. 1.2.
Figura 1.2: Reticolo reciproco del grafene.
Nella stessa figura sono raffigurati i punti di alta simmetria, tra cui i
punti K e K’, che mostrano la dispersione lineare di cui si e` parlato.
Gli atomi di carbonio possiedono 4 elettroni nello shell piu` esterno (n = 2),
di cui tre vengono impiegati per i legami interatomici, attraverso l’uso degli
orbitali ibridizzati sp2, mentre l’elettrone rimanente si dispone nell’orbitale
pz perpendicolare alla struttura (vedi Fig. 1.3).
Come afferma Wallace nel suo articolo, sono gli elettroni spaiati nell’or-
bitale pz a render conto delle proprieta` di trasporto del grafene, e quindi e` a
quelli che bisogna rivolgere l’attenzione per un possibile calcolo delle bande
di energia.
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Figura 1.3: Rappresentazione degli orbitali di legame nel grafene. L’orbitale
pz e` raffigurato in violetto.
Si consideri quindi, nel modello tight-binding, la funzione d’onda dell’orbi-
tale pz, ψz, e le funzioni d’onda di Bloch, costruite a partire da questa, Ψ1
e Ψ2:
Ψ1 =
∑
1
e2pii
~k·~r1ψz(~r − ~r1) (1.1)
Ψ2 =
∑
2
e2pii
~k·~r2ψz(~r − ~r2) (1.2)
dove 1 e 2 sono i due siti inequivalenti della base primitiva (che in Fig. 1.1 si
trovano a ~d1 e ~d2), mentre la somma e` estesa a tutti i vettori che da questi
differiscono per un vettore del reticolo diretto. Pertanto la funzione Ψ che
risolve il problema di Schroedinger e` della forma Ψ = Ψ1 + λΨ2.
Trascurando la sovrapposizione degli orbitali pz su siti differenti, ovvero∫
ψ∗z(~r − ~r1)ψz(~r − ~r2)d~r = 0,
l’equazione di Schroedinger
HΨ = EΨ
diventa:
H11 + λH12 = ES, (1.3)
H21 + λH22 = λES (1.4)
dove
H11 =
∫
Ψ∗1HΨ1, H12 = H
∗
21 =
∫
Ψ∗1HΨ2,
e
H22 =
∫
Ψ∗2HΨ2,
mentre si ha
S =
∫
Ψ∗1Ψ1 =
∫
Ψ∗2Ψ2.
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L’equazione secolare individuata dalla risoluzione dell’equazione di Schroe-
dinger fornisce per E il valore:
E =
1
2S
{
H11 +H22 ±
√
(H11 −H22)2 + 4 |H12|2
}
.
Facendo l’assunzione di considerare solo integrali sui primi vicini, (si veda
ad esempio [4], [6]) allora i termini introdotti H11, H12, H22 si semplificano,
una volta scritti in funzione dei parametri di hopping t e t′ definiti come:
t′ = −
∫
ψ∗z(~r)Hψz(~r − ~t1)
t = −
∫
ψ∗z(~r)Hψz(~r − ~d2)
Portando avanti i conti (si veda sempre [4], [6]) si ottiene l’espressione per
E:
E±(~k) = ±t
√
(3 + f(~k))− t′f(~k) (1.5)
La Fig. 1.4 mostra il risultato del calcolo a bande ottenuto, trascurando
ulteriormente il parametro di hopping t′. Come si vede, a bordo della zona
di Brillouin, esistono dei punti in cui la relazione di dispersione e` degenere
e lineare. Si noti che il livello di Fermi si posiziona proprio all’altezza di
questi punti speciali, nell’intorno dei quali le bande di energia possono essere
approssimate nella forma:
E±(~q) = ± |~q| vf ,
con ~q = ~k− ~K e vf = 3ta/2 Questa e` la tipica espressione a cui ci si riferisce
quando si parla di elettroni con dispersione a massa nulla.
Per mettere in luce la chiralita` associata a questi punti singolari (vedi anche
[5]) si consideri una qualsiasi funzione d’onda di Bloch nell’intorno di uno
di questi punti, ad esempio il punto K.
Dalla teoria sappiamo che la sola conoscenza delle autofunzioni
{
ψ(~k0)
}
e
degli autovalori
{
En(~k0)
}
dell’hamiltoniana di un cristallo in un dato vet-
tore ~k0 della zona di Brillouin fornisce automaticamente le autofunzioni e
gli autovalori della stessa in un generico vettore ~k (vedi ad esempio [8] [9]).
In particolare, se ci si riduce allo studio delle soluzioni dell’hamiltoniana
nella regione intorno ad uno dei punti isolati, ad esempio K, allora la fun-
zione d’onda di Bloch ψ(~k, ~r) relativa ad una delle due bande di valenza o
conduzione intorno a ~K potra` scriversi come sovrapposizione lineare delle
due sole autofunzioni ψ1( ~K,~r) e ψ2( ~K,~r) relative all’autovalore degenere
E ~K = EF = 0:
ψ(~k,~r) = f1(~q)e
i~q·~rψ1( ~K,~r) + f2(~q)ei~q·~rψ2( ~K,~r)
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Figura 1.4: Struttura a bande nel reticolo reciproco del grafene. Da [6].
La relazione a cui soddisfano i due coefficienti f1(~q) e f2(~q) si trova inseren-
do l’espressione precedente nell’equazione di Scroedinger, tenendo termini
lineari in ~q e ponendo, come in Fig. 1.4, EF = 0. Cos`ı facendo, definendo
F (~q) il vettore a due componenti (f1(~q), f2(~q)), si trova che F (~q) soddisfa la
classica equazione di Dirac in trasformata di Fourier:
vf ~σ · ~q F (~q) = E(~q)F (~q) (1.6)
dove ~σ = (σx, σy) sono le due matrici di Pauli, mentre E(~q) = ±vf |~q| a
seconda che ψ(~k, ~r) e quindi F (~q) sia relativa alla soluzione in banda di con-
duzione o in banda di valenza. Se pero` F (~q) e` un autostato dell’hamiltoniana
di Dirac sopra descritta con autovalore E(~q), allora e` di conseguenza anche
autostato dell’operatore chirale a due componenti ~σ · ~q|~q| , con autovalore ±
a seconda che descriva uno stato in banda di conduzione o valenza. Da qui
si dice che le due bande hanno chiralita` opposte.
Questa caratteristica gioca un ruolo significativo nelle proprieta` di trasporto
del grafene.
1.3 Il grafene artificiale
Nel 2009 C.H. Park e S.G.Louie da una parte e M. Gibertini et al. dall’altra
pubblicano entrambi un articolo sulla possibilita` di ricreare la struttura a
bande del grafene in un 2DEG confinato in una barriera di AlGaAs/GaAs
[1][2]. Essi mostrano che la modulazione del 2DEG con un potenziale perio-
dico a struttura esagonale di grande passo reticolare (∼ 100 nm) porta alla
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creazione di punti di Dirac isolati a massa nulla, con una velocita` di fermi
regolabile.
Si consideri infatti un 2DEG confinato in un pozzo quantico di AlGaAs/GaAs.
Gli elettroni possiedono una massa efficace mb = 0.067m, con m la massa di
un elettrone nel vuoto. Su questo gas si faccia agire un potenziale periodico
Vext(~r) a struttura esagonale schematizzato come un potenziale muffin-tin,
nullo ovunque tranne che in dischi di raggio r, dove assume il valore V0.
Inoltre la distanza centro-centro di questi dischi sia a e il passo reticolare
a0 =
√
3a.
L’introduzione di un potenziale periodico esterno di passo grande parago-
Figura 1.5: Rappresentazione del potenziale muffin-tin utilizzato per i calcoli
dei reticoli artificiali. Da [11].
nato al passo reticolare del GaAs suggerisce l’uso dell’espansione in Orto-
gonalized plane waves (OPW) per il calcolo a bande di questa struttura.
L’equazione secolare quindi che ci si ritrova a risolvere e`
det
{[
~2(~k + ~G)2
2m
− E(~k)
]
δ ~G, ~G′ + V (
~G− ~G′)
}
con V (~G) la trasformata di Fourier di del potenziale esterno, ovvero:
Vext(~r) =
∑
~G
V (~G)ei
~G·~r
In questo caso si ha che ~G = m~g1+n~g2 con ~g1 e ~g2 vettori del reticolo recipro-
co della struttura esagonale: ~g1 = 2pi(1,
√
3)/(3a) e ~g2 = 2pi(1,−
√
3)/(3a).
Le minibande di energia calcolate con le simulazioni numeriche attraverso
il metodo OPW sono mostrate in Fig. 1.6. Esse sono state ottenute as-
sumendo come raggio dei dischi muffin-tin r = 52.5nm, come passo reti-
colare a = 150nm e per tre differenti valori di V0: rispettivamente V0 =
+1.0,−0.125,−0.8 meV. Come si vede dalle figure, in tutti e tre i casi si
manifestano punti Dirac a dispersione lineare, cos`ı come viene richiesto da
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Figura 1.6: In senso orario partendo dall’immagine in basso a sinistra, cal-
colo della struttura a bande per il reticolo artificiale con V0 rispettivamente
−0.8,+1.0,−0.125 meV. In basso a destra plot di V thr0 in funzione di r/a.
Da [1].
considerazioni teoriche basate su argomentazioni di simmetria e teoria dei
gruppi [7]. Tuttavia si vede molto bene in Fig. 1.6 come, per potenziali re-
pulsivi (V0 = +1.0 meV), i punti Dirac ottenuti non siano isolati: la linea
tratteggiata in figura interseca infatti non solo i punti in questione, ma an-
che altri punti delle bande a stessa energia, inibendo cos`ı la possibilita` di
osservare un comportamento elettronico simile a quello del grafene.
Per potenziali attrattivi invece Gibertini et al. hanno trovato che esiste un
potenziale V thr0 di soglia sopra al quale i punti Dirac ottenuti sono isola-
ti. Il valore V thr0 e` anch’esso graficato in Fig. 1.6 in funzione di r/a con
a = 150nm, e nel caso in questione vale V thr0 ∼ −0.18meV. Ad esempio,
sempre in Fig. 1.6 si possono vedere le strutture a bande per i restanti va-
lori del potenziale V0: −0.8 e −0.125 meV. Come si vede bene, anche per
potenziali attrattivi, se questi risultano essere sotto il valore di soglia V thr0
(come −0.125 meV), si assiste alla formazione di punti Dirac non isolati.
Solo per valori di V0 superiori al valore di soglia si ha punti isolati descritti
da una Hamiltoniana efficace di fermioni a massa nulla, con velocita` vf di-
pendente da mb, a, V0 e r.
Il potenziale attrattivo non puo` essere arbitrariamente grande, in quanto
potrebbe portare a localizzazioni degli stati elettronici, distruggendo la so-
vrapposizione tra gli orbitali dei siti del reticolo artificiale, e quindi anche la
struttura a bande sopra descritta. Il valore di soglia superiore del potenziale
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Figura 1.7: Andamento del rapporto vf/v
nf
f in funzione di |V0|. Da [1].
di attrazione calcolato risulta essere:
V BS0 = β
2 ~2
2mbr2
' 0.37
(r/a)2
meV
dove β = 3.832 [1].
Nel caso di valori di r = 52.5nm e a = 150nm segue che r/a = 0.35 e quindi
i due potenziali V thr0 e V
BS
0 offrono una finestra ben precisa dove si posso-
no creare punti Dirac isolati, che va da −0.18meV a 3meV. Questa finestra
dipende dai parametri gia` citati mb, a, V0 e r.
Per avere il livello di Fermi esattamente ai punti di Dirac e` necessario ave-
re solo una banda piena, e questo succede avendo nel grafene due elettro-
ni per cella primitiva. Pertanto la densita` elettronica nD = (4/(3
√
3a2) e,
nel caso considerato, si ottiene nD ∼ 109cm−2. Per densita` elettroniche di
∼ 1010 cm−2 il passo reticolare risulta dell’ordine di ∼ 100nm.
Nella Fig. 1.7 e` stato graficato l’andamento del rapporto vf/v
nf
f , dove vf e`
la velocita` di fermi nel potenziale muffin-tin e vnff e` la velocita` di fermi di un
sistema di elettroni liberi. L’andamento e` stato ricavato per due diverse geo-
metrie delle regioni muffin-tin: quadrata r/a = 0.45 e circolare r/a = 0.35.
Successivamente Vignale et al. hanno calcolato l’impatto della correlazione
elettrone-elettrone nella formazione dei punti di Dirac nel grafene artificiale
[11]. Il loro metodo si basa sull’impiego di tecniche di Density Functional
Theory (DFT) utilizzando la versione 2D della Local Density Approximation
per includere l’effetto di correlazione nelle simulazioni numeriche. I parame-
tri utilizzati per caratterizzare il reticolo artificiale sono stati presi uguali a
quelli utilizzati da Gibertini et al., per rendere piu` facile un confronto tra i
risultati.
Cio` che ottengono e` una forte dipendenza del potenziale V thr0 definito sopra
dal numero di elettroni confinati nei minimi del reticolo artificiale, e quindi
dalla densita` elettronica del sistema. In particolare osservano che il valore
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di V thr0 cresce decisamente molto di piu` al crescere della densita` di quanto
ci si aspetti dai soli conti OPW di Gibertini et al. [1].
Figura 1.8: Struttura a bande per il grafene artificiale con (a destra) e
senza (a sinistra) l’interazione di correlazione elettrone-elettrone. Il valo-
re del potenziale reticolare V0 = −0.6 meV. La simulazione e` stata condotta
con una densita` elettronica di N = 1 elettrone per minimo del potenziale.
L’immagine e` stata presa da [11].
In Fig. 1.8 sono riportati i risultati di un calcolo a bande senza (a sinistra) e
con (a destra) l’inclusione della correlazione elettrone-elettrone sopra men-
zionata. Come si vede in entrambi i casi si assiste alla formazione di punti
di Dirac isolati, a significare ancora una volta che e` la geometria a causare
questa dispersione lineare. Si noti come, in presenza di correlazione, il gap
di energia esistente tra le due minibande relative al punto Dirac e la prima
banda superiore si riduca. Cio` suggerisce che tale gap sia determinato da
un contributo di hopping degli elettroni, e quindi da una sovrapposizione
delle funzioni d’onda elettroniche su siti vicini, contributo che viene ridotto
in presenza di effetti di correlazione.
La tendenza degli elettroni a localizzarsi, in presenza di correlazione, sui
minimi del potenziale periodico, e` mostrata in Fig. 1.9. Come ci si aspetta,
la differenza della densita` elettronica in presenza e in assenza di correlazione
e` tanto maggiore quanto minore e` |V0|. Infatti, in tale regime, il sistema e`
sempre piu` simile ad un 2DEG omogeneo, in cui le interazioni di correlazione
portano alla cristallizzazione di Wigner.
Il valore di V thr0 calcolato da Vignale et al. per la formazione di fermioni a
massa nulla, per una densita` elettronica di un elettrone per minimo del po-
tenziale, e` −0.18 meV in assenza di correlazione e −0.3meV in presenza di
correlazione, in buon accordo con quanto previsto da Gibertini et al. Tutta-
via, per densita` di 4 elettroni per minimo si trova che la finestra di stabilita`
per la formazione di punti di Dirac si riduce di un ordine di grandezza nel
caso di elettroni interagenti.
In Fig. 1.10 vengono mostrate le bande di energia calcolate per due valori
di V0 (−2 meV nel caso non interagente e −6 meV nel caso interagente).
Vignale et al. osservano come il gap esistente tra le due bande di energia
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Figura 1.9: Densita` elettroniche nel grafene artificiale (N = 1 elettrone per
sito), calcolate per due diversi valori del potenziale cristallino, V0 = −0.2
meV e V0 = −0.5 meV. L’immagine e` stata presa da [11]
Figura 1.10: Struttura a bande per il grafene artificiale con (a destra e per
V0 = −6.8meV ) e senza (a sinistra e per V0 = −2meV ) l’interazione di
correlazione elettrone-elettrone. Immagine presa da [11].
piu` basse, che si incontrano nei punti Dirac, calcolato nel punto di alta sim-
metria M nella zona di Brillouin, sia fortemente dipendente dal potenziale
V0. Tale gap, la cui ampiezza rappresenta in un certo senso la stabilita` dei
punti Dirac al variare di V0, nel caso interagente varia dal valore massimo
(ottenuto per V0 = −6 meV) a zero (ottenuto per V0 = −6.5 meV ) in un
intervallo di pochi decimi di meV.
Il risultato ottenuto mette in luce come sia difficile realizzare un reticolo ar-
tificiale in un semiconduttore, in cui le interazioni di correlazione elettrone-
elettrone presenti riducono sensibilmente la finestra per la formazione di
questi punti speciali a dispersione lineare.
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1.4 La fisica degli effetti di correlazione e il mo-
dello di Mott-Hubbard
La descrizione dei reticoli artificiali a geometria esagonale fatta nella sezione
precedente ha messo in luce la difficolta` di rendere questi sistemi degli ottimi
simulatori di fisica del grafene, difficolta` che viene accentuata dalla presenza
degli effetti di correlazione elettrone-elettrone.
Tuttavia proprio questo aspetto permette l’utilizzo di queste strutture per
lo studio di fisica fondamentale in presenza di un 2DEG con elettroni forte-
mente correlati. In particolare e` possibile usare questi sistemi per studiare
effetti di correlazione che sono ben descritti dalla fisica di Mott-Hubbard [3].
Dal momento che la tesi verte proprio sull’impiego dei suddetti reticoli per
lo studio di questo tipo di fisica, si e` deciso di accennare alla fisica di Mott-
Hubbard, delineandone gli aspetti fondamentali, e mettendo in luce elementi
funzionali poi alla descrizione del lavoro di tesi.
1.4.1 Il modello di Mott-Hubbard
La moderna fisica dello stato solido e` stata fino ad oggi in grado di ren-
der conto delle proprieta` fisiche di un gran numero di materiali, quali ad
esempio i metalli, gli isolanti, e i semiconduttori. Il grande successo di que-
sta branca risiede nel calcolo della struttura a bande associata ai cristalli,
calcolo derivato da una approssimazione a singola particella dell’interazione
elettrone-elettrone presente nei solidi. Questo tipo di descrizione, sebbene
basato su una approssimazione, e` stato comunque in grado di render conto,
nella maggior parte dei casi, delle proprieta` ottiche, elettroniche e di tra-
sporto di molti solidi conosciuti.
A questa descrizione pero` sfuggono le proprieta` fisiche di alcuni elementi,
come ad esempio alcuni metalli di transizione o di terre rare, che hanno mo-
strato comportamenti profondamente diversi da quelli previsti dal calcolo
a bande: ad esempio hanno mostrato comportamento isolante ove la teoria
predice comportamento metallico (come l’ossido di nichel o l’ossido di man-
ganese), fenomeni esotici di ordinamento a basse temperature, transizioni
di fase con conseguenti drammatici cambiamenti nella resistivita` elettrica e
nella mobilita` elettronica [12], [13], [14].
Nevill Mott e` stato il primo ad aver inquadrato questi aspetti come il ri-
sultato di effetti di localizzazione ed interazione degli elettroni, riconducibili
alla particolare struttura atomica di questi elementi. In particolare, per que-
sti solidi, in cui gli orbitali elettronici piu` esterni sono costituiti da orbitali
di tipo d ed f, gli elettroni si ritrovano fortemente confinati intorno ai siti
atomici del reticolo cristallino, cosicche´ l’interazione coulombiana che essi
subiscono per effetto della presenza degi altri elettroni non e` schematizzabi-
le attraverso un effetto di campo medio. Al contrario, gli elettroni, essendo
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localizzati sui singoli atomi, sentono prevalentemente la repulsione coulom-
biana degli elettroni confinati sugli stessi siti, dando cos`ı origine ad effetti
di correlazione non trascurabili.
Il suggerimento che gli elettroni subiscano effetti di localizzazione non tra-
scurabili si trova anche indirettamente nel calcolo a bande di questi solidi:
infatti le bande sono molto strette, riflesso del fatto che le funzioni di Bloch
corrispondenti non sono delocalizzate, ma sono invece esprimibili come una
sovrapposizione di orbitali di tipo atomico fortemente localizzati.
I modelli matematici che tengono conto di questi effetti sono stati sviluppa-
ti sia da Mott che da John Hubbard, e oggi ci si riferisce a questi come al
modello di Mott-Hubbard.
Il riferimento di questa trattazione sara` lo stesso articolo di John Hubbard
del 1963 [15]. Benche` sia un riferimento non cos`ı recente, esso contiene tutta
la fisica necessaria per mettere in luce il risultato di questi effetti di correla-
zione. Per trattazioni piu` dettagliate e aggiornate si vedano [16], [17], [18],
[19], [20].
Si consideri quindi un metallo avente la banda di conduzione molto stretta.
Si immagini inoltre che questa banda sia una banda di tipo s, ovvero sia ori-
ginata, per esempio, utilizzando anche un modello tight-binding, da orbitali
atomici di tipo s. Benche` si sia detto che i metalli a cui si e` accennato sopra
presentano una struttura a bande originata da orbitali di tipo d o f, que-
sta semplificazione matematica non eliminera` tuttavia gli effetti qualitativi,
rendendo pero` piu` semplici alcuni discorsi quantitativi.
Si consideri quindi una banda s molto stretta, parzialmente riempita, conte-
nente n elettroni per atomo. Le funzioni di Bloch di questa banda siano ψ~k,
e i corrispettivi autovalori siano ~k, dove
~k sono i vettori d’onda di Bloch. Si
immagini inoltre che tali autovalori siano stati calcolati in una qualche ap-
prossimazione a singola particella, ad esempio si scelga quella di potenziale
Harthree-Fock (HF).
Siano quindi c~k,σ, c
†
~k,σ
gli operatori di creazione e distruzione per gli elettroni
nello stato di Bloch ψ~k,σ, con σ = ±1 l’indice di spin. Allora la struttura di-
namica della banda s in questione puo` essere descritta da una Hamiltoniana
di questo tipo [15]:
H =
∑
~kσ
~kσc
†
~kσ
c~kσ +
1
2
∑
~k1~k2~k′1~k
′
2
∑
σ1σ2
(~k1~k2
∣∣e2/r∣∣~k′1~k′2) c†~k1σ1c†~k2σ2c~k′2σ2c~k′1σ1
−
∑
~k~k′
∑
σ
{
2(~k~k′
∣∣e2/r∣∣~k~k′)− (~k~k′ ∣∣e2/r∣∣~k′~k)} ν~k′c†~kσc~kσ,
(1.7)
dove la somma su ~k va intesa come estesa nella banda s a tutta la zona
di Brillouin, ν~k′ sono i numeri di occupazione degli stati di Bloch di vettore
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~k′ (uguali per entrambe le orientazioni di spin), e dove
(~k1~k2
∣∣e2/r∣∣~k′1~k′2) = e2 ∫ ψ∗~k1(~x)ψ~k′1(~x)ψ∗~k2(~x′)ψ~k′2(~x′)|~x− ~x′| d3~x d3~x′. (1.8)
Il primo termine nell’hamiltoniana rappresenta l’ordinaria energia degli elet-
troni che emerge dalla struttura a bande, mentre il secondo termine rappre-
senta invece la loro interazione coulombiana esatta, senza approssimazione.
Quanto all’ultimo termine, questo necessita di qualche chiarimento.
Gli autovalori ~k,σ, quando vengono calcolati in approssimazione HF, ven-
gono determinati sommando il contributo di interazione con potenziale elet-
trostatico e di scambio (che costituiscono il potenziale di approssimazione di
HF) tra lo stato ψ~k,σ e tutti gli stati ψ~k′,σ′ occupati, sia relativi alla banda
s che a tutte le altre bande del cristallo (si veda ad esempio [8]).
Se si trascurasse l’ultimo termine, allora, per quanto detto sin qui, l’inte-
razione tra lo stato ψ~k,σ e gli altri stati relativi alla stessa banda verrebbe
contata due volte, una volta in modo esatto, e una volta in modo approssi-
mato, nel calcolo del relativo autovalore ~k,σ. Per evitare questo si introduce
quindi l’ultimo termine nella 1.7.
Risulta conveniente trasformare l’hamiltoniana 1.7 introducendo le funzioni
di Wannier:
φ(~x) =
1√
N
∑
~k
ψ~k(~x),
dove N e` il numero di atomi. Le funzioni di Wannier formano a loro volta un
insieme completo di funzioni, ma il loro vantaggio e` quello di essere funzioni
localizzate simili agli orbitali atomici del cristallo, cosicche` risulta piu` facile
ricorrere, attraverso queste, ad approssimazioni fisiche ragionevoli.
Invertendo la relazione che lega le funzioni di Bloch a quelle di Wannier si
ha quindi:
ψ~k(~x) =
1√
N
∑
i
ei
~k·~Riφ(~x− ~Ri),
dove la somma e` estesa a tutte le posizioni atomiche ~Ri. Introducendo gli
operatori di creazione e distruzione c†iσ e ciσ per un elettrone di spin σ
nell’orbitale φ(~x− ~Ri), si ha
c~kσ =
1√
N
∑
i
ei
~k·~Ri ciσ c
†
~kσ
=
1√
N
∑
i
e−i~k·~Ri c†iσ.
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Attraverso questi e` possibile riscrivere l’hamiltoniana 1.7 nella forma
H =
∑
i,j
∑
σ
Tijc
†
iσcjσ +
1
2
∑
ijkl
∑
σσ′
(ij
∣∣e2/r∣∣ kl)c†iσc†jσ′clσ′ckσ
−
∑
ijkl
∑
σ
{
2(ij
∣∣e2/r∣∣ kl)− (ij ∣∣e2/r∣∣ lk)} νjl c†iσckσ
(1.9)
dove
Tij =
1√
N
∑
~k
~k e
i~k·(~Ri−~Rj),
mentre
(ij
∣∣e2/r∣∣ kl) = e2 ∫ φ∗(~x− ~Ri)φ(~x− ~Rk)φ∗(~x′ − ~Rj)φ(~x′ − ~Rl)|~x− ~x′| d3~x d3~x′
(1.10)
e
νjl =
1√
N
∑
~k
ν~ke
i~k·(~Rj−~Rl).
A questo livello risulta finalmente possibile fare le semplificazioni a cui si
e` accennato prima. Dal momento che si lavora con bande di energia molto
strette, le funzioni di Wannier assomiglieranno molto agli orbitali atomici
di tipo s del nostro solido. Inoltre, proprio perche´ la larghezza di banda
deve essere molto piccola, questi orbitali atomici devono avere un raggio
caratteristico molto piu` piccolo della distanza interatomica. Allora in que-
sta circostanza e` facile vedere che l’integrale (ii
∣∣e2/r∣∣ ii) = U e` molto piu`
grande in modulo di qualsiasi altro integrale presente nella 1.10, suggeren-
do la possibilita` di considerare solo questo rispetto agli altri. Con questa
approssimazione l’hamiltoniana 1.7 diventa allora:
H =
∑
i,j
∑
σ
Tijc
†
iσcjσ +
1
2
U
∑
i,σ
ni,σni,−σ − U
∑
i,σ
νiini,σ, (1.11)
dove ni,σ = c
†
iσciσ. Si noti che il secondo termine di questa relazione e` ot-
tenuto dal corrispettivo termine nell’equazione 1.9 non solo riducendosi al
caso di funzioni d’onda orbitali dei due elettroni centrate sullo stesso sito
atomico (e quindi uguali), ma anche tenendo conto del principio di Pauli,
che viene inserito ad hoc in questa approssimazione costringendo gli spin dei
due elettroni ad avere orientazione opposta, da cui il termine sopra.
Dalla definizione di νjl si ricava che νii =
1√
N
∑
~k
ν~k =
1
2n. Pertanto l’ultimo
termine si riduce a −12Un
∑
i,σ ni,σ = −12UNn2 = costante, e puo` quindi
essere scartato. L’equazione 1.11 diventa quindi:
H =
∑
i,j
∑
σ
Tijc
†
iσcjσ +
1
2
U
∑
i,σ
ni,σni,−σ. (1.12)
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Questa equazione costituisce il modello di approssimazione noto come
modello di Mott-Hubbard.
Per capirne gli aspetti fondamentali puo` essere interessante studiare tale
hamiltoniana in casi limite, in modo da mettere in luce la nascita del gap
di Hubbard responsabile dei comportamenti fisici dei materiali di cui si e`
parlato all’inizio di questa sezione: supponiamo, ad esempio di considerare
bande cos`ı strette da essere praticamente costanti (il cosiddetto limite ato-
mico). Trascuriamo pertanto la sovrapposizione tra orbitali su siti diversi,
ovvero
Tij = T0δij .
L’Hamiltoniana 1.11 si riduce allora a:
H =
∑
i
∑
σ
T0c
†
iσciσ +
1
2
U
∑
i,σ
ni,σni,−σ
=
∑
i
∑
σ
T0ni,σ +
1
2
U
∑
i,σ
ni,σni,−σ.
(1.13)
Supponiamo quindi di avere N siti atomici e di cominciare a riempire questa
struttura con i nostri elettroni, depositandoli sui vari siti in modo da mini-
mizzare sempre l’energia totale. Come si vede da 1.13, per fare cio` conviene
depositare un elettrone per sito atomico fino a che tutti i siti non possie-
dano almeno un elettrone. Ogni volta che si aggiunge un elettrone su un
sito si ha un costo di energia pari a T0. Nel caso considerato all’inizio di
materiali con bande riempite a meta`, questo metodo permette di esaurire
tutti gli elettroni disponibili, mostrando che la configurazione fondamentale
di queste strutture risulta quella di siti atomici semipieni. A questo punto
l’aggiunta di un ulteriore elettrone comporta un aumento di energia non di
T0, ma di T0 + U . Tutto questo si potrebbe quindi schematizzare come un
sistema fisico a due livelli, uno di energia T0 e l’altro di energia T0 + U .
Gia` a questo livello di approssimazione si puo` apprezzare la generazione di
un gap di eccitazione nei materiali con forte correlazione elettrone-elettrone.
Tale gap rende conto delle proprieta` isolanti di questi solidi e di tutte le
proprieta` fisiche discordanti con il calcolo a bande.
Lo studio dell’Hamiltoniana 1.11 puo` essere condotto anche attraverso i
metodi standard di campo medio simili a quelli Harthree-Fock, in grado di
discutere la presenza o meno di soluzioni ferromagnetiche, oppure risolvendo
la 1.11 attraverso la funzione di Green associata, dalla quale e` poi possibile
ricavare tutte le proprieta` fisiche rilevanti, tra cui gli spettri di eccitazione
e la densita` degli stati del sistema in questione [15].
Ad esempio, attraverso le funzioni di Green, Hubbard riottiene, nel limite
atomico, gli stessi risultati trovati in precedenza. La funzione di Green del
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problema associato infatti risulta essere:
Gσij(E) =
1
2pi
δij
{
1− 12n
E − T0 +
1
2n
E − T0 − U
}
, (1.14)
la quale mostra che il sistema possiede due livelli di eccitazione: uno a energia
T0 e uno a energia T0 + U .
Nel caso invece piu` interessante di larghezza di banda finita, Hubbard ottiene
per la funzione di Green l’espressione:
Gσ(~q,E) =
1
2piN
1
E
(1)
~q,σ − E(2)~q,σ
E
(1)
~qσ − T0 − U(1− n−σ)
E − E(1)~qσ
−
E
(2)
~qσ − T0 − U(1− n−σ)
E − E(2)~qσ

(1.15)
con N il numero di siti del reticolo, T0 il valore diagonale della matrice Tij
di 1.11, coincidente con quello che si ritrova anche in 1.13, e E
(1)
~qσ < E
(2)
~qσ le
due radici dell’equazione
(E − ~q)(E − T0 − U) + n−σU(T0 − ~q) = 0.
Si puo` dimostrare che E
(1)
~qσ < T0 + U(1− n−σ) < E(2)~qσ , pertanto la funzione
di Green risulta assumere la forma
Gσ(~q,E) =
1
2piN
 A
(1)
~qσ
E − E(1)~qσ
+
A
(2)
~qσ
E − E(2)~qσ
 (1.16)
con A
(1)
~qσ , A
(2)
~qσ > 0.
Il risultato ottenuto mostra la nascita di due bande di energia, E
(1)
~q ed E
(2)
~q ,
corrispondenti ai poli della funzione di Green scritta sopra. La forma gene-
rica di queste bande e` mostrata in Fig. 1.11
Nel limite in cui l’interazione viene spenta le due bande di Hubbard si com-
binano in modo tale da formare la banda imperturbata di partenza.
Nel limite invece di banda di larghezza zero, ~q → T0, le curve E(1)~qσ , E(2)~qσ
diventano piatte e assumono il valore, rispettivamente, di E
(1)
~qσ = T0, E
(2)
~qσ =
T0 +U , dando cos`ı origine ai due livelli di eccitazione di cui si e` gia` parlato
in precedenza.
La caratterizzazione dello stato fondamentale dell’Hamiltoniana di Hubbard
attraverso i metodi sin qui accennati puo` avvenire solo in casi particolari, in
cui le approssimazioni fatte semplificano di molto il problema. Per descrivere
invece quello che succede nel caso generale, al variare del rapporto U/t tra
il contributo di correlazione e quello cinetico in un gas di elettroni soggetto
all’hamiltoniana 1.12, l’unica strada percorribile risulta essere l’impiego di
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Figura 1.11: Raffigurazione delle bande di Hubbard. Da [15].
metodi di simulazione numerica, ad esempio metodi Monte-Carlo. Queste
tecniche permettono di descrivere dettagliatamente il diagramma di fase di
sistemi fortemente correlati, al variare dei parametri che lo caratterizzano.
Ad esempio, Z. Y. Meng et al. sono riusciti, attraverso simulazioni Monte-
Carlo quantistiche, a descrivere il diagramma di fase di un sistema bidimen-
sionale di fermioni di Dirac, quale ad esempio quello presente nel grafene, in
presenza di correlazione [21].
La Fig. 1.12 mostra i risultati ottenuti con questo tipo di simulazioni. I va-
lori nel limite termodinamico sono stati estrapolati dai grafici ottenuti con
simulazioni numeriche a volume finito.
Come si puo` subito osservare, il diagramma di fase di tale sistema ha una
struttura non banale. In particolare, per valori di U/t < 3.5 le simulazioni
prevedono un comportamento semimetallico dei fermioni di Dirac.
Per valori di U/t > 4.5 si manifesta un gap di eccitazione ∆sp( ~K) nei pun-
ti di alta simmetria ~K e ~K ′, che separa la banda di valenza dalla ban-
da di conduzione, inibendo cos`ı il comportamento conduttivo. In questa
fase il sistema e` un isolante di Mott. Inoltre, sempre dalla simulazione
numerica, il sistema manifesta un ordinamento antiferromagnetico a lun-
go raggio, rappresentato dal fatto che m2s ≡ limN→∞(SAF /N) > 0, con
SAF =
〈∑
x(SxA − SxB)2/N
〉
, dove la somma su x va intesa estesa a tutti i
siti del reticolo diretto, mentre SxA e SxB rappresentano l’operatore di spin
relativo ai due sottoreticoli A e B di ogni sito x (vedi [21]).
Per valori intermedi di U/t (3.5 < U/t < 4.5) il sistema non risulta esere ne´
un semimetallo, ne´ un isolante di Mott. Questa fase, che Z. Y. Meng et al.
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Figura 1.12: Diagramma di fase di un gas bidimensionale di fermioni di Dirac
correlati derivato da simulazioni Monte Carlo. I punti presenti sull’asse oriz-
zontale nella regione verde SM indicano le fasi semimetalliche del sistema al
variare di U/t. La curva che delimita la regione rossa AFMI rappresentante
le fasi antiferromagnetiche del sistema indica i valori assunti dal parametro
d’ordine ms (proporzionale al momento magnetico per unita` di superficie)
per diversi valori di U/t. I punti sulla curva che delimita la regione viola in-
dicano il valore assunto dal parametro ∆sp( ~K)/t al variare di U/t, cos`ıccome
i punti presenti sulla curva della regione gialla SL di liquido di spin rappre-
sentano invece il valore assunto da ∆s per diverse configurazioni del gas di
fermioni. In alto, rappresentazione del reticolo diretto e del reticolo reciproco
del grafene. Da [21].
definiscono di liquido quantistico di spin (Quantum Spin Liquid Phase SL),
e di cui ne vengono messe in luce le proprieta`, e` caratterizzata dalla presenza
di un gap di eccitazione di spin ∆s, estratto dallo studio della funzione di
correlazione spin-spin nel limite termodinamico, gap che svanisce nelle fasi
semimetalliche e antiferromagnetiche.
Questo esempio mostra quanto ricca sia la descrizione di un sistema fisico
soggetto ad una Hamiltoniana di tipo 1.12, e di quanto importante sia, per
tali studi, l’impiego di simulazioni numeriche al calcolatore.
1.5 I reticoli artificiali e la loro realizzazione spe-
rimentale
La possibilita` di realizzare reticoli artificiali come quello proposto da Giber-
tini et al. fornisce un metodo di indagine molto efficace per l’esplorazione e
la caratterizzazione di alcuni regimi di fisica fondamentale che sono oggi og-
getto di studio. Simulare sistemi complessi esistenti in natura potendo pero`
agire sui parametri che li caratterizzano, come il passo reticolare e, nel caso
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del grafene artificiale, la velocita` di fermi degli elettroni, o, come si vedra` in
questa sezione, le interazioni elettrone-elettrone presenti in un 2DEG confi-
nato in un pozzo quantico, mette in luce l’estrema versatilita` e importanza
che queste strutture possiedono.
Per questi motivi risulta indispensabile esibire anche metodi sperimentali
atti a realizzare in laboratorio tali sistemi.
Prima tuttavia di descrivere il processo di realizzazione di reticoli artificiali
a semiconduttore usati per questa tesi, si e` deciso di riportare brevemente
altri tipi di reticoli artificiali presenti in letteratura. L’idea e` di offrire una
panoramica piu` completa su questi sistemi, sui loro vantaggi e sulle loro
problematiche, e di mostrare come la necessita` di simulare regimi di fisica
oggi di grande interesse, si sia tradotta, in taluni casi, in metodi sperimentali
molto diversi fra loro, tutti incredibilmente originali.
1.5.1 Reticoli ottici con atomi ultrafreddi
Nel 2002 Greiner et al. realizzano sperimentalmente un reticolo artificiale
attraverso l’impiego di un gas di atomi ultrafreddi (ultracold atoms) confi-
nati in un potenziale generato otticamente [22]. Lo scopo era di studiare la
transizione di fase esistente tra uno stato superfluido, generato dagli atomi
freddi nel regime di condensato di Bose-Einstein, e uno stato isolante, la
cui fisica risulta ben descritta dal modello di interazione di Bose-Hubbard
(l’analogo del modello di Mott-Hubbard per particelle bosoniche).
Durante l’esperimento un gas di atomi di 47Rb neutri viene fatto raffreddare
fino a temperature ∼ 0.1µK, tali da formare un condensato di Bose-Einstein.
A questo punto, nella regione in cui e` presente il condensato, viene realizzato
attraverso la sovrapposizione di onde stazionarie di un fascio laser un reti-
colo ottico. Ogni onda stazionaria viene generata mettendo a fuoco il fascio
sulla posizione del condensato fino a raggiungere dimensioni di ∼ 100µm.
Una seconda lente e uno specchio riflettono indietro il laser, creando la figu-
ra di interferenza. Cos`ı facendo Greiner et al. creano tre onde stazionarie,
allineate lungo i tre assi cartesiani.
Il moto del gas di atomi neutri in un campo elettrico oscillante, come
quello generato attraverso il suddetto procedimento, e` regolato da intera-
zioni dipolo-dipolo indotte [23]: un campo elettrico oscillante della forma
~E(~r, t) = ~E(r)e−iωt + c.c. indurra` negli atomi una polarizzazione ~p(~r, t) =
~p(r)e−iωt + c.c. nella stessa direzione del campo elettrico, con ampiezza |~p|
data da
|~p(~r)| = α(ω)
∣∣∣ ~E(~r)∣∣∣ ,
dove α(ω) e` la polarizzabilita` elettrica, dipendente dalla frequenza.
L’energia di interazione tra il dipolo indotto in questo modo e il campo
elettrico presente vale
Udip = −1
2
〈
~p · ~E
〉
∝ −Re(α)I(~r)
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con I(~r) =
∣∣∣ ~E(~r)∣∣∣2 l’intensita` del campo elettrico e dove le parentesi angolari
indicano la media temporale fatta su diversi cicli di oscillazione. Quindi la
forza agente sul dipolo indotto, conservativa, vale:
~Fdip(~r) = −∇Udip(~r) ∝ ∇I(~r) (1.17)
ed indica che gli atomi vengono spinti verso le regioni dove l’intensita` del
campo elettrico e` massima. Tali regioni costituiscono i minimi del potenziale
entro cui si muove il gas. Il potenziale artificiale realizzato da Greiner et al.
Figura 1.13: In a e b viene visualizzata la creazione di un reticolo ottico
per il confinamento di un gas di atomi neutri ultrafreddi attraverso onde
stazionarie. Da [24].
con il metodo descritto in precedenza risulta essere a struttura cubica:
V (x, y, z) = V0(sin
2(kx) + sin2(ky) + sin2(kz)),
con k il vettore d’onda della luce laser e V0 la massima profondita` di poten-
ziale di una singola onda stazionaria [22].
Variando l’intensita` V0 dei minimi e` possibile far subire al sistema una tran-
sizione di fase dallo stato superfluido del condensato, caratterizzato da una
funzione d’onda macroscopica delocalizzata su tutto il reticolo e con coe-
renza di fase a lungo raggio, ad uno stato isolante, in cui le funzioni d’onda
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degli atomi si localizzano sui siti del reticolo ottico, con conseguente perdita
della coerenza e delle proprieta` superfluide. Lo stato isolante e` descritto da
una hamiltonaina simile alla 1.12:
H = −t
∑
i 6=j
a†iaj + 0
∑
i
ni +
1
2
U
∑
i
ni(ni − 1) (1.18)
in cui si e` apportato l’approssimazione Tij = −t per i 6= j, Tii = 0 e U,
definito esattamente come in 1.12, rappresenta anche qui il costo energetico
per avere due atomi sullo stesso sito. Il differente aspetto dell’ultimo termine
rispetto a quello incontrato nella scorsa sezione trae origine dal fatto che le
particelle in questo caso sono bosoniche e non fermioniche.
La transizione di fase puo` essere compresa considerando che le fluttuazio-
ni quantistiche che caratterizzano lo stato fondamentale di condensato, le
uniche peraltro alle temperature in questione, responsabili della delocalizza-
zione degli atomi, non controbilanciano piu` il costo energetico di avere due
atomi sullo stesso sito, rappresentato da U, costo che aumenta all’aumentare
di V0.
Pertanto, ad un certo valore del rapporto U/t, gli atomi si localizzano e il
sistema subisce una transizione di fase.
Per distinguere tra le diverse fasi in cui si trova il gas, Greiner et al. ricor-
Figura 1.14: Immagine della distribuzione spaziale dell’assorbimento del gas
di atomi lasciato espandere liberamente. Le immagini sono state prese per
diversi valori del potenziale di confinamento presente prima dell’espansione
del gas (le immagini sono poste in ordine crescente del potenziale di con-
finamento, da a a h). Come si puo` vedere, ad un certo punto la figura di
interferenza sparisce all’aumentare di V0, evidenza del fatto che il sistema
prima dell’espansione si trovava nello stato isolante. Da [22]
rono al seguente metodo: essi interrompono improvvisamente il potenziale
periodico indotto otticamente, lasciando espandere liberamente le funzioni
26 CAPITOLO 1. RETICOLI ARTIFICIALI
d’onda atomiche. Se il sistema, prima dell’interruzione del potenziale, si tro-
vava nello stato superfluido, allora a causa della coerenza di fase a lungo
raggio le funzioni d’onda atomiche andranno a interferire l’una con l’altra,
creando una distribuzione spaziale regolare, evidenziabile attraverso misure
di assorbimento [22]. Se invece il sistema si trovava nello stato isolante quello
che si vedra` sara` una distribuzione spaziale di assorbimento uniforme, cau-
sata dalla sovrapposizione incoerente delle funzioni d’onda in questo stato
(vedi Fig. 1.14).
Si noti inoltre che la transizione e` reversibile: il comportamento superfluido
e` riottenuto da quello isolante riducendo l’intensita` dei minimi V0 sotto la
soglia in cui avviene la transizione stessa.
Il metodo di analisi descritto sopra permette anche di indagare le eccitazioni
del sistema nella sua fase isolante, in particolare permette lo studio del gap
di eccitazione di Mott.
Infatti, in seguito alla transizione, per eccitare il gas di atomi e` necessario
Figura 1.15: a. Rappresentazione del contributo di energia U necessario a
far diffondere un atomo da un sito al suo primo vicino. b. Stessa situazione,
ma con l’introduzione di un gradiente di potenziale lungo l’asse z. Da [22].
fornire un contributo di energia pari a U, in modo tale da permettere ad
un atomo del sistema di diffondere da un sito all’altro del reticolo ottico.
Per fare questo si puo` ”ruotare” il reticolo introducendo un gradiente di
potenziale. Se la differenza di energia tra due siti primi vicini introdotti da
questo gradiente eguaglia l’energia di eccitazione U, allora l’atomo presente
su uno di quei siti avra` energia sufficiente per diffondere sul sito adiacente,
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ottenendo cos`ı come risultato finale una eccitazione del sistema (vedi Fig.
1.15).
L’impiego di reticoli ottici per la fabbricazione di strutture artificiali si e`
dimostrato efficace non solo per lo studio di sistemi fortemente correlati, ma
anche per sistemi la cui fisica e` ben descritta dal modello a bande.
Ad esempio, l’analogo di una struttura artificiale simile al grafene avanzata
da Gibertini et al.[1] nell’ambito dei semiconduttori, e` stata realizzata re-
centemente nell’ambito dei reticoli ottici da L. Tarruell et al. [25], attraverso
l’impiego di tre fasci laser di lunghezza d’onda λ = 1064 nm, che producono
un potenziale ottico bidimensionale della forma:
V (x, y) = −VX′ cos2(kx+ pi/2)− VX cos2(kx)− VY cos2(ky)
− 2α
√
VXVY cos(kx) cos(ky),
(1.19)
con k = 2pi/λ, α = 0.9 e VX′ , VX e VY i minimi di potenziale dovuti ai singoli
fasci, proporzionali alle intensita` di questi ultimi [25]. Variando l’intensita`
relativa dei laser Tarruell et al. realizzano diverse geometrie: quadrata, trian-
golare, esagonale, a scacchiera, a catena e a dimero (vedi Fig. 1.16)
In particolare viene condotto uno studio sistematico della geometria esago-
Figura 1.16: Raffigurazione delle diverse geometrie realizzate da Tarruell et
al.. Regioni bianche corrispondono a zone con potenziale minore, mentre
regioni blu corrispondono a zone con potenziale maggiore. Da [25].
nale, che, nell’esperimento in questione, non gode esattamente della simme-
tria C6 di un esagono regolare, in quanto i due vettori della base primitiva
sono ortogonali tra di loro. Ciononostante la struttura comunque esagonale
e la simmetria per inversione sono sufficienti a far apparire due punti di
Dirac con dispersione lineare nella zona di Brillouin del reticolo reciproco
(vedi Fig. 1.17). Per la realizzazione di questo reticolo artificiale Tarruell
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et al. utilizzano un gas fermionico ultrafreddo composto da atomi di 40K,
confinato nel potenziale periodico descritto sopra.
L’osservazione dell’esistenza e della collocazione dei punti Dirac viene con-
dotta attraverso lo studio delle oscillazioni di Bloch degli atomi soggetti ad
un gradiente di campo magnetico. Il procedimento e` identico a quello che si
realizza nei sistemi a stato solido con l’applicazione di un campo elettrico:
soggetti a questa perturbazione, gli atomi vengono accelerati cosicche´ il loro
quasi-momento percorre tutta la banda di partenza, fino ad arrivare al bor-
do della zona di Brillouin, dove viene riflesso indietro, e, dopo un un ciclo
di oscillazione ritorna al centro della banda in questione.
Se tuttavia nel percorrere la banda il quasi-momento di alcuni atomi in-
Figura 1.17: A sinistra viene rappresentata la prima e la seconda zona di
Brillouin del reticolo esagonale mentre a destra viene rappresentata la re-
lativa struttura a bande con punti Dirac, calcolata con metodi numerici
ab initio. I potenziali VX′ , VX e VY sono espressi in funzione dell’energia
Er = ~2k2/2m. Da [25].
contra un punto Dirac, allora a causa dell’assenza di gap, questi passeranno
dalla banda inferiore a quella direttamente superiore.
Misure di assorbimento simili a quelle descritte nell’esperimento di Greiner
et al. permettono di ricostruire la distribuzione del quasi-momento del gas di
atomi prima e dopo un ciclo di oscillazione (vedi Fig. 1.16). Se una porzione
di questi sara` passata dalla banda inferiore a quella superiore attraversando
un punto Dirac, allora nella mappatura del quasi-momento essi spariranno
dalla prima zona di Brillouin per apparire invece nella seconda.
Grazie alla possibilita` di agire sui parametri reticolari attraverso l’intensita`
dei fasci laser, Tarruell et al. sono stati peraltro in grado di spostare i punti
di Dirac nella zona di Brillouin, farli coincidere, oppure introdurre un gap
tra le due bande con la rottura della simmetria per inversione.
1.5.2 Reticoli artificiali attraverso deposizione molecolare
Un altro metodo impiegato per realizzare strutture artificiali che simulino la
fisica del grafene e` quello adottato dal gruppo di H. Manoharan a Stanford
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Figura 1.18: A sinistra distribuzione del quasi-momento del gas prima dell’o-
scillazione di Bloch. La figura evidenzia che il gas si trova tutto nella banda
inferiore, al centro della prima zona di Brillouin. A destra stesso procedi-
mento dopo un ciclo di oscillazione. Come si puo` vedere, alcuni atomi sono
riusciti a diffondere dalla prima alla seconda zona di Brillouin, grazie alla
presenza del punto di Dirac. Da [25].
(USA) [26].
Il metodo consiste nella deposizione di molecole di monossido di carbonio
(CO) sulla superficie di un cristallo di rame (Cu (111)) a temperature di
4K, attraverso l’impiego di un microscopio a effetto tunnel.
Il 2DEG confinato negli stati di superficie del rame, caratterizzato da una
banda parabolica con massa effettiva m∗ = 0.38me, a causa della presenza
di interazioni repulsive da parte delle molecole di CO, risente di una mo-
dulazione del potenziale elettrostatico indotta dalla particolare disposizione
geometrica di questi. Se ad esempio le molecole di CO sono disposte a forma
triangolare, allora il potenziale indotto del 2DEG confinato avra` una strut-
tura esagonale.
Pertanto, disponendo da ∼ 100 a 1000 molecole di CO in una geometria
triangolare, con distanze interatomiche di ∼ 2nm, Manoharan et al. sono
riusciti a ricreare nella struttura a bande del 2DEG punti Dirac isolati, la
cui presenza e` stata messa in luce attraverso misure di conduttanza diffe-
renziale (si veda Fig. 1.19 e 1.20). La grande ricchezza di questo tipo di
procedimento risiede nella possibilita` di realizzare e manipolare strutture
periodiche di qualsiasi tipo di geometria su scale atomiche, offrendo grande
liberta` nello studio di particolari sistemi e della fisica fondamentale che li
caratterizza.
1.5.3 Reticoli artificiali a semiconduttore
Il procedimento per la realizzazione sperimentale di reticoli artificiali a se-
miconduttore e` stato proposto da Gibertini et al., nell’ambito del grafene
artificiale.
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Figura 1.19: Immagine, realizzata attraverso l’ausilio del microscopio a ef-
fetto tunnel, della realizzazione del grafene molecolare sulla superficie del
cristallo di rame. Le zone di colore nero corrispondono alle molecole di CO
depositate sulla superficie del cristallo di rame. Da [26].
Figura 1.20: Tomografia, realizzata attraverso l’ausilio del microscopio a ef-
fetto tunnel, del grafene molecolare depositato su una superficie di rame
utilizzando 271 molecole di CO, separati tra loro da una distanza interato-
mica di d = 19.23A. Le zone di colore nero corrispondono alle molecole di
CO. Da [26].
Tuttavia, come si e` gia` detto all’inizio di questo capitolo e piu` volte nel corso
della nostra discussione, gli effetti di correlazione elettrone-elettrone presenti
nel 2DEG confinato inibiscono la formazione di fermioni di Dirac a massa
nulla, rendendo la loro osservazione un traguardo ancora da raggiungere.
Nel 2011 pero`, A. Singha et al. hanno mostrato che queste strutture risul-
tano molto efficaci per lo studio della fisica a molti corpi di Mott-Hubbard.
Cio` che hanno ottenuto da misure spettroscopiche di questi reticoli e` una
eccitazione collettiva che non ha precedenti in un 2DEG non modulato, ec-
citazione che viene ricondotta al gap di energia di Mott-Hubbard.
I reticoli artificiali impiegati sono stati realizzati attraverso l’uso di un cam-
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pione contenente un 2DEG in un pozzo quantico spesso 25 nm composto da
Al0.1Ga0.9As/GaAs con modulazione di drogaggio solo da un lato. Il pozzo
era profondo 170 nm dalla superficie mentre lo strato di silicio di drogaggio
110 nm.
La modulazione del potenziale esterno, scelto a geometria esagonale come
nel lavoro di Gibertini et al., e` stata raggiunta scavando un motivo periodico
sulla superficie del campione, profondo circa 55nm, con tecniche di attacco
chimico a secco. Nel dettaglio e` stato dapprima realizzato attraverso lito-
grafia elettronica il motivo di forma esagonale con passo a = 130nm e dischi
di raggio r = 30nm (vedi Fig. 1.21). Il reticolo artificiale copriva un’area di
circa 100µm x 100µm.
Successivamente e` stato fatto evaporare sopra alla litografia del nichel, crean-
do una maschera per l’attacco chimico a secco. Ritorneremo su questo pro-
cedimento nel cap. 2, quando parleremo della nanofabbricazione dei nostri
campioni.
La modulazione del potenziale e` ottenuta a causa di un ripiegamento delle
Figura 1.21: Immagine realizzata con un microscopio a scansione elettro-
nica del reticolo artificiale a struttura esagonale su un semiconduttore
Al0.1Ga0.9As/GaAs impiegato per le misure dell’eccitazione di Hubbard. Da
[3].
bande del cristallo: nelle regioni in cui si e` scavato, la distanza del pozzo
dalla superficie viene drasticamente ridotta e il potenziale che si genera al-
l’interfaccia tra il semiconduttore e l’aria, debolmente variabile sulla scala
del nm, penetra nel pozzo quantico, alzando le bande tutte di una quantita`
costante, dell’ordine del meV. Cos`ı facendo si ottiene un potenziale periodico
dentro al pozzo della geometria desiderata, responsabile della struttura cri-
stallina indotta nel 2DEG. Una descrizione che vada oltre questo approccio
qualitativo richiede la risoluzione di un problema agli autovalori Poisson-
Schroedinger in tre dimensioni, problema di sua natura molto complesso.
Il valore dei minimi V0 del potenziale indotto dalla nanofabbricazione puo`
essere variato sperimentalmente variando la profondita` dell’attacco chimico.
A. Singha et al. hanno stimato per V0 il valore di ∼ 4meV, mentre la den-
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sita` elettronica ne presente nel pozzo dopo il processo di fabbricazione era
di ∼ 3 x 1010cm−2.
Lo studio del campione e` stato condotto attraverso misure di diffusione ane-
lastica di luce (sulla cui discussione approfondita si rimanda al terzo capitolo
della tesi), a temperature tra i 50 mK e i 4 K, e in campi magnetici variabili
tra 0 T e 10 T. L’effetto di diffusione di luce risonante avviene quando l’ener-
gia del laser incidente coincide con una transizione interbanda del cristallo.
Questa tecnica e` stata resa possibile grazie all’impiego di un laser Ti:Zaffiro
con lunghezza d’onda regolabile intorno a 800 nm, di poco superiore al gap
interbanda del GaAs. L’intensita` del laser incidente e` stata tenuta a valori
inferiori a 10−1W/cm2, per evitare un significativo riscaldamento degli elet-
troni.
Il gas bidimensionale, in presenza del campo magnetico, ha mostrato negli
spettri di diffusione anelastica, oltre all’esistenza di eccitazioni con energia
∝ B, riconducibili a transizioni tra i livelli di Landau nel 2DEG, anche
eccitazioni a energia piu` bassa, il cui carattere collettivo e` suggerito dall’in-
tensita` e dalla larghezza spettrale del picco, con una dipendenza dal campo
magnetico sublineare (∼ √B), come mostrato nelle Fig. 1.22 e 1.23.
Questi modi sono stati identificati come modi di Hubbard e la loro natura
e` stata quindi ricondotta ad effetti di correlazione in-sito degli elettroni.
Nel dettaglio, si consideri la funzione d’onda che descrive lo stato di Landau
fondamentale a momento angolare nullo, della forma:
φ(r) = (2pil2B)
− 1
2 e−r
2/(4l2B). (1.20)
Questa mostra chiaramente l’effetto di confinamento del campo magnetico
sulle funzioni d’onda elettroniche.
I centri di massa di questi orbitali, per minimizzare l’energia, si dispongono
lungo i siti del reticolo artificiale, cosicche´, a causa degli effetti di confina-
mento, la correlazione tra coppie di elettroni sullo stesso sito diventa l’inte-
razione dominante.
Questa immagine pittorica si presta molto bene ad una descrizione in ter-
mini del modello di Hubbard: si consideri infatti l’Hamiltoniana 1.12 del
capitolo precedente, qui riscritta isolando nel primo termine il contributo
di energia in sito degli elettroni rispetto agli altri contributi, facendo l’ap-
prossimazione Tij = −t per i 6= j e Tii = 0, ed omettendo l’indice di
spin:
H = −t
∑
i 6=j
c†icj + 0
∑
i
ni +
1
2
U
∑
i
ni,↑ni,↓ (1.21)
In questo caso t misura sempre la sovrapposizione tra due orbitali elettronici
centrati su siti differenti del reticolo cristallino, 0 l’energia di singola parti-
cella in sito, che nel nostro caso e` costituita dai livelli di Landau, mentre U,
l’energia di correlazione tra coppie elettroniche, e` stata espresso nel capitolo
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Figura 1.22: Profilo risonante di spettri di diffusione anelastica di luce dei
modi di Hubbard a T = 1.7 K e B = 5.48T . Ein indica l’energia del laser
incidente. Da [3].
precedente attraverso le funzioni di Wannier φ(~x) l`ı introdotte, come:
U = (ii
∣∣e2/r∣∣ ii) = ∫ |φ(~x)|2 e2 |φ(~x′)|2|~x− ~x′| d3~x d3~x′. (1.22)
Nella sezione precedente le funzioni di Wannier sono state introdotte con la
motivazione che, data la loro somiglianza, in strutture cristalline con ban-
de molto strette, con funzioni fortemente localizzate, esse potevano essere
messe in corrispondenza con gli orbitali atomici del cristallo in questione, e
risultava dunque possibile fare delle approssimazioni fisiche ragionevoli sul
modello di Hubbard attraverso l’uso di questa particolare base.
Nel caso dei reticoli artificiali in campo magnetico, le funzioni di Wannier del
modello di Hubbard possono essere messe in corrispondenza con gli orbitali
elettronici localizzati che hanno origine dalla presenza del campo magnetico
nel 2DEG. Questo tipo di ragionamento, sebbene sia troppo semplicistico
per riprodurre risutati quantitativi, risulta piu` che sufficiente per riprodurre
invece risultati qualitativi.
Usando quindi per φ(~x) l’equazione 1.20, e schermando l’interazione cou-
lombiana nuda e2/(|~x− ~x′|) con la costante dielettrica  del GaAs, per tener
conto della presenza del cristallo, si ottiene per U il valore:
U =
√
pi
4
e2
lB
, (1.23)
ottenendo cos`ı una dipendenza ∝ √B. Questo tipo di approssimazione met-
te in luce come, al crescere del campo, almeno asintoticamente, i livelli di
partenza (che nella sezione precedente erano rappresentati dalla banda s del
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Figura 1.23: Dipendenza sperimentale del modo di ciclotrone (~ωc) e del
modo di Hubbard (~ωHB) dal campo magnetico. Da [3].
Figura 1.24: Un’immagine della funzione spettrale A(ω) dei reticoli artificiali
in campo magnetico. Come si puo` vedere i livelli di eccitazione ωc del sistema
vengono splittati dal campo magnetico, dando origine al gap di eccitazione
ωHB di Mott-Hubbard. Da [3].
cristallo e qui sono invece rappresentati dai livelli di Landau) vengano split-
tati, lo splitting essendo pari a U , cosicche´ si origina una eccitazione tra i
livelli di Landau che rende conto di quanto visto negli spettri di diffusione
anelastica di luce.
Conclusioni
La possibilita` di realizzare reticoli artificiali a semiconduttore offre diversi
vantaggi rispetto all’impiego delle altre tecniche discusse in questo capitolo,
vantaggi che permettono di esplorare regioni di fisica fondamentale di grande
interesse. Innanzitutto gli effetti di correlazione a lungo raggio, in contrap-
posizione con le interazioni dipolo-dipolo a corto raggio presenti nei reticoli
ottici, o le interazioni presenti nei reticoli molecolari, sempre a corto raggio
a causa dello schermaggio dovuto all’alta densita` di elettroni presente nel
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substrato metallico. Inoltre la scalabilita` di queste strutture rispetto a quel-
le ottenute tramite deposizione molecolare o con atomi freddi rende questi
sistemi uno strumento prezioso per esplorare regimi quantistici inaccessabili
agli altri tipi di reticoli discussi.
1.6 Scopo della tesi
Alla luce dei risultati discussi nelle sezioni precedenti risulta necessario con-
durre uno studio sistematico dei reticoli artificiali a semiconduttore, per
poter caratterizzare completamente queste strutture.
Il presente lavoro di tesi ha pertanto come scopo quello di consolidare le co-
noscenze, sino ad ora raggiunte, su questi sistemi. In particolare si propone
di studiare:
1. il livello di riproducibilita` che caratterizza il processo di nanofabbrica-
zione dei reticoli, al fine di garantire la massima flessibilita` di queste
strutture,
2. il fattore di disordine dovuto alla fabbricazione e studiato attraverso
tecniche di microscopia a forza atomica (AFM), che puo` influenzare la
risposta di questi sistemi,
3. l’impatto di geometrie diverse (nel presente lavoro esagonale e quadra-
ta) nelle eccitazioni dei reticoli artificiali a semiconduttore.
Capitolo 2
La nanofabbricazione dei
campioni
Nel processo di nanofabbricazione dei nostri reticoli ci siamo serviti del-
la litografia a scansione elettronica, con un fascio dalla precisione di circa
30 nm. Il processo, schematizzato in Fig. 2.1, si compone di diverse fasi:
dapprima il fascio elettronico incide sul nostro campione, opportunamente
ricoperto di un materiale sensibile a tale esposizione, il polimetilmetacrilato
(PMMA), creando il motivo desiderato (in questo caso i reticoli artificiali
a forma esagonale e quadrata). Le parti esposte diventano quindi solubili
in una sostanza creata con una mistura tra isopropanolo (IPA) e metiliso-
butilchetone (MIBK). A quel punto si fa evaporare del metallo (in questo
caso nichel), per creare una maschera funzionale all’attacco chimico a sec-
co. Immergendo poi il tutto in acetone si rimuove il PMMA rimasto con il
nichel depositato sopra, ottenendo una maschera metallica con la struttura
del nostro disegno. Infine si ricorre all’attacco chimico per scavare il cam-
pione e poi si rimuove il nichel rimasto, cos`ı da ottenere finalmente i reticoli
desiderati.
Di seguito sono riportati piu` nel dettaglio i vari passi che caratterizzano il
processo. Nella discussione di questi si accennera` anche ai problemi tecnici
che li caratterizzano, senza pero` entrare troppo nel merito della discussione.
Per trattazioni piu` dettagliate si rimanda a [27] [28] [29] [30].
2.1 La litografia elettronica
Nella preparazione del campione per la litografia elettronica abbiamo dap-
prima:
• pulito il campione in acetone (ACE) e isopropanolo (IPA),
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Figura 2.1: Il processo di nanofabbricazione del campione.
• riscaldato il campione su una piastra per 3 minuti a 120℃ , dopodiche´
vi e` stato depositato sopra PMMA AR-P 679.02 della marca Allresist
con uno spinner con velocita` di rotazione di 4000 rpm. Lo spessore di
PMMA risultante e` stato di circa 200 nm. A quel punto il campione e`
stato riscaldato a 120℃ per 15 min. Le figure 2.2 e 2.3 mostrano gli
strumenti utilizzati per queste fasi di processo.
Per la litografia elettronica e` stato utilizzato il microscopio a scansio-
ne elettronica (SEM) modello Zeiss Ultraplus (vedi Fig. 2.4). I parametri
fondamentali che caratterizzano il SEM e che permettono di ottimizzarlo al
meglio nelle diverse modalita` operative (resa di immagini e litografia) sono
quattro: le dimensioni dp dello spot del fascio elettronico sul campione, la
tensione di accelerazione V0 (keV) degli elettroni emessi, l’angolo di conver-
genza del fascio αd e il valore della corrente ip nel punto di incidenza sul
campione. Questi parametri sono rappresentati in Fig. 2.5
Ad esempio, in resa di immagini, per lavorare con risoluzioni elevate, e`
necessario che le dimensioni dello spot dp siano le piu` piccole possibili, ma
anche che la corrente ip sia abbastanza grande da mostrare contrasto tra
le varie componenti del materiale. Una profondita` di fuoco elevata e` inve-
ce garantita da un elevato valore di αd, l’angolo di convergenza del fascio
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Figura 2.2: Nell’immagine sovrastante il campione viene pulito in acetone
e successivamente in isopropanolo per togliere eventuali elementi di sporco
dalla superficie del campione.
Figura 2.3: Spinner e piastre utilizzati per la preparazione del nostro
campione.
sul campione, mentre una tensione di accelerazione maggiore permette una
analisi del campione piu` in profondita`, evitando effetti di superficie.
Nella nostra litografia ci siamo posti a potenziali di accelerazione piu` grandi
possibili (V0 = 20 keV) e alla massima profondita` di fuoco permessa, per
raggiungere risoluzioni piu` elevate nell’esposizione del PMMA.
Per mettere a fuoco il fascio elettronico sul campione, il SEM possiede un
opportuno sistema di lenti elettromagnetiche in grado di collimarlo e indi-
rizzarlo opportunamente sulla superficie del materiale. Di questi elementi
due hanno giocato un ruolo fondamentale nei nostri processi di litografia:
l’apertura e lo stigmatore.
Come si vede in Fig. 2.6, l’apertura e` una fenditura posta in prossimita`
dell’ultima lente di focalizzazione, ed ha lo scopo di filtrare spazialmente la
radiazione incidente sulla lente. Cos`ı facendo l’angolo di convergenza deter-
minato dalla messa a fuoco del fascio sulla superficie del materiale si riduce,
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Figura 2.4: In alto una immagine del microscopio a scansione elettronica
(SEM) Ultraplus della Zeiss, utilizzato per le nostre litografie elettroniche.
Figura 2.5: Raffigurazione dei parametri caratteristici del SEM. Da [29].
e quindi si ottiene una maggiore profondita` di fuoco. Nel nostro caso infatti
abbiamo scelto l’apertura piu` piccola possibile (7.5 µm ) per ridurre al mi-
nimo αd.
Lo stigmatore e` invece un sistema di lenti elettromagnetiche ottupolari che
ha lo scopo di correggere un eventuale astigmatismo che il fascio acquista
lungo il suo percorso di focalizzazione. Infatti l’insieme delle ottiche impie-
gate nel SEM non e` perfettamente simmetrico e omogeneo, cosicche´ una
qualsiasi imperfezione puo` far si che sezioni perpendicolari del fascio vada-
no a fuoco in punti diversi. Questo problema si vede subito anche sia nelle
litografie che nella resa di immagini, quando queste ultime acquistano una
direzionalita` sistematica (vedi Fig. 2.7). Nella nostra litografia abbiamo do-
vuto aggiustare con lo stigmatore l’astigmatismo presente nel fascio, in modo
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Figura 2.6: Rappresentazione schematica del sistema ottico di un SEM. Da
[29].
Figura 2.7: La figura (a) mostra lo spot di un fascio non perfettamente
collimato, a causa di aberrazioni, la figura (b) e (c) mostrano l’effetto del-
l’astigmatismo sul nostro spot, mentre la figura (d) mostra un fascio ben
collimato.
da ridurre al minimo le imperfezioni dei nostri reticoli.
Effetto prossimita`
L’ottica del SEM, pur essendo una componente fondamentale nel raggiungi-
mento di risoluzione elevate, non risulta essere l’unico fattore a incidere su
questo aspetto.
Quando un fascio elettronico penetra nel PMMA e, successivamente, nel
substrato sottostante, si verificano interazioni elettrostatiche tra gli elettro-
ni del fascio e le particelle cariche che costituiscono questi due componenti
(elettroni e atomi). Queste interazioni danno luogo a processi di diffusione,
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Figura 2.8: Simulazione Monte Carlo della traiettoria di 100 elettroni ac-
celerati a 20 keV, incidenti su un substrato di silicio ricoperto da 1µm di
PMMA. Da [27].
elastica e anelastica, responsabili di un allargamento laterale del fascio, e
di un maggiore impressionamento delle zone di interazione rispetto a quello
che ci si dovrebbe aspettare dalla sola collimazione del fascio stesso. Que-
sto problema, noto come effetto prossimita`, puo` costituire un ostacolo nel
processo di litografia. La Fig. 2.8, realizzata attraverso simulazione Monte-
Figura 2.9: Simulazione di un
motivo esposto con la stessa
dose in tutte le sue parti e re-
lativo risultato finale. La linea
centrale e` venuta poco risolta.
Da [27].
Figura 2.10: Simulazione di un
disegno esposto con dosi diffe-
renti nelle differenti parti e re-
lativo risultato finale. La linea
centrale in questo caso e` stata
risolta molto meglio. Da [27].
Carlo, offre un’idea pittorica qualitativa dell’importanza di questi effetti.
Un metodo per ovviare a questo inconveniente e` quello di compensare que-
sto problema impostando dosi diverse (quantita` di carica deposita/unita` di
area) in diverse regioni del disegno da realizzare (si veda le Fig. 2.9 e 2.10).
Pur avendo riscontrato l’effetto prossimita` anche nelle nostre litografie, co-
me si puo` vedere in Fig. 2.11 tale effetto raggiungeva subito una situazione a
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regime entro qualche µm di distanza dai bordi dei nostri reticoli, permetten-
doci cos`ı di scegliere comunque un’unica dose per tutto il disegno. Nel nostro
caso la dose scelta dopo varie prove di ottimizzazione e` stata di 150 µC/cm2.
Figura 2.11: Effetto prossimita` in una litografia di un reticolo quadrato.
Come si puo` vedere, gia` entro 1µm dal bordo del reticolo le dimensioni dei
nostri dischi di nichel rimangono costanti.
2.2 Evaporazione e lift off
In seguito alla litografia il campione e` stato soggetto ai seguenti processi:
• e` stato sviluppato immergendolo in una mistura di isopropanolo e me-
tilisobutilchetone (modello AR 600 − 56 di Allresist) per 2 minuti, e
poi 30 secondi in IPA per fermare il processo di sviluppo.
• Si e` provveduto quindi a evaporare sopra al campione, fissato su un
portacampione dentro la camera di un evaporatore termico Sistec ad
alto vuoto, 15 nm di Nichel. Il vuoto raggiunto in camera prima del-
l’evaporazione era di circa 1 · 10−5mbar. Il processo di evaporazione e`
raffigurato in Fig. 2.12.
• Successivamente si e` immerso il campione in acetone una notte intera,
e il giorno dopo si e` rimosso il nichel depositato sul PMMA con l’au-
silio di una siringa. Tale procedimento prende il nome di lift off.
Il lift off, pur nella sua semplicita`, risulta essere affetto da un problema im-
portante: essere sicuri che l’acetone riesca a passare sotto il sottile strato di
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Figura 2.12: Processo di evaporazione del metallo per la creazione di una
maschera di nichel.
Figura 2.13: In figura sono rappresentate due situazioni di deposito del me-
tallo sulla superficie impressionata del PMMA. Nella prima il metallo depo-
sitato non ha aderito alle pareti del PMMA, lasciando spazio all’acetone per
penetrare dentro e portarsi via le zone non sviluppate. Nella seconda im-
magine invece, a causa del metallo sulle pareti, il processo di lift off risulta
impossibile. Da [27].
metallo, sciogliere il PMMA, e portarsi via il metallo in eccesso. Un proble-
ma che puo` nascere, ad esempio, e` quello raffigurato in Fig. 2.13 b. In questo
caso il nichel si e` depositato formando una linea continua anche nelle zone
precedentemente impressionate e sviluppate. Cos`ı facendo il processo di lift
off puo` risultare difficile, o addirittura impossibile. Durante la fabbricazione
dei nostri campioni siamo incorsi piu` volte in questo problema (si veda ad
esempio la Fig. 2.14.).
Per risolverlo abbiamo deciso di diminuire le dimensioni dei nostri dischi
nel disegno sotto il valore desiderato (da 60 nm a 54 nm), e poi abbia-
mo aumentato la dose per compensare questa riduzione, ottenendo pero` un
maggior effetto prossimita`, il quale porta a modificare le pareti, piegandole.
Questa modifica inibisce molto la formazione di questi problemi garantendo
la buona riuscita della litografia (vedi Fig. 2.15).
44 CAPITOLO 2. LA NANOFABBRICAZIONE DEI CAMPIONI
Figura 2.14: In figura viene rappresentata una litografia in cui non si e`
riusciti a rimuovere il foglio di nichel come si doveva. In particolare risul-
ta ben visibile il foglio di nichel ripiegato su se stesso nella parte bassa
dell’immagine.
Figura 2.15: Da sinistra a destra: immagini delle litografie effettuate per la
geometria esagonale e quadrata, viste al SEM dopo l’evaporazione di nichel.
2.3 ICP RIE
Una volta creata la maschera si e` passato all’attacco chimico a secco attra-
verso l’uso di un ICP-RIE (Induced Coupled Plasma Reactive Ion Etching)
della Sentech. L’ICP utilizza come gas attivi Ar, BCl3, Cl2. Il RIE e` uno
strumento costituito da una camera ad alto vuoto (circa 10−8mbar) in cui
e` presente un gas attivo di molecole, confinato tra due elettrodi a forma
planare, di cui uno e` posto a terra insieme alle pareti della camera, mentre
l’altro e` collegato, tramite un capacitore, ad una tensione a radiofrequenza.
Il gas viene ionizzato attraverso un campo elettrico a radiofrequenza fornito
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dagli elettrodi, e gli ioni generati vengono accelerati e fatti incidere sul sub-
strato scavandolo ovunque, tranne nelle zone ove e` stata fatta la maschera
di metallo.
L’ICP RIE, diversamente dal RIE, separa il processo di generazione del pla-
sma da quello di accelerazione degli ioni sul campione, introducendo due
campi elettrici a radiofrequenza: il primo, generato da una bobina esterna
avvolta attorno ad una camera a vuoto in cui e` contenuto il gas, genera il
plasma necessario per l’attacco chimico, mentre invece il secondo accelera
gli ioni prodotti verso il campione.
La calibratura dell’attacco chimico ha richiesto molto tempo. Infatti, all’ini-
zio, lo strumento ha mostrato una notevole discrepanza nei risultati rispetto
ai reticoli fabbricati in passato con le medesime ricette. In particolare gli
attacchi non erano direzionali nel processo di scavo delle nostre strutture
(vedi Fig. (2.16). Dopo vari tentativi, riducendo al minimo la percentuale di
clorine rispetto alle molecole di argon, siamo giunti ad un risultato accetta-
bile (vedi Fig. 2.17) con una ricetta che impiegava una mistura dei tre gas
nei rapporti 6(BCL3):1(Cl2):10(Ar), partendo da una ricetta con misture
8(BCL3):9(Cl2):6(Ar)
La maschera di nichel e` stata poi eliminata con l’ausilio di un Nichel Re-
mover (una mistura formata da FeCl3, H2O e HCl diluito al 37% ). In
particolare si e` tenuto il nostro campione per 7s in questa soluzione e circa
30s in acqua deionizzata. L’ausilio poi di un profilometro (DEKTAK 8 Stylus
Profiler mostrato in Fig. 2.18) ha permesso di conoscere, con la precisione di
circa 5 nm, le profondita` dell’attacco chimico raggiunte dall’ICP-RIE. Per
far questo e` bastato aggiungere a lato dei reticoli, nella litografia, anche una
regione di esposizione a forma quadrata di circa 20µm x 20µm, regione che
sarebbe poi stata impiegata per il profilometro. Con questo processo sono
stati fabbricati campioni con diversa profondita` dei pilastri: 41 nm, 51 nm,
54 nm, 58 nm e 61 nm. Ogni campione conteneva reticoli a geometria esago-
nale e quadrata, distanti circa 700µm l’uno dall’altro (mostrati in Fig. 2.19).
2.4 Microscopio a forza atomica
Dopo aver realizzato i campioni, abbiamo deciso di ricorrere anche all’ausilio
di un microscopio a forza atomica (AFM), al fine di caratterizzare l’intera
superficie sottoposta all’intervento dell’ICP RIE.
L’idea era quella di capire se il processo di fabbricazione, e in particolare
l’attacco chimico, avessero creato del disordine sulla superficie del nostro
campione, in regioni lontane dai reticoli artificiali, con la comparsa di dossi
o valli delle stessi dimensioni caratteristiche dei nostri pilastri. La presenza
di questo tipo di disordine puo` infatti ostacolare l’identificazione dei segnali
misurati con la presenza dei reticoli, con l’aggiunta di un ulteriore contri-
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Figura 2.16: La figura sopra mostra una immagine al SEM di un nostro cam-
pione dopo l’attacco chimico a secco, ma prima di aver rimosso il nichel. La
ricetta utilizzata era quella con cui in passato erano stati fatti altri reticoli
artificiali. Come si vede bene dalla stessa figura, i nostri pilastri hanno una
struttura pronunciata a fungo: il bulbo sovrastante e` il nichel ancora rima-
sto dopo l’attacco, mentre la parte sottile e` il risultato dell’attacco troppo
chimico delle clorine sul GaAs. In particolare in alcuni casi l’attacco e` stato
cos`ı forte che alcuni pilastri si sono persino spezzati.
Figura 2.17: Immagine al SEM di un campione dopo l’attacco chimico, ma
prima di aver tolto il nichel, con la ricetta finale 6 : 1 : 10. Dall’immagine si
vede bene come, con questa ricetta, i pilastri siano molto piu` regolari e ben
fabbricati
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Figura 2.18: In alto immagine del profilometro DEKTAK 8 Stylus Profiler
utilizzato per le misure di profondita` dei nostri reticoli.
Figura 2.19: Immagini SEM di reticoli nanofabbricati a geometria esagonale
esagonale (sinistra) e quadrata (destra), dopo aver tolto il nichel.
buto di localizzazione degli elettroni del 2DEG, che potrebbe impattare il
segnale di diffusione anelastica relativo alle nostre misure.
Pertanto si e` attuata una scansione della superficie attraverso l’ausilio di un
AFM Caliber della Veeco.
Il microscopio a forza atomica consiste in una leva (cantilever) con una punta
molto sottile (probe tip), usata per effettuare la scansione della superficie del
campione. La leva, tipicamente di silicio, ha un raggio di curvatura dell’or-
dine del ∼nm. Quando la punta viene portata in prossimita` della superficie,
le forze tra di essa e il campione portano ad una deflessione della leva su cui
e` sorretta la punta stessa, in accordo con la legge di Hooke.
48 CAPITOLO 2. LA NANOFABBRICAZIONE DEI CAMPIONI
Le forze responsabili di questa deflessione sono quasi sempre forze a corto
Figura 2.20: Raffigurazione dello schema di funzionamento di un AFM.
raggio di Van der Waals, o forze di contatto.
La deflessione della leva e` misurata attraverso l’uso di un laser, posto sopra
Figura 2.21: Immagine realizzata attraverso l’ausilio di un AFM, della su-
perficie del nostro campione prima del processo di nanofabbricazione. In (a)
immagine della superficie del campione scansionata dall’AFM. In (b) spettro
di misura della rugosita` della superficie durante una scansione presa lungo la
linea tratteggiata in (a). (c) Resa tridimensionale della superficie del nostro
campione come indica l’AFM.
la leva stessa (vedi Fig. 2.20). Il laser viene fatto incidere sulla parte supe-
riore della leva e viene riflesso verso dei fotodiodi di raccolta.
Una qualsiasi interazione con la superficie che causa una deflessione della
leva, si ripercuote in una deflessione del punto di incidenza del laser sui fo-
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todiodi, permettendo cos`ı di ricostruire l’intensita` della forza tra la punta e
la superficie stessa.
Inoltre, per evitare che la punta, durante una scansione, collida con la su-
perficie spaccandosi, l’AFM e` dotato di un opportuno sistema di feedback,
che, in funzione della forza di interazione avvertita dalla punta, ne regola
la distanza dalla superficie, permettendo misure ad altezza dal campione
costanti.
In Fig. 2.21 e 2.22 sono riportate le immagini AFM relative alla superficie
Figura 2.22: Immagine realizzata attraverso l’ausilio di un AFM, della su-
perficie del nostro campione dopo il processo di nanofabbricazione. In (a)
immagine della superficie del campione scansionata dall’AFM. In (b) spettro
di misura della rugosita` della superficie durante una scansione presa lungo la
linea tratteggiata in (a). (c) Resa tridimensionale della superficie del nostro
campione come indica l’AFM.
del nostro campione prima e dopo il processo di nanofabbricazione.
Prima del processo di nanofabbricazione si puo` vedere come la superficie
del nostro campione sia caratterizzata da una corrugazione intrinseca di
ampiezza media approssimativamente 1.5 nm, e periodo spaziale approssi-
mativamente di 1.6 µm. Alcuni buchi corrispondono a tipici difetti di forma
ellittica, presenti in maniera casuale nella regione scansionata dall’AFM, di
area 20µm×20µm.
Dopo il processo di fabbricazione invece, si puo` vedere come la rugosita` ca-
ratteristica della superficie del nostro campione venga aumentata, a causa
dell’azione dell’attacco chimico a secco, localmente non omogenea. In par-
ticolare l’ampiezza media delle corrugazioni, cosiccome il periodo spaziale,
risultano aumentati del 30%. Non vi sono modulazioni della superficie signi-
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ficative su periodi spaziali piu` grandi di 2µm, o corrugazioni su scale inferiori
al µm.
Attraverso l’impiego dell’ AFM abbiamo misurato una seconda volta l’al-
tezza dei nostri pilastri, realizzato con l’attacco chimico a secco. Le misure
a rigurdo hanno fornito altezze di 50± 3nm, in perfetto accordo con quelle
ottenute attraverso l’impiego del profilometro.
Capitolo 3
Diffusione anelastica di luce
3.1 Introduzione
I fondamenti della teoria della diffusione anelastica di luce furono posti gia`
agli inizi del secolo scorso.
I lavori pionieristici di Brillouin [31] nel 1922 sulla diffusione elastica e di
Smekal [32] sulla diffusione anelastica da parte di un sistema quantistico
a due livelli contenevano gia` le caratteristiche principali di quei fenomeni
di interazione luce-materia scoperti in seguito da Raman e da Mandelstam
indipendentemente [33] [34].
In seguito a tali avvenimenti fu subito chiara l’importanza di questa tecnica
come metodo di indagine delle eccitazioni di molecole e strutture molecolari,
cosicche` la cosiddetta diffusione Raman rimase in voga fino al 1940.
Tuttavia, agli inizi degli anni ′40, l’interesse scientifico nel campo della fisi-
ca della materia si sposto` dalle molecole ai cristalli, allo scopo di verificare
sperimentalmente i modelli semiempirici di dinamica degli elettroni e del
reticolo fino ad allora avanzati. Proprio in questo campo la diffusione anela-
stica diede pochi contributi, a causa del basso valore della sezione d’urto che
caratterizzava il verificarsi di questi processi, cosicche` questo campo rimase
in uso solo da pochi gruppi di ricerca.
Solo nel 1960, l’avvento dei primi laser, con le loro caratteristiche di mo-
nocromaticita`, coerenza, collimazione e potenza, riporto` in auge la spet-
troscopia a diffusione di luce, permettendo l’esplorazione delle eccitazioni
elettroniche e reticolari dei solidi. Infine la comparsa dei laser a lunghezza
d’onda regolabile, come il Ti:Zaffiro, ha spianato la strada all’utilizzo della
diffusione Raman risonante, in cui l’energia del fascio incidente viene fatta
coincidere esattamente con una transizione elettronica del cristallo, cosicche`
il contributo di quest’ultima alla sezione d’urto diffusiva viene amplificato,
fornendo informazioni preziose sulla natura della transizione stessa.
Il merito per aver messo in luce l’enorme efficacia di questa tecnica va attri-
buito a E. Burstein, A. Pinczuk e S. Buchner, che nel 1978 hanno mostrato
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come l’utilizzo della diffusione Raman risonante incrementi considerevol-
mente la sezione d’urto per processi relativi ad eccitazioni collettive in un
2DEG confinato, permettendone l’osservazione [35]. Ad oggi la diffusione di
luce e` stata osservata in solidi opachi, compresi metalli e semiconduttori a
gap molto stretto, cosiccome in solidi trasparenti, e costituisce tuttora uno
dei metodi di indagine piu` efficaci per lo studio delle eccitazioni elementari
dei cristalli.
Le sezioni che seguono sono dedicate ai fondamenti della teoria della diffu-
sione di luce, tecnica che, per i pregi e gli aspetti sino ad ora menzionati, e`
stata scelta per lo studio sistematico delle proprieta` elettroniche dei reticoli
artificiali realizzati in questa tesi. La descrizione teorica di questo metodo
puo` essere condotta su due livelli diversi: da un punto di vista macroscopico
e da un punto di vista microscopico.
Il punto di vista macroscopico consiste nel descrivere il processo di diffu-
sione di luce da parte di un cristallo in termini del campo elettrico E(r, t)
incidente, della polarizzazione P(r, t) indotta e della suscettibilita` elettrica
χ(r, t) del sistema in esame. In particolare i processi diffusivi anelastici ven-
gono spiegati attraverso fluttuazioni spaziali e temporali della suscettibilita`
elettrica, che inducono modulazioni della polarizzazione indotta a frequenze
diverse da quella della radiazione incidente. Tali fluttuazioni possono essere
messe in corrispondenza biunivoca con le transizioni elettroniche del sistema
attraverso il teorema di fluttuazione-dissipazione, mettendo cos`ı in luce la
capacita` di questa tecnica di indagare le eccitazioni proprie degli oggetti in
esame.
Il punto di vista microscopico invece consiste nel caratterizzare questi pro-
cessi in termini corpuscolari, con la diffusione di un fotone inciente di impulso
~ki, energia ~ωi e polarizzazione ei da parte di una eccitazione elettronica
del sistema, caratterizzata da un impulso ~q, energia ~ω, in un fotone di
impulso ~ks, energia ~ωs e polarizzazione es. Il processo, schematizzato in
Fig. 3.1, comporta un trasferimento netto di energia e impulso da o verso il
sistema, che nel caso di sistemi con invarianza traslazionale porta a:
ωs = ωi ± ω, ks = ki ± q. (3.1)
I processi in cui viene creata una eccitazione elettronica vengono detti Sto-
kes, mentre quelli in cui viene distrutta vengono detti Anti-Stokes.
In entrambe le descrizioni, l’efficacia del processo diffusivo viene spesso rap-
presentata dalla sezione d’urto di diffusione differenziale d2σ/dΩdω, definita
come:
d2σ
dΩdω
=
Nd(ω)
Fi∆ω∆Ω
,
con Nd(ω) numero di fotoni di frequenza compresa tra ω e ω + ∆ω diffusi
nell’unita` di tempo nell’angolo solido ∆Ω e Fi la corrente di fotoni incidente.
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Figura 3.1: Rappresentazione di un processo di diffusione Stokes (a) e di un
processo di diffusione Anti-Stokes (b). Da [36].
3.2 Trattazione macroscopica
Si consideri un mezzo infinito, di suscettibilita` elettrica χ, su cui si fa incidere
un’onda elettromagnetica della forma
Ei(r, t) = Ei(ki, ωi) cos(ki · ri − ωit). (3.2)
Tale radiazione indurra` nel mezzo in questione una polarizzazione Pi(r, t)
data da
Pi(r, t) = Pi(ki, ωi) cos(ki · ri − ωit). (3.3)
La frequenza e il vettore d’onda di tale polarizzazione sono uguali a quelli
della radiazione incidente, mentre l’ampiezza e` determinata da
Pi(ki, ωi) = χ(ki, ωi)Ei(ki, ωi). (3.4)
Supponiamo ci siano fluttuazioni nella suscettibilita` elettrica χ(r, t), dovute
ad eccitazioni termiche di vibrazioni elettroniche e reticolari. A queste vi-
brazioni sono associati spostamenti della densita` elettronica o delle posizioni
atomiche che, in componenti di Fourier, sono della forma
Qi(r, t) = Qi(q, ω0) cos(q · r− ω0t). (3.5)
Nel caso di spostamenti atomici ad esempio, Q rappresenta uno dei modi
normali associati ai fononi del cristallo.
Se queste fluttuazioni sono piccole, la suscettibilita` elettrica verra` modificata
nel modo seguente:
χ(ki, ωi) = χ0(ki, ωi) + (∂χ/∂Q)0Q(r, t) (3.6)
dove χ0 denota la suscettibilita` elettrica del sistema senza fluttuazioni. Il se-
condo termine rappresenta un contributo oscillante dovuto alla fluttuazione
Q. La polarizzazione indotta sara` quindi data da
P(r, t,Q) = P0(r, t) + Pind(r, t,Q), (3.7)
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dove il primo termine e` quello gia` discusso sopra, mentre il secondo termine,
della forma
Pind(r, t,Q) = (∂χ/∂Q)0Q(r, t)Ei(ki, ωi) cos(ki · ri − ωit)
=
1
2
(∂χ/∂Q)0Q(q, ω0)Ei(ki, ωi)
× (cos [(ki + q) · r− (ωi + ω0)t]
+ cos [(ki − q) · r− (ωi − ω0)t])
(3.8)
introduce due onde di polarizzazione aggiuntive: una, detta Stokes, con vet-
tore d’onda kSs = ki−q e frequenza ωSs = ωi−ω0, e una, detta Anti-Stokes,
di vettore d’onda kASs = ki+q e frequenza ω
AS
s = ωi+ω0. Le due onde cor-
rispondono ai due eventi di diffusione mostrati in Fig. 3.1, ovvero diffusione
tramite assorbimento (Anti-Stokes) o emissione (Stokes) di una eccitazione
del cristallo.
In particolare, l’intensita` Is della radiazione diffusa dalla polarizzazione in-
dotta Pind, e quindi la sezione d’urto differenziale d
2σ/dΩdω, sono propor-
zionali a:
Is ∝ d
2σ
dΩdω
∝ |ei · (∂χ/∂Q)0Q(ω0) · es|2 . (3.9)
dove ei rappresenta la polarizzazione incidente, mentre es quella diffusa.
Il tensore (∂χ/∂Q)0Q(ω0) e` detto tensore Raman, e determina le regole di
selezione per le due polarizzazioni in gioco.
3.3 Trattazione microscopica
Se una trattazione macroscopica, in termini della fluttuazione spaziali e
temporali della scuscettibilita` elettrica, mostra l’origine e la natura della
diffusione anelastica di luce, una trattazione microscopica di questa tecni-
ca risulta necessaria per collegare le osservazioni sperimentali condotte sui
nostri sistemi con la loro struttura interna, giustificando cos`ı l’affermazio-
ne secondo la quale la diffusione Raman risulta essere un buon metodo di
indagine per l’esplorazione delle eccitazioni collettive di sistemi elettronici
confinati in eterostrutture a semiconduttore.
Pertanto, in questa sezione si rivisitera` la teoria quantistica della diffusione
anelastica di luce, con un naturale riferimento ai risultati piu` importanti ri-
guardanti la spettroscopia di pozzi quantici, come quello utilizzato nei nostri
reticoli artificiali. Come applicazione pratica di questa analisi si discutera` la
natura delle eccitazioni collettive intersottobanda di carica (CDE) e di spin
(SDE), e si ricaveranno per queste regole di selezione riguardanti la polariz-
zazione della luce incidente e diffusa.
L’Hamiltoniana che rappresenta la dinamica di un liquido di elettroni e di
un campo elettromagnetico, in assenza di interazione, risulta essere della
forma:
H = Hel +Hem, (3.10)
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dove l’Hamiltoniana del campo elettromagnetico, quantizzata, e` del tipo:
Hel =
∑
k,r
~ωka†r(k)ar(k), (3.11)
(l’operatore a†r(k) crea un fotone di momento ~k, energia ~ωk e polariz-
zazione er(k)), mentre l’Hamiltoniana di un liquido di N elettroni e` della
forma
He =
∑
N
[
p2i
2m
+ Vcristallo(xi)
]
+
1
2
∑
i 6=j
e2
|xi − xj| . (3.12)
L’interazione tra il campo elettromagnetico e gli elettroni viene introdotta
attraverso l’accoppiamento minimale:
pi → pi + e
c
A(xi), (3.13)
che conduce ad una Hamiltoniana di interazione Hint della forma
Hint = H
′
int +H
′′
int,
con
H ′int =
e
2mc
∑
i
[pi ·A(xi) + A(xi) · pi] , H ′′int =
e2
2mc2
∑
i
A2(xi).
(3.14)
Il potenziale vettore, nel caso considerato, e` un operatore di campo, e puo`
essere esplicitamente visualizzato come somma di operatori di creazione e
distruzione di singoli fotoni:
A(xi) =
∑
kr
√
~c2
2V ωk
[
er(k)ar(k)e
i(k·x−ωkt) + er(k)a†r(k)e
−i(k·x−ωkt)
]
.
(3.15)
La sezione d’urto per il processo di diffusione di luce in cui un fotone nel-
lo stato (ki, ri) viene diffuso nello stato (ks, rs) puo` essere messa in cor-
rispondenza, attraverso la teoria delle perturbazioni dipendenti dal tempo
e la regola d’oro di Fermi, con l’elemento di matrice dell’Hamiltoniana di
interazione
〈Ψf ,kses|Hint |Ψ0,kiei〉 (3.16)
tra lo stato iniziale e finale del sistema congiunto elettroni-radiazione (sup-
posto essere inizialmente nello stato fondamentale Ψ0).
I contributi all’ordine piu` basso nell’ampiezza di diffusione sono del secondo
ordine nel potenziale vettore, dal momento che e` necessario distruggere un
fotone nello stato iniziale e crearne uno nello stato finale, cosa possibile solo
se in Hint nell’eq. 3.16 si trova un termine ∝ A2. Pertanto questi contributi
provengono da una trattazione con teoria delle perturbazioni al prim’ordine
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per H ′′int e con teoria delle perturbazioni al second’ordine per H
′
int. Il pri-
mo termine risulta identico a quello che emerge dalle formule di diffusione
Compton, e da` origine ad un contributo non risonante. Il secondo termine
invece e` quello responsabile del comportamento risonante della sezione d’ur-
to di diffusione.
Per ottenere espressioni analitiche e discuterne i risultati qualitativi, risul-
ta chiaramente necessario ricorrere a delle approssimazioni appropriate per
trattare i contributi relativi alla sezione d’urto di diffusione.
Nelle sezioni che seguono verranno trattati due casi particolari, quello di
diffusione fuori risonanza, in cui H ′int verra` trascurato, e quello invece di
diffusione in risonanza con una precisa transizione interbanda.
3.3.1 Diffusione fuori risonanza
Si consideri il problema di diffusione di luce da parte di un gas di elettro-
ni interagenti lontano da qualsiasi transizione interbanda. Se la discussione
rimane confinata alla diffusione da parte di elettroni situati su una singola
banda di conduzione, di massa efficace m, in un mezzo con costante dielet-
trica (ω), allora e` possibile far vedere che l’elemento di matrice di H ′′int tra
stati dell’intero sistema in questione (liquido di elettroni e radiazione elet-
tromagnetica (eq. 3.16)) puo` essere espresso attraverso elementi di matrice
di una Hamiltoniana effettiva (vedi [37],[38]):
Heff =
e2
2m
(ei · es)AωiAωsN(−q) (3.17)
tra stati del sistema di elettroni solamente. Qui q = ki − ks e Aω =√
~/2(ω)V ω, mentre N(q) e` la trasformata di Fourier dell’operatore di
densita` elettronica:
N(q) =
∑
j
e−iq·xj . (3.18)
Usando l’eq. 3.17 la sezione d’urto di diffusione puo` essere ottenuta attra-
verso la regola d’oro di Fermi. In particolare, per calcolare la probabilita`
che un fotone venga diffuso da uno stato iniziale i ad uno stato finale f ,
bisogna sommare il contributo alla sezione d’urto dato da ogni stato finale
del liquido di elettroni ammissibile che conservi l’energia totale. Il risultato
ottenuto, nel caso considerato di diffusione fuori risonanza, e` ([37]):
d2σ
dΩdω
= r20(
ωs
ωi
)2V 2(ei · es)2S(q, ω) (3.19)
con ω = ωi − ωs e q = ki − ks (r0 e` il raggio classico dell’elettrone). Il
termine S(q, ω) rappresenta il fattore di struttura dinamico per la densita`
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elettronica del 2DEG a temperatura T = 0 (per T 6= 0 risulta necessario
effettuare una media termica sugli stati iniziali):
S(q, ω) = SNqN−q(ω) =
∑
f
∣∣∣∣∣∣〈Ψf |
∑
j
e−iq·xj |Ψ0〉
∣∣∣∣∣∣
2
δ(ω − ωf0). (3.20)
A questo punto il teorema di fluttuazione e dissipazione, che lega il fattore
di struttura dinamico S(q, ω) alla funzione di risposta densita`-densita` χnn
attraverso la seguente relazione:
S(q, ω) = −~
pi
V
1− e−β~ω Imχnn(q, ω) (3.21)
mostra il legame esistente tra la sezione d’urto di diffusione e le energie delle
eccitazioni di densita` di carica proprie del liquido di elettroni, date dai poli
della parte immaginaria della funzione di risposta χnn(q, ω).
Come si vede dal risultato ottenuto, la diffusione Raman fuori risonanza non
prevede misure di eccitazione in polarizzazione perpendicolare, in quanto la
sezione d’urto risulta proporzionale al prodotto scalare tra la polarizzazione
dei fotoni incidenti e quelli diffusi, annullandosi nel caso in questione. Si
vedra` nella prossima sezione che l’eccitazione di spin intersottobanda SDE,
misurata sperimentalmente e ritenuta una delle proprieta` ormai caratteriz-
zanti di un 2DEG, risulta spiegabile solo in un contensto di diffusione di luce
in risonanza.
3.3.2 Diffusione di luce risonante
Quando l’energia del fascio laser incidente si avvicina al gap di banda del
semiconduttore, il contributo dato da H ′int non puo` piu` essere considerato
trascurabile. Infatti, la trattazione di H ′int attraverso la teoria delle pertur-
bazioni al second’ordine introduce elementi di matrice tra lo stato iniziale
i, quello finale f , e una serie di stati intermedi v del liquido di elettroni,
denominati stati virtuali, della forma
〈f,kses|H ′int |v, 0〉 〈v, 0|H ′int |i,ki, ei〉
Ev − Ei − ~ωi (3.22)
e simili. A causa della presenza del denominatore nella relazione scritta so-
pra, quando l’energia del fascio incidente ~ωi ∼ Ev −Ei allora il contributo
al second’ordine di H ′int diventa dominante.
Si puo` dimostrare che l’ampiezza di transizione tra lo stato iniziale |Ψ0, (ki, ei)〉
e lo stato finale |Ψf , (ks, es)〉 dell’intero sistema (liquido di elettroni e radia-
zione) calcolato in perturbazione al prim’ordine per H ′′int e al second’ordine
per H ′int, puo` essere ottenuto calcolando gli elementi di matrice di questa
Hamiltoniana effettiva (vedi [37],[38]):
Hreseff =
e2
2m
AωiAωsNres (3.23)
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tra stati iniziale e finale del sistema di elettroni solamente. La differenza con
il caso risonante risulta solamente nel fatto che la trasformata di Fourier
dell’operatore densita` N(−q) e` sostituita dal piu` complesso operatore
Nres =
∑
αβ
γαβc
†
αcβ (3.24)
definito dai coefficienti
γαβ = ei · ef 〈α| eiq·x |β〉+
+
1
m
∑
β′
〈α| es · pe−iks·x |β′〉 〈β′| ei · peiki·x |β〉
~ωi + Eβ − Eβ′ +
+
〈α| ei · peiki·x |β′〉 〈β′| es · pe−iks·x |β〉
Eβ − Eβ′ − ~ωs .
(3.25)
I vettori |α〉 e |β〉 indicano gli stati di Bloch a singola particella del cristallo,
con energia rispettivamente Eα e Eβ. Da notare che, mentre il primo termine
riproduce il contributo non risonante dato da H ′int, proporzionale a ei · ef ,
il secondo e il terzo termine riproducono invece il processo di diffusione da
uno stato iniziale |β〉 ad uno finale |α〉 attraverso la creazione e distruzione
di una serie di stati intermedi virtuali |β′〉.
La sezione d’urto di diffusione e` in questo caso proporzionale al fattore di
struttura dinamico relativo all’operatore risonante Nres:
d2σ
dΩdω
∝
∑
f
|〈Ψf |Nres |Ψ0〉|2 δ(ω − ωf0) (3.26)
Espressioni esplicite per la sezione d’urto di diffusione sono state calcolate
da Hamilton e McWhorter nel caso del cristallo di GaAs usando il modello
di Kane per la descrizione della banda di conduzione e delle bande di valenza
(cosiddette heavy-hole, light-hole e split-off bands)[39].
In particolare, grazie all’accoppiamento di spin-orbita, gli stati light holes
non sono autostati dell’operatore di spin σz. Questo permette l’osservazione
di eccitazioni tra stati con spin opposti nel processo di diffusione. L’espressio-
ne finale per i coefficienti γ si puo` dividere in un contributo di polarizzazione
parallela e uno di polarizzazione perpendicolare:
γαβ = A(ω)ei · ef 〈α| eiq·x |β〉+ iB(ω)(ei × ef ) · 〈α| eiq·x~σ |β〉 (3.27)
(~σ e` il vettore le cui componenti sono le matrici di Pauli per lo spin). A(ω) e
B(ω) sono coefficienti risonanti, mostrati esplicitamente sotto, che tengono
in conto la dispersione delle bande attraverso l’elemento di matrice dell’im-
pulso tra funzioni d’onda di Kane (P = 〈S| pz |Z〉).
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Eccitazioni Collettive di Carica(CDE)
Nel caso di polarizzazione parallela si puo` dimostare [39] che Nres si riduce
all’usuale operatore di densita` Nq gia` incontrato, e la sezione d’urto viene
calcolata allo stesso modo che nel caso non risonante. L’unica fondamentale
differenza risulta essere la presenza del fattore A(ω), definito come
A(ω) = 1 +
2P 2
3m
[
2EG
E2G − ~2ω2i
+
EG + ∆
(EG + ∆)2 − ~2ω2i
]
. (3.28)
L’equazione 3.28 mostra che, in prima approssimazione, l’inclusione del ter-
mine in perturbazione al second’ordine non modifica il profilo degli spettri
in polarizzazione parallela, anche se include coefficienti dipendenti dalla fre-
quenza che spiegano l’amplificazione risonante della sezione d’urto quando
ωi coincide con la separazione di banda EG o EG + ∆.
Eccitazioni Collettive di Spin(SDE)
Nel caso di polarizzazione perpendicolare si puo` dimostare [39] che Nres
diventa
Nres =
∑
α,β
iB(ω)(ei × ef ) · 〈α| eiq·x~σ |β〉 c†αcβ = iB(ω)(ei × ef ) · S(−q),
(3.29)
dove S(q) e` la trasformata di Fourier dell’operatore di densita` di spin:
S(x) =
N∑
i=1
~σiδ(x− xi), S(q) =
∑
i
~σie
−iq·xi . (3.30)
Il coefficiente risonante B(ω) in questo caso risulta essere uguale a:
B(ω) =
2P 2
3m
~ωi
[
1
E2G − ~2ω2i
+
1
(EG + ∆)2 − ~2ω2i
]
(3.31)
La connessione con le eccitazioni collettive di spin puo` essere riottenuta an-
che in questo caso attraverso il teorema di fluttuazione e dissipazione, che
connette la funzione di risposta spin-spin con il fattore di struttura dinamico
per l’operatore densita` S(q) appena introdotto.
Si noti che le eccitazioni collettive quali la CDE sono originate da processi
che coinvolgono transizioni intersottobanda tra lo stato iniziale e finale. Tali
transizioni, avendo parita` opposta per inversione spaziale, sarebbero a rigore
proibite per momento di dipolo (vedi anche paragrafo seguente), e quindi
non potrebbero essere osservate negli spettri di diffusione anelastica di lu-
ce. Tuttavia, a causa di difetti che rendono il pozzo quantico asimmetrico,
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Figura 3.2: Rappresentazione di spettri Raman risonanti di un pozzo quan-
tico spesso 25 nm, in polarizzazione parallela ei ·ef e perpendicolare ei×ef .
Nella figura sono ben visibili la CDE, la SDE, e una eccitazione interstot-
tobanda di singola particella, esistente in entrambe le configurazioni, deno-
minata SPE, la cui presenza e` dovuta all’interazioni elettrone-elettrone non
schermate esistenti tra le due sottobande. Da [36].
queste regole di selezione possono essere violate, e quindi queste eccitazioni
si manifestano, seppur in modo piu` debole rispetto ad analoghe eccitazioni
tra stati aventi stessa parita` (ad esempio le sottobande 1 e 3 in Fig. 3.3). Si
ritornera` su questo punto a breve.
Eccitazioni collettive in presenza di campo magnetico
L’introduzione di un campo magnetico perpendicolare al pozzo quantico in-
troduce un ulteriore effetto di quantizzazione.
Il continuo di stati relativo alle sottobande che caratterizzano il pozzo infatti
si struttura ulteriormente, dando origine, per ognuna di queste, ai livelli di
Landau. Infine, il contributo Zeeman di interazione tra lo spin degli elet-
troni e il campo magnetico genera un ulteriore splitting di tale livelli, come
raffigurato in Fig. 3.3.
Come gia` accennato alla fine del precedente paragrafo, nella trattazione dei
contributi al second’ordine alla sezione d’urto di diffusione sono stati in-
trodotti gli stati virtuali |v〉, che connettono lo stato iniziale e finale del
nostro sistema radiazione-materia. Tali stati, come si vede anche dall’eq.
3.25, devono rispettare determinate regole di selezione, causate dalla pre-
senza dell’operatore momento di dipolo p.
In particolare, essendo il momento di dipolo elettrico dispari per inversione
spaziale, la parte elettronica della funzione d’onda presente nello stato ini-
ziale |i〉 dovra` avere parita` opposta a quella presente in |v〉, ed un discorso
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Figura 3.3: Effetto del campo magnetico nella struttura a bande del pozzo
quantico. Gli stati di sottobanda quantizzati si splittano ognuno nei livelli di
Landau, separati da un gap di energia di ~ωc. Tali stati a loro volta subiscono
un ulteriore splitting, per effetto Zeeman, come mostrato nella figura.
analogo vale tra |v〉 e lo stato finale |f〉. Pertanto le parti elettroniche pre-
senti nello stato iniziale e in quello finale dovranno avere stessa parita` per
inversione spaziale.
Per tale motivo, le eccitazioni di ciclotrone ~ωc, originate da una transizio-
ne tra stato iniziale e finale che connette due livelli di Landau consecutivi,
avendo questi parita` opposta, risulta non permessa per momento di dipolo, e
le ragioni della sua rilevazione sperimentale, sono, cosiccome per le CDE, da
attribuirsi ad asimmetrie del pozzo, che permettono di violare queste regole
di selezione.
Invece le eccitazioni di spin, dovute allo splitting Zeeman che si origina tra
stati provenienti da uno stesso livello di Landau, avendo stessa parita`, risul-
tano permesse.
I modi di Hubbard
Le eccitazioni dovute alla presenza dei modi di Hubbard fanno parte di pro-
cessi di diffusione Raman al secondo ordine, ed un possibile contributo di
tali processi alla sezione d’urto e` rappresentato in Fig. 3.4.
Come si puo` vedere da tale figura, nello stato intermedio viene creata una
coppia elettrone-lacuna, con l’elettrone che va ad occupare uno stato loca-
lizzato sul sito i-esimo parzialmente vuoto in banda di conduzione. A questo
punto un elettrone localizzato su un altro sito si ricombina con la buca pre-
sente nel continuo in banda di valenza, cosicche´ si ha un assorbimento netto
di energia da parte del sistema pari a U , ovvero al costo di avere due elet-
troni con spin antiparalleli situati sullo stesso sito.
La forma della sezione d’urto per questi processi, calcolata da Singha et al.
risulta essere [3]:
dσ/dΩ ∝ e−a2/(4l2B). (3.32)
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Figura 3.4: Possibile contributo alla sezione d’urto di diffusione attraverso
i modi di Hubbard. Qui lo stato iniziale e` indicato con |1〉, lo stato finale
con |2〉, e quello intermedio con |n〉. Gli stati in banda di valenza sono
indicati da un continuo in colore verde. U indica il gap di Hubbard, mentre
0 corrisponde all’energia degli stato localizzati di singola particella nel sito
i-esimo. Da [3].
Tale espressione enfatizza la dipendenza dei modi di Hubbard osservati dal-
la sovrapposizione delle funzioni d’onda elettroniche appartenenti a due siti
vicini separati da una distanza di a.
Un esempio di spettri di diffusione anelastica di luce relativi all’osservazione
dei modi di Hubbard, ottenuti da Singha et al., sono mostrati in Fig. 3.5
per 3 diversi valori del campo magnetico. Per quanto concerne le regole di
Figura 3.5: (A) Variazione del profilo di risonanza del modo di Hubbard per
3 valori del campo magnetico, a T = 1.7 K. Da [3].
selezione relative ai modi di Hubbard, la diffusione di luce anelastica da par-
te di queste eccitazioni risulta permessa per momento di dipolo, in quanto,
come per l’effetto Zeeman, i modi di Hubbard rappresentano uno splitting
dei livelli di Landau, e pertanto, i livelli che si generano separati dal gap di
Hubbard U risultano avere stessa parita`.
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Capitolo 4
Setup sperimentale e misure
4.1 Setup sperimentale
Il setup sperimentale utilizzato per le nostre misure e` raffigurato in Fig. 4.1.
Il laser utilizzato nel nostro esperimento e` un laser Ti:Zaffiro con lunghezza
d’onda regolabile, Coherent model MBR-110, pompato otticamente da un
laser a diodo verde Coherent model Verdi 5 W in continua, 532 nm (Fig.
4.3, 4.4).
Il pregio di questo strumento risiede nella possibilita` di lavorare in singolo
modo con una riga di emissione laser molto stretta (10−7eV ), regolabile in
un intervallo che varia tra i 780 e gli 870 nm. Questo grazie ad un etalon
presente dentro la cavita` laser, opportunamente regolabile. Il fascio laser
emesso e` polarizzato lungo il piano orizzontale, e il modo di uscita e` pu-
ramente gaussiano (TEM00). All’uscita dalla cavita` laser e` stato posto un
rotatore di polarizzazione, in modo tale da poter regolare a piacimento la po-
larizzazione uscente. Di seguito quindi sono stati posti dei filtri di intensita`
A, B e C (si veda la Fig. 4.2), e un opportuno sistema di specchi indirizza
il fascio sul piano sottostante al magneto-criostato a diluizione utilizzato
per le nostre misure, in grado di raggiungere temperature di 50mK. Qui un
beam expander e un pinhole ampliano e filtrano spazialmente il laser in arri-
vo, mentre una lente piano-convessa P di focale 50± 2cm e uno specchietto
focalizzano il fascio dentro la camera del criostato, dove si trova il nostro
campione. Una visualizzazione schematica del setup usato e` mostrata in Fig.
4.2.
Come si discutera` nel seguito, alcune misure preliminari sono state effettua-
te con un criostato a 4He con una temperatura minima di 2K e in assenza
di campo magnetico.
Lo spot del laser
Dal momento che dobbiamo fare misure di diffusione anelastica su campioni
molto piccoli (circa 100µm×100µm), risulta necessario dare una stima del-
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Figura 4.1: Setup sperimentale impiegato per le nostre misure, con le oppor-
tune indicazioni degli strumenti. Il laser e´ indicato con una linea arancione.
I filtri di intensita` impiegati sono 3: un filtro A che attenua l’intensita` del
laser incidente di un fattore 10, un filtro B che attenua di un fattore 100,
e un filtro regolabile C che e` in grado di attenuare fino ad un fattore 10000
(le lettere sono riferite a Fig. 4.2). La lente P, di focale 50± 2 cm, focalizza
il laser sul campione. La lente D1, di focale 60 ± 2 cm, raccoglie la luce
diffusa dal campione per indirizzarla alla lente D2, di focale 40±2cm, che la
focalizza sulla fenditura dello spettrometro. Vedere anche Fig. 4.2 per uno
schema illustrativo.
lo spot del laser incidente sul campione quando questo viene posto dentro
l’Optistat o dentro al Dilution.
Una prima misura a riguardo e` stata la stima in aria del Waist W del laser.
Il fascio laser, assunto gaussiano, e` stato focalizzato con l’uso di una lente di
focale 50±2cm, la stessa lente utilizzata per focalizzare il laser sul campione
dentro al Dilution.
A questo punto sono state condotte misure di potenza con l’ausilio di un
powermeter nel piano ortogonale alla propagazione del laser passante per il
fuoco della lente (e quindi a ∼ 50 cm dalla lente stessa). Il fascio di tipo
gaussiano ha una intensita` che su tale piano e` descritta dalla forma:
I = I0e
− 2r2
W2 , (4.1)
66 CAPITOLO 4. SETUP SPERIMENTALE E MISURE
Figura 4.2: Schema illustrativo del nostro setup sperimentale. Nello schema
sono raffigurati i filtri A e B che attenuano rispettivamente di un fattore 10
e 100, e il filtro regolabile C, che attenua fino ad un fattore 10000. La lente
P di focale 50± 2cm focalizza il laser sul campione. In figura sono mostrate
le 4 finestre del Dilution che separano la camera del campione dall’esterno. I
fasci diffusi vengono raccolti dalle due lenti D1 e D2 di focale rispettivamente
60±2cm e 40±2cm, per essere focalizzati sullo spettrometro. Il Dilution, in
grado di raggiungere temperature di 50mK, possiede un magnete in grado
di produrre campi magnetici fino a 14T.
con r distanza di un punto nel piano focale ortogonale alla direzione di pro-
pagazione del laser dal fuoco, I0 intensita` massima del laser nel fuoco, e W
il waist che caratterizza il profilo gaussiano del laser nel piano focale.
Misurando quindi la potenza assorbita dal powermeter posto nel fuoco della
lente pianoconvessa, e quella assorbita sempre da questo filtrando pero` lo
spot del laser con una fenditura di dimensioni note (2r = 25µm con r rag-
gio della fenditura), e` possibile misurare W , e da questo anche la FWHM
caratteristica del laser, legata al Waist da:
FWHM = 2
√
ln 2
2
W (4.2)
La misura in aria ha fornito una stima della FWHM caratteristica dello
spot del laser di 200µm con un errore stimabile intorno a ∼ 10%, errore
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Figura 4.3: Schema di funzionamento del laser Coherent MBR-110, cos`ı come
si trova sul manuale.
Figura 4.4: Laser a diodo verde mentre pompa otticamente il Ti:Zaffiro.
percentuale rappresentato dall’incertezza che si ha nell’essere esattamente
nel fuoco della lente di f ∼ 50cm con il powermeter (distanza = 50± 4cm)
e tenendo conto per eccesso di un possibile contributo di errore nella carat-
terizzazione delle dimensioni della fenditura.
A causa del setup sperimentale realizzato non si ha comunque il pieno con-
trollo di tale spot sul campione quando questo risulta dentro all’Optistat
o dentro al Dilution. Infatti diversi sono i fattori che incidono su questo
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aspetto, ad esempio:
• non si ha un pieno controllo sulla posizione esatta del campione dentro
la camera del criostato o del magneto-criostato, cosicche` non si puo`
essere sicuri di averlo posto esattamente sulla focale della lente piano-
convessa che deve indirizzare il laser sul campione. In particolare per il
Dilution tale errore puo` essere stimato con una incertezza di ±5cm sul-
la posizione del campione dentro la camera, che porta ad un ulteriore
contributo di ∼ 10% all’errore percentuale che si ha sulla FWHM del
laser a fuoco sul campione (FWHM = 200±40µm). Per l’Optistat, la
possibilita` di controllare meglio la posizione del campione dentro alla
camera introduce un errore percentuale ridotto rispetto a quello dato
dal Dilution sulle dimensioni dello spot del laser. Tale errore e` stato
stimato di ∼ 5%, ammettendo un’incertezza sulla posizione del cam-
pione di ∼ 1cm rispetto alla focale f = 25cm della lente pianoconvessa
utilizzata nelle misure con l’Optistat, lente diversa da quella utilizzata
invece nelle misure nel Dilution. In conclusione nell’Optistat la FWHM
dello spot del laser sul campione e` stimata con il valore 200± 30µm,
• la camera in cui e` posto il campione e` separata dall’esterno da una serie
di quattro finestre, che potrebbero giocare un ruolo non trascurabile
nel controllo ottimale dello spot del laser. Ad esempio potrebbero ve-
nire introdotte delle aberrazioni o delle riflessioni interne, che possono
ostacolare il nostro controllo su di esso.
Inoltre anche la potenza incidente del laser gioca un ruolo importante nelle
nostre misure.
Si consideri infatti il laser all’aumentare della potenza incidente. La FWHM
che lo caratterizza per definizione non cambia, e pertanto neanche il raggio
dello spot che ne determina le dimensioni.
Ciononostante, se i processi di diffusione anelastica relativi ai modi di Hub-
bard vengono caratterizzati da una intensita` di soglia oltre la quale possono
contribuire alla sezione d’urto, allora un aumento della potenza incidente
del laser porterebbe ad un aumento della regione di soglia (regione nella
quale l’intensita` del laser e` superiore al valore di soglia) per questi processi,
e quindi ad un effettivo aumento della zona di interazione del laser con il
campione oltre le dimensioni trasverse di 200µm stimate in precedenza per
la FWHM. Alla luce di questa considerazione risulta naturale caratterizzare
le dimensioni dello spot del laser non piu` in base alla FWHM, bens`ı in base
alla stima delle dimensioni di questa regione di interazione efficace, schema-
tizzabile con un diametro di 2re.
Per illustrare meglio la questione si consideri la Fig. 4.5. In tale figura
vengono rappresentati due profili gaussiani della distribuzione spaziale del
laser per due diversi valori dell’intensita` incidente I nel fuoco: I0 e 100I0.
Il profilo relativo al picco di intensita` I0 e` stato moltiplicato di un fattore
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Figura 4.5: In figura sono rappresentati due profili gaussiani relativi alle
distribuzioni spaziali del laser incidente nel nel piano focale del laser (ovvero
nel punto dove il waist e` minimo), per due diversi valori dell’intensita`: I0
(colore nero) e 100I0 (colore azzurro), e per una FWHM pari a 200µm. Per
facilitare la lettura si e` amplificato di un fattore 10 il profilo piu` piccolo di
intensita` I0.
10 per facilitarne la lettura. I profili sono caratterizzati da una FWHM di
∼ 200µm.
Supponiamo ora che esista un valore di soglia per l’intensita` del laser inci-
dente, che definiamo essere I0, maggiore del quale regioni del mio campione
investite da questa intensita` cominciano a contribuire all’osservazione dei
modi di Hubbard negli spettri ottenuti. Allora le dimensioni trasverse dello
spot del laser non sono piu` caratterizzzabili da una FWHM per il nostro
esperimento, ma da un diametro efficace che potrebbe essere piu` grande
di questa. Nel caso considerato la regione di interazione tra il laser e il
campione, raffigurata in rosso nella Fig. 4.6, acquista un diametro efficace
2re =∼ 500µm ben maggiore della FWHM calcolata di ∼ 500µm, riducendo
ulteriormente la confidenza che si ha sulle dimensioni effettive dello spot del
nostro laser.
La circostanza descritta in Fig. 4.5 e Fig. 4.6 corrisponde alle misure di
diffusione di luce che abbiamo condotto nel Dilution. Durante tali misure
noi posizionavamo il laser sui reticoli di interesse visualizzando la superficie
del campione attraverso l’impiego di una CCD commerciale collegata ad uno
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Figura 4.6: In figura vi e` rappresentata una porzione dei profili di Fig. 4.5,
stavolta in scala 1 : 100. La linea rossa indica la zona interessata da una
intensita` incidente maggiore di quella di soglia, che in questo caso e` stata
presa uguale a I0, il valore massimo dell’intensita` I del profilo di colore nero
nel fuoco. Le dimensioni spaziali di tale regione efficace sono di re ∼ 250µm.
schermo (vedi piu` avanti in questa sezione). Per fare questo eravamo costret-
ti a ridurre di due ordini di grandezza l’intensita` del laser incidente rispetto
a quella utilizzata per le acquisizioni degli spettri di diffusione, in modo tale
da osservare in maniera ottimale l’immagine del laser sul campione.
Ammettendo di considerare come intensita` di soglia l’intensita` alla quale
riuscivamo a vedere la luce diffusa dai reticoli attraverso l’impiego della
CCD, otteniamo una stima superiore al diametro efficace 2re che caratteriz-
za il nostro laser, ben piu` grande della FWHM. Tale diametro corrisponde
a ∼ 500± 100, ammettendo un errore come al solito del 20% sulla FWHM
del laser sul campione dentro al Dilution.
Tuttavia nelle nostre misure non e` richiesta una confidenza cos`ı rigida con
le dimensioni del laser, infatti il presente lavoro di tesi verte sullo studio di
possibili differenze nei modi di Hubbard originate dalla differente geometria
dei reticoli artificiali.
Se tali differenze fossero presenti, anche eccitando contemporaneamente i
due reticoli a diversa geometria siamo in grado di metterle in luce, poiche`
darebbero origine a segnali che sarebbero la somma di due differenti contri-
buti. In particolare, saremmo in grado di distinguere i due contributi a patto
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che questi abbiano una separazione in energia pari almeno alla HWHM (se-
milarghezza a meta` altezza) di uno dei due modi. Questo parametro, che
nelle nostre misure otterremo del valore di ∼ 0.1meV, puo` essere assunto
come il potere risolvente del nostro processo di indagine sui modi.
Inoltre, l’ottimizzazione del setup sperimentale per far fronte a possibili pro-
blemi di collimazione risulta non banale, infatti il setup utilizzato e` il frutto
di enormi compromessi per la realizzazione ottimale dei nostri reticoli.
In particolare:
• i nostri reticoli non possono avere dimensioni maggiori di 100µm×100µm,
poiche` questo richiederebbe o una litografia in cui tali aree vengano
affiancate per creare regioni piu` estese, con il risultato di imperfezioni
evidenti nelle zone di fissaggio comuni, causate da movimenti mecca-
nici per spostare il campione durante la litografia; o un ingrandimento
dell’area di incisione del fascio elettronico, con un aumento delle di-
mensioni del passo di scansione del fascio, e una conseguente perdita
di precisione nelle nostre litografie,
• l’ottica che utilizziamo non puo` focalizzare troppo il laser sul campione,
perche´ ci sarebbe il rischio che quest’ultimo si riscaldi,
• il campione su cui vengono creati questi reticoli non puo` essere grande
a piacere, per poterlo inserire in modo ottimale nella camera interna
al magneto-criostato.
Infine la scelta di creare piu` di una geometria sullo stesso campione era stata
dettata dal fatto di poter paragonare risultati di entrambi i reticoli potendo
vantare un processo di fabbricazione per ambedue praticamente identico,
senza molto margine di incertezza.
I criostati per le misure a basse temperatura
Dalla camera del magneto-criostato a diluizione la luce diffusa viene raccol-
ta su una lente D1 (vedi Fig. 4.2) posta sotto di esso, ad una distanza dal
campione pari alla sua focale, di 60± 2cm.
I raggi riflessi non vengono catturati da tale lente di raccolta, e questo grazie
alla possibilita` di ruotare il campione, in modo da far cadere le riflessioni
fuori dalle nostre ottiche. La luce diffusa e raccolta arriva all’ultima lente D2,
di focale 40± 2cm, che focalizza i raggi sulla fenditura dello spettrometro.
Per raffreddare il campione ci siamo serviti inizialmente di un criostato
Optistat SXM (Oxford Instruments), per eseguire misure di diffusione ane-
lastica di luce in assenza di campo magnetico e a temperature di 2K, e in
seguito di un magneto-criostato (Dilution) 3He-4He (Oxford Kelvinox400),
per misure invece in campo magnetico e con temperature di 1.5K. Sebbene
infatti il Dilution sia in grado di raggiungere temperature stabili di 50mK, lo
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Figura 4.7: A sinistra una foto dell’ottica all’uscita del laser dalla cavita`. A
destra una foto dell’ottica immediatamente sotto il magneto-criostato.
Figura 4.8: Immagine del percorso finale del laser prima di entrare nello
spettrometro. Se lo specchietto reclinabile e` alzato allora il laser viene foca-
lizzato sulla CCD commerciale, in modo tale da proiettare su uno schermo
l’immagine del campione e capire dove indirizzare il laser.
studio dei modi di Hubbard di energia ∼ 5meV (l’equivalente in temperatu-
ra di ∼ 60K) ci permette di lavorare a temperature di 1.5K (corrispondenti
a ∼ 0.13meV) per ridurre il rumore termico sufficientemente.
Le misure a 2K ci sono servite per ottenere una caratterizzazione visibile
dell’impatto della nanofabbricazione sul 2DEG.
L’Optistat e` un criostato a 4He costituito da una camera interna, dove in-
serire il campione, una camera piu` esterna, dove e` contenuto l’elio liquido a
4.2K, e una camicia esterna, pompata a vuoto (∼ 10−9bar), per isolare le
due camere dall’ambiente circostante. Attraverso una valvola (needle valve),
e` possibile far entrare l’elio direttamente nella camera del campione. A que-
sto punto una pompa rotativa aspira il gas di elio che evapora in tale camera,
facendo s`ı che l’elio liquido diventi piu` freddo, mentre il campione stesso, a
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contatto con il vapore di elio, si raffredda. Questo processo permette di avere
temperature stabili intorno a 2K. Inoltre, una resistenza in prossimita` del
campione permette di raggiungere elettricamente temperature piu` elevate.
Figura 4.9: Immagine dell’Optistat utilizzato per le misure a 2K.
Il Dilution invece e` un refrigeratore a 3He-4He che permette di raggiun-
gere temperature stabili intorno a 7 mK, e campi magnetici fino a 14 T.
Il principio di funzionamento si basa sul fatto che una mistura di 3He-4He,
a temperature sotto 870 mK, si divide in due fasi: una, ricca di 3He, piu`
leggera, ed una di 4He, povera di 3He, piu` pesante, detta anche diluita. Il
vantaggio sta nel fatto che, anche a temperature prossime allo zero assolu-
to, la fase diluita continua a mantenere una percentuale non nulla di 3He
(circa 6-7 %). Questo gioca un ruolo chiave nel funzionamento del criosta-
to. Infatti, attraverso questa proprieta`, e il fatto che le due fasi presentano
una differenza di entalpia, detta entalpia di mescolamento, e` possibile creare
un circuito di raffreddamento che porti la temperatura a livelli dell’ordine
dei mK diluendo 3He in 4He. Il nucleo del dilution e` costituito dalla mixing
chamber, una camera dove sono contenute le due fasi descritte in precedenza.
Questa e` in contatto termico con l’asta di rame su cui e` fissato il campione,
in modo tale da raffreddarlo. Per creare un ciclo di refrigerazione continuo si
alza la temperatura della fase diluita a 700 mK in una camera detta still. In
queste condizioni termodinamiche la pressione di vapore dell’ 3He all’equi-
librio e` due ordini di grandezza maggiore di quella di 4He. Attraverso una
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Figura 4.10: Immagine del criostato a diluizione (Dilution) utilizzato per le
nostre misure.
pompa meccanica si aspira l’elio vapore dalla still, cosicche´, per ristabilire
l’equilibrio, altro 3He dalla fase diluita evapora nella still, e altro 3He dalla
fase ricca nella mixing chamber si mescola in 4He, assorbendo cos`ı calore. L’
3He aspirato viene poi raccolto e condensato in un’altra camera detta 1K
pot, raffreddato ulteriormene attraverso continui scambi di calore con la still
e con il circuito precedente, fino a temperature inferiori a 20 mK, per poi
essere reintrodotto nella mixing chamber, in modo da continuare il ciclo di
raffreddamento. Il circuito di raffreddamento e` rappresentato in Fig. 4.11.
Pur potendo raggiungere nominalmente temperature di raffreddamento di
7mK, a causa della presenza di finestre tra la camera interna del Dilution e
l’esterno non si riesce a portare il sistema sotto temperature di 50mK.
Il Dilution inoltre permette di realizzare condizioni sperimentali di misura
in presenza di alti campi magnetici. In particolare si riesce a raggiungere
campi magnetici di 14T, con l’ausilio di un magnete superconduttivo.
Lo spettrometro
Lo spettrometro utilizzato corrisponde ad un modello Jobin-Yvon T64000.
Il modello impiega tre reticoli di diffrazione con 1800 gr/mm, che possono
essere utilizzati in due modalita` distinte: in sottrattivo e in additivo.
La Fig. 4.12 mostra il funzionamento di questo spettrometro: i tre reticoli
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Figura 4.11: Schema di funzionamento di un Dilution. In figura viene mo-
strato il ciclo di raffreddamento a 3He-4He impiegato dal Dilution. In parti-
colare e` possibile distinguere la mixing chamber, dove e` presente la mistura
di 3He-4He, la still e la 1Kpot. Da [40].
di diffrazione sono indicati come R1, R2 e R3. Il fascio laser, focalizzato sul-
l’entrata dello spettrometro dalla lente pianoconvessa D2 di focale 40± 2cm
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Figura 4.12: Schema di funzionamento dello spettrometro Yobin-Yvon
T64000. In arancione e` stato raffigurato il percorso del laser. R1, R2 e R3
sono i tre reticoli che compongono lo spettrometro.
(vedi Fig. 4.2) posta fuori di esso, passa attraverso due fenditure regolabili
(una orizzontale e l’altra verticale) e viene indirizzato con delle opportune
ottiche sul primo reticolo di diffrazione.
In sottrattivo i reticoli R1 e R3 vengono utilizzati per disperdere la radiazio-
ne incidente ad angoli diversi in funzione della lunghezza d’onda. Il secondo
reticolo invece ricombina la radiazione incidente proveniente dal primo e la
riflette sul terzo reticolo.
In additivo tutti e tre i reticoli invece disperdono la luce, con il risultato di
una maggior risoluzione, a scapito di una riduzione di intensita` del segnale
analizzato.
Lo spettrometro utilizzato rivela solo luce polarizzata orizzontalmente ri-
spetto al piano. Nelle nostre misure di fotoluminescenza a 2K nel criostato a
4He lo spettrometro e` stato utilizzato in sottrattivo, mentre nelle misure di
diffusione anelastica di luce sia nel criostato He4 che nel Dilution si e` usato
la configurazione in additivo.
La luce dispersa dai reticoli viene raccolta da una CCD raffreddata ad azoto
liquido, per minimizzare il rumore termico. La CCD (Charge-Coupled Devi-
ce) e` un circuito integrato formato da una griglia di elementi semiconduttori
in grado di accumulare una carica elettrica proporzionale all’intensita` della
radiazione incidente su di essi. Nel nostro caso la CCD e` composta da una
matrice di 1024 x 256 pixels.
La precisione sperimentale del nostro strumento e` facilmente verificabile in-
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viando in ingresso la luce laser utilizzata per le nostre misure, di lunghezza
d’onda fissata ad esempio a 800 nm. Dal momento che la larghezza di riga
nominale del laser e` molto piu` piccola della precisione dello spettrometro,
l’analisi spettrale della riga laser avra` una larghezza di riga (FWHM) de-
terminata dalla precisione del nostro strumento. Un fit gaussiano relativo
ad uno spettro laser a λ = 799.02nm restituisce una FWHM di ∼ 0.03meV
(vedi Fig. 4.13). In particolare, e` possibile associare allo strumento un potere
risolvente pari alla meta` della FWHM, e pertanto una precisione di misura
di ∼ 0.015meV.
Per focalizzarsi con lo spot del laser sui reticoli nanofabbricati del nostro
Figura 4.13: Fit gaussiano relativo ad uno spettro laser di lunghezza d’onda
λ = 799.02nm. Il fit restituisce una FWHM= 0.013nm, che corrisponde in
meV a ∼ 0.03meV.
campione, e` stato posto poco prima delle fenditure dello spettrometro uno
specchietto reclinabile, mentre la camera del dilution e` stata illuminata at-
traverso l’impiego di un LED sottostante al dilution stesso (Fig. 4.14). La
luce diffusa del LED e del laser viene cos`ı focalizzata su una CCD commer-
ciale, e l’immagine proiettata su uno schermo.
4.2 Risultati sperimentali
4.2.1 Fotoluminescenza e eccitazioni collettive di carica CDE
Una volta realizzati i reticoli artificiali e aver preparato il setup sperimenta-
le abbiamo proceduto ad una analisi iniziale a temperature di 2K con l’uso
dell’Optistat, in assenza di campi magnetici.
Le misure condotte in questo criostato servono a mostrare se la nanofabbri-
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Figura 4.14: Immagine al buio della zona sottostante il dilution, nei pressi
della camera del nostro campione. L’illuminazione della finestra che connet-
te la camera con l’esterno avviene tramite LED. La luce diffusa poi viene
raccolta e tramite lo specchietto reclinabile mandata alla CCD commerciale,
attraverso la quale viene proiettata su uno schermo
cazione ha in qualche modo avuto un impatto sulla fotoluminescenza (PL)
del 2DEG confinato. Infatti i reticoli artificiali a struttura esagonale studiati
precedentemente da A. Singha et al. [3] e da I. Torre [41] hanno mostrato
un cambiamento nella struttura della PL tra regioni prossime ai reticoli e
regioni invece lontane. In particolare, per regioni prossime ai reticoli, e` sta-
to osservato nella struttura della PL l’insorgere di un picco di eccitazione
aggiuntivo E2 oltre a quello presente all’energia del gap del GaAs E1, che
potrebbe coinvolgere stati prossimi all’energia di Fermi EF , ma la cui na-
tura non e` stata ancora ben compresa (vedi la Fig. 4.15 relativa alle nostre
misure per un’idea del differente profilo di fotoluminescenza). All’interno di
questa interpretazione, attraverso la misura della differenza di energia tra
questi due picchi di eccitazione e` possibile risalire alla densita` elettronica del
2DEG dentro al pozzo quantico, infatti:
|E2 − E1| = EF (1 + me
mh
),
con EF = pin~2/me l’energia di Fermi, me(h) la massa efficace degli elettroni
(delle buche) e n la densita` elettronica dentro al pozzo. Nel nostro caso, per
una differenza di energia di ∼ 1.2meV otteniamo una densita` elettronica di
∼ 3× 1010cm−2.
Guidati da questi risultati abbiamo deciso di utilizzare il metodo di controllo
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basato sulla forma del profilo di fotoluminescenza come test per la buona
riuscita del nostro processo di fabbricazione, prima di inserire il campione
dentro al Dilution per le misure in campo magnetico.
Alla luce di questo la necessita` di realizzare sullo stesso campione non solo
Figura 4.15: Spettri di fotoluminescenza relativi alla zona in cui e` presente
il reticolo esagonale e ad una zona non modulata molto distante da en-
trambi i reticoli. Come si vede, la PL con lo spot centrato sul reticolo
esagonale (colore nero) risulta strutturata, con due picchi di eccitazione
a E1 = 1522.3 ± 0.1meV (corrispondente al gap del pozzo quantico) e a
E2 = 1523.5±0.1meV, riflesso dell’impatto della fabbricazione nel 2DEG. La
PL ottenuta invece centrandosi fuori dal reticolo (∼ 700µm) ha mostrato la
presenza di entrambi i picchi, ma con rapporti in intensita` significativamen-
te diversi. In particolare l’eccitazione rappresentata dal picco ad energia piu`
alta risulta piu` debole. Entrambe le energie di eccitazione appaiono traslate
rispetto a quelle relative alla PL presa in prossimita` del reticolo esagonale
di un valore ∆E = 0.4meV. Le misure sono state prese a P = 140µW di
potenza, λ = 800nm di lunghezza d’onda, a temperature di T = 2K.
reticoli a struttura quadrata, ma anche quelli a struttura esagonale, risulta
auspicabile, sia per avere un confronto diretto con reticoli fabbricati in mo-
do identico, ma anche per poter sapere che tipo di cambimento ci si debba
aspettare da un processo di fabbricazione andato a buon fine, essendo i re-
ticoli esagonali gia` stati studiati.
Il setup sperimentale per le misure condotte nell’Optistat e` simile a quello
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adottato per il Dilution. In particolare, facendo riferimento allo schema in
Fig. 4.2 (con l’ovvia sostituzione dell’Optistat al posto del Dilution), la lente
P utilizzata ha una focale f = 25± 2cm, mentre le lenti D1 e D2 hanno una
focale rispettivamente di f = 10± 1cm e f = 25± 2cm.
Lo spot del laser, di potenza incidente di P = 140 µW e λ = 800nm di
Figura 4.16: Spettri di risonanza relativi alla CDE osservata su un reticolo
esagonale. L’energia, misurata rispetto all’energia di riferimento del laser,
risulta di E = 26.50 ± 0.02meV. Si noti come, attraverso processi di diffu-
sione anelastica di luce, si riesca a distinguere tra eccitazioni facenti parte
di PL, costanti in energia al variare della lunghezza d’onda del laser, e in-
vece eccitazioni raman, la cui energia si sposta insieme all’energia del laser
incidente, mantenendo invece costante la distanza relativa in energia, ovve-
ro il cosiddetto Energy Shift. Misure prese con P = 140µW di intensita`, a
temperature di T = 2K e con tempi di acquisizione di 30s.
lunghezza d’onda, e` stato indirizzato attraverso l’impiego della CCD com-
merciale, verso le zone del campione desiderate. Le misure sono state tutte
condotte in polarizzazione parallela.
Anche in questa circostanza vale un discorso analogo a quello fatto prece-
dentemente sulla caratterizzazione dello spot del laser sui nostri campioni.
In particolare, come gia` detto, in assenza di considerazioni inerenti zone
di interazione efficace, la FWHM del laser sul campione viene stimata di
circa 200 ± 30µm. Introducendo invece considerazioni analoghe su possibili
intensita` di soglia che influiscono nella determinazione dello spot reale del
laser, risulta possibile avere uno spot del laser con un diametro efficace di
d = 2re = 500 ± 75µm. Pertanto, per coerenza, nel seguito, ogni volta che
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diremo che ci siamo posti su un particolare reticolo, intenderemo dire che
ci siamo centrati su quel reticolo, non avendo un controllo totale sull’area
effettiva coperta dallo spot del laser.
Tra tutti i campioni realizzati, solo quello con profondita` di incisione di
51nm ha mostrato una differenza di PL (vedi Fig. 4.15) tra le zone in cui
erano presenti i reticoli e le zone non incise, con una struttura simile a quelle
ottenute nei gia` citati lavori di A. Singha e I. Torre. Tale campione conte-
neva reticoli a geometria esagonale e quadrata, equispaziati di ∼ 700µm.
In seguito allo studio relativo alla PL, sul campione profondo 51 nm e` stata
indagata la presenza dei modi intersottobanda di carica (CDE) attraverso la
diffusione anelastica di luce. Tali modi, se osservati, permettono di verificare
che il processo relativo all’attacco chimico a secco non abbia scavato cos`ı in
profondita` da svuotare il pozzo quantico con il 2DEG confinato.
Le eccitazioni, mostrate in Fig. 4.16 e 4.17, si sono manifestate sia dentro
che fuori i nostri reticoli, ad una distanza in energia dal picco laser pari a
ECDE = 26.50±0.02meV. Questo risultato suggerisce la presenza del 2DEG
confinato sia dentro che fuori da tali regioni.
4.2.2 I modi di Hubbard
In seguito alle misure condotte con l’Optistat, il campione e` stato posto den-
tro al Dilution, per le misure in campo magnetico relative alle eccitazione di
Hubbard.
Dapprima ci siamo centrati attraverso l’ausilio della CCD commerciale sul
reticolo esagonale, e abbiamo preso misure di diffusione anelastica per osser-
vare la presenza dei modi di Hubbard relativi a tale geometria. Ancora una
volta la confidenza con cui affermiamo di esserci posizionati su un reticolo e`
determinata dalle considerazioni fatte in precedenza. In particolare, a causa
di uno spot caratterizzato molto probabilmente da dimensioni 500± 100µm
o anche maggiori, potremmo durante l’acquisizione di uno spettro di diffu-
sione anelastica, eccitare contemporaneamente anche il reticolo di un’altra
geometria (vedi Fig. 4.18). Tuttavia questo non ci impedisce di constatare,
come gia` anticipato, se ci siano delle differenze nelle eccitazioni di Hubbard
dovute alla geometria, purche´ tali differenze possano essere risolte dalle no-
stre misure. In particolare, come e` possibile vedere nelle figure successive,
essendo i modi di Hubbard caratterizzati da una FWHM di ∼ 0.2meV, per
poter risolvere bene due eccitazioni di Hubbard vicine e` necessario che que-
ste distino almeno quanto la meta` della FWHM.
In Fig. 4.19 viene rappresentato il profilo di risonanza di un modo di Hub-
bard osservato, di energia E = 6.86±0.01 meV, a temperature di T = 1.5K,
con campo magnetico B = 9 T, potenza P = 250µ W e tempo di esposizione
di 10 min, su un reticolo a geometria quadrata. Come si vede, al variare della
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Figura 4.17: Spettri relativi a due risonanze di CDE, una sul reticolo esa-
gonale, l’altra lontano da questo. Come si vede la CDE risulta presente sia
dentro che fuori dai nostri reticoli. L’energia riportata sull’asse x corrisponde
alla differenza di energia tra l’eccitazione osservata e il laser, differenza che
rimane costante al variare della lunghezza d’onda del laser incidente, per-
mettendo di concludere che il picco mostrato in figura corrisponde ad una
eccitazione raman risonante. L’energia di eccitazione e` E = 26.50±0.02meV.
Misure prese con P = 140µW di potenza, a temperature di 2K e con tempi
di acquisizione di 30s.
lunghezza d’onda del fascio laser incidente il profilo aumenta di intensita`, per
poi decrescere. Questo e` un tipico esempio di spettro di diffusione anelastica
di luce dei modi elettronici nei semiconduttori. In particolare, la differenza
di energia costante di questi modi dall’energia di eccitazione del laser, al
variare della lunghezza d’onda di quest’ultimo, permette di distinguerli da
eccitazioni di magneto-luminescenza, la cui energia e` costante, mentre cio`
che varia e` la differenza di energia tra di essi e quella del laser, al variare
della lunghezza d’onda.
I modi di Hubbard sono stati osservati a partire da campi magnetici di 6.5 T,
e la loro dispersione in funzione del valore del campo magnetico e` mostrata
in Fig. 4.20.
Nella stessa figura sono riportati il fit relativo alla dispersione del modo di
Hubbard osservato, e la dispersione e e il fit relativo per la dipendenza del
modo di Hubbard in un reticolo esagonale con passo reticolare di 90nm e
diametro dei pilastri di 50nm realizzato da Torre [41], in modo tale da otte-
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Figura 4.18: Schema del nostro campione con sopra i 4 reticoli artificiali,
due a forma esagonale (E) e due a forma quadrata (Q) ricavati tramite
nanofabbricazione. Le distanze tra i vari reticoli sono di ∼ 700µm. Come
si puo` osservare dalla figura, se lo spot efficace del laser risulta avere un
diametro paragonabile o superiore alla distanza tra i vari reticoli, allora
potrebbe succedere che due reticoli a differente geometria vengano eccitati
contemporaneamente.
nere un confronto diretto con i reticoli fabbricati precedentemente.
Nel caso di Torre il fit per la dispersione dei modi di Hubbard con una curva
E = aBα restituisce il valore α = 0.46±0.01, nel nostro caso il fit restituisce
un valore di α = 0.52± 0.03, entrambi in buon accordo con una dispersione
dei modi della forma E ∝ √B.
Si e` anche fatto un confronto tra gli spettri di eccitazione ottenuti con lo
spot del laser centrato rispettivamente sul reticolo a forma quadrata e su
quello a forma esagonale entrambi sul nostro campione. Tale misura, come
si e` gia` detto, risulta affetta dal fatto che, a causa delle dimensioni del laser,
entrambi i reticoli potrebbero essere eccitati contemporaneamente, impeden-
doci di distinguere i due contributi, a meno di una distanza di questi ultimi
superiore alla HWHM che caratterizza i rispettivi modi di Hubbard, distan-
za dell’ordine di ∼ 0.1meV. Le misure, come si puo` constatare in Fig. 4.21
non hanno prodotto differenze apprezzabili: le energie dei due modi, ottenu-
re tramite un fit lorenztiano, sono state di E = 6.22± 0.01meV (esagono) e
E = 6.29± 0.01meV (quadrato), uno scarto troppo piccolo per considerarle
significativamente diverse.
Il risultato descritto non ci permette di affermare che non vi siano in assolu-
to differenze tra i due reticoli. Tuttavia, per quanto detto sin qui, ci permette
di affermare che tali differenze, se presenti, sono sicuramente minori della
HWHM di ognuno dei due modi in Fig. 4.21, altrimenti, pur non avendo
il completo controllo sullo spot del nostro laser, saremmo stati comunque
in grado di risolvere questa differenza. Pertanto possiamo concludere, con
una incertezza di 0.1meV, che i reticoli artificiali nanofabbricati a diversa
geometria hanno modi di Hubbard la cui dispersione in campo magnetico ri-
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Figura 4.19: (A) Spettri relativi alla risonanza di un modo di Hubbard, di
energia E = 6.86± 0.01meV. Misure prese con P = 250µW di potenza, lun-
ghezza d’onda indicata nella figura per ogni acquisizione, a campi magnetici
di 9T, e con tempi di acquisizione di 10min. (B) Un fit gaussiano relati-
vo al picco di risonanza di massima intensita` (λ = 798.95 nm) restituisce
per l’energia E e la FWHM rispettivamente i valori E = 6.86 ± 0.01 meV
e 0.26 ± 0.01 meV. (C) Un fit lorentziano relativo al picco di risonanza di
massima intensita` (λ = 798.95 nm) restituisce per l’energia E e la FWHM
rispettivamente i valori E = 6.86± 0.01 meV e 0.23± 0.02 meV.
sulta pressoche` identica. La differenza di energia di eccitazione ottenuta dal
confronto tra i risultati di Torre [41] e i nostri puo` peraltro essere imputata
quasi interamente al differente passo reticolare (90nm al posto di 120nm) e
alle differenti dimensioni dei pilastri (50nm al posto di 60nm) che caratte-
rizzano entrambi i reticoli.
Infine, nella Fig. 4.22 vengono mostrati tre picchi di risonanza del modo
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Figura 4.20: Dispersione dei modi di Hubbard in funzione del campo ma-
gnetico. I punti e la linea di colore rosso indicano rispettivamente i valori e
il fit di tali misure ottenute su un reticolo esagonale da I. Torre, mentre i
punti e la linea di colore nero indicano rispettivamente i valori e il fit di tali
misure ottenute su un reticolo quadrato. Le nostre misure sono state prese
con P = 250µW di potenza, a campi magnetici variabili tra 6.5 T e 9 T, e
con tempi di acquisizione di 10min. Gli errori sulle energie relative ai modi
di Hubbard non sono riportati, perche` troppo piccoli rispetto alle scale di
energia che caratterizzano il grafico.
di Hubbard con lo spot centrato sul reticolo quadrato, al variare del campo
magnetico, da 8T a 9.5T. Un fit lorentziano della risonanza centrale a 9T
restituisce per la FWHM il valore 0.23± 0.01meV.
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Figura 4.21: (A) Spettri relativi a modi di Hubbard presi ad un campo
magnetico di 7.5T su un reticolo esagonale (colore nero), e quadrato (colore
rosso), a temperature di 1.5K. (B) Spettro di risonanza relativo al modo
di Hubbard su reticolo esagonale. Un fit lorentziano restituisce E = 6.22 ±
0.01meV e FWHM = 0.24 ± 0.01meV. (C) Spettro di risonanza relativo
al modo di Hubbard su reticolo quadrato. Un fit lorentziano restituisce il
valore E = 6.29± 0.01meV e FWHM = 0.24± 0.01meV.
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Figura 4.22: (Sopra) Spettri relativi a modi di Hubbard presi a differenti
campi magnetici: 8T (colore nero) con energia E = 6.49± 0.01meV, 9T (co-
lore rosso) con energia E = 6.82 ± 0.01meV, 9.5T (colore blu) con energia
E = 6.98± 0.01 meV. Come si vede dalla figura le energie di eccitazione si
spostano all’aumentare del campo magnetico. (Sotto) Spettro di risonanza
relativo al modo di Hubbard con B = 9T di campo magnetico. Un fit lo-
rentziano intorno al picco massimo di colore nero, di valore E = 6.82± 0.01
meV restituisce un valore per la FWHM di 0.21±0.01 meV. Le misure sono
state prese con P = 250µW di potenza e con tempi di acquisizione di 10min.
Capitolo 5
Conclusioni e Sviluppi futuri
In conclusione di questo lavoro abbiamo indagato con maggior dettaglio
il processo di nanofabbricazione dei reticoli artificiali e studiato l’impatto
della geometria sulle eccitazioni collettive relative agli effetti di correlazio-
ne di Mott-Hubbard presenti. In particolare, riassumendo quanto detto nel
capitolo precedente, siamo riusciti a dare una stima inferiore sull’uguale an-
damento dei modi di Hubbard presenti nei reticoli a differente geometria,
stima che risulta essere dell’ordine di 0.1meV, ovvero il potere risolvente del
nostro sistema. Infatti, pur potendo essere incorsi in problemi di collima-
zione del fascio laser utilizzato, problemi che ci potrebbero aver portato ad
eccitare piu` di un reticolo artificiale contemporaneamente, la presenza di un
impatto della geometria nelle eccitazioni studiate si sarebbe tradotta in un
inviluppo di due spettri, con energie differenti, relativi alle due diverse geo-
metrie. Questo risulta vero fino a che i due spettri possono essere risolti, e
questo accade se e solo se la loro separazione risulta maggiore delle HWHM
che li caratterizzano.
Come discusso precedentemente questo non si e` verificato. Pertanto ne con-
cludiamo che le eccitazioni di Hubbard dei reticoli artificiali a diversa geo-
metria non manifestano una differenza significativa nel valore dell’energia di
eccitazione, con un limite inferiore a quanto detto di ∼ 0.1meV
Cercare di abbassare ulteriormente questo limite rappresenta sicuramente
una necessita` per il controllo completo di tali strutture. Pertanto un possi-
bile lavoro futuro potrebbe essere quello di migliorare da una parte il setup
sperimentale, ed in particolare l’ottica che lo caratterizza, dall’altra con-
centrarsi su campioni che presentano una sola geometria, a scapito di un
processo di fabbricazione dei reticoli a differente geometria identico.
Infine lo sviluppo di questo lavoro piu` interessante, e sicuramente il piu` am-
bizioso, risulta quello di realizzare e studiare reticoli artificiali portando il
passo reticolare a dimensioni inferiori, spingendo quindi le tecniche di nano-
fabbricazione fino allo stato dell’arte.
La riuscita di questo processo infatti permetterebbe di studiare completa-
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mente la transizione metallo-isolante presente in questi sistemi con interazio-
ne di correlazione a lungo raggio, un regime di fisica ricchissimo oggi oggetto
di grande interesse, e permetterebbe di spingersi fino ad ottenere strutture
con parametro di hopping degli elettroni tra i siti del potenziale periodico
tale da poter osservare strutture cristalline, quale ad esempio il grafene.
Sistemi artificiali di questo tipo, con la grande liberta` che offrirebbero di
poter regolare i parametri che li caratterizzano, permetterebbero di esplora-
re nel dettaglio situazioni di fisica gia` esistenti, o addirittura di crearne di
nuove.
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