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ABSTRACT
Negli ultimi anni, l'augmented reality ha aperto una finestra su un mondo di possibilità, che 
trovano spazio in numerosi campi, anche molto diversi tra loro; uno di questi è la chirurgia 
assistita dal computer (computer assisted surgery).
In questo lavoro, verrà mostrata un'interessante applicazione dell'AR in questo ambito, che 
consiste nel mixare, in modo coerente e in tempo reale, modelli virtuali 3D di parti 
anatomiche di un paziente, ottenuti da immagini TAC o RM, con immagini dal vivo, 
acquisite per mezzo di telecamere. Il dispositivo utilizzato è un visore 3D dotato di 
telecamere, leggero e portatile, nonché economico, che un chirurgo può indossare in fase 
pre-operatoria, per visualizzare il risultato degli esami radiologici direttamente sul paziente 
e così pianificare meglio l'intervento che si sta accingendo a compiere, o che un giovane 
medico può utilizzare per il training.
Le varie fasi che portano alla fusione delle immagini reali e virtuali verranno analizzate nel 
dettaglio, sia negli aspetti teorici che in quelli pratico-applicativi: partiremo con le 
problematiche relative alla calibrazione, che ci porteranno a trovare un modello per 
descrivere analiticamente una telecamera, mediante alcuni parametri intrinseci e altri propri 
del modo di inquadrare la scena; proseguiremo occupandoci di aspetti di computer vision, al 
fine di localizzare alcuni pattern noti che, grazie alle loro caratteristiche, sono in grado di 
fornire informazioni sulla posizione/orientazione delle telecamere rispetto ad esso, creando 
così una relazione mondo-telecamera che si aggiorna in tempo reale; per concludere, 
modelleremo, servendoci dei dati ottenuti, due telecamere virtuali che abbiano lo stesso 
comportamento di quelle reali, istante per istante, in modo tale da consentire un perfetto 
matching real-time delle due scene (quella reale e quella virtuale) inquadrate.
L'analisi dei risultati sperimentali mostrerà un buon comportamento del sistema, tale da 
rendere verosimile, e dunque ben fruibile, il mix di elementi reali e virtuali, e da poterlo 
dunque ritenere adatto al suo scopo.
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CAPITOLO 1
Augmented reality: caratteristiche, potenzialità
e applicazioni in ambito medico-chirurgico
In questo capitolo introdurremo il concetto di  augmented reality  e definiremo gli obiettivi 
del nostro lavoro.
Inizieremo con una panoramica sulle caratteristiche generali dell'augmented reality,  sulle 
sue potenzialità e sui suoi campi di applicazione; ci soffermeremo in particolare sull'uso in 
campo medico-chirurgico, del quale esamineremo lo stato dell'arte.
Infine,  parleremo  brevemente  dell'attività  di  ricerca  svolta  presso  EndoCAS  ed 
analizzeremo nel dettaglio gli obiettivi che vogliamo raggiungere.
1.1 – Augmented reality: “aumentare” la realtà
Nel 1990, Tom Caudell e David Minzell (Caudell, 1992) ricercatori della Boeing Company, 
coniarono il termine <<augmented reality>>, riferendosi a un casco di loro invenzione che, 
indossato dai piloti, mostrava informazioni relative alle procedure di volo e di atterraggio, 
permettendo di incrementare la visione della realtà.
L’augmented reality (AR) -in italiano <<realtà aumentata>>- è un arricchimento della realtà, 
per mezzo di informazioni virtuali di diverso tipo e di diverso formato (grafico, testuale, 
sonoro  ecc.),  che permette  di  “aumentare”  la  percezione sensoriale  oltre  i  suoi  normali 
limiti, consentendo così una migliore e più approfondita conoscenza della realtà. 
Generalmente consideriamo realtà ciò che abbiamo di fronte, ciò che vediamo coi nostri 
occhi, ciò che sperimentiamo coi nostri sensi. La realtà però non si racconta da sola, o, per  
lo meno, noi riusciamo a cogliere solo una parte di ciò che ci interessa sapere: per esempio, 
camminando  per  strada  in  un  luogo  che  non  conosciamo  possiamo  vedere  un  centro 
commerciale, ma non possiamo sapere quali negozi vi siano dentro, quale sia il loro orario 
di apertura e quali prodotti siano in saldo, a meno di non entrare e chiedere informazioni o 
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di non collegarsi al suo sito internet; trovandoci per la prima volta davanti alla consolle di 
qualche marchingegno, non possiamo comprenderne subito il funzionamento, a meno di non 
avere accanto il  manuale delle istruzioni;  ascoltando una canzone alla  radio mai  sentita 
prima, non possiamo risalire direttamente alle informazioni riguardanti il titolo del brano, 
l'album e l'autore ecc. Finora si è sopperito a questa mancanza mediante le tecnologie di 
controllo e dell'informazione (sistemi di controllo, internet...), provando a diminuire il  gap 
tra ciò che possiamo conoscere immediatamente coi cinque sensi e ciò che possiamo sapere 
in più in altro modo; la AR permette invece di saltare potenzialmente questo passaggio, 
consentendo  di  avere  informazioni  aggiuntive  direttamente  attraverso  la  percezione 
sensoriale, con evidente riduzione dei tempi e della complessità del processo cognitivo.
Il risultato è che “ambiente reale e virtuale sembrano coesistere e l’utente si può muovere 
liberamente nella scena, con la possibilità, altresì, di interagire con essa. Tutto ciò deve 
essere ovviamente elaborato in maniera ottimale, ovvero in maniera tale che l’utente abbia 
la  percezione  di  una  singola  scena  nella  quale  il  reale  ed  il  virtuale  sono  due  entità 
indistinguibili” (Aloisio, 2007)
1.1.1 – L'augmented reality nel Reality-Virtuality Continuum
Con il  boom  delle tecnologie  informatiche che si  è  riscontrato negli  ultimi  trent'anni,  è 
diventato sempre più di  uso comune il  concetto di  <<realtà virtuale>> (VR);  ad esso è 
andato affiancandosi quello di AR, diffusosi in particolar modo nei cinque anni passati e, 
parallelamente, anche quelli di mixed reality (MR) e augmented virtuality (AV).
È sicuramente opportuno fare chiarezza sul significato di questi quattro termini, che, pur 
collocandosi nella stessa area di interesse, presentano differenze sostanziali. A tale scopo, ci 
serviremo del diagramma del Reality-Virtuality Continuum, proposto da Milgram e Kishino 
nel 1994 (Milgram, 1994) e mostrato in Figura 1.1, che colloca la realtà e la virtualità non in 
due universi  separati,  ma  in  un  unico  universo  in  cui  è  possibile passare  gradualmente 
dall'uno all'altro concetto, senza soluzione di continuità.
All’estremo sinistro del continuum si trova la realtà, cioè tutto ciò che possiamo percepire 
con il  solo uso dei cinque sensi, e con cui possiamo interagire direttamente; all’estremo 
destro si trova invece la realtà virtuale, ovvero un mondo di oggetti non tangibili, generati 
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con  modelli  e  simulazioni  e  visualizzati  attraverso  monitor  o  dispositivi  immersivi,  un 
mondo dove niente di ciò che si percepisce è realmente esistente e tutto è ricostruito. In 
mezzo ai due estremi si colloca la mixed reality, che dunque fa riferimento a qualunque tipo 
di fusione, di “mix”, tra ambienti/oggetti reali e ambienti/oggetti virtuali. Muovendoci da 
sinistra verso destra nel campo della MR, incontriamo l'augmented reality, nella quale reale 
e virtuale coesistono, ma dove comunque la realtà ha un ruolo predominante rispetto ai dati 
virtuali  aggiuntivi.  Avvicinandoci  sempre  più  alla  VR  e  vedendo  progressivamente 
aumentare  il  numero  di  informazioni  virtuali,  entriamo  nell'ambito  dell'augmented 
virtuality, dove coesistono ancora dati reali e virtuali, ma, adesso, sono i secondi ad essere 
predominanti  e  i  primi si  limitano ad incrementare,  con qualcosa di  vero,  un ambiente 
completamente ricostruito.
Figura 1.1: Diagramma del Reality-Virtuality Continuum
Alla luce di quanto detto, gli obiettivi della AR risultano più chiari: mentre, per esempio, la 
VR mira a sostituirsi alla realtà -proponendo un ambiente generato completamente da un 
computer-, così come l'AV -dove appaiono degli elementi  reali ma solo all'interno di un 
mondo fittizio-, la AR vuole invece partire da essa ed aumentarne la percezione. Se ciò da 
un  lato  apre  un  universo  di  possibilità  applicative,  dall'altro,  ovviamente,  comporta 
l'esigenza di tecnologie specifiche (come vedremo nel seguente sottoparagrafo), in quanto 
non è più un sistema digitale ad avere il completo controllo di tutto, come nella VR, ma si 
vengono a incontrare due mondi diversi, ognuno con le proprie regole, mondi che devono 
coesistere in modo coerente, per essere percepiti in una forma utile all'utente.
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1.1.2 – Tecnologie e applicazioni dell'augmented reality
Dai  primi  tentativi  pionieristici  degli  anni  trenta,  la  AR  ha  continuato  a  svilupparsi, 
parallelamente alla crescita delle tecnologie informatiche, specialmente in ambito scientifico 
e professionale; ma è negli ultimi anni, con il boom di dispositivi portatili sempre più smart 
(tablet,  smartphone...) e con l'affinamento delle tecniche di  global positioning,  che l'uso 
della AR è cresciuto in modo esponenziale, andando a investire un numero di campi sempre 
maggiore  e  avvicinandosi  sempre  più  all'esperienza  quotidiana  delle  persone.  Possiamo 
sicuramente considerare la realtà aumentata una delle nuove frontiere del progresso.
Figura 1.2: Un caschetto per realtà aumentata
Benché le sue tecnologie specifiche varino da contesto a contesto, possiamo trovare alcuni 
denominatori comuni che derivano direttamene dalle esigenze a cui la AR deve rispondere, 
ovvero:
• poter acquisire immagini reali e virtuali;
• saper  collocare  gli  oggetti  virtuali  nell'ambiente  reale  con coerenza  e  precisione, 
(operando una registrazione1);
• evitare  sfasamenti  temporali  tra  gli  spostamenti  della  scena  reale  e  quelli  degli 
oggetti virtuali (problema della latenza tra reale e virtuale);
• consentire una visualizzazione della scena mixata in tempo reale.
Tali tecnologie spaziano da un semplice computer dotato di webcam, a dispositivi portatili  
1.  Nell'ambito dell'imaging technology, la registrazione è quel procedimento che consente di mappare due o più insiemi 
di dati differenti in un unico sistema di riferimento.
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con  telecamera  integrata  (palmari,  tablet...),  agli  head-mounted  display  (HMD),  visori 
indossabili  che  hanno  il  vantaggio  di  fornire  all'utente  una  sensazione  di  immersione 
nell'ambiente, costituiti  da piccoli schermi tradizionali collegati a telecamere -video see-
through- o da schermi semitrasparenti -optical see-through- (i concetti di  video e  optical  
see-through saranno chiariti meglio nel paragrafo 2.1, durante la fase di modellazione del 
nostro  problema).  Troviamo  inoltre  tutta  una  serie  di  sistemi  di  localizzazione  (la 
localizzazione è uno dei punti chiave del nostro problema e sarà ampiamente trattata nel 
paragrafo 2.3), spesso integrati con i dispositivi sopraelencati, che vanno da una normale 
videocamera, ad accelerometri e giroscopi, a  tracker  di vario tipo, costruiti appositamente 
per applicazioni di AR, corredati da sensori e marcatori. Infine è opportuno citare anche 
tutte  le  tecnologie  informatiche  per  la  creazione e  la  gestione  di  modelli  virtuali  e  per 
l'elaborazione e  l'invio dei  dati,  tecnologie  che devono essere  in  grado di  rispondere  al 
problema  della  latenza  e  alle  esigenze  di  visualizzazione  real  time,  fornendo  strutture 
leggere e facilmente manipolabili.
Proprio per la sua natura versatile e per la semplicità realizzativa di gran parte delle proprie 
tecnologie specifiche, gli ambiti in cui la AR trova utilizzo sono numerosissimi e in costante 
aumento, tanto da renderne impossibile una catalogazione esaustiva; ci limiteremo dunque 
ad elencare i più importanti.
• Training: la possibilità di far apparire oggetti virtuali in un ambiente reale dove 
l'uomo può interagire,  così  come indicazioni  sulle  azioni  che  dovranno essere 
eseguite,  rende la AR particolarmente adatta all'addestramento,  specialmente in 
quei contesti dove è rischioso o impossibile farlo direttamente sul campo.
• Architettura e design: la AR può essere usata, per esempio, per sovrapporre un 
modello virtuale di un edificio direttamente sul luogo fisico dove sarà costruito, o 
dei modelli  di mobili  all'interno di un ambiente da arredare, fornendo così una 
visualizzazione del lavoro finito, prima ancora di iniziarlo.
• Apparecchiature militari: in ambito militare l'AR trova spazio fin dai suoi primordi 
sia  nella  simulazione  delle  missioni,  mediante  l'apparizione  di  target  virtuali 
nell'ambiente reale,  sia direttamente in battaglia,  mediante la  comunicazione di 
dati utili in modo visuale e in tempo reale.
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• Commercio: la AR è utile sia dal punto di vista del cliente, per esempio per poter 
“guardare” all'interno della confezione di  un prodotto senza aprirla e per poter 
ottenere informazioni aggiuntive su di esso, sia da quello del venditore, che può 
servirsi di uno strumento di marketing più completo e coinvolgente.
• Turismo: il turista può ottenere informazioni storico-geografiche relative al luogo 
che sta visitando, solo guardando attraverso un tablet o un palmare l'oggetto di suo 
interesse.
• Archeologia e beni culturali: la sovrapposizione di caratteristiche archeologiche 
virtuali all'ambiente così com'è ai giorni nostri, consente ai ricercatori di formulare 
ipotesi e trovare conclusioni sulla configurazione e lo sviluppo dei sito; inoltre la 
possibilità di ricostruire virtualmente antiche rovine permette un'immersione più 
profonda nell'antico contesto storico-artistico.
• Sistemi di manutenzione e controllo industriale: anche operatori non specializzati 
possono gestire apparecchiature industriali complesse, tramite la visualizzazione 
diretta di indicazioni specifiche, che è possibile fornire anche a distanza.
• Intrattenimento: la possibilità di far comunicare tra loro reale e virtuale apre la 
strada  a  nuove  forme  di  intrattenimento  in  cui  l'uomo  ha  una  parte  attiva 
importante, rispetto per esempio alla VR in cui l'uomo era perlopiù passivo.
• Vita quotidiana: sono in continuo aumento le  app  per smartphone e tablet  che 
forniscono informazioni su orari e percorsi dei mezzi di trasporto, prezzi e orari 
degli esercizi commerciali e, in generale, informazioni di vario tipo sul contesto 
circostante, soltanto inquadrando il luogo o l'area di interesse; si segnalano inoltre 
applicazioni che consentono di visualizzare gli elementi circostanti in situazioni di 
troppa/poca illuminazione e/o di presenza di nebbia, come se tali fenomeni non 
fossero presenti.
A tutti questi ambiti si aggiunge quello della medicina, che, essendo il  nostro ambito di 
interesse, sarà trattato dettagliatamente nel prossimo paragrafo.
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Figura 1.3: Possibili applicazioni della AR nell'architettura (a), nello sport (b),
nel commercio (c), nella vita di tutti i giorni (d), nell'industria (e),
nei beni culturali (f), nell'intrattenimento (g) e nel training militare.
1.2 – Applicazioni dell'augmented reality in medicina
L'ambito medico-chirurgico è uno dei campi in cui la ricerca sulla AR ha avuto uno sviluppo 
considerevole, per gli indubbi vantaggi che se ne possono ricavare.
L'applicazione principale è la visualizzazione di  strutture anatomiche o patologiche e/o di 
informazioni  utili  per  un  intervento  o  una  diagnosi,  direttamente  in  situ, mediante  la 
sovrapposizione  di  modelli  3D  virtuali  e/o  di  set  di  dati  specifici,  alla  vista  reale  del 
paziente.
Per  spiegare  meglio  quali  siano  i  vantaggi  rispetto  alle  normali  tecnologie  di 
visualizzazione, occorre tener conto di tre aspetti fondamentali: la fusione di informazioni, 
la visualizzazione e l'interazione 3D, e la coordinazione occhio-mano.
Per quanto riguarda il primo aspetto, la possibilità di fondere tra loro più immagini, ognuna 
rappresentante  una  diversa  caratteristica  (superfici  di  organi,  aree  affette  da  patologie, 
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attività  di  sonde...),  e  di  aggiungere  dati,  posizionandoli  esattamente  sull'area  a  cui 
ineriscono,  consente  di  integrare  tutte  le  informazioni  in  un  unica  scena  verosimile  e 
semplificata, visualizzabile su di un unico monitor; si evita così di confondersi e di perdere 
tempo prezioso per spostare lo sguardo da un'apparecchiatura all'altra.
Riguardo al secondo aspetto, la visualizzazione offerta dalle tecnologie di AR consente una 
migliore  percezione  di  strutture  complesse,  come  per  esempio  quelle  dei  vasi,  oltre  a 
facilitare la comprensione di dati 3D, come quelli provenienti da TC e RM; in più, mediante 
l'uso di HMD stereoscopici, è possibile raggiungere un grado di interazione elevato, che, 
potenzialmente, consente di ridurre i tempi della prestazione chirurgica
Riguardo, infine, al terzo aspetto, è opportuno far presente che la coordinazione occhio-
mano del chirurgo viene talvolta pesantemente condizionata dal fatto che la sua azione e la 
visualizzazione del  display avvengono in due punti  diversi, come accade nella chirurgia 
mininvasiva: secondo Johansson (Johansson, 2001), uno dei principali punti di forza delle 
applicazioni di AR in campo medico sta proprio nel consentire il superamento di questa 
difficoltà attraverso la visualizzazione in situ.
Figura 1.4: Applicazioni mediche dell'AR
Le branche in cui l'AR ha trovato applicazione sono principalmente le seguenti:
• Diagnostica:  mescolando  le  immagini  reali  con  quelle  generate  dal  computer  si 
ottengono effetti visivi più realistici, che facilitano la comprensione del problema e la 
formulazione della diagnosi, e che consentono spesso di evitare un ricorso prolungato 
a tecniche che richiedono l'esposizione del paziente ai raggi X.
• Riabilitazione: sovrapponendo, per esempio, punti di riferimento virtuali allo spazio 
reale  si  possono  guidare  pazienti  con  problemi  di  mobilità  a  compiere  alcuni 
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movimenti.
• Training: il fatto che le interfacce di AR, mediante la sovrapposizione di modelli di 
anatomia interna, forniscano una visione “trasparente” del corpo del paziente, può 
essere utilmente sfruttato per dimostrazioni e simulazioni.
• Chirurgia:  come  vedremo  meglio  nel  prossimo  sottoparagrafo,  le  potenzialità 
dell’AR si rivelano preziose sia in fase di pianificazione che in fase di intervento; per 
fare qualche esempio, possiamo citare le biopsie guidate da sistemi che mettono in 
evidenza  il  profilo  ecografico  dell’organo  su  cui  si  deve  intervenire,  la 
sovrapposizione di informazioni 3D ricavate da TC o RM durante le operazioni, i 
sistemi di guida all'intervento nelle laparoscopie o nelle colonscopie ecc.
1.2.1 – L'augmented reality in computer assisted surgery
Sicuramente uno degli ambiti più interessanti per la sperimentazione della AR in campo 
medico  è  la  computer  assisted  surgery  (CAS)  -in  italiano  <<chirurgia  assistita  dal 
computer>>-,  cioè  quella  branca  della  medicina  che  usa  le  tecnologie  informatiche  per 
pianificazione, guida e assistenza chirurgica.
Figura 1.5: Intervento chirurgico coadiuvato dall'uso della AR, eseguito
presso l'istituto IRCAD di Strasburgo
Il  nostro lavoro,  come vedremo nel  prossimo paragrafo,  si  muove proprio all'interno di 
quest'ambito, motivo per cui riteniamo opportuno analizzarne brevemente le esigenze, le 
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applicazioni e lo stato dell'arte.
Data la  criticità  del  nostro campo di interesse,  tutti  i  requisiti  necessari  per  un corretto 
funzionamento di un sistema di AR, elencati nel sottoparagrafo 1.2.1, risultano ancora più 
stringenti. In particolare non si può prescindere da:
• avere a disposizione modelli di dati consistenti, affinché il materiale virtuale possa 
sostituirsi e/ aggiungersi alla realtà senza discrepanze;
• operare una registrazione estremamente precisa, poiché in una procedura chirurgica 
anche un piccolissimo errore può provocare conseguenze molto gravi;
• evitare  sfasamenti  temporali  tra  reale  e  virtuale,  affinché  la  scena  mixata  risulti 
verosimile;
• lavorare in tempo reale, per evitare anche il più piccolo spreco di tempo.
Anche se le tecnologie attuali consentono di rispondere abbastanza bene a queste esigenze, 
permangono  purtroppo  alcuni  problemi,  ad  oggi  insormontabili,  che  limitano  l'utilizzo 
dell'AR, problemi legati soprattutto al fatto che buona parte dell'anatomia interna dell'uomo 
muta continuamente, in intervalli temporali anche molto brevi (a volte della durata di un 
respiro!) e  soprattutto se soggetta a un intervento chirurgico (dove gli organi e i  tessuti 
vengono deformati, tagliati ecc.); dunque i modelli 3D virtuali che vengono utilizzati, per 
quanto creati ad hoc per ogni paziente -grazie alla TC o alla RM- e per quanto acquisiti a 
distanza ravvicinata dall'intervento (per generare un modello si possono richiedere anche 
25-30 minuti), non saranno mai perfettamente corrispondenti all'anatomia reale e quindi non 
potranno garantire sempre il grado di accuratezza necessario.
Ciononostante,  le  potenziali  applicazioni  in  chirurgia  sono  numerose  e  continuano  ad 
aumentare. A quelle più “classiche” di supporto dati visivo nelle procedure di laparoscopia, 
endoscopia  e  toracoscopia,  se  ne  sono  recentemente  aggiunte  altre  nell'ambito  della 
chirurgia ortopedica, neurologica e craniomaxillofacciale; in particolare, l’uso di tecnologie 
di navigazione consente vantaggi non indifferenti, riguardo alla sicurezza, all’estetica e agli 
aspetti funzionali, in procedure quali l’implantologia dentale, l’artroscopia, le osteotomie, le 
biopsie  immagine-guidate  e  la  rimozione  di  oggetti  estranei  (Ewers  2009). La  AR  è 
potenzialmente utile anche nelle procedure di cateterismo per il trattamento di aneurismi e 
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stenosi,  soprattutto  in  particolari  distretti  anatomici.  Infine,  anche  in  campo chirurgico, 
troviamo tutte le applicazioni che abbiamo visto essere tipiche del training medicale.
1.3 – Obiettivi del nostro lavoro
Lo scopo di questo lavoro è quello di sviluppare funzionalità di realtà aumentata nell'ambito 
della  chirurgia  assistita  dal  computer,  con  finalità  di  supporto  alla  pianificazione  pre-
operatoria e al training chirurgico.
1.3.1 – Contestualizzazione del lavoro all'interno di un progetto di ricerca sviluppato presso 
il Centro EndoCAS
La  nostra  attività  di  ricerca  si  è  svolta  presso  EndoCAS,  centro  di  eccellenza  per  la 
computer assisted surgery dell'Università di Pisa, che dal 2006 si occupa attivamente dello 
sviluppo  di  tecnologie  all'avanguardia  per  il  miglioramento  delle  attuali  procedure 
chirurgiche.
Le sue principali aree di interesse riguardano:
• lo sviluppo di software di segmentazione2 per la creazione di modelli anatomici 3D 
paziente-specifici;
• la riproduzione di organi sensorizzati ed ecografabili per la simulazione diagnostica e 
chirurgica;
• l'implementazione di sistemi di navigazione chirurgica per trattamenti mininvasivi;
• l'utilizzo della AR per finalità di esecuzione e simulazione di interventi chirurgici.
Per quanto riguarda quest'ultimo punto (quello di nostro interesse), è in fase di sviluppo un 
sistema  che  consente  la  visualizzazione  3D  di  immagini  radiologiche  preoperatorie 
direttamente  sul  corpo  del  paziente.  Di  norma,  infatti,  la  pianificazione  dell'intervento 
2.  Nell'ambito dell'imaging technology, con il termine <<segmentazione>> si intende un processo di partizione di 
un'immagine in una o più regioni significative.
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chirurgico si basa su un piccolo gruppo di immagini bidimensionali, estratte da un dataset 
volumetrico -ricavato tramite TC o RM- e sulla ricostruzione mentale da parte del chirurgo 
delle zone anatomiche interessate; così facendo, da un lato si ha una perdita di parte delle 
informazioni  radiologiche  e  dall'altro  si  richiedono  forti  capacità  interpretative  e 
immaginative per ricreare mentalmente  un modello anatomico.  Grazie a questo sistema, 
entrambi i problemi possono essere superati: tutte le informazioni della TC/RM vengono 
infatti utilizzate per creare un modello tridimensionale che verrà poi sovrapposto al corpo 
del  paziente,  consentendo così  di  vedere (e  non solo di  immaginare)  l'anatomia interna 
(Figura 1.6).
Figura 1.6: Ricostruzione del funzionamento del nostro sistema di AR
Il  sistema fa uso di un HMD binoculare -pensato per applicazioni di VR 3D- leggero e 
facilmente indossabile, al quale sono state opportunamente fissate due telecamere; questa 
scelta consente di affrancarsi dall'uso di costosi ed ingombranti  tracker  commerciali e di 
poter disporre di un congegno semplice ed economico, che può fornire al chirurgo tutti i 
vantaggi della AR senza per  questo arrecargli  alcun problema (riduzione della mobilità, 
difficoltà di utilizzo ecc.). Per le applicazioni di  computer vision  è stata usata la libreria 
commerciale Halcon.
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1.3.2 – Obiettivi specifici
Il  nostro  lavoro  si  inserisce  nell'ambito  dello  sviluppo  del  sistema  di  EndoCAS  sopra 
descritto, con i seguenti obiettivi specifici:
• studiare e implementare una procedura di localizzazione efficiente;
• creare un software di calibrazione delle telecamere;
• studiare  e  implementare  un  modello  che  permetta  di  definire  la  posizione  e 
l'orientazione delle telecamere;
• modellare telecamere virtuali che consentano di acquisire immagini 2D di modelli 
3D (virtuali);
• fondere  immagini  reali  e  virtuali  in  modo coerente  e  preciso  (nello  spazio  e  nel 
tempo);




Un modello per la fusione di immagini
reali e virtuali tridimensionali
In questo capitolo prenderemo in esame gli aspetti teorici del nostro problema.
Inizieremo illustrando in generale il modello che abbiamo scelto per la fusione di immagini 
reali e virtuali; dopodiché ci soffermeremo su alcuni punti più specifici, che ci saranno utili  
in fase di implementazione, come la modellizzazione di una telecamera e qualche principio 
di  stereoscopia; infine,  analizzeremo la parte relativa alla  localizzazione,  mostrando una 
panoramica delle possibili soluzioni e soffermandoci su quella che andremo a utilizzare.
2.1 - Creazione di un modello generale
Come abbiamo visto nel capitolo precedente, la parte cruciale del nostro lavoro consiste di 
fatto nel fondere insieme immagini reali e virtuali e nel far comparire l'immagine risultante 
su un HMD binoculare. Tale fusione deve avvenire in modo coerente, il che significa che le 
due  immagini  devono  sovrapporsi  il  più  precisamente  possibile  e  devono  mantenere 
invariata la loro posizione reciproca, a prescindere dal cambiamento di inquadratura della 
scena, in modo da rispecchiare una situazione reale e dare così un effetto di verosimiglianza. 
Un schema esemplificativo di quanto stiamo per trattare è quello in Figura 2.1.
Gli  elementi  da  cui  partiremo  sono:  per  quanto  riguarda  il  virtuale,  un  modello 
tridimensionale  di  una  o  più  parti  anatomiche,  generato  acquisendo  un'immagine  TC, 
segmentandola e mappandone le superfici tramite una griglia di punti, dove, avendo scelto 
di non usare dei  tracker dedicati per la localizzazione (paragrafo 2.4), appaiano anche dei 
marcatori  radiopachi3 di  posizione  nota;  per  quanto  riguarda  il  reale,  due  immagini 
bidimensionali del mondo esterno (un'immagine per l'occhio sinistro e una per il destro; nel 
paragrafo 2.3 sarà illustrato come due immagini 2D, opportunamente acquisite, riescano di 
3.  I marcatori radipoachi sono dei particolari oggetti (generalmente piccoli cilindretti di metallo) che risultano ben  
visibili in un'immagine RX o TC, poiché non vengono attraversati dalla radiazione che li investe.
19
fatto a fornire informazioni in 3D), aggiornate in tempo reale, dove appaiano degli oggetti 
e/o  dei  pattern noti  al  computer -che dunque dobbiamo inserire fisicamente  nella scena 
reale-, posizionati in modo coerente con i marcatori radiopachi, sempre al fine di operare la  
localizzazione.
Figura 2.1: Schema esemplificativo del modello di fusione delle immagini reali e virtuali
Per chiarire il concetto di coerenza tra la posizione dei marcatori radiopachi e quella degli 
oggetti/pattern  messi  nella  scena  (che  d'ora  in  poi  indicheremo con  il  termine  fiducial, 
proprio dell'ambito dell'imaging technology),  facciamo un esempio pratico: supponiamo di 
avere a disposizione l'immagine TC di un cuore, nella quale i marker radiopachi si trovano 
in una certa posizione P rispetto ad esso, e di volerla mixare con quella reale di un corpo 
umano; disporre i  fiducial in modo coerente nella scena significa fare in modo che la loro 
posizione rispetto al cuore reale della persona sia proprio P (Figura 2.2). 
Prima di continuare, è opportuno soffermarsi su come vengano acquisite le immagini reali. 
20
Esistono sostanzialmente due soluzioni possibili:
• optical  see-through,  nella  quale  è  l'occhio  umano  ad  acquisire  direttamente  le 
immagini del mondo esterno, tramite HMD semi-trasparenti, che funzionino sia da 
schermo, per far apparire le immagini virtuali, sia da normali occhiali, per permettere 
di guardarvi attraverso;
• video see-through, nella quale le immagini del mondo esterno vengono acquisite da 
telecamere montate opportunamente sopra l'HMD (che in questo caso è composto da 
due schermi opachi) e inviate ad esso già mixate con le immagini virtuali.
Volendo affrancarci dall'uso di tracker dedicati, la scelta ricade automaticamente sul Video 
See-Trough (a meno di non prevedere l'uso di un HMD che monti contemporaneamente 
schermi  semi-trasparenti  e  telecamere,  cosa  che  però,  aggiungendo  una  ridondanza, 
aumenterebbe il rapporto costo/benefici), che tra l'altro ci permette anche di diminuire gli 
effetti della latenza (vedi paragrafo 1.1), che sono cruciali per il nostro campo di interesse.
Figura 2.2: Illustrazione che rappresenta un modello 3D di un cuore, con i marcatori radiopachi
ben evidenti (a), e il risultato della sua fusione con un'immagine reale, dove i fiducial (le stelline verdi)
sono stati posizionati prima in modo non coerente (b) e poi in modo coerente (c)
Abbiamo dunque due telecamere -la sinistra e la destra- che, in tempo reale, riprendono il 
mondo esterno da due punti di vista,  corrispondenti all'incirca a quelli degli occhi di un 
uomo  (nel  posizionare  le  due  telecamere  si  è  infatti  tenuto  conto  della  distanza 
interpupillare).  Di  ciascuna  telecamera  conosciamo  alcuni  parametri  caratteristici,  detti 
parametri intrinseci, che sono grandezze proprie di ogni sistema di acquisizione di immagini 
e che permettono di descriverne in modo esaustivo il comportamento, indipendentemente 
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dalla scena inquadrata (per una trattazione completa sui parametri intrinseci si rimanda al 
paragrafo 2.2). Conosciamo inoltre la trasformazione che lega la posizione e l'orientazione 
della telecamera sinistra con quelle della telecamera destra (alla quale ci riferiremo d'ora in 
poi  con il  termine posa)  e  che permette  dunque di  ottenere  una  delle  due inquadrature 
avendo  l'altra  (in  cosa  consista  e  come  operi  tale  trasformazione,  verrà  spiegato  nel 
prossimo paragrafo). Infine, grazie ai fiducial che abbiamo posizionato nella scena, siamo in 
grado di ricavare anche la trasformazione che lega la posizione e l'orientazione delle due 
telecamere, -che ovviamente possono cambiare nel tempo in quanto le telecamere non sono 
fisse-  con  la  posizione  e  l'orientazione  dei  fiducial stessi,  il  tutto  in  tempo  reale.  La 
procedura che consente di individuare i  fiducial è detta localizzazione e sarà ampiamente 
trattata nel paragrafo 2.4; la trasformazione che se ne ricava, che è simile peraltro alla posa, 
verrà invece considerata, insieme a questa, già nel prossimo paragrafo.
Le immagini 2D acquisite vengono inviate a un computer e opportunamente preparate per 
diventare i background delle scene mixate sinistra e destra.
I parametri intrinseci e la posa vengono invece usati per modellare due telecamere virtuali 
-una sinistra e una destra-,  che avranno così  le stesse identiche caratteristiche delle due 
telecamere  reali.  Queste  telecamere  serviranno  per  inquadrare  la  scena  virtuale, 
rappresentata dal modello tridimensionale generato a partire dalla TC e produrre così due 
immagini bidimensionali di essa.
Osserviamo ora, che i marcatori radiopachi presenti nell'immagine TC (e dunque anche nel 
modello 3D generato a partire da essa) possono assolvere, per la scena virtuale, la stessa 
funzione che i fiducial svolgevano per la scena reale, definendo un riferimento assoluto per 
tutto ciò che concerne il virtuale. Inoltre, avendo fatto in modo di mantenere la coerenza fra 
gli uni e gli altri, possiamo affermare che i sistemi di riferimento dei due mondi coincidono.
A questo punto,  sfruttando i  marcatori  radiopachi,  facciamo in modo che le telecamere 
virtuali  inquadrino la scena virtuale,  nello stesso modo in cui quelle reali inquadrano la 
scena  reale;  questo  significa  assegnare  in  tempo reale  alle  due  telecamere  virtuali  una 
posizione e un'orientazione rispetto ai marcatori radiopachi, uguali a quelle che troviamo, 
frame dopo frame, per le telecamere reali rispetto ai fiducial. Poiché coincidono sia i sistemi 
di riferimento della scena reale e della scena virtuale sia il “modo di guardare” tali scene da  
parte della coppia di telecamere reali e da parte della coppia di telecamere virtuali, possiamo 
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affermare che la coppia di immagini bidimensionali virtuali appena create è perfettamente 
coerente con la coppia di immagini reali acquisite dalle telecamere.
Non resta dunque che fondere insieme le due immagini sinistre e le due immagini destre. 
Per farlo,  sovrapponiamo ai due background preparati precedentemente con le immagini 
bidimensionali  sinistra  e  destra  della  scena  reale,  le  immagini  virtuali  bidimensionali, 
sinistra e destra rispettivamente, ottenendo finalmente due immagini mixate.
L'immagine  mixata  sinistra  viene  inviata  allo  schermo  sinistro  dell'HMD e  l'immagine 
destra viene inviata al destro. Il passo finale è compiuto dal cervello umano, che, come per 
il normale processo di visione, estrapola un'informazione tridimensionale di ciò che vedono 
i due occhi e restituisce dunque la scena, mista di elementi reali e virtuali, che volevamo 
ottenere.
2.2 -  Un modello per le telecamere
Nel precedente paragrafo, abbiamo lasciato in sospeso due assunti: cosa sono i parametri  
intrinseci e in che modo consentono di modellare una telecamera, e come sono fatte e come 
operano le trasformazioni che legano la posizione e l'orientazione delle telecamere tra loro e 
con sistemi di riferimento esterni.
Per chiarire questi due punti, dovremo capire come lavora una telecamera e trovarne un 
modello analitico che consenta di legare informazioni sulla scena ripresa con informazioni 
relative a una sua immagine.
2.2.1  -  Elementi  fondamentali  e  funzionamento  di  un  apparato  per  l'acquisizione  di  
immagini
Un generico apparato per l'acquisizione di immagini, come per esempio una telecamera, una 
macchina fotografica, una webcam ecc., è costituito da tre elementi basilari4:
• un corpo con un'apertura ad un'estremità;
4.   A questi  elementi  se  ne  possono aggiungere  molti  altri  -diaframma,  otturatore,  autofocus,  stabilizzatore  ecc.-,  
finalizzati al miglioramento dell'immagine acquisita,; per i nostri scopi però, non sono di particolare interesse.
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• una superficie fotosensibile all'altra estremità;
• un sistema di lenti e specchi interposto, detto obiettivo.
Figura 2.3: Componenti essenziali di un sistema
di acquisizione di immagini
Attraverso l'apertura, la luce riflessa (o emessa) dagli oggetti presenti nella scena inquadrata 
entra dentro il corpo e, tramite l'obiettivo, viene indirizzata e concentrata sulla superficie 
fotosensibile, dove si viene a formare un'immagine, che a sua volta viene immagazzinata su 
un supporto che varia a seconda del tipo di apparato preso in considerazione (per esempio, 
la  pellicola  fotografica  nel  caso  di  dispositivi  analogici  o  una  memoria  nel  caso  di 
dispositivi digitali).
Nel nostro caso, utilizzeremo delle webcam e delle piccole telecamere USB a colori, dunque 
avremo  sempre  a  che  fare  con  dispositivi  digitali,  in  cui  la  superficie  fotosensibile  è 
rappresentata da un sensore di tipo CCD o CMOS, il quale, oltre a catturare l'immagine,  
provvede  anche  a  digitalizzarla.  Il  processo  di  digitalizzazione  si  ottiene,  come è  noto, 
tramite  il  campionamento  spaziale  e  la  quantizzazione  del  segnale  luminoso  (che  è  un 
segnale reale e dunque analogico) che colpisce il sensore.
Il  modo in cui avviene il campionamento spaziale deriva direttamente dalla struttura dei 
sensori CCD e CMOS (Figura 2.4).
Figura 2.4: Struttura interna dei sensori CCD e CMOS
delle nostre telecamere
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Essi sono infatti composti da una matrice di elementi fotosensibili, teoricamente di forma 
quadrata,  detti  celle  o  pixel,  che  costituiscono  la  più  piccola  porzione  isolabile 
dell'immagine, i suoi “punti”: insomma, non è possibile distinguere niente all'interno di un 
pixel. Questo fa sì che il numero di pixel determini la massima risoluzione della telecamera 
e che dunque il pixel venga usato come unità di misura dell'immagine: per esempio una 
telecamera con un sensore composto da 480 righe di  640 celle ciascuna, ha risoluzione 
massima 640x480 pixel. In realtà si parla di unità di misura relativa, in quanto le telecamere 
possono lavorare anche ad alcune frazioni della loro risoluzione massima raggruppando più 
celle in un unico “super-pixel”, che diventa la nuova unità di misura e il nuovo minimo 
elemento distinguibile dell'immagine: riprendendo la telecamera dell'esempio precedente, 
possiamo raggruppare le celle del sensore a quattro a quattro formando tanti quadratini di 
lato 2 celle, ciascuno dei quali diventa il nuovo pixel; la matrice del sensore avrà ora 240 
righe di 320 pixel ciascuna e dunque la risoluzione sarà 320x240, ovvero dimezzata rispetto 
a  quella  massima.  Da  quanto  detto,  è  chiaro  come ogni  pixel  rappresenti  un  campione 
dell'immagine e dunque come la sua lunghezza fisica corrisponda proprio all'intervallo di 
campionamento spaziale.
Per capire come avviene invece il processo di quantizzazione, dobbiamo fare un'ulteriore 
precisazione sui CCD/CMOS; abbiamo finora detto che le celle in cui il sensore è suddiviso 
captano indistintamente tutto il segnale luminoso, mentre, in realtà, ogni cella riceve solo 
l'informazione relativa a un singolo colore: o il rosso, o il verde, o il blu5. Prendiamo per 
esempio  i  sensori  delle  nostre  telecamere:  prima  di  colpire  il  sensore,  la  luce  passa 
attraverso il cosiddetto filtro di Bayer, che non è altro che una matrice di filtri colorati, rossi, 
verdi e blu, disposti secondo un ben determinato pattern, come mostrato in Figura 2.4; tale 
matrice  ha  lo  stesso  numero  di  elementi  della  matrice  del  sensore  ed  è  perfettamente 
allineata ad esso, cosicché ad ogni pixel possa arrivare il solo segnale luminoso del colore 
che si  è  scelto.  L'intensità di  luce colorata  che colpisce un determinato pixel  viene poi 
quantizzata su un certo numero di livelli (nelle nostre telecamere, a 8 bit, i livelli sono 256: 
dallo 0, che corrisponde all'assenza di quel colore, al 255, che corrisponde alla sua massima 
presenza), dopodiché, per ogni pixel, si determinano anche le informazioni relative agli altri 
due colori, tramite interpolazione dei pixel adiacenti di colore diverso. Otteniamo così una 
5.  La scelta di questi tre colori è stata fatta tenendo conto del fatto che anche i ricettori dell'occhio umano captano  
singolarmente il rosso, il verde o il blu.
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terna di valori per ciascun pixel, uno relativo all'intensità di rosso, uno all'intensità di verde 
e  uno  all'intensità  di  blu,  che,  messi  insieme,  restituiscono  l'informazione  complessiva 
quantizzata del segnale luminoso, che sarà quella su cui andremo a lavorare.
2.2.2 – Il modello pinhole
Abbiamo visto nel  paragrafo 2.1 come sia fondamentale  per  i  nostri  scopi  conoscere  il  
comportamento  delle  telecamere  nel  processo  di  formazione  dell'immagine  della  scena 
ripresa, così come poter estrapolare informazioni sulla scena partendo da una sua immagine. 
Andiamo  quindi  a  determinare  un  modello  analitico,  possibilmente  invertibile,  di  tale 
processo, ovvero, partendo da considerazioni geometriche sulla formazione delle immagini, 
proviamo  a  trovare  una  relazione  che  leghi  la  scena  inquadrata,  che  ovviamente  è 
tridimensionale, con la sua immagine, che invece è bidimensionale.
Il modello più semplice e di gran lunga più usato per descrivere la geometria di formazione 
dell'immagine in una telecamera è il cosiddetto modello pinhole, che sarà quello che anche 
noi utilizzeremo e che è schematizzato in Figura 2.5.
Figura 2.5: Schema del modello pinhole
Il modello pinhole è basato sui principi della stenoscopia. Si parte fissando due parametri 
fondamentali:  il  centro  ottico  O,  che  coincide  col  foro  di  apertura  (“pin  hole”)  della 
telecamera e il piano immagine I, che è il piano su cui si andrà a formare l'immagine e che è 
dunque coincidente  con quello su cui giace il  sensore.  Preso un qualunque punto  P  nel 
mondo reale che rientri nel campo visivo della telecamera, la sua immagine proiettata su I è 
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data dal punto  P'  che si ottiene dall'intersezione della retta passante per  P e per  O con il 
piano immagine I.
Per passare ad un modello analitico è necessario innanzitutto definire altri quattro parametri 
notevoli: la distanza focale f, pari alla distanza del centro ottico dal piano immagine; l'asse 
ottico co, corrispondente alla retta passante per O e perpendicolare a I;  il punto principale 
C, intersezione tra I e co; il piano focale F, ovvero il piano parallelo a I e contenente O.
Figura 2.6: Parametri fondamentali del modello pinhole e SdR scelti
A questo punto, dovendo trovare una relazione tra i punti tridimensionali del mondo reale e i 
loro  corrispondenti  punti  bidimensionali  dell'immagine acquisita,  è  opportuno introdurre 
due  sistemi  di  riferimento  (SdR),  uno  3D per  i  punti  della  scena  e  uno 2D per  quelli 
dell'immagine. Viene inizialmente scelto un caso particolare, dove si definisce per i punti 
3D un Sdr cartesiano destrorso (x,y,z) centrato in O e con l'asse z coincidente con co  ,diretto 
dal piano  I  verso il piano  F (dunque uscente dalla telecamera) e per i punti 2D un SdR 
cartesiano destrorso (u,v) centrato in C e con i due assi u e v orientati rispettivamente come 
x e y (Figura 2.6).
Da quanto detto  finora  e  osservando la  Figura  2.7,  si  deduce  facilmente  che,  preso un 
qualunque punto  P  di coordinate (x,y,z) e  considerata la sua immagine  P'  di coordinate 
(u,v), valgono le similitudini tra triangoli
P̂z OPx≈ĈOP'u    e   P̂z OPy≈ĈOP'v   ,          (2.1)










  ,          (2.2)
(dove il meno tiene conto del fatto che, per come è stato creato il modello, le coordinate u e  
v hanno segno opposto alle coordinate x e y rispettivamente).
Figura 2.7: Considerazioni geometriche sui triangoli simili nel modello pinhole
Rielaborando la (2.2) si arriva alla seguente relazione tra i due sistemi di coordinate
{u=− f z xv=− f
 z
y
  ,          (2.3)
che rappresenta proprio il legame che cercavamo tra punti 3D del mondo reale e punti 2D 
dell'immagine acquisita dalla telecamera.
Spesso, al posto del modello pinhole classico appena analizzato, si preferisce usare una sua 
versione semplificata (che non ha significato fisico ma che permette di semplificare un po' 
la trattazione), nella quale il piano immagine si trova davanti al piano focale, come mostrato 
in Figura 2.8, e che, per l'appunto, prende il nome di pinhole frontale. 
In questo caso le equazioni (2.3) perdono il segno meno al secondo membro, poiché adesso 
l'immagine non risulta più ribaltata rispetto alla scena reale e dunque le coordinate u e v 
hanno lo stesso segno di x e y rispettivamente; otteniamo dunque
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{u= f z xv= f
 z
y
  ,          (2.4)
che messa in forma matriciale diventa
(uv)=[f/z 0 00 f/z 0]⋅(xyz )  ⇔  P'=[f/z 0 00 f/z 0]⋅P   .          (2.5)
D'ora in avanti anche noi faremo sempre riferimento al modello pinhole frontale6.
Figura 2.8: Modello pinhole frontale
Prima di concludere è opportuno fare un'altra osservazione: la relazione tra le coordinate 
(x,y,z) e le coordinate (u,v) trovata nella 2.5 non è lineare; poiché però, per i nostri scopi, un 
legame di tipo lineare risulterebbe di gran lunga più utile, passiamo, in entrambi i SdR, da 
coordinate cartesiane a coordinate omogenee.
In questo tipo di rappresentazione, un punto di uno spazio a n dimensioni è identificato da 
una classe di vettori, di n+1 coordinate, uguali tra loro a meno di un fattore moltiplicativo 
diverso  da  zero,  dunque,  per  esempio,  i  punti P=(xyz )   e   P'=(uv ) considerati 
6.  La scelta tra modello classico e modello frontale può essere fatta arbitrariamente, a patto di mantenere la coerenza  
con il SdR bidimensionale dell'immagine fissato al momento della fabbricazione della telecamera (aspetto che verrà  
trattato nel prossimo sottoparagrafo).
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)    e   P̃'=b(uv1)  con a ,b≠0 .
Riprendiamo ora  la  (2.4) e moltiplichiamo entrambe le  equazioni  per  z ai  due membri, 
dopodiché passiamo alla forma matriciale, esprimendo tutto in coordinate omogenee
z⋅a⋅(uv1)=[
f 0 0 0
0 f 0 0





)   ,          (2.6)
dove  l'elemento  di  posto  (3,3)  deve  avere  valore γ tale  che z⋅a=γ⋅b z⇒γ=a /b per 
soddisfare  la  terza  equazione,  ma,  dato  che  a  e  b  possono  assumere qualunque valore, 
purché diverso da zero,  allora anche γ può essere assegnato arbitrariamente e dunque per 





f 0 0 0
0 f 0 0




1)  ⇔  P̃'=[
f 0 0 0
0 f 0 0
0 0 1 0]⋅P̃          (2.7)
(si  noti  che, per le  scelte fatte,  risulta che k=z  , cosa perfettamente lecita in quanto il 
fattore moltiplicativo di un punto in coordinate omogenee può assumere qualunque valore 
diverso da zero e, ovviamente, i soli punti del mondo reale inquadrabili dalla telecamera 
sono quelli con coordinata z maggiore di zero).
Adesso, grazie all'uso delle coordinate omogenee, la relazione tra punti 3D della scena e 
punti 2D dell'immagine è di tipo lineare, come volevamo.
7.  D'ora in poi per identificare un punto, espresso in coordinate omogenee, faremo uso della tilde.
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2.2.3 – Verso un modello più realistico
Il  modello  pinhole  frontale,  così  come è  stato descritto  nel  paragrafo precedente,  è  una 
buona base  di  partenza per  la  modellizzazione di  una telecamera,  ma non è  comunque 
sufficiente per una sua descrizione esaustiva. Per renderlo più prossimo a un sistema di 
acquisizione di immagini reale, è necessario complicarlo un po', introducendo gli effetti di:
• pixelizzazione,  che  tengono  conto  della  forma,  della  dimensione,  della  posizione 
rispetto  al  centro  ottico  e  degli  effetti  di  campionamento  e  quantizzazione  del 
sensore;
• cambiamento di SdR tra la scena e la telecamera, che tengono conto del fatto che 
nello  sviluppare  il  modello  pinhole  si  è  scelto  un  SdR  per  i  punti  3D  molto 
particolare, perdendo dunque di generalità;
• distorsione, che tengono conto delle deformazioni prodotte dalla lente.
Analizziamo più dettagliatamente ciascuno dei tre punti.
Pixelizzazione
Nel paragrafo 2.1.2, abbiamo dato per scontato di avere a disposizione un piano I infinito 
per catturare l'immagine e abbiamo scelto un particolare SdR bidimensionale, centrato nel 
punto principale C e con gli assi  u e v coerenti rispettivamente con gli assi  x e y del SdR 
tridimensionale dei punti della scena.
Nella realtà però, il segnale luminoso viene captato solamente dal sensore della telecamera e 
dunque l'immagine si forma su di una superficie di grandezza limitata; inoltre, a causa di 
possibili difetti di fabbricazione, non è detto che il centro del sensore coincida precisamente 
con C (offset del punto principale); infine, il SdR bidimensionale utilizzato dalla telecamera 
per  registrare un'immagine,  che viene deciso in  fase di  costruzione del  dispositivo,  non 
coincide con quello scelto da noi, ma è centrato in uno degli angoli del sensore e ha gli assi  
u  e  v  diretti  e  orientati  in  modo  da  seguirne  le  dimensioni  orizzontale  e  verticale 
rispettivamente: nel caso delle nostre telecamere -e del tipo di pinhole scelto (vedi nota 5)-, 
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il centro del SdR si trova nell'angolo in alto a destra, guardando il sensore dall'apertura, e 
dunque gli assi  u e  v  sono orientati il primo da destra verso sinistra e il secondo dall'alto 
verso il basso, come mostrato in Figura 2.9.
Per  tener  conto  di  quanto  detto,  dobbiamo  riscrivere  le  equazioni  (2.4)  riportando  le 
coordinate del punto P'  nel SdR solidale al sensore che abbiamo appena descritto (questo 
risolverà automaticamente anche il problema dell'offset di C). Osservando la Figura 2.9, si 
capisce facilmente come le coordinate nel nuovo SdR diventino
         (2.8)
dove Cu  e Cv  sono le coordinate del punto principale espresse nel nuovo SdR. Andando a 
sostituire nella (2.4) e togliendo per semplicità l'apice alle due coordinate, otteniamo con 
pochi semplici passaggi:
{u=− f z x+Cuv=− f
 z
y+Cv
  .          (2.9)
Finora non ci siamo mai posti il problema dell'unità di misura delle grandezze in gioco, 
avendo così  implicitamente supposto che quella usata per i  punti dell'immagine fosse la 
stessa dei punti del mondo reale (per esempio i metri).
Figura 2.9: SdR del sensore (in rosso) e del mondo reale (in verde)
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u'=−u+Cu   e  v'=−v+Cv  ,
Da  quanto  detto  nel  paragrafo  2.1.1  però,  l'immagine  viene  misurata  in  pixel,  dunque 
abbiamo bisogno di un parametro di conversione che trasformi le coordinate dell'immagine 
da metri a pixel: tale parametro è, banalmente, l'inverso della lunghezza di un pixel in metri.
Sorge tuttavia un ulteriore problema:  la  forma delle celle che compongono il  sensore  è 
quadrata solo in teoria, ma nella pratica può risultare leggermente rettangolare; da ciò si 
deduce che la dimensione di un pixel lungo u è differente dalla dimensione lungo v. Dunque 
per  trasformare  le  coordinate  dell'immagine  in  pixel  avremo bisogno  di  due  parametri: 
l'inverso della dimensione in metri di un pixel lungo u (ku) e l'inverso della dimensione in 
metri di un pixel lungo v (kv).
Moltiplicando la prima equazione delle (2.9) per ku e la seconda per kv otteniamo:
{u=−ku  f z x+Cuv=−kv  f z y+Cv   ,        (2.10)
dove stavolta le coordinate di P' (u,v) e quelle di C (Cu ,Cv ) sono espresse in pixel.
Passando alle coordinate omogenee ed esprimendo tutto in forma matriciale si ha infine:




1)  ⇔  P̃'=A⋅P̃   .        (2.11)
Gli elementi della matrice A sono proprio i parametri intrinseci che stavamo cercando e  A 
prende il nome di matrice dei parametri intrinseci della telecamera8. Notiamo come tutti i 
suoi elementi siano grandezze caratteristiche della telecamera, che non variano né con la 
posizione né col cambiamento della scena inquadrata; notiamo inoltre come essi consentano 
di  descrivere  il  comportamento  della  telecamera  nel  legare  punti  della  scena  e  punti 
dell'immagine (di fatto A rappresenta la trasformazione proiettiva di un punto della scena in 
coordinate 3D, nel corrispondente punto dell'immagine in coordinate 2D).
8.  Potremmo tener conto anche di un quinto parametro, detto skew, che rappresenta la cotangente dell’angolo tra gli 
assi del sistema di riferimento del sensore e che occuperebbe la posizione (1,2) della matrice A. In pratica tale angolo è 
sempre retto e dunque la skew si considera sempre nulla.
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Cambiamento di sistema di riferimento tra la scena e la telecamera
Nel  descrivere  il  modello  pinhole, abbiamo  scelto  un  SdR  particolare  per  i  punti 
tridimensionali del mondo reale, ovvero un SdR solidale con la telecamera, centrato in O e 
con l'asse z coincidente con  co (che d'ora in poi chiameremo SdR-telecamera). Nella pratica 
però, non potremo mai sapere come sono espressi i punti della scena nel SdR-telecamera, 
ma ne conosceremo sempre le coordinate in un qualche altro SdR, che chiameremo SdR-
mondo (Figura 2.9) e che, come detto nel precedente capitolo, viene definito dai  fiducial. 
Per prendere in considerazione anche questo aspetto, dobbiamo trovare una trasformazione 
che leghi le coordinate dei punti della scena nei due SdR.
Si intuisce che, comunque sia fatto, il SdR-mondo può essere riportato al SdR-telecamera 
tramite una rotazione intorno al centro ottico -modellabile con una matrice 3x3 ortogonale- 
e  una  traslazione  -modellabile  con  un  vettore  colonna  di  3  elementi-;  essendo  poi  tali 
trasformazioni invertibili,  sempre mediante una rotazione intorno ad  O  e una traslazione 
possiamo  passare  dal  SdR-telecamera  al  SdR-mondo.
Dunque, detto Pw=(XYZ ) un punto della scena espresso nel  SdR-mondo e chiamati  R  la 
matrice 3x3 di rotazione e  t  il  vettore 3x1 di traslazione che trasformano le coordinate-
mondo di un punto nelle sue coordinate-telecamera, possiamo scrivere
      P=R⋅Pw+t   ,        (2.12)
che in coordinate omogenee diventa
     P̃=[R t0 1]⋅P̃w   .        (2.13)
La matrice M=[R t0 1]  , di quattro righe per quattro colonne, permette di combinare gli 
effetti della rotazione e della traslazione in sistemi di riferimento in coordinate omogenee ed 
è detta appunto matrice di rototraslazione.
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Combinando la (2.13) con la (2.11) abbiamo
         P̃'=A⋅M⋅P̃w   ,        (2.14)
che, espansa, porta a





)  .        (2.15)
Tramite la (2.15), siamo finalmente in grado di modellizzare in modo accurato ed esaustivo 
tutto il processo di formazione dell'immagine in una telecamera e di conoscere piuttosto 
precisamente  il  legame  tra  un  generico  punto  della  scena  inquadrata,  espresso  in  un 
qualunque SdR arbitrariamente fissato, e il punto corrispondente dell'immagine. La matrice 
di rototraslazione M prende anche il nome di matrice dei parametri estrinseci, in quanto gli 
elementi  che la compongono variano a seconda della posizione della telecamera e della 
scena inquadrata.
Abbiamo  dunque  risposto  anche  all'ultimo  interrogativo:  la  trasformazione  che  lega  la 
posizione  e  l'orientazione  delle  telecamere  con  un  sistema  di  riferimento  esterno  è 
rappresentata da una matrice di rototraslazione, che opera come nella (2.13).
Banalmente, possiamo estendere il discorso a qualunque coppia di SdR, come per esempio a 
quella solidale alle due telecamere: anche la posa sarà quindi rappresentata da una matrice 
di  rototraslazione  Mp tale  che ̃PTsx=Mp⋅ ̃PTdx  , dove ̃PTsx  e ̃PTdx rappresentano  le 
coordinate omogenee di un punto della scena, espresse nei SdR della telecamera sinistra e di 
quella destra rispettivamente.
Distorsione
L'uso  di  lenti  per  convogliare  la  luce  sul  sensore  produce  effetti  di  distorsione,  che 
consistono in  un’alterazione della  traiettoria  ideale dei  raggi  luminosi  che porta  a delle 
irregolarità nella posizione dei punti dell'immagine che si viene a formare.
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Esistono due tipi di distorsione: la distorsione radiale, che deriva dal fatto che le lenti usate 
nell'obiettivo hanno un certo spessore, e la distorsione tangenziale, dovuta al non perfetto 
allineamento tra i centri delle lenti.
Figura 2.10: Effetti della distorsione radiale: immagine originale (a),
effetto barile (b), effetto cuscino (c)
La prima agisce sui pixel dell'immagine in funzione della loro distanza dal punto principale, 
tendendo a distorcere maggiormente quelli più distanti, allontanandoli ulteriormente (effetto 
“cuscino”)  o  avvicinandoli  (effetto  “barile”),  come mostrato  in  Figura  2.10;  la  seconda 
agisce anche in funzione della posizione del pixel e tende a spostarlo dalle sue coordinate 
ideali, mantenendo la distanza da C ma cambiando l'angolo tra il segmento di estremi C e il 
pixel, e l'asse orizzontale dell'immagine. 
Tra i due tipi di distorsione, è quella radiale a produrre le deformazioni più evidenti;  al 
contrario,  gli  effetti  di  quella tangenziale vengono spesso trascurati  perché praticamente 
ininfluenti.
Per il momento non ci occuperemo di come includere gli effetti della distorsione nel nostro 
modello, ritenendo più opportuno farlo direttamente in fase di implementazione; si rimanda 
dunque al paragrafo 3.4 per la trattazione di questo assunto.
2.3 – Principi di stereoscopia
Uno degli aspetti principali del nostro problema è dato dal fatto che le immagini reali e 
virtuali che voglio fondere, sono immagini tridimensionali.
Per quanto riguarda il  virtuale,  è la stessa TC a produrre direttamente un'immagine con 
36
informazioni relative a uno spazio 3D. Nel mondo reale, invece, le uniche informazioni che 
possiamo ottenere provengono da immagini acquisite per mezzo di telecamere e quindi, per 
loro natura, bidimensionali.  Per  poter  estrapolare informazioni tridimensionali  anche nel 
mondo reale, dovremo ricorrere alla stereoscopia.
Figura 2.11: Sistema monoscopico (a) e sistema stereoscopico (b)
Questa  tecnica  si  basa  sull'osservazione  che,  posizionando  in  modo  opportuno  due 
telecamere e  acquisendo quindi  due immagini  (2D) della  stessa scena da punti  di  vista 
differenti, possiamo superare i limiti della geometria proiettiva e recuperare l'informazione 
relativa alla distanza dei punti del mondo reale dal piano immagine, che, invece, andava 
perduta nei sistemi monoscopici (Figura 2.11).
Guardando la Figura 2.11, notiamo come i due punti  P e  Q, posti a distanze diverse dal 
piano I1, risultino indistinguibili dalla sola immagine che si forma sulla prima telecamera
( P'=Q' ), mentre appaiono distinti sul piano immagine della seconda. In generale, presi 
due punti qualunque, allineati tra loro e con il centro ottico di una delle due telecamere 
(dunque indistinguibili), essi risultano sicuramente non allineati con il centro ottico dell'altra 
e dunque distinguibili  sul suo piano immagine. Dunque, un qualunque punto del mondo 
reale (3D) è completamente determinato da una coppia di immagini 2D.
Rimane  ora  da  capire  come  sia  possibile  passare  dalle  coordinate  bidimensionali  di
P'=(u'v')    e   P''=(u''v'') a quelle tridimensionali di P=(xyz )  , procedimento che è chiamato 
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triangolazione9. Facciamo dunque riferimento alla Figura 2.12, che rappresenta un modello 
semplificato  della  visione  stereoscopica,  in  cui  i  due  piani  immagine  sono  complanari 
(questo non comporta alcuna perdita di generalità poiché, mediante un procedimento, detto 
rettificazione, posso sempre ricondurmi a questo caso) e le distanze focali uguali e pari a f, e 
in cui il punto di vista ci consente di ragionare con la sola coordinata u' -u''- (banalmente 
poi, potremo poi ripetere il ragionamento da un punto di vista, che ci consenta di ragionare 
con la sola coordinata v'  -v''-);  scegliamo, come SdR dei punti  del  mondo reale,  quello 
centrato in O1 , con l'asse z perpendicolare a I1 e rivolto verso di esso e l'asse x parallelo ad 
I1 e rivolto dalla parte opposta all'altra telecamera e come SdR 2D della prima (seconda) 
immagine, quello centrato in C1 (C2) e con l'asse u1 (u2) parallelo a x e orientato nello stesso 
verso.
Figura 2.12: Triangolazione
Dalla similitudine tra triangoli
   Ô1 P O2≈P̂'PP''   ,        (2.16)
si ricava
9.  Ci  si  potrebbe  chiedere  come si  faccia  a  stabilire  una  corrispondenza  tra  punti  delle  due  immagini  dati  dalla 
proiezione  dello  stesso  punto  della  scena  sui  due  piani  immagine  (punti  omologhi).  Il  problema,  detto  <<delle  
corrispondenze>>,  si  può  risolvere  algoritmicamente,  facendo  una  considerazione  preventiva:  per  com'è  fatta  la 
geometria del sistema stereoscopico, è possibile effettuare la ricerca dell'omologo di un punto P' di I1 su I2, all'interno di 
un solo segmento invece che sull'intero piano immagine. Infatti, gli omologhi di tutti i punti dello spazio che  vengono  
proiettati nello stesso punto del piano immagine I1 (che dunque si trovano su una stessa retta  r), giacciono sulla retta 
generata dall’intersezione tra il piano immagine I2 e il piano (denominato piano epipolare) che passa per la retta r e per i 
due centri ottici.
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     b
z
=b + u'- u''
    z - f
  ,        (2.17)
dove con b abbiamo indicato a baseline, ovvero la distanza tra i due centri ottici, da cui 
possiamo già ricavare la coordinata z di P:
      z=f⋅   b
u' - u''
  .        (2.18)
Considerando invece la similitudine
    Ô1 P B≈ P̂'O1C1  ,        (2.19)
si ricava




  ,        (2.20)
da cui:
          x=z⋅ u'
 f
  .        (2.21)
Analogamente si avrà per la coordinata y
y=z⋅ v'
 f
  .        (2.22)
Abbiamo così ottenuto il valore delle tre coordinate di un generico punto  P; ripetendo la 
triangolazione per  tutti  i  punti  della scena,  siamo dunque in  grado di  conoscere la  loro 




2.4.1 – Definizione e metodi di localizzazione
L'ultimo punto rimasto in sospeso è quello relativo alla localizzazione.
Per localizzazione, si intende l'individuazione da parte di un computer di alcuni oggetti, di 
alcuni sensori, o di alcuni pattern presenti nella scena e precedentemente noti al computer o 
a una qualche periferica ad esso collegata (i fiducial), e la stima della loro posizione e della 
loro orientazione, rispetto a un SdR solidale con l'HMD, o comunque legato in qualche 
modo ad esso.
Il problema è stato affrontato in molti modi diversi -come si evince dalla Figura 2.13-, che 
sostanzialmente  differiscono  tra  loro  per  il  tipo  di  fiducial e/o  per  il  mezzo  usato  per 
riconoscerli. Ciascuno di essi presenta punti di forza e lacune differenti, cosicché la bontà di 
un metodo rispetto a un'altro dipende unicamente dall'ambito nel quale abbiamo bisogno 
della localizzazione.
Prima di passare ad analizzare nel dettaglio la soluzione scelta da noi, daremo una breve 
descrizione qualitativa di alcune tra quelle più usate, delle quali abbiamo anche riassunto, 
nella tabella a fine sottoparagrafo il funzionamento di massima e i pregi e difetti.
Figura 2.13: Schema di alcuni dei più comuni metodi di localizzazione,
dove è stato evidenziato in rosso quello che verrà adottato.
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Una prima grande distinzione che possiamo fare,  è  quella tra soluzioni che necessitano 
l'utilizzo di un tracker dedicato e soluzioni che invece non ne hanno bisogno.
Nel primo caso, il  tracker si occupa di tutto: trova i  fiducial (che tra l'altro sono scelti ad 
hoc per essere riconosciuti da esso), ne determina posizione e orientazione e invia i risultati 
al computer.
I tracker si dividono in ottici ed elettromagnetici: i primi localizzano i fiducial captando la 
luce infrarossa emessa (nel caso di riconoscimento di marcatori attivi) o riflessa (nel caso di 
riconoscimento di marcatori passivi) da specifici marcatori presenti nella scena; i secondi, 
invece,  sono  composti  da  un  trasmettitore,  che  genera  un  segnale  elettromagnetico  di 
distribuzione nota, e da un ricevitore -composto a sua volta da alcuni sensori a bobina e 
collegato  al  computer-,  che,  a  seconda  dell'intensità  della  corrente  indotta,  riesce  a 
localizzare la propria posizione/orientazione rispetto al trasmettitore e la invia al computer 
(questo tipo di sensore è usato più che altro per sistemi di navigazione chirurgica che per i 
nostri scopi).
Nel caso di localizzazione senza tracker dedicati, essendo privi di un dispositivo capace di 
trovare  la  posizione  e  l'orientazione  dei  fiducial,  si  dovrebbe  letteralmente  dotare  il 
computer di occhi e “insegnargli” a distinguere alcuni oggetti; in effetti, è proprio quello che 
si fa, montando una o più telecamere e addentrandosi nel mondo della computer vision, con 
particolare attenzione a tutte le problematiche di object detection.
È  il  tipo  di  fiducial  utilizzati  -e  di  conseguenza  la  strategia  di  individuazione  da 
implementare-  a distinguere tra loro i  metodi  di  localizzazione senza  tracker.  La prima 
distinzione da fare è tra riconoscimento di oggetti e riconoscimento di pattern (che sarà poi  
la strategia da noi adottata), dove col termine pattern intenderemo d'ora in poi qualunque 
oggetto  con  caratteristiche  strutturate;  all'interno  delle  due  soluzioni,  poi,  possiamo 
sbizzarrirci quanto vogliamo nel trovare le forme, i colori e le  texture più riconoscibili o 
comunque più adeguate alle condizioni della scena.
Per  quanto  riguarda  il  riconoscimento  di  oggetti,  una  possibile  sotto-divisione  che  è 
interessante prendere in considerazione è quella tra l'uso di  fiducial  differenti tra loro (per 
esempio di forma simile ma di colori diversi) oppure simili: è ovvio che nel secondo caso la 
strategia  di  localizzazione  dovrà  cambiare  sensibilmente  rispetto  al  primo,  in  quanto 
































   
  Il tracker sfrutta i principi della stereoscopia e trova la posizione 
dei  fiducial disposti  nella  scena  e  sul  visore,  in  un  SdR  a  lui 
solidale; così facendo, si  può risalire facilmente alle coordinate 
dei  fiducial  nel  SdR  del  visore.  Mediante  un  algoritmo  di 
registrazione  (si  veda  la  nota  9)  tra  i  punti  rappresentati  dai 
fiducial,  espressi  nel  SdR-visore  e i  corrispondenti  punti 
rappresentati  dai  marker  virtuali,  espressi  in  un  SdR-visore-
virtuale  da  noi  creato,  trovo  la  trasformazione  che  lega  i  due 
“mondi”. Chiaramente, ogni punto che viene registrato fissa un 
grado di libertà, dunque sono necessari almeno 6  fiducial, 3 per 
definire il SdR del visore e 3 per la scena; inoltre, poiché negli 
algoritmi di registrazione devo poter distinguere i punti tra loro, 
vengono  usate  delle  specifiche  configurazioni  di  partenza  dei 
fiducial e degli algoritmi di motion-tracking per seguirli.
*Ottime capacità di 
localizzare i fiducial




















I  Il  funzionamento è  analogo  al  caso  coi  marker  passivi,  ma,  in questo  caso,  la  distinzione  tra  essi  avviene  grazie  al  fatto  che 
ognuno emette gli impulsi infrarossi con una diversa frequenza.
*Ottime capacità di 
localizzare i fiducial





*Non sensibile alla 
scarsa illuminazione

























I  Il  trasmettitore  localizza  e  segue gli  spostamenti  del  ricevitore 
(sonda) tramite 6 sensori, che tengono conto dei 6 gradi di libertà 
(3 per la posizione e 3 per l'orientazione) che questo può avere. 
Registrando  in  fase  di  pre-processing la  posizione  di  3  punti 
(fissati  con il  posizionamento della sonda) e quella di 3 marker 
radiopachi  sull'immagine  TC  (ovviamente  in  modo  coerente), 
riesco a mixare il mondo reale e quello virtuale: muovendomi poi 
nel primo con la sonda, automaticamente mi muoverò allo stesso 
modo nel secondo. Questa procedura è ottima per far apparire una 
sonda virtuale sull'immagine TC, ma posso comunque pensare di 
collegare i  dati di posizione/orientazione della sonda reale a un 
visore e di quella virtuale a una telecamera virtuale ed effettuare 
così il mix delle immagini.






*Non sensibile alla 
scarsa illuminazione
*Non necessita linea di 
vista
*Fortemente affetto 
dalla presenza di oggetti 
che perturbano il campo 
magnetico (per esempio 
oggetti di metallo)
*Costo alto
*Più adatto per sistemi 
di navigazione che per 










   
   
   
   
   


























  Al  momento  della  localizzazione,  grazie  ai  principi  della 
stereoscopia, si trova la posizione delle sferette nel SdR solidale 
alla telecamera sinistra; mediante un algoritmo di registrazione 
delle  due  nuvole  di  punti  rappresentate  dai  baricentri  delle 
sferette  nel  mondo  reale  e  dai  baricentri  dei  corrispondenti 
marker  virtuali  (espressi  nel  SdR  della  telecamera  virtuale 
sinistra), trovo la trasformazione che lega i due “mondi”. Poiché 
ogni  punto che viene registrato  fissa  un grado di  libertà,  sono 
necessarie  almeno  3  sferette;  è  inoltre  necessario  poter 







*Molto sensibile al 
cambiamento di 
illuminazione
*Sensibile alla scarsa 
illuminazione
*Sensibile alla distanza 
dalla telecamera
Il funzionamento è analogo al caso con le sferette colorate, però, 
in  questo  caso,  per  distinguerle  si  prendono  i  segmenti  che  le 





*Poco sensibile al 
cambiamento di 
illuminazione
*Sensibile alla scarsa 
illuminazione
























   
  Il  pattern,  grazie  alle  sue  caratteristiche  (il  piano  su  cui  giace 
viene preso come piano z=0), definisce automaticamente un SdR 
solidale alla  scacchiera che vale come SdR del mondo reale.  La 
posizione delle telecamere in tale SdR si trova tramite le matrici 




*Non sensibile al 
cambiamento di 
illuminazione o di 
inquadratura della 
scena
*Sensibile alla scarsa 
illuminazione
*Sensibile alla distanza 
dalla telecamera
*In alcune applicazioni 




2.4.2 – Localizzazione di una scacchiera
Come abbiamo anticipato, la modalità di localizzazione che utilizzeremo non farà uso di 
tracker e si baserà sul riconoscimento di un pattern a scacchi, che andremo a disporre su una 
superficie piana.
Figura 2.14: Esempio di pattern che utilizzeremo
Nel  capitolo  1,  abbiamo  messo  in  evidenza  come  una  localizzazione  senza  tracker 
commerciali dedicati presenti indubbi vantaggi in termini di costo e semplicità del sistema; 
rimane ora da capire come mai abbiamo preferito usare un pattern piuttosto che un qualche 
tipo di oggetto e perché proprio un pattern a scacchi.
In linea di massima, il riconoscimento di oggetti si basa sull'individuazione di alcune sue 
caratteristiche intrinseche, legate soprattutto alla forma e al colore, che si mantengano il più 
possibile invarianti ai cambiamenti che avvengono nella scena. Purtroppo però, non esistono 
delle caratteristiche così robuste da far fronte a tutti i possibili cambiamenti, ma ognuna di 
esse ha un suo tallone d'Achille. I principali problemi che si riscontrano sono:
• Sensibilità  al  cambiamento  di  illuminazione,  che  affligge  gli  algoritmi  di 
individuazione di un colore. Tali algoritmi si basano su soglie di tolleranza dei valori 
che lo compongono (intensità di rosso, verde e blu,  tonalità, saturazione e luminosità 
ecc.), dunque, per esempio, un aumento di luminosità della scena può far uscire il 
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colore dei nostri oggetti dal range previsto; al contrario, soglie di tolleranza troppo 
elevate possono dar luogo a false localizzazioni.
• Sensibilità al cambio di inquadratura, che affligge gli algoritmi di riconoscimento di 
forme, in quanto un oggetto non presenta la stessa forma se osservato da punti di 
vista differenti (questo è il motivo per cui si preferiscono dei marker sferici, uguali da 
ogni punto di vista).
• Difficoltà di discriminazione tra oggetti simili o uguali. Nella scena possono infatti 
apparire oggetti  somiglianti nella forma, nel colore o in entrambi, a quelli  da noi 
scelti come  fiducial, che possono dar luogo a false localizzazioni. Inoltre, poiché i 
due problemi visti precedentemente tendono a ridurre il campo di scelta dei fiducial 
ai pochi oggetti abbastanza robusti rispetto a entrambi, si scelgono spesso soluzioni 
che utilizzano oggetti uguali; qualora sia necessario discriminare un fiducial rispetto 
a un altro (cosa indispensabile se si vuol fare una registrazione tra le coordinate di 
due set di punti), si deve ricorrere ad algoritmi basati sulla distanza tra di essi o sugli 
angoli compresi tra i segmenti che li uniscono, i quali, ovviamente, soffrono molto 
del cambiamento del punto di osservazione.
La localizzazione di un pattern piano a scacchi (al quale d'ora in poi ci riferiremo con il  
termine  <<scacchiera>>)  si  basa  invece  su  un  principio  diverso:  mentre  nel  caso  degli 
oggetti il risultato a cui si arriva è semplicemente la loro posizione in un SdR solidale alle 
telecamere,  in questo caso otteniamo direttamente un intero SdR per i  punti  del  mondo 
reale, dal quale poi è semplice riportarci nel SdR solidale alle telecamere. Questo è possibile 
grazie al fatto che è la scacchiera stessa, con la sua geometria, a definire un SdR, rispetto al 
quale, dunque, conosciamo già le coordinate degli N punti, corrispondenti ai suoi angoli 
interni (sono banalmente punti equispaziati di una distanza pari al lato dei quadrati della 
scacchiera).  Localizzando  quei  punti,  ne  otteniamo  anche  le  coordinate  2D  nel  SdR 
dell'immagine della scena, ripresa da una delle due telecamere; da questa corrispondenza, 
poi, conoscendo i parametri intrinseci della telecamera, è facile risalire tramite la (2.15) alla 
matrice  dei  parametri  estrinseci  -utilizzando  un algoritmo iterativo  che  sarà  trattato  nel 
prossimo capitolo- e da lì al SdR solidale con la telecamera, mediante la (2.13).
Queste considerazioni ci indicano già due vantaggi della localizzazione di una scacchiera:
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• è sufficiente una sola telecamera, mentre ne servono almeno due per localizzare un 
oggetto;
• la presenza di un SdR-mondo noto, ci consente di affrancarci dall'uso di algoritmi di 
registrazione di due set di punti, in fase di fusione delle immagini reali e virtuali e di 
usare invece la stessa routine utilizzata per la calibrazione (vedi paragrafo 3.3)
Rimane ora da capire come la scacchiera riesca a definire un SdR a lei solidale e come 
avvenga la localizzazione degli angoli (corner detection).
Per spiegare il primo punto, basta pensare che il fatto che il pattern giaccia su una superficie 
piatta definisce automaticamente uno dei tre piani del SdR, per esempio xy, e dunque anche 
la direzione (perpendicolare a xy) di uno dei tre assi, nel nostro esempio z. Le direzioni degli 
altri due si ottengono invece sfruttando l'ortogonalità tra le linee orizzontali e verticali della 
scacchiera: scelto un angolo qualunque come origine del SdR, un asse -per esempio x- sarà 
definito  come la  retta  passante  per  quel  punto e  parallela alle  linee orizzontali  e  l'altro 
-dunque  y- come la retta passante per quel punto ma perpendicolare alle linee orizzontali. 
Per  trovarne  i  versi,  possiamo  fissare  arbitrariamente  quelli  di  x  e  y  ed  ottenere, 
automaticamente,  anche  quello  di  z; mentre,  per  avere  un'unità  di  misura,  basterà 
semplicemente  prendere  come  campione  il  lato  dei  quadrati  ed  assegnargli  un  valore 
arbitrario L (nel caso avessi bisogno di lavorare con misure reali, L deve essere pari alla 
lunghezza del lato in metri). Osservando la Figura 2.15, notiamo però che possono sorgere 
alcune ambiguità: se scegliessimo una scacchiera quadrata, come quella in Figura 2.15 (a), 
non saremmo in grado di distinguere quali linee sono orizzontali e quali verticali, poiché 
essa appare identica anche se ruotata di 90° sul piano xy, e dunque non potremmo fissare 
una direzione di  x  e di  y individuabile a prescindere dal tipo di inquadratura; scegliendo 
invece una scacchiera rettangolare come quella della Figura 2.15 (b), possiamo distinguere 
le linee orizzontali da quelle verticali (e dunque l'asse x  dall'asse y), scegliendo quali sono 
parallele al lato più lungo e quali a quello più corto, ma non possiamo fissare una direzione  
dato che essa appare identica se ruotata di 180° sul piano xy. È chiaro dunque che abbiamo 
bisogno di una scacchiera che, comunque venga ruotata, appaia differente: la soluzione in 
Figura 2.15 (c) soddisfa questo requisito e sarà di fatto quella che adotteremo.
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Figura 2.15: Possibili tipi di scacchiera, con evidenziato in rosso il SdR scelto (figure in alto), e loro
rotazione (figure in basso), con evidenziato in verde un possibile tipo di errore nel posizionare il SdR.
La scelta ottima si rivela quella di una scacchiera che, se ruotata, non appaia mai uguale a se stessa,
così come quella in (c)
Il  vero  punto  di  forza  della  localizzazione  di  una  scacchiera  sta  nel  fatto  che  esistono 
algoritmi di individuazione degli angoli che sono al contempo semplici, accurati e robusti. 
Un esempio è l'algoritmo di Harris (Harris, 1987), i cui passaggi fondamentali sono:
1. calcolo delle derivate spaziali dell'immagine lungo i due assi;
2. scansione delle immagini risultanti mediante una finestra mobile e analisi di ogni 
coppia di sotto-immagini così ottenute;
3. suddivisione (Figura 2.16) delle sotto-immagini in:
• piatte (valori della derivata bassi lungo entrambe le direzioni),
• bordi (valori della derivata bassi lungo una direzione e alti lungo l'altra),
• angoli (valori della derivata elevati lungo entrambe le direzioni);
4. individuazione della sotto-immagine centrale tra tutte quelle contenenti un'angolo e 
conseguente localizzazione.
Una  scacchiera,  tra  l'altro,  si  presta  perfettamente  all'uso  di  questo  algoritmo,  per  due 
motivi: innanzi tutto il calcolo delle derivate produce immagini poco rumorose, in quanto il 
pattern  consta  di  aree  completamente  nere,  che  cambiano  repentinamente  in  aree 
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completamente  bianche;  inoltre,  il  tipo  di  angoli  che  vogliamo  localizzare  (tali  che, 
girandogli intorno, si ottengono quattro cambiamenti rapidi di colore e dunque un numero 
maggiore  di  punti  in  cui  le  derivate  spaziali  hanno  valori  alti)  enfatizza  il  divario  tra 
immagini dove l'angolo e presente e dove no. Ad algoritmi come quello di Harris, se ne 
possono poi affiancare altri -come l'algortitmo di Förstner (Förstner, 1987)- che consentono 
addirittura un'accuratezza subpixel.
Figura 2.16: Suddivisione delle sotto-immagini in bordi, aree piatte e angoli,
dall'esame delle derivate spaziali lungo x e lungo y
La localizzazione di  una scacchiera non risente di nessuno dei problemi incontrati  nella 
localizzazione  di oggetti! Infatti:
• davanti a un cambiamento di illuminazione, il nero rimane nero e il bianco rimane 
bianco e non abbiamo dunque nessun problema di quelli tipici dell'individuazione dei 
colori (addirittura possiamo localizzare scacchiere su immagini in bianco e nero);
• il fatto di sapere a priori che gli angoli che verranno individuati devono giacere sullo 
stesso piano e su rette parallele tra loro, equispaziati di una distanza nota, ci consente 
di  localizzare  la  scacchiera  da  qualunque  punto  di  vista  la  si  guardi,  mediante 
semplici considerazioni geometriche;
• oltre  all'ovvia  considerazione  che  non  è  facile  incontrare  una  scacchiera 
“indesiderata” in una scena inquadrata, essendo noto a priori il numero di angoli da 
individuare (ed essendo un numero abbastanza alto), possiamo scartare ogni pattern a 
quadretti  che non raggiunga tale numero e, contemporaneamente, anche tutti  quei 
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piccoli gruppi di angoli presenti nel mondo esterno che potrebbero dar luogo a false 
localizzazioni.
Ora  che  abbiamo trovato  anche  una strategia  di  localizzazione  robusta  ed efficiente,  la 
modellizzazione del nostro problema è finalmente completa e possiamo dunque passare a 




delle funzionalità di augmented reality
In questo capitolo vedremo come è stato implementato il modello che abbiamo descritto.
Dopo  una  panoramica  generale  sulla  procedura  seguita  e  la  descrizione  del  materiale 
-hardware (telecamere,  HMD  ecc.)  e  software (librerie,  programmi  ecc.)-  utilizzato, 
analizzeremo nel dettaglio i tre step fondamentali che ci hanno portato al raggiungimento 
del  nostro obiettivo:  la  calibrazione,  la  stima della matrice dei  parametri  estrinseci  e  la 
modellazione delle telecamere virtuali a partire da questi.
Nella  trattazione,  sarà  dato  particolare  rilievo  al  problema  della  distorsione  e  alla  sua 
soluzione, che fino ad ora abbiamo rimandato.
3.1 – Panoramica generale
Adesso  che  gli  aspetti  teorici  che  stanno  dietro  al  nostro  problema  sono  chiari  e  che 
abbiamo a disposizione un modello per la sua risoluzione, non rimane che andare a vedere 
come questo sia stato implementato.
La nostra base di partenza è stata il software “Mix Reality Viewer 1.0” -creato presso il 
centro EndoCAS e tuttora in continuo sviluppo-, che consente di implementare il sistema di 
AR descritto nel paragrafo 1.3. Utilizzeremo Mix Reality Viewer per acquisire le immagini 
reali dalle telecamere, per leggere il  file contenente il  modello tridimensionale (virtuale) 
delle  parti  anatomiche  segmentate  e  per  inviare  le  immagini  mixate  all'HMD  (e, 
ovviamente, ci avvarremo della sua struttura di base, poiché atta ai nostri scopi) e, al suo 
interno, svilupperemo tutte le funzionalità che si collocano in mezzo a questi tre passi. La 
parte  fondamentale  della  procedura  che  dobbiamo  implementare  diventa  dunque  quella 
relativa  a  come fare  per  passare  dall'avere  immagini  reali  e  virtuali,  all'avere immagini 
mixate di AR.
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Come abbiamo accennato a inizio capitolo, possiamo suddividere la metodologia utilizzata 
in tre momenti fondamentali:
1. calibrazione delle telecamere,  che avviene in  fase di  preprocessing e  consente  di 
stimare i parametri intrinseci e i coefficienti di distorsione;
2. stima  della  posizione  e  dell'orientazione  delle  telecamere  (parametri  estrinseci) 
mediante la localizzazione di una scacchiera, a partire dai parametri di cui al punto 1;
3. modellazione delle telecamere virtuali tramite i parametri stimati ai punti 1 e 2.
Una volta sviluppati questi tre passaggi, non rimarrà che mettere insieme le immagini reali e 
virtuali.
In  Figura  3.1  è  mostrato  uno  schema  riassuntivo  delle  fasi  fondamentali 
dell'implementazione del nostro sistema.
Figura 3.1: Schema riassuntivo dell'implementazione del sistema di AR
Abbiamo  preferito  procedere  implementando  la  soluzione  per  un  singolo  canale  visivo 
(singola  telecamera  e  risultato  visualizzato  in  2D sullo  schermo di  un  computer)  e  poi 
estenderla al caso stereoscopico (quindi all'utilizzo del nostro HMD e delle due telecamere 
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che monta. Questo è stato possibile grazie al  fatto che tutta  la  procedura utilizzata non 
richiede di utilizzare i principi della stereoscopia e può funzionare benissimo anche in mono 
(insomma, la procedura stereoscopica rappresenta semplicemente un  surplus che consente 
di visualizzare le immagini di AR sull'HMD 3D e non su uno schermo bidimensionale).
Il  sistema è stato infine testato su dei  manichini,  di  dimensioni  coerenti  con quelle dei 
pazienti  da  cui  sono state  acquisite  le  immagini  3D delle  parti  anatomiche,  e  su  delle 
riproduzioni  in  silicone  di  queste  stesse  parti  anatomiche,  in  modo  da  verificare 
l'accuratezza della sovrapposizione dei modelli 3D virtuali.
3.1.1 – Materiale utilizzato
Prima di iniziare a descrivere la procedura implementativa, diamo un'occhiata al materiale 
utilizzato nel corso di questa.
L'HMD che abbiamo a disposizione consiste  in  un caschetto per  realtà  virtuale eMagin 
Z800 dotato di due schermi con risoluzione 800x600, a cui sono state fissate due telecamere 
USB uEye  con sensore  CCD a  risoluzione  1280x1024 e  con messa  a  fuoco regolabile 
-mostrato in Figura 3.2 (a)-.
Figura 3.2: Il caschetto per AR utilizzato (a)
e la webcam Minoru 3D (b)
Poiché per ragioni logistiche non è stato possibile utilizzare sempre l'HMD, abbiamo usato 
durante tutta la fase implementativa una telecamera Minoru 3D -visualizzando i risultati sul 
monitor del computer- e solo a implementazione completa abbiamo testato il risultato sul 
caschetto. La Minoru 3D -in Figura 3.2 (b)- è una webcam USB stereoscopica, composta da 
due singole telecamere con sensore CMOS a risoluzione 640x480 e con messa a fuoco 
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regolabile.
Abbiamo inoltre a disposizione alcuni manichini e alcune riproduzioni di parti anatomiche 
(Figura 3.3), che utilizzeremo per testare il nostro sistema, e un set di modelli 3D virtuali 
delle  medesime parti  anatomiche,  generati  da  immagini  TC opportunamente  segmentate 
(Figura 3.4), al cui interno appaiono i marcatori radiopachi, disposti in posizione nota e 
coerente coi punti del manichino dove metteremo la scacchiera. Queste immagini sono state 
salvate su file VRML, leggibile da Mix Reality Viewer.
Figura 3.3: Un manichino (a) e una riproduzione di un aneurisma
aortico (b), utilizzati per testare il sistema
Per quanto riguarda la parte software, ci siamo serviti della libreria OpenCV, specifica per 
applicazioni di computer vision, per gli aspetti relativi alla calibrazione, alla localizzazione e 
alla stima dei parametri estrinseci, e della libreria OpenSG, specifica per la realtà virtuale,  
per gli aspetti relativi alla modellazione delle telecamere virtuali e per la fusione e il render 
finale delle immagini; entrambe le librerie sono  open source, cosa che ci ha permesso di 
andarne a modificare il codice interno, quando necessario. Abbiamo inoltre fatto uso dei 
software MeshLab e Art  of Illusion per creare alcune “scacchiere virtuali” da usare per 
testare il sistema ancor prima di passare alla validazione su manichino.
Le procedure da noi implementate sono scritte in C++.
Figura 3.4: Render di un modello 3D di un aneurisma aortico,
ottenuto con MeshLab
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3.2 – Calibrazione di una telecamera
Il primo e più importante passo verso l'implementazione del nostro modello di augmented 
reality è la calibrazione della telecamera. La sua importanza risiede nel fatto che da essa 
derivano direttamente  gli  altri  step,  sia  in  termini  di  consequenzialità,  in  quanto  i  suoi 
risultati costituiscono la base di partenza delle fasi successive, sia in termini di procedura 
implementativa,  in  quanto  questa  sarà  riutilizzata  in  seguito  per  la  stima  dei  parametri 
estrinseci (come si nota in Figura 3.1).
Con il termine calibrazione si intende la stima della matrice dei parametri intrinseci della 
telecamera -analizzata nel paragrafo 2.2- e di una serie di coefficienti che consentano di 
modellare gli effetti della distorsione prodotti dalle lenti -argomento che sarà trattato nel 
paragrafo 3.4-.
Prima di passare a vedere come sarà realizzato il procedimento di calibrazione, è opportuno 
far presente che esso avviene totalmente in fase di  preprocessing; sarà dunque necessario 
prevedere uno step precedente al vero e proprio programma di AR, nel quale ricavare i  
parametri sopra descritti. Tuttavia, essendo tali parametri una caratteristica intrinseca della 
telecamera, la calibrazione può avvenire anche una sola volta per tutte le esecuzioni del 
programma, a patto, ovviamente, di non cambiare sistema di acquisizione (o di non variare 
la distanza focale, nei sistemi che consentono di farlo).
3.2.1 – Metodologia di calibrazione: l'algoritmo di Zhang
L'idea che sta alla base di ogni metodologia di calibrazione è la seguente: dato un set di 
punti 3D nel mondo reale, di coordinate note in un SdR precedentemente fissato e segnalati 
da  appositi  fiducial noti  al  computer,  si  procede  innanzitutto  alla  loro  localizzazione, 
mediante la telecamera che si vuole calibrare; una volta trovata la corrispondenza tra questi 
e i rispettivi punti 2D dell'immagine acquisita, si mettono in relazione le loro coordinate 
mediante il  modello presentato nel paragrafo 2.2 e descritto dall'equazione (2.15),  dove, 
stavolta, le incognite sono proprio le due matrici dei parametri intrinseci (A) ed estrinseci 
(M), alle quali si aggiungono i coefficienti di distorsione; risolvendo il sistema che se ne 
ricava, per un numero di punti tale da ottenere tante equazioni quante sono le sue incognite, 
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si ottiene il valore dei parametri intrinseci e dei coefficienti di distorsione cercato -oltre a 
quello dei parametri estrinseci che però, in questo caso, non è di nostro interesse e viene 
scartato-.
La tecnica di calibrazione che abbiamo scelto, di gran lunga la più utilizzata data la sua 
estrema semplicità, è quella proposta da Zhang (Zhang 2000).
L'algoritmo su cui essa si basa consta di una prima fase in cui vengono stimati i parametri 
intrinseci ed estrinseci mediante un modello lineare, dato dalla (2.15), e di una seconda fase 
in cui tale stima viene raffinata mediante un modello non lineare, che tiene conto degli  
effetti  della  distorsione  e  che  fornisce  anche  una  stima  dei  relativi  coefficienti.  Per  la 
procedura di localizzazione è previsto l'uso di un pattern piano, il che significa che tutti i 
punti 3D del mondo reale scelti per essere individuati e messi in relazione con i rispettivi 
punti 2D dell'immagine, dovranno risultare complanari. Alla luce delle considerazioni fatte 
nel paragrafo 2.4, il tipo di pattern piano che sceglieremo sarà una scacchiera.
Per prima cosa, viene fissato come piano xy del SdR del mondo reale, il piano su cui giace 
la scacchiera: ne deriva che tutti  i  punti  3D avranno coordinata  Z=0 . Si può dunque 






)=A⋅[r1 r2 t ]⋅(XY1 )   ,          (3.1)
dove con r1 e r2 sono state indicate rispettivamente la prima e la seconda riga di M e con t il 
vettore di traslazione. Dunque adesso le coordinate 3D di un punto P̃ del mondo reale e 
quelle 2D della sua immagine P̃' sono legate da un'omografia10. Dividendo entrambi i 
membri per k, e chiamando per semplicità λ=1/k  , otteniamo:
P̃'=H⋅P̃  ,          (3.2)
dove abbiamo chiamato
10. Per omografia si intende una relazione tra punti di due spazi, tale per cui ogni punto di uno spazio corrisponde ad 
uno ed un solo punto dell'altro.
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   H=λ⋅A⋅[r1 r2 t ]          (3.3)
la matrice che rappresenta l'omografia. La (3.2) rappresenta un sistema di 2 equazioni in cui 
le coordinate di P̃ e di P̃' sono note e i 9 elementi della matrice H sono le incognite; in 
realtà  solo  8  dei  9  elementi  di  H  sono linearmente  indipendenti,  poiché  quest'ultima  è 
definita a meno del fattore di scala arbitrario λ  , dunque le incognite del sistema saranno 
soltanto 8. Considerando (almeno) 4 tra le coppie di punti corrispondenti (P̃ , P̃') trovate, si 
hanno dunque 2x4=8 equazioni linearmente indipendenti in 8 incognite, il che permette di 
determinare una soluzione univoca per la matrice omografica. In realtà quello che viene 
fatto è una stima di massima verosimiglianza, che consiste nel trovare H che minimizzi
       ∑i ∣∣P̃'i−̂̃P'i∣∣
2
         (3.4)
(dove  i è l'indice che enumera i vari punti e ̂̃P' rappresenta il vettore delle coordinate di
P̃' ricavate sperimentalmente come  ̂̃P'=H⋅P̃ ). L'operazione viene condotta mediante 
l'algoritmo di Levenberg-Marquardt (Marquardt, 1963)  che, sotto opportune condizioni di 
inizializzazione, arriva a minimizzare la (3.4) mediante una procedura iterativa che migliora 
l'accuratezza della stima all'aumentare del numero di coppie di punti (P̃ , P̃') utilizzate e 
che, comunque, necessita di almeno 4 coppie per convergere a un'unica soluzione.
Una  volta  ottenuta  una  buona  stima  di  H,  viene  sfruttato  il  fatto  che  ogni  matrice  di 
rotazione è ortogonale e che dunque le sue colonne sono vettori ortogonali tra loro, da cui:
      { r1T r2=0r1T r1=r2T r2   .          (3.5)
Ricavando  r1 e r2 dalla (3.3) e sostituendoli nella (3.5) si ottiene
     { h1T A−T A−1 h2=0h1T A−T A−1 h1=h2T A−T A−1 h2          (3.6)
(dove si è indicato con -T la doppia operazione di inversione e di  trasposizione e dove
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H = [h1 h2 h3 ] ), che rappresenta un sistema di 2 equazioni in 4 incognite, dove le 4 
incognite sono proprio i parametri intrinseci; risolvendo dunque tale sistema, si arriverebbe 
al risultato desiderato.
Per determinare una soluzione univoca però, abbiamo bisogno di almeno altre 2 equazioni 
che  coinvolgano  la  matrice  A.  L'idea  è  quella  di  acquisire  più  di  un'immagine  della 
scacchiera (n  immagini, dove n≥2 ), ognuna da un diverso punto di vista, e ripetere la 
procedura descritta finora per ciascuna di esse: si avranno dunque  n stime differenti di  H 
(varia il punto di vista, dunque varia  M e dunque varia anche H) che verranno usate in n 
sistemi come il (3.6). Poiché i parametri intrinseci non cambiano al variare dell'inquadratura 
della scena, allora le 2xn  equazioni, che compongono gli  n  sistemi trovati, avranno come 
sole  incognite  i  4  elementi  della  matrice  A;  inoltre,  poiché n≥2 ,  allora  le  equazioni 
saranno un minimo di 4, ovvero un numero sufficiente a trovare un risultato univoco per i 
parametri intrinseci.
Nota H, nota A e fissato un valore arbitrario per λ (in particolare lo si sceglie in modo tale 
che i vettori r1 e r2 abbiano norma unitaria), è facile ricavare il valore di r1, r2 e t, invertendo 
la (3.3), dopodiché, sfruttando l'ortonormalità delle colonne della matrice di rotazione, si 
ricava banalmente anche r3:








  .          (3.7)
A questo punto sono note per intero le due matrici dei parametri intrinseci ed estrinseci A ed 
M, dunque mancano solo i coefficienti relativi alla distorsione.
Il modello di stima appena analizzato è un modello lineare e dunque inadatto per risalire a 
grandezze che descrivano effetti non lineari, come appunto tali coefficienti; inoltre, poiché i 
punti 2D dell'immagine risultano affetti dalla distorsione, la stima di A ed M presenterà 
sicuramente qualche imprecisione. Si procede perciò con un ulteriore step dell'algoritmo di 
calibrazione, che consente, allo stesso tempo, di raffinare i risultati ottenuti per i parametri 
intrinseci ed estrinseci e di stimare i coefficienti di distorsione.
Viene dunque considerata la stima delle coordinate di un generico punto dell'immagine P̃'
(che sarà indicata con ̂̃P' ) , ricavata sperimentalmente tramite una versione modificata 
della (2.15), che utilizzi i valori appena stimati delle matrici A ed M -più le coordinate del 
punto 3D P̃ corrispondente- e che includa anche il modello scelto per la distorsione, sotto 
forma di una dipendenza nota da un vettore k  di parametri incogniti. Tale stima viene 
utilizzata, per tutti i punti dell'immagine e per tutte le immagini acquisite, come condizione 
iniziale per l'algoritmo iterativo di Levenberg-Marquardt, applicato alla funzione
∑n∑i ∣∣ ̃P'n , i−̂̃P'n , i∣∣
2
         (3.8)
(dove gli indici n ed i enumerano rispettivamente le inquadrature della scacchiera -e dunque 
le  immagini  acquisite-  e  i  punti  localizzati  in  ciascuna  di  esse),  algoritmo che  andrà  a 
convergere proprio ai valori ottimi di A, M e k, risolvendo definitivamente il problema della 
calibrazione. 
3.2.2 – Procedura implementativa: tecniche e accorgimenti
Alla  luce  di  quanto  detto  nel  precedente  sottoparagrafo,  possiamo  procedere  con 
l'implementazione pratica della metodologia di calibrazione scelta.
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Figura 3.5: Schema riassuntivo degli step fondamentali della procedura di calibrazione
La Figura  3.5 presenta  uno schema riassuntivo dei  passaggi  fondamentali  che verranno 
eseguiti e che andremo ora ad analizzare nel dettaglio, preoccupandoci di fornire anche tutti 
gli opportuni accorgimenti tecnici volti al miglioramento della procedura.
1. Stampiamo, su un foglio di carta, un pattern a scacchiera, che segua le indicazioni 
fornite nel sottoparagrafo 2.3.2 e mostrate in Figura 2.15, così da poter definire un SdR 
perfettamente riconoscibile a prescindere dal modo in cui la scacchiera viene inquadrata.
Figura 3.6: Una scacchiera simile a quella che utilizzeremo
La scacchiera può avere una qualunque dimensione e un numero di angoli interni scelto a 
piacere  (purché  maggiore  di  4,  per  poter  determinare  univocamente  la  matrice  H): 
considerando  che  siamo  in  fase  di  preprocessing e  dunque  non  abbiamo  problemi  di 
ingombro della scena, è conveniente scegliere una scacchiera grande -affinché gli angoli 
siano meglio localizzabili- e con un numero alto di angoli interni -affinché gli algoritmi di 
stima possano dare risultati più accurati-. Abbiamo scelto un pattern contenente 54 angoli 
interni -disposti in una matrice di 6 righe di 9 angoli ciascuna- e con il lato dei quadrati L 
lungo circa 26mm, scelta che ha prodotto ottimi risultati.
2. Come richiesto dall'algoritmo di Zhang, disponiamo e blocchiamo accuratamente la 
scacchiera su una superficie perfettamente piana. Risultati pratici hanno dimostrato come la 
localizzazione  avvenga  molto  più  facilmente  se  la  scacchiera  viene  adagiata  su  una 
superficie chiara, meno affetta dai problemi di riflessione, che possono dar luogo a false 
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individuazioni. Fissiamo dunque il SdR-mondo come mostrato in Figura 3.7: l'origine viene 
posta nell'angolo in alto a sinistra, guardando la scacchiera orizzontalmente e facendo in 
modo che il primo quadrato in alto a sinistra sia nero; l'asse z viene scelto perpendicolare al 
piano della scacchiera (questa è l'unica scelta che non può esser fatta  a piacere,  poiché 
dobbiamo mantenerci coerenti con l'algoritmo di Zhang) e in verso entrante; l'asse x, invece, 
diretto come il lato maggiore della scacchiera e orientato verso l'interno di essa; l'asse  y, 
infine,  sarà  scelto  coerentemente  con gli  altri  due  per  formare una  terna  destrorsa.  Per 
quanto riguarda l'unità di misura scelta,  essa è totalmente ininfluente sulla procedura di 
calibrazione;  possiamo  dunque  esprimere  le  coordinate  dei  punti  3D  in  (milli)metri, 
misurando la lunghezza del lato del quadrato, ma anche semplicemente farlo in “lati-di-
quadrato”, ovvero prendere L come un campione di lunghezza, una vera e propria unità di 
misura.
Figura 3.7: SdR scelto per il mondo reale
3. Modifichiamo, via  software,  la modalità di acquisizione della telecamera, affinché 
riprenda la scena in bianco e nero; questo accorgimento permette, all'interno dell'algoritmo 
di Harris, di considerare piatte (semplici sfumature di grigio) quelle aree dove diversi colori 
possono formare linee di confine e quindi bordi e angoli, dando luogo a localizzazioni di 
punti esterni alla scacchiera, che, a loro volta, possono o degradare o addirittura inficiare 
l'intera procedura. Il nostro pattern, al contrario, essendo in bianco e nero non risente in 
alcun modo della perdita dell'informazione legata al colore.
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4. A questo punto, mostriamo la scacchiera alla telecamera (e al computer) un certo 
numero di volte (almeno 2, affinché si possa determinare una soluzione univoca), facendo in 
modo di cambiare il  punto di vista ad ogni inquadratura, mediante lo spostamento della 
prima rispetto alla seconda o viceversa. Otteniamo così un set di immagini contenenti la 
nostra scacchiera, ripresa da varie angolazioni, alle quali andremo ad applicare la procedura 
di  localizzazione.  Dalla  pratica,  abbiamo ricavato  alcune  regole  empiriche  per  decidere 
quante e che tipo di immagini deve contenere il set:
➢ è  opportuno  acquisire  immagini  della  scacchiera  inclinata  in  tutte  e  quattro  le 
direzioni possibili -verso l'alto, verso il basso, verso destra e verso sinistra- e ruotata 
in vari  modi -per esempio, in orizzontale, in verticale, “appoggiata su un angolo” 
ecc.- (in questo modo avremo un set di immagini abbastanza differenti tra loro che 
consentiranno di migliorare l'accuratezza dell'algoritmo di stima dei parametri);
➢ è opportuno acquisire un numero cospicuo di immagini in cui la scacchiera occupi 
praticamente  tutto  lo  schermo,  ma anche  qualche  immagine  con la  scacchiera  in 
lontananza, facendo però attenzione che essa rimanga sempre in prossimità del centro 
dell'immagine, in quanto la distorsione radiale aumenta con la distanza al quadrato 
dal punto principale -che coincide all'incirca col centro dell'immagine- e dunque i 
suoi effetti diventano molto evidenti soprattutto negli angoli (scacchiere piccole e 
localizzate negli angoli appariranno fortemente distorte e in misura quasi uguale in 
ogni punto, producendo il doppio effetto negativo di creare false corrispondenze tra 
punti  del  mondo  e  punti  dell'immagine  e  di  non  riuscire  ad  identificare  bene  la 
presenza di distorsioni);
➢ è opportuno acquisire immagini in cui la scacchiera sia ben illuminata, ma non in 
modo diretto, per non creare riflessi sui quadrati neri;
➢ è opportuno acquisire immagini il più ferme possibile;
➢ è opportuno acquisire almeno 10 immagini, in modo da tener conto dei primi due 
punti  sopraelencati,  ma  non  più  di  20-25,  poiché  risulterebbero  ridondanti  e 
aumenterebbero la probabilità di ottenere un'immagine non buona (come vedremo 
nello  step  successivo,  anche  una  sola  immagine  mal  acquisita  può  influenzare 
negativamente tutta l'intera procedura di calibrazione).
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La Figura 3.8 mostra un possibile set di immagini buono per la calibrazione.
Figura 3.8: Possibile set di immagini per una corretta calibrazione
5. Su ogni immagine del set che abbiamo acquisito, andiamo a localizzare gli angoli, 
ottenendo un vettore con le coordinate 2D di ognuno di essi, ordinato in modo coerente col 
vettore delle coordinate 3D dei punti reali. OpenCV ci mette a disposizione una routine che 
implementa l'algoritmo di corner-detection di Harris e che sfrutta le proprietà geometriche 
di un pattern piano a scacchi (note  a priori), per passare dalla localizzazione dei singoli 
angoli  a  quella dell'intera scacchiera.  Utilizzando un'altra  routine  presente nella libreria, 
possiamo poi eseguire l'algoritmo di Förstner sulle coordinate degli angoli individuate, che 
consente di ottenere una precisione al di sotto del pixel. Infine, possiamo disporre anche di 
uno  strumento  grafico  di  OpenCV  che  segnala  i  casi  di  avvenuta  localizzazione, 
permettendo un facile riscontro visivo sulla sua bontà (Figura 3.9). Tale strumento risulta di 
grande  utilità,  poiché  si  è  osservato  sperimentalmente  che  anche  una  sola  scacchiera 
localizzata male, può inficiare tutto il processo di calibrazione e dar luogo a risultati privi di 
senso.
Figura 3.9: Utility grafiche di OpenCV per segnalare i casi di avvenuta localizzazione della scacchiera (a)
e i casi di localizzazione non possibile a causa di occlusione parziale del pattern (b)
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6. Per  ogni  immagine  acquisita,  mandiamo  le  coordinate  3D  degli  angoli  della 
scacchiera nel SdR-mondo -definite al punto 2- e quelle 2D dei corrispondenti angoli nel 
SdR-immagine -trovate al punto 5-, in ingresso ad una routine di calibrazione, fornitaci da 
OpenCV,  che  implementa  l'algoritmo  di  Zhang  così  come  lo  abbiamo  descritto  nel 
precedente sottoparagrafo. In uscita otteniamo:
• la  matrice  dei  parametri  intrinseci  nella  stessa  forma della  nostra  A definita  nel 
paragrafo 2.2;
• per ogni scacchiera localizzata, il vettore di rotazione11, dal quale possiamo trovare la 
matrice di rotazione in una forma analoga alla nostra  R, utilizzando la formula di 
Rodrigues e il vettore di traslazione t;
• un  vettore  contenente  5  coefficienti  che  servono  per  tener  conto  degli  effetti  di 
distorsione -3 della distorsione radiale e 2 di quella tangenziale-, secondo un modello 
proprio di OpenCv, che analizzeremo dettagliatamente più avanti.
7. Prima di andare a salvare i risultati ottenuti, eseguiremo un doppio controllo sulla 
bontà della stima dei parametri che è stata fatta.
• Il primo controllo sarà di tipo visivo: utilizzeremo un'apposita  routine  di OpenCV, 
che consente di correggere gli effetti di distorsione introdotta dalle lenti, partendo dai 
5 coefficienti trovati. Visualizziamo dunque sul monitor del computer due video: una 
ripresa del mondo esterno in tempo reale e una ripresa identica, ma in cui, a ogni  
frame  acquisito,  è  stata  applicata  la  routine  descritta  sopra  (Figura  3.10).  Se  il 
secondo video risulta  distorto come o più del  primo, allora  sicuramente abbiamo 
commesso un errore nella stima dei nostri parametri e dovremo scartare i risultati 
ottenuti; se invece il secondo video risulta privo di distorsioni, abbiamo un primo 
riscontro di bontà della stima fatta e possiamo procedere al controllo successivo.
11.  Una matrice di rotazione ha, per sua stessa natura, solo 3 elementi linearmente indipendenti; dunque è possibile  
definire al suo posto un vettore di 3 coordinate, capace di descrivere altrettanto esaurientemente la trasformazione. In  
particolare, si scelgono come elementi di tale vettore le coordinate del versore che individua l'asse attorno a cui viene 
compiuta la rotazione. La formula algebrica che consente di passare da un vettore di rotazione alla corrispondente  
matrice di rotazione è detta <<formula di Rodrigues>>
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Figura 3.10: Controllo visivo della correttezza della stima: immagine reale (a)
e immagine con distorsione compensata (b). In questo caso il controllo
ha dato esito positivo
• Il secondo controllo è di tipo algebrico e si basa sul calcolo del cosiddetto errore 
medio di riproiezione. Andiamo a riprendere una delle immagini con la scacchiera 
inquadrata -punto 4- e passata attraverso la procedura di localizzazione -punto 5-, e 
consideriamo le  coordinate  dei  punti  2D trovate;  scegliendo un qualunque  punto
P̃' i tra questi, il cui corrispettivo nel mondo reale è P̃i  , se la stima dei parametri 
è buona, allora il  modello che essi  descrivono deve essere funzionante e dunque, 
applicandolo a P̃i (per semplicità ci riferiremo a un punto e al vettore delle sue 
coordinate allo stesso modo), deve restituire un risultato ̃P' icalc  , che sia il più simile 
possibile a P̃'  . Calcoliamo dunque l'errore che si commette (che viene chiamato 
errore di riproiezione, proprio perché è ottenuto “riproiettando” un punto del mondo 
reale sull'immagine 2D, tramite l'uso dei parametri stimati):
    Di=∣∣P̃'i− ̃P'icalc∣∣  .    (3.9)
La (3.9) controlla la veridicità del risultato ottenuto, basandosi su un solo punto di 
una sola delle n immagini acquisite; si capisce facilmente che possiamo migliorare di 
gran lunga la verifica, tenendo conto di tutti i punti di ogni immagine che abbiamo a 
disposizione e calcolando così l'errore di riproiezione sul “pixel medio” (da cui il 











∣∣ ̃P'n ,i− ̃P'n , icalc∣∣  (3.10)
(dove con Ncorn   e  Nimg si è indicato rispettivamente il numero di angoli presenti in 
un'immagine  e  il  numero  di  immagini  acquisite).  Generalmente  una  stima  viene 
considerata  buona  se ER<1 ; notando che  i  vari ̃P'n , i   e  ̃P'n , i calc sono espressi  in 
pixel, si evince che la condizione scritta sopra equivale a ritenere affidabili solamente 
stime  che  sbagliano,  mediamente,  di  una  quantità  inferiore  al  pixel.  Viene  da 
chiedersi il perché di un requisito così stringente: la risposta sta nel fatto che ER  ,
generalmente, diminuisce al diminuire del numero di punti presi in considerazione12. 
Questo fatto però contraddice quanto abbiamo detto finora, suggerendoci che, per 
poter  ritenere ER un  parametro  di  verifica  attendibile,  dobbiamo  scegliere  una 
soglia di affidabilità che vari a seconda del numero di punti utilizzati nell'algoritmo 
di Zhang. Nel nostro caso, abbiamo scelto di tollerare un errore ER<0,7 , con una 
scacchiera di 54 angoli e 15 immagini acquisite, e un errore ER<0,5 . con la stessa 
scacchiera e con solo 10 immagini. Sotto tale condizione, abbiamo riscontrato solo 
pochissimi casi di stime errate considerate buone o di stime buone considerate da 
scartare,  casi  che  scendono  praticamente  a  zero,  quando  abbiamo  unito  le  2 
procedure di verifica.
8. Dalle  stime  che  riescono  a  superare  il  doppio  controllo  di  affidabilità  vengono 
scartati  i  parametri  estrinseci  ricavati  per  ogni  immagine,  che non serviranno nelle  fasi 
successive; i parametri rimasti (parametri intrinseci e coefficienti di distorsione) vengono 
invece salvati su un file *.YML, che verrà poi letto dal software di AR, nelle fasi successive, 
nelle quali la conoscenza di essi sarà una condizione necessaria. 
Prima  di  concludere,  facciamo  presente  che  tutti  i  passi  della  procedura  che  abbiamo 
descritto sono stati riuniti in un unico software, scritto in C++, che può dunque costituire 
12.   Tale  fenomeno  è spiegabile  pensando  che,  con  meno  punti  a  disposizione,  l'algoritmo  di  Zhang,  in  fase  di 
raffinamento dei risultati, deve adattarsi ad un numero inferiore di coppie di punti 3D-2D e quindi produce delle stime 
che, per quanto erronee possano essere in generale, legano perfettamente i valori delle poche coppie di punti che hanno 
contribuito a determinarle; poiché tali coppie sono le stesse che usiamo per il calcolo dell'errore medio di riproiezione,  
senza dubbio esse “calzeranno” perfettamente alle stime trovate, restituendo un ER basso.
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uno strumento pratico e semplice per chiunque voglia o debba cimentarsi con il problema 
della calibrazione di un sistema di acquisizione di immagini.
3.3 – Stima della posizione e dell'orientazione della telecamera in tempo reale
Entriamo finalmente nel cuore dell'implementazione del nostro sistema di AR, andando ad 
analizzare  come sia possibile  trovare,  in  tempo reale,  la  posizione da cui  la  telecamera 
guarda la scena e la sua orientazione all'interno di essa. Come abbiamo detto in fase di 
modellizzazione,  tali  caratteristiche  verranno  passate  alla  telecamera  virtuale,  affinché 
questa  osservi  il  mondo virtuale,  in  modo analogo a  quello con cui  la  telecamera reale 
osserva il mondo reale.
3.3.1 – Metodologia di stima della matrice dei parametri estrinseci della telecamera
Nel paragrafi 2.1 e 2.2, abbiamo messo in evidenza come, una volta fissato un SdR per il  
mondo reale, posizione e orientazione della telecamera in tale sistema sono completamente 
descritte da una trasformazione di tipo rototraslativo, esprimibile mediante la matrice dei 
parametri  estrinseci  M,  che  lega  le  coordinate  3D  di  un  qualunque  punto  della  scena 
espresse nel SdR-mondo, con quelle espresse in un SdR solidale alla telecamera. Quindi il  
nostro problema si riduce alla ricerca della matrice M, ricerca che deve aggiornarsi frame 
per frame, dato che la telecamera è in continuo movimento e dunque acquisisce immagini 
da punti di vista sempre diversi.
Riprendendo l'equazione matriciale (2.15), osserviamo come al suo interno appaia proprio la 
matrice dei parametri estrinseci che vogliamo determinare, cosa che ci suggerisce di partire 
da qui per la nostra ricerca: la matrice A è un dato noto, poiché è stata stimata in fase di 
calibrazione, e quindi, supponendo di conoscere le coordinate di una o più coppie (P̃ , P̃')  ,
dove P̃ è un punto 3D di una scena inquadrata, espresso nel SdR-mondo che abbiamo 
fissato, e P̃' il rispettivo punto 2D nel SdR dell'immagine acquisita, l'unica incognita del 
sistema rimarrebbe proprio M, che quindi potrebbe essere facilmente stimata.
Quanto  abbiamo  appena  detto  evidenzia  una  fortissima  analogia  con  la  calibrazione. 
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Possiamo quindi pensare di riutilizzare la stessa procedura anche in questo caso: inizieremo 
dunque con la localizzazione di una scacchiera, per trovare le coordinate delle coppie di 
punti corrispondenti (P̃ , P̃')  , e procederemo con l'applicare loro l'algoritmo di Zhang, per 
arrivare ad una stima di M.
La  differenza  sostanziale  con  la  procedura  di  calibrazione  sta  nel  fatto  che,  adesso,  la 
matrice dei parametri intrinseci è nota (e si suppone che abbia valori molto affidabili, alla 
luce  del  fatto  che  è  stata  stimata  in  fase  di  preprocessing)  e  quindi  non  rappresenta 
un'incognita  del  problema  ma,  anzi,  ci  aiuta  per  una  sua  più  accurata  risoluzione.  Se 
riprendiamo infatti i vari passaggi dell'algoritmo di Zhang vediamo che:
1. le equazioni (3.6) ora hanno solo le colonne di H come incognite e dunque possono 
essere usate come vincoli sulla sua stima, cosa che ne migliora l'accuratezza;
2. nel sistema (3.7), che è quello che consente di determinare direttamente gli elementi 
della matrice M, ho meno coefficienti stimati insieme
3. l'operazione  di  raffinamento  finale  è  vincolata  ai  4  valori  noti  di  A e  quindi 
convergerà in un range più basso di valori, arrivando a un risultato più accurato.
Ovviamente tutto ciò che abbiamo detto va esteso introducendo gli effetti di distorsione e 
dunque ampliando il modello della (2.15), come vedremo nel paragrafo 3.4. Tenendo conto 
però del fatto che anche i coefficienti che descrivono tali  effetti  sono noti, sempre dalla 
calibrazione, allora essi, così come la matrice  A, non rappresenteranno un problema, ma 
piuttosto un fattore di miglioramento della stima di  M, in particolare perché aggiungono 
altri vincoli al punto 3 visto sopra.
3.3.2 – Step implementativi
Alla  luce  di  quanto  detto,  la  procedura  di  ricerca  della  posizione/orientazione  della 
telecamera viene realizzata seguendo questi passi (riassunti nello schema in Figura 3.11):
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Figura 3.11: Schema riassuntivo degli step fondamentali della
procedura di stima dei parametri estrinseci
1. Si  leggono  dal  file  *.YML,  contenente  i  risultati  della  calibrazione,  i  valori  dei 
parametri intrinseci e dei coefficienti di distorsione.
2. Si  dispone nella  scena una scacchiera,  in  modo coerente con la  disposizione  dei 
marcatori radiopachi scelta al momento dell'acquisizione dell'immagine TC.
È opportuno soffermarci un momento su quello che costituisce forse il principale problema 
dell'implementazione del  nostro sistema:  la dimensione della scacchiera.  Come abbiamo 
detto, tanto più è grande la scacchiera tanto meglio essa viene localizzata. Una scacchiera 
troppo grande risulta però ingombrante nelle applicazioni chirurgiche: non sarebbe realistico 
pensare  di  poter  piazzare  un  pattern  di  circa  30x20cm,  come  quello  usato  per  la 
calibrazione, in una scena di simulazione chirurgica! Se è vero che parte del problema viene 
risolto  da  un  piazzamento  intelligente  della  scacchiera  (a  tal  proposito  sarebbe  molto 
interessante studiare la  possibilità di  disporre il  pattern non sopra,  ma in prossimità del 
paziente), che verrà disposta in modo da ingombrare il meno possibile l'area di interesse, è 
anche vero che sarà necessario dimensionarla in modo da tener conto contemporaneamente 
delle due esigenze contrastanti.  La cosa migliore è quella di analizzare caso per caso le 
applicazioni  del  nostro  sistema  e  utilizzare  la  più  grande  scacchiera  possibile,  che  non 
ingombri l'area di lavoro.
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3. Si riutilizzano le  routine  di  corner-detection di OpenCV per localizzare gli angoli 
della scacchiera.
4. Si  riutilizza  la  routine  di  calibrazione  di  OpenCV,  mantenendo  fissi  i  parametri 
intrinseci e i coefficienti  di distorsione, ai valori  letti  al punto 1. Otteniamo in uscita la 
matrice dei parametri estrinseci che stavamo cercando.
La procedura appena descritta è stata implementata mediante una classe C++ e inclusa nel 
software Mix Reality  Viewer.  La  routine  preposta  alla  localizzazione  degli  angoli  della 
scacchiera viene caricata in un  thread  separato della CPU, grazie ad alcune funzionalità 
della libreria QT, in modo da velocizzarne l'esecuzione e da rispondere così all'esigenza che 
il sistema funzioni in tempo reale.
3.4 – Modellazione della telecamera virtuale e fusione delle immagini reali e  
virtuali
Giunti a questo punto del problema, abbiamo a disposizione tutti i dati che ci servono per 
poter  estrapolare  le  immagini  virtuali  dal  file  VRML,  che contiene le parti  anatomiche 
segmentate che ci interessano, e fonderle, in tempo reale, con le immagini reali acquisite 
dalla telecamera. Prima di mostrare come verrà compiuto quest'ultimo passo, spiegheremo 
come si riesca a ottenere una perfetta coerenza tra le immagini reali e virtuali.
3.4.1 – Coerenza tra immagini reali e virtuali e loro fusione
I  parametri  intrinseci  della  telecamera reale  vengono utilizzati  anche per  modellare  una 
telecamera  virtuale  con le  stesse  caratteristiche;  essa  sarà  dunque  in  grado  di  acquisire 
immagini renderizzate, ovviamente virtuali,  allo stesso modo con cui la telecamera reale 
acquisisce le immagini reali. Quest'ultima affermazione in realtà non è del tutto vera, poiché 
la telecamera reale, per effetto delle lenti,  distorce le immagini che cattura; è quindi più 
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corretto dire che la telecamera virtuale acquisisce immagini virtuali allo stesso modo in cui 
una telecamera ideale, con le stesse caratteristiche della nostra telecamera reale, ma priva di 
effetti di distorsione, acquisisce immagini reali.
La telecamera virtuale così “costruita” servirà per guardare il  contenuto del file VRML, 
come  se  questo  fosse  una  vera  e  propria  scena  virtuale,  acquisendone  dunque  delle 
immagini 2D.
Affinché immagini reali e virtuali si sovrappongano coerentemente, non basta acquisirle con 
telecamere aventi le stesse caratteristiche, ma bisogna anche che ognuna di esse guardi la 
propria  scena nello  stesso modo in cui  lo  fa  l'altra;  questo  significa  che la  posizione e 
l'orientazione  della  telecamera  virtuale  nel  mondo  virtuale  dovranno  corrispondere  alla 
posizione e all'orientazione della telecamera reale nel mondo reale. Inoltre, se teniamo conto 
che queste variano ad ogni frame e che vogliamo implementare un sistema  real-time,  è 
chiaro che anche le  altre,  per  mantenere  la  corrispondenza,  dovranno cambiare ad ogni 
frame e dovranno farlo in tempo reale.
Ricordando  che  posizione  e  orientazione  di  una  telecamera  in  un  SdR  esterno  sono 
completamente determinate dalla sua matrice dei parametri estrinseci, il problema si riduce 
a quello di legare, ad ogni frame, le coordinate 3D di un punto della scena virtuale, espresse 
nel SdR del mondo virtuale, alle coordinate 3D dello stesso punto, espresse nel SdR della 
telecamera  virtuale,  mediante  la  stessa  matrice  dei  parametri  estrinseci  della  telecamera 
reale  M,  propria  di  quel  frame.  Poiché,  come abbiamo visto  nel  paragrafo  precedente, 
sappiamo stimare  M ad ogni frame e in tempo reale, la soluzione viene automaticamente: 
faremo in modo che il valore della matrice dei parametri estrinseci della telecamera virtuale 
MV si aggiorni ad ogni frame acquisito dalla telecamera reale, assumendo il nuovo valore di 
M stimato.
Data la coerenza con cui sono stati disposti i marcatori radiopachi e la scacchiera, i SdR del 
mondo  virtuale  e  del  mondo  reale  coincidono;  inoltre,  per  quanto  appena  detto,  la 
telecamera virtuale guarderà il mondo virtuale allo stesso modo (stessa posizione e stessa 
orientazione) in cui quella reale guarderà il mondo reale. Se ne deduce che le immagini 
acquisite dalle due telecamere risultano, in teoria, perfettamente coerenti.
Per  chiarire  meglio  il  concetto,  spieghiamolo  algebricamente,  sfruttando  la  linearità  del 
modello che lega le coordinate 3D dei punti in due SdR diversi, espresso, in generale, dalla 
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(2.13). Detto P̃ il vettore delle coordinate omogenee 3D di un generico punto omonimo, 
indicato con i pedici R e V tutto ciò che si riferisce rispettivamente al reale e al virtuale, e 
indicato con i pedici W e C  tutto ciò che si riferisce rispettivamente al SdR del mondo e a 
quello della telecamera, possiamo scrivere le seguenti relazioni:
̃PRC=M⋅ ̃PRW    e   ̃PVC=MV⋅ ̃PVW   .        (3.12)
Considerando poi  che il  SdR del  mondo reale  e quello  del  mondo virtuale  coincidono, 
grazie  al  posizionamento  coerente  dei  marcatori  radiopachi  e  della  scacchiera,  e  che 
andremo ad assegnare ad MV lo stesso valore assunto da M possiamo scrivere anche:
     ̃PRW= ̃PVW    e   M=MV   .        (3.13)
Unendo le due equazioni (3.13) con la seconda delle (3.12) si ha:
̃PVC=M⋅ ̃PRW   ,        (3.14)
che unita a sua volta alla prima equazione delle (3.12) da:
  ̃PVC= ̃PRC   .        (3.15)
La (3.15)  afferma che un punto espresso nel  SdR della telecamera virtuale ha le stesse 
coordinate anche nel SdR della telecamera reale, ovvero che le due telecamere guardano la 
scena allo stesso modo. Considerando infine che la telecamera virtuale è stata modellata 
mediante gli stessi parametri intrinseci di quella reale, possiamo affermare che le immagini 
acquisite  dalle  due  telecamere  sono  perfettamente  coerenti,  dimostrando  così  quanto 
avevamo detto.
Rimane un ultimo problema: mentre la scena virtuale viene osservata da una telecamera 
(virtuale)  che non introduce effetti  di  distorsione, la scena reale viene osservata da una 
telecamera che invece ne introduce. Questo crea due complicazioni: da un lato si ha una 
discrepanza  tra  le  immagini  reali  e  virtuali  acquisite,  cosa  che  non  permetterebbe  una 
corretta fusione; dall'altro verrebbero visualizzate delle rappresentazioni distorte della scena 
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inquadrata,  che  risulterebbero  poco  verosimili,  dato  che  le  immagini  acquisite  dalla 
telecamera reale vanno direttamente al display.
La  soluzione  a  entrambi  i  problemi  si  ottiene  andando  a  compensare  gli  effetti  della 
distorsione  nelle  immagini  reali.  Questo  farà  sì  che  immagini  reali  e  virtuali  sembrino 
acquisite dalla stessa telecamera e con la stessa inquadratura e, contemporaneamente, che la 
scena  reale  visualizzata  sul  display  risulti  priva  di  deformazioni.  L'implementazione  di 
quanto appena detto può essere ottenuta mediante il  modello inverso di quello usato per 
descrivere  le  distorsioni,  applicato  ai  punti  dell'immagine  distorta,  in  modo  tale  da 
ricollocarli  nella  posizione  che  occuperebbero  in  un'ipotetica  immagine  priva  di 
deformazioni. 
A questo punto non resta che mettere insieme le immagini acquisite dalle due telecamere, 
ormai perfettamente coerenti tra loro, e ottenere così un'unica immagine di AR. La loro 
fusione avviene usando l'immagine reale come background e sovrapponendovi l'immagine 
virtuale (Figura 3.12).
Figura 3.12: Esempio di immagine di AR: il modellino 3D di una ragazza viene fuso,
in modo coerente, con un ambiente reale
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3.4.2 – Procedura implementativa: da computer vision in OpenCV ad augmented reality in 
OpenSG
Nel nostro software tutta la parte riguardante il virtuale viene trattata utilizzando la libreria 
OpenSG, tramite la quale leggeremo il file VRML, modelleremo la telecamera virtuale e 
fonderemo le immagini reali e virtuali fra loro.
Dunque i dati relativi ai parametri intrinseci,  ai coefficienti di distorsione e ai parametri 
estrinseci dovranno essere tradotti in modo tale da interfacciarsi con OpenSG.
Nella modellazione della telecamera virtuale, OpenSG richiede delle caratteristiche che non 
corrispondono esattamente a quelle trovate con OpenCV, ma che possono essere facilmente 
ricavate da esse (tali caratteristiche, comunque, sono in grado di descrivere esaustivamente 
il processo di acquisizione delle immagini della telecamera).
• Le  coordinate  del  punto  principale C'=(C'u ,C'v)  , espresse  in  un  SdR 
bidimensionale in cui: l'origine è al centro dell'immagine, l'asse u coincide con quello 
del  SdR 2D definito  in fase di  costruzione della telecamera,  l'asse  v è opposto a 
quello  di  tale  sistema  e  l'unità  di  misura  sono  i  pixel  normalizzati  rispetto  alla 
larghezza (sull'asse u) e all'altezza (sull'asse v) del sensore; possiamo quindi ricavare
C'u   e  C'v mediante le formule:
C'u=
2Cu−W
      W
    e    C'v=−
2Cv−H
      H
   ,        (3.16)
dove  W e H sono le dimensioni rispettivamente orizzontale e verticale del sensore, 
espresse in pixel.
• il  field of view (FOV) verticale (da cui OpenSG calcola anche quello orizzontale), 
definito come quell'angolo che dal centro ottico vede l'altezza del sensore (Figura 
3.13), che può essere ricavato dai parametri intrinseci mediante la formula:
   FOVvert=arctg (Cv  f )+arctg (H−Cv     f )   .                        (3.17)
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Figura 3.13: Field of view verticale
Per  quanto riguarda  invece la compensazione delle  distorsioni,  il  discorso è  un po'  più 
complicato, in quanto il modello pre-implementato in OpenSG non coincide con quello pre-
implementato  in  OpenCV.  La  soluzione  a  questo  problema  sarà  fornita  nel  prossimo 
paragrafo, dove tratteremo tutti gli aspetti legati alla distorsione
Specifiche routine di OpenSG vengono infine utilizzate, da un lato per disporre sullo sfondo 
della scena mixata ciò che viene ripreso dalla telecamera reale, dall'altro per sovrapporvi ciò 
che viene ripreso dalla telecamera virtuale.
Il risultato è proprio il video di AR in tempo reale che volevamo ottenere.
Vale la pena, a questo punto, di riepilogare i punti fondamentali della procedura utilizzata 
per implementare quest'ultimo step (Figura 3.14):
Figura 3.14: Schema riassuntivo degli step fondamentali della procedura di modellazione
delle telecamere virtuali e di fusione delle immagini reali e virtuali
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1. Abbiamo calcolato le coordinate del punto principale nel SdR-immagine fissato da 
OpenSG e il FOV verticale, a partire dai parametri intrinseci stimati in fase di calibrazione, 
mediante la (3.16) e la (3.17).
2. Abbiamo modellato una telecamera virtuale in OpenSG mediante i risultati ottenuti al 
punto 1; tale telecamera ha quindi le stesse caratteristiche della telecamera reale, ma non 
produce effetti di distorsione.
3. Per ogni frame acquisito e in tempo reale, abbiamo preso la matrice dei parametri  
estrinseci (stimata con la modalità descritta nel precedente paragrafo) e l'abbiamo usata per 
definire  la  trasformazione  che  lega  le  coordinate  di  un  punto  virtuale  nel  SdR-mondo 
virtuale,  con  le  sue  coordinate  nel  SdR  della  telecamera  virtuale.  Così  facendo,  le  
inquadrature della scena reale e virtuale sono venute a coincidere in ogni frame.
4. Abbiamo  compensato  gli  effetti  di  distorsione  delle  lenti  sulle  immagini  reali, 
mediante la procedura che descriveremo nel prossimo paragrafo.
5. Attraverso  alcune  routine  di  OpenSG,  abbiamo  creato  la  nostra  scena  di  AR, 
disponendo sullo sfondo l'immagine reale priva di distorsioni e sovrapponendovi l'immagine 
virtuale.
3.4.3 - Modellizzazione e correzione della distorsione
Andiamo finalmente a trattare il problema degli effetti di distorsione introdotti dalle lenti.
Inizieremo descrivendo come sono stati modellati (e il perché della scelta fatta) e come il 
modello trovato si inserisca all'interno di quello lineare, arrivando così a definire, una volta 
per  tutte,  un  modello  completamente  esaustivo  della  modalità  di  acquisizione  delle 
immagini  di  una telecamera;  dopodiché ci  preoccuperemo di  invertire tale modello,  per 
poter ottenere immagini reali prive di deformazioni, da visualizzare sul display.
Il motivo che ci ha spinto a rimandare l'assunto fino a questo momento è dovuto,  da un lato 
alla  comodità  di  poter  procedere  nella  trattazione  usando  sempre  un  modello  lineare, 
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dall'altro al fatto che, tra i tanti modelli di distorsione esistenti (spesso anche sensibilmente 
diversi  tra  loro)  è  più  conveniente  scegliere  direttamente  quello  pre-implementato  nelle 
librerie  che  useremo  -piuttosto  che  basarci  su  uno  nostro  e  doverlo  poi  comunque 
convertire- e quindi affrontare l'argomento direttamente in fase di implementazione.
Andiamo dunque ad analizzare com'è fatto e come funziona il modello usato da openCV, 
che diventerà da ora anche il nostro modello.
Nella geometria di formazione delle immagini di una telecamera, l'effetto distorcente delle 
lenti si colloca subito prima della proiezione della scena inquadrata sul piano immagine; 
infatti, se si guardasse il mondo come lo guarda il sensore, lo si vedrebbe deformato. Si 
capisce  dunque che gli  effetti  di  distorsione agiscono direttamente  sui  punti  del  mondo 
esterno, andandone a modificare la posizione rispetto alla telecamera; questo si traduce in 
una  trasformazione  delle  coordinate  3D  dei  punti  del  mondo  esterno  nel  SdR  della 
telecamera. 
Tale trasformazione viene implementata in OpenCV mediante 5 parametri di distorsione, 3 
di essi relativi a quella radiale e gli  altri  2 a quella tangenziale, che corrispondono ai 5 
coefficienti che otteniamo in uscita dalla routine di calibrazione. Detti PU=(xyz ) un generico 
punto  della  scena  espresso  nel  SdR  della  telecamera  e  non  affetto  dalla  distorsione  e
PD=(x'y'z' ) lo  stesso  punto,  però  distorto  e  chiamati
x=x /z  , y=y / z  , x'=x' /z'   e  y'=y'/ z'  , si ha:
{x'=x⋅(1+k1 r2+k2 r4+k3 r6)+2 p1⋅x y+p2⋅(r 2+2 x2)y'=y⋅(1+k1 r2+k2 r 4+k3 r6)+2 p2⋅x y+p1⋅(r 2+2 y2)   ,                  (3.18)
dove k1  , k2   e  k3 sono  i  coefficienti  di  distorsione  radiale, p1   e  p2 i  coefficienti  di 
distorsione tangenziale ed r la distanza dal punto principale, definita come r=√x2+y2  . Si 
noti  come in realtà  si  abbia un sistema di  sole 2 equazioni  in 3 incognite,  ma ciò non 
rappresenta un problema dato che nel modello di acquisizione delle immagini i dati rilevanti 
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sono  proprio  i  rapporti x'/z'   e  y'/z'  , e  non  le  3  coordinate  di  PD considerate 
singolarmente.
Il sistema (3.18) e l'equazione matriciale (2.15) ci forniscono insieme il modello, finalmente 
completo, del processo di acquisizione delle immagini di una telecamera.
Rimane ora da invertire il modello della distorsione; dovremo dunque determinare quella 
trasformazione che, date le coordinate di un generico punto PD, inquadrato dalla telecamera 
e dunque affetto da distorsione, consenta di trovare le coordinate del corrispondente punto 
PU,  che  verrebbe  inquadrato  dalla  telecamera  se  questa  non  introducesse  distorsioni.  È 
opportuno notare che, mentre la libreria usata per modellare la distorsione è OpenCV, quella 
che  dovrà  occuparsi  di  compensarne  gli  effetti  è  OpenSG.  Dunque,  visto  che  la  prassi 
seguita  è  quella  di  utilizzare  i  modelli  di  distorsione  pre-implementati  nelle  librerie,  il 
modello inverso dovrà essere compatibile con quello di OpenSG. In realtà, per ragioni che 
saranno chiare a breve, quello che abbiamo fatto è stato trovare il  modello inverso con 
OpenCV e  andare  poi  a  modificare  il  codice  interno  di  OpenSG  (sfruttando  quindi  il 
vantaggio di lavorare con una libreria open source) affinché implementi tale modello.
Osservando  la  (3.18),  si  capisce  subito  che  sarebbe  un'impresa  disperata  provare 
un'inversione  algebrica.  L'unica  possibilità  sarebbe  quella  di  trascurare  gli  effetti  della 
distorsione tangenziale (operazione generalmente consentita) e di tenere conto solo della 
dipendenza quadratica di quella radiale dalla distanza, limitando così a uno i coefficienti, ma 
perdendo sicuramente in termini di accuratezza.
Figura 3.15: Immagini reali così come vengono acquisite dalla telecamera (a)
e dopo la compensazione della distorsione (b)
Si preferisce dunque abbandonare il modello algebrico e ragionare diversamente, ricalcando 
il procedimento usato dalla routine di compensazione della distorsione presente in OpenCV 
e già utilizzata in fase di calibrazione per il controllo della bontà della stima. L'idea è quella 
76
di  costruire  una look-up table che  associ  ad ogni  coppia  di  valori (x , y)  , la  rispettiva 
coppia di valori (x' , y') che si ottiene applicandole il sistema (3.18). Dalla tavola che si 
ottiene sarà dunque possibile anche ricavare (x , y) conoscendo (x' , y') e da lì risalire alle 
coordinate  dei  punti  PU.  Poiché  la  distorsione  non  è  sicuramente  una  trasformazione 
omografica,  specialmente  se  pensiamo  al  momento  in  cui  l'immagine  acquisita  viene 
pixelizzata (due pixel distorti possono venir rimappati nello stesso pixel, oppure possono 
rimanere dei pixel “vuoti”, oppure un pixel distorto può venir rimappato a metà tra due pixel 
ecc.), dovranno essere previste alcune operazioni di livellamento e di interpolazione.
3.5 – Estensione della procedura al caso stereoscopico
L'ultimo passo da compiere è quello di  trasformare il  nostro sistema da monoscopico a 
stereoscopico. Dato che la tecnica che abbiamo implementato funziona perfettamente per 
una sola telecamera, quest'ultima operazione non presenta alcuna particolare difficoltà, in 
quanto  prevede  solamente  la  ripetizione  di  tutti  gli  step  precedenti  con  una  seconda 
telecamera,  oltre  a  qualche piccolo  accorgimento.  Ci  limiteremo dunque  a  trattare  solo 
questi.
Calibrazione stereoscopica
Calibrare una coppia di telecamere stereoscopiche significa stimare i parametri intrinseci e i 
coefficienti di distorsione di entrambe, ma, in più, determinare anche la posa.
La procedura che utilizzeremo prevede essenzialmente di  calibrare singolarmente le  due 
telecamere, seguendo tutti gli step visti nel sottoparagrafo 3.2.2, facendo però in modo che 
la  localizzazione  avvenga  su  immagini  della  stessa  scacchiera,  acquisite  nello  stesso 
momento. Otteniamo in questo modo la stima di  AL,  kL,  AR e  kR (dove abbiamo indicato 
con  k  il  vettore  dei  coefficienti  di  distorsione  e  con  i  pedici  L  ed  R  gli  indici  delle 
telecamere sinistra e destra rispettivamente), oltre a n stime (dove n è il numero di immagini 
acquisite) di  ML e MR.
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Figura 3.16: Calibrazione stereoscopica in OpenCV
Prendiamo dunque una coppia di matrici ML e MR, relative a una qualunque delle immagini 
acquisite e ricordiamoci che esse rappresentano le trasformazioni che legano le coordinate 
di un punto del mondo reale espresse nel SdR-mondo (P̃w) con le coordinate dello stesso 
punto  espresse  nei  SdR  delle  telecamere  sinistra (P̃L) e  destra (P̃R) rispettivamente, 
ovvero:
      P̃L=ML⋅P̃w    e   P̃R=MR⋅P̃w   ;        (3.19)
risolvendo le due equazioni rispetto a P̃w e unendole si ha:
 P̃R=MR⋅ML
−1⋅P̃L  ⇒  P̃R=Mp⋅P̃L   ,        (3.20)
dove il prodotto MR⋅ML
−1 rappresenta quella trasformazione che consente di passare da 
coordinate nel SdR solidale alla telecamera sinistra a coordinate nel SdR solidale a quella 
destra e dunque è proprio la posa Mp che stavamo cercando.
La  sua  stima  verrà  poi  raffinata  mediante  le  pose  che  derivano  dalle  altre  immagini 
acquisite.
Stima di posizione e orientazione delle due telecamere in tempo reale
La procedura utilizzata in questo caso è ancora più semplice in quanto basta stimare la 
matrice dei parametri estrinseci della telecamera sinistra  ML (cosa che viene fatta con la 
procedura  descritta  per  il  caso  monoscopico)  e  automaticamente  trovo  quella  della 
telecamera destra MR, sfruttando il dato della posa:
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        MR=Mp⋅ML   .        (3.21)
È  interessante  notare  come  in  realtà  il  dato  della  posa  sia  un'informazione  ridondante, 
poiché la procedura funzionerebbe benissimo ugualmente: la scacchiera verrebbe localizzata 
dalle due telecamere e si otterrebbe una stima delle matrici di rototraslazione di ognuna di 
esse,  partendo  dai  parametri  intrinseci  e  dai  coefficienti  di  distorsione  di  entrambe. 
Possiamo però sfruttare questa ridondanza come un fattore di robustezza contro il problema 
dell'occlusione della  scacchiera.  Infatti,  così  come posso  stimare  MR partendo da a  ML 
tramite la (3.21), allo stesso modo posso stimare a ML partendo da a MR tramite:
      ML=Mp
−1⋅MR   .        (3.22)
Dunque: se entrambe le telecamere riescono a inquadrare la  scacchiera,  allora stimiamo 
singolarmente  ML e  MR come  nel  caso  monoscopico;  se  invece  la  telecamera  destra 
(sinistra) non riesce a inquadrare perfettamente la scacchiera, allora stimiamo solo ML  (MR) 
come nel caso monoscopico e ricaviamo MR  (ML) utilizzando Mp, tramite la (3.21) ((3.22)).
Modellazione di  due telecamere stereoscopiche virtuali  e fusione delle immagini reali  e  
virtuali
Per  quanto  riguarda  la  modellazione  delle  telecamere  virtuali,  non  ci  sono  particolari 
accorgimenti da adottare; applichiamo dunque la procedura vista per il caso monoscopico a 
ogni telecamera singolarmente.
Lo stesso dicasi per la fusione delle immagini reali e virtuali, con la sola differenza che 
adesso le immagini mixate non verranno mostrate soltanto sullo schermo del computer, ma 
potranno  essere  inviate  ognuna  al  rispettivo  display  dell'HMD  per  dare  l'effetto  di 
tridimensionalità alla scena di AR.
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CAPITOLO 4
Valutazione del sistema implementato:
metodologia, risultati e conclusioni
In questo capitolo ci occuperemo di testare il nostro sistema.
Inizieremo validando singolarmente le procedure di localizzazione, calibrazione e fusione 
delle immagini, dopodiché verificheremo il funzionamento generale del sistema, utilizzando 
l'HMD.  Infine,  mediante  l'analisi  dei  risultati  ottenuti,  trarremo le  dovute  conclusioni  e 
studieremo alcuni possibili miglioramenti futuri.
4.1  –  Validazione  delle  singole  procedure  implementate  e  del  funzionamento  
generale del sistema
Il funzionamento del nostro sistema di AR è stato valutato innanzitutto mediante l'analisi dei 
risultati  ottenuti  singolarmente  nelle  tre  procedure  fondamentali  che lo  costituiscono:  la 
localizzazione, la calibrazione e la fusione delle immagini reali e virtuali.
Una  volta  dimostrata  la  bontà  di  questi  risultati,  il  sistema  è  stato  testato  prima  in 
monoscopia e poi in stereoscopia, con la webcam Minoru 3D, visualizzando il risultato sul 
monitor  del  computer;  dopodiché  è  stato  validato  sull'HMD.  I  test  sono  stati  eseguiti 
mediante  alcune  simulazioni  su  un  manichino  e  su  una  riproduzione  fisica  di  uno  dei 
modelli anatomici virtuali 3D che avevamo a disposizione, osservando il comportamento 
del  sistema rispetto  sia  alla  coerenza e  alla  precisione del  posizionamento degli  oggetti 
virtuali nella scena reale sia alla latenza sia alla visualizzazione in tempo reale.
4.1.1 – Risultati in fase di localizzazione
La prima procedura che abbiamo testato è la localizzazione, in quanto essa è alla base delle 
altre procedure. Il test è stato effettuato servendosi dello strumento grafico di OpenCV per il 
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controllo della localizzazione.
La scelta di una scacchiera come elemento da localizzare si è rivelata, come ci aspettavamo, 
il  vero  punto  di  forza  del  nostro  sistema:  gli  angoli  interni  vengono  localizzati  quasi 
istantaneamente, con estrema precisione e a prescindere dalla posizione e dall'orientazione 
della scacchiera nella scena;  inoltre si  è  registrata  una pressoché totale assenza di  false 
localizzazioni  e  una forte robustezza rispetto  al  cambiamento di  illuminazione.  Per  tutti 
questi motivi, l'uso di una scacchiera si è dimostrato più idoneo di quello di sferette colorate 
(o monocolore), utilizzate nelle precedenti implementazioni.
4.1.2 – Risultati in fase di calibrazione
Abbiamo  eseguito  una  serie  di  calibrazioni  stereoscopiche  (utilizzando  15  viste  della 
scacchiera), della webcam Minoru 3D, i cui risultati sono riportati nelle seguenti tabelle, la 
prima relativa alla telecamera sinistra e la seconda a quella destra; in esse si mostra sia il  
valore dei parametri intrinseci (in pixel) e del coefficiente quadratico di distorsione radiale 
(in decimi), così come escono dal software da noi implementato, sia il FOV orizzontale e 
verticale (in gradi), ricavati da tali parametri, sia l'errore medio di riproiezione (in pixel), 
definito nella (3.10).  Per quanto riguarda la posa,  abbiamo mediato,  sulle 6 calibrazioni 
eseguite, i valori della matrice di rototraslazione che la descrive; la posa media così ottenuta 
è riportata subito dopo le tabelle.
SX fu fv Cu Cv FOVorizz FOVvert kdist ER
1° 845 846 314 243 41,5 31,7 -1,34 0,35
2° 838 838 316 251 41,8 32,0 -1,45 0,33
3° 841 838 316 252 41,7 32,0 -1,40 0,28
4° 844 844 314 245 41,5 31,8 -1,37 0,41
5° 844 844 314 252 41,5 31,8 -1,47 0,29
6° 841 848 316 247 41,2 31,6 -1,40 0,38
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DX fu fv Cu Cv FOVorizz FOVvert kdist ER
1° 850 852 347 254 41,2 31,5 -1,88 0,35
2° 848 849 347 263 41,8 32,0 -1,89 0,33
3° 851 850 348 260 41,2 31,5 -1,94 0,28
4° 851 852 344 265 41,2 31,5 -1,59 0,41
5° 853 853 356 256 41,1 31,4 -1,96 0,29
6° 860 855 351 256 40,8 31,2 -1,82 0,38
POSA MEDIA: Mp=[ 1 0 0 −59,890 0,999 0 −0,0120,002 0 0,998 1,710 ]
Partendo da quest'ultimo valore e andando a ritroso, analizziamo i risultati ottenuti.
• Il  valore  della  posa  media  è  già  un  indice  di  bontà  della  nostra  procedura  di 
calibrazione:  infatti,  si  nota  come  gli  elementi  della  matrice  di  rotazione 
rappresentino quasi perfettamente un'identità e come vi sia un unico dato del vettore 
di traslazione che si discosti sensibilmente da zero. Questo è proprio il risultato che ci 
aspettavamo,  in  quanto,  essendo  la  Minoru  3D una  webcam industriale,  dunque 
costruita sicuramente con degli standard di precisione elevati, i sensori delle sue due 
telecamere  tenderanno ad  avvicinarsi  al  caso  di  una  coppia  stereoscopica  ideale, 
ovvero  saranno  all'incirca  complanari  e  allineati  su  due  dimensioni.  La  bontà  è 
confermata  anche  dal  primo  valore  del  vettore  di  traslazione,  che  è  espresso  in 
millimetri ed è molto simile alla distanza tra le due telecamere, fissata a 6cm dai 
datasheet.
• L'errore di riproiezione medio si è attestato su valori inferiori al pixel e anche alla 
soglia di 0,7 pixel che avevamo fissato, dimostrando un corretto funzionamento della 
procedura
• Per quanto riguarda il dato del coefficiente di distorsione di ordine 2, quello che ci 
interessa  è  il  segno:  questo  infatti  dev'essere  negativo  nel  caso  di  distorsione “a 
barile” e positivo nel caso di distorsione “a cuscino”. In tutte le prove che abbiamo 
fatto è risultato kdist  < 0 e, infatti, dall'esame visivo delle immagini acquisite dalla 
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Minoru 3D, si nota un lieve “effetto barile” -Figura 3.10 (a) e 3.15 (a)-; possiamo 
ritenere questo dato un'ulteriore fattore di bontà.
• I  datasheet  della Minoru ci dicono che le due telecamere hanno un  field of view 
verticale  di  circa  40°,  da  cui,  mediante  una  semplice  proporzione  con  le  due 
dimensioni del sensore, si ricava un FOV orizzontale di circa 30°. Anche in questo 
caso, dunque, le nostre stime si rivelano corrette.
• Per quanto riguarda le stime dei parametri intrinseci, non abbiamo purtroppo valori 
assoluti  con cui poterle confrontare.  Un dato interessante può essere però la loro 
deviazione  standard,  come  indice  di  coerenza  della  procedura  di  calibrazione: 
abbiamo provveduto a calcolata per tutti e 4 i parametri di entrambe le telecamere, 
ottenendo per la sinistra
σ (f u)=5,9   ,  σ(f v)=9,3   ,  σ(Cu)=2,4   ,  σ(Cu)=8,7  ,  
e per la destra
σ (f u)=7,9   ,  σ(f v)=5,2   ,  σ(Cu)=9,3  ,  σ(Cu)=9,3  .  
I  valori  ottenuti  non  sono  altissimi,  ma  evidenziano  comunque  una  maggiore  
debolezza della nostra procedura nella stima delle distanze focali e delle coordinate 
del punto principale.
Riassumendo quanto appena detto, possiamo ritenerci soddisfatti della nostra procedura di 
calibrazione, la quale sebbene presenti qualche difetto nella stima dei parametri intrinseci, 
fornisce dei valori precisi e coerenti per quanto riguarda il FOV, dato molto importante per 
la modellazione delle telecamere virtuali.
È interessante notare inoltre, che le stime che sono state scartate mediante la nostra duplice 
procedura  di  controllo  mostrano  effettivamente  grosse  discrepanze  coi  valori,  piuttosto 
coerenti, della tabella. Pertanto tale procedura ha dimostrato appieno la sua utilità -si pensi 
che abbiamo riscontato solamente un caso di valori non coerenti, non segnalati-.
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4.1.3 – Risultati in fase di fusione delle immagini reali e virtuali
La procedura di testing relativa alla fusione delle immagini reali e virtuali è stata realizzata 
attraverso un test visivo, consistente nel provare a sovrapporre alla scacchiera reale un suo 
modello virtuale di identica forma e dimensione. Mediante tale test abbiamo valutato:
• la  coerenza  e  la  precisione  del  posizionamento  dell'immagine  virtuale  su  quella 
reale;
• la presenza e l'eventuale entità della latenza;
• la staticità dell'immagine virtuale a telecamera ferma;
• il funzionamento in tempo reale della procedura.
Riguardo al primo punto, la coerenza e la precisione della procedura sono comprovate dalla 
perfetta sovrapposizione della scacchiera virtuale a quella reale (Figura 4.1);  osservando 
un'immagine ferma e inquadrata da vicino, abbiamo verificato una precisione subpixel.
Figura 4.1: Immagine reale di una scacchiera -in cui il pattern è parzialmente ostruito per
impedirne la localizzazione (a) e immagine di AR che evidenzia la precisione
con cui la scacchiera virtuale si sovrappone a quella reale (b)
Per  quanto  riguarda  il  secondo  punto,  la  procedura  si  è  rivelata  robusta  nel  caso  di 
movimenti  lenti  della scena, ma ha evidenziato un'accentuata latenza all'aumentare della 
loro velocità; in particolare, i movimenti traslativi si sono rivelati più problematici di quelli 
rotativi.  Comunque,  considerando  che  l'ambito  di  applicazione  del  nostro  sistema  non 
prevede spostamenti bruschi (i movimenti della testa del chirurgo, sul quale si trova l'HMD 
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con le telecamere, sono di norma pochi e lenti),  possiamo ritenere soddisfacenti i risultati 
anche in questo caso.
Il fatto che nel nostro ambito di applicazione le telecamere stiano prevalentemente ferme (il  
chirurgo rimane per lunghi periodi con lo sguardo fisso nella stessa zona), rende il terzo 
punto forse più importante del secondo: l'immagine virtuale non deve subire spostamenti a 
telecamera ferma. Nelle precedenti implementazioni si era reso necessario inserire un filtro 
FIR che mediasse  un  certo  numero  di  matrici  dei  parametri  estrinseci,  estratte  a  frame 
consecutivi, per poter bloccare i continui movimenti che l'oggetto virtuale compiva; ciò però 
comportava  un  aumento  degli  effetti  della  latenza.  Con  la  nostra  procedura,  invece,  il 
processo di filtraggio si è rivelato del tutto superfluo, in quanto l'immagine virtuale rimane 
completamente  ferma,  probabilmente  in  virtù  della  facilità  di  localizzazione  e  della 
precisione subpixel.
Per quanto riguarda il quarto punto, non si è sperimentato ritardo tra l'acquisizione di un 
frame dell'immagine reale e la sovrapposizione della relativa immagine virtuale, cosa che 
dimostra un corretto funzionamento in tempo reale.
Facciamo notare infine che gli effetti della distorsione delle lenti vengono completamente 
corretti, a dimostrazione della bontà della stima dei coefficienti che la descrivono e della 
procedura di compensazione di essi che abbiamo implementato.
4.1.4 – Validazione finale del sistema
Per  concludere,  abbiamo  proceduto  alla  validazione  dell'intero  sistema,  tentando  di 
sovrapporre modelli anatomici virtuali 3D pre-operatori a manichini e a riproduzioni fisiche 
di organi. Il risultato ottenuto è mostrato in Figura 4.1 e in Figura 4.2 a pagina seguente.
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Figura 4.2: Immagine reale della riproduzione di un aneurisma aortico (a)
e immagine mixata con un suo modello virtuale (b)
Figura 4.2: Immagine mixata di un modello virtuale di un aneurisma
aortico sul manichino
Come  si  evince  dalle  due  figure,  il  sistema  ha  dimostrato  di  funzionare  molto  bene, 
evidenziando tutti i punti di forza appena analizzati:
• i  modelli  virtuali  si  sovrappongono ai  manichini  in  modo coerente  e  con ottima 
precisione;
• gli effetti di latenza, come avevamo previsto, non risultano particolarmente fastidiosi 
nell'osservazione in situ dei modelli pre-operatori;
• il modello virtuale non subisce alcun movimento quando viene osservato “da fermi”;
86
• l'immagine risultante non è affetta da distorsioni;
• il sistema funziona perfettamente in tempo reale.
Questi risultati, uniti agli effetti di tridimensionalità e di immersività procurati dalla visione 
con l'HMD binoculare, rendono la scena mixata molto verosimile, dando l'impressione non 
di una sovrapposizione, ma di un'unica realtà, una “realtà aumentata”.
Un problema evidenziato è stato quello della grandezza della scacchiera,  che è risultata 
spesso ingombrante all'interno della scena.
4.2 – Conclusioni e possibili implementazioni future
Attraverso  i  risultati  ottenuti,  abbiamo  dimostrato  di  poter  implementare  un  sistema 
semplice,  versatile  ed  economico di  AR,  che  può essere  utilizzato proficuamente  come 
supporto visivo per la pianificazione di interventi chirurgici e per il training medicale.
Abbiamo inoltre visto che il sistema può funzionare perfettamente anche in monoscopia, 
utilizzando una semplice webcam e visualizzando le immagini sullo schermo del computer; 
questo comporta la rinuncia all'immersività e alla visione tridimensionale offerte dall'HMD 
binoculare, ma consente di implementare un'applicazione di AR con strumenti semplicissimi 
e con costi praticamente nulli.
La scelta di una scacchiera come fiducial è stato il vero punto di forza di tutta la procedura, 
per la facilità e la precisione con cui essa può venir localizzata.
Date  le  infinite  possibilità  della  AR,  messe  in  evidenza  nel  capitolo  1,  i  miglioramenti 
possibili per il nostro sistema sono molteplici. Elenchiamo di seguito quelli che riteniamo 
più significativi.
• Nella procedura implementativa potrebbero essere inseriti degli algoritmi di motion 
tracking dei fiducial, che consentano di prevedere gli spostamenti delle telecamere, 
velocizzando così il processo di localizzazione e riducendo gli effetti di latenza.
• Oltre alla stereoscopia, il sistema di visione umano utilizza vari spunti per avere una 
corretta percezione della profondità; uno tra i più importanti è l’ombreggiatura. 
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Studiando dunque una procedura che consenta di ricavare da dove, come e quanto la 
scena è illuminata e di applicare un’illuminazione simile al modello virtuale, si 
potrebbe aumentare la verosimiglianza della scena mixata.
• Invece di sovrapporre il modello virtuale ad un background reale, possiamo pensare 
di fare l’opposto e di ricorrere poi, per la visualizzazione dell’anatomia interna, a 
effetti  di  trasparenza  applicati  alla  scena  reale  e  localizzati  nei  punti  in  cui  è 
posizionato il modello (magic windows). Questo dovrebbe produrre un effetto ancor 
più verosimile, fornendo inoltre la possibilità di decidere il grado di visibilità delle 
varie zone anatomiche del modello e permettendo di “aprire e chiudere” a piacimento 
delle “finestre” nel corpo del paziente.
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