' INTRODUCTION
The complex dynamics exhibited by biological membranes-a common characteristic of amphiphilic systems-are closely correlated with the membrane's overall structure. It should therefore not come as a surprise that accurate structural data regarding the various membrane components (e.g., area per lipid, bilayer thickness, etc.) are important in determining specific biomembrane functions. For example, recent studies suggest that certain peptides are capable of compromising certain bacterial membranes, and may therefore have the potential to either replace or augment traditionally used antibiotics. 1 The design of new and more effective peptides, however, requires a deeper understanding of when and how specificity occurs.
The binding free energy, for example, of lactoferricin B to mammalian-like membranes (i.e., neutral membranes, e.g., 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylcholine, POPC) and bacterial-like membranes (i.e., net negative charge membranes, e.g., 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylglycerol, POPG) has been predicted from molecular dynamics (MD) simulations. 2, 3 However, for the simulation to make any kind of prediction, an accurate structure of the lipids making up the membrane is needed. When such a structure is not available, as is usually the case, the atomÀatom potential interaction parameters producing the inputted lipid structure can be "tweaked" to improve the fit between simulated and experimental data. One quantity that is often adjusted is a lipid's lateral area, which is commonly understood to influence lipidÀlipid and lipidÀpeptide interactions, and which plays a central role in the outcome of MD simulations. In the case of POPC, and other neutral membranes, the area per lipid is known from both simulation and experiment. 4 However, for POPG, and other charged lipid bilayers, experimental values have yet to be determined. Importantly, the values from simulation using the standard CHARMM and GROMACS force fields disagree with each other. 3, 5 Thus, experimental data for POPG, and other commonly used lipids, are necessary to resolve the discrepancy between the two main simulation approaches, and to guide modeling approaches that more accurately describe biomimetic membrane systems.
X-ray and neutron scattering are arguably two of the most powerful experimental techniques when it comes to elucidating the structure of biomembranes. 6 At the same time, the two techniques complement each other as they are differentially sensitive to different parts of the lipid bilayer. For example, in the case of X-rays the electron-dense (ED) phosphate groups contrast very well with the lower electron density hydrocarbon region. Thus, X-ray data are well suited for the refinement of lipid headgroups and hydrocarbon chains. On the other hand, the high neutron scattering length density (NSLD) of D 2 O (often used in neutron experiments instead of H 2 O) permits neutron scattering experiments to accurately determine the total bilayer thickness and, consequently, lipid area when volumetric information is available. 7 In order to address this complementarity, we recently developed a model for calculating scattering density profiles (SDP) 7 whereby the data sets from the two techniques are jointly refined -an approach pioneered by Wiener and White. 8 Thus, by appropriately parsing a lipid molecule and simultaneously analyzing the different experimentally obtained "contrast" data (i.e., X-ray and different deuteration neutron scattering data), a more precise structure of the bilayer can be determined.
Area per lipid is often used as the key parameter when assessing the validity of MD simulations. However, similar to the disparate experimentally obtained results for lipid areas, published MD simulations have also reported a wide range of values. For example, CHARMM (Chemistry at HARvard Molecular Mechanics) force field based simulations show a dramatic lateral condensation and overly ordered lipid acyl chains, 9 which in the case of DPPC (1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine) bilayers do not resemble the experimentally observed fluid phase structure. 10 This simulation pitfall can, however, be avoided by applying an appropriate positive surface tension, 11, 12 which requires the use of precise areas per lipid. Another attempt to enhance the predictive power of MD simulations assigns new partial charges to the lipid's headgroup and upper acyl chains, the so-called CMAP correction. 13 Although focused on DPPC, even this approach underestimates the fluid phase area per DPPC molecule by about 4 Å 2 . In contrast, OPLS (Optimized Potential for Liquid Simulations) based force fields do not seem to require this additional tweaking.
14 The same level of lateral condensation is not observed in DOPC (1,2-dioleoyl-snglycero-3-phosphatidylcholine) bilayers, possibly due to the different melting temperatures inherent to the two bilayer systems (i.e., DPPC and DOPC).
15 It is also known, both from experiment and from simulation, that the number of double bonds and their positions within the lipid's acyl chains have a pronounced effect on area per lipid. 16 Finally, there is another layer of complexity in determining areas per lipid in bilayers with a net charge (e.g., such as the PG bilayers studied here), that of additional electrostatic interactions.
Given this situation, many simulations have opted to fix the area per lipid to experimentally obtained values. On the other hand, lipid areas obtained from experiment have also used models that were guided by simulation data, and are thus also model dependent. It has therefore been proposed that a better test for validating MD simulations is to compare them to "raw" experimental data (e.g., scattering form factors). 17, 18 Experimentally obtained scattering form factors then become the basis for the synergy between experiment and simulation, whereby simulation results guide the development of more realistic models, and in turn, experimentally obtained data aid in the development of more accurate MD force fields.
We employ the above-described approach to determine the structural parameters of bilayers made of POPG. MD simulations are initiated at a fixed area per lipid of 62.9 Å 2 and compared directly to the unrefined experimental data obtained from SAXS and SANS measurements. The simulation-to-experiment comparison using the SIMtoEXP software 19 reveals significant differences between the two, thus requiring a further iteration of the simulations. Nevertheless, the original simulations provide useful information that guide the model's development into one that is suitable for the analysis of experimental data. The derived SDP model for POPG is then simultaneously fitted to SAXS and different contrast SANS data (i.e., different levels of deuteration), with a resultant area per lipid of 66.0 Å 2 . Finally, MD simulations are performed at the experimentally determined area and are compared to raw experimental data. Agreement between experiment and simulation confirms the area per lipid value, with simulation providing further information regarding structural details of POPG bilayers.
' MATERIALS AND METHODS Synthetic 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidylglycerol (C16:0-18:1PG, POPG) was purchased from Avanti Polar Lipids (Alabaster, AL) and used without further purification. Fifty milligrams of POPG was mixed with 1 mL of 100 mM NaCl solution made using D 2 O (99.9% pure, Chalk River Laboratories), while 7.5 mg of POPG was mixed with 0.4 mL of nondeuterated 100 mM NaCl solution (18 MΩcm H 2 O). Lipid mixtures were temperature cycled through the main phase transition until uniform dispersions of multilamellar vesicles (MLVs) were obtained. Unilamellar vesicles (ULVs) were then prepared from these dispersions at temperatures above POPG's main phase transition temperature (À2°C) 20 using an Avanti miniextruder fitted with two 0.25 mL airtight syringes. MLVs were extruded through two polycarbonate filters populated with 500 Å diameter pores, producing ULVs with diameters of ∼600 Å. 21 Finally, samples were diluted with D 2 O or H 2 O (100 mM NaCl solutions) to the desired external contrast condition (i.e., 100%, 70% and 50% D 2 O in the case of neutron contrast variation experiments, and 100% H 2 O in the case of X-ray scattering experiments). The total lipid concentration of all ULV samples was ∼20 mg/mL, guaranteeing the presence of sufficient amounts of water between ULVs, thus eliminating the possibility of interparticle interactions (i.e., structure factor). 21 Small-Angle X-ray Scattering. X-ray data were taken at the G-1 station located at the Cornell High Energy Synchrotron Source (CHESS). A 1.18 Å wavelength (λ) X-ray beam of dimensions 0.24 Â 0.24 mm 2 was detected using a 1024 Â 1024 pixel array FLICAM charge-coupled device (CCD) with 71 μm linear dimension pixels. The sample-to-detector distance (SDD) was 423.6 mm, as determined using silver behenate (d-spacing of 58.367 Å). Samples were contained in 1.5 mm quartz capillaries placed in a temperature-controlled, multiple position sample holder. Two-dimensional (2D) images were dezingered using two consecutive 10 s exposures and corrected using calibration files supplied by CHESS. Data sets were normalized using the incident beam intensity as measured by an ion chamber. Background scattering resulting from water and air was subtracted according to the procedure described in ref 21 . An additional linear function was used to correct for an unaccountable rise in background scattering, most likely due to an increase in the sample-to-detector path length at higher angles, while an absorption correction was found unnecessary. 4 Finally, the experimental scattering form factor moduli were obtained using
The Small-Angle Neutron Scattering. Neutron scattering data were taken at the NG-7 station 23 located at the National Institute of Standards and Technology (NIST) Center for Neutron Research (NCNR). Six angstrom wavelength neutrons were selected using a mechanical velocity selector with the desired neutrons having an energy dispersion of 11.5% (fwhm). Multiple sample-to-detector distances (i.e., 2, 5, and 15.3 m) were used, resulting in a total scattering vector [q = 4π/λ sin(θ), where λ is the wavelength and 2θ is the scattering angle] of 0.003 < q < 0.3 Å
À1
. Data were collected using a 2D ). Samples were taken up in standard 1 mm path length quartz cells. Collected 2D images were corrected and reduced into 1D scattering curves using software supplied by NIST, 24 while no additional absorption corrections were applied. 4 Scattering form factors were obtained using eq 1. Molecular Dynamics Simulations. Molecular dynamics (MD) simulations were performed using NAMD 2.7 25 with the standard CHARMM 27 force field 26 (without the CMAP correction 13 ) and the TIP3P water model. By default, this force field uses the Roux parametrization for ions, 27 rather than Aqvist parametrization 28 whose strong bonding in solution may lead to ionic crystallization.
The system consisted of 288 POPG lipids (144 per leaflet) and 9619 water molecules. Enough Na + was added to neutralize the negatively charged POPG molecules, and NaCl was added to create a 100 mM solution, mimicking both physiological and experimental conditions. The bilayer was created using the membrane building tools available on the CHARMM-GUI Web site, 29 and the remaining system was added using the software VMD. 30 Standard periodic boundary conditions were used to minimize boundary effects, and a constant particle number, area, normal pressure, and temperature (NAP n T ensemble) were used to constrain the membrane such that the POPG area in the xÀy plane remained unaltered. The pressure normal to the bilayer was then held fixed, allowing the z-axis to expand and contract in order to achieve a constant P n . A temperature of 298 K was used in order to replicate experimental conditions and was controlled using the Langevin dynamics based thermostat provided with NAMD. Rigid bonds were used for all hydrogen atoms, thus allowing a time step of 2 fs to be used; sampling was performed every picosecond to ensure a weak correlation between sample points.
The initial system maintained an area per lipid of 62.9 Å 2 and was equilibrated for 20 ns prior to 40 ns of production run time. From this production trajectory, probability distributions for each atom type in the lipid, P i (z), were created with z = 0 defining the geometric center of the bilayer. A second simulation was performed to confirm the experimental result by constraining the simulation area per lipid to 65.99 Å 2 . The system was again equilibrated for 20 ns, but this time with the production portion running for 20 ns. From this condition, another set of P i (z) values were calculated and analyzed.
' RESULTS AND DISCUSSION MD simulations were first performed at the fixed area per lipid of 62.9 Å 2 , a value based on literature data for similar lipids.
A smaller area per lipid of 60.6 Å 2 was obtained in our initial simulation whereby the xÀy lateral plane was not constrained (i.e., NpT ensemble). However, it has been pointed out that such approaches result in a dramatic lateral contraction and in overly ordered lipid acyl chains. 9, 13, 31 Of note is that we do not use the simulation to provide accurate lipid areas, but as a way to guide the SDP model. Therefore, although the design of the SDP model is based on a simulation, when it comes to fitting experimental data, critical parameters such as lipid area, bilayer thickness, and the width of the probability distributions are not constrained. In other words, the model only assumes the functional forms of the probability distributions which are obtained from simulations and do not vary to any great extent with the detailed simulation. Our analysis, therefore, does not assume numerical values for those critical parameters that may be different for different lipid bilayers.
All atom simulations, such as the one employed here, provide complete probability distributions for the various atoms and can thus be used to calculate SDPs without any prior assumptions. SDPs are then easily transformed into q-space (i.e., reciprocal space) via the continuous Fourier transform 19 as follows:
where n α (z) are the atomic number distributions obtained from simulation and F s is the scattering density of the solvent, which is equal either to the solvent's (i.e., water) number of electrons (in the case of X-rays) or its neutron scattering length (in the case of neutrons) divided by its volume (V WAT = 29.0 Å 3 as obtained from our simulation). In the case of neutron scattering, f α (q z ) corresponds to the neutron scattering length b α and does not depend on the scattering vector q z as nuclei are effectively point sources for neutrons with wavelengths of the order of interatomic distances, while in the case of X-ray scattering, f α (q z ) is the atomic form factor, which is given by the Fourier transform of the atomic electron density (see ref 19 for more details). Calculated scattering form factors are then readily available for comparison with unrefined experimental data.
Experimental scattering data consist of measured intensities that can easily be converted to form factors using eq 1. 22 While form factors calculated from simulations, |F s (q)|, are on an absolute scale, experimental data are commonly only obtained on a relative scale. However, the scaling factor, k e , for each independent set of experimental form factors, |F e (q) 
where the summation goes through all of the experimental data (N q ), and where ΔF e (q) is the experimental uncertainty of each datum. The overall agreement/disagreement between the simulation and the experimental data can be seen in the plots shown in
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The simulation-to-experiment comparison shown in Figure 1 reveals significant differences between the two, indicating the need for further refinement. Although the MD simulation describes the X-ray data reasonably well in the range above q ∼ 0.2 Å À1 , the χ 2 calculated for the neutron scattering data from experiment in 100% D 2 O and simulation, suggests a larger area per lipid. From this comparison, however, it is not clear how to estimate the exact structural parameters values. In order to ameliorate the situation, one approach is to run several simulations with different values for A (equivalent to different surface tensions), and the simulation that best fits the experimental data then provides a model-free method for determining bilayer structure. 17 Clearly, this simulation-based approach is independent of structural models and can be used to determine the structural properties of different lipid bilayers, including those containing dopant molecules such as cholesterol or peptides. The initial simulation does, however, provide useful information for designing the model that can eventually be utilized in the modelbased analysis of the experimental data, and thus results in guidelines for selecting values for A. Using this approach, the number of time-consuming MD simulations can be reduced to a minimum.
SDP Model for POPG. It has previously been shown that the SDP model of unsaturated hydrocarbon chains is best divided into terminal methyl (CH 3 ), methine (CH) and methylene (CH 2 ) groups, 7, 8, 33 a parsing scheme that we have adopted for our POPG model. However, the differences between PC and PG require us to re-evaluate the parsing of the headgroup. An obvious choice is to combine the carbonyl and glycerol atoms into one component (CG), as was the case for the PC SDP model. 7 However, the arrangement of atoms in the PG headgroup suggests separate components for the phosphate (PG1) and glycerol (PG2) groups (Figure 2 ).
It has also been shown 7 that the combination of two Gaussians (one for CH 3 and one for CH components) along with the classical error function is suitable for describing the probabilities and scattering densities (i.e., ED and NSLD) of lipid hydrocarbon chains in the SDP model (see Figure 3) . However, unlike the case of the PC headgroup, where a nonintuitive parsing had to be implemented in order to accommodate the negative NSLD of the choline, the choline-free PG headgroup has positive Gaussians for both PG1 and PG2 components (Figure 3) , further making the case for the above-mentioned parsing scheme. Moreover, our MD simulation results suggest the overlap of these two components (i.e., PG1 and PG2), thus providing the option to simplify our model by combining the two Gaussians (i.e., PG1 and PG2) into one (i.e., PG). Nevertheless, we include both headgroup parsing scenarios in our analysis and propose that the use of a single PG Guassian is appropriate when the experimental data is not of high enough statistical quality -a situation that benefits through the use of a reduced number of model parameters. The data with regard to the PG1ÀPG2 vector, which in our case implies an orientation parallel to the bilayer surface, may prove important in providing a more detailed description of PG headgroup structure.
The SDP model of POPG (Figure 2 ) is simultaneously fitted to POPG SAXS and three contrast SANS (i.e., measured in 100, 70, and 50% D 2 O) bilayer data collected at 30°C. The four sets of experimental data that are used to fit a single set of model The Journal of Physical Chemistry B ARTICLE parameters place strict limits on parameter space. Nevertheless, the counting statistics of these experimental data, in addition to their limited q-ranges, do not allow for all structural features to be described fully. For example, in previous studies involving PC headgroup lipids, 7 the widths of the three headgroup Gaussians proved to be the most insensitive parameters. In the present study, this turns out to be especially true in the case of the PG2 component. Unconstraining this parameter results not only in a very narrow peak that is physically unrealistic for liquid crystalline bilayers but also gives rise to strong oscillations in the high q-range where no experimental data are available. It should be noted, however, that the width of the PG2 Gaussian has only a minor effect on χ 2 , and a 1 Å change to its width alters the area per lipid by only 0.3 Å 2 . This change is well within the estimated uncertainties for our lipid area, and as such we fixed the value of this parameter (i.e., width of the PG2 Gaussian) to that obtained from the simulation.
Another input parameter required for the SDP analysis is volumetric information, which we also estimate from simulations utilizing the SIMtoEXP software. 19 The values for total lipid volume (V L ), headgroup volume (V HL ), as well as the ratios of partial volumes r = V CH3 /V CH2 , r 12 = V CH /V CH2 , R CG = V CG / V HL , and R PG1 = V PG1 /V HL are restricted to those values obtained from the SIMtoEXP software (see Table 1 ). It is worth noting the reasonable agreement between the total lipid volume obtained from our simulation (V L = 1203 Å 3 ) and the one obtained experimentally (V L ∼ 1208 Å 3 , Tristram-Nagle, personal communication). It needs to be stressed, however, that the uncertainty in the total lipid volume is the biggest source of error to the area per lipid value. This is a direct result of A being equal to V L /D B , where bilayer thickness, D B , is one of the primary pieces of information that we obtain from the experimental scattering form factors.
Finally, and in agreement with our previous notion, is that calculated lipid volumes are similar regardless of the headgroup parsing used [i.e., two (2G) or three Gaussians (3G)] to interpret the MD simulation data (not shown). This also holds true for most of the structural parameters obtained while fitting the two SDP models to experimental data. However, the width of the CH 3 component was found to be erratic when using the 2G SDP model to fit the data, and as such it had to be constrained. In addition, the results tabulated in the third column of Table 1 (i.e., expt -3G), show that the distributions of the two PG components (i.e., z PG1 and z PG2 ) are shifted by more than 2 Å. This implies the nonparallel orientation of the PG headgroup with respect to the bilayer surface, further justifying the use of the 3G SDP model to analyze the experimental data.
Fits to the X-ray form factors using the 3G SDP model are shown in Figure 4 and seem to be in very good agreement over the entire q-range (q < 0.8 Å
) -although the data are statistically "noisy" above q = 0.6 Å À1 . Such high-quality data typically result in high-resolution electron density profiles revealing detailed bilayer structural features. In contrast, the figure with the neutron scattering data shows form factors extending only up to q < 0.3 Å À1 with statistical noise increasing considerably beyond q = 0.2 Å À1 -data typical from SANS measurements of liquid crystalline bilayers in solution. Despite their lesser quality, these low-q-region neutron data contain robust information regarding the water distribution and the bilayer thickness. As in previous studies, we implemented the concept of the Gibbs dividing surface 34 to determine the relevant structural parameters. One important structural parameter, especially when considering the hydrophobic matching of lipids and proteins, is the hydrocarbon chain thickness, D C -the SDP model defines D C at the center of the error function, i.e., the hydrocarbon chain distribution (see Figure 4) . Another important parameter is the total bilayer thickness, D B , which we define as the Gibbs dividing surface for the water region (i.e., D B /2). As mentioned and extensively discussed in a previous publication, 7 D B is robustly determined by neutron scattering and leads to the accurate determination of A (i.e., A = 2V L /D B ). On the other hand, X-ray scattering is highly sensitive to the electron-dense lipid headgroups, providing the head-to-head distance, D HH . All four parameters are crucial to describing the overall bilayer structure and are shown in Table 1 in addition to other SDP-derived parameters.
The SDP analysis results presented in Figure 4 provide the detailed structure of POPG bilayers as determined from experimental data. Although the structural values are obtained using a model-based approach, their validity is suggested by their reproducibility and the robustness of the model. The SDP model fitted simultaneously to SAXS and various contrast SANS data yields an area per lipid for liquid crystalline POPG bilayers of 66.0 ( 1. , while the second and third columns tabulate the results obtained from experimental data using the 2G and 3G SDP models, respectively. The last column displays results of the final simulation performed at A = 66.0 Å 2 . All parameters are shown in their appropriate units for length (Å), area (Å 2 ), and volume (Å 3 ), with estimated uncertainties of (2%. The double asterisks (**) denote hard constrained parameters, while single asterisks (*) denote "soft" constrained parameters. Target values are shown in parentheses.
The Journal of Physical Chemistry B ARTICLE SIMtoEXP Comparison. MD simulations are performed at the fixed area per lipid of 66.0 Å 2 , and the results are directly compared to the experimental data (i.e., form factors). Shown in Figure 5 are the various form factors from X-ray, neutron, and MD simulations. From the data presented in the figure, it is clear that there is very good agreement (i.e., low χ 2 values) between the simulated form factors and those obtained experimentally. A noted exception is the 50% D 2 O neutron scattering data, whose χ 2 value is slightly higher than that from the initial simulation (see Figure 1) . We rationalize this on the basis of large experimental errors present in the 50% D 2 O data, making the comparison of this data to the simulated data rather insensitive to changes in the simulation.
The good agreement between simulated and experimental data (i.e., model-free analysis) gives us confidence in the POPG area per lipid value as determined using the SDP model-based approach.
In addition to A and D B whose determination greatly benefits from the strong neutron scattering contrast between the lipid bilayer and 100% D 2 O, the MD simulation provides additional, and much valued structural information using the suite of routines that are part of the SIMtoEXP software 19 (see Figure 6 ). For example, SIMtoEXP incorporates a procedure for extracting component volumes from simulations according to ref 35. The calculated values (shown in the bottom-right panel of SIMtoEXP, Figure 6 ) agree closely with those values extracted from the initial simulation, suggesting that both simulations are well equilibrated and do not alter, to any great extent, the bilayer's internal structure by changing the "fixed" area per lipid. This is also consistent with component distributions resembling the same functional forms (i.e., Gaussians and the error function), thus providing further validation of the SDP model.
The results obtained by using the SIMtoEXP software are listed in Table 1 . As mentioned, most of the structural parameters do not exceed the estimated uncertainties when comparing the two simulations. However, it is not surprising to find that the results of the 66.0 Å 2 lipid area simulation are compressed in the lateral direction (i.e., bilayer thickness). This behavior is easily understood as A relates inversely to bilayer thickness (i.e., D B = 2V L /A); note that the volumes in both simulations are very similar. The increased area per lipid and the consequent thinning of the bilayer also shows up in reciprocal space (i.e., the form factor). The most pronounced effect is the shift to higher q of the first minimum in the 100% D 2 O neutron scattering simulation results (compare Figures 1B and 5B ) that translates into D B decreasing by almost 2 Å. In the case of the X-ray data, the shifts of the form factor minima are less pronounced as they are mostly affected by changes in D HH and D C . It has previously been suggested 7 that D HH and D C can be altered with little impact to the total electron density profile, and thus scattering form factors, assuming that . POPG bilayer (30°C) structure determination through the simultaneous analysis of X-ray and neutron scattering data. Graphs on the left show the experimental X-ray (A) and the contrast varied neutron (B) scattering form factors (points), together with best fits to the data (solid lines). The SDP model of a bilayer in real space is shown on the right, where the top panels show electron densities (C) and neutron scattering length densities (D) of the various components making up the bilayer, including the total scattering densities (thick lines). Panel (E) shows volume probability distributions, where the total probability is equal to 1 at each point along the bilayer. The definition of the Gibb's dividing surface is graphically shown (E) to be a point along the z-axis where the integrated water distribution areas (hatched) are equal, i.e., effectively the interface between the lipid bilayer and water (i.e., D B /2). The Journal of Physical Chemistry B ARTICLE and that using standalone X-ray data allows for ambiguity in the values of strongly coupled parameters such as A and D H1 . On the other hand, this ambiguity is removed by the inclusion of neutron data. 36 In the case of POPG bilayers, D H1 = 4.86 Å was obtained in the SDP analysis utilizing neutron scattering data instead of simulated data.
The comparison of structural parameters obtained from the SDP analysis (third column of Table 1 ) and those obtained from MD simulation performed at an area per lipid of 66.0 Å 2 (last column of Table 1 ) shows good agreement (within estimated uncertainties) for most parameters. For example, the close agreement in the case of D B and 2D C reveals the robustness between experimental and simulated results. On the other hand, parameters relating to headgroup structure display some nonnegligible differences. The difference of 1 Å in D HH is compensated by changes in D H1 , consistent with the above discussion and the somewhat different positions of the headgroup components. The largest difference is observed in the case of the PG2 component whose position differs by up to 2.2 Å, emphasizing the biggest discrepancy between experimental and simulated results. While the simulation suggests that the orientation of the PG1ÀPG2 vector is parallel to the bilayer surface, experimental results indicate that it is tilted by almost 20°from a parallel orientation. Although it is not clear as to how one goes about to reconcile these differences, it has been pointed out, both by us and others, 37 that the structural parameters for the lipid headgroup and the water, along with their simulation interaction parameters, require further refinement.
The need for the further refinement of the force fields utilized in MD simulations is also supported when comparing our results to MD simulations by Zhao et al. 5 They reported an area per POPG of 53 Å 2 , a value about 19% smaller than what they obtained for POPC. The authors attribute this unusually small area per lipid to the PG headgroups forming ionic bridges with Na + ions. However, it is clear from our experimental results that, compared to POPC, 4 POPG has an area per lipid that is 3% greater. The Zhao et al. result is most likely an artifact of poor parametrization in their MD simulation. To avoid similar erroneous conclusions, it is crucial that the various employed MD force ). In the case of this example, the tabs at the top of the GUI allow the user to visualize the results for electron density, neutron scattering length density, X-ray form factors, neutron form factors, number density, and volume probability.
The Journal of Physical Chemistry B ARTICLE fields replicate experimental data. 38 Although this work does not directly contribute to force field development, it does provide invaluable experimental information that can be utilized by simulators in the development of such force fields.
' CONCLUSIONS
We combined MD simulations and experiment (both SANS and SAXS) to determine the precise structure of liquid crystalline POPG bilayers. Experiment and simulation were utilized in a manner such that the simulation results were used to guide the development of a lipid bilayer scattering density profile that was suitable for the analysis of experimental data. A model-based analysis of the experimental data resulted in an area per lipid of 66.0 Å 2 , a value which was then used in a fixed-area simulation. In the final step of this data analysis process, the direct comparison of simulated to experimental data provided the model-free structure of POPG bilayers. In the near future, we will apply the now developed SDP model for POPG bilayers to determine the structure of other commonly used liquid crystalline PG bilayers. ' REFERENCES
