We analyze the quasi-biennial oscillation (QBO) variability of historical and decadal hindcast simulations of the MiKlip (Mittelfristige Klimavorhersagen) decadal prediction system using the higher resolved version of the Max Planck Institute Earth System Model. We find a realistic variability of the QBO in historical simulations when changing from the Coupled Model Intercomparison Project Phase 5 (CMIP5) to the Coupled Model Intercomparison Project Phase 6 (CMIP6) external forcing. This agreement between the simulated and the observed QBO is improved by the initialization of decadal hindcast simulations with CMIP6 forcing in the first three lead years. In the decadal hindcast simulations, the agreement is similar to a persistence forecast in the first five lead years and higher than the persistence forecast in the later lead years. We find a strong relation between the QBO and the ozone variability in the stratosphere and conclude that the change of the ozone data from CMIP5 to CMIP6 leads to the improved QBO variability and prediction skill in our simulations.
Introduction
The QBO is the dominant mode of variability in the tropical stratosphere. The characteristic of the QBO is a downward propagation of wind reversals (changing from easterly to westerly directions and vise versa) with a periodicity of about 28 months (Baldwin et al., 2001) . The QBO has an effect on the strength of the polar vortex and hence can influence tropospheric variability such as the Northern Annular Mode and the North Atlantic Oscillation via the Holton-Tan mechanism (Holton & Tan, 1980; Thompson et al., 2002) .
The QBO is predictable on seasonal timescales (Boer & Hamilton, 2008) . Nowadays, the vertical resolution in many climate models is high enough to allow for a freely evolving QBO variability (Giorgetta et al., 2006) , which is a prerequisite for the QBO predictability. The QBO initiative (Butchart et al., 2018) systematically analyzes the representation of the QBO in different climate models. The QBO initiative diagnoses the QBO variability and its teleconnections from the Atmospheric Model Intercomparison Project (Gates et al., 1998) simulations with present day and increased CO 2 levels and hindcast (i.e. retrospective forecast) simulations (e.g., Osprey et al., 2018) and underlines the importance of the QBO for the climate variability.
The analysis of the time horizon for skillful QBO predictions has shown predictability of more than 3 years in decadal climate prediction systems (Pohlmann et al., 2013; Scaife et al., 2014) . In this study, we show that the update in higher resolved version of the Max Planck Institute Earth System Model (MPI-ESM-HR) historical simulations (Mauritsen et al., 2019; Müller et al., 2018) and decadal hindcast simulations with the MiKlip decadal climate prediction system (Marotzke et al., 2016) from Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al., 2012) to CMIP6 (Eyring et al., 2016) external forcing data leads to a realistic QBO variability.
The MiKlip Decadal Prediction System
We use the MPI-ESM-HR (Mauritsen et al., 2019; Müller et al., 2018) together with the historical simulations using CMIP5 (Taylor et al., 2012) and CMIP6 (Eyring et al., 2016) forcing. MPI-ESM-HR uses the European Centre Hamburg version 6.3 (ECHAM6.3) as the atmospheric component with a resolution of T127L95 (~100 km in the horizontal with 95 vertical levels) and the Max Planck Institute ocean model as the oceanic component of TP0.4 (0.4°nominal) resolution. The increase of the atmospheric horizontal model resolution leads to an improved atmospheric circulation in the extratropics (Müller et al., 2018) . We compare our results also to the previous MiKlip hindcast system MPI-ESM-MR of T63L95 (~200 km in the horizontal with 95 vertical levels) resolution (Pohlmann et al., 2013) . The high vertical resolution of the MPI-ESM-MR (i.e., the same as in MPI-ESM-HR) climate model is needed to allow a spontaneous QBO variability (Schmidt et al., 2013) . To answer the question whether the achieved skill of the predicted QBO is in the range of what is expected, we compare our results also to a statistical model that uses a simple sinusoidal function with a period of 28 months, as suggested by Scaife et al. (2014) .
The historical simulations with MPI-ESM-HR are analyzed in Müller et al. (2018) and Mauritsen et al. (2019) . In the following, we describe the MiKlip decadal prediction system employing the MPI-ESM-HR climate model. The decadal hindcast simulations with MPI-ESM-HR are initialized every year from reanalysis data over the period 1960-2018. As in our previous system with MPI-ESM-MR (Pohlmann et al., 2013) , the MPI-ESM-HR hindcasts are initialized from oceanic temperature and salinity anomalies from the European Centre for Medium Range Weather Forecasts (ECMWF) Ocean Reanalysis System 4 (ORAS4; Balmaseda et al., 2012) and atmospheric data (temperature, vorticity, divergence, and surface pressure) from ECMWF's 40-year Reanalysis (ERA40; Uppala et al., 2005) and ECMWF's interim Reanalysis (ERA-Interim; Dee et al., 2011) . A new component in the initialization procedure is the initialization with sea-ice concentrations from the National Snow and Ice Data Center as described in Bunzel et al. (2016) . The difference here is that we use anomalies instead of full-field values combined with a climatology before 1979 when no satellite observations are available. An ensemble of five members with CMIP6 forcing is produced for the Decadal Climate Prediction Project (Boer et al., 2016) by the Max Planck Institute for Meteorology (ensemble members r1-5), and another five ensemble members are performed by the Deutscher Wetterdienst (ensemble members r6-10). We compare our results to a five-member hindcast ensemble with CMIP5 forcing employing the same model MPI-ESM-HR. We also show the prediction skill from our previous MiKlip system (MPI-ESM-MR) consisting of five ensemble members, also forced by CMIP5 external boundary conditions, and a persistence forecast. The initialization of the hindcasts of the MPI-ESM-MR system starts at the end of 1960 and ends in 2012. We therefore choose the longest possible common period (i.e., 1970-2013) for the skill evaluation, for which all 10 lead years are available. We also compare our results to five ensemble members of historical simulations with MPI-ESM-HR and CMIP5 as well as CMIP6 forcing and with MPI-ESM-MR and CMIP5 forcing.
We define the QBO as the monthly and zonal mean zonal wind in the tropics averaged between 20°N-20°S at different height levels. We compare the QBO of our climate model simulations to the one from the ERA reanalysis, using ERA40 for the period 1960-1989 followed by ERA-Interim for the period 1990-2018. The MPI-ESM-HR systems are initialized in November of each year, while the MPI-ESM-MR system is initialized in January of each year. To be consistent with the definition of the lead year, the first 2 months are neglected in our analysis of the MPI-ESM-HR systems. Note that the start month can have an influence on the prediction skill (Scaife et al., 2014) .
Forcing Data
CMIP organizes the coordinated climate simulations that are assessed in the Assessment Reports (AR) of the Intergovernmental Panel on Climate Change. For the coordinated experiments, CMIP6 (Eyring et al., 2016) provides updated forcing data. Information about the CMIP5 forcing is available from the AR5 of the Intergovernmental Panel on Climate Change (Myhre et al., 2013) . In the following, we summarize the changes in the CMIP6 forcing relevant for our experiments.
Historical greenhouse gas concentrations (global annual means of CO 2 , CH 4 , N 2 O, CFC-11, and CFC-12) from the University of Melbourne (UoM-CMIP-1-2-0; Meinshausen et al., 2017) are used for the CMIP6 simulations. In contrast to CMIP5, the greenhouse gases in CMIP6 are latitudinally and seasonally resolved. However, as was done with the CMIP5 forcing, with MPI-ESM-HR, we only use global and annual mean values to be comparable with these. The greenhouse gas concentrations used for the CMIP5 and CMIP6 simulations are very similar (supporting information Figure S1 ).
For the simulations with CMIP6 forcing, merged ozone fields from the Chemistry-Climate Model Initiative (Morgenstern et al., 2017) within the Whole Atmosphere Community Climate Model (Marsh et al., 2013) and the Canadian Middle Atmosphere Model (Scinocca et al., 2008) ozone simulations are used (Williams et al., 2019) . In contrast to CMIP5, the ozone forcing in CMIP6 is regionally resolved. However, with MPI-ESM-HR, we use zonal mean values to be consistent with the CMIP5 forcing. The total column ozone values are slightly lower with increased variability in the CMIP6 forcing compared to CMIP5 ( Figure S2 ).
The solar irradiation data from CMIP6 are prescribed in MPI-ESM-HR in the same way as previously done with the CMIP5 data. The total solar irradiation (TSI) includes secular trends as well as the 11-year solar cycle and is distributed over 14 spectral bands . The irradiance of each band can vary with time independently (Schmidt et al., 2013) . For the CMIP6 experiments, the solar forcing is derived as described in Matthes et al. (2017) . The TSI is approximately 1,361 W/m 2 with slightly smaller maxima in the CMIP6 forcing compared to CMIP5 before 1880 and after 1980 ( Figure S3 ).
Volcanic stratospheric aerosol forcing based on satellite data (Thomason et al., 2018; Zanchettin et al., 2017) are used for the CMIP6 simulations. The volcanic aerosol data show large differences to the previous data from CMIP5. Especially in the early period, the aerosol optical depth values are lower in the CMIP6 compared to the CMIP5 forcing ( Figure S4 ). The anthropogenic aerosol optical properties from the second version (v2) of the Max Planck Institute Aerosol Climatology (MACv2-SP; Stevens et al., 2016) are used for the simulations with CMIP6 forcing. A new version of data from the Land-Use Harmonization version LUH2v2h (Li et al., 2018) is used as forcing for the MPI-ESM-HR simulations with CMIP6 forcing.
Results
The QBO (at 20 hPa) prediction skill (correlation) between the ERA reanalysis and climate simulations (ensemble mean of five ensemble members) is presented in Figure 1 . We have derived robust results for the QBO analysis at the 10-, 20-, and 30-hPa levels and choose the intermediate level for displaying the results in this study. At lower levels, the results are not as robust, because there is still an issue forecasting the descent of the QBO. The historical simulations with MPI-ESM-HR with CMIP6 forcing are statistically significantly correlated (cor = 0.59) with the reanalysis data over the period 1970-2013 (and cor = 0.62 over the period . This high correlation is not achieved in historical simulations with the MPI-ESM-HR system with CMIP5 forcing (cor = 0.12) and MPI-ESM-MR system (cor = 0.24) over the shorter period 1970-2005 (when the CMIP5 historical period ends). QBO correlation skill at different lead times for the ensemble mean of members r1-5 (red) and r6-10 (red dashed) of the MPI-ESM-HR system with CMIP6 external forcing, the five ensemble members of the MPI-ESM-HR system with CMIP5 external forcing (blue), the three ensemble members of the MPI-ESM-MR system with CMIP5 external forcing (purple), the persistence forecast using a simple sinusoidal function with a period of 28 months (black dashed), and the ensemble mean of five historical MPI-ESM-HR simulations with CMIP6 forcing (black dotted) at the 20-hPa height level. Outside of the grey area, the correlation values are significant at the 95% level according to a t test.
The QBO of the hindcast simulations with the HR-CMIP6 system has a similar correlation skill as the persistence forecast in the first lead years. While the correlation skill of the persistence forecast drops below the one from the historical simulations, the correlation skill is maintained in the hindcast simulations for the later 6-10 lead years (61-120 lead months). The similarity between the two 5-member ensembles from HR-CMIP6 hindcasts (red curves in Figure 1 ) demonstrates the robustness of our results. The QBO correlation skill of the HR-CMIP5 system has similar values as the HR-CMIP6 system in the first part of the forecasts, but the correlation skill rapidly falls below the significance level after only three lead years (36 lead months). The MPI-ESM-MR system starts from a higher correlation value than the MPI-ESM-HR and drops below the significance level after about four lead years (48 lead months). The initialization of the MPI-ESM-HR systems in November instead of January in the MPI-ESM-MR system could cause the difference in the initial correlation values (Scaife et al., 2014) .
The concatenated QBO (at 20 hPa) time series of the different systems and different lead times are shown in Figure 2 . For the first 12 lead months, all simulated QBO time series show a high correlation with the QBO in the ERA reanalysis (cor = 0.73, 0.66, and 0.90 for HR-CMIP6, HR-CMIP5, and MR, respectively). For the lead months 13-24, the correlation of all simulated QBO time series with the one from ERA reanalysis data is also high (cor = 0.67, 0.46, and 0.72 for HR-CMIP6, HR-CMIP5, and MR, respectively. At lead months 109-120, the correlation of the QBO in the HR-CMIP6 system with the ERA reanalysis data is still high (cor = 0.53). At this lead time, neither the QBO of the HR-CMIP5 system (cor = 0.18) nor the QBO of the MR system (cor = −0.20) have a correlation with the ERA reanalysis data that is above the level for being significant at the 95% level according to a t test (i.e., values above 0.30). Additionally, the QBO time series of the historical simulations are shown for completeness. The QBO time series of the historical simulations with MPI-ESM-HR with CMIP6 forcing is significantly correlated (cor = 0.59) with the one from ERA reanalysis. Both the MPI-ESM-HR historical simulations with CMIP5 forcing (cor = 0.12) and the MPI-ESM-MR historical simulations (cor = 0.24) have lower (insignificant) correlation.
The height-and time-dependent QBO is presented in a Hovmöller diagram in Figure 3 . For this comparison, we show the observed QBO as combined radiosonde data from Canton Island, Gan/Maldive Islands, and Singapore from the Freie Universität Berlin (Figure 3) . We also show the ERA reanalysis data, since we have recognized that our system is better able to forecast the QBO averaged over the broader tropics (20°S-20°N) than for smaller ranges closer to certain locations. It becomes clear from Figure 3 that the averaged zonal wind (as for the ERA reanalysis) is quite different to the station observations (as for the Freie Universität Berlin data) and that therefore we should compare our simulations to the more complete ERA reanalysis. In the ERA reanalysis, the easterly phase of the QBO is more pronounced; over a longer duration, the westerly phase is almost absent. In the HR-CMIP6 system, the QBO with lead months 1-12 generally has an easterly bias, although the phase corresponds quite well with the one of the ERA reanalysis. At lead months 109-120, the easterly bias is also present, and the QBO does not reach as far down as in the ERA reanalysis or with lead months 1-12. The interrupted downward propagation of the QBO at this lead time may hamper the signal propagation and feedbacks.
The height-and time-dependent deviation of the QBO period from 28 months is presented in Figure 4 . In the HR-CMIP6 system for lead months 1-12 and also lead months 109-120, the deviation pattern bears some similarity to the pattern in the ERA reanalysis. The strongest differences appear at the 100-hPa level. The deviation pattern of the HR-CMIP5 system and also the MR system is very different to the pattern in the ERA reanalysis for the longer lead times (not shown).
Next, we want to answer the question why the update of the external forcing from CMIP5 to CMIP6 leads to a realistic QBO in simulations with the MPI-ESM-HR climate model. The update of the external forcing includes all components, that is, greenhouse gases, anthropogenic and volcanic aerosols, ozone, solar irradiation, and land use. While all of these forcing data could have an impact on the climate simulations, ozone has the strongest relation to the stratospheric temperature and hence can influence the stratospheric circulation. Therefore, we calculate the correlation between the QBO (at 20 hPa) and the zonal mean ozone time series at different height levels ( Figure 5 ). At the equator, we find a significant correlation of the QBO with ozone at 20-hPa level (cor = 0.46) but even higher correlation values to the ozone at 30 hPa (cor = 0.80). Such high values are not present when the QBO is correlated with the ozone data from CMIP5 (not shown), which has correlation values only in the range of [−0.16, 0.13] for the different levels and latitudes. We therefore conclude that the change of the ozone data from CMIP5 to CMIP6 leads to the improved QBO variability in our simulations.
Conclusions
We analyze historical simulations with the MPI-ESM-HR climate model and find a realistic QBO variability when changing from CMIP5 to CMIP6 external forcing. In decadal hindcast simulations with the MiKlip system employing the MPI-ESM-HR model with CMIP6 forcing, the agreement of QBO variability with ERA reanalysis data is maintained over the decadal timescale. The initialization of decadal hindcasts in the MiKlip system increases the correlation skill further compared to historical simulations in the first three lead years. However, we have also shown deficiencies of the vertical structure of the predicted QBO. The easterly component of the QBO in the MPI-ESM-HR climate model is in general too strong. Additionally, in the later prediction years, the downward propagation of QBO variability is interrupted and may therefore hamper teleconnections and feedbacks.
While the update of all components of the CMIP forcing could potentially lead to different results in the climate simulations with MPI-ESM-HR, ozone bears the strongest relation to the stratospheric temperature and hence can influence the stratospheric circulation by horizontally and vertically displacing the circulation regimes. We find a strong correlation between QBO at 20 hPa from the ERA reanalysis and ozone variability in the CMIP6 data at the level below (30 hPa), a correlation that is not present using the CMIP5 data. We conclude therefore that the change of the ozone data from CMIP5 to CMIP6 leads to the realistic QBO variability in our simulations with the MPI-ESM-HR climate model. Although the correlation of the QBO with other external forcing data (like AOD and TSI) is close to zero, these may also contribute to the QBO variability during certain periods.
For a good climate prediction over the coming 10 years, known issues that need to be addressed are that the solar irradiation must be projected into the future and that there are unpredictable risks of volcanic eruptions causing climate disruptions. Additionally, the QBO must be projected into the future. Our persistence forecast using a simple sinusoidal function can project the QBO up to 5 years into the future but has deficiencies at longer timescales. The MiKlip decadal prediction system has a similar QBO correlation skill in the first lead years as the persistence forecast and is able to maintain the correlation of the historical simulations in the later lead years. Our study demonstrates that the QBO can be predicted with a decadal climate prediction system on the multiannual timescale but that the prediction is also dependent on the ozone external forcing data.
