The classical algorithm ISOMAP can find the intrinsic low-dimensional structures hidden in high-dimensional data uniformly distributed on or around a single manifold, but if the data are sampled from multi-class, each of which corresponds to an independent manifold, and clusters formed by data points belonging to each class are separated away, several disconnected neighborhood graphs will form, which leads to the failure of ISOMAP algorithm. In this paper, an improved version of ISOMAP, namely Multi-Class Multi-Manifold ISOMAP (MCMM-ISOMAP), is proposed. MCMM-ISOMAP constructs a single neighborhood graph not by increasing the value of neighborhood parameter, but by the following steps that first choose appropriate value with which short-circuit edges can not be introduced, second find such pairwise data each of which are two endpoints of the shortest Euclidean distance between classes, and finally make them neighborhood points each other. Thereby a single neighborhood graph will form, and then ISOMAP algorithm is applied to find the intrinsic low-dimensional embedding structure. Experimental results on synthetic and real data reveal effectiveness of the proposed method.
INTRODUCTION
In the appearance-based face recognition, a 64×64 face image is represented as a real vector in 4096-dimensional Euclidean space. However, in practical applications, the number of face images available possibly ranges from hundreds to thousands, which is too sparse in so high-dimensional space, "the curse-of-dimensionality" problem exists [1] . Dimensionality reduction techniques are one of the effective solutions to this problem. In general, dimensionality reduction techniques are divided into linear and nonlinear dimensionality reduction. Classical linear dimensionality reduction algorithms include principal component analysis (PCA) [2] , independent component analysis (ICA) [3] , multidimensional scaling (MDS) [4] , linear discriminant analysis (LDA) [5] and so on. The limitations of linear dimensionality reduction are based on the assumption that the data structure is globally linear, but in practice, a lot of data are more complex and nonlinear structure. To deal with these data of nonlinear structure, nonlinear dimensionality reduction algorithms have been proposed, such as self-organizing mapping (SOM) [6] , principal curves [7] , generative topographic mapping (GTM) [8] , Kernel PCA [9] and so on. However, these methods often suffer from the difficulties in designing cost functions or tuning too many free parameters. Moreover, most of these methods are computationally expensive, and don't explicitly consider the structure of low-dimensional manifold on or around which the data possibly lie, thus limiting their utility in high-dimensional data sets [10] . In recent years, the nonlinear dimensionality reduction, based on the assumption that the data lie on or around a single low-dimensional manifold in a high-dimensional Euclidean space, become very hot in machine learning computer vision and so on, and many manifold learning algorithms have been proposed, such as isometric feature mapping (ISOMAP) [11] , locally linear embedding (LLE) [12] , laplacian eigenmaps (LE) [13] , local preserving projection (LLP) [14] , local tangent space alignment (LTSA) [15] and so on. However, such manifold learning algorithms succeed only providing the data lie on or around a single manifold. In practical applications, the sampled data may be very complicated, which comes from more than one manifolds whose intrinsic dimension is the same or different, at this point the above-mentioned manifold learning algorithms fail to get the correct low-dimensional embedding. Though the related research of multi-manifold has been reported abroad last year [16, 17] , the proposed algorithm named multi-class multi-manifold ISOMAP (MCMM-ISOMAP) is an improvement of classical ISOMAP algorithm.
As described later, classical ISOMAP algorithm can produce low-dimensional embedding for data in a neighborhood graph. That is, if more than one neighborhood graphs are constructed with neighborhood parameter set a certain value, not all of the data will be able to produce low-dimensional embedding. So, if the data are sampled from multi-class, each of which corresponds to a underlying manifold, when these clusters formed by points from different class are separated away, ISOMAP algorithm possibly fail to find low-dimensional embedding, but MCMM-ISOMAP algorithm can effectively solve the problem.
The rest of the paper is organized as follows. In section 2, the principle of ISOMAP and its shortcomings are briefly introduced. In section 3, MCMM-ISOMAP algorithm is proposed, and the relationship between it and classical ISOMAP are discussed. In section 4, the experimental results are given. Finally in section 5, conclusions are drawn and several issues for the future work are indicated.
OVERVIEW OF ISOMAP
Euclidean distance is often used to measure the dissimilarity between the data, but this is based on the assumption of the global linear structure [18] . If the data is not derived from a linear structure, but from a highly distorted nonlinear structure, it is not appropriate to use the Euclidean distance to measure the dissimilarity between data. In order to measure the true distance between the points lying on a single nonlinear manifold, ISOMAP adopt the shortest path between the data points in a weighted undirected graph formed by data points [19] . A brief description of steps of ISOMAP is as follows:
Step 1. Construct a neighborhood graph: using K nearest neighbors (KNN), or ε -neighborhoods determines the neighbor points.
Step 2. Compute the shortest path distance between all pairs of data: the shortest path distance is used to approximate the corresponding geodesic distance.
Step 3. Construct low-dimensional embedding: MDS is applied to the matrix whose entries are shortest path distances to construct low-dimensional embedding.
However, whether ISOMAP succeeds or not depends on two aspects: firstly, whether the neighborhood graph is constructed correctly, for example, the introduction of the short circuit edges will lead the neighborhood graph not to reflect the intrinsic geometry structure of data [20] ; secondly, when constructing the neighborhood graph, whether more than one sub-neighborhood graph generate. Classical ISOMAP can work on a single neighborhood graph. If the data are sampled from multi-class, each of which corresponds to an underlying manifold, and these clusters formed by points from different class are separated away, when the selected value of the neighborhood parameter is a little smaller, more than one sub-neighborhood graphs will form, which leads to failure of ISOMAP. On the contrary, if the selected value is a little larger, short circuit edges within a single manifold are introduced, which will destroy the topological structure of the manifold.
MCMM-ISOMAP
As described in the above section, when the data are sampled from multi-class, each of which corresponds to an independent underlying manifold, and the clusters formed by data points from each class are separated away, ISOMAP algorithm possibly fails to find the low-dimensional embedding of data in high-dimensional space. However, the proposed algorithm MCMM-ISOMAP can effectively solve the problem.
The main idea of the algorithm get a single neighborhood graph over all data points not by means of making the value of the neighborhood parameter large, but selecting an appropriate value of neighborhood parameter, with which each of within-manifold will not generate short-circuits edges. Although multiple neighborhood graphs will form over all data points, they will become a single neighborhood graph by finding pairwise data each of which are two endpoints of the shortest Euclidean distance between classes, and making them neighborhood point each other. Then finally the classical ISOMAP algorithm is used to get the low-dimensional embedding of all data.
Let X be the set of n -dimensional input data belonging to c classes and N be the number of the input data. Obviously, the input data set X can divide into c subsets, one for one class, 
Step 3. . In this way, a single neighborhood graph will form over the entire data set and the weight of each edge in the graph is equal to the length of the edge.
Step 4. Compute the shortest path distance between all pairs of data: the shortest path distance between one pair data usually is computed by Floyd or Dijkstra algorithm.
Step From the above algorithm steps, it can be concluded that the difference and relationship between MCMM-ISOMAP and ISOMAP is as follows:
① MCMM-ISOMAP is the same as ISOMAP in the sense that there is only one parameter to be adjusted in the two algorithms, which indicates the MCMM-ISOMAP algorithm is simply implemented and can be spread easily in practical applications.
② Assuming that the input data sets are sampled from multi-class and that clusters formed by these data points belonging to different classes are closer, if the selected value of the neighborhood parameter can't only guarantee that the short-circuit edges can't be introduced within manifold, but also that a single neighborhood graph will form over the entire data set, the above Step 2 to Step 3 can be omitted. Consequently MCMM-ISOMAP are the same as ISOMAP. In this sense, ISOMAP is a particular case of MCMM-ISOMAP, and MCMM-ISOMAP is an extension of ISOMAP. In other words, whether the clusters of classes are closer or not, MCMM-ISOMAP algorithm can get the low-dimensional embeddings of the input data sets.
EXPERIMENTAL RESULTS
In order to test the performance of the algorithm proposed in this paper, experiments can be made on synthetic data sets and real-world data sets respectively in Matlab R2008a
Synthetic Data Sets
The three classes of Swiss roll data, marked by •,＋ and ﹡respectively, are constructed as showed in fig. 1(a) , where each class corresponds to a two dimensional manifold. When the value of neighborhood parameter K is set to 8, three isolated sub-neighborhood graphs will form over all input data, as showed in fig. 1(b) with the three red line segments, whose end points are marked by red ◇, corresponding to the shortest Euclidean distance between the three sub-neighborhood graphs.
Thus a single neighborhood graph will form over the data set. Finally, ISOMAP is used to get the low-dimensional embedding. Fig. 1(c) shows the embedding result using MCMM-ISOMAP. In order to directly use ISOMAP algorithm in this data set, it is necessary to choose a more larger neighborhood size, which guarantees that a single neighborhood graph will form. It can be found from a large number of experiments that the single neighborhood graph will form over the entire input data with the minimum neighborhood size k=15. Obviously, if the choice of the neighborhood size k is greater than 15, it is more likely that more short-circuit edges are introduced within manifolds, which seriously destroy the topological structure within manifolds and lead to a drastically incorrect low-dimensional embedding. Thus Fig. 1(d) gives the result of low-dimensional embedding using ISOMAP with minimum neighborhood size k=15 meeting the condition of generation of a single neighborhood graph over all data. As seen from the comparison of fig. 1(c) and (d) , the low-dimensional embedding using MCMM-ISOMAP better preserve the topological structure of the data in the same class, but ISOMAP fails since that it forces the class, marked by symbol ＋, to shrink almost a line, and that the class, marked by symbol ﹡, to bend in the middle. 
Real-world Data Sets
The data sets in this experiment includes four classes of images (duck, building block, cat and face), each of which consists of 72 images which have smooth change in appearance due to pose variations. Data sets of the first three classes duck, building block and cat can download from the Computer Vision Laboratory of Columbia University [21] , and the class face images can be obtained by rotating every 5 degrees a front facial image selected from facial images data set used in ISOMAP [22] . All images were resized to 32*32.
With the choice of the neighborhood size 3 K = , the result using the proposed algorithm is showed in fig. 2(a) , where the part images of each class were showed around the data points. It can be seen that MCMM-ISOMAP can successfully embed images in the four classes into a two-dimensional global coordinate system. However, as showed in the subsection fig.   2(b) , the minimum neighborhood size, with which a single neighborhood graph over such the four classes data sets can be constructed, is 9 K = .The result using the ISOMAP with 9 K = is showed in fig. 2(b) . It can be seen from the result that ISOMAP fails to find the intrinsic structure of every manifold, because that images belonging to the classes duck and face both almost shrink into a straight line, and that both classes of cat and building block drastically intersect after dimensionality reduction. 
CONCLUSION
In this paper, MCMM-ISOMAP algorithm is proposed based on the shortcomings of the classical ISOMAP that it can only work on data in a neighborhood graph. Thus if the data are sampled from multi-class, each of which corresponds to a underlying manifold, when these clusters formed by points from different class are separated away, ISOMAP algorithm possibly fail to find low-dimensional embedding. The experimental results on synthetic and real-world data sets respectively, indicates the proposed algorithm in the paper can find the intrinsic topological structure within class. The several problems which are worth of studying further in the future are that: 1) if the intrinsic dimension of manifolds for each class is not the same, so how to optimally characterize the intrinsic structure of each class in global coordinate system; 2) based on the algorithm proposed in this paper, if the mapping function from high dimensional observed space to low-dimensional feature space through generalized regression neural network can be found, the unsupervised ISOMAP algorithm will work in a supervised manner, that is, the classification task will be performed using the variant of ISOMAP.
