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Machine learning has recently been applied to many problems in condensed matter physics. A common point
of many proposals is to save computational cost by training the machine with data from a simple example and
then using the machine to make predictions for a more complicated example. Convolutional neural networks
(CNN), which are one of the tools of machine learning, have proved to work well for assessing eigenfunctions in
disordered systems. Here we apply a CNN to assess Kohn-Sham eigenfunctions obtained in density functional
theory (DFT) simulations of the metal-insulator transition of a doped semiconductor. We demonstrate that a
CNN that has been trained using eigenfunctions from a simulation of a doped semiconductor that neglects elec-
tron spin successfully predicts the critical concentration when presented with eigenfunctions from simulations
that include spin.
I. INTRODUCTION
Machine learning has proven to be very useful in condensed
matter physics.1–3 It has been applied to the classification of
phases in spin systems4,5, interacting systems6 and disordered
systems7 as well as topological systems.8–13 There are also
suggestions to use machine learning for calculating atomistic
potentials14–19 and performing materials search.20–23
Recent work on the Anderson transition in three dimensions
has shown that a CNN can detect the transition point from
the spatial profile of the eigenfunction intensity.8,24 Though
the precision of the estimate of the critical point was less than
that achieved with finite size scaling (FSS), the CNN predicted
the critical point from the simulation of only a single system
size. It also showed generalisation capability; once trained
for Anderson’s model of localisation25, it was successfully
applied to quantum percolation without further training.3,24
This suggests that a suitably trained CNN might also be use-
fully applied to study other transitions, for example, the metal-
insulator transition in doped semiconductors.
A metal-insulator transition as a function of doping con-
centration is observed in numerous semiconductors when they
are doped with impurities.26–29 This transition is thought to
be a zero temperature continuous quantum phase transition in
which both disorder due to the random positions of the impu-
rities in the semiconductor and interactions between electrons
play important roles.
Recently there have been attempts to better understand
this transition, and, in particular, its critical phenomena, by
studying the FSS of multifractal measures calculated from
eigenfunctions obtained by using DFT simulations of doped
semiconductors.30–33 In these studies, it has been found that
the eigenfunction at the Fermi level is Anderson localised at
low doping concentration but becomes delocalised when the
doping concentration is sufficiently high. Supposing this coin-
cides with the metal-insulator transition in the doped semicon-
ductor, this provides an estimate of the critical concentration.
In Refs. 30 and 31 the role of electron spin was ignored.
However, the true spin configuration is expected to be param-
agnetic with the local magnetic moment randomly distributed.
Unfortunately, DFT calculations which include the electron
spin are considerably more time-consuming than calculations
for spinless electrons. It would save computational time, if
data from simulations with spinless electrons could be used to
train the CNN. However, this would only be useful if such a
CNN has the necessary generalisation capability.
In this paper, we demonstrate that a CNN that has been
trained using Kohn-Sham eigenfunctions for spinless elec-
trons successfully predicts the critical concentration when
presented with Kohn-Sham eigenfunctions obtained in cal-
culations that include spin. We also check whether such a
CNN successfully predicts the critical concentration when
presented with Kohn-Sham eigenfunctions from simulations
with spinless electrons for compensated semiconductors but
find that it does not.
II. MODELS AND METHODS
The metal-insulator transition in a doped-semiconductor
can be studied theoretically, at a certain level of approxima-
tion, using a model in which electrons with an effective mass
m∗ move in an effective medium with relative dielectric con-
stant εr. This leads to the consideration of the Hamiltonian
H = − 1
2m∗
∑
i
∇2i −
1
εr
∑
i,I
ZI
|~ri − ~RI |
+
1
2εr
∑
i, j
1
|~ri − ~r j| +
1
2εr
∑
I,J
ZIZJ
|~RI − ~RJ |
. (1)
Here, ~ri and ~RI are the positions of the electrons and the impu-
rity ions, respectively, ZI is the ionic charge value, which is +1
for a donor and −1 for an acceptor, and we use Hartree atomic
units. We consider an ensemble of three dimensional cubic
systems of linear size L. In each system, ND donor impurity
ions and NA acceptor impurity ions are randomly distributed
(see Fig. 1). The corresponding concentrations are
nD = ND/V, (2)
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2and
nA = NA/V, (3)
with
V = L3 (4)
being the volume of the system.
As in previous studies,30,31 for a given configuration of the
impurities, we attempt to find the ground state of Eq. (1) for
N = ND − NA (5)
electrons, using the Kohn-Sham formulation of DFT.34,35 This
involves finding the self-consistent solutions of the Kohn-
Sham equations,(
− 1
2m∗
∇2 + Vσeff
)
ψσi (~r) = 
σ
i ψ
σ
i (~r). (6)
Here, ψσi are the Kohn-Sham eigenfunctions, 
σ
i the Kohn-
Sham eigenvalues, and σ is the spin. The electron density
of the ground state n
(
~r
)
is then the sum of the spin resolved
electron densities
n
(
~r
)
= n↑
(
~r
)
+ n↓
(
~r
)
, (7)
where
nσ
(
~r
)
=
∑
i:occupied
∣∣∣ψσi ∣∣∣2 (8)
The effective potentials Vσeff are the sum of three terms
Veff = Vext + VHartree + VσXC. (9)
The first term is the external potential due to the impurity ions.
The second term is the Hartree potential of the electrons. The
third term VXC is the exchange-correlation potential
VσXC =
δEXC
[
n↑, n↓
]
δnσ
. (10)
Here, EXC is the exchange-correlation energy, which is a func-
tional of the spin up and spin down electron densities, or
equivalently the electron density n
(
~r
)
and the spin density
ζ
(
~r
)
=
n↑
(
~r
) − n↓ (~r)
n
(
~r
) . (11)
We use the local density approximation36,37
EXC ≈ ELDAXC =
∫
d3r XC
(
n
(
~r
)
, ζ
(
~r
))
n
(
~r
)
, (12)
with the form of XC given in Refs. 36 and 37. Solving these
equations self-consistently, we obtain the eigenfunctions ψσi .
We focus on the highest occupied Kohn-Sham eigenfunction,
i.e. the occupied eigenstate with the largest eigenvalue. For
brevity in what follows we denote this eigenfunction simply
as ψ.
We train the CNN so that it can correctly determine the lo-
calised and delocalised phases from the eigenfunction. The
input is the intensity |ψ|2 and the output is the probability ploc
that the eigenfunction is in the localised phase.3 We perform
supervised training, i.e, we prepare a correctly labelled data
set (training data) in advance to optimise the weight parame-
ters of the CNN. The hyper-parameters of the network struc-
ture are similar to the ones used in Refs. 3 and 24 for An-
derson’s model of localisation in three dimensions. Training
data is prepared by simulating a system of spinless electrons
without acceptors, i.e., by solving the Kohn-Sham equations
subject to the constraint of complete spin-polarisation
ζ
(
~r
)
= 1 (13)
everywhere and NA = 0.
To check the ability of the CNN to generalise, i.e., to de-
termine the correct phases when presented with an unlabelled
data set of eigenfunctions for a system with spin or compensa-
tion, we need an independent estimate of the critical concen-
tration. For this purpose we use multi-fractal finite size scal-
ing. This method was applied to the Anderson transition in
three dimensions in Refs. 38 and 39 and subsequently to the
Anderson transitions in three dimensions in all the Wigner-
Dyson classes40,41 as well as quantum percolation42.
In multi-fractal finite size scaling the system size depen-
dence of the effective multifractal exponent α˜0 is analysed.
This exponent is defined as,
α˜0 ≡ λ
3〈S 0〉
ln λ
, (14)
where S 0 and λ are defined as follows. Calculation of Eq. (14)
involves coarse-grained eigenfunction intensities. A three di-
mensional cubic system of linear size L is divided into boxes
(indexed by the label k) of linear size l and the eigenfunction
intensities integrated over each box
µk ≡
∫
k
d3r
∣∣∣ψ(~r)∣∣∣2 . (15)
The ratio of the box size to the system size is denoted by
λ ≡ l
L
. (16)
The quantity S 0 is obtained by summing over all the boxes as
follows
S 0 ≡
∑
k
ln µk. (17)
The angular brackets 〈· · · 〉 denotes an ensemble average.
As discussed in Refs. 38 and 39, for a system with dimen-
sionality d (here d = 3) and with λ held fixed, we expect
α˜0 → ∞ as L → ∞ in the localised or insulating phase, while
α˜0 → d as L→ ∞ in the delocalised or metallic phase. At the
critical point, the system size dependence of α˜0 disappears.
We can, therefore, find the critical point as a crossing between
curves for systems of two different sizes L with the box size
3FIG. 1. Example of impurity distributions and Kohn-Sham eigenfunctions. Blue and green dots are donor and acceptor ions, respectively.
Red shading indicates the square of the highest occupied Kohn-Sham eigenfunction. On the left a spin-up eigenfunction, and in the centre a
spin-down eigenfunction. On the right a Kohn-Sham eigenfunction for a spinless compensated sample.
adjusted such that the value of λ is the same for both curves
(for example, see Fig. 4).
It should be noted that the true multifractal exponent α0 is
obtained only in the limit that λ → 0 and for this reason we
use the adjective “effective” (and a tilde) above.
III. RESULTS AND DISCUSSION
For ease of comparison with the well studied case of Si, in
what follows we set m∗ = 0.32me and εr = 12.0, which are
the appropriate values for electrons in Si. However, for Eq.
(1), this amounts only to a re-scaling of the units and does not
affect the analysis in any fundamental way.
A. Spinless electron model of doped semiconductor
We consider two ways of training the CNN. The first is with
a labelled data set of eigenfunctions of Anderson’s model of
localisation. The second is with a labelled data set of Kohn-
Sham eigenfunctions for a spinless model of a doped semi-
conductor.
For Anderson’s model of localisation the training set and
the CNN structure are the same as in Ref. 24 except the input
system size, which is 42× 42× 42 in the present case. For the
doped semiconductor the training set consists of the highest
occupied Kohn-Sham eigenfunctions obtained in simulations
of 1,000 samples each for doping concentrations of nD ≈ 0.86
× 1018 cm−3, which is in the insulating regime, and nD ≈ 1.33
× 1018 cm−3, which is in the metallic regime, and system size
L ≈ 400.1Å.
After training the CNNs are then presented with an unla-
belled set of Kohn-Sham eigenfunctions for the same spinless
model of a doped semiconductor. The results are shown in
Fig.2. The critical concentration obtained in a previous study
is shown by the red cross. As can be seen immediately, a CNN
trained with Anderson’s model of localisation fails to predict
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FIG. 2. The probability ploc that a Kohn-Sham eigenfunction is
localised as a function of the doping concentration nD. We com-
pare the probabilities reported by two CNNs: one trained with data
for Anderson’s model of localisation, and the other with data for a
spinless uncompensated doped semiconductor. The system size is
L ≈ 400.1Åand the probabilities have been averaged over 8 sam-
ples. The prediction for the critical concentration is taken as the
concentration where ploc = 0.5. For guides to the eye, dashed
lines are drawn. The CNN trained with data for a spinless un-
compensated doped semiconductor predicts a critical concentration
nCNNc ≈ 1.09 × 1018cm−3. The critical concentration of multifractal
analysis (MFA)31 nMFAc ≈ 1.09× 1018cm−3 is also shown for compar-
ison.
the correct critical concentration for the semiconductor. The
CNN trained with the model of the doped semiconductor nat-
urally gives the correct critical concentration.
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FIG. 3. The probability ploc that a Kohn-Sham eigenfunction is lo-
calised as a function of the doping concentration nD for a system
with spin. The CNN used has been trained with data for the spinless
uncompensated doped semiconductor. The prediction for the criti-
cal concentration nc ≈ 1.56 × 1018cm−3 is taken as the concentration
where ploc = 0.5.
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FIG. 4. Estimation of the critical concentration for a system with
spin using multifractal analysis. Two system sizes were simulated
L ≈ 228.6Å(square) and L ≈ 400.1Å(circle). For the former, an
ensemble of 30 samples was simulated, and for the latter, 20 samples.
The crossing point of the two curves is taken as the estimate of the
critical concentration. The value found nc ≈ 1.55 × 1018cm−3 is in
good agreement with the value found using the CNN (see Fig. 3).
B. Model of doped semiconductor including electron spin
We use a CNN, trained as before with a labelled data set for
a spinless model of a doped semiconductor, to assess Kohn-
Sham eigenfunctions obtained from a model of a doped semi-
conductor that includes spin. That is in a model where the
condition of complete spin polarisation Eq. (13) is removed.
Since the spin configuration must also be optimised more it-
erations are required to find the self-consistent solutions of
the Kohn-Sham equations. When presented with the resulting
eigenfunctions the CNN reports a probability that an eigen-
function is localised. We average this over the highest oc-
1.0 1.5 2.0 2.5
nD [10
18cm−3]
0.0
0.2
0.4
0.6
0.8
1.0
p
lo
c
nCNNc ≈ 1.80
L≈ 400.1Å
FIG. 5. The probability ploc that a Kohn-Sham eigenfunction is
localised as a function of the doping concentration nD for a spinless
compensated doped semiconductor. The compensation is fixed at
50% and the probability is plotted as a function of the concentration
of donor impurities nD. The CNN used has been trained with data
for a spinless uncompensated doped semiconductor. The prediction
for the critical concentration nc ≈ 1.80 × 1018cm−3 is taken as the
concentration where ploc = 0.5.
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FIG. 6. Estimation of the critical concentration for a spinless com-
pensated system using multifractal analysis. Two system sizes were
simulated L ≈ 228.6Å(square) and L ≈ 400.1Å(circle).. For the for-
mer, an ensemble of 100 samples was simulated, and for the latter, 59
samples. The crossing point of the two curves is taken as the estimate
of the critical concentration. The value found nc ≈ 1.21 × 1018cm−3
is significantly less than the value found using the CNN (see Fig. 5).
cupied spin-up and spin-down eigenfunctions and denote the
result ploc.
The results obtained after averaging ploc over an ensem-
ble of 20 samples with system size L ≈ 400.1Åare shown in
Fig. 3. The concentration corresponding to ploc = 0.5 is about
nc ≈ 1.56× 1018 cm−3. In Fig.4 we show the effective mul-
tifractal exponent α˜0 as a function of donor concentration for
two system sizes L ≈ 228.6 and 400.1 Å. The solid lines are
the fits with second order polynomials for each system size.
The transition concentration can be roughly estimated from
cross point of the two curves as 1.55 × 1018 cm−3. This is in
5good agreement with the prediction of the CNN.
C. Spinless model of a compensated doped semiconductor
The system now includes randomly distributed donor and
acceptor ions. The ratio of the compensation is fixed at 50%,
nA
nD
= 0.5. (18)
We focus on the effect of compensation and neglect the spin
degree of freedom. The probability reported by the CNN
trained with data for the spinless uncompensated system is
plotted in Fig.5 as a function of the donor concentration. The
system size is L ≈ 400.1Å and the number of samples is 59.
The CNN predicts a critical concentration of nc ≈ 1.80 ×1018
[cm−3]. The multifractal analysis is shown in Fig.6. The es-
timated critical concentration is nc ≈ 1.21 ×1018 [cm−3]. It’s
clear that the CNN significantly overestimates the critical con-
centration.
IV. CONCLUSION
In this paper, we investigated the generalisation capability
of a CNN to determine the critical concentration of the metal-
insulator transition in a model of a doped semiconductor. The
results are mixed. A CNN trained with Kohn-Sham eigen-
functions from DFT calculations in a spinless model of an un-
compensated doped semiconductor assesses correctly eigen-
functions from a model of a doped semiconductor with spin.
However, the same CNN fails to assess correctly eigenfunc-
tions from a spinless model of a compensated doped semicon-
ductor .
Nevertheless, the fact that CNN trained with eigenfunctions
from a spinless model of a doped semiconductor can be ap-
plied to assess eigenfunctions for a model of a doped semicon-
ductor that includes spin may be useful. The self-consistent
calculations involved in finding the Kohn-Sham eigenfunc-
tions in models with spin are considerably more demanding
since the spin density must also be optimised. Since CNNs
require large training data sets to be useful, this means that
considerable time could potentially be saved by training with
a spinless model.
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