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ABSTRACT 
This thesis develops new models to estimate the cost for a defense acquisition 
project, namely the Korean Helicopter Program (KHP). The thesis constructs various cost 
estimating models based on the traditional Ordinary Least Square (OLS) method and the 
Adaptive Cost Estimating Relationships (CER), which was introduced in June 2008. This 
new methodology is used to improve the uncertainty of OLS as shown in the differences 
between actual data and predicted values. In particular, the new (Adaptive) CER method 
uses three ways of estimation to diminish the errors; a priori, piece-wise, and X-distance 
methods. Among these three approaches, this thesis deals with the priori method, which 
assigns weights to individual data points. By comparing the OLS and the weighted 
methods, improvements in the cost estimates can be achieved.  In addition, this thesis 
provided robust cost estimates for the KHP. 
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EXECUTIVE SUMMARY 
The development and emergence of advanced technology and weapons systems 
have driven significant increases in defense budgets. On the other hand, limited defense 
budgets require that resources be used efficiently and effectively. For these reasons, 
robust, professional and credible cost estimating and analyses are becoming more 
important for any defense acquisition program.  
The Republic of Korea Army (ROKA) has been developing the Korea Utility 
Helicopter (KUH) since 2005.  While some initial cost estimates were developed, they 
need to be updated in light of new requirements and schedules. 
For this reason, the author developed the new CER for the KUH by using 
traditional Ordinary Least Square (OLS) and Weighted Least Square (WLS) with the 
Adaptive CER method. Though the traditional OLS method can be used and applied to 
the KUH, it is difficult to predict the appropriate cost because there is not enough 
historical and cumulative experience and data for helicopter development in Korea. The 
new method, Adaptive CERs, was used for the KUH cost estimation in order to overcome 
these weaknesses.     
Military helicopter data was collected through open sources. The ranges of data 
are main system level, purpose, dimension, weight, and performance. Eight kinds of 
helicopters were examined to find more feasible data. Furthermore, eight kinds of cost 
methods, which consisted of one and two variables, linear and power regression, and 
OLS and WLS were tested. After that, 90 estimates from OLS and 22 estimates from 
WLS were analyzed. As a result, 28 cost models which are applicable to the KUH were 
built. 
By examining various conditions and methods, the author found that adaptive 
CER methodology can provide a more stable prediction of cost for the KUH than OLS or 
WLS alone. 
The author presents this new method as a trial for Korea to construct and 
accumulate the CERs. This new method of cost estimation can be applied to the KUH, as 
 xiv
well as to the Korea Attack Helicopter (KAH) with the use of the cumulative data and 
experience of the KUH. Furthermore, this method is expected to be used in other defense 
acquisition projects. The trial, described in the thesis, should contribute to the efficient 
and effective usage of Korea’s defense budget by providing the means for accurate cost 
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A. BACKGROUND AND PURPOSE OF THE STUDY 
The Republic of Korea Army (ROKA) initiated the Korea Multi-role Helicopter 
(KMH) acquisition program in September 2001 to provide substitutes for existing 
helicopters: 500MDs, UH-1Hs and AH-1Ss.  The advanced types of helicopters will be 
usable in combat, light attack, command and control, liaison and passenger-carrying roles. 
By 2003, the KMH program was under the control and execution of Korea’s Agency for 
Defense Development (ADD) and Korean Aerospace Industries (KAI). However, in 2004, 
the Korean government required a re-evaluation of the cost of the project, as actual costs 
became known.  
As a result of this reevaluation, the KMH project was cancelled due to the conflict 
between cost estimating and budget constraints in 2004. However, it was replaced by the 
less ambitious Korean Helicopter Program (KHP) to develop, at first, a purely utility 
version helicopter, and later, an attack version based on the utility version.  The attack 
version will be developed, after obtaining additional funding, around 2008–2012.1  
This helicopter program is very important for the twenty-first century ROK 
execution of military and civil operations in the Korean environment.  
Two hundred and forty-five of this new utility version known as the Korean 
Utility Helicopter (KUH) are expected to be produced. This program started in June 2006 
and has been divided into six phases, as follows: (1) project definition (2006); (2) 




                                                 
1 KAI SURION, Wikipedia, http://en.wikipedia.org/wiki/KAI_Surion  (Accessed July 28, 2009); 
한국형 헬기사업(Hankookhyung Helgisaup), 
Wikipedia,http://ko.wikipedia.org/wiki/%ED%95%9C%EA%B5%AD%ED%98%95_%ED%97%AC%EA
%B8%B0_%EC%82%AC%EC%97%85  (Accessed July 28, 2009). 
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tests (2009); (4) prototype flight tests (2009-11); (5) certification, military standardization 
and initial production (2010-11); and (6) series production launch (2012).2 At each phase 
of the Korean acquisition process, a cost estimate has been required.  
In July 2009, the first prototype KUH named SURI-ON was produced. Test 
flights and operational tests began at that time. 
Cost Estimating Relationships (CERs) are the preferred mechanism for predicting 
the cost of future programs. They are based on historical data of technical and 
performance characteristics of analogous programs. Regression analyses are the preferred 
mathematical tool for developing CERs. However, in the case of the KMH, there were 
not enough data and historical experience with analogous programs to permit 
development of CERs by those responsible for program management namely the Agency 
for Defense Development (ADD) and the Defense Acquisition Program Administration 
(DAPA). 
The conflict between cost and budget had an effect on national security and policy. 
First, the duration of the program was extended at least one more year and a longer time 
for the helicopter to be deployed into the force will be required. Second, the capability of 
the weapons system has been downsized in comparison to the requirements in the 
Requirements of Customer (ROC). 
Therefore, it is important to predict appropriate estimated costs   
• to prevent the waste of budgeted resources;  
• for better alignment of national policies and program execution; 
• for better development and justification of the budget; and 
• for enhanced stewardship of financial resources. 
                                                 
2 KAI Surion, Jane’s All the World’s Aircraft, 
http://search.janes.com/Search/documentView.do?docId=/content1/janesdata/yb/jawa/jawaa333.htm@curre
nt&pageSelected=allJanes&keyword=kuh&backPath=http://search.janes.com/Search&Prod_Name=JAWA
& (Accessed November 25, 2009). 
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Credible forecasting of costs is needed to carry out the ROKA programs. This 
type of forecasting will increase the efficiency of the limited budget and diminish the risk 
of budget overruns. 
This thesis will develop new CERs for KHP based on applying Adaptive-CERs 
originally developed by Stephen A. Book, Melvin A. Broder, The Aerospace Corporation, 
and Daniel I. Feldman. 
B. ADAPTIVE CER METHODOLOGY  
Traditional development of cost-estimating relationships (CERs) has been based 
on “full” data sets consisting of all available cost and technical data associated with a 
particular class of products of interest, for example, components, subsystems or entire 
systems of satellites, and ground systems.3    
The Adaptive CER is an extension of the concept of “analogy estimating” to 
“parametric estimating” CERs that are based on specific knowledge of individual data 
points that may be more relevant to a particular estimating problem than would the full 
data set.  The goal of adaptive CER development is to be able to develop and apply CERs 
that have smaller estimating errors and narrower prediction bounds. Book’s paper in 
Appendix A provides a full description of Adaptive CER Methodology.  
The Adaptive-CER approach incorporates the following three methods: 
First, the A Priori method, which weights each data point by quality or confidence, 
prior to producing a new CER.    
Second, the Piecewise CER method, which groups data into separate subsets 
which produces small sets of CERs which are more responsive to the value of the 
independent variable.  
 
                                                 
3 Stephen A. Book, Melvin A. Broder and Daniel I. Feldman, “Statistical Foundations of Adaptive 
Cost-Estimating Relationships,” SCEA(Society of Cost Estimating and Analysis)-ISPA(International 
Society of Parametric Analysts) Joint Annual Conference & Training Workshop, June 24–27, 2008, 1. 
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Third, the “X-Distance” method, which weights data points by distance from a 
cost-driver value of interest and which, therefore, provides analogy-like estimating near 
the x value chosen.4  
This thesis will implement only the A Priori method in developing CERs to 
estimate the cost of the KUH program. 
                                                 
4 Stephen A. Book, Melvin A. Border and Daniel I. Feldman, “Adaptive Cost-Estimating 
Relationships”, SCEA(Society of Cost Estimating and Analysis)-ISPA(International Society of Parametric 
Analysts) Joint Annual Conference & Training Workshop,  June 24-27, 2008), 2–3. 
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II. BACKGROUND  
A. PROBLEM STATEMENT 
The emergence of new technologies and weapons systems have caused ROKA’s 
defense budget to undergo dramatic increases. However, the defense budget is 
constrained and it must be utilized efficiently and effectively.  Therefore, as the ROKA 
develops and acquires more KUH, appropriate professional cost estimates will be needed.  
Cost estimation and analysis is very important for government acquisition 
programs for many reasons including: to support funding decisions, to evaluate resource 
requirements at key decision points, and to develop performance measurement baselines. 
Parametric cost models have been utilized worldwide as a means to develop cost 
estimates as part of larger decision-making processes. However, previous cost models, 
which were developed in the United States, have limitations when applied to cost 
estimates in the Korean defense environment.   
It is important for Korea to develop its own CERs based on data from its 
historical experiences in developing and building helicopters.  These CERs, when 
developed, will be used to generate professional, credible cost estimates for current and 
future acquisition projects.  In support of this objective, there has been some research on 
Korean CER development, not only for helicopters, but for other weapons systems as 
well. Currently, Korean cost models are being developed, and this thesis is part of that 
effort. 
Nevertheless, little prior data is available, either because it is classified or 
proprietary.  Therefore, this thesis collects and uses only open-source data related to 
already developed, and similar purpose, helicopters.   
 6
B. REVIEW OF PREVIOUS STUDIES 
There are two previous studies on the general topic of Korean helicopters. 
1. Korean Multi-Purpose Helicopter 
Initially the PRICE Suite of Models was used to estimate development and 
acquisition costs of the KMH. From these results, it was decided to focus first on a Korea 
Utility helicopter (KUH) and later on the Korean Attack Helicopter (K.A.H).5  This study 
is available only in Korean, and it is not included in this thesis. 
2. Korea Utility Helicopter (K.U.H) Cost Estimation Report   
This report provided initial cost estimates on the KUH to the Korea Defense 
Acquisition Program Administration (K-DAPA). This study also is available only in 
Korean, and it is not included in this thesis. 
C. ORDINARY LEAST SQUARES (OLS) METHOD 
Ordinary least squares (OLS) method minimizes the sum of squared errors 
between the original dependent variable, y, and the estimated value, yˆ .  If, for example, 
yˆ  is modeled by a simple linear equation, namely yˆ = a + bx, then OLS solves the 
optimization problem:  
ek= yk-(a+bxk) = yk- yˆ k = residuals 
 
yˆ k = a + bxk 
The OLS regression method is used to find “best” fits to a set of data points (xk,yk)  
yk = a + bxk + ek,  where ek is N(0, σ2) 
 
 
                                                 
5 Sungjin Kang, Gyumyung Choi, Jongbok Jung, and Seungsoo Kim, “KMH Cost Analysis Report,” 
Korea National Defense University (KNDU) Report for Korea DAPA, December 2005. 
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• xk is the cost driver and yk is the actual cost; 
• ek  is the random error between actual cost and estimate; 
• yˆ k is the predicted cost. 
D. ADAPTIVE CER METHOD 
The parametric cost-estimating method, also called a Cost Estimation 
Relationship (CER), can be used to predict the future cost of projects in any phase of its 
life cycle. CERs are based on historical data and developed using OLS. 
Some existing CER methods are influenced by outliers, which can affect the 
resulting estimates. There are potential ways to address these problems, such as power 
regression or by using a quadratic method. 
The objective of an adaptive CER is to make CERs with more accurate estimating 
methods, which diminish the estimating errors. The adaptive CER method uses three 
approaches:  
(1)  The A Priori method: weighting each point by its quality or the 
confidence in its accuracy 
(2)  The Piecewise CER method: grouping data into separate subsets 
based on natural values of interest 
(3)  The X-distance method: Weighting points by distance from a cost-
driver value of interest. 6   
This thesis will implement only the A Priri method in developing CERs to 
estimate the cost of the KUH program. 
(1) A Priori Method 
Book, Broder and Feldman (2008) described the A Priori method this way: 
This method focuses on statistical foundations of the derivation of 
adaptive CERs, namely the method of weighted least-squares (WLS) 
regression.  Ordinary least-squares (OLS) regression has been traditionally 
applied to historical-cost data in order to derive additive-error CERs valid 
over an entire data range, subject to the requirement that all data points are 
weighted equally and have residuals that are distributed according to a 
common normal distribution.  The idea behind adaptive CERs, however, is 
                                                 
6 Book, Border and Feldman, “Adaptive Cost-Estimating Relationships,” 2–3. 
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that data points should be “de-weighted” based on some function of their  
distance from the point at which an estimate is to be made, i.e., each 
historical data point should be assigned a “weight” that reflects its 
importance to the particular estimation that is to be made using the derived 
CER.7    
 
                                                 
7  Book, Broder, and Feldman, “Statistical Foundations of Adaptive Cost-Estimating Relationships,” 
5–6. 
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III. DEVELOPING THE KUH CERS WITH AN ADAPTIVE CER  
A. DEVELOPING THE METHODOLOGY 
In conducting this research, the author collected, normalized and analyzed 
helicopter data, and found some significant cost drivers at the helicopter system level.  
These steps are described more fully in the paragraphs below. 
1. Data Collection   
All data were collected through books and open sources, such as JANE’s All The 
World’s Aircraft. Some data was obtained from the Korea National Defense University 
(KNDU). 
2. Data Normalization 
All cost data were normalized to $FY08, using NCCA Inflation Indices, available 
at http://www.ncca.navy.mil/services/inflation.cfm. All technical data were converted to 
metric specifications.   
3. Data Analysis 
The author compared OLS-based and WLS-based equations to estimate the cost 
relationship and developed Adaptive CERs using the WLS method.  This research is 
thought to be a first attempt of its kind, and it is meaningful in terms of developing a 
CER to estimate the average unit production cost for the KUH, using historical costs and 
physical characteristics in a Korean development environment. 
B. DATA COLLECTION 
1. Data Collection 
Historical data on helicopter development is difficult to obtain, either because of 




The main source of data was Jane’s All The World’s Aircraft.  Other data sources are 
listed in the Reference section. The only Korean helicopter development data available 
was in the 2004 KMH cost analysis. 
Table 1 displays the data collected for this thesis.  There are eight helicopters, 
each with nine descriptive variables. KUH data are not going to be included to the 
regressions.  
Table 1.   Collected Helicopter Data 
 
C. CONSTRUCTION OF CERS BY TRADITIONAL (OLS) METHODS 
Both linear and power regressions were carried out, and from these regressions, 






















Height  Max Cruise Max 
KUH  Utility 14.10  4,923  8,936  36.81  3,710  15.78  4.45  298  230  450 
UH‐1Y  Utility  11.35  5,370  8,390  49.90  3,092  14.63  4.44  366  250  686 
AH‐1Z  Combat  11.28  5,580  8,392  49.90  3,446  14.60  4.37  411  296  686 
CH‐47D  Cargo  20.20  10,151  22,680  47.00  7,500  18.60  5.70  298  256  741 
AH‐64  Attack  15.20  5,165  9,525  62.10  3,600  14.63  4.66  365  265  407 
EC‐145  Utility  6.37  1,804  3,585  37.70  1,540  11.00  3.96  268  241  680 
AS‐
532UB 
Utility  14.12  4,330  9,000  48.90  3,754  15.60  4.80  278  239  573 
UH‐60L  Utility  11.51  5,224    10,660  47.20  3,780  16.40  5.18  294  266  584 
UH‐72A 
LAKOTA 
Utility  6.06  1,792  3,585  37.70  1,476  11.00  3.96  268  241  685 
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1. Selection of Cost Driver. Regressions Were Carried Out For the 
Following Circumstances 
a. Cost vs 1 Variable 
The dependent variable is Average unit cost and the single independent 
variable is one of the nine cost drivers in order to evaluate the performance of eight types 
of helicopter.     
b. Cost vs 2 Variables  
The dependent variable is Average unit cost and the two independent 
variables are the combinations of the cost drivers. Such a model will show more specific 
relationships between the average unit cost and variables. There are 36 two-variable 
combinations to evaluate the performance of eight types of helicopter.  
2. Methodology  
Two means of regression, Linear and Power, were used to find the cost estimating 
models.  
a. Linear Regression  
The linear Models are expressed by the equations below: 
• One dependent variable and one independent variable:  
Cost = A + B*(Variable 1) 
• One dependent variable and two independent variables: 
Cost = A + B*(Variable 1) + C*(Variable 2) 
b. Power Regression Model  
To model non-linear relationships with OLS regression, the data must first 
be transformed in a way that makes the relationship linear.  All the steps for linear 
regression may then be performed on the transformed data. 
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y = A*XB                                         ln y = ln A + B* lnX 
The power regression models are expressed as follows: 
• One dependent variable and one independent variable: 
Cost = A*(Variable 1)B 
• One dependent variable and two independent variables: 
Cost = A*(Variable 1)B *(Variable 2) C 
c. Criteria of Evaluation  
Using the OLS method, 90 CERs, 18 one-variable CERs and 72 two-
variable CERs, were developed. 
The statistical significance of these 90 CERs, was assessed, using the tests 
in Table 2.  
Table 2.   Criteria of Evaluation 
(1)  R-Square.  This represents the proportion of total variation 
around Y (average cost) explained by the regression model. The larger, the better. 
(2)  F-Significance.  This is a statistical test that compares the fit of 
the models to the fit of a model with only the parameter. A smaller value indicates a 







(3)  P-Value.  This measures the improvement in the model where 
a single prediction is included. In the case of one independent variable, this will be 
identical to the F significance above. Again, a smaller value indicates a greater 
improvement.8 
3. Results of Regression  
As a result of the filtering for statistical significance described above, the 90 cases 
were reduced to 22 cases which satisfied the evaluation criteria.  These 22 cases are 
displayed in Appendix II.  Additionally, some of these results are displayed in the 
following tables, in which the regressions that passed all the evaluation criteria are 
highlighted. 
Reviewing the 22 cases, we found that the variables, Dimension, Power Plant, 
Weight and Range, are the important factors in estimating cost. However, the variable, 
Speed, was less significant for estimating costs. 
a. Linear Regression with One Variable  
First, the one-variable linear regressions with average unit cost and nine 
cost driver factors were executed. Among nine variables, four variables, Max Taking-off, 
SHP, Height and Empty weight, met the criteria of the evaluations. The results are shown 
in Table 3.  
                                                 
8 Douglas C. Montgomery, Elizabeth A. Peck, and G.Geoffrey Vining, Introduction to Linear 
Regression Analysis, (Hoboken, New Jersey: Wiley-Interscience, 2006), 26, 44. 
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variable P‐value  Significance F  R Square  Equation  Estimation
Max Taking‐Off  0.0014 0.001 0.8374   y = 0.0007x1 + 5.2583  11.515
Max disc loading  0.1002 0.1002 0.3859   y =0.3719x1 ‐ 5.673  8.017
SHP  0.0005 0.0005 0.8884   y =0.0023x1 + 3.7471  12.280
Main Rotor  0.0163 0.0163 0.6456   y =1.6421x1 ‐11.894  14.018
Height  0.0037 0.0037 0.7788   y =6.8692x1 ‐19.82  10.752
Max speed  0.5957 0.5957 0.0497   y =0.019x1 + 5.9695  11.632
Cruising speed  0.6003 0.6003 0.0485   y = 0.0534x1 ‐ 1.7029  10.579
Max Range (km)  0.6870 0.6870 0.0290   y = ‐0.0074x1 + 16.681  13.351
Average    
Unit Cost   
Empty Weight  0.0015 0.0015 0.8363   y =  0.0016x1+ 4.0405  11.917
 
(a) Range of linear estimation:  10.75 ~ 12.28 ($MFY08) 
(b) Average of linear cost estimation: 11.616 ($MFY08) 
(c) Standard Deviation: 0.6557 
b. Power Regression with One Variable 
Next, one variable power regressions were carried out with average unit 
cost and one of nine cost driver factors. Among nine variables, five variables, Max 
Taking-off, SHP, Main rotor, Height and Empty weight, met the criteria of the 
evaluations. The results are shown in Table 4. 
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Table 4.   The Results of 1 Variable Power Regression 
Power Regression with 1 variable 
Y  Independent  variable P‐value Significance F R Square Equation  Estimation
Max Taking‐Off  0.0002 0.0002 0.9125y = 0.0297 X10.659  11.928
Max disc 
 Loading  0.0287 0.0287 0.5775y = 0.0065X1
1.9362  6.997
SHP  0.0001 0.0001 0.9372y = 0.0245 X10.7609  12.738
Main Rotor  0.0031 0.0031 0.7363y = 0.0401 X12.1137  13.664
Height  0.0041 0.0041 0.7719y = 0.1377 X12.8812  10.162
Max speed  0.3690 0.3690 0.1358y = 0.0559 X10.9215  10.651
Cruising speed  0.4329 0.4329 0.1053y = 0.0004 X11.8592  9.840
Max Range   0.5032 0.5032 0.0779y = 531.51 X1(‐0.6)  13.601
Average  
Unit Cost  
Empty Weight  0.0006 0.0006 0.8802y =  0.0468 X10.6547  12.233
 
(a) Range of power regression: 10.16 ~ 13.66 ($MFY08) 
(b) Average of linear cost estimation: 12.1451($MFY08) 
(c) Standard Deviation: 1.2890 
c. Linear Regression with Two Variables 
In order to find more specific cost drivers, two variable linear regressions 
were examined with average unit costs and 36 combinations of two variables from nine 











Table 5.   The Results of Two-Variable Linear Regression 
Independent Variable Linear Regression with 2 variables Y  
X1  X2  P‐value  Significance F  R Square Estimation
X1  0.0004X2  0.0135 0.0004 0.9571 Max disc 
loading  Equation y= ‐4.2752+ 0.000621X1+0.218676X2 
9.324






X1  0.0112X2  0.0001 0.0001 0.9726 SHP 
Equation y= ‐4.133102+ 0.187267X1+0.002054 X2 
10.381






X1  0.0001X2  0.0183 0.0002 0.9669 SHP  Max Range  
Equation y= 11.204742+ 0.002426 X1 ‐ 0.012283 X2 
14.678









(a) Range of linear regression:  8.75 ~ 14.48 ($MFY08) 
(b) Average of linear cost estimation: 11.945 ($MFY08) 
(c) Standard Deviation: 2.7512 
d. Power Regression with Two Variables 
In order to find more specific cost drivers and to fit the non-linear to linear, 
two-variable power regressions were examined with average unit costs and 36 
combinations of two variables from nine cost driver factors, which the results displayed 









Table 6.   The Results of Two-Variable Power Regression 
Independent Variable Power Regression with 2 variables Y 
X1  X2  P‐value  Significance F  R Square  Estimation 
















































(a) Range of power regression: 7.87 ~ 14.56 ($MFY08) 
(b) Average of linear cost estimation: 11.0713 ($MFY08) 
(c) Standard Deviation: 2.3502  
e. Analysis of the Results for Traditional OLS  
(1)  Comparison of average estimation of the KUH. An one 
variable power regression estimating cost produced the highest and a two-variable linear 
regression model cost estimating produced the second highest value.  
The distribution of average cost is in the range of 











1variable 11.62 12.15 
2variable 11.94 11.07 
(2)  Stability of cost estimation of the KUH.  By checking the 
average and Max-Min estimation, it can be seen that estimates from the one-variable 
linear regression model is distributed narrowly, providing confidence in the estimates. 
But, the stability of data must be confirmed by testing the standard 
deviations of the predictions, where smaller standard deviations are better  than larger 
values. 
A one-variable linear regression model has the smallest standard 
deviation and is the most attractive model as shown in Table 8. 







(3)  Confidence interval for the cost estimation of the KUH.  We 
constructed 95 percent confidence intervals for the predictions, shown in Table 9. T-
statistics are used because the sample size was less than 30.  
This also shows that a one-variable linear model has the narrowest 
95 percent confidence level. The one-variable linear model appears the most promising 




Table 9.   The Confidence Interval with 95 Percent Confidence Level 
1 variable  Linear  Power  2 variables  Linear  Power 
Sample Size  4  5  Sample Size  6  7 
95% Lower   11.603  12.124  95% Lower  11.904  11.040 
95% Higher   11.628  12.167  95% Higher  11.985  11.103 
Difference  0.025  0.043  Difference  0.081  0.063 
D. CONSTRUCTION OF THE KUH CERS BY ADAPTIVE CER 
This method is similar to the approach used in the previous paragraph. For OLS, 
one- and two-variable linear regressions were used, and a one- and two-variable 
regression method. Then, the average unit cost of the KUH was estimated. 
The basic procedures for applying the adaptive CERs are the same as the 
traditional cost-estimating method from data collection to analysis of regressions. But, at 
this stage, the individual cost driver factors need to be transformed by applying weights 
to each variable.9 Using weighted data, the procedures were repeated.    
1. Methodology for Selecting Weights  
Before applying the weighted least square (WLS) method, it is important to 
determine how much weight is assigned to an individual helicopter. The transformed data 
is displayed in Appendix II.C. The way of selecting weights used is:  
1. Remove the unnecessary variable. Cruising speed was removed from cost 
drivers because the cruising speed was not a significant factor in 
estimating costs.   
2. Compare the similarity between the KUH and other helicopters using the 
eight cost drivers. This computation of “initial weight value” is displayed 
in the equation below. 
AUH1Y = |  - 8 | / 8 
                                                 
9 Book, Broder and Feldman, “Statistical Foundations of Adaptive Cost-Estimating Relationships,” 5–
6. 
 20
3. The absolute value of the initial weight value was mapped into the scale 
from 1 to 10, as indicated in the Table 10. 
Table 10.   Initial Weight 
Interval 0~0.1 0.1~0.2 0.2~0.3 0.3~0.4 0.4~0.5 0.5~0.6 0.6~0.7 0.7~0.8 0.8~0.9 0.9~1.0 
Initial 
weight 
10 9 8 7 6 5 4 3 2 1 
4. To compute the “modified weight” from the initial weight, we multiply the 
initial weight by a penalty, which depends on the purpose of the helicopter, 
as shown Table 11. 
Table 11.   Penalty by Purpose 
 
Purpose of helicopter  Utility medium  Utility  Other 
Penalty  1  0.9  0.8 
 
5. To normalize the weight, each modified weight is divided by the sum of 
modified weight.  
Normalized weight =  
6. Multiply each X and Y by the square root of normalized weight assigned 
to each helicopter in Table 12.   
 






weight Normalized Sqrt(weight) 
UH‐1Y  Medium 
Utility  8.8962  0.1120 9  1  0.15  0.3873 
2. Selection of Cost Drivers 
a. Cost vs. 1 Variable  
The dependent variable is the weighted average unit costs of the eight 
helicopters in the database.  The weighted independent variables are one of the five cost 
drivers. 
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b. Cost vs. 2 Variables 
The dependent variable is the weighted average unit costs of the eight 
helicopters in the database.  The weighted independent variables are two of the cost 
drivers, chosen from the five cost drivers. 
3. Methodology  
Two ways of regression, Linear and Power, were used to develop the cost 
estimating models. These are described below. This is the same method which was 
executed in OLS method.   
a. Linear Regression 
The linear Models are expressed by the equations below:  There are four 
equations using one variable, and there are six equations using two variables.  
• one dependent variable and one independent variable: 
Cost = A + B*(Variable 1) 
• one dependent variable and two independent variables: 
Cost = A + B*(Variable 1) + C*(Variable 2) 
b. Power Regression Model 
To model non-linear relationships with WLS regression, the data must 
first be transformed in a way that makes the relationship linear.  All the steps for linear 
regression may then be performed on the transformed data. 
y = A*Xb                                         ln y = ln a + b* ln x 
The power regression models are expressed as follows: 
• One dependent variable and one independent variable:  
Cost = A*(Variable 1)B 
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• One dependent variable and two independent variables: 
Cost = A*(Variable 1)B *(Variable 2) C 
By WLS and power regression, five cases of one variable and seven cases 
of two variables cost estimating models were developed. 
c. Criteria of Evaluation  
At the same time, the regression results had to be examined to know how 
much they were fit for the real data. And, the level of independence of variables to each 
other needed to be checked to obtain more appropriate models by following Table 13. 
Table 13.   Criteria of Evaluation 
R‐square  F‐Significance  P‐value 
≥ 0.7  ≤ 0.1  ≤ 0.1 
4. Results of Regression by Weighted Variables  
Using OLS and power regression, eight cases of one-variable and 13 cases of two 
-variable cost estimating models were constructed. 
Power Plant and related performance proved to be more important factors to 
estimate cost. However, Speed, dimension and range variables were less significant for 
affecting the relation of unit cost and each factor. 
a. Linear Regression with 1 Weighted Variable 
There is one weighted variable, SHP for power plant that satisfies the 








Table 14.   The Result of Linear Regression with one Weighted Variable 
Linear regression with one weighted variable 
Y  Independent  
Variable R Square P‐value Significance F  Equation  Estimate
Max Taking‐Off  0.6801 0.0118 0.0001y = 0.0008 x1 + 1.665  8.814
SHP  0.7827 0.0035 0.0000y =0.0026 x1 + 0.9884  10.634
Height  0.3865 0.0998 0.0004y = 3.082 x1 ‐ 0.8646  12.850
Unit Cost  
Empty Weight  0.6599 0.0143 0.0001y =  0.0016 x1 + 1.3986  9.275
 
(a) Range of power regression: 10.63 ($MFY08) 
(b) Average of linear cost estimation: 10.63 ($MFY08) 
(c) Standard Deviation is not determined 
b. Power Regression with One Weighted Variable 
After that, one-variable power regression was carried out with weighted 
average unit cost and one of five weighted cost driver factors. Among five variables, 
three variables, Max Taking-off, SHP, and Empty weight, met the criteria of evaluations. 
The results are in a Table 15. 
Table 15.   The Result of Power Regression with One Weighted Variable 
Power regression with one weighted variable 
Y  Independent  Variable R Square P‐value  Significance F Equation  Estimate
Max Taking‐Off  0.8426 0.0058 0.0014y= 0.0212X10.6557  8.262
SHP  0.8976 0.0003 0.0004y = 0.0178 X10.7701  9.982
Main rotor  0.6344 0.0180 0.0165  y = 0.3731 X11.4604  20.967
Height  0.3818 0.1117 0.1029y  = 1.9793 X11.4444  17.100
Average 
Unit Cost 
Empty Weight  0.8341 0.0080 0.0016y =   0.036 X10.6407  8.354
 
(a) Range of power regression: 8.26~9.98 ($MFY08) 
(b) Average of linear cost estimation: 8.87 ($MFY08) 
(c) Standard Deviation: 0.9670 
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c. Linear Regression with Two Weighted Variables 
In order to find more specific cost drivers, two-variable linear regressions 
were examined with weighted average unit cost and six combinations of two variables 
among eight cost driver factors. As a result, two cost-estimating models were derived. 
Table 16.   The Result of Linear Regression Two Weighted Variables 
Independent Variable Linear regression with two weighted variables  
Y  X1  X2  P‐value  Significance F R Square  Estimate 
X1  0.0028 X2 0.0095 0.0039  0.9167 Max disc 
loading  Equation y= ‐1.137612 + 0.000696X1 + 0.183470X2 
11.835 






X1  0.0117X2 0.0009 0.0016 0.9457 SHP 
Equation y= ‐0.992533 + 0.145093X1 + 0.002269X2 
12.766 






X1  0.0117X2 0.7339 0.0282 0.7882 SHP  Max Range 
Equation y= 1.649922 + 0.0025555 X1 ‐ 0.002564X2 
9.977 




Range   Empty Weight  Equation y= ‐2.886468 ‐ 0.006052X1 + 0.001536X2 
1.952 
 
(a) Range of power regression: 11.83~12.76 ($MFY08) 
(b) Average of linear cost estimation: 12.30 ($MFY08) 
(c) Standard Deviation: 0.6582 
d. Power Regression with Two Variables 
In order to find more specific cost drivers, two-variable power regressions 
were examined with weighted average unit cost and seven combinations of two-variable 





However, while the Excel regression tool was executed with two weighted 
variables, it turned out different results following the option whether checking the 
“constant is zero or not” as shown in Table 17. So it appears difficult to evaluate if the 
derived values are feasible or not.  
Even though obtaining results was attempted the result of power 
regression with 2 weighted variables has been excluded. 
 
Table 17.   The Result of Two Weighted Variables Power Regression 
Data Power Regression with two weighted variables 
   X1  X2  P‐value  Significance F R Square  Estimate 





































































e. Analysis of the Result 
The author developed 22 significant OLS models.  When the variables 
from these models were recast as WLS models, only six survived the fitness criteria. 
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(1)  Comparison of average estimation of the KUH.  The results in 
the WLS case differ from the results in the OLS case.  In the WLS case, two-weighted 
variables linear regression estimating cost is the highest and one-weighted-variable 
regression model is the lowest cost estimation, which is indicated in Table 18. 
Table 18.   The Average of Estimation by WLS 
Average of  Estimation by W.L.S 
Type 
Linear Power 
One variable 10.63 8.87 
Two variables 12.30 N/A 
 
(2)  Stability of cost estimation of the KUH.  By checking the 
average and Max-Min estimation, it can be recognized that the one-variable linear 
regression model estimates are distributed narrowly, providing confidence in the 
estimates. 
But, the stability of the data should be confirmed by testing the 
standard deviations of data. The smaller the value is, the better the stability of the 
estimation. 
One-variable linear regression model has the smallest standard 
deviation and it is the most attractive model. 
In this case, both models have small standard deviation. Both of 
them are attractive models in Table 19. 








(3) Confidence interval for the cost estimation of the KUH.  With 
95 percent confidence level, confidence intervals are measured as Table 20. T-statistics is 
used because the sample size is less than 30.  
Only two types of models were tested based upon the significance 
of our results. It shows that the weighted, two-variable linear model has the narrowest 
interval with 95 percent confidence level. This Adaptive CER appears the most confident 
prediction of cost.    
Table 20.   The Confidence Interval with 95 Percent Confidence Level by W.L.S 
1 variable  Linear  Power  2 variables  Linear  Power 
Sample Size  1  3  Sample Size  2  7 
95% Lower   N/A  8.8419  95% Lower  12.2750  N/A 
95% Higher   N/A  8.8902  95% Higher  12.3267  N/A 
Difference  N/A  0.483  Difference  0.0517  N/A 
E. COMPARISON AND EVALUATION 
The results derived were compared and are displayed in the Table 21.  
It was found that the error (Standard Deviation) term for WLS is less than the 
standard deviation for OLS, which in fact is the objective of doing WLS. Overall, WLS 
models have standard deviations that are similar to or smaller than OLS models.  
At the same time, the difference of average should be considered. Most cases 
show the gap within 10 percent of variation. But, the one variable power regression 
model has a gap of 3.28 $MFY08. It may be caused by the lack of comparison data.  
While any of these models is acceptable, it is author’s opinion that the two- 





Table 21.   The Comparison of Estimation from OLS and WLS 




Number of  
models Average Standard Deviation 
1 variable 4 11.62 0.66
Linear 
2 variables 6 11.94 2.75
1 variable 5 12.15 1.29
OLS 
Power 
2 variables 7 11.07 2.35
1 variable 1 10.63 N/A
Linear 
2 variables 2 12.30 0.66WLS 
Power 1 variable 3 8.87 0.97
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IV. CONCLUSION AND RECOMMENDATIONS  
A. CONCLUSION 
Cost estimation and analysis is very important for government acquisition 
programs for many reasons: to support funding decisions, to evaluate resource 
requirement at key decision points, and to develop performance measurement baselines. 
ROKA (Republic of Korea Army) made plan to replace the old version of 
helicopters to improve capability for operational requirements and has carried out the 
KUH (Korea Utility Helicopter) program from KHP (Korea Helicopter Program) since 
2005. After success of KUH, ROKA will continue to develop the KAH (Korea Attack 
Helicopter) based on KUH.   
The author attempted to develop the CER for the KUH using traditional OLS and 
WLS of the adaptive CER method and implemented 8 kinds of models to find more 
feasible relationship. Ninety estimates from OLS and 22 estimates from WLS were 
analyzed.  
By examining various conditions and methods, the author of the thesis found that 
adaptive CER methodology can provide a more stable prediction of costs for the KUH. 
A prototype of KUH has already been produced and is undergoing testing. If it 
passes the testing phase, the program will transition into the manufacturing phase.  At the 
same time, KHP will start on the foundation of KUH, where it will also need to estimate 
the cost.  By applying the adaptive CER method to KHP with more abundant data, we 
will have a better basis for CER development and accurate cost estimates. 
B RECOMMENDATIONS FOR FUTURE WORK 
Eight kinds of specific methods (linear/power; 1- and 2-variable; OLS and WLS) 
with nine independent variables at the helicopter-system level were carried out. These 
methods provided a varied set of cost estimates for the KUH. 
However, a further range of research is needed to derive more accurate cost 
estimates.   This future research should include: 
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• More data gathered and evaluated for this thesis, only 9 cost driver factors 
were collected due to the limits of data collection. If more data of 
performance and specifications were used, over or under cost estimation 
would be reduced. 
• Second, the more models tested, the better cost estimating relationships 
will be derived. Finally, while designing and researching the KUH, 
additional cost data for subsystems of the KUH could be obtained.  
Models should be expanded from the system level to the level of 
subsystems and main components such as Work Breakdown System 
(WBS) including armament and avionics.     
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APPENDIX A. STATISTICAL FOUNDATIONS OF ADAPTIVE 
COST-ESTIMATING RELATIONSHIPS 
This paper is in the public domain and is available from the Society of Cost 
estimating and Analysis 2008 conference proceedings. 
Statistical foundations of adaptive cost-estimating relationships 
 
Stephen A. Book, MCR LLC 
Melvin A. Broder, The Aerospace Corporation 
Daniel I. Feldman, MCR LLC 
 
Abstract 
Traditional development of cost-estimating relationships (CERs) has been based 
on “full” data sets consisting of all available cost and technical data associated with a 
particular class of products of interest, e.g., components, subsystems or entire systems of 
satellites, ground systems, etc.  In this paper, we review an extension of the concept of 
“analogy estimating” to parametric estimating, namely the concept of “adaptive” CERs—
CERs that are based on specific knowledge of individual data points that may be more 
relevant to a particular estimating problem than would the full data set.  The goal of 
adaptive CER development is to be able to apply CERs that have smaller estimating error 
and narrower prediction bounds.  Several examples of adaptive CERs were provided in a 
paper (Reference 2) presented by the first two authors to the May 2008 SSCAG Meeting 
in Noordwijk, Holland, and the July 2008 ISPA/SCEA Conference in Industry Hills CA. 
This paper focuses on statistical foundations of the derivation of adaptive CERs, 
namely the method of weighted least-squares (WLS) regression.  Ordinary least-squares 
(OLS) regression has been traditionally applied to historical-cost data in order to derive 
additive-error CERs valid over an entire data range, subject to the requirement that all 
data points are weighted equally and have residuals that are distributed according to a 
common normal distribution.  The idea behind adaptive CERs, however, is that data 
points should be “deweighted” based on some function of their distance from the point at 
which an estimate is to be made, i.e., each historical data point should be assigned a 
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“weight” that reflects its importance to the particular estimation that is to be made using 
the derived CER.  This presentation describes technical details of the WLS derivation 




Weighted least-squares (WLS) regression is the statistical technique applied in 
Reference 1 to develop adaptive CERs.  WLS regression is a straightforward extension of 
classical ordinary least-squares (OLS) regression, which is the 18th Century curve-fitting 
technique commonly taught in elementary statistics courses. 
OLS regression “best” fits a straight line y = a + bx to a set of ordered pairs (xk,yk), 
1 ≤ k ≤ n, of data points in two-dimensional Euclidean space.  We will get to the OLS 
definition of “best” momentarily.  Procedures based on OLS philosophy and 
mathematical principles can extend OLS regression to the case of curved lines, primarily 
logarithmic, as well as a multidimensional context.  However, for our purposes of 
deriving adaptive CERs, the linear two-dimensional context suffices. 
Suppose we have n data points such as those in Table 22, labeled (x1,y1), (x2,y2), 
…, (xn,yn), where, for 1 ≤ k ≤ n, yk is the actual cost associated with a program whose 
cost driver (perhaps weight, power, etc.) is xk.  Were we to use the OLS regression line y 
= a + bx to predict the cost of the program in question, our cost estimate would have been 
a + bxk, rather than the actual cost yk.  The equation y = a + bx is therefore called a “cost-























S 3,253.00 42,915.23  
Table 22.   Example of Historical Cost Data (19 Data Points) 
 
The error in our estimate of the cost of any program is the difference dk = yk – 
(a+bxk) = yk – a – bxk between the actual cost yk and the CER-estimated cost a + bxk.  
The principle of least squares asserts that, in order to calculate the “best”-fitting straight 
line, we ought to choose the coefficients a and b, which determine the CER, so that the 
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is as small as possible.  By considering this problem as a two-dimensional minimization 
problem, we can take the partial derivatives of f(a,b) with respect to a and b, respectively, 
set both partial derivatives equal to 0, and solve the resulting simultaneous equations for 
the two unknowns a and b.  This process results in the following OLS explicit 
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The above discussion summarizes what can be referred to as “naïve” regression.  
It is naïve, because a number of unstated assumptions that critically affect the nature of 
the CER and how it can be correctly applied are being made, often without the 
knowledge or concurrence of the cost analyst.  The most important of these assumptions 
is that all n data points are and ought to be treated equally by the mathematical 
computations.  An immediate unfortunate corollary is that extreme outlying data points, 
those far away from the bulk of the data and/or the cost-driver value at which the analyst 
wants to make an estimate, exert excessive influence on the location of the regression line 
and all estimates made using it. 
What is it about OLS that requires us to consider each data point of equal merit? 
The answer to this question goes back to the early part of the 18th Century when it was 
mathematically derived from reasonable assumptions that estimation errors are well-
modeled by the normal distribution.  In fact, use of the word "normal" was introduced in 
the context of “the normal law of error” by Karl Pearson (1857-1936), a British scientist 
who was one of the founders of modern statistical theory.  (It is said that Pearson later 
regretted his use of the word “normal,” coming to believe that its common usage biased 
less knowledgeable analysts against other statistical distributions, which they assumed to 
be “abnormal” in some sense.)  The theory of regression assumes that the regression line 
is the truth and any departures from it, e.g., those in Figure 1 below, are errors.  This 
means that the actual y values corresponding to any particular x value are normally 
distributed with mean equal to the number a+ bx.  Another way of looking at the OLS 
regression model is as yk = a + bxk + εk, where εk is a normally distributed random 
variable with mean 0 and standard deviation σ. 
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So far so good. The killer as far as CERs are concerned, though, is the OLS 
requirement that all normal distributions of y values (i.e., εk values), one for each x value, 
have the same standard deviation σ.  It is this requirement that forces OLS to consider all 
data points to be of equal merit. The requirement of equal σ  values as a general rule, 
though, is highly questionable in the case of CERs, especially when the wide range of 
parameters on which CERs may be based is considered.  Take a look at Figure 1. It seems 
clear that, for some technical reason as yet uninvestigated, cost is much more variable for 
cost-driver values near 300 than for other cost-driver levels. Why this happens should be 
studied in detail from the engineering point of view, but nevertheless we have to take 
account of it when estimating costs. 
Figure 1 illustrates the data of Table 22, along with the OLS regression line that 
best fits the points in the least-squares sense.  The dashed vertical lines in Figure 1 
















Figure 1.   The Data Points of Table 1 and their OLS Regression Line 
OLS Regression CER: y = 12.5x + 15,645.6 



















































Consider the data point in Table 22 associated with Program D.  From Figure 1, 
we see that this data point’s dk value will contribute the largest amount to the sum of 
squared estimating errors.  In its attempt to minimize the sum of squared errors, the 
mathematics of OLS will take special pains to pull the regression line toward the Program 
D data point and thereby reduce the size of Program D’s contribution to the total squared 
error.  It is its very extremeness that gives the Program D data point its undue influence 
on the OLS regression line. 
OLS CER Quality Metrics 
Three quality metrics allow the cost analyst to assess the applicability of the CER 
to estimating problems involving the kinds of subsystems and/or components of which 
the supporting data base is comprised and the validity of estimates made using it.  These 
three quality metrics are the following: (1) standard error of the estimate SEE; (2) bias B; 
and (3) R2.  We will discuss each of these in turn.  
The standard error of the estimate SEE is an estimate of the σ value, which is the 
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In the OLS context, SEE is expressed in the same units as the costs and cost 
estimates, usually dollars.  Because the coefficients of the OLS CER are calculated by 
minimizing the numerator under the square-root sign, the smaller the SEE turns out to be, 
the “better” the CER is.  Choosing the denominator above as n-2 makes SEE an 
“unbiased” estimator of σ.  If the denominator were simply n, SEE would be the 
“maximum-likelihood” estimator of σ, but not unbiased.  “Unbiased” and “maximum 
likelihood” are statistical terms, for which we refer you to any advanced statistics text for 
further explanation. 
The bias B of a CER is the average (sample mean) of the “residuals,” namely the 
differences between the cost estimates and their respective actual costs, corresponding to 
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Finally, R2, often called the coefficient of determination, is the square of the 
Pearson correlation between the cost estimates and their respective actual costs, 
corresponding to all points in the supporting data base.  R2 indicates the proportion of 
variation in the costs that is attributable to the OLS linear relationship between costs and 
cost drivers.  It is usually expressed as a percentage between 0% and 100%.  An R2 of 
80%, for example, means that 80% of the variation in the cost values seen in the data 
base is attributable to variations in the cost-driver values, while the remaining 20% of the 
variation is attributable to other factors not taken account of in the model, typically 
additional unidentified cost drivers. 
Weighted Least Squares 
 
Weighted least-squares (WLS) regression allows the cost analyst to take into 
account, not only the historical-cost data themselves, but also the data-collection or 
estimating context within which the data were gathered or the use to which any resulting 
CER will be put.  Sometimes, the analyst will know that certain data points are less 
reliably known than others, so he or she can “deweight” the less reliable ones.  
Sometimes, the analyst will need a CER that estimates cost only within a certain cost-
driver range, and then he or she can deweight data points outside that range.  Once WLS 
theory is understood, further application contexts will almost certainly present themselves. 
In addition to the actual values of cost driver and cost, each data point is assigned 
a weight, based on considerations discussed above, so that the set of data consist of 
triples (xk,yk,wk), where the weight wk represents the influence that the data point (xk,yk) 
is to have on the CER derived from the data set.  In WLS regression, we weight each 
squared difference 2kd =( yk – (a+bxk))
2 = (yk – a – bxk)2  by its weight wk.  We may 
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express the principle of weighted least squares as choosing the numerical values of the 











kk )bxay(wdw)b,a(g . 
What effect on the numerical values of a and b does the weighting procedure 
have?  Well, suppose a particular value wk is “small,” indicating that we do not want the 
data point (xk,yk) to exert a major influence on the CER.  Then, regardless of the choice 
of a and b, the term 2kkk )bxay(w −−  is not going to contribute too much to the sum of 
squared errors.  Therefore, the mathematics does not have to move the regression line too 
close to the data point (xk,yk) in order to minimize the sum, because not much will be 
gained by making an already small summand a little smaller.  On the other hand, suppose 
wk is “large,” indicating that we do want the corresponding data point (xk,yk) to exert a 
major influence on the CER.  In this case, the term 2kkk )bxay(w −−  will be a major 
contributor to the sum of squared errors.  In order to make the sum of squared errors as 
small as possible, a and b will have to be selected to push the resulting CER very close to 
the point (xk,yk). 
Normalizing the Weights 
 
Given an initial set of weights }w,...,w,w{ *** n21 , we can define a new set of 
weights {w1, w2, …, wn} that is equivalent to the initial set in the sense that the relative 
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w  .  Notice that, for all i and j 










w , i.e., the relative values of the new 
weights with respect to each are the same as the relative values of the original weights 
with respect to each other.  In the sequel, we shall therefore consider all sets 





  Normalization 
plays a role in simplifying the expressions for the regression coefficients a and b, as is 
shown in the next section.   
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Derivation of WLS Regression Coefficients 
To obtain the mathematical expression for a and b in the WLS context, we apply 
calculus to minimize the weighted sum of squared errors g(a,b) by first taking the partial 





































Setting the two partial derivatives equal to 0, we obtain the following two 
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It is should be noted that when all wk values are equal (i.e., all equal to 1 assuming 
normalization), the WLS expressions for a and b reduce to the OLS expressions.  In 




























as the “weighted means” of the x and y values, respectively.  Note that the expression for 
a guarantees that the point )y,x( ww  falls exactly on the WLS regression line.  Again, 
when each wk = 1 or, more specifically, when all wk values are equal, the expressions for 
the weighted means reduce to the expressions for the ordinary means (i.e., the averages) 
of x and y. 
WLS CER Quality Metrics 
The same three quality metrics used for OLS allow the cost analyst to assess the 
applicability of the WLS CER to estimating problems involving the kinds of subsystems 
and/or components of which the supporting data base is comprised and the validity of 
estimates made using it.  These three quality metrics are again the following: (1) standard 
error of the estimate SEEw; (2) bias Bw; and (3) 2wR .  However, as one would expect, the 
formulas for them are slightly different in the WLS situation.  
Because there is nothing in the WLS setup that plays the OLS role of σ, we 
consider the standard error of the estimate SEEw to measure the closeness of the 





































In the WLS context, SEEw is expressed in the same units as the costs and cost 
estimates, usually dollars.  Because the coefficients of the WLS CER are calculated by 
minimizing the numerator under the square-root sign, the smaller SEEw turns out to be, 
the “better” the CER is.  Because the weights are normalized, the denominator reduces to 
n-2.  If all weights are equal, SEEw reduces to the unbiased form of the OLS SEE. 
The bias Bw of a CER is the weighted mean of the “residuals,” namely the 
differences between the cost estimates and their respective actual costs, corresponding to 
all points in the supporting data base.  As noted earlier, in the OLS context, the bias 






































































































































































which reduces to 0 when all wk = 1 or, more specifically, are all the same when 
normalized.  However, the bias is, in general, not typically zero in the weighted least-
squares situation.   
Finally, R2, just as in the OLS situation, measures the worth of the linear- 
regression equation as a model of the relationship underlying the data base.  To derive the 
formula for R2 in the WLS situation, let’s start with some reasoning that applies in the 
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OLS situation.  Referring to the data points (x1,y1), (x2,y2), …, (xn,yn), we ask why the y 
values vary, i.e., why are they not all the same.  There are two basic reasons that the y 
values vary: (1) the x values vary, and y is related to x through the hypothesized linear 
relationship, and (2) any other reason you can think of that does not involve the 
hypothesized linear relationship, e.g., nonlinearity, random errors in the data, additional 
cost drivers, that affects y.  What R2 does is to allocate the variation in y between these 
two sources.  In particular R2, usually expressed as a percentage, indicates the proportion 
of variation in y that is attributable to the linear relationship between x and y. 
If the y values did not vary at all from the WLS regression line, they all would be 







.  If, on the other hand, we had no 
knowledge at all about the relationship between x and y, the best we could do to predict 
the value y at any given x would be to predict wyy = .  This is equivalent to using the 
horizontal line wyy =  in place of the regression line y = a + bx.  The sum of squared 








Suppose now that the only variation in y were due to the influence of the 
regression line y = a + bx.  Then every yk would be equal to its corresponding a+bxk.  
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wkk )ybxa(w , called the “variance due to regression” is the variation in y that 
can be attributed to the impact of the regression relationship. 
We then compare TV and VR with the weighted sum of squared (SS) errors, 






−−     It can be proved by elementary, though tedious, 
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calculations that TV = SS+VR.  These calculations are reproduced in the Appendix.  




SS =+   From this equation, it is evident that 
VR/TV is the proportion of the total variation in y that can be attributed to the impact of 
the linear-regression relationship.  The proportion of variation in y due to all other effects 






























































































































































































































































































Adaptive CERs via Quadratic-Distance Weighting 
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An “adaptive” CER is an extension of the concept of analogy estimating to the 
CER context.  The standard way doing analogy estimating is by finding one historical 
program that has several characteristics in common with the subsystems or components 
of a program that is being estimated, for example, the program’s objective, hardware or 
software design proposed to carry it out, materials of which any hardware is constructed, 
use of similar legacy components, and Government or contractor approach to program 
development or production.  The idea behind an adaptive CER is to build a data base 
consisting of as many programs as we can find that have subsystems or components of 
the same basic kind as in the program being estimated.  Normally, we would use all the 
points of this data base to derive a CER that expresses the subsystem or component cost 
in terms of an appropriate cost-driver. 
However, in any particular estimating context, we are interested only in one 
particular value of the cost driver or, at most, a relatively short interval of such values.  
We know from classical OLS theory (see below) that, if the value at which we are 
interested in estimating is relatively far away from the cost-driver values in the data base, 
the accuracy of our estimate is substantially reduced.  Adaptive CERs look at the flip side 
of this situation: If a cost-driver value of a data point is relatively far away from the value 
at which we want to do our estimate, maybe we don’t want to use that data point to 
calculate our CER or, at least, maybe we don’t want to consider it of equal weight with 
data points whose cost-driver values are closer to where we want to estimate. 
The mechanics of calculating adaptive CERs is therefore based on measurements 
of the distance between cost-driver values in the data base and the cost-driver value at 
which we want to conduct our estimate.  Data points are treated differently, according to 
their distance from the estimating point.  To carry out the process, we assign each point in 
the data base a “weight” that indicates how important that data point is to our estimating 
problem.  Then we apply “weighted least-squares” (WLS) regression to derive the CER. 
For purposes of illustration in this paper, we shall consider quadratic-distance 
weighting.  This weighting method calls for weighting points according to the squared 
distance of its cost-driver value along the x-axis from a cost-driver value of interest.  If x0 
is the cost-driver value of interest and xk is the cost-driver value of the kth data point, then 
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QDk = (x0-xk)2 is the squared distance between the two cost-driver values.  Because the 
greater that distance is, the less we want its weight to be, we define the weight of the data 
point (xk,yk) to be the reciprocal of QDk, namely wk = (x0-xk)-2. 
Why choose quadratic-distance weighting from among the infinite number of 
ways to define the weighting in terms of a cost driver’s distance from x0?  We prefer the 
squared (quadratic) distance, because OLS calculations use the squares of residuals for 
best fit – this process forces the CER to pass through the point )y,x( , where x  is the 
mean of the cost-driver values and y is the mean of the cost values in the data base.  In 
the WLS case, the regression line based on minimizing the squares of residuals passes 
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kkw wywy  is the weighted mean of the cost 
values.  However, other weighting schemes can be used if there is a compelling reason to 
do so. 
Starting with the historical-cost data in Table 22, suppose we want to estimate the 
cost of a similar subsystem or component of interest whose cost-driver value is 800.  We 
then weight each of the data points according to the quadratic distance of its cost-driver 
value from 800.  The results are listed in Table 23.  Note that the normalized weights sum 




Table 23.   Historical-Cost Data Weighted According to their Quadratic Distances from 800 
 
The next step is to calculate the adaptive CER, i.e., the CER adapted to estimating 
at a cost-driver value of 800.  We apply WLS methods to derive this CER, i.e., using the 





Table 24.   WLS Computations Leading to Adaptive CER at a Cost-Driver Value of 800 
 
Figure 2 compares the full-data-set CER with the CER adapted, via quadratic-
distance weighting, to a cost-driver value of 800.  It should be noticed that the standard 
error of the full-data-set CER is 34,336.83, while the standard error of the adaptive CER 
with points far from 800 deweighted considerably is only 3,147.82, a decrease in 
magnitude of over 90 percent.  
Note also that the adaptive CER y = -8,773.56 + 19.4685x appears to estimate 
more accurately around x = 800, while essentially ignoring data points whose x values 
are far removed from 800.  This view is supported by the relative values of the standard 
errors of both CERs. 
For additional illustration, we compare in Figure 3 the full-data-set CER with the 
CER adapted, via quadratic-distance weighting, to a cost-driver value of 300.  It is still 
true, of course, that the standard error of the full-data-set CER is 34,336.83, while the 
standard error of the adaptive CER with points far from 300 deweighted considerably and 
those near 300 more heavily weighted is now 55,556.56.  This large standard error 
undoubtedly occurs, because the actual data points vary quite a bit near the 300 cost-
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driver value.  In Figure 4, we compare the full-data-set CER with the CER adapted, via 
quadratic-distance weighting, to a cost-driver value of 3,000.  While the standard error of 
the full-data-set CER remains at 34,336.83, the standard error of the adaptive CER with 
points far from 3,000 deweighted is now 2,838.37.  
 
Historical-Cost Data Points with OLS Full-Data-Set CER
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Figure 2.   OLS Full-Data-Set CER Compared with Adaptive CER at a Cost-Driver 
Value of 800 
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Historical-Cost Data Points with OLS Full-Data-Set CER
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Figure 3.   OLS Full-Data-Set CER Compared with Adaptive CER at a Cost-Driver 
Value of 300 
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Figure 4.   OLS Full-Data-Set CER Compared with Adaptive CER at a Cost-Driver 
Value of 3,000 
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The “Universal Adaptive CER” 
The “universal adaptive CER” is formed by combining* the various individual 
adaptive CERs, of the sort derived above, over the range of cost drivers into one CER 
that applies over the entire range.  This “universal adaptive CER” is, as P. Foussier 
(Reference 3, Chart 5) presciently noted, “highly nonlinear.”  For the data set we have 
been working with, we can consider the cost-driver range to go from 50 to 3,500, and we 
calculate a quadratic-distance-weighted CER and an estimated cost at each increment of 
50 for each of those cost-driver values.  Then we string all these estimates together and 
interpolate between successive ones to form the universal adaptive CER. 
To complete the picture of estimating at each point along the cost-driver axis, we 
record and graph the standard error at each point as well.  Table 25 contains the estimates 
and standard errors at 50 units apart along the cost-driver axis.  The numbers in Table 25 
form the basis for the graphs of the universal adaptive CER and the corresponding 
standard errors in Figure 5. For comparison purposes, the standard error of the OLS CER 
is a constant 34,336.83 across the database.  Notice how the standard error of the 
universal adaptive CER varies with the distance of the cost-driver value (x axis) from the 
nearest point in the data base.  The numbers in red (between the 50-unit points) in Table 
25 identify the actual data points underlying the analysis. 
The idea of combining estimates at various points of the cost-driver range into 




Table 25.   Universal Adaptive-CER-Based Estimates and Standard Errors at 50-Unit 
Increments Along the Cost-Driver Axis 
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Figure 5.   Universal Adaptive-CER-Based Estimates and Standard Errors Graphed at 50-
Unit Increments along the Cost-Driver Axis Prediction Bounds 
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Estimating the cost of developing or producing a new subsystem or component is 
essentially trying to predict the future, which means that any such estimate contains 
uncertainty.  A portion of this uncertainty is described by the “standard error of the 
estimate” of a cost-estimating relationship (CER), which is basically the standard 
deviation of errors made (the “residuals”) in using that CER to estimate the (known) costs 
of the subsystems or components comprising the supporting historical data base.  The 
standard error of the estimate depends primarily on the extent to which those (known) 
costs fit the CER that purports to model them.  However, additional uncertainty arises 
from the location of the particular cost-driver value (x) within or without the range of 
cost-driver values for programs comprising the historical cost data base.  For example, if 
x were located near the center of the range of its historical values, the CER would 
provide a more precise measure of the element’s cost than if x were located far from the 
center of the range.  The total uncertainty in the estimate can then be expressed in terms 
of prediction bounds that involve both sources of uncertainty. 
The first kind of uncertainty, represented by only one number characteristic of the 
CER, is fairly easy to measure for any CER shape or error model.  The second kind, 
which involves both the CER itself and the value of the cost-driving parameter, however, 
is more complicated, and the way to calculate it is completely understood only in the case 
of classical OLS linear regression.  As a result, an explicit formula exists for “prediction 
intervals” that bound cost estimates based on CERs that have been derived by applying 
OLS to historical cost data.  In fact, the formula for the (1-α)th percent upper and lower 








where tα/2,n-2 is the (1-α)th percentage point of the t distribution, x is the mean of the cost-

















made, and SEE is the standard error of the estimate.  Table 26 displays the sequence of 
80% upper and lower prediction bounds for the OLS CER based on our data set.  Figure 6 
graphs the prediction bounds, along with the actual data points and the OLS CER. 
 
Cost-Driver Unit Cost 80% Upper OLS 80% Lower
Program Value x y Bound EST y Bound
A 156.12 51,367.22 65,673.53 17,596.30 -30,480.93
B 179.40 5,885.00 65,907.23 17,887.18 -30,132.88
C 180.30 7,060.00 65,916.29 17,898.42 -30,119.45
D 217.50 139,483.12 66,292.88 18,363.23 -29,566.43
E 419.14 3,386.00 68,400.42 20,882.67 -26,635.08
F 437.09 6,738.00 68,593.51 21,106.95 -26,379.62
G 440.93 6,812.00 68,634.94 21,154.93 -26,325.09
H 494.45 3,291.34 69,216.65 21,823.65 -25,569.35
I 789.90 5,723.14 72,574.56 25,515.22 -21,544.12
J 826.10 10,992.00 73,003.23 25,967.53 -21,068.17
K 864.30 11,590.00 73,459.69 26,444.83 -20,570.03
L 869.30 15,973.00 73,519.75 26,507.30 -20,505.14
M 976.50 7,970.67 74,824.83 27,846.74 -19,131.35
N 1,355.80 9,524.10 79,710.04 32,586.00 -14,538.05
O 1,360.90 35,927.22 79,778.56 32,649.72 -14,479.12
P 1,463.21 11,238.73 81,168.85 33,928.06 -13,312.74
Q 2,332.10 92,059.97 94,145.23 44,784.62 -4,576.00
R 3,017.73 74,649.00 105,728.61 53,351.39 974.17
S 3,253.00 42,915.23 109,940.12 56,291.03 2,641.94  
 
Table 26.   Eighty Percent Upper and Lower OLS Prediction Bounds 
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Figure 6.   Eighty Percent OLS Prediction Bounds with Actual Data Points and OLS 
CER 
When the weights are normalized, the expressions for the (1-α)th percent upper 
and lower prediction bounds on the true cost y at the cost-driver value xp, based on 






























One way to obtain a usable value, if needed, for wp when xp is not in the data 
base from which the adaptive CERs are derived is to interpolate between the weights of 
the nearest data-base points.  That is what is effectively done in the graphs based on 
Tables 6, 7, and 8 below. 
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In Table 26, 28, and 29, we compile the 80% upper and lower prediction bounds 
on adaptive CERs at the cost-driver values, respectively, of 800, 300, and 3,000.  Figures 
7, 8, and 9 display the graphs of these respective prediction bounds.  Notice how the 
prediction bounds narrow in the region very near the cost-driver value of interest.  
 
Cost-Driver Unit Cost 80% Upper WLS 80% Lower
Program Value x y Bound EST y Bound
A 156.12 51,367.22 67,335.731428 -5,734.14 -78,804.008697
B 179.40 5,885.00 65,146.948025 -5,280.91 -75,708.771200
C 180.30 7,060.00 65,062.330513 -5,263.39 -75,589.110360
D 217.50 139,483.12 61,564.835765 -4,539.16 -70,643.158038
E 419.14 3,386.00 42,608.518817 -613.53 -43,835.578046
F 437.09 6,738.00 40,921.251654 -264.07 -41,449.391167
G 440.93 6,812.00 40,560.306422 -189.31 -40,938.927733
H 494.45 3,291.34 35,529.986321 852.64 -33,824.697703
I 789.90 5,723.14 8,126.533982 6,604.62 5,082.700610
J 826.10 10,992.00 10,459.318778 7,309.38 4,159.436356
K 864.30 11,590.00 15,439.587849 8,053.07 666.561891
L 869.30 15,973.00 16,099.371097 8,150.42 201.463800
M 976.50 7,970.67 30,313.734118 10,237.44 -9,838.849438
N 1,355.80 9,524.10 80,730.945765 17,621.85 -45,487.245014
O 1,360.90 35,927.22 81,409.009710 17,721.14 -45,966.730098
P 1,463.21 11,238.73 95,011.748000 19,712.96 -55,585.820690
Q 2,332.10 92,059.97 210,542.762967 36,628.96 -137,284.838305
R 3,017.73 74,649.00 301,708.981386 49,977.16 -201,754.659776
S 3,253.00 42,915.23 332,992.265384 54,557.52 -223,877.228359
Sums 19,633.77 542,585.74 215,542.66  
 
Table 27.   Eighty Percent Upper and Lower Prediction Bounds for Adaptive-CER-Based 
Estimates at Cost-Driver Value 800 
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80% Upper and Lower Prediction Bounds on Adaptive
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Figure 7.   Eighty Percent Prediction Bounds for Adaptive-CER-Based Estimates at Cost-
Driver Value 800 with Actual Data Points and Adaptive CER 
 
What is characteristic about the prediction bounds whose graphs appear in Figures 
7, 9, and 11 is their excessive widening as the cost-driver value moves away from its base 
value (800 in Figure 7, 300 in Figure 9, and 3,000 in Figure 11.  The point to remember 
about adaptive CERs is that it is our intention to apply them only in the vicinity of the 
base cost-driver value, where the prediction bounds are at their narrowest.  Therefore, 
their width in other estimating regions is essentially irrelevant.  By the way, the upper 
and lower prediction bounds do not touch, as Figures 8, 10, and 12 show.  In addition, 
because these are prediction bounds on cost estimates, which as a practical matter cannot 
be negative, the region of applicability is further constrained beyond cost-driver values at 
which the lower prediction bounds go negative.  
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80% Upper and Lower Prediction Bounds on Adaptive
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Figure 8.   Gap between Upper and Lower Prediction Bounds in the Vicinity of the Cost-
Driver Value 800 
Cost-Driver Unit Cost 80% Upper WLS 80% Lower
Program Value x y Bound EST y Bound
A 156.12 51,367.22 65,389.279544 61,698.97 58,008.663971
B 179.40 5,885.00 62,372.227016 59,227.74 56,083.244080
C 180.30 7,060.00 62,255.776784 59,132.20 56,008.619347
D 217.50 139,483.12 57,462.441876 55,183.32 52,904.189048
E 419.14 3,386.00 36,867.788626 33,778.67 30,689.557986
F 437.09 6,738.00 35,381.736102 31,873.23 28,364.726492
G 440.93 6,812.00 35,064.501531 31,465.60 27,866.707881
H 494.45 3,291.34 30,658.711130 25,784.31 20,909.907048
I 789.90 5,723.14 6,491.040727 -5,578.52 -17,648.087346
J 826.10 10,992.00 3,534.857637 -9,421.25 -22,377.363947
K 864.30 11,590.00 415.759782 -13,476.29 -27,368.336816
L 869.30 15,973.00 7.527753 -14,007.05 -28,021.632368
M 976.50 7,970.67 -8,743.802865 -25,386.63 -42,029.453100
N 1,355.80 9,524.10 -39,698.603983 -65,650.37 -91,602.134324
O 1,360.90 35,927.22 -40,114.762116 -66,191.75 -92,268.734323
P 1,463.21 11,238.73 -48,463.042557 -77,052.24 -105,641.431258
Q 2,332.10 92,059.97 -119,355.526647 -169,287.31 -219,219.087245
R 3,017.73 74,649.00 -175,292.373781 -242,068.82 -308,845.271266
S 3,253.00 42,915.23 -194,486.501042 -267,043.38 -339,600.262830
Sums 19,633.77 542,585.74 -597,019.57  
 
Table 28.   Zero Percent Upper and Lower Prediction Bounds for Adaptive-CER-Based 
Estimates at Cost-Driver Value 300 
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80% Upper and Lower Prediction Bounds on Adaptive
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Figure 9.   Eighty Percent Prediction Bounds for Adaptive-CER-Based Estimates at Cost-
Driver Value 300 with Actual Data Points and Adaptive CER 
 
80% Upper and Lower Prediction Bounds on Adaptive



























80% Upper Prediction Bound
Adapative CER
80% Lower Prediction Bound
 
 
Figure 10.   Gap between Upper and Lower Prediction Bounds in the Vicinity of the Cost-
Driver Value 300 
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Cost-Driver Unit Cost 80% Upper WLS 80% Lower
Program Value x y Bound EST y Bound
A 156.12 51,367.22 202,434.005312 34,104.71 -134,224.591913
B 179.40 5,885.00 201,384.901034 34,433.09 -132,518.729992
C 180.30 7,060.00 201,344.342887 34,445.78 -132,452.781730
D 217.50 139,483.12 199,667.940092 34,970.51 -129,726.920845
E 419.14 3,386.00 190,581.137616 37,814.77 -114,951.604146
F 437.09 6,738.00 189,772.232090 38,067.96 -113,636.306880
G 440.93 6,812.00 189,599.184936 38,122.13 -113,354.928569
H 494.45 3,291.34 187,187.341936 38,877.06 -109,433.220060
I 789.90 5,723.14 173,873.151720 43,044.57 -87,784.019292
J 826.10 10,992.00 172,241.840172 43,555.19 -85,131.460894
K 864.30 11,590.00 170,520.403443 44,094.02 -82,332.354836
L 869.30 15,973.00 170,295.084698 44,164.55 -81,965.979897
M 976.50 7,970.67 165,464.262738 45,676.67 -74,110.913120
N 1,355.80 9,524.10 148,371.862469 51,026.94 -46,317.989913
O 1,360.90 35,927.22 148,142.044389 51,098.87 -45,944.294515
P 1,463.21 11,238.73 143,531.737673 52,542.02 -38,447.695941
Q 2,332.10 92,059.97 104,382.272484 64,798.25 25,214.232669
R 3,017.73 74,649.00 75,911.693364 74,469.49 73,027.283557
S 3,253.00 42,915.23 92,744.870060 77,788.12 62,831.365052
Sums 19,633.77 542,585.74 883,094.70  
 
Table 29.   Eighty Percent Upper and Lower Prediction Bounds for Adaptive-CER-Based 
Estimates at Cost-Driver Value 3,000 
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Figure 11.   Eighty Percent Prediction Bounds for Adaptive-CER-Based Estimates at Cost-
Driver Value 3,000 with Actual Data Points and Adaptive CER 
 64
80% Upper and Lower Prediction Bounds on Adaptive
CER-Based Estimates at Cost-Driver Value of 3,000
70,000
80,000
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Figure 12.   Gap between Upper and Lower Prediction Bounds in the Vicinity of the Cost-
Driver Value 3,000 Prediction Bounds for the Universal Adaptive CER 
 
The universal adaptive CER described in Table 25 and Figure 5 is formed by 
combining the various individual adaptive CERs, over the range of cost drivers into one 
CER that applies over the entire range.  In the example we have been working with, 
adaptive CERs corresponding to 50-unit cost-driver increments are merged to form one 
continuous CER across the entire cost-driver range.  The resulting universal adaptive 
CER is illustrated in Figure 5.  Insofar as predictibounds are concerned, we want to make 
use of the fact that prediction bounds on each individual adaptive CER are very narrow in 
the vicinity of the cost-driver value on which the adaptive CER is based, but they widen 
considerably as the cost-driver value moves away from that point.  This effect can be 
seen very clearly in Figures 7, 9, and 11.  The universal adaptive CER takes advantage of 
this situation by providing estimates that have the narrowest possible prediction bounds 
for all cost-driver values. 
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Table 30 contains the numerical data on 80% upper and lower prediction bounds 
on estimate made using the universal adaptive CER.  The prediction bounds themselves, 
along with the data points and the CER, appear in Figure 10.  Note, that the prediction 
bounds are much narrower in the adaptive context than in the standard least-squares-fit 
context.    
 
   
Table 30.   Universal Adaptive-CER-Based Estimates and 80% Prediction Bounds at 50-Unit 
Increments Along the Cost-Driver Axis 
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The Universal Adaptive CER with 
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Figure 13.   Universal Adaptive-CER-Based Estimates and 80% Prediction Bounds 
Graphed at 50-Unit Increments along the Cost-Driver Axis  
 
As is characteristic of adaptive CERs, we see that the prediction bounds are much 
narrower in Figure 10 than they are in the OLS regression situation illustrated in Figure 6.  
Again, this narrowing is due to the fact that estimating using an adaptive CER near a 
cost-driver value is carried out using only data points near that cost-driver value.  
However, when there is significant variation in data points near a cost-driver value, the 
prediction bounds widen in that region.  For an example, see what happens in the cost-
driver region of 200-300 in Figure 13 above.  The prediction bounds for OLS CERs, on 
the other hand, must be wide enough to provide the desired amount of confidence, e.g., 
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We now show that the third summand in the above equation is always zero, no matter 
what the data, so that TV = SS + VB for every set of data points.  The expression for a 













































where wy  and wx  are the weighted means of the y and x values in the data set, 
respectively.  Therefore )xx(b)xba(bxaybxa wkwkwk −=+−+=−+ , from 


























































k wxxw , the two terms above that contain “a” can 
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APPENDIX B. LI 
A. LINEAR REGRESSION WITH TWO VARIABLES 
In order to find more specific cost drivers, two variable linear regressions were examined with average unit 
costs and 36 combinations of 2 variables from 9 cost driver factors. The results appear in Table 22.  
Table 31.   The Result of Linear Regression with Two Variables 
 
Independent variable Linear Regression with two variables Y 
X1  X2  P‐value  Significance F  R Square  Estimate 
X1  0.000449 X2  0.013485 0.000381 0.957119Max disc 
loading  Equation y= ‐4.2752+ 0.000621X1+0.218676X2 
9.324 
X1  0.200773 X2  0.066932 0.001690 0.922164SHP 
Equation y=  1.625232 ‐ 0.001242 X1+0.006288X2 
13.855 
X1  0.235625 X2  0.279964 0.005603 0.874287Main 
Rotor  Equation y= ‐3.616629+ 0.000393 X1+0.817794X2 
12.800 
X1  0.206918 X2  0.658838 0.009572276  0.844257881Height 
Equation y= ‐1.383963+ 0.000547 X1+1.770924X2 
11.385 
X1  0.002886 X2  0.389015 0.007080297 0.861955031Max 
speed  Equation y=  1.084886+ 0.000704 X1+0.013368X2 
11.360 
X1  0.004285 X2  0.847122 0.010443257 0.83873713Cruising 
speed  Equation y= 2.995083+ 0.000707 X1+0.009031X2 
11.390 
X1  0.000369 X2  0.037046 0.000985421 0.937273832Max 
Range  Equation y= 13.670328+ 0.000751X1 ‐ 0.013928X2 
14.114 
X1  0.506888 X2  0.522173 0.008503438 0.851461915
Average 











X1  X2  P‐value  Significance F  R Square  Estimate 




X1  0.303087 X2  0.008495 0.00677693 0.864352Main 
Rotor  Equation y= ‐15.230423+ 0.130914X1+1.443643X2 
12.369 




X1  0.113592 X2  0.473062 0.222432088 0.451876Max 
speed  Equation y= ‐2.87384+ 0.50944X1‐0.02932X2 
7.141 
X1  0.153744 X2  0.834093 0.288415893 0.391854Cruising 
speed  Equation y= ‐1.4094762+ 0.396026X1‐0.021075X2 
8.321 
X1  0.063765 X2  0.246551 0.141046513 0.54318Max 
Range   Equation y= ‐32.959891+ 0.61688X1+0.024811X2 
0.912 














X1  X2  P‐value  Significance F  R Square  Estimate 
X1  0.128196 X2  0.547106 0.003407 0.896976Main 
Rotor  Equation y= ‐0.80331+ 0.001764X1+0.453228 X2 
12.893 
X1  0.077477 X2  0.966216 0.004157214 0.888437Height 
Equation y= 3.228985+ 0.002302X1+0.144638 X2 
12.413 
X1  0.001222 X2  0.452784 0.00304928 0.901445Max 
speed  Equation y= 0.746511 + 0.002312X1 + 0.009788 X2 
12.241 
X1  0.001671 X2  0.976621 0.004159361 0.888414Cruising 
speed  Equation y= 4.032276 + 0.002348X1 ‐ 0.001149 X2 
12.479 
X1  7.36E‐05 X2  0.018315 0.000198852 0.966932Max 
Range  Equation y= 11.204742+ 0.002426X1 ‐ 0.012283 X2 
14.678 





X1  0.276174 X2  0.866748 0.011970256 0.82969Height 
Equation y= ‐13.150464+ 1.442118X1 + 0.899315 X2 
13.608 
X1  0.00492 X2  0.845913 0.011906889 0.830051Max 
speed  Equation y= ‐12.732+ 1.627871X1 + 0.00328 X2 
13.933 
X1  0.004611 X2  0.702313 0.011215829 0.834067Cruising 
speed  Equation y= ‐7.698531 + 1.686802X1 ‐ 0.018877 X2 
18.835 
X1  0.003597 X2  0.48285 0.009265585 0.846273Max 
Range   Equation y= ‐8.101975+ 1.632198X1  ‐ 0.005789 X2 
20.259 















X1  X2  P‐value  Significance F  R Square  Estimate 
X1  0.004207 X2  0.224932 0.010225329 0.840092Max 
speed  Equation y= ‐26.779382+ 6.922776X1+ 0.021072 X2 
10.306 
X1  0.00916 X2  0.752934 0.021780892 0.783613Cruising 
speed  Equation y= ‐23.758330+ 6.775005X1+ 0.017040 X2 
10.310 
X1  0.007396 X2  0.537135 0.018644783 0.79666Max 
Range   Equation y= ‐15.950959 + 6.825813X1 ‐ 0.005820 X2 
11.805 





X1  0.863593 X2  0.877435 0.868912891 0.054655Cruising 
speed  Equation y= 1.221152+ 0.011062X1+ 0.0283 X2 
11.027 
X1  0.666454 X2  0.766536 0.838574308 0.067998Max 
Range   Equation y= 10.34775 + 0.017044X1 ‐ 0.005975 X2 
12.738 






X1  0.651439 X2  0.73766 0.830143201 0.071758Max 
Range   Equation y= 3.284156+ 0.050353X1  ‐ 0.006667 X2 
11.865 















B. POWER REGRESSION WITH TWO VARIABLES 
In order to find more specific cost drivers and to fit the non-linear to linear, nine variables power regressions 
were examined with average unit costs and 36 combinations of two variables from nine cost driver factors which the results 
displayed in Table 23. This is the whole result of power regression with two variables. 
Table 32.   The Result of Power Regression with Two Variables 
Independent variable Power regression with two variables 
Y 
X1  X2  P‐value  Significance F  R Square  Estimate 




































X1  0.219016 X2  0.770187  0.002163145 0.914092
Average  












X1  X2  P‐value  Significance F  R Square  Estimate 















































X1  X2  P‐value  Significance F  R Square  Estimate 




































































X1  X2  P‐value  Significance F  R Square  Estimate 






























































C. WEIGHTED DATA  
Historical data on helicopter development is difficult to obtain, either because of security or proprietary concerns.  
Instead, the author collected data from open sources. The main source of data was Jane’s All the World’s Aircraft. Other data 
sources are listed in the Reference section. After then, weight was assigned to each cost driver as mentioned in III.D.1.  
Table 24 displays the data collected for this thesis. There are eight helicopters, each with nine descriptive variables. 


































9  0.1500 0.3873 4.40 2,079.79 3,249.43  19.331,197.53 5.67 1.72141.75265.69
AH‐1Z  Attack  7.2  0.1200 0.3464 3.91 1,932.97 2,907.07  17.291,193.73 5.06 1.51142.37237.64
CH‐47D  Cargo  3.2  0.0533 0.2309 4.66 2,344.27 5,237.72  10.851,732.05 4.30 1.32 68.82 171.13
AH‐64  Attack  7.2  0.1200 0.3464 5.27 1,789.21 3,299.56  21.511,247.08 5.07 1.61126.44140.99





10  0.1667 0.4082 5.76 1,767.72 3,674.23  19.961,532.56 6.37 1.96113.49233.93
UH‐60L  Utility  9  0.1500 0.3873 4.46 2,023.25 4,128.60  18.281,463.99 6.35 2.01113.87226.18
UH‐72A 
LAKOTA  
Utility  7.2  0.1200 0.3464 2.10 620.77 1,241.88  13.06 511.30 3.81 1.37 92.84 237.29
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