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for some constants (I,1 and (I*. A stronger variation of these conditions that is typically more practical is 
we must specify the allowed values for the error bounds ¢'I,1,¢'/,2 and (f,3.
values are given by the inequalities -
These and 
where m is the smallest positive integer for which (20) 
with observed decay coefficients b ranging from roughly 2 to 6 for the various problems.
Figures (4) and (5) represent anomalous cases where ln(K((g)) has significant variation from linearity at small and large values of (a.
Although the exponential performance degradation given by (25) 
is a telling argument
ZDepending on the computational expense associated with a problem and the observed variability of results, between 5 and 100 test cases were run for each value of _9" 
and some of the HTO may be adsorped into the surface of the containment. This adsorped tritium species represents a significant clean-up problem.
• 
where O, is the observed experimental concentration Even with the simple procedures used to adjust _k, the error estimate given by (35) and (37) allows us to control, with reasonable certainty, the level of accuracy in gk.
The approximation gk can be further improved at no additional cost by setting Figure (12) shows the CPU time required to achieve a given level of accuracy using (38) in addition to the previously discussed procedure for adjusting gh. We see that computational expense increases geometrically as accuracy increases. 2
Given these methods of evaluating fh and gh to some specified accuracy, we recorded the 2The idealised cost profile (26) yields a very close fit to this plot if I is taken to be t16. However, tests with different values of zt showed that better empirical form this problem is CPU/gradient evaluation m callgkll-t_ 1/1°.
Nonetheless, the rule-of-thumb choice (29) with ! = t!6 proved to be close to the optimal selection in our numerical tests. 
where f* was the optimal value of f. Figure  13 shows the results of our tests. In a large number of tests using standard test problems with synthetically induced gra- [ to achieve a given level of accuracy using (38) 3. Each fk was computed using Procedure 2 with _1,1 = 0.1 and ¢'1,2 = 0.99, and each gk value was computed as previously described including correction (38).
A somewhat different implementation of the trust region method was used rather than the Dennis-Schnabel code used in the last section. First, we included nonnegativity constraints on the first three components of x to be consistent with the physics of the problem. This was terminated when fk -f* _ 1-_(fo -f*), where f* was the optimal value of f. Figure  13 shows the results 9_fp_ur tests.
Case 1 was tested for 15 different values of (_. Note that the total computational time required is less than 8000 seconds for (9 -0.15, but rises to almost 16000 and 24000 seconds for (0 = 1.5 × 10 -5 and (g = 0.25, respectively. Fewer data were collected for cases 2 and 3, but note that the correction (38) appears to make little difference to the algorithm when T T ekgl,/gkgk is small. On the other hand, using Procedure 9. rather than computing each fk to a fixed accuracy of 10 -8 resulted in a moderately faster algorithm.
