In this paper we extend the theory of supervisory control of nondeterministic discrete-event systems, subject to nondeterministic speci cation, developed in 9]. We focus our attention on nonblocking and liveness considerations and develop algorithms for nonblocking-supervisor synthesis. The recognition in the late 1950s that linear ltering can be accomplished recursively, inspired the development of the Kalman lter and its dual, the linear quadratic optimal controller. The concepts of controllability and observability, the cornerstones of Algebraic Systems Theory, w ere not far behind. Early research o n Algebraic Systems Theory focused on these concepts and issues related to canonical forms, canonical (minimal) realizations, system structural equivalences and invariants. These and related questions occupied much of the Algebraic Systems Theory research agenda of the 1960s. In the second half of that decade, the discovery of the pole shifting theorem provided the rst insights into the connection between controllability and state-feedback. This later led to the emergence of the \geometric" theory of linear systems where the connection between pole shifting and controllability (and their obsevational duals) played major roles. At around the same time the fundamental feedback i n variants of linear systems were rst discovered.
2 A personal perspective (of the rst author)
The recognition in the late 1950s that linear ltering can be accomplished recursively, inspired the development of the Kalman lter and its dual, the linear quadratic optimal controller. The concepts of controllability and observability, the cornerstones of Algebraic Systems Theory, w ere not far behind. Early research o n Algebraic Systems Theory focused on these concepts and issues related to canonical forms, canonical (minimal) realizations, system structural equivalences and invariants. These and related questions occupied much of the Algebraic Systems Theory research agenda of the 1960s. In the second half of that decade, the discovery of the pole shifting theorem provided the rst insights into the connection between controllability and state-feedback. This later led to the emergence of the \geometric" theory of linear systems where the connection between pole shifting and controllability (and their obsevational duals) played major roles. At around the same time the fundamental feedback i n variants of linear systems were rst discovered.
I became familiar with Paul Fuhrmann's work on systems theory when I rst came accross his classical paper \Algebraic System Theory -an Analyst's Point o f View". At the time, I was working on the paper \Linear Feedback -An Algebraic
Introduction
Most of the published research o n c o n trol of discrete-event systems (DES) has focused on systems that are modeled as deterministic nite state machines. For such systems, an extensive theory has been developed 23] . A great deal of attention was also given to the control of partially observed discrete-event systems 15] , in which only a subset of the system's events are available for external observation. Partially observed systems frequently exhibit nondeterministic behavior. There are, however, situations in which the system's model is nondeterministic not because of partial observation but, rather, because either the system is inherently nondeterministic, or because only a partial model of the system is available and some or all of its internal activities are unmodeled.
In contrast to deterministic discrete-event systems, whose behaviors are fully speci ed by their generated language, nondeterministic systems exhibit behaviors whose description requires much more re nement and detail. Further, while in the deterministic case, legal behavior of a system can be adequately expressed in terms of a language speci cation, this is clearly not always true when the system is nondeterministic. Indeed, to formally capture and specify legal behavior of the controlled system, it may be necessary to state, in addition to the permitted language, also the degree of nondeterminism that the controlled system is allowed to retain. Various semantic formalisms have b e e n i n troduced over the years for modeling and speci cation of nondeterministic behaviors. These di er from each other, among other things, in the degree of nondeterministic detail that they capture and distinguish. These formalisms include CSP 11] and the associated failures semantics, bisimulation semantics 19] and labeled transition systems 4]. In 5] and 6] the trajectory model formalism was introduced as a semantic framework for modeling and speci cation of nondeterministic behaviors with speci c focus on discrete event c o n trol. It was shown there that this semantic is a language congruence that adequately captures nondeterministic behaviors that one might w i s h t o discriminate and distinguish by discrete-event control. Thus, for control purposes, nondeterministic discrete-event systems can be modeled either as nondeterministic automata (with -transitions) or as trajectory models.
In recent y ears, there has been increasing interest in supervisory control of nondeterministic systems as reported, e.g., 20] where a synthesis algorithm based on failures semantics is presented). Indeed, the direct supervisor synthesis for nondeterministic systems seems to be quite a di cult task (and, as will be shown below, unnecessary).
Motivated by this observation, we began an investigation, 8] 9], of the connection between the supervisory control problem for general nondeterministic systems and the corresponding problem for partially observed deterministic systems. Our work led us to develop an approach to synthesis of supervisors for nondeterministic systems wherein direct advantage is taken of the existing theory for control under partial observation.
In 9] we considered the supervisory control problem of nondeterministic discreteevent systems subject to trajectory-model speci cations. Our approach to the supervisor synthesis was based on the following basic idea: We rst synthesized from the given system, by adding to it hypothetical transitions and hypothetical uncontrollable and unobservable events, a deterministic system whose partially observed image is the original nondeterministic system (in the sense that the hypothetical events are obviously not observed). We called this procedure lifting. Before performing the lifting, the legal (trajectory model) speci cation was embedded in the original nondeterministic system model so that it can readily be dealt with in the corresponding lifted deterministic system. The next step of the synthesis was to construct a supervisor for the lifted system subject to the (obvious) condition that the arti cially added events are neither observable nor controllable. Such a supervisor can easily be constructed using the well known theory and algorithms for supervisory control of partially observed systems. It is self evident, and we showed it formally, that a supervisor synthesized in this way is applicable for the original nondeterministic system and satis es the speci cations. Moreover, we s h o wed that if the supervisor designed using this approach is optimal for the lifted system, it is also the optimal supervisor for the original system. Thus, since control under partial observation is well understood, we only had to, ultimately focus on the auxiliary steps of model lifting and speci cation embedding.
The present paper is a continuation of this research. In 8] 9] we focused our attention only on safety speci cations, without consideration of liveness issues. We did not worry about questions related to task completion, nor about the problem of possible blocking. We extend here the results of 9] to include nonblocking issues and liveness considerations. This generalization which, in spirit, is very similar to the parallel situation in the deterministic case, introduces several additional complexities to the theory, t h a t h a ve to be examined in detail. We d e v elop the theory and the associated synthesis algorithms for nonblocking supervisory control by examining the so called, static case, where a subset of target (or marked) states and a subset of forbidden states of the system are speci ed. The control objective i s then to disable the smallest subset of transitions such that, in the controlled system, no path leads to a forbidden state and every path can be extended to a target state. It can be shown that the more general dynamic case, where the speci cation is given by a trajectory model (or as a nondeterministic automaton), is transformed into the simpler static setting, in which the supervisor is then synthesized. Detailed algorithms for optimal supervisor synthesis are provided. We also brie y address the problem of control under partial observation (where some of the actual events in the modeled system are unobservable) and the problem of decentralized control.
Due to space limitation, some details are omitted, which can be found in 10].
Nonblocking supervisors
We model a nondeterministic discrete-event system by the trajectory model introduced in 6], whose notations are adopted in this paper. For the purpose of speci cation, we often represent a trajectory model by a nondeterministic automaton. Similar to the language model and deterministic automaton used in modeling deterministic systems, the trajectory model representation and the automaton representation of nondeterministic systems are interchangeable: For each nondeterministic automaton, there exists a unique trajectory generated by the automaton and for each trajectory model, we can construct an automaton generating the trajectory model. In particular, for each path p in the automaton, we c a n n d i t s corresponding trajectory t p . T o simplify the notation, we will use the same symbol to denote both the nondeterministic automaton and its associated trajectory model. Since we are interested in the blocking and liveness issues in this paper, in addition to the usual elements of an automaton, we specify a set of marked states Q m that represent, for example, task completions. To specify the desired behavior of the controlled system, we can use either a \static" speci cation or a \dynamic" speci cation. Similar to the algorithm developed in 9], we can always transform a dynamic speci cation into a static speci cation, where a subset Q b Q of forbidden states that the system is not allowed to visit is speci ed. Thus, our system model can be written as
As in the deterministic case, we a s s u m e t h a t P is trim (i.e., both accessible and co-accessible).
We de ne the set of marked trajectories of P as P m = ft p : p ends in a marked stateg:
The supervisory control problem is to synthesize a supervisor , (de ned as a function : L(P) ! 2 c that after each observed string s 2 L(P) of executed transitions, disables a subset (s) c of controllable events,) such that the supervised system satis es the state restrictions in that each path of the supervised system is a legal path that is, each path ends at a target state (in Q m ) without ever entering a forbidden state (in Q b ). When such a supervisor exists, we w ould like to nd, among all possible solutions, a least restrictive one that is, a solution that disables as few as possible transitions.
For a supervisor , the language generated by the supervised system =P is given inductively as 9]
The supervised system is then given by =P = Pjjdet(L( =P)) where jj denotes the strict synchronous (parallel) composition and det(L( =P)) the deterministic process generating language L( =P) (as de ned in 9]).
In principle, our goal is to design a supervisor such t h a t =P = P s where P s is (the trajectory model of) the (largest) trim subautomaton of P s = ( f g Q s s q 0 Q sm ): where Q s = Q ; Q b , s = j Qs ( j Qs being the restriction of to Q s ), and Q sm = Q s \ Q m . Without loss of generality w e shall assume that P s = P s .
Such a supervisor is nonblocking in the sense that every trajectory enabled by the supervisor is a pre x of a trajectory that ends at a marked state.
As we shall see, such a supervisor does not always exist, and when it does not, we shall seek its best nonblocking approximation, as will be discussed below.
To obtain the desired supervisor, we proceed, just as in 9], by rst transforming P to a deterministic automatoñ P = ( 0 Q ~ q 0 Q m Q b ) using the procedure \Extend" given below.
Procedure Extend
Input: We c a n n o w state the main result of this section that summarizes the conditions for existence of the desired supervisor.
Theorem 1 There exists a nonblocking supervisor such t h a t =P = P s if and only if E is controllable and observable with respect to L(P). Since E is L m (P)-closed by de nition, the result follows from Proposition 1.
If E is not controllable and observable, we w i l l s y n thesize an optimal supervisor (under partial observation) forP such that L m ( =P) = supCN(E), the supremal controllable and normal sublanguage of E. The reason that we can replace here the requirement of observability b y normality, is due to the fact that in the lifted system all unobservable events 0 are also uncontrollable, in which case a language is controllable and observable if and only if it is controllable and normal 18].
The synthesis is discussed in the next section.
Supervisor synthesis
Our objective is to design a nonblocking supervisor forP such t h a t L m ( =P) = supCN(E):
This supervisor tracks only the events of , and hence can be applied directly to P. It will be least restrictive in the sense that it allows the system P to visit as many states in Q s as possible ( see 9]).
Such a supervisor can be designed with or without the lifting procedure, as outlined in the two ensuing algorithms. Using the above lemma, we c a n p r o ve the following theorem, which states the correctness of Algorithm 2. 
Control under partial observation
We n o w consider the situation when not all the events in are observable and the supervisor must be based on a subset o of observable events. In this case, the set of unobservable events in the lifted process, is ( 0 ) ; o , and if we denote by T : ! o the projection operator, then the projection from 0 to o is obtained by the composition of T and P.
In view of Theorem 1, the existence (and synthesis) of a supervisor under partial observation for P is equivalent to that of the corresponding supervisor forP, because Theorem 1 hold for any supervisor, and a supervisor under partial observation is a special case. Therefore, we obtain the following corollary to Theorem 2.1 in 15].
Corollary 1 There exists a nonblocking partial observation supervisor : TPL (P) ! 2 c such t h a t =P = P s if and only if E is controllable (with respect to c and L(P)) and observable (with respect to o and L(P)).
The supervisor can be synthesized with respect toP. H o wever, since it is no longer true that all the controllable events are also observable, observability c a n no longer be replaced by normality. Consequently, since the supremal observable sublanguage may not exist, a unique optimal supervisor may not exist either. To overcome this di culty, t wo approaches can be employed: (1) to synthesize a suboptimal supervisor based on the supremal controllable and normal sublanguage (with respect to o ) and (2) to synthesize a maximal controllable and observable sublanguage, which m a y not be unique. Both approaches have been studied extensively in the literature and will not be repeated here.
If the speci cation is a language speci cation, then E is normal 9]. In such a case, as we shall show in the following lemma, E is observable with respect to o and L(P) if and only if PEis observable with respect to o and PL (P).
Lemma 2 Let B be normal with respect to and L(P). Then B is observable with respect to o and L(P) if and only if PBis observable with respect to o and PL (P) = L(P).
Proof
Omitted.
Using the lemma, we can immediately obtain the following Corollary 2 For a nondeterministic system P and a language speci cation L(Ĥ), there exists a nonblocking partial observation supervisor such t h a t L( =P) = L(Ĥ) if and only if L(Ĥ) i s c o n trollable and observable with respect to L(P).
This result was obtained in 14], where only language speci cations were considered. The results in this section show that there is no need to treat the unobservable events uo = ; o di erently from the events 0 , except that some events in uo may b e c o n trollable. As a consequence, the supervisor synthesis may be more complex.
Decentralized control
The design of decentralized supervisors for nondeterministic systems can also be dealt with by using the deterministic theory and the lifting procedure. Since the methodology is quite analogous to what we h a ve seen, we shall only outline the approach.
Without lose of generality, w e m a y consider the case of two (decentralized) and co-observable. Therefore, we conclude that both decentralized control and control under partial observation of nondeterministic systems can be synthesized by the existing methods for deterministic systems if we lift the corresponding processes.
Computational complexity
Since, in general, a supervisor synthesis problem under partial observation is of exponential complexity in terms of the number of transitions in the automata, it may be expected that the complexity of supervisor synthesis for nondeterministic systems also be exponential. Denote the number of states in an automaton P by jPj and the numberof events by j j. W e outline the complexity analysis as follows.
Algorithm 1 involves two essential steps: (1) the procedure Extend that lifts P to a deterministic one, and (2) controller synthesis with respect to the lifted automaton. The procedure Extend adds at most jPj j j states and jPj event labels to the process. The lifted automaton has, therefore, at most jPj(j j + 1) states and jPj + j j event labels. The complexity of executing Extend is of order jPj(j j + 1 ) ( jPj + j j). The synthesis of the optimal controller for the lifted process cannot be executed \on-line" because of the nonblocking requirement and, therefore, Algorithm 1 is of complexity O((j j + jPj)2 jP j(j j+1) ):
For Algorithm 2, the complexity of executing Steps 3-6 is at most j jjPj2 jP j . These steps will be repeated at most jPj times. Therefore, Algorithm 2 is of complexity O(j jjPj 2 2 jP j ):
