We consider inference on the first principal direction of a p-variate elliptical distribution. We do so in challenging double asymptotic scenarios for which this direction eventually fails to be identifiable. In order to achieve robustness not only with respect to such weak identifiability but also with respect to heavy tails, we focus on sign-based statistical procedures, that is, on procedures that involve the observations only through their direction from the center of the distribution. We actually consider the generic problem of testing the null hypothesis that the first principal direction coincides with a given direction of R p . We first focus on weak identifiability setups involving single spikes (that is, involving spectra for which the smallest eigenvalue has multiplicity p − 1). We show that, irrespective of the degree of weak identifiability, such setups offer local alternatives for which the corresponding sequence of statistical experiments converges in the Le Cam sense. Interestingly, the limiting experiments depend on the degree of weak identifiability. We exploit this convergence result to build optimal sign tests for the problem considered. In classical asymptotic scenarios where the spectrum is fixed, these tests are shown to be asymptotically equivalent to the sign-based likelihood ratio tests available in the literature. Unlike the latter, however, the proposed sign tests are robust to arbitrarily weak identifiability. We show that our tests meet the asymptotic level constraint irrespective of the structure of the spectrum, hence also in possibly multi-spike setups. Finally, we fully characterize the non-null asymptotic distributions of the corresponding test statistics under weak identifiability, which allows us to quantify the corresponding local asymptotic powers. Monte Carlo exercises confirm our asymptotic results.
Introduction
Most classical methods in multivariate statistics are based on Gaussian maximum likelihood estimators of location and scatter, that is, on the sample mean and sample covariance matrix. Irrespective of the considered problem (location or scatter problems, multivariate regression problems, principal component analysis, canonical correlation analysis, etc.), these methods exhibit poor efficiency properties when Gaussian assumptions are violated, particularly when the underlying distributions have heavy tails. Moreover, the resulting procedures are very sensitive to possible outliers in the data.
To improve on this, many robust procedures were developed. In particular, multivariate sign methods, that is, methods that use the observations only through their direction from the center of the distribution, have become increasingly popular. For location problems, multivariate sign tests were considered in Randles (1989) , Möttönen and Oja (1995) , Hallin and Paindaveine (2002) and Paindaveine and Verdebout (2016) , whereas sign procedures for scatter or shape matrices were considered in Tyler (1987a) , Dümbgen (1998) , Hallin and Paindaveine (2006a) , Dürre, Vogel and Fried (2015) and Dürre, Fried and Vogel (2017) , to cite only a few. PCA techniques based on multivariate signs (and on the companion concept of ranks) were studied in Hallin, Paindaveine and Verdebout (2010) , Taskinen, Koch and Oja (2012) , Hallin et al. (2013) and Dürre, Tyler and Vogel (2016) . Multivariate sign tests were also developed, e.g., for testing i.i.d.-ness against serial dependence (see Paindaveine, 2009) , or for testing for multivariate independence (see Taskinen, Kankainen and Oja, 2003 and Randles, 2005) . Most references above actually focus on spatial sign procedures, that is, on procedures that are based on the signs U i := X i / X i , i = 1, . . . , n, obtained by projecting the p-variate observations at hand onto the unit sphere S p−1 := {x ∈ R p : x 2 = x x = 1} of R p (sometimes, the projection is performed on standardized observations in order to achieve affine invariance). Since they discard the radii X i , i = 1, . . . , n, spatial sign procedures can deal with arbitrarily heavy tails and are robust to observations that would be far from the center of the distribution. For more details on spatial sign methods, we refer to the monograph Oja (2010) .
The present paper considers principal component analysis, or more precisely, inference on principal component directions. Consider the case where the observations X 1 , . . . , X n at hand form a random sample from a p-variate centered elliptical distribution, that is, a distribution whose characteristic function is of the form t → exp(t Σ Σ Σt) for some symmetric positive definite p × p matrix Σ Σ Σ. Assume that the ordered eigenvalues of Σ Σ Σ satisfy λ 1 > λ 2 ≥ . . . ≥ λ p , so that the leading eigenvector θ θ θ 1 , possibly unlike the other eigenvectors θ θ θ j , j = 2, . . . , p, is identifiable (as usual, identifiability is up to an unimportant sign). Throughout, we will then consider the problem of testing the null hy-pothesis H 0 : θ θ θ 1 = θ θ θ 0 against the alternative hypothesis H 1 : θ θ θ 1 = θ θ θ 0 , where θ θ θ 0 is a fixed unit p-vector. This testing problem has attracted much attention in the past decades, and the textbook procedure, namely the Anderson (1963) Gaussian likelihood ratio test, has been extended in various directions. To mention only a few, Jolicoeur (1984) considered a small-sample test, whereas Flury (1988) proposed an extension to a larger number of eigenvectors. Tyler (1981 Tyler ( , 1983 robustified the Anderson (1963) test to possible elliptical departures from multinormality (the original likelihood ratio test require Gaussian assumptions). Schwartzman, Mascarenhas and Taylor (2008) considered extensions to the case of Gaussian random matrices, and Hallin, Paindaveine and Verdebout (2010) obtained Le Cam optimal tests for the problem considered.
All asymptotic tests above assume that the eigenvalues λ 1 > λ 2 ≥ . . . ≥ λ p are fixed, so that the eigenvector θ θ θ 1 remains asymptotically identifiable. The null asymptotic distribution of the corresponding test statistics, however, may very poorly approximate their fixed-n distribution when λ 1 /λ 2 is close to one. In the present work, we therefore consider general asymptotic scenarios that address this issue. More precisely, we allow for scatter values Σ Σ Σ = Σ Σ Σ n for which the corresponding ratio λ n1 /λ n2 (> 1) converges to one as n diverges to infinity. In such asymptotic scenarios, the leading eigenvector θ θ θ n1 remains identifiable for any n but is no longer identifiable in the limit. One then says that θ θ θ n1 is weakly identifiable. The distributional framework considered here formalizes situations that are often encountered in practice where two sample eigenvalues are close to each other so that inference about the corresponding eigenvectors is a priori difficult. Inference on weakly identified parameters has already been much considered in the literature: see, e.g., Pötscher (2002) , Forchini and Hillier (2003) , Dufour (2006) and Antoine and Lavergne (2014) . Liu and Shao (2003) and Zhu and Zhang (2006) consider asymptotic inference under a total lack of identifiability. Recently, Paindaveine, Remy and Verdebout (2018) considered Gaussian tests on weakly identified eigenvectors. While these tests can handle weak identifiability, they are based on sample covariance matrices, hence cannot deal with heavy tails and are very sensitive to possible outliers. In the present work, we tackle the same problem but develop spatial sign tests that not only inherit the robustness of sign procedures but also can deal with both heavy tails and weak identifiability.
Assume that the parent elliptical distributions do not charge the origin of R p , so that spatial signs are well defined with probability one. Then, suitable spatial sign tests are to be determined in the image of the model by the projection onto the unit sphere S p−1 . Now, if the random p-vector X is centered elliptical with scatter matrix Σ Σ Σ, then the corresponding spatial sign U := X/ X follows the angular Gaussian distribution with shape matrix V := pΣ Σ Σ/tr(Σ Σ Σ); see Tyler (1987b) . Since Σ Σ Σ and V share the same eigenvectors, the induced testing problem is still the problem of testing H 0 : θ θ θ 1 = θ θ θ 0 against H 1 : θ θ θ 1 = θ θ θ 0 , where θ θ θ 1 is the leading eigenvector of V. Also, since eigenvalues of Σ Σ Σ and V are equal up to a common positive factor, (weak) identifiability occurs for the original elliptical problem if and only if it does for the induced angular Gaussian problem. These considerations explain that identifying optimal spatial sign tests under weak identifiability for the elliptical problem should be done in the setup where one observes triangular arrays of spatial signs U n1 , . . . , U nn , n = 1, 2, . . ., randomly drawn from the angular Gaussian distribution with shape matrix V n .
Accordingly, we consider the problem of testing the null hypothesis H 0 : θ θ θ n1 = θ θ θ 0 in an angular Gaussian double asymptotic scenario for which λ n1 /λ n2 (> 1) may converge to one at an arbitrary rate, which provides weak identifiability for the leading principal direction θ θ θ n1 . We first focus on sequences of single-spike shape matrices (characterized by spectra of the form λ n1 > λ n2 = . . . = λ np ). We will show that, irrespective of the rate of convergence of λ n1 /λ n2 to one, there exist suitable local alternatives for which the corresponding sequence of statistical experiments converges in the Le Cam sense. Interestingly, the limiting experiment depends on the degree of weak identifiability. This paves the way, in this single-spike setup, to the construction of optimal sign tests for the problem considered. The resulting tests, however, in principle meet the asymptotic level constraint in the single-spike setup only. We will show that, fortunately, these tests show the target asymptotic null size irrespective of the structure of the spectrum. Finally, we will also fully characterize the non-null asymptotic distributions of the corresponding test statistics under weak identifiability, which will allow us to extensively quantify the corresponding local asymptotic powers.
The outline of the paper is as follows. In Section 2, we introduce the notation, describe the sequence of angular Gaussian models to be considered, and derive the aforementioned results on limiting experiments. This is used to derive a sign test that can deal with weak identifiability and enjoys nice Le Cam optimality properties. However, since this test involves nuisance parameters, it is an infeasible statistical procedure. In Section 3, we therefore derive a feasible version of this test. We show that, under the null hypothesis, hence also under sequences of contiguous hypotheses, the infeasible and feasible tests are asymptotically equivalent, so that the latter inherits the optimality properties of the former. We also show that, in classical asymptotic scenarios where one stays away from weak identifiability, the proposed test is asymptotically equivalent to the likelihood ratio test from Tyler (1987b) . In Section 4, we investigate the asymptotic properties of the proposed sign test. We first show that this test asymptotically achieves the target null size even when the underlying scatter matrix does not have a single-spike structure. Then, for any degree of weak identifiability, we characterize the asymptotic distribution of the proposed test statistic under suitable local alternatives. In Section 5, we show through Monte Carlo exercises that, unlike its competitors, the proposed sign test can deal with both heavy tails and weak identifiability. Finally, we provide a wrap up and final comments in Section 6. All proofs are collected in a technical appendix.
Limits of angular Gaussian experiments
Consider a triangular array of observations X ni , i = 1, . . . , n, n = 1, 2, . . . , such that for any n, the random p-vectors X n1 , . . . , X nn form a random sample from a centered elliptical distribution that does not charge the origin of R p . For any n, the leading eigenvector θ θ θ n1 of the corresponding scatter matrix Σ Σ Σ n is assumed to be well identified, up to a sign. In this general setup, we aim at designing suitable sign tests for the problem of testing the null hypothesis H 0 : θ θ θ n1 = θ θ θ 0 against the alternative hypothesis H 1 : θ θ θ n1 = θ θ θ 0 , where θ θ θ 0 is a fixed unit p-vector. As explained in the Introduction, such tests should be determined in the image of the model by the projection of the model onto the unit sphere S p−1 . For any n, the projected observations U n1 , . . . , U nn , where U ni = X ni / X ni is the spatial sign of X ni , form a random sample from the p-variate angular Gaussian distribution with shape matrix V n = pΣ Σ Σ n /tr(Σ Σ Σ n ) (shape matrices throughout are normalized to have trace p), so that the density of U n1 with respect to the surface area measure on S p−1 is
where Γ(·) is the Euler Gamma function; see Tyler (1987b) . We will denote the corresponding hypothesis as P (n)
Vn . In this angular Gaussian framework, the aforementioned elliptical testing problem induces the problem of testing the null hypothesis H 0 : θ θ θ n1 = θ θ θ 0 against the alternative hypothesis H 1 : θ θ θ n1 = θ θ θ 0 , where θ θ θ n1 is the leading eigenvector of V n (recall that V n and Σ Σ Σ n share the same eigenvectors). Throughout, λ nj and θ θ θ nj will refer to the (ordered) eigenvalues and eigenvectors of V n . Recall that weak identifiability of θ θ θ n1 in the original elliptical problem occurs if and only if λ n1 /λ n2 (> 1) → 1.
The goal of this section is to determine optimal sign tests, under possibly weak identifiability of θ θ θ n1 , in the particular case of single-spike spectra, that is, in situations where the smallest eigenvalue has multiplicity p − 1. Accordingly, we will consider sequences of null shape matrices of the form
where ξ > 0 is a locality parameter and δ n is a bounded positive sequence that may be o(1); throughout, we tacitly assume that ξ and δ n are chosen so that V 0n is positive definite. It is straigthforward to check that V 0n indeed has a single spike: the largest eigenvalue is λ n1 = 1 + (p − 1)δ n ξ/p, with multiplicity one and corresponding eigenvector θ θ θ 0 , whereas the remaining eigenvalues are λ n2 = . . . = λ np = 1 − δ n ξ/p, j = 2, . . . , p,
with an eigenspace that is the orthogonal complement to θ θ θ 0 . In this setup, weak identifiability of course occurs if and only if δ n is o(1).
To discuss optimality issues, we consider local alternatives associated with perturbations θ θ θ 0 + ν n τ τ τ n of θ θ θ 0 , where (ν n ) is a positive sequence and (τ τ τ n ) is a bounded sequence in R p so that θ θ θ 0 + ν n τ τ τ n ∈ S p−1 for any n. It is easy to show that the latter condition entails that ν n and τ τ τ n must satisfy
for any n. The resulting sequence of alternatives is then associated with the single-spike shape matrices
Our construction of optimal sign tests requires studying the asymptotic behavior, under P (n)
V0n , of the log-likelihood ratios Λ n := log(dP
V0n ). To do so, let
Note that the sequence (γ n ) is O(δ n ). We then have the following result.
Theorem 2.1. Fix θ θ θ 0 ∈ S p−1 . Let (ν n ) and (τ τ τ n ) be such that θ θ θ 0 + ν n τ τ τ n ∈ S p−1 for any n. Let V 0n be as in (2). Then, as n → ∞, under P (n)
V0n , we have the following: (i) if δ n ≡ 1, then, for ν n = 1/( √ nγ n ),
is asymptotically normal with mean zero and covariance matrix Γ Γ Γ
is asymptotically normal with mean zero and covariance matrix Γ Γ Γ θ θ θ0 ; (iii) if δ n = 1/ √ n, then, for ν n = 1/( √ nγ n ) (or equivalently ν n ≡ 1/ξ),
is asymptotically normal with mean zero and covariance matrix (p/(p + 2))(
Theorem 2.1 shows that the asymptotic behavior of Λ n crucially depends on the sequence (δ n ) and identifies four different regimes. In the "classical" regime (i) where δ n ≡ 1, standard perturbations with ν n ∼ 1/ √ n provide a sequence of experiments that is locally asymptotically normal (LAN), with central sequence ∆ ∆ ∆ is asymptotically normal with mean zero and variance
so that the Le Cam first lemma entails that the sequences of hypotheses P (n) V0n and P (n) V1n are mutually contiguous in regime (iii), too. As we will show in the next section, the test φ (n) shows non-trivial asymptotic powers under these contiguous alternatives. Finally, in regime (iv), Theorem 2.1 shows that no test can distinguish between the null hypothesis and the alternatives associated with ν n ∼ 1, which are the most severe ones that can be considered.
The proposed sign test
The test φ (n) from the previous section enjoys nice optimality properties but it is unfortunately infeasible: its test statistic T n (V 0n ) indeed involves the population shape matrix V 0n , which is of course unknown in practice. Another issue is that the test φ (n) will in principle meet the asymptotic level constraint only under the single-spike shape structure in (2). In this section, we therefore construct a versionφ (n) of φ (n) that is feasible and that can cope with more general shape structures. To do so, let (V 0n ) be a sequence of shape matrices associated with the null hypothesis. In other words, we assume that, for any n, the shape V 0n admits the spectral decomposition
where the θ θ θ nj 's form an orthonormal basis of the orthogonal complement to θ θ θ 0 and where λ n1 > λ n2 ≥ . . . ≥ λ np . In particular, the p − 1 smallest eigenvalues here do not need to be equal, so that the number of "spikes" may be arbitrary. With this notation, it is clear that estimating V 0n requires estimating the eigenvalues λ n1 , . . . , λ np and the eigenvectors θ θ θ n2 , . . . , θ θ θ np . To do so, we consider the Tyler (1987a) M-estimator, that is defined as the shape matrix satisfying S n (V n ) = (1/p)I p (see (5)) and decompose it intô
The eigenvaluesλ n1 , . . . ,λ np of Tyler's M-estimator provide estimates of the eigenvalues in (12). Later asymptotic results, however, will require that the estimators of the eigenvectors θ θ θ nj are orthogonal to the null value θ θ θ 0 of the first eigenvector θ θ θ n1 , a constraint that the eigenvectorsθ θ θ nj dot not meet in general. To correct for this, we will rather use the estimatorsθ θ θ nj , j = 2, . . . , p resulting from a Gram-Schmidt orthogonalization of θ θ θ 0 ,θ θ θ n2 , . . . ,θ θ θ np . In other words,θ θ θ nj is defined recursively through
with summation over an empty collection of indices being equal to zero.
In the rest of the paper,Ṽ 0n will denote the estimator of V 0n obtained by substituting in (12) the Tyler eigenvaluesλ nj and eigenvectorsθ θ θ nj for the λ nj 's and θ θ θ nj 's. Note that since Tyler's M-estimator is normalized to have trace p, the estimatorṼ 0n also has trace p, hence is a shape matrix. Quite nicely, replacing V 0n withṼ 0n in the test statistic T n (V 0n ) of φ (n) has no asymptotic impact in probability under the null hypothesis. More precisely, we have the following result.
Theorem 3.1. Let (V 0n ) be a sequence of null shape matrices as in (12). Then, under P (n)
Based on this result, the sign test we propose in this paper is the testφ (n) that rejects the null hypothesis H 0 : θ θ θ n1 = θ θ θ 0 at asymptotic level α whenever
Unlike φ (n) , this new sign test is a feasible statistical procedure. An alternative test for the same problem is the likelihood ratio test, φ
Tyl say, that rejects the null hypothesis at asymptotic level α whenever
whereV n stands for Tyler's M-estimator defined above; see Tyler (1987b) . As shown by the following result, the proposed sign testφ (n) , in classical asymptotic scenarios where one stays away from weak identifiability, is asymptotically equivalent to φ
Tyl under the null hypothesis.
Theorem 3.2. Let (V 0n ) be a sequence of null shape matrices as in (12). Assume that there exists η > 0 such that both corresponding leading eigenvalues satisfy λ n1 /λ n2 ≥ 1+η for n large enough. Then, under P (n)
From contiguity, this result also entails thatφ (n) and φ (n) Tyl are asymptotically equivalent, hence exhibit the same asymptotic powers under the local alternatives considered in Theorem 2.1(i). There is no guarantee, however, that this asymptotic equivalence extends to the weak identifiability situations considered in Theorem 2.1(ii)-(iv). To investigate the validity ofφ (n) under such non-standard asymptotic scenarios, we now thoroughly study the null and non-null asymptotic properties ofφ (n) .
Asymptotic properties of the proposed test
We first focus on the null hypothesis. Under the single-spike null hypotheses associated with the shape matrices V 0n in (2), the test statistic T n (Ṽ 0n ) of the feasible testφ (n) is asymptotically chi-square with p − 1 degrees of freedom, which easily follows from the asymptotic equivalence result in Theorem 3.1 and from the fact that Theorem 2.1 implies that T n (Ṽ 0n ) is asymptotically chi-square with p − 1 degrees of freedom under such sequences. Since the latter theorem focuses on single-spike shape matrices, there is no guarantee, however, that this extends to more general shape matrices. The following result shows that the null asymptotic distribution of T n (Ṽ 0n ) remains asymptotically chi-square with p − 1 degrees of freedom for arbitrary sequences of null shape matrices.
Theorem 4.1. Let (V 0n ) be a sequence of null shape matrices as in (12). Then, under P (n) V0n , T n (Ṽ 0n ) is asymptotically chi-square with p − 1 degrees of freedom.
We stress that this result does not only allow for general, multi-spike, null shape matrices, but also for weakly identifiable eigenvectors θ θ θ n1 . In particular, it applies in each of the four asymptotic scenarios considered in Theorem 2.1. Since there is no guarantee that the asymptotic equivalence in Theorem 3.2 holds under weak identifiability, it is unclear whether or not the Tyler test φ (n) Tyl is, likeφ (n) , robust to weak identifiability. As we will show through simulations in the next section, it actually turns out that the Tyler test severely fails to be robust in this sense. Now, the nice robustness properties above are not sufficient, on their own, to justify resorting to the proposed sign test, as it might be the case that such robustness is obtained at the expense of power. To see whether or not this is the case, we turn to the investigation of the non-null asymptotic properties ofφ (n) . We have the following result.
Theorem 4.2. Fix θ θ θ 0 ∈ S p−1 . Let (δ n ) be a positive sequence that is O(1) and take ν n = 1/( √ nγ n ). Let (τ τ τ n ) be a sequence converging to τ τ τ and such that θ θ θ 0 + ν n τ τ τ n ∈ S p−1 for any n. Then, under P (n) V1n , with V 1n as in (4), we have the following as n → ∞: (i) if δ n ≡ 1, then T n (Ṽ 0n ) is asymptotically chi-square with p − 1 degrees of freedom and non-centrality parameter
is asymptotically chi-square with p − 1 degrees of freedom and non-centrality parameter p p + 2 τ τ τ 2 ;
(iii) if δ n = 1/ √ n, then T n (Ṽ 0n ) is asymptotically chi-square with p − 1 degrees of freedom and non-centrality parameter
Vn1 with V n1 based on δ n ≡ 1/ξ, T n (Ṽ 0n ) remains asymptotically chi-square with p − 1 degrees of freedom.
From contiguity, Theorem 3.1 implies that the testφ (n) enjoys the same asymptotic behavior as φ (n) under the contiguous alternatives of Theorem 2.1(i)-(ii), hence inherits the Le Cam optimality properties of the latter test in the corresponding regimes. Consequently, the local asymptotic powers associated with the non-null results in Theorem 4.2(i)-(ii) are the maximal ones that can be achieved. In regime (iii), Theorem 4.2 entails that the testφ (n) is rate-optimal, in the sense that it shows non-trivial asymptotic powers against the corresponding contiguous alternatives (the non-standard nature of the limiting experiment in this regime does not allow to state stronger optimality properties, though). Finally, this test is optimal in regime (iv), but trivially so since, as already mentioned, Theorem 2.1(iv) implies that the trivial α-test is also optimal in this regime.
We performed the following simulation to check the validity of Theorem 4.2. For any combination of ∈ {0, 1, 2, 3, 4} and w ∈ {0, 1, 2}, we generated M = 2,500 mutually independent random samples X ( ,w) 1 , . . . , X ( ,w) n of size n = 200,000 from the six-variate (p = 6) multinormal distribution with mean zero and covariance matrix
with θ θ θ 0 := (1, 0, . . . , 0) ∈ R p and θ θ θ ( ) n1 := (cos α n , sin α n , 0, . . . , 0) ∈ R p , where α n := 2 arcsin(ν n ( − 1)/2) is based on ν n := 1/( √ nγ n ); here, γ n is as in (5), with the values δ n = n −w/6 and ξ = 1 that are induced by (17). The value w = 0 yields the standard asymptotic scenario in Theorem 4.2(i), while w = 1, 2 are associated with weak identifiability situations covered by Theorem 4.2(ii). The value = 0 corresponds to the null hypothesis H 0 : θ θ θ n1 = θ θ θ 0 , whereas = 1, 2, 3, 4 provide increasingly severe alternatives of the form θ θ θ ( ) n1 = θ θ θ 0 + ν n τ τ τ n , where τ τ τ n is some p-vector with norm − 1; this allows to obtain the corresponding asymptotic local powers from Theorem 4.2(i)-(ii). For each sample, we performed the proposed sign test for H 0 : θ θ θ n1 = θ θ θ 0 in (15) at nominal level 5%. Clearly, the resulting rejection frequencies, that are provided in Figure 1 , are in agreement with the theoretical asymptotic powers computed from Theorem 4.2, but maybe for the case w = 2. Note, however, that at any finite sample size, empirical power curves will eventually converge to flat power curves at the nominal level α for weak enough identifiability (this follows from Theorem 4.2(iv)), which explains this small deviation observed for w = 2. The sign nature of the proposed test makes it superfluous to also consider non-Gaussian elliptical distributions here. (15) performed at asymptotic level α = 5%; the value w = 0 corresponds to the classical asymptotic scenario where θ θ θ n1 remains asymptotically identifiable, whereas w = 1, 2 provide asymptotic scenarios involving weak identifiability (the lighter the color, the weaker the identifiability). Random samples were drawn from six-variate multinormal distributions; see Section 4 for details.
Finite-sample comparisons with competing tests
The objective of this section is to compare the proposed sign test to some competitors in terms of empirical size under the null hypothesis. We did so by performing the following Monte Carlo exercise. For any w ∈ {0, 1, 2, 3}, we generated M = 5,000 mutually independent random samples X with θ θ θ 0 = (1, 0, . . . , 0) ∈ R p . As in the simulation conducted at the end of Section 4, the value w = 0 is associated with classical situations where θ θ θ n1 remains asymptotically identifiable whereas the values w = 1, 2, 3 provide situations where identifiability of θ θ θ n1 is weaker and weaker. In each replication, we performed four tests for H 0 : θ θ θ n1 = θ θ θ 0 at nominal level 5% : the classical Gaussian likelihood ratio test from Anderson (1963) , the Tyler (1987b) test in (16), the Gaussian test from Paindaveine, Remy and Verdebout (2018) , and the proposed sign test in (15). The same exercise was repeated with random samples drawn from multivariate t distributions with 2, 4 and 6 degrees of freedom, in each case with mean zero and scatter matrix Σ Σ Σ (w) n . The resulting null rejection frequencies are reported in Figure 2 . Clearly, the Anderson (1963) test meets the nominal level constraint only in the Gaussian, well identified, case. As expected, the Tyler (1987b) test, which is a sign test, can deal with heavy tails, but the results make it clear that this test strongly overrejects the null hypothesis under weak identifiability. The opposite holds for the Paindaveine, Remy and Verdebout (2018) test, that resists weak identifiability situations in the Gaussian case but cannot deal with heavy tails. In line with the theoretical results of the previous sections, the proposed sign test resists both heavy tails and weak identifiability. Since this test is the only one achieving this double robustness, it makes little sense to compare finite-sample powers of this test with those of its competitors; such a comparison would only bring information on the finite-sample powers of the proposed sign test, that were already investigated in Section 4.
Wrap up and final comments
In this work, we considered hypothesis testing for principal directions in challenging, weak identifiability, scenarios. Under ellipticity assumptions, we proposed a sign test that, unlike its competitors, meets the asymptotic level constraint both under heavy tails and under weak identifiability. By resorting to Le Cam's asymptotic theory of statistical experiments, we also proved that this test enjoys strong optimality properties in the class of spatial sign tests (all optimality statements below are relative to this class of tests). In particular, it is locally asymptotically optimal in classical situations where θ θ θ n1 remains asymptotically identifiable. It follows from our results that the likelihood ratio test from Tyler (1987b) satisfies the same optimality property. Our sign test, however, shows strong advantages over the Tyler test: not only does our test meet the level constraint under any weak identifiability situation, but it also remains locally asymptotically optimal in all cases, but for the case δ n ∼ 1/ √ n for which our test is still rate-optimal. The following comments are in order. First, our sign test is not only robust to heavy tails and weak identifiability but also to (some) departures from ellipticity. More precisely, Gaussian 0.00 0.25 0.50 0.75 1.00
Anderson
Tyler PVR Gaussian PVR Sign t 6 0.00 0.25 0.50 0.75 1.00 t 4 0.00 0.25 0.50 0.75 1.00 w=0 w=1 w=2 w=3 w=0 w=1 w=2 w=3 w=0 w=1 w=2 w=3 w=0 w=1 w=2 w=3 t 2 0.00 0.25 0.50 0.75 1.00 Figure 2 . Null rejection frequencies, under six-variate Gaussian, t 6 , t 4 and t 2 densities, of four tests for the null hypothesis H 0 : θ θ θ n1 = (1, 0, . . . , 0) (∈ R 6 ), all performed at asymptotic level α = 5%. The tests considered are the Anderson (1963) test, the Tyler (1987b) test, the Gaussian test from Paindaveine, Remy and Verdebout (2018) , and the proposed sign test; w = 0 corresponds to the classical asymptotic scenario where θ θ θ n1 remains asymptotically identifiable, whereas w = 1, 2, 3 provide asymptotic scenarios involving weaker and weaker identifiability; see Section 5 for details.
it should be clear that our sign test only assumes that the spatial signs U ni = X ni / X ni follow an angular Gaussian distribution. As a consequence, the spatial signs do not need be independent of the radii X ni , which implies in particular that our sign test can deal with some skewed distributions. More precisely, the proposed test only require that the observations X ni , i = 1, . . . , n, form a random sample from a distribution with elliptical directions (that does not charge the origin of R p ); see Randles (2000) . Second, it has been throughout assumed that the parent elliptical distribution was centered. This was mainly for the sake of readability, as our results can easily be extended to the unspecified location case. More precisely, an unspecified-location version of the proposed test can simply be obtained by replacing the spatial signs U ni = X ni / X ni in our sign test with centered versions U ni (μ µ µ n ) = (X ni −μ µ µ n )/ X ni −μ µ µ n , whereμ µ µ n is an arbitrary root-n consistent estimator of the center of the underlying elliptical distribution. A natural choice, that would be root-n consistent even in the large class of distributions with elliptical directions, is the affine-equivariant median from Hettmansperger and Randles (2002) . Due to the orthogonality between location and scatter parameters under ellipticity (see Hallin and Paindaveine, 2006b) , all asymptotic results of this paper naturally extend to the resulting unspecified-location sign test. While this work provides an overall good procedure to test for principal directions under weak identifiability, it also opens perspectives for future research. As mentioned above, the optimality of the proposed test is relative to the class of spatial sign tests. Restricting to sign tests of course is a guarantee for excellent robustness properties, yet it might be so that, if some slightly lower robustness is also acceptable, then higher asymptotic efficiency could be achieved. In particular, it should be possible to develop signed rank tests that provide a nice trade-off between efficiency and robustness. It is expected that such tests can deal with heavy tails and are robust to weak identifiability, while uniformly dominating, in terms of asymptotic relative efficiencies, parametric Gaussian tests in classical cases where the leading principal direction remains asymptotically identifiable; see Paindaveine (2006) .
Appendix A: Proof of Theorem 2.1
We start with some preliminary lemmas.
Lemma A.1. Consider the shape matrices V 0n and V n1 in (2) and (4). Then, (i) V 0n and V n1 share the same determinant; (ii) for any real number a, the ath matrix powers of V 0n and V n1 are given by
where we let λ a,n := (1 + (p − 1)δ n ξ/p) a − (1 − δ n ξ/p) a .
Proof of Lemma A.1. (i) Letting θ θ θ n := θ θ θ 0 + ν n τ τ τ n , r := 1 − δ n ξ/p and s := 1 + (p − 1)δ n ξ/p, rewrite V 0n and V n1 as
Both these matrices have eigenvalues r with multiplicity p − 1 and s with multiplicity one, hence have determinant r p−1 s. (ii) The result directly follows from the spectral decompositions in (18).
Lemma A.2. If δ n ≡ 1, then lim n→∞ pδ n ξ/γ n = p + (p − 1)ξ, where γ n is defined in (5). If δ n = o(1), then lim n→∞ pδ n ξ/γ n = p.
Proof of Lemma A.2. Since pδ n ξ/γ n = p + (p − 1)δ n ξ, the result follows.
To state the next result, we first introduce some notation. Denoting as e the th vector of the canonical basis of R p and by A⊗B the Kronecker product between the matrices A and B, we let K p := p i,j=1 (e i e j ) ⊗ (e j e i ) stand for the p 2 × p 2 commutation matrix and define J p := p i,j=1 (e i e j ) ⊗ (e i e j ) = (vec I p )(vec I p ) . Further let
with U ni (V) := V −1/2 U ni / V −1/2 U ni ; note that with this notation, S n (V) in (5) rewrites
We then have the following result.
Lemma A.3. Fix an arbitrary sequence of shape matrices (V n ). Then, under P (n)
Vn ,
Proof of Lemma A.3. For any n, U n1 (V n ), . . . , U nn (V n ) form a random sample from the uniform distribution on S p−1 . Therefore, the result follows from (i) the weak law of large numbers and from (ii) the central limit theorem, by using in both cases Lemma A.2 in Paindaveine and Verdebout (2016) .
Proof of Theorem 2.1. First note that the quantity γ n in (5) satisfies
where λ −1,n was defined in Lemma A.1. Part (ii) of this lemma therefore yields
and, similarly,
Recalling the angular density in (1) and using Lemma A.1(i), we then obtain
which, by writing γ n (U ni (θ θ θ 0 +ν n τ τ τ n )) 2 = γ n (U ni θ θ θ 0 ) 2 +2γ n ν n (U ni θ θ θ 0 )(U ni τ τ τ n )+γ n ν 2 n (U ni τ τ τ n ) 2 , yields
A Taylor expansion yields
for some H ni between 0 and R ni . Note that, in all cases (i)-(iv) considered in the theorem, we have that ν n γ n = O(1/ √ n), ν n = O(1) and that there exists η ∈ (0, 1) such that |γ n | < 1 − η (recall that, in case (i), ξ is chosen in such a way that V 0n is positive definite). Consequently, the boundedness of the sequence (τ τ τ n ), along with the fact that U ni = 1 almost surely, ensures that there exists a positive constant C such that |L n3 | ≤ C/ √ n almost surely, so that L n3 is o P (1) (all stochastic convergences in this proof are as n → ∞ under P (n) V0n ). Now, using (20) , rewrite L n1 as
0n θ θ θ 0 + 1 2 ν n τ τ τ n .
Note that, using (3), we have τ τ τ n V 0n θ θ θ 0 + 1 2 ν n τ τ τ n = 1 − δ n ξ p τ τ τ n θ θ θ 0 + 1 2 ν n τ τ τ n + δ n ξ(τ τ τ n θ θ θ 0 )θ θ θ 0 θ θ θ 0 + 1 2 ν n τ τ τ n = δ n ξ(τ τ τ n θ θ θ 0 ) 1 + 1 2 ν n θ θ θ 0 τ τ τ n = − 1 2 ν n δ n ξ τ τ τ n 2 1 + 1 2 ν n θ θ θ 0 τ τ τ n , which yields
where, from Lemma A.1, we have (23) Turning to L n2 ,
Using (20) again, Lemma A.3(i), and the fact that
for any p-vector v, this yields
We can now consider the cases (i)-(iv). We start with cases (i)-(ii) and let ζ be equal to one if case (i) is considered and to zero if case (ii) is. Since ν n γ n = 1/ √ n in both cases, we have
where the last equality follows from Lemma A.3(ii), Lemma A.2, and the fact that ν n = o(1). So, using (23), Lemma A.3 again, and the fact that θ θ θ 0 τ τ τ n = o(1), we obtain
Now, in cases (i)-(ii), since ν n = 1/( √ nγ n ) = o(1), (24) becomes
which, by using (23), readily yields
The results in (6) and (7) then follow from (25) We turn to case (iii), for which δ n = 1/ √ n and ν n = 1/( √ nγ n ) = 1/ξ + o(1). By using Lemma A.2, (22) here becomes
Turning to L n2 , (24) provides
Hence, from (27)-(28), we conclude that
as was to be shown. Again, the asymptotic normality result for vec(Υ Υ Υ (n) θ θ θ0 ) easily follows from Lemma A.3(ii).
Finally, we consider case (iv), under which δ n = o(1/ √ n) and ν n = O(1). It directly follows from (22) and (24) that L n1 and L n2 are then o P (1), so that Λ n also is.
Proof of Theorem 3.1. Standard properties of the vec operator provide
The squared Frobenius norm M 2n
so that, denoting as ρ(A) the spectral radius of A, the Cauchy-Schwarz inequality yields 1) ). Consequently, we have proved that
Still using the fact that √ n (Ṽ −1 0n − V −1 0n ) is O P (1), we then obtain from Lemma A.3(i) and the continuous mapping theorem that 
Therefore, (29)-(30) provide
Hence, using the fact that θ θ θ 0 is an eigenvector of any matrix power ofṼ 0n and V 0n along with the identity (I p − θ θ θ 0 θ θ θ 0 )θ θ θ 0 = 0, we then obtain θ θ θ 0 ⊗ (I p − θ θ θ 0 θ θ θ 0 ) √ n vec S n (Ṽ 0n ) − S n (V 0n ) = o P (1), which finally proves that T n (Ṽ 0n ) − T n (V 0n ) = np(p + 2) θ θ θ 0 ⊗ (I p − θ θ θ 0 θ θ θ 0 ) vec S n (Ṽ 0n ) − S n (V 0n ) 2 .
is o P (1).
The proof of Theorem 3.2 still requires the following result.
Lemma B.2. Let (V 0n ) be a sequence of null shape matrices as in (12) and assume that there exists η > 0 such that both corresponding leading eigenvalues satisfy λ n1 /λ n2 ≥ 1+η for n large enough. Then, as n → ∞ under P V0n . The result then follows from the fact that Lemma B.1(ii) also implies thatλ n1 − λ n1 is o P (1) as n → ∞ under P Since Lemma B.1(ii) entails that √ n(V n −Ṽ 0n ) is O P (1) and since bothṼ 0n θ θ θ 0 =λ n1 θ θ θ 0 and V 0n θ θ θ 0 = λ n1 θ θ θ 0 are orthogonal to θ θ θ nj , j = 2, . . . , n, Lemma B.2 then provides
which, letting G p := I p 2 − (1/(p + 2))(I p 2 + K p − J p ), rewrites
By using Lemma B.1(i), we therefore conclude that = θ θ θ 0 ⊗ (I p − θ θ θ 0 θ θ θ 0 ) √ n vec S n (V 0n ) − 1 p I p is asymptotically normal with mean zero and covariance matrix I p −θ θ θ 0 θ θ θ 0 . Since I p −θ θ θ 0 θ θ θ 0 is idempotent with rank p − 1, this implies that, under the same sequence of hypotheses, T n (V 0n ) = W n (I p −θ θ θ 0 θ θ θ 0 )W n is asymptotically chi-square with p−1 degrees of freedom. The result then follows from Theorem 3.1.
