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L’augmentation croissante de demande de débit, la diversification des services, les
exigences des utilisateurs en termes de mobilité, imposent pour les systèmes de commu-
nications un paramétrage de plus en plus complexe. De plus, il faut tenir compte de
l’influence de ces dispositifs sur leur environnement et notamment de leurs interactions
avec la matière. Ces différentes contraintes doivent être modélisées très précisément de
façon à parvenir à une mise au point rapide des systèmes et dispositifs hyperfréquences
qui mettent en jeu des échelles de temps et d’espace pouvant être très différentes :
• antennes embarquées sur porteurs (véhicules, avions, bateaux par exemple).
• télécommunications terrestres, maritime ou par satellite.
• prise en compte de l’environnement de propagation (milieu urbain / indoor, . . . ).
• maîtrise des effets parasites, CEM 1 entre équipements.
• circuits et composants RF 2.
• « bio-électromagnétique », interactions ondes-matière.
Actuellement, la plupart des simulateurs électromagnétiques se basent sur une réso-
lution des équations aux dérivées partielles. Ces simulateurs ont jusqu’à présent bénéficié
d’une augmentation de la puissance informatique disponible compensant les exigences de
calcul nécessitées par la croissance de la complexité des objets à modéliser. Cependant
la taille des problèmes cruciaux augmente beaucoup plus rapidement que la puissance
informatique.
Différentes techniques et méthodes de modélisation permettent de résoudre des pro-
blèmes électromagnétiques, dans le domaine temporel ou fréquentiel.
Les méthodes rigoureuses telles que la MoM 3, la FEM 4, la FDTD 5, la TLM 6, etc. four-
nissent une solution approchée en résolvant numériquement les équations de Maxwell,
sous forme différentielle ou intégrale. Ces méthodes nécessitent un échantillonnage spa-
tial complet de l’espace de calcul (surface ou volume) auquel s’ajoute un échantillonnage
1. Compatibilité ÉlectroMagnétique, en anglais ElectroMagnetic Compatibility (EMC).
2. Radio-Fréquence.
3. Méthode des Moments, en anglais Method of Moment.
4. Méthode des Éléments Finis, en anglais Finite Element Method.
5. Méthode des Différences Finies Temporelles, en anglais Finite Difference Time Domain.
6. Méthode des Lignes de Transmission, en anglais Transmission Line Matrix.
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temporel dans le cas des méthodes temporelles. Ceci limite considérablement l’espace
d’analyse des dispositifs à modéliser. En effet la dimension ∆l d’une cellule (du maillage)
est inversement proportionnelle à la fréquence maximale d’observation fmax, respective-
ment proportionnelle à la longueur d’onde minimale d’observation λmin 7. Typiquement,
la dimension minimale d’une cellule peut être définie par la relation suivante : ∆l ' λmin
10
.
La gamme hyperfréquence du domaine micro-ondes est comprise entre 1 GHz et 100 GHz,
ce qui correspond à des longueurs d’onde respectives de 30 cm et 3 mm et donc à une
dimension de cellule ∆l . 3 cm. On comprend bien la difficulté à modéliser de vastes
espaces d’analyse. Aussi, ces méthodes permettent de modéliser des objets complexes
mais dont les dimensions sont de l’ordre, voire de quelques dizaines de longueurs d’onde,
c’est-à-dire des objets électriquement petits.
D’autres méthodes dites asymptotiques, basées sur les champs telles que la GO 8,
la GTD 9, l’UTD 10 ou bien sur les courants telles que la PO 11, la PTD 12, la STD 13,
fournissent une solution approchée des équations de Maxwell qui tend vers la solution
exacte à très haute fréquence. Ces méthodes permettent de modéliser des objets de très
grandes dimensions par rapport à la longueur d’onde — objets électriquement grands —
mais avec peu de détails, c’est à dire sans complexité. Ce sont typiquement des méthodes
fréquentielles bien qu’il en existe des temporelles. Cependant, ces méthodes ne sont pas
adaptées à la modélisation de structures rayonnantes de petite dimension (hypothèse
haute fréquence). Parmi ces méthodes, on distingue notamment les méthodes basées sur
les champs, qui sont utilisées en lancer et tracé de rayons (tube de rayons ou faisceaux
gaussiens) et dont la principale limitation est qu’elles nécessitent de lancer un nombre
important de rayons pour couvrir au mieux l’espace d’analyse.
Nous avons donc à notre disposition un ensemble de méthodes pour la modélisation de
problèmes électromagnétiques d’objets électriquement petits ou grands, c’est-à-dire des
objets dont les dimensions sont petites ou grandes par rapport à la longueur d’onde
d’analyse. Toutefois, aucune de ces méthodes ne peut couvrir l’ensemble du problème
électromagnétique du rayonnement d’une antenne dans un espace de grande dimension.
Une solution consiste alors à coupler différentes méthodes entre-elles, notamment entre
les méthodes numériques et asymptotiques dans le but d’élargir le domaine d’analyse
électromagnétique, ceci en exploitant les avantages de chacune. Ce sont des méthodes
dites hybrides. Cependant, leur limitations propres et la complexité des algorithmes sont
également une contrainte à leur développement.
Malgré les apports faits pour simplifier les calculs électromagnétiques, la dimension et la
complexité des problèmes à traiter nécessitent un saut méthodologique important. Ceci
dans le but de répondre au mieux à ces exigences, en développant une méthode et un
outil capable de tenir compte d’une part de la complexité des systèmes à modéliser et
d’autre part de leur intégration dans un environnement réel de grande dimension.
7. λmin = cfmax .
8. Optique Géométrique, en anglais Geometrical Optic.
9. Théorie Géométrique de la Diffraction, en anglais Geometrical Theory of Diffraction.
10. Théorie Uniforme de la Diffraction, en anglais Uniform Theory of Diffraction.
11. Optique Physique, en anglais Physical Optic.
12. Théorie Physique de la Diffraction, en anglais Physical Theory of Diffraction.
13. Théorie Spectrale de la Diffraction, en anglais Spectral Theory of Diffraction.
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La méthode dite « énactive », proposée dans ces travaux, constitue une approche aty-
pique pour la modélisation dynamique d’un environnement naturel et sa simulation en un
système de réalité virtuelle. Elle propose une méthode spécifique pour la modélisation de
tels systèmes complexes où de nombreux phénomènes interagissent de nombreuses façons,
à des échelles de temps et d’espace pouvant être très différentes.
Cette méthode rompt radicalement avec les concepts des méthodes de modélisation cou-
rantes et s’inscrit dans le cadre de la modélisation phénoménologique de phénomènes
naturels via un système multi-agents. Elle est basée sur le principe d’énaction, principe
qui vise à étudier par ses interactions, un individu (une entité) et son environnement.
« L’organisation énactive résultante de la modélisation est alors composée d’entités au-
tonomes en interaction via le milieu qu’elles créent et façonnent elles-mêmes » [Par04].
L’organisation d’un tel système ne requiert plus a priori d’échantillonner l’espace de
calcul pour construire le milieu topologique spatio-temporel. Chaque entité, par ses in-
teractions participe à la création et à la représentation des phénomènes physiques au sein
d’un monde virtuel.
Dans ce contexte, cette thèse s’inscrit dans le cadre de la modélisation de phénomènes
naturels par une approche multi-agents et son instrumentation en un système de réalité
virtuelle.
Ces travaux et ce mémoire proposent une nouvelle approche quant à la façon de se re-
présenter et de modéliser un ensemble de phénomènes électromagnétiques et contribuent
en ce sens au développement de nouvelles techniques de modélisation. Ceci dans le but
d’élargir le domaine d’analyse et d’offrir de nouvelles perspectives quant à l’acte et à la
manière de modéliser des phénomènes électromagnétiques.
Cette approche énactive propose un nouvel outil basé sur un ensemble de concepts qui,
associés à ceux des systèmes multi-agents permet de formaliser et d’offrir une méthodo-
logie pour la modélisation d’environnements complexes, et instrumentée via un système
de réalité virtuelle. Ce dernier permet la construction et le développement d’univers de
modèles de manière relativement intuitive et pédagogique. Si les concepts de cette ap-
proche ne paraissent pas évidents en premier abord, cela tient certainement plus à la
façon dont nous avons l’habitude de nous représenter et de modéliser des phénomènes
électromagnétiques que d’une réelle complexité de la méthode. En tout et pour tout, c’est
une question de point de vue. Ceci fait l’objet de nos travaux.
L’objectif de ces travaux est de développer un nouvel outil et un simulateur électro-
magnétique basé sur les approches des systèmes multi-agents et la méthode de modélisa-
tion énactive ; et instrumenté via un système de réalité virtuelle. Pour cela, la démarche
conceptuelle du modèle doit répondre à un certain nombre de questions lors de la forma-
lisation du modèle et notamment celles des phénomènes à modéliser, dans quels milieux
et par quelles entités les modéliser afin de reconstituer un système électromagnétique
cohérent.
Aussi, nous n’avons pas de moyens nous permettant de vérifier ni de valider autrement
que par l’expérimentation et la simulation notre modèle électromagnétique. En ce sens,





Ce mémoire vise à présenter une nouvelle méthode de modélisation des phénomènes
électromagnétiques. Nous allons chercher à entraîner progressivement le lecteur à s’inter-
roger sur les concepts des méthodes de modélisation électromagnétiques les plus courantes,
d’en identifier les limites et les contraintes, et ainsi à mieux comprendre l’ensemble des
raisons et des aspects qui nous amènent à rechercher et à développer de nouvelles mé-
thodes et plus particulièrement notre approche de la modélisation à travers un système
multi-agents. Dans ce sens, ce mémoire est organisé autour de trois grandes parties :
État de l’art des méthodes de modélisation électromagnétique
La première partie de ce mémoire est consacrée à un état de l’art des méthodes de
modélisation couramment utilisées pour modéliser des problèmes électromagnétiques. Il
serait ambitieux de vouloir fournir un état de l’art complet de l’ensemble des méthodes
de modélisation tant il en existe un très grand nombre, des plus diverses et variées.
Cependant, ces méthodes reposent sur un certain nombre de concepts, de principes, d’hy-
pothèses, etc. qui permettent de les classer en plusieurs familles, elles-mêmes décomposées
et constituées en sous-classes.
La mise au point d’une technique ou d’une méthode de modélisation répond à un certain
nombre de questions lors de l’analyse d’un problème. Cette analyse permet de formuler
le problème « mathématiquement » en identifiant les inconnues et en proposant une mé-
thodologie pour la résolution du problème qui par la suite devra être implémentée d’un
point de vue informatique.
Parmi l’ensemble des méthodes de modélisation de problèmes électromagnétiques, nous
distinguons trois grandes familles : les méthodes numériques, les méthodes asymptotiques
et les méthodes hybrides. Ces dernières sont issues d’un, voire de plusieurs couplages « in-
tra et inter familiale » des deux autres familles.
Modélisation physique de phénomènes électromagnétiques par une
approche multi-agents
La seconde partie présente notre nouvelle méthode de modélisation des phénomènes
électromagnétiques, basée sur la méthode dite « énactive ». Issue de la modélisation des
systèmes mutli-agents, la méthode énactive offre un outil et une solution innovante pour
la modélisation de phénomènes naturels dans des environnements complexes où de nom-
breux phénomènes interagissent à des échelles de temps et d’espace pouvant être très
différentes.
Cette méthode rompt radicalement avec les concepts des méthodes « conventionnelles »
en se basant sur les concepts des systèmes multi-agents. Les phénomènes sont modélisés
en tant qu’entités autonomes et chacune d’entre-elles participe par ses interactions à la
construction de son environnement.
Cette méthode repose donc sur une description rigoureuse des entités et des interactions
qui peuvent avoir lieu, et par conséquent des phénomènes électromagnétiques à modéliser.
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Expérimentations électromagnétiques in virtuo
Enfin, la troisième et dernière partie de ce mémoire concerne l’expérimentation et
la simulation in virtuo, c’est-à-dire à travers un laboratoire virtuel (virtuoscope), d’un
ensemble de scénarios d’environnements électromagnétiques suite au développement de
deux modèles, l’un unidimensionnel (1D) et l’autre bidimensionnel (2D).
La validation totale de notre modèle énactif d’un système complexe électromagnétique
est forcément expérimentale et repose sur la simulation. Seule la simulation peut nous
permettre de valider (ou non) l’ensemble des concepts de cette méthode de modélisation.
Les résultats de simulation devront bien entendu être comparés à des méthodes plus clas-
siques appropriées et à la théorie lorsque c’est possible.
Le modèle 1D permet de valider dans un premier temps la méthode et ses concepts par
l’étude des phénomènes de réflexion et transmission sur des parois diélectriques et métal-
liques avec ou sans pertes.
Le modèle 2D est un modèle plus réaliste puisqu’il permet de tenir compte en plus de
la réflexion et de la transmission, des phénomènes de diffraction aux coins des objets et
aussi de la polarisation de l’onde. Il permettra de modéliser des environnements électro-
magnétiques dans des scénarios de type milieu urbain, et même pour la modélisation de
cavités résonantes.
Enfin, la conclusion générale dresse un bilan du travail effectué et ouvre des voies de
recherche en guise de perspectives.
Aussi, des annexes sont situées à la suite de la conclusion générale. Elles permettent
de clarifier et détailler avec force et détails certains points délicats qui ne trouvent pas
leur place au sein même du mémoire comme certains développements mathématiques
pour justifier des paramètres d’une entité onde électromagnetique ou bien encore une
description de la méthode de décomposition spectrale par exemple.
En plus d’une référence bibliographique d’ensemble située vers la fin de ce mémoire,
chaque partie se termine par sa propre liste de références, les labels étant compatibles
entre les bibliographies partielles et la bibliographie générale.
Nous achèverons ce mémoire par un index, situé en toute fin, reprenant l’ensemble
des termes importants afin de faciliter la recherche dans ce document.
Enfin, la dernière page de ce mémoire comprend un résumé d’une page en anglais
(abstract) et un résumé en quatrième de couverture.




État de l’art des méthodes de
modélisation électromagnétiques

Introduction à la partie I
La modélisation de phénomènes naturels et plus particulièrement la modélisation de
phénomènes électromagnétiques constitue un enjeu dans de nombreux domaines d’ap-
plication. En vue de traiter les problèmes les plus divers, de nombreux modèles ont été
développés.
Un modèle n’est qu’une certaine représentation, pour se rapprocher au mieux et ce
dans une certaine limite, de la réalité. Il repose sur un ensemble d’hypothèses qui vont
permettre de reformuler plus simplement un problème initial. Un modèle se base donc sur
des approximations et possède par conséquent un certain domaine de validité. L’ensemble
des différents modèles permet d’appréhender et de mieux comprendre les différents aspects
d’un problème.
Les dispositifs hyperfréquences et leurs applications couvrent une vaste zone du do-
maine électromagnétique, et ont des fonctions et des dimensions très diverses en fonction
de leur plage de fréquence d’utilisation. Pour modéliser de tels dispositifs et leurs interac-
tions, nous disposons d’un ensemble de méthodes qui permettent de résoudre un certain
nombre de problèmes, et ce dans un certain domaine de validité.
Les équations de Maxwell ne peuvent pas être résolues analytiquement dans la plu-
part des cas. De nombreuses méthodes ont été développées pour l’électromagnétisme.
Elles peuvent être classées en différentes catégories en fonction de leur formulation et
de leur domaine d’analyse. Certaines dites « rigoureuses » basées sur une résolution nu-
mérique permettent l’analyse d’objets électriquement petits tandis que d’autres dites
« asymptotiques » basées sur des approximations hautes fréquences permettent l’analyse
d’objets électriquement grands. Enfin d’autres méthodes dites « hybrides » sont basées
sur un, voire plusieurs couplages entre les deux familles de méthodes mentionnées précé-
demment et permettent ainsi d’élargir le domaine d’analyse et le champ d’application de
ces méthodes.
Toutes ces méthodes sont basées sur des concepts, des hypothèses qui leurs sont
propres et conviennent par conséquent à un certain type de problème donné. C’est donc
l’analyse d’un problème électromagnétique qui va permettre d’identifier et de définir clai-





Le domaine électromagnétique des hyperfréquences est un vaste domaine qui recouvre
une large bande de fréquence — typiquement de 1 GHz à 100 GHz — et qui trouve de
nombreux types d’applications.
Aussi, il est important d’être capable de modéliser avec précision les dispositifs hyper-
fréquences et leurs interactions dans l’environnement de façon à parvenir à une mise au
point rapide de ces systèmes.
Il existe une grande variété de méthodes car il n’exite pas de méthode universelle
capable de résoudre l’ensemble des problèmes électromagnétiques. Dans ce contexte, il
est essentiel de considérer attentivement le problème à résoudre avant d’envisager un
quelconque processus de résolution : un problème bien posé est un problème à moitié
résolu. Le choix d’une méthode plus qu’une autre nécessite donc une bonne connaissance
des différents choix possibles et une bonne analyse du problème afin d’en définir clairement
les contours. De plus, ce choix est intimement lié à la géométrie de la structure étudiée.
De nombreuses méthodes ont été développées pour résoudre des problèmes électro-
magnétiques. Elles se justifient par un certain nombre de critères qui doivent permettre
d’identifier et de formuler clairement le problème posé :
• type de structure ⇒ antenne, circuit, cavité, guide d’onde, . . .
• type de régime ⇒ statique, quasi-statique, dynamique
• structure ouverte ou fermée
• géométrie de la structure :
· simple ⇒ formes parallélépipédiques, polygonales (arêtes, coins)
· complexe ⇒ formes polygonales, courbes
• rayonnement en zone de champ proche / lointain, CEM, . . .
• type de milieu ⇒ linéaire, dispersif, à pertes, anisotrope, . . .
• domaine d’analyse ⇒ temporel ou fréquentiel
Toutes ces questions doivent permettre de choisir une voire plusieurs méthodes, c’est-
à-dire celle(s) la (les) mieux adaptée(s) pour résoudre le problème à traiter.
Une méthode repose sur deux notions fondamentales, la formulation d’une part et
le domaine d’analyse d’autre part. La formulation est une étape incontournable dans
l’application de la méthode de résolution tandis que le domaine d’analyse constitue le
domaine de résolution du problème. L’ensemble de la démarche doit reposer sur une
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définition rigoureuse des concepts et fournir une méthodologie pour construire un modèle
de phénomèmes naturels, et en ce qui nous concerne, la modélisation de phénomènes
électromagnétiques.
1.1 Formulation
La formulation d’un problème permet de déterminer les caractéristiques d’une mé-
thode, à savoir ses avantages, ses inconvénients, ses limitations et la procédure qui devra
ensuite être appliquée pour résoudre le problème posé. En électromagnétisme, nous cher-
chons principalement à déterminer les champs électromagnétiques dans un milieu ou les
courants circulant à la surface d’un objet. La géométrie va donc avoir un rôle quant au
choix et au type de formulation.
Cette formulation est issue d’un ensemble d’hypothèses et d’une manipulation des
équations de Maxwell menant à une forme, généralement simplifiée, et appropriée à cer-
tains types de problèmes. Elle peut également porter sur un certain nombre de concepts
tels que celui des rayons et non plus sur une résolution numérique des équations de
Maxwell.
Les formulations les plus courantes sont :
• les approches numériques basées sur
. les équations de Maxwell sous forme intégrale (fonction de Green)
. les équations de Maxwell sous forme différentielle
• les approches asymptotiques basées sur
. la théorie géométrique
. la théorie physique
• les approches hybrides et le couplage de méthodes
Aussi, la formulation d’un problème est définie dans un certain domaine d’analyse,
domaine dans lequel le problème va être résolu.
1.2 Domaine d’analyse
Le domaine d’analyse est le domaine de résolution du problème. Il peut être classé en
deux domaines, temporel ou fréquentiel, chacun ayant ses « propres » caractéristiques.
Il existe un lien étroit entre ces deux domaines, le passage de l’un à l’autre s’effectuant
par une transformation de Fourier ; ils possèdent donc des caractéristiques communes. Ce-
pendant, ces deux domaines temps-fréquence sont à la fois distincts et duals, les avantages
de l’un sont souvent les inconvénients de l’autre. Ceci à pour conséquence de conditionner
les phénomènes électromagnétiques observables.
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L’analyse fréquentielle fut la première à se développer pour une raison simple, il est
très difficile d’interpréter et d’exploiter les informations provenant d’un signal temporel
avant d’en avoir effectué une transformée de Fourier.
Aussi, l’analyse dans l’un ou l’autre des domaines permet de recouvrir l’ensemble des
phénomènes électromagnétiques et ainsi d’en cerner les différents aspects ce qui en fait une
parfaite complémentarité pour l’analyse électromagnétique de dispositifs hyperfréquences.
C’est pour cette raison que généralement la plupart des méthodes développées possèdent
une formulation dans ces deux domaines bien que certaines soit mieux adaptées à l’un ou
à l’autre.
La dualité temps-fréquence est une des raisons principales pour lesquelles il n’y a pas de
méthode universelle capable de modéliser l’ensemble des phénomèmes électromagnétiques.
1.2.1 Les méthodes fréquentielles
Les méthodes basées sur l’analyse fréquentielle sont plus efficaces pour analyser des
milieux dispersifs ou à pertes, c’est-à-dire des milieux dont les paramètres dépendent de
la fréquence. Elles sont aussi mieux adaptées à la caractérisation sur une bande étroite.
Cependant elles sont peu efficaces pour la caractérisation sur une large bande de fré-
quences, ce qui nécessiterait plusieurs exécutions pour compléter le domaine spectral. De
plus, elles ne sont pas adaptées aux problèmes non-linéaires et non-stationnaires.
1.2.2 Les méthodes temporelles
Contrairement aux méthodes fréquentielles, les méthodes temporelles sont particuliè-
rement bien adaptées à la caractérisation sur une large bande de fréquences, et aussi pour
les problèmes non-linéaires et non-stationnaires. Cependant, il devient plus compliqué de
tenir compte de milieux dont les paramètres dépendent de la fréquence. En effet, ceci
nécessite l’application de convolutions ou de techniques de filtrage qui peuvent s’avérer
assez complexes à mettre en œuvre et coûteuses en terme de ressources informatiques. De
plus ces méthodes peuvent nécessiter un nombre d’itérations prohibitif si le maillage est
très fin (dans le cas de méthodes numériques). Il faut ajouter également que les résultats
obtenus par ce type de méthodes ne sont pas interprétables avant d’en avoir effectué une
transformée de Fourier, opération peu coûteuse.
Les différents avantages et inconvénients propres à chacun de ces deux domaines d’ana-
lyse mettent bien en évidence leurs spécificités et leur complémentarité pour traiter de
problèmes électromagnétiques.
Il est temps maintenant de rappeler quelques équations de l’électromagnétisme, à savoir
les équations de Maxwell, sur lesquelles reposent les différentes formulations des méthodes
de modélisation que nous verrons dans les chapitres suivants.
1.3 Les équations de l’électromagnétisme
Les phénomènes électromagnétiques et leur nature ondulatoire sont décrits par les
équations de Maxwell [Max73]. Ces équations relient les champs électrique ~E et magné-
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tique ~B aux sources de champs, à la densité de charge ρ et à la densité de courant ~J .
Par la suite nous omettrons les termes de sources et considérerons des milieux linéaires,
homogènes et isotropes (hypothèse de milieux LHI).
La dualité de ces équations permet de déterminer le champ électromagnétique, caractérisé
par le couple ( ~E, ~H), à partir de l’un ou l’autre de ces champs vectoriels. Connaissant
le champ électrique ~E (respectivement magnétique ~H), on peut en déduire le champ ma-
gnétique ~H (respectivement électrique ~E).
Dans les équations de Maxwell qui vont être établies dans les Tab. 1.1 et 1.2, ε0 et µ0
sont respectivement la permittivité et la perméabilité du vide.
1.3.1 Les équations de Maxwell sous forme locale ou différentielle
Sous la forme différentielle (Tab. 1.1), ces équations expriment des relations entre
des variations spatiales et temporelles de champ électromagnétique. En tout point de
l’espace qui n’est pas situé sur une surface de séparation entre deux milieux, ces équations
s’écrivent :








~∇ · ~E = ρ
µ0
(1.3.3)
~∇ · ~H = 0 (1.3.4)
Table 1.1 – Forme différentielle des équations de Maxwell.
1.3.2 Les équations de Maxwell sous forme globale ou intégrale
Sous la forme intégrale (1.2), elles expriment les champs électromagnétiques dans des
volumes, sur des surfaces et le long de contours, cf. Fig. 1.1, et décrivent les relations
entre les champs vectoriels et les densités de courant et de charge dans une région de l’es-
pace [Gar96]. Ces équations s’obtiennent à partir de leur forme différentielle en utilisant
les théorèmes de Stokes 1 et d’Ostrogradski 2.
1. La circulation d’un champ vectoriel ~A le long d’un contour fermé C est égale au flux de son
rotationnel à travers la surface S s’appuyant sur le contour C, si ~A est continu sur S :∮
C
~A · ~dl = s
S
(~∇× ~A) · ~dS
2. Le flux d’un champ vectoriel ~A à travers une surface fermée S est égal à l’intégrale sur le volume V
délimité par S de sa divergence, si ~A est continu sur V :
v
S
~A · ~dS =t
V









~B · ~dS (1.3.5)
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ρ · dV (1.3.7)
{
S
~B · ~dS = 0 (1.3.8)
Table 1.2 – Forme intégrale des équations de Maxwell.
a – Surface S limité par
un contour C.
b – Volume V entouré par
une surface S.
Figure 1.1 – Définition des surfaces, volumes et contours d’intégration des équations de
Maxwell sous forme intégrale.
1.4 Méthodes de résolution
Les équations de Maxwell sont définies sur une partie de l’espace, appelé domaine
d’étude, fini et donc limité par des frontières. Il convient donc de préciser ce domaine
d’étude et de définir des conditions aux limites que les champs doivent satisfaire sur ses
frontières.
Ces équations associées aux conditions aux limites étant posées, il est nécessaire d’ajouter,
pour que le modèle soit complet, une relation qui permet de tenir compte du comporte-
ment des matériaux composant le système étudié.
La résolution analytique du modèle mathématique ainsi défini est souvent impossible.
La solution analytique n’est accessible que dans des cas très simples. On a alors recours
à une méthode de discrétisation de ces équations qui consiste à rechercher une solution
dans un espace de dimension finie. Ce dernier doit être choisi de manière à limiter les
erreurs de discrétisation. On aboutit alors à un modèle numérique qui génère un système
matriciel souvent de grande taille que l’on construit et résout à l’aide d’un calculateur.
On appelle ces méthodes, les méthodes rigoureuses, cf. Chap. 2. Cependant, ces méthodes
par échantillonnage sont limitées à l’analyse de structures électriquement petites.
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D’autres méthodes basées sur un développement asymptotique de ces équations per-
mettent l’analyse de structures électriquement grandes, ce sont les méthodes asympto-
tiques, cf. Chap. 3.
Enfin, il existe un autre type de méthodes basées sur des couplages de méthodes et qui
permettent l’analyse « multi-échelle » de problèmes électromagnétiques. On les appelle




Les méthodes basées sur la théorie rigoureuse de l’électromagnétisme reposent sur les
équations de Maxwell [JH03]. Elles sont qualifiées de rigoureuses car elles résolvent les
équations de Maxwell — sous forme intégrale ou différentielle — sans introduire d’ap-
proximation sur celles-ci. Elles sont destinées à l’analyse de dispositifs hyperfréquences
ayant pour dimensions quelque fois voire quelques dizaines de fois la longueur d’onde de
travail.
La complexité de ces équations ne permet pas, en général de fournir une solution ana-
lytique pour un problème donné. On a alors recours à des méthodes numériques [Pol07]
permettant de résoudre les formulations intégrales, ou différentielles par un échantillon-
nage de l’espace, et du temps dans le cas des méthodes temporelles. Pour atteindre un
niveau de convergence suffisant, cet échantillonnage doit s’effectuer avec un pas spatial et
temporel suffisamment fin (dans le cas des méthodes temporelles), ce qui limite rapide-
ment la dimension spatiale des structures pouvant être analysées de cette manière, car le
volume de calcul augmente de manière exponentielle. La résolution numérique doit donc
s’effectuer dans un domaine borné qui nécessite de définir des conditions aux limites (aux
frontières). Par conséquent, ces méthodes sont bien adaptées à la résolution de problèmes
en zone de champ proche et à des structures électriquement petites. Lorsque l’on doit
traiter de structures électriquement grandes, on est alors obligé de se tourner vers des
solutions alternatives, et en particulier vers des méthodes dites asymptotiques ce qui fera
l’objet du chapitre suivant.
Deux approches fondamentales peuvent être utilisées pour résoudre les équations de
Maxwell.
D’une part, si l’opérateur est différentiel, la procédure numérique s’applique alors aux
champs qui existent dans tout l’espace de calcul ; on parle alors de méthode volumique.
On voit ici poindre la difficulté avec ce type de formulation lorsqu’elle s’appliquera aux
problèmes ouverts sur l’espace libre dans lequel les champs s’étendent théoriquement jus-
qu’à l’infini. En effet, le domaine de validité des méthodes basées sur un échantillonnage,
ne peut être considéré que pour une région finie de l’espace. On aborde les structures ou-
vertes en introduisant des conditions aux limites absorbantes qui simulent l’espace libre.
D’autres part, si l’opérateur est intégral, la procédure numérique s’applique aux champs
qui existent à la surface de la structure étudiée ; on parle ici de méthode surfacique. Le
champ en tout point de l’espace pourra être déduit à partir de la connaissance des champs
de surface.
La première approche et la plus utilisée consiste à partir des équations de Maxwell
sous forme différentielle. La seconde consiste à utiliser la forme intégrale de ces équations.
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Ces deux approches trouvent leurs équivalents dans les domaines temporel et fréquentiel.
Le choix des inconnues impose le type d’échantillonnage. Si ce sont les champs élec-
tromagnétiques ~E et ~H respectivement les courants ~J , l’échantillonnage sera volumique
respectivement surfacique. La procédure numérique s’applique uniquement sur le domaine
de calcul.
Ces méthodes fournissent un système d’équations linéaires qu’il s’agit de résoudre et dont
le nombre d’équations augmente lorsque la structure est de grande dimension. De plus
les méthodes temporelles nécessitent de diminuer le pas temporel pour satisfaire leur
condition de stabilité, ce qui a pour conséquence d’augmenter le temps de calcul 1.
2.1 Les équations intégrales –
la méthode des moments (MoM)
La méthode des équations intégrales est basée sur la résolution des équations de
Maxwell — dans les domaines temporel ou fréquentiel — sous forme intégrale, dont
l’inconnue est la densité de courant [Wei77], et échantillonnée par des éléments finis de
frontières. C’est une formulation surfacique. Il s’agit de déterminer les champs à partir
des charges et des courants. Dans la formulation intégrale, le champ électrique produit
par les courants de surface est remplacé par son expression en termes de fonctions de
Green, celles-ci n’étant autre que les solutions de la densité de courant.
Cette méthode consiste à déterminer les distributions de courant induit à la surface
d’une structure illuminée par une source connue, en mettant sous la forme d’une équation
intégrale, la relation entre les courants induits, la fonction de Green et la source. Elle im-
plique donc de connaître la (ou les) source(s) de champ pour déterminer les distributions
de courants à la surface de l’objet. Une procédure numérique, basée généralement sur la
méthode des moments (MoM 2) doit ensuite être appliquée pour déterminer la solution
des équations intégrales.
Une des caractéristiques principales de cette méthode est de réduire d’un degré la
dimension (spatiale) d’un problème. L’étude d’une structure volumique se résout par
une approche surfacique ce qui rend cette méthode particulièrement bien adaptée aux
domaines finis en milieu infini. Déterminer le champ électromagnétique rayonné par un
objet dans un certain volume de calcul revient à échantillonner la surface de cet objet et
à déterminer les courants circulant sur cette surface, ce qui permet ensuite de trouver le
champ électromagnétique rayonné par la structure dans tout l’espace [Zho93].
Une formulation portant non plus sur les surfaces mais sur les interfaces de la structure
peut être établie, c’est la méthode des éléments de frontière (BEM 3) [Bon95].
Par rapport aux méthodes volumiques, ce type de formulation ne rencontre pas de
problème de troncature du domaine ni de conditions aux limites d’espace ouvert. Ces mé-
thodes sont donc mieux adaptées aux problèmes de propagation en milieu infini. Cepen-
1. Plus le pas temporel diminue et plus la dimension des cellules diminue. Il faut donc plus de cellules
pour échantillonner le domaine d’analyse d’où un coût de calcul plus important.
2. Method of Moments.
3. Boundary Element Method.
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dant elles nécessitent un traitement de résolution plus lourd que les méthodes volumiques
car elles génèrent des systèmes d’équations linéaires complexes et pleins a contrario des
méthodes volumiques dont les systèmes sont relativement creux.
La méthode des moments
La MoM est une méthode générale qui transforme une fonctionnelle 4 — équation
différentielle ou intégrale — en un système d’équations linéaires que l’on peut résoudre
par des techniques matricielles [Har93]. La fonction inconnue f est exprimée sous la forme
d’une combinaison linéaire de fonctions de base (ou test) connues fn, pondérées par des
coefficients inconnus αn, cf. Eq. (2.1.1). La procédure de la MoM consiste à minimiser
l’erreur résiduelle sur les fonctions de base. C’est une procédure générale, relativement




Un des inconvénients majeurs de cette méthode est le choix des fonctions bases fn
qui doivent être appropriées pour exprimer la solution et approcher au mieux la fonction
inconnue f à déterminer. Le choix de ces fonctions de base doit satisfaire certains critères ;
elles doivent se trouver dans le domaine des opérateurs et sont généralement définies sur
des sous-domaines de la solution [CS00]. Ceci augmente la taille des matrices contre
une simplification des calculs. Un choix judicieux des fonctions de base peut rapidement
donner une solution tandis qu’un mauvais choix peut considérablement compliquer le
problème voire ne pas le résoudre. On peut donner ici quelques fonctions de base de type
sous-domaine, cf. Fig. 2.1.
a – Fonctions de base. b – Approximation de la solution.
Figure 2.1 – Exemple de fonctions de base de type sous-domaine (définies sur ∆Ω) et
approximation de la solution correspondante sur le domaine Ω.
4. Équation dont les inconnues sont des fonctions.
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2.2 La forme variationnelle –
la méthode des éléments finis (FEM)
Un problème physique peut être formulé de façon équivalente en un système d’équa-
tions différentielles ou sous une formulation variationnelle. Le principe de cette méthode
consiste à rendre stationnaire une fonctionnelle associée à l’équation du problème origi-
nal. Cette fonctionnelle est souvent assez compliquée à déterminer. Cependant, les formes
variationnelles des équations des problèmes les plus connus peuvent se trouver dans de
nombreux ouvrages [SF96], [GF63]. Notons que la fonctionnelle associée dépend des condi-
tions aux limites imposées par l’opérateur.
Si le problème est simple, c’est-à-dire si on peut décomposer la solution en fonctions
de base définies sur la totalité du domaine de calcul, on applique la méthode de Rayleigh-
Ritz [Gar96]. Cependant, dans la plupart des cas, il n’est pas possible de définir des
fonctions de base sur l’ensemble du domaine de calcul. On décompose alors le domaine
de calcul en sous-domaines, appelés éléments finis. À l’interieur de chaque sous-domaine,
l’inconnue est approchée généralement par une fonction de type polynomiale, dont les
coefficients sont les inconnues à déterminer. Le choix des fonctions polynomiales tient dans
leur facilité d’intégration lorsqu’elles sont introduites dans les fonctionnelles [VCK98]. La
différence fondamentale avec la méthode de Rayleig-Ritz se situe donc dans le choix des
fonctions de base.
Afin d’assurer la continuité d’un élément à un autre, on préfère utiliser la valeur de la
fonction interpolatrice en certains points seulement, appelés éléments nodaux, comme
paramètres variationnels.
La méthode des élements finis
La méthode des élements finis (FEM 5) est une approche variationnelle des équations
de Maxwell dont la solution est trouvée numériquement par la décomposition en éléments
finis sur des sous-domaines du volume de calcul.
Dans la plupart des applications, il n’est pas possible d’utiliser des fonctions définies
sur le domaine entier. Une solution consiste alors à approcher le domaine de calcul par
morceaux, ces morceaux pouvant prendre des formes variées. Les triangles (2D) ou té-
traèdres (3D) sont des éléments simples qui optimisent l’approximation d’éléments com-
plexes (courbes), cf. Fig. 2.2. Elle permet d’étudier le comportement d’objets à géométrie
complexe et de tenir compte de lois de comportement de matériaux complexes (maté-
riaux inhomogènes, anisotropes), notamment pour une modélisation fine des interactions
proches et des phénomènes locaux statiques et dynamiques.
Il existe de nombreux ouvrages sur cette méthode, tant sur les aspects mathématiques
que du calcul [Ste87] et des techniques variationnelles [Mik64].
Comme toute méthode numérique, le volume de calcul doit être limité par des condi-
tions aux limites absorbantes (CLA 6, PML 7) pour tenir compte du domaine extérieur et
5. Finite Element Method.
6. Couches aux Limites Absorbantes.
7. Perfect Match Layer.
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simuler l’espace libre dans le cas de problèmes ouverts.
Tout comme la méthode des moments, il n’existe pas de critère sur la dimension maxi-
male des cellules du maillage. Cette dimension conditionne simplement la précision sur les
résultats obtenus. Typiquement, on choisira ∆l < λ. De plus c’est une méthode dédiée
à l’analyse fréquentielle bien qu’elle ait aussi été développée dans le domaine tempo-
rel [PJ06].
a – Premier ordre. b – Second ordre. c – Second ordre.
Figure 2.2 – Exemple d’éléments finis nodaux 2D (triangle) et 3D (tétraèdre).
D’autres approches se basent sur une résolution des équations de Maxwell sous forme
différentielle et dont les inconnues ne sont plus les courants circulant à la surface d’un
objet mais les champs électromagnétiques du milieu. Ce sont donc des méthodes typique-
ment volumiques.
2.3 Les équations différentielles –
la méthode des différences finies (FD)
La méthode des différence finies (FD 8) [Rao99] est une méthode classique de résolu-
tion des équations aux dérivées partielles. Son succès est principalement dû à sa simpli-
cité d’implémentation qui consiste à remplacer une équation aux dérivées partielles par
son approximation aux différences finies, échantillonnée dans un espace cartésien. Les
opérateurs différentiels sont remplacés et approchés par des différences finies centrées,
c’est-à-dire dire un développement de Taylor à l’ordre 1 voire à des ordres supérieurs,
cf. Eqs. (2.3.1) et (2.3.2). Seulement plus l’ordre du développement augmente et plus le















≈ f(x+ ∆x)− 2f(x) + f(x−∆x)
∆x2
(2.3.2)
Table 2.1 – Approximation des opérateurs différentiels par des différences finies centrées.
En électromagnétisme, cette méthode repose sur la mise en forme discrète des équa-
tions de Maxwell et nécessite un échantillonnage spatial de l’espace d’analyse auquel




une méthode volumique dont les inconnues sont les composantes de champ électromagné-
tique ~E et ~H.
Cette méthode s’applique aussi bien dans le domaine temporel FDTD 9 [Gar96] que dans
le domaine fréquentiel FDFD 10 [Zho93]. La solution de la première se trouve en utilisant
une procédure itérative tandis que pour la seconde, la solution se trouve par inversion de
matrice.
L’analyse dans le domaine temporel s’appuie sur un schéma du second ordre — dans le
temps et dans l’espace — de la cellule de Yee [Yee66], cf. Fig. 2.3. Elle permet d’étu-
dier des régimes transitoires, des systèmes non-linéaires, voire même des structures qui
varient dans le temps et l’espace. Notons que les différentes composantes de champs sont
déterminées en des endroits différents et à des temps décalés. Ceci peut poser certaines
difficultés pour la définition des conditions aux limites.
Figure 2.3 – Cellule de Yee FDTD (3D).
Aussi, l’échantillonnage de l’équation de propagation des ondes introduit de la disper-
sion numérique, c’est-à-dire que la vitesse de propagation d’une onde dépend de l’échan-
tillonnage spatial et temporel, d’où des erreurs numériques sur la vitesse de propagation.
Ceci a pour conséquence de limiter en bande de fréquence le domaine de validité du mo-
dèle. De plus, le pas temporel doit être choisi de façon à assurer la stabilité numérique





. ∆t est le pas temporel.
. ∆l est la dimension d’une cellule de type cubique.
. c est la vitesse de propagation de l’onde dans le milieu.
La FDTD a connu de nombreux développements [TB75], [Wei77]. C’est une méthode
qui nécessite un échantillonnage de toute la structure et s’applique donc naturellement
à des structures fermées (guides d’ondes, cavités). Pour pouvoir étudier des structures
ouvertes, on introduit des frontières absorbantes qui simulent un milieu infini (adaptation
sans reflexion).
Un autre schéma de la FDTD, nommée la FIT 11 [SSW05] utilise la forme intégrale des
équations de Maxwell.
9. Finite Difference Time Domain.
10. Finite Difference Frequency Domain.
11. Finite Integral Technique.
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2.4 La décomposition en ondes locales –
la méthode des lignes de transmission (TLM)
La méthode TLM 12 [JB85], [Hoe87], [Sag89] est basée sur l’analogie entre la propa-
gation des ondes électromagnétiques dans un milieu et la propagation des tensions et
courants dans un réseau de lignes de transmission. Elle peut être considérée comme un
modèle numérisé du principe d’Huygens, c’est à dire une superposition d’ondes locales
matérialisée par un réseau de lignes de transmission.
Cette méthode présente une grande similitude avec la méthode FDTD, bien que les prin-
cipes de base soient fondamentalement différents. Ces deux méthodes échantillonnent
l’espace et le temps de façon similaire. Tout comme la méthode FDTD, la méthode TLM
repose sur un échantillonnage spatial et temporel du volume d’analyse. La résolution dans
le domaine temporel permet une caractérisation de la structure étudiée sur une une large
bande de fréquence en une seule simulation. Le domaine d’analyse doit aussi être borné
par des conditions aux limites telles que des PML [Bér94], [Tra97], [MN01] pour limiter
le domaine de calcul.
De nombreux nœuds ont été développés en TLM que l’on retrouvera dans [Mag98], et
dont la topologie est similaire à celle de la cellule de Yee FDTD, cf. Section 2.3. Cepen-
dant, en TLM les composantes des champs électromagnétiques ~E et ~H sont déterminés
aux mêmes instants contrairement à la FDTD où elles sont déterminées à des endroits et
des temps décalés.
Figure 2.4 – Exemple de cellule TLM, le nœud symétrique condensé (SCN) 3D.
Un des inconvénients majeurs des méthodes temporelles concerne la fenêtre temporelle
d’observation qui se doit d’être relativement grande. En effet, la durée temporelle T de la
simulation engendre une erreur de troncature du signal qui se répercute dans le domaine
fréquentiel par une résolution plus ou moins fine du spectre. Typiquement, la relation
— issue de la transformée de Fourier — entre cette durée temporelle T et la fréquence
d’échantillonnage fe du spectre est définie telle que : fe = 1T .
De plus, ces méthodes par échantillonnage du domaine d’analyse nécessitent un raffi-
nement local coûteux 13 au voisinage de singularités telles que les arêtes.
12. Transmission Line Matrix.
13. En temps de calcul et place mémoire.
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2.5 Les méthodes pseudo-analytiques
Les méthodes pseudo-analytique (ou semi-analytique) sont des méthodes qui allient
une solution partielle analytique complétée par une approche purement numérique. On
peut citer quelques-unes des méthodes basées sur ce concept telles que le raccorde-
ment modal (MM 14) [Wex67], la SDA 15 [Han85], ou bien encore la méthode des lignes
(ML 16) [WP84].
Ces techniques utilisent généralement une décomposition modale, somme de modes pon-
dérés par des coefficients à calculer, pour approcher les champs ou les potentiels à dé-
terminer. L’application des conditions aux limites permet ensuite d’exprimer un système
d’équations linéaires qui une fois résolu fournit les coefficients de pondération des modes.
Le domaine de résolution de ces méthodes est typiquement fréquentiel.
Aussi, ces méthodes ne sont pas adaptées à des structures à géométrie quelconque ce
qui limite leur utilisation. Elles sont mieux adaptées à l’analyse de structures stratifiées
(structures planaires multicouches, lignes microruban par exemple) que les méthodes vo-
lumiques 17 et présentent l’avantage de converger relativement rapidement, et aussi d’avoir
un coût de calcul assez faible.
Ces méthodes dites « rigoureuses » ne sont en principe pas limitées par les dimensions
du domaine. Ce sont les capacités de calcul informatique — et la dispersion numérique de
certaines méthodes telles que la FDTD ou TLM par exemple — qui limitent en pratique
leurs applications. En effet, pour atteindre un niveau de convergence suffisant, l’échan-
tillonnage spatial et temporel doit être suffisamment fin. Malgré les apports fait à ces
méthodes en termes d’optimisation (parallélisation notamment), celles-ci sont limitées à
des objets de l’ordre voire de quelques ordres de grandeurs de la longueur d’onde d’analyse
(structures électriquements petites) ce qui limite considérablement leur domaine d’ana-
lyse.
Outre les contraintes numériques de convergence, les méthodes temporelles sont égale-
ment soumises à un critère de stabilité qui fixe le pas temporel maximal de la simulation. Il
dépend généralement de la dimension des cellules du maillage et de la vitesse de propaga-
tion dans le milieu considéré. Sans ce critère de stabilité, on peut observer une divergence
des calculs qui entraîne des solutions numériques non-physiques. De plus, ces méthodes
produisent de la dispersion numérique.
On a alors recours à d’autres types de méthodes pour décrire les interactions des ondes
électromagnétiques avec des objets de grande dimension (objets électriquement grands),
ce sont les méthodes dites « asymptotiques ».
14. Mode Matching.
15. Spectral Domain Approach.
16. Method of Line.





Les méthodes dites « asymptotiques » sont basées sur une analyse haute fréquence
des équations de Maxwell en espace libre et pour un milieu supposé LHI 1 [BM94]. Ces
méthodes fournissent une solution approchée des équations de Maxwell qui tend vers la
solution exacte lorsque la fréquence tend vers l’infinie, ou de manière équivalente, lorsque
la longueur d’onde tend vers 0.
Contrairement aux méthodes rigoureuses, les méthodes asymptotiques permettent d’ob-
tenir, non pas la solution, mais son développement asymptotique. Ce développement est
souvent limité au premier terme du nombre d’onde k.
Deux théories permettent de construire des solutions asymptotiques. La première
consiste à résoudre de façon rigoureuse les équations de Maxwell et de faire une étude
limite de la solution lorsque la fréquence tend vers l’infini. La seconde consiste à injecter
dans les équations de Maxwell des développements des champs électromagnétiques ~E et
~H, asymptotiquement valides lorsque la fréquence tend vers l’infini.
Parmi elles, deux approches se distinguent pour construire des solutions asymptotiques :
• Les méthodes basées sur les champs, ce sont les approches géométriques telles que
la GO 2, la GTD 3, l’UTD 4 ou bien encore l’ITD 5.
• Les méthodes basées sur les courants, ce sont les approches physiques telles que la
PO 6, la PTD 7, l’ECM 8 ou bien encore la STD 9.
Les approches géomériques sont issues du concept de « rayons » de l’optique géomé-
trique tandis que les approches physiques sont basées sur les courants surfaciques créés à
la surface d’une structure illuminée par une onde électromagnétique.
Ces méthodes sont dédiées à l’étude de structures électriquement grandes, c’est-à-dire dont
les dimensions sont grandes devant la longueur d’onde de travail. Typiquement, cela cor-
respond à des problèmes électromagnétiques de rayonnement d’antennes placées à proxi-
mité de grands réflecteurs ou du rayonnement en milieu urbain par exemple.
1. Linéaire, Homogène et Isotrope.
2. Geometrical Optic.
3. Geometrical Theory of Diffraction.
4. Uniform Theory of Diffraction.
5. Incremental Theory of Diffraction.
6. Physical Optic.
7. Physical Theory of Diffraction.
8. Equivalent Current Method.
9. Spectral Theory of Diffraction.
Méthodes asymptotiques
3.1 Méthodes basées sur les champs –
Théories et approches géométriques
Le domaine de validité des méthodes asymptotiques basées sur les champs électro-
magnétiques est associé à celui des approches géométriques et des champs de rayons. Un
champ électromagnétique est qualifié de champ de rayons lorsque l’onde qui y est associée
peut être assimilée à une onde plane le long d’un rayon : son amplitude et sa phase varient
perpendiculairement à la direction de propagation de l’onde et donc du rayon. Dans cette
hypothèse, l’étude du champ électromagnétique consiste à déterminer les rayons et à en
calculer les champs électromagnétiques qui lui sont associés. Cette approche repose donc
sur une approche assez intuitive des phénomènes électromagnétiques.
Parmi ces techniques basées sur des approches géométriques, on distingue différentes mé-
thodes plus ou moins complètes capables de rendre compte des aspects et des phénomènes
électromagnétiques.
3.1.1 Optique géométrique (GO)
L’optique géométrique est la première méthode asymptotique développée pour décrire
les interactions des ondes électromagnétiques avec des objets. Elle a été établie bien
avant les équations de Maxwell et est fondée sur la notion et le concept, très intuitif
physiquement, de front d’onde 10 et de rayons. Ce concept est utilisé pour décrire la
propagation des ondes électromagnétiques. Le principe d’Huygens permet de comprendre
la propagation d’un tel front d’onde.
Le principe d’Huygens (1818)
Ce principe, très intuitif, permet de retrouver facilement les lois de l’optique géomé-
trique et permet aussi de décrire les phénomènes de diffraction et d’interférence. Chaque
point du front d’onde se comporte comme une source secondaire et émet une onde sphé-
rique. Le nouveau front d’onde est l’enveloppe de ces ondes sphériques, cf. Fig.3.1.
Figure 3.1 – Propagation d’un front d’onde selon le principe d’Huygens.
Un rayon représente physiquement la direction de propagation de l’énergie. Sa direc-
tion et son sens sont portés par le vecteur de Poynting. La notion de rayon est indissociable
de celle de front d’onde comme l’énonce le théorème de Malus (cf. Fig. 3.2) :
Les chemins lumineux sont orthogonaux aux surfaces équi-phases (surfaces d’onde).
10. Un front d’onde est une surface sur laquelle l’onde a une phase constante (surface équiphase).
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Tout rayon peut être défini par un front d’onde, la surface orthogonale au rayon ; et
réciproquement, tout front d’onde détermine localement un rayon, le « trait » orthogonal
à la surface.
On considère en général un faisceau ou un tube de rayons — constitué d’un rayon axial
et d’un ensemble de rayons paraxiaux — afin de décrire le transport de l’énergie.
a – Onde plane (1D) b – Onde cylindrique (2D) c – Onde sphérique (3D)
Figure 3.2 – Surfaces d’onde et rayons de différents fronts d’onde.
L’optique géométrique repose sur trois principes fondamentaux :
• la variation linéaire de la phase le long d’un rayon.
• la conservation de la puissance dans un tube de rayons.
• la conservation de la polarisation.
Ces rayons sont déterminés suivant les lois de Snell-Descartes 11, qui découlent du
principe de Fermat.
Le principe de Fermat (1657)
Le principe de Fermat — valable dans les milieux isotropes — sert de fondement
à l’optique géométrique. Il permet de décrire la forme du chemin optique d’un rayon
lumineux et peut s’énoncer de deux façons :
• du point de vue du temps de parcours
« La lumière se propage d’un point à un autre sur une trajectoire telle que la durée
du parcours soit stationnaire 12. »
• du point de vue du chemin optique
« La lumière se propage d’un point à un autre sur une trajectoire telle que le chemin
optique suivi le long du trajet soit stationnaire12. »
Cette théorie permet de décrire de manière satisfaisante la propagation de rayons
en espace libre mais prévoit des champs nuls dans les zones d’ombre géométrique (en
présence d’un obstacle), où ne pénètre aucun rayon, ce qui contredit l’expérience. Par
ailleurs, elle ne s’applique qu’à des champs de rayons. De plus, dans certaines zones,
11. Lois de bases de l’optique géométrique à savoir les lois de propagation (rectiligne), reflexion et
réfraction dans un milieu isotrope.
12. extrêmal(e) i.e. minimal(e) ou maximal(e).
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cette hypothèse n’est plus vérifiée et elle prédit des champs infinis, ce qui n’est physique-
ment pas acceptable. Par analogie avec la mécanique des fluides, ces zones sont appelées
« couches limites ». Ces zones se situent au voisinage des surfaces des objets, des limites
ombre-lumière ou encore des caustiques 13.
Aussi, elle ne permet de décrire que deux types d’interaction, la reflexion et la réfraction.
Elle néglige a priori le phénomène de diffraction.
La théorie géométrique de la diffraction (GTD), que nous allons voir à la section
suivante, vient compléter la théorie de l’optique géométrique en introduisant des rayons
diffractés qui vont permettre de décrire avec précision (sans être exact pour autant car il
s’agit d’une méthode asymptotique et par conséquent valide aux hautes fréquences) les
champs électromagnétiques qui sont présents dans les zones d’ombre.
3.1.2 Théorie géométrique de la diffraction (GTD)
La théorie géométrique de la diffraction a été introduite par J.B. Keller dans les
années 60 [Kel62] pour pallier le défaut des zones d’ombre (LOI 14 et LOR 15) de l’optique
géométrique, cf. Figure 3.3. Elle se place dans la continuité de l’optique géométrique en
introduisant deux nouveaux types de rayons, les rayons diffractés et les rayons rampants
(cf. Figure 3.4), qui s’ajoutent aux rayons incidents, réfléchis et transmis de l’optique
géométrique. La particularité de ces nouveaux rayons est de pénétrer dans les zones
d’ombre de l’optique géométrique :
• Les rayons diffractés apparaissent lorsqu’un rayon incident rencontre un coin ou une
arête d’un objet.
• les rayons rampants apparaissent à la surface des objets. Ces rayons de surface sont
peu propagatifs et s’atténuent très rapidement. Par la suite, nous supposerons que
les zones d’observation sont suffisamment éloignées des surfaces des objets pour les
négliger.
Aussi, l’application du principe de Fermat amène à considérer un faisceau de rayons
(ou tube de rayons) diffractés qui forment un cône autour de l’arête, appelé cône de Keller
cf. Fig. 3.5.
Lorsque l’obstacle est constitué par une surface régulière (sans arêtes), la théorie montre
que la zone d’ombre est atteinte par des rayons dit « rampants » sur la surface diffractante,
à partir du point illuminé le plus proche.
Cette théorie a été largement développée depuis [KP74], [Hol00] et étayée dans de
nombreux ouvrages [MAB08], [Bal89], [BK94] pour ne faire référence qu’à quelques-uns
d’entre-eux. Les rayons diffractés sont déterminés par le principe de Fermat généra-
lisé [BM94] et obéissent aux mêmes lois que celles de l’optique géométrique.
La GTD conserve l’aspect intuitif de la GO. La phase varie linéairement le long d’un
13. En effet, dans le facteur de divergence géométrique A (cf. Eq. (7.4.2), p. 99), si le point P se trouve
sur une des caustiques (c’est-à-dire pour s = −ρ1 ou s = −ρ2), le champ prédit par l’optique géométrique
devient infini.
14. Limite d’Ombre Incidente, en anglais ISB pour Incident Shadow Boundary.
15. Limite d’Ombre Réfléchie, en anglais RSB pour Reflected Shadow Boundary.
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Figure 3.3 – Frontières ombre-lumière.
rayon et la puissance se conserve dans un tube de rayon. Le champ diffracté ne dépend
que des propriétés locales du champ incident et de la géométrie de l’objet diffractant.
a – Rayon rampant à la surface d’un objet. b – Rayon diffracté par une pointe.
Figure 3.4 – Rayons supplémentaires de la GTD par rapport à la GO.
Keller postule qu’aux hautes fréquences, la diffraction peut être considérée comme un
phénomène local, et qu’elle ne dépend que de la forme de l’objet diffractant au voisinage
du point de diffraction.
Principe de localité
Aux hautes fréquences, le champ diffracté 16 par un objet ne dépend pas du champ
en tout point de l’objet mais uniquement du champ au voisinage de certains points
particuliers que l’on appellera points de diffraction. De ce principe de localité découle la
notion de rayon qui représente la trajectoire suivi par l’onde [Con05].
D’après ce principe de localité, on détermine le champ diffracté en remplaçant l’ob-
jet réel par un objet canonique de forme voisine et dont la solution asymptotique est
connue [Jam86]. Ces solutions sont déterminées pour quelques structures élémentaires
telles que des pointes, arêtes, cylindres ou cônes par exemple. Cette approche permet de
16. On entend ici par champ diffracté, le champ total rayonné lors l’interaction avec un objet.
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calculer le champ diffracté dans la plupart des cas. De plus, elle offre une interprétation
physique très utile du résultat en terme de rayons. Cependant, cette méthode ne suffit pas
pour déterminer correctement les champs de l’ensemble des régions de l’espace. L’incon-
vénient de la GTD est de prédire des champs infinis ou discontinus dans certaines zones
de l’espace et notamment aux différentes frontières ombre-lumière de ces régions. Ces er-
reurs proviennent simplement d’un mauvais choix du développement asymptotique. Une
autre théorie plus complète a été élaborée pour pallier ce problème, la théorie uniforme
de la diffraction cf. Section 3.1.3.
Figure 3.5 – Diffraction par une arête : Cône de Keller.
3.1.3 Théorie uniforme de la diffraction (UTD)
La théorie uniforme de la diffraction [MPM90] est une extension de la théorie géomé-
trique de la diffraction dans les zones où celle-ci est mise en défaut. L’UTD est basée sur
les mêmes principes que ceux de la GO et de la GTD, et associés à ceux de la méthode
de la couche limite [BM94]. En effet, la GO et la GTD ne permettent pas de rendre
compte des champs aux frontières ombre-lumière et on peut définir ces frontières comme
des couches limites. On appelle généralement une couche limite, une couche mince à
l’intérieure de laquelle la solution varie rapidement, ici l’amplitude du champ. Pour com-
penser la divergence de la GTD sur les frontières des zones d’ombre, l’UTD introduit
une fonction de transition de Fresnel (cf. Section 7.4.2 du Chap. 7) dans le coefficient de
diffraction [Bal89], [Siz05].
Cette méthode permet de déterminer les coefficients de diffraction de structures simples —
arêtes, coins — pour des matériaux conducteurs et diélectriques avec ou sans pertes [ESRV02].
La théorie uniforme asymptotique (UAT 17) est une autre technique pour déterminer
les coefficients de diffraction [Jam86]. L’UTD et l’UAT diffèrent dans leur approche du
développement asymptotique effectué sur la solution canonique. L’UTD utilise l’approche
de Pauli-Clemmow tandis que l’UAT utilise la méthode de Van der Waerden pour traiter
les singularités dues aux pôles de la solution canonique [VJ95], [RSM78], [BM94]. Ces deux
théories uniformes assurent une continuité des champs électromagnétiques aux frontières
ombre-lumière.
Ces méthodes fournissent des résultats satisfaisants dans le cas de géométries rela-
tivement simples. Cependant, dans le cas de géométries particulières — un réflecteur
17. Uniform Asymptotic Theory.
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parabolique par exemple — il existe des points et des directions qui sont atteints par une
infinité de rayons, ce sont les caustiques. Malgré les apports des corrections uniformes,
le problème du traitement des caustiques est inhérents aux méthodes de rayons. Une
autre technique également basée sur les champs et similaire à l’UTD permet de pallier ce
défaut, la théorie incrémentale de la diffraction.
3.1.4 Théorie incrémentale de la diffraction (ITD)
La théorie incrémentale de la diffraction [TM94], [TMT95] est une extension de la
théorie uniforme de la diffraction. En utilisant simplement un contour d’intégration, cette
théorie introduit le concept des « contributions incrémentales » pour calculer les champs
diffractés par des points le long du contour de l’obstacle [ECHA08]. Cette technique
donne dans la plupart des cas des résultats similaires à ceux de l’UTD. Les seuls cas
où les résultats diffèrent sont pour les caustiques où l’ITD donne des résultats corrects
contrairement à l’UTD. De plus, elle est facile à mettre en œuvre dans le cas de contours
complexes.
Figure 3.6 – Contributions incrémentales d’un ensemble de points le long d’un contour.
Le champ diffracté au point P est la superposition des contributions incrémentales,
c’est-à-dire la sommation des contributions de chaque points le long du contour L,
cf. Fig. 3.6. Chaque contribution est due à l’illumination de chaque point de diffraction
local par la source et ceci grâce au principe de localité. D’après le principe de localité (à
haute fréquence), cf. Section 3.1.2, on définit localement la discontinuité par un problème
canonique pour chaque point le long du contour L.
Le champ électrique total diffracté s’obtient en distribuant et en intégrant les contribu-












. dEd est la contribution incrémentale du champ.
. D¯ est le coefficient de diffraction dyadique au point d’intégration.
. E0 est le champ incident au point d’intégration.
. r est la distance du point d’intégration au point d’observation P .
. k est la constante de propagation du milieu.
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On ajoute aux champs incident et réfléchi de l’optique géométrique, celui du champ
diffracté de la théorie incrémentale de la diffraction. Le champ total Etot peut donc
s’écrire :
Etot = E
i + Er + EdITD
L’ITD permet l’intégration sur des contours complexe, cependant le rayon de courbure
du contour doit être supérieur à la longueur d’onde utilisée.
Les approches géométriques (basées sur le lancer de rayons) ne sont pas les seules à
fournir une solution asymptotique. Ces méthodes donnent directement les champs dif-
fractés 18 le long d’un rayon. Cependant, elles ne permettent pas de prédire et d’évaluer
le champ électromagnétique dans les régions des caustiques où elles prédisent des champs
infinis (sauf pour l’ITD).
D’autres techniques ont été développées pour traiter des interactions d’une onde élec-
tromagnétique avec un objet électriquement grand. Basées sur approche physique, elles
utilisent les courants induits circulant à la surface d’un objet éclairé par une onde inci-
dente afin de déterminer les champs électromagnétiques rayonnés par cet objet.
3.2 Méthodes basées sur les courants –
Théories et approches physiques
Les approches physiques [Str41] sont des méthodes — basées sur une approximation
haute fréquence — qui se situent entre l’optique géométrique et l’optique ondulatoire. En
effet, l’approximation consiste à utiliser les rayons de l’optique géométrique pour estimer
les champs à la surface de l’objet considéré et d’intégrer ensuite ces champs sur l’ensemble
de la surface éclairée pour déterminer les champs diffusés — c’est-à-dire réfléchis et dif-
fractés — par cet objet. Le champ à la surface peut être considéré comme la somme de
deux contributions, un champ uniforme calculé sur chaque portion de surface régulière
et un champ dit de frange qui provient des discontinuités.
Cependant comme toute formulation asymptotique basée sur l’hypothèse de l’approxima-
tion haute fréquence, ces méthodes ne permettent pas de prédire l’évolution du champ
électromagnétique en zone de champ proche.
3.2.1 Optique physique (PO)
L’optique physique est une méthode intermédiaire entre l’optique géométrique et la
théorie physique. Le terme d’ « optique physique » signifie que cette théorie est plus
physique que l’optique géométrique et pas aussi précise que la théorie physique. Elle est
basée sur une approximation de la densité de courant électrique circulant à la surface
d’un objet parfaitement conducteur.
La méthode consiste généralement à approcher la densité de courant électrique ~J à la
surface S d’un objet par la densité de courant ~JPO induite par le champ magnétique
incident ~Hi, cf. Figure 3.7. Les champs rayonnés par la surface sont ensuite calculés en
18. On entend ici par champs diffractés, l’ensemble des rayons i.e. propagation, reflexion, réfraction et
diffraction.
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intégrant cette densité de courant électrique sur la surface éclairée en utilisant la fonction
de Green [Mil05] et les expressions intégrales des équations de Maxwell 19. Il est alors
possible de déterminer le champ électromagnétique en tout point de l’espace.
Dans la zone éclairée, le champ électromagnétique est considéré comme un champ uni-
forme et peut être déterminé par la série de Luneberg-Kline [BM94].
Soit S la surface d’un objet parfaitement conducteur, r′ un point de S et ~n le vecteur
normal unitaire extérieur à la surface S en r′. La densité surfacique de courant électrique
~J peut s’exprimer en fonction du champ magnétique incident ~H i sur la surface S grâce
au théorème d’équivalence :
~J(r′) = nˆ(r′)×
[
~H i(r′) + ~Hr(r′)
]
= 2 nˆ(r′)× ~H i(r′) (3.2.1)
car ~H i = ~Hr, où ~Hr est le champ magnétique réfléchi.
Dans les zones d’ombre — surface non-éclairée selon l’hypothèse de l’optique géomé-
trique — la densité de courant est considérée comme nulle. L’approximation de l’optique
géométrique consiste à utiliser la densité de courant surfacique ~JPO induite par un plan




2 nˆ(r′)× ~H i(r′) si la surface S est directement éclairée
0 sinon
(3.2.2)
Figure 3.7 – Calcul du champ rayonné par la PO.
Cependant, cette approximation ne rend pas compte des ondes rampantes, ondes
de discontinuité de la zone de séparation ombre-lumière aussi appelée séparatrice. Par
conséquent, l’optique physique ne peut tenir compte que d’un seul type d’interaction, la
réflexion. Dans les zones d’ombre, la densité de courant est considérée comme nulle. Le
champ électromagnétique total s’obtient en sommant les contributions du champ incident
et du champ rayonné par l’objet : Etot = Ei + ErPO.
Pour pallier ce défaut, une autre théorie a donc été développée afin de tenir compte de
ces ondes rampantes, la théorie physique de la diffraction.
19. Formulations de Stratton-Chu, Kottler ou Franz.
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3.2.2 Théorie physique de la diffraction (PTD)
La théorie physique de la diffraction a été développée par Ufimtsev en 1962. Ces
concepts sont similaires à ceux de la théorie géométrique de la diffraction [Ufi91], [Ufi07].
La PTD est à la PO ce que la GTD est à la GO.
La PTD utilise les mêmes principes que ceux de l’optique physique en y ajoutant des
courants de frange induits par la présence de discontinuités afin de tenir compte de la
diffraction. Le champ électromagnétique total s’exprime :
Etot = E




. Ei est le champ incident.
. ErPO le champ réfléchi dans l’hypothèse de la PO.
. Edu un terme correcteur, approximation asymptotique au premier ordre
de l’effet de diffraction induit par les discontinuités.
Plusieurs techniques permettent de formuler ce champ correcteur Edu. Généralement,
elles consistent à l’exprimer sous la forme d’une intégrale linéique, dont le contour d’in-
tégration correspond à la bordure diffractante. On peut citer parmi ces techniques :
• la méthode des courants équivalents (ECM).
• la théorie incrémentale de la diffraction (ITD) (vue à la Section 3.1.4).
Notons que l’utilisation de la GO + ITD est plus rapide que la PO + PTD. Ceci est
principalement dû au fait que l’ITD intègre sur un contour tandis que la PO intègre sur
une surface.
3.2.3 Méthode des courants équivalents (ECM)
La PTD nécessite une mise en œuvre relativement lourde pour déterminer le champ
diffracté par une discontinuité. C’est pourquoi on peut être amené à utiliser d’autres tech-
niques, basées sur l’utilisation de courants équivalents, afin de calculer numériquement
les champs diffractés [RP60] et ceci à l’aide d’expressions relativement simples.
Cette méthode consiste à remplacer les sources du champ diffracté par des courants équi-
valents fictifs, électriques et magnétiques, qui évoluent le long de la discontinuité. Ceci a
pour conséquence de considérer une intégrale curviligne le long de la ligne de discontinuité
et non plus une intégrale surfacique comme l’exige la PO et la PTD [KST04b], [PB02] ce
qui a pour conséquence de réduire d’un degré la dimension du problème.
Elle postule donc l’existence de courants linéiques fictifs, électrique I et magnétiqueM le
long de la discontinuité. Le champ diffracté par cette discontinuité, en zone de Fraunhofer
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. ψ0 est la fonction de Green en espace libre =⇒ ψ0 = e−jkrˆsˆr
. I est le courant électrique.
. M est le courant magnétique.
. sˆ est le vecteur unitaire suivant la direction d’observation.
. lˆ est le vecteur unitaire aligné le long du contour d’intégration.
La diffraction de Fraunhofer simplifie l’expression du champ électrique diffracté en
une somme d’ondes planes car en zone de champ lointain, le rayon de courbure des ondes
peut être approché par des ondes planes ce qui n’est pas le cas de la diffraction de Fresnel
(zone de champ proche) qui doit tenir compte de la courbure des fronts d’ondes.
Les courants électrique et magnétique peuvent s’exprimer ainsi [Mic91] :
I =








· Ds et Dh sont les coefficients de diffraction soft et hard déterminés par la GTD.
· ~Ei et ~Hi sont les champs électrique et magnétique incidents à la discontinuité.
· βi est l’angle formé par le vecteur unitaire de la direction d’incidence
et celui porté le long de la discontinuité.
Toutefois, cette méthode est soumise aux mêmes limitations que la GTD et ne permet
pas par conséquent de calculer le champ diffracté en zone de champ proche. Aussi les
champs sont infinis sur les caustiques. Elle permet néanmoins de supprimer les divergences
de la GTD aux frontières ombre-lumière.
Une autre technique permet d’obtenir les champs diffractés aussi bien en zone de champ
proche qu’en zone de champ lointain, la théorie spectrale de la diffraction.
3.2.4 Théorie spectrale de la diffraction (STD)
La théorie spectrale de la diffraction a été inventée par Mittra et al. [MRSK76], [MKRS79].
Elle consiste à représenter les champs intervenant dans des problèmes de diffraction
comme des superpositions d’ondes planes [BM94].
Les ondes planes sont des solutions élémentaires de l’équation d’onde. Puisque cette équa-
tion est linéaire, toute superposition d’ondes planes est également solution de l’équation
d’onde.
Avec ce formalisme, le champ peut être calculé quel que soit le point d’observation. De
plus, cette représentation spectrale du champ permet de passer aisément des phénomènes
de diffraction en zone de champ proche (Fresnel) en zone de champ lointain (Fraunhau-
fer) [Gui83].
La méthode du spectre d’onde plane [Cle66] consite à rechercher les solutions de cer-
tains problèmes de diffraction sous forme d’un spectre d’ondes planes [Cle73], [CBRM84]
de la forme :
U (x, y, z) =
x




. U est l’amplitude complexe du champ électromagnétique incident se
propageant suivant z.
. A (α, β) est le spectre angulaire. Il représente l’ensemble des directions de
propagation des ondes planes composant U dans le plan z.
. k est le vecteur d’onde.
L’un des principaux avantages de la STD est qu’elle demeure valide aux frontiêres
ombre-lumière. De plus, elle tient compte des modes rampants introduits par une dis-
continuité à partir du moment où le champ incident peut être représenté par un spectre
d’ondes planes. Si le champ incident ne peut être représenté par un spectre d’ondes planes,
on applique alors le principe de localité de manière à pouvoir approcher localement le
champ au voisinage de la singularité par une onde plane.
Nous venons d’établir les principales métodes asymptotiques. Certaines se basent sur
les champs électromagnétiques, ce sont les approches géométriques tandis que d’autres
se basent sur les courants, ce sont les approches physiques. Cependant, les concepts et la
mise en œuvre de ces deux approches sont très différentes l’une de l’autre.
La résolution des approches physique se fait principalement de manière numérique puisque
l’on cherche à calculer une intégrale sur un contour ou plus généralement une surface pour
déterminer les courants. Toutefois, elles permettent difficilement de tenir compte de la
présence de nombreux obstacles dans l’environnement. Ces méthodes sont plutôt adaptées
à l’étude du rayonnement d’une antenne avec un réflecteur.
Les approches géométriques quant à elles, utilisent le concept du lancer de rayon afin
de déterminer l’ensemble des trajectoires des raies de champ électromagnétique émis
depuis une source. Ces dernières sont bien adaptées aux calculs de propagation dans des
environnements comportant de nombreux obstacles. Nous allons dans la suite décrire
brièvement cette technique.
3.3 Les méthodes de lancer de rayons
La mise en œuvre de modèles basés sur des approches géométriques telles que la GO,
la GTD ou l’UTD par exemple, requiert la construction des trajectoires des rayons entre
la (les) source(s) et le(s) récepteur(s). Ce sont typiquement ces méthodes qui sont le plus
utilisées pour étudier le rayonnement et les interactions d’une source électromagnétique
dans des environnements comportant de nombreux objets tels que les milieux urbains ou
indoors [YWK98]. Ces méthodes nécessitent un traitement géométrique pour déterminer
l’ensemble des rayons (trajets source-récepteurs) puis électromagnétique pour quantifier
le champ porté par ces rayons.
Parmi les méthodes dites de « lancer », on distingue plusieurs techniques : le lancer de
rayons (LR 20), le lancer de faisceaux gaussien (LFG 21) et le lancer hybride.
20. en anglais, Ray Tracing (RT).
21. en anglais, Ray Gaussian Beam (RGB).
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3.3.1 Le lancer de rayons
Parmi les méthodes de lancer de rayons [Des72], [Rey06] nous pouvons distinguer deux
« optiques » différentes. L’une consiste à partir de la source pour aller vers le récepteur, on
parlera alors de lancer de rayons ; alors que l’autre fait chemin inverse et consiste à partir
du récepteur pour aller vers la source, on parlera alors de tracé de rayons, cf. Fig. 3.8.
Tout dépend ce que l’on cherche à modéliser et à simuler [Gla89].
a – Lancer de rayons. b – Tracé de rayons.
Figure 3.8 – Illustration des méthodes de lancer et de tracé de rayons.
Le lancer de rayons : de la source vers le récepteur
Le principe du lancer de rayons, comme nous venons de le voir, consiste à émettre des
rayons depuis la source dans « toutes » les directions de l’espace et à suivre l’évolution 22
de ces rayons pour ensuite ne conserver que ceux qui atteignent un récepteur « cible ».
Bien entendu, il n’est pas possible de lancer une infinité de rayons dans « toutes » les
directions de l’espace mais plutôt de lancer un nombre important de rayons, répartis avec
un certain pas angulaire de façon à couvrir la zone la plus large, et ce pour une résolution
donnée.
Un des inconvénients majeurs de cette technique est d’omettre les interactions avec cer-
tains objets. Typiquement si un objet de petite taille se situe entre deux rayons adjacents,
celui-ci ne ne pourra êtres vu et sera donc invisible. Une solution consiste alors à affiner
le pas angulaire du lancer de rayons de façon à tenir compte de la résolution du plus petit
objet de la scène. Mais le nombre de rayons sera d’autant plus élevé que les objets de la
scène seront de petites dimensions, ce qui peut nécessiter un temps de calcul important
voire prohibitif.
Cette technique est plutôt utilisée pour déterminer la carte de champ électromagnétique
rayonné par une source dans une zone de l’espace délimitée par une frontière extérieur,
limitant ainsi le domaine de calcul.
22. Évolution des rayons suite aux interactions (ou non) de ceux-ci avec les objets de la scène : propa-
gation, réflexion, transmission, diffraction.
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Le tracé de rayons : du récepteur vers la source
La technique du tracé de rayon fait le chemin inverse de celle du lancer de rayons.
Elle consiste à partir d’un récepteur donné pour aller vers la source en utilisant la mé-
thode des images. On génère ainsi un nombre beaucoup plus faible de rayons puisqu’on
ne conserve que les rayons qui partant du récepteur, arrive jusqu’à la source suite aux
différentes interactions. En contrepartie, la zone d’observation et de quantification du
champ électromagnétique est restreinte à celle du récepteur. Notons que cette méthode
est dite exacte car la recherche des trajets se fait rigoureusement en accord avec le nombre
d’interactions paramétrées et l’environnement.
Cette technique sera donc plutôt utilisée pour déterminer le champ électromagnétique
rayonné par une une source en un point particulier de l’environnement.
Pour résoudre l’inconvénient majeur du lancer de rayons, qui est le nombre de rayons,
d’autres méthodes ont été développées, utilisant le fait que de nombreux rayons suivent
approximativement le même trajet. On distingue parmi ces méthodes, le lancer de fais-
ceaux gaussiens et le lancer hybride.
3.3.2 Le lancer de faisceaux gaussiens
Le lancer de faisceaux gaussiens est une approche volumique du lancer de rayons
classique. Elle consiste à échantillonner l’ensemble de l’espace autour de la source en
un certain nombre de « faisceaux volumiques » et ce sont les volumes qui propagent les
fronts d’ondes, cf. Fig. 3.9. Le champ rayonné est donc représenté par une superposition
de champs de faisceaux gaussiens. On ne suit plus l’évolution de rayons mais celui de
fronts d’ondes.
Un faisceau gaussien est solution de l’équation de propagation dans la cadre de l’approxi-
mation paraxiale, ce qui suppose une faible divergence du faisceau par rapport à son axe
de propagation. Les seuls trajets à tracer sont les axes des faisceaux. De plus les faisceaux
gaussiens ne rencontrent pas de problèmes de caustiques contrairement au méthodes de
lancer de rayons ou tubes de rayons.
Figure 3.9 – Illustration de la décomposition en faisceaux d’un champ électromagné-
tique sur une surface courbe.
L’ensemble des techniques hautes fréquences développées précédemment s’appuie sur
le principe de localité. Localement, la géométrie d’un objet est équivalente à celle d’un
objet canonique connu. Aussi le champ incident est assimilable à une onde plane ou
sphérique, ce qui n’est plus le cas lorsque le champ incident correspond à un faisceau
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gaussien.
Le lancer de faisceaux gaussiens est une adaptation du lancer de rayons [Hey02], [Lea03],
[Hil07] pour former un champ de faisceaux. Les faisceaux recouvrant tout l’espace, cette
méthode ne risque plus d’omettre certains objets. Par contre la complexité des calculs
pour déterminer les intersections entre les faisceaux et les objets augmente par rapport
au lancer de rayons ; et le temps de calcul s’avère toujours très important. De plus, il est
difficle de tenir compte de parois à forte courbure.
Pour traiter le cas de la diffraction, on a recours à la théorie spectrale de la diffraction. Le
champ incident est décrit comme une superposition d’ondes planes et le champ diffracté
est la superposition des champs diffractés de chacune de ces ondes planes.
Ces différentes techniques sont donc relativement coûteuses d’un point de vue infor-
matique. D’un côté, le lancer de rayons met en œuvre un traitement relativement simple
en contrepartie d’un nombre important de rayons pour limiter le risque d’omettre des
interactions avec des objets. De l’autre côté, le lancer de faisceaux gaussiens permet de
recouvrir tout l’espace au prix d’une complexité des interactions.
Afin de pallier les principaux défauts de ces méthodes, une autre solution a été dévelop-
pée. Nommée le lancer hybride, elle allie d’une certaine manière le lancer de rayons au
lancer de faisceaux.
3.3.3 Le lancer hybride
Le lancer hybride est une méthode de lancer de faisceaux adaptatif. Comme pour le
lancer de faisceaux, l’espace autour de la source est échantillonné (décomposé) en fais-
ceaux. Ces faisceaux sont caractérisés par un nombre restreint de rayons « porteurs » 23.
Typiquement, ces faisceaux (ou tube de rayons) sont délimités par des parallèles, des
cônes ou des pyramides par exemple [SR94], [SM97]. Ainsi l’évolution du faisceau ne dé-
pend que de l’évolution de ses rayons porteurs ce qui simplifie considérablement le calcul
des interactions faisceaux-objets.
Figure 3.10 – Exemple d’échantillonnage de l’espace autour de la source.
23. Trois rayons pour un faisceau triangulaire, quatre pour un faisceau quadrangulaire, etc.
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La source est décomposée en faisceaux homogènes, cf. Fig. 3.10, lesquels au cours de
leur propagation 24 et de leurs interactions vont s’adapter et se subdiviser à leur tour en
d’autres faisceaux (homogènes ou inhomogènes). On parle alors de subdivision adaptative
cf. Fig. 3.11. La subdivision d’un faisceau se fait successivement tant que persiste des
faisceaux inhomogènes ou que ces derniers n’ont pas atteint un critère limitant 25.
Figure 3.11 – Exemple de subdivision homogène d’un faisceaux.
24. Ces faisceaux s’élargissent au cours de la propagation.




Chacunes des méthodes mentionnées précédemment est adaptée à la modélisation
d’un type de problème. Certaines sont plutôt dédiées à l’étude de dispositifs électrique-
ment petits (méthodes rigoureuses) tandis que d’autres sont plutôt dédiées à l’étude de
dispositifs électriquement grands (méthodes asymptotiques). Il serait intéressant d’élar-
gir le domaine d’application de ces méthodes afin de modéliser l’ensemble du canal de
propagation, d’une source vers un récepteur, dans un environnement réel constitué de
nombreux objets de dimensions variées.
De nombreuses techniques d’optimisation et d’accélération ont été développées pour
réduire l’espace mémoire et le coût de calcul des méthodes de modélisation [SC95]. Malgré
ces efforts, aucune méthode ne peut prétendre modéliser l’ensemble du canal de propaga-
tion. Une solution consiste alors à coupler certaines d’entre-elles, chacune travaillant sur
son domaine de prédilection. On appelle ces méthodes, des méthodes hybrides.
La modélisation de problèmes multi-échelles — objets de petites et grandes dimensions
par rapport à la longeur d’onde — nécessite de coupler différentes méthodes entre-elles. Le
principe du couplage consiste à réduire le problème initial en le décomposant en plusieurs
sous-domaines, sur chacun desquels on applique une méthode de résolution appropriée.
On parle aussi de calcul collaboratif, chaque méthode de résolution traite son domaine
particulier. Ceci nécessite la création d’interfaces entre les méthodes ainsi couplées pour
assurer la continuité entre les sous-domaines.
Il existe principalement trois types de couplage :
• des couplages entre méthodes rigoureuses.
• des couplages entre méthodes asymptotiques.
• des couplages entre méthodes rigoureuses et asymptotiques.
Notons que la plupart des méthodes utilisées possèdent une formulation dans les
domaines temporel et fréquentiel. Ceci n’empêche en rien le couplage de méthodes dont
les domaines d’analyse sont différents. Une transformée de Fourier permettra de passer
d’un domaine à l’autre afin que chacune des méthodes ainsi couplées travaille sur son
domaine. La difficulté de coupler des méthodes temporelles réside dans la stabilité de
celles-ci.
Il existe une multitude de méthodes hybrides. Nous n’en donnerons ici que quelques
exemples, la liste étant loin d’être exhaustive.
Méthodes Hybrides
4.1 Couplages des méthodes rigoureuses
De nombreux couplages ont été développés à partir des méthodes rigoureuses pour
l’analyse de la CEM entre dispositifs hyperfréquences ou l’étude du rayonnement d’une
antenne en espace libre.
Parmi les méthodes rigoureuses, certaines sont basées sur les champs électromagné-
tiques (méthodes volumiques) tandis que d’autres sont basées sur les courants (équations
intégrales). Le couplage entre ces différentes méthodes permet l’analyse de problèmes
multi-échelles. En effet, à partir des courants on peut obtenir l’expression du champ
rayonné dans tout l’espace, ce qui n’est pas envisageable avec les méthodes volumiques
basées sur les champs, et qui nécessitent d’échantillonner tout l’espace d’analyse. De plus,
leurs capacités à modéliser des objets complexes — de forme géométrique quelconque —
en font des méthodes privilégiées pour l’analyse de dispositifs dont les formes sont com-
plexes. Aussi elles permettent l’analyse du couplage électromagnétique entre des objets
proches ou l’analyse du rayonnement d’un dispositif dans un milieu inhomogène.
Une autre solution consiste à définir des surfaces fictives autour d’un objet pour en
chercher les courants de surface. Typiquement, chaque objet est placé à l’intérieur d’un
volume de calcul (TLM, FDTD par exemple) et entouré d’une surface fictive dont on
cherche à déterminer les courants de surface. On utilise souvent la technique Marching-
on-in-Time pour déterminer ces courants [MMR97], [MW05]. Le champ tangentiel de
chaque surface fictive provient du champ électromagnétique du volume de calcul propre
de l’objet et du champ rayonné par l’ensemble des objets, y compris lui-même. Ceci
permet ainsi de calculer le champ électromagnétique en tout point de l’espace.
Parmi ces couplages, on peut citer celui d’une méthode volumique telle que la méthode
TLM avec les équations intégrales (TLM-IE) qui est très bien adapté à la modélisation
des interactions électromagnétiques entre des objets complexes séparés par une grande
distance (grande région d’espace libre) [LPR99]. Les objets (volumiques) sont modélisés
par la TLM tandis que les éléments de surface des sous régions (surfaces des objets) sont
couplées avec la méthode des équations intégrales via des fonctions de Green dans le
domaine temporel.
Aussi, ce couplage a permis l’étude par exemple du rayonnement d’une ligne micro-ruban
en zone de champ proche et en zone de champ lointain [PLR98].
On peut également citer le couplage entre la TLM-IE et la TD-MoM 1 pour l’analyse de
structures rayonnantes dans des environnements de propagation en présence d’obstacles
et plus particulièrement pour étudier le couplage en zone de champ proche d’une antenne
patch avec des objets métalliques [KR07].
On trouve d’autres types de couplage entre la TLM et la FDTD ou entre la FDTD et la
MoM pour la résolution de problèmes de CEM [EH96], [PLR99]. Ou bien encore entre la
TLM et la MoM pour étudier les interférences entre antennes [NMBS08].
On peut aussi utiliser la MoM pour modéliser la condition d’espace ouvert d’une structure
rayonnante (pas d’échantillonnage nécessaire du volume) et la FEM pour modéliser un
1. Time Domain - Method of Moments.
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milieu inhomogène (corps/objets diélectriques) en termes de distribution des champs à
l’intérieur d’un volume.
Citons également un couplage entre la méthode spectrale et la FDTD pour l’analyse de
milieux anisotropes, inhomogènes et périodiques [CGS93].
Ce type de couplage permet aussi le traitement de problèmes multi-physique en chois-
sissant par exemple une méthode pour traiter des aspects électromagnétiques et une autre
pour les aspects thermiques [Tri08].
4.2 Couplages des méthodes asymptotiques
Nous avons vu au chapitre précédent une technique de lancer hybride : le lancer de
faisceaux adaptatifs cf. Section 3.3.3 p. 45. Ce n’est pas à proprement parler un couplage
entre méthodes mais bien une méthode particulière. On la nomme hybride car elle allie
certaines caractéristiques des méthodes de lancer de rayons et de lancer de faisceaux.
Des techniques de couplages entre méthodes asymptotiques existent et notamment
entre les méthodes basées sur les champs électromagnétiques et celles basées sur les cou-
rants.
Une d’elle utilise le lancer de rayons avec la PO/PTD pour déterminer la SER 2 d’une
cible [Wei06]. L’idée est de combiner l’algorithme du lancer de rayons avec les principes
de la PO et de la PTD. La technique consiste à décomposer la surface de l’objet « cible »
par un grand nombre de rayons et d’utiliser la PO/PTD pour calculer le courant à la
surface de l’objet ainsi échantillonné. L’intégrale de surface de la PO/PTD se réduit alors
comme la somme des contributions des rayons sur chaque élément de surface.
Une autre méthode utilisant les principes de la diffraction optique et physique, c’est-à-
dire UTD et PO, a été développée pour tenir compte des diffractions multiples d’une onde
sphérique sur une série d’obstacles parfaitement conducteurs [RMGPJL09]. Ces obstacles
peuvent avoir différentes formes canoniques tels que des coins, des arêtes ou des cylindres.
Cette formulation n’a pas besoin de tenir compte des termes de diffraction de plus haut
degré (slope-diffraction) qui assurent la continuité et améliore la précision entre les zones
d’ombre de l’UTD. En effet, l’utilisation de l’UTD est limitée dans les zones de transition.
On évalue seulement la diffraction simple à laquelle s’ajoute la formulation de la PO pour
les multiples diffractions.
On peut également citer un couplage entre la GO et la PO/PTD pour déterminer la SER
d’une cible radar [VW09].
Cependant, ces approches sont limitées à l’étude en champ lointain (hypothèse haute
fréquence) d’objets relativement simples.
4.3 Couplages des méthodes rigoureuses/asymptotiques
L’hybridation des méthodes numériques et asymptotiques suscite un grand intérêt
dans un compromis entre précision et temps de calcul.
2. Surface Équivalente Radar, en anglais RCS pour Radar Cross Section.
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Les méthodes rigoureuses étant plutôt dédiées à l’étude d’objets électriquement petits
et les méthodes asymptotiques aux objets électriquement grands, il semble donc très
intéressant de coupler ces méthodes entre-elles afin d’étudier des problèmes multi-échelles
de rayonnement, de diffraction et de couplage d’antennes sur des structures de grandes
dimensions.
Deux types de problèmes électromagnétiques se posent dans ce genre de couplage. On
cherche généralement à étudier les interactions d’une source avec un objet de grande ou
de petite dimension.
Dans le premier cas, le problème consiste à modéliser la source par une méthode rigoureuse
appropriée et à étudier l’interaction avec un objet de grande dimension par une méthode
asymptotique. D’une manière générale, l’utilisation de méthodes rigoureuses dans ce cas
consiste à déterminer les courants pour appliquer ensuite une méthode physique telle que
la PO ou la PTD par exemple.
A contrario, dans le second cas, la source est modélisée à l’aide d’une méthode asymp-
totique (typiquement lancer de rayons) et l’objet de petite dimenson avec une méthode
rigoureuse.
Dans ces deux cas, la source et l’objet doivent être placés relativement loin l’un de l’autre,
ce qui exclut ou du moins rend difficile l’étude du couplage entre eux. Ceci nécessite que
l’objet considéré doive être de dimension comparable à la longueur d’onde, auquel cas, le
volume de calcul deviendrait beaucoup trop important. De plus, la source doit se trouver
en zone de Fraunhofer (zone de champ lointain). En effet, plus la source est éloignée et
plus l’effet de couplage diminue.
La FDTD est une des méthodes le plus souvent utilisée pour réaliser des couplages de
méthodes électromagnétiques, comme la FDTD et l’UTD [BEJ96], [Bea02a] par exemple.
Un problème typique est l’analyse en zone de champ lointain du champ électromagnétique
rayonné par une antenne placée à proximité d’un réflecteur (plan fini).
On peut citer également le couplage entre la méthode TLM et la TD-PO 3 pour obtenir
le diagramme de rayonnement d’une antenne proche d’un réflecteur [Lan08]. La TLM
respectivement la TD-PO sont utilisées pour modéliser les objets complexes de petites
dimensions respectivement les structures électriquement grandes.
Ce type de problème du couplage entre des antennes et de larges structures métalliques
peut aussi être étudié par le couplage entre la FEM et l’UTD [HPB00].
Ou bien encore la MoM-GTD pour étudier le couplage d’une antenne proche d’un objet
conducteur de grande dimension tel que les antennes sur des porteurs par exemple [TN75],
[DT84]. La MoM est utilisée pour modéliser l’antenne tandis que la GTD est utilisée pour
analyser le rayonnement électromagnétique de l’objet dans l’espace.
La MoM-UTD peut être utilisée pour l’étude du couplage entre les ouvertures d’antennes
cylindriques [PJ01]. Le calcul des champs à l’intérieur de l’ouverture est effectué par la
MoM et l’UTD est utilisée pour déterminer les champs rayonnés d’une ouverture à l’autre.
On trouve aussi un couplage entre la FDTD et la PO [Boz98] pour l’étude du champ
électromagnétique rayonné par des structures de dimensions différentes. Ce couplage
donne des résultats d’autant plus corrects que l’on se situe loin de l’objet réflecteur,
3. Time Domain - Physical Optic.
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et où le phénomène de réflexion devient prépondérant devant le phénomène de diffraction
car l’optique physique ne tient pas compte de la diffraction.
Aussi, on peut citer la FDTD couplée au lancer de rayons [Bea02b] [WSNC00]. Le lancer
de rayons est utilisé pour les zones d’espace libre et la FDTD pour analyser les objets
complexes (comportant des discontinuités) où les solutions basées sur le lancer de rayons
ne sont pas suffisamment précises. Ce sont typiquement des situations de propagation in-
door ou de rayonnement d’une antenne en espace libre. Dans le même type de problème,
on trouve aussi du couplage entre la FEM et la PO-PTD [Din04].
D’autre méthodes encore telles que la MoM-PO [JL95] pour tenir compte d’un coin
parfaitement conducteur ou l’UTD-FDTD [RMP99] pour étudier le rayonnement d’une
structure cylindrique.
Le simulateur FekoTM utilise aussi la MoM-UTD, la MoM-GO ou la MoM-PO pour traiter
de problèmes électromagnétiques divers.
Généralement les méthodes hybrides couplent deux méthodes. D’autres, dites « multi-
hybrides » mettent en œuvre un couplage entre trois voire quatre méthodes pour certaines.
Ceci dit la mise au point de tels couplages de méthodes peut devenir relativement com-
plexe, c’est pourquoi souvent les couplages se limitent à deux méthodes.
Parmi ces méthodes multi-hybrides, on peut mentionner un couplage entre la FDTD, la
TD-MoM 4 et la TD-FEM 5 [Mea04]. Aussi entre la FDTD, la TD-MoM et la GTD [BH05]
ou bien encore entre la FEM, la PO/PTD et l’UTD [FRGCGRSP07].
L’ensemble de ces méthodes n’est qu’un aperçu des techniques de couplage existantes,
la liste étant loin d’être exhaustive. La plupart des méthodes mentionnées ont été dé-
veloppées dans les domaines temporel et fréquentiel et on trouve des couplages entre
la plupart d’entre-elles. En effet elles permettent chacune de couvrir avec une certaine
précision (fonction des hypothèses de départ) un certain domaine d’analyse.
4. Time Domain - Method of Moment.
5. Time Domain - Finite Element Method.
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Conclusion de la partie I
Actuellement, la plupart des simulateurs électromagnétiques se basent sur une réso-
lution des équations de Maxwell sous forme intégrale, différentielle ou par des approxi-
mations hautes fréquences de ces équations.
Un grand nombre de méthodes a été développé pour résoudre des problèmes électroma-
gnétiques, certaines dites « rigoureuses » sont plutôt dédiées à l’analyse de dispositifs
électriquement petits, et d’autres dites « asymptotiques » sont plutôt dédiées l’analyse
de dispositifs électriquement grands.
Les limitations des ces méthodes de modélisation des phénomènes électromagnétiques
— en termes de complexité et de dimension des systèmes à modéliser — incitent à cher-
cher et à développer de nouvelles techniques. Une solution consiste à coupler certaines de
ces méthodes entre-elles afin de bénéficier des performances de chacune dans leur domaine
de prédilection, ce sont les méthodes hybrides. Le problème initial est décomposé sur des
sous-domaines sur lesquels on applique une méthode de résolution appropriée. Cepen-
dant, leurs limitations propres sont également une contrainte à leur développement.
Malgré les apports faits à ces différentes méthodes pour simplifier les calculs électro-
magnétiques, la dimension et la complexité des problèmes à traiter nécessitent un saut
méthodologique important. Ceci dans le but de répondre au mieux à ces exigences, en
développant une méthode et un outil capables de tenir compte à la fois de la complexité
des systèmes à modéliser et d’autre part de leur intégration dans un environnement réel
de grande dimension.
Les méthodes de modélisation des systèmes complexes et leur approche multi-agents
peuvent répondre à cette problématique.
Nous allons voir dans la seconde partie comment ces méthodes peuvent répondre à notre
problématique et sur quels concepts elles se basent pour construire un modèle d’un envi-
ronnement électromagnétique.
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par une approche multi-agents

Introduction à la partie II
Nous cherchons à modéliser la propagation des ondes électromagnétiques à travers un
système complexe énactif dans lequel un système dynamique décrit les phénomènes et les
interactions électromagnétiques.
Nous allons donc étudier dans cette partie, les concepts qui guident notre approche de la
modélisation d’un environnement électromagnétique par la méthode énactive, en vue de
son instrumentation via un système de réalité virtuelle.
Nous débuterons cette partie par une description de ce qu’est la méthode énactive, les
concepts et la méthodologie qu’elle fournit pour la modélisation de systèmes complexes
tels que le nôtre.
Cette méthode est basée sur le principe d’énaction [VTR91], [Tho07], principe qui vise
à étudier par ses interactions, un individu (une entité) et son environnement. Dans ce
contexte, nous devons identifier explicitement ce que sont nos entités et la manière dont
celles-ci interagissent avec leur environnement.
Ainsi, la modélisation énactive de problèmes de propagation électromagnétique doit
reposer sur une définition rigoureuse des entités.
Aussi, il nous faudra définir explicitement les interactions qui peuvent avoir lieu au sein
de notre système afin de reconstituer des phénomènes électromagnétiques au sein d’un
système de réalité virtuelle.

Chapitre 5
La méthode de modelisation énactive
Nous cherchons à modéliser des phénomènes électromagnétiques à travers un système
multi-agents instrumenté via un système de réalité virtuelle.
Les systèmes multi-agents mettent en œuvre un ensemble de concepts et de tech-
niques permettant à des agents d’interagir avec leur environnement. Ils reposent donc sur
une définition rigoureuse de ce que sont les agents, de la nature des interactions et de
l’environnement dans lequel ces agents évoluent et peuvent interagir.
Aussi, la modélisation de phénomènes naturels au sein d’un environnement virtuel ne
demande pas de simuler ces phénomènes tels qu’ils nous apparaissent dans la réalité mais
plutôt à décrire ces phénomènes d’un point de vue phénoménologique, afin d’en extraire
les caractéristiques et paramètres essentiels nécessaires à leur reconstruction au sein d’un
monde virtuel.
De plus, il n’existe pas de modèle global d’un environnement naturel [Moi06]. La com-
plexité d’un tel système contraint à une approche locale des phénomènes. Dans ce contexte,
les phénomènes sont modélisés en tant qu’entités autonomes en interaction.
La méthode dite « énactive » proposée dans ces travaux, rompt radicalement avec les
concepts des méthodes « classiques » présentées dans la partie précédente et propose une
méthode spécifique pour la modélisation de tels systèmes complexes.
5.1 Les systèmes multi-agents
Depuis quelques années, les systèmes multi-agents (SMA) ont pris une place de plus
en plus importante dans de nombreux domaines d’application, ceci à travers l’intelligence
artificielle, l’informatique [Fer95], [Woo02], et aussi dans les sciences sociales, les sciences
naturelles . . . [Wei99], [AP06].
La modélisation multi-agents permet de conceptualiser et de simuler un ensemble
organisé d’agents en interaction entre eux et avec leur environnement, et permet la for-
malisation de systèmes complexes comportant des échelles — spatiales, temporelles, or-
ganisationnelles — multiples et variées. Le système est alors composé d’un ensemble
d’agents, situés dans un environnement et interagissant selon certaines relations.
Un agent est une entité caractérisée par le fait qu’elle est, au moins partiellement, auto-
nome.
La méthode de modelisation énactive
Un tel système doit répondre à un certain nombre de problématiques :
• relations entre l’agent et l’environnement : un agent doit être capable d’in-
teragir au sein de l’environnement.
=⇒ notions de perception, de décision, d’action.
• nature des interactions : Quels types d’interactions, qui interagit avec qui et de
quelle manière ?
=⇒ notions d’adaptation, d’apprentissage . . .mais aussi de communication.
• temps des interactions : À quel moment et pendant combien de temps ?
=⇒ notions d’instant, de durée de l’action mais aussi de zone de perception, détec-
tion.
Ces différents éléments ont pour but de répondre à la question fondamentale des
systèmes multi-agents qui porte sur la représentation de l’environnement par les agents :
Comment un ensemble d’agents interagit dans un environnement partagé, et comment cet
environnement interagit sur ces agents ?
La notion d’objet 1 apporte tout un ensemble de concepts et une méthodologie pour la
formalisation et la modélisation de tels systèmes. Elle permet de créer une représentation
abstraite, sous forme d’objets, d’entités ayant une existence matérielle ou virtuelle.
Un objet est caractérisé par plusieurs propriétés :
• ses attributs : paramètres, données qui caractérisent les propriétés de l’objet.
• ses méthodes : « fonctions » qui caractérisent le comportement de l’objet.
• son identité : chaque objet est caractérisé par un identifiant propre qui le distingue
des autres objets.
Ceci permet de conceptualiser ce qu’est un agent. Aussi, l’architecture des systèmes
multi-agents repose sur différents éléments : les agents, l’environnement et les interactions.
Les systèmes multi-agents permettent la modélisation de systèmes complexes, là où la
formalisation mathématique n’apporte pas de solution analytique. Cependant, la formali-
sation d’un problème via un système multi-agents et la caractérisation de son architecture
dépend avant tout de ce que nous cherchons à modéliser. Il est donc important de concep-
tualiser et de formaliser de manière explicite ce dont nous avons besoin.
Nous cherchons à suivre l’évolution d’une onde électromagnétique (front d’onde) et
ses interactions éventuelles avec des objets de dimensions variées 2 placés dans une scène.
Notre modèle doit donc reposer sur une description précise des milieux de propagation,
supports des interactions, et des phénomènes électromagnétiques associés tels que :
• la propagation
• la réflexion et la réfraction
• la diffraction
1. Au sens de la programmation orientée objet.
2. Objets électriquement petits ou grands.
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La modélisation de phénomènes électromagnétiques par une approche multi-agents
nécessite de définir un certain nombre de concepts et une certaine méthodologie quant à
la formalisation et à l’implémentation informatique d’un tel système.
Bien que cette approche soit particulièrement nouvelle dans le domaine des hyperfré-
quences, ce n’est pas forcément le cas dans d’autres domaines et notamment en informa-
tique, en science sociale ou bien encore en biologie par exemple où les concepts d’agents
semblent plus pertinent que n’importe quel modèle mathématique.
En effet, cette approche permet de faire émerger naturellement, à partir de lois simples,
des comportements d’ensemble qui ne sauraient trouver une solution par une « simple »
description mathématique comme l’émergence de comportements macroscopiques à par-
tir de lois microscopiques. Aussi, elle permet de définir des niveaux de modélisation à
des échelles multiples. De plus, l’ajout de nouveaux phénomènes ne remet pas en cause
le système.
Les réponses à ces questions doivent permettre de formaliser le problème de manière
pertinente afin de construire une méthodologie suffisamment précise pour être capable
d’implémenter un tel système via l’ensemble des outils informatiques disponibles.
La méthode de modélisation énactive constitue une approche originale pour la modélisa-
tion d’un tel environnement.
5.2 La méthode énactive
La méthode de modélisation énactive [PT05] constitue une approche atypique pour
la modélisation dynamique d’un environnement naturel et sa simulation en un système
de réalité virtuelle [Tis01]. Elle est basée sur le principe d’énaction 3 [VTR91], [Tho07],
principe qui vise à étudier par ses interactions, un individu (une entité) et son environne-
ment : « L’organisation énactive résultante de la modélisation est alors composée d’entités
autonomes en interaction via un milieu qu’elles créent et façonnent elles-mêmes » [Par04].
Il n’existe pas de modèle global d’un environnement naturel. La complexité d’un tel
système contraint à une approche locale des phénomènes et à en répartir le contrôle au
niveau des composants du système. Chaque individu, chaque composant du système ne
connaît et n’a accès qu’à une portion de l’ensemble des connaissances ; c’est la cohabi-
tation de chacun d’entre eux, apportant ses connaissances locales qui fait du monde ce
qu’il est dans sa globalité.
Dans ce contexte, les phénomènes sont modélisés en tant qu’entités autonomes en inter-
action. Ceci introduit la notion de modélisation multi-agent qui permet de conceptualiser
et de simuler un ensemble organisé d’agents en interaction entre eux et avec leur environ-
nement. Aussi elle permet de formaliser des situations complexes comportant des échelles
de temps et d’espace pouvant être très différentes.
Reconstituer les phénomènes au sein d’un environnement virtuel ne demande pas de
considérer ces phénomènes tels qu’ils nous apparaissent dans la réalité. Cela n’a pas de
3. Selon ce principe, le phénomène cognitif est indissociable de l’environnement dans lequel il se
produit.
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sens pour une onde électromagnétique de percevoir son environnement, pas plus que d’ap-
pliquer telle ou telle méthode pour adapter sa propagation et interagir avec les objets de
l’environnement ; ceci est une représentation de notre esprit pour comprendre et expliquer
les phénomènes qui peuvent avoir lieu.
La modélisation d’un système complexe énactif nécessite d’autonomiser les modèles
associés. L’autonomisation d’un modèle consiste à le doter de capacités de perception,
d’action et de décision au sein de son environnement. C’est une contrainte nécessaire
afin de ne pas avoir à remettre en cause le modèle lors de l’introduction de nouveaux
phénomènes dans le système ainsi modélisé. Chaque modèle de phénomène est vu comme
une entité autonome.
Autonomiser le modèle d’un phénomène naturel en le dotant de capacités de perception
et d’adaptation ne demande pas de considérer le phénomène comme ayant ces capacités.
Le phénomène réel est naturellement inscrit dans un monde physique. En revanche, en
réalité virtuelle, il faut reconstituer virtuellement ce monde physique. Il est alors plus
simple si chaque modèle est capable de construire de façon autonome le milieu nécessaire
à la réalisation de son comportement.
Dans ce contexte, la simulation d’un tel modèle tient avant tout à la phénoménologie
des phénomènes plutôt que de réaliser la simulation de ces phénomènes, ce qui reviendrait
à résoudre un système différentiel. La modélisation d’un tel système ne requiert plus
a priori d’échantillonner l’espace d’analyse pour construire le milieu topologique spatio-
temporel. Chaque entité participe par ses interactions à la construction d’un monde.
Le développement de cette nouvelle méthode est basée sur une bibliothèque de simula-
tion d’entités autonomes et de rendu 3D, écrite en C++, nommée ARéVi 4 et développée
au CERV 5. Cette bibliothèque fournit une collection d’outils pour simplifier l’écriture
d’applications de réalité virtuelle. Elle fournit notamment :
• de quoi doter les entités d’activités, de gérer leur ordonnancement et de les faire
communiquer entre elles.
• des moyens d’interactions avec l’utilisateur qui permettent à celui-ci de pouvoir
participer au sein même de l’environnement virtuel.
• d’un ensemble d’objets 3D.
Pour obtenir une description plus détaillée de cette bibliothèque, on pourra se reporter
au lien de la note d’ARéVi (cf. bas de page). Cette bibliothèque a permis de développer
un ensemble de modèles réalistes et performants pour des applications très diverses,
cf. Figs. 5.1 et 5.2, telles que :
• l’environnement de formation à la conduite automobile en trafic routier ARéVi-Road 6
[Her06].
• l’application GASPAR 7 qui permet de simuler l’activité aérienne sur un porte-
avions [MSQB06].
4. Atelier de Réalité Virtuelle : http://svn.cerv.fr/trac/AReVi/wiki/home_fr
5. Centre Européen de Réalité Virtuelle : http://www.cerv.fr/fr/activites/AReVi.php
6. http://www.areviroad.com/
7. Gestion Aviation Sur Porte-Avions par la Réalité virtuelle.
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• le modèle énactif de mer virtuelle IPAS 8 [Par04], [PJT04].
• le modèle énactif de thermodynamique moléculaire [CBP+10].
Figure 5.1 – Exemple de modèles (non-énactifs) basés sur ARéVi.
Figure 5.2 – Exemple de modèles énactifs basés sur ARéVi.
Notons que le modèle énactif de thermodynamique moléculaire est basé sur le même
« code générique » que celui utilisé pour implémenter notre modèle énactif électroma-
gnétique. Pour être plus précis, ce code a été développé à la base pour modéliser des
phénomènes de thermodynamique moléculaire et nous nous en sommes servi en l’adap-
tant à nos phénomènes électromagnétiques.
5.3 Application aux systèmes électromagnétiques
L’objectif de ces travaux est de développer un nouvel outil et un simulateur électroma-
gnétique basé sur les approches des systèmes multi-agents et la méthode de modélisation
énactive ; et instrumenté via un système de réalité virtuelle. La démarche conceptuelle du
modèle doit répondre à un certain nombre de questions lors de la formalisation du modèle
et notamment celles des phénomènes à modéliser, dans quels milieux et par quelles entités
les modéliser afin de reconstituer un système électromagnétique cohérent.
Nous cherchons à modéliser la propagation des ondes électromagnétiques à travers
un système complexe énactif en développant un laboratoire virtuel (virtuoscope 9), d’où
8. Animation Phénoménologique de la Mer, en anglais Interactive Phenomenological Animation of
the Sea.
9. cf. glossaire : http://www.cerv.fr/fr/page_pres_manifeste.php
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le terme in virtuo, dans lequel un système dynamique décrit les phénomènes et les in-
teractions électromagnétiques. La méthode de modélisation énactive offre un formalisme
et une méthodologie pour la modélisation d’un environnement tel que le nôtre. Il s’agit
de modéliser un système complexe, c’est-à-dire un système où de nombreux phénomènes
interagissent de nombreuses façons à des échelles de temps et d’espace pouvant être très
différentes.
La méthodologie des systèmes multi-agents consiste à identifier et décrire de manière
explicite les différents éléments constituant le système à savoir l’environnement, les agents
(entités) qui le peuple et les interactions qui peuvent y avoir lieu.
Aussi, un des avantages de ce type d’approche est de pouvoir intégrer des modèles de
plusieurs types d’agents au sein d’une même simulation. Cette possibilité très originale
permet de rendre compte des incohérences entre modèles décrivant des processus diffé-
rents et interagissant entre-eux.
L’aspect visualisation dynamique du système est également un des aspects fondamentaux
du succès du développement de telles méthodes car il permet au-delà de l’aspect pédago-
gique voire ludique, de développer et comprendre plus rapidement et ce avec davantage
de facilité le système ainsi étudié.
5.3.1 Les entités
D’un point de vue général, un agent est une entité douée de capacités plus ou moins
développées pour percevoir, agir et prendre des décisions au sein de son environnement.
Une entité est caractérisée par le fait qu’elle est, au moins partiellement, autonome ; elle
doit l’être suffisamment pour pouvoir prendre des initiatives dans l’intention d’atteindre
son but (si elle en a un) ou bien d’appliquer certains de ses savoir-faire suite à un stimu-
lus 10 ou plusieurs stimuli.
Pour que l’ensemble des agents constitue un système cohérent, ils doivent pouvoir
avoir un certain degré de coopération entre eux, c’est-à-dire avoir la capacité de commu-
niquer et échanger des informations entre-eux mais aussi avec leur environnement afin
d’être capables d’y interagir et de s’y adapter de manière cohérente. La communication
et l’échange d’information suggèrent d’être capable de percevoir l’environnement et l’en-
semble, ou du moins une partie, des éléments qui le constituent. Une entité est donc
sensible à son environnement et ce dans une certaine limite ; elle possède par conséquent
une certaine zone de perception qui par définition, est souvent restreinte.
La modélisation de phénomènes électromagnétiques consiste à modéliser la propaga-
tion d’une onde, ou plutôt d’un front d’onde, électromagnétique et ses interactions avec
les différents objets d’une scène de simulation. Dans ce contexte, nous pouvons distinguer
les différents éléments constitutifs de notre modèle :
• des ondes électromagnétiques =⇒ fronts d’ondes.
• des milieux électromagnétiques =⇒ les milieux de propagation.
10. Un stimulus est un facteur externe ou interne susceptible de provoquer un changement de compor-
tement, une modification de l’état d’un « sujet ». Le « sujet » doit donc être sensible (au sens philoso-
phique du terme), c’est-à-dire susceptible de percevoir par des sens, ou plus largement, par un ensemble
d’impressions et de représentations.
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Les entités sont les briques élémentaires de notre système. Elles sont une représen-
tation du monde physique. Ce sont elles qui vont construire de par leurs interactions le
milieu électromagnétique nécessaire à la reconstitution de phénomènes réels au sein d’un
environnement virtuel. Parmi ces entités, nous pouvons distinguer les ondes et les milieux
électromagnétiques.
Les ondes électromagnétiques et les phénomènes associés sont modélisés en tant qu’enti-
tés autonomes ; ce sont plus exactement des fronts d’ondes. Les milieux étant supposés
linéaires, homogènes et isotropes (hypothèse LHI), ces entités sont transparentes les unes
aux autres et on peut donc appliquer le principe de superposition.
Les milieux électromagnétiques sont un autre type d’entité. Ces milieux sont les supports
de la propagation des ondes. En effet, une onde est forcément associée à un milieu —
sans quoi elle ne pourrait se propager — avec lequel elle peut interagir. Nous supposerons
dans nos modèles des milieux diélectriques ou conducteurs avec ou sans pertes. Si le mi-
lieu n’est pas précisé, c’est qu’il est supposé être constitué d’air (vide). Ces entités ont la
particularité d’avoir une représentation physique 11 dans le monde réel (excepté l’air). De
plus, la vitesse de déplacement relative d’un milieu (assimilé à un objet) est négligeable
par rapport à celle d’une onde électromagnétique. De ce fait, nous considérons des milieux
(objets) immobiles.
Aussi, chaque entité possède des propriétés, des méthodes (fonctions) et des activités
(relation avec le temps) qui lui sont propres et lui permettent de percevoir son environ-
nement et d’y interagir en « temps réel ».
Ces ondes et ces milieux vont pouvoir interagir ensemble. Il nous faut désormais caracté-
riser ces interactions et les phénomènes qui y sont associés.
5.3.2 Les interactions
Les interactions qui peuvent avoir lieu dépendent de la nature des phénomènes élec-
tromagnétiques que nous cherchons à modéliser et de la dimension du modèle considéré
(1D, 2D, 3D). D’une manière générale, ces phénomènes sont :
• la propagation d’une onde dans un milieu.
• la réflexion d’une onde à l’interface entre deux milieux.
• la réfraction d’une onde d’un milieu vers un autre.
• la diffraction d’une onde sur les coins ou arêtes d’un milieu.
Ce sont principalement des interactions du type ondes/milieux. Cependant, la recons-
titution de phénomènes physiques au sein d’un environnement virtuel nécessite de déve-
lopper des outils (instruments) de « mesure » virtuels afin d’être capable de récupérer cer-
taines informations de l’environnement et notamment le champ électromagnétique. De ce
fait, nous devons considérer des interactions supplémentaires du type ondes/instruments.
11. Ce sont des milieux matériels constitués par un matériau et donc palpables (à l’exception de l’air).
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5.3.3 Les instruments de « mesure »
Nous désirons connaître à l’issue de la simulation d’un système électromagnétique,
le champ électromagnétique en un point ou une région de l’espace. Cela nécessite d’être
en mesure de « mesurer » ce champ et par conséquent de développer des outils pour
quantifier ou cartographier le champ électromagnétique en un point ou une région de
l’espace. Pour cela, nous avons développé plusieurs instruments :
• cellule de lecture =⇒ lecture locale de l’état du champ électromagnétique.
• carte de champ =⇒ cartographie par une échelle de couleur de l’état du
champ électromagnétique dans une région de l’espace.
Ces instruments sont un autre type d’entité et participent au même titre que les ondes
et les milieux électromagnétiques à la simulation et à certaines interactions.
5.4 Exemples de scénarios
La validation totale de notre modèle énactif d’un système complexe électromagné-
tique est forcément expérimentale et repose sur la simulation. Seule la simulation peut
nous permettre de valider (ou non) l’ensemble des concepts de cette méthode de modé-
lisation. Nous ne possédons pas d’autres moyens pour vérifier d’une quelconque manière
(mathématique, . . . ) notre modèle.
Pour cela, nous avons développé deux modèles électromagnétiques, l’un unidimension-
nel (1D) et l’autre bidimensionnel (2D) ; et nous avons imaginé pour chacun de ces modèles
un ensemble de scénarios afin de caractériser certaines des propriétés électromagnétiques
des ondes et des milieux. Nous allons simuler in virtuo un ensemble d’expériences que
nous devrons bien entendu être en mesure de comparer avec la théorie (lorsque c’est
possible) ou des outils de modélisation plus classiques et appropriés.
Scénarios 1D Caractérisation
propagation dans l’air =⇒ évolution.
réflexion sur une structure =⇒ coefficients de réflexion.
réfraction sur une structure =⇒ coefficients de transmission.
cavité résonante =⇒ résonance des modes.
Scénarios 2D Caractérisation
propagation dans l’air =⇒ évolution.
diffraction sur une structure =⇒ coefficients de diffraction.
environnement en espace ouvert =⇒ carte de champ.




Nous venons d’établir dans le chapitre précédent ce qu’est notre système énactif élec-
tromagnétique et la manière dont celui-ci doit être formalisé. Un tel système est constitué
d’un environnement peuplé d’entités autonomes qui interagissent entre-elles et avec leur
environnement. Ce dernier est le « support » des interactions et délimite le domaine de
validité, c’est-à-dire le domaine d’existence des entités.
Aussi, nous désirons connaître à l’issue de la simulation, le champ électromagnétique en
un point ou une région de l’espace.
Notre système énactif électromagnétique est alors constitué par :
• des ondes électromagnétiques =⇒ fronts d’ondes.
• des milieux électromagnétiques =⇒ les milieux de propagation.
• des instruments de mesure =⇒ cellules de lecture ou cartes
de champ électromagnétique.
Ces différents éléments doivent être situés dans l’espace ; ils sont localisés et possèdent
par conséquent une certaine forme finie. Il nous faut donc définir quelle représentation
géométrique nous leur associons, celle-ci étant conditionnée par la nature de l’entité et la
dimension du modèle 1 considéré.
Le développement de nos modèles électromagnétiques est basé sur une bibliothèque
de simulation d’entités autonomes et de rendu 3D nommée ARéVi, cf. Section 5.2 p. 69.
Cette bibliothèque met à notre disposition un ensemble d’outils et d’objets 3D tels que
des boîtes (du type paralléllépipèdes rectangles), des sphères, des cylindres et des cônes
par exemple. De plus, elle offre un ensemble de méthodes et un ordonnanceur pour la
gestion et l’organisation des activités des entités.
La modélisation énactive de problèmes de propagation électromagnétique doit repo-
ser sur une définition d’entités rigoureuse. Pour cela, il nous faut partir de descriptions
simplifiées des phénomènes à modéliser de façon à dégager les paramètres essentiels de
nos entités.
6.1 Les ondes électromagnétiques
Une entité onde électromagnétique est la représentation virtuelle d’une onde physique.
Elle doit par conséquent être définie explicitement en tant que telle et posséder une
description et un contenu électromagnétique.
1. On entend ici dimension spatiale du modèle : uni-(1D), bi-(2D) voire tri-(3D) dimensionnelle.
Les entités
6.1.1 L’onde monochromatique
Le modèle d’une onde monochromatique 2 est souvent utilisé pour décrire et com-
prendre l’ensemble des phénomènes électromagnétiques. Cependant, ce modèle n’est pas
physique. En effet, il n’existe pas naturellement d’ondes monochromatiques car celles-ci
ont une énergie infinie puisqu’elles sont définies pour tout temps t (∀t) et dans tout l’es-
pace (∀ la direction de propagation).
Pour pallier ce problème, on a alors recours à une méthode de décomposition spectrale
afin de décomposer une onde en plusieurs ondes monochromatiques : le paquet d’ondes.
La superposition de ces ondes monochromatiques permet de reconstruire une onde réelle
c’est-à-dire à énergie finie, limitée dans le temps et l’espace. En théorie, il faudrait sommer
une infinité d’ondes pour reconstituer une onde réelle.
6.1.2 Le paquet d’ondes
Une onde monochromatique n’a ni début ni fin et possède donc une énergie infinie, ce
qui physiquement n’est pas acceptable. Une onde physique doit nécessairement avoir une
extension spatiale et temporelle limitées pour pouvoir propager de l’énergie. Une telle
onde peut alors être décrite comme une combinaison linéaire d’ondes monochromatiques,
plus couramment appelée un paquet d’ondes ou train d’ondes.
On considère un paquet d’ondes autour d’une fréquence centrale f0 (pulsation ω0).
Un paquet d’ondes est une superposition d’ondes de pulsations voisines, situées dans un
intervalle restreint δω autour d’une pulsation centrale ω0. Le paquet d’ondes est donc
localisé dans une largeur de bande ∆ω = 2 δω. Une telle superposition conduit à une






A(ω) e−j(ωt−k(ω)r) dω (6.1.1)
où






E(0, t) ejωt dt (6.1.2)
. k(ω) est le vecteur d’onde :












2. Onde composée d’une seule fréquence f0 (pulsation ω0) du type :
U = U0 sin(2pif0t+ ϕ0) = U0 sin(ω0t+ ϕ0)
où U0 et ϕ0 sont respectivement l’amplitude et la phase à l’origine.
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Plus le paquet d’ondes est composé d’un nombre important d’ondes et plus l’impulsion,
c’est-à-dire l’étendue du signal (dans le temps), diminue. Aussi, plus une impulsion est
courte et plus sa largeur de bande (distribution en fréquence) est large. A contrario, un
paquet d’ondes composé de peu d’ondes aura une impulsion plus large et par conséquent
une largeur de bande plus étroite. On voit bien ici la dualité « temps-fréquence » qui lie
les représentations temporelle et spectrale d’une impulsion, cf. Fig. 6.1.
Nous pouvons alors réécrire l’Eq. (6.1.1), en utilisant les propriétés (6.1.3) et (6.1.4),

















Nous pouvons remarquer que ce paquet d’ondes s’écrit comme le produit d’un terme
de phase, oscillant rapidement avec la pulsation ω0 à la vitesse de phase vϕ, et d’un
terme de groupe représentant l’enveloppe de l’onde qui se propage à la vitesse de groupe
vg. Dans le cas d’un paquet d’ondes gaussien, cela signifie que l’enveloppe est de forme
gaussienne.
La vitesse de groupe vg représente la vitesse de déplacement de l’enveloppe du paquet
d’ondes, c’est-à-dire de l’énergie, tandis que la vitesse de phase vϕ représente la vitesse de
la phase. Cette dernière peut être supérieure ou inférieure à la vitesse de groupe. Aussi,
elle (vϕ) peut être supérieure à la vitesse de la lumière dans le vide c0, contrairement à
la vitesse de groupe qui ne peut physiquement se déplacer plus vite que celle-ci (c0).
Si le milieu de propagation est non-dispersif, la vitesse de phase est égale à la vitesse de
groupe : vϕ = vg.
Si le milieu de propagation est dispersif 3, le paquet d’ondes se propage en se déformant ;
on observe un étalement du paquet d’ondes et on a alors vϕ 6= vg. La déformation du
paquet s’interprète en considérant que chaque composante sinusoïdale du paquet d’ondes
se propage à une vitesse différente de celles des autres ce qui a pour conséquence de
déformer le paquet. Les plus rapides prennent de l’avance (hautes fréquences) tandis que
les plus lentes (basses fréquences) prennent du retard. De ce fait, la notion de paquet
d’ondes permet de mieux décrire la réalité et de tenir compte de milieux dispersifs.
6.1.3 Dualité temps-fréquence, le principe d’incertitude
Les représentations temporelle et spectrale d’une impulsion sont intimements liées. Il
existe un lien très étroit entre ces deux domaines d’analyse, qui contraint d’une certaine
manière les phénomènes observables ; ceci peut s’énoncer par le principe d’incertitude :
un signal ne peut être concentré simultanément en temps et en fréquence.
Plus la durée temporelle d’un signal est courte et plus sa largeur de bande dans le domaine
fréquentiel s’élargit. A contrario, plus cette durée est longue et plus la largeur de bande
se rétrécit. Le principe d’incertitude ne décrit pas une limitation à notre connaissance de
la réalité ; il décrit cette réalité [Hub95].
3. Notion limitée au paquet d’ondes.
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Figure 6.1 – Représentation du principe d’incertitude temps-fréquence.
Représentations temporelles d’une onde (a), d’un paquet d’ondes (b) et d’un
corpuscule (c). Une onde monochromatique (a) ne peut être localisée précisément
dans le temps, ni dans l’espace. En revanche, son spectre est très bien localisé en
fréquence. À l’inverse, une impulsion (c) n’a pas de fréquence propre et recouvre
entièrement le spectre. Le paquet d’ondes (b) par contre est bien distribué dans
le temps et en fréquence.
Pour toute excitation f(t) d’énergie finie, avec ∆t et ∆f (∆ω) finis, le principe d’in-
certitude temps-fréquence nous donne la relation suivante :
∆t ·∆f ≥ 1
4pi




. ∆t : durée temporelle ⇒ temps s
. ∆f : bande passante ⇒ fréquence Hz
. ∆ω : bande passante ⇒ pulsation rad/s
Cette inégalité devient égalité si f(t) est une gaussienne.
Ce principe d’incertitude temps-fréquence est aussi appelé inégalité d’Heisenberg-
Gabor. Elle trouve son fondement dans les relations d’incertitudes fixées par Heisen-
berg [Hei27], et dont l’analogie avec les travaux d’Heisenberg pour la transformée de
Fourier a été faite par Gabor [Gab46].
Cette relation (6.1.6) est une équivalence du principe d’incertitude d’Heisenberg. Ce
principe repose sur la dualité onde-corpuscule de la lumière, c’est-à-dire sur la nature à
la fois ondulatoire (fréquence, vecteur d’onde) et corpusculaire (énergie, impulsion) de la
lumière. Elle signifie qu’on ne peut être à la fois précis en temps (ni dans l’espace) et en
fréquence, cf. Fig. 6.1. Dans ce contexte, c’est la gaussienne qui a la meilleure localisation
temps-fréquence. Aussi, pour posséder une fréquence et un vecteur d’onde, un objet doit
nécessairement avoir une certaine extension spatiale et temporelle limitées.
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6.1.4 Le modèle du paquet d’onde(s) en tant qu’entité onde élec-
tromagnétique
La modélisation énactive sous sa forme informatique nous impose, d’une part que la
simulation soit temporelle, et d’autre part que les entités doivent être situées dans le
milieu. L’entité capable de répondre au mieux à ces exigences est le paquet d’onde(s) 4.
De plus, ce concept est le seul qui soit utilisé en électromagnétisme pour décrire des
phénomènes large bande tels que la dispersion. Aussi, nous choisissons un paquet d’onde
gaussien au vu du caractère classique de son emploi, cf. Fig. 6.2.
Un tel paquet d’onde électromagnétique est caractérisé par (cf. Annexe A) :
– une amplitude E0
– une phase ϕ0
– une fréquence centrale f0 (pulsation ω0)
– une vitesse de phase vϕ
– une vitesse de groupe vg
– un vecteur d’onde ~k0
– une étendue spatiale ∆l
– une étendue temporelle ∆t
– une largeur de bande ∆f (ou de pulsation ∆ω)
– un écart-type σ0 pour l’enveloppe gaussienne
Figure 6.2 – Représentation d’un paquet d’onde (monoporteuse) gaussien dans les do-
maines temporel et fréquentiel.
Un paquet d’ondes est naturellement polychromatique ; il est constitué d’une mul-
titude de fréquences. Cependant dans certains problèmes, et notamment lorsque nous
traitons de milieux non-dispersifs 5, il peut être plus facile de travailler avec un paquet
d’onde monoporteuse, c’est-à-dire un paquet centré à la fréquence propre de l’impulsion 6
et possédant une certaine largeur de bande ; celui-ci possède par conséquent une certaine
limitation spatio-temporelle, condition nécessaire à la définition d’une entité dans notre
modèle énactif.
4. On parlera de paquet d’onde, resp. d’ondes, lorsque le paquet est monoporteuse, resp. multi-
porteuse.
5. Notons que dans ce cas, la vitesse de phase est égale à la vitesse de groupe : vϕ = vg
6. L’impulsion étant un sinus modulé par une gaussienne.
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En effet, dans le cas de milieux non-dispersifs les paramètres et propriétés des milieux ne
dépendent pas de la fréquence. Aussi, un paquet d’onde doit suffire à pouvoir caractériser
les propriétés de tels milieux. Ceci n’est plus le cas lorsque nous traitons de milieux à
pertes ou dispersifs. Il faudra alors être capable de décomposer ce paquet d’onde en un
paquet d’ondes par une méthode de décomposition spectrale, cf. Fig. 6.3. Cette méthode
est décrite avec force et détails dans l’Annexe C. Nous veillerons donc à bien distinguer
par la suite un paquet d’onde (monoporteuse) d’un paquet d’ondes (multiporteuse).
Figure 6.3 – Illustration du principe de la décomposition spectrale d’un paquet d’onde
gaussien en un paquet d’ondes gaussien.
Un paquet d’onde est défini dans le domaine temporel (étape 1). La méthode de décom-
position spectrale consiste à décomposer son spectre (étape 2) en un certain nombre
de « sous-paquets d’onde » définis sur des sous-domaines (étape 3) et pondérés par
des coefficients adéquats à déterminer. Ceux-ci doivent ensuite être recomposés dans le
domaine temporel pour constituer un paquet d’ondes (étape 4).
A priori, les paramètres du paquet d’onde ne sont pas indépendants. En effet, il existe
un lien étroit entre l’étendue temporelle ∆t du paquet d’onde et sa largeur de bande ∆f .
De plus, nous devons définir rigoureusement cette largeur de bande ∆f ainsi que l’étendue
spatiale ∆l du paquet d’onde qui se doit d’être finie. D’après les Eqs. (A.19), (A.26)















. c est la célérité de l’onde électromagnétique dans le milieu.
. τ0 est le taux de conservation (troncature) du signal du paquet d’onde.
. erf−1 est la fonction erreur inverse.
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6.2 Modèles géométriques des ondes électromagnétiques
Les ondes électromagnétiques sont modélisées en tant que paquet d’onde(s). Plus
exactement, si l’environnement est constitué de milieux sans pertes resp. avec pertes, on
utilisera le modèle du paquet d’onde resp. du paquet d’ondes.
Ces entités doivent posséder une certaine forme géométrique, limitée dans l’espace, qui
dépend de la nature de l’onde. Nous devons donc trouver une représentation géométrique
appropriée de ces paquets d’onde(s) à partir de leur caractéristiques. Pour cela, il nous
faut connaître de quelle manière est décrite la propagation d’une onde électromagnétique.
6.2.1 La propagation des ondes
La propagation des ondes est un phénomène qui décrit l’évolution d’une onde en
fonction du temps. En électromagnétisme, elle est modélisée par deux équations d’onde,
une pour le champ électrique ~E et une pour le champ magnétique ~H.
6.2.2 Les équations de propagation des ondes
Les équations de propagation des ondes dans un milieu peuvent s’exprimer sous forme
différentielle 7 ou sous forme harmonique 8 en remplaçant la dérivée par rapport au temps
par jω. Les grandeurs associées aux équations de propagation sous forme différentielle ou
harmonique sont du type :
U(r, t) = U(r) ejωt ⇐⇒ U(r, ω) = jω U(r) (6.2.1)
Dans le vide ou dans un milieu diélectrique sans pertes, ces équations s’expriment :
4 ~E − µε∂
2 ~E
∂t2
= 0 ⇐⇒ 4 ~E − ω2µε~E = 0 ⇐⇒ 4 ~E = β2 ~E (6.2.2)
4 ~H − µε∂
2 ~H
∂t2
= 0 ⇐⇒ 4 ~H − ω2µε ~H = 0 ⇐⇒ 4 ~H = β2 ~H (6.2.3)
Dans un milieu conducteur ou diélectrique à pertes, ces équations s’expriment :






⇐⇒ 4 ~E − ω2µε~E = jωµσ ~E ⇐⇒ 4 ~E = γ2 ~E (6.2.4)






⇐⇒ 4 ~H − ω2µε ~H = jωµσ ~H ⇐⇒ 4 ~H = γ2 ~H (6.2.5)
où
. ω est la pulsation de l’onde.
. ε est la permittivité du milieu.
. µ est la perméabilité du milieu.
. σ est la conductivité électrique du milieu.
. β et γ sont les constantes de propagation d’un milieu sans pertes, resp. avec pertes.
7. Variation temporelle de la forme ejωt.
8. ∂∂t ⇔ jω et ∂
2
∂t2 ⇔ (jω)2 = −ω2.
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Le principal paramètre caractérisant ces équations est la constante de propagation γ
ou β si on considère ou non des pertes dans le milieu. Cette constante relie la pulsation
d’une onde à la célérité c, c’est-à-dire la vitesse de propagation de l’onde dans le milieu
définie par c = 1/√µε. De plus, elles permettent de déterminer la relation de dispersion
qui caractérise la propagation dans un milieu.
6.2.3 Solutions des équations de propagation des ondes
Les solutions des équations de propagation permettent de décrire l’évolution d’une
onde (ou d’un front d’onde) en amplitude et en phase au cours du temps, et dépendent
de la dimension spatiale du modèle considéré (1D, 2D ou 3D). Il existe donc différents
types d’ondes qui permettent de construire des modèles de propagation adaptés aux
dimensions du problème à modéliser, cf. Fig. 6.4.
a – Modèle 1D :
Onde plane
b – Modèle 2D :
Onde cylindrique
c – Modèle 3D :
Onde sphérique
Figure 6.4 – Type de front d’onde en fonction de la dimension spatiale du modèle.
L’onde plane
Pour une onde plane, la solution canonique s’exprime :
~E(~r, t) = E0 ej(ωt−
~k~r) (6.2.6)
Le modèle de l’onde plane est un concept issu de la physique de la propagation des
ondes. C’est un modèle relativement simple à utiliser qui donne une bonne approximation
d’une onde se trouvant en zone de champ lointain, c’est-à-dire loin de la source. Ce type
d’onde a la particularité de ne pas être atténuée au cours de sa propagation et d’avoir
des fronts d’onde plans infinis, perpendiculaires à la direction de propagation.
Aussi, ce modèle permet de valider assez simplement un certain nombre de propriétés.
L’onde cylindrique
Pour une onde cylindrique, la solution canonique s’exprime :
~E(~r, t) w E0√
r
ej(ωt−~k~r) (6.2.7)
Une onde cylindrique est une onde dont les fronts d’onde sont cylindriques. Ce modèle
est assez peu utilisé en électromagnétisme car une onde électromagnétique se propage gé-
néralement dans un volume, c’est-à-dire de manière sphérique. On préfère souvent parler
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d’onde sphérique. Cependant dans le cas d’un modèle bidimensionnel, on peut être amené
à travailler avec ce type d’onde.
A contrario des ondes planes, le champ électromagnétique d’une onde cylindrique s’atté-









Sur le même principe que les ondes cylindriques, une onde sphérique est une onde
dont les fronts d’onde sont sphériques. Le modèle de l’onde sphérique est le modèle le
plus général pour modéliser une onde électromagnétique. Cependant, pour simplifier les
modèles, on se place souvent loin de la source afin de pouvoir approcher localement cette
onde par une onde plane.
Le champ électromagnétique d’une telle onde s’atténue plus rapidement que celle d’une




La solution de l’équation de propagation 1D est une onde plane. Cette onde se propage
suivant une seule direction de propagation et possède des fronts d’onde plans infinis. De
plus, elle ne s’atténue pas.
Le modèle du paquet d’onde impose que l’onde soit finie, c’est-à-dire qu’elle ait un
début et une fin. Les fronts d’onde peuvent alors être définis par deux plans séparés d’une
distance ∆l correspondant à l’extension spatiale, ce qui est équivalent 9 à une certaine
durée temporelle ∆t, suivant la direction de propagation.
a – Paquet d’onde plane. b – Représentation géométrique.
Figure 6.5 – Modèle géométrique 1D d’un paquet d’onde plane.
Dans ce contexte, l’onde plane est modélisée par un objet de type boîte, caractérisé
principalement par sa longueur ∆l suivant l’axe de propagation, cf. Fig. 6.5. Les dimen-
sions suivant les autres axes sont arbitraires. En effet, les fronts d’onde plans sont par
9. La dimension spatiale est reliée à la durée temporelle par la relation : ∆l = c ∆t.
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nature infinis et il convient de définir une limite à ces plans. On les choisit du même ordre
de grandeur que la dimension ∆l de l’entité. Dans le modèle 1D, nous nous intéressons
uniquement à ce qui se passe suivant l’axe de propagation. Les autres dimensions n’ont
pas de raison d’être si ce n’est de pouvoir visualiser les entités dans un environnement
virtuel 3D.
Ce modèle permet de tenir compte des phénomènes de réflexion et réfraction sous
incidence normale.
6.2.5 Modèle 2D
La solution de l’équation de propagation 2D est une onde cylindrique. Cette onde
se propage dans un plan et possède des fronts d’onde cylindriques. Contrairement aux
ondes planes, celles-ci s’atténuent au cours de la propagation en 1√
r
, où r est la distance
parcourue par l’onde.
Dans ce contexte, les fronts d’onde peuvent alors être modélisés par un anneau ou une por-
tion d’anneau, dont la géométrie est définie par un ensemble de paramètres, cf. Fig. 6.6 :
. r1 est le rayon inférieur.
. r2 est le rayon supérieur.
. θ1 est l’angle inférieur.
. θ2 est l’angle supérieur.
. θ est l’angle d’ouverture.
. ∆l est l’extension spatiale du front d’onde dans la direction radiale.
La hauteur de l’anneau importe peu puisque nous considérons dans le modèle 2D
uniquement les champs dans le plan de propagation. Cette hauteur peut être fixée arbi-
trairement. Par convention, elle est de l’ordre de grandeur de la dimension ∆l de l’entité
pour faciliter la visualisation dans l’environnement virtuel 3D.
a – Paquet d’onde cylindrique. b – Représentation géométrique.
Figure 6.6 – Modèle géométrique d’un paquet d’onde cylindrique.
Le modèle de l’onde cylindrique suffit à décrire les interactions des phénomènes élec-
tromagnétiques avec des objets dont la géométrie est simple (polygones réguliers, paral-
lélépipèdes rectangles). Ce modèle permet de tenir compte des phénomènes de réflexion
et réfraction sous incidence quelconque et aussi de la diffraction aux coins des objets.
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En revanche tenir compte d’objets plus complexes (objets courbes, cônes, . . . ) pourrait
nécessiter des traitements plus lourds au niveau des interactions et il serait alors plus
simple de travailler avec des fronts d’onde plans 2D, cf. Fig. 6.7. Cependant la nature de
l’environnement 2D impose que ces fronts d’onde plans possèdent certaines particularités
des fronts d’onde cylindriques. Ils doivent notamment :
• s’atténuer au cours de la propagation.
• s’élargir dans la direction transverse à la direction de propagation pour compenser
et tenir compte de l’élargissement d’une onde cylindrique.
• avoir un profil transverse tronqué mais sans rupture brutale du champ, similaire à
celui d’un profil gaussien.
Figure 6.7 – Modèle géométrique d’un paquet d’onde plane 2D.
La construction d’un front d’onde plan 2D repose sur certaines hypothèses. En effet, un
tel front d’onde est une dégénérescence 10, une simplification, d’un front d’onde cylindrique
dont l’angle d’ouverture θ est suffisamment petit et le rayon de courbure moyen 11 r est
suffisamment grand pour être assimilé « localement » à un front d’onde plan.
De cette manière il est tout à fait possible de faire cohabiter différents types d’ondes
électromagnétiques afin d’enrichir le modèle et trouver des solutions à la complexité de
certaines interactions.
6.2.6 Modèle 3D
Ce modèle n’a pas été développé dans la suite de ces travaux. Cependant, nous pouvons
tout de même faire quelques remarques.
De manière analogue aux modèles précédents et plus particulièrement par généralisa-
tion du modèle 2D, on pourrait envisager un modèle électromagnétique 3D. Celui-ci serait
basé sur une représentation sphérique (ou portion de sphère) de l’entité, cf. Fig. 6.8. De
plus, aux phénomènes de diffraction sur les coins des objets il faudrait ajouter les phéno-
mènes de diffraction aux arêtes.
Pour les mêmes considérations que le modèle 2D, on pourrait également envisager
la construction d’un front d’onde plan 3D voire d’autres types d’entités plus ou moins
10. Au sens mathématique du terme.
11. On définit le rayon de courbure moyen r tel que r = r1+r22 .
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a – « Faisceau isotrope ». b – « Faisceau dirigé ».
Figure 6.8 – Représentation d’un paquet d’onde sphérique.
exotiques. La cohabitation de modèles est un des atouts des systèmes multi-agents et
l’ajout d’un phénomène n’a pas à remettre en cause l’ensemble du modèle.
6.2.7 Perception et autonomie des ondes électromagnétiques
La perception d’une entité onde électromagnétique est sa capacité à percevoir les
différents milieux (objets) de l’environnement. Elle possède par conséquent une zone de
perception — que nous appelerons zone de champ actif — plus ou moins limitée qui lui
permet de détecter et localiser d’une part la présence ou non d’objets sur sa trajectoire
et d’autre part de décider de l’action à mener suite à une interaction avec un objet.
Cette zone de champ actif correspond au champ de vision (zone de visibilité) d’une entité.
Pour le modèle 1D, cette zone est restreinte par le vecteur directeur de l’entité. Dans le cas
du modèle 2D, elle est conditionnée par l’ouverture angulaire directrice du front d’onde.
L’ensemble des capacités d’une entité réside dans des méthodes et des activités qui
lui sont propres, cf. Fig. 6.9, et lui confèrent son autonomie de perception, d’action et de
décision.
Figure 6.9 – Accès des activités et méthodes d’une entité à ses paramètres.
Les paramètres
Les paramètres d’une entité sont les variables qui caractérisent son état et ses pro-
priétés, comme par exemple sa vitesse et sa direction de propagation, . . .mais aussi la
description de son « contenu électromagnétique ». Une entité est définie par un paquet
d’onde et contient un signal caractérisé par un ensemble de paramètres tels que : une
amplitude E0, une fréquence f0, une phase ϕ0, . . . cf. Section 6.1.4.




Une méthode est une fonction qui peut être appelée par l’entité elle-même ou un autre
processus pour modifier certains de ses paramètres internes, comme par exemple modifier
sa vitesse ou sa direction de propagation, créer/supprimer une entité. Ces méthodes
caractérisent les savoir-faire de l’entité.
méthodes : f1(x), f2(x, y), f3(f1(x), y, z), . . . (6.2.10)
Les activités
Une activité est aussi une fonction mais elle possède en plus une relation avec le temps.
C’est donc un processus qui a une certaine durée et qui se déclenche à intervalle de temps
plus ou moins régulier. De ce fait elle a besoin d’être mise à jour régulièrement.
Une activité peut appeler une méthode pour modifier certaines propriétés de l’entité
comme par exemple détecter si il y a une « collision » entre une entité et un objet, auquel
cas cette entité devra interagir avec cet objet grâce à ses savoir-faire. L’activité la plus
courante est l’activité de déplacement qui fait se propager une entité dans l’environne-
ment.
activités : F1(∆t, f1(x), y), F2(∆t, f1(x), f2(x, y), z), . . . (6.2.11)
D’une manière générale, une entité est donc un ensemble structuré caractérisé par :
la structure paramétrique, la structure des savoir-faire (les méthodes) et la structure des
activités. Ce sont les briques élémentaires permettant de construire un modèle dynamique
d’un système complexe.
Nos entités ondes électromagnétiques sont capables, outre le fait de se propager, de
créer de nouvelles entités lors des interactions ; voire de se supprimer si elles sortent de
leur domaine de validité, fixé par une condition du type :
• seuil =⇒ si le contenu (amplitude) de l’entité est inférieur à un
certain seuil.
• interaction =⇒ si l’entité a subi un certain nombre d’interactions.
• spatiale =⇒ si l’entité sort de l’environnement (condition obligatoire).
Ceci permet de limiter le nombre d’entités au sein de l’environnement de simulation.
6.3 Les milieux électromagnétiques
Les milieux électromagnétiques sont des entités au même titre que les ondes électro-
magnétiques. En effet, une entité est par définition un agent susceptible de se mouvoir,
de percevoir et d’interagir avec d’autres types d’entités.
Ces entités sont très simples en comparaison des ondes électromagnétiques. En effet, dans
notre modèle ces objets sont inertes (inanimés) ; ils n’ont pas de but particulier, ne se
déplacent pas et sont dépourvus de perception. Cependant, elles permettent aux entités
ondes électromagnétiques d’accéder à certains de leurs paramètres tels que la permittivité
par exemple afin que celles-ci puissent adapter leur vitesse de propagation dans le milieu.
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Ces milieux sont les supports de la propagation des ondes tels que les milieux di-
électriques ou conducteurs. Ce sont principalement des objets constitués de matériaux 12
diélectriques ou conducteurs, avec ou sans pertes. Ils sont caractérisés par un ensemble
de paramètres et propriétés qui sont très bien définis dans le domaine fréquentiel. Néan-
moins, le traitement de matériaux avec ou sans pertes ne s’effectue pas tout à fait de
la même façon et la distinction faite entre paquet d’onde (monoporteuse) et paquet
d’ondes (multiporteuse) va prendre toute son importance et tout son sens.
Un milieu diélectrique est caractérisé principalement par sa permittivité relative εr et
sa perméabilié relative µr tandis qu’un milieu conducteur est caractérisé principalement
par sa conductivité σ. Dans la suite, les milieux sont considérés non-magnétiques (µr = 1).
La permittivité d’un matériau s’exprime alors par µ = µ0µr = µ0.
Aussi, nos milieux ne demandent pas de considérer des conditions aux limites particulières
pour simuler l’espace libre. Le modèle est naturellement ouvert.
6.3.1 Les milieux sans pertes
Dans le vide (εr = 1) ou dans un milieu matériel diélectrique quelconque (εr ≥ 1) et
sans pertes, la permittivité du milieu est purement réelle et s’écrit :
ε = ε0εr (6.3.1)
où ε0 est la permittivité du vide et εr la permittivité relative du milieu.
Dans un milieu matériel conducteur sans pertes, la conductivité σ est infinie (σ →∞).
Le traitement de tels milieux est relativement simple. Un matériau de ce type est
caractérisé par un ensemble de paramètres qui ne dépendent pas de la fréquence d’exci-
tation. L’utilisation du modèle du paquet d’onde semble donc suffisant pour caractériser
ce type de matériau.
6.3.2 Les milieux à pertes
Dans un milieu matériel diélectrique ou conducteur à pertes, la relation précédente (6.3.1)
n’est plus valable. Nous devons alors considérer la permittivité comme une grandeur com-
plexe qui dépend de la fréquence (ou de la pulsation) et tenir compte des pertes diélec-
triques définies par la tangente de pertes (tan δ ∈ <+) et des pertes conductrices définies
par la conductivité (σ ∈ <+).
D’après les équations de propagation dans un milieu à pertes, cf. Eqs. (6.2.4) et (6.2.5)
de la Section 6.2.2, la permittivité peut alors s’exprimer d’une manière générale par la
relation suivante :
ε = ε(ω) = ε′ − jε′′ − j σ
ω
(6.3.2)




= ε′(1− j tan δ) (6.3.4)




. ε′ est la permittivité du milieu.
. ε′′ est un terme lié aux pertes diélectriques dans le milieu.
. σ est la conductivité électrique dans le milieu.
. ω est la pulsation de l’onde dans le milieu.
En considérant des pertes diélectrique et conductrice, on définit la tangente de pertes





D’une façon plus générale, on écrira :
ε = εeff (ω) = ε
′ − jε′′ (6.3.6)
avec
ε′ = ε0εr (6.3.7)
ε′′ = ε0εr tan δ (6.3.8)
La partie réelle (ε′) de ε rend compte de la propagation dans le milieu tandis que la
partie imaginaire (ε′′) rend compte des pertes dans le milieu. Pour de très bons isolants
(σ ' 0), ce paramètre ε′′ varie peu en fonction de la fréquence.
Le traitement de tels milieux est un peu plus complexe. En effet, ce type de matériau
est caractérisé par un ensemble de paramètres qui dépendent de la fréquence d’excitation.
Il n’est donc plus envisageable d’utiliser le modèle du paquet d’onde mais plutôt celui du
paquet d’ondes.
L’utilisation d’un paquet d’onde donnerait une réponse électromagnétique correcte mais
uniquement à sa fréquence propre. En revanche l’utilisation d’un paquet d’ondes doit
permettre d’obtenir une réponse électromagnétique correcte sur l’ensemble de la bande
de fréquences composant son spectre.
6.3.3 Relation de dispersion
D’après les équations de propagation cf. Eqs. (6.2.4) et (6.2.5) de la Section 6.2.2, si
on considère un milieu général à pertes, avec une tangente de pertes tan δ cf. Eq. (6.3.5),
la relation de dispersion qui caractérise un milieu de propagation s’exprime :
γ = α + jβ = jω
√
µε′(1− j tan δ) (6.3.9)
où α est la constante d’atténuation et β la constante de propagation 13 et s’expriment :





1 + tan2 δ − 1
]} 12
(Np/m) (6.3.10)





1 + tan2 δ + 1
]} 12
(rad/m) (6.3.11)
13. Dans la littérature, la constante de propagation β est souvent remplacée par k.
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On rencontre aussi dans la littérature γ = α + jβ = jk où k = k′ − jk′′. On a alors
la correspondance k′ = β et k′′ = α.
Dans un milieu non-absorbant, une onde plane se propage sans atténuation avec une
vitesse de phase qui dépend de la fréquence. Le fait d’avoir un milieu absorbant se traduit
par le fait que la permittivité du milieu devient complexe ε = ε(ω) ainsi que l’ensemble
des paramètres qui lui sont associés. Le champ électromagnétique d’une onde plane peut
alors s’écrire sous la forme :
e−γz = e−αz e−jβz ou e−jkz = e−k
′z e−jk
′z (6.3.12)
L’onde s’atténue au fur et à mesure de sa propagation dans le milieu.
La constante d’atténuation α s’exprime souvent en décibel par mètre (dB/m). La
conversion entre Np/m et dB/m s’obtient de la façon suivante :
dB = 20 log10(e
−αz) = 20 (−αz) log10(e) ' −8.68 (αz) (6.3.13)
d’où
|α (Np/m)| = 1
20 log10(e)
|α (dB/m)| = 1
8.68
|α (dB/m)| (6.3.14)
6.3.4 Vitesse de phase



















On appelle n =
√
εr, l’indice de réfraction.
Cette vitesse correspond à la célérité de l’onde dans le milieu. Celle-ci n’est pas tou-
jours constante et peut dépendre de la fréquence (pulsation). Le phénomène de propaga-
tion est dit dispersif si la vitesse de phase dépend de la pulsation : vϕ(ω). Dans ce cas, la





Une onde réelle n’est pas purement monochromatique mais contient un spectre lié à
la finitude — à la fois spatiale et temporelle — du signal et possède donc une certaine
représentation spectrale limitée sur une bande de fréquence, cf. Section 6.1.2. On voit bien
que dans ce cas, chaque composante spectrale du signal se propage à sa propre vitesse




6.3.5 Impédance complexe du milieu
Une autre caractéristique des propriétés d’un milieu est l’impédance intrinsèque. Lors
de l’interaction d’une onde avec un milieu dont les propriétés sont différentes de celui
dans lequel elle se propage, il est parfois plus aisé de travailler avec l’impédance d’onde
— aussi appelée impédance intrinsèque du milieu — pour définir les échanges d’énergie
entre milieux. Cette impédance permet d’exprimer facilement les coefficients de réflexion
et transmission à l’interface entre deux milieux. Elle est définie de manière générale par
la relation suivante :





. γ est la constante de propagation.
. µ est la perméabilité du milieu.
. ω est la pulsation de l’onde dans le milieu.
Notons que la notion d’impédance d’onde est un concept de « localité », valable uni-
quement dans le cas d’une onde plane, c’est-à-dire en zone de champ lointain.
6.3.6 Indice complexe du milieu
On définit l’indice complexe n du milieu de propagation par :








. n′ est l’indice de dispersion (également appelé indice de réfraction).
. n′′ est l’indice d’absorption.















On a n′ = c/vϕ . Si n′′ = 0, on dit que le milieu est transparent (pas de pertes).
On peut aussi définir cet indice complexe à partir de la permittivité relative du milieu :
n = n(ω) =
√






6.4 Modèles géométriques des milieux
électromagnétiques
Les milieux (ou objets) de l’environnement sont les milieux avec lesquels une onde
électromagnétique peut interagir. Ils sont délimités par des boîtes 14 dont on considère
que les faces sont planes c’est-à-dire sans rugosité. Ces objets pourraient être de formes
plus exotiques (polygones, polyèdres, cylindres, etc. ) mais cela nécessiterait un déve-
loppement plus complexe quant aux possibilités d’interactions entre eux et une onde
électromagnétique d’où le choix de se limiter à des formes simples (pour le moment).
Ces objets sont constitués de matériaux diélectriques ou conducteurs et sont caractérisés
par leur permittivité ε, leur perméabilité µ et leur conductivité σ. De plus, dans le cas
de matériaux à pertes, nous devons tenir compte de la tangente de pertes tan δ et de la
permittivité complexe ε définies précédemment.
Nous distinguons principalement deux types d’objets :
• les boîtes (et les lames)
• les cavités
6.4.1 Les boîtes et les lames
Les boîtes et les lames sont des objets constitués d’un seul matériau, cf. Fig. 6.10.
Plus précisément, la lame a une de ses dimensions négligeable par rapport à une boîte.
Figure 6.10 – Modèle géométrique d’une boîte (ou d’une lame).
6.4.2 Les cavités
Les cavités sont des objets formés d’une paroi extérieure et d’une paroi intérieure
qu’il faut dimensionner. Chacune de ces parois est constituée d’un matériau différent,
cf. Fig. 6.11. Il en existe deux types :
• des cavités métalliques.
• des cavités « diélectriques ».
14. Boîtes de la forme d’un parallélépipède rectangle.
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Les cavités métalliques sont des cavités dont les parois extérieures sont faites d’un
matériau conducteur et le milieu intérieur est rempli d’air ou d’un matériau diélectrique.
Ce sont des cavités résonantes.
Les cavités diélectriques sont constituées de parois extérieures faites d’un matériau
diélectrique et le milieu intérieur est rempli d’air.
Figure 6.11 – Modèle géométrique d’une cavité.
6.4.3 L’environnement
L’environnement est le champ expérimental de la simulation. Il délimite le domaine
d’étude des interactions électromagnétiques et fixe les limites d’un monde virtuel, recons-
titution (modèle) d’un monde réel. Dans ce cadre, il représente ce qu’on appelle l’espace
libre. C’est un milieu d’air (vide) caractérisé par la permittivité du vide ε0 et la per-
méabilité du vide µ0. Cet environnement est modélisé par une boîte et est constitué par
défaut d’un milieu d’air, cf. Fig. 6.12.
Figure 6.12 – Modèle géométrique de l’environnement.
Notre environnement est un milieu borné, peuplé par l’ensemble des entités, cf. Fig. 6.13.
Il est le « support » des interactions qui peuvent avoir lieu et constitue de ce fait la scène
de la simulation. Il délimite par ses frontières le domaine de validité et donc d’existence
des entités et des interactions. Tout ce qui se situe en dehors de cet environnement est
inexistant à la simulation.
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Figure 6.13 – Illustration d’un environnement multi-agents.
Un environnement est peuplé par des agents (entités). Ici nous avons deux types
d’entités, certaines sont mobiles et d’autres sont inertes.
Celles qui sont inertes n’ont aucune capacité particulière. En revanche, celles
qui sont mobiles ( a©, b©, c©) peuvent se déplacer suivant une direction et sont
capables de se réfléchir sur un obstacle. Pour cela, elles sont dotées d’une zone
de perception afin de détecter un éventuel obstacle sur leur trajectoire et pou-
voir ainsi interagir avec celui-ci en adaptant leur trajectoire. Elles sont de plus
transparentes les unes aux autres et ne peuvent donc pas interagir entre-elles.
Si une entité sort de l’environnement c©, elle est supprimée et par conséquent
n’existe plus.
6.5 Les instruments de « mesure »
Nous avons développé plusieurs instruments de « mesure » pour lire le champ électro-
magnétique en certains points ou régions de l’espace :
• les cellules de lecture.
• les cartes de champ.
Aussi, il nous faut définir de la même façon que pour les autres entités, la forme d’une
cellule de lecture. Celle-ci est définie par un objet de forme cubique, cf. Fig. 6.14. Une
carte de champ n’est autre qu’un ensemble de cellules de lecture dont l’affichage diffère.
Figure 6.14 – Cellules de lecture et carte de champ.
L’ensemble des éléments constitutifs de notre modèle énactif électromagnétique vient
de prendre forme. Il s’agit maintenant de lui donner « vie » par les différentes interactions




Nous désirons construire un modèle énactif d’un environnement électromagnétique. Ce
modèle doit être capable de rendre compte des interactions d’une onde électromagnétique
avec différents milieux (objets) d’une scène.
Nous venons d’établir au chapitre précédent de quoi est constitué notre environne-
ment énactif. Celui-ci est peuplé principalement par des ondes et des milieux électroma-
gnétiques.
Aussi, nous avons développé des instruments de « mesure » afin d’être en mesure de
récupérer certaines informations de l’environnement et notamment le champ électroma-
gnétique. Nous pouvons alors distinguer principalement deux types d’interactions :
• les interactions électromagnétiques ondes / milieux.
• les interactions de mesure ondes / instruments.
Notre modèle est basé sur une approche locale des phénomènes. Il semble donc per-
tinent de s’appuyer sur les approches géométriques des méthodes asymptotiques pour
décrire les phénomènes électromagnétiques auxquels nous nous intéressons.
L’ensemble des expressions utilisées pour décrire les phénomènes électromagnétiques
de ce chapitre proviennent de la référence [Bal89].
7.1 La propagation des champs électromagnétiques
Une entité onde doit pouvoir se propager librement en respectant les lois et principes
de l’électromagnétisme.
Les lois de propagation de la phase et de conservation de l’énergie permettent de
décrire la propagation du champ électromagnétique d’une caustique 1 entre deux points
P0 et P séparés d’une distance curviligne s, cf. Fig. 7.1 :
~E (P ) = ~E (P0)
√
ρ1ρ2
(ρ1 + s) (ρ2 + s)
e−jk0s (7.1.1)
avec ~E (P0), le champ de référence au point P0 :
~E (P0) = ~E0 e−jφ0 (7.1.2)
1. Une caustique est un point, une ligne ou une surface à travers laquelle tous les rayons d’une onde
passent. Le champ d’une caustique est en principe infini à cause du nombre infini de rayons qui y passent.
Les interactions
où ~E0 et φ0 sont respectivement l’amplitude et la phase du champ au point P0.





(ρ1 + s) (ρ2 + s)
(7.1.3)
Ce facteur d’atténuation spatiale peut se réduire :
• si le front d’onde est sphérique =⇒ ρ1 = ρ2 = ρ0.
• si le front d’onde est cylindrique =⇒ ρ1 =∞ et ρ2 = ρ0 ou ρ1 = ρ0 et ρ2 =∞.
• si le front d’onde est plan =⇒ ρ1 = ρ2 =∞.
Et nous avons alors, Tab. 7.1 :
Onde plane Onde cylindrique Onde sphérique






Table 7.1 – Réduction du facteur d’atténuation spatiale en fonction du type de front
d’onde incident considéré.
Figure 7.1 – Fronts d’onde (surfaces eikonales) et caustiques d’un tube de rayons.
Au cours de sa propagation, une entité onde est susceptible d’interagir avec les objets
de l’environnement. Les phénomènes de réflexion, réfraction s’observent à l’interface entre
deux milieux dont les propriétés électromagnétiques sont différentes ; et le phénomène de
diffraction s’observe aux niveaux des coins et des arêtes des objets.
D’une manière générale, une entité mère incidente qui rencontre un objet va interagir
avec celui-ci et créer de nouvelles entités pour modéliser les phénomènes adéquats. Ainsi,
elle va se décomposer en plusieurs entités filles qui vont recouvrir chacune une certaine
zone de l’espace :
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• des entités réfléchies sur les faces des objets.
• des entités transmises à travers les faces des objets (dans le cas de matériaux di-
électriques).
• des entités diffractées sur les coins des objets.
• des entités incidentes pour continuer à propager le front d’onde incident.
Bien entendu, toutes ces entités héritent de certaines des caractéristiques et attributs
de l’entité mère qui les a générées.
Une entité fille incidente possède en revanche les mêmes caratéristiques que l’entité mère,
excepté son angle d’ouverture θ, cf. Section 6.2.5, qui est modifié.
Aussi, cette décomposition dépend de la dimension spatiale du modèle considéré. Dans le
cas d’un modèle unidimensionnel par exemple, une entité mère ne pourra créer que deux
entités filles lors de l’interaction avec un objet, une réfléchie et une autre transmise.
7.2 La réflexion des champs électromagnétiques
La réflexion en un point Qr de la surface d’un objet peut être traitée de la même
manière que la propagation en ajoutant un coefficient de réflexion au champ ainsi réfléchi
et en déterminant les nouvelles directions des rayons porteurs de l’entité (ou du tube de
rayons) à partir des lois de réflexion de Snell-Descartes cf. Fig. 7.2 :
~Er (s) = R¯ · ~Ei (Qr)
√
ρ1ρ2
(ρ1 + s) (ρ2 + s)
e−jk0s (7.2.1)













































. θi est l’angle formé par l’onde incidente et la normale ~n à la surface de l’objet.
. ε1 et ε2 sont les permittivités (pouvant être complexes) des milieux 1 et 2.
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Figure 7.2 – Réflexion d’une caustique (du type front d’onde cylindrique) sur une sur-
face courbe.
7.3 La réfraction des champs électromagnétiques
De la même manière que pour la réflexion, la transmission en un point Qt de la sur-
face d’un objet peut être traitée de la même manière que la propagation en ajoutant
un coefficient de transmission et en déterminant les nouvelles directions des rayons por-
teurs de l’entité (ou du tube de rayons) à partir des lois de réflexion de Snell-Descartes,
cf. Fig. 7.3 :
~Et (s) = T¯ · ~Ei (Qt)
√
ρ1ρ2
(ρ1 + s) (ρ2 + s)
e−jk0s (7.3.1)



































. θi est l’angle formé par l’onde incidente et la normale ~n à la surface de l’objet.
. ε1 et ε2 sont les permittivités (pouvant être complexes) des milieux 1 et 2.
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Figure 7.3 – Transmission d’une caustique (du type front d’onde cylindrique) à travers
une surface courbe.
7.4 La diffraction des champs électromagnétiques
Le phénomène de diffraction apparaît pour combler les lacunes de l’optique géomé-
trique dans les zones d’ombre, cf. Fig. 7.4. Il repose sur le principe d’Huygens-Fresnel : le
point de diffraction se comporte comme une source secondaire. Une entité peut ainsi être
diffractée par un coin ou une arête en créant une nouvelle entité.
Ce phénomène de diffraction dépend de différents paramètres et notamment de l’angle
d’incidence de l’onde incidente et de la géométrie de l’objet diffractant.
Les rayons de l’optique géométrique ne permettent pas de tenir compte de l’existence
de champs dans les zones d’ombre. Pour pallier ce défaut, on introduit des rayons diffrac-
tés. Lorsqu’une onde incidente éclaire un objet, une partie de l’énergie est réfléchie à la
surface, transmise à travers l’objet et une autre partie est diffractée aux coins et arêtes
de l’objet. Ce champ diffracté peut s’exprimer ainsi [KP74] :




















a – sous incidence oblique b – sous incidence normale
Figure 7.4 – Diffraction par une arête.
Figure 7.5 – Diffraction par une arête (vue de dessus).
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7.4.1 Le coefficient de diffraction












) pour i = {1, . . . , 4} sont des coefficients de pondération. Ces coefficients
trouvent de nombreuses formulations [Mal59], [Lue84], [TPMP89], [Hol00].













) = ( 1−1) Γ4(⊥‖) = ( 1−1) (7.4.5)
nous obtenons la formulation PC-UTD 2 du coefficient de diffraction, c’est-à-dire pour un
matériau parfaitement conducteur.
Pour traiter de milieux diélectriques, nous allons utiliser l’approche de El-Sallabi et
























) et R(⊥ n
‖ n
) sont les coefficients de réflexion de Fresnel sur les faces 0 (i.e. φ = 0)
et n (i.e. φ = npi) du coin diffractant — cf. Fig. 7.5 — pour les polarisations parallèle (‖)
et perpendiculaire (⊥).
El-Sallabi et al. utilisent des coefficients de réflexion modifiés qui lient l’angle d’in-





εr − 1 + τ 2
εr τ +
√
εr − 1 + τ 2
(7.4.7)
R‖ (0,n) =
τ −√εr − 1 + τ 2
τ +
√
εr − 1 + τ 2
(7.4.8)
où











Ce coefficient de diffraction diffère selon que la source illumine une seule ou deux des
faces du coin de l’objet diffractant ; cela a une influence sur φ et φ′. Dans le cas où la
source illumine une seule des faces du coin diffractant, nous utilisons la relation (7.4.9).
En revanche, si la source illumine deux des faces du coin diffractant, φ et φ′ sont remplacés
respectivement par npi − φ et npi − φ′ dans l’Eq. (7.4.9).
Nous avons donc un coefficient de diffraction qui s’exprime par :
D(⊥
‖
) = D1 + D2 + R(⊥ 0
‖ 0
)D3 + R(⊥ n
‖ n
) D4 (7.4.10)






) = ( 1−1) R(⊥ n‖ n) = ( 1−1) (7.4.11)




) = (R⊥0R‖0) R(⊥ n‖ n) = (R⊥nR‖n) (7.4.12)
si nous avons un objet diélectrique.
Les coefficients D1, D2, D3 et D4 sont donnés par les expressions suivantes :
D1 = −κ tan−1
(







D2 = −κ tan−1
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D3 = −κ tan−1
(









D4 = −κ tan−1
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où on pose :








• F (x) est la fonction de transition.
• φ et φ′ sont les angles des ondes incidente et diffractée par rapport au coin (ou à
l’arête).
• n dépend de la géométrie du coin ou de l’arête de l’objet diffractant, et est défini
par :
. n = 2pi−α
pi
où α est l’angle formé par le coin ou l’arête de l’objet diffractant.
• Li,rn,r0 les paramètres de distance relative respectivement à l’onde incidente et aux













· γ = {i, rn, r0} sont les indices respectifs des ondes incidente et réfléchies sur
les faces 0 et n.
· ργe est le rayon de courbure du front d’onde dans le plan d’incidence, défini par
la tangente au bord diffractant et le rayon incident ou réfléchi.
· ργ1 et ργ2 sont les rayons de courbures principaux des fronts d’onde incident et
réfléchi.
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• a±(φ± φ′) sont les fonctions d’ajustement pour compenser les divergences du coef-
ficient de diffraction aux frontières ombre-lumière. Elles sont définies par :
a±(φ± φ′) = 2 cos2
(




où N+ est l’entier le plus proche de la solution de l’équation :
2npiN+ − (φ± φ′) = pi (7.4.20)
et N− est l’entier le plus proche de la solution de l’équation :
2npiN− − (φ± φ′) = −pi (7.4.21)
On remarque que ce coefficient de diffraction dépend notamment de la géométrie
de l’objet diffractant, de l’angle d’incidence du front d’onde incident et de la direction
azimutal, c’est-à-dire de la direction du champ diffracté.
Si on observe les champs en zone de champ lointain (s s′ ou ρ ρ′), le paramètre
de distance relative L peut se réduire :
Onde plane Onde cylindrique Onde sphérique
L = s sin2 β′0 L =
ρρ′
ρ+ρ′
ss′' ρ′ L = ss′ sin2 β′0
s+s′
ss′' s′ sin2 β′0
Table 7.2 – Réduction du paramètre de distance relative L en fonction de la nature du
front d’onde incident considéré.
avec ρ = s sin β0 et ρ′ = s′ sin β′0. Pour une incidence normale, on a β0 = β′0 = pi/2.
Le coefficient d’atténuation spatiale A se réduit de la même manière, cf. Tab. 7.1
p. 96.
7.4.2 La fonction de transition
Il est d’usage d’introduire une fonction dite de « transition », F (x), qui permet de
compenser les divergences du coefficient de diffraction aux frontières ombre-lumière. Cette
fonction est définie par :









L’intégrale qui intervient dans cette fonction de transition est dérivée d’une intégrale



















Cette propriété des intégrales de Fresnel permet de conclure sur la limite de la fonction
de transition lorsque son argument tend vers zéro :
lim
x→0
F (x) = 0 (7.4.24)
Cette convergence vers zéro permet de compenser la divergence du coefficient de dif-
fraction.
7.5 La polarisation
Au cours de sa propagation, une onde possède une certaine polarisation, c’est-à-
dire que le champ électromagnétique a une certaine orientation par rapport à sa direction
de propagation. La polarisation caractérise à la fois la direction et l’amplitude du champ
électromagnétique. Il existe trois types de polarisation, cf. Fig. 7.6 :
• la polarisation linéaire (ou rectiligne)
• la polarisation circulaire
• la polarisation elliptique
a – linéaire b – circulaire c – elliptique
Figure 7.6 – Types de polarisation.
La polarisation d’une onde électromagnétique décrit la variation temporelle suivant
la direction de propagation et l’amplitude relative du vecteur champ électrique ~E. Par
convention, on considère le champ électrique ~E lorsqu’on définit la polarisation, le champ
magnétique ~H se déduisant de ~E.
Une des propriétés de la polarisation d’une onde électromagnétique est qu’elle se
conserve au cours de la propagation. Aussi, la polarisation d’une onde peut s’écrire comme
la somme d’une composante dite parallèle E‖ et d’une autre dite perpendiculaire E⊥ :
~E = E‖~e‖ + E⊥~e⊥ (7.5.1)
Ces dénominations, parallèle et perpendiculaire, sont par conventions définies par
rapport au plan d’incidence de l’onde voire à la surface de l’objet considéré lors de l’in-
teraction d’une onde avec celui-ci, cf. Fig. 7.7.
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La composante du champ électrique normale au plan d’incidence ( ~E ≡ ~E⊥) est appelée
composante TE 3, pour transverse électrique. La composante du champ électrique tan-
gentielle au plan d’incidence ( ~E↑ ≡ ~E‖), c’est-à-dire appartenant à ce plan, est appelée
composante TM 4, pour transverse magnétique.
Figure 7.7 – Polarisations TE et TM d’une onde par rapport au plan d’incidence.
7.5.1 Propriétés et paramètres de polarisation
La polarisation d’une onde est définie par un ensemble de paramètres γ, τ , ε, δ
cf. Fig. 7.8 qui permettent de construire une représentation de l’état de polarisation
de l’onde. Ces paramètres sont liés à ceux du champ électrique tels que l’amplitude et la
phase. D’une manière générale, on peut l’écrire :
~E = Ex xˆ + Ey yˆ (7.5.2)
= Ex0 cos(ωt− βz + φx) xˆ + Ey0 cos(ωt− βz + φy) yˆ (7.5.3)
où
. z est la direction de propagation.
. xOy est le plan de polarisation.
. ω est la pulsation de l’onde.
. β est la constante de propagation du milieu.
et
δ = φy − φx (7.5.4)
δ est le déphasage entre les deux composantes de la polarisation.
7.5.2 La polarisation linéaire
La polarisation est linéaire (ou rectiligne) lorsque le champ est contenu le long d’une
ligne, laquelle est normale à la direction de propagation. Ceci est possible si le champ
électrique possède une seule composante 5 ou deux composantes 6 orthogonales polarisées
3. On trouve aussi dans la littérature, composante perpendiculaire (par rapport au plan d’incidence)
ou horizontal (par rapport à la surface de l’objet).
4. On trouve aussi dans la littérature, composante parallèle (par rapport au plan d’incidence) ou
verticale (par rapport a la surface de l’objet).
5. Ex suivant x ou Ey suivant y.
6. Ex suivant x et Ey suivant y.
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Figure 7.8 – Polarisation générale d’une onde.
en phase ou déphasées de 180˚ (pi rad) :
Ex = Ex0 cos(ωt− βz + φ) (7.5.5)
Ey = Ey0 cos(ωt− βz ± φ) (7.5.6)
δ = ±pi (7.5.7)












où γ est un rapport d’amplitude entre les deux composantes de champ. Aussi, γ représente
l’angle formé par l’axe x et le vecteur champ électrique ~E, cf. Fig. 7.8.
7.5.3 La polarisation circulaire
La polarisation est circulaire lorsque le champ tourne autour de l’axe de propagation
sans changer d’amplitude pour former un cercle. On distingue deux types de polarisations
circulaires en fonction du sens de rotation par rapport à la direction de propagation :
• main-droite ou sens horaire 7.
• main-gauche ou sens anti-horaire 8.
Aussi, la polarisation circulaire peut être vue comme la somme de deux composantes
orthogonales de même amplitude, polarisées linéairement et déphasées de 90˚ (pi
2
rad) :
Ex = Ex0 cos(ωt− βz + φ) (7.5.9)







7. en anglais, right-hand ou clockwise (CW).
8. en anglais, left-hand ou counterclockwise (CCW).
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De manière similaire, une polarisation linéaire peut être obtenue en sommant deux
polarisations circulaires mais tournant en sens opposé, c’est-à-dire l’une polarisée main-
droite et l’autre main-gauche.






= ± ωt (7.5.12)
Le sens de rotation de la polarisation se déduit du déphasage entre les deux compo-
santes linéaires Ex et Ey. Si δ = −pi/2, la polarisation est dite circulaire main-droite,
sinon si δ = pi/2, la polarisation est dite circulaire main-gauche.
7.5.4 La polarisation elliptique
Dans le cas le plus général, la figure décrite par le champ électrique est une ellipse.
La polarisation est elliptique lorsque le champ tourne autour de l’axe de propagation et
change d’amplitude pour former une ellipse.
La construction d’une polarisation elliptique peut s’obtenir en sommant deux compo-
santes linéaires orthogonales et dont les amplitudes sont différentes.
Ex = Ex0 cos(ωt− βz + φx) (7.5.13)
Ey = Ey0 cos(ωt− βz + φy) (7.5.14)
Le sens de rotation de la polarisation se déduit du déphasage entre les deux compo-
santes linéaires Ex et Ey. Si δ < 0, la polarisation est dite elliptique main-droite, sinon si
δ > 0, la polarisation est dite elliptique main-gauche.
Si δ = 0 la polarisation est linéaire. Sinon, si |δ| = pi/2 et que les deux composantes sont
de même amplitude, alors la polarisation est circulaire. On voit bien que les polarisations
linéaires et circulaires sont des cas particuliers de la polarisation elliptique.
7.6 Interactions avec les instruments de « mesure »
Outre les interactions électromagnétiques entre les ondes et les milieux, nous avons
également des interactions entre les ondes et les instruments de « mesure ».
Le principe d’une cellule de lecture est simple ; elle perçoit les entités ondes qui passent
à travers elle et peut accéder à certaines de leurs informations comme leur contenu élec-
tromagnétique, cf. Fig. 7.9. Cette cellule a la possibilité d’afficher sa lecture dans une
fenêtre graphique annexe au cours de la simulation, c’est-à-dire qu’elle affiche en « temps
réel » le champ en un point particulier de l’espace.
Une cellule est donc dotée d’une activité tout comme les entités ondes. C’est cette activité
associée à ses méthodes (propres) qui lui permet de récupérer des informations sur son
environnement. Aussi, le pas temporel de « lecture » d’un instrument de mesure doit être
suffisamment fin pour pouvoir lire les variations rapides du champ électromagnétique.
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Notons que ce pas temporel ∆t est uniquement conditionné par la sensiblité de la cellule




où f0 est la fréquence propre d’excitation de l’onde ; ceci afin d’être suffisamment sensible
aux variations rapides de la modulation du champ.
Figure 7.9 – Illustration de l’affichage d’une cellule de lecture dans un environnement
1D où se propage une entité onde électromagnétique.
La carte de champ est basée sur le même principe que celui des cellules de lecture
sans toutefois que celles-ci puissent afficher graphiquement leur lecture. C’est une sorte
de pixellisation de l’espace par un ensemble de cellules qui permet de visualiser et de lire
l’énergie reçue par chaque pixel grâce à une échelle de couleur, cf. Fig. 7.10.




Organisation du modèle énactif d’un
environnement électromagnétique
Nous venons de constituer notre environnement électromagnétique. L’organisation
énactive résultante de notre système est alors composée d’entités autonomes en interac-
tion, où celles-ci sont une représentation d’un monde physique. Ces entités sont dotées de
capacités plus ou moins développées (activités, savoir-faire) qui leur permettent d’inter-
agir au sein de leur environnement afin de reconstituer et de « mesurer » des phénomènes
électromagnétiques.
Nous allons maintenant clarifier certains points de notre modèle et notamment la
manière dont l’ensemble des activités des entités se réalisent et comment sont gérées ces
entités au cours de la simulation.
8.1 Le temps de la simulation
Le temps qui s’écoule au sein de l’environnement virtuel est un « temps virtuel »
propre à la simulation et non le « temps réel » qui s’écoule à notre échelle comme une
horloge 1. En effet, notre système ne nécessite pas de devoir interagir en temps réel avec
un utilisateur, à l’image d’un simulateur de vol par exemple où l’homme est placé dans
la boucle de simulation temps réel.
Dans notre système, ce sont les entités qui décident elles-mêmes de la réalisation de leur(s)
comportement(s), c’est-à-dire qu’elles décident de quand et comment elles interagissent.
Cela permet de ne pas prendre de retard au cours de la simulation. En effet, le temps
virtuel tient compte de la surcharge liée aux processus informatiques ce qui permet au
système de rester cohérent. Celui-ci peut par conséquent être ralenti ou accéléré.
8.2 L’ordonnancement des activités
ARéVi (cf. Section 5.2) met à notre disposition de quoi doter les entités d’activités,
de gérer leur ordonnancement et de les faire communiquer entre elles. C’est donc l’ordon-
nanceur d’ARéVi qui gère le déclenchement des activités de l’ensemble des entités.
1. Oscillant typiquement à la fréquence du quartz.
Organisation du modèle énactif d’un environnement électromagnétique
Nous rencontrons principalement deux types d’activités dans notre modèle :
• une activité de déplacement pour simuler la propagation des ondes électromagné-
tiques.
• une activité de lecture pour que les instruments de mesure puissent lire le champ
électromagnétique.
Déplacement des ondes électromagnétiques
La principale caractéristique d’une onde électromagnétique est de se propager dans
l’espace. Pour reproduire ce phénomène de propagation, l’entité associée à cette onde est
dotée d’une activité qui lui permet de simuler sa propagation au cours du temps. Cette
activité s’exécute avec un pas de temps ∆t et met à jour la position (modèle 1D) ou le
rayon (modèle 2D) de l’entité en fonction de sa vitesse de propagation dans le milieu.
Aussi, au cours de sa propagation, une onde est susceptible d’interagir avec les dif-
férents éléments constitutifs de l’environnement que sont les milieux de propagation ;
et doit par conséquent adapter sa propagation pour simuler l’ensemble des phénomènes
électromagnétiques auxquels nous nous intéressons. Pour cela, elle est dotée de capaci-
tés de perception qui lui permettent de percevoir son environnement et les objets qui le
peuplent.
La notion de perception peut être de deux natures : passive et active.
La perception passive (statique) intervient lors de l’initialisation d’une entité ; celle-
ci ne fait pas encore partie de la scène de simulation et par conséquent ne se propage pas
d’où le terme statique. C’est sa capacité à rechercher et à classer dans une base de donnée
les objets de l’environnement avec lesquels elle est susceptible d’interagir par la suite. Cela
concerne tous les objets qui sont situés dans sa zone de champ actif 2, cf. Section 6.2.7
p. 86. Ensuite, parmi ces objets, si la liste n’est pas vide elle recherche le plus proche.
La perception active (dynamique) intervient lorsque l’entité fait partie de la simu-
lation ; elle se propage et peut interagir avec des objets. C’est sa capacité à détecter si
elle va interagir avec un objet. Pour cela, elle contrôle si au cours de sa propagation elle
entre en « collision » avec un objet, l’objet le plus proche trouvé lors de son initialisation.
Si l’entité détecte la présence d’un objet, elle devra interagir avec celui-ci et adapter sa
propagation pour reproduire les phénomènes électromagnétiques adéquats : la réflexion,
la transmission et la diffraction. Ce sont ses savoir-faire qui vont lui permettre de créer
de nouvelles entités voire de se supprimer pour reproduire les phénomènes électromagné-
tiques au sein de l’environnement virtuel.
Lecture du champ électromagnétique
Les instruments de mesure possèdent également une activité qui leur permet de lire
le champ électromagnétique de l’environnement. Aussi, ces instruments permettent d’en-
registrer les résultats de la lecture dans un fichier ce qui permet de les exploiter par la
suite.
2. La zone de champ actif correspond au champ de vision (zone de visibilité) d’une entité. Pour le
modèle 1D, cette zone est restreinte par le vecteur directeur de l’entité. Dans le cas du modèle 2D, elle
est conditionnée par l’ouverture angulaire directrice du front d’onde.
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La cellule de lecture doit être plus sensible que la carte de champ aux variations rapides
du contenu électromagnétique d’une onde. Cela lui permet d’afficher graphiquement le
champ électromagnétique en un point particulier de l’espace.
En revanche, la carte de champ est une pixellisation de l’espace par un ensemble de
cellules de lecture. Elle permet de visualiser et de lire l’énergie reçue par chaque pixel
grâce à une échelle de couleur. Elle ne nécessite donc pas d’avoir la même résolution que
celle des cellules de lecture.
8.3 Le gestionnaire des entités
Une entité onde est capable de savoir si elle est sortie ou non de la scène de simulation.
Pour cela, elle vérifie au cours de sa propagation si elle est valide ou non auquel cas elle
peut se supprimer, cf. Section 6.2.7 p. 86.
En réalité, d’un point de vue informatique, l’objet qui définit une entité onde électro-
magnétique n’est jamais complètement détruit. En effet, les allocations/désallocations de
mémoire sont des opérations informatiques coûteuses. Nous avons alors recours à l’uti-
lisation d’un gestionnaire d’entités 3 qui liste et réinitialise l’ensemble des entités qui ne
font plus partie de la simulation afin que celles-ci soient réutilisées lors de la création de
nouvelles entités.
Ainsi, plutôt que de supprimer et créer de nouveaux objets, on préfère en construire un
certain nombre d’avance, répertoriés dans un gestionnaire d’entités. Si le stock d’entité
du gestionnaire est vide, alors on en crée de nouvelles ; assez pour ne pas avoir à le faire
régulièrement et ne pas surcharger l’ordinateur.
8.4 Déroulement de la simulation
Les principes des interactions des modèles 1D est 2D sont illustrés respectivement sur
les Figs. 8.1 et 8.2.
La source est une entité caractérisée et dimensionnée par les paramètres de son paquet
d’onde. Elle se propage librement dans l’espace. Tant qu’elle ne « collisionne » pas avec
un objet, elle continue de se propager. Si elle détecte un objet, l’entité doit adapter sa
propagation à cet obstacle et interagir avec lui en fonction de ses savoir-faire pour simuler
les phénomènes électromagnétiques que l’on cherche à modéliser. Elle va donc pouvoir
créer de nouvelles entités ou en supprimer 4 lors des interactions avec des obstacles de la
scène de simulation afin de reconstituer une réponse électromagnétique cohérente. Si de
nouvelles entités sont créées, celles-ci doivent hériter d’une partie des attributs de l’entité
qui les a générées tout en modifiant certains de leurs paramètres suite à à l’atténuation
de l’onde dans le milieu ou bien à l’application des coefficients de réflexion, transmission
ou diffraction.
3. Couramment appelé ramasse-miettes, en anglais garbage collector.
4. Conditions de suppression, cf. Section 6.2.7 p. 86.
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Figure 8.1 – Illustration du principe des interactions du modèle 1D :
À un instant t, une entité électromagnétique (paquet d’onde plane) se propage dans l’en-
vironnement (air) en mettant à jour sa position, avec un certain pas temporel dt, grâce à
son activité de déplacement. Tant que la zone de perception de l’entité ne « collisionne »
pas avec un objet de l’environnement, l’entité continue de se propager librement.
À un instant t′ > t, l’entité détecte un objet diélectrique se trouvant sur sa trajectoire
et par conséquent, interagit avec celui-ci. L’entité mère incidente se décompose alors en
deux entités filles, l’une réfléchie à l’interface entre les deux milieux et l’autre transmise
à travers le second milieu, et se propagent librement dans leur milieu respectif (instant
t′′).
Ces deux entités filles héritent d’une partie des attributs de l’entité mère (autonomie,
savoir-faire, propriétés), dont certains sont modifiés par les coefficients de réflexion et
transmission à l’interface entre les deux milieux.
Si une entité sort de l’environnement, elle ne fait plus partie de la simulation et est auto-
matiquement supprimée. Cela ne nécessite pas de conditions aux frontières particulières ;
l’environnement est naturellement ouvert.
Figure 8.2 – Illustration du principe des interactions du modèle 2D :
À un instant t, une entité électromagnétique (paquet d’onde cylindrique) se propage
dans l’environnement (air) en mettant à jour son rayon, avec un certain pas temporel
dt, grâce à son activité de déplacement. Tant que la zone de perception de l’entité ne
« collisionne » pas avec un objet de l’environnement, l’entité continue de se propager
librement.
À un instant t′ > t, l’entité détecte un objet métallique (conducteur parfait) se trouvant
sur sa trajectoire et par conséquent, interagit avec celui-ci. L’entité mère incidente se
décompose alors en plusieurs entités filles (instant t′′) :
• 1 entité incidente.
• 2 entités sont réfléchies sur les faces de l’objet.
• 3 entités sont diffractés sur les coins de l’objet (diffraction « directe »).
Ces entités filles héritent d’une partie des attributs de l’entité mère (autonomie, savoir-
faire, propriétés), dont certains sont modifiés par l’atténuation de l’onde, les coefficients
de réflexion, transmission et diffraction. Notons que les entités diffractées se comportent
comme des sources secondaires dont les centres de phase sont situés aux coins de l’objet.
Pour les entités réfléchies, on peut appliquer la théorie des images pour déterminer les
centres de phases.

Conclusion de la partie II
Nous venons de formaliser notre modèle énactif d’un environnement électromagné-
tique. Cet environnement est constitué principalement d’ondes et de milieux électroma-
gnétiques en interaction. Dans ce contexte, chaque entité participe par ses interactions à
la construction du milieu électromagnétique nécessaire à la reconstitution de phénomènes
réels au sein d’un environnement virtuel.
Les entités ondes électromagnétiques sont modélisées en tant que paquet d’onde(s).
Plus exactement, si l’environnement est constitué de milieux sans pertes resp. avec pertes,
on utilisera le modèle du paquet d’onde resp. du paquet d’ondes. Ces entités possèdent
une forme géométrique, limitée dans l’espace, qui dépend de la nature de l’onde.
Les milieux électromagnétiques sont les supports de la propagation des ondes. Ils sont
constitués de matériaux diélectriques ou conducteurs, avec ou sans pertes, et sont de
formes relativement simples : parallélépipèdes rectangles à faces planes (sans rugosité) ;
ceci afin de simplifier les interactions électromagnétiques à modéliser.
Aussi, nous avons des instruments de mesure pour quantifier et cartographier le champ
électromagnétique en un point ou une région de l’espace : les cellules de lecture et les
cartes de champ.
Nous avons maintenant à notre disposition tous les éléments pour construire notre
modèle énactif électromagnétique. Il nous faut désormais le valider par l’expérimentation
et la simulation in virtuo à travers un ensemble de scénarios. Ceci fait l’objet de la
prochaine et dernière partie.
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Introduction à la partie III
Nous venons de présenter dans la partie précédente notre modèle énactif électroma-
gnétique. Cette troisième et dernière partie de ce mémoire concerne l’expérimentation et
la simulation in virtuo de modèles de propagation suite à l’implémentation informatique
de nos modèles 5.
Nous avons développé deux modèles de propagation, l’un unidimensionnel (1D) et
l’autre bidimensionnel (2D). Le premier modèle, 1D, est basé sur la notion et le concept
de l’onde plane tandis que le second modèle, 2D, est basé sur la propagation d’un front
d’onde cylindrique.
Le modèle 1D doit permettre de valider l’ensemble des concepts de la modélisation d’un
environnement électromagnétique par la méthode énactive et son instrumentation via un
système de réalité virtuelle. Ce modèle relativement simple tient compte uniquement des
phénomènes de réflexion et transmission à incidence normale.
Le modèle 2D quant à lui offre une approche plus réaliste des phénomènes puisqu’il tient
compte de l’atténuation dans le milieu de propagation, de la réflexion et de la transmission
à incidence quelconque, et aussi d’un phénomène supplémentaire, la diffraction aux coins
des objets.
Aussi, nous n’avons pas de moyens nous permettant de vérifier ni de valider autrement
que par l’expérimentation et la simulation notre modèle électromagnétique. Nous allons
donc comparer les résultats de simulation de nos modèles avec des simulateurs électroma-
gétiques appropriés et à la théorie lorsque c’est possible. Pour cela, nous avons développé
un ensemble de scénarios d’environnements électromagnétiques :
• scénarios du modèle 1D
. propagation d’une onde dans son environnement.
. réflexion et réfraction d’une onde sur (et à travers) différentes structures.
. résonance des modes d’une cavité métallique.
5. Les caractéristiques de l’ordinateur sur lequel a été développé notre modèle sont mentionnées ci-
dessous :
• Modèle : HP XW4600, Intel Core 2 Duo E6550
2,33 Ghz / FSB 1333 Mhz / 4 Mo cache L2
• RAM : 4 Go (4x1Go) DDR2-667Mhz PC2-5200 ECC
• DD : 80 Go SATA-2 (300 Mo / s) 7200 tours
• Graphique : NVIDIA Quadro FX3500 256MB PCIe Card
• scénarios du modèle 2D
. propagation d’une onde dans son environnement.
. carte de champ électromagnétique de différents environnements de type
milieu urbain.
. résonance des modes d’une cavité métallique.
Nous allons donc débuter cette partie par la présentation de la simulation d’expé-




Le modèle unidimensionnel (1D) est basé sur le concept du front d’onde plan et par
conséquent ne peut se propager que suivant un seul axe de propagation 1. Les caracté-
ristiques sont donc infinies suivant les deux autres axes du repère. Ce modèle impose les
phénomènes à modéliser outre la propagation, qui sont du type réflexion et transmission
sur un matériau à incidence normale. La polarisation a donc ici peu d’importance.
Ce modèle 1D n’a pas la prétention ni ne peut modéliser un environnement électro-
magnétique vraiment complexe. Cependant il permet d’expérimenter et de simuler assez
simplement certaines propriétés électromagnétiques tout comme le modèle de l’onde plane
en physique. Le but du développement de ce modèle simple et modeste est donc la vali-
dation par la simulation de notre modèle électromagnétique.
Pour cela, nous avons mis au point un ensemble de scénarios pour caractériser certaines
propriétés de dispositifs telles que les coefficients de réflexion et transmission de matériaux
diélectriques ou conducteurs avec ou sans pertes.
Ce modèle 1D devra être comparé avec des outils de modélisation plus classiques voire
à la théorie lorsque c’est possible. Les méthodes qui semblent les plus appropriées ici sont
les méthodes numériques travaillant dans le domaine temporel, à savoir les méthodes du
type FDTD ou TLM.
Dans ce contexte, la comparaison avec ces méthodes devra faire l’objet d’une grande
attention. En effet, il peut sembler assez difficile de comparer des méthodes dont les
concepts sont radicalement différents. Ceci dit, d’une certaine manière, c’est aussi une
bonne occasion pour mettre en avant les atouts d’une méthode par rapport à une autre.
Nous devrons donc trouver des points de comparaison à ces méthodes.
Aussi, les temps de simulation des dispositifs présentés pour ce modèle 1D étant
quasi-instantanés 2, ceux-ci ne seront pas mentionnés dans la suite.
9.1 Adéquation du modèle 1D
Le modèle de propagation d’une entité (une onde ou plus particulièrement un paquet
d’onde) électromagnétique dans son environnement, cf. Fig. 9.1 se doit d’être cohérent
dans le temps et l’espace. Cela signifie qu’une entité doit se propager dans son environ-
nement sans prendre de retard ni d’avance au cours de sa propagation.
1. Notre base de référence est le repère de coordonnées cartésiennes xyz.
2. Ces temps de simulation sont plus particulièrement de l’ordre de 1 s à 2 s tout au plus.
Modèle unidimensionnel (1D)
a – Environnement. b – Dimensions.
Figure 9.1 – Environnement du modèle 1D.
Nous avons ici deux environnements de propagation unidimensionnels « identiques »
(même milieu de propagation, même entité source) mais distincts l’un de l’autre. Chacun
d’eux est constitué d’une boîte d’air (milieu de propagation) délimitant le domaine de
validité (ou domaine d’analyse) et d’une entité source. Leur seule différence est que
l’un d’eux possède des cellules de lecture et l’autre possède une carte de champ. Par
conséquent, dans le premier cas, le contenu de l’entité sera lu et affiché dans une fenêtre
graphique tandis que dans le second cas, celui-ci sera affiché visuellement via une échelle
de couleur au sein de la simulation. Notons que ces deux environnements peuvent être
simulés en parallèle dans la même simulation.
Le principe de la propagation d’une entité onde est illustré sur la Fig. 9.2. Une entité
source est initialisée en un certain point au temps t = 0 par un ensemble de paramètres
propres à la caractérisation de son paquet d’onde et définis ici par :
. son amplitude E0 = 1 V/m
. sa fréquence centrale f0 = 1 GHz
. sa phase ϕ0 = pi2 rad
. son écart-type σ0 = 1f0 s
Ce sont ces paramètres qui donnent à l’entité sa longueur suivant l’axe de propaga-
tion cf. Eqs. (A.26) et (A.27) de l’Annexe A. Les dimensions de l’entité suivant les autres
axes sont arbitraires. Nous choisissons de les dimensionner de l’ordre de grandeur de la
longueur de l’entité afin de la visualiser facilement dans l’environnement de simulation.
Cette entité est créée par un générateur d’entités et est placée en un certain point dans
son environnement. Il revient à l’utilisateur de déclencher le lancement, c’est-à-dire l’exé-
cution, de la simulation ; à la suite de quoi l’entité « s’active » et commence à se propager
(instant t > 0).
Notons qu’il est possible de construire plusieurs environnements au sein d’une même
simulation comme nous pouvons le voir sur les Figs. 9.1 et 9.2 où nous modélisons simul-
tanément deux environnements de propagation « identiques », l’un constitué de cellules
de lecture et l’autre d’une carte de champ.





=⇒ ∆t = 0, 1 ns (9.1.1)
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a – Simulation de la propagation. b – Affichage d’une cellule de lecture
Figure 9.2 – Modèle de propagation dans un milieu unidimensionnel.
Nous simulons simultanément les deux environnements de la Fig. 9.1.
9.2 Validation du modèle électromagnétique
par la simulation
Nous avons développé plusieurs scénarios pour valider notre modèle électromagné-
tique. Nous allons, par la simulation, caractériser différentes structures par leurs coeffi-
cients de réflexion et transmission ; et ce pour différents types de matériaux diélectriques
ou conducteurs, avec ou sans pertes.
9.2.1 Coefficients de réflexion et de transmission
d’une lame diélectrique
Ce premier dispositif de la caractérisation d’un matériau est composé d’une lame
diélectrique, d’épaisseur d = 5 cm et de permittivité εr = 6, cf. Fig. 9.3. Ce milieu est
supposé sans pertes et non-dispersif. Nous cherchons à déterminer par la simulation les
coefficients de réflexion et transmission de cette lame diélectrique.
Notre entité source est caractérisée par les paramètres suivants :
. son amplitude E0 = 1 V/m
. sa fréquence centrale f0 = 30 GHz
. sa phase ϕ0 = pi2 rad
. son écart-type σ0 = 1f0 s
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Figure 9.3 – Environnement 1D constitué d’une simple lame diélectrique.
Nous avons placé des cellules de lecture de part et d’autre de la structure pour lire
les champs incident, réfléchi et transmis sur (et à travers) la structure. Le pas temporel




=⇒ ∆t = 3, 33 ps (9.2.1)
Nos résultats sont comparés, cf. Fig. 9.4, aux expressions théoriques des coefficients
de réflexion et transmission d’une simple lame diélectrique (cf. Annexe D).
Ces résultats sont donnés sur une large bande de fréquence allant de 0 GHz à 10 GHz.
L’erreur relative sur les zéros de réflexion est inférieure à 10−2 % sur toute la bande de
fréquence. Cela signifie que cette méthode est sans dispersion numérique, ce qui n’est
pas étonnant. En effet, contrairement aux méthodes numériques classiques telles que la
FDTD ou la TLM, pour prendre typiquement des méthodes numériques temporelles,
notre modèle ne requiert pas d’échantillonner l’espace d’analyse.
Ce type de structure pourrait être modélisé facilement à l’aide de la FDTD ou de la TLM.
Cependant, ces méthodes ont le désavantage de produire de la dispersion numérique, in-
duite par l’échantillonnage du domaine d’analyse, ce qui limite la bande de fréquence
d’observation. Aussi, cette erreur de dispersion augmente avec la fréquence. Cet échan-
tillonnage spatial ∆l dépend de la fréquence maximale d’observation fmax et dans le cas
d’une cellule cubique (∆x = ∆y = ∆z = ∆l), cela peut s’exprimer typiquement par une







ce qui nous donne, au vu de la largeur de bande de nos résultats pour fmax = 10 GHz,
∆l . 3 mm ; et si on voulait obtenir ces résultats pour fmax = 60 GHz cela donnerait
∆l . 0, 5 mm. Pour ce dispositif 1D d’épaisseur d = 5 cm, cela conduirait à échantillonner
le dispositif (diélectrique uniquement) par un nombre de cellules ∼ 15 resp. ∼ 100 auquel
il faudrait bien entendu ajouter des cellules pour la propagation dans l’air. Il faut ajouter
à ceci la condition sur le pas temporel pour garantir la stabilité de l’algorithme, et donnée




ce qui nous donne respectivment ∆t . 10 ps et ∆t . 1, 67 ps.
De plus, ces méthodes nécessitent de définir des conditions aux limites adéquates pour
simuler l’espace libre ; on pense notamment aux PML.
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a – Réflexion
b – Transmission
Figure 9.4 – Caractérisation d’une lame diélectrique par ses coefficients de réflexion et
transmission.
Notre modèle permet la caractérisation de ce type de structure sur une très large
bande de fréquence sans difficultés. Nous avons simplement limité la fenêtre d’observation
entre 0 GHz et 10 GHz pour pouvoir comparer et observer aisément les résultats. Notre
modèle rend possible la caractérisation des coefficients de réflexion et de transmission sur
l’ensemble du spectre électromagnétique allant de 0 GHz à 300 GHz, pour ce type de
milieu sans pertes et non-dispersif.
Aussi, nous n’avons pas mis en défaut la stabilité de notre modèle. Nous n’utilisons pas
à proprement parler un pas temporel de simulation mais plusieurs pas temporels. Ainsi
le pas temporel de l’activité de déplacement d’une entité électromagnétique n’est pas le
même que celui de l’activité de lecture d’une cellule (de lecture) qui peut être différent
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de celui de l’activité de mise à jour d’une carte de champ. Chaque entité, chaque activité
possède son propre pas temporel de mise à jour.
De plus, notre modèle ne nécessite pas de définir de conditions aux limites particulières
pour simuler l’espace libre. L’environnement est naturellement ouvert et ce sont les entités
qui décident d’elles-mêmes du moment où elles vont être supprimées.
Par principe, ce dispositif constitué d’une lame diélectrique n’a pas de limitations
quant aux dimensions des entités qui peuvent être plus grandes que celles de la lame. Ceci
dit, nous choisissons de définir un critère à respecter pour s’assurer du bon déroulement
des interactions et notamment pour le traitement de dispositifs multi-couches que nous
allons voir par la suite. Ce critère peut s’énoncer ainsi :
Critère de dimensionnement des entités
La dimension spatiale d’une entité doit être au maximum de l’ordre de grandeur des
dimensions de la plus petite structure.
9.2.2 Coefficients de réflexion et de transmission
d’une couche de diélectriques
Nous allons maintenant complexifier le dispositif précédent en ajoutant plusieurs lames
diélectriques de façon à obtenir une structure multi-couche. Les milieux diélectriques sont
toujours supposés sans pertes et non-dispersifs. Cette structure, cf. Fig. 9.5, est constituée
de trois lames successives caractérisées chacune par :
. lame 1 : épaisseur d1 = 5 cm, permittivité εr1 = 4.
. lame 2 : épaisseur d2 = 5 cm, permittivité εr2 = 6.
. lame 3 : épaisseur d3 = 5 cm, permittivité εr3 = 8.
Figure 9.5 – Environnement 1D constitué d’une couche de diélectriques.
Notre entité source est caractérisée par les paramètres suivants :
. son amplitude E0 = 1 V/m
. sa fréquence centrale f0 = 30 GHz
. sa phase ϕ0 = pi2 rad
. son écart-type σ0 = 1f0 s
Nous avons placé des cellules de lecture de part et d’autre de la structure pour lire
les champs incident, réfléchi et transmis sur (et à travers) la structure. Le pas temporel
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=⇒ ∆t = 3, 33 ps (9.2.4)
La théorie étant plus fastidieuse à mettre en œuvre pour ce type de dispositif, nous
choisissons de comparer nos résultats, cf. Fig. 9.6, avec le logicielMEFiSTo-2D ClassicTM 3
qui est un logiciel — performant et libre — de simulation électromagnétique pour l’analyse
de structures bidimensionnelles (2D). Notons qu’il existe également une version tridimen-
sionnelle (3D) de ce logiciel. Celui-ci est basé sur la méthode TLM et est donc à ce titre
un simulateur temporel de phénomènes de propagation électromagnétique.
De la même manière que précédemment, nous cherchons à caractériser ce dispositif par
ces coefficients de réflexion et transmission.
Les simulations avec MEFiSTo-2D ClassicTM ont été effectuées pour un échantillon-
nage de l’espace d’analyse avec des cellules de dimension ∆l = 10 mm (maillage grossier)
et ∆l = 1 mm (maillage affiné), ce dernier étant suffisamment fin pour nous servir de
référence. Nous pouvons observer très nettement la convergence des résultats du logiciel
de simulation suite à l’affinage du maillage, cf. Fig. 9.6.
Nos résultats concordent très bien avec ceux du maillage de référence (à ∆l = 1 mm)
du logiciel de simulation et ce sans avoir à paramétrer différemment notre modèle.
C’est la dispersion numérique de la méthode TLM qui entraîne une erreur de convergence.
Cette erreur dépend de l’échantillonnage et augmente avec la fréquence, ce qui s’observe
très bien sur la Fig. 9.6 par rapport aux deux maillages à ∆l = 10 mm et à ∆l = 1 mm,
entre les basses fréquences pour f < 1 GHz et les hautes fréquences pour f > 1 GHz .
Notons qu’ici aussi, nous avons simplement limité la fenêtre d’observation entre 0 GHz
et 2 GHz pour pouvoir comparer et observer aisément les résultats. Notre modèle rend
possible la caractérisation des coefficients de réflexion et de transmission sur l’ensemble
du spectre électromagnétique allant de 0 GHz à 300 GHz, et ce de manière « exacte »
au vu de nos résultats.
9.2.3 Coefficient de réflexion d’une lame métallique à pertes
Les dispositifs précédents étaient illuminés par un paquet d’onde plane (monopor-
teuse). Cependant, ce modèle ne permet pas de tenir compte de milieux à pertes et dis-
persifs. Pour cela, il est nécessaire de décomposer ce paquet d’onde plane (monoporteuse)
en un paquet d’ondes planes (multiporteuses), cf. Annexe C.
Notre dispositif d’étude est une paroi métallique à pertes constituée de cuivre et dont
la conductivité est σ = 58.106 S/m, cf. Fig. 9.7. La dimension (l’épaisseur) de la paroi n’a
pas d’importance ici dans notre modèle puisque aucune onde ne sera transmise à travers
ce type de matériau. Nous nous intéressons uniquement à la réflexion sur cette structure.





Figure 9.6 – Caractérisation d’une structure diélectrique multi-couche par ses coeffi-
cients de réflexion et transmission.
Figure 9.7 – Environnement 1D constitué d’une lame métallique à pertes.
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Notre entité source est caractérisée par les paramètres suivants :
. son amplitude E0 = 1 V/m
. sa fréquence centrale f0 = 20 GHz
. sa phase ϕ0 = pi2 rad
. son écart-type σ0 = 1f0 s
Nous avons placé un point de lecture pour lire le champ incident et le champ réfléchi




=⇒ ∆t = 5 ps (9.2.5)
Nos résultats sont comparés à la théorie (Eq. (9.2.7)), cf. Fig. 9.8. L’impédance in-
trinsèque d’un très bon conducteur est définie par la relation :






. σ est la conductivité du matériau.
. ω est la pulsation.
. µ = µ0µr est la perméabilité du milieu où :
. µ0 est la perméabilité du vide.
. µr est la perméabilité relative du milieu définie telle que µr = 1 car nous tra-
vaillons dans l’hypothèse de milieux non-magnétiques.





où Z0 est l’impédance intrinsèque du vide. Ceci nous permet de tracer le module et la
phase du coefficient de réflexion théorique d’une paroi métallique à pertes.
La prise en compte de matériaux à pertes dans notre modèle est basée sur une dé-
composition spectrale à un ordre N d’un paquet d’onde en un paquet d’ondes. L’entité
source initiale est donc décomposée en N 4 entités sources pondérées par des coefficients
que nous déterminons via une procédure numérique du type MoM, décrite avec force et
détails dans l’Annexe C.
Plus ce paquet est composé d’un nombre important d’ondes, ce qui augmente également
le nombre d’entités, et plus son contenu spectral global sera « riche ». Aussi, le contenu
spectral de chaque onde est défini sur un sous-domaine de la largeur de bande du paquet
d’onde initial, ce qui a pour conséquence d’élargir l’impulsion dans le domaine temporel.
Ceci signifie que les entités associées au paquet d’ondes seront spatialement plus larges
que l’entité initiale.
4. Nombre de sous-bandes de fréquences pour lesquelles la détermination de R(ω) est exacte au centre.
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Les résultats sont présentés sur une très large bande de fréquence allant de 7 GHz à
33 GHz, pour un paquet d’onde 5 (ordre 1) et pour différents paquets d’ondes décomposés
aux ordres 11, 19 et 35, cf. Fig. 9.8.
Aussi, nous pouvons caractériser ce coefficient de réflexion (module et phase) sur une
largeur de bande beaucoup plus importante et cela sans difficulté supplémentaire. En
modifiant simplement l’écart-type de l’impulsion de la source (σ0 = 110 f0), nous obtenons
ces résultats sur une très très large bande de fréquence allant de 0 GHz à 150 GHz,
cf. Fig. 9.9.
Figure 9.8 – Caractérisation très large bande d’une paroi métallique à pertes par son
coefficient de réflexion : module |R| et phase ϕ.
Nous observons très nettement l’influence de l’ordre de la décomposition sur les ré-
sultats du coefficient de réflexion, tant pour le module que pour la phase. Plus l’ordre
augmente et plus nous tendons vers la théorie, du moins sur la largeur de bande du paquet
d’ondes ce qui semble assez logique et cohérent avec notre modèle. Il n’y a en effet pas
de raison pour que ces résultats soient cohérents en dehors de cette largeur de bande.
5. Le paquet d’onde à l’ordre 1 est un paquet non-décomposé. Il correspond par conséquent au paquet
d’onde initial c’est-à-dire à l’entité source initale.
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Figure 9.9 – Caractérisation ultra large bande d’une paroi métallique à pertes par son
coefficient de réflexion : module |R| et phase ϕ.
Dans un compromis « précision – ordre de décomposition », un ordre N d’une quin-
zaine voire d’une vingtaine d’ondes semble suffisant. Il est important de remarquer aussi
que ce compromis est indépendant de la largeur de bande. Certe, plus l’ordre augmente
et plus nous sommes précis mais ce n’est pas parce qu’on décompose sur une bande
plus large resp. moins large qu’il est nécessaire d’augmenter resp. de diminuer l’ordre
afin d’être plus précis. En témoigne les résultats de la Fig. 9.9 par rapport à ceux de la
Fig. 9.8 ; sur une bande beaucoup plus large, la décomposition à l’ordre 19 semble tout
autant suffisante et satisfaisante.
Aussi, il peut paraître dérisoire de vouloir obtenir une telle précision, au « pouième »,
étant donné les échelles en amplitude et en phase du coefficient de réflexion de cette
paroi métallique à pertes (constituée de cuivre). En effet, dans notre cas, cela semble
insignifiant puisque nous n’avons qu’une seule réflexion. Cependant, il faut imaginer le
cas d’une cavité métallique à pertes dans laquelle une onde se propage et se réfléchit
une quantité de fois. Si ces « pouièmes » sont négligés et ne sont pas pris en compte
convenablement, ils vont se propager au fur et à mesure des réflexions sur les parois ce
qui entraînera une erreur inévitable des modes résonants d’une telle cavité.
Les méthodes temporelles permettent la caractérisation sur une large bande de fré-
quence. Néanmoins, dans le cas des méthodes numériques FDTD et TLM par exemple,
tenir compte de tels milieux nécessite des traitements relativement lourds (convolution,
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filtrage, . . . ). On peut alors avoir recours à l’utilisation de méthodes fréquentielles plus
adaptées à la caractérisation de ces milieux qui dépendent de la fréquence, cependant
elles nécessitent de multiples exécutions pour couvrir l’ensemble de la largeur de bande.
Aussi il faut mentionner la simplicité de notre modèle pour tenir compte de matériaux à
pertes. La décomposition spectrale d’un paquet d’onde en paquet d’ondes est une procé-
dure peu coûteuse et extrêmement rapide ; et qui ne nécessite par la suite aucun traitement
supplémentaire pendant la simulation. Ceci permet une caractérisation sur une très large
bande de fréquence.
9.2.4 Résonance des modes d’une cavité
Nous allons désormais nous attacher à modéliser « une cavité métallique parfaite 1D »,
de longueur a = 50 cm et remplie d’air ou de diélectrique, cf. Fig. 9.10, afin de vérifier la
bonne concordance de la résonance des modes entre notre modèle et la théorie.
Figure 9.10 – Environnement 1D constitué d’une cavité métallique.
Notre entité source est caractérisée par les paramètres suivants :
. son amplitude E0 = 1 V/m
. sa fréquence centrale f0 = 10 GHz
. sa phase ϕ0 = pi2 rad
. son écart-type σ0 = 1f0 s
Nous avons placé des cellules de lecture à l’intérieur de la cavité. Le pas temporel de




=⇒ ∆t = 10 ps (9.2.8)
Les modes résonants théoriques d’une cavité métallique rectangulaire peuvent s’ex-

















. a, b, c sont les dimensions de la cavité suivants les axes x, y, z.
. m, n, p sont les indices des modes résonants.
. c est la vitesse de propagation dans le milieu.
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Les résultats sont visibles sur la Fig. 9.11 pour une cavité remplie d’air et pour la
même cavité remplie d’un diélectrique de permittivité εr = 4. L’erreur relative sur les
modes de résonance est négligeable ; elle est inférieure à 0, 1 % quel que soit la fréquence
pour les deux types de cavité.
Les modes de résonance de la cavité remplie de diélectrique diminuent par rapport à ceux
de la cavité remplie d’air ce qui est tout à fait normal. En effet, l’ajout de diélectrique a
pour effet d’augmenter la longueur électrique du dispositif et par conséquent de diminuer
les fréquences des modes de résonance.
Là aussi la largeur de bande est simplement conditionnée par l’impulsion de la source et
on pourrait obtenir ces modes sur l’ensemble du spectre électromagnétique.
a – Cavité remplie d’air.
b – Cavité remplie d’un diélectrique εr = 4.
Figure 9.11 – Modes de résonance de la cavité de la Fig. 9.10.
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9.3 En avant vers la complexité
Ce modèle 1D est relativement simple à comprendre et à mettre en œuvre. Il permet de
valider l’ensemble des concepts de notre modèle énactif électromagnétique et notamment :
• le paquet d’onde en tant qu’entité électromagnétique.
• la décomposition spectrale d’un paquet d’onde en paquet d’ondes pour tenir compte
de milieux à pertes.
Cependant, ce modèle 1D n’est pas très réaliste et ne permet de tenir compte que
d’un nombre restreint de phénomènes : la réflexion et la transmission.
Au vu des résultats plus qu’encourageant de ce modèle, nous allons donc chercher à le




Le modèle bidimensionnel (2D) est une généralisation des concepts du modèle unidi-
mensionnel (1D). Il est basé sur le concept du front d’onde cylindrique et par conséquent
se propage dans un plan. Aussi, il faut ajouter aux phénomènes de réflexion et transmis-
sion (désormais sous incidence oblique), celui de la diffraction par les coins des objets.
Nous devons par conséquent être capable de tenir compte de la polarisation de l’onde.
Ici, nous cherchons principalement à modéliser les interactions d’une onde électroma-
gnétique avec des objets de grandes dimensions, c’est-à-dire électriquement grands.
Pour cela, nous avons mis au point un ensemble de scénarios d’environnements consti-
tués de différents types d’objets métalliques voire diélectriques et dont nous cherchons à
établir une carte de champ du champ électromagnétique rayonné par une source.
Aussi, nous verrons que notre modèle rend possible la caractérisation des modes de réso-
nance d’une cavité métallique 2D.
Ce modèle 2D devra être comparé avec des outils de modélisation plus classiques. Les
méthodes numériques ne semblent plus satisfaisantes pour modéliser ce type d’environ-
nement, constitué d’objets électriquement grands. Les méthodes qui paraissent le plus
appropriées sont les méthodes asymptotiques et plus particulièrement les méthodes de
lancer de rayons. Cependant, ces méthodes travaillent principalement dans le domaine
fréquentiel. Leur développement dans le domaine temporel s’avère bien trop souvent com-
plexe et coûteux en termes de ressources informatiques.
10.1 Adéquation du modèle 2D
Une onde cylindrique se propage dans un plan défini par deux des axes du repère
cartésien, x et y. Les caractéristiques suivant le troisième axe z sont infinies. Un environ-
nement électromagnétique 2D est représenté sur la Fig. 10.1.
Cette entité onde simule sa propagation en mettant à jour son rayon contrairemement
à son homologue unidimensionnelle qui la simule en se déplaçant « physiquement » dans
son environnement. Par conséquent, notre modèle de propagation illumine tout l’espace
d’analyse.
Le principe de la propagation d’une onde cylindrique est illustré sur la Fig. 10.2. Une
entité source (isotrope) est initialisée au temps t = 0 par un ensemble de paramètres
propres à la caractérisation de son paquet d’onde et définis ici par :
. son amplitude E0 = 3 V/m
Modèle bidimensionnel (2D)
. sa fréquence centrale f0 = 1 GHz
. sa phase ϕ0 = pi2 rad
. son écart-type σ0 = 1f0 s
Figure 10.1 – Environnement du modèle 2D.
a – Simulation de la propagation.
b – Affichage d’une cellule de lecture.
Figure 10.2 – Modèle de propagation dans un milieu bidimensionnel.
138
Adéquation de la polarisation d’une onde
De la même façon que pour le modèle 1D, au temps t > 0 l’onde commence à se
propager dans l’environnement et ce, jusqu’à ce qu’elle sorte de son domaine de validité.
On remarque bien la décroissance du champ en 1√
r
.
Au cours de sa propagation, cette entité onde peut être lue en un point par une
cellule de lecture ou bien dans une région de l’espace par une carte de champ. Aussi, nous




=⇒ ∆t = 0, 1 ns (10.1.1)
10.2 Adéquation de la polarisation d’une onde
Ce modèle 2D doit tenir compte de la polarisation d’une onde afin de modéliser
correctement les phénomènes de réflexion et transmission sous incidence oblique, et aussi
la diffraction par un coin.
La polarisation d’une onde peut être mise en évidence assez simplement à l’aide de
la diffraction. Aussi, cela nous permettra de vérifier que nous tenons bien compte de la
diffraction qui est un phénomène qui dépend à la fois de la géométrie du coin diffractant
mais aussi de l’angle d’incidence et de l’angle de diffraction.
Pour cela, nous allons caractériser le coefficient de diffraction — pour les polarisations
soft (horizontale) ou hard (verticale) — sur un coin à angle droit d’un objet parfaite-
ment conducteur. Ce dernier est illuminé par une onde incidente polarisée linéairement
à 45˚ avec le plan de propagation, pour deux angles d’incidence différents de 50˚ et 90˚
cf. Figs. 10.3 et 10.4. Une carte de champ locale permet de visualiser le front d’onde
diffracté sur le coin de l’objet et facilite la comparaison avec l’expression du coefficient
de diffraction (cf. Section 7.4 p. 99) pour les deux polarisations soft et hard.
On observe très bien dans notre modèle (images de la carte de champ de diffraction)
l’influence de l’angle d’incidence et de l’angle de diffraction sur le profil du champ dif-
fracté.
Aussi, notre modèle permet de tenir compte simultanément des deux polarisations, hori-
zontale et verticale. Il n’est pas nécessaire de simuler l’une puis l’autre. Ainsi, il nous est
possible de modéliser tous types de polarisation : linéaire, circulaire ou elliptique.
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Figure 10.3 – Coefficient de diffraction d’un coin à angle droit — d’un objet parfaite-
ment conducteur — pour un angle d’incidence de 50˚ : polarisations soft
et hard.
Figure 10.4 – Coefficient de diffraction d’un coin à angle droit — d’un objet parfaite-
ment conducteur — pour un angle d’incidence de 90˚ : polarisations soft
et hard.
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10.3 Carte de champ électromagnétique
Nos simulations seront comparées à celles d’un logiciel (commercial) de simulation
basé sur le lancer de rayons, WinpropTM , dédié à l’analyse de modèles de propagation en
milieu urbain, indoor, . . .
10.3.1 Formulation des différences notables entre notre modèle
et WinpropTM
Nous pouvons déjà formuler quelques remarques de base concernant les méthodes
de lancer de rayons et notre modèle. Tout d’abord, les méthodes de lancer de rayons
travaillent principalement dans le domaine fréquentiel contrairement à notre modèle qui
évolue dans le domaine temporel.
Aussi, les méthodes de lancer de rayons nécessitent de lancer un nombre important
de rayons sans toutefois recouvrir l’ensemble de l’espace d’analyse contrairement à notre
modèle qui en recouvre la totalité. En revanche, nous traitons les phénomènes de manière
similaire, par une approche locale.
Enfin, notons que WinpropTM est basé sur le modèle de propagation d’un front d’onde
sphérique. Notre modèle est lui basé sur la propagation d’un front d’onde cylindrique. Cela
aura une nette influence sur les niveaux des puissances rayonnées dans l’environnement.
Notre modèle doit donner des niveaux de champ plus élevés qu’avec WinpropTM .
10.3.2 Champ électromagnétique rayonné par une source
Le niveau de réception en un lieu donné du signal rayonné par un émetteur se mesure
au travers de l’intensité du champ électrique ~E de cette onde. Il s’exprime généralement
en µV/m ou en dBµV/m 1.
La puissance rayonnée par une antenne est définie, en zone de champ lointain 2, par
le vecteur de Poynting ~R :





. ~R resp. R est le vecteur de Poynting resp. la densité de puissance, en W/m2.
. ~E resp. E est le champ resp. l’intensité du champ électrique, en V/m.
. ~H resp. H est le champ resp. l’intensité du champ magnétique, en A/m.
. Z est l’impédance intrinsèque du milieu de propagation, en Ω.
1. On a les relations de passage suivantes : EdBµV/m = 20 log10(EµV/m) et EµV/m = 10
EdBµV/m
20 .
Si y = log10(x) alors x = 10y. Le niveau de référence 0 dBµV/m correspond à 1 µV/m.
2. En zone de champ lointain, ~E et ~H sont perpendiculaires et on a H = EZ0 .
141
Modèle bidimensionnel (2D)
Cette densité de puissance peut aussi s’exprimer comme la puissance P (enW ) rayon-





D’après les Eqs. (10.3.1) et (10.3.2), on peut alors exprimer l’intensité du champ







. E est l’intensité du champ électrique au point d’observation, en V/m.
. Z est l’impédance intrinsèque du milieu de propagation, en Ω.
. P est la puissance rayonnée par une antenne (source), en W .
. S est la surface de rayonnement, en m2.
. r est la distance parcourue par l’onde depuis la source, en m.
Dans l’espace libre et infini, l’énergie rayonnée par une une antenne (source) se dis-
perse. Pour une antenne isotrope qui rayonne en espace libre (dans l’air 4), l’énergie d’un
front d’onde sphérique se répartit sur la surface d’une sphère. Ainsi l’intensité du champ











. E est l’intensité du champ électrique au point d’observation, en V/m (resp. mV/m).
. P est la puissance rayonnée par une antenne (source) isotrope, en W (Watts).
. Z0 est l’impédance intrinsèque du vide, en Ω.
. r est la distance parcourue par l’onde depuis la source, en m (resp. km).
Dans notre cas, nous utilisons un front d’onde cylindrique et de la même façon, l’éner-
gie se répartit sur le périmètre d’un cercle ou d’un faisceau dirigé 5. Ainsi, pour une
antenne isotrope qui rayonne dans un plan en espace libre, l’intensité du champ élec-










Le niveau de réception en un point donné du champ rayonné par une source se mesure
avec l’intensité du champ électrique de cette onde et s’exprime souvent en µV/m ou en
dBµV/m.
3. Un faisceau est dit dirigé suivant un angle solide Ω (en stéradian sr), défini comme le rapport de
la surface d’une partie d’une sphère S (en m2) sur le rayon r (en m) au carré : Ω = S/r2. Pour une
antenne isotrope on a Ω = 4pi et pour une antenne à faisceau dirigé Ω < 4pi.
4. L’air est équivalent au vide : Z0 = 120pi = 377 Ω.
5. Dans ce cas-ci (front d’onde cylindrique), un faisceau est dit dirigé suivant un angle plan θ (en
rad), défini comme le rapport de la longueur L (en m) d’un arc sur le rayon du cercle r (en m) : θ = L/r.
Pour une antenne isotrope on a θ = 2pi et pour une antenne à faisceau dirigé θ < 2pi.
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La différence de lecture du champ rayonné en fonction du type de modèle — description
2D (front d’onde cylindrique) ou 3D (front d’onde sphérique) des phénomènes électro-
magnétiques — n’est donc pas négligeable et peut se quantifier au travers des relations
















On note une différence d’intensité entre E2D et E3D proportionnelle à l’inverse de la
racine carrée de la distance : 1/
√
2r ; ceci se quantifie en dB par une différence d’intensité
de 6 −3 dB − 10 log10(r) dB de E3D par rapport à E2D. À titre d’exemple, l’intensité du
champ rayonné par une source isotrope de 10 W de puissance, se propageant en espace
libre à la distance de 10 m, est :
E2D ' 137 dBµV/m E3D ' 124 dBµV/m (10.3.7)
10.3.3 Paramétrage des modèles de type urbain
Afin de mettre en évidence la qualité des modèles de prédiction mis à disposition par
WinpropTM , nous choisissons de comparer notre modèle avec les modèles de calcul IRT 7
basés sur la propagation des rayons de l’optique et les interactions des rayons du type :
• IRT-3D – Empirical : paramètres de pertes =⇒ modèles de réflexion, transmission
et diffraction par des milieux à pertes (niveaux d’atténuation de part et d’autre des
surfaces de séparation).
• IRT-3D – Fresnel : paramètres électriques (εr, µr, σ) =⇒ lois de Fresnel (réflexion
et transmission) et GTD/UTD (diffraction).
Aussi, les modèles IRT disposent d’une procédure de pré-traitement relativement
efficace qui limite considérablement les temps de calcul des simulations.
Notre modèle est lui basé sur les modèles d’interactions du type Fresnel (réflexion et
transmission) et GTD/UTD (diffraction).
Dans les modèles d’environnement développés ci-après, nous configurons notre modèle
sur celui de WinpropTM en fixant le nombre des interactions totales de nos entités à 4 et le
nombre de diffraction à 2. Aussi les cartes de champ ont une résolution de 0, 1 m × 0, 1 m.
La source est isotrope, de puissance 10 W , à la fréquence f0 = 2 GHz et polarisée
verticalement 8. De plus, les milieux sont supposés sans pertes et non-dispersifs.
Place à la simulation . . .





= −3 dB − 10 log10(r)
7. IRT pour Intelligent Ray Tracing method.
8. Verticalement par rapport au plan de propagation.
143
Modèle bidimensionnel (2D)
10.4 Validation du modèle électromagnétique
par la simulation
La simulation de notre modèle électromagnétique 2D décrit de manière cohérente
l’ensemble des interactions que nous cherchons à modéliser. Nous allons désormais nous
attacher à modéliser des environnements de type milieu « urbain », c’est-à-dire des en-
vironnements composés d’objets électriquement grands, et y cartographier la puissance
rayonnée par une source isotrope.
10.4.1 Environnement constitué d’un objet métallique parfait
Notre premier modèle de type urbain est un environnement constitué d’un objet mé-
tallique parfait de dimension 5 m × 5 m, cf. Fig. 10.5. La résolution de la carte de champ
nous donne approximativement un pavage de ∼ 35000 cellules (pixels).
a – Notre approche.
b – WinpropTM .
Figure 10.5 – Carte de champ d’un environnement constitué d’un seul objet métallique
parfait.
Nous remarquons la similitude de nos résultats avec ceux de WinpropTM et ce avec
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des niveaux de champ plus élevés comme nous l’avions estimé, cf. Section 10.3.2. Nous
observons de plus que les modèles IRT sont assez proches l’un de l’autre sans toutefois être
identiques. Les modèles de WinpropTM sont donc sensibles au type d’approche. Aussi,
nous discernons très bien les différentes zones (limites) d’incidence, de réflexion et de
diffraction.
Notons que les temps CPU des simulations sont du même ordre pour l’ensemble des
modèles, ∼ 20 s. Notre modèle simule ici simultanément au maximum (∼max) 9 6 entités.
10.4.2 Environnement constitué de deux objets
métalliques parfaits
Ce second modèle est issu du précédent auquel nous ajoutons un objet supplémentaire.
Nous avons alors un environnement constitué de deux objets métalliques parfaits de
mêmes dimensions 5 m × 5 m, distants de 5 m, cf. Fig. 10.6. La résolution de la carte
de champ nous donne approximativement un pavage de ∼ 50000 cellules (pixels).
a – Notre approche.
b – WinpropTM .
Figure 10.6 – Carte de champ d’un environnement constitué deux objets métalliques
parfaits.
9. Nous utilisons ce symbole « ∼max x » pour signifier :
« le nombre d’entités se propageant simultanément est au maximum d’environ x entités ».
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De la même façon que précédemment, nous remarquons la similitude de nos résultats
avec ceux de WinpropTM . Aussi, nous discernons très bien les différentes zones (limites)
d’incidence, de réflexion et de diffraction.
Notons que les temps CPU des simulations sont du même ordre pour l’ensemble des
modèles, ∼ 1 min pour ∼max 20 entités.
10.4.3 Environnement constitué d’une multitude d’objets
métalliques parfaits
Nous complexifions davantage le modèle précédent en modélisant un environnement,
de dimension 30 m × 30 m, constitué d’une multitude d’objets métalliques de dimension
de l’ordre du m, cf. Fig. 10.7. Le plan est disponible dans l’Annexe E. La résolution de la
carte de champ nous donne approximativement un pavage de ∼ 80000 cellules (pixels).
a – Notre approche.
b – WinpropTM .
Figure 10.7 – Carte de champ d’un environnement constitué d’une multitude d’objets
métalliques parfaits.
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De la même façon que précédemment, nous remarquons la similitude de nos résultats
avec ceux de WinpropTM . Notons que les temps CPU des simulations sont ici différents.
Nous obtenons notre carte de champ en approximativement ∼ 8 min pour ∼max 1300 en-
tités, contre ∼ 4 min pourWinpropTM . Rappelons que ce logiciel dispose d’une procédure
de pré-traitement qui diminue considérablement les temps de calcul de ses simulations,
sans quoi !
Notons que sans l’utilisation de la carte de champ, le temps de simulation de notre modèle
est ∼ 1 min. Nous voyons ici une « limitation » (temporaire) de notre modèle. D’une part
celui-ci n’est pas optimisé comme peuvent l’être les logiciels commerciaux, et d’autre part
nous pouvons toujours envisager de développer d’autres types de cartes de champ que la
nôtre.
10.4.4 Environnement constitué d’un objet délectrique
Nous avons développé des modèles constitués d’objets métalliques. Quand est-il dans
le cas d’objets « diélectriques » ?
Ce modèle est un environnement constitué d’un objet « diélectrique » de dimension
5 m × 5 m, cf. Fig. 10.8. Cet objet est plus particulièrement caractérisé par le fait
qu’il est formé de quatre murs d’épaisseur d = 10 cm, de permittivité εr = 10 et contient
de l’air à l’intérieur. Ceci correspond à la description d’une « cavité diélectrique » faite à
la Section 6.4.2 p. 92.
La résolution de la carte de champ nous donne approximativement un pavage de ∼ 35000
cellules (pixels). De plus, nous représentons uniquement le champ à l’extérieur de l’objet.
De la même façon que précédemment, nous remarquons la similitude, bien que moins
flagrande à première vue, de nos résultats avec ceux de WinpropTM . Il est assez amusant
de constater que l’on retrouve dans notre résultat une partie des « formes » des deux
approches de WinpropTM , à l’image d’une superposition. Aussi, nos niveaux de champ
sont toujours plus élevés comme nous l’avions estimé, cf. Section 10.3.2.
Notons que les temps CPU des simulations sont du même ordre pour l’ensemble des
modèles, ∼ 20 s et ∼max 25 entités.
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a – Notre approche.
b – WinpropTM .
Figure 10.8 – Carte de champ d’un environnement constitué d’un objet « diélectrique ».
10.4.5 Résonance des modes d’une cavité
Dans un tout autre type de modèle, nous nous attachons désormais à modéliser une
cavité métallique rectangulaire dans le but de vérifier si le modèle de l’entité cylindrique
est compatible avec la caractérisation des modes de résonance d’une telle structure. En
effet, notre modèle n’a pas été développé pour la modélisation de milieux fermés mais
plutôt de milieux ouverts.
Aussi, a contrario des coins extérieurs des objets, nous ne tenons pas compte ici d’une
éventuelle diffraction au niveau des coins intérieurs de la cavité.
Notre cavité est de dimension 4 m × 7 m cf. Fig. 10.9 et notre entité source est
caractérisée par les paramètres suivants :
. son amplitude E0 = 1 V/m
. sa fréquence centrale f0 = 10 GHz
. sa phase ϕ0 = pi2 rad
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. son écart-type σ0 = 1f0 s
Nous plaçons plusieurs cellules de lecture à l’intérieur de la cavité. Le pas temporel




=⇒ ∆t = 10 ps (10.4.1)
Figure 10.9 – Cavité métallique rectangulaire 2D.
Nous avons modéliser cette cavité pour deux situations différentes :
• cavité remplie d’air.
• cavité remplie de diélectrique de permittivité εr = 10.
Nous pouvons observer typiquement les réponses temporelles de la simulation de notre
modèle d’une telle structure sur la Fig. 10.10.
Nous remarquons que le champ décroît au fur et à mesure jusqu’à se stabiliser autour
d’une valeur ce qui est en accord avec notre modèle :
• décroissance en 1√
r
du champ du front d’onde cylindrique.
• principe de conservation de l’énergie : aucune entité ne sort de la cavité donc pas
de pertes d’énergie.
Les modes de résonances s’obtiennent simplement en effectuant une transformée de
Fourier de la réponse temporelle. Ces modes de résonance sont comparés à la théorie sur
la Fig. 10.11. D’après l’Eq. (9.2.9) de la p. 134, les modes de résonance théoriques d’une













. a et b sont les dimensions de la cavité suivants les axes x et y.
. m et n sont les indices des modes de résonance.
. c est la vitesse de propagation dans le milieu.
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Figure 10.10 – Réponses temporelles d’une cavité métallique rectangulaire remplie d’air
pour différentes cellules de lecture (4 cellules).
Nous en obtenons un certain nombre et ce de manière assez précise. Cependant, la
détection de ces modes est sensible à la position des cellules de lecture et à la position de
la source.
Nous remarquons toutefois que ce modèle n’est pas très bien adapté à la modélisation
de telles structures. En effet, contrairement aux modèles en espace libre où le nombre
d’entités trouve un certain équilibre 10, notre modèle génère ici une infinité d’entités : il
s’en crée de nouvelles sans aucune suppression.
Aussi, il faut simuler des temps relativement longs pour avoir une bonne représentation
des modes de résonance avec un pas fréquentiel suffisamment fin. Or la croissance conti-
nuelle du nombre d’entités ralentit considérablement la simulation. À ce titre, les temps
CPU des résultats présentés ici pour la cavité sont de ∼ 40 min pour ∼max 10000 entités,
et ce simplement pour une cavité vide, c’est-à-dire sans insert métallique à l’intérieur.
Nous voyons très bien une « limitation » à notre modèle. Toutefois, contrairement
aux méthodes de lancer de rayons, nous avons une possibilité de modéliser ce type de
structure. Rappelons que ce modèle n’a pas été prévu à cet effet et que nous avons l’espoir
de trouver des solutions et notamment à travers le développement de nouvelles entités
telles que des fronts d’onde plans bidimensionnels, cf. Fig. 6.7 p. 85.
10. Cet équilibre est principalement dû aux entités qui sortent de l’environnement. On observe alors
une stabilisation de leur nombre suite aux créations / suppressions d’entités dans l’environnement.
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a – Cavité remplie d’air.
b – Cavité remplie de diélectrique εr = 10.
Figure 10.11 – Modes de résonance d’une cavité 2D pour différentes cellules de lecture
(2 cellules).

Conclusion de la partie III
Nous venons d’expérimenter notre modèle énactif d’un environnement électromagné-
tique à travers deux modèles de propagation, l’un unidimensionnel et l’autre bidimen-
sionnel.
Le modèle 1D a permis de vérifier et valider les capacités de notre approche vis à vis
de résultats connus. Nous avons pu mettre en évidence la pertinence de notre modèle
d’entité onde électromagnétique en tant que paquet d’onde(s) ainsi que la méthode de
décomposition spectrale d’un paquet d’onde en paquet d’ondes pour tenir compte de
milieux à pertes.
Le modèle 2D, issu de la généralisation du modèle 1D, a permis quant à lui de valider
la modélisation d’environnements « réels » du type milieu urbain. La principale limitation
de ce type d’environnement, pour le moment, est la cartographie du champ électroma-
gnétique. Ce modèle a aussi offert la possibilité de modéliser des cavités bien qu’il n’ait
pas été développé en ce sens.
Aussi, notre méthode est une méthode temporelle ultra large bande, qui présente
l’énorme avantage de ne pas avoir de dispersion numérique et ne nécessite pas d’échan-
tillonner l’espace d’analyse. De plus, nous n’avons pas observé d’instabilités.
Dans ce contexte, notre pari de modéliser des environnements électromagnétiques par
la méthode énactive est donc réussi.

Conclusion générale
Nous allons dresser un bilan du travail effectué et ouvrir de nouvelles voies de recherche
en guise de perspectives.
Bilan
Nous avons abordé le problème de la modélisation d’un environnement électromagné-
tique en réalité virtuelle par une approche énactive.
La méthode énactive constitue une approche atypique pour la modélisation dyna-
mique d’un environnement naturel et sa simulation en un système de réalité virtuelle.
Elle propose une méthode spécifique pour la modélisation de systèmes complexes où de
nombreux phénomènes interagissent de nombreuses façons, à des échelles de temps et
d’espace pouvant être très différentes.
L’énaction caractérise le fait que le monde résulte d’un couplage entre des entités auto-
nomes, qui le structurent et le façonnent de par leurs propres activités et savoir-faire : le
phénomène cognitif est indissociable de l’environnement dans lequel il se produit.
Nous avons formalisé un modèle énactif d’un environnement électromagnétique où les
phénomènes sont modélisés en tant qu’entités autonomes en interaction. Cet environne-
ment est constitué principalement d’ondes et de milieux électromagnétiques en interac-
tion ; chaque entité participe par ses interactions à la construction du milieu électroma-
gnétique nécessaire à la reconstitution de phénomènes réels au sein d’un environnement
virtuel.
Nous avons décrit de manière phénoménologique nos entités et les phénomènes élec-
tromagnétiques associés.
Les entités ondes électromagnétiques sont modélisées en tant que paquet d’onde(s). Plus
exactement, si l’environnement est constitué de milieux sans pertes resp. avec pertes, on
utilisera le modèle du paquet d’onde resp. du paquet d’ondes.
Les milieux électromagnétiques sont les supports de la propagation des ondes. Ils sont
constitués de matériaux diélectriques ou conducteurs, avec ou sans pertes.
Aussi, nous avons des instruments de mesure pour quantifier et cartographier le champ
électromagnétique en un point ou une région de l’espace.
Nous avons ensuite défini les interactions ondes/milieux permettant de reconstituer un
environnement électromagnétique cohérent, ainsi que les interactions ondes/instruments
pour lire le champ électromagnétique.
Conclusion Générale
Enfin, nous avons instrumenté notre modèle énactif électromagnétique en proposant
l’expérimentation du modèle par la simulation in virtuo d’un ensemble de scénarios.
L’implémentation du modèle est basée sur le moteur de simulation d’entités autonomes
et de rendu 3D, ARéVi, développé au CERV.
Pour cela, nous avons développé deux modèles de propagation, l’un unidimensionnel (1D)
et l’autre bidimensionnel (2D). Le premier modèle, 1D, est basé sur la notion et le concept
de l’onde plane tandis que le second modèle, 2D, est basé sur la propagation d’un front
d’onde cylindrique.
Le modèle 1D a permis de vérifier et valider les capacités de notre approche vis à vis
de résultats connus. Nous avons pu mettre en évidence la pertinence de notre modèle
d’entité onde électromagnétique en tant que paquet d’onde(s) ainsi que la méthode de
décomposition spectrale d’un paquet d’onde en paquet d’ondes pour tenir compte de
milieux à pertes.
Le modèle 2D, issu de la généralisation du modèle 1D, a permis quant à lui de valider la
modélisation d’environnements « réels » du type milieu urbain. Ce modèle a aussi offert
la possibilité de modéliser des cavités bien qu’il n’ait pas été développé en ce sens.
Aussi, ceci nous a permis de caractériser notre méthode. C’est une méthode temporelle
ultra large bande, qui présente l’énorme avantage de ne pas avoir de dispersion numérique
et ne nécessite pas d’échantillonner l’espace d’analyse ; et pour laquelle nous n’avons pas
observé d’instabilité.
En somme, notre pari de modéliser des environnements électromagnétiques par la
méthode énactive et sa simulation en un système de réalité virtuelle est réussi.
Perspectives
Loin d’être terminé, le travail effectué peut être poursuivi selon de multiples voies de
recherche.
La première idée qui nous vient à l’esprit est bien sûr le développement d’un modèle
tridimensionnel ; celui-ci n’étant autre que la généralisation du modèle bidimensionnel.
Ce modèle serait basé sur la propagation d’un front d’onde sphérique ou d’une portion
de sphère, cf. Section 6.2.6. De plus, cela nécessiterait de tenir compte de la diffraction
par les arêtes en plus de celle sur les coins des objets.
Aussi, de nombreuses perspectives sont envisagées quant au développement d’entités
plus ou moins exotiques pour simplifier certaines interactions et enrichir les modèles.
Nous avons vu par exemple qu’il nous était possible de modéliser des cavités bidimension-
nelles bien que notre modèle ne soit pas très bien adapté à ce type de structure fermée.
Cependant, des solutions sont envisagées. Ce problème devrait pouvoir être en partie
résolu en utilisant différents types d’entités électromagnétiques basées notamment sur le
modèle d’un front d’onde plan 2D, cf. Section 6.2.5, transformation d’un front d’onde
cylindrique dont :
• l’angle d’ouverture du front d’onde cylindrique doit être suffisamment petit.
• le rayon de courbure du front d’onde cylindrique doit être suffisamment grand.
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On pourrait également imaginer des entités à front d’onde parabolique pour tenir
compte de l’ajout de nouveaux phénomènes tels que des interactions avec des objets
paraboliques (antennes) voire d’autres types d’objets courbes. Il n’y a pas de limitation
à notre imagination.
Aussi, notre modèle est basé sur des milieux (objets) immobiles ; ceci dit, ce n’est pas
une hypothèse limitante. Nous partons simplement de l’hypothèse que le déplacement
relatif d’un objet « physiques », c’est-à-dire matériel, par rapport à une onde électro-
magnétique est relativement faible (mais pas forcément négligeable). Il serait tout à fait
envisageable de doter ces entités de capacités plus développées telles que pouvoir se dé-
placer. On pense notamment à vouloir modéliser l’effet Doppler par exemple.
De plus, cette méthode a l’avantage de pouvoir simuler différents modèles de propa-
gation voire différents type d’entités physiques. Ainsi, nous devrions pouvoir modéliser
des problèmes multi-échelles et multi-physiques en ajoutant aux phénomènes électro-
magnétiques déjà modélisés, celui de la diffusion dans les milieux ainsi que des aspects
thermiques suite aux échanges d’énergie ondes-matière.
Les milieux étant supposés LHI, les entités sont transparentes les unes aux autres et
on peut appliquer le principe de superposition. Dans le cas de milieux non-linéaires, ceci
ne serait plus le cas et on devrait observer des échanges d’énergie entre les entités. Ceci
a déjà été effectué pour d’autres modèles énactifs et notamment pour la modélisation de
la mer virtuelle [Par04], la mer étant un milieu fortement non-linéaire ou bien dans le
modèle de thermodynamique moléculaire, les chocs entre molécules s’effectuant avec des
échanges d’énergie [CBP+10], cf. Section 5.2.
Nous envisageons également la possibilité de modéliser des milieux dispersifs tels que
les guides d’ondes.
Nous avons vu que la principale limitation (pour le moment) du modèle bidimension-
nel, pour des environnements de type urbain, est la cartographie du champ électromagné-
tique. De nouveaux modèles de carte de champ pourraient être développés pour pallier
ce défaut.
Bref, ce ne sont pas les idées qui manquent et il faudra de nombreuses personnes pour
mener à bien tous ces projets.







Définition des entités électromagnétiques
La modélisation énactive de problèmes de propagation électromagnétique doit reposer
sur une définition d’entités rigoureuse. Pour cela, il nous faut partir de descriptions sim-
plifiées des phénomènes à modéliser de façon à dégager les paramètres essentiels de nos
entités. Ces paramètres seront ensuite enrichis au fur et à mesure par généralisation. Dans
ce contexte, nous allons partir d’un modèle simple à une seule dimension spatiale (1D).
A-1 : Le modèle de l’entité 1D
Notre problème doit mettre en œuvre des phénomènes de propagation. La modélisation
énactive nous impose plusieurs choses :
– la simulation est temporelle.
– les entités doivent être situées, c’est-à-dire avoir une délimitation précise dans l’es-
pace.
De plus, nous souhaitons obtenir à l’issue de la simulation ;
– l’état du champ en un point ou une région de l’espace.
– une réponse électromagnétique sur une bande de fréquence ∆f assez large autour
d’une fréquence centrale f0.
L’entité capable de répondre au mieux à ces exigences est évidemment le paquet
d’onde. Ce concept est le seul qui soit utilisé en électromagnétisme pour décrire des
phénomènes large bande tel que la dispersion. Nous nous limitons dans un premier temps
à une situation simple : milieux linéaires, non-dispersifs, etc.
Dans ce contexte, le paquet d’onde — cf. Fig. A.1 — est donc caractérisé par :
– une amplitude E0
– une phase ϕ0
– une fréquence centrale f0 (pulsation ω0)
– une vitesse de phase vϕ
– une vitesse de groupe vg
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– un vecteur d’onde ~k0
– une étendue spatiale ∆l
– une étendue temporelle ∆t
– une largeur de bande ∆f (∆ω)
– un écart-type σ0
A priori ces paramètres ne sont pas indépendants. Aussi, il nous faut définir rigoureu-
sement — sur la base d’un critère — la largeur de bande ∆f ainsi que l’étendue spatiale
∆l (resp. la durée temporelle ∆t) du paquet d’onde qui se doit d’être finie.
Ce modèle étant unidimensionnel suivant l’axe z, nous considérons que les caracté-
ristiques suivant les axes x et y sont infinies. Nous prendrons de plus un paquet d’onde
gaussien au vu du caractère classique de son emploi. Dans ce cadre, nous supposerons que
l’onde est de nature plane. Ainsi, elle possède les propriétés de celle-ci. De plus, nous sup-
poserons que le champ magnétique peut toujours se déduire du champ électrique et par
conséquent, seul ce dernier sera représenté. Aussi, dans les milieux qui nous intéressent,
la vitesse de phase vϕ est la vitesse de groupe vg (milieux non-dispersifs).
Sa définition spatiale est la suivante :

















où z0 est le « centre de phase spatial » ou décalage spatial.
Et sa définition temporelle :





où t0 est le « centre de phase temporel » ou décalage temporel.
Cette fonction f(t) peut aussi se réécrire comme le produit de deux fonctions h(t) et g(t) :
f(t) = h(t) · g(t) (A.3)
où au décalage près, nous identifions :
h(t) = sin(ω0t+ ϕ0) (A.4)





A-2 : Relation entre les paramètres de l’impulsion et
ceux de son spectre
D’une manière générale, dans la définition de la fonction (A.2), nous avons des para-
mètres liés à ceux de son spectre. Il nous faut donc calculer la transformée de Fourier de
cette fonction, cf. Annexe B.
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Figure A.1 – Description d’un paquet d’onde dans les domaines temporel et fréquentiel.
Si nous considérons uniquement la partie positive du spectre, et que nous définissons
la bande de fréquence ∆f comme l’intervalle centré sur f0 et sur lequel l’intégrale de
l’amplitude du spectre représente un pourcentage τ de l’intégrale totale du spectre (pour









||F (f)|| df (A.6)
or dans la zone qui nous intéresse, c’est-à-dire pour des fréquences positives, nous avons
d’après l’Eq. (B.21) de l’Annexe B :






















De plus, nous pouvons remarquer que la fonction gaussienne est une fonction paire




































Calcul de la partie gauche de l’Eq. (A.10)
























Calcul de la partie droite de l’Eq. (A.10)
















où erf est la « fonction erreur » 12 qui est une fonction connue.
et en posant






































Par conséquent, d’après la relation (A.17), nous avons l’égalité suivante, qui relie la














11. À consulter sur le site : http://integrals.wolfram.com/
12. « Fonction erreur » erf : http://mathworld.wolfram.com/Erf.html




99 ∼ 1, 8214
99, 9 ∼ 2, 3267
99, 99 ∼ 2, 7511
99, 999 ∼ 3, 1234
Table A.1 – Fonction erreur inverse erf−1(τ) pour quelques valeurs de τ .
Relations entre les paramètres de l’impulsion et ceux de son spectre
Nous avons ainsi une relation entre ∆f et σ qu’il nous faut désormais relier à la durée
temporelle ∆t, à savoir à la longueur spatiale ∆l de notre entité.
De la même manière que précédemment, il nous faut trouver un critère. Celui-ci peut être
similaire au critère de la bande passante et nous définissons à ce titre la durée temporelle
de l’entité ∆t comme l’intervalle centré autour de t0 — où t0 est le centre de l’enveloppe
du paquet d’onde cf. Fig. A.1 — tel que l’intégrale de l’enveloppe gaussienne du signal
sur cet intervalle représente le pourcentage τ de l’intégrale de la gaussienne du signal sur
tout l’espace.
Prenons une enveloppe gaussienne du type :

















En utilisant la propriété de l’Eq. (A.11), nous pouvons calculer la partie gauche de




g(t) dt = τE0 σ
√
2pi (A.22)






































ce qui nous conduit à la relation :
τE0 σ
√














Ainsi, si nous définissons un des trois paramètres ∆f , σ ou ∆t, les deux autres en
dépendent. De plus, connaissant la durée temporelle ∆t de l’entité et la vitesse de pro-
pagation c à laquelle cette entité se propage dans son milieu, on en déduit sa longueur
spatiale ∆l :
∆l = c ∆t (A.27)
Remarque sur le critère de pourcentage de conservation du signal τ
τ est le taux de conservation que nous définissons tel que 99% ≤ τ < 100%.
Pour le spectre, un critère de τ = 99 % semble suffisant, cf. Fig. A.3. Par contre dans
la représentation temporelle, cela tronque le signal à un niveau trop élevé, cf. Fig. A.2.
En effet, cela représente un niveau de −29 dB.
Figure A.2 – Durée temporelle ∆t d’une impulsion gaussienne f(t) en fonction du taux
de conservation τ de l’impulsion.
L’impulsion f(t) est définie par son amplitude E0 = 1 V/m, sa fréquence centrale
f0 = 5 GHz, sa phase ϕ0 = pi2 rad, son écart-type σ =
1
f0
s et centrée en t0 = 5 ns.
Cette valeur de −29 dB se trouve simplement en substituant la variable temporelle




















Ceci nous donne le champ E en V/m. Le niveau de troncature du signal (dB) s’obtient en
effectuant le rapport du champ E donné par la fonction g(t) sur l’amplitude maximale E0
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En affinant ce critère à τ = 99, 9 %, on trouve un niveau de troncature de −47 dB ce
qui semble meilleur. Pour être tranquille, nous prendrons τ = 99, 99 % ce qui donne un
niveau de −66 dB.
Figure A.3 – Bande passante ∆f du spectre de l’impulsion gaussienne f(t) de la Fig. A.2
en fonction du taux de conservation τ du spectre.
A-3 : Le modèle de l’entité 2D
À la suite de ce qui vient d’être établi précédemment dans le cadre du modèle unidi-
menionnel d’une entité onde électromagnétique, nous pouvons définir de manière similaire
une entité onde électromagnétique bidimensionnelle en effectuant une opération de révo-
lution du signal d’une entité 1D, cf. Fig. A.4. Celle-ci se propagera dans un plan défini
par les axes x et y par exemple et possède les mêmes caractéristiques que l’entité 1D
quant aux critères et au contenu de son champ qui se doit d’être un paquet d’onde.
Figure A.4 – Coupe d’un front d’onde cylindrique.
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Bien entendu cette entité bidimensionnelle devra avoir les propriétés d’une onde cy-
lindrique, à savoir un front d’onde qui se propage dans un plan et une décroissance de
son champ en 1√
r
. Aussi, il faudra tenir compte de sa polarisation et de son angle d’inci-
dence sur les objets de l’environnement de simulation, ce qui n’était pas le cas du modèle
unidimensionnel de l’onde plane qui se propage sous incidence normale.
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Spectre d’un sinus modulé par une gaussienne
Nous cherchons à calculer la transformée de Fourier (TF) d’une fonction sinus modulée
par une gaussienne afin de déterminer les relations de dépendance qui lient les paramètres
de cette impulsion (dans le temps) à ceux de son spectre (en fréquence). Ceci doit nous
permettre d’identifier les caractéristiques du paquet d’onde et ainsi nous pourrons définir
rigoureusement les paramètres de nos entités ondes électromagnétiques.
B-1 : Expression d’un sinus modulé par une gaussienne
L’expression d’un sinus modulé par une gaussienne est :
f(t− t0) = E0 sin (2pif0(t− t0) + ϕ0) e− 12(
t−t0
σ ) (B.1)
Figure B.1 – f(t) : fonction sinus modulé par une gaussienne, définie par son amplitude
E0 = 1 V/m, sa fréquence centrale f0 = 5 GHz, sa phase ϕ0 = pi2 rad, son
écart-type σ = 1
f0
s et centrée en t0 = 5 ns.
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Cette fonction f(t) peut aussi se réécrire comme le produit de deux fonctions h(t) et g(t) :
f(t) = h(t) · g(t) (B.2)
où
h(t) = sin(2pif0t+ ϕ0) (B.3)





B-2 : Transformée de Fourier d’un sinus modulé par une
gaussienne
Nous cherchons la tranformée de Fourier F (f) de la fonction sinus modulée par une
gaussienne, f(t), soit :
F (f) = TF [h(t) · g(t)] = H(f)⊗G(f) (B.5)
Pour cela, nous allons déterminer les TF des fonctions h(t) et g(t).
TF d’une gaussienne
Calculons tout d’abord la transformée de Fourier de la fonction gaussienne g(t) :







où en posant α = 1
2σ2
, on obtient g(t) sous la forme :
g(t) = E0 e−αt
2
(B.7)



















x(t− t0) TF−→ X(f) e−2jpift0 (B.10)
D’où il vient :


















ejϕ0 δ(f − f0) − e−jϕ0 δ(f + f0)
]
(B.13)
sin(2pif0(t− t0) + ϕ0) TF−→ 1
2j
[
ejϕ0 δ(f − f0) − e−jϕ0 δ(f + f0)
]
e−2jpift0(B.14)





ejϕ0 δ(f − f0) − e−jϕ0 δ(f + f0)
]
e−2jpift0 (B.15)
TF d’un sinus modulé par une gaussienne
De cette façon, nous pouvons déterminer la TF de la fonction f(t− t0) qui s’exprime
par un produit de convolution :
F (f) = H(f)⊗G(f) (B.16)






ejϕ0 δ(f − f0) − e−jϕ0 δ(f + f0)
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H(u) G(f − u) du =
+∞∫
−∞




G(f) δ(f − f ′) df = G(f ′) (B.19)
Ainsi, nous obtenons l’expression de la transformée de Fourier d’une fonction sinus
modulée par une gaussienne :








2 − e−jϕ0 e−2[piσ(f+f0)]2
]
(B.20)
Et nous avons :








Figure B.2 – F (f) : Transformée de Fourier du signal f(t) de la Fig. B.1.
Figure B.3 – ||F (f)|| : Partie supérieure de la transformée de Fourier F (f) de la Fig. B.2.
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Décomposition spectrale
d’un paquet d’onde en paquet d’ondes
Le modèle d’une onde monochromatique est souvent utilisé pour décrire et comprendre
des phénomènes électromagnétiques. Cependant, ce modèle n’est pas physique. En effet,
il n’existe pas naturellement d’ondes monochromatiques car celles-ci ont une énergie infi-
nie puisqu’elles sont définies pour tout temps t (∀t) et dans tout l’espace (∀ la direction
de propagation). Pour pallier ce problème, on a alors recours à une méthode de décom-
position spectrale afin de décomposer une onde en plusieurs ondes monochromatiques.
La superposition de ces ondes monochromatiques permet de reconstruire une onde réelle,
c’est-à-dire à énergie finie, limité dans le temps et l’espace.
Aussi, la modélisation énactive nous impose plusieurs choses :
– la simulation est temporelle.
– les entités doivent posséder une finitude, c’est-à-dire une délimitation précise dans
l’espace.
Dans ce contexte, l’entité capable de répondre au mieux à ces exigences est évidem-
ment le paquet d’onde(s), cf. Annexe A. De plus, ce concept est le seul qui soit utilisé en
électromagnétisme pour décrire des phénomènes large bande tel que la dispersion. Nous
prendrons de plus un paquet d’onde gaussien au vu du caractère classique de son emploi.
C-1 : Le paquet d’onde
Nous nous limitons dans un premier temps à une situation simple : milieux LHI 14 et
non-dispersifs. Dans ce contexte, la paquet d’onde peut être défini temporellement par :





Ce paquet d’onde peut être vu comme une onde monoporteuse tronquée par un profil
gaussien. Pour cette raison, ce modèle ne permet pas de tenir compte de milieux dispersifs.
14. Milieux Linéaires, Homogènes, Isotropes.
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Pour pallier ce problème, nous allons transformer ce paquet d’onde (monoporteuse)
en un paquet d’ondes (multiporteuses) en utilisant une méthode de décomposition
spectrale.
C-2 : Le paquet d’ondes
On considère un paquet d’ondes autour d’une fréquence centrale f0 (pulsation ω0).
Un paquet d’ondes est naturellement polychromatique, il est constitué d’une multitude
de fréquences.
Un paquet d’ondes est une superposition d’ondes de pulsation voisines, situées dans un
intervalle restreint δω autour d’une pulsation centrale ω0 et pondérées par des coefficients




A(ω) ej(ωt−k(ω)r+ϕ) dω (C.2)











La difficulté de construire un tel paquet d’ondes est d’être capable d’exprimer expli-
citement les coefficients de pondération A(ω) associés à chaque onde. C’est la méthode
de décomposition spectrale qui va nous permettre de le faire.
Par souci de clarté, nous veillerons donc à bien distinguer un paquet d’ondes (mul-
tiporteuses) d’un paquet d’onde (monoporteuse).
C-2 : Méthode de décomposition spectrale
La méthode de décomposition spectrale doit nous permettre d’exprimer explicitement
les coefficients de pondération des ondes qui composent un paquet d’ondes. Pour cela,
nous allons utiliser la méthode des moments (MoM) qui est une procédure numérique
générale pour traiter ce type de problème.
Partant d’un paquet d’onde (monoporteuse), nous cherchons à obtenir à l’issue de la
décomposition spectrale un paquet d’ondes, c’est-à-dire à transformer une entité en un
paquet d’entités afin de pouvoir traiter des problèmes de dispersion et tenir compte de
milieux à pertes.
La méthode des moments
La méthode des moments est une procédure numérique qui transforme une fonction-
nelle en un système d’équations linéaires que l’on peut ensuite résoudre par des techniques




• Exprimer la solution sous forme de série de fonctions de base connues pondérées
par des coefficients inconnus.
• Appliquer une procédure de minimisation de l’erreur résiduelle relativement à un
ensemble de fonctions test ou fonctions poids.
• Résoudre le système matriciel résultant par rapport aux coefficients inconnus de la
série.
Notre problème consiste à transformer un paquet d’onde en un paquet d’ondes en
décomposant son contenu spectral. Cependant, la simulation étant temporelle, nos entités
ondes électromagnétiques sont décrites en fonction du temps. Nous allons donc devoir
effectuer une tranformée de Fourier pour obtenir une représentation spectrale du contenu
de cette entité.
Choix des fonctions de base
Le choix des fonctions de base se fait de façon à ce qu’elles soient le plus appropriées
pour exprimer la solution. Aussi, elles doivent être définies dans le domaine de la solution.
La définition d’une entité onde électromagnétique dans le domaine temporel est,
cf. Annexe A :








Et l’expression du contenu spectral d’une telle entité s’obtient en effectuant une
transformée de Fourier de son signal. Sa définition dans le domaine fréquentiel est,
cf. Eq. (B.21) de l’Annexe B :






Ce paquet d’onde est représenté dans les domaines temporel et fréquentiel sur la
Fig. C.1. Il est caractérisé par un ensemble de paramètres :
– une amplitude E0
– une phase ϕ0
– une fréquence centrale f0 (pulsation ω0)
– une écart-type σ0
– une vitesse de phase vϕ0
– un vecteur d’onde ~k0
– une étendue spatiale ∆l0
– une étendue temporelle ∆t0
– une largeur de bande ∆f0 (∆ω0)
On cherche à exprimer ||F0(f)|| sous la forme d’une série de fonctions de base (connues)





où les αn sont les coefficients inconnus de la série et les Fn sont les fonctions de base.
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a – Représentation temporelle.
b – Représentation fréquentielle.
Figure C.1 – Description d’un paquet d’onde dans les domaines temporel (impulsion
f0(t)) et fréquentiel (spectre ||F0(f)||).
• Impulsion f0(t) : sinus modulé par une gaussienne, définie par son amplitude E0 =
1 V/m, sa fréquence centrale f0 = 10 GHz, sa phase ϕ0 = pi2 rad, son écart-type
σ = 1f0 s, avec un taux de conservation τ = 99, 99 % et centrée en t0 = 1.95 ns.
• Spectre ||F0(f)|| = TF [f0(t)].
Une entité onde électromagnétique est modélisée en tant que paquet d’onde gaussien.
À l’issue de la décomposition spectrale d’une telle entité, nous devons obtenir plusieurs
entités, chacune ayant les caractéristiques d’un paquet d’onde gaussien, à savoir :
– une amplitude En
– une phase ϕn
– une fréquence centrale fn (pulsation ωn)
– une écart-type σn
– une vitesse de phase vϕn
– un vecteur d’onde ~kn
– une étendue spatiale ∆ln
– une étendue temporelle ∆tn
– une largeur de bande ∆fn (∆ωn)
Dans ce contexte, il paraît naturel et évident que les fonctions de base Fn de la série
sont aussi des gaussiennes du type de ||F0(f)|| :
Fn = ||Fn(f)|| = e−2pi2σ2n(f−fn)2 (C.7)
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où σn est l’écart-type et fn la fréquence centrale de la fonction de base n. Aussi ces
fonctions de base doivent être définies sur des sous-domaines ∆fn.






On voit bien qu’à l’issue de la décomposition, nous cherchons à obtenir plusieurs
paquet d’onde et c’est leur superposition qui va composer un paquet d’ondes. Ce dernier
pourra alors être caractérisé par une vitesse de groupe vg puisque chaque paquet d’onde
se propage à sa propre vitesse de phase vϕn. Dans le cas de milieux non-dispersifs ces
vitesses de phase vϕn sont égales à la vitesse de groupe vg. Ceci n’est plus vrai pour des
milieux dispersifs.
Il nous faut désormais définir les sous-domaines de ces fonctions de base. Pour cela,
nous commençons par subdiviser le domaine ∆f0 de manière homogène et telle que les
fonctions de base soient réparties uniformément sur le domaine et centrées sur leur fré-





fn = f0 − ∆f0
2
+ n δf (C.10)
où
. fn est la fréquence centrale du paquet d’onde n.
. ∆f0 est la largeur de bande du paquet d’onde (initial) à décomposer.
. δf est la largeur des sous-domaines de répartition des fréquences.
. N est l’ordre de décomposition (nombre de paquets d’onde).
. 1 ≤ n ≤ N
Nous devons maintenant définir rigoureusement — sur la base d’un critère — l’écart-
type σn des fonctions de base. Tout d’abord, celles-ci étant définies sur des sous-domaines
∆fn du domaine ∆f0, cela impose que l’écart-type σn soit supérieur à celui de la fonction
à décomposer σ0, alors nous avons :
∆fn < ∆f0 =⇒ σn > σ0 (C.11)
De plus, les fonctions de base sont toutes de la même forme d’où :
σn ≡ constante ∀ n (C.12)
Aussi, le processus de décomposition spectrale d’un paquet d’onde dans le domaine
fréquentiel génère des paquets d’onde. À la suite de ce processus, nous devons avoir une
étape de recomposition de ces paquets d’onde dans le domaine temporel et le choix de σn
a des conséquences sur le dimensionnement d’une entité, cf. Eq. (A.26) de l’Annexe A. En
effet, la dimension d’une entité est liée à certains de ses paramètres dont son écart-type.
Plus celui-ci est grand resp. petit et plus l’étendue (spatio-temporelle) d’une entité est
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large resp. étroite. Ainsi, de façon à avoir — suite à la décomposition — des entités dont
les dimensions soient relativement proches de celles de l’entité initiale tout en respectant
la condition fixée par la relation (C.11), nous choisissons et définissons σn par rapport à
la largeur à mi-hauteur 15 ∆νn telle que :
∆νn = 2 δf (C.13)






cette largeur à mi-hauteur s’exprime :
∆ν = 2
√
2 ln (2) σ (C.15)
Suite au choix de nos fonctions de base (C.7), nous effectuons un changement de
variable dans (C.15) en posant σ = 1
2piσn












Ainsi, connaissant l’écart-type σn, nous pouvons en déduire la bande passante ∆fn,






où τ est le taux de conservation du signal (en %).
Choix des fonctions test
Nous venons de définir les fonctions de base. Il nous faut maintenant choisir des fonc-
tions test ou fonction poids pour pouvoir ensuite appliquer une procédure de minimisation
de l’erreur résiduelle du type Collocation (Point Matching), Galerkin ou Moindre-Carrés
par exemple. Au vu du choix de nos fonctions de base Fn, il semble pertinent de choisir
de manière identique les fonctions test wm, alors nous avons :








αn < wm, Fn > = < wm, F0 > (C.21)
15. Largeur à mi-hauteur (LMH), en anglais Full Width at Half Maximum (FWHM).
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Figure C.2 – Fonctions de base Fn(f) issues de la décomposition de ||F0(f)||
(cf. Fig. C.1) à l’ordre 11 .
Ces fonctions de base sont définies par leur amplitude En, leur fréquence centrale
fn, leur écart-type σn et leur largeur de bande ∆fn avec un taux de conservation
τ = 99, 99 %.






La procédure consiste à déterminer les produits scalaires < wm, Fn > et < wm, F0 >
pour n = 1 : N afin de construire un système d’équations linéaires et ainsi calculer les
coefficients inconnus αn par inversion de matrice. La formulation MoM peut s’écrire sous
forme matriciel :




< w1, F1 > < w1, F2 > · · · < w1, FN >
< w2, F1 > < w2, F2 > · · · < w2, FN >
...
... . . .
...









< w1, F0 >
< w2, F0 >
...
< wN , F0 >

(C.24)
et nous avons :
[α] = [L]−1 [s] = [L] \ [s] (C.25)
179
Annexe C
Les calculs des produits scalaires sont particulièrement difficile à évaluer. Pour cela,






















































Ainsi, il devient assez facile de construire le système matriciel. Notons que ces fonctions
de base Fn et fonctions test wm doivent être intégrées sur leur sous-domaine de définition
respectif ∆fn et ∆fm et non sur la largeur des sous-domaines δf de répartition des
fréquences fn. Ainsi, nous pouvons évaluer le produit scalaire < wm, Fn > de la matrice
[L] tel que :













et puisque les fonctions sont paires :








Il suffit maintenant d’utiliser (C.27) (car σm = σn) et d’effectuer un changement de
variable approprié pour déterminer la matrice [L], en posant :








Aussi, nous obtenons de la même façon pour le produit scalaire < wm, F0 > de la
matrice [s] :
















Il suffit ici d’utiliser (C.26) (car σm 6= σ0) et d’effectuer un changement de variable











a – Fonctions de base Fn(f) de la Fig. C.2 pondé-
rées par les coefficients αn.
b – Comparaison entre la recomposition spectrale∑N
n=1 αn Fn(f) et le spectre ||F0(f)||.
Figure C.3 – Recomposition spectrale à l’ordre 11 du spectre ||F0(f)|| de la Fig. C.1.
Bien entendu, plus l’ordre de décomposition augmente et plus nous aurons une bonne
représentation du paquet d’ondes. Ceci dit, cela augmente par conséquent le nombre
d’entités et il faudra trouver un juste milieu entre l’ordre de décomposition d’un paquet
d’onde en paquet d’ondes et la précision sur les résultats.
Reconstruction temporelle de l’impulsion
La méthode de modélisation énactive nous impose que la simulation soit temporelle.
Nous devons donc reconstruire temporellement l’impulsion en effectuant une transformée
de Fourier inverse de chacun des spectres des paquets d’onde, ce qui revient au final à
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La résolution du système matriciel permet de déterminer les coefficients αn ce qui
nous permet d’exprimer explicitement chacune des fonctions de base, cf. (C.7), corres-
















De plus, notons que tous les paquets d’onde doivent être en phase donc nous avons
ϕn = ϕ0. En effet, il n’y pas de raison pour que les phases ϕn diffèrent de celle du paquet
d’onde initial ϕ0 lors de la procédure de décomposition.
Ainsi, nous pouvons identifier l’ensemble des paramètres des paquets d’onde gaussiens
(dans le domaine temporel).
En résumé
En résumé, nous avons initialement un paquet d’onde (monoporteuse) dont les prin-
cipaux paramètres sont :
– son amplitude E0
– sa phase ϕ0
– sa fréquence centrale f0 (pulsation ω0)
– son écart-type σ0
– sa largeur de bande ∆f0
La méthode de décomposition spectrale permet de décomposer ce paquet d’onde à un
ordre N (somme discrète), c’est-à-dire en N paquets d’onde (monoporteuse) pour former
un paquet d’ondes (multiporteuses), cf. Fig. C.4. Par conséquent, ces paquets d’onde sont
caractérisés par le même ensemble de paramètres. Notons que l’ordre de décomposition
N impose certaines « contraintes » quant à la position des fréquences centrale fn et à
l’écart-type σn des paquets d’onde ainsi générés. Les paquets d’onde sont définis par :




fn = f0 − ∆f0
2
+ n δf
où δf est la largeur des sous-domaines de répartition des fréquences.
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où τ est le taux de conservation du signal (en %).






où αn est le coefficient de pondération déterminé par la MoM.
• une phase ϕn
ϕn = ϕ0
Figure C.4 – Résumé illustré de la méthode de décomposition spectral d’un paquet
d’onde en paquet d’ondes à un ordre 5.
Le paquet d’onde à décomposer (cadre 1) est exprimé dans le domaine spectral (cadre 2).
On décompose ensuite ce domaine spectral en sous-domaines sur lesquels on définit
des fonctions de base — appropriées pour exprimer la solution — pondérées par des
coefficients inconnus. La méthode de décomposition spectrale permet en appliquant
une procédure MoM (type Galerkin ici) de déterminer ces coefficients de pondération
(cadre 3) pour recomposer le spectre initial qu’il faut ensuite reconstituer dans le temps.
Pour cela, il suffit d’exprimer chacun de ces paquets d’onde dans le domaine temporel
(cadre 4) afin de former un paquet d’ondes. Ainsi, nous avons transformer un paquet




Coefficients de réflexion et transmission
théoriques d’une simple lame diélectrique
Les coefficients de réflexion et transmission d’une simple lame diélectrique peuvent
être déterminés de façon théorique assez simplement en utilisant un modèle de lancer de
rayons, cf. Fig. D.1. Pour réduire la complexité du problème, nous considérons uniquement
l’incidence normale et nous nous restreignons à l’étude de milieux sans pertes.
Figure D.1 – Coefficients de réflexion et transmission d’une simple lame diélectrique
(modèle de lancer de rayons).
Les coefficients de réflexion Γij et de transmission Tij à l’interface entre deux milieux




Tij =1 + Γij (D.1)
où ηi et ηj sont les impdédances intrinsèques des milieux i et j et définies telles que :






D-1 : Coefficient de réflexion





+ . . . (D.3)
où θ est la longueur électrique définie par :
θ = β2 d (D.4)
Nous pouvons réécrire (D.3) sous la forme :




où nous remarquons une suite géométrique du type :
Un+1 = q Un
Un = q U0
j∑
n=i










nous obtenons donc :
Γ = Γ12 + T21T12Γ23e−2jθ
1− (Γ23Γ21e−2jθ)n
1− Γ21Γ23e−2jθ (D.8)
or si n −→ +∞ =⇒ e−2jθn −→ 0. L’équation (D.8) se simplifie et donne alors :
Γ = Γ12 +
T21T12Γ23e−2jθ
1− Γ21Γ23e−2jθ (D.9)
Aussi, nous avons les relations :
Γ21 = −Γ12 (D.10)
T12 = 1 + Γ12 (D.11)
T21 = 1 + Γ21 = 1− Γ12 (D.12)







D-2 : Coefficient de transmission





+ . . . (D.14)
où θ est définie par (D.4).





où nous remarquons une suite géométrique et d’après (D.6) cela nous donne par identifi-

















Plan du modèle d’environnement urbain
constitué d’une multitude d’objets métalliques
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Modélisation électromagnétique in virtuo.
Application aux problèmes de propagation en milieux
complexes pour les systèmes de télécommunication.
Resumé
Mots clés : système complexe, système multi-agents, méthode énactive,
modélisation dynamique, réalité virtuelle, phénomène,
entités, interactions, environnement, in virtuo
Actuellement, la plupart des simulateurs électromagnétiques se basent sur une résolu-
tion des équations aux dérivées partielles ou leurs formes équivalentes. Ces simulateurs ont
jusqu’à présent bénéficié d’une augmentation de la puissance informatique compensant
les exigences de calcul nécessitées par la croissance de la complexité et de la dimension
des objets à modéliser. Cependant la taille des problèmes cruciaux augmente beaucoup
plus rapidement que la puissance informatique. Malgré les apports faits pour simplifier
les calculs électromagnétiques, la difficulté à tenir compte de tels problèmes complexes
nécessite un saut méthodologique important.
La méthode dite « énactive », proposée dans ces travaux, constitue une approche
atypique pour la modélisation dynamique d’un environnement naturel et sa simulation
en un système de réalité virtuelle. Issue de la modélisation des systèmes multi-agents,
elle propose une méthode spécifique pour la modélisation de tels systèmes complexes où
de nombreux phénomènes interagissent de nombreuses façons, à des échelles de temps et
d’espace pouvant être très différentes.
Nous cherchons à suivre l’évolution d’une onde électromagnétique et ses interactions
éventuelles avec des objets d’un environnement in virtuo, i.e. à travers un laboratoire vir-
tuel (virtuoscope). Dans ce contexte, cette thèse s’inscrit dans un cadre interdisciplinaire
qui allie les outils et les techniques de la réalité virtuelle à la modélisation de phénomènes
électromagnétiques.
En outre, les phénomènes sont modélisés en tant qu’entités autonomes en interaction.
Notre modèle doit donc reposer sur une définition rigoureuse des entités, à savoir les
ondes et les milieux, et des interactions qui peuvent avoir lieu afin de reconstituer l’en-
semble des phénomènes électromagnétiques « réels » au sein d’un environnement virtuel.
Aussi, nous n’avons pas de moyens nous permettant de vérifier ni de valider autre-
ment que par l’expérimentation notre modèle. En ce sens, nous faisons l’enjeu et le pari
de parvenir à construire un tel système énactique électromagnétique. Pour cela, nous
avons mis au point un ensemble de scénarios d’environnements électromagnétiques, suite
au développement de deux modèles de propagation, l’un unidimensionnel et l’autre bi-
dimensionnel. Les résultats seront comparés à des méthodes plus classiques appropriées
voire à la théorie lorsque c’est possible.
Electromagnetic modelling in virtuo.
Application to wave propagation prediction in complex
environments for telecommunication systems.
Abstract
Keywords : complex system, multi-agent system, enactive method,
dynamic modelling, virtual reality, phenomenon,
entities, interactions, environment, in virtuo
Currently, most of electromagnetic simulators are based on the solution of Maxwell’s
equations or their equivalent forms. These simulators have benefited from the rapid evo-
lution of the computer power that has compensated the rapid increase of the structure
complexity and size to be simulated. However, the computer power increase can no lon-
ger compensate the future demands for larger size and more complex problems. In spite
of much effort made to reduce electromagnetic calculations, the difficulty to take such
challenging complex problems requires the quest for an important methodological break-
through.
The method called “enactive”, proposed in these works, is an atypical approach to
model dynamic systems of a natural environment and its simulation in a system of virtual
reality. Coming from the modelling of multi-agent systems, it offers a specific method for
modelling such complex systems where many phenomena must interact in multiple ways,
at different space and time scales.
We wish to follow the evolution of an electromagnetic wave and its possible interactions
with objects in an environment in virtuo, i.e. in a virtual laboratory (virtuoscope). In this
context, this work is interdisciplinary and combines the tools and techniques of virtual
reality to model electromagnetic phenomena.
In addition, phenomena are modelled by autonomous entities that interact. Therefore, our
model must be based on both aspects a rigorous definition of entities, namely waves and
media, and interactions that may occur to reconstitute “real” electromagnetic phenomena
in a virtual environment.
Also, we have no means to verify or validate our model other than by experiments.
In a way, we make a bet, a challenge, to succeed in building an electromagnetic enactic
system. For this, we have developed some scenarios of electromagnetic environments,
followed by the development of two models, one unidimensional and one bidimensionnal.
Results are compared to more conventional and appropriate methods or to the theory
when it is possible.
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Actuellement, la plupart des simulateurs électromagnétiques se basent sur une résolu-
tion des équations aux dérivées partielles ou leurs formes équivalentes. Ces simulateurs ont
jusqu’à présent bénéficié d’une augmentation de la puissance informatique compensant
les exigences de calcul nécessitées par la croissance de la complexité et de la dimension
des objets à modéliser. Cependant la taille des problèmes cruciaux augmente beaucoup
plus rapidement que la puissance informatique. Malgré les apports faits pour simplifier
les calculs électromagnétiques, la difficulté à tenir compte de tels problèmes complexes
nécessite un saut méthodologique important.
La méthode dite « énactive », proposée dans ces travaux, constitue une approche
atypique pour la modélisation dynamique d’un environnement naturel et sa simulation
en un système de réalité virtuelle. Issue de la modélisation des systèmes multi-agents,
elle propose une méthode spécifique pour la modélisation de tels systèmes complexes où
de nombreux phénomènes interagissent de nombreuses façons, à des échelles de temps et
d’espace pouvant être très différentes.
Nous cherchons à suivre l’évolution d’une onde électromagnétique et ses interactions
éventuelles avec des objets d’un environnement in virtuo, i.e. à travers un laboratoire vir-
tuel (virtuoscope). Dans ce contexte, cette thèse s’inscrit dans un cadre interdisciplinaire
qui allie les outils et les techniques de la réalité virtuelle à la modélisation de phénomènes
électromagnétiques.
En outre, les phénomènes sont modélisés en tant qu’entités autonomes en interaction.
Notre modèle doit donc reposer sur une définition rigoureuse des entités, à savoir les
ondes et les milieux, et des interactions qui peuvent avoir lieu afin de reconstituer l’en-
semble des phénomènes électromagnétiques « réels » au sein d’un environnement virtuel.
Aussi, nous n’avons pas de moyens nous permettant de vérifier ni de valider autre-
ment que par l’expérimentation notre modèle. En ce sens, nous faisons l’enjeu et le pari
de parvenir à construire un tel système énactique électromagnétique. Pour cela, nous
avons mis au point un ensemble de scénarios d’environnements électromagnétiques, suite
au développement de deux modèles de propagation, l’un unidimensionnel et l’autre bi-
dimensionnel. Les résultats seront comparés à des méthodes plus classiques appropriées
voire à la théorie lorsque c’est possible.
