This paper presents a system approaching fully automatic 3D modeling of large-scale environments. Our system takes as input either a video stream or collection of photographs obtained from Internet photo sharing web-sites such as Flickr. The system achieves high computational performance through algorithmic optimizations for efficient robust estimation, the use of imagebased recognition for efficient grouping of similar images, and two-stage stereo estimation for video streams that reduces the computational cost while maintaining competitive modeling results. In addition to algorithmic advances, we achieve a major improvement in computational speed through parallelization and execution on commodity graphics hardware. These improvements lead to real-time video processing and to reconstruction from tens of thousands of images within the span of a day on a single commodity computer.
GPU with simultaneous estimation of the camera gain factor, or linear amplification of the measured light intensity (Section 4.1.1). For photo collections, our system first finds neighboring views for each image through clustering of global image descriptors (Section 4.4.1) and then uses local SIFT features [6] , which are robust to larger viewpoint changes, for detailed verification (Section 4.1).
• Camera pose/motion estimation from local correspondences is robustly performed through ARRSAC, an efficient RANSAC technique (Section 4.1.2). It determines the inlier correspondences and the camera poses with respect to the previous images. In the case when GPS and INS data is available, our system uses the local correspondences to perform sensor fusion with the GPS and INS data (Section 4.1.3).
• Global correspondence estimation is performed to enable global drift correction. This step searches for overlapping viewpoints beyond the temporal neighbors in video and beyond the appearance-based clusters for photo collections (Section 4.2).
• Bundle adjustment uses the global correspondences to reduce the accumulated drift of the camera registrations from the local camera pose estimates (Section 4.3).
• Dense geometry estimation for video streams is performed in real time to extract the depth of all pixels from the camera (Section 5). Our system uses a two-stage estimation strategy. First we use efficient GPUbased multi-view stereo to determine the depth map for every frame.
Then we use the temporal redundancy of the stereo estimations to filter out erroneous depth estimates and fuse the correct depth estimates.
• Model extraction is performed to obtain a triangular mesh representing the scene from the depth maps (Section 6).
The next section will survey the relevant literature for the above system components. Section 4.1 will introduce our algorithm for real-time 3D reconstruction from video. Section 4.4 will detail the adaptations that are necessary to improve efficiency in reconstruction from unstructured photo collections. Finally, Sections 5 and 6 will describe algorithms for creating dense stereo reconstructions and polygonal models from video streams.
Related Work
In the last few years, there has been considerable progress in the area of large-scale urban reconstruction from video, aerial data, and Internet photo collections. Systems for urban reconstruction from video were proposed in [7, 8, 9, 10] . Most of these systems have partially relied on a human in the loop or expensive capture equipment and, except our own previous work [10], did not achieve fast reconstruction. Vergauwen et al. [11] introduced the first web-based automatic reconstruction system from small image collections of uncalibrated cameras. To achieve fast processing and efficient visualization, Cornelis et al. [12] proposed to model facades as ruled surfaces parallel to the gravity vector. One of the first works to demonstrate 3D reconstruction of landmarks from Internet photo collections is the Photo Tourism system [13] . This system achieved high-quality reconstruction results with the help of exhaustive pairwise image matching and global bundle adjustment after inserting each new view. Unfortunately, this process becomes very computationally expensive for large data sets, and it is particularly inefficient for heavily contaminated collections. To improve the performance, Snavely et al. [14] find skeletal sets of images from the collection whose reconstruction provided a good approximation to a reconstruction involving all the images.
One remaining limitation of this work was that it still required the exhaustive computation of all two-view relationships in the dataset. Agarwal et al. [15] parallelized the two-view computations using a computing cluster with up to 500 cores to reduce the computation time significantly. Similarly to our system, they used image retrieval techniques like approximate nearest neighbor search [16] and query expansion [17] to reduce the number of candidate relations.
A number of other image retrieval techniques can potentially be used to identify spatially related images. Sivic and Zisserman [18] have introduced a method to find similar images within a video using region-based features and statistical text retrieval methods. Chum et al. [19] have proposed a method to deploy local 2D geometric information jointly with region features to obtain a reliable indexing and retrieval within large image collections. Their method achieved very low false positive rates for retrieval and high robustness to occlusions. In contrast to these methods, ours avoids expensive initial local feature extraction.
The efficiency of our system is made possible by a hierarchical reconstruction approach starting from a set of canonical or iconic views [20, 21, 22, 23] representing salient viewpoints and parts of the scene. Simon et al. [22] have observed that community photo collections provide a likelihood distribution over the viewpoints from which people prefer to take photographs. Hence, canonical view selection identifies prominent clusters or modes of this distribution. Simon et al. found these modes by clustering images based on the output of 3D registration of the data. While this solution is effective, it is computationally expensive, and it treated scene summarization as a byproduct of 3D reconstruction. By contrast, we view summarization as an image organization step that precedes 3D reconstruction, and we find iconic images using relatively simple 2D appearance-based techniques.
After discussing the above modeling systems we now discuss prior work on the main system components described in the previous section in more detail.
The first step in our systems is to establish local correspondences between adjacent video frames or different images in the photo collection. For video data we use our extended KLT tracker [24] that exploits the inherent parallelism of the tracking problem on the GPU [25] . In the case of Internet photo collections, we do not have a natural linear ordering of images imposed by frame order in a video sequence. Instead, starting with the heavily contaminated output of an Internet image search query, we have to extract the subsets of images that observe common 3D scene structure. Note that this problem is related to dataset collection [26, 27] for general visual categories not necessarily characterized by rigid 3D structure. We use 2D appearance descriptors to initially identify groups of related images, followed by SIFT matching [6] to establish the local correspondences within each group of related images.
After establishing the local correspondences, our system uses them to register cameras. In general, there are two classes of methods for determining the camera pose. The first class leverages the work in multiple view geometry and typically alternates between robustly estimating camera poses and 3D point locations directly [28, 29] . Often bundle adjustment [30] is used in the process to refine the estimate. In [31] , a technique for out-of-core bundleadjustment is proposed, which locally optimizes tightly connected groups of images and then combines the local solutions into a global one. The other class of methods uses an extended Kalman filter to estimate both camera motion and 3D point locations jointly as the state of the filter [32, 33] . Our system uses the first class of methods for photo collections and for videoonly reconstructions. If GPS or INS data are available, we use an Extended Kalman Filter to optimally fuse the data as described in more detail in [10] .
In the case of video, for which a dense stream of viewpoints under similar lighting conditions is available, we perform dense stereo to compute a 3D mesh representation of the scene. We refer the reader to [34, 35] for surveys of binocular and multiple-view stereo algorithms. Our system extends the method of Collins [36] to dense geometry estimation on the GPU as proposed by Yang and Pollefeys [37] . Many approaches that specifically target urban environments use the fact that they predominantly consist of planar surfaces [38, 39, 40] , or even more strict orthogonality constraints [41] . While our stereo computation can efficiently leverage the constraints provided by an urban scene it is in no sense limited to the reconstruction of urban scene as other systems are [38, 39, 40, 41] . To ensure computational feasibility, largescale systems generate partial reconstructions, which are afterwards merged into a common model. Our method identifies and resolves conflicts and errors in the partial reconstructions during the merging process as described in [42] . Koch et al. [43] have presented a volumetric approach for fusion as part of an uncalibrated 3D modeling system while most approaches so far target data produced by range finders, where noise levels and the fraction of outliers are typically significantly lower than those of passive stereo [44, 45, 46] .
Although our system does not currently address dense stereo for photo collections, we will discuss the related work in this area. This problem is often termed wide-baseline stereo, since the baseline between photographs tends to be much larger than the baseline between video frames. Furukawa and Ponce [47] present a patch-based multi-view stereo method, and Vu et al.
[48] present a tetrahedral graph method followed by variational refinement.
Both these works start with highly confident feature matches and proceed to fully dense meshes. The multi-view stereo benchmark of Strecha et al. [49] evaluates these and other wide-baseline multi-view stereo methods and finds their accuracy to be comparable to laser scanners. The preceding approaches assume either known intrinsic and radiometric calibration, known extrinsic calibration, or both. For internet photo collections, these assumptions do not hold. Images downloaded from the web exhibit variations due to the camera response function, color processing algorithms, exposure settings, time of day and season. Goesele et al. [50] showed that multi-view stereo is possible despite these variations by using the large number of available images to find views compatible for matching. Wide-baseline multi-view stereo for internet photo collections is still in its infancy, and existing methods do not approach real-time performance.
Finally, we should note that our work does not address the temporal aspect of urban modeling, namely, the fact that cities evolve over time. Introducing this aspect is a challenging long-term research direction. One of the preliminary works to this end is the 4D Atlanta project of Schindler et al. [51, 52] .
Camera Pose Estimation
In this section we discuss the methods used for camera registration in our system. First, Section 4.1 will discuss camera registration methods for video sequences, which take advantage of the known temporal relationships of the video frames. Second, in Section 4.4 we discuss the extension of camera registration to unordered Internet photo collections.
Camera Pose from Video
Reconstructing the structure of a scene from images begins with finding corresponding features between pairs of images. In a video sequence we can take advantage of the temporal ordering and small camera motion between frames to speed up correspondence finding. This allows our system to treat the local correspondence estimation as a tracking problem (Section 4.1.1). Then the local correspondences are used to estimate the camera motion through our recently proposed efficient adaptive real-time random sampling consensus method (ARRSAC) [53] (Section 4.1.2). This process uses the essential matrix of an initial camera pair to bootstrap the camera pose. For all further frames, the three point method [54] is used to perform camera pose estimation. Alternatively, if GPS and inertial measurements are available, the camera motion is estimated through a Kalman filter, efficiently fusing visual correspondences and the six degree-of-freedom (DOF) camera poses, as discussed in Section 4.1.3.
Local Correspondences
The Kanade-Lucas-Tomasi feature tracking method [24, 55] is a differential method that first finds strong corner features in a video frame, which are then tracked using a linearization of the image gradients over a small window around the feature. To overcome the limitations of requiring subpixel motion, a scale space approach is used based on an image pyramid. If a feature's motion is more than a pixel at the finest scale we can still track it because its motion will be less than one pixel at a coarser image scale.
Building image pyramids and tracking features are both highly parallel operations and so can be programmed efficiently on the graphics processor (GPU). Building an image pyramid is simply a series of convolution operations with Gaussian blur kernels followed by downsampling. Differential tracking can be implemented in parallel by assigning each feature to track to a separate processor. By tracking on the order of 1024 features from frame to frame in a 1024x768 image, we can achieve a high degree of parallelism.
One remaining limitation of standard KLT tracking is that it uses the absolute difference between the windows of pixels in two images to calculate the feature track update. When a large change in intensity occurs between frames, this can cause the tracking to fail. This happens frequently in videos shot outdoors when the camera moves from light into shadow for example.
Kim et al. in [56] developed a gain adaptive KLT tracker that measures the change in mean intensity of all the tracked features and compensates for this change in the KLT update equations. Zach et al. [25] then modified this algorithm to make it amenable to the GPU.
Robust Pose Estimation
A significant proportion of the estimated local correspondences are typically erroneous. To determine the correct camera position we apply a Random Sample Consensus (RANSAC) algorithm [57] to estimate the relative camera motion through the essential matrix [58] . Note that essential matrix estimation requires the knowledge of the camera calibration, which is given for our video processing. For the case of photo collections, we compute the camera calibration from the EXIF data of the camera if available.
Alternatively, we initialize the calibration through a typical viewing angle.
While both of these heuristics only roughly approximate the calibration, the approximation typically ends up well within the error margin allowed for a successful essential matrix estimation [58] . Later the approximate camera calibrations are refined in the bundle adjustment step (Section 4.3).
While being highly robust, the RANSAC algorithm can also be computationally very expensive, with a runtime that is exponential in outlier ratio and model complexity. Our recently proposed Adaptive Real-Time Random Sample Consensus (ARRSAC) algorithm [53] is capable of providing accurate real-time estimation over a wide range of inlier ratios. ARRSAC moves away from the traditional hypothesize-and-verify framework of RANSAC by adopting a more parallel approach, along the lines of preemptive RANSAC [59] . However, while preemptive RANSAC makes the limiting assumption that a good estimate of the inlier ratio is available beforehand, ARRSAC is capable of efficiently adapting to the contamination level of the data, resulting in big computational savings.
In real-time scenarios, the goal of a robust estimation algorithm is to deliver the best possible solution within a fixed time-budget. While a parallel, or breadth-first, approach is indeed a natural formulation for real-time applications, adapting the number of hypotheses to the contamination level of the data requires an estimate of the inlier ratio, which necessitates the adoption of a depth-first scan. The ARRSAC framework retains the benefits of both approaches (i.e., bounded run-time as well as adaptivity) by operating in a partially depth-first manner.
The performance of ARRSAC was evaluated on synthetic and real data, over a wide range of inlier ratios and dataset sizes. From the results in [53] , it can be seen that the ARRSAC approach produces significant computational speedups, while simultaneously providing accurate robust estimation in real time. For the case of epipolar geometry estimation, for instance, ARRSAC operates with estimation speeds ranging between 55-350 Hz, which represent speedups ranging from 11.1 to 305.7 compared to RANSAC.
Camera Pose Estimation through Fusion
In some instances, we may have not only images or video data, but also geo-location or orientation information. This additional information can be derived from global positioning system (GPS) sensors as well as inertial navigation systems (INS) containing accelerometers and gyroscopes. We can combine data from these sensors with image correspondences to get a more accurate pose than we can get with vision or geo-location/orientation alone.
In order to fuse image correspondences with other types of sensor measurements we must normalize all of the measurements so that they have The top shows a view on compensated 3D camera path (green) and measured GPS and INS path (blue). Each camera is shown through its 3D coordinate frame located at the optical center of the camera. Note the camera is not moving between frame 790 (bottom left) and frame 987 (bottom right) as shown through the two vertical lines. The erroneous GPS track reports a 10 cm vertical motion.
Global Correspondences
Since our system registers cameras sequentially, in the absence of GPS the obtained registrations are always subject to drift. Each small inaccuracy in motion estimation will propagate forward and the absolute positions and motions will be inaccurate. It is therefore necessary to do a global optimization step afterwards using constraints that are capable of removing drift. Such constraints can come from internal consistencies like loops and intersections of the camera path. In this section we will therefore discuss solutions to the challenging task of detecting loops and intersections.
Registering the camera with respect to the previously estimated path provides an estimate of the accumulated drift error. For robustness, the path self-intersection detection can only rely on the views themselves and not on the estimated camera motion, which can drift unbounded. Our method determines the path intersection by evaluating the similarity of SIFT features [6] in the current frame to all features in all previous views. We use our SIFT-GPU implementation 1 , which can extract SIFT features at 12Hz from 1024 × 768 images on an NVidia GTX280. To enhance robustness for video streams, we could also use our view-invariant VIP-features [60] .
To avoid exhaustive search within all other frames, we use vocabulary tree indexing [61] To achieve a 20 times speedup, we employ a CUDA-based approach executed on the GPU. This allows to perform more descriptor comparisons than in [61] , i.e. a deeper tree with a smaller branching factor can be replaced by a shallower tree with a significantly higher number of branches. As pointed out in [62] , a broader tree yields a more uniform and therefore representative sampling of the high-dimensional descriptor space. To further increase the performance of the above described global correspondence search we use our recently proposed index compression method [63] .
Since the vocabulary tree only delivers a list of previous views that potentially overlap with the current view, we perform a geometric verification of each potential match. First, we generate putative matches on the GPU by structuring the feature matching process as a matrix multiplication between large and dense matrices. Our approach thus consists of a call to dense matrix multiplication in the CUBLAS 2 library with subsequent instructions to apply the distance ratio test [6] . Afterwards the potential correspondences are tested for a valid two-view relationship between the views through ARRSAC, as described in Section 4.1.2.
Bundle Adjustment
Since the initial sparse model is subject to drift due to the incremental nature of the estimation process, the reprojection error of the global correspondences is typically higher than that of the local correspondences. In order to obtain results with the highest possible accuracy, an additional refinement procedure, generally referred to as bundle adjustment, is necessary. It is a non-linear optimization method that incorporates all available knowledgeinitial camera parameters and poses, image correspondences and optionally other known applicable constraints -and minimizes a global error criterion over a large set of adjustable parameters, including the camera poses, the 3D structure, and optionally the intrinsic calibration parameters. In our system, bundle adjustment delivers 3D models with sub-pixel accuracy, e.g., an initial mean reprojection error in the order of pixels is typically reduced to 0.2 or even 0.1 pixels. Thus, the estimated two-view geometry is better aligned with the actual image features, and dense 3D models show a significantly higher precision. The major challenges with a bundle adjustment approach are the huge numbers of variables in the optimization problem and (to a lesser extent) the non-linearity and non-convexity of the objective function. The first issue is addressed by sparse representation of matrices and by utilizing appropriate numerical methods. Sparse techniques are still an active research topic in the computer vision and photogrammetry community [64, 65] . Our implementation of sparse bundle adjustment 3 largely follows [64] by utilizing sparse Cholesky decomposition methods in combination with a suitable col-umn reordering scheme [66] . For large data sets this is considerably faster than a bundle adjustment implementation using dense matrix factorization combined with the Schur complement (e.g. [67] ).
Our implementation requires less than 20 minutes to perform full bundle adjustment on a 1700 image data set, which amounts to 0.7 sec per image.
For video sequences, the bundle adjustment can be performed incrementally, adjusting only the most recently computed poses (typically in the order of 5 to 20 cameras) with respect to the existing already-adjusted camera path.
This allows bundle adjustment to run in real time, although with slightly higher error than a full offline bundle adjustment.
This bundle adjustment technique is also used extensively by our system for processing photo collections as described below.
Camera Pose from Image Collections
This section introduces the extension of the methods described in Section 4.1 to accommodate Internet photo collections. The main difference from the case of video, where the temporal order of video frames implies a spatial relationship between the corresponding cameras, photo collections downloaded from the Internet do not have any intrinsic ordering. Moreover, these collections tend to be highly contaminated with outliers. Hence, in contrast to video, we first need to establish the spatial relationship between the images.
In principle, we can use feature-based indexing techniques with loose spatial verification [68, 69] to detect related frames within the photo collectionor techniques similar to our global correspondence search for loop detection (Section 4.2). However, we are able to obtain an even more efficient solution by taking advantage of the redundancy inherent in Internet photo collec-tions, stemming the tendency of people to take pictures from very similar viewpoints and with very similar compositions. Namely, we cluster images based on global features prior to indexing based on local features. We then enforce multi-view geometry constraints on these clusters, which reduces the complexity by orders of magnitude over exhaustive pairwise image matching.
Efficiently Finding Corresponding Images in Photo Collections
To efficiently identify related images, our system uses the gist feature [70] , which encodes the spatial layout and perceptual properties of the image. The gist feature was found to be effective for retrieving structurally similar scenes [71, 72] . To achieve high computational performance, we developed a parallel gist feature extraction on the GPU. Table 1 .
In the next step we use the fact that photos from nearby viewpoints with similar camera orientation have similar gist descriptors. Hence, to identify viewpoint clusters we use k-means clustering of the gist descriptors. At this point we aim for an over-segmentation since that will best reduce our computational complexity. We empirically found that searching for 10% as many clusters as images yields a sufficient over-segmentation. As shown by Table 1 the clustering of the gist descriptors can be executed very efficiently.
This is key to the overall efficiency of our system since this early grouping allows us to limit all further geometric verifications and to avoid an exhaustive search over the whole dataset.
The clustering step successfully identifies the popular viewpoints in the dataset, although it is sensitive to image variation such as clutter (people in front of the camera), lighting conditions, and camera zoom. We found that large clusters are typically almost outlier-free (Figure 4 ), while the smaller clusters have significantly more noise and contamination. The clusters now define a loose grouping of the dataset, where we expect corresponding images to lie in the same cluster. The next step will employ this grouping to efficiently identify images with overlapping viewpoints, as well as the outlier images on a per-cluster basis using the same techniques as in the case of video streams (Section 4.1.2).
Iconic Image Registration
While gist clusters define local relationships between images, our method still needs to establish a global relationship between the clusters. To facilitate efficient registration, we want to find a representative or iconic image for each cluster of views. We can then remove irrelevant images by enforcing a valid two-view geometry with respect to the iconic for each image in the cluster.
Given the large feature motion in photo collections, similarly to the global correspondence computation in Section 4.2, we use SIFT features [6] , putative correspondence estimation on the GPU and ARRSAC (Section 4.1.2) for twoview geometry estimation to determine the local correspondences between the images. To achieve robustness to degenerate data, we combine ARRSAC with our robust model selection method, dubbed QDEGSAC [73] .
Our method first finds the triplet of views with mutually valid two-view relationships whose gist descriptors are the closest to the gist cluster center.
The image with the highest number of inliers in this set is then selected as the iconic image of the cluster. This choice ensures later the highest number of possible matches to register cluster images to the iconics. Then all remaining images in the cluster are tested for a valid two-view relationship to the iconic (images having less than 18 inliers to the iconic are rejected). After this geometric verification, each cluster only contains images showing the same scene, and each cluster is visually represented by its iconic image.
Through evaluation, we have found that a lot of images rejected in the cluster verification stage are still related to the scene of interest. We cluster these left-over images to look for additional iconics, and attempt to match all unregistered images to the five iconic images nearest to them in gist space.
Quantitative evaluation with hand-labeled images has shown that the reclustering step increases the recall of images belonging to the landmark by about 20%.
Global Registration Using the Iconic Scene Graph
After using the clusters to establish local image relationships and to remove unrelated images, the next step is to establish a global relationship of the images. For efficiency reasons, we use the small number of iconic images to bootstrap the global registration for all images. We first compute the exhaustive pairwise two-view relationships for all iconics using ARRSAC (Section 4. Next, our system performs an incremental structure from motion process using the iconic scene graph to obtain a registration for the iconic images.
First an initial image pair is selected, which has sufficiently accurate registration as defined by the roundness of the uncertainty ellipsoids of the triangulated 3D points [74] . Then the remaining pairs are added by selecting the image with the next strongest set of correspondences until no further iconic can be added to the 3D model. This gives the 3D sub-model for the component of the iconic scene graph corresponding to the initially selected pair, which is then refined by bundle adjustment as described in Section 4.3.
Typically the iconic scene graph contains multiple independent or weakly connected components. These components may correspond to parts of the scene that have no visual connection to the other parts, interior parts of the model, or other scenes consistently mislabeled (for example, Ellis Island is often labeled as "Statue of Liberty", as shown in Figure 8 ). Hence we repeat the 3D modeling until all images are registered or none of the remaining images has any connections to any of the 3D sub-models.
To obtain more complete 3D sub-models than is possible through registering the iconics, our system searches for non-iconic images that support a matching for the iconics in two different clusters. Once a sufficient number of connections is identified between two clusters, our method uses all constraints provided by the matches to merge the two sub-models to which the clusters belong. The merging estimates the similarity transformation between the sub-models until no more additional merges are possible.
Registration of Non-Iconic Images
After the registration of the iconic images, we have a valid global registration for the images of the iconic scene graph. In the last step we extend the registration to all images in the clusters corresponding to the registered iconics. This process takes advantage of feature matches between the non-iconic images and their respective iconics. It uses the 2D matches to the iconic to determine the 2D-3D correspondences for the image and applies ARRSAC.
Given the incremental nature of this process, drift inherently accumulates.
Hence we periodically apply bundle adjustment to perform a global error correction. In our current system, bundle adjustment is performed after 25
images have been added to a sub-model saving significant computational resources while keeping the accumulated error at a reasonable level.
Dense Geometry
The above described methods for video and for photo collections provide a registration for the camera poses, or external and internal camera calibrations for every image in the scene. The knowledge of camera parameters can be used to generate an image-based browsing experience for Internet photo collections, as shown by the "PhotoTourism" paper [75, 13] . Camera registration can also be used as input to dense stereo methods. Dense stereo for
Internet photo collections is currently a very difficult research problem due to the irregular distribution of camera viewpoints, wide variation in lighting conditions, and the lack of photometric camera calibration [76] . One initial method is that of [50] , and it requires significant computational effort and can only be applied on a small scale. We have not yet attempted efficient large-scale estimation of dense geometry from Internet photo collections, but we have developed a real-time large-scale stereo system for video streams.
We adopt a stereo/fusion approach for dense geometry reconstruction.
For every frame of video, a depth map is generated using a real-time GPUbased multi-view plane-sweep stereo algorithm. The plane-sweep algorithm, comprised primarily of image warping operations, is highly efficient on the GPU [56] . Since it is multi-view, it is quite robust and can handle occlusions, a major problem in stereo. The stereo depth maps are then fused using a visibility-based fusion method, which also runs on the GPU [77] . The fusion method removes outliers from the depth maps, and also combines depth estimates to enhance their accuracy. Given the redundancy in video (each surface is imaged multiple times), fused depth maps only need to be produced This mapping, known as a plane homography [5] , can be performed very efficiently on the GPU. Once the matching views are warped, the sum of absolute differences (SAD) is computed to score the photo-consistency for each pixel using a small evaluation window around the pixel. To handle occlusions, the matching views are divided into a left and right subset, and the best matching score of the subsets is kept [78] . Before the difference is computed, the image intensities are multiplied by the relative exposure (gain) computed during KLT tracking (Section 4.1.1). The stereo algorithm can produce a 512×384 depth map from 11 images (10 matching, 1 reference) and 48 plane hypotheses at a rate of 42 Hz on an Nvidia GTX 280.
After depth maps have been computed, a fused map is computed for a reference view using the surrounding stereo depth maps [42] . All points from the depth maps are projected into the reference view, and for each pixel the point with the highest stereo confidence is chosen. Stereo confidence is computed based on the matching scores from the plane sweep:
where x is the pixel in question, π is a plane from the plane sweep, and π 0 is the best plane chosen by the plane sweep. This confidence measure prefers Currently our dense geometry method is used only for video. The temporal sequence of the video makes it easy to select nearby views for stereo matching and depth map fusion. For photo collections, a view selection strategy would be needed that identifies views with similar content and compatible appearance (day, night, summer, winter, etc.). This is left as future work.
Model Extraction
Once a fused depth map has been computed, the next step is to convert it to a texture-mapped 3D polygonal mesh. This can be done by overlaying the depth map image with a quadrilateral mesh, and assigning the 3D coordinate of each vertex to the 3D position given by the depth map. The mesh can also be texture-mapped with the color image for the corresponding depth map.
However, a number of improvements can be made.
First, depth discontinuities must be detected to prevent the mesh from joining discontinuous foreground and background objects. We simply use a threshold on the magnitude of the depth gradient to determine if a mesh edge can be created between two vertices. Afterwards, connected components with a small number of vertices are discarded.
Second, we discard surfaces that have already been reconstructed in previous fused depth maps. The surface reconstructed from the previous fused depth map in the video sequence is projected into the current depth map.
Any vertices that fall within threshold of the previous surface are marked as invalid. Their neighboring vertices are then adjusted to coincide with the edge of the previous surface to prevent any cracks.
Third, the mesh is simplified by hierarchically merging neighboring quadrilaterals that are nearly co-planar. Actually, we use a top-down approach. We start with a single quadrilateral spanning the whole depth map. If the distance to the quadrilaters of any of its contained points is greater than a threshold, the quadrilateral is split. This is repeated recursively, until every quadrilateral faithfully represents its underlying points. The splitting is performed along the longest direction or at random if the quadrilateral is
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Simplified Mesh Textured Mesh square. This method represents planar and quasi-planar surfaces with fewer polygons and greatly reduces the size of the output models ( Figure 6 ).
Results
This section summarizes the results of our system for the two different input sources. Figure 7 shows several examples of dense modeling from videos.
The typical surface modeling errors of the dense 3D geometry are in the order of 3 cm to 6 cm with completeness rates of 66% to 83%. A more detailed evaluation of the performance can be found in [79] .
Example reconstructions for the three photo collections introduced in Section 2 are shown in Figures 8-9 . Additionally, in Figure 8 we show a separate site model of a the nearby museum on Ellis Island. This model is the result of consistent mislabeling by the users. . Thus, every step of our modeling framework is well justified in terms of increasing either the precision or the recall of the iconic representation. In the end, we get over 90% precision and 47-64% recall on all datasets. The imperfect precision is due to images being registered to semantically irrelevant iconics.
Conclusions
In this paper we have presented methods for real-time reconstruction from video and for fast reconstruction from Internet photo collections on a single PC. We demonstrated the computational performance of the methods on a to discard semantically unrelated clusters (described in more detail in [80] variety of large-scale datasets. Efficiency was achieved through parallelization of many computations involved, enabling an execution on the graphics card as a highly parallel processor. Additionally, for modeling from Internet photo collections we combine constraints from recognition with geometric constraints, leading to image registration that is orders of magnitude more efficient than that of any existing system. aowei Li. 
