Abstract: It is shown that there cannot be any algorithm that for a given nondeterministic polynomial-time Turing machine determinates whether or not the language recognized by this machine belongs to P .
Introduction
Arora [Arora 1994 ] defined four main complexity classes for N P -optimization problems, and stated the following question. Is there a method (at least an intuitive level) for recognizing, for a given problem, which of these classes it fall in ? Kolaitis and Thakur [Kolaitis and Thakur 1995] show that, assuming that N P = P , it is an undecidable problem to tell if a given first-order formula defines an approximable N P -optimization problem. We will prove a more general result that there cannot be any algorithm which determinates for a given nondeterministic polynomial-time Turing machine whether or not the language recognized by this machine belongs to P .
Main Results
Let Σ be a fixed alphabet which contains at least two symbols, # a symbol not being in Σ, and L N P a fixed N P -complete language over the alphabet Σ. By G and L(G) we mean the context-free grammar and language respectively. Let ∝ be a metasymbol of polynomial-time Turing reducability.
With every context-free grammar G = (V, Σ, P, σ) with the terminal alphabet Σ ([see Ginsburg 1966] ), we associate the language (Σ * \L(G))#L N P , i.e. the language (Σ * \L(G))#L N P is a concatenation of the languages Σ * \L(G), {#} and L N P :
For languages of the form (Σ * \L(G))#L N P the following theorems hold. Theorem 1. Any language of the form (Σ * \L(G))#L N P belongs to N P .
Proof folows from the fact that any context-free language L(G) belongs to P . 2 Theorem 2. Provided that N P = P , the language (
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Proof. Suppose that such an algorithm is found. Then one can determinate for a Turing machine accepting the language of the form (Σ * \L(G))#L N P whether or not this language belongs to P . Note that such a Turing machine can be effectively constructed from a given context-free grammar G. Therefore, if the algorithm tests membership of (Σ * \L(G))#L N P in P then using its output one can verify the truth of assertion L(G) = Σ * for a given context-free grammar G (by theorem 2) . However, this is impossible because of the recursive unsolvability of assertion L(G) = Σ * for an arbitrary context-free grammar G. 2 Theorem 4. The following question is undecidable: "Is the language N P -complete, accepted by a given nondeterministic polynomial-time Turing machine ?"
Proof follows from theorem 3. 2 Let us build other languages from N P , possessing the same undecidable propeties as the language (Σ * \L(G))#L N P . Denote the set of all subsets of Σ * by 2 Σ * . Introduce a function f mapping 2 Σ * into 2 Σ * and defined by the following equation f (L) = {x ∈ Σ * | there exists a chain (word) w such that | w |≤| x | and w ∈ Σ * \L}, where L is an argument taking the values from 2
Consequently, the language f (L(G)) ∪ L N P doesn't belong to P , provided that L(G) = Σ * . If L(G) = Σ * then the language is co-finite. Therefore, f (L(G)) ∪ L N P ∈ P when L(G) = Σ * .
