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Abstract
We quantize Quantum Electrodynamics in 2 + 1 dimensions coupled to a
Chern-Simons (CS) term and a charged spinor field, in covariant gauges and
in the Coulomb gauge. The resulting Maxwell-Chern-Simons (MCS) theory
describes charged fermions interacting with each other and with topologically
massive propagating photons. We impose Gauss’s law and the gauge condi-
tions and investigate their effect on the dynamics and on the statistics of n-
particle states. We construct charged spinor states that obey Gauss’s law and
the gauge conditions, and transform the theory to representations in which
these states constitute a Fock space. We demonstrate that, in these represen-
tations, the nonlocal interactions between charges and between charges and
transverse currents, as well as the interactions between currents and massive
propagating photons, are identical in the different gauges we analyze in this
and in earlier work. We construct the generators of the Poincare´ group, show
that they implement the Poincare´ algebra, and explicitly demonstrate the ef-
fect of rotations and Lorentz boosts on the particle states. We show that the
imposition of Gauss’s law does not produce any “exotic” fractional statistics.
In the case of the covariant gauges, this demonstration makes use of unitary
transformations that provide charged particles with the gauge fields required
by Gauss’s law, but that leave the anticommutator algebra of the spinor fields
untransformed. In the Coulomb gauge, we show that the anticommutators of
the spinor fields apply to the Dirac-Bergmann constraint surfaces, on which
Gauss’s law and the gauge conditions obtain. We examine MCS theory in
the large CS coupling constant limit, and compare that limiting form with
CS theory, in which the Maxwell kinetic energy term is not included in the
Lagrangian.
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I. INTRODUCTION
In earlier work [1], we discussed the quantization of (2 + 1)-dimensional QED (QED3)
with a topological mass term—the so-called Maxwell-Chern-Simons (MCS) theory—in the
temporal (A0 = 0) gauge. In that work, we showed that when Gauss’s law is imposed on the
particle excitations of a charged spinor field, the charged particle states (fermions, in that
case) do not develop “exotic” fractional statistics. We defined gauge-invariant fields that
create, from the vacuum, charged particle states that obey Gauss’s law, and nevertheless
anticommute exactly like the gauge-dependent fields that create the “bare” fermions from
the vacuum. Moreover, the imposition of Gauss’s law does not cause the charged fermion
states to acquire any arbitrary “anyonic” phases in a 2π rotation. These results contradict
some widely accepted conjectures about (2 + 1)-dimensional gauge theories with Chern-
Simons (CS) terms, in which exotic statistics and arbitrary rotational phases are regarded
as consequences of the imposition of Gauss’s law on charged states [2].
In this paper, we extend our investigation by studying the same model in the covariant
and the Coulomb gauges. Formulating this model in these different gauges confirms our
earlier results, and leads to new insights into its gauge-independent observables and its par-
ticle states. First, we demonstrate that the time-evolution operator for propagating particle
states (i.e., the Hamiltonian adjusted to comply with Gauss’s law and the gauge condi-
tion) is identical in the temporal, covariant, and Coulomb gauges, confirming that identical
predictions are obtained in every one of these gauges for all questions that are in principle
subject to empirical verification. This result substantiates the consistency of our formulation
of this model in the gauges we have investigated. Our work in the Coulomb gauge, in which
we apply the Dirac-Bergmann (DB) procedure for imposing constraints [3,4], supports our
earlier demonstration that the implementation of Gauss’s law does not transform the statis-
tical properties of the charged states of the spinor field from the standard Fermi statistics
to “exotic” fractional statistics. We are able to corroborate this conclusion—already estab-
lished in the temporal gauge [1] and confirmed by an identical result for the covariant gauges
[Sec. VI]—by using the DB procedure in our treatment of the Coulomb gauge to explicitly
evaluate the anticommutator for the spinor fields on the constraint surface on which all the
theory’s constraints—including Gauss’s law—apply. We use the covariant gauge formulation
of this model to obtain further insight into the kinematics of 2π rotations for charged states
in MCS theory, and to investigate the effect of Lorentz boosts on the single propagating mode
of the gauge field. One element in this investigation is the demonstration that the operators
used to generate rotation and boosts implement the appropriate Poincare´ algebra. In this
work, we also provide concrete illustrations of important abstract principles—for example,
illustrations of how operator-valued dynamical variables develop gauge-independent forms
in different gauges, even though they are functionals of gauge and charged fermion fields
whose forms and equations of motion clearly reflect the choice of gauge. And finally, in this
investigation we explore the sense in which MCS theory approaches Chern-Simons theory
without a Maxwell kinetic energy term in the limit m → ∞, where m is the topological
mass.
2
II. FORMULATION OF MCS THEORY IN COVARIANT GAUGES
The Lagrangian for this model in the manifestly covariant gauges can be written as
L = −1
4
FµνF
µν + 1
4
mǫµνλF
µνAλ −G∂µAµ + 12(1− γ)G2 − jµAµ + Lee¯ (2.1)
where Fµν = ∂µAν − ∂νAµ, G is a gauge-fixing field, and γ is a parameter that permits
“tuning” to various alternative covariant gauges—for example, to the Feynman (γ = 0) and
the Landau (γ = 1) gauges. Lee¯ is the Lagrangian for free fermions, and is given by
Lee¯ = ψ¯(iγµ∂µ −M)ψ. (2.2)
ψ is the two-component spinor field required for the (2 + 1)-dimensional Dirac equation,
and the three γµ are given in terms of the Pauli spin matrices as γ0 = −σ3, γ1 = iσ2, and
γ2 = −iσ1. The spinor currents take the form jµ = eψ¯γµψ.
Equation (2.1) leads to the following Euler-Lagrange equations:
∂νFµν − 12mǫµνλF νλ − ∂µG+ jµ = 0, (2.3)
∂µA
µ = (1− γ)G, (2.4)
and
(iγµD
µ −M)ψ = 0, (2.5)
where Dµ is the covariant derivative Dµ = ∂µ + ieAµ. Current conservation, ∂µj
µ = 0,
follows from Eq. (2.3) and implies that
∂µ∂
µG = 0. (2.6)
The gauge fields are not subject to any primary constraints in this formulation of MCS
theory in the covariant gauges, and all components of Aµ have canonically conjugate mo-
menta. These are defined by1
Πl = F0l +
1
2
mǫlnAn, (2.7)
for the momenta conjugate to the spatial components of the gauge field, Al, and by
Π0 = −G, (2.8)
for the momentum conjugate to A0. We are thus led to the Hamiltonian density
1For notational simplicity, we will, from here on, generally use a noncovariant notation, in which
the subscript l denotes a covariant component of a covariant quantity (like ∂l), a contravariant
component of a contravariant quantity (like Al), or the contravariant component of the second
rank tensor Πl.
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H = H0 +HI (2.9)
where
H0 = 12ΠlΠl + 14FlnFln − ∂lA0Πl +G∂lAl + 18m2AlAl
− 1
2
(1− γ)G2 − 1
4
mǫlnFlnA0 +
1
2
mǫlnAlΠn +Hee¯, (2.10)
with Hee¯ = ψ†(γ0M − iγ0γl∂l)ψ, and HI = j0A0 − jlAl. The Hamiltonian H is given by
H =
∫
dx H(x) and can be expressed as
H = H0 +HI (2.11)
where
H0 =
∫
dx
[
1
2
ΠlΠl +
1
4
FlnFln + A0(∂lΠl − 14mǫlnFln + j0) +G∂lAl
+ 1
8
m2AlAl − jlAl − 12(1− γ)G2 + 12mǫlnAlΠn
]
+Hee¯, (2.12)
after an integration by parts has been carried out; Hee¯ =
∫
dx Hee¯(x), and
HI =
∫
dx (j0A0 − jlAl) . (2.13)
Since each gauge field has a canonical momentum, the equal-time commutation (anti-
commutation) rules are canonical and are given by
[A0(x), G(y)] = −iδ(x− y), (2.14)
[Al(x),Πn(y)] = iδlnδ(x− y), (2.15)
and
{ψ(x), ψ†(y)} = δ(x− y). (2.16)
In order to describe the particle states of this theory—in particular the charged particle
states that obey Gauss’s law—we must represent the gauge and spinor fields in terms of
creation and annihilation operators for particle excitations. In the case of the spinor fields
in 2 + 1 dimensions, a standard representation that uses creation—e†(k) and e¯†(k)—and
annihilation—e(k) and e¯(k)—operators for particle modes in definite momentum states is
well known [1], and given by
ψ(x) =
∑
k
√
M
ω¯k
[
e(k)u(k)eik·x + e¯†(k)v(k)e−ik·x
]
(2.17)
and
ψ†(x) =
∑
k
√
M
ω¯k
[
e†(k)u†(k)e−ik·x + e¯(k)v†(k)eik·x
]
(2.18)
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where ω¯k =
√
M2 + k2; the excitation operators for the modes of the spinor field obey the
anticommutation rules {e(k), e†(q)} = δkq and {e¯(k), e¯†(q)} = δkq as well as {e(k), e(q)} =
{e†(k), e†(q)} = 0. The spinors u(k) and v(k) are normalized so that u¯(k)u(k) = 1 and
v¯(k)v(k) = −1 and are given by
u(k) =
1√
2M(M + ω¯k)
( −k−
M + ω¯k
)
(2.19)
and
v(k) =
1√
2M(M + ω¯k)
(
M + ω¯k
−k+
)
(2.20)
where k± = k1± ik2. In a later section of this paper, in which we examine the phase changes
effected by 2π rotations, we will find it convenient to represent the spinor field using creation
and annihilation operators for excitations in definite angular momentum states. Such a
representation was previously used in Ref. [1].2
For the gauge field, “standard” representations are not available. A suitable represen-
tation of the gauge fields must be constructed for each gauge. One such representation
was constructed for the temporal gauge in Ref. [1]; others, applicable to the covariant and
Coulomb gauges, will be given in this paper. To be suitable, a representation must be con-
sistent with the equal-time commutation rules given in Eqs. (2.14) and (2.15). There are
too many commutation rules for the gauge field in a covariant gauge to be satisfied with
only the single excitation mode of the topologically massive “photon” that exists in MCS
theory. Further modes, in the form of ghost excitations, are required. These ghost modes
are identical to the ones that appear in the temporal gauge [1], and that also are required in
(3+1)-dimensional QED (QED4) in covariant and axial (except for the spatial axial) gauges
[5]. The excitation operators for the massive photon are the annihilation operator a(k) and
its adjoint creation operator a†(k), which obey the commutation rule [a(k), a†(q)] = δkq.
Ghost excitation operators exist in pairs; in this work, we will use the ghost annihilation
operators aQ(k) and aR(k) and their respective adjoint creation operators a
⋆
Q(k) and a
⋆
R(k)
in representations of the gauge field. Ghost states have zero norm, but the single-particle
ghost states a⋆Q(k)|0〉 and a⋆R(k)|0〉 have a nonvanishing inner product; similar nonvanishing
inner products also arise for n-particle states with equal numbers of Q and R ghosts. These
properties of the ghost states are implemented by the commutator algebra
[aQ(k), a
⋆
R(q)] = [aR(k), a
⋆
Q(q)] = δkq (2.21)
and
[aQ(k), a
⋆
Q(q)] = [aR(k), a
⋆
R(q)] = 0, (2.22)
which, in turn, imply that the unit operator in the one-particle ghost (OPG) sector is
2From now on, we will refer to the excitation modes of the spinor fields as electrons and positrons,
even though we are working in a (2 + 1)-dimensional space.
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1OPG =
∑
k
[
a⋆Q(k)|0〉〈0|aR(k) + a⋆R(k)|0〉〈0|aQ(k)
]
, (2.23)
and that the obvious generalization of that form apply in n-particle sectors. The ghost ex-
citations enable us to satisfy all the equal-time commutation relations (ETCR), Eqs. (2.14)
and (2.15), even though the gauge field has only a single mode that corresponds to a prop-
agating particle excitation that can, in principle, be detected, and that carries energy and
momentum.
There is another criterion that a representation must satisfy in order to be suitable:
The photon modes (propagating and ghost) must appear in the Hamiltonian for free, non-
interacting propagating photons and charged particles in such a manner that dynamical
time-evolution never propagates state vectors into that part of Hilbert space in which inner
products between the two different types of ghost states drain probability from the sector
of Hilbert space spanned by observable particle states.
A representation of the gauge fields that satisfies these requirements in covariant gauges
is given by
Al(x) =
∑
k
8ikǫlnkn
m5/2
[
aQ(k)e
ik·x − a⋆Q(k)e−ik·x
]
+ (1− γ)∑
k
2kl
m3/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
−∑
k
4k2kl
m7/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
+
∑
k
m3/2kl
16k3
[
aR(k)e
ik·x + a⋆R(k)e
−ik·x
]
−∑
k
√
ωkkl√
2mk
[
a(k)eik·x + a†(k)e−ik·x
]
+
∑
k
iǫlnkn
k
√
2ωk
[
a(k)eik·x − a†(k)e−ik·x
]
, (2.24)
Πl(x) = −
∑
k
4ikkl
m3/2
[
aQ(k)e
ik·x − a⋆Q(k)e−ik·x
]
+ (1− γ)∑
k
ǫlnkn√
m
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
+
∑
k
6k2ǫlnkn
m5/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
+
∑
k
m5/2ǫlnkn
32k3
[
aR(k)e
ik·x + a⋆R(k)e
−ik·x
]
+
∑
k
imkl
23/2k
√
ωk
[
a(k)eik·x − a†(k)e−ik·x
]
+
∑
k
√
ωkǫlnkn
23/2k
[
a(k)eik·x + a†(k)e−ik·x
]
, (2.25)
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A0(x) = −
∑
k
4k3
m7/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
− (1− γ)∑
k
2k
m3/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
+
∑
k
m3/2
16k2
[
aR(k)e
ik·x + a⋆R(k)e
−ik·x
]
−∑
k
k
m
√
2ωk
[
a(k)eik·x + a†(k)e−ik·x
]
, (2.26)
and
G(x) =
∑
k
8ik2
m3/2
[
aQ(k)e
ik·x − a⋆Q(k)e−ik·x
]
. (2.27)
where ωk =
√
m2 + k2. The electric and magnetic fields then are
El(x) = −
∑
k
imkl
k
√
2ωk
[
a(k)eik·x − a†(k)e−ik·x
]
−∑
k
√
ωkǫlnkn√
2k
[
a(k)eik·x + a†(k)e−ik·x
]
−∑
k
8k2ǫlnkn
m5/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
(2.28)
and
B(x) =
∑
k
k√
2ωk
[
a(k)eik·x + a†(k)e−ik·x
]
+
∑
k
8k3
m5/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
. (2.29)
When Eqs. (2.24)–(2.27) are substituted into H0, the Hamiltonian for noninteracting gauge
fields and charged spinor fields, we obtain
H0 =
∑
k
ωk
2
[
a†(k)a(k) + a(k)a†(k)
]
+
∑
k
k
[
a⋆Q(k)aR(k) + aQ(k)a
⋆
R(k)
]
− (1− γ)∑
k
64k4
m3
a⋆Q(k)aQ(k) +Hee¯. (2.30)
We now turn to consider the Fock space in which the operators in this theory act, and in
which H0 time translates state vectors. We can construct a Fock space, {|h〉}, suitable for
this model, on the foundation of the perturbative vacuum, |0〉, which is annihilated by all
the annihilation operators, a(k), aQ(k) and aR(k), as well as e(k) and e¯(k). This perturba-
tive Fock space includes all multiparticle states, |N〉, consisting of observable, propagating
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particles, i.e. electrons, positrons, and photons, created when e†(k), e¯†(k), and a†(k), re-
spectively act on |0〉. All such states, |N〉, are eigenstates of H0. States in which one of
the varieties of ghost creation operator acts on one of these multiparticle states |N〉, e.g.
a⋆Q(k)|N〉 or a⋆Q(k1)a⋆Q(k2)|N〉, have zero norm; they have no probability of being observed,
and have vanishing expectation values of energy, momentum, as well as all other observables.
We will designate the subspace of {|h〉} that consists of all states |N〉, and of all states in
which a chain of a⋆Q(k) operators [but no a
⋆
R(k) operators] acts on |N〉, as {|n〉}. States in
which both varieties of ghosts appear simultaneously, such as a⋆Q(k1)a
⋆
R(k2)|N〉, also are in
the Fock space {|h〉}, but not in {|n〉}; because these states have a nonvanishing norm and
contain ghosts, they are not probabilistically interpretable. Their appearance in the course
of time evolution signals a defect in the theory. Since the states |N〉 constitute the set of
states in {|n〉} from which all zero norm states (i.e., the ones with ghost constituents) have
been excised, we will sometimes speak of the set of |N〉 as a quotient space of observable
propagating states. The time-evolution operator, exp (−iH0t), which excludes the effect of
the interaction Hamiltonian, has the important property that if it acts on a state vector
|ni〉 in {|n〉}, it can only propagate it within {|n〉}. We observe that the only parts of H0
that could possibly cause a state vector to leave the subspace {|n〉}, are those that contain
either a⋆R(k) or aR(k) operators. The only part of H0 that has that feature contains the
combination of operators Γ = a⋆R(k)aQ(k)+a
⋆
Q(k)aR(k). When aR(k) acts on a state vector
|ni〉, it either annihilates the vacuum, or it annihilates one of the a⋆Q(k) operators in {|n〉}.
In the latter case, Γ replaces the annihilated a⋆Q(k) operator with an identical one. When
aQ(k) acts on a state vector |ni〉, it always annihilates it. It is therefore impossible for Γ to
produce a state vector external to {|n〉}, in which an a⋆R(k) operator acts on |ni〉. The only
effect of Γ is to translate |ni〉 states within {|n〉}.
Substitution of Eqs. (2.24)–(2.27) into the HI in Eq. (2.13) leads to an expression in
which all gauge-field excitations appear, including creation and annihilation operators for
both varieties of ghosts:
HI = −
∑
k
4k3
m7/2
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
− (1− γ)∑
k
2k
m3/2
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
+
∑
k
m3/2
16k2
[aR(k)j0(−k) + a⋆R(k)j0(k)]
−∑
k
k
m
√
2ωk
[
a(k)j0(−k) + a†(k)j0(k)
]
−∑
k
8ikǫlnkn
m5/2
[
aQ(k)jl(−k)− a⋆Q(k)jl(k)
]
− (1− γ)∑
k
2kl
m3/2
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
+
∑
k
4k2kl
m7/2
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
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−∑
k
m3/2kl
16k3
[aR(k)jl(−k) + a⋆R(k)jl(k)]
+
∑
k
√
ωkkl√
2mk
[
a(k)jl(−k) + a†(k)jl(k)
]
−∑
k
iǫlnkn
k
√
2ωk
[
a(k)jl(−k)− a†(k)jl(k)
]
. (2.31)
HI contains terms with creation and annihilation operators for both varieties of ghosts—
aQ(k) and aR(k) as well as a
⋆
Q(k) and a
⋆
R(k)—and therefore threatens to drive state vectors
out of the subspace {|n〉}. The reason for this apparent failure to maintain consistency is
that Gauss’s law and the gauge condition ∂µA
µ = 0 have not yet been implemented. In the
next section, we will show how implementation of the constraints prevents the catastrophic
appearance of state vectors in which both varieties of ghosts coincide.
III. IMPLEMENTATION OF GAUSS’S LAW AND GAUGE CONDITION
It is easily seen in Eq. (2.3) that Gauss’s law is not an equation of motion in this theory.
The operator G that is used to implement Gauss’s law in this model is
G = −1
2
mǫlnFln + ∂lF0l + j0; (3.1)
Eq. (2.3) includes an equation of motion that incorporates G, in the form G = ∂0G, in
much the same way as in the temporal gauge [1]. Gauss’s law, G = 0, still remains to be
implemented. Using Eq. (2.7), G can also be represented as
G = ∂lΠl − 14mǫlnFln + j0. (3.2)
Substitution of Eqs. (2.24) and (2.25) into Eq. (3.2) leads to
G(x) =∑
k
8k3
m3/2
[
aQ(k)e
ik·x + a⋆Q(k)e
−ik·x
]
+ j0(x). (3.3)
We can write this as
G(x) =∑
k
8k3
m3/2
[
Ω(k)eik·x + Ω⋆(k)e−ik·x
]
(3.4)
where Ω(k) is defined by
Ω(k) = aQ(k) +
m3/2
16k3
j0(k); (3.5)
with j0(k) =
∫
dx j0(x)e
−ik·x. Similarly, we can express G as
G(x) =
∑
k
8ik2
m3/2
[
Ω(k)eik·x − Ω⋆(k)e−ik·x
]
. (3.6)
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We can therefore implement Gauss’s law and the gauge condition by embedding the theory
in a subspace {|ν〉} of another Fock space, in which all the state vectors |ν〉 satisfy the
condition
Ω(k)|ν〉 = 0. (3.7)
For all state vectors |ν〉 and |ν ′〉 in the physical subspace {|ν〉}, it can be seen from Eqs. (3.4)
and (3.6) that 〈ν ′|G|ν〉 = 0 and 〈ν ′|G|ν〉 = 0. Moreover, the condition Ω(k)|ν〉 = 0, once
established, continues to hold at all other times because
[H,Ω(k)] = −kΩ(k) (3.8)
so that eiHtΩ(k)e−iHt = Ω(k)e−ikt, and Ω(k)e−iHt|ν〉 = 0 follows from Eq. (3.7). This
means that a state vector initially in the physical subspace {|ν〉} will always remain entirely
contained in it as it develops under time evolution. These considerations show that the
subspace {|ν〉} must be used to secure the implementation of Gauss’s law and the gauge
condition. We therefore direct our attention to this subspace and note that {|ν〉} can be
related unitarily to the subspace {|n〉} by the unitary transformation U = eD for which
U−1Ω(k)U = aQ(k), (3.9)
where D is given by
D = i
∫
dx dy ξ(|x− y|)
[
ǫln∂lΠn(x)− 12m∂lAl(x)
]
j0(y)
+ i
∫
dx dy χ(|x− y|)G(x)j0(y) + i
∫
dx dy ζ(|x− y|)G(x)j0(y)
+ i
∫
dx dy η(|x− y|)
[
∂lΠl(x) +
1
2
mǫln∂lAn(x)
]
j0(y) (3.10)
and where
ξ(|x− y|) =∑
k
1
m
eik·(x−y)
k2
, (3.11)
and
χ(|x− y|) =∑
k
1
4
[
(1− γ) + 2k
2
m2
]
eik·(x−y)
k2
. (3.12)
ζ(|x− y|) and η(|x− y|) are two additional functions that can be included. They can be
expressed as
ζ(|x− y|) = −∑
k
m3/2θ(k)
8
eik·(x−y)
k2
, (3.13)
and
η(|x− y|) =∑
k
m3/2φ(k)
8
eik·(x−y)
k3
(3.14)
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with θ(k) and φ(k) as some arbitrary real and even functions of k. The operator D can also
be expressed as
D =
∑
k
m3/2
16k3
[aR(k)j0(−k)− a⋆R(k)j0(k)]
+
∑
k
θ(k)
[
aQ(k)j0(−k)− a⋆Q(k)j0(k)
]
+
∑
k
iφ(k)
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
. (3.15)
The unitary operator U can be used to establish a mapping that maps Ω(k) → aQ(k)
and {|ν〉} → {|n〉}, where {|n〉} is the subspace described in the preceding section. The
required state vectors |n〉 = U−1|ν〉 are those in which a⋆Q(k) and a†(k), as well as electron
and positron creation operators, act on the perturbative vacuum state |0〉. But no a⋆R(k)
operators may appear in the states |n〉 for which |ν〉 = U |n〉 comprise the subspace {|ν〉},
since for states |hR〉 in which a⋆R(k) operators act on the observable multiparticle state |N〉,
aQ(k)|hR〉 6= 0. Therefore, Ω(k)|ρ〉 6= 0 for the states |ρ〉 = U |hR〉.
We can exploit the existence of the unitary operator U to systematically construct the
subspace {|ν〉} from {|n〉}. Alternatively, we can use U to transform all the operators
we have previously defined, and to use {|n〉} as the representation of the subspace that
fully implements Gauss’s law and the gauge condition with all interactions included in the
Hamiltonian. In order to make this latter choice, we note that, in the mapping effected by
U , operators P map into P˜, i.e., U−1PU = P˜ . For example, Ω˜(k) = aQ(k) so that Eq. (3.7)
takes the form aQ(k)|n〉 = 0; and it is this equation that implements Gauss’s law and the
gauge condition, ∂µAµ = 0, in this alternate transformed representation. Using the Baker-
Hausdorff-Campbell formula, we find that the transformed Hamiltonian, H˜ = U−1HU is
given by
H˜ = H0 + H˜I; (3.16)
here H0 is the untransformed noninteracting Hamiltonian given in Eq. (2.30) and
H˜I =
∑
k
iǫlnkl
mk2
jn(k)j0(−k) +
∑
k
1
2m2
j0(k)j0(−k)
+
∑
k
3im3/2klφ(k)
16k3
jl(k)j0(−k)
−∑
k
k
m
√
2ωk
[
a(k)j0(−k) + a†(k)j0(k)
]
+
∑
k
√
ωkkl√
2mk
[
a(k)jl(−k) + a†(k)jl(k)
]
−∑
k
iǫlnkn
k
√
2ωk
[
a(k)jl(−k)− a†(k)jl(k)
]
−∑
k
4k3
m7/2
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
11
−∑
k
8ikǫlnkn
m5/2
[
aQ(k)jl(−k)− a⋆Q(k)jl(k)
]
+
∑
k
4k2kl
m7/2
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
+ (1− γ)∑
k
2k
m3/2
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
− (1− γ)∑
k
2kl
m3/2
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
+
∑
k
kθ(k)
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
−∑
k
ikφ(k)
[
aQ(k)j0(−k)− a⋆Q(k)j0(k)
]
+
∑
k
klθ(k)
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
+
∑
k
iklφ(k)
[
aQ(k)jl(−k)− a⋆Q(k)jl(k)
]
. (3.17)
The similarly transformed fields are
A˜l(x) = Al(x)−
∑
k
iǫlnkn
mk2
j0(k)e
ik·x +
∑
k
im3/2klφ(k)
8k3
j0(k)e
ik·x, (3.18)
Π˜l(x) = Πl(x) +
∑
k
ikl
2k2
j0(k)e
ik·x +
∑
k
im5/2ǫlnknφ(k)
16k3
j0(k)e
ik·x, (3.19)
A˜0(x) = A0(x) + (1− γ)
∑
k
1
4k2
j0(k)e
ik·x
+
∑
k
1
2m2
j0(k)e
ik·x −∑
k
m3/2θ(k)
8k2
j0(k)e
ik·x, (3.20)
G˜(x) = G(x)−∑
k
i
k
j0(k)e
ik·x, (3.21)
G˜ = ∂lΠl − 14mǫlnFln, (3.22)
and
ψ˜(x) = eD(x)ψ(x) (3.23)
where
D(x) = −ie
∫
dy
{
ξ(|x− y|)
[
ǫln∂lΠn(y)− 12m∂lAl(y)
]
+ χ(|x− y|)G(y)
+ η(|x− y|)
[
∂lΠl(x) +
1
2
mǫln∂lAn(x)
]
+ ζ(|x− y|)G(x)j0(y)
}
. (3.24)
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We note that under the gauge transformation Aµ → Aµ+∂µχ, D(x)→ D(x)− ieχ, so that,
since ψ → ψ exp(ieχ), ψ˜ is gauge-invariant. The transformed electric and magnetic fields
are
E˜l(x) = El(x) (3.25)
and
B˜(x) = B(x) + B(x) (3.26)
where El(x) and B(x) are given by Eqs. (2.28) and (2.29), respectively, and
B(x) = −j0(x)
m
. (3.27)
In this equivalent, alternative representation, exp
(
−iH˜t
)
is the time-translation operator.
The time-translation operator will time translate state vectors entirely within the physical
subspace in the transformed representation if H˜ is entirely devoid of a⋆R(k) and aR(k) op-
erators, or if it contains them at most in the combination Γ = a⋆R(k)aQ(k) + a
⋆
Q(k)aR(k).
Inspection of Eqs. (2.30) and (3.17) confirms that H˜ is, in fact, entirely devoid of a⋆R(k) and
aR(k) operators except those that appear in the combination Γ, so that the time-translation
operator exp
(
−iH˜t
)
correctly satisfies this requirement. Observable states in the alterna-
tive transformed representation are described by state vectors in {|n〉} which we designate
as |N〉. These observable states consist of massive photons, electrons and positrons only,
and have a positive norm. The operator exp
(
−iH˜t
)
time translates such state vectors by
generating a new state vector, at a later time t, which consists of further positive-norm state
vectors |N ′〉, as well as additional ghost states, all of which are represented by products of
a⋆Q(k) operators acting on positive-norm observable sets of states. At all times, the positive-
norm states alone just saturate unitarity. We can define a quotient space consisting of the
state vectors |N〉, which is the residue of {|n〉} after all zero-norm states have been excised
from it. We can also define another Hamiltonian H˜quot, which consists of those parts of H˜
that remain after we have removed all the terms in which a⋆Q(k) or aQ(k) is a factor. This
Hamiltonian is given by
H˜quot = Hee¯ +
∑
k
ωk
2
[
a†(k)a(k) + a(k)a†(k)
]
+
∑
k
iǫlnkl
mk2
jn(k)j0(−k) +
∑
k
1
2m2
j0(k)j0(−k)
+
∑
k
3im3/2klφ(k)
16k3
jl(k)j0(−k)
−∑
k
k
m
√
2ωk
[
a(k)j0(−k) + a†(k)j0(k)
]
+
∑
k
√
ωkkl√
2mk
[
a(k)jl(−k) + a†(k)jl(k)
]
−∑
k
iǫlnkn
k
√
2ωk
[
a(k)jl(−k)− a†(k)jl(k)
]
. (3.28)
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It is manifest that the state vectors exp
(
−iH˜t
)
|N〉 and exp
(
−iH˜quott
)
|N〉 have identical
projections on the set of state vectors |N〉 that define the quotient space. The parts of H˜
that contain a⋆Q(k) or aQ(k) as factors therefore do not play any role in the time evolution
of state vectors within the quotient space of observable states, and cannot have any effect
on the physical predictions of the theory.
To facilitate the comparison of the results we obtained in this covariant gauge formu-
lation of MCS theory with those derived in other gauges [1], we make another unitary
transformation to a new representation so that operators P˜ are transformed to Pˆ = eΛP˜e−Λ
where
Λ =
∑
k
k√
2mω
3/2
k
[
a(k)j0(−k)− a†(k)j0(k)
]
. (3.29)
The advantage of this representation lies in the fact that, after the P˜ → Pˆ transformation,
no interactions remain in Hˆ that couple j0 to a(k) or a
†(k). The “static” interactions
of charged particles at rest with photons have therefore been entirely absorbed into the
nonlocal interactions among charge and current densities. It is very convenient to normalize
Hamiltonians in all gauges to this common form, and to use the subspace {|n〉} as the Hilbert
space in which the operators in the Pˆ representation act. In this new representation, the
Hamiltonian is given by
Hˆ = H0 +
∑
k
imǫlnkl
k2ω2k
jn(k)j0(−k) +
∑
k
1
2ω2k
j0(k)j0(−k)
+
∑
k
3im3/2klφ(k)
16k3
jl(k)j0(−k)
+
∑
k
mkl√
2kω
3/2
k
[
a(k)jl(−k) + a†(k)jl(k)
]
−∑
k
iǫlnkn
k
√
2ωk
[
a(k)jl(−k)− a†(k)jl(k)
]
−∑
k
4k3
m7/2
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
−∑
k
8ikǫlnkn
m5/2
[
aQ(k)jl(−k)− a⋆Q(k)jl(k)
]
+
∑
k
4k2kl
m7/2
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
+ (1− γ)∑
k
2k
m3/2
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
− (1− γ)∑
k
2kl
m3/2
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
+
∑
k
kθ(k)
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
−∑
k
ikφ(k)
[
aQ(k)j0(−k)− a⋆Q(k)j0(k)
]
14
+
∑
k
klθ(k)
[
aQ(k)jl(−k) + a⋆Q(k)jl(k)
]
+
∑
k
iklφ(k)
[
aQ(k)jl(−k)− a⋆Q(k)jl(k)
]
. (3.30)
The similarly transformed fields are
Aˆl(x) = Al(x)−
∑
k
imǫlnkn
k2ω2k
j0(k)e
ik·x, (3.31)
Πˆl(x) = Πl(x) +
∑
k
ikl(k
2 + ω2k)
2k2ω2k
j0(k)e
ik·x, (3.32)
Aˆ0(x) = A0(x) + (1− γ)
∑
k
1
4k2
j0(k)e
ik·x
+
∑
k
1
2m2
j0(k)e
ik·x −∑
k
m3/2θ(k)
8k2
j0(k)e
ik·x, (3.33)
Gˆ(x) = G(x)−∑
k
i
k
j0(k)e
ik·x, (3.34)
and the gauge-invariant ψˆ(x)
ψˆ(x) = eD
′(x)ψ(x) (3.35)
where
D′(x) = −ie
∫
dy [ξ′(|x− y|)∂lAl(x) + χ′(|x− y|)ǫln∂lAn(x) + ζ ′(|x− y|)G(x)] (3.36)
with
ξ′(|x− y|) =∑
k
1
2ω2k
eik·(x−y), (3.37)
χ′(|x− y|) =∑
k
1
mω2k
eik·(x−y), (3.38)
and
ζ ′(|x− y|) =∑
k
k2
m2ω2k
eik·(x−y). (3.39)
The transformed electric and magnetic field are
Eˆl(x) = El(x) + Eˆl(x) (3.40)
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and
Bˆ(x) = B(x) + Bˆ(x) (3.41)
where El(x) and B(x) are given by Eqs. (2.28) and (2.29), respectively, and
Eˆl(x) = − 1
2π
∂
∂xl
∫
dy K0(m|x− y|)j0(y), (3.42)
and
Bˆ(x) = −m
2π
∫
dy K0(m|x− y|)j0(y). (3.43)
The quotient space Hamiltonian corresponding to the Hamiltonian Hˆ given by Eq. (3.30)
can be written as
Hˆquot = Hee¯ +
∑
k
ωk
2
[
a†(k)a(k) + a(k)a†(k)
]
+ HˆI (3.44)
where
HˆI =
∫
dx dy j0(x)ǫlnjl(y)(x− y)nF(|x− y|)
+
∫
dx dy j0(x)j0(y)K0(m|x− y|)
+
∑
k
3im3/2klφ(k)
16k3
jl(k)j0(−k)
+
∑
k
mkl√
2kω
3/2
k
[
a(k)jl(−k) + a†(k)jl(k)
]
−∑
k
iǫlnkn
k
√
2ωk
[
a(k)jl(−k)− a†(k)jl(k)
]
(3.45)
and where K0(x) is a modified Bessel function and
3
F(R) = −m
2π
∫ ∞
0
du
J1(u)
u2 + (mR)2
. (3.46)
We observe that F(R) approaches the limits
lim
mR→0
F(R) = 1
4πR
(3.47)
and
F(R)→ 1
2πmR2
(3.48)
3The definition of F(R) given in Ref. [1] is lacking a factor 1/2pi.
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as mR→∞. The interaction Hamiltonian HˆI describes the interaction of massive photons
with charged fermions. It also describes nonlocal interactions between charged fermions.
These interactions include the (2 + 1)-dimensional analogue of the Coulomb interaction,
with the inverse power of distance between charges replaced by the modified Bessel function
K0(m|x− y|). Another such interaction, which has no analogue in QED4, couples charges
and the transverse components of currents. The expressions for the nonlocal interactions
among charge and current densities that result from the elimination of “ghost” components
of the gauge fields, are well behaved and free from the kind of infrared singularities that
one might anticipate from massless particle exchange in a (2 + 1)-dimensional model. The
Hamiltonian HˆI, which is obtained from the implementation of Gauss’s law and the gauge
condition ∂µA
µ = 0, is identical to the Hamiltonian we obtained previously by implementing
Gauss’s law and the gauge condition A0 = 0. This identity extends also to the electric field,
Eˆl(x), and the magnetic field, Bˆ(x), which are identical to the corresponding expressions
for the electric and magnetic fields in the A0 = 0 gauge. These identities make the gauge
invariance of this theory very manifest, because we have eliminated physically meaningless
differences in form that arise when unitary equivalence between sets of dynamical variables
have not been fully recognized and used to demonstrate gauge equivalence. Later in this
paper we will extend this gauge equivalence to the Coulomb gauge.
The term
h =
∑
k
3im3/2klφ(k)
16k3
jl(k)j0(−k) (3.49)
that appears in the Hamiltonian given by Eq. (3.30) is a total time-derivative which can be
expressed as h = i[H0, χ] or as h = i[H˜, χ] where
χ = −∑
k
3m3/2φ(k)
32k3
j0(k)j0(−k). (3.50)
The fact that h is a total time-derivative gives us a priori confidence that it will not affect
the S-matrix produced by this theory. A formal argument that confirms this result has been
given previously and will not be repeated here [6].
The fact that h is a total time-derivative of χ, and that χ and h commute, establishes
the relationship
e−ieχHˆeieχ − Hˆ = e−ieχH˜eieχ − H˜ = e−ieχH0eieχ −H0 = h. (3.51)
This, in turn, demonstrates that if we combine the Hamiltonian Hˆ with the Fock space {|n〉},
the resulting formalism will be unitarily equivalent to the Hamiltonian Hˆ + h combined
with the Hilbert space {e−ieχ|n〉}. The choice of a Hilbert space in which a Hamiltonian
and the other dynamical variables of a model are to act, is an independent assumption in
the axiomatic structure of the theory. We could equally well have chosen to combine the
Hamiltonian H + h with the Fock space {|n〉}, simply by choosing a nonvanishing φ(k).
The S-matrix would not have been affected by that substitution, but there would have
been changes in the time-evolution of state vectors at times t remote from the asymptotic
regions t → ±∞; the effects of these changes in time-evolution cancel by the time the
asymptotic region t→∞ is reached. It would be desirable to have a “natural” principle for
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associating Hamiltonians and Hilbert spaces, but when the substitution of one Hamiltonian
for another has no effect on the S-matrix, there are no physical reasons for preferring one
combination over the other. We have used a “minimal” principle in our work, somewhat in
the spirit of the “minimal coupling” rule for coupling gauge fields to matter. This minimal
principle dictates that parts of Hamiltonians, like h, that make no contribution at all to
the S-matrix, are excluded in representations in which the Fock space {|n〉} represents the
states that implement Gauss’s law and the gauge condition. This principle does not help to
make a selection in every case, but it answers the need adequately in the case of Abelian
gauge theories.
IV. THE PERTURBATIVE REGIME
The perturbative theory involves the vertices dictated by the interaction Hamiltonian
given in Eq. (2.31) and the propagators for the interaction-picture operators ψ(x), ψ¯(x),
and Aµ(x) obtained from P(x) = exp (iH0t)P(x) exp (−iH0t). The gauge fields in the
interaction picture are found to be
Al(x) = −
∑
k
√
ωkkl√
2mk
[
a(k)e−ikµx
µ
+ a†(k)eikµx
µ
]
+
∑
k
iǫlnkn
k
√
2ωk
[
a(k)e−ikµx
µ − a†(k)eikµxµ
]
+
∑
k
8ikǫlnkn
m5/2
[
aQ(k)e
−ik′µx
µ − a⋆Q(k)eik
′
µx
µ
]
+ (1− γ)∑
k
2kl
m3/2
[
aQ(k)e
−ik′
µ
xµ + a⋆Q(k)e
ik′
µ
xµ
]
−∑
k
4k2kl
m7/2
[
aQ(k)e
−ik′
µ
xµ + a⋆Q(k)e
ik′
µ
xµ
]
+
∑
k
m3/2kl
16k3
[
aR(k)e
−ik′µx
µ
+ a⋆R(k)e
ik′µx
µ
]
+ (1− γ)∑
k
4ix0kkl
m3/2
[
aQ(k)e
−ik′
µ
xµ − a⋆Q(k)eik
′
µ
xµ
]
(4.1)
and
A0(x) = −
∑
k
k
m
√
2ωk
[
a(k)e−ikµx
µ
+ a†(k)eikµx
µ
]
−∑
k
4k3
m7/2
[
aQ(k)e
−ik′
µ
xµ + a⋆Q(k)e
ik′
µ
xµ
]
− (1− γ)∑
k
2k
m3/2
[
aQ(k)e
−ik′µx
µ
+ a⋆Q(k)e
ik′µx
µ
]
+
∑
k
m3/2
16k2
[
aR(k)e
−ik′
µ
xµ + a⋆R(k)e
ik′
µ
xµ
]
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+ (1− γ)∑
k
4ix0k
2
m3/2
[
aQ(k)e
−ik′
µ
xµ − a⋆Q(k)eik
′
µ
xµ
]
(4.2)
where kµx
µ = ωkx0−k · x and k′µxµ = kx0−k · x. We use Al(x) and A0(x) in the expression
for the propagator,
Dµν(x, y) = 〈0|T(Aµ(x)Aν(y))|0〉 (4.3)
where T designates time-ordering, and where |0〉 is the perturbative vacuum annihilated by
all annihilation operators, a(k), aQ(k) and aR(k), as well as, e(k) and e¯(k) for electrons and
positrons, respectively. We obtain the expressions
Dln(x, y) = (1− γ)
∑
k
klkn
4k3
[
e−ik
′
µ(x−y)
µ
Θ(x0 − y0) + eik′µ(x−y)µΘ(y0 − x0)
]
+ (1− γ)∑
k
iklkn(x0 − y0)
4k2
[
e−ik
′
µ(x−y)
µ
Θ(x0 − y0)− eik′µ(x−y)µΘ(y0 − x0)
]
−∑
k
klkn
2m2k
[
e−ik
′
µ
(x−y)µΘ(x0 − y0) + eik′µ(x−y)µΘ(y0 − x0)
]
+
∑
k
iǫln
2m
[
e−ik
′
µ
(x−y)µΘ(x0 − y0)− eik′µ(x−y)µΘ(y0 − x0)
]
−∑
k
iǫln
2m
[
e−ikµ(x−y)
µ
Θ(x0 − y0)− eikµ(x−y)µΘ(y0 − x0)
]
+
∑
k
1
2ωk
[
δln +
klkn
m2
] [
e−ikµ(x−y)
µ
Θ(x0 − y0)− eikµ(x−y)µΘ(y0 − x0)
]
, (4.4)
D0l(x, y) = (1− γ)
∑
k
ikl(x0 − y0)
4k
[
e−ik
′
µ(x−y)
µ
Θ(x0 − y0)− eik′µ(x−y)µΘ(y0 − x0)
]
−∑
k
kl
2m2
[
e−ik
′
µ
(x−y)µΘ(x0 − y0) + eik′µ(x−y)µΘ(y0 − x0)
]
−∑
k
iǫlnkn
2mk
[
e−ik
′
µ(x−y)
µ
Θ(x0 − y0)− eik′µ(x−y)µΘ(y0 − x0)
]
+
∑
k
kl
2m2
[
e−ikµ(x−y)
µ
Θ(x0 − y0) + eikµ(x−y)µΘ(y0 − x0)
]
+
∑
k
iǫlnkn
2mωk
[
e−ikµ(x−y)
µ
Θ(x0 − y0)− eikµ(x−y)µΘ(y0 − x0)
]
, (4.5)
and
D00(x, y) = −(1− γ)
∑
k
1
4k
[
e−ik
′
µ
(x−y)µΘ(x0 − y0) + eik′µ(x−y)µΘ(y0 − x0)
]
+ (1− γ)∑
k
i(x0 − y0)
4
[
e−ik
′
µ
(x−y)µΘ(x0 − y0)− eik′µ(x−y)µΘ(y0 − x0)
]
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−∑
k
k
2m2
[
e−ik
′
µ
(x−y)µΘ(x0 − y0) + eik′µ(x−y)µΘ(y0 − x0)
]
+
∑
k
k2
2m2ωk
[
e−ikµ(x−y)
µ
Θ(x0 − y0) + eikµ(x−y)µΘ(y0 − x0)
]
(4.6)
which can be represented as
Dµν(x, y) = −i
∫
d3k
(2π)3
Dµν(k)e−ikµ(x−y)
µ
(4.7)
where
Dµν(k) = (1− γ) k
µkν
(kαkα + iǫ)2
− k
µkν
(kαkα + iǫ)(kβkβ −m2 + iǫ)
+
gµν
kαkα −m2 + iǫ +
imǫµνλkλ
(kαkα + iǫ)(kβkβ −m2 + iǫ) ; (4.8)
in Eqs. (4.7) and (4.8), k0, k1 and k2 are independent variables.
V. POINCARE´ STRUCTURE
The consistency of the canonical formulation of this model can be given further support
by constructing the canonical Poincare´ generators, and using the canonical commutation
rules given in Sec. II to demonstrate that they implement the required algebra. In 2 + 1
dimensions, the Poincare´ group has six generators: one (J) for rotation, two (Kl) for boosts,
and two (Pl) and one (P0) for space and time translations, respectively. The translation
operators Pl and P0 can be written as
Pl =
∫
dx Pl(x) (5.1)
and
P0 =
∫
dx P0(x) (5.2)
where P0(x) = H(x), with H(x) given by Eq. (2.9), and the canonical form of Pl is given
by
Pl(x) = G(x)∂lA0(x)−Πn(x)∂lAn(x)− iψ†(x)∂lψ(x). (5.3)
Similarly, we follow the canonical procedure [7] and express the rotation and boost operators
J and Kl, respectively, as
J =
∫
dx ǫlnxlPn(x) +
∫
dx κrotation(x) (5.4)
and
Kl = x0Pl −
∫
dx xlP0(x) +
∫
dx κboostl (x) (5.5)
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where
κrotation = ǫlnAlΠn − 12ψ†γ0ψ (5.6)
and
κboostl = −AlG+ A0Πl + 12iψ†γ0γlψ. (5.7)
The term κrotation implements the mixing of the space components of the fields during a
rotation. It arises from the fact that, under an infinitesimal rotation δθ about an axis
perpendicular to the 2-D plane, the components of Aµ change as follows:
δAl(x) = −[ǫijxi∂jAl(x) + ǫlnAn(x)] δθ (5.8)
and
δA0(x) = −ǫijxi∂jA0(x) δθ; (5.9)
the spinor field transforms under rotations as
δψ(x) = −[ǫijxi∂jψ(x)− 12iγ0ψ(x)] δθ, (5.10)
so that δ(ψ¯γlψ) = −[ǫijxi∂j(ψ¯γlψ) + ǫln(ψ¯γnψ)] δθ. Similarly, the term κboostl in Kl mixes
the space-time components of the fields under a boost. For example, under an infinitesimal
boost δβl along the l-direction, the components of A
µ transform as follows
δA0(x) = −[x0∂lA0(x) + xl∂0A0(x)−Al(x)] δβl (5.11)
and
δAi(x) = −[x0∂lAi(x) + xl∂0Ai(x)− δilA0(x)] δβl. (5.12)
The spinor field transforms as
δψ(x) = −[x0∂lψ(x) + xl∂0ψ(x)− 12iγ0γlψ(x)] δβl. (5.13)
Using Eq. (5.5), we can also demonstrate the mixing of the electric field El and the magnetic
field B under a Lorentz transformation:
δEl = −[x0∂nEl + xn∂0El + ǫlnB] δβn (5.14)
and
δB = −[x0∂nB + xn∂0B + ǫlnEl] δβn. (5.15)
Use of the canonical commutation rules leads to the following commutation rules for the
Poincare´ generators:
[Pl, Pn] = 0, (5.16)
21
[H,Pl] = [H, J ] = 0, (5.17)
[H,Kl] = iPl, (5.18)
[Pl, Kn] = iδlnH, (5.19)
[Pl, J ] = −iǫlnPn, (5.20)
[J,Kl] = iǫlnKn, (5.21)
and
[Kl, Kn] = −iǫlnJ. (5.22)
We observe that these commutation rules form a closed Lie algebra, and that they are con-
sistent with the transformations given in Eqs. (5.8)–(5.13).4 The angular momentum, which
is an axial vector in three-dimensional space, degenerates into a scalar in two dimensions.
All spatial and temporal displacements commute; momentum and angular momentum are
time-displacement invariant. Equations (5.18) and (5.19) express the infinitesimal Lorentz
transformation in 2 + 1 dimensions.
The consistency of the Lie algebra formed by these canonical Poincare´ generators for this
model supports the use we make of the angular momentum, J , to implement rotations. We
will discuss this topic in the next section.
VI. ANOMALOUS ROTATION AND EXOTIC STATISTICS
It has been demonstrated that in pure CS theory a charged particle of charge e, inter-
acting with a CS field in the absence of the Maxwell kinetic energy, can acquire the phase
e2/m when it is rotated through 2π radians [8]. The occurrence of the arbitrary phase has
been attributed by some authors to the imposition of Gauss’s law in the CS theory [9]. In
Ref. [10], we have shown that the rotational anomaly that arises in CS theory has noth-
ing to do with the implementation of Gauss’s law. We have constructed charged fermion
states in MCS theory in the temporal gauge which rotate normally—i.e., they change sign
under a 2π rotation—even when these charged states implement Gauss’s law. We have also
demonstrated that these charged states in MCS theory obey standard Fermi-Dirac statistics
although they obey Gauss’s law [1]. By pursing the same analysis detailed in Ref. [1], we will
confirm that conclusion in the formulation of MCS theory in covariant gauges. Furthermore,
we will show that other states can also be constructed that satisfy Gauss’s law, and that do
4The presence of xl in
∫
dx xlP0(x) introduces ambiguities into the expression for the commutator
of two boost operators, that appear when the momentum space representations of the gauge fields
are used. We will discuss these ambiguities in an appendix to this paper.
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acquire an arbitrary phase under 2π rotations. These states also obey standard Fermi-Dirac
statistics and give rise to the same S-matrix elements as the states that rotate normally.
The rotation operator we will use is R(θ) = eiJθ where J is the canonical (Noether)
angular momentum given by Eq. (5.4), which we have just identified as one of the six
Poincare´ generators that close under the commutator algebra required for the Poincare´
group. We will express J as
J = Jg + Je (6.1)
with
Jg = −
∫
dx Πlxiǫij∂jAl +
∫
dx Gxiǫij∂jA0 −
∫
dx ǫijΠiAj (6.2)
and
Je = −i
∫
dx ψ†xiǫij∂jψ − 12
∫
dx ψ†γ0ψ. (6.3)
As pointed out in the previous section, J is time independent since [H, J ] = 0.
The interpretation of these angular momentum operators in terms of the angular mo-
menta of the constituent particle-mode excitations is greatly simplified when single-particle
plane waves are replaced with eigenstates of angular momentum. We therefore substitute
gauge-field annihilation and creation operators describing excitations with definite angular
momentum, αn(k) and α
†
n(k), respectively, for the corresponding plane-wave excitations a(k)
and a†(k). This is accomplished by using
αn(k) =
einπ/2
2π
∫
dτ a(k)e−inτ (6.4)
where τ is the angle that fixes the direction of k in the plane; a corresponding expression
relates the Hermitian adjoints α†n(k) and a
†(k) [1]. Similarly, we can define the following
single-particle solutions of the Dirac equation in polar coordinates,
u+(n, k; ρ, φ) =
1√
2ω¯k(M + ω¯k)
[
ikJn(kρ)e
inφ
(M + ω¯k)Jn+1(kρ)e
i(n+1)φ
]
(6.5)
and
u−(n, k; ρ, φ) =
1√
2ω¯k(M + ω¯k)
[
(M + ω¯k)Jn(kρ)e
inφ
ikJn+1(kρ)e
i(n+1)φ
]
, (6.6)
where Js(x) is the Bessel function of order s. Using u±, we can represent ψ in the angular
momentum representation as
ψ(ρ, φ) =
∑
n,k
[bn(k)u+(n, k; ρ, φ) + b¯
†
n(k)u−(n, k; ρ, φ)], (6.7)
where
∑
n,k =
∑
n
∫
k dk/2π; bn(k) and b¯n(k) are the electron and positron annihilation
operators, respectively, for states with definite angular momentum; b†n(k) and b¯
†
n(k) are the
corresponding creation operators. The operator bn(k) is related to e(k) by
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bn(k) =
einπ/2
2π
∫
dτ e(k)e−inτ . (6.8)
Similar expressions relate b¯n(k) to e¯(k), the adjoints b
†
n(k) to e
†(k), and b¯†n(k) to e¯
†(k). To
write the angular momentum operator J in terms of annihilation and creation operators
of states with definite angular momentum, we first write the gauge fields Al, Πl, A0, G
and the spinor fields ψ and ψ† in terms of αn(k), αQ,n(k), αR,n(k), bn(k), b¯n(k) and their
adjoints, and then make the appropriate substitutions in Eqs. (6.2) and (6.3). The resulting
expressions for the angular momenta Jg and Je are
Jg =
∑
n,k
n [α†n(k)αn(k) + α
⋆
R,nαQ,n(k) + α
⋆
Q,nαR,n(k)] (6.9)
and
Je =
∑
n,k
(n+ 1
2
) [b†n(k)bn(k)− b¯†n(k)b¯n(k)]. (6.10)
Thus, the eigenvalues of J are integral for a photon state, and half-integral for an electron
or positron state. We can also show, using Eqs. (6.9) and (6.10), that the rotation operator
R(θ) = eiJθ rotates particle states correctly, e.g., the electron state |N〉 = b†N |0〉 is rotated
into |N ′〉 = exp [i(N + 1
2
)θ]|N〉.
To investigate the rotational properties of charged states that obey the Gauss’s law
constraint under 2π rotations, let us consider the “bare” one-electron state |N〉 = e†(k)|0〉.
The one-electron state |N〉 does not satisfy the constraint Ω(k)|N〉 = 0, and thus is not in
the physical subspace {|ν〉} defined in Sec. III. The electron state which satisfies Eq. (3.7)
is given by eD|N〉. It is therefore the rotation of the state eD|N〉 that we must analyze and
not |N〉 when we use the untransformed representation of the states, fields and dynamical
variables; in the untransformed representation, the subspace {|n〉} represents states for which
Gauss’s law still remains to be implemented. The rotation of the state eD|N〉, which obey
Gauss’s law in this untransformed representation, can be evaluated by writing R(θ)eD|N〉 =
eDe−DR(θ)eD|N〉 = eDR˜(θ)|N〉. The rotation operator R˜(θ) is given by R˜(θ) = eiJ˜θ where
J˜ is given by
J˜ = J + J (6.11)
where
J = −∑
k
m3/2
16k3
ǫlnkl
∂φ(k)
∂kn
j0(−k)j0(k)
−∑
k
iǫlnkl
∂θ(k)
∂kn
[
aQ(k)j0(−k)− a⋆Q(k)j0(k)
]
+
∑
k
ǫlnkl
∂φ(k)
∂kn
[
aQ(k)j0(−k) + a⋆Q(k)j0(k)
]
. (6.12)
The rotation operator R˜(θ) can also be obtained by noting that in the alternate, transformed
representation, |N〉 represents the one-electron state that does implement Gauss’s law and
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the gauge condition. In that representation, all dynamical variables are represented by
the correspondingly transformed operators, so that the rotation operator is given by R˜ =
e−DReD. Equation (3.15) reminds us that the forms of φ(k) and θ(k) may be chosen
arbitrarily without disturbing the implementation of Gauss’s law. In particular, φ(k) and/or
θ(k) may be set to zero. In that case, J˜ = J , and the states that implement Gauss’s law
will rotate like the “bare” fermion states that don’t obey Gauss’s law, i.e., they will change
sign in a 2π rotation. Other choices for φ(k) and/or θ(k) will lead to different rotational
properties for the charged states that obey Gauss’s law. If we choose
φ(k) = − 8k
3
m5/2
δ(k)
k
tan−1
k2
k1
, (6.13)
and if we assume that we can carry out the integration over dk while j0(k) is still operator-
valued, then the first term in J becomes Q2/4πm, where Q is the electron charge
Q = e
∑
n,k
[b†n(k)bn(k)− b¯†n(k)b¯n(k)]. (6.14)
Hence, under a 2π rotation, the state eD|N〉 which obeys Gauss’s law picks up an arbitrary
phase ee
2/4πm, that is,
R(2π)eD|N〉 = −ee2/4πmeD|N〉. (6.15)
Another important question to examine is whether “exotic” fractional statistics develop
when Gauss’s law is implemented for charged states. If the anticommutators for the spinor
fields that implement Gauss’s law, {ψ˜(x), ψ˜†(y)} and {ψ˜(x), ψ˜(y)}, differ from the canonical
spinor anticommutators {ψ(x), ψ†(y)} = δ(x− y) and {ψ(x), ψ(y)} = 0, then that differ-
ence may signal that the excitations of ψ˜ and ψ˜† are subject to fractional statistics. To show
that the anticommutation rules for ψ˜ and ψ˜† are identical to the anticommutation rules for
the unconstrained ψ and ψ†, we refer to Eq. (3.23). Since the gauge and the spinor fields
commute at equal times, then D(x) commutes with ψ(x) and therefore
{ψ˜(x), ψ˜†(y)} = δ(x− y) (6.16)
and
{ψ˜(x), ψ˜(y)} = 0. (6.17)
The gauge-independent fields ψ˜ and ψ˜† obey the same anticommutation rules as the gauge-
dependent ψ and ψ†, and are not subject to any exotic graded anticommutator algebra.
The same conclusion also follows from the observation that ψ˜(x) and ψ˜†(x) are unitary
transforms of ψ(x) and ψ†(x) respectively, and that the anticommutator algebra for fermion
fields is invariant to the unitary transformation. The electron and positron states that
implement Gauss’s law therefore obey standard Fermi—not fractional—statistics. For ex-
ample, the two-electron state in the alternate transformed representation, e†(k)e†(q)|0〉,
represents charged fermions accompanied by the electromagnetic fields required for them to
obey Gauss’s law. Nevertheless, the anticommutation rules Eqs. (6.16) and (6.17) demon-
strate that e†(k)e†(q)|0〉 = −e†(q)e†(k)|0〉, and that e†(k)e†(k)|0〉 = 0. The particular form
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of ψ˜(x) given in Eq. (3.23) only applies to the covariant gauges and to this method of quan-
tization. In other gauges, and with other methods of implementing constraints, the spinor
fields that implement Gauss’s law will have a different representation, and questions about
the statistics of electron-positron states that obey Gauss’s law arise is a different way. In
Sec. VIII, we will formulate this theory in the Coulomb gauge and confirm the result that
the charged particle states obey standard Fermi statistics.
VII. LORENTZ TRANSFORMATIONS OF THE PHOTON STATES
In a (3+1)-dimensional space, photons have two possible polarization modes; and photons
in definite helicity states transform into themselves under Lorentz transformations. Photons
share this property with all other zero-mass particles [11]. In contrast, massive spin-one
excitations of gauge fields in definite helicity states in one Lorentz frame, are observed as
mixtures of helicity states in other Lorentz frames. The model we are examining in this
work offers an interesting illustration of how the restriction to 2 + 1 dimensions and the
topological mass term affect the Lorentz transformations of particle states. The photons in
this model are massive, and propagate with velocities v < c. Nevertheless, there is only a
single polarization mode available for propagating excitations that correspond to observable
particles. No second helicity mode is available with which topologically massive photons
can mix under Lorentz transformations, even though the photons are excitations not of a
scalar, but a vector field. It therefore becomes interesting to examine how these photon
states transform under a Lorentz boost.
To facilitate this investigation, we shift to a description of excitation operators that have
an invariant norm under Lorentz transformations. We observe, for example that the norm
of the one-particle state a†(k)|0〉,
∣∣∣a†(k)|0〉∣∣∣2 =∑
q
〈0|[a(q), a†(k)]|0〉 =
∫
dq δ(k− q), (7.1)
is not a Lorentz scalar because dk is not the Lorentz invariant measure for the phase space.
The invariant measure can be established by noting that the invariant delta function
δ(k− q)δ(k0 − q0)δ(qµqµ −m2)Θ(q0) = δ(k− q)δ(k0 − ωq)
2ωq
, (7.2)
so that the states A†(k)|0〉, created by operators that obey
[A(k), A†(q)] = 2ωk(2π)
2δ(k− q), (7.3)
have unit norms in every Lorentz frame. The equivalently normalized ghost operators obey
[AQ(k), A
⋆
R(q)] = [AR(k), A
⋆
Q(q)] = 2k(2π)
2δ(k− q). (7.4)
Hence, the boost operator K¯l for the interaction-free theory is written as
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K¯l =
∑
k
mǫlnkn
2k2ωk
A†(k)A(k)−∑
k
64k2ǫlnkn
m4
A⋆Q(k)AQ(k)
+
∑
k
i
4
[
∂
∂kl
A†(k)A(k)− A†(k) ∂
∂kl
A(k)
]
+
∑
k
5ikl
4k2
[
A⋆Q(k)AR(k)− A⋆R(k)AQ(k)
]
+
∑
k
i
2
[
∂
∂kl
A⋆Q(k)AR(k)−A⋆R(k)
∂
∂kl
AQ(k)
]
− (1− γ)∑
k
16ik3
m3
[
∂
∂kl
A⋆Q(k)AQ(k)− A⋆Q(k)
∂
∂kl
AQ(k)
]
. (7.5)
Using the commutations rules given by Eqs. (7.3) and (7.4), we find that
δA†(k) =
[
imǫlnkn
k2
A†(k)− ωk ∂
∂kl
A†(k)
]
δβl (7.6)
and
δA⋆Q(k) = −
[
5kl
2k
A⋆Q(k) + k
∂
∂kl
A⋆Q(k)
]
δβl, (7.7)
where δξ = i[K¯l, ξ] δβl. Equation (7.6) demonstrates that the particle state A
†(k)|0〉 is
Lorentz-transformed into itself. The phase factor δβlǫlnkn/k
2 generated by the boost op-
erator K¯l, which appears in Eq. (7.6), is a cocycle [12]. This phase factor has no physical
implications. The physically observable consequence of Eq. (7.6) is that, under a Lorentz
transformation, the topologically massive photon states behave like the excitations of a
scalar field—each photon state transforms only into itself at a new space-time point.
VIII. FORMULATION OF THE THEORY IN THE COULOMB GAUGE
In the Coulomb gauge, the gauge field A0 is not involved in the gauge condition, so
that a gauge-fixing term cannot be used to generate a canonical momentum conjugate to
A0. The quantization procedure used in the covariant and temporal gauge formulations
of the theory therefore is not well-suited for the Coulomb gauge. The most convenient
way to quantize in the Coulomb gauge is to use the Dirac-Bergmann (DB) procedure. In
this method, the canonical “Poisson” commutators (anticommutators) are replaced by their
respective Dirac commutators (anticommutators), which apply to the fields that obey all the
constraints of the theory. Since the Dirac and the canonical commutators (anticommutators)
can, and often do, differ from each other, this method enables us to investigate whether the
Dirac anticommutator for the spinor field ψ and its adjoint ψ† differ from the corresponding
canonical anticommutator. A discrepancy between the Dirac and canonical anticommutators
for the spinor fields could signal the development of “exotic” fractional statistics due to the
imposition of Gauss’s law. On the other hand, identity of the Dirac and the canonical
anticommutators for the spinor fields demonstrate that the excitations of the charged spinor
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field that obey Gauss’s law (as well as all other constraints) also obey standard Fermi
statistics. The question, whether the imposition of Gauss’s law produces charged particle
excitations that are subject to exotic statistics, therefore arises in a new way in the Coulomb
gauge. In this section, we will carry out this quantization procedure and demonstrate
explicitly that the implementation of Gauss’s law for the charged spinor field does not
change the anticommutation rule for ψ and ψ†, and does not cause the excitations of these
fields to develop exotic fractional statistics.
The Lagrangian density for MCS theory in the Coulomb gauge is given by
L = −1
4
FlnFln +
1
2
F0lF0l +
1
4
mǫln(FlnA0 + 2F0lAn)
+ jlAl − j0A0 −G∂lAl + ψ¯(iγµ∂µ −M)ψ. (8.1)
This Lagrangian differs from Eq. (2.1) only in that the gauge-fixing term −G∂µAµ is replaced
by −G∂lAl. We have included a gauge-fixing term for the Coulomb gauge in Eq. (8.1) to
avoid first class constraints and to enable us to develop all the constraints systematically
from the Lagrangian. The Euler-Lagrange equations in the Coulomb gauge are
∂0F0l +mǫlnF0n − ∂nFln − ∂lG = jl, (8.2)
1
2
mǫlnFln − ∂lF0l + ∂0G = j0, (8.3)
∂lAl = 0, (8.4)
and
(M − iγµDµ)ψ = 0. (8.5)
The momenta conjugate to the gauge fields are Πl = F0l +
1
2
mǫlnAn; Π0 = 0 and ΠG = 0,
where Π0 and ΠG are the momenta conjugate to A0 and G, respectively. For the spinor
fields, we have Πψ = iψ
† and Πψ† = 0 as the momenta conjugate to ψ and ψ
†, respectively.
We have identified the following primary constraints:
C1 = Π0 ≈ 0, (8.6)
C2 = ΠG ≈ 0, (8.7)
Cψ = Πψ − iψ† ≈ 0, (8.8)
and
Cψ† = Πψ† ≈ 0. (8.9)
The time-evolution operator is the total Coulomb gauge Hamiltonian, HT
C, given by
28
HT
C =
∫
dx ψ†(γ0M − iγ0γl∂l)ψ +
∫
dx
[
1
2
ΠlΠl +
1
4
FlnFln + A0∂lΠl
+ 1
8
m2AlAl +
1
2
mǫlnAlΠn − 14mǫlnFlnA0 +G∂lAl + j0A0 − jlAl
− U1C1 − U2C2 − CψUψ − Uψ†Cψ†
]
(8.10)
where U1, . . . ,U4 designate arbitrary functions that commute with all operators; Uψ and
Uψ† designate arbitrary functions that are Grassmann numbers, which anticommute with
all fermion fields and with Grassmann numbers, but commute with bosonic operators and
with U1, . . . ,U4. In the imposition of constraints, we will use the Poisson bracket, [[A,B]], of
two operators A and B, defined as [[A,B]] = AB − (−1)n(A)n(B)BA, where n(P ) is an index
for the operators P ;5 n(P ) = 0 if P is a bosonic operator, such as a gauge field or a bilinear
combination of fermion fields; and n(P ) = 1 if P is a Grassmann number, or a fermionic
operator such as ψ or ψ†. The Poisson bracket [[A,B]] is the commutator [A,B] when A and
B are both bosonic operators, or if one is bosonic and the other fermionic. But [[A,B]] is
the anticommutator {A,B} when A and B are both fermionic operators.
We use the total Hamiltonian to generate the further constraints needed to maintain
the stability of the primary constraints under time evolution. For this purpose, we evaluate
time derivatives of the primary constraints by using the equation ∂0Ci = i[[HTC, Ci]], and set
∂0Ci ≈ 0. In this way, we find that ∂0C1 ≈ 0 leads to the secondary constraint C3 ≈ 0 where
C3 = ∂lΠl − 14mǫlnFln + j0, (8.11)
which implements Gauss’s law. ∂0C3 ≈ 0 leads to
∂l∂lG+ ∂ljl − eψ†Uψ + eUψ†ψ = 0 (8.12)
which does not generate a tertiary constraint. The stability of the constraint ΠG ≈ 0 is
obtained by setting ∂0C2 ≈ 0 which leads to the secondary constraint C4 ≈ 0 and the
tertiary constraint C5 ≈ 0 where
C4 = ∂lAl (8.13)
and
C5 = ∂lΠl − ∂l∂lA0 + 14mǫlnFln. (8.14)
The constraint C4 ≈ 0 implements the gauge condition for the Coulomb gauge, and C5 ≈ 0 is
required for consistency between Eq. (8.3) and the Coulomb gauge condition. The constraint
equation ∂0C5 ≈ 0 contains U1, thus does not lead to any further constraints. The constraints
∂0Cψ ≈ 0 and ∂0Cψ† ≈ 0 result in the following expressions for Uψ and Uψ† :
Uψ = ieA0ψ − ieAlγlψ + iMγ0ψ + γ0γl∂lψ (8.15)
and
5We generally follow the conventions in Sundermeyer [13]. The definition of Poisson bracket used
here, however, differs from Sundermeyer’s definition by a factor i.
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Uψ† = ieA0ψ† − ieAlψ†γl + iMψ†γ0 − ∂lψ†γ0γl. (8.16)
Substitution of Eqs. (8.15) and (8.16) into Eq. (8.12) yields still another constraint, C6 ≈ 0,
where
C6 = ∂l∂lG (8.17)
which is necessary for consistency between Eq. (8.2) and Gauss’s law. The constraint ∂0C6 ≈
0 is an equation containing U2 but does not lead to any further constraint.
The preceding analysis leads to eight second-class constraints for this gauge theory.
Imposition of the constraints requires that we form the matrix M(x,y), whose elements
areMij(x,y) = [[Ci(x), Cj(y)]]. We assign the values C1, . . . , C8 to the descending horizontal
rows of the matrix, as well as to the sequence of vertical columns, where C1, . . . , C6 refer to
the previously defined constraints; for simplicity we will designate Cψ and Cψ† as C7 and C8,
respectively. The matrix M(x,y) is given by
M(x,y) =


0 0 0 0 i∇2 0 0 0
0 0 0 0 0 −i∇2 0 0
0 0 0 i∇2 0 0 ieψ†(x) −ieψ(x)
0 0 −i∇2 0 −i∇2 0 0 0
−i∇2 0 0 i∇2 0 0 0 0
0 i∇2 0 0 0 0 0 0
0 0 −ieψ†(x) 0 0 0 0 1
0 0 ieψ(x) 0 0 0 1 0


δ(x− y). (8.18)
The matrix M(x,y) has an inverse, Y(x,y), given by
Y(x,y) =


0 0
−i
∇2 0
i
∇2 0 eψ(y)
1
∇2 −eψ
†(y)
1
∇2
0 0 0 0 0
−i
∇2 0 0
i
∇2 0 0
i
∇2 0 0 0 0
0 0
−i
∇2 0 0 0 eψ(y)
1
∇2 −eψ
†(y)
1
∇2
−i
∇2 0 0 0 0 0 0 0
0
−i
∇2 0 0 0 0 0 0
eψ(y)
1
∇2 0 0 eψ(y)
1
∇2 0 0 0 1
−eψ†(y) 1∇2 0 0 −eψ
†(y)
1
∇2 0 0 1 0


δ(x− y).
(8.19)
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We note that∫
dz Mik(x, z)Ykj(z,y) =
∫
dz Yik(x, z)Mkj(z,y) = δijδ(x− y). (8.20)
We apply
[[ξ(x), ζ(y)]]D = [[ξ(x), ζ(y)]]−
8∑
i,j=1
∫
dz dz′ [[ξ(x), Ci(z)]]Yij(z, z′)[[Cj(z′), ζ(y)]] (8.21)
to find Dirac commutators (anticommutators) for the gauge and/or spinor fields represented
by ξ and ζ , and observe that these are given by
[[ψ(x), ψ†(y)]]D = {ψ(x), ψ†(y)} = δ(x− y), (8.22)
[[ψ(x), ψ(y)]]D = {ψ(x), ψ(y)} = 0, (8.23)
[[Al(x),Πn(y)]]
D = i
(
δln − ∂l∂n∇2
)
δ(x− y), (8.24)
[[A0(x), Al(y)]]
D = [[Al(x), An(y)]]
D = [[Al(x), ψ(y)]]
D = 0, (8.25)
and
[[A0(x), ψ(y)]]
D = eψ(y)
1
∇2 δ(x− y). (8.26)
Equations (8.22) and (8.23) demonstrate that the constrained spinor field obeys standard
anticommutation rules, and not a graded anticommutator algebra; and that the charged
excitations of that spinor field are subject to standard Fermi statistics, and not the exotic
fractional statistics that would result from a graded anticommutator algebra. In contrast
to the spinor field, the Dirac commutators of the gauge fields differ substantially both from
the unconstrained canonical commutators, and also from their corresponding values in the
temporal gauge. The observation that the spinor anticommutation rule is unaffected by
constraints, and identical in the Coulomb and temporal gauges, therefore is not trivial.
The constrained Hamiltonian in the Coulomb gauge which now incorporates all the
constraints C1, . . . , C8, is found to be
HC =
∫
dx
[
1
2
ΠTl Π
T
l +
1
4
FlnFln +
1
2
m2ATl A
T
l −mǫln∂lATn∇−2j0 − 12j0∇−2j0 − jlATl
]
(8.27)
where ATl and Π
T
l are the transverse components of Al and Πl, respectively; they are given
by
ATl =
(
δln − ∂l∂n∇2
)
An (8.28)
and
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ΠTl =
(
δln − ∂l∂n∇2
)
Πn. (8.29)
We need to find a suitable representation for the gauge fields in terms of particle creation
and annihilation operators, in the Coulomb gauge formulation, just as we did in Sec. II,
when developing this model in the covariant gauges. The criterion of suitability is similar:
The Hamiltonian for the free, noninteracting system of photons and electrons must have
the perturbative vacuum |0〉, and the single-particle photon and electron-positron states,
a†(k)|0〉, e†(k)|0〉 and e¯†(k)|0〉 respectively, as eigenstates, so that the interaction-free time-
evolution operator e−iH0t propagates these and other multi-particle states without changing
their form or particle content. Since in this formulation the Dirac-Bergmann procedure has
been implemented, time-evolution is restricted to the constraint surface, and all constraints
(including Gauss’s law) apply. In the case of the Coulomb gauge, only the transverse gauge
fields have commutation rules that need to be accommodated, so that ghost excitations of
the gauge field are not required. The electrons and positrons are represented precisely as in
the other gauges.
A suitable representation of the gauge fields can be based on the transverse part of Al(x)
in the covariant gauge, and leads to
Al
T(x) =
∑
k
iǫlnkn
k
√
2ωk
[
a(k)eik·x − a†(k)e−ik·x
]
, (8.30)
Πl
T(x) =
∑
k
√
ωkǫlnkn√
2k
[
a(k)eik·x + a†(k)e−ik·x
]
, (8.31)
and
A0
D(x) =
∑
k
m
k
√
2ωk
[
a(k)eik·x + a†(k)e−ik·x
]
+
∑
k
1
k2
j0(k)e
ik·x. (8.32)
The Hamiltonian HC then becomes
HC =
∑
k
ωka
†(k)a(k) +
∑
k
1
2k2
j0(k)j0(−k)
+
∑
k
m
k
√
2ωk
[
j0(−k)a(k) + j0(k)a†(k)
]
+
∑
k
iǫlnkl
k
√
2ωk
[
jn(−k)a(k)− jn(k)a†(k)
]
+He¯e. (8.33)
Although the representations of ATl (x), Π
T
l (x) and A0(x) given in Eqs. (8.30)–(8.32) are
suitable, they are not unique. Other suitable representations would satisfy the requirements
specified above equally well. We therefore cannot assume that the Hilbert space in which
these operators—and the representation of HC given in Eq. (8.33)—operate, is identical
to the one previously established for the corresponding operators in the covariant gauges.
All the requirements we stipulated for representations to be suitable remain unaffected by
similarity transformations—i.e., unitary transformations carried out on the operators as well
32
as states of a particular representation. It is therefore necessary to consider the possibility
that the appropriate Fock space for this representation of MCS theory in the Coulomb gauge
differs from the Fock space {|N〉} we used for the quotient space of the covariant gauge
formulation of this model, by just such a similarity transformation. In fact, this possibility
becomes a virtual certainty, in view of the fact that HC does not have the identical form as
Hˆquot, the generator of time displacements in the Fock space {|N〉} of the covariant gauge
formulation developed in Secs. II and III. As in the case of (3 + 1)-dimensional QED in
axial gauges [5], the reason for the discrepancy in form between the two Hamiltonians, HC
and Hˆquot, lies in the fact that the two operate in different Fock spaces. We can expect that
the Fock space on which the operators in Eqs. (8.30)–(8.33) act, consists of state vectors
|φi〉 = eΓ|Ni〉, where |Ni〉 designates the state vectors in the Fock space whose single-particle
elements are the familiar a†(k)|0〉, e†(k)|0〉 and e¯†(k)|0〉. We can then proceed to carry out a
similarity transformation in which all the operators transform according to Pˆ = eΓPe−Γ; the
similarly transformed states then are |φˆi〉 = e−Γ|φi〉. If the objective of this transformation
has been met, then we will find that |φˆi〉 = |Ni〉, so that the transformed states will be the
elements of the Fock space {|N〉} familiar to us as the quotient space of the covariant gauge
formulation. To carry out such a program, we choose
Γ = −∑
k
m√
2kω
3/2
k
[
a(k)j0(−k)− a†(k)j0(k)
]
, (8.34)
and find the transformed operators
HˆC =
∑
k
ωka
†(k)a(k) +
∑
k
1
2ω2k
j0(k)j0(−k) +
∑
k
imǫlnkl
k2ω2k
jn(k)j0(−k)
+
∑
k
mkl√
2kω
3/2
k
[
jl(−k)a(k) + jl(k)a†(k)
]
+
∑
k
iǫlnkl
k
√
2ωk
[
jn(−k)a(k)− jn(k)a†(k)
]
+He¯e, (8.35)
Aˆl
T(x) =
∑
k
iǫlnkn
k
√
2ωk
[
a(k)eik·x − a†(k)e−ik·x
]
−∑
k
imǫlnkn
k2ω2k
j0(k)e
ik·x, (8.36)
Πˆl
T(x) =
∑
k
√
ωkǫlnkn√
2k
[
a(k)eik·x + a†(k)e−ik·x
]
(8.37)
and
Aˆ0
D(x) =
∑
k
m
k
√
2ωk
[
a(k)eik·x + a†(k)e−ik·x
]
+
∑
k
1
ω2k
j0(k)e
ik·x. (8.38)
The Fock space {|N〉} is the appropriate Hilbert space for the Coulomb gauge formu-
lation after the similarity transformation Pˆ = eΓPe−Γ and |ni〉 = |φˆi〉 = e−Γ|φ〉 has been
carried out. HˆC operates in the same Fock space as does Hˆquot, and the two operators have
the identical form. State vectors in the Fock space {|N〉}, representing systems of elec-
trons, positrons and the topologically massive, propagating excitations of the gauge field,
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are time translated by the same time evolution operator in both the covariant and the
Coulomb gauges. Earlier work demonstrated that the same time-evolution operator also
time translates these state vectors in the temporal gauge [1].
It is apparent from the preceding discussion that, had we initially chosen Eqs. (8.35)–
(8.38) to represent ATl (x), Π
T
l (x) andA0(x), we would have immediately obtained the desired
form HˆC for the Hamiltonian for MCS theory in the Coulomb gauge, and would have had
no occasion to carry out any unitary transformations. However, since there is no systematic
way of initially recognizing the appropriate representation of ATl (x), Π
T
l (x) and A0(x) that
leads to this desired form for the Hamiltonian, we have deliberately avoided making the
most convenient choice of representation from the start. It is important to formulate the
question, whether two different representations describe the same physical system, in terms
of the identity of two equivalence classes, in which the operators and states that are members
of a class are related by similarity transformations. It is not sufficient, in testing whether
operators, constructed with randomly chosen representations of space-time fields, have the
same form. This point has been discussed in greater detail elsewhere [5] but applies here as
well.
IX. IS CS THEORY THE LARGE m LIMIT OF MCS THEORY?
The Lagrangians for CS theory and MCS theory differ only by the Maxwell kinetic energy
term, which is included in the latter but absent from the former. The relative size of the
CS term and the Maxwell kinetic energy term is tuned by the CS coupling constant m, and
in the limit m→∞ the Maxwell kinetic energy term becomes vanishingly small relative to
the CS term. The question therefore naturally arises, whether CS theory is approached as
a well-defined limit of MCS theory as m → ∞. The results obtained in this work provide
some insights into that question.
The comparison between CS and MCS theory can be best approached through what we
have called the “quotient space” Hamiltonian, Hquot, for MCS theory, given in Eqs. (3.44)
and (3.45). Hquot is the form the Hamiltonian takes in the quotient space for the Fock space
{|n〉}, in the representation in which the latter implements Gauss’s law and the gauge choice;
and Hquot has the same form in covariant, temporal and Coulomb gauges. Ambiguities in
Hquot, of the form h = i[Hquot, χ] = i[H0, χ], can arise; in Sec. III, we have discussed such
ambiguous terms, and have shown that they cannot affect the S-matrix, and that they can
be transformed away by unitary transformations. We will assume here that such terms have
been transformed away, and are not included in Hquot. Apart from such ambiguities, Hquot
consists of a “free” part that counts the kinetic energy of propagating massive photons and
electrons (e− and e+); interaction terms
Ha =
∫
dx dy j0(x)j0(y)K0(m|x− y|) (9.1)
and
Hb =
∫
dx dy j0(x)ǫlnjl(y)(x− y)nF(|x− y|) (9.2)
which describe nonlocal interactions between charges, and between charges and transverse
currents, respectively; and finally, parts of Hquot describe interactions between the massive
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propagating photons and electrons. In the limit m→∞, the following observations can be
made about the component parts of Hquot: Ha vanishes in that limit, and its leading term
in powers of 1/m is of order 1/m2. The modified Bessel function K0(ξ) that appears in Ha
takes the asymptotic form
K0(ξ)→
√
π
2ξ
e−ξ
in the limit ξ →∞. And for ξ = m |x− y|, ξ →∞ asm→∞ for all values of |x− y| except
|x− y| = 0; j0(x) and j0(y) are operators whose matrix elements will be superpositions of
products of nonsingular wavefunctions given in Eqs. (2.19) and (2.20) or (6.5) and (6.6).
The integration
∫
dx dy · · · can be transformed to ∫ dr dρ · · ·, where r = x− y and ρ =
1
2
(x+ y), and the r dr in dr regularizes the logarithmic singularity of K0(mr) at r = 0, so
that the integrand in Ha vanishes at r = 0 for all well-behaved charge densities. Ha can be
expressed as
Ha =
∫
dr K0(mr)f(r) (9.3)
with
f(r) = r
∫
dΩr dρ j0(ρ+
1
2
r)j0(ρ− 12r). (9.4)
As m → ∞, the integrand of Eq. (9.3) becomes vanishingly small except when r ≪ 1, and
in that region f(r) can be represented as a series, whose leading term makes a contribution
to Ha given by
Ha = λ
∫
r dr K0(mr) (9.5)
where
λ = 4π
∫
dρ [j0(ρ)]
2. (9.6)
Since ∫
r dr K0(mr) =
1
m2
, (9.7)
this leading term of Ha is of order 1/m
2. Expansions beyond this leading order, which reflect
the nonnegligible r-dependence of j0(ρ± 12r) asm gets smaller, will produce additional terms
of order (1/m)N with N > 2.
Them-dependence of Hb in them→∞ limit is exactly 1/m, so that the ratio Ha/Hb → 0
as m→∞. Moreover, in the m→∞ limit, Hb approaches the expression for the interaction
between charges and transverse currents in CS theory. In CS theory, the function F(mr)
that appears in Hb is replaced by the integral
−1
2πm|x− y|2
∫ ∞
0
du J1(u).
Since
∫∞
0 du J1(u) = 1, this agrees with the large m limit of F(mr) given in Eq. (3.48). In
the m→∞ limit, the sum of the two interactions Ha+Hb therefore can be seen to approach
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the same limit as Hb alone; and that limit is the nonlocal interaction between charges and
transverse currents in CS theory.
The interactions between propagating massive photons and currents that arise in MCS
theory have no corresponding counterpart in CS theory. The massive photons of MCS theory
never disappear as m → ∞. They can transmit an interaction between charges which we
will examine for the case of electron-electron scattering. To lowest order in 1/m, the part
of the S-matrix element for e(P) + e(Q)→ e(P′) + e(Q′) that originates from the exchange
of a propagating massive photon between electrons is given by
S
(2)
fi = −
i(2π)3M2e2δ3(P +Q− P ′ −Q′)√
ω¯P ′ω¯P ω¯Q′ω¯Q
×
[
imǫll′(ω¯P ′ − ω¯Q)u¯(Q′)γl′u(P)u¯(P′)γlu(Q)
ω2P ′−Q[ω
2
P ′−Q − (ω¯P ′ − ω¯Q)2 − iǫ]
− imǫll′(ω¯P ′ − ω¯P )u¯(Q
′)γl′u(P)u¯(P
′)γlu(Q)
ω2P ′−P [ω
2
P ′−P − (ω¯P ′ − ω¯P )2 − iǫ]
− u¯(Q
′)γlu(P)u¯(P
′)γlu(Q)
ω2P ′−Q − (ω¯P ′ − ω¯Q)2 − iǫ
+
u¯(Q′)γlu(Q)u¯(P
′)γlu(P)
ω2P ′−P − (ω¯P ′ − ω¯P )2 − iǫ
+
(ω¯P ′ − ω¯Q)2u†(Q′)u(P)u†(P′)u(Q)
ω2P ′−Q[ω
2
P ′−Q − (ω¯P ′ − ω¯Q)2 − iǫ]
− (ω¯P ′ − ω¯P )
2u†(Q′)u(Q)u†(P′)u(P)
ω2P ′−P [ω
2
P ′−P − (ω¯P ′ − ω¯P )2 − iǫ]
]
. (9.8)
The leading term in 1/m of S
(2)
fi can be seen to be of order 1/m
2, so that the interaction
between charged particles mediated by photon exchange vanishes as quickly as Ha, as m→
∞, namely one power of 1/m more rapidly that does the dominant interaction term, Hb.
Photon exchange therefore will not prevent the interactions between charged particles in
MCS theory from approaching the corresponding interaction in CS theory.
The interactions between propagating massive photons and currents also describe
electron-photon scattering, and processes in which charged particles radiate energy in the
form of massive photons. Since these processes do not, and indeed cannot occur in CS the-
ory, we must take account of the fact that they do not vanish in the m→∞ limit of MCS
theory. A large photon mass does not disqualify the photon from being part of an initial
state in a scattering process. Nor is the matrix element for photon production very sharply
attenuated in the m → ∞ limit. However, in that case, the energy required to produce
even a single photon increases with m, so that for ordinary energy regime this process is a
not a realistic option as m → ∞. Nevertheless, the interaction that produces photons in
MCS theory does not vanish in the large m limit. In that sense MCS theory never fully
approaches CS theory as m→∞.
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APPENDIX A:
In this appendix, we return to the Poincare´ algebra—in particular to Eq. (5.22)—to
discuss an ambiguity that arises when the same equation is examined after the momentum
representation of the gauge fields—Eqs. (2.24)–(2.27)—have been substituted into the boost
operators. We observe, in that case, that besides the xl in
∫
dx xlP0(x) (and the correspond-
ing yn in
∫
dy ynP0(y), the only other explicit dependence on configuration space variables
is through the exponentials e±ik·x and e±ik·y that appear in the gauge fields. The representa-
tions of xl and yn required to facilitate the evaluation of Kl and Kn are xl = ∓ ∂
∂kl
e±ik·x and
yn = ∓ ∂
∂kn
e±ik·y. In order to generate Dirac delta functions in momentum space variables,
and to permit the integration over these delta functions, all partial derivatives of the form
∂
∂kl
(in various different momentum variables) must be integrated by parts. This step pro-
duces the derivatives of photon creation and annihilation operators required for the angular
momentum operator
J = −∑
k
iǫlnkn
2
[
∂
∂kl
a†(k)a(k)− a†(k) ∂
∂kl
a(k)
]
−∑
k
iǫlnkn
[
∂
∂kl
a⋆Q(k)aR(k)− a⋆R(k)
∂
∂kl
aQ(k)
]
(A1)
in Eq. (5.22); in addition, this process generates further partial derivatives of the coefficients
of the expressions a(k)eik·x and a†(k)e−ik·x that appear in Eqs. (2.24)–(2.27). When partial
derivatives of singular coefficients arise—those for which the identities
∂
∂kl
kn
k2
=
[
πδ(k) +
1
k2
]
δln − 2klkn
k4
(A2)
and
∂
∂kl
kn
k
=
[
πkδ(k) +
1
k
]
δln − klkn
k3
(A3)
hold—the delta functions δ(k) that appear in these expressions give rise to spurious contri-
butions that produce an extra term, beyond −iǫlnJ in Eq. (5.22). For the representation
we have given in Eqs. (2.24)–(2.27), the commutator [Kl, Kn], evaluated in the momentum
space representation, is given by
[Kl, Kn] = −iǫlnJ + 1
2π
im2ǫlna
†(0)a(0). (A4)
This discrepancy was noticed and discussed by Deser, Jackiw and Templeton [14]. As follows
from Ref. [14], the unitary transformation eiφ [· · ·]e−iφ with φ = −∑k(tan−1 k2/k1)a†(k)a(k)
removes the singularity in the coefficients of a(k)eik·x and a†(k)eik·x in Eqs. (2.24)–(2.27),
and with it also this discrepancy. The fact that such a discrepancy appears with singular
coefficients, points to a mathematical inconsistency that arises when we carry out the formal
manipulations required to evaluate [Kl, Kn] in the momentum representation of the gauge
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fields. It is not surprising, perhaps, that such problems arise when orders of integration
of operator-valued integrands are reversed, and when Dirac delta functions are treated as
functions, and not as distributions, when integrations by parts are carried out. However, as
was pointed out in Ref. [14], since unitary transformations like eiφ [· · ·]e−iφ are able to remove
this “zero-momentum discrepancy,” we are dealing with a mathematical ambiguity rather
than a threat to the consistency of the Poincare´ algebra, and with it to the consistency of
this formulation.
For completeness, we include one term in the evaluation of [Kl, Kn], when the momentum
space representations of the gauge field are used—the commutator Xln obtained from
Xln = [
1
2
∫
dx xlΠr(x)Πr(x),
1
2
mǫij
∫
dy ynAi(y)Πj(y)], (A5)
and given by
Xln =
∫
dx dy xlyn
1
2
imǫijΠi(x)Πj(y)δ(x− y). (A6)
In the configuration space representation, Xln can easily be shown to be given by
Xln =
1
2
imǫij
∫
dx xlxnΠi(x)Πj(x), (A7)
which vanishes trivially because of the antisymmetry of ǫijΠi(x)Πj(x). When the momentum
space representations of the gauge fields are used, however, Xln has the form
Xln =
∑
k,q
∫
dx
1
2
imǫij
(
xle
ik·x
) (
xne
iq·x
)
×


imki
23/2k
√
ωk
[
a(k) + a†(−k)
]
+
√
ωkǫirkr
23/2k
[
a(k)− a†(−k)
]




imqj
23/2q
√
ωq
[
a(q) + a†(−q)
]
+
√
ωqǫjsqs
23/2q
[
a(q)− a†(−q)
]


, (A8)
and from xle
ik·x = −i ∂
∂kl
eik·x and xne
iq·x = −i ∂
∂qn
eiq·x, and integrating by parts,
Xln = −
∑
k,q
∫
dx
1
2
imǫije
i(k+q)·x ×
∂
∂kl


imki
23/2k
√
ωk
[
a(k) + a†(−k)
]
+
√
ωkǫirkr
23/2k
[
a(k)− a†(−k)
]


∂
∂qn


imqj
23/2q
√
ωq
[
a(q) + a†(−q)
]
+
√
ωqǫjsqs
23/2q
[
a(q)− a†(−q)
]


. (A9)
After extensive manipulations, almost all contributions to Eq. (A9) cancel, leaving, however,
a single residue stemming from the δ(k) that originates from Eq. (A3):
Xln =
iπm2ǫln
16π
a†(0)a(0). (A10)
The existence of this residue is in conflict with Eq. (A7).
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