Four signalling states are sufficient to achieve the Holevo capacity for qubit channels, but in many cases are not necessary. There are examples known where the capacity is achieved for two orthogonal input states, two nonorthogonal states, and examples where three states are necessary and sufficient. Many previous results were obtained for a class of channel for which three states are sufficient. In this study, a systematic theory for this class of channel was developed. Simple criteria are presented that, when satisfied, mean that two states are sufficient for the ensemble. When these criteria are satisfied, there is a simple method to determine whether the states in the ensemble should be orthogonal or nonorthogonal. When the criteria are not satisfied, it is still possible that two states are sufficient, though it is possible that three states are necessary. In the case where three states are necessary, the form of the optimal ensemble is predicted. These results provide an efficient method for calculating the Holevo capacity for all channels in this class.
INTRODUCTION
A quantum channel is a completely positive and trace preserving (CPTP) map on quantum states. This condition means that it must produce a valid, normalised state, even when acting on one part of an entangled state. In contrast to unitary operations, quantum channels can increase the entropy of a state. A quantum channel arises if an ancilla space is added, a unitary operation is performed between the system and the ancilla, then the ancilla is traced over to obtain the reduced density operator for the system. Quantum channels are used to model communication channels, and therefore an important quantity to consider for these channels is the amount of classical communication that may be performed. This is often quantified by the Holevo capacity. The Holevo capacity of a quantum channel Φ is given by
S(σ) is the von Neumann entropy, and the probabilities p i satisfy p i > 0 and i p i = 1. The Holevo capacity is the asymptotic classical communication that may be achieved using joint measurements on output states, but restricting to unentangled inputs.
1, 2
From Caratheodory's theorem, 3 the number of states in the optimal ensemble need not be larger than the square of the dimension. 4 For qubit channels this corresponds to four, but in many cases the number of states required is fewer. For unital channels, the capacity is achieved for two orthogonal input states. 5, 6 For nonunital channels, there are cases where the capacity is achieved with two orthogonal 6 or nonorthogonal states. 7 There are also cases where three states are required, 8 and cases where four states are necessary.
TWO-STATE ENSEMBLES
To obtain the results, we use the representation of the qubit channel on the Bloch sphere. A general qubit density operator may be expressed as
where σ is the vector of Pauli operators (σ x , σ y , σ z ) T , and r is the Bloch vector. A qubit channel Φ maps the sphere of possible input states to an ellipsoid, and may be expressed as
That is, the channel produces the mapping r → Λ r + t. We will use subscripts to indicate the transformation matrices Λ and t for the channel.
Unitary operations do not affect the capacity of the channel. Therefore, one may consider a channel Φ t ,Λ such that Φ t,Λ = Γ U • Φ t ,Λ • Γ V , where Γ U and Γ V are unitary channels. The unitaries may be chosen such that Λ is diagonal. 5 For the channels considered in Refs. 5, 7, 8, t is an eigenvector of Λ; we consider the same class of channels here. For this class of channels, t has only one nonzero component. This may be chosen to be the z component by appropriately selecting the unitaries, so Λ and t are given by
For this class of channels, Φ t ,Λ maps the Bloch sphere to an ellipsoid centred on the z axis (see Fig. 1 ). The ellipsoid has a radius of |λ 1 | in the x direction, and a radius of |λ 2 | in the y direction. For this class of channels, one may restrict to considering states in one plane. Therefore, Caratheodory's theorem implies that three states are sufficient for the optimal ensemble.
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The problem of determining the Holevo capacity may be further simplified using the expression given in Refs. 10, 11:
where D is the relative entropy D(ρ ψ) = Tr(ρ log 2 ρ − ρ log 2 ψ).
The state ψ 0 that gives the minimum corresponds toρ for the optimal input ensemble. For this value of ψ 0 , the ρ 0 that give the maximum correspond to possible states for the optimal input ensemble. From Ref. 12 the optimal state ψ 0 is unique.
For qubit systems the relative entropy is given by 12 :
where
The Bloch vectors for ρ and ψ are r and q, respectively, and r = | r|, q = | q|.
As we are restricting to operations such that t lies on the z axis, there are many simplifications due to the symmetry of the system. In the following ρ = Φ t ,Λ (ρ 0 ) and ψ = Φ t ,Λ (ψ 0 ) are the output states from the simplified channel. Firstly, the optimal state ψ must lie on the z axis. To show this result, for any pair of states ρ and ψ, consider the second pair ρ and ψ , where r = (−r x , −r y , r z ) T and q = (−q x , −q y , q z ) T . This transformation is shown for ψ in Fig. 1 . If ρ and ψ are possible output states, then so are ρ and ψ . From the symmetry of the relative entropy, max ρ D(ρ ψ) = max ρ D(ρ ψ ). Therefore, if ψ is optimal, then so is ψ . But the optimal average output state is unique, so ψ = ψ , and ψ lies on the z axis.
The ρ k that maximise the relative entropy will lie in the x − z plane if |λ 1 | > |λ 2 |, and the y − z plane if |λ 1 | < |λ 2 |. That is because ψ lies on the z axis, so the relative entropy is symmetric under rotation about the z axis. If |λ 1 | > |λ 2 |, then the ellipsoid has a radius in the x direction larger than the radius in the y direction. Consider any state ρ that is not in the x − z plane. We can determine a second state ρ in the x − z plane by rotating about the z axis (see Fig. 2 ). This state is in the interior of the ellipsoid, and we may obtain a third state on the surface of the ellipsoid, ρ , by extending outwards in a straight line from ψ. From Ref. 12 ,
. This implies that ρ does not maximise the relative entropy. Hence, all ρ k that maximise the relative entropy must be in the x − z plane. Similar considerations hold for |λ 1 | < |λ 2 | and
The main result of this study is given by the following theorem 13 :
, where
and λ m = max(|λ 1 |, |λ 2 |), then there is an ensemble that gives the maximum output Holevo information and has two states.
If the surface of the output ellipsoid has an extremum of r (the distance from the origin) away from the z axis, then A is equal to r 2 ex − 1.
13 If A were positive, then the extremum would be larger than one, which is not possible for CPTP maps. Therefore, for any map such that an extremum of r is obtained away from the z axis, the condition A / ∈ (0, 1/2) is automatically satisfied. Another case where A / ∈ (0, 1/2) is automatically satisfied is when λ m < |λ 3 |. This condition also implies that A ≤ 0.
Theorem 1 was proven in Ref. 13 ; here we review this result. There are some trivial cases for which the theorem is obviously true. If t = 0, then the channel is unital, and the result is known from Ref. 5 . If two of the λ k are zero, or λ 3 = 0, then it is also trivial to see that the capacity may be achieved with two states. Therefore the analysis may be performed for t, λ 3 and λ m nonzero.
We take the input state to have r = (sin φ, 0, cos φ) Fig. 3 . The output state will then have r = (λ 1 sin φ, 0, t + λ 3 cos φ)
To search for the optimal ρ for a given ψ, it is merely necessary to search for the optimal φ. Using sign(
The derivative of D(ρ ψ) with respect to φ is
There are extrema of D(ρ ψ) for φ = 0 and φ = π, as well as when 
3 )(1 − r 2 + A) has been used. The functions g(r) and h(r) are defined by
and have the properties
for r ∈ (0, 1). If A ≤ 0, then h(r) + Ag(r) < 0, and if A ≥ 1/2, then h(r) + Ag(r) > 0. In either case h(r) + Ag(r) has constant sign. Therefore the LHS of (16) is a one-to-one function of φ, and there can be at most one solution of (16) in (0, π). This solution corresponds to an extremum.
There are some exceptional cases that complicate the analysis. One example is when r has a maximum of 1 for φ ∈ (0, π). Then g(r) and h(r) diverge, but the LHS of (16) is continuous, so it is still one-to-one. Another exceptional case is when λ m = |λ 3 |. Then the derivative of the LHS of (16) is
This is positive, so the LHS of (16) is again one-to-one for φ ∈ (0, π). The result of this reasoning is that there are only four maxima for the full range of φ. Two of these are for the solution of (16), and two are for φ = 0 and π. Thus there can be only two maxima that correspond to the states in the optimal input ensemble.
It is also possible to determine simple criteria to determine whether the states in the optimal ensemble correspond to φ = 0 and π or the solutions of (16). The result is 13 :
Theorem 2. Let Φ t ,Λ be a CPTP map with Λ = 0 and t given by (5 To determine which extrema of D(ρ ψ) are maxima and which are minima, it is sufficient to consider the point φ = 0. At this point, the second derivative of D(ρ ψ) is given by
The LHS of (16) is one-to-one, and there must be at least one solution of (16) if ψ is optimal. In all three cases for Condition 1, the LHS of (16) is monotonically increasing for φ ∈ (0, π), so the LHS must be less than the right-hand side (RHS) at φ = 0. That implies that the RHS of (22) is negative, so D(ρ ψ) is a maximum at that point. Similarly, for Condition 2, the LHS of (16) is decreasing, so D(ρ ψ) is a minimum at φ = 0.
For Condition 1, the maxima of D(ρ ψ) are at φ = 0 and π, so the optimal input states are on the z axis. The optimal input states are the orthogonal states |0 and |1 . For Condition 2, solutions of (16) correspond to the states in the optimal ensemble. These states therefore lie on a line perpendicular to and intersecting the z axis.
The result presented here is related to that of Fujiwara and Nagaoka 6 (FN). They found that the optimal input ensemble consists of two states on the z axis if and only if
Note that the h defined here differs from the function we have used above. This condition is more general than Condition 1, because it gives all cases where the optimal ensemble consists of two states on the z axis. The result presented here complements that given in Ref. 6 by also distinguishing cases where the optimal ensemble consists of two nonorthogonal states.
Another issue is the position of the optimal average output state. It is possible to use similar techniques as above to show that this state should be further from the centre of the Bloch sphere than the output for the maximally mixed state (for t and λ 3 nonzero). To show this result, assume some value for q z , and take a value of φ such that |t + λ 3 cos φ| > |t − λ 3 cos φ|. The appropriate configuration is depicted in Fig. 4 .
We denote the states with r z = t ± λ 3 cos φ by ρ ± . Using the Hermite-Hadamard inequality, 14 and the strict convexity of f (r),
where r ± is the magnitude of the Bloch vector for ρ ± , andr = (r + + r − )/2. Now tλ 3 cos φ is positive, both f (x) and f (x)/x are monotonically increasing functions, andr ≥ t. Therefore, q z /t ≤ 1 implies that
This means that, for t > 0 and q z ≤ t, all states ρ − that have z component of their Bloch vector less than t do not maximise the relative entropy. As the only candidate states for the optimal ensemble are above ψ, ψ can not be the correct average state. Therefore we must have q z > t. We obtain a similar result for t < 0.
There is a subtlety in the proof for q z = t. Then the relative entropy can not be maximised for r z = t. In the case λ m = 0 this is trivial, because the maxima are for r z = t + λ 3 and r z = t − λ 3 . If λ m = 0, then f (r)/r > f (t)/t. As we are also taking λ 3 = 0, this inequality means that Eq. (16) can not be satisfied for φ = π/2.
THREE-STATE ENSEMBLES
In the case where three states are required for the optimal ensemble, it is possible to show that one of the states needs to be on the z axis, and the other two are the solutions of (16). In fact, the configuration is as in Fig. 5 , with the solution on the z axis furthest from the centre. This result can be shown using
which implies
Thus h(r) + Ag(r) changes sign no more than once, so the derivative of the LHS of (16) changes sign no more than once. Thus there are no more than two solutions of (16) for φ ∈ (0, π), and six extrema for the full range of φ. These are as in Fig. 5 , with two on the z axis and four away from the z axis. As these alternate between maxima and minima, one of the states in the optimal ensemble must be on the z axis.
To determine which one, we consider (for φ a solution of (16))
Now h(r) + Ag(r) can only change sign from negative to positive, and A > 0, so λ 
CALCULATING CAPACITIES
These results enable us to determine numerically efficient ways of calculating capacities. There are three main cases for which we wish to calculate capacities: (a) Condition 1 holds. For (a) the optimal ensemble consists of the two extremal states on the z axis. The probabilities may be determined by the fact that D(
This may be solved for q z , yielding
The channel capacity is obtained by substituting (32) into
Thus there is an analytic solution for the channel capacity.
For (b), the optimal states are away from the z axis. A simple way of obtaining the capacity is by assuming some value for the solution φ 0 of (16), and noting that the Holevo information for the ensemble is then
To determine the Holevo capacity, we simply need to find the maximum as a function of φ 0 .
For (c), A ∈ (0, 1/2), but it is still possible that two states may be sufficient for the optimal ensemble. In that case, the ensemble must still consist of either two states on the z axis of the Bloch sphere, or two states corresponding to φ = ±φ 0 , where φ 0 is a root of (16). We can determine if the optimal ensemble consists of two states on the z axis using the FN condition (23). If the FN condition holds, the channel capacity is simply given as in (a). Otherwise, we can determine the capacity by independently calculating the capacity for the other two types of ensemble, and finding the maximum.
The capacity calculations for two state ensembles are the same as above. For the three state ensemble case, we take the other two off-axis states to correspond to φ = ±φ 0 , and the condition that the relative entropy
where r 
The common value of the relative entropy is then given by
The Holevo capacity is found by taking the maximum of this (with q z between t ± λ 3 and t + λ 3 cos φ 0 ).
CONCLUSIONS
In summary, several results were found on the form of optimal ensembles for a class of qubit channels. The main result is that if A / ∈ (0, 1/2), then two states are sufficient for the ensemble that maximises the Holevo capacity. In addition, λ m ≤ |λ 3 | or A ≥ 1/2 implies that the states in the optimal ensemble are orthogonal, whereas λ m > |λ 3 | and A ≤ 0 implies that the states are nonorthogonal. These results complement those in Ref. 6 , where a necessary and sufficient condition for the optimal ensemble to consist of two states on the z axis was given.
For cases where three states are necessary for the optimal ensemble, the optimal three-state ensemble consists of one state on the z axis at the maximum distance from the origin, and two states on a line perpendicular to and intersecting the z axis. This means that the form of the optimal three state ensembles found in Ref. 8 is universal.
Lastly, a computationally efficient method of determining the Holevo capacity has been given. For cases where the optimal ensemble consists of two states on the z axis, the capacity may be determined analytically. For other cases the calculation is a numerical maximisation of a function of a single real variable, which is easily performed.
