ABSTRACT Cell (nuclei) segmentation is the basic and key step of pathological image analysis. However, robust and accurate cell (nuclei) segmentation is a difficult problem due to the enormous variability of staining, cell sizes, morphologies and cell adhesion or overlapping. In this paper, we extend U-Net with atrous depthwise separable convolution (AS-UNet) for cell (nuclei) segmentation. AS-UNet consists of three parts: encoder module, decoder module and atrous convolution module. The encoder module obtains the highlevel semantic information of the cell image layer by layer, while the decoder module gradually recovers the spatial information. The atrous convolution module is composed of cascade and parallel atrous convolution operations. It can extract and combine multi-scale features so that the model can get strong perception ability for both small and large cells. At the same time, the atrous convolution can significantly increase the receptive field of the network model without hurting the segmentation performance or increasing the computational cost. During the training period, Log-Dice loss and Focal loss are combined, while Adam optimization method is employed to optimize the network. In order to increase the penalty for the smaller prediction result of the Dice coefficient, which is carried out by logarithmic operation and the negative value is taken as the Log-Dice loss. The above optimization is beneficial for the convergence speed. Additionally, some data augmentation techniques are applied to increase online data, which contribute to improving the robustness of the model. Compared with several state-of-the-art semantic segmentation algorithms, our method achieves the promising performance on two latest released pathological image datasets.
I. INTRODUCTION
Digital pathological image analysis plays a very important role in making the dicision of disease diagnosis. It can provide a lot of useful information for computer-aided diagnosis (CAD) and has attracted extensive attention in both research and clinical practice [1] - [4] . However, manual examination of pathological images is a very taxing and time-consuming operation. The results of the examination are also affected by
The associate editor coordinating the review of this article and approving it for publication was Michael Lyu. different pathologists or the same doctor at different times to detect the impact of differences [5] , [6] .
In the process of pathological image analysis, the detection and segmentation of cell (nuclei) are the basic and key steps. The grading diagnosis and prognosis of many cancers require comprehensive analysis of the shape and the characteristics of the nuclei (such as gray value, ratio of nuclei to cytoplasm, average size of nuclei) in pathological images. However, pathological images are often obtained from different patients. The shape and appearance of the different tissue or disease stages differ greatly; furthermore, Classical cell image segmentation techniques include threshold segmentation, edge detection, morphology and clustering methods [7] , [8] . Threshold segmentation algorithms are less robust in segmentation tasks. Edge detection is more robust than threshold segmentation, but it is not suitable for low-contrast images or flat cell regions. Morphological operations only provide coarse segmentation. When the contrast between cells and background is small, the above methods often fail to achieve satisfactory results. Other gradient-based segmentation algorithms, such as watershed [9] and level set [10] , are sensitive to initialization and local noise gradients. Especially for watershed algorithm, it has a good response to weak edges, but noises in the image usually cause over-segmentation.
In recent years, deep learning methods have made breakthroughs in the analysis of natural images and pathological images. Pathological images are very suitable for analysis via deep learning methods due to their variability and complexity. Deep convolution networks are the main members of deep learning methods, with the ability to learn fine and coarse representations layer by layer and carry out end-to-end learning. It greatly facilitates the algorithm model to process pathology images of different staining results and different tissue parts. Currently, the classical semantic segmentation neural networks include LinkNet [11] , SegNet [12] , ENet [13] , PSPNet [14] , U-Net [15] , ESPNet [16] , ESPNetv2 [17] , ICNet [18] and Y-Net [19] . They have achieved relatively great performance on the classical semantic segmentation dataset, but there are also some shortcomings. For example, LinkNet is very likely to miss detection of small target objects, but there are often many small-area nuclei in pathological images. The semantic image boundaries segmented by ENet are relatively blurred, mainly because of insufficient utilization of shallow structure information of images. SegNet network produces more noise points and blurred edges in segmented images, because the high-level semantic information in the classical SegNet network is not well integrated with the shallow image information, which is very unfavorable for the detection and segmentation of cells. The structure of U-Net is concise and elegant, with good semantic segmentation performance and easy training, but due to its limited size of receptive field, the perception ability of cluster cells in larger areas is weak, which easily leads to undersegmentation of cluster cells. To overcome the above difficulties, this paper introduces an improved semantic segmentation neural network. We name it Unet with Atrous Separable Convolution (AS-UNet).
AS-UNet network consists of encoding module, decoding module and atrous convolution module. The Atrous convolution module is composed of cascaded and parallel atrous convolution operations. Atrous convolution can significantly increase the receptive field of network without reducing image accuracy and increasing convolution computation, which will be described in section III. In the AS-UNet network structure, the depthwise separable convolution (SepConv) replaced the convolution part. It will effectively reduce the network parameters and computational overhead; at the same time, in the model training process, the Log-Dice loss and Focal loss [20] function are combined while the Adam optimization method [21] is used for network optimization, contributing to accelerating the convergence and improving the segmentation performance of the model. Additionally, some data augmentation techniques (e.g., small rotations, shifting, horizontal and vertical flipping) are applied on line, which is beneficial to achieve the goal of increasing online data, contributing to improving the robustness of the model. Compared with the optimal semantic segmentation algorithm, the introduced method achieves the best performance on the two cell segmentation datasets of pathological images.
The paper is divided in the following sections: Section II introduces the work related to this paper. Section III elaborates on the methods of this paper. Section IV is the experimental part, which explains the experimental data, experimental steps and results in detail, followed by the discussion as well as conclusion part in Section V.
II. RELATED WORK
In this section, we make elaborate explanation for the related work, which consist of two categories: 1) classical cell (nuclei) segmentation algorithms: the cell (nuclei) segmentation algorithms based on feature engineering and classical machine learning method; 2) deep learning methods for cell (nuclei) segmentation.
A. CLASSICAL CELL (NUCLEI) SEGMENTATION ALGORITHMS
Cell (nuclei) segmentation is one of the earliest research areas in the field of computer vision, which promotes the research and development of many classical segmentation algorithms and methods. Most mature cell (nuclei) segmentation techniques focus on threshold, watershed, active contour and pixel-level clustering/classification, or a combination of the above methods. Some literatures add pre-processing and post-processing steps, or some detection and positioning operation based on these common models.
Zhou et al. [22] used adaptive threshold and watershed algorithm for nuclei segmentation, and then used a fragment fusion method based on trend and non-trend feature. Using the context information of time series, the phase of nuclei was accurately identified by Markov model. The experimental results showed that the system can effectively segment nuclei and identify phase. Chen et al. [23] used Otsu method to segment the nuclei from the background, and then improved watershed technology was employed to further isolate adherent nuclei. The time-series fluorescence microscopy images were used as the research object in these two papers. In the literature [24] , the author designed a watershed segmentation method with multi-scale and different mask control. The method can be divided into the following four steps: 1) Color unmixing and morphological operators were employed in preprocessing, 2) A watershed segmentation algorithm with multi-scale and different markers was designed, 3) Removal of mis-segmented regions in the post-processing phase, and 4) Fusion of multi-scale outputs. The algorithm proposed in [9] was a combination method. After image preprocessing, the maximum stable extremum regions (MSER) was employed to separate all foreground objects from the background. Then, a mask-based watershed algorithm was used to segment clusters formed by multiple cells. Lu et al. [25] used a hybrid morphological reconstruction module to reduce the variation of gray value in the nuclei region and suppressed the noise in the image. A local adaptive threshold selection model based on the local optimal threshold was employed to segment the nuclei, which combined the prior knowledge of the field of skin histopathology to obtain more accurate segmentation results. Veta et al. [26] described the results from the Assessment of Mitosis Detection Algorithms 2013 (AMIDA13) challenge. Short descriptions and results from the evaluation of eleven methods were presented. Ali and Madabhushi [27] proposed an accurate segmentation method based on boundary and region-based active contours combined with statistical shape models to accurately detect all specific shapes in the scene. In addition, they proposed a multi-phase level set to segment multiple occluded objects. Compared with the traditional active contour and statistical shape models, the model was more accurate. Lu et al. [28] proposed an improved level set algorithm, which solved the problem of separating nuclei and cytoplasm of a single cell from a cervical cell cluster on a microscope slide. This method was based on the joint optimization of multiple level set functions and had been proved to perform well in the case of more than 10 cells per cluster.
The above methods have good segmentation performances under certain conditions. However, almost all of them have certain limitations. For example, the methods in [23] , [24] are sensitive to initialization as well as local noise gradient, and those in [9] , [21] are easy to over-segmentation. The staining variances within and between images and the complexity of the image background may hinder the accurate nuclei segmentation of the epidermal tissue pathology with hematoxylin-eosin (HE) staining [25] . Over-segmentation usually occurs when the nuclei are highly textured (especially for large nuclei) or the nuclei are extremely narrow in shape [27] . In literature [28] , the authors only tested the arithmetic for normal cervical cytology images, but not abnormal cervical cells. In addition, A priori knowledge of nuclear cytoplasmic structure is very important. Without this information, the performance of the algorithm is greatly compromised.
B. DEEP LEARNING METHODS FOR CELL (NUCLEI) SEGMENTATION
In recent years, deep learning has made breakthroughs in the analysis of natural and pathological images. The pathological images, due to their variability and complexity, are very suitable for analysis via deep learning. Since most disease-level differentiation is highly dependent on cell-level information, the main challenge in computing technology is to analyze all the individual cells to make accurate diagnosis.
Xie et al. [29] proposed a novel accurate and robust depth voting model for nuclei localization. By introducing a mixed nonlinear activation function, the model extended the convolution neural network (CNN) model to learn voting confidence and voting offset jointly. Su et al. [30] proposed a new cell detection and segmentation algorithm. In order to deal with the problem of shape changing, gray inhomogeneity and cells overlapping, a sparse reconstruction algorithm with adaptive dictionary and trivial template was constructed for cell detection. In the segmentation stage, the stacked denoise autoencoder (SDAE) was trained by structure data, and used for cell segmentation. Xu et al. [31] used stacked sparse autoencoder (SSAE) for effective detection of nuclei in breast cancer histopathological images of high resolution. Song et al. [32] proposed a method combining multi-scale convolution network (MSCN) and graph cut for accurate segmentation of cervical cytoplasm and nuclei. The method consisted of three parts: 1) Using CNN to obtain feature representation and preliminary pixel-level segmentation; 2) Segmentation results and super-pixel blocks generated by simple linear iterative cluster (SLIC) construct undirected graph model, and fast minimum cut/maximum flow algorithm was employed to split the graph; 3) finally, a general framework for pathological cell detection and segmentation was proposed based on label search strategy. Xing et al. [33] proposed a universal framework for cell detection and segmentation in pathological images. This paper has two contributions: Firstly, a reliable probability density map was obtained by using CNN model, which was conducive to subsequent cell shape inference. Secondly, a deformation model based on sparse shape constraints was proposed to effectively deal with nuclei with weak or missing boundaries. However, if the CNN model was deployed to classify the image pixels in a sliding window, the computational cost was very huge for large-scale images. Counting of mitotic figures in HE stained histology sections is considered to be one of the most important prognostic markers. However, mitosis counting is laborious, subjective and may suffer from low inter-observer agreement. Deep learning methods had been proposed as the potential solutions for these issues [34] - [36] . More information about nuclei segmentation in pathological images can be referred to Irshad et al. [37] and Xing and Yang [38] .
With the rapid development of deep learning technology, semantic segmentation has become a mainstream method of image segmentation, and a large number of semantic segmentation models based on deep convolution networks have emerged [11] - [19] , [39] - [41] . FCN [40] was a full convolution neural network, which was defined as a combination of deep semantic information with shallow appearance to produce fine segmentation. The proposed methods obtained the most advanced segmentation results in multiple datasets. Ronneberger et al. [15] proposed a new network structure, which including contraction path and symmetrical extension path. The proposed method utilized labeled samples more effectively and achieved good performance in biomedical image segmentation. Kumar et al. [42] released a HE stained tissue pathological image segmentation data set (MOD), which contained 21000 cells with boundary markers checked by pathologists. The pathological images came from many different hospitals, covering multiple patients, several different stages of disease and different organs. At the same time, the author proposed a segmentation method based on deep learning, whose essence was the pixel level classification of the nuclei, namely the semantic segmentation of the nuclei. Naylor et al. [43] segmented the nuclei of triple negative breast cancer (TNBC) using the current classical deep learning model, and then processed the posterior probability of the nuclei to achieve the purpose of segmenting adhesion cells. The labeled cell image dataset was released by the authors [43] .
III. METHODS A. THE STRUCTURE OF NEURAL NETWORK
U-Net [15] is a classical semantic segmentation network. It has achieved excellent results in segmentation of natural and medical images. The network structure is composed of encoding module and decoding module, where encoding module acquires high-level semantic information layer by layer, and decoding module restores the spatial information of image. With the increment of pooling layer in the coding stage, the receptive field of network increases and the perception ability of network to pathological images are enhanced. But at the same time, more information of cell image is lost, which is not conducive to the restoration of spatial information of cell image. Atrous convolution can improve the receptive field of network model without reducing image resolution, and change the step of atrous convolution (atrous rate) for multi-scale image information. Based on this observation, an atrous convolution module is added between the coding and decoding module of U-Net. We name it AS-UNet network. The specific network structure is shown in Fig. 2 . AS-UNet consists of three parts: encoding module, decoding module and atrous convolution module. The encoding module follows a convolutional network and consists of the repeated application of two 3×3 SepConvs. Each SepConv operation followed a 2×2 max pooling operation for downsampling, and the activation function is rectified linear unit (ReLU). To make the training easier, batch normalization is added. Every step in the decoding module consists of three details. First, an up-sampling operation enlarges the size of every feature map twice. Second, the feature maps concatenate with the corresponding feature maps from the encoding module. Third, it conducts two and one 3×3 SepConv operations before and after the up-sampling operation, each followed by a ReLU. The atrous convolution module is composed of cascade and parallel atrous convolution operations, which can fuse the multi-scale information of the image, and enhance the perception ability to smaller and larger cells. At the same time, the atrous convolution module can significantly increase the receptive field of the network model without reducing the image accuracy and increasing the amount of convolution calculation, with strong awareness for the cell clusters and larger area. In order to reduce network parameters and computational overhead, the convolution operation in U-Net structure is replaced by SepConv, and the loss function is with the combination of Log-Dice loss and Focal loss. Additionally, in the encoding phase of the network, output stride (OS) is used to experiment with 8 and 16 respectively.
For more intuitive viewing, Fig. 3 is another format of the intermediate part of Fig. 2. From Fig. 3 , we can see four kinds of dilation rates are employed in our experiments, and the dilation rates are [1, 2, 3, 4] . So, there are five parallel paths adding the input of atrous convolution module and it is composed of cascade and parallel atrous SepConvs. The sizes of receptive fields in each channel are different, and the multiscale image information can be obtained after the features are concatenated, which is conducive to the perception and segmentation of adhesive cells or large cell clusters.
B. LOSS FUNCTION
Semantic segmentation of cell (nuclei) image is actually a pixel-level classification of cell and background in pathological image. The target of Dice loss is to make the segmented cell (nuclei) image coincide with Ground Truth (GT) as much as possible. The Dice coefficient is dice = 2 * (y t ∩y p )/(|y t |+ |y p |), dice ∈ (0, 1). In order to increase the penalty for the smaller prediction result of the Dice coefficient, Dice coefficient is carried out by logarithmic operation (log) and the negative value is taken as the loss function, i.e. Log-Dice loss. It is shown in formula (1), where y t is the GT value of cell (nuclei) image and y p is the predicted value. LogDL = −log(2 * (y t ∩ y p ))/(|y t | + |y p |)
Focal loss, on the one hand, can inhibit the contribution of easily segmented pixel regions (obvious nuclei or background regions) to the loss of model. On the other hand, it can enhance the contribution of regions that are not easy to be segmented, such as between the background and the cell (nuclei), and the cell (nuclei) is not clear. Due to the loss of the model, the updating direction of gradient is dominated by the algorithm model, which facilitates the segmentation of the cell (nuclei). The formula is shown in formula (2) .
Considering the advantages of Log-Dice loss and Focal loss, they are combined as loss function for model training via parameter λ, as shown in formula (3). In formula (3), λ determines the proportion of Log-Dice loss and Focal loss in the whole loss function. The optimization λ can be selected corresponding to the values of F1-score and IoU.
IV. EXPERIMENTS AND RESULTS

A. BRIEF INTRODUCTION TO DATA SET
Two datasets are from literature [42] , [43] . 1) MOD data set: MOD is a multi-organ HE stained pathological image data set, which consists of 30 images from seven organs, namely breast, liver, kidney, prostate, bladder, colon and stomach. The resolution of each image is 1000×1000, with a total of about 21,000 nuclei, whose boundary labeled by professional pathologists. 2) BNS data set: BNS is the breast cancer image data set, which is composed of 33 HE stained pathological images and the size is 512×512. There are a total of 2754 manually labeled nuclei with tissue data from 7 TNBC patients. Data preprocessing: Two datasets and corresponding label images are segmented into patches that the size is 256×256 and the stride is 100. The number of images of MOD datasets is 2106 and that of BNS data sets is 528. Compared with the data preprocessing method in this paper, literature [42] extracted 171,000 patches from 12 large size images in MOD datasets for training, and 45,000 patches for validation. The size of patches is 51×51. Shifting, rotation, blurring and random elastic deformation operations were employed in BNS datasets [43] , so that the number of training samples sending to PangNet network [45] for training exceeded 400,000.
Data partitioning: the designed algorithm selects 20% of the data set as the test set randomly and automatically; and randomly selects 80% of the remaining data, that is, 64% of all data as the training set, and the remaining 16% dataset as the validation set.
B. EVALUATION METRIC
Accuracy (Acc), Precision (Pre), Recall (Recl), F1-score (F1) and Intersection over Union (IoU) are employed as the evaluation metric for nuclei segmentation. The calculation formulas are shown in equations (4) (5) (6) (7) (8) . Accuracy represents the ratio of the accurately segmented nuclei and background pixels to all the pixels in the image. Among the total number of segmented nuclear pixels, Precision represents the ratio of segmented nuclei in label images, which is also called positive predictive value. Recall represents the percentage of the total number of nuclear pixels in the label image correctly segmented by the proposed method, which is also called sensitivity. F1-score value is used to calculate the harmonic average of the accuracy and recall, and the IoU reflects the correlation between the predicted values and GT values. TP, FP, FN and TN stand for true positive, false positive, false negative and true negative respectively [46] .
C. EXPERIMENTAL RESULTS AND ANALYSIS
The study is implemented with python2.7. The framework of deep learning is keras2 and the backend is Tensorflow. The core components of hardware environment are Intel (R) Xeon (R) E5-2650 V2 CPU, 32 GB memory and Nvidia GTX1080 GPU. Comparison experiments are conducted between our method and the recently published state-of-theart models or methods.
1) EXPERIMENTS ON MOD DATASETS
Firstly, the parameter λ in the loss function formula (3) is selected. At the same time, the best optimization method and loss function are chosen through a large number of experiments. For more detail, see Appendix. Secondly, cell segmentation experiments on MOD datasets are carried out using the recently proposed classical semantic segmentation network as the baseline model. Then, the network with the best performance and the best training stability is selected for improvement and research, and the performance of the improved model is tested with the same dataset.
a: EXPERIMENTAL PERFORMANCE OF CLASSICAL SEMANTIC SEGMENTATION NETWORKS
The experimental settings of classical semantic segmentation networks are the same and the details are as follows. The loss function is the combination of Log-Dice loss and Focal loss. The optimization method is Adam, whose initial learning rate is 1e-3. In the Keras2 framework, the patience in Early Stopping is set to 20, and that is set to 5 in ReduceLROnPlateau. The attenuation coefficient of learning rate is 0.2. The training datasets are augmented online by means of leftright and up-down shifting, flipping, rotating and rescale operations. The experimental results are shown in Table 1 . From the experimental results, it is clear that several semantic segmentation models have good segmentation performance and U-Net has relatively better performance. At the same time, a large number of experimental results show that under the same conditions, the performance of Adam optimization is 2-5% higher than SGD, and even better in some other network models. The combination of Log-Dice loss and Focal loss is 0.3-1.6% higher than one loss function alone.
b: COMPARISON OF EXPERIMENTAL PERFORMANCE ON AS-UNET NETWORK
AS-UNet is an improvement of the classical U-Net network. The structure of the network is described in Section III. The loss function is the combination of Log-Dice loss and Focal loss, and Adam is used as the optimization algorithm. In the case of whether or not to use atrous convolution, different convolution methods and different OS conditions, the experimental performance comparation are shown in Table 2 .
It can be seen from Table 2 that under the same conditions, the performance of the convolution module with atrous is slightly better than that without this module. The performance when OS is 8 is slightly better than that when OS is 16, mainly because when OS is 16, the resolution of image features is smaller than that of OS is 8. Additionally, more image structure information is lost, which is not conducive to image segmentation at the pixel level. The performance of using SepConv and Conv is equivalent, but compared to Conv, SepConv greatly reduces the parameters of network model, as shown in Table 3 . Under the same conditions, using SepConv and Conv, the ratio of network parameters is about 1:8.5. The average of F1-score in [42] is 82.67%. The result is obtained when training is based on a large number of 51×51 patches, and then classified the test set in pixel-wise style. There are 171,000 and 45,000 patches in training and validation sets. However, the total number of 256×256 images in this paper is 2106, which is much more than the data required by our method. Cui et al. [47] also obtained a good performance, but the F1-score value is 2.5% lower than that of our method. It is worth mentioning that literature [47] obtained the highest recall value, but its accuracy was 4% lower than that of our method.
In addition, it can be seen from Fig. 4 that when the iteration period is about 85, the validation loss stops increasing, VOLUME 7, 2019 leading to the training termination. In fact, the system starts to get relatively good performance when training at about the 50th epoch. For MOD data sets, this paper transforms the segmentation of nuclei into the classification of nucleus, cell membrane and background, as shown in Fig. 5 . From this figure, LinkNet, SegNet, ENet, PSPNet and AS-UNet can all achieve good segmentation performance. But LinkNet, SegNet, ENet and PSPNet fail to achieve good segmentation results for some cases of multi-cell adhesions, such as: 3 cell adhesions (9 o'clock direction in img_17). These four classical network models divide them into two cells, and AS-UNet works better. Segmentation of small size cell is a weakness for LinkNet, and sometimes missed detection or half of the cell broken off occur. In addition, the segmentation effect of img_24 shows that cell membranes segmented by ENet and LinkNet are particularly ''thick'' and the boundaries are blurred because the use of shallow information on the images is not sufficient.
2) EXPERIMENTS ON BNS DATASETS a: EXPERIMENTAL PERFORMANCE OF CLASSICAL SEMANTIC SEGMENTATION NETWORKS
The experimental conditions are the same as those of the MOD dataset. The specific experimental results are shown in Table 4 . From the experimental results, it can be seen that several semantic segmentation models obtain good segmentation performance and U-Net network has relatively better performance. From the perspective of F1-score, U-Net is 1.4-12% higher than other networks, and IoU is 2.6-14.3% higher than other networks.
b: EXPERIMENTAL PERFORMANCE COMPARISON ON AS-UNet NETWORK
The experimental conditions are the same as those of the MOD dataset and the experimental results are shown in Table 5 . Under the same conditions, adding the atrous convolution module is 0.7-1.4%, 1.2-2.1% higher than that without the module for F1-score and IoU value respectively. The performance when OS is 8 is 1% higher than the performance when OS is 16. The performance of using SepConv is similar to that of Conv. But compared to Conv, SepConv greatly reduces the parameters of the network model, as shown in Table 3 . For the BNS dataset, the best F1-score value obtained in [43] is 80.2%, which is 6.7% lower than that of the proposed method in this paper. It obtains the highest recall and IoU value, but the precision value is 14% lower than that obtained in this paper. According to the literature, the experimental performance is the result of ensemble of multiple model; in addition, the experimental performance of the literature [43] is the result of training 400,000 patches, but the introduced method only uses 528 256×256 images for experiment. Cui et al. [47] also obtained good performance, but the F1-score value is 2.9% lower than the introduced method. It is worth mentioning that the highest precision value was obtained in [47] , but the recall value is 7.8% lower than the our method in this paper.
From Fig. 6 , we can see that when the iteration period is about 100, the validation loss stops decreasing and the training stops. In fact, the system starts to obtain relatively good performance at about the 60th epoch. In Fig. 7 , it can be seen that LinkNet, PSPNet and AS-UNet obtain good segmentation performance, but there are some miss detection or over detection in LinkNet and PSPNet for small size nuclei (e.g., 572123_33, 588626_2). The cell boundaries segmented by ENet are blurred (e.g., 572123_33), because the shallow information of the image is not fully utilized. The cell image output by SegNet has more noise points, and the cell boundaries are blurred. The reason is that the classical SegNet contains coding and decoding modules, where the encoding module is responsible for extracting the high-level semantic information, and the decoding module is to obtain the spatial information of the image layer by layer. In the network model, the high-level semantic information is not merged with the shallow image information.
V. CONCLUSION
This paper introduces a deep convolutional network for cell (nuclei) semantic segmentation in pathological image. The network structure consists of three parts: encoding module, decoding module, and atrous convolution module. Among them, the atrous convolution module is composed of cascaded and parallel atrous convolution operation. It can significantly increase the receptive field of the network model without reducing the image resolution and increasing the amount of computational overhead. In the process of model training, Log-Dice loss and Focal loss are combined, and the network optimization is carried out by employing Adam optimization method, which accelerate the convergence and improve the segmentation performance of the model. Compared with several optimal semantic segmentation algorithms, our method achieves the best performance on two latest released pathological image nuclei segmentation datasets.
APPENDIX SELECTION OF PARAMETER AND OPTIMUM ALGORITHMS
The selection of parameter λ in the loss function formula (3) and the chosen of optimization methods have a great influence on the performance of the model. In this section, it is discussed by means of experimental verification. For the selection of parameter λ, the classical U-Net network is employed in the model, and Adam is used as the optimization method. The optimization λ can be selected corresponding to the values of F1-score and IoU. As shown in Fig. 8 , the best performance is obtained when λ is 0.4, so λ is set to 0.4 in the following experiments. For the selection of optimization method and loss function, the classical U-Net network is also employed in the model. F1-score, IoU and average training time are examined with different loss functions and different optimization methods for several repeated experiments. In order to compare fairly, the initial learning rates of SGD and ADAM are both set to 1e-3 in the experiments. The hyper-parameters of both SGD and ADAM are using the default or common values. The momentum term of SGD is 0.9 and Nesterov is true. The other hyper-parameters of ADAM are as follow with beta_1 is 0.9, beta_2 is 0.999 and epsilon is 1e-08. The experimental results are shown in Table 6 . In Table 6 , DF represents the combination of Log-Dice loss and Focal loss. As can be seen from Table 6 , under the same conditions, F1-score and IoU using Adam optimization method are 1.8-2.7% higher than those using SGD, and they are 0.3-0.8% higher when using DF loss function than those using Log-Dice or Focal loss function alone. Therefore, Adam optimization method and DF loss function facilitate to improve the segmentation performance of the model. The average training time with DF loss function is 8.7-49.5% less than that with Log-Dice or Focal loss function alone. At the same time, we can observe that the convergence time of the model training with Adam optimization method is 37.0-53.9% of that with SGD, which greatly reduces the training time and speeds up the convergence rate of the model. In summary, DF loss function and Adam optimization method on MOD data sets will accelerate the convergence speed of the model and improve the segmentation performance of the model. 
