Group decision making is a commonly-used method to develop decision support applications for use in counterterrorism, government management and business intelligence development. An appropriate decision often needs extensive debate among participants in a decision committee; overly similar opinions to a large extent may mislead to a final decision. Measuring opinion similarity between participants (MOSP) in advance is an important strategy to reduce the chance of making and applying inappropriate decisions and is also an important concern when developing a reliable decision support system. Due to the lack of opinion data for a focal topic and the varieties of opinion representations, measuring the similarity is difficult and has not been well-studied in developing decision support. Noting that the similarities gradually alter from time to time with the number and order of considered criteria, this paper develops a gradual aggregation algorithm and establishes a method based on it, called the three-level-similarity measuring (TLSM) method, to measure the opinion similarity at three similarity levels, i.e. the Assessment-Level, the Criterion-Level and the Problem-Level. Two applications of the TLSM method on social policy selection and energy policy evaluation are conducted. The study indicates that the TLSM method can effectively measure the similarity between opinions in small-size or possibly missing opinion data and simulate the generation of a decision dynamically.
Introduction
Multiple-criteria group decision making (MCGDM) is recognised as an efficient strategy in many organisational decision problems [1] [2] [3] , where a final decision is made based on the opinions of individual participants of a decision committee on candidate options. Overly similar opinions increase the chance of putting an inappropriate decision into effect. In practice, making an appropriate strategical decision is a time-consuming and costly task; however, tuning an inappropriate decision will cost even more. To reduce this risk, measuring opinion similarity between participants (MOSP) in advance is, therefore, an important issue in developing decision support for essential decision problems relating to such issues as counterterrorism, business intelligence, nuclear inspection, government management and others.
Opinion similarity has wide applications in various fields, for example, online recommender systems [4] [5] [6] [7] [8] . However, the MOSP problem is still an unsolved and challenging issue. Difficulties in solving the MOSP problem include the effective processing of small-size opinion data and of varied opinion representations. Due to the restrictions on funding, time, cost, private policies, and other issues, a decision is often made by a limited number of participants. The total amount of usable opinions for measuring similarity is small sized, even though all participants would like to express their opinions thoroughly. The small-size opinion data makes it is very hard to apply methods for large-size data to the MOSP problem. Varied opinion representation is another difficulty in solving the MOSP problem. Participants prefer to express their opinions in their own ways based on their understandings of and experiences in a given decision topic. However, this is bound to difficulties for measuring the similarity between their opinions. A strategy commonly used to regulate opinion representation is providing a fixed number 2 of choices, for example, some predefined linguistic terms or a set of ordinal numbers [2, 9] . However, this cannot completely avoid varied opinion representations because the pre-defined choices may have different semantics for different evaluation criteria. A third difficulty in solving the MOSP problem is the lack of a fixed reference point for the measuring task. A person's opinion is a type of subjective information, which varies from one object to another. Two participants may have similar opinions on some options, but completely different opinions on the others. Hence, the reference point should be able to fit these changes. The MOSP problem needs to find the similarity between two participants on a decision problem as a whole; so the reference point should be used at different levels. Moreover, the majority of research on MCGDM focus on the issue of conducting trade-off between participants to reach a consensus based on their opinions but ignore the MOSP issue which is the basis of that trade-off.
Keeping the aforementioned difficulties in mind, this paper presents a measuring method to solve the MOSP problem. The method is based on three assumptions: 1) Given a criterion, if the opinions of two participant are similar for the majority of testing benchmarks, it is rational to presume that they are similar; 2) Given a set of criteria, if the opinions of two participants are similar for the majority of important criteria, it is rational to presume that they are similar; and 3) Given a decision problem, if the opinions of two participants produce a similar decision, it is rational to presume that they are similar. Because these three assumptions are presented from three similarity levels, this paper refers the method presented to a three-levelsimilarity measuring (TLSM) method.
The rest of the paper is organized as follows. Section 2 reviews related work in opinion analysis, similarity measurement and aggregation operations. Section 3 develops a gradual aggregation algorithm which is used to generate an overall opinion similarity. In Section 4, we introduce the TLSM method in detail. Section 5 illustrates two case studies for applying the TLSM method to social policy selection and energy policy evaluation problems. Section 6 summarises the main contributions of the work and our future study plans.
Related works
Opinion analysis is extensively studied in social psychology fields [10, 11] ; recently, requirements for effectively extracting, summarizing, and segmenting opinions of general or specific users boosted the growing research on opinion mining and sentiment analysis [12] [13] [14] [15] . Commonly recognized, the opinion mining research belongs to the field of text analysis [14] ; therefore, currently reported methods are mainly conducted on how to efficiently extract and summarize opinions from texts distributed among web Blogs posts [15] , BBS [16] , online feedback [17, 18] , and web forums [12] . Many opinion mining systems have been developed and applied [12, 14, 16, 18, 19] . However, these methods are not suitable for the MOSP problem because of the difficulties mentioned above. In the MCGDM field, study of opinion analysis is conducted in two main areas. Qualitative studies analyse and simulate the behaviour patterns of users based on their opinions of a considered affair [20, 21] . Quantitative research focuses on how to represent and process opinions in a computational framework to support decision making [9, [22] [23] [24] . For instance, fuzzy sets and fuzzy logic are widely used as opinion representation and process facilities [25] [26] [27] because they can effectively interpret and model the subjective information with uncertainties. Noted that a participant's opinion itself is a kind of subjective expression with uncertainties, these computation-based techniques provide support to develop solutions for the MOSP problem.
Similarity measurement is widely studied in human knowledge representation, behaviour analysis, and realworld problem solving [28] . A similarities measurement can be established on various theories (e.g., classical and/or fuzzy set theories, classical and/or non-classical logics [29] ) and applied to image processing [28, 30] , natural language understanding [31] , recommender systems [32] , and other applications. In MCGDM, similarity measures defined on a fuzzy set are particularly useful. Because many similarity measures can be sourced from their counterparts defined on ordinary sets, research on their relationships is conducted. For example, Wang, et al. [33] compared commonly-used similarity measures on the ordinary set. De Baets, et al. [34] discussed systematically a way of generating a similarity measure for ordinary sets and compared it with other 28 similarity measures. Recently, Bosteels and Kerre presented a family of cardinality-based fuzzy similarity measures which is specified by three parameters [35] and De Baets, et al. [36] studied the transitivity of cardinality-based similarity measures. Generally speaking, a similarity measure can be induced from a distance measure. Therefore, investigating the relationship between them is very important [37] . The majority of existing similarity measures are defined on the Euclidean space and the ultimate measurement is a crisp value. Noting that a crisp value cannot sufficiently depict the fuzziness in real cases, Chakraborty and Chakraborty [22] defined a similarity, whose measurement is a fuzzy set. Using this distance, they implemented a clustering algorithm to solve a group decision making problem.
Integrating evaluations of multiple participants is an important step to develop a solution for an MCGDM problem, where an aggregation operator plays a crucial role. According to whether or not an aggregation operator explicitly considers the relevant importance (weights) of the evaluation criteria, there are three main types of aggregation operators used in MCGDM research. The first type treats all evaluation criteria equally. Typical examples include the arithmetic mean, the geometric mean, and the t-norms (or t-conorms) [38] [39] [40] . The second type explicitly distinguishes the weights of the evaluation criteria either by their impacts on the decision problem, or by their processing order. The weighted mean and the ordered weighted aggregation (OWA) [41] , as well as their extensions [42] [43] [44] [45] [46] belong to this type. A third type is defined by certain integrals, such as the Segno and Choquet integrals [23, [47] [48] [49] . Currently existing aggregation operators often require that a participant provides a complete evaluation report; in other words, they do not consider and process the cases with missing evaluations. However, a real decision problem more or less faces missing values. How to process missing values is, therefore, a key concern when applying an aggregation operator; but this issue has not yet been solved. Although so many powerful aggregation operators have been presented, little is known about how to select an appropriate one in real applications. Beliakov [50] reported a solution for this problem by using a mathematical programming technique. In his solution, an aggregation operator's form is fixed but its parameters are tunable.
A gradual aggregation algorithm

Motivations and implementations
In this section, a gradual aggregation algorithm (GAA) is developed. The GAA is motivated by two practical issues when developing a decision support system. One issue concerns processing missing values; and the other is about generating a decision dynamically.
Evaluation aggregation used in an MCGDM problem is conventionally conducted as a one-off procedure. For effectiveness reason, the inputs are required to be significant values in a given value set (eg. terms or numbers) and cannot have missing values. However, real evaluations cannot avoid missing values. Hence, how to process missing values is a regularly faced issue when making a decision, which has not been well solved. Another motivation for presenting the GAA is the phenomenon of generating a decision dynamically, which refers to the procedure of making a decision where a final decision is sketched based on a few numbers of criteria at the initial stage, and then amended in the following stages by considering more criteria added gradually. A typical example of generating decision dynamically is booking a flight ticket. At the beginning, a passenger has some preliminary requirements for a ticket such as the airline provider, the departure and/or arrival times. If these requirements cannot be fully met, the passenger may consider extra requirements of price, stops, etc, on top of those preliminary requirements until find the most satisfactory ticket. In order to model this procedure quantitatively, the GAA is therefore presented.
We implemented the GAA in two ways, i.e., the ordinary gradual aggregation (OGA) and the weighted gradual aggregation (WGA). The difference between them is that OGA does not explicitly process the weights of criteria but leaves it to the aggregation itself; while the WGA does. We define the OGA and WGA in Definition 3.1 and Following the formal notations in [40] , an aggregation operator A over a closed set X is denoted by A : i∈N + {A i : X i → X} where A i is a mapping from X i to X and is called the i-ary aggregation operator in A. By this notation, an aggregation operator A refers to a family of operators with the same computational form but variable inputs number. Particularly, the unitary aggregation operator A 1 is the identity mapping. For convenience of discussion and practical demands, let X be a subset of R. Definition 3.1. Let A and B be two aggregation operators. A mapping G n from X n to X is called an n-ary ordinary gradual aggregation (OGA) with respect to A and B: 
Because OGA and WGA are defined by the aggregation operators A and B, they inherit some properties of A and B. Some examples are given below. These properties indicate that the OGA and WGA exactly can be used to implement aggregation procedure. 
so do OGA and WGA.
Proposition 3.2.
If both A and B are monotonic, i.e.,
so do OGA and WGA. 
So do OGA and WGA.
Weights assignment and adjustment
Weights of criteria are important parameters in an evaluation aggregation; but assigning and/or adjusting weights is not an easy task [51] . The GAA can implement weights assignment and adjustment by itself when the used aggregation operators are the arithmetic mean and weighted mean. Moreover, it can preserve the impacts of important criteria in the assignment and adjustment procedure.
The OGA does not explicitly process the weights of criteria. However, when both A and B are arithmetic means, the OGA assigns a set of weights to its inputs implicitly based on their processing order. Suppose a set of inputs x 1 , x 2 , . . ., x n are indexed by their processing order, whose weights are not known. Then by the OGA, we have
. . .
Let β i be the coefficient of x i in Eq. (3), i.e.,
The sum of β i s is
and the order of them is
Eq. (5) shows that β 1 , . . ., β n form a set of weights and are assigned to the inputs implicitly. Eq. (6) indicates that the an input processed earlier gains a higher weight. Intuitively, this weight assignment result is consistent with a real decision procedure where the most important criteria are often processed ahead. Furthermore, let us check the changes of these assigned weights with respect to the number n of inputs. Figure 2 illustrates the first five assigned weights when n 18. It shows that each β i is convergent with the increase of n. A conclusion is drawn from this observation that, given a large enough n, the newly added inputs will exert little affect on a sketchy decision. Since the parameter n in a real problem cannot be too large, the impacts of the most important criteria underlying the inputs-which are processed ahead-are therefore strengthened. The WGA explicitly processes the weights of criteria in its aggregation procedure. By replacing A i with the weighted mean, and supposing the initial weight of input x i is w i , we noted that the WGA can adjust the initially assigned weights of the inputs. By the WGA, we have
Let β i be the coefficient of x i , i.e.,
Then we have
i.e., β 1 , β 2 , . . ., β n form a set of weights and the inputs are re-weighted by them. Comparing β i and w i , we have a loose inequity that
Further analysis indicates that β 1 w 1 and if n is large enough and i is smaller, the first several β i s are very near to, even greater than, the initial w i s. This means the impacts of those criteria are still preserved by the WGA.
The above algorithm and discussions indicate that the GAA can effectively maintain the impacts of important criteria. This feature is very important for our next discussion regarding making decisions dynamically and processing missing values.
Dynamic decision and missing values
Definitions of OGA and WGA indicate that the two implementations of GAA are closely related to the processing order of the inputs. The GAA emphasises the processing order of inputs because it is closely related to the dynamic generation of a decision and process of missing values.
In the course of making a decision, the most important criteria are often considered preferentially, then the secondary important criteria, and finally the not so important criteria. Hence, there is a natural processing order between those criteria. Similarly, there is an ordering among the inputs if they are treated as evaluations of those criteria, as shown in Section 3.2 where the GAA implementation assigns (reassigns) a set of decreasingly changed weights to its inputs according to their processing orders. In this sense, the GAA implementations are models of the generation of a dynamic decision.
Missing values are inevitable in real applications. Two intuitive strategies to handle missing values are: 1) completely discard them; or 2) try to impute them. The GAA implementations can partially combine these. When the parameter n in GAA takes a value which is smaller than the total number of inputs, some inputs will then not be considered naturally. Obviously, if there are missing values in the unprocessed inputs, these missing values will not affect the obtained aggregation result. However, if the missing values are not avoided, it means some evaluations about key criteria are not presented. In this situation, the GAA repeatedly use the aggregation operator A to calculate a set of candidate results by slightly assigning or adjusting the weights of those inputs; and then the use of aggregation operator B to generate a final aggregation result which can partially impute the missing values. To illustrate this more clearly, consider the example below.
Example 3.1. There are two common ways to process the missed value, i.e. 1) completely ignore it; or 2) treat it as a fixed value (such as 0 or mean for numeric values). For illustrative purpose, suppose there are 10 inputs are given in the second column in Table 1 and the aggregation algorithm is the arithmetic means. We will compare three scenarios:
• scenario 1 (S1): no missing value;
• scenario 2 (S2): ignore missing value;
• scenario 3 (S3): replace the missing value as 0 and mean of others.
For (S1), the aggregation result without using OGA is 0.572 (column "Input"), i.e. 0.572 = 1/10 × (column "DM"); while it is 0.650 by using OGA (column "OGA-DM"). For (S3), the aggregation results without using OGA are 0.494 and 0.549 for replacing the missing value by 0 (column "IM-0") and the average of the others (column "IM-M"), respectively; where the aggregation results by using OGA are 0.532 (column "OGA-0") and 0.638 (column "OGA-M"), respectively. If taking the scenario 1 as benchmark and check the changes of aggregation results in the other two scenarios, we noted that the OGA generates a result with bigger difference from the benchmarks than the other methods. This fact indicates that the OGA pays more attention on the missing value.
A three-level-similarity measuring method for the MOSP problem
In this section, the TLSM method for solving the MOSP problem is presented. Section 4.1 addresses the MOSP problem briefly. Section 4.2 overviews the main steps of the TLSM method. Details of those steps are introduced in Sections 4.3 and Section 4.5.
The MOSP problem
An MOSP problem is briefly addressed as follows. Given an MCGDM problem with some candidate options, the participants evaluate these options in terms of a set of evaluation criteria and everyone completes an evaluation report. Each participant's evaluations are summarised in linguistic terms. After collecting these evaluation reports, a question arises: can we identify which two participants have similar opinions on this kind of decision problem, based on the collected evaluation reports.
For convenience of discussion, the candidate options are denoted by O = {o i |i ∈ I}; the evaluation criteria are denoted by C = {c j |j ∈ J}; and the participants are denoted by E = {e k |k ∈ K}. An evaluation report is denoted by a 2-D matrix V k = (v ij ) I×J , where k is the index of participant e k and v ij is the evaluation (i.e., opinion) on option o i about criterion c j . v ij is either an element in T j , which is the collection of all linguistic terms used by the participants for criterion c j , or a blank for "not available" or "no answer". Without loss of generality, we suppose that each participant provides only one term for each option about each criterion.
Overview of the TLSM method
The outline of the TLSM method is shown in Table 2 . By the TLSM method, the similarity of the opinions of two participants will be measured at three sequential levels, i.e., the Assessment-Level, the Criterion-Level, and the Problem-Level.
At the Assessment-Level, the evaluations of two participants are compared option by option in terms of a given criterion. The comparison is conducted based on the assumption that two participants should have higher similar opinions if the number of candidate options on which they have similar evaluations is bigger. To judge whether or not two evaluations are similar, the term set T j is firstly divided into several semantic-equal groups by pari-wise comparison on the semantics of terms used; two terms are, then, said to be similar (or have similar semantics) if they are in the same group. By the comparison conducted option by option on the two participants' evaluations, it is known to what extent the two participants have similar opinions on a given criterion from the viewpoint of a single criterion. The similarity should be proportional to the ratio of the number of options with similar evaluations against the total number of options. Step 1.1 determine a similarity matrix for evaluation terms for criterion c j ;
Step 1.2 determine a clustering algorithm;
Step 1.3 generate semantic-equal groups by the clustering algorithm;
Step 1.4 calculate similarity between two opinions for criterion.
Criterion-Level
Input: the similarity at the assessment level and weight wc j of criterion c j , j ∈ J Output: similarity with respect to criterion c j against the criteria set c j , j ∈ J
Step 2.1 identify a similarity utility function u j of criterion c j for each j ∈ J;
Step 2.2 calculate similarity with respect to criterion c j by u j .
Problem-Level
Input: similarities obtained at the criterion level Output: similarity between two opinions
Step 3.1 construct the GAA from a pair of aggregation operators;
Step 3.2 calculate the similarity between opinions using the GAA.
At the Criterion-Level, the differences in the weights of evaluation criteria are taken into account. The TLSM method defines for each criterion a similarity utility function based on its weight against those of other criteria. A similarity utility function meets two requirements: 1) it is proportional to similarity obtained at the AssessmentLevel; and 2) it is proportional inversely to the weight for the same similarity at the Assessment-Level. The two requirements reflect the demand in practice that requirements on similarity measures of more important criteria are stricter than those of less important criteria. Based on these similarity utility functions, it is known that to what extent the two participants have similar opinions on a given criterion against a set of criteria.
At the Problem-Level, the similarity is measured using the GAA developed in Section 3. The GAA takes the similarities obtained at the Criterion-Level as inputs and reorders them according to the decreasing-ordered weights of the corresponding criteria. The aggregation algorithm will generate a set of candidate values of the overall similarity of two participants' opinions at the first stage, and then derives the overall similarity from them at the second stage. The overall similarity obtained indicates to what extent the two participants have similar opinions from the viewpoint of a decision problem.
The details of the TLSM method are described in the following sections.
Measuring similarity at the Assessment-Level
The main task at this level is to segment the term set T j of a given criterion c j into several semantic-equal groups. To do so, the TLSM method uses pair-wise comparison on the semantics of each pair of terms in T j to obtain a similarity matrix; then applies a clustering algorithm, such as the Hierarchical Clustering for Fuzzy Similarity Matrix (HCFSM) [52] , to the similarity matrix to generate semantic-equal groups.
Each element of the similarity matrix is the similarity between a pair of terms in T j obtained by direct comparison. For a given criterion c j , the similarity matrix S j for the terms in T j is denoted by
where
• s pr ∈ [0, 1] for any p, r ∈ {1, . . . , p j };
• s rr = 1 for any r ∈ {1, . . . , p j };
• s pr = s rp for any p, r ∈ {1, . . . , p j }.
Pair-wise comparison is used here for some practical considerations. First, linguistic terms are often represented by fuzzy sets or fuzzy numbers. The semantic interpretation of these terms varies person to person and case by case. Pair-wise comparison can avoid difficulties in the course of defining a term's semantics. Secondly, some linguistic terms are incomparable, such as colour. It is hard to define an appropriate and rational similarity measurement for these types of terms. Thirdly, similarity between some terms may be changeable. In one context, two terms may be distinguishable; however, in the other context, they are identical. Pair-wise comparison has been proved an effective strategy to analyse relationships between a set of factors; for instance, the Analytic Hierarchy Process (AHP) technique extensively uses pair-wise comparison to obtain local-priority and global-priority. Using it can better fit an application's specific setting and avoid potential heavy and complicated calculations. Of course, we do not reject other methods to determine the semantic similarity matrix.
After obtaining the similarity matrix, the TLSM method will segment the term set by a clustering algorithm based on it. There are lots of clustering algorithms for this purpose. However, noting that the total number of terms in the term set is often between 5 and 9, i.e., it is relatively small-size, the TLSM method uses the HCFSM to implement segmenting:
• derive the transitive closureŜ j from S j bŷ
where S 2k j is the max-min composition of S k j (see Appendix B for more details of the calculation ofŜ j and an illustrative example);
• decomposeŜ j into a set of α-level equivalence class
• terms in T j whose similarities belong to the same (Ŝ j ) α form a semantic-equal term group T G α j and are treated with similar semantic.
After segmenting T j , the opinions of two participants on criterion c j are compared option by option. Based on the comparison result, a similarity can be defined according to the number of options on which the two opinions are treated similarly and the total number of candidate options; as a simple illustrative example, the TLSM let the similarity be the ratio of them.
The segmentation of T j is not unique. It is influenced by the parameter α, i.e., for different α, the semanticequal groups may not be identical. The adjustable parameter α meets the real demands in applications where different parameters should be used for different criteria.
The example below illustrates the processes in this step. 
Based onŜ, a dendrogram is then obtained as shown in Figure 3 . The dendrogram indicates that there are seven possible segmentation results. The 1.0 level is the strictest segmentation, by which no two terms are treated as similar, except that they are identical. The 0.87 level is looser than the 1.0 and 0.89 levels, by which the terms t 1 , t 2 and t 7 can be treated as similar.
Measuring similarity at the Criterion-Level
The main task in this step is identifying an appropriate similarity utility function for each criterion. To achieve this goal, two requirements are used to design a similarity utility function: 1) the function is proportional to similarity at the Assessment-Level (PSA); and 2) it is proportional inversely to the weight of a criterion (PRW).
Formally, a similarity utility function is defined below.
Definition 4.1. A similarity utility function u(nsp, w) of a given criterion c is a mapping from N × W to [0, 1] if u satisfies the PSA and PRW requirements, where N is the set of natural numbers and W is the range of weight.
Functions satisfying Definition 4.1 are numerous. For simplicity, this study uses the following monotone and continuous function to illustrate the TLSM method:
where nsp j is the number of options on which two opinions are treated as similar, n is the total number of candidate options, and f (wc j ) is a parameter determined by wc j . To finalize the similarity utility function described in Eq. (11), it needs to determine parameter f (wc j ). Because non-negative real numbers and linguistic terms are commonly used as weights of criteria in an MCGDM problem, we will illustrate how to finalize a similarity utility function for the two requirements.
Weights are non-negative real numbers
Suppose wc 1 , . . ., wc m is a set of normalized weights and wc j 0, m j=1 wc j = 1, m = |C|. Without loss of generality, suppose wc 1 wc 2 · · · wc m . In this situation, we determine the parameter f (wc j ) as follows:
• determine a reference value wc j 0 and set f (wc j 0 ) = 1;
• for each wc j , set f (wc j ) = wc j /wc j 0 .
To find a wc j 0 from wc 1 , . . ., wc m , the following illustrative method is used: if m is odd, then set wc j 0 = wc (m+1)/2 ; if m is even, then set wc j 0 = (wc m/2 + wc m/2+1 )/2. Based on this wc j 0 , all wc j s are then mapped to [0, ∞) by
The f used in Eq. (12) is just used for illustration purpose. In fact, they can be in other forms in real applications accordingly.
To summarize the above process, let us consider a numeric example. Suppose seven criteria are considered and their weights are shown in column 2 in Table 3 . Under this setting, the weights are listed in an increasing order as outlined below: Because 7 (the number of criteria weights) is an odd number, the wc j 0 is therefore set as 0.09. Then let f be of form shown in Eq. (12), the parameters f (wc j )s of the similarity utility function for the seven criteria can be obtained as shown in column 3 in Table 3 . 
Weights are linguistic terms
Linguistic weights are often represented by fuzzy numbers (or fuzzy sets). Specific numeric features of a fuzzy number (set), such as its centre of gravity (COG) or its generalized integral, can be used to determine the parameter f (wc j ). A brief outline for determining this parameter is given below.
• select a numeric feature N F of fuzzy numbers and calculate N F j of the linguistic term (i.e., a fuzzy number) wc j ;
• determine f (N F j ) following steps for f (wc j ) in Section 4.4.1;
• set f (wc j ) = f (N F j ) in Eq. (12) .
Following this outline, let us consider an illustrative example. Suppose the linguistic weights are "Very High (VH)", "Fairly High (FH)", "Medium (M)", "Rather Low (RL)", and "Very Low (VL)"; and their corresponding fuzzy numbers are shown in Figure 4 (b) and the selected numeric feature is the horizontal coordinate of COG of a fuzzy number, i.e.,
where µ(x) is the membership function of the fuzzy number. By Eq. (13), the numeric features of these linguistic weights are calculated as shown in Table 4 .
Without loss of generality, we calculate the numeric feature of the linguistic weight "Medium (M)" as follows. The membership function of "Medium" is
Hence, N F M is calculated as Following steps in Section 4.4.1, the f (N F j ) is calculated and shown in Table 4 . Replacing the f (wc j ) in Eq. (12) by f (N F j ), we obtain the similarity utility functions for the five linguistic weights, which can then be applied to calculate the similarity at the criterion level. After determining the similarity utility function for each given criterion, we apply them to measure the similarity of the opinions of two participants at the CriterionLevel. Suppose a referential criterion is weighted "FH" and the evaluations of two participants are treated similarly for seven options against a total nine options, then the similarity of the opinions of two participants with respect to this criterion is 0.680 (= (7/9) 1.534 ) by Eq. (11).
Measuring similarity at the Problem-Level
Section 4.4 details how to measure similarity of two opinions about each individual criterion from the viewpoint of a set of criteria. An individual criterion provides a single perspective by which we observe the similarity of two opinions. A set of criteria provides multiple observations. The main task in this step is to integrate those observations to form a comprehensive one. We will use the GAA developed in Section 3 to generate the comprehensive similarity.
The following two examples illustrate how to use the GAA. Suppose the similarities with respect to 10 criteria are obtained at the criterion level, which are those in the second column of Table 1 . Then the GAA applies B 10 to the 10 candidate similarities s 1 , . . .,s 10 to generates which iss = 0.683, i.e., the similarity of the two experts' opinions is 0.683.
Example 4.2.
This example illustrates the usage of WGA. Assume that A is the OWA aggregation (see Appendix A for a brief definition, more details about OWA please refer [41] ) and B is the arithmetic mean. Because an OWA aggregation needs the weights of inputs, we randomly generate 10 weights for them as: Finally, GAA applies the B 10 tos 1 , . . .,s 10 to find the overall similarity, which is 0.769.
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Based on the similarity measurement at the three levels, an overall similarity between the opinions of two participants is generated, which can be used as the answer of the MOSP problem. In the next section, we will apply the TLSM method to two real-world problems.
Applications in policy selection and evaluation
This section applies the TLSM method to an social policy selection application and an energy policy evaluation application.
Case 1: Do similarities exist between social actors?
This example is quoted from [2, 52] . In a social policy selection problem, six social actors (i.e., participants) have presented their assessments for seven possible policies (i.e., options). The social impact matrix (i.e., evaluation report) is given in Table 5 and the semantics of the used linguistic assessments are given in Figure 4 (a). The problem is to answer whether or not similarities exist between these social actors.
Firstly, we recited the solution in [52] as a comparison with the TLSM method. The Munda's method includes three main steps.
• Generate a similarity matrix between the social actors by a similarity measurement s(b i , b j ) of linguistic assessments:
where µ 1 (x) and µ 2 (y) are membership functions of two linguistic terms (as assessments) x and y, respectively; and x,y |x − y|f (x)g(y)dydx is the semantic distance between x and y.
By this measurement, the similarity matrix S of the six social actors is obtained, and is presented in Table  6 .
• Generate hierarchical clustering. By the HCFSM clustering algorithm, a dendrogram is given in Figure 5 (a).
• Analyze clustering result. By the clustering result, the social actors b 1 and b 2 have higher similarity.
We now apply the presented TLSM method to resolve this problem. For convenience, we take the social actors b 1 and b 4 as examples to illustrate the experiment. Moreover, because the problem setting does not provide any information about evaluation criteria, we can assume that it only concerns one criterion.
Step 1: Measuring similarity at the Assessment-Level. Firstly, we use the following distance measure between two terms t i and t j to obtain the similarity matrix of all linguistic assessments:
where x i and x j are the points whose membership degrees are equal to 1 with respect to t i and t j respectively. Based on this distance, the similarity between t i and t j is defined by
Therefore the similarity matrix for linguistic assessments is obtained and shown in Table 7 . Hence, the dendrogram for the seven linguistic assessments by the HCFSM clustering algorithm is obtained and presented in Figure 6 . We next take 0.9-level equivalence-class in Figure 6 to segment the seven terms and compare the evaluations from actors b 1 and b 4 . It is noted that these two social actors have a similar opinion on policy a 5 only. Table 8 lists the number of options on which participants have similar opinions by pair-wise comparison.
Step 2: Measuring similarity at the Criterion-Level. Because this problem involves only one criterion, it is enough to determine a unique parameter f (wc).
For simplicity, suppose the similarity utility function used is of the form in Eq. (11) . Setting f (wc) to be less than, equal to, or greater than 1.0 obtains three typical utilities of a criterion. The three utilities are illustrated below respectively.
The first situation is setting f (wc) = 1. The similarity utility function is, therefore, a linear function, by which 12 
the similarity between b 1 and b 4 is 0.143. Table 9 illustrates the pair-wise similarity of all actors under this setting.
The second situation is setting f (wc) > 1. The obtained similarity utility function increases slowly with a smaller similarity at the Assessment-Level and then increases quickly with a larger one. Suppose f (wc) = 2, then the pair-wise similarities of the six actors are shown Table 9 : Pair-wise comparison of similarity at the Criterion-Level (f (wc) = 1). Table 10 . The third situation is f (wc) < 1. Under this setting, the obtained similarity utility function increases quickly with a smaller similarity at the Assessment-Level and then increases slowly with a bigger one. When setting f (wc) = 1/3, the pair-wise similarities are shown in Table 11 .
Based on the identified similarity utility function, the 13 Table 10 : Pairwise comparison of similarity at the Criterion-Level (f (wc) = 2). Step 3: Measuring similarity at the Problem-Level. Because the example only involves a unique criterion, this step is redundant, i.e., the similarity at the Criterion-Level can be used at the subject level. Therefore, the similarity between b 1 and b 4 has already been obtained, i.e. 0.020.
Noting that Table 11 is a similarity matrix of the six social actors, we can use the HCFSM to obtain a similar dendrogram ( Figure 5(b) ). Comparing these two dendrograms, we recognized two minor differences: 1) social actor b 6 will join the group of b 4 and b 5 earlier than social actor b 3 ; and 2) the parameter α is slightly different.
Case 2: energy policy selection for sustainable de-
velopment with missing assessments A governmental consultant committee has designed some energy policies for a nation's sustainable development in the future. Three of them are sent to six domain experts for evaluation in terms of eight primary criteria. Each primary criterion is composed of a few secondary criteria and the total number of criteria really evaluated is 16. An expert's evaluation report includes two components: 1) the assessments on the importance of all primary criteria concerned for sustainable development; and 2) the assessments on the impacts of the three alternative policies on sustainable development according to those criteria. All assessments are selected from a set of provided linguistic terms, or left blank for "unavailable", or with a question mark for "uncertain assessments (unknown or unsure)". After collecting the evaluation reports from these experts, the committee wants to know which two experts have similar opinions.
Without loss of generality, this study assumes that the weights of those 16 evaluation criteria have been determined in advance and the only task is to measure the similarity of the six experts. To illustrate our process more clearly, let O 1 ,O 2 ,O 3 be the three alternative policies; c 1 , · · · ,c 16 be the 16 evaluation criteria; and e 1 , . . ., e 6 be the six experts. The collected evaluation reports (only the assessments section in a real report) are listed in Table 12 . The linguistic terms used in Table 12 for weights of criteria and evaluations on policies are summarised in Table  13 . Noting that all weights and assessments of the six experts are expressed by linguistic terms, this study uses Table 13 and in Figure  4 (b). Based on this pre-process, the TLSM method is applied to this case and detailed steps are illustrated below.
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Step 1: Measuring similarity at the Assessment-Level. To determine a similarity matrix for assessment terms, this study uses the same method shown in case 1 to define similarity between linguistic terms. The obtained similarity matrix S is It is noted that the only two possible weights are used for the 16 criteria, i.e., "VH" and "FH", the segments with 1.0-level is used for criteria with weight "VH"; and the segments with 0.8-level is used for criteria with weight "FH". (Note. The segments with 0.7-level will not be used in this study because it lacks capability to distinguish different terms.) Therefore, we can compare experts' opinions at the assessments level. The following illustration will take experts e 1 and e 2 as an example.
For criterion c 1 : Because the weight of c 1 is "VH", two assessments are similar if and only if they are the same one. Hence, the number of assessments with similar semantics between (U L, L, AC) (of e 1 ) and (V L, V L, L) (of e 2 ) about this criterion is 0.
For criterion c 2 : Because the weight of c 2 is "FH", the assessment "AC" is treated the same as "VL"; so do "UL" and "HUL". Hence, the number of assessments with similar semantics between (L, L, AC) (of e 1 ) and (U L, L, L) (of e 2 )) about this criterion is 1 because the two opinions have the same assessment on policy O 2 only.
Similarly, we can compare these two experts on the remaining 14 criteria one by one. Table 14 lists the number of options with similar opinion for all 16 criteria. It is noted that criteria c 11 and c 13 are different from other criteria because of the missing or uncertain assessments. To deal with these missing assessments, this study treats them as dissimilar.
Step 2: Measuring similarity at the Criterion-Level. For simplicity, this study uses the similarity utility function defined in Eq. (11) . The parameter f (wc j ) is determined by the same method as used in case 1. The numeric feature of these five linguistic terms are: 
Once similarity utility functions of all evaluation criteria are finalized, they can be used to obtain similarity at the Criterion-Level. For instance, consider the criteria c 1 and c 6 . The weight of c 1 is "VH" and f (N F V H ) = 1.8; hence the similarity with respect to c 1 is 0.134. Because the weight of c 6 is "FH" and the f (N F F H ) = 1.534, then the similarity with respect to c 6 is 0.537. For the other 14 criteria, the calculation is similar. The similarities at the Criterion-Level between e 1 and e 2 are summarized below. Step 3: Measuring similarity at the Problem-Level. The GAA is implemented as follows:
• re-order the criteria by their weights in descending order;
• set A i to be the arithmetic mean, i = 1, . . . , 16;
• set B 16 to be the t-conorm maximum max.
To re-order the criteria, this study used the N F values obtained at the Criterion-Level as the ordering reference. Then following the order of criteria, the i-ary aggregation operator A i is applied to those similarities to obtain possible similarities between the two experts: From them the biggest is selected by B 16 , which is 0.362. Therefore, the similarity between the experts e 1 and e 2 is 0.362. Table 15 gives the pair-wise similarity of the six experts. Based on the pair-wise similarity measurement, the experts can be grouped again based on a clustering method. For instance, Figure 7 is the dendrogram that uses the HCFSM algorithm. Further observation indicates that experts e 4 , e 5 , and e 6 have higher similarities in their opinions. Figure 7 : Deprogram of experts using the HCFSM.
Conclusions and future works
MCGDM is an efficient strategy to support decision making in many applications. However, overly similar opinions of participants may lead to an inappropriate decision. To reduce the potential risk of putting an inappropriate decision into practice, measuring opinion similarity between participants (MOSP) is an important issue, which has not been solved. To solve the MOSP problem, our research develops a gradual aggregation algorithm to model the dynamic generation of a decision and to process the missing value in it. Based on the gradual aggregation algorithm, a three-level similarity measuring (TLSM) method for the MOSP problem is presented which measures the similarity between two opinions at the assessment level. Applying the TLSM method, two applications in social policy selection and energy policy evaluation are conducted.
The main contributions of this research are summarised below. Firstly, the TLSM method provides a processing framework for the MOSP problem. The MOSP problem is a significant but easily neglected practical topic in many applications. Existing opinion similarity measuring methods can tackle a part of the MOSP problem; however, they do not present a whole solution for it. Secondly, the small size of relevant opinion samples is a primary obstacle that prevents existing statistical learning techniques from being applied to the MOSP problem. The TLSM method can resolve these problem partially. Moreover, the TLSM method combines an opinion with its provider in its entire processing. This helps to develop more effective opinion similarity measuring and analysis techniques to overcome difficulties resulting from separation of opinions and their providers in real applications. Finally, the experiments indicate that the TLSM method effectively handle missing data, unclear information, and linguistic assessments by adjusting the developed gradual aggregation algorithm. Highly satisfactory results have been obtained from the experiments.
Based on these two case-based experiments, some issues will be further studied. Firstly, the GAA is a novel technique to integrate information according to a group of inputs. The process order of the inputs has special meaning and impact on the final result. This study rearranges the inputs according to the descent order of the weights of criteria and a satisfactory result is obtained, however, the GAA is still need to amend. For example, we can extend it to and implement it at multiple levels. Secondly, missing data and unclear answers are very common in real applications. The TSLM method treats them as distinct without distinguishing their real meanings and utilities further. This is an intuitive and simple processing strategy. Whether there is a better strategy is a further area requiring investigation. Moreover, we will pay more attention on how to select a clustering algorithm for the TSLM method. For simplicity and illustrating purpose, this paper mainly used the HCFSM method. Although the experiment results are consistent with our expectation, it is by no means that the HCFSM is the best one. We recognised that selecting an appropriate clustering method should base on real applications. Thirdly, the MOSP problem is a special case of the user opinion analysis and behaviour modelling problem. Due to a variety in the natures of different application contexts, effective techniques for solving the user opinion analysis and behaviour modelling problem have not yet been found. Our next step is to extend the TLSM method and develop new techniques to provide applicable solutions for both the MOSP problem and the user opinion analysis and behaviour modelling problem. Finally, the application of the proposed TSLM method involves heavy computational burden for large size decision making problems, which requires to develope a corresponding decision support system. We currently implemented the presented method using the C++ and Java programming languages in a Linux distribution. We aim to amend and integrate the method into a decision support system which is being designed and developed.
Appendix A: Ordered weighted aggregation (OWA)
The ordered weighted aggregation was presented by Yager in [41] . It becomes an important type of aggregation operators and is widely used in MCGDM research. Definition 6.1. Let Agg be a mapping from R n to R. Suppose a 1 , a 2 , . . ., a n is a set of inputs of Agg, and w 1 , w 2 , . . ., w n is a set of weights such that w i 0 for i = 1, . . . , n and n i=1 w i = 1. Then the output of Agg with respect to the inputs a 1 , . . ., a n is Agg(a 1 , · · · , a n ) =
where b i is the i-th largest element in {a 1 , a 2 , . . . , a n }.
From Definition 6.1, it is noted that the weight values are closely associated with the places where the inputs will be assigned to and an input's value determines which place it should go. Compared with the GGA in the presented work, the Yager's OWA aggregation orders the inputs; while the GGA potentially orders the places.
Appendix B: Calculation of transitive closureŜ
Suppose S is a similarity matrix and, for convience, described as follows 
Then the max-min composition S 2 k of S 2 k−1 is a similarity matrix
. . . . . . . . . . . . 
where k = 0, 1, . . ., i, j = 1, . . . , p. Finally, the transitive closureŜ of S is defined aŝ
whereŝ ij = max(s ij , s
ij , s
ij , s (8) ij , · · · ). Reconsidering the similarity matrix S in Example 4.1, we will show how to calculate the composition S 2 from S 1 . Suppose i = 2 and j = 4, then the element s 
