Hippocampal CA3 area generates temporally structured network activity such as sharp waves and gamma and theta oscillations. Parvalbumin-expressing basket cells, making GABAergic synapses onto cell bodies and proximal dendrites of pyramidal cells, control pyramidal cell activity and participate in network oscillations in slice preparations, but their roles in vivo remain to be tested. We have recorded the spike timing of parvalbumin-expressing basket cells in areas CA2/3 of anesthetized rats in relation to CA3 putative pyramidal cell firing and activity locally and in area CA1. During theta oscillations, CA2/3 basket cells fired on the same phase as putative pyramidal cells, but, surprisingly, significantly later than downstream CA1 basket cells. This indicates a distinct modulation of CA3 and CA1 pyramidal cells by basket cells, which receive different inputs. We observed unexpectedly large dendritic arborization of CA2/3 basket cells in stratum lacunosum moleculare (33% of length, 29% surface, and 24% synaptic input from a total of ϳ35,000), different from the dendritic arborizations of CA1 basket cells. Area CA2/3 basket cells fired phase locked to both CA2/3 and CA1 gamma oscillations, and increased firing during CA1 sharp waves, thus supporting the role of CA3 networks in the generation of gamma oscillations and sharp waves. However, during ripples associated with sharp waves, firing of CA2/3 basket cells was phase locked only to local but not CA1 ripples, suggesting the independent generation of fast oscillations by basket cells in CA1 and CA2/3. The distinct spike timing of basket cells during oscillations in CA1 and CA2/3 suggests differences in synaptic inputs paralleled by differences in dendritic arborizations.
Introduction
Complex representations underlying memory, perception, and action are encoded by the synchronous activity of subpopula-tions of neurons, organized into cell assemblies (Hebb, 1949) . Synchronous neuronal activity is reflected in extracellular currents and associated local field potential (LFP). Oscillations of the LFP in various frequency bands are correlated to behavioral states: theta (4 -8 Hz) oscillations with exploratory behavior, sharp wave-associated ripples (SWRs; 90 -200 Hz) with resting "consummatory behavior," and gamma (30 -80 Hz) oscillations with cognitive processing (Gray et al., 1989; Lisman and Idiart, 1995; Llinás et al., 1998; Engel et al., 2001; Howard et al., 2003) . Cortical oscillations create "windows of synchrony" that form a basis for defining cell assemblies (Buzsáki and Draguhn, 2004) both within and between brain areas. These cell assemblies are thought to consist of subsets of temporally coactive pyramidal cells (Engel et al., 2001; Harris, 2005) and diverse populations of associated GABAergic interneurons (Freund and Buzsáki, 1996; Markram et al., 2004; . In particular, parvalbumin (PV)-expressing basket cells, innervating pyramidal cell somata and proximal dendrites, are able to entrain and synchronize the firing of postsynaptic pyramidal cells (Cobb et al., 1995) . The relatively short time constants and cable properties of PVexpressing basket cells enables them to follow high-frequency oscillations precisely (Glickfeld and Scanziani, 2006; Nörenberg et al., 2010) . Because each PV-expressing basket cell innervates hundreds of pyramidal cells (Halasy et al., 1996; Mercer et al., 2007 Mercer et al., , 2012 and also connects to other PV-expressing basket cells via gap junctions (Fukuda and Kosaka, 2000) and synapses (Cobb et al., 1997; Pawelzik et al., 2003) , they can fire synchronously and exert a powerful effect on pyramidal cells. The firing of PVexpressing basket cells in area CA1 correlates with network activity during a range of oscillations (Ylinen et al., 1995a,b; Klausberger et al., 2003; Tukker et al., 2007; Lapray et al., 2012) . Furthermore, in vitro models of oscillations suggest an important role for perisomatic inhibition in the generation of theta and gamma oscillations (Fischer et al., 2002; Gillies et al., 2002; Oren et al., 2006) . Genetic modifications of PVexpressing cells, some of which are basket cells, have also shown their importance for oscillations and associated cognitive functions (Fuchs et al., 2007; Cardin et al., 2009; Racz et al., 2009; Sohal et al., 2009; Wulff et al., 2009; Lovett-Barron et al., 2012; Royer et al., 2012) .
Observations from freely moving animals and in vitro models suggest that sharp waves and gamma oscillations are generated in area CA3 (Buzsáki, 1986; Csicsvari et al., 1999 Csicsvari et al., , 2003 Behrens et al., 2005) , but the in vivo firing of identified basket cells is unknown. This area is important for the fast encoding and consolidation of memory traces (Nakazawa et al., 2002 (Nakazawa et al., , 2003 . To gain insight into the role of PV-expressing basket cells in the organization of network activity thought to underlie such functions, we have recorded the firing pattern of identified CA3 PV-expressing basket cells in relation to network oscillations.
Materials and Methods
All animal procedures were performed in accordance with the Animals (Scientific Procedures) Act, 1986 (United Kingdom) and associated regulations. After induction of anesthesia with isoflurane (IsoFlo; Abbott Laboratories), male Sprague Dawley rats (250 -350 g; Charles River Laboratories) were anesthetized with urethane (1.25 g/kg body weight, i.p; Sigma-Aldrich) and an initial dose (0.1-0.2 ml, i.p.) of ketamine (67 mg/ml; Ketaset; Fort Dodge Animal Health) and xylazine (7 mg/ml; Rompun). Additional doses (0.02-0.05 ml, i.p.) were given as needed.
Juxtacellular recordings. Extracellular recordings were performed with two glass electrodes (12-30 M⍀) filled with 1.5% neurobiotin (Vector Laboratories) in 0.5 M NaCl, to record action potentials (APs) and the LFP in CA2/3 (3.0 -3.2 mm posterior, 2.7-3.5 mm right of bregma) and the LFP in CA1 stratum pyramidale (3.2-3.6 mm posterior, 2.0 -2.2 mm right of bregma). Signals from both electrodes were amplified (Neurodata IR 283A amplifier and IR X83 HS-01 preamplifier; Cygnus Technology), bandpass filtered (LFP, 0.3-300 Hz, BF-48DGX; units, 0.8 -5 kHz, DRA-2FS; NPI Electronic), and digitized at 1 kHz (LFP) or 20 kHz (units; Power1401 ADC; Cambridge Electronic Design). After unit recording (n ϭ 6; 264 -2723 s per recording), the cell was labeled juxtacellularly with neurobiotin, as described previously (Klausberger et al., 2003) .
The stereotactic coordinates and physiological criteria indicated that the CA1 LFP electrode was in, or close to, stratum pyramidale in each case except one (J31a), where it was located at the stratum radiatum border.
Tetrode recordings. In separate experiments (n ϭ 5 rats), in addition to glass electrode recordings (as above) extracellular recordings were made from CA3 stratum pyramidale with a pair of wire tetrodes (wires, 12 m diameter; California Fine Wire) with gold plated tips (noncyanide gold solution; SIFCO). Two tetrodes, together with a wire connected to a grounding screw in the skull above the cerebellum, were connected to a 16-channel headstage (RA16AC; Tucker-Davis Technologies). Signals were amplified 1000 times, low-pass filtered at 6 kHz Neuralynx) , and digitized (20 kHz; same ADC as for the glass electrode). Clusters of APs (n ϭ 15 putative pyramidal cells) were separated in two steps Henze et al., 2000) using automated cluster separation by Klustakwik (Harris et al., 2000 ; K. D. Harris Imperial College, London, U.K.; http://klustakwik.sourceforge.net/) followed by manual refinement with Klusters (http://klusters.sourceforge.net; Hazan et al., 2006) . Only clusters showing a clear refractory period were included in the analysis. Putative pyramidal cells were separated from interneurons based on their larger spike width, smaller average firing rate, and autocorrelogram showing a clear peak at 4 -6 ms (typical for bursty firing). For all reported firing patterns of putative pyramidal cells, the CA3 LFP is derived from one designated tetrode channel.
In one case (B42) the extracellularly recorded and juxtacellularly labeled basket cell was recorded simultaneously with two putative pyramidal cells by tetrodes. The firing pattern of the interneuron was analyzed both with respect to the LFP recorded from the glass electrode in CA3 and from one channel of the tetrode (also in CA3); the LFP recordings were qualitatively similar. Only the result for the glass electrode is reported for the interneuron (B42c), whereas the LFP from the tetrode is reported for the putative pyramidal cells (B42o and B42p).
Analysis of oscillations. Spike timing, determined by thresholding, was related to oscillations in various frequency bands, as described previously (Klausberger et al., 2003; Tukker et al., 2007) . Unless indicated otherwise, all analyses were done with custom-written Spike2 scripts (Cambridge Electronic Design). Oscillation cycles were defined as intertrough intervals in the filtered signals (digital bandpass finite impulse response filters).
Theta oscillations were detected within episodes of at least 6 s (2 s for J31a) where the ratio of power (root mean square amplitude; 2 s windows) in the theta (3-6 Hz) to delta (2-3 Hz) frequency bands exceeded four. From the detected epochs, we selected a subset of clear theta epochs by visual inspection, sometimes adjusting the borders (start/end) manually. Theta oscillations were detected separately in CA1 and CA3.
Gamma oscillations were defined as all cycles in the filtered (30 -80 Hz) LFP with a wavelength of 12.5-33.3 ms and an amplitude above the mean . In one case (J31a), where CA1 LFP was recorded in proximal stratum radiatum (SR) rather than stratum pyramidale (SP), for the sake of comparability to other recordings where gamma phase was recorded in SP, we shifted the observed phase by 180°. Gamma oscillations in CA3 and CA1 were detected separately. For this first gamma analysis, no spike-artifact removal was used, but after visual inspection, LFP signals with large action potential artifacts were discarded to prevent detection of spurious correlations. In addition, a frequency-dependent spike coupling analysis was determined for CA3 basket cells in the 15-100 Hz range, as described previously (Lasztó czi et al., 2011) . This second analysis was performed using the LFP recorded with the juxtacellular (local) CA3 electrode during periods of theta oscillations, with spike artifacts removed (linear interpolation). We performed control analyses to assess the effects of spike artifacts and their removal on gamma phase coupling. First, after testing phase coupling of basket cell B42c using the second analysis method, we found that the coupling phase was similar to the local LFP recorded by the glass electrode after artifact removal, and to the LFP recorded by the artifact-free tetrode in CA3. Frequency of maximal coupling ( f max ) was 65.2 and 71.4 Hz, r( f max ) was 0.17 and 0.2, and mean phase ( f max ) was 48.1°and 53.9°f or the LFP from the glass electrode and for the LFP from the tetrode, respectively. Second, we compared the gamma phase coupling before and after artifact removal (linear interpolation) on data from basket cell recording B15a. The results were similar: r ϭ 0.376 versus 0.379; mean phase, 109.9 versus 111.3°; n ϭ 1005 and 1009 spikes during significant gamma cycles without or with artifact interpolation, respectively. These data, together with previous controls (Lasztó czi et al., 2011) indicate that conclusions on spike coupling to gamma phase, extracted from the local LFP, are not significantly affected under our conditions. Ripple episodes were selected manually from periods where the maximum power (RMS; 10 ms windows) within the ripple (90 -140 Hz) frequency band was at least five SDs above the mean and the minimal power remained at least one SD above the mean. Ripple oscillations were defined as cycles, occurring within ripple episodes detected in CA1 with a wavelength below 11.1 ms. Ripple frequency was computed as the inverse of the time between neighboring troughs. Mean ripple amplitude was computed based on the absolute amplitude for all troughs occurring during selected ripple episodes.
The phase of each AP relative to a coincident oscillation cycle was computed by linear interpolation between trough times. The direction of the normalized vector sum of all phase values (Zar, 1999) indicates the cell's preferred phase angle; its length (r) quantifies the coupling strength. Firing was regarded as oscillation modulated if APs were nonuniformly distributed (relative to the detected oscillations) according to the Rayleigh test ( p Ͻ 0.05) (Zar, 1999) . In phase histograms (36°bins, 0°marks the trough), the number of detected APs per bin was divided by the total number of detected APs.
To compare preferred phase angles of CA2/3 PV-expressing basket cells with those recorded previously in CA1 (Klausberger et al., 2003; Tukker et al., 2007) , the angular difference between vector sums was computed. Significance was evaluated with a two-sample permutation test (Good, 2000) implemented in Matlab (MathWorks). Similar methods were used for comparison of noncircular data, where a two-tailed probability value was computed using pairwise exact Wilcoxon signed ranks ( W) tests (SPSS Statistics).
Histological analysis. Two to 4 h after labeling a cell, cardiac perfusion with saline was followed by ϳ20 min fixation with 4% paraformaldehyde, 15% (v/v) saturated picric acid, and 0.05% glutaraldehyde in 0.1 M phosphate buffer (PB), pH 7.2-7.4. Coronal sections cut at nominally 70 m thickness with a vibratome (Leica VT 1000S) were stored serially in tissue culture wells in 0.1 M PB containing 0.05% NaN 3 . An initial series of one in four sections was reacted with streptavidin conjugated to either Alexa488 (1:1000; Invitrogen), DyLight488 (1:500 or 1:1000; Jackson ImmunoResearch Laboratories), or 7-amino-4-methylcoumarin-3acetic acid (AMCA; 1:100; Vector Laboratories) dissolved in 0.1 M PB containing 0.3% Triton. Sections mounted in Vectashield (Vector Laboratories) were assessed, and individual sections were processed in one of four ways: (1) Converting the streptavidin-fluorescence signal to polymerized 3,3Јdiaminobenzidine (DAB) horseradish peroxidase (HRP) end product for analysis of neuronal processes at high resolution;
(2) immunofluorescence labeling of the section containing the labeled neuron(s) to detect molecules in, or in the inputs to labeled neurons; (3) processing new sections of the cell(s) for electron microscopy by HRP reaction without detergent treatment to evaluate synaptic inputs and outputs; (4) processing for visualizing both neurobiotin and one protein or peptide by double immunoperoxidase methods for either light (detergent used) or electron (detergent not used) microscopy to evaluate the nature of synaptic inputs to the labeled neuron, or the laminar boundaries of layers. For the latter we used labeling of the medial entorhinal afferents for mGluR2 to test the boundary of the stratum radiatum and stratum lacunosum moleculare. All sections for the reconstruction of labeled neurons were treated with OsO4 (0.1-1%) and mounted on slides in epoxy resin (Durcupan; Fluka).
The detailed methods, including specification for microscopic image acquisition and handling, have been published previously (Lasztó czi et al., 2011) . Briefly, sections for electron microscopy were processed with freeze-thaw permeabilization. Reactions for HRP were done using DAB as chromogen. Neurobiotin was revealed by the glucose oxidase method either with or without Ni 2ϩ intensification; immunoperoxidase visualization involved the use of H 2 O 2 as substrate.
Immunohistochemistry. Individual sections were treated with up to four primary antibodies (not all reported here), detected with secondary antibodies conjugated to fluorophores (Vector Laboratories, Invitrogen, Jackson Immunoresearch Laboratories) and mounted in Vectashield (Lasztó czi et al., 2011) . Primary antibodies to the following molecules were used: PV, rabbit polyclonal (Swant); PV, mouse monoclonal (Swant); type 1 cannabinoid receptor (CB1), guinea pig polyclonal (gift from M. Watanabe, Hokkaido University, Sapporo, Japan); ␣-actinin-2, mouse monoclonal (Sigma); calbindin D-28k, mouse monoclonal (Swant); GABA-A receptor ␣1 subunit, rabbit polyclonal (gift from W. Sieghart, Medical University of Vienna, Vienna, Austria); mGluR2/3, rabbit polyclonal (gift from R. Shigemoto, National Institute for Physiological Sciences, Okazaki, Japan). Details of the antibodies and references to tests of antibody specificity can be found in our previous publications (Klausberger et al., 2005; Fuentealba et al., 2010; Lasztó czi et al., 2011) . For the evaluation of most reactions standard epifluorescence, structured illumination or confocal microscopy were used, as described in detail previously (Ferraguti et al., 2004; Lasztó czi et al., 2011) . Although we applied standard procedures, due to unavoidable differences in some parameters between experiments, the results of immunofluores-cent reactions showed variability. Immunofluorescence signals in the neurobiotin-labeled axonal, dendritic, or somatic compartments, as appropriate, were compared to neighboring immunopositive and immunonegative structures of similar type in the same focal plane.
For delineating the boundaries of hippocampal areas for the flat map, a series of immunoperoxidase-processed coronal sections of one left hemisphere (rat B42) were used labeled by rabbit polyclonal antisera to calbindin D-28k (CB38; Swant) using 0.1% triton. The antibodies were visualized with a DAB reaction (swine anti-rabbit antibody conjugated to HRP; Dako).
The specificity of the methods for the immunoreactions was tested by omitting the primary antibodies and applying only the secondary antibodies to the sections. Under our conditions the signals considered to result from the primary antibodies were not detected in these reactions. No parts of the images were selectively modified in any way, and digital brightness and contrast adjustments were made on full frames.
Reconstruction of neurons labeled by neurobiotin. Four neurobiotinlabeled PV-expressing basket cells (B13a, B15a, B42c, and J31a) were selected for digital reconstruction from resin-embedded, osmiumtreated sections reacted for HRP. In addition, we have digitally reconstructed and analyzed four PV-expressing basket cells in the CA1 area (T44a, T75, J82a, and T119a) to compare the laminar distribution of their dendrites. Only one of these CA1 neurons (T44a) was shown previously in a two-dimensional manual reconstruction (Klausberger et al., 2003) .
Cell bodies, complete dendritic trees, and representative axon segments (containing the axon initial segment and main collaterals) were traced [Neurolucida, MFB Bioscience; Nikon Eclipse 80i transmitted light microscope; Lucivid microdisplay, (MFB Bioscience) in continuous mode using a VC Plan Apo 100ϫ/1.4 numerical aperture (NA) oil immersion lens]. Hippocampal laminar boundaries were introduced from one focal plane in the middle of each section, using a Plan Fluor 20ϫ/0.5 NA dry lens.
Tissue shrinkage due to histological processing was corrected by expanding all elements within individually traced sections in X, Y, and Z dimensions (see below). Neighboring sections were aligned and individual dendritic branches were split at their crossing points of the laminar boundaries and color coded accordingly.
Measuring the thickness of vibratome sections and correcting for shrinkage in the Z dimension. We measured section thickness to compensate for changes due to tissue processing. Sections were incubated in DAPI (1: 1000) in 0.1 M PB for 1 min and mounted on glass slides in PB under a coverslip. Care was taken to keep the sections flat but to avoid the capillary force squashing the section and reducing its thickness. Measurements were performed using an AxioImager.Z1 microscope (Carl Zeiss) and a Plan-Apochromat 63ϫ/1.4 oil objective. The top and bottom of the sections were identified at the focal depth where nuclei started to go out of focus using the Axiovision (Zeiss) software. The thickness of sections mounted in resin was measured using the Neurolucida system with a 100ϫ/1.4 NA objective.
Whenever possible, the individual measurement of section thickness before processing was used for subsequent corrections for tissue shrinkage in the Z dimension. For a proportion of sections, the assumed thickness before processing was calculated using a formula based on the relationship between the thickness obtained before processing and after resin embedding from a set of sections where both measurements were taken. The relationship between section thicknesses before and after processing (n ϭ 50; 7 cells) was Y(X (49, 78) ) ϭ 0.90 ϫ X ϩ 16, where Y is the vibratome section thickness before processing and X is the resinembedded section thickness in micrometers. We expanded the dendritic Z dimensions in each section to the thickness of that section, either estimated or measured, before processing. Triton-treated section thicknesses were first expanded to the average for the freeze-thaw-treated sections of the same brain followed by the 4% shrinkage correction to the state before processing.
Measuring lateral tissue shrinkage of the vibratome sections. To estimate the dimensions of the cells in the perfusion fixed brain, the measurements obtained in the HRP-reacted, resin-embedded sections needed to be expanded to the dimensions of the freshly sectioned brain. First, Vi-bratome sections mounted in PB under a coverslip were imaged using a Leica MZ6 stereomicroscope equipped with an Olympus SP-350 digital compact camera. Following processing and embedding in epoxy resin under a coverslip (see details above), these sections were imaged again. Distances (four to five per section) between conspicuous blood vessels were measured and compared, giving an average ratio for freeze-thawtreated sections of 1.04 Ϯ 0.01 for fresh/resin-embedded sections (n ϭ 14), corresponding to 4% linear shrinkage. Triton treatment resulted in larger shrinkage in the X, Y, and Z dimensions. For these sections, the number of antibody cycles and consequent mounting/demounting and storage over months under coverslip has contributed to a variable shrinkage. The average shrinkage in the X and Y dimensions was 10%, and this factor was applied to all Triton-treated sections.
Measuring the thickness of electron microscopic resin sections. A novel method was applied, whereby in electron microscopic (EM) images we first measured the thickness (z) of a layer of hippocampal tissue of ϳ1 m thickness embedded in epoxy resin. Subsequently we cut another part of this layer parallel with its surface completely on an ultramicrotome into n EM sections. The true thickness of EM sections is given by z/n, which was 65 Ϯ 4 nm (n ϭ 9 blocks). The following steps were used: (1) We cut a semithin section of 1.19 Ϯ 0.05 m thickness (n ϭ 9) from a block with highly osmiophilic tissue (immunoperoxidase reaction for PV) and dried it on a glass slide without heating. (2) A cylinder of epoxy resin (EM block) was placed over it and polymerized. (3) The glass slide was removed so that the section remained in the block. (4) The height of the cylinder was reduced to ϳ0.5 mm on a lathe. (5) The cylinder was cut perpendicular to the section plane with a razor blade into two half cylinders. (6) One half cylinder (Block A) was placed in an embedding mold so that the semithin section was cut edge on in the ultramicrotome. (7) The other half cylinder (Block B) was stuck flatly on a blank resin stub so that the section could be cut parallel with the original semithin section surface. (8) We cut EM sections of Block A, ensuring that the long edge of the semithin section was perpendicular to the diamond knife edge to avoid compression of its short dimension, which was measured (z) on EM images. (9) We cut Block B, the half semithin section, parallel to its original surface, ensuring that the first section is retrieved as the block reached the diamond knife until the complete semithin section was gone (18.6 Ϯ 1.7 sections per block; n ϭ 9). Altogether, 168 EM sections were counted.
Calculating EM section compression during sectioning and compensation for change in dendritic diameter. The force applied by the diamond knife during the cutting of serial EM sections compresses the sections depending on the type of resin, knife angle, and cutting speed. Section compression was calculated by dividing the width of EM sections measured perpendicular to the diamond knife blade (X-Y plane) on lowmagnification electron micrographs by the width of the tissue block face in the resin, measured on light microscopic tracings by a drawing tube. The sections were compressed to 79.5 Ϯ 6.4% (n ϭ 5) of the original block face width in the direction perpendicular to the knife edge. Therefore, the major and minor diameters of dendritic ellipse profiles were expanded accordingly using a factor of 1.26 Ϯ 0.09 (mean quotient of the width of the block face divided by the width of the EM section) taking into account the orientation of the dendritic profile. The angle between the edge of the EM section parallel with the knife edge and the major axis of the dendritic profile fitted ellipse was measured on three EM sections in the series covering the whole segment and averaged. The average minor and major dendritic diameters of the ellipse were expanded using standard trigonometry. There was no change in the EM section dimension in the direction parallel with the knife edge; the mean quotient was 1.05 Ϯ 0.03 (n ϭ 4).
Dendritic length and cell surface estimates. We measured the density of synapses on dendritic segments in freeze-thaw-treated sections of all hippocampal layers using EM (Fig. 1) . The total dendritic lengths and surfaces were estimated first for the Neurolucida-measured resinembedded dimensions (without detergent) as an intermediate step to estimating the number of input synapses. Then, we used shrinkagecorrection factors to arrive at the dimensions for the freshly cut, fixed brain. For all dendritic sections, the tissue shrinkage in X, Y, and Z dimensions was corrected using the calculated appropriate shrinkage fac-tors depending on the method of processing, as described above. The calculations were based on the data point of "dendritic segment, " which is a length of dendrite between the soma and a branch point, the soma and a laminar boundary crossing, a branch point and a laminar boundary crossing, two branch points, or a branch point and a natural end. Finally, all dendritic segments were measured, layer by layer, using Neurolucida Explorer (MFB Bioscience) software. The dendritic lengths within each layer were summed, followed by summing laminar length values to provide the total dendritic length for a basket cell.
For the estimation of dendritic surfaces for each cell, dendritic diameters were measured using the Neurolucida Explorer software. The values measured for dendrites are overestimates of the true membranedelimited diameters due to diffraction (point spread function). Many dendritic segments had uneven diameters, and each segment was characterized by the mean diameter of all recorded points in Neurolucida. The outcome also depended on the strength of neurobiotin labeling and/or the quality of histological processing, i.e., the optical density of the end product of the DAB reaction. Dendritic segments from cells B13a and B15a, previously measured by Neurolucida Explorer, were also measured using electron microscopy. The diameters were then corrected for EM section compression during cutting (see above). The EM sampled dendritic diameters were smaller, on average, than those obtained using Neurolucida. The mean ratio was 0.86 Ϯ 0.23 (n ϭ 49 segments), and this factor was applied to calculate a corrected diameter (d corr ) for all Neurolucida recorded diameters (d NL ): d corr ϭ d NL ϫ 0.86. The surface ( S) of a dendritic segment was calculated using the formula S ϭ ϫ d corr ϫ length.
Finally, the dendritic surface in a layer was calculated by summing the calculated surfaces of all segments within the respective layer. The total dendritic surface of an interneuron was given by summing all laminar dendritic surfaces.
Measured surface density of input synapses on dendrites. Synapse density values obtained from serial EM samples of individual dendrites (Fig. 1 ) layer by layer were compared among basket cells B13a (n ϭ 18 dendrites), B15a (n ϭ 40 dendrites), and B42c (n ϭ 18 dendrites). Synapse density on dendrites in stratum lucidum could only be obtained for cell B42c (n ϭ 3 dendrites), and the mean value for this cell was used for calculating the number of synapses on the dendritic segments of B15a and J31a in stratum lucidum. Synaptic densities were not different between cells in a layer by layer comparison; therefore they were pooled. The pooled synaptic mean densities were compared among layers and they were different (Kruskal-Wallis test; p ϭ 0.0003). The post hoc Dunn test on all strata except stratum lucidum showed that dendrites in stratum lacunosum moleculare had a lower density of synapses than those in stratum oriens. Therefore, for each layer and cell we used the pooled, layer-specific mean density value to calculate the number of synapses for cells B13a, B15a, and J31a. We could not take a representative EM sample of J31a because not enough sections were processed for EM. The number of synapses received by cell B42c was not calculated due to section alignment problems.
Calculation of the surface of somata and numbers of synaptic inputs. The Knud Thomsen approximation of a prolate ellipsoid was used for B13a, B15a, J31a, and J76b. The soma of cell J72a could not be measured. The outline of the somata was traced in the osmium-treated and resinembedded section, using a drawing tube and a 100ϫ oil-immersion objective. An ellipse of equal area was fitted using ImageJ. Because the major diameter of the ellipsoid was not always parallel with the sectioning plane, this method of measurement introduced some underestimation of the surface. The somata of cells B15a and J76b were in Triton-treated sections, hence the axes were expanded by 10% (see Measuring lateral tissue shrinkage of the vibratome, above), and all somatic parameters are given at the freezethaw-treated section scale. The somata of cells B13a, J31a, and B42a were in freeze-thaw-treated sections. Cell B42c had a radially oriented pyramidal shaped soma, which was approximated as a conical frustum, excluding from the surface of the frustum the area occupied by its major apical dendrite, but not the origin of the basal dendrites. The dimensions of this cell were measured on electron micrographs.
The parameters of the measured prolate ellipsoids were the following: EM serial sections were taken close to the largest diameters of the somata of cells B13a (21 sections), J31a (19 sections), and B42c (2 samples, 22 and 15 sections). When required, measurements were corrected for section compression by the EM sectioning (see above). Synapses were counted as for dendrites, including partially cut synapses only at one end of the series. The mean somatic synapse density of the three cells was applied to calculate total number of synapses received by the five somata.
Flat map of the hippocampus and characterizing the extent of dendritic and axonal arborizations. The hippocampus can be considered as a two-dimensional sheet of pyramidal cells and has been displayed as a flattened surface (Swanson et al., 1978) . We projected the areas occupied by the axonal and dendritic trees to reveal areas of influence of single cells and their access to inputs.
A partial flat map was constructed of the dorsal hippocampus from coronal sections immunolabeled for calbindin using an immunoperoxidase method. Calbindin distribution was used, as it is strongly expressed in CA2 pyramidal cells and mossy fibers, weakly expressed in a sublayer of CA1 pyramidal cells, and absent in CA3 pyramidal cells. We imaged 14 sections (nominal thickness, 70 m; every other section in the series, having a total anteroposterior dimension of 1.89 mm) with a 10ϫ objective, starting from the most anterior pole of the hippocampus. The pyramidal layer was traced on a digital image (ImageJ) from the midline to the end of CA3c in the hilus, and the borders of CA1, CA2, and CA3 were marked. We used a modified version of a customwritten Matlab script (gift from E. Henriksen and M. Witter, Kavli Institute for Systems Neuroscience, Trondheim, Norway) to plot the measured lengths, anteroposteriorly spaced by the nominal section thickness, to create a 2D map. The border of the CA1 and CA2 areas was used as a fixed reference point to line up the measured distances.
We fitted the recorded and reconstructed cells into this flat map by measuring the soma location as a distance along the pyramidal layer of the section and displaying the soma position on the flat map section that most closely corresponded to the anteroposterior level of the recorded cell. The dendritic trees of the seven three-dimensionally reconstructed cells were rotated in Neurolucida Explorer (MBF Bioscience) to obtain the minimal occupied area, as viewed radially from stratum oriens. These views were exported and scaled within the flat map. The distal tips of dendrites were connected by straight lines to represent a radial view of the area occupied by dendrites. The maximal extents of these areas in the CA1-CA3 and anteroposterior axes were used as metrics for their characterization. The axons of three cells (B13a, B15a, and J31a) were also represented on the flat map by measuring their extent in each section on the CA1-CA3 axis along the pyramidal cell layer and position relative to the CA1-CA2 boundary.
As the pyramidal layer is cut by the coronal section plane at varying angles at different mediolateral positions, depending on the curvature of the hippocampus, a section represents an anteroposterior hippocampal segment of the nominal section thickness only when cut perpendicularly to the pyramidal layer. This introduces an error, because we spaced the lines representing each section at a uniform 70 m distance, even though larger segments of nonuniform thickness were present in the traced section of the curved CA3 area. This also applies to the axonal anteroposterior representations. (B15a) in CA3a. Resin-embedded sections of the dendritic tree were traced digitally using Neurolucida, and dendrite thickness was estimated using a 100ϫ oil-immersion objective. The laminar positions of dendrites are color coded. Three areas, covering all layers among them, were reembedded for electron microscopic sectioning, and every dendritic segment present in the plane of the section was serially sectioned and recorded. Arrowheads mark the positions from which the EM samples were taken. B, The irregular membrane outlines of dendrites were traced in ImageJ, and the profiles were approximated with an ellipse of equivalent area ("Fit ellipse " function); the minor (d) and major ( D) diameters were derived for each EM section. Synapses (arrows) were counted (boutons, asterisks). C, Top, Schematic depiction of a dendritic segment (blue) in one EM section of thickness h, assumed to be an oblique elliptical cylinder with height i and minor d i (blue) and major diameters D i (red). Note that d i also represents the diameter of the top circle. From trigonometry, i ϭ D i ϫ h/d i . Bottom, Due to the undulation of dendrites, each EM section (25 Ϯ 5 per series) results in a different i . D. The surface and length of each sampled dendritic segment was estimated from the sum of the EM sections. We calculated the membrane surface present in each EM section using the mean section thickness (h), the measured minor (d i ) and major (D i ) diameters of the ellipse (which depend on the angle of the section cut relative to the dendrite), and the derived length ( 1 . . . n ) of the dendrites present in each EM section. Note the resulting formula for S i depends only on the measured variable D i . All synapses present in the first and subsequent sections were counted, but those that were still present in the last section were not included. The surface density of synapses [ surface (syn)] was obtained by dividing the number of synapses (N syn ) by the surface area (ΑS i ) studied in EM. The total surface of all dendritic segments in a layer was estimated using their dimensions measured with Neurolucida after the diameters were corrected for overestimation due to diffraction (see Materials and Methods). For each layer, the total synaptic input was calculated based on the average synaptic density value of all dendrites measured in that layer.
Dendritic trees were also characterized by the area of the minimal bounding rectangle in the radial view from stratum oriens perpendicular to the pyramidal layer (algorithm by J. D'Errico, adapted for the present calculations available from Matlab Central (MathWorks). Briefly, we computed the convex hull (CH) and the angles of the CH edges of the tree. Then the CH was rotated by all angles until one of them coincided with the edge of the bounding rectangle. Computing the area of the bounding rectangle for all possible edges, we accepted the minimum one.
Results

Basket cell identification
We recorded the activity of interneurons in anesthetized rats with extracellular glass electrodes. After recording the physiological activity, the recorded cells were approached by the electrode and filled with neurobiotin using the juxtacellular labeling technique. Six of the interneurons had axonal arbors concentrated in and around the stratum pyramidale (Fig. 2 A) and were immunopositive for PV (Fig. 2 E) . All six cells were immunonegative for CB1 receptor, as tested on their axons and terminals. The cell bodies were in the pyramidal cell layers of areas CA3 (n ϭ 4) or CA2 (n ϭ 2; B13a, J72a). Their measured parameters are given in Table 1 . The locations of cell bodies and dendritic and axonal arbors were ascertained on the basis of immunoreactions of some sections of cells B13a, B15a, and J72a for calbindin and ␣-actinin-2, which provide clear areal boundaries (Mercer et al., 2007) . To delineate the area that the axon of a single basket cell influences in the hippocampus, we superimposed the axonal areas on a flattened view of the dorsal hippocampus (Fig. 2 B) . On average, a CA2/3 basket cell axon occupied an area of 0.666 Ϯ 0.223 mm 2 (n ϭ 3), and the mediolateral and anterioposterior extents covered by the axons were 1.328 Ϯ 0.279 and 0.920 Ϯ 0.204 mm, respectively. The axonal distribution of PV-expressing basket cells having cell bodies in CA2 is quite variable (Mercer et al., 2007) ; basket cell J72a mainly innervated CA2 and to a lesser extent CA3, whereas most of the axon of cell B13a was in CA1, less in CA2, and very little in CA3.
To determine the area from which the cell collects inputs, we have reconstructed the dendritic trees of four basket cells in CA2/3 and rotated them to display the area occupied by each dendritic tree in a view perpendicular to the sheet of the pyramidal cell bodies. On average, a CA2/3 basket cell dendritic arbor, as viewed perpendicular to the layers, fitted into a minimal area bounding rectangle of 0.153 Ϯ 0.056 mm 2 . The mediolateral and anteroposterior extents were 0.413 Ϯ 0.109 and 0.593 Ϯ 0.276 mm, respectively. This was similar ( p Ͼ 0.1; Mann-Whitney test) to values obtained for four PV-expressing basket cells in the CA1 area, which were reported previously (Klausberger et al., 2003) and newly reconstructed here (Figs. 2 B, 6) . The latter had a minimal bounding rectangle dendritic arbor area of 0.227 Ϯ 0.215 mm 2 , and mediolateral and anteroposterior extents of 0.413 Ϯ 0.080 and 0.512 Ϯ 0.366 mm, respectively (Fig. 2 B) . Because all six basket cells in CA2/3 innervated CA3 pyramidal cells (B13a to a small extent) and no obvious differences were recognized in the parameters of basket cells in the CA2 and CA3 areas, all data were pooled for convenience.
An electron microscopic random sample of axonal synaptic targets (n ϭ 12 targets for each cell; Fig. 2 D) of three basket cells (B15a, B42c, and J31a) showed that they innervated the somata (64 Ϯ 17%), including five somatic spines (Fig. 2Ci) , and dendritic shafts (33 Ϯ 14%) of pyramidal cells, and rarely innervated interneurons (n ϭ 1; B42c). The dendritic shafts of basket cells had very few spines in general, except in the deep stratum oriens and alveus, where they could have a variable density of spines. Some of the cells (B15a and J31a) had up to five large complex grapelike appendages on their dendrites in stratum radiatum ending into numerous spines (Fig. 2 D) and receiving type 1 synapses as tested by electron microscopy (data not shown). These complex appendages resembled the dendritic thorny excrescences of CA3 pyramidal cells innervated by mossy terminals, but in the case of these basket cells, they were always outside stratum lucidum. To our knowledge, they have not been described previously and may provide a structure for grouped and related glutamatergic inputs.
To understand the role of CA2/3 basket cells in the hippocampal network, we analyzed their spike timing relative to oscillations of the local field potential in areas CA2/3 and CA1 and also relative to the spike timing of putative pyramidal cells in CA3 (n ϭ 15), which were recorded in separate experiments with tetrodes and have been reported previously (Lasztó czi et al., 2011) .
Spike timing of CA2/3 PV-expressing basket cells during theta oscillations
In the description of the physiological results, for simplicity we refer to recordings in the CA2 and CA3 areas collectively as CA3, as no obvious differences were seen between the recorded cells. Theta oscillations occurred spontaneously (five of six recordings, with the exception of B42c), both in CA1 stratum pyramidale and at the cell recording site in CA2/3 (Fig. 2 F,G) . Although there was considerable overlap between theta epochs in CA1 and CA3, periods of theta only in CA3 or only in CA1 were also present. Field theta oscillations in CA3 were qualitatively different than in CA1, perhaps due to the curved shape of the CA3 region compared to CA1. However, the mean oscillation frequency per recording was the same in both areas [median (n ϭ 5) for CA1, 4.0 Hz; for CA3, 4.0Hz; W test, p ϭ 1.0], as was the mean peak-to-trough amplitude per recording [median (n ϭ 5) for CA1, 0.40 mV; for CA3, 0.34 mV; W test, p ϭ 1.0].
All five analyzed PV-expressing basket cells fired strongly phase locked to theta oscillations, regardless of whether the LFP was recorded in CA1 SP or in CA3 (Fig. 2) . Relative to CA1recorded theta oscillations, the firing patterns were remarkably homogeneous ( Fig. 2 K) , with preferred firing phases ranging from 351 to 13°(where 0 and 360°indicate the troughs) and the length of the normalized vector sum, a measure of AP coupling strength, ranging from 0.28 to 0.47. In contrast, the spike timing relative to CA3 theta oscillations recorded locally at the cell soma site was more diverse, as only three of five cells fired roughly on the trough (Fig. 2 L) . It should be noted that, because of the curved shape of CA3, the field potential here is expected to be less spatially uniform than in the relatively flat CA1, which we used as reference across experiments. The firing phase of basket cells relative to CA3 theta LFP is expected to vary according to the phase difference of theta between CA1 and CA3. Indeed, we found that the phase relationship between theta oscillations in CA1 and CA3 was identical to the difference between a cell's preferred CA3 theta phase and its preferred CA1 theta phase (Fig. 2 M) . This suggests that although the phase relationship may vary depending on the precise recording location, CA1 and CA3 theta are not independent, consistent with previous reports.
Basket cell firing was not more related to local CA3 theta than to CA1 theta (Fig. 2 N) . If one assumes that the strength of AP coupling to the field is indicative of the contribution of a cell to the field, then it would seem that both CA1 and CA3 theta oscillations are equally determined by PV-expressing basket cells. Given that the influence of these cells on CA1 must be via CA3 pyramidal cells, this would suggest that CA1 pyramidal cell firing is strongly determined by CA3 pyramidal cells. Alternatively, Figure 2 . Identification of PV-expressing basket cells and comparison of their theta-related firing to that of putative pyramidal cells. A, Reconstructed basket cell (B15a) with soma in CA3a and axon innervatingbothCA3andCA2;dendritescompletefromninesections,colorcodedbylaminae;andpartialaxon(black),onlyfromthreesections.Thereconstructionwasrotatedtoprovideaviewapproximately perpendiculartothelaminarboundaries(axonalsections).Notethehighproportionofdendriticlengthinstratumlacunosummoleculareandthethinstratumlucidumatthisposition.B,Aflatmapofthedorsal hippocampalpyramidallayer,withradialviewsofdendritic(black)andaxonal(J31a,B15a,pink;B13a,blue)arborsofreconstructedbasketcells(cellbodies,whitedots).BasketcellB13a(somainCA2)innervated only few CA3 pyramidal cells and had the largest part of its axon (pink) in the CA1 area. The radial view of four PV-expressing basket cells in CA1 is shown for comparison ( Fig. 6) . Ci, Cii, Electron micrographs of two boutons (b) of cell B15a making synapses (asterisks) with two somatic spines (Ci; s) and an apical dendritic shaft (Cii; ad). Arrows mark puncta adherentia bordering synapses. D, Light micrograph of a dendriticgrapelikeformation(arrows)instratumradiatumonadendriteofcellB15a.Ei-Eiii,ConfocalmicroscopicimagesofPVimmunoreactivity(cy3,red)inaneurobiotin-labeledaxoncollateral(Alexa488, green) of cell J76a (arrows; SD projection of a stack of 41 optical sections; step size, 0.27 m; total height, 10.6 m). The terminals of this basket cell provide a small fraction of all PV-positive structures; a PV-positive interneuron soma is also seen (asterisk). F, Basket cell (J76a; bottom trace) firing is phase-locked to the trough of theta oscillations in CA1 (top trace) and CA3 (middle trace). G, A putative pyramidal cell(B35o;bottomline)alsofiredphaselockedtobothCA1(toptrace)andCA3(middletrace)thetaoscillations.Calibration:F,G:0.5mV,1s.H,I,Phasedistributionhistogramsforspikesrecordedfromthecells showninFandG.InH-J,thenumberofspikes(troughs)perbinwerenormalizedtothetotalnumberofrecordedspikes(troughs)forthatcell.ThekeyinHisvalidforH-J;dataareduplicatedtoshowtwocycles (36°per bin). J, Phase distribution histograms of CA3 theta troughs relative to theta cycles recorded in CA1. Note that for the J76a recording (black line), most CA3 theta troughs occurred in phase with CA1 theta troughs, consistent with the fact that this cell fired most on the same phase relative to CA1 (H) and CA3 (I) theta oscillations. For the B35o recording (gray line), CA3 theta troughs occurred slightly out of phase with CA1 theta; again this is consistent with this cell's different preferred phases of CA1 or CA3 theta. K, L, The preferred firing phase of cells with significantly coupled firing relative to CA1 (K) and CA3 theta (L). Numbers in parentheses indicate the number of significantly modulated cells per total number of analyzed cells per cell type. Note the homogeneous phase preferences relative to CA1 theta oscillations (K) in contrasttolocaltheta(L).M,ThedifferencesinpreferredfiringphaserelativetoCA3andCA1thetaoscillationsroughlymatchthephasedifferencesbetweenCA1andCA3thetaoscillations.Recordingscouldbe used only with significant coupling of firing to both CA1 and CA3 theta, and between CA1 and CA3 theta (4 of 5 basket cell and 11 of 15 pyramidal cell recordings). A black line along the diagonal is shown for reference.N,Thecouplingofspikesfrombasket(black)andputativepyramidal(gray)cellstoCA1thetawasnotsignificantlydifferentfromtheircouplingtoCA3theta(exactpairedWilcoxonsignedrankstests, basket, p ϭ 0.44, n ϭ 5; pyr, p ϭ 0.68, n ϭ 15). ns, Not significant. Scale bars: A, 100 m; B, long markers, 1 mm; C, 0.5 m; D, E, 10 m. both areas might be synchronized by a common input from the medial septum or entorhinal cortex.
Because we recorded the timing of CA2/3 PV-expressing basket cells relative to a second reference in CA1, we can compare their spike timing to previously reported basket cells in CA1 (Klausberger et al., 2003) relative to the same "clock." CA3 PVexpressing basket cells as a population fired 81°later than PVexpressing basket cells recorded downstream in area CA1. Despite the very small samples (n ϭ 5 for each group), a permutation test indicated that this difference was highly significant ( p ϭ 0.0079). At the slow timescales of theta cycles (4.0 Hz), the observed 81°shift corresponds to 56 ms. Although reported phase preferences for pyramidal cells in CA3 differ (Fox et al., 1986; Dragoi and Buzsáki, 2006) , our results suggest a substantial difference between CA1 and CA3 in the relative spike timing of PV-expressing basket and putative pyramidal cells.
We observed that 12 of 15 physiologically identified putative pyramidal cells discharged action potentials significantly phase locked to theta oscillations in CA1 and CA3. Significantly thetamodulated putative CA3 pyramidal cells fired homogeneously around the trough of CA1 theta (Fig. 2 K) but at different phases of CA3 theta (Fig. 2 L) , similar to the CA3 PV-expressing basket cells. Once again, for each cell, the difference between the preferred theta phase of spikes relative to CA1 and CA3 was roughly identical to the phase difference between CA1 and CA3 theta oscillations (Fig. 2 M) . Furthermore, the putative pyramidal cells were not more phase locked to the local field theta oscillations than to the CA1 theta ( Fig. 2 N) , suggesting a strong effect on CA1 theta oscillations consistent with previous reports (Buzsáki et al., 1986; Fox et al., 1986; Brankack et al., 1993) . When one considers the spike timing of putative pyramidal cells relative to PVexpressing basket cells, using CA1 as a reference (Fig. 2 K) , both cell types fire at the same phase in CA3. This may reflect the powerful, converging recurrent collateral input that PVexpressing basket cells in CA3 receive from pyramidal cells (Miles, 1990) .
Spike timing of CA2/3 PV-expressing basket cells during gamma oscillations
In all examined recordings from CA3 PV-expressing basket cells, the LFPs in stratum pyramidale in both CA3 and CA1 were found to oscillate in the gamma frequency band (30 -80 Hz). In CA1, significant (see Materials and Methods) gamma oscillations were detected during 34 Ϯ 3% (mean Ϯ SD) of the recorded time (duration, 264 -2723 s; median, 950 s). The same percentage was found for CA3 recordings (34 Ϯ 2%). In CA1, all recordings showed very similar average gamma cycle length (24.4 Ϯ 0.6 ms; n ϭ 6 recordings), corresponding to 41 Ϯ 1 Hz. In single recordings (n ϭ 3609 -42001 gamma cycles), the standard deviations ranged from 6.8 to 8.5 Hz (median, 7.3 Hz) . In CA3, the average lengths of gamma cycles were slightly shorter (22.3 Ϯ 1.0 ms; W test, p ϭ 0.03), corresponding to faster oscillations (45 Ϯ 2 Hz) per recording (n ϭ 3538 -44260 cycles). The CA3 gamma oscillation frequency seemed to show a higher variability (SD range, median, 9. 1 Hz) than CA1 gamma. The amplitude of CA3 gamma cycles (0.26 Ϯ 0.09 mV; n ϭ 6 recordings) also appeared greater than for CA1 gamma (0.17 Ϯ 0.03 mV; n ϭ 6 recordings; W test, p ϭ 0.09). During the selected CA1 gamma cycles, the average CA3 PV-expressing basket cell firing rate was 21 Ϯ 7 Hz (n ϭ 6), not different from the overall firing rate of these cells at 21 Ϯ 8 Hz. The presence of gamma oscillations in CA3 also showed no effect on the firing rates (22 Ϯ 9 Hz during gamma vs 20 Ϯ 7 Hz) of these cells overall.
Although the firing rates of basket cells were not affected by the presence of gamma oscillations, their spike timing was clearly related to both CA1 and CA3 gamma oscillations (Fig. 3) . For all recorded cells, the extent of phase-locked firing was evaluated by testing the uniformity of the distributions of action potentials relative to the phase of the gamma oscillation (Rayleigh test). By this measure, relative to gamma oscillations in both regions, a significant correlation was found for the firing of all six PVexpressing basket cells ( p Ͻ 0.0005) and almost all putative pyramidal cells (relative to CA1 gamma, 13 of 15, p Ͻ 0.05; 9 of 15, p Ͻ 0.01; relative to CA3 gamma, 14 of 15, p Ͻ 0.05; 12 of 15, p Ͻ 0.01). When CA1 gamma is used as a reference, five of the six recorded PV-expressing basket cells preferentially fired around the troughs (mean phase values, 306 -63°). The phase preferences of putative pyramidal cells were less uniform, but were still restricted to the peak and descending phase (range, 133-318°), i.e., earlier than the basket cells ( Fig. 3F ). Relative to CA3 gamma, all cells with significantly modulated firing patterns fired preferentially on the ascending phase of the CA3 gamma oscillations (Fig. 3G ). However, we cannot exclude that some of the spikes and their afterhyperpolarization might influence the spike coupling to the oscillations detected locally in the CA3. Again, putative pyramidal cells appeared to fire earlier than PV-expressing basket cells, which would suggest that they are providing excitatory drive to the PV-expressing basket cells consistent with previous data (MacVicar and Dudek, 1980; Miles and Wong, 1984; Csicsvari et al., 2003; Mann et al., 2005) .
A frequency-dependent analysis of spike coupling to gamma oscillations (Lasztó czi et al., 2011) largely confirmed the above results (Fig. 3 J, K ) . We found that CA2/3 PV-expressing basket cells were significantly coupled to local gamma oscillations across most of the gamma frequency spectrum (Ͼ30 Hz; Fig. 3K ). Furthermore, similarly to CA3 putative pyramidal cells (Lasztó czi et al., 2011) , CA3 basket cells showed a forward shift in their preferred phase from high to low frequencies. The PV-expressing basket cells fired on the early and late ascending phase of CA3 gamma oscillations at ϳ80 and ϳ30 Hz, respectively (Fig. 3J) . Consequently, across the whole spectrum, the basket cells follow the putative pyramidal cells by ϳ30 -40°. The latter fire on the trough and mid-ascending phase of CA3 gamma oscillations at ϳ80 and ϳ30 Hz, respectively (Lasztó czi et al., 2011) .
The correlation between spike timing of cells in CA3 and the gamma oscillations in CA1 suggests that gamma in CA1 is not independent of CA3 gamma, supporting previous reports that both could be driven from a single source in CA3 (Fisahn et al., 1998; Csicsvari et al., 2003) in a brain state-dependent (Montgomery et al., 2008) and task-dependent (Montgomery and Buzsáki, 2007) manner. Consistent with this, both PVexpressing basket and putative pyramidal cells showed significantly stronger correlation to local CA3 than to CA1 gamma oscillations (Fig. 3I) . A direct comparison of gamma oscilla-tions in these two areas was made by comparing the timing of troughs in the gamma-filtered CA3 LFP to CA1 gamma oscillations (Fig. 3E) , showing a significant correlation (Rayleigh test; p Ͻ Ͻ 0.01) for all six analyzed recordings. In fact, the phase differences between CA3 and CA1 gamma are very similar to the differences in the CA3 cell phase preferences relative to CA1 and CA3 gamma (Fig. 3H ). This analysis amounts to using the CA3 cell spikes as a common reference to compare A and B. The key in C is valid for C-E. E, CA3 gamma troughs were phase locked to those in CA1. For this recording (black line), most CA3 gamma troughs occurred 212°out of phase with CA1 gamma troughs, consistent with the fact that this cell tended to fire on the troughs of CA1 (C), but on the peaks of CA3 gamma oscillations (D; relative phase difference, 249°). Similarly, for the putative pyramidal cell recording (gray line), the fact that CA3 gamma troughs mostly occurred out of phase with CA1 gamma troughs is consistent with the different phase preferences of this cell's firing relative to gamma in CA1 (C) and CA3 (D). F, G, The preferred firing phase of cells with significantly coupled firing relative to CA1 (F ) and CA3 gamma (G; in some cases selected periods to avoid spike artifacts). Numbers in parentheses indicate the number of significantly modulated cells per total number of analyzed cells per cell type. Note the homogeneous phase preferences relative to local gamma oscillations (G) in contrast to CA1 gamma (F ). H, The differences in preferred firing phase relative to CA3 and CA1 gamma oscillations roughly match the phase differences between CA1 and CA3 gamma oscillations. Recordings were only used when there was significant coupling of firing to both CA1 and CA3 gamma, and between CA1 and CA3 gamma, and spike artifact did not influence the result in CA3 (5 of 6 basket cells and 12 of 15 pyramidal cells). A black line along the diagonal is for reference. I, The coupling of spikes from basket (black) and putative pyramidal (gray) cells to CA1 gamma was significantly different from their coupling to CA3 gamma (exact paired Wilcoxon signed ranks tests, *, basket, p ϭ 0.031, n ϭ 6; pyr, p ϭ 0.015, n ϭ 15). Error bars indicate SD. J, K, Mean phase angle spectra (J; only significant values are plotted) and mean vector length (K; gray, all values; black, significant values at p Ͻ 0.05; Rayleigh test) of CA3 basket cell spikes during periods of theta oscillations, relative to the LFP recorded by the local electrode in CA3.
CA3 and CA1 gamma oscillations, confirming that these oscillations are correlated.
Spike timing of CA2/3 PV-expressing basket cells during sharp wave-associated ripples
Ripple oscillations detected in CA3 were significantly smaller (Mann-Whitney U test; p Ͻ 0.001) than ripples in CA1 (mean Ϯ SD, CA1, 0.05 Ϯ 0.03 mV, n ϭ 8051 troughs; CA3, 0.03 Ϯ 0.03 mV, n ϭ 8452 troughs) and had lower frequency ( p Ͻ 0.001; CA1, 107 Ϯ 14 Hz, n ϭ 688 ripples; CA3, 97 Ϯ 13 Hz, n ϭ 285 ripples). During sharp wave-associated ripple events (SWRs) detected in the CA1 area, all six CA3 PV-expressing basket cells showed a substantial increase of firing rate during ripple episodes (Fig. 4) . The firing rate of basket cells during "participating" episodes (225 of 281 episodes) increased to 49 -83 Hz (median, 63 Hz) from an average rate of 11-32 Hz (median, 19 Hz) overall. In fact, five of six cells fired on virtually every episode; only one cell (J76b) fired on a minority of episodes (21 of 70). Interestingly, CA3 PV-expressing basket cells start firing slightly before ripple onset; this is unlike CA1 basket cells recorded under similar circumstances with the same criteria for ripple detection (Klausberger et al., 2003) , and may reflect a role for these cells in the entrainment of CA3 pyramidal cells that trigger ripples downstream in CA1 (Buzsáki, 1986; Csicsvari et al., 2000) . Nine of 15 putative pyramidal cells fired Ͼ10 spikes during recorded sharp waves and were analyzed further. During the active episodes (220 of 481) of these nine cells, they increased their firing rate from 0.7 to 3.5 Hz (medians; Fig. 4 D) . The selective increase in activity during CA1 SWRs suggests that CA3 pyramidal cells could contribute to the triggering of these episodes, as expected based on previous reports Sullivan et al., 2011) .
During fast ripple oscillations that occurred during sharp waves, none of the six CA3 basket cells fired correlated to the ripple cycles detected in CA1 (Fig. 5 ). This is in marked contrast to the results for the much slower theta oscillations, suggesting that the CA3-CA1 network processes activity patterns differently at different frequencies. When the spike timing of PV-expressing basket cells was examined relative to local ripple oscillations in CA3 recorded during the same episodes, five of six cells showed spike discharges significantly phase locked to the locally recorded ripples, with preferred firing phases widely distributed around the ripple troughs ( Fig. 5 A, C) . A similar analysis of the tetroderecorded putative pyramidal cell firing relative to CA3 and CA1 ripples detected during CA1 SWRs showed that only one of nine sufficiently active putative pyramidal cells fired spikes phase locked to CA3 ripples, and none fired phase locked to CA1 ripples ( Fig. 5 B, C) . We also tested the discharge pattern of all recorded putative pyramidal cells as a population, revealing a significant phase locking to the early ascending phase of CA3 ripples but not to CA1 ripples (Fig. 5D ). When all recorded PV-expressing basket cells were considered as a population, they also fired APs in a significantly phase-locked manner around the trough of CA3 ripples, but not related to CA1 ripples (Fig. 5D ). However, we cannot exclude that some of the spikes and their afterhyperpolarization might influence the spike coupling to the oscillations detected locally in the CA3. Overall, CA3 basket and putative pyramidal cells were significantly less phase related to CA1 than to CA3 ripples (Fig. 5E) .
These results indicate that although PV-expressing basket cells may be involved in the generation of local ripples in CA3, probably through their influence on somatic membrane currents and thus pyramidal cell firing, this signal does not influence the downstream CA1 network to an extent that would be detectable. . Calibration is as in A. C, All identified PV-expressing basket cells (n ϭ 6, gray lines) in area CA3 increased their firing rate during CA1 ripple episodes. Note that firing rate increase commences before ripple episode onset in CA1 (black line; average). Time is normalized separately before and after ripple episode peak (t ϭ 0; vertical line), and ripple episode onset and end are marked by dashed vertical lines. Spike count is normalized per cell. D, Putative pyramidal cells (n ϭ 15; gray lines) in area CA3 increased their firing rate during CA1 ripple episodes (black line; average). Time and spike count are normalized as above.
Despite the lack of phase coupling of the recorded PV-expressing basket cells, either alone or as a population, to the CA1 ripple network activity (Fig. 5D) , an analysis directly comparing CA3 and CA1 ripple trough times during SWR episodes showed that the network activity in these two areas was significantly correlated for 10 of 11 recordings (Fig. 5F ). This result is in apparent contradiction with the finding that CA3 basket cells are phase locked to CA3 but not to CA1 ripples.
Ripples in CA3 and CA1 are thought to be generated independently, which could explain the coupling of CA3 cells to CA3 ripples and the lack of phase coupling to CA1 ripples. Indeed, the relative amplitude of the same ripple event was highly variable between the two regions. The correlation between ripples in CA1 and CA3 could be due to field interactions. In particular, the observation that both the amplitude and the frequency of ripples in CA1 are increased relative to CA3 ripples (Fig. 5G,H) suggests that ripples generated in CA1 could influence the LFP recorded in CA3. Furthermore, compared to lower frequencies, the LFP at ripple frequencies reflects less postsynaptic currents and more local AP firing, possibly explaining the local nature of phaselocked firing (Schomburg et al., 2012) . The degree of coupling between ripples in CA1 and CA3 could reflect relatively small ensembles of highly active pyramidal cells, or possibly subthreshold influences on the network.
Dendritic arborization and number of synaptic inputs to PV-expressing basket cells
Many differences in intrinsic properties and synaptic connections could contribute to the observed differences in spike timing between CA1 and CA2/3 PV-expressing basket cells. The laminar distribution and shape of the dendritic tree may be one predictor of different electrical behavior, but until now the complete dendritic arborization of CA3 basket cells has not been revealed. Mercer et al. (2007 Mercer et al. ( , 2012 described two populations of PVexpressing basket cells with narrow and wide dendritic fields in stratum oriens of CA2, but they did not measure the laminar distribution of the dendrites or noted differences compared to CA1. Both of the basket cells recorded in CA2 would fall into their wide arbor category. To analyze the laminar distribution of dendrites, we reconstructed the complete dendritic arborizations of basket cells labeled in the CA1 and CA2/3 areas to relate dendritic distribution to the known layer specificity of afferent inputs (Fig.  6) . The results suggested one hitherto unappreciated difference between basket cells in the CA1 and CA2/3 areas. We observed that dendrites of CA2/3 PV-expressing basket cells strongly expanded in str. lacunosum moleculare, in contrast to CA1 basket cells ( Fig. 6 ; Table 2 ). The total dendritic lengths [n ϭ 4 cells each area; CA1 coefficient of variation (CV), 0.15; CA2/3 CV, 0.11] appeared 16% longer on average in the CA2/3 areas, but they represents two basket cells. Population (pop) phase preferences were computed as the direction of the summed vector of all spikes per cell type. As a population, putative pyramidal cells were significantly coupled to CA3 ascending ripple phase; neither cell type population showed coupling to CA1 ripple cycles. Numbers in parentheses indicate the number of significantly modulated cells per total number of analyzed cells per cell type. E, Both basket (black bars) and pyramid cells (gray bars) were significantly more coupled to local CA3 ripples than to ripples detected in CA1 (exact paired Wilcoxon signed ranks tests, *, basket, p ϭ 0.031, n ϭ 6; pyr, p ϭ 0.008, n ϭ 9). F, Ten recordings showed significant coupling of CA3 ripple troughs to CA1 ripples [Rayleigh test, p Ͻ 0.02 for 5 of 6 juxtacellular (basket) recordings; p Ͻ 0.001 for 5 of 5 tetrode (pyr) recordings]. G, H, Ripple oscillations detected in CA3 were significantly smaller than ripples in CA1 (absolute size of troughs; Mann-Whitney U test, *, p Ͻ 0.001). Error bars indicate SD.
were not significantly different in these samples ( p ϭ 0.097, t test). The proportion of dendritic lengths in stratum lacunosum moleculare was significantly larger in the CA2/3 areas ( Fig. 6 ; p Ͻ 0.05, t test). There was no difference in the other layers ( p Ͼ 0.05). Another type of basket cell in CA3 that expresses CCK also has dendrites in stratum lacunosum moleculare, but these appear to branch less and represent a smaller proportion of the total dendritic tree than those of PV-expressing basket cells (Lasztó czi et al., 2011) .
We have also calculated the total dendritic surface in each of the layers in the CA2/3 areas to estimate the number of synapses received by basket cells (Table 3) . The estimates are based on electron microscopic samples of 76 dendritic segments (n ϭ 3 basket cells) and a total of 1506 synapses counted. It is noteworthy that out of a mean dendritic membrane surface of 22,437 Ϯ 2281 m 2 , on average, 29% of the dendritic surface is in stratum lacunosum moleculare, compared to the 36% in stratum radia-tum. Our shrinkage-corrected estimate of dendritic surface is higher than that of PV-expressing basket cells in the dentate gyrus (Nörenberg et al., 2010) . Dendritic length correlates with the number of synapses received, but the latter strongly depends on the diameter of dendrites and the synaptic density in each layer, which were different. Pooled mean dendritic synapse densities per unit area (in square micrometers) measured on basket cells B13a, B15a and B42c were 1.36 Ϯ 0.2 (n ϭ 19, sampled dendrites) in st. lacunosum moleculare, 1.73 Ϯ 0.4 (n ϭ 18) in st. radiatum, 1.08 Ϯ 0.4 (n ϭ 3) in st. lucidum, 1.6 Ϯ 0.5 (n ϭ 12) in st. pyramidale, and 1.91 Ϯ 0.4 (n ϭ 24) in st. oriens/alveus. Synaptic densities were not significantly different between cells in any of the layers, but synaptic density pooled across cells was lower in stratum lacunosum moleculare by 22% than the mean density in the other layers ( p Ͻ 0.05; Mann-Whitney test) and 22% higher in stratum oriens (Table 3 ). The estimated total number of synapses received by CA2/3 basket cells was 34,810 Ϯ 2576 (n ϭ 3). Figure 6 . Differences in the dendritic trees of PV-expressing basket cells in the CA2/3 and CA1 areas. A, Approximate somatic positions of the four reconstructed CA1 and the six recorded CA3 basket cells. The cells were distributed over ϳ2.5 mm in the anteroposterior direction of the dorsal hippocampus, but their positions are collapsed here onto one plane. B, The dendritic trees of basket cells (color coded by laminae) greatly expand in st. lacunosum moleculare of the CA2/3 areas. C, Only a small proportion of the total dendritic trees of basket cells in the CA1 area is in str. lacunosum moleculare, and the dendritic length in this layer appears to increase from medial to lateral. Graphs on the right show that the dendritic length of basket cells was significantly longer (*p ϭ 0.026; Mann-Whitney U test) in str. lacunosum moleculare of the CA2/3 than of the CA1 area. Scale bars: A, 0.5 mm; B, C, 100 m. Area  CA1  CA2  CA3  CA2/3 Although we were not able to differentiate glutamatergic and GABAergic synapses, the data show that CA2/3 PV-expressing basket cells receive, on average, 24% of their synapses in stratum lacunosum moleculare. Because this layer is densely innervated by layer 2 of the entorhinal cortex, this observation suggests that CA2/3 basket cells are more strongly influenced by the entorhinal cortex than basket cells in the CA1 area, where only 7% of dendritic length was in stratum lacunosum moleculare (Table 2) . Based on measurement from one basket cell (B42c) and dendritic lengths in stratum lucidum, the estimated proportion of mossy fiber synapses in the total input was ϳ4% (Table 3) . We could not measure total cell dendritic surface of PVexpressing basket cells in the CA1 area due to the variability of labeling quality, which influences dendritic diameter estimates by Neurolucida. Hence, the total number of input synapses was not calculated, but there is an estimate for PV-expressing neurons (Gulyás et al., 1999) using a different method. Assuming that the PV-positive cells reported by Gulyás et al. (1999) were basket cells in the CA1 area, and that the two methods are similarly reliable, the comparison of the two data sets predicts that CA2/3 PVexpressing basket cells receive 53% more synapses, on average, than CA1 basket cells.
Table 2. Dendritic lengths per layer and total dendritic lengths of individual reconstructed PV-expressing basket cells in micrometers
In addition to synapses received by the cells on dendrites, we also estimated the synapses received on the soma (Table 3 ; 3 cells shown). The average soma surface was 870 Ϯ 77 m 2 (n ϭ 5; B13a, B15a, J31a, B42c, and J76a). Electron microscopic samples of the somatic surface of basket cells B13a and B42c resulted in a mean synaptic density of 0.924 synapses per square micrometer (B13a, 1.268; B42c, 0.941). Applying the mean density to the calculated somatic surface of the above five cells, the average basket cell in CA2/3 receives 804 Ϯ 71 (n ϭ 5) synapses on its soma.
Discussion
We have defined the previously unknown in vivo firing patterns of PV-expressing basket cells in CA3 in relation to three network oscillations and found that basket cells fire phase locked to theta, gamma, and local ripple oscillations. We are unaware of data on identified CA3 basket cell firing without anesthesia. In CA1, PVexpressing basket cells fired with a similar pattern during theta and ripple oscillations, with (Ylinen et al., 1995a,b) or without anesthesia (Lapray et al., 2012) , but anesthesia greatly reduced firing rates, which could also apply to the rates in CA3. Evaluation of the complete dendritic trees in CA3 resulted in an estimated total ϳ35,000 synaptic inputs per cell, the highest reported so far for any cortical interneuron. In addition to entorhinal, CA3 pyramidal and mossy fiber inputs, cholinergic (Frotscher and Leranth, 1985; Gulyás et al., 2010) and GABAergic inputs (Freund and Antal, 1988; Hangya et al., 2009 ) from the medial septum and from local CA3 interneurons shape their firing patterns. Cell types specifically innervating PV-expressing basket cells and their firing patterns are key unknowns in understanding the temporal organization of the hippocampus. Three main glutamatergic inputs impact on CA3 PV-expressing basket cells in the CA3 area.
Mossy fiber input
Our results indicate that Ͻ4% of synapses to PV-expressing basket cells originate from dentate granule cells. This input activates some interneurons, driving feedforward inhibition of pyramidal cells (Buzsáki, 1984; Frotscher, 1985 Frotscher, , 1989 Miles, 1990; Acsady et al., 1998; Szabadics and Soltesz, 2009 ). The majority of type I synapses onto PV-positive dendrites derive from mossy fibers in strata lucidum and pyramidale (Seress et al., 2001) . As each mossy fiber gives few synapses, PV-expressing basket cells receive input from convergent granule cells, which can drive CA3 interneuron firing (Toth et al., 2000; Henze et al., 2002; Lawrence et al., 2004; Mori et al., 2004) . However, mossy fiber input differs for distinct GABAergic cell types; PV-expressing basket cells receive rather weak inputs from many mossy fibers, correlated to the high frequency of background excitation (Szabadics and Soltesz, 2009 ). This mossy fiber input might enable CA3 PVexpressing basket cells to coordinate the efficiency of signal transfer between the dentate gyrus and CA3. The cooperation of these areas is important for pattern separation and forming associa- Calculated from EM processed sections. We used the following pooled mean dendritic synapse densities (number per square micrometer) measured from basket cells B13a, B15a, and B42c: st. lacunosum moleculare (slm), 1.36 Ϯ 0.2 (n ϭ 24); st. radiatum (sr), 1.73 Ϯ 0.4 (n ϭ 18); st. lucidum (sl), 1.08 Ϯ 0.4 (n ϭ 3); st. pyramidale (sp), 1.6 Ϯ 0.5 (n ϭ 9); st. oriens/alveus (so/alv), 1.91 Ϯ 0.4 (n ϭ 24); soma, 0.924 (n ϭ 2). Note that dimensions in sections processed for EM are smaller than fixed nonprocessed tissue due to shrinkage. The same numbers of synapses apply also to unprocessed brain, thus dividing the surface values above with the number of synapses results in lower densities.
c Calculated from data measured only on three dendrites of basket cell B42c.
tions (Lee et al., 2004; Leutgeb et al., 2004 Leutgeb et al., , 2007 Knierim et al., 2006; Bakker et al., 2008) . When granule cell firing increases, as the animal enters a cell's place field, the strong input to pyramidal cells is thought to trigger plasticity in the recurrent CA3 network (Kobayashi and Poo, 2004) , strengthening and promoting connections, or reinforce particular cell assemblies. The relatively fast mossy fiber-evoked activation of CA3 basket cells may make them less sensitive to subsequent feedback excitation from the activated pyramidal cells through shunting or reducing the driving force of synaptic currents. Such disinhibition could contribute to plasticity between CA3 pyramidal cells (Ormond and Woodin, 2009). During theta oscillations, granule cells are hyperpolarized, firing at very low frequencies (Ylinen et al., 1995a; Skaggs et al., 1996; Bland et al., 2002) . A single granule cell can drive postsynaptic pyramidal cells only when firing at relatively high frequencies, as in the cell's place field (Henze et al., 2002) . In CA3, we found that both putative pyramidal cells and PV-expressing basket cells fired around the trough of CA1 theta oscillations, consistent with an input from the dentate gyrus, where granule cells also preferentially fired around the trough or descending phase of CA1 theta, both in awake (Buzsáki, 1986; Fox et al., 1986; Skaggs et al., 1996; ) and urethane anesthetized rats (Buzsáki, 1986; Ylinen et al., 1995a; Bland et al., 2002) (but see Fox et al., 1986) . Furthermore, CA3 pyramidal cells and interneurons were most active when granule cells with high firing rates were also active in awake rats ).
Synaptic inputs from CA3 pyramidal cells
Assuming 10% GABAergic synaptic input to PV-expressing basket cells (Beaulieu et al., 1992; Gulyás et al., 1999) and considering the rest to be glutamatergic, the data suggest that ϳ65% of synapses to basket cells come from CA3 pyramidal cells. PVpositive cells in CA3, CA1, and the hilus were shown to receive input from CA3 pyramidal cells (Sik et al., 1993) , unlike some other interneurons . Paired recordings of CA3 pyramidal cells and physiologically identified interneurons in vitro showed that CA3 pyramidal cells provide strong, fast, reliable excitatory input to nearby interneurons (Miles, 1990) . Similarly to dentate (Geiger et al., 1997) and CA1 basket cells (Buhl et al., 1994; Ali et al., 1998; Thomson and Destexhe, 1999) , CA2/3 basket cells are innervated with high probability by local pyramidal cells. A pyramidal cell provides a small, as yet unknown number of synapses to a basket cell (Gulyás et al., 1993; Sik et al., 1993; Mercer et al., 2012) . Our counts of synapses suggest that if, on average, one pyramidal cell provides three synapses to a PV-expressing basket cell, then 7600 pyramidal cells will converge on each basket cell. If a pyramidal cell provides only two synapses, the number of converging pyramidal cells will be 11,500. The relative strength of these inputs might explain the high firing rates of PV-expressing basket cells. The recurrent and commissural CA3 pyramidal cell input to basket cells explains their strong activation and phase locking to CA3 ripples as found here and also in vitro (Ellender et al., 2010) .
During gamma oscillations, CA3 pyramidal cells fire slightly before PV-expressing basket cells. This is consistent with proposals that gamma phasing of pyramidal cell activity by PVexpressing basket cells is influenced by a strong recurrent excitatory input (Miles, 1990), as suggested by previous recordings of interneurons in vitro (Mann et al., 2005) and in freely moving rats .
Entorhinal cortical input
The complete visualization of CA2/3 basket cells has revealed unexpectedly large dendritic arborizations and many synaptic inputs in stratum lacunosum moleculare, compared to PVbasket cells in CA1. Our estimate is based on the membrane surface and the density of synapses in each layer. We have taken into account all relevant technical factors, and have calculated for the fixed, unprocessed brain dimensions. Due to fixation, linear shrinkage occurs to 0.88 times the living brain (Kisvárday and Eysel, 1993) . As it is not known what fraction of this is due to loss of extracellular or intracellular space, we did not extrapolate the parameters for the living brain. The shrinkage from living to fixed brain would not affect the total synapse numbers, but dendritic length and surface would be higher and synaptic density would be lower in the living brain.
In CA1 and CA3, PV-positive dendrites receive synapses from the entorhinal cortex (Kiss et al., 1996) , but the number of synapses received from single entorhinal neurons is not known. Assuming 10% GABAergic synapses on the dendrites and three synapses to a PV-expressing basket cell from a single entorhinal neuron produces an estimated convergence of ϳ2500 presynaptic entorhinal cells per CA2/3 basket cell; assuming two synapses raises this to 3800 cells. As a population, layer 2 entorhinal glutamatergic cells innervating CA3 fire at a later theta phase than layer 3 pyramidal cells that innervate CA1 ). The increased dendritic surface of PV-expressing basket cells in stratum lacunosum moleculare, a synaptic target of the layer 2 entorhinal afferents in CA3, is a likely contributor to the later firing phase of basket cells in CA3 than in CA1.
This input contributes to the coordination of spike timing between entorhinal cortex and CA3, ensuring the encoding of new memories by modifying the recurrent connections within CA3 (Nakazawa et al., 2003; Nakashiba et al., 2008) .
The effectiveness of synaptic inputs to distal PV-expressing basket cell dendrites in st. lacunosum moleculare may be regulated by distally evoked dendritic spikes as in some interneurons (Martina et al., 2000) , and/or through a Kv3 channel mechanism discovered in dentate PV-expressing basket cells . Since the majority of PV-expressing cells express Kv3 channels (Du et al., 1996) , the latter mechanism may also be present in CA3. Passive membrane properties could also contribute to increasing the efficacy of distal inputs (Nörenberg et al., 2010) . Precise coincidence detection in basket cells could be important for synchronization of the CA3 network at higher frequencies, e.g., when gamma oscillations are coherent between CA1 and CA3 , as also seen here.
The larger number of entorhinal inputs to basket cells in CA3 compared to CA1 supports the distinct roles of these two areas during network oscillations. The CA3 area is a generator of gamma oscillations , whereas CA1 reflects more the inputs. PV-expressing basket cells in CA3 integrate input timing from both dentate gyrus and entorhinal cortex to reciprocally entrain CA3 pyramidal cells to gamma oscillations. In contrast, CA1 basket and pyramidal cells follow the CA3 gamma waves and input from the entorhinal cortex. Overall, we have revealed the specific patterns of firing and dendritic arborization of identified CA3 PV-expressing basket cells. The differences between CA1 and CA3 PV-expressing basket cells are specific adaptation of the same cell type to the distinct roles of these areas in information processing.
