Constrained Optimization of Real Functions in Quaternion Matrix
  Variables by Qi, Liqun & Zhang, Xinzhen
ar
X
iv
:2
00
9.
13
88
4v
2 
 [m
ath
.O
C]
  5
 O
ct 
20
20
Constrained Optimization of Real Functions in
Quaternion Matrix Variables
Liqun Qi∗ and Xinzhen Zhang†
October 6, 2020
Abstract
Optimization models involving quaternion matrices are widely used in color image
process and other engineering areas. These models optimize real functions of quaternion
variables. Calculus with derivatives and subgradients of such real functions is needed to
handle such models. In this paper, we introduce first and second order derivatives and
establish their calculation rules for such real functions. Our approach is consistent with
the subgradient concept for norms of quaternion matrix variables, recently introduced in
the literature. We introduce R-product for two quaternion matrix vectors, as a key tool for
our calculus. It turns out that the R-product of two quaternion matrix vectors is exactly
the real part of the inner product of these two quaternion matrix variables. We also
establish first order and second order optimality conditions for constrained optimization
problems of real functions in quaternion matrix variables.
Key words. real functions, quaternion matrix variables, gradients, Hessians, con-
strained optimization.
1 introduction
Quaternion matrix methods have been widely used in color image processing, including color
image denoising and inpainting, color face recognization, etc., [2, 3, 4, 6, 7, 9, 12, 16]. Quater-
nions have also been widely used in the other engineering areas [11]. Optimization techniques
are frequently used in this process.
Various real functions of quaternion matrix variables, such as Frobenius norms, nuclear
norms, spectral norms, 1-norms and traces of quaternion matrices, arise from engineering ap-
plications.
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To optimize such real functions, derivatives or subgradients are needed to handle them.
To handle a real function f(q) of a quaternion variable q = qa + qbi + qcj + qdk, one may
regard f as a real function of four real variables qa, qb, qc and qd. This may lead to unnecessarily
long expressions and become tedious in complicated problem. In 2011, Mandic, Jahanchahi and
Took [5] proposed a HR calculus to handle this by treating f as a function of four independent
quaternion variables q, qi = −iqi, qj = −jqj and qk = −kqk. This is similar to the approach
in optimization of real functions with complex variables [8], where a real function f(z) of a
complex variable z is treated as a function of z and its conjugate z¯. The HR approach may
also become tedious and cumbersome for complex optimization problems [11].
In [1], Chen, Qi, Zhang and Xu formulated the color image inpainting problem as an equality
constrained optimization problem of real functions in quaternion matrix variables, and proposed
a lower rank quaternion decomposition (LRQD) algorithm to solve it. To conduct convergence
analysis for their algorithm, they introduced a concise form for the gradient of a real function
in quaternion matrix variables. This form is different from the generalized HR calculus studied
in [11]. The first order optimality necessary condition of their quaternion least squares problem
has a simple expression with this form. With this tool, convergence and convergence rate of
their algorithm are established.
This motivated us to study constrained optimization of real functions in quaternion matrix
variables systematically. We consider general inequality and equality constrained optimization
problems of real functions in quaternion matrix variables. We use the LRQD problem as a
prototype problem. We introduce R-product and R-linear independence of quaternion matrix
vectors, and establish the first order necessary optimality condition for the general inequality
and equality constrained optimization problem of real functions in quaternion matrix variables.
We present a method to calculate the second order partial derivatives of real functions in
quaternion matrix variables, and establish the second order necessary optimality condition and
second order sufficient optimality condition for the general constrained optimization problem
of real functions in quaternion matrix variables.
Norms of quaternion matrix variables may not be continuously differentiable, but they are
always convex. In 2019, Jia, Ng and Song [3] introduced subgradients for norms of quaternion
matrix variables.
In this paper, we show that our approach is consistent with the subgradient concept for
norms of quaternion matrix variables, introduced in [3]. We also establish the relations between
subgradients and derivatives of real functions of quaternion matrix variables.
In the next section, we present some necessary preliminary knowledge on quaternions and
quaternion matrices. The general inequality and equality constrained optimization problem of
real functions in quaternion matrix variables and its LRQD prototype problem are presented
in Section 3. In Section 4, we introduce R-product, R-linear independence and present first
order necessary optimality condition for the general constrained optimization problem. We
also establish the product rule and the chain rule of first order derivatives. We study second
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order derivatives and present second order optimality conditions in Section 5. Applications of
our analysis are presented in Section 6. In Section 7, we study convex functions of quaternion
matrix variables, their subdifferentials, and the relations with our derivatives of real functions
of quaternion matrix variables. Some final remarks are made in Section 6.
2 Preliminary
2.1 Quaternions
In general, we use the notation in [14, 13]. We denote the real field, the complex field and
the quaternion algebra by R, C and Q, respectively. Scalars, vectors, matrices and tensors are
denoted by small letters, bold small letters, capital letters and calligraphic letters, respectively.
Vectors with matrix components are denoted by bold capital letters. For example, we have
X = (W,Y, Z). They are called matrix component vectors. We use 0, O, O andO to denote zero
vector, zero matrix, zero tensor and zero matrix component vector with adequate dimensions.
The three imaginary units of quaternions are denoted by i, j and k. We have
i2 = j2 = k2 = ijk = −1,
ij = −ji = k, jk = −kj = i,ki = −ik = j
. These rules, along with the distribution law, determine the product of two quaternions. The
multiplication of quaternions is noncommutative.
Let x = x0 + x1i+ x2j + x3k ∈ Q, where x0, x1, x2, x3 ∈ R. The conjugate of x is
x∗ = x0 − x1i− x2j− x3k,
the modulus of x is
|x| = |x∗| = √xx∗ = √x∗x =
√
x20 + x
2
1 + x
2
2 + x
2
3,
and if x 6= 0, then x−1 = x∗
|x|2
.
2.2 Quaternion Matrices
The collections of real, complex and quaternion m × n matrices are denoted by Rm×n, Cm×n
and Qm×n, respectively.
A quaternion matrix A = (aij) ∈ Qm×n can be denoted as
A = A0 + A1i+ A2j + A3k, (1)
where A0, A1, A2, A3 ∈ Rm×n. The transpose of A is A⊤ = (aji). The conjugate of A is
A¯ = (a∗ij). The conjugate transpose of A is A
∗ = (a∗ji) = A¯
T . For A,B ∈ Qm×n, their inner
product is defined as
〈A,B〉 = Tr(A ∗B),
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where Tr(A ∗B) denotes the trace of A ∗B. The Frobenius norm of A is
‖A‖F =
√
〈A,A〉 =
√
Tr(A ∗ A) =
√√√√ m∑
i=1
n∑
j=1
|aij|2.
The following theorem for the QSVD of a quaternion matrix was proved by Zhang [14].
Theorem 2.1. (Zhang 1997) Any quaternion matrix A ∈ Qm×n [14] has the following QSVD
form
X = U
(
Σr O
O O
)
V ∗, (2)
where U ∈ Qm×m and V ∈ Qn×n are unitary, and Σr = diag{σ1, · · · , σr} is a real nonnegative
r × r diagonal matrix, with σ1 ≥ · · · ≥ σr as the singular values of A.
The 1-norm of A = (aij) is defined by ‖A‖1 =
∑m
i=1
∑n
j=1 |aij |. The∞-norm of A is defined
by ‖A‖∞ = maxi,j |aij|. The spectral norm of A is defined as ‖A‖S = max{σ1, · · · , σr}. The
nuclear norm of A is defined as ‖A‖∗ =
∑r
i=1 σi.
A color image dataset can be represented as a pure quaternion matrix
A = A1i + A2j + A3k ∈ Qm×n,
where A1, A2 and A3 are the three real m× n matrices.
We use Om×n to denote the zero matrix in Q
m×n.
More knowledge of quaternion matrices can be found in [10, 13, 14, 15].
3 The General Problem and The Prototype Problem
We consider matrix component vector X ≡ (W,Y, Z), where W ∈ Qm1×n1, Y ∈ Qm2×n2 and
Z ∈ Qm3×n3. We may consider matrix component vectors with more components. But three
components are enough for illustrating the problem. The general constrained optimization
problem of quaternion matrix variables has the following form
min {f(X) : hj(X) = 0, j = 1, · · · , p, gk(X) ≤ 0, k = 1, · · · , q} , (3)
where f, hj , gk : Q
m1×n1 ×Qm2×n2 ×Qm3×n3 → R, for j = 1, · · · , p and k = 1, · · · , q.
Denote H := Qm1×n1 ×Qm2×n2 ×Qm3×n3 .
Suppose that
W =W0 +W1i+W2j +W3k,
Y = Y0 + Y1i+ Y2j+ Y3k,
Z = Z0 + Z1i+ Z2j + Z3k,
where Wi ∈ Rm1×n1 , Yi ∈ Rm2×n2 and Zi ∈ Rm3×n3, for i = 0, 1, 2, 3. Then f, hj and gk for
j = 1, · · · , p and k = 1, · · · , q can be regarded as functions of Wi, Yi and Zi for i = 0, 1, 2, 3.
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We now make the following two different assumptions.
Weak Assumption The functions f, hj and gk for j = 1, · · · , p and k = 1, · · · , q are locally
Lipschitz continuous with respect to Wi, Yi and Zi for i = 0, 1, 2, 3.
In this case, we say that f, hj and gk for j = 1, · · · , p and k = 1, · · · , q are locally Lipschitz.
All the norms of quaternion matrices satisfy this assumption. We assume that all the real
functions of quaternion matrix variables satisfy the weak assumption.
Strong Assumption The functions f, hj and gk for j = 1, · · · , p and k = 1, · · · , q are
twice continuously differentiable with respect to Wi, Yi and Zi for i = 0, 1, 2, 3.
In this case, we say that f, hj and gk for j = 1, · · · , p and k = 1, · · · , q are twice contin-
uously differentiable. The squares of the Frobenius norms of quaternion matrices satisfy this
assumption.
We may make a middle assumption, i.e., assume that f, hj and gk for j = 1, · · · , p and
k = 1, · · · , q are continuously differentiable. From practical use, for simplicity, we only consider
weak and strong assumptions.
With this strong assumption, the general constrained optimization problem (3) can be solved
by standard optimization methods. This is somewhat tedious. In this paper, we attempt to
find some concise quaternion forms for studying (3).
We also have a prototype constrained optimization problem
min
{‖Y Z −W‖2F : WΩ = DΩ} , (4)
where W,D ∈ Qm×n, Y ∈ Qm×r and Z ∈ Qr×n, D is a quaternion dataset matrix, Ω denotes
the set of m × n quaternion matrices, W is the observed matrix, r is the upper bound of the
rank of the low rank decomposition Y Z to approximate W .
This constrained optimization problem arises from the color image inpainting problem [1].
Comparing with (3), for (4), we have m1 = m2 = m, n1 = n3 = n, n2 = m3 = r, p = |Ω|,
the cardinality of Ω, and q = 0. Clearly, (4) satisfies the general assumption.
We will use (4) as an example for the optimality conditions and algorithms we study for
(3).
4 R-Product, R-Linear Independence and First Order
Derivative
Suppose that A and E are two real matrices with the same dimension. For example, assume
that A = (aij) and E = (eij) are m × n real matrices. Define the R-product (real product) of
A and E as
A · E :=
m∑
i=1
n∑
j=1
aijeij .
Consider the matrix component vector space H ≡ Qm1×n1 ×Qm2×n2 ×Qm3×n3.
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Suppose that A ≡ (B,C,D) ∈ H and H ≡ (E, F,G) ∈ H. Assume that B = B0 + B1i +
B2j + B3k, · · · , G = G0 + G1i + G2j + G3k, where Bi, Ci, Di, Ei, Fi and Gi are real matrices
with corresponding dimensions. Define the R-product (real product) of A and H as
A ·H :=
3∑
i=0
(Bi · Ei + Ci · Fi +Di ·Gi).
For A ≡ (B,C,D) ∈ H and H ≡ (E, F,G) ∈ H, we may define the inner product of A and
H as
〈A,H〉 = 〈B,E〉+ 〈C, F 〉+ 〈D,G〉.
We have the following proposition.
Proposition 4.1. Suppose that A ≡ (B,C,D) ∈ H and H ≡ (E, F,G) ∈ H. Then the
R-product of A and H is the real part of 〈A,H〉.
Proof. Let
B = B0 +B1i+B2j+B3k, E = E0 + E1i+ E2j+ E3k,
Bi = (bpqi), Ei = (epqi),
for i = 0, 1, 2, 3. Then
〈B,E〉 = Tr(B∗E)
=
m1∑
p=1
n1∑
q=1
(bpq0 − bpq1i− bpq2j− bpq3k) (epq0 + epq1i + epq2j+ epq3k) .
We see that the real part of (bpq0 − bpq1i− bpq2j− bpq3k) (epq0 + epq1i+ epq2j+ epq3k) is
∑3
i=0 bpqiepqi.
This implies that the real part of 〈B,E〉 is ∑3i=0Bi · Ei. Hence, the real part of 〈A,H〉 is
A ·H.
This proposition reveals the meaning of the R-product. In Section 7, it connects our deriva-
tive concept with the subgradient concept of Jia, Ng and Song [3].
Suppose thatA(j) ≡ (A(j), B(j), C(j)) ∈ H for j = 1, · · · , p. We say that {A(j) : j = 1, · · · , p}
is R-linearly dependent if there are real numbers αj for j = 1, · · · , p such that some of them
are nonzero and
p∑
j=1
αjA
(j) = O.
Suppose that f(X) : H → R satisfies the weak assumption, with X = (W,Y, Z), and f is
differentiable at X with respect to Wi, Yi and Zi for i = 0, 1, 2, 3. Then we define the partial
derivatives and gradient of f at X as:
∂
∂W
f(X) =
∂
∂W0
f(X) +
∂
∂W1
f(X)i+
∂
∂W2
f(X)j+
∂
∂W3
f(X)k,
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∂∂Y
f(X) =
∂
∂Y0
f(X) +
∂
∂Y1
f(X)i+
∂
∂Y2
f(X)j+
∂
∂Y3
f(X)k,
∂
∂Z
f(X) =
∂
∂Z0
f(X) +
∂
∂Z1
f(X)i+
∂
∂Z2
f(X)j+
∂
∂Z3
f(X)k,
∇f(X) =
(
∂
∂W
f(X),
∂
∂Y
f(X),
∂
∂Z
f(X)
)
.
We see that ∇f(X) ∈ H.
Define the directional derivative of f at X = (W,Y, Z) ∈ H in the direction ∆X =
(∆W,∆Y,∆Z) ∈ H as
f ′(X;∆X) = lim
t→0
t∈R
f(X+ t∆X)− f(X)
t
.
Note that while the gradient of f is in H, the directional derivative of f is real. They are
connected via the R-product operation in H.
Proposition 4.2. Suppose that X = (W,Y, Z) ∈ H and ∆X = (∆W,∆Y,∆Z) ∈ H. Then
f ′(X;∆X) = ∇f(X) ·∆X.
Furthermore, if f satisfies the strong assumption, then we have
f(X+∆X) = f(X) +∇f(X) ·∆X+ o(‖∆X‖F ).
Proof. We may regard f(X) as a function of Wi, Yi and Zi, i = 0, 1, 2, 3. Then
f ′(X;∆X)
=
3∑
i=0
[
∂
∂Wi
f(X)∆Wi +
∂
∂Yi
f(X)∆Yi +
∂
∂Zi
f(X)∆Zi
]
= ∇f(X) ·∆X.
Furthermore,
f(X+∆X)− f(X)
=
3∑
i=0
[
∂
∂Wi
f(X)∆Wi + o(‖∆Wi‖) + ∂
∂Yi
f(X)∆Yi + o(‖∆Yi‖) + ∂
∂Zi
f(X)∆Zi + o(‖∆Zi‖)
]
= ∇f(X) ·∆X+ o(‖∆X‖F ).
Now, we may study the first order optimality conditions of (3).
Theorem 4.3. Suppose that the functions f, hj and gk for j = 1, · · · , p and k = 1, · · · , q satisfy
the strong assumption. Assume that X# =
(
W#, Y #, Z#
) ∈ H is an optimal solution of (3).
If {∇hj (X#) , j = 1, · · · , p}⋃{∇gk (X#) : gk(X#) = 0, 1 ≤ k ≤ q} (5)
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is R-linearly independent, then there are Langrangian multipliers λj, µk ∈ R for j = 1, · · · , p
and k = 1, · · · , q, such that
∇f (X#)+
p∑
j=1
λj∇hj
(
X#
)
+
p∑
k=1
µk∇gk
(
X#
)
= O, (6)
hj
(
X#
)
= 0, j = 1, · · · , p, (7)
gk
(
X#
) ≤ 0, µk ≥ 0, µkgk (X#) = 0, k = 1, · · · , q. (8)
Proof. Again, we may regard f, hj , gk for j = 1, · · · , p, k = 1, · · · , q as functions of Wi, Yi and
Zi, i = 0, 1, 2, 3. Then (5) is equivalent to linear independence constraint qualification of such
an optimization problem of Wi, Yi and Zi, i = 0, 1, 2, 3. Then from the first order optimality
condition for real constrained optimization, we have (6-8).
Note that the Langrangian multipliers are real numbers. We call X# ∈ H, which satisfies
(6), (7) and (8) with some Langrangian multipliers, a stationary point of (3). We may reduce
the R-linearly independence condition in Theorem 4.3 to other constraint qualifications for
nonlinear programs.
We now consider the prototype problem (4). Let f(X) ≡ ‖Y Z −W‖2F . Then by [1], we
have
∂
∂W
f(X) =W − Y Z, (9)
∂
∂Y
f(X) = (Y Z −W )Z∗, (10)
∂
∂Z
f(X) = Y ∗(Y Z −W ) (11)
and the following theorem.
Theorem 4.4. Assume that X# =
(
W#, Y #, Z#
) ∈ H is an optimal solution of (4). Then
X# is a stationary point of (4), i.e.,
W
#
ΩC
= (A#B#)ΩC ,(
A#B# −W#) (B#)∗ = Om×r,(
A#
)∗ (
A#B# −W#) = Or×n,
W
#
Ω = DΩ,
where ΩC is the complement set of Ω.
We now study the product rule and the chain rule of first order derivatives.
Theorem 4.5. Suppose that f(X), g(X) : H → R satisfies the strong assumption, with X =
(W,Y, Z). Then
∇(f(X)g(X)) = f(X)∇g(X) + g(X)∇f(X). (12)
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Proof. We have
∂
∂W
(f(X)g(X))
=
∂
∂W0
(f(X)g(X)) +
∂
∂W1
(f(X)g(X))i+
∂
∂W2
(f(X)g(X))j+
∂
∂W3
(f(X)g(X))k
=
[
f(X)
∂
∂W0
g(X) + g(X)
∂
∂W0
f(X)
]
+
[
f(X)
∂
∂W1
g(X) + g(X)
∂
∂W1
f(X)
]
i
+
[
f(X)
∂
∂W2
g(X) + g(X)
∂
∂W2
f(X)
]
j+
[
f(X)
∂
∂W3
g(X) + g(X)
∂
∂W3
f(X)
]
k
= f(X)
∂
∂W
g(X) + g(X)
∂
∂W
f(X).
Similarly, we have
∂
∂Y
(f(X)g(X)) = f(X)
∂
∂Y
g(X) + g(X)
∂
∂Y
f(X)
and
∂
∂Z
(f(X)g(X)) = f(X)
∂
∂Z
g(X) + g(X)
∂
∂Z
f(X).
Then
∇(f(X)g(X))
=
(
∂
∂W
(f(X)g(X)),
∂
∂Y
(f(X)g(X)),
∂
∂Z
(f(X)g(X))
)
=
(
f(X)
∂
∂W
g(X) + g(X)
∂
∂W
f(X), f(X)
∂
∂Y
g(X) + g(X)
∂
∂Y
f(X), f(X)
∂
∂Z
g(X) + g(X)
∂
∂Z
f(X)
)
= f(X)∇g(X) + g(X)∇f(X).
Similarly, we may prove the following theorem.
Theorem 4.6. Suppose that f(X) : H→ R satisfies the strong assumption, withX = (W,Y, Z),
and φ : R→ R is continuously differentiable. Then
∇φ(f(X)) = φ′(f(X))∇f(X). (13)
In [?], the Kurdyka- Lojasiewicz inequality was established for real functions of quaternion
matrix variables.
5 Second Order Derivative
Suppose that f(X) ≡ f(W,Y, Z) : H → R is twice continuously differentiable in the sense of
the strong assumption. Then the second order derivative of f exists. We first consider the
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second order partial derivatives of f . To make an example, we consider ∂
2
∂Y ∂W
f(X). It is more
convenient to consider ∂
2
∂Y ∂W
f(X)∆Y and ∂
2
∂Y ∂W
f(X)∆Y ·∆W .
Let ∂
∂W
f(X) be as considered in the last section. Let ∆Y ∈ Qm2×n2. Suppose that
∂
∂W
f(W,Y +∆Y, Z)− ∂
∂W
f(W,Y, Z) = φ(W,Y +∆Y, Z) + η(W,Y +∆Y, Z),
where φ is R-linear in ∆Y in the sense that for any α, β ∈ R and ∆Y (1),∆Y (2) ∈ Qm2×n2 ,
φ
(
W,Y + α∆Y (1) + β∆Y (2), Z
)
= αφ
(
W,Y + α∆Y (1), Z
)
+ βφ
(
W,Y + α∆Y (2), Z
)
,
and
η(W,Y +∆Y, Z) = o (‖∆Y ‖F ) ,
i.e.,
lim
‖∆Y ‖
F
→0
η(W,Y +∆Y, Z)
‖∆Y ‖F
= 0.
Then we have
∂2
∂Y ∂W
f(X)∆Y = φ(W,Y +∆Y, Z).
Later, we will see that we may use this approach to calculate ∂
2
∂Y ∂W
f(X)∆Y and ∂
2
∂Y ∂W
f(X)∆Y ·
∆W , for f defined by our prototype problem (4).
We may express the other second order partial derivatives of f similarly.
Proposition 5.1. Under the strong assumption, we have
∂2
∂Y ∂W
f(X)∆Y ·∆W = ∂
2
∂W∂Y
f(X)∆W ·∆Y,
∂2
∂Z∂W
f(X)∆Z ·∆W = ∂
2
∂W∂Z
f(X)∆W ·∆Z,
and
∂2
∂Y ∂Z
f(X)∆Y ·∆Z = ∂
2
∂Z∂Y
f(X)∆Z ·∆Y.
Proof. Let ∆W = ∆W0 +∆W1i+∆W2j+∆W3k ∈ Qm1×n1 and ∆Y = ∆Y0 +∆Y1i +∆Y2j+
∆Y3k ∈ Qm2×n2 . Then ∂2∂Y ∂W f(X)∆Y ·∆W and ∂
2
∂W∂Y
f(X)∆W ·∆Y are real. We have
∂2
∂Y ∂W
f(X)∆Y ·∆W =
3∑
i,j=0
∂2
∂Yi∂Wj
f(X)∆Yi ·∆Wj
=
3∑
i,j=0
∂2
∂Wj∂Yi
f(X)∆Wj ·∆Yi = ∂
2
∂W∂Y
f(X)∆W ·∆Y.
The other two equalities can be proved similarly.
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Then we may define ∇2f(X) by
1
2
∇2f(X)∆X ·∆X = ∂
2
∂Y ∂W
f(X)∆Y ·∆W + ∂
2
∂Z∂W
f(X)∆Z ·∆W + ∂
2
∂Y ∂Z
f(X)∆Y ·∆Z
+
1
2
∂2
∂W 2
f(X)∆W ·∆W + 1
2
∂2
∂Y 2
f(X)∆Y ·∆Y + 1
2
∂2
∂Z2
f(X)∆Z ·∆Z.
Here, ∆X = (∆W,∆Y,∆Z) ∈ H.
If 1
2
∇2f(X)∆X ·∆X ≥ 0 for any ∆X ∈ H, then we say that ∇2f is positive semi-definite
at X. If 1
2
∇2f(X)∆X ·∆X > 0 for any ∆X ∈ H and ∆X 6= O, then we say that ∇2f is
positive definite at X.
Proposition 5.2. Under the strong assumption, we have
f(X+∆X) = f(X) +∇f(X) ·∆X+ 1
2
∇2f(X)∆X ·∆X+ o(‖∆X‖2F ). (14)
Proof. Again, we may regard f(X) as a function of Wi, Yi and Zi, i = 0, 1, 2, 3. Then
f(X+∆X)− f(X)
=
3∑
i=0
[
∂
∂Wi
f(X)∆Wi +
∂
∂Yi
f(X)∆Yi +
∂
∂Zi
f(X)∆Zi
]
+
3∑
i,j=0
∂2
∂Yi∂Wj
f(X)∆Yi ·∆Wj
+
3∑
i,j=0
∂2
∂Zi∂Wj
f(X)∆Zi ·∆Wj +
3∑
i,j=0
∂2
∂Yi∂Zj
f(X)∆Yi ·∆Zj + 1
2
3∑
i,j=0
∂2
∂Wi∂Wj
f(X)∆Wi ·∆Wj
+
1
2
3∑
i,j=0
∂2
∂Yi∂Yj
f(X)∆Yi ·∆Yj + 1
2
3∑
i,j=0
∂2
∂Zi∂Zj
f(X)∆Zi ·∆Zj
+
3∑
i=0
[
o(‖∆Wi‖2F ) + o(‖∆Yi‖2F ) + o(‖∆Zi‖2F )
]
= ∇f(X) ·∆X+ 1
2
∇2f(X)∆X ·∆X+ o(‖∆X‖2F ).
We have (14).
We now consider the function f in the prototype problem (4). Then, we have the following
result.
Theorem 5.3. Suppose that f(X) ≡ ‖Y Z−W‖2F , whereW ∈ Qm×n, Y ∈ Qm×r and Z ∈ Qr×n.
Then,
∂2
∂W 2
f(X)∆W = ∆W, (15)
∂2
∂Y ∂W
f(X)∆Y = −∆Y Z, (16)
∂2
∂Z∂W
f(X)∆Z = −Y∆Z, (17)
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∂2
∂W∂Y
f(X)∆W = −∆WZ∗, (18)
∂2
∂Y 2
f(X)∆Y = ∆Y ZZ∗, (19)
∂2
∂Z∂Y
f(X)∆Z = (Y Z −X)(∆Z)∗ + Y (∆Z)Z∗, (20)
∂2
∂W∂Z
f(X)∆W = −Y ∗∆W, (21)
∂2
∂Y ∂Z
f(X)∆Y = (∆Y )∗(Y Z −X) + Y ∗(∆Y )Z, (22)
∂2
∂Y 2
f(X)∆Y = Y Y ∗∆Z. (23)
Proof. By (9), we have
∂
∂W
f(W,Y, Z) =W − Y Z.
Thus,
∂
∂W
f(W +∆W,Y, Z) =W +∆W − Y Z,
∂
∂W
f(W +∆W,Y, Z)− ∂
∂W
f(W,Y, Z) = ∆W.
This implies (15). By above, we also have
∂
∂W
f(W,Y +∆Y, Z) =W − (Y +∆Y )Z,
∂
∂W
f(W,Y +∆Y, Z)− ∂
∂W
f(W,Y, Z) = −∆Y Z.
This implies (16). The formulas (17-23) can be proved similarly.
We study the second order optimality conditions of (3) now.
Suppose that X# ∈ H is a stationary point of (3), i.e., there exist some Langrangian
multipliers λj , µk ∈ R for j = 1, · · · , p and k = 1, · · · , q, such that (6), (7) and (8) are satisfied.
Let
I(X#) =
{
k = 1, · · · , p : gk(X#) = 0
}
.
We say that ∆X ∈ H is in the critical cone C(X#) of (3) at X#, if
∇f(X#) ·∆X = 0, (24)
∇hj(X#) ·∆X = 0, for j = 1, · · · , p, (25)
∇gk(X#) ·∆X = 0, for k ∈ I(X#). (26)
We have the following theorems.
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Theorem 5.4. Suppose that the functions f, hj and gk for j = 1, · · · , p and k = 1, · · · , q satisfy
the strong assumption. Assume that X# =
(
W#, Y #, Z#
) ∈ H is an optimal solution of (3),
and (5) is R-linearly independent. Then for any ∆X ∈ H,
1
2
∇2f(X)∆X ·∆X ≥ 0.
Theorem 5.5. Suppose that the functions f, hj and gk for j = 1, · · · , p and k = 1, · · · , q satisfy
the strong assumption. Assume that X# =
(
W#, Y #, Z#
) ∈ H is a stationary point of (3),
and for any ∆X ∈ H,
1
2
∇2f(X)∆X ·∆X > 0.
Then X# is an optimal minimizer of (3).
By regarding f, hj, gk for j = 1, · · · , p, k = 1, · · · , q as functions of Wi, Yi and Zi, i =
0, 1, 2, 3, from the second order optimality necessary condition and sufficient condition for real
constrained optimization, we have Theorems 5.4 and 5.5.
6 Applications
6.1 The Least Squares Problem
The least squares problem is one of the most useful optimization problems in engineering. With
our quaternion calculus rules, we may give their solutions.
Proposition 6.1. Consider
min
Z∈Qr×n
h(Z) ≡ 1
2
‖Y Z −W‖2F +
λ
2
∥∥Z − Z¯∥∥2
F
, (27)
where λ > 0 is a regularization coefficient, Y ∈ Qm×r, Z, Z¯ ∈ Qr×n, and W ∈ Qm×n. Then the
solution of (27) is
Z = (Y ∗Y + λIr)
−1 (
Y ∗W + λZ¯
)
. (28)
Proof. We have Y Z −W + λ(Z − Z¯) =M0 +M1i+M2j+M3k, where
Problem (27) is actually a subproblem of the LRQD algorithm problem, presented in [1], to
solve the prototype problem (4).
7 Convex Functions of Quaternion Matrix Variables
Jia, Ng and Song [3] introduced subgradients of norms of quaternion matrix variables. Thus,
they studied convex functions of quaternion matrix variables.
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Suppose that f(X) : H → R. A natural definition for f to be convex is as follows. We say
that f is a convex function if for any X, Xˆ ∈ H, and any t ∈ R, 0 ≤ t ≤ 1, we have
f(tX+ (1− t)Xˆ) ≤ tf(X) + (1− t)f(Xˆ).
It is possible to use the modern convex analysis terminology, epigraphs, to define convex func-
tions of quaternion matrix variables. Here, we use the classical definition to make the definition,
such that it is more convenient for engineering readers.
Then, a question is: Is f a convex function if and only if f is convex when f is regarded as
a function of Wi, Yi and Zi, i = 0, 1, 2, 3?
Proposition 7.1. Suppose that f(X) : H → R. Then f is a convex function if and only if f
is convex when f is regarded as a function of Wi, Yi and Zi, i = 0, 1, 2, 3.
Proof. Let X = (W,Y, Z) , Xˆ =
(
Wˆ , Yˆ , Zˆ
)
∈ H, t ∈ R and 0 ≤ t ≤ 1. Then
tX+ (1− t)Xˆ =
(
tW + (1− t)Wˆ , tY + (1− t)Yˆ , tZ + (1− t)Zˆ
)
,
tW + (1− t)Wˆ
=
(
tW0 + (1− t)Wˆ0
)
+
(
tW1 + (1− t)Wˆ1
)
i +
(
tW2 + (1− t)Wˆ2
)
j +
(
tW3 + (1− t)Wˆ3
)
k,
tY + (1− t)Yˆ
=
(
tY0 + (1− t)Yˆ0
)
+
(
tY1 + (1− t)Yˆ1
)
i+
(
tY2 + (1− t)Yˆ2
)
j+
(
tY3 + (1− t)Yˆ3
)
k,
tZ + (1− t)Zˆ
=
(
tZ0 + (1− t)Zˆ0
)
+
(
tZ1 + (1− t)Zˆ1
)
i+
(
tZ2 + (1− t)Zˆ2
)
j +
(
tZ3 + (1− t)Zˆ3
)
k.
From here, we may conclude that f is a convex function if and only if f is convex when f is
regarded as a function of Wi, Yi and Zi, i = 0, 1, 2, 3.
We now define subgradients and subdifferentials by R-product. Suppose that f(X) : H→ R,
and X¯ =
(
W¯ , Y¯ , Z¯
) ∈ H. Let G = (A,B,C) ∈ H. We say that G is a subgradient of f at X¯ if
for any X = (W,Y, Z) ∈ H, we have
f(X) ≥ f(X¯) +G · (X− X¯).
The set of all subgradients of f at X¯ is called the subdifferential of f at X¯ and denoted as
∂f(X¯).
This definition is slightly different from the definition of Jia, Ng and Song [3] in face. They
used the real part of the inner product of G and X − X¯, instead of their R-product here.
By Proposition 4.1, these two definitions are the same. This also reveals that the subgradient
concept introduced in [3] cab be regarded as subgradients of the norms of real matrix variables.
From Proposition 7.1, the definition of R-product and the knowledge of convex functions of
real variables, we have the following proposition.
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Proposition 7.2. Suppose that f(X) : H → R is a convex function. Then for any X¯ =(
W¯ , Y¯ , Z¯
) ∈ H, the subdifferential ∂f(X¯) is a nonnempty, convex and compact set in H. The
subdifferential ∂f(X¯) is a singleton if and only if f is differentiable at X¯. In this case, ∇f(X¯)
is the unique subgradient of f at X¯.
By Proposition 7.1 and the knowledge of convex functions of real variables, we have the
following proposition.
Proposition 7.3. Suppose that f(X) : H → R satisfies the strong assumption. Then f is
convex if and only if ∇2f is positive semi-definite at any X ∈ H.
8 Final Remarks
In this paper, we introduce first and second order derivatives of real functions of quaternion
matrix variables, and established their calculation rules. Our approach is consistent with the
subgradient concept for norms of quaternion matrix variables introduced in [3]. We estab-
lished first and second order optimality conditions for constrained optimization problems of
real functions in quaternion matrix variables. Optimization methods can be developed based
upon these. We hope that they can be useful for people working with optimization models
involving quaternion matrices.
One key tool of our approach is the R-product. It turns out that the R-product of two
quaternion matrices is equal to the real part of the inner product of these two quaternion
matrices. This is not by chance. As we may form a third order real tensor to a quaternion
matrix, there is also an inverse reaction to make the operation results of quaternion matrices
to the real field, such as singular values and R-products.
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