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Motivated by the physics of Pr-based cobaltites, we study the effect of the external magnetic field
in the hole-doped two-band Hubbard model close to instabilities toward the excitonic condensation
and ferromagnetic ordering. Using the dynamical mean-field theory we observe a field-driven sup-
pression of the excitonic condensate. The onset of a magnetically ordered phase at the fixed chemical
potential is accompanied by a sizable change of the electron density. This leads us to predict that
Pr3+ abundance increases on the high-field side of the transition.
I. INTRODUCTION
The proximity of the Co3+ ionic state in LaCoO3 and
related compounds to the spin-state transition gives rise
to a number of unusual physical properties, which have
continued to attract attention for over 50 years. The
small energy gap separating spinful excitations from the
singlet [low-spin (LS)] ground state of Co3+ ion leads to
a broad crossover of LaCoO3 from a nonmagnetic insula-
tor to a paramagnetic Curie-Weiss insulator (and, even-
tually, metal) with increasing temperature. The ther-
mal population of the excited atomic multiplets of Co
leaves numerous signatures in spectroscopy, e.g., in va-
lence photoemission [1] or Co L-edge x-ray absorption [2],
or results in anomalous expansion of Co-O bonds. Gen-
erally, it is accepted that at elevated temperatures the
atomic states of Co, LS, high spin (HS), or intermediate
spin (IS), acquire fractional populations. In materials
where the spin-state transition is complete, it is usually
of the first-order type accompanied by an abrupt volume
change [3]. In some cases, the metal-insulator transition
takes place simultaneously [4–6].
Materials from the (Pr1−yLny)xCa1−xCoO3 (PCCO)
family, where Ln is a trivalent ion (Ln=Y, Sm, Gd, etc.),
undergo a transition from a high-temperature Curie-
Weiss metal to a low-temperature insulator without Co
local moments signature for x ≥ 0.5. Unlike the broad
crossover of LaCoO3, a sharp peak in the specific heat
clearly points to the collective nature of the transition in
PCCO [7–9]. The high-T phase of PCCO corresponds to
a heavily hole-doped cobaltite, with Co formal valence
3 + x. The Pr3+ to Pr4+ valence transition observed
simultaneously with other changes of physical charac-
teristics puts the low-T phase much closer to the Co3+
formal valence. The PCCO transitions lack the anoma-
lous change of the Co-O bond length [10] and some x-ray
absorption signature of the spin-state crossover [11] ob-
served in LaCoO3. Most importantly, the low-T phase of
PCCO breaks the time-reversal symmetry as reflected
in the splitting of the Kramers ground state of Pr4+
ions [9, 12, 13]. These observations indicate that PCCO
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does not undergo a crossover between different physical
regimes as does LaCoO3, but a phase transition with
spontaneous symmetry breaking.
Kunesˇ and Augustinsky´ [14] proposed that PCCO un-
dergoes a condensation of spinful excitons, similar to ex-
citonic magnetism [15–18] reported in d4 ruthenates [19].
In a material with a singlet atomic ground state and a
small excitation energy of the lowest spinful multiplet, in-
teratomic exchange processes give rise to a global ground
state with spontaneously broken symmetry — excitonic
condensate (EC). In the condensate, the low-energy
atomic states form a coherent superposition, which dis-
tinguishes it from a normal state with fractional atomic
state populations due to thermal excitations. Dynam-
ical mean-field theory (DMFT) calculations for a sim-
plified two-orbital model and material-specific density-
functional (LDA+U) calculations [14] captured the es-
sentials of the PCCO physics, including metal-insulator
transition, vanishing Curie-Weiss response of Co ions,
connection to the Pr valence transition, and the splitting
of the Pr4+ ground-state doublet.
The ultimate proof of the EC scenario for the PCCO
may come from the two-particle excitation spectra. Ya-
maguchi et al. [20] observed the excitonic instability
and computed the spin excitation spectra in a realistic
five-orbital model using the weak-coupling Hartree-Fock
and random phase approximations. Nasu et al. [21] ob-
tained the mean-field phase diagram and the excitation
spectrum in the linear spin-wave approximation for the
strong-coupling limit of the two-orbital Hubbard model.
The experimental investigations are highly desirable.
Recently, the high-field experiments on PCCO [22, 23]
revealed that the low-temperature phase is suppressed
by magnetic field. In Refs. [24, 25] the effect of magnetic
field was studied in the two-orbital model in the vicin-
ity of excitonic instability and it was shown that a large
enough field induces the excitonic condensation (that was
consistent with the experiment [26] in LaCoO3). How-
ever, this observation appears to contradict the excitonic
scenario for PCCO. The purpose of this paper is to show
that it is not the case.
2II. MODEL AND COMPUTATIONAL METHOD
In order to focus on the essential physics as well as to
reduce the computational effort, we use a minimal two-
band Hubbard model (2BHM) on square lattice. Nu-
merous studies of 2BHM revealed excitonic instability
for suitable parameters at half-filling, n = 2 [21, 27–32].
Doping suppresses the excitonic condensate [17, 33, 34]
and turns it into a paramagnetic metal at some critical
charge density. Pushing the doping further, one eventu-
ally arrives at a ferromagnetic (FM) phase [35]. By mod-
erate changes of the model parameters from Ref. [33] (in-
creasing the interaction strength U and the bands asym-
metry), the excitonic and the ferromagnetic regions can
be expanded such that they come into contact. This is
the parameter regime we address.
The Pr ions play an important role in the physics of
PCCO providing a charge reservoir for the active Co-
derived bands. The delicate balance between the Pr3+
and Pr4+ valence states fixes the chemical potential of
the Co d bands.
The Hamiltonian of the two-orbital model in an exter-
nal magnetic field B reads
H =
∑
αβ
tαβ
∑
〈ij〉σ
(c†iασcjβσ +H.c.)
+
∑
i
H
(i)
int +
∑
iασ
(σB + ǫα)niασ, (1)
where c†iασ (ciασ) are fermionic operators creating (anni-
hilating) an electron with the spin z projection σ = ±1
on the orbital α = {a, b} at the lattice site i. The oper-
ator niασ = c
†
iασciασ denotes the corresponding density.
The external magnetic field B is assumed to act on the
spin only. The zero-field on-site energies, ǫa = µ and
ǫb = µ − ∆, contain the chemical potential µ and the
crystal-field splitting ∆. The 2×2 symmetric matrix tαβ
contains of the nearest-neighbor hopping amplitudes on
a square lattice. The local interaction part H
(i)
int is chosen
to have only density-density contributions,
H
(i)
int = U
∑
α
niα↑niα↓ + (U − 2J)
∑
σ
niaσnib−σ
+(U − 3J)
∑
σ
niaσnibσ. (2)
We use DMFT [36] with the continuous-time quantum
Monte Carlo hybridization-expansion (CT-HYB) impu-
rity solver [37, 38] and off-diagonal hybridization, which
allows description of the ordered EC state [33, 39].
The excitonic phase under study is characterized by
the uniform order parameter φ =
∑
σσ′ τσσ′ 〈c
†
iaσcibσ′ 〉,
where τ = (τx, τy, τz) are the Pauli matrices. With the
present restriction to density-density interactions, φ is
confined in the xy plane, thus we compute its helical
components φ+ = 〈c†ia↑cib↓〉 and φ
− = 〈c†ia↓cib↑〉. In ad-
dition, we follow the magnetization m =
∑
σα σ 〈niασ〉
and the electron density n =
∑
σα 〈niασ〉. We point out
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FIG. 1. Phase diagram of the model, including polar EC
(PEC), ferromagnetic EC (FMEC), ferromagnetic (FM), and
paramagnetic (PM) phases at zero magnetic field. The de-
pendence n(µ, T ) is shown by means of contour lines. The
phase boundaries below 97 K are obtained from extrapola-
tion. The Hubbard parameters (given in units of eV) are
∆ = 3.2, U = 5, J = 1, taa = 0.4284, tbb = −0.1466, and
tab = 0.02.
that the orientation of the magnetic field along the z axis
is consistent with the xy-plane orientation of the EC or-
der parameter. In a rotationally symmetric setting, the
order parameter φ orients itself perpendicular to an ex-
ternal field, similarly to the behavior of antiferromagnetic
polarization (i.e., forming the canted configuration) in
magnetic field.
III. RESULTS AND DISCUSSION
First, we discuss the phase diagram in the absence
of an external field shown in Fig. 1. Besides the nor-
mal paramagnetic (PM) phase, we observe two distinct
EC phases, the polar (PEC) and ferromagnetic (FMEC)
condensates [40, 41], and the conventional ferromag-
netic phase. We observe continuous phase transitions at
FM/FMEC and PEC/PM boundaries. The PEC/FMEC
transition is of the first order due to charge separation
(see also Ref. [33] for details). This is reflected in the
collapse of constant-density contours onto the single line
in Fig. 1. The jump in the charge density n and mag-
netization m at the transition is shown in Fig. 2(a). A
stepwise change of magnetization is observed also at the
PM/FM and PM/FMEC transitions [see Fig. 2(b)]. The
lines of constant density in Fig. 1 indicate that at a con-
stant chemical potential the electron density increases
with T → 0 on the lightly doped (right) side, while the
behavior is opposite on the heavily doped (left) side of the
diagram. This originates from different physical require-
ments for optimal dopings: the PEC phase is most stable
at stoichiometric filling (n = 2), while the FM phase re-
quires a large number of mobile carriers necessary for sta-
bilization of the double-exchange mechanism (n . 1.5).
Therefore, in the intermediate (FMEC) regime we ob-
serve the corresponding change in the temperature be-
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FIG. 2. Dependencies of the electron density n and the mag-
netization m on the chemical potential µ at T = 193 K (a),
and dependencies of the magnetization at different µ on the
temperature T (b). Other Hubbard parameters are taken the
same as in Fig. 1.
havior of the constant-density lines.
Discussing the symmetry aspects of the phase diagram
in Fig. 1, it is instructive to assume that the model has
full SU(2) spin-rotational symmetry. Breaking of contin-
uous symmetries has observable consequences in Nambu-
Goldstone (NG) modes between the various phases. Fol-
lowing the analysis of Refs. [21, 42, 43], the PEC phase
has a residual U(1) symmetry and breaks two generators
with vanishing expectation value of their commutator.
The FMEC phase has no residual continuous symmetry
and thus breaks all three generators with one nonzero
commutator (more precisely, the matrix of commutators
has a rank 2). The FM phase has U(1) residual symmetry
and breaks two generators with finite expectation value
of their commutator. Therefore, there are two NG modes
with linear dispersion in the PEC phase, one linear and
one quadratic NG mode in the FMEC phase, and one
quadratic NG mode in the FM phase [43].
Next, we discuss the effect of magnetic field B. The
calculations were performed for several chemical poten-
tials µ close to the boundary of the PEC phase. At low
temperatures we observe a first-order transition from the
PEC′ to FMEC′ phase (not distinguished by symmetry
at B 6= 0) with increasing field B followed by a contin-
uous transition to the normal state (see Fig. 3). The
latter transition is distinguished by symmetry at any
B. The first-order transition is accompanied by a step-
wise increase of m and drop of the electron density n, as
well as a small hysteresis (see Fig. 4). The change from
FMEC’ to normal phase leaves only a moderate kink in
the m(B) and n(B) dependencies. At higher tempera-
tures the PEC’/FMEC’ transition turns into a crossover
as shown in Fig. 5. Similarly to the experiment [23],
we observe a decrease of critical field with temperature,
dBc/dT < 0.
Finally, we briefly comment on the shape of the mag-
netization curves. The concave m(B) dependence at low
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FIG. 3. B-T phase diagrams for three chemical potential
values, µ = 2.42 eV (a), µ = 2.44 eV (b), and µ = 2.48 eV
(c). Other Hubbard parameters are taken the same as in
Fig. 1.
B, particularly clear when Bc is small, is in contrast to
the behavior of an isolated atom with the LS ground state
and thermally populated HS states, which leads to convex
m(B) dependence (becoming almost linear at tempera-
tures comparable to the HS excitation energy). While
other explanations, e.g., surface or impurity magnetism,
are possible, we point out that similar nonlinearities can
also be noticed in the experimental data [23].
The simplified model has necessarily limitations in de-
scribing real PCCO. In particular, the extent or pres-
ence of FMEC is exaggerated. Using a more realistic
(and computationally demanding) form of the interac-
tion Hamiltonian including the spin-flip and pair-hopping
terms is likely to suppress the extent of the FMEC phase,
possibly placing the first-order transition directly be-
tween the PEC and FM phases. The lattice response
present in the real material is likely to enhance the hys-
teretic behavior. However, two observations are general.
First, an external magnetic field suppresses the EC phase
with the consequences such as the onset of metallic con-
duction. Second, the suppression of EC in a system with
fixed chemical potential leads to substantial change of
the electron density. Therefore, we predict that the field-
induced transition in PCCO is accompanied by Pr4+ to
Pr3+ valence transition. Although similar behavior is
observed in the temperature-driven transition, this pre-
diction is nontrivial. This is because a magnetic field
acting on the Pr ions subject to a fixed ligand field leads
to an opposite effect, i.e., it favors the spinful Pr4+ state
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FIG. 4. Dependencies of magnetization m, electron den-
sity n, and EC order parameters φ± at constant tempera-
ture (T = 145 K) and different chemical potential values
(µ = 2.42, 2.44, 2.46 eV). Other Hubbard parameters are
taken the same as in Fig. 1.
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FIG. 5. Dependencies of magnetization at different temper-
atures for two chosen chemical potential values: µ = 2.42 eV
(a) and µ = 2.44 eV (b). Other Hubbard parameters are taken
the same as in Fig. 1.
rather than Pr3+ with the singlet ground state.
IV. CONCLUSIONS
We have studied the suppression of the excitonic con-
densate by magnetic field in the two-band Hubbard
model. The observed behavior qualitatively agrees with
the experiments on PCCO. We have shown that the field-
induced transition at a fixed chemical potential is ac-
companied by a substantial change of the electron den-
sity. Therefore, we predict that the field-driven suppres-
sion of the EC state results in the Pr4+ to Pr3+ valence
crossover.
ACKNOWLEDGMENTS
The authors thank A. Hariki and P. Nova´k for fruit-
ful discussions. This work has received funding from
the European Research Council (ERC) under the Euro-
pean Union’s Horizon 2020 research and innovation pro-
gram (Grant Agreement No. 646807-EXMAG). Access
to computing and storage facilities owned by parties and
projects contributing to the National Grid Infrastructure
MetaCentrum, provided under the program “Projects of
Large Infrastructure for Research, Development, and In-
novations” (LM2010005), and the Vienna Scientific Clus-
ter (VSC) is greatly appreciated.
[1] T. Saitoh, T. Mizokawa, A. Fujimori,
M. Abbate, Y. Takeda, and M. Takano,
Phys. Rev. B 55, 4257 (1997).
[2] M. W. Haverkort, Z. Hu, J. C. Cezar, T. Burnus, H. Hart-
mann, M. Reuther, C. Zobel, T. Lorenz, A. Tanaka, N. B.
Brookes, H. H. Hsieh, H.-J. Lin, C. T. Chen, and L. H.
Tjeng, Phys. Rev. Lett. 97, 176405 (2006).
[3] P. Gu¨tlich and H. Goodwin, Spin Crossover in Transition
Metal Compounds II (Springer, New York, 2004).
[4] C. S. Yoo, B. Maddox, J.-H. P. Klepeis, V. Iota,
W. Evans, A. McMahan, M. Y. Hu, P. Chow, M. So-
mayazulu, D. Ha¨usermann, R. T. Scalettar, and W. E.
Pickett, Phys. Rev. Lett. 94, 115502 (2005).
[5] A. G. Gavriliuk, V. V. Struzhkin, I. S. Lyubutin,
S. G. Ovchinnikov, M. Y. Hu, and P. Chow,
Phys. Rev. B 77, 155112 (2008).
[6] J. Kunesˇ, A. V. Lukoyanov, V. I. Anisimov, R. T. Scalet-
tar, and W. E. Pickett, Nat. Mater. 7, 198 (2008).
5[7] S. Tsubouchi, T. Kyoˆmen, M. Itoh, P. Ganguly,
M. Oguni, Y. Shimojo, Y. Morii, and Y. Ishii,
Phys. Rev. B 66, 052418 (2002).
[8] S. Tsubouchi, T. Kyoˆmen, M. Itoh, and M. Oguni,
Phys. Rev. B 69, 144406 (2004).
[9] J. Hejtma´nek, Z. Jira´k, O. Kaman, K. Kn´ızˇek,
E. Sˇantava´, K. Nitta, T. Naito, and H. Fujishiro,
Eur. Phys. J. B 86, 305 (2013).
[10] T. Fujita, T. Miyashita, Y. Yasui, Y. Kobayashi, M. Sato,
E. Nishibori, M. Sakata, Y. Shimojo, N. Igawa, Y. Ishii,
K. Kakurai, T. Adachi, Y. Ohishi, and M. Takata,
J. Phys. Soc. Jpn. 73, 1987 (2004).
[11] J. Herrero-Mart´ın, J. L. Garc´ıa-Mun˜oz, K. Kvashnina,
E. Gallo, G. Sub´ıas, J. A. Alonso, and A. J. Baro´n-
Gonza´lez, Phys. Rev. B 86, 125106 (2012).
[12] J. Hejtma´nek, E. Sˇantava´, K. Kn´ızˇek, M. Marysˇko,
Z. Jira´k, T. Naito, H. Sasaki, and H. Fujishiro,
Phys. Rev. B 82, 165107 (2010).
[13] K. Kn´ızˇek, J. Hejtma´nek, M. Marysˇko, P. Nova´k,
E. Sˇantava´, Z. Jira´k, T. Naito, H. Fujishiro, and C. de la
Cruz, Phys. Rev. B 88, 224412 (2013).
[14] J. Kunesˇ and P. Augustinsky´,
Phys. Rev. B 90, 235112 (2014).
[15] L. V. Keldysh and Y. V. Kopaev, Sov. Phys. Solid State
6, 2219 (1965).
[16] B. Halperin and T. Rice, in Solid State Physics , Vol. 21,
edited by D. T. Frederick Seitz and H. Ehrenreich (Aca-
demic Press, New York, 1968) pp. 115–192.
[17] L. Balents, Phys. Rev. B 62, 2346 (2000).
[18] G. Khaliullin, Phys. Rev. Lett. 111, 197201 (2013).
[19] A. Jain, M. Krautloher, J. Porras, G. H. Ryu, D. P.
Chen, D. L. Abernathy, J. T. Park, A. Ivanov,
J. Chaloupka, G. Khaliullin, B. Keimer, and B. J. Kim,
Nat. Phys. 13, 633 (2017).
[20] T. Yamaguchi, K. Sugimoto, and Y. Ohta,
J. Phys. Soc. Jpn. 86, 043701 (2017).
[21] J. Nasu, T. Watanabe, M. Naka, and S. Ishihara,
Phys. Rev. B 93, 205136 (2016).
[22] T. Naito, H. Fujishiro, T. Nishizaki, N. Kobayashi,
J. Hejtma´nek, K. Kn´ız´ek, and Z. Jira´k,
J. Appl. Phys. 115, 233914 (2014).
[23] A. Ikeda, S. Lee, T. T. Terashima, Y. H.
Matsuda, M. Tokunaga, and T. Naito,
Phys. Rev. B 94, 115129 (2016).
[24] A. Sotnikov and J. Kunesˇ, Sci. Rep. 6, 30510 (2016).
[25] T. Tatsuno, E. Mizoguchi, J. Nasu, M. Naka, and S. Ishi-
hara, J. Phys. Soc. Jpn. 85, 083706 (2016).
[26] A. Ikeda, T. Nomura, Y. H. Matsuda, A. Matsuo,
K. Kindo, and K. Sato, Phys. Rev. B 93, 220401 (2016).
[27] F. X. Bronold and H. Fehske,
Phys. Rev. B 74, 165107 (2006).
[28] P. M. R. Brydon and C. Timm,
Phys. Rev. B 80, 174401 (2009).
[29] T. Kaneko, K. Seki, and Y. Ohta,
Phys. Rev. B 85, 165135 (2012).
[30] J. Kunesˇ, J. Phys. Condens. Matter 27, 333201 (2015).
[31] S. Hoshino and P. Werner,
Phys. Rev. B 93, 155161 (2016).
[32] T. Kaneko and Y. Ohta,
Phys. Rev. B 94, 125127 (2016).
[33] J. Kunesˇ, Phys. Rev. B 90, 235140 (2014).
[34] J. Kunesˇ and D. Geffroy,
Phys. Rev. Lett. 116, 256403 (2016).
[35] This phase is adiabatically connected to the double-
exchange regime at filling n = 1 + δ.
[36] A. Georges, G. Kotliar, W. Krauth, and M. J. Rozen-
berg, Rev. Mod. Phys. 68, 13 (1996).
[37] P. Werner, A. Comanac, L. de’ Medici, M. Troyer, and
A. J. Millis, Phys. Rev. Lett. 97, 076405 (2006).
[38] E. Gull, A. J. Millis, A. I. Lichtenstein,
A. N. Rubtsov, M. Troyer, and P. Werner,
Rev. Mod. Phys. 83, 349 (2011).
[39] J. Kunesˇ and P. Augustinsky´,
Phys. Rev. B 89, 115134 (2014).
[40] T.-L. Ho, Phys. Rev. Lett. 81, 742 (1998).
[41] T. Ohmi and K. Machida,
J. Phys. Soc. Jpn. 67, 1822 (1998).
[42] E. Bascones, A. A. Burkov, and A. H. MacDonald,
Phys. Rev. Lett. 89, 086401 (2002).
[43] H. Watanabe and H. Murayama,
Phys. Rev. Lett. 108, 251602 (2012).
