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ABSTRACT
We study evolution of a hierarchical four-body (2+2) system composed by a pair
of mass-transferring white dwarf binaries. Applying a simplified model around the
synchronous state of two inner orbital periods, we newly find that the four body system
could settle down to a limit cycle with a small period gap. The period gap generates
an amplitude variation of emitted gravitational waves, as a beat effect. Depending on
model parameters, the beat period could be 1-10yr and a large amplitude variation
might be observed by space gravitational-wave detectors.
Key words: gravitational waves – celestial mechanics – stars: binaries: close – stars:
kinematics and dynamics
1 INTRODUCTION
Synchronization phenomena have been widely observed in
various research fields, including physics, chemistry and bi-
ology (Pikovsky et al. 2003). So far, sound waves had been a
quite efficient messenger for identifying synchronized states.
For example, in 1665, Huygens discovered a synchroniza-
tion capture of two coupled pendulum-clocks emitting tick-
ing sounds. The emergence of synchronized clapping is an-
other well-known example related to sound waves (Ne´da et
al. 2000).
After the detection of GW150914 by advanced-LIGO,
gravitational wave measurements have rapidly become a
powerful tool for physics and astronomy (Abbott et al.
2016). In general, binaries are considered to be promising
sources of gravitational radiation in broad frequency regime.
In the context of gravitational wave astronomy, Seto (2018)
studied possibility of synchronization capture for hierarchi-
cal four-body (2+2) system composed by two inner binaries
(see also Breiter & Vokrouhlicky´ 2018; Tremaine 2020 for
resonant interactions between inner binaries). He pointed
out that mass-transferring white dwarf (WD) binaries (AM-
CVn stars) could be intriguing systems for realizing a syn-
chronized state in the LISA band. This is because of the
self-regulated nature of their mass transfers. More specifi-
cally, in contrast to a binary effectively formed by two point
masses (e.g. binary black holes), the time-dependent mass
transfer rate can efficiently soften the response of inner an-
gular velocity to externally added torque. Seto (2018) also
found that, after the synchronization capture, the luminos-
ity of gravitational radiation will decrease significantly, due
to the phase cancellation of the two coupled wave sources.
Furthermore, a parasitic relation between the two binaries
will be a likely outcome, and one of the two binaries seizes
angular momentum from the other, with the assistance of
the synchronization.
LISA is expected to detect 103-104 isolated mass-
transferring WD binaries (Nelemans, Yungelson & Portegies
Zwart 2004). One might be further interested in the forma-
tion scenarios of a hierarchical 2+2 system composed by two
WD binaries. In the main sequence stage, for nearby solar-
type (F and G) dwarfs, the fraction of hierarchical 2+2 sys-
tems is estimated to be∼ 4% of the total systems (Tokovinin
2014; see also Raghavan et al. 2010). The observed multiplic-
ity fraction is known to be generally higher for more massive
stars such as the O-type stars (Sana et al. 2013). However,
during the stellar evolution, we need significant shrinkages of
the inner and outer orbits to make the compact 2+2 systems
as studied in Seto (2018) and also in this paper.
In the case of an isolated WD binary, the common-
envelope (CE) phase is considered to be important for its
orbital contraction. But, its basic physical processes are not
well understood at present (for reviews see e.g. Iben & Livio
1993; Taam & Sandquist 2000). Compared with binaries, the
effects of the CE phases would be much more complicated
for triple and quadrupole systems (for triple systems, see
e.g. de Vires et al. 2014, Toonen et al. 2016; Glanz & Perets
2020). From a pessimistic perspective, there is a possibility
that, in many cases, the 2+2 structure might not be main-
tained during the CE phases (as naively speculated from
Glanz & Perets 2020). But, considering the large uncertain-
ties, it would be currently difficult to make solid discussions
on the roles of the CE phases for 2+2 systems.
In this paper, as in Seto (2018), we rather concentrate
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Figure 1. The geometry of dual mass-transferring WD-WD bi-
naries (p: primary and s: secondary) aligned on the same plane.
The gray circles show the lighter components in the two binaries
(mp2 andms2) corresponding to the donors of mass transfers. The
orientation angles φp and φs are measured relative to the fixed di-
rection (thick solid line). We define the relative angle ∆ ≡ φs−φp.
The outer orbital distance is d and the inner semi-major axes are
given by ap and as. The three orbits are assumed to be circular.
on the evolution of coupled two mass-transferring WD bina-
ries only around the synchronization states. To extract es-
sential degrees of freedom and keep robustness of our discus-
sion, we use a very simple model for conservative mass trans-
fers, based on Paczyn´ski (1967) and Paczyn´ski & Sienkiewicz
(1972). We exclude all the details added in later studies (e.g.
spin effects).
In this paper, as contrasted to the synchronization cap-
ture studied in Seto (2018), we newly report the existence
of a limit cycle for gravitationally coupled two WD binaries.
In this state, the two binaries keep slightly different angular
velocities and periodically change gravitational wave lumi-
nosity as a beat effect. Depending on model parameters, the
beat period could become 1-10 yr and might be actually ob-
served by space gravitational-wave interferometers such as
LISA, TianQin and Taiji.
2 BASIC EQUATIONS
We study evolution of a hierarchical four-body system com-
posed by two mass-transferring WD binaries, as illustrated
in Fig. 1. We assume that the three (one outer and two in-
ner) orbits are circular and aligned on the same plane (see
also Fang, Thompson, & Hirata 2017; Hamers & Lai 2017;
Fragione & Kocsis 2019 for possible effects of inclination).
We put the total masses of the two binaries by Mp (p: pri-
mary) and Ms (s: secondary) with Mp > Ms, and denote
their mutual distance by d (see Fig. 1). We use the angles
(φp, φs) to represent the orientations of the binaries relative
to a fixed direction (Fig. 1). Then, we define the relative ori-
entation angle ∆ ≡ φs − φp which plays an important role
in this paper.
This section is organized in the following order. In §2.1,
we describe our model for the inner orbits. In §2.2, we men-
tion coupling between the two binaries and present resonant
terms. In §2.3, we summarize differential equations used for
our numerical calculations. Then, in §2.4, we derive some
expressions that will be useful to interpret our numerical
results.
2.1 INNER BINARIES
In this subsection, we mainly discuss the primary binary, but
we will apply our results equally to the secondary binary,
after changing subscripts.
We put individual masses of the primary binary by mp1
andmp2 withmp1 > mp2 andMp = mp1+mp2. The reduced
mass is given by µp ≡ mp1mp2/Mp and the mass ratio by
qp ≡ mp2/mp1 < 1. With its semi-major axis ap, the orbital
angular velocity of the primary is given by
np ≡ φ˙p =
(
GMp/a
3
p
)1/2
, (1)
and its quadrupole moment is expressed as
µpa
2
p = G
2/3M5/3p n
−4/3
p (2)
with the chirp mass Mp ≡ µ
3/5
p M
2/5
p .
The orbital angular momentum of the primary binary
is written by
Jp = µp(GMpap)
1/2 = µpa
2
pnp. (3)
In the following, we deal with conservative mass transfer (i.e.
M˙p = m˙p1 + m˙p2 = 0). We will shortly explain a concrete
model for the rate m˙p2. From Eq. (3), we have
J˙p
Jp
=
1
2
a˙p
ap
+
m˙p2
mp2
(1− qp). (4)
The binary emits gravitational radiation mainly at the
wavelength λp = pic/np (frequency: np/pi). If the coupling
between the two binaries are negligible, the rate of angular
momentum loss is given by (e.g. Maggiore 2008)
(J˙p)gw = Ypp = −
32Ga4pn
5
pµ
2
p
5c5
. (5)
The associated timescale is given by
tgw,p ≡ −
[
(J˙p)gw
Jp
]−1
=
5c5
32G5/3M
5/3
p n
8/3
p
(6)
= 1.5× 108
(
Mp
0.133M⊙
)−5/3 ( np
0.005 s−1
)−8/3
yr.
Next, we move to discuss the mass transfer rate within
each binary. We follow Paczyn´ski (1967) and Paczyn´ski &
Sienkiewicz (1972) for the Roche lobe overflow within a
white dwarf binary. For the equation of state of WDs, we use
the polytropic model with the index 3/2 for non-relativistic
degenerate gas, and the mass-radius relation is given by
(i = 1, 2)
Rpi = 0.0126R⊙
(
mpi
1M⊙
)−1/3
(7)
(see e.g., Zapolsky & Salpeter 1969 for a more detailed mod-
eling). From Eq. (7), we have Rp2 > Rp1 and the lighter
c© 0000 RAS, MNRAS 000, 000–000
3component of the binary is the donor with m˙p2 < 0. We
estimate its Roche lobe radius by (Paczyn´ski 1967)
RLp2 =
2a
34/3
(
mp2
Mp
)1/3
. (8)
The mass transfer is stable for the condition
d(RLp2/Rp2)/dmp2 < 0 (for Jp =const) and this can
be simplified as qp = mp2/mp1 < 2/3 (see e.g. Paczyn´ski
1967; Solheim 2010). We use the mass transfer rate
m˙p2
mp2
= −2n
(
Rp2 −RLp2
Rp2
)3
θ(Rp2 −RLp2) (9)
given by the competition between RLp2 and Rp2 with the
step function θ(·) (Paczyn´ski & Sienkiewicz 1972; Webbink
1984, see also Marsh, Nelemans & Steeghs 2004). In fact, the
step function plays no role for most of our numerical calcula-
tions below (except for §3.2). It should be also noticed that,
in our study, as long as our modeling is valid, the compact
accreter is not necessarily a white dwarf. But, at least for
isolated binaries, LISA is likely to detect double white dwarf
binaries much more than binaries including neutron stars or
black holes (see e.g. Nelemans et al. 2001).
The stable and self-regulated mass transfer (9) is cru-
cially important for our study. It softens the response of
angular velocity np, against externally added torque, result-
ing in dynamically interesting phenomena. During the mass
transfer phase, the binary satisfies the relation
0 < Rp2 −RLp2 ≪ Rp2. (10)
Then, from Eqs. (1)(7) and (8) the donor mass mp2 is ap-
proximately given by the angular velocity np as
mp2 ≃ 0.036
( np
0.005 s−1
)
M⊙. (11)
For an isolated binary, at quasi-steady state of mass
transfer m¨p2 ≃ 0, we have (Gokhale, Peng & Frank 2007)
a˙p
ap
= −
2
3
n˙p
np
= −
2
3
m˙p2
mp2
=
(
1−
3
2
qp
)−1
t−1gw,p. (12)
In §3, we use this relation to set up the initial conditions for
our numerical calculations.
2.2 COUPLING BETWEEN TWO BINARIES
We now discuss gravitational coupling between two bina-
ries around the synchronization state ∆˙ = ns − np ≃ 0. We
extract the relevant resonant terms caused by the Newto-
nian tidal interaction and the gravitational radiation reac-
tion. The former is the leading order term of the conserva-
tive effects and the latter is that of the dissipative effects.
Throughout this paper, we assume that the four-body sys-
tem is in the near zone (d ≪ λp ≃ λs), and ignore the
time retardation for the couplings. We also put aside short-
duration terms that depend on rapidly changing angular
variables. But these terms might play certain roles in some
cases.
Due to the Newtonian tidal interaction with the sec-
ondary, the primary receives the following resonant torque
Tp =
9Ga2pa
2
sµpµs
16d5
sin(2∆). (13)
This expression is consistent with Tremaine (2020). The sec-
ondary receives the counter torque Ts = −Tp. Given the
conjugate structure of the variables, these terms are not di-
rectly related to the time variation of eccentricities (Murray
& Dermott 1999).
Next, we deal with the coupling between the two bina-
ries due to the gravitational radiation reaction. In most sit-
uations, such effect is totally negligible. But, for our systems
with d ≪ λp ≃ λs, the coherent nature could be exception-
ally workable. From the Burke-Thorne potential (Thorne
1969; Burke 1971; Maggiore 2008), the radiational torque
on the primary due to the secondary is estimated to be
Yps = −
32Ga2pa
2
sn
5
sµpµs
5c5
cos(2∆). (14)
Similarly, the secondary receives the following torque
Ysp = −
32Ga2sa
2
pn
5
pµpµs
5c5
cos(2∆). (15)
2.3 EQUATIONS FOR NUMERICAL STUDIES
In this subsection, for a preparation of numerical calcu-
lations, we summarize expressions provided so far. Here-
after, for notational conciseness, we put np = ns = n
(λp = λs = λ), unless the difference between np and ns
should be clarified.
First, we write down the total torque for each binary.
From Eqs. (5)(13)(14) and (15), we have
J˙p
Jp
=
Ypp + Yps + Tp
Jp
(16)
= −
1
tgw,s
[F + cos(2∆)−D sin(2∆)] (17)
J˙s
Js
=
Yss + Ysp + Ts
Js
(18)
= −
1
tgw,s
[1 + F cos(2∆) +DF sin(2∆)] (19)
for the primary and secondary. Here we introduced the fol-
lowing two parameters that will become important in the
rest of this paper
F ≡
(
Mp
Ms
)5/3
, (20)
D ≡
45c5n−5
29d5
=
45
512pi5
(
λ
d
)5
(21)
= 36.2
( n
0.005 s−1
)−5 ( d
0.12 AU
)−5
.
In the absence of the coupling terms, we have F = n˙p/n˙s > 1
for the two angular speeds. To reduce the encounter speed
∝ (F−1) and thereby enhance dynamical interaction around
the synchronization condition ∆˙ ∼ 0, we numerically study
the cases with 0 < F − 1 ≪ 1. Meanwhile, the parameter
D represents the strength of the Newtonian torque relative
to the radiative ones. Its prefactor 45/(512pi6) ∼ 3× 10−4 is
much smaller than unity. Considering the requirement λ≫
d, we mainly study the range D & 10.
We also need to take into account the orbital stability
for the four-body system. We apply the stability criterion
in Mardling & Aarseth (2001) by considering an effective
triple system composed the secondary binary (masses ms1
and ms2) and the third body of the primary’s total mass
c© 0000 RAS, MNRAS 000, 000–000
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Mp. Then, for Mp ∼ ms1 +ms2, we obtain the upper limit
for the coupling parameter
Dmax ∼ 6.0× 10
8
( n
0.005 s−1
)−5/3
. (22)
In what follows, we examine the regime D ≪ Dmax.
In our numerical calculations, we trace the time evo-
lution of the five variables ∆, ap, as, mp2 and ms2, using
the five differential equations below. From the balance of
angular momenta, we have
1
2
a˙p
ap
+
m˙p2
mp2
(1−qp) = −
1
tgw,s
[F+cos(2∆)−D sin(2∆)], (23)
1
2
a˙s
as
+
m˙s2
ms2
(1− qs) = −
1
tgw,s
[1 + F cos(2∆) +DF sin(2∆)].
(24)
From the definition of the relative angle ∆, we have
∆˙ = φ˙s − φ˙s =
(
GMs
a3s
)1/2
−
(
GMp
a3p
)1/2
. (25)
In addition, we use Eq. (9) for the mass transfer rate m˙p2
and a similar one for m˙s2.
2.4 ENERGY EQUATION
As in Seto (2018), an energy equation for ∆ is useful to
understand evolution of the coupled four-body system (see
also Goldreich & Peale 1968; Murray & Dermott 1999 for
another example). Here, we briefly discuss the basic aspects
of the energy equation. From Eq. (1), we have
∆¨ = n˙s − n˙p = −
3
2
n
(
a˙s
as
−
a˙p
ap
)
. (26)
In the right-hand side of this expression, we dropped a cor-
rection of O[(np − ns)/n]. Then, using Eqs. (23) and (24),
we obtain
∆¨ −
3n
tgw,s
[(1− F )(1− cos 2∆) +D(F + 1) sin 2∆]
= 3n
[
m˙s2
ms2
(1− qs)−
m˙p2
mp2
(1− qp)
]
. (27)
Multiplying ∆˙ and integrating with time, we obtain
1
2
∆˙2 + V (∆) = E(t), (28)
where the potential V (∆) is given by
V (∆) ≡
3n
2tgw,s
[
(F − 1)(2∆ − sin 2∆) +D(F + 1) cos 2∆
]
.
(29)
Here, we ignored the time variations of the parameters
(n, F,D, tgw,s), since we are interested in a time period much
shorter than tgw,s. Similarly, the total energy E(t) can be
evaluated by
E(t) = E(0)
+3n
∫ t
0
dt
[
m˙s2
ms2
(1− qs)−
m˙p2
mp2
(1− qp)
]
∆˙ (30)
with an integral constant E(0). This expression shows that
the total energy E(t) is changed by the mass transfers. For
numerical evaluation of E(t), we exclusively apply the left-
hand side of Eq. (28), and use Eq. (30) only for analytical
studies.
As mentioned earlier, we mainly analyze coupled bina-
ries with 0 < F − 1 ≪ 1 and D ≫ 1. For such parameters,
in Eq. (29), the local profile of the potential V (∆) is domi-
nated by the term ∝ D(F + 1) cos 2∆ with a small gradient
∝ 2(F − 1)∆.
3 NUMERICAL RESULTS
We now numerically study the time evolution of two mass-
transferring WD binaries, gravitationally coupled at the dis-
tance d. In this section, we assign various coupling param-
eters D, but unless otherwise stated, other conditions are
identical (except for the last paragraph in §3.4). More specif-
ically, we put (Mp,Ms) = (1.0M⊙, 0.9M⊙) and use the com-
mon initial conditions (at t = 0); ∆ = 0, ns = 5 × 10
−3s−1
and np = (1 + 2 × 10
−5)ns. We finely adjust the initial
donor masses (mp2,ms2) to individually satisfy the third
equality in Eq. (12) that is originally given for an isolated
binary. Roughly speaking, for np ∼ ns ∼ 5 × 10
−3 s−1, we
have mp2 ∼ ms2 ∼ 0.036M⊙ (accordingly Mp ∼ 0.133M⊙,
Ms ∼ 0.127M⊙ , tgw,s ∼ 1.6× 10
8 yr and F ∼ 1.046).
3.1 OVERALL PHASE EVOLUTIONS
To begin with, we discuss the overall evolution of the phase
difference ∆ for the four different coupling parameters D =
0.1, 24, 25 and 50. Here the parameter D = 0.1 is not com-
fortably large, considering the near zone condition d ≪ λ.
We use this run just for a comparison.
In Fig. 2, we show our numerical results. In the early
stage t . 20000 yr, the coupling between the two binaries
is non-resonant and inefficient. Therefore, in this stage, we
will be able to make an extrapolation
∆¨ ≃ ∆¨iso. (31)
Here ∆¨iso is given by (n˙s − n˙p) for two isolated binaries as
in Eq. (12), and its time variation can be neglected for the
timescale under discussion. Integrating Eq. (31) twice and
using the initial condition ∆(0) = 0, we obtain a parabolic
equation as an approximation to ∆(t)
∆pb(t) =
1
2
∆¨iso × (t− 2tc)t. (32)
Here we defined the expected catch-up time for the two an-
gular speeds
tc =
(np − ns)0
∆¨iso
∼ 2.6× 104 yr (33)
using the initial velocity difference (np−ns)0. We also denote
the corresponding phase by
∆c ≡ ∆pb(tc) ∼ −
1
2
∆¨isot
2
c ∼ −40000. (34)
In fact, we set the initial difference (np − ns)0/ns0 = 2 ×
10−5 to have a large rotation cycles |∆c|/(2pi) ∼ 10
4. Thus,
around the critical epoch t ∼ tc, we will be able to suppress
transient effects caused by our potentially artificial initial
settings.
As shown in Fig. 2, depending weakly on D, the time
profile ∆(t) at 0 < t . tc is approximately given by the an-
alytical expression (32). For D = 0.1, the coupling between
the binaries are weak, even around t ∼ tc, and they merely
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. The time evolution of the phase angle ∆ for systems
with various coupling parameters D (shown in the figure). At
t . 20000 yr, all of the four curves are nearly degenerated. For
D = 0.1, the coupling between the two inner binaries is weak,
and the system just passes through the synchronization point
∆˙ = 0, globally approximated by the parabolic equation (32).
The system with D = 24 is captured into a synchronization state
∆ ∼ 40286. For D = 25 and 50, the systems result in drifting
solutions ∆˙ ∼ const.
pass through the resonant point ∆˙ = 0, following the expres-
sion (32) still at t > tc. In contrast, forD = 24, 25 and 50, we
have quite different profiles ∆(t) at t & tc. For D = 24, the
binaries are captured into a synchronization state ∆ ∼ 40286
(as discussed in §3.2). Meanwhile, for D = 25 and 50, the
systems asymptotically show constant drifts ∆˙ ∼ const.
Seto (2018) closely examined the success and failure
of the synchronization capture (respectively corresponding
to D = 24 and 0.1 in Fig. 2). However, the existence of
a drifting solution was not reported at all. Therefore, in
this follow-on paper, we mainly discuss the drifting solutions
(e.g. D = 25 and 50), paying special attention to the bound-
ary between the synchronization capture (e.g. D = 24).
3.2 CAPTURE INTO SYNCHRONIZATION
First, as a comparison to the drifting solutions, we discuss
the numerical run with D = 24 resulted in synchronization
capture. In Fig. 3, we plot its potential V (∆) and the total
energy E(t) (red curve using Eq. (28)) around the synchro-
nization capture. The red curve makes the first contact with
the orange one (i.e. ∆˙ = 0) around ∆ = −40287.8, and ∆˙
changes its sign form negative to positive.
Before this first contact, we have ∆˙ < 0 and the product
[· · ·]× ∆˙ in Eq. (30) has a negative mean, reducing the total
energy E(t). The wavy profile of the red curve in the bottom
panel reflects the ∆-dependence of the mass-transfer factor
[· · ·] in Eq. (30), mainly caused by the Newtonian angular
momentum exchange. Following the arguments in Appendix
A, we can see that this wavy component is approximately
proportional to sin 2∆.
In Fig. 3, after the first contact, the phase angle ∆ starts
-40288 -40286 -40284 -40282 -40280 -40278
-10.15
-10.10
-10.05
-10.00
Δ [rad]
V
(Δ
)
[y
r-
2
]
-40288 -40287 -40286 -40285 -40284
-9.9994
-9.9992
-9.9990
-9.9988
-9.9986
-9.9984
-9.9982
Δ [rad]
V
(Δ
)
[y
r-
2
]
t~23691yr
Figure 3. (Upper panel) The time evolution of the system with
D = 24 between t = 23678-24024 yr around the synchronization
capture. The red curve shows the total energy E(t) = ∆˙2/2 +
V (∆), relative to the potential V (∆) (orange curve). This system
is captured into the synchronization state ∆ ≃ −40286.25 (with
cos 2∆ ≃ −1). (Lowe panel) An enlarged view of the upper panel
around the first turning point at t ∼ 23691 yr.
to oscillates in the potential (see the upper panel). Now,
the mass transfer factor [· · ·] in Eq. (30) has an oscillating
component in the anti-phase with ∆˙, efficiently decreasing
the total energy E(t) down to the bottom of the potential
(cos 2∆ ∼ −1). Along the way, the GW luminosity decreases
significantly due to the phase cancellation, as reported in
Seto (2018) (see also a related explanation in §4). Although
we do not provide the corresponding numerical results here,
the primary binary extracts the angular momentum of the
secondary, realizing a parasitic relation with m˙p2 = 0 at t &
3.8× 104 yr (see Fig. 4 in Seto 2018 for a similar situation).
In the four runs shown in Fig. 2, except for the late stage
of D = 24, we always have m˙p2 < 0 and m˙s2 < 0 simultane-
ously. Under these two inequalities, the step function in Eq.
(9) plays no role, and can be omitted, when interpreting our
numerical calculations.
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Figure 4. (Upper panel) The time evolution of the system with
D = 25 around three different epochs t ∼ 21368, 23810 and
44444 yr. The potential V (∆) (orange curve) is given for the to-
tal energy E(t) shown by the uppermost blue curve (labeled with
21368 yr). For the later two epochs, we appropriately slided both
E(t) and V (∆), to compare with the first epoch. (Lower panel)
An enlarged view of Fig. 4 for the time evolution around 23810 yr.
The blue curve does not contact with the orange curve, keeping
∆˙ < 0.
3.3 DRIFTING SOLUTION
Next, we discuss the run with D = 25. As shown in Fig. 2,
at the late stage t & 30000 yr, this system shows a nearly
constant drift rate with the mean value
A ≡ | ¯˙∆| = 0.303 yr−1. (35)
In the upper panel of Fig. 4, we present the total energy
E(t) = ∆˙2/2 + V (∆) (the upper blue line) and the poten-
tial V (∆) (the orange curve) around t ∼ 21368 yr. At this
relatively early stage, the system nearly keeps the initial ac-
celeration ∆¨ = ∆¨iso, satisfying the parabolic equation (32)
in the same way as other runs. In Fig. 4, the upper blue
line has a slightly larger slope than that of the linear term
3n(F − 1)∆/tgw,s of the potential V (∆), gradually decreas-
ing the kinetic energy E(t)− V (∆).
In the upper panel of Fig. 4, we added E(t) and V (∆)
around t ∼ 23810 yr where two curves experienced the clos-
est approach. Since the potential V (∆) effectively has a
repetitive shape and only the relative position of the two
curves are relevant for our study (showing ∆˙2/2), we com-
monly slided both E(t) and V (∆) in the horizontal and ver-
tical directions, to directly compare with the situation at
t ∼ 21368 yr mentioned earlier.
Because of the poor resolution of the upper panel of Fig.
4 in the vertical direction, the blue line appears to contact
with the orange curve. But they are actually separated, as
presented in the bottom panel. As in the case of the bottom
panel of Fig. 3, we can see the wavy component ∝∼ sin 2∆.
Finally, in the upper panel of Fig. 4, during the drifting
epoch around t ∼ 44444 yr, the energy E(t) shows a clear
offset from the potential (again appropriately slided in the
horizontal and vertical directions). This drifting solution can
be regarded as a limit cycle sustained by the self-regulating
mass transfer within two binaries (analytically examined in
Appendix A).
In the upper panel of Fig. 4, comparing the chronologi-
cal order of the three blue curves, the total energy E(t) does
not change monotonically, relative to the potential V (∆).
But it bounces back to the upper direction, before relaxing
to the limit cycle. This overshooting will become important
in the next subsection.
For comparison, we also examine the transition point
between the synchronization and the drifting solution, using
different mass combinations (Mp,Ms) = (1.0M⊙, 0.95M⊙)
and (1.0M⊙, 0.85M⊙), still at n = 0.005 s
−1. The parame-
ter F ≡ (Mp/Ms)
5/3 becomes 1.037 and 1.121 respectively,
and we have transition at D = 5.9 for the former and 59
for the latter. If we increase the total mass difference be-
tween two coupled WD-WD binaries, the intrinsic encounter
speed ∆¨iso ∝ (F − 1) increases, and we need a larger cou-
pling parameter D to keep the system in a drifting solution.
Similarly, for the coupling between a WD-WD binary and
a WD-black hole binary, a much larger parameter D would
be required for the drifting solution, because of a larger en-
counter speed ∝ F − 1.
3.4 DIFFERENCE BETWEEN D = 24 AND 25
As shown in Fig. 2, we have the distinct outcomes forD = 24
and 25. The former is captured into synchronization, but
the latter has a drifting solution. Here we briefly discuss
the structure of their boundary, mainly from an interest in
dynamical systems rather than from astronomical point of
views.
One might imagine that, at D . 24, we no longer have
a corresponding drifting solution. However, considering the
overshooting of the blue curves in Fig. 4, it seems reason-
able to presume that, even at D ∼ 24, we still have a similar
drifting solution, but the system in Fig. 3 was captured into
synchronization state, by touching the potential curve and
changing the sign of ∆˙ (as a result of the overshooting ob-
served in Fig. 4).
In order to clarify the existence of the drifting solution
at D . 24, we performed a numerical experiment, artificially
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D(t) = Di + (Df −Di)
[
exp
(
tt − t
td
)
+ 1
]−1
(36)
withDi = 55,Df = 15, tt = 9.5×10
4 yr and td = 3.2×10
4 yr.
This function smoothly connects two values from D ∼ 55 at
t ≪ tt and D ∼ 15 at t ≫ tt. Our intention behind this
numerical experiment can be explained as follows.
(i) We initially relax the system to a drifting solution
with the large coupling parameter D = 55.
(ii) Then, using a relatively long transition time-scale
td and suppressing the overshooting, we adiabatically lead
the system down to D = 15.
With this function D(t), we could indeed realize a drift-
ing solution even for D = 15. Therefore, the difference be-
tween Figs. 3 and 4 and is not caused by disappearance of
a valid limit cycle, but by the effect of the transient over-
shooting.
4 VARIABLE GRAVITATIONAL WAVE
AMPLITUDE
In this section, we discuss the time variation of gravitational
wave amplitude, induced by the phase drift.
Considering the aligned orientation of the two coupled
binaries, their quadrupole gravitational waves are written as
hp(t) = hF cos[2φp(t)] = hF cos[2φs(t)− 2∆(t)], (37)
hs(t) = h cos[2φs(t)]. (38)
Here the amplitudes hp and hs depend on various geometri-
cal parameters, but their explicit form is not important for
the present arguments. We also neglected the small Doppler
effects induced by the outer orbital velocity. If the inter-
binary separation d is smaller than the gravitational wave-
length λ as assumed in this paper, the total signal is effec-
tively given by
htotal(t) = hp(t) + hs(t). (39)
For the drifting solution, the phase difference ∆(t) in
Eq. (37) changes much more slowly than the inner orbital
angles φs. Therefore, due to the beat effect, the total gravi-
tational waveform changes its amplitude as follows
Atotal = h
[
1 + F 2 + 2F cos 2∆(t)
]1/2
. (40)
The amplitude Atotal has a positive interference Atotal ∼
h(F + 1) at cos 2∆(t) = 1, but has a cancellation Atotal ∼
h(F − 1) at cos 2∆(t) = −1.
In this manner, the drifting solution would be interest-
ing also from the viewpoint of gravitational wave observa-
tion. At the same time, we should notice that this amplitude
variation is not merely an observational effect, but the in-
trinsic energy emission rate actually changes as ∝ A2total.
If we simply put ∆˙ =const, ignoring its time modulation
(see Eq. (A8)), the time averaged amplitude is estimated to
be 〈
A2total
〉1/2
= h(1 + F 2)1/2. (41)
We will use this expression later in §6.
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Figure 5. The beat periods Tb for the parameter combinations
(n [s−1],Ms [M⊙]) = (0.002, 0.90), (0.005,0.90), (0.01,0.90) and
(0.005,0.95) all with the fixed value Mp = 1.0M⊙. The points are
obtained from numerical experiments and the solid lines are the
analytical expressions given by Eq. (43).
5 BEAT PERIOD
As discussed in the previous section, the drifting solution
generates amplitude variation of gravitational waves due to
a beat effect. The beat period Tb is given by the mean drift
rate A as
Tb = pi/A. (42)
For example, we have Tb ∼ 10 yr for the system discussed
in §3.3 with D = 25. This period would be suitable for ob-
servation by LISA (Amaro-Seoane et al. 2012). Considering
these aspects, in this section, we specifically study the drift
rate A or equivalently the beat period Tb. Since our model
is a highly simplified one, we do not necessarily take the ac-
tual numerical values too seriously. Instead, together with
Appendix A, our discussion would help us to analytically
understand the underlying structure of the drifting solution.
So far, we have mainly examined the system with n ≃
0.005 s−1 and (Mp,Ms) = (1.0M⊙, 0.90M⊙) for which drift-
ing solutions are realized at D & 24 as shown in Fig. 2.
For comparison, we additionally study the following three
cases; (n [s−1],Ms [M⊙]) = (0.002, 0.90), (0.01,0.90) and
(0.005,0.95) all with Mp = 1.0M⊙. The minimum coupling
parameters D for the drifting solutions are 13, 56 and 5.9
respectively.
In Fig. 5, we show the beat periods Tb that were numer-
ically obtained for various sets of the coupling parameters
D above the thresholds for the synchronization capture. In
this log-log plot, we can clearly observe the power-law rela-
tions Tb ∝∼ D
−2/3. Indeed, in Appendix A, we derive the
following analytical expression for the drift rate
A′ = 2−1/938/9D2/3(F − 1)−1/3n4/9t−5/9gw,s (43)
with the prime ′ temporarily added to show the analytical
counterpart to the original quantity A. For this derivation,
we extracted the oscillating components of the mass transfer
rates and the semi-major axes, induced by the Newtonian
torque. Then we solve the drift rate A′ by using the energy
balance equation (30). In Fig. 5, we added the analytical
estimation Tb = pi/A
′ as four curves. It well reproduces the
numerical results.
Next, we briefly discuss the long-term evolution of
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Figure 6. The three characteristic strain amplitudes of a drifting
system with the total masses (Mp,Ms) = (1.0M⊙, 0.90M⊙) and
the distance DL = 5kpc. The upper dashed line is the maximum
amplitude at cos 2∆ = 1, and the bottom dashed line is the mini-
mum one at cos 2∆ = −1. The blue solid line is the time averaged
amplitude. The effective noise levels
√
Sn(f)T
−1
obs
of LISA is given
for the observation period Tobs = 10yr, and contains the Galactic
confusion noise.
a drifting system with a given inter-binary separation d.
The evolution timescale is approximately given by tgw,p in
Eq. (6). Using the relation (11) for the donor mass, we
have tgw,p ∝∼ n
−11/3. Then, from Eqs. (22) and (43), we
have A′ ∝∼ d
−10/3n−23/27. For the specific mass parame-
ters (Mp,Ms) = (1.0M⊙, 0.90M⊙), we obtain the beat pe-
riod
Tb = 10(d/0.13AU)
10/3(n/0.005s−1)23/27yr. (44)
6 OBSERVATION WITH LISA
In this section, we discuss observation of a drifting four-
body system with LISA. Here, instead of the orbital angular
velocity n, we use the gravitational wave frequency f = n/pi.
For an isolated circular binary, after taking its direction
and orientation averages, the effective strain amplitude h is
given by
h =
8(GM)5/3pi2/3f2/3
51/2c4DL
(45)
with the chirp massM and the binary distance DL (see e.g.
Robson, Cornish & Liu 2019).
As shown in Eq. (40), a drifting system changes its
gravitational wave amplitude Atotal between h(F − 1) and
h(F +1) with the time averaged value h(F 2+1)1/2 given in
Eq. (41).
In Fig. 6, we plot the three amplitudes for the model pa-
rameters (Mp,Ms) = (1.0M⊙, 0.90M⊙) and DL = 5kpc. In
this plot, the factor F ≡ (Mp/Ms)
5/3 depends very weakly
on f . In fact, when the donor masses are much smaller than
accreter masses, we have F ≃ (Mp/Ms)
2/3 ∼const. For the
present model parameters, we get F ∼ 1.05, and the ampli-
tude changes by a factor of (F +1)/(F − 1) ∼ 40 during the
single beat period.
If the beat period Tb is smaller than the observation
period Tobs, the optimal signal-to-nose ratio of the emitted
waves can be evaluated with the averaged amplitude as
SNR ≃
h(F 2 + 1)1/2√
Sn(f)T
−1
obs
. (46)
Here Sn(f) is the standard strain noise spectrum of LISA
and defined in units of [Hz−1] (Robson, Cornish & Liu 2019).
In Fig. 6, for Tobs = 10 yr, we show the effective noise levels√
Sn(f)T
−1
obs. Applying Eq. (46) to our model parameters
above, we have SNR = 67 at f = 3.2mHz and 12 at 2mHz.
For detecting the amplitude modulated waves with
LISA, we consider the following two step data analysis. The
first step is selecting candidates of drifting systems, using
relatively short-term data. The next step is the follow-on
examination of the candidates whether they have long-term
amplitude modulations. For the first step, we can perform
a matched filtering analysis, approximately using the short-
term templates made for standard nearly monochromatic
isolated binaries. For example, in the 3.2mHz case above, we
can get SNR ∼ 8 typically in the period 10 yr × (8/67)2 =
0.14 yr that could be much smaller than the beat period.
Another method for the first-step candidate selection is a
search for localized power in a narrow frequency interval
(see Cornish & Larson 2003 for the Doppler demodulation).
In reality, the candidates after the first step will be domi-
nated by simple isolated binaries. But, after the second step,
we might identify a small number of drifting systems.
7 SUMMARY AND DISCUSSION
In this paper, using a very simple model based on Paczyn´ski
(1967) and Paczyn´ski & Sienkiewicz (1972), we examine
evolution of coupled dual mass-transferring WD binaries
around the synchronization point np ∼ ns. We find that,
in a strongly coupled configuration (i.e. short mutual dis-
tance), the system can asymptotically settle into a drifting
solution as a limit cycle. This state is remarkably different
from a synchronization capture realized in less strong cou-
pling (Seto 2018).
Considering “stability” of the drifting solution against
small perturbation as shown in Fig. 4, we can qualitatively
expect that such solutions would be maintained to some
extent, even adding small corrections to our simple model.
But, to better understand what actually happens around the
synchronization point, we need to quantitatively examine
various physical effects that are not included in the present
model. For example, our formulation is based on the bal-
ances of angular momenta. But, for each binary, as shown
in Eq. (3), we only considered the orbital angular momen-
tum essentially for two point masses. In reality, the angular
momentum is partially stored in the spin rotations of the
accreter and possibly in its accretion disk, or might be lost
from the four-body system due to a mass loss (see e.g. Marsh
et al. 2004; Gokhale et al. 2007; Solheim 2018). These cor-
rections also affect the response of orbital angular velocity
to externally added torque, and could play interesting roles
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the resonant torques for the inter-binary interaction. But
other short-term torques might disturb the ordered struc-
tures studied in this paper (see e.g. Murray & Dermott 1999
for the effects of non-resonant terms). In any case, our study
here is far from complete, and additional effects are worth
considering.
The drifting solution generates amplitude variation of
emitted gravitational waves, due to a beat effect. Depending
on model parameters, the beat period could be 1-10 yr and
a large amplitude variation might be actually observed by
LISA. In this respect, we might detect other associated sig-
natures encoded in gravitational waveform such as a small
phase modulation caused by the outer orbital motion.
In this paper, we concentrate our study around the syn-
chronization point np ∼ ns where our formulation is applica-
ble. It would be also interesting to discuss other evolutionary
stages, especially possible pathways to forming strongly cou-
pled four-body systems as considered in this paper. We left
these issues as future works.
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APPENDIX A: ANALYTICAL EVALUATION
FOR THE DRIFT RATE
In this appendix, we derive an analytical expression for the
drift rate A ≡ | ¯˙∆|. This derivation would be useful also to
understand the underlying structure of the drifting solution.
We assume D ≫ 1 and put F = 1, except for the combina-
tion (F − 1).
During the drift, the two binaries exchange angular mo-
menta with the Newtonian torque Tp = −Ts ∝ sin 2∆ (see
Eq. (13)) at the mean angular speed 2A. Our basic strategy
here is (i) to derive relations for the oscillating components
of (m˙p2, m˙s2) and (ap, as) induced by the exchange, and (ii)
to subsequently estimate the drift rate A by using the aver-
aged energy variation rate.
To begin with, for the mass transfer rate m˙p2, we de-
compose the nearly constant (DC) part ¯˙mp2 and the oscil-
lating (AC) part δm˙p2 as follows
m˙p2 = ¯˙mp2 + δm˙p2. (A1)
Similarly, we separate the inner semi-major axis into the
smooth part a¯p and the oscillating part δap
ap = a¯p + δap. (A2)
Next, by perturbatively expanding Eq. (9) and using
Eq. (12), we obtain the following expression
δm˙p2
mp2
= 6n
δap
ap
(
− ¯˙mp2
2nmp2
)2/3
= 6n
δap
ap
(
3
4tgw,sn
)2/3
.
(A3)
Here we neglected the contribution of δmp2 on the right-
hand side of Eq. (12) (as justified shortly) and also dropped
the step function (as already commented after Eq. (9)). For
the magnitudes of oscillation amplitude , we have
δm˙p2
mp2
∼
δa˙p
ap
[
3n
A
(
3
4tgw,sn
)2/3]
≪
δa˙p
ap
. (A4)
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In the above relation, we use the fact that the factor [· · ·]
is much smaller than unity for the actual numerical data A
shown in Fig. 5. After taking time integration, we can expect
a similar hierarchy for δmp2/mp2 ≪ δap/ap, justifying the
expansion of Eq. (A3) only with δap/ap. From Eqs. (23) and
(A4), we have
δa˙p
ap
=
2D
tgw,s
sin(2∆). (A5)
For the secondary binary, we can show similar relations
δm˙s2
ms2
= 6n
δas
as
(
3
4tgw,sn
)2/3
, (A6)
δa˙s
as
= −
2D
tgw,s
sin(2∆). (A7)
Integrating Eq. (26) after using Eqs. (A5) and (A7), we have
∆˙ = −A−
3nD
tgw,sA
cos(2∆). (A8)
Here we applied the condition A ≡ | ¯˙∆| for determining the
integral constant, and put
∫ t
sin 2∆dt = −(2A)−1 cos 2∆ for
the correction term. From Eqs. (A3) and (A6), keeping the
term relevant for the arguments below, we have
δm˙p2
mp2
−
δm˙s2
ms2
= C cos(2∆) (A9)
with
C = 12
nD
tgw,sA
(
3
4tgw,sn
)2/3
. (A10)
Now, we solve the unknown parameter A, by evaluating
the long-term energy variation rate E˙ in two different ways.
First, using the steady drift of potential energy (through its
linear term), we have
E˙ =
∂V
∂∆
¯˙∆ = −
3An(F − 1)
tgw,s
(A11)
Meanwhile, using Eq. (30) and taking the time average of
the following combination
3n
(
δm˙p2
mp2
−
δm˙s2
ms2
)
∆˙, (A12)
we have
¯˙E = −
9Dn2C
2Atgw,s
. (A13)
Here, in the asymptotic stage, the constant parts ( ¯˙mp2, ¯˙ms2)
are expected to be almost canceled in Eq. (30) and we only
kept the oscillating (anti-phase) parts, ignoring the small
parameter qp ∼ qs ≪ 1. Matching Eqs. (A11) and (A13), we
finally obtain
A = 2−1/938/9D2/3(F − 1)−1/3n4/9t−5/9gw,s . (A14)
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