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表４EXOR(GA） 表５EXOR(EP）表６EXOR(BP）
GA-Btructure weight2 weightlO
８３/554
0.1275
0.1775
０．３５
４４．４
４．３
０
EPJstructure
５８/407
２．７２
３．０３
３．８６
10.0
５６．４
０
weight
61/152
0.115
0.298
0.540
３８．０
３４．３
０
ＢＰ
convergencenumber(times)*l
GAorEP-over（８）
convergencetime（８）
processtime（８）
convergence-ratio(%）
switching-ratio(%）
ＭＳＥ.*３
62/298
１．９８
２．５０
３．１９
８８．２
６．６６
０
96/278
0.05,
0.16
０．２６
80.0
101
０
190/465
＊
0.32
０．４５
６３．３
＊
０
表７SUUJI(GA） 表８SUUJI(EP）表９SUUJI(BP）
GA-structure weight2 weightlO
318/833
8.494
17.38
39.90
１００
73.62
０
EP-structure
５８/407
９８．５
122.13
126.69
１１．３
１２
0.000365
weight
333/757
10.618
16.948
33.553
１３．５
73.62
０
ＢＰ
convergencenumber(times)*１
GAorEP-over（８）
COnVergenCetime(8)
processtime(s）
cinvergeneｴatio(％）
switchingｴatio(%）
ＭＳＥ.*３
５８/407
58.19
112.8
132.66
１０
56.4
0.000195
583/1899
７．７８
31.19
42.62
６６．６
79.94
０
1847/2768
＊・
noconvergence
３６．７
０
＊
0.0011039
表１０ALP(GA)*２ 表１１ALP(EP)*２表１２ALP(BP)･２
GA-structure weight2 weightlO
356/880
21.23
118.47
245.3
67.45
７８．０
０
EPstructure
４９/109
55.50
63.64
165.43
３３．３
３４．８
０
weight
l605/2040
50.849
165.227
257.316
５６．６
6.82
0.0000608
ＢＰ
convergencenumber(times)*１
GAorEP-over(8)
convergenncetime(s）
processtime（８）
convergence-ratio(%）
switchingｴatio(%）
Ｍ・ＳＥ.*３
50/123
92.75
159.25
190.29
88.8
-95.0
0
195/1978
５３．６
229.23
334.7
100.0
７８．０
０
1972/2374
＊
８６．４
107.43
２６．９
＊
0.000104
*１convergencenumberにおいては．最良の収束回数／平均収束回数
*2但し．(2)におけるALPHABET問題ではプログラムによるメモリ不足の為．パラメータの変化に限度があったので
時間は記載以上に要するものと思われる．
*３Ｍ.ＳＥについて．収束の終了条件は0.0001とした．
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Neuralnetworksareconstructedbyusmgmanyartificialneuronsasanimitationofbiologicalnervous
systemandhavebeenknownasaneflectivemethodfbrinteUigentprocesssuchasclassificationand
patternrecognition・Ｔｈｅｍｏｓｔｆａｍｏｕｓｍｏｄｅｌｉｎｎｅｕｒａｌｎｅｔｗorksisfbedfbrwardtypeneuralnetwork８，
whosetrainingrulesgenerallyusebackpropagationmethod、However,convergenceoftrainingbasedon
baCkpropagationrulesisgreatlyinHuencedbytheneuralnetworkarchitectureandtramingparameters
setting、Usually,neuralnetworkamhitectureandtrainingparameter8aredecidedbytrialanderrorbased
onitsuser'８knowledge,experienceandempiricalobservations・Inthispaper,weinvestigateoptimization
ofneuralnetworkarchitectureusingevolutionaryalgorithms．
