A field in a homogeneous medium can be amplified or enhanced by inserting closely located perfectly conducting inclusions into the medium. In this paper precise quantitative estimates for such enhancement are derived when the given field is the one excited by an emitter of a dipole type and inclusions are spheres of the same radii in three dimensions. Derived estimates reveal the difference, as well as the similarity, between enhancement of the field excited by the emitter and that of the smooth background field. In particular, an estimate shows that when the enhancement occurs, the factor of enhancement is ( √ ǫ| log ǫ|) −1 , which is different from that for the smooth background field, which is known to be (ǫ| log ǫ|) −1 (ǫ is the distance between two inclusions).
Introduction and statements of results
In this paper we investigate enhancement of the field in presence of closely located spherical inclusions in three dimensions, where the field is excited by an emitter located near inclusions. This investigation is motivated by study of the bow-tie shape antenna (see, for example, [16] ) where the electrical field is excited by an emitter, and constitutes a continuation of the earlier work for the cases when inclusions are of bow-tie shape [11] and of circular shape in two dimensions [12] . Thus we directly go to mathematical description of the problem referring to these papers for motivational remarks and historical accounts.
The problem of this paper can be described in terms of the following mathematical model for d = 2, 3:
on ∂D j , ∂D j ∂ ν u dσ = 0, j = 1, 2,
where D 1 and D 2 are bounded domains representing two inclusions in R d , ν is the unit normal vector on ∂D 1 ∪ ∂D 2 pointing inward to D 1 ∪ D 2 , dσ denotes the line or surface element on ∂D j , and c j is the constant value attained on ∂D j (j = 1, 2) by the solution u. We denote the distance between two inclusions by ǫ, 2) and assume that it is small. The term a · ∇δ p represents the emitter of a dipole type where a and p respectively indicate the direction and the location of the dipole. We assume that p is in the narrow region between two inclusions. The fact that the solution u attains constant values on ∂D j means that the inclusions are perfect conductors (the conductivity being ∞). We emphasize that the constant values c j are not prescribed but to be determined by the problem. We will show in section 2 how they are determined.
The solution u to (1.1) exhibits in general singular behavior as ǫ tends to 0. To see that, let N p (x) := Γ(x − p) where Γ is the fundamental solution of the Laplacian, i.e., Thus, a · ∇N p (x) is the solution in absence of inclusions, and its gradient has singularity near p of size |x − p| −3 in three dimensions. This singularity in absence of inclusions may be amplified in presence of two inclusions. It is the purpose of this paper to quantify such amplification (or enhancement) of fields when inclusions are spheres of the same radii.
As mentioned earlier, enhancement of fields (excited by an emitter) has been quantitatively studied when the inclusions are of the bow-tie shape with corners separated by the distance ǫ [11] and when they are disks [12] . It was shown that the singularity of size |x − p| −2 in two dimensions is enhanced by the presence of corners (and interaction between them) in the first case, and by interaction of closely located inclusions in the second case. Some of methods to deal with the circular case are adapted in this work to deal with the spherical case. However, there are some significant differences between two and three dimensional cases about which we explain during the course describing results of this paper. Specifically, we remark right after (1.9) and (1.14) on the assumption on the location of the emitter and the order of enhancement, respectively.
It is insightful to compare the problem of this paper with that of field enhancement when the background field is smooth, particularly, uniform so that it does not have a singularity as the field excited by an emitter does. The problem is described by
Here h is a given harmonic function in R d so that −∇h represents the background field. The gradient ∇u of the solution exhibits in general singular behavior in the narrow region between two inclusions as the distance ǫ tends to zero. The problem is to analyse this singular behavior quantitatively. This problem arises in connection with analysis of stress in composites and their effective properties [5, 7, 13] . It has been extensively investigated and several significant results have been obtained in last two decades or so. For examples, it has been shown that the order of blow-up (field enhancement) of ∇u is ǫ −1/2 in two dimensions [4, 17] and (ǫ| log ǫ|) −1 in three dimensions [6] . We refer to references in a recent paper [8] for more comprehensive list of references.
The problems (1.1) and (1.5), especially their unique solvability, can be investigated in a unified way. In fact, we consider the following problem for f ∈ H 1/2 (∂D 1 ∪ ∂D 2 ) (H s denotes the Sobolev space of order s):
for some constants c j . We emphasize that this is not an exterior Dirichlet problem with the boundary value f . The solution v is in equilibrium in the sense that the total flux across the interfaces is zero as the third condition above states, and constants c j need to be introduced to achieve such an equilibrium. In fact, the problem is the perfectly conducting problem, namely, the limiting problem (as k tends to ∞) of the problem when the conductivity of inclusions, denoted by k, is finite. When k is finite, the problem is
If we let v k be the solution to (1.7), then we see immediately that ∂D j ∂ ν v k | ± dσ = 0 for j = 1, 2, and hence the third condition in (1.6) follows. If k → ∞, we see formally that
In the next section, we show that the solution to (1.6) is unique and can be represented in terms of single layer potentials, and as consequences prove unique solvability of problems (1.1) and (1.5). Such an approach based on layer potential techniques work quite well for unique solvability. However, in this paper we are interested in the local pointwise behavior of the solution's gradient in the narrow region in between two inclusions. Since the layer potential is not a local operator, it is not clear how the integral equation approach can be utilized for the purpose of this paper. It would be quite interesting to develop effective methods for analysis of field enhancement in the unified context like (1.6) and the corresponding integral equation. In fact, there has been such an attempt: in [1] the field enhancement in the context of (1.5) in two dimensions has been analyzed using an integral equation approach.
In this paper we do not pursue to derive estimates in the general geometry of inclusions. Our purpose is to understand how the enhancement occurs and what the order of the enhancement is when it occurs, in a simple geometry of inclusions. Here we assume that inclusions are balls of the same radii. Furthermore, the fact that inclusions are balls of the same radii is crucially used in the course of deriving estimates. Thanks to the simple geometry of inclusions, we are able to see clearly how the field enhancement differs depending on the direction a of the emitter. In fact, we show that if the direction a is perpendicular to the shortest line between two inclusions (with the location on the perpendicular line), then no enhancement occurs, and if a is parallel to the shortest line, then enhancement actually occurs and the order of enhancement is ( √ ǫ| log ǫ|) −1 . We emphasize that this order is different from that for the problem (1.5), which is (ǫ| log ǫ|) −1 as proved in [6] . It is a completely unexpected result to which we address more after stating Theorem 1.1 below. After translation and rotation if necessary we assume that
Here and throughout this paper, B r (c) denotes the open ball of radius r centered at c. If c is the origin o, we simply write B r . We assume that the emitter is located on the x 3 -axis, i.e., p = (0, 0, p) (1.9)
for some p with |p| ≤ M for some M . If p is at some fixed distance from the origin regardless of ǫ, then for x in the narrow region between two inclusions, the singularity |x − p| −3 which is caused by presence of the emitter is nothing but of order 1 if ǫ is sufficiently small. Thus it is only meaningful if M becomes smaller as ǫ does. We will assume that M is of size | log ǫ| −2 . We emphasize that this is an improvement over the result in [12] for the two-dimensional case where M is assumed to be of size √ ǫ. We then investigate by quantitative estimates whether the field, the gradient of the solution, is enhanced beyond the singularity |x − p| −3 . In fact, the field enhancement takes place because of the potential difference of the solution on the boundaries of the inclusions, namely, |u| ∂D 2 − u| ∂D 1 |. Moreover, such a potential difference may or may not occur depending on the direction a as mentioned before. Taking advantage of symmetry of the problem, we consider three different cases, namely, those when a = (1, 0, 0), a = (0, 1, 0) and a = (0, 0, 1), and derive different estimates for |∇u| for each case. Derived estimates show that when a is either (0, 1, 0) or (0, 0, 1), then there is no enhancement of the field, while there is when a is (1, 0, 0).
If a = (1, 0, 0), then we see that u| ∂D 2 = −u| ∂D 1 ( = 0), that is, there is actually a potential difference in this case. We obtain different estimates in four regions of interest: when x is close to p ((i) below), x is somewhat away from p ((iii) and (iv) below), and in between ((ii) below). Here and throughout this paper we use the following notation: A B means that A ≤ CB for some constant C independent of ǫ and p, and A ≡ B means that both A B and B A hold. Theorem 1.1 Suppose that inclusions are of the form (1.8) and let u be the solution to (1.1) when a = (1, 0, 0). There are positive constants A, ǫ 0 , C 0 and C such that the following estimates hold for all p = (0, 0, p) with |p| ≤ C 0 | log ǫ| −2 and for all ǫ ≤ ǫ 0 :
Note that (1.10) is an estimate of the singularity produced by the emitter, while (1.11) is a kind of an interpolation of the estimates of the type |x − p| −3 and ((ǫ + |p| 2 )| log ǫ|(ǫ + |x| 2 )) −1 , since ǫ + |x| 2 ≃ ǫ + |p| 2 in this case. The estimate (1.12) shows that field enhancement actually occurs. For example, if |p| is of order √ ǫ and x is on the shortest line segment between two inclusions, namely, [−ǫ/2, ǫ/2] on the x 1 -axis, then |x− p| ≃ √ ǫ, and thus the singularity produced by the emitter is of order ǫ −3/2 . However, (1.12) shows that
So, the field is enhanced by the factor of ( √ ǫ| log ǫ|) −1 . It is quite interesting to observe that this factor of enhancement is different from that for the problem (1.5), where it is (ǫ| log ǫ|) −1 (see [6] ). In two-dimensional case treated in [12] , the factor of enhancement for (1.1) and (1.5) are the same: it is ǫ −1/2 . This discrepancy between two and three dimensions may be best described by singular functions, the function q defined in (2.11) later: In two dimensions, the singular function (for circular inclusions) is nothing but a sum of two point charges. However, in three dimensions, as we explain in section 3, it is infinite sum of point charges. We refer to Lemma 5.2 and its proof for details. If a = (0, 1, 0), then one can see from the symmetry of the problem that u| ∂D 2 = u| ∂D 1 = 0 (see section 4). In this case, we obtain the following theorem: Theorem 1.2 Suppose that inclusions are of the form (1.8) and let u be the solution to (1.1) when a = (0, 1, 0). There are positive constants A, ǫ 0 and C such that the following estimate holds for all p = (0, 0, p) with |p| ≤ 1/2 and for all ǫ ≤ ǫ 0 :
(1.16)
It follows immediately from (1.16) that 17) which means that the field is not enhanced beyond |x − p| −3 . Actually (1.16) says much more than that. It shows that ∇u(x) actually decays to 0 exponentially fast as ǫ tends to 0 for any x = 0. In fact, if x = 0, then |x − p| ≥ 1 2 |x| if ǫ is sufficiently small. Thus ∇u(x) tends to 0 exponentially fast as ǫ tends to 0.
If a = (0, 0, 1), then u| ∂D 2 = u| ∂D 1 ( = 0), and we obtain the following theorem from which we see as before that the field is not enhanced. 
(1.20)
An integral equation approach
In this section, we discuss an integral equation method to address the question of wellposedness of the problem (1.6) (and hence (1.1) and (1.5)). If D is a bounded simply connected domain in R d (d = 2, 3) with a Lipschitz boundary, then the single layer potential
where Γ(x−y) is the fundamental solution to the Laplacian as given in (1.3). The following jump formula is well-known:
where
Here, ∂ ν denotes the normal derivative and the subscripts + and − represent the limits from outside and inside D, respectively. The − signs in the left-hand side of (2.2) and the right-hand one of (2.3) are required since the normal vector on ∂D is pointing inward in this paper. The operator K * ∂D is called the Neumann-Poincaré (NP) operator. We seek a solution to (1.6) in the form of
denotes the set of H −1/2 functions with the mean zero). If v takes the form (2.4), then all the conditions except the second one in (1.6) are fulfilled. In fact, the first condition is satisfied since
The third condition can be seen to be satisfied using (2.2) and the fact that
Let us now show that there is a unique pair of potential functions (ϕ 1 , ϕ 2 ) such that u given by (2.4) is indeed the solution to (1.6). For that purpose, let Λ j be the Dirichlet-toNeumann map for the domain D j , namely, Λ j (f ) = ∂ ν u j | ∂D j , where u j is the solution to the Dirichlet problem ∆u j = 0 in D j and u j = f | ∂D j on ∂D j . Then, the second condition in (1.6) is satisfied if
In fact, the above relation implies that
Thanks to the jump relation (2.2), (2.5) can be rewritten as
or equivalently
It is known that the operator
example, [2] ). In fact,
(∂D j ) (see [18] ) and 1 2 I − K * is a compact perturbation of the invertible operator
Thus invertibility of 1 2 I−K * is equivalent to injectivity thanks to the Fredholm alternative. Once (2.8) is solved for (ϕ 1 , ϕ 2 ), then the function v defined by (2.4) yields the unique solution to (1.6).
We now show how the constants u| ∂D j can be determined, when u is the solution to (1.5). For that, let us recall the following result obtained in [2] .
10)
for some nonzero constant λ i . Here δ ij is the Kronecker delta.
The solution w i is constructed as
and v i is the solution to (1.6) with f = λ i S ∂D i [1] . It is worth mentioning that the solution w i is closely related to the eigenfunctions of the operator K * corresponding to the eigenvalue 1/2 (1/2 has multiplicity 2) (see above-mentioned paper).
Having functions w 1 and w 2 in hand, we define q and q ⊥ by q := −w 1 + w 2 and q
Then, we have
Since w i attains constant values on ∂D j , so do q and q ⊥ . Since
In particular, q ⊥ (x) = O(|x| −1 ) in three dimensions. The function q plays a crucial role for analysis of this paper, and so we review some of its important properties in section 3.
If v be the solution to (1. (1.5) . In either case, thanks to (2.12), we have
Since ∂D j ∂ ν vdσ = 0 and q is constant on ∂D j , we further have
We then infer using Green's formula that
Similarly, we have
In this way we determine the constants u| ∂D j . In fact, u| ∂D j can be expressed in terms of the function w j , but we write in the forms of (2.15) and (2.16) for later use.
3 Construction of q and q ⊥ for spherical inclusions
The function q defined by (2.11) is a building bock in describing the behavior of the solution to problem (1.5), It was first used in [17] for investigation of field enhancement (see also [10, 15] ). We review important properties of this function in this section since it is also used in an essential way in this paper. We also show how the function q ⊥ is constructed. When D 1 and D 2 are unit balls, the function q is constructed explicitly as a weighted sum of the differences of the point charges. To depict it, let R j be the inversion with respect to ∂D j for j = 1, 2, i.e.,
Then p k are contained in D 2 and converge monotonically to p ∞ as k → ∞, where p ∞ is the fixed point of the combined inversion R 2 R 1 . The points p k are locations of charges.
To define the weight at each p k , let It is proved in [15] that the function q when D 1 and D 2 are balls is given by
Let p n = (p n , 0, 0). The following properties are derived from the results in [10] . There exists a constant C > 1 such that
for all n ≤ 1/(C √ ǫ) ((3.9) in that paper),
for all n ≥ 1/(C √ ǫ) (Lemma 3.2 (ii), (iii) and (3.9) in that paper), and
((3.11) there). As a consequence, it was proved that
Now we show how to construct q ⊥ . Let v f be the solution to (1.6) with f = 2N c 1 (c 1 is the center of D 1 ) on ∂D 1 and ∂D 2 . Then q ⊥ is given by
In fact, q ⊥ attains constant values on ∂D j since both v f − 2N c 1 and q do. And
Similarly we see that ∂D 2 ∂ ν q ⊥ dσ = 1 since c 1 is located outside D 2 .
Decomposition of the solution
Let q be the function defined by (2.11), and let u be the solution to the main problem (1.1). Then both q and u attain constant values on ∂D j (j = 1, 2), which we denote by q| ∂D j , etc. Because of the symmetry of D 1 ∪ D 2 with respect to the x 2 x 3 -plane, q| ∂D 1 = −q| ∂D 2 . Define the function Q by
Then, Q satisfies
If we define the function r by u = Q + r,
then it is the solution to
as |x| → ∞,
where c is the common constant given by
The constants u| ∂D j (j = 1, 2) vary depending on a as we see below:
Thus, the solution u to (1.1) enjoys the same symmetry, namely,
In particular, we have u| ∂D 1 = −u| ∂D 2 , and the constant c given in (4.5) is 0.
(ii) If a = (0, 1, 0), then
and thus u satisfies u(
In particular, we have u| ∂D 1 = u| ∂D 2 = 0. Thus, Q ≡ 0 and c = 0.
and hence u satisfies u(x 1 , x 2 , x 3 ) = u(−x 1 , x 2 , x 3 ). (4.11)
In particular, we have u| ∂D 1 = u| ∂D 2 . Thus, Q ≡ 0.
In the next section we show that enhancement of the field occurs in the first case where Q is not zero, and does not occur in the other two cases. It means in particular that field enhancement is due to the potential gap u| ∂D 2 − u| ∂D 1 .
If there is no potential gap, then u ≡ r. Even if Q is not zero, there is a region where ∇r dominates ∇u. To estimate ∇r, we derive a gradient estimate for r 0 in the following lemma, which is an analogue of r. A similar estimate was obtained for circular inclusions in two dimensions [12, Lemma 2.1]. We follow closely the argument for the two-dimensional case.
Lemma 4.1 For a unit vector a, let r 0 be the solution to
as |x| → ∞.
(4.12)
There exist positive constants A and ǫ 0 such that
for all x ∈ R 3 \ D 1 ∪ D 2 , for all p with |p| ≤ 1/2, and for all ǫ ≤ ǫ 0 .
Proof. One can see easily that
is the solution to (4.12). The uniqueness follows from the maximum principle. With help of the transformation Φ defined by Φ(y) = y − p |y − p| 2 + p, (4.14)
we let r † 0 be the Kelvin transform of r 0 , namely,
We then define r * 0 by r *
Note that the transformation z → Φ(ǫ * z + p * ) maps the region Therefore, p is a removable singularity for r * 0 . Thus r * 0 satisfies
We now look into the boundary condition of r * 0 at ∞. The function r 0 − a · ∇N p is well-defined in a neighborhood of p as a harmonic function so that
or equivalently (r 0 − a · ∇N p )(Φ(y)) = O(1) as |y| → ∞. It then follows that
A straightforward computation yields
Thus we have
Let w(z) := ǫ −1 * r * 0 (z). Then, w also satisfies (4.18) and by the maximum principle,
If we take a bounded domain containing (D 1 ∪ D 2 ), letting it be B 3 , then |w| is bounded by 2 in B 3 , and w = 0 on ∂D 1 ∪ ∂D 2 . We may use Theorem 1.1 in [14] and Lemmas 2.1 and 2.3 in [6] to infer that
for all z ∈ B 3 \ (D 1 ∪ D 2 ) and for some constant A. Since ∇w(z) = (1/4π)a + O(|z| −2 ), we infer from the maximum principle that (4.21) holds for all z ∈ R 3 \ (D 1 ∪ D 2 ). Thus, we have
We emphasize here that the constant A can be chosen independently of p. We now prove 
, and the following also holds independently of z :
In addition, there is a pointp on ∂D 1 such that
Since r * 0 (p) = 0, we may apply mean value theorem on each line segments including pp to obtain (4.23) from (4.22) with a different constant A.
Since r 0 (x) = |x − p| −1 r † 0 (Φ(x)) and |∇Φ(x)| |x − p| −2 , we have
Since Φ(x) = y = ǫ * z + p * , it follows from (4.15), (4.22) and (4.23) that
and
Thus (4.24) yields
This inequality can be rewritten as
We see from (4.16) that ǫ * ≈ (ǫ + |p| 2 ) −1 and
Therefore, we have
and (4.13) follows. This completes the proof. The following lemma is used to derive estimates (1.13) and (1.20) for |∇u(x)| for x with |x| > 4. Even if it may be well-known, we include a short proof based on Unsöld's theorem to clarify the dependence of the constant.
Lemma 4.2 Let w be a harmonic function defined in
for all x with |x| > 4.
Proof. It is well-known that ∇w(x) = O(|x| −3 . For j = 1, 2, 3, a partial derivative ∂ j w can be written in terms of spherical harmonics as
for all x with |x| ≥ 3 (the coefficient depends on j). Here, x = |x| (cos θ sin ϕ, sin θ sin ϕ, cos ϕ).
2l+1 by Unsöld's theorem, we have
for all x with |x| ≥ 4. This completes the proof.
5 Proofs of Theorems 1.1 and 1.2
In this section we deal with the cases when a = (1, 0, 0) or (0, 1, 0). As we have seen in the previous section, the function r, which is the non-enhanced part in the decomposition (4.3) and the solution to (4.4), attains 0 on both ∂D 1 and ∂D 2 . We first derive estimates for r.
Estimates for r
We prove the following proposition. 
for all x ∈ R 3 \ D 1 ∪ D 2 , all |p| ≤ 1/2, and all ǫ ≤ ǫ 0 .
The estimate (5.1) already has an important implication. It show that the solution r to (4.4) when c = 0 and |p| √ ǫ decays exponentially fast away from the location p of the emitter as the distance ǫ between two inclusions tends to 0 (see remark after the statement of Theorem 1.2 in Introduction).
Proof of Proposition 5.1. Since r = 0 on
where r 0 is the solution to (4.12). Lemma 4.1 implies that (5.1) holds in a bounded region, say
. One can also see from the same lemma that for all x ∈ ∂B 3
Since r(x) = O(|x| −2 ) as |x| → ∞, Lemma 4.2 yields that
for all x ∈ R 3 \ B 4 , where the constant A may differ at each occurrence. Thus, (5.1) holds in
We are now ready to prove Theorem 1. To show the local estimate (1.15) near p, we write
From definition, one can see
In what follows, we employ the maximum principle to find an upper bound of |∇(r−∂ 2 N p )| near p. Choose a constant M > 0 regardless of ǫ so that
for all p with |p| < 1/2. As observed in (4.19),
, then it follows from Proposition 5.1 that
for some C 1 > 0. Thus by the maximum principle
for all x ∈ B M (ǫ+|p| 2 ) (p). This together with (5.3) yields Theorem 1.2 (i).
Estimates for Q
In this section, we estimate ∇Q when a = (1, 0, 0). Theorem 1.1 is proved as a consequence. First, we have the following lemma.
Lemma 5.2 Let u be the solution to (1.1) with a = (1, 0, 0). It holds that 5) if |p| < 1 and ǫ is sufficiently small.
Proof. Let q be the function defined by (2.11). Thanks to the formula (2.15), we have
According to (3.4) ,
We then apply Green's formula in
and hence
We now show that
(5.8)
In fact, letting C > 1 be the constant appeared in (3.5), we have
for all p with |p| < 1. We also have
where the last inequality follows from (3.7). Thus (5.8) follows.
The desired estimate (5.5) is an immediate consequence of (3.8), (5.7) and (5.8).
Proof of Theorem 1.1. We may take 1/4 for C 0 in Theorem 1.1 so that
If |x| ≤ 2| log ǫ| −2 and
(5.10)
Therefore, we can infer from the definition (4.1) of Q and (5.5) that
In this case, we write 13) and estimate three terms on the right-hand side one by one. By explicit computations, one can see
We also see from (5.11) and (5.12) that
Let M be the constant appearing in (5.4) and suppose that C < M . Since |x − p| ≤ C(ǫ + |p| 2 ), we see from the maximum principle and (5.1) that
Thus (5.1) yields
(The constant A may differ at each occurrence.) So, (1.11) follows from (5.11), since ǫ + |p| 2 ≃ ǫ + |x| 2 . We now show that there exists a constant C 2 > 0 such that if C 2 (ǫ + |p| 2 )| log ǫ| ≤ |x − p| ≤ | log ǫ| −2 , then 16) provided that ǫ is sufficiently small. Once this fact is proved, it follows that |∇u(x)| ≃ |∇Q(x)|, and we have (1.12). We then choose C and C 1 in the above so that C −1 = C 1 ≥ C 2 . Then we have (i), (ii) and (iii).
To prove (5.16), we first consider the case when 3( √ ǫ + |p|) ≤ |x − p| ≤ | log ǫ| −2 . In this case, we have |x| ≤ |x − p| + |p| |x − p|, and hence |x| + √ ǫ + |p| |x − p|.
It then follows from (5.1) that
.
Thanks to (5.9), we have ǫ + |p| 2 | log ǫ| 1. Thus (5.16) follows from (5.11) in this case.
Secondly, we deal with the case when 17) and determine the constant C 2 . In this case, we have
In view of (5.11), we write the above as
Observe that x in the range given by (5.17) satisfies |x| | log ǫ| −2 . Thus we have
So, if C 2 is large enough, for example, if AC 2 /7 > 2, then
ǫ 2 | log ǫ| 6 can be arbitrarily small (provided that ǫ is small enough), and (5.16) holds.
Finally, we prove (iv) for the case when |x − p| ≥ | log ǫ| −2 . We consider two cases separately: when |x| < 4 and |x − p| ≥ | log ǫ| −2 , and when |x| ≥ 4.
In the first case, |x| ≥ (3/4)| log ǫ| −2 thanks to (5.9). Since Q is constant on ∂D i , i = 1, 2, one can use the inversion with respect to either ∂D 1 or ∂D 2 and the Kelvin transform to see that there is a small constant C independent of ǫ such that for any x ∈ B 4 \(D 1 ∪D 2 ), Q can be locally extended into B C(|x| 2 +ǫ) (x) as a harmonic functions. We may assume C < 1/20 by taking even smaller C. By the maximum principle,
where c j is the center of D j . Now we have an estimate for the Kelvin transform of Q:
for j = 1, 2, and hence, the extended function is bounded by C −1 (Q| ∂D 2 − Q| ∂D 1 ). We then infer from the standard gradient estimate for harmonic functions that
Since
Since |x − p| ≥ | log ǫ| −2 , we have |x| ≥ (3/4)| log ǫ| −2 ≥ 3|p|, |x − p| ≥ 2ǫ| log ǫ| 3/2 , and |x − p| ≥ 4|p| ≥ 2|p| 2 | log ǫ| 3/2 , provided that ǫ is small enough. Thus, |x − p| ≥ |x| − |p| ≥ (2/3)|x| and |x − p| ≥ (ǫ + |p| 2 )| log ǫ| 3/2 .
By Proposition 5.1,
This together with (5.18) yields
for all x with |x| < 4 and |x − p| ≥ | log ǫ| −2 . Suppose now that |x| ≥ 4. By (5.19), we have
By Lemma 4.2,
for all x with |x| ≥ 4. The proof is complete.
Proof of Theorem 1.3
In this section we deal with the case when a = (0, 0, 1) to prove Theorem 1.3. By (iii) in section 4, Q ≡ 0 and u| ∂D 1 = u| ∂D 2 . We begin with the following lemma.
Lemma 6.1 Let u be the solution to (1.1) with a = (0, 0, 1). If |p| < 1/2, then |u| ∂D 1 | 1.
(6.1)
Proof. Since u| ∂D 1 = u| ∂D 2 , it follows from (2.16) that
Then, the relation (3.9) yields
Note that
In fact, since q is skew-symmetric with respect to the x 2 x 3 -plane, so is ∂ ν q. On the other hand, ∂ 3 N p is symmetric with respect to the x 2 x 3 -plane. So, (6.2) follows. Thus N c 1 (x)∂ ν q(x) dσ, and hence
|∂ ν q(x)| dσ.
Since the constant values of q on ∂D 1 and ∂D 2 are the minimum and maximum of q, ∂ ν q is either strictly positive or negative on ∂D j by Hopf's lemma. Thus,
Therefore, v f is bounded. Define g by
We then obtain in the same way as to derive (4.21) that |∇g(x)| exp − A √ ǫ + |x| (6.5)
for some constant A > 0. Thanks to (6.2), (6.3) and (6.4), we have
Write u| ∂D 1 = I 1 + I 2 := 1 2 (∂D 1 ∪∂D 2 )∩B 3(
Then using (6.5), we obtain The estimate (1.18) can be proved in the same as (1.15).
