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Abstrat
Point-to-Multipoint systems are a kind of radio systems supplying wireless aess to voie/data
ommuniation networks. Suh systems have to be run using a ertain frequeny spetrum,
whih typially auses apaity problems. Hene it is, on the one hand, neessary to reuse
frequenies but, on the other hand, no interferene must be aused thereby. This leads to
the bandwidth alloation problem, a speial ase of so-alled hromati sheduling problems.
Both problems are NP-hard, and there exist no polynomial time algorithms with a xed
approximation ratio for these problems. As algorithms based on utting planes have shown
to be suessful for many other ombinatorial optimization problems, the goal is to apply
suh methods to the bandwidth alloation problem. For that, knowledge on the assoiated
polytopes is required. The present thesis ontributes to this issue.
We present an integer programming formulation for the bandwidth alloation problem and
dene the assoiated hromati sheduling polytopes. We rst study the ombinatorial stru-
ture of these polytopes, disussing the dierent stages {emptyness, non-emptyness but low-
dimensionality, full-dimensionality but ombinatorial instability, and ombinatorial stability{
as the frequeny span inreases. Moreover, we explore the relations of hromati sheduling
polytopes to the linear ordering polytope.
From a geometrial point of view, hromati sheduling polytopes are of partiular interest due
to their symmetry. Outgoing from this symmetry, we develop an important tool for identifying
faet-dening inequalities without any knowledge on the dimension of the polytopes. This
enables us to identify the faet-induing onstraints from the integer programming model. The
other model onstraints need to be strengthened with the help of lique-based strutures in
order to yield faets. In partiular, the so-alled overing-lique inequalities generate a broad
number of faets, and we also present several lasses of faets oming from generalizations
and variations of these inequalities. We introdue further lasses of faet-induing inequalities
based on dierent onepts, and study the omplexity of the assoiated separation problems.
Keywords: bandwidth alloation, polyhedral ombinatoris
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Resumen
Los sistemas de radio punto a multipunto son onjuntos de antenas de radio que proveen
aeso inalambrio a redes de omuniaion de voz y datos. Este tipo de sistemas debe ser
operado utilizando un ierto espetro de freuenias de radio, lo ual normalmente produe
problemas de apaidad. Por lo tanto es neesario reutilizar freuenias, pero este reuso
no debe generar interferenia entre las se~nales. El problema de determinar las freuenias
para los enlaes se onoe omo el problema de asignaion de freuenias, y en este tipo de
sistemas es un aso espeial de los problemas de planiaion romatia. Estos problemas
son NP-hard, y no existen algoritmos aproximados polinomiales on una garanta de alidad
ja. Como los metodos de planos de orte han demostrado ser efetivos para muhos otros
problemas de optimizaion ombinatoria, el objetivo es apliar estos metodos al problema de
asignaion de freuenias en sistemas punto a multipunto. Para esto, es neesario estudiar
previamente los politopos asoiados on el problema. El presente trabajo ontribuye a este
estudio.
Introduimos una formulaion del problema de asignaion de freuenias en sistemas punto
a multipunto omo un problema de programaion lineal entera, y denimos los politopos de
planiaion romatia asoiados a esta formulaion. Estudiamos en primer lugar la estru-
tura ombinatoria de estos politopos, analizando los distintos estados {vauidad, no vauidad
pero dimension inompleta, dimension ompleta pero inestabilidad ombinatoria, y estabil-
idad ombinatoria{ a medida que el anho de banda disponible aumenta. Por otra parte,
exploramos las relaiones de los politopos de planiaion romatia on el politopo de orde-
namiento lineal.
Desde el punto de vista geometrio, los politopos de planiaion romatia son de un in-
teres partiular debido a su simetra. Como onseuenia de esta propiedad, desarrollamos
una importante herramienta para identiar desigualdades que denen faetas sin requerir
informaion sobre la dimension del politopo. Esto nos permite identiar las restriiones del
modelo de programaion lineal entera que denen faetas del politopo asoiado. Las restantes
restriiones del modelo deben ser reforzadas mediante estruturas basadas en liques del grafo
de interferenia para obtener desigualdades que denen faetas. En partiular, las desigual-
dades de lique en ubrimiento generan una gran familia de faetas, y ademas presentamos
varias lases de faetas que provienen de generalizaiones y variaiones de estas desigualdades.
Introduimos lases adiionales de faetas basadas en distintos oneptos, y estudiamos la
omplejidad de los problemas de separaion asoiados.
Palabras lave: asignaion de freuenias, ombinatoria poliedral
iv
Introdution
For pratial purposes the dierene between algebrai
and exponential order is often more ruial than the dif-
ferene between nite and non-nite.
{ Jak Edmonds (1965)
Sine the advent of wireless ommuniations, the eletromagneti spetrum has been
widely explored for many appliations, the most popular today being ellular phone net-
works. The development of new wireless servies led to sarity of usable frequenies in the
radio spetrum, and this introdued the need to reuse frequenies. A ruial problem in this
kind of ommuniation is the interferene inurred whenever two nearby transmitters operate
at lose frequenies. Depending on many fators (inluding the power and orientation of the
signal, geographial onstraints and even wheather onditions), the reeived signal may be of
unaeptable poor quality. Therefore, interferene must be avoided by a areful assignment
of frequenies to eah transmitter operating in the same area. It turned out that suh assign-
ments are omputationally diÆult to nd, and this fat has motivated a steady interest on
this topi [1, 2, 9, 17, 34, 35℄.
Point-to-Multipoint radio aess systems (PMP-Systems) are one kind of wireless networks
providing voie/data aess to a set of ustomers. Base stations form the aess points to the
bakbone network, and ustomer terminals are linked to the base stations by means of radio
signals. In ontrast to ellular phone networks, eah ustomer has a xed loation on a ertain
setor and is therefore served by a prespeied base antenna. Moreover, eah ustomer must
be assigned a frequeny interval instead of single hannels, subjet to the onstraint that
no interferene is originated by the use of overlapping frequenies. In this setting there are
two soures of possible interferene, given by (i) ustomers alloated to the same setor and
(ii) ertain pairs of potentially interfering ustomers in dierent setors. To guarantee an
interferene-free ommuniation, a partiular bandwidth alloation problem must be solved
when operating a PMP-System.
This kind of problems is known as hromati sheduling problem [15℄ or, in some parti-
ular ases, as onseutive oloring problem [16℄ and interval oloring problem [22, 36℄. Suh
problems are NP-omplete and annot be polynomially approximated with a guaranteed
quality [36℄. Small and medium-sized instanes ould be suessfully handled by greedy-like
heuristis [7℄, but in order to takle real world instanes, algorithms have to be designed that
rely on a deeper insight of the problem struture. Cutting plane methods have shown to be
very eetive at solving hard ombinatorial optimization problems [6, 30, 42, 45℄. For that,
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knowledge of the polyhedra arising in onnetion to an integer programming formulation of
the problem is needed. This thesis is devoted to the study of the polytopes dened by the in-
teger programming formulation of the bandwidth alloation problem in PMP-Systems. Suh
a polyhedral study is the starting point for the pratial omputational solution of real-sized
instanes based on utting planes.
The thesis is organized as follows. Chapter 1 gives an overview of wireless ommuniation
and frequeny assignment problems, and introdues PMP-Systems and the assoiated band-
width alloation problem in detail. Chapter 2 presents an integer programming formulation
for this problem, and provides the denition of the assoiated polytopes, alled hromati
sheduling polytopes. Chapter 3 disusses the dierent ombinatorial stages of these polyhe-
dra, as well as some relations to the linear ordering polytope. Finally, Chapter 4, Chapter 5
and Chapter 6 onentrate on the searh for valid inequalities and faets, and address the or-
responding separation problems, the ornerstone of a suessful implementation of a utting
plane approah.
Outline
Chapter 1 starts with a brief survey of the history and main appliations of wireless om-
muniations. Setion 1.1 introdues the frequeny assignment problem (FAP) and presents a
number of relevant models for dierent kinds of appliations. In all these models we are given
a set of ustomers and a set of hannels (frequenies) for eah ustomer, and the objetive is
to assign a ertain number of hannels to eah ustomer, either avoiding or minimizing inter-
ferene. In the feasibility FAP the objetive is to nd an assignment providing eah ustomer
with the exat number of hannels that he demands. This problem may be infeasible, and in
this ase the maximum servie FAP model is of interest. This model asks for an assignment
providing to every ustomer at most the demanded number of hannels, maximizing the to-
tal number of assigned hannels. On the other hand, if feasible solutions to the feasibility
FAP exist, one is usually interested in the assignments minimizing the total number of used
hannels (minimum order FAP) or the span of the assignment (minimum span FAP). We
nally introdue the minimum interferene FAP, whih onsiders a more realisti senario by
seeking an assignment that minimizes the total amount of interferene. This model is useful
in situations where interferene-free frequeny plans do not exist, and hene the objetive is
to minimize the quality loss due to interferene.
Setion 1.2 introdues PMP-Systems in detail. We give a preise denition of the band-
width alloation model and state this problem in graph-theoretial terms by introduing the
weighted interferene graph (G; d). The node set of this graph represents the ustomer ter-
minals, and edges join pairs of interfering ustomers. In this partiular model we have two
types of edges, representing the two soures of possible interferene (i.e., interferene among
ustomers in the same setor, and interferene between ertain pairs of ustomers in dier-
ent setors). The ustomers do not have a uniform ommuniation demand but individual
ones, hene we onsider a node weighting d reeting these demands. We further have the
available radio frequeny spetrum [0; s℄, with s 2 Z, where all the frequeny intervals have
to be plaed in. Finally, a guard distane g 2 Z
+
must be kept between the intervals of
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interfering ustomers in dierent setors, due to tehnial reasons. Thus, every instane of
the bandwidth alloation problem is given by a quadruple (G; d; s; g). This problem may be
interpreted as a speial sheduling problem, where the setors orrespond to mahines and
the frequeny intervals to the jobs to be sheduled. In this setting, the assignment of jobs to
mahines is xed in advane, and we have antiparallelity requirements with hangeover times
instead of the usual preedene onstraints. We prove that this problem is NP-omplete by
providing a straightforward redution from Graph oloring, and alternatively by a redu-
tion from Open shop sheduling. The hapter loses with a disussion motivating the
study of hromati sheduling polytopes in the forthoming hapters.
Chapter 2 introdues a natural integer programming formulation for the bandwidth al-
loation problem in PMP-Systems. This formulation ontains two integer variables for eah
ustomer {the interval bounds{ representing the interval assigned to the ustomer, and a bi-
nary variable for eah pair of interfering ustomers {the ordering variables{ representing the
ordering among the intervals. The latter are needed to desribe the feasible solutions, sine
otherwise the onvex hull of all integer feasible solutions would ontain infeasible but integral
points. Setion 2.1 loses with the denition of the assoiated polytopes. For any instane
(G; d; s; g), we dene the hromati sheduling polytope P (G; d; s; g) to be the onvex hull of
all the integer vetors orresponding to feasible solutions. A speial ase of this problem is of
partiular interest, namely, the ase where eah ustomer reeives an interval whih has pre-
isely the length of its demand. We also dene the xed-length hromati sheduling polytope
R(G; d; s; g) to be the onvex hull of the feasible solutions satisfying this additional ondition.
Setion 2.2 presents some preliminary omputational studies regarding the omplete lin-
ear desription of the easier ase R(G;1; s; 0) for several small graphs. On the one hand,
these experiments show that simple instanes of the bandwidth alloation problem generate
polytopes with a rather omplex struture, admitting huge numbers of extreme points and
faets. On the other hand, the reported results also suggest that hromati sheduling poly-
topes pass through several stages as the frequeny span s inreases: from a nonempty but
low-dimensional stage to full-dimensionality and, nally, to a ombinatorially steady state.
The purpose of Chapter 3 is to disuss these dierent ombinatorial stages. A rst impor-
tant issue is to nd onditions for the existene/nonexistene of feasible solutions resp. for
the nonemptyness/emptyness of the polytopes, as knowing one feasible solution enables us
to run a PMP-System properly. We dene s
min
(G; d; g) to be the minimum frequeny span
making the polytopes nonempty, and Setion 3.1 provides some straightforward bounds on
this threshold. Note that the NP-ompleteness of the bandwidth alloation problem implies
that the exat alulation of s
min
(G; d; g) is an NP-hard problem. We ombine the weighted
lique number of the weighted graph (G; d) with setorization arguments to devise a ertiate
of infeasibility, whereas a lower bound on s for feasibility arises from the hromati number
of G.
We explore in Setion 3.2 the dimension of hromati sheduling polytopes, a ruial
property for deiding whih valid inequalities are faets (and, therefore, the best possible
utting planes). It turns out that the dimension of these polytopes is hard to haraterize,
beause it strongly depends on the graph struture, the node weighting and the available
frequeny spetrum [0; s℄. It is not diÆult to verify that the dimension is a nondereasing
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funtion of the frequeny span and that P (G; d; s; g) and R(G; d; s; g) are full-dimensional if
s !(G; d). We thus introdue the threshold s
full
(G; d; g) dened as the minimum frequeny
span s making P (G; d; s; g) full-dimensional. Setion 3.2.1 presents further results related to
full-dimensionality. In partiular, we give a lower bound (G; d; g) on s guaranteeing full-
dimensionality of both polytopes based on oloring arguments. The setion loses with a
speial analysis of the dimension of uniform instanes, providing better bounds in terms of
the hromati number of the interferene graph.
In Setion 3.2.2 we disuss the omputational omplexity of the problem of determining
the dimension of a partiular instane. The main result of this setion states that deiding
whether a ertain instane generates a full-dimensional polytope is NP-omplete. Hene,
determining the dimension of hromati sheduling polytopes is an NP-hard task. Finally,
Setion 3.2.3 ompletely haraterizes the dimension of P (G; d; s; 0) and R(G; d; s; 0) as a
funtion of s for a number of graph lasses. In partiular, we are able to determine the
dimension of both polytopes when the interferene graph is a omplete graph, a star, a path,
and a yle. These examples show that the dimension is a nontrivial parameter of the graph
struture.
Setion 3.3 explores the ombinatorial steady state of hromati sheduling polytopes. It
has been experimentally observed in some instanes that there exists a ertain s
max
(G; d; g) 2
Z
+
suh that the polytopes fR(G; d; s; g)g
ss
max
(G;d;g)
have the same number of extreme
points and faets. This led to the question whether all the polytopes fR(G; d; s; g)g
ss
max
(G;d;g)
are ombinatorially equivalent. In this setion we give an aÆrmative answer by proving
a more general result: the polytopes R(G; d; s; g) and R(G; d; s + 1; g) resp. P (G; d; s; g)
and P (G; d; s + 1; g) are aÆnely isomorphi (and therefore ombinatorially equivalent) for
s  !(G; d). Moreover, we give an upper bound on s
max
(G; d; g), and this bound an be
shown to be sharp when G is the disjoint union of liques.
Setion 3.4 loses the hapter establishing some relations between hromati shedul-
ing polytopes and the linear ordering polytope P
n
LO
. It is not surprising that hromati
sheduling polytopes posess muh of the struture of the linear ordering polytope, sine the
ordering variables have the same meaning in both settings. We prove that P (K
n
; d; s; 0) and
R(K
n
; d; s; 0) are aÆnely isomorphi to P
n
LO
when s =
P
n
i=1
d
i
, and we show that R(K
n
; d; s; 0)
is aÆnely isomorphi to P
n+1
LO
when s >
P
n
i=1
d
i
. These results imply that even simple hro-
mati sheduling polytopes are hard to haraterize, sine a omplete linear desription of
P (K
n
; d; s; 0) inludes all the linear ordering faets. We also study relations between the valid
inequalities of these polytopes over arbitrary interferene graphs, and the main result in this
diretion asserts that every faet-induing inequality for the linear ordering polytope is also
faet-induing for P (G; d; s; g) and R(G; d; s; g) provided that s  !(G; d) and the set of
edges with nonzero oeÆients is ontained in E.
Chapter 4, Chapter 5, and Chapter 6 onentrate on the searh for faet-induing inequal-
ities for hromati sheduling polytopes. This issue has pratial impliations, sine strong
valid inequalities are the ornerstone of suessful implementations of utting plane methods.
In order to apply suh methods to a ertain problem, a deep polyhedral study must be arried
out, so that families of strong inequalities are found. The assoiated separation problems are
also of interest, sine good separation routines are required to eÆiently detet violated in-
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equalities in order to ontribute to the proess. It is worth noting that the NP-ompleteness
of the bandwidth alloation problem implies that nding a omplete linear desription of
these polytopes is virtually a hopeless task, unless NP = o-NP [42℄.
Chapter 4 starts the searh of faets of hromati sheduling polytopes by exploring valid
inequalities dening faets in all nonempty instanes. To this end, Setion 4.1 disusses the
speial symmetry of hromati sheduling polytopes, whih is a partiular property of these
polyhedra. Reall that we do not have preedene onstraints given in advane, but only
antiparallelity onstraints. Hene, for every feasible solution, there is a symmetri feasible
solution obtained by swapping all the intervals. The polytopes P (G; d; s; g) and R(G; d; s; g)
learly reet this symmetry. The xed-length polytope R(G; d; s; g) is even symmetri with
respet to a ertain point, and due to this symmetry there exists, for every fae, a parallel
fae of the same dimension. There is a simple formula to ompute this parallel fae, using the
knowledge of the symmetry point. A similar onstrution an be even given for P (G; d; s; g),
although there is no symmetry point in this ase.
This speial symmetry also provides a theoretial tool for identifying faet-induing in-
equalities. Consider a fae F of R(G; d; s; g) suh that any integer solution lies in F if and
only if its symmetrial solution does not belong to F . The main result of Setion 4.1.3 shows
that suh a fae is a faet of R(G; d; s; g) as long as this polytope is nonempty {regardless of
its dimension and partiular struture. This is a powerful tool for identifying faet-dening
inequalities, sine no knowledge on the dimension is needed. We point out that this theorem
only relies on symmetry onsiderations. A similar result holds for P (G; d; s; g) under some
further tehnial assumptions.
Based on these results, Setion 4.2 explores faets oming from the integer programming
onstraints. We show that the binary bounds on the ordering variables are faet-induing for
every nonempty instane, and we present a further lass of valid inequalities {the triangle
inequalities{ that possess the same property. This setion also haraterizes the polytopes
whih admit faets oming from the demand onstraints. The remaining integer program-
ming onstraints, i.e., the bounds on the interval variables and the antiparallelity onstraints,
do not dene faets in general and the purpose of Chapter 5 is to explore faet-induing
strenghtenings of these onstraints.
If s is lose to the weighted lique number !(G; d) of the interferene graph (G; d), it
is usually diÆult to plae all the intervals interferene-free within the available frequeny
spetrum; thus suh settings are the hardest ones in pratie. Setion 4.3 presents three lasses
of valid inequalities for instanes with small frequeny spans, and we prove by symmetry
arguments that they are faet-induing regardless of the dimension of the polytope.
Chapter 5 presents a number of lasses of faets arising from strenghtenings of the interval
bound and the antiparallelity onstraints. A natural way to generalize the interval bounds
is to onsider a lique in the neighborhood of the orresponding node of the interferene
graph, but we show that the resulting valid inequalities, alled the lique inequalities, only
are faet-induing for partiular ases. In order to devise stronger inequalities, a so-alled
overing lique must be onsidered instead of an arbitrary lique. Setion 5.1 presents this
onstrution and some algorithmi results onerning the identiation of overing liques.
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Afterwards we prove that the so-alled overing-lique inequalities are faet induing for both
polytopes if s  s
min
(G; d; g) + 3(g + d
max
). Interestingly, these inequalities are not faet-
induing for every instane, and we present a (rather involved) example. Finally, we also
disuss the assoiated separation problem, showing NP-ompleteness.
Based on similar ideas, Setion 5.2 explores a strenghtening of antiparallelity onstraints
that gives rise to a lass of faet-induing inequalities, the double overing-lique inequalities.
It is interesting that the same onstrution of overing liques used for strenghtening the
interval bounds an suessfully be applied to the antiparallelity onstraints. We prove that
the resulting inequalities are valid for every instane and indue faets if g = 0 and s 
s
min
(G; d; 0)+4d
max
. However, many examples an be found where these inequalities are not
faet-dening for both polytopes. We also explore the omplexity of the assoiated separation
problem, showingNP-ompleteness. Finally, Setion 5.2.3 presents the onstrution of double
overing-lique inequalities for the ase g > 0, that establishes that the resulting inequalities
dene faets of both polytopes.
Setion 5.3 presents a number of further lasses of faets arising as variations and gener-
alizations of overing-lique inequalities and double overing-lique inequalities. Setion 5.3.1
and Setion 5.3.2 provide two generalizations of these families, originating two broader lasses
of faets. Setion 5.3.3 presents three further lasses of faet-induing inequalities reinforing
the double overing-lique inequalities. These new families show an interesting balane in the
oeÆients of double overing-lique inequalities: when we try to strengthen the left-hand
side, we have to adjust the right-hand side in order to maintain both validity and faetness.
This interplay is well exemplied by the reinfored inequalities introdued in this setion.
Chapter 6 presents further families of faet-induing inequalities based on other strutures
of the interferene graph. Setion 6.1 presents the so-alled 4-yle inequalities, arising from a
ombination of a 4-yle and a lique, and onstraining the relation between the left interval
bounds of two nonadjaent nodes and the left border of the frequeny spetrum [0; s℄. A
onstrutive proof of faetness is given for the uniform ase d = 1 and g = 0.
Setion 6.2 onsiders the yle-order inequalities, dened over the ordering variables or-
responding to yles on the interferene graph. The main result of this setion asserts that,
in the ase s  s
min
(G; d; g)+O(1)d
max
, a yle-order inequality is faet-induing if and only
if the assoiated yle does not ontain a hord. We prove that the yle-order inequalities
an be separated in polynomial time.
Cyles in the interferene graph also originate valid inequalities over the interval bounds,
and Setion 6.3 presents a onstrution over odd holes (i.e., odd yles with no hords). The
odd hole inequalities are valid for arbitrary instanes, and we prove that they dene faets of
P (C
2k+1
;1; s; 0). We also provide onditions guaranteeing faetness for P (G;1; s; 0), and we
prove that a superlass of the odd hole inequalities an be separated in polynomial time.
The analysis of the polytope P (K
n
; d; s; g), dened over a omplete graph, is of theoretial
interest and an also lead to faets for the general ase. Setions 6.4 and 6.5 lose the hapter
with two lasses of faets for this polytope, along with the orresponding generalizations for
arbitrary interferene graphs. We also prove that the assoiated separation problems are
NP-omplete.
x
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Chapter 1
Frequeny assignment
The strutural problems involving ombinatorial onsid-
erations have only reently been studied in an intensive
manner. They involve mathematial diÆulties of the
highest order even in what seem to be the simplest ases.
{ Rihard Bellman (1956)
Wireless ommuniation via radio waves dates bak to the pioneering work of the frenh
physiist Edouard Branly and the italian physiist Guglielmo Maroni. As early as 1889,
Branly was able to transmit signals over small distanes, reahing on open air reeivers loated
100 meters away from the transmitter. Based on this and his own experiene, Maroni
suessfully transmitted in 1897 a Morse-oded message to a ship at sea over a distane of
29 kilometers. A ouple of years later a regular ommuniation was established aross the
English Channel, and already in 1902 it was possible to transmit signals aross the Atlanti
Oean. The ontinuous development led to the rst installations of telegraphi equipment
on ships rossing the Atlanti Oean, and a few years later every ship was using wireless
telegraphy to ommuniate with other ships and shore stations. The following omment from
the 1921 addendum to the W. M. Jakson Enylopaedia [29℄ remarkably reords the extent
of the new invention:
Whatever the future of this kind of long-distane diret ommuniation between the two
Continents is, it is by now well-known that passengers on board an establish ommuni-
ation with New York and London, and all the ships that make the aforementioned route
are equipped with wireless telegraph mahines (...). This way it is possible to daily print
on board a newspaper with the Stok Exhange reords and the most important news
from all over the world. [ Even more, ℄ the aptains of dierent ships have fun by playing
hess over the telegraph.
In the 1920s the rst experimental transmissions of television signals were made, resulting
in the rst oÆial television broadast in 1927. Radio broadast beame popular after World
War I, and television was suessfully introdued to the mass sine the end of the 1940s. To-
day, the radio spetrum is not only used for ellular telephony and mass broadasting, but also
for navigational systems, spae ommuniation, radio astronomy and military appliations.
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Wireless ommuniation between two points is established with the use of a transmitter
and a reeiver. The transmitter generates eletrial osillations at a ertain radio frequeny,
whih an be modulated either via the amplitude or the frequeny itself. The reeiver detets
these osillations and deodes them bak to reover the original signal. Every appliation
uses a ertain part of the frequeny spetrum, and the availability of frequenies is regulated
worldwide by the International Teleommuniation Union (ITU) and loally by the national
governments.
A ruial problem in wireless ommuniation is the interferene between transmitters.
If two nearby transmitters use the same frequeny, then the signals may interfere. The
level of interferene depends on the distane between them, the geographial position of the
transmitters, the power and diretion of the signal, and even weather onditions. When the
level of interferene is high, the reeived signal may have an unaeptable poor quality. Hene
there is a need for avoiding interferene.
Operators of wireless servies are liensed to use one or more frequeny bands in spei
parts of a ountry. The development of new wireless servies and the addition of more and
more ustomers led to sarity of usable frequenies in the radio spetrum. This introdued
the need for operators to develop frequeny plans that not only avoided high interferene levels
but also minimized the liensing osts. As a onsequene, an operator should arefully hoose
the frequenies on whih eah station transmits. This seletion of frequenies is alled the
frequeny assignment problem or bandwidth alloation problem. The onditions that should
be satised by the frequeny plan may vary depending on the appliation. Therefore, many
dierent approahes have been suggested in the literature to solve this problem. Setion 1.1
briey surveys the most reent models, and in Setion 1.2 we introdue Point-To-Multipoint
radio aess systems and the assoiated bandwidth alloation problem that motivated the
work of this thesis.
1.1 Frequeny assignment models
This setion briey surveys alternative models for frequeny assignment. For a more thorough
treatment, we refer to [2, 17, 34, 35℄. In a typial frequeny assignment problem, a set of
wireless links is given and frequenies must be assigned suh that the data transmission
between the two endpoints of eah link is possible. Suh frequenies must lie within a ertain
frequeny spetrum [f
min
; f
max
℄ available to the provider. This spetrum is usually partitioned
into a set of intervals, all with the same bandwidth, determining an integer number of so-
alled hannels that eah link an use. A transmission may be subjet to interferene if a
geographially nearby link uses frequenies lose on the eletromagneti spetrum, and the
proposed models handle this situation in dierent ways.
1.1.1 Feasibility and maximum servie FAP
In the feasibility frequeny assignment problem, or shortly F-FAP, we are given a set of us-
tomers along with an interferene relationship, and the objetive is to assign a number of single
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frequenies to eah ustomer while satisfying ertain interferene and availability onstraints.
Problem input. Let F denote the (disrete) set of available hannels from the frequeny
spetrum, and onsider a set V of ustomers (equivalently, a set of antennae). Eah ustomer
i 2 V an only be assigned a hannel from a subset F (i) of F due to geographial reasons.
Moreover, eah ustomer i 2 V must reeive m(i) dierent hannels from F (i). Interferene
is modeled by an interferene graph G = (V;E) representing the pairs of ustomers that may
interfere eah other. Eah pair of potentially interfering ustomers is joined by an edge in
G. Finally, with eah edge ij 2 E we assoiate a set T
ij
of forbidden distanes between the
hannels assigned to ustomers i and j.
Problem output. The desired output of F-FAP is an assignment t : V ! 2
F
suh that
(i) jt(i)j = m(i) for every i 2 V ,
(ii) t(i)  F (i) for every i 2 V , and
(iii) if f 2 t(i) and g 2 t(j) then jf   gj 62 T
ij
for every ij 2 E.
For eah pair of interfering ustomers ij 2 E, this model speies a set of forbidden
distanes between the hannels assigned to eah one. A ommon setting is to take T
ij
=
f0; : : : ;Dg for every ij 2 E, thus speifying a minimum distane that must be obeyed between
hannels used by interfering antennae. Note that F-FAP redues to the standard graph
oloring problem by setting F (i) = F and m(i) = 1 for every i 2 V , and T
ij
= f0g for every
ij 2 E. Therefore, F-FAP is NP-omplete.
Alternative formulations onsider dierent interferene measures. One possibility is to
dene p
ij
(f; g) as the interferene level between the ustomers i and j if they use the frequen-
ies f and g, respetively. The interferene ondition jf   gj 62 T
ij
is then replaed by the
ondition p
ij
(f; g) > p
min
, where p
min
is a threshold for the aeptable level of interferene.
In pratie, it might happen that feasible solutions to this problem are diÆult to nd.
In this ase, we an deide to look for a partial solution assigning as many frequenies to
the nodes as possible. Under the same problem input as before, the desired output is now
an assignment t : V ! 2
F
satisfying jt(i)j  m(i) for every i 2 V along with onditions
(ii) and (iii), and suh that the total number of assigned hannels
P
i2V
jt(i)j is maximized.
This problem is known as the maximum servie frequeny assignment problem or, shortly,
Max-FAP.
1.1.2 Minimum order FAP
The objetive of F-FAP is to nd a feasible frequeny assignment. However, when many
feasible solutions exist, we ould try to nd the best one regarding the usage of frequenies.
This model is alled the minimum order frequeny assignment problem, or MO-FAP, and asks
for minimizing the total number of assigned hannels. The problem input is the same as for
F-FAP.
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Problem output. The desired output of MO-FAP is an assignment t : V ! 2
F
suh that
(i) jt(i)j = m(i) for every i 2 V ,
(ii) t(i)  F (i) for every i 2 V ,
(iii) if f 2 t(i) and g 2 t(j) then jf   gj 62 T
ij
for every ij 2 E, and
(iv) the assignment minimizes j [
i2V
t(i)j.
The MO-FAP is the rst frequeny assignment problem that was disussed in the literature
[41℄. Again, this problem is a diret generalization of the standard graph oloring problem
and is, therefore, NP-omplete. The well-known T-oloring and list oloring problems [17℄
are also restrited versions of MO-FAP. It is worth noting that the latter is NP-omplete
even for interval graphs [5℄, a lass that an be olored in polynomial time.
1.1.3 Minimum span FAP
In the minimum span frequeny assignment problem (MS-FAP) the objetive is to minimize
the length of the frequeny band needed to aomodate all the hannels. The dierene
between the highest and the lowest used frequenies is alled the solution's span; the objetive
is to minimize the span in order to keep the liensing osts for the used frequeny span low.
The problem output is, therefore, the following.
Problem output. The desired output of MS-FAP is an assignment t : V ! 2
F
suh that
(i) jt(i)j = m(i) for every i 2 V ,
(ii) t(i)  F (i) for every i 2 V ,
(iii) if f 2 t(i) and g 2 t(j) then jf   gj 62 T
ij
for every ij 2 E, and
(iv) the assignment minimizes max[
i2V
t(i) min[
i2V
t(i).
Note that MO-FAP asks for minimizing the number of used frequenies (whih are not
neessarily onseutive), whereas the objetive of MS-FAP is to minimize the span of the
assignment. It is worth noting that there exist general instanes suh that an optimal assign-
ment for MO-FAP does not have minimum span and, in turn, an optimal solution to MS-FAP
does not use the minimum possible number of hannels.
1.1.4 Minimum interferene FAP
All the previous models ask for an assignment with no interferene at all. However, this may
be impossible in some situation for whih, moreover, the approah proposed by Max-FAP
may be infeasible as well. In this setting a more realisti model {the minimum interferene
frequeny assignment problem, or MI-FAP{ an be stated, looking for an assignment with the
minimum possible interferene.
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Problem input. As in the F-FAP, we are given a set F of available hannels and a set V
of ustomers. Eah ustomer i 2 V an only be assigned a hannel from a subset F (i) of
F and must reeive m(i) hannels. Finally, for every pair of interfering ustomers ij 2 E
and for eah f 2 F (i) and g 2 F (j) we have a penalty value p
ij
(f; g) that is inurred when
the ustomers i and j reeive the interfering hannels f and g, respetively. These penalties
model the interferene aused by the assignment.
Problem output. The desired output of MI-FAP is an assignment t : V ! 2
F
suh that
(i) jt(i)j = m(i) for every i 2 V ,
(ii) t(i)  F (i) for every i 2 V , and
(iii) the assignment minimizes
P
ij2E
P
f2t(i)
P
g2t(j)
p
ij
(f; g).
As for all penalties p
ij
(f; g) > 0 holds if and only if jf   gj 2 T
ij
, the optimum assignment
has objetive value equal to 0 if and only if F-FAP is feasible. Hene this model generalizes
F-FAP and is, therefore, an NP-hard optimization problem as well. A usual extension of this
model arising from some instanes from the CALMA benhmark [4℄ adds penalties for the
hoies of ertain frequenies for eah ustomer. This leads to an extra term in the objetive
funtion. It is worth noting that MI-FAP has been widely used in reent years to model
real-world appliations suh as GSM Frequeny Planning [18℄.
1.2 Bandwidth alloation in Point-to-Multipoint systems
We now turn our attention to Point-to-Multipoint radio aess systems and the assoiated
bandwidth alloation problem. This setion desribes in detail the assignment model that
must be solved when operating suh a system, also addressing omplexity issues onerning
this problem.
The purpose of a Point-to-Multipoint radio aess system (PMP-System) is to supply
wireless aess to voie/data ommuniation networks [7℄. Base stations form the aess
points to the network. Eah base station is loated on a xed position and serves a ertain
geographial area. This area served by the base station is divided into setors. Figure
1.1 shows an example with three base stations, eah serving two, three and two setors,
respetively.
Customer terminals are linked to base stations by means of radio signals, where some
spei part of the radio frequeny spetrum has to be used to maintain the links. In on-
trast to the usual setting for the previously mentioned FAPs, eah ustomer is provided a
xed antenna and is therefore assigned to a ertain setor of a base station (for example, in
Figure 1.1 the ustomers t
1
and t
2
are assigned to setor A within the rst base station). A
harateristi feature of PMP-Systems is that eah ustomer has an individual ommunia-
tion demand, implying that eah ustomer needs a partiular bandwidth within the available
frequeny spetrum. Hene the task is to assign frequeny intervals instead of single hannels.
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Figure 1.1: Setorization by base stations in PMP-Systems.
A entral problem is that a link onneting a ustomer terminal and a base station may
be subjet to interferene from another link, provided that the same frequenies are used.
We onsider two soures of interferene in this model. Firstly, links to ustomers in the same
setor must not use the same frequeny. Seondly, some of the links to ustomers in dierent
setors may also ause interferenes. This seond soure of interferene identies ertain pairs
of ustomers that even being in dierent setors might interfere eah other due to the power of
the transmitted signals and geographial reasons (for example, in Figure 1.1 the ustomers t
3
and t
4
are served by dierent antennae but still may interfere eah other due to the alignment
with the base station).
Moreover, in base stations osillators provide the dierent frequenies with a possible
dierene  to the required frequeny. Hene, between the frequeny intervals of possibly
interfering links in dierent setors, a guard distane of length g = 2 has to be obeyed.
This makes it neessary to distinguish between \in-setor" and \inter-setor" interferene.
To guarantee an interferene-free ommuniation, a partiular bandwidth alloation problem
has to be solved when operating a PMP-System.
Problem input. The input of this problem is given as follows. Let T = ft
1
; : : : ; t
n
g be the
set of all ustomer terminals, and S = fS
1
; : : : ; S
k
g be a partition of T into setors, providing
the information to whih setor S
j
the terminal t
i
2 T belongs. Let d = (d
1
; : : : ; d
n
) be the
vetor of ommuniation demands assoiated with the ustomer terminals, indiating that
ustomer t
i
2 T has demand d
i
2 Z
+
. Additionaly, we have a set E
X
of unordered pairs
(t
i
; t
j
) of terminals in dierent setors that must not use the same frequeny due to possible
interferene.
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This setting an be viewed as a weighted graph (G; d) = (V;E; d), where
 V = fi : t
i
2 T g is the node set,
 E = E
X
[E
I
is the edge set with
E
I
= fij : t
i
; t
j
in the same setor S
l
2 Sg;
E
X
= fij : (t
i
; t
j
) 2 E
X
g;
 d = (d
1
; : : : ; d
n
) is the node weighting.
Thus, the node set represents ustomer terminals, the node weights reet the ommuniation
demands, and the edge set indiates potential interferene between the ustomer terminals.
The edge set is given by the set of external interferers E
X
and the partition of the node set V
orresponding to the setorization of T . In graph theoretial terms, the partition of T into
setors S = fS
1
; : : : ; S
k
g orresponds to a lique overing of G, i.e., to a partition of V into
k subsets V
1
; : : : ; V
k
suh that the nodes in every V
i
are pairwise adjaent. We dene this
weighted graph (G; d) to be the interferene graph assoiated with the partiular instane of
the bandwidth alloation problem.
Notation. Throughout this work we shall always denote by (G; d) = (V;E; d) the interferene
graph. We also denote by n = jV j resp. m = jEj the number of nodes resp. edges of G.
Moreover, a guard distane g 2 Z
+
is given that must be kept between intervals of
terminals (t
i
; t
j
) 2 E
X
. Finally, we have the available radio frequeny spetrum [0; s℄, with
s 2 Z
+
, where all the frequeny intervals have to be plaed in. Thus, every instane of the
bandwidth alloation problem is given by a quadruple (G; d; s; g).
Problem output. The task is to provide, for eah ustomer t
i
2 T , a ertain part
1
of the
available frequeny spetrum meeting the following two onditions. Firstly, the individual
ommuniation demand d
i
is satised. Seondly, the assignment does not ause interferene,
i.e., no terminal within the same setor uses the same frequenies, and the guard distane
is obeyed for eah external interferer t
j
, (t
i
; t
j
) 2 E
X
. The desired output is, therefore, an
assignment of an interval I(i) = [l
i
; r
i
℄ with l
i
; r
i
2 Z
+
to eah ustomer t
i
2 T suh that:
(i) r
i
  l
i
 d
i
for every i 2 V ,
(ii) [l
i
; r
i
℄  [0; s℄ for every i 2 V ,
(iii) maxfl
i
; l
j
g  minfr
i
; r
j
g 
(
0 if t
i
and t
j
belong to the same setor
g if (t
i
; t
j
) 2 E
X
.
Figure 1.2 shows a fragment of a feasible assignment. Note that ustomers t
1
and t
2
are assigned intervals of dierent lengths (the demand of ustomer t
1
being larger than the
1
The frequeny interval assigned to a ustomer is typially omposed by several onseutive hannels. The
length of an interval orresponds to the number of those hannels; the demand of a ustomer as well as the
bounds of the assigned intervals are, therefore, represented as integers.
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Figure 1.2: Fragment of a feasible assignment.
demand of ustomer t
2
). These intervals do not overlap sine both belong to the same setor of
the same base station. On the other hand, ustomers t
3
and t
4
are loated in dierent setors
but are identied in E
X
as interfering ustomers; the orresponding intervals are, therefore,
separated by a distane of at least g.
Remark. This setting may be interpreted as a k-mahine sheduling problem, where the k
setors orrespond to the k mahines, and the ustomer terminals to the jobs. In our ase, the
assignment of jobs to mahines is xed in advane. The proessing time of a job orresponds
to the ommuniation demand of the ustomer terminal. That no mahine an proess two
jobs at the same time is given by E
I
(reall that S orresponds to a lique overing of G by
k liques), where E
X
gives antiparallelity requirements between jobs proessed on dierent
mahines. Moreover, g an be interpreted as hangeover time, and s as upper bound on the
allowed makespan span(y) = maxfr
i
: i 2 V g   minfl
j
: j 2 V g with respet to a feasible
shedule y (for more information on general sheduling problems see, e.g., [10℄).
This partiular kind of a sheduling problem does not ontain the usual preedene on-
straints, but antiparallelity onstraints are present instead. These onstraints prevent ertain
pairs of tasks from overlapping, with a hangeover time between them. The atual order
among the tasks is not important, as long as the antiparallelity onstraints are satised. This
model an be applied as well to the onstrution of integrated iruits, the assembling of
handrafts and ertain timetabling problems. 
Sine every graph is an interferene graph, this model is a generalization of the hromati
sheduling problem [15℄ and, if g = 0, of the onseutive oloring problem [16℄ and the interval
oloring problem [22, 36℄. All of these models, in turn, generalize the standard graph oloring
problem, dened as follows:
Graph oloring
Instane: A graph G = (V;E) and an integer k 2 Z
+
.
Question: Does there exist a k-oloring of G, i.e., a funtion f : V ! f1; : : : ; kg
suh that f(i) 6= f(j) for every ij 2 E?
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Theorem 1.1 Let g = 0 and d
i
= 1 for every i 2 V . The bandwith alloation problem
in PMP-Systems is feasible if and only if the assoiated interferene graph G admits an s-
oloring.
Proof. Let f : V ! f1; : : : ; s   1g be a oloring of G, and onstrut a feasible shedule by
assigning the interval I(i) = [f(i) 1; f(i)℄ to the ustomer t
i
2 T . Sine f is a oloring, then
no interfering intervals overlap (and the guard distane g = 0 is trivially satised), hene this
onstrution is feasible. Conversely, any feasible shedule assigns an interval I(i) = [l
i
; r
i
℄ to
the ustomer t
i
2 T , suh that all pairs of interfering ustomers reeive disjoint intervals.
This indues an s-oloring f(i) = r
i
for every i 2 V . 2
Corollary 1.2 The bandwidth alloation problem in PMP-Systems is NP-omplete.
This equivalene between graph oloring and the bandwidth alloation problem in
PMP-Systems for the ase g = 0 and d = 1 also shows that the latter problem annot be
approximated by a polynomial-time algorithm with a xed approximation ratio [20℄. Fur-
thermore, onsider the Open shop problem, dened as follows.
Open shop
Instane: A number p 2 Z
+
of proessors, a set J of jobs, eah job j 2 J onsisting
of p tasks t
1j
; : : : ; t
pj
(with t
ij
to be exeuted by proessor i), a length
l(t
ij
) 2 Z
+
for eah suh task, and an overall deadline k 2 Z
+
.
Question: Is there a shedule for J that meets the deadline k?
Open shop is NP-omplete even for p = 3 [20℄. A straightforward redution from Open
shop to the bandwidth alloation problem in PMP-Systems an be given, and this redution
provides a seond proof of Corollary 1.2. Given an instane of Open shop, dened as above,
onstrut an interferene graph (G; d) = (V;E; d) with one node for eah task and suh that
two nodes are joined by an edge in E if and only if the orresponding tasks either belong to
the same job or must be exeuted by the same proessor. The demand of eah node is dened
to be the length of the orresponding task. Further, set g = 0 and s = k. There is a shedule
meeting the deadline k if and only if this instane of the bandwidth alloation problem is
feasible.
Solving the bandwidth alloation problem is a ruial task when operating a PMP-System,
but we have seen that this is a demanding omputational issue, sine this problem generalizes
diÆult oloring resp. sheduling problems. Suitable heuristis based on greedy arguments
have been developed, and these heuristis were able to produe span-minimal resp. feasible
solutions for small resp. medium-sized problems [7℄. In order to takle problem sizes of real-
world instanes, algorithms have to be designed that rely on a deeper insight of the problem
struture.
Cutting plane methods have turned out to be suessful for many other appliations
[6, 30, 42, 45℄. In this framework, the onvex hull of the inidene vetors of all feasible
9
solutions is studied in order to derive faets or, more modestly, valid inequalities for this
polyhedron representing the solution spae of the problem. A strong knowledge of these
polyhedra provides the ornerstone of suessful implementations of this approah. Therefore,
we propose to investigate the polytopes arising from this bandwidth alloation problem, as
a starting point for the pratial solution to optimality of real-world instanes. This thesis
ontributes to this polyhedral issue.
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Chapter 2
Chromati sheduling polytopes
We hope that the feasibility of attaking problems involv-
ing a moderate number of points has been suessfully
demonstrated, and that perhaps some of the ideas an
be used in problems of similar nature.
{ G. Dantzig, R. Fulkerson and S. Johnson (1954)
The study of hromati sheduling polytopes is the topi of this thesis; the main purpose
of this hapter is to introdue these polytopes and to disuss some basi properties. Setion
2.1 gives an integer programming formulation for the bandwidth alloation problem in PMP-
systems (BAP). We dene the hromati sheduling polytope P (G; d; s; g) to be the onvex
hull of all feasible solutions of this integer program and the xed-length hromati sheduling
polytope R(G; d; s; g) as the speial ase where no demand is oversatised.
Setion 2.2 reports some experiments regarding the omplete linear desription of the
easier ase R(G;1; s; g) for several small graphs G and inreasing values of the frequeny
span s. These experiments show that, on the one hand, the polytopes pass through several
stages as s inreases and, on the other hand, that even simple instanes of the problem give
rise to polytopes with a omplex struture, as the number of faets and extreme points is
already huge for small graphs. This adds support to the belief that hromati sheduling
polytopes are hard to haraterize by means of faet-dening inequalities.
2.1 Integer programming formulation for BAP
We now present an integer programming formulation for the bandwidth alloation problem
in PMP-Systems. To represent a solution, we use two groups of variables. Firstly, for eah
node i 2 V we introdue the interval bounds l
i
and r
i
, suh that I(i) = [l
i
; r
i
℄ represents the
frequeny interval assigned to the orresponding ustomer. Both variables are onstrained to
be integer and nonnegative. In addition, for eah edge ij 2 E with i < j we dene the binary
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ordering variable
x
ij
=
(
1 if r
i
 l
j
0 otherwise,
asserting whether the interval I(i) is loated before the interval I(j) or not. In every feasible
solution, the antiparallelity requirements for intervals orresponding to potential interferers
are realized by a preedene relation (i.e., a partial order) on the set of intervals. This
preedene relation is represented by the ordering variables. Note that we need one ordering
variable for every ij 2 E, namely x
ij
if i < j. For notational onveniene, we shall use x
ji
as a shorthand for 1   x
ij
. Aording to the variable denitions, the inidene vetor of a
solution S is given by:

S
= (l
1
; : : : ; l
n
| {z }
n
; r
1
; : : : ; r
n
| {z }
n
; x
1i
; : : : ; x
jn
| {z }
m
):
A feasible solution is, therefore, an assignment of values to l
i
; r
i
8i 2 V and x
ij
8ij 2 E suh
that the following onstraints are satised:
d
i
 r
i
  l
i
8i 2 V (2.1)
0  l
i
 r
i
 s 8i 2 V (2.2)
r
i
 l
j
+ s(1  x
ij
) 8ij 2 E
I
; i < j (2.3)
r
i
+ g  l
j
+ s(1  x
ij
) 8ij 2 E
X
; i < j (2.4)
r
j
 l
i
+ sx
ij
8ij 2 E
I
; i < j (2.5)
r
j
+ g  l
i
+ sx
ij
8ij 2 E
X
; i < j (2.6)
x
ij
2 f0; 1g 8ij 2 E; i < j (2.7)
l
i
; r
i
2 Z 8i 2 V (2.8)
The demand onstraints (2.1) and the bound onstraints (2.2) assert that the interval I(i) =
[l
i
; r
i
℄ must satisfy the demand d
i
and t within the available frequeny spetrum [0; s℄.
Inequalities (2.3) to (2.6) realize the antiparallelity onstraints, whih prevent interfering
pairs of intervals from overlapping. Note that the intervals orresponding to the pairs of
ustomers in E
I
(loated in the same setor) must not overlap, and there must be a distane
of at least g between the intervals orresponding to pairs of interfering ustomers in dierent
setors (i.e., pairs of ustomers from E
X
). Finally, the integrality onstraints (2.7) resp. (2.8)
fore the x-variables to be binary resp. the interval bounds to be integral.
Remark. It is neessary to inlude the ordering variables x
ij
, for ij 2 E, i < j in order
to enode a solution. A feasible shedule an ertainly be desribed by the interval bounds
only, but then the onvex hull of the inidene vetors of all feasible shedules may ontain
infeasible integral points. Consider, e.g., the problem given by the graph (G; d) = (V;E; d)
with V = f1; 2g, E = f12g, and d = (1; 2) and the frequeny spetrum [0; 4℄. Then the set of
all feasible solutions onsists of the following ten points.
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l1
l
2
r
1
r
2
x
12
p
0
0 1 1 3 1
p
1
0 1 1 4 1
p
2
0 2 1 4 1
p
3
0 2 2 4 1
p
4
1 2 2 4 1
p
5
2 0 3 2 0
p
6
2 0 4 2 0
p
7
3 0 4 2 0
p
8
3 0 4 3 0
p
9
3 1 4 3 0
Dropping the information given by x
12
, the onvex hull of even the two points p
0
0
=
(0; 1; 1; 3) and p
0
9
= (3; 1; 4; 3) would ontain two infeasible but integral points, namely x =
(1; 1; 2; 3) and y = (2; 1; 3; 3), as Figure 2.1 shows. The ordering variables guarantee that the
onvex hull of the inidene vetors of all feasible shedules does not ontain any suh point.
Hene these binary variables are essential to desribe the solution spae of the problem. 
, 2=3
2
r
9
p
1
0
3
4
1 2 3
y
x
l
l
r1
1
2 =10
p
Figure 2.1: Convex hull of two feasible solutions
In order to run a Point-to-Multipoint system, one is mainly interested in nding feasible
solutions satisfying all the onstraints above. It is not diÆult to verify that the weighted
lique number !(G; d) is a anonial lower bound for the makespan span(y) of any feasible
solution y. An instane of the bandwidth alloation problem is, therefore, hard to solve if the
gap between !(G; d) and the available frequeny span s is small. This auses the interest in
nding span-minimal solutions, i.e., we have to solve the ombinatorial optimization problem
min span(y), where y = (l; r; x) is taken over all feasible solutions satisfying the onstraints
(2.1)-(2.8).
Small and mid-size instanes of the bandwidth alloation problem an be solved by greedy-
like heuristis as in [7℄; large real-world instanes require algorithms using deeper methods.
Algorithms based on utting planes have shown to be suessful for many other ombinatorial
optimization problems [6, 30, 42, 45℄. In order to apply suh methods to the bandwidth
alloation problem, we are interested in investigating the onvex hull of all feasible solutions
satisfying these onstraints. Reall that n = jV j resp. m = jEj denotes the number of nodes
resp. edges of the interferene graph G.
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Denition 2.1 (hromati sheduling polytope) Let (G; d) = (V;E; d) be a graph with
node weights d, let [0; s℄ be the available frequeny spetrum, and let g 2 Z
+
be the guard
distane. The hromati sheduling polytope P (G; d; s; g)  R
2n+m
is dened as the onvex
hull of all integer solutions (l; r; x) 2 R
2n+m
satisfying onstraints (2.1)-(2.8).
A speial ase of the bandwidth alloation problem is of partiular interest, namely the
ase where eah ustomer reeives an interval I(i) = [l
i
; r
i
℄ whih has preisely the length of
its demand, i.e., r
i
  l
i
= d
i
for every i 2 V . This ase is in pratie easier to solve and the
solution spae has lower dimension sine the right interval bounds are no longer neessary.
Hene only the l- and x-variables are required, and every solution vetor has only n + m
entries instead of the 2n+m entries in the general ase. Therefore, the inidene vetor of a
feasible shedule S
R
is, in this ase:

S
R
= (l
1
; : : : ; l
n
| {z }
n
; x
1i
; : : : ; x
jn
| {z }
m
):
Denition 2.2 (xed-length hromati sheduling polytope) Let (G; d) = (V;E; d) be
a graph with node weights d, let [0; s℄ be the available frequeny spetrum, and let g 2 Z
+
be
the guard distane. The xed-length hromati sheduling polytope R(G; d; s; g)  R
n+m
is
dened as the onvex hull of all integer solutions (l; x) 2 R
n+m
suh that there exists some
r 2 R
n
satisfying r
i
= l
i
+ d
i
and onstraints (2.2)-(2.8).
The bandwidth alloation problem in PMP-Systems was rst introdued in [7℄, where
greedy-like heuristis were developed for solving small and mid-sized instanes. A rst study
of the xed-length polytope R(G; d; s; g) for the speial ase with two setors was arried out
in [21℄. Moreover, [26℄ presents initial results for the general polytope P (G; d; s; g).
Notation. If z = (l
1
; : : : ; l
n
; r
1
; : : : ; r
n
; x
1i
; : : : ; x
jn
) 2 R
2n+m
is a feasible solution, we denote
by z
l
i
resp. z
r
i
its i-th resp. (n + i)-th oordinate. For ij 2 E, i < j, we denote by z
x
ij
the
entry of z orresponding to the ordering variable assoiated to the edge ij and, as noted
previously, we dene z
x
ji
= 1  z
x
ij
as a notational shorthand. We also dene the projetions
of z onto the spaes of eah group of variables as
z
l
= (l
1
; : : : ; l
n
) 2 R
n
z
r
= (r
1
; : : : ; r
n
) 2 R
n
z
x
= (x
1i
; : : : ; x
jn
) 2 R
m
Note that z = (z
l
; z
r
; z
x
) 2 R
2n+m
. The same denitions apply to the xed-length ase.
Here, if y 2 R
n+m
is a feasible solution, then y
l
i
resp. y
x
ij
denotes the left interval bound
of the interval I(i) resp. the ordering variable assoiated with the edge ij 2 E, i < j. The
projetions y
l
and y
x
are dened aordingly.
2.2 Computational experiments
This setion presents some preliminary omputational experiments generating the omplete
linear desription of the polytopes R(G;1; s; 0) assoiated with small graphs G and inreasing
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frequeny spans s in order to have an idea of the number of extreme points and faets involved.
These experiments were arried out with Porta [11, 12℄ in ombination with an ad ho
program for eÆiently generating the feasible solutions. All the experiments were performed
on a Silion Graphis Origin 200 mahine, with a 1024 MB RAM and four R12000 proessors
running at 400 MHz. The experiments were run with a CPU time limit of 5 days.
Tables 2.1 and 2.2 show the number of faets and extreme points of the xed-length
hromati sheduling polytope R(K
n
;1; s; 0) dened over omplete interferene graphs, for
dierent values of the number n of nodes and the frequeny spetrum length s (the empty
spaes show the infeasible ases). The number of faets is remarkably huge even for small
instanes, although the number of extreme points seems to grow more modestly. Moreover,
the total number of feasible solutions is huge already for the smallest instanes, e.g., there
exist 4410 solutions for n = 3 and s = 6, and 38976 solutions for n = 4 and s = 6.
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8
s = 1 {
s = 2 2 {
s = 3 8 8 {
s = 4 8 20 20 {
s = 5 8 20 40 40 {
s = 6 8 20 40 910 910 {
s = 7 8 20 40 910 87472 87472 {
s = 8 8 20 40 910 87472 > 480 10
6
> 480 10
6
s = 9 8 20 40 910 87472 > 480 10
6
?
Table 2.1: Number of faets of R(K
n
;1; s; 0).
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8
s = 1 {
s = 2 2 { {
s = 3 6 6 {
s = 4 6 24 24 {
s = 5 6 24 120 120 {
s = 6 6 24 120 720 720 {
s = 7 6 24 120 720 5040 5040 {
s = 8 6 24 120 720 5040 40320 40320
s = 9 6 24 120 720 5040 40320 362880
Table 2.2: Number of extreme points of R(K
n
;1; s; 0).
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n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8
s = 1 { { { { { { {
s = 2 2 2 2 2 2 2 2
s = 3 8 24 48 72 96 120 144
s = 4 8 24 54 110 222 454 ?
s = 5 8 24 54 116 ? ? ?
s = 6 8 24 54 ? ? ? ?
Table 2.3: Number of faets of R(P
n
;1; s; 0).
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8
s = 1 { { { { { { {
s = 2 2 2 2 2 2 2 2
s = 3 6 12 24 48 96 192 384
s = 4 6 18 50 138 378 1034 2826
s = 5 6 18 58 172 528 1586 4802
s = 6 6 18 58 182 570 1782 5566
Table 2.4: Number of extreme points of R(P
n
;1; s; 0).
These tables also suggest that the polytopes from the family fR(K
n
;1; s; g)g
sn+1
have the
same number of extreme points and faets. The same holds for the polytopes R(K
n
;1; n+1; 0)
and R(K
n+1
;1; n + 1; 0), for n  2. These omputational results in fat reet a deep
relationship between hromati sheduling polytopes and the linear ordering polytope, and
will be explained by the results of Setion 3.4. It must be noted that the results for n  6
and s  7 were not generated in the omputational environment desribed previously, but
were derived from the results in Setion 3.4 and the omputational experiments reported in
[13℄ for the linear ordering polytope.
Tables 2.3 and 2.4 show the number of faets and extreme points for hromati sheduling
polytopes dened over paths. Again, the number of feasible solutions is huge even for small
instanes (98620 feasible solutions for n = 4 and s = 6, and 179150 solutions for n = 6 and
s = 4). Finally, we present in Tables 2.5 and 2.6 the experiments on hromati sheduling
polytopes dened over yles, showing a similar behavior. The number of faets is more
modest in these ases, although it is worth to mention that the omputation time exeeded
the time limit of 5 days even for n = 7 and s = 4. All ases whih ould not be omputed
within this time limit are indiated by a question tag within the tables.
The latter experiments imply again that the polytopes dened over the same interferene
graph admit the same number of faets and extreme points for s  n (but learly dierent
numbers of feasible solutions). Similar observations were obtained in [21℄ for o-bipartite
interferene graphs. This motivated our investigations on the ombinatorial equivalene of
polytopes over the same interferene graph, explored in Setion 3.3.
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n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8
s = 1 { { { { { { {
s = 2 2 2 2 2 2 2 2
s = 3 8 8 72 274 816 8768 26634
s = 4 8 20 160 644 9848 ? ?
s = 5 8 20 242 1556 ? ? ?
s = 6 8 20 242 ? ? ? ?
Table 2.5: Number of faets of R(C
n
;1; s; 0).
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8
s = 1 { { { { { { {
s = 2 2 2 2 2 2 2 2
s = 3 6 6 18 30 64 126 258
s = 4 6 24 46 160 414 1120 3134
s = 5 6 24 78 250 726 2296 6790
s = 6 6 24 78 300 858 2940 8750
Table 2.6: Number of extreme points of R(C
n
;1; s; 0).
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Chapter 3
General properties of hromati
sheduling polytopes
It is interesting to point out that these appliations rely
on the deep theorems haraterizing faets of the orre-
sponding polytope. This is in quite a ontrast to pre-
viously known algorithms, whih typially do not use
these haraterizations but quite often give them as a
by-produt.
{ M. Grotshel, L. Lovasz and A. Shrijver (1981)
Chromati sheduling polytopes admit interesting properties from a ombinatorial point
of view. As observed from the experiments in Setion 2.2, the hromati sheduling polytopes
are empty if the frequeny span s is too small and pass through several stages as s inreases:
from a nonempty but low-dimensional stage to full-dimensionality and, nally, to a ombi-
natorially steady state. We disuss these dierent stages and the orresponding \thresholds"
s
min
(G; d; g), s
full
(G; d; g), and s
max
(G; d; g) ensuring nonemptyness, full-dimensionality, and
ombinatorial stability, respetively.
Setion 3.1 treats the problem of proving nonemptyness for the polytopes. This is an im-
portant task as knowing one feasible solution enables us to run a PMP-System properly. We
present lower (resp. upper) bounds on s
min
(G; d; g) ensuring emptyness (resp. nonemptyness).
Interestingly, the weighted lique number of the weighted graph (G; d) gives a ertiate of in-
feasibility, whereas a lower bound on s
min
(G; d; g) arising from oloring arguments guarantees
feasibility.
Setion 3.2 deals with the nonempty ase and addresses the problem of alulating the
dimension of hromati sheduling polytopes. As the best utting planes are faets, i.e.,
inequalities dening a fae with dimension one less than the dimension of the polytope itself,
the searh for faets must usually be preeded by the study of the dimension. Unfortunately,
determining the dimension of hromati sheduling polytopes is NP-omplete in general, as
shown in this setion. However, partial results and bounds for s
full
(G; d; g) ould be ahieved.
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Setion 3.3 is devoted to the ombinatorial steady state, i.e., to the fundamental issue
that full-dimensional hromati sheduling polytopes maintain, from a ertain value s 
s
max
(G; d; g) of the frequeny span on, the same number of faets and extreme points. We
present suh a lower bound s
max
(G; d; g) for s, give a haraterization of the extreme points
of R(G; d; s; g) resp. P (G; d; s; g) and, for s  s
max
(G; d; g), a natural bijetion between the
extreme points of R(G; d; s; g) and R(G; d; s + 1; g) resp. P (G; d; s; g) and P (G; d; s + 1; g)
implying ombinatorial equivalene.
The hapter loses with a disussion relating hromati sheduling polytopes with linear
ordering polytopes. In Setion 3.4 we prove that hromati sheduling polytopes dened over
omplete interferene graphs are aÆnely isomorphi to linear ordering polytopes, implying
that even these simple instanes are hard to haraterize. We also present some relations
between the valid inequalities and faets of these polytopes, that an be exploited in a pratial
framework for solving the bandwidth alloation problem in PMP-Systems.
3.1 On emptyness/nonemptyness
The haraterization of onditions that guarantee feasibility of the bandwidth alloation prob-
lem is a entral issue. Clearly, if the frequeny spetrum [0; s℄ is too small, there exists no
feasible shedule for the frequeny intervals at all, and so the polytopes P (G; d; s; g) and
R(G; d; s; g) are empty. The results presented in this setion provide straightforward bounds
on the frequeny span s that guarantee emptyness and nonemptyness. It is worth noting
that upper bounds for infeasibility arise from maximum weighted lique arguments, whereas
lower bounds for feasibility ome from oloring assertions. We rst establish the following
denitions, whih provide us a notation to make onversions bak and forth between feasible
solutions of P (G; d; s; g) and R(G; d; s; g).
Denition 3.1 Let y 2 R(G; d; s; g). We dene the extension of y to be ext(y) 2 P (G; d; s; g)
suh that
ext(y)
l
i
= y
l
i
8i 2 V
ext(y)
r
i
= y
l
i
+ d
i
8i 2 V
ext(y)
x
ij
= y
x
ij
8ij 2 E
Conversely, the redution of a point z 2 P (G; d; s; g) is red(z) 2 R(G; d; s; g) dened by
red(z)
l
i
= z
l
i
8i 2 V
red(z)
x
ij
= z
x
ij
8ij 2 E
The shedule represented by red(z) (for z 2 P (G; d; s; g)\Z
2n+m
) is obtained by shrinking
eah interval I(i) to an interval of length d
i
(and projeting down the vetor to R
n+m
).
Conversely, if y 2 R(G; d; s; g) \ Z
n+m
is a feasible solution, then ext(y) represents the same
shedule than y, but in a spae of higher dimension that also ontains the r-variables. Note
that red(ext(y)) = y for every y 2 R(G; d; s; g), but ext(red(z)) diers from z if z
r
i
  z
l
i
> d
i
for some i 2 V .
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As a rst simple observation, we may point out that P (G; d; s; g) 6= ; if and only if
R(G; d; s; g) 6= ;, implying that the feasibility problems for P (G; d; s; g) and R(G; d; s; g)
are equivalent. We all proj
l;x
(P (G; d; s; g)) = fred(z) : z 2 P (G; d; s; g)g  R
n+m
to the
projetion of P (G; d; s; g) onto the spae of the l- and x-variables.
Proposition 3.1 R(G; d; s; g) = proj
l;x
(P (G; d; s; g)).
Proof. If y 2 R(G; d; s; g) \ Z
n+m
is an integer feasible solution of R(G; d; s; g), then ext(y)
belongs to P (G; d; s; g), and thus R(G; d; s; g)  proj
l;x
(P (G; d; s; g)). Conversely, if z 2
P (G; d; s; g) \ Z
2n+m
is a feasible integer solution of P (G; d; s; g), then red(z) belongs to
R(G; d; s; g), implying the onverse inlusion. 2
Corollary 3.2 P (G; d; s; g) is nonempty if and only if R(G; d; s; g) is nonempty.
It is worth noting that Corollary 1.2 implies that determining whether R(G; d; s; g) is
empty or not is a omputationally diÆult task. Observe that if R(G; d; s
0
; g) is nonempty,
then R(G; d; s; g) is nonempty for every s  s
0
. Similarly, if R(G; d; s
0
; g) is empty, then also
is R(G; d; s; g) for every s  s
0
.
Denition 3.2 (nonemptyness threshold) We denote by s
min
(G; d; g) the minimum fre-
queny span s suh that P (G; d; s; g) is nonempty.
Note that P (G; d; s; g) is nonempty if and only if s  s
min
(G; d; g). Corollary 3.2 im-
plies that s
min
(G; d; g) is also the minimum frequeny span s guaranteeing feasibility for
R(G; d; s; g). The exat alulation of this threshold is, by Corollary 1.2, an NP-hard prob-
lem, hene we onentrate on deriving bounds on this value. A ertiate of infeasibility an
be obtained by means of the weighted lique number !(G; d) of (G; d) (i.e., the weight of a
largest weighted lique of G), as Proposition 3.3 shows.
Proposition 3.3 If s < !(G; d), then R(G; d; s; g) and P (G; d; s; g) are empty.
Proof. LetK  V be a largest weighted lique ofG (i.e., a liqueK suh that d(K) = !(G; d)).
The intervals fI(i) : i 2 Kg annot overlap in any feasible solution, sine all verties in K
are pairwise adjaent. Hene we need at least a span of d(K) = !(G; d) for sheduling these
intervals, and sine the length of the available spetrum [0; s℄ is stritly less than this lower
bound, the problem is infeasible. 2
However, s  !(G; d) does not provide a ertiate for feasibility, as there exist graphs
(G; d) suh that !(G; d) is stritly smaller than the span of any feasible solution. Suh
instanes learly exist for the speial ase (G;1; s; 0) of usual graph oloring problems, e.g.,
R(C
2k+1
;1; 2; 0) is empty for every odd hole C
2k+1
with k  2, sine !(C
2k+1
;1) = 2 < 3 =
(C
2k+1
) holds. Moreover, [7℄ reports real-world instanes (G; d; s; 0) with d 6= 1, ontaining
ritial ongurations G
0
 G with !(G
0
; d) < s
min
(G
0
; d; 0).
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Figure 3.1: Critial ongurations from two real-world instanes.
Example 3.1 Consider the instane depited in Figure 3.1(a), withG = C
9
and the ustomer
demands presented in the gure. This interferene graph has !(G; d) = 81 but s
min
(G; d; 0) =
82 (see Figure 3.1(b)). Further, the weighted asteroidal tripel (G; d) presented in Figure 3.1()
has !(G; d) = 80, but s
min
(G; d; 0) = 82, as Figure 3.1(d) shows. 
Remark. Graphs G with !(G; d) = s
min
(G; d; 0) for all possible demand vetors d are intro-
dued by Golumbi [22℄ as superperfet graphs. The previous example shows that interferene
graphs arising from PMP-Systems are not superperfet in general. 
Additionally, in the ase g > 0 we must also obey the guard distane between pairs of
adjaent intervals in dierent setors. This setting is more restritive, and Proposition 3.4
gives a straightforward generalization of Proposition 3.3.
Denition 3.3 (lique bound) If K  V is a lique, dene p
K
= jfi : S
i
\ K 6= ;gj to
be the number of setors with nonempty intersetion with K. Let K(G) denote the set of all
liques of G, and dene the lique bound !(G; d; g) to be
!(G; d; g) = max
K2K(G)

d(K) + g (p
K
  1)

:
Proposition 3.4 If s < !(G; d; g), then P (G; d; s; g) and R(G; d; s; g) are empty.
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Proof. Let K  V be a lique suh that d(K) + g (p
K
  1) = !(G; d; g). Sine K is a lique,
then the intervals fI(i) : i 2 Kg must be disjoint. Moreover, in every feasible solution there
are at least p
K
  1 adjaent intervals belonging to dierent setors, and sine K is a lique
they must obey the guard distane, hene at least p
K
 1 guard distanes must our between
the intervals assigned to the nodes of K. Therefore, we need a frequeny span of at least
d(K) + g (p
K
  1) to assign all these intervals. 2
Again, s  !(G; d; g) does not imply that the polytopes are nonempty. In the opposite
diretion, we an derive an upper bound for s
min
(G; d; g) that guarantees feasibility.
Denition 3.4 (hromati bound) Let d
max
= maxfd
i
: i 2 V g denote the maximum
node weight of (G; d). We dene the hromati bound (G; d; g) to be
(G; d; g) = (d
max
+ g) (G)  g:
Proposition 3.5 If s  (G; d; g), then R(G; d; s; g) and P (G; d; s; g) are nonempty.
Proof. Let k = (G) and let  : V ! f1; : : : ; kg be a oloring of G (i.e., a partition of V
into disjoint independent subsets). Construt a feasible solution y 2 R(G; d; s; g) \ Z
n+m
by
setting y
l
i
= ((i)   1)(d
max
+ g), where (i) is the olor assigned to i by . Note that this
assignment is feasible and ts in the frequeny spetrum [0; s℄. Thus R(G; d; s; g) is nonempty
and, by Corollary 3.2, P (G; d; s; g) is also nonempty. 2
Note that the weighted hromati number (G; d) (i.e., the minimum number of stable
sets overing every node i at least d
i
times) annot be used to obtain a better bound than
(G; d; g) sine the olors assigned to eah node annot be expeted to be onseutive. Now,
Proposition 3.4 and Proposition 3.5 imply that s
min
(G; d; g) an be bounded by the lique
bound and the hromati bound:
!(G; d; g)  s
min
(G; d; g)  (G; d; g):
In the uniform ase d = 1 with null guard distane (i.e., g = 0), we obtain s
min
(G;1; 0) =
(G;1; 0) = (G) and !(G;1; 0) = !(G).
3.2 On the dimension of the polytopes
A ommon way of proving that a valid inequality is faet-dening for a ertain polytope is to
onstrut as many aÆnely independent points in the partiular hyperplane as the dimension
of the polytope is. However, determining the dimension of hromati sheduling polytopes
turns out to be a diÆult task. This setion presents partial results on this issue. We point
out as a rst observation that nonempty polytopes may not be full-dimensional when the
available frequeny spetrum [0; s℄ is not large.
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Figure 3.2: The polytope R(C
4
;1; 3; 0) is not full-dimensional.
Example 3.2 Consider the polytope R(C
4
;1; 3; 0)  R
8
. Every integer feasible solution in
this polytope assigns the unit intervals I(1); : : : ; I(4) within the frequeny span [0,3℄, and thus
we have that I(1) = I(3) or I(2) = I(4) (or both). Note that I(i) = I(j) implies that x
ik
= x
jk
for every k 2 V nfi; jg. We laim that every feasible shedule satises x
14
  x
12
= x
34
  x
32
.
 If I(1) = I(3), then the previous observation implies that x
14
= x
34
and x
12
= x
32
(see
Figure 3.2(a) and Figure 3.2(b), along with the symmetrial onstrutions). Subtrating
these equations we obtain x
14
  x
12
= x
34
  x
32
.
 If I(2) = I(4), then x
12
= x
14
and x
32
= x
34
(see Figure 3.2() and Figure 3.2(d), and
the symmetrial onstrutions). These two equations imply x
14
  x
12
= 0 = x
34
  x
32
.
Thus, every feasible point satises x
14
 x
12
= x
34
 x
32
, hene dim(R(C
4
;1; 3; 0))  7 (in fat,
the dimension is exatly 7). As we shall verify in Setion 3.2.3, the polytopes R(C
4
;1; s; 0)
for s  4 are full-dimensional. 
The polytopes P (G; d; s; g) and R(G; d; s; g) are nonempty if and only if s  s
min
(G; d; g).
The previous example shows that they may not be full-dimensional, even if s > s
min
(G; d; g).
However, as the frequeny span s inreases, the dimension of both polytopes also inreases (al-
though not stritly), sine every feasible solution of R(G; d; s; g) is also feasible for R(G; d; s+
1; g). This observation implies the following.
Proposition 3.6 If s  s
min
(G; d; g), then R(G; d; s; g)  R(G; d; s+1; g) and P (G; d; s; g) 
P (G; d; s+ 1; g).
Corollary 3.7 If s  s
min
(G; d; g), then dim(R(G; d; s; g))  dim(R(G; d; s + 1; g)) and
dim(P (G; d; s; g))  dim(P (G; d; s+ 1; g)).
Hene the dimension is a nondereasing funtion of the frequeny span s. When s 
!(G; d), both polytopes are full-dimensional. We prove this fat in the next subsetion, where
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we provide a lower bound on s that guarantees full-dimensionality. Setion 3.2.2 ompletes
the analysis by showing that the exat alulation of the dimension is an NP-hard problem.
Finally, Setion 3.2.3 loses with haraterizations of the dimension for speial families of
interferene graphs.
3.2.1 The full-dimensional ase
It has been previously observed [26℄ that P (G; d; s; g) and R(G; d; s; g) are full-dimensional
when [0; s℄ is large enough. This subsetion presents some results related to full-dimensionality.
In partiular, we provide a lower bound (G; d; g) on s suh that P (G; d; s; g) and R(G; d; s; g)
are full-dimensional if s  (G; d; g). We present some examples where this bound is indeed
tight.
Next, we analyze the dimension in the uniform ase d = 1 with g = 0, where the bound
simplies to (G;1; 0) = (G) + 2. We provide a haraterization of full-dimensionality for
bipartite graphs and s = (G) + 1, proving that for a bipartite interferene graph G, the
polytope P (G;1; (G) + 1; 0) is full-dimensional if and only if G does not ontain any 4-
hole. Based on this result, we also provide a partial haraterization of full-dimensionality
for arbitrary graphs.
Lemma 3.8 Let  2 R
n+m
and 
0
2 R suh that 
T
y = 
0
for every y 2 R(G; d; s; g). If
s > s
min
(G; d; g), then 
l
j
= 0 for every j 2 V .
Proof. Let y 2 R(G; d; s; g) \ Z
n+m
be an integer feasible solution suh that all the intervals
are ontained in [0; s
min
(G; d; g)℄. Construt a digraph D = (V;E
D
) suh that ij 2 E
D
if
and only if ij 2 E and I(j) is loated before I(i). Note that D is ayli. Now, let i
1
; : : : ; i
n
be a topologial ordering of the nodes of D and onstrut n feasible solutions y
1
; : : : ; y
n
as
follows. Point y
k
is obtained from y by shifting the intervals I(i
j
) for j = 1; : : : ; k one unit
to the right.
These new points are feasible solutions. Indeed, if the interval I(i
j
) has been shifted
to the right in y
k
, then all the possible interfering intervals to the right of I(I
j
) have also
been shifted, sine the orresponding nodes are before i
j
in any topologial ordering of D.
Moreover, the pair of solutions y
k
and y
k+1
for k = 0; : : : ; n  1 (where we onsider y
0
= y)
only dier in their l
i
k
-oordinate, hene the l
i
k
-oordinate of  must be zero. Therefore,

l
j
= 0 for every j 2 V . 2
Denition 3.5 Let F
s
(G; d) denote the set of nodes i suh that P (G; d; s; g) ontains some
feasible shedule suh that the interval I(i) has length stritly greater than d
i
. That is,
F
s
(G; d) = fi 2 V : z
r
i
  z
l
i
> d
i
for some z 2 P (G; d; s; g)g:
Note that Lemma 3.8 implies F
s
(G; d) = V for s > s
min
(G; d; g). However, when s =
s
min
(G; d; g) we may have F
s
(G; d)  V . In both ases, F
s
(G; d) states a relation between
the dimension of P (G; d; s; g) and the dimension of R(G; d; s; g).
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Lemma 3.9 If s  s
min
(G; d; g) then dim(P (G; d; s; g)) = dim(R(G; d; s; g)) + jF
s
(G; d)j.
Proof. For eah i 2 F
s
(G) let y
i
2 P (G; d; s; g) be a solution suh that y
i
r
i
 y
i
l
i
> d
i
and y
i
r
j
 
y
i
l
j
= d
j
for j 6= i (suh a solution exists by the denition of F
s
(G; d)). Now, if w
0
; : : : ; w
k
2
R(G; d; s; g) is a set of aÆnely independent points, then ext(w
0
); : : : ; ext(w
k
) are also aÆnely
independent, and moreover eah of these new points satises r
i
+ l
i
= d
i
for every i 2 V .
This implies that the point y
i
is aÆnely independent w.r.t. ext(w
0
); : : : ; ext(w
k
), for every
i 2 F
s
(G; d). Hene the set fext(w
i
)g
k
i=0
[fy
i
g
i2F
s
(G;d)
is omposed by k+jF
s
(G; d)j aÆnely in-
dependent points of P (G; d; s; g), and thus dim(R(G; d; s; g))+jF
s
(G; d)j  dim(P (G; d; s; g)).
For the reverse inequality, let A 2 R
kn
, B 2 R
km
and b
0
2 R
k
suh that Al+Bx = b
0
is a maximal system of equations for R(G; d; s; g), implying dim(R(G; d; s; g)) = n +m   k.
By Proposition 3.1, we have that Al + Bx = b
0
is also a (possibly nonmaximal) system of k
equations for P (G; d; s; g) and, in addition, every feasible solution z 2 P (G; d; s; g) satises
z
r
i
 z
l
i
= d
i
for eah i 62 F
s
(G; d). Hene we onstrut k+(n jF
s
(G; d)j) linearly independent
equations satised by every feasible solution of P (G; d; s; g). Sine P (G; d; s; g)  R
2n+m
, we
onlude that
dim(P (G; d; s; g))  (2n+m)  (k + n  jF
s
(G; d)j)
= (n+m  k) + jF
s
(G; d)j
= dim(R(G; d; s; g)) + jF
s
(G; d)j:
2
Lemma 3.10 Let 
T
z = 
0
for every z 2 P (G; d; s; g). If s > s
min
(G; d; g), then 
l
i
= 0 and

r
i
= 0 for every i 2 V .
Proof. Lemma 3.8 implies F
s
(G; d) = V , hene dim(P (G; d; s; g)) = dim(R(G; d; s; g)) + n.
Moreover, we have that proj
x
(P (G; d; s; g)) = proj
x
(R(G; d; s; g)), and thus 
l
i
= 
r
i
= 0 for
every i 2 V . 2
We are now able to provide a lower bound on s that ensures full-dimensionality in the
general ase.
Denition 3.6 (oloring bound) We dene the oloring bound to be
(G; d; g) = s
min
(G; d; g) + max
jk2E
(d
j
+ d
k
) + 2g:
Theorem 3.11 If s  (G; d; g) then R(G; d; s; g) and P (G; d; s; g) are full-dimensional.
Proof. Let 
T
z = 
0
for every z 2 P (G; d; s; g). By Lemma 3.10, we have 
l
i
= 
r
i
=
0 for every i 2 V . Now, let z 2 P (G; d; s; g) \ Z
2n+m
be a feasible solution suh that
26
Figure 3.3: Construtions for the proof of Theorem 3.11.
max
i2V
z
r
i
= s
min
(G; d; g) (suh a solution exists by the denition of the nonemptyness
threshold s
min
(G; d; g)). Consider an arbitrary edge ij 2 E and onstrut the feasible solution
z
1
as follows:
z
1
l
k
=
8
>
<
>
:
s
min
(G; d; g) + g if k = i
s
min
(G; d; g) + d
i
+ 2g if k = j
z
l
k
otherwise
Dene further z
1
r
k
= z
1
l
k
+ d
k
for every k 2 V . Now onstrut a new feasible solution z
2
from
z
1
by swapping the intervals I(i) and I(j) (see Figure 3.3). These solutions only dier in
their l
i
-, r
i
-, l
j
-, r
j
- and x
ij
-oordinates and, therefore, 
x
ij
= 0. Sine ij is an arbitrarily
hosen edge, we have  = 0, and so we onlude that P (G; d; s; g) is full-dimensional. Sine
F
s
(G; d) = V , Lemma 3.9 implies that R(G; d; s; g) is also full-dimensional. 2
Theorem 3.11 implies that for every instane (G; d; s; g) there exists a frequeny span s
0
suh that the polytopes fP (G; d; s; g)g
ss
0
are full-dimensional. Hene we an introdue the
following threshold for full-dimensionality.
Denition 3.7 (full-dimensionality threshold) We denote by s
full
(G; d; g) the minimum
frequeny span s suh that the polytope P (G; d; s; g) is full-dimensional.
Under this denition, Theorem 3.11 an be restated as s
full
(G; d; g)  (G; d; g). This
bound is sharp, in the sense that there exist innitelymany graphsG suh that P (G; d; s 1; g),
for s = (G; d; g), has not full dimension. For example, if the interferene graph is a 4-
yle, we have s
full
(C
4
;1; 0) = (C
4
;1; 0) = 4 but Example 3.2 shows that the polytope
R(C
4
;1; 3; 0)  R
8
has dimension 7, thus not being full-dimensional. In Setion 3.2.3 we
shall present further instanes illustrating the same situation.
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Figure 3.4: R(W
6
;1; 4; 0) is full-dimensional whereas P (W
6
;1; 4; 0) is not.
Note that s
full
(G; d; g) is the minimum frequeny span guaranteeing full-dimensionality
for P (G; d; s; g) but not for the xed-length polytope R(G; d; s; g). If P (G; d; s; g) has full
dimension, then learly R(G; d; s; g) is full-dimensional, but the onverse is not true as the
following example shows.
Example 3.3 Consider the wheel W
6
depited in Figure 3.4(a), omposed by a 5-yle plus
a universal node. Figure 3.4(b) shows s
min
(W
6
;1; 0) = 4. It is not diÆult to verify by
inspetion that R(W
6
;1; 4; 0) is full-dimensional. However, P (W
6
;1; 4; 0) does not have full
dimension, sine r
1
  l
1
= 1 for every feasible solution. Moreover, for this partiular instane
we have s
full
(W
6
;1; 0) = 5. 
Hene the threshold s
full
(G; d; g) for full-dimensionality in the general ase annot be
diretly applied to the xed-length ase. We obtain instead the following about the dimension
of the two polytopes.
Corollary 3.12 Consider an instane (G; d; s; g).
(i) If s < s
min
(G; d; g) then both polytopes P (G; d; s; g) and R(G; d; s; g) are empty.
(ii) If s = s
min
(G; d; g) then P (G; d; s; g) is full-dimensional only if R(G; d; s; g) is full-
dimensional.
(iii) If s > s
min
(G; d; g) then P (G; d; s; g) is full-dimensional if and only if R(G; d; s; g) is
full-dimensional, by dim(P (G; d; s; g)) = n+ dim(R(G; d; s; g)).
Thus, we an express the minimum frequeny span suh that R(G; d; s; g) has full dimen-
sion in terms of s
full
(G; d; g) as follows.
Corollary 3.13 Let s
R
be the minimum frequeny span s suh that the polytope R(G; d; s; g)
has full-dimension. Then, s
R
= s
full
(G; d; g) if F
s
R
(G; d) = V and s
R
= s
full
(G; d; g)   1
otherwise.
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In the remaining part of this setion, we disuss better bounds fo s
full
(G; d; g) in the ase
of usual graph oloring, i.e., if we assume d = 1 and g = 0.
Corollary 3.14 The polytopes R(G;1; s; 0) and P (G;1; s; 0) are full-dimensional if and only
if s  (G) + 2.
Corollary 3.14 provides a small range for inomplete dimensionality in the uniform ase.
Indeed, P (G;1; s; 0) is empty if s < (G) and full-dimensional if s  (G) + 2. So we are
left to analyze the ases s = (G) and s = (G) + 1. In what follows, our objetive is to give
a partial haraterization of full-dimensionality in the ase s = (G) + 1. As we shall see,
inomplete dimension is related to the existene of indued 4-yles in the interferene graph.
We rst analyze the ase of bipartite graphs.
Theorem 3.15 If G is a bipartite graph, then P (G;1; 3; 0) is full-dimensional if and only if
G does not ontain C
4
as an indued subgraph.
Proof. Assume rst that G does not ontain any 4-hole as indued subgraph, and suppose

T
y = 
0
for every y 2 P (G;1; 3; 0). Lemma 3.10 implies that 
l
i
= 
r
i
= 0 for every
i 2 V . We will now verify that the same holds for the ordering variables, thus proving the
full-dimensionality of the polytope.
Fix an edge ij 2 E and let  : E ! f1; 2g be a 2-oloring of G. Assume w.l.o.g. that
(i) = 1 and (j) = 2. Dene the node subsets A = N(i) and B = N(j) (see Figure 3.5).
Note that (k) = 2 for every k 2 A and (t) = 1 for every t 2 B, hene A\B = ;. Moreover,
E(A;B) = ;, otherwise a 4-hole would be reated. Partition now the remaining nodes as
C [D, where
C = fk 62 A [B [ fi; jg : (k) = 1g
D = fk 62 A [B [ fi; jg : (k) = 2g
Figure 3.5: Partition of V into subsets.
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These sets dene the partition of V depited in Figure 3.5. Notie that the sets A, B, C and
D are stable sets. Moreover, E(A;D) = ; sine the nodes of A and D admit the same olor.
The same argument shows E(B;C) = ;.
We now dene the following subsets of edges:
E
1
= E(fig; A)
E
2
= E(A;C)
E
3
= E(C;D)
E
4
= E(B;D)
E
5
= E(fjg; B)
By the previous observations, we have E = fijg [ E
1
[ : : : [ E
5
. We now onstrut the
sequene of feasible solutions y
0
; : : : ; y
6
depited in Figure 3.6. For k = 1; : : : ; 6, onsider the
pair of solutions y
0
and y
k
. Both solutions are feasible, and thus 
T
y
0
= 
T
y
k
, implying the
following equations.
k = 1 ) 0 = (E
1
) + (E
2
)
k = 2 ) 0 = (E
2
) + (E
3
)
k = 3 ) 0 = (E
3
) + (E
4
)
k = 4 ) 0 = (E
4
) + (E
5
)
k = 5 ) 0 = (E
5
) + 
x
ji
k = 6 ) 0 = (E
3
) + (E
4
) + (E
5
)
Solving these equations leads to 
x
ji
= 0 and (E
k
) = 0 for k = 1; : : : ; 5 (note that this does
not imply  = 0). Thus, we have shown 
x
ji
= 0. Sine ij is an arbitrary edge of G, this
proedure shows  = 0. Therefore, the polytope is full-dimensional.
Now let us turn to the onverse. Let C  V be an indued 4-hole in G. The projetion
of P (G;1; 3; 0) over the variables l
i
, r
i
for i 2 C and x
ij
for ij 2 E(C) equals P (C;1; 3; 0),
and we already know that this polytope is not full-dimensional. Hene, P (G;1; 3; 0) does not
have full dimension as well. 2
Corollary 3.16 If G is a tree, then P (G;1; (G) + 1; 0) is full-dimensional.
Based on the previous results, we now provide a partial haraterization of full-dimensio-
nality for arbitrary graphs in the ase s = (G)+1. Theorem 3.17 gives a suÆient ondition
for P (G;1; (G) + 1; 0) to be full-dimensional, whereas Theorem 3.18 provides a suÆient
ondition ensuring inomplete dimension. Although these onditions are similar, they are not
the onverse of eah other and so the haraterization given here is only partial.
Theorem 3.17 If there exists a k-oloring of G with k  (G)+1 and olor lasses I
1
; : : : ; I
k
suh that G
I
i
[I
j
does not ontain a 4-hole for every i 6= j, then P (G;1; (G) + 1; 0) is full-
dimensional.
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Figure 3.6: Feasible solutions y
0
; : : : ; y
6
.
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Proof. Suppose that 
T
y = 
0
for every y 2 P (G;1; (G) + 1; 0). Lemma 3.10 implies that

l
i
= 
r
i
= 0 for every i 2 V . Now, for every pair I
i
, I
j
of olor lasses, with i 6= j, onsider
the indued subgraph G
ij
= G
I
i
[I
j
. By Theorem 3.15, the polytope P (G
ij
;1; 3; 0) is full-
dimensional. Moreover, P (G
ij
;1; 3; 0)  proj
I
i
[I
j
P (G;1; (G) + 1; 0) implies 
x
e
= 0 for
every e 2 G
ij
. Thus, 
x
= 0 and so P (G;1; (G) + 1; 0) has full dimension. 2
Theorem 3.18 If there exists a 4-hole C = f1; 2; 3; 4g  V suh that every k-oloring , with
k  (G)+1, has (1) = (3) or (2) = (4), then P (G;1; (G)+1; 0) is not full-dimensional.
Proof. Sine every feasible shedule (l; r; x) has either I(1) = I(3) or I(2) = I(4), then
x
14
  x
12
  x
34
  x
32
, hane P (G;1; (G) + 1; 0) is not full-dimensional. 2
3.2.2 Determining the dimension is NP-omplete
The results of Setion 3.2.1 suggest that the dimension of hromati sheduling polytopes
is hard to haraterize. The purpose of this setion is to show that its alulation is also a
omputationally hard problem, by proving that the assoiated deision problems are NP-
omplete. As a starting point of our analysis, onsider the problem of deiding whether
P (G; d; s; 0) has full dimension:
Full-dimensionality
Instane: A weighted graph (G; d) and an integer s 2 Z
+
.
Question: Has P (G; d; s; 0) full dimension?
Theorem 3.19 Full-dimensionality is NP-omplete.
Proof. It is not hard to verify that this problem belongs to NP, sine we an nondeter-
ministially generate a set of integer feasible solutions and verify whether this set is a set of
aÆnely independent points with the required number of elements or not. Note we an hek
in polynomial time whether a set of vetors is aÆnely independent or not [42℄. To omplete
the proof, we shall redue Graph oloring to Full-dimensionality. Let G = (V;E) be
an arbitrary graph and onstrut a graph H = (V
H
; E
H
) from G by taking:
V
H
= V [ fv
1
; v
2
; v
3
; v
4
g
E
H
= E [ fv
i
w : w 2 V; i = 1; : : : ; 4g
[ fv
1
v
2
; v
2
v
3
; v
3
v
4
; v
4
v
1
g
We laim that (G)  s if and only if P (H;1; s+4; 0) has full dimension. For the forward
diretion, if (G)  s then (H; d; 0) = (H) + 2  (G) + 4  s+ 4, and P (H;1; s + 4; 0)
is full-dimensional by Theorem 3.11. For the onverse diretion, suppose that (G)  s+ 1.
We shall prove that in this ase every integer feasible solution satises
x
v
1
v
2
  x
v
1
v
4
= x
v
3
v
2
  x
v
3
v
4
; (3.1)
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Figure 3.7: Illustration for the proof of Theorem 3.19.
thus verifying that P (H;1; s + 4; 0) is not full-dimensional. Consider any feasible solution
y 2 P (H;1; s+ 4; 0) \Z
2jV
H
j+jE
H
j
. This solution must have at least s+ 1 olors oupied by
intervals orresponding to nodes in V , and this leaves at most three olors left for the nodes
fv
1
; : : : ; v
4
g. Thus, either v
1
and v
3
or v
2
and v
4
have the same olor, and only the four
ongurations depited in Figure 3.7 (along with their symmetrial solutions) are possible.
All of them satisfy (3.1), hene P (H;1; s+ 4; 0) is not full-dimensional. 2
Corollary 3.20 Full-dimensionality for R(G; d; s; 0) is NP-omplete.
Proof. Given a graph G, repeat the onstrution from the proof of Theorem 3.19 to obtain a
new graph H. The same argumentation an be applied in this ase to show that (G)  s if
and only if R(G;1; s+ 4; 0) has full dimension. 2
The omplexity of the general problem of alulating the dimension of hromati shedul-
ing polytopes an now be addressed as a orollary to the previous results. To this end,
onsider the assoiated deision problem:
Chromati sheduling polytope's dimension
Instane: A weighted graph (G; d), and integers k; s; g 2 Z
+
.
Question: Has P (G; d; s; g) dimension greater or equal than k?
Corollary 3.21 Chromati sheduling polytope's dimension is NP-omplete.
3.2.3 Dimension for speial interferene graphs
This subsetion provides results about the dimension of hromati sheduling polytopes for
speial lasses of interferene graphs. We present haraterizations of the dimension of in-
stanes dened over omplete graphs K
n
, stars K
1;t
, paths P
n
, and holes C
n
, the last one
being the most involved ase. These theorems give the hint that formulating the dimension
in terms of standard graph parameters may be a nontrivial task. We start by analyzing the
dimension of polytopes dened over omplete interferene graphs.
33
Theorem 3.22 Call D =
P
n
i=1
d
i
. Then,
dim

R(K
n
; d; s; 0)

=
(
m if s = D
n+m if s > D
dim

P (K
n
; d; s; 0)

=
(
m if s = D
n+ 2m if s > D
Proof. Clearly, R(K
n
; d; s; 0) is nonempty if and only if s  D. When s = D, there are
no empty spaes among the intervals, hene every feasible solution satises the following n
equations:
l
i
=
X
j 6=i
d
j
x
ji
i = 1; : : : ; n (3.2)
This implies dim(R(K
n
; d;D; 0))  m. Conversely, s = D allows every linear ordering among
the intervals, so proj
x
(R(K
n
; d;D; 0)) ontains exatly m aÆnely independent points. Hene
we onlude dim(R(K
n
; d;D; 0)) = m. Moreover, F
D
(K
n
; d) = ;, and thus Proposition 3.7
implies that R(K
n
; d;D; 0) and P (K
n
; d;D; 0) have the same dimension.
To omplete the proof, we verify that both polytopes are full-dimensional when s > D.
Suppose 
T
y = 
0
for every point y 2 R(G; d; s; 0). By Lemma 3.8, 
l
i
= 0 follows for
every i 2 V . Moreover, note that every point in R(K
n
; d;D; 0) also belongs to R(K
n
; d; s; 0),
and dim(proj
x
(R(K
n
; d;D; 0)) = m, hene 
x
= 0. Therefore,  = 0 and R(K
n
; d; s; 0) is
full-dimensional. Sine F
s
(K
n
; d) = f1; : : : ; ng, then P (K
n
; d; s; 0) also has full dimension. 2
The following theorem provides a haraterization of the dimension of hromati shedul-
ing polytopes dened over omplete and bipartite interferene graphs with no indued 4-yles.
This result enables us to fully understand the dimension of hromati sheduling polytopes
dened over stars, paths, and even holes.
Theorem 3.23 Let G be a onneted and bipartite graph with at least two nodes, and suh
that G does not ontain any 4-hole. Then, the polytopes R(G;1; s; 0) and P (G;1; s; 0) have
dimension 1 if s = 2 and are full-dimensional if s  3.
Proof. Let  : V ! f1; 2g be a 2-oloring of G. Sine G is onneted and bipartite, then this
oloring is unique up to olor renamings. Construt a feasible solution y 2 R(G;1; 2; 0)\Z
n+m
by setting y
l
i
= (i)  1 for every i 2 V . By the uniqueness of , there only exist two feasible
solutions, namely y and sym(y), hene dim(R(G;1; 2; 0)) = 1. Sine every node in G has at
least one neighbor, then no feasible solution z 2 P (G;1; 2; 0) an have z
r
i
  z
l
i
> 1, hene
F
2
(G;1) = ; and Lemma 3.9 implies dim(P (G;1; 2; 0)) = 1.
Consider now the ase s  3. Sine G is a bipartite graph with no indued 4-yle,
Theorem 3.15 implies that R(G;1; s; 0) is full-dimensional. Sine s > s
min
(G;1; 0) = 2, then
F
s
(G;1) = V , implying that P (G;1; s; 0) also has full dimension. 2
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Corollary 3.24
dim (R(K
1;t
;1; s; 0)) =
(
1 if s = 2
2t+ 1 if s  3
dim(P (K
1;t
;1; s; 0)) =
(
1 if s = 2
3t+ 2 if s  3
Corollary 3.25
dim (R(P
n
;1; s; 0)) =
(
1 if s = 2
2n  1 if s  3
dim (P (P
n
;1; s; 0)) =
(
1 if s = 2
3n  1 if s  3
Corollary 3.26 Let n  6 be an even integer. Then,
dim (R(C
n
;1; s; 0)) =
(
1 if s = 2
2n if s  3
dim (P (C
n
;1; s; 0)) =
(
1 if s = 2
3n if s  3
To lose this setion, we prove a similar result for odd yles. The previous examples
may suggest that P (G;1; s; 0) is not full-dimensional for s = s
min
(G;1; 0), but Theorem
3.27 shows full-dimensionality for innitely many instanes. Indeed, hromati sheduling
polytopes dened over odd yles are empty if s  2 and full-dimensional otherwise. In order
to prove this result, we introdue the following denition.
Denition 3.8 Given a linear ordering S = (i
1
; : : : ; i
n
) of V , the greedy solution assoiated
with S is the feasible solution onstruted by the following proedure:
For j = 1; : : : ; n do:
Set I(i
j
) = [t
j
; t
j
+ d
i
j
℄, where t
j
is the minimum feasible starting time
for the interval I(i
j
), aording to the previous assignments.
End (for)
For example, Figure 3.8 shows two suh solutions for odd yles, assoiated with the
sequenes (1; : : : ; n) and (n; 1; : : : ; n  1), respetively.
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Figure 3.8: Examples of greedy solutions
Theorem 3.27 Let n  5 be an odd integer. The polytopes R(C
n
;1; s; 0) and P (C
n
;1; s; 0)
are empty if s  2 and have full dimension otherwise.
Proof. Sine odd yles are nonbipartite, we have that R(C
n
;1; 2; 0) and P (C
n
;1; 2; 0) are
empty. To omplete the proof, we show that P (C
n
;1; 3; 0) has full dimension (this implies that
R(C
n
;1; s; 0) and P (C
n
;1; s; 0) are full-dimensional for s  3). Suppose 
T
z = 
0
for every
z 2 P (C
n
;1; 3; 0)\Z
3n
. We shall verify  = 0, implying that this polytope is full-dimensional.
For i = 1; : : : ; n, onstrut the two feasible solutions z
i
and z
i
presented in Figure 3.10(a)
and Figure 3.10(b). Sine 
T
z
i
= 
0
= 
T
z
i
, we have that 
l
i
= 0. A similar onstrution
shows 
r
i
= 0.
It remains to verify that 
x
= 0. For i = 1; : : : ; n, dene the sequene S
i
= (i; i +
1; : : : ; n; 1; : : : ; i   1), and let y
i
be the assoiated greedy solution. Also dene the opposite
sequene

S
i
= (i; i   1; : : : ; 1; n; n   1; : : : ; i + 1) and let y
i
denote the assoiated greedy
solution. For i = 1; : : : ; n, we have that 
T
y
i
= 
T
y
i
. These n equations dene an (n  n)-
system D
n

x
= 0 of linear equations. The matrix D
n
has two onseutive diagonals with
ones, and the remaining diagonals are alternatively omposed by -1 and 1 (see Figure 3.9 for
an example).
D
7
=
0
B
B
B
B
B
B
B
B
B
B

1 1  1 1  1 1  1
 1 1 1  1 1  1 1
1  1 1 1  1 1  1
 1 1  1 1 1  1 1
1  1 1  1 1 1  1
 1 1  1 1  1 1 1
1  1 1  1 1  1 1
1
C
C
C
C
C
C
C
C
C
C
A
;
0
B
B
B
B
B
B
B
B
B
B

1 1  1 1  1 1  1
0 2 0 0 0 0 0
0 0 2 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 2 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 2
1
C
C
C
C
C
C
C
C
C
C
A
Figure 3.9: A matrix arising from greedy solutions and its triangulation.
It is not diÆult to verify that D
n
is a nonsingular matrix (reall that n is an odd integer).
To this end, for i = n; : : : ; 2 in dereasing order, add row i  1 to row i. The resulting matrix
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Figure 3.10: Feasible solutions of P (C
n
;1; 3; 0) showing 
l
i
= 0.
is upper triangular (see Figure 3.9 for an example with n = 7), thus proving that the only
solution to D
n

x
= 0 is 
x
= 0. Hene  = 0 and P (C
n
;1; 3; 0) is full-dimensional. 2
Remark. Consider the vetors fproj
x
(y
i
)g
n
i=1
of the ordering variables orresponding to the
greedy solutions assoiated with the n asending sequenes S
1
; : : : ; S
n
introdued in the proof
of Theorem 3.27. Let A be the quadrati 0/1-matrix with these vetors as rows. Then A has
a speial struture, with the rst two diagonals lled with ones, and the remaining diagonals
alternating between zeros and ones, respetively. It is worth noting that A is nonsingular and
has determinant (n  1)=2 (sine n is odd). 
3.3 The ombinatorial steady state
This setion explores a fundamental issue onerning the ombinatorial struture of hromati
sheduling polytopes. It has been experimentally observed in [21℄ for some instanes (G; d; s; 0)
that, from a ertain value s
max
(G; d; 0) on, the polytopes fR(G; d; s; 0)g
ss
max
(G;d;0)
reah a
ombinatorial steady state with the same number of extreme points and faets. This led to
the question whether the polytopes fR(G; d; s; g)g
ss
max
(G;s;g)
are pairwise ombinatorially
equivalent. In this setion we give an aÆrmative answer by proving a more general result:
the polytopes R(G; d; s; g) and R(G; d; s + 1; g) resp. P (G; d; s; g) and P (G; d; s + 1; g) are
aÆnely isomorphi (and therefore ombinatorially equivalent) for s !(G; d). Moreover, we
give a lower bound on s ensuring this isomorphism, and this bound an be shown to be sharp
when G is the union of disjoint liques.
3.3.1 A haraterization of the extreme points
We start by providing a simple haraterization of the extreme points of hromati sheduling
polytopes. For any valid ordering x 2 proj
x
(R(G; d; s; g)\Z
n+m
), dene the lower and upper
bounds for the interval I(i) assigned to ustomer i 2 V as follows:
37
Li
(x; s) = minfy
l
i
: y 2 R(G; d; s; g) \ Z
n+m
and y
x
= xg
U
i
(x; s) = maxfy
l
i
: y 2 R(G; d; s; g) \ Z
n+m
and y
x
= xg
For every ij 2 E, let Æ
ij
be the minimum gap required between the intervals I(i) and I(j),
i.e.,
Æ
ij
=
(
g if ij 2 E
X
0 otherwise
Denition 3.9 (xed-length adjaeny graph) Let y 2 R(G; d; s; g)\Z
n+m
be a feasible
shedule. The adjaeny graph assoiated with this shedule is G(y) = (V
0
; E
0
), with V
0
= V
and E
0
= f ij 2 E : y
l
i
+ d
i
+ Æ
ij
= y
l
j
; or y
l
j
+ d
j
+ Æ
ij
= y
l
i
g.
Nodes i and j are adjaent in G(y) if they are adjaent in G and there is a spae of exatly
Æ
ij
between the intervals I(i) and I(j). For example, if H is the interferene graph depited
in Figure 3.11(a), then Figure 3.11(b) shows a feasible shedule and Figure 3.11() presents
its assoiated adjaeny graph.
Denition 3.10 A onneted omponent C of G(y) is alled a border omponent if there
exists some i 2 C with y
l
i
= 0 or y
l
i
= s  d
i
.
Theorem 3.28 The vetor y 2 R(G; d; s; g) \ Z
n+m
is an extreme point of R(G; d; s; g) if
and only if every onneted omponent of G(y) is a border omponent.
Proof. Only if. Consider a feasible solution y and its xed-length adjaeny graph G(y).
Suppose that G(y) has a omponent C suh that every node i 2 C has y
l
i
> 0 and y
l
i
< s d
i
.
Then, we an onstrut two feasible points y
1
; y
2
2 R(G; d; s; g) by shifting all the intervals
assigned to nodes in C one unit to the left and one unit to the right, respetively:
y
1
l
i
=

y
l
i
if i 62 C
y
l
i
  1 if i 2 C
8 i 2 V
y
2
l
i
=

y
l
i
if i 62 C
y
l
i
+ 1 if i 2 C
8 i 2 V
y
1
x
ij
= y
x
ij
8 ij 2 E
y
2
x
ij
= y
x
ij
8 ij 2 E
Note that 0  y
i
l
j
 s d
i
(i = 1; 2), sine 0 < y
l
j
< s d
j
for all j 2 C. Moreover, this shifting
does not ause interval overlappings. Any suh overlapping in y
1
would be y
1
l
j
+ d
j
+ Æ
ij
> y
1
l
i
for i 2 C and j 62 C, but then y
l
j
+ d
j
+ Æ
ij
= y
l
i
, and thus j 2 C. A similar analysis shows
that y
2
is feasible.
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Figure 3.11: Examples for Setion 3.3.1.
But now we have that y =
1
2
y
1
+
1
2
y
2
, and thus y is not an extreme point of R(G; d; s; g),
ontraditing the hypothesis.
If. Let y be a feasible solution suh that every onneted omponent of G(y) is a border
omponent. Further, suppose that z
1
; : : : ; z
k
2 R(G; d; s; g) \ Z
n+m
are k extreme points of
R(G; d; s; g), suh that y =
P
k
i=1

i
z
i
, with
P
k
i=1

i
= 1 and 
i
> 0 for i = 1; : : : ; k. Sine
0  y
x
e
; z
i
x
e
 1 for every edge e 2 E, then y
x
e
= z
i
x
e
. This implies that y and z
i
(i = 1; : : : ; k)
have the same ordering among the intervals.
Consider now any onneted omponent C of G(y), and assume without loss of generality
that y
l
t
= 0 for some t 2 C. Dene C
L
= fi 2 C : y
l
i
= L
i
(y
x
; s)g, whih is nonempty sine
t 2 C
L
. For eah node i 2 C, let 
i
denote the distane from i to C
L
(i.e., the length of the
shortest path from i to some node in C
L
). Note that 
i
= 0, i 2 C
L
.
Claim: z
i
l
j
= y
l
j
for every j 2 C and i = 1; : : : ; k. We shall prove this laim by
indution on the distane 
j
from j to C
L
.
 
j
= 0: Then j 2 C
L
, and so y
l
j
= L
j
(y
x
; s). But z
i
has the same ordering among the
intervals than y, and thus z
i
l
j
 L
j
(y
x
; s), for i = 1; : : : ; k. Thus, z
i
l
j
= L
i
(y
x
; s), sine
otherwise
P
i

i
z
i
l
j
> L
j
(y
x
; s) = y
l
j
.
 
j
> 0: Then y
l
j
+ d
j
+ Æ
jp
= y
l
p
or y
l
p
+ d
p
+ Æ
jp
= y
l
j
for some p 2 C in the path from
j to C
L
(assume without loss of generality that the former holds). By the indution
hypothesis, z
i
l
p
= y
l
p
for i = 1; : : : ; k, so
z
i
l
j
+ d
j
+ Æ
jp
 z
i
l
p
= y
l
p
:
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But y
l
j
+ d
j
+ Æ
jp
= y
l
p
, and thus z
i
l
j
= y
l
j
. 3
Hene z
i
= y for i = 1; : : : ; k, implying that y is an extreme point of R(G; d; s; g). 2
Theorem 3.28 states that a feasible solution y 2 R(G; d; s; g)\Z
n+m
is an extreme point if
and only if every onneted omponent of G(y) has at least one interval loated either to the
left or to the right bound of the spetrum [0; s℄. In the example above, the feasible shedule
depited in Figure 3.11(b) is not an extreme point of R(H;1; s; g), whereas Figure 3.11(d)
presents a solution whose inidene vetor is an extreme point of R(H;1; s; g). Note that,
in a border omponent C, not every node i 2 C has to satisfy l
i
= L
i
(x; s) or l
i
= U
i
(x; s)
(i.e., attain its leftmost or rightmost position). For example, onsider the border omponent
C = f1; 2; 4; 5g from the shedule depited in Figure 3.11(d). The intervals I(1), I(2) and
I(4) are loated in their leftmost position, but the interval I(5) is not, despite the fat that
it belongs to C sine l
5
+ d
5
= l
4
.
A similar onstrution an be given for the general ase r
i
  l
i
 d
i
, i 2 V . In this ase,
the adjaeny graph ontains two nodes for eah interval I(i) = [l
i
; r
i
℄, representing the left
and the right bound, respetively. For i 2 V , the nodes l
i
and r
i
are adjaent if the interval
I(i) has lenght exatly d
i
. For ij 2 E, the nodes l
i
and r
j
are adjaent if there exists a spae
of exatly Æ
ij
between I(i) and I(j).
Denition 3.11 (adjaeny graph) Let z 2 P (G; d; s; g) \ Z
2n+m
be a feasible shedule.
The adjaeny graph assoiated with this shedule is H(z) = (V
0
; E
0
), with
V
0
= f l
i
: i 2 V g [ f r
i
: i 2 V g
E
0
= f l
i
r
i
: i 2 V and z
r
i
  z
l
i
= d
i
g [
f r
i
l
j
: ij 2 E and z
r
i
+ Æ
ij
= z
l
j
g:
Denition 3.12 A onneted omponent C of H(z) is alled a border omponent if there
exists some l
i
2 C with z
l
i
= 0 or some r
i
2 C with z
r
i
= s.
Theorem 3.29 The point z 2 P (G; d; s; g) \ Z
2n+m
is an extreme point of P (G; d; s; g) if
and only if every onneted omponent of H(z) is a border omponent.
Proof. Only if. Consider a feasible solution z and its adjaeny graph H(z). Suppose
that H(z) has a nonborder omponent C, and onstrut two feasible shedules z
1
; z
2
2
P (G; d; s; g) \ Z
2n+m
from z by shifting the bounds in C one unit to the left resp. to the
right, i.e.,
z
1
l
j
=
(
z
l
j
  1 if l
j
2 C
z
l
j
if l
j
62 C
z
2
l
j
=
(
z
l
j
+ 1 if l
j
2 C
z
l
j
if l
j
62 C
z
1
r
j
=
(
z
r
j
  1 if r
j
2 C
z
r
j
if r
j
62 C
z
2
r
j
=
(
z
r
j
+ 1 if r
j
2 C
z
r
j
if r
j
62 C
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Claim: z
1
; z
2
2 P (G;d; s; g) \ Z
2n+m
. We rst verify that z
1
r
j
  z
1
l
j
 d
j
for every
j 2 V . Suppose that r
j
2 C but l
j
62 C. The onstrution of H(z) implies z
r
j
 z
l
j
> d
j
, sine
otherwise l
j
would belong to C. Hene z
1
satises the demand onstraints. It is not diÆult
to verify that 0  z
1
l
j
for every j 2 V , sine the left interval bound l
j
is shifted to the left
only when l
j
belongs to a nonborder omponent, implying z
l
j
> 0. The opposite onstraints
z
1
l
j
 s  d
j
are learly satised.
To omplete the proof of the laim we show that z
1
satises the antiparallelity onstraints,
by verifying that no overlappings are produed by the shifting. In this setting, an overlapping
an our only when z
x
jk
= 1 (for jk 2 E) and z
l
k
is shifted but z
r
j
remains unhanged. By
onstrution, this implies l
k
2 C and r
j
62 C, hene z
r
j
+ Æ
jk
< z
l
k
and so z
1
r
j
+ Æ
ij
 z
1
l
k
. The
shedule z
2
is dened similarly, and the same arguments show that it is feasible. 3
But now we have z =
1
2
(z
1
+ z
2
) and, therefore, z is not an extreme point.
If. Let z be a feasible solution suh that every onneted omponent of H(z) is a border
omponent. Further, suppose that z
1
; : : : ; z
p
2 P (G; d; s; g) \ Z
2n+m
are p extreme points of
P (G; d; s; g) suh that z =
P
p
i=1

i
z
i
, with
P
p
i=1

i
= 1 and 
i
> 0 for i = 1; : : : ; p. Sine
z
x
e
; z
i
x
e
2 f0; 1g for every edge e 2 E, then z
x
e
= z
i
x
e
.
Let C be a onneted omponent of H(z). Sine C is a border omponent, then either
(a) l
t
2 C and z
l
t
= 0 or (b) r
t
2 C and z
r
t
= s, for some t 2 V . Assume w.l.o.g. that the
former holds. For k 2 C, dene 
k
to be the distane from node k to l
t
in H(z) (note that

l
t
= 0). We now verify by indution on  that z
l
j
= z
i
l
j
for every l
j
2 C and z
r
j
= z
i
r
j
for
every r
j
2 C. Let k 2 C. If 
k
= 0 then k = l
t
, so z
l
t
= 0. But z
i
l
t
 0 for i = 1; : : : ; p,
implying z
i
l
t
= 0. On the other hand, if 
k
> 0, then either k = l
j
or k = r
j
for some j 2 V .
Suppose w.l.o.g. the former and onsider the following ases:
 If there exists some r
l
2 C suh that z
l
j
+ Æ
jl
= z
r
l
and 
r
l
= 
l
j
  1, by the indution
hypothesis we have z
r
l
= z
i
r
l
for i = 1; : : : ; p. Sine z and z
i
have the same ordering
among the intervals, then z
i
l
j
 z
i
r
l
  Æ
jl
= z
r
l
  Æ
jl
= z
l
j
, implying z
i
l
j
= z
l
j
for
i = 1; : : : ; p.
 On the other hand, if z
r
j
  z
l
j
= d
j
and 
r
j
= 
l
j
  1, the indution hypothesis implies
z
i
r
j
= z
r
j
for i = 1; : : : ; p. Sine z
i
l
j
 z
i
r
j
  d
j
= z
r
j
  d
j
= z
l
j
, then z
i
l
j
= z
l
j
for
i = 1; : : : ; p.
The same arguments apply to the ase k = r
j
. This way we show that z = z
i
for i = 1; : : : ; p
and, therefore, z is an extreme point of P (G; d; s; g). 2
3.3.2 Combinatorial equivalene for large frequeny spans
The main result of this subsetion asserts that for every interferene graph (G; d) and ev-
ery guard distane g there exists a value s
max
(G; d; g) 2 Z
+
suh that the polytopes from
the families fR(G; d; s; g)g
ss
max
(G;d;g)
resp. fP (G; d; s; g)g
ss
max
(G;d;g)
are pairwise aÆnely
41
isomorphi, hene being ombinatorially equivalent. We also provide an upper bound on
s
max
(G; d; g).
Denition 3.13 The polytopes P  R
n
and Q  R
m
are aÆnely isomorphi, denoted by
P

=
Q, if there is a bijetive aÆne map f : R
n
! R
m
between the two polytopes.
Note that the denition asks for an aÆne bijetion between all the points of the polytopes,
and this is equivalent to nding an aÆne bijetion between the extreme points of P and Q,
sine aÆne bijetions preserve onvex ombinations of points. Moreover, if f is a bijetion
in the ambient spaes, then P and Q are basially \the same polytope" with respet to an
aÆne hange of oordinates. From the ombinatorial point of view, if P and Q are aÆnely
isomorphi, then they share the same faial struture. In partiular, the aÆne map gives an
isomorphism between their extreme points, and between their faets [46℄.
Denition 3.14 Let (G; d; g) denote the minimum frequeny spetrum length s suh that
R(G; d; s; g) admits a solution for every possible ordering among the intervals.
In order to prove the equivalene of R(G; d; s; g) and R(G; d; s + 1; g), we dene now a
dierent representation for feasible shedules, in terms of binary variables. For every node
i 2 V and every k 2 f0; : : : ; s  1g, dene the binary position variable q
ik
as:
q
ik
=
(
1 if l
i
 k
0 otherwise
(3.3)
We also onsider the ordering variables x
ij
, for ij 2 E, with the usual meaning. If P is a
polytope, we denote by vert(P ) the set of extreme points of P . Therefore, to every extreme
point y = (l; x) 2 vert(R(G; d; s; g)) we an assoiate a point z
y
= (q; x) 2 Z
ns+m
with
z
y
x
= y
x
and z
y
q
dened by (3.3).
Denition 3.15 R(G; d; s; g) = onvfz
y
: y 2 vert(R(G; d; s; g))g.
Sine the extreme points y
1
; : : : ; y
t
of R(G; d; s; g) are pairwise distint, then z
y
1
; : : : ; z
y
t
are pairwise distint as well. Moreover, z
y
1
; : : : ; z
y
t
are binary vetors and, therefore, none of
them an be written as a onvex ombination of the remaining ones. Hene R(G; d; s; g) has
exatly t = jvert(R(G; d; s; g))j extreme points.
Lemma 3.30 R(G; d; s; g)

=
R(G; d; s; g).
Proof. Let 0
d
2 R
1d
resp. 1
d
2 R
1d
denote the d-dimensional row vetor with only 0-
entries resp. 1-entries. Consider the aÆne map f : vert(R(G; d; s; g)) ! vert(R(G; d; s; g))
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dened by f(z) = Bz, where:
B =
0
B
B
B
B
B
B

1
s
0
s
: : : 0
s
0
n
0
s
1
s
: : : 0
s
0
n
.
.
.
.
.
.
.
.
.
.
.
. 0
n
0
s
0
s
: : : 1
s
0
n
0
s
0
s
: : : 0
s
I
n
1
C
C
C
C
C
C
A
This funtion maps the point (q; x) to the pointB(q; x) = (l; x), with l
i
=
P
s 1
k=1
q
ik
. Therefore,
f maps extreme points of R(G; d; s; g) onto extreme points of R(G; d; s; g). This mapping is
learly injetive and, sine the sets of the extreme points of both polytopes have the same
ardinality, it follows that f is a bijetion between these sets. Sine f is an aÆne bijetion
between vert(R(G; d; s; g)) and vert(R(G; d; s; g)), then f is a bijetion between R(G; d; s; g)
and R(G; d; s; g) and, therefore, these polytopes are aÆnely isomorphi. 2
Lemma 3.31 If s > 2(G; d; g), then R(G; d; s; g)

=
R(G; d; s+ 1; g).
Proof. Let y be an extreme point of R(G; d; s; g), and let C be a onneted omponent of
G(y). Sine C is a border omponent, there there exists some i 2 C suh that either y
l
i
= 0 or
y
l
i
= s d
i
holds. If y
l
i
= 0, s > 2(G; d; g) implies max
j2C
y
l
j
< s=2. Similarly, if y
l
i
= s d
i
,
s > 2(G; d; g) implies min
j2C
y
l
j
> s=2. Hene the interval set an be partitioned into two
subsets, namely the intervals loated in [0; s=2℄ and the intervals loated in [s=2; s℄.
Now, if z
y
is a feasible solution of R(G; d; s; g), we denote by shift(z
y
) the orresponding
extreme point of R(G; d; s+1; g), whih has the same onguration, but the intervals loated
in [s=2; s℄ are now shifted one unit to the right (i.e., these intervals are loated in the right
part of the new frequeny spetrum [0; s+ 1℄). The point shift(z
y
) an be written as:
shift(z
y
)
q
ik
=
(
y
q
ik
if k < bs=2
y
q
i;k 1
if k  bs=2
shift(z
y
)
x
ij
= y
x
ij
This mapping shifts the intervals of y that are loated in [s=2; s℄ (and therefore have q
i;s=2
= 1)
one unit to the right, and lets the remaining intervals unhanged. Moreover, it is an aÆne
bijetion between the extreme points of R(G; d; s; g) and R(G; d; s+1; g) implying that they
are aÆnely isomorphi. 2
Theorem 3.32 If s > 2(G; d; g), then R(G; d; s; g)

=
R(G; d; s+ 1; g).
Proof. From Lemma 3.30 and Lemma 3.31 follows R(G; d; s; g)

=
R(G; d; s; g)

=
R(G; d; s+
1; g)

=
R(G; d; s+ 1; g). 2
Remark. The denition of R(G; d; s; g) presented in this setion was inspired by the on-
strution given in [37℄ for haraterizing the integer hull of a general polytope. It is also worth
noting that an alternative proof of a weaker version of Theorem 3.32 was found by proving
43
that the Fourier-Motzkin elimination method [43, 44, 46℄ performs the same operations on
R(G; d; s; g) and R(G; d; s+ 1; g) when s !(G; d). 
The same onstrution an be applied to prove a similar result for the polytope P (G; d; s; g).
To this end, we onsider a new set of binary variables u
ik
for i 2 V and k 2 f1; : : : ; sg, dened
by
u
ik
=
(
1 if r
i
 k
0 otherwise
(3.4)
To every extreme point z = (l; r; x) 2 vert(P (G; d; s; g)) we an assoiate a point w
z
=
(q; u; x) 2 Z
2ns+m
with w
z
x
= z
x
and w
z
q
resp. w
z
u
dened by (3.3) resp. (3.4). We dene
P(G; d; s; g)  R
2ns+m
to be the onvex hull of all the points onstruted this way. The same
tehniques from the previous lemmas an be applied to show the following result.
Theorem 3.33 If s > 2(G; d; g), then P (G; d; s; g)

=
P (G; d; s+ 1; g).
Hene, there exists a ertain value of the frequeny span whih ensures ombinatorial
stability for the general polytope P (G; d; s; g). We thus introdue the orresponding thresh-
old for ombinatorialy stability of hromati sheduling polytopes, whih is well-dened by
Theorem 3.33.
Denition 3.16 (ombinatorial stability threshold) We denote by s
max
(G; d; g) the
minimum frequeny span s suh that the polytopes P (G; d; s; g) and P (G; d; s+1; g) are om-
binatorially equivalent.
Theorem 3.33 implies 2(G; d; g)  s
max
(G; d; g), but the omputational experiments
from Setion 2.2 suggest s
max
(G; d; g) = (G; d; g)+1. Moreover, this omputational evidene
suggest that s
max
(G; d; g) is also the minimum frequeny span ensuring ombinatorial stability
for the xed-length polytope R(G; d; s; g).
3.3.3 A better bound for the ase E
X
= ;
If E
X
= ; (i.e., we have no inter-setor edges), thenG is the disjoint union of liques T
1
; : : : ; T
t
,
eah one orresponding to one setor. In this ase, we an prove the ombinatorial equiva-
lene of R(G; d; s; g) and R(G; d; s + 1; g) for s > (G; d; g), thus giving a better bound for
s
max
(G; d; g) in this partiular setting.
In order to state this result, we dene another representation for feasible solutions. For
eah node i 2 V , onsider the gap variable p
i
measuring the total gap to the left of the interval
I(i) (not just the gap between I(i) and its immediate predeessor, but the sum of all gaps
loated to the left of I(i)). We also onsider the ordering variables x
ij
, for ij 2 E, with the
usual meaning. In this setting, a feasible solution is any assignment of integer values to these
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variables suh that the following onstraints are satised:
p
j
 p
i
+ s x
ij
8ij 2 E; i < j (3.5)
p
i
 p
j
+ s (1  x
ij
) 8ij 2 E; i < j (3.6)
0  p
i
 s 
X
j2T
k
d
j
x
ij
8k = 1; : : : ; t; 8i 2 T
k
(3.7)
2  x
ij
+ x
jk
+ (1  x
ik
) 8ij; jk 2 E; i < j; j < k (3.8)
x
ij
2 f0; 1g 8ij 2 E; i < j (3.9)
Denition 3.17 Let

R(G; d; s; g)  R
n+m
denote the onvex hull of all feasible solutions
(p; x) 2 Z
n+m
satisfying onstraints (3.5)-(3.9).
Lemma 3.34 R(G; d; s; g)

=

R(G; d; s; g).
Proof. We show that both polytopes are aÆnely isomorphi by verifying that the gap variables
p an be obtained from the interval bounds l and the ordering variables x by an aÆne map.
If i 2 T
k
, then
p
i
= l
i
 
X
j2T
k
nfig
d
j
x
ji
(3.10)
Given any integer solution (l; x) 2 R(G; d; s; g) \ Z
n+m
, we an nd its assoiated solution
(p; x) 2

R(G; d; s; g) using 3.10. We an write this mapping in matrix form as (p; x)
T
=
A(l; x)
T
, with A 2 R
(n+m)(n+m)
:

p
x

=

I
n
M
0 I
m

l
x

;
where I
n
is the n n identity matrix and M is a (mm)-matrix with integer entries. Given
this struture, it an be seen that A is nonsingular, and thus this mapping is an isomorphism
on the ambient spaes. Therefore, R(G; d; s; g)

=

R(G; d; s; g). 2
Lemma 3.35 The point z 2

R(G; d; s; g) is an extreme point of

R(G; d; s; g) if and only if
eah lique T
k
of G an be partitioned as T
k
= T
0
k
[ T
00
k
in suh a way that z
p
i
= 0 for i 2 T
0
k
and z
p
i
= s  !(T
k
) for i 2 T
00
k
.
Proof. Only if. If 0 < z
p
i
< s   !(T
k
) for some i 2 T
k
, then the set of intervals assoiated
with nodes in T
k
having no gap between them and inluding I(i) an be shifted one unit to
the left and one unit to the right, thus onstruting two feasible solutions z
1
and z
2
suh that
z =
1
2
(z
1
+ z
2
).
If. Suppose that z =
P
p
i=1

i
z
i
, with
P
p
i=1

i
= 1 and 
i
> 0. Sine x 2 f0; 1g
m
, then
z
i
x
= z
x
for i = 1; : : : ; p. Moreover, if j 2 T
0
k
then z
i
p
j
 0 = z
p
j
, and if j 2 T
00
k
then
z
i
p
j
 s  !(T
k
) = z
p
j
, for every i = 1; : : : ; p. Thus, z
i
p
j
= z
p
j
for all j 2 V , and then z is an
extreme point of

R(G; d; s; g). 2
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Lemma 3.36 If s > (G; d; g), then

R(G; d; s; g)

=

R(G; d; s+ 1; g).
Proof. Note rst that s > (G; d; g) if and only if s  !(T
k
) + 1 for every k = 1; : : : ; t. For
eah lique T
k
of G, dene n
k
= jT
k
j and let M
k
2 R
n
k
n
k
be the matrix
M
k
=
s+ 1  !(T
k
)
s  !(T
k
)
I
n
k
:
We now dene an aÆne map f : R
n+m
! R
n+m
as f(y) = By, with
B =
0
B
B
B
B
B

M
1
0
n
2
n
2
: : : 0
n
t
n
t
0
mm
0
n
1
n
1
M
2
: : : 0
n
t
n
t
0
mm
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
n
1
n
1
0
n
2
n
2
: : : M
t
0
mm
0
n
1
n
1
0
n
2
n
2
: : : 0
n
t
n
t
I
m
1
C
C
C
C
C
A
:
Let z be an extreme point of

R(G; d; s; g). By Lemma 3.35, eah lique T
k
 G has a partition
T
k
= T
0
k
[ T
00
k
suh that z
p
i
= 0 for i 2 T
0
k
and z
p
i
= s   !(T
k
) for i 2 T
00
k
. Thus, f(z)
p
i
= 0
for i 2 T
0
k
and g(z)
p
i
= s + 1   !(T
k
). Moreover, f(z)
x
= z
x
, and so f(z) is the same point
than z, but with the intervals orresponding to [
k
T
00
k
shifted one unit to the right (i.e., at the
right of the new frequeny spetrum [0; s+ 1℄).
Sine s  !(T
k
) + 1 for k = 1; : : : ; t, we have that f maps every extreme point of

R(G; d; s; g) onto its orresponding extreme point of

R(G; d; s + 1; g). Note that the lower
bound on s ensures that all orderings among the intervals are feasible in

R(G; d; s; g) and
thus no new interval ordering is introdued in

R(G; d; s+ 1; g). Sine B is nonsingular, then

R(G; d; s; g)

=

R(G; d; s+ 1; g). 2
Theorem 3.37 If s > (G; d; g), then R(G; d; s; g)

=
R(G; d; s+ 1; g).
Proof. By Lemmas 3.34 and 3.36, we have that R(G; d; s; g)

=

R(G; d; s; g)

=

R(G; d; s +
1; g)

=
R(G; d; s+ 1; g). Hene R(G; d; s; g)

=
R(G; d; s+ 1; g). 2
Corollary 3.38 If s > (G; d; g), then the polytopes R(G; d; s; g) and R(G; d; s + 1; g) are
ombinatorially equivalent.
3.4 Relations to the linear ordering polytope
A linear ordering of a nite set V = f1; : : : ; ng is a bijetive mapping  : V ! f1; : : : ; ng.
For i 2 V and j 2 V , we say that i is before j in  if (i) < (j). Given a linear ordering
 of V , we an dene an ayli tournament T = (V;A) with ar set A = fij : (i) < (j)g
and, onversely, every ayli tournament T = (V;A) indues a linear ordering of V . For
every two elements i; j 2 V two values 
ij
2 R and 
ji
2 R are given, measuring the prot
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we obtain from having i before j resp. j before i in a linear ordering. The weight of a linear
ordering  is dened to be () =
P
(i)<(j)

ij
, and the problem of nding a linear ordering
of maximum weight is alled the linear ordering problem. This problem is NP-hard [20℄ and it
is losely related to the so-alled feedbak ar set problem and the ayli subgraph problem
[24℄. It has appliations in eonomis (triangulation of input-output matries), sheduling
(minimizing average weighted ompletion time), sports (ranking of teams), mathematial
psyhology, arheology and anthropology.
We an assoiate with eah linear ordering  a harateristi vetor x

2 R
n(n 1)
, dened
as follows.
x

ij
=
(
1 if (i) < (j)
0 otherwise
The linear ordering polytope P
n
LO
on n nodes is the onvex hull of the harateristi vetors of
all linear orderings of f1; : : : ; ng. This polytope has attrated muh attention. Several lasses
of faet-dening inequalities are known [8, 19, 23, 38℄, and the omplexity of the assoiated
separation problems has been studied in detail [39℄. Complete desriptions of P
n
LO
are known
for n  7, with 87.472 faets for n = 7. A onjetured omplete desription for n = 8 ontains
over 480 million faets [13℄.
Chromati sheduling polytopes share many strutural properties with the linear order-
ing polytope, sine the ordering variables have the same meaning in both settings. Not
surprisingly, some of the simplest ases of hromati sheduling polytopes, namely the in-
stanes dened over omplete graphs, are equivalent to P
n
LO
. We show that R(K
n
; d; s; 0) and
P (K
n
; d; s; 0) are aÆnely isomorphi to P
n
LO
when s =
P
n
i=1
d
i
, and afterwards we present a
generalization of this result for the xed-length ase when s >
P
n
i=1
d
i
.
Reall that two polytopes P 2 R
n
and Q 2 R
m
are aÆnely isomorphi, denoted P

=
Q,
if there is an aÆne bijetion f : R
n
! R
m
between the points of the two polytopes.
Theorem 3.39 If s =
P
n
i=1
d
i
, then P (K
n
; d; s; 0)

=
P
n
LO
and R(K
n
; d; s; 0)

=
P
n
LO
.
Proof. Sine s = !(K
n
; d) then P (K
n
; d; s; 0) is nonempty. Moreover, all intervals I(i) have
exatly length d
i
and there is no gap between two intervals left; thus the feasible solutions
distinguish only in the order of the intervals. Therefore, the following linear equations are
satised by every feasible solution of P (K
n
; d; s; 0):
l
i
=
P
j 6=i
d
j
x
ji
i = 1; : : : ; n
r
i
=
P
j 6=i
d
j
x
ji
+ d
i
i = 1; : : : ; n
Hene the interval bound variables an be written as aÆne ombinations of the ordering
variables, whih are preisely the linear ordering variables. Moreover, this aÆne mapping
is a bijetion, sine every linear ordering generates a feasible shedule in P (K
n
; d; s; 0) and
onversely. Thus, P (K
n
; d; s; 0)

=
P
n
LO
. Sine every feasible shedule z 2 P (K
n
; d; s; 0) \
Z
2n+m
has z
r
i
  z
l
i
= d
i
, then P (K
n
; d; s; 0)

=
R(K
n
; d; s; 0), implying R(K
n
; d; s; 0)

=
P
n
LO
.
2
When s = !(K
n
; d), every feasible solution of P (K
n
; d; s; 0) is a linear ordering. The
aÆne mapping is possible sine there annot be empty spaes between the intervals. If
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s > !(K
n
; d), there will be some empty spae between the intervals or there exist intervals
I(i) with r
i
> l
i
+ d
i
. We an still give a haraterization of R(K
n
; d; s; 0) in terms of the
linear ordering polytope, but not for P (K
n
; d; s; 0) anymore.
Theorem 3.40 If s >
P
n
i=1
d
i
, then R(K
n
; d; s; 0)

=
P
n+1
LO
.
Proof. By Theorem 3.28, every extreme point y of R(K
n
; d; s; 0) has the following struture.
The node set is partitioned into V = L
y
[R
y
suh that
y
l
i
=
X
j2L
y
y
x
ji
d
j
8i 2 L
y
y
l
i
= s 
X
j2R
y
y
x
ij
d
j
8i 2 R
y
That is, the intervals orresponding to nodes in L
y
resp. R
y
are loated in the left resp. right
part of the frequeny spetrum, and there is only one empty interval in between, namely
[d(L
y
); s   d(R
y
)℄. We an regard this unique empty interval as a new interval with length
s 
P
n
i=1
d
i
, and so every extreme point of R(K
n
; d; s; 0) represents a linear ordering on n+1
nodes. Hene, given an extreme point x 2 vert(P
n+1
LO
) we an onstrut an extreme point of
R(K
n
; d; s; 0) by
l
i
=
n
X
j=1
d
j
x
ji
+

s 
n
X
j=1
d
j

x
n+1;i
i = 1; : : : ; n
Sine vert(R(K
n
; d; s; 0)) inludes every linear ordering among the n+1 onsidered intervals,
then this mapping is an isomorphism and, therefore, R(K
n
; d; s; 0)

=
P
n+1
LO
. 2
These results imply that even simple hromati sheduling polytopes, namely those dened
over omplete graphs, are hard to haraterize. A omplete desription of R(K
n
; d; s; 0) in
terms of its faets should inlude all the linear ordering faets, whih amount to several
millions of valid inequalities even for small instanes [13℄. One may expet that similar
relationships may hold for hromati sheduling polytopes over arbitrary graphs, and this is
indeed the ase. The remaining of this setion is devoted to presenting these results.
Denition 3.18 If 
T
x  
0
is a valid inequality of P
n
LO
, let S

denote the set of direted
ars having nonzero oeÆients in the inequality (i.e., S

= fe 2 E : 
e
6= 0g).
Proposition 3.41 Let 
T
x  
0
be a valid inequality of P
n
LO
with S

 E. Then the
inequality
P
ij2S


ij
x
ij
 
0
is valid for P (G; d; s; g) and R(G; d; s; g).
Proof. Let (l; r; x) 2 P (G; d; s; g) \ Z
2n+m
be an integer feasible solution. The vetor x
speies a partial ordering among the intervals, and an be extended into a linear ordering
x
0
2 P
n
LO
satisfying 
T
x
0
 
0
. Sine S

 E, then 
T
x
0
=
P
ij2S


ij
x
0
ij
=
P
ij2S


ij
x
ij
,
implying that
P
ij2S


ij
x
ij
 
0
is valid for P (G; d; s; g). Sine this inequality only involves
the ordering variables, it is also valid for R(G; d; s; g). 2
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Theorem 3.42 Let 
T
x  
0
be a faet-dening inequality of P
n
LO
with S

 E. If s 
!(G; d), then
P
ij2S


ij
x
ij
 
0
denes a faet of P (G; d; s; g) and R(G; d; s; g).
Proof. Sine the equations x
ij
+ x
ji
= 1 8i 6= j are a maximal equation system for P
n
LO
,
there exist k = n(n   1)=2 aÆnely independent integer points x
1
; : : : ; x
k
2 P
n
LO
suh that

T
x
i
= 
0
for i = 1; : : : ; k. These points have n(n   1)=2 oordinates, one for eah edge
of K
n
. Delete the oordinates orresponding to the edges that are not present in G. That
way we obtain the new points proj
x
(x
1
); : : : ;proj
x
(x
k
) 2 R
m
, and we an nd m aÆnely
independent points among them. Sine s  !(G; d), we an extend x
i
= proj
x
(x
i
) to a
feasible shedule z
i
2 P (G; d; s; g) \Z
2n+m
, by assigning the intervals in suh a way that the
preedene relation indiated by x
i
is satised, i.e., z
i
l
j
= L
j
(x
i
; s) and z
i
r
j
= L
j
(x
i
; s)+d
j
for
j 2 V . By onstrution, this shedule is feasible.
We now onstrut 2n more aÆnely independent points from z
1
as follows. Let D =
(V;E
D
) be a digraph suh that ij 2 E
D
if and only if ij 2 E and I(j) is loated before
I(i) in z
1
. Let i
1
; : : : ; i
n
be a topologial ordering of D, and onstrut n feasible solutions
u
1
; : : : ; u
n
2 P (G; d; s; g) by setting
u
i
l
j
=
(
z
1
l
j
+ 1 if j = i
t
, for t  i
z
1
l
j
if j = i
t
, for t > i
u
i
r
j
= u
i
l
j
+ d
j
Now, for j = 1; : : : ; n, onstrut a point w
j
2 P (G; d; s; g) from u
j
by enlarging the in-
terval I(i
j
) one unit to the left. These new shedules are aÆnely independent with re-
spet to z
1
; : : : ; z
n
. This way we omplete a set of 2n + m aÆnely points and, therefore,
P
ij2S


ij
x
ij
 
0
denes a faet of the (full-dimensional) polytope P (G; d; s; g). The on-
strution of the shedules z
1
; : : : ; z
k
and u
1
; : : : ; u
n
shows that this inequality also denes a
faet of R(G; d; s; g). 2
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Chapter 4
Faets for all nonempty instanes
oming from symmetry arguments
An algorithm whih is good in the sense used here is not
neessarily very good from a pratial viewpoint. How-
ever, the good versus not-good dihotomy is useful. (...)
The lasses of problems whih are respetively known and
not known to have good algorithms are very interesting
theoretially.
{ Jak Edmonds (1967)
Chromati sheduling polytopes also admit interesting properties from a geometrial point
of view. The main reason is that there are only antiparallelity requirements on the jobs but
no presribed partial orders, implying strong symmetry properties as addressed in Setion
4.1. The main onsequene is a powerful tool for identifying faet-dening inequalities for
nonempty polytopes without any knowledge on the dimension. This is of partiular interest
as determining the dimension of hromati sheduling polytopes is NP-omplete.
Based on this tool, we analyze in Setion 4.2 the demand onstraints, the binary bounds
on the ordering variables, and a further lass of valid inequalities showing that they indue
faets whenever the polytopes are nonempty. We also observe that the remaining integer
programming onstraints, i.e., the bounds on the interval variables and the antiparallelity
onstraints, do not dene faets in general.
Setion 4.3 presents three lasses of faet-dening inequalities for the polytopes P (G; d; s; g)
where the frequeny span s is small ompared to the weighted lique number !(G; d). This
setting is the hardest ase in pratie, sine we annot expet to nd feasible solutions in
a straightforward manner. We explore three lasses of inequalities being valid only in low-
dimensional polytopes, but being faet-induing due to symmetry arguments.
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4.1 Symmetry of hromati sheduling polytopes
Chromati sheduling polytopes admit a partiular property: they are symmetri. Reall that
we only have antiparallelity onstraints for potential interferers ij 2 E but no preedene
relation given in advane. Hene, in a feasible solution either the interval I(i) has to be
sheduled before the interval I(j) or I(j) omes before I(i). Thus, for every feasible shedule
S, there is a feasible shedule symmetri to S w.r.t. the available spetrum [0; s℄, obtained
by swapping all intervals of S. This is obviously not true for sheduling problems in general.
Clearly, the polytopes P (G; d; s; g) and R(G; d; s; g) reet the symmetry of the shedules.
This was rst observed in [21℄ and further explored in [26℄. In this setion we disuss this
property in more detail and study how it aets the searh for valid inequalities. We rst
state the main results onerning the symmetry of R(G; d; s; g) resp. P (G; d; s; g) in Setion
4.1.1 resp. Setion 4.1.2. This speial symmetry provides tools for identifying faet-dening
inequalities without any knowledge of the dimension of the polytopes, see Setion 4.1.3. We
shall apply these theorems in Setion 4.2 and Setion 4.3 to some lasses of valid inequalities
showing that they dene faets whenever the polytopes are nonempty.
4.1.1 Symmetry results for R(G; d; s; g)
In the xed-length ase, the polytope admits a symmetry point as observed in [21, 26℄.
Theorem 4.1 ([26℄) The polytope R(G; d; s; g) is symmetri with respet to the point
p =

s  d
1
2
; : : : ;
s  d
n
2
| {z }
n
;
1
2
; : : : ;
1
2

| {z }
m
:
Proof. Let S be a feasible shedule, representing an assignment of an interval I(i) = [l
i
; l
i
+d
i
℄
to eah ustomer i 2 V . We obtain a symmetri assignment of intervals I
0
(i) = [l
0
i
; l
0
i
+ d
i
℄ =
[s   l
i
  d
i
; s   l
i
℄ in the reverse order if we mirror the interval I(i) with respet to the
available spetrum [0; s℄ for every i 2 V . Thus the shedule S
0
given by the left interval
bounds l
0
i
= s   l
i
  d
i
8i 2 V and the preedene variables x
0
ij
= 1   x
ij
8ij 2 E, i < j
desribes a feasible shedule symmetri to S. Hene
l
i
+ l
0
i
2
=
l
i
+ s  l
i
  d
i
2
=
s  d
i
2
and
x
ij
+ x
0
ij
2
=
x
ij
+ 1  x
ij
2
=
1
2
implies that
p =

s  d
1
2
; : : : ;
s  d
n
2
| {z }
n
;
1
2
; : : : ;
1
2

| {z }
m
is the symmetry point of R(G; d; s; g). 2
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Denition 4.1 If y = (l; x) 2 R(G; d; s; g) \ Z
n+m
is a feasible integer solution, then
sym(y) = 2p  y denotes its symmetrial solution, i.e.,
sym
 
l
x
!
=
 
s 1  d
1
!
 
 
l
x
!
:
Due to the symmetry of the polytope R(G; d; s; g), to every fae exists a parallel fae of
the same dimension and there is a simple formula to ompute this parallel fae.
Theorem 4.2 ([26℄) Let b  a
T
x be a valid (faet-induing) inequality of R(G; d; s; g). Then
a
T
x  2a
T
p  b is also valid (faet-induing) for R(G; d; s; g).
Proof. We rst prove that a
T
x  2a
T
p   b is valid for R(G; d; s; g). Let y be a feasible
solution and let y
0
= sym(y) = 2p   y. Then a
T
y = a
T
(2p   y
0
) = 2a
T
p   a
T
y
0
 2a
T
p   b
(sine y
0
is feasible and a
T
y
0
 b). Now, if there are k aÆnely independent points in H =
fy 2 R(G; d; s; g) : a
T
y = 2a
T
p   bg, there are obviously k aÆnely independent points in
H
0
= fy 2 R(G; d; s; g) : a
T
y = bg. Thus, if b  a
T
x is faet-induing for R(G; d; s; g), then
a
T
x  2a
T
p  b is faet-dening too. 2
4.1.2 Symmetry results for P (G; d; s; g)
In the general ase, every feasible shedule is represented by the interval bounds l; r 2 R
n
and the ordering variables x 2 R
m
. Swapping all the intervals of a feasible solution z =
(l; r; x) with respet to the spetrum [0; s℄ onstruts a new point z
0
whih is also feasible and
symmetri to the original one. Thereby, the swapping maps the left interval bounds l
i
of z to
the right interval bounds r
0
i
of z
0
, and reverses the order of the intervals:
l
i
! r
0
i
= s  l
i
8i 2 V
r
i
! l
0
i
= s  r
i
8i 2 V
x
ij
! x
0
ij
= 1  x
ij
8ij 2 E
Hene, swapping the intervals yields
(l
1
; : : : ; l
n
; r
1
; : : : ; r
n
; x
1i
; : : : ; x
jn
)! (r
0
1
; : : : ; r
0
n
; l
0
1
; : : : ; l
0
n
; x
0
1i
; : : : ; x
0
jn
):
The point p with entries
p
l
i
=
l
i
+r
0
i
2
=
l
i
+s l
i
2
=
s
2
8i 2 V
p
r
i
=
r
i
+l
0
i
2
=
r
i
+s r
i
2
=
s
2
8i 2 V
p
x
ij
=
x
ij
+x
0
ij
2
=
x
ij
+1 x
ij
2
=
1
2
8ij 2 E
is, therefore, the symmetry point for every pair of symmetri feasible solutions z and z
0
. Sine
p is independent of the speial hoie of z, it an be seen as the symmetry point of P (G; d; s; g)
with respet to swapping shedules.
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Denition 4.2 Let sym(z) denote the symmetrial point of an integer solution z = (l; r; x) 2
P (G; d; s; g) \ Z
2n+m
, where
sym
0

l
r
x
1
A
=
0

s 1  r
s 1  l
1  x
1
A
=
0

s 1
s 1
1
1
A
 
0

r
l
x
1
A
:
We again benet from the symmetry of the polytope in order to nd, for every inequality
valid for P (G; d; s; g), a symmetri valid inequality. For that, let S be a feasible shedule and
let z
S
2 P (G; d; s; g) \ Z
2n+m
be its assoiated vetor. Let b  a
T
x be a valid inequality of
P (G; d; s; g). The straight line through z
S
and the symmetry point p meets the hyperplane
H = fx 2 R
2n+m
: a
T
x = bg in a point, say z
S
H
. Let z
S
0
and z
S
0
H
be the images of z
S
and z
S
H
obtained by the swapping. Then z
S
0
H
lies on the hyperplane H
0
= fx
0
2 R
2n+m
: a
T
x
0
= b
0
g
with
x
0
= (x
r
1
; : : : ; x
r
n
; x
l
1
; : : : ; x
l
n
; x
x
1i
; : : : ; x
x
jn
):
Observe that a
T
x
0
= a
0T
x holds by
(a
l
; a
r
; a
x
)
0
B

x
r
x
l
x
x
1
C
A
= (a
r
; a
l
; a
x
)
0
B

x
l
x
r
x
x
1
C
A
:
Thus we may represent the hyperplane H
0
= fx 2 R
2n+m
: a
0T
x = b
0
g with
a
0
= (a
r
1
; : : : ; a
r
n
; a
l
1
; : : : ; a
l
n
; a
x
1i
; : : : ; a
x
jn
):
By P (G; d; s; g)  fx 2 R
2n+m
: b  a
T
xg and the symmetry of the polytope, P (G; d; s; g) 
fx 2 R
2n+m
:  b
0
  a
0T
xg follows, i.e., a
0T
x  b
0
is valid for P (G; d; s; g). We have to
determine b
0
. The previous observations imply z
S
0
H
= 2p   z
S
H
. Thus, from a
T
z
S
H
= b and
a
T
z
S
0
H
= b
0
follows
b
0
= a
T
z
S
0
H
= a
T
(2p  z
S
H
) = 2a
T
p  a
T
z
S
H
= 2a
T
p  b
and a
0T
x  2a
T
p  b is, therefore, the valid upper bound inequality of P (G; d; s; g) symmetri
to b  a
T
x. (Note a
T
p = a
0T
p.) Further, if there are k aÆnely independent points in
H\P (G; d; s; g), there are obviously k aÆnely independent points in H
0
\P (G; d; s; g). Thus,
if b  a
T
x is faet-induing for P (G; d; s; g), so is a
0T
x  2a
T
p  b and we have obtained the
following theorem:
Theorem 4.3 ([26℄) Let b  a
T
x be a valid (faet-induing) inequality of P (G; d; s; g) and
let p be the symmetry point of P (G; d; s; g) with respet to swapping shedules. Then a
0T
x 
2a
T
p  b is also valid (faet-induing) for P (G; d; s; g) where
a
0
= (a
r
1
; : : : ; a
r
n
| {z }
n
; a
l
1
; : : : ; a
l
n
| {z }
n
; a
x
1i
; : : : ; a
x
jn
| {z }
m
):
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4.1.3 Faets arising from symmetry arguments
The symmetry of hromati sheduling polytopes provides us an important tool for identifying
faet-dening inequalities, where no knowledge on the dimension is required. The results of
this subsetion show that if F is a fae suh that y 2 F , sym(y) 62 F , then F is a faet of
R(G; d; s; g). With some other minor assumptions, the same result applies to P (G; d; s; g).
Theorem 4.4 Let F be a fae of R(G; d; s; g) suh that y 2 F , sym(y) 62 F for every
y 2 R(G; d; s; g) \ Z
n+m
. Then F is a faet of R(G; d; s; g).
Proof. Assume that dim(F ) = k, and let y
0
; : : : ; y
k
be a maximal set of aÆnely independent
points in F . Let y
k+1
62 F be any feasible solution outside F . Then, y
0
; : : : ; y
k
; y
k+1
are
aÆnely independent, beause y
0
; : : : ; y
k
satisfy the equation whih denes F and y
k+1
does
not.
Now let y
k+2
62 F be some other feasible solution not in F . Note that sym(y
k+1
) and
sym(y
k+2
) are in F , and thus they an be written as aÆne ombinations of y
0
; : : : ; y
k
. Then,
y
k+2
  y
k+1
=
 
s 1  d
1
!
  y
k+1
 
 
s 1  d
1
!
+ y
k+2
= sym(y
k+1
)  sym(y
k+2
)
=
k
X
i=0

i
y
i
 
k
X
i=0

i
y
i
=
k
X
i=0
(
i
  
i
)y
i
;
where
P
i

i
=
P
i

i
= 1. But then
y
k+2
= y
k+1
+
k
X
i=0
(
i
  
i
)y
i
implies that y
k+2
is an aÆne ombination of the points y
0
; : : : ; y
k
; y
k+1
. This proves that
dim(R(G; d; s; g)) = dim(F ) + 1 holds, and thus F is a faet of R(G; d; s; g). 2
The symmetry for the general ase provides some tools for identifying faet-dening in-
equalities as well. In order to state these results, reall Lemma 3.9, whih relates the dimension
of R(G; d; s; g) and P (G; d; s; g) by means of the node subset F
s
(G; d).
Theorem 4.5 Let F = fy 2 R(G; d; s; g) : a
T
y = bg be a fae of R(G; d; s; g) suh that
red(z) 2 F , red(sym(z)) 62 F for every z 2 P (G; d; s; g) \ Z
2n+m
. Then F
0
= fz 2
P (G; d; s; g) : a
T
red(z) = bg is a faet of P (G; d; s; g).
Proof. If y 2 R(G; d; s; g), then ext(y) 2 P (G; d; s; g). By the hypothesis, we have that
either red(ext(y)) 2 F or red(sym(ext(y))) 2 F (but not both). But red(ext(y)) = y and
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red(sym(ext(y))) = sym(y) imply y 2 F , sym(y) 62 F . Therefore, F is a faet of R(G; d; s; g)
by Theorem 4.4. Let r = dim(R(G; d; s; g)), then there exist r aÆnely independent vetors
y
1
; : : : ; y
r
in the faet F (i.e., a
T
y
k
= b for k = 1; : : : ; r). Then, ext(y
1
); : : : ; ext(y
r
) are
aÆnely independent points satisfying a
T
red(ext(y
k
)) = b by denition.
Now, for eah k 2 F
s
(G) let z
k
2 P (G; d; s; g) be a solution suh that z
k
r
k
  z
k
l
k
> d
k
and
z
k
r
l
  z
k
l
l
= d
l
for l 6= k. We an assume that red(z
k
) 2 F
0
(otherwise, onsider the redution
of its symmetrial point sym(z
k
)). Dene the following set of feasible solutions:
A = fext(y
1
); : : : ; ext(y
r
)g [ fz
k
: k 2 F
s
(G)g:
For every k 2 F
s
(G), z
k
is aÆnely independent w.r.t. the points in Anfz
k
g, sine all the
points in Anfz
k
g satisfy r
k
  l
k
= d
k
, but z
k
does not. This way we have by Lemma
3.9 jAj = dim(R(G; d; s; g)) + jF
s
(G)j = dim(P (G; d; s; g)) aÆnely independent points in
P (G; d; s; g) satisfying a
T
red(z)  b at equality and this inequality denes, therefore, a faet
of P (G; d; s; g). 2
Corollary 4.6 Let F = fy 2 R(G; d; s; g) : a
T
y = bg be a fae of R(G; d; s; g) suh that y 2
F , sym(y) 62 F for every y 2 R(G; d; s; g) \ Z
2n+m
and proj
l
(a) = 0 (i.e. only x-variables
have nonnegative oeÆients in a
T
y  b). Then F
0
= fz 2 P (G; d; s; g) : a
T
red(z) = bg is
a faet of P (G; d; s; g).
Proof. We verify that the assumptions of Theorem 4.5 are satised. Consider any feasible
solution z 2 P (G; d; s; g). By the hypothesis, we know that red(z) 2 F , sym(red(z)) 62 F .
Moreover,
a
T
red(sym(z)) = proj
x
(a) proj
x
(red(sym(z)))
= proj
x
(a) proj
x
(sym(red(z)))
= a
T
sym(red(z)):
Then, we have that
red(z) 2 F , a
T
red(z) = b
, a
T
sym(red(z)) < b
, a
T
red(sym(z)) < b
, red(sym(z)) 62 F:
So, the hypotheses of Theorem 4.5 are satised, and thus F
0
is a faet of P (G; d; s; g). 2
4.2 Faets oming from the model onstraints
With the help of the results from the previous setion, we are now able to determine whih
model onstraints dene faets of hromati sheduling polytopes. In this setion we show
that the lower and upper bounds on the ordering variables 0  x
ij
 1 8ij 2 E implied
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by the binary onstraints x
ij
2 f0; 1g are always faet-dening whenever the polytopes are
nonempty, and we present a further lass of valid inequalities whih admits the same property.
We also give a haraterization of the ases where the demand onstraints dene faets of
P (G; d; s; g). We start with the bounds on the ordering variables.
Theorem 4.7 If ij 2 E, then x
ij
 0 and x
ij
 1 dene faets of R(G; d; s; g) and
P (G; d; s; g), whenever the polytopes are nonempty.
Proof. Let F = fy 2 R(G; d; s; g) : y
x
ij
= 1g be the fae dened by x
ij
 1, i.e., the onvex
hull of the set of points having I(i) before I(j). A point has I(i) before I(j) if and only if its
symmetrial point has I(j) before I(i), and thus y 2 F , sym(y) 62 F . Theorem 4.4 shows
that F is a faet of R(G; d; s; g), and Corollary 4.6 implies that F
0
= fz 2 P (G; d; s; g) : z
x
ij
=
1g is a faet of P (G; d; s; g). The same argumentation applies to x
ij
 0. 2
Denition 4.3 (triangle inequalities) Consider a triangle T = fi; j; kg of G, i.e., a set
of three pairwise adjaent nodes of G. We dene
x
ij
+ x
jk
+ x
ki
 2 (4.1)
to be the triangle inequality assoiated with T .
It is easy to verify that triangle inequalities are valid for both polytopes, sine x
ij
= x
jk
=
x
ki
= 1 is obviously not possible in any feasible solution. We now apply the results of Setion
4.1.3 to prove faetness.
Theorem 4.8 The triangle inequalities dene faets of R(G; d; s; g) and P (G; d; s; g) when-
ever the polytopes are nonempty.
Proof. Let y 2 R(G; d; s; g) be an integer solution. Sine fi; j; kg is a omplete subgraph,
the intervals I(i), I(j) and I(k) annot overlap in y. Thus y ontains one of the six on-
gurations depited in Figure 4.1. Note that the ases (a), (b), and () satisfy (4.1) at
equality, whereas the ases (d), (e), and (f) do not. Moreover, the ases (a), (b), resp. ()
are the symmetri ases of (d), (e), resp. (f). Thus, if F is the fae dened by (4.1), then
y 2 F , sym(y) 62 F holds. Theorem 4.4 resp. Corollary 4.6 implies that F is a faet of
R(G; d; s; g) resp. P (G; d; s; g). 2
Corollary 4.9 If T = fi; j; kg is a triangle of G, then the inequality 1  x
ij
+ x
jk
+ x
ki
symmetri to (4.1) is faet-induing for P (G; d; s; g) and R(G; d; s; g) whenever the polytopes
are nonempty.
Let us now analyze the demand onstraints l
i
+ d
i
 r
i
for P (G; d; s; g) (reall that these
onstraints are replaed by equalities in R(G; d; s; g)). Let i 2 V . If i 62 F
s
(G; d), i.e., if
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Figure 4.1: Possible ases for y.
every point in P (G; d; s; g) satises l
i
+ d
i
= r
i
, then P (G; d; s; g)  fy : y
l
i
+ d
i
= y
r
i
g. On
the other hand, if i 2 F
s
(G; d), i.e., if there exists a feasible solution z 2 P (G; d; s; g) with
z
l
i
+ d
i
< z
r
i
, then the demand onstraint for the node i denes a proper fae of P (G; d; s; g)
and, moreover, this fae is a faet.
Theorem 4.10 If i 2 F
s
(G; g), then the demand onstraint l
i
+ d
i
 r
i
denes a faet of
P (G; d; s; g).
Proof. Call dim(P (G; d; s; g)) = k, and let y
0
; : : : ; y
k
2 P (G; d; s; g) be k + 1 aÆnely in-
dependent points in P (y
j
2 R
2n+m
). For i = 0; : : : ; k, onsider the vetor y
j
obtained
from y
j
by replaing its r
i
-entry by y
j
l
i
+ d
i
. Note that this shrinks the interval I(i) to its
minimum length d
i
in every y
j
, leaving the remaining intervals unhanged, and thus keep-
ing feasibility. These new points lie in the fae F of P (G; d; s; g) dened by l
i
+ d
i
 r
i
.
Moreover, from dimfy
0
; : : : ; y
k
g = k follows dimfy
0
; : : : ; y
k
g  k   1. But there is a point
z 2 P (G; d; s; g) whih does not satisfy the demand onstraint l
i
+ d
i
 r
i
at equality, and
thus dimfy
0
; : : : ; y
k
g = k   1, implying that this inequality denes a faet of P (G; d; s; g). 2
It is natural to ask whether the remaining model onstraints, i.e., the bounds on the
interval variables and the antiparallelity onstraints, indue faets. In Chapter 5 we shall see
that these onstraints do not indue faets in general, and we shall devise strengthenings of
the orresponding inequalities providing faet-induing families of inequalities.
4.3 Faet-dening inequalities for small frequeny spans
If s is lose to the weighted lique number !(G; d) of the interferene graph, then the frequeny
spetrum [0; s℄ does not allow every possible ordering among the intervals. This setting is
the hardest ase in pratie sine we annot expet to nd feasible solutions easily. This
setion presents valid inequalities that arise in this situation. The main idea is to identify
strutures on the interferene graph that prelude every possible ordering, and to state a valid
inequality asserting this onstraint. The inequalities devised in this setion are amenable of
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Figure 4.2: Possible ongurations of a feasible solution in the proof of Theorem 4.12.
being analyzed with symmetry arguments, and we will use the results presented in Setion
4.1.3 to show that these inequalities are faet-dening as long as the polytopes are nonempty.
Denition 4.4 (4-path inequalities) Let i; j; k; l 2 V be four nodes of G suh that ij, jk,
kl 2 E and no feasible solution of P (G; d; s; g) has the ordering i! j ! k ! l. We dene
x
ij
+ x
jk
+ x
kl
 2 (4.2)
to be the 4-path inequality assoiated with the path fi; j; k; lg.
Proposition 4.11 If no feasible solution has the ordering i ! j ! k ! l, then the 4-path
inequality (4.2) is valid for R(G; d; s; g) and P (G; d; s; g).
Proof. The 4-path inequality an only be violated by a solution z 2 P (G; d; s; g) \ Z
2n+m
suh that z
x
ij
= z
x
jk
= z
x
kl
= 1, but this implies that z has the ordering i ! j ! k ! l,
whih is exluded by the hypothesis. Hene (4.2) is valid for P (G; d; s; g) and, sine it does
not involve the interval bounds, it is also valid for R(G; d; s; g). 2
Theorem 4.12 If no feasible solution has the ordering i ! j ! k ! l, then the 4-path
inequality (4.2) is faet-induing for R(G; d; s; g) and P (G; d; s; g).
Proof. Let y 2 R(G; d; s; g) \ Z
n+m
be an integer feasible solution. Sine the ordering
i ! j ! k ! l is not allowed, then y has one of the six forms depited in Figure 4.2. Note
that ases 4.2(a), 4.2(b) and 4.2() satisfy (4.2) at equality, whereas ases 4.2(d), 4.2(e) and
4.2(f) do not. Moreover, ases 4.2(a) and 4.2(d) are symmetrial, ases 4.2(b) and 4.2(e)
are symmetrial, as well as 4.2() and 4.2(f). Thus, if F is the fae dened by (4.2), then
y 2 F , sym(y) 62 F , and by Theorem 4.4 and Corollary 4.6, the inequality (4.2) denes a
faet of R(G; d; s; g) and P (G; d; s; g). 2
Remark. The 4-path inequality appears only for small values of s preventing a linear ordering
of the nodes fi; j; k; lg. This ordering is not feasible if
d
i
+ d
j
+ d
k
+ d
l
+ g (Æ
ij
+ Æ
jk
+ Æ
kl
) > s; (4.3)
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where Æ
ij
denotes the minimum possible distane between I(i) and I(j). Note that the
onverse is not true in general, i.e., it may happen that (4.3) is not satised but still the
struture of G does not allow the ordering i ! j ! k ! l. This is the situation in the
example depited in Figure 4.3, whih has g = 0 and d
i
+ d
j
+ d
k
+ d
l
 s, but does not allow
the ordering in question. 
Figure 4.3: The ordering i! j ! k ! l is not feasible but (4.3) does not hold.
The 4-path inequalities annot be trivially generalized to faet-induing inequalities asso-
iated with paths on more than 4 nodes. For example, let j
1
; : : : ; j
k
be a path in G on k > 4
nodes, suh that no feasible solution has x
j
i
;j
i+1
= 1 for i = 1; : : : ; k  1. Then, the inequality
k 1
X
i=1
x
j
i
;j
i+1
 k   1 (4.4)
is valid but may not dene a faet if s is too small.
Denition 4.5 (paw inequalities) Let i; j; k; l 2 V be four distint nodes of G suh that
fi; j; kg indues a triangle and jl 2 E. Furthermore, suppose that no feasible solution of
P (G; d; s; g) has the ordering i! j ! k and j ! l. We dene
x
jk
+ x
jl
 1 + x
ji
(4.5)
to be the paw inequality assoiated with the nodes fi; j; k; lg.
Remark. Note that the denition of the paw inequalities allows il 2 E and kl 2 E, i.e., the
node set fi; j; k; lg is not supposed to dene an indued paw. 
Proposition 4.13 If no feasible solution has the ordering i ! j ! k and j ! l, then the
paw inequality (4.5) is valid for R(G; d; s; g) and P (G; d; s; g).
Proof. The only ombination of values for variables x
jk
, x
jl
and x
ji
violating inequality (4.5)
is x
jk
= x
jl
= 1 and x
ji
= 0, whih amounts to the forbidden ordering i! j ! k and j ! l.
Thus, (4.5) is a valid inequality for R(G; d; s; g) and P (G; d; s; g). 2
Theorem 4.14 If no feasible solution has the ordering i ! j ! k and j ! l, then the paw
inequality (4.5) is faet-dening for R(G; d; s; g) and P (G; d; s; g).
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Proof. To show that this inequality denes a faet of these polytopes, it is enough to verify
that y is in the fae dened by (4.5) if and only if sym(y) is not, and then applying Theorem
4.4 and Corollary 4.6. 2
To lose this setion, we now present a faet-dening inequality for a 5-node struture.
Denition 4.6 (extended paw inequalities) Let 1; : : : ; 5 2 V be ve distint nodes suh
that 12; 23 2 E and f3; 4; 5g form a triangle in G. Moreover, assume that no feasible solution
has the orderings 1! 2! 3! 4, 1! 2! 3! 5 and 2! 3! 4! 5. We dene
x
34
+ x
35
  x
21
 2x
32
(4.6)
to be the extended paw inequality assoiated with the nodes f1; : : : ; 5g.
Remark. Again, note that the denition of the extended paw inequalities allows 14; 15 2 E
and 24; 25 2 E. 
Proposition 4.15 If no feasible solution has the orderings 1 ! 2 ! 3 ! 4, 1 ! 2 !
3 ! 5 and 2 ! 3 ! 4 ! 5, the extended paw inequality (4.6) is valid for R(G; d; s; g) and
P (G; d; s; g).
Proof. Sine the LHS of (4.6) is bounded by 2, this inequality is satised by any feasible
solution y with y
x
32
= 1. So, let y be an integer solution with y
x
32
= 0. In this ase, (4.6)
an only be violated in one of the following ases:
 LHS = 1: This an only happen in one of the following three situations:
{ y
x
34
= 1, y
x
35
= 0 and y
x
21
= 0, but this amounts to the ordering 1! 2! 3! 4,
whih is forbidden by the hypotheses.
{ y
x
34
= 0, y
x
35
= 1 and y
x
21
= 0, but this yields the ordering 1! 2! 3! 5, whih
again is forbidden by the hypotheses.
{ y
x
34
= 1, y
x
35
= 1 and y
x
21
= 1, but this orresponds to the ordering 2! 3! 4!
5, whih annot appear in a feasible solution.
 LHS = 2: This an only happen with y
x
34
= y
x
35
= 1 and y
x
21
= 0, but this implies
that y has the orderings 1! 2! 3! 4 and 1! 2! 3! 5, whih are both forbidden
by the hypotheses.
So, we an only have RHS = 0 when LHS = 0, thus verifying that (4.6) is a valid inequality
for P (G; d; s; g) and R(G; d; s; g). 2
Theorem 4.16 If no feasible solution has the orderings 1 ! 2 ! 3 ! 4, 1 ! 2 ! 3 ! 5
and 2! 3! 4! 5, the extended paw inequality (4.6) is faet-induing for R(G; d; s; g) and
P (G; d; s; g).
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Figure 4.4: Feasible ongurations for the proof of Theorem 4.16.
Proof. Consider all the possible ongurations for the nodes 1 to 5 (i.e., exluding the forbid-
den orderings given by the hypotheses). There are 8 possible ongurations, 4 of whih satisfy
(4.6) at equality and are depited in Figure 4.4. The remaining 4 ongurations (whih do
not satisfy (4.6) at equality) are exatly the symmetrial ongurations, so Theorem 4.4 and
Corollary 4.6 imply that this inequality denes a faet of P (G; d; s; g) and R(G; d; s; g). 2
62
Chapter 5
Clique inequalities
and faet-dening variants
For a lass of disrete problems, formulated in a natural
way, one may hope then that equivalent linear onstraints
are pleasant enough though they are not expliit in the
disrete formulation
{ Jak Edmonds (1965)
This hapter provides onstrutions of valid and faet-dening lasses of inequalities de-
rived from the interval bound onstraints and the antiparallelity onstraints, respetively.
Setion 5.1 presents the onstrution of the lique inequalities as a strengthening of the bound
onstraints for the interval variables. We prove that these new inequalities are faet-dening
for R(G;1; s; 0) and P (G;1; s; 0) if s  s
min
(G; d; 0) + 3, and analyze a partiular sublass,
the overing-lique inequalities, that indues faets of nonuniform instanes. We also address
the assoiated separation problem.
Setion 5.2 analyzes the antiparallelity onstraints, showing that these inequalities do not
dene faets in general. We strengthen these inequalities with a lique struture, obtaining
the so-alled double overing-lique inequalities, being valid for P (G; d; s; g) and R(G; d; s; g).
These inequalities are faet-induing for s  s
min
(G; d; 0) + 4d
max
but not for instanes with
small frequeny span in general. We present further examples suggesting that instanes with
small frequeny spans an have faet-dening inequalities with unusual strutures.
Setion 5.3 presents generalizations and extensions of the standard overing-lique in-
equalities. Setion 5.3.1 and Setion 5.3.2 provide two lasses of faet-induing inequalities
generalizing the overing-lique inequalities, i.e., ontaining the overing-lique inequalities
as speial ases. Finally, we disuss in Setion 5.3.3 three lasses of faet-dening inequalities
arising as variations of the double overing-lique inequalities.
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5.1 Clique inequalities and overing-lique inequalities
The integer programming model for the bandwidth alloation problem in PMP-Systems in-
ludes the bound onstraints, asserting 0  l
i
and r
i
 s for i 2 V . The inequality 0  l
i
does
not dene a faet in general, sine any feasible shedule z 2 P (G; d; s; g) \ Z
2n+m
satisfying
z
l
i
= 0 must have z
x
ij
= 1 for every j 2 N(i), implying that the orresponding fae annot
have the required dimension for being a faet if the polytope is full-dimensional. The same
argumentation applies to the opposite onstraint.
However, we an strengthen the interval bound 0  l
i
by onsidering a neighbor of the
node i. Let j 2 N(i) be suh a neighbor and onsider the following simple inequality:
d
j
x
ji
 l
i
: (5.1)
This inequality is learly valid for R(G; d; s; g) and P (G; d; s; g), sine x
ji
= 1 implies that
the interval I(j) is loated before the interval I(i), and thus l
i
 d
j
. We an generalize this
inequality by onsidering a lique K in N(i) = fj 2 V : ij 2 Eg. As we shall see below, the
resulting inequality is faet-induing for P (G;1; s; 0) and R(G;1; s; 0) if K is maximal and
s is large enough. However, this inequality does not dene a faet of hromati sheduling
polytopes in the general ase d  1.
Denition 5.1 (lique inequalities) If i 2 V and K  N(i) is a lique of G, then we
dene
X
k2K
d
k
x
ki
 l
i
(5.2)
to be the lique inequality assoiated with i and K.
Proposition 5.1 The lique inequalities are valid for R(G; d; s; g) and P (G; d; s; g).
Proof. Let z 2 P (G; d; s; g)\Z
2n+m
be an integer feasible solution of P (G; d; s; g). Let L  K
be the set of nodes k 2 K suh that the interval I(k) is loated before I(i). Sine K is a
lique, the intervals fI(k)g
k2K
are pairwise disjoint, implying z
l
i

P
k2L
d
k
=
P
k2K
z
x
ki
d
k
.
Hene the lique inequality (5.2) is valid for P (G; d; s; g). Moreover, sine this inequality does
not involve the r-variables, it is also valid for R(G; d; s; g). 2
Theorem 5.2 Let K  N(i) be a maximal lique in N(i). If s  s
min
(G;1; 0) + 3, then the
lique inequality (5.2) denes a faet of R(G;1; s; 0) and P (G;1; s; 0).
Proof. We already know that (5.2) is valid for P (G;1; s; 0) and R(G;1; s; 0), so it remains
to show that the orresponding fae F is maximal. To this end, suppose 
T
z = 
0
for every
z 2 P (G; d; s; 0) satisfying (5.2) at equality. We will show that (; 
0
) is in fat a multiple of
(5.2), thus proving that this inequality indues a faet of P (G; d; s; 0).
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Figure 5.1: Construtions for the proof of Theorem 5.2.
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Figure 5.2: Clique inequalities do not dene faets in general.
Claim 1: 
l
j
= 0 for j 6= i. Consider the feasible shedules z and z
0
presented in Figure
5.1(a) and Figure 5.1(b), respetively. It is not diÆult to verify that z; z
0
2 F and, therefore,

T
z = 
0
= 
T
z
0
. Sine these points only dier in their l
j
-oordinate, 
l
j
= 0 follows. 3
Claim 2: 
r
j
= 0 for every j 2 V . The feasible shedules presented in Figure 5.1()
and Figure 5.1(d) satisfy (5.2) at equality, implying 
r
j
= 0. 3
Claim 3: 
x
jt
= 0 for every jt 2 EnÆ(i). Consider now the feasible solutions
presented in Figure 5.1(e) and Figure 5.1(f). Note that this onstrution is possible sine
s  s
min
(G;1; 0)+3. We know from the previous laims that 
l
j
= 
r
j
= 0 and 
l
t
= 
r
t
= 0,
thus 
x
jt
= 0. 3
Claim 4: 
x
ik
=  d
k

l
i
for every k 2 K. The feasible integer solutions depited in
Figure 5.1(g) and Figure 5.1(h) satisfy (5.2) at equality. Hene, 
x
jk
= 0. 3
Claim 5: 
x
il
= 0 for every l 2 N(i)nK. Sine K is a maximal lique in N(i), there
exists some node inK, say node k, suh that lk 62 E. Consider the feasible shedules in Figure
5.1(i) and Figure 5.1(j). Both lie in the fae F dened by (5.2) and, therefore, 
x
il
= 0. 3
This sequene of laims shows that  is a multiple of the oeÆient vetor of (5.2), hene
this lique inequality indues a faet of P (G;1; s; 0). The same argumentation (omitting
Claim 2) applies to R(G;1; s; 0). 2
If A  V , we denote by G
A
the subgraph of G indued by A. Notie that K [ fig is a
maximal lique of G if and only if K is a maximal lique of G
N(i)
. The inequality (5.2) is
stronger than the inequality (5.1), but does not dene a faet of the polytopes in the general
ase d  1, even if K is a maximal lique.
Example 5.1 Consider the graph K
1;3
in Figure 5.2(a) (alled \law"), with node weights
d
1
= d
2
= d
4
= 1 and d
3
= 2. The inequality l
1
 x
21
is a lique inequality (take i = 1 and
K = f2g). No feasible solution satisfying this inequality at equality an have x
13
= 0, sine
in this ase we would have l
1
 d
3
= 2 > x
21
(see Figure. 5.2(b)). Therefore, x
13
= 1 in
every integer solution in the fae dened by this inequality, and this shows that l
1
 x
21
is
not faet-dening for s  4. 
In order to onstrut a lass of faet-dening inequalities for the general ase d  1, we
shall introdue the following denition.
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Denition 5.2 (overing lique) Let A  V , and let K  A be a lique. We say that K
overs A if every node k 2 AnK satises d
k

P
i2KnN(k)
d
i
.
Proposition 5.3 Every node subset admits a overing lique, and suh a lique an be found
in polynomial time.
Proof. Let A  V , and let i
1
; i
2
; : : : ; i
n
be an ordering of the nodes in A suh that d
i
k
 d
i
k+1
.
Consider every node in this sequene and onstrut K iteratively as follows. At step k, we
must deide whether i
k
has to be inserted into K or not. If there is some i
t
2 K with i
k
i
t
62 E,
then do not insert i
k
into K. Otherwise, insert i
k
into K. Note that in both ases K is a
overing lique of fi
1
; : : : ; i
k
g due to the ordering of the nodes, so upon termination of the
algorithm K is a lique overing A. This proedure gives an O(m+ n logn) algorithm. 2
Denition 5.3 (overing-lique inequalities) Let i 2 V be a node of G, and let K be a
lique overing N(i). We dene
X
k2K
d
k
x
ki
 l
i
(5.3)
to be the overing-lique inequality assoiated with i and K.
Covering-lique inequalities are, as speial lique inequalities, valid for P (G; d; s; g) and
R(G; d; s; g) by Lemma 5.1 and dene faets if s is large enough.
Theorem 5.4 If s  s
min
(G; d; 0) + 3d
max
, then the overing-lique inequalities (5.3) dene
faets of P (G; d; s; 0) and R(G; d; s; 0).
Proof. To prove that overing-lique inequalities are faet-induing, suppose that 
T
z = 
0
for every z 2 P (G; d; s; 0) \ Z
2n+m
satisfying (5.3). Claims 1, 2 and 3 from the proof of
Theorem 5.2 imply 
l
j
= 0 for every j 6= i, 
r
j
= 0 for every j 2 V , and 
x
jt
= 0 for jt 62 Æ(i).
Moreover, Claim 4 from Theorem 5.2 implies 
x
ik
=  d
k

l
i
for every k 2 K.
So it is left to verify 
x
ij
= 0 for every j 2 S = N(i)nK. To this end, onsider a node set
U
j
 KnN(j) suh that d
j
 d(U
j
) (note that suh a set U
j
exists by the onstrution of the
overing lique K). The feasible shedule z resp. z
0
depited in Figure 5.3(a) resp. Figure
5.3(b) satises (5.3) at equality. Hene
0 = 
x
ji
+
X
k2U
j

x
ki
+ z
0
l
i

l
i
= 
x
ji
+
X
k2U
j
( d
k

l
i
) +
X
k2U
j
d
k

l
i
= 
x
ji
shows that (; 
0
) is a multiple of the oeÆient vetor of inequality (5.3) and, therefore, this
inequality denes a faet of P (G; d; s; 0). The same argumentation applies to R(G; d; s; 0). 2
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Figure 5.3: Construtions for the proof of Theorem 5.4.
Remark. An alternative proof an be given for Theorem 5.4 by onsidering the interval
bound onstraint 0  l
i
and lifting the variables x
ki
for (a) k 2 K and (b) k 2 N(i)nK.
The interval bound is faet-induing for P (G; d; s; 0) \ fz 2 R
2n+m
: z
ki
= 0 8k 2 N(i)g.
Moreover, the maximum lifting oeÆient for the variable x
ki
is d
k
if k 2 K and 0 otherwise,
implying that the resulting overing-lique inequality is faet-induing for P (G; d; s; 0). These
maximum lifting oeÆients are independent of the order in whih the variables are lifted,
provided the variables x
ki
with k 2 K are lifted before the variables x
ki
for k 62 K. This
proedure provides a natural view of overing-lique inequalities as a strengthening of the
interval bound onstraints. 
Reall from Setion 4.1 that the symmetri inequality of a faet-induing inequality is again
a faet-induing inequality. The following orollary presents the symmetri onstrution of
overing-lique inequalities.
Corollary 5.5 Let i 2 V be a node of G, and let K be a lique overing N(i). The following
inequality is valid for P (G; d; s; 0):
r
i
 s 
X
k2K
d
k
x
ik
(5.4)
Moreover, if s  s
min
(G; d; 0) + 3d
max
, then this inequality denes a faet of P (G; d; s; 0).
The same holds for R(G; d; s; 0) if we replae r
i
by l
i
+ d
i
in (5.4).
Remark. The overing-lique inequalities (5.3) desribe the relation between the left bound
of the interval I(i) and the left bound on the frequeny span [0; s℄. The orresponding
symmetri inequalities (5.4) desribe the opposite relation between the right bound of I(i)
and the right bound of the frequeny span. 
Covering-lique inequalities are faet-dening in many ases, but unfortunately there are
instanes where they do not indue faets, as the following example shows. The onstru-
tion presented in this ounterexample is rather involved, suggesting that instanes without
overing-lique faets may be unusual.
Example 5.2 Let G be the graph depited in Figure 5.4, with node set V = f1; : : : ; 13g and
the following node weights:
d
1
; : : : ; d
5
= 1
d
6
; d
9
= 4
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Figure 5.4: Counterexample for general faetness of overing-lique inequalities.
d
7
; d
8
= 1
d
10
; d
13
= 3
d
11
; d
12
= 2
Figure 5.5: Possible ongurations for intervals I(6) to I(13).
Consider the nonempty polytope P (G; d; 5; 0). Let y 2 P (G; d; 5; 0) \ Z
31
be a feasible
solution. Due to d
6
+ d
7
= 5 and 67 2 E, there are only two possible assignments for
the interval I(6), namely l
6
= 0 or l
6
= 5. Moreover, eah of these assignments ompletely
determines the positions of the intervals I(7), I(8) and I(9). Thus, the intervals I(6); : : : ; I(9)
only admit the two possible ongurations depited in Figure 5.5(a) and Figure 5.5(b). A
similar analysis applies to the intervals I(10); : : : ; I(13), whih only admit the two possible
ongurations presented in Figure 5.5() and Figure 5.5(d).
Hene we an assign the intervals I(6); : : : ; I(9) aording to two possible ongurations,
and the intervals I(10); : : : ; I(13) aording to two other ongurations. Moreover, these
ongurations uniquely determine the positions of intervals I(1); : : : ; I(5), so that P (G; d; 5; 0)
has only the 4 feasible solutions presented in Figure 5.6.
Consider now the following overing-lique inequality, being valid for P (G; d; 5; 0):
l
2
 x
42
+ x
52
(5.5)
Having listed all the feasible solutions of P (G; d; 5; 0), it is not diÆult to verify that the
polytope P (G; d; 5; 0) has dimension 2, but only the feasible shedule presented in Figure
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Figure 5.6: Feasible solutions of P (G; d; 5; 0).
5.6(a) satises (5.5) at equality, and thus the fae dened by (5.5) has dimension 0. Therefore,
this overing-lique inequality does not dene a faet of P (G; d; 5; 0). 
5.1.1 Complexity of the separation problem
Given a point in the linear relaxation of an integer programming model, the separation prob-
lem for a family of valid inequalities onsists in deiding whether this point violates some
inequality belonging to the family or not. This problem is of pratial interest, sine eÆient
separation proedures are required for the implementation of utting plane methods. This
setion explores the separation problem for overing-lique inequalities, and the main theorem
states the negative result that this problem is NP-omplete. If P
LP
(G; d; s; g) denotes the
linear relaxation of P (G; d; s; g), i.e., the solution spae of onstraints (2.1)-(2.6), then the
separation problem for overing-lique inequalities an be dened as follows.
Covering-lique inequalities separation
Instane: A point y 2 P
LP
(G; d; s; 0)
Question: Does y violate some overing-lique inequality?
Note that the separation problem takes as input a point in the linear relaxation of the inte-
ger programming model, sine this is the ommon situation within a branh&ut framework.
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Moreover, note that the separation of the onstraints (2.1)-(2.6) an be performed in O(n+m)
time by exhaustive inspetion. The proof of NP-ompleteness for this separation problem
involves Max-Clique and a speial ase of this problem, alled Max Majority-Clique.
Max-Clique
Instane: A graph G on n nodes, and an integer k  0
Question: Does G ontain a lique of size k or greater?
Max Majority-Clique
Instane: A graph G on n nodes, and an integer k  n=2 + 1
(we may assume w.l.o.g. that n  2 and k  n)
Question: Does G ontain a lique of size k or greater?
We denote by !(G) the lique number of G, i.e., the size of a lique of G of maximum ar-
dinality. Note that Max-Clique and Max Majority-Clique onsist in deiding whether
!(G)  k or not, but under dierent onditions. Max-Clique is a well-known NP-omplete
problem [20℄, and we now prove that Max Majority-Clique is also NP-omplete.
Lemma 5.6 Max Majority-Clique is NP-omplete.
Proof. Note that the set of instanes of Max Majority-Clique is ontained in the set of
instanes ofMax-Clique, and sine the latter belongs toNP, thenMax Majority-Clique
also belongs to NP. To prove NP-ompleteness, we onstrut a polynomial redution from
Max-Clique. Let (H; t) be an instane of Max-Clique, and dene an instane (G; k) of
Max Majority-Clique as follows. The graph G is onstruted from H by adding m + 2
universal nodes u
1
; : : : ; u
m+2
, and k is dened as k = t+m+2. Note that G has n = 2m+2
nodes and k > n=2 + 1. We nally verify that !(H)  t if and only if !(G)  k.
)) If !(H)  t, then H has a t-lique K, and it an be extended to the (t+m+ 2)-lique
K [ fu
1
; : : : ; u
m+2
g of G. Hene G has a k-lique and so !(G)  k.
() Conversely, suppose that !(G)  k and let K be a k-lique of G. Therefore, the node
set Knfu
1
; : : : ; u
m+2
g is a lique of H with at least k  (m+2) = t nodes, so !(H)  t.
Thus, Max Majority-Clique is NP-omplete. 2
Theorem 5.7 Covering-lique inequalities separation is NP-omplete.
Proof. It is not diÆult to verify that the problem belongs to the lass NP, sine we an
nondeterministially generate a lique K and verify in polynomial time whether K is a over-
ing lique and the lique inequality dened by K is violated by y. To omplete the proof we
onstrut a polynomial redution from Max Majority-Clique. Let (H; k) be an instane
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of Max Majority-Clique, given by a graph H on n nodes and an integer k > n=2. Dene
a new weighted graph (G; d) = (V;E;1) from H by the addition of a universal node, i.e.,
V = V
H
[ fig
E = E
H
[ fij : j 2 V
H
g
Set further g = 0 and s = n=2 + 1. Finally, onstrut the point y 2 P
LP
(G; d; s; 0) as follows:
y
l
j
=

n
2
if j 6= i
k 1
2
if j = i
8 j 2 V
y
r
j
= y
l
j
+ d
j
8 j 2 V
y
x
e
= 1=2 8 e 2 E
This onstrution is polynomial in the size of H. To show that (G; k) is a well-dened instane
of Covering-lique inequalities separation we must verify that y 2 P
LP
(G; d; s; 0) by
heking that y satises all the onstraints of this relaxed polytope.
a) We rst verify that the antiparallelity onstraints l
j
+ d
j
 l
k
+ sx
kj
are satised by y,
onsidering the following three ases:
Case 1: j; k 6= i. (reall that n  2)
y
l
j
+ d
j
=
n
2
+ 1 
n
2
+
n=2 + 1
2
= y
l
k
+ sy
x
kj
Case 2: j 6= i and k = i. (reall that the hypothesis of Max Majority-Clique
asserts k > n=2 + 1)
y
l
j
+ d
j
=
n
2
+ 1 
k   1
2
+
n=2 + 1
2
= y
l
i
+ sy
x
ij
Case 3: j = i and k 6= i.
y
l
i
+ d
i
=
k   1
2
+ 1 
n
2
+
n=2 + 1
2
= y
l
k
+ sy
x
ki
b) The bounds 0  l
k
 s  d
k
on variables l
k
are trivially satised, sine
maxfy
l
k
: k 2 V g =
n
2

n
2
+ 1 = s  d
k
:
) The relaxed onstraints 0  x
e
 1 are also satised, sine y
x
e
= 1=2 for all e 2 E.
To omplete the proof, we show that !(H)  k if and only if there exists some overing-
lique inequality violated by y.
)) If !(H)  k, let K  V
H
be a maximum k-lique of H. Sine i is a universal node
of G, then K  N
G
(i), and moreover d = 1 implies that K overs N
G
(i). Hene the
overing-lique inequality dened by K is violated by y:
X
k2K
d
k
y
x
ki
=
jKj
2
>
k   1
2
= y
l
i
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() Conversely, suppose that the overing-lique inequality dened by the node j and the
overing lique K  N
G
(j) is violated by y, i.e.,
X
k2K
d
k
y
x
kj
> y
l
j
(5.6)
holds. Note that the LHS of this inequality is
P
k2K
d
k
y
x
kj
=
1
2
jKj. This implies j = i,
for otherwise l
j
=
n
2
, and thus (5.6) would not be violated (beause jKj  n). Hene
j = i and thus K  N
G
(i), implying that K is a lique of H. But y
l
i
=
k
2
and, therefore,
(5.6) reads:
jKj
2
=
X
k2K
d
k
y
x
ki
> y
l
i
=
k   1
2
Thus, jKj  k, and so !(H)  k.
This nally shows that the polynomial transformation maps aÆrmative instanes of Max
Majority-Clique onto aÆrmative instanes of Covering-lique inequalities separa-
tion and onversely. Therefore, the latter is NP-omplete. 2
5.1.2 Covering-lique inequalities in the ase g > 0
The overing-lique inequalities (5.3) are valid for every instane, but Theorem 5.4 shows
faetness only if g = 0. In the ase g > 0 these inequalities remain valid but may no longer be
faet-dening if the assoiated overing lique overs nodes in more than one setor. In this
setting a more general version of overing-lique inequalities an be given, and this setion is
devoted to presenting these general inequalities.
Denition 5.4 For i 2 V , let a(i) denote the setor to whih node i belongs (i.e., i 2 S
a(i)
).
Denition 5.5 (general overing-lique inequalities) Fix an arbitrary node i 2 V and
let K be a lique overing N(i). Assume w.l.o.g. that K = f1; : : : ; tg and, for k = 1; : : : ; t,
let A
k
= fig [ f1; : : : ; k   1g. Partition the lique K into K = N [ C, with
N = fk 2 K : a(k) 6= a(t) for every t 2 A
k
g
C = fk 2 K : a(k) = a(t) for some t 2 A
k
g
We dene
X
k2N
(d
k
+ g)x
ki
+
X
k2C
d
k
x
ki
 l
i
(5.7)
to be the general overing-lique inequality assoiated with the node i, the lique K and the
ordering K = f1; : : : ; tg.
The proof of faetness for the general overing-lique inequalities goes along the argu-
mentation of the proof of faetness for the standard overing-lique inequalities presented in
Theorem 5.4.
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Theorem 5.8 The general overing-lique inequalities (5.7) are valid for P (G; d; s; g) and
R(G; d; s; g), and dene faets for both polytopes if s  s
min
(G; d; g) + 3(d
max
+ g).
Under the same setting as before, the following symmetri inequality
r
i
 s 
X
k2N
(d
k
+ g)x
ik
 
X
k2C
d
k
x
ik
is valid for P (G; d; s; g) and faet-induing if s  s
min
(G; d; g)+3(d
max
+ g). The same result
holds for R(G; d; s; g) if we replae r
i
by l
i
+ d
i
.
Remark. These general inequalities arise as a natural strengthening of the interval bound
onstraints 0  l
i
for every i 2 V , by lifting the variables x
ki
, for k 2 N(i). In the ase g = 0,
we rst lift the variables x
ki
for k 2 K, and afterwards we lift the variables x
ki
for k 62 K.
The lifting of variables x
ki
for k 2 K resp. k 62 K is sequene-independent and originates
the standard overing-lique inequalities (5.3). In the ase g > 0, however, the lifting is not
independent of the sequene, requiring dierent denitions for the oeÆients for k 2 N and
k 2 C. 
5.2 Double overing-lique inequalities
We now turn to the antiparallelity onstraints. Reall that these onstraints are given by the
following inequalities:
r
i
 l
j
+ s(1  x
ij
) 8ij 2 E
I
; i < j (2:4)
r
i
+ g  l
j
+ s(1  x
ij
) 8ij 2 E
X
; i < j (2:5)
r
j
 l
i
+ sx
ij
8ij 2 E
I
; i < j (2:6)
r
j
+ g  l
i
+ sx
ij
8ij 2 E
X
; i < j (2:7)
Proposition 5.9 Every point z 2 P (G; d; s; g) \ Z
2n+m
satisfying the antiparallelity on-
straint (2.4) at equality must have z
x
ik
  z
x
jk
=  z
x
ji
for every k 2 N(i) \N(j).
Proof. Let z 2 P (G; d; s; g) \ Z
2n+m
be a point satisfying (2.4) at equality, and let k 2
N(i) \N(j).
Case 1: z
x
ij
= 1. Sine z satises (2.4) at equality, we have z
r
i
= z
l
j
, implying z
x
ki
= z
x
kj
and hene z
x
ik
  z
x
jk
= 0 =  z
x
ji
.
Case 2: z
x
ij
= 0. In this ase, we have z
r
i
= s and z
l
j
= 0, implying z
x
ik
= 1 and z
x
jk
= 0.
Therefore, z
x
ik
  z
x
jk
= 1 =  z
x
ji
. 2
If P (G; d; s; g) is full-dimensional, then this proposition shows that the fae dened by
(2.4) annot have the required dimension for being a faet. The same is true for the other
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antiparallelity onstraints, showing that these inequalities do not dene faets of P (G; d; s; g)
for arbitrary instanes if N(i) \N(j) 6= ;.
Fortunately, we an strengthen these inequalities by onsidering a overing lique in the
ommon neighborhood of the nodes whose intervals are separated by the onstraint. This
proess an be viewed as a lifting from the antiparallelity onstraints into a new lass of faet-
dening inequalities, resembling the overing-lique inequalities presented in the previous
setion. The resulting inequalities desribe the interation between these two nodes, involving
many similarities with the onstrution of overing-lique inequalities.
Denition 5.6 (double overing-lique inequalities) Let ij 2 E be an edge of G, and
let K be a lique overing N(i) \N(j). We dene
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ (s  d(K))x
ji
(5.8)
to be the double overing-lique inequality assoiated with ij and K, where d(K) =
P
k2K
d
k
.
Proposition 5.10 The double overing-lique inequalities (5.8) are valid for P (G; d; s; g).
Proof. Let y 2 P (G; d; s; g) \ Z
2n+m
be a feasible integer solution, and onsider two ases:
Case 1: y
x
ji
= 0. In this ase, the interval I(i) is loated to the left of I(j). Let M  K
be the set of nodes k suh that the interval I(k) is between the intervals I(i) and I(j), i.e.,
M = fk 2 K : y
x
ik
= 1 and y
x
jk
= 0g. Sine K [ fi; jg is a lique, then the orresponding
intervals annot overlap, and thus y
l
j
  y
r
i
 d(M), implying that y satises (5.8). 3
Case 2: y
x
ji
= 1. Here, the interval I(j) is before I(i). Partition K = L [M [ R as
follows:
L = fk 2 K : y
x
jk
= 0g
M = fk 2 K : y
x
jk
= 1 and y
x
ik
= 0g
R = fk 2 K : y
x
ik
= 1g
Note that d(L)  y
l
j
and y
r
i
 s  d(R). Moreover,
P
k2K
d
k
(y
x
ik
  y
x
jk
) =  d(M). These
observations imply
y
r
i
  y
l
j
+
X
k2K
d
k
(y
x
ik
  y
x
jk
)  s  d(R)  d(L)  d(M)
= s  d(K):3
Sine y was arbitrarily hosen, (5.8) is valid for P (G; d; s; g). 2
Theorem 5.11 If s  s
min
(G; d; 0)+4d
max
, then the double overing-lique inequalities (5.8)
dene faets of P (G; d; s; 0).
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Figure 5.7: Construtions for the proof of Theorem 5.11.
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Proof. By Proposition 5.10, the double overing-lique inequalities are valid for P (G; d; s; 0).
We now prove that, under these hypotheses, they dene faets of this polytope. Note rst
that any feasible solution satisfying l
j
= r
i
is tight for inequality (5.8). Suh points exist
whenever s  s
min
(G; d; 0) + 2d
max
, hene this inequality denes a nonempty fae in this
ase. Let F be the fae of P (G; d; s; 0) dened by (5.8), and suppose that 
T
y  
0
denes a
faet ontaining F . We will show that (; 
0
) is in fat a multiple of (5.8), thus proving that
this inequality is faet-induing, i.e., that F is not ontained in any other faet. To this end,
we prove the following sequene of laims:
Claim 1: 
l
k
= 0 for k 6= j. Let k 6= j and let y 2 F be an integer solution with
y
r
k
  y
l
k
> d
k
(whih exists beause s > s
min
(G; d; 0) + 2d
max
). Dene y
0
to be the solution
obtained from y by just setting y
0
l
k
= y
l
k
+ 1. Note that this new solution is feasible. Both
points lie in F , implying 
T
y = 
T
y
0
= 
0
. Moreover, they only dier in their l
k
-oordinates,
hene

l
k
y
l
k
= 
l
k
y
0
l
k
= 
l
k
(y
l
k
+ 1):
Thus 
l
k
= 0, proving the laim. 3
Claim 2: 
r
k
= 0 for k 6= i. A similar onstrution, with points y; y
0
2 F suh that
y
r
k
  y
l
k
> d
k
and y
0
r
k
= y
r
k
  1 shows that 
r
k
= 0 for k 6= i. 3
Claim 3: 
x
kt
= 0 if both k; t dier from i; j. Let y 2 F be a feasible solution with
y
l
k
= 0, y
l
t
= d
k
, and all the remaining intervals to the right of I(k) (suh a y exists by
s  s
min
(G; d; 0)+4d
max
). Let y
0
be a new feasible solution obtained from y by swithing the
intervals I(k) and I(l) (see Figure 5.7(a), (b)). Both solutions are in F , and thus 
T
y = 
T
y
0
.
These two feasible solutions only dier in their l
k
-, l
t
-, r
k
-, r
t
  and x
kt
-oordinates. Moreover,
we know from the previous laims that 
l
k
= 
r
k
= 
l
t
= 
r
t
= 0, implying 
x
kt
= 0. 3
Claim 4: 
r
i
=  
l
j
. Let y 2 F be a feasible solution with y
r
i
= y
l
j
, suh that
both intervals I(i) and I(j) an be moved one unit to the right (this is possible sine s >
s
min
(G; d; 0) + 2d
max
). Let y
0
be the solution obtained by this shifting. Sine both solutions
are in F and 
l
i
= 
r
j
= 0, we obtain

r
i
y
r
i
+ 
l
j
y
l
j
= 
r
i
(y
r
i
+ 1) + 
l
j
(y
l
j
+ 1):
This implies that 
r
i
+ 
l
j
= 0, thus justifying the laim. 3
Claim 5: 
x
ik
= d
k

r
i
for k 2 K. Let y be an integer point in F with y
r
i
= y
l
j
, and let
y
0
be a feasible solution with only intervals k and j hanged in suh a way that y
0
l
k
= y
r
i
and
y
0
l
j
= y
0
r
k
= y
0
l
k
+ d
k
(see Figure 5.7() and Figure 5.7(d)). This onstrution is possible sine
s > s
min
(G; d; 0) + d
i
+ d
j
+ d
k
. Both solutions lie in F , so 
T
y = 
T
y
0
= 
0
, and thus

l
k
y
l
k
+ 
l
j
y
l
j
= 
l
k
y
0
l
k
+ 
l
j
y
0
l
j
+ 
x
ik
:
But 
l
k
= 0 and y
0
l
j
= y
r
i
+ d
k
imply 
x
ik
= d
k

r
i
, proving the laim. 3
Claim 6: 
x
jk
=  d
k

r
i
for k 2 K. A similar onstrution veries this laim, by
onsidering the solutions presented in Figure 5.7(e), (f). 3
Claim 7: 
x
ik
= 
x
jk
= 0 for k 2 [N(i)\N(j)℄nK. Let A
k
 K be a set of nodes not
adjaent to k suh that d(A
k
)  d
k
. Suh a set exists by the denition of the overing lique
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K of N(i) \ N(j). The two feasible solutions depited in Figure 5.7(g) and Figure 5.7(h)
show that 
x
ik
= 0, and the opposite onstrution implies 
x
jk
= 0. 3
Claim 8: 
x
ik
= 0 for k 2 N(i)nN(j). Let y 2 F be a solution with y
l
i
= 0, y
l
j
= d
i
,
y
l
k
= d
i
+d
j
and y
l
t
 d
i
+d
j
+d
k
for t 62 fi; j; kg. Construt a new solution y
0
2 F from y by
setting y
0
l
k
= 0, y
0
l
i
= d
k
and y
0
l
j
= d
k
+ d
i
. Sine both solutions are tight for F , we onlude
that 
x
ik
= 0. 3
Claim 9: 
x
jk
= 0 for k 2 N(j)nN(i). If k is adjaent to j and not adjaent to i, the
onstrution applied in Claim 8 also shows 
x
jk
= 0. 3
Claim 10: 
0
= 0 and 
x
ji
=  (s d(K))
r
i
. Let y 2 F be any integer solution with
y
r
i
= y
l
j
, and let y
0
be a solution with y
0
l
i
= s d
i
and y
0
l
j
= 0 (and thus y
0
x
ji
= 1), as in Figure
5.7(i) and Figure 5.7(j). Note that y
x
ik
 y
x
jk
= 0, y
0
x
ik
= 0, and y
0
x
jk
= 1 for k 2 N(i)\N(j).
This implies that y
0
satises (5.8) at equality, and, therefore, y
0
2 F . Moreover, we have that

0
= 
T
y = 
r
i
y
r
i
+ 
l
j
y
l
j
+
X
k2K
(
x
ik
y
x
ik
+ 
x
jk
y
x
jk
) =
= 
r
i
(y
r
i
  y
r
i
)
| {z }
= 0
+
X
k2K
d
k

r
i
(y
x
ik
  y
x
jk
)
| {z }
= 0
= 0

T
y
0
= 
r
i
y
0
r
i
+ 
l
j
y
0
l
j
+
X
k2K

x
jk
y
0
x
jk
+ 
x
ji
y
0
x
ji
=
= 
r
i
s+
X
k2K

x
jk
+ 
x
ji
=
= 
r
i

s+
X
k2K
( d
k
)

+ 
x
ji
(5.9)
We onlude 
x
ji
=  (s  d(K))
r
i
, proving the laim. 3
This way, we have that

T
y =
h
y
r
i
  y
l
j
+
X
k2K
d
k
(y
x
ik
  y
x
jk
)  (s  d(K))y
x
ji
i

r
i
:
Then  is a multiple of the LHS of inequality (5.8), implying that 
0
= 0. Thus, the fae F
dened by (5.8) annot be ontained in any other faet of P (G; d; s; 0) and denes, therefore,
itself a faet of the (full-dimensional) polytope P (G; d; s; 0). 2
Remark. An alternative proof an be given for Theorem 5.11 by onsidering the antiparal-
lelity onstraint r
i
 l
j
+ sx
ji
and lifting the variables x
ik
and x
jk
, for k 2 N(i). We rst
lift the variables x
ik
and x
jk
for k 2 K, and afterwards lift the remaining variables. The
antiparallelity onstraint is faet-induing for P (G; d; s; 0) \ fz 2 R
2n+m
: z
ik
= z
jk
= 0g.
Moreover, the maximum lifting oeÆient for variable x
ik
resp. x
jk
is d
k
resp.  d
k
and, there-
fore, the resulting double overing-lique inequality is faet-induing for P (G; d; s; 0). Thus,
we naturally arise double overing-lique inequalities as a strengthening of the antiparallelity
onstraints. 
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Corollary 5.12 Let ij 2 E be an edge of G suh that N(i)\N(j) = ;. If s  s
min
(G; d; 0)+
4d
max
, then the antiparallelity onstraints (2.4)-(2.7) dene faets of P (G; d; s; 0).
Corollary 5.13 Let ij 2 E. The double overing-lique inequality
l
i
+ d
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ (s  d(K))x
ji
(5.10)
is valid for R(G; d; s; g) and denes a faet of R(G; d; s; 0) if s  s
min
(G; d; 0) + 4d
max
.
Proposition 5.14 The symmetri inequality of a double overing-lique inequality is again
a double overing-lique inequality.
Proof. Consider rst the polytope R(G; d; s; g). Let a
T
y  b be the double overing-lique
inequality (5.8) assoiated with (K;S). Reall that the symmetri inequality of a
T
y  b is
2a
T
p  b  a
T
y, where p =
1
2
(s1  d;1) is the symmetry point of R(G; d; s; g). We have that
2a
T
p  b = 2
0

(s  d
i
)
2
 
(s  d
j
)
2
+
X
k2K
(
d
k
2
 
d
k
2
) +
d(K)  s
2
1
A
+ d
i
= d
j
+ d(K)  s
holds. This implies that 2a
T
p  b  a
T
y is the inequality:
d
j
+ d(K)  s  l
i
  l
j
+
X
k2K
d
k
(x
ik
  x
jk
)  (s  d(K))x
ji
;
whih an be rewritten as
l
j
+ d
j
+
X
k2K
d
k
(x
jk
  x
ik
)  l
i
+ (s  d(K))(1   x
ji
): (5.11)
Realling the notation x
ij
= 1   x
ji
, we obtain that (5.11) is again a double overing-lique
inequality. A similar argumentation applies to P (G; d; s; g). 2
5.2.1 Double overing-lique inequalities are not always faet-dening
As we have seen previously, the overing-lique inequalities presented in Setion 5.1 are not
always faet-dening, although they do indue faets in many instanes. Example 5.1 suggests
that it is diÆult to onstrut instanes in whih these inequalities do not indue faets. We
shall see in this setion that double overing-lique inequalities do not always indue faets,
but the ounterexamples are more straightforward.
Example 5.3 Let (G; d) = (V;E; d) be the weighted graph depited in Figure 5.8, and
onsider the polytope R(G; d; 4; 0). By inspetion, this polytope has dimension 4. We shall
verify that the double overing-lique inequality l
4
+d
4
 l
2
+4x
24
does not indue a faet. All
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Figure 5.8: Interferene graph for Example 5.3.
Figure 5.9: The only four feasible solutions in the double overing-lique fae.
the feasible solutions satisfying this inequality at equality are the 4 points y
1
; : : : ; y
4
depited
in Figure 5.9, and it is not diÆult to verify y
4
= y
1
 y
2
+y
3
. Hene y
4
is an aÆne ombination
of the other three solutions, and so the dimension of the fae dened by the inequality is at
most 2, implying that this fae is not a faet of the polytope. 
Double overing-lique inequalities may not dene faets even if the polytope is full-
dimensional. The following ounterexample shows an instane induing a full-dimensional
polytope with a double overing-lique inequality that does not dene a faet.
Example 5.4 Consider the weighted graph (G; d) = (V;E; d) presented in Figure 5.10, and
onsider the polytope P (G; d; 9; 0). It is straigthforward to verify that this polytope has full
dimension.
Consider now the edge 26 2 E. The fae F dened by the double overing-lique inequality
r
2
 l
6
+ 9x
62
is the onvex hull of all feasible solutions satisfying it at equality, whih either
have (i) x
26
= 1 and r
2
= l
6
or (ii) x
26
= 0, l
6
= 0 and r
2
= 9. Every point of group (i) has
intervals I(2) and I(6) in parallel, and therefore:
 It annot hold x
12
= x
32
= 1 beause there would be no spae left for the interval I(6)
after the interval I(2), as required by x
26
= 1.
 If x
12
= x
32
= 0, then x
46
6= x
56
(see Figure 5.11b).
 If x
12
6= x
32
, then l
2
 2 and thus l
6
= r
2
 5. This implies that l
6
 7, and therefore
x
46
= x
56
= 1.
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Figure 5.10: Interferene graph for Example 5.4.
Figure 5.11: Instane for Example 5.4.
Hene every point of group (i) either has x
12
= x
32
= 0 and x
46
6= x
56
, or x
12
6= x
32
and
x
46
= x
56
= 1. Consider now any point of group (ii). Suh a point has x
26
= 0, implying that
intervals I(1) and I(3) are loated before the intervals I(2) and I(4), and the intervals I(4)
and I(5) are loated after I(6) (see Figure 5.11(d)). Thus, x
12
= x
32
= 1 and x
46
= x
56
= 0.
Having enumerated all the possible ases, we an now verify that every feasible solution in F
satises
x
45
+ x
56
+ 3(1   x
26
) = 1 + (x
12
+ x
32
):
This shows dim(F ) < 18, and sine P (G; d; 9; 0)  R
19
has full dimension, F is not a faet of
this polytope. 
The nal example shows an instane where a ertain double overing-lique inequality
denes a faet of P (G; d; s; 0) but not of P (G; d; s+1; 0). At rst sight, one would expet that
a faet-induing inequality for P (G; d; s; 0) should also be faet-induing for P (G; d; s+1; 0),
but the following example shows that this is, surprisingly, not the ase.
Example 5.5 Let (G; d) = (V;E; d) be the weighted graph depited in Figure 5.12. The
polytope P (G; d; 5; 0) has only 4 integer solutions, and has dimension 2. It is not diÆult to
verify by inspetion that r
2
 l
5
+5x
52
denes a fae of P (G; d; 5; 0) of dimension 1, whih is
a faet.
Consider now the polytope P (G; d; 6; 0) and the feasible solution depited in Figure
5.13(a)). Starting from this solution, alternatively shift the interval bounds to the right
(repeating the proof of Lemma 3.8 and Lemma 3.9) to onstrut 10 aÆnely independent
points. Moreover, Figure 5.13(b), Figure 5.13() and Figure 5.13(d) present three aÆnely
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independent points w.r.t. the preeding onstrutions, showing that dim(P (G; d; 6; 0))  13.
Conversely, it is not hard to prove that every feasible solution satises the equations:
x
13
= x
23
(5.12)
x
25
= x
45
(5.13)
x
23
= x
43
(5.14)
Sine P (G; d; 6; 0) 2 R
16
, then dim(P (G; d; 6; 0))  16 3 = 13, and thus dim(P (G; d; 6; 0)) =
13.
Figure 5.12: Interferene graph for Example 5.5.
Figure 5.13: Feasible solutions for Example 5.5.
Let F denote the fae of P (G; d; 6; 0) dened by r
2
 l
5
+ 6x
52
. Every feasible solution
in F satises this inequality at equality, by denition. Sine F  P (G; d; 6; 0), the feasible
solutions lying on F also satisfy (5.12), (5.13) and (5.14). We now laim that every integer
point in F also has interval I(1) before interval I(2):
(i) If x
25
= 1, then x
45
= 1 and so r
2
= l
5
 4. This leaves no spae to assign I(1) after
I(2).
(ii) If x
25
= 0 then r
2
= 6, hene I(1) must be before I(2).
Therefore, every feasible solution in F satises x
12
= 1, and we have 6 equations for every
point in F . This proves that dim(F )  11 (in fat, dim(F ) = 11), and thus F is not a faet
of P (G; d; 6; 0). 
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5.2.2 Complexity of the separation problem
This setion addresses the omputational omplexity of the separation problem for dou-
ble overing-lique inequalities. Reall that P
LP
(G; d; s; g) denotes the linear relaxation of
P (G; d; s; g). With this denition, the separation problem for this lass of inequalities an be
dened as follows:
Double overing-lique inequalities separation
Instane: A point y = (l; r; x) 2 P
LP
(G; d; s; g)
Question: Does y violate some double overing-lique inequality?
Theorem 5.15 Double overing-lique inequalities separation is NP-omplete.
Proof. We an easily hek that this problem belongs to the lass NP, sine we an nondeter-
ministially generate an edge ij 2 E and a lique K  N(i)\N(j) and verify in deterministi
polynomial time whether K overs N(i) \ N(j) and the double overing-lique inequality
assoiated with ij and K is violated by the point y. To omplete the proof, we onstrut a
polynomial redution from Max-lique. An instane of the latter is given by a pair (H; p),
where H = (V
H
; E
H
) is a graph and p 2 Z
+
is an integer suh that 1  p  jV
H
j, and onsists
in deiding whether H has a lique of size at least p. Assume w.l.o.g. jV
H
j  2 and that H is
nonomplete. We onstrut a graph G = (V;E) from H by adding two universal nodes i and
j, thus
V = V
H
[ fi; jg
E = E
H
[ fti; tj : t 2 V
H
g [ fijg
Also set d = 1, g = 0 and s = 2n, where n = jV j. Finally, dene a point y as follows:
y
l
t
=
(
0 if t 6= j
p+1
2
if t = j
8t 2 V
y
r
t
= y
l
t
+ 1 8t 2 V
y
x
e
=
(
1 if e = tj for some t 2 V
1
2
otherwise
8e 2 E
This onstrution is polynomial in the size of H. We rst verify that y 2 P
LP
(G;1; 2n; 0) by
heking that the point y satises all the onstraints of this relaxed polytope. The demand
onstraints, the interval bounds and the relaxed onstraints 0  x
e
 1 for every e 2 E are
trivially satised by onstrution. So we are left to verify that the antiparallelity onstraints
l
k
+ d
k
 l
t
+ sx
tk
are also satised. Consider the following ases:
1. If k; t 6= j, then y
x
tk
= 1=2 and, therefore,
y
l
k
+ d
k
= 1  n = y
l
t
+ sy
x
tk
:
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2. If k = j, then y
x
tk
= 1 and we have that
y
l
j
+ d
j
=
p+ 1
2
+ 1  2n = y
l
t
+ sy
x
tj
:
3. If t = j, then y
x
tk
= 0 and
y
l
k
+ d
k
= 1 
p+ 1
2
= y
l
j
+ sy
x
jk
:
Therefore, y 2 P
LP
(G;1; 2n; 0). To omplete the proof, we must show that the presribed
transformation maps aÆrmative instanes of Max-lique onto aÆrmative instanes of Dou-
ble overing-lique inequalities separation and onversely, i.e., !(H)  p if and only
if y violates some double overing-lique inequality.
)) LetK  V
H
be a maximal lique ofH of size at least p. Sine i and j are universal nodes,
then K  N
G
(i)\N
G
(j). Moreover, d = 1 implies that K overs N
G
(i)\N
G
(j) = V
H
.
The onstrution of y implies that the double overing-lique inequality assoiated with
(K;V
H
nK) is violated by this point:
y
l
i
+ d
i
+
X
k2K
d
k
(y
x
ik
  y
x
jk
) = 1 +
d(K)
2
>
p+ 1
2
= y
l
j
+ (s  d(K))y
x
ji
:
() Conversely, suppose that the double overing-lique inequality dened by the nodes k
and t and the lique K  N
G
(k) \N
G
(t) is violated, i.e.,
y
l
k
+ d
k
+
X
l2K
d
l
(y
x
kl
  y
x
tl
) > y
l
t
+ (s  d(K))y
x
tk
: (5.15)
Claim: t = j. Suppose t 6= j and onsider two ases.
{ If k 6= j, then y
x
kl
  y
x
tl
= 0 for every l 2 V nfk; tg, and therefore (5.15) has
LHS = 1 and RHS =
1
2
(s   d(K)) 
1
2
(2n   !(H))  1. Hene (5.15) does not
hold, a ontradition.
{ On the other hand, if k = j then LHS = 1+
1
2
(p+1  jKj) and RHS = 2n  d(K).
Again, we have LHS  RHS, ontraditing the fat that(5.15) holds. 3
This laim proves that, in this setting, violated double overing-lique inequalities must
have I(j) as the right hand side interval. Sine t = j, then y
l
t
=
p+1
2
and y
x
kl
 y
x
tl
= 1=2
follows for every l 2 K. Hene (5.15) reads 1+
jKj
2
>
p+1
2
, implying jKj  p. Therefore
K is a lique of G with at least p nodes. Now, if i 62 K then K  V
H
and !(H)  p. On
the other hand, if i 2 K then (Knfig) [ fkg is a lique of H on p nodes, also implying
!(H)  p.
Hene the transformation maps aÆrmative instanes of Max-Clique onto aÆrmative in-
stanes of Double overing-lique inequalities separation and onversely. Therefore,
the latter is NP-omplete. 2
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5.2.3 Double overing-lique inequalities in the ase g > 0
Theorem 5.11 shows that the double overing-lique inequalities (5.8) are faet-dening when
g = 0. Clearly, these inequalities are still valid if g > 0, but may not dene faets in this ase
sine the set of feasible solutions an be muh smaller. This setion presents a generalization
of double overing-lique inequalities for this ase, suh that the resulting inequalities are
valid for every instane, and faet-induing if s  !(G; d) + 4(g + d
max
). Reall that we
denote by a(i) the setor to whih the node i belongs, for i 2 V .
Denition 5.7 (general double overing-lique inequalities) Let ij 2 E, and let K be
a lique overing N(i)\N(j). Fix K = f1; : : : ; tg as order of the nodes in K and, for k 2 K,
let A
k
= fi; jg [ f1; : : : ; k   1g. We dene
r
i
+
X
k2K
'
k
(x
ik
  x
jk
) + Æ
ij
 l
j
+

s+ Æ
ij
+
X
k2K
'
k

x
ji
(5.16)
to be the general double overing-lique inequality assoiated with the edge ij, the lique K
and the ordering K = f1; : : : ; tg, where the oeÆients '
k
are dened as follows. Let
N = f k 2 K : a(k) 6= a(t) for all t 2 A
k
g
C = f k 2 K : a(k) = a(t) for some t 2 A
k
g
and onsider two ases. If N = ;, then '
k
= d
k
for every k 2 K. On the other hand, if
N 6= ;, let k
0
be some xed node of N and, for every k 2 K,
'
k
=
8
>
<
>
:
d
k
+ 2g if k = k
0
d
k
+ g if k 2 Nnfk
0
g
d
k
if k 2 C
The proof of faetness for the general double overing-lique inequalities goes along the
argumentation of the proof of faetness for the standard double overing-lique inequalities
presented in Theorem 5.11.
Theorem 5.16 The general double overing-lique inequalities (5.16) are valid for the poly-
tope P (G; d; s; g), and dene faets if s  s
min
(G; d; g) + 4(d
max
+ g).
Remark. A similar result holds for R(G; d; s; g) if we replae r
i
by l
i
+ d
i
in (5.16). Notie
that these inequalities arise as a natural strengthening of the antiparallelity onstraints by
lifting the variables x
ik
and x
jk
, for k 2 K. In the ase g = 0, this lifting is sequene-
independent and originates the standard double overing-lique inequalities (5.8). In the ase
g > 0, however, the lifting depends on the sequene, requiring the dierent denitions of the
oeÆients '
k
for k = k
0
, k 2 Nnfk
0
g and k 2 C. 
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5.3 Generalizations and extensions of lique inequalities
This setion presents families of faet-dening inequalities arising from the overing-lique
inequalities as generalizations (ontaining the overing-lique inequalities as partiular ases)
or extensions (dened over slightly dierent strutures). The rst family, introdued in Setion
5.3.1, xes a lique in N(i) and onsiders a lique overing the remaining nodes of this
neighborhood. We also provide a generalization of double overing-lique inequalities based
on these ideas. The seond family, presented in Setion 5.3.2, onsiders a subset of nodes
from N [N(i)℄, introduing oeÆients for the edges linking N(i) to these nodes. We show
that both lasses of valid inequalities are faet-induing for s > s
min
(G; d; g) + O(1)d
max
,
and that they ontain the overing-lique inequalities as speial ases. Finally, we disuss
in Setion 5.3.3 three lasses of faet-dening inequalities arising as variations of the double
overing-lique inequalities.
5.3.1 Reinfored overing-lique inequalities
Denition 5.8 If K  V and j 2 V nK, we dene 
K
(j) = maxf0; d
j
 
P
k2KnN(j)
d
k
g (see
Figure 5.14).
Denition 5.9 (reinfored overing-lique inequalities) Let i 2 V be a node of G and
x a lique K
0
 N(i). Furthermore, let K be a lique overing N(i)nK
0
. We dene
X
k2K
d
k
x
ki
+
X
k2K
0

K
(k)x
ki
 l
i
(5.17)
to be the reinfored overing-lique inequality assoiated with K and K
0
.
Note that the existene of a lique K overing N(i)nK
0
is guaranteed by Proposition 5.3.
The standard overing-lique inequalities disussed in Setion 5.1 an be obtained as a speial
ase of these reinfored overing-lique inequalities by setting K
0
= ;.
Figure 5.14: (a) Example of 
K
(j) = 0, and (b) example of 
K
(j) > 0.
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Proposition 5.17 The reinfored overing-lique inequalities are valid for R(G; d; s; g)
and P (G; d; s; g).
Proof. Let y 2 P (G; d; s; g) \ Z
2n+m
be an arbitrary shedule, and dene the node sets
A = fk 2 K
0
: y
x
ki
= 1 and 
K
(k) > 0g and B = ft 2 K : y
x
ti
= 1g. Sine K resp. K
0
is a
lique, the intervals orresponding to nodes in K resp. K
0
do not overlap. Moreover, dene
Q = ft 2 K : tk 2 E 8k 2 Ag. Note that A [ Q is a lique, hene A [ (B \ Q) is also a
lique. The following hain of inequalities establishes the validity of (5.17):
y
l
i

X
k2A
d
k
+
X
t2B\Q
d
t
=
X
k2A
d
k
+
X
t2B\Q
d
t
 
X
t2BnQ
d
t
+
X
t2BnQ
d
t
=
X
k2A
d
k
 
X
t2BnQ
d
t
+

X
t2B\Q
d
t
+
X
t2BnQ
d
t


X
k2A
(d
k
 
X
t2KnN(k)
d
t
) +
X
t2B
d
t
=
X
k2A

K
(k) +
X
t2B
d
t
=
X
k2K
0

K
(k) y
x
ki
+
X
k2K
d
k
y
x
ki
2
Theorem 5.18 The reinfored overing-lique inequalities indue faets of R(G; d; s; g) and
P (G; d; s; g) if s  s
min
(G; d; g) + 3d
max
.
Proof. Suppose 
T
z = 
0
for every feasible shedule z 2 P (G; d; s; 0) \ Z
2n+m
satisfying
(5.17) at equality. Claims 1, 2 and 3 from the proof of Theorem 5.2 show 
l
j
= 0 for every
j 6= i, 
r
j
= 0 for every j 2 V and 
x
jt
= 0 for jt 62 Æ(i). Moreover, Claim 4 from the proof
of Theorem 5.2 implies 
x
ik
=  d
k

l
i
for every k 2 K and Theorem 5.4 implies 
x
ik
= 0 for
every k 2 N(i)n(K [K
0
). So it is left to prove that 
x
ki
=  
K
(k)
l
i
for every k 2 K
0
. To
this end, onsider two ases.
Case 1: 
K
(k) > 0. Let z 2 P (G; d; s; 0) \ Z
2n+m
be a feasible solution with z
l
i
=
0. Now onstrut a feasible solution z
0
2 P (G; d; s; 0) \ Z
2n+m
by setting z
l
k
= 0 and
z
l
i
= d
k
, and assigning every interval I(t), for t 2 KnN(k), to the left of the interval I(i)
(see Figure 5.15(a)). These two feasible solutions satisfy (5.17) at equality and, therefore,

x
ki
=  
K
(k)
l
i
. 3
Case 2: 
K
(k) = 0. As in the previous ase, let z 2 P (G; d; s; 0) \ Z
2n+m
be a feasible
solution with z
l
i
= 0. Now onstrut a feasible solution z
0
2 P (G; d; s; 0) \ Z
2n+m
by setting
z
l
k
= 0, z
l
i
=
P
l2KnN(k)
d
l
, and assigning every interval I(t), for t 2 KnN(k), to the left
of the interval I(i) (see Figure 5.15(b)). Again, these two points satisfy (5.17) at equality,
implying 
x
ki
= 0. 3
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Figure 5.15: Construtions for the proof of Theorem 5.18.
Hene we verify that  is a multiple of the oeÆient vetor of (5.17) and thus this
inequality indues a faet of P (G; d; s; 0). Sine both P (G; d; s; 0) and R(G; d; s; 0) are full-
dimensional, and the inequality does not involve the r-variables, it is also faet-induing for
R(G; d; s; 0). 2
The symmetri inequalities of the reinfored overing-lique inequalities desribe the in-
teration between the right bound of the interval I(i) and the right bound of the frequeny
spetrum [0; s℄. Under the same setting as in Theorem 5.18, the symmetri inequality
r
i
 s 
X
k2K
d
k
x
ik
 
X
k2K
0

K
(k)x
ik
is valid and faet-induing for P (G; d; s; 0), and the same holds for R(G; d; s; 0) if we replae
r
i
by l
i
+ d
i
. Note that this result generalizes Corollary 5.5 for overing-lique inequalities.
Denition 5.10 (reinfored double overing-lique inequalities) Let i; j 2 V be two
adjaent nodes of G and x a lique K
0
 N(i) \ N(j). Furthermore, let K be a lique
overing [N(i) \ N(j)℄nK
0
. Finally, for k 2 K
0
, let U
k
= fl 2 K : lk 62 Eg (i.e., the set of
nodes in K not adjaent to k). We dene
r
i
+
X
k2K
d
k
(x
ik
  x
jk
) +
X
k2K
0

K
(k)(x
ik
  x
jk
)  l
j
+

s 
X
k2K
d
k
 
X
k2K
0

K
(k)

x
ij
(5.18)
to be the reinfored double overing-lique inequality assoiated with K and K
0
.
The proof of faetness for the reinfored double overing-lique inequalities is similar to
the proof of Theorem 5.11.
Theorem 5.19 The reinfored double overing-lique inequalities are valid for P (G; d; s; 0),
and dene faets if s  s
min
(G; d; 0) + 4d
max
.
5.3.2 Repliated overing-lique inequalities
Denition 5.11 (repliated overing-lique inequalities) Fix a node i 2 V and let K
be a lique overing N(i). Consider a lique Q = fq
1
; : : : ; q
t
g 2 V nN(i) and a subset K
0
=
fk
1
; : : : ; k
t
g  K suh that k
j
q
j
2 E for j = 1; : : : ; t (see Figure 5.16). We dene
X
k2K
d
k
x
ki
+
X
k2K
0

K
(p
k
)(x
p
k
k
  x
ik
)  l
i
(5.19)
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to be the repliated overing-lique inequality assoiated with the liques K and Q.
Note that the denition of the repliated overing-lique inequalities allows edges between
K and Q other than k
j
q
j
, j = 1; : : : ; t. In the ase Q = ;, the repliated overing-lique
inequality (5.19) is equivalent to the standard overing-lique inequality (5.3). Moreover,
when both K and Q are singletons, these inequalities are equivalent to the path inequalities
introdued in [21℄.
Proposition 5.20 The repliated overing-lique inequalities (5.19) are valid for R(G; d; s; g)
and P (G; d; s; g).
Proof. Let y 2 P (G; d; s; g) \ Z
2n+m
denote an arbitrary integer solution, and dene A =
fk 2 K : y
x
ki
= 1g and B = fk 2 K
0
: y
x
p
k
k
= 1; y
x
ki
= 1; 
K
(p
k
) > 0g. Also dene
T = fk 2 K : kt 2 E 8t 2 Qg, and note that Q [ T is a lique. The following hain of
inequalities establishes the validity of (5.19):
y
l
i

X
k2B
d
p
k
+
X
k2T\A
d
k
=
X
k2B
d
p
k
+
X
k2T\A
d
k
+
X
k2AnT
d
k
 
X
k2AnT
d
k
=
X
k2B
d
p
k
 
X
k2AnT
d
k
+

X
k2T\A
d
k
+
X
k2AnT
d
k


X
k2B
(d
p
k
 
X
t2KnN(p
k
)
d
t
) +
X
k2A
d
k
=
X
k2B

K
(p
k
) +
X
k2A
d
k

X
k2B

K
(p
k
)(y
x
p
k
k
  y
x
ik
) +
X
k2K
d
k
y
x
ki
2
Theorem 5.21 If s  s
min
(G; d; 0) + 3d
max
, then the repliated overing-lique inequality
(5.19) denes a faet of P (G; d; s; 0) and R(G; d; s; 0).
Proof. Let F be the fae of P (G; d; s; 0) dened by (5.19), and suppose that every point
y 2 F satises 
T
y  
0
. We will show that  is a multiple of the oeÆient vetor of (5.19),
implying that this inequality indues a faet.
We show rst 
l
j
= 
r
j
= 0 with the help of the onstrutions illustrated in Figure 5.17(a)
and Figure 5.17(b). Points y
1
and y
2
(Figure 5.17(a) and Figure 5.17(b), respetively) are
onstruted with l
i
= 0, and thus x
ki
= 0 for all k 2 K. We also take are of assigning every
k 2 K
0
after its assoiated node p
k
, so that x
p
k
k
 x
ik
= 0. This implies that y
1
and y
2
are in
F , and thus 
T
y
1
= 
0
= 
T
y
2
. These points only dier in their l
j
-oordinates, hene 
l
j
= 0
for j 6= i. A similar argument shows 
r
j
= 0 for every j (inluding node i).
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Figure 5.16: Struture for repliated overing-lique inequalities.
Consider now any edge jl 2 E suh that jl 6= ik for k 2 K and jl 6= p
k
k for k 2 K
0
. We
onstrut the points depited in Figure 5.17() and Figure 5.17(d), whih belong to F . Sine

l
j
= 
r
j
= 
l
l
= 
r
l
= 0, we have 
x
jl
= 0.
It remains to prove that the nonzero oeÆients of  an be obtained as a multiple of
(5.19). To this end, we rewrite (5.19) as
X
k2K
0

d
k
+ 
K
(p
k
)

x
ki
+
X
k2K
0

K
(p
k
)x
p
k
k
+
X
k 62K
0
d
k
x
ki
 l
i
+
X
k2K
0

K
(p
k
):
Let k 2 K
0
, and suppose K \

N(p
k
) = fk
1
; : : : ; k
t
g, so that 
K
(p
k
) = d
p
k
 
P
1vt
d
k
v
.
Consider the pair of points depited in Figure 5.17(e) and Figure 5.17(f). Sine both points
belong to F they satisfy 
T
x = 
0
at equality, and we have
(d
k
+ d
k
1
+ : : :+ d
k
t
)
l
i
= 
x
p
k
k
+ (d
p
k
+ d
k
)
l
i
;
implying

x
p
k
k
= (d
k
1
+ : : : + d
k
t
  d
p
k
)
l
i
=  
K
(p
k
)
l
i
: (5.20)
Now, for any k 2 K, onsider the two following ases:
Case 1: k 62 K . The points depited in Figure 5.17(g) and Figure 5.17(h) satisfy (5.19)
at equality, hene 
x
ki
+ d
k

l
i
= 0. 3
Case 2: k 2 K . The two points depited in Figure 5.17(i) and Figure 5.17(j) satisfy (5.19).
Sine 
l
j
= 
r
j
= 0, we have 
x
p
k
k
= 
x
k
i
+ d
k

l
i
: From (5.2) we have 
x
p
k
k
=  
K
(p
k
)
l
i
,
implying 
x
ki
=  

d
k
+ 
K
(p
k
)


l
i
. 3
Therefore, we have  =  
l
i
, where  denotes the oeÆient vetor of (5.19). Hene
the repliated overing-lique inequality (5.19) denes a faet of P (G; d; s; 0). The same
argumentation applies to R(G; d; s; 0) 2
The symmetri inequalities of the repliated overing-lique inequalities desribe the in-
teration between the interval I(i) and the liques K and K
0
with the right bound of the
90
Figure 5.17: Construtions for the proof of Theorem 5.21.
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frequeny spetrum [0,s℄. Under the same setting as in Theorem 5.21, the following symmet-
ri inequality is valid and faet-induing for P (G; d; s; 0):
r
i
 s 
X
k2K
d
k
x
ik
+
X
k2K
0

K
(p
k
)(x
kp
k
  x
ki
):
If we replae r
i
by l
i
+ d
i
in this inequality, the resulting inequality is valid and faet-dening
for R(G; d; s; 0).
5.3.3 Extensions of double overing-lique inequalities
The ideas involved in the development of double overing-lique inequalities do not restrit
to that partiular family of inequalities, but an be further exploited to nd new lasses of
faet-induing inequalities based on similar onepts. In this setion we explore faet-dening
valid inequalities over slightly dierent strutures, analyzing the eet of these struture
hanges in the resulting inequalities. The onstrutions presented in this setion resemble
the development of the reinfored fene inequalities from the fene inequalities for the linear
ordering polytope, adding a node to the subgraph that supports the inequality and adjusting
the oeÆients to maintain validity while enforing faetness [38℄.
Denition 5.12 If K  V and t 2 V , we dene A(K; t) to be the set
A(K; t) = argmaxfd(B) : B  KnN(t) and d(B)  d
t
g:
That is, A(K; t)  V is the maximum demand of a node subset of K that an be assigned
inside the interval [0; d
t
℄ in a shedule with l
t
= 0. Note that the exat alulation of A(K; t)
is NP-hard, sine this problem generalizes the feasibility problem for hromati sheduling
polytopes.
Denition 5.13 (extended double overing-lique inequalities) Let i; j 2 V be two
adjaent nodes, and let K be a lique overing N(i) \ N(j). Furthermore, x some node
t 2 N(j)nN(i) (see Figure 5.18(a)). We dene
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ 'x
ji
+ '
t
x
jt
(5.21)
to be the extended double overing-lique inequality assoiated with K and t, where ' =
s  d(KnA(K; t)) and '
t
= d
t
  d(A(K; t)).
Proposition 5.22 The extended double overing-lique inequalities (5.21) are valid for the
polytope P (G; d; s; g).
Proof. Let y 2 P (G; d; s; g) be an integer solution. If y
x
ji
= 0, then the inequality (5.21) is
dominated by the standard double overing-lique inequality (5.8), and thus is satised by y.
On the other hand, if y
x
ji
= 1 onsider two ases:
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Case 1: y
x
jt
= 1. In this ase, the inequality (5.21) admits the form
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  y
l
j
+ '
0
y
x
ji
+ '
t
y
x
jt
= y
l
j
+ '+ '
t
= y
l
j
+ (s 
X
k2K
d
k
)
= y
l
j
+ (s 
X
k2K
d
k
)y
x
ji
Thus, the inequality reads as a standard double overing-lique inequality, and is therefore
satised by y. 3
Case 2: y
x
jt
= 0. In this ase, the interval I(j) is loated before I(i), whih in turn is
loated before I(t). Note that y
r
i
 s   d
t
and y
l
j
 d(fk 2 K : y
x
kj
= 1g). Moreover, for
every k 2 K we have y
x
ik
  y
x
jk
=  1 only if I(j) is loated before I(k) and I(k) is loated
before I(i), and y
x
ik
  y
x
jk
= 0 otherwise. Combining these observations, we get
y
r
i
+
X
k2K
d
k
(y
x
ik
  y
x
jk
)  y
l
j
 (s  d
t
)  d(fk 2 K : y
x
jk
= y
x
ki
= 1g)   d(fk 2 K : y
x
kj
= 1g)
= (s  d
t
)  d(KnA(K; t))
= '
= 'y
x
ji
+ '
t
y
x
jt
3
Sine y is an arbitrary integer solution, we onlude that the extended double overing-
lique inequality (5.21) is valid for P (G; d; s; g). 2
The proofs of all the faetness results in this setion go along the argumentation of the
proof of faetness for the standard double overing-lique inequalities presented in Theorem
5.11.
Theorem 5.23 If s  s
min
(G; d; 0)+4d
max
, then the extended double overing-lique inequal-
ities (5.21) indue faets of P (G; d; s; 0), and the same holds for R(G; d; s; 0) if we replae r
i
by l
i
+ d
i
in (5.21).
It is interesting to ompare the standard double overing-lique inequalities (5.8) with the
extended inequalities (5.21). The oeÆient of x
ji
is smaller in the extended inequality, whih
in turn has a new positive oeÆient in the RHS, orresponding to x
jt
. This means that we
annot reinfore the original inequalities with a nonnegative oeÆient in x
jt
for free: when
we fore this variable to have a nonzero oeÆient, variable x
ji
dereases its oeÆient to
maintain validity.
Moreover, it is worthwhile to ompute the dual inequality of this new lass. The dual of
a double overing-lique inequality is again a double overing-lique inequality, but the dual
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Figure 5.18: Supports for extended double overing-lique inequalities
of this extension is a new valid inequality:
r
j
+
X
k2K
d
k
(x
ik
  x
jk
)  l
i
+ 'x
ij
+ '
t
x
tj
: (5.22)
In this ase, the inequality is reinfored by adding a oeÆient assoiated with the edge
tj 2 E, but now the interval I(j) is the left interval in the inequality. These inequalities an
be generalized to the ase g > 0. In this setting, a more general denition for the oeÆients
aompanying variables x
ji
and x
jt
must be given.
Denition 5.14 (2-extended double overing-lique inequalities) Let i; j 2 V be two
adjaent nodes of G, and let K be a lique overing N(i)\N(j). Moreover, let p 2 N(i)nN(j)
and t 2 N(j)nN(i) (see Figure 5.18(b)). We dene
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ '
0
x
ji
+ '
p
x
pi
+ '
t
x
jt
(5.23)
to be the 2-extended double overing-lique inequality assoiated with K and nodes t and p,
where
'
0
= s  d(Kn(A(K; t) [A(K; p)))   d
t
  d
p
'
t
= d
t
  d(A(K; t))
'
p
= d
p
  d(A(K; p))
Note that the 2-reinfored double overing-lique inequalities are obtained by \ombining"
inequalities (5.21) and (5.22) into a new valid one. Now we have two new nodes, namely p
and t, adjaent to nodes i and j, respetively. The standard double overing-lique inequality
is reinfored with nonzero oeÆients assoiated with the variables x
ip
and x
jt
.
Theorem 5.24 If s  s
min
(G; d; 0) + 4d
max
, then the 2-extended double overing-lique in-
equalities are faet-induing for P (G; d; s; 0), and the same holds for R(G; d; s; 0) if we replae
r
i
by l
i
+ d
i
.
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Denition 5.15 (losed double overing-lique inequalities) Let i; j 2 V be two adja-
ent nodes of G, and let K be a lique overing N(i) \ N(j). Moreover, let p 2 N(i)nN(j)
and t 2 N(j)nN(i) suh that pt 2 E and pk; tk 2 E for all k 2 K. We dene
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ '
00
x
ji
+ '
p
x
pi
+ '
t
x
jt
  '
pt
x
pt
(5.24)
to be the losed double overing-lique inequality assoiated with K and nodes t and p, where
'
00
= s  d(K)  (d
p
+ d
t
)
'
t
= d
t
+minfd
p
; d
t
g
'
p
= d
p
'
pt
= minfd
p
; d
t
g
Theorem 5.25 If s  s
min
(G; d; 0) + 4d
max
, then the losed double overing-lique inequali-
ties (5.24) indue faets of P (G; d; s; 0), and the same holds for R(G; d; s; 0) if we replae r
i
by l
i
+ d
i
.
Example 5.6 It is worth omparing the inequalities presented in this setion arising from the
same graph struture. Suppose N(i) \N(j) = ; (so that K = ;) and take d = 1. Moreover,
set s = 4 and suppose that P (G; d; 4; 0) is nonempty. In this setting, the standard and the
extended double overing-lique inequalities have the following form:
standard ! r
i
 l
j
+ 4x
ji
extended ! r
i
 l
j
+ 3x
ji
+ x
jt
extended (symm.) ! r
i
 l
j
+ 3x
ji
+ x
pi
2-extended ! r
i
 l
j
+ 2x
ji
+ x
jt
+ x
pi
losed ! r
i
 l
j
+ 2x
ji
+ 2x
jt
+ x
pi
  x
pt
losed ! r
i
 l
j
+ 2x
ji
+ x
jt
+ 2x
pi
  x
pt
These inequalities show an interesting interplay among the oeÆients of the ordering vari-
ables involving the new nodes t and p. The RHS of the extended inequalities gets more and
more strengthened and, at the same time, the oeÆient of x
ji
dereases to maintain faetness
(but not too muh in order to keep validity).
It is remarkable that all these inequalities are faet-induing for P (G; d; s; 0), showing that
the ideas leading to the overing-lique inequalities appear in many dierent faet-dening
inequalities of this polytope. These results give another hint of the hardness of hromati
sheduling polytopes, sine so many variations of a same idea are present as faets. It would
be interesting to searh for further variations of overing-lique inequalities involving more
than two nodes outside the standard lique struture. 
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Chapter 6
Further lasses of valid inequalities
The results of this paper suggest that, in applying linear
programming to a ombinatorial problem, the number of
relevant inequalities is not important but their ombina-
torial struture is.
{ Jak Edmonds (1965)
Chapter 5 presented faet-induing inequalities oming from strengthenings and variations
of the interval bound onstraints and the antiparallelity ontraints, mainly based on overing
liques of the interferene graph. We now turn our attention to the development of faet-
induing inequalities based on dierent graph strutures.
Setion 6.1 opens the hapter with the so-alled 4-yle inequalities, an interesting lass
with an unusual struture. These inequalities ombine a 4-yle with a lique in the interfer-
ene graph, involving two interval bounds and a number of ordering variables. A onstrutive
proof of faetness is given for the uniform ase d = 1. Setion 6.2 analyses valid inequalities
over yles of the interferene graph involving the ordering variables only. The main result
of this setion asserts that a yle inequality is faet-induing if and only if the assoiated
yle does not ontain a hord, and it is worth noting that this result does not depend on the
parity of the yle.
Cyles in the interferene graph also allow to onstrut inequalities only involving the
interval variables. Setion 6.3 presents a lass of valid inequalities dened over odd holes of G.
These inequalities are valid for every interferene graph, and we prove that they dene faets
of P (C
2k+1
;1; s; 0) whenever the polytope is nonempty. We also devise suÆient onditions
for this inequality to be faet-induing for arbitrary graphs.
The analysis of the polytope P (K
n
; d; s; 0), dened over a omplete graph, is of theoretial
interest and an also lead to faets for the general ase. Setions 6.4 and 6.5 present two
lasses of faets for this polytope, along with the orresponding generalizations for arbitrary
interferene graphs. We also prove that the assoiated separation problems are NP-omplete.
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6.1 4-Cyle inequalities
Chromati sheduling polytopes over yles are interesting and omplex objets. For example,
the polytope R(C
4
;1; 4; 0) has 2.738 feasible solutions and 160 faets, whereas the polytope
R(C
5
;1; 4; 0) admits 17.500 feasible solutions and 644 faets. The following example presents
a remarkable inequality that originated the results of this setion.
Example 6.1 Consider the interferene graph (C
4
;1) and suppose s  4. The following
inequality is valid for the polytope P (C
4
;1; s; 0):
2x
34
  2x
14
+ 1  l
1
+ l
2
(6.1)
This inequality an be viewed as a strenghtening of 1  l
1
+ l
2
, whih is trivially valid if
12 2 E, but does not dene a faet if this edge 12 belongs to a larger lique. It is interesting
to analyze the validity of inequality (6.1). The only nontrivial ase is x
34
= 1 and x
14
= 0,
where we have the two possible situations illustrated by Figure 6.1, depending on whether
x
23
= 0 or x
23
= 1. In both ases, inequality (6.1) is satised. Furthermore, this inequality
denes a faet of the full-dimensional polytope P (C
4
;1; 4; 0), implying that it is faet-dening
for all polytopes P (C
4
;1; s; 0) with s  4. It is remarkable that a valid inequality having only
these nontrivial ases for validity still denes a faet of full-dimensional polytopes. 
Figure 6.1: Possible ases for x
34
= 1 and x
14
= 0.
In the remaining of this setion we onstrut a lass of valid inequalities ontaining (6.1),
and we prove that they are faet-dening when g = 0 and s  s
min
(G; d; 0) +O(1)d
max
. The
onstrution of these inequalities takes a 4-yle and replaes one of its nodes by a lique (see
Figure 6.2). Reall that d
max
stands for the maximum demand in the weighted interferene
graph.
Figure 6.2: Struture for 4-yle inequalities.
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Denition 6.1 (4-yle inequalities) Let 1; 2; 3 2 V be three nodes suh that 12; 23 2 E
and 13 62 E. Let K be a lique overing N(1)\N(3), and assume w.l.o.g. that K = f4; : : : ; tg.
We dene
l
1
+ l
2

X
k2K

k
(x
3k
  x
1k
) + : (6.2)
to be the 4-yle inequality assoiated with these nodes, where 
k
=

d
k
+ d
3
if k = 4
d
k
if k > 4
and
 = minfd
1
; d
2
; d
3
g.
We now prove that the 4-yle inequalities are always valid but faet-induing only if there
are no edges between node 2 and the lique K.
Proposition 6.1 The 4-yle inequalities are valid for P (G; d; s; g) and R(G; d; s; g).
Proof. Let z 2 P (G; d; s; g)\Z
2n+m
be an integer feasible solution, and onsider the following
ases:
Case 1: z
r
3
 z
l
1
. Let A = fk 2 K : z
x
3k
= 1 and z
x
1k
= 0g. By denition, A [ f3g is a
lique in G, and so the orresponding intervals do not overlap, hene z
l
1
 z
l
3
+d
3
+
P
k2A
d
k
.
Moreover, 12 2 E implies z
l
1
+ z
l
2
 minfd
1
; d
2
g  . Adding these two inequalities we get
z
l
1
+ z
l
2
 d
3
+
X
k2A
d
k
+ 

X
k2K

k
(z
x
3k
  z
x
1k
) +  3
Case 2: z
r
3
> z
l
1
. In this ase, z
x
3k
  z
x
1k
 0, and thus the inequality (6.2) is dominated
by   z
l
1
+ z
l
2
, whih holds beause the intervals I(1) and I(2) do not overlap in a feasible
shedule. 3
In both ases the 4-yle inequality (6.2) is satised, so it is valid for P (G; d; s; g) and
R(G; d; s; g). 2
Theorem 6.2 Assume that N(1)\N(2)\N(3) = ;. If s  s
min
(G;1; 0)+4, then the 4-yle
inequality (6.2) denes a faet of P (G;1; s; 0).
Proof. Let F be the fae of P (G;1; s; 0) dened by (6.2). To prove that F is a faet, we shall
onstrut the required number of aÆnely independent points in F .
1. Let H be the graph obtained from G by deleting the nodes 1, 2 and 3. Consider a
feasible shedule z 2 P (H;1; s  2; 0), and onstrut a point y 2 P (G;1; s; 0) \ Z
2n+m
as follows.
y
l
i
=
8
>
<
>
:
z
l
i
+ 2 if i 6= 1; 2; 3
1 if i = 1; 3
0 if i = 2
y
r
i
=
8
>
<
>
:
z
r
i
+ 2 if i 6= 1; 2; 3
2 if i = 1; 3
1 if i = 2
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Figure 6.3(a) shows this onstrution. This new solution is feasible and satises (6.2)
at equality. We an onstrut many suh solutions. In fat, there is a bijetion between
this set of solutions and the feasible integer solutions of P (H;1; s   2; 0). Sine s 
s
min
(G;1; 0) + 4, the polytope P (H;1; s   2; 0) is full-dimensional, hene there are
2(n  3) + (m  jE(f1; 2; 3g)j) suh aÆnely independent points.
Notie that these points satisfy the following onditions:
y
x
21
= 1 (6.3)
y
x
23
= 1 (6.4)
y
x
1k
= 1 for k 2 N(1) (6.5)
y
x
3k
= 1 for k 2 N(3) (6.6)
y
x
2k
= 1 for k 2 N(2) (6.7)
y
r
i
  y
l
i
= 1 for i = 1; 2; 3 (6.8)
For eah of these equations in sequene, we now onstrut a feasible shedule in F not sat-
isfying it at equality but satisfying the remaining ones, thus showing that F is a faet of
P (G;1; s; 0).
2. The feasible solution depited in Figure 6.3(b) satises (6.2) at equality and has x
21
= 0,
thus violating (6.3). Note that this solution satises onditions (6.4) to (6.8).
3. Similarly, the feasible solution in Figure 6.3() satises (6.2) at equality and has x
23
= 0,
thus violating (6.4) and being aÆnely independent w.r.t. the previous points. This
solution satises onditions (6.5) to (6.8).
4. We now onstrut feasible solutions violating ondition (6.5). To this end, for every
k 2 N(1) onstrut a feasible solution aording to the following ases:
{ If k = 4, onsider the solution of Figure 6.3(d). Note that this onstrution is
feasible sine there are no edges between node 2 and K.
{ If k 2 K but k 6= 4, onstrut the feasible solution depited in Figure 6.3(e).
{ If k 2 N(3)nK, onsider the feasible solution presented in Figure 6.3(f). Note that
2k 62 E sine N(1)\N(2)\N(3) = ; and 4k 62 E by the denition of the overing
lique K.
{ Finally, if k 62 N(3), onsider the feasible solution presented in Figure 6.3(g).
Eah of these feasible points satises (6.2) at equality but does not satisfy ondition
(6.5), thus being aÆnely independent w.r.t. the previous points. Note that onditions
(6.6) to (6.8) hold for these solutions.
5. For every k 2 N(3), we now onstrut a feasible solution in F not satisfying (6.6). If
k 62 N(2) onsider the solution depited in Figure 6.3(h), and if k 62 N(1) onsider
Figure 6.3(i). Note that k must satisfy one of these onditions, for otherwise k 2
N(1) \ N(2) \ N(3), ontraditing the hypothesis. Moreover, these solutions are in F
and violate ondition (6.6), thus being aÆnely independent w.r.t. the preeding points.
Note that these points satisfy onditions (6.7) and (6.8).
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Figure 6.3: Feasible points for the proof of Theorem 6.2.
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6. Now, for eah k 2 N(2) we shall onstrut a feasible solution with x
2k
= 0, hene
violating (6.7). If k 62 N(3) onstrut the solution presented in Figure 6.3(j), otherwise
onsider Figure 6.3(k) (in this ase we have k 62 N(1) by our hypothesis N(1) \N(2) \
N(3) = ;). These points do not satisfy ondition (6.7), and therefore are aÆnely
independent with the previous points. Moreover, note that these points satisfy (6.8).
7. To onstrut a feasible solution y 2 F with y
r
i
  y
l
i
> d
i
for i = 1; 2; 3 (thus nally
violating ondition (6.8)), we an onsider any of the previous onstrutions having
the interval I(i) to the right of intervals f1; 2; 3gnfig, and extend the interval I(i) one
unit to the right. Figure 6.3(l), Figure 6.3(m) and Figure 6.3(n) show three feasible
solutions that an be onstruted that way. These three solutions are obviously aÆnely
independent w.r.t. the previous points.
This way we onstrut the required number of aÆnely independent points in the fae F of
P (G; d; s; 0) dened by (6.2). Thus, this inequality indues a faet of both P (G; d; s; 0) and
R(G; d; s; 0). 2
6.2 Cyle-order inequalities
Denition 6.2 (yle-order inequalities) Let C = f1; : : : ; kg be a k-yle in G. The
following inequality is the yle-order inequality assoiated with C:
x
12
+ x
23
+ : : :+ x
k 1;k
+ x
k1
 k   1 (6.9)
Note that the triangle inequalities 4.1 are a speial kind of yle-order inequalities. It is not
diÆult to verify that yle-order inequalities are valid for both P (G; d; s; g) and R(G; d; s; g),
sine they are valid for the linear ordering polytope and every partial ordering given by
the ordering variables an be extended to a linear ordering (whih satises the yle-order
inequalities by denition).
However, these inequalities are faet-dening for the linear ordering polytope only if k = 3,
due to the equality onstraints x
ij
+ x
ji
= 1 [23℄. Due to this fat, we annot expet yle-
order inequalities to be faet-dening for hromati sheduling polytopes in general. This
setion shows that the yle-order inequalities are faet-dening if and only if C is a hordless
yle, provided the frequeny spetrum [0; s℄ is large enough. These results do not depend
on the parity of the number of nodes of C. It is worth noting that yle-order inequalities
do dene faets of the assoiated ayli subdigraph polytope, where the weaker onstraints
x
ij
+ x
ji
 1 are imposed [24℄.
Denition 6.3 If C = f1; : : : ; kg  V is a yle, we dene (C) = #fij 2 E(C) : i and j
belong to dierent setorsg.
Theorem 6.3 If C is a hordless yle and s > s
min
(GnC; d; g)+d(C)+g (C)+d
max
, then
the yle-order inequality (6.9) denes a faet of P (G; d; s; g) and R(G; d; s; g).
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Figure 6.4: Construtions for the proof of Theorem 6.3.
Proof. Let F be the fae of R(G; d; s; g) dened by (6.9), suppose 
T
z = 
0
for every
z 2 P (G; d; s; g) \ Z
2n+m
. Sine s > s
min
(G; d; g), we have 
l
i
= 
r
i
= 0 for every i 2 V by
Lemma 3.8 and Lemma 3.10. To omplete the proof, we show that 
x
ij
= 0 for every ij 2 E.
Claim 1: 
x
i;i+1
= 0 for i; i + 1 2 E(C). Consider the feasible shedules z
1
and z
2
depited in Figure 6.4(a) and Figure 6.4(b) respetively, where the intervals fI(k)g
k2C
are
assigned within the interval [0; kd(C) + (C)℄. Both points belong to F , hene 
T
z
1
= 
0
=

T
z
2
and thus 
x
i;i+1
= 0. 3
Claim 2: 
x
ij
= 0 for ij 62 E(C). The feasible solutions presented in Figure 6.4()
and Figure 6.4(d) show that 
x
ij
= 0. Note that these onstrutions are feasible sine s >
s
min
(GnC; d; g) + s
min
(C; d; g) + d
max
. 3
Claim 3: 
x
ij
= 0 if i 2 C and j 62 C. To prove this laim, onsider the feasible solutions
depited in Figure 6.4(e) and Figure 6.4(f). Both points belong to F , hene 
x
ij
= 0. 3
This sequene of laims shows  = 0, hene F is a faet of P (G; d; s; g) and R(G; d; s; g).
2
Proposition 6.4 If C has a hord and P (G; d; s; g) resp. R(G; d; s; g) is full-dimensional,
then the yle-order inequality (6.9) does not dene a faet of P (G; d; s; g) resp. R(G; d; s; g).
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Proof. Let ij 2 E be a hord of C (i.e., 1  i < j  k and j 6= i + 1 (mod k)), and
onsider an arbitrary point z 2 P (G; d; s; g)\Z
2n+m
satisfying (6.9) at equality. This implies
z
x
12
+: : :+z
x
k1
= k 1, hene all variables z
x
12
; : : : ; z
x
k1
but one are set to 1. Let t 2 f1; : : : ; kg
suh that z
x
t;t+1
= 0. Therefore, the intervals orresponding to the nodes in C are assigned
in the order t+1! t+2 : : : k ! 1! 2; : : : ; t. Let P = fi; i+1; : : : ; j  1; jg denote the path
from i to j in C. We shall show that z satises
z
x
ij
=
X
e2E(P )
z
x
e
  (jE(P )j   1): (6.10)
Case 1: z
x
ij
= 1. In this ase, I(i) is loated before I(j). But this means that I(i) is
loated before I(i+ 1), I(i+ 1) is loated before I(i + 2), : : :, and I(j   1) is loated before
I(j), implying z
x
e
= 1 for every edge e 2 E(P ). Hene
P
e2E(P )
z
x
e
= jE(P )j, so we onlude
that z satises (6.10). 3
Case 2: z
x
ij
= 0. Here, I(j) is loated before I(i), and thus we have z
x
i;i+1
= : : : = z
x
t 1;t
=
1, z
x
t;t+1
= 0 and z
x
t+1;t+2
= : : : = z
x
j 1;j
= 1. But now we have
P
e2E(P )
z
x
e
= jE(P )j   1
and so (6.10) is again satised. 3
Therefore, the point z satises (6.10) and (6.9) at equality, and it is not diÆult to hek
that these equations are linearly independent. Hene the dimension of the fae of P (G; d; s; g)
dened by (6.9) is at most 2n+m  2. Sine P (G; d; s; g) is full-dimensional, (6.9) does not
dene a faet. The same argumentation applies to the xed-length ase. 2
Corollary 6.5 If s > s
min
(GnC; d; g)+d(C)+ g (C)+d
max
, then the yle-order inequality
assoiated with a yle C is faet-dening if and only if C is hordless.
It is interesting to generate the symmetri inequalities of yle-order inequalities. By
Theorem 4.3 we an verify that the symmetri inequality of (6.9) is given by
1  x
12
+ x
23
+ : : :+ x
k 1;k
+ x
k1
:
It is worth noting that this symmetri inequality gives the opposite lower bound on the
ordering variables along the yle. By Theorem 4.3, this new inequality is faet-dening for
s > s
min
(GnC; d; g) + kd
max
if and only if C is a hordless yle.
6.2.1 Complexity of the separation problem
We now address the omplexity of the separation problem for the yle-order inequalities.
Given a point z 2 P
LP
(G; d; s; g), this problem onsists in deiding whether there exists some
yle-order inequality violated by z or not.
Cyle-order inequalities separation
Instane: A point z = (l; r; x) 2 P
LP
(G; d; s; g)
Question: Does z violate some yle-order inequality?
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Figure 6.5: Constrution of D from G.
The main result of this setion asserts that this problem is polynomially solvable, by
providing a number of redutions to the minimum mean yle problem [3, 33℄. The latter
takes as input a direted graph D with edge osts  : E
D
! R and onsists in nding a
direted yle C suh that
1
jCj
P
ij2E(C)

ij
is minimum among all direted yles in D. Suh
a yle is alled a minimum mean yle of D. The minimum mean yle problem arises as a
speial ase of the minimum ost-to-time ratio problem [3℄ and an be solved in O(nm) time
[31, 32℄.
Theorem 6.6 The yle-order inequalities an be separated in O(nm
2
) time.
Proof. Let e 2 E be a direted edge of the interferene graph, and onstrut a digraph
D = (V;E
D
) by replaing every (nondireted) edge of G by two direted edges with the same
endpoints and opposite diretions. The only exeption is the edge e, whih is transformed
into only one direted edge in D:
E
D
= fij; ji : ij 2 E and e 6= ijg [ feg:
Figure 6.5 shows this onstrution. Now dene edge osts  : E
D
! R as the values of the
ordering variables in z, aording to the orientation of the orresponding direted edge (again,
the edge e is an exeption):

ij
=
(
 (1 + z
x
ij
) if ij = e
 z
x
ij
otherwise
Claim: The point z 2 P
LP
(G; d; s; g) violates a yle-order inequality suh that the assoi-
ated yle ontains the edge e if and only if the digraph D has a direted yle C suh that
1
jCj
P
ij2E(C)

ij
<  1.
)) Let C be a direted yle with
1
jCj
P
ij2E(C)

ij
<  1 and all k = jCj. Suh a yle
ontains e, sine otherwise 
ij
  1 for every edge ij 2 E(C), implying
P
ij2E(C)

ij
k

 1. Consider now the yle-order inequality assoiated with the direted yle C. We
have
P
ij2E(C)

ij
<  k, and moreover  
P
ij2E(C)

ij
= 1 +
P
ij2E(C)
z
x
ij
, hene the
yle-order inequality assoiated with C is violated by the point z.
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() Let C  V be a direted k-yle suh that e 2 E(C) and
P
ij2E(C)
z
x
ij
> k  1. By the
onstrution of D, it is not diÆult to verify that C is a yle with mean stritly less
than  1:
X
ij2E(C)

ij
k
=
1
k


e
+
X
ij2E(C)nfeg

ij

=  
1
k

1 + z
x
e
+
X
ij2E(C)nfeg
z
x
ij

=  
1
k

1 +
X
ij2E(C)
z
x
ij

<  
1
k
(1 + (k   1)) =  13
Now, for eah ij 2 E, apply the preeding proedure twie to deide whether some yle-
order inequality ontaining ij resp. ji violates the point z 2 P
LP
(G; d; s; g). The overall
running time of this algorithm is learly O(nm
2
). 2
6.3 Odd hole inequalities
This setion presents a lass of valid inequalities dened over odd holes of the interferene
graph. The integer solutions in the fae of R(G; d; s; 0) dened by these inequalities have a
very partiular ombinatorial struture that an be exploited to show that these inequalities
indue faets of R(C
2k+1
;1; s; 0) for k  2. Throughout this setion we assume g = 0.
Denition 6.4 (odd hole inequalities) Let C = f1; : : : ; 2k + 1g be an indued odd yle,
alled an odd hole, of the interferene graph. We dene
2k+1
X
i=1
l
i
 k + 2 (6.11)
to be the odd hole inequality assoiated with C.
Proposition 6.7 The odd hole inequalities are valid for P (G;1; s; 0) and R(G;1; s; 0).
Proof. Let z 2 P (G;1; s; 0)\Z
2n+m
be a feasible shedule. Sine C is a nonbipartite graph, we
have z
l
i
 2 for at least one node i 2 C (otherwise we would be able to assign all the intervals
I(j), with j 2 C, within the frequeny spetrum [0; 2℄, a ontradition). Assume w.l.o.g. that
C = f1; : : : ; 2k + 1g and z
l
2k+1
 2. For t = 1; : : : ; k, the inequality z
l
2t
+ z
l
2t+1
 1 holds,
sine 2t and 2t+1 are adjaent nodes. Summing up these inequalities, we obtain
P
2k
i=1
z
l
i
 k.
Combining this last inequality with z
l
2k+1
 2 we get
P
n
i=1
z
l
i
 k + 2, hene z satises the
odd hole inequality assoiated with C. Sine (6.11) does not involve the r-variables, it is also
valid for R(G;1; s; 0). 2
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Figure 6.6: Feasible solution satisfying the odd hole inequality at equality.
We now analyze the faes indued by the odd hole inequalities. The feasible shedules
in these faes must satisfy
P
i2C
l
i
= k + 2. This implies that k nodes of C are assigned
the interval [0; 1℄, and k distint nodes reeive the interval [1; 2℄ in the shedule. In order to
maintain feasibility, the remaining node must be assigned the interval [2; 3℄ (see Figure 6.6
for an example). This ombinatorial struture was used in Setion 3.2.3 to provide a proof
of full-dimensionality of R(C
2k+1
;1; 3; 0) for k  2. The same arguments an be applied to
prove that the odd hole inequalities indue faets of hromati sheduling polytopes.
Theorem 6.8 Let C
2k+1
= f1; : : : ; 2k+1g be a hole on 2k+1 nodes. The odd hole inequality
assoiated with C
2k+1
indues faets of R(C
2k+1
;1; s; 0) and P (C
2k+1
;1; s; 0) if k  2 and
s  3.
Proof. For i = 1; : : : ; 2k+1, dene an order of the nodes by S
i
= (i; i+1; : : : ; 2k+1; 1; : : : ; i 1)
and let y
i
be the greedy solution assoiated with this sequene (see Setion 3.2.3 for the
denition). Further dene the opposite order

S
i
= (i; i   1; : : : ; 1; 2k + 1; : : : ; i + 1) and
let y
i
be the assoiated greedy solution. It is not diÆult to verify that these solutions lie
in the fae of R(C
2k+1
;1; s; 0) dened by the odd hole inequality assoiated with C
2k+1
.
Moreover, following the proof of Theorem 3.27 in Setion 3.2.3 we obtain that the solutions
fy
i
; y
i
: i 2 C
2k+1
g are aÆnely independent. Sine R(C
2k+1
;1; s; 0)  R
4k+2
, the existene
of these 4k + 2 aÆnely independent points shows that the odd hole inequality assoiated
with C
2k+1
indues a faet of this polytope. Now, for i = 1; : : : ; 2k + 1, onstrut the two
feasible solutions presented in Figure 3.10(a), (b). These feasible shedules, together with the
previous onstrutions, show that the odd hole inequality assoiated with C
2k+1
indues a
faet of P (C
2k+1
;1; s; 0). 2
Now we turn to arbitrary interferene graphs. Let C  V be an odd hole of G, and
suppose w.l.o.g. that C = f1; : : : ; 2k + 1g. We say that i 62 C is parity nonadjaent to the
yle C if i is nonadjaent to a stable set of size k in C
2k+1
. If this does not hold, we say that
i is parity adjaent to the yle C.
Corollary 6.9 Let C  V be an odd hole and suppose s  s
min
(G;1; 0) + 4. The odd hole
inequality assoiated with C denes a faet of R(G;1; s; 0) if and only if every node i 62 C is
parity nonadjaent to C.
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Proof. Sine s  s
min
(G;1; 0) + 4, R(G;1; s; 0) and P (G;1; s; 0) are full-dimensional by
Theorem 3.11. If i 62 C is parity adjaent to C, then every feasible solution satisfying the odd
hole inequality at equality has x
ji
= 1 for every j 2 C \N(i), hene the fae dened by this
inequality annot have the required dimension for being a faet.
Conversely, suppose that every node i 62 C is parity nonadjaent to C, and let  2 R
n+m
and 
0
2 R suh that 
T
y = 
0
for every y 2 R(G;1; s; 0). For every feasible shedule y 2
R(C;1; 3; 0) and every feasible shedule y
0
2 R(GnC;1; s; 0), for s = s
min
(G;1; 0), onstrut
a new shedule z 2 R(G;1; s; 0) by setting
z
l
i
=
(
y
l
i
if i 2 C
y
0
l
i
+ 3 if i 62 C
This set of feasible solutions shows 
l
i
= 1 for i 2 C, 
l
i
= 0 for i 2 V nC, and 
x
ij
= 0 for
ij 2 E(C) [ E(V nC). To omplete the proof, it remains to show 
x
ij
= 0 for every ij 2 E
with i 62 C and j 2 C. For every suh edge, onstrut a feasible solution satisfying the odd
hole inequality assoiated with C, suh that I(j) = [2; 3℄ and I(i) = [1; 2℄. Suh a solution
exists sine i is parity nonadjaent to C. This new feasible solution shows 
x
ij
= 0, hene
 is a multiple of the oeÆient vetor of the odd hole inequality assoiated with C whih,
therefore, denes a faet of R(G;1; s; 0). A similar argumentation applies to P (G;1; s; 0). 2
We an devise a similar inequality for the nonuniform ase d  1. If C = f1; : : : ; 2k + 1g
is an odd hole of G, then
2k+1
X
i=1
l
i
 d
min
(C)(k + 2) (6.12)
is valid for P (G; d; s; 0) and R(G; d; s; 0), where d
min
(C) = min
i2C
d
i
is the minimum demand
among the nodes in C. Note that this inequality generalizes (6.11), sine d
min
(C) = 1 if
d = 1. However, this inequality does not indue faets for arbitrary instanes, sine d
i
< d
i+1
implies x
i;i+1
= 1 for every feasible shedule satisfying (6.12) at equality.
6.3.1 Complexity of the separation problem
It is not diÆult to verify that a superlass of the odd hole inequalities an be separated
in polynomial time, provided l
i
+ l
j
 1 for every ij 2 E. Consider a frational solution
z 2 P
LP
(G;1; s; 0) and assume z
l
i
+ z
l
j
 1 for every ij 2 E (if this assumption is not
satised, we have deteted the violated inequality l
i
+ l
j
 1). Consider the interferene
graph G = (V;E) with edge weights  : E ! R
+
dened as 
ij
= z
l
i
+ z
l
j
  1 (note that

ij
 0 by the initial assumption). Under these assumptions, the odd hole inequality (6.11)
is equivalent to
2k+1
X
i=1

i;i+1
 3;
where indies are taken modulo 2k + 1. Therefore, there is a violated odd yle inequality
(assoiated with a not neessarily hordless yle) if and only if there exists an odd hole with
weight stritly less than 3. The problem of nding a minimum odd yle in an undireted
graph with nonnegative edge weights an be polynomially solved by suessive appliations
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of the shortest path algorithm [25℄. Hene the odd hole inequalities an be separated in
O(m SP (n;m)) time, where SP (n;m) is the running time of a shortest path algorithm in a
graph with n nodes and m edges.
6.4 Interval-sum inequalities
This setion presents a anonial valid inequality that onstrains the total interval length in
the nonxed ase P (G; d; s; 0). This inequality is faet-induing for P (K
n
; d; s; 0) if and only
if s >
P
n
i=1
d
i
, and is also faet-induing for P (G; d; s; 0) when s !(G; d).
Assumption. Throughout this setion we shall assume g = 0.
6.4.1 Interval-sum inequalities for omplete interferene graphs
Denition 6.5 (interval-sum inequalities) Let K
n
be the omplete graph on n nodes, and
onsider the polytope P (K
n
; d; s; 0). We dene
n
X
k=1
(r
k
  l
k
)  s (6.13)
to be the interval-sum inequality assoiated with this instane.
Note that this inequality does not apply to the xed-length polytope R(K
n
; d; s; 0) sine
the natural replaement r
i
= l
i
+d
i
for the xed-length ase would yield the trivial inequality
P
i2V
d
i
 s. It is not diÆult to verify that (6.13) is valid for P (K
n
; d; s; 0), sine the
intervals fI(i)g
n
i=1
annot overlap. If s =
P
n
i=1
d
i
, then every feasible shedule of P (K
n
; d; s; 0)
satises (6.13) at equality, and so the orresponding fae is not proper. On the other hand,
if s >
P
n
i=1
d
i
then this inequality indues a faet of P (K
n
; d; s; 0) as Theorem 6.10 shows.
Theorem 6.10 If s >
P
n
i=1
d
i
then (6.13) denes a faet of P (K
n
; d; s; 0).
Proof. Sine s >
P
n
i=1
d
i
, Theorem 3.11 implies that P (K
n
; d; s; 0) is full-dimensional. Let F
be the fae of this polytope dened by (6.13), and suppose 
T
y = 
0
for every point y 2 F .
We shall prove that  = , where  is the oeÆient vetor of the inequality (6.13), thus
showing that this inequality indues a faet.
Let i and j be two dierent nodes and onsider the points y
1
and y
2
depited in Figure
6.7(a) and Figure 6.7(b). These points are in F and thus 
T
y
1
= 
0
= 
T
y
2
. Sine y
1
and
y
2
only dier in their r
i
- and l
j
-oordinates, we have
d
i

r
i
+ d
i

l
j
= (d
i
+ 1)
r
i
+ (d
i
+ 1)
l
j
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Figure 6.7: Construtions for the proof of Theorem 6.10.
and, therefore, 
r
i
=  
l
j
. Sine i and j are arbitrary, there exists some  2 R suh that

r
k
=  k = 1; : : : ; n (6.14)

l
k
=   k = 1; : : : ; n (6.15)
Consider now the two points depited in Figure 6.7() and Figure 6.7(d). Again, these
points are in F , and thus we have
d
i

r
i
+ d
i

l
j
+ (d
i
+ d
j
)
r
j
= d
j

r
j
+ d
j

l
i
+ (d
i
+ d
j
)
r
i
+ 
x
ji
:
But we know that 
r
i
=  
l
j
, and so d
i

r
i
+ d
i

l
j
= 0. We obtain d
j

r
j
+ d
j

l
i
= 0 in a
similar way, and thus

x
ji
= (d
i
+ d
j
)(
r
j
  
r
i
) = 0:
Sine i and j are arbitrarily hosen, we have 
x
e
= 0 for every edge e of K
n
. Hene  = ,
and this implies 
0
= s. Therefore, the inequality (6.13) denes a faet of P (K
n
; d; s; 0). 2
6.4.2 Interval-sum inequalities for arbitrary interferene graphs
We now analyze the interval-sum inequalities in the general ase P (G; d; s; 0) for an arbitrary
interferene graph G. If K  V is a lique (reall that a lique is not neessarily a maximal
omplete subgraph), then
X
k2K
(r
k
  l
k
)  s (6.16)
is valid for P (G; d; s; 0). We are interested in haraterizing the ases for whih this inequality
is faet-induing. To this end, note that if K is not a maximal lique then no feasible shedule
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an satisfy (6.16) at equality, hene the assoiated fae is empty. So K must be maximal if
(6.16) is supposed to dene a faet of P (G; d; s; 0).
However, the maximality of K is neessary but not suÆient for faetness. If there exists
some node i 62 K having a unique nonneighbor k 2 K, then y
x
il
= y
x
it
8 l; t 2 Knfkg for
every integer point y in the fae dened by (6.16), so this fae is not maximal if P (G; d; s; 0)
is full-dimensional. Therefore, if K is not maximal or if there exists some i 62 K with
jN(i)\Kj = jKj   1, then (6.16) does not dene a faet of P (G; d; s; 0). Theorem 6.11 shows
that the onverse is also true.
Figure 6.8: Constrution of feasible solutions in F .
Theorem 6.11 If s 
P
i2V
d
i
, K  V is a lique, and every node i 62 K has at least two
nonneighbors p(i); p
0
(i) 2 K, then (6.16) denes a faet of P (G; d; s; 0).
Proof. Let F denote the fae of P (G; d; s; 0) dened by (6.16), and suppose 
T
y = 
0
for
every point y 2 F . We shall prove  = , for some  2 R, where  is the oeÆient vetor
of the inequality. Note rst that we an onstrut a feasible solution y 2 F by overing [0; s℄
with nonoverlapping intervals orresponding to the nodes in K, and assigning every node
i 62 K inside the interval [y
l
p(i)
; y
r
p(i)
℄ (see Figure 6.8). The intervals assigned to the nodes
in K must be large enough to allow this onstrution (note that this onstrution is feasible
sine we are onsidering the general polytope P (G; d; s; 0) and s 
P
i2V
d
i
).
Similar ongurations as in Figure 6.7(a) and Figure 6.7(b) an be used to show 
r
i
= 
l
j
for i; j 2 K. We onstrut two points in F , assigning I(k), for k 62 K, \inside" the interval
I(p(k)) or I(p
0
(k)), as in Figure 6.9(a). If fp(k); p
0
(k)g = fi; jg, then we assign I(k) in
[0; y
r
j
℄, as in Figure 6.9(b). This way we show 
r
i
=  
l
i
=  2 R 8i 2 K. Similarly, the
onstrution of Figure 6.7() and Figure 6.7(d) an be adapted to this ase to prove 
x
ij
= 0
for i; j 2 K.
It only remains to show 
l
k
= 
r
k
= 0 for k 62 K, and 
x
ij
= 0 for i 62 K or j 62 K (or
both). Figure 6.9() and Figure 6.9(d) show how to onstrut two points in F that only dier
in their r
k
-oordinate, thus proving 
r
k
= 0. We an show 
l
k
= 0 for every k 62 K similarly.
Finally, we verify that 
x
e
= 0 holds for every edge e 62 E, by onsidering two ases.
If e = ik with i 2 K and k 62 K, dene y
1
and y
2
as in Figure 6.9(e) and Figure 6.9(f)
respetively, and if e = kr with k; r 62 K, dene y
1
and y
2
as depited in Figure 6.9(g) and
Figure 6.9(h), respetively. The points y
1
and y
2
are in F , so 
T
y
1
= 
T
y
2
and thus
y
1
l
k

l
k
+ y
1
r
k

r
k
+ 
x
e
= y
2
l
k

l
k
+ y
2
r
k

r
k
:
111
Figure 6.9: Construtions for the proof of Theorem 6.11.
But 
l
k
= 
r
k
= 0 for k 62 K, hene 
x
e
= 0. Therefore, the inequality (6.16) denes a faet
of P (G; d; s; 0). 2
As we have already noted, if there exists some i 2 K with at most one nonneighbor in K
(whih implies that K is a maximal lique), then (6.16) is not faet-induing for P (G; d; s; 0).
Combining this observation with Theorem 6.11 yields the following result.
Corollary 6.12 Let s 
P
i2V
d
i
. Then, the interval-sum inequality (6.16) denes a faet of
P (G; d; s; 0) if and only if jKnN(i)j  2 for every i 62 K.
Remark. Suppose that jKnN(i)j  2 for every i 62 K, and partition V nK into V nK =
[
k2K
V
k
suh that V
k
\ N(k) = ;. Moreover, let G
k
be the subgraph of G indued by
V
k
. Under these denitions, we an strengthen the bound s 
P
i2V
d
i
from Theorem 6.11.
Under these denitions, the interval-sum inequality (6.16) denes a faet of P (G; d; s; 0) if
s > maxfd(K);
P
k2K
s
min
(G
k
; d; 0)g. 
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6.4.3 Complexity of the separation problem
The separation problem for the interval-sum inequalities takes as input a point in the linear
relaxation P
LP
(G; d; s; 0), and onsists in deiding whether this point is violated by some
interval-sum inequality or not. We may state this problem as follows:
Interval-sum inequalities separation
Instane: A point y 2 P
LP
(G; d; s; 0).
Question: Is there any maximal lique K suh that
P
i2K
y
r
i
  y
l
i
> s?
Theorem 6.13 Interval-sum inequalities separation is NP-omplete in the strong
sense.
Proof. Consider the Weighted Max-Clique problem, dened as follows:
Instane: A graph H = (V
H
; E
H
), a weight w
i
2 Z
+
for eah i 2 V
H
, and an integer k
(me way assume k  3 and 1  w
i
 k   1).
Question: Is there a lique K of H with weight at least k?
Weighted Max-Clique is NP-omplete in the strong sense [20℄, and we will onstrut a
pseudopolynomial redution from this problem to Interval-sum inequalities separation.
Given an instane (H;w; k) of Weighted Max-Clique, we onstrut an instane of the
separation problem as follows. Let D = fi 2 V
H
: w
i
>
k 1
2
g. We dene a new graph
G = (V;E) by taking H and splitting the nodes in D.
V = fi : i 2 V
H
g [ fi
0
: i 2 Dg
E = E
H
[ fi
0
j : ij 2 E
H
; i 2 Dg
[ fi
0
j
0
: ij 2 E
H
and i; j 2 Dg [ fii
0
: i 2 Dg
We take s = k  1 and set d = 1. Now, dene the point y 2 P
LP
(G; d; s; 0) by setting y
l
i
= 0
for every i 2 V and
y
r
i
=

w
i
for i 62 D
w
i
=2 for i 2 D
Furthermore, let y
r
i
0
= w
i
=2 for i 2 D, and y
x
ij
= 1=2 for every ij 2 E. Note that 0 
y
l
i
 y
r
i
 s and y
r
i
  y
l
i
 1 = d
i
, so the bound onstraints and the demand onstraints are
satised. Moreover, y
r
j
= w
j

k 1
2
for j 62 D, and y
r
j
= y
r
j
0
=
w
j
2

k 1
2
if j 2 D, and thus
y
r
j

k   1
2
= 0 + s=2 = y
l
i
+ sx
ij
;
y
r
i

k   1
2
= 0 + s=2 = y
l
j
+ s(1  x
ij
):
Hene the antiparallelity onstraints are also satised and, therefore, y 2 P
LP
(G; d; s; 0). We
nally show that H has a lique of weight k or greater if and only if there is some lique
K  V suh that the inequality (6.16) dened by K is violated by y.
113
If. Let K  V
H
be a lique with weight at least k and dene K
0
= K [ fi
0
: i 2 K \Dg.
The onstrution of G implies that K
0
is a lique of G, and moreover
X
i2K
0
(y
r
i
  y
l
i
)
=
X
i2KnD
(y
r
i
  y
l
i
) +
X
i2K\D
(y
r
i
  y
l
i
) + (y
r
i
0
  y
l
i
0
)
=
X
i2KnD
w
i
+
X
i2K\D
(w
i
=2 + w
i
=2)
=
X
i2K
w
i
 k = s+ 1 > s:
Hene the inequality
P
i2K
0
r
i
  l
i
 s is violated by y.
Only if. Suppose that
P
i2K
y
r
i
  y
l
i
> s for some lique K  V . Dene K
0
= fi : i 2 K
or i
0
2 Kg  V
H
. Again, we have
P
i2K
0
w
i

P
i2K
y
r
i
  y
l
i
> s = k   1, and sine w
i
2 Z,
we onlude that w(K
0
)  k.
This redution from Weighted Max-Clique to the separation problem for (6.16) is
polynomial, and thus it is also pseudopolynomial. Therefore, Interval-sum inequalities
separation is strongly NP-omplete. 2
6.5 Clique-interval inequalities
This setion introdues an interesting lass of valid inequalities, namely the lique-interval
inequalities as a ombination of the lique inequalities and the interval-sum inequalities. The
full potential of the ideas giving rise to this family appears in hromati sheduling polytopes
dened over omplete interferene graphs, and Setion 6.5.1 is devoted to these results. It
is worth noting that although omplete interferene graphs are not interesting in pratie,
hromati sheduling polytopes dened over omplete interferene graphs admit a omplex
ombinatorial struture. Unfortunately, a generalization of the lique-interval inequalities
to arbitrary instanes is not straightforward, involving oeÆients whose exat alulation is
NP-hard. Setions 6.5.2 and 6.5.3 present this generalization, together with some preliminary
results for heuristially generating bounds on these oeÆients.
6.5.1 Clique-interval inequalities for omplete interferene graphs
Denition 6.6 For j = 1; : : : ; n, dene

d
j
= s  
P
k 6=j
d
k
. Note that every integer feasible
solution y 2 P (K
n
; d; s; 0) \ Z
2n+m
has y
r
j
  y
l
j


d
j
.
Denition 6.7 (lique-interval inequalities) Consider a omplete interferene graph
(K
n
; d). Fix a node i 2 V = f1; : : : ; ng, and partition V nfig = K [K
0
arbitrarily, where K
114
or K
0
may be empty. We dene
X
j2K
(r
j
  l
j
) +
X
j2K
0
d
j
x
ji
 l
i
+
X
j2K

d
j
x
ij
: (6.17)
to be the lique-interval inequality assoiated with K and K
0
.
Example 6.2 Consider the polytope P (K
4
;1; 5; 0), assoiated with a uniform omplete in-
terferene graph on 4 nodes. Take i = 1 and dene K = f2g and K
0
= f3; 4g. Then,
(r
2
  l
2
) + (x
31
+ x
41
)  l
1
+ 2x
12
is the lique-interval inequality assoiated with this partition. It is not diÆult to verify that
this inequality is valid for this partiular instane. 
Proposition 6.14 The lique-interval inequalities are valid for P (K
n
; d; s; 0).
Proof. Let y 2 P (K
n
; d; s; 0) \ Z
2n+m
be a feasible solution, and dene the following sets:
A = fj 2 K : y
x
ij
= 0g;
B = fj 2 K
0
: y
x
ij
= 0g;
C = fj 2 K : y
x
ij
= 1g;
(6.18)
Sine the intervals do not overlap,
P
j2A
(y
r
j
  y
l
j
) +
P
j2B
d
j
 y
l
i
holds. Moreover, eah
j 2 C has y
r
j
  y
l
j


d
j
(by denition of

d
j
), and so
P
j2C
(y
r
j
  y
l
j
) 
P
j2C

d
j
. Combining
these two inequalities, we obtain
X
j2K
(y
r
j
  y
l
j
) +
X
j2K
0
d
j
y
x
ji
=
X
j2A
(y
r
j
  y
l
j
) +
X
j2C
(y
r
j
  y
l
j
) +
X
j2B
d
j
=
h
X
j2A
(y
r
j
  y
l
j
) +
X
j2B
d
j
i
+
h
X
j2C
(y
r
j
  y
l
j
)
i
 y
l
i
+
X
j2C

d
j
= y
l
i
+
X
j2K

d
j
y
x
ij
:
Therefore, the lique-interval inequality (6.17) is valid for P (K
n
; d; s; 0). 2
If s =
P
n
i=1
d
i
, then every feasible solution satises (6.17) at equality, and so this inequality
does not dene a proper fae of P (K
n
; d; s; 0). On the other hand, if s >
P
n
i=1
d
i
we an show
that the lique-interval inequalities dene faets of P (K
n
; d; s; 0). Theorem 6.15 an be proved
in a similar way as the faetness results presented in the previous setions. Note that these
results do not apply to the xed-length polytope R(K
n
; d; s; 0).
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Theorem 6.15 The lique-interval inequality (6.17) denes a faet of P (K
n
; d; s; 0) if and
only if s >
P
n
i=1
d
i
.
Remark. It is worth noting that the separation of the lique-interval inequalities over a om-
plete interferene graph is a polynomially solvable problem. Given a point z 2 P
LP
(K
n
; d; s; g)
and a xed node i 2 f1; : : : ; ng, we partition V nfig = K [K
0
as follows. For eah j 2 V nfig,
insert j into K if z
r
j
  z
l
j
 

d
j
z
x
ij
 d
j
z
x
ji
, otherwise insert j into K
0
. Repeating the pro-
edure for i = 1; : : : ; n, we onstrut n lique-interval inequalities. If the point z violates
some lique-interval inequality then it must violate some of the onstruted inequalities, and
onversely. 
6.5.2 Clique-interval inequalities for arbitrary interferene graphs
The purpose of this setion is to provide a generalization of the lique-interval inequalities
(6.17) for arbitrary interferene graphs. Proposition 6.16 presents a straightforward gener-
alization giving valid inequalities for this ase, but unfortunately these inequalities are not
faet-induing for P (G; d; s; 0). The same arguments from the proof of Proposition 6.14 an
be applied to establish this result.
Proposition 6.16 Let i 2 V and onsider disjoint liques K;K
0
 N(i) (K or K
0
may be
empty). The inequality
X
j2K
(r
j
  l
j
) +
X
j2K
0
d
j
x
ji
 l
i
+
X
j2K

d
j
x
ij
(6.19)
is valid for P (G; d; s; g).
Unfortunately, inequality (6.19) does not neessarily dene a faet of P (G; d; s; g) sine
we may not be able to nd feasible solutions satisfying it at equality with some interval I(j),
with j 2 K, loated to the right of I(i). The rest of this setion provides a stronger inequality
for this ase, by applying lifting proedures for the oeÆients on the variables x
ij
, for j 2 K.
As we shall see, the alulation of these oeÆients is a diÆult task, and we devise in Setion
6.5.3 a proedure for heuristially bounding their values.
Theorem 6.17 Let i 2 V and onsider disjoint liques K;K
0
 N(i) suh that for every
node j 62 K [K
0
[ fig there exists some node k 2 K with jk 62 E. Then, the inequality
X
j2K
(r
j
  l
j
) +
X
j2K
0
d
j
x
ji
 l
i
(6.20)
denes a faet of P (G; d; s; 0) \ fy 2 R
2n+m
: y
x
ji
= 1 8j 2 Kg if s !(G; d).
Proof. Let P
0
= fy 2 P (G; d; s; 0) : y
x
ji
= 1 8j 2 Kg, and let F be the fae of P
0
dened by
(6.20). Suppose 
T
y = 
0
for every point y 2 F . We will prove that (; 
0
) is a multiple of
(6.20), thus showing that this inequality indues a faet of P
0
.
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The tehnique applied in the proof of Theorem 6.10 an be used to prove that there exists
some  2 R suh that 
r
j
=  
l
j
=  for j 2 K, and 
x
jk
= 0 for j; k 2 K. Moreover, it is
not hard to see that 
l
i
=  .
Figure 6.10: Construtions for the proof of Theorem 6.17.
We now prove 
l
j
= 
r
j
= 0 for j 62 K [ fig. To this end, onsider the points y
1
and
y
2
dened in Figure 6.10(a) and Figure 6.10(b), respetively. These points are in F , hene

l
j
= 0. A similar argumentation yields 
r
j
= 0 for j 62 K (note that 
r
i
= 0).
For any node j 2 K
0
, onsider now the two points depited in Figure 6.10() and Figure
6.10(d). Both points satisfy (6.20) at equality, and we know 
r
i
= 
l
j
= 
r
j
= 0, implying
d(K)
l
i
= [d(K) + d
j
℄
l
i
+ 
x
ji
:
Sine 
l
i
=  , we onlude 
x
ji
= d
j
.
To omplete the proof, we must show 
x
jk
= 0 for the remaining edges jk:
Case 1: j; k 62 K [fig. As in the previous ases, we an onstrut a point in F with K to
the left of I(i), K
0
to the right of I(i), and no spae between the intervals I(j) and I(k), I(j)
being before I(k). If we now swap these two intervals, we get another point in F , showing

x
jk
= 0. 3
Case 2: j = i and k 62 K [K . By the hypothesis, there exists some k
0
2 K suh that
k
0
k 62 E. We an onstrut a feasible solution y 2 P
0
with y
r
k
0
  y
l
k
0
 d
k
(Figure 6.11(a)),
so that we an put I(k) \inside" K
0
(Figure 6.11(b)). These two points satisfy (6.20) at
equality, hene 
x
jk
= 0. 3
Case 3: j 62 K and k 2 K. Applying the same proedure used in the previous ase, we
an onstrut two points with I(j) loated to the left and to the right of I(k), respetively.
Case 2 implies 
x
ij
= 0, hene 
x
jk
= 0. 3
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Figure 6.11: Construtions for the proof of Theorem 6.17.
Case 4: j 2 K , k 2 K. Consider the two points depited in Figure 6.11() and Figure
6.11(d). These points are in F , and we know 
l
j
= 
r
j
= 0, so

l
k
X
l2Knfkg
d
l
+ 
r
k
X
l2K
d
l
= 
l
k

d
j
+
X
l2Knfkg
d
l

+ 
r
k

d
j
+
X
l2K
d
l

+ 
x
jk
:
But 
l
k
=   and 
r
k
= , hene 
x
jk
= 0. 3
Therefore, we show  = , proving that (6.20) denes a faet of P
0
. 2
Note that we do not need a overing lique in order to establish Theorem 6.17. To obtain
a valid and faet-dening inequality for P (G; d; s; 0) from (6.20), we an onsider a lifting
proedure over the variables x
ij
(j 2 K), that are set to 0 in P (G; d; s; 0) \ fy 2 R
2n+m
:
y
x
ji
= 1 8j 2 Kg. Consider any xed lifting sequene, and let 
j
denote the maximum
lifting oeÆient for x
ij
with j 2 K. We then get the following inequality, dening a faet of
P (G; d; s; 0):
X
j2K
(r
j
  l
j
) +
X
j2K
0
d
j
x
ji
 l
i
+
X
j2K

j
x
ij
: (6.21)
Unfortunately, the alulation of these lifting oeÆients is NP-hard. Consider the rst lifted
variable x
ij
, and dene the deision problem assoiated with 
j
as follows:
Clique-Interval inequality lifting
Instane: A graph G = (V;E) and integers k and s. A node i 2 V ,
node sets K;K
0
 V as above, and some node j 2 K.
Question: Is 
j
(dened as above) greater or equal than k?
Theorem 6.18 Clique-Interval inequality lifting is NP-hard.
Proof. Consider the feasibility problem for hromati sheduling polytopes:
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Figure 6.12: Constrution of H from G.
Chromati sheduling feasibility
Instane: A weighted graph (G; d) and an integer s
0
.
Question: Is P (G; d; s
0
; 0) nonempty?
Reall that Corollary 1.2 implies that Chromati sheduling feasibility isNP-omplete.
We shall onstrut a redution of this problem to Clique-Interval inequality lifting.
Given (G; d) and s
0
, onstrut a new graph H = (V
H
; E
H
) with V
H
= V [ fi; jg and E
H
=
E [ fjk : k 2 V g [ fijg (see Figure 6.12). Dene K = fjg and K
0
= ;, and take s = s
0
+ d
j
and k = d
j
. We laim that P (G; d; s
0
; 0) 6= ; if and only if 
j
 k.
If. Suppose that 
j
 k. If we dene P
j
= fy 2 P (G; d; s; 0) : y
x
ij
= 1g, the maximum
lifting oeÆient 
j
for x
ij
is:

j
= max
y2P
j
h
X
t2K
(y
r
t
  y
l
t
) +
X
t2K
0
d
t
y
x
ti
  y
l
i
i
= max
y2P
j
[y
r
j
  y
l
j
  y
l
i
℄:
Suppose that y

realizes this maximum, and that y

r
j
  y

l
j
  y

l
i
 k = d
j
. This solution must
have y

l
i
= 0, otherwise we ould shift I(i) to the left, obtaining a better value for 
j
(note
that this shifting is feasible sine the only neighbor of the node i is j, and I(j) is loated to
the right of I(i)). Sine y

r
j
  y

l
j
 d
j
and jk 2 E
H
for all k 2 V , we an onstrut a feasible
solution y
0
of P (G; d; s
0
; 0) in the following way (see Figure 6.13):
y
0
l
k
=

y

l
k
if y

x
jk
= 0
y

l
k
  (y

r
j
  y

l
j
) otherwise
y
0
r
k
=

y

r
k
if y

x
jk
= 0
y

r
k
  (y

r
j
  y

l
j
) otherwise
y
0
x
kl
= y

x
kl
This onstrution shifts the intervals loated to the right of I(j) at least d
j
units to the left.
Now max
k2V
(y

r
k
)  s implies max
k2V
(y
0
r
k
)  s   d
j
= s
0
, hene y
0
2 P (G; d; s
0
; 0) and so
P (G; d; s
0
; 0) is nonempty.
Only if. If P (G; d; s
0
; 0) is nonempty, then we an transform any feasible solution into a
point y 2 P
j
by adding the interval I(i) with l
i
= 0 and r
i
= d
i
, and interval j with l
j
= s
0
and r
j
= s. This new solution y
0
has y
0
r
j
  y
0
l
j
  y
0
l
i
= s  s
0
= d
j
= k, showing that 
j
 k.
Therefore, Clique-Interval inequality lifting is NP-omplete. 2
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Figure 6.13: Constrution of y
0
(g. (b)) from y

(g. (a)).
6.5.3 Upper bounds for the lifting oeÆients
Sine the lifting oeÆients 
j
introdued above are diÆult to alulate, we an onsider to
replae eah oeÆient by an upper bound, thus maintaining validity (although not nees-
sarily faetness). This setion shows a simple proedure for alulating suh upper bounds.
Note that this is a priori a nontrivial issue, sine the generation of upper bounds for these
oeÆients is in a sense the dual of the lifting maximization problem. This setion devel-
ops, by ombinatorial arguments, a dual for this problem whose feasible solutions are easy
to alulate, so they an be used for heuristially generating upper bounds for the lifting
oeÆients.
Lemma 6.19 
j
 0 for every j 2 K.
Proof. Suppose that the variables x
il
for l 2 L have already been lifted, and dene P
L
= fy 2
P (G; d; s; 0) : y
x
il
= 0 for l 2 KnLg. Then, 
j
= max
y2P
L[fjg
g(y), with
g(y) =
X
k2K
(y
r
k
  y
l
k
) +
X
k2K
0
d
k
y
x
ik
  y
l
i
 
X
k2L

k
y
x
ik
:
We now onstrut a point y with g(y)  0, thus proving 
j
 0. The point y has all intervals
orresponding to K
0
[Knfjg loated to the left of I(i), eah with length equal to its demand
(i.e., y
r
k
  y
l
k
= d
k
). Furthermore, we leave no empty spae between them, and no empty
spae between the last interval and I(i) (see Figure 6.14), so that
X
k2Knfjg
(y
r
k
  y
l
k
) +
X
k2K
0
d
k
y
x
ij
 y
l
i
:
Figure 6.14: Constrution of y.
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Moreover, we have y
x
it
= 0 for every t 2 L, and so
P
t2L

t
y
x
it
= 0. Thus,
g(y) =
X
k2K
(y
r
k
  y
l
k
) +
X
k2K
0
d
k
y
x
ik
  y
l
i
 
X
t2L

t
y
x
it
= (y
r
j
  y
l
j
) +
X
k2Knfjg
(y
r
k
  y
l
k
) +
X
k2K
0
d
k
y
x
ik
  y
l
i
= y
r
j
  y
l
j
 0
Therefore g(y)  0, implying 
j
 0. 2
Using Lemma 6.19 we an now obtain a lower bound for eah 
j
. As in the previous
proof, assume that the variables x
il
for l 2 L have been lifted and let y 2 P
L[fjg
\ Z
2n+m
be a point with y
x
ij
= 1. Partition K = A
y
[ B
y
suh that A
y
= ft 2 K : y
x
ti
= 1g and
B
y
= ft 2 K : y
x
ti
= 0g (note that j 2 B
y
). Then,
X
t2K
(y
r
t
  y
l
t
) +
X
t2K
0
d
t
y
x
ti
  y
l
i
 
X
t2L

t
x
it
(6.22)

X
t2K
(y
r
t
  y
l
t
) +
X
t2K
0
d
t
y
x
ti
  y
l
i
=
h
X
t2A
y
(y
r
t
  y
l
t
) +
X
t2K
0
d
t
y
x
ti
  y
l
i
i
+
X
t2B
y
(y
r
t
  y
l
t
)

X
t2B
y
(y
r
t
  y
l
t
)
The rst inequality holds beause 
j
 0 (by Lemma 6.19), and the last inequality holds
sine A
y
[K
0
is a lique and all its orresponding intervals are alloated to the left of I(i),
hene
X
t2A
y
(y
r
t
  y
l
t
) +
X
t2K
0
d
t
y
x
ti
 y
l
i
:
Let C(y) = fT  V : B
y
 T and T is a liqueg and onsider any T 2 C(y). We obtain
X
t2B
y
(y
r
t
  y
l
t
)  s 
X
t2V nB
y
(y
r
t
  y
l
t
)
 s 
X
t2TnB
y
(y
r
t
  y
l
t
) (6.23)
 s 
X
t2TnB
y
d
t
This last inequality is valid for any T 2 B
y
, so
g(y)  min
y2P
L[fjg

s  d(TnB
y
)

Dene S = fT  V : T is a lique and T \K 6= ;g. For every T 2 S, we have that T 2 C(z)
for some point z suh that z
x
it
= 1 for t 2 T \K. Moreover, s   d(TnB
y
)  s   d(TnK),
sine B
y
 K. Then,
min
y2P
L[fjg

s  d(TnB
y
)

 min
T2S

s  d(TnK)

: (6.24)
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Thus, by ombining (6.22), (6.23) and (6.24), we get:

j
 min
T2S
h
s  d(TnK)
i
: (6.25)
We an ompute an upper bound on 
j
by heuristially generating liques in S and taking
the minimum of s  d(TnK) over all the generated liques.
6.5.4 Complexity of the separation problem
To onlude our analysis of the lique-interval inequalities, we state in this setion a negative
result onerning the omplexity of the assoiated separation problem. Sine the proof of this
fat is similar to the omplexity analyses presented previously for other families of inequalities,
we only give the redution that establishes this result.
Clique-Interval inequalities separation
Instane: A point z 2 P
LP
(G; d; s; g).
Question: Does z violate a lique-interval inequality?
Theorem 6.20 Clique-Interval inequalities separation is NP-omplete.
Sketh of proof. Let (H; k) be an instane of Max-Clique (that onsists in deiding whether
!(H)  k or not). Construt a graph G = (V;E) from H = (V
H
; E
H
) by the addition of a
universal node i, i.e., V = V
H
[fig and E = E
H
[fij : j 2 V
H
g. Furthermore, set s = 2n+1
and dene the point z 2 P
LP
(G;1; s; g) by z
l
j
= n for j 2 V
H
and z
l
i
= k=2. Moreover, set
z
r
j
= z
l
j
+ 1 for every j 2 V and z
x
jk
= 1=2 for every jk 2 E. The point z violates some
lique-interval inequality if and only if !(H)  k. 2
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Chapter 7
Conluding remarks
and open problems
Very reent mathematial work on the traveling salesman
problem (...) indiates that the problem is fundamentally
omplex. It seems very likely that quite a dierent ap-
proah from any yet used may be required for suessful
treatment of the problem. In fat, there may well be no
general method for treating the problem and impossibil-
ity results would also be valuable.
{ M. Flood (1956)
This thesis ontributes an initial study of hromati sheduling polytopes by partially
unovering their ombinatorial struture, presenting rst lasses of valid and faet-dening
inequalities, and addressing the assoiated separation problems. We briey review now the
results presented in the preeding hapters and point out some important open problems in
this topi.
Emptyness/nonemptyness
Solving the bandwidth alloation problem in PMP-Systems amounts to determining whether
the polytopes are empty or not, hene emptyness/nonemptyness is a ruial issue with strong
pratial impliations. The lique bound resp. hromati bound gives a ertiate of emp-
tyness resp. nonemptyness, but it would be interesting to strengthen or rene these bounds
in order to have more preise onditions ensuring feasibility/infeasibility of the assoiated
bandwidth alloation problem.
Dimension
A entral issue in polyhedral ombinatoris is to alulate the dimension of the polytopes
in question. As we have seen, obtaining the dimension of hromati sheduling polytopes
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is a diÆult task, both omputationally and theoretially. We know that the dimension is
a nondereasing funtion of the frequeny span and that P (G; d; s; g) and R(G; d; s; g) are
full-dimensional if s  (G; d; g), but there are many open questions onerning the ase
s < (G; d; g). Setion 3.2 provides partial results for the uniform ase and for partiular
lasses of interferene graphs. One important ase is given by the instanes with uniform
demand d = 1, but even in this setting we do not have a omplete haraterization of the
dimension yet (note that this ase orresponds to the usual graph oloring problem, whih is
already a hard problem). Reall that (G;1; 0) = (G) + 2 holds in this setting.
Problem 1 Can we haraterize the dimension of the polytopes R(G;1; s; 0) and P (G;1; s; 0)
for s = (G) and s = (G) + 1?
We know that both polytopes have full dimension if s  (G)+2 and, furthermore, Setion
3.2 provides a partial haraterization of the dimension of R(G;1; s; 0) when s = (G) + 1.
However, a omplete haraterization of the dimension in the uniform ase is still not known.
A more modest problem is to provide onditions ensuring full-dimensionality in the uniform
ase. Here, the following question remains unanswered.
Problem 2 For whih interferene graph G are R(G;1; (G); 0) and P (G;1; (G); 0) full-
dimensional?
These open questions are partiular ases of a more general unsolved problem onerning
hromati sheduling polytopes, namely the existene of a formula for the dimension of the
polytopes for arbitrary interferene graphs and general node weights. The most general
question is the following.
Problem 3 Do there exist formulas for the dimension of P (G; d; s; g) and R(G; d; s; g) in
terms of standard graph parameters? How does the node weighting aet suh a formula?
It is not lear whether this question an be answered aÆrmatively, sine alulating the
dimension proves to be a diÆult issue even for uniform instanes. Having a omplete har-
aterization of the dimension would help to establish faetness properties of valid inequalities
for these polytopes. Based on the bounds given in Setion 3.2, we have been able to provide
faetness results for a number of valid inequalities in the ase s  s
min
(G; d; g) + O(1)d
max
.
However, full knowledge of the dimension would help to give omplete haraterizations of
the faet-dening ases of eah valid inequality.
Combinatorial stability
Setion 3.3 shows that the polytopes R(G; d; s; g) and R(G; d; s+ 1; g) resp. P (G; d; s; g) and
P (G; d; s + 1; g) are aÆnely isomorphi if s > 2(G; d; g), but empirial evidene suggests
that only s > (G; d; g) is needed to establish this isomorphism. As shown in that setion, if
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every onneted omponent of G is a lique, then R(G; d; s; g)

=
R(G; d; s+ 1; g) if and only
if s > (G; d; g). Therefore, it is natural to ask whether this is the ase for arbitrary graphs.
Problem 4 Is R(G; d; s; g)

=
R(G; d; s+ 1; g) for s > (G; d; g)?.
The proof tehnique presented in Setion 3.3 onstrains the ondition to be s > 2(G; d; g),
so a dierent idea should be employed to prove this more general assertion.
Symmetry
The symmetry of hromati sheduling polytopes is a very partiular theoretial property.
The most remarkable aspet of this property is that it provides results for proving faetness
independently of the dimension of the assoiated polytopes. This turns out to be a valuable
tool for identifying faet-induing inequalities in a ontext where the dimension of the poly-
topes is still unknown. It would be interesting to develop further impliations of symmetry
related to the searh for faets.
Problem 5 Can we further exploit the speial symmetry of P (G; d; s; g) and R(G; d; s; g) to
provide theoretial tools for identifying faet-dening inequalities?
Valid inequalities and faets
Sine the bandwidth alloation problem in PMP-Systems is NP-omplete, we annot ex-
pet a omplete haraterization of hromati sheduling polytopes unless NP = o-NP[42℄.
However, many families of faet-induing inequalties are obtained here, whih enourages
the use of utting plate methods for solving this problem. Covering liques prove to be a
useful onstrution for the development of faets, and Chapter 5 introdues several lasses
of faet-induing inequalities arising from suh strutures in the interferene graph. Hene,
developing these ideas further seems to be a promising line for future studies of hromati
sheduling polytopes.
Problem 6 Can we devise further generalizations (as in Setion 5.3) of overing-lique in-
equalities?
Problem 7 Can we devise further extensions (as in Setion 5.3.3) of the standard double
overing-lique inequalities?
On the other hand, Chapter 6 presents a number of lasses of faet-induing inequalities
based on dierent strutures of the interferene graph. Some families arise as variations
of inequalities from the linear ordering polytope, whereas the remaining ones seem to be
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partiular to hromati sheduling polytopes. The families presented in Setion 4.3, whih
only are valid for small frequeny spetrums, are of pratial importane as they ould serve
as utting planes for the hardest instanes in pratie.
Problem 8 Find new lasses of faet-induing inequalities, either arising as variations of
known faets for related polyhedra or being partiular to hromati sheduling polytopes.
Problem 9 Find lasses of valid inequalities for small frequeny spetrums, and haraterize
the ases where these inequalities indue faets.
The last issue seems to be a diÆult one, sine faetness is hard to analyze when the
frequeny spetrum is small. When [0; s℄ is large, we an easily onstrut feasible solutions
and prove faetness this way. However, when s = !(G; d) +O(1), the onstrution of feasible
solutions beomes more involved and, therefore, it is more diÆult to prove faetness in this
ase. The only known way to aomplish this task relies on symmetry arguments. This shows
how important the speial symmetry of hromati sheduling polytopes is for our purposes.
Separation problems
The pratial implementation of a utting plane approah involves routines for eÆiently
identifying violated valid inequalities. Therefore, the separation problem for the known lasses
of inequalities is not only of theoretial interest but also of pratial importane in a utting
plane environment. Throughout this work we proved that many of the nontrivial families of
valid inequalities have NP-omplete separation problems. This implies that a more detailed
study must be arried out onerning these separation problems.
Problem 10 For eah lass of valid inequalities, identify partiular ases where the separa-
tion problem is polynomially solvable.
Problem 11 For eah lass of valid inequalities with NP-omplete separation problems, de-
velop eetive and fast heuristis for the orresponding separation problem.
Problem 12 Find polynomially separable superlasses of valid inequalities with NP-omplete
separation problems.
* * *
The reent progress at exatly solving ombinatorial optimization problems by integer
programming tehniques and the onsequent interest that these ativities have generated are
a motivation to multiply the eorts within this eld. This work onstitutes a ontribution in
this diretion, by ontinuing the polyhedral study of a problem with important appliations,
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namely the bandwidth alloation problem in PMP-Systems. Suh polyhedral investigations
are the rst steps for the suessful implementation of utting plane approahes, and we hope
that this work may ontribute to the pratial solution to optimality of real-world instanes
of this problem in a near future.
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Appendix A
Summary of valid inequalities
This problem is of ourse a linear programming problem,
and hene may be solved by Dantzig's simplex algorithm.
However, for the ow problem, we shall desribe what
appears to be a onsiderably more eÆient algorithm; it
is, moreover, readily learned by a person with no speial
training, and may easily be mehanized for handling large
networks.
{ L. Ford and D. Fulkerson (1955)
This appendix summarizes the faet-induing inequalities presented in Chapter 4, Chapter
5, and Chapter 6. We also provide a short omment on faetness results and the omplexity
of the assoiated separation problems, for the families where this information is known.
Triangle inequalities. Let T = fi; j; kg be a triangle of G. The following are the triangle
inequality assoiated with T and its symmetri inequality, respetively.
x
ij
+ x
jk
+ x
ki
 2
x
ij
+ x
jk
+ x
ki
 1
If P (G; d; s; g) 6= ;, then both inequalities dene faets of R(G; d; s; g) and P (G; d; s; g),
independently of the dimension of the polytopes (see Setion 4.2). The separation problem
for triangle inequalities by omplete enumeration is learly polynomial.
4-path inequalities. Let i; j; k; l 2 V be four nodes of G suh that ij, jk, kl 2 E and no
feasible solution of P (G; d; s; g) has the ordering i! j ! k ! l. The inequality
x
ij
+ x
jk
+ x
kl
 2
is the 4-path inequality assoiated with the path fi; j; k; lg, and is valid and faet-induing for
R(G; d; s; g) and P (G; d; s; g) (see Setion 4.3). The separation problem for 4-path inequalities
an be solved in polynomial time by omplete enumeration.
Paw inequalities. Let i; j; k; l 2 V be four distint nodes of G suh that fi; j; kg indues a
triangle and jl 2 E. Furthermore, suppose that no feasible solution of P (G; d; s; g) has the
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ordering i! j ! k and j ! l. The inequality
x
jk
+ x
jl
 1 + x
ji
is the paw inequality assoiated with the nodes fi; j; k; lg, and is valid and faet-induing
for R(G; d; s; g) and P (G; d; s; g) (see Setion 4.3). Again, the separation problem for paw
inequalities is polynomially solvable by omplete enumeration.
Extended paw inequalities. Let 1; : : : ; 5 2 V be ve distint nodes suh that 12; 23 2 E
and f3; 4; 5g form a triangle inG. Moreover, assume that no feasible solution has the orderings
1! 2! 3! 4, 1! 2! 3! 5 and 2! 3! 4! 5. The inequality
x
34
+ x
35
  x
21
 2x
32
(A.1)
is the extended paw inequality assoiated with the nodes f1; : : : ; 5g. The extended paw in-
equalities are valid and faet-induing for R(G; d; s; g) and P (G; d; s; g), and the orresponding
separation problem an be solved in polynomial time by omplete enumeration (see Setion
4.3).
Covering-lique inequalities. Let i 2 V be a node of G, and let K be lique overing
N(i). The overing-lique inequality assoiated with i and K, and its symmetrial inequality
are
X
k2K
d
k
x
ki
 l
i
s 
X
k2K
d
k
x
ik
 r
i
If s  s
min
(G; d; 0) + 3d
max
, the overing-lique inequalities dene faets of P (G; d; s; 0)
(see Setion 5.1). The same result holds for R(G; d; s; 0) if we replae r
i
by l
i
+ d
i
in the
symmetri inequality. The separation problem for overing-lique inequalities isNP-omplete
(see Setion 5.1.1). These inequalities are also valid if g > 0 but may not dene faets in this
ase. A generalization of overing-lique inequalities for the ase g > 0 suh that the resulting
inequalities are faet-induing is presented in Setion 5.1.2.
Double overing-lique inequalities. Let ij 2 E be an edge of G, and let K be a lique
overing N(i) \N(j). The double overing-lique inequality assoiated with ij and K is
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ (s  d(K))x
ji
:
If s  s
min
(G; d; 0)+4d
max
, the double overing-lique inequalities dene faets of P (G; d; s; 0),
and the same holds for R(G; d; s; 0) if we replae r
i
by l
i
+d
i
(see Setion 5.2). The symmetri
inequality of a double overing-lique inequality is again a double overing-lique inequality.
Again, this onstrution an be generalized for the ase g > 0, and the resulting faet-induing
inequalities are presented in Setion 5.2.3. The separation problem for double overing-lique
inequalities is NP-omplete (see Setion 5.2.2).
Reinfored overing-lique inequalities. Let i 2 V be a node of G and x a lique
K  N(i). Furthermore, let K
0
be a lique overing N(i)nK. The inequality
X
k2K
d
k
x
ki
+
X
k2K
0

K
(k)x
ki
 l
i
130
is the reinfored overing-lique inequality assoiated with K and K
0
. These inequalities
indue faets of P (G; d; s; 0) and R(G; d; s; 0) if s  s
min
(G; d; 0) + 3d
max
(see Setion 5.3.1).
The reinfored double overing-lique inequalities are dened similarly.
Repliated overing-lique inequalities. Fix a node i 2 V and let K be a lique overing
N(i). Consider a lique Q 2 V nN(i) and a subset K
0
 K with jK
0
j = jQj suh that every
node k 2 K
0
is adjaent to some node p
k
2 Q, and suh that these adjaenies form a bijetion
between K
0
and Q. The inequality
X
k2K
d
k
x
ki
+
X
k2K
0

K
(p
k
)(x
p
k
k
  x
ik
)  l
i
is the repliated overing-lique inequality assoiated with the liques K and Q. If s 
s
min
(G; d; 0) + 3d
max
, the repliated overing-lique inequalities dene faets of P (G; d; s; 0)
and R(G; d; s; 0) (see Setion 5.3.2).
Extended double overing-lique inequalities. Let i; j 2 V be two adjaent nodes, and
let K be a lique overing N(i) \ N(j). Furthermore, x some node t 2 N(j)nN(i). The
inequality
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ 'x
ji
+ '
t
x
jt
is the extended double overing-lique inequality assoiated with K and t where ' = s  
d(KnA(K; t)) and '
t
= d
t
  d(A(K; t)). If s  s
min
(G; d; 0) + 4d
max
, then this inequality
indues a faet of P (G; d; s; 0), and the same holds for R(G; d; s; 0) if we replae r
i
by l
i
+ d
i
(see Setion 5.3.3). The symmetri family is a new family of faets.
2-extended double overing-lique inequalities. Let i; j 2 V be two adjaent nodes of
G, and let K be a lique overing N(i)\N(j). Moreover, let p 2 N(i)nN(j) and t 2 N(j)nK.
The following is the 2-extended double overing-lique inequality assoiated with K and nodes
t and p
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ '
0
x
ji
+ '
p
x
pi
+ '
t
x
jt
;
where the oeÆients '
0
, '
t
and '
p
are dened in Setion 5.3.3. If s  s
min
(G; d; 0) + 4d
max
,
then the 2-extended double overing-lique inequalities are faet-induing for P (G; d; s; 0),
and the same holds for R(G; d; s; 0) if we replae r
i
by l
i
+ d
i
.
Closed double overing-lique inequalities. Let i; j 2 V be two adjaent nodes of G, and
let K be a lique overing N(i) \ N(j). Moreover, let p 2 N(i)nN(i) and t 2 N(j)nK suh
that pt 2 E and pk; tk 2 E for all k 2 K. The following is the losed double overing-lique
inequality assoiated with K and the nodes t and p
r
i
+
X
k2K
d
k
(x
ik
  x
jk
)  l
j
+ '
00
x
ji
+ '
p
x
pi
+ '
t
x
jt
  '
pt
x
pt
;
where the oeÆients for the ordering variables in the RHS are dened in Setion 5.3.3. If
s  s
min
(G; d; 0)+4d
max
, then these inequalities (5.24) indue faets of P (G; d; s; 0), and the
same is true for R(G; d; s; 0) if we replae r
i
by l
i
+ d
i
.
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4-yle inequalities. Let 1; 2; 3 2 V be three nodes suh that 12; 23 2 E, and let K be a
lique overing N(1) \N(3). Assume w.l.o.g. that K = f4; : : : ; tg. The inequality
l
1
+ l
2

X
k2K

k
(x
3k
  x
1k
) + 
is the 4-yle inequality assoiated with these nodes, where 
k
= d
k
+d
3
if k = 4 and 
k
= d
k
otherwise, and  = minfd
1
; d
2
; d
3
g. If N(1) \ N(2) \ N(3) = ; and s  s
min
(G; d; 0) +
O(1)d
max
, then these inequalities dene faets of P (G;1; s; 0) and R(G;1; s; 0) (see Setion
6.1).
Cyle-order inequalities. Let C = f1; : : : ; kg be a k-yle in G. The following inequalities
are the yle-order inequality assoiated with C and its symmetrial inequality, respetively.
x
12
+ x
23
+ : : :+ x
k 1;k
+ x
k1
 k   1
x
12
+ x
23
+ : : :+ x
k 1;k
+ x
k1
 1
These inequalities are faet-dening for s > s
min
(G; d; g) + O(1)d
max
if and only if C is a
hordless yle (see Setion 6.2). The separation problem for yle-order inequalities an be
solved in O(m
2
n) time.
Odd hole inequalities. Let C = f1; : : : ; ng be an odd hole of the interferene graph.
The following inequalities are the odd hole inequality assoiated with C and its symmetrial
inequality, respetively.
n
X
i=1
l
i

n+ 3
2
n
X
i=1
r
i
 s 
n+ 3
2
Both inequalities indue faets of P (G;1; s; 0) for s  s
min
(G; d; 0) + 3. In the partiular
ase G = C
n
(with n  5 an odd integer), the odd hole assoiated with C
n
indues faets of
P (C
n
;1; s; 0) for s  3 (see Setion 6.3). The same results apply to the xed-length polytope
R(G;1; s; 0) if we replae r
i
by l
i
+ d
i
in the seond inequality. A superlass of the odd hole
inequalities an be separated in polynomial time.
Interval-sum inequalities. If K  V is a not neessarily maximal lique, then the inequal-
ity
X
k2K
r
k
  l
k
 s
is the interval-sum inequality assoiated with K. If the interferene graph is omplete and we
take K = V , then this inequality indues a faet of P (K
n
; d; s; 0) if and only if s >
P
n
i=1
d
i
.
For arbitrary interferene graphs and s !(G; d), the interval-sum inequality denes a faet
of P (G; d; s; 0) if and only if K is a maximal lique and jKnN(i)j  2 for every i 62 K (see
Setion 6.4). The separation problem for the interval-sum inequalities is NP-omplete.
Clique-interval inequalities. Assume that G is a omplete graph. Fix any node i 2 V and
partition V = K [K
0
[ fig, where K or K
0
may be empty. The inequality
X
j2K
(r
j
  l
j
) +
X
j2K
0
d
j
x
ji
 l
i
+
X
j2K

d
j
x
ij
132
is the lique-interval inequality assoiated with K and K
0
. This inequality is valid for
P (G; d; s; 0) and it is faet-induing if and only if s >
P
n
i=1
d
i
. If G is an arbitrary graph we
an generalize this inequality, but this onstrution involves oeÆients whose alulation is
NP-hard (see Setion 6.5).
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Appendix B
Basis
The largest example tried was a 2020 optimal assign-
ment problem. For this example, the simplex method
required well over an hour, the present method about
thirty minutes of hand omputation.
{ L. Ford and D. Fulkerson (1956)
B.1 Graph theory
A graph G = (V;E) onsists of a nite nonempty set V of nodes and a nite set E of unordered
pairs of distint points of V , alled edges. If e = fi; jg 2 E is an edge, we say that e joins the
nodes i and j, and we briey write e = ij. Two nodes that are joined by an edge are alled
adjaent or neighbors. The neighborhood of a node i 2 V is N
G
(i) = fj 2 V : ij 2 Eg. If
there is no danger of onfusion, we just denote this neighborhood by N(i). A node i 2 V is
universal if N(i) = V nfig, i.e., if it is adjaent to all the remaining nodes.
If A  V , we dene the neighborhood of A as N(A) = fj 2 V : ij 2 E for some i 2 Ag.
We also dene the edge sets E(A) = fij 2 E : i 2 A and j 2 Ag and Æ(A) = fij 2 E : i 2 A
and j 62 Ag. We also use the notation Æ(i) = Æ(fig). If A;B  V are disjoint node sets,
we dene E(A;B) = fij 2 E : i 2 A and j 2 Bg. A graph G
0
= (V
0
; E
0
) is a subgraph of
G = (V;E) if V
0
 V and E
0
 E. The subgraph of G indued by a node set A  V is
G
A
= (A;E
0
), with E
0
= E(A). Suh a graph is alled an indued subgraph of G.
A sequene of distint nodes v
1
; : : : ; v
k
is a path in G if v
i
v
i+1
2 E for i = 1; : : : ; k   1.
The number k is the length of this path. For n  1, we denote by P
n
= (V;E) the graph on
n nodes suh that V = f1; : : : ; ng and E = fi; i+1 : i = 1; : : : ; n  1g. A sequene of distint
nodes v
1
; : : : ; v
k
is a yle in G if v
i
v
i+1
2 E for i = 1; : : : ; k  1 and v
1
v
k
2 E. The number k
is the length of this yle. A yle with length 3 is alled a triangle. A yle is odd resp. even
if its length is odd resp. even. Every edge v
i
v
j
in the subgraph of G indued by the nodes
v
1
; : : : ; v
k
with j 6= i+ 1 is a hord of the yle. A yle with no hords is alled a hordless
or indued yle or a hole, if it has length at least 4. An odd hordless yle is alled an odd
hole. For n  1, we denote by C
n
= (V;E) the graph on n nodes suh that V = f1; : : : ; ng
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and E = fi; i + 1 : i = 1; : : : ; n  1g [ f1ng. A graph is alled a wheel if it is omposed by a
yle with the addition of a universal node. We denote by W
n
the wheel on n nodes.
A graph is alled omplete if every two nodes are joined by an edge. A lique in a graph G
is a set of nodes induing a omplete subgraph of G (note that we do not require this set to be
maximal). We denote by !(G) the size of a largest lique of G, also alled the lique number
of G. We denote by K
n
the omplete graph on n nodes. A stable set is a set of nodes any two
of whih are nonadjaent. A oloring of G is a partition of V into disjoint stable sets. We
all a oloring using k stable sets a k-oloring, and denote by (G) the minimum number of
stable sets needed for suh a partition of V . This number is also alled the hromati number
of G.
A weighted graph is a pair (G; d) suh that G = (V;E) is a graph and d 2 R
jV j
is a node
weighting, assoiating a number d
i
to every node i 2 V . This number is alled the weight
of the node i. The weight of a node subset A  V is d(A) =
P
i2A
d
i
. The weighted lique
number !(G; d) is the largest weight of a lique in G.
A direted graph or digraph D = (V;A) onsists of a nite nonempty set V of nodes and
a nite set A of ordered pairs of distint points of V , alled ars. If e = (i; j) 2 A is an ar
of D, we simply write e = ij, and we refer to node i resp. j as the tail resp. head of the ar.
The ar ij is an outgoing ar of node i and an inoming ar of node j.
A direted yle is a sequene of nodes v
1
; : : : ; v
k
suh that v
i
v
i+1
2 A for i = 1; : : : ; k  1
and v
k
v
1
2 A. A digraph whih admits no yles is alled ayli. A tournament is a omplete
digraph, i.e., a digraph suh that all of its nodes are pairwise adjaent. A tournament with
no yles is alled an ayli tournament. A topologial ordering of a digraph D = (V;A)
is an ordering v
1
; : : : ; v
n
of D suh that i < j whenever v
i
v
j
2 A. Suh an ordering an be
found in linear time [3℄.
A node-weighted digraph is a pair (D;w) suh that D = (V;A) is a digraph and w 2 R
jV j
is a node weighting, assoiating a number w
i
to every node i 2 V . An ar-weighted digraph is
a pair (D;u) suh that D = (V;A) is a digraph and u 2 R
jAj
is an ar weighting, assoiating
a number u
ij
to every ar ij 2 A. For further denitions and results on graph theory, we
refer to [28℄.
B.2 Polyhedral theory
A vetor set K is onvex if for any two points x; y 2 K it also ontains the straight line
segment [x; y℄ = fx+(1 )y : 0    1g between them. For any vetor set K, the onvex
hull of K, denoted by onv(K), is the smallest (w.r.t. set inlusion) onvex set ontaining K,
i.e., onv(K) = \fK
0
 R
n
: K  K
0
and K
0
is onvexg. If K = fx
1
; : : : ; x
k
g is nite, we
an equivalently write onv(K) as the onvex ombinations of its vetors:
onv(K) =
n
k
X
i=1

i
x
i
:   0 and
k
X
i=1

i
= 1
o
:
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A one C  R
n
is a nonempty set of vetors suh that for any nite set of vetors of C
it also ontains all their linear ombinations with nonnegative oeÆients. For an arbitrary
subset K  R
n
, we dene its onial hull one(K) to be the intersetion of all ones in R
n
ontaining K. If K = fx
1
; : : : ; x
k
g is nite, we an write:
one(K) =
n
k
X
i=1

i
x
i
:   0
o
:
The Minkowsi sum or vetor sum of two sets P;Q  R
n
is dened to be P + Q = fx + y :
x 2 P; y 2 Qg.
A polyhedron P  R
n
is the intersetion of a nite number of losed halfspaes, i.e.,
P = fx 2 R
n
: Ax  bg for a matrix A 2 R
mn
and a vetor b 2 R
m
. Equivalently,
polyhedra an be desribed by the Minkowski sum of a nitely generated onvex hull and a
nitely generated onial hull, i.e., P = onv(K)+one(W ) for nite vetor sets K;W  R
n
.
A polytope is a bounded polyhedron. A polytope P an just be desribed by the onvex hull
of a nite set of vetors, i.e., P = onv(K) for a nite set K 2 R
n
.
The vetors x
1
; : : : ; x
k
2 R
n
are aÆnely independent if
P
k
i=1

i
x
i
= 0 and
P
k
i=1

i
= 0
implies 
i
= 0 for i = 1; : : : ; k. If P  R
n
is a polyhedron and fx
0
; : : : ; x
k
g  P is a maximal
subset of aÆnely independent vetors of P , then we denote by dim(P ) = k the dimension of
P . If dim(P ) = n, we say that P has full dimension or that P is a full-dimensional polytope.
The polytope P has dimension k if and only if a maximal system of linear equations for P
has exatly n  k linearly independent equations.
A linear inequality x  
0
is valid for a polyhedron P if it is satised by all vetors x 2 P .
A fae of P is any set of the form F = P \ fx 2 R
n
: x = 
0
g, where x  
0
is a valid
inequality for P . A fae F is alled proper if F 6= ; and F 6= P . The faes of dimensions 0, 1,
dim(P )   2 and dim(P )   1 are alled extreme points, edges, ridges and faets, respetively.
In partiular, the verties are the minimal nonempty faes and the faets are the maximal
proper faes. The set of all extreme points of P is denoted by vert(P ). Every polytope is the
onvex hull of its verties, and if P = onv(K) then vert(P )  K.
Two polytopes P  R
n
and Q  R
m
are aÆnely isomorphi, denoted by P

=
Q, if there
exists an aÆne map f : R
n
! R
m
that is a bijetion between the points of the two polytopes.
The polytopes P and Q are ombinatorially equivalent if there is a bijetion between their
faes that preserves the inlusion relation. This is equivalent to a bijetion between vert(P )
and vert(Q) suh that the extreme points of faes of P orrespond (under this bijetion)
to the extreme points of faes of Q. If two polytopes are aÆnely isomorphi then they are
ombinatorially equivalent. For a more thorough treatment of this topi we refer to [46℄.
B.3 Computational omplexity
A deision problem  onsists of a set D

of instanes and a subset Y

 D

of aÆrmative
instanes. The set of instanes is usually desribed by a general denition of all its parameters,
and the aÆrmative instanes are dened by a yes-no question asked in terms of the problem
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parameters. In this setting, an instane of the problem is obtained by speifying partiular
values for all the problem parameters. We assume that eah problem has an assoiated
enoding sheme, whih maps problem instanes into nite strings from a given alphabet.
The input length of an instane I 2 D

is dened to be the number of symbols in the
desription obtained from the enoding sheme for the problem, and is denoted by Length(I).
The length funtion Length : D

! Z
+
is used as the formal measure of the instane size.
The time omplexity funtion T
A
: Z
+
! Z
+
of an algorithm A expresses its time re-
quirements by giving, for eah possible input length, the largest amount of time needed by
the algorithm to solve a problem of that size. An algorithm A is alled a polynomial-time
algorithm if there exists a polynomial p : R! R suh that T
A
(n)  p(n) for all n 2 Z
+
. The
lass P is omposed by the problems solvable by a polynomial-time algorithm.
A nondeterministi algorithm is an algorithm omposed of a guessing stage and a heking
stage. Given an instane of the problem, the guessing stage nondeterministially generates
some struture. We then provide this struture to the heking stage, whih omputes in
a normal deterministi manner and halts either with the answer \yes" or with the answer
\no". A nondeterministi algorithm solves a deision problem if there exists some guessed
struture suh that the heking stage answers \yes" if and only if the instane is aÆrmative.
A nondeterministi algorithm is said to operate in polynomial time if for every aÆrmative
instane there is some guessed struture that leads the heking stage to an aÆrmative answer
within time bounded by a polynomial in the input size. The lass NP is dened to be the
lass of all deision problems solvable by nondeterministi algorithms operating in polynomial
time. Clearly PNP, but it is not known whether this inlusion is strit or not.
A polynomial transformation from a deision problem  to a deision problem 
0
is a
funtion f : D

! D

0
suh that f is omputable by a polynomial time deterministi
algorithm and, for every I 2 D

, I 2 Y

if and only if f(I) 2 Y

0
. If there is a polynomial
transformation from  to 
0
, we write  / 
0
. It is not diÆult to verify that the relation
indued by / is transitive and reexive. A deision problem  is dened to be NP-omplete
if  2NP and 
0
/  for all 
0
2NP. To prove that a ertain deision problem  is NP-
omplete, it suÆes to show that  2NP and that 
0
/  for some NP-omplete problem

0
. If  is NP-omplete, then there exists a polynomial-time algorithm solving  if and only
if P=NP.
If  is a deision problem, we dene the funtion Max : D

! Z
+
suh that Max(I)
denotes the magnitude of the largest number in I. An algorithm that solves a problem is
alled a pseudo-polynomial time algorithm if its time omplexity is bounded by a polynomial
on Length(I) and Max(I). A problem  is a number problem if there exists no polynomial
p : R ! R suh that Max(I)  p(Length(I)) for all I 2 D

. For any deision problem 
and any polynomial p : Z ! Z, let 
p
denote the subproblem of  obtained by restriting
 to only those instanes I satisfying Max(I)  p(Length(I)). The deision problem  is
NP-omplete in the strong sense if  belongs to NP and there exists a polynomial p : Z! Z
suh that 
p
is NP-omplete. If  is NP-omplete in the strong sense, then there does not
exist any pseudo-polynomial time algorithm solving  unless P=NP.
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Let  and 
0
denote arbitrary deision problems, with instane funtions Length and
Max, resp. Length
0
and Max
0
, A pseudo-polynomial transformation from  to 
0
is a funtion
f : D

! D

0
suh that
(a) for all I 2 D

, I 2 Y

if and only if f(I) 2 Y

0
,
(b) f an be omputed in time polynomial in the two variables Max(I) and Length(I),
() there exists a polynomial q
1
suh that q
1
(Length
0
(f(I))  Length(I) for all I 2 D

,
and
(d) there exists a two-variable polynomial q
2
suh that Max
0
(f(I))  q
2
(Max(I);Length(I))
for all I 2 D

.
Every polynomial transformation is a pseudo-polynomial transformation. If  isNP-omplete
in the strong sense, 
0
2NP, and there exists a pseudo-polynomial transformation from  to

0
, then 
0
is NP-omplete in the strong sense.
A searh problem  onsists of a set D

of instanes and, for eah instane I 2 D

, a set
S

(I) of solutions. An algorithm is said to solve a searh problem  if, given as input any
instane I 2 D

, it returns some solution belonging to S

(I) whenever this set is nonempty.
A polynomial-time redution from a searh problem  to a searh problem 
0
is an algorithm
A that solves  by using a hypothetial subroutine S for solving 
0
suh that, if S is a
polynomial-time algorithm for 
0
then A is a polynomial-time algorithm for . If there exists
a polynomial-time redution from  to 
0
, we write  /
R

0
. A searh problem  is NP-
hard if there exists some NP-omplete problem 
0
suh that 
0
/
R
. An NP-hard searh
problem annot be solved in polynomial time unless P=NP.
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Notation index
R the set of real numbers
Z the set of integer numbers
Z
+
the set of non-negative integer numbers
2
F
power set of F
1 vetor (1; : : : ; 1)
T set of ustomers
S partition of T into setors
E
X
interfering pairs of ustomers in dierent setors
G = (V;E) interferene graph
E
I
set of pairs of nodes in the same setor
E
X
interfering pairs of nodes in dierent setors
n number of nodes of G
m number of edges of G
d demand vetor
g guard distane
s length of the frequeny spetrum
a(i) setor node i belongs to
N(i) neighbor set of node i
N(A) neighbor set of the node set A
l
i
; r
i
interval bound variables
x
ij
ordering variables
I(i) = [l
i
; r
i
℄ interval assigned to ustomer i

S
inidene vetor of a shedule S
P (G; d; s; g) hromati sheduling polytope
R(G; d; s; g) xed-length hromati sheduling polytope
P
LP
(G; d; s; g) linear relaxation of P (G; d; s; g)
R
LP
(G; d; s; g) linear relaxation of R(G; d; s; g)
z
l
i
variable l
i
from the inidene vetor z
z
r
i
variable r
i
from the inidene vetor z
z
x
ij
variable x
ij
from the inidene vetor z
z
l
vetor (z
l
1
; : : : ; z
l
n
)
z
r
vetor (z
r
1
; : : : ; z
r
n
)
z
x
vetor (z
x
1i
; : : : ; z
x
jn
)
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ext(y) extension of a solution y 2 R(G; d; s; g)
red(z) redution of a solution z 2 P (G; d; s; g)
sym(z) symmetri solution
s
min
(G; d; g) minimum frequeny span suh that P (G; d; s; g) 6= ;
s
full
(G; d; g) lower bound ensuring full-dimensionality
s
max
(G; d; g) lower bound ensuring ombinatorial stability
d
max
maximum demand max
i2V
d
i
d
min
(C) minimum demand max
i2C
d
i
d(K) summation
P
i2K
d
i
p
K
number of setors with nonempty intersetion with K
(C) number of setor hanges in the yle C
Æ
ij
minimum distane between I(i) and I(j)
(G) hromati number of G
!(G) lique number of G
!(G; d) weighted lique number of (G; d)
(G; d; g) minimum span generating a solution for eah ordering
C
n
yle on n nodes
P
n
path on n nodes
K
n
omplete graph on n nodes
K
n;m
omplete (n;m)-bipartite graph
G
A
subgraph indued by the node subset A
E(A) set of edges with both endpoints in A
E(A;B) set of edges with endpoints in A and B respetively
F
s
(G; d) set of nodes i with intervals greater than d
i
dim(P ) dimension of the polyhedron P
L
i
(x; s) lower bound for l
i
in [0; s℄ under the ordering x
U
i
(x; s) upper bound for l
i
in [0; s℄ under the ordering x
G(y) xed-length adjaeny graph
H(z) general adjaeny graph

=
aÆne isomorphism
vert(P ) extreme points of P
P
n
LO
linear ordering polytope on n nodes
S

support of the inequality x  
0
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Index
4-yle inequalities, 98
ayli tournament, 47
adjaeny graph, 40
aÆne independene, 23
aÆne isomorphism, 42, 47
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ombinatorial equivalen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dimension, 23
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feasibility, 20
xed-length polytope, 14
full dimension, 26
symmetry, 52
lique, 66
overing lique, 66
maximal lique, 66
lique inequalities, 64
lique number, 21
lique-interval inequalities, 114
ombinatorial equivalen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onial hull, 136
onne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omponent, 38
onstraints, 12
antiparallelity onstraints, 12, 52, 74
bound onstraints, 12, 64
demand onstraints, 12, 57
integrality onstraints, 12, 57
onvex hull, 14, 44, 45
overing-lique inequalities, 67
reinfored, 86
repliated, 88
yle-order inequalities, 102
digraph, 47
double overing-lique inequalities, 75
2-extended, 94
losed, 94
extended, 92
reinfored, 88
extreme point, 37
fae, 53
faial struture, 42
parallel fae, 53, 54
faet, 53, 63
feasible shedules, 13
xed-length symmetrial shedule, 53
greedy solution, 35
span-minimal, 13
symmetrial shedule, 54
xed-length adjaeny graph, 38
Fourier-Motzkin elimination, 44
frequeny assignment, 2
feasibility FAP, 3
maximum servie FAP, 3
minimum interferene FAP, 4
minimum order FAP, 3
minimum span FAP, 4
general overing-lique inequalities, 73
general double overing-lique ineq., 85
graph, 135
graph oloring, 8, 30
onseutive oloring, 8
onseutive interval oloring, 8
heuristi, 9
greedy heuristi, 9
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extension, 20
redution, 20
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interferen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interferen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bipartite, 29
law, 66
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y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even yle, 35
odd y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star, 34
tree, 30
union of 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interval-sum inequalities, 109
lifting, 67, 74, 85, 118
linear ordering polytope, 16, 47, 102
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ets, 48
fene inequalities, 92
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ed fen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linear relaxation, 70
matrix, 37
matrix determinant, 37
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Max Majority-Clique, 71
minimum ost-to-time ratio, 105
minimum mean y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NP-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odd hole inequalities, 106
open shop sheduling, 9
parity nonadjaent node, 107
path inequalities, 89
PMP-Systems, 5
antiparallelity requirements, 8
frequeny spetrum, 7
guard distan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interferen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setors, 5
polyhedron, 136
polynomial redution, 71
polytope, 136
Porta, 15
preedene onstraints, 8
preedene relation, 12, 52
sheduling, 8
separation between intervals, 38
separation problem, 70
omplexity, 70
sequene-independent lifting, 67
shortest path, 109
singular matrix, 37
stable set, 26
strenghtening a valid inequality, 64
superperfet graph, 22
support of an inequality, 48
symmetry point, 52, 53
topologial ordering, 25
tournament, 47
triangle inequalities, 57
valid inequality, 63
variables, 11
gap variables, 44
interval bounds, 11
notation, 14
ordering variables, 12
position variables, 42
weighted lique number, 21
Weighted Max-Clique, 113
wireless 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ations, 1
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