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ON FREE Zp-TORUS ACTIONS IN DIMENSION TWO AND
THREE
LI YU
Abstract. We confirm the Halperin-Carlsson Conjecture for free Zp-torus
actions (p is a prime) on 2-dimensional finite CW-complexes and free Z2-torus
actions on compact 3-manifolds.
1. Introduction
Let S1 = {z ∈ C | |z| = 1} be the circle group, and let Zp be the abelian group
Z/pZ where p is a prime. To avoid ambiguity, we use Fp to denote Z/pZ as a field
of coefficients. For any topological space X, let Hi(X ;F) and H
i(X ;F) denote
the singular homology and singular cohomology groups of X with coefficients F,
respectively. Define
bi(X ;F) = dimFHi(X ;F) = dimFH
i(X ;F), ∀ i ≥ 0, where F = Fp or Q.
For any group G, let Hi(G;Fp) be the group homology of G with Fp-coefficient
and let bi(G;Fp) = dimFp Hi(G;Fp).
Halperin-Carlsson Conjecture (Toral Rank Conjecture):
If a finite dimensional space X admits a free (Zp)
r-action (p is a prime) or
an almost free (S1)r-action, then
∑∞
i=0 bi(X ;Fp) ≥ 2
r or
∑∞
i=0 bi(X ;Q) ≥ 2
r
respectively.
The group (Zp)
r is called a Zp-torus of rank r. For convenience, we define
hrk(X ;F) :=
∞∑
i=0
bi(X ;F), where F = Fp or Q.
The above conjecture was proposed in the middle of 1980s by S. Halperin in [16]
for the torus case, and by G. Carlsson in [8] for the Zp-torus case.
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In earlier time, this conjecture mainly took the form of whether the existence
of a free (Zp)
r-action on a product of spheres Sn × · · · × Snk implies r ≤ k.
Many authors have studied this intriguing conjecture and contributed results
with respect to different aspects (see [1, 2, 3, 7, 13, 17]). The reader is referred
to [4] and [5] for a survey of this subject. But the general case is still wide open.
For general finite dimensional spaces, Halperin-Carlsson Conjecture was proved
in [23] for r ≤ 3 in the torus and Z2-torus cases and r ≤ 2 in the Zp-torus (p is
odd prime) case. Some other evidences supporting this conjecture can be found
in Cao-Lü [6], Ustinovskii [24], Choi-Masuda-Oum [10], Félix-Oprea-Tanré [15],
Kamishima-Nakayama [19] and Yu [26] in various settings.
In this paper, we will mainly study the Halperin-Carlsson Conjecture for free
cellular (Zp)
r-actions (r ≥ 1) on a finite CW-complex X. In other words, X can
be thought of as a regular covering space over a finite CW-complex whose deck
transformation group is (Zp)
r. In addition, the following conventions are adopted
throughout this paper.
• If not particularly indicated, any CW-complexes (or manifolds) and their
covering spaces in this paper are assumed to be path-connected.
• The rank r of the group (Zp)
r is at least 1, i.e. (Zp)
r is never trivial.
• For any set S, we use |S| to denote the number of elements in S.
The main results of this paper are the following theorems.
Theorem 1.1. If (Zp)
r can act freely and cellularly on a 2-dimensional finite
CW-complex X, then hrk(X ;Fp) ≥ 2
r. In particular, if hrk(X ;Fp) = 2
r, then r
must be 1 or 2 and, X and the orbit space K = X/(Zp)
r must satisfy one of the
following conditions:
(a) r = 1, H∗(K;Fp) ∼= H∗(X ;Fp) ∼= H∗(S
1;Fp);
(b) r = 1, p = 2, H∗(K;F2) ∼= H∗(RP
2;F2), H∗(X ;F2) ∼= H∗(S
2;F2);
(c) r = 2, H∗(K;Fp) ∼= H∗(X ;Fp) ∼= H∗(S
1 × S1;Fp).
Theorem 1.2. Suppose (Zp)
r acts freely and cellularly on a finite CW-complex
X. If the deficiency of the fundamental group of the orbit space K = X/(Zp)
r is
greater or equal to 1, then we can conclude:
• b1(X ;Fp) ≥ 2
r−1 and hrk(X ;Fp) ≥ 2
r;
• if hrk(X ;Fp) = 2
r, it is necessary that b1(K;Fp) = r = 1 or 2.
Theorem 1.3. Suppose (Z2)
r acts freely and cellularly on a finite CW-complex
X. If the deficiency of the fundamental group of the orbit space K = X/(Z2)
r is
greater or equal to 0, then we can conclude:
• hrk(X ;F2) ≥ 2
r;
• if hrk(X ;F2) = 2
r, it is necesssy that b1(K;F2) = r ≤ 3.
3Remark 1.4. In the above theorems, the dimension of X must be greater than
0 since we assume that X is path-connected and r ≥ 1.
It is well known that the fundamental group of any closed connected 3-manifold
has deficiency greater than or equal to 0. Indeed, any closed connected 3-manifold
Q has Heegaard splitting (see [11, Chapter 5]) which leads to a finite presentation
of the fundamental group of Q with equal number of generators and relators.
Then we have the following corollary of Theorem 1.3 for free (Z2)
r-actions on
closed 3-manifolds.
Corollary 1.5. If a closed connected 3-manifold M admits a free (Z2)
r-action,
then hrk(M ;F2) ≥ 2
r. In particular, if hrk(M ;F2) = 2
r, then r ≤ 3 and, M and
the orbit space Q = M/(Z2)
r must satisfy one of the following conditions:
(a) r = 1, H∗(Q;F2) ∼= H∗(RP
3;F2), H∗(M ;F2) ∼= H∗(S
3;F2);
(b) r = 2, H∗(Q;F2) ∼= H∗(S
1 × RP 2;F2), H∗(M ;F2) ∼= H∗(S
1 × S2;F2);
(c) r = 3, H∗(Q;F2) ∼= H∗(M ;F2) ∼= H∗(S
1 × S1 × S1;F2).
Theorem 1.1 and Corollary 1.5 motivate us to ask the following question.
Question: If there exists a free (Zp)
r-action (r ≥ 1) on a closed connected
manifold M where hrk(M ;Fp) = 2
r, then does H∗(M ;Fp) necessarily agree with
H∗(S
n1 × · · · × Snr ;Fp) for some integer n1, · · · , nr?
All the examples known to the author so far give positive answer to the above
question. Moreover, we can strengthen the question by replacing the “closed
connected manifold” by “path-connected finite CW-complex” and ask whether
the same conclusion holds.
The paper is organized as follows. In Section 2, we study finitely presented
groups and their presentation complexes. We prove that any finite presentation
of a group can be transformed to another presentation of the group with the
same number of generators and relators which satisfies some special property. In
Section 3, we obtain a family of lower bounds of the rank of the first homology of
a normal subgroup N in a group G with G/N ∼= (Zp)
r. In Section 4, we use these
lower bounds to prove Theorem 1.1, Theorem 1.2, Theorem 1.3 and Corollary 1.5.
To make the paper more self-contained, we put two appendixes in the end. In
Appendix-1, we review some basic facts of group rings. In Appendix-2, we study
the property of a family of integers |Ωmp,r| that are useful for our arguments.
2. Finitely presented groups and presentation complexes
Suppose G be a finitely presentable group. Let P = 〈a1 · · · , an |R1, · · · , Rm〉
be a finite presentation of G. The integer n − m is called the deficiency of P.
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When m = n, P is called a balanced presentation. The deficiency of G is the
maximum over all its finite presentations, of the deficiency of each presentation.
Any finite presentation P canonically determines a 2-dimensional CW-complex
KP called the presentation complex of P.
• KP has a single vertex q0, and one oriented 1-cell γj attached to q0 for
each generator aj (1 ≤ j ≤ n). So the 1-skeleton of KP is a bouquet of n
circles attached to q0.
• KP has one oriented 2-cell βi for each relator Ri (1 ≤ i ≤ m), where βi is
attached to the 1-skeleton of KP via a map defined by Ri.
The following are some well known facts. For any prime p,
• H1(KP ;Fp) ∼= H1(G;Fp) ∼= G/[G,G]G
p, so b1(KP ;Fp) = b1(G;Fp).
• b2(KP ;Fp) ≥ b2(G;Fp).
Lemma 2.1. Suppose a group G admits a finite presentation of deficiency d, i.e.
the deficiency of G is greater or equal to d. Then b1(G;Fp)− b2(G;Fp) ≥ d.
Proof. Let P = 〈a1, · · · , an |R1, · · · , Rn−d〉 be a deficiency-d presentation of G.
The Euler characteristic of the presentation complex KP is:
χ(KP) = 1− b1(KP ;Fp) + b2(KP ;Fp) = 1− n+ (n− d) = 1− d.
So b1(G;Fp) = b1(KP ;Fp) = b2(KP ;Fp) + d. Then since b2(KP ;Fp) ≥ b2(G;Fp),
we obtain b1(G;Fp)− b2(G;Fp) ≥ d. 
Let (C∗(KP ;Fp), ∂
P
∗ ) be the cellular chain complex of KP with Fp-coefficients.
0 −→ C2(KP ;Fp)
∂P
2−→ C1(KP ;Fp)
∂P
1−→ C0(KP ;Fp) −→ 0
Then C1(KP ;Fp) =
n⊕
j=1
〈γj〉, C2(KP ;Fp) =
m⊕
i=1
〈βi〉,
where 〈γj〉 and 〈βi〉 are the subspaces of C1(KP ;Fp) and C2(KP ;Fp) spanned by
γi and βj , respectively. The map ∂
P
2 can be represented by a matrix A = (aij)n×m,
aij ∈ Fp, so that
∂P2 (β1, · · · , βm) = (γ1, · · · , γn)
a1,1 · · · a1,m... · · · ...
an,1 · · · an,m

It is clear that dimFp ker(∂
P
2 ) = b2(KP ;Fp) and so rankFp(A) = m − b2(KP ;Fp).
In addition, by the Euler characteristic of KP , we have:
χ(KP) = 1− n+m = 1− b1(KP ;Fp) + b2(KP ;Fp).
5So we get b2(KP ;Fp) = b1(KP ;Fp)− n+m, and so
rankFp(A) = n− b1(KP ;Fp) = n− b1(G;Fp).
It is easy to see that we can use two types of elementary transformations to
turn the matrix A into its Smith normal form (we do not require the nonzero
entries in the Smith normal form to be 1 ∈ Fp).
Type 1: multiply one row (or column) of A by a nonzero element of Fp and then
add it to another row (or column),
Type 2: switch two rows (or two columns) of A.
In other words, there exists a sequence of elementary transformation matrices
P1, · · · , Ps and Q1, · · · , Qt over Fp so that
Ps · · ·P1AQ1 · · ·Qt =
(
D 0
0 0
)
(1)
where D is a diagonal matrix of size n − b1(G;Fp) whose diagonals are nonzero
elements of Fp, and P1, · · · , Ps, Q1, · · · , Qt are matrices with one of the following
forms:
Tij(q) =

i j
1
. . .
i 1
. . .
j q 1
. . .
1

, q ∈ Fp;
or Sij =

i j
1
. . .
i 0 1
. . .
j 1 0
. . .
1

.
Notice that T−1ij (q) = Tij(−q) and S
−1
ij = Sij .
Remark 2.2. In the process of turning A into its Smith normal form, we do not
need to multiply one row (or column) by a nonzero scalar in Fp since we do not
require the nonzero entries in the Smith normal form to be 1 ∈ Fp.
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Next, we wish to transform the presentation P so that the boundary map ∂P2
in (C∗(KP ;Fp), ∂
P
∗ ) has a simpler form. The transformations we are going to use
are called Nielson transformations.
Definition 2.3 (Nielsen transformation). The following transformations of a set
{W1, · · · ,Wm} of freely reduced words in the free group F = F [a1, · · · , ak] are
called elementary Nielsen transformations of words:
(i) permuting the Wi and taking inverses of some of them;
(ii) leaving fixed all Wi, i 6= j, and replacing Wj by the freely reduced form of
any one of the following: WjW
q
i , WiWjW
−1
i and W
−1
i WjWi where q ∈ Z
and 1 ≤ j < i ≤ m.
Let P = 〈a1, · · · , an |R1, · · · , Rm〉 be a presentation for a group G.
• If an elementary Nielsen transformation is applied to the set of relators
{R1, · · · , Rm}, it produces a set of relators {R
∗
1, · · · , R
∗
m} for a new pre-
sentation P∗ = 〈a1, · · · , an |R
∗
1, · · · , R
∗
m〉 of G.
• If an elementary Nielsen transformation is applied to the set {a1, · · · , an}
of generators, it produces an alternative set of free generators {a′1, · · · , a
′
n}
for the free group F [a1, · · · , an]. The relators R1, · · · , Rm, when written
as reduced words in the new generators, determine relators R′1, · · · , R
′
m
for a new presentation P ′ = 〈a′1, · · · , a
′
n |R
′
1, · · · , R
′
m〉 of G.
The two transformations P → P∗ and P → P ′ are called elementary Nielsen
transformations of presentations. Finite compositions of such are referred to as
Nielsen transformations of presentations. Two presentations are called Nielsen
equivalent if they can be related by Nielsen transformations.
It is clear that Nielsen transformations of a presentation P do not change the
number of generators and relators of P. Moreover, [14, Proposition 2] shows
that Nielsen transformations do not change the simple homotopy type of the
presentation complex KP of P.
Lemma 2.4. For any finite presentation P = 〈a1, · · · , an |R1, · · · , Rm〉 of a
group G, there exists another presentation P̂ = 〈â1, · · · , ân | R̂1, · · · , R̂m〉 of G
so that:
(i) P̂ is Nielsen equivalent to P.
(ii) the boundary map ∂P̂2 in the cellular chain complex (C∗(KP̂ ;Fp), ∂
P̂
∗ ) of
K
P̂
is represented by an n × m matrix
(
D 0
0 0
)
where D is a diagonal
square matrix of size n− b1(G;Fp) whose diagonals are nonzero elements
of Fp.
7Proof. For any sequence of freely reduced words (ω1, · · · , ωm) in the free group
F [a1, · · · , an] generated by a1, · · · , an, let N(ω1, · · · , ωm) be the normal subgroup
of F [a1, · · · , an] generated by ω1, · · · , ωm. For any matrix Tij(q), define
(ω1, · · · , ωm)Tij(q) = (ω1, · · · , ωi−1, ωiω
q
j , ωi+1, · · · , ωm), (2)
where q ∈ Zp here is thought of as an integer in {0, · · · , p−1}. For any Sij, define
(ω1, · · · , ωm)Sij = (ω1, · · · , ωi−1, ωj, ωi+1, · · · , ωj−1, ωi, ωj+1, · · · , ωm). (3)
Suppose ∂P2 in (C∗(KP ;Fp), ∂
P
∗ ) is represented by a matrix A with the form
in (1). Let (R˜1, · · · , R˜m) = (R1, · · · , Rm)Q1 · · ·Qt. So the following presentation
P˜ = 〈a1, · · · , an | R˜1, · · · , R˜m〉 (4)
is Nielsen equivalent to P by (2) (3). Let K
P˜
be the presentation complex of P˜.
Then in the chain complex (C∗(KP˜ ;Fp), ∂
P˜
∗ ), the boundary map ∂
P˜
2 is represented
by AQ1 · · ·Qt. Moreover, let
(a′1, · · · , a
′
n) = (a1, · · · , an)T
−1
ij (q) = (a1, · · · , an)Tij(−q),
(a′′1, · · · , a
′′
n) = (a1, · · · , an)S
−1
ij = (a1, · · · , an)Sij .
So by definition, a′l =
{
al, l 6= i;
aia
−q
j , l = i.
a′′l =
 al, l 6= i, j;aj , l = i;
ai, l = j.
Replacing the generators a1, · · · , an by a
′
1, · · · , a
′
n and a
′′
1, · · · , a
′′
n respectively
and rewrite the relators accordingly, we will get two new presentations of G:
P˜ ′ = 〈a′1, · · · , a
′
n | R˜
′
1, · · · , R˜
′
m〉, P˜
′′ = 〈a′′1, · · · , a
′′
n | R˜
′′
1, · · · , R˜
′′
m〉
which, by definition, are both Nielsen equivalent to P˜ . Let K
P˜ ′
and K
P˜ ′′
be the
presentation complex of P˜ ′ and P˜ ′′ respectively. Then the boundary map ∂P˜
′
2 and
∂P˜
′′
2 in the cellular chain complexes C∗(KP˜ ′;Fp) and C∗(KP˜ ′′ ;Fp) are represented
by Tij(q)AQ1 · · ·Qt and SijAQ1 · · ·Qt respectively.
By iterating the above process of transforming the presentation of G according
to the matrices P1, · · · , Ps, we will eventually get a new presentation of G
P̂ = 〈â1, · · · , ân | R̂1, · · · , R̂m〉 (5)
whose generators (â1, · · · , ân) = (a1, · · · , an)P
−1
1 · · ·P
−1
s . Let KP̂ be the presen-
tation complex of P̂ . The map ∂P̂2 in the cellular chain complex (C∗(KP̂ ;Fp), ∂
P̂
∗ )
of K
P̂
is represented by Ps · · ·P1AQ1 · · ·Qt (see (1)). So the lemma is proved. 
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3. Lower bounds of the first homology group of finite index
normal subgroups
In this section, we first prove the following theorem which is the driving force
behind the proofs of all other results of this paper.
Theorem 3.1. Suppose a group G admits finite presentation of deficiency d, i.e.
the deficiency of G is at least d. Then for any prime p and any finite index
normal subgroup N of G with G/N ∼= H,
b1(N ;Fp) ≥ 1 + b1(G;Fp)λ
k
p(H) + d
k−1∑
j=0
λjp(H)− |H|, ∀ k ≥ 0,
where λkp(H) = dimFp ∆
k
Fp
(H)/∆k+1Fp (H), ∆Fp(H) is the augmentation ideal of the
group ring Fp[H ]. Note that b1(G;Fp) ≥ d.
Let P = 〈a1, · · · , an |R1, · · · , Rn−d〉 be a deficiency-d presentation of G. Let
K be the presentation complex of P. Then b1(K;Fp) = b1(G;Fp).
The Euler characteristic of K is
χ(K) = 1− b1(K;Fp) + b2(K;Fp) = 1− n+ (n− d) = 1− d.
=⇒ b1(K;Fp) = b2(K;Fp) + d ≥ d, so b1(G;Fp) ≥ d.
By Lemma 2.4, we can assume that in the cellular chain complex of K,
0 −→ C2(K;Fp)
∂K2−→ C1(K;Fp)
∂K1−→ C0(K;Fp) −→ 0, (6)
the boundary map ∂K2 is represented by an n×n−d matrix U =
(
D 0
0 0
)
where
D is a diagonal matrix of size n− b1(G;Fp) whose diagonals are nonzero elements
of Fp. So all the entries of U are 0 except Uii, 1 ≤ i ≤ n− b1(G;Fp).
LetX be a regular covering space overK corresponding to the normal subgroup
N of G ∼= π1(K). So we have
b1(N ;Fp) = b1(X ;Fp).
Let ξ : X → K be the covering map. Let q0 be the single 0-cell in K and let the
set of oriented 1-cells and 2-cells of K be {γ1, · · · , γn} and {β1, · · · , βn−d}. Then
X has a natural H-invariant cell structure induced from K by ξ. We choose
• a point x0 ∈ ξ
−1(q0);
• an oriented 1-cell γ˜j of X attached to x0 so that ξ(γ˜j) = γj (1 ≤ j ≤ n);
• an oriented 2-cell β˜i ofX attached to x0 so that ξ(β˜i) = βi (1 ≤ i ≤ n−d).
Then the sets of 0-cells, 1-cells and 2-cells in X are
9• 0-cells : {h · x0 | h ∈ H} denoted by Hx0;
• 1-cells : {h · γ˜j | h ∈ H, 1 ≤ j ≤ n} denoted by Hγ˜j;
• 2-cells : {h · β˜i | h ∈ H, 1 ≤ i ≤ n− d} denoted by Hβ˜i.
We label x0, γ˜j and β˜i by the identity e ∈ H , and label h · x0, h · γ˜j and h · β˜i
by h for any h ∈ H . Then every cell in X is labeled by a unique element of H .
Let (C∗(X ;Fp), ∂
X
∗ ) be the cellular chain complex of X with Fp-coefficients.
0 −→ C2(X ;Fp)
∂X
2−→ C1(X ;Fp)
∂X
1−→ C0(X ;Fp) −→ 0 (7)
C1(X ;Fp) =
n⊕
j=1
〈Hγ˜j〉, C2(X ;Fp) =
n−d⊕
i=1
〈Hβ˜i〉
where 〈Hγ˜j〉 and 〈Hβ˜i〉 are the free submodules of C1(X ;Fp) and C2(X ;Fp)
generated by the set Hγ˜j and Hβ˜i over Fp, respectively. Clearly,
〈Hγ˜j〉 ∼= 〈Hβ˜i〉 ∼= Fp[H ],
The reader is referred to Appendix-1 for the basic facts of the group ring Fp[H ].
Next, let us see what ∂X2 looks like with respect to the above H-invariant cell
structure of X. Suppose
∂X2 β˜i =
n∑
j=1
dij∑
s=1
hji,s · γ˜j, 1 ≤ i ≤ n− d, h
j
i,s ∈ H. (8)
Then since the cell structure of X is H-invariant, we have
∂X2 (g · β˜i) =
n∑
j=1
dij∑
s=1
(ghji,s) · γ˜j, ∀g ∈ H, 1 ≤ i ≤ n− d. (9)
Next, we fix an order of all the elements of H and order the elements of Hγ˜j
and Hβ˜i accordingly. Then we get an ordered basis of C1(X ;Fp) and C2(X ;Fp),
denoted by {Hγ˜1, · · · , Hγ˜n} and {Hβ˜1, · · · , Hβ˜n−d}, respectively. Let
∂X2
(
Hβ˜1, · · · , Hβ˜n−d
)
=
(
Hγ˜1, · · · , Hγ˜n
)B11 · · · B1,n−d... · · · ...
Bn,1 · · · Bn,n−d
 (10)
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where each Bij (1 ≤ i ≤ n, 1 ≤ j ≤ n − d) is a |H| × |H| matrix which tells us
the weight of each 1-cell h · γ˜j in the boundary of any 2-cell g · β˜i. Let
B =
B11 · · · B1,n−d... · · · ...
Bn,1 · · · Bn,n−d
 .
The rows and columns of each Bij are both indexed by elements of H with the
given order. Let Bij(g, h) ∈ Fp denote the entry of Bij with row index g ∈ H and
column index h ∈ H , and letBij(h) be the column vector ofBij indexed by h ∈ H .
In the following we identify Bij(h) with the element
∑
g∈H Bij(g, h)δg ∈ Fp[H ].
Then according to (9), we have
Bij(hh
′) = δh ∗Bij(h
′), ∀h, h′ ∈ H. (11)
where ∗ is the product in the group ring Fp[H ] (see (40)). In particular, we have
Bij(h) = δh ∗Bij(e), ∀h ∈ H. (12)
This means that all column vectors of Bij are determined by the column Bij(e).
We will see that this property of Bij is the essential reason why we can derive
the lower bound of b1(N ;Fp) in Theorem 3.1.
Lemma 3.2. If we consider any v ∈ Fp[H ] as a column vector, Bijv = v∗Bij(e).
Proof. Suppose v =
∑
h∈H lhδh where lh ∈ Fp. Then by (12), we have
Bijv =
∑
h∈H
lhBij(h) =
∑
h∈H
lh
(
δh ∗Bij(e)
)
=
(∑
h∈H
lhδh
)
∗Bij(e) = v ∗Bij(e).

In the rest of the paper, we do not distinguish the |H| × |H| matrix Bij and
the linear transformation on Fp[H ] determined by Bij.
Lemma 3.3. For any k ≥ 0, Bij : Fp[H ] → Fp[H ] sends ∆
k
Fp
(H) into ∆kFp(H).
Moreover, if Bij(e) ∈ ∆Fp(H), then Bij maps ∆
k
Fp
(H) into ∆k+1Fp (H).
Proof. Note that ∆kFp(H) (k ≥ 1) is linearly spanned by the following set over Fp
{(−δe + δg1) ∗ · · · ∗ (−δe + δgk) ∈ Fp[H ], where g1, · · · , gk ∈ H} (13)
For brevity, we define v(g1,··· ,gk) := (−δe + δg1) ∗ · · · ∗ (−δe + δgk) for any k ≥ 1. In
particular, v(h) = −δe + δh for any h ∈ H .
11
Suppose Bij(e) =
∑
h∈H lhδh, lh ∈ Fp. Then we have
Bij(e) =
(∑
h∈H
lh
)
δe +
∑
h∈H
(−lhδe + lhδh)
=
(∑
h∈H
lh
)
δe +
∑
h∈H
lh(−δe + δh) =
(∑
h∈H
lh
)
δe +
∑
h∈H
lhv(h).
So for any tuple (g1, · · · , gk) of elements in H , we have
Bijv(g1,··· ,gk) = v(g1,··· ,gk) ∗Bij(e) = v(g1,··· ,gk) ∗
((∑
h∈H
lh
)
δe +
∑
h∈H
lhv(h)
)
=
(∑
h∈H
lh
)
v(g1,··· ,gk) +
∑
h∈H
lhv(g1,··· ,gk,h).
Since v(g1,··· ,gk) ∈ ∆
k
Fp
(H), v(g1,··· ,gk,h) ∈ ∆
k+1
Fp
(H) ⊂ ∆kFp(H), Bij preserves∆
k
Fp
(H).
If Bij(e) ∈ ∆Fp(H), i.e.
∑
h∈H lh = 0, we have
Bijv(g1,··· ,gk) =
∑
h∈H
lhv(g1,··· ,gk,h) ∈ ∆
k+1
Fp
(H).
So Bij maps ∆
k
Fp
(H) into ∆k+1Fp (H) in this case. The lemma is proved. 
Proof of Theorem 3.1.
To estimate H1(N ;Fp) = H1(X ;Fp), we need to understand the kernal of
∂X2 : C2(X ;Fp)→ C1(X ;Fp), which is given by the block matrix B = (Bij)
B :
n−d︷ ︸︸ ︷
Fp[H ]⊕ · · · ⊕ Fp[H ] −→
n︷ ︸︸ ︷
Fp[H ]⊕ · · · ⊕ Fp[H ], (14)
where Bij define a linear map from the i-th copy of Fp[H ] on the left side to the
j-th copy of Fp[H ] on the right side of (14).
By comparing ∂X2 with ∂
K
2 : C2(K;Fp)→ C1(K;Fp) in (6), we observe that
Bij(e) ∈ ∆Fp(H)⇐⇒ Uij = 0. (15)
So the form of U (see (6)) implies that
Bij(e) ∈ ∆Fp(H), n− b1(G;Fp) + 1 ≤ i ≤ n, 1 ≤ j ≤ n− d. (16)
We claim that: for all k ≥ 0,
n−d︷ ︸︸ ︷
∆kFp(H)⊕ · · · ⊕∆
k
Fp
(H)
B
−→
n−b1(G;Fp)︷ ︸︸ ︷
∆kFp(H)⊕ · · · ⊕∆
k
Fp
(H)⊕
b1(G;Fp)︷ ︸︸ ︷
∆k+1Fp (H)⊕ · · · ⊕∆
k+1
Fp
(H).
(17)
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Indeed, for any v1, · · · , vn−d ∈ ∆
k
Fp
(H), we have
B
 v1...
vn−d
 =

∑n−d
j=1 B1jvj
...∑n−d
j=1 Bnjvj
 .
By Lemma 3.3, each Bij maps ∆
k
Fp
(H) into ∆kFp(H) and, in particular when
Bij(e) ∈ ∆Fp(H), Bij maps ∆
k
Fp
(H) into ∆k+1Fp (H). So by (16), we have
Bijvj ∈ ∆
k+1
Fp
(H), n− b1(G;Fp) + 1 ≤ i ≤ n, 1 ≤ j ≤ n− d.
So
n−d∑
j=1
Bijvj ∈ ∆
k+1
Fp
(H), n− b1(G;Fp) + 1 ≤ i ≤ n, which prove the claim.
From (17), we obtain the following inequality for each k ≥ 0.
b2(X ;Fp) = dimFp ker(B)
≥ (b1(G;Fp)− d) dimFp ∆
k
Fp
(H)− b1(G;Fp) dimFp ∆
k+1
Fp
(H).
≥ b1(G;Fp)
(
dimFp ∆
k
Fp
(H)− dimFp ∆
k+1
Fp
(H)
)
− d · dimFp ∆
k
Fp
(H)
(43)
= b1(G;Fp)λ
k
p(H)− d ·
(
|H| −
∑
0≤j≤k−1
λjp(H)
)
(18)
In addition, the Euler characteristic of X is
χ(X) = 1− b1(X ;Fp) + b2(X ;Fp) = |H| · χ(K) = (1− d)|H|.
=⇒ b1(N ;Fp) = b1(X ;Fp) = 1 + b2(X ;Fp) + (d− 1)|H|. (19)
By plugging (18) into (19), we obtain
b1(N ;Fp) ≥ 1 + b1(G;Fp)λ
k
p(H)− d ·
(
|H| −
∑
0≤j≤k−1
λjp(H)
)
+ (d− 1)|H|
≥ 1 + b1(G;Fp)λ
k
p(H) + d
∑
0≤j≤k−1
λjp(H)− |H|.

Next, we examine the special case of Theorem (3.1) when G/N = H ∼= (Zp)
r.
First we recall a very useful result from [18].
Lemma 3.4 (Theorem 3.7 in [18]). For any r ≥ 1, k ≥ 0, λkp((Zp)
r) equals the
coefficient of xk in the polynomial (1 + x+ · · ·+ xp−1)r.
13
In other words, λkp((Zp)
r) equals the order |Ωkp,r| of the following set Ω
k
p,r.
Ωkp,r = {(j1, · · · , jr) ∈ Z
r
≥0 | j1+ · · ·+ jr = k, 0 ≤ ji ≤ p− 1, i = 1, · · · , r}. (20)
Obviously, |Ωkp,r| > 0 if and only if 0 ≤ k ≤ r(p− 1), and we have∑
0≤k≤r(p−1)
|Ωkp,r| = p
r.
There is a bijection between the sets Ωkp,r and Ω
r(p−1)−k
p,r where (j1, · · · , jr) ∈ Ω
k
p,r
corresponds to (p− 1− j1, · · · , p− 1− jr) ∈ Ω
r(p−1)−k
p,r . So we have
|Ωkp,r| = |Ω
r(p−1)−k
p,r |, 0 ≤ k ≤ r(p− 1). (21)
From (1 + x+ · · ·+ xp−1)r = (1− xp)r(1− x)−r, we can compute |Ωkp,r| by:
|Ωkp,r| =
∑
0≤j≤ k
p
(−1)k−(p−1)j
(
r
j
)(
−r
k − pj
)
=
∑
0≤j≤ k
p
(−1)j
(
r
j
)(
k − pj + r − 1
k − pj
)
. (22)
Obviously, |Ωkp,r| ≥ |Ω
k
2,r| =
(
r
k
)
for any prime p. More properties of these integers
|Ωkp,r| are shown in Appendix-2.
By Theorem 3.1 and Lemma 3.4, we obtain the following theorem immediately.
Theorem 3.5. Suppose a group G admits a finite presentation of deficiency d.
Then for any prime p and any normal subgroup N of G with G/N ∼= (Zp)
r,
b1(N ;Fp) ≥ 1 + b1(G;Fp)|Ω
k
p,r|+ d
k−1∑
i=0
|Ωip,r| − p
r for each 0 ≤ k ≤ r(p− 1),
In particular, if G/N ∼= (Z2)
r,
b1(N ;F2) ≥ 1 + b1(G;F2)
(
r
k
)
+ d
k−1∑
i=0
(
r
i
)
− 2r for each 0 ≤ k ≤ r.
Remark 3.6. The condition G/N ∼= (Zp)
r implies that r ≤ b1(G;Fp). Indeed,
let πN : G→ G/N ∼= (Zp)
r be the quotient homomorphism. It is clear that
[G,G]Gp ⊂ ker(πN ) = N.
So from the fact that G/[G,G]Gp = H1(G;Fp) = (Zp)
b1(G;Fp), we obtain
(Zp)
r = G/N ∼=
G/[G,G]Gp
N/[G,G]Gp
=
(Zp)
b1(G;Fp)
N/[G,G]Gp
, which implies r ≤ b1(G;Fp).
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Remark 3.7. The author was informed by a reviewer that Theorem 3.5 can
also be derived from a stronger result in Liam Wall’s Ph.D thesis [25, Theorem
2.3.1]. The argument in [25] uses some subtle choice of group presentations taken
from [20] and Fox calculus. In addition, some other lower bounds of b1(N ;Fp)
can be found in [20, Theorem 1.6].
To give one a better idea of how powerful the lower bounds of b1(N ;Fp) are in
Theorem 3.5, let us examine two special cases more carefully below, which leads
to more straightforward lower bounds of b1(N ;Fp) to fit our needs.
Theorem 3.8. Let G be a finitely presentable group with deficiency at least 1.
Then for any normal subgroup N of G with G/N ∼= (Zp)
r, r ≥ 1,
b1(N ;Fp) ≥ 2
r−1.
In particular, if b1(N ;Fp) = 2
r−1, we must have b1(G;Fp) = r = 1 or 2.
Proof. Set d = 1 in Theorem 3.5, we have for any 0 ≤ k ≤ r(p− 1),
b1(N ;Fp) ≥ 1 + b1(G;Fp)|Ω
k
p,r|+
k−1∑
i=0
|Ωip,r| − p
r
≥ 1 + (b1(G;Fp)− 1)|Ω
k
p,r|+
k∑
i=0
|Ωip,r| − p
r
≥ 1 + (r − 1)|Ωkp,r| −
r(p−1)∑
i=k+1
|Ωip,r|. (23)
So to prove b1(N ;Fp) ≥ 2
r−1, it is sufficient to show that there exists some
0 ≤ k ≤ r(p− 1) so that
Πkp,r := (r − 1)|Ω
k
p,r| −
r(p−1)∑
i=k+1
|Ωip,r| ≥ 2
r−1 − 1.
Claim 1: Π
r(p−1)−j
p,r ≥ Π
r−j
2,r for any prime p and 0 ≤ j ≤ [
r+1
2
], and the equality
holds only when p = 2 or j = 1.
The claim is trivial when p = 2. When p > 2, by (21) we obtain
Πr(p−1)−jp,r = (r − 1)|Ω
j
p,r| −
j−1∑
i=0
|Ωip,r|,
Πr−j2,r = (r − 1)|Ω
j
2,r| −
j−1∑
i=0
|Ωi2,r|.
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Note that |Ω0p,r| = 1 for all prime p, so we have
Πr(p−1)−jp,r − Π
r−j
2,r = (r − 1)
(
|Ωjp,r| − |Ω
j
2,r|
)
−
j−1∑
i=1
(
|Ωip,r| − |Ω
i
2,r|
)
.
Moreover, Lemma 6.1 in Appendix-2 implies that for each 0 ≤ i < j ≤ [ r+1
2
] ≤ r,
kj :=
|Ωjp,r|
|Ωj2,r|
≥
|Ωip,r|
|Ωi2,r|
:= ki ≥ 1 (the equality holds only when i = 0, j = 1).
So Πr(p−1)−jp,r −Π
r−j
2,r = (kj − 1)(r − 1)|Ω
j
2,r| −
j−1∑
i=1
(ki − 1)|Ω
i
2,r|
≥ (kj − 1)
(
(r − 1)|Ωj2,r| −
j−1∑
i=1
|Ωi2,r|
)
≥ 0.
The last “≥” is because |Ωj2,r| =
(
r
j
)
≥
(
r
i
)
= |Ωi2,r| when 1 ≤ i < j ≤ [
r+1
2
].
Claim 2: For a fixed r ≥ 1, Πk2,r reaches the maximum only at k = [
r+1
2
].
Indeed, since |Ωk2,r| =
(
r
k
)
, Πk2,r − Π
k−1
2,r = r
(
r
k
)
− (r − 1)
(
r
k−1
)
. So
Πk2,r−Π
k−1
2,r > 0 ⇐⇒
r
(
r
k
)
(r − 1)
(
r
k−1
) = r(r − k + 1)
(r − 1)k
> 1 ⇐⇒ k <
r(r + 1)
2r − 1
=
r + 1
2− 1
r
.
So when k ≤ [ r+1
2
], Πk2,r − Π
k−1
2,r > 0. Similarly, we can show when k ≥ [
r+1
2
] + 1,
Πk2,r − Π
k−1
2,r < 0. Therefore, Π
k
2,r reaches the maximum at and only at k = [
r+1
2
].
The Claim 2 is proved.
By (23) and Claim 1, we have
b1(N ;Fp) ≥ 1 + Π
r(p−1)−[ r
2
]
p,r ≥ 1 + Π
r−[ r
2
]
2,r = 1 + Π
[ r+1
2
]
2,r .
Next, we show
Π
[ r+1
2
]
2,r = (r − 1)
(
r
[ r+1
2
]
)
−
r∑
i=[ r+1
2
]+1
(
r
i
)
≥ 2r−1 − 1, for ∀ r ≥ 1. (24)
• when r = 2t+ 1, t ≥ 0, [ r+1
2
] = t + 1,
Π
[ r+1
2
]
2,r = 2t
(
2t+ 1
t+ 1
)
−
2t+1∑
j=t+2
(
2t+ 1
j
)
= (2t+ 1)
(
2t+ 1
t + 1
)
− 22t.
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So to prove Π
[ r+1
2
]
2,r ≥ 2
r−1 − 1 = 22t − 1, it is enough to prove
(2t+ 1)
(
2t+ 1
t+ 1
)
≥ 22t+1 − 1, ∀ t ≥ 0. (25)
• When r = 2t, t ≥ 1, [ r+1
2
] = t,
Π
[ r+1
2
]
2,r = (2t− 1)
(
2t
t
)
−
2t∑
i=t+1
(
2t
i
)
= (2t−
1
2
)
(
2t
t
)
− 22t−1.
So to prove Π
[ r+1
2
]
2,r ≥ 2
r−1 − 1 = 22t−1 − 1, it is enough to prove
(2t−
1
2
)
(
2t
t
)
≥ 22t − 1, ∀ t ≥ 1. (26)
The proof of (25) and (26) is elementary and a bit tedious, so we leave it to
the reader. Moreover, we find that
• if the equality in (25) holds, t must be 0, hence r = 1.
• if the equality in (26) holds, t must be 1, hence r = 2.
So when the equality b1(N ;Fp) = 2
r−1 holds, the inequality in (23) implies that
b1(G;Fp) = r = 1 or 2. The theorem is proved. 
Notice that
(
r
[ r+1
2
]
)
=
(
r
[ r
2
]
)
. So (24) is equivalent to the following inequality
r
(
r
[ r
2
]
)
≥ 2r−1 +
r∑
i=[ r+1
2
]
(
r
i
)
− 1, ∀ r ≥ 1, (27)
where the equality holds only when r = 1 or 2.
Theorem 3.9. Suppose a group G admits a balanced finite presentation. Then
for any normal subgroup N of G with G/N ∼= (Zp)
r, we have
b1(N ;Fp) ≥ 1 + r|Ω
k
p,r| − p
r, 0 ≤ k ≤ r(p− 1).
Proof. Set d = 0 in Theorem 3.5, we get for any 0 ≤ k ≤ r(p− 1),
b1(N ;Fp) ≥ 1 + b1(G;Fp)|Ω
k
p,r| − p
r ≥ 1 + r|Ωkp,r| − p
r.

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4. Free (Zp)
r-actions on finite CW-complexes
Suppose there is a free (Zp)
r-action on a finite path-connected CW-complex
X. Let ξ : X → K = X/(Zp)
r be the orbit map. Up to homotopy equivalence,
we may assume that K has a single 0-cell q0. Let the set of 1-cells of K be
{γ1, · · · , γn} and the set of 2-cells of K be {β1, · · · , βm}. Let x0 ∈ ξ
−1(q0) be a
basepoint of X. Since K and X are both path-connected, we have
b1(K;Fp) ≥ r ≥ 1, (28)
b1(K;Fp) = b1(π1(K, q0);Fp), b1(X ;Fp) = b1(π1(X, x0);Fp). (29)
The fundamental group π1(K, q0) of K has a natural presentation P
K defined
by the 2-skeleton of K. The deficiency of PK is n − m. In addition, since
ξ∗ : π1(X, x0) → π1(K, q0) is a monomorphism, we can identify π1(X, x0) with
its image ξ∗(π1(X, x0)). In the rest, we think of π1(X, x0) as a normal subgroup
of π1(K, q0) and so have π1(K, q0)/π1(X, x0) ∼= (Zp)
r. This allows us to use the
theorems in the previous section to estimate b1(π1(X, x0);Fp). Another important
relation between K and X is that their Euler characteristics satisfy
χ(X) = prχ(K). (30)
Notice that if χ(K) 6= 0, hrk(X ;Fp) ≥ |χ(X)| = p
r|χ(K)| ≥ pr ≥ 2r. So the
essential difficulty in the Halperin-Carlsson Conjecture for free Zp-torus actions
lies in the case of χ(K) = χ(X) = 0. We will use the above conventions and
notations for X and K in all the proofs below.
Proof of Theorem 1.1. Since the dimension of X and K is 2, the Euler
characteristic of K and X are
χ(K) = 1− b1(K;Fp) + b2(K;Fp) = m− n + 1, (31)
χ(X) = 1− b1(X ;Fp) + b2(X ;Fp) = p
rχ(K). (32)
Case 1: When χ(K) ≤ −1, χ(X) ≤ −pr. This implies
b1(X ;Fp) ≥ p
r + b2(X ;Fp) + 1.
So hrk(X ;Fp) = 1 + b1(X ;Fp) + b2(X ;Fp) ≥ 2b2(X ;Fp) + p
r + 2 ≥ pr + 2. So in
this case, hrk(X ;Fp) is strictly greater than 2
r.
Case 2: When χ(K) = 0, we get m = n − 1, χ(X) = 0 and b1(X ;Fp) =
1 + b2(X ;Fp). So the presentation P
K of π1(K, q0) has deficiency 1. Then Theo-
rem 3.8 implies b1(X ;Fp) = b1(π1(X, x0);Fp) ≥ 2
r−1. So we get
hrk(X ;Fp) = 1 + b1(X ;Fp) + b2(X ;Fp) = 2b1(X ;Fp) ≥ 2
r.
Moreover, when hrk(X ;Fp) = 2
r, we have b1(X ;Fp) = 2
r−1. So Theorem 3.8
implies that b1(K;Fp) = r = 1 or 2, and we must have:
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• b1(K;Fp) = r = 1, b2(K;Fp) = 0, b1(X ;Fp) = 1, b2(X ;Fp) = 0. Then
H∗(K;Fp) ∼= H∗(X ;Fp) ∼= H∗(S
1;Fp).
• b1(K;Fp) = r = 2, b2(K;Fp) = 1, b1(X ;Fp) = 2, b2(X ;Fp) = 1. Then
H∗(K;Fp) ∼= H∗(X ;Fp) ∼= H∗(S
1 × S1;Fp).
Case 3: When χ(K) ≥ 1,
hrk(X ;Fp) = χ(X) + 2b1(X ;Fp) = p
rχ(K) + 2b1(X ;Fp) ≥ p
r ≥ 2r.
In particular, if hrk(X ;Fp) = 2
r, we must have
p = 2, χ(K) = 1, b1(X ;F2) = 0.
Then (31) and (32) implies m = n and b2(X ;F2) = 2
r − 1. So the natural
presentation PK of π1(K, q0) is balanced. Then by Theorem 3.9, we get
b1(X ;F2) = b1(π1(X, x0);F2) ≥ 1 + r|Ω
[ r
2
]
2,r| − 2
r = 1 + r
(
r
[ r
2
]
)
− 2r
(by (27)) ≥
r∑
i=[ r+1
2
]
(
r
i
)
− 2r−1 ≥ 0.
• The first inequality holds only when b1(K;F2) = r;
• The second inequality holds only when r = 1 or 2 (see (27));
• The third inequality holds only when r is odd.
So b1(X ;F2) = 0 implies b1(K;F2) = r = 1 and b2(X ;F2) = 1. In this case,
p = 2, r = 1, H∗(K;F2) ∼= H∗(RP
2;F2), H∗(X ;F2) ∼= H∗(S
2;F2).
This finishes the proof of Theorem 1.1. 
Proof of Theorem 1.2. First of all, we have
χ(X) =
∑
i≥0
b2i(X ;Fp)−
∑
i≥0
b2i+1(X ;Fp) = p
rχ(K). (33)
In addition, since we assume that the deficiency of π1(K, q0) is at least 1, so
b1(X ;Fp) ≥ 2
r−1 (by Theorem 3.8).
Case 1: When χ(K) ≤ −1, (33) implies∑
i≥0
b2i+1(X ;Fp) =
∑
i≥0
b2i(X ;Fp) + p
r · |χ(K)| ≥ pr + 1 ≥ 2r + 1.
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=⇒ hrk(X ;Fp) =
∑
i≥0
b2i+1(X ;Fp) +
∑
i≥0
b2i(X ;Fp) ≥ (2
r + 1) + 1 = 2r + 2 > 2r.
Case 2: When χ(K) = 0, χ(X) = 0. Then∑
i≥0
b2i(X ;Fp) =
∑
i≥0
b2i+1(X ;Fp) ≥ b1(X ;Fp) ≥ 2
r−1.
Hence hrk(X ;Fp) ≥ 2
r−1 + 2r−1 = 2r. If hrk(X ;Fp) = 2
r in this case, we must
have b1(X ;Fp) = 2
r−1, which implies b1(K;Fp) = r = 1 or 2 by Theorem 3.8.
Case 3: When χ(K) ≥ 1, (33) implies that χ(X) ≥ pr. So we obtain
hrk(X ;Fp) = χ(X) + 2
∑
i≥0
b2i+1(X ;Fp)
≥ pr + 2b1(X ;Fp) ≥ p
r + 2 · 2r−1 = pr + 2r > 2r. 
Proof of Theorem 1.3. Since we assume that the deficiency of π1(K, q0) is at
least 0, π1(K, q0) admits a balanced presentation. Then by Theorem 3.9,
b1(X ;F2) = b1(π1(X, x0);F2) ≥ 1 + b1(K;F2)|Ω
[ r
2
]
2,r| − 2
r (34)
= 1 + b1(K;F2)
(
r
[ r
2
]
)
− 2r (35)
≥ 1 + r
(
r
[ r
2
]
)
− 2r. (36)
Since when r ≤ 3, [23, Theorem 1.1] already implies hrk(X ;F2) ≥ 2
r. So we only
need to deal with the r ≥ 4 case. It is easy to verify the following combinatorial
inequality (we leave the proof to the reader).
r
(
r
[ r
2
]
)
≥ 3 · 2r−1 for all r ≥ 4 (37)
So when r ≥ 4, b1(X ;F2) ≥ 2
r−1 + 1. Then by repeating the discussion of the
three cases χ(K) ≤ −1, χ(K) = 0 and χ(K) ≥ 1 as the previous proof, we can
easily see that hrk(X ;F2) ≥ 2
r + 2 > 2r when r ≥ 4. So for all r ≥ 1, we have
hrk(X ;F2) ≥ 2
r. And if hrk(X ;F2) = 2
r, it is necessary that r ≤ 3.
It remains to show b1(K;F2) = r when hrk(X ;F2) = 2
r. Indeed, if in this case
b1(K;F2) > r, then let us consider the regular covering space
ξ̂ : X̂ −→ K
where the fundamental group of X̂ is isomorphic (via ξ̂∗) to the kernel of the
canonical group homomorphism ψ : π1(K, q0) → H1(K;Z) → H1(K;F2). So
the deck transformation group of X̂ is isomorphic to (Z2)
b1(K;F2). On the other
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hand, since ξ : X → K is a regular (Z2)
r-covering, ξ∗(π1(X, x0)) should contain
ker(ψ) = ξ̂∗(π1(X̂, x̂0)) and hence ξ∗(π1(X, x0))/ξ̂∗(π1(X̂, x̂0)) ∼= (Z2)
b1(K;F2)−r.
So X̂ is a regular (Z2)
b1(K;F2)−r-covering of X. Then there exists a sequence
X̂ = Xb1(K;F2)−r −→ · · · −→ X1 −→ X0 = X
where each Xi is a non-trivial double covering of Xi−1, 1 ≤ i ≤ b1(K;F2) − r.
Then by Lemma 4.1 below, we can derive that
hrk(X̂ ;F2) < 2
b1(K;F2)−r · hrk(X ;F2) = 2
b1(K;F2)−r · 2r = 2b1(K;F2).
But since X̂ is a regular (Z2)
b1(K;F2)-covering over K, we have already confirmed
hrk(X̂;F2) ≥ 2
b1(K;F2). This contradiction implies that if hrk(X ;F2) = 2
r, we
must have b1(K;F2) = r ≤ 3. 
Lemma 4.1. For any double covering p : B˜ → B, bi(B˜;F2) ≤ 2 · bi(B;F2) for all
i ≥ 0. So hrk(B˜;F2) ≤ 2 · hrk(B;F2). In particular, hrk(B˜;F2) = 2 · hrk(B;F2)
if and only if B˜ is the trivial double covering of B.
Proof. The Gysin sequence of p : B˜ → B with F2-coefficients reads:
· · · −→ H i−1(B;F2)
φi−1
−→ H i(B;F2)
p∗
−→ H i(B˜;F2) −→ H
i(B;F2)
φi
−→ · · · (38)
where φi(γ) = γ ∪ e, ∀ γ ∈ H
i(B;F2) and e ∈ H
1(B;F2) is the first Stiefel-
Whitney class (Mod 2 Euler class) of B˜. Then by the exactness of the Gysin
sequence, we have:
bi(B˜;F2) = dimF2 H
i(B˜;F2)
= dimF2 H
i(B;F2)− dimF2 Im(φi−1) + dimF2 ker(φi)
= 2 · dimF2 H
i(B;F2)− dimF2 Im(φi−1)− dimF2 Im(φi)
≤ 2 · dimF2 H
i(B;F2) = 2bi(B;F2).
If p : B˜ → B is a non-trivial double covering, then e 6= 0 ∈ H1(B;F2). This
implies that Im(φ0) in (38) is not zero, and so b0(B˜;F2) < 2b0(B;F2), b1(B˜;F2) <
2b1(B;F2). Then hrk(B˜;F2) < 2 · hrk(B;F2). So if hrk(B˜;F2) = 2 · hrk(B;F2),
B˜ must be the trivial double covering of B. 
Proof of Corollary 1.5. Suppose a closed connected 3-manifold M admits a
free (Z2)
r-action. Then the orbit space M/(Z2)
r = Q is also a closed connected
3-manifold. Since the fundamental group of Q admits a balanced presentation
from any Heegaard splitting of Q, Theorem 1.3 tells us that hrk(M ;F2) ≥ 2
r.
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In particular, when hrk(M ;F2) = 2
r, it is necessary that b1(Q;F2) = r ≤ 3.
Since hrk(M ;F2) = 2 + b1(M ;F2) + b2(M ;F2) = 2
r and Poincaré duality, we get
b1(M ;F2) = b2(M ;F2) = 2
r−1 − 1.
In addition, since Q is a closed connected, we have b1(Q;F2) = b2(Q;F2). So all
the possible cases for hrk(M ;F2) = 2
r are:
• b1(Q;F2) = r = 1, so b1(M ;F2) = b2(M ;F2) = 0 and
H∗(Q;F2) ∼= H∗(RP
3;F2), H∗(M ;F2) ∼= H∗(S
3;F2).
• b1(Q;F2) = r = 2, so b1(M ;F2) = b2(M ;F2) = 1 and
H∗(Q;F2) ∼= H∗(S
1 × RP 2;F2), H∗(M ;F2) ∼= H∗(S
1 × S2;F2).
• b1(Q;F2) = r = 3, so b1(M ;F2) = b2(M ;F2) = 3 and
H∗(Q;F2) ∼= H∗(M ;F2) ∼= H∗(S
1 × S1 × S1;F2).
So Theorem 1.2 is proved. Note that all the above three cases can be realized
by free (Z2)
r-actions on some concrete 3-manifolds. 
Remark 4.2. For a finite CW-complex X which admits a free (Zp)
r-action, we
may also consider the lower bounds estimates of bi(X ;Fp) for i ≥ 2. But similarly
to i = 1 case, such kind of lower bounds can be nontrivial only under some extra
conditions on X (or the orbit space). For example, (Zp)
r can act freely on a
product of spheres X = S2l1+1 × · · · × S2lr+1 for any positive integer l1, · · · , lr.
But for a given i ≥ 1, bi(X ;Fp) = 0 when l1, · · · , lr are all greater than
i
2
. So if
we put no restrictions on the dimension of X, there will be no nontrivial lower
bounds of bi(X ;Fp) in general. This also suggests that in the general cases of
the Halperin-Carlsson conjecture, it is the sum
∑
i≥0 bi(X ;Fp) but not any single
term bi(X ;Fp) that should have a universal lower bound.
5. Appendix-1: The group ring Fp[H ]
For a finite group H , the group ring Fp[H ] is a free module over Fp generated
by all the elements of H . So we can think of the elements in H forming a basis
of Fp[H ] over Fp, denoted by {δh | h ∈ H}. Then any element v of Fp[H ] can be
written as
v =
∑
h∈H
lhδh, lh ∈ Fp.
In the following, we use 0ˆ to denote the zero element of Fp[H ] to distinguish it
from the scalar 0 ∈ Fp. The product ∗ on the group ring Fp[H ] is defined by
δg ∗ δh := δgh, δg ∗ 0ˆ = 0ˆ, g, h ∈ H, k ∈ Fp. (39)
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g∈H
kgδg ∗
∑
h∈H
lhδh :=
∑
g∈H
∑
h∈H
kglh(δg ∗ δh) =
∑
g∈H
∑
h∈H
kglhδgh. (40)
The product ∗ is commutative if and only if H itself is commutative.
Notice that δe ∗ δh = δh ∗ δe = δh for all h ∈ H . So δe can be identified with
the scalar 1 ∈ Fp, and the field Fp can be embedded in Fp[H ] via the map
ι : Fp −→ Fp[H ]
k 7−→ kδe
There also exists a canonical ring homomorphism going the other way, called
the augmentation. It is the map η : Fp[H ]→ Fp, defined by
η
(∑
h∈H
lhδh
)
=
∑
h∈H
lh ∈ Fp.
The kernel of η is called the augmentation ideal of Fp[H ], denoted by ∆Fp(H).
Indeed, ∆Fp(H) is a free Fp-module generated by the set {−δe + δh ; h ∈ H} and
Fp[H ] = ∆Fp(H)⊕ Fp.
The reader is referred to [21] and [22] for more information of group rings and
their augmentation ideals.
Remark 5.1. By identifying 1 ∈ Fp with δe, we will write −δe + δh ∈ ∆Fp(H)
instead of −1 + δh in this paper.
There is a natural filtration of Fp[H ] as shown below.
Fp[H ] ⊃ ∆Fp(H) ⊃ ∆
2
Fp
(H) ⊃ · · · ⊃ ∆kFp(H) ⊃ ∆
k+1
Fp
(H) ⊃ · · · (41)
By abuse of notation, let ∆0Fp(H) := Fp[H ]. In addition, define
λkp(H) := dimFp ∆
k
Fp
(H)− dimFp ∆
k+1
Fp
(H) = dimFp ∆
k
Fp
(H)/∆k+1Fp (H). (42)
So we have
dimFp ∆
k
Fp
(H) =
∑
j≥k
λjp(H) = |H| −
∑
0≤j≤k−1
λjp(H). (43)
Since H is a finite group, the filtration (41) becomes stable after finitely many
steps. In particular, ∆kFp(H) = {0ˆ} for some k if and only if ∆Fp(H) is nilpotent.
A well known fact ([12, Theorem 9]) says that for any nontrivial group G, the
augmentation ideal of the group ring R[G] over a unital ring R is nilpotent if and
only if G is a finite p-group and p is nilpotent in R.
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6. Appendix-2: Properties of |Ωmp,r|
In the following, we investigate the properties of the family of integers |Ωmp,r|
defined by (20) and compare them with binomial coefficients. These properties
of |Ωmp,r| are useful for the proof of Theorem 1.1 and Theorem 1.2.
First of all, |Ω0p,r| = 1, |Ω
1
p,r| = r for any prime p, and
|Ωmp,1| =
{
1, 0 ≤ m ≤ p− 1;
0, otherwise.
(44)
Moreover, we have the following recursive relation
|Ωmp,r| = |Ω
m
p,r−1|+ |Ω
m−1
p,r−1|+ · · ·+ |Ω
m−(p−1)
p,r−1 |, ∀m ∈ Z. (45)
An easy way to prove this recursive relation is to understand |Ωmp,r| as the
number of different ways of putting m indistinguishable balls into r different
bags where each bag can hold at most p− 1 balls. If there are exactly i balls in
the first bag, then the remaining m − i balls must be put in other r − 1 bags,
which gives the term |Ωm−ip,r−1| on the right hand side of (45).
To see how fast |Ωmp,r| increases with respect to m, let us compare |Ω
m
p,r| with
binomial coefficients. Since the formula (22) of |Ωmp,r| is an alternating sum, it
is not so convenient for our purpose. So we give another way to compute |Ωmp,r|
as follows. Let Θmp,r be the set of all partitions of m into r nonnegative integers
which are no more than p− 1. Each element of Θmp,r can be uniquely represented
by an integral vector
α =
( l0︷ ︸︸ ︷
0, · · · , 0,
l1︷ ︸︸ ︷
n1, · · · , n1,
l2︷ ︸︸ ︷
n2, · · · , n2, · · · ,
ls︷ ︸︸ ︷
ns, · · · , ns
)
∈ Zr≥0, (46)
where l0+l1+· · ·+ls = r, 0 < n1 < n2 < · · · < ns ≤ p−1 and l1n1+· · ·+lsns = m.
Note that l0 could be 0. For convenience, define
Lα := l0! l1! · · · ls!. (47)
There is a natural map ̺ : Ωmp,r → Θ
m
p,r which sends (j1, · · · , jr) ∈ Ω
m
p,r to the
corresponding partition of m in Θmp,r. It is clear that ̺ is surjective and we have
|̺−1(α)| =
r!
Lα
, α ∈ Θmp,r.
=⇒ |Ωmp,r| =
∑
α∈Θmp,r
r!
Lα
. (48)
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Lemma 6.1. For any prime p and any 1 ≤ m ≤ r,
|Ωmp,r|
|Ωm−1p,r |
≥
|Ωm2,r|
|Ωm−12,r |
=
(
r
m
)(
r
m−1
) = r −m+ 1
m
.
Moreover, the equality holds only when p = 2 or m = 1.
Proof. First of all, when 1 ≤ m ≤ r, any element β ∈ Θm−1p,r must have the form
β =
( l0︷ ︸︸ ︷
0, · · · , 0,
l1︷ ︸︸ ︷
n1, · · · , n1,
l2︷ ︸︸ ︷
n2, · · · , n2, · · · ,
ls︷ ︸︸ ︷
ns, · · · , ns
)
with l0 ≥ 1.
This is because l1n1+ · · ·+ lsns = m− 1 implies l1+ · · ·+ ls ≤ m− 1. Then from
l0 + l1 + · · ·+ ls = r, we get
l0 ≥ r − (m− 1) = r −m+ 1 ≥ 1. (49)
This fact allows us to embed Θm−1p,r into Θ
m
p,r by sending β ∈ Θ
m−1
p,r to
β+ ∈ Θmp,r :=
( l0−1︷ ︸︸ ︷
0, · · · , 0, 1,
l1︷ ︸︸ ︷
n1, · · · , n1,
l2︷ ︸︸ ︷
n2, · · · , n2, · · · ,
ls︷ ︸︸ ︷
ns, · · · , ns
)
.
This map is obviously injective. By the definition (47), we have
Lβ+ =
{
(l0 − 1)! (l1 + 1)! l2! · · · ls!, n1 = 1;
(l0 − 1)! l1! l2! · · · ls!, n1 > 1.
=⇒ Lβ+ =
{
l1+1
l0
Lβ, n1 = 1;
1
l0
Lβ, n1 > 1.
r!
Lβ+
=
{
l0
l1+1
· r!
Lβ
, n1 = 1;
l0 ·
r!
Lβ
, n1 > 1.
Then since l0 ≥ r −m+ 1 and 0 ≤ l1 ≤ m− 1, we have l0 ≥
l0
l1+1
≥ r−m+1
m
. So
r!
Lβ+
≥
r −m+ 1
m
·
r!
Lβ
, β ∈ Θm−1p,r , 1 ≤ m ≤ r.
Then by (48), for any 1 ≤ m ≤ r, we get
|Ωmp,r| =
∑
α∈Θmp,r
r!
Lα
≥
∑
β∈Θm−1p,r
r!
Lβ+
≥
∑
β∈Θm−1p,r
r −m+ 1
m
·
r!
Lβ
=
r −m+ 1
m
· |Ωm−1p,r |.
The first “≥” is because {β+ | β ∈ Θm−1p,r } is a subset of Θ
m
p,r. When p = 2, the
lemma is trivial. When p > 2, note that for r ≥ m ≥ 2, the partition (m) ∈ Θmp,r
cannot be written as β+ for any β ∈ Θm−1p,r , which implies {β
+ | β ∈ Θm−1p,r } is
a proper subset of Θmp,r. So |Ω
m
p,r| >
r−m+1
m
· |Ωm−1p,r | for p > 2 and r ≥ m ≥ 2.
And when m = 1, we clearly have |Ωmp,r| =
r−m+1
m
· |Ωm−1p,r | = r. So the lemma is
proved. 
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