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FULL QUIVERS OF REPRESENTATIONS OF ALGEBRAS
ALEXEI BELOV-KANEL, LOUIS H. ROWEN, AND UZI VISHNE
Abstract. We introduce the notion of the full quiver of a representation of an al-
gebra, which is a cover of the (classical) quiver, but which captures properties of
the representation itself. Gluing of vertices and of arrows enables one to study subtle
combinatorial aspects of algebras which are lost in the classical quiver. Full quivers of
representations apply especially well to Zariski closed algebras, which have properties
very like those of finite dimensional algebras over fields. By choosing the represen-
tation appropriately, one can restrict the gluing to two main types: Frobenius (along
the diagonal) and, more generally proportional Frobenius gluing (above the diagonal),
and our main result is that any representable algebra has a faithful representation
described completely by such a full quiver. Further reductions are considered, which
bear on the polynomial identities.
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1. Introduction
This paper is part of an ongoing project, elaborating [3], [6], to lay a firm foundation
for Belov’s positive solution for Specht’s problem for affine algebras with polynomial
identity (PI-algebras) in characteristic p > 0; cf. [3]. Briefly, two algebras are called PI-
equivalent if they satisfy the same PIs, and the major question in PI-theory is to classify
PI-equivalence classes of algebras, thereby classifying varieties. The first question in
this direction is Specht’s problem, which asks whether every variety is determined by
a finite set of PIs. Kemer [20], [21] solved Specht’s problem in characteristic 0 for
arbitrary algebras, although Specht’s problem has counterexamples in characteristic p,
cf. [2], [16]. One of Kemer’s main results was that every affine PI-algebra over an infi-
nite field is PI-equivalent to a finite dimensional (f.d.) algebra, and thus combinatoric
properties of finite dimensional algebras could be used to finish the solution of Kemer’s
problem in this case.
In general, we recall [7, pp. 28ff.] that an algebra A over an integral domain C is
representable if it can be embedded as a C-subalgebra of Mn(K) for a suitable field
K ⊃ C (which can be much larger than C). Besides their intrinsic importance in many
aspects of algebra, representable algebras obviously satisfy the PIs of n× n matrices,
and are the major examples of PI-rings. One of Kemer’s theorems states that, over an
arbitrary infinite field, every relatively free affine PI-algebra is representable, and thus
every variety of PI-algebras contains a representable algebra.
Since the situation for affine PI-algebras over arbitrary fields is more complicated,
one is led to search representation theory for useful tools. Ever since the pioneering
works of Gabriel [13] and Bernsˇte˘ın-Gelfand-Ponomarev [12], one of the most important
such tools has been the quiver of a finite dimensional algebra.
One major difficulty which arises immediately is that quivers are most easily applied
to algebras over algebraically closed fields. Serious complications arise for algebras over
finite fields. For example, let Fq denote the field of q elements, where q is a power of the
prime number p. Whereas over an infinite field, any affine PI-algebra is PI-equivalent
to a f.d. algebra, this assertion fails for PI-algebras over the finite field F = Fq, as
exemplified by the algebra
(
F F [λ]
0 F [λ]
)
.
In this way, we are led to consider a more detailed combinatoric object, the full
quiver of a representation of an algebra, which turns out to be a cover of the usual
quiver. Although much of the theory can be formulated for algebras over arbitrary
commutative affine rings, we limit our attention mostly to algebras over an (arbitrary)
field R.
We focus on Zariski closed algebras, described in [9] and reviewed below. All
f.d. algebras are Zariski closed, and Zariski closed algebras satisfy the basic structure
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theorems that Wedderburn proved for f.d. algebras. In particular, the radical J of
a Zariski closed algebra A is nilpotent, and one can write A = S ⊕ J where S is a
semisimple subalgebra of A. The vertices of the full quiver of a representation of A
correspond to the diagonal blocks arising from simple components of the semisimple
part S, whereas the arrows correspond to linear functions between diagonal blocks,
and come from the radical J .
As noted in [9, Lemma 3.18], any algebra is PI-equivalent to its Zariski closure. Thus,
the PI classification problem reduces to classifying Zariski closed algebras of relatively
free algebras in terms of PIs. In this paper we study full quivers of representations,
with special attention to finding the quiver having the best form; our interest lies in
how the full quiver describes the interaction between the radical of an algebra and the
semisimple part. The applications to PI-theory are given in [10].
Our study of full quivers is based on the structure of Zariski closed algebras. In [9] we
showed that any Zariski closed F -subalgebra A of Mn(K) (where K is an algebraically
closed field containing F ) has aWedderburn decomposition in which it is a direct sum of
the radical and the semisimple part; furthermore, A can be represented in Wedderburn
block form, in which diagonal blocks comprise the semisimple part, and the radical
embeds above the diagonal (see Definition 2.10), with certain identifications of the
blocks which we call gluing. Gluing occurs separately for the diagonal (semisimple)
and the off-diagonal (radical) components.
Diagonal gluing is very easily described, since any identification of diagonal blocks
can be viewed as an isomorphism of matrix algebras, which in turn is described in terms
of an isomorphism of their fields of scalars. But the automorphisms of finite fields are
given by powers of the Frobenius map a 7→ ap, where p is the characteristic, so all
diagonal gluing can be described in terms of Frobenius gluing of the diagonal blocks,
as illustrated in the following example: When char(F ) = p, we have the Frobenius
automorphism α 7→ αp
u
of F , and one can construct the algebra
{(
αp
u
∗
0 α
)
: α ∈ F
}
(which satisfies the PI x[y, z]− [y, z]xp
u
). We also call pu the Frobenius twist in the
gluing. When u = 0, i.e., when this automorphism is the identity, we say there is no
Frobenius twist, and call the gluing identical gluing. [9, Theorem 5.14] (given below as
Theorem 2.12) describes all gluing along the diagonal blocks.
Thus, our theory reduces to the description of the blocks above the diagonal, in
terms of the full quiver. Our overall objective in this paper is to use the full quiver
to determine various properties of the underlying algebras, especially the interaction
between the semisimple part and the radical. This task is fairly easy when the quiver
is straightforward enough. The simplest kind of quiver, consisting of a single arrow
and called an elementary quiver, already displays such interactions.
There also can be gluing above the diagonal, i.e., among arrows, which gives rise to
relations among the radical elements. We call this off-diagonal gluing. Off-diagonal
gluing of two arrows entails gluing of their initial vertices and terminal vertices. For
example, one can have identical off-diagonal gluing of two arrows whose initial vertices
have Frobenius gluing on the diagonal; this indicates an identification of components
via a Frobenius automorphism of the underlying field.
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A certain kind of gluing, called compression, enables us to shrink the size of the
representation, at the expense of replacing the base field F by an F -algebra with
nilpotent elements, which we call infinitesimals.
Another kind of (off-diagonal) gluing is called Frobenius proportional, by which we
mean that gluing between two radical components is by means of some scalar multiple
(perhaps involving a Frobenius automorphism of the initial or terminal vertices of the
arrows). If these Frobenius automorphisms are trivial, we define the gluing to be
purely proportional. But one could also have other sorts of gluing which are much
more complicated and very difficult to describe. Different representations of the same
algebra will produce different full quivers, which on the one hand leads to ambiguity,
but also permits us to change the representation to obtain a quiver of better form.
The main goal of this paper is to obtain the full quiver in the best form. Since the
Frobenius twist only occurs for F finite, our theory becomes much easier over infinite
fields. To obtain the sharpest possible results, we must limit our attention to the full
quiver of relatively free algebras. Towards this end, we have the following theorems:
Theorem 1.1 (cf. Theorem 6.8). The Zariski closure of any representable affine PI-
algebra over an infinite field has a representation and full quiver all of whose polynomial
relations are consequences of proportional gluing.
Theorem 1.2 (cf. Theorem 6.10). Any relatively free affine PI-algebra over an infi-
nite field has a representation whose quiver has no double edges (between two adjacent
vertices) in the full quiver. More generally, any two branches between two vertices are
proportionally permuted (see Definition 5.15).
Theorem 1.3 (cf. Theorem 6.12). Any relatively free affine PI-algebra has a represen-
tation for whose full quiver all gluing is Frobenius proportional.
We stress that all the polynomial relations of an algebra are consequences of gluing
relations of its full quiver. (For example, in Theorem 6.8 they must be consequences of
proportional gluing). Due to interactions of quiver branches for finite fields, in order
to obtain the sharpest reformulation of Theorem refpropglurel1, we need to introduce
gradings in the forthcoming paper [10].
In the appendix, we introduce the notion of pseudo-quivers, to prove the following
result:
Theorem 1.4 (cf. Theorem 7.18). Any Zariski closed algebra has a representation for
whose full quiver the maximal length of the branches equals the index of nilpotence of
the radical minus 1.
A maximal path in the full quiver is called a branch. Gluing between branches is
called total if for each arrow in one branch there is an arrow of the other branch,
glued proportionally to it. One candidate for the best form of a full quiver is called
indecomposable, cf. Definition 7.4.
In a subsequent paper [10], we discuss canonization theorems for full quivers (as
well as pseudo-quivers) and apply this theory towards the classification of varieties of
PI-algebras, stressing the role of pseudo-quivers. This paper contains the part of the
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theory concerning the representations of algebras; in [10] we introduce techniques of
evaluating polynomials by means of the full quivers, thereby enabling us to further
improve full quivers of relatively free algebras.
This theory thereby enables us to obtain clearer proofs of some results about varieties
of PI-rings and also to motivate and unify several interesting examples in PI-theory.
One specific application in [10]: We define a parametric set of identities of an
algebra R to be a set of identities of the form{∑
ξjfj : ξj ∈ F
}
,
where the fj are homogeneous polynomials that are not identities of R.
Branches in the quiver, together with gluing, often define a parametric set of PIs,
although these identities are not always definable over the base field F but sometimes
require passing to a transcendental field extension of F . Other identities arise from
gluing among different paths of the canonical quiver.
In another direction, one can use quivers to study ring-theoretic properties of rela-
tively free PI-algebras; for example, in [10] we prove the following result:
Theorem. A relatively free affine algebra A is weakly Noetherian iff it has a faithful
representation for which each connected component of the full quiver consists of a single
arrow, with each vertex having matrix degree at most 1.
2. Review of Zariski closed algebras
In this section we review Zariski closed algebras, studied in [9], which form the
foundation for the study of representable PI-rings. Suppose F ⊆K is an algebraically
closed field. Let ρ :A→ Mn(K) be a representation of a ring A. The Zariski closure
ρ(A)cl is the closure of ρ(A) with respect to the Zariski topology of Mn(K).
This definition clearly depends on the choice of the representation ρ. Nevertheless,
abusing language slightly, we assume that ρ is a faithful representation, taken as given,
and thus we view the ring A as contained in Mn(K); we call ρ(A)
cl the Zariski closure
of A, denoted as Acl. For convenience, we assume that our representable ring A is an
F -algebra.
Lemma 2.1. The radical J of the Zariski closure of any affine PI-algebra A0 is nilpo-
tent.
Proof. Let J0 be the radical of A0. By the Braun-Kemer-Razmyslov theorem, J
ℓ
0 = 0
for some ℓ. Hence x1 · · ·xℓ is an identity of J0, and thus of its Zariski closure, which
is J by [9, Proposition 3.21]. In other words, J ℓ = 0. 
Since any K-subalgebra of Mn(K) is Zariski closed, we can take the Zariski closure
of A in any K-subalgebra B ⊆ Mn(K) that contains ρ(A). In particular, we can take
B to be the linear closure KA, the K-subspace of Mn(K) spanned by A.
When F is infinite, the Zariski closure is just the linear closure. Thus, our special
interest in the Zariski closure is for algebras over finite fields. As shown in [9], Zariski
closed algebras satisfy many of the structural properties of finite dimensional algebras
over algebraically closed fields.
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Remark 2.2. By [9, Proposition 3.20], we may assume that every ideal of B = KA
intersects A nontrivially. These assumptions are implicit in the rest of the text. This
ties the structure of A to the structure of B.
Viewing A ⊆ B explicitly as in Remark 2.2, we fix a base v1, . . . , vm of B over K,
where each vi ∈ A. Although A need not be a K-algebra, every element of A is written
as α1v1 + · · ·+ αmvm for suitable αi ∈ K. In order to study the coefficients, we study
their set poly(A) of polynomial relations, which are defined as those polynomials
f ∈ K[λ1, . . . , λm] such that f(α1, . . . , αm) = 0 for every α1v1 + · · · + αmvm ∈ A. In
particular, polynomial relations must have constant term 0. One advantage of this
point of view is that an algebra is Zariski closed if and only if its polynomial relations
serve as its defining relations. On the other hand, linear transformations are continuous
in the Zariski topology, implying that the Zariski closure is independent of the choice
of base of B.
One well-known connection to PI-theory is that, when we designate a given base B,
any PI of the algebra A can be viewed as a set of polynomial relations in the coefficients
of the elements of A, written in terms of the base B; cf. [9, Proposition 3.17]. Hence
the Zariski closure Acl of A is an algebra, which is PI-equivalent to A, and we usually
take our algebra A to be Zariski closed.
Example 2.3.
(i) The Zariski closed F -subalgebras of an algebraically closed field K are precisely
the finite intermediate subfields F ⊆F1 of K, as well as K itself. Indeed, any infinite
field cannot have nontrivial polynomial relations, and a finite field F1 of q elements
satisfies the polynomial identity λq1−λ1. But F1
cl must also satisfy the identity λq1−λ1
and thus have at most q elements; hence, F1
cl = F1.
(ii) Other examples of commutative Zariski closed subalgebras of Mn(K) include
 α β γ0 α β
0 0 α
 : α, β, γ ∈ K
 ∼= K[λ]/〈λ3〉.
The starting point in the representation theory of finite dimensional algebras may
well be Wedderburn’s Principal Theorem.
Theorem 2.4 (Wedderburn’s Principal Theorem). If A is a f.d. algebra over an al-
gebraically closed field K, then A has a Wedderburn decomposition A = S ⊕ J, where
J = Rad(A) and S ∼= A/J is a subalgebra of A that is a direct sum of matrix algebras
over K.
The following theorem, parallel to Wedderburn’s principal theorem, gives us the
basic structure of Zariski closed algebras over arbitrary fields.
Theorem 2.5 (First Representation Theorem, [9, Theorem 3.33]). Let A be a repre-
sentable F -algebra. If A = Acl, then A has a Wedderburn decomposition A = S ⊕ J ,
where J = Rad(A) and S ∼= A/J is a subalgebra of A that is isomorphic to a direct
sum of matrix algebras over fields (which are closed F -subfields of K).
Thus, the basic question in studying these algebras is determining how the radical J
interacts with the semisimple part S ∼= A/J .
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2.1. Polynomial relations of Zariski closed algebras. We review some of the
results about polynomial relations of Zariski closed algebras proved in [9].
Definition 2.6. A polynomial of the form
∑m
i=1
∑
j≥1 cijλ
qij
i is called a q-polynomial,
if each qij is a q-power with q = |F |, where we take q = 1 if F is infinite.
In [19], [23], [26] it is shown that every additively closed subvariety of affine spaces
is given by a system of equations each of which is a q-polynomial. In other words, we
have the following assertion, which also can be seen by combining Proposition 4.7 and
Theorem 4.10 of [9]:
Corollary 2.7. poly(A) is a finitely generated F [φ]-module (where φ is the Frobenius
map λi 7→ λ
q
i ). It has a finite set of defining relations, and every polynomial relation
is a consequence of these.
Definition 2.8. A polynomial relation is of F -Frobenius type if it has one of the
following three forms, where q is as in the previous definition:
(i) λi = 0,
(ii) λi = λ
s
i , where s is a q-power, or
(iii) λi = λ
s
j, j 6= i, where s is a q-power.
We quote [9, Theorem 4.15]:
Theorem 2.9. Suppose A is a commutative, semiprime Zariski closed F -subalgebra of
a finite dimensional commutative K-algebra B. Then poly(A) is generated by finitely
many polynomial relations of F -Frobenius type.
This theorem is applicable to the center of A, since the center of a Zariski closed
algebra is Zariski closed, by [9, Lemma 3.28]. The next step is to use this description
to build a suitable representation of A. For this, we also recall (and slightly generalize)
a definition from [9].
Definition 2.10. Let F ⊆K be commutative Noetherian rings. Suppose A is a K-
algebra with an ideal J0⊆ Jac(A) (the radical of A), such that
A/J0 = A1 × · · · ×Ak ∼= Mn1(F1)× · · · ×Mnt(Fk),
for subrings F ⊆ Fu ⊆ K.
We say that a representation ρ : A → Mn(K) is in Wedderburn block form if,
for suitable s1, . . . , sk ≥ 1, the diagonal of Mn(K) is contained in s1 + · · ·+ sk disjoint
diagonal blocks A
(1)
u , . . . , A
(su)
u (u = 1, . . . , k), satisfying the following properties:
• For each u, A
(i)
u has size nu × nu for each i, and is isomorphic to Au.
• n =
∑
u sunu;
• The given representation ρ restricts to an embedding ρu : Au → A
(1)
u ×· · ·×A
(su)
u ;
• The ensuing composite of ρu with the projection onto the i component yields an
isomorphism ρ
(i)
u : Au → A
(i)
u for each i;
• ρ embeds J into the sum of the strictly upper triangular blocks (above the diag-
onal blocks).
For each u, the blocks A
(1)
u , . . . , A
(su)
u are said to be diagonally glued.
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We usually assume that F is a field whose algebraic closure is K, and in this case
J0 = Jac(A).
Thus, each of A
(1)
u , . . . , A
(su)
u has center isomorphic to Fu. Using idempotents, when
A is Zariski closed (with F ⊆ K fields) we can apply Example 2.3 to conclude that the
Fu are either finite or equal to K. If Fu is finite, we say that the corresponding blocks
have finite type.
For example, suppose F = Fq. Then
A =

 α 0 γ0 β δ
0 0 βq
 : α, γ, δ ∈ K, β ∈ Fq2

is a Zariski closed F -subalgebra of M3(K), defined by the polynomial relations λ12 =
λ21 = λ31 = λ32 = 0 and λ33− λ
q
22 = λ33− λ
q2
33 = 0. (The last two polynomial relations
formally imply the polynomial relation λ22 − λ
q2
22 = 0.) In this case A/J
∼= K ⊕ Fq2,
where the second component, which is finite, embeds via β 7→ (β, βq), thus gluing
the e22 and e33 entries.
Here is an easy but important special case.
Remark 2.11. Assume A ∼= A1 × · · · × Ak is semisimple; i.e., J = 0. Then the
only Wedderburn blocks are along the diagonal. Any representation of A restricts to
a representation of the center, whose polynomial relations have already been described
in Theorem 2.9. These polynomial relations extend to the respective entries of the
matrix algebra components, so we conclude that all gluing is diagonal, and is either
identical gluing or Frobenius gluing.
For arbitrary Zariski closed algebras, we start with Remark 2.11, since the semisimple
part is a subalgebra, but also may have J 6= 0, in which case we also need to contend
with blocks above the diagonal. The following result from [9, Theorem 5.14] describes
the relations on the diagonal.
Theorem 2.12. Suppose A ⊆ Mn(K) is a Zariski closed algebra, with
A/J = A1 × · · · ×Ak,
a direct product of k simple components. Then we can choose the matrix units ofMn(K)
in such a way that A has Wedderburn block form, and all identifications among the
diagonal blocks are Frobenius gluing.
Recalling the linear closure B = KA, we write the diagonal components of B as
B1, B2, . . . , Bℓ (taken inMn(K)). Letting er denote the unit element for the component
Br, for 1 ≤ r ≤ ℓ, we have Br = erBer; we also write Br,r′ for erBer′ . (Thus, Br,r = Br.)
Then
B =
k⊕
r,r′=1
Br,r′.
We carry this notation throughout.
The relations above the diagonal are subtler. It is particularly useful to describe the
Wedderburn block form in terms of polynomial relations. Taking the matrix units as a
base for Mn(K), the relations module poly(A) of A in Wedderburn block form can be
decomposed as a direct sum, in accordance with the decomposition A = S ⊕ J . Thus
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A is defined by three classes of relations on the components Ar,r′ = A ∩ Br,r′: (Here
we write Ar for the block Ar,r; this would correspond to some A
(i)
u in the notation of
Definition 2.10.)
(1) λij = 0 for i > j (which says that all entries below the diagonal blocks are 0).
(2) Relations of the form λij = λ
qt
i′j′, where (i, j) and (i
′, j′) are in the same relative
position in glued blocks; we call this Frobenius gluing of exponent t. When
diagonal blocks Ar and Ar′ have Frobenius gluing of exponent t, we write t =
exp(Ar,r′), and call it the relative Frobenius exponent. We permit t = 0; in
fact we must have t = 0 when the base field F is infinite. For F finite, exp(Ar,r′)
is only well defined modulo the dimension of Fr = Fr′ over F
(3) Other relations link components above the diagonal blocks by means of q-
polynomials.
Note 2.13. Occasionally, we want to deal with algebras without 1, so let us consider
this case briefly. Any finite dimensional algebra B without 1 has a maximal set of
orthogonal primitive idempotents {e1, . . . , ek}, whose sum we denote as e. We formally
define the operator e0 by e0b = b− eb and be0 = b− be. Clearly the operator e0 is idem-
potent, and e0b = 0 iff b ∈ eR. B0,0 = e0Be0 must be nilpotent, since otherwise it would
contain a nonzero idempotent of B, contrary to hypothesis. Strictly speaking, B0 may
be composed of several nilpotent blocks, as in the example B =


0 ∗ 0 0
0 0 0 0
0 0 0 ∗
0 0 0 0

.
Using this Peirce decomposition, one can obtain a corresponding Wedderburn block
decomposition, but where one of the diagonal blocks is B0,0. The zero block can have
arbitrary dimension.
For example, when B is nilpotent, the idempotent e = 0 and e0 is the identity operator
and e0Be0 = B. For B =

 0 0 ∗0 0 ∗
0 0 ∗
, the block B0 is a 2× 2 zero block.
We would like to focus on one particular kind of gluing of non-diagonal blocks.
Definition 2.14. Proportional Frobenius gluing is the situation in which, for
suitable powers q, q′ of p, the q power of the entries in Br′,s′ each are ν times the q
′ power
of the respective entries in Br,s. When q, q
′ = 1, this is merely called proportional
gluing. When moreover ν = 1, we say that the component has identical gluing.
Note that proportional Frobenius gluing is transitive. Other relations of class (3)
often are far more complicated to describe than those of class (1) and (2). Fortunately,
we may bypass them, as we shall see.
Definition 2.15. We define the glue equivalence relation on the diagonal blocks,
by saying Br ∼ Br′ when these two diagonal blocks are glued. Thus, for k as in Defini-
tion 2.10, there are k equivalence classes of glued diagonal blocks, which we call glued
components.
Remark 2.16. The relative Frobenius exponents are used to define equivalence rela-
tions on vectors of glued indices, as follows: Let Tu denote the set of those indices
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r ∈ {1, . . . , n} such that the diagonal block Br belongs to the u glued component. For
every 1 ≤ r, s ≤ k, we let Tu,v = {(r, s) ∈ Tu × Tv : r ≤ s}, and define an equivalence
relation on Tu,v by setting (r, s) ∼ (r
′, s′) iff exp(Br,r′) ≡ exp(Bs,s′) modulo gcd(tr, ts),
where tr is the dimension of Cent(Br).
(Formally we have a partial matrix (ℓrs), defined when Br and Bs are glued, such
that ℓrr = ℓss is the dimension of Fr over F , and ℓrt = ℓrs + ℓst (mod ℓrrZ) if Br, Bs
and Bt are glued.)
2.2. The role of Peirce decompositions.
Remark 2.17. One of the primary tools in the analysis of a Zariski closed algebra A
is the Peirce decomposition, which we use here at three levels.
• We start with the Peirce decomposition of A. The gluing equivalence does not
recapture the Wedderburn principal decomposition of Theorem 2.5; in Example
2.3, all the er are glued, and their sum is the unit element 1. In general, a local
algebra has no idempotents, so we cannot extract its semisimple part from its
Peirce decomposition!
• The next refinement is the Peirce decomposition of the linear closure B = KA.
We call this the sub-Peirce decomposition of A. Note that non-identity
Frobenius gluing in A becomes “unglued” in B, when viewed as an algebra over
the infinite field K.
• Finally, each idempotent e of B corresponds to a glued component, and we can
write e as a sum of unit elements of the glued blocks of this component. This is
the finest Peirce decomposition with which we work.
(Other decompositions which come up, especially in the proof of Theorem 6.12, arise
from Frobenius gluing, and from algebraic group decompositions.)
Remark 2.18. The Peirce decomposition of an algebra A can be viewed structurally,
in terms of decomposing A =
∑
Aei as a direct sum of projective modules; then
A ≈ EndAA = EndA
(∑
Aei
)
∼=
⊕
HomA(Aei, Aej) ∼=
⊕
eiAej .
Since A ⊂ B ⊂ Mn(K) in Remark 2.17, this observation can be applied to A as a
subalgebra of any of these three algebras, and A∩Hom(Mn(K)ei,Mn(K)ej) is contained
in the direct sum of suitable Wedderburn blocks. Note that each Wedderburn block is
an Mni(Fi)-Mnj (Fj)-bimodule in general.
Example 2.19. We can recover the decomposition A = S⊕J of Theorem 2.5 from the
intersection of A with the Wedderburn block components of B = KA. In other words,
matching components yields
S = (
⊕
erBer) ∩ A = (
⊕
erAer) ∩A;
J = (
⊕
r<s
erBes) ∩A = (
⊕
r<s
erAes) ∩ A.
3. Full quivers of representations
We now turn to our main objective, which is to describe representations of algebras in
terms of quivers (i.e., directed graphs). First we review the classical theory of quivers;
an accessible reference is [1]. Then we introduce our more detailed version, called the
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full quiver of a representation, whose description relies on Frobenius gluing, and
give some examples of how one builds the full quiver from a specific algebra.
In the subsequent sections we study full quivers in increasing complexity, starting
with single vertices and then single arrows (which we call elementary quivers) and next
branches, with the aim of interpreting properties of Zariski closed algebras in terms
of their full quivers of representations. In the subsequent paper, [10], we distinguish
among different kinds of full quivers by means of PIs.
3.1. Review of classical quivers.
Definition 3.1. Suppose {e1, . . . , et} is a 1-sum set of orthogonal primitive idempotents
of a finite dimensional algebra A over a field F . The (classical) quiver of A is the
graph whose vertices are {e1, . . . , et} and whose arrows from ei to ej have multiplicities
[eiRad(A)ej :F ].
The quiver is independent of the choice of {e1, . . . , et}, in view of the well-known
identification of eAe with HomA(Ae,Ae) and the Krull-Schmidt Theorem.
Example 3.2. (i) A = F [x]/〈x2〉 The quiver is the loop:
•77 (1)
(ii) A = F [x]/〈x3〉. The quiver is the double loop:
77::• (2)
(iii) A =
{(
∗ ∗
0 ∗
)}
⊂ M2(F ). The quiver is the graph comprised of a single
arrow connecting two vertices:
• //•
When considering quivers, one usually passes to A/J2, where J is the radical of A;
then there is the celebrated correspondence between indecomposable modules and
Dynkin diagrams, [12], [13], [17], [18]. Of course, in passing to A/J2 one forfeits
much of the combinatoric structure involving the radical.
Also, one customarily considers the “basic algebra” EndA P Morita equivalent to A,
for a suitable projective module P . These reduced classical quivers, although a pow-
erful tool in much of representation theory, do not help us very much in combinatoric
questions such as determining PIs of an algebra.
3.2. Definition of the full quiver. Having established the notion of Zariski closed
algebras, we would like to study their structure through the techniques of represen-
tations of finite dimensional algebras, by refining the notion of quiver from Defini-
tion 3.1. Since we want to study Zariski closed algebras, and these are defined in terms
of representations, we need our notion of quiver to be compatible with the particular
representation.
Since Zariski closed algebras are semilocal, i.e., S = A/J is semisimple and J is
nilpotent, let us begin in the somewhat greater generality of semilocal rings. Writing
S =
∏k
i=1Mni(Di), where Di are division rings with multiplicative unit e¯i, we can lift
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the orthogonal idempotents e¯1, . . . , e¯k to a set of orthogonal idempotents e1, . . . , ek of A
whose sum is 1.
The fact that A = S ⊕ J enables us to start with the quiver of S as a sub-quiver
of that of A. We treat these parts in different ways. The loops of the classical quiver
could be viewed as ring injections inside S, which in turn could be broken down into
homomorphisms Di → Di′, and the arrows that are not loops are separated to arrows
each of multiplicity 1.
Unfortunately, it can be quite difficult to describe all homomorphisms between two
given division rings. But in the case under consideration, of a Zariski closed F -
subalgebra A of Mn(K), the center of each Di is either a finite field or an algebraically
closed field, so each Di is a field. Thus, our injections are either the identity map or
are given by powers of Frobenius homomorphisms a 7→ ap. In light of Definition 2.10,
which involves partitioning the blocks into glued components, our representation is
determined by the following:
Definition 3.3. Suppose we are given a representation ρ :A → Mn(K), where A is
Zariski closed and ρ(A) is in Wedderburn block form, with the blocks B1, . . . , Bℓ along
the diagonal.
(1) The full quiver of the representation ρ (of A) is a directed graph on k ver-
tices corresponding to the diagonal blocks Br, 1 ≤ r ≤ ℓ. Each vertex is labelled
with a roman numeral i (taking the values I, II etc.); vertices corresponding
to glued diagonal blocks are labelled with the same roman numeral. The label
• denotes a vertex which is not glued. In an algebra without unit, the label ◦
indicates a zero diagonal block.
(2) Each vertex is assigned a pair of subscripts (nr, tr), written as •nr(tr), where
|Fr| = |F |
tr . The first subscript nr is the degree of the corresponding ma-
trix algebra Br = Mnr(Fr), and is called the matrix degree of the vertex;∑k
r=1 nr = n. We may suppress the first subscript when nr = 1.
(3) When Fr = Cent(Br) is a finite field, the second subscript tr denotes that the
cardinality of Fr is |F |
tr ; i.e., [Fr : F ] = tr. In this case the vertex is called
finite. Otherwise, the second subscript is left out, which indicates that Fr = K;
then the vertex is called infinite. (When A is Zariski closed, Fr is either finite
or equal to K as explained above).
We simplify the notation a bit, by means of the observation that glued diagonal
blocks must have the same pairs of subscripts, so we only notate this for the first
block in a given glued diagonal component.
(4) When F is a finite field, say of order q, superscripts u ≤ t indicate the power φu
of the Frobenius homomorphism φ :x 7→ xq; the notation I(u) and I(ℓ
′) indicates
blocks belonging to the same glued component, with the identification given by
φu
′−u. The index u′ − u is well-defined modulo the corresponding dimension tr
of Fr over F . Absence of superscripts should be read as u = u
′ = 0; namely,
identity gluing.
(5) The full quiver has an arrow (i.e., a directed edge) from ir to is iff erρ(A)es 6=
0, where er, es are the idempotents corresponding to the vertices. Loops are
omitted. Arrows with identical gluing are labelled with the same Greek letter.
(6) Proportional off-diagonal gluing (in other words, the entries in Br′,s′ each are
ν times the respective entries in Br,s) is indicated by writing some Greek letter
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(say α) for the arrow from the r vertex to the s vertex, and writing να for the
arrow from the r′ vertex to the s′ vertex.
Proportional Frobenius gluing is indicated by writing αq
u
for the arrow from
the r vertex to the s vertex, and writing ναq
u′
for the arrow from the r′ vertex
to the s′ vertex. (We do not write ν when ν = 1.)
Since the representation is upper diagonal, there can be no cycles. In Theorem 6.8
we show when F is infinite that the representation can be chosen so that its full quiver
has only proportional gluing.
Remark 3.4. Conversely, there is an algebra (provided with a representation) corre-
sponding to any full quiver, which can be constructed using path algebras.
Remark 3.5. Any gluing applies in the same way to each entry in the matrix com-
ponents (and thus corresponds to a direct sum of projective modules). Thus, shrinking
the size of all blocks in a glued component to 1 yields a Morita equivalent algebra.
Remark 3.6. For any algebra A = A1 × · · · ×At, taking the representation of A that
is the direct sum of the representations of the Ai, we see that the full quiver of this
representation is the disjoint union of the full quivers of the representations of the Ai.
We call an algebra indecomposable if it cannot be written as a direct sum of proper
subalgebras. Thus, when there is no gluing, the full quiver of a representation is con-
nected (as an undirected graph) iff the corresponding algebra is indecomposable.
We say that two connected components of the full quiver are glued if they have some
glued vertices. For example, the full quiver
I→II, II→III
is disconnected, but its components are glued by the vertices labeled II. Extending this
relation via transitivity, we see that any representation factors into a direct product of
its glue-connected components; consequently, we focus on glue-connected full quivers.
Example 3.7. An algebra may have different representations in Wedderburn block
form, of the same dimension, which are not conjugate to each other. At times, this
phenomenon is related to arrows between glued vertices, as illustrated by the two rep-
resentations below.
I //
&&LL
LL
LL
LL II
I II
;
I // II
I // II
Proposition 3.8. If Γ is the full quiver of a representation of an algebra A, then the
full quiver Γ′ obtained by reversing all arrows in Γ is the full quiver of the representation
of the opposite algebra Aop.
Proof. Γ′ could be viewed as the full quiver of the transpose of the representation
(where we permit blocks beneath the diagonal, rather than above it), and this is a
transpose representation of A, which is isomorphic to the opposite algebra of A. 
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3.3. Primitive and imprimitive arrows. We streamline the full quiver a bit, to
ease the notation.
Definition 3.9. An arrow i→j is called primitive if there is no k such that there
exist arrows i→k and k→j. We erase all non-primitive arrows involved in unglued
vertices, since these are formal consequences of the primitive arrows, corresponding to
the product of the corresponding respective elements of the algebra. Thus, we write
I → II → III or • → • → •
for the full quiver of the algebra of upper triangular 3×3 matrices, although technically
there should be an arrow from I to III. (Gluing of arrows can upset this reasoning,
as indicated in Example 5.13 below; therefore glued non-primitive arrows will not be
erased).
Example 3.10. (1) The algebra
A =


α ∗ ∗ ∗
0 β γ ∗
0 0 α ∗
0 0 0 βq
 : α ∈ M2(Fq3), β ∈ K, γ ∈ M1,2(K)

over F = Fq, where K ⊇ Fq3, has the following full quiver:
I2(3) //
)) ((
II1(K) 33γ // I2(3) // II(1) (3)
or just the path
I2(3) // II // I // II(1) , (4)
in view of our short-hand conventions and erasing the non-primitive arrows.
The representation written out in full, in M6(K), is

α11 α12 ∗ ∗ ∗ ∗
α21 α22 ∗ ∗ ∗ ∗
0 0 β γ1 γ2 ∗
0 0 0 α11 α12 ∗
0 0 0 α11 α12 ∗
0 0 0 0 0 βq
 : αi,j, β, γi ∈ K

.
(2) In contrast, the full quiver
I2(3) //
))
II 44I // II(1) (5)
represents the algebra having all the relations of A, as well as the extra relation
γ1 = γ2 = 0, namely

α11 α12 ∗ ∗ ∗ ∗
α21 α22 ∗ ∗ ∗ ∗
0 0 β 0 0 ∗
0 0 0 α11 α12 ∗
0 0 0 α11 α12 ∗
0 0 0 0 0 βq
 : αi,j, β ∈ K

.
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(This is seen most easily by erasing the middle straight arrow in (3); now two
of the curved arrows become primitive, so must be retained on notating the full
quiver.)
3.4. Proportional Frobenius gluing (of arrows). Like vertices, arrows correspond
to matrix blocks defined over K, and are said to be of finite type if they can be defined
over a finite subfield of K; otherwise they are said to be of infinite type. As with
vertices, the complications in gluing arise for arrows of finite type.
Proposition 3.11. If Γ is the full quiver of a representation of an algebra A, and
if two primitive arrows in Γ are proportionally Frobenius glued with respect to qℓ, qℓ
′
in Definition 3.3.(6), then their respective vertices are glued with the same Frobenius
twist.
Proof. Suppose that for some constant ν ∈ K we have br′,s′ = νbr′′,s′′ for every a =∑
r,s br,s ∈ A, where br,s ∈ Br,s. Since the diagonal blocks of the representation each are
simple algebras, we may assume that br,r ∈ Fr. If the algebra A contains an element aˆ
whose diagonal component is
∑
bˆrer, again assuming that bˆr ∈ Fr, we can normalize
to assume br′,r′ = bˆr′ . But A also contains aˆa =
∑
r,s bˆrbr,s, so taking aˆa− a
2, we note
that the (r′, s′) coefficient is 0 whereas the (r′′, s′′) coefficient is nonzero, and we have
“unglued” the r′′, s′′ block from the r′, s′ block unless bˆr′′ = br′.
The same argument holds for the second entry, when we fix r and let s vary. 
Remark 3.12. The same argument of “ungluing” yields somewhat more precise in-
formation. Namely, notation as in Remark 2.16, shows that the block corresponding
to the primitive arrow must belong to a field extension L of the field of order qgcd(tr ,ts),
hence |L| = qc·gcd(tr ,ts) for some c or L = K is infinite.
Furthermore, the Frobenius twist of the arrows must equal q(ℓ
′−ℓ)+m·gcd(tr ,ts) for somem,
since otherwise multiplying by a diagonal component would “unglue” the arrows.
3.5. Synopsis of the full quiver. To summarize, the full quiver of A⊆Mn(K) is a
graph without cycles which displays the following information:
(1) A vertex for each of the ℓ diagonal blocks, recording diagonal gluing;
(2) For each glued component i: the size ni of its blocks, and the order q
ui of the
underlying field (which is K or a finite extension of F , when the latter is finite);
(3) The identifications arising from Frobenius gluing along the diagonal;
(4) An arrow (directed edge) r→s connecting the r, s vertices, for r < s, iff the
block Br,s 6= 0. Only primitive arrows are notated, as well as glued imprimitive
arrows;
(5) The identifications arising from proportional Frobenius gluing above the diag-
onal.
3.6. The full quiver covers the classical quiver. Let us see how the full quiver
covers the classical quiver, while providing more combinatoric information about the
algebra.
Remark 3.13. One can interpret the components of the full quiver in terms of the
structure of the corresponding algebra. Primitive arrows corresponds to components of
J \ J2, in analogy to the classical quiver.
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Remark 3.14. For any algebra A over an infinite field F , the classical quiver of A is
the homomorphic image (as a graph) of the full quiver of any faithful representation
of A. (When the base field F is finite, this assertion may fail for two reasons: We may
have non-identical Frobenius gluing, and the classical quiver need not be finite, because
of infinite dimensionality of the center of a block over F ; see Example 5.4).
The main difference from classical quivers, and the reason that we use full quivers of
representations, is that by opening up glued components, each full quiver is a directed
tree (i.e., has no directed cycle), and has no multiple arrows. This is clear from the
definition, and will be illustrated in our examples.
Example 3.15. The algebra A1 =


α ∗ ∗ ∗
0 β ∗ ∗
0 0 α ∗
0 0 0 βq
 : α ∈ Fq3, β ∈ K
 taken
over F = Fq (where K = F¯ ), which is Morita equivalent to Example 3.10.(1), has
full quiver notated as
I(3) // II // I // II(1) .
If instead we took KA1 =


α ∗ ∗ ∗
0 β ∗ ∗
0 0 α ∗
0 0 0 βq
 : α, β ∈ K
, as an algebra over K,
then our full quiver would be notated as
I // II // I // II(1) .
The classical quiver for this algebra is
I
%% **''$$
II
vv
ff , (6)
which we get by making the appropriate identifications in the full quiver (without first
suppressing imprimitive arrows).
Example 3.16. A =


α ∗ ∗ ∗
0 β 0 ∗
0 0 β ∗
0 0 0 α
 : α, β ∈ K
, whose full quiver is notated
as
I //
**
II 44II // I . (7)
The classical quiver for this algebra is
I
%% **''
IIff jj , (8)
which again we get by making the appropriate identifications in the full quiver (without
first suppressing imprimitive arrows).
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3.7. Sub-quivers.
Definition 3.17. A morphism ψ : Γ1 → Γ2 of full quivers is a morphism of directed
graphs (i.e., if i→j is an arrow, then ψ(i)→ψ(j) is also an arrow), preserving glu-
ing, such that if ni(ti) is the subscript for the vertex i, then Mni(Fqti ) embeds into
Mnψ(i)(Fqtψ(i) ), whereby the superscripts are carried with their respective vertices.
We say that Γ1 is a sub-quiver of Γ2 if there is a 1:1 morphism from Γ1 to Γ2.
The infinite sub-quiver of a full quiver is the sub-quiver comprised of infinite
vertices (i.e., vertices er for which the corresponding field Fr is infinite) together with
the arrows between them.
Note that a morphism could send a primitive arrow to an imprimitive arrow,
Example 3.18. (1) I3(2) → II(5) → III(3) is a sub-quiver of
I → II4(4) → III(5) → IV → V(6),
under the morphism sending I 7→ II, II 7→ III, and III 7→ V , but is not a
sub-quiver of I → II4(4) → III(5) → IV → V(2).
(2) •(4) is a sub-quiver of •2(2) because of the regular representation Fq4 ⊆M2(Fq2).
3.8. Full quivers viewed structurally.
Remark 3.19. Note that the quivers come from components of the affine variety de-
fined by the Zariski closed algebra, which can be described in terms of Remark 2.18.
The vertices come from the semisimple components, which are just matrix algebras.
However, the arrows are somewhat more complicated.
In principle, the arrows correspond to matrix units arising in the representation
corresponding to the given Wedderburn block form. When the base field F is infinite,
then K = F , and the Zariski closure is just a finite dimensional algebra; in this case,
any arrow can be identified with the appropriate element in the algebra. We call this
the element of A corresponding to the arrow.
But when F is finite, the situation is subtler. We could have a situation such as
A =
{(
F K
0 K
)}
⊂ M2(K),
whose full quiver is
•(1) // •
Note that when F1 ⊂ F2 ⊂ K we get the same full quivers
•(1) // •(2)
from the algebras
{(
F1 F2
0 F2
)}
and
{(
F1 K
0 F2
)}
, so we cannot recover the radical
component from the arrow.
In this case, we view the arrows as corresponding to linear functionals, and we often
are led to use the generic elements obtained in [9, Construction 7.14]. By definition,
since any generic element is taken from a given component in the affine variety defined
by the Zariski closure, the choice of generic element for this component does not affect
the polynomial relations. Thus the gluing does not depend on the particular choice of
generic element corresponding to a given arrow.
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Here is a more precise way of viewing the last paragraph of the previous remark.
Let us record a monoid action needed for subsequent papers.
Remark 3.20. Let Mi denote the multiplicative monoid Z/q
tiZ∪ {0}. Then Mk acts
naturally on Fk via [j]a = a
j , where a0 = 1. Consequently, M1 × · · · ×Mk acts on A,
leading to a grading in terms of the sub-Peirce decomposition and Frobenius gluing. In
[11] we use this grading to study the polynomial identities of A.
4. Specific classes of full quivers
In this section, we describe various classes of full quivers, starting with the easiest
case, and then increasing in complexity. A full quiver is called a path if its initial
and terminal vertices each have degree 1 and all other vertices have degree 2. Let us
consider some examples of paths and other relatively simple examples of full quivers.
4.1. Full quivers of semisimple algebras. Having described representations of
semisimple algebras in Remark 2.11, we can easily give their full quivers, which are
just finite sets of disconnected vertices (since the radical J = 0). The full quiver of a
matrix algebra is a single bullet • without any arrows. The full quiver of a direct sum
of matrix algebras is just a set of disconnected bullets, in view of Remark 3.6.
4.2. Elementary full quivers. After the case of unconnected vertices without arrows,
the next most basic kind of full quiver, called elementary, is a full quiver that consists
of a single arrow; this corresponds to module and bimodule structures over a semisimple
algebra. Any algebra having an elementary full quiver satisfies J2 = 0; let us consider
the various possibilities.
(1) No gluing. The full quiver Im(t1) → IIn(t2) corresponds to the algebra
A =
(
Mm(F1) L
0 Mn(F2)
)
,
where Fi are intermediate subfields of F ⊆K of order |F |
ti (or are infinite in
the absence of the ti), and L is a non-zero Mm(F1),Mn(F2)-subbimodule of the
upper right part of Mm+n(K). The defining relations are λm+i′,j = 0, λ
|F1|
ij = λij,
and λ
|F2|
m+i′,m+j′ = λm+i′,m+j′, for all 1 ≤ i, j ≤ m, 1 ≤ i
′, j′ ≤ n (indeed, these
relations say that the first diagonal block has coefficients in F1 and the second
diagonal block has coefficients in F2), and the extra relations defining L.
(2) Identical gluing. The full quiver In(t) → I corresponds to the algebra A as
in (1), but with m = n, and with gluing. Note that A⊆Mn(K[λ]/〈λ
2〉). (If F
is infinite, then id(A) = id(Mn(F ). If |F1| = q, and g is a central polynomial
for Mn(F1), then g
q − g ∈ id(Mn(F1)) but is not in id(A).)
For m = n = 1 we have A =
{(
α β
0 α
)
: α ∈ F1, β ∈ L
}
where F1 is as
before, and F1⊆L⊆K is any (Zariski closed) intermediate field. We have the
same relations in (1), plus λ22 = λ11.
(3) Frobenius gluing. The full quiver In1(t1) → I
(u) corresponds to the algebra
analogous to (2), but with Frobenius gluing of degree ℓ. For m = n = 1 we
have
A =
{(
α β
0 απ
)
: α ∈ F1, β ∈ L
}
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where F1, L are as before, and π = q
u. We have the same relations as for (2),
with λ22 = λ
π
11 replacing λ22 = λ11. Note that(
α β
0 απ
)(
α′ β ′
0 α′π
)
=
(
αα′ αβ ′ + βα′π
0 απα′π
)
,
so in some sense the multiplication on the 1,2 component is “skewed” by a π-
power. For general m and n we take π-powers of the corresponding coordinates.
(4) ◦ → • corresponds to the algebra
{(
0 ∗
0 ∗
)}
without 1. Similarly, • → ◦
corresponds to the algebra
{(
∗ ∗
0 0
)}
without 1. (These are similar to (1),
where one of the diagonal components is 0. Here, id(A) is x id(Mn(F1)) and
id(Mn(F1))x, respectively, by Lewin’s Theorem.)
(5) ◦ → ◦ corresponds to the set of matrices whose only nonzero entry is in the
upper right corner of 2× 2 matrices. (Here, id(A) = xy.)
4.3. Branches of full quivers. In order to investigate full quivers further, we need
the following important notion.
Definition 4.1. A path in a full quiver is a branch if it cannot be extended, namely
if no arrow enters its first vertex, and no arrow exits its final vertex. The length of
a path is its number of arrows, which is one less than the number of vertices. (Thus
a branch of length ℓ− 1 has ℓ vertices.) Likewise, an arrow has length ℓ if there is a
path from i to j having length ℓ.
Remark 4.2. Since radical elements correspond to arrows, we see that the index of
nilpotence of an algebra is at most ℓ+ 1, where ℓ is the maximal length of the paths of
its full quiver.
Remark 4.3. Given a single branch with Frobenius proportional gluing, one can make
all the parameters equal to 1 via a change of base. Thus, in this case, pure proportional
gluing in any given branch becomes identical gluing.
5. Gluing, compression of full quivers, and change of base ring
The definition of quivers is combinatoric. Although we have defined full quivers of
linear representations over a field, the same definition applies to linear representations
over any commutative affine algebra, such that all entries are given in blocks along or
above the diagonal.
Closely related representable algebras (involving gluing) could require (faithful) rep-
resentations of widely varying degrees, which we can describe better in terms of rep-
resentations of much lower degree over arbitrary commutative affine algebras. Let us
first describe commutative affine algebras in terms of full quivers of representations.
We start with unglued arrows.
Proposition 5.1. An indecomposable algebra (see Remark 3.6) with unglued arrows
is commutative iff all of its vertices are identically glued and every branch has length
≤ 1.
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Proof. (⇒) If we have an arrow between unglued vertices, then the algebra cannot be
commutative, since eiieij = eij whereas eijeii = 0. In light of Remark 3.6, this means
all vertices must be glued; the gluing must all be identical, because αeii + α
sejj does
not commute with eij for α
s 6= α. Moreover, the same argument (eijejk = eik whereas
ejkeij = 0) shows that there cannot be two consecutive arrows.
(⇐) is obvious. 
Example 5.2. The full quivers of Proposition 5.1 are bi-partite, with disjoint sets of
sources and sinks. For example,
I //
%%LL
LL
LL
LL
LL I
I // I
or
I //
%%LL
LL
LL
LL
LL I
I //
rrrr
99rrrr
I
5.1. Compressed full quivers. When glued arrows are allowed, there are many other
possibilities for representations of commutative algebras.
Example 5.3. The local commutative algebra F [λ]/〈λ4〉 has the presentation
I β //
γ
''
I
γ
''
β // I β // I , (9)
in which the (1, 2), (2, 3) and (3, 4) entries are identically glued, as well as the (1, 3)
and (2, 4) entries. (The non-primitive arrow of length 2 is omitted from the diagram).
Omitting all the non-primitive arrows, as in
I β // I β // I β // I , (10)
would release the gluing of length-1 arrows, yielding a 4-dimensional algebra which is
not commutative. Frobenius gluing of the length-1 arrows also yields non-commutative
algebras.
Example 5.4. Generalizing the previous example, gluing within a branch leads to the
following sort of situation:
Bℓ =


α β γ . . . . . .
0 α β
. . .
...
0 0
. . .
. . . γ
0 0 0 α β
0 0 0 0 α
 : α, β, γ ∈ K

.
This algebra is isomorphic to F [λ]/
〈
λℓ
〉
, where ℓ is the dimension of matrices. We
call the full quiver of this algebra the glued triangle I(ℓ); in the previous notation it
is I → I → · · · → I, where all arrows of equal length are identically glued. We call
the glued triangle I(ℓ) isolated if the vertex I does not appear elsewhere in the branch.
(Note for |F | <∞ that id(Bℓ) ⊃ id(F ).)
(Allowing infinite dimensional representations, one can embed F [λ] in End(F ω) by
letting λ be the shift forward operator, corresponding to the infinite full quiver I(∞) =
I → I → · · · ).
Conversely, given an isolated glued triangle (with identical gluing) in a branch, we
could compress it to a point (and erase any duplication of arrows) and also erase all
FULL QUIVERS OF REPRESENTATIONS OF ALGEBRAS 21
imprimitive arrows, relabelling the vertex idi(ni) as idi(ni)(ℓ), to indicate that, in that
block, we have replaced the field Fqi by the commutative affine algebra Fqi [λ]/
〈
λℓ
〉
=
Fqi[εℓ], where qi = q
ni and (εℓ)
ℓ = 0. The resulting full quiver (after this process) is
called the compressed quiver.
Example 5.5. Compression of the glued triangle eliminates redundant, identically
glued, imprimitive arrows originating or ending in the compressed idempotents. There-
fore, one can compress
I //
δ
**
I δ // II
to
I(2) //δ // II ,
and
I //
β
((
α
&&
I
β
((
γ // II // II
to
I(2) // II (2) ;
but
I // I // II ,
which is a short-hand notation for
I //
δ
**
I ǫ // II ,
cannot be compressed.
Note that any morphism of full quivers naturally induces a morphism of compressed
quivers.
Remark 5.6. As noted in Example 5.4, compression can enable us to decrease the
degree of a representation, at the expense of introducing various commutative affine
algebras as base rings for the compressed vertices.
Compression of a branch involves adjoining elements εi,ℓ to the base field F , for
various ℓ, such that εℓi,ℓ = 0. Thinking of these εi,ℓ as “infinitesimals of order ℓ,”
we see that the compressed branch merely extends the base ring by adjoining various
infinitesimals. The down side of this approach is that the algebraic interpretation of
our full quivers becomes much more complicated, since part of the radical now belongs
to the commutative base ring, and arrows no longer need correspond to 1:1 maps.
Let us describe compression systematically, extracting the full potential of identical
gluing. A local component of a given vertex I is a maximal path of the form I(ℓ) in
which it participates (a vertex can belong to more than one local component, as seen
in Example 5.2). Let P denote the set of vertices glued to a given vertex I. If:
- the local components of the vertices i ∈ P are disjoint;
- all the local components have the same length;
- arrows of the same length within all local components of the same length are
identically glued;
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- if i, i′ ∈ P are in the same local component, and j, j′ ∈ P are in the same local
component, then the arrow from i to j is identically glued to the arrow from i′
to j′; and
- for every j 6∈ P , all arrows from i ∈ P to j (when present) are identically glued,
and all arrows from j to i ∈ P (when present) are identically glued,
then we may compress all local components, labelling each by notation of the form I(ℓ).
This process can be iterated, labelling a subquiver of the form I(ℓ)→I(ℓ) as I(ℓ)(2)
etc., until no further compression is possible; then the full quiver is in incompressible
form. The name ‘local component’ remains appropriate, since the algebra R[ǫ | ǫℓ = 0]
is local whenever R is local. Since the full quiver is finite, we have
Proposition 5.7. Every full quiver has a unique incompressible form.
Example 5.8. (1) The full quivers
I //
δ
))
I δ // I, I δ //
δ
))
I // I,
can be compressed to
I(2) //// I, I // // I(2) ,
respectively.
(2) The full quiver
I
δ1
HH
$$H
HH
HH
HH δ2
TTT
TTT
**TTT
TTT
TTT
TTT
TTT
//
β
))
α
''
I
δ1

δ2
JJ
$$J
JJ
JJ
JJ
β
))
γ // II //
ε1
tt
zztt
tt
tt
t
ε2

II
ε1j
jjj
j
ttjjjj
jjj
jjj
jjj
jj ε2
u
zzuu
uu
uu
u
III // III
can be compressed to
I(2) // II (2) // III (2) ,
with the quadruple arrow denoted by α becoming imprimitive.
(3) Similarly,
I
δ1
HH
$$H
HH
HH
HH δ2
TTT
TTT
**TTT
TTT
TTT
TTT
TTT
//
β
((
α
&&
I
δ1

δ2
JJ
$$J
JJ
JJ
JJ
β
((
γ // I //
ε1
ttt
zztt
tt
tt
t
ε2

I
ε1j
jjj
jj
uujjjj
jjj
jjj
jjj
jj ε2
vv
zzvv
vv
vv
v
III // III
can be compressed to
I(2) //
α
++
I(2) β // III (2) ,
and further compressed to I(2)(2)→III (2).
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5.2. Partial gluing up to infinitesimals. Consider a fixed vertex I in a full quiver,
and let A0 be the subalgebra generated by all the sub-quivers of the form I(ℓ). The
matrix algebra represented by I (which may itself be an algebra over a local ring) is
a homomorphic image of A0, and the kernel (generated by the arrows) is nilpotent.
When there is enough gluing so that this kernel is generated by one arrow, we say that
all the components of A0 are glued up to infinitesimals.
Example 5.9. Consider the following (incompressible) full quivers:
I //
γ
((
I
γ
((
II // II (11)
I β //
γ
((
I
γ
((
I β // I (12)
I β //
γ
((
I
γ
((
I δ // I (13)
One can view the algebra corresponding to diagram (11) as

α δ γ ν
0 α 0 γ
0 0 β µ
0 0 0 β
 : α, β, γ, δ, µ, ν ∈ K
.
Partitioning these terms into 2× 2 matrices enables us to rewrite this algebra as{(
φ χ
0 ψ
)
: φ, ψ, χ ∈ F [ε2]
}
,
where ε2 satisfies the relations ε
2
2 = 0.
Likewise the algebra corresponding to diagram (12) can be viewed as

α δ γ ν
0 α 0 γ
0 0 α δ
0 0 0 α
 : α, β, γ, δ, ν ∈ K
,
which can be rewritten as {(
φ χ
0 φ
)
: φ, χ ∈ F [ε2]
}
.
The algebra corresponding to diagram (13),

α β γ ν
0 α 0 γ
0 0 α δ
0 0 0 α
 : α, β, γ, δ, ν ∈ K
,
can be presented with an extra relation, as{(
φ χ
0 ψ
)
: φ, ψ, χ ∈ F [ε2], (φ− ψ)
2 = 0
}
.
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5.2.1. Generic elements used with partial gluing. In [9, Construction 7.19] we exhibit,
for a Zariski closed algebra A over a field F , an explicit generic algebra, generated
by glued sums of sufficiently long products of generic elements. This algebra then
generates the variety of F -identities of A. The easiest example is given below as (1)
in Example 5.10, where we adjust the construction to more general base rings. When
representing generic algebras, one may refine the gluing procedure, as indicated in the
following sequence of examples.
Example 5.10. (1) The generic upper triangular 2 × 2 matrix Yi =
(
ξi1 ξi3
0 ξi2
)
is
defined over the polynomial algebra C = F [ξij : i ∈ N, 1 ≤ j ≤ 3]; we get the
generic algebra of upper triangular matrices by taking the subalgebra of
M2(C) generated by the Yi.
(2) In (1), we can glue the two diagonal components, by replacing C by the algebra
C¯ = F [ξij : i ∈ N, 1 ≤ j ≤ 3]/〈ξi1 − ξi2〉.
(3) We can modify the gluing procedure to leave only an “infinitesimal part” unglued.
For example, let us replace C by
C¯ = F [ξij : i ∈ N, 1 ≤ j ≤ 3]/〈(ξi1,1 − ξi1,2)(ξi2,1 − ξi2,2)〉.
Setting ξi2 = ξ1i+εi, one could think of C¯ as generated by ξi1, ξi3 and εi (i ∈ N),
where εi1εi2 = 0 for all i1, i2, and then the algebra of matrices is generated by
Yi =
(
ξi1 ξi3
0 ξi1 + εi
)
. Thus we view the εi as “infinitesimal elements of second
order,” in the sense that the product of any two of them is zero. From this point
of view, we are gluing the two diagonal entries up to infinitesimals.
This example is symmetric, in the sense that the matrices Yi =
(
ξi2 − εi 0
0 ξi2
)
,
so one could reverse the roles of ξi1 and ξi2.
(4) More generally, for any k > 1, take
C¯ = F [ξi1, ξi2, ξi3 : i ∈ I]/〈(ξi1 − ξi2) : i ∈ I〉
k.
One could think of the algebra of (3) instead as generated by matrices Yi =(
ξi1 ξi3
0 ξi1 + εi
)
where (
∑
Fεi)
k = 0. Thus, we view the εi as “infinitesimal
elements of order k,” in the sense that the product of any k of them is zero.
(5) Consider the ideal I of the commutative polynomial algebra F [ξ
(ℓ)
ij ], generated
by the ξ
(ℓ)
ij
q
−ξ
(ℓ)
ij . The algebra F [ξ
(ℓ)
ij ]/I
k can be viewed as obtained by deforming
a finite field by “infinitesimal elements of order k.”
(6) We can also consider generic upper triangular matrices with gluing of the di-
agonal entries up to infinitesimals, by adjoining extra indeterminates to C¯ and
considering matrices of the form(
ξi1 ξi3
0 ξi1 + ǫ
)
;
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represented over a field, these could be viewed as 3× 3 matrices of the formξi1 ξi3 ξi30 ξi1 ξi2
0 0 ξi1
 .
(7) We can complicate (1), taking instead the algebra generated by matrices Yi =ξi1 ∗ ∗0 ξi2 ∗
0 0 ξi2 + εi
 where the εi are “infinitesimal elements of second order,”
and ∗ denotes arbitrary entries.
The algebra of Example 5.10.(7) is represented in M3(F [εi]). Since εi is nilpotent of
order 2, εi can be identified in M2(F (ξi)) (for ξi a commuting indeterminate over F )
with
(
0 ξ
0 0
)
. Thus, Example 5.10.(7) has a faithful representation of degree 6 over
a field. (In fact, one could get a representation of degree 4 using the argument of
Example 5.10.(6).) When we increase the order of an infinitesimal, we must increase
the order of the faithful representation (over a field) accordingly, since an infinitesimal
ε of order k is represented by the k × k matrix
0 ξ 0 . . . 0
0 0 ξ . . . 0
...
...
...
. . .
...
0 0 0 . . . ξ
0 0 0 . . . 0
 ,
which is nilpotent of order k. (Note that as the order of the representation increases,
so does the index of nilpotence of the radical.)
The generic description of partial gluing up to infinitesimals becomes more compli-
cated in the presence of a slight generalization of Frobenius gluing, because we need to
deal both with the Frobenius automorphism and also with the degree of the infinitesi-
mal.
Example 5.11. In order to introduce Frobenius gluing of power q, up to infinitesimals,
to Example 5.10.(6), we define generic triangular matrices Yi =
(
ξi1 ξi3
0 ξqi1 + εi
)
where
each εiεj = 0; thus, we replace C by the algebra
C¯ = F [ξij : i ∈ I, 1 ≤ j ≤ 3]/
〈
ξqi1,1 − ξi1,3
〉2
.
Stipulating the base field F to have order q requires extra relations of the form (ξqij−ξij).
To describe the representation over a field, we must pass to{α ∗ ∗0 αq ∗
0 0 αq
 : α ∈ F}.
The full quiver for this representation is the path
I // I(1) // I(1) . (14)
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One can also introduce Frobenius “self-gluing” of power q, up to infinitesimals, by
imposing the relation (xq − x)ℓ on a vertex.
All examples of infinitesimal compression can be viewed in such a manner, where
the number of identifications at the end is the order of the infinitesimal.
5.3. Proportional gluing. Off-diagonal gluing involves extra intricacies. Here is an
example of a commutative algebra with non-identical gluing.
Example 5.12. Fix ν ∈ K. The algebra

α β γ0 α νβ
0 0 α
 : α, β, γ ∈ K
 is a commu-
tative algebra which is described by the full quiver
I
β
// I
νβ
// I (15)
which denotes the relation λ21 = νλ32. Indeed, to verify commutativity, one may
assume α = 0, and checks that0 β γ0 0 νβ
0 0 0
0 β ′ γ′0 0 νβ ′
0 0 0
 =
0 0 νββ ′0 0 0
0 0 0
 =
0 β ′ γ′0 0 νβ ′
0 0 0
0 β γ0 0 νβ
0 0 0
 . (16)
Example 5.13. We start with the paths
• // • // • // • (17)
and
I // I // I // I (18)
We recall that the full quiver of the diagram (17) corresponds to the algebra of upper
triangular matrices; the full quiver of the diagram (18), in which the blocks are glued,
corresponds to the algebra of unipotent upper triangular matrices
U4 =


α ∗ ∗ ∗
0 α ∗ ∗
0 0 α ∗
0 0 0 α
 : α ∈ F
,
without radical gluing.
Identical labels in the full quiver (18) provide identifications in the next layer of
components, such as for the algebra
U+4 =


α β γ µ
0 α β δ
0 0 α β
0 0 0 α
 : α, β, γ, δ, µ ∈ F
,
whose full quiver is given in (10).
In order to add the relation δ = γ, we must bring the non-primitive arrows back into
the full quiver, which no longer can be represented via a single branch, as illustrated in
diagram (9).
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But this can be compressed to a point. The corresponding algebra
B4 =


α β γ µ
0 α β γ
0 0 α β
0 0 0 α
 : α, β, γ, µ ∈ F

is commutative, being isomorphic to the algebra F [ε]/〈ε4〉.
If instead we want the relation δ = νγ, we get the full quiver:
I β //
γ
''
I
νγ
''
β // I β // I , (19)
whose corresponding algebra is still commutative, since
0 β γ µ
0 0 β νγ
0 0 0 β
0 0 0 0


0 β ′ γ′ ν
0 0 β ′ νγ′
0 0 0 β ′
0 0 0 0
 =

0 0 ββ ′ ν(βγ′ + β ′γ)
0 0 0 ββ ′
0 0 0 0
0 0 0 0

=

0 β ′ γ′ ν
0 0 β ′ νγ′
0 0 0 β ′
0 0 0 0


0 β γ µ
0 0 β νγ
0 0 0 β
0 0 0 0
 .
5.4. Gluing between branches – Permuted gluing. The theory becomes consider-
ably more intricate when we need to consider gluing between several different branches
in the same full quiver. The same kinds of gluing (identical, Frobenius, proportional
Frobenius) are involved.
Definition 5.14. Gluing between branches is called total if for each arrow in one
branch there is an arrow of the other branch, glued proportionally to it.
Total gluing need not involve a 1:1 correspondence of the arrows; e.g. the algebra

α β ∗ γ ∗
0 α β 0 ∗
0 0 α 0 γ
0 0 0 α β
0 0 0 0 α
 : α, β, γ ∈ F

whose full quiver is
I β //
γ
**44 66I β // 66I
γ
''
I β // I ; (20)
as usual undecorated arrows stand for non-glued entries.
Definition 5.15. Total gluing between two branches is permuted if it involves a per-
mutation of the arrows. (In other words, there is a graph isomorphism which preserves
the labels of vertices, and which also preserves the labels of arrows up to multiplying by
constants).
Degenerate gluing is the special case of permuted gluing in which one branch is
glued identically, arrow for arrow, with another branch (i.e., via the identity permuta-
tion)
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Degenerate gluing is illustrated in the following quiver, for fixed λ, λ′ ∈ F :
I
α //
λα

II
β

II
λ′β
// III
(21)
Lemma 5.16. Any full quiver is a union of full quivers with total gluing.
Proof. We say that two branches are equivalent if they have permuted gluing between
them. This is obviously an equivalence, so we just partition the branches of the full
quiver by their equivalence classes. 
When dealing with degenerate gluing of paths, there are two separate cases to con-
sider.
Example 5.17. Consider the matrix representation of the full quiver (21), where the
components form the diagonal blocks of M4(K) in the natural manner. According to
the given proportional gluing, the radical is generated by e12 + λe13 and e24 + λ
′e34,
whose product is (1 + λλ′)e14. If 1+ λλ
′ 6= 0, then the algebra is isomorphic to the one
represented via the full quiver I→II→III. Otherwise, there is no map from I to III,
and the algebra can be represented via the glue-connected full quiver I→II, II→III.
Using generic commuting elements to expand the base ring, one can remove all
degenerate gluing in a more systematic manner.
Remark 5.18. One can transform degenerate gluing of paths in a full quiver into a
single path (at the expense of passing to algebras over commutative affine algebras which
are not necessarily fields). Namely: if the products of the primitive arrows sum up to a
non-zero map, replace the glued paths by a single branch having the same attributions.
Otherwise, if the sum is zero, attach a formal commuting indeterminate ξi to each
gluing class of arrows, and define the appropriate relations on the commutative poly-
nomial algebra F [ξ] to obtain a commutative affine algebra for which the degeneration
is described in terms of a single branch.
For example, for the full quiver given in (21) we replace α by ξ1α and β by ξ2β, and
let C = F [ξ1, ξ2]/〈ξ1ξ2〉. Then we can represent our algebra over C, and it is intuitively
clear that the full quiver is the single path
I
ξ1α // II
ξ2β // III , (22)
i.e.

 C ξ1C 00 C ξ2C
0 0 C
.
Conversely, suppose our algebra is representable over a commutative affine F -algebra C.
Since C is representable we can represent our algebra over F , but at the expense of a
more complicated full quiver.
We turn to examples of permuted gluing:
Example 5.19. The branches
I → I → II → I, I → II → I → I
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are not glued, since the arrows are not labelled. On the other hand, the gluing between
the branches
I
α // I
β
// II
γ
// I , (23)
I
β
// II
γ
// I
α // I (24)
is permuted.
Likewise, the gluing between the branches
I
α // II
β
// I
γ
// II , (25)
I
γ
// II
β
// I
α // II (26)
is permuted.
Note that the presence of permuted gluing dictates certain gluing of vertices (namely,
the vertices corresponding to the glued arrows). We say that permuted gluing is com-
plete if each arrow is glued to an initial arrow of (at least one) branch. (Here, by
initial arrow, we mean the first arrow in the branch.)
We can characterize the full quiver with complete gluing. In order to avoid the
trivial situation of a single arrow (so that the full quiver has length 1), we restrict our
attention to length at least 2.
Proposition 5.20. Any full quiver (of length > 1) with complete gluing of m primitive
arrows is a sub-quiver of a cube, of dimension k ≥ 2, in which all the vertices are glued.
For example, if there are three primitive arrows, the full quiver has the form
I α //
γ

β


  

I
ν3γ

ν2β


  

I ν1α //
ν′3γ

I
ν′′3 γ

I ν′1α //
ν′2β

  

I
ν′′2 β


  
I ν′′1 α // I
(27)
Proof. First of all, the assumption of complete gluing means that every arrow starts
with a vertex labelled I, which means that all vertices except the last are glued to a
vertex labelled I. But then the hypothesis of length > 1 implies the last vertex also is
glued to the vertex I, since its arrow is glued to an arrow I → I.
It remains to observe that all possible branches can be described inside the cube such
that each arrow from the initial vertex is labelled α, β, γ, etc., and all other arrows are
proportionally glued. (This can be seen inductively by projecting onto a face of the
cube.) 
Example 5.21. Perhaps the most well-known example of permuted gluing is given by
the Grassmann algebra G =
∑n
i=1 Fei on n generators, defined by the relations e
2
i = 0
and eiej = −ejei. G has no nontrivial idempotents, so all vertices are glued. We start
with two generators:
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I
α //
β

I
−β

I
α // I
(28)
Likewise, one has the full quiver of the Grassmann algebra without 1, on two gener-
ators:
◦
α //
β

◦
−β

◦
α // ◦
(29)
For the variety determined by the 3-generated Grassmann algebra (with unit ele-
ment), the full quiver is the following cube:
I
α //
γ

β
  


I
−γ

−β
  


I
α //
−γ

I
γ

I
α //
β
  


I
−β  


I
α // I
(30)
Analogously, the full quiver for the m-generated Grassmann algebra is the corre-
sponding m-dimensional unit cube, with the analogous permuted gluing. (Although the
full quiver can be nicely projected onto the plane for m = 3, this becomes impossible for
larger m.)
Here is an interesting related example.
Example 5.22. Let us consider the full quiver of the Grassmann envelope E of the
superalgebra A = Mn,k, which is defined as E = G0⊗A0 ⊕ G1⊗A1, where the
Grassmann algebra G = G0 ⊕G1, and A0 is the sum of the diagonal n× n and k × k
blocks, whereas A1 is the sum of the off-diagonal n×k and k×n blocks. The full quiver
of the m-generated Grassmann envelope of the superalgebra Mn,k looks like two copies
of the double of the full quiver of G, and may be described as follows:
Ordered pairs of vertices denoting blocks of size n and k respectively are located at
each corner of the m-dimensional cube. We color the first component of each pair as
red, and the second component as blue. In other words, the red components correspond
to blocks of size n and are glued among themselves, whereas the blue components cor-
respond to blocks of size k, and are glued among themselves. These vertices correspond
to the idempotents of G0 ⊗A0.
The arrows correspond to elements of G1 ⊗ A1, and occur in pairs (in analogy to
the full quiver of G.) For each pair, one arrow connects the red component of the
first vertex to the blue component of the second vertex, and another connects the blue
component of the first vertex to the red component of the second vertex. Thus, there
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are two components, each of which looks like G. Each component corresponds to the
same variety, but this description corresponds to the canonical representation of the
superalgebra.
For example when there are m = 2 generators, the full quiver of A = Mn,k is
In
α //
−γ

IIk
γ

IIk
β
//
δ

In
−δ

IIk
α // In In
β
// IIk
(31)
6. Improving the full quiver
In this section, we introduce techniques which enable us to choose the representation
for which the full quiver has the “best” form. This quest, which is difficult enough when
the base field is infinite, requires special techniques when the base field is finite.
6.1. Irreducible varieties. By quasi-linear variety, we mean an affine variety de-
fined by quasi-linear equations. (Thus, for F infinite, quasi-linear varieties are defined
by linear equations.)
Lemma 6.1. Any quasi-linear variety V over a finite field F is the direct sum of
the connected component V0 of 0, which is irreducible, and a space V1 which is finite
dimensional over F and thus finite.
Proof. V/V0 is a finite set, and also a vector space over F , and thus has some finite
base b¯1, . . . , b¯k, which we lift back to b1, . . . , bk ∈ V . V1 =
∑
Fbi is annihilated by
p = charF , and is a subvariety since V is quasi-linear, so we have split V as V0⊕V1. 
We also need the following well-known fact from affine geometry:
Remark 6.2. Suppose V is an irreducible affine variety. Then the coordinate algebra
O is the projective limit lim←−Os/I
n
s where Os is the local ring of coordinate functions,
and Is is the ideal of functions vanishing at s, where s is any fixed point of V .
In order to treat all irreducible varieties at once, we work in the set of formal power
series F [[λ1, . . . , λm]] over a field F with |F | = q.
Definition 6.3. A q-power series is a power series f(λ1, . . . , λm) in finitely many
commuting indeterminates λ1, . . . , λm, with f having constant term 0, and all of whose
finite truncations are q-polynomials. The q-power series f has order 1 in λi if some
monomial of f has degree 1 in λi. We let H denote the subset of F [[λ1, . . . , λm]]
consisting of all q-power series.
By definition
H =
{
m∑
i=1
∞∑
j=0
αijλ
qj
i : αij ∈ F
}
,
but, for example, λ1λ2 /∈ H . Thus, f ∈ H when each monomial of f is a q
t-power of
some λi (which may vary according to the choice of monomial); f has order 1 in λi
when some αi0 6= 0.
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Remark 6.4. (1) If f(λ1, . . . , λm), g(λ1, . . . , λm) ∈ H, with g of order i in λi, then
f(λ1, . . . , λi−1, g(λ1, . . . , λm), λi+1, . . . , λm) ∈ H.
(In other words, H is closed under composition of power series, as are linear
mappings.) Indeed, writing g(λ1, . . . , λm) =
∑m
i=1
∑∞
j=0 βijλ
qj
i , we see that for
any q-power q′,
g(λ1, . . . , λm)
q′ =
m∑
i=1
∞∑
j=0
βijλ
qjq′
i ,
since |F | = q and charF = p.
(2) If g =
∑m
i=1
∑∞
j=0 αijλ
qj
i ∈ H and we take αiu 6= 0 minimal among all the
nonzero coefficients of g, then
gq
−u
=
m∑
i=1
∞∑
j=0
αijλ
qj−u
i ,
which has order 1 in λi. Thus, we can always apply (1) with g
q−u.
The following result is the key to studying relations arising from q-polynomials. We
say that variables are independent if there are no weak Frobenius relation among
them.
Proposition 6.5. Suppose V0 is an irreducible quasi-linear affine variety (containing
0). Then there exist independent variables λi1 , . . . , λis, such that all other λi can be
expressed in terms of q-power series in λi1 , . . . , λis.
(This generalizes the following fact: In any system of linear equations, one can
renumber the indices such that λ1, . . . , λs are independent, and the other λi are linearly
spanned by λ1, . . . , λs.)
Proof. When charF = 0, then “quasi-linear” means “linear” and there is nothing to
prove. Thus, we may assume that charF = p > 0, and need to show that whenever we
have a power series equation involving indeterminates λi expressed as an element of H ,
that we can solve some indeterminate in terms of the others. In view of Remark 6.4.(2),
we may assume that this has order 1 in some λi. Thus we have
m∑
i=1
∞∑
j=0
αijλ
qj
j = 0;
with αi,0 6= 0; dividing through by αi,0, we may assume that αi,0 = 1. To ease no-
tation, we assume that i = 1. Now we have λ1 =
∑∞
j=1 αjλ
qj
1 +
∑m
i=2
∑∞
j=0 αijλ
qj
j .
Thus substituting the right side for λ1 yields another q-power series in which we have
increased the degree of λ1 (and furthermore have not produced new monomials of lower
total degree). Each stage produces a new power series in which the degree of λ1 in the
monomials keeps increasing, so continuing indefinitely yields an element of O = F (V0)
in which λ1 no longer appears, as desired. 
Note that the final argument does not apply in H itself, as λ1 cannot be eliminated
from the relation λ1 = λ
q
1; indeed, this relation defines a reducible variety.
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6.2. Reduction to proportional Frobenius gluing. In general, any type of gluing
can occur in a representation. Indeed let S be any set of q-polynomials on the m2
variables Λ = (λij)i,j=1,...,m. Then BS =
{(
αI Λ
0 αI
)
: α ∈ F, ∀f ∈ S : f(Λ) = 0
}
is a
Zariski closed algebra whose radical satisfies the relations in S.
We aim for the result that one can always find a representation of a Zariski closed
algebra (over a suitable field extension) whose off-diagonal gluing is a consequence of
proportional Frobenius gluing. This only seems to be accessible when the base field
F is infinite, so we start with this case; afterwards, we obtain the analogous result for
arbitrary F in case the algebra is relatively free.
Remark 6.6. As explained in Subsection 2.1, the relations on any semisimple subal-
gebra are of F -Frobenius type.
6.2.1. The case when the base field F is infinite. When F is infinite, the relations are
linear. Then we may partition the arrows to independent variables, in terms of which
all the other variables can be expressed. Suppose γ is a dependent arrow, satisfying a
relation of the form γ =
∑k
i=1 θiαi, where αi are independent, and θi ∈ F .
Replace the arrow γ by k arrows, identically gluing the k initial vertices and (sep-
arately) the k terminal vertices, as well as the resulting k copies of any incoming
or outgoing arrow from these vertices. The new arrows become γ1, . . . , γk, with the
relations γi = θiαi, so we only have proportional Frobenius gluing.
If the arrow γ in the original full quiver shares no vertex with other arrows repre-
senting the γi, then the new full quiver represents the same algebra as the original one.
However in general the procedure does not work, as the following example illustrates.
Example 6.7. The path
I α // I β // I γ // I (32)
with the linear relation α = β + γ could be expanded to
I β // I β // I γ // I
I β // I β // I γ // I
(33)
or to
I β // I γ // I
I
β
66
γ
QQQ
((QQ
Q
I β // I γ // I
(34)
However in the original algebra, the generators b and c corresponding to the arrows
marked β and γ, respectively, satisfy the relation b2 = cb; this relation does not hold in
the expanded algebras. The situation can be remedied by further identification; the full
quiver (35) does represent the same algebra as the one in (32).
I
β
((
I
β
66
γ
QQQ
((QQ
Q
I γ // I
I
β
66
(35)
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However, consider the same quiver, with α and γ taken to be the independent vari-
ables, and β = α − γ. The generators a and c corresponding to α and γ satisfy
a2 + ac + c2 = 0. This relation does not hold for any intermediate expansion between
(32) and
I α // I α // I γ // I
I α // I −γ // I γ // I
(36)
A general algorithm would be rather intricate to describe, and is best done generi-
cally, motivating the proof of our next result.
Theorem 6.8. The Zariski closure of any representable affine PI-algebra A over an
infinite field F has a representation and full quiver all of whose polynomial relations
are consequences of proportional gluing.
Proof. The radical J of the Zariski closure Aˆ satisfies J ℓ = 0 for some ℓ, by Lemma 2.1.
The proof is comprised of choosing basic linear functionals φi corresponding to the
arrows of the original quiver. We write down the dependences of these arrows, and
define a representation over a larger field in which we can obtain proportional relations
involving the coefficients of these dependences, thereby producing a new quiver in which
all of these dependences are described by proportional Frobenius gluing, which apply
to the original linear functionals.
Since the base field F is infinite, the Zariski closure Aˆ of the algebra A is finite
dimensional over K. Furthermore, all gluing among vertices is identical. We view
Aˆ ⊆ EndK V where [V :K] = n. Now we turn to the sub-Peirce decomposition of
Remark 2.17, which is induced by the sums of idempotents along identically glued
blocks. Some of the generators of A belong to the semisimple component, and some to
the radical component. We consider the finitely many sub-Peirce components of these
radical elements, and their finitely many nonzero products (since all nonzero products
have length ≤ ℓ).
Applying Gauss elimination to a basis of the space of linear dependences (as in [9,
Corollary 6.5]), we may choose indices i1 < i2 < · · · < im such that there is no relation
involving only the αij , while every other variable αu can be expressed in their terms,
via relations of the form
αu =
m∑
j=1
θj,uαij (37)
for θj,u ∈ F .
Note that all such linear relations would be repeated in any glued vertices. Let k(αu)
denote the number of summands in (37). We call each such αu a dispensable arrow;
the arrows αi1, . . . , αim are called indispensable. Note that we really are talking about
linear functionals between the respective semisimple blocks, with their gluing, since
any linear dependence in (37) must be repeated for every arrow glued to αiu . Thus,
strictly speaking, we are handling dispensable and indispensable linear functionals.
To form our extended full quiver, we start by taking any indispensable arrow α in
the original full quiver, say from vertex v to w, and replacing each with k vertices
v(1), . . . , v(k), w(1), . . . , w(k), and arrows from v(i) to v(i), all glued identically for each
1 ≤ i ≤ k.
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Thus, for the dispensable αiu in the original full quiver, say from viu to wiu , we
put in k(αiu) classes of identically glued arrows, for each i in the right side of (37).
We observe that under the corresponding representation A 7→ Mn′(C) the gluing has
become proportional. (In fact, most new gluing is identical; the only proportional
gluing is between the αi from the indispensable arrows and the θ¯iαi from the dispensable
arrows, as illustrated in Example 6.11). 
The following example indicates just how far we can improve the full quiver.
Example 6.9. The proof of Theorem 6.8 separates the arrows of the representation
◦
α+β
// ◦
α // ◦
β
// ◦ (38)
which are involved in non-proportional relations, to the form
◦
α
))
β
55 ◦
α // ◦
β
// ◦ ; (39)
Note the presence of multiple edges to the left.
If one is willing to pass to relatively free algebras, one can further improve the full
quiver. Since Theorem 6.8 permits us to reduce to the case that all gluing is propor-
tional, we weaken Definition 5.15 slightly, and define an equivalence on arrows when
they are proportionally glued; two branches are called proportionally permuted if
for each arrow, the number of arrows proportionally glued to it is the same in each of
the branches. (In other words, one branch is obtained from the other by permuting
the arrows, but perhaps changing the proportionality constants in the gluing.)
Theorem 6.10. When F is infinite, any relatively free affine PI-algebra A has a
representation whose polynomial relations are consequences of proportional gluing, and
such that there are no double edges (between two adjacent vertices) in the full quiver.
More generally, any two branches between two vertices are proportionally permuted.
Proof. The radical J of the Zariski closure Aˆ satisfies J ℓ = 0 for some ℓ, by Lemma 2.1.
The proof is comprised of choosing basic linear functionals φi corresponding to the
arrows of the original quiver. We write down the dependences of these arrows, and
define a representation over a larger field in which we can obtain proportional relations
involving the coefficients of these dependences, thereby producing a new quiver in which
all of these dependences are described by proportional Frobenius gluing, which apply
to the original linear functionals.
We start as in the previous proof. Thus, applying Gauss elimination to a basis
of the space of linear dependences (as in [9, Corollary 6.5]), we may choose indices
i1 < i2 < · · · < im such that there is no relation involving only the αij , while every
other variable αu can be expressed in their terms, via relations of the form
αu =
m∑
j=1
θj,uαij (40)
for θj,u ∈ F .
Note that all such linear relations would be repeated in any glued vertices. Let k(αu)
denote the number of summands in (40). We call each such αu a dispensable arrow;
the arrows αi1, . . . , αim are called indispensable. Note that we really are talking about
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linear functionals between the respective semisimple blocks, with their gluing, since
any linear dependence in (40) must be repeated for every arrow glued to αiu . Thus,
strictly speaking, we are handling dispensable and indispensable linear functionals.
Note that since the base field is infinite, Aˆ⊗F C is PI-equivalent to Aˆ. Thus, we may
work in Aˆ⊗F C. We pass to the representation of Aˆ as transformations of V
′ = V ⊗F C,
where the θ̂i,u are commuting indeterminates over F and C = F [θ̂i,u]/〈θ̂i,u〉
ℓ. (Since
we have only finitely many θi,u needed for our finitely many relations, we see that
[C :F ] < ∞, and thus [V ′ :K] < ∞.) Let θ¯i,u denote the canonical image of θ̂i,u in C.
Intuitively, the θ¯i,u behave like commuting indeterminates, except that the product of
ℓ of these θ¯i,u is 0. Thus the nonzero products θ˜ of the θ¯i,u comprise a base Θ for C
over F ; if B is a base for V , then B⊗Θ is a base for V ′ over F , of order n′ = n[C :F ].
To form our extended full quiver, we start by taking any indispensable arrow α in
the original full quiver, say from vertex v to w, and replacing it in the new quiver by
arrows from v ⊗ θ˜ to w ⊗ θ˜, all glued identically for each θ˜ in Θ.
For the dispensable αiu in the original full quiver, say from viu to wiu , we put in k(αiu)
classes of identically glued arrows; namely, for each i in the right side of (40), we put
in the identically glued arrows θ¯iαi from viu ⊗ θ˜ to wiu ⊗ θ¯iθ˜. We observe that under
the corresponding representation A 7→ Mn′(C) the gluing has become proportional and
the endpoints have been separated unless the branches are proportionally permuted.
(In fact, most new gluing is identical; the only proportional gluing is between the αi
from the indispensable arrows and the θ¯iαi from the dispensable arrows, as illustrated
in Example 6.11). 
Theorem 6.10 will be improved in [11], by the introduction of a natural grading on
the algebra.
Example 6.11. Consider again the full quiver (32) of Example 6.7. The nilpotence
index is ℓ = 4, and in the single relation α = β + γ; here β and γ are indispensible,
and α is dispensible. We thus take C = F [θ1, θ2]/〈θ1, θ2〉
4, with the natural basis
{θr1θ
s
2 : r + s ≤ 3}, of cardinality 10. The expanded full quiver is
I II β // III γ // IV
I
θ1βhhh
33hhhhh
θ2γ
VVV
++VVVV
V
II β // III γ // IV
I II β // III γ // IV
I
θ1βppp
88pppppp
θ2γ
VVVV
++VVVV
II β // III γ // IV
I
θ1βpppppp
88ppp
θ2γ
NN
NN
N
&&NN
NN
II β // III γ // IV
I
θ1βppp
88pppppp
θ2γ
NN
&&NN
NN
NN
N
II β // III γ // IV
I II β // III γ // IV
I
θ1βp
88ppppppp
θ2γ
NN
NN
N
&&NN
NN
II β // III γ // IV
I
θ1βppppp
88pppp
θ2γ
VVV
V
++VVVV
II β // III γ // IV
I II β // III γ // IV
, (41)
(The rows correspond to θ31, θ
2
1, θ
2
1θ2, θ1, θ1θ2, 1, θ1θ
2
2, θ2, θ
2
2 and θ
3
2, in this order, for
graphical reasons.)
The reduction to proportional Frobenius gluing has implications in the PI-theory.
In [10, Example 6.1] we give an example of an algebra with parametric identities,
FULL QUIVERS OF REPRESENTATIONS OF ALGEBRAS 37
which are defined over a commutative algebra extending of the base field F , but are
not defined over F . However when we extend F so as to obtain a representation with
proportional gluing, we see that the parametric identities are now defined over the base
ring.
One can see easily that identical gluing between branches yields parametric sets of
identities. However, if the gluing is identity permuted, then the corresponding algebra
does not have a parametric set of identities, since the proportionality coefficients are 1.
Details are to be given in [10].
6.2.2. The case of a finite base field. When the base field F is finite, the situation is
more intricate, since we have to deal with polynomial relations arising from Frobenius
gluing. This forces us to deal with relatively free algebras.
Theorem 6.12. Any relatively free affine PI-algebra A has a representation for whose
full quiver all gluing is Frobenius proportional.
Proof. We are done by Theorem 6.10 unless the base field F is finite. Let p = char(F ).
By [9, Theorem 7.10], the Zariski closure of A has finite PI-rank, which means that
it is PI-equivalent to a representable affine PI-algebra. Taking its generic elements, as
constructed in [9, Construction 7.14] and studied in [9, Theorem 7.15], consider the
algebra A˜ generated by these generic elements and pass to its Zariski closure Aˆ.
In view of Lemma 6.1, we can decompose J = V0⊕V1 as a direct sum of the connected
component V0 of 0 and a space V1 which is finite dimensional over F and thus finite,
say with base b1, . . . , bm. We take A˜ generated by V0 and all elements wk =
∑
j ψj,kbj
of V1, 1 ≤ k ≤ m, where ψj,k ∈ F . Note that ψ
q
j,k = ψj,k since |F | = q. Then any
element of A˜ can be represented as a linear combination of products of length ≤ ℓm of
these elements. We need to replace the wk by generic elements
∑
j ψj,kbj of V1, where
ψj,k are generic coefficients satisfying ψj,k
q
= ψj,k. These elements do not belong to
F , but rather to the finite dimensional extension F [ψ̂j,k]/〈ψ̂j,k
q
− ψ̂j,k〉, where ψ̂j,k are
commuting indeterminates over F .
We project onto the variety V¯ defined by q-polynomials of degree ≤ qℓm. Since the
projection of a quasi-linear variety is quasi-linear, we may work in V¯ , in which all
our q-power series project to q-polynomials. In view of Proposition 6.5, there is some
subset of the arrows which is independent, and all other arrows can be written as
q-polynomials in terms of these arrows.
Again we pass to the representation of Aˆ over
(J ⊗F F [θi,j]/〈θi,j〉
ℓ) ⊕ (F [ψ̂j,k]/〈ψ̂j,k
q
− ψ̂j,k〉);
we can eliminate arrows as in the case for F infinite (by the same technique of expanding
the graph and labelling one arrow of each relation as “dispensable”), but this time our
relations are in terms of q-polynomials rather than linear combinations. Thus, in this
case we only can reduce to proportional Frobenius gluing. 
Note that Theorem 6.12 applies to A as an algebra over the base field F , but not as
a K-algebra. One can often extend Theorem 6.12 to reduce to the case that there are
no double edges (between two adjacent vertices); this issue is to be treated in [10].
This theory of full quivers (especially Theorem 6.12) enables us to characterize Noe-
therian properties of relatively free algebras, to be discussed in [10].
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7. Decomposing quivers
Let A⊆Mn(K) be an algebra in Wedderburn block form, and let Γ be its full quiver.
We turn now to the question of whether the decomposition of the full quiver Γ has
a matching decomposition of the algebra A as a subdirect product. In [9] we discuss
fine decompositions of A related to various sets of idempotents in A. To every set of
vertices Γ0⊆Γ there is an associated idempotent e = e(Γ0), which is the sum of the
idempotents in Mn(K) corresponding to the matrix blocks of vertices in Γ0. However
in general e is not an element of A because of gluing (e.g., e11 is not an element of Bℓ in
Example 5.4); nevertheless, we consider such idempotents, ignoring gluing altogether.
7.1. Decomposing quivers. We say that a quiver Γ0 is convex if for every i, k ∈ Γ0,
if i→j1→· · ·→jt→k is a path connecting i and k in Γ0, then j1, . . . , jt ∈ Γ0.
Proposition 7.1. If Γ0 is convex, with e = e(Γ0), then a 7→ eae is a projection of
algebras A→eAe (without 1). (Indeed, writing a =
∑
eijaij and b =
∑
eijbij, convexity
implies that eaebe = eabe).
Corollary 7.2. If every vertex of Γ belongs to one of the convex sub-quivers Γ1, . . . ,Γr
(which are not necessarily disjoint), then A is a subdirect product of the algebras Ai
corresponding to the Γi.
Proof. The map A→A1× · · ·×Ar is an algebra homomorphism by convexity, and it is
injective by the covering assumption. 
Example 7.3. Suppose the quiver contains three vertices with arrows glued in the form
II
I
αjjjj
55jjjj
λα
TTT
T
**TTT
II
or
I
α
UUU
UU
**UUU
II ;
I
λαiiii
44iii
for some λ ∈ K. (The vertices must be glued, in view of Proposition 3.11). Then we
can trade two arrows for one, by creating a new vertex, replacing the existing arrows
with I
(λ+1)α
// II .
To break down the full quiver further, we need another definition.
Definition 7.4. A pair of arrows is separated if the glued components of the two
arrows are disjoint; i.e., there is no single branch that contains arrows glued to each of
them.
A geometric decomposition Γ→∪Γi of basic full quivers is a union of subquivers
such that, for any arrow of Γi, all arrows of Γ glued to this arrow also appear in Γi.
A full quiver is geometrically decomposable if it admits a proper geometric de-
composition, and geometrically indecomposable otherwise.
Remark 7.5. Any full quiver with a pair of separated arrows is geometrically decom-
posable.
We would like the geometric decomposition of quivers to match a “geometric” sub-
direct decomposition of algebras. However, we are confronted with the following sort
of example:
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Example 7.6. Consider the algebra A having full quiver Γ given by:
I
β
QQQ
((QQ
Q
I
αmmm
66mmm
α
QQQ
((QQ
Q
I
I
γmmm
66mmm
(42)
The geometric decomposition of Γ is the union of the two full quivers
I
0
QQ
Q
((QQ
Q
Γ1 = I
αmmm
66mmm
α
QQQ
((QQ
Q
I ,
I
γmmm
66mmm
I
β
QQQ
((QQ
Q
Γ2 = I
αmmm
66mmm
α
QQQ
((QQ
Q
I
I
0mmm
66mmm
(43)
On the other hand, the subalgebra of A corresponding to the full quiver
I
β
QQQ
((QQ
Q
I
αmmm
66mmm
α
QQQ
((QQ
Q
I
I
−βmm
66mm
(44)
has the property that the radical squared is 0, which fails in each of the algebras A1, A2
of (43), and it follows that A cannot be a subdirect product of A1 and A2 as algebras.
Nevertheless, the algebra A of Example 7.6 is a subdirect product of A1 and A2 as
vector spaces, and the following observation is immediate:
Remark 7.7. If the full quiver Γ of an algebra A has a pair of separated arrows, then
A has subalgebras Ai corresponding to the Γi in the geometric decomposition of Γ, such
that A is a subdirect product of the Ai as vector spaces.
Also, note that the obstruction in Example 7.6 to obtaining A as a subdirect product
of algebras came from a subalgebra of A whose full quiver has extra gluing, which
would not occur from elements in “generic” position. Thus, we will pursue these
decomposition when studying polynomial identities in [10], [11].
Remark 7.5 can be refined further using Lemma 5.16. Let us embellish this discussion
with a few more examples.
Example 7.8. (1) Consider the Grassmann algebra with two generators, whose
full quiver is given in (28). Since we are interested in its radical J , which
is the algebra without 1, we use the full quiver (29). Let J1 be the subspace
corresponding to the arrows α, and J2 be the subspace corresponding to the
arrows β. There are also two arrows (denoted γ) corresponding to paths of
length 2, which correspond to a space J3:
◦
α //
−γ
""
◦
−β

◦
◦
β

γ
""
◦
α // ◦
(45)
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Thus, J1, J2, and J3 correspond respectively to the operator spaces
◦
α // ◦
◦
α // ◦
, ◦
β

◦
−β

◦ ◦
, ◦
γ
""
◦
. (46)
(2) The path
◦
α // ◦
β
// ◦
α+β
// ◦ (47)
decomposes as
◦
α // ◦ ◦
α // ◦ , ◦ ◦
β
// ◦
β
// ◦ , (48)
and the composition of two arrows (corresponding to J2) is
◦
αβ
))◦
αβ
))◦ ◦ , ◦ ◦
β2
))◦ ◦ , (49)
noting that α2 = 0. The composition of three arrows (corresponding to J3) is
◦
αβ(α+β)
((◦ ◦ ◦ . (50)
Remark 7.9. This leads us to the question of how to “restore” the imprimitive arrows
in the full quiver. The answer is obtained by considering the full quiver of powers of the
radical. More generally, if A is an algebra without 1, we call an arrow pared if both
of its vertices are ◦. Then any path ◦ → ◦ → · · · → ◦ of length ℓ comprised entirely
of pared arrows corresponds to a primitive (pared) arrow in Aℓ. (This only works for
pared arrows, since an element of J matching an arrow having a vertex corresponding
to an idempotent of A can be multiplied as many times as one wants by that idempotent
and remain the same unpared arrow of Aℓ for each ℓ. Thus, the full quiver of Aℓ is
comprised of all unpared arrows of the full quiver of A, as well as paths of length ℓ of
pared arrows.)
For example, if A is the algebra whose full quiver is
◦ // ◦ // ◦ // • // ◦
then the longest path of pared arrows has length 3. Here A2 corresponds to the sub-
quiver
◦ ))◦ ))◦ // • // ◦ ,
and An (for every n ≥ 3) correspond to the sub-quiver
◦ ((◦ ))◦ // • // ◦ ,
while J , J2 and J3 correspond to
◦ // ◦ // ◦ // ◦ // ◦ ,
◦ )) ((◦ )) ((◦ ))◦ ◦ ,
and
◦ (( ((◦ ((◦ ◦ ◦ ,
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respectively.
7.2. Idempotents and sub-quivers.
Remark 7.10. Let Γ0⊆Γ, and e = e(Γ0). Then eAe is a subalgebras of Mn(K), whose
full quiver is Γ0. The relations of eAe can be obtained from those of A by removing all
coefficients corresponding to vertices not in Γ0. (We emphasize again that in general
eAe is not a subalgebra of A).
The obstacles at the algebra level for “improving” quivers can be overcome only at
the generic level, as we see in the next two examples.
Example 7.11. Consider the Zariski closed algebra A whose full quiver is
◦
##F
FF
FF
◦
α ;;xxxxx
##F
FF
FF
◦
◦
α
;;xxxxx
, (51)
which is geometrically decomposed into two paths. Taking x = e12 + e34, y = e13 and
z = e24 we obtain the presentation A = K[x, y, z | x
2 = xy = y2 = yz = zx = zy = z2 =
0, yx = xz] (as an algebra without unit), and one easily checks that in any non-trivial
quotient, yx = 0 (which, incidentally, can be described in the same quiver, by imposing
the relation that the imprimitive diagonal arrow is zero). Therefore, this algebra A is
subdirectly irreducible.
Example 7.12. Continuing with the algebra of Example 7.11, the algebra of generic
elements has the presentation Aˆ = K[x, y, z | x2 = xy = y2 = yz = zx = zy = z2 = 0];
namely, the relation yx = xz no longer holds, and the quiver separates to
◦ // ◦
◦
α ;;xxxxx
##F
FF
FF
◦
α
// ◦
(52)
which has a geometric decomposition into two paths.
7.3. Appendix: Pseudo-quivers. Change of basis within a glued component can
simplify the full quiver of the representation. We give few examples, and explain how
they lead us to the notion of a pseudo-quiver.
Example 7.13. Consider the full quivers
I α //
β
GG
##G
GG
GG
II
SSS
S
))SSS
S
•
55kkkkkkk
))SS
SSS
SS •
I
αww
;;wwwww
β // II
55kkkkkkk
and
I α //
β
GG
##G
GG
GG
II
SSS
S
))SSS
S
•
55kkkkkkk
))SS
SSS
SS •
I
αww
;;wwwww
3β // II
55kkkkkkk
(53)
In the left-hand side of (53), a base change of the components denoted by I, which
replaces e22, e33 with e22, e33−e22 along the lines of Example 7.3, results in the full quiver
to the left of (54), which is subdirectly reducible, with no gluing in each component.
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However in the right-hand side of (53), the same base change results in the quiver to
the right of (54), which still has gluing.
I α //
β
GG
##G
GG
GG
II
SSS
S
))SSS
S
•
55kkkkkkk
))SS
SSS
SS •
I II
55kkkkkkk
;
I α //
β
GG
##G
GG
GG
II
SSS
S
))SSS
S
•
55kkkkkkk
))SS
SSS
SS •
I 2β // II
55kkkkkkk
(54)
Example 7.14. Now consider the full quiver
I
α
UUU
U
**UUUUα
AA
  A
AA
AA
AA
AA II
**VVV
VVV
VVV
• //
99tttttttttt
%%K
KK
KK
KK
KK
K I
βii
44iiiiii
2β
U
**UUU
UUU
•,
II
44iiiiiiiii
I
γ
}
>>}}}}}}}}}
3γiiii
44iii
in which three pairs of arrows may be traded along the lines of Example 7.3. If not for
the gluing, we could perform a base change resulting in the full quiver
I α // II
((RR
RRR
RRR
R
• //
66mmmmmmmmm
((QQ
QQ
QQ
QQ
Q I β // II // •,
I 3γ // II
66lllllllll
However the identical gluing of the I components carries over to a linear dependence
among the vertices denoted by II, because otherwise the algebra would degenerate to the
zero algebra.
Recall that in a representations in Wedderburn block form, the diagonal blocks are
direct sums of matrix algebras (over extensions of F ). Gluing replaces the natural
central idempotents of the glued blocks by their sum, and specifies a ‘glued’ subspace
of the direct sum, such as F (1, 1, 1)⊆F ⊕ F ⊕ F .
Without diagonal gluing, a base change may simplify the arrows in the full quiver
in a way that reduces the number of arrows. However such a base change may not
preserve the diagonal gluing, resulting in a representation in which the diagonal blocks
corresponding to vertices may have extra linear relations. Such a representation, which
is no longer in Wedderburn block form, can be encoded in a full quiver with quais-linear
gluing among the vertices, which we call a pseudo-quiver.
Let us see how we can improve the form of the pseudo-quiver by means of starting
with the ‘correct’ representation.
Proposition 7.15. Suppose all off-diagonal gluing of the pseudo-quiver of a Zariski
closed algebra is proportional. Then the algebra has a representation whose pseudo-
quiver (with respect to a suitable basis) has no linear dependence relations among arrows
all starting or ending at the same vertex.
Proof. For any a ∈ A, we define its level to be the smallest k for which aJk = 0.
Suppose m is the nilpotence index of J ; i.e., Jm = 0 but Jm−1 6= 0. We take a base
of the functionals corresponding to arrows, starting with the top level m − 1, and
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continuing inductively (which is possible, since the graph of the pseudo-quiver has no
cycles).
View the arrows from the vertex v as linear functionals. By definition, different
arrows originating from the same vertex correspond to independent linear functionals.
In this way, we see that any purely proportionally glued arrows originating from the
vertex v correspond to the same functional, and thus can be combined to a single
arrow after a linear change of basis. The dual argument then applies to two arrows
ending both at the same vertex. In this manner, we can eliminate all linear dependence
relations among the arrows. 
Definition 7.16. Making an open sandwich is the process of starting with the
vertex v and applying arrows corresponding to base elements of J , viewed as linear
functionals as in the proof.
Corollary 7.17. When the base field F is infinite, every algebra A has a representation
in which the linear functionals corresponding to the arrows of their pseudo-quivers are
linearly independent.
Proof. We may start with a representation in whose pseudo-quiver the relations among
the arrows are given by linear dependences, in view of [9, Proposition 4.7.(2)] (noting
that quasi-linear relations are linear since F is infinite). By Theorem 6.8, we have a
representation whose pseudo-quiver can only have purely proportional gluing, which
we eliminate using Proposition 7.15. 
In view of Proposition 7.15, when studying relatively free algebras, we restrict our
attention to pseudo-quivers that have only proportional Frobenius gluing among the
arrows, and the only possible gluing among vertices comes from quasi-linear relations.
In view of Corollary 7.17, when F is infinite, we can always find a representation whose
pseudo-quiver never has gluing from different arrows emerging from the same vertex
(or, dually, leading to the same vertex).
Although Corollary 7.17 may seem a technical curiosity, sacrificing the independence
of the blocks for the (perhaps less desirable) linear independence of the arrows, it turns
out to be a key tool in combinatorial PI-theory. Here is an application to the general
structure theory.
Theorem 7.18. Any Zariski closed algebra A has a representation for whose full quiver
the maximal length of the branches equals the index of nilpotence of the radical minus 1.
Proof. Let J be the radical, and take m such that Jm = 0 but Jm−1 6= 0. Recalling
from the proof of Proposition 7.15 that the arrows of the pseudo-quiver correspond to a
base of linear functionals, we can make an open sandwich by choosing one branch and
zeroing out the other branches; in this way we eliminate cancellation among different
branches.
In order to pass from pseudo-quivers to quivers, we consider the representation giving
rise to the pseudo-quiver, and take its corresponding full quiver. Note that the length
of the maximal path of the pseudo-quiver is the same as the length of the maximal
path of our full quiver. 
This proof works for pseudo-quivers, but not necessarily for quivers, since we need
the linear independence of the arrows.
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Example 7.19. The full quiver of the Grassmann algebra on two generators (cf. Ex-
ample 7.8) is also its pseudo-quiver. The radical J is Fe1 + Fe2. One open sandwich
which we get is Fe1e2 6= 0.
On the other hand in the algebra of (44), the only open sandwich is composed of e1
and e2 + e3, as β maps e2 + e3 to zero, and indeed in this algebra J
2 = 0.
As we shall see in [10], when testing whether a polynomial f(x1, . . . , xd) is a polyno-
mial identity of an algebra A, one observes that the monomials of f can be determined
to be zero or nonzero on A according to their evaluations on paths of a suitable pseudo-
quiver, whereas the analogous assertion for full quivers fails. Also, pseudo-quivers
naturally give rise to PIs, as is to be seen in [10].
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