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Abstract 
Non-commutative Poisson algebras are the algebras having an associative algebra structure and 
a Lie structure together with the Leibniz law. The non-commutative Poisson algebra structures on 
the infinite-dimensional algebras are studied. We show that these structures are standard on the 
poset subalgebras of the associative algebra of all endomorphisms of the countable-dimensional 
vector space These structures on KaceMoody algebras of affine type are determined. It is shown 
that the associative products on the derived Lie ideals are trivial, and the associative product 
action of the scaling elements are fully described. @ 1998 Elsevier Science B.V. 
1991 Math. Subj. Class.: 17B60; 37B67 
Deformation theory of algebras has been widely studied. This theory is originated 
by Gerstenhaber in a series of paper [3-71, presently the best overview of this sub- 
jects is the long paper by Gerstenhaber and Schack [8] or the book by Shnider and 
Sternberg [ 111. Our interest is the deformation theory of Poisson algebras. It happens 
many times that the Leibniz law does not hold after deforming a Lie structure with- 
out changing an associative algebra structure. What deformations of these associative 
algebra structures satisfy the Leibniz laws with the deformed Lie algebra structure? 
We do not restrict ourselves to find such associative algebra structures of commuta- 
tive ones. This motivates us to propose the problem: For a Lie algebra L with a Lie 
product [-, -I, find an (not necessarily commutative) associative algebra product, 
denoted by xy the associative algebra product of x, y in L, satisfying the Leibniz 
Zaw: [xy,z] = [x,z]y + x[y,z] for x,y,x E L. We call such an algebra having an 
associative algebra structure and a Lie algebra structure together with the Leibniz law 
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a non-commutative Poisson algebra. This notion is in the framework of “Leibniz pairs” 
introduced by Flato et al. [2]. 
While the most interesting examples of non-commutative Poisson algebras L are 
probably the infinite-dimensional ones, we have asked the question of what possibili- 
ties are allowed for the finite-dimensional ones and we answered in the previous paper 
[lo] that the associative algebra products of non-commutative Poisson algebra L are 
trivial, i.e., LL = 0 when L are finite-dimensional semisimple Lie algebras over an 
algebraically closed field of characteristic zero. The simplicity of Lie structure is cru- 
cial in the finite-dimensional case. Unlike finite-dimensional simple Lie algebras (i.e., 
Kac-Moody algebras of finite type), infinite-dimensional Kac-Moody algebras have 
the center, hence not simple. In the begining of the study of non-commutative Poisson 
algebra structures of Kac-Moody algebras, we expected that the associative algebra 
products were trivial or they were similar to those of “basic nilpotent algebras” intro- 
duced in [lo]. But these are not those cases. The scaling element plays an important 
role and we finally get 
Theorem. Let g(A) be a Kac-Moody algebra with a Lie bracket [-,-I over the 
field 62 of the complex numbers corresponding to a generalized Cartan matrix A of 
afine type, c the canonical central element and d the scaling element of g(A). Let us 
denote by g’(A) the derived Lie ideal [g(A), g(A)] so that g(A) = g’(A) + Cd. Then 
the associative algebra structure of the non-commutative Poisson algebra structure 
on g(A) is given by 
g’tA)g’tA) = 0 
and the associative product action of d is one of the following three types; for 
s, 1,r E @, 
(n) dd = SC, g’(A)d = dg’(A) = 0, (s # 0), 
(1) dd = Id, g’(A)d = 0, dx = lx for any x E g’(A). 
(r) dd = rd, dg’(A) = 0, xd = rx for any x E g’(A). 
It is easy to verify that the Kac-Moody algebra g(A) together with the associa- 
tive algebra structure given above is actually a non-commutative Poisson algebra. 
For example, to verify the Leibniz law we put y1 = xi + pld, yz = x2 + pzd, y3 = 
x3 + p3d (xi E g’(A), pi E @). In the case that an associative product is given 
by (1) in Theorem, we have bl,YZlyS = 0 and then bl, Y2y31 = y2blyY31 = 
lPZ([xl,x3I + plbhl + mh,dl). 
Before going into the investigation of the associative algebra structures on Kac- 
Moody Lie algebras, we take a look at the Lie structures of some infinite-dimensional 
associative algebras. For any associative algebra B one can always construct a non- 
commutative Poisson structure in which we take the Lie product {-, -} to be the 
scalar multiple of the ordinary associative commutator [-, -I, i.e., by setting {x, y} = 
p[x, y] = p(xy - yx). If B is a direct sum of subalgebras B,(y E r) then one 
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can even take different pr on each of the components. A non-commutative 
Poisson algebra obtained in this way is called standard or said to have a standard 
structure. 
Let M,(C) be the associative algebra of row-finite N x N matrices with coefficients 
in C consisting of those matrices (xii) for which xij = 0 except finite number of j’s in 
each i-row. Note that the algebra Moo(C) is isomorphic to the algebra En&(V) of all 
endomorphisms of a countable-dimensional vector space Y over C. When a subalgebra 
B of M,(C) contains all the diagonal matrices, define the poset I = Z(B) by setting 
i 4 j if eij E B (where eij is the matrix with 1 in the (i,j)th place and 0 elsewhere). 
Let r be the poset determined by reducing I modulo the equivalence relation defined 
by loops. Such algebras B are called “poset algebras” [8]. Let .Z = C(B) be the nerve 
of I(B). Then we have 
Proposition. Let B be a subalgebra of M,(C) containing the diagonal matrices, 
and C = C(B) the simplical complex associated to B. Suppose that any connected 
component of C has the property that for any pair of l-faces there exists a polygon 
which has these two l-faces as its edges. Then any non-commutative Poisson algebra 
structure on B must be standard. In particular, M,(C) itself has only a standard 
one. 
Proof. Let {-, -} be any Lie product on B satisfying the Leibniz law: {ab,c} = 
a{ b, C} + {a, c}b (a, b, c E B). The Leibniz law leads to the formulas {eii, ejj} = 
0, {eii, ejk} = ni( ) e,k e,k w h ere &(ejk) = 0 if i # j and i # k, and 
ieij, ekI> = -Lk(eij)eijek[ + h(ek,)ek[eij, 
when eij,ekl E B with i # j, k # 1. Now take an element i + j < k in f(B), 
and let B(i, j, k) be a subalgebra of B spanned by eii,ejj,ekk,eij,ejk,eik. Note that 
C(A(i, j, k)) is a 2-simplex. Let US put 1 := A.i(eij). By the equalities {eiiejj,eij} = 
0 and Ai(eik)eik = {eii,f?~ejk}, We have Aj(eij) = -2, Ai(eik) = 2 and &(eik) = 
-1. S&X {fZjj,eik} = {ejj,f?ijejk} = -?tf?ik •k nj(ejk)e&, OIle gets Aj(f?jk) = A and 
hence &(ejk) = -A. The equality {eij, ejk} = /k& follows from the formulas given 
above. This shows that for each element i 4 j + k in f(B) we can assign a scalar 
1, = n(i, j, k) such that the Lie product { -, -} coincides with a standard Lie prod- 
uct ,?[ -, -1 on B( i, j, k) where [-, -1 is the ordinary associative commutator 
on M&C). 
Assume that C = C(B) is connected. If i’ 4 j’ + k’ is another element in f(B), then 
I(i, j, k) = A(i’, j’, k’) by our assumption on C. Hence, the equality { -, -} = A[--, -1 
holds on the subalgebra Bo consisting of the finite linear sums of {eij(eij E A}. Let 
x = cz, Ci4ei, (possibly infinite sum) be an element of B and put G := {x,ek[}. 
By the equalities e,,G = {eppX,f?k/} - {epp,ekl}X = n(Cpq[f?pq,ek/] - [epp,ek/]x), one 
obtains G = ( cFZp=, epp) G = n[x, f?kl] - A [ cy=‘=, epp, ekl]x = A[x, ek/], This shows that 
our equality { -, -} = A[-, -1 holds on the whole algebra B. 0 
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Note that this theorem is still true for the locally finite associative algebra M = 
xi j Ceij (finite sum in i,j), which is simple and isomorphic to the direct limit li1$4, 
(C) of the full algebras Mn(@) of 12 x n matrices. The corresponding result of the 
finite-dimensional case will be found in [lo, Theorem 21. 
1. Non-commutative Poisson algebra structures on Kac-Moody algebras 
Throughout this paper we let A = (Aij);j=s a generalized Car-tan matrix of rank n, 
i.e., of affine type. A realization of A is a triple (H,II,II”) such that H is a complex 
vector space of dimension n + 1, II = (010,. . . , IX,} C H’ and II” = {a:, . . . , CC,“} C H 
are linearly independent subsets in H* and H, respectively, satisfying (Ri,Uy) := 
ai = Aji for i, j = 0,. . . , IZ. The Kac-Moody algebra g(A) corresponding to A 
is an infinite-dimensional Lie algebra generated by H and so-called Chevalley gen- 
erators {ea, . . . , e,,fo,. . . , f,,} with a table of Lie multiplications [-, -1 : [cc?, ej] = 
Aijei, [MV,~] = -AqA, [ei,jj] = Sij$‘, (adej)l-AjZ(ei) = 0 for i # j and 
(adfi)l-Alg(J) = 0 for i # j. We have two decompositions, a root-space de- 
composition 
with respect to H; here A is a root system and gU = {X E g(A)l[h,x] = a(h)x for all 
h E H}, and a triangular decomposition 
g(A)=N+@H@N- 
where N_ is the linear span of {J}yXO and their (repeated) commutators and N+ is 
the linear span of {ei}~=s and their (repeated) commutators. 
To prove the theorem in the introduction we do not need much information about 
non-commutative Poisson algebras. But we note one thing of utility to investigate 
the non-commutative Poisson algebra structures on Kac-Moody algebras g(A) 
of affine type. Let ri be the Weyl reflection corresponding to the simple root C(i. 
Then 
ri := exp(adei)exp(-adJ)exp(adei) (1.1) 
is an associative algebra automorphism of non-commutative Poisson algebra g(A). This 
can be easily seen by the Leibniz law. 
From now on we consider that every Kac-Moody algebra g(A) of affine type is 
installed an associative product satisfying the Leibniz law, regarding g(A) as a non- 
commutative Poisson algebra. It follows that 
HH C H, gagp C ga+p Hga C ga, gaff C ga 
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for u,/I E A from the Leibniz law and go = H. Since ga, = @ei, we can define the 
linear functional Li,Ri E H* by 
hei = Lj(h)ei, eih = Ri(h)ei 
for h E H. We can write eicj = k[ei, ej] for some k E @ by the fact that dim ga,+r, 5 1. 
Lemma 1. The associative products of Chevalley generators {eo,. . , e,} satisfy the 
following properties: 
(1) f?if?j = 0 or f?jQ = 0. 
(2) Suppose that eiej # 0 and write eiej = k[ei,ej] for k E UZ. Then for h E H, 
h[ei,ej] = Li(h)[ei,ej], Lj = Li - kgi. 
Proof. (1) If ai + zj # A, then eicj, ejei E g,,+,, = 0. Assume that tl; + Uj E A and 
eiej # 0. Since (hei)ej = kLi(h)[ei,ej] and h(eiej) = kh[ei,ej], we have h[ei,ej] = 
Li(h)[ei,ej] by the associativity and k # 0. On the other hand, by the Leibniz law we 
obtain Li(h)[ei,ej] = [hei,ej] = aj(h)ejei + h[ei,ej]. These imply aj(h)ejei = 0, and 
then ejei = 0 by choosing h with uj(h) # 0. 
(2) This follows from the following computation: Lj(h)[ej,ei] = [hei, ei] = Cri(h) 
eiej + h[ej, ei] = (kEi(h) - Li(h))[ei, ej]. q 
Lemma 2. Suppose eiej # 0 and write eiej = k[ei,ej] for some k E @. Then the 
“(ai, aj)-tables” are as follows: 
where we put L(a”) on the crossed point of the Lth column and the a” th row. 
Furthermore, A, = - 1. 
Proof. By the Leibniz law [ei,f;]ej + ei[ej, A] = [eiej,J] we have $“ej = k[[ei,ej], 
J1] = k[m,y,ej] = kuj(tiy)ej, h ence Lj(My) = kA,. A similar argument on [eiej,fi] gives 
US Ri( Ey ) = -kAji. 
Since ejei = 0 by Lemma l( 1 ), the equalities Li(U.7) = Rj(Crv ) = 0 follow from the 
computations that 0 = [ejei,h] = uyei = Li(ay)ei, 0 = [ejei, j] = e& = Rj(ay )ej. 
To find the values of Li($‘) and Lj(ay) we employ Lemma l(2) as follows: Li(Uv) = 
(Lj + kMi)($‘) = Lj(MY)+2k = k(Aij +2) by the first paragraph of this proof, similarly 
we obtain Lj(ay) = Li(Ory) - kui(U,“) = -kAji. Let I = i,j. Since eref E g(A)za, = 0, it 
follows that 0 = [erer,fi] = aYe1 +elay = (Ll(ay)+Rl(aY))ek, and hence one obtains 
Lj(aY) = -Rl(aY) for I = i,j. These imply Rica?) = -Li(Uy) = -k(Aij + 2) and 
Rj(ay) = -Lj(Uy) = kAji. 
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Let h E H. By the associativity of (eih)ei = ei(hei) we have &(h)eiei = Lj(h)eiej, 
implying Ri(h) = Li(h). In particular, the equality Ri(E,‘) = Lj(a,‘) leads to our last 
statement A, = - 1. 0 
Lemma 3. Let i # j. If eiej = ejei = 0, then the “(ai, Kj)-tables” are as follows: 
Proof. The first and the second tables in this lemma follow from the computations, by 
requiring only the Leibniz law, that 0 = [eiej,J;] = $cj = Lj(ay)ej, 0 = [eiej,fi] = 
eiay = Ri(xy)ei, 0 = [ejei,j] = e&’ = Rj($)ei and 0 = [ejei,fi] = ayei = Li(Ey)ei. 
Assume that Cli + xj E A, SO that [ei, ej] # 0. By our assumption that eiej = ejei = 0, 
we have [hei,ej] = Li(h)[ei,ej] = h[ei,ej], [hej,ei] = Lj(h)[ej,ei] = h[ej,ei]. Hence 
Li = Lj. Similarly, we obtain Ri = Rj. In particular, one gets Li(aY ) = Lj( $’ ) = 
0, Lj(OrJ’) = Li(E/) = 0, similarly, Ri(MY) = Rj(ay) = 0 by the first two tables. 0 
We add the symbols D, Q, x on the edges in the Dynkin diagrams by the following 
rules for our visualization: 
&_2 if ciej = 0 and ejei = 0, 
;__p_2 if eiej # 0 and ejei = 0, 
:_ _+ 2 if ciej = 0 and ejei # 0, 
where the dots edge means a single edge, double edge, a triple edge or quadruple 
edge. For example, we re;d the four informations Aij = -1, Aji = -2, eiej # 0 and 
5 
ejei = 0 into the diagram M. Here we recall the definition of the Dynkin diagram 
D(A) corresponding to a generalized Cartan matrix A of finite or affine type. D(A) has 
n + 1 vertices corresponding to the n + 1 simple roots ~0,. . , ~1,. If ]Aij] 2 ]Aji] and 
\Aij] > 1 then JAij) bonds are equipped with an arrow pointing from Uj to ai. 
For the sake of use later we state in Table 1 the possible (ai, uj)-tables together with 
their diagrams, referring to the last assertion of Lemma 2. 
The subdiagram S--X--~ implies L<(mv) = Lj(ay) = 0. Hence, the subdiagrams 
*,P-----a; and “:-----“P, each of which hold one vertex in common with that diagram, 
must be drawn as “,P--x--*; and 2--x- -2, respectively. By the comrectedness of the 
Dynkin diagrams we obtain 
Proposition 4 (Reduction). Zf there exists a subdiagram i--x--: in a Dynkin dia- 
gram, then all other subdiagrams consisting of two vertices and one edge between 
them must be of the picture o--x--m. 
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Table 1 
a, ,,” 
4 a; 
L, k 0 
L, -k k 
R, -k k 
R, 0 -k 
a, .3& 
Y a, a; 
L, k 0 
L, -k 2k 
R, -k 2k 
R, 0 -2k 
a, e4 
4 
” 
OL/ 
L, k 0 
L, -k 3k 
R, -k 3k 
R, 0 -3k 
&& 
” a, a; 
L, k 0 
L, -k 4k 
R, -k 4k 
R, O -4k 
We also note that Li(ory) = 0 if and only if Lj( Ey) = -k for all cases in Table 1. 
2. The associative products of the generating elements in k(A), g(A)] 
The aim of this section is to show the triviality of the associative products eiej, 
ejei, $ej, ej$’ of the Chevalley generators {eo,. . . ,e,} and II”. We shall meet a 
contradiction under the assumption that eicj # 0 or cjei # 0 for all pairs of i,j = 
0 , . . . , n with i # j. Then the triviality of these products follows from Proposition 4. To 
lead to a contradiction we shall find the relations among the forms of generalized Cartan 
matrices A, the canonical central elements c, and the matrices (Li(ay )) or (&(a;)). 
2.1. The canonical central elements 
Let A be the root system of a Kac-Moody algebra g(A) of affine type, W the Weyl 
group of g(A). A root a is called real if there exists a w E W and a simple root ai 
such that a = w(ai), and called imaginary otherwise. Let Are, Aim be the set of all real 
roots, all imaginary roots, respectively. Since we consider only of affine type, we have 
the important property that Aim = {nb 1 n E E}. The imaginary root 6 is given by 
6 = 2 QUi. 
i=O 
The numbers ai are the components of the vector a which satisfies Aa = 0, and 
labeled in Table 2 [ 1; Theorem 15.2.7; 9; Theorem 5.61. A Kac-Moody algebra g(A) 
has the one-dimensional center Z. Let a:,. . . , a,” be the numerical numbers satisfying 
‘A’(ai,...,a,“) = 0, and 1 b 1 d a e e with parentheses in Table 2. The canonical central 
element c is given by 
n 
c= c avcxv. 
i=O 
Then Z = Cc. This follows from the following 
Table 2 
p 
” 
ci” 
j$” 
6 
Fp 
G”’ 2 
(2) 
A, 
A”’ 
2 
A’2’ 
2” 
A’z’ 
2”.I 
a 
l(1) l(l) 10) 10) 
aI 
+I 
l(l) 
“0 a2 _...___--__._...____--.. 
l(l) X2) 
a*an 
X2) 2(l) 
a~___._.._._~_______.___.~~~ 
l(l) 2(l) l(l) 
aI “n-1 
LI 
l(l) l(l) 
a0 22 _...__.~___._...__._~~.. I @“A a* 
l(l) 2m 2m l(l) 
aI 
I 
l(l) 
“2 2(2) 
06 a6 a3 cc, a5 
10) 2(2) 3(3) 2(2) l(2) 
a7 
a0 a1 a2 a5 a6 
0 
10) 2(2) 3(3) 4(4) 3(3) 2(2) l(l) 
a8 
1 3(3) 
“0 aI GL~ a3 a4 a5 a6 a7 
0 
l(l) 2(2) 3(3) 4(4) 5(S) 66) 4C4) 2(2) 
l(1) 2(2) 3~3) 4~2) 2~1) 
I;*) 
%d 
l(1) l(1) 
a0 aI 
2rn) 
“& ..__ __________--____--_n 
2(l) 2(2) l(2) 
al 
+.I 
Ul) 
a0 a2 _..._______.~..._..__~.~ 
l(l) l(2) 
“ban 
2(2) l(2) 
~~~...__.____._..._..__..~~~ 
l(l) l(1) 
a0 aI a4 
l 0 
l(1) 2(2) 3~3) 2(4) 10) 
(n>2) 
(n23) 
(n22) 
(nr4) 
(n>2) 
(n>3) 
(n22) 
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Lemma 5 (Kac [9; Proposition 1.61). The center Z of the Lie algebra g(A) is equal to 
Z={hEHI < ai,h >=Ofor i=O ,..., n}. 
This lemma and the Leibniz law allow us to write 
cc = pc 
for some p E @. The following computations follows from the Leibniz law: [eei,fi] = 
Li(c),y = c$, [c$,ej] = aj(Ctv)cej = Lj(C)mj(ay)ej, hence Aij(Li(c)-Lj(c)). Simi- 
larly, we obtain Aij(Ri(c) - Rj(c)). By the connectedness of the Dynkin diagrams we 
can put 1 = Lo(c) = . .. = L,(c), Y = R,,(c) = . . = R,(c). Inputting these into 
cc = pc, one obtains pc = cc = CC a:$ = 1 C a:$ = Ic, and consequently p = 1. 
Similarly, we have p = Y, and here we state these facts as 
Cei = e$ = pei, CR/ = clyc = pa;. (2.1.1) 
These give us the key formulas in this paper after some computations. By the equalities 
pei = cei = ~ja~~~ei = (Cj~yLi(~y))ei and pei = eic = (~ja~Ri(~~))ei we 
require the formulas 
( 
L&q) ... 
[L] : ; 
L&(y) ... 
( 
R&x;) ... 
[RI: ; 
R,(t-g) ... 
P 
= . . 
(:I P 
2.2. The triviality of the associative products of the ~7’s and the ei’s 
In this subsection we shall show 
Lemma 6. Let c be the canonical central element. Then 
eiC?j = 0, @.vt?j = t?jCiv = 0, 
cc = 0, Cei = f?iC = 0 
for i,j = 0 ,..., n. 
(2.1.2) 
Proof. We assume that eiej # 0 or ejei # 0 for any pairs of i, j = 0,. . . , n with i # j. 
Hence the numbers k in Table 1 are not zero. We will find a contradiction by requiring 
the formulas [L],[R] in (2.1.2) for each type of the Dynkin diagrams in Table 2. Since 
we need a different investigation of the type AL’) (n > 2) from others, we will examine 
this case at the last stage of this proof. 
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A:“: In this case A 12 = AZ1 = -2. This already contradicts the last assertion of 
Lemma 2. 
&‘I (n > 3): By Table 1 and (a:,.. .,a:) = (1,1,2 ,..., 2, l), the formula [L] in 
(2.1.2) must be of the form 
k 0 0 0 ... 0 
0 k 0 0 ... 0 
0 Cl k q ... 0 
. . . . . . . . . . . . . . . . . . 
. . . . . . . Ok0 
0 . . . . . . 0 -k 2k 
1 P 
1 P 
2 P 
;1;:1 
ZZ . . 
2 P 
1 P 
Let us number the rows 0, 1, . . . , n from top to bottom and the columns from left to 
right in the matrix. Comparing the n-row of both sides we have p = 0. On the other 
hand, we are allowed to put the number -k or 0 into the box 0 of the O-row (we call 
such a box 0 the (0,2)-box with a position in the matrix and denote this by 002) by 
the remark after Proposition 4 or Table 1, we have p = k + 2(-k) or p = k + 2 . 0 
(simply denoted by p = k + 2 . {-k or 0)). This contradicts p = 0. Hence k = 0 and 
p = 0. This shows our claim to this type. 
CL” (n 2 2): The formula [L] in (2.1.2) is of the form 
k 0 0 0 ... 0 
-k 2k 0 0 ... 0 
0 0 2k q ... 0 
. . . . . . . . . . . . . . . . . 
0 . . . . . . q 2k -k 
0 . . . . . . 0 0 k 
1 P 
1 P 
1 P 
:I i:1 
= . . 
1 P 
1 P 
Comparing the O-row of both sides we have p = k. Looking at the l-row, it is required 
that the (1,2)-box 012 = 0. This forces that 0 21 = -2k. Hence, at the 2-rows we have 
p=-2k+2k+{-2k or 0) # k, a contradiction. 
0:” (n > 4): The formula [L] in (2.1.2) is of the form 
k 0 0 0 . . . . . . 
0 k 0 0 . . . . . . 
Cl 0 k q O... ... 
1 P 
1 P 
2 
1 i!1 
= P 
2 P 
First put 0 into the (0,2)-box 002. Then we have p = k. It is required that 012 = 0, 
and then 020 = 021 = -k. Therefore, at the 3-rows we have p = -k-k + 2k +2. {-k 
or 0) # k, a contradiction. The other case is of q o2 = -k. Then p = -k. This leads 
us to 012 = -k, 020 = 021 = 0. Hence at the 3-rows we have p = 2k + 2. {-k or 
0) # -k, a contradiction. 
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Ef): The formula [L] in (2.1.2) is of the form 
‘k000000 
Ok00000 
OOkOOOO 
OOUkOOC 
OOOOkOO 
OOOOClkO 
\O 0 0 0 0 0 k 
‘1’ 
1 
2 
3 
2 
1 
(2, 
= 
P 
P 
P 
P * 
P 
P 
P 1 
211 
We start with putting 0 into the (0,6)-box q 06. Then we have p = k. Keeping the value 
of this p we can open the boxes successively as follows: 012 = 0,021 = -k,& = 
0,032 = -k, on the other hand, 06s = -k,& = 0,036 = -k. At the 3-rows we have 
p = -2k+3k+2.{-k or 0) - 2k # k, a contradiction. Next we put -k into the 
(0,6)-box 006. Then p = -k Then p = -k. This leads us to 012 = -k, 021 = 0, 
023 = -k, 032 = 0, similarly, 06s = 0, 063 = -k, 036 = 0. At the 3-rows we have 
p=3k+2.{-k or 0) # -k, a contradiction. 
Ei’): The formula [L] in (2.1.2) is of the form 
kOOOOOO0 
q lkClOOOOO 
. . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . 
OOOUOOOk 
c the 3-row. 
If 001 = 0, then p = k. At the 7-rows we have p = 4 . {-k or 0) + 2k # k, 
a contradiction. Let 00, = -k. Then p = -k. At the 7-rows we have p = 4 . 
{-k or 0) + 2k # -k, a contradiction. 
Ei’): The formula [L] in (2.1.2) is of the form 
kCl0000000 
q kOOOOOOO 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
OOOOOOOOk 
1‘ 
2 
6 
= 
P‘ 
P 
P 
p, 
+ the 5-row. 
If q oi = 0, then p = k. At the g-rows we have p = 6 . {-k or 0) + 3k # k, a 
contradiction. Let 001 = -k. Then p = -k. At the 7-rows we have p = 6 . {-k or 
0) + 3k # -k, a contradiction. 
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*I) 3 fO;;j~$jy 
If 001 = 0, then p = k. At the 4-rows we have p = 2 ’ {-2k or 0) + 2k # k, a 
contradiction. Let Eisr = -k. Then p = -k. At the 4-rows we have p = 2 . {-2k or 
0) + 2k # -k, a contradiction. 
Gil): We must be careful in this case. We apply the formula [R] in (2.1.2) to this 
case, so that it is of the form 
(;+ik) (i)=(d). 
From the 2-row follows p = -3k. At the O-rows we have p = -k+2.{k or 0) # -3k, 
a contradiction. 
&): We also apply the formula [R] in (2.1.2) to this case, so that it is of the form 
(i?)k)(f)=(;)’ 
This never happens. 
A\:) (n > 2): The formula [JC] in (2.1.2) is of the form 
k -- 
k2 
We can get a contradiction by looking at the O-rows and the n-rows. 
Ag’_, (n 2 3): The formula [L] in (2.1.2) is of the form, for cases of n 2 4 and 
n = 3, 
2k 0 Cl 0 ... 0 
0 2k El 0 ... 0 
0 q 2k 0 ... 0 
0 ... 0 q 2k -k 
0 ... 0 0 0 k 
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respectively. From the n-row follows p = 2k. Then we open some boxes in the 
following order: 002 = 0,012 = 0,020 = 021 = -2k. If n 2 4, then at the 2-row we 
get p = -2k - 2k + 4k + 2 ’ { -2k or 0) # 2k, a contradiction. For the case that n = 3, 
at the 2-row we get p = -2k - 2k + 4k - 2k # 2k, a contradiction. 
D$)1 (n > 2): The formula [L] in (2.1.2) is of the form, for cases of n > 3 and 
n = 2, 
2k -k 0 0 ...... 0 ’ 
0 k q 0 ...... 0 
0 0 k 0 0 ... 0 
............ ....... 
0 ... 0 0 k 0 0 
0 ...... OOkO 
0 ......... 0 -k2k, 
1 
2 
2 
. = 
2 
2 
1) 
respectively. Let n > 3. The O-rows show p = 0. This gives us the information 
about the boxes successively as follows: cl12 = -k,& = 0,023 = -k,l& = 0, 
. . . ,Ci,- l+-2 = 0. At the (n - 1 )-row we get p = 2k # 0, a contradiction. When 
n = 2, we get a contradiction by comparing the l-rows and the 2-rows of both the 
sides. 
Ef): The formula [L] in (2.1.2) is of the form 
2k 0 0 0 0 
0 2k 0 0 0 
0 0 2k -k 0 
OOOkO 
OOOEIk 
Put 0 into the (0, 1)-box Oai. Then we have p = 2k, hence 010 = -2k,& = 0 and 
021 = -2k. At the 2-rows we have p = -4k + 6k - 4k # 2k, a contradiction. Next 
let 001 = -2k, then p = -2k. This leads to q to = 0, Cl12 = -2k, 021 = 0. Hence at 
the 2-rows we have p = 6k - 4k # -2k, a contradiction. 
OF’: The formula [,C] in (2.1.2) is of the form 
(; ; ‘:)ii)= P P . 
P 1 
From the 3-rows it follows that p = 3k. Then it is required that 010 = 0 and 010 = 
-3k. At the l-rows we have p = -3k + 6k - 3k # 3k, a contradiction. 
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A:‘): By the formulas [L] and [R] in (2.1.2), we have p = 0. There are still two possibil- 
ities left in which the corresponding matrices are given in the following 
forms: 
CLi<$ )I = 
k 0 0 ... -k 
-k k 0 ... 0 
. . ‘. . . . . . . . 
0 . . . -k k 0 
0 ..’ 0 -k k 
k -k 0 ‘.. 0 
0 k -k ... 0 
. . . . . . . . . . . . 
0 . . . 0 k -k 
-k 0 ... 0 k 
-k k 0 ... 0 
0 -k k ‘.. 0 
. . . . . . . . . . . . . 
0 ... 0 -k k 
k 0 ... 0 -k 
-k 0 0 ..’ k 
k -k 0 ... 0 
. . . . . . . . . . . . . 
0 ‘-a k -k 0 
0 ... 0 k -k 
Although we cannot get a contradiction by applying the formulas [L], [II] in (2.1.2), 
these forms will be still useful at the next stage. To find another formula we need 
the notion of the scaling element. The scaling element d E H is defined by the 
relations (cQ,~) = 1, (Ui,d) = 0 for i 2 1. Then H = c:=, @a: + Cd and g(A) = 
[g(A),g(A)] + Cd [9; Section 6.21. We write ~YLx~ = cb, b,clY + td (bl, t E C). 
Let 6 = C;=, alaf be the generator of dim, so that (&cl;) = 0 for 1 = 0,. . .,n. Let 
x6 be a non-zero element of gs. Since [ayol~,x~] = 0 by the Leibniz law, we obtain 
0 = [av~j’,xa] = C br[ay,xs] + t[d,xa] = tugxg, and then t = 0. Hence, 
For 1 5 i 5 j 5 n, we put NYU~ = cb, bray + SC (br,s E C). Let 1 I k 5 n. By the 
computations that [c$‘xy, ek] = c~($‘)ekoly + ~(~y)ayek = (Aik&(Uy) +AjkLk(~$))ek 
by the Leibniz law, and [cly$‘,ek] = & br[a)‘,ek] = <Cl=, br&)ek, we have 
(bl . . . b,)AO = (Aik&(EjV) + AjkLk(~y));=l. (2.2.3) 
Here A0 is the Cartan matrix of a finite-dimensional simple Lie algebra generated by 
{el ,.. . ,e,,fl,. .,f,,}. On the other hand, by the associativity c$‘(~yek) = (c$‘ay)ek 
and p = 0 (hence cek = 0 by (2.1.1)), we have Lk(&Y)&(@y)ek = c;=, bpxyek + 
seek = c;=, blLk(ay). Hence, we have, for 1 5 k 5 n, 
(Li(O(y))yj=1 X ‘(bl . . . b,) = ‘(LI(@~‘)LI(M~), . . . ,Ln(~~)L(orjV))* (2.2.4) 
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Since the matrix A0 is invertible and ‘A0 = A’, we can combine (2.2.3) and (2.2.4) 
into the formula 
W~Kl(~jV) 
(Li(Hy));j=i x (A’)-’ ’ 
WV P2C$) 
= 
i ! 1. L(aV &I(~~ > 
(2.2.5) 
Let us put some data of (2.2.1) into the formula (2.2.5) of the case i = 1 and j = 2. 
Then it is of the form 
(~~~.~.~~I).i(r’l~~~~~II) (?I=[-f). 
At the O-row we have (k2/(n+ 1)) = 0, a contradiction. If we put some data of (2.2.2) 
into the formula (2.2.5) of the case i = 1 and j = 2, then it is of the form 
Comparing the O-row we have -(n/(n + 1))k2 = -k*, a contradiction. This completes 
the proof of Lemma 6. 0 
3. Proof of theorem 
3.1. The associative products of the generating elements of g(A) 
By Lemma 6, we have 0 = [cei,h] = cc$’ and 0 = [eic,J;] = clyc. Further, applying 
zi given in (1,l) to both sides of the equalities cei = 0 and eic = 0, one gets cfi: = 
AC = 0. These are written as 
CIP =IPc=o, CA = Jc = 0. (3.1.1) 
Since [c$‘~j”,ek] = c~(c$‘)eko~~ + ~lk(~j’)cryek = 0 for any k = 0,. . .,n, we obtain 
M~CX,” E Z = {h E HI < ccj,h >= 0 for = 0,. . .,n}. We list here 
IPIP c Cc. (3.1.2) 
By Lemma 6 one gets rj(avfj) = zj(ay)zJjj) = -(NY - (Ej,$‘)ajV)ej = 0. Then 
ayfi = 0. Since dimg_,_,, I 1, we can write A& = k[J,fj] (k E C). The associa- 
tivity yields 0 = (~yfi)jj = ~y(Jjj) = kay[J,fi]. If j$ # 0, then $[J,fi] = 0. 
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Hence, 0 = [uyfi,Ji] = -2hA + av[fi,h] = -2Jfi, a contradiction. Therefore, we 
obtain 
Jjj=o. 
By the equalities 0 = [eoc$,fs] = c$c$ - 2eafo, we have eofs = i$c$ E Cc by 
(3.1.2). We put 
eofo = gc (4 E C) (3.1.3) 
It is obvious that eifi = fjei = 0 for i # j. By the equalities 0 = [eiay,J] = 
-(c(i,OZy)eiJI + UyNy and 0 = [avej,h] = -(Ej,$‘)fiej + ayay, we get AjieiJI: = 
Aijfjej = aTa;; in particular, 2eiJI: = 2Aei = avay and eifi: = Fiji for i, j = 0,. . . , n. 
Hence, if Aij # 0, ejfj = (Aji/Aij)eih. Let Y = (ao, a,, . . . , au, a,,,) be a subset of vertices 
of the Dynkin diagram D(A) such that as -+ a, + .. . + tl, -+ w is a connected 
path from the vertex a0 to the vertex a,. Then ewfw = (&,/A,,)~ . . G%dAo,)eofo = 
(awai/a$zo)qc by (3.1.3) [l, pp. 314, 3201. Hence, we have 
eiJ1 = hei = (aiay/a,yao)qc, a,yccy = Aijejfj. (3.1.4) 
We now go into the calculation of the action of the scaling element d on g(A). We 
recall that d E H is defined by the relations (ao, d ) = 1, (ai, d) = 0 for i > 1. Then 
[cd, eo] = ceo = 0 and [cd, ei] = 0 for i > 1. Hence, we can put 
cd=rc, dc=Ic (r,l~C). (3.1.5) 
Lemma7. {hEHI[h,ei]=Ofori=l,...,n}=@c+@d. 
Proof. Take an h E H satisfying the conditions [h, ei] = 0 for i = 1,. . . , n, and 
write h = C’f=i bray + klc + kzd (bl, ki E C). For i 2 1 we have 0 = [h,ei] = 
Cy=, br(ai, aj’)ei, and h ence (61 . . b,)‘A’ = 0 where A0 is the Cartan matrix of 
the finite-dimensional simple Lie algebra generated by {ei ,...,en,fi,...,fn}, so that 
det A0 # 0. Therefore, (bl . . . b,) = 0. 0 
This allows us to write 
dd =sc+td (s,tE a=). (3.1.6) 
We can write as 
dei = Li(d)ei, eid = Ri(d)ei. (3.1.7) 
By the Leibniz law one has avd = [eid,J] = Ri(d)av for i 2 1 and aid - eofo = 
[eod,f01 = Ro<d>a,“, i.e., aYd = Ri(d)aY (i > 1) and aid = Ro(d)ay + qc. Hence, 
cd = CyzoaYaYd = arqc + cy__, $Ri(d)aY. Since cd = rc by (3.1.5), we have 
CFEo $‘&(d)aY = C:=,(r - agq)ayay. In particular, Ro(d) = r - aiq. On the other 
hand, by multiplying c$! from the left-hand side to the equality ard = Ro(d>a~ + qc 
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and by using the associativity, (3.1.1), (3.1.3) and (3.1.4), we get 2qcd = 2q&,(d)c, 
i.e., q(r - Ro(d)) = 0. We have seen Rs(d) = r - azq. These show that 
q = 0. 
Observing (3.1.4) and R;(d) = r - a,Vq for any i, we can state the following important 
properties: for any i, j = 0,. . . , n, 
ei fj = fiei = 0, ~,ya,y = 0, dei = lei, eid = Yei, d$ = IN:, avd = my. (3.1.8) 
The numbers r, I in (3.1.5) and s, t in (3.1.6) must satisfy a strict condition. The 
associativity (dd)d = d(dd) yields s(r - I) = 0. On the other hand, applying ro = 
eadeoe-adfoeadeo to both the sides of dd = SC + td, one sees (d - o$)(d - a,“) = 
SC + t(d - ct,” ), whence tc$ = aid + da:. This shows t = I + r. Furthermore, the 
associativity (cd)d = c(dd) gives r(r - t) = 0. Therefore, we have 
rl = 0 and if s # 0 then r = I= t = 0. (3.1.9) 
3.2. The associative products of all elements of g(A) 
Let us consider the case that cd = 0, dc = Ic and dd = Id. Before continuing the 
computation of the associative products of the elements of higher degree in g(A), we 
refer to some notations. For a real root CI E Are we write CI = w(ai) for some element 
w of the Weyl group W and ai E II. We simply denote by ri the Weyl reflection 
rX,:J+<L,ay >cry.IfW=rj;..rj,,wewrite 
Let c( E Are, x, E ga. We can write x,h = R,(h)x,, hx, = L,(h)x, (R,(h), L,(h) E C) 
for any h E H. By (3.1.8) we have 0 = x,c$‘ay = RM(ay)2~,, so &(a:) = 0. Similarly 
LX($) = 0. Hence, 
g,JI” = II”g, = 0 for a E Are. (3.2.1) 
We put e, := r,(ei), e_, := r,(A), so that ga = Ce,, g_a = @e_,. Then by applying 
z, to an equation in (3.1.8), we see 0 = z,(eid) = e,z,(d) = e,(d+ho) = e,d; here ho 
is a linear combination of the elements of II”, and similarly e_,d = 0. These together 
with (3.2.1) lead to 
g,H = O(cc E A’“). (3.2.2) 
Keeping the assumption CI E Are, let x, E ga and h E H. By (3.2.2), 0 = [xah,ei] = 
ai(h)x,e;+[x,, ei]h and 0 = [eih,xJ = H(h)eix,+[ei,x,]h. By adding these two equations 
we have ai(h)x,ei + a(h)eix, = 0. Assume that cc and Xi are linearly independent in 
H*. Then there exist ho, hl E H such that ai = l,cc(ho) = O,cci(hl) = O,cr(hl) = 1. 
Hence, x,ei = eix, = 0 and [xa,ei]h = 0. Similarly, one sees x,A = j& = 0 and 
[xl,fi]h = 0. Now take an imaginary root B E Aim. If xb E gp then it can be written 
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as xp = [xa, ei] or xb = [xa, A] for some c( E dre and i. By the preceding paragraph we 
have g,H = 0, hence g,H = 0 in (3.2.2) is true for any root CI E A. We state this fact 
in the following form: 
N+H = N-H = 0. (3.2.3) 
Let a,0 E A and a + p # 0. By (3.2.3) we have 0 = [xJr,xg] = /?(h)x,xg + [&,xg]h = 
fi(h)x,xg. Choosing h E H with P(h) # 0, we obtain xaxb = 0, and so 
gagb=O for a,j3E A with a+P#O. (3.2.4) 
Take a real root a E A”, and write a = w(ai), w E W, ai E rl. We put e, = 
z,(e;),e_, = r,(A). Then exe_, = r,(eifi’) = 0, similarly e_,e, = 0. We then take 
an imaginary root fi E AT of a positive one. Let xb E gb and x-8 E g-8. We write 
xp = b,,eil, a E AT, X, E ga. By (3.2.4) we have 0 = [XaX_p,ei] = x+~+x,[x_B,Q]. 
Since Xa[X_B,ei] E gEgga and a E A ‘e, this element must be zero. Hence ngx-8 = 0. 
Similarly x_~.xb = 0. Together with (3.2.4) we get 
gEgp=O for any a,PE A. (3.2.5) 
Finally, we consider the associative products dx, of the scaling element d and the 
elements x0 in g’(A) = [g(A),g(A)]. Let a E Are,a = w(ai) for some w E W and Cli E 
II. We put xa = T,(xi) for xi = ei or j. Then X, E ga or X, E g_a. Applying r, to both 
the sides of the equation dxi = Zxi, we obtain IX, = z,(dxi) = z,(d)r,(xi) = (d f h)xc, 
for some linear combination h of the elements in II”. By (3.2.1) we get dx, = Ix,. 
If j? E Aim then we write XB = [xa, xi], a E Are, xa E ga,xi = ei or 5. Then the Leibniz 
law leads US to Ixg = [dxayxi] = [d,xi]xa + dxg = dxp by (3.2.5). Here we state the 
final result 
dx, = Ix, for any a E A, x, E gee. (3.2.6) 
The formulas of (1) in the theorem follows from Lemma 6, (3.1.1), (3.1.8), (3.2.5), 
up to here we have g’(A)g’(A) = 0; from (3.2.3), we see g’(A)d = 0, and from (3.2.6) 
we obtain the action of d on g’(A) from the left-hand side. The case that I = 0 and 
r = t in (3.1.9) corresponds to (r) in the theorem, and we have (n) in the theorem 
when s # 0 in (3.1.9), and thus we complete the proof of the theorem. 0 
4. Finite-dimensional semisimple Lie algebras 
We have known 
Proposition (Kubo [ 10, Corollary 81). Let L be a jinite-dimensional non-commutative 
Poisson algebra over @. If its Lie algebra product is of semisimple then the associative 
algebra product on L must be trivial, that is, LL = 0. 
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The Jacobson radical J(L) of the associative algebra L is a Lie ideal of L. If the 
Lie algebra product on L is of simple, then J(L) = 0 or J(L) = L. It follows from 
the standardness of the non-commutative Poisson algebra structure on the semisimple 
associative algebras that .L(L) = L and hence LL = 0. This is a sketch of the proof of 
this proposition given in [lo]. By a similar argument this result is possibly extended as 
follows [2]. Let L be a finite-dimensional Lie algebra over C and a finite-dimensional 
associative algebra B an L-module on which every element of L acts as an associative 
derivation. If B contains no proper ideal which is simultaneously an L-submodule, then 
B must be the algebra of all n x n-matrices for some n, or multiplication in B must be 
identically zero and hence B has only an irreducible L-module structure. We hope that 
one will give a sophisticated proof to the theorem in this paper so that this theorem is 
extended somehow. 
Here we note that our “crossword puzzle” proof of the theorem is applicable to the 
proposition given above. In (2.2.5) we denote by L = (Li(Ny))zj=1, R = (R~(oc~))~~=~. 
Let us denote by x * y := ‘(xiyi,. . .,xnyn) for ‘X = (xi,. . .,;c,) , ‘y = (~1,. . .,y,) 
and partition a matrix T into the column vectors T = (Tl,. . ., T,,). Then (2.2.5) for 
i = p, j = p + 1 can be written in the form 
L(‘A’)-‘[(‘A’), *R,+, + CAO)p+l * Lp)l = L, * L,,l. (4.1) 
The essence of the proof of the triviality of the associative products among generators 
el,..., e,,u;/ ,..., L-X,” of g(A”) can be conveyed by a small example. We consider the 
Lie algebra g(A”) of Gz-type. Since Ai, = -3, we only have the case eie2 # 0. 
Observing Table 1 we have the following data: 
A0 = , (‘A’)-‘=(;;), L=(_;3;)Jt=(-;_:f). 
Substituting these data to the formula (4.1) for p = 1, one gets 
which contradicts the assumption k # 0. Hence, eiej = 0, $ej = ej$ = 0 for 
i, j = 1,2. We may reach a contradiction for each of the other cases by putting such 
data into formula (4.1) for p = 1 in the case A,, E6, ET, Eg or F4, p = n - 1 in the 
case B, or C,, and p = n - 3 in the case 0,. 
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