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Abstract
Let Tn+1(R) be the algebra of all upper triangular square matrices of order n + 1 over a commutative
ring R with the identity 1 and unit 2. For n2, we prove that any Lie automorphism of Tn+1(R) can be
uniquely written as a product of graph, central, inner and diagonal automorphisms.
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1. Introduction
Let Mn+1(R) be the R-algebra of all square matrices of order n + 1 over a commutative ring R
with the identity 1 and unit 2. Mn+1(R) is a Lie algebra by the bracket operation [x, y] = xy − yx
for any x, y ∈ Mn+1(R). Obviously if 2 is a unit in R, then [x, y] = −[y, x]. If an R-module auto-
morphism ϕ of Mn+1(R) satisfies ϕ([x, y]) = [ϕ(x), ϕ(y)], then ϕ is called a Lie automorphism
ofMn+1(R). Let nl and nk be the subsets ofMn+1(R). Lie bracket operation of nl and nk is denoted
by [nl , nk] = {[x, y]|x ∈ nl , y ∈ nk}. We know that an R-algebra automorphism, which is a ring
automorphism and also an R-module automorphism, of Mn+1(R) must be a Lie automorphism.
However, there are Lie automorphisms which are neither R-algebra automorphisms nor R-algebra
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anti-automorphisms. The subalgebraTn+1(R)of all triangular matrices overR has been previously
investigated [1–4]. Dokovic´ [2] and Cao’s [1] papers described the automorphism groups of Lie
algebra consisting of all upper triangular n × n matrices of trace 0 over a connected commutative
ring and a commutative ring withn invertible respectively. More generally over a commutative ring
with unit 2 we consider the problem on decomposition of Lie automorphism of upper triangular
matrix algebra into some standard automorphisms.
In this article, using the technique in [5], we prove that any Lie automorphism ϕ of Tn+1(R)
can be uniquely expressed as ϕ = ωεηcθλd , where ωε, ηc, θ and λd are graph, central, inner and
diagonal automorphisms respectively for n  2 and R is a commutative ring with the identity 1
and unit 2. In the remaining cases, we also show that any Lie automorphism of T1(R) (n = 0)
is a central automorphism and that any Lie automorphism of T2(R) (n = 1) can be written as a
product of central, inner and diagonal automorphisms.
2. Preliminaries
Let eij denote the matrix unit of Mn+1(R) and e the identity matrix of Mn+1(R). The matrix set
{ei,i+k|i = 1, . . . , n − k + 1, k = 0, 1, . . . , n} is a basis of Tn+1(R). For any x ∈ Tn+1(R), x =∑n
k=0
∑n−k+1
i=1 ai,i+kei,i+k for some ai,i+k ∈ R. Let n0 = Tn+1(R). Aut(n0) denotes the Lie auto-
morphism group of Tn+1(R). Let n1 = [n0, n0], n2 = [n1, n1], nj = [n1, nj−1], j = 3, . . . , n.
It can be checked that nj = ∑nk=j ∑n−k+1i=1 Rei,i+k . Furthermore nmnl ⊆ nm+l and [nm, nl] ⊆
nm+l for m + l  n or are equal to zero for m + l  n + 1. For any ϕ ∈ Aut(n0), we have
ϕ(n1) = ϕ([n0, n0]) = [ϕ(n0), ϕ(n0)] = [n0, n0] = n1 and ϕ(nj ) = nj , j = 2, . . . , n. There-
fore ϕ(nj−1\nj ) = nj−1\nj , j = 1, . . . , n + 1. Obviously n1 is the subalgebra of all strictly
upper triangular matrices of Tn+1(R). The matrix set {ei,i+k|i = 1, . . . , n − k + 1, k = 1, . . . , n}
is a basis of n1. The multiplicative group of all the invertible elements of R is denoted by R∗. For
any ϕ ∈ Aut(n0), there exists b∗ ∈ R∗ such that ϕ(e1,n+1) = b∗e1,n+1.
Lemma 2.1. The set {e11, ei+1,i+1, ei,i+1|i = 1, . . . , n} generates Tn+1(R) by Lie bracket
operation.
Proof. Let Jn+1 be the subalgebra of Tn+1(R) generated by the set {e11, ei+1,i+1, ei,i+1|i =
1, . . . , n}. For any ei,i+k ∈ Tn+1(R), when k = 0, 1, then ei,i+k ∈ Jn+1. When k = 2, we have
ei,i+2 = [ei,i+1, ei+1,i+2] ∈ Jn+1. Assume by induction that ei,i+k−1 ∈ Jn+1, then ei,i+k =
[ei,i+k−1, ei+k−1,i+k] ∈ Jn+1, that is, Tn+1(R) ⊆ Jn+1. Clearly Jn+1 ⊆ Tn+1(R). 
Lemma 2.2. Let ϕ be in Aut(n0). If ϕ(ejj ) and ϕ(ej,j+1) are expressed, respectively, as
ϕ(ejj ) =
n+1∑
i=1
a
(j)
ii eii mod n1, j = 1, . . . , n + 1,
ϕ(ej,j+1) =
n∑
i=1
b
(j)
i,i+1ei,i+1 mod n2, j = 1, . . . , n.
Then the following matrices are invertible:
(i) A = (amk)(n+1)×(n+1) where amk = a(m)kk , m = 1, . . . , n + 1, k = 1, . . . , n + 1;
(ii) B = (bmk)n×n where bmk = b(m)k,k+1, m = 1, . . . , n, k = 1, . . . , n.
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Proof. (i) It follows from the fact that the R-module n0/n1 is a free of rank n + 1 on the basis
{eii + n1|i = 1, . . . , n + 1} and ϕ induces an automorphism of that module. (ii) Note that the
R-module n1/n2 is a free of rank n on the basis {ei,i+1 + n2|i = 1, . . . , n}. 
Lemma 2.3. Let ϕ be in Aut(n0). If ϕ(ejj ) and ϕ(ej,j+1) are expressed, respectively, as the
forms in Lemma 2.2, then the following conclusions hold.
(i) For 1  m, k, l  n, b(m)l,l+1b(m)k,k+1 = 0 (l /= k).
(ii) For 1  k, l  n, (a(i)ll − a(i)l+1,l+1)(a(i)kk − a(i)k+1,k+1) = 0 (l /= k) where i = 1, n.
(iii) For 2m nand 1 i, k, l  n, (a(m)ii − a(m)i+1,i+1)(a(m)ll − a(m)l+1,l+1)(a(m)kk − a(m)k+1,k+1) =
0 (i /= l /= k /= i, here n  3).
Proof. When j /= m,m + 1, [ϕ(ejj ), ϕ(em,m+1)] = 0. So
b
(m)
i,i+1
(
a
(j)
ii − a(j)i+1,i+1
) = 0, i = 1, . . . , n.
From [ϕ(emm), ϕ(em,m+1)] = ϕ(em,m+1) and [ϕ(em+1,m+1), ϕ(em,m+1)] = −ϕ(em,m+1), we have
b
(m)
i,i+1
(
a
(m)
ii − a(m)i+1,i+1
) = b(m)i,i+1, i = 1, . . . , n,
b
(m)
i,i+1
(
a
(m+1)
ii − a(m+1)i+1,i+1
) = −b(m)i,i+1, i = 1, . . . , n.
Let C = (cmk)(n+1)×(n+1) where cmk = a(m)kk − a(m)k+1,k+1, m = 1, . . . , n + 1, k = 1, . . . , n,
cm,n+1 = a(m)n+1,n+1, m = 1, . . . , n + 1. It can be checked that det C = det A. By Lemma 2.3,
det C ∈ R∗. When l /= k, we have b(m)l,l+1b(m)k,k+1det C = 0. Then b(m)l,l+1b(m)k,k+1 = 0 (l /= k). (i) is
completed. Now we prove (ii). When i = 1, n, (a(i)ll − a(i)l+1,l+1)(a(i)kk − a(i)k+1,k+1)det B = 0 (l /=
k), we have
(
a
(i)
ll − a(i)l+1,l+1
)(
a
(i)
kk − a(i)k+1,k+1
) = 0 (l /= k). The process of proving (iii) is similar
to (ii). 
Now let us introduce standard Lie automorphisms of Tn+1(R).
(i) Let ε be an idempotent of R. Then ε, 1 − ε are orthogonal idempotents, that is, ε(1 −
ε) = 0. Let e0 = ∑n+1i=1 ei,n−i+2. We define a map ωε: x → εx − (1 − ε)(e0xe0)τ where τ de-
notes the transpose of a matrix. If both ε and ε¯ are idempotents of R, then 1 − (ε − ε¯)2 is
also an idempotent of R and ωεωε¯ = ω1−(ε−ε¯)2 . This implies that ω−1ε = ωε and ωε is an
automorphism of Tn+1(R). Obviously ω1 is the identity automorphism of Tn+1(R) and ωε =
εω1 + (1 − ε)ω0. From ωε([x, y]) = [ωε(x), ωε(y)] for any x, y ∈ Tn+1(R) we know that ωε
is a Lie automorphism of Tn+1(R). We call ωε a graph automorphism. If ε is nontrivial, the
graph automorphism ωε is neither an R-algebra automorphism nor an R-algebra anti-
automorphism of Tn+1(R) unless one of ideals εTn+1(R) or (1 − ε)Tn+1(R) of Tn+1(R) is
commutative. The graph automorphism ωε on the basis of Tn+1(R) acts as ωε(ekj ) = εekj −
(1 − ε)en−j+2,n−k+2
(
1  k 
[
n+1
2
]
, k  j  n − k + 1), ωε(ek,n−k+2) = ek,n−k+2 (1  k 
1 + [n2 ]) and ωε(en−j+2,n−k+2) = εen−j+2,n−k+2 − (1 − ε)ekj (1  k  [n+12 ], k  j  n −
k + 1) where [n+12 ] is the integer part of n+12 . The set of all graph automorphisms of Tn+1(R) is
a subgroup of Aut(n0), denoted by G.
(ii) Regarding R as an abelian Lie algebra, the map f : Tn+1(R) → R such that 1 + f (e) ∈ R∗
is an endomorphism of Tn+1(R). We define a map ηf : x → x + f (x)e for any x ∈ Tn+1(R).
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Since ηf ηg = ηf+(1+f (e))g , then η−1f = η−(1+f (e))−1f and ηf is an automorphism of Tn+1(R).
From ηf ([x, y]) = [ηf (x), ηf (y)] for any x, y ∈ Tn+1(R) we know that ηf is a Lie automor-
phism of Tn+1(R). We call ηf a central automorphism. Obviously ηf (y) = 0 for any y ∈ n1. Let
cj = f (ejj ), j = 1, 2, . . . , n + 1. Then the central automorphism ηf on the basis of Tn+1(R)
acts as ηf (ejj ) = ejj + cj e (1  j  n + 1), ηf (emj ) = emj (m /= j). Let c = (c1, . . . , cn+1).
Then we denote ηf by ηc. Since f (e) = ∑n+1j+1 cj , then 1 +∑n+1j+1 cj ∈ R∗. Therefore η−1c =
η−
(
1+∑n+1j+1 cj
)−1
c
. The set of all central automorphisms of Tn+1(R) is a subgroup of Aut(n0),
denoted by C.
(iii) For any y ∈ n1, let h = e + y. The map θh: x → hxh−1 is called an inner automorphism
which is an R-algebra automorphism of Tn+1(R). If h = hij (a) = e + aeij (i < j)
with some a ∈ R, then θhij (a) is called the “simple” form. Using [hij (a)]−1 = hij (−a) we
know that θhij (a)(eii) = eii − aeij , θhij (a)(ejj ) = ejj + aeij for i < j and θhij (a)(ekk) = ekk for
k /= i, j and that θhmi(a)(ei,i+1) = ei,i+1 + aem,i+1 and θhi+1,j (a)(ei,i+1) = ei,i+1 − aeij also
θhmi(a)(ek,k+1) = ek,k+1 and θhi+1,j (a)(ek,k+1) = ek,k+1 for k /= i, m, j . It is easy to see that
θ−1hij (a) = θhij (−a). The set of all the “simple” inner automorphisms ofTn+1(R) generate a subgroup
of Aut(n0), denoted by I.
(iv) Let d = ∑n+1i=1 dieii where di ∈ R∗, i = 1, 2, . . . , n + 1. The map λd : x → dxd−1 is
called a diagonal automorphism which is an R-algebra automorphism of Tn+1(R). It is obvi-
ous that λ−1d = λd−1 . A diagonal automorphism on the basis of Tn+1(R) yields that λd(eii) =
eii and λd(ei,i+k) = ∏km=1 d¯−1i+m−1,i+mei,i+k for d1 = 1, di = ∏im=2 d¯i−m+1,i−m+2 ∈ R∗, i =
2, . . . , n + 1. The set of all diagonal automorphisms of Tn+1(R) is a subgroup of Aut(n0), denoted
by D.
Lemma 2.4. Let ϕ be in Aut(n0). If ϕ(e12) = ∑nk=1 b(1)k,k+1ek,k+1 mod n2, then there exists a
graph automorphism ωε such that ωεϕ(e12) = b˜(1)12 e12 mod n2 where b˜(1)12 = (2ε − 1)
(
b
(1)
12 +
b
(1)
n,n+1
) ∈ R∗.
Proof. Since e2,n+1 ∈ nn−1\nn, we haveϕ(e2,n+1) ∈ nn−1\nn. Assume thatϕ(e1,n+1) = b∗e1,n+1
where b∗ ∈ R∗ and ϕ(e2,n+1) = ae1n + be2,n+1 + ce1,n+1. From
ϕ(e1,n+1) = [ϕ(e12), ϕ(e2,n+1)] =
(
b
(1)
12 b − ab(1)n,n+1
)
e1,n+1.
We have b(1)12 b − ab(1)n,n+1 = b∗ ∈ R∗. By Lemma 2.3, b∗b(1)k,k+1 =
(
b
(1)
12 b − ab(1)n,n+1
)
b
(1)
k,k+1 =
0, k = 2, . . . , n − 1, that is, b(1)k,k+1 = 0, k = 2, . . . , n − 1. So ϕ(e12) = b(1)12 e12 + b(1)n,n+1en,n+1
mod n2. From
(
b
(1)
12 + b(1)n,n+1
)[
b
(1)
12 (bb
∗−1)2 − b(1)n,n+1(ab∗−1)2
]
= (b(1)12 bb∗−1)2 − (b(1)n,n+1ab∗−1)2 = (b(1)12 bb∗−1 − b(1)n,n+1ab∗−1)2 = (b∗b∗−1)2 = 1,
we know b(1)12 + b(1)n,n+1 ∈ R∗. Take ε = b(1)12
(
b
(1)
12 + b(1)n,n+1
)−1
, then 1 − ε = b(1)n,n+1
(
b
(1)
12 +
b
(1)
n,n+1
)−1
. From
ε2 = (b(1)12 )2(b(1)12 + b(1)n,n+1)−2 = b(1)12 (b(1)12 + b(1)n,n+1)(b(1)12 + b(1)n,n+1)−2 = ε
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we know ε and 1 − ε are orthogonal idempotents. From (2ε − 1)2 = 1 we have 2ε − 1 ∈ R∗.
Furthermore
b
(1)
12 ε =
(
b
(1)
12
)2(
b
(1)
12 + b(1)n,n+1
)−1 = b(1)12 (b(1)12 + b(1)n,n+1)(b(1)12 + b(1)n,n+1)−1 = b(1)12 .
Similarly b(1)n,n+1(1 − ε) = b(1)n,n+1. Also b(1)12 (1 − ε) = 0 and b(1)n,n+1ε = 0. Therefore
ωεϕ(e12)=b(1)12 ωε(e12) + b(1)n,n+1ωε(en,n+1) mod n2
=b(1)12 [εe11 − (1 − ε)en,n+1] + b(1)n,n+1[εen,n+1 − (1 − ε)e11] mod n2
=(2ε − 1)(b(1)12 + b(1)n,n+1)e12 mod n2.
Let b˜(1)12 = (2ε − 1)
(
b
(1)
12 + b(1)n,n+1
)
. Then ωεϕ(e12) = b˜(1)12 e12 mod n2. 
3. Lemmas for main results
In order to achieve our goal, we also need other lemmas.
Lemma 3.1. Let ϕ be in Aut(n0). If ϕ(e12) = b(1)12 e12 mod n2 where b(1)12 ∈ R∗, then ϕ(ej,j+1) =
b
(j)
j,j+1ej,j+1 mod n2, where b
(j)
j,j+1 ∈ R∗, j = 1, . . . , n, and there exists a central automorphism
ηc such that ηcϕ(ejj ) = ejj mod n1, j = 1, . . . , n + 1.
Proof. Write ϕ(ej,j+1) as
ϕ(ej,j+1) =
n∑
k=1
b
(j)
k,k+1ek,k+1 mod n2, j = 1, . . . , n + 1.
From e13 = [e12, e23] we have
ϕ(e13) = [ϕ(e12), ϕ(e23)] = b(1)12 b(2)23 e13 mod n3 ∈ n2\n3.
By induction we assume that ϕ(e1,m) = ∏m−1k=1 b(k)k,k+1e1,m mod nm holds. Further, since e1,m+1 ∈
nm\nm+1, we have
ϕ(e1,m+1) = [ϕ(e1,m), ϕ(em,m+1)] =
m−1∏
k=1
b
(k)
k,k+1b
(m)
m,m+1e1,m+1 mod nm+1 ∈ nm\nm+1.
When m = n, ϕ(e1,n+1) = ∏nk=1 b(k)k,k+1e1,n+1 = b∗e1,n+1. So ∏nk=1 b(k)k,k+1 = b∗ ∈ R∗, that
is, b(j)j,j+1 ∈ R*, j = 1, . . . , n. By Lemma 2.3 we have ϕ(ej,j+1) = b(j)j,j+1ej,j+1 mod n2,
j = 1, . . . , n. By the process of proving Lemma 2.3 we obtain that b(1)12
(
a
(1)
11 − a(1)22
) = b(1)12 ,
b
(i)
i,i+1
(
a
(i+1)
ii − a(i+1)i+1,i+1
) = −b(i)i,i+1, b(i+1)i+1,i+2(a(i+1)i+1,i+1 − a(i+1)i+2,i+2) = b(i+1)i+1,i+2, i = 1, . . . , n,
and b(n)n,n+1
(
a
(n+1)
nn − a(n+1)n+1,n+1
) = −b(n)n,n+1. Then a(1)11 − a(1)22 = 1, a(i+1)ii − a(i+1)i+1,i+1 = −1 and
a
(i+1)
i+1,i+1 − a(i+1)i+2,i+2 = 1, i = 1, . . . , n. By Lemma 2.3, we have that a(1)kk − a(1)k+1,k+1 = 0 (2 
k  n),a(i+1)kk − a(i+1)k+1,k+1 = 0 (1  k < i, i + 1 < k  n − 1),a(n+1)kk − a(n+1)k+1,k+1 = 0 (1  k 
n − 1). Let C˜ = (c˜mk)(n+1)×(n+1) where c˜kk = 1, k = 1, . . . , n, c˜m,n+1 = ∑mj=1 a(j)j+1,j+1,
m = 1, . . . , n, c˜n+1,n+1 = 1 +∑nj=1 a(j)j+1,j+1 + a(n+1)nn , otherwise c˜mk = 0, for m /= k and
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k /= n + 1. Therefore det C˜ = det C ∈ R∗. So 1 +∑nj=1 a(j)j+1,j+1 + a(n+1)nn ∈ R∗. Take c =
(c1, . . . , cn+1)where cj = −a(j)j+1,j+1
(
1+∑nj=1 a(j)j+1,j+1 +a(n+1)nn )−1 and cn+1 = − a(n+1)nn (1+∑n
j=1 a
(j)
j+1,j+1 + a(n+1)nn
)−1
, j = 1, . . . , n, then ηcϕ(ejj ) = ejj mod n1, j = 1, . . . , n + 1. 
Remark. Since the proofs of the following Lemmas 3.2–3.6 are similar to those in [5], we will
omit the proofs.
Lemma 3.2. Let ϕ be in Aut(n0). If ϕ(ejj ) = ejj mod n1, j = 1, 2, . . . , n + 1, then
ϕ(e11) = e11 + a(1)12 e12 mod n2,
ϕ(ejj ) = ejj + a(j)j,j+1ej,j+1 − a(j−1)j−1,j ej−1,j mod n2, j = 2, . . . , n (n  2),
ϕ(en+1,n+1) = en+1,n+1 − a(n)n,n+1en,n+1 mod n2.
Lemma 3.3. Let ϕ be in Aut(n0). If ϕ(ejj ) is expressed as the form in Lemma 3.2, we may find
an inner automorphism
θ =
n∏
j=1
θ
hj,j+1
(
a
(j)
j,j+1
)
such that
θϕ(ejj ) = ejj mod n2, j = 1, 2, . . . , n + 1.
Lemma 3.4. Let ϕ be in Aut(n0). If ϕ(ejj ) = ejj mod nm−1, j = 1, 2, . . . , n + 1, then
ϕ(ejj ) = ejj + a(j)j,j+m−1ej,j+m−1 mod nm, 1  j  min{m − 1, n − m + 2},
ϕ(ejj ) = ejj + a(j)j,j+m−1ej,j+m−1 − a(j−m+1)j−m+1,j ej−m+1,j mod nm,
m  j  n − m + 2
(
m 
[
n + 1
2
])
,
ϕ(ejj ) = ejj mod nm,
n − m + 3  j  m
(
m 
[
n + 1
2
]
+ 1 or when n is odd, m >
[
n + 1
2
]
+ 1
)
,
ϕ(ejj ) = ejj − a(j−m+1)j−m+1,j ej−m+1,j mod nm, max{n − m + 3,m}  j  n + 1.
Lemma 3.5. Let ϕ be in Aut(n0). If ϕ(ejj ) is expressed as the form in Lemma 3.4, we may find
an inner automorphism
θ =
n−m+2∏
j=1
θ
hj,j+m−1
(
a
(j)
j,j+m−1
)
such that
θϕ(ejj ) = ejj mod nm, j = 1, 2, . . . , n + 1.
When m = n + 1, θϕ(ejj ) = ejj , j = 1, 2, . . . , n + 1.
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Lemma 3.6. When n  1, let ϕ be in Aut(n0). If ϕ(ejj ) = ejj , there exists a diagonal automor-
phism λd such that λdϕ(ej,j+1) = ej,j+1 mod n2, j = 1, . . . , n.
Lemma 3.7. When n  1, let ϕ be in Aut(n0). If ϕ(ejj ) = ejj , j = 1, 2, . . . , n + 1 and
ϕ(ej,j+1) = ej,j+1 mod n2, j = 1, . . . , n, then ϕ(ej,j+1) = ej,j+1, j = 1, . . . , n.
Proof. We express ϕ(ej,j+1) as
ϕ(ej,j+1) = ej,j+1 +
n∑
k=2
n−k+1∑
m=1
b
(j)
m,m+kem,m+k, j = 1, . . . , n.
Therefore
ϕ(e12) = [ϕ(e11), ϕ(e12)] = e12 +
n∑
k=2
b
(1)
1,1+ke1,1+k (n  2),
ϕ(e23) = [ϕ(e22), ϕ(e23)] = e23 (n = 2),
ϕ(e23) = [ϕ(e22), ϕ(e23)] = e23 +
n−1∑
k=2
b
(2)
2,2+ke2,2+k (n  3),
ϕ(ej,j+1) = [ϕ(ejj ), ϕ(ej,j+1)] = ej,j+1 +
n−j+1∑
k=2
b
(j)
j,j+kej,j+k +
n−1∑
k=2
b
(j)
j−k,j e
(j)
j−k,j
(3  j  n − 1, n  4),
ϕ(en,n+1) = [ϕ(enn), ϕ(en,n+1)] = en,n+1 +
n−1∑
k=2
b
(n)
n−k,ne
(n)
n−k,n (n  3).
So for j = 1, . . . , n
ϕ(ej,j+1) = [ϕ(ej,j+1), ϕ(ej+1,j+1)] = [ϕ(ej,j+1), ej+1,j+1] = ej,j+1.
In the case n = 1, ϕ(e12) = e12. 
4. Main results
Theorem 4.1. Let R be a commutative ring with the identity 1 and unit 2, and Tn+1(R), n  2,
the algebra consisting of all upper triangular (n + 1) × (n + 1) matrices over R. For any Lie
automorphismϕ ofTn+1(R) there exist graph, central, inner and diagonal automorphismsωε, ηc,
θ and λd, respectively, of Tn+1(R) such that ϕ = ωεηcθλd, and the decomposition ϕ = ωεηcθλd
is unique.
Proof. By Lemmas 2.4 and 3.1–3.7 there are λ−1d , θ−1, η−1c and ωε such that
λ−1d θ
−1η−1c ωεϕ(ejj ) = ejj , j = 1, 2, . . . , n + 1.
λ−1d θ
−1η−1c ωεϕ(ej,j+1) = ej,j+1, j = 1, . . . , n.
Since e11, ej+1,j+1, ej,j+1, j = 1, . . . , n, generate Tn+1(R), then ϕ = ωεηcθλd .
The uniqueness of the decomposition follows from the following lemma. 
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Lemma 4.2. Let G, C,I andD be the graph, central, inner and diagonal automorphism group
of Tn+1(R), respectively. When n  2, then
Aut(n0) = G(C× (ID)).
Proof. By the first part of Theorem 4.1 we have Aut(n0) = GCID. For any x ∈ n0 we have
θhλd(x) = h(dxd−1)h−1 = λdθd−1hd(x), thus θhλd = λdθd−1hd . So I ID. Obviously I ∩
D = 1, then ID = ID. From
ηcλd(ejj ) = ηc(ejj ) = ejj + cie = λd(ejj + cj e) = λdηc(ejj ),
ηcλd(ej,j+1) = ηc(dj dj+1ej,j+1) = djdj+1ej,j+1 = λdηc(ej,j+1)
we have ηcλd = λdηc. Similarly ηcθrmk(a) = θrmk(a)ηc. Obviously C ∩ID = 1, then CID =
C× (ID). From
ω0θh(x) = −(e0(hxh−1)e0)τ = θω0(h−1)ω0(x)
we have ω0θhω0 = θω0(h−1). Then
ωεθhωε(x)=(εω1 + (1 − ε)ω0)θh(εω1 + (1 − ε)ω0)(x)
=(εθh + (1 − ε)ω0θhω0)(x)
=εθh(x) + (1 − ε)θω0(h−1)(x)
=ε2hxh−1 + (1 − ε)2ω0(h−1)x(ω0(h−1))−1
=(εh + (1 − ε)ω0(h−1))x(εh−1 + (1 − ε)(ω0(h−1))−1)
=(εh + (1 − ε)ω0(h−1))x(εh + (1 − ε)ω0(h−1))−1
=θεh+(1−ε)ω0(h−1)(x).
So ωεθhωε = θεh+(1−ε)ω0(h−1). Similarly ωελdωε = λεd+(1−ε)ω0(d−1). And also
ηcωε(ejj )=ηc(εejj − (1 − ε)en−j+2,n−j+2)
=ε(ejj + cj e) − (1 − ε)(en−j+2,n−j+2 + cn−j+2e)
=(εejj − (1 − ε)en−j+2,n−j+2) + (εcj − (1 − ε)cn−j+2)e
=ωε(ejj + cˆj e)
=ωεηcˆ(ejj )
where cˆ = (cˆ1, . . . , cˆn+1), cˆj = εcj − (1 − ε)cn−j+2, j = 1, . . . , n + 1. Thus ηcωε = ωεηcˆ.
Therefore G  CID. Clearly G ∩ CID = 1. Then Aut(n0) = G(C× (ID)). 
5. Discussion for n = 0, 1
When n = 0, it is obvious that ϕ(e11) = ae11, a ∈ R∗. Then ηa−1(1−a)ϕ(e11) = e11 so that
ϕ = η(a−1).
When n = 1, by Lemmas 3.1 and 3.6 we have λdηcϕ(e11)=e11+a(1)12 e12, λdηcϕ(e22)=e22 −
a
(1)
12 e12 and λdηcϕ(e12) = e12. Furthermore θh12(a(1)12 )λdηcϕ(e11) = e11, θh12(a(1)12 )λdηcϕ(e22) =
e22 and θh12(a(1)12 )
λdηcϕ(e12) = e12. Hence ϕ = η−1c λd−1θh12(−a(1)12 ).
474 X.T. Wang, H. You / Linear Algebra and its Applications 419 (2006) 466–474
Note. Comparing the decomposition of Lie automorphisms of n0 with that of Jordan automor-
phisms of n1 (see [5]), under the more general condition on a commutative ring R with unit 2 than
that on a 2-torsionfree local ring R, we may find that the central automorphism is needed here.
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