The Spectral Theorem is a general concept, with many different formulations in different settings. We are usually aware of the simple, finite-dimensional case. But the spectral theorem, in its full capacity, is a very powerful tool, used in analysis, PDE, as well as in quantum mechanics.
We will finish if we show that Av 1 = λ 1 ′ v 1 (and thus, in fact, λ 1 = λ 1 ′ ). To show this, we pick any u ∈ V , and consider the small perturbation (A(v 1 + εu), v 1 + εu); first we know that where the selfadjointness of A was used only in the last transition. For this expression to be nonnegative for any ε ∈ R, the term 2λ 1 ′ (v 1 , u) − 2(Av 1 , u) must vanish. But, letting u = λ 1 ′ v 1 − Av 1 , we attain that λ 1 ′ v 1 = Av 1 , so that λ 1 ′ is an eigenvalue with eigenvector v 1 . By maximality, λ 1 = λ 1 ′ , and we are done. {u n } ⊆ X contains a Cauchy subsequence. for all f ∈ D(S), x ∈ D(T ), and D(S) is the maximal subspace with this property. I.e., we have the following commutative diagram:
Definition 8. Given a densely defined operator
The following definitions, and most of this exposition, will deal with a special class of Banach spaces: Hilbert spaces. The operators henceforth will be closed, densely defined and unbounded , unless otherwise stated. for all x, y ∈ D(A).
In the finite-dimentional case, A is represented by a Hermitian matrix T (T = T * ).
Remark 11. A symmetric operator, is such that A * ⊇ A (A * is an extension of A). For a historical comment on this matter, see page 414 of [6] Lax.
Definition 12. Let T : X X be an operator on a Banach space. If T − ζ (for ζ ∈ C) is invertible, its range all of X, and
then ζ is said to belong to the resolvent set of T, P (T ).
The complementary set Σ(T ) = C\P (T ) is called the spectrum of T.
Remark 13. The condition Range(T − ζ) = X and T is closed implies already (by the closed graph theorem) that (T − ζ) −1 ∈ B(X). 
Corollary 16.
Let λ 1 , λ 2 , be the sequence of nonzero eigenvalues, and let P j be the projection on the finite dimensional eigenspace N j associated with λ j . Then, for every u ∈ H, we can represent (Aϕ, ψ) = (ϕ, Aψ).
Eigenfunctions of A:
We are looking for ϕ ∈ D(A) such that Aϕ = λϕ for some λ ∈ R (λ must be real due to symmetry of A). We know that all solutions are given by ϕ n (x) = sin(nx), and the corresponding eigenvalues are given by λ n = n 2 .
Completeness of the eigenfunctions:
From the theorem on Fourier series, we know that the eigenfunctions ϕ n are a complete orthonormal basis in H.
Conclusion:
The spectrum, in this case, is Σ = 1, 4, 9, , n 2 , , where " = " and not " ⊇ " is due to the full version of the spectral theorem, presented later. 
The domain D(A):
b) If we restrict further by demanding ϕ(0) = ϕ(l) = 0, we see (by integration by parts) that A is symmetric:
(Aϕ, ψ) = (ϕ, Aψ).
Eigenfunctions of A:
We are looking for ϕ ∈ D(A) such that Aϕ = λϕ for some λ ∈ R (λ must be real due to symmetry of A). We know that all solutions are given by
and the corresponding eigenvalues are given by λ n = nπ l 2 .
Completeness of the eigenfunctions:
Conclusion:
The spectrum, in this case, is Σ =
Now: Suppose we let l grow: then the spectrum has more and more points very close to 0. The actual limit l ∞ will have to be solved in another method: while the solution for this exaple and the previous may be done using Fourier series, the case l ∞ requires the Fourier transform. Heuristically, one might think of the spectrum tending towards the continuum (0, ∞). This spectrum is a new type of spectrum, one that is not comprised of eigenvalues, as A has no eigenvalues on H ′ = [0, ∞) with the appropriate domain.
Definition 19. Let T : X X be an operator on a Banach space X, and let T λ = λ − T. The spectrum of T, Σ(T ) may be subdivided into the following distinct types of spectra:
• The point spectrum of T, σ p (T ), consists of eigenvalues of T. λ ∈ σ p (T ) iff T λ is not injective.
• The continuous spectrum of T, σ c (T ), consists of all λ for which T λ is invertible and Range(T λ )
is dense in X.
• The residual spectrum of T, σ r (T ), consists of all λ for which T λ is invertible and Range(T λ ) is not dense in X. Using the Fourier transform, we may write:
More abstractly, let F:
Then the Fourier inversion theorem says that F is unitary (an onto isometry), and its inverse is given by
The equality (1) can then be written
This actually defines D(A).
So what is the spectrum of A, Σ(A)? First, we note that a one-to-one and onto transformation as F does not affect the behavior of the operator, and, what is important for us here, does not affect the spectrum.
Thus, we may consider the ξ-space, where A translates into multiplication by ξ
2
. To find the spectrum, we must first find the resolvent, P (A). We know from Definition 12 that ζ ∈ C is in the resolvent of A if and only if A − ζ is onto H, is invertible, and the inverse is bounded.
So, we consider the operator ξ 2 − ζ −1
. Now, since ξ ∈ R, ξ 2 ≥ 0. Thus, for any ζ ∈ C\[0, ∞) we have that ξ 2 − ζ −1 is bounded. Otherwise it is not (it is not even defined at ζ = ξ
). The above also shows that ξ 2 − ζ is onto (for ζ ∈ C\[0, ∞)), since we may simply write
Another way of solving this problem, is an ODE method. As mentioned above, to find the resolvent, we look for all ζ ∈ C such that A − ζ is onto H, is invertible, and the inverse is bounded.
Thus we may let h ∈ H,o write
and ask for which ζ we have a solution in H. Such a ζ would be in the resolvent. We have to solve:
Here's a sketch of a possible method of solving:
We first consider the homogeneous problem, which we translate into the quadratic equation
which has solutions r 1,2 = ± − ζ √ .
1. Assume ζ ∈ ( − ∞, 0): Then we would have two distinct, real solutions ± ζ 1 ∈ R, and the solution to the homogeneous problem would be
2. Assume ζ ∈ C\R: Then ± − ζ √ would have a nonzero real part. The solution will contain two exponents, as above, as well as sines and cosines.
3. Assume ζ = 0: Then the solution to the homogeneous problem would be f homogeneous (t) = C 1 + C 2 t.
4. Assume ζ ∈ (0, ∞): Then ± − ζ √ = ± i ζ √ are purely imaginary, and the solution is given by
Now, assume for simplicity, that h has compact support. Then outside the support of h we will have a solution comprised of the homogeneous solution, and on the support of h, the solution will take into account both the homogeneous, and the nonhomogeneous solutions.
Only in cases (1) and (2) above we will be able to construct a solution that will be globally L
: for the part to the right of the support of h we choose a sloution that has a factor e −ζt with ζ > 0, and for the part to the left of the support we choose the factor e ζt . In between, on the support of h, the special solution will "unite" these two solutions to the right and to the left.
Thus we have a solution.
In cases (3) and (4) however, such a construction is not possible. We cannot obtain an L 2 solution.
This corresponds to our above finding that Σ = [0, ∞).
Example 21. Consider the Schrödinger equation in R
where we assume ψ to be sufficiently "nice". We look for steady energy solutions, i.e. functions ψ of the form ψ(r, t) = e Rewriting in spherical coordinates, we find that the equation becomes
Now, further assume that ψ is spherically symmetrical. Then the equation reduces to
By changing coordinates into
2h 2 ε and multiplying (3) by ρ, we have
The rescaling factors h 2 /me 2 and me 4 /2h 2 are called the "Bohr radius" and the "Rydberg" energy unit respectively.
Letting f = ρψ, we have
The Solution of a Physicist (Feynman, in this case):
To make solving easier, we first write f as the product f (ρ) = e −αρ g(ρ), with 0 < α ∈ R, so that we need to find g instead of f . Writing this f in (4), one gets
Choosing α 2 = − ε (since ε < 0 this is okay), we get
We solve (5) by means of a power series in ρ: we assume g may be written as
and plug into (5) to get
To satisfy this, the coefficients must vanish for all k. Thus we get the system of equations
These are easy to satisfy: pick any a 1 , and for k > 1 set
Now, consider large values of ρ. For such ρ, high order terms will be more significant. For large values of k, one finds
So we get that
This implies that
This means that f L
2
[0, ∞). The reason this is not good comes originally from physics, where f (or, rather, ψ) represents the probability distribution function for the location of an electron orbitting a proton (this is the hydrogen atom model). A probability distribution function must be L 2 , and, in addition, we know that we expect to find the electron in proximity with the proton, which is not the case with the solution that we have just found.
To solve this problem, we notice that for any any integer n, if α = 1/n, we get that a n+1 = a n+2 = = 0. This would imply that g(ρ) has polynomial growth, so that f (ρ) = e −αρ g(ρ) will tend (rapidly) to 0 as ρ → ∞. In fact, we'll have f ∈ L 2 [0, ∞). The same would obvioulsy apply to the wave function ψ. Rewriting equation (4) as
we have just found that the eigenvalues of this equation are given by ε n = − 1/n 2 :
The Spectral Family

Definitions
Now we define an extremely important notion in analysis, the notion of the spectral family:
We consider a Hilbert space H, and a parameter λ ∈ R. Suppose that there exists a nondecreasing family {M(λ)} of subspaces of H, such that ∩ λ M(λ) = 0 and
. For the family {M(λ)} we say that
is continuous at λ if it is both left and right continuous.
We usually assume right continuity.
Definition 22. The spectral family (or resolution of the identity) is a family {E(λ)} of orthogonal projections onto M(λ) that satisfies:
• s-lim 
so that E(I) is the projection on the subspace
The Selfadjoint Operator Associated with a Spectral Family
The following is the converse to our main goal in this presentation: we discuss a selfadjoint operator that comes from a spectral family. We define the operator
The domain D(A) is the set of all u ∈ H such that
Then (Au, v), for any u ∈ D(A), and v ∈ H, is given by
We may also define a family of operators, in the following way:
with φ(λ) being any complex-valued, continuous function. If φ(λ) is bounded on the support Σ of {E(λ)} then the condition (9) is always fulfilled, so that D(φ(A)) = H, and φ(A) is bounded:
Thus φ(A) ∈ B(H). Furthermore, it is normal (i.e. AA * = A * A).
Proposition 24. A is symmetric.
Proof. This proof is lengthier, and is ommitted here.
Returning to Example 17:
Recall that for H = L . Now we can explain this further:
Let N j be the eigenspace associated to λ j = j 2 . Let P j be the projection onto N j . Let E(λ) = Projection onto all N j with j 2 < λ = j 2 <λ P j .
Then {E(λ)} forms a spectral family, and by the construction of A,
so that A is selfadjoint by Proposition 25, and, by Theorem 26 below, A uniquely generates a spectral family. This implies that {E(λ)} that we defined above is unique, which, in turn, implies that, indeed Σ = σ p , rather than Σ ⊇ σ p .
Infinite-Dimensional Versions
Theorem 26. (Selfadjoint Operator Version 1)
Let A be a selfadjoint operator on a Hilbert space H. Then A uniquely generates a spectral family.
Theorem 27. (Selfadjoint Operator Version 2)
Let A be a selfadjoint operator on a Hilbert space H. Then there exists a measure space (X , Σ, µ) and a real valued, measurable function φ on X, and an isometry U : L 2 (X , Σ, µ)
H that is onto, such that
for any f ∈ L 2 (X , Σ, µ) such that also φf ∈ L 2 (X , Σ, µ).
Returning to Example 20:
We now see that the expression in (2) is the same as the expression in Theorem 27. This theorem explains to us how it is possible that we found that an operator is equivalent to a multiplication by some function.
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