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Kurzfassung 
Für die Bewirtschaftung des Wasserdargebots in Form der Wasserversorgung und  
-entsorgung aber auch für den Hochwasserschutz auf kommunaler Ebene sind verschiedene 
wasserwirtschaftliche Bauwerke notwendig. Eine wichtige Planungskenngröße für die Be-
messung und den Betrieb solcher Bauwerke sind unter anderem Starkregenangaben. Diese 
Angaben werden auf Basis von beobachteten oder modellierten Niederschlagszeitreihen er-
stellt. Mittels Extremwertverteilungsfunktionen werden Quantilwerte berechnet, die weiter-
führend für die Festlegung von Bemessungswerten verwendet werden können. 
Die klassischen und derzeit angewendeten Verfahren der Extremwertstatistik setzen statio-
näre – und damit über die Zeit gleichverteilte – Zeitreihen voraus. Dem stehen prognosti-
zierte, klimatische Veränderungen und die bereits beobachtete Zunahme von Starkregener-
eignissen gegenüber, sodass die stationären Verfahren unter Umständen nicht mehr ohne 
Weiteres anwendbar sind. Mittels erweiterter statistischer Verfahren können die auch als 
Instationaritäten bezeichneten, langzeitlichen oder auch abrupten Änderungen in Zeitreihen 
entsprechend berücksichtigt und modelliert werden. 
In der vorliegenden Dissertation wird ein instationärer, extremwertstatistischer Ansatz zur 
Berechnung von Regenhöhen als Planungskenngröße entwickelt. Es erfolgt eine zeitabhän-
gige Berechnung von Quantilwerten, sodass Instationaritäten in den Beobachtungsdaten be-
rücksichtigt werden können. Dabei wird die in aktuell gültigen Regelwerken beschriebene 
und derzeit in Deutschland angewendete, grundlegende Vorgehensweise der extremwertsta-
tistischen Auswertung angewendet, jedoch durch instationäre, mehrparametrische Modelle, 
alternative Parameterschätzverfahren und Berechnungsmethoden ersetzt. 
Der entwickelte Berechnungsansatz nutzt regionalisierte Klimaprojektionen zur Modellie-
rung zeitabhängiger Parameter der Verallgemeinerten Extremwertverteilung. Diese Parame-
ter werden für jeden Zeitpunkt über alle Dauerstufen hinweg optimiert. Die anschließend 
berechneten, instationären Quantilwerte werden in Abhängigkeit ausgewählter Perzentile 
und einer geplanten Bauwerkslebensdauer in eine zeitunabhängige Planungskenngröße 
überführt. 
Der Ansatz wird für 49 Niederschlagsstationen in Nordrhein-Westfalen ausgewertet, wobei 
eine Detailbetrachtung und -auswertung anhand der Niederschlagsstation Detmold_KA er-
folgt. Die Berechnungsergebnisse werden mit Koordinierten Starkniederschlags-
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Regionalisierungs-Auswertungen (KOSTRA-DWD 2010R) und Starkregenangaben vergli-
chen. Weiterführend wird die Auswirkung der sich verändernden Bemessungsgrößen 
exemplarisch anhand eines Niederschlags-Abfluss-Modells dargestellt. 
Mit dem entwickelten Berechnungsansatz können instationäre Niederschlagszeitreihen sta-
tistisch ausgewertet werden. Der Ansatz mündet, wie auch die klassischen Verfahren, in Re-
genhöhen ℎ𝑁(𝐷, 𝑇), die weiterführend für die wasserwirtschaftliche Bauwerksplanung und 
-bemessung herangezogen werden können. Aufgrund seiner einheitlichen Methodik ist der 
Berechnungsansatz auch für Zeitreihen ohne signifikante Instationaritäten, also stationäre 
Zeitreihen, anwendbar. 
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Abstract 
Both for the management of water supply and for the flood protection at municipal level 
various water management infrastructures are used. The infrastructure design is primarily 
based on rainfall depth-duration-frequency (DDF) curves, which are calculated on the basis 
of observed or modeled precipitation time series. Extreme value distribution functions are 
applied to calculate quantiles which are then used as design values for assessing water infra-
structure. 
The common and currently applied methods of extreme value statistics assume stationary 
time series. In contrast, there are predicted climatic changes and the already observed in-
crease of heavy rainfall events. The stationary procedures therefore may no longer be readily 
applied. Accordingly, the long-term or even abrupt changes in time series, also called non-
stationarities, can be considered and modeled by the means of extended statistical methods. 
The underlying thesis develops a non-stationary extreme value approach for calculating 
DDF-curves. Furthermore, a time-dependent calculation of quantile values is carried out by 
taking into account non-stationarities in the observed data. The basic statistical approach, 
which is used in Germany and described in currently valid set of rules, is applied and con-
sequently being replaced by transient, multi-parametric models, alternative parameter esti-
mation methods and calculation approaches. 
As a first step, time-dependent parameters of the Generalized Extreme Value Distribution 
are modeled using regionalized climate projections. These parameters are optimized for each 
timestep and all duration levels. Then, subsequently calculatet transient quantile values are 
transformed into a time-independent design value depending on selected percentiles and a 
planned life period of the structure to be designed. 
The developed approach is evaluated for 49 rain gauges in North Rhine-Westphalia. A de-
tailed evaluation is carried out on the basis of the rain gauge Detmold_KA. The results are 
compared with Koordinierten Starkniederschlags-Regionalisierungs-Auswertungen 
(KOSTRA-DWD 2010R) and DDF-curves. Moreover, the effect of the changing design val-
ues is exemplified by a rainfall-runoff model. 
With this developed approach, nonstationary precipitation time series can be statistically 
evaluated. Like the classical methods, the approach results in design values like rainfall 
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depths ℎ𝑁 (𝐷, 𝑇), which can be further used for assessing water infrastructure. Due to its 
uniform methodology, the calculation approach is also applicable for time series without 
significant non-stationarities.  
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Symbol Einheit Beschreibung 
𝐴 [km²] Gebietsgröße  
𝛼 [-] Signifikanzniveau 
𝑎𝑢, 𝑏𝑢 [-] Achsenabschnitt und Steigung der Ausgleichsgeraden 
für den Parameter 𝑢 
𝐴𝑢, 𝐵𝑢 [-] Achsenabschnitt und Steigung der Ausgleichsgeraden 
für den Parameter 𝑙𝑛(𝑢) 
𝑎𝑤, 𝑏𝑤 [-] Achsenabschnitt und Steigung der Ausgleichsgeraden 
für den Parameter 𝑤 
𝐴𝑤, 𝐵𝑤 [-] Achsenabschnitt und Steigung der Ausgleichsgeraden 
für den Parameter 𝑙𝑛(𝑤) 
𝐷  [min], [h], [d] Dauerstufe,  
Niederschlagsdauer 
𝐹(𝑥)  [-] Verteilungsfunktion 
𝑓(𝑥)  [-] Dichtefunktion 
ℎ𝑁 [mm], [l/m²] Niederschlags- oder Regenhöhe 
𝑖𝑁 [mm/min] [mm/h] Niederschlags- oder Regenintensität 
𝑘 [-] Plotting-Positionen: Laufindex der Stichprobenwerte 
der Größe nach geordnet, 
AR-Modelle: Zeitdifferenz, engl. Lag 
AIC, AICc, BIC: Anzahl der im Modell enthaltenen 
Parameter 
𝐾𝑖𝑑𝑥 [div] Klimaindex 
𝜅 [-] Perzentil der zeitabhängigen Lage- und Skalenparame-
ter für den ERL-Ansatz 
𝐿 [-] Stichprobenumfang 
𝐿(𝜃) [-] Likelihood-Funktion 
𝜆 [-] Hyperparameter der generalisierten Maximum-Like-
lihood-Funktion 
𝑀 [a] Länge der Messreihe in Jahren 
𝑀0 [-] Null-Modell 
𝑀𝑎 [-] Alternativ-Modell 
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𝜇 [mm] Lageparameter der GEV 
𝜇 [mm] Lageparameter des ERL-Ansatzes 
𝑁 [a] Bauwerkslebensdauer 
𝑛 [-] Stichprobenumfang 
𝑁(𝜇, 𝜎²) [-] Normalverteilung mit den Parametern 𝜇 und 𝜎² 
𝑃  [-] Wahrscheinlichkeit 
𝑃𝐸  [1/a] Jährliche Eintrittswahrscheinlichkeit 
𝑃𝑈  [1/a] Jährliche Unterschreitungswahrscheinlichkeit 
𝑃Ü  [1/a] Jährliche Überschreitungswahrscheinlichkeit 
𝑃𝑈(𝑋𝑖)  
 
Plotting-Positionen nach DWA 531 
𝑄𝑗,𝑘  [-] Sen´s Slope Estimator:  
Steigung für ein Messwertepaar  
𝑟  [-] Blockmodell:  
Anzahl der Stichprobenelemente pro Zeitspane 
𝑟𝑡  [-] Wilcoxon-Mann-Whitney-Test:  
Rang des t-ten Elementes 
𝜌(𝑘)  [-] Autokorrelationsfunktion  
𝑟𝑁  [l/s⋅ha] Niederschlags- oder Regenspende 
𝑆  [-] Teststatistik des Mann-Kendall-Tests 
𝜎  [mm] Skalen- oder Streuungsparameter der GEV 
𝑠𝑢, 𝑠𝑤 
 
Variationskoeffizient des Parameters 𝑢 bzw. 𝑤 
𝑇  [a] Wiederkehrintervall, Jährlichkeit 
𝑇∗   [a] Wiederkehrintervall, Jährlichkeit des  
Jahreshöchstwertes 
𝑇0  [a] Im Referenzjahr zu wählende Jährlichkeit, DRP,  
engl. design return period 
𝑡𝑎𝑠  [°C] Lufttemperatur in 2 m über dem Boden 
𝜏  [-] Rangkorrelationskoeffizient, auch Kendalls-Tau 
𝜃  [-] Parametersatz (z. B. der GEV) 
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𝜃  [-] Schätzwerte des Parametersatzes 
𝑢(𝐷)  [-] Verteilungsparameter in Abhängigkeit der Dauerstufe 
𝑢𝑗 , 𝑢𝑝  [-] Parameter der Extremal-I- bzw.  
Exponential-Verteilung 
𝑉  [m³] Volumen (einer Hochwasserwelle) 
𝑤(𝐷)  [-] Verteilungsparameter in Abhängigkeit der Dauerstufe 
𝑤𝑗, 𝑤𝑝  [-] Parameter der Extremal-I- bzw.  
Exponential-Verteilung 
𝑥  [div.] Wert der Zufallsvariablen 𝑋 
𝑋  [div.] Zufallsvariable 
𝜉  [-] Formparameter der GEV 
𝑦?̂?  [m³/s] Simulierter Wert (Modelloutput) zum Zeitpunkt t 
𝑦?̅?  [m³/s] Mittelwert der beobachteten Werte am Modellausgang 
𝑧𝑡  [-] Fehleranteil der Beobachtung zum Zeitpunkt t zur Be-
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1 Einleitung 
1.1 Hintergrund und Veranlassung 
Niederschlagsereignisse stellen für uns Menschen einen direkt erfassbaren Teil des sich stän-
dig in Bewegung befindlichen Wasserkreislaufs dar. Der Transport und die Speicherung von 
Wasser werden dabei auf globaler und lokaler Ebene in unterschiedlicher Art und Weise 
durch klimatische Änderungen beeinflusst. Beispielsweise geht die Zunahme der Intensität 
und Regenmenge von Starkniederschlagsereignissen mit sich erwärmenden Luftmassen ein-
her, sodass sich mögliche Veränderungen im hydrologischen Kreislauf über zukünftige 
Temperaturveränderungen skalieren lassen können (vgl. Pall et al., 2007; Lenderink und van 
Meijgaard, 2008; Berg et al., 2013; Cheng und AghaKouchak, 2014; Blöschl et al., 2019; 
Ban et al., 2020). Für Deutschland prognostizieren regionale Klimaprojektionen unter-
schiedlicher Emissionsszenarien bis zum Jahr 2100 einen mittleren Temperaturanstieg zwi-
schen +0,9 °C und +4,7 °C , häufigere und intensivere Starkniederschläge, längere Dürrepe-
rioden sowie eine saisonale Umverteilung der Komponenten des gesamten Wasserhauhalts 
(vgl. BMVI, 2015; Hübener et al., 2017; Brienen et al., 2020; DWD, 2021). 
Insbesondere die wasserwirtschaftliche Infrastruktur im urbanen Raum wird aufgrund dieser 
Änderungssignale vor neue Herausforderungen gestellt. Treten beispielsweise Starkregene-
reignisse in Siedlungsgebieten mit einem hohen Anteil an versiegelten und somit abfluss-
wirksamen Flächen auf, so verursachen die in kurzer Zeit anfallenden Regenmengen immer 
häufiger eine Überlastung des Kanalnetzes, überflutete Straßen, vollgelaufene Keller und 
Unterführungen sowie zum Teil Bodenerosionen und Sturzfluten mit erheblichem Schadens-
potential. Exemplarisch sind hier Starkregenereignisse in Dortmund 2008, Ruhrgebiet 2013, 
Münster 2014, Braunsbach und Simbach 2016 zu nennen. Demgegenüber stehen langanhal-
tende Trockenperioden in den Sommermonaten der Jahre 2014, 2018, 2019 und 2020 
(DWD, 2021). 
Für die Bewirtschaftung des Wasserdargebots in Form der Wasserversorgung und -entsor-
gung aber auch für den Hochwasserschutz auf kommunaler Ebene sind verschiedene 
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wasserwirtschaftliche Bauwerke notwendig. Eine wichtige Planungskenngröße für die Be-
messung und den Betrieb solcher Bauwerke sind Starkregenangaben. Diese beschreiben eine 
Regenhöhe ℎ𝑁 in Abhängigkeit eines Wiederkehrintervalls 𝑇 und einer Regendauer 𝐷. Je 
nach Anwendungsfall wird die Planungsgröße als Regenhöhe ℎ𝑁 in mm oder als Regen-
spende 𝑟𝑁 in l/s⋅ha angegeben (DWA, 2012a). Starkregenangaben als hydrologische Bemes-
sungsgröße werden auf Basis von beobachteten oder modellierten Niederschlagszeitreihen 
erstellt. Mittels Extremwertverteilungsfunktionen werden Quantilwerte berechnet, die dann 
weiterführend für die Festlegung von Bemessungswerten verwendet werden können. Die 
Vorgehensweise der extremwertstatistischen Auswertung zur Berechnung von Quantilwer-
ten im Hinblick auf Starkregen ist in Deutschland im Arbeitsblatt 531 der Deutschen Verei-
nigung für Wasserwirtschaft, Abwasser und Abfall e. V. (DWA-A 531) beschrieben (DWA, 
2012a). 
Eine grundlegende Voraussetzung der im DWA-A 531 angewandten stationären, extrem-
wertstatistischen Verfahren sind unabhängige und identisch verteilte Stichproben. Die zu 
untersuchenden Daten dürfen demnach keine zeitlichen Änderungen aufweisen.  
Umfangreiche Untersuchungen, wie z. B. Trenberth (2011), Hao et al. (2013) oder Blöschl 
et al. (2019), zeigen jedoch deutlich, dass unterschiedliche hydrometeorologische Beobach-
tungen signifikante Trends und Bruchpunkte – und somit eindeutige Veränderungen über 
die Zeit – aufweisen. Diese Änderungen werden auch als Instationaritäten bezeichnet. Eben-
falls die in DWD (2021) dargestellten Auswertungen der letzten drei Klimareferenzperioden 
sowie der Jahresdurchschnittstemperaturen und Niederschlagssummen für Deutschland zei-
gen ein instationäres Verhalten. Hinzu kommen die bereits aufgeführten Klimaprognosen, 
aus denen ebenfalls eine Veränderung hydrometeorologischer Beobachtungen in der nahen 
und fernen Zukunft hervorgeht. Die Anforderungen der Stationarität an die Datengrundlage 
sind vor diesem Hintergrund somit unter Umständen nicht erfüllt. 
Zum aktuellen Zeitpunkt sind in den einschlägigen Regelwerken zur methodischen Ermitt-
lung der Bemessungsereignisse noch keine instationären Ansätze implementiert (z. B. 
DWA, 2012a; DWA, 2012b). Dem gegenüber stehen Normen zur grundsätzlichen Ausle-
gung der Wasserinfrastruktur. So wird in DIN EN 752 (2017) eine Betrachtung möglicher 
Auswirkungen des Klimawandels auf die Bemessungspraxis gefordert, um 
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Leistungskriterien der zu planenden Infrastruktur über die gesamte Nutzungsdauer des Sys-
tems erfüllen zu können.  
1.2 Forschungsfragen und Zielsetzung 
Ziel der vorliegenden Arbeit ist es, die vorhandene Lücke zwischen den Regelwerken – wel-
che derzeit instationäre extremwertstatistische Verfahren nicht beinhalten – und dem wis-
senschaftlichen Konsens, dass sich Quantilwerte infolge sich ändernder hydrologischer 
Randbedingungen ändern, zu schließen. Dabei liegt der Fokus auf der extremwertstatisti-
schen Auswertung von Niederschlagszeitreihen. Es soll ein instationärer Berechnungsansatz 
für Regenhöhen zur Anwendung in der wasserwirtschaftlichen Bemessungspraxis entwi-
ckelt werden. 
Um eine belastbare Aussage über die Art und zeitliche Entwicklung der Beobachtungen zu 
tätigen, bedarf es möglichst langer Aufzeichnungszeiträume (Koutsoyiannis, 2006) sowie 
unterschiedlicher statistischer Tests (Mudelsee, 2019). Die erste Forschungsfrage lautet so-
mit: 
1. Inwiefern sind die verfügbaren Beobachtungsdaten geeignet, um mittels statis-
tischer Tests eine Aussage über in den Daten enthaltene Instationaritäten zu 
treffen? 
Neben der Kenntnis über die in den Daten enthaltenen Instationaritäten ist die zukünftig zu 
erwartende Entwicklung des Niederschlagsverhaltens eine wichtige Planungsgröße. Die 
Fortschreibung eines linearen, positiven oder negativen Trends, der auf Basis einer nur sehr 
kurzen Beobachtung detektiert wurde, beinhaltet unter Umständen ein hohes Maß an Unsi-
cherheit. In diesem Fall bedarf es der Hinzunahme von externen Informationsquellen. Es 
lässt sich die zweite Forschungsfrage formulieren zu: 
2. Welche zusätzliche Datengrundlage ist für die instationäre, extremwertstatisti-
sche Modellierung von Niederschlagsdaten geeignet? 
Das Ergebnis der instationären Extremwertstatistik sind Quantilwerte, die sich über die Zeit 
ändern. Aus den aktuell verwendeten Regelwerken resultieren jedoch zeitunabhängige Grö-
ßen, die für die Bauwerksplanung und -bemessung genutzt werden. Es ergeben sich die zwei 
folgenden Forschungsfragen: 
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3. Lassen sich die instationären extremwertstatistischen Modelle in die Methodik 
des aktuellen Regelwerks implementieren? 
4. Wie können zeitabhängige Quantilwerte in geeigneter Form zu einer zeitunab-
hängigen Planungskenngröße in Form von Starkregenangaben überführt wer-
den? 
Eine Gegenüberstellung der weiterentwickelten Bemessungsansätze mit den aktuell ange-
wandten Verfahren lässt eine Abschätzung darüber zu, welchen Einfluss die klimatisch be-
dingte Veränderung des Wasserkreislaufs auf die zu untersuchenden Planungsgrößen hat. 
Die fünfte Forschungsfrage lautet: 
5. Welche Auswirkung hat die Berücksichtigung von Instationaritäten in extrem-
wertstatistischen Verfahren auf die zur Bemessung verwendeten Planungs-
kenngrößen? 
1.3 Aufbau der Arbeit 
Nachdem in diesem Abschnitt 1 eine Einführung in das Thema der Arbeit und die zu beant-
wortenden Forschungsfragen gegeben wurde, werden im folgenden Abschnitt 2 die verwen-
dete Datengrundlage und die Datenaufbereitung vorgestellt. Der Stand der Wissenschaft zur 
stationären und instationären Extremwertstatistik sowie die Anwendung dieser Verfahren in 
der Niederschlagsstatistik wird in Abschnitt 3 aufgeführt. Abschnitt 4 stellt daraufhin die 
aktuell in Deutschland genutzten Verfahren zur Ermittlung von Niederschlagshöhen als Pla-
nungskenngröße dar. Es werden weiterführende normative und praxisorientiere Vorgaben 
für die Verwendung der Niederschlagshöhen bei der Bauwerksdimensionierung in der was-
serwirtschaftlichen Praxis aufgeführt. 
Abschnitt 5 zeigt ausgewählte statistische Tests zur Detektion von Instationaritäten in hyd-
rometeorologischen Zeitreihen. Es wird zwischen Tests auf Trends sowie Test auf Vorliegen 
einer Sprungstelle unterschieden. Die beiden Abschnitte 6 und 7 stellen theoretische Grund-
lagen der stationären und instationären Extremwertstatistik dar. Es werden Begrifflichkeiten, 
theoretische Verteilungsfunktionen sowie Modelle zur Parameterschätzung erläutert, die im 
weiteren Verlauf der Arbeit genutzt wurden und in der hydrologischen Praxis Anwendung 
finden. Abschnitt 8 beinhaltet die in dieser Dissertation angewendeten Verfahren und Infor-
mationskriterien zur Gegenüberstellung und Überprüfung der Anpassungsgüte von 
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verschiedenen extremwertstatistischen Modellen. Die aufgeführten Kriterien werden in dem 
darauffolgenden Abschnitt 9 angewendet, um die im weiteren Verlauf dieser Arbeit genutz-
ten Schätzverfahren, parametrischen Modelle sowie Kovariaten bei der instationären Mo-
dellierung auszuwählen. Eine Besonderheit bei der extremwertstatistischen Auswertung von 
Starkregen ist die getrennte Betrachtung von Niederschlagsereignissen mit unterschiedlicher 
Dauer. Um zwischen zwei aufeinanderfolgenden, größer werdenden Dauerstufen zuneh-
mende Quantilwerte zu erhalten, erfolgt der im Abschnitt 10 aufgeführte Parameterausgleich 
bei dauerstufenübergreifender Auswertung von Niederschlagsereignissen. Abschnitt 11 
stellt zwei Modelle dar, mittels derer die zuvor ermittelten zeitabhängigen Quantilwerte in 
einen zeitunabhängigen Bemessungswert überführt werden können und schließt somit die 
Darstellung der genutzten statistischen Verfahren. 
Abschnitt 12 enthält die Zusammenführung der aufgeführten Methoden. Es wird ein instati-
onärer Berechnungsansatz für Regenhöhenlinien entwickelt und die dazu notwendigen Be-
rechnungsschritte werden aufeinander aufbauend dargestellt. Der Abschnitt 12 enthält zu-
dem die Analyse der eingangs dargestellten Datengrundlage und eine exemplarische Aus-
wertung für eine ausgewählte Niederschlagsstation. Diese umfasst extremwertstatistische 
Analysen und eine weiterführende Anwendung am Beispiel eines Niederschlags-Abfluss-
Modells. Die Arbeit schließt mit einem Fazit in Abschnitt 13 und einer Zusammenfassung 
in Abschnitt 14. 
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Deutschlandweit betreibt der Deutsche Wetterdienst (DWD) ca. 220 hauptamtliche Statio-
nen zur Überwachung und Vorhersage des gesamten Wettergeschehens. Diese Stationen 
werden für synoptische Meldungen der aktuellen Zustände genutzt, woraus wiederum An-
fangszustände und somit Berechnungsgrundlagen von Vorhersagemodellen abgeleitet wer-
den. Weiter gliedert sich das Messnetz in ein nebenamtliches Stationsnetz, bestehend aus 
ca. 300 Stationen, unterteilt in Automatische Meteorologische Datenerfassungs-Anlagen 
(AMDA III-Stationen) und Modulare Datenerfassungssysteme (MODES III-Stationen). An 
diesen Stationen werden – im Vergleich zu den hauptamtlichen Stationen – weniger um-
fangreiche Messdaten gesammelt. Die 300 nebenamtlichen Standard-Stationen (S-Statio-
nen) messen Lufttemperatur und -feuchte sowie den Niederschlag und registrieren die auf-
gezeichneten Werte stündlich bzw. halbstündlich. Hinzu kommen ca. 480 nebenamtliche 
Niederschlagsstationen (N-Stationen) aus dem Niederschlagsmessnetz des DWD, an denen 
der Niederschlag stündlich – mindestens aber einmal täglich – gemeldet wird, sowie ca. 700 
konventionelle, nicht online angebundene Stationen (DWD, o.J.a). In Nordrhein-Westfalen 
(NRW) betreibt das Landesamt für Natur, Umwelt und Verbraucherschutz (LANUV) ein 
Niederschlagsmessnetz mit ca. 240 eigenen Bodenmessstationen, an denen der Niederschlag 
in minütlicher Auflösung erfasst wird. Die Messnetze des DWD, bzw. des LANUV, werden 
durch Stationen von einzelnen Kommunen, Wasserverbänden und privaten Wetterdiensten 
ergänzt. 
Ein einzelnes Niederschlagsereignis wird nach DIN 4049-3 (1994) mit der gefallenen Nie-
derschlagshöhe ℎ𝑁 in einer bestimmten Zeit angegeben, z. B. 25 mm in 1 h. Die Nieder-
schlagshöhe ℎ𝑁 wird in mm bzw. l/m² angegeben. Dabei entspricht ein Millimeter Wasser-
säule der Menge von einem Liter Wasser auf einem Quadratmeter. Die Niederschlagsinten-
sität 𝑖𝑁  beschreibt die gefallene Menge je Zeiteinheit und wird in mm/min oder mm/h 
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angegeben (). Die Niederschlagshöhe wird mittels unterschiedlicher Niederschlagssensoren, 
wie z. B. Hellmann, PLUVIO/ PLUVIO²-Ott oder Rain[e] H3, direkt erfasst. Diese Messge-
räte werden in Regenmesser (Pluviometer) und Regenschreiber (Pluviographen), die nach 
dem Wäge-Prinzip oder der Volumenmessung arbeiten, unterschieden. Es handelt sich dabei 
um kreisrunde, zylindrische Auffanggefäße mit einer Auffangfläche zwischen 
127 – 500 cm², i. d. R. 200 cm², die in einer Höhe zwischen 1,00 – 2,00 m, i. d. R. 1,00 m 
nach Vorgabe der World Meteorological Organization (WMO) aufgestellt werden (DWA, 
2011; Maniak, 2016). Mit ca. 6.500 Niederschlagsstationen (Maniak, 2016) und einer Auf-
fangfläche von 200 cm² je Station ergibt sich eine Gesamtfläche für die Beschreibung des 
Niederschlags für gesamt Deutschland von 130 m². Mit 357.581 km² (Destatis, 2020) wird 
demnach 1/2.750.623.077 = 3,64·10-8 % der Fläche von Deutschland (1,41·10-8 % für 
NRW) durch Messstationen abgebildet, sodass kleinräumige Starkregenereignisse mit hoher 
Wahrscheinlichkeit nicht erfasst werden. Eine weiterführende Übersicht hierzu findet sich 
z. B. in Kidd et al. (2017) oder Sun et al. (2018). Die räumliche Verteilung des Niederschlags 
erfolgt durch Interpolation zwischen den benachbarten, umliegenden Messstationen. 
Zur kontinuierlichen, flächendeckenden und dreidimensionalen hochaufgelösten Beobach-
tung des Niederschlagsverhaltens in Deutschland betreibt der DWD seit dem Jahr 2001 ein 
Netz aus insgesamt 17 Stationen mit Wetterradar. Mittels des „radio detection and rangig“-
Prinzip (RADAR, sinngemäß: Erfassung und Entfernungszuordnung mit Funkwellen) er-
folgt alle fünf Minuten eine Abtastung der gesamten Fläche Deutschlands (Winterrath et al., 
2017). Die Beobachtungs- und Aufzeichnungslänge von 20 Jahren (Stand 2021) ist jedoch 
insbesondere für extremwertstatistische Untersuchungen (noch) nicht ausreichend lang. Da 
sich die vorliegende Arbeit mit Extremwerten von Niederschlagsereignissen unterschiedli-
cher Dauer beschäftigt, wird auf Stationsdaten mit einem entsprechend längeren Beobach-
tungszeitraum zurückgegriffen. 
2.2 Stationsdaten 
Datengrundlage für die vorliegende Arbeit bilden hochaufgelöste Zeitreihen des Parameters 
Niederschlag an unterschiedlichen Bodenmessstationen in NRW. Die Daten wurden durch 
das LANUV zur Verfügung gestellt. Die Erhebung, Prüfung, Korrektur und Verwaltung der 
hier genutzten Stationsdaten obliegt vollumfänglich dem LANUV. Ergänzende Informatio-
nen zu den Stationen, wie z. B. die Historie und ein Überblick der installierten Messtechnik, 
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die geografische Lage, etc., stehen in Form von sogenannten Stammdatensätzen zur Verfü-
gung. 
Von den 240 verfügbaren Stationen des LANUV wurden 49 Stationen mit einem Lücken-
anteil < 4 % und einer Reihenlänge von mindestens 30 Jahren ausgewählt. Diese Auswahl 
erfolgte, um auch für Jährlichkeiten von 𝑇 = 100 a zuverlässige Aussagen treffen zu können 
(Maniak, 2016). Abbildung 2.1 zeigt die Lage aller zur Verfügung stehenden sowie die ge-
nutzten Stationen in NRW. 
 
Abbildung 2.1: Übersicht der Datengrundlage mit Lage der verfügbaren (blau) und genutzten 
(grün) Niederschlagsstationen in NRW. Alle dargestellten Stationen werden 
vom LANUV betrieben. 
2.3 Datenaufbereitung 
Die Zeitreihen wurden auf volle hydrologische Jahre entsprechend DIN 4049-1 (1992) ge-
schnitten und enden jeweils zum hydrologischen Jahr 2017 (31.10.2017). Im Zuge der 
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Datenaufbereitung wurden grobe Ausreißer aus dem Datensatz entfernt sowie ein eventuell 
vorliegender Zeitversatz korrigiert. Es wurde keine Lückenfüllung anhand von Nachbarsta-
tionen durchgeführt, um eine Abhängigkeit zwischen den Stationen ausschließen zu können. 
Abbildung 2.2 zeigt den Beobachtungsbeginn der genutzten Stationen im Überblick. 
 
Abbildung 2.2: Beobachtungsbeginn der genutzten 49 Stationen aus NRW (vertikale rote Linie 
zeigt die Mindestreihenlänge von 30 a). 
Die Zeitreihen lagen als nicht-äquidistante Reihen mit einer zeitlichen Auflösung von einer 
Minute vor. Diese wurden für die weitere Bearbeitung zunächst in äquidistante Reihen um-
geformt, sodass für jeden Zeitschritt eine Beobachtung vorlag, um nach dem Arbeitsblatt 
531 der Deutschen Vereinigung für Wasserwirtschaft, Abwasser und Abfall e. V. (DWA) 
(DWA, 2012a) Dauerstufenserien für Dauerstufen von fünf Minuten bis sechs Tage bilden 
zu können (siehe auch Abschnitt 4.2). Abbildung 2.3 zeigt exemplarisch ausgewählte Dau-
erstufenserien für die Station Aachen Soers. Abbildung 2.4 zeigt einen Ausschnitt für die 
Jahre 2001 bis 2017 der überlagerten Dauerstufenserien für 𝐷 = 60, 1080, 7200 min. 
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Abbildung 2.3: Ausgewählte Dauerstufenserien unterteilt nach 𝐷 [min] der Station Aachen So-
ers 
 
Abbildung 2.4: Exemplarischer Ausschnitt ausgewählter Dauerstufenserien an der Station 
Aachen Soers. 
Aus diesen Dauerstufenserien wurden abschließend jährliche Serien (siehe Abbildung 2.5 
sowie Abschnitt 3.2) gebildet, die für die weiteren extremwertstatistischen Untersuchungen 
sowie Trend- und Sprungstellenuntersuchungen genutzt wurden. 
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Abbildung 2.5: Exemplarischer Ausschnitt ausgewählter Dauerstufenserien (farbige Linie) mit 
dazugehörigen jährlichen Maximalwerten (farbige Punkte) an der Station 
Aachen Soers. 
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3 Stand der Wissenschaft 
3.1 Einführung 
Die Bemessung wasserwirtschaftlicher Infrastruktur basiert im Wesentlichen auf der Vor-
gabe hydrologischer Belastungsgrößen, z. B. in Form von Starkregenangaben, einhergehend 
mit deren statistischem Wiederkehrintervall. Dieses bezeichnet den Kehrwert der Über-
schreitungswahrscheinlichkeit und wird auch als Jährlichkeit benannt. 
Die Größe der für die Bemessung zu wählenden Wahrscheinlichkeit wird in entsprechenden 
Merk- und Arbeitsblättern wie z. B. DWA (2012a) und DWA (2012b) sowie Normen wie 
z. B. DIN EN 752 (2017) vorgegeben 
Um die benötigte Bemessungsgröße zu bestimmen, bedient man sich in der Hydrologie der 
Methoden der Extremwertstatistik. Diese liefern mittels statistischer Auswertungen unter 
anderem Aussagen darüber, wie häufig ein bestimmtes Ereignis eintritt bzw. wie oft in einem 
vorgegebenem Zeitintervall (z. B. 50 Jahre) mit einem bestimmten Ereignis gerechnet wer-
den kann. Den einzelnen Beobachtungswerten wird somit eine Über- oder Unterschreitungs-
wahrscheinlichkeit zugeordnet. Dazu werden z. B. Verteilungsfunktionen an Jahreshöchst-
werte aus Beobachtungsdaten angepasst und die Funktionsverläufe in den Randbereichen 
entsprechend extrapoliert. Die Bemessungsgröße als sogenannter Quantilwert leitet sich aus 
der Inversen der Verteilungsfunktion (auch Quantil-Funktion, engl. quantile function) ab 
und entspricht dem Wert der angepassten Verteilungsfunktion an der Stelle einer vorgege-
benen Unterschreitungswahrscheinlichkeit. 
Die Extremwertstatistik beschreibt somit nicht das gesamte Verhalten von Zufallsvariablen, 
wie z. B. alle möglichen Niederschlagsereignisse ℎ𝑁 mit bestimmter Dauer 𝐷, sondern die 
Extremwerte bzw. Randbereiche (engl. tails), wie z. B. die jährlichen maximalen Nieder-
schlagsereignisse ℎ𝑁 mit einer Dauer von 30 Minuten (z. B. Mudersbach, 2009). 
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3.2 Stationäre extremwertstatistische Methoden 
Die in der Hydrologie genutzten extremwertstatistischen Methoden basieren im Wesentli-
chen auf den grundlegenden Theorien zur Extremwertstatistik bzw. zu Extremwertverteilun-
gen nach Gumbel (1958). Bereits in Gumbel (1941) werden grundlegende Anforderungen 
an die Datengrundlage für die weiteren statistischen Auswertungen aufgeführt. Diese müs-
sen demnach homogen sein und dürfen folglich nicht durch klimatische oder anthropogene 
Veränderungen im Einzugsgebiet beeinflusst sein. In Gumbel (1958) werden die ersten Ver-
öffentlichungen zur Anwendung asymptotischer Extremwertverteilungen von von Mises 
(1923), Fréchet (1927), Fisher und Tippett (1928) und Gnedenko (1943) zusammengefasst. 
Grundlage der in Gumbel (1958) aufgeführten Ansätze sind Untersuchungen von Jahresma-
xima (AMAX). Die AMAX-Werte werden in der hydrologischen Praxis häufig über ein 
Blockmodell gewonnen. Dabei werden die Maximalwerte eines bestimmten Zeitabschnitts 
(meist ein hydrologisches Jahr) aus einer Menge von Zufallsvariablen gefiltert (Coles, 2001). 
Alternativ zu AMAX-Werten kann die zu analysierende Stichprobe auch aus den r-größten 
(häufig auch r-largest) jährlichen Ereignissen bestehen (siehe Abbildung 3.1). Am Beispiel 
von Wasserstandsdaten in Venedig hat z. B. Smith (1986) Untersuchungen durchgeführt und 
die AMAX-Methodik erweitert. Smith (1986) schließt mit der Empfehlung, r in der Praxis 
möglichst klein zu halten. Somit sollen möglichst nur Extremwerte in dem zu analysierenden 
Datensatz enthalten sein (Mudersbach, 2009). 
Jenkinson (1955) wiederum fasst die drei nach dem Theorem von Fisher und Tippett (1928) 
und Gnedenko (1943) bestehenden Extremwerterteilungen Typ I-Gumbel, Typ II-Fréchet 
und Typ III-Weibull zu der heute als Verallgemeinerte Extremwertverteilung (engl.  
generalized extreme value distribution, GEV) bekannten Verteilungsfunktion zusammen. 
Diese ist für die Beschreibung unabhängiger und gleichverteilter (engl. independent and 
identically distributed, i.i.d.) Zufallsvariablen in Form von jährlichen Maxima bzw. Minima 
anwendbar (siehe auch Abschnitt 6.2). 
Lang et al. (1999) geben einen Überblick zu Tests und statistischen Methoden bei der Ana-
lyse von partiellen Serien bzw. Werten oberhalb eines Schwellenwertes (engl. partial dura-
tion series, PDS oder peaks over threshold, POT) (siehe Abbildung 3.1), die insbesondere 
bei kurzen Beobachtungsreihen genutzt werden, um das Datenkollektiv zu erweitern 
(Maniak, 2016). Für die als kritisch gesehene Wahl eines bestimmten Schwellenwertes 
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schlagen Lang et al. (1999) die Anwendung von unterschiedlichen Tests vor, die eine be-
stimmte Bandbreite an möglichen Schwellenwerten liefern, für welche die POT-Analyse 
ähnliche Ergebnisse liefert. Weiter werden von Lang et al. (1999) Tests vorgeschlagen, um 
die Unabhängigkeit der einzelnen Werte zu prüfen und somit das i.i.d.-Kriterium zu erfüllen. 
Lang et al. (1999) empfehlen, vergleichend eine Analyse der AMAX-Werte durchzuführen. 
Da der POT- oder AMAXr=n-Ansatz in der vorliegenden Dissertation keine weitere Anwen-
dung findet, wird auf weiterführende Literatur, wie z. B. Coles (2001), Gilleland und Katz 
(2016) oder Naghettini (2017) und hinsichtlich der Auswertung von Niederschlagsreihen, 
z. B. auf Serinaldi und Kilsby (2014) verwiesen. Die folgende Abbildung 3.1 zeigt zusam-
menfassend die drei unterschiedlichen Arten der Stichprobengewinnung für die extremwert-
statistische Analyse hydrologischer Daten. 
 
Abbildung 3.1: Exemplarische Darstellung der Stichprobengewinnung aus AMAX, AMAXr=3 
und POT für die extremwertstatistische Modellierung hydrologischer Daten 
(Datengrundlage: Jährliche Maximalwerte täglicher Niederschlagssummen, 
Fort Collins, CO, USA, 1900-1999). 
Katz et al. (2002) geben einen weiterführenden Überblick zur Entwicklung und Anwendung 
extremwertstatistischer Modelle in der Hydrologie. Mit Blick auf Methoden zur Parameter-
schätzung der Verteilungsfunktionen stellen Katz et al. (2002) die nach Landwehr et al. 
(1979) vorgeschlagene Methode der wahrscheinlichkeitsgewichteten Momente (engl. pro-
bability weighted moments, PWM) der Maximum-Likelihood- Schätzung (engl. maximum-
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likelihood-estimation, MLE) gegenüber. Die PWM liefern nach Hosking et al. (1985) insbe-
sondere bei einem kleinen Stichprobenumfang gute Schätzer. Die Schätzer der PWM-Me-
thode werden als Startwerte für das iterative numerische Verfahren der MLE (z. B. 
Jenkinson, 1969; Prescott und Walden, 1980; Prescott und Walden, 1983) verwendet. Weiter 
untersuchen Katz et al. (2002) am Beispiel jährlicher Tagesmaxima der Niederschlagszeit-
reihe Fort Collins, CO, USA die Nutzung einer dreiparametrischen Verteilungsfunktion 
(GEV) im Vergleich zur zweiparametrischen Gumbel-Verteilung. Die Gumbel-Verteilung 
lässt aufgrund des fehlenden Formparameters keine schweren (rechten) Verteilungsränder 
(engl. heavy tails) zu (z. B.:  DWA, 2012b; Fischer und Schumann, 2018), sodass die drei-
parametrische Verteilung (GEV) zu deutlich besseren Anpassungen bei der Untersuchung 
von AMAX-Werten führt (siehe auch Alila, 1999). 
Hosking und Wallis (1997) stellen zusätzlich die Methode der L-Momente (LM) vor, die 
sich aus der PWM-Methodik ableiten lässt. Martins und Stedinger (2000) vergleichen die 
drei Methoden (PWM bzw. LM, Momentenmethode (MOM) und MLE) zur Parameterschät-
zung und zeigen erneut auf, dass bei kleinem Stichprobenumfang die MLE-Methode einen 
zum Teil „unplausiblen“ Schätzer für den Formparameter der GEV ergibt. Um dies zu um-
gehen, nutzen Martins und Stedinger (2000) einen Bayes-Schätzer für den Formparameter 
und schränken so die Schätzwerte des Formparameters auf einen statistisch physikalisch 
sinnvollen Bereich ein. Das als generalisierte Maximum-Likelihood-Methode (engl.  
generalized maximum-likelihood-estimation, GMLE) bezeichnete Verfahren liefert deutlich 
robustere Schätzwerte als die LM und MOM. 
Die extremwertstatistische Auswertung von Niederschlagsintensitäten in Form von Intensi-
täts-Dauer-Häufigkeits-Beziehungen (engl. intensity-duration-frequency-curves, IDF) geht 
zurück auf Bernard (1932) (vgl. Koutsoyiannis et al., 1998). Weltweit wurden geografische 
Zusammenhänge von IDF-Beziehungen untersucht und in Karten dargestellt. Somit sollten 
bemessungsrelevante Größen auch in unbepegelten Regionen ablesbar sein. Exemplarisch 
werden die Arbeiten von Hershfield (1961), Miller et al. (1973) und Bonnin et al. (2004) 
genannt, die entsprechende Karten für die USA aufgestellt haben. Koutsoyiannis et al. 
(1998) fassen die zum damaligen Zeitpunkt weltweit genutzten Methoden zur statistischen 
Auswertung von Niederschlagsereignissen bestimmter Dauer und Häufigkeit zusammen, 
mit dem Ziel, eine einheitliche Vorgehensweise für die Berechnung und Erstellung von IDF-
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Beziehungen zu entwickeln. Weiter werden zwei Verfahren zur Parameterschätzung der 
IDF-Beziehungen dargestellt. 
Borga et al. (2005) entwickeln regionalisierte Niederschlagshöhen-Dauer-Häufigkeits-Be-
ziehungen (engl. depth-duration-frequency-curves, DDF) für den Alpenraum im nordöstli-
chen Trentino und untersuchen weiter die geografische Variation von Extremniederschlägen 
mit 60-minütiger Dauer. Unter Verwendung eines Niederschlags-Dauer-Verhältnisses kön-
nen für die untersuchte Region beliebige DDF-Beziehungen mit einer Dauer < 60 Minuten, 
unabhängig vom Wiederkehrintervall und Lage, aus den 60-minütigen DDF-Beziehungen 
abgeleitet werden. Borga et al. (2005) beschreiben zudem das Problem inhomogener Regen-
höhen bei zwei aufeinanderfolgenden Dauerstufen mit gleichem Wiederkehrintervall, wenn 
die Dauerstufen einzeln betrachtet werden (vgl. Di Baldassarre et al., 2006; DWA, 2012a; 
Fischer und Schumann, 2018 sowie Abschnitt 4.2). Um dem entgegenzuwirken, wird die 
Exponentialverteilung zur dauerstufenübergreifenden Beschreibung der DDF- bzw. IDF-Be-
ziehungen genutzt (z. B. Chow et al., 1988; Koutsoyiannis et al., 1998). 
Bei der statistischen Analyse von Niederschlagsreihen hat sich im internationalen Raum ins-
besondere die Nutzung der GEV etabliert. So nutzt Alila (1999) die GEV, um für insgesamt 
375 Niederschlagsstationen in Kanada jährliche Extremwerte von Niederschlägen unter-
schiedlicher Dauer von fünf Minuten bis zu 24 Stunden zu regionalisieren. Gellens (2002) 
wertet Extremwerte von Tagesmaxima und deren Vielfache von 165 belgischen Nieder-
schlagsstationen unter Nutzung der GEV aus, um aus regionalisierten, dimensionslosen Ver-
teilungsfunktionen in Abhängigkeit des Wiederkehrintervalls stationsbezogene Quantil-
werte abzuleiten. Zusätzlich berücksichtigt Gellens (2002) Auswertungen bezogen auf das 
Kalenderjahr sowie Sommer- und Winterperioden. Fowler und Kilsby (2003) nutzen eben-
falls die GEV zur Auswertung jährlicher Maximalwerte von Tages- bzw. Mehrtagesmaxima 
aus insgesamt 204 Niederschlagsstationen im Vereinigten Königreich, um auf Basis von re-
gionalisierten Häufigkeitsanalysen und den daraus abgeleiteten Wachstumskurven (growth 
curves) Quantilwerte zu berechnen. Zudem werden zeitliche Änderungen in den Quantil-
werten für unterschiedliche Auswerteperioden untersucht. 
Koutsoyiannis (2004a) stellt die zum Teil immer noch genutzte Gumbel-Verteilung für die 
Analyse hydrologischer Extremwerte, insbesondere Niederschlagsereignisse, in Frage und 
zeigt deutlich, dass die geringe Parameteranzahl der Gumbel-Verteilung im Vergleich zu 
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einer mehrparametrischen Verteilung zu einer Unterschätzung der Extremwerte führt. Die 
Nutzung der Extremwertverteilung Typ I hängt nach Koutsoyiannis (2004a) insbesondere 
mit einem kleinen Stichprobenumfang zusammen. In Koutsoyiannis (2004b) wird anhand 
einer empirischen Untersuchung von 169 Niederschlagszeitreihen mit Aufzeichnungslängen 
von 100 bis 154 Jahren bestätigt, dass an Stelle der Gumbel- die Fréchet-Verteilung (Ext-
remwertverteilung Typ II) für die statistische Modellierung von (Extrem-)Niederschlägen 
verwendet werden sollte. Für mittlere Breitengrade der Nordhalbkugel schlägt 
Koutsoyiannis (2004b) einen Formparameter von 𝜉 = 0,15 vor.  
Overeem et al. (2008) untersuchen die Abhängigkeit von Niederschlagsmaxima zwischen 
einzelnen Dauerstufen und deren Einfluss auf die Bestimmung der Konfidenzbereiche von 
DDF-Kurven. Sie nutzen dazu AMAX-Werte von ein- bis zwölfstündlichen Nieder-
schlagsereignissen an zwölf Stationen in den Niederlanden. Mittels Bootstrapping-Verfah-
ren zeigen Overeem et al. (2008), dass sich der Formparameter 𝜉 der genutzten GEV über 
die Dauerstufen nicht ändert. 
Papalexiou und Koutsoyiannis (2013) nutzen die Datengrundlage von 15.137 weltweit ver-
teilten Niederschlagsstationen und analysieren jährliche Tagesmaxima mittels der GEV. Sie 
stellen zusammenfassend heraus, dass der Stichprobenumfang, also die Aufzeichnungs-
länge, maßgeblich die Schätzwerte (mittels LM) der GEV-Parameter beeinflusst. Wird je-
doch dieser Einfluss bereinigt, so liegt der Schätzwert für den Formparameter 𝜉 bei einer 
Irrtumswahrscheinlichkeit von 1 % zwischen 0 und 0,23 mit 𝜉 > 0. Die AMAX-Werte täg-
licher Niederschläge folgen somit einer Fréchet-Verteilung (GEV-Typ II). Weiter ist der 
Formparameter abhängig von der geografischen Lage der auszuwertenden Station. Nur ein 
geringer Prozentanteil der untersuchten Reihen weist in den Untersuchungen einen negati-
ven Formparameter auf. Die meistverwendete Verteilung ist nach Papalexiou und 
Koutsoyiannis (2013) die Extremwertverteilung Typ II. Hinsichtlich des negativen Formpa-
rameters geben Papalexiou und Koutsoyiannis (2013) die „Faustregel“, dass an dessen Stelle 
besser eine Gumbel-Verteilung oder GEV mit einem Formparameter von 𝜉 = 0,114 genutzt 
werden sollte. Ragulina und Reitan (2017) haben den Formparameter der GEV auf der glei-
chen sowie durch norwegische Stationsdaten erweiterten Datengrundlage untersucht und be-
stätigen Papalexiou und Koutsoyiannis (2013) in der Aussage, dass die Extremwertvertei-
lung Typ II für die statistische Modellierung von Extremniederschlägen genutzt werden 
sollte, ein negativer Formparameter lediglich aus einem zu geringen Stichprobenumfang 
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resultiert und somit nicht genutzt werden sollte. Ragulina und Reitan (2017) grenzen zudem 
den Wertebereich des Formparameters auf den Bereich zwischen 0,127 und 0,150 (5 % Irr-
tumswahrscheinlichkeit) mit einem Mittelwert von 0,139 ein. Lutz et al. (2020) stellen an-
hand der Untersuchung von 14 Niederschlagsstationen in Oslo (Norwegen) ebenfalls heraus, 
dass der Formparameter mit großer Wahrscheinlichkeit für alle Dauerstufenbereiche positiv 
ist und sprechen sich für eine Beschränkung des Parameters, insbesondere bei Vorliegen von 
kurzen Reihen, aus. 
Im Hinblick auf die statistische Auswertung und Modellierung von Extremniederschlägen 
ist auffällig, dass die Mehrzahl der Veröffentlichungen Niederschläge mit einer Dauer > 1 h 
untersuchen. Lutz et al. (2020) hingegen erweitern die Untersuchungen auf Dauerstufenbe-
reiche unter 1 h und vergleichen Schätzwerte für den GEV-Formparameter mittels einer mo-
difizierten ML-Schätzung und Bayesscher Verfahren. Lutz et al. (2020) kommen zu dem 
Schluss, dass der Formparameter mit hoher Wahrscheinlichkeit über alle Dauerstufen hin-
weg positiv ist und schlagen vor, diesen bei kurzen Reihenlängen auf ebendiesen Bereich 
einzuschränken. Für einen umfangreichen Überblick zu extremwertstatistischen Bemes-
sungsmethoden in der Hydrologie wird abschließend auf Salas et al. (2018) verwiesen. 
3.3 Instationäre extremwertstatistische Methoden 
Milly, P C D et al. (2008) postulieren auf Basis des vierten Sachstandsberichtes des IPCC 
(engl. fourth assessment report, AR4 of the Intergovernmental Panel on Climate Change) 
den „Tod der Stationarität“. Die in IPCC (2007) aufgeführten, anthropogen verursachten, 
klimatischen Änderungssignale und deren Auswirkungen auf den hydrologischen Kreislauf, 
wie in Held und Soden (2006) zusammengefasst, bewirken demnach eine Veränderung der 
„Mittelwerte von Niederschlag, Evapotranspiration und Durchflussmenge in Fließgewäs-
sern“ (Milly, P C D et al., 2008, S. 573). Als Reaktion bzw. logische Konsequenz, sprechen 
sich Milly, P C D et al. (2008) für instationäre stochastische Prozesse aus, mit denen die 
zeitliche Veränderung der (Wahrscheinlichkeits-)Dichtefunktionen (engl. probability den-
sity function, pdf) und deren Unsicherheiten beschrieben werden kann. Weiter fordern Milly, 
P C D et al. (2008) höher aufgelöste Klimamodelle, in denen Landnutzungsänderungen, Än-
derungen in der Bevölkerungsstruktur, Bauwerke etc. erfasst und abgebildet werden können. 
Somit sollen auch auf kleinskaliger Ebene zuverlässige Prognosen und Entscheidungen bei 
der Planung wasserwirtschaftlicher Infrastruktur getroffen werden können. Abschließend 
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sprechen sie sich für eine Modernisierung bzw. Überarbeitung der Planungsstrategien für 
ebendiese aus. 
Coles (2001) beschreibt die instationären Modelle der GEV und wendet diese exemplarisch 
auf die AMAX-Werte des Meeresspiegels am Pegel Fremantle (Australien) an. Die zeitliche 
Veränderung der einzelnen Parameter der GEV kann nach Coles (2001) z. B. über lineare, 
quadratische oder exponentielle Modelle beschrieben werden. Es wird empfohlen, lediglich 
Lage- und Streuungsparameter über zeitabhängige Funktionen zu beschreiben, da eine 
Schätzung des Formparameters nur sehr schwer mit hoher Genauigkeit erfolgen kann (vgl. 
Coles, 2001; Debele et al., 2017; Rydén, 2019) Eine weitere Möglichkeit, Instationaritäten 
bei der extremwertstatistischen Auswertung zu berücksichtigen, ist der Einbezug klimatisch-
atmosphärischer Zusammenhänge, wie z. B. dem Southern Oscillation Index (SOI) und dem 
daraus abgeleiteten El Niño-Effekt. Ouarda und Charron (2019) kombinieren die vorgeschla-
genen Methoden, nutzen ein zeitabhängiges Modell für den Streuungsparameter und model-
lieren den Formparameter über Klimaindizes, wie z. B. den SOI oder die Pacific Decadal 
Oscillation (PDO). Die Ergebnisse zeigen, dass die Modellierung des Formparameters über 
Klimaindizes eine geeignete Möglichkeit bei der Anwendung instationärer GEV-Modelle ist 
und somit die Annahme eines stationären Formparameters revidiert werden muss. 
El Adlouni et al. (2007) nutzen die in Coles (2001) beschriebenen, verschiedenen instatio-
nären Modelle der GEV und entwickeln ein verallgemeinertes Verfahren zur Parameter-
schätzung. Am Beispiel der Niederschlagsreihe Randsburg (Kalifornien) zeigen El Adlouni 
et al. (2007), dass das generalisierte Modell zur Parameterschätzung für alle unterschiedli-
chen Modelle der GEV gute Ergebnisse liefert und klimatische Veränderungen bei der Be-
rechnung von Quantilen durch Kovariate, wie z. B. den SOI, gut abgebildet werden können.  
Es folgten eine Vielzahl weiterer Publikationen, die sich mit instationären Extremwerten und 
der zeitlichen Veränderung von Quantilwerten unter dem Einfluss klimatischer Änderungen 
beschäftigen, wie z. B. AghaKouchak et al. (2013), Salas und Obeysekera (2014), Salas et 
al. (2018) und Cannon (2011).  
Cheng et al. (2014) oder Gilleland und Katz (2016) fassen die aktuellen Methoden zusam-
men und setzen diese in Software-Pakete/Packages für die Programmiersprachen R (R Core 
Team, 2020) und MATLAB® um. 
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Es werden nachfolgend ausgewählte Veröffentlichungen aufgeführt, die sich insbesondere 
mit der instationären, extremwertstatistischen Auswertung von Niederschlagsereignissen be-
fassen und bei der Erstellung der vorliegenden Arbeit verwendet wurden. Ergänzend dazu 
werden Ansätze zur Berücksichtigung sich ändernder Quantile bei der Bemessung darge-
stellt. 
Nach Cheng und AghaKouchak (2014) können sowohl Klimavariabilität als auch Klimaän-
derungen Instationaritäten in hydrometeorologischen Zeitreihen verursachen. Unter der An-
nahme eines solchen instationären Verhaltens – und damit einhergehend über die Zeit vari-
ierender Extremwerte – unterschätzen nach Cheng und AghaKouchak (2014) die klassi-
schen, stationären IDF-Beziehungen Niederschlagsextrema um bis zu 60 %. Sie stellen da-
her eine verallgemeinerte Vorgehensweise zur Erstellung instationärer IDF-Beziehungen 
unter Nutzung der GEV dar und führen Unsicherheitsbetrachtungen mittels Bayesscher Ver-
fahren durch. Dabei wird der Lageparameter der instationären GEV als lineares Modell über 
die Zeit abgebildet. Anhand des Mann-Kendall-Tests (M-K-Test) (Mann, 1945; Kendall, 
1975) unterscheiden Cheng und AghaKouchak (2014), ob eine instationäre GEV an die Ext-
remwerte angepasst wird oder auf das stationäre Modell zurückgegriffen wird. 
Yilmaz und Perera (2014) untersuchen am Beispiel der Station Melbourne (Australien) Ext-
remniederschläge mit einer Dauer von sechs Minuten bis 72 Stunden für den Zeitraum von 
1925 bis 2010. Sie detektieren eine Sprungstelle für diese Zeitreihe und untersuchen Bemes-
sungswerte mit einem Wiederkehrintervall von bis zu 20 Jahren aus der stationären und in-
stationären GEV für die unterschiedlichen Zeiträume vor und nach diesem Bruchpunkt. Die 
instationäre GEV zeigt dabei keine signifikanten Vorteile gegenüber der stationären GEV, 
obwohl signifikante Trends in den kurzen Dauerstufen vorliegen. Da die Ergebnisse nur für 
eine Station vorliegen, sprechen sich Yilmaz und Perera (2014) gegen eine Verallgemeine-
rung der Ergebnisse auf andere Untersuchungsgebiete und für umfangreichere Analysen, 
bestehend aus Trend- und Sprungstellenanalysen sowie stationären und instationären ext-
remwertstatistischen Modellen, aus. 
Vasiliades et al. (2015) nutzen stationäre und instationäre Modelle der GEV mit unterschied-
lich modellierten Parametern der Verteilungsfunktion zur Untersuchung der jährlichen ma-
ximalen Tagesniederschläge für Griechenland und Zypern. Die Parameterschätzung erfolgt 
über die GMLE und einen weiterführenden Optimierungsalgorithmus. Das zu nutzende 
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Modell wird über das Akaike-Informationskriterium (AIC) ausgewählt. Dabei modellieren 
Vasiliades et al. (2015) die Parameter unter Einbeziehung des SOI, der PDO, des Mediter-
ranean Oscillation Index (MOI) und der North Atlantic Oscillation (NAO) als klimatische 
Kovariate. 
Zhang et al. (2015) entwickeln ein Konzept zur instationären Modellierung von Extremnie-
derschlägen unter Nutzung verallgemeinerter additiver Modelle für den Lage-, Skalen- und 
Formparameter (engl. generalized additive models for location, scale and shape, GAMLSS) 
der GEV und werten jährliche Tagesmaxima von 12 Niederschlagsstation in der Beijing–
Tianjin–Hebei-Region (China) aus. Zhang et al. (2015) vergleichen Modelle mit linearen 
Parameterverläufen sowie durch zwölf unterschiedliche Klimaindizes modellierte Parame-
terverläufe und stellen letztere als die für die Region geeigneten instationären Modelle her-
aus. Als weiterführende Arbeiten zur Anwendung der GAMLSS-Modelle und deren Umset-
zung in der Programmiersprache R (R Core Team, 2020) sind z. B. Stasinopoulos und Rigby 
(2007), Villarini et al. (2009), Debele et al. (2017), Rigby et al. (2019) oder Rydén (2019) 
zu nennen. 
Obeysekera und Salas (2016) schlagen die Nutzung der Poisson-Binomial-Verteilung vor, 
um die Wahrscheinlichkeit des Auftretens einer bestimmten Anzahl von Extremereignissen 
über dem Bemessungswert innerhalb eines bestimmten Planungshorizontes zu bestimmen. 
Es wird somit ein Verfahren entwickelt, dass auf der Risikobetrachtung basiert. Das Verfah-
ren kann unabhängig von der für die instationäre Beschreibung der Parameter gewählten 
Modelle genutzt werden. 
Ganguli und Coulibaly (2017) untersuchen die Eignung von instationären IDF-Beziehungen 
für die Bemessung wasserwirtschaftlicher Infrastruktur und führen parallel dazu Trend- und 
Sprungstellentests zur Detektion von Instationaritäten an ausgewählten urban geprägten Re-
gionen in Southern Ontario (Kanada) durch. Weiter werden instationäre und stationäre IDF-
Kurven gegenübergestellt, wobei für ein zehnjährliches Wiederkehrintervall die klassischen 
IDF-Kurven um 7 % und bei einem Wiederkehrintervall von 50 Jahren zwischen 2 % und 
44 % erhöht werden müssten. Ganguli und Coulibaly (2017) fassen zusammen, dass die sta-
tionären IDF-Kurven nach wie vor für die Modellierung und Beschreibung des Extremwert-
verhaltens der Niederschläge in Southern Ontario geeignet sind, jedoch unter 
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Berücksichtigung eines fortschreitenden Klimawandels eine regelmäßige Überprüfung der 
Eignung und der Bemessungswerte erfolgen sollte. 
Wird ein linearer, zeitabhängiger Trend in der Reihe der Niederschlagsextrema in gleicher 
Form zur Erstellung der instationären IDF-Kurven genutzt, so kann dieser nach Agilan und 
Umamahesh (2017a) zu einer starken Verzerrung und damit einem großen Fehler im insta-
tionären Modell führen. Agilan und Umamahesh (2017a) nutzen einen genetischen Mehr-
ziel-Algorithmus (engl. multi-objective genetic algorithm, MOGA), um den linearen Trend 
in den Parametern der Verteilungsfunktion zu schätzen und erzielen durch die Anwendung 
des Algorithmus eine Verbesserung des instationären Modells. 
Als Alternative zu zeitabhängigen linearen Trends untersuchen Agilan und Umamahesh 
(2017b) am Beispiel der Stadt Hyderabad (Indien) die Eignung der fünf physikalischen Pro-
zesse: Urbanisierung, lokale Temperaturänderungen, globale Erderwärmung, El Niño–
Southern Oscillation (ENSO) und Indischer-Ozean-Dipol (IOD) als Kovariate für die Para-
meter der GEV bei der instationären extremwertstatistischen Analyse von Niederschlägen. 
Für konvektive Niederschläge sind nach Agilan und Umamahesh (2017b) die Kovariate Ur-
banisierung und lokale Temperaturänderung am geeignetsten, wohingegen bei langen Nie-
derschlagsereignissen globale Prozesse als Kovariate mit einbezogen werden sollen. Für die 
Modellauswahl wurde das korrigierte Akaike-Informationskriterium (engl. corrected A-
kaike‘s information criterion, AICc) herangezogen. 
De Luca und Galasso (2018) stellen heraus, dass es unter instationären Bedingungen nicht 
möglich ist, einzig auf Basis der beobachteten Zeitreihe das Verhalten des Zufallsprozesses 
abzuschätzen. Mögliche Trends sollten daher aus externen Quellen, wie z. B. benachbarten 
Stationen, Regionalisierungen oder Klimamodellen, abgeleitet werden. Weiter kann somit 
die Unsicherheit, insbesondere bei kleinen Stichprobenumfängen, verringert werden. Nach 
Auffassung von De Luca und Galasso (2018) sollten stationäre Modelle die erste Wahl bei 
der extremwertstatistischen Analyse sein und diese auch bei dem nachweislichen Vorhan-
densein von Trends als Maßstab herangezogen werden, um die Verbesserung oder Ver-
schlechterung des instationären Modells zu bewerten. Auch Serinaldi et al. (2018) stellen 
heraus, dass allein durch den Beweis und/ oder die Annahme eines Trends weiterführende 
Schlussfolgerungen auf das Verhalten des Zufallsprozesses nur unter Hinzunahme externer 
bzw. zusätzlicher Informationsquellen erfolgen sollten. 
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Xavier et al. (2019) untersuchen auf Basis von synthetischen AMAX-Werten täglicher Nie-
derschlagsereignisse, welcher statistische Test zur Überprüfung des geeigneten GEV-Mo-
dells für die Untersuchung bzw. statistische Auswertung der Niederschlagszeitreihen genutzt 
werden sollte. Das Bayessche Informationskriterium (engl. Bayesian information criterion, 
BIC) eignet sich nach Xavier et al. (2019) bei stationären GEV-Modellen sowie instationä-
ren GEV-Modellen mit linearem oder nicht-linearem Lageparameter. Bei der zusätzlichen 
Betrachtung eines GEV-Modells mit instationärem Lage- und Streuungsparameter soll nach 
Xavier et al. (2019) das AIC bzw. AICc zur Modellauswahl herangezogen werden. Für die 
Region Kerala (Indien) untersuchen Soumya et al. (2020) die räumliche Variation der Insta-
tionaritäten an insgesamt 14 Stationen und nutzen ebenfalls das AIC, um die Eignung der 
genutzten instationären GEV-Modelle zu prüfen. 
Aus den dargestellten Methoden resultieren zeitabhängige Quantilwerte bzw. Bemessungs-
größen für den abgebildeten respektive abzubildenden Zeitraum, wie zum Beispiel eine be-
stimmte Bauwerkslebensdauer. Es bedarf somit Verfahren, ebendiese zeitliche Veränderung 
zu berücksichtigen, die zeitabhängigen Quantilwerte also zu einem Bemessungswert, wie er 
in der hydrologischen Praxis üblich ist, zu überführen. In aktuellen Regelwerken sind bislang 
keine der nachfolgend aufgeführten Verfahren vorgegeben, sodass es sich um Vorschläge 
für die Berücksichtigung zeitlich variabler Quantile bzw. Verteilungsfunktionen bei der Bau-
werksbemessung handelt. 
Yan et al. (2017), Salas et al. (2018) sowie Mondal und Daniel (2019) geben einen umfang-
reichen Überblick angewandter Verfahren, deren Berechnungen auf dem Wiederkehrinter-
vall basieren oder risiko- bzw. sicherheitsbasiert sind. Yan et al. (2017) fassen vier Verfahren 
unter einem generalisierten Ansatz zusammen und bestimmen eine sogenannte repräsenta-
tive Sicherheit (engl. representative reliability, RRE), die wiederum in ein Wiederkehrinter-
vall transformiert werden kann. Dem gegenüber stehen vereinfachte Ansätze in Form von 
Zuschlagsfaktoren wie in Madsen et al. (2014) aufgeführt werden. 
Als risikobasierten Ansatz stellen Rootzén und Katz (2013) den Design-Life-Level-Ansatz 
(DLL) dar. Der Ansatz soll die Risikoeinschätzung und -kommunikation unter sich ändern-
den klimatischen Randbedingungen dahingehend vereinfachen, als dass sowohl eine Bau-
werkslebensdauer als auch ein hydrologisches Risiko – als Wahrscheinlichkeit, dass inner-
halb eines Zeitraumes von n-Jahren mindestens ein Ereignis über dem Bemessungswert 
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auftritt (z. B. Chow et al., 1988) – innerhalb dieser Bauwerkslebensdauer bei der Bemessung 
berücksichtigt werden. Mudersbach und Bender (2017) erweitern diesen Ansatz mit Fokus 
auf die Bestimmung der im Referenzjahr (Planungsjahr) zu wählenden Jährlichkeit, um auch 
bei instationären Verhältnissen ein bestimmtes Sicherheitsniveau über den gesamten Pla-
nungshorizont (der Bauwerkslebensdauer) gewährleisten zu können.  
Ein weiteres risikobasiertes Verfahren ist das expected waiting time-Verfahren (EWT). Hier 
wird über die verallgemeinerte geometrische (Bernoulli-) Verteilung, welche zeitabhängige 
Über- bzw. Unterschreitungswahrscheinlichkeiten erlaubt, unter Vorgabe eines Wieder-
kehrintervalls 𝑇  der Quantilwert numerisch berechnet, der nach einer voraussichtlichen 
Wartezeit von 𝑇 Jahren überschritten wird. Das Verfahren wurde von Olsen et al. (1998) 
vorgeschlagen und wird in Salas et al. (2018) mit einem Beispiel veranschaulicht. 
Mit der Angabe einer geplanten Bauwerkslebensdauer n und der zu erwartenden Anzahl m 
an Extremwerten, die den Bemessungswert überschreiten, wird bei dem Verfahren über die 
„Erwartete-Anzahl an Überschreitungen“ (engl. expected number of events oder expected 
number of exceedances, ENE) das zu wählende Quantil berechnet, für das 𝑚 = 1  oder  
𝑚 > 1 ist. Die Berechnungen erfolgen unter Nutzung der Poisson-Binomial-Verteilung. Der 
ENE-Ansatz stellt ein Instrument dar, die Anzahl an Überschreitungen zu quantifizieren und 
damit sich ändernde Überschreitungswahrscheinlichkeiten bei der Planung zu berücksichti-
gen.  
Das Effective-Return-Level-Verfahren (ERL) ist ein weiterer, vereinfachter Ansatz, zeitab-
hängige Quantilwerte in einen für die Bemessung nutzbaren einzelnen Quantilwert zu über-
führen. Aus den zeitabhängigen Parametern der Verteilungsfunktion werden Perzentile be-
stimmt (z. B. 95 %) und die dazugehörigen Quantilwerte berechnet (vgl. Cheng et al., 2014; 
Agilan und Umamahesh, 2017a).  
3.4 Diskussion 
Die Berücksichtigung der instationären Methoden – insbesondere die Übertragung festge-
stellter Trends in die extremwertstatistischen Modelle – wird in der Wissenschaft und Fach-
welt nach wie vor kontrovers diskutiert. So befassen sich diverse Veröffentlichungen mit der 
in Milly, P C D et al. (2008) aufgeführten Hypothese einer nicht mehr vorliegenden Statio-
narität in hydrometeorologischen Zeitreihen.  
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Lins und Cohn (2011) heben die Unsicherheit der Auswirkungen des Klimawandels auf hyd-
rometeorologische Prozesse hervor und stellen weiter heraus, dass Instationarität ein natür-
licher Prozess ist. Dieser sollte jedoch nur mit großer Vorsicht auf das zukünftige Verhalten 
meteorologischer Größen übertragen werden und ist – der Einfachheit halber – stets der 
klassischen Annahme stationärer Verfahren gegenüberzustellen. Ebenfalls nach Matalas 
(2012) sollte überdacht werden, Instationarität in Form eines positiven oder negativen 
Trends aufgrund fehlender Evidenz in die Zukunft zu projizieren. Zusätzlich zur stationsbe-
zogenen, instationären Häufigkeitsanalyse sollten Maßnahmen der Informationserweiterung 
und eine ergänzende explorative Datenanalyse durchgeführt werden und eine Gegenüber-
stellung der stationären und instationären Verfahren in Zusammenhang mit dazugehörigen 
Konfidenzbereichen erfolgen (Kundzewicz und Robson, 2004). Ohne diese Maßnahmen ist 
die Extrapolation eines linearen Trends in die Zukunft durch die Anwendung instationärer 
Verfahren nach Serinaldi und Kilsby (2015) nicht zulässig. Koutsoyiannis und Montanari 
(2015) sehen eine Instationarität nur dann begründet, wenn der „Wandel“ bzw. die „Verän-
derung“ deterministisch vorhergesagt werden kann – was für gewöhnlich nicht der Fall ist. 
Als Schlussfolgerung sollten auch bei Vorliegen von veränderlichen Prozessen bzw. Insta-
tionaritäten in der zu untersuchenden Zeitreihe stationäre Methoden genutzt werden, um die 
zukünftigen Entwicklungen zu beschreiben. Koutsoyiannis und Montanari (2015) schlagen 
dafür eine Homogenisierung in Form einer „Stationarisierung“ der Beobachtungen vor. 
Demgegenüber steht die ingenieurtechnische Sicht und Aufgabe, Entscheidungen bei der 
Bauwerksplanung unter einer gewissen Unsicherheit treffen zu müssen. So ist auch bei Vor-
liegen einer nicht vollständigen Evidenz für einen Trend eine Entscheidung erforderlich, die 
unter Kenntnis bisheriger Entwicklungen und unter Berücksichtigung vorausschauender 
Maßnahmen zu treffen ist. Die im vorangehenden Abschnitt 3.3 aufgeführten Methoden stel-
len dabei eine wichtige Entscheidungshilfe dar. Neben den zum aktuellen Zeitpunkt genutz-
ten, stationären Methoden sollten die instationären Verfahren als Informationserweiterung 
gesehen werden und sind darüber hinaus eine wertvolle Ergänzung bei der Maßnahmenpla-
nung und Risikokommunikation. Weiter bleibt an dieser Stelle zu erwähnen, dass die insta-
tionären Methoden nicht als „besser“ oder „zuverlässiger“ bewertet werden sollten, sondern 
eine Möglichkeit darstellen, mit sich ändernden Bemessungswerten umzugehen und diese 
möglichst zielführend in die wasserwirtschaftliche Bemessungspraxis zu integrieren.  
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4 Stand der Technik in Deutschland 
4.1 Einführung 
Die Planung und Bemessung wasserwirtschaftlicher Infrastruktur erfolgt in Deutschland un-
ter anderem mittels Regenhöhen- (RHL) bzw. Regenspendenlinien. Im Vergleich zu den im 
vorangegangenen Abschnitt aufgeführten IDF-Kurven wird bei RHL die Niederschlagshöhe 
ℎ𝑁 in Abhängigkeit von der Niederschlagsdauer 𝐷 und der Jährlichkeit 𝑇 dargestellt und in 
mm angegeben (siehe Abbildung 4.1). IDF-Kurven hingegen stellen die Niederschlagsin-
tensität in Abhängigkeit von der Niederschlagsdauer 𝐷 und der Jährlichkeit 𝑇 dar. Die Nie-
derschlagsintensität wird dabei meist in mm/h angegeben. Die international unterschiedli-
chen Verfahren sind historisch gewachsen und basieren zum Teil auf Berechnungsansätzen 
aus den 1930er bzw. 1990er Jahren wie z. B. Bernard (1932), ATV-DVWK (1985) oder 
Koutsoyiannis et al. (1998) (siehe Abschnitt 3.2). 
In Deutschland besteht zum derzeitigen Stand lediglich für die Bundesländer, Bayern und 
Baden-Württemberg ein einheitliches Konzept zur Berücksichtigung von klimatischen Än-
derungssignalen bei der Festlegung von Bemessungsgrößen – insbesondere Bemessungs-
hochwasser. So wird in Bayern bis zu einem Wiederkehrintervall von 100 Jahren ein Zu-
schlagsfaktor von pauschal 15 % genutzt, der z. B. bei der Niederschlag-Abfluss-Modellie-
rung (N-A-Modellierung) auf den Bemessungsniederschlag übertragen werden kann. In Ba-
den-Württemberg hingegen werden regional differenzierte Zuschlagsfaktoren in Abhängig-
keit des verwendeten Widerkehrintervalls verwendet (LfU, 2005). Die Ergebnisse zu den 
genannten Ansätzen gehen aus dem Kooperationsprojekt „Klimaveränderung und Konse-
quenzen für die Wasserwirtschaft“ (KLIWA) hervor (LUBW, 2017). 
Starkregenanalysen und die daraus abgeleiteten Starkregenangaben bzw. RHL werden in 
Deutschland derzeit nach dem Arbeitsblatt 531 der DWA (DWA-A 531) durchgeführt bzw. 
berechnet (DWA, 2012a). Anlass zur Erarbeitung des DWA-A 531 – zum damaligen Zeit-
punkt ATV-A 121 (ATV-DVWK, 1985) – war die geplante Bereitstellung 
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flächendeckender Starkniederschlagshöhen und -spenden über „Koordinierte Starknieder-
schlagsregionalisierung und -auswertung“ (KOSTRA). Diese erforderte eine vergleichbare 
extremwertstatistische Stationsauswertung für Deutschland. Um flächendeckend für 
Deutschland eine Aussage über die Eintrittswahrscheinlichkeit von (Stark-)Regenereignis-
sen bestimmter Dauer tätigen zu können, berechnet der DWD seit Ende der 1980er Jahren 
koordinierte Starkregenauswertungen (KOSTRA-DWD). Der KOSTRA-DWD-Datensatz 
enthält Bemessungsniederschlagswerte, wie z. B. ℎ𝑁(𝐷, 𝑇) in Form von stationsbezogenen 
Tabellen, regionalisierten Tabellenwerten und Rasterdatensätzen für Geoinformationssys-
teme (GIS) (Junghänel et al., 2017). Die zum jetzigen Zeitpunkt aktuelle Version des Daten-
satzes ist KOSTRA-DWD2010R, der eine Revision des KOSTRA-DWD2010 darstellt. Der 
KOSTRA-DWD2010R-Datensatz beinhaltet Bemessungsniederschlagswerte mit einem 
Wertebereich für die Niederschlagsdauer von 𝐷 = 5 min bis 𝐷 = 72 h mit einer Jährlichkeit 
im Wertebereich von 𝑇 = 1 a bis 𝑇 = 100 a (Junghänel et al., 2017).  
Beispiel: 
Ein Bemessungsniederschlag hN(D=2h, T=30) = 43,6 mm entspricht einem Regenereignis 
mit einer Niederschlagshöhe von 43,6 mm, einer Dauer 𝐷 von 2 Stunden und einer Jährlich-
keit 𝑇 von 30 Jahren. 
Niederschlagshöhen mit Jährlichkeiten von 𝑇 = 1.000 a bzw. 𝑇 = 10.000 a für Dauerstu-
fen 𝐷=15 min bis 72 h können aus dem Projekt „Praxisrelevante Extremwerte des Nieder-
schlags“ (PEN) über die Software PEN-LAWA 2010 generiert werden. Ergänzend dazu kön-
nen maximierte Gebietsniederschläge (MGN, engl. probable maximum precipitation, PMP) 
berechnet und als weiterführende Informationsquelle genutzt werden (WMO, 2009). 
Nachfolgend wird die Vorgehensweise zur Berechnung von Starkregen in Abhängigkeit von 
Wiederkehrzeit und Dauer nach DWA-A 531 in gekürzter Form beschrieben. Für eine de-
taillierte Beschreibung der Berechnungsverfahren wird auf DWA (2012a) verwiesen. 
4.2 Berechnung von Regenhöhen- und Regenspendenlinien nach 
DWA-A 531 
Als Starkregen nach DWA (2012a) werden Niederschläge mit einer bestimmten Dauer (auch 
Dauerstufe) 𝐷 und einer Jährlichkeit 1 ≤ 𝑇 ≤ 100 a bezeichnet. Die bei der Auswertung 
genutzten 21 Dauerstufen leiten sich aus ATV-DVWK (1985) ab zu: D = 5 min, 10 min, 
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15 min, 20 min, 30 min, 45 min, 60 min, 90 min, 2 h, 3 h, 4 h, 6 h, 9 h, 12 h, 18 h, 1 d, 2 d, 
3 d, 4 d, 5 d, 6 d.  
Die dauerstufenabhängigen, zu einer bestimmten Jährlichkeit gehörenden Werte der Stark-
regen werden in Form von Regenhöhen- oder Regenspendenlinien dargestellt (siehe Abbil-
dung 4.1). Die beiden Größen stehen dabei in folgendem Zusammenhang: 
mit: 
 
Abbildung 4.1: Schematische Darstellung von Regenhöhenlinien (links) und Regenspendenli-
nien (rechts) in Abhängigkeit der Dauerstufe 𝐷 (DWA, 2012a). 
Die Regenhöhen- bzw. Regenspendenlinien werden auf der Grundlage von Beobachtungs-
daten an Niederschlagsstationen in einem zweistufigen, statistischen Verfahren berechnet. 
Im ersten Verfahrensschritt wird getrennt voneinander, für jede der möglichen Dauerstufen 
𝐷 „[…] eine eindimensionale statistische Häufigkeitsanalyse nach den anerkannten Regeln 
der Extremwertstatistik durchgeführt. […] Im zweiten Schritt wird die Abhängigkeit der 
𝑟𝑁 = ℎ𝑁 ⋅ 166, 6̅/𝐷 und  Gleichung (4.1) 
ℎ𝑁 = 0,006 ⋅ 𝑟𝑁 ⋅ 𝐷 Gleichung (4.2) 
𝑟𝑁 Niederschlagsspende [l/s⋅ha] 
ℎ𝑁 Niederschlagshöhe [mm] 
𝐷 Dauerstufe [min] 
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Starkregenhöhen von der Dauer durch Regression ausgeglichen (Fuchs, 1983) und damit in 
einen funktionalen Zusammenhang gebracht.“ (DWA, 2012a, S. 8). Durch den zweiten 
Schritt soll eine widerspruchsfreie Niederschlagsstatistik gewährleistet werden, sodass mit 
größer werdender Dauerstufe 𝐷  bei gleichbleibender Jährlichkeit 𝑇  monoton steigende 
Quantilwerte ℎ𝑁 bzw. monoton fallende 𝑟𝑁 einhergehen: 
mit: 
ℎ𝑁 Niederschlagshöhe [mm] 
𝐷 Dauerstufe [min] 
𝑇 Jährlichkeit [a] 
Für alle zu untersuchenden Dauerstufen 𝐷 werden aus den Dauerstufenserien (siehe Ab-
schnitt 2.3) die jährlichen und partiellen Serien der Regenhöhen gebildet. Für die partielle 
Serie wird der Schwellenwert so gewählt, dass die Anzahl der Werte dem 2 bis e-fachen 
(2,72) der Länge der jährlichen Serie entspricht. Jährliche Serien sollen nach DWA (2012a) 
erst ab einer Reihenlänge von 20 Jahren genutzt werden. Es können zudem entsprechende 
Ausreissertests durchgeführt werden, um eventuell enthaltene Fehlwerte aus dem zu unter-
suchenden Datenkollektiv zu löschen. Diese Tests sind jedoch mit großer Umsicht, Sorgfalt 
und stets unter Hinzunahme erweiterter Informationen durchzuführen, um das zur Verfü-
gung stehende Datenkollektiv aus Extremwerten nicht unnötig zu reduzieren (DWA, 2012a; 
DWA, 2012b). 
Im nächsten Untersuchungsschritt werden Verteilungsfunktionen an die jährliche bzw. par-
tielle Serie angepasst. Nach Draschoff (1988) werden dabei für die jährliche Serie die Ext-
remal-I-Verteilung (Gumbel-Verteilung) und für die partielle Serie die Exponentialvertei-
lung genutzt. Die vorgegebene Vorgehensweise und die zu nutzenden Verteilungsfunktionen 
begründen sich in der Vergleichbarkeit der Ergebnisse mit den KOSTRA-DWD-Werten. 
Die Parametersätze beider zweiparametrischen Funktionen werden über eine lineare Regres-
sion der empirischen Wahrscheinlichkeiten (auch Plotting-Positionen) bestimmt. Die Plot-







  Gleichung (4.4) 
ℎ𝑁(𝐷(𝑛 + 1), 𝑇)  > ℎ𝑁(𝐷(𝑛), 𝑇) Gleichung (4.3) 
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mit: 
𝑀 Länge der Messreihe [a] 
𝐿 Stichprobenumfang 
𝑘 Laufindex der Stichprobenwerte der Größe nach geordnet  
k = 1 größter, 
k = L kleinster Wert der Stichprobe 
Die Extremal-I-Verteilung wird in der Form: 
ℎ𝑁(𝑇
∗) = 𝑢𝑗 + 𝑤𝑗 (− ln (𝑙𝑛
𝑇∗
𝑇∗−1
))  Gleichung (4.5) 
mit: 
ℎ𝑁 Regenhöhe [mm] 
𝑇∗ Wiederkehrintervall/ Jährlichkeit des Jahreshöchstwertes [a] 
𝑢𝑗 , 𝑤𝑗 Parameter der Verteilungsfunktion 
verwendet und kann nach Umformung der x-Achse durch 
𝑥 = − ln (𝑙𝑛
𝑇∗
𝑇∗−1
)  Gleichung (4.6) 
als Gerade abgebildet werden.  
Die Exponentialverteilung wird in der Form: 
ℎ𝑁(𝑇) = 𝑢𝑝 + 𝑤𝑝 ⋅ ln(𝑇)  Gleichung (4.7) 
mit: 
ℎ𝑁 Niederschlagshöhe [mm] 
𝑇 Wiederkehrintervall/ Jährlichkeit [a] 
𝑢𝑝, 𝑤𝑝 Parameter der Verteilungsfunktion 
verwendet und ebenfalls durch Transformation der x-Achse über: 






)  Gleichung (4.8) 
als Gerade dargestellt. 
Für beide Verteilungsfunktionen werden nun über lineare Regression (vgl. Abbildung 4.2) 
die Parameter 𝑢𝑗  bzw. 𝑢𝑝 und 𝑤𝑗 bzw. 𝑤𝑝 für jede Dauerstufe einzeln berechnet.  
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Abbildung 4.2: Bestimmung der Parameter uj und wj über lineare Regression für eine ausge-
wählte Dauerstufe 𝐷 der jährlichen Serie (DWA, 2012a). 
Die so ermittelten Parameter der Verteilungsfunktion weisen unter Umständen kein einheit-
liches Bild über alle Dauerstufen hinweg auf, sodass es zu unplausiblen Verläufen der Re-
genhöhen- bzw. Regenspendenlinien kommen kann. Nach Einteilung in unterschiedliche 
Dauerstufenbereiche werden die Parameter daher zunächst innerhalb der jeweiligen Berei-
che (I, II, III) und abschließend über alle Dauerstufen hinweg ausgeglichen (siehe Abbildung 
4.3). Die Bereiche werden nach Tabelle 4.1 unterteilt: 
Tabelle 4.1: Unterschiedliche Dauerstufenbereiche für den Parameterausgleich (DWA, 
2012a). 
 Stützstellen nach KOSTRA Unterscheidung in konvektiv und  
advektiv verursachte Starkregen 
Bereich I D ≤ 60 min D ≤ 3 h 
Bereich II 60 min < D ≤12 h 3 h < D ≤24 h 
Bereich III 12 h < D 24 h < D ≤7 d 
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Abbildung 4.3: Exemplarische Darstellung des Ausgleichs eines Parameters der Verteilungs-
funktion innerhalb eines Dauerstufenbereiches sowie bereichsübergreifend 
(DWA, 2012a). 
Die Vorgehensweise des Parameterausgleichs ist dabei für die partielle und jährliche Serie 
identisch. Der Ausgleich innerhalb eines Dauerstufenbereiches kann über drei unterschied-
liche Ansätze erfolgen: 
1. Einfach-logarithmischer Ansatz, 
2. Doppelt-logarithmischer Ansatz oder  
3. Hyperbolischer Ansatz. 
Der zu priorisierende Ansatz wird über die Güte des jeweiligen Ausgleichs bestimmt. Für 
jeden Parameter wird dazu der sogenannte Variationskoeffizient berechnet.  
An den einzelnen Bereichsgrenzen – Bereich I zu Bereich II, sowie Bereich II zu Be-
reich III – treten nach dem Dauerstufenausgleich Sprünge auf, die in einem weiteren Be-
rechnungsschritt ausgeglichen werden. Dazu werden die Parameterwerte an den Bereichs-
grenzen berechnet und gemittelt. Anschließend werden die Regressionen für die Randberei-
che (Bereich I und Bereich III) wiederholt, wobei die Ausgleichsgerade jeweils durch die 
Mittelwerte der Parameter an den Bereichsgrenzen führt. Mit den nun ausgeglichenen Para-
metern kann der Funktionale Zusammenhang in Form der RHL nach Gleichung (4.5) bzw. 
Gleichung (4.7) dargestellt werden. 
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Die im internationalen Raum gebräuchliche Vorgehensweise zur Erstellung von DDF- bzw. 
IDF-Kurven ist ausführlich in Chow et al. (1988) beschrieben. Weiter stellen Borga et al. 
(2005) eine gute Zusammenfassung der Vorgehensweise dar. 
4.3 Normative und praxisorientierte Vorgaben zur Anwendung von 
Bemessungsniederschlagswerten 
Die im vorangegangenen Abschnitt dargestellten Bemessungsgrößen nach DWA-A 531 o-
der aus dem KOSTRA-DWD-2010R-Datensatz werden maßgeblich zur Bemessung wasser-
wirtschaftlicher Anlagen und Infrastruktur herangezogen. Dies sind Planungsaufgaben, wie 
die Dimensionierung von Entwässerungssystemen, Anlagen zur Gebäudeentwässerung, 
Kläranlagen, Pumpwerken oder Regenrückhaltebecken. Dabei kann die Einzelgröße 
ℎ𝑁(𝐷, 𝑇) für vereinfachte Berechnungsverfahren genutzt werden, wohingegen die Regen-
höhenlinien zur Konstruktion von Modellregen (z. B. Euler Typ II) oder auch als Eingangs-
größe für N-A-Modelle genutzt werden können. Weiterführend werden die Bemessungsgrö-
ßen – insbesondere für größere Jährlichkeiten 𝑇 – zur Einordnung von Schadensereignissen 
herangezogen. 
Die DIN EN 752 (2017) „Entwässerungssysteme außerhalb von Gebäuden – Kanalmanage-
ment“ gibt die zu wählenden Bemessungsregenhäufigkeiten in Abhängigkeit der örtlichen 
Gegebenheiten und Überlastung der Kanalisation vor (siehe Tabelle 4.2). Diese Größen wer-
den auch in weiterführenden Merk- und Arbeitsblättern wie DWA-A 118 (DWA, 2006) oder 
DWA-A 117 (DWA, 2013) berücksichtigt. 
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Tabelle 4.2: Beispiele für Bemessungsregenhäufigkeiten für Rohre, die ohne Überlastung 





lichkeit je Jahr 
Ländliche Gebiete 1 100 % 
Wohngebiete 2 50 % 
Stadtzentren, Industrie- und Ge-
werbegebiete 
5 20 % 
Unterirdische Verkehrsanlagen, 
Unterführungen 
10 10 % 
1Für das gewählte Regenereignis darf das Rohr lediglich vollgefüllt und nicht überlastet sein 
In DWA (2013) wird die zu wählende Jährlichkeit des Bemessungsregenereignisses bei An-
wendung eines vereinfachten Bemessungsverfahrens gleich der Überschreitungshäufigkeit 
des Regenrückhalteraumes gesetzt. Ergänzend zu Tabelle 4.2 wird in DWA-A 118 (DWA, 
2006) die maßgebende kürzeste Regendauer in Abhängigkeit der Geländeneigung und des 
Befestigungsgrades festgelegt (siehe Tabelle 4.3). 
Tabelle 4.3: Maßgebende kürzeste Regendauer in Abhängigkeit von mittlerer Geländenei-
gung und Befestigungsgrad (DWA, 2006). 
mittlere Geländeneigung Befestigung kürzeste Regendauer 
< 1 % 
≤ 50 % 15 min 
> 50 % 10 min 
1 % bis 4 %  10 min 
> 4 % 
≤ 50 % 10 min 
> 50 % 5 min 
Weiter enthält das DWA-A 118 die Vorgabe zur Erstellung eines Modellregens nach Euler 
Typ II unter Verwendung von vorliegenden Regenhöhenlinien. Das Verfahren wird nach-
folgend beschrieben und am Beispiel eines ℎ𝑁(𝐷 = 60, 𝑇 = 20) für das KOSTRA-DWD 
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Rasterfeld (Spalte: 9, Zeile: 50) dargestellt. Die dauerstufenabhängigen Werte der Regenhö-
henlinie sind in Tabelle 4.4 dargestellt. 
Tabelle 4.4: Niederschlagshöhen mit einer Jährlichkeit von 𝑇 = 20 für das Rasterfeld 
Spalte:9, Zeile:50 aus KOSTRA-DWD 2010R. 
𝐃 [min] 5 10 15 20 30 45 60 90 120 … 
𝐡𝐍 [mm] 12,0 17,3 21,0 23,8 27,9 32,2 35,4 38,4 40,7 … 
Die zugehörige Regenhöhenlinie ist in der folgenden Abbildung 4.4 dargestellt: 
 
Abbildung 4.4: Regenhöhenlinie aus den Niederschlagshöhen für das Rasterfeld Spalte:9, 
Zeile:50 aus KOSTRA-DWD 2010R mit einer Jährlichkeit von 𝑇 = 20 a. 
Die Konstruktion des Modellregens nach DWA (2006) ist auf beliebige Regenlängen und 
Zeitschritte übertragbar. Die Dauer des Modellregens ergibt sich aus der Dauerstufe des ge-
wählten Bemessungsregens (hier mit 𝐷 = 60 aus ℎ𝑁(𝐷 = 60, 𝑇 = 20) = 35,4 mm). Zu-
nächst werden für die Dauerstufen von 𝐷=5 min bis 𝐷=60 min die Differenzen zwischen 
den einzelnen Regenhöhen gebildet und auf die jeweiligen Zeitintervalle aufgeteilt. Es erge-
ben sich die in Abbildung 4.5 dargestellten Regenhöhen.  
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Abbildung 4.5: Zeitintervalle mit zugehörigen Regenhöhen (nach DWA, 2006). 
Für den Modellregen „Euler Typ II“ wird anschließend der Beginn des Zeitintervalls mit der 
höchsten Niederschlagsintensität zu 0,3 ⋅ 𝐷 festgelegt und auf ein Vielfaches von 5 Minuten 
abgerundet (hier Interv.4, 15-20 min). Auf dieses Intervall wird der Maximalwert der zuvor 
gebildeten Differenzen geschrieben und auf der Zeitachse nach links die aufgeteilten Regen-
höhen der Größe nach absteigend bis zum Intervall 1 aufgetragen. Die restlichen Regenhö-
hen werden vom Maximalwert aus auf der Zeitachse nach rechts bis zum Erreichen des Mo-
dellregenendes aufgetragen. Es ergibt sich der in Abbildung 4.6 dargestellte Verlauf. 
Stand der Technik in Deutschland 37 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
 
Abbildung 4.6: Modellregen nach Euler Typ II (nach DWA, 2006). 
Eine abschließende Kontrolle kann durch Aufsummieren der intervallbezogenen Einzel-
werte erfolgen. Die Summe über alle Zeitintervalle muss der Regenhöhe ℎ𝑁(𝐷 = 60, 𝑇 =
20) = 35,4 mm entsprechen.  
4.4 Diskussion 
Die vorangegangenen Abschnitte 4.2 und 4.3 zeigen das zum aktuellen Zeitpunkt in 
Deutschland angewendete Verfahren zur Ermittlung von Starkregenangaben bzw. Regenhö-
henlinien nach DWA-A 531 und weitere Vorgaben zur Weiterverwendung dieser Planungs-
größen in der wasserwirtschaftlichen Praxis. 
Unter Berücksichtigung der im Abschnitt 3.2 und 3.3 aufgeführten Verfahren und Ansätze 
weist das aktuell gültige Regelwerk (DWA, 2012a) eine signifikante Lücke hinsichtlich des 
aktuellen Stands der Wissenschaft auf. Dies begründet sich unter anderem aus der Verwen-
dung einer zweiparametrischen Gumbel-Verteilung bei der Berechnung dauerstufenabhän-
giger Quantilwerte. Sowohl in Regelwerken zur Ermittlung von Hochwasserwahrscheinlich-
keiten (z. B. DWA, 2012b) als auch in weiterführenden Untersuchungen (z. B. 
Koutsoyiannis, 2004b; Papalexiou und Koutsoyiannis, 2013; Ragulina und Reitan, 2017; 
Fischer und Schumann, 2018, siehe auch Abschnitt 3.2) wird die dreiparametrische GEV zur 
extremwertstatistischen Auswertung hydrometeorologischer Zeitreihen empfohlen. Zudem 
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wird die Überprüfung der verwendeten Datengrundlage auf Trends, Sprungstellen oder an-
dere Inhomogenitäten in DWA (2012a) nicht thematisiert. 
Darüber hinaus stellt die Erweiterung der Datengrundlage durch die Berücksichtigung von 
Zusatzinformationen einen wichtigen Bestandteil bei der statistischen Auswertung dar (z. B. 
Coles, 2001; El Adlouni et al., 2007; DWA, 2012b; Vasiliades et al., 2015; De Luca und 
Galasso, 2018). Informationen über stetige (Trends) oder abrupte (Sprungstellen oder auch 
Bruchpunkte) Veränderungen können dabei auch in den Beobachtungsdaten selbst enthalten 
sein. Dieser Punkt wird durch das aktuell angewandte Verfahren in DWA (2012a) ebenfalls 
nicht berücksichtigt. Eine Auswahl möglicher Verfahren zur Detektion von Trends und 
Sprungstellen wird daher im folgenden Abschnitt 5 dargestellt. 
Die in Abschnitt 3.3 aufgeführten Verfahren zur Bauwerksbemessung unter instationären 
Bedingungen zeigen weiter auf, dass zu starre Bemessungsgrößen unter Umständen zu einer 
fehlerhaften Planung und Bewirtschaftung der Infrastruktur führen können. Hinsichtlich der 
zu verwendenden Jährlichkeiten wie z. B. nach DIN EN 752 (2017) sollten weiterentwi-
ckelte Verfahren wie sie zusammenfassend in Salas et al. (2018) dargestellt werden in Be-
tracht gezogen werden.   
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5 Statistische Tests zur Detektion von Instationaritäten in 
hydrometeorologischen Zeitreihen 
5.1 Einführung 
Grundlage für eine extremwertstatistische Analyse und die anschließende Ableitung bemes-
sungsrelevanter Größen aus den beobachteten Daten ist die Kenntnis über das Verhalten der 
zugrunde liegenden Beobachtungen. Dabei sind sowohl statistische Kennwerte wie Mittel-
wert, Varianz und Schiefe der Stichprobe, als auch saisonale, zeitabhängige Strukturen und 
Muster in Form von Trends (stetige Veränderung), zyklischen Schwankungen (jahreszeitli-
che Variabilität) oder Sprungstellen (plötzliche Veränderung) von Interesse. Diese genann-
ten Informationen über die Datengrundlage werden über eine Zeitreihenanalyse und ergän-
zende Explorative Datenanalyse (EDA) gewonnen. 
Die Zeitreihenanalyse beschreibt dabei einen systematischen Ansatz, um mathematische und 
statistische Fragestellungen über das bekannte Verhalten der Beobachtungen – den Werten 
𝑥1, 𝑥2, … , 𝑥𝑛 der Zeitreihe – zu beantworten, die zeitlichen Zusammenhänge in Form von 
Trends, Sprungstellen und Autokorrelationen zu modellieren und ein mögliches zukünftiges 
Verhalten der beobachteten Werte zu prognostizieren. Bei der EDA (z. B. Tukey, 1977) er-
folgt eine visuelle Betrachtung der vorliegenden Daten ohne Annahme einer bestimmten 
Verteilungsfunktion. Es wird das Ziel verfolgt, unbekannte Strukturen in den Daten zu er-
fassen und Zusammenhänge zu erkennen (Kundzewicz und Robson, 2004). 
Für die Ermittlung von Bemessungswerten unter Zuhilfenahme stationärer, extremwertsta-
tistischer Methoden werden Homogenität, Stationarität und Unabhängigkeit der Stichprobe 
vorausgesetzt (i.i.d.-Kriterium, z. B. Jenkinson, 1955). Im Voraus einer statistischen Ana-
lyse müssen daher entsprechende statistische Tests durchgeführt werden, um zu prüfen, ob 
diese Voraussetzungen gegeben sind. 
Homogenität bezeichnet dabei die Annahme, dass alle Stichprobenelemente aus der gleichen 
Grundgesamtheit stammen und sich über die gleiche Wahrscheinlichkeitsverteilung 
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beschreiben lassen (z. B. DWA, 2012b; Chebana et al., 2013). Inhomogenitäten können bei-
spielsweise aus anthropogenen Eingriffen oder klimatischen Veränderungen entstehen. Bei 
Überprüfung der Homogenität einer Zeitreihe spielt die chronologische Reihenfolge der Da-
ten keine Rolle (Chebana et al., 2013). Bei Betrachtung der Stationarität hingegen wird die 
zeitliche Abfolge der Beobachtungsdaten in Bezug genommen. Es wird dabei zwischen einer 
strengen und schwachen Stationarität unterschieden. Eine Zeitreihe ist z. B. nach Chebana 
et al. (2013) streng stationär, wenn alle Momente der Wahrscheinlichkeitsverteilung – und 
somit die Wahrscheinlichkeitsverteilung selbst – unabhängig von der Zeit sind. Schwache 
Stationarität liegt vor, wenn Mittelwert und Varianz der Verteilungsfunktion zeitinvariant 
sind (Chebana et al., 2013). 
Bei der Überprüfung der Stationarität kann und muss zwischen Tests auf Trends und Tests 
auf Sprungstellen unterschieden werden, die wiederum in parametrische und nichtparamet-
rische Ansätze unterteilt werden können. Der Vorteil der nichtparametrischen Modelle ist, 
dass keine normalverteilten Zeitreihen für die Anwendung vorliegen müssen. Eine Normal-
verteiltheit liegt bei klimatischen Beobachtungen, insbesondere bei der Messgröße Nieder-
schlag, in der Regel nicht vor (z. B. Mudelsee, 2019), sodass sich diese Tests gut für die 
vorliegenden Analysen eignen. Weiter sind die parametrischen Tests im Vergleich zu den 
nichtparametrischen Ansätzen weniger robust gegenüber Ausreißern (Mahmood et al., 
2019). 
Ein Großteil der Homogenitätsuntersuchungen für das Niederschlagsverhalten verschiede-
ner Regionen basiert auf Trendanalysen unter Verwendung des klassischen oder saisonalen 
Mann-Kendall-Test (M-K-Test). Sprungstellenanalysen werden im Zuge dessen häufig nur 
als ergänzender oder zusätzlicher Untersuchungspunkt herangezogen und lediglich auf den 
Mittelwert der zu untersuchenden Zeitreihen angewendet. Nachfolgend werden ausgewählte 
Untersuchungen aufgeführt und deren Ansatz hinsichtlich der Trend- und/oder Sprungstel-
lenanalytik kurz dargestellt. 
Rodrigo und Trigo (2007) nutzen den M-K-Test sowie ein lineares Modell für die Trend-
Detektion in Zeitreihen täglicher Niederschlagsereignisse und wenden den t-Test (z. B. 
Hedderich und Sachs, 2018) zur Sprungstellenanalyse zwischen den Mittelwerten von zwei 
Zeitperioden an. Datengrundlage für die Untersuchung stellen 22 Stationsdaten auf der ibe-
rischen Halbinsel mit einer Aufzeichnungslänge zwischen 1951 und 2002 dar. Feidas et al. 
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(2007) nutzen ebenfalls den M-K-Test zur Analyse jährlicher und saisonaler Niederschlags-
werte für 22 Stationen in Griechenland. Caloiero et al. (2016) erweitern die aufgeführten 
Trendanalysen auf sechs unterschiedliche Klassen von Niederschlagsereignissen und be-
stimmten die Signifikanz des Trends über den M-K-Test. Ebenfalls in LANUV (2010) wer-
den der M-K-Test und die lineare Regression für eine Ermittlung linearer Trends untersucht. 
Parey et al. (2010) untersuchen sowohl die Parameter der verwendeten Verteilungsfunktion 
als auch Mittelwert und Varianz der gesamten Zeitreihe bei der Analyse von 
Wiederkehrintervallen von Extremtemperaturen für Stationen in Frankreich. 
Ndione et al. (2017) führen ergänzend zu Trenduntersuchungen umfangreiche Sprungstel-
lentests mittels des Hubert-Verfahrens zur Unterteilung der Zeitreihen sowie dem Lee-Heg-
hinian-Verfahren, dem Pettitt- und Buishand-Test zur Detektion der Bruchpunkte durch. 
Armal et al. (2018) schlagen zwei unterschiedliche Modelle zur Detektion und Attribution 
von Trends in Extremwerten täglicher Niederschlagsereignisse vor. Es wird die Veränderung 
der globalen Oberflächentemperatur als Indikator für einen Trend untersucht und diese in 
einem weiterführenden Modell mit quasiperiodischen Klimamodellen gekoppelt. Für insge-
samt 1.244 untersuchte Stationen in den USA lassen sich ca. 55 % der detektierten Trends 
über die Veränderung der Oberflächentemperatur und ca. 37 % über Klimaindizes wie den 
ENSO-, NAO-, PDO- und AMO-Index beschreiben. Armal et al. (2018) stellen weiter her-
aus, dass für eine robuste Trendschätzung entsprechend lange Zeitreihen vorliegen müssen 
und falsch positive Ergebnisse durch Hinzunahme von Klimasignalen/ -indizes reduziert 
werden können. Murawski et al. (2018) nutzen den Sen´s Slope Estimator (vgl. Abschnitt 
5.2.1) zur Berechnung der Größe des Trends und testen dessen Signifikanz über den M-K-
Test. Für eine Sprungstellenanalyse nutzen sie die Block-Bootstrap-Methode (z. B. Khaliq 
et al., 2009). De Luca und Galasso (2018) empfehlen bei Vorliegen einer Inhomogenität 
(unabhängig von Trend oder Sprungstelle) die Informationserweiterung durch externe Quel-
len, wie z. B. regionale Klimamodelle (siehe auch Abschnitt 3.3). Vu et al. (2019) verglei-
chen auf Basis von Klimaprojektionen ausschließlich sechs unterschiedliche Tests für 
Sprungstellenanalysen und nutzen als nicht-parametrische Tests den Pettitt- und Wilcoxon-
Mann-Whitney-Test. Weitere aktuelle Veröffentlichungen, wie Blöschl et al. (2019), 
Mahmood et al. (2019), Portela et al. (2020) und Xavier et al. (2020), nutzen den M-K-Test 
(z. T. modifiziert (siehe Abschnitt 5.2.3)) in Kombination mit dem Sen´s Slope Estimator 
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(vgl. Abschnitt 5.2.1) für Trendanalysen von Niederschlagszeitreihen und Extremnieder-
schlägen, jedoch ohne weitere Betrachtung einer Sprungstelle. 
5.2 Trendanalysen 
Eine Zeitreihe weist einen Trend auf, wenn sich z. B. die Verteilungsfunktion (insbesondere 
der Mittelwert) der vorliegenden Beobachtungen systematisch mit der Zeit ändert. Ein Trend 
kann dabei in linearer, quadratischer oder polynomischer Form vorkommen (Mudelsee, 
2019). Weiter kann neben dem Mittelwert auch die Varianz eine systematisch positive oder 
negative Änderung über die Zeit aufweisen. 
5.2.1 Sen´s Slope Estimator 
Die Berechnung der Steigung bzw. Größe des Trends über den Sen´s Slope Estimator (Sen, 
1968) ist eine robuste und im Vergleich zur linearen Regression für Ausreißer weniger an-
fällige Variante (z. B. Helsel et al., 2020). Der Sen´s Slope Estimator berechnet den Median 
der Steigungen aller Geraden durch Paare von Messwerten. Die Steigungen für jedes Paar 




 Gleichung (5.1) 
für 𝑗, 𝑘 = 1,…𝑛 und 𝑗 > 𝑘, wobei 𝑥𝑖 der 𝑖-te Messwert und 𝑡𝑖 der Zeitpunkt des Messwertes 
𝑥𝑖  ist. Der Median der 𝑄𝑗,𝑘  ist der Schätzer für die Sen’s Slope (𝑏) und ist für sortierte 
𝑥1, … , 𝑥𝑛 definiert als: 
𝑏 =  𝑚𝑒𝑑(𝑥1, … , 𝑥𝑛) =  {
𝑥𝑛
2
,    𝑛 𝑔𝑒𝑟𝑎𝑑𝑒
𝑥(𝑛−1)/2+ 𝑥(𝑛+1)/2
2
, 𝑛 𝑢𝑛𝑔𝑒𝑟𝑎𝑑𝑒  Gleichung (5.2) 
Um eine Gerade basierend auf der Sen’s Slope an die Größe der Messwerte anzupassen, ist 
zusätzlich die Berechnung der Konstanten 𝑎 notwendig. Diese wird für alle 𝑥𝑖: 𝑎𝑖 = 𝑥𝑖 −
𝑏 𝑡𝑖 berechnet. Die Konstante 𝑎 ist dabei definiert als 𝑎 =  𝑚𝑒𝑑(𝑎1, … , 𝑎𝑛). Die Gleichung 
der Steigungsgeraden folgt zu: 
𝑓(𝑡) =  𝑏 𝑡 + 𝑎 Gleichung (5.3) 
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Weiterführend können auch nichtparametrische Modelle mit gleitendem Mittelwert (engl. 
moving average) genutzt werden, um beispielsweise lokale Schwankungen (saisonale 
Schwankungen) abzubilden. Nachteil dieser Modelle ist, dass der Trend hier nicht direkt als 
Funktion angegeben wird und daher nicht ohne weitere Modelle zur Extrapolation genutzt 
werden kann. 
5.2.2 Mann-Kendall-Test 
Zusätzlich zur Größe des Trends muss die Signifikanz des berechneten Trends mittels sta-
tistischer Tests bestimmt werden. Der nichtparametrische Mann-Kendall-Test (M-K-Test) 
(Mann, 1945; Kendall, 1975) ist ein gebräuchlicher Test zur Signifikanzanalyse einer vor-
liegenden Instationarität bzw. eines Trends in hydroklimatischen/ hydrometeorologischen 
Zeitreihen (vgl. Yue et al., 2002; Khaliq et al., 2009; Blain, 2013; Madsen et al., 2014; 
Jaiswal et al., 2015; Razavi und Vogel, 2018). Der Test basiert auf Rängen und ist demnach 
robust gegen Ausreißer. Es können lineare und auch nichtlineare Trends mittels des M-K-
Tests ab einem Stichprobenumfang von zehn Werten erkannt werden. Der Trendtest nach 
Mann-Kendall erfordert keine normalverteilten Daten, was einen weiteren Vorteil gegenüber 
anderen (parametrischen) Tests darstellt.  
Die Nullhypothese 𝐻0 besagt, dass die Daten dem i.i.d.-Kriterium (unabhängig und gleich-
verteilt) genügen. Es seien 𝑋1, 𝑋2, … , 𝑋𝑛 die Messwerte. 
Die Teststatistik zum M-K-Test wird wie folgt berechnet: 





, Gleichung (5.4) 
wobei 
𝑠𝑔𝑛(𝑋𝑗 − 𝑋𝑖) =  {
   1,     𝑓ü𝑟 𝑋𝑗 − 𝑋𝑖 > 0,
   0,     𝑓ü𝑟 𝑋𝑗 − 𝑋𝑖 = 0,
−1,    𝑓ü𝑟 𝑋𝑗 − 𝑋𝑖 < 0.
  Gleichung (5.5) 
Der Erwartungswert von 𝑆 ist 𝐸(𝑆) = 0 (normalverteilt). Die Varianz 𝑉𝑎𝑟(𝑆) beträgt: 
𝑉𝑎𝑟(𝑆) =  




 Gleichung (5.6) 
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wobei 𝑝 die Anzahl der Gruppen gleichgroßer Messwerte und 𝑡𝑗 die Anzahl der Werte in der 
𝑗-ten Gruppe ist. Durch die folgende 𝑍-Transformation ergibt sich eine approximative Nor-
malverteilung: 








,      𝑓ü𝑟 𝑆 > 0
     0,               𝑓ü𝑟 𝑆 = 0
𝑆+1
√𝑉𝑎𝑟(𝑆)
,      𝑓ü𝑟 𝑆 < 0.
  Gleichung (5.7) 
Es liegt ein Trend zum Signifikanzniveau 𝛼 (z. B. 0,05 bzw. 5 %) vor, falls |𝑍| > 𝑁0,1(1 −
𝛼/2). 𝑁0,1(𝑥) entspricht hierbei dem Wert der Verteilungsfunktion der Standardnormalver-
teilung an der Stelle 𝑥 (Naghettini, 2017).  
Über die Teststatistik 𝑆 und die Anzahl der Beobachtungen 𝑛 kann zudem der Rangkorrela-
tionskoeffizient 𝜏 (auch Kendalls-𝜏) als Maß für die Abhängigkeit zwischen den Datenpaa-
ren sowie für die Angabe der Richtung des detektierten Trends bestimmt werden. Ein nega-
tiver Wert beschreibt einen abwärts gerichteten Trend, ein positiver Wert die gegenteilige 




  Gleichung (5.8) 
5.2.3 Modifikationen des Mann-Kendall-Tests 
Ein Nachteil des klassischen M-K-Test ist der Einfluss seriell autokorrelierter Daten auf das 
Testergebnis. So kommt es bei Vorliegen einer Autokorrelation zu einem fehlerhaften Ver-
werfen der Nullhypothese und damit zu einer falschen Annahme eines Trends. Je stärker die 
Autokorrelation, desto häufiger erfolgt eine Ablehnung der Nullhypothese. Eine positive 
Autokorrelation führt zum Ablehnen der Nullhypothese (Typ-I Fehler), eine negative Auto-
korrelation zum Unterschätzen der Trendwahrscheinlichkeit (vgl. Hamed und Rao, 1998; 
Yue et al., 2002; Bayazit und Önöz, 2007; Khaliq et al., 2009; Blain, 2013; Ndione et al., 
2017; Razavi und Vogel, 2018; Wang et al., 2020). 
Um den Einfluss der Autokorrelation auf das Testergebnis des M-K-Tests zu reduzieren, 
schlagen Hamed und Rao (1998) einen Korrekturansatz für die Varianz der Teststatistik 
𝑉𝑎𝑟(𝑆) vor.  
Die Varianz der Teststatistik 𝑉𝑎𝑟(𝑆) wird um einen Faktor erweitert zu: 
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𝑉𝑎𝑟∗(𝑆) = 𝑉𝑎𝑟(𝑆) ∙  
𝑛
𝑛𝑆
 Gleichung (5.9) 






= 1 + 
2
𝑛(𝑛 − 1)(𝑛 − 2)
∙∑(𝑛 − 𝑘)(𝑛 − 𝑘 − 1)(𝑛 − 𝑘 − 2)𝜌𝑘
𝑛−1
𝑘=1
 Gleichung (5.10) 
mit: 
𝑛  Anzahl der Beobachtungen 
𝜌𝑘  Autokorrelationsfunktion der Ränge der Beobachtungen 
Die weiteren Berechnungen erfolgen analog zu der klassischen Methode des M-K-Tests. 
Yue und Wang (2004) nutzen bei der Varianz-Korrektur alternativ zur Autokorrelation der 
Ränge der Beobachtungen, die Autokorrelationsfunktion der Daten selbst. Blöschl et al. 
(2019) prüfen ergänzend zum klassischen M-K-Test die Lag-1 Autokorrelation für ein Sig-
nifikanzniveau von 𝛼 = 5 %, um den Einfluss der Autokorrelation auf falsch positive Test-
ergebnisse zu berücksichtigen. 
Önöz und Bayazit (2012) untersuchen den um die Block-Bootstrap-Methode (z. B. 
Kundzewicz und Robson, 2000; Khaliq et al., 2009) modifizierten M-K-Test und stellen 
heraus, dass dieser mit den Ergebnissen und der Robustheit des Varianz-Korrektur-Ansatzes 
vergleichbar ist. Bei der Block-Bootstrap-Methodik werden die Einzelelemente beliebig oft 
vertauscht, sodass eine neue Stichprobe mit der gleichen Anzahl an Werten erhalten wird 
(z. B. Kundzewicz und Robson, 2000). Für jede dieser Stichproben wird im Anschluss die 
Teststatistik des M-K-Test berechnet und daraufhin die Wahrscheinlichkeitsverteilung ge-
schätzt. Die so erhaltene Verteilung wird als Teststatistik für die trendfreie Serie gesetzt und 
mit dem Originaldatensatz verglichen, um die Signifikanz eines Trends zu bestimmen. Bei 
Vorliegen seriell korrelierter Daten wird die Bootstrap-Methode in Blöcken durchgeführt, 
um die Autokorrelation zu wiederholen (Önöz und Bayazit, 2012). 
Da in der Regel bei meteorologischen Zeitreihen keine normalverteilten Daten vorliegen 
(Mudelsee, 2019), wird im Zuge der weiteren dargestellten Ausarbeitungen auf parametri-
sche Tests, wie z. B. das Trend-Rausch-Verhältnis, als Indikator für einen linearen Trend 
(Schönwiese, 2006; Hennemuth et al., 2013), etc. verzichtet. Ebenfalls wird auf Tests über 
gleitende Summen (engl. moving sum) oder gleitende Fenster (engl. moving window) 
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verzichtet, da nur ein sehr geringer Anteil der zu untersuchenden Stationen eine ausreichende 
Zeitreihenlänge aufweist. Als weiterführende Literatur wird auf Zarenistanak et al. (2014) 
und Mudelsee (2019) verwiesen. 
5.3 Sprungstellenanalysen 
Neben dem Trend ist eine Sprungstelle (auch Bruchpunkt oder engl. changepoint) eine wei-
tere Art der Instationarität. Sprungstellen sind Zeitpunkte, an denen sich die Charakteristik 
einer Zeitreihe durch Umwelteinflüsse, bauliche Maßnahmen, wie z. B. den Bau von Re-
tentionsräumen und Stauanlagen, oder z. B. einen Wechsel des Messverfahrens abrupt und 
signifikant ändert (z. B. Chebana et al., 2013; Vu et al., 2019). Durch Sprungstellen können 
langfristige Aussagen über Trends von anthropogenen, nicht natürlichen Einflüssen abge-
grenzt werden (Reeves et al., 2007). 
Wird ein signifikanter Trend detektiert, so muss geprüft werden, ob eine Sprungstelle in der 
untersuchten Zeitreihe vorliegt und, weiterführend, demnach der Trend auf diesen Bruch-
punkt zurückzuführen ist. In einem darauf aufbauenden Untersuchungsschritt können dann 
die einzelnen Segmente der Zeitreihe, die keine Sprungstelle beinhalten, auf Trends unter-
sucht werden. 
Wie auch bei den statistischen Tests zu Trendanalysen wird bei der Sprungstellenanalyse 
zwischen parametrischen und nicht-parametrischen Tests unterschieden (James und 
Matteson, 2014). Eine weitere Unterscheidung kann über eine Sprungstellenanalyse für den 
Mittelwert oder die Varianz der Zeitreihe erfolgen. 
Die nachfolgende Abbildung 5.1 zeigt beispielhaft die 5-Minuten Dauerstufenserie der Sta-
tion Aachen Soers mit einer Sprungstelle des Mittelwerts im Jahr 2005 zum Signifikanzni-
veau 𝛼 = 5 %. Diese wurde exemplarisch mittels des Pettitt-Tests (Abschnitt 5.3.1) detek-
tiert. Die Mittelwerte der Regenhöhen ℎ𝑁 aus den Teilstücken vor und nach der Sprungstelle 
sind in der Abbildung als rote Linien dargestellt. 
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Abbildung 5.1: Jährliche Maximalwerte (𝐷 = 5 min) der Station Aachen Soers mit Sprungstelle 
im Jahr 2005. Die roten Linien visualisieren die Mittelwerte der Regenhöhen 
der Teilstücke vor und nach der Sprungstelle. 
 
5.3.1 Pettitt-Mann-Whitney-Test 
Der Pettitt-Mann-Whitney-Test ist ein nicht-parametrischer Test für die Überprüfung von 
Sprungstellen des Mittelwertes (Pettitt, 1979; Kang und Yusof, 2012; Zarenistanak et al., 
2014; Jaiswal et al., 2015; Naghettini, 2017; Shen et al., 2018; Salehi et al., 2020). Der Test 
wird für die Detektion einer einzelnen Sprungstelle angewendet, wenn deren Zeitpunkt nicht 
bekannt ist. Für 𝑥1, … 𝑥𝑛 beobachtete Werte wird die 𝐾𝑛-Statistik berechnet über: 
𝐾𝑛 = max |𝑈𝑡,𝑛| Gleichung (5.11) 
Dabei ist 𝑈𝑡,𝑛 definiert zu 





 Gleichung (5.12) 
mit: 




    
𝑓ü𝑟 𝑋𝑖 > 𝑋𝑗
𝑓ü𝑟 𝑋𝑖 = 𝑋𝑗
𝑓ü𝑟 𝑋𝑖 < 𝑋𝑗
   Gleichung (5.13) 
Die Sprungstelle zu einem Signifikanzniveau 𝛼 (hier 𝛼 = 5 %) liegt an der Stelle 𝐾𝑛 für  
𝑝 ≤ 0,05:  
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) Gleichung (5.14) 
 
5.3.2 Wilcoxon-Mann-Whitney-Test (U-Test) 
Ein weiterer, robuster Test zur Homogenitätsprüfung des Mittelwerts einer Zeitreihe ist der 
Wilcoxon-Mann-Whitney-Test (auch Rangsummen- oder U-Test). Der nicht-parametrische 
Test basiert auf Rängen zwischen den einzelnen Werten der Stichprobe und setzt unabhän-
gige Stichprobenwerte voraus (Pfeifer et al., 2015). Der Wilcoxon-Mann-Whitney-Test kann 
ebenfalls für die Testung der Varianz genutzt werden und berechnet eine Sprungstelle zum 
Zeitpunkt 𝑐, wenn 𝑊𝑚𝑎𝑥 ausreichend groß wird, mit: 
𝑊𝑚𝑎𝑥 = max
1≤𝑐<𝑛
𝑊𝑐 Gleichung (5.15) 
Dabei ist 𝑊𝑐 definiert zu: 
𝑊𝑐 =  12
 [∑ 𝑟𝑖 −









𝑟𝑡  Rang des 𝑡-ten Elementes 
(wenn z. B. 𝑋33 der 10-größte Wert ist, ist 𝑟33 = 10) 
𝑛  Stichprobenumfang 
Der Zeitpunkt 𝑐, für den 𝑊𝑐 maximal wird, entspricht der Sprungstelle. Für diesen Punkt 
unterscheiden sich die Ränge der beiden Teilzeitreihen (vor und nach der Sprungstelle) am 
stärksten. Kritische Werte für 𝑊𝑚𝑎𝑥 unter Ablehnung der Nullhypothese sind in Tabelle 5.1 
dargestellt (Reeves et al., 2007). 
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Tabelle 5.1: Kritische Werte für Wmax (nach Reeves et al., 2007). 






Der Wilcoxon-Mann-Whitney-Test weist eine hohe Sensitivität in den Randbereichen der 
Zeitreihen auf, sodass dort häufiger Sprungstellen detektiert werden. Es bedarf daher einer 
gesonderten Betrachtung und Bewertung der Ergebnisse nach entsprechend durchgeführten 
Analysen. 
5.4 Test auf Vorliegen einer Autokorrelation 
Mittels der Autokorrelationsfunktion (engl. autocorrelation function, ACF) werden lineare 
Abhängigkeiten einzelner Werte innerhalb einer Zeitreihe untersucht. Dabei wird die Reihe 
um einen definierten Abstand 𝑘 (engl. lag) gegen sich selbst verschoben (z. B. Mudersbach, 
2009; Shumway und Stoffer, 2017). Liegt eine Autokorrelation (auch serielle Korrelation, 
engl. serial correlation) vor, so ist der Wert zum Zeitpunkt 𝑡 z. B. mit den Werten zu den 
Zeitpunkten 𝑡 − 1, 𝑡 − 2, 𝑡 − 3, … korreliert. Da autokorrelierte Daten, wie in Abschnitt 
5.2.3 aufgeführt, zu einer fehlerhaften Teststatistik, z. B. des M-K-Tests, führen können, 
wird das Verfahren zum Test auf Vorliegen einer Autokorrelation an dieser Stelle ergänzend 
aufgeführt. 







  Gleichung (5.17) 
Dabei ist 𝛾 die Autokovarianzfunktion der originalen (𝛾(0)) bzw. der um den Abstand 𝑘 
verschobenen (𝛾(𝑘)) Werte der Zeitreihe. Der Wertebereich der dimensionslosen ACF 𝜌(𝑘) 
liegt zwischen +1 und -1. Der Wert 𝜌(𝑘) = 1 stellt einen vollständig positiven, der Wert 
𝜌(𝑘) = −1  einen vollständig negativen linearen Zusammenhang dar. Für den Wert  
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𝜌(𝑘) = 0 liegt kein Zusammenhang vor (Schönwiese, 2006). Die Signifikanz der Autokor-
relation wird anhand des 95 %-Signifikanzniveaus 𝛼 bestimmt, welches bei einem Stichpro-




  Gleichung (5.18) 
Bei einem Lag von 𝑘 = 0 berechnet sich der Wert 𝜌(𝑘) der ACF stets zu 𝜌(𝑘 = 0) = 1, da 
die Reihe mit sich selbst (auto-)korreliert wird. Eine Autokorrelationsfunktion mit einem 
Lag von 𝑘 = 1 wird auch Autokorrelation 1. Grades bezeichnet. Die nachfolgende Abbil-
dung 5.2 zeigt die ACF für ein synthetisch generiertes ARIMA-Modell mit dazugehörigem 
Signifikanzniveau. 
 
Abbildung 5.2: Autokorrelationsfunktion einer synthetisch generierten Zeitreihe (ARIMA-Mo-
dell) mit dazugehörigem Signifikanzniveau (rote Linie). 
Weiterführend können autoregressive Modelle (AR-Modelle) zur Beschreibung und synthe-
tischen Generierung von Zeitreihen genutzt werden. AR-Modelle basieren auf der grundle-
genden Annahme, dass die Beobachtung zum aktuellen Zeitpunkt 𝑦𝑡 von der Beobachtung 
des vorhergehenden Zeitpunktes 𝑦𝑡−1 (Prädiktor/deterministischer Anteil) sowie einem Zu-
fallsanteil 𝑧𝑡 (stochastischer Anteil) abhängt bzw. durch diese beiden Komponenten mit dem 
autoregressiven Koeffizienten 𝛽𝑖 beschreiben werden kann. Nach Maniak (2016) ergibt sich 
somit das autoregressive Modell erster Ordnung (AR(1)-Modell) zu: 
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𝑦𝑡 = 𝛽1𝑦𝑡−1 + 𝑧𝑡 Gleichung (5.19) 
AR-Modelle beschreiben somit die Werte der Zeitreihe über Linearkombinationen der vo-
rangegangenen Beobachtungen und einem Zufallsanteil 𝑧𝑡. Dem gegenüber stehen Modelle 
des gleitenden Mittelwerts der Ordnung 𝑞 (engl. moving average model, MA(q)-Modelle). 
Dabei werden die Linearkombinationen des Zufalls- oder Fehleranteils der vorangegange-
nen Beobachtungen 𝑧𝑡 , 𝑧𝑡−1, 𝑧𝑡−2, … 𝑧𝑡−𝑞 für die Beschreibung der Werte genutzt. Ein MA-
Modell erster Ordnung (MA(1)-Modell) ist mit dem Parameter 𝜃 nach Shumway und Stoffer 
(2017) definiert zu: 
𝑦𝑡 = 𝑧𝑡 + 𝜃1𝑧𝑡−1 Gleichung (5.20) 
Die AR-Modelle werden häufig mit einem Moving-Average- bzw. Integrated-Moving-
Average-Modell kombiniert. Die gekoppelten Modelle werden als ARMA- bzw. ARIMA-
Modell bezeichnet. Beide Modelle generieren die Werte der Zeitreihe aus einem autoregres-
siven Anteil eines vorgegebenen Lags 𝑘 sowie einem Zufallsanteil, generiert über einen glei-
tenden Mittelwert aus 𝑞 Werten (ARMA(𝑘,𝑞)) bzw. ARIMA(𝑘,𝑑,𝑞)). Dabei setzen ARMA-
Modelle stationäre und gleichverteilte Zeitreihen voraus (z. B. Box und Jenkins, 1976), wo-
hingegen ARIMA-Modelle genutzt werden, um bei Vorliegen eines instationären Prozesses, 
die benötigte Stationarität über Differenzenbildung aus 𝑑 Werten zu erzeugen (Shumway 
und Stoffer, 2017). 
5.5 Homogenisierung von Zeitreihen 
Durch eine Homogenisierung können z. B. Trends und Sprungstellen aus der zu modellie-
renden Zeitreihe entfernt werden. Die instationäre Zeitreihe wird somit in eine stationäre 
Zeitreihe überführt (Mudersbach, 2009; Maniak, 2016). Die Homogenisierung empfiehlt 
sich nach DWA (2012b) jedoch nur dann, wenn die Ursachen der Inhomogenitäten entspre-
chend bekannt sind, andernfalls ist auf eine Homogenisierung zu verzichten. Bei fehlender 
Kenntnis über diese Ursachen sind umfangreiche Recherchen durchzuführen sowie weiter-
führende Informationen in Form von Modellergebnissen (deterministische Klima- oder N-
A-Modelle) heranzuziehen (vgl. Bender, 2015; De Luca und Galasso, 2018). 
Bei einer Homogenisierung finden unterschiedliche Verfahren Anwendung, wie z. B.: 
- Homogenisierung über linearen Trend, 
52 Statistische Tests zur Detektion von Instationaritäten in hydrometeorologischen Zeitreihen 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
- Homogenisierung über Mittelwert nach Detektion einer Sprungstelle oder 
- Homogenisierung über Pre-whitening- (PW) bzw. Trend-free-pre-whitening- 
(TFPW) Ansatz. 
Es wird nachfolgend die Homogenisierung über den Mittelwert nach Detektion einer 
Sprungstelle aufgeführt, da dieser Ansatz in der vorliegenden Dissertation genutzt wurde. 
Hinsichtlich der alternativen und weiterführenden Verfahren wird beispielsweise auf 
Kulkarni und von Storch (1995), Yue et al. (2002), Hamed (2008), Serinaldi und Kilsby 
(2016) sowie Razavi und Vogel (2018) verwiesen. 
Nach Detektion einer Sprungstelle des Mittelwertes einer Zeitreihe 𝑍𝑅 unter Verwendung 
des Pettitt-Mann-Whitney- oder Wilcoxon-Mann-Whitney-Tests (Abschnitt 5.3.1 bzw. 
5.3.2) können die Beobachtungswerte vor oder nach dieser Sprungstelle über die Mittelwerte 
der einzelnen Teilzeitreihen homogenisiert werden. Abbildung 5.3 visualisiert die nachfol-
gend beschriebene Vorgehensweise. 
Die Zeitreihe 𝑍𝑅 wird dazu an der Sprungstelle geteilt, wobei die erste Teilzeitreihe 𝑍𝑅1 
die Beobachtungswerte vor, die zweite Teilzeitreihe 𝑍𝑅2 die Werte nach der Sprungstelle 
enthält. Anschließend werden die arithmetischen Mittelwerte für beide Teilzeitreihen be-
rechnet (𝑀𝑊𝑍𝑅1, 𝑀𝑊𝑍𝑅2). Die homogenisierte Teilzeitreihe 𝑍𝑅1𝑛𝑒𝑢 ergibt sich über: 
𝑍𝑅1𝑛𝑒𝑢 = 𝑍𝑅1 −𝑀𝑊𝑍𝑅1 +𝑀𝑊𝑍𝑅2 Gleichung (5.21) 
Abschließend werden die beiden Reihen wieder zusammengefügt und ergeben die über den 
Mittelwert homogenisierte Zeitreihe. 
 
Abbildung 5.3: Visualisierung der Homogenisierung einer Zeitreihe über den Mittelwert nach 
Detektion einer Sprungstelle. 
 
Statistische Tests zur Detektion von Instationaritäten in hydrometeorologischen Zeitreihen 53 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
5.6 Diskussion 
Die dargestellten Tests stellen eine Auswahl möglicher Verfahren zur Detektion von Insta-
tionaritäten in hydrometeorologischen Daten dar. Anhand der Ergebnisse eines einzelnen 
Tests kann im Allgemeinen keine Aussage über die Art einer detektierten Instationarität ge-
troffen werden. 
Eine mittels des M-K-Tests detektierte Instationarität kann sowohl aus einer stetigen als auch 
aus einer abrupten Änderung in den Beobachtungsdaten resultieren (Chebana et al., 2013). 
Ebenfalls ein Trend, der über eine lineare Regression ermittelt wurde, kann möglicherweise 
aus einer vorliegenden Sprungstelle resultieren. Anhand der Wilcoxon-Mann-Whitney Test-
statistik lässt sich ebenfalls keine eindeutige Aussage darüber treffen, ob die untersuchte 
Zeitreihe lediglich eine Sprungstelle als Instationarität oder möglicherweise zusätzlich auch 
einen Trend aufweist. Es bedarf somit einer Gegenüberstellung und Kombination der unter-
schiedlichen statistischen Tests sowie eine differenzierte Betrachtung der Datengrundlage, 
um eine eindeutige Aussage bezüglich möglicher Instationaritäten treffen zu können. 
Die Homogenisierung von Zeitreihen stellt einen vereinfachten Ansatz dar, Instationaritäten 
unter weiterer Verwendung stationärer, extremwertstatistischer Analysen zu berücksichti-
gen. Durch die Entfernung von Trends und anderen Inhomogenitäten aus den zu modellie-
renden Datensätzen gehen jedoch zum Teil wichtige Informationen und Langzeitsignale aus 
den beobachteten Werten verloren. So eliminiert die Homogenisierung einer Zeitreihe mit-
tels linearem Trend auf ein Bezugsjahr insbesondere die Mittelwert-Instationarität 
(Mudersbach, 2009). Wird beispielsweise aus einer homogenisierten jedoch anfänglich 
trendbehafteten Zeitreihe auf ein zukünftiges Verhalten der Messgröße geschlossen, so kann 
diese Annahme mit erheblichen Fehleinschätzungen verbunden sein. 
Mittels instationärer Modelle (vgl. Abschnitt 3.3) können die zeitlichen Veränderungen bei 
der Anpassung extremwertstatistischer Modelle berücksichtigt werden. Dabei impliziert die 
Anwendung der instationären Modelle keineswegs das Vorhandensein bestimmter Trends 
und kann somit auch bei (schwach) stationären Stichproben angewendet werden. Um die 
unter Umständen in den Zeitreihen enthaltene Trendkomponente durch eine Homogenisie-
rung nicht zu dämpfen bzw. zu entfernen, wird daher bewusst auf eine Homogenisierung der 
Serien der AMAX-Werte im Voraus zur Anpassung instationärer extremwertstatistischer 
Modelle verzichtet.  
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6 Stationäre Extremwertstatistik 
6.1 Allgemeines 
Stationäre extremwertstatistische Modelle bilden die Grundlage für die instationäre Extrem-
wertstatistik (Abschnitt 7). Die stationären Modelle können in uni-, bi- und multivariate Mo-
delle unterteilt werden, wobei in der vorliegenden Arbeit ausschließlich die univariaten Mo-
delle Anwendung finden. Die extremwertstatistischen Modelle im Allgemeinen beschreiben 
das Verhalten beobachteter Zufallsvariablen (Stichprobe) in deren Randbereichen – die Ext-
remwerte, wie Minima und Maxima. Im weiteren Verlauf werden die Extremwerte in Form 
von AMAX-Werten 𝑚𝑎𝑥{𝑋1, 𝑋2, …𝑋𝑛} betrachtet (siehe auch Abschnitt 3.2). Weitere Aus-
führungen und Beispiele zur Anwendung auf Minima sind z. B. Coles (2001) zu entnehmen. 
Ziel extremwertstatistischer Untersuchungen ist es, aus der Stichprobe, welche die aktuell 
verfügbaren Informationen in Form von Beobachtungen widerspiegelt, auf die Grundge-
samtheit zu schließen (Bender, 2015; Maniak, 2016). Im Hinblick auf eine Bauwerksbemes-
sung unter Annahme einer bestimmten Belastungsgröße sollen die Fragen beantwortet wer-
den, mit welcher Häufigkeit eine bestimmte Größe statistisch gesehen auftritt und mit wel-
cher Größe bzw. welchem Extremwert in einer bestimmten Zeitspanne (im statistischen Mit-
tel) zu rechnen ist. Darüber hinaus soll eine Aussage darüber getroffen werden können, mit 
welcher Wahrscheinlichkeit 𝑃 ein Ereignis auftritt, bei dem das geplante Bauwerk Schaden 
nimmt oder sogar zerstört wird. 
Die Wahrscheinlichkeit 𝑃 (engl. probability) kann als Maß für die Erwartung beschrieben 
werden, mit der ein Ereignis 𝐸 eintritt. Die Eintrittswahrscheinlichkeit 𝑃(𝐸) für das Zufalls-
ereignis 𝐸  kann dabei Werte zwischen Null – ein praktisch unmögliches Ereignis – und 
1 – ein mit Sicherheit eintretendes Ereignis – annehmen (Maniak, 2016). 
0 < 𝑃(𝐸) < 1 Gleichung (6.1) 
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In der Hydrologie liegt ein besonderer Fokus auf der Größe der Über- (𝑃Ü) bzw. Unterschrei-
tungswahrscheinlichkeit (𝑃𝑈 ) eines Ereignisses 𝑋 . 𝑃𝑈  beschreibt die Wahrscheinlichkeit, 
dass eine Zufallsgröße 𝑋 nur Werte ≤ eines Schwellenwertes 𝑥 annimmt. 𝑃𝑈 wird definiert 
zu: 
𝑃𝑈 = 𝑃(𝑋 ≤ 𝑥) = 𝐹𝑋(𝑥) Gleichung (6.2) 
mit: 
𝐹𝑋(𝑥) Verteilungsfunktion der Zufallsvariablen 𝑋 
Die Überschreitungswahrscheinlichkeit 𝑃Ü beschreibt – als komplementäres Ereignis – die 
Wahrscheinlichkeit der Überschreitung eines Schwellenwertes 𝑥 durch die Zufallsvariable 
𝑋 und ist definiert zu: 
𝑃Ü = 𝑃(𝑋 > 𝑥) Gleichung (6.3) 
Somit gilt: 
𝑃Ü = 1 − 𝑃𝑈 = 1 − 𝐹𝑋(𝑥) = ?̅?𝑋(𝑥)  Gleichung (6.4) 
𝑃Ü und 𝑃𝑈 sind dimensionslose Größen, werden in der Praxis jedoch häufig mit der Eintritts-
rate 1/a versehen (Mudersbach, 2009). Erfolgt die Stichprobengewinnung über ein Block-
Modell (vgl. Abschnitt 3.2), liegen also jährliche Extremwerte für die Untersuchungen vor, 
so wird der durchschnittliche Zeitabschnitt zwischen dem Eintreten von Ereignissen 𝑋 mit 
der gleichen Eintrittswahrscheinlichkeit bzw. dem Erreichen oder Übertreffen des Schwel-
lenwertes 𝑥 (𝑋 > 𝑥) auch als mittleres Wiederkehrintervall 𝑇 oder als Jährlichkeit bezeich-







  Gleichung (6.5) 
Wird explizit nach der Eintrittswahrscheinlichkeit 𝑃(𝐸) eines Ereignisses innerhalb einer 
Zeitspanne 𝑡 gesucht (vgl. auch Abschnitt 11.3), so ist die Angabe über die dargestellte Jähr-
lichkeit 𝑇 als mittlerer Wert für die Eintrittswahrscheinlichkeit nicht geeignet. An dieser 
Stelle kann die Eintrittswahrscheinlichkeit eines 𝑇-jährlichen Ereignisses innerhalb der Zeit-
spanne 𝑡 durch die Annahme eines diskreten Poisson-Prozesses erfolgen. Nach Jones (2014) 
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lässt sich die Binomial-Verteilung für große 𝑛 (nach Maniak (2016) für 𝑛 > 30) durch die 
Poisson-Verteilung approximieren. Diese ist mit 𝜆 als Eintrittsrate definiert zu: 
𝑃(𝑋𝑡 = 𝑥) =
(𝜆 ⋅ 𝑡)𝑥
𝑥!
⋅ 𝑒−𝜆⋅𝑡 Gleichung (6.6) 
Mit 1/𝜆  als mittlere Zeitspanne zwischen zwei gleichen Ereignissen und der Annahme, dass 
innerhalb einer Zeitspanne kein Ereignis auftritt (𝑥 = 0  und damit 0! = 1), folgt Gleichung 
(6.6) zu: 
𝑃(𝑋𝑡 = 0) = 𝑃𝑈 = 
(𝜆 ⋅ 𝑡)0
0!
⋅ 𝑒−𝜆⋅𝑡 = 𝑒−𝜆⋅𝑡 = 𝐹(𝑥) Gleichung (6.7) 
worüber sich die Unterschreitungswahrscheinlichkeit für ein 𝑇-jährliches Ereignis berechnet 
und somit die Poisson-Verteilung mit der Extremwertverteilung 𝐹(𝑥) (vgl. Abschnitt 6.2) 
zusammenführen lässt (Mudersbach, 2009). 
Es gilt weiter der folgende Zusammenhang zwischen der Über- bzw. Unterschreitungswahr-























Aus Gleichung (6.7) lässt sich der Zusammenhang für die Unterschreitungswahrscheinlich-
keit 𝑃𝑈 eines 𝑇-jährlichen Ereignisses innerhalb der Zeitspanne 𝑡 = 𝑇 für die Poisson-Ver-








⋅2 = ⋯ = 𝑒−
1
𝑇
⋅𝑇 = 0,37  
und 
𝑃Ü = 0,63 
Gleichung (6.9) 
Der in Gleichung (6.7) bis in Gleichung (6.9) exemplarisch aufgeführte Zusammenhang ist 
in der folgenden Abbildung 6.1 exemplarisch dargestellt. 
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Abbildung 6.1: Exemplarische Poisson-Verteilung für Ereignisse mit unterschiedlichen Ein-
trittsraten (ergänzt nach Mudersbach, 2009). 
6.2 Theoretische Verteilungsfunktionen 
Werden die Werte einer beobachteten Zeitreihe als Stichprobe bzw. unabhängig und iden-
tisch verteilte Zufallsvariablen 𝑋1, 𝑋2, …𝑋𝑛 mit endlichem Mittelwert 𝜇 und Varianz 𝜎² be-
zeichnet, so konvergiert die Verteilung des Stichprobenmittelwertes 𝑋𝑛̅̅̅̅  für große 𝑛 gegen 
eine Normalverteilung 𝑁(𝜇, 𝜎2). Dieses Grenzwerttheorem wird auch als zentraler Grenz-
wertsatz in der Statistik bezeichnet und hat z. B. nach Coles (2001) die folgende Notation: 
𝑋𝑛̅̅̅̅ ~𝑁(𝜇, 𝜎
2) Gleichung (6.10) 
mit: 
𝑋𝑛̅̅̅̅  Mittelwert der Stichprobe 
𝑁(𝜇, 𝜎2) Normalverteilung mit den Parametern 𝜇 und 𝜎2 
Der zentrale Grenzwertsatz beschreibt das Verhalten der gesamten, zugrunde liegenden 
Stichprobe und kann in dieser Form (Gleichung (6.10)) nicht auf die Grenzverteilung der 
Maximalwerte einer Stichprobe 𝑚𝑎𝑥{𝑋1, 𝑋2, …𝑋𝑛} übertragen werden.  
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Die Grenzverteilung für Extremwerte aus einem Block-Modell (vgl. Abschnitt 3.2) wird 
nach dem Theorem von Fisher und Tippett (1928) in Form der GEV zusammengefasst und 
ist definiert zu: 













Das als Hauptsatz der Extremwerttheorie bezeichnete Theorem von Fisher und Tippett 
(1928) besagt, dass sich jede beliebige Extremwertverteilung in Form der Gleichung (6.11) 
darstellen lässt (vgl. auch Kotz und Nadarajah, 2000, Coles, 2001, Reiss und Thomas, 2001). 
Die GEV umfasst dabei die folgenden drei Typen der Extremwertverteilungen (vgl. Abbil-
dung 6.2): 
Typ I-Gumbel, kein oberer Grenzwert: 
𝐺𝐸𝑉(𝑧) = 𝑒𝑥𝑝 {−𝑒𝑥𝑝 [−(
𝑧 − 𝜇
𝜎
)]} , −∞ < 𝑧 < ∞ Gleichung (6.12) 
Typ II-Fréchet, kein oberer Grenzwert: 







} ,𝑚𝑖𝑡 𝜉 > 0 Gleichung (6.13) 
Typ III-Weibull mit oberem Grenzwert: 







} ,𝑚𝑖𝑡 𝜉 < 0 Gleichung (6.14) 
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Abbildung 6.2:  Quantil-Funktion für die drei Typen (I-Gumbel, II-Fréchet, III-Weibull) der 
GEV in Abhängigkeit des Formparameters 𝜉 (ergänzt nach Coles, 2001). 
Neben der Klassifizierung der GEV in Typ I, II oder III lassen sich die theoretischen Vertei-
lungsfunktionen anhand der Anzahl ihrer Parameter unterscheiden. Dabei sind Verteilungs-
funktionen mit zwei Parametern und damit konstanter Schiefe, wie beispielsweise die 
Gumbel-Verteilung (vgl. Abschnitt 4.2 und DWA, 2012a), deutlich robuster gegenüber drei-
parametrischen Funktionen, weisen jedoch insbesondere in den durch niedrige Überschrei-
tungswahrscheinlichkeiten gekennzeichneten rechten Rändern der Verteilung eine geringere 
Anpassungsgüte und damit Flexibilität auf (z. B. Papalexiou und Koutsoyiannis, 2013, 
Fischer und Schumann, 2018). Eine höhere Flexibilität wird durch die Hinzunahme des 
Formparameters als dritten Parameter erreicht, da dieser maßgeblich die Schiefe und damit 
einhergehend die Ränder der Verteilung bestimmt (Fischer und Schumann, 2018). 
Vorteil der GEV ist, dass vor Anwendung keine Festlegung auf eine der drei Verteilungs-
funktionen erfolgen muss, sondern die Wahl der Verteilungsfunktion durch Schätzung der 
Parameter (𝜇, 𝜎, 𝜉) aus der Stichprobe erfolgt. Die GEV wird im internationalen Raum für 
die Analyse von jährlichen Extremniederschlägen in annähernd allen Dauerstufen empfoh-
len (vgl. Bonnin et al., 2004, Fischer und Schumann, 2018). Bei Anwendung der GEV, ins-
besondere bei kurzen Zeitreihen, gilt der Formparameter 𝜉 als äußerst sensitiv und beinhaltet 
eine hohe Schätzvarianz (Bücher et al., 2020), sodass wie beispielsweise in Martins und 
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Stedinger (2000) vorgeschlagen, entsprechende Einschränkungen des Wertebereichs für den 
Schätzer (siehe z. B. Papalexiou und Koutsoyiannis, 2013 oder Ragulina und Reitan, 2017) 
berücksichtigt werden müssen. Alternativ dazu können Wertebereiche oder Startwerte für 
eine Schätzung aus Karten mit regionalisierten Formparametern, wie z. B. in HFAWG 
(2019), abgeleitet werden. 
6.3 Parameterschätzung 
6.3.1 Allgemeines 
Die Parameter einer theoretischen Verteilungsfunktion (z. B. für die GEV) können nur aus 
einer oder mehreren Stichproben geschätzt werden und lassen sich nicht direkt aus der 
Grundgesamtheit ableiten. Man spricht daher von einer Parameterschätzung (Mudersbach, 
2009, Naghettini, 2017), die mit einer möglichst kleinen Fehlervarianz nah am Erwartungs-
wert (Wert der Grundgesamtheit) liegen sollte. Es werden somit konsistente Parameter, die 
„mit wachsendem Stichprobenumfang gegen [die] Parameter der Grundgesamtheit streben“ 
(Maniak, 2016, S. 141) gefordert.  
Die Parameterschätzung kann sowohl über grafische (Plotting-Positionen) als auch mathe-
matisch numerische Verfahren erfolgen. In der hydrologischen Praxis haben sich dafür die 
Momenten-Methode (MOM), die Wahrscheinlichkeitsgewichteten Momente (PWM), die L-
Momenten-Methode (LM) und die Maximum-Likelihood-Methode (MLE) etabliert (z. B. 
DWA, 2012b; Naghettini, 2017). Ergänzend wird an dieser Stelle die GMLE z. B. nach 
Martins und Stedinger, 2000 (siehe ebenfalls Abschnitt 3.2) aufgeführt. Die GMLE-Methode 
zählt zu den Bayesschen Verfahren. Diese weiterentwickelten Verfahren werden in aktuellen 
Untersuchungen parallel und vergleichend zu den zuvor genannten, etablierteren Verfahren 
genutzt (siehe z. B. Lutz et al., 2020; Bücher et al., 2020). Die GMLE-Verfahren finden 
aufgrund der zum Teil deutlich höheren Komplexität zum jetzigen Zeitpunkt jedoch keine 
weit verbreitete Anwendung in der Praxis. 
6.3.2 Momentenmethode 
Für die Parameterschätzung mittels der MOM (auch Produktmomente) werden die statisti-
schen Momente (Ursprungsmoment und Zentralmomente) der Stichprobe genutzt. Diese be-
schreiben das Verhalten aller Werte der Stichprobe, z. B. mit Lagemaß (Mittelwert), 
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Streumaß (Varianz) und der Spannweite sowie mit der Symmetrie oder Asymmetrie 
(Schiefe). Die ersten drei statistischen Momente sind: 
𝑚1 = ?̅? = 𝜇 = (
1
𝑛
) ⋅ ∑ 𝑥𝑗, (Mittelwert) Gleichung (6.15) 
  
𝑚2 = 𝑠² = 𝜎² = [
𝑛
𝑛−1
] ⋅ [∑(𝑥𝑗 −𝑚1)
2





] + [∑(𝑥𝑗 −𝑚1)
3
], (Schiefe) Gleichung (6.17) 
Seltener wird zusätzlich das vierte Moment, die Kurtosis (Wölbung), genutzt, mit der die 
Steilheit der Dichtefunktion beschrieben wird. Für die MOM entspricht die Anzahl der für 
die Berechnung herangezogenen Momente der Parameteranzahl der gewählten theoretischen 
Verteilungsfunktion.  
Die theoretischen statistischen Momente werden den empirischen Momenten aus der Stich-
probe gleichgesetzt und für die Beschreibung der Parameter genutzt. Für mehr als einen zu 
schätzenden Parameter ergeben sich Gleichungssysteme, die für gängige Verteilungsfunkti-
onen, z. B. in DWA (2012b) vordefiniert sind. Ein Nachteil der MOM ist, dass die Ergeb-
nisse stark durch vereinzelte Ausreißer beeinflusst werden (DWA, 2012b). 
6.3.3 Wahrscheinlichkeitsgewichtete Momente 
Bei der Parameterschätzung mittels PWM werden die jeweiligen Momente der Stichprobe 
mit den empirischen Wahrscheinlichkeiten der Stichprobe gewichtet. Unterliegt eine Zu-
fallsvariable 𝑋 der Verteilungsfunktion 𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥), ergeben sich deren PWM nach 
Schumann (2007) zu: 
𝑀𝑝,𝑟,𝑠 = ∫ [𝑥(𝐹)]
𝑝 ⋅ 𝐹𝑟 + (1 − 𝐹)𝑠 𝑑𝐹
1
0
  Gleichung (6.18) 
mit 𝑝 = 1 und 𝑠 = 0 zu: 




  Gleichung (6.19) 
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Liegt eine Stichprobe mit einem Umfang von 𝑛 Beobachtungen vor und werden diese auf-
steigend mit 𝑥1 ≤ 𝑥2 ≤ 𝑥3 ≤. . . ≤ 𝑥𝑛  sortiert, so ergibt sich die Schätzung für die PWM 





(𝑖 − 1)(𝑖 − 2)… (𝑖 − 𝑟)




   Gleichung (6.20) 
mit 𝑟 = 1… (𝑛 − 1)und somit für die ersten drei Momente die folgenden Beziehungen: 






= ?̅?  
Gleichung (6.21) 














(𝑖 − 1) ⋅ (𝑖 − 2)









(𝑖 − 1) ⋅ (𝑖 − 2) ⋅ (𝑖 − 3)





Es wird im Vergleich zur MOM (Abschnitt 6.3.2) auf die Verwendung von Potenzen der 
einzelnen Werte der Stichprobe verzichtet, wodurch die PWM bei extrem großen Werten 
weniger stark variieren (z. B. DWA, 2012b). 
Die LM 𝜆𝑛  werden aus Linearkombinationen der PWM 𝛽𝑟  berechnet. Diese stehen z. B. 
nach Asquith (2020) in folgendem Zusammenhang:  
𝜆1 = 𝛽0  
Gleichung (6.22) 
𝜆2 = 2𝛽1 − 𝛽0 
𝜆3 = 6𝛽2 − 6𝛽1 + 𝛽0 
𝜆4 = 20𝛽3 − 30𝛽2 + 12𝛽1 − 𝛽0 
Sowohl die PWM als auch die LM eignen sich für die Parameterschätzung bei einem kleinen 
Stichprobenumfang (𝑛 = 15…25) (Hosking et al., 1985; Katz et al., 2002). 
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6.3.4 Maximum-Likelihood-Methode 
Eine gebräuchliche und weit verbreitete Methode zur Schätzung der Parameter 𝜃𝑗 einer ge-
gebenen theoretischen Verteilungsfunktion 𝐹(𝑥𝑖, 𝜃𝑗) bzw. Dichtefunktion 𝑓(𝑥𝑖, 𝜃𝑗) ist die 
MLE. Das Prinzip der MLE ist es, die Parameter für das Modell so zu bestimmen, dass das 
letztendlich gewählte Modell den jeweiligen Beobachtungen die höchste Wahrscheinlichkeit 
zuordnet (z. B. Coles, 2001). 
Die beobachteten Maximalwerte 𝑥1, 𝑥2, … , 𝑥𝑛 der Stichprobe 𝑋 werden dabei als unabhän-





 Gleichung (6.23) 
Der Schätzer 𝜃 wird durch die Maximierung der Likelihood-Funktion 𝐿(𝜃) für 𝜃 gefunden, 
mit 𝜃 = (𝜇, 𝜎, 𝜉) bei Anwendung der GEV. Um an Stelle des Produkts in Gleichung (6.23) 
eine Summe zu maximieren, wird häufig mit der logarithmierten Likelihood-Funktion, der 
sogenannten Loglikelihood-Funktion 𝑙(𝜃), gerechnet: 
𝑙(𝜃) =  log (𝐿(𝜃)) =∑log (𝑓(𝑥𝑖 , 𝜃𝑗))
𝑛
𝑖=1
 Gleichung (6.24) 





















= 0 Gleichung (6.26) 
Vorteil der MLE-Methode gegenüber der in Abschnitt 6.3.2 und 6.3.3 aufgeführten Metho-
den ist, dass alle Stichprobenwerte den gleichen ausgewogenen Einfluss auf die Schätzung 
der Parameter haben (z. B. Rao und Hamed, 2000; DWA, 2012b). Nachteilig hingegen wird 
die Qualität des Schätzwertes des MLE-Verfahrens, insbesondere die des Formparameters 𝜉 
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der GEV, bei einem kleinen Stichprobenumfang 𝑛 bewertet (z. B. Naghettini, 2017, siehe 
auch Abschnitt 3.2). 
6.3.5 Generalisierte Maximum-Likelihood-Methode 
Die generalisierte Maximum-Likelihood-Methode (GMLE) (z. B. Martins und Stedinger, 
2000; AghaKouchak et al., 2013; Gilleland und Katz, 2016; Bücher et al., 2020; Lutz et al., 
2020) stellt ein Verfahren dar, bei dem die Likelihood- bzw. Loglikelihood-Funktion der 
MLE-Schätzung durch einen Straf- bzw. Penalty-Term Ω(𝜃) ≥ 0 (engl. penalty term) oder 
eine vorangestellte Verteilungsfunktion (engl. prior distribution auch predictive distribu-
tion) ergänzt wird. Dieser Term stellt eine Informationserweiterung dar und enthält bei-
spielsweise Wertebereiche für mögliche Formparameter 𝜉 der GEV-Verteilung sowie regi-
onale oder saisonale Zusatzinformationen. Für einen vorgegebenen Formparameter mit  
𝜉𝑐 = 0,3 ergibt sich nach Bücher et al. (2020) der Strafterm mit dem Hyperparameter 𝜆 ≥ 0 
zu Ω𝜆(𝜃) = 𝜆(𝜉 − 𝜉𝑐)² und damit die Loglikelihood-Funktion für den Schätzer des Form-




− 𝜆(𝜉 − 𝜉𝑐)
2 Gleichung (6.27) 
Für 𝜆 = ∞ berechnet sich der Schätzer für den Formparameter zu 𝜉 = 𝜉𝑐 = 0,3, mit 𝜆 = 0 
hingegen ergibt sich der Schätzer für den Formparameter aus der MLE (vgl. Abschnitt 6.3.4). 
Der Wertebereich für 0 ≤ 𝜆 ≤ ∞ beschreibt demnach den Unsicherheitsbereich für die Pa-
rameterschätzung. Martins und Stedinger (2000) nutzen die GMLE-Methode für den Form-
parameter 𝜉 der GEV mit einer Beta-Verteilung für den Wertebereich [−0,5; +0,5] sowie 
den Parametern der Beta-Verteilung 𝑝 = 6 und 𝑞 = 9 und erreichen somit auch bei einem 
kleinem Stichprobenumfang (𝑛 ≤ 50) gute Schätzwerte für 𝜉. 
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7 Instationäre Extremwertstatistik 
7.1 Allgemeines 
Unabhängige und gleichverteilte Werte (i.i.d.-Kriterium), wie z. B. zu modellierende 
AMAX-Werte einer Stichprobe 𝑚𝑎𝑥{𝑋1, 𝑋2, …𝑋𝑛}, liegen bei hydrometeorologischen Be-
obachtungen aufgrund von saisonalen Schwankungen, makro- oder mesoskaligen klimati-
schen Einflüssen sowie langzeitlichen Änderungssignalen häufig nicht vor (siehe Ausfüh-
rungen in Abschnitt 3.3 und 5.1 sowie z. B. Coles (2001), Cheng und AghaKouchak (2014), 
Blöschl et al. (2019), Mudelsee (2019), Xavier et al. (2020) und Lengfeld et al. (2020)). 
Zeitabhängige Veränderungen, z. B. in Form von Trends, werden als Instationaritäten be-
zeichnet und müssen für die Anwendung stationärer extremwertstatistischer Modelle mittels 
Verfahren der Homogenisierung (Abschnitt 5.5) aus der Stichprobe entfernt werden, sodass 
die Beobachtungen das i.i.d.-Kriterium erfüllen. Alternativ können die Instationaritäten bei 
der sog. instationären extremwertstatistischen Modellierung über zeitabhängige Funktionen 
oder Kovariaten (engl. covariates) in den Parametern der Verteilungsfunktionen berücksich-
tigt werden (vgl. Coles, 2001; Mudersbach, 2009; Gilleland und Katz, 2016). Kovariate sind 
Variablen, die eine Zeitabhängigkeit in den zu modellierenden Parametern erzeugen können. 
Beispiele hierfür sind Klimaindizes, wie z. B. der SOI, die PDO, der MOI, die NAO oder 
Indikatoren für einen anthropogenen Einfluss auf ein ausgewähltes Einzugsgebiet 
(Naghettini, 2017) 
7.2 Instationäre Modelle der Verallgemeinerten Extremwertvertei-
lung 
Gegeben seien AMAX-Werte einer Stichprobe 𝑚𝑎𝑥{𝑋1, 𝑋2, …𝑋𝑛}, die ein instationäres, 
zeitabhängiges Verhalten aufzeigen. Für die GEV zur extremwertstatistischen Analyse die-
ser AMAX-Werte ergibt sich mit zeitabhängigen Parametern 𝜇(𝑡), 𝜎(𝑡) und 𝜉(𝑡) der Ver-
teilungsfunktion, z. B. nach Coles (2001), die folgende Notation: 
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} Gleichung (7.1) 
mit: 
𝜇(𝑡) zeitabhängiger Lageparameter 
𝜎(𝑡) zeitabhängiger Skalenparameter 
𝜉(𝑡) zeitabhängiger Formparameter 
𝑧 Merkmalswert 
Der Formparameter kann bei einem kleinem Stichprobenumfang nur mit geringer Genauig-
keit geschätzt werden und neigt in diesem Fall oftmals zu unrealistischen Werten. Insbeson-
dere für zeitlich hochaufgelöste Niederschlagsbeobachtungen (Auflösung < 1 h) stehen häu-
fig nur kurze Zeitreihen (< 30 a) zur Verfügung, sodass unter Berücksichtigung dessen sowie 
der Sensitivität des Formparameters dieser als zeitlich invariant angesetzt wird (Martins und 
Stedinger, 2000; Coles, 2001; Naghettini, 2017). 
Ein linearer Trend kann beispielsweise im Lage- (𝜇) und Skalenparameter (𝜎) über lineare 
Verläufe berücksichtigt werden, mit: 
𝜇(𝑡) = 𝛽0 + 𝛽1𝑡 bzw. 
𝜎(𝑡) = 𝛽0 + 𝛽1𝑡 
Gleichung (7.2) 
Komplexere Modelle sind ebenfalls abbildbar in der Form von quadratischen Funktionen: 
𝜇(𝑡) = 𝛽0 + 𝛽1𝑡 + 𝛽2𝑡
2 bzw. 
𝜎(𝑡) =  𝛽0 + 𝛽1𝑡 + 𝛽2𝑡
2 
Gleichung (7.3) 
oder bei Vorliegen einer Sprungstelle an der Stelle 𝑡𝐶𝑃 in der Form: 
𝜇(𝑡) = {
𝜇1 𝑓ü𝑟 𝑡 ≤ 𝑡𝐶𝑃
𝜇2 𝑓ü𝑟 𝑡 > 𝑡𝐶𝑃
 bzw. 
𝜎(𝑡) =  {
𝜎1 𝑓ü𝑟 𝑡 ≤ 𝑡𝐶𝑃
𝜎2 𝑓ü𝑟 𝑡 > 𝑡𝐶𝑃
 
Gleichung (7.4) 
Als verkürzte Schreibweise für die linearen oder quadratischen Funktionen wird auch die 
folgende Schreibweise verwendet: 
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𝐺𝐸𝑉(100)  
𝐺𝐸𝑉(210)  
GEV mit linearem Verlauf des Lageparameters  𝜇 
GEV mit quadratischem Verlauf des Lageparameters  𝜇  
und linearem Verlauf des Skalenparameters 𝜎 
Soll alternativ zu einem linearen Trend oder einer Sprungstelle beispielsweise der Lagepa-
rameter 𝜇(𝑡) über einen Klimaindex 𝐾𝑖𝑑𝑥 modelliert werden, so ergibt sich der funktionale 
Zusammenhang wie folgt: 
𝜇(𝑡) = 𝛽0 + 𝛽1𝐾𝑖𝑑𝑥(𝑡) Gleichung (7.5) 
Die dargestellten funktionalen Verläufe (Gleichung (7.2) bis Gleichung (7.5)) werden in der 
Extremwertstatistik auch als parametrische Ansätze bezeichnet.  
Alternativ dazu können die zeitlichen Verläufe der Parameter auch über Zeitfenstermodelle 
geschätzt werden. Dazu werden bestimmte Ausschnitte der Zeitreihe innerhalb eines Zeit-
fensters – z. B. mit der Größe von 20 Jahren – getrennt voneinander betrachtet und analy-
siert. Die einzelnen Ausschnitte werden dabei in sich selbst als stationär angenommen. Das 
Zeitfenster wird schrittweise über die Zeitreihe geschoben und für jeden Abschnitt werden 
die Parameter der Verteilungsfunktion geschätzt. Die für jeden Zeitschritt berechneten Pa-
rameter werden abschließend über die Zeit aufgetragen und somit der zeitliche Verlauf dar-
gestellt. Dieser Ansatz wird auch als nicht-parametrischer Ansatz bezeichnet (vgl. 
Mudersbach, 2009), findet in der vorliegenden Arbeit jedoch keine Anwendung, da die Da-
tengrundlage im Mittel Aufzeichnungslängen von 40 a aufweist und somit keine ausrei-
chende Länge für Zeitfenstermodelle darstellt. Weiter lassen die nicht parametrischen An-
sätze aufgrund eines zunächst fehlenden funktionalen Zusammenhangs keine Extrapolation 
der Parameter zu, was ebenfalls gegen eine Verwendung dieses Ansatzes spricht. 
7.3 Parameterschätzung 
Für die instationären Modelle der GEV können die Parameter der Verteilungsfunktion unter 
Berücksichtigung der parametrisierten Modelle, wie auch bei der stationären GEV, über die 
MOM, die PWM, die MLE oder die GMLE geschätzt werden (vgl. Abschnitt 6.3).  
Exemplarisch wird die Likelihood-Funktion 𝐿(𝜃)  mit zeitabhängigen Parametern 
𝜃(𝜇(𝑡), 𝜎(𝑡), 𝜉(𝑡)) und der Dichtefunktion 𝑓(𝑥𝑖, 𝜃) dargestellt. Diese ergibt sich zu: 
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𝐿(𝜃) =∏𝑓 (𝑥𝑖, 𝜃(𝜇(𝑡), 𝜎(𝑡), 𝜉(𝑡)))
𝑛
𝑖=1
 Gleichung (7.6) 
und die Loglikelihood-Funktion 𝑙(𝜃), zu: 
𝑙(𝜃) = log(𝐿(𝜃)) =∑log (𝑓 (𝑥𝑖 , 𝜃(𝜇(𝑡), 𝜎(𝑡), 𝜉(𝑡))))
𝑛
𝑖=1
 Gleichung (7.7) 
Die Schätzmethoden gleichen den bei der stationären Extremwertstatistik angewendeten 
Modellen. Daher wird an dieser Stelle auf Abschnitt 6.3 verwiesen. 
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8 Kriterien zur Modellauswahl 
8.1 Einführung 
Durch die sukzessive Anpassung eines statistischen Modells an die beobachteten Daten sol-
len ebendiese möglichst genau in einer mathematischen Form beschrieben werden können. 
Ziel ist es demnach, das beste Modell zu finden, welches die Stichprobe mit möglichst hoher 
Genauigkeit abbildet. 
Für die Modellauswahl werden verschiedene statistische Tests bzw. Informationskriterien 
genutzt. Im Folgenden werden der in dieser Arbeit genutzte Likelihood-Ratio-Test (LRT), 
das Akaike-Informationskriterium (AIC) bzw. das korrigierte AIC (AICc) und das 
Bayessche Informationskriterium (BIC) dargestellt. Die aufgeführten Verfahren sind nach 
Xavier et al. (2019) je nach genutztem Modell (z. B. unterschiedlich komplexe Modelle der 
GEV) und Art der auszuwertenden Daten (synthetische Reihen oder originale Beobach-
tungsdaten) anzuwenden. Xavier et al. (2019) führen auf, dass das BIC für stationäre GEV-
Modelle sowie instationäre GEV-Modelle mit linearem oder quadratischem Verlauf des La-
geparameters die besten Ergebnisse liefert, das AIC bzw. AICc bei zusätzlich instationärer 
Modellierung des Skalenparameters gegenüber dem BIC und dem Likelihood-Ratio-Test 
(LRT) zu bevorzugen ist. Die Verfahren werden in der vorliegenden Arbeit parallel zueinan-
der genutzt und entsprechend der Fragestellung zur Modellauswahl und Beschreibung der 
Anpassungsgüte bewertet. Dabei ist zu beachten, dass die nachfolgend aufgeführten Krite-
rien für den Vergleich bzw. die Gegenüberstellung von zwei Modellen verwendet werden 
und nicht per se zur Bewertung der Güte eines einzelnen Modells genutzt werden sollten. 
8.2 Likelihood-Ratio-Test 
Der Likelihood-Ratio-Test (LRT) ist ein Hypothesen-Test zur Auswahl zwischen zwei Mo-
dellen 𝑀0 und 𝑀𝑎. Modell 𝑀0 ist das sogenannte Null-Modell und 𝑀𝑎 das komplexere Al-
ternativmodell mit einer höheren Anzahl an Parametern, z. B.: 𝑀0 = 𝐺𝐸𝑉(𝜇, 𝜎, 𝜉)  und 
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𝑀𝑎 = 𝐺𝐸𝑉(𝜇(𝑡), 𝜎, 𝜉)). Wird die Parameteranzahl 𝑘 des Modells 𝑀𝑎  reduziert, so ergibt 
sich 𝑀0  mit 𝑘 − 𝑞  Parametern. Das Null-Modell ist somit im Alternativmodell genestet. 
Nach Coles (2001) und Naghettini (2017) folgt die Teststatistik 𝐷 des Likelihood-Ratio-
Tests einer Chi-Quadrat-Verteilung mit 𝑞 Freiheitsgraden (𝐷~𝑋𝑞
2) und ist definiert zu: 
𝐷 = 2{𝑙(𝜃𝑀𝑎
̂ ) − 𝑙(𝜃𝑀0
̂  )}  Gleichung (8.1) 
mit: 
𝑙(𝜃𝑀𝑎
̂ ) und 𝑙(𝜃𝑀0
̂  ) Maxima der Loglikelihood-Funktion der beiden Modelle 
(siehe Abschnitt 6.3.4 und 7.3) 
Ist die Teststatistik 𝐷  größer als das 1 − 𝛼  Quantil der Chi-Quadrat-Verteilung (𝐷 >
𝑋1−𝛼,𝑞
2 ), so wird die Nullhypothese 𝐻0: {𝑀 = 𝑀0}  zugunsten der Alternativhypothese 
𝐻1: {𝑀:𝑀𝑎} des LRT verworfen. Das komplexere Alternativmodell ist demnach – im Ver-
gleich zum Null-Modell – besser zur Beschreibung der Stichprobe geeignet. In der Regel 
wird das Signifikanzniveau gesetzt zu 𝛼 = 5 %. Liegen die Werte der Teststatistik außer-
halb dieses Bereiches, so ist das weniger komplexe Null-Modell ausreichend, die Stichprobe 
zu beschreiben und das Alternativmodell sollte verworfen werden. 
8.3 Akaike-Informationskriterium und korrigiertes Akaike-Informa-
tionskriterium 
Das Akaike Informationskriterium (AIC) basiert im Gegensatz zum LRT nicht auf mehreren 
Modellen, sondern auf der Parameteranzahl 𝑘  sowie dem Maximum der Loglikelihood 
Funktion 𝑙(𝜃) eines einzelnen zu beschreibenden Modells. Somit kann das AIC auch bei 
nicht genesteten Modellen oder bei dem Vergleich einer Vielzahl von Modellen für die Mo-
dellauswahl herangezogen werden (z. B. AghaKouchak et al., 2013; Naghettini, 2017; 
Xavier et al., 2019). Voraussetzung für die Anwendung des AIC ist die Parameterschätzung 
mittels der MLE bzw. GMLE (vgl. Abschnitt 6.3.4 und 6.3.5). 
Als Strafterm geht mit 2𝑘 die Komplexität des Modells und damit die Modellunsicherheit 
über die Parameteranzahl 𝑘 in die Berechnung des AIC bzw. AICc ein. Im Hinblick auf die 
abschließend erfolgende Modellauswahl anhand des Informationskriteriums, steigt der AIC- 
bzw. AICc-Wert mit zunehmend komplexeren Modellen. Die Anpassungsgüte wird in Form 
des Maximums der Loglikelihood Funktion mit 2𝑙(𝜃) positiv berücksichtigt. 
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Das AIC ist definiert zu (z. B. Naghettini, 2017; Towler et al., 2020):  
𝐴𝐼𝐶 = 2𝑘 − 2𝑙(𝜃 )  Gleichung (8.2) 
mit: 
𝑘 Anzahl der im Modell enthaltenen Parameter 
z. B. 𝑘 = 2 für Gumbel-Verteilung mit 𝜃(𝜇, 𝜎) 
𝑙(𝜃) Wert der Loglikelihood-Funktion 
Bei dem Vergleich mehrerer Modelle ist das Modell mit dem kleinsten AIC-Wert zu bevor-
zugen. 
Hurvich und Tsai (1989) schlagen die Anwendung des AICc vor, wenn der Quotient aus 
Anzahl der Beobachtungen 𝑁 und Anzahl der geschätzten Parameter 𝑘 kleiner 40 ist. Das 
korrigierte AIC ist definiert zu (z. B. Agilan und Umamahesh, 2017b; Naghettini, 2017): 
𝐴𝐼𝐶𝑐 = 2𝑘 (
𝑁
𝑁−𝑘−1
) − 2𝑙(𝜃 )  Gleichung (8.3) 
mit: 
𝑘 Anzahl der im Modell enthaltenen Parameter 
z. B. 𝑘 = 2 für Gumbel-Verteilung mit 𝜃(𝜇, 𝜎) 
𝑁 Anzahl der Beobachtungen 
𝑙(𝜃) Wert der Loglikelihood-Funktion 
8.4 Bayessches Informationskriterium 
Das Bayessche Informationskriterium (BIC), auch als Schwarz Information Criterion (SIC) 
bezeichnet, berücksichtigt wie auch das AICc den Stichprobenumfang bei der Berechnung 
des Strafterms. Im Vergleich zum AIC und AICc bevorzugt das BIC tendenziell weniger 
komplexe Modelle und ist definiert zu (z. B. Shumway und Stoffer, 2017; Xavier et al., 
2019): 
𝐵𝐼𝐶 = 𝑘 ⋅ 𝑙𝑛(𝑁) − 2𝑙(𝜃 )  Gleichung (8.4) 
mit: 
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𝑘 Anzahl der im Modell enthaltenen Parameter 
z. B. 𝑘 = 2 für Gumbel-Verteilung mit 𝜃(𝜇, 𝜎) 
𝑁 Anzahl der Beobachtungen 
𝑙(𝜃) Wert der Loglikelihood-Funktion 
Wie auch beim AIC bzw. AICc ist das Modell mit dem kleineren BIC zu bevorzugen. 
 
Die im Zuge der vorliegenden Arbeit aufgeführten extremwertstatistischen Modelle für Nie-
derschlagshöhen beinhalten einen Ausgleich der Parameter (siehe Abschnitt 4.2 und 10) der 
genutzten Verteilungsfunktionen. Die Parametersätze werden während des Berechnungspro-
zesses angepasst, optimiert und somit gegebenenfalls leicht verändert. Ein Vergleich der ge-
nutzten extremwertstatistischen Modelle bzw. Verteilungsfunktionen ist somit vor und nach 
dem sogenannten Parameterausgleich möglich. Um final eine Aussage hinsichtlich der An-
passungsgüte zu tätigen, muss der Modelltest nach erfolgter Optimierung durchgeführt wer-
den. 
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9 Auswahl von Schätzverfahren, Modellen und Kovariaten 
für die Parameter genutzter Verteilungsfunktionen 
9.1 Beschränkung auf die Maximum-Likelihood-Methode zur Para-
meterschätzung 
Vorab lässt sich keine allgemeine Aussage darüber treffen, welches Schätzverfahren prinzi-
piell zu nutzen ist, da bei einer entsprechend repräsentativen Stichprobe alle Verfahren zu 
vergleichbaren Ergebnissen führen und somit letztendlich von der Länge der Beobachtungs-
reihe abhängig sind. PWM bzw. LM variieren weniger stark bei dem Auftreten von Ausrei-
ßern als die Produktmomente und stellen besonders für kleine Stichproben robuste Schätzer 
dar (z. B. Yilmaz und Perera, 2014; Gilleland und Katz, 2016). Die Schätzparameter der 
PWM bzw. LM hängen jedoch stark von kleinen Beobachtungen ab und sind daher hinsicht-
lich der Extrapolation auf größere Jährlichkeiten zu hinterfragen (DWA, 2012b). 
Demgegenüber steht die für lange Beobachtungsreihen ebenfalls robuste MLE, bei der alle 
Beobachtungen gleich gewichtet werden und die ergänzend dazu zur Bewertung der Güte 
genutzt werden kann (z. B. Fischer und Schumann, 2018). Liegen jedoch kürzere Zeitreihen 
vor, so kann die Anwendung der MLE bei der Anpassung der GEV zu schlechten Schätzer-
gebnissen des Formparameters führen (siehe Abschnitt 3.2). Letzteres wird durch die An-
wendung von GMLE-Methoden korrigiert, indem Straf-/Penalty-Terme für den Formpara-
meter der GEV mit der MLE genutzt werden (siehe Abschnitt 6.3.5). Ergebnisse aus globa-
len und regionalen Untersuchungen auf Basis von Stationsbeobachtungen und synthetischen 
Zeitreihen zeigen, dass der Formparameter, insbesondere bei kurzen Zeitreihen, auf einen 
bestimmten Wertebereich eingeschränkt werden sollte, um für die Schätzung statistisch und 
physikalisch realistische Werte zu erhalten (Martins und Stedinger, 2000; Koutsoyiannis, 
2004b; Papalexiou und Koutsoyiannis, 2013; Ragulina und Reitan, 2017; Lutz et al., 2020).  
Für die in der vorliegenden Arbeit genutzten Zeitreihen erfolgte eine Gegenüberstellung der 
Parameterschätzung für den Formparameter mittels der MLE-Methode und der GMLE-
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Methode für alle Dauerstufenreihen sowie die Auswertung der Anpassungsgüte der aus den 
Schätzverfahren resultierenden GEV-Modellen. Es wurden drei unterschiedliche GEV-Mo-
delle an die AMAX-Werte angepasst:  
1. GEV000 stationär 𝜃1(𝜇, 𝜎, 𝜉),  
2. GEV100 instationärer linearer Verlauf des Lageparameters 𝜃2(𝜇(𝑡), 𝜎, 𝜉) 
und  
3. GEV110 instationärer linearer Verlauf des Lage- und Skalenparameters 
𝜃3(𝜇(𝑡), 𝜎(𝑡), 𝜉).  
Dabei wurden die instationären Parameter sowohl über die Zeit 𝑡 als auch zusätzlich unter 
Hinzunahme eines Klimaindex modelliert (siehe auch Abschnitt 9.3). Bei der GMLE-Me-
thode wurde ein Penalty-Term nach Martins und Stedinger (2000) in Form einer Beta-Ver-
teilung mit 𝑝 = 6 und 𝑞 = 9 im Wertebereich [−0,5, +0,5] angesetzt (vgl. Abschnitt 6.3.5). 
Abbildung 9.1 zeigt die Streuung der Schätzwerte des Formparameters 𝜉 der drei GEV-Mo-
delle in Abhängigkeit der genutzten Schätzverfahren (GMLE und MLE) und der Dauerstufe 
für die Kovariate Zeit. Es werden für alle GEV-Modelle und Dauerstufen sowohl positive 
als auch negative Werte des Formparameters mit den beiden genutzten Verfahren geschätzt. 
Aus der GMLE-Methode resultieren für das GEV000- und GEV100-Modell im Mittel grö-
ßere und eine höhere Anzahl an positiven Formparametern, wohingegen die Streuung bei 
der MLE-Methode für alle GEV-Modelle größer ist. Die MLE-Methode erzeugt bei den vor-
liegenden Reihen Ausreißer, jedoch keine unplausiblen Schätzwerte. In diesem Zusammen-
hang wurde die Aufzeichnungslänge der genutzten Stationsdaten als ausreichend lang be-
wertet, sodass eine wie in Ragulina und Reitan (2017) oder Lutz et al. (2020) empfohlene 
Einschränkung des Formparameters zunächst nicht genutzt wurde. Diese wurde bei dem in 
Abschnitt 10 dargestellten Parameterausgleich verwendet, um plausible, dauerstufenüber-
greifende Parameterverläufe zu erhalten. 
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Abbildung 9.1: Streuung der Schätzwerte des Formparameters 𝜉 für unterschiedliche Modelle 
der GEV in Abhängigkeit des genutzten Schätzverfahrens (GMLE, MLE) und 
der Dauerstufe. Die instationären Modelle der GEV (GEV100 und GEV110) 
wurden über die Zeit als Kovariate modelliert. Der Mittelwert der dauerstufen-
abhängigen Schätzwerte ist als blaue bzw. rote Linie dargestellt. Datengrund-
lage: 21 Dauerstufen mit jeweils 49 Reihen. 
Abbildung 9.2 zeigt die Streuung des Formparameters 𝜉 für die GEV-Modelle, welche unter 
Hinzunahme der jährlichen Temperaturwerte als Kovariate modelliert wurden. Beide 
Schätzverfahren weisen vereinzelte Ausreißer, jedoch für alle Dauerstufen plausible Schätz-
werte für den Formparameter auf. Auch hier resultieren aus dem GMLE-Verfahren im Ver-
gleich zum MLE-Schätzer durchschnittlich höhere Werte. Im Mittel sind die Schätzwerte 
für beide Verfahren bis auf die Dauerstufe 𝐷=6 d (8640 min) durchgehend positiv. 
 
76 Auswahl von Schätzverfahren, Modellen und Kovariaten für die Parameter genutzter Verteilungsfunktionen 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
 
Abbildung 9.2: Streuung der Schätzwerte des Formparameters 𝜉 für unterschiedliche Modelle 
der GEV in Abhängigkeit des genutzten Schätzverfahrens (GMLE, MLE) und 
der Dauerstufe. Die instationären Modelle der GEV (GEV100 und GEV110) 
wurden unter Hinzunahme der jährlichen Temperaturwerte als Kovariate model-
liert. Der Mittelwert der dauerstufenabhängigen Schätzwerte ist als blaue bzw. 
rote Linie dargestellt. Datengrundlage: 21 Dauerstufen mit jeweils 49 Reihen. 
Die Anpassungsgüte der Modelle mit unterschiedlichen Kovariaten und Schätzverfahren 
wurde abschließend gegenübergestellt und es erfolgte eine Modellauswahl anhand des Ne-
gative-Log-Likelihood-Wertes (NLLH), des AIC und des BIC (siehe Abschnitt 8). Abbil-
dung 9.3 zeigt die Auswertung für die Kovariate Zeit. Die Modelle, deren Parameter über 
die MLE-Methode geschätzt wurden, zeigen für beide instationären GEV-Modelle eine bes-
sere Anpassungsgüte im Vergleich zur GMLE-Methode. Lediglich für das stationäre GEV-
Modell weisen die aus der GMLE-Methode resultierenden Verteilungsfunktionen für mitt-
lere Dauerstufen (𝐷 = 45 min bis 𝐷 = 360 min) eine bessere Anpassungsgüte auf. Dieses 
Ergebnis bilden alle drei genutzten Verfahren zur Modellauswahl gleichermaßen ab. 
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Abbildung 9.3: Anzahl der über die Informationskriterien zur Anpassungsgüte (NLLH, AIC 
und BIC) gewählten Schätzverfahren (GMLE und MLE) je Dauerstufe. Die Pa-
rameter der instationären GEV-Modelle (GEV100 und GEV110) wurden über 
die Zeit als Kovariate modelliert. Datengrundlage: 21 Dauerstufen mit jeweils 
49 Reihen. 
Abbildung 9.4 zeigt die Ergebnisse der Gegenüberstellung der beiden Schätzverfahren unter 
Nutzung jährlicher Temperaturwerte aus Klimamodell-Ensembles als Kovariate für die Mo-
dellierung der Parameterverläufe der instationären GEV (GEV100 und GEV110). Für alle 
drei untersuchten Modelle führt die Nutzung des GMLE-Schätzers bei mittleren Dauerstufen 
(𝐷 = 45 min bis 𝐷 = 360 min) zu einer höheren Anpassungsgüte, führt über alle Dauerstu-
fen hinweg jedoch zu keiner signifikant besseren oder schlechteren Anpassung. 
78 Auswahl von Schätzverfahren, Modellen und Kovariaten für die Parameter genutzter Verteilungsfunktionen 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
 
Abbildung 9.4: Anzahl der über die Informationskriterien zur Anpassungsgüte (NLLH, AIC 
und BIC) gewählten Schätzverfahren (GMLE und MLE) je Dauerstufe. Die Pa-
rameter der instationären GEV-Modelle (GEV100 und GEV110) wurden über 
jährliche Temperaturwerte als Kovariate modelliert. Datengrundlage: 21 Dauer-
stufen mit jeweils 49 Reihen. 
Auf Basis der aufgeführten Auswertungen zu den Schätzergebnissen des Formparameters 
sowie unter Berücksichtigung der Anapassungsgüte wurde in dieser Arbeit die MLE als 
Schätzverfahren für die Parameter der genutzten GEV-Modelle verwendet. 
9.2 Nutzung linearer Parameterverläufe bei Anwendung instationä-
rer GEV-Modelle 
Bezüglich der Anwendung einfacher oder komplexerer Modelle für die instationären Para-
meter der GEV kann, wie in Abschnitt 7.2 aufgeführt, z. B. zwischen linearen und quadrati-
schen Parameterverläufen unterschieden werden. Im Zuge der Anwendung muss abschlie-
ßend geprüft werden, welches Modell zu bevorzugen ist (siehe auch Abschnitt 8). Wenn-
gleich ein komplexeres Modell in Anbetracht langjähriger saisonaler Schwankungen die Be-
obachtungsdaten besser abbildet als ein linearer Trend, gilt es ebenfalls, hinsichtlich des 
Einbezugs von Trends und klimatischen Änderungssignalen bei der Bemessungspraxis, die 
Einfachheit eines Modells zu berücksichtigen. Letztlich bedingt eine höhere Anzahl von Pa-
rametern auch stets eine wachsende Unsicherheit bei deren Schätzung. 
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Die Annahme linearer Parameterverläufe der instationären GEV-Modelle setzt keinen Trend 
in den Beobachtungsdaten voraus, sodass allein durch die Anwendung eines instationären 
Modells mit linearen Parameterverläufen keine grundlegend falsche Annahme über die Da-
ten getroffen wird und diese Modelle somit auch bei stationären Beobachtungsdaten ange-
wendet werden können. Dies soll am folgenden Beispiel verdeutlicht werden: 
Gegeben sind die AMAX-Werte der 24 h-Dauerstufe an der Station Haenscheid (Rhein-
Sieg-Kreis) mit einer Aufzeichnungslänge von 43 Jahren (Abbildung 9.5). Bei einer Unter-
suchung auf Instationaritäten wurden keine signifikanten Trends und Sprungstellen festge-
stellt. Es wurden anschließend drei unterschiedliche GEV-Modelle an die AMAX-Werte an-
gepasst: 
1. stationär 𝜃1(𝜇, 𝜎, 𝜉), 
2. instationärer linearer Verlauf des Lageparameters 𝜃2(𝜇(𝑡), 𝜎, 𝜉) und  
3. instationärer linearer Verlauf des Lage- und Skalenparameters 𝜃3(𝜇(𝑡), 𝜎(𝑡), 𝜉).  
Die Parameter wurden mittels MLE (siehe Abschnitt 6.3.4) geschätzt, wobei die instationä-
ren linearen Modelle in Abhängigkeit der Zeit (respektive des Beobachtungsjahres des je-
weiligen Maximalwertes) modelliert wurden. Die Ergebnisse der Parameterschätzung für 
die drei angepassten GEV-Modelle sind in Tabelle 9.1 aufgeführt, die daraus resultierenden 
Verteilungsfunktionen in Abbildung 9.6 dargestellt. Bei einem direkten Vergleich der drei 
Modelle liegen lediglich bei dem dritten Modell mit instationären linearem Lage- und Ska-
lenparameter geringe Abweichungen bei der Parameterschätzung gegenüber den ersten bei-
den Modellen vor. Diese liegen innerhalb der Vertrauensbereiche des stationären Modells. 
Das instationäre Modell mit linearem Lageparameter weist hingegen keinerlei Unterschied 
zum stationären Modell auf. 
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Abbildung 9.5: Jährliche Maximalwerte täglicher Niederschlagssummen an der Station Haen-
scheid (Rhein-Sieg-Kreis), Aufzeichnungslänge: 43 Jahre. 
Tabelle 9.1: Ergebnis der Parameterschätzung für die unterschiedlichen GEV-Modelle mit 





NLLH AIC BIC Parameter  
(2017) 
stationär (1)   166,15 338,31 343,59  
Lageparameter 𝜇 41,57    41,57 
Skalenparameter 𝜎 10,83    10,83 
Formparameter 𝜉 -0,18    -0,18 
instationär (2)   166,15 340,31 347,35  
Lageparameter 𝜇0 41,27 
   41,57 
 𝜇1 0,00015 
    
Skalenparameter 𝜎 10,83    10,83 
Formparameter 𝜉 -0,18    -0,18 
instationär (3)   165,98 341,97 350,77  
Lageparameter 𝜇0 38,74 
   41,55 
 𝜇1 0,0014 
    
Skalenparameter 𝜎0 -46,39 
   11,43 
 𝜎1 0,029 
    
Formparameter 𝜉 -0,18    -0,18 
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Abbildung 9.6: Verteilungsfunktionen der unterschiedlichen GEV-Modelle für die Station Ha-
enscheid (Rhein-Sieg-Kreis), für die Berechnung der instationären Modelle 
(GEV100, GEV110) wurden die Parameter für das Jahr 2017 verwendet (siehe 
Tabelle 9.1), grau eingefärbt sind die Konfidenzbereiche des stationären GEV-
Modells. 
Zum aktuellen Zeitpunkt existiert keine Begründung dafür, komplexere exponentielle Mo-
delle weniger komplexen linearen Modellen vorzuziehen. Es bedarf in jedem Fall eines Ab-
wägens zwischen zusätzlichen Unsicherheiten durch die Hinzunahme weiterer Parameter 
und dem eigentlichen Gedanken der Berücksichtigung bzw. Abbildung klimatischer Ände-
rungssignale bei der instationären extremwertstatistischen Auswertung für die Bestimmung 
von Bemessungsgrößen in der Wasserwirtschaft. 
Zusammenfassend lässt sich eine stationäre Zeitreihe mit instationären linearen parametri-
schen Modellen der GEV beschreiben. Im Zuge der vorliegenden Arbeit wurde aus Gründen 
der Übertragbarkeit, einer möglichst geringen Unsicherheit bei den Ergebnissen der Para-
meterschätzung und einer möglichst einfachen Modellierung daher auf lineare Parameter-
verläufe zurückgegriffen. 
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9.3 Berücksichtigung von regionalisierten Niederschlagssummen und 
Klimaprojektionen-Ensembles als Kovariate in parametrischen, 
instationären GEV-Modellen 
9.3.1 Einführung 
Agilan und Umamahesh (2017b) führen am Untersuchungsbeispiel der Stadt Hyderabad (In-
dien) auf, dass die Kovariate Zeit 𝑡 – unabhängig von der zu betrachtenden Niederschlags-
dauer – nicht für die Modellierung der instationären Parameterverläufe der GEV-Modelle 
geeignet ist. Daher untersuchten Agilan und Umamahesh (2017b) die Eignung fünf weiterer 
physikalischer Prozesse als Kovariate für die Parametermodelle der GEV (siehe auch Ab-
schnitt 3.3) und erzielten für Kurzzeit-Niederschläge mit Modellen der Urbanisierung sowie 
regionalen Temperaturmodellen die besten Ergebnisse, wohingegen sich für längere Nieder-
schlagsdauern globale (Klima-)Modelle als geeignet erwiesen. 
Diesem Ansatz folgend, werden in der vorliegenden Arbeit ergänzend zu der Kovariate Zeit 
zwei unterschiedliche Modelle für die Berücksichtigung klimatischer Änderungssignale in 
den Niederschlagszeitreihen untersucht:  
1. langjährige regionale Mittelwerte der jährlichen Niederschlagssummen in Deutsch-
land sowie  
2. jährliche Temperaturwerte aus regionalisierten Klimamodell-Ensembles für NRW.  
Die verwendeten Daten und die daraus resultierenden Modelle werden in den beiden nach-
folgenden Abschnitten 9.3.2 und 9.3.3 aufgeführt und mit dem Ziel, eine geeignete Kovari-
ate für die weiterführenden Untersuchungen auszuwählen, untersucht. 
9.3.2 Langjährige, regionale Mittelwerte der jährlichen Niederschlags-
summen in Deutschland 
Der DWD stellt über den Climate Data Center (CDC) unterschiedliche Klimadaten über ei-
nen offenen Zugang online zur Verfügung (DWD, o.J.b). Die über den Downloadbereich 
verfügbaren Daten beinhalten unter anderem jährliche Gebietsmittel der Niederschlagshö-
hen für alle 16 Bundesländer in Deutschland (DWD, o.J.c). Abbildung 9.7 zeigt die Zeitrei-
hen der jährlichen Niederschlagssumme aufgeteilt für alle Bundesländer und Abbildung 9.8 
im Detail für NRW. Letztere wurden zur Berücksichtigung klimatischer Änderungssignale 
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als Kovariate (𝐾𝑜𝑣ℎ𝑁,𝑁𝑅𝑊) genutzt. Die parametrischen Modelle für die instationären Para-
meter 𝜇(𝑡) und 𝜎(𝑡) der GEV ergeben sich somit zu: 
𝜇(𝑡) = 𝛽0 + 𝛽1𝐾𝑜𝑣ℎ𝑁,𝑁𝑅𝑊(𝑡) bzw.  
𝜎(𝑡) = 𝛾0 + 𝛾1𝐾𝑜𝑣ℎ𝑁,𝑁𝑅𝑊(𝑡) 
Gleichung (9.1) 
 
Abbildung 9.7: Gebietsmittel der jährlichen Niederschlagshöhe in mm mit linearem Trend (rote 
Linie) für 16 Bundesländer. Ergänzend sind die Signifikanz des Trends (TRUE/ 
FALSE) sowie die Steigung in mm/a angegeben. Datengrundlage: Beobach-
tungsdaten mit einer Aufzeichnungslänge von 1881 bis heute (DWD, o.J.c). 
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Abbildung 9.8: Gebietsmittel der jährlichen Niederschlagshöhe in mm mit linearem Trend (rote 
Linie) für NRW. Ergänzend ist die Signifikanz des Trends (TRUE) sowie die 
Steigung in mm/a angegeben. Datengrundlage: Beobachtungsdaten mit einer 
Aufzeichnungslänge von 1881 bis heute (DWD, o.J.c). 
Ergänzend wurde die Eignung bzw. die Einbeziehung der langjährigen regionalen Mittel-
werte der jährlichen Niederschlagssummen für die Modellierung der instationären GEV-Pa-
rameter überprüft. Die Modellauswahl erfolgte anhand des AIC (Abschnitt 8.3) nach Gegen-
überstellung der über die Zeit 𝑡  und über die zusätzlichen Niederschlagssummen 
(𝐾𝑜𝑣ℎ𝑁,𝑁𝑅𝑊) geschätzten Modelle der beiden instationären GEV. Abbildung 9.9 zeigt die 
Anzahl der Stationen mit dem dazugehörigen, zu bevorzugenden Modell der Kovariaten. Im 
direkten Vergleich führen die zeitabhängigen Modelle für kürzere Dauerstufen bis 60 Minu-
ten zu einer besseren Modellanpassung. Über alle Dauerstufen hinweg betrachtet, führen die 
Modelle unter Berücksichtigung der gemittelten Niederschlagssummen zu besseren Model-
lergebnissen; für die GEV100 zu ≈ 61 %, für GEV110 zu ≈ 56 %. Nachteilig sind die Er-
gebnisse hinsichtlich einer Extrapolation in die Zukunft zu bewerten. Dies ist unter Einbezug 
der genutzten Mittelwerte der jährlichen Niederschlagssummen als Kovariate nicht möglich. 
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Abbildung 9.9: Anzahl der über das AIC gewählten parametrischen, instationären Modelle je 
Dauerstufe und GEV-Modell in Abhängigkeit der für die Modellierung genutz-
ten Kovariaten. Hier Gegenüberstellung der Kovariate Zeit (t) und Mittelwerte 
der jährlichen Niederschlagssummen für NRW (hN,NRW). Datengrundlage: 21 
Dauerstufen mit jeweils 49 Reihen. 
9.3.3 Temperaturwerte regionaler Klimaprojektionen-Ensembles für 
NRW 
Als alternative Kovariate wurden Ergebnisse bzw. Projektionen der Lufttemperatur in 2 m 
über dem Boden (𝑡𝑎𝑠 in °C) aus regionalen Klimamodellen (engl. regional climate model, 
RCM) verwendet. Regionale Modelle nutzen Parameter aus globalen Klima- bzw. Zirkula-
tionsmodellen (engl. general circulation models, GCM) als Startgröße für die kleinräumige 
differenzierte Darstellung und Simulation des Klimas und lassen sich in statistische (engl. 
empirical statistical downscaling models, ESD) sowie dynamische Modelle unterteilen. 
ESD-Modelle basieren auf Beobachtungsdaten und weisen einen geringeren Bias als dyna-
mische Modelle auf, lassen sich jedoch aufgrund der notwendigen Datengrundlage schlech-
ter räumlich interpolieren (vgl. Hübener et al., 2017; Hoffmann et al., 2018; Linke, 2020). 
Die für diese Arbeit genutzten Klimasimulationen wurden im ReKliEs-De-Projekt (Regio-
nale Klimaprojektionen Ensemble für Deutschland) erzeugt und liegen auf dem EURO-
CORDEX-Gitter (European Coordinated Downscaling Experiment) in einer räumlichen 
Auflösung von 12 km (0,11°) vor (Hübener et al., 2017). Für die Simulationen wurden un-
terschiedliche GCM verwendet, die auf drei unterschiedlichen Szenarien in Form von soge-
nannten „repräsentativen Konzentrationspfaden“ (engl. representative concentration pa-
thways, RCP) basieren. Diese Szenarien wurden für den 5. Sachstandsbericht des IPCC 
(IPCC, 2014) entwickelt und bilden bestimmte Treibhausgaskonzentrationen in der 
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Atmosphäre sowie einen Strahlungsantrieb W/m² ab, der bis zum Jahr 2100 erreicht wird. 
Die RCP-Szenarien werden nach der Erhöhung des Strahlungsantriebes im Jahr 2100 gegen-
über dem Jahr 1850 benannt. Das RCP2.6-Szenario stellt dabei das „Klimaschutz-Szenario“ 
dar, wohingegen das RCP8.5-Szenario einem „weiter-wie-bisher“-Szenario entspricht 
(Brienen et al., 2020). Tabelle 9.2 zeigt eine Übersicht von vier gängigen RCP-Szenarien. 





Das CO2-Äquivalent beträgt im Jahr 2100 über 1370 ppm
1  
Ähnlich dem A2 SRES-Szenario 
RCP6.0 
 
Szenario der Stabilisierung des Strahlungsantriebs im Jahr 2100 bei ei-
nem CO2-Äquivalent von ca. 850 ppm
1 
Ähnlich dem A1B SRES-Szenario 
RCP4.5 
(moderat) 
Anstieg des CO2-Äquivalents bis 2100 auf 650 ppm
1 
Ähnlich zum B1 SRES-Szenario 
RCP2.6 
(Klimaschutz) 
Anstieg der Treibhausgaskonzentration bis 2020 auf ca. 490 ppm1, da-
nach Rückgang der Konzentration 
Ähnlich dem im EU-Projekt ENSEMBLES erstellten E1-Stabilisie-
rungsszenario. 
Das Szenario entspricht in etwa dem sogenannten 2 °C Ziel der Verein-
barungen von Paris. 
 1gegenüber einem vorindustriellen Niveau von 280 ppm 
Durch das LANUV wurden regionalisierte Klimaprojektionen der Lufttemperatur in 2 m 
über dem Boden (𝑡𝑎𝑠 ) von insgesamt 44 Kombinationen aus globalen und regionalen 
Klimamodellen als Gebietsmittel für NRW ab dem Jahr 1971 bereitgestellt. Diese wurden 
zuvor durch den DWD aus den auf dem CORDEX-Gitter vorliegenden Rasterwerten der 
einzelnen Klimamodelle abgeleitet und stellen die Gebietsmittelwerte der Ergebnisse der 
einzelnen regionalen Klimamodelle dar. Für die drei RCP-Szenarien RCP2.6, RCP4.5 und 
RCP8.5 wurde der Median aus allen zur Verfügung stehenden Modellkombinationen be-
rechnet. Abbildung 9.10 zeigt die über einen 30-jährigen Tiefpassfilter (R Core Team, 2020; 
Wand, 2020) geglätteten Werte des Medians der Lufttemperatur für die drei RCP-Szenarien, 
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die Bandbreite der dazugehörigen Ensembleergebnisse sowie die beobachteten und ebenfalls 
über einen Tiefpassfilter geglätteten Daten. 
 
Abbildung 9.10: Lufttemperatur in 2 m Höhe (tas) aus beobachteten Werten und als Gebietsmit-
tel aus Ergebnissen regionaler Klimamodelle für NRW (hellgraue Linien). Her-
vorgehoben ist der über einen Tiefpassfilter (30 Jahre) geglättete Median für 
drei unterschiedliche RCP-Szenarien mit der entsprechend eingefärbten Ergeb-
nisbandbreite der genutzten Klimamodelle (angepasst nach DWD, 2021, Daten-
quelle: LANUV). 
Zur Berücksichtigung klimatischer Änderungssignale wurden die Werte des Medians als 
Kovariate (𝐾𝑜𝑣𝑅𝐶𝑃,𝑁𝑅𝑊) für die parametrischen Modelle der instationären GEV genutzt. Die 
Modelle der instationären Parameter 𝜇(𝑡) und 𝜎(𝑡) ergeben sich somit zu: 
𝜇(𝑡) = 𝛽0 + 𝛽1𝐾𝑜𝑣𝑅𝐶𝑃,𝑁𝑅𝑊(𝑡) bzw.  Gleichung (9.2) 
𝜎(𝑡) = 𝛾0 + 𝛾1𝐾𝑜𝑣𝑅𝐶𝑃,𝑁𝑅𝑊(𝑡)  Gleichung (9.3) 
Es wurden die unter Einbezug der Lufttemperatur (𝑡𝑎𝑠) als Kovariate aus den drei RCP-
Szenarien RCP2.6, RCP4.5 und RCP8.5 modellierten instationären Modelle der GEV ge-
genübergestellt. Die Auswahl des für die weiteren Modelle als Kovariate zu nutzenden RCP-
Szenarios erfolgte anhand des AIC (siehe Abschnitt 8.3). Die Ergebnisse der Gegenüberstel-
lung sind in Abbildung 9.11 dargestellt. Für beide GEV-Modelle stellt das 
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Klimaschutzszenario (RCP2.6) die geeignete Kovariate, insbesondere in den kurzen Dauer-
stufen, dar und wurde daher für die weiteren Analysen genutzt. 
 
Abbildung 9.11: Anzahl der über das AIC gewählten parametrischen, instationären Modelle je 
Dauerstufe und GEV-Modell in Abhängigkeit der für die Modellierung genutz-
ten Kovariaten. Hier Gegenüberstellung drei unterschiedlicher RCP-Szenarien 
als Kovariate. Datengrundlage: 21 Dauerstufen mit jeweils 49 Reihen. 
Der Einbezug von Klimaprojektionen-Ensembles in Form des RCP2.6-Szenarios in die pa-
rametrischen Modelle der instationären GEV wurde weiterführend den mittels der Kovariate 
Zeit 𝑡 modellierten GEV-Modellen gegenübergestellt (Abbildung 9.12). Die Auswertung 
zeigt für alle Dauerstufen und beide instationären GEV-Modelle eine höhere Modellgüte bei 
zusätzlicher Verwendung der Temperaturwerte (𝑡𝑎𝑠) aus dem RCP2.6-Szenario. 
Auswahl von Schätzverfahren, Modellen und Kovariaten für die Parameter genutzter Verteilungsfunktionen 89 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
 
Abbildung 9.12: Anzahl der über das AIC gewählten parametrischen, instationären Modelle je 
Dauerstufe und GEV-Modell in Abhängigkeit der für die Modellierung genutz-
ten Kovariaten. Hier Gegenüberstellung der Kovariate Zeit (t) und RCP2.6-Sze-
nario (RCP2.6,NRW). Datengrundlage: 21 Dauerstufen mit jeweils 49 Reihen. 
9.3.4 Diskussion 
Abbildung 9.13 zeigt die zusammenfassende Auswertung als Gegenüberstellung der Zeit 𝑡, 
dem RCP2.6-Szenario sowie den in Abschnitt 9.3.2 aufgeführten langjährigen regionalen 
Mittelwerten der jährlichen Niederschlagssummen in NRW als Kovariaten zur Modellierung 
der instationären parametrischen Modelle der GEV. Das RCP2.6-Szenario stellt sich für kür-
zere Dauerstufen als die geeignetste Kovariate für die genutzte Datengrundlage heraus, wo-
hingegen die Mittelwerte der jährlichen Niederschlagssummen für größere Dauerstufen ab 
𝐷 = 540 min zu einer besseren Modellanpassung führen. Die Modellierung der Parameter-
verläufe über die Zeit 𝑡 und ohne die Zusatzinformation führt nur bei sehr kleinen Dauerstu-
fen mit 𝐷 <  15 min gegenüber dem Einbezug von Gebietsmitteln regionalisierter Nieder-
schlagssummen zu einer besseren Anpassungsgüte (vgl. Abschnitt 9.3.2, Abbildung 9.9). 
Diese Ergebnisse können auf beide untersuchten instationären Modelle der GEV (GEV100 
und GEV110) übertragen werden. 
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Abbildung 9.13: Anzahl der über das AIC gewählten parametrischen, instationären Modelle je 
Dauerstufe und GEV-Modell in Abhängigkeit der für die Modellierung genutz-
ten Kovariaten. Hier Gegenüberstellung der Kovariate Zeit (t), RCP2.6-Szena-
rio (RCP2.6,NRW) und Mittelwerte der jährlichen Niederschlagssummen für 
NRW (hN,NRW). Datengrundlage: 21 Dauerstufen mit jeweils 49 Reihen. 
Die aufgeführten Analysen zur Berücksichtigung von regionalisierten Niederschlagssum-
men und Klimaprojektionen-Ensembles als Kovariate zeigen deutlich, dass der Einbezug 
externer Informationen bei der Modellierung der instationären Parameterverläufe zu einer 
höheren Anpassungsgüte führt.  
Regionalisierte Niederschlagssummen stellen dabei einen geeigneten Kompromiss zwischen 
großräumigen Änderungssignalen aus globalen Klimamodellen und lokalen Besonderheiten 
an einzelnen Niederschlagsstationen dar. Diese Werte eignen sich jedoch nicht für eine Ext-
rapolation, wie beispielsweise bei Verwendung des Design-Life-Level-Ansatz (siehe Ab-
schnitt 11.3). Durch die Nutzung und Hinzunahme von Klimamodelldaten hingegen können 
aus den Beobachtungsdaten nur schwer zu prognostizierende langzeitliche Veränderungen 
mit einer geringeren Unsicherheit in die extremwertstatistischen Modelle einbezogen wer-
den. Eine Extrapolation ist im Rahmen des Prognosezeitraums der Klimamodelle ebenfalls 
möglich und wird durch den erweiterten Informationsgehalt zudem verlässlicher. 
Für die instationären, extremwertstatistischen Auswertungen in der vorliegenden Arbeit 
wurden daher für NRW regionalisierte Klimaprojektionen der Lufttemperatur in 2 m über 
dem Boden als Informationserweiterung genutzt. Hierbei wurde der über einen 30-jährigen 
Tiefpassfilter geglättete Median aus insgesamt 44 Ensemble-Kombinationen genutzt. 
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10 Parameterausgleich bei dauerstufenübergreifenden ext-
remwertstatistischen Analysen von Niederschlagsereignis-
sen 
Die extremwertstatistischen Analysen erfolgen in der vorliegenden Arbeit – in Anlehnung 
an DWA-A 531 – für Niederschlagsereignisse unterschiedlicher Dauer. Die Einteilung er-
folgt in 21 Dauerstufen, die sich aus ATV-DVWK (1985) ableiten, zu: 𝐷 = 5 min, 10 min, 
15 min, 20 min, 30 min, 45 min, 60 min, 90 min, 2 h, 3 h, 4 h, 6 h, 9 h, 12 h, 18 h, 1 d, 2 d, 
3 d, 4 d, 5 d, 6 d (siehe auch Abschnitt 4.2). 
Für die AMAX-Werte dieser Dauerstufen wird – getrennt voneinander – eine Verteilungs-
funktion angepasst und deren Parameter geschätzt, sodass bei 21 Dauerstufen die gleiche 
Anzahl an Lage-, Skalen- und Formparametern (bei Nutzung einer GEV-Verteilung) für eine 
Niederschlagsstation vorliegt. Um im weiteren Verlauf zwischen zwei aufeinanderfolgen-
den, größer werdenden Dauerstufen zunehmende Quantilwerte zu erhalten, werden die ein-
zelnen Parameter über die Dauerstufen hinweg ausgeglichen. Der nach DWA (2012a) vor-
geschlagene Ansatz (Abschnitt 4.2) beschreibt diesen Ausgleich nur für die zweiparametri-
sche Gumbel-Verteilung und kann daher nicht auf die GEV übertragen werden. 
Fischer und Schumann (2018) haben den in DWA (2012a) aufgeführten Ansatz erweitert 
und auf die dreiparametrische GEV-Verteilung übertragen. Dabei werden die „Parameter 
[…] als Funktionale der Dauerstufen beschrieben […], wobei diese Funktionen nicht-fallend 
für steigende Dauerstufen […][sind] und gewisse Wachstumsraten erfüllen“ (Fischer und 
Schumann, 2018, S. 250). Für eine Dauerstufe 𝐷 folgt die sogenannte kombinierte GEV 
(cGEV) zu: 







}  Gleichung (10.1) 
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und ist nach Fischer und Schumann (2018) definiert für 𝑧 > 𝜇 − 𝜎/𝜉 und 𝜉(𝐷) ≥ 0 für alle 
𝐷, mit 𝜇: (0,∞) → (0,∞) und 𝜎: (0,∞) → (0,∞) als nicht fallende Funktionen. Der Form-
parameter 𝜉 wird bei der cGEV über das Skalen-Form-Verhältnis (𝜎/𝜉) modelliert und nach 
erfolgtem Ausgleich aus dem Verhältnis umgerechnet.  
In einem ersten Schritt werden die Parameter der GEV-Verteilung für jede Dauerstufe 𝐷 
geschätzt. Dies erfolgt nach dem in Abschnitt 6.3.4 beschriebenen Verfahren der MLE. Im 
Anschluss an die Parameterschätzung werden die folgenden, nicht-fallenden Ausgleichs-








 und Gleichung (10.3) 
𝜎
𝜉
= 𝛼 + 𝛽𝐷  Gleichung (10.4) 
mit 𝑎𝜇, 𝑎𝜎 > 0 und 𝑏𝜇, 𝑏𝜎 > −1 sowie 𝛼 ∈ 𝑖 und 𝛽 ≥ 0.  
Die Parameter 𝑎𝜇, 𝑏𝜇, 𝑎𝜎, 𝑏𝜎, 𝛼 und 𝛽 der funktionalen Zusammenhänge zwischen Dauer-
stufe 𝐷 und den einzelnen Parametern 𝜃(𝜇, 𝜎, 𝜉) der Verteilungsfunktion werden abschlie-
ßend „[…] gemeinsam über alle Dauerstufen optimiert, so dass eine global optimale Anpas-
sung erhalten wird“ (Fischer und Schumann, 2018, S. 250). 
Der dargestellte Ansatz wurde für die in dieser Arbeit durchgeführten Untersuchungen mit 
dem stationären Modell der GEV-Verteilung übernommen. Für die Anwendung der instati-
onären extremwertstatistischen Modelle erfolgte eine Kombination des cGEV-Modells 
(Gleichung (10.1)) mit den parametrischen-Modellen der GEV-Verteilung (siehe Gleichung 
(7.1) bis Gleichung (7.5) in Abschnitt 7.2). Es ergibt sich damit eine zeit- und dauerstufen-
abhängige Anpassung der Parameter für jeden Zeitschritt und somit für jedes Aufzeich-
nungsjahr der Beobachtungen bzw. – bei Vorliegen einer Extrapolation – für jedes ebendie-
ser Jahre. Das Ergebnis des Parameterausgleichs für die instationäre GEV100 ist in  
Abbildung 10.1 am Beispiel der Station Iserlohn_Kesbern dargestellt. Die abgebildeten Pa-
rameter entsprechen dem Parametersatz für das Jahr 2017. 
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Abbildung 10.1: Parameterausgleich des instationären GEV-Modells (GEV100) an der Station 
Iserlohn_Kesbern. Die Parameter entsprechen dem Parametersatz für das Jahr 
2017 (angepasst nach Fischer und Schumann, 2018). 
Im Zuge der Auswertungen hat sich das über Gleichung (10.4) zu modellierende Skalen-
Form-Verhältnis (𝜎/𝜉) bei der lokalen bzw. globalen Optimierung der Formparameter mit 
Schätzwerten für 𝜉 nahe Null als problematisch erwiesen. Abbildung 10.2 zeigt exempla-
risch die Streuung der Werte des Skalen-Form-Verhältnisses über die Dauerstufen für die 
stationäre GEV. Zur Veranschaulichung wurden die Absolutwerte logarithmiert und in po-
sitive sowie negative Verhältniswerte unterteilt. Über alle Dauerstufen hinweg liegen sowohl 
im positiven als auch negativen Wertebereich des Skalen-Form-Verhältnisses Ausreißer vor. 
Es erfolgte für die weitere Auswertung die Festlegung eines Wertebereich für 𝜎/𝜉  von 
[−100,+100], womit Ausreißer aus den zu berücksichtigenden Skalen-Form-Verhältnissen 
ausgeschlossen und somit eine deutlich bessere Anpassung erzielt wurde. 
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Abbildung 10.2: Logarithmierte Absolutwerte des negativen und positiven Skalen-Form-Verhält-
nisses des stationären GEV-Modells (GEV000). Die obere und untere Grenze 
der für den linearen Ausgleich berücksichtigten Werte [-100;+100] sind als rote 
gepunktete Linie dargestellt. 
Der Einfluss des gesetzten Wertebereiches ist in Abbildung 10.3 am Beispiel der Station 
Iserlohn_Kesbern dargestellt. Den Ansätzen in Papalexiou und Koutsoyiannis (2013) sowie 
Ragulina und Reitan (2017) folgend, wurde für die zeitabhängige Optimierung des Formpa-
rameters 𝜉 ein weiterer Grenzfall implementiert. Über einen iterativen Prozess wurden die 
Werte des geschätzten Formparameters für den Bereich 𝜉 = [−0,14,+0,1] auf einen festen 
Wert von 𝜉 = 0,1 gesetzt. Die Ergebnisse des optimierten Formparameters 𝜉 sind in Abbil-
dung 10.4 zusammen mit den geschätzten Formparametern für drei unterschiedliche Modelle 
der GEV dargestellt. 
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Abbildung 10.3: Linearer Ausgleich des Skalen-Form-Verhältnisses. Exemplarisch an der Sta-
tion Iserlohn_Kesbern für gefilterte (rot) und ungefilterte (schwarz) Werte des 
Skalen-Form-Verhältnisses. 
 
Abbildung 10.4: Streuung der Werte für den geschätzten (schwarz) und optimierten Formpara-
meter (rot) für drei unterschiedliche Modelle der GEV. Datengrundlage: 21 
Dauerstufen mit jeweils 49 Reihen. 
Ergänzend ist in der folgenden Abbildung 10.5 die Verteilung positiver und negativer Form-
parameter 𝜉 für alle untersuchten Niederschlagsstationen und Dauerstufen dargestellt. Mit 
𝜉 > 0 ergibt sich die GEV-Verteilung als Typ II (Fréchet), mit 𝜉 < 0 der Typ III (Weibull). 
Die Grafik zeigt die Schätzwerte für den Formparameter vor dem erfolgten Parameteraus-
gleich. 
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Abbildung 10.5: Verteilung positiver (schwarz) und negativer (rot) Schätzwerte des Formpara-
metes unterschiedlicher GEV-Modelle vor dem Parameterausgleich für die ge-
nutzten Niederschlagsstationen. Datengrundlage: 21 Dauerstufen mit jeweils 49 
Reihen. 
Für alle drei GEV-Modelle (GEV000, GEV100, GEV110) liegen die negativen Formpara-
meter hauptsächlich in den sehr kurzen und sehr langen Dauerstufen vor. Mit Ausnahme von 
vereinzelten Stationen dominieren vor dem Parameterausgleich positive Schätzwerte für den 
Formparameter und damit die Fréchet-Verteilung. 
Aus der dauerstufenübergreifenden Optimierung mit den zuvor erläuterten Annahmen und 
Grenzwerten resultieren abschließend durchweg positive Formparameter und damit einheit-
lich die GEV als Typ II (Fréchet). Die Ergebnisse stimmen mit den Untersuchungen von 
Papalexiou und Koutsoyiannis (2013), Ragulina und Reitan (2017) sowie Lutz et al. (2020) 
überein. Unter Berücksichtigung dessen wird der Wertebereich der optimierten Parameter 
als plausibel bewertet.  
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11 Modelle für die Berücksichtigung zeitabhängiger Quan-
tile als Planungskenngröße wasserwirtschaftlicher Bau-
werke 
11.1 Allgemeines  
Die im Zuge einer Bauwerksbemessung gesuchten Aussagen zur Auftretenshäufigkeit bzw. 
-wahrscheinlichkeit einer bestimmten Belastungsgröße und beispielsweise der damit einher-
gehenden Versagenswahrscheinlichkeit des zu planenden Bauwerks erfolgen in der gängi-
gen hydrologischen Praxis unter Verwendung extremwertstatistischer Modelle. Die Belas-
tungs- bzw. Bemessungsgröße wird in Form eines Quantilwertes aus der Inversen der Ver-
teilungsfunktion 𝐹(𝑥)  abgeleitet. Dieser Quantilwert, z. B. die Niederschlagshöhe 
ℎ𝑁(𝐷, 𝑇), wird auch als Return-Level oder Return-Value und das dazugehörige Wieder-
kehrintervall 𝑇 als engl. Return-Period bezeichnet. Liegt eine instationäre Verteilungsfunk-
tion mit zeitabhängigen Parametern vor, so ändert sich dementsprechend aus der zu einer 
definierten Über- oder Unterschreitungswahrscheinlichkeit bzw. Jährlichkeit 𝑇 gehörende 
Quantilwert über die Zeit. Abbildung 11.1 zeigt exemplarisch zwei Dauerstufenserien jähr-
licher Maximalwerte mit zeitabhängigen Quantilwerten in Abhängigkeit des Wiederkehrin-
tervalls 𝑇. 
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Abbildung 11.1: Jährliche Maximalwerte für zwei ausgewählte Dauerstufen mit dazugehörigen, 
zeitabhängigen Quantilwerten in Abhängigkeit des Wiederkehrintervalls 𝑇 [a] 
an der Station Lascheid (Rhein-Sieg-Kreis). 
Um die Frage nach der zu wählenden Bemessungsgröße (Quantilwert) unter Berücksichti-
gung aller weiteren Planungsgrößen, Vorgaben und eines bestimmten Sicherheitsniveaus 
(siehe Abschnitt 4.3) zu beantworten, ist es das Ziel, ebendiese zeitabhängigen Quantilwerte 
zu einem „quasi stationären“ Bemessungswert zu überführen, wozu verschiedene Modelle 
Anwendung finden. Nachfolgend werden die in der vorliegenden Arbeit genutzten Modelle, 
der Effective-Return-Level-Ansatz (ERL) und der Design-Live-Level Ansatz (DLL), darge-
stellt.  
11.2 Effective-Return-Level-Ansatz 
Nach Anpassung einer instationären Verteilungsfunktion an die Zeitreihe jährlicher Maxi-
malwerte liegen für jeden Zeitpunkt 𝑡  unterschiedliche Parametersätze, z. B. 
𝜃𝑡(𝜇(𝑡), 𝜎(𝑡), 𝜉(𝑡)), vor. Die Verteilungsfunktion 𝐹(𝑥) ändert sich als Funktion über die 
Zeit 𝑡. Für ein vorgegebenes Wiederkehrintervall 𝑇 bzw. einer Unterschreitungswahrschein-
lichkeit 𝑃𝑈 resultieren aus der Inversen der zeitabhängigen Verteilungsfunktion unterschied-
liche Quantilwerte, z. B. ℎ𝑁(𝐷, 𝑇)(𝑡) für jeden Zeitpunkt 𝑡. Die Quantilwerte ändern sich 
somit ebenfalls als Funktion über die Zeit (z. B. Gilleland und Katz, 2016). 
Cheng und AghaKouchak (2014) schlagen bei Verwendung der GEV-Verteilung und einem 
zeitabhängigen Lageparameter 𝜇(𝑡) mit 𝜇(𝑡) = 𝜇0 + 𝜇1𝑡 zwei unterschiedliche Modelle für 
die Auswahl eines Quantilwertes in Abhängigkeit eines zu wählenden Lageparameters 𝜇 
Modelle für die Berücksichtigung zeitabhängiger Quantile als Planungskenngröße wasserwirtschaftlicher Bauwerke 99 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
vor. Für Modell (1) ergibt sich der Bemessungswert korrespondierend zum Median von 
𝜇(𝑡). Modell (2) nutzt für die Berechnung des Quantilwertes das 95 %-Perzentil von 𝜇(𝑡) 
und stellt bei einem über die Zeit steigenden Lageparameter somit die sicherere Variante mit 
einem geringeren Risiko dar. Der zu wählende Lageparameter 𝜇 berechnet sich zu: 
𝜇 = 𝑄𝜅(𝜇𝑡1, 𝜇𝑡2, … , 𝜇𝑡𝑛), 𝜇(𝑡) = 𝜇0 + 𝜇1𝑡 Gleichung (11.1) 
mit: 
𝜅 = 0,5 Modell (1) Median des Lageparameters 
𝜅 = 0,95 Modell (2) 95 %-Perzentil des Lageparameters 
Mit der Unterschreitungswahrscheinlichkeit 𝑃𝑈 bzw. Jährlichkeit 𝑇 =
1
1−𝑃𝑈
 und 𝜇 berechnet 









+ 𝜇 Gleichung (11.2) 
für 𝜉 ≠ 0 
In Cheng und AghaKouchak (2014) sowie Mondal und Daniel (2019) wird dieser Ansatz 
auch als Effective-Return-Level (ERL) bezeichnet. Übertragen auf die instationären Modelle 
der GEV-Verteilung wird das ERL-Quantil in der vorliegenden Arbeit über das 95 %-
Perzentil der zu einem bestimmten Wiederkehrintervall 𝑇  gehörenden, zeitabhängigen 
Quantilwerte bestimmt (korrespondierend zum 95 %-Perzentil von µ(𝑡)  und/oder 𝜎(𝑡)). 
Dieser Ansatz wurde gewählt, da nicht nur der Lageparameter µ, sondern zusätzlich auch 
der Skalenparameter 𝜎 als zeitinvariant angesetzt wurde. Ferner wäre bei zeitabhängigem 
Lage- und Skalenparameter durch die Wahl des 95 %-Perzentils eines jeden Parameterver-
laufs nicht gewährleistet, dass diese zum gleichen Zeitschritt gehören. Die Vorgehensweise 
des ERL-Ansatzes wurde auf die Ermittlung von Regenhöhen- bzw. Regenspendenlinien 
erweitert und wird am nachfolgenden Beispiel exemplarisch dargestellt: 
Gegeben sind dauerstufenabhängige AMAX-Werte einer Niederschlagszeitreihe mit 
einer Aufzeichnungsdauer von 100 Jahren. An die Beobachtungen wird nun, getrennt 
für jede Dauerstufe 𝐷, die instationäre GEV-Verteilung mit zeitabhängigem Lage- 
und/oder Skalenparameter angepasst. Die jeweiligen Parametersätze werden, wie in 
Abschnitt 10 beschrieben, über die Dauerstufen und die Zeit hinweg ausgeglichen, 
100 Modelle für die Berücksichtigung zeitabhängiger Quantile als Planungskenngröße wasserwirtschaftlicher Bauwerke 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
um ein einheitliches Bild der resultierenden Niederschlagsstatistik zu generieren. An-
schließend erfolgt die Berechnung der Quantilwerte für ein gegebenes Wiederkehrin-
tervall (z. B.: 𝑇 =  30 a) über die Inverse der GEV-Verteilung. Für jedes Jahr und 
jede Dauerstufe 𝐷 liegen nun zeitabhängige Quantilwerte vor. Als resultierende sta-
tionäre Quantilwerte werden abschließend die 95 %-Perzentile dieser zeitabhängigen 
Werte je Dauerstufe berechnet und können abschließend zu einer Regenhöhenlinie 
zusammengefügt werden. 
Werden die zeitabhängigen ℎ𝑁(𝐷, 𝑇)(𝑡) (vgl. Abbildung 11.1) zusätzlich über die Dauer-
stufen visualisiert, so ergibt sich die in der nachfolgenden Abbildung 11.2 dargestellte Ver-
teilung der Quantilwerte ℎ𝑁(𝑡) über die Zeit und Dauerstufen. Im letzten Berechnungsschritt 
werden die 95 %-Perzentile (ERL 95 %-Perzentil) der zeitabhängigen ℎ𝑁(𝑡) für jede Dau-
erstufe in Form von einer Regenhöhenlinie für ein ausgewähltes Wiederkehrintervall 𝑇 dar-
gestellt (Abbildung 11.3). 
 
Abbildung 11.2: Zeitabhängige Quantilwerte ℎ𝑁(𝑡) (schwarz gepunktete Linien) in Abhängig-
keit von Dauerstufe 𝐷 und Zeit 𝑡 für ein Wiederkehrintervall 𝑇 = 10 a. Rot dar-
gestellt sind die 95 %-Perzentile der zeitabhängigen Quantilwerte. 
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Abbildung 11.3: Regenhöhenlinie aus ERL 95 %-Perzentil der ℎ𝑁(𝑡). 
11.3 Design-Life-Level-Ansatz 
Der Design-Life-Level-Ansatz (DLL) wird von Mudersbach und Bender (2017) als syste-
matischer Ansatz zur Bemessung wasserwirtschaftlicher Infrastruktur bei instationären Be-
dingungen vorgeschlagen und basiert auf der Vorgabe einer Bauwerkslebensdauer 𝑁 und 
einer vorgegebenen Überschreitungswahrscheinlichkeit EPN (engl. exceedance  
probability N) innerhalb dieser Bauwerkslebensdauer in Form eines Sicherheitsniveaus. Der 
DLL-Ansatz wurde erstmalig von Rootzén und Katz (2013) veröffentlicht (siehe auch Ab-
schnitt 3.3) und von Mudersbach und Bender (2017) dahingehend erweitert, als dass die für 
den Zeitpunkt der Bemessung – im sogenannten Referenzjahr – gesuchte, maßgebende 
Überschreitungswahrscheinlichkeit bestimmt werden soll. 
Für ein Ereignis 𝑋 mit einer Überschreitungswahrscheinlichkeit 𝑃Ü kann mittels der Bino-
mialverteilung die Auftretenswahrscheinlichkeit 𝑃𝑘 dafür berechnet werden, dass das Ereig-
nis 𝑋 innerhalb einer Zeitspanne von 𝑛 Jahren 𝑘-mal eintritt. Für große 𝑛 und kleine 𝑃Ü 
kann die Binomialverteilung über die Poisson-Verteilung angenähert werden (vgl. Abschnitt 
6.1). Die Berechnung der Wahrscheinlichkeit 𝑃, dass ein Ereignis 𝑋 innerhalb von 𝑛 Jahren 
keinmal eintritt (𝑘 = 0), erfolgt dann mit: 
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𝑃𝑘=0 = (1 − 𝑃Ü)
𝑛 =∏(1 − 𝑃Ü
𝑛
𝑖=1
)  Gleichung (11.3) 
und als komplementäres Ergebnis zu 𝑃𝑘=0 mit: 
𝑃𝑘≥1 = 1 − 𝑃𝑘=0 = 1 − (1 − 𝑃Ü)
𝑛 = 1 −∏(1 − 𝑃Ü
𝑛
𝑖=1
) Gleichung (11.4) 
für die Überschreitungswahrscheinlichkeit.  
Wird die Zeitspanne 𝑛 mit einer geplanten Bauwerkslebensdauer 𝑁 gleichgesetzt, erhält die 
Überschreitungswahrscheinlichkeit 𝑃Ü innerhalb der Lebensdauer 𝑁 die Bezeichnung EPN. 
Mit der Jährlichkeit 𝑇 = 𝑁 ergibt sich 𝐸𝑃𝑁 = 0,6358 = 63,58  %. Abbildung 11.4 zeigt 
exemplarisch die EPN für ausgewählte typische Jährlichkeiten 𝑇 in Abhängigkeit der Le-
bensdauer 𝑁 . Die Überschreitungswahrscheinlichkeit 𝑃Ü  für ein Ereignis 𝑋  bleibt dabei 
über die geplante Bauwerkslebensdauer 𝑁 gleich. 
 
Abbildung 11.4: EPN in Abhängigkeit der Lebensdauer 𝑁 für ausgewählte Jährlichkeiten 𝑇 mit 
einem Sicherheitsniveau=63,58 % für 𝑇=𝑁=50 a (stationärer Fall) (angepasst 
nach Mudersbach und Bender, 2017). 
Für den instationären Fall hingegen ändert sich die Unter- bzw. Überschreitungswahrschein-
lichkeit 𝑃Ü  für ein bestimmtes Ereignis 𝑋 über die Zeit bzw. über den Planungshorizont 
Modelle für die Berücksichtigung zeitabhängiger Quantile als Planungskenngröße wasserwirtschaftlicher Bauwerke 103 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
eines Bauwerks (Bauwerkslebensdauer 𝑁 ). Die Veränderung der Überschreitungswahr-
scheinlichkeit für ausgewählte Niederschlagsereignisse mit bestimmter Jährlichkeit ist in 
Abbildung 11.2 dargestellt. 
Die Berechnung der EPN für den instationären Fall erfolgt vom Referenzjahr 𝑎𝑖=0 aus über 
die Lebensdauer 𝑁 bis zum Ende der Lebensdauer im Jahr 𝑎𝑖=𝑁 und ergibt sich zu: 
𝐸𝑃𝑁 = 1 −∏(1 − 𝑃Ü,𝑖
𝑛=𝑁
𝑖=1
) Gleichung (11.5) 
mit: 
𝑃Ü,𝑖 Zeitabhängige Überschreitungswahrscheinlichkeit 
𝑁 Bauwerkslebensdauer [a]  
Aus einer vorgegebenen Jährlichkeit 𝑇 im Referenzjahr und der Bauwerkslebensdauer 𝑁 re-
sultiert für den stationären Fall ein bestimmtes Sicherheitsniveau EPNsoll (siehe Abbildung 
11.4). Es wird abschließend die im Referenzjahr zu wählende Überschreitungswahrschein-
lichkeit 𝑃Ü,𝑖=0 gesucht, für die sich auch im instationären Fall mit Gleichung (11.5) das Si-
cherheitsniveau EPNsoll am Ende der Bauwerkslebensdauer ergibt (siehe Abbildung 11.5). 
Diese zu wählende Überschreitungswahrscheinlichkeit 𝑃Ü,𝑖=0  wird auch mit DEP (engl.  
design exceedance probability) und die dazugehörige Jährlichkeit mit DRP (engl. design 




  Gleichung (11.6) 
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Abbildung 11.5: Beispielhafter Verlauf der EPN für eine ausgewählte Dauerstufe, einer Bau-
werkslebensdauer 𝑁=50 a, einem Sicherheitsniveau von 63,58 % und dazuge-
hörigem DRP=55 a (angepasst nach Mudersbach und Bender, 2017). 
Der zur ermittelten Überschreitungswahrscheinlichkeit 𝑃Ü,𝑖=0 bzw. DEP gehörende Quan-
tilwert mit der Jährlichkeit DRP kann abschließend für die Bemessung herangezogen wer-
den. 
Der Ansatz wurde in der vorliegenden Arbeit auf die Ermittlung von Regenhöhen- bzw. 
Regenspendenlinien erweitert und wird am nachfolgenden Beispiel erläutert. Eine exempla-
rische Darstellung erfolgt zudem in Abschnitt 12.6: 
Gegeben sind dauerstufenabhängige AMAX-Werte einer Niederschlagszeitreihe mit 
einer Aufzeichnungsdauer von 60 Jahren. Es wird nun, getrennt für jede Dauerstufe 
𝐷, eine instationäre GEV mit zeitabhängigem Lage- und/oder Skalenparameter an-
gepasst. Die jeweiligen Parametersätze werden über die Dauerstufen und die Zeit 
hinweg ausgeglichen, um ein einheitliches Bild der resultierenden Niederschlagssta-
tistik zu generieren (vgl. Abschnitt 10). Zusätzlich erfolgt die Festlegung eines Refe-
renzjahres z. B. 2017, einer Bauwerkslebensdauer 𝑁 von 50 Jahren und einer Jähr-
lichkeit 𝑇𝑖=0 = 50 a mit dazugehörigem Sicherheitsniveau 63,58 %. Anschließend 
erfolgt die Berechnung der Quantilwerte ℎ𝑁(𝐷, 𝑇𝑖=0) im Referenzjahr sowie die Be-
rechnung der dazugehörigen, zeitabhängigen Über- bzw. 
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Unterschreitungswahrscheinlichkeit dieser Quantilwerte (𝑃Ü,𝑖, 𝑃𝑈,𝑖) . Im nächsten 
Schritt erfolgt die Berechnung der instationären EPN für unterschiedliche Jährlich-
keiten am Ende der Bauwerkslebensdauer sowie die im Referenzjahr zu wählende 
DRP in Abhängigkeit der auszuwertenden Dauerstufe und Jährlichkeit. Für ein Quan-
tilwert ℎ𝑁(𝐷, 𝑇𝑖=0) ergeben sich somit anhand der ermittelten DRP neue Quantil-
werte ℎ𝑁(𝐷, 𝐷𝑅𝑃), die die zeitliche Entwicklung der Über- bzw. Unterschreitungs-
wahrscheinlichkeit innerhalb der Bauwerkslebensdauer unter Berücksichtigung des 
entsprechenden Sicherheitsniveaus beinhalten. 
11.4 Zusammenfassung und Bewertung der Methoden 
Beide dargestellten Ansätze ermöglichen die Überführung zeitabhängiger Quantilwerte in 
eine „quasi stationäre“ Planungskenngröße. 
Der ERL-Ansatz ist dabei abhängig von der Wahl des Perzentils. In dem hier dargestellten 
und genutzten Verfahren wird das als Planungsgröße zu berücksichtigende Quantil aus dem 
zeitabhängigen Verlauf über den Zeitraum der Beobachtungen gewählt. Eine mögliche Ext-
rapolation über den Beobachtungszeitraum hinaus wäre als Erweiterung dieses Verfahrens 
denkbar. Je nach zeitlichem Verlauf der Quantilwerte resultiert bei dem ERL-Ansatz aus der 
Wahl des Perzentils ein geringeres bzw. höheres Sicherheitsziel, sodass bei einer Anwen-
dung des ERL-Verfahrens diese Größe einen gewissen Spielraum erlaubt. 
Der DLL-Ansatz stellt demgegenüber das komplexere Verfahren dar. Die Berechnungser-
gebnisse sind abhängig von der Bauwerkslebensdauer, dem gewählten Referenzjahr sowie 
der Größe und Art der über die Bauwerkslebensdauer angenommenen bzw. extrapolierten 
zeitlichen Entwicklung der Quantilwerte. Durch die Berücksichtigung von regionalisierten 
Klimaprojektionen, Klimaindizes, oder Langjähriger Mittelwerte hydrometeorologischer 
Kenngrößen bei der Modellierung der Quantilwerte können Unsicherheiten bei der Extrapo-
lation reduziert werden. 
Mittels des ERL- und DLL-Ansatzes können instationäre Quantilwerte unter Berücksichti-
gung verschiedener Randbedingungen in eine wasserwirtschaftliche Planungskenngröße 
überführt werden. Unter Verwendung der in Abschnitt 7.2 aufgeführten instationären GEV-
Modelle sowie des in 10 dargestellten Parameterausgleichs in Anlehnung an Fischer und 
Schumann (2018) konnte sowohl der ERL- als auch der DLL-Ansatz konnte somit in der 
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vorliegenden Arbeit mit der Vorgehensweise zur Ermittlung von Regenhöhen- bzw. Regen-
spendenlinien nach DWA (2012a) verknüpft werden. 
Der folgende Abschnitt 12 führt die vorab aufgeführten theoretischen Grundlagen und Ver-
fahren zusammen. Als Erweiterung des aktuellen Stands der Technik wird die Entwicklung 
eines instationären Berechnungsansatzes für Regenhöhen zur Anwendung in der wasserwirt-
schaftlichen Bemessungspraxis im Detail dargestellt. 
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12 Entwicklung eines instationären Berechnungsansatzes für 
Regenhöhen 
12.1 Einführung 
In Deutschland regelt zum aktuellen Zeitpunkt das Arbeitsblatt A 531 der DWA (DWA, 
2012a) die Vorgehensweise und Methodik zur Erstellung von Regenhöhen- bzw. Regen-
spendenlinien als Grundlage für die Bemessung unterschiedlicher wasserbaulicher Anlagen. 
Die darin beschriebene extremwertstatistische Auswertung von jährlichen maximalen Nie-
derschlagshöhen verschiedener Dauerstufen 𝐷 sieht eine Anwendung bzw. Anpassung der 
zweiparametrischen Gumbel-Verteilung an die AMAX-Werte der aggregierten Dauerstu-
fenreihen mit einem anschließenden Ausgleich der Parameter der Verteilungsfunktion über 
die Dauerstufen vor (siehe Abschnitt 4.2). Als klassisches extremwertstatistisches Modell 
setzt diese deutschlandweit angewandte Vorgehensweise stationäre Beobachtungen voraus 
und berücksichtigt keine Instationaritäten in den Daten. 
Die vorangegangenen Ausführungen der zur Verfügung stehenden extremwertstatistischen 
Methoden, der variantenreichen Modelle zur Berücksichtigung von Klimaprojektionen, 
Sprungstellen, Trends und weiteren hydrologisch relevanten Parametern bei der Berechnung 
von Regenhöhen ermöglichen eine grundlegende Weiterentwicklung des aktuell gültigen 
Ansatzes. In einem neuen Ansatz für die Erstellung von Regenhöhenlinien sollen demnach 
sowohl mehrparametrische instationäre Modelle von Verteilungsfunktionen einfließen (Ab-
schnitt 6.2 und 7.2), als auch die Berücksichtigung von Instationaritäten in den Beobach-
tungsdaten in Form von Trends und Sprungstellen erfolgen (Abschnitt 5.2, 5.3 und 5.4) so-
wie Klimaprojektionen bei der instationären Parameterschätzung implementiert werden 
(Abschnitt 9.3). Der Berechnungsansatz vereint somit aktuelle Methoden und Modelle und 
überträgt diese auf die bestehende Vorgehensweise nach DWA (2012a). 
Der instationäre Berechnungsansatz für Regenhöhen bzw. Regenhöhenlinien gliedert sich in 
drei aufeinander aufbauende Stufen, deren einzelne Schritte nachfolgend erläutert und 
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dargestellt werden. Vorausgehend werden die statistischen Kennwerte der genutzten Daten-
grundlage aufgeführt (Abschnitt 12.2). Abbildung 12.1 zeigt das Flussdiagramm des instati-
onären Bemessungsansatzes für Regenhöhen- bzw. Regenspendenlinien mit einzelnen Zwi-
schenergebnissen der Berechnungsschritte. 
 
Abbildung 12.1: Flussdiagramm des instationären Bemessungsansatzes für Regenhöhen- bzw. 
Regenspendenlinien mit einzelnen Berechnungsschritten (dunkelgrau) und da-
zugehörigen Zwischenergebnissen (hellgrau). 
12.2 Statistische Kennwerte und Überblick der verwendeten Daten 
Vor den Ergebnissen der Trend- und Sprungstellenanalysen werden Mittelwert M, Stan-
dardabweichung SD, Variationskoeffizient VarKoeff, Schiefe und Kurtosis als ausgewählte 
statistische Kennwerte für die aufbereitete Datengrundlage (vgl. Abschnitt 2) dargestellt.  
Es wurden Jahres- und Monatssummen sowie die jährlichen Serien der aggregierten Dauer-
stufenreihen für alle 49 Niederschlagsstationen ausgewertet. Zudem erfolgte die Auswertung 
der jährlichen Serien hinsichtlich des Zeitpunktes des Auftretens der jeweiligen Nieder-
schlagsereignisse. 
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In Abbildung 12.2 sind die statistischen Kennwerte der Jahressummen von 49 Nieder-
schlagsstationen dargestellt. Diese weisen im Mittel eine jährliche Niederschlagssumme von 
884 mm mit einer mittleren Standardabweichung von 139 mm (15 %) auf. Die Schiefe be-
trägt im Mittel -0,09 und die Kurtosis 0,61. Dabei liegen Stationen sowohl mit rechts- als 
auch linksschiefen Daten vor (vereinzelte rechtsschiefe Ausreißer). 
 
Abbildung 12.2: Statistische Kennwerte der Jahressummen für die 49 genutzten Niederschlags-
stationen. Die rote vertikale Linie stellt jeweils den Mittelwert der Kenngröße 
über alle Stationen dar. 
Abbildung 12.3 zeigt die Auswertung der jährlichen Serien der aggregierten Dauerstufenrei-
hen (AMAX-Serien). Für jede Dauerstufe 𝐷 wurden die Serien aller Niederschlagsstationen 
zusammengefasst und die jeweiligen statistischen Kenngrößen berechnet. Schiefe und 
Kurtosis weisen für die Dauerstufen von 𝐷 = 60 min bis 𝐷 = 2 d eine breitere Streuung auf 
und implizieren mit durchgehend positiven Werten über alle Dauerstufen hinweg eine Ten-
denz zu rechtsschiefen Verteilungen mit schweren Rändern. Ergänzend ist in Abbildung 12.3 
die fixe Schiefe der Gumbel-Verteilung mit 𝛾 = 1,1396  dargestellt. Die Schiefe der 
AMAX-Reihen stimmt hiermit nur für vereinzelte Dauerstufenserien überein. 
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Abbildung 12.3: Statistische Kennwerte der jährlichen Serien (AMAX) der aggregierten Dauer-
stufenreihen für die 49 genutzten Niederschlagsstationen. Als rot gestrichelte 
Linie ist ergänzend die Schiefe der Gumbel-Verteilung mit 1,1396 dargestellt. 
Zusätzlich zu den aufgeführten statistischen Kennwerten zeigt die nachfolgende Tabelle 12.1 
die Zusammenfassung der mittleren Monatssummen sowie die mittlere Jahressumme aufge-
teilt für alle 49 untersuchten Niederschlagsstationen. Die Stationen Frielingsdorf mit der 
höchsten mittleren Jahressumme und Sindorf mit der niedrigsten mittleren Jahressumme sind 
grau hinterlegt.  
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Tabelle 12.1: Mittlere monatliche und jährliche Niederschlagssummen der verwendeten Nie-
derschlagsstationen. 
  
Name Mittlere Niederschlagshöhe [mm]    
Nov Dez Jan Feb Mar Apr Mai Jun Jul Aug Sep Okt Jahr 
Aachen_Soers 65,3 78,2 71,5 62,2 62,9 51,6 68,6 79,5 76,8 76,4 65,8 70,5 829 
Aue 102,8 131,5 123,6 92,2 96,8 61,3 71,2 77,8 90,9 84,6 84,2 93,0 1.110 
BadHonnef_Bruengs 71,2 75,7 67,3 57,0 66,0 56,5 70,9 88,4 87,4 83,6 69,1 65,3 858 
Baumberg 77,2 91,3 84,8 61,8 69,5 49,6 64,8 77,7 79,8 81,8 75,0 74,1 887 
Birgden 54,9 63,3 54,5 57,0 50,0 39,8 57,3 70,3 70,3 70,3 58,3 58,2 704 
Bockeroth 64,8 64,2 58,9 49,0 58,2 49,9 68,6 85,7 87,6 77,2 64,9 60,1 789 
Boke 61,2 63,3 61,1 44,7 56,5 42,5 61,2 64,0 72,8 72,4 62,9 54,7 717 
Bornheim_M_H 52,9 55,4 47,8 46,1 51,5 45,8 59,7 74,1 75,6 70,2 59,2 51,8 690 
Brenzingen 104,3 124,1 116,2 86,3 95,4 63,9 74,6 89,3 95,3 87,9 86,3 91,4 1.115 
Brilon_WW 95,5 106,4 99,0 78,4 89,8 64,3 74,3 87,5 94,2 91,7 83,8 77,4 1.042 
Detmold_KA 82,9 98,1 95,0 64,9 71,9 52,5 68,1 77,7 76,4 81,0 73,0 70,4 912 
Duesseldorf_LANUV 61,6 68,0 58,7 48,9 52,3 46,5 57,8 70,3 72,6 69,0 57,7 59,2 723 
Effeln 69,3 72,2 67,2 51,0 62,3 52,3 69,0 78,5 88,6 81,0 71,1 63,1 826 
Eitorf 81,7 89,2 85,1 66,6 76,4 56,0 72,0 85,7 89,4 83,7 73,3 74,7 934 
Eschmar_Muellekove 55,8 58,1 51,4 44,7 51,8 45,5 62,7 79,0 73,2 75,4 58,9 54,9 711 
Essen_BRW 77,3 83,9 77,1 60,5 63,4 58,1 71,5 86,1 89,9 88,0 74,0 71,0 901 
Freckenhorst_KA 64,4 71,0 65,9 48,0 57,5 42,8 60,5 68,2 72,3 68,1 64,9 59,6 743 
Freilingen 52,1 56,5 52,7 43,3 46,0 45,3 60,2 61,0 64,1 61,2 58,1 52,6 653 
Frielingsdorf 120,9 144,0 135,1 98,0 109,5 68,6 79,3 102,4 110,5 99,1 96,9 100,5 1.265 
Gerderath 59,2 68,5 60,7 52,7 53,0 42,8 57,9 70,2 77,2 66,8 62,0 59,5 730 
Haenscheid 95,1 109,5 103,5 78,8 88,5 60,7 76,6 92,1 90,9 88,1 80,3 81,0 1.045 
Hagen_Maeckinger 90,9 110,3 105,5 78,6 92,3 66,3 75,8 84,0 90,4 82,7 83,5 85,2 1.045 
Hanfmuehle 71,3 74,6 72,0 59,7 67,2 53,7 70,8 83,2 86,9 81,5 68,3 67,2 856 
Havert 60,3 66,5 57,2 49,4 52,6 39,8 57,7 72,5 67,7 71,2 56,8 59,2 711 
Helgersdorf 90,2 111,2 100,2 76,0 81,5 63,8 77,8 83,4 95,6 89,7 77,6 83,4 1.031 
Homburg_Broel_KA 106,5 128,9 120,7 87,6 97,1 64,9 77,9 90,8 93,0 87,9 88,7 91,6 1.136 
Iserlohn_Kesbern 90,3 102,8 99,5 75,7 86,6 60,6 77,0 91,4 103,7 92,4 87,8 81,1 1.049 
Kellinghausen 63,6 66,9 63,9 47,2 60,5 48,1 69,1 79,4 84,8 81,2 70,9 60,6 796 
Kleinenberg 76,7 82,8 74,9 55,8 65,8 48,4 66,2 73,6 83,3 74,9 71,0 66,6 840 
Kuchenbach 67,8 70,4 66,8 54,6 62,8 50,2 69,8 85,3 85,0 81,3 66,8 65,1 826 
Lahnhof_GeGr 102,9 116,4 112,4 86,1 88,0 69,8 82,0 85,6 100,2 90,2 86,5 91,7 1.112 
Lascheid 80,1 89,1 84,6 67,1 75,3 58,0 72,3 83,4 88,6 83,0 71,4 75,1 928 
Lehmbach 87,1 95,5 89,5 68,9 79,2 60,1 74,3 96,4 98,0 89,5 79,9 78,1 996 
Lengerich_KA 71,1 80,3 75,9 54,7 59,2 45,1 60,4 76,8 80,3 80,6 70,8 68,8 824 
Marienfeld 99,8 114,1 106,2 79,7 89,3 60,6 76,2 93,6 95,7 90,9 84,8 88,2 1.079 
Medelon 80,3 96,0 93,1 66,2 67,8 49,5 56,9 72,1 69,3 67,5 63,9 68,1 851 
Minden_StUA 55,2 62,6 60,8 42,1 50,9 39,9 55,2 67,9 66,3 69,7 55,7 57,6 684 
Neunkirchen_Se 88,9 100,5 93,5 72,8 81,5 59,7 74,7 96,5 94,5 92,3 79,5 80,0 1.014 
Raffelsbrand 91,6 108,3 97,3 87,4 91,3 70,0 83,5 88,3 97,6 87,3 81,7 82,6 1.067 
Rehringhausen 106,4 129,0 117,2 86,0 94,0 68,5 75,4 88,8 102,0 94,1 85,1 93,3 1.140 
Roetgen 88,0 98,1 88,7 73,3 80,8 64,1 79,6 88,8 95,4 91,4 80,5 74,8 1.004 
Rothenbach 59,1 67,7 64,3 52,8 56,3 41,7 56,6 73,7 69,1 63,8 58,3 58,5 722 
Schapdetten 68,5 75,6 72,9 52,2 59,4 44,2 61,1 73,3 75,2 74,2 64,7 62,4 784 
Sindorf 49,1 52,2 44,5 39,1 46,4 42,7 57,6 69,3 68,3 63,8 49,4 53,6 636 
St_Arnold 71,2 77,2 73,3 53,6 61,4 45,5 61,5 72,0 76,1 72,1 66,4 63,2 794 
Suelze 114,6 134,3 124,4 91,4 102,7 68,0 78,1 102,7 113,7 97,3 96,0 96,8 1.220 
Warburg_Welda 54,1 57,0 51,1 37,4 49,5 40,6 58,2 68,2 70,0 61,9 54,0 50,3 652 
Warstein_Stbr 89,3 107,0 100,9 78,0 88,4 66,2 72,5 84,7 100,6 92,5 82,0 77,3 1.039 
Worm 61,3 70,3 61,8 54,2 58,6 46,8 60,3 73,8 68,3 69,4 57,9 58,3 741 
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Abbildung 12.4 zeigt die jährlichen Verläufe der mittleren Monatssummen für die 49 unter-
suchten Niederschlagsstationen, wobei ebenfalls die Station Frielingsdorf mit der höchsten 
mittleren Jahressumme (1.265 mm) und die Station Sindorf mit der niedrigsten mittleren 
Jahressumme (636 mm) jeweils als gestrichelte Linie fett hervorgehoben sind. Es liegt eine 
deutliche Zunahme der Streuung der mittleren Monatssummen in den Frühlings- und Win-
termonaten (November bis April) mit einem Minimum im April vor. Die meteorologischen 
Sommermonate (Juni bis August) weisen im Vergleich dazu eine deutlich geringere Streu-
ung und höhere mittlere Monatssummen auf. 
 
Abbildung 12.4: Mittelwerte der Monatssummen von 49 Niederschlagsstationen. Hervorgehoben 
sind die Station Frielingsdorf mit der höchsten und die Station Sindorf mit der 
niedrigsten mittleren Jahressumme (gestrichelte Linie) (nach Portela et al., 
2020). 
Ergänzend werden die Anzahl und die monatliche Verteilung des Auftretens der beobachte-
ten AMAX-Werte der jeweiligen Dauerstufenreihen über das Kalenderjahr dargestellt. Ab-
bildung 12.5 zeigt die Verteilung für kleine Dauerstufen bis 4 h, Abbildung 12.6 für Dauer-
stufen bis zu 6 Tage.  
Für eine Niederschlagsdauer < 4 h konzentrieren sich die Ereignisse auf die Monate April 
bis August mit einem Maximum im Monat Juni, welches sich mit größer werdenden Dauer-
stufen in den Monat Juli verschiebt. Ebenfalls nimmt die Streuung der Ereignisse bei größer 
werdender Niederschlagsdauer über die Monate zu und konzentriert sich ab einer Nieder-
schlagsdauer von 3 Tagen auf den Monat November. 
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Die AMAX-Werte der kurzen Dauerstufenreihen beinhalten somit ausschließlich Regener-
eignisse der Sommermonate, die erst bei größer werdender Dauer zusätzlich langanhaltende 
Niederschlagsereignisse aus den Herbst- und Wintermonaten umfassen. 
 
Abbildung 12.5: Anzahl und monatliche Verteilung jährlicher Maximalwerte der aggregierten 
Dauerstufenreihen für Niederschlagsdauern von 10 min bis 4 h. Datengrund-
lage: 21 Dauerstufenreihen an 49 Stationen aus NRW. 
 
Abbildung 12.6: Anzahl und monatliche Verteilung jährlicher Maximalwerte (AMAX) der ag-
gregierten Dauerstufenreihen für Niederschlagsdauern von 6 h bis 6 d. Daten-
grundlage: 21 Dauerstufenreihen an 49 Stationen aus NRW. 
12.3 Untersuchungen auf Instationaritäten mittels Trend- und Sprung-
stellenanalysen  
Um eine weiterführende Kenntnis über grundlegende statistische Kennwerte und Eigen-
schaften der zu analysierenden Datengrundlage zu erlangen, erfolgen in der ersten Stufe 
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(Abbildung 12.7) des instationären Bemessungsansatzes und im Voraus zu den extremwert-
statistischen Methoden Trend- und Sprungstellenanalysen.  
 
Abbildung 12.7: Ausschnitt aus dem Flussdiagramm des instationären Berechnungsansatzes mit 
Inhalt der ersten Stufe. Inhalt der ersten Stufe des instationären Berechnungsan-
satzes 
Die Analysen wurden auf die jährlichen Serien der aggregierten Dauerstufenreihen (AMAX-
Reihen) angewendet, welche die Grundlage für die weiterführenden extremwertstatistischen 
Untersuchungen bilden. Durch die Aufbereitung der Dauerstufenserien nach Vorgabe des 
DWA-A 531 (DWA, 2012a) und die Verwendung jährlicher Maximalwerte kann die Unab-
hängigkeit der Beobachtungen vorausgesetzt werden. Die Grundannahmen der nachfolgend 
aufgeführten Tests sind dahingehend erfüllt und wurden im Zuge der vorliegenden Arbeit 
nicht weiter geprüft. 
Die Trenduntersuchungen erfolgten zunächst mit dem klassischen nichtparametrischen 
Mann-Kendall-Test (vgl. Abschnitt 5.2.2), um festzustellen, ob eine signifikante Instationa-
rität vorliegt. Es wurde auf einen Trend zu einem Signifikanzniveau von 𝛼 = 5 % getestet. 
Abhängige bzw. seriell autokorrelierte Daten können bei Verwendung des klassischen M-
K-Tests (Abschnitt 5.2.2) zu einer fehlerhaften Verwerfung der Nullhypothese und damit 
falschen Annahme eines signifikanten Trends führen. Der nach Hamed und Rao (1998) mo-
difizierte Test (vgl. Abschnitt 5.2.3) berücksichtigt eine mögliche Autokorrelation der Daten 
für ein Lag von 𝑘 = 1 und wurde ergänzend angewendet. Das Vorhandensein einer Auto-
korrelation wurde für die Untersuchung der AMAX-Werte als stochastisches Signal bewer-
tet und eine Gegenüberstellung beider Tests ergab identische Ergebnisse. Somit werden aus-
schließlich die Ergebnisse des klassischen M-K-Tests dargestellt. 
Da mittels des M-K-Tests keine Unterscheidung eines signifikanten Trends in Form einer 
langzeitlichen Änderung oder einer Sprungstelle in Form einer abrupten Änderung erfolgt 
und in beiden Fällen die Nullhypothese verworfen werden würde, erfolgte zusätzlich ein 
Homogenitätstest des Erwartungswertes mittels des nichtparametrischen Wilcoxon-Mann-
Whitney-Tests (vgl. Abschnitt 5.3.2), ebenfalls zu einem Signifikanzniveau von 𝛼 = 5 %. 
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Die Sensitivität des Tests in den Randbereichen wurde durch eine Ergänzung der Teststatis-
tik berücksichtigt. Bei einer detektierten Sprungstelle innerhalb der ersten und letzten acht 
Beobachtungsjahre der Reihe wurde die Teststatistik zugunsten der Nullhypothese bewertet 
(keine Sprungstelle). Die Wahl einer Mindestanzahl von acht Werten in den Randbereichen 
erfolgte, um eine möglichst hohe Repräsentanz des eigentlichen Verhaltens der Beobachtun-
gen zu erhalten. 
Zudem fand bei Detektion einer Sprungstelle außerhalb der Randbereiche eine erweiterte 
Testung statt. Diese beinhaltet eine Korrektur des Mittelwerts für das Teilstück vor der 
Sprungstelle und einen erneuten Trendtest der korrigierten Reihe. Bei Vorliegen eines 
Trends wurde die zuvor detektierte Sprungstelle als Trend, ansonsten als Sprungstelle ge-
schrieben. 
Abbildung 12.8 zeigt die Ergebnisse des M-K-Tests in Abhängigkeit der Dauerstufen für die 
jeweiligen Niederschlagsstationen. Mit Ausnahme von vier Niederschlagsstationen weisen 
alle untersuchten Stationen insbesondere in den kurzen Dauerstufen 𝐷 < 60  min einen 
Trend auf. Nur bei sieben Stationen wurden auch in Dauerstufen bis sechs Tagen Trends 
detektiert. Insgesamt weisen 239 von 1.029 Reihen (≈ 23 %) eine Instationarität in Form 
eines Trends auf. 
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Abbildung 12.8: Dauerstufenabhängige Verteilung der detektierten Instationaritäten in Form von 
Trends für Serien der AMAX-Werte an 49 untersuchten Niederschlagsstationen 
aus NRW. 
Abbildung 12.9 zeigt die Ergebnisse der ergänzend durchgeführten Tests auf Vorliegen einer 
Autokorrelation. 80 von 1.029 Reihen (≈ 8 %) weisen eine signifikante Korrelation für ein 
Lag von 𝑘 = 1 auf. Diese liegt in kurzen Dauerstufen 𝐷 < 45 min vor und nur vereinzelt 
bei Dauerstufen 𝐷 > 2 d. Für diese Serien wurde mittels des modifizierten M-K-Tests (vgl. 
Abschnitt 5.2.3) geprüft, ob die serielle Korrelation zu einer fehlerhaften Detektion eines 
Trends geführt hat. Da auch der modifizierte Test nicht zu einem Ablehnen der Alternativhy-
pothese in den hier aufgeführten Fällen führte, konnte der Einfluss der vorliegenden Auto-
korrelation ausgeschlossen werden und es wurden die Ergebnisse des klassischen M-K-Tests 
für die weiteren Auswertungen übernommen. 
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Abbildung 12.9: Dauerstufenabhängige Verteilung signifikanter Werte der Autokorrelations-
funktion für ein Lag von 𝑘 = 1 an 49 untersuchten Niederschlagsstationen aus 
NRW. 
Abbildung 12.10 zeigt die Ergebnisse der Sprungstellenanalyse in Abhängigkeit der Dauer-
stufen für jede untersuchte Niederschlagsstation. Es zeigen sich, ähnlich zum Trendtest, 
deutlich mehr Sprungstellen in den Serien der kurzen Dauerstufen als bei Maximalwerten 
der längeren Niederschlagsereignisse. Insgesamt wurden für 232 von 1.029 Reihen (≈ 22 %) 
Sprungstellen erkannt. 
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Abbildung 12.10: Dauerstufenabhängige Verteilung detektierter Instationaritäten in Form von 
Sprungstellen für Serien der AMAX-Werte an 49 untersuchten Niederschlags-
stationen aus NRW. Sprungstellen an den Rändern (acht Jahre) der Zeitreihen 
sind nicht dargestellt. 
Die Ergebnisse der getrennt voneinander aufgeführten Untersuchungen auf Instationaritäten 
mittels Trend- und Sprungstellenanalysen wurden abschließend zusammengeführt und sind 
in Abbildung 12.11 zusammenfassend dargestellt. Die Werte der Autokorrelationsfunktion 
(vgl. Abbildung 12.9) werden dabei nicht aufgeführt. 
Es wurden in 266 von 1.029 Reihen (≈ 26 %) Instationaritäten in Form von signifikanten 
Trends oder Sprungstellen ermittelt. Von diesen 266 Reihen weisen ≈ 17 % einen Trend und 
≈ 83 % eine Sprungstelle auf. 67 % dieser Instationaritäten liegen in Dauerstufen  
𝐷 < 30 min, 77 % in Dauerstufen 𝐷 < 60 min und 88 % in Dauerstufen 𝐷 < 360 min vor. 
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Abbildung 12.11: Zusammenfassende Darstellung der detektierten Instationaritäten in Form von 
Trends und Sprungstellen für Serien der AMAX-Werte verteilt über 21 Dauer-
stufen an 49 untersuchten Niederschlagsstationen in NRW. 
Die Steigung der zusammenfassend detektierten Trends wurde über den Sen´s Slope Esti-
mator berechnet, um die Sensitivität der linearen Regression gegenüber vereinzelten Ausrei-
ßern ausschließen zu können. Die nachfolgende Abbildung 12.12 zeigt für diese Serien die 
Größe des vorliegenden Trends. Dieser wurde für einen dauerstufenübergreifenden Ver-
gleich über die Mittelwerte der jeweiligen Reihen der Dauerstufen normiert. Die Größe der 
Steigung in mm/a nimmt mit größer werdender Dauerstufe ab und ist mit Ausnahme von 
zwei Reihen durchweg positiv. 
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Abbildung 12.12: Größe der detektierten Trends für die AMAX-Werte der aggregierten Dauerstu-
fenreihen. Der Wert der Steigung in mm/a ist normiert. 
Im Hinblick auf die nachfolgend aufgeführten extremwertstatistischen Modelle sollte eine 
vorangehende Prüfung und Berücksichtigung der Instationaritäten in den Grundlagendaten 
in jedem Fall erfolgen. Detektierte Trends oder Sprungstellen sollten dabei jedoch nicht auf 
Basis der Beobachtungen extrapoliert oder auf beliebige Stationen übertragen werden, son-
dern unter Berücksichtigung und Nutzung zusätzlicher Informationen in Form von langjäh-
rigen Trends regionalisierter Niederschlagssummen oder Klimaprojektionen wie sie in Ab-
schnitt 9.3 aufgeführt sind in die extremwertstatischen Modelle mit einbezogen werden. 
12.4 Anwendung der instationären, extremwertstatistischen Modelle  
Die zweite Stufe des instationären Bemessungsansatzes beinhaltet die Anwendung von sta-
tionären und instationären, extremwertstatistischen Modellen welche nachfolgend aufge-
führt werden (Abbildung 12.13). Zu den jeweiligen Berechnungsschritten gehörende Zwi-
schenergebnisse sind den entsprechend referenzierten Abschnitten zu entnehmen. Abschnitt 
12.5 beinhaltet eine zusammenfassende Ergebnisdarstellung und Abschnitt 12.6 stellt die 
Vorgehensweise am Beispiel einer ausgewählten Niederschlagsstation dar. 
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Abbildung 12.13: Ausschnitt aus dem Flussdiagramm des instationären Berechnungsansatzes mit 
Inhalt der zweiten Stufe. 
Die Erstellung von Regenhöhen- bzw. Regenspendenlinien erfolgt in dem entwickelten An-
satz mittels des ERL- sowie DLL-Modells (Abschnitt 11.2 und 11.3). Grundlage für beide 
Modelle ist die Anpassung instationärer Verteilungsfunktionen an Reihen von dauerstufen-
abhängigen AMAX-Werten. Als theoretische Verteilungsfunktion wurde die GEV sowohl 
mit stationärem Parametersatz 𝜃(𝜇, 𝜎, 𝜉)  als auch mit instationären Parameterverläufen 
𝜃(𝑡)(𝜇(𝑡, 𝐾𝑂𝑉), 𝜎(𝑡, 𝐾𝑂𝑉), 𝜉) unter Einbezug von Zeit und Temperaturwerten aus regiona-
len Klimaprognosen modelliert (vgl. Abschnitt 6.2, 7.2 und 9.3). Es wurden Lage- und Ska-
lenparameter der GEV als zeitabhängig gesetzt. Für alle Modelle erfolgte die Parameter-
schätzung über die MLE (vgl. Abschnitt 6.3.4 und 9.1). Anschließend wurden die – im in-
stationären Fall für jedes Jahr vorliegenden – Parameter 𝜇  bzw. 𝜇(𝑡), 𝜎  bzw. 𝜎(𝑡) und 𝜉 
über alle Dauerstufen hinweg ausgeglichen. Dazu wurde der in Abschnitt 10 dargestellte 
Ansatz genutzt. Mit den so erzeugten und optimierten Parametersätzen 𝜃 bzw. 𝜃(𝑡) können 
mit Vorgabe eines entsprechenden Wiederkehrintervalls die für eine Bauwerksbemessung 
gesuchten Quantilwerte bzw. Regenhöhen mittels der inversen Funktion der für jede Dauer-
stufe vorliegenden Verteilungsfunktion berechnet werden. Im instationären Fall zusätzlich 
für jedes Jahr der Beobachtungsdaten oder über einen gewünschten Zeitraum hinaus. 
Bei Verwendung des stationären GEV-Modells könnte an dieser Stelle bereits der gemein-
same funktionale Zusammenhang zwischen der Regenhöhe, dem Wiederkehrintervall und 
der Regendauer in Anlehnung an DWA (2012a) dargestellt werden. Aus den instationären 
Modellen resultieren jedoch zeitabhängige Quantilwerte, die über ergänzende Ansätze in 
zeitinvariante stationäre Bemessungsgrößen umgeformt werden sollen. Der in Abschnitt 
11.2 aufgeführte ERL-Ansatz nutzt hierfür ein vom Anwender zu wählendes Perzentil und 
berechnet das dazugehörige Quantil aus den zeitabhängigen Werten. In Abhängigkeit des 
zuvor gesetzten Wiederkehrintervalls erfolgt somit die Berechnung der Regenhöhen in 
122 Entwicklung eines instationären Berechnungsansatzes für Regenhöhen 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
Abhängigkeit der Regendauer. Durch die Kenntnis des funktionalen Zusammenhangs zwi-
schen den Parametern der Verteilungsfunktion und der Zeit ist eine beliebig weite Extrapo-
lation der Parameterverläufe und entsprechende Berechnung von Quantilwerten möglich. 
Dabei sollte jedoch das zum angesetzten Planungshorizont gehörende hydrologische Risiko 
in Betracht gezogen werden (vgl. Obeysekera und Salas, 2016 oder Mudersbach und Bender, 
2017). Hierzu wird ergänzend der in Abschnitt 11.3 aufgeführte DLL-Ansatz verwendet und 
somit eine Ermittlung von Quantilwerten unter zusätzlicher Berücksichtigung einer Bau-
werkslebensdauer sowie einer Auftretenswahrscheinlichkeit eines Ereignisses in dieser Zeit 
möglich.  
Für den ERL-Ansatz wird in der vorliegenden Arbeit das 95 %-Perzentil zur Berechnung 
der Regenhöhen verwendet. Der DLL-Ansatz wird mit einer Bauwerkslebensdauer von 50 
Jahren und dem Jahr 2017 als Referenzjahr angewendet. Das über die Bauwerkslebensdauer 
angesetzte Sicherheitsniveau ergibt sich jeweils aus der für das Referenzjahr gewählten Jähr-
lichkeit 𝑇 und der Bauwerkslebensdauer 𝑁. 
12.5 Ergebnisdarstellung und Gegenüberstellung der Modelle 
Die dritte abschließende Stufe des Bemessungsansatzes beinhaltet die Darstellung der be-
rechneten Regenhöhen. Diese werden in dem hier aufgeführten Ansatz aus dem stationären 
GEV-Modell sowie aus den beiden instationären Ansätzen (ERL und DLL) abgeleitet. 
 
Abbildung 12.14: Ausschnitt aus dem Flussdiagramm des instationären Berechnungsansatzes mit 
Inhalt der dritten Stufe. 
Die Ergebnisse aus den aufgeführten Modellen werden den Regenhöhen nach DWA (2012a) 
gegenübergestellt, woraufhin ein Vergleich der jeweiligen Modelle erfolgt. Dazu wurden die 
in Abschnitt 8 aufgeführten Kriterien zur Modellauswahl genutzt. Im Zuge der instationären 
Auswertungen wurden zwei unterschiedliche Modelle der GEV für die instationären Metho-
den angewendet: 
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1. Modell 1 mit zeitabhängigem Lageparameter und stationärem Skalen- und 
Formparameter (GEV100),  
2. Modell 2 mit zeitabhängigem Lage- und Skalenparameter und stationärem 
Formparameter (GEV110).  
Es ergeben sich somit jeweils zwei Ergebnisdatensätze je ERL- bzw. DLL-Ansatz. 
Abbildung 12.15 zeigt den Median der prozentualen Abweichung der Regenhöhen aus dem 
stationären GEV-Modell (GEV000) sowie den beiden instationären Berechnungsansätzen 
(ERL, DLL), jeweils in Bezug zum Berechnungsansatz nach DWA-A 531. Die Abweichun-
gen liegen zwischen -20 % und 110 %. Die alternativen Modelle führen für die 5- und 10-
Mintuen Dauerstufe durchweg zu höheren Regenhöhen und weisen hier die maximalen pro-
zentualen Differenzen auf. Generell variieren die Abweichungen über die Dauerstufen, neh-
men mit größer werdendem Wiederkehrintervall 𝑇 zu und verlagern sich dabei zunehmend 
in den positiven Bereich. Auffällig ist eine Zunahme der Abweichungen zwischen den Dau-
erstufen von 𝐷 = 3 h bis 𝐷 = 3 d mit einem Maximum bei 𝐷 = 12 h. Das komplexere 
DLL-Modell (GEV110) mündet über alle Dauerstufen hinweg in größeren Regenhöhen und 
den maximalen Abweichungen. 
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Abbildung 12.15: Prozentuale Abweichungen der Regenhöhen aus dem stationären GEV-Modell 
(GEV000) sowie den beiden instationären Berechnungsansätzen (ERL, DLL) 
im Vergleich zum Berechnungsansatz nach DWA-A 531 in Abhängigkeit des 
Wiederkehrintervalls 𝑇. 
Zusätzlich wurden die Regenhöhen aus dem entwickelten instationären Ansatz (ERL- und 
DLL-Modell) den Ergebnissen aus dem stationären GEV-Modell (GEV000) gegenüberge-
stellt. Abbildung 12.16 zeigt den Median der prozentualen Abweichungen der Regenhöhen 
in Abhängigkeit des Wiederkehrintervalls 𝑇. Die Abweichungen sind im Vergleich zu Ab-
bildung 12.15 insgesamt geringer und liegen zwischen -10 % und 60 %. Die größten Abwei-
chungen resultieren aus dem komplexeren DLL-Modell (GEV110). Für die anderen Modelle 
liegen die Abweichungen zwischen 0 % und 20 %. Für kurze Dauerstufen sind die Abwei-
chungen am größten und nehmen bis zu einer Dauerstufe von 𝐷 = 24 h ab, woraufhin eine 
erneute Zunahme folgt. Bei einem direkten Vergleich der instationären Modelle führt jeweils 
das komplexere, mehrparametrische Modell (GEV110) zu höheren Regenhöhen. 
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Abbildung 12.16: Prozentuale Abweichungen der Regenhöhen aus den instationären Bemessungs-
ansatz (ERL, DLL) im Vergleich zum stationären GEV-Modell (GEV000) in 
Abhängigkeit des Wiederkehrintervalls 𝑇. 
Neben der Gegenüberstellung einzelner Berechnungsergebnisse erfolgt abschließend ein 
Vergleich der Modellgüte bzw. -auswahl. Hierzu wurden die in Abschnitt 8.2, 8.3 und 8.4 
aufgeführten Tests und Informationskriterien herangezogen. Für den Likelihood-Ratio-Test 
(LRT) wurden zwei Teststatistiken berechnet. Abbildung 12.17 zeigt die Ergebnisse der 
Teststatistik für die Nullhypothese = Gumbel-Modell (Berechnungsansatz nach DWA 
(2012a)) gegen die Alternativhypothesen = stationäres GEV-Modell (GEV000) und instati-
onäre GEV-Modelle (GEV100 und GEV110). Die Alternativ-Modelle zeigen insbesondere 
für mittlere Dauerstufen eine höhere Anpassungsgüte. Die beiden instationären GEV-Mo-
delle werden dem Gumbel-Modell für kurze Dauerstufen häufiger als das stationäre GEV-
Modell bevorzugt. 
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Abbildung 12.17: Dauerstufenabhängige Verteilung der Modellauswahl anhand des LRT für die 
Teststatistik Nullhypothese = Gumbel-Modell vs. Alternativhypothese = statio-
näres GEV-Modell (GEV000) sowie instationäre GEV-Modelle (GEV100 und 
GEV110). 
Dieses Ergebnis wird anhand der Auswertung der Teststatistik Nullhypothese = GEV000 vs. 
Alternativhypothese = instationäres GEV-Modell (GEV100 und GEV110) (siehe Abbildung 
12.18) bestätigt. In kurzen Dauerstufen sind für über 50 % der Stationen beide instationären 
Modelle dem stationären Modell der GEV gegenüber zu bevorzugen. Dieser Anteil nimmt 
mit steigender Dauerstufe ab. 
 
Abbildung 12.18: Dauerstufenabhängige Verteilung der Modellauswahl anhand des LRT für die 
Teststatistik Nullhypothese = stationäres GEV-Modell (GEV000) vs. Alterna-
tivmodell = instationäres GEV-Modell (GEV100, 110). 
Ergänzend zum LRT wurden die Informationskriterien AIC, AICc und BIC für eine Bewer-
tung der genutzten Modelle bzw. eine Modellauswahl genutzt. Analog zum LRT erfolgte ein 
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Vergleich zwischen dem Gumbel-Modell und den drei GEV-Modellen (siehe Abbildung 
12.19). Für das AIC und AICc zeigt sich ein ähnliches Bild wie für den LRT. Die komple-
xeren Modelle weisen insbesondere für mittlere Dauerstufen eine bessere Anpassungsgüte 
auf als das stationäre Gumbel-Modell. Für das BIC, welches die Komplexität des Modells 
stärker bestraft als das AIC bzw. AICc, sind im mittleren Dauerstufenbereich ebenfalls die 
mehrparametrischen Modelle zu bevorzugen, jedoch mit einer insgesamt geringeren Ge-
samtanzahl an Stationen.  
Ein Vergleich zwischen dem stationären GEV-Modell und den beiden instationären GEV-
Modellen (siehe Abbildung 12.20) zeigt für kurze Dauerstufen eine bessere Modellgüte der 
instationären Modelle. Mit größer werdender Dauerstufe nimmt dieser Anteil ab. Die Mo-
dellauswahl ist anhand aller Kriterien annähernd gleich. 
 
Abbildung 12.19: Dauerstufenabhängige Verteilung der Modellauswahl anhand der Gütekriterien 
AIC, AICc und BIC. Vergleich zwischen stationärem Gumbel-Modell, stationä-
rem GEV-Modell (GEV000) und instationären GEV-Modellen (GEV100, 
GEV110). 
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Abbildung 12.20: Dauerstufenabhängige Verteilung der Modellauswahl anhand der Gütekriterien 
AIC, AICc und BIC. Vergleich zwischen stationärem GEV-Modell (GEV000) 
und instationären GEV-Modellen (GEV100, GEV110). 
Die dargestellten Ergebnisse zeigen, dass die erweiterten Modelle für die extremwertstatis-
tische Auswertung von Niederschlagszeitreihen geeignet sind. Für Dauerstufen 𝐷 < 45 bis 
60 min und 𝐷 > 9 h zeigt das stationäre Gumbel-Modell eine bessere Anpassungsgüte. Dies 
erklärt sich aus der in diesen Dauerstufenbereichen vorliegenden geringen Schiefe der 
AMAX-Werte (vgl. Abbildung 12.3). Die Hinzunahme des Formparameters zur Modellie-
rung dieser Schiefe ist somit nicht unbedingt nötig und das Gumbel- bzw. DWA-A 531-
Modell ist für die extremwertstatistische Auswertung ausreichend. Es bedarf dennoch einer 
Detailbetrachtung an der auszuwertenden Niederschlagsstation. Der entwickelte Ansatz 
wird daher im folgenden Abschnitt 12.6 am Beispiel der Niederschlagsstation Detmold_KA 
aufgeführt. 
12.6 Exemplarische Auswertung der Niederschlagsstation Detmold_KA 
Der entwickelte und dargestellte instationäre Berechnungsansatz für Regenhöhenlinien wird 
nachfolgend im Detail am Beispiel der Station Detmold_KA aufgeführt. Ergebnisse und er-
weiterte Analysen der drei aufeinander folgenden Berechnungsschritte werden nachfolgend 
aufgeführt. Diese basieren auf dem instationären GEV-Modell mit zeitabhängigem Lagepa-
rameter sowie stationärem Skalen- und Formparameter (GEV100). Die Berechnungen mit 
dem erweiterten instationären Modell würden analog erfolgen. Für alle extremwertstatisti-
schen Auswertungen wurde für dieses Beispiel das Jahr 2017 als Referenzjahr gewählt. 
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Im ersten Schritt wurden Untersuchungen auf Instationaritäten mittels des M-K-Trendtests 
sowie des Wilcoxon-Mann-Whitney-Tests durchgeführt. In allen Dauerstufen von  
𝐷 = 5 min bis 𝐷 = 30 min wurden Instationaritäten detektiert (vgl. Abbildung 12.8 und 
Abbildung 12.10). Bei Kombination beider Tests liegen für den genannten Dauerstufenbe-
reich ausschließlich Sprungstellen vor (vgl. Abbildung 12.11). Für größere Dauerstufen wur-
den keine Instationaritäten detektiert. 
Anschließend wurde das instationäre Modell der GEV an die dauerstufenabhängigen 
AMAX-Werte angepasst. Über die Kenntnis des funktionalen Zusammenhangs zwischen 
der Zeit und der Kovariate für die parametrischen Ansätze der Verteilungsfunktionen ist eine 
beliebige Extrapolation der Parameter möglich. Für jeden Zeitschritt des Beobachtungszeit-
raumes sowie einer Extrapolation wurden die Parameter der genutzten Modelle über den in 
Abschnitt 10 aufgeführten Ansatz über die Dauerstufen hinweg ausgeglichen. Somit wurden 
bei der anschließenden Berechnung monoton steigende Niederschlagshöhen ℎ𝑁 bei größer 
werdender Dauerstufe 𝐷 erhalten. In Abbildung 12.9 ist der zeitliche Verlauf des instationä-
ren Lageparameters über die Länge der Zeitreihe (1977 bis 2017) zuzüglich eines fiktiven 
Planungshorizontes von 50 Jahren dargestellt. In Bezug auf die detektierten Instationaritäten 
in kleinen Dauerstufen liegt für den Lageparameter in ebendiesen Bereichen auch eine grö-
ßere Steigung bzw. Veränderung über die Zeit vor als für größere Dauerstufen. 
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Abbildung 12.21: Zeitabhängiger Verlauf des Lageparameters 𝜇 der instationären GEV (GEV100) 
für unterschiedliche Dauerstufen. Die vertikale gestrichelte Linie stellt das Ende 
der Beobachtungsdaten (2017) dar. 
Mit den optimierten Parametern wurden für jede Dauerstufe – und bei Verwendung der in-
stationären GEV-Modelle für jedes Jahr – Quantilwerte in Form von Regenhöhen berechnet. 
Für das GEV100-Modell ist die zeitliche Entwicklung ausgewählter Quantilwerte mit einer 
Jährlichkeit von 𝑇 = 50 a und drei unterschiedlichen Dauerstufen in Abbildung 12.22 dar-
gestellt. 
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Abbildung 12.22: Zeitabhängige Quantilwerte mit einer Jährlichkeit von 𝑇 = 50 a für Dauerstu-
fen 𝐷 = 5, 60, 240 min mit den dazugehörigen AMAX-Werten (angepasst nach 
Mudersbach und Bender, 2017). 
Für die Überführung der instationären Quantilwerte in einen zeitunabhängigen Wert als Re-
genhöhe wurden die in Abschnitt 11 dargestellten Ansätze verwendet. Der ERL-Ansatz (Ab-
schnitt 11.2) wurde auf die Erstellung von Regenhöhen nach DWA (2012a) übertragen, so-
dass getrennt für jede Dauerstufe und jedes gewünschte Wiederkehrintervall, das 95 %-
Perzentil der zeitabhängigen Quantilwerte bestimmt wird. Der Untersuchungszeitraum 
wurde im vorliegenden Fall auf den Beobachtungszeitraum (hellgrün hinterlegter Bereich in 
Abbildung 12.22) beschränkt. Die zu berechnenden Wiederkehrintervalle 𝑇 wurden festge-
legt zu 𝑇 = 5, 10, 15, 30, 50, 100 a. Abbildung 12.23 zeigt die aus den ermittelten Perzentil-
Werten zusammengeführten Regenhöhenlinien in Abhängigkeit des Wiederkehrintervalls 
und Dauer für die Station Detmold_KA. Vergleichend sind in der Grafik die Regenhöhen aus 
dem Ansatz nach DWA (2012a) dargestellt. 
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Abbildung 12.23: Regenhöhenlinien aus dem ERL-Ansatz (ERL(GEV100)) im Vergleich zum 
klassischen Ansatz nach DWA (2012a) (DWA-A 531(Gumbel)) für Dauerstu-
fen bis 120 min und ausgewählte Wiederkehrintervalle 𝑇. 
Der DLL-Ansatz (Abschnitt 11.3) berücksichtigt bei der Ermittlung zeitinvarianter Quantil-
werte zusätzlich zum Beobachtungszeitraum einen Planungshorizont (hellgrauer Bereich in 
Abbildung 12.22). Dieser kann beispielsweise die Bauwerkslebensdauer eines zu planenden 
Bauwerks repräsentieren und wurde im vorliegenden Beispiel auf 50 Jahre gesetzt. Der Zeit-
punkt der Bemessung wird auch als Referenzjahr (im vorliegenden Beispiel 2017) bezeich-
net. Für ein Quantilwert, hier ein Regenereignis ℎ𝑁 mit bestimmter Dauer und Jährlichkeit 
𝑇, ändert sich im instationären Fall die Über- bzw. Unterschreitungswahrscheinlichkeit im 
Verlauf dieses Planungshorizontes. Am Beispiel der Station Detmold_KA liegt die Über-
schreitungswahrscheinlichkeit für den Quantilwert ℎ𝑁 𝐷5,𝑇50,0(𝐺𝐸𝑉100) im Referenzjahr 
bei 𝑃Ü = 1 𝑇⁄  = 1 50⁄ = 0,020 und am Ende des Planungshorizontes bei 𝑃Ü = 0,022. 
Mittels des DLL-Ansatzes erfolgt die Bemessung unter Berücksichtigung dieser Verände-
rung sowie eines Sicherheitsniveaus (EPN). Dieses beschreibt das hydrologische Risiko und 
somit die Auftretenswahrscheinlichkeit des Ereignisses innerhalb der Bauwerkslebensdauer. 
Das Sicherheitsniveau ergibt sich aus dem zum Ende der Beobachtungszeit – im sogenann-
ten Referenzjahr – gewählten Wiederkehrintervall 𝑇0  und der Länge der geplanten Bau-
werkslebensdauer 𝑁 . Für den Quantilwert ℎ𝑁 𝐷5,𝑇50,0(𝐺𝐸𝑉100)  und eine 
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Bauwerkslebensdauer von 𝑁 = 50 a ergibt sich zum Planungszeitpunkt im Jahr 2017 mit 
Gleichung (11.4) für den stationären Fall eine EPN zu 0,634 bzw. 63,4 %. Für den instatio-
nären Fall berechnet sich diese mit Gleichung (11.5) zu 0,744 bzw. 74,4 % und entspräche 
somit nicht mehr der ursprünglich geplanten Sicherheit. 
Es wird somit für den instationären Fall die entsprechende Überschreitungswahrscheinlich-
keit DEP (engl. design exceedance probability) für den Planungszeitpunkt gesucht, für die 
sich unter Berücksichtigung der sich ändernden Überschreitungswahrscheinlichkeiten mit 
Gleichung (11.5) ebenfalls eine EPN von 63,4 % ergibt. Die somit im Referenzjahr zu wäh-
lende Jährlichkeit wird dann als DRP (engl. design return period) bezeichnet und berechnet 
sich aus Gleichung (11.6). Die nachfolgende Abbildung 12.24 zeigt beispielhaft für drei un-
terschiedliche Dauerstufen und ein gewähltes Sicherheitsniveau von 63,4 % die jeweils im 
Referenzjahr zu wählende Jährlichkeit 𝑇0 (DRP). Die zeitabhängigen Quantilwerte wurden 
mittels des GEV100-Modells geschätzt. 
 
Abbildung 12.24: Erforderliche Jährlichkeit (DRP) im Referenzjahr (2017) für Quantilwerte aus 
unterschiedlichen Dauerstufen 𝐷 = 5, 60, 240 min bei einer geplanten Bau-
werkslebensdauer 𝑁 = 50 a und einem Sicherheitsniveau 𝐸𝑃𝑁 = 63,4 % (an-
gepasst nach Mudersbach und Bender, 2017). 
Dieser Berechnungsansatz wurde ebenfalls auf die Erstellung von Regenhöhen nach DWA 
(2012a) übertragen. Für die exemplarisch gewählte Bauwerkslebensdauer, definierte Dauer-
stufen und ausgewählte Wiederkehrintervalle im Referenzjahr zu 
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𝑇 = 5, 10, 15, 30, 50, 100 a wurde die EPN für den stationären Fall sowie die DEP für den 
instationären Fall berechnet. Aus den zu wählenden Überschreitungswahrscheinlichkeiten 
für den Planungszeitpunkt 2017 wurden die Regenhöhenlinien in Abhängigkeit des Wieder-
kehrintervalls und der Regendauer zusammengefügt. Diese sind in Abbildung 12.25 für die 
Station Detmold_KA im Vergleich zu den Regenhöhen aus dem Ansatz nach DWA (2012a) 
dargestellt.  
 
Abbildung 12.25: Regenhöhenlinien für das Jahr 2017 aus dem Design-Life-Level-Ansatz 
(DLL(GEV100)) im Vergleich zum klassischen Ansatz nach DWA (2012a) 
(DWA-A 531(Gumbel)) für Dauerstufen bis 120 min und ausgewählte Wieder-
kehrintervalle 𝑇. 
Ergänzend ist in der folgenden Abbildung 12.26 die Entwicklung der Überschreitungswahr-
scheinlichkeit für die Quantilwerte ℎ𝑁 𝐷,𝑇,0(𝐺𝐸𝑉100) dargestellt. 
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Abbildung 12.26: Änderung der Überschreitungswahrscheinlichkeiten für ausgewählte Regener-
eignisse unterschiedlicher Dauer und Jährlichkeit ℎ𝑁𝐷,𝑇,0 (Referenzjahr) (ange-
passt nach Mudersbach und Bender, 2017). 
Die ermittelten Regenhöhen für die Station Detmold_KA werden in der folgenden Tabelle 
12.2 und Tabelle 12.3 mit Werten aus der Koordinierten Starkregenregionalisierung und  
-auswertung des DWD 2010R in der Version 3.2 (KOSTRA-DWD 2010R, Junghänel et al., 
2017) verglichen. Mit Ausnahme von 10 Quantilwerten resultieren aus den instationären 
Ansätzen für alle Dauerstufen und Jährlichkeiten größere Regenhöhen. Die Abweichungen 
liegen zwischen -7 % und 83 %. Die größten Differenzen liegen dabei in den kurzen Dauer-
stufen zwischen 𝐷 = 5 und 𝐷 = 20 min vor und nehmen mit größer werdendem Wieder-
kehrintervall zu. Mit zunehmender Dauerstufe nehmen die prozentualen Abweichungen zwi-
schen den instationären Modellen und den KOSTRA-DWD 2010R-Werten ab. 
Tabelle 12.4 und Tabelle 12.5 zeigen die prozentualen Abweichungen der Regenhöhen aus 
den instationären Berechnungsansätzen in Bezug zu den Berechnungsergebnissen nach 
DWA (2012a). Es liegt eine ähnliche Verteilung der Abweichungen vor. Die Differenzen 
liegen im Bereich von -13 % bis 115 %, wiederum in kurzen Dauerstufen zwischen 𝐷 = 5 
und 𝐷 = 20 min. Mit Ausnahme von 53 von 252 Werten resultieren auch im Vergleich zu 
den Regenhöhen nach DWA (2012a) aus den instationären Modellen größere Regenhöhen. 
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Tabelle 12.2: Prozentuale Abweichung der Regenhöhen nach dem ERL-Ansatz bezogen auf 
die KOSTRA-DWD 2010R-Werte für die Station Detmold_KA (Rasterfeld: 
Spalte: 26, Zeile: 43). 
Dauerstufe T=5 a  T=10 a  T=15 a  T=30 a  T=50 a  T=100 a  
5 min 44 % 49 % 53 % 59 % 65 % 72 % 
10 min 17 % 23 % 28 % 35 % 41 % 50 % 
15 min 7 % 13 % 18 % 25 % 31 % 41 % 
20 min 1 % 8 % 12 % 20 % 26 % 36 % 
30 min -3 % 3 % 7 % 14 % 20 % 30 % 
45 min -6 % -1 % 3 % 10 % 16 % 26 % 
60 min -7 % -2 % 1 % 8 % 14 % 23 % 
90 min -5 % 0 % 4 % 11 % 18 % 28 % 
2 h  -4 % 2 % 5 % 13 % 20 % 30 % 
3 h  -2 % 3 % 7 % 15 % 21 % 32 % 
4 h  -1 % 4 % 8 % 15 % 22 % 31 % 
6 h  0 % 5 % 9 % 15 % 21 % 29 % 
9 h  1 % 6 % 9 % 14 % 19 % 26 % 
12 h  2 % 6 % 9 % 14 % 18 % 24 % 
18 h  3 % 6 % 9 % 13 % 16 % 21 % 
24 h  3 % 7 % 9 % 12 % 15 % 19 % 
48 h  6 % 10 % 11 % 14 % 16 % 19 % 
72 h  8 % 12 % 13 % 16 % 18 % 20 % 
 
Tabelle 12.3: Prozentuale Abweichung der Regenhöhen nach dem Design-Life-Level-Ansatz 
(GEV100) für das Jahr 2017 bezogen auf die KOSTRA-DWD 2010R-Werte für 
die Station Detmold_KA (Rasterfeld: Spalte: 26, Zeile: 43). 
Dauerstufe T=5 a  T=10 a  T=15 a  T=30 a  T=50 a  T=100 a  
5 min 62 % 65 % 69 % 73 % 77 % 83 % 
10 min 32 % 37 % 39 % 45 % 50 % 59 % 
15 min 20 % 23 % 28 % 34 % 39 % 48 % 
20 min 14 % 18 % 21 % 28 % 33 % 43 % 
30 min 4 % 12 % 15 % 21 % 27 % 37 % 
45 min 1 % 8 % 11 % 16 % 22 % 31 % 
60 min -1 % 4 % 7 % 14 % 19 % 28 % 
90 min 1 % 6 % 10 % 17 % 23 % 33 % 
2 h  3 % 8 % 12 % 19 % 25 % 35 % 
3 h  4 % 10 % 13 % 20 % 26 % 36 % 
4 h  5 % 10 % 14 % 21 % 26 % 36 % 
6 h  6 % 11 % 14 % 20 % 25 % 33 % 
9 h  7 % 11 % 13 % 18 % 23 % 30 % 
12 h  7 % 11 % 12 % 17 % 21 % 27 % 
18 h  8 % 9 % 12 % 16 % 19 % 23 % 
24 h  9 % 9 % 12 % 15 % 18 % 21 % 
48 h  7 % 12 % 13 % 16 % 18 % 21 % 
72 h  8 % 14 % 15 % 17 % 19 % 21 % 
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Tabelle 12.4: Prozentuale Abweichung der Regenhöhen nach dem ERL-Ansatz bezogen auf 
die Werte nach DWA (2012a) für die Station Detmold_KA. 
Dauerstufe T=5 a  T=10 a  T=15 a  T=30 a  T=50 a  T=100 a  
5 min 50 % 62 % 69 % 80 % 89 % 102 % 
10 min 15 % 20 % 23 % 29 % 34 % 42 % 
15 min 4 % 8 % 10 % 16 % 20 % 27 % 
20 min -1 % 2 % 5 % 10 % 14 % 21 % 
30 min -6 % -3 % -1 % 4 % 9 % 16 % 
45 min -10 % -7 % -5 % 0 % 5 % 13 % 
60 min -13 % -10 % -7 % -2 % 3 % 11 % 
90 min -11 % -8 % -5 % 0 % 5 % 13 % 
2 h  -10 % -7 % -4 % 1 % 6 % 15 % 
3 h  -9 % -6 % -3 % 2 % 7 % 15 % 
4 h  -8 % -5 % -2 % 3 % 7 % 15 % 
6 h  -6 % -4 % -2 % 3 % 6 % 13 % 
9 h  -5 % -3 % -1 % 2 % 5 % 10 % 
12 h  -3 % -2 % -1 % 2 % 5 % 9 % 
18 h  -3 % -2 % -1 % 1 % 3 % 6 % 
24 h  -3 % -2 % -1 % 1 % 3 % 5 % 
48 h  -2 % -1 % 0 % 1 % 2 % 4 % 
72 h  -2 % 0 % 0 % 1 % 2 % 4 % 
 
Tabelle 12.5: Prozentuale Abweichung der Regenhöhen nach dem DLL-Ansatz (GEV100) für 
das Jahr 2017 bezogen auf die Werte nach DWA (2012a) für die Station Det-
mold_KA. 
Dauerstufe T=5 a  T=10 a  T=15 a  T=30 a  T=50 a  T=100 a  
5 min 69 % 79 % 86 % 96 % 103 % 115 % 
10 min 29 % 33 % 34 % 38 % 43 % 50 % 
15 min 18 % 17 % 21 % 24 % 28 % 34 % 
20 min 12 % 11 % 13 % 17 % 21 % 28 % 
30 min 0 % 5 % 7 % 11 % 14 % 21 % 
45 min -4 % 1 % 2 % 6 % 10 % 18 % 
60 min -6 % -4 % -1 % 4 % 8 % 16 % 
90 min -5 % -2 % 0 % 5 % 10 % 18 % 
2 h  -4 % -1 % 1 % 6 % 11 % 19 % 
3 h  -3 % 0 % 2 % 7 % 11 % 19 % 
4 h  -2 % 1 % 3 % 7 % 11 % 18 % 
6 h  0 % 2 % 3 % 7 % 10 % 16 % 
9 h  1 % 2 % 2 % 6 % 9 % 13 % 
12 h  2 % 3 % 3 % 5 % 8 % 11 % 
18 h  2 % 1 % 2 % 4 % 6 % 9 % 
24 h  2 % 1 % 2 % 4 % 5 % 7 % 
48 h  -2 % 1 % 1 % 3 % 4 % 5 % 
72 h  -2 % 1 % 2 % 3 % 3 % 5 % 
  
138 Entwicklung eines instationären Berechnungsansatzes für Regenhöhen 
Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
Die aufgeführten Abweichungen lassen sich weiterführend dahingehend beschreiben, als 
dass mit größer werdender Jährlichkeit und kleiner werdender Dauerstufe die Differenz zwi-
schen der geplanten Jährlichkeit im Referenzjahr 𝑇0 und der nach DLL-Ansatz erforderli-
chen Jährlichkeit im Referenzjahr DRP zunimmt. 
In Abhängigkeit des verwendeten GEV-Modells (GEV100 oder GEV110) sind diese Ände-
rungen in der nachfolgenden Abbildung 12.27 dargestellt. Hierbei wurden für das Referenz-
jahr exemplarisch Jährlichkeiten von 𝑇0 = 2…50 a ausgewählt und die entsprechende DRP 
für das Referenzjahr mittels des DLL-Ansatzes berechnet. Abbildung 12.27 zeigt den Zu-
sammenhang zwischen diesen beiden Größen. 
 
Abbildung 12.27: Zusammenhang zwischen gewählter 𝑇0 und nach DLL-Ansatz erforderlicher 
Jährlichkeit DRP im Referenzjahr 2017. Darstellung für zwei unterschiedliche 
GEV-Modelle, eine Bauwerkslebensdauer von 50 a und 𝑇0 < 50 a für die Sta-
tion Detmold_KA. 
Die Ergebnisse für das GEV100-Modell liegen in einem plausiblen Wertebereich. Für eine 
gewählte Bauwerkslebensdauer von 𝑁 = 50 Jahren und einem gewünschten Sicherheitsni-
veau von 𝐸𝑃𝑁 = 63,58 % entspricht die gewählte Jährlichkeit im stationären Fall 𝑇 = 50 a. 
Bei Verwendung des DLL-Ansatzes müsste maximal eine Jährlichkeit von  
𝑇 = 𝐷𝑅𝑃 = 67 a im Referenzjahr gewählt werden. Für das GEV110-Modell beträgt die ma-
ximal zu wählende Jährlichkeit 𝑇 = 𝐷𝑅𝑃 = 223 a. Die DRP-Werte aus dem GEV110-Mo-
dell weichen insbesondere für Dauerstufen ab 4 h stark von dem im Referenzjahr gewählten 
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Wiederkehrintervall ab. Für beide GEV-Modelle liegt kein linearer Zusammenhang zwi-
schen 𝑇0 und DRP vor. Bei dem GEV100-Modell nimmt die Abweichung zwischen 𝑇0 und 
DRP mit zunehmender Dauerstufe ab. Für das GEV110-Modell ist bezüglich der Dauerstu-
fen keine Abhängigkeit zu erkennen. 
Als ergänzende Information beinhaltet die dritte Stufe des Berechnungsansatzes die Darstel-
lung bzw. Auswertung der erzielten Berechnungsergebnisse anhand eines Niederschlag-Ab-
fluss-Modells (N-A-Modell). Dies wird nachfolgend aufgeführt. 
12.7 Niederschlag-Abfluss Modellierung unter Einbezug der exempla-
rischen Auswertung an der Niederschlagsstation Detmold_KA 
12.7.1 Einführung 
Niederschlag-Abfluss-Modelle (N-A-Modelle) werden genutzt, um den kausalen Zusam-
menhang zwischen dem Gebietsniederschlag als Eingangs- oder Belastungsgröße (Input) 
und dem Abfluss als Ausgangsgröße (Output) bzw. der Reaktion eines zu modellierenden 
Einzugsgebietes (EZG) zu beschreiben. Sie werden in stochastische und deterministische 
Modelle unterteilt. Stochastische Modelle leiten die Ausgangsgröße aus reproduzierten sta-
tistischen Eigenschaften und Beziehungen der Beobachtungsdaten des Niederschlags und 
Abflusses ab. Deterministische Modelle setzten hingegen einen physikalisch begründeten 
Zusammenhang zwischen Niederschlag und Abfluss voraus. Die Modelle können sowohl 
zur Langzeit- oder Kontinuumssimulation als auch zur Ableitung von Hochwassergangli-
nien aus Starkniederschlägen genutzt werden (z. B. USACE, 2000; Wittenberg, 2011; 
Maniak, 2016; Patt und Jüpner, 2020). 
Anhand eines N-A-Modells soll die Auswirkung der sich verändernden Bemessungsgrößen 
in Form von Regenhöhen bestimmter Dauer und Jährlichkeit bzw. Regenhöhenlinien darge-
stellt werden. In der vorliegenden Arbeit wurde für die Modellierung die Software HEC-
HMS in der Version 4.7.1 genutzt. Es handelt sich dabei um eine Open-Source-Software des 
US Army Corps of Engineers (USACE, 2017). Die Software stellt ein konzeptionelles de-
terministisches N-A-Modell dar und wird im vorliegenden Fall explizit für die Beschreibung 
von Abflüssen aus Starkniederschlägen verwendet. Die Modellierung erfolgt daher nach der 
in Abbildung 12.28 a) dargestellten vereinfachten Struktur ohne die Berücksichtigung kom-
plexer Vegetations- oder Grundwassermodelle (vgl. Abbildung 12.28 b)). 
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Abbildung 12.28: Vereinfachtes (a) und komplexes (b) Systemdiagramm des Abflussprozesses auf 
lokaler Ebene (USACE, 2000). 
Die Beschreibung des Abflussprozesses erfolgt in der Software HEC-HMS mittels vier un-
terschiedlicher Modelle (USACE, 2000): 
1. Die Abflussbildung (engl. runoff-volume models) aus der Menge des gefallenen Nie-
derschlages, abzüglich der in durchlässige Oberflächen infiltrierten Mengen; mit ei-
ner Aussage wann und wie viel Niederschlag von versiegelten bzw. undurchlässigen 
Oberflächen zum Abfluss kommt. 
2. Die Abflusskonzentration (engl. direct-runoff models) zur Beschreibung des zeitli-
chen Verlaufs des abflusswirksamen Niederschlags mittels einer Einheitsganglinie. 
3. Den Basisabfluss (engl. baseflow models) als unterirdischen Zufluss in Oberflächen-
gewässer.  
4. Das Abflussrouting (engl. routing models) als eindimensionales Modell der ablau-
fenden Hochwasserwelle im Gewässer. 
Für jedes der genannten Verfahren existierte eine Auswahl verschiedener Berechnungsan-
sätze und -methoden, auf die jedoch an dieser Stelle nicht weiter eingegangen wird. Für 
weiterführende Informationen wird auf einschlägige Fachliteratur wie USACE (2000) oder 
Maniak (2016) verwiesen. Die im Zuge der Modellerstellung und -bearbeitung gewählten 
Methoden werden nachfolgend kurz erläutert. Für das Modell der Abflussbildung (1.) wurde 
das SCS-Verfahren (Verfahren des U.S. Soil Conservation Service) genutzt. In Abhängig-
keit einer Bodengruppe und einer Bodennutzung wird eine sogenannte Curve Number (CN-
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Wert) ermittelt. Diese beschreibt die Infiltrationskapazität des Bodens. Über den CN-Wert 
und die Gesamtniederschlagshöhe kann anschließend der abflusswirksame Niederschlag be-
rechnet werden (z. B. Maniak, 2016). Die Bestimmung der Abflusskonzentration (2.) er-
folgte über das SCS-Unit-Hydrograph-Verfahren. Dieses basiert auf einer dimensionslosen 
synthetischen Einheitsganglinie, deren Parameter Anstiegszeit und Form der Ganglinie 
ebenfalls unter Einbezug des CN-Wertes bestimmt werden. Als Anfangsbedingung wurde 
der Basisabfluss (3.) mit einem festen Wert für jeden Monat gesetzt. Der monatliche Ba-
sisabfluss wurde dabei jeweils aus dem mittleren Abfluss MQ je Monat bestimmt. Das Ab-
flussrouting (4.) erfolgte über die Lag-Methode. 
Die Erstellung des N-A-Modells erfolgte für das Einzugsgebiet des Gewässerpegels Mesche 
(Werre) mit der Niederschlagsstation Detmold_KA. Das zu modellierende Gebiet liegt im 
Bereich der Stadt Detmold im Kreis Lippe. Das Einzugsgebiet setzt sich aus fünf Teilein-
zugsgebieten zusammen und hat eine Größe von ca. 91 km². Die nachfolgende Abbildung 
12.29 zeigt das Einzugsgebiet für den Gewässerpegel Mesche (Werre). 
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Abbildung 12.29: Übersicht des Einzugsgebiets für den Gewässerpegel Mesche (Werre) mit der 
Niederschlagsstation Detmold_KA. 
12.7.2 Modellkalibrierung und -validierung 
Im Zuge der Kalibrierung sollen die Modellparameter so angepasst werden, als dass das 
Modell die beobachtete Ganglinie am Gewässerpegel ausreichend genau nachbilden kann. 
Es wird empfohlen, sowohl sommerliche als auch winterliche Hochwasserereignisse für die 
Kalibrierung heranzuziehen. Somit sollen jahreszeitliche Einflüsse auf die abflussbildenden 
Prozesse erfasst werden. Weiter sollen möglichst mehrere Niederschlagsstationen im EZG 
berücksichtigt werden, um die Erfüllung einer einheitlichen Überregnung zu prüfen (Ma-
niak, 2016). 
Für die Kalibrierung wurden die Beobachtungsdaten des Pegels Mesche (Werre) und der 
Niederschlagsstation Detmold_KA genutzt. Für das untersuchte Einzugsgebiet standen keine 
weiteren Niederschlagsstationen zur Verfügung. Die Datengrundlage wurde aufgrund der 
Einzugsgebietsgröße und in Anbetracht der hier beabsichtigten exemplarischen Darstellun-
gen dennoch als ausreichend bewertet. Nach DWA (2012a) können Regenhöhen einer 
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Messstelle nur für Flächengrößen bis zu 25 km² annähernd als Gebietsniederschlag aufge-
fasst werden. Das vorliegende EZG weist eine Größe von ca. 91 km² auf, sodass die Regen-
höhen mit einem Abminderungsfaktor AMF versehen wurden. In Verworn (2008) wurden 
hierzu dauerstufenabhängige, regionsübergreifende mittlere AMF sowie ein vereinfachter 
funktionaler Zusammenhang entwickelt. Dieser berechnet sich wie folgt: 
𝐴𝑀𝐹 = 1 − (0,04 ⋅ log(𝐴))  Gleichung (12.1) 
mit: 
𝐴 Gebietsgröße [km²] 
Für das vorliegende Modell ergibt sich mit Gleichung (12.1) der Abminderungsfaktor  
zu 𝐴𝑀𝐹 = 0,92. 
Die im vorangegangenen Abschnitt 12.5 dargestellten Ergebnisse haben insbesondere für 
kurze Dauerstufen eine signifikante Änderung der Regenhöhen aufgezeigt. Die Analyse der 
monatlichen Verteilung jährlicher Maximalwerte aggregierter Dauerstufenreihen mit  
𝐷 ≤ 4 h (vgl. Abbildung 12.5 in Abschnitt 12.2) zeigt, dass diese Ereignisse hauptsächlich 
in den Monaten April bis September auftreten. Unter Berücksichtigung dessen, erfolgte die 
Kalibrierung und Validierung des N-A-Modells anhand von ausgewählten Starkregenereig-
nissen aus ebendiesem Zeitraum. Die nachfolgende Abbildung 12.30 zeigt die Ergebnisse 
von drei für die Kalibrierung ausgewählten Ereignissen sowie das Ergebnis der Validierung 
für ein Niederschlagsereignis im April 2005. Ergänzend wird für jedes dargestellte Ereignis 
die Modellgüte angegeben. Diese wurde im vorliegenden Fall anhand der Nash-Sutcliffe-
Effizienz (engl. Nash-Sutcliffe model efficiency, NSE, Nash und Sutcliffe, 1970) bewertet. 
Die NSE berechnet sich nach Nash und Sutcliffe (1970) zu: 
𝑁𝑆𝐸(𝜃) = 1 −
∑ (𝑦𝑡 − 𝑦?̂?(𝜃))
2𝑁
𝑡=1
∑ (𝑦𝑡 − 𝑦?̅?)2
𝑁
𝑡=1
  Gleichung (12.2) 
mit: 
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𝜃 Parametersatz des Modells 
𝑁 Anzahl Zeitschritte 
𝑦𝑡 Beobachteter Wert (Modelloutput) zum Zeitpunkt 𝑡 
𝑦?̂? Simulierter Wert (Modelloutput) zum Zeitpunkt 𝑡 
𝑦?̅? Mittelwert der beobachteten Werte 
Die Modellgüte wurde im Zuge der Kalibrierung und der Validierung für einen 𝑁𝑆𝐸 > 0,7 
als gut bewertet. 
 
Abbildung 12.30: Vergleich von modellierter (rote Linie) und beobachteter Ganglinie (blaue Li-
nie) für das N-A-Modell am Pegel Mesche (Werre) für drei ausgewählte Ereig-
nisse zur Kalibrierung (a), b), c)) und ein Ereignis zur Validierung (d)). 
Für die Kalibrierung wurden die Modellparameter über das Suchverfahren mittels des 
Downhill-Simplex-Algorithmus (Nelder und Mead, 1965; USACE, 2000) angepasst bzw. 
optimiert. Die zu optimierenden Parameter ergeben sich aus den in Abschnitt 12.7.1 aufge-
führten Verfahren zur Beschreibung des Abflussprozesses. Es wurden die folgenden Para-
meter optimiert: 
- CN-Wert und daraus abgeleitete Infiltrationskapazität des Bodens 
- Evapotranspiration der Pflanzen (minimal und maximal zu speichernde Wasser-
menge) 
- Retentionswerte der Oberflächengewässer (engl. Lag-Time) 
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- monatlicher Basisabfluss der Oberflächengewässer 
Die dargestellten Ergebnisse der Modellkalibrierung zeigen NSE-Werte im Bereich von 
0,791 bis 0,838. Für die Validierung berechnet sich die NSE zu 0,878. Sowohl die Kalibrie-
rung als auch die Validierung werden dahingehend als gut bewertet. 
12.7.3 Ergebnisdarstellung durchgeführter Rechenläufe 
Zwischen den Regenhöhenlinien nach DWA (2012a) und den Ergebnissen aus dem instati-
onären Bemessungsansatz liegen für die Station Detmold_KA Abweichungen von bis zu 
115 % vor. Diese Abweichungen nehmen mit steigender Dauerstufe ab und betragen ab einer 
Dauerstufe von 𝐷 = 4 h ca. 10 %. Um einen Zusammenhang zwischen prozentualer Zu-
nahme des Niederschlages und entsprechender Reaktion des Einzugsgebietes bestimmen zu 
können, wurden im Anschluss an die Kalibrierung und Validierung Modellregen mit ent-
sprechend ansteigender prozentualer Abweichung in Höhe von 10, 30, 50 und 70 % konstru-
iert. Die Modellregen wurden für drei ausgewählte Dauerstufen 𝐷 = 30, 60, 240 min und 
Wiederkehrintervalle 𝑇 = 5, 10, 50 a nach Euler Typ II erstellt (vgl. DWA, 2012a sowie 
Abbildung 4.6) und in das Modell eingesteuert. 
Die nachfolgende Abbildung 12.31 zeigt die Modellreaktion in Form des resultierenden 
Durchflussvolumens 𝑉. Referenzgröße ist das modellierte Durchflussvolumen 𝑉 bei Ein-
gabe eines Modellregens aus einer Starkregenangabe ℎ𝑁 nach DWA (2012a). Die in Abbil-
dung 12.31 angegebene Abweichung in Prozent wird sowohl bei der Eingabegröße ℎ𝑁 als 
auch bei der Modellreaktion 𝑉 auf diesen Referenzwert bezogen. 
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Abbildung 12.31: Ergebnisse des N-A-Modells als Modellreaktion (Durchflussvolumen 𝑉 [m³]) 
auf prozentuale Veränderungen der Belastungsgröße (Regenhöhe ℎ𝑁 [mm]). 
Die prozentuale Zunahme der Regenhöhen und der daraus resultierenden Durchflussvolu-
mina stehen in keinem linearen Zusammenhang zueinander. Weder über größer werdende 
Jährlichkeiten noch über die Niederschlagsdauer lassen sich Abhängigkeiten darstellen. Ein-
zig für Jährlichkeiten 𝑇 ≤ 10 a ist die prozentuale Zunahme des Durchflussvolumens im 
Vergleich zur Eingabegröße für die größere Dauerstufe 𝐷 = 4 h am stärksten. 
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13 Fazit 
13.1 Diskussion der Ergebnisse 
In der vorliegenden Arbeit wurde ein instationärer Berechnungsansatz für Regenhöhen ent-
wickelt. Am Beispiel der Station Detmold_KA wurde dieser Ansatz zusätzlich ausgewertet 
und die direkte Ergebnisverwertung der sich ergebenden Planungsgrößen anhand eines N-
A-Modells dargestellt. Die Teilergebnisse werden im Folgenden entsprechend der drei Stu-
fen des Berechnungsansatzes diskutiert. 
Vorausgehend zur eigentlichen Berechnung der Regenhöhen erfolgten Untersuchungen auf 
Trends- und Sprungstellen. Die Analysen zeigen deutlich, dass Instationaritäten in den Nie-
derschlagsdaten vorhanden sind, sowohl in Form von Trends als auch in Form von Sprung-
stellen. Die Instationaritäten selbst müssen dabei weiter differenziert und in Abhängigkeit 
von der Niederschlagsdauer betrachtet werden. Es ist eine Kombination der zur Verfügung 
stehenden Tests erforderlich, sodass eine entsprechende Unterscheidung zwischen Trend 
und Sprungstelle erfolgen kann. Die Ergebnisse stimmen insofern mit den bestehenden und 
bereits aufgeführten Klimaprognosen überein (z. B. Hübener et al., 2017; Brienen et al., 
2020; DWD, 2021), als dass sich eine sehr inhomogene Entwicklung für das Niederschlags-
verhalten innerhalb des Beobachtungszeitraumes erkennen lässt. Für langzeitige Trends 
spiegeln die Ergebnisse nur vereinzelt die Langzeitprognosen aus Klimaprojektionen wider. 
Aufgrund der zum Teil sehr kurzen Beobachtungszeiträume ist eine Extrapolation der de-
tektierten Trends nur mit einer großen Unsicherheit möglich. Aus der monatlichen Vertei-
lung des Auftretens jährlicher Maximalwerte des Niederschlags für unterschiedliche Dauer-
stufen (vgl. Abbildung 12.5), dem Vorliegen von Instationaritäten – insbesondere in den 
kurzen Dauerstufen (vgl. Abbildung 12.11) – und der Größe der detektierten Trends (vgl. 
Abbildung 12.12) lässt sich ableiten, dass bei sommerlichen Starkregenereignissen zukünf-
tig die stärksten Veränderungen des Niederschlagsverhaltens zu erwarten sind. 
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Die extremwertstatistische Auswertung erfolgte unter Verwendung der GEV als stationäres 
und instationäres Modell. Um die beschriebenen Unsicherheiten bei der Modellierung und 
Extrapolation der parametrischen Modelle der GEV zu reduzieren, erfolgte die Berücksich-
tigung von regionalisierten Klimaprojektionen (vgl. Abbildung 9.10). Aus einer Gegenüber-
stellung wurde anhand des AIC das RCP2.6-Szenario als die für die weiteren Modelle zu 
nutzende Kovariate festgelegt (vgl. Abbildung 9.11). Für beide instationären GEV-Modelle 
ergibt sich mit diesem Klimaschutzszenario, insbesondere in den kurzen Dauerstufen, eine 
bessere Modellanpassung als bei der Modellierung ohne eine Informationserweiterung. 
Im Zuge des entwickelten Berechnungsansatzes wurde das von Fischer und Schumann 
(2018) vorgeschlagene cGEV-Modell und der darin enthaltene Ansatz zum Ausgleich der 
Parameter über die Dauerstufen weiterentwickelt und auf den instationären Fall übertragen. 
Die GEV-Modelle resultieren mit den ausgeglichenen, optimierten Parametern für alle un-
tersuchten Stationen in der Fréchet-Verteilung (GEV Typ II). Dieses Ergebnis stimmt mit 
den Untersuchungen von Papalexiou und Koutsoyiannis (2013), Ragulina und Reitan (2017) 
sowie Lutz et al. (2020) überein. 
Die Anpassung der instationären GEV mündet in zeitabhängigen Quantilwerten (vgl. Abbil-
dung 11.2). Zur Überführung dieser Quantilwerte in eine zeitunabhängige Angabe einer Nie-
derschlagshöhe in Abhängigkeit von Wiederkehrzeit und Dauer wurden der ERL- und DLL-
Ansatz genutzt. Zunächst wurde der ERL-Ansatz auf die Auswertung von instationären Nie-
derschlagszeitreihen erweitert. Bei Verwendung des ERL-Ansatzes wurde das 95 %-
Perzentil der zeitabhängigen Quantilwerte für jede ausgewertete Dauerstufe berechnet und 
zu entsprechenden Regenhöhenlinien zusammengeführt. Die Regenhöhenlinien zeigen im 
Vergleich zum Ansatz nach DWA-A 531 im Mittel Abweichungen zwischen -10 % und 
80 %. Im Vergleich zum stationären GEV-Modell (GEV000) ist die maximale Abweichung 
aus dem instationären GEV-Modell mit im Mittel bis zu 20 % deutlich geringer. Die Abwei-
chungen variieren hier stark über die unterschiedlichen Dauerstufen und steigen mit größer 
werdender Jährlichkeit an. 
Der als Alternative genutzte DLL-Ansatz stellt das komplexere Modell hinsichtlich der Be-
rechnung zeitinvarianter Quantilwerte dar. Unter Berücksichtigung einer Bauwerkslebens-
dauer und eines gewünschten Sicherheitsniveaus beinhaltet der DLL-Ansatz deutlich mehr, 
die Auswertung beeinflussende, Parameter als der ERL-Ansatz. Der DLL-Ansatz wurde zur 
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Auswertung instationärer Niederschlagszeitreihen ebenfalls angepasst. Es erfolgte die ext-
remwertstatistische Auswertung getrennt für jede Dauerstufe, um im Anschluss die Zusam-
menführung der jeweils modellierten Quantile zu Regenhöhen vornehmen zu können. Für 
besonders kurze Dauerstufen 𝐷 < 60 min liegen die Berechnungsergebnisse des DLL-An-
satzes durchgehend oberhalb der vergleichend angewendeten Verfahren. Für besonders 
lange Dauerstufen 𝐷 > 2 d liegen sie unterhalb. Im Vergleich zum Ansatz nach DWA-
A 531 liegen die Abweichungen im Mittel zwischen -20 % und 100 %, im Vergleich zum 
stationären GEV-Modell (GEV000) -10 % bis 60 %. 
Insgesamt weisen die komplexeren Modelle (GEV000, 100 und 110) in den mittleren Dau-
erstufenbereichen zwischen 𝐷 = 60  min und 𝐷 = 12  h eine höhere Anpassungsgüte im 
Vergleich zum Gumbel-Modell auf. Dabei zeigt das GEV110-Modell über alle ausgewerte-
ten Jährlichkeiten und Dauerstufen hinweg die größten Abweichungen. Anhand des AIC, 
AICc bzw. BIC wird dieses Modell über alle ausgewerteten Stationen hinweg jedoch auch 
am seltensten den weniger komplexen Modellen vorgezogen (vgl. Abbildung 12.19 und Ab-
bildung 12.20), sodass die Eignung weitergehend hinterfragt werden sollte. Inwiefern die 
deutlich höheren Abweichungen unter Berücksichtigung alternativer parametrischer Verfah-
ren zur Modellierung der Parameter – insbesondere des Skalenparameters – reduziert wer-
den können, wird als weiterführender Untersuchungsschritt aufgeführt.  
Zusammenfassend stimmen die dargestellten Abweichungen des ERL- und DLL-Ansatzes 
zu den klassischen, stationären Verfahren mit den von Cheng und AghaKouchak (2014) auf-
geführten Untersuchungsergebnissen überein. Eine Verallgemeinerung der Ergebnisse auf 
Basis der hier verwendeten Datengrundlage von 49 Niederschlagsstationen wird nicht emp-
fohlen. Es ist sowohl hinsichtlich der Trend- und Sprungstellenanalysen als auch der weiter-
führenden Auswertung eine stationsbezogene Detailbetrachtung notwendig. 
In der vorliegenden Arbeit erfolgte eine Detailbetrachtung am Beispiel der Station Det-
mold_KA. Es wurde sowohl der entwickelte, instationäre Berechnungsansatz für Regenhö-
hen angewendet als auch eine exemplarische N-A-Modellierung durchgeführt. Die extrem-
wertstatistischen Berechnungen erfolgten unter Verwendung des instationären GEV-Mo-
dells (GEV100). Der Lageparameter wurde über die Zeit und die aus regionalisierten Klima-
projektionen abgeleitete Kovariate Temperatur modelliert. Wie auch in der Gesamtbetrach-
tung aufgeführt, weichen die Ergebnisse des neu entwickelten Ansatzes mit zunehmender 
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Jährlichkeit und in kleinen Dauerstufen um bis zu 115 % von den klassischen Verfahren ab. 
Für die hinsichtlich der Starkregenbetrachtung interessanten Dauerstufenbereiche zwischen 
45 min und 12 h liegen in größeren Jährlichkeiten mit 𝑇 > 30 a moderatere, aber dennoch 
signifikante Abweichungen zwischen ≈ 10 % und ≈ 30 % vor. Diese beziehen sich sowohl 
auf die Auswertung nach DWA-A 531 als auch auf den Vergleich zu regionalisierten 
Starkregenauswertungen nach KOSTRA-DWD 2010R. Die N-A-Modellierung zeigt bei-
spielhaft, welche Auswirkungen die Berücksichtigung der sich ändernden Planungsgrößen 
hat. Es wurde anhand des hier aufgeführten Modells dargestellt, dass die prozentualen Ab-
weichungen nicht linear auf die Reaktion eines Einzugsgebiets übertragen werden können. 
Die aus der Eingabegröße resultierenden, modellierten Durchflussvolumina zeigen eine stär-
kere nichtlineare Zunahme im Vergleich zur Änderung der Niederschlagsbelastung. 
Mögliche langzeitige Entwicklungen in Form von Trends lassen sich über den entwickelten 
instationären Berechnungsansatz bei der extremwertstatistischen Auswertung von Nieder-
schlagszeitreihen berücksichtigen. Es wird für die Modellierung empfohlen, Ergebnisse von 
Klimaprojektionen zu implementieren, um mögliche Trends auf einer erweiterten Daten-
grundlage entsprechend abbilden und auch extrapolieren zu können. Die sich ergebenden 
Planungskenngrößen sollten abschließend den Ergebnissen aus den gängigen Berechnungs- 
und Bemessungsverfahren gegenübergestellt werden, sodass mögliche Änderungen bei der 
weiterführenden Planung diskutiert und in Bezug genommen werden können. 
13.2 Zielerfüllung und Beantwortung der Forschungsfragen 
In Abschnitt 1.2 wurden die Forschungsfragen dieser Arbeit formuliert, welche nachfolgend 
einzeln beantwortet werden. 
1. Inwiefern sind die verfügbaren Beobachtungsdaten geeignet, um mittels statis-
tischer Tests eine Aussage über in den Daten enthaltenen Instationaritäten zu 
treffen? 
Für die Anwendung statistischer Tests, sowohl auf lineare Trends als auch auf Sprungstellen 
sind die genutzten Daten geeignet. Sowohl mit dem Mann-Kendall-Test als auch mit dem 
Wilcoxon-Mann-Whitney-Test konnten signifikante Instationaritäten festgestellt werden 
(vgl. Abschnitt 12.3). Die genutzte Datengrundlage mit einer Beobachtungslänge von min-
destens 30 a ist jedoch nur bedingt für eine verlässliche Aussage über langzeitliche oder 
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saisonale Trends geeignet. Letztere unterliegen einer 15- bis 20-jährigen Schwankung (vgl. 
auch Willems, 2013) und werden unter Umständen nur abschnittsweise durch die Daten-
grundlage abgebildet. Mit einer deutlich längeren Aufzeichnungslänge können entspre-
chende Signale besser abgebildet und mit einer geringeren Unsicherheit auf ein zukünftiges 
Verhalten übertragen werden. Die Ergebnisse der statistischen Tests sollten demnach stets 
gegenübergestellt und unter Berücksichtigung der zur Verfügung stehenden Beobachtungs-
länge bewertet werden. 
2. Welche zusätzliche Datengrundlage ist für die instationäre, extremwertstatisti-
sche Modellierung von Niederschlagsdaten geeignet? 
Es wurden zwei unterschiedliche Datengrundlagen untersucht, die zur Modellierung der in-
stationären Parameterverläufe der GEV in Frage gekommen sind (vgl. Abschnitt 9.3). Zum 
einen wurden langjährige regionale Mittelwerte der jährlichen Niederschlagssummen in Be-
tracht gezogen. Diese weisen eine über einhundertjährige Beobachtungszeitspanne auf (1881 
bis heute) und können somit die unter der ersten Forschungsfrage aufgeführte Unsicherheit 
deutlich reduzieren. Diese Datengrundlage basiert auf Stationsbeobachtungen des DWD und 
ist nicht ohne die Hinzunahme weiterer Regressionsmodelle als Kovariate zur Extrapolation 
zeitabhängiger Parameter verwendbar.  
Die zweite mögliche Datengrundlage stellen Klimaprojektionen dar. Die Projektion der 
Lufttemperatur in 2 m über dem Boden aus dem RCP2.6-Szenario hat sich hier als geeignete 
Kovariate herausgestellt und wurde erfolgreich in die parametrischen Modelle der instatio-
nären GEV-Parameter implementiert. Bei einer Gegenüberstellung der beiden möglichen 
Datensätze wurde das RCP2.6-Szenraio bis zu einer Dauerstufe von 𝐷 = 6 h anhand des 
AIC, AICc bzw. BIC den langjährigen jährlichen Mittelwerten vorgezogen. Aufgrund der 
fehlenden Möglichkeit zur Extrapolation, wurden die Parameter auch in den größeren Dau-
erstufen über das RCP2.6-Szenario modelliert. 
3. Lassen sich die instationären extremwertstatistischen Modelle in die Methodik 
des aktuellen Regelwerks implementieren? 
Die instationären, extremwertstatistischen Modelle wurden erfolgreich an die Methodik des 
aktuellen Regelwerks zur Starkregenauswertung nach DWA-A 531 angepasst. Zur Schät-
zung zeitabhängiger und zwischen zwei aufeinanderfolgenden Dauerstufen größer werden-
der Quantilwerte, wurde der von Fischer und Schumann (2018) entwickelte Ansatz der 
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sogenannten cGEV auf den instationären Fall erweitert. Für jedes Beobachtungsjahr der zu 
untersuchenden Zeitreihe und jedes Jahr einer möglichen Extrapolation wurde ein erweiter-
ter, dauerstufenübergreifender Parameterausgleich genutzt (vgl. Abschnitt 10). 
4. Wie können zeitabhängige Quantilwerte in geeigneter Form zu einer zeitunab-
hängigen Planungskenngröße in Form von Starkregenangaben überführt wer-
den? 
Es wurden zwei unterschiedliche Ansätze untersucht, die zur Überführung zeitabhängiger 
Quantilwerte in eine zeitunabhängige Planungskenngröße genutzt werden können. Sowohl 
der Effective-Return-Level-Ansatz (Abschnitt 11.2) als auch der Design-Life-Level-Ansatz 
(Abschnitt 11.3) wurden im Zuge der vorliegenden Arbeit erweitert, um instationäre Nieder-
schlagszeitreihen bzw. Starkregen unterschiedlicher Dauer entsprechend auswerten zu kön-
nen. Der ERL-Ansatz stellt die einfachere Methode zur Umrechnung zeitabhängiger Quan-
tilwerte in eine Planungsgröße ℎ𝑁(𝐷, 𝑇) dar, wohingegen der DLL-Ansatz die zusätzliche 
Angabe einer Bauwerkslebensdauer und eines gewünschten Sicherheitsniveaus fordert. Der 
DLL-Ansatz beinhaltet somit einen erweiterten Planungsspielraum für die Erstellung von 
Regenhöhen(-linien) unter Berücksichtigung instationärer, extremwertstatistischer Modelle. 
5. Welche Auswirkung hat die Berücksichtigung von Instationaritäten in extrem-
wertstatistischen Verfahren auf die zur Bemessung verwendeten Planungs-
kenngrößen? 
Die Berücksichtigung von zeitabhängigen Parameterverläufen der GEV-Modelle zeigt für 
die hier ausgewertete Datengrundlage von 49 Niederschlagsstationen unterschiedliche Aus-
wirkungen auf die Planungskenngröße ℎ𝑁(𝐷, 𝑇). Zusammenfassend resultieren für kleine 
Dauerstufen 𝐷 und große Jährlichkeiten 𝑇 deutlich größere Regenhöhen aus dem entwickel-
ten Berechnungsansatz im Vergleich zu aktuell genutzten Verfahren. Mit zunehmender Nie-
derschlagsdauer werden die Abweichungen geringer und betragen im Mittel zwischen 
≈ 10 % und ≈ 30 %. Die Planungskenngrößen ℎ𝑁(𝐷, 𝑇) aus den instationären, extremwert-
statistischen Verfahren sind über alle Stationen betrachtet im Schnitt höher. Die Ergebnisse 
werden bei dem DLL-Ansatz vom gewählten Extrapolationszeitraum und bei dem ERL-An-
satz vom gewählten Perzentil beeinflusst. Die aufgezeigten Abweichungen gelten somit nur 
unter Berücksichtigung der hier angenommenen Ausgangswerte. 
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13.3 Offene Fragen und weiterer Forschungsbedarf 
Bei der Beantwortung der Forschungsfragen bleiben unterschiedliche Aspekte unbeantwor-
tet, woraus sich weiterführende Fragen und zusätzlicher Forschungsbedarf ergeben. Die 
nachfolgend aufgeführten Punkte zeigen eine Auswahl dieser Fragen auf:  
- Trend-Attribution: Lassen sich die in den Beobachtungszeitreihen detektierten In-
stationaritäten in Form von Trends und/oder Sprungstellen ergänzend durch anthro-
pogene oder gebietsspezifische Einflüsse beschreiben?  
- Sprungstellen-Attribution: Verursacht ein Messtechnikwechsel an einer Nieder-
schlagsstation eine Sprungstelle, insbesondere in kürzeren Dauerstufen? 
- Saisonale parametrische Ansätze der GEV-Parameter: Führt die Berücksichti-
gung saisonaler Schwankungen in parametrischen Ansätzen der instationären GEV-
Parameter zu einer besseren Modellanpassung? 
- Dauerstufenübergreifender Parameterausgleich: Wie können die in Abschnitt 10 
aufgeführten Grenzfälle für das zu modellierende Skalen-Form-Verhältnis allge-
meingültig angepasst werden? Lässt sich die Methodik auf beliebige andere instati-
onäre Modelle übertragen? 
- Regionalisierung von Formparametern: Lassen sich aus regionalisierten Raster-
datensätzen (z. B: REGNIE-DWD) regionale Unterschiede für den Formparameter 
der GEV für Deutschland ableiten und kartieren? 
- Parameter-Schätzverfahren: Können durch die Hinzunahme entsprechender Kar-
ten die Schätzverfahren für den Formparameter der GEV insbesondere bei kurzen 
Zeitreihen verbessert werden? 
- Auswertung von Radar-Daten: Können die dargestellten Verfahren auf die zur 
Verfügung stehenden Radar-Daten des DWD übertragen werden? Könnten regiona-





Fabian Netzel | Instationärer Berechnungsansatz für Regenhöhen 
 
14 Zusammenfassung 
Für die Bewirtschaftung des Wasserdargebots in Form der Wasserversorgung und -entsor-
gung aber auch für den Hochwasserschutz auf kommunaler Ebene sind verschiedene was-
serwirtschaftliche Bauwerke notwendig. Eine wichtige Planungskenngröße für die Bemes-
sung und den Betrieb solcher Bauwerke sind Starkregenangaben. Diese beschreiben eine 
Regenhöhe ℎ𝑁  in Abhängigkeit eines Wiederkehrintervalls 𝑇 und der Niederschlagsdauer 
𝐷. Starkregenangaben als hydrologische Bemessungsgröße werden auf Basis von beobach-
teten oder modellierten Niederschlagszeitreihen erstellt. Mittels Extremwertverteilungs-
funktionen werden Quantilwerte berechnet, die weiterführend für die Festlegung von Be-
messungswerten verwendet werden können. 
Die klassischen und derzeit angewendeten Verfahren der Extremwertstatistik setzen statio-
näre Zeitreihen voraus. Dem stehen prognostizierte, klimatische Veränderungen und die be-
reits beobachtete Zunahme von Starkregenereignissen gegenüber, sodass die stationären 
Verfahren unter Umständen nicht mehr anwendbar sind. Mittels erweiterter statistischer Ver-
fahren können die auch als Instationaritäten bezeichneten, langzeitigen oder auch abrupten 
Änderungen in Zeitreihen entsprechend berücksichtigt und modelliert werden. 
In dieser Arbeit wird ein Berechnungsansatz für Regenhöhen dargestellt, der die Vorgehens-
weise der extremwertstatistischen Auswertung der aktuellen Regelwerke beibehält, die klas-
sischen stationären Verfahren jedoch durch instationäre Modelle ersetzt. Vor der statisti-
schen Auswertung erfolgen Untersuchungen auf Trends und Sprungstellen auf einer Daten-
basis von 49 ausgewählten Niederschlagsstationen in NRW. Für ≈ 26 % der 1.029 unter-
suchten Reihen werden Instationaritäten in Form von signifikanten Trends oder Sprungstel-
len ermittelt. Drei der 49 Stationen weisen keine Instationaritäten auf. 17 % der detektierten 
Instationaritäten resultieren aus einem linearen Trend und ≈ 83 % aus einer Sprungstelle. 
67 % dieser Instationaritäten liegen in Dauerstufen 𝐷 < 30  min, 77 % in Dauerstufen  
𝐷 < 60 min und 88 % in Dauerstufen 𝐷 < 360 min vor. 
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Im Anschluss an diese Untersuchungen werden instationäre, parametrische Modelle der 
GEV für die Schätzung von zeitabhängigen Quantilwerten verwendet. Das GEV100-Modell 
mit instationärem Lageparameter sowie das GEV110-Modell mit instationärem Lage- und 
Skalenparameter werden genutzt. Die Parameter der GEV-Modelle werden unter Hinzu-
nahme von Klimaprojektionen mittels der MLE-Methodik geschätzt (vgl. Abschnitt 9). Es 
werden regionalisierte Klimaprojektionen der Lufttemperatur in 2 m über dem Boden von 
insgesamt 44 Kombinationen aus globalen und regionalen Klimamodellen als Gebietsmittel 
für NRW verwendet. Aus allen zur Verfügung stehenden Modellkombinationen wird aus 
dem RCP2.6-Szenario der über einen 30-jährigen Tiefpassfilter geglättete Median berechnet 
und für die zeitabhängige Modellierung der GEV-Parameter verwendet. Für jedes Beobach-
tungsjahr der Zeitreihe und jedes Jahr einer möglichen Extrapolation werden die so geschätz-
ten GEV-Parameter über einen dauerstufenübergreifenden Parameterausgleich optimiert 
(vgl. Abschnitt 10). 
Weiterer Bestandteil des instationären Berechnungsansatzes ist die Umrechnung zeitabhän-
giger Quantilwerte in zeitunabhängige Regenhöhen. Es werden der ERL- und DLL-Ansatz 
verwendet (vgl. Abschnitt 11). Beide Ansätze werden auf die Auswertung instationärer Nie-
derschlagszeitreihen erweitert und führen unter Berücksichtigung ergänzender Berech-
nungsparameter zu der klassischen Regenhöhe ℎ𝑁 in Abhängigkeit von Niederschlagsdauer 
𝐷 und Jährlichkeit 𝑇. Die Eignung der instationären, extremwertstatistischen Modelle wird 
anhand der drei Informationskriterien, dem AIC, AICc und dem BIC bewertet. 
Der instationäre Berechnungsansatz ergibt im Vergleich zu den klassischen Verfahren Re-
genhöhen mit Abweichungen zwischen -20 % und 110 %. Im Vergleich zum stationären 
GEV-Modell sind die Abweichungen niedriger und liegen zwischen -10 % und 60 %. Ge-
nerell variieren die Abweichungen über die Dauerstufen 𝐷, diese sind für kleine Dauerstufen 
𝐷 = 5 − 30 min am höchsten und nehmen mit größer werdendem Wiederkehrintervall 𝑇 
zu. Die mehrparametrischen, instationären Modelle zeigen insbesondere für die Dauerstufen 
𝐷 > 45 − 60 min und 𝐷 < 9 h eine bessere Anpassungsgüte als das in den klassischen Ver-
fahren genutzte Gumbel-Modell. 
Der instationäre Berechnungsansatz wird abschließend am Beispiel der Niederschlagsstation 
Detmold_KA angewendet und die Verwendung der sich ergebenden Planungsgrößen in 
Form von Regenhöhen am Beispiel eines N-A-Modells dargestellt. 
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Zusammenfassend können instationäre Niederschlagszeitreihen mit dem hier entwickelten 
Berechnungsansatz statistisch ausgewertet werden. Der Ansatz mündet, wie auch die klassi-
schen Verfahren, in Regenhöhen ℎ𝑁(𝐷, 𝑇), die weiterführend für die wasserwirtschaftliche 
Bauwerksplanung und -bemessung herangezogen werden können. 
Anhand des Berechnungsansatzes können zudem Unsicherheiten bei der Bestimmung und 
Beschreibung von Instationaritäten reduziert werden, da bei der stationsbezogenen Auswer-
tung Zusatzinformationen aus Klimamodellen Verwendung finden. Es werden somit im Ver-
gleich zu linearen Trends prognostizierte Veränderungen detaillierter berücksichtigt und 
über das RCP2.6-Klimaschutzszenario ab dem Jahr 2050 auch ein leicht rückläufiger Trend 
modelliert. Der Ansatz stellt dabei eine einheitliche Methodik dar und ist auch für Zeitreihen 
ohne signifikante Instationaritäten anwendbar. 
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