The number of studies on the control of fractional-order processesprocesses having dynamics described by differential equations of arbitrary orderhas been increasing in the past two decades and it is now ubiquitous. Various methods have emerged and have been proven to effectively control such processes usually resulting in fractional-order controllers similar to their conventional integer-order counterparts, which include, but are not limited to fractional PID and fractional lead-lag controllers. However, such methods require a lot of computational effort and fractional-order controllers could be challenging when it comes to their synthesis and implementation. In this paper, we propose a simple yet effective delay-based controller with the use of the Posicast control methodology in controlling the overshoot of a fractional-order process of the class : {P( ) = 1/( α + )} having orders 1 < α < 2. Such controllers have proven to be easy to implement because they only require delays and summers. In this paper, the Posicast control methodology introduced in the past few years is modified to minimize the overshoot of the processes step response to a level that is acceptable in control engineering and automation practices. Furthermore, proof of the existence of overshoot for such class of processes, as well as the determination of the peak-time of the open-loop response of a fractional-order process of the class is presented. Validation through numerical simulations for a class of fractional-order processes are presented in this paper.
Introduction
The study of fractional-order systems, i.e. systems represented by a set of integrodifferential equations having arbitrary-valued orders, has been of interest to researchers in various fields of mathematics, science, and engineering, and is becoming ubiquitous nowadays as made evident by the various research outputs available in literature. The increase in the number of papers dealing with the modeling and control of fractional-order processes is a result of the number of advantages that have recently been discovered for fractional-order models over their integer-order counterparts [1] [2] [3] [4] [5] 8] . For the past two decades, the maturity of this field of study and the number of applications of fractional-order models especially in the field of control engineering have been increasing [9] . As a result researchers are now realizing that systems and processes can be modeled using fractional calculus, i.e. differentiation and/or integration having an arbitraryvalued order, e.g. one-half derivative which is represented by the operator 0 5 / 0 5 .
Research shows that systems or processes represented using fractional-order models exhibit other properties that integer-order counterparts cannot provide. Basically, as also proven in fractional calculus literature, fractionalorder models actually generalize integer-order models [8, 10] . This is because such processes can exhibit various behaviors from relaxation to oscillation, including behaviors that are represented by first-and second-order systems, for example. First-and second-order systems exhibit frequency responses in which the magnitude curves have slopes having multiples of 20 dB per decade. However, for fractional-order models, it is possible to exhibit magnitude curves having any value of slope, e.g. 10 dB per decade, which cannot be exhibited by any integer-order counterpart unless otherwise approximations are done using cascaded poles and zeros-similar to the Oustaloup recursive approach [5] [6] [7] 11] . Details on these arguments can be reviewed in literature describing the properties of Bode's ideal transfer function [12] [13] [14] .
Fractional-order processes can also be controlled using classical integer-order controllers but may sometimes exhibit undesired performances. In some cases, fractionalorder controllers could actually outperform their integerorder counterparts. Integer-order controllers can satisfy a certain number of requirements for fractional-order processes, but it has been proven that fractional-order counterparts can be better due to properties that integer-order controllers do not have, as described previously for example. Since fractional-order controllers generalize a set of integer-order controllers, these controllers can easily outperform their integer-order counterparts. In cases where fractional-order processes cannot be controlled by integer-order controllers, researchers would then resort to fractional-order controllers. This is because it is possible that integer-order controllers may not be able to control the fractional-order dynamics of the process. For a process having a fractional-degree zero, for example, it will be mathematically impossible to cancel this fractionaldegree zero with integer-degree poles. Cancellation could be done by using fractional-degree poles, or by approximating a fractional-degree pole using cascaded integerdegree zeros and poles through Oustaloup's recursive approach.
Moreover, many types of fractional-order controllers are possible and the most common models are based on the PID family such as, but not limited to: fractional PI [15] [16] [17] [18] , fractional PD [19] [20] [21] [22] [23] , fractional PID [24] [25] [26] [27] [28] controllers, fractional lead-lag networks [29, 30] , and other special types of fractional-order controllers, e.g. [31] [32] [33] [34] . Implementation of such fractional-order controllers can be achieved using analog or digital means, but still poses a greater challenge to the engineer compared to having integer-order controllers. Continuoustime fractional-order controllers can be implemented by using approximations such as the continuous fractional approach, and Oustaloup recursive approach and its modifications [35, 36] . Discrete-time implementation, on the other hand, can be achieved through the use of FIR and IIR filters, and other discretization methods such as the Tustin method and step or impulse response invariants [37] [38] [39] . Digital computers with real-time control setup can also be implemented by using powerful software such as Matlab and Sumilink. Discussion of various methods can be reviewed in [10, 40] . However, considering all of these possibilities, it will still be a challenge for the engineer to design such controllers because of the complexity of the mathematics involved-specifically the use of fractional calculus. Thus, alternative methods should be proposed to help design controllers for fractional-order processes without the expense of dealing with complex implementation and synthesis methods.
In this paper, we show that it is possible to control a fractional-order process of the class :
with a simple classical control method such as Posicast. The classical Posicast control methodology introduced in past literature is modified to tailor its applicability to the class of fractional-order processes. The next sections discuss the stability and step response analysis of such processes, as well as descriptions of how Posicast control works. These are then followed by the proposed Posicast method and some numerical simulation results. Practical implementation issues and recommendations are also presented at the end of this paper.
Fractional-order processes
The study of fractional-order processes leads to the mathematics of fractional calculus. [4, 41, 42] . The derivative of arbitrary real order α has the notation D α ( ), where and are the limits of operation, and α is the order of differintegration. For fractional differentiation, it is assumed that the order α is positive. If α < 0, then the operation becomes a fractional integration. A fractional differential equation is an equation containing fractional derivatives; a fractional integral equation contains fractional integrals; a fractional differintegral equation contains a combination of both; and a fractional-order system is a system that is described by a system of such equations. Two definitions used for the general fractional differintegral are the Grünwald-Letnikov (GL) and the RiemannLiouville (RL) definitions. The GL definition is given by
where [ ] is the floor function, i.e. greatest integer smaller than z, and
is the usual notation for the binomial coefficients generalized for real values of α. The RL definition, on the other hand, is given by
with ( −1 < α < ) . Definitions (2) and (4) are the most widely-used definitions in the mathematical/theoretical study of fractional calculus. However, the RL and GL definitions lack physical interpretability that resulted to another type called the Caputo (C) derivative:
with ( − 1 < α < ) .
A fractional-order dynamical system or process can be described by a fractional differential equation of the form (7) would result in
The system described by (7) is a commensurate-order system if its continuous-time transfer function can be represented by
Furthermore, the fractional-order linear time-invariant system described in (8) can also be represented by the following state-space model
where α is the fractional commensurate order, and
, and A ∈ × , B ∈ × , C ∈ × are the usual state-space vectors and matrices, respectively.
Posicast control methodology
The Posicast control methodology was originally proposed by O. J. M. Smith to dampen the oscillatory behavior of a damped system. Earlier discussions on this topic can be found in [43] . It was shown that cancellation of oscillatory behavior can be achieved by accurately understanding the time response behavior of the system through its overshoot value and peak time. The Posicast approach results in a feedforward dynamic compensator that incorporates a time delay and attenuation to the input step signal. Posicast, therefore, reshapes the step input into two parts: 1) the first part-a scaled step that causes the peak to precisely meet the desired setpoint; and 2) the second part-the reshaped input is scaled with a time-delay to precisely cancel the remaining oscillatory dynamics. The Posicast control methodology has a brief and rich history since O. J. M. Smith's work in 1957 [43] . G. Cook in the 1960s attempted to apply the Posicast control methodology in higher-order systems including flexible structures [44, 45] . Posicast control applied to vibration control was also revisited in [46, 47] . A variety of research has studied Posicast control [48] , until in 2002 when J. Y. Hung addressed the sensitivity problem in the first generation of Posicast control by applying it within a feedback system rather than in the classical feedforward configuration [49] [50] [51] . Further early theoretical history can be found in [52] while further applications of Posicast control methodology in the early 21 th century can be found in [53, 54] . The Posicast control methodology can be best described with a gantry problem as seen in Fig. 1 . Consider the problem of moving the load, i.e. a pendulum bob, suspended by a straight cable, from point 1 to point 3. The sequence of movements illustrated in Fig. 1 can be described as follows.
A:
The gantry and the pendulum bob is situated at point one.
B:
The gantry is moved to point 2 and allows the pendulum bob to start swinging.
C:
The pendulum swings from point 1 to point 3.
D:
The bob has reached point 3 and the gantry is immediately moved to point 3 to perform a full stop.
The Posicast control strategy used in the gantry problem is also known as the half-cycle Posicast. The half-cycle Posicast controller can be described using an -domain block diagram model as illustrated in Fig. 2 . Examples of SIMULINK models for the half-cycle Posicast controller are presented in Fig. 3 . The transfer function of the Posicast controller is given by
for a unit step input, where δ is the value of overshoot, and T P is the peak time in seconds (see Fig. 4 ). The halfcycle Posicast controller in (10) is an all-zero filter with an infinite set of zeros spaced at odd multiples of the damped natural frequency [44, 55] . The real part of the zeros of 1 + C ( ) is given by (−1/T P · ln δ) while the imaginary part is given by (π/T P )(2 + 1) for = 0 1 2 · · · . The resulting control signal ( ) given a unit step input ( ) 
Stability and step response analyses of a class of fractional-order processes
In this paper, we consider fractional-order processes of the class
where the coefficients and are assumed to be positive real numbers, and the order α is constrained between 1.0 and 2.0. If α = 1, then the system is considered a first-order system. A value of α = 2 would result to a second-order system. Thus, having an arbitrary value of α would result in a α-order system.
Definition 1.
A two-term fractional-order system is defined by P( ) = 1/( α + ) for > 0 and 1 < α < 2.
Lemma 2.
The expression ( ) = α + where > 0 and 1 < α < 2 has at least one complex conjugate root pair.
Proof. Since getting the roots of ( ) would result in = (− / ) 1/α = ( / )e ( (2 +1)π/α) for = 0 1 2 · · · , it can be seen that for 1 < α < 2, the expression e ( (2 +1)π/α) will always result in angles with at least one complex conjugate pair for = 0 1 2 · · · . Stability of fractional-order processes can be studied by looking into the solutions of the differential equations that characterize them. In particular, a non-integer degree denominator polynomial would result in multi-valued functions of the complex Laplace variable whose domain can be seen as a Riemann surface of a certain number of sheets [56] . Thus, the characteristic polynomial of a fractional-order system will have infinite number of roots among which only a finite number of roots will be on the principal sheet of the Riemann surface [10] .
To establish the stability criteria, it is important to note that the transfer function must be bounded-inputbounded-output (BIBO) stable if its magnitude is finite for all frequencies, which can only be satisfied if all the denominator roots, not being roots of the numerator, have negative real parts. Details on the proof stability can be seen in [9, 10] .
Lemma 3.
The two-term fractional-order system of order 1 < α < 2 and > 0 is asymptotically stable.
Proof. The proof for its stability is presented in [57] through state-space analysis of fractional-order systems, which is also based on [58] in which it was proven that a system is asymptotically stable for orders 0 < α < 2.
Theorem 4.

The class of two-term fractional-order systems will always result in underdamped step responses.
Proof. Since the denominator polynomial of the transfer function will result in at least one complex conjugate pair from Lemma 1, and is stable from Lemma 2, it follows from systems theory that the transfer function described by the class has at least one pair of complex conjugate poles, thus resulting in an underdamped system. Theorem 4 establishes the fact that in any value of > 0, the class will always have an overshoot at a certain peak time T P > 0. Consider now the class . Its unit step response is determined by
where
is the modified form of the Mittag-Leffler function for = 0 1 2 · · · , where α β > 0. Details of this result can be seen in [59] page 248. Combining (12) and (13) results in
The first peak time of the unit step response can be determined by getting the first derivative of (14) and equating it to zero. Getting ( ) would result in
Equating (15) to zero would result in the equation
which can be solved using a numerical method. The equation in (17) can be seen to be nonlinear in nature. Thus, a simple Bisection method can be used to numerically solve for its peak time T P > 0. The algorithm incorporating the Bisection method in solving for T P > 0 in (17) It should also be noted that other methods in solving for the root of any nonlinear function, such as Regula-Falsi, can also be utilized.
Half-cycle posicast control for the class
In this section, we show how the half-cycle Posicast control methodology could be used in controlling a two-term underdamped fractional-order system of the class [49] . Consider for example the system described by the transfer function P( ) = 1 1 6 + 1 (17) in which the step-response is shown in Fig. 5 . It can be seen graphically that the peak time is at 2.94 seconds, and having 0.4 units of overshoot resulting in a peak value of 1.4 units. Half-cycle Posicast would result in a controller with a two-level step input, the first level having the value of The resulting step response can be seen in Fig. 6 . The list to generate the step response in The function fotf requires the creation of a class and additional m-files in Matlab. Details can be seen in [9] . Unlike for integer-order underdamped systems, it can be seen qualitatively in Fig. 6 that the step response still has some remaining minimal overshoot after the peak time. This is because the output response of a fractional-order system does not necessarily follow the rules of a sinusoid, unlike in a second-order system. For example, the output damped oscillations are given by e −ζω (A cos ω + B sin ω ), that is having a damped frequency of oscillation ω = ω 1 − ζ 2 > 0 where ω > 0 is the natural frequency of oscillation and 0 < ζ < 1 is the damping ratio. This response provided the motivation to develop a better solution as presented in the next section.
Proposed posicast control method for the class
If the output response of a system under the class is strictly oscillatory in nature, i.e. governed by e −ζω (A cos ω + B sin ω ) having a damped frequency of oscillation, then strictly using the half-cycle Posicast control methodology will totally eliminate the overshoot of the system and will result immediately in the setpoint at the first peak time. However, for fractional-order systems of the class , such a characteristic is difficult to guarantee or may even be impossible. This is because the step response (14) of a dynamical system under the class is described by a Mittag-Leffler function which governs the dynamics of Euler's gamma function. Since the gamma function does not follow a sinusoidal pattern, even if it is multiplied with a decaying exponential, i.e. e − , the lengths of each, what is supposed to be "half cycle", would be different. This is best described in Fig. 7 . The first "half" of the "cycle" running from = 0 to T P = 2 94 is simply 2.94 seconds. However, it can be seen qualitatively that the "second half" of the "cycle" running from the peak time T P = 2 94 to around 6.4 seconds is different compared to the first "half". To further minimize the overshoot problem given that the dynamics of the system is governed by a gamma function, it is necessary to modify the existing half-cycle Posicast controller into another form that could fit the practical requirements of a system. This can be done by modifying the input step function into three steps rather than two. The first step level is to attenuate the input signal with a factor of 1/(1 + δ) from = 0 until the peak is reached at = T P . The second level is to increase the input to a value of γ ( ) where 0 < γ < 1 is chosen based on the engineer's judgement. The increase starts at the peak time = T P until it reaches a certain time = T F . The values of γ and T F can be determined using any appropriate optimization algorithm, however this is not elaborated in this paper. Finally, once the final time = T F is reached, the full step input is then excited into the system. The mathematical model of the modified Posicast controller now becomes
SIMULINK models of the proposed modification are shown in Fig. 8 .
Simulation example
Consider, for example, a dynamical system described by the transfer function P( ) = 1 1 6 + 1 (20) where the order is determined as α = 1 6. Its step response without any controller is depicted in Fig. 9 . From the figure, it is seen that the overshoot value is around Out2 Fig. 9 also shows the unit-step response of the system using the proposed Posicast controller in (21) . >From Fig. 9 , it can be seen that the step response of the system improved using the proposed Posicast controller as compared to a half-cycle Posicast controller in (18) . The listing to generate the step response in Fig. 9 is shown below plot(t,yreal,'LineWidth',1.5);
Practical implementation
Practical synthesis and implementation of the proposed Posicast controller could be achieved by combining the feedforward Posicast controller (19) with unity to form a pre-cascaded controller to the fractional-order process, i.e. C ( ) = 1 + C ( ). Combining the Posicast controller (19) with unity in parallel will result in (23) which is easier to implement compared to (19) because all of its terms are positive. The first term of (23) could be designed as a simple attenuator. The second term of (23) is an attenuator cascaded to a time delay circuit with a value of T P . Finally, the third term of (23) is another attenuator cascaded to another time delay circuit with a value of T F . The resulting three branches can then be paralleled with the use of a three-input adder circuit (see Fig. 10 ). The initial identification of the value of T P should be done through the use of unit-step response method. However, if the determination of the peak-time is not possible through the unit-step response method, then a modification of the Bisection method should be implemented. In order to solve this problem, one can use Algorithm 2: Algorithm 2: Estimating the peak-time of the step response in hardware.
Step 1. At time stamp , take an initial value 0 < < ε such that ε is approximately equal to zero. It is very important to take note that the incremental value of ∆ > 0 should be made as small as possible so as not to make a huge error in estimating the practical peak time of the system. One drawback, however, of this method is the assumption that the unit-step response is monotonically increasing, which in practical sense, may be a challenge especially if the output of the process is subjected to perturbations. To counteract this problem, one can modify
Step 2 as follows:
Step 2. Given a step size of ∆ > 0, numerically solve for and stop the scanning process.
The value of ρ > 0 should then be chosen such that it is not too large to cause delay in the identification and estimation of T P ≈ +1 , but must also not be so small as to be affected by external perturbations.
Conclusion
In this paper, we have presented a modified Posicast control methodology that could be used to control fractional-order processes of the class . From the wellused half-cycle Posicast controller having a two-leveled structure, the controller is modified to a structure that manipulates the step input into three-levels as a control signal to the process. The proposed modification is not guaranteed to be better than other control algorithms, but it is expected to gain popularity in controlling fractional-order processes due to its simplicity in design. Furthermore, the identification of the parameters 0 < γ < 1 and T F such that T F > T P is initially left open for further research and is not discussed thorougly in this paper. However, continuous or combinatorial optimization algorithms could be used for the identification of these parameters given any cost function such as the 2 , for example.
