Abstract-We introduce a non-kinematic based approach to autonomous target tracking using a new set of Independent and Indirectly Generated Attributes (IIGA) from hyperspectral imagery. 12 The IIGA method addresses the detection of rare signal appearance (i.e., targets represented by a few pixels), which is often the case in remote sensing target tracking. The proposed method demonstrates that object distinctness can be preserved, or perhaps accentuated, by contrasting hyperspectral samples, indirectly, through differences between each sample and a series of unrelated random samples in order to generate new attribute sets. Object distinctness is captured by features of the new attribute sets' underlying distributions. Preliminary results are promising using a small but challenging dataset.
INTRODUCTION
In remote sensing applications, researchers are often faced with the problem of a small sample size representation of an object of interest (target), relative to the number of target attributes. In particular, using imagery generated from hyperspectral (HS) remote sensing, this drawback usually means that specific material types, or targets (e.g., specific paints of motor vehicles), are represented by a small number of pixels relative to the number of spectral bands. As such, most of the theoretically sound statistical hypothesis tests cannot be utilized, since they require that the sample size be at least the number of spectral bands for the observed target material. The proper estimation of covariance matrices, for instance, requires sample sizes to be of at least the number of bands [1] , but preferably many times over that number [1] . Not surprisingly, this drawback is also found in remote target tracking problems, where it is desired that algorithms can autonomously detect and track targets immersed in all kinds of clutter backgrounds (e.g., urban, sub-urban, natural canopy). 1 978-1-4244-7351-9/11/$26.00 ©2011 IEEE 2 IEEEAC paper#1108, Version 2, Updated 2011:01: 10 HS imagery is a rich data set often used in geological, space, biological applications, and environment reconnaissance [2] - [4] . The availability of hundreds of spectral bands may allow an autonomous algorithm to uniquely identify nearly any material type, whether naturally occurring or manmade. In remote sensing, for instance, researchers have shown that HS data are effective for material identification in scenes where other sensing modalities are ineffective, see, for instance, [6] .
We are particularly interested in exploiting the richness of HS data in the visible (V) , regions of the spectrum for remote target tracking in the presence of complex clutter backgrounds.
The real interest herein is not in the development of a traditional tracking scheme, where kinematic based feature are exploited, but in beginning to answer the question on whether spectral-only based methods can be utilized for the purpose of tracking by exclusively performing static frame by frame target identification, where multiple constraints will be imposed on the problem; specifically, (i) offline training will not be utilized, (ii) targets may consist of a small sample size (e.g., less than 9 pixels), and (iii) kinematic states of targets will not be exploited for tracking, since stationary targets are also of interest.
The motivation for including constraint (iii) is based on the fact that target tracking in an urban environment, for instance, presents a wealth of ambiguous tracking scenarios that cause a kinematic-only tracker to fail. Partial or full occlusions in areas of tall buildings are particularly problematic as there is often no way to correctly identify the target with only kinematic information. Feature aided tracking attempts to resolve problems with a kinematic-only tracker by extracting features from the data. Although these methods show promise [7] [8], they are still vulnerable to ambiguity problems, such as proximity to other objects, drastic changes in target's velocity, and partial obscuration.
Although HS sensors provide high spectral resolution imagery, target tracking depends on a material having a spectral fingerprint and sensor's ability to capture HS imagery at near video rate. With recent groundbreaking work that has led to the development of novel HS video cameras, the latter is now possible. But the reality of the former, coupled with non-kinematic features, precludes researchers from using robust and sound mathematical statistical tests as the basis for target detection/ tracking. The alternative is then reduced to utilizing an ad hoc approach, where similarity metrics are applied to the HS data and detection decisions are attained using cutoff thresholds strictly based on testing the available training dataset. As expected, robustness is often limited by the training dataset. This paper introduces a non-kinematic based approach to autonomous target tracking using a new set of Independent and Indirectly Generated Attributes (IIGA) from HS imagery. IIGA specifically address the detection of rare signals, i.e., rare appearance of targets relative to the abundance of non-targets, or targets consisting of a small sample size.
IIGA shows an innovation in augmenting the target's sample size in a meaningful way and without loss of distinctness between targets and non-targets in the frames. IIGA aims at transforming while isolating an initially available target sample (size n; few reference spectra) in a lower dimensional space m (the number of regions of the spectrum the sensor operates), where the sample size N is large (N much greater than n). It does so by contrasting the target sample to N randomly selected blocks of data from a subsequent frame, where each block also has size n, in order to yield the reference IIGA set. The same blocks of data are then contrasted against a given testing sample, yielding the testing IIGA set. Since both attribute sets have a large sample size N, a sound multivariate statistical test can now be applied to perform target detection/ tracking or rejection. The process is repeated until the entire frame is tested for the presence of target(s). Correct target detection performed in individual frames constitutes tracking in this paper. This paper will present some preliminary results from a proof of principle experiment designed to check the plausibility of utilizing HS VNIR and VNIR-SWIR imaging for target detection/ tracking. The proof of principle experiment considers a limited but challenging dataset of calibrated VNIR and VNIR-SWIR HS data cubes for arbitrarily selected targets, yielding some promising initial results.
The remainder of the paper is organized as follows: Section 2 describes some of the conventional methods and their problems, given the constraints described in this section. Section 3 discusses the dataset used for this paper. Section 4 introduces IIGA and its implementation in the context of target tracking. Section 5 discusses results from an initial proof of principle experiment. And Section 6 concludes the paper.
CONVENTIONAL METHODS
In conventional pattern recognition algorithms for HS remote sensing applications, the functions of feature extraction, spectral matching, and spectral identification (ID) play very important and specific roles. This section briefly discusses their roles and limitations.
In HS imagery, features are not geographical features visible in an image, but are rather statistical characteristics of image data-individual bands or combinations of band values that carry information concerning systematic variation within the scene. Thus, spectral feature extraction isolates components (or dimensions) within the HS data that are most useful in portraying essential elements of an image [1] . High-dimensional spaces are mostly empty; therefore, it is invaluable to find the most appropriate subspace that contains the significant structure for a given classification problem. This is accomplished by feature extraction algorithms. Examples are principal component analysis [8] , discriminate analysis [9] , decision boundary feature extraction [10] , and joint classification and feature extraction methods [11] .
Having a suitable feature extraction method applied to the HS data, the spectral matching and ID functions serve as the crux of the supervised classification process. In supervised classification, there exists a feature model or idealized feature representation for different classes. Most researchers use the knowledge of the HS signatures of multiple vehicles to classify a vehicle observed in an urban scene. In the classification literature [8] , this approach is called supervised learning, which means that the phenomena of interest has been divided into a number of a priori groups, from each of which a number of samples have been observed. In the literature, this is also referred to as dimensionality reduction. The sample set is called training data and stored in a spectral library. Each sample in the spectral library consists of a multidimensional pattern vector. Given each spectral band is represented by one axis of a multidimensional space (the feature space), a sample is a point in that space. If all the samples in the library are well-defined, they should fall into clearly defined groups. Hyperplanes and hypersurfaces, which represent decision boundaries, can be used to separate the distinct classes in the multidimensional feature space. A typical remote sensing application employs an algorithm that classifies or labels the individual pixels forming the HS data cube, in which each pixel consists of a multidimensional vector. The algorithm is called a decision rule or a classifier, and it determines the position of the pixel's spectral response with respect to the decision boundaries, and thus allocates a specific label to that pixel.
Classifiers can be developed using parametric or nonparametric approaches. As any pattern recognition book [8] will show, there are many algorithms from which to choose. When faced with such a range of algorithms, it is difficult to know which one performs best. According to the No Free Lunch Theorem [8] , there is no such thing as an overall superior classifier. If one algorithm seems to outperform another in a particular situation, it is a consequence of its fit to the particular pattern recognition problem, not the general superiority of the algorithm.
The decision should be based on the aspects that matter most-prior information, data distribution, amount of training data, and cost or reward functions [11] . A number of algorithms that have been developed is grounded to a significant degree in statistical decision theory and regarded as parametric classifiers (e.g., maximum likelihood or minimum distance procedures) [8] . With this type of classifier, serious problems arise when the number of available samples tends to be small and the dimensionality of the feature vector is large [8] . To represent the class distribution accurately, a rule of thumb is that the number of training data samples per class should be at least many times the number of features [1] . HS data often have more than 200 dimensions, thus requiring approximately 6,000 training samples.
The challenges and limitations discussed in this section will conspire to performance degradation of conventional methods, as they are applied to target tracking strictly using spectral, not kinematic, features. The drawback for strictly using kinematic features for target tracking, however, was discussed in Section 1.
DATA
We used for this effort data cubes produced by two HS imagers: the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor and an Army V-NIR sensor. Images were collected about 30 to 60 seconds apart with the aircraft scanning parallel to the highway, so that vehicles moving in the direction of the aircraft could be observed in two or three consecutive images, or at a later time-a number of frames later, since the aircraft made a loop around to resume data acquisition overseeing the initial highway location where data were first collected. With pixel dimensions of around 2 ft in these data, only a small number of pixels are observed per vehicle. The data cubes are calibrated for radiance, featuring dimensions 256 320× pixels and 112 bands.
Operated by NASA, the AVIRIS sensor is designed to image 224 contiguous bands in the spectral region from 0.4 μm to 2.5 μm (V, NIR, SWIR) with about 0.01 μm spectral resolution. The AVIRIS hyperspectral image data is composed of a 3-dimensional (3-dim) image cube, 2-dim for the spatial information and one dimension for the spectral information. Each pixel is 224 dimensional vector in which each component is represented as the spectral radiance at each wavelength, usually expressed in units of microwatts per square centimeter per nanometer per steradian. Figure 4 (lower left hand side) illustrates the particular data cube example used for this work, where the HS image is of a Naval Air Station in San Diego, California, from an altitude of about 20 km for an GIFOV of 20 m over a swath width of 12 km [17] . The data cube was atmospherically corrected using the FLAASH (fast lineof-sight-atmospheric analysis of spectral hypercubes) first-principle algorithm [18] available in the ITT's ENVI environment [19] , resulting in a reflectance data cube of dimensions 400 400× pixels and 224 bands.
IIGA METHOD
The method proposed in this section manages the small sample size problem using as baseline a linear or non-linear metric, under a new target tracking framework that is able to produce a large number of independent random contrasts as input for a statistical hypothesis test. The overarching approach allows for the utility of a sound statistical hypothesis test, requiring a large sample size to function as an effective target ID. The function of correctly identifying targets using separately a frame at a time constitutes in this paper target tracking. The advantage of using this approach is that frame-to-frame registration is not required, since changed detection is not utilized, and, if successful, the ambiguity problems mentioned in Section 1 will be less of a challenge.
IIGA Conceptual Framework
The conceptual framework of IIGA is depicted in Fig. 1 The motivation for pursuing the indirect comparison approach shown in Fig. 1 is that we recognized that object distinctness could be preserved or perhaps accentuated by generating contrasts between a target's sample in the original data space and a series of other unrelated samples also in the same data space, where distinctness is represented by features of the new attribute sets' underlying distributions, as depicted in Fig. 1 
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. In this context, the contrast may be attained by computing means relative to n of the available HS samples and applying a linear or nonlinear metric between the resulting means, where the new attribute set is finally generated for a particular object (known or unknown) by first capitalizing on the object's sample original data space distinctness, using all of the bands (contrasts between spectral averages), and then on the fact that a sufficiently large number of contrasts will draw a better picture on the distinctness of the particular object in the new attribute space. Recall that the number of contrasts ( ) N is a free parameter whose value is chosen by the user.
Notice also that samples in the new attribute space In theory, there is a probability of having different samples taken from overlapping regions, but it is negligible since imagery spatial areas are many orders of magnitude larger than the sizes of data blocks, and the number of randomly selected blocks is many orders of magnitude smaller than the maximum number that is allowed from the imagery.
IIGA Formalization to Target Tracking
The IIGA conceptual framework discussed in this section can be formalized in the context of target ID/ tracking as follow.
Let us assume that an initial cue 
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. Notice Also in (2) and (4) that the sample size N can be freely set to be significantly larger than m. Equipped with a large sample size statistical problem, a strong hypothesis test can now be utilized to function as a binary classifier, as shown next.
Using (2) and (4), let
be the difference (a contrast) between (2) and (4) over the SAM decomposed into the distinct regions of the spectrum, where
Using (7) and (8) as input to compute the corresponding mean average and covariance estimates yields
. (10) Notice that (9) represents a normalized sum of independent random variables, where, according to [21] In essence, equation (11) The test can be repeated across the testing imagery by using (2) and (4) and changing spatial index R r , , 1  = . This will produce an output surface. Examples of output surfaces are shown in Section 5. The overarching process can again be repeated using a different frame for testing.
EXPERIMENTAL RESULTS
This section presents some of the results generated from a proof of principle experimentation using HS data cubes that were acquired from the HS sensors described in Section 3. For this proof of principle experimentation, we are interested in addressing, preliminarily, a few basic questions: a) Can a non-kinematic based method be used for target tracking, i.e., given the availability of an initial target cue, of a small sample size, from an initial frame, can a non-kinematic based method be used to find the target in subsequent frames?
b) Can a non-kinematic based tracking method be more robust than conventional kinematic based tracking methods are to some of the ambiguity problems discussed in Section 1 (e.g., proximity to other vehicles)?
c) Can a non-kinematic based tracking method maintain a relatively low false alarm rate under a highly complex, highly heterogeneous clutter background, while identifying targets that are very similar to other objects?
Although those above are difficult questions to answer, we were able to find a representative small set of HS data that offers the underlying challenges in those questions.
The HS image frames depicted in Fig. 2 as the average of all of the bands (see descriptions of sensor and data in Section 3) address questions (a) and (b), where the available ground truth information ensures that a target (a standard motor vehicle-sedan) can be observed in three frames (frames 1 and 2 are consecutives and frame 3 after multiple frames later). The same target that can be observed in frames 1 and 2, while it drives along a highway, is later observed passing along the left side of a truck (frame 3); the target and truck are in proximity to each other. The suburban background depicted in Fig. 2 (first column) is sufficiently complex, as it includes examples of other motor vehicles, houses, concrete road, and vegetation.
From top to bottom and left to right, the test starts by taking a cue (a reference sample ) 1 ( B n× X ) from frame 1 (Fig. 2: row   1, column 1 ) of the target, where (using the notation in Section 3)
. The IIGA method described in Section 4 was first applied to the same frame (i.e., Fig. 2 shows that, for the example data cubes, the proposed IIGA method was able to correctly ID the target in all three frames, using as reference a six-spectrum target cue from frame 1. Particularly impressive is the correct ID for frame 3, yielding no false alarms, where the target is shown in proximity to a much larger vehicle
In addition to showing some promises to the uncertainties in questions (a) and (b), the results shown in Fig. 2 provide some evidence on the validity of our claim made earlier in Subsection IIGA Conceptual Framework. We claimed that object distinctness could be preserved or perhaps accentuated by comparing/ contrasting two HS samples of small sample sizes, indirectly, by computing contrasts between each sample and a series of unrelated random samples-yielding new attribute sets, where distinctness is represented by the new attribute sets' underlying distribution, as illustrated in Fig. 1 .
To gain some insights about comparative performances between this and other methods, we generated the results shown in Fig. 4 and Fig. 5 . corrected using ENVI's FLAASH module (see Section 3). Since reflectance is invariant to the geometry of illumination, an atmospherically corrected HS data cube would allow us to check the ID power of the proposed method against two objects (aircrafts) in the scene representing the same model, as they are parked side by side at an open parking area surrounded by a highly complex urban background.
For this experiment, both a typically implemented SAM will be applied to the image and the IIGA method, which as described in Section 4 also uses SAM to contrast. As before, a cue 
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. The output surface using the direct approach is shown in Fig. 4 (top left and top right). The output surface produced by IIGA SAM is also shown in Fig. 4 (bottom right), where the pseudo color map used to display the output surface is shown in Fig. 2 , for a probability of error By allowing no false alarms in this complex urban background, while correctly indentifying the target, the results shown in Fig. 4 clearly show that the indirect comparison method IIGA SAM does indeed enhance the non-apparent differences between the two aircrafts, although they have the same model according to the available ground truth information. The IIGA SAM output surface shows a peak at the spatial location in the image where the target is found, while the output response of the urban background and the other similar aircraft are comfortably below the peak. The direct SAM approach does a good job detecting the target, but with the high cost of producing a high number of false alarms, as shown in Fig.  4 .
The results produced through this second experiment also show some promises on the ability of the proposed method to ID or track a target in a complex urban background, as highlighted in question (c). It is conceivable that the IIGA method can resolve subtle differences between similar objects that are due to many factors, including different experiences on ware and tare.
Finally, for additional comparison, three additional standard methods were applied to the data cube shown in Fig. 4 , these methods are: Matched Filter (MF) [20] , Orthogonal Subspace Projection (OSP) [23] , and Adaptive Coherence Estimator (ACE) [18] .
To work properly, MF, OSP, and ACE require both a relatively large sample size (significantly larger than the number of bands) to characterize the cued sample and prior knowledge of what constitutes background clutter. In essence, the MF method applies the Mahalanobis distance [8] , using the prior information about what constitute clutter and a cued sample as the target library. Also using prior information about the clutter background, The OSP method applies to steps: a clutter background suppression and MF. The ACE method is derived from the General Likelihood Ratio approach; it is invariant to relative scaling of input spectra and has a constant false alarm rate with respect to such scaling.
These additional methods were applied to the AVIRIS data cube, using the recommended parameter settings, as suggested by users of the ENVI software environment [18] .
The output results are shown in Fig. 5 , in addition to the pseudo color map. The color map shows dark blue representing the lowest sign of target evidence and light blue as the highest sign of target evidence. Figure 5 shows that all three methods were able to comfortably accentuate the target from the overall urban background, producing different levels of false alarms. Interestingly, MF produced better results than the other two methods separating the two similar aircrafts.
Among the three methods, OSP produced a lower number of false alarms. A qualitative comparison among results in Fig. 4 and Fig. 5 shows that the IIGA method outperformed SAM, MF, OSP, and ACE for this example data cube. 
CONCLUSION
The utility of hyperspectral imaging for target ID/tracking in the presence of small sample size has been demonstrated through an indirect sample comparison approach. The proof of principle experiment considers a limited but challenging dataset of calibrated VNIR and VNIR-SWIR hyperspectral images for arbitrary targets (motor vehicle, parked aircraft) in a complex urban or suburban background. The proposed algorithm performed surprisingly well testing the example data. The results show a promise that object distinctness can be preserved, or perhaps accentuated, by contrasting HS samples, indirectly, through differences between each sample and a series of unrelated random samples, in order to generate new attribute sets. Object distinctness is captured by features of the new attribute sets' underlying distributions, as illustrated in Fig. 1 . We plan on extending the work by including a larger dataset and quantifying performances of the proposed method against other approaches. 
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