Abstract Let G = (V , E) be a weighted undirected graph, with non-negative edge weights. We consider the problem of efficiently computing approximate distances between all pairs of vertices in G. While many efficient algorithms are known for this problem in unweighted graphs, not many results are known for this problem in weighted graphs.
Introduction
The all-pairs shortest paths (APSP) problem is a fundamental problem in graph algorithms. Efficient algorithms for this problem have several important applications. However, the current best algorithms known for this problem are not very efficient: the fastest algorithm for this problem in a graph with m edges, n vertices and real nonnegative edge weights takes O(mn + n 2 log log n) time [12] . Thus this algorithm has a running time of (n 3 ) when m = (n 2 ). The best upper bound currently known on the worst case time complexity of this problem (in terms of n) was shown by Chan [5] to be close to O(n 3 / log 2 n), which is marginally subcubic. When the number of distinct weights emanating from each vertex is O(n 0.338 ), Yuster showed a subcubic algorithm (Theorem 1.1, [14] ) for the APSP problem in real-weighted directed graphs. Note that these running times are quite inefficient for most applications, and this has motivated faster algorithms to compute approximate solutions for the APSP problem.
Let G = (V , E) be an undirected graph with non-negative edge weights. A path in G between u, v ∈ V is said to be of stretch t if its length is at most t · δ (u, v) where δ (u, v) is the distance between u and v in G. In this paper we are interested in computing small stretch paths/distances between all pairs of vertices. Zwick [15] showed that for any ε > 0, stretch 1 + ε distances between all pairs of vertices in a weighted directed graph on n vertices can be computed in timeÕ(n ω /ε · log(W/ε)), where ω < 2.376 is the exponent of matrix multiplication and W is the largest edge weight in the graph, after the edge weights are scaled so that the smallest non-zero edge weight in the graph is 1. It is also known that finding paths of stretch less than 2 between all pairs of vertices in an undirected graph on n vertices is at least as hard as Boolean matrix multiplication of two n × n matrices [8] .
Cohen and Zwick [7] in 2001 gave algorithms for computing all-pairs stretch t distances in weighted undirected graphs, for t = 2, 7/3, and 3. Their algorithms compute all-pairs stretch 3 distances inÕ(n 2 ) time, all-pairs stretch 7/3 distances inÕ(n 7/3 ) time, and all-pairs stretch 2 distances inÕ(n 3/2 √ m) time. Baswana and Kavitha [4] in 2006 improved the Cohen-Zwick algorithms for stretch 2 and 7/3 as follows: all-pairs stretch 2 distances can be computed in expectedÕ(m √ n + n 2 ) time and allpairs stretch 7/3 distances can be computed in expectedÕ(m 2/3 n + n 2 ) time, where m is the number of edges and n is the number of vertices in a weighted undirected graph G. Note that all these algorithms use only combinatorial techniques, i.e., fast matrix multiplication subroutines are not used.
Researchers have been trying to explore the possible trade-off between stretch and running time for the problem of computing all-pairs stretch t distances for t ∈ [2, 3) . In this paper we consider the problem of computing all-pairs stretch t distances for 2 < t < 3 in a weighted undirected graph G on n vertices. Our main result is the following.
Theorem 1
Given any ε > 0, all-pairs stretch 2 + ε distances in a weighted undirected graph G on n vertices can be computed in expected time O(n 9/4 )+ O(n 2.243 log 2 W ε 2 ), where W is the largest edge weight after scaling the edge weights so that the smallest non-zero edge weight is 1.
Thus when all edge weights in G are polynomial in n and ε > 0 is a constant, the above algorithm computes all-pairs stretch 2 + ε distances in expected time O(n 9/4 ) sinceÕ(n 2.243 ) is o(n 9/4 ). The above all-pairs stretch 2 + ε distances algorithm is obtained by first designing a combinatorial algorithm that shows the following result.
Theorem 2 All-pairs stretch 5/2 distances in a weighted undirected graph G on n vertices can be computed in expected time O(n 9/4 ).
The all-pairs stretch 5/2 distances algorithm of Theorem 2 is combinatorial, i.e., it does not use any fast matrix multiplication subroutine. By augmenting this algorithm with a fast rectangular matrix multiplication subroutine, we get Theorem 1.
Background The all-pairs approximate shortest paths/distances problem has been well-studied in the last 10-15 years and many new combinatorial algorithms [1-3, 6-9, 13] with improved running times have been designed for this problem in weighted and unweighted graphs. In unweighted graphs on n vertices Aingworth et al. [1] showed a simple and elegantÕ(n 5/2 ) algorithm for finding all distances with an additive one-sided error of at most 2. Dor et al. [8] improved and extended this algorithm: their algorithm requiresÕ(kn 2− 1 k m 1 k ) time for finding approximate distances with an additive one-sided error of at most 2(k − 1) for all pairs of vertices in an unweighted graph on n vertices and m edges. The algorithms in [3, 9] compute approximate distances in unweighted graphs with both multiplicative as well as additive errors simultaneously. However, the techniques of neither of these two algorithms lead to similar results for weighted graphs.
There is an algorithm in [4] with expected running timeÕ(n 2 ) for computing approximate (u, v) distances for all pairs (u, v) , where the distance returned is at most 2δ(u, v)+ maximum weight of an edge on a u-v shortest path. However we cannot claim that the stretch here is at most 3 − ε for any fixed ε > 0. Thus there was no o(n 7/3 ) algorithm known for computing all-pairs stretch 3 − ε distances for any constant ε > 0. We try to fill this gap in this paper.
An active area of research in algorithms that report all-pairs small stretch distances is in designing compact data structures, to answer distance queries. Instead of storing an n × n look-up table, these algorithms use o(n 2 ) space. More specifically, for any integer k ≥ 1, the data structure uses O(kn 1+1/k ) space and it answers any distance query with stretch 2k − 1, in O(k) time [13] . It was shown by Thorup and Zwick in [13] that any such data structure with stretch t < 3 must use (n 2 ) space on at least one input graph. Hence, in algorithms that compute all-pairs stretch 3 − ε distances for ε > 0, what one seeks to optimize is the running time of the algorithm, since the space requirement is (n 2 ).
Techniques Our all-pairs stretch 5/2 distances algorithm combines ideas seen before along with some new ideas (that of cooperation between various vertices). Since each vertex cannot afford to run Dijkstra's algorithm in the entire graph G as this would be too inefficient, only a few vertices, in fact, about n 1/4 of them can afford to run Dijkstra's algorithm in G so that the total running time is O(n 9/4 ). Also, about √ n vertices run Dijkstra's algorithm in a sparse subgraph of G (on O(n 7/4 ) edges), about n 3/4 vertices run Dijkstra's algorithm in a sparser subgraph of G (on O(n 3/2 ) edges) , and finally all the n vertices run Dijkstra's algorithm in an even sparser subgraph of G (on O(n 5/4 ) edges) so that the total running time can be bound by O(n 9/4 ). This idea of layering where vertices of one level run Dijkstra's algorithm in an appropriately sized subgraph has been used before in the algorithms in [7, 13] and [4] . We augment the above scheme as follows: once a vertex u obtains distance estimates to other vertices, it passes this information to several other vertices in its vicinity so that they can update their distance entries to these vertices. In fact, each vertex can run this cooperation step with about n 1/4 vertices so that the total running time is O(n 9/4 ). Similarly, each of about n 3/4 of the vertices can run this cooperation step with about √ n vertices, and each of about √ n of the vertices can run this cooperation step with about n 3/4 vertices, and each of about n 1/4 of the vertices can run this cooperation step with all the vertices in time O(n 9/4 ). Once the vertices have obtained the first round of distance estimates, we run the entire algorithm all over again to refine these estimates. This idea of running the entire algorithm twice has been used before in [7] . This yields all-pairs stretch 5/2 distances.
The analysis of the all-pairs stretch 5/2 distances algorithm shows that for every pair of vertices (u, v) , either the exact distance has been computed or there exists some vertex s in a fixed subset of O(n 3/4 ) vertices such that the distance estimate from u to v via s is at most twice the u-v distance in G. Our all-pairs stretch 2 + ε distances algorithm first calls all-pairs stretch 5/2 distances algorithm and then uses fact rectangular matrix multiplication to determine such an s for each pair of vertices. Note that fast rectangular matrix multiplication was also used in Zwick's algorithm [15] to compute all-pairs stretch 1 + ε distances in weighted directed graphs. As in other algorithms for this problem, our algorithms can also be modified to retrieve the corresponding paths along with the distance estimates.
Organization of the Paper. The preliminaries are given in Sect. 2. In Sect. 3 we present our algorithm for computing all-pairs stretch 5/2 distances and show its correctness. In Sect. 4 we present our algorithm for computing all-pairs stretch 2 + ε distances and prove its correctness. We conclude in Sect. 5.
Preliminaries
Our input is an undirected graph G = (V , E) with a weight function w : E → Q + , where Q + is the set of non-negative rational numbers. We can in fact assume that all edge weights are positive. If there are edges of weight zero, then contract each such edge-this will reduce the number of vertices and it is simple to see that we can easily extend the all-pairs small stretch distances table for the reduced graph to the all-pairs small stretch distances table for the entire graph.
Our algorithms work on certain subsets S 1 , S 2 , S 3 of the vertex set, where V = S 0 ⊇ S 1 ⊇ S 2 ⊇ S 3 ⊇ S 4 = ∅. We obtain these subsets by a simple sampling scheme: each S i , i = 1, 2, 3 is obtained by sampling vertices in S i−1 with probability n −1/4 . Note that the expected size of S 1 is n 3/4 , of S 2 is √ n, and of S 3 is n 1/4 .
We make the following definitions below:
• For each vertex u ∈ V and for i = 1, 2, 3, define δ(u, S i ) as the distance between u and the vertex in S i that is nearest to u.
In case there is more than one vertex in S i with distance δ(u, S i ) to u, then break the tie arbitrarily to define s i (u) . Note that since S 4 = ∅, we define δ(u, S 4 ) = ∞.
• We now need to define certain neighborhoods around a vertex u. The following definition is from [13] . For any vertex u and for i = 1, 2, 3, define ball i (u) as:
That is, ball i (u) is the set of all vertices v that are strictly closer to u than s i (u) is to u.
• The graphs of interest to us in our algorithms are the graphs
, where
Note that G i , for i = 1, 2, 3, are undirected graphs. Each G i is a subgraph of G, where each vertex x ∈ V keeps edges to only those of its neighbors that belong to ball i (x) . Note that constructing these graphs G i is easy. In G, connect a dummy vertex s * to all the vertices of the set S i and assign weight zero to all these edges. Now run Dijkstra's shortest paths algorithm with source s * in G. The distance returned between s * and u is the distance δ(u, S i ), for any u ∈ V . The vertex s i (u) is the neighbor of s * in the shortest s * -u path in this graph. To form the edge set E i of G i , each u looks at its adjacency list and retains only those neighbors v where
• We define the set bunch i (u) next. For any vertex u ∈ V and i = 1, 2, 3, define the set bunch i (u) ⊆ S i as:
That is, bunch 3 (u) = S 3 since δ(u, S 4 ) = ∞, while bunch 2 (u) consists of s 2 (u) and all the vertices in S 2 that belong to ball 3 (u) , and bunch 1 (u) consists of s 1 (u) and all the vertices in S 1 that belong to ball 2 (u) (see Fig. 1 ). The following result about the expected size of bunch i (u) and the complexity of computing the set bunch i (u) was shown in [13] . Lemma 1 [13] Given a graph G = (V , E), let the set S i+1 be formed by picking each vertex of a set S i ⊆ V independently with probability q. Then (i) the expected number of x ∈ S i such that δ(u, x) < δ (u, S i+1 ) is at most 1/q for each u, and (ii) the expected time to compute the sets bunch i (u), summed over all u ∈ V , is O(m/q).
The following propositions are easy to show and are repeatedly used in the paper. Let E(u) denote the set of edges incident on the vertex u. Fig. 1 For any vertex u, the set bunch 2 (u) consists of s 2 (u) and the other bold vertices that are closer to u than s 3 (u) is to u; the set bunch 1 (u) consists of s 1 (u) and the other vertices (not filled) that are closer to u than s 2 (u) is to u Proposition 1 For S i ⊆ V , (i ∈ {1, 2, 3}) the following assertions are true.
For any two vertices
preserves the exact distance between u and v.
The subgraph G i,s i (u) = (V , E i ∪ E(s i (u))) preserves the exact distance between u and s i (u).
Proof Consider the shortest path
. . , v (= v) between u and v.
We need to show that all the edges of this path are present in E i . We shall prove this assertion by contradiction. Let (v j , v j +1 ) be the first edge (from the side of u) on the path which is absent. Since this edge is not present in E i , it follows from the definition of E i that there is some vertex
Combining Inequality (1) and
Thus, for the vertex u, the vertex x ∈ S i is closer than s i (u) (a contradiction!). Hence all edges on the shortest path between u and v are present in E i . This proves the first assertion of the lemma. The second assertion of the lemma is just a corollary of the first assertion. If
is the shortest path between u and s i (u), it follows from the first assertion and the property that all edge weights are positive, that every edge of this path, excluding the last edge, must be present in G i = (V , E i ) (see Fig. 2 ). Thus the subgraph (V , E i ∪ E(s i (u))) preserves the exact distance between u and s i (u). 
Proposition 2 If the set S i ⊆ V is formed by selecting each vertex independently with probability q, then the expected size of the set E i is O(n/q).
Proof For any vertex u, let us calculate the expected number of edges in E i (u) . If the vertex u belongs to the set S i , then |E i (u)| is 0.
Let us now estimate
. . of neighbors of u arranged in non-decreasing order of the weight of their edges (u, v i ).
q). Hence the expected number of edges in E i is O(n/q).

All-Pairs Stretch 5/2 Distances in O(n 9/4 ) Time
Let G = (V , E) be an undirected graph with non-negative edge weights given by the function w. We present below our algorithm to compute all-pairs stretch 5/2 distances. One of the motivations for this algorithm is that it paves the way for our algorithm to compute all-pairs stretch 2 + ε distances for any fixed ε > 0.
Let the table d store the current distance estimates. The table d is initialized as:
Note that we will always ensure that d is symmetric, i.e., whenever an entry d [u, v] gets updated, the entry d [v, u] will also be immediately updated to the same value. Our algorithm is presented as Algorithm 3.1. The main steps are as follows.
-Since the expected size of S 3 is n 1/4 , the vertices of S 3 can afford to run Dijkstra in the entire graph and that is the first step in our algorithm. -We have to ensure that the remaining vertices run Dijkstra's algorithm in sparse subgraphs of G. We have a graded structure in V : V = S 0 ⊇ S 1 ⊇ S 2 ⊇ S 3 , so the obvious choice of the sparse subgraphs are: each u ∈ S i , for i = 0, 1, 2 runs Dijkstra's algorithm in the subgraph G i+1 = (V , E i+1 ). However we can add some more edges to these subgraphs as follows: 
and updates distance estimates of all vertices of S 2 . Analogously, each s 2 ∈ S 2 runs Dijkstra's algorithm in the subgraph (V , E 3 ∪Ē[s 2 ]) and updates distance estimates of all vertices of S 1 . -Equipped with all the distance estimates computed in the first round, we go through the entire algorithm once more to further refine our distance estimates. We will show in Sect. 3.1.1 that the distance estimates after the second round are good enough to yield 5/2 approximations in our final for-loop where we store in
We will first analyze the time complexity of Algorithm 3.1 and then present its proof of correctness, that is, when the algorithm terminates, we need to show that
Running Time of Algorithm 3.1
We know that the expected size of S i is n 1−i/4 . The expected time, summed over all v ∈ S i , for v to perform Dijkstra in the graph (V , E i+1 ∪Ē[v]), is essentially the expected value of |E i+1 + (n − 1)| · |S i |. More formally, the total expected time summed over all the executions of Dijkstra's algorithms is
where X v is the random variable denoting the number of all edges present in the set E i+1 excluding those incident on v. Now consider the graph G i+1 obtained by first removing the vertex v from G and then sampling each vertex of G \ {v} with probability n −(i+1)/4 . Let Y be the random variable denoting the number of edges in this graph. It is easy to see that Y stochastically dominates X v . Thus we have:
where the equality is because Y is independent of whether or not v ∈ S i . It follows from Proposition 2 that E[Y ] is O(n 1+(i+1)/4 ). Combining this bound with (2), the expected time taken for all vertices in S i to perform Dijkstra in the graph G i+1 is bounded by a constant times 
For each i ∈ {1, 2, 3} the expected size of bunch i (u) for any u ∈ V is O(n 1/4 ) (by Lemma 1(i)) and the time to compute all the sets bunch i (u) is O(mn 1/4 ) (by Lemma 1(ii)). Also, the expected time taken for all the cooperation steps is O(n 9/4 ). Thus we have shown the following lemma.
Lemma 2
The expected running time of Algorithm 3.1 is O(n 9/4 ).
Bounding the Stretch in Algorithm 3.1
We now bound the stretch in Algorithm 3.1 by partitioning the entire proof into various cases. These cases are defined using the notion of "overlap of ball i (u) and ball i (v)". We define this term below and Fig. 3 illustrates this. 
This means that min{δ(s
Lemma 3 leads to the following corollary since E 4 = E, the edge set of G.
Corollary 1 If ball 3 (u) and ball
Complementing Lemma 3, Lemma 4 illustrates how ball 1 (u) and ball 1 (v) overlapping helps us in bounding d [u, v] .
Lemma 4 If ball 1 (u) and ball
Before we prove Lemma 4, we need the following claim which will be used at several places. We now claim that the vertex b has to belong to ball i (v). We are given that
is a contradiction. Thus b belongs to ball i (v).
This proves the claim.
We are now ready to prove Lemma 4.
Proof of Lemma 4
We are given that ball 1 (u) and ball 1 (v) overlap. So it follows from Claim 1 that we can partition the shortest path between u and v as: SP(u, v) = u a → b v, where all the vertices in u a belong to ball 1 (u) and all the vertices in b v belong to ball 1 (v) . The only edge in SP(u, v) that might possibly be missing from the edge set E 1 is the edge (a, b) (refer to Fig. 4) .
In the first iteration of the main loop in our Algorithm 3.1, the vertex b runs Dijkstra's algorithm in ( We know that d [u, v] is at most the minimum of δ(u, s 3 ) + δ(s 3 , v) distances, where s 3 ∈ S 3 . Hence we have the following bound on d [u, v] .
Inequality (6) follows from (5) by triangle inequality, (7) follows from (6) 
since u a v is SP(u, v), so δ(u, a) + δ(a, v) = δ(u, v). Inequality (8) follows from inequality (7) because the edge (a, b) is missing from ball 3 (a), so w(a, b) ≥ δ(a, s 3 (a)).
Next, we shall show that we also have the following inequalities:
Adding inequalities (8), (9) , and (10), we get the following inequality:
So all that is left here is to prove inequalities (9) and (10). If s 2 (u) / ∈ bunch 2 (a), then we have
Substituting this in inequality (7), we get inequality (9 
This implies inequality (9) . The proof of inequality (10) is analogous to the proof of inequality (9). This finishes the proof of Lemma 5.
We are now left with the case when ball 2 (u) and ball 2 (v) overlap. We know that ball 1 (u) and ball 1 
v). Assume without loss of generality that δ(s 1 (u), u) ≤ δ(s 1 (v), v). Then 2δ(s 1 (u), u) ≤ δ(u, v). Since ball 2 (u) and ball 2 (v) overlap, we again use Claim 1 to conclude that SP(u, v) can be decomposed as u a → b v where (a, b) is an edge in SP(u, v) such that a ∈ ball 2 (u) and b ∈ ball 2 (v).
If all the edges in SP(u, v) are present in E 2 , then since ball 1 (u) and ball 1 (v) do not overlap, Lemma 3 applies here and so we get d [u, v] ≤ 2δ(u, v). Thus we shall assume that some of the edges in SP(u, v) are not present in E 2 . More precisely, the edge (a, b) is missing from E 2 ; every other edge of SP (u, v) has to be present in ball 2 
Let us first deal with some easy subcases of this case. 
Claim 2 If either
Then the vertex s 1 (u) runs Dijkstra's algorithm in the graph (V , E 2 ∪Ē[s 1 (u)]) and this edge set includes an "edge" (s 1 
Inequality (12) follows from our assumption that 2δ(
We have a similar case below.
Claim 3 If the vertex s
The above bound again leads to inequalities (11) and (12) Thus by Claims 2 and 3, we can henceforth assume that a / ∈ ball 1 (u), u / ∈ ball 1 (a) and s 1 (u) / ∈ bunch 1 (a). We are now left with CASES (I) and (II).
CASE(I) The edge (a, b)
is present in E 3 . We show the following result here:
Proof Since all the edges in SP(u, v) are present in E 3 and vertices in S 2 perform Dijkstra in the graph that includes all the edges in E 3 , we have
We would like to obtain upper bounds, first on δ(u, s 2 (u)) and then on δ(v, s 2 (v)).
If s 1 (a) / ∈ bunch 1 (u), then we have the following upper bound on δ(u, s 2 (u)):
Substituting this upper bound on δ(u, s 2 (u)) in inequality (13), we get
On the other hand, if s 1 (a) ∈ bunch 1 (u), then by virtue of the last step in Algorithm 3.1, we have
Inequality (18) follows from inequality (17) since all edges of the shortest path s 1 (a) a and of SP (u, v) s 2 (v) ). Substituting this in inequality (14), we get
Combining inequalities (20) and (16), we get edge (a, b) is not present in E 3 . We show the following result here:
Proof Since all the edges in the subpaths u a and b v of SP(u, v) are present in E 2 , the vertices s 1 (u) and s 1 (v) can see all the edges in SP(u, v) except the edge (a, b). Since vertices in S 2 update entries in the table d in the rows corresponding to vertices in S 1 in our algorithm, we have , s 2 (a)) + w(a, b) .
In the second iteration of the main loop in our algorithm, s 1 (u) runs Dijkstra's algorithm in the graph (V , E 2 ∪Ē[s 1 (u)], and this edge set includes an "edge" (s 1 
Since
. Using these two inequalities in inequality (22) and using the fact that d [u, v] 
We also have another upper bound on d [u, v] . The fact that the edge (a, b) is not present in E 3 leads to inequalities (5)- (8) . Combining inequality (23) and inequality (8), we have
Claims 2 and 3, along with the proofs of CASES (I) and (II) prove that if ball 2 (u) and ball 2 
Thus we have dealt with all the cases and we have proved Theorem 2 stated in Sect. 1 that all-pairs stretch 5/2 distances in an undirected graph G on n vertices and with non-negative edge weights can be computed in expected time O(n 9/4 ).
All-Pairs Stretch 2 + ε Distances
Let ε > 0 be any given parameter. In this section we present our algorithm that computes an n×n table d that stores all-pairs stretch 2+ε distances for a given undirected graph G = (V , E) on n vertices and positive edge weights. This algorithm is an extension of Algorithm 3.1. We first scale the edge weights, if necessary, so that the smallest edge weight is 1 and let W be the largest edge weight.
We will use our earlier sampling method to obtain the sets V = S 0 ⊇ S 1 ⊇ S 2 ⊇ S 3 ⊇ S 4 = ∅, except that we wish to always bound the size of S 1 by O(n 3/4 ) here. Such a bound will be needed in our analysis. Hence, after sampling each vertex of V independently with probability n −1/4 to construct the set S 1 , if the size of S 1 is larger than 2n 3/4 , then we discard this sampling and sample afresh once again. The expected number of such trials till we construct a set S 1 of size O(n 3/4 ) is O(1). The set S 2 , as earlier, is obtained by sampling vertices in S 1 with probability n −1/4 and the set S 3 is obtained by sampling vertices in S 2 with probability n −1/4 .
The all-pairs stretch 2 + ε distances algorithm first calls Algorithm 3.1. We will show in the next section that Algorithm 3.1 ensures the following property: for each pair (u, v) ∈ V × V , either ball 1 (u) and ball 1 (v) overlap or there exists some vertex s in the set S 1 such that the path formed by combining the u s path and the v s path computed in Algorithm 3.1 is a stretch 2 path. For each x ∈ S 1 and every pair (u, v) ∈ V × V , our algorithm uses fast rectangular matrix multiplication to estimate the value d[u, x] + d [x, v] up to a multiplicative error of 1 + ε/2. It then chooses the best x ∈ S 1 as the appropriate s for this pair (u, v) . This yields a 2 + ε stretch. Our algorithm is presented as Algorithm 4.1.
Running Time of Algorithm 4.1
Let us first analyze the time complexity of computing witness matrices W ij 's in our algorithm. We use the algorithm from [11] for computing the matrix W ij . It can be shown (see [11] for the details) that this algorithm for computing W ij has expected running timeÕ(C(n)), where C(n) is the time taken to multiply an n × n β matrix with an n β × n matrix. Here we will use the following result. (u, v) . So let us assume henceforth that ball 1 (u) and ball 1 (v) do not overlap. We will show the following lemma. 1 (u) and ball 1 
Lemma 6 If ball
We will now show that Lemma 6 immediately implies that d [u, v] 
which is a stretch of just 2 for the distance estimate computed. Hence let us assume that s is neither u nor v.
Since k has been chosen such that (1 + ε/2) k ≥ 5/2nW , it follows that there exist i, j where 1 ≤ i, j ≤ k such that
Thus the Boolean product witness matrix for M i M T j would compute the above witness s ∈ S 1 or some other s ∈ S 1 that satisfies (u, v) . So all that is left now is to prove Lemma 6. If all the edges of the shortest path SP (u, v) 
Proof of Lemma 6
So let us now assume that some of the edges in s 1 (v) ). We know from Claim 1 that we can decompose SP (u, v) as u a → b v where a ∈ ball 2 (u) and b ∈ ball 2 (v) . Observe that the only edge in SP(u, v) that is missing from E 2 is the edge (a, b) (refer to Fig. 6 ). So we have δ (s 1 (a), a) ≤ w(a, b) since δ(s 2 (a), a) ≤ w(a, b) and we anyway know that δ (s 1 (a), a) ≤ δ(s 2 (a), a) .
If u ∈ ball 1 (a), then b while running Dijkstra's algorithm in the graph (V ,
So it is easy to see that s 1 (u) is again our required witness. So let us assume that u ∈ ball 1 (a), as in Fig. 6 . (a), a) + w(a, b) . This yields: , b) , the right hand side in this inequality is bounded by δ (u, b) , which is at most δ (u, v) .
(ii) u ∈ ball 2 (a) and 2 (a) (in the second iteration of the main loop of Algorithm 3.1) and it is easy to check that this leads to s 2 (u) being our required witness.
(iii) u ∈ ball 2 (a) and s 2 (u) / ∈ bunch 2 (a). We split this case further into two subcases.
Case (a): The vertex b /
∈ ball 2 (v). We will show that s 3 (a) is our witness here. We have
We also have
Substituting these bounds in inequality (25) yields
The right hand side is at most 
and so
We can bound 2δ(s 1 (u, v) . This finishes the proof of Lemma 6.
We have thus shown Theorem 1 stated in Sect. 1 that all-pairs stretch 2 + ε distances in an undirected graph G on n vertices and non-negative edge weights can be computed in expectedÕ(n 2.243 log 2 W/ε 2 ) + O(n 9/4 ) time.
Retrieving the Paths Our algorithms have focused entirely on computing the distance estimates. It is easy to modify them to ensure that the corresponding paths can also be retrieved. The corresponding paths are usually recovered by a successor table S. That is, S is an n × n table, where S[u, v] is u's neighbor (successor) in the u-v path whose length the algorithm has computed as d [u, v] . Thus by reading off the relevant entries from S, the entire u-v path can be determined. In place of a successor table, our algorithms can be modified to maintain a [u, v] . We describe below how our all-pairs stretch 5/2 distances algorithm (Algorithm 3.1) will be modified and how this u-v path can be recovered using the table I and the distance table d.
First, the change in Algorithm 3.1 is that we will not maintain the table d as a symmetric table. This will however not affect the algorithm or its correctness, since whenever a vertex u needs to assign weights on all pairs (u, x) inĒ[u], the vertex u will look up both d [u, x] and d [x, u] and the minimum of these two values will be assigned as the weight of (u, x).
Whenever we update an entry d[u, ·] in our distance table, it is due to one of the following steps: -because of running Dijkstra's algorithm with u as the source -due to cooperation from some vertex x (this includes the last step where we store in d [u, v] [u, v] is updated due to running Dijkstra's algorithm from u. The implementation of Dijkstra's algorithm maintains the function "predecessor" for each vertex, so the corresponding paths are known here and so I [u, v] can be set appropriately as u's successor in this path. However note that we run Dijkstra's algorithm not always in subgraphs of G but subgraphs augmented with all pairs (u, x) in the set E [u] . This is the reason as to why we maintain a table of intermediate vertices rather It is easy to see that we can maintain such a table I in our all-pairs stretch 2 + ε distances algorithm also. This is because Algorithm 4.1 first calls Algorithm 3.1, so the matrix I first gets set in Algorithm 3.1 as described above. Then we determine witnesses and update d [·, ·] values. Whenever d [u, v] gets updated due to a witness w, we set I [u, v] = w. The way to recover the corresponding paths using I and d is exactly as described in the earlier paragraph.
Conclusions
We considered the all pairs small stretch distances problem in an edge weighted undirected graph G on n vertices. We showed that all pairs stretch 2 + ε distances can be computed in O(n 9/4 ) time when edge weights are polynomial in n, for any constant ε > 0. This algorithm uses a fast rectangular matrix multiplication subroutine. We also showed a combinatorial algorithm (it does not use fast matrix multiplication) that computes all pairs stretch 5/2 distances in O(n 9/4 ) time. An open question is to compute all pairs stretch 2 distances in o(n ω ) time, where ω < 2.376 is the exponent of matrix multiplication.
