The ultimate long-term goal in Human-Robot Interaction (HRI) is to design robots that can act as a natural extension to humans. This requires the design of robot control architectures to provide structure for the integration of the necessary components into HRI. This paper describes how HBBA, a Hybrid Behavior-Based Architecture, can be used as a unifying framework for integrated design of HRI scenarios. More specifically, we focus here on HBBA's generic coordination mechanism of behavior-producing modules, which allows to address a wide range or cognitive capabilities ranging from assisted teleoperation to selective attention and episodic memory. Using IRL-1, a humanoid robot equipped with compliant actuators for motion and manipulation, proximity sensors, cameras and a microphone array, three interaction scenarios are implemented: multi-modal teleoperation with physical guidance interaction, fetching-anddelivering and tour-guiding.
Introduction
Design of an interactive mobile robot is one of [1] if not the most challenging integration problem in robotics. It involves dealing with action (manipulation, mobility), perception (environment, people), interaction (information exchange modalities such as interpretation of perceptual cues, human-robot interfaces, etc.), and systems (mechatronics, control, software, cognition) [2] in relation to the application domain. These elements are all interdependent, as each one of them influences the others.
Robot control architectures define the interrelations between decision-making modules required for robots to behave 'intelligently' in their operating environments. There is an infinite number of ways to implement robot control architectures, whether they are biologically inspired by or related to human cognition (e.g., ACT-R/E [3] , ICARUS [4] , SOAR [5, 6] ) or engineered to achieve specific requirements (e.g., DIARC [7] ). This makes it difficult to compare them [2] , since research on robot control architectures is conducted more as feasibility-type studies (e.g., "is it possible to use X to control the robot Y in task Z" [8, 9] ). And although there is no consensus on a common architecture, how to engineer a system that effectively integrates the functionalities required is an open question of fundamental importance in robotics and human-robot interaction (HRI) [10] . Integration and coordination of different types of processing modules (perception, reasoning, behaviors) is one significant challenge, and there is currently no dominant solution [11] . However, with more advanced robot platforms continuously pushing technological limitations, new opportunities arise to work on the integrated design of interaction and intelligent capabilities on robots.
In our previous work [12] , we outlined our plan to address the integration of physical, cognitive or evaluative dimensions associated with an interactive mobile robot. The robot control architecture we presented as the integration framework is HBBA, short for Hybrid BehaviorBased Architecture. According to Brachman [13] , "versatility, purposeful perception and reasonableness are all exemplary characteristics of real, honest-to-goodness intelligent systems", and all seem to require the kind of integration intelligent architectures should provide. Nils Nilsson [14, 15] used the term 'habile' to refer to versatility. The field of Artificial General Intelligence is pursuing similar objectives based on symbolic, emergentist, hybrid or universalist design characteristics [16] . In our work, the main criterion is the integration and interaction of decisional mod-alities. To consider these key elements in HBBA, our goal is to implement generic mechanisms, i.e., mechanisms that are independent of the robot's physical/perceptual capabilities and intended usage as well as to coordinate the use of Behavior and Perception modules (which are associated with the robot's sensors and actuators) in relation to the intended tasks and applications. One source of our inspiration is selective attention observed in humans: based on the limited resources available, it selects what is important to focus on based on the intentions of the system. In psychology, two schools of thought exist [17] : Late Selection (LS) theory [18] considers that our perceptual analysis capabilities are actually unlimited and that selection occurs later based on the perceived importance of the stimuli; Early Selection (ES) theory [19] holds that human perceptual capabilities are limited and unimportant stimuli must be filtered before they overload our processing capabilities. In HBBA, selecting Behavior modules and filtering their outputs relate to LS, while filtering the inputs of Perception modules can be compared to ES. This paper therefore follows up on our previous work by presenting how such generic mechanism is used in HBBA to coordinate the activation and configuration of perception and behavior modules. We believe that such a mechanism is key to design robots with autonomous capabilities that can be changed or adapted easily to be used in different application contexts.
This paper is organized as follows. Section 2 presents a brief overview of HBBA, with a focus on its integration and coordination mechanism. Section 3 introduces IRL-1/TR, a robot platform used for experimenting with HBBA. Section 4 follows describing HBBA implementation for three interaction scenarios: 1) a telepresence application using a display of proximity, visual, audible and force data [20] ; 2) a fetch-and-deliver task using an episodic-like spatiotemporal memory model [21] ; and 3) a tour-guide task with perception filtering for selective attention [22] . Section 5 discusses design issues and expected challenges to be addressed with HBBA, followed by conclusions and suggestions for future work.
Hybrid Behavior-Based
Architecture (HBBA)
HBBA basically blends two robot control paradigms [23] : -Behavior-based control. Behavior-based control is based on a set of distributed modules, called behaviors, that receive inputs from sensors and/or other behaviors in the system, and provide outputs to the robot's actuators or to other behaviors. Through interaction with the environment and within themselves, they achieve and maintain an overall system-level behavior. The functionality of behavior-based systems is said to emerge from those interactions and is thus neither a property of the robot or the environment in isolation, but rather a result of the interplay between them [24] . -Hybrid control. Hybrid control aims to combine the real-time response of reactivity with the rationality and optimality of deliberation. It is also referred to as layered or tiered robot control architecture, with layers usually organized according to the principle of increasing precision with decreasing intelligence [25] . However, complex issues are involved in how to interface and partition these layers [24] .
Behavior-based systems have proved to be best suited for environments with significant dynamic changes involving fast responses and adaptivity, while hybrid control is appropriate in environments and tasks involving internal models and planning. HRI implementations can certainly benefit from both. HBBA, illustrated by Fig. 1 , unifies both paradigms by adding layers on top of a Behavioral Layer, which allows Behaviors to be configured and activated according to what is referred to as the Intentions of the robot. Intentions are data structures providing configuration and activation of Behaviors (i.e., the behavioral strategy) as well as modulation of Perception modules. They are therefore the basic components of HBBA's integration and coordination mechanism. Furthermore, while hybrid architectures usually impose a specific deliberative structure, for instance a task planner, to coordinate the lower-level Behaviors HBBA allows multiple concurrent independent modules at its highest level without constraining those modules to a specific decisional scheme. For instance, the RAPP framework proposes a reconfigurable control architecture for exploratory robots [26] where agents, programmed as finite state machines, can be dynamically loaded from a cloud-based repository depending on the task at hand. Even though this provides longterm flexibility, only one dynamic agent can control the robot at a time, which is not a limitation in the case of HBBA. Reinforcement learning has also been used to coordinate execution of lower-level behaviors [27] using a topological map as a task-relevant state space instead of using the sensory space of the robot. DAC-h3 [28] , based on the Distributed Adaptive Control (DAC) architecture [29, 30] , proposes a principled organization of various functional modules into a biologically grounded, multi-layered cognitive architecture, with behaviors which take care of motor control and regulate the internal drives or needs of the robot. HAMMER [31] is a computational architecture that provides top-down control of visual attention for computing resource allocation in the specific application for observing action demonstrations while learning skills. AKIRA [32] is a framework that uses the concept of energy pools for which different processes compete to manage computing resources consumption via thread priorities within a cognitive architecture. Similarly, AERA [33] manages computing resources through job scheduling for perception and learning. However, none of these architectures include computing resource management through attention (or any other mechanism) as part of a behavior coordination mechanism for a robot, as addressed by HBBA. Furthermore, while frameworks such as IDEA [34] perform task planning within computing execution time constraints, HBBA relies on the emergence of higher-level functionalities through the execution of individual behaviors, monitoring the exploitation of these behaviors over time in accordance with the produced Desires to perform task sequencing. Behaviors are used over time as influenced by the events occurring in the environment and the Action Selection mechanism (which selects the commands sent to the robot's actuators, for instance according to priorities between Behaviors). Such observations can lead to Emotional Signaling (detecting situations based on models of how Behaviors are exploited over time [36] [37] [38] [39] ). Emotional signaling can also be used to modulate behavior parameters [40] . Behaviors are therefore used as an abstract representation from which to derive self-observable metrics (as opposed to application-defined metrics), making the robot learn from the dynamics of its interaction in the world based on its own perspective (grounded on its decision-making modules) [41, 42] .
Overall, HBBA is a behavior-based architecture with no central representation that still provides the possibility of high-level modeling as well as reasoning and planning capabilities through Motivations or Perception modules.
As the number and complexity of Perception, Behavior and Motivation modules increase to address more sophisticated interaction scenarios, the Intention Workspace becomes critical: it serves a role similar to that of a coordination layer in a hybrid architecture, or Action Selection in a behavior-based architecture. Compared to more formal planning approaches such as [27] , HBBA is a robot control architecture presenting design guidelines and working principles for the different processing modules, without imposing a formal coding structure for their implementation. It is a multi-paradigm architecture that does not force a specific paradigm for implementing both upperlevel reasoning modules and lower-level perception and behavior modules. HBBA is designed to combine various approaches for maximum versatility.
Integration and coordination mechanism of the intention workspace
To coordinate the execution of Perception and Behavior modules, HBBA employs a set of filters that modulate the message flow between these modules [22] . For each of these filters, represented by ◁▷ symbols in Fig. 1 , message flow modulation is achieved with time-based decimation by discarding messages at a configurable rate. This rate is defined with ϕ h , were filter h lets 1 message go through for ϕ h messages received. The configuration for all filters of the system is captured in the Φ H×1 vector, which includes filter rates for both Perception (Φ P ) and Behavior activation (Φ B ). For instance, ϕ h = 2 corresponds to a 50% reduction in data flow, while ϕ h = 1 lets all messages pass. Furthermore, ϕ h = ∞ discards all messages, completely stopping them from reaching a module. Thus, a filter can control the amount of information a Perception module has to process and the computing resources it consumes. Similarly, commands from Behavior modules can be completely stopped from reaching Action Selection. Consequently, module activation in HBBA is achieved by letting some or all messages flow in and out of it, and deactivation by completely forbidding it.
To set these filters, the Intention Workspace implements the Intention Translation process shown in Fig. 2 . First, it performs intensity-based selection using the list of current Desires to resolve conflicts between Desires of the same class. The selected set of behavior parameters for these Desires is noted as P imum required utility vector, noted as U ′ K×1 , constitutes the requirements for a Constraint Satisfaction Programming (CSP) problem which aims at maximizing the fulfillment of Desires while respecting the limited resources of the platform. The CSP solver aims at fulfilling as many Desires as possible, prioritizing resources to Desires with higher intensity values. To specify how a particular Desire class can be translated into Intentions, a set of Strategies describes filtering rates as subsets of Φ for one or more Perception and Behavior modules, along with v s,k , namely the utility produced by Strategy s for Desire class k, and resource costs, which are used by the CSP solver. Furthermore, high Φ values can be associated with lower resources costs, as a lower number of messages sent to a module will require less CPU time to process. The output of the CSP solver is the activation vector A ′ , that indicates which Strategies have been selected. The solving process consists in maximizing Ω, which is defined as:
while respecting the resource constraint below:
where c s,j is the cost of activating Strategy s for resource j, and m j the maximum that can be allocated for resource j. For instance, CPU load can be defined as m 1 = 100, and c s,1 would represent the average CPU load of activating Strategy s. The left part of the summation in Ω aims to maximize the Intensity of the Desires to fulfil, and the right part aims to maximize the Utility of the Desires to fulfil. Finally, the Intention Generation module gathers the filtering rates from selected Strategies in Φ ′ to configure all of the filters of the platform, and relays behavior parameters P' to the proper modules.
Glossary
The following summarizes the concepts present in HBBA: Sensor A sensor of the robot hardware and its related low-level driver. These modules produce raw stimuli for the Perception modules.
Actuator An actuator of the robot hardware and its related low-level driver. It accepts motor commands that were selected in the Action Selection module.
Perception Module Transforms stimuli (raw sensor data) into behavioral and motivational percepts (higherlevel information such as face positions or maps of the environment).
Behavior Module Produces actions as motor commands for one or more actuators. Can be configured by parameters (P), for instance to specify a location to reach. Motivation Module Manages high-level and long term goals for a robot. Multi-paradigm: can be implemented by simple state machines or advanced task planning algorithms.
Desire Produced by Motivation modules, a high-level description of a goal to achieve an action (ex. a location to reach) or information to gather (ex. detecting voices). It does not describe how such goals have to be achieved.
Intensity Represents the importance of fulfillment of a Desire. Used to determine priorities in case of conflicting Desires or lack of resources to fulfill all of them.
Beliefs Shared information between Motivation modules about internal and external interaction dynamics of the robot, such as Desire fulfillment and conflicts.
Intentions The set of module activations and configurations to achieve the current Desires of the robot.
Strategy Specifies how a Desire class can be fulfilled through Perception and Behavior modules activation and at what computational costs. Robot platform-specific.
Intention Translation The CSP-based process through which Strategies are selected to produce the Intentions of the robot. Action Selection Performs priority-based command selection for each actuator. Commands from higher priority behaviors override lower priority ones.
Emotional Signaling Artificial emotions generated from behavior exploitation monitoring. Used by Motivations for task planning and by expressive behaviors.
Implementing HBBA on a robot platform
Evaluating versatility, purposeful perception and reasonableness [13] of a interactive and intelligent robot requires a platform equipped with broad range of capabilities used in various application contexts. The robot platform used is IRL-1/TR [22, 43] . IRL-1 is a humanoid platform with an expressive face, an orientable head, a 8-microphone array located around its torso, a color USB camera with a panoramic lens from Immervision (IMV), a Microsoft Kinect sensor, a Hokuyo UTM-30LX laser range finder on top of its mobile base, a wireless gamepad from Logitech, two compliant arms with four degrees of freedom (DOF) each and grippers. Differential Elastic Actuators (DEAs) [44] are used to provide force control and feedback to its manipulators. ManyEars [45] is the sound source localization, tracking and separation algorithm used with the 8-microphone array on IRL-1. IRL-1 can be installed on an omnidirectional, non-holonomic and compliant mobile platform [43] or on a differential-drive mobile base (referred to as TR for Telerobot) [46] , as shown in Fig. 3 . The TR base can translate the robot forward and backward, and rotate in place using two triplets of wheels (one on the left and one on the right) and a rear rocker arm. IRL-1/TR is 1.45 m in height and 0.60 m in both width and depth. It has two onboard computers: a 2.67 GHz second generation Intel Core i7 dual core processor to control the mobile base and a 2.10 GHz third generation Intel Core i7 quad core processor for the torso controllers (arms, head expression and orientation), sensor processing, and the coordination of the robot control architecture. HBBA implementation in this paper is based on ROS. The Intention Workspace uses ROS' message passing structure, which is well-suited for message filtering. By adding an intermediary node between sensors and Perception modules, messages can be dynamically discarded to prevent data from reaching a module without having to alter the module's code, thus facilitating reuse of processing [31] , where the whole software of the robot has to be developed according to its computational model or the mechanism in [40] which requires adding a specific interface to each module to receive modulation signals from its coordination mechanism.
Design implementations and experimentations using HBBA
The following subsections present three design implementations following the HBBA framework with its integration and coordination mechanism of the Intention Workspace. Each design case has the robot work towards one specific goal and therefore only has one specific Motivation. The objective pursued with these experimentations is to examine if and how HBBA and the integration and coordination mechanism of the Intention Workspace can be used to implement HRI interaction scenarios of increasing complexity. Furthermore, they were meant to demonstrate HBBA's coordination mechanism in live settings to validate execution time, notably for filters and the CSP solving process.
Teleoperation using 3D display of proximity, visual, audible and force data
Teleoperation lies at the lower extreme in HRI levels of autonomy [1] . For mobile robots, it usually consists of a control station with a graphical user interface, allowing the operator to see, hear and move through the robot platform in a remote location. As the type and number of sensors and DOFs increase on the platform, additions need to be made to the operator interface with the objective of maximizing situation awareness [47] [48] [49] [50] and minimizing cognitive load [50, 51] . IRL-1/TR is a great testbed to address such issues, and we used HBBA to design a telepresence system with a remote control interface that integrates proximity, vision, audible and force data in one 3D ecological [52] display. Illustrated by Fig. 4 , the display consists of: The laser range finder data are coloured from green to red to represent distance from obstacles. An exclamation point icon is displayed when something stands in IRL-1/TR's path. -A representation of the forces perceived by the compliant actuators on IRL-1 arms and mobile base. Force direction and intensity can be displayed on IRL-1's rendering using three different ways: arrows oriented toward the force being sensed; force meter; change of the size and color of the structure sensing the force. -A representation of the location of audible sources surrounding IRL-1/TR. This information is provided by superimposing a speech bubble or a blue ring icon to localize the sound source on the display. Icon opacity is set to decrease over time so as to provide the user with enough time to locate the sound source on the display. 
Fetch-and-deliver task using an episodic-like spatio-temporal memory model
Autonomous robots, especially if they operate in dynamic environments, require a mechanism for reasoning and learning, which rely on memory. However, memory is a multifaceted and complex phenomenon that remains poorly understood [54] . For instance, one type of memory associated with personal experiences is episodic memory. The episodic memory is responsible for collecting information about one's experiences over time and their relationships within a spatio-temporal context [55] . A common use of an episodic memory is the prediction of both future percepts and the consequences of planned actions. To do so, the episodic memory mechanism must be able to recall previously experienced events and episodes. In addition, based on evidence that emotions play a role in episodic memory mechanisms [56] [57] [58] , similar type of influences should be considered in such memory models. In this experiment, a spatio-temporal (ST) memory model consisting of a cascade of two Adaptive Resonance Theory (ART) networks [21] was developed to implement an episodic-like memory within HBBA. The first ART network is used to categorize spatial events, while the second one extracts temporal episodes from the robot's experiences. Learning and recall rates of the ART networks are dynamically modulated based on the robot's ability to carry out its task, using a simple model of artificial emotions. Once an episode is recalled, future events can be predicted, and the are used to influence the intentions of the robot.
Evaluation of our ST memory model had IRL-1/TR perceive its locations, objects and people in a fetch-anddeliver task, shown in Fig. 6 . Figure 7 illustrates the implementation of HBBA for this fetch-and-deliver task. There- fore, this experiment allowed us to test the integration and coordination mechanism of the Intention Workspace with a larger set of Perception modules with HBBA. For instance, the People Tracking module, which uses a particlebased filter to combine observations of multiple people detection modalities (Voice, Face, and Leg-based), is particularly well suited for the dynamic modulation of perception capabilities. All of those modules were developed outside of HBBA as independent modules for other projects, demonstrating the ability of HBBA's coordination mechanism to integrate additional elements without imposing a specific computational structure. Through the use of external filters to manage information going in and out of these modules, we can integrate them as-is in a more complete architecture that fully considers the constraints of the platform. Indeed, the on-board computer of IRL-1/TR cannot execute all the Perception modules shown in Fig.  7 at full capacity. Therefore, a subset of these capabilities can be activated or disabled (ϕ ∈ {1, ∞}) dynamically, which enables the robot to still track the location of people while respecting its computing power limitations. Furthermore, the inclusion of the EM as an Intention Workspace module of HBBA to influence the Motivation module demonstrates the versatility of HBBA and its coordination mechanism of integrating a different paradigm (ART neural networks) in an already existing computational architecture.
Tour-guiding with perception filtering for selective attention
In this task, IRL-1/TR is used as a tour-guide of our facility and has to perform several tasks such as navigating the environment, interacting with visitors, providing spoken descriptions of various locations and pointing out interesting lab equipment, while behaving naturally in a robust manner. QR codes are used to associate specific locations visited in the tour, as shown in Fig. 8 . The QR code provides a unique ID for an interaction to perform at a specific location. To memorize the tour to give, IRL-1/TR is operated with a remote control to map the environment and locate QR codes. When done, IRL-1/TR autonomously return to its starting location, while still being able to detect external events and interact with people. Figure 9 illustrates the robot control architecture implemented using HBBA, with the set of Perception modules using multiple sensing modalities (visual, audio and range finder-based) and two Behavior modules controlling the mobile base. For this experiment, most of the modules and Strategies developed for the experiments described in Sec. 4.1 and Sec. 4.2 were directly transferred and extended for dynamic perceptual filtering, i.e., setting ϕ ∈ [1, ∞) to effectively reduce the computing power necessary depending on the Intentions of the robot. The goal was to emulate varying requirements in Perception capabilities over the course of its execution, and thus confirm that the Intention Workspace could correctly configure perceptual filtering based on internal and external events. One such event is presence of a loud noise, which created the need for localizing a voice. Activation of the ManyEars module without reducing capabilities of other modules was not possible with the computing power available. In addition, when all modules were used at full capacity, the robot experienced multiple failures of the Kinect processing module, which resulted in corrupted depth data. Since the robot used this data to avoid obstacles not detected by the laser range finder, this could have had serious consequences for the robot and people interacting with it. Instead, perceptual filtering provided a higher filtering rate on Face Detection and deactivation of QR-Code Detection right after a loud noise was detected to allow more computing resources for ManyEars. Figure 10 shows the effect of perceptual filtering on detection rate [22] . While the detection rate decreases with perceptual filtering, detection could still be performed without showing signs of CPU overload. This experiment illustrates the integration of resource management as a coordination mechanism that can modulate CPU load of modules that were not specifically designed for HBBA. While resource management would be possible in formal planning architectures as in [31] , it would have required a complete reimplementation of many modules we used in this experiment.
Discussion
Implementations of these interaction scenarios with IRL-1 illustrate how it is possible, by following the guidelines of an architecture such as HBBA, to coherently integrate HRI capabilities and skills while moving towards higher level cognitive capabilities. The teleoperation application of Sec. 4.1 served as the base for the implementation of the others. Since Strategies are designed in relation to a specific robotic platform, they are thus shareable between instances of HBBA on IRL-1. For instance, the Strategies and implementations for modules such as ManyEars and Plan & Follow Path modules are identical for the three implementations presented. Moreover, while dynamic filtering was only used in the third experiment (in the first two ϕ ∈ {1, ∞} instead of ϕ ∈ [1, ∞)), the integration and coordination mechanism allowed us to develop efficiently the Perception modules and to measure resource consumption in preparation for the third experiment. For instance, the Strategies designed for the fetch-and-deliver task were transferred to the tour-guiding task, where dynamic perceptual filtering was validated. We expect that most perception Strategies can be easily transferred between platforms with similar sensors, since it requires only a reassessment of their computing costs. Furthermore, this HBBA implementation can also be applied to different development contexts. For instance, in the ENRICHME project [59] , two HBBA configurations were used in the prototyping phase: one in a Gazebo-based simulation and the other on a Robosoft Kompaï 2 robot. The Plan & Follow Path implementation on this robot was not based on ROS, and therefore cannot be used in simulation. Thus two separate Strategies and Behavior modules are used, while the upper-level Motivation modules can stay identical to produce the same overall functionality of IRL-1 on the Kompaï 2 or any other robot. In fact, later on in the ENRICHME project the target robot was changed to a PAL Robotics TIAGo, and the upper-level Motivation modules were directly transferred to this new platform in both simulation and real settings. Since Motivation modules express goals as Desires, instead of using direct function calls or messages to a specific module, it becomes easier to change the lower level of the architecture while keeping the overall functionality of the robot intact. Using HBBA in this context means that the overall behavior can still be worked on without access to the robot. Furthermore, while the current implementation of HBBA relies on ROS, it is middleware independent and free of ROS-specific dependencies. A middleware package such as ROS, while useful in implementing robot infrastructures, does not enforce architecture design guidelines or provide any guidelines as to how decisional modules interact or are integrated, as one of its goal is precisely to be as application-agnostic as possible. Using finite-state machines to activate and configure Perception and Behavior modules such as the module for the navigation of the robot would require significant work to either re-write the finite state machine to the ROS-based navigation system used in simulation, or re-write a simulation of the original navigation subsystem. The use of HBBA and its integration and coordination mechanism, whether or not it is implemented on ROS or other middleware, facilitates such transfer, making HBBA a generic design framework.
Conclusion
Integration of specific interaction skills and capabilities in a mobile robot requires more than just putting pieces of hardware and software together: it calls for important coordination of the physical, sensing, processing and control capabilities. In order to do this efficiently, robot control architectures may be employed since they are powerful tools that support incremental and iterative design as well as evaluation of robotic platforms,what we made use of with HBBA. This paper presents the overall structure of HBBA along with its key integration and coordination mechanism, validated in three different interaction scenarios. Now that we have a stable implementation of HBBA on ROS, more research is being conducted while using HBBA to design mobile robots with higher level of cognition and capabilities. For instance, HBBA is currently adopted to implement a telepresence and assistance in daily living activities robot for homecare applications, which will allow us to validate the use of multiple Motivation modules. What is more, since the ability to transfer the implementation from one robot system to another is predicted to prove a considerable benefit [11] , HBBA is currently being used in the Pal Robotics TIAGo robot as a service robot in care facilities for elderly people with mild cognitive impairment [59] . This implementation will reuse the AEM-ART spatiotemporal memory model, along with multiple motivations sources competing for the resources of the robot, to offer multiple cognitive, physical, and social stimulation activities to its users.
