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Abstract
We show that for every odd prime p, the hyperelliptic mapping class group ∆g has p-periodic
cohomology and we determine the p-period. We also compute the Yagita invariant at the prime 2
for even genus, with partial results for odd genus. Finally, we compute the p-part of the Farrell
cohomology of ∆g for g = (p − 1)/2 and g = p − 1, which are the first two cases of ∆g containing
p-torsion. Our methods include an analysis of fixed point data and the development of a braid
calculus for ∆g .
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1. Introduction
Let Γ ng denote the mapping class group of Sng , the orientable genus g surface
with n points removed. Here we define Γ ng as the group of orientation-preserving
diffeomorphisms of Sng (which are allowed to permute the punctures) modulo the subgroup
of diffeomorphisms isotopic to the identity. We will write Γg for the group Γ 0g , and Γ n
for Γ n0 .
The hyperelliptic diffeomorphism is the order two map with 2g + 2 fixed points and
which acts as a rotation of π around a central axis of Sg . The class of this diffeomorphism
in Γg will be denoted C, and will be called the hyperelliptic element. The group that is the
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main focus of this paper is the hyperelliptic mapping class group, ∆g , which is defined as
the normalizer of 〈C〉 ≈ Z/2 in Γg .
We have ∆1 = Γ1 and ∆2 = Γ2, but for g  3, ∆g is neither normal nor of finite index
in Γg (see [1]). Throughout this paper we will assume g > 1, as ∆1 = Γ1 = Sl2(Z), and
thus is a less interesting case. Since Γg is of finite virtual cohomological dimension (vcd)
(see [2]), ∆g is as well. Thus we may discuss its Yagita invariant and Farrell cohomology.
The paper is divided into five sections, beginning with some necessary background.
In Section 2 we use the fact that ∆g is a quotient of Artin’s braid group to develop a
braid calculus which we then use in Section 3 to detect torsion and certain subgroups
of ∆g . Since ∆g is never 2-periodic, this motivates a calculation in Section 4 of the Yagita
invariant at the prime 2. Finally, in Section 5 we present our calculations of the p-period
and Farrell cohomology of ∆g for the cases g = (p − 1)/2 and g = p − 1, which are the
first two cases of p-torsion in ∆g .
The cohomology of ∆g has been studied in [3–5], and some of the results of this
paper overlap with these previously published results. Specifically, a construction of a
K(∆g,1) and calculations of the 2-part of the cohomology of ∆g for even genus were
presented by Cohen in [3], and the mod-p cohomology of Γ n for all n was calculated
by Bödigheimer, Cohen, and Peim in [4] (which implies results for ∆g). Subsequently,
Kawazumi [5] determined the mod-p cohomology of ∆g using different techniques, in the
same two cases considered in this paper.
We present here calculations of the p-part of the integral Farrell cohomology of ∆g
using a much different approach, and thus we believe our work remains of interest.
1.1. Fixed point data
We present here some necessary background on the topic of finite group actions on
Riemann surfaces.
Suppose G is a finite group of orientation-preserving diffeomorphisms acting on Sg .
Such diffeomorphisms must each have finitely many fixed points. These points will be
called ramification points for the action of G on Sg . The quotient Sg/G is isomorphic to a
closed surface of some genus h, and there is an associated branched covering π :Sg → Sh.
The images under π of the ramification points are called branch points for the covering,
with the order of a branch point Pi defined by ord(Pi) = | stabG(Qi)|, where Qi is any
point in π−1(Pi). The list of orders ord(P1), . . . ,ord(Pb) is called the branching data for
the group action. According to the Riemann–Hurwitz equation, one has
2g − 2 = |G|(2h− 2)+ |G|
b∑
i=1
(
1 − 1
ni
)
,
where ni = ord(Pi). A theorem of Tucker (see [6]) implies that the order of a branch point
must equal the order of some element of G; in particular this implies the branch point
orders cannot exceed the maximal order of group elements.
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A basic invariant of an orientation-preserving finite order diffeomorphism acting on a
surface Sg is its fixed point data. A complete definition may be found in [7]; we recall some
relevant facts here. The fixed point data of f , denoted σ(f ), are a collection
〈g,n | k1/n1, . . . , kb/nb〉,
where the ni are the orders of the branch points for the action of 〈f 〉 ≈ Z/n on Sg , and the
ki are specific integers which describe the behavior of f around its ramification points.
We may omit g and n from the data if they are clear from the context. The numbers
k1/n1, . . . , kb/nb are taken to be elements of Q/Z and are unique up to order. These
numbers always have an integral sum, by [8].
By the Nielson Realization Theorem [9], any finite order element x ∈ Γg can be
represented by a finite order diffeomorphism f , so we can define fixed point data for
torsion elements of Γg by putting σ(x) = σ(f ). By the results of Nielson [9] and
Symonds [10], this is a well-defined invariant, and two finite order elements of Γg have
the same fixed point data if and only if they are conjugate. This provides a method for
counting conjugacy classes of subgroups of Γg isomorphic to Z/n.
1.2. Presentations
The group ∆g is generated by 2g+1 elements σ1, σ2, . . . , σ2g, σ2g+1, which correspond
to Dehn twists about a specific set of embedded circles in Sg (see [11,1]). A set of defining
relations for ∆g is as follows:
(i) σiσi+1σi = σi+1σiσi+1 for 1 i  2g;
(ii) σiσj = σjσi if |i − j | 2;
(iii) z2g+2 = 1, where z = σ1σ2 . . . σ2g+1;
(iv) The element C = σ1σ2 . . . σ2g+1σ2g+1 . . . σ2σ1 satisfies:
(a) C2 = 1,
(b) [C,σi] = 1 for i = 1,2, . . . ,2g + 1.
The element C is the hyperelliptic element [11].
If we remove the relation (iv) from the presentation of ∆g and replace it with
(iv)′ C = 1, where C = σ1σ2 . . . σ2g+1σ2g+1 . . . σ2σ1,
then we obtain a presentation of Γ 2g+2, the mapping class group of the sphere with 2g+ 2
punctures (the group Γ n for n odd is presented similarly) [12,11]. Thus we have a central
extension
1 → Z/2 →∆g → Γ 2g+2 → 1, (1)
where Z/2 is generated by C. In fact, this non-split extension was determined by Birman
and Hilden and used to determine their presentation of ∆g from Magnus’s presentation
of Γ n [13].
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2. A braid calculus for ∆g2.1. ∆g as a quotient of B2g+2
Artin’s braid group on n strings, Bn (see [14,11]), is defined via the presentation on
n− 1 generators σ1, . . . , σn−1 and defining relations:
(i) σiσj = σjσi if |i − j | 2, and
(ii) σiσi+1σi = σi+1σiσi+1 for 1 i  n− 2.
Alternate classical definitions of Bn may be found in [11]. In short, we may represent
elements of Bn with braid diagrams, which consist of n arcs connecting n points on two
parallel horizontal line segments. Two such geometric braids represent the same element
of Bn if one can be deformed to the other by a special type of isotopic deformation.
The generator σi is represented by a single crossing, with the ith string passing over the
(i+1)st string. Multiplication in Bn is performed by concatenation; here we shall represent
a product b1b2 of two braids with b1 on top of b2.
There is a well-known surjection Bn → Σn sending σi to the transposition (i i + 1).
The image of a braid can be read off by following the strings from top to bottom: if a strand
starts at position k and ends at position l, then the associated permutation takes k to l.
Since the presentation of ∆g is obtained from the presentation of B2g+2 by adding
extra relations, we obtain a surjection ρ :B2g+2∆g . The kernel of this map is generated
(in terms of normal closure) by the braids corresponding to z2g+2, C2, and [C,σi],
i = 1, . . . ,2g + 1, where C and z are defined as above. We shall alternately refer to the
generators σi as elements of B2g+2 and ∆g .
Similarly, Γ n is a quotient of Bn, with ker{Bn  Γ n} being generated by the
elements zn and C (similarly defined). Thus we may represent elements of ∆g (or Γ n)
with braids, keeping in mind that the braids are collected into equivalence classes. In this
paper, we shall frequently blur the distinction between elements in ∆g and their braid
representatives.
The braids corresponding to the hyperelliptic element C and the order 2g+ 2 element z
are drawn in Fig. 1. For clarity, the braids are drawn with a specific number of strings,
but for general genus these braids have the obvious similar form. (In this paper, we will
similarly draw braids in Bn for arbitrary n with a specific number of strings, when the
general form is clear.)
Fig. 1. Braid representatives for C and z.
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Inspecting the first braid, it is easy to see that the relations [C,σi ] = 1 are automatically
satisfied in the braid group for all i except i = 1. Thus we need only three generators for the
kernel of ρ :B2g+2 ∆g , namely C2, z2g+2, and σ−11 Cσ1C−1. (We use the commutator
σ−11 Cσ1C−1 instead of σ1Cσ
−1
1 C
−1
, since the former has a simpler looking braid.)
Inspecting the braid for z, it is clear that the braid z2g+2 is represented by a full twist of
all 2g+ 2 strings. The three generators of ker(ρ) are collected together in Fig. 2. The braid
representing the commutator σ−11 Cσ1C−1 has been simplified by means of a deformation.
One useful observation is that each of the generators of ker(ρ) is a pure braid; that is, they
have trivial image in Σ2g+2. Furthermore, products and conjugates of pure braids are again
pure braids. Thus any non-pure braid in B2g+2 necessarily represents a non-trivial element
of ∆g .
It is perhaps interesting to note that these generators are symmetric with respect
to rotation about a horizontal axis. Said otherwise, these braids can be represented
by palindromic words in σ1, . . . , σ2g+1 (although the same cannot be said for their
conjugates).
2.2. The map ∆gΣ2g+2
We shall describe commuting surjections as shown in the following diagram:
B2g+2 p2
p1
∆g
p3
φ
Σ2g+2 Γ 2g+2
p4
(2)
Each of the groups in the diagram has 2g+1 generators, and the maps can be defined in
the obvious way on these generators; some of these maps have already been observed. The
commutativity of the diagram follows from the facts that ker(p2) consists of pure braids
and that ker(p3) = 〈C〉 has trivial image in Σ2g+2. We give geometric descriptions for φ,
p3, and p4 below.
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First we note that there is a well-defined action of ∆g on the 2g + 2 fixed points
of C, defined as follows. An element x of ∆g (whether of finite or infinite order) can be
represented by a homeomorphism f commuting with the hyperelliptic element, by [13]. It
is easy to verify that f must permute the fixed points of C, thus defining an action of x on
these fixed points. Furthermore, any two such representatives f and f ′ of x are isotopic
through maps which commute with C, also by [13]. It follows that the action of x on the
fixed points of C is well-defined.
To simplify the discussion of Γ 2g+2, we may use its equivalent definition as the
mapping class group of the sphere with 2g + 2 distinguished points, rather than punctures,
which must remain fixed as a set by the representative diffeomorphisms. According to [11],
the map p4 corresponds to the action of a representative diffeomorphism on the 2g + 2
distinguished points. The map p3 can be interpreted geometrically as a map induced by
the branched cover Sg → Sg/〈C〉 ≈ S2, which takes the fixed points of C injectively to the
2g + 2 distinguished points of S2. It follows that the map φ is associated to the action of
an element in ∆g on the fixed points of C.
This means that we can view the action of an element x ∈ ∆g on the fixed points of C
by looking at a braid representative for x . Similarly we can use braids to view the action
of an element of Γ n on the n distinguished points (or punctures).
3. Finite subgroups of ∆g
We shall identify torsion and certain subgroups of ∆g that will play a role in our
discussions of the Yagita invariant and Farrell cohomology.
3.1. Torsion elements of ∆g
The following proposition will be useful in constructing torsion elements.
Proposition 1. Let Im be the braid in B2g+2 consisting of side-by-side full twists of m and
2g + 2 −m strings, respectively, where the twists have opposite orientations. (See Fig. 3.)
Then, as an element of ∆g ,
Im =
{
1 if m is even,
C if m is odd.
A proof (via braid manipulation) may be found in [15]. Note that if we reverse the
orientations of the twists in Fig. 3 we obtain I−1m , which equals Im in ∆g by the proposition.
Consider the braids shown in Fig. 4, here drawn with a specific number of strings,
but similarly defined for general genus. The first braid shown represents the order 2g + 2
element z, as given in the presentation of ∆g . The 2g+ 1 power of the second braid shown
and the 2g power of the third are both equal to I2g+1, that is, a full twist of 2g + 1 strings
next to a single string. (Note that successive powers of the third braid cause the strings to
wind around the middle string, which is shown as a thick line.) The braid I2g+1 represents
the hyperelliptic, therefore the elements shown are of orders 4g + 2 and 4g, respectively.
(In fact, the order 4g + 2 element is of maximal finite order in Γg ; see [7].)
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Fig. 4. Order 2g + 2, 4g + 2 and 4g elements in ∆g .
Elements of prime order p can be found using the order 4g, 4g+2, and 2g+2 elements
described above. That is, we can illustrate p-torsion in ∆g whenever p divides one of the
successive integers 2g, 2g+1, or 2g+2. We shall see later that this is a necessary condition
for the existence of p-torsion in ∆g , and for p an odd prime, there is a unique conjugacy
class of Z/p. Therefore, up to conjugacy, the braids thus constructed represent all of the
possible p-torsion in ∆g , for odd primes p.
3.2. Fixed points of order two elements
In the following lemma, we consider a subgroup π of order two lying in ∆g . Suppose
the associated branched covering Sg → Sg/π has n branch points, and quotient space
of genus h. Note n is both the number of fixed points for an order two diffeomorphism
generating π and the number of branch points for the covering. The associated Riemann–
Hurwitz equation is then 2g − 2 = 2(2h− 2)+ n.
Lemma 2. Let π be a subgroup of order 2 in ∆g , with associated Riemann–Hurwitz
equation 2g − 2 = 2(2h − 2) + n. Also assume π is not generated by the hyperelliptic
element. Then if g is odd, n equals 0 or 4, and if g is even, n is 2.
Proof. Reducing the given Riemann–Hurwitz equation mod 4 yields n≡ 0 (mod 4) when
g is odd, and n ≡ 2 (mod 4) when g is even. The group π × 〈C〉 ≈ Z/2 × Z/2 acts on Sg ,
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with quotient space S2. All branch points for the associated cover are of order 2, since that
is the maximal order in Z/2 ×Z/2. The 2g + 2 fixed points of C give g + 1 branch points.
Let there be b additional branch points. Then the Riemann–Hurwitz equation reads
2g − 2 = 4(−2)+ 4(g + 1 + b)
(
1 − 1
2
)
which implies b = 2. These two additional branch points correspond to 4 ramification
points in Sg ; these are fixed points of order 2 elements of π × 〈C〉. When g is odd,
n ≡ 0 (mod 4) implies the four ramification points must be fixed points of a single order
2 element. There are two order 2 elements other than C in π × 〈C〉; we see, therefore,
that one of them has four fixed points, and the other has none. Similarly, when g is even,
n ≡ 2 (mod 4) implies the two order 2 elements in π × 〈C〉 different from C must each
have two fixed points. 
From this one readily obtains:
Corollary 3. The hyperelliptic element C is the unique finite-order element of ∆g which
can be represented by a finite-order diffeomorphism with 2g + 2 fixed points.
Proof. Let x be represented by such a diffeomorphism. One can easily determine from the
Riemann–Hurwitz equation that x must be of order two. Then the above lemma implies
that x must equal C. 
3.3. A dihedral subgroup of ∆g
Theorem 4. Let g  2. ∆g contains a subgroup isomorphic to D8, the dihedral group of
order 8, when either g is even or g ≡ 3 (mod 4). For g ≡ 1 (mod 4), there is no such
subgroup.
We shall not prove the second assertion, as it is not used in the sequel (the proof may be
found in [15]). The proof of the first assertion will be split into two lemmas, dealing with
separate cases.
Lemma 5. For g even, ∆g contains a subgroup isomorphic to D8.
Proof. Consider the elements of ∆g which are represented by the braids τ and σ as shown
in Fig. 5. The square of τ is a full twist of all 2g + 2 strings, and therefore is the identity
in ∆g . Also, σ 2 is represented by side-by-side full twists of g + 1 strings, with opposite
orientations. Since g + 1 is odd, this element represents C, by Proposition 1. Therefore σ
is of order 4.
In the braid group, conjugating by the half-twist τ has the effect of rotating a braid
vertically by one half turn. Clearly then, the conjugate τστ−1 is equal to σ−1. Since
τ = τ−1 in ∆g , this implies τστ = σ−1, which completes the relations that define D8. 
Lemma 6. For any genus g, ∆g contains a subgroup isomorphic to D2g+2. When g ≡
3 (mod 4), this implies ∆g contains a subgroup isomorphic to D8.
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Fig. 6. zτzτ = C .
Proof. For any genus g we have the relation zτzτ = C, or
τzτ = Cz−1, (3)
as illustrated in Fig. 6. (Note τ = τ−1.) This implies τz2τ = z−2. Therefore τ and the order
g + 1 element z2 generate a subgroup isomorphic to D2g+2.
When g ≡ 3 (mod 4), 8 divides 2g + 2, and therefore D8 <D2g+2 <∆g . 
Remark 7. The elements τ and z as defined above may be used to construct several
subgroups. Each of the following is isomorphic to D8, which is easy to verify using
relation (3):
(1) 〈τ, z(g+1)/2〉, when g ≡ 3 (mod 4),
(2) 〈zg+1, τz〉, when g is even,
(3) 〈τ, zg+1τ 〉, when g is even.
In fact, the group (3) is equal to the group described in Lemma 5. The details may be found
in [15].
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4. The Yagita invariant of ∆g at the prime 2For g > 1 the group ∆g contains a subgroup isomorphic to Z/2 × Z/2, for example,
〈τ 〉 × 〈C〉. Thus for g > 1 the group ∆g is never 2-periodic, by Theorem X.6.7 of [16].
This motivates a calculation of the Yagita invariant Yp at the prime p = 2, which is a sort
of generalized 2-period. The Yagita invariant, defined for a group Γ of finite vcd, was
defined in [17] for finite groups, and extended to more general groups in [18]. We recall its
definition.
Fixing a prime p, let Γ be of finite vcd, and π < Γ any subgroup of order p. Since
Γ is of finite vcd, there exists a torsion-free normal subgroup ∆ of finite index in Γ . It is
well known that if i : Z/p ↪→ G is an inclusion into a finite group, then the image of the
induced map i∗ is non-trivial (see [19]).
Since π injects into the finite quotient Γ/∆, the image of the restriction map
Hk(Γ ;Z) → Hk(π;Z) is non-zero for some degree k > 0. Reduction mod p maps
H ∗(π;Z) onto Fp[u] ⊂ H ∗(π;Fp), where u is of degree 2. Therefore there is a maximal
number m = m(π,Γ ) such that
Im
{
Hk(Γ ;Z) → Hk(π;Fp)
}⊂ Fp[um]⊂ H ∗(π;Fp).
Note that m(π,Γ ) is bounded by m(π,Γ/∆), since the map H ∗(Γ /∆;Z) → H ∗(π;Fp)
factors through H ∗(Γ ;Z). Since Γ/∆ is finite, we conclude that m(π,Γ ) is bounded by
a number depending on Γ only. The Yagita invariant Yp(Γ ) is then defined as the least
common multiple of the values 2m(π,Γ ), where π ranges over the subgroups of Γ of
order p. By convention, we set Yp(Γ ) = 1 when Γ is p-torsion-free.
We mention two properties of the Yagita invariant:
• One sees from the definition that for H <G, we have Yp(H)|Yp(G).
• The Yagita invariant is a generalization of the p-period to the case of groups which
may not be p-periodic; that is, when Γ is p-periodic, the p-period is equal to Yp(Γ ).
(See [20].)
4.1. Calculation of the Yagita invariant
We shall determine the Yagita invariant of ∆g at the prime 2 for all g even, and provide
some partial results for odd genus. The results are as follows.
Theorem 8. Let Y2(∆g) denote the Yagita invariant of ∆g at the prime 2. Then:
• Y2(∆g) = 4 when g is even.
• Y2(∆g) = 4 when g ≡ 3 (mod 8).
• Y2(∆g) is either 2 or 4 when g ≡ 5 (mod 8).
• Y2(∆g) is either 4 or 8 when g ≡ 7 (mod 8).
The best we have for g ≡ 1 (mod 8) is to use the following to obtain upper bounds:
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Theorem 9. Assume that g = l2α +1 with l an odd integer and α  0. Then Y2(∆g) divides
2α+2.
Proof. This is a corollary to Theorem 3 in [21], which concerns Y2(Γg), but here restated
to give an upper bound on Y2(∆g). 
The proof of Theorem 8 will be provided by a series of lemmas. We begin with the case
of even genus.
Lemma 10. Let g > 0 be even. Then Y2(∆g) = 4.
Proof. Xia proved Y2(Γg) = 4 for even genus g > 0 [21]. This provides an upper bound
for Y2(∆g). Recall from Section 3.3 that ∆g contains a subgroup isomorphic to D8 for any
even genus g. Since Y2(D8) = 4 (see [17]), this provides a lower bound and completes the
proof. 
Lemma 11. Let g ≡ 3,7 (mod 8). Then 4 divides Y2(∆g).
Proof. This follows immediately from Lemma 4, since Y2(D8) = 4. 
Lemma 12. Let g ≡ 7 (mod 8). Then Y2(∆g) divides 8.
Proof. If g ≡ 7 (mod 8), then we have g = 8k + 7 = 2(4k + 3)+ 1, or g = 2l + 1 where l
is odd. The claim then follows from Theorem 9. 
The following lemma is Proposition 4.3 of [20], there stated for subgroups π of odd
prime order p. The proof is based on an action of Γg on a certain space X∞, depending
on π , which is a subspace of the Teichmüller space Tg . The assumption p > 2 was made
to avoid the case of π = 〈C〉 acting on a genus two surface, in which case X∞ is empty
and the argument fails. However, for g > 2, X∞ is non-empty for any subgroup π of
prime order, as stated earlier in the paper, and the proof carries through verbatim. Thus for
groups π of order two we may state the proposition as follows.
Lemma 13. Let g > 2 and π ⊂ Γg be a subgroup of order 2, with associated Riemann–
Hurwitz equation 2g − 2 = 2(2h − 2) + n. Then there exists a cohomology element
e ∈H 6(g−h)−2n(Γg;Z) whose restriction to H 6(g−h)−2n(π;Z) is non-trivial.
Lemma 14. Let g ≡ 3,5 (mod 8). Then Y2(∆g) is either 2 or 4.
Proof. We will assume g ≡ 3 (mod 8). The case g ≡ 5 (mod 8) is proven similarly.
Let π = 〈x〉 be a group of order 2 in ∆g , with associated Riemann–Hurwitz equation
2g − 2 = 2(2h − 2) + n. By Lemma 2, n must be either 0, 4, or 2g + 2. To obtain an
upper bound on the numbers m(π) as in the definition of the Yagita invariant, we look for
a cohomology element e(π) ∈ H 2kl(∆g;Z) whose restriction to H 2kl(π;Z) is non-trivial,
where l is odd. It then follows that m(π)|2k−1.
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Case 1: n = 0. From the Riemann–Hurwitz equation we obtain h = (g + 1)/2. By
Lemma 13, there is a cohomology class e ∈ Hd(Γg;Z) whose restriction to Hd(π;Z) is
non-trivial, where d = 6(g − h) − 2n. By restriction, we obtain a class e′ ∈ Hd(∆g;Z)
which also restricts non-trivially to Hd(π;Z). Here
d = 6
(
g − g + 1
2
)
− 2(0) = 3(g − 1)≡ 6 (mod 8).
Then d = 2j , j odd, which implies m(π) = 1.
Case 2: n = 4. Here, we have h= (g − 1)/2, and the degree of the class e′ as defined in
the previous case satisfies d ≡ 4 (mod 8). Thus d = 4j , j odd, which implies m(π)|2.
Case 3: n = 2g + 2. In this case, x must be the hyperelliptic element C, and h= 0. The
class e′ has degree 2(g − 2), and g − 2 is odd; hence m(π) = 1.
The Yagita invariant is defined to be the least common multiple of the numbers 2m(π),
where π ranges over the subgroups of order 2 in ∆g . The cases above show that m(π)|2
for all π , thus Y2(∆g) must be either 2 or 4. 
Combining Lemmas 11 and 14, we obtain
Corollary 15. Y2(∆g) = 4 for g ≡ 3 (mod 8).
Combining Lemmas 11 and 12, we obtain
Corollary 16. Y2(∆g) = 4 or 8 for g ≡ 3 (mod 8).
5. The Farrell cohomology of ∆g
We proceed with some cohomology calculations, making use of the following theorem,
which may be found in [16].
Theorem 17 (Brown’s Decomposition Theorem). If Γ is a group of finite vcd and is p-
periodic, then
Ĥ ∗(Γ )(p) ≈
∏
π∈S
Ĥ ∗
(
N(π)
)
(p)
,
where S is a set of representatives for the conjugacy classes of subgroups of order p.
Thus our work will be to count conjugacy classes of Z/p in ∆g and to determine their
normalizers. Our first task will be to examine fixed point data.
5.1. Branching data for 〈C〉 × Z/p ⊂ ∆g
Given an element x of odd prime order p in ∆g , we have |Cx| = 2p. In Sections 5.2
and 5.3 we will be interested in fixed point data for Cx . First we must determine branching
data.
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We can realize both C and x by periodic diffeomorphisms Sg → Sg , also denoted
by C and x , which commute (we apply the Nielsen Realization Theorem to the order 2p
element Cx). C permutes the fixed points of x and vice versa. Recall C has 2g + 2 fixed
points, and Sg/〈C〉 ≈ S2. The map x :Sg → Sg covers a map x :Sg/〈C〉 → Sg/〈C〉, also
of order p. The branched covering Sg → Sg/〈Cx〉 is equivalent to the composition of
branched coverings
Sg
π1 Sg/〈C〉 π2 (Sg/〈C〉)/〈x〉,
where the images of π1 and π2 are both homeomorphic to S2. The covering Sg → Sg/〈Cx〉
has branch points of orders 2, p, and 2p. Let the number of branch points of order i be
denoted by Ni . We determine N2, Np , and N2p as follows.
Let P1,P2, . . . ,P2g+2 be the fixed points of C acting on Sg . These map to distinct points
π1(P1), . . . , π1(P2g+2) in Sg/〈C〉. Some of these points will be fixed by x, the rest must be
permuted among themselves, which follows from the fact that x permutes the Pi ’s. From
the Riemann–Hurwitz equation, we know the action of 〈x〉 ≈ Z/p on Sg/〈C〉 ≈ S2 has
exactly two fixed points. So 0, 1, or 2 of the points π1(P1), . . . , π1(P2g+2) are fixed by x.
A point π1(Pi) that is fixed by x determines a branch point π2π1(Pi) of order 2p for the
covering Sg → Sg/〈Cx〉. The rest, which are permuted by x, identify p-fold to branch
points of order 2 in Sg/〈Cx〉.
Thus, if N2p = 0, then 〈x〉 ≈ Z/p permutes the points π1(P1), . . . , π1(P2g+2) without
fixing any, which implies p|2g + 2 and that N2 = 2g+2p . Similarly N2p = 1 implies
p|2g + 1 and N2 = 2g+1p , and N2p = 2 implies p|2g and N2 = 2gp . We see that if p does
not divide 2g, 2g + 1, or 2g + 2, then Z/p  ∆g . Also, note that an odd prime p will
divide only one of these numbers.
Finally, we determine Np from the Riemann–Hurwitz equation. Then the branching
data for the action of 〈Cx〉 on Sg can be summarized as follows:
p|2g ⇒ N2 = 2g
p
, Np = 0, N2p = 2,
p|2g + 1 ⇒ N2 = 2g + 1
p
, Np = 1, N2p = 1,
p|2g + 2 ⇒ N2 = 2g + 2
p
, Np = 2, N2p = 0.
Note that we can determine the number of fixed points for the order p element x from
the branching data above. For example, when p|2g + 1, the pre-image in Sg of the branch
point of order p consists of two fixed points of x , and the pre-image of the branch point of
order 2p gives us one more fixed point, for a total of three. Thus we find that for p dividing
2g, 2g + 1, or 2g + 2, the order p element has 2, 3, or 4 fixed points, respectively.
Remark 18. The determination of N2p above is consistent with the torsion elements we
exhibited in Section 3.1; for N2p is simply the number of fixed points of C that are also
fixed by x , and the action of x on the fixed points of C may be observed directly from its
braid representative, cf. Section 2.2. For example, consider p|2g and let y be the order 4g
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element in Fig. 4. We see y fixes two of the fixed points of C, and clearly the same can be
said of the order p element x = y4g/p.
We have found that ∆g has p-torsion whenever p divides 2g, 2g + 1, or 2g + 2. In fact
we have the following more general result.
Theorem 19. Let p be an odd prime. ∆g contains a subgroup isomorphic to Z/pα if and
only if pα divides 2g, 2g + 1, or 2g + 2.
Proof. We shall omit the details of the proof for the sake of brevity. The converse is clear
from the torsion elements we constructed in Section 3.1. To prove the forward implication,
we consider the action of 〈C〉 × Z/pα ≈ Z/2 × Z/pα = Z/2pα on the surface Sg , and
perform a careful analysis of the resulting Riemann–Hurwitz equation. We obtain limits
on the number of branch points and their orders, and the divisibility property follows from
these limits. The details were worked out in [15]. 
5.2. Conjugacy classes of Z/p in ∆g
Toward the calculation of the Farrell cohomology of ∆g , we will determine the number
of conjugacy classes of Z/p in ∆g , with p an odd prime, by computing fixed point data. In
the next section we will determine the index of the centralizer of a Z/p in its normalizer.
We remark that these results remain true if we substitute Z/pα in place of Z/p, with similar
proofs. For simplicity, however, we will be concerned only with Z/p, which suffices to
obtain the subsequent results on cohomology.
We will use the notation NG(H) and CG(H) to denote the normalizer and centralizer,
respectively, of H in G.
Lemma 20. Let G1,G2, and G be finite subgroups of ∆g , which do not contain the
hyperelliptic element C. Then
(i) G1 is conjugate to G2 in ∆g if and only if 〈C〉 × G1 and 〈C〉 × G2 are conjugate
in Γg .
(ii) N∆g(G) = NΓg (〈C〉 ×G).
(iii) C∆g(G) = CΓg (〈C〉 ×G).
Proof. The third statement is clear from the definitions, as is the forward implication in (i)
and the forward inclusion in (ii).
For the converse in (i), assume there is an h ∈ Γg such that conjugation by h is an
isomorphism 〈C〉 × G1 ≈−→ 〈C〉 × G2. The element hCh−1 ∈ ∆g can be represented by
an order two diffeomorphism with 2g + 2 fixed points, since the conjugacy class of an
order two element in Γg is determined by the number of its fixed points. Therefore, by
Corollary 3, h−1Ch must equal C, that is, h commutes with C. Then by definition, h is
in ∆g . So G1 and G2 are conjugate in ∆g .
To prove the reverse inclusion in (ii), we set G1 = G2 = G and use the same argument
as above. 
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So, to count conjugacy classes of Z/p in ∆g , we will count the conjugacy classes of
〈C〉 × Z/p in Γg . The result is as follows.
Theorem 21. Let p be an odd prime. Then ∆g contains a subgroup isomorphic to Z/p if
and only if p divides 2g, 2g+ 1, or 2g+ 2. Moreover, any two subgroups of order p in ∆g
are conjugate in ∆g .
Proof. We have already proven the first assertion. To prove the second assertion, we will
study the fixed point data for an element Cx of order 2p, where x is of order p in ∆g . In
general, the fixed point data for an element of order 2p in Γg are of the form(
1
2
,
1
2
, . . . ,
1
2
,
β1
p
, . . . ,
βNp
p
,
γ1
2p
, . . . ,
γN2p
2p
)
where Ni denotes the number of branch points of order i . Thus, 12 is repeated N2 times in
the fixed point data. The fixed point data always have an integral sum, which is equivalent
to saying
pN2 + 2β1 + · · · + 2βNp + γ1 + · · · + γN2p ≡ 0 (mod 2p). (4)
We will determine the fixed point data for Cx in three cases.
Case 1: p|2g. We have N2 = 2gp , Np = 0, and N2p = 2. Note N2 is even. Putting these
into Eq. (4), we obtain γ1 + γ2 ≡ 0 (mod 2p). Also, note γ1 and γ2 are relatively prime
to 2p. The possible fixed point data for Cx are then(
1
2
, . . . ,
1
2
,
i
2p
,
−i
2p
)
, i = 1,3,5, . . . ,2p − 1.
Recall the fixed point data are considered to be elements of Q/Z, thus the numbers i are
defined modulo 2p. Without loss of generality, we may assume
σ(Cx) =
(
1
2
, . . . ,
1
2
,
1
2p
,
−1
2p
)
.
Then
σ
(
(Cx)i
)= (1
2
, . . . ,
1
2
,
i
2p
,
−i
2p
)
,
for i = 1,3,5, . . . ,2p − 1, so all the possible fixed point data are realized by a single
group 〈C〉 × Z/p. Recall the fixed point data of a finite-order element determines its
conjugacy class in Γg . Since x is an arbitrary element of order p, this means there is
only one conjugacy class of 〈C〉 × Z/p in Γg , which implies there is only one conjugacy
class of Z/p in ∆g , by the above lemma.
Case 2: p|2g+ 1. We have N2 = 2g+1p , Np = 1, and N2p = 1. Putting these into Eq. (4)
and noting that N2 is odd yields 2β1 + γ1 ≡ p (mod 2p). The possible fixed point data for
Cx are then(
1
2
, . . . ,
1
2
,
i
p
,
p − 2i
2p
)
, i = 1,2, . . . , p − 1.
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So there are p − 1 possible fixed point data, realized by the powers (Cx)i of some
element Cx , where i is prime to 2p. As in the above case, we obtain one conjugacy class
of 〈C〉 × Z/p in Γg , and thus only one conjugacy class of Z/p in ∆g .
Case 3: p|2g + 2. By a similar process as above, we find the possible fixed point data
of Cx are(
1
2
, . . . ,
1
2
,
i
p
,
−i
p
)
, i = 1,2, . . . , p − 1
2
.
which correspond to powers (Cx)i of some element Cx , where i is prime to 2p. As before
we obtain one conjugacy class of Z/p in ∆g . 
5.3. The index [N(Z/p) : C(Z/p)]
Theorem 22. Let x be an element of ∆g of odd prime order p. Then[
N∆g
(〈x〉) : C∆g (〈x〉)]= {2 if p divides 2g or 2g + 2,1 if p divides 2g + 1.
Proof. Let x be of odd prime order p. It is well known that for a cyclic subgroup 〈a〉 of
order n in a group G, the index [NG(〈a〉) : CG(〈a〉)] is equal to the number of is between 1
and n− 1 such that a is conjugate to ai in G. Also, by Lemma 20,[
N∆g
(〈x〉) : C∆g (〈x〉)]= [NΓg (〈Cx〉) : CΓg (〈Cx〉)],
so we can determine this index by examining fixed point data to see when (Cx)i is
conjugate to Cx . Returning to the fixed point data determined within the proof of
Lemma 20, we find that when p divides 2g or 2g + 2, (Cx)i is conjugate to Cx only
for i = −1 (which we may interpret as 2p − 1 or p − 1, respectively). Also we find from
fixed point data that (Cx)i is never conjugate to Cx when p divides 2g + 1. 
5.4. The p-period of ∆g
We can now determine the p-period of ∆g , denoted by p(∆g), for p an odd prime and
for all g  2, using our work in the previous sections. The result is as follows.
Theorem 23. ∆g is p-periodic for every odd prime p. Moreover, the p-period of ∆g is as
follows:
p(∆g) =
{4 if p divides 2g or 2g + 2,
2 if p divides 2g + 1,
1 otherwise.
Recall that the p-period of a p-torsion free group is 1, hence the last statement about
the p-period is just a restatement of a previous finding. The remainder of this section will
be devoted to proving the above theorem.
To prove that ∆g is p-periodic, we recall the short exact sequence from Section 1.2:
1 → Z/2 →∆g → Γ 2g+2 → 1,
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where Γ 2g+2 denotes the mapping class group of the sphere with 2g + 2 punctures. Using
the Riemann–Hurwitz equation, it is easy to verify that Γ 2g+2 does not contain a subgroup
isomorphic to Z/p × Z/p, thus the above sequence implies there is no such subgroup
in ∆g . Theorem X.6.7 of [16] then implies ∆g is p-periodic.
Recall ∆g contains p-torsion if and only if p divides 2g, 2g + 1, or 2g + 2. In most
of these cases Γg is p-periodic, and we may use known results on the p-period of Γg to
obtain the p-period of ∆g .
According to [22], Γg is p-periodic whenever g ≡ 1 (mod p). For a prime p  5, p
dividing 2g, 2g+1, or 2g+2 implies g ≡ 1 (mod p). Also by [22], Γg is 3-periodic if and
only if g ≡ 1 (mod 3). If 3|2g or 3|2g+ 2, then g ≡ 1 (mod 3). However when 3|2g+ 1, it
follows that g ≡ 1 (mod 3), and Γg is therefore not 3-periodic. To summarize, in the cases
when ∆g has p-torsion and is p-periodic, Γg is p-periodic also, except for when p = 3
divides 2g + 1.
As we have seen, there is at most one conjugacy class of Z/p in ∆g . Therefore Brown’s
decomposition theorem implies
Ĥ ∗(∆g)(p) ≈ Ĥ ∗
(
N(Z/p)
)
(p)
, (5)
whenever p divides 2g, 2g + 1, or 2g + 2. Since ∆g is p-periodic, N(Z/p) is p-periodic,
and therefore by a result of [23] we know the p-period of N(Z/p), which is the p-period
of ∆g , has the form 2[N(Z/p) : C(Z/p)]pα , where α  0 is some integer. In addition,
it was shown in [23] that the p-period of a p-periodic mapping class group Γg is not
divisible by p, and hence in these cases the p-period of ∆g is also not divisible by p. Thus
the p-period of ∆g is 2[N(Z/p) : C(Z/p)], except possibly in the case p = 3, 3|2g + 1.
Our calculation in Theorem 22 of the index [N(Z/p) : C(Z/p)] provides us the p-period
for all odd primes p, except in this one case.
For the case 3|2g + 1 we can show the 3-period of ∆g is also 2[N(Z/p) : C(Z/p)],
using the following.
Lemma 24. Let y be an element of order n in Γg . Suppose also that y may be represented
by a diffeomorphism of order n with exactly one fixed point. Then there is an injection
I : NΓg (〈y〉) ↪→ Γ 1g .
Proof. Let h ∈ NΓg (〈y〉). Then hyh−1 = yk , for some k prime to n. By a theorem of [13],
we may represent h and y by diffeomorphisms, which we name f and z, satisfying
f zf−1 = zk and zn = 1. By assumption, y may be represented by a diffeomorphism with
exactly one fixed point. This implies any diffeomorphism of order n representing y must
have exactly one fixed point. Let P be the fixed point of z. Then zkf (P ) = f z(P ) = f (P ),
which implies zf (P ) = f (P ), hence f (P ) is a fixed point of z, implying f (P ) = P . So
f ∈ Diffeo+(Sg,P ). Therefore we view f as an element of Γ 1g and set I (h) = f .
(i) I is well-defined: Suppose h1 = h2 in NΓg (〈y〉), i.e., h1 and h2 are isotopic
in Diffeo+(Sg), and h1yh−11 = yk = h2yh−12 . Represent h1 and h2 by f1 and f2 in
Diffeo+(Sg,P ) as defined above. The maps f1 and f2 are isotopic in Diffeo+(Sg) since,
as elements of Γg , we have f1 = h1 = h2 = f2. Also, f1 and f2 satisfy f1zf−11 = zk =
f2zf
−1
2 . Therefore, by [13], there is a homotopy H :Sg × [0,1] → Sg with H0 = f1,
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H1 = f2, and HszH−1s = zks for all s ∈ [0,1]. Therefore Hs fixes the point P , for all
s ∈ [0,1], which means H is an isotopy through Diffeo+(Sg,P ). Therefore f1 = f2 as
elements of Γ 1g . So I is well-defined.
(ii) I is injective: Suppose f1 = I (h1) = I (h2) = f2 as elements of Γ 1g . Then f1 and f2
are isotopic through Diffeo+(Sg,P ), which means they are isotopic through Diffeo+(Sg).
So, as elements of Γg we have h1 = f1 = f2 = h2, implying I is one-to-one. 
We now return to the case 3|2g + 1. Although p = 3 is the only case we need, the
following argument holds for any odd prime p dividing 2g + 1. Let 〈x〉 ≈ Z/p, which
is unique up to conjugacy. The element Cx of order 2p has exactly one fixed point,
cf. Section 5.1. Therefore, by the above lemma, NΓg (〈Cx〉) = N∆g(〈x〉) injects into Γ 1g .
According to [24], Γ 1g has p-period 2 for every odd prime p. Therefore the p-period of
N∆g(〈x〉), which is the p-period of ∆g , divides 2. Since p(∆g) = 2[N(Z/p) : C(Z/p)]pα ,
we have α = 0 and [N(Z/p) : C(Z/p)] = 1. This agrees with our above assertion, and now
provides us the 3-period when 3|2g + 1. This last case finishes the proof of Theorem 23.
5.5. The case g = (p−1)2
The first case of ∆g containing p-torsion is at g = (p−1)/2, which is also the first case
of p-torsion in Γg . In this section we will study the Farrell cohomology of ∆(p−1)/2. The
main result is as follows.
Theorem 25. Let p be an odd prime. Then
Ĥ ∗(∆(p−1)/2;Z)(p) ≈ Ĥ ∗(Z/p;Z) = Fp
[
u,u−1
]
,
where u is a cohomology class of degree two.
We will need the following lemma. Recall from Section 2.2 the existence of a map from
∆g onto Σ2g+2.
Lemma 26. Suppose x ∈ ∆g is an element of prime order q  2, not equal to the
hyperelliptic element. Then the image of x under the map φ : ∆g → Σ2g+2 is non-trivial.
Proof. Recall that the image of a finite-order element under φ is determined by its action
on the 2g+2 fixed points of the hyperelliptic element C. If x is of order two, then Lemma 2
implies x has at most four fixed points. Also we know odd prime order elements have at
most four fixed points, cf. Section 5.1. Therefore the number of fixed points for x is always
less than 2g + 2, so x must act on the fixed points of C non-trivially, and hence has non-
trivial image in Σ2g+2. 
Since we will use Brown’s decomposition theorem to compute cohomology, we are
interested in normalizers of order p subgroups of ∆(p−1)/2. The following lemma will
make the calculation of cohomology easy.
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Lemma 27. Let p be an odd prime, and let π <∆(p−1)/2 be a subgroup of order p. Then
the normalizer of π is equal to 〈C〉 × π ≈ Z/2p, where C is the hyperelliptic element.
Proof. Let N∆ and C∆ denote the normalizer and centralizer, respectively, of π . We have
determined that N∆ = C∆ whenever p divides 2g + 1, as in this case. Furthermore, Xia
determined in [25] that the normalizer of a Z/p in Γ(p−1)/2 is finite, therefore N∆ is also
finite.
Note Z/p × Z/p is not contained in N∆, as ∆g is p-periodic for all odd primes p. Nor
is Z/p2 contained in N∆, since p2 does not divide 2g, 2g + 1, or 2g + 2, cf. Theorem 19.
Therefore, the only p-torsion in N∆ is π itself.
Let q = p be prime, q  2, and suppose y = C is of order q in N∆ = C∆. Then y
commutes with x . Recall the map φ, here it is from ∆(p−1)/2 to Σp+1. Under φ, x and
y map to commuting non-trivial elements, by the above lemma. But φ(x) is a product of
p-cycles, and φ(y) a product of q-cycles, which must be disjoint since they commute.
But this is impossible in Σp+1, as p + q  p + 1. Therefore N∆ does not contain any
prime order torsion except for π and 〈C〉, and as N∆ is finite, we must therefore have
N∆ = 〈C〉 × π . 
Proof of Theorem 25. Recall there is exactly one conjugacy class of Z/p in ∆(p−1)/2.
Therefore Brown’s decomposition theorem combined with the above lemma implies
Ĥ ∗(∆(p−1)/2;Z)(p) ≈ Ĥ ∗(N∆;Z)(p) ≈ Ĥ ∗(Z/2p;Z)(p) ≈ Ĥ ∗(Z/p;Z). 
5.6. The case g = p − 1
The next case in which ∆g contains p-torsion is at g = p − 1. In this section, we will
calculate the p-part of the Farrell cohomology of ∆p−1. The result is as follows.
Theorem 28. Let p be an odd prime. Then
Ĥ i(∆p−1;Z)(p) =
{
Z/p i ≡ 0,1 (mod 4),
0 i ≡ 2,3 (mod 4).
The work in this section will be to determine the normalizer of a subgroup π isomorphic
to Z/p in ∆p−1. A result of [26] will then easily complete the proof of the above theorem.
Lemma 29. The normalizer of π contains a subgroup isomorphic to D8.
Proof. Recall the element z of order 2g+2; here it is of order 2p. Then 〈z2〉 ≈ Z/p, which
we may use as our model of π , as there is a unique conjugacy class of Z/p in ∆p−1. In
Section 3.3 we observed 〈τ, zg+1τ 〉 ≈ D8. Also recall the relation τz2τ = z−2, from which
it is easy to verify that the given group D8 is in the normalizer of π . 
To determine the structure of the normalizer of π in ∆g , we will make use of the results
of Xia in [26], where he calculated normalizers in Γp−1. By the Riemann–Hurwitz formula
we know x must have exactly four fixed points. (In fact, in Section 5.1 we have seen this is
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true for Z/p <∆g , p dividing g+1.) Xia uses this fact to construct the top exact sequence
in the following diagram:
Z/p NΓp−1(Z/p)
j
Γ 40
Z/p N∆p−1(Z/p)

∆40
(6)
Here we define Γ 40 as the mapping class group of the sphere with four punctures, where the
punctures are allowed to be permuted. Let I = j (C), the image in Γ 40 of the hyperelliptic
element. We complete the diagram above by defining ∆40 to be the centralizer of I .
Lemma 30. im() = im(j)∩∆40.
Proof. Clearly im() ⊆ im(j)∩∆40. Conversely, let f ∈ im(j)∩∆40. Then f I = If , and
there exists an f˜ ∈ NΓp−1(Z/p) with j (f˜ ) = f . We need to show f˜ is in ∆p−1, that is,
f˜ C = Cf˜ . Since
j
(
f˜ Cf˜−1C
)= f If−1I = 1,
we have
f˜ Cf˜−1C ∈ ker(j) = Z/p = 〈x〉,
and therefore f˜ Cf˜−1C = xm for some m, or f˜ Cf˜−1 = Cxm. Since f˜ Cf˜−1 is of order
two, we have
f˜ Cf˜−1 = (f˜ Cf˜−1)p = (Cxm)p = C
or f˜ C = Cf˜ . 
There are two conjugacy classes of Z/p in Γp−1, which one determines from fixed point
data. Xia determined the image of j for both classes. We have the following diagram with
exact rows:
K4 Γ 40 Σ4
K4 im(j) D8
F im() G
(7)
where the second row is Xia’s calculation for the conjugacy class considered here. The
map Γ 40 →Σ4 takes an element to the permutation corresponding to its action on the four
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punctures. The kernel K4 is called the pure mapping class group of the sphere with four
punctures. It is isomorphic to Z ∗ Z.
We need to determine the subgroups F and G. From Lemma 29 we know that D8 must
be in im(), since the kernel of  is Z/p, and D8 contains no p-torsion. Therefore the
group G in the diagram above must be D8, since the kernel of the map from im() is free.
Now we must determine F . Since im() = im(j) ∩ ∆40, we have F = K4 ∩ ∆40. That
is, F is the part of K4 invariant under conjugation by I . We will use braid diagrams to
determine F .
Recall that Γ 40 is a quotient of B4. If an element of Γ
4
0 is represented by a braid, we
can view the action of the element on the punctures by looking at the image of the braid in
the symmetric group Σ4. For example, consider the braids shown in Fig. 7; they represent
order two elements in Γ 40 , since their squares are a full twist or side-by-side opposite
twists, which are the identity in Γ 40 . Observing their image in Σ4, we find the first two of
these elements transpose the four punctures in pairs, whereas the third element fixes two
punctures.
Recall from the branching data computed in Section 5.1 that the hyperelliptic element C
in ∆p−1 fixes none of the order p element’s fixed points. Therefore, the image j (C) = I
in Γ 40 fixes none of the four punctures. So I must be represented by a braid such as the first
two shown in Fig. 7. Let J be the first of these two braids.
First we will find the elements of K4 <Γ 40 which are invariant under conjugation by J ,
and then show that these are the same as the invariants under conjugation by I .
Lemma 31. (K4)〈J 〉 = K4.
Proof. We will view elements of Γ 40 with braid representatives, and blur the distinction
between these elements and their braids. The subgroup K4 in Γ 40 consists of elements
whose representatives are pure braids. That is, we have the following commutative
diagram, where P4 represents the pure braid group on four strings.
P4 B4 Σ4
K4 Γ 40 Σ4
The pure braid group on four strings, P4, is generated by six elements, shown in Fig. 8
[11]. Therefore, these braids may be taken to be representatives of generators for K4. We
need to show conjugation by J fixes each generator.
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Fig. 9. The action of J on A23.
Fig. 10. Showing A23 = A14 with a braid calculation.
It is clear that JA12J = A12 and JA34J = A34. (In fact, A12 = A34, since A12A−134
consists of side-by-side opposite twists, hence is the identity.) Fig. 9 shows that JA23J =
A14, and therefore JA14J = A23.
But Fig. 10 shows that A23 = A14. (Note that we make use of certain braids that are
non-trivial in B4, but which represent the identity in Γ 4, cf. Proposition 1.) So, thus far,
the action of J has been shown to be trivial on all generators except A13 and A24. Finally,
Fig. 11 shows that A13 = A−123 A−112 , and a similar braid calculation shows A24 = A−134 A−123 .
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Thus A13 and A24 are products of the other generators, hence also fixed under conjugation
by J . 
We have determined that J acts trivially on K4, but to determine the group F , we need
to determine the action of I on K4. However, the following lemma implies that I and J
are conjugate in Γ 40 .
Lemma 32. Let x be any order two element in Γ 40 which does not fix any of the four
punctures, and let J be the order two element as above. Then x is conjugate to J in Γ 40 .
Proof. We have the exact sequence
K4 Γ 40
p
Σ4.
Let p(J ) = σ , and p(x) = σ ′. Both of these are permutations of order two fixing no letters;
that is, they are both products of two disjoint 2-cycles. Such permutations are conjugate
in Σ4. Therefore let α be in Σ4 with ασ ′α−1 = σ . Since p is onto, there exists an f with
p(f ) = α. Then
p
(
f xf−1J
)= ασ ′α−1σ = σ 2 = 1,
which implies f xf−1J equals some element λ in K4, or f xf−1 = λJ . But using the fact
that J acts trivially on K4 we obtain
1 = (f xf−1)2 = (λJ )2 = λJλJ = λ2,
which implies λ = 1, as K4 is a free group. Therefore f xf−1 = J , so x is conjugate
to J . 
Since a pure braid remains pure under conjugation by any braid, the subgroup K4
remains fixed as a set under conjugation. Therefore, by an inner automorphism on Γ 40 ,
we may replace J with I , and K4 will still be represented by P4. Since J acts trivially
on K4, the action of I must then also be trivial. Therefore F equals all of K4.
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Since we have shown the groups F and G of diagram (7) to be K4 and D8, respectively,
we therefore have im(j) = im(), which implies N∆p−1(π) = NΓp−1(π). Also, Brown’s
decomposition theorem implies
Ĥ ∗(∆p−1;Z)(p) ≈ Ĥ ∗
(
N∆p−1(π);Z
)
(p)
.
Since Xia [26] calculated Ĥ ∗(NΓp−1(π);Z)(p), we may appeal to his result to complete
the proof of Theorem 28.
Acknowledgements
This work is based on my Ph.D. Thesis completed at the Ohio State University. I am
extremely grateful to my thesis advisor Guido Mislin and also to Henry Glover for their
guidance and encouragement. I also thank the referee for helpful comments.
References
[1] J. Birman, H. Hilden, On the Mapping Class Groups of Closed Surfaces as Covering Spaces, Ann. of Math.
Stud., vol. 66, Princeton Univ. Press, Princeton, NJ, 1971.
[2] J. Harer, The virtual cohomological dimension of the mapping class group of an orientable surface, Invent.
Math. 84 (1986) 157–176.
[3] F.R. Cohen, On the mapping class groups for punctured spheres, the hyperelliptic mapping class groups,
so(3), and Spinc(3), Amer. J. Math. 115 (1993) 389–434.
[4] C.-F. Bödigheimer, F.R. Cohen, M.D. Peim, Mapping class groups and function spaces, in: Homotopy
Methods in Algebraic Topology, Boulder, CO, 1999, Contemp. Math., vol. 271, American Mathematical
Society, Providence, RI, 2001, pp. 17–39.
[5] N. Kawazumi, Homology of hyperelliptic mapping class group for surfaces, Topology Appl. 76 (3) (1997)
203–216.
[6] T.W. Tucker, Finite groups acting on surfaces and the genus of a group, J. Combin. Theory Ser. B 34 (1).
[7] G. Mislin, Mapping class groups, characteristic classes, and Bernoulli numbers, in: The Hilton Symposium,
1993, Montreal, PQ, CRM Proc. Lecture Notes, vol. 6, American Mathematical Society, Providence, RI,
1994, pp. 103–131.
[8] H. Glover, G. Mislin, Torsion in the mapping class group and its cohomology, J. Pure Appl. Algebra 44.
[9] J. Nielson, Die Struktur periodischer Transformationen von Flächen, Danske Vid. Selsk. Mat.-Fys. Medd 15
(1937) 1–77.
[10] P. Symonds, The cohomology representation of cp on a surface, Trans. Amer. Math. Soc. 306 (2) (1988)
389–400.
[11] J. Birman, Links and Mapping Class Groups, Ann. of Math. Stud., vol. 66, Princeton Univ. Press, Princeton,
NJ, 1971.
[12] W. Magnus, Über Automorphismen von Fundamentalgruppen berandater Flächen, Math. Ann. 109 (1934)
617–646.
[13] J. Birman, H. Hilden, On isotopies of homeomorphisms of Riemann surfaces, Ann. of Math. 97 (1973)
424–439.
[14] E. Artin, Theory of braids, Ann. of Math. 48 (1947) 101–126.
[15] D. Gries, On the cohomology of the hyperelliptic mapping class group, Ph.D. Thesis, The Ohio State
University, 2000.
[16] K.S. Brown, Cohomology of Groups, Graduate Texts in Math., vol. 87, Springer, Berlin, 1982.
[17] N. Yagita, On the dimension of spheres whose product admits a free action by a non-Abelian group, Quart.
J. Math. Oxford 36 (1985) 117–127.
D. Gries / Topology and its Applications 143 (2004) 49–73 73
[18] C.B. Thomas, Free actions by p-groups on products of spheres and Yagita’s invariant p ◦ (G), in: Lecture
Notes in Math., vol. 1375, Springer, Berlin, 1989, pp. 326–338.
[19] L. Evens, A generalization of transfer map in cohomology of groups, Trans. Amer. Math. Soc. 108 (1963)
54–65.
[20] H. Glover, G. Mislin, Y. Xia, On the Yagita invariant of mapping class groups, Topology 33 (3) (1994)
557–574.
[21] Y. Xia, Yagita invariant of mapping class groups at the prime 2, J. Pure Appl. Algebra 131 (1) (1998) 91–97.
[22] Y. Xia, The p-periodicity of the mapping class group and the estimate of its p-period, Proc. Amer. Math.
Soc. 116 (1992) 1161–1169.
[23] H. Glover, G. Mislin, Y. Xia, On the Farrell cohomology of mapping class groups, Invent. Math. 109 (1992)
535–545.
[24] Q. Lu, Periodicity of the punctured mapping class group, J. Pure Appl. Algebra 155 (2–3) (2001) 211–235.
[25] Y. Xia, The p-torsion of the Farrell–Tate cohomology of the mapping class group Γ(p−1)/2, in: Topology
’90, Columbus, Ohio, 1990, Ohio State Univ. Math. Res. Inst. Publ., vol. 1, de Gruyter, Berlin, 1992,
pp. 391–398.
[26] Y. Xia, The p-torsion of the Farrell–Tate cohomology of the mapping class group Γp−1, J. Pure Appl.
Algebra 78 (3) (1992) 319–334.
