We study the problem of (e ciently) deleting such clauses from conjunctive normal forms (clause-sets) which can not contribute to any proof of unsatis ability. For that purpose we introduce the notion of an autarky system, associated with a canonical normal form for every clause-set by deleting super uous clauses. Clause-sets where no clauses can be deleted are called lean, a natural generalization of minimally unsatis able clause-sets, opening the possibility for combinatorial approaches (and including also satis able instances). Three special examples for autarky systems are considered: general autarkies, linear autarkies (based on linear programming) and matching autarkies (based on matching theory). We give new characterizations of lean and linearly lean clause-sets by \universal linear programming problems," while matching lean clause-sets are characterized in terms of \de -ciency," the di erence between the number of clauses and the number of variables, and also by having a cyclic associated transversal matroid. Finally we discuss the applications to minimally unsatis able clause-sets.
1 Introduction which assigns to every clause-set F a sub-monoid of Auk(F) compatible with the inclusion relation between clause-sets. Now the following notions are associated with any autarky system: the elements of A(F) are called A-autarkies for F; clause-sets F with no non-trivial A-autarky are called A-lean; clause-sets satis able by an A-autarky are called A-satis able; for every clause-set F there is a largest A-lean sub-clause-set N A (F), which can also be obtained by applying reduction by A-autarkies as long as possible.
By reducing a clause-set F to its satis ability equivalent sub-clause-set N A (F) we now have a handle to overcome also problem 1 and 4 from above:
Choose some autarky system A where N A is computable in polynomial time. If now the normal form of a satis able clause-set F is trivial, that is N A (F) = > holds, then in fact F belongs to the polynomial time decidable class of A-satis able clause-sets. To construct such autarky systems we can exploit the methods established in the eld of Combinatorial Optimization.
The contributions of this article may now be outlined as follows:
1. The introduction and the study of elementary properties of autarky systems A and the associated normal form N A .
2. Investigation of three basic examples for autarky systems and the corresponding notions of leanness: (a) general autarkies and lean clause-sets (b) (simple) linear autarkies and linearly lean clause-sets (c) matching autarkies and matching lean clause-sets.
3. The classes of lean and linearly lean clause-sets are characterized in terms of \universally solvable linear programming problems" (problems which must be solvable for any instance with the same sign distribution).
Related work
The story of autarkies starts with 31] where this notion has been introduced for the sake of worst case upper bounds on k-SAT decision (a very similar approach has been used in 30] to obtain the same bounds; see 27] for details). Extensive use of generalized notions of autarkies is one building block for the improved 3-SAT upper bound in 23] . Further extensions of the idea of autarky for improved upper bounds one nds in 16] and 28], while the implementation \OKsolver" of a DLL-like algorithm using autarkies is described in 21] (the package can be downloaded from my home page).
In 14] the combination of reduction by autarkies with a tableau-based SAT algorithm is investigated. In fact the tableau-method, restricted to the clause form, can be seen as just an autarky search method: Once the tableau can not be extended anymore, an autarky is found. In 33] parallelization of this algorithm by composition of autarkies has been studied.
Another use of autarkies one nds in 7] (adding autarky detection to the hierarchy from 13]) and in 22] (furnishing a general procedure quasiautomatizing relativized tree resolution with enhanced satis ability detection at the basic level).
A systematic study of the notion of autarkies has been started in 26] , where also the notion of linear autarkies has been introduced (manageable by linear programming in polynomial time). In 42] the class of q-Horn formulas has been shown as (essentially) being subsumed by the class of linearly satis able clause-sets.
For the characterization of lean clause-sets (with trivial autarky monoid) we exploit the characterization of unsatis ability from 8] in terms of universally solvable linear programming problems (based on Farkas' lemma).
A second line of research relevant in our context investigates the structure of minimally unsatis able clause-sets. In 35] the class of minimally unsatis able clause-sets has been shown to be D P -complete (complete for the class of languages which are intersections of languages in NP and languages in co-NP). The starting point for the combinatorial investigations (although been forgotten for some time) is 1], showing \Tarsi's Lemma" (a minimally unsatis able clause-set has more clauses than variables) and characterizing the class of \strongly" (or \saturated") minimally unsatis able clause-sets with exactly one more clause than variables. 11] found another proof of Tarsi's lemma, not based on matching theory but on the method of \saturation". Then the structure of minimally unsatis able clause-sets with up to four more clauses than variables has been studied in 9, 5, 43] . The notion of \de ciency" has been made fruitful in 12] , and also in 37] (but (unfortunately) not using this notion), while further elaboration of this idea is given in 26] (generalizing Tarsi's lemma to all (non-empty) linearly lean clause-sets). The rst steps towards a general solution of the polynomial time decidability of the class of minimally unsatis able clause-sets with at most k more clauses than variables (that is, the de ciency is bounded by k) one nds in 5] and 6] (showing that such clause-sets at least have short tree resolution refutations). Recently this problem has been solved in 25] and also in 10] .
Finally it is worth to mention that in 38] clause-sets obtained from minimally unsatis able clause-sets by removing one clause have been identi ed as hard examples for local search SAT algorithms.
Practical Applications
The use of linear autarkies for improved SAT decision is currently under investigation (interestingly, the Simplex method applied to the associated linear programming problems shows a very stable exponential behavior, while algorithms based on interior point methods ( 3] ) are very fast). The autarky reduction used in \OKsolver" does not help much in general, but on the \Towers of Hanoi" problem as well as on the logistics planning problem described in 20, 18, 19] the autarky method seems to be essential and outperforms all known methods.
The main results of this article
In Section 3 the matrix representation of clause-sets as well as the interpretation of (arbitrary) matrices as clause-sets is investigated, and satisfying assignments as well as autarkies are characterized as solutions of certain \universal" linear programs. In Theorem 3.4 we derive a strengthening of the characterization of unsatis able clause-sets from 8].
The notion of autarky systems and of the associated canonical normal form (by applying autarky reduction as long as possible) is introduced in Section 4, and elementary properties are given.
Two new characterization of lean clause-sets (which do not have any nontrivial autarky at all) one nds in Theorems 5.3 and 5.5 from Section 5, while in Lemma 5.6 the hardness of the decision problem for lean clause-sets is shown.
In Section 6 we give a short introduction into linear autarkies and obtain a new characterization of linearly lean clause-sets in Theorem 6.2.
Based on matching theory, the notion of matching autarkies is investigated in Section 7. A characterization of matching lean clause-sets as those clause-sets which have strictly larger de ciency than any strict subset is proven in Theorem 7.5, and as a direct corollary in 7.6 the generalization of Tarsi's lemma to matching lean clause-sets is obtained (which seems to be the right context for this basic fact, re ecting the absence of clauses which can be easily removed satis ability equivalently due to a matching argument). Lemma 7.7 relates matching lean clause-sets to elementary bipartite graphs, while a characterization of lean clause-sets in terms of matroid theory is given in Lemma 7.9 (yielding also computability of the largest matching lean sub-clause-set in polynomial time). In Subsection 7.4 an overview on the polynomial SAT decision procedure for clause-sets with bounded maximal de ciency (taken over all subsets) from 25] is given (based on searching a short tree resolution refutation of a speci c form by enumerating all circuits of the transversal matroid of a clause-set), while Theorem 7.14 exploits the augmenting path technique from 10] and shows, that the \distance" of a satis able matching lean clause-set to some matching satis able clause-set is bounded by the de ciency, from which also polynomial time SAT decision for clause-sets with bounded maximal de ciency follows.
Finally in Section 8 a re nement of the notion of autarky systems, called \strong autarky systems," is introduced, and in Section 9 some interesting directions for future research are discussed. For a literal x let var(x) 2 VA be the underlying variable, for a clause C let var(C) VA be the set of underlying variables (which can be de ned by var(C) = (C C) \ VA), and for a clause-set F let var(F) VA be the set of variables occurring in F (given by var(F) = S C2F var(C)).
As measures of complexity for clause-sets F we use n(F) := j var(F)j for the number of variables and c(F) := jFj for the number of clauses in F.
A special clause-set is the empty clause-set > 2 CLS, and a special clause is the empty clause ? 2 CL.
The set CLS of clause-sets is regarded as an \upper" semilattice with (binary) union as law of composition (> is the identity element) and with induced partial order (inclusion). Since we regard clause-sets as conjunctive normal forms, union of clause-sets corresponds to their logical conjunction.
The monoid of partial assignments
A partial assignment is a map ' : L ! f0; 1g where L LIT is a nite set of literals closed under complement (that is L = L) and ' is complementpreserving, i.e., for all x 2 L we have '(x) = 1 ?'(x). The set of all partial assignments is denoted by PASS.
For a partial assignment ' : L ! f0; 1g we use var(') := var(L) for the set of variables it uses, and for a set V VA of variables we denote by PASS(V ) := f' 2 PASS : var(') V g the set of partial assignments using only variables from V , while the restriction of any partial assignment ' 2 PASS to V is denoted by ' j V 2 PASS(V ) (the restriction of ' to the domain of literals with underlying variables in V ).
To denote special partial assignments, we use for example the notation hx ! 1i 2 PASS for that partial assignments with domain fx; xg which maps literal x to 1.
The law of composition naturally associated with PASS is \composi-tion", denoted for partial assignments '; 2 PASS by ' 2 PASS and de ned as \ rst , then '." More precisely, the domain of ' is the union of the domains of ' and , and for a literal x in the domain of we have (' )(x) = (x) while for a literal x in the domain of ' but not in the domain of we have (' )(x) = '(x).
PASS together with composition is an idempotent monoid with identity element the empty partial assignment ; 2 PASS. Two partial assignments '; commute, that is ' = ' holds, i they are compatible, i.e., i for all variables v 2 var(') \ var( ) we have '(v) = (v).
Interpreting partial assignments as \sign vectors" (with entries \0" for \unde ned", \+" for \true" (= 1) and \?" for \false" (= 0)), composition of partial assignments coincides with the composition of sign vectors as considered in the theory of oriented matroids (see 4] for example), only the order is permuted, since partial assignments are maps (and the operation of PASS on CLS shall be an operation \from the left").
The operation of PASS on CLS
For a clause-set F 2 CLS and a partial assignment ' 2 PASS let ' F be the clause-set resulting from substituting truth values via ' in F, that is, eliminate all clauses from F satis ed by ' and cross out all literals falsi ed by ' in the remaining clauses. Formally ' F is de ned as the set of clauses C nfx 2 C : '(x) = 0g for C 2 F such that there is no x 2 C with '(x) = 1.
We use \'(F) = 1" and \'(F) = 0" as abbreviations for \' F = >" resp. "? 2 ' F" for clause-sets F 2 CLS, while for clauses C 2 CL we use \'(C) = 1" and \'(C) = 0" for \' fCg = >" resp. "' fCg = f?g".
For a clause-set F let mod p (F) := f' 2 PASS(var(F)) : '(F) = 1g be the set of (partial) models of F (using only variables from F), and let SAT := fF 2 CLS : mod p (F) 6 = ;g be the set of satis able clause-sets, while USAT := CLS n SAT is the set of unsatis able clause-sets. We call two clause-sets satis ability equivalent if either they are both satisable or they are both unsatis able. And a clause-set is called minimally unsatis able if it is unsatis able, but removing any clause renders it satis able. The set of all minimally unsatis able clause-sets we denote by MUSAT := fF 2 USAT j 8 C 2 F : F n fCg 2 SAT g. The second important property of autarkies is that Auk(F) is a submonoid of F, which has the following easy proof. Consider '; 2 Auk(F) and a subset F 0 F. We have to show (' ) F 0 F 0 , and indeed (' ) F 0 = ' ( F 0 ) ' F 0 F 0 holds.
Resolution
A tree resolution refutation for a clause-set F is a binary tree labeled with clauses, such that the root is labeled by ?, the leaves are labeled with elements of F, and a node with two children labeled with clauses C and D respectively is labeled by the resolvent (C n fxg) (D n fxg) where x is the resolution literal fxg = C \ D. (Tree) Resolution is a sound and complete refutation system. By the number of steps in a tree resolution refutation we mean the number of non-leaf nodes in this tree. 
Conventions for matrices
For any set S R let M(S) be the set of all p q-matrices with values in S, where p; q 0, and let M := M(R). Two matrices A; B 2 M are identical i they have the same size (i.e., they are both p q-matrices for some p; q 0) and for all indices (i; j) 2 f1; : : :; pg f1; : : :; qg we have A i;j = B i;j . Thus for each p 0 and each q 0 there is exactly one empty matrix of size p 0-resp. 0 q. A matrix A 2 M is called a zero matrix if all entries of A are 0. (Thus each empty matrix is a zero matrix.) p q-matrices A have p rows A i; and q columns A ;j , which are 1 q-resp. p 1-matrices. Elimination of a row (resp. column) in a p q-matrix is possible i p 1 (q 1) and yields a (p?1) q-matrix (p (q?1)-matrix). The transposition of matrix A is denoted by A t (if A is a m n-matrix, then A t is a n mmatrix, and we have A t i;j = A j;i ). Matrix multiplication A B is a partial operation on M de ned i A is a p q-matrix and B is a q r-matrix for some p; q; r 0. The result A B is a p r-matrix, which is a zero matrix in case of q = 0. We use0 for any zero vector of appropriate size in the given context. For two vectors x; y of the same size we have x y i for all indices i we have x i y i , while x > y means that for all indices i we have x i > y i .
Clause-sets as matrices and matrices as clause-sets
We assume that a total order on the set VA of variables as well as a total order on the set CL of clauses is given, both denoted by \<". Furthermore we assume that for each n 1 we can speak of the rst n variables with respect to the total order on VA. Now that is, the set of (partial) satisfying assignments of F is the set of all V (x) were vector x ful lls Ax >0 and A is any matrix with the same sign distribution as M(F).
Proof: Let V = fv 1 ; : : :; v n g with v 1 < < v n .
First consider x 2 R n and A 2 M with sgn(A) = M(F) and Ax >0. The rst part of the following theorem (which is the essential part) has been proven in 8]. (ii) permutation of columns (iii) elimination of multiple columns then the equivalence P(A) , P(B) holds, which is obvious for (i) and (ii).
To show the equivalence in case (iii), assume that we have column indices i < j of A with A ;i = A ;j , and that B results from A be eliminating column j. Since by de nition the property P(A) is invariant under the equivalence relation of having the same sign distribution, by Lemma 3.1, part 4 and part 1 of Theorem 3.4 we get P(A) , P(sgn(A)) , P(M(F(A t )) t ) , F(A t ) 2 USAT :
Characterizations of autarkies
The next lemma shows how the generalization of the notion of satisfying assignments by the notion of autarkies is re ected in the context of matrix representation: While (partial) satisfying assignments of a clause-set F correspond to solutions x of Ax > 0 for some matrix A with the same sign distribution as the clause-variable matrix of F (see Lemma 3.2), now autarkies just correspond to solutions x of Ax 0.
Lemma 3.5 Consider F 2 CLS and let V := var(F) and n := n(F). Then
in words, the set of autarkies of F is the set of partial assignments V (x) where x ful lls Ax 0 and A has the same sign distribution as M(F).
More speci cally, let F = fC 1 ; : : :; C c(F) g with C 1 < < C c(F) . Then there is an autarky ' 
Autarky systems
In 26] the notion of \simple linear autarkies" is introduced, a special case of autarkies manageable in polynomial time, and for arbitrary clause-sets a normal form obtained by applying simple linear autarkies as long as possible has been established. The derived classes of \linearly lean" clause-sets (not having non-trivial simple linear autarkies) and \linearly satis able" clausesets (the reduction process by simple linear autarkies satis es the clause-set) have been shown to have many interesting properties. In this section we now introduce a general notion of an \autarky system," including the notion of a general autarky as well as the notion of a simple linear autarky as some special case, and we show that to each such autarky system a natural canonical normal form can be associated. Special attention is paid in this article to the notion of \lean" clause-set with respect to autarky systems.
Autarky systems and normal forms
In Subsection 2.4 we have proven that the set Auk(F) of autarkies for every clause-set F is a sub-monoid of PASS (furnished with composition of partial assignments). Now an autarky system is a map A, which assigns to every clause-set F 2 CLS a sub-monoid A(F) of Auk(F) (the elements of A(F) are called A-autarkies), such that for every F 2 CLS, every sub-clause-set F 0 F and every autarky ' ' 2 A(F 1 F 2 ) n f;g, and now the restriction ' j var(F 1 ) or the restriction ' j var(F 2 ) is not empty, contradiction A-leanness of F 1 ; F 2 .
In 26], Subsection 3.4, for any sub-monoid C of CLS the normal form N C (F) for clause-sets F 2 CLS has been de ned as the largest subset F 0 F with F 0 2 C. We now show N A = N LEAN A , that is, our notion of a normal form relative to an autarky system is a special case of the normal form relative to a sub-monoid of CLS. In this article we will concentrate on autark assignments, but the notion of an autark subset plays an important role as well. So for a clause-set 
Lean clause-sets
As the rst example of an autarky system we consider in this section general autarkies. The class of \lean" clause-sets F (not having any non-trivial autarky at all) has been characterized in 26] as the class of clause-set where every clause of F can be used in some tree resolution refutation of F (observe that according to the use of tree resolution refutations there are no \dead ends" in the refutations we consider), while the class of minimally unsatis able clause-sets is the set of clause-sets where each clauses must be used in any (tree) resolution refutation. In this section we now give two new matrix characterizations of lean clause-sets (extending the technique from Theorem 3.4) and we show that polynomial time decidability of the class of lean clause-sets would have the consequence P = NP (and thus is unlikely to hold).
The maximal autarky system is just F 7 ! Auk(F) (see Lemma 3. Obviously the computation of a non-trivial autarky (if one exists at all) is a (F)NP-complete task. We now show that also mere decision of the existence of a non-trivial autarky is hard. This procedure is correct, since by ( ) after step 4 we know that there is ' 2 Auk(F) with v i 2 var(F), and thus the set of clauses of F containing variable v i will be satis ed by the autarky ' and hence can be removed satis ability equivalently from F. 
Matching lean clause-sets
A very elementary form of autarkies is the subject of this section. Consider any clause-set F. The task is to nd some (non-trivial) autark subset F 0 of F. Now if we are lucky then we nd some F 0 such that for each clause C 2 F 0 we can select a variable v C with v C 2 var(C) such that for all clauses in F 0 these variables are di erent, and that moreover these variables do not appear outside of F 0 | such a F 0 is an autark subset of F of a very special type, which we call a \matching autark subset." The corresponding notion of \matching autarky" is introduced in Subsection 7.1, yielding an autarky system where the associated class of \matching satis able" clause-sets is a strict subclass of the class of linearly satis able clause-sets, while the class of \matching lean" clause-sets on the other hand strictly contains the class of linearly lean clause-sets. Various characterizations of matching lean clause-sets and the \matching lean kernel" of a clause-set are given in Subsections 7.2 and, based on the notion of \transver-sal matroids," in Subsection 7.3. Finally two approaches for (general) SAT decision exploiting a bounded \maximal de ciency" (a bounded di erence of the number of clauses and the number of variables for any subset) are discussed in Subsection 7.4, the rst one searching for a proof of unsatis ability, and the second one searching for a proof of satis ability. by crossing out all variables appearing in F nF 0 is matching satis able, and thus also linearly satis able by the previous inclusion, from which by Lemma 4.30 in 26] follows that F 0 is a linearly autark subset of F, contradicting that F is linearly lean. To see that the inclusion is strict one may again use satis able 2-clause-sets (for example ffa; bg; fa; bg; fa; bgg 2 MLEAN). For the other direction F 0 N ma (F) we use the observation, that if F 0 is a tight subset of F, and F 00 is a matching autark subset of F, then also F 0 n F 00 is a tight subset of F, since in F 0 \ F 00 there must be at least c(F 0 \ F 00 ) many variables not occurring in F 0 n F 00 , and thus (F 0 n F 00 ) = c(F 0 n F 00 ) ? n(F 0 n F 00 ) = ? c(F 0 ) ? c(F 0 \ F 00 ) ?
Matching autarkies
? n(F 0 ) ? j var(F 0 \ F 00 ) n var(F 0 n F 00 )j = (F 0 ) ? c(F 0 \ F 00 ) + j var(F 0 \ F 00 ) n var(F 0 n F 00 )j (F 0 ) = (F):
is a matching autark subset of F, thus F 0 n F ma is tight for F. Since F 0 is the smallest tight subset we get F 0 \ F ma = ;, from which by N ma (F) = F n F ma we obtain F 0 N ma (F).
Matching lean clause-sets
In 12] it was proven that the de ciency of any strict subset of any minimally unsatis able clause-set F is strictly smaller than the de ciency of F. We now show that this condition indeed characterizes matching lean clause-sets. (F) and hence (F 00 ) (F) contradicting condition 3. To show that condition 2 implies condition 4, assume that there is F 0 F with (F 0 ) = (F) | but now (F 0 ) = (F) holds, contradicting condition 2, and thus F must be the only tight subset of F.
The rst proof in the literature of the property (F) 1 for some form of \irredundant clause-sets" has been given in 1] for minimally unsatis able clause-sets F 2 MUSAT (attributed to M. Tarsi there), and since then this basic result for minimally unsatis able clause-sets has been reproven many times, see for example 37, 9, 12] . Very short proofs have been given in 11] (see Appendix C in 25]) and, using the structure of regular resolution proofs, by Jacobo Tor an ( 39] ). A generalization to matching lean clausesets one nds in 26]. Finally, since (>) = 0, we get this property from the previous theorem for all non-empty matching lean clause-sets (which seems to be the right generalization). Corollary 7.6 For F 2 MLEAN n f>g we have (F) 1. Corollary 7.6 holds true also for multi-clause-sets F, where clauses can occur several times: c(F) then takes these multiple occurrences into account, while (of course) n(F) still only counts the number of di erent variables appearing in F. The bipartite graphs B(F) and B ' (F) for multi-clause-sets have the same de nition as before, only now the same clause can appear several times on the \left side." While a multi-clause-set is lean resp. linearly lean i the underlying clause-set is, duplicating clauses may render a clauseset being not matching lean into a matching lean multi-clause-set. Lemma 7.7 A clause-set F 2 CLS is matching lean i for all non-empty V var(F) the set fC 2 F : var(C) \ V 6 = ;g of clauses containing some variable of V has at least jV j + 1 many clauses.
Proof: First assume F 2 MLEAN and consider ; 6 = V var(F). Let F V := fC 2 F : var(C) \ V 6 = ;g be the set of clauses of F containing some variable of V and suppose c(F V ) jV j. Let A matroid is called cyclic i it is a union of circuits, equivalently, i it has no coloops (elements which must be contained in every basis), which in turn is equivalent to the condition, that the nullity of each strict subset is strictly less than the nullity of the whole set (also called the corank of the matroid). Thus by Theorem 7.5 we get Lemma 7.9 F 2 MLEAN i T(F) is cyclic. More generally, for any clause-set F 2 CLS the cyclic subsets of T(F) (those subsets F 0 of F which are unions of circuits of T(F), equivalently, those subsets F 0 of F where F n F 0 is a at of the dual matroid of T(F)) are exactly the matching lean sub-clause-sets of F. And the largest matching lean sub-clause-set N ma (F) is the union of all circuits of T(F), which is the same as the complement of the set of all coloops of T(F), which can be expressed as N ma (F) = F n C 2 F : (F n fCg) = (F) :
The maximal de ciency (F) is computable in polynomial time, since (F) = c(F) ? rank(F), and rank(F), the rank of the transversal matroid T(F), is equal to the size of a maximum matching in the bipartite graph B(F). Hence as a corollary of Lemma 7.9 we get Corollary 7.10 The largest matching lean sub-clause-set N ma (F) is computable in polynomial time for every F 2 CLS, and thus also the classes MLEAN and MSAT are decidable in polynomial time.
A fundamental problem for SAT decision in general is, given any clauseset F 2 CLS, nd a minimally unsatis able sub-clause-set F 0 F. Now the concept of \matching lean clause-sets" provides a combinatorial generalization of the logic concept of \minimally unsatis able clause-sets," which opens the possibility for enumeration in polynomial time in case of bounded maximal de ciency, as proven in Corollary 3. Outline of proof: If for any matroid M one can decide in polynomial time, whether a subset is independent, and the corank of M is bounded by a constant, then the set of cycles of M can be enumerated also in polynomial time. The matroids T(F) = T 0 (F); T 1 (F); : : :; T k?1 (F) mentioned above ful ll these assumptions, and the circuits of T i (F) are exactly the matching lean sub-clause-sets of F with de ciency i + 1.
7.4 Poly-time SAT decision for bounded maximal de ciency Let MUSAT (k) for k 2 N be the class of minimally unsatis able clausesets F with (F) k, and let SMUSAT (k) be the class of saturated clause-sets F 2 MUSAT (k), that is, replacing any clause C 2 F by any super-clause C 0 C renders F satis able. In 1] the class SMUSAT (1) has been characterized and shown to be decidable in polynomial time, while characterization and polynomial time decision for the classes MUSAT (1) and MUSAT (2) one nds in 9] resp. 5]. In 5] it has also been shown that all classes MUSAT (k) for k 2 N are in NP, and it has been conjectured that each MUSAT (k) in fact is in P. This conjecture was proven in 25]. Instead of solving the decision problem just for MUSAT (k), in 25] actually it is shown that SAT (k) is poly-time decidable (for constant k), where for any class C CLS we de ne C(k) := fF 2 C : (F) kg (due to Theorem 7.5 this generalizes the notations introduced in the previous paragraph). Given poly-time decision of SAT (k), by simply using the de nition of MUSAT and SMUSAT we get that also MUSAT (k) and SMUSAT (k) are decidable in polynomial time.
To show poly-time decision of SAT (k), in 25] a proof of unsatis ability has been searched for, and thus in fact poly-time decision of USAT (k) has been shown (which is of course the same as poly-time decision of SAT (k)), motivated by the result of 6], that a clause-set F 2 MUSAT (k) has a tree resolution refutation using at most 2 k?1 n(F) 2 steps, and thus it seemed reasonable to search for such a short tree resolution refutation. 1) This search now can be based on the following \splitting lemma" (Lemma 3.10 in 25]): 1) From the result in 22], that tree-resolution is \quasi-automatizable", that is, one can nd a tree resolution refutation in time quasi-polynomial in the length of a shortest tree resolution refutation, it follows already, that decision of USAT (k) can be done in Lemma 7.12 For every clause-set F 2 USAT (k) with k 2 and n(F) > 0 there is a variable v 2 var(F) such that for both truth values " 2 f0; 1g the clause-set hv ! "i F contains a sub-clause-set in USAT (k ? 1).
By applying this process recursively, for any F 2 USAT (k) we obtain a splitting tree of height at most k ? 1 (a binary tree labeled with clausesets obtained from recursively splitting clause-set F into two clause-sets hv ! 0i F and hv ! 1i F), where the leaves must contain some subclause-set in MUSAT (1) . 2) Now the problem is to decide the property, that a clause-set contains a sub-clause-set from MUSAT (1) . Although the formulas in MUSAT (1) have a nice structure, decidable in quadratic time (see 9], and also Appendix C in 25] for simple proofs), this seems to be a hard problem, since the subclause-set can be hidden deep inside the whole formula. Fortunately we start with a formula with maximal de ciency at most a constant k, and thus on each branch of the splitting tree, after at most k ?1 splittings, the maximal de ciency can increase at most by k ? 1, so that the maximal de ciency of a clause-set labeling a leaf can be at most 2k ? 1. In fact, using Corollary 7.8, we can avoid any increase of the maximal de ciency at all (by reducing all occurring clause-sets to their matching lean kernel). Now by Theorem 7.11 and the poly-time decision of MUSAT (1) we can solve the problem of nding whether there is a sub-clause-set in MUSAT (1) for the leaves of the splitting tree, and we obtain the announced result from 25]: Theorem 7.13 For any constant k 2 N 0 (bounding the maximal de ciency) the classes SAT (k) and USAT (k) are decidable in polynomial time. It follows that also all classes MUSAT (k) and SMUSAT (k) are decidable in polynomial time.
In fact for F 2 CLS(k) also the normal form N a (F) (the lean kernel) can be computed in polynomial time (by using Theorem 7.11 this time to enumerate all matching lean subsets, not only those with de ciency 1). See Theorem 4.2 in 25].
quasi-polynomial time. In fact k does not need to be constant for that, but can grow logarithmically with the length of the input.
2)
As a byproduct we obtain the improved upper bound 2 k?1 n(F) on the number of resolution steps in a minimal tree resolution refutation of F.
An alternative approach for deciding MUSAT (k) has been followed in 10], extending the augmenting path technique from undirected bipartite graphs to directed bipartite graphs representing clause-sets (using a directed version of B(F), where the arc directions represent polarity of variable occurrences). Their results can be extended to obtain also poly-time SAT (k) decision (this time indeed searching for a satisfying assignment) as follows. If now clause-set F additionally is satis able, then there is a (partial) assignment ' with '(F) = 1, and thus there exists a (partial) assignment ' 0 with ' 0 (F) = 1 and a subset F 0 F with c(F 0 ) = c(F) ? (F) and ' 0 j var(F 0 ) 2 MAuk(F 0 ). In order to satisfy (F) many clauses, only (F) many variables are needed, and hence there is a partial assignment ' 00 ' 0 with ' 00 (F n F 0 ) = 1 and n(' 00 ) (F).
In general for any clause-set G 2 MSAT , any ' 2 MAuk(G) and any ' 0 ' we also have ' 0 G 2 MSAT , and thus ' 00 F 2 MSAT follows. Now for F 2 CLS(k) we obtain poly-time SAT decision in the following way: First reduce F to its matching lean kernel N ma (F). Then for each partial assignments ' 2 PASS(var(N ma (F))) with n(') (N ma (F)) k check whether ' F 2 MSAT holds | if such a partial assignment is found, then F is satis able, and otherwise F must be unsatis able. , is a generating set of A(F), and that the set of all A-autark subsets is identical to the set of autark subsets associated with these generating autarkies. To proof this, we can use the same proof as given for Lemma 4.25 in 26], only there we speak of \simple linear autarkies," while now we are using \A-autarkies." It follows that A is an autarky system (thus a strong autarky system) with N A (F) = N A (F).
Open problems and future research
In this concluding section I just want to present some problems I am thinking about, and which (hopefully) are interesting also for others to think about.
The rst observation is, that under reasonable conditions each of the four objects A, N A , LEAN A and SAT A determines the other three | now the task is to make some nice little theory out of that.
Given that increased exibility (to start, say, also from some \reason-able" class of satis able clause-sets to get an autarky system) it should be not too hard to nd more interesting examples of autarky systems, and to further develop also the general theory on autarky systems.
Generalizing Lemma C.2 from 25] I conjecture that for all unsatis able matching lean clause-sets F with n(F) > 0 there is a variable v 2 var(F) occurring positively as well as negatively at most (F) times in F.
For the class MLEAN \SAT the de ciency gives a \distance measure" with respect to the \target class" MSAT (see Theorem 7.14) | is there something similar for the classes LLEAN \ SAT and LSAT ?! (And can Theorem 7.14 be improved by using a better measure than (F) ?)
How is the structure of a clause-set (for example that F is a Horn clauseset) re ected in Auk(F) ?! Can we give also more speci c information on how minimally unsatisable clause-sets look in case of de ciency greater than two ?! (The current methods, based on \DP-elimination" of variables occurring in one sign only once, can not be carried over.)
