Abstract-We simulate how a two-class brain-computer interface automatically adapts to post-movement imagery bursts of beta band activity (beta rebound) measured in the electroencephalogram at Cz. We used data from 20 healthy, novice volunteers. By combining an adaptive BCI approach with beta rebound features we hypothesize to attain better performance for more users, higher usability and lower setup time than with previous approaches. Our simulation processed data trialwise: The adaptive BCI continuously performed trial based outlier rejection, auto-calibrated a linear classifier after ten trials per class, and re-calibrated at every five trials per class. We simulated online performance by always applying the most recent classifier to newly processed trials. We found a high average peak accuracy of 76.4 ± 10.6 % over the participants. The present system performs equally well as a comparable stateof-the-art, low-scale co-adaptive BCI, but requires less user effort, a lower number of sensors and lower system complexity. The system also well complements existing beta rebound based BCI systems: In comparison to even simpler approaches it tends to work for more users. Compared to an approach that used motor execution to setup a classifier, the present system allows for faster, more intuitive and more effective calibration. We consider the encouraging results from this simulation an important step towards online operation.
I. INTRODUCTION
Electroencephalography (EEG) based brain-computer interfaces (BCI) can restore communication in severely disabled individuals [8] , [17] , [22] . The type of BCI we focus on here relies on the fact that humans can voluntarily produce spectrally, spatially and temporally specific amplitude changes in oscillatory bioelectrical brain activity by performing certain mental tasks such as movement imagery (MI). These amplitude changes can cause spectral power decreases (event-related desynchronization, ERD) or increases (eventrelated synchronization, ERS) in specific brain areas like the sensorimotor cortex [16] . ERD-based BCIs then use signal processing and machine learning techniques to translate patterns of these power changes into control signals. These control signals can drive spelling programs or other assistive technology devices [2] .
One of the main challenges with these ERD-based BCIs is that operating them reliably is a skillful action. There have been a variety of different approaches to make them work reliably for a larger percentage of users: Some successful This work was supported by the EU Research Projects BrainAble (FP7-247447) and BackHome (FP7-288566).
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Graz, Austria josef.faller@tugraz.at approaches require very few electrodes but rely on extensive neurofeedback training (cf. [8] , [22] ), while others require a very high number of electrodes, but allow for very high performance in the first session [3] . Work by [11] and [7] on the other side, showed how using optimal mental strategies can boost ERD BCI proficiency. Along these lines, other work successfully used the distinctive ERS burst in the beta band, that typically occurs after the offset of performing motor tasks called the "beta rebound" (cf. [13] , [14] ), to operate BCIs [9] , [12] . Most of these approaches use conventional training protocols that require to first (I) collect a substantial amount of cue-guided EEG data without providing any feedback to the user. This data is then used to (II) set up a first classifier to record more data, where the user (III) controls the BCI with online feedback. This data is then often (IV) reanalyzed to set up a new classifier. The steps (III) and (IV) are then repeated until the user reaches a sufficient level of control proficiency. Co-adaptive ERD BCI training protocols in contrast, provide feedback to the user as early as possible and keep adapting to the user's brain activity online. They have shown to lead to very high control proficiency after a comparably short training time for a large percentage of users in systems with both a very small (cf. [6] , [21] ) and a very large number of sensors [20] .
Here we evaluate based on a simulation on cue-guided data from 20 novice participants, whether the advantages of co-adaptive ERD BCI training paradigms also extend to the use in combination with brisk MI strategies that produce the post movement imagery beta rebound. We highlight the differences in comparison with other co-adaptive BCI approaches and other BCIs that use beta rebound features. To our knowledge this is the first work to explore using the beta rebound after brisk MI to drive an adaptive BCI.
II. MATERIALS AND METHODS

A. Recording
We used previously recorded data from 20 healthy volunteers [19] . EEG was recorded from three Laplacian derivations at the scalp positions C3, Cz and C4 (International 10/20 System of Electrode Placement). The center-to-center distance of the Ag/AgCl electrodes was 2.5 cm. The EEG was sampled at 250 Hz, band-filtered between 0.5 and 100 Hz and a notch filter was applied at 50 Hz. Only the Laplacian derivation at Cz was used for this analysis. In addition bipolar electromyogram (EMG) derivations were recorded from the tibialis anterior of both legs to control for task compliance (cf. [19] ).
B. Experimental Paradigm
Twenty healthy volunteers (age 24.7 ± 3.7 years, 10 female) participated in our experiment. They were seated in a comfortable arm-chair with their feet on the floor, facing the computer monitor that displayed the trial-based paradigm. Figure 1 shows the timing of one trial in the paradigm. The monitor showed a centered green cross for the whole trial and pause period with the exception of the cue period where it displayed either a filled green circle or a filled red circle. The participants were instructed to imagine performing a single brisk (1 to 2 s) dorsiflexion of both feet at the appearance of the green circle and to withhold imagination and to relax at the appearance of the red circle. In three runs of this paradigm, 60 trials were recorded for either of the two conditions. The sequence in which either of the two types of cues occurred was drawn from a uniform random distribution. See [19] for details. Scheme of the trial structure. The users imagined one brisk dorsiflexion of both feet at second 2. The duration of the imagery was typically 1 to 2 s. We defined the window between second 3 and 7, where we expected the beta rebound to occur, as the activity period.
C. Co-Adaptive BCI Simulation
In analogy to [6] our simulation processed trial by trial in the order the trials were recorded. The system performed trial based outlier rejection and initially trained a linear discriminant analysis (LDA) classifier model as soon as ten artifact free trials per class (TPC) were available. The system retrained the classifier model whenever five new TPC were available after outlier rejection. The system always used the same logarithmic bandpower feature β f ull = 13 to 34 Hz (1 s running average; band according to [14] and [19] ) from the Laplace derivation at Cz. To simulate online performance of the system, we always applied the most recently trained classifier to every sample point in every new trial that was fed into the simulation.
The outlier rejection of the system operated in two phases, separately for reference (second 0 to 2) and activity period (second 3 to 7): First, the system thresholded amplitude and the statistical measures kurtosis and probability of the five band-filtered (4 to 40 Hz) monopolar channels that composed the Laplacian derivation at Cz (cf. [5] ). In the second phase, the system again operated separately on reference and the activity period. The algorithm (I) computed mean logarithmic power averages for all trials and then (II) removed the trial that had the logarithmic power average value for one feature lie farthest outside three times the standard deviation for that feature. The algorithm repeated the steps (I) and (II) until there were no more outliers. The outlier rejection removed on average 4.6 % of the trials.
To train the classifier, the system split the 4 s activity period of the single logarithmic band power feature into 8 consecutive 0.5 s segments and performed leave-one-out cross-validation (LooCV) for every one of these 0.5 s segments. Specifically, in every step of these LooCVs, the system trained an LDA classifier based on the value of the current 0.5 s segment and applied the classifier to every sample point of the test trial. Averaging across all test trials along the dimension trials resulted in a curve showing classification accuracy against trial time. To select which 0.5 s segment to use for training, the system performed a running average with a window size of 2 s on the activity period in the LooCV test accuracy curves. The system then identified the maximum value for every one of these curves. The one 0.5 s segment that produced the highest of these maximum values was finally used to train the LDA. 
D. Evaluation
We report the peak accuracy in the activity period (second 3 to 7) within the test accuracy curves, obtained as described in Section II-C. Note that the level of significantly (p = 0.01) better than chance accuracy in a binary classification task with 45 TPC is 63.3 % [1].
III. RESULTS
We conservatively excluded the results of one participant (peak accuracy 98.0 %), whose EMG signals indicated some task-correlated movement of the feet. Figure 2 shows how 17 of the remaining 19 participants achieved significantly better than chance accuracies at an overall average of 76.4 ± 10.6 % (median = 78.8 %). Figure 3 shows the accuracy curves against the trial time for all 19 participants along with the peak accuracies.
IV. DISCUSSION A. Performance of the System
In our simulation, the system effectively auto-calibrated and adapted to the user-specific patterns. In the online simulation on the data of the novice volunteers, 89 % performed significantly better than chance and 63 % performed better than a threshold level of 70 %, which was previously proposed to be required to effectively operate a spelling application [15] . The simulated online accuracies appear to be distributed in a uniform way between chance-level and 100 %, which is in line with findings for BCIs that used sustained rather than brisk MI strategies [4] .
B. Comparing to other Co-Adaptive BCI Systems
We compare the results of our simulation to the online results of the co-adaptive BCI study in [6] . In [6] users performed 5 s of sustained movement imagery of the right hand for one class and of both feet for the other class. In the present study users performed brisk movement imagery of both feet for one class and relaxed for the other class. To compare online efficacy, we subtracted the chance levels of statistically significant (p = 0.01) performance from the first session online accuracies of either study. We conservatively assumed 45 and 85 online TPC to be available for the present and the online study respectively to compute the chance levels. Based on a two-tailed independent samples t-test we find no significant difference (p = 0.49) between the accuracy means in the present (13.1 ± 10.6 % better than chance) and the online study (16.0 ± 12.3 % better than chance). This finding is highly encouraging as it means, that the present system auto-calibrates and adapts to the user signals equally well and leads to comparable performance, while requiring much less user effort to communicate a single decision: Specifically, the present system requires only one brisk MI in one class for operation, while the online system required five seconds of sustained imagery for both classes. That means, in the present system the user can achieve the same communication performance, but does not have to perform any specific mental task in one of the conditions. Additionally, the present system is able to operate on a strongly reduced set of five instead of thirteen electrodes. Another advantage here is that the sensors are placed around Cz, which in previous measurements has been shown to be less susceptible to noise from muscle activity than lateral sites like C3 or C4 [6] . Another way the present system is equally effective but simpler is that it always uses the same single feature instead of selecting one from a pool of six features as done in [6] . One of the main limitations of the present system may be that the characteristics of the beta rebound feature could make it less suitable for applications where a user wants to perform continuous control like demonstrated in [18] . Instead it might be more useful for applications, where a user wants to trigger single discrete events like with a brain-switch [10] . These discrete events could for example be used to select specific items in a lowbandwidth input user interface [2] .
C. Comparing to a minimal Setup Procedure
The authors in [9] evaluated a very simple beta rebound based BCI with 21 healthy, novice volunteers in a challenging recording environment at an exhibition. Their system operated based on only one single electrode at Cz as compared to five in the present setup. A direct comparison is very difficult as the system described in [9] was designed as a self-paced BCI. The evaluation was done in a "paced test environment" though. A clear advantage of the system in [9] was that it required no calibration, other than a quick adjustment of a detection threshold which took under one minute. The present system requires at least three minutes for initial calibration. With their very simple and elegant solution the authors in [9] find, that approximately 25 % of novice volunteers reach a level of control that is better than chance in the first session of a comparably difficult self-paced control task. An advantage of the present, more complex system in our simulation seems to be that more users (89 %) may be able to achieve better than chance performance at least in a cue-paced setup. Possible improvements to the present system to make it simpler could include using a bipolar instead of the Laplacian derivation.
D. Comparing to a ME based Setup Procedure
In earlier work [12] our group attempted to set up a betarebound based BCI in a way that is quick and intuitive for the user. The system was very similar compared to the present setup in that both approaches classify using LDA based on only one feature from one Laplacian derivation at Cz on cue-guided data. Both approaches use either imagined or executed brisk dorsiflexion of both feet as mental strategies. Specifically, the authors in [12] started collecting 15 min of cue-guided EEG data, where the participants performed brisk movement execution (ME) of both feet. In the following 20 min the users performed brisk MI of both feet and received feedback based on an LDA classifier trained on the previously collected ME data. The obvious advantage of this strategy is that the user has immediate feedback when performing the more difficult task of MI. One challenge, that the authors point out, was that the activation patterns between the ME and the MI condition were different to a degree, that caused a significant drop between training accuracy on the ME data and the online accuracy on the MI data. The authors solved this problem by retraining the LDA classifier on the MI data. For the condition MI we find that the participants in [12] perform on average 21.3 ± 4.9 % better than chance (assuming 90 TPC) and the users in the present study perform 13.1 ± 10.6 % better than chance. A direct comparison of these performance means is not sensible, as the feasibility study [12] reports results from only four experienced BCI users, who were screened for MI performance. This screening process strongly distorts the sample distribution. Advantages of the present approach, compared to [12] are, that the present system does not require the user to start performing ME before switching to MI. Instead the user can perform MI from the beginning. The present system then calibrates automatically and effectively without any BCI expert interaction and can provide feedback to the user much earlier. The authors in [12] eventually used the classifier trained on the MI data for self-paced operation as a brain-switch [10] , which should be possible also after calibration with our adaptive training approach.
V. CONCLUSION
The present system auto-calibrated and adapted to the post-MI beta rebound feature in all novice participants as effectively as a comparable co-adaptive BCI. To achieve this, it required much less user effort and fewer electrodes. The present approach also seems to well complement existing beta rebound based BCIs: Compared to an even simpler system, it tends to be effective for a higher percentage of users. In comparison to a sophisticated ME-based beta rebound BCI setup approach, the present system allows for faster, simpler and more effective calibration. Our next step is to test the present approach in an online setup.
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