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FROBENIUS-PERRON THEORY OF MODIFIED ADE BOUND QUIVER ALGEBRAS
ELIZABETH WICKS
Abstract. The Frobenius-Perron dimension for an abelian category was recently introduced in [CGW+17].
We apply this theory to the category of representations of the finite-dimensional radical square zero algebras
associated to certain modified ADE graphs. In particular, we take an ADE quiver with arrows in a certain
orientation and an arbitrary number of loops at each vertex. We show that the Frobenius-Perron dimension
of this category is equal to the maximum number of loops at a vertex. Along the way, we introduce a result
which can be applied in general to calculate the Frobenius-Perron dimension of a radical square zero bound
quiver algebra. We use this result to introduce a family of abelian categories which produce arbitrarily large
irrational Frobenius-Perron dimensions.
1. Introduction
The Frobenius-Perron dimension of a finite tensor category has proven to be an important invariant since
it was introduced by Etingof-Nikshych-Ostrik [ENO05]. One can define the Frobenius-Perron dimension of
an object in a tensor category as well as the dimension of the tensor category itself, and these dimensions
encode many useful properties. For example, the Frobenius-Perron dimension of a finite tensor category is
invariant under Morita equivalence [EO04]. Furthermore, one can determine whether a finite tensor category
is equivalent to the representation category of a finite-dimensional quasi-Hopf algebra by examining the
Frobenius-Perron dimension of the objects [EO04]. These ideas have been essential to the classification of
fusion categories and understanding the representation theory of semi-simple Hopf algebras.
In 2017, a new type of Frobenius-Perron dimension was introduced, which we will denote fpd [CGW+17].
The authors extended the definition of Frobenius-Perron dimension of an object in a finite tensor category
to a much more general setting [CGW+17, Ex. 2.11]. In fact, this definition of fpd can be applied to any
k-linear category along with a chosen endofunctor. The authors focus on understanding the fpd of abelian
categories (see Definition 1.10) and derived categories, where the endofunctor is the suspension. The results
in [CGW+17] suggest that the Frobenius-Perron dimension of an abelian or derived category is an important
and useful invariant with connections to representation theory. The authors hope to continue to explore the
properties of the fpd in the derived and abelian settings and to develop more applications.
The intent of this paper is to gain a better understanding of the fpd as it relates to the representation
theory of finite-dimensional algebras. First, we review an important theorem from [CGW+17], which is
analogous to the finite tensor category result [EGNO15, Prop. 6.3.3].
Theorem 1.1. [CGW+17] If F ∶ A → B is an embedding of abelian categories, then fpdA ≤ fpdB .
The previous theorem is useful in that we can use the fpd to show non-existence of embeddings between
abelian categories. However, calculating the fpd can be a difficult task. If we could develop strategies for
calculating the fpd in certain abelian categories, we could compare those categories via their fpd. To that
end, we prove the following theorem, which greatly simplifies the calculation of the fpd for radical square
zero finite-dimensional algebras. First we need some hypotheses.
Hypothesis 1.2. Let A = kQ/(≥ 2) for some finite quiver Q, where (≥ 2) is the ideal generated by paths
of length greater than 1, and let J be the ideal of A generated by the loops. Let Q′ be the quiver formed
from Q by removing all the loops. Define C ∶= kQ′ ≅ kQ/J˜, where J˜ is the ideal of kQ generated by the
loops, and B ∶= A/J ≅ kQ′/(≥ 2) = C/(≥ 2). Let P˜i (respectively I˜i, S˜i) denote the indecomposable projective
(respectively injective, simple) B-module at each vertex i. Note that as A-modules, S˜i ≅ Si for each i.
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Calculating the fpd requires an understanding of the brick modules (Definition 1.10).
Theorem 1.3. Assume Hypothesis 1.2. Then there is a one-to-one correspondence between the isomorphism
classes below: {brick A -modules} ←→ {brick C -modules annihilated by (≥ 2)}
Furthermore, if M,N are brick A-modules, we have a natural isomorphism
HomA(M,N) ≅ HomB(M,N) ≅ HomC(M,N).
We apply this theorem to some examples. We hope that these results in conjuction with Theorem 1.1 will
be of use to those who are trying to compare or understand these categories.
In particular, we focus on a family of bound quiver algebras related to the ADE quiver algebras (Defini-
tion 1.12). The ADE quivers and related quivers mysteriously appear in settings as diverse as the classifica-
tion of semisimple Lie algebras [Hum78], the McKay correspondence [McK80], the classification of minimal
models of two-dimensional conformal field theory [Cap88], and more. In addition to their ubiquity, the ADE
quivers are of finite representation type and their representations are well-known [Gab72], making variations
of their representation categories ideal to study.
Theorem 1.4. Let A be a modified ADE bound quiver algebra with Ni loops at each vertex i (Definition 1.12).
Then
fpd (A - mod) =max{N1, . . . ,Nn}.
Some consequences of this theorem include non-existence of embeddings. Suppose that A is a modified
ADE bound quiver algebra with at least one loop on a single vertex. Then the category of representations
of A does not embed into any of the categories of representations of the An,Dn, or En quiver algebras,
since these have fpd 0 [CGW+17]. Similarly, if A is a modified ADE bound quiver algebra with at least
two loops on a single vertex, the category of representations of A does not embed into any of the categories
of representations of the A˜n, D˜n, or E˜n quiver algebras, since these have fpd 1 [CGW
+17]. And if A,B are
modified ADE bound quiver algebras where the maximum number of loops at a single vertex of A is N , and
the maximum number of loops of at a single vertex of B is M , then if N <M , B - mod cannot embed into
A - mod.
The following question would be interesting to investigate.
Question 1.5. What is the fpd for the A˜D˜E˜ modified bound quiver algebras?
Notice that Example 4.1 is of type A˜(1). In this case we have a formula for the fpd which depends on
the number of loops at each vertex, which is irrational in many cases. So we do not get the same result as
Theorem 1.4. It would be interesting to see if there is a formula that describes the fpd of the A˜D˜E˜ modified
bound quiver algebras.
It is natural to ask about the fpd of the derived category.
Question 1.6. Let A be a modified ADE bound quiver algebra. What is fpdDb(A - mod)?
We defined the modified ADE bound quiver algebras with a certain arrow orientation (Definition 1.12).
We ask if the fpd is invariant under changing directions of arrows, and show that the question has a positive
answer up to n = 3 (Theorem 6.1).
Question 1.7. Let Q′ be a quiver whose underlying graph is An,Dn, or En for some n. Let Q be the quiver
formed from Q′ by adding Ni loops to each vertex i, and let A = kQ/(≥ 2). Is it true that
fpd (A - mod) =max{N1, . . . ,Nn}?
The fpd of an abelian category is an element of R≥0 ∪{±∞}. It is natural to ask
Question 1.8. For a finite-dimensional algebra A, what values of fpdA - mod are possible?
As a partial answer to this question, we provide the following family of examples using Theorem 1.3. The
general answer to this question is unknown.
Proposition 1.9. There exists a family of finite-dimensional radical square zero algebras A which can be
used to construct arbitrarily large irrational values of fpd (A - mod).
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1.1. Conventions and definitions. We assume that the base field k is algebraically closed.
If A is a finite-dimensional k-algebra, then A - mod (respectively mod -A) denotes the category of finite-
dimensional left (respectively right) A-modules. We will use Aop to denote the opposite algebra of A.
Let Q denote a finite quiver. The ideal generated by all paths of lengths greater than 1 in kQ is denoted
by (≥ 2). If A = kQ/I is a bound quiver algebra, we denote the indecomposable projective (respectively
injective, simple) module at vertex i by Pi (respectively Ii, Si).
The spectral radius of a square matrix M with entries in R or C is denoted ρ(M) [HJ13, Defn. 1.2.9].
We review the relevant definitions, which can be found in [CGW+17].
Definition 1.10. Let C be a k-linear abelian category, and let φ ∶= {X1,X2, . . . ,Xn} be a finite subset of
nonzero objects in C.
(1) The adjacency matrix of φ is defined to be
A(φ) ∶= (aij)n×n, where aij ∶= dimExt1C(Xi,Xj) ∀i, j.
(2) An object M in C is called a brick [ASS06, Definition 2.4, Ch. VII] if
HomC(M,M) = k .
(3) φ ∈ Φ is called a brick set if each Xi is a brick and
dimHomC(Xi,Xj) = δij
for all 1 ≤ i, j ≤ n. The set of brick n-object subsets is denoted by Φn,b. We write Φb = ⋃n≥1Φn,b.
Definition 1.11. The nth Frobenius-Perron dimension of C is defined to be
fpdn(C) ∶= sup
φ∈Φn,b
{ρ(A(φ))}.
If Φn,b is empty, then by convention, fpd
n(C) = −∞.
The Frobenius-Perron dimension of C is defined to be
fpd(C) ∶= sup
n
{fpdn(C)} = sup
φ∈Φb
{ρ(A(φ))}.
Definition 1.12. We define a family of algebras closely related to the ADE path algebras.
Define A(n,N1, . . . ,Nn) = kQA/(≥ 2) for n ≥ 1, where QA is the following quiver with Ni loops (labeled
ali for l = 1, . . . ,Ni) at vertex i:
1 2 ⋯ n
al
1
x2
al
2
x3 xn
aln
Define D(n,M1, . . . ,Mn) = kQD/(≥ 2) for n ≥ 4, where QD is the following quiver with Mi loops (labeled
bli for l = 1, . . . ,Mi) at vertex i:
n − 1
1 2 ⋯ n − 2 n
bln−1
x2
bl
1
bl
2
x3 xn−2
bln−2
xn
xn−1
bln
Define E(n,K1, . . . ,Kn) ∶= kQE/(≥ 2) for n ∈ {6,7,8}, where QE is the following quiver with Ki loops
(labeled cli for l = 1, . . . ,Ki) at vertex i:
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2
1 3 4 ⋯ n
c
l
2
x3
c
l
1
c
l
3
x4
c
l
4
x5
x2
xn
c
l
n
We refer to the algebras above as the modified ADE bound quiver algebras. When the number of each
loops at each vertex is given, we refer to these algebras as A(n),D(n), and E(n). These algebras appear in
Theorems 5.1, 5.2 and 5.5.
2. Preliminaries
We compile a list of results which we use later in the paper. The reader is welcome to skip this section
and come back to it for reference.
Definition 2.1. We define the path algebra kQ of a finite quiver Q to be the associative k-algebra determined
by the generators ei, α for all vertices i of Q and all edges α of Q, such that for all i, j, α,
eiej = δij , eiα = δi,t(α)α, αej = δj,s(α)α.
Note that the definiton of path algebra in [ASS06] is the opposite algebra of kQ.
Fact 2.2. Let A be a finite-dimensional k-algebra.
(1) [Sch14, Prob. 5.6] The following functors are mutually inverse contravariant equivalences
D(−) ∶= Hom
k
(−,k) ∶ mod -A→ A - mod,
D(−) ∶= Hom
k
(−,k) ∶ A - mod → mod -A.
(2) [Sch14, Prob. 5.6] D gives duality between injective left modules and projective right modules (and
vice versa). This is a consequence of Ext1A(DX,DY ) ≅ Ext1A(Y,X).
(3) [Sch14, Prob. 5.6, Prop. 5.7] Define the Nakayama functor ν(−) =D○HomA(−,A). Now suppose that
A = kQ/I is a bound quiver algebra. We define Ii ∶= ν(Aei) =D(eiA). Then Ii is an indecomposable
injective left A-module.
(4) [Ben91, Lem. 1.7.5,1.7.7] Let A = kQ/I be a bound quiver algebra. Then
dimHomA(Pi, Sj) = δij = dimHomA(Si, Ij).
(5) [Sch14, Prob. 2.8, Cor. 2.12] Let A = kQ be a path algebra. Then
dimHomA(Ij , Ii) = the number of paths from i→ j = dimHomA(Pj , Pi).
(6) [ASS06, Lem. III.2.12(b)] Let A = kQ/I be a bound quiver algebra. Then
dimExt1A(Si, Sj) = the number of arrows from i→ j.
(7) [ASS06, Defn. II.1.2, Thm. III.1.6] Let A = kQ/I be a bound quiver algebra. There exists an
equivalence of categories A -mod ≅ Rep
k
(Q,I). We will freely identify these categories throughout
the rest of the paper.
(8) [AF74, 4.3, Ex. 4.16] Let A be a k-algebra and let I be an ideal. Then there is an equivalence of
categories between C = A/I - mod and D, which is defined to be the full subcategory of A - mod whose
objects are those A-modules which are annihilated by I.
(9) Let Q be a finite quiver and let V = (Vi, fα) ∈ Rep
k
(Q). Suppose α1 . . . αn is a non-zero path, where
each αi is an edge of Q. Let I be an ideal of kQ containing α1 . . . αn. If fα1 ○ ⋯ ○ fαn is non-zero,
then V is not annihilated by I. This is a consequence of (7).
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(10) [DK94, Cor. 1.7.3] Suppose that Q is a finite quiver with an indecomposable representation V =(Vi, fβ) ∈ Rep
k
(Q). If α is an edge of Q such that Q −α is disconnected, and Vt(α) /= 0 /= Vs(α), then
fα /= 0.
(11) [ASS06, Lem. 2.4, 2.6] Let A = kQ/(≥ 2) be a radical square zero algebra described by a finite quiver
Q such that ejAei is one-dimensional for all j. Then Pi = Aei corresponds to the representation(Vj , fα), where
Vj =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
k if j = i
k if j = t(α) for some arrow α with source i
0 otherwise
,
fα =
⎧⎪⎪⎨⎪⎪⎩
1 if Vs(α) = k = Vt(α)
0 otherwise
.
Similarly, Ii =D(eiA) corresponds to the representation (Wj , gβ), where
Wj =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
k if j = i
k if j = s(β) for some arrow β with target i
0 otherwise
,
gβ =
⎧⎪⎪⎨⎪⎪⎩
1 if Ws(β) = k =Wt(β)
0 otherwise
.
We need the following results for our calculations.
Lemma 2.3. Assume Hypothesis 1.2.
(1) If P˜i, P˜j are in the same brick set in A - mod , then we have Ext
1
A(P˜i, P˜j) = 0 if i /= j. If P˜i /≅ Si, then
Ext1A(P˜i, P˜i) = 0.
(2) Dually, if I˜i, I˜j are in the same brick set, then we have Ext
1
A(I˜i, I˜j) = 0 if i /= j. If I˜i /≅ Si, then
Ext1A(I˜i, I˜i) = 0.
(3) If i /= j , then we have Ext1A(P˜i, Sj) = 0.
(4) Dually, if i /= j, Ext1A(Si, I˜j) = 0.
Proof. We will prove (1) and (3), since the other results are dual.
(1) Fix a vertex i. Let Pi = Aei be the indecomposable projective A-module at vertex i. Notice that
P˜i ≅ Pi/JPi as A-modules. Let a1, . . . , aN be a complete list of the loops in Q with source i, and let x1, . . . , xM
be a complete list of arrows that are not loops with source i in Q. Note that for 1 ≤ m ≤ M,1 ≤ n ≤ N ,
kxm ≅ St(xm) and kan ≅ Si. Then the following is a projective resolution of P˜i in A.
⊕Nn=1 (⊕Mm=1Pt(xm)⊕P⊕Ni ) P⊕Ni Pi P˜i 0
⊕Nn=1 (⊕Mm=1 kxm⊕Nl=1 kal) ⊕Nn=1 kan
ψ ϕ
We need to take first homology of the following sequence:
0→ HomA(Pi, P˜j) ϕ∗Ð→ N⊕
n=1
HomA(Pi, P˜j) ψ∗Ð→ N⊕
n=1
HomA ( M⊕
m=1
Pt(xm)⊕P
⊕N
i , P˜j) .
Case 1: i /= j.
We will show that HomA(Pi, P˜j) = 0; therefore, Ext1A(P˜i, P˜j) = 0.
By Proposition 3.4, HomA(P˜i, P˜j) ≅ HomB(P˜i, P˜j). Then
dimHomA(Pi, P˜j) = dim eiP˜j = dim eiBej = dimHomB(P˜i, P˜j) = dimHomA(P˜i, P˜j) = 0,
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where the last equality holds because P˜i, P˜j are in the same brick set.
Case 2: i = j.
Notice that ψ∗ = ⊕Nn=1ψ∗n, where ψ∗n ∶ HomA(Pi, P˜j)→ HomA (⊕Mm=1 Pt(xm)⊕P⊕Ni , P˜j) .We will show that
kerψ∗n = 0 for each n. Therefore, Ext1A(P˜i, P˜j) = 0.
kerψ∗n = {g ∶ Pi → P˜j ∶ [ M⊕
m=1
Pt(xm)
N
⊕
l=1
Pi
ψnÐ→ Pi
g
Ð→ P˜j] = 0}
Since Imψn =⊕Mm=1 kxm⊕Nl=1 kal, we have
kerψ∗n = {g ∶ Pi → P˜j ∶ g(xm) = 0 = g(al), 1 ≤m ≤M,1 ≤ l ≤ N}
Let g ∈ kerψ∗n. Since as a vector space, we have
P˜i = k ei ⊕ kx1 ⊕⋯⊕ kxM ⊕ ka1 ⊕⋯⊕ kaN
ka1 ⊕⋯⊕ kaN
,
we have that
g(ei) = [αei + β1x1 +⋯+ βNxM ]
for some α,β1, . . . , βM ∈ k.
We can see that [β1x1 +⋯+ βMxM ] = 0 by noting that since none of the xk have target i,
[αei] = ei[αei + β1x1 +⋯+ βMxM ] = eig(ei) = g(ei) = [αei + β1x1 +⋯ + βMxM ].
There exists at least one non-loop arrow xj with source i because P˜i /≅ Si. Hence
0 = g(xj) = xjg(ei) = xj[αei] = [αxj]⇒ α = 0.
Then g(ei) = 0, so g = 0 and hence kerψ∗n = 0.
(3) We will use the same projective resolution of P˜i as the proof of (1) and the same notation.
⊕Nn=1 (⊕Mm=1Pt(xm)⊕P⊕Ni ) ⊕Nn=1 Pi Pi P˜i 0
⊕Nn=1 (⊕Mm=1 kxm⊕Nl=1 kal) ⊕Nn=1 kan
ψ ϕ
Apply HomA(−, Sj) ∶
0→ HomA(Pi, Sj) ϕ∗Ð→ N⊕
n=1
HomA(Pi, Sj) ψ∗Ð→ N⊕
n=1
HomA ( M⊕
m=1
Pt(xm)⊕P
⊕N
i , Sj) .
Then Ext1A(P˜i, Sj) = 0 since HomA(Pi, Sj) = 0 if i /= j (Fact 2.2). 
Lemma 2.4. Assume Hypothesis 1.2. Let P˜i denote the indecomposable projective B-module at vertex i.
Suppose that M is an A-module such that HomA(Pi,M) = 0. Then
Ext1A(P˜i,M) = 0.
Proof. Let a1, . . . , aN be a complete list of loops at i. First we construct a projective resolution of P˜i. As a
vector space,
P˜i ≅ Pi
ka1 ⊕⋯⊕ kaN
.
We have a projective resolution:
⊕Ni=1 Pi Pi P˜i 0
ka1 ⊕⋯⊕ kaN
ϕ pi
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Now take HomA (−,M):
0 HomA (Pi,M) ⊕Ll=1HomA (Pi,M)ϕ∗
Since HomA (Pi,M) = 0,
Ext1A (P˜i,M) = 0.

Definition 2.5. A vertex i in a quiver is called a sink if there are no arrows α with s(α) = i.
Lemma 2.6. Assume Hypothesis 1.2. Let Si denote the simple A-module at vertex i. If i is a sink in the
quiver Q′ describing B, and if M is an A-module such that HomA(Pi,M) = 0, then
ExtnA(Si,M) = 0, ∀n.
Proof. Let Pi denote the indecomposable projective at vertex i in A. Let a1, . . . , aN denote the loops with
source i. If i is a sink in Q′, then as a vector space, ker(Pi → Si) = ka1 ⊕⋯⊕ kaN . We have the following
projective resolution of Si:
⋯ (P⊕Ni )⊕N2 (P⊕Ni )⊕N P⊕Ni Pi Si 0
(ka1 ⊕⋯⊕ kaN)⊕N2 (ka1 ⊕⋯⊕ kaN)⊕N ka1 ⊕⋯⊕ kaN
pi
We must take HomA(−,M) of this resolution. But since HomA(Pi,M) = 0, all the terms are 0. So
ExtnA(Si,M) = 0 for any n.

The following lemma comes in handy when calculating Ext1 groups.
Lemma 2.7. Assume Hypothesis 1.2. Let M be an A-module which is annihilated by all of the loops in A,
and let Pi be the indecomposable projective A-module at vertex i. Let {L1, . . . , Ln} be a complete list of loops
of A with source i. Then for any subset {i1, . . . , ik} ⊂ {1, . . . , n},
{g ∶ Pi →M ∶ g(Li1) = ⋯ = g(Lik) = 0} = HomA(Pi,M).
Proof. For any g ∶ Pi →M , g(Lj) = Ljg(ei) = 0, since Lj annihilates M . 
We use the following proposition to show that certain indecomposable modules cannot be bricks.
Proposition 2.8. Let Q be a finite quiver with vertices i, j, k with arrows α ∶ i → j, β ∶ j → k. Suppose
that for any arrow γ, j /= s(γ) except when γ = β, and j /= t(γ) except when γ = α. If V = (Vm, fγ) is a
representation of Q such that Vi = kl, Vj = km, Vk = kn for l, n ≥ 1 and m ≥ 2, fα /= 0 /= fβ, and fβ ○ fα = 0,
then V is decomposable.
Proof. Notice that removing the vertex j creates two disjoint quivers Q′,Q′′, where Q′ contains vertex i and
Q′′ contains vertex k. Let V (Q′), V (Q′′) denote the set of vertices of Q′,Q′′ respectively.
First, here is a general picture of Q:
⋱ ⋰
⋯ i j k ⋯
⋰ ⋮ ⋱
α β
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Here is a general picture of V = (Va, fγ) (for simplicity, denote fα by f and fβ by g):
⋱ ⋰
⋯ kl km kn ⋯
⋰ ⋮ ⋱
f g
Since Imf /= 0, g /= 0, and g ○ f = 0, we may choose a basis {e1, . . . , ep, ep+1, . . . , em} for km such that
1 ≤ p ≤m − 1 and
g(ei) = 0 for i = 1, . . . , p
g(ej) /= 0 for j = p + 1, . . . ,m.
Since g ○ f = 0, Im f ⊂ k e1 ⊕ ⋯ ⊕ k ep. Define a map of representations ϕ ∶ V → V , where for any
a1, . . . , am ∈ k,
ϕa = IdVa if a ∈ V (Q′)
ϕa = 0 if a ∈ V (Q′′)
ϕj ∶ km → km
(a1, . . . , am) ↦ (a1, . . . , ap,0, . . . ,0).
Since ϕ is a non-trivial idempotent in the endomorphism ring of V , V is decomposable by [DK94, Cor.
1.7.3]. 
3. Results for radical square zero algebras
We will apply Theorem 1.3 to calculate the Frobenius-Perron dimension of the category of representations
of a radical square zero bound quiver algebra. To prove Theorem 1.3, we need some additional results.
Lemma 3.1. Let A be a finite-dimensional algebra over a field k. Then if V is a brick object in A -mod
and x ∈ Z(A), there exists λ ∈ k such that for all v ∈ V , x.v = λv.
Proof. We will prove the contrapositive. Notice that if x is a central element of A, then we have an induced
endomorphism of any A-module V defined by:
ϕx ∶ V → V, ϕx(v) = x.v.
Suppose that there exists a central element x of A and a representation V such that ϕx /= λ IdV for any
λ ∈ k. Then ϕx and IdV are linearly independent elements of HomA(V,V ), so V is not a brick. 
Proposition 3.2. If x is a central nilpotent element of A and V is a brick module, then the ideal (x)
annihilates V .
Proof. By Lemma 3.1, for all v ∈ V we must have x.v = λv for some λ ∈ k. Suppose xn = 0. Then
0 = xn.v = λnv for every v ∈ V . Hence λ = 0 and x annihilates V . Since x is central, the two-sided ideal
generated by x must also annihilate V . 
Corollary 3.3. Let J be an ideal generated by central nilpotent elements of A. If V is a brick A-module,
then J annihilates V .
Proposition 3.4. Let J be an ideal generated by central nilpotent elements. Then there is a one-to-one
correspondence between the isomorphism classes below:
{brick A -modules}←→ {brick A/J -modules}
Furthermore, if M,N are brick A/J-modules, then we have a natural isomorphism
HomA(M,N) ≅ HomA/J(M,N).
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Specifically, if we define Jnc to be the ideal generated by all central nilpotent elements, we get the one-to-one
correspondence and natural isomorphism above.
Proof. Suppose that M,N are brick A-modules. Then J annihilates both M and N by Corollary 3.3. By
Fact 2.2 (8) we have a natural isomorphism
HomA(M,N) ≅ HomA/J(M,N).
Therefore M,N are also brick A/J-modules.
Now suppose that L,P are brick A/J-modules. Then L,P can be thought of as A-modules via Fact 2.2
(8), and we have
HomA/J(L,P ) ≅ HomA(L,P ).
Therefore L,P are also brick A-modules. 
Proof of Theorem 1.3. First suppose that L,P are brick C-modules annihilated by (≥ 2). Then by Fact 2.2
(8) we have natural isomorphisms
HomC(L,P ) ≅ HomC/(≥2)(L,P ) ≅ HomB(L,P ) = HomA/J(L,P ) ≅ HomA(L,P ).
Therefore L,P are brick A-modules.
Now suppose that M,N are brick A-modules. Then we have natural isomorphisms
HomA(M,N) ≅ HomA/J(M,N) (Proposition 3.4)
= HomB(M,N)
≅ HomC/(≥2)(M,N)
≅ HomC(M,N) (Fact 2.2 (8)).
Therefore, M,N are brick C-modules. 
4. An example of arbitrarily large irrational Frobenius-Perron dimension
Example 4.1. Consider the following quiver Q(n,m) with n loops at vertex 1 and m loops at vertex 2:
1 2ai
x
y
bj
Let A = kQ(n,m)/(≥ 2). We want to calculate fpd (A - mod). We can see that J = (a1, . . . , an, b1, . . . , bm)
is an ideal generated by central nilpotents. Let B ∶= A/J . Then B is described by the following quiver with
relations (≥ 2) = 0:
1 2
x
y
By Theorem 1.3, we have a one-to-one correspondence between bricks of A and bricks of B, as well as the
following natural isomorphism for any A-modules M,N :
HomA(M,N) ≅ HomB(M,N).
Hence it suffices to compute the dimensions of HomA-spaces in B.
The representation theory of B is well-known [CGW+17]. There are 4 non-isomorphic indecomposable
modules. First, we have the two simples S1, S2, which are described by Si = Bei/(≥ 1). Then we have
the two indecomposable projectives M1,M2, where Mi = Bei. S1, S2 are bricks since they are simples. We
have HomB(Mi,Mi) = HomB(Bei,Bei) ≅ eiBei ≅ kei, so each Mi is a brick as well. Under the one-to-one
correspondence, these map to bricks in A where Si = Bei/(≥ 1) = Aei/(≥ 1), which are simple in A, and
Mi = Bei = Aei/Jei.
We know that HomA(Mi,Mj) ≅ HomB(Mi,Mj) = HomB(Bei,Bej) ≅ ejBei, which is non-zero for i /= j.
So M1,M2 cannot be in the same brick set. Furthermore, we have the following short exact sequences:
0→ S1 →M2 → S2 → 0, 0→ S2 →M1 → S1 → 0.
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Hence we cannot have a brick set containing both Si,Mj for any i, j.
Therefore there are only 5 possible brick sets: φ1 = {M1}, φ2 = {M2}, φ3 = {S1, S2}, φ4 = {S1}, and
φ5 = {S2}. Since φ4, φ5 are subsets of φ3, ρ(A(φ(4 or 5))) ≤ ρ(A(φ3)), so we do not need to consider them.
We can compute the following.
ρ(A(φ1)) = Ext1(M1,M1) = 0 by Lemma 2.3.
ρ(A(φ2)) = Ext1(M2,M2) = 0 by Lemma 2.3.
ρ(A(φ3)) = ρ(n 11 m) = 12 (
√(m − n)2 + 4 +m + n) by Fact 2.2 (6).
Then
fpd (A - mod) = sup{ρ(A(φi)) ∶ 1 ≤ i ≤ 3} = 1
2
(√(m − n)2 + 4 +m + n) .
Proof of Proposition 1.9. We can get arbitrarily large irrational numbers using this example. Let r ∈ R≥0.
Let N be the smallest integer greater than or equal to r. Let n =N,m = N + 1. Then we have
fpd (A - mod) = 1
2
(√(N + 1 −N)2 + 4 +N + 1 +N) = 1
2
(2N +√5 + 1) = N + 1 +
√
5
2
>N ≥ r.

Question 4.2. What is fpdDb(A - mod )? Is it still irrational in the cases where fpd (A - mod) is irrational?
5. Frobenius-Perron dimension of modified ADE bound quiver algebras
5.1. A(n) algebras.
Theorem 5.1. Let A(n) be the finite dimensional radical square zero algebra described by the following
quiver Q with Ni loops (labeled a
l
i for l = 1, . . . ,Ni) at vertex i:
1 2 ⋯ n
al
1
x2
al
2
x3 xn
aln
Then
fpd (A(n) - mod) =max{N1, . . . ,Nn}.
Proof. We have A(n) = kQ/(≥ 2). Let J be the ideal generated by the loops. Let B ∶= A(n)/J. In other
words, B is the radical square zero algebra described by the following quiver Q′:
1 2 ⋯ nx2 x3 xn
We can see that B = C/(≥ 2), where C ∶= kQ′.
By Theorem 1.3, we have a one-to-one correspondence between bricks of A(n) and bricks of C annihilated
by (≥ 2), as well as the following natural isomorphism for any brick A(n)-modules M,N :
HomA(n)(M,N) ≅ HomB(M,N) ≅ HomC(M,N).
Hence it suffices to compute the dimensions of HomA(n)-spaces in B or C.
The set of brick modules of C is a subset of the set of indecomposable modules of C, which are well known
by Gabriel’s theorem [Gab72]. The dimension vectors of these modules correspond precisely to the positive
roots for the An root system [Hum78, p. 64].
Let Ei ∶= (0, . . . ,1, . . . ,0), the n-dimensional vector with a 1 in the ith position and 0 elsewhere. Then
the positive roots of An are given by the following vectors:
{ j∑
l=i
El ∶ 1 ≤ i ≤ j ≤ n} ,
or in different notation,
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(1,0, . . . ,0)
(0,1, . . . ,0)
⋮
(0, . . . ,0,1)
(1,1,0, . . . ,0)
(0,1,1,0, . . . ,0)
⋮
(0, . . . ,0,1,1)
(1,1,1,0, . . . ,0)
(0,1,1,1,0, . . . ,0)
⋮
(0, . . . ,0,1,1,1)
⋮
(1, . . . ,1).
However by Fact 2.2 (9), (10), any dimension vector with more than two 1’s in a row gives a C-module
that is not annihilated by (≥ 2). Therefore, the only indecomposables that could possibly be bricks of A(n)
are the following. Note that below we use Schiffler’s notation for representations [Sch14, Remark 1.1].
(1) =(1,0, . . . ,0)
(2) =(0,1, . . . ,0)
⋮
(n) =(0, . . . ,0,1)
(1
2
) =(1,1,0, . . . ,0)
(2
3
) =(0,1,1,0, . . . ,0)
⋮
(n − 1
n
) =(0, . . . ,0,1,1).
We will show that all of these are bricks of A(n) and calculate the Hom matrix.
Because (i), (j) are simple,
(1) dimHomC((i), (j)) = δij ,
so (i), (j) are bricks.
If we have ( i
i+1) ,( jj+1) with i /= j, i /= j + 1, and i /= j − 1, then we have no overlap between the non-zero
vector spaces of the representations, and HomC (( ii+1) ,( jj+1)) = 0. So we only need to check the morphisms
in the cases i = j, i = j + 1, i = j − 1.
Denote the indecomposable projective (respectively injective, respectively simple) of B at vertex i by P˜i
(respectively I˜i, respectively S˜i). Then by Fact 2.2 (11),
(2) P˜i = ( i
i + 1) = I˜i+1.
If i = j,
dimHomA(n) (( i
i + 1) ,(
i
i + 1)) = dimHomB (P˜i, P˜i) = dimHomB (Bei,Bei) = dim eiBei = 1,
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so ( i
i+1) is a brick.
If i = j + 1,
dimHomA(n) (( i
i + 1) ,(
i − 1
i
)) = dimHomB (P˜i, P˜i−1) = dimHomB(Bei,Bei−1) = dim eiBei−1 = 1.
If i = j − 1,
HomA(n) (( i
i + 1) ,(
i + 1
i + 2)) = HomB (P˜i, ˜Pi+1) = HomB(Bei,Bei+1) = eiBei+1 = 0.
Therefore,
(3) dimHomA(n) (( i
i + 1) ,(
j
j + 1)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if i = j + 1
1 if i = j
0 otherwise
.
Recall that by Fact 2.2 (4), dimHomB(S˜i, I˜j) = δij . Therefore since S˜i = (i), I˜j+1 = ( jj+1) ,
(4) dimHomA(n) ((i),( j
j + 1)) =
⎧⎪⎪⎨⎪⎪⎩
1 if i = j + 1
0 otherwise
.
Now let us consider ( i
i+1) , (j). By Fact 2.2 (4),
(5) dimHomA(n) (( i
i + 1) , (j)) = dimHomB(P˜i, S˜j) = δij .
Compiling all this information, we have the following block matrixH . We defineHij = dimHomA(n)(Xi,Xj),
where Xi,Xj ∈ {(1), . . . , (n), ( 12) , . . . , (n−1n )}:
H =
(1) (2) (3) ⋯ (n − 1) (n) (1
2
) (2
3
) ⋯ (n−2
n−1) (n−1n )⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1) 1 0 0 0 ⋯ 0 0 0 ⋯ 0 0(2) 0 1 0 0 ⋯ 0 1 0 ⋯ 0 0(3) 0 0 1 0 ⋯ 0 0 1 0 0 0⋮ ⋮ ⋮ ⋱ ⋱ ⋱ ⋮ ⋮ ⋱ ⋱ 0 0(n − 1) 0 0 0 0 1 0 0 0 0 1 0(n) 0 0 0 0 0 1 0 0 0 0 1( 1
2
) 1 0 0 0 0 0 1 0 ⋯ 0 0( 2
3
) 0 1 0 0 0 0 1 1 ⋯ 0 0⋮ ⋮ ⋱ ⋱ ⋱ 0 0 0 1 ⋱ 0 0(n−2
n−1) 0 0 0 1 0 0 0 0 ⋱ ⋱ 0(n−1
n
) 0 0 0 0 1 0 0 0 0 1 1
Now we can calculate the Ext1A(n) matrix. We already know what the Ext
1 groups for the simple objects
should be. Recall from Lemma 2.3 that
Ext1A(n)(Si, I˜j) = 0, ∀i /= j
Ext1A(n)(I˜i, I˜j) = 0, if i /= j or I˜i is not simple
Ext1A(n)(P˜i, Sj) = 0, ∀i /= j
Ext1A(n)(P˜i, P˜j) = 0, if i /= j or P˜i is not simple.
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Let ∗ denote a possible non-zero matrix entry. We have (i) = Si and ( jj+1) = P˜j = I˜j+1. Using the same
notation as before, if we define Eij = Ext1A(n)(Xi,Xj), we have
E =
(1) (2) (3) ⋯ (n − 1) (n) (1
2
) (2
3
) ⋯ (n−2
n−1) (n−1n )⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1) N1 1 0 0 ⋯ 0 0 0 ⋯ 0 0(2) 0 N2 1 0 ⋯ 0 ∗ 0 ⋯ 0 0(3) 0 0 N3 1 ⋯ 0 0 ∗ ⋱ 0 0⋮ ⋮ ⋮ ⋱ ⋱ ⋱ ⋮ ⋮ ⋱ ⋱ 0 0(n − 1) 0 0 0 0 Nn−1 1 0 0 0 ∗ 0(n) 0 0 0 0 0 Nn 0 0 0 0 ∗( 1
2
) ∗ 0 0 0 0 0 0 0 0 0 0( 2
3
) 0 ∗ 0 0 0 0 0 0 0 0 0⋮ ⋮ ⋱ ⋱ ⋱ 0 0 0 0 0 0 0(n−2
n−1) 0 0 0 ∗ 0 0 0 0 0 0 0(n−1
n
) 0 0 0 0 ∗ 0 0 0 0 0 0
Now suppose that we have a brick set
φ = {(i1), . . . , (iM),( j1
j1 + 1) , . . . ,(
jL
jL + 1) ∶ i1 < i2 < ⋯ < iM , j1 < j2 < ⋯ < jL} .
We will show that for ∗ ∈ {0,1},
A(φ) =
(i1) (i2) (i3) ⋯ (iM−1) (iM) ( j1j1+1) ( j2j2+2) ⋯ ( jL−1jL−1+1) ( jLjL+1)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(i1) Ni1 ∗ 0 0 ⋯ 0 0 0 0 0 0(i2) 0 Ni2 ∗ 0 ⋯ 0 0 0 0 0 0(i3) 0 0 Ni3 ∗ ⋯ 0 0 0 0 0 0⋮ ⋮ ⋮ ⋱ ⋱ ⋱ ⋮ 0 0 0 0 0(iM−1) 0 0 0 0 NiM−1 ∗ 0 0 0 0 0(iM) 0 0 0 0 0 NiM 0 0 0 0 0( j1
j1+1) 0 0 0 0 0 0 0 0 0 0 0( j2
j2+2) 0 0 0 0 0 0 0 0 0 0 0⋮ 0 0 0 0 0 0 0 0 0 0 0
( jL−1
jL−1+1) 0 0 0 0 0 0 0 0 0 0 0( jL
jL+1) 0 0 0 0 0 0 0 0 0 0 0
Assuming the claim about A(φ), if there are no simples in φ, ρ(A(φ)) = 0 ≤max{N1, . . . ,Nn} . Else,
(6) ρ(A(φ)) =max{Ni1 , . . . ,NiM } ≤max{N1, . . . ,Nn} .
To compute A(φ), notice that the upper leftmost and bottom rightmost blocks are given by examination
of the Ext1 matrix. To get the upper rightmost and bottom leftmost blocks, it suffices to show that for all
m, l,
Ext1A(n) ((im),( jljl + 1)) = 0 = Ext1A(n) ((
jl
jl + 1) , (im)) .
By examination of the Hom and Ext1 matrices, if (i) ∈ {(1), . . . , (n)} and ( j
k
) ∈ {(1
2
) , . . . , (n−1
n
)} are in
the same brick set, then
Ext1A(n) ((i),( jk)) = 0 = Ext1A(n) ((
j
k
) , (i)) .
Therefore,
Ext1A(n) ((im),( jljl + 1)) = 0 = Ext1A(n) ((
jl
jl + 1) , (im)) .
To complete the proof, notice that
φ˜ ∶= {(1), (2), . . . , (n)}
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is a brick set. By Eq. (6) we have
ρ(A(φ˜)) =max{N1,N2, . . . ,Nn} .
Let Φb the set of brick sets of A(n)-modules. Again by Eq. (6),
max{N1,N2, . . . ,Nn} = ρ(A(φ˜)) ≤ sup
φ∈Φb
ρ(A(φ)) ≤max{N1,N2, . . . ,Nn} .
Therefore,
fpd (A(n) - mod) = sup
φ∈Φb
ρ(A(φ)) =max{N1,N2, . . . ,Nn} .

5.2. D(n) algebras.
Theorem 5.2. Let D(n) be the finite dimensional radical square zero algebra described by the following
quiver Q with Ni loops (labeled a
l
i for l = 1, . . . ,Ni) at vertex i:
n − 1
1 2 ⋯ n − 2 n
aln−1
x2
al
1
al
2
x3 xn−2
aln−2
xn
xn−1
aln
Then
fpd (D(n) - mod) =max{N1, . . . ,Nn}.
Proof. We will reuse some notation from the previous theorem. Let D(n) = kQ/(≥ 2). Let J be the ideal
generated by the loops, and let B ∶= D(n)/J. In other words, B is the radical square zero algebra described
by the following quiver Q′:
n − 1
1 2 ⋯ n − 2 nx2 x3 xn−2 xn
xn−1
We can see that B = C/(≥ 2), where C ∶= kQ′.
By Theorem 1.3, we have a one-to-one correspondence between bricks of D(n) and bricks of C annihilated
by (≥ 2), as well as the following natural isomorphism:
HomD(n)(M,N) ≅ HomB(M,N) ≅ HomC(M,N).
Hence it suffices to compute the dimensions of HomD(n)-spaces in B or C.
The indecomposable modules of C are well known by Gabriel’s theorem [Gab72]. The dimension vectors
of these modules correspond precisely to the positive roots for the Dn root system.
Let εi be the vector in R
n with a 1 in the ith component and 0 everywhere else. Recall from [Hum78, p.
64] that the root system for Dn consists of the vectors
{±(εi ± εj) ∶ i /= j}.
Let
E1 ∶= ε1 − ε2, . . . ,En−1 ∶= εn−1 − εn,En ∶= εn−1 + εn
be the standard base for Dn. Here we write out the other positive roots in terms of the standard base.
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For 1 ≤ i < j ≤ n,
εi − εj = Ei +Ei+1 +⋯+Ej−1 = j−1∑
l=i
El.
For 1 ≤ i ≤ n − 2,
εi + εn = Ei +Ei+1 +⋯+En−2 +En = (n−2∑
l=i
El) +En.
For 1 ≤ i ≤ n − 2,
εi + εn−1 = Ei +Ei+1 +⋯+En−2 +En−1 +En = n∑
l=i
El.
For 1 ≤ i < j ≤ n − 2,
εi + εj = (Ei +Ei+1 +⋯+En−2) + (Ej +Ej+1 +⋯ +En−2 +En−1 +En) = n−2∑
l=i
El + n∑
k=j
Ek.
Let P˜i (respectively I˜i) denote the indecomposable projective (respectively injective) of B at vertex i. By
Fact 2.2 (11), we have
P˜1 = I˜2 = (1
2
) = (1,1,0, . . . ,0)(7)
P˜2 = I˜3 = (2
3
) = (0,1,1,0, . . . ,0)(8)
⋮(9)
P˜n−3 = I˜n−2 = (n − 3
n − 2) = (0, . . . ,0,1,1,0,0)(10)
I˜n−1 = (n − 2
n − 1) = (0, . . . ,0,1,1,0)(11)
I˜n = (n − 2
n
) = (0, . . . ,0,1,0,1)(12)
P˜n−2 = ( n − 2
n − 1 n) = (0, . . . ,0,1,1,1).(13)
Proposition 5.3. The only indecomposable representations of C which are annihilated by (≥ 2) are the
following:
(1) = E1 = (1,0, . . . ,0)
(2) = E2 = (0,1,0, . . . ,0)
⋮
(n) = En = (0, . . . ,0,1)
(1
2
) = E1 +E2 = (1,1,0, . . . ,0)
(2
3
) = E2 +E3 = (0,1,1,0, . . . ,0)
⋮
(n − 3
n − 2) = En−3 +En−2 = (0, . . . ,0,1,1,0,0)
(n − 2
n − 1) = En−2 +En−1 = (0, . . . ,0,1,1,0)
(n − 2
n
) = En−2 +En = (0, . . . ,0,1,0,1)
( n − 2
n − 1 n) = En−2 +En−1 +En = (0, . . . ,0,1,1,1).
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Proof. Case 0: En = εn−1 + εn.
This representation is annihilated by (≥ 2) because En is the simple module at vertex n.
Case 1: Roots of the form εi − εj for 1 ≤ i < j ≤ n.
We have
εi − εj = Ei +Ei+1 +⋯+Ej−1 = (0, . . . ,0,1, . . . ,1,0, . . . ,0),
where the first 1 is in the ith position and the last 1 is in the (j − 1)th position. Notice that there must be
a 0 in the nth position since j ≤ n. By examination of the graph for C, we can see that if j > i + 2 we have
three 1’s in a row, which corresponds to two non-zero paths of length 1 in a row by Fact 2.2 (10). Since the
vector spaces involved are 1-dimensional, the composition of these non-zero paths must also be non-zero. By
Fact 2.2 (9), if j > i + 2 the representation is not annihilated by (≥ 2).
Therefore only dimension vectors of the following form are annihilated by (≥ 2):
εi − εi+2 = Ei +Ei+1 for 1 ≤ i ≤ n − 2
εi − εi+1 = Ei for 1 ≤ i ≤ n − 1
Case 2: Roots of the form εi + εn for 1 ≤ i ≤ n − 2.
We have
εi + εn = Ei +Ei+1 +⋯ +En−2 +En = (0, . . . ,0,1, . . . ,1,0,1),
where the first 1 is in the ith position. If i < n − 2, then we have three one-dimensional vector spaces which
sit adjacent to each other in the graph of C, which corresponds to a non-zero path of length 2 by Fact 2.2
(10). By Fact 2.2 (9), such a representation is not annihilated by (≥ 2). If i = n − 2, there is no such path.
Then the only representation annihilated by (≥ 2) is the one corresponding to i = n − 2:
En−2 +En = (0, . . . ,0,1,0,1).
Case 3: Roots of the form εi + εn−1 for 1 ≤ i ≤ n − 2.
We have
εi + εn−1 = Ei +Ei+1 +⋯+En−2 +En−1 +En = (0, . . . ,0,1, . . . ,1,1),
where the first 1 is in the ith position. If i < n − 2, then we have three one-dimensional vector spaces which
sit adjacent to each other in the graph of C, which corresponds to a non-zero path of length 2 by Fact 2.2
(10). By Fact 2.2 (9), such a representation is not annihilated by (≥ 2). If i = n − 2, there is no such path.
By Fact 2.2 (9), the only representation annihilated by (≥ 2) is the one corresponding to i = n − 2:
En−2 +En−1 +En = (0, . . . ,0,1,1,1).
Case 4: Roots of the form εi + εj for 1 ≤ i < j ≤ n − 2.
We have
εi + εj = (Ei +Ei+1 +⋯En−2) + (Ej +Ej+1 +⋯ +En−2 +En−1 +En)
= Ei +Ei+1 +⋯ +Ej−1 + 2(Ej +⋯ +En−2) +En−1 +En.
If j = n − 2, then
εi + εj = Ei +Ei+1 +⋯ +Ej−1 + 2(Ej +⋯ +En−2) +En−1 +En
= Ei +⋯ +En−3 + 2En−2 +En−1 +En
= (0, . . . ,0,1, . . . ,1,2,1,1).
If j ≤ n − 3, then
εi + εj = Ei +Ei+1 +⋯ +Ej−1 + 2(Ej +⋯ +En−2) +En−1 +En
= (0, . . . ,0,1, . . . ,1,2, . . . ,2,1,1).
By Lemma 5.4 below, these representations are not annihilated by (≥ 2). Therefore, no representations
of this type are allowed. 
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Lemma 5.4. Suppose that we have a representation V of C of the form
(14)
k
V1 ⋯ Vn−4 k2 k2 kf h
g
or
(15)
k
V1 ⋯ Vn−4 k k2 kf h
g
for some k-vector spaces Vi such that f, g, h are non-zero and g ○ f = 0 = h ○ f . Then V is decomposable.
Proof. Define Q′ to be the full subquiver containing the vertices {1, . . . , n − 3}, and let Q′′ be the full sub-
quiver containing the vertices {n − 1, n}. Let V (Q′), V (Q′′) denote the set of vertices of Q′,Q′′ respectively.
We will start with Eq. (14).
Since g /= 0, we can choose a basis e1, e2 for Vn−2 = k2 such that g = pi1. Then
g ○ f = 0⇒ Im f ⊂ k e2
h ○ f = 0, h /= 0⇒ h = h1pi1 for some non-zero h1 ∈ k .
Then we have a map of representations ϕ ∶ V → V such that for any a1, a2 ∈ k,
ϕa = 0 if a ∈ V (Q′)
ϕa = IdVa if a ∈ V (Q′′)
ϕn−2 ∶ k2 → k2
(a1, a2)↦ (a1,0).
Since ϕ is a non-trivial idempotent in the endomorphism ring of V , V is decomposable by [DK94, Cor.
1.7.3].
Now let us prove the assertion for Eq. (15). By choice of basis for Vn−3 and the fact that f /= 0, we can
assume that f = ι2. Since g ○ f = 0 = h ○ f and g, h are non-zero, we must have g = g1pi1, h = h1pi1 for some
non-zero g1, h1 ∈ k.
Then we have a map of representations ϕ ∶ V → V such that for any a1, a2 ∈ k,
ϕa = 0 if a ∈ V (Q′)
ϕa = IdVa if a ∈ V (Q′′)
ϕn−2 ∶ k2 → k2
(a1, a2)↦ (a1,0).
Since ϕ is a non-trivial idempotent in the endomorphism ring of V , V is decomposable by [DK94, Cor.
1.7.3]. 
The list of indecomposables given in Proposition 5.3 are in fact bricks of D(n), as can be seen by examina-
tion of the following Hom matrix, where Hij = dimHomD(n)(Xi,Xj) for brick objects Xi,Xj of D(n) - mod :
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(1) (2) ⋯ (n − 3) (n − 2) (n − 1) (n) (1
2
) (2
3
) ⋯ (n−3
n−2) (n−2n−1) (n−2n ) ( n−2n−1 n)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1) 1 0 0 0 0 0 0 0 0 ⋯ 0 0 0 0(2) 0 1 0 0 0 0 0 1 0 ⋯ 0 0 0 0⋮ 0 ⋱ ⋱ 0 ⋮ ⋮ ⋮ 0 ⋱ 0 0 ⋮ ⋮ ⋮(n − 3) 0 0 0 1 0 0 0 0 0 ⋱ 0 0 0 0(n − 2) 0 0 0 0 1 0 0 0 0 0 1 0 0 0(n − 1) 0 0 0 0 0 1 0 0 0 0 0 1 0 1(n) 0 0 0 0 0 0 1 0 0 0 0 0 1 1( 1
2
) 1 0 0 0 0 0 0 1 ⋯ 0 0 0 0 0( 2
3
) 0 1 0 0 0 0 0 1 1 0 0 0 0 0⋮ ⋮ ⋱ ⋱ ⋱ ⋮ ⋮ ⋮ 0 ⋱ ⋱ 0 ⋮ ⋮ ⋮(n−3
n−2) 0 0 0 1 0 0 0 0 0 1 1 0 0 0(n−2
n−1) 0 0 0 0 1 0 0 0 0 0 1 1 0 0(n−2
n
) 0 0 0 0 1 0 0 0 0 0 1 0 1 0( n−2
n−1 n) 0 0 0 0 1 0 0 0 0 0 1 1 1 1
To calculate the entries of the Hom matrix, recall from Fact 2.2 (4), (5) that
dimHomC(P˜i, S˜j) = δij ,
dimHomC(S˜i, I˜j) = δij ,
dimHomC(I˜j , I˜i) = the number of paths from i→ j in C = dimHomC(P˜j , P˜i).
Using Eq. (7) through Eq. (13) in conjunction with these facts, we get most of the Hom matrix. We can
calculate the remaining entries:
dimHomC ((i) ,( n − 2
n − 1 n)) =
⎧⎪⎪⎨⎪⎪⎩
0 i ∈ {1, . . . , n − 2}
1 i ∈ {n − 1, n}
dimHomC ((n − 2
n − 1) , (i)) =
⎧⎪⎪⎨⎪⎪⎩
1 i = n − 2
0 otherwise
dimHomC ((n − 2
n
) , (i)) = ⎧⎪⎪⎨⎪⎪⎩
1 i = n − 2
0 otherwise
dimHomC ((n − 2
n − 1) ,(
n − 2
n − 1 n)) = 0
dimHomC ((n − 2
n
) ,( n − 2
n − 1 n)) = 0
dimHomC (( n − 2
n − 1 n) ,(
n − 2
n − 1)) = 1
dimHomC (( n − 2
n − 1 n) ,(
n − 2
n
)) = 1.
We have the following Ext1 matrix using the same notation as before, where Eij = dimExt1D(n)(Xi,Xj),
and ∗ denotes a possible non-zero entry:
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(1) (2) ⋯ (n − 3) (n − 2) (n − 1) (n) (1
2
) (2
3
) ⋯ (n−3
n−2) (n−2n−1) (n−2n ) ( n−2n−1 n)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1) N1 1 0 0 0 0 0 0 0 ⋯ 0 0 0 0(2) 0 N2 ⋱ 0 0 0 0 ∗ 0 ⋯ 0 0 0 0⋮ ⋮ ⋱ ⋱ ⋱ ⋮ ⋮ ⋮ 0 ⋱ 0 0 ⋮ ⋮ ⋮(n − 3) 0 0 0 Nn−3 1 0 0 0 0 ⋱ 0 0 0 ∗(n − 2) 0 0 0 0 Nn−2 1 1 0 0 0 ∗ 0 0 ∗(n − 1) 0 0 0 0 0 Nn−1 0 0 0 0 0 ∗ 0 ∗(n) 0 0 0 0 0 0 Nn 0 0 0 0 0 ∗ ∗( 1
2
) ∗ 0 0 0 0 0 0 0 0 ⋯ 0 0 0 0( 2
3
) 0 ∗ 0 0 0 0 0 0 0 0 0 0 0 0⋮ ⋮ ⋱ ⋱ ⋱ ⋮ ⋮ ⋮ 0 ⋱ ⋱ 0 ⋮ ⋮ ⋮(n−3
n−2) 0 0 0 ∗ 0 0 0 0 0 0 0 0 0 0(n−2
n−1) 0 0 0 0 ∗ 0 ∗ 0 0 0 0 0 0 ∗(n−2
n
) 0 0 0 0 ∗ ∗ 0 0 0 0 0 0 0 ∗( n−2
n−1 n) 0 0 0 0 ∗ 0 0 0 0 0 0 ∗ ∗ 0
Recall the results of Lemmas 2.3, 2.4 and 2.6:
Ext1D(n)(P˜i, S˜j) = 0 = Ext1D(n)(S˜i, I˜j) if i /= j(16)
Ext1D(n)(P˜i, P˜j) = 0 = Ext1D(n)(I˜i, I˜j) if they are not simple(17)
Ext1D(n)(P˜i,M) = 0 if HomD(n)(Pi,M) = 0(18)
Ext1D(n)(S˜i,M) = 0 if i is a sink in Q′ and HomD(n)(Pi,M) = 0.(19)
By Eq. (16) and Eq. (17), we get all of the entries in the four top left block matrices. We also get the
entries in the middle rightmost block, the middle bottom block, and the bottom rightmost block. It remains
to check the top rightmost block and the bottom leftmost block.
For the top rightmost block, note that Eq. (17) gives all of the entries in the (n−2
n−1) , (n−2n ) columns.
Claim. Ext1D(n) ((i) , ( n−2n−1 n)) = 0 for i ≤ n − 4.
We have the following projective resolution for (i) = Si:
⋯ Pi+1 ⊕ PNii Pi Si 0
kxi+1 ⊕ (⊕Nil=1 kali)
Now take HomD(n) (−, ( n−2n−1 n)) = HomD(n)(−, P˜n−2):
0 HomD(n)(Pi, P˜n−2) HomD(n)(Pi+1, P˜n−2) ⊕HomD(n)(Pi, P˜n−2)Ni ⋯
Then for j /= n − 2,
dimHomD(n)(Pj , P˜n−2) = dimHomD(n) (D(n)ej ,D(n)en−2/Jen−2)
= dim ejD(n)en−2/Jen−2
= the number of paths n − 2→ j.
Since i ≤ n − 4, there are no paths from n − 2 to j = i or to j = i + 1. Therefore, HomD(n)(Pi+1, P˜n−2) ⊕
HomD(n)(Pi, P˜n−2)Ni = 0.
Now let us examine the bottom left block matrix. We already know the ( n−2
n−1 n) row of the matrix by
Eq. (16).
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Claim. Ext1D(n) ((n−2n ) , (i)) = 0 for i /∈ {n − 1, n − 2}, and Ext1D(n) ((n−2n−1) , (i)) = 0 for i /∈ {n,n − 2}.
We have the following projective resolution of (n−2
n
) , which is equivalent as a k-vector space to Pn−2
kxn−1⊕(⊕Nn−2l=1 kaln−2)
:
⋯ Pn−1 ⊕ PNn−2n−2 Pn−2 (n−2n ) 0
kxn−1 ⊕ (⊕Nn−2l=1 kaln−2)
Take HomD(n)(−, (i)) = HomD(n)(−, Si):
0 HomD(n)(Pn−2, Si) HomD(n)(Pn−1, Si) ⊕HomD(n)(Pn−2, Si)Nn−2 ⋯
Since n − 1 /= i /= n − 2, HomD(n)(Pn−1, Si) ⊕HomD(n)(Pn−2, Si)Nn−2 = 0 so Ext1D(n) ((n−2n ) , (i)) = 0.
The proof for (n−2
n−1) is analogous.
Claim. Let φ be any brick set. Then ρ(A(ϕ)) ≤max{N1, . . . ,Nn}. Since φ = {(1), . . . , (n)} is a brick set
such that ρ(A(ϕ)) =max{N1, . . . ,Nn}, we must have fpd (D(n) - mod) =max{N1, . . . ,Nn}.
First notice that {(n−2
n
) , (n−2
n−1)} and {( n−2n−1 n)} are maximal brick subsets of {(n−2n ) , (n−2n−1) , ( n−2n−1 n)}.
Let φ be a brick set. We can divide our proof of the claim into the following cases.
Case 1: (n−2
n
) , (n−2
n−1) , ( n−2n−1 n) /∈ φ.
Then for some 1 ≤ jl ≤ n − 3, 1 ≤ im ≤ n,
φ = {(i1), . . . , (iM),( j1
j1 + 1) , . . . ,(
jL
jL + 1)} .
Note that by examination of the Hom matrix, if (i),( j
j+1) are in the same brick set, then j /= i /= j + 1, so
(20) Ext1D(n) ((i),( jj + 1)) = 0 = Ext1D(n) ((
j
j + 1) , (i)) .
Then by examination of the Ext1 matrix we have for some ∗ ∈ {0,1}:
A(φ) =
(i1) (i2) (i3) ⋯ (iM−1) (iM) ( j1j1+1) ( j2j2+1) ⋯ ( jL−1jL−1+1) ( jLjL+1)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(i1) Ni1 ∗ 0 0 ⋯ 0 0 0 0 0 0(i2) 0 Ni2 ∗ 0 ⋯ 0 0 0 0 0 0(i3) 0 0 Ni3 ∗ ⋯ 0 0 0 0 0 0⋮ ⋮ ⋮ ⋱ ⋱ ⋱ ⋮ 0 0 0 0 0(iM−1) 0 0 0 0 NiM−1 ∗ 0 0 0 0 0(iM) 0 0 0 0 0 NiM 0 0 0 0 0( j1
j1+1) 0 0 0 0 0 0 0 0 0 0 0( j2
j2+2) 0 0 0 0 0 0 0 0 0 0 0⋮ 0 0 0 0 0 0 0 0 0 0 0
( jL−1
jL−1+1) 0 0 0 0 0 0 0 0 0 0 0( jL
jL+1) 0 0 0 0 0 0 0 0 0 0 0
If there are no simples,
ρ(A(φ)) = 0.
Else,
ρ(A(φ)) =max{Ni1 , . . . ,NiM } ≤max{N1, . . . ,Nn}.
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Case 2: (n−2
n
) ∈ φ, (n−2
n−1) /∈ φ.
Then for some 1 ≤ jl ≤ n − 3, 1 ≤ im ≤ n,
φ = {(i1), . . . , (iM),( j1
j1 + 1) , . . . ,(
jL
jL + 1) ,(
n − 2
n
)} .
Suppose that i1 ≤ ⋯ ≤ iM . By examination of the Hommatrix, since (n−2n ) ∈ φwe have (n − 2) , (n) , ( n−2n−1 n) /∈
φ. Since (n) /∈ φ, the largest possible value of iM is n − 1.
Let ∗ denote a possible non-zero entry. We will show that
A(φ) =
(i1) (i2) (i3) ⋯ (iM−1) (iM) (n−2n ) ( j1j1+1) ( j2j2+1) ⋯ ( jL−1jL−1+1) ( jLjL+1)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(i1) Ni1 ∗ 0 0 ⋯ 0 0 0 0 0 0 0(i2) 0 Ni2 ∗ 0 ⋯ 0 0 0 0 0 0 0(i3) 0 0 Ni3 ∗ ⋯ 0 0 0 0 0 0 0⋮ ⋮ ⋮ ⋱ ⋱ ⋱ 0 0 0 0 0 0 0(iM−1) 0 0 0 0 NiM−1 ∗ 0 0 0 0 0 0(iM) 0 0 0 0 0 NiM 0 0 0 0 0 0(n−2
n
) 0 0 0 0 0 ∗ 0 0 0 0 0 0
( j1
j1+1) 0 0 0 0 0 0 0 0 0 0 0 0( j2
j2+2) 0 0 0 0 0 0 0 0 0 0 0 0⋮ 0 0 0 0 0 0 0 0 0 0 0 0
( jL−1
jL−1+1) 0 0 0 0 0 0 0 0 0 0 0 0( jL
jL+1) 0 0 0 0 0 0 0 0 0 0 0 0
,
We have the top right block matrix because (n − 2) /∈ φ. We have the middle row and column since(n − 2), (n) /∈ φ. By Eq. (20), we have the rest of the A(φ) matrix.
If there are no simples,
ρ(A(φ)) = 0.
Else,
ρ(A(φ)) =max{Ni1 , . . . ,NiM } ≤max{N1, . . . ,Nn}.
Case 3: (n−2
n−1) ∈ φ, (n−2n ) /∈ φ.
By symmetry, we can use the proof for Case 2.
Case 4: (n−2
n−1) , (n−2n ) ∈ φ.
Then for some 1 ≤ jl ≤ n − 3, 1 ≤ im ≤ n,
φ = {(i1), . . . , (iM),( j1
j1 + 1) , . . . ,(
jL
jL + 1) ,(
n − 2
n − 1) ,(
n − 2
n
)} .
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Because (n−2
n−1) , (n−2n ) ∈ φ, it is clear from the Hom matrix that (n−2), (n−1), (n), ( n−2n−1 n) /∈ φ. Therefore
we have the A(φ) matrix below:
(i1) (i2) (i3) ⋯ (iM−1) (iM) (n−2n−1) (n−2n ) ( j1j1+1) ( j2j2+1) ⋯ ( jL−1jL−1+1) ( jLjL+1)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(i1) Ni1 ∗ 0 0 ⋯ 0 0 0 0 0 0 0 0(i2) 0 Ni2 ∗ 0 ⋯ 0 0 0 0 0 0 0 0(i3) 0 0 Ni3 ∗ ⋯ 0 0 0 0 0 0 0 0⋮ ⋮ ⋮ ⋱ ⋱ ⋱ 0 0 0 0 0 0 0 0(iM−1) 0 0 0 0 NiM−1 ∗ 0 0 0 0 0 0 0(iM) 0 0 0 0 0 NiM 0 0 0 0 0 0 0(n−2
n−1) 0 0 0 0 0 0 0 0 0 0 0 0 0(n−2
n
) 0 0 0 0 0 0 0 0 0 0 0 0 0
( j1
j1+1) 0 0 0 0 0 0 0 0 0 0 0 0 0( j2
j2+2) 0 0 0 0 0 0 0 0 0 0 0 0 0⋮ 0 0 0 0 0 0 0 0 0 0 0 0 0
( jL−1
jL−1+1) 0 0 0 0 0 0 0 0 0 0 0 0 0( jL
jL+1) 0 0 0 0 0 0 0 0 0 0 0 0 0
If there are no simples,
ρ(A(φ)) = 0.
Else,
ρ(A(φ)) =max{Ni1 , . . . ,NiM } ≤max{N1, . . . ,Nn}.
Case 5: ( n−2
n−1 n) ∈ φ.
Then for some 1 ≤ jl ≤ n − 3, 1 ≤ im ≤ n,
φ = {(i1), . . . , (iM),( j1
j1 + 1) , . . . ,(
jL
jL + 1) ,(
n − 2
n − 1 n)} .
By examination of the Hom matrix, since ( n−2
n−1 n) ∈ φ, we cannot have (n−2), (n−1), (n), (n−2n−1) or (n−2n )
in φ.
A(φ) =
(i1) (i2) (i3) ⋯ (iM−1) (iM) ( n−2n−1 n) ( j1j1+1) ( j2j2+1) ⋯ ( jL−1jL−1+1) ( jLjL+1)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(i1) Ni1 ∗ 0 0 ⋯ 0 0 0 0 0 0 0(i2) 0 Ni2 ∗ 0 ⋯ 0 0 0 0 0 0 0(i3) 0 0 Ni3 ∗ ⋯ 0 0 0 0 0 0 0⋮ ⋮ ⋮ ⋱ ⋱ ⋱ 0 0 0 0 0 0 0(iM−1) 0 0 0 0 NiM−1 ∗ 0 0 0 0 0 0(iM) 0 0 0 0 0 NiM ∗ 0 0 0 0 0( n−2
n−1 n) 0 0 0 0 0 0 0 0 0 0 0 0( j1
j1+1) 0 0 0 0 0 0 0 0 0 0 0 0( j2
j2+2) 0 0 0 0 0 0 0 0 0 0 0 0⋮ 0 0 0 0 0 0 0 0 0 0 0 0
( jL−1
jL−1+1) 0 0 0 0 0 0 0 0 0 0 0 0( jL
jL+1) 0 0 0 0 0 0 0 0 0 0 0 0
This can be checked by examination of the Ext1 matrix. If there are no simples,
ρ(A(φ)) = 0.
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Else,
ρ(A(φ)) =max{Ni1 , . . . ,NiM } ≤max{N1, . . . ,Nn}.
We have exhausted all cases (and possibly the reader). 
5.3. E(6),E(7),E(8) algebras.
Theorem 5.5. Suppose that n ∈ {6,7,8}, and let E(n) be the finite dimensional radical square zero algebra
described by the following quiver Q with Ni loops (labeled a
l
i for l = 1, . . . ,Ni) at vertex i:
2
1 3 4 ⋯ n
al
2
x3
al
1
al
3
x4
al
4
x5
x2
xn
aln
Then
fpd (E(n) - mod) =max{N1, . . . ,Nn}.
Proof. We will reuse some notation from the previous theorem. We have E(n) = kQ/(≥ 2). Let J be the
ideal generated by the loops, and define B ∶= E(n)/J. In other words, B is the radical square zero algebra
described by the following quiver Q′:
2
1 3 4 ⋯ nx3 x4 x5
x2
xn
We can see that B = C/(≥ 2), where C ∶= kQ′.
By Theorem 1.3, we have a one-to-one correspondence between bricks of E(n) and bricks of C annihilated
by (≥ 2), as well as the following natural isomorphism:
HomE(n)(M,N) ≅ HomB(M,N) ≅ HomC(M,N).
Hence it suffices to compute the dimensions of HomE(n)-spaces in B or C.
The indecomposable modules of C are well known by Gabriel’s theorem [Gab72]. The dimension vectors
of these modules correspond precisely to the positive roots for the En root system, which are described in
[Hum78, p. 64]. An explicit description of the positive roots for E6,E7,E8 is given in [dPa, dPb, dPc].
We will show that the only indecomposable C-modules annihilated by (≥ 2) are:
(21) {(1) , (2) , . . . , (n) ,(1
3
) ,(3
4
) ,(5
6
) , . . . ,(n − 1
n
) ,(4
2
) ,(4
5
) ,( 4
2 5
)} .
This follows from examining the positive roots for En with respect to the next proposition.
Proposition 5.6. The following indecomposable representations of C are not annihilated by (≥ 2) for any
l,m, k ≥ 1 for any entries ∗:
(l,∗,m, k,∗, . . . ,∗)(22)
(∗,∗,∗, l,m, k,∗, . . . ,∗)(23)
(∗,∗,∗, l,m, k) for N = 6(24)
(∗,∗,∗,∗, l,m, k) for N = 7(25)
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(∗,∗,∗,∗,∗, l,m, k) for N = 8(26)
(∗,∗,∗,∗, l,m, k,∗) for N = 8(27)
(∗,1,1,2,1,∗, . . . ,∗)(28)
(∗,1,1,1,∗, . . . ,∗)(29)
(∗,∗,1,1,1,∗, . . . ,∗).(30)
Proof. Now in the case of m = 1, Eq. (22) through Eq. (27) follow from Fact 2.2 (9) and (10), since all of
these representations have a path βα of length 2 such that fβ ○ fα /= 0. We also have Eqs. (29) and (30) for
the same reason. By Proposition 2.8, we have Eq. (22) through Eq. (27) for m ≥ 2.
The proof of Eq. (28) is almost identical to the proof of Lemma 5.4 Eq. (15), so we omit it. 
The indecomposables given in Eq. (21) are bricks of E(n) by examination of the following Hom matrix,
where Hij = dimHomE(n)(Xi,Xj) for some brick objects Xi,Xj of E(n) - mod:
(1) (2) (3) (4) (5) ⋯ (n − 1) (n) ( 1
3
) ( 3
4
) (5
6
) ⋯ (n−1
n
) ( 4
2
) ( 4
5
) ( 4
2 5
)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1) 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0(2) 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1(3) 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0(4) 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0(5) 0 0 0 0 1 ⋱ 0 0 0 0 0 0 0 0 1 1⋮ 0 0 0 0 0 ⋱ ⋱ 0 0 0 1 0 0 0 0 0⋮ 0 0 0 0 0 0 ⋱ 0 0 0 0 ⋱ 0 0 0 0(n) 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0(1
3
) 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0(3
4
) 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0(5
6
) 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 1⋮ 0 0 0 0 0 ⋱ 0 0 0 0 1 ⋱ 0 0 0 0(n−1
n
) 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0(4
2
) 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0(4
5
) 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0( 4
2 5
) 0 0 0 1 0 0 0 0 0 1 0 0 0 1 1 1
To calculate the entries of the Hom matrix, recall from Fact 2.2 (4) and (5) that
dimHomC(P˜i, S˜j) = δij ,
dimHomC(S˜i, I˜j) = δij ,
dimHomC(I˜j , I˜i) = the number of paths from i→ j in C = dimHomC(P˜j , P˜i).
Furthermore, if there is no overlap between the two representations (that is, one representation has non-
zero vector spaces only at vertices i1, . . . , iM and the other representation has non-zero vector spaces only at
vertices j1, . . . , jL such that im /= jl for any m, l), then there are no morphisms between them. The remaining
Hom spaces can be calculated:
dimHomC ((4) ,( 4
2 5
)) = 0
dimHomC ((5) ,( 4
2 5
)) = 1
dimHomC ((4
2
) , (2)) = 0
dimHomC ((4
2
) , (4)) = 1
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dimHomC ((4
5
) , (4)) = 1
dimHomC ((4
5
) , (5)) = 0
dimHomC ((4
2
) ,( 4
2 5
)) = 0
dimHomC ((4
5
) ,( 4
2 5
)) = 0
dimHomC (( 4
2 5
) ,(4
2
)) = 1
dimHomC (( 4
2 5
) ,(4
5
)) = 1.
We have the following Ext1 matrix, where using the same notation as before, Eij = dimExt1E(n)(Xi,Xj),
and ∗ denotes a possible non-zero entry:
(1) (2) (3) (4) (5) ⋯ (n − 1) (n) ( 1
3
) ( 3
4
) (5
6
) ⋯ (n−1
n
) ( 4
2
) ( 4
5
) ( 4
2 5
)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1) N1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 ∗(2) 0 N2 0 0 0 0 0 0 0 0 0 0 0 ∗ 0 ∗(3) 0 0 N3 1 0 0 0 0 ∗ 0 0 0 0 0 0 ∗(4) 0 1 0 N4 1 0 0 0 0 ∗ 0 0 0 0 0 ∗(5) 0 0 0 0 N5 ⋱ 0 0 0 0 0 0 0 0 ∗ ∗⋮ 0 0 0 0 0 ⋱ ⋱ 0 0 0 ∗ 0 0 0 0 ∗⋮ 0 0 0 0 0 0 ⋱ 1 0 0 0 ⋱ 0 0 0 ∗(n) 0 0 0 0 0 0 0 Nn 0 0 0 0 ∗ 0 0 ∗(1
3
) ∗ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0(3
4
) 0 0 ∗ 0 0 0 0 0 0 0 0 0 0 0 0 0(5
6
) 0 0 0 0 ∗ 0 0 0 0 0 0 0 0 0 0 0⋮ 0 0 0 0 0 ⋱ 0 0 0 0 0 0 0 0 0 0(n−1
n
) 0 0 0 0 0 0 ∗ 0 0 0 0 0 0 0 0 0(4
2
) 0 0 0 ∗ ∗ 0 0 0 0 0 0 0 0 0 0 ∗(4
5
) 0 ∗ 0 ∗ 0 0 0 0 0 0 0 0 0 0 0 ∗( 4
2 5
) 0 0 0 ∗ 0 0 0 0 0 0 0 0 0 ∗ ∗ 0
Recall the results of Lemmas 2.3, 2.4 and 2.6:
Ext1E(n)(P˜i, S˜j) = 0 = Ext1E(n)(S˜i, I˜j) if i /= j
Ext1E(n)(P˜i, P˜j) = 0 = Ext1E(n)(I˜i, I˜j) if they are not simple
Ext1E(n)(P˜i,M) = 0 if HomE(n)(Pi,M) = 0
Ext1E(n)(S˜i,M) = 0 if i is a sink in Q′ and HomE(n)(Pi,M) = 0
dimExt1E(n)((i), (j)) = the number of arrows i→ j.
These equations give us all the zero entries of the Ext1 matrix, except
Ext1E(n) ((42) , (i)) = 0, i /= 4,5(31)
Ext1E(n) ((45) , (i)) = 0, i /= 2,4.(32)
Let us prove this. As a vector space,
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(4
2
) = k e4 ⊕ kx2 ⊕ kx5 ⊕ ka14 ⊕⋯⊕ kaN44
kx5 ⊕ ka14 ⊕⋯⊕ kaN44 .
We have the following projective resolution of (4
2
) ∶
⋯ P5 ⊕ PN44 P4 (42) 0
kx5 ⊕ ka14 ⊕⋯⊕ kaN44
Take HomE(n)(−, (i)) = HomE(n)(−, Si):
0 HomE(n)(P4, Si) HomE(n)(P5, Si) ⊕HomE(n)(P4, Si)N4 ⋯
If i /= 4,5, then HomE(n)(P5, Si) ⊕HomE(n)(P4, Si)N4 = 0, so Ext1E(n) ((42) , (i)) = 0.
Similarly, as a vector space we have
(4
5
) = k e4 ⊕ kx2 ⊕ kx5 ⊕ ka14 ⊕⋯⊕ kaN44
kx2 ⊕ ka14 ⊕⋯⊕ kaN44 .
We have the following projective resolution of (4
2
) ∶
⋯ P2 ⊕ PN44 P4 (45) 0
kx2 ⊕ ka14 ⊕⋯⊕ kaN44
Take HomE(n)(−, (i)) = HomE(n)(−, Si):
0 HomE(n)(P4, Si) HomE(n)(P2, Si) ⊕HomE(n)(P4, Si)N4 ⋯
If i /= 2,4, then HomE(n)(P2, Si) ⊕HomE(n)(P4, Si)N4 = 0, so Ext1E(n) ((45) , (i)) = 0.
Claim. For any brick set φ, ρ(A(φ)) ≤ max{N1, . . . ,Nn}. Because φ = {(1), . . . , (n)} is a brick set and
ρ(A(φ)) =max{N1, . . . ,Nn}, we must have fpd (E(n) - mod) =max{N1, . . . ,Nn}.
Before we begin, note that by examination of the Hom and Ext1 matrices, if (i) ∈ {(1), . . . , (n)} and( j
k
) ∈ {(1
3
) , ( 3
4
) , (5
6
) , . . . , (n−1
n
)} are in the same brick set, then
Ext1E(n) ((i),( jk)) = 0 = Ext1E(n) ((
j
k
) , (i)) .
Case 1: ( 4
2
) , (4
5
) , ( 4
2 5
) /∈ φ.
Then
φ = {(i1), . . . , (iM),( j1
k1
) , . . . ,( jL
kL
)} ,
where
(im) ∈ {(1), . . . , (n)} , ( jl
kl
) ∈ {(1
3
) ,(3
4
) ,(5
6
) , . . . ,(n − 1
n
)} .
Then A(φ) is a principal submatrix of the following upper triangular matrix, whose eigenvalues are
contained in the set {0,N1, . . . ,Nn}. Therefore, ρ(A(φ)) ≤max{N1, . . . ,Nn}.
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(1) (3) (4) (2) (5) ⋯ (n) ( j1
k1
) ⋯ ( jL
kL
)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1) N1 1 0 0 0 0 0 0 0 0(3) 0 N3 1 0 0 0 0 0 0 0(4) 0 0 N4 1 1 0 0 0 0 0(2) 0 0 0 N2 0 0 0 0 0 0(5) 0 0 0 0 N5 ∗ ∗ 0 0 0⋮ 0 0 0 0 0 ⋱ ∗ 0 0 0(n) 0 0 0 0 0 0 Nn 0 0 0( j1
k1
) 0 0 0 0 0 0 0 0 0 0
⋮ 0 0 0 0 0 0 0 0 0 0
( jL
kL
) 0 0 0 0 0 0 0 0 0 0
Case 2: ( 4
2 5
) ∈ φ.
Then by examination of the Hom matrix, (2), (4), (4
2
) , ( 4
5
) /∈ φ. So
φ = {(i1), . . . , (iM),( j1
k1
) , . . . ,( jL
kL
) ,( 4
2 5
)} ,
where
(im) ∈ {(1), . . . , (n)} , ( jl
kl
) ∈ {(1
3
) ,(3
4
) ,(5
6
) , . . . ,(n − 1
n
)} .
Then A(φ) is given by the following upper triangular matrix, whose eigenvalues are contained in the set{0,N1, . . . ,Nn}. Notice that it is upper triangular because (4) /∈ φ. Therefore, ρ(A(φ)) ≤max{N1, . . . ,Nn}.
(i1) ⋯ (iM) ( j1k1 ) ⋯ ( jLkL ) ( 42 5)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(i1) Ni1 ∗ ∗ 0 0 0 ∗⋮ 0 ⋱ ∗ 0 0 0 ∗(iM) 0 0 NiM 0 0 0 ∗( j1
k1
) 0 0 0 0 0 0 0
⋮ 0 0 0 0 0 0 0
( jL
kL
) 0 0 0 0 0 0 0
( 4
2 5
) 0 0 0 0 0 0 0
Case 3: ( 4
2
) , (4
5
) ∈ φ.
Then (2), (4), (5), ( 4
2 5
) /∈ φ. So
φ = {(i1), . . . , (iM),( j1
k1
) , . . . ,( jL
kL
) ,(4
2
) ,(4
5
)} ,
where
(im) ∈ {(1), . . . , (n)} , ( jl
kl
) ∈ {(1
3
) ,(3
4
) ,(5
6
) , . . . ,(n − 1
n
)} .
Then A(φ) is given by the following upper triangular matrix, whose eigenvalues are contained in the set{0,N1, . . . ,Nn}. Notice that it is upper triangular because (4) /∈ φ. Therefore, ρ(A(φ)) ≤max{N1, . . . ,Nn}.
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(i1) ⋯ (iM) ( j1k1 ) ⋯ ( jLkL ) (42) (45)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(i1) Ni1 ∗ ∗ 0 0 0 0 0⋮ 0 ⋱ ∗ 0 0 0 0 0(iM) 0 0 NiM 0 0 0 0 0( j1
k1
) 0 0 0 0 0 0 0 0
⋮ 0 0 0 0 0 0 0 0
( jL
kL
) 0 0 0 0 0 0 0 0
(4
2
) 0 0 0 0 0 0 0 0(4
5
) 0 0 0 0 0 0 0 0
Case 4: ( 4
2
) ∈ φ, ( 4
5
) /∈ φ.
Then (2), (4), ( 4
2 5
) /∈ φ. So
φ = {(4
2
) , (i1), . . . , (iM),( j1
k1
) , . . . ,( jL
kL
)} ,
where
(im) ∈ {(1), . . . , (n)} , ( jl
kl
) ∈ {(1
3
) ,(3
4
) ,(5
6
) , . . . ,(n − 1
n
)} .
Then A(φ) is given by the following upper triangular matrix, whose eigenvalues are contained in the set{0,N1, . . . ,Nn}. Notice that it is upper triangular because (4) /∈ φ. Therefore, ρ(A(φ)) ≤max{N1, . . . ,Nn}.
(4
2
) (i1) ⋯ (iM) ( j1k1 ) ⋯ ( jLkL )
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
( 4
2
) 0 ∗ ∗ ∗ 0 0 0(i1) 0 Ni1 ∗ ∗ 0 0 0⋮ 0 0 ⋱ ∗ 0 0 0(iM) 0 0 0 NiM 0 0 0( j1
k1
) 0 0 0 0 0 0 0
⋮ 0 0 0 0 0 0 0
( jL
kL
) 0 0 0 0 0 0 0
Case 5: ( 4
2
) /∈ φ, ( 4
5
) ∈ φ.
Then (4), (5), ( 4
2 5
) /∈ φ. So
φ = {(4
5
) , (i1), . . . , (iM),( j1
k1
) , . . . ,( jL
kL
)} ,
where
(im) ∈ {(1), . . . , (n)} , ( jl
kl
) ∈ {(1
3
) ,(3
4
) ,(5
6
) , . . . ,(n − 1
n
)} .
Then A(φ) is given by the following upper triangular matrix, whose eigenvalues are contained in the set{0,N1, . . . ,Nn}. Notice that it is upper triangular because (4) /∈ φ. Therefore, ρ(A(φ)) ≤max{N1, . . . ,Nn}.
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(4
5
) (i1) ⋯ (iM) ( j1k1 ) ⋯ ( jLkL )
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
( 4
5
) 0 ∗ ∗ ∗ 0 0 0(i1) 0 Ni1 ∗ ∗ 0 0 0⋮ 0 0 ⋱ ∗ 0 0 0(iM) 0 0 0 NiM 0 0 0( j1
k1
) 0 0 0 0 0 0 0
⋮ 0 0 0 0 0 0 0
( jL
kL
) 0 0 0 0 0 0 0
We have exhausted all possible cases. Therefore for n ∈ {6,7,8},
fpd (E(n) - mod) =max{N1, . . . ,Nn}.

6. Modified ADE quiver algebras with different arrow orientations
We have calculated the fpd of modified ADE quiver algebras with arrows in a certain direction (Theo-
rem 1.4). It is natural to ask what happens if the directions of the arrows change. It is clear that the fpd
remains the same upon taking the opposite algebra, which is the radical square zero bound quiver algebra
of the opposite quiver [CGW+17]. However, we do not know what happens in other cases.
It is possible that the directions of the arrows do not matter (Question 1.7). We will show that the
directions of the arrows do not matter for A(n) if n ≤ 3. Preliminary calculations for n = 4 also suggest a
positive answer to this question, but the question requires further analysis.
Theorem 6.1. For the modified ADE bound quiver algebras defined in Definition 1.12, if A ∈ {A(1),A(2),A(3)},
then fpd (A - mod) is invariant under change of direction of the arrows xi.
Proof. The proof for n = 1,2 is clear because there is only one possible direction for the arrows up to
isomorphism.
For n = 3, let A be the finite-dimensional algebra described by the following quiver, with relations such
that paths of length greater than or equal to 2 are 0:
1 2 3an x
bm
y
cl
Label the loops a1, . . . , aN , b1, . . . , bM , c1, . . . , cL. The brick objects of A are in one-to-one correspondence
with the brick objects in B, where B is the finite dimensional algebra described by the following quiver:
1 2 3x
y
The six non-isomorphic indecomposable representations of B are well known [Sch14, Ex. 1.14]. We have
the three simples S1 = I1, S2 = P2, S3 = I3, and the additional representations are P1, P3, I2. All of these are
brick objects.
S1 = (1) = (1,0,0)
S2 = (2) = (0,1,0)
S3 = (3) = (0,0,1)
P1 = (1
2
) = (1,1,0)
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P3 = (3
2
) = (0,1,1)
I2 = (1 3
2
) = (1,1,1)
We can determine the brick sets by examining the Hom matrix below, where Hij = dimHom(i, j). The ∗
represents a non-zero entry.
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
S1 S2 S3 P1 I2 P3
S1 1 0 0 0 0 0
S2 0 1 0 ∗ 1 ∗
S3 0 0 1 0 0 0
P1 ∗ 0 0 1 ∗ 0
I2 ∗ 0 ∗ 0 1 0
P3 0 0 ∗ 0 ∗ 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
The maximal brick sets are:
φ1 = {I2},
φ2 = {S1, S2, S3},
φ3 = {P3, S1},
φ4 = {P1, P3},
φ5 = {P1, S3}.
We have ρ(A(φ1)) = ∣Ext1A(I2, I2)∣ = 0 by Lemma 2.3 (2) since I2 /≅ S2.
Since ∣Ext1A(Si, Sj)∣ is the number of arrows from i to j, we have
ρ(A(φ2)) = ρ⎛⎜⎝
N 1 0
0 M 0
0 1 L
⎞⎟⎠ =max{N,M,L}.
We have by Lemma 2.3 (1), (3) that
ρ(A(φ3)) = ρ(∣Ext1(P3, P3)∣ ∣Ext1(P3, S1)∣∣Ext1(S1, P3)∣ ∣Ext1(S1, S1)∣)
= ρ( 0 0∣Ext1(S1, P3)∣ N)
=N.
By Lemma 2.3 we have
ρ(A(φ4)) = ρ(0 00 0) = 0.
By Lemma 2.3 (1), (3) we have
ρ(A(φ5)) = ρ(∣Ext1(P1, P1)∣ ∣Ext1(P1, S3)∣∣Ext1(S3, P1)∣ ∣Ext1(S3, S3)∣)
= ρ( 0 0∣Ext1(S3, P1)∣ L)
= L.
Therefore,
fpd (A - mod) =max{N,M,L}.
Every modified ADE bound quiver algebra with arrows in an arbitrary orientation is isomorphic to one
of type A,Aop, or A(3). Since fpd is invariant under taking the opposite algebra by [CGW+17, Cor. 3.10],
the theorem is true for n = 3. 
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