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Abstract In this study, we assessed the performance of discharge simulations by coupling the runoff from
seven Dynamic Global Vegetation Models (DGVMs; LPJ, ORCHIDEE, Sheffield-DGVM, TRIFFID, LPJ-GUESS,
CLM4CN, and OCN) to one river routing model for 16 large river basins. The results show that the seasonal
cycle of river discharge is generally modeled well in the low andmiddle latitudes but not in the high latitudes,
where the peak discharge (due to snow and ice melting) is underestimated. For the annual mean discharge,
the DGVMs chained with the routing model show an underestimation. Furthermore, the 30 year trend of
discharge is also underestimated. For the interannual variability of discharge, a skill score based on overlapping
of probability density functions (PDFs) suggests that most models correctly reproduce the observed variability
(correlation coefficient higher than 0.5; i.e., models account for 50% of observed interannual variability)
except for the Lena, Yenisei, Yukon, and the Congo river basins. In addition, we compared the simulated runoff
from different simulations where models were forced with either fixed or varying land use. This suggests
that both seasonal and annual mean runoff has been little affected by land use change but that the trend
itself of runoff is sensitive to land use change. None of the models when considered individually show
significantly better performances than any other and in all basins. This suggests that based on current
modeling capability, a regional-weighted average of multimodel ensemble projections might be appropriate
to reduce the bias in future projection of global river discharge.
1. Introduction
Climate change and humanmanagement of land ecosystems imprint the regional and global hydrological cycle
and are expected to continue to do so in the coming decades. Natural and anthropogenically induced changes
in river discharge, and especially any related extreme hydrological events of major droughts or flooding, are of
concern given their damaging effects on human societies [Kim, 2005; Milly et al., 2005; Oki and Kanae, 2006;
Gerten et al., 2008; Stocker et al., 2013]. However, the scarcity and heterogeneity of river discharge
measurements make it difficult to evaluate the ability of models to reproduce present-day conditions and
identify biases that affect required future projections [Oki et al., 2001; Alkama et al., 2011]. Several statistical
methods, e.g., wavelet time-series decomposition or cumulative discharge analysis, have been used to
reconstruct time series of discharge [Labat et al., 2004; Milliman et al., 2008]. However, the reliability of these
methods is questionable given the limited global data available [Legates et al., 2005; Alkama et al., 2011].
Dynamic Global Vegetation Models (DGVMs) served as the land surface component of many of the general
circulation models (GCMs) that were used in Intergovernmental Panel on Climate Change (IPCC) Fifth
Assessment Report (AR5). DGVMs have been developed to explicitly model the vegetation responses to
climate change, rising atmospheric CO2 (and N deposition in some models) as well as to land use change
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[Murray et al., 2013]. In addition, physical land hydrology processes is built to generate global and regional
discharge estimates. In general terms of comparing climate models, such DGVMs land surface components
have been generally regarded as equally good in performance in reproducing changes in runoff, yet this
fundamental assumption (“model democracy”) has never been tested and evaluated [Knutti, 2010; Flato
et al., 2013]. A benefit of DGVMs is that they can also be used “offline” to quantitatively evaluate the
separate contributions of different environmental factors, such as climate, CO2, and land use, to changes in
regional and global discharge. For instance, with the land surface scheme in Hadley Center climate
models, Gedney et al. [2006] using the HadCM3 model could identify an effect of elevated CO2 induced
stomatal closure (operating in parallel to other forcings), causing global discharge over the period 1901–1994
to be higher than if that effect was not present. Despite this, Piao et al. [2007] using the ORCHIDEE model
demonstrated that observed rainfall increase and land use change (forest area decrease) explained most of
global positive discharge trends and that higher LAI offsets decreased stomatal conductance per leaf area.
Using the LPJmL model, Gerten et al. [2008] confirmed that the increasing trend of global discharge was the
result of multiple factors including precipitation changes, global warming, land use change, rising atmospheric
CO2, and irrigation water withdrawals. As such, the source of differences in model diagnostics, and thus
implications of individual magnitudes of effects, does still contain uncertainties. For this reason, we have
performed a systematic evaluation of model runoff simulation across available DGVMs to understand current
and projected changes in global and regional discharge.
In this studywe used an ensemble of DGVMs from the TRENDYmodel intercomparison project [Sitch et al., 2013]
in which all models were forced by the same historical climate forcing and atmospheric CO2 data. This ensemble
is used to investigatemodel performance in simulating basin level discharge. Although comparative evaluations
have already been used to showmodel skill in reproducing discharge at a global scale [Cramer et al., 2001; Blyth
et al., 2011; Ringeval et al., 2012], this does not capture the various environmental factors controlling directly or
indirectly discharge in specific different river basins [Alkama et al., 2011]. For this reason, our model
performance evaluation based on single basins or regional average rather than on global numbers.
We evaluate discharge outputs from seven DGVMs [Sitch et al., 2013] (Table 1) against river discharge
observations in 16 large river basins (Table 2) to compare regional differences in the performance of
individual models. Our objectives include (1) to quantify how well DGVMs represent variability and trends in
river discharge at regional scales and assess whether there are consistently better models; (2) to investigate
the sources of bias between simulated and observed discharge, including uncertainties associated with
precipitation forcing, soil hydrology parameterizations of DGVMs controlling runoff, by coupling a routing
model to DGVM runoff to calculate discharge; and (3) to discuss whether considering more processes, e.g.,
land use change, helps to narrow any noted biases. Multiple model evaluation metrics and a skill score
based on overlapping of Epanechnikov kernel-based probability density functions (PDFs) is applied to
quantify the agreement between model simulation and observations. Model comparison with observed
discharge is decomposed into different time scales: the seasonal cycle, the annual mean discharge and its
trend over the last three decades, and the interannual variability (see the next section).
2. Material and Methods
2.1. Model Description
The seven DGVMs are LPJ [Sitch et al., 2003], ORCHIDEE [Krinner et al., 2005], Sheffield-DGVM [Woodward et al.,
1995; Woodward and Lomas, 2004], TRIFFID [Cox, 2001; Best et al., 2011; Clark et al., 2011], LPJ-GUESS
Table 1. The Description of the Seven Terrestrial Ecosystem Models
Model name Abbreviation Spatial Resolution Period Snowmelt Reference
Community Land Model 4 CLM4CN 2.5° × 1.875° 1901–2010 Y Oleson et al. [2010]; Lawrence et al. [2011]
Lund-Potsdam-Jena LPJ 0.5° × 0.5° 1901–2010 N Sitch et al. [2003]
LPJ-GUESS LPJ-GUESS 0.5° × 0.5° 1901–2010 N Smith et al. [2001]
ORCHIDEE ORCHIDEE 0.5° × 0.5° 1981–2010 Y Krinner et al. [2005]
ORCHIDEE-CN OCN 3.75° × 2.5° 1901–2010 Y Zaehle et al. [2010]
Sheffield-DGVM SDGVM 3.75° × 2.5° 1901–2010 N Woodward et al. [1995]; Woodward and Lomas [2004]
TRIFFID TRIFFID 3.75° × 2.5° 1901–2010 Y Cox [2001]; Best et al. [2011]; Clark et al. [2011]
Journal of Geophysical Research: Atmospheres 10.1002/2015JD023129
YANG ET AL. EVALUATION ON SIMULATION OF DISCHARGE 7489
[Smith et al., 2001], NCAR_CLM4CN [Oleson et al., 2010; Lawrence et al., 2011], and OCN [Zaehle et al., 2010]
(Table 1). The models runs were performed with the protocol of TRENDY (http://dgvm.ceh.ac.uk/, accessed
11 July 2013) project, which defines a set of factorial DGVM simulations (see below) over the period
1901–2010. Compared with detailed hydrological models, DGVMs generally simulate the water balance of
grid cells without river routing and human withdrawal of water—and where such a balance can
subsequently be used to drive routing descriptions. DGVMs include important vegetation-hydrological
processes such as the response of stomatal conductance to climate and CO2, transpiration controlled by
energy and soil moisture availability, and in some instances, nutrient mineralization changes affecting
transpiration or photosynthesis. These effects are explicitly represented in the TRENDY process-oriented
DGVMs [Sitch et al., 2013].
All models use the same meteorological forcing files, in which historical climate data are from the CRUNCEP
v4 data set (http://dods.extra.cea.fr/data/p529viov/cruncep/). This is a merging of the CRU data set monthly
anomalies at 0.5° resolution and the 6-hourly NCEP/NCAR reanalysis data at 2.5° resolution [Kalnay et al.,
1996]. Global atmospheric CO2 concentration data originate from ice core and the National Oceanic and
Atmospheric Administration (NOAA) measurements [Keeling and Whorf, 2005; Keeling et al., 2009], and
the land use condition is from the Hyde database [Klein Goldewijk et al., 2011]. In TRENDY simulations
named S1, models are forced with elevated atmospheric CO2, while other factors are held constant. In
simulations S2, models are forced with elevated atmospheric CO2 concentrations and varying climate. In
simulations S3, atmospheric CO2 concentrations, climate, and land use are all varied. Hence, the effect of
land use change can be distinguished by examining the differences between simulations S3 and S2. All
the diagnostics and statistics are computed after regridding all model outputs into a 0.5° × 0.5° grid,
regardless of their original spatial resolution (Table 1).
2.2. Gauging Station Data Set
The criteria used to choose river basins for this study are (1) basin area larger than 100,000 km2 to ensure
selected river basins are larger than the area of one grid box at the original resolution of models [Arora
and Boer, 2001] and (2) river basins are in different continents to ensure global representativeness. In total
16 river basins fulfilled this set of two criteria (Figure 1).
Daily river discharge data were obtained from the Global River Discharge Center (GRDC; in Koblenz, Germany,
http://www.bafg.de/GRDC/) measured at gauging stations. The gauging stations located in river mouths and
main tributary mouths were selected, for their close approximation of total catchment discharge. We chose
22 gauging stations for the selected 16 rivers, including their branches (Table 2 and Figure 1). More than one
station was selected for the Amazon, Mackenzie, and Rhine basins because river discharge data from the
gauging station in the main channel did not include discharge of some tributaries. Hence, we could also
Table 2. The Description of the River Basins and Gauging Stations in This Study
Grouping River Basin Station Name (GRDC) Catchment Area (km2) Studied Period
Low latitude Amazon OBIDOS - LINIGRAFO; FORTALEZA;
ALTAMIRA; ARAPARI; SAO FRANCISCO
5,557,618 1981–1997, 1999–2002
Tocantins TUCURUI 742,300 1981–1983, 1985–1995, 1998–2009
Congo KINSHASA 3,475,000 1981–2010
Fitzroy THE GAP 135,757 1981–2006
Mid latitude Yellow HUAYUANKOU 730,036 1981–1987, 2008–2010
Nelson LONG SPRUCE GENERATING 1,060,000 1987–2008
Danube CEATAL IZMAIL 807,000 1981–1995, 1997–2008
Mississippi VICKSBURG, MS 3,088,653 1981–1998, 2008
Rhine LOBITH; MEGEN DORP 189,780 1997–2007
Yangtze DATONG 1,705,383 1981–1985, 1987, 2002–2004, 2006–2010
Amur KOMSOMOLSK 1,730,000 1981–1983, 1985–1990, 2000–2004
High latitude Lena KYUSYUR (KUSUR) 2,430,000 1981–2003
Mackenzie ARCTIC RED RIVER; ABOVE FORT MCPHERSON 1,730,600 1981–1986, 1988–1996, 1999–2009
Ob SALEKHARD 2,949,998 1981–1999, 2001–2003
Yenisei IGARKA 2,440,000 1981–2003
Yukon PILOT STATION, AK 831,390 1981–1995
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include discharge data from such tributaries using gauging stations in them as well. The analysis is focused
on the period 1981–2010. Only months with over 50% of daily discharge data were included, monthly
discharge being calculated from averaged daily data.
2.3. River Routing Model
The surface runoff simulated by DGVMs on each grid cell was fed into the river routing model [Miller et al.,
1994], which was operated with a 6 h time step at 0.5° resolution. The global Dominant River Tracing (DRT)
[Wu et al., 2011, 2012], a global river network data set, including flow direction, flow distance, and river
channel slope on a 0.5° by 0.5° grid for macroscale hydrological modeling, was used. The transport
equations of the routing model are
dS
dt
¼ Rþ
X
F in  Fout (1)
where S represents the water storage, R the surface runoff, and Fin and Fout the inflow (for summation, and
from upstream grid boxes) and the outflow (to the next grid) of the river discharge, respectively. The water
flow F is calculated as
F ¼ S u
d
(2)
where d is the distance between grid cells and u is the effective flow velocity of water from a grid to its
downstream grids according to the network map. The value of u is related to actual flow direction and river
channel slope by
u ¼ 0:35
ffiffiffiffiffiffiffi
i=i0
p
(3)
where i is the channel slope within the grid box and i0 is the reference topography gradient (i0 = 0.00005). It is
noted that u is limited to the range of 0.15 to 5 m/s [Miller et al., 1994].
2.4. Evaluation Metrics
We use four statistical indexes to evaluate seasonal discharge, which individually place an emphasis on mean
bias, overall fitting, error index, and agreement of variability. We then develop and use a skill score metrics
that combines the four indices to define an integrated overall model score.
Firstly we use the percentage bias (PBIAS, equation (4)) to measure themean bias of modeledmonthly runoff.
PBIAS ¼
Xn
i¼1
Qobsi  Qsimi
 
Xn
i¼1
Qobsi
(4)
Figure 1. The location of the 16 river basins and the 22 gauging stations for discharge measurements (black triangles).
Journal of Geophysical Research: Atmospheres 10.1002/2015JD023129
YANG ET AL. EVALUATION ON SIMULATION OF DISCHARGE 7491
whereQobsi is the i
th monthly mean observation,Qsimi is the i
th monthly mean simulated value, and so n is the
total number of observations (n = 12, i.e., all months). The best achievable value of PBIAS is zero, and the
lower the value is, the less biased is a given model [Moriasi et al., 2007].
RMSE is a commonly used error index [0.0, +∞] (equation (5)), a perfect model taking a RMSE of zero. To make
RMSE independent of PBIAS, for this statistic our observed and simulated data have been centered for
analyzing. Sometimes a high RMSE value may be caused simply by low standard deviation in observations
and does not necessarily indicates good model performance [Singh et al., 2005]. Thus, we also use the ratio
of RMSE to the observations interannual standard deviation (hereafter RSR, equation (6)). RMSE is a good
evaluation index over a single basin, whereas RSR is better when time series from different basins are
grouped together as a single statistic. In fact, RSR is similar to the Nash-Sutcliffe Efficiency criteria (NSE, see
equation (7)), which is widely used for hydrological models [Nash and Sutcliffe, 1970].
RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
Xn
i¼1
Qobsi  Qsimi
 2s
(5)
where Qobs is the mean of observed data.
RSR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1
Qobsi  Qsimi
 2s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1
Qobsi  Qobs
 2s (6)
NSE ¼ 1
Xn
i¼1
Qobsi  Qsimi
 2
Xn
i¼1
Qobsi  Qobs
 2
2
66664
3
77775 (7)
The correlation coefficient, r, between either monthly or annual simulations and respective observations is a
good index to estimate the agreement for the seasonal and interannual variability (r, equation (8)). Here r = 1
implies that the phase of the variability of the model perfectly matches the observed one [Legates and
McCabe, 1999].
r ¼
Xn
i¼1
Ysimi  Ysim
 
Yobsi  Yobs
 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1
Ysimi  Ysim
 2vuut
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1
Yobsi  Yobs
 2vuut
(8)
The above metrics can be displayed in a Taylor diagram [Taylor, 2001] in order to visually compare the
model performances.
The above three evaluation statistics (PBIAS, RSR, and r) are combined into one single score to quantify overall
model performance. PBIAS< 1 or PBIAS> 1 is considered as unacceptable model performance, and so we
defined a normalized PBIAS score as one minus the absolute value of PBIAS with a score of 0 if PBIAS<1 or
PBIAS > 1. For RSR, Moriasi et al. [2007] concluded that model simulation can be considered as satisfactory if
RSR< 0.7. Therefore, to define an RSRscore between 0 and 1, we used a linear transform for RSR [Moriasi et al.,
2007; Chen et al., 2012] (a score of 1 corresponds to RSR = 0 and a score of 0.8 to the acceptable threshold RSR
= 0.7; transform as equation (9)). For correlation coefficient, the score is the value of r, with negative r values
being set to 0. The average of the above three scores is considered to be the overall skill score which is used
to qualify model performance of simulated seasonal cycle.
RSRscore ¼ 1 2=7  RSR; for RSR ≤ 7=2
0; for RSR > 7=2
8<
: (9)
Finally we used one further skill score to evaluate annual discharge, by comparing the Epanechnikov kernel-
based probability density functions (PDFs) of models with reference values (i.e., observed discharge records).
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This method is powerful, as it can show the discrepancy between simulated and observed data in both mean
value and interannual variability by calculating the common area under the two PDFs [Maxino et al., 2008;
Anav et al., 2013]. For a perfect model simulation, the skill score would equal 1. The skill score (Sscore) is
given by equation (10).
Sscore ¼
Xn
1
minimum Zsim; Zobsð Þ (10)
where n is the number of bins used to calculate the PDF (n = 600 in this study), and Zsim and Zobs are the
frequency of values (i.e., PDF value) in a given bin from the model and from the observed data, respectively.
The larger the imperfections of a model, the closer Sscore becomes to zero.
3. Results
3.1. Seasonal Cycle
The comparison of models against observations of mean annual cycle of river discharge curves over the 16
selected river basins is shown in Figure 2. In the low latitudes (Figures 2a–2d), most models produce a
positive bias in rivers Tocantins, Amazon, and Congo (except for ORCHIDEE) but a slightly negative bias in
the Fitzroy River (except for the LPJ model). In the midlatitudes (Figures 2e–2k) most models
underestimate discharge for all months. It is particularly noticeable that all models have a poor
Figure 2. Observed (black) and simulated seasonal cycle of river discharge for 16 river basins. (a–d) The river basins in the
low latitudes, (e–k) the river basins in the midlatitudes, and (l–p) the river basins in the high latitudes.
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performance in the Nelson River (which flows mainly in Canada). In the high latitudes (Figures 2l–2p),
observed discharge increases rapidly in April with snow and glacier melt and then decreases slowly in
June or July. Most models could not reproduce this spring peak, especially for the Ob and Mackenzie Rivers.
The centered RMSE, correlation coefficient, and standard deviation of eachmodel for different river basins are
shown in a Taylor diagram, and also marked is mean percentage bias (Figure 3). The results show a complex
and large variability of models’ performances among different basins. In Tocantins, Amazon, and Congo
Rivers, SDGVM has the best or second best performance among all models, with a small mean bias and
the best match of the seasonal amplitude (referring to the ratio of standard deviation of simulations and
observations being close to 1), the lowest RMSE and a high correlation coefficient (nearly 0.8). In contrast,
TRIFFID model has a poorer performance. For the Nelson and Mackenzie Rivers, all the models show a
poor skill in reproducing the seasonality of river discharge. In the Amur, Yukon, Yellow, and Fitzroy Rivers,
Figure 3. Taylor diagrams for the 1981–2010 seasonal discharge, computed over 16 river basins (see Figure 2). The y axis on the right panel shows the mean bias
percentage of each model, and on the left panel reference data are plotted along the abscissa as a baseline. The radial distance indicates the standard deviation.
The azimuthal angle is proportional to the correlation coefficient. The distance from the point of reference data is related to the centered RMSE. And the color of point
indicates the centered NSE.
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the different models show a similar degree of performance simulating seasonal discharge. SDGVM and
CLM4CN models perform better at high latitudes. Better performance is likely with the CLM4CN model as
it includes a snowmelt module, and that of SDGVM may have been calibrated [Mao et al., 2007; Murray
et al., 2013].
Figure 4 presents the integrated skill score. In general, all the models cluster around 0.5 and ORCHIDEE has
the best performance (score > 0.5 over 12 basins). However, different models perform differently in
different latitudes, and no single model is universally best across all river basins. The seasonal variation of
discharge is well captured in the low latitudes (average score of 0.6 between the models; ranging from
0.48 to 0.71), but not in the high latitudes. In the low latitudes, the best scores are obtained for LPJ
(average score of 0.69) and the worst one for TRIFFID (score of 0.48). In the middle and high latitude basins, all
the models poorly simulate the seasonal variation of discharge in the Amur, Nelson, Ob, and Mackenzie Rivers.
This is consistent with the low correlation coefficient values in Figures 3i–3k and 3n. LPJ-GUESS performs
better in the mid-latitudes (average score of 0.61), while TRIFFID has a better performance in the high
latitude basins (average score of 0.58). TRIFFID (score of 0.42) and OCN (0.44) show the poorest scores in
the mid and high latitudes, respectively. Overall, a skill score greater than 0.8 indicates very good model
performance [Moriasi et al., 2007; Gupta et al., 2009; Chen et al., 2012]. LPJ-GUESS and SDGVM scores are
over 0.8 for two basins.
In the Nelson River, observations show almost no seasonal cycle, whereas models do exhibit a pronounced
seasonality. One possible reason is that the Nelson is large river and one that has experienced
considerable anthropogenic disturbances such as dams, diversions, and/or reservoirs linked to power
production, particularly during the wet season [Déry et al., 2011]. A large amount of water may have been
withdrawn in certain periods, and which dampens variability and in a way that models may not be
currently taking into account. In the high latitude region, most models underestimate the peak discharge
and spring discharge (Figure 2). A previous study demonstrated, as expected, that the modeling of snow
amount and timing of snowmelt is crucially important to determine the timing and magnitude of raised
discharge due to snowmelt [Liston, 1999]. Three out of seven DGVMs generally use a simplified water
balance and discharge generation without snow accumulation and melt scheme (Table 1). CLM4CN,
ORCHIDEE, TRIFFID and OCN, which have snowmelt scheme, show no significant improvement. It is likely
due to the unknowns of hydrological processes in snow-dominated regions.
3.2. Annual Mean Discharge and Its Trend
We compare in this section simulated and observed annual mean discharge, and their trends, for the 16
basins in the period 1981–2010 (Figure 5). Generally, most models underestimate annual mean discharge,
with a few exceptions. In the high and middle latitude basins, SDGVM has a more realistic estimation on
annual mean discharge; while OCN, ORCHIDEE, and TRIFFID perform less well, especially for the Ob, Amur,
Figure 4. The skill scores (see color bar) of seven models in simulating river discharge seasonal cycle over 16 river basins.
Seasonal skill score is the average of four evaluation metrics: mean bias percentage, the centered RSR, the centered NSE, and
correlation coefficient. A score close to 1 indicates a good performance ofmodels in reproducing discharge seasonal variation.
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Yellow, and Rhine Rivers. In the low latitudes, two models out of seven have a PBIAS larger than 50%.
However, much of these biases of annual discharge may be caused by the effect of land use change,
vegetation cover change, and human interventions, which were not considered in the S2 simulation of the
TRENDY protocol, yet was shown to affect discharge trends [Piao et al., 2007; Gerten et al., 2008].
Furthermore, the overall underestimate of annual discharge by the seven DGVMs forced by the same
climate data may also reflect to systematic uncertainties in the forcing climate (mainly precipitation) data
[Fekete et al., 2004]. This highlights the need to consider the implications for estimates of discharge by
DGVMs when driven by different forcing data. Finally, the availability and reliability of observed discharge
data vary from one river basin to another, and the differences between observed and simulated discharge
of different basins may be related to the configuration of gauging stations and uncertainties in the rating
curves [Gudmundsson et al., 2012].
To characterize the discharge trends over period 1981–2010, we fitted a linear trend to both modeled and
observed annual data (Figure 5). The observed trend of discharge is generally positive in most of the high
and middle latitude river basins except for Amur, Yangtze, and Yellow River basins, while it is negative in
the low latitudes. The sign of the trends in discharge can be reproduced by most models, except for the
Yukon River. However, the magnitude of trends is generally underpredicted. The positive trend in high-
latitude rivers discharge was explained by an increasing snowmelt and precipitation over the high
latitudes in the past decades [Barnett et al., 2005; Solomon et al., 2007; Stocker et al., 2013]. Results show
that any (possibly greenhouse gas-induced) changes in surface meteorological conditions, and therefore
discharge, is not fully captured by the DGVMs studied. In temperate arid regions, snowmelt and
precipitation increase soil moisture first rather than being channeled into river discharge, so a decreasing
trend in discharge can be found [Bates et al., 2008]. Moreover, increasing human water uses through dams
Figure 5. In each subplot, y axis indicates annual mean discharge and the error bar indicates its standard deviation (interannual variation of annual discharge), x axis
indicates the long-term trend of discharge estimated by linear regression. Different dots representing observed (black) and model simulated data (color). On the
map, the studied basins are also shown with the color representing their catchment areas.
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and irrigation likely amplify the decreasing
trend in Yangtze River, Yellow River, and
Amur [Dai and Trenberth, 2002]. Those effects,
however, have not been fully considered in
these DGVMs.
3.3. Interannual Variability
To check how models simulate the interannual
variation of discharge (Figure S1), we calculated
the correlation coefficients between detrended
discharge simulations and observations.
Figure 6 shows that most models capture the
interannual discharge variability (r > 0), but the
correlation coefficient values remain lower in
some high latitude basins (r ranges from 0 to
0.7 for Lena, Yenisei, and Yukon). Some models
perform better than others, but no single model
performs better than all other models when
considering across all the different river basins.
SDGVM has a good interannual correlation
(r≥ 0.5) for 14 out of 16 basins. LPJ-GUESS
simulates badly (r ≤ 0) for the interannual
variability of the Amur and Lena River
discharge, whereas other models could capture
it better (r values from 0.3 to 0.8).
The skill score matrix of the interannual
variability of discharge (equation (10); Figure 7)
indicates an overall low score and a large
mean bias for the OCN model, and especially
in the middle and high latitudes. However,
SDGVM and LPJ scores are generally high which is related to their good performance in reproducing the
interannual variability (r > 0.5). LPJ-GUESS has good performances in some midlatitude basins (e.g.,
Figure 6. Matrix displaying correlation coefficients (r) (see color
bar) of detrended interannual discharge variability between the
simulated and observed data at 16 river basins for the seven
DGVMs. The rightmost column represents the correlation coeffi-
cient between the detrended discharge observations and the
detrended precipitation used to force themodels. An r value close
to 1 indicates a well model reproduced interannual variability.
Figure 7. Interannual variability skill scorematrix based on overlapping of PDFs for 16 river basins, respectively. A score of 0
indicates a poor model performance in reproducing the mean level and shape of discharge interannual variation, while a
perfect performance score is equal to 1.
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Yangtze, Yellow, Rhine, and Nelson
Rivers) and achieves the highest score
in the Yangtze River basin. In general,
the performances of CLM4CN and
TRIFFID lie in the middle of the
ensemble. In the Yukon, Danube,
Mackenzie, Ob, and Amazon basin,
most models have a poor score (most
scores are less than 0.1) due to their
negative bias in the mean discharge
simulation (Figure 3) and/or poor
performance in reproducing the
interannual variability (Figure 6).
Our definition of an overall skill score is
not a perfect tool to characterize DGVM
performance [see also Anav et al., 2013].
For example, a model that can simulate
the tails of distribution curves well
would be valuable for assessment of
extreme events, even if it simulates the
center area of the distribution curves badly and therefore achieve a low skill score. Overall, our results imply
that both the model-based estimates interannual variability and the seasonal cycle of simulated discharge
data in both the tropics and the high latitudes seem to be problematic.
4. Discussion
4.1. Uncertainty Associated With Precipitation Forcing
The uncertainty in precipitation forcing data strongly affects simulated discharge outputs through modeled
runoff generation processes. Biemans et al. [2009] used seven data sets of precipitation as inputs to the single
LPJmL model and found that the uncertainty in precipitation translates into at least the same uncertainty in
river discharge simulations. This is by comparing our CRUNCEP in situ based observations with the GPCP
precipitation products [Adler et al., 2003; Schneider et al., 2011]. GPCP is a combination of satellite-based
precipitation estimates and GPCC gauge observations.
Firstly, we compared directly with each other the mean annual and multi-year trends of precipitation from
different data sets for the period 1981–2010. Although mean annual precipitation from different data sets
appears to be consistent between CRUNCEP and GPCP for most river basins, the multi-year trends show
large differences (Figure 8). Most notably, the direction of multiyear trends shows an inconsistency over the
wet tropics and dry regions. For the Amazon and Congo basins, precipitation from CRUNCEP (based on CRU
data set) shows an upward trend, while GPCP (based on GPCC data set) actually shows an opposite
decreasing trend. For the Fitzroy Basin and some northern basins (e.g., the Mackenzie and Yukon basins), the
downward trend of precipitation from CRUNCEP is opposite to the increasing trend of GPCC and GPCP. In
the tropics, CRUNCEP may be of poor quality because stations are sparsely distributed [Fekete et al., 2004]. In
dry regions and several northern basins, inconsistency in the precipitation data is more likely to occur due to
changes in precipitation that too small to detect and to high spatial variability, making extrapolation of
station data problematic [Fekete et al., 2004; Greve et al., 2014]. Therefore, uncertainty in precipitation trends
may translate into larger errors in runoff and discharge trends, particularly in the tropics and some dry
regions, whereas the mean value of precipitation is close between different data sets.
Secondly, to check whether the precipitation is related to the interannual variation of simulated discharge,
we calculated the correlation coefficient (r) between the detrended discharge observations and the
detrended precipitation forcing (Figure 6). The results show that the interannual variability of
precipitation forcing is consistent with variability in the discharge observations for 15 of 16 basins (the
exception being Congo Basin). The precipitation variability explains a large fraction of the variance of
river discharge variability in the mid latitudes. Again, for the Congo Basin, the quality of precipitation data
Figure 8. Comparison of (a) mean annual and (b) multiyear trend of
precipitation from CRUNCEP, CRU, GPCC, and GPCP over the period
1981–2010. Note that the CRUNCEP data set was made from the CRU data
set and the NCEP-NCAR Reanalysis data.
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might be poor because of few rain gauges in that region [Fekete et al., 2004]. Precipitationmay also increase soil
moisture first, before producing runoff, in arid regions and more generally in places where soils are far from
saturation. In some catchments such as Nelson, Ob, and Yenisei, the inconsistency between simulated
interannual discharge and observations (average r = 0.47) may result from non-modeled river management
(damming) and from the presence of wetlands and floodplains, acting as a buffer in the transit of water from
each grid cell to the river mouth as large evaporative area. Of particular note is that for the Yellow River,
Amur, and Lena catchments, the interannual variability of precipitation forcing and discharge observations
are consistent with each other (average r = 0.8), but the simulated and observed discharges are not. This
implies that at present, a purely nonphysical statistical model actually performs better than a process-based
DGVM. Simulated water residence time in soils in DGVMs, or the water transit time in the routing model,
worsen the phase of the discharge. In sum, precipitation forcing biases and limitations in the structure of
DGVM (e.g., the fact that runoff does not depends on terrain slope in most models) and of the routing
model might lead to failure in reproducing the interannual variability of discharge.
4.2. Uncertainty Associated With the River Routing Model
The observed discharge records are from the gauging stations located at the river mouths, and a river routing
model was applied to convert gridded runoff within a catchment to discharge. River routing models are
critical when focusing on the seasonality of discharge, especially for large rivers [Oki et al., 2001; Nohara
et al., 2006; Guimberteau et al., 2014]. Hence for most basins, including river routing processes results in
simulations generates an improvement of modeled discharge in DGVMs compared to simply summing the
runoff of all the relevant grid cells (Figure 9). The river routing model can capture the seasonal variation of
discharge from the majority of the world river. However, several sources of uncertainty are related to the
river routing model itself.
Some uncertainties are driven by the parameterization of routing processes [Miller et al., 1994; Pitman, 2003]. For
theOb, Amur, andMackenzie River (Figure 9) basins, the observed discharge increases sharply in April orMay, in
response to massive snow melt or spring ice drift. However, the discharge simulation in most models when
linked to our routing model has a flatter seasonal cycle, with a weak peak during summer. For those rivers in
the middle or high latitudes, the existence of large snow and ice quantities, as well as the extensive
presence of wetlands, modifies the relationship between river flow velocity and channel slope. This is
through ice transport and jamming mechanisms, which are not considered in the current routing model [Li
et al., 2013, 2014]. Using another routing scheme, Ringeval et al. [2012] obtained better discharge values
through the ORCHIDEE model for Russian rivers and showed the importance of incorporating the residence
time of water in wetlands to capture the timing of peak discharge by high latitude rivers. Hence, a limitation
of our approach over the Ob, Amur, and Mackenzie River basins is the use of predefined flow velocities. The
flow velocity is related to the slope of the river basins and then leads to a change in discharge through a
river routing scheme [Materia et al., 2010]. The findings of another previous study supports that the spatial
variation of the channel velocity has a different influence on the seasonality of river flow [Li et al., 2014]. For
the Mississippi River (Figure 9), the simulated seasonal discharge without the routing scheme is similar to
observation. However, when the routing model is incorporated, this causes the simulated peak timing to
shift 2 or 3 months later. This bias is likely due to the underestimation of flow velocity in the routing model.
In reality, the flow velocity is related to the quantity of flow, but this is not included in the routing model.
A second potential deficiency is that our routing model (in common with most routing models) only
considers surface runoff as an input. Drainage from deeper soil layers is also routed with a longer water
residence time [Guimberteau et al., 2012], and so lack of inclusion of this effect may additionally result in
the biases in simulated discharge. Thirdly, in line with results from earlier studies [Piao et al., 2007; Gerten
et al., 2008], we found that the change of land use is probably accelerating the river flow in the Mississippi
Basin. In the TRENDY simulation S2, DGVMs were forced with fixed (present-day) land use [Sitch et al.,
2008; Sitch et al., 2013]. Therefore, DGVMs forced with the changing land use are expected to reproduce
better. And the simulated discharge without routing would be earlier than the observations and the
simulated discharge with routing would be closer to the observations. In addition, the discharge of some
DGVMs might be calibrated without considering a river routing scheme. This potential introduces
“compensating errors,” which may result in the discharge without being closer to the observations than
when using more physically based routing descriptions.
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4.3. Uncertainty Associated With Scoring Metrics
There is uncertainty in the statistical computation of the scores, caused by relatively small sample sizes. A
bootstrap resampling approach was used to estimate the uncertainty in scoring metrics. We took 1000
random samples of size 10 from the 12 model-data pairs of monthly discharge data. The correlation
coefficient, PBIAS, and centered RSR were calculated for each of these samples (equations (4), (6), and (8)),
and the average of the three indexes was taken as a score for each sample. Finally, the standard deviations
of the scores from the bootstrap approach were computed to estimate the uncertainty in the mean score.
The uncertainty was 0.20 overall across all basins. However, uncertainties in scores were different for
different basins (ranging from 0.07 in the Yenisei Basin to 0.32 in the Mackenzie Basin).
4.4. Effects of Land Use Change and CO2
Land use and land cover change (LULCC) impacts on simulation of runoff through evapotranspiration and soil
moisture, where the latter is changed by different nutrient cycling, root depth distributions, and water
consumption [Jackson et al., 2005; Piao et al., 2007; Mango et al., 2011]. For instance, in temperate regions,
short vegetation (such as crops) can transpire up to five times less water to the atmosphere than forests.
Hence, observed discharge should account for the influence of LULCC over the basin, as well as for
Figure 9. The monthly mean modeled discharge with routing (color solid lines), without routing (color dotted lines), and
observed river flow (black solid line) over the 16 basins.
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irrigation and river damming. We therefore investigated if biases between simulated and observed
discharges can be explained by nonmodeled land use change in S2, by comparing the model outputs of
S2 with the ones of S3 where LULCC is included.
Land use change effects on the seasonal variation of discharge are illustrated in Figure 10. This result shows
that there are only minor differences in the seasonality of monthly mean and annual mean river discharge
due to land use change over the past 30 years, according to its representation in our DGVM results.
However, we did find when considering differences S3 minus S2, a slight but significant downward trend
in river discharge for most basins in the low and mid latitudes, which we believe to be due to changes in
ET that result from land use. This result supports the conclusions of Piao et al. [2007] and Gerten et al. [2008].
Overall, therefore, this suggests that both the seasonal cycle and annual mean of discharge have been little
affected by land use change over the basins but that the runoff trends are sensitive to land use change
(Figures 10 and 11). We found that including land use change processes in the model slightly narrows the
bias between simulated and observed discharges. One reason might be that the S3 simulation is forced with
smaller land use trends over the last decade than over the last century, and hence, models differ less
because of land use change if compared over the last decade. In addition, expansion of agriculture is
considered as a major factor in land use change, which occurs in earlier decades, and has now started to
Figure 10. The monthly meanmodeled discharge under S3 simulation (color solid lines), under S2 simulation (color dotted
lines), and observed river flow (black solid line) over the 16 basins. Models were forced with time-invariant land use in
simulation S2 while they were forced with changing land use in simulation S3.
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stabilize [Klein Goldewijk et al., 2011].
Moreover, the effects of irrigation
and damming on river discharge are
generally not considered in most large-
scale land surface models. Further
studies are needed to further analyze
these processes.
Although raised atmospheric carbon
dioxide is believed to be influencing
temperature and rainfall patterns, thus
altering river discharge, there is also a
direct CO2 effect on vegetation which
modifies river discharge. On the one
hand, the direct effect of elevated CO2
leads to reduced stomatal conductance,
decreased ET, and increased runoff,
especially in cases where soils are close to saturation [Gedney et al., 2006]. If soils are undersaturated, soil
moisture is maintained to higher value by elevated CO2 but runoff may not necessarily increase. On the
other hand, rising CO2 can increase photosynthesis, resulting in increased leaf area index (LAI) and
transpiration, leading to decreased river discharge [Alkama et al., 2010; Shi et al., 2011]. This balance of
competing effects on river discharge can be estimated from the S1 simulation performed by all models in
the TRENDY DGVM intercomparison protocol. In response to elevated atmospheric CO2 (S1), river discharge
generally shows a significant upward trend for 13 of 15 basins, exceptions being the Danube and Lena
basins where the river discharge shows a downward trend (Figure 11). This result is similar to previous
studies [Alkama et al., 2010; Betts et al., 2007; Shi et al., 2011; Tao et al., 2014] and supports the findings of
Gedney et al. [2006].
5. Conclusion
In this study different evaluation metrics and a skill score based on the overlapping of PDFs reconstructed
using kernel functions were used to assess performance of model in simulating the seasonal cycle, annual
mean value, trends, and interannual variability of large river basin discharge during the last three decades.
Systematic intercomparison of DGVMs is intended to identify the advantages and disadvantages of
individual models for different basins. We found that DGVMs generally underestimate annual mean
discharge and discharge trends. Both the seasonal and interannual variation of the discharge can be well
reproduced by the DGVMs across basins in low and middle latitudes, with the exception of the Congo
Basin. However, the skill scores of models are sensitive to the choice of river basins. Model performance
shows a strong regional variation, and the best models for one particular region do not always surpass the
others in other regions. We also found that for annual mean and interannual variability, the bias between
simulated and observed discharges are mainly attributable to uncertainties in precipitation forcing and the
physical construction of models, whereas for the seasonal cycle in high latitudes, bias may be caused by
limitations of the river routing model chosen (no ice transport, jamming, wetlands, and floodplains). The
trend of discharge was found to be sensitive to land use change but not the mean value and interannual
discharge variability.
This study mainly discussed the uncertainty resulting from precipitation forcing, and limitations on soil
hydrology parameters of DGVM models, but a single routing model was used. A comprehensive evaluation
of large-scale river routing models remains a challenging task that requires investigating both uncertainty
of processes controlling runoff (e.g., precipitation, transpiration, and soil water holding capacity) and water
transit in a catchment (e.g., change in aquifers, routing, wetland and floodplains, and damming). Some
caveats must be noted. We have performed a simple statistical evaluation of model performance. Further
work is required to assess the complex interactions between discharge and precipitation, temperature, and
evapotranspiration, to assess the model sensitivity to these external meteorological input parameters, and
to further assess the uncertainty due to land surface parameterization schemes.
Figure 11. Discharge trends (mm/year2) estimated by DGVMs for 15 river
basin regions from 1981 to 2010. DGVM scenario simulations include
“CO2” (S1), “CO2+CLIM” (S2), and “CO2+CLIM+LUC” (S3). * Statistical
significance at the 95% (P< 0.05) level. The trend for each model scenario
was calculated as the median value of the trends estimated by different
DGVM. (The modeled discharge data are unavailable in the Mackenzie
Basin under S1 simulation.)
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