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Abstract
We study the problem of resilient consensus of sampled-data multi-agent networks with double-integrator dynamics. The term
resilient points to algorithms considering the presence of attacks by faulty/malicious agents in the network. Each normal agent
updates its state based on a predetermined control law using its neighbors’ information which may be delayed while misbehaving
agents make updates arbitrarily and might threaten the consensus within the network. Assuming that the maximum number
of malicious agents in the system is known, we focus on algorithms where each normal agent ignores large and small position
values among its neighbors to avoid being influenced by malicious agents. The malicious agents are assumed to be omniscient
in that they know the updating times and delays and can collude with each other. We deal with both synchronous and partially
asynchronous cases with delayed information and derive topological conditions in terms of graph robustness.
Key words: Multi-agent Systems; Cyber-security; Consensus Problems
1 Introduction
In recent years, much attention has been devoted to the
study of networked control systems with an emphasis on
cyber security. Due to communications through shared
networks, there are many vulnerabilities for potential
attacks, which can result in irreparable damages. Con-
ventional control approaches are often not applicable
for resiliency against such unpredictable but probable
misbehaviors in networks (e.g., (Sandberg et al. 2015)).
One of the most essential problems in networked multi-
agent systems is consensus where agents interact locally
to achieve the global goal of reaching a common value.
Having a wide variety of applications in UAV formations,
sensor networks, power systems, and so on, consensus
problems have been studied extensively (Mesbahi and
Egerstedt 2010, Ren and Cao 2011). Resilient consen-
sus points to the case where some agents in the network
anonymously try to mislead the others or are subject
to failures. Such malicious agents do not comply with
the predefined interaction rule and might even prevent
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the normal agents from reaching consensus. This type
of problems has a rich history in distributed algorithms
in the area of computer science (see, e.g., (Lynch 1996))
where the agents’ values are often discrete and finite. It
is interesting that randomization sometimes play a cru-
cial role; see also (Motwani and Raghavan 1995, Tempo
and Ishii 2007, Dibaji et al. 2016).
In such problems, the non-faulty agents cooperate by in-
teracting locally with each other to achieve agreement.
There are different techniques to mitigate the effects of
attacks. In some solutions, each agent has a bank of ob-
servers to identify the faulty agents within the network
using their past information. Such solutions are formu-
lated as a kind of fault detection and isolation problems
(Pasqualetti et al. 2012, Shames et al. 2011, Sundaram
and Hadjicostis 2011). However, identifying the mali-
cious agents can be challenging and requires much in-
formation processing at the agents. In particular, these
techniques usually necessitate each agent to know the
topology of the entire network. This global information
typically is not desirable in distributed algorithms. To
overrule the effects of f malicious agents, the network
has to be at least (2f + 1)-connected.
There is another class of algorithms for resilient consen-
sus where each normal agent disregards the most de-
viated agents in the updates. In this case, they simply
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neglect the information received from suspicious agents
or those with unsafe values whether or not they are
truly misbehaving. This class of algorithms has been ex-
tensively used in computer science (Azadmanesh and
Kieckhafer 2002, Azevedo and Blough 1998, Bouzid et al.
2010, Lynch 1996, Plunkett and Fekete 1998, Vaidya et
al. 2012) as well as control (Dibaji and Ishii 2015a, Dibaji
and Ishii 2015d, LeBlanc and Koutsoukos 2012, LeBlanc
et al. 2013); see also (Feng et al. 2016, Khanafer et
al. 2012) for related problems. They are often called
Mean Subsequence Reduced (MSR) algorithms, which
was coined in (Kieckhafer and Azadmanesh 1993). Un-
til recently, this strategy had been studied mostly in the
case where the agent networks form complete graphs.
The authors of (LeBlanc et al. 2013) have given a thor-
ough study for the non-complete case and have shown
that the traditional connectivity measure is not adequate
for MSR-type algorithms to achieve resilient consensus.
They then introduced a new notion called graph robust-
ness. We note that most of these works have dealt with
single-integrator and synchronous agent networks.
In this paper, we consider agents having second-order
dynamics, which is a common model for autonomous mo-
bile robots and vehicles. Such applications in fact pro-
vide motivations different from those in computer sci-
ence as we will see. In our previous paper (Dibaji and
Ishii 2015a), an MSR-type algorithm has been applied
to sampled-data second-order agent networks. We have
considered the problem of resilient consensus when each
agent is affected by at most f malicious agents among its
neighbors. Such a model is called f -local malicious. We
have established a sufficient condition on the underlying
graph structure to reach consensus. It is stated in terms
of graph robustness and is consistent with the result in
(LeBlanc et al. 2013) for the first-order agent case.
Here, the focus of our study is on the so-called f -total
model, where the total number of faulty agents is at
most f , which has been dealt with in, e.g., (Azadmanesh
and Kieckhafer 2002, Bouzid et al. 2010, Kieckhafer
and Azadmanesh 1993, LeBlanc and Koutsoukos 2012,
LeBlanc et al. 2013, Lynch 1996, Vaidya et al. 2012). We
derive a necessary and sufficient condition to achieve
resilient consensus by an MSR-like algorithm. Again,
we show that graph robustness in the network is the rel-
evant notion. However, the f -total model assumes fewer
malicious agents in the system, and hence, the condi-
tion will be shown to be less restrictive than that for the
f -local case. The works (Bouzid et al. 2010, Kieckhafer
and Azadmanesh 1993, Lynch 1996, Vaidya et al. 2012)
have studied this model for the first-order agents case,
but based on the Byzantine malicious agents, which are
allowed to send different values to their neighbors. Such
attacks may be impossible, e.g., if the measurements
are made by on-board sensors in mobile robots.
Under the f -total model, we solve the resilient consensus
problem using MSR-type algorithms for two different up-
dating rules: Synchronous and partially asynchronous 1 .
In the synchronous case, all agents simultaneously make
updates at each time step using the current information
of their neighbors. By contrast, in the asynchronous case,
normal agents may decide to update only occasionally
and moreover, the neighbors’ data may be delayed. This
is clearly a more vulnerable situation, allowing the ad-
versaries to take advantage by quickly moving around.
We consider the worst-case scenarios where the mali-
cious agents are aware of the updating times and even
the delays in the information of normal agents. The nor-
mal agents on the other hand are unaware of the updat-
ing times of their neighbors and hence cannot predict the
plans of adversaries. For both cases, we develop graph
robustness conditions for the overall network topologies.
It will be shown that the synchronous updating rules re-
quire less connectivity than the asynchronous counter-
part; see also (Dibaji and Ishii 2015d) regarding corre-
sponding results for first-order agent systems.
The main features of this work are three-fold: (i) We deal
with second-order agents, which are more suitable for
modeling networks of vehicles, but exhibit more compli-
cated dynamics in comparison to the single-order case.
(ii) For the malicious agents, we consider the f -total
model, which is less stringent than the f -local case, but
the analysis is more involved. (iii) In the asynchronous
case with delayed information, we introduce a new up-
date scheme, which is more natural in view of the current
research in the area of multi-agent systems than those
based on the so-called rounds, commonly employed in
computer science as we discuss later.
The paper is organized as follows. Section 2 presents pre-
liminaries for introducing the problem setting. Section 3
focuses on resilient consensus based on synchronous up-
date rules. Section 4 is devoted to the problem of par-
tial asynchrony with delayed information. We illustrate
the results through a numerical example in Section 5.
Finally, Section 6 concludes the paper. The material of
this paper appears in (Dibaji and Ishii 2015b, Dibaji and
Ishii 2015c) in preliminary forms; here, we present im-
proved results with full proofs and more discussions.
2 Problem Setup
2.1 Graph Theory Notions
We recall some concepts on graphs (Mesbahi and
Egerstedt 2010). A directed graph (or digraph) with n
1 The term partially asynchronous refers to the case where
agents share some level of synchrony by having the same
sampling times; however, they make updates at different
times based on delayed information (Bertsekas and Tsitsiklis
1989). This is in contrast to the fully asynchronous case
where agents must be facilitated with their own clocks; such
settings are studied in, e.g., (Qin et al. 2012).
2
nodes (n > 1) is defined as G = (V, E) with the node
set V = {1, . . . , n} and the edge set E ⊆ V × V. The
edge (j, i) ∈ E means that node i has access to the in-
formation of node j. If E = {(i, j) : i, j ∈ V, i 6= j},
the graph is said to be complete. For node i, the set of
its neighbors, denoted by Ni = {j : (j, i) ∈ E}, con-
sists of all nodes having directed edges toward i. The
degree of node i is the number of its neighbors and is
denoted by di = |Ni|. The adjacency matrix A = [aij ] is
given by aij ∈ [γ, 1) if (j, i) ∈ E and otherwise aij = 0,
where γ > 0 is a fixed lower bound. We assume that∑n
j=1,j 6=i aij ≤ 1. Let L = [lij ] be the Laplacian matrix
of G, whose entries are defined as lii =
∑n
j=1,j 6=i aij
and lij = −aij , i 6= j; we can see that the sum of the
elements of each row of L is zero.
A path from node v1 to vp is a sequence (v1, v2, . . . , vp)
in which (vi, vi+1) ∈ E for i = 1, . . . , p − 1. If there is
a path between each pair of nodes, the graph is said to
be strongly connected. A directed graph is said to have
a directed spanning tree if there is a node from which
there is a path to every other node in the graph.
For the MSR-type resilient consensus algorithms, the
critical topological notion is graph robustness, which is
a connectivity measure of graphs. Robust graphs were
introduced in (LeBlanc et al. 2013) for the analysis of
resilient consensus of first-order multi-agent systems.
Definition 2.1 The digraph G is (r, s)-robust (r, s < n)
if for every pair of nonempty disjoint subsets S1,S2 ⊂ V,
at least one of the following conditions is satisfied:
1. X rS1 = S1, 2. X rS2 = S2, 3. |X rS1 |+ |X rS2 | ≥ s,
where X rS` is the set of all nodes in S` which have at
least r incoming edges from outside of S`. In particular,
graphs which are (r, 1)-robust are called r-robust.
The following lemma helps to have a better understand-
ing of (r, s)-robust graphs (LeBlanc 2012).
Lemma 2.2 For an (r, s)-robust graph G, the following
hold:
(i) G is (r′, s′)-robust, where 0 ≤ r′ ≤ r and 1 ≤ s′ ≤ s,
and in particular, it is r-robust.
(ii) G is (r − 1, s+ 1)-robust.
(iii) G is at least r-connected, but an r-connected graph
is not necessarily r-robust.
(iv) G has a directed spanning tree.
(v) r ≤ dn/2e. Also, if G is a complete graph, then it is
(r′, s)-robust for all 0 < r′ ≤ dn/2e and 1 ≤ s ≤ n.
Moreover, a graph is (r, s)-robust if it is (r+s−1)-robust.
It is clear that (r, s)-robustness is more restrictive than
r-robustness. The graph with five nodes in Fig. 1 is (2, 2)-
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Fig. 1. A graph which is (2, 2)-robust but not 3-robust.
robust, but not 3-robust; further, removing any edge de-
stroys its (2, 2)-robustness. In general, to determine if a
given graph has a robustness property is computation-
ally difficult since the problem involves combinatorial
aspects. It is known that random graphs become robust
when their size tends to infinity (Zhang et al. 2015).
2.2 Second-Order Consensus Protocol
Consider a network of agents whose interactions are rep-
resented by the directed graph G. Each agent i ∈ V has
a double-integrator dynamics given by
x˙i(t) = vi(t), v˙i(t) = ui(t), i = 1, . . . , n,
where xi(t) ∈ R and vi(t) ∈ R are its position and ve-
locity, respectively, and ui(t) is the control input. We
discretize the system with sampling period T as
xi[k + 1] = xi[k] + Tvi[k] +
T 2
2
ui[k],
vi[k + 1] = vi[k] + Tui[k], i = 1, . . . , n,
(1)
where xi[k], vi[k], and ui[k] are, respectively, the posi-
tion, the velocity, and the control input of agent i at
t = kT for k ∈ Z+. Our discretization is based on control
inputs generated by zeroth order holds; other methods
are employed in, e.g., (Lin and Jia 2009, Qin et al. 2012).
At each time step k, the agents update their positions
and velocities based on the time-varying topology of the
graph G[k], which is a subgraph of G and is specified later.
In particular, the control uses the relative positions with
its neighbors and its own velocity (Ren and Cao 2011):
ui[k] = −
∑
j∈Ni
aij [k][(xi[k]− δi)− (xj [k]− δj)]−αvi[k],
(2)
where aij [k] is the (i, j) entry of the adjacency matrix
A[k] ∈ Rn×n corresponding to G[k], α is a positive scalar,
and δi ∈ R is a constant representing the desired relative
position of agent i in a formation.
The agents’ objective is consensus in the sense that they
come to formation and then stop asymptotically:
xi[k]−xj [k]→ δi− δj , vi[k]→ 0 as k →∞, ∀i, j ∈ V.
In (Ren and Cao 2011), it is shown that if there is some
`0 ∈ Z+ such that for any nonnegative integer k0, the
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union of G[k] across k ∈ [k0, k0 +`0] has a directed span-
ning tree, then consensus can be obtained under the con-
trol law (2) by properly choosing α and T .
In this paper, we study the case where some agents mal-
function due to failure, disturbances, or attacks. In such
circumstances, they may not follow the predefined up-
date rule (2). In the next subsection, we introduce nec-
essary definitions and then formulate the resilient con-
sensus problem in the presence of malicious agents.
Finally, we represent the agent system in a vector form.
Let xˆi[k] = xi[k] − δi, xˆ[k] = [xˆ1[k] · · · xˆn[k]]T , and
v[k] = [v1[k] · · · vn[k]]T . For the sake of simplicity, here-
after, the agents’ positions refer to xˆ[k] and not x[k]. The
system (1) then becomes
xˆ[k + 1] = xˆ[k] + Tv[k] +
T 2
2
u[k],
v[k + 1] = v[k] + Tu[k],
(3)
and the control law (2) can be written as
u[k] = −L[k]xˆ[k]− αv[k], (4)
where L[k] is the Laplacian matrix for the graph G[k].
2.3 Resilient Consensus
We introduce notions related to malicious agents and
consensus in the presence of such agents (LeBlanc et
al. 2013, Lynch 1996, Vaidya et al. 2012).
Definition 2.3 Agent i is called normal if it updates
its state based on the predefined control (2). Otherwise,
it is called malicious and may make arbitrary updates.
The index set of malicious agents is denoted byM⊂ V.
The numbers of normal agents and malicious agents are
denoted by nN and nM , respectively.
We assume that an upper bound is available for the num-
ber of misbehaving agents in the entire network or at
least in each normal agent’s neighborhood.
Definition 2.4 The network is f -total malicious if the
number nM of faulty agents is at most f , i.e., nM ≤ f .
On the other hand, the network is f -local malicious if
the number of malicious agents in the neighborhood of
each normal agent i is bounded by f , i.e., |Ni∩M| ≤ f .
According to the model of malicious agents considered,
the difference between normal agents and malicious
agents lies in their control inputs ui: For the normal
agents, it is given by (2) while for the malicious agents,
it is arbitrary. On the other hand, the position and
velocity dynamics for all agents remain the same as (1).
We introduce the notion of resilient consensus for the
network of second-order agents (Dibaji and Ishii 2015a).
Definition 2.5 If for any possible set of malicious
agents, any initial positions and velocities, and any ma-
licious inputs, the following conditions are met, then
the network is said to reach resilient consensus:
1. Safety: There exists a bounded interval S deter-
mined by the initial positions and velocities of the
normal agents such that xˆi[k] ∈ S, i ∈ V\M, k ∈
Z+. The set S is called the safety interval.
2. Agreement: For some c ∈ S, it holds that
limk→∞ xˆi[k] = c and limk→∞ vi[k] = 0, i ∈ V\M.
A few remarks are in order regarding the safety interval
S. (i) The malicious agents may or may not be in S,
while the normal agents must stay inside though they
may still be influenced by the malicious agents staying
in S. (ii) We impose the safety condition to ensure that
the behavior of the normal agents remains close to that
when no malicious agent is present. (iii) We do not have
a safety interval for velocity of normal agents and hence
they may even move faster than their initial speeds.
3 Synchronous Networks
3.1 DP-MSR Algorithm
We first outline the algorithm for achieving consensus in
the presence of misbehaving agents in the synchronous
case, where all agents make updates at every time step.
The algorithm is called DP-MSR, which stands for
Double-Integrator Position-Based Mean Subsequence
Reduced algorithm. It was proposed in (Dibaji and
Ishii 2015a) for the f -local malicious model.
The algorithm has three steps as follows:
1. At each time step k, each normal agent i receives the
relative position values xˆj [k]− xˆi[k] of its neighbors
j ∈ Ni[k] and sorts them in a decreasing order.
2. If there are less than f agents whose relative posi-
tion values are greater than or equal to zero, then
the normal agent i ignores the incoming edges from
those agents. Otherwise, it ignores the incoming
edges from f agents counting from those having the
largest relative position values. Similarly, if there
are less than f agents whose values are smaller than
or equal to zero, then agent i ignores the incoming
edges from those agents. Otherwise, it ignores the
f incoming edges counting from those having the
smallest relative position values.
3. Apply the control input (2) by substituting aij [k] =
0 for edges (j, i) which are ignored in step 2.
The main feature of this algorithm lies in its simplicity.
Each normal agent ignores the information received from
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its neighbors which may be misleading. In particular, it
ignores up to f edges from neighbors whose positions are
large, and f edges from neighbors whose positions are
small. The underlying graph G[k] at time k is determined
by the remaining edges. The adjacency matrix A[k] and
the Laplacian matrix L[k] are determined accordingly.
The problem for the synchronous agent network can be
stated as follows: Under the f -total malicious model,
find a condition on the network topology such that the
normal agents reach resilient consensus based on the DP-
MSR algorithm.
3.2 Matrix Representation
We provide a modified system model when malicious
agents are present. To simplify the notation, the agents’
indices are reordered. Let the normal agents take indices
1, . . . , nN and let the malicious agents be nN + 1, . . . , n.
Thus, the vectors representing the positions, velocities,
and control inputs of all agents consist of two parts as
xˆ[k] =
[
xˆN [k]
xˆM [k]
]
, v[k] =
[
vN [k]
vM [k]
]
, u[k] =
[
uN [k]
uM [k]
]
,
(5)
where the superscript N stands for normal and M
for malicious. Regarding the control inputs uN [k] and
uM [k], the normal agents follow (2) while the malicious
agents may not. Hence, they can be expressed as
uN [k] = −LN [k]xˆ[k]− α
[
InN 0
]
v[k],
uM [k] : arbitrary,
(6)
where LN [k] ∈ RnN×n is the matrix formed by the first
nN rows of L[k] associated with normal agents. The row
sums of this matrix LN [k] are zero as in L[k].
With the control inputs of (6), we obtain the model for
the overall system (3) as
xˆ[k + 1] =
(
In − T
2
2
[
LN [k]
0
])
xˆ[k] +Qv[k]
+
T 2
2
[
0
InM
]
uM [k], (7)
v[k + 1] = −T
[
LN [k]
0
]
xˆ[k] +Rv[k] + T
[
0
InM
]
uM [k],
where the partitioning in the matrices is in accordance
with the vectors in (5), and Q and R are given by
Q = TIn− αT
2
2
[
InN 0
0 0
]
, R = In−αT
[
InN 0
0 0
]
. (8)
For the sampling period T and the parameter α, we as-
sume 2
1 +
T 2
2
≤ αT ≤ 2− T
2
2
. (9)
The following lemma from (Dibaji and Ishii 2015a) plays
a key role in the analysis.
Lemma 3.1 Under the control inputs (6), the position
vector xˆ[k] of the agents for k ≥ 1 can be expressed as
xˆ[k + 1] =
[
Φ1k Φ2k
] [ xˆ[k]
xˆ[k − 1]
]
+
T 2
2
[
0
InM
] (
uM [k] + uM [k − 1]),
where
Φ1k = R+ In − T
2
2
[
LN [k]
0
]
,
Φ2k = −R− T
2
2
[
LN [k − 1]
0
]
.
Moreover, under (9), the matrix
[
Φ1k Φ2k
]
is nonnega-
tive, and the sum of each of its first nN rows is one.
Remark 3.2 It is clear from the lemma that the con-
trols uM [k] and uM [k− 1] do not directly enter the new
positions xˆN [k+ 1] of the normal agents. Moreover, the
positions of the normal agents xˆN [k + 1] for k ≥ 1 are
obtained via the convex combination of the current posi-
tions xˆ[k] and those from the previous time step xˆ[k−1].
3.3 A Necessary and Sufficient Condition
We are now ready to state the main result for the syn-
chronous case. Let the interval S be given by
S =
[
min xˆN [0] + min
{
0,
(
T − αT
2
2
)
vN [0]
}
,
max xˆN [0] + max
{
0,
(
T − αT
2
2
)
vN [0]
}]
, (10)
2 The condition (9) on T and α ensures that the matrix[
Φ1k Φ2k
]
possesses the properties stated in Lemma 3.1. We
may relax it, for example, by not imposing
∑n
j=1 aij [k] to be
less than 1. While (9) can be fulfilled by any T , the control
law (2) may make the agents exhibit undesired oscillatory
movements. This type of property is also seen in previous
works on consensus of agents with second-order dynamics;
see, e.g., (Ren 2008, Ren and Cao 2011). We remark that
the condition (9) is less restrictive than that in (Qin and
Gao 2012). In general, shortcomings due to this assumption
should be further studied in future research.
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where the minimum and the maximum are taken over
all entries of the vectors. Note that the interval is deter-
mined only by the initial states of the normal agents.
Theorem 3.3 Under the f -total malicious model, the
network of agents with second-order dynamics using the
control in (6) and the DP-MSR algorithm reaches re-
silient consensus if and only if the underlying graph is
(f+1, f+1)-robust. The safety interval is given by (10).
Proof. (Necessity) We prove by contradiction. Suppose
that the network is not (f+1, f+1)-robust. Then, there
are nonempty disjoint sets V1,V2 ⊂ V such that none of
the conditions 1–3 in Definition 2.1 holds. Suppose all
agents in V1 have initial positions at a and all agents in V2
have initial positions at b with a < b. Let all other agents
have initial positions taken from the interval (a, b) and
every agent has 0 as initial velocity. From condition 3,
we have that |X f+1V1 | + |X
f+1
V2 | ≤ f . Suppose that all
agents in X f+1V1 and X
f+1
V2 are malicious and keep their
values constant. There is at least one normal agent in
V1 and one normal agent in V2 by |X f+1V1 | < |V1| and
|X f+1V2 | < |V2| because conditions 1 and 2 do not hold.
These normal agents have f or fewer neighbors outside
of their own sets because they are not in X f+1V1 or X
f+1
V2 .
As a result, all normal agents in V1 and V2 update based
only on the values inside V1 and V2 by removing the
values received from outside of their sets. This makes
their positions at a and b unchanged. Hence, there will
be no agreement among the normal agents.
(Sufficiency) We first establish the safety condition with
S given in (10), i.e., xˆi[k] ∈ S for all k and i ∈ V \M.
For k = 0, it is obvious that the condition holds. For
k = 1, the positions of normal agents are given by (7) as
xˆN [1] =
([
InN 0
]
− T
2
2
LN [0]
)
xˆ[0]+
(
T − αT
2
2
)
vN [0].
(11)
While the initial velocities of the malicious agents do
not appear in xˆN at this time, their initial positions may
have influences. However, for a normal agent, if some
of its neighbors are malicious and are outside the in-
terval [min xˆN [0],max xˆN [0]], then they will be ignored
by step 2 in DP-MSR because there are at most f such
agents. The matrix [InN 0]− (T 2/2)LN [0] in (11) is non-
negative and its row sums are one because LN [0] con-
sists of the first nN rows of the Laplacian L[0]. As a
result, the first term on the right-hand side of (11) is
a vector whose entries are convex combinations of val-
ues within [min xˆN [0],max xˆN [0]]. Thus, for each normal
agent i ∈ V \M, it holds that xˆi[1] ∈ S.
Next, to further analyze the normal agents, let
x[k] = max
(
xˆN [k], xˆN [k − 1]) ,
x[k] = min
(
xˆN [k], xˆN [k − 1]) . (12)
In what follows, we show that x[k] is a nonincreasing
function of k ≥ 1. For k ≥ 2, Lemma 3.1 and Re-
mark 3.2 indicate that the positions of normal agents
are convex combinations of those of its neighbors from
time k − 1 and k − 2. If any neighbors of the normal
agents at those time steps are malicious and are out-
side the range of the normal agents’ position values,
they are ignored by step 2 in DP-MSR. Hence, we have
max xˆN [k] ≤ max (xˆN [k − 1], xˆN [k − 2]). It also easily
follows that max xˆN [k−1] ≤ max(xˆN [k−1], xˆN [k−2]).
Thus, we arrive at
x[k] = max
(
xˆN [k], xˆN [k − 1])
≤ max (xˆN [k − 1], xˆN [k − 2]) = x[k − 1].
Similarly, x[k] is a nondecreasing function of time. Thus,
we have that for k ≥ 2, normal agents satisfy xˆi[k] ∈ S,
i ∈ V \M. The safety condition has now been proven.
It remains to establish the agreement condition. We start
with the proof of agreement in the position values. Be-
cause x[k] and x[k] are bounded and monotone, their
limits exist, which are denoted by x? and x?, respec-
tively. If x? = x?, then resilient consensus follows. We
prove by contradiction, and thus assume x? > x?.
Denote by β the minimum nonzero entry of the matrix[
Φ1k Φ2k
]
over all k. This matrix is determined by the
structure of the graph G[k] and thus can vary over a
finite number of candidates; by (9), we have β ∈ (0, 1).
Let 0 > 0 and  > 0 be sufficiently small that
x? + 0 < x
? − 0,  < β
nN 0
1− βnN . (13)
We introduce the sequence {`} defined by
`+1 = β` − (1− β), ` = 0, 1, . . . , nN − 1.
It is easy to see that `+1 < ` for i = 0, 1, . . . , nN − 1.
Moreover, by (13), they are positive because
nN = β
nN 0−
nN−1∑
`=0
β`(1−β) = βnN 0−
(
1−βnN ) > 0.
We also take k ∈ Z+ such that for k ≥ k, it holds that
x[k] < x? + , x[k] > x? − . Due to convergence of x[k]
and x[k], such k exists. For the sequence {`}, let
X1(k + `, `) = {j ∈ V : xˆj [k + `] > x? − `},
X2(k + `, `) = {j ∈ V : xˆj [k + `] < x? + `}. (14)
For each fixed `, these sets are disjoint by (13) and `+1 <
`. Here, we claim that in a finite number of steps, one of
these sets will contain no normal agent. Note that this
contradicts the assumption of x? and x? being limits.
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0
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k k + 1 k
X1(k, 0) X1(k + 1, 1)
xˆj
xˆ[k]
x[k]
xˆi
Normal agents in Normal agents in
Fig. 2. A sketch for the proof of Theorem 3.3, where a set of
normal agents around x? becomes smaller as time proceeds.
We start by consideringX1(k, 0) (see Fig. 3.3). Because
of the limit x?, one or more normal agents are contained
in this set or the set X1(k + 1, 1) from the next step.
In what follows, we prove that X1(k, 0) is nonempty.
We can in fact show that each normal agent j outside
of X1(k, 0) at time k will remain outside of X1(k +
1, 1). Here, agent j satisfies xˆ
N
j [k] ≤ x? − 0. From
Remark 3.2, each normal agent updates its position by
taking a convex combination of the neighbors’ positions
at the current and previous time steps. Thus, by the
choice of β, the position of agent j is bounded as
xˆNj [k + 1] ≤ (1− β)x[k] + β(x? − 0)
≤ (1− β)(x? + ) + β(x? − 0)
≤ x? − β0 + (1− β) = x? − 1. (15)
Hence, agent j is not in X1(k + 1, 1). Similarly, we can
show that X2(k, 0) is nonempty.
Since the graph is (f + 1, f + 1)-robust, one of the con-
ditions 1–3 from Definition 2.1 holds:
1. All agents in X1(k, 0) have f + 1 neighbors from
outside of X1(k, 0).
2. All agents in X2(k, 0) have f + 1 neighbors from
outside of X2(k, 0).
3. In the two sets in total, there are f+1 agents having
at least f+1 neighbors from outside their own sets.
In the first case, based on the definition of x? and x[k]
there exists at least one normal agent inside the set
X1(k, 0) having f + 1 incoming links from outside of
X1(k, 0). Similarly, in the second case, there exists one
normal agent having f + 1 incoming links from outside
X2(k, 0). In the third case, because the maximum num-
ber of malicious agents is f , there is one normal agent in
X1(k, 0) or X2(k, 0) which has f + 1 neighbors from
outside the set it belongs to.
Suppose that the set X1(k, 0) has this normal agent;
denote its index by i. Because at each time, each normal
agent ignores at most f smallest neighbors and all of
these f + 1 neighbors are upper bounded by x? − 0, at
least one of the agents affecting i has a value smaller than
or equal to x?−0. From Remark 3.2, every normal agent
updates by a convex combination of position values of
current and previous time steps. By (9) and the choice
of β, one of the normal neighbors must be used in the
update with DP-MSR. Thus, for agent i,
xˆNi [k + 1] ≤ (1− β)x[k] + β(x? − 0).
By (15), xˆNi [k + 1] is upper bounded by x
? − 1. Thus,
at least, one of the normal agents in X1(k, 0) has de-
creased to x? − 1, and the number of normal agents in
X1(k + 1, 1) is less than X1(k, 0) (see Fig. 2). The
same argument holds for X2(k, 0). Hence, it follows
that the number of normal agents in X1(k + `, `) is
less than that in X1(k + ` − 1, `−1) and/or the num-
ber of normal agents in X2(k + `, `) is less than that in
X2(k+`−1, `−1). Because the number of normal agents
is finite, there is a time `? ≤ nN where the set of nor-
mal agents in X1(k + `, `) and/or that in X2(k + `, `)
is empty for ` ≥ `?. This fact contradicts the existence
of the two limits x? and x?. Thus, we conclude that
x? = x?, i.e., all normal agents reach position consensus.
It is finally shown that all normal agents stop asymptot-
ically, which is agreement in the velocity values. When
the normal agents reach agreement in their positions, the
controls (2) become uNi [k] → −αvNi [k] as k → ∞. By
the dynamics (1) of the agents, it holds that xˆNi [k+1]→
xˆNi [k] + T (1− αT/2) vNi [k] as k → ∞. Noting (9), we
arrive at vNi [k]→ 0 as k →∞. 
In (Dibaji and Ishii 2015a), we have studied the f -local
model, where each normal agent has at most f malicious
agents as neighbors. Clearly, there may be more mali-
cious agents overall than the f -total case. There, a suf-
ficient condition for resilient consensus is that the net-
work is (2f + 1)-robust. From Lemma 2.2, such graphs
require more edges than (f + 1, f + 1)-robust graphs, as
given in the theorem above.
The result is consistent with that for the first-order agent
case in (LeBlanc et al. 2013). More from the technical
side, difficulties in dealing with second-order agent dy-
namics can be described as follows: In the proof above,
an important step is to establish that x[k] and x[k] de-
fined in (12) are monotonically nonincreasing and non-
decreasing, respectively. These properties do not hold
for the maximum position max xˆN [k] and the minimum
position min xˆN [k] as in the first-order case. Further-
more, as a consequence of this fact, it is more involved
to show that the sets X1(k + `, `) and X2(k + `, `) in
(14) become smaller as ` increases.
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As a corollary to Theorem 3.3, we show that the conver-
gence rate to achieve consensus is exponential.
Corollary 3.4 Under the assumptions in Theorem 3.3,
the network of agents with second-order dynamics
reaches resilient consensus with an exponential conver-
gence rate.
Proof. We outline the proof which follows a similar line
of argument to that of Theorem 3.3, but with the knowl-
edge that the agents come to agreement. Let V (k) =
x[k]−x[k]. We show that this function decreases to zero
exponentially fast as k →∞.
Take an arbitrary constant η ∈ (0, 1). We introduce two
sets as follows: For k = 0, 1, . . . , nN , let
X ′1(k) =
{
j ∈ V : xˆj [k] >
(
1− βkη)(x[0]− x?)+ x?},
X ′2(k) =
{
j ∈ V : xˆj [k] < βkη
(
x[0]− x?)+ x[0]}.
Clearly, for each k, the sets X ′1(k) and X ′2(k) are disjoint,
so by (f+1, f+1) robustness, there is one normal agent
i in one of the sets having f + 1 incoming links from
outside the set to which it belongs. If agent i is in X ′1(k),
then, similar to (15), we can upper bound its position as
xˆi[k+1] ≤ (1−βk+1)x[0]+βk+1
[
(1−η)(x[0]−x?)+x?].
Hence, in this case, agent i is not in X ′1(k + 1) at time
k + 1. On the other hand, if agent i is in X ′2(k), then
xˆi[k + 1] ≥ (1− βk+1)x[0] + βk+1
[
η(x? − x[0]) + x[0]],
implying that xˆi[k+ 1] is outside of X ′2(k+ 1). Since the
number of normal agents is nN , at time k = nN , both
of the sets X ′1(nN ) and X ′2(nN ) do not contain any nor-
mal agent. Hence, we can conclude that the maximum
position x[k] and the minimum position x[k] of normal
agents, respectively, decreased and increased since time
0. More concretely, we have V (nN ) ≤ (1 − βnN η)V (0).
By repeating this argument, we can establish that
V (knN ) ≤ (1− βnN η)kV (0). 
This corollary also indicates that conventional consensus
algorithms without malicious agents in the network have
exponential convergence rate. In the proposed MSR-type
algorithm, the rate of convergence is affected by two fac-
tors. One is that a number of edges are ignored and not
used for the updates, which will reduce the convergence
rate. The other is that if malicious agents stay together
with some of the normal agents, they can still influence
the rate to achieve consensus and slow it down.
4 Networks with Partial Asynchrony and Delay
So far, the underlying assumption in the model has been
that all agents exchange their states at the same time
instants. Moreover, they make updates based on the rel-
ative locations of their neighbors without any time delay
in the model. In practice, however, the agents might not
be synchronized nor have access to the current data of
all neighbors simultaneously. In this section, we extend
the setup so that the agents are allowed to update at
different times with delayed information.
We would like to emphasize the difference in the partially
asynchronous agent model employed here from those in
the resilient consensus literature. In particular, we follow
the approach generally assumed in asynchronous con-
sensus for the case without malicious agents; see, e.g.,
(Mesbahi and Egerstedt 2010, Su et al. 1998, Xiao and
Wang 2006) for single-integrator networks and (Lin and
Jia 2009, Liu and Liu 2012, Qin and Gao 2012, Qin et
al. 2012) for the double-integrator case. That is, at the
time for an update, each agent uses the most recently
received positions of its neighbors. This is a natural set-
ting especially for autonomous mobile robots or vehicles
using sensors to locate their neighbors in real time.
In contrast, the works (Azadmanesh and Kieckhafer
2002, Kieckhafer and Azadmanesh 1993, LeBlanc and
Koutsoukos 2012, Vaidya et al. 2012) from the area
of computer science consider asynchronous MSR-type
algorithms based on the notion of rounds (for the case
with first-order agents). There, when each agent makes
a transmission, it broadcasts its state together with its
round r, representing the number of transmissions made
so far. The agent makes an update to obtain the new
state corresponding to round r+1 by using the states of
neighbors, but only when a sufficient number of those la-
beled with the same round r are received. Due to delays
in communication, the states labeled with round r may
be received at various times, causing potentially large
delays in making the (r + 1)th update for some agents.
Compared to the results in the previous section, the anal-
ysis in the partially asynchronous model studied here
becomes more complicated. Moreover, the derived con-
dition is more restrictive because there are additional
ways for the malicious agents to deceive the normal ones.
For example, they may quickly move so that they appear
to be at different positions for different normal agents,
which may prevent them from coming together.
4.1 Asynchronous DP-MSR Algorithm
Here, we employ the control input taking account of pos-
sible delays in the position values from the neighbors as
ui[k] =
∑
j∈Ni
aij [k]
(
xˆj [k − τij [k]]− xˆi[k]
)− αvi[k],
(16)
where τij [k] ∈ Z+ denotes the delay in the edge (j, i) at
time k. From the viewpoint of agent i, the most recent
information regarding agent j at time k is the position
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at time k − τij [k] relative to its own current position.
The delays are time varying and may be different at each
edge, but we assume the common upper bound τ as
0 ≤ τij [k] ≤ τ, (j, i) ∈ E , k ∈ Z+. (17)
Hence, each normal agent becomes aware of the position
of each of its neighbors at least once in τ time steps, but
possibly at different time instants. In other words, nor-
mal agents must update and transmit their information
often enough to meet (17). It is also assumed in (16) that
agent i uses its own current velocity. We emphasize that
the value of τ in (17) can be arbitrary and moreover need
not be known to the agents since this information is not
used in the update rule. In (Gao and Wang 2010, Liu
and Liu 2012, Qin et al. 2012), time delays for partially
asynchronous cases have been studied for agents with
second-order dynamics.
As in the synchronous case, the malicious agents are
assumed to be omniscient. Here, it means that they have
prior knowledge of update times and τij [k] for all links
and k ≥ 0. The malicious agents might take advantage of
this knowledge to decide how they should make updates
to confuse and mislead the normal agents.
To achieve resilient consensus, we employ a modified
version of the algorithm in Section 3, called the asyn-
chronous DP-MSR, outlined below.
1. At each time step k, each normal agent i decides
whether to make an update or not.
2. If it decides to do so, then it uses the relative posi-
tion values of its neighbors j ∈ Ni based on the most
recent values in the form of xˆj [k−τij [k]]− xˆi[k] and
then follows step 2 of the DP-MSR algorithm based
on these values. Afterwards, it applies the control
input (16) by substituting aij [k] = 0 for edges (j, i)
which are ignored in step 2 of DP-MSR.
3. Otherwise, it applies the control (16) where the first
term of position values of its neighbors remains the
same as the previous time step, and for the second
term, its own current velocity is used.
The asynchronous version of the resilient consensus
problem is stated as follows: Under the f -total malicious
model, find a condition on the network topology so that
the normal agents reach resilient consensus using the
asynchronous DP-MSR algorithm.
4.2 Matrix Representation
Before presenting the main result of this section, we in-
troduce some notation to represent the equations in the
matrix form. Define the matrices A`[k], 0 ≤ ` ≤ τ , by
(
A`[k]
)
ij
=
{
aij [k] if (j, i) ∈ E [k] and τij [k] = `,
0 otherwise.
Then, let D[k] be a diagonal matrix whose ith entry is
given by di[k] =
∑n
j=1 aij [k]. Now, the n × (τ + 1)n
matrix Lτ [k] is defined as
Lτ [k] =
[
D[k]−A0[k] · · · −Aτ [k]
]
.
It is clear that the summation of each row is zero as in
the Laplacian matrix L[k].
Now, the control input (16) can be expressed as
uN [k] = −LNτ [k]z[k]− α
[
InN 0
]
v[k],
uM [k] : arbitrary,
(18)
where z[k] = [xˆ[k]T xˆ[k − 1]T · · · xˆ[k − τ ]T ]T is a (τ +
1)n-dimensional vector for k ≥ 0 and LNτ [k] is a matrix
formed by the first nN rows of Lτ [k]. Here, z[0] is the
given initial position values of the agents and can be
chosen arbitrarily. By (3) and (18), the agent dynamics
can be written as
xˆ[k + 1] = Γ[k]z[k] +Qv[k] +
T 2
2
[
0
InM
]
uM [k],
v[k + 1] = −T
[
LNτ [k]
0
]
z[k] +Rv[k] + T
[
0
InM
]
uM [k],
(19)
where Γ[k] is an n× (τ + 1)n matrix given by
Γ[k] = [In 0]− T
2
2
[
LNτ [k]
0
]
and Q and R are given in (8). Based on the expression
(19), we can derive a result corresponding to Lemma 3.1
for the partially asynchronous and delayed protocol. The
proof is omitted since it is by direct calculation similar
to Lemma 3.1 shown in (Dibaji and Ishii 2015a).
Lemma 4.1 Under the control inputs (18), the position
vector xˆ[k] of the agents for k ≥ 1 can be expressed as
xˆ[k + 1] =
[
Λ1k Λ2k
] [ z[k]
z[k − 1]
]
+
T 2
2
[
0
InM
] (
uM [k] + uM [k − 1]),
where
Λ1k =
[
R 0
]
+ Γ[k], Λ2k = −RΓ[k − 1]−QT
[
LNτ [k]
0
]
.
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Furthermore, the matrix
[
Λ1k Λ2k
]
is nonnegative and
the sum of each of its first nN rows is one.
4.3 Resilient Consensus Analysis
The following theorem is the main result of the paper,
addressing resilient consensus via the asynchronous DP-
MSR in the presence of delayed information. The safety
interval differs from the previous case and is given by
Sτ =
[
min zN [0] + min
{
0,
(
T − αT
2
2
)
vN [0]
}
,
max zN [0] + max
{
0,
(
T − αT
2
2
)
vN [0]
}]
. (20)
Theorem 4.2 Under the f -total malicious model, the
network of agents with second-order dynamics using the
control in (18) and the asynchronous DP-MSR algorithm
reaches resilient consensus only if the underlying graph
(f + 1, f + 1)-robust. Moreover, if the underlying graph
is (2f + 1)-robust, then resilient consensus is attained
with a safety interval given by (20).
The proof of this theorem given below follows an argu-
ment similar to that of Theorem 3.3. However, the prob-
lem is more general with the delay bound τ ≥ 0 in (17).
This in turn results in more involved analysis with sub-
tle differences. We provide further discussions later.
Proof. (Necessity) The synchronous network is a spe-
cial case of partially asynchronous ones with τ = 0.
Thus, the necessary condition in Theorem 3.3 is valid.
(Sufficiency) We first show that the safety condition
holds. For k = 0, by (20), we have xˆi[0] ∈ Sτ for i ∈
V\M. For k = 1, by (19), the positions of normal agents
can be expressed as
xˆN [1] =
([
InN 0
]
− T
2
2
LNτ [0]
)
z[0]+
(
T − αT
2
2
)
vN [0].
(21)
This vector may be affected by the malicious agents
through their initial positions. However, by step 2 in DP-
MSR, for any normal agent, if some neighbors are mali-
cious and are outside of [min zN [0],max zN [0]], then they
will be ignored. In (21), the matrix [InN 0]−(T 2/2)LNτ [0]
is nonnegative and its row sums are one. Hence, the first
term on the right-hand side of (21) becomes convex com-
binations of values in the interval [min zN [0],max zN [0]].
Thus, we have xˆi[1] ∈ Sτ for i ∈ V \M.
Next, for k ≥ 1, define two variables by
xτ [k] = max
(
xˆN [k], xˆN [k − 1], . . . , xˆN [k − τ − 1]) ,
xτ [k] = min
(
xˆN [k], xˆN [k − 1], . . . , xˆN [k − τ − 1]) .
(22)
Here, we claim that xτ [k] is a nonincreasing function of
k ≥ 1. By Lemma 4.1, at time k ≥ 2, each normal agent
updates its position based on a convex combination of
the neighbors’ positions from k− 1 to k− τ − 1. If some
neighbors are malicious and stay outside of the interval
determined by the normal agents’ positions, then they
are ignored in step 2 of DP-MSR. Hence, we obtain xˆi[k+
1] ≤ max (xˆN [k], xˆN [k − 1], . . . , xˆN [k − τ − 1]) for i ∈
V \M. It also follows that
xˆi[k] ≤ max
(
xˆN [k], . . . , xˆN [k − τ − 1]) ,
xˆi[k − 1] ≤ max
(
xˆN [k], . . . , xˆN [k − τ − 1]) ,
...
xˆi[k − τ ] = xˆi[k + 1− (τ + 1)]
≤ max (xˆN [k], . . . , xˆN [k − τ − 1])
for i ∈ V \M. Hence, we have
xτ [k + 1] = max
(
xˆN [k + 1], . . . , xˆN [k + 1− (τ + 1)])
≤ max (xˆN [k], . . . , xˆN [k − (τ + 1)]) = xτ [k].
We can similarly prove that xτ [k] is nondecreasing in
time. This indicates that for k ≥ 2, we have xˆi[k] ∈ Sτ
for i ∈ V\M. Thus, we have shown the safety condition.
In the rest of the proof, we must show the agreement
condition. As xτ [k] and xτ [k] are monotone functions
and contained in [xτ [1], xτ [1]], both of their limits exist,
which are denoted by x?τ and x
?
τ , respectively. We claim
that the limits in fact satisfy x?τ = x
?
τ , i.e., the positions
of the normal agents come to consensus. The proof is by
contradiction, so we assume that x?τ > x
?
τ .
First, let β be the minimum nonzero element over all
possible cases of
[
Λ1k Λ2k
]
. From (9) and the bound γ
on aij [k], it holds that β ∈ (0, 1). Choose 0 > 0 and
 > 0 small enough that
x?τ + 0 < x
?
τ − 0,  <
β(τ+1)nN 0
1− β(τ+1)nN . (23)
We next take the sequence {`} via
`+1 = β` − (1− β), ` = 0, 1, . . . , (τ + 1)nN − 1.
It can be shown that 0 < `+1 < ` for all `. In particular,
they are positive because by (23), it holds that
(τ+1)nN = β
(τ+1)nN 0 −
(τ+1)nN−1∑
k=0
βk(1− β)
= β(τ+1)nN 0 −
(
1− β(τ+1)nN ) > 0.
We also take k ∈ Z+ such that xτ [k] < x?τ +  and
xτ [k] > x
?
τ −  for k ≥ k. Due to convergence of xτ [k]
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and xτ [k], such k exists. For the sequence {`}, let
X1τ (k + `, `) = {j ∈ V\M : xˆj [k + `] > x?τ − `},
X2τ (k + `, `) = {j ∈ V\M : xˆj [k + `] < x?τ + `}.
These two sets are disjoint by (23) and 0 < `+1 < `.
Next, we must show that one of the two sets becomes
empty in a finite number of steps. This clearly contra-
dicts the assumption on x?τ and x
?
τ being the limits. Con-
sider the set X1τ (k, 0). Due to the definition of xτ [k]
in (22) and its limit x?τ , one or more normal agents are
contained in the union of the sets X1τ (k + `, `) for
0 ≤ ` ≤ τ + 1. We claim that X1τ (k, 0) is in fact
nonempty. To prove this, it is sufficient to show that if
a normal agent j is not in X1τ (k + `, `), then it is not
in X1τ (k + `+ 1, `+1) for ` = 0, . . . , τ .
Suppose agent j satisfies xˆj [k + `] ≤ x?τ − `. From
Lemma 4.1, every normal agent updates its position to
a convex combination of the neighbors’ position values
at the current or previous times. Though the neighbors
may be malicious here, the ones at positions greater than
xτ [k + `] are ignored in step 2 of DP-MSR. Hence, the
position of agent j at the next time step is bounded as
xˆj [k + `+ 1] ≤ (1− β)xτ [k + `] + β(x?τ − `)
≤ (1− β)(x?τ + ) + β(x?τ − `)
≤ x?τ − β` + (1− β) = x?τ − `+1. (24)
It thus follows that agent j is not in X1τ (k+`+1, `+1).
This means that the cardinality of the set X1τ (k+ `, `)
is nonincreasing for ` = 0, . . . , τ + 1. The same holds for
X2τ (k + `, `).
We next show that one of these two sets in fact becomes
empty in finite time. By (2f+1)-robustness, between the
two nonempty disjoint sets X1τ (k, 0) and X2τ (k, 0),
one of them has an agent with 2f + 1 incoming links
from outside the set. Suppose that X1τ (k, 0) has this
property and let i be the agent in this set which has
2f + 1 neighbors outside X1τ (k, 0). Since there are at
most f malicious neighbors for this normal agent, there
are at least f + 1 normal neighbors outside X1τ (k, 0);
by the argument above, these normal agents will not
be in X1τ (k + `, `) for 0 ≤ ` ≤ τ . By step 2 of DP-
MSR, one of these normal neighbors must be used in
the updates of agent i at any time. In particular, when
agent i makes an update at time k+τ , a normal agent’s
delayed position is used, upper bounded by x?τ − τ . It
thus follows that, at time k + τ , when agent i makes an
update, its position can be bounded as
xˆi[k + τ + 1] ≤ (1− β)xτ [k + τ ] + β(x?τ − τ ).
By (24), we have xˆi[k + τ + 1] ≤ x?τ − τ+1. We can
conclude that if agent i in X1τ (k, 0) has 2f + 1 incom-
ing links from outside the set, then it goes outside of
X1τ (k + τ + 1, τ+1) after τ + 1 steps. Consequently,
X1τ (k + τ + 1, τ+1) has the cardinality smaller than
that of X1τ (k, 0), that is, |X1τ (k + τ + 1, τ+1)| <
|X1τ (k, 0)|. Likewise, it follows that if X2τ (k, 0) has
an agent with 2f + 1 incoming links from the rest, then
|X2τ (k + τ + 1, τ+1)| < |X2τ (k, 0)|.
Since there are only a finite number nN of normal
agents, we can repeat the steps above until one of the
sets X1τ (k + τ + 1, τ+1) and X2τ (k + τ + 1, τ+1)
becomes empty; it takes no more than (τ + 1)nN steps.
Once the set becomes empty, it will remain so indefi-
nitely. This contradicts the assumption that x?τ and x
?
τ
are the limits. Therefore, we obtain x?τ = x
?
τ . 
It is interesting to note that the bound τ on the delay
time in (17) can be arbitrary and moreover need not be
known to any of the agents. Hence, in this respect, the
condition (17) is not restrictive. A trade-off concerning
delay is that longer delays will result in slower conver-
gence. This property can be explained in the proof above
as follows. We observe from the monotonicity of xτ [k]
and xτ [k] in (22) that the normal agents come together
if we look at the τ + 1 time step horizon in the past. Fi-
nally, note that the convergence rate of the asynchronous
update case can be shown to be exponential as in the
synchronous case.
Theorem 4.2 demonstrates that to achieve resilient con-
sensus in the partially asynchronous delayed setting re-
quires a more dense graph than that in the synchronous
setting in Theorem 3.3. Indeed, from Lemma 2.2, a graph
that is (2f + 1)-robust is also (f + 1, f + 1)-robust. On
the other hand, the difference in graph robustness ap-
pearing in the two theorems have certain effects on the
proofs. For Theorem 4.2, the sets X1τ [k] and X2τ [k] do
not include the malicious agents, while the setsX1[k] and
X2[k] in the proof of Theorem 3.3 involve both normal
and malicious agents. This difference originates from the
definitions of (2f + 1)- and (f + 1, f + 1)-robust graphs.
In fact, in the f -total model, we see that the second
f + 1 in (f + 1, f + 1) guarantees that at least one of the
agents in X1[k] or X2[k] is normal and has enough num-
ber of incoming links for convergence. However, (2f+1)-
robustness is a more local notion. Since the worst-case
behavior of the malicious agents happens in the neigh-
borhood of each normal agent, the setsX1τ [k] andX2τ [k]
are defined in this way.
In the above result, we observe that there is a gap be-
tween the sufficient condition and the necessary condi-
tion. However, this gap may be essential to the problem.
To illustrate this point, we present a 2f -robust graph in
Fig. 3, which is not resilient to f totally bounded faults
as we show formally.
This graph is composed of four subgraphs Gi, i =
1, . . . , 4, and each of them is a complete graph. The
graph G1 consists of 4f agents and the rest have f
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Fig. 3. A 2f -robust graph which fails to reach consensus with
partial asynchrony and delayed information.
agents. Each agent in G2 has incoming links from 2f
agents of G1. Every agent in G3 has f links from G1 and
f links from G2. Likewise, each agent of G4 has a link
from every agent in G1 and f incoming links from G2.
Note that the minimum degree for a 2f -robust graph
is 2f . However for this graph, the minimum degree of
the agents is 2f + 1 or greater. This is an important
point for the following reason. If a normal agent has
only 2f neighbors, it might ignore all of them under the
asynchronous DP-MSR algorithm, which in turn means
that the agent will remain at its current position. It is
clear that if this happens for more than two agents in
the network, consensus can not take place. The next
proposition is based on this graph.
Proposition 4.3 There exists a 2f -robust network
with the minimum degree 2f + 1 under which nor-
mal agents may not achieve resilient consensus by the
asynchronous DP-MSR algorithm.
Proof. We claim that the graph in Fig. 3 is 2f -robust
and (f + 1, f + 1)-robust at the same time, but resilient
consensus cannot be reached under the asynchronous
DP-MSR. Suppose that all agents in G2 are malicious.
We show a scenario in which by the DP-MSR algorithm,
the values of the agents in G3 and G4 never agree. Note
that G1 is 2f -robust because of Lemma 2.2 (v). By (iv)
of this lemma, the graph obtained by adding G2 is still
2f -robust, since there are 2f edges from G1. Similarly,
adding G3 and G4 and the required edges also keeps the
graph to be 2f -robust.
We assume that all agents start from stationary posi-
tions. Assign (a, 0) as the initial position and velocity
(for k = 0 and the prior τ steps) of the agents in G3 and
(b, 0) as those of G4. All agents in G1 are given (c, 0) as
their initial positions and velocities, where a < c < b.
The malicious agents in G2 take a at even time steps and
b at odd time steps. The time delays are chosen by the
following scenario: τij [2m] = 0 and τij [2m + 1] = 1 for
(j, i) ∈ E , j ∈ V2, i ∈ V3, and m ∈ Z+. Also, τij [2m] = 1
and τij [2m + 1] = 0 for (j, i) ∈ E , j ∈ V2, i ∈ V4, and
m ∈ Z+. All other links have no delay. Then, to the
agents in G3, the malicious agents appear to be station-
ary at a and to the agents in G4 at b.
By executing the asynchronous DP-MSR at k = 0, the
agents in G3 will ignore every neighbor in G1 since a < c.
Thus, for i ∈ V3, xˆi[1] = a. At k = 1, the same happens
for the agents j ∈ V4 and they stay at b. Since the agents
in G3 are not affected by any agents with position values
larger than a, they remain at their positions for all k ≥ 0.
The same holds among the normal agents in the network,
and therefore xˆi[k] = a and xˆj [k] = b for all i ∈ V3 and
j ∈ V4. This shows failure in position agreement. 
4.4 Further Results and Discussions
Here, we provide some discussions related to the results
of the paper and their potential extensions.
First, it is noteworthy that the result of Theorem 4.2
holds for the f -local malicious model as well, which is
now stated as a corollary. This follows since in the proof
of the theorem, only the number of malicious agents in
each normal agent’s neighborhood plays a role.
Corollary 4.4 Under the f -local malicious model, the
network of agents with second-order dynamics using the
control in (18) and the asynchronous DP-MSR algo-
rithm reaches resilient consensus if the underlying graph
is (2f + 1)-robust. The safety interval is given by (20).
The underlying graph G in the results thus far has been
fixed, that is, the edge set E is time invariant. This clearly
limits application of our results to, e.g., multi-vehicle
systems. We now present an extension for a partially
asynchronous time-varying network G0[k] = (V, E [k]),
where the graph G0[k] plays a role of the original graph
G in the previous discussions. The following definition is
the important for the development:
Definition 4.5 The time-varying graph G0[k] =
(V, E [k]) is said to be jointly (2f + 1)-robust if there
exists a fixed h such that the union of G0[k] over each
consecutive h steps is (2f + 1)-robust.
It is again assumed that time delays are upper bounded
by τ as in (17) and moreover that τ is no less than the
horizon parameter h of G0[k] as
h ≤ τ. (25)
We now state the extension for time-varying networks.
Corollary 4.6 Under the f -total/f -local malicious
model, the time-varying network G0[k] of agents with
second-order dynamics using the control in (18) and
the asynchronous DP-MSR algorithm reaches resilient
consensus if G0[k] is jointly (2f + 1)-robust with the
condition (25). The safety interval is given by (20).
The result follows from Theorem 4.2 since in the proof
there, the time-invariant nature of the original graph G
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is not used. We also note that similar development is
made in (LeBlanc and Koutsoukos 2012) for the first-
order agent networks; there, the assumption is that G0[k]
is (f+1, f+1)-robust at every time k, which is obviously
more conservative than that in the above theorem.
Next, we relate the graph properties that have appeared
in the resilient consensus problem considered here to
those in standard consensus problems without attacks
(Cao et al. 2008, Qin and Gao 2012, Qin et al. 2012, Xiao
and Wang 2006). In this paper, we have assumed that
the maximum number of faulty agents is at most f . In
the case of f = 0, all conditions in both synchronous
and partially asynchronous networks reduce to that of 1-
robust graphs. By Lemma 2.2 (iv), such a graph is equiv-
alent to having a directed spanning tree. It is well known
that under such a graph, consensus can be achieved.
It is further noted that in the works (Azadmanesh and
Kieckhafer 2002, Khanafer et al. 2012, Kieckhafer and
Azadmanesh 1993, LeBlanc and Koutsoukos 2012, Plun-
kett and Fekete 1998, Vaidya et al. 2012), malicious
agents are allowed not to make any transmissions, which
is often called omissive faults. Hence, the normal agent
i would wait to receive at least di − f values from its
neighbors before making an update. The necessary and
sufficient condition derived in (LeBlanc and Koutsoukos
2012) on the network is (2f+1, f+1)-robustness. Com-
pared to the synchronous case, an extra f is needed be-
cause of the omissive faults, but the analysis remains
mostly the same. It should be noted that omissive faults
can also be tolerated by the MSR-type algorithms of the
paper. The malicious agents knowing that the normal
agents apply the DP-MSR algorithm might attempt to
make this kind of attack to cause lack of information in
step 2. In such cases, if agent i does not receive the in-
formation of mi[k] incoming links at time k, then the
parameter of the asynchronous DP-MSR for that agent
can be changed from 2f to 2(f −mi[k]).
Furthermore, the DP-MSR algorithms for f -total ma-
licious models are resilient against another type of at-
tacks studied in (Feng et al. 2016). There, the attackers
can create extra links in the networks, but adding links
does not change the value of f of the networks. In con-
trast, in the case with the f -local model, the situation is
slightly different. Adding a link might increase the num-
ber of malicious neighbors for some normal agents. Ac-
cordingly, the agents must be aware of the created links
so as to remove them along with the edges ignored in
step 2 of DP-MSR.
Finally, we discuss the two versions of consensus prob-
lems for second-order agent networks. In this paper, we
have considered the case where all normal agents agree
on their positions and then stop. The other version is
where normal agents aim at agreeing on both their po-
sitions and velocities, so they may be moving together
at the end (Liu and Liu 2012, Ren and Cao 2011, Yu et
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Fig. 4. Time responses for the conventional algorithm over
a (2,2)-robust graph.
al. 2013). This can be realized via the control law
ui[k] =
∑
j∈Ni
aij [k]
[
(xˆj [k]− xˆi[k]) + α(vj [k]− vi[k])
]
.
This version of consensus is difficult to deal with based
on MSR-type algorithms when malicious agents are
present. We may extend them so that not only the
positions but also the velocities of extreme values are
ignored at the time of updates. It is however hard to pre-
vent situations, for example, where the normal agents
follow a malicious agent which moves away from them
at a “gentle” speed within the normal range; it seems
unreasonable to call such a situation to be resilient.
5 Numerical Example
Consider the network of five agents in Fig. 1. As men-
tioned earlier, this graph is (2, 2)-robust. One of the
agents is set to be malicious. The bound on the number
of malicious agents is fixed at f = 1. We use the sam-
pling period as T = 0.3 and the parameter as α = 3.67.
Synchronous Network. First, we carried out simulations
for the synchronous case. The initial states were chosen
as
[
xˆT [0] vT [0]
]
=
[
10 4 2.5 1 8 0 −6 −5 1 4]. Agent 1 is
set to be malicious and stays at its initial position 10. By
(10), the safety interval is S = [0.19, 8.54]. Fig. 4 shows
the time responses of their positions with the conven-
tional control from (Ren and Cao 2011) where in (2), all
aij [k] are constant based on the original graph G. The
normal agents achieve agreement, but by following the
malicious agent. Thus, the safety condition is not met.
Next, we applied the DP-MSR algorithm and the results
are given in Fig. 5. This time, the normal agents are not
affected by the malicious agent 1 and achieve consensus
inside the safety region S, confirming Theorem 3.3. In
the third simulation, we modified the network in Fig. 1
by removing the edge (2, 5) and ran the DP-MSR algo-
rithm. The graph is in fact no longer (2, 2)-robust. We
see from Fig. 6 that consensus is not attained. In fact,
agent 5 cannot make any updates because it has only
two neighbors after the removal of the edge.
Asynchronous Delayed Network. Next, we examined the
partially asynchronous delayed version of the protocol.
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Fig. 5. Time responses for the synchronous DP-MSR algo-
rithm over a (2,2)-robust graph.
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Fig. 6. Time responses for the synchronous DP-MSR algo-
rithm over a non-robust graph.
This time, agent 4 is chosen to be malicious. Here, the
normal agents make updates periodically with period 12,
but at different timings: Agents 1, 2, 3, and 5 update at
time steps k = 12`+6, 12`+9, 12`+11, 12`+4 for ` ∈ Z+,
respectively. We assume that at these time steps, there
is no delay for their updates. Since the normal agents
do not receive new data at other times, we have τ = 11.
By this setting, each agent deals with nonuniform time-
varying delays. The initial states of the agents are given
by
[
xˆT [0] vT [0]
]
=
[
4 10 8 9 1 0 −1 −1 4 3]. The safety
interval in (20) becomes Sτ = [0.865, 10.54]. In this case,
the malicious agent 4 can move so that each normal agent
sees it at different locations. We set its control as u4[k] =
((−1)k/T 2) (−40T + 14(2k + 1)), which makes agent 4
oscillate as xˆ4[2k] = 2 and xˆ4[2k + 1] = 9, k ≥ 0.
In Fig. 7, the time responses of the positions of nor-
mal agents are presented. Though the underlying net-
work is (2, 2)-robust, as the necessary condition in The-
orem 4.2, the normal agents do not come to consensus.
This is an interesting situation since the asynchronous
DP-MSR cannot prevent the normal agents from being
deceived by the malicious agent. Fig. 7 indicates that in
fact agents 2 and 3 stay around xˆi = 9 while agents 1
and 5 remain around xˆi = 3.7. So the agents are divided
into two groups and settled at different positions because
of the malicious behavior of agent 4, appearing at two
different positions. Finally, we modified the graph to be
complete, which is the only 3-robust graph with 5 nodes.
The responses in Fig. 8 verify the sufficient condition of
Theorem 4.2 for the partially asynchronous setting.
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Fig. 7. Time responses for the asynchronous DP-MSR algo-
rithm over a (2,2)-robust graph.
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Fig. 8. Time responses for the asynchronous DP-MSR algo-
rithm over a 3-robust graph.
6 Conclusion
We have studied resilient consensus problems for a net-
work of agents with second-order dynamics, where the
maximum number of faulty agents in the network is
known. We have proposed MSR-type algorithms for
the normal agents to reach consensus under both syn-
chronous updates and partially asynchronous updates
with bounded delays. Topological conditions in terms
of robust graphs have been developed. Various com-
parisons have been made with related results in the
literature of computer science. In future research, we
will consider using randomization in updates to relax
the robustness conditions (see (Dibaji et al. 2016)).
References
Azadmanesh, M. H. and R. M. Kieckhafer (2002). Asynchronous
approximate agreement in partially connected networks. Int.
J. Parallel and Distributed Systems and Networks 5, 26–34.
Azevedo, M. M. and D. M. Blough (1998). Multistep interactive
convergence: An efficient approach to the fault-tolerant
clock synchronization of large multicomputers. IEEE Trans.
Parallel and Distributed Systems 9, 1195–1212.
Bertsekas, D. P. and J. N. Tsitsiklis (1989). Parallel and
Distributed Computation: Numerical Methods. Prentice Hall.
Bouzid, Z., M. G. Potop-Butucaru and S. Tixeuil (2010). Optimal
Byzantine-resilient convergence in uni-dimensional robot
networks. Theoretical Computer Science 411, 3154–3168.
Cao, M., A. S. Morse and B. D. O. Anderson (2008). Reaching
a consensus in a dynamically changing environment: A
graphical approach. SIAM J. Contr. Optim. 47, 575–600.
Dibaji, S. M. and H. Ishii (2015a). Consensus of second-order
multi-agent systems in the presence of locally bounded faults.
Systems & Control Letters 79, 23–29.
14
Dibaji, S. M. and H. Ishii (2015b). Resilient consensus of second-
order agent networks: Asynchronous update rules over robust
graphs. In: Proc. American Control Conf. pp. 1451–1456.
Dibaji, S. M. and H. Ishii (2015c). Resilient consensus of double-
integrator multi-agent networks with communication delays.
In: Proc. 54th IEEE Conf. on Decision and Control. pp. 4290–
4295.
Dibaji, S. M. and H. Ishii (2015d). Resilient multi-agent consensus
with asynchrony and delayed information. In: Proc. 5th
IFAC Workshop on Distributed Estimation and Control in
Networked Systems. pp. 28–33.
Dibaji, S. M., H. Ishii and R. Tempo (2016). Resilient randomized
quantized consensus. In: Proc. American Control Conf.
pp. 5118–5123.
Feng, Z., G. Hu and G. Wen (2016). Distributed consensus
tracking for multi-agent systems under two types of attacks.
Int. J. Robust & Nonlinear Control 26, 896–918.
Gao, Y. and L. Wang (2010). Consensus of multiple double-
integrator agents with intermittent measurement. Int. J.
Robust & Nonlinear Control 20, 1140–1155.
Khanafer, A., B. Touri and T. Bas¸ar (2012). Consensus in the
presence of an adversary. In: Proc. 3rd IFAC Workshop on
Distributed Estimation and Control in Networked Systems.
pp. 276–281.
Kieckhafer, R. M. and M. H. Azadmanesh (1993). Low cost
approximate agreement in partially connected networks. J.
Computing & Inform. 3, 53–85.
LeBlanc, H. J. (2012). Resilient Cooperative Control of Networked
Multi-Agent Systems. PhD thesis. Vanderbilt University.
LeBlanc, H. J. and X. Koutsoukos (2012). Resilient asymptotic
consensus in asynchronous robust networks. In: Proc. 50th
Allerton Conf. on Communication, Control, and Computing.
pp. 1742–1749.
LeBlanc, H. J., H. Zhang, X. Koutsoukos and S. Sundaram (2013).
Resilient asymptotic consensus in robust networks. IEEE J.
Selected Areas in Communications 31, 766–781.
Lin, P. and Y. Jia (2009). Consensus of second-order discrete-
time multi-agent systems with nonuniform time-delays and
dynamically changing topologies. Automatica 45, 2154–2158.
Liu, C.-L. and F. Liu (2012). Dynamical consensus seeking of
second-order multi-agent systems based on delayed state
compensation. Systems & Control Letters 61, 1235–1241.
Lynch, N. A. (1996). Distributed Algorithms. Morgan Kaufmann.
Mesbahi, M. and M. Egerstedt (2010). Graph Theoretic Methods
in Multiagent Networks. Princeton Univ. Press.
Motwani, R. and P. Raghavan (1995). Randomized Algorithms.
Cambridge University Press.
Pasqualetti, F., A. Bicchi and F. Bullo (2012). Consensus
computation in unreliable networks: A system theoretic
approach. IEEE Trans. Autom. Control 57, 90–104.
Plunkett, R. and A. Fekete (1998). Optimal approximate
agreement with omission faults. In: Proc. Int. Symp. on
Algorithms & Computation. pp. 468–475.
Qin, J. and H. Gao (2012). A sufficient condition for convergence
of sampled-data consensus for double-integrator dynamics
with nonuniform and time-varying communication delays.
IEEE Trans. Autom. Control 57, 2417–2422.
Qin, J., C. Yu and S. Hirche (2012). Stationary consensus
of asynchronous discrete-time second-order multi-agent
systems under switching topology. IEEE Trans. Industrial
Informatics 8, 986–994.
Ren, W. (2008). On consensus algorithms for double-integrator
dynamics. IEEE Trans. Autom. Control 53, 1503–1509.
Ren, W. and Y. Cao (2011). Distributed Coordination of Multi-
agent Networks. Springer.
Sandberg, H., S. Amin and K. H. Johansson (guest eds) (2015).
Special issue on cyberphysical security in networked control
systems. IEEE Control Syst. Mag.
Shames, I., A. M. H. Teixeira, H. Sandberg and K. H. Johansson
(2011). Distributed fault detection for interconnected second-
order systems. Automatica 47, 2757–2764.
Su, Y., A. Bhaya, E. Kaszkurewicz and V. S. Kozyakin
(1998). Further results on convergence of asynchronous linear
iterations. Linear Algebra and its Applications 281, 11–24.
Sundaram, S. and C. N. Hadjicostis (2011). Distributed function
calculation via linear iterative strategies in the presence of
malicious agents. IEEE Trans. Autom. Control 56, 1495–
1508.
Tempo, R. and H. Ishii (2007). Monte Carlo and Las
Vegas randomized algorithms for systems and control: An
introduction. European J. Control 13, 189–203.
Vaidya, N. H., L. Tseng and G. Liang (2012). Iterative
approximate Byzantine consensus in arbitrary directed
graphs. In: Proc. ACM Symp. on Principles of Distributed
Computing. pp. 365–374.
Xiao, F. and L. Wang (2006). State consensus for multi-agent
systems with switching topologies and time-varying delays.
Int. J. Control 79, 1277–1284.
Yu, W., L. Zhou, X. Yu, J. Lu¨ and R Lu (2013). Consensus
in multi-agent systems with second-order dynamics and
sampled data. IEEE Trans. Indust. Inform. 9, 2137–2146.
Zhang, H., E. Fata and S. Sundaram (2015). A notion of
robustness in complex networks. IEEE Trans. Control of
Network Systems 2, 310–320.
15
