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Chapter 1
Introduction
This thesis discusses a vortex rectification effect and Nernst effects observed in
the vortex liquid phase of a weak-pinning superconducting alloy Mo-Ge. The aim is
to (i) extend the concept of nonreciprocal transport and rectification to carriers with
long propagation length by an experimental demonstration of vortex rectification
in a fully-symmetric superconductor with asymmetric boundaries, (ii) decribe the
character of vortex transport in a direction perpendicular to a superconductor film by
means of a Nernst effect. In this first Chapter, we overview rectification in electronic
systems and in superconducting vortex systems, basic concepts of vortex transport,
as well as Nernst effects in superconductors, to an extent which is necessary for an
understanding of the following chapters. The chapter closes with a description of
the outline of the thesis.
1.1 Preface: Rectification effects in electronic sys-
tems and superconducting vortex systems
Rectification is the phenomenon of converting an a.c. current to a d.c. output
and can manifest itself as a non-zero d.c. voltage that appears even if a zero-average
a.c. excitation is applied to the system. A typical rectifier is a diode, which is
typically composed of a type p and a type n semiconductor to form a junction [1].
The resistance R of a rectifier differs depending on the direction of the current
I, R(I) 6= R(−I), and such nonreciprocity in electric transport can convert a.c.
currents to a d.c. output.
Nonreciprocal electric transport has been attracting a lot interest in electronic
systems. A manifestation of nonreciprocal electric transport is nonlinear nonre-
ciprocity characterized by a resistivity ρ which includes a term linear in I, that is,
ρ ∼ ρ0 + ∆2fI, where ∆2f is a coefficient expressing the degree of nonreciprocity.
Such nonreciprocity has been observed in materials with noncentrosymmetric crys-
tal structure [2–7], and junction systems consisting of a ferromagnet and a normal
1
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metal [8] or at interfaces of topological insulators [9]. In terms of symmetry re-
quirements, the necessary and sufficient conditions for nonlinear nonreciprocity are
broken spatial inversion symmetry, and broken or un-broken time-reversal symme-
try [10,11]. An example of nonlinear nonreciprocity which arises when both spatial
and time-reversal symmetry are broken, is the electrical magnetochiral effect in ma-
terials with chiral crystalline structure [2, 3, 12, 13]. Here, the resistivity contains
a term that is linear in the product of current I and magnetic field B, that is,
ρ ∝ I · B. Another such example is magnetochiral anisotropy in materials with
polar crystalline symmetry, where a resistivity term linear in current arises from the
cross-product of magnetic field B and polarization P , that is, ρ ∝ (P×B) · I [4]. It
should be noted that this magnetic field B is not only limited to external magnetic
fields but may also result from a bulk magnetization. When the spatial inversion
symmetry is broken but the time-reversal symmetry is un-broken, the system can
still exhibit nonlinear nonreciprocity if the form of the current I is determined not
only by the symmetry of the energy bands, but also by the symmetry of the elec-
tron wave function. One typical example is the p-n junction; shift current in polar
insulators and nonlinear Hall effect arise in systems with similar symmetries [10].
In electron systems, then, a necessary condition for the observation of nonlinear
nonreciprocal resistivity is spatial symmetry breaking. In order for the electron
wave function to feel the spatial asymmetry of the potential, the length scale of
the spatial asymmetry has to be shorter than the coherence length of the electron
wave function. Due to the short coherence length of electrons [14, 15], this imposes
a strict condition on the spatial symmetry breaking to be at atomic scale, which
can be realized by specific crystalline symmetries or artificial interfaces. In order
to increase the length scale of spatial asymmetry while preserving nonreciprocity,
carriers with longer coherence length are necessary.
Type-II superconductors have a unique carrier with long propagation length: a
superconducting vortex. A vortex is a local suppression of the superconducting or-
der parameter [16], characterized by a normal core penetrated by a flux quantum
Φ0 = h/2e. A vortex has a winding of the phase of the superconducting order
parameter 2π around the core, and a circulating supercurrent associated with the
phase gradient. A non-zero phase winding in the bulk of superconductor cannot be
created by a continuous change of the order parameter; a vortex can enter or exit
the superconductor only at the edges [17]. This topological property of the vortex
guarantees that vortex flow in the bulk is a conserved quantity. Therefore, imposing
asymmetric conditions on the boundaries of the superconducting specimen leads to
an asymmetric vortex nucleation process, and under a driving force, may results
into a nonreciprocal vortex flow depending on the direction of the driving force.
Consequently, the response of such vortex system in an asymmetric external envi-
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ronment to an alternating driving force will be a net flow of vortices in a preferential
direction. This is the essence of a topological rectification of superconducting vor-
tices proposed in this work. The rectification property of a superconducting vortex
system can be directly observed in electrical resistance measurements. An electric
current drives the superconducting vortex in the transverse direction, and, a net
motion of vortices induces a transverse electric field [18]. As a result, rectification
and nonreciprocity in vortex flow are manifested as nonreciprocal electric resistivity,
or rectification of a.c. electric currents into d.c. electric fields.
In a superconductor, the appearance of a d.c. voltage in response to an a.c.
current can be a manifestation of vortex rectification, such as a vortex ratchet effect,
where vortices move in a preferential direction under the influence of an a.c. driving
force. In the ratchet effect, a zero-average a.c. driving force gives rise to a net flow
of particles as a result of an interaction with an asymmetric periodic potential [19].
Such ratchet effects have attracted considerable interest in a variety of physical
systems, such as colloids and molecular systems or Josephson systems [20]. The
realization of vortex ratchets in superconductors has been enabled by electron beam
lithography and related fabrication techniques. Patterning the superconductor with
an asymmetric pinning potential leads to a difference in the induced motion of
vortices depending on the direction of the driving electric current, and produces
a d.c. voltage from an a.c. input current. This was first proposed theoretically
[21], and later realized experimentally in superconductors patterned with arrays
of asymmetric pinning centers, such as magnetic dots or anti-dots of triangular
shape [22–25]. Vortex ratchets have been extensively studied mostly by electric
measurements, but a rectified vortex motion has been also directly observed in a
patterned nanoarray in Nb films using Lorentz microscopy [26]. Besides the spatial
asymmetry, using a drive that is asymmetric in time instead of being asymmetric
in space is also a way to realize a vortex ratchet [27]. Electric fields associated with
vortex motion are a source of undesirable noise in superconducting devices. Using
ratchet potentials to expel vortices with an a.c. drive and so reduce vortex density
is attractive from application perspective [25].
From the standpoint of the second law of thermodynamics, it is not possible
to induce a directed motion of particles using equilibrium fluctuations only [19].
However, a directed motion of particles can be realized if the particle is subjected
to an external force with time correlations, such as coloured noise or periodic ex-
citations [19, 20, 28, 29]. Thus, the necessary ingredients for a ratchet are time
correlations, and a periodic potential with broken symmetry.
The topological rectification effect proposed in this work is different from the
existing works on vortex ratchets in that it does not rely on the asymmetry of an ar-
tificially patterned periodic potential, but instead only uses an asymmetric boundary
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condition for a plain bulk superconductor. Asymmetry between the boundaries of
a superconductor can be used to create asymmetric vortex nucleation conditions by
lowering or increasing the nucleation energy barrier by magnetic coupling with the
environment or by the morphology of the surface. Such vortex rectifier, based on an
asymmetric surface barrier for vortex nucleation, has been theoretically proposed
by Vodolazov and Peeters [30], and experimentally realized by controlled surface
morphology in superconducting Al strips [31, 32]. The possibility of vortex rectifi-
cation in plain superconducting films was considered in previous reports of critical
current asymmetry in Pb0.95Tl0.05 alloy [33] and in Pb0.9Bi0.1 alloy [34] and could
be explained by asymmetric surface barriers for vortex nucleation influenced by an
asymmetric bulk pinning. More recent works reported a similar effect in Pb and
Nb films caused by unavoidable small vortex pinning asymmetry [35, 36]. In this
work, different from the existing works, (i) we use a magnetic coupling to induce
an asymmetric vortex nucleation condition facilitated by an in-plane magnetic field
as opposed to the usual perpendicular configuration, (ii) rectification is realized in
the vortex liquid phase of a weak-pinning superconductor, where the pinning in the
bulk is assumed to be negligible and vortex transport is controlled solely by surface
nucleation [37], and (iii) we report generation of d.c. power from environmental
electromagnetic noise based on the topological rectification mechanism.
1.2 Vortex matter in type-II superconductors
1.2.1 Ginzburg-Landau description of superconductivity
A common starting point for discussions on the macroscopic properties of the su-
















where ψ is the superconducting order parameter corresponding to Cooper pairs with
the effective mass m∗ and effective charge 2e. Here, A is the vector potential and µ0
the permitivity of the vacuum. In this section, following Ref. [40], we will summarize
the microscopic derivation of the GL equations,
1
2m∗
(−i~∇− 2eA)2 ψ + β|ψ|2ψ = −αψ, (1.2.2)
J = ∇×H = 2e
2m∗
[ψ∗ (−i~∇− 2eA)ψ + ψ (i~∇− 2eA)ψ∗] . (1.2.3)
by a method first shown by Gorkov [41–43]. The starting point is a Hamiltonian for








dξ′V(| r− r′ |)ψ̂†(ξ)ψ̂†(ξ′)ψ̂(ξ′)ψ̂(ξ), (1.2.4)
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where ψ̂ and ψ̂† are fermionic field operators describing the annihilation and creation
of a particle with position and spin coordinates ξ, and K̂ is the kinetic energy oper-
ator. The GL equations (1.2.2), (1.2.3) are equivalent to the condition of minimized
free energy FGL in Eq. (1.2.1) with respect to ψ and A. The microscopic derivation
outlined below reveals the microscopic interpretation of the parameters ψ, α, β and
m∗. The GL equations will then be used to describe the difference between type-I
and type-II superconductors, and to discuss the appearance of a vortex lattice in
type-II superconductors in Sec. 1.2.2.
The procedure outlined below can be summarized by the following set of approx-
imations and assumptions:
• mean field approximation is employed to estimate the expectation value of
the interaction term ψ̂†ψ̂†ψ̂ψ̂ in terms of two one-particle correlation functions
〈ψ̂†ψ̂†〉〈ψ̂ψ̂〉,
• it is assumed that the scale of spatial change in the system is much larger
than the Fermi length k−1F (i.e. particle wave-length is much shorter than
the characteristic scale of variations in the order parameter: quasi-classical
approximation),
• electron-electron Coulomb scattering (Hartree-Fock potential) is neglected and
it is assumed that the contribution to scattering is only from double-scattering
of electrons at the same impurity,
• it is assumed that the pair potential is isotropic that is, ∆(k) = ∆(k) =∑
k’ Vk,k′〈c−k′↓ck′↑〉, where k = kF, and 〈c−k′↓ck′↑〉 is the BCS mean-field ap-
proximation for creation of electron pairs with momentum and spin coordinates
(−k′, ↓) and (k′, ↑).
Gorkov equations [41,42]
We start by introducing a Heisenberg picture with ”imaginary” time:1
ψ̂1(ξ1, τ1) ≡ eτ1Ĥψ̂(ξ1)e−τ1Ĥ (1.2.5)
ψ̂2(ξ1, τ1) ≡ eτ1Ĥψ̂†(ξ1)e−τ1Ĥ (1.2.6)
Here, ψ̂(ξ1) and ψ̂
†(ξ1) are fermionic field operators describing the annihilation and
creation of a particle with position and spin coordinates ξ1 = r1α1.
2 In the nota-
tion of (1.2.5) and (1.2.6), the indices of the field operator ψ are interpreted as 1:
1This allows us to treat the time development operator Û(t) = exp(−iĤt) and the density
operator ρ̂ = exp(−βĤ)/Z on the same footing.
2{ψ̂(ξ), ψ̂†(ξ′)} = δ(ξ, ξ′), {ψ̂(ξ), ψ̂(ξ′)} = {ψ̂†(ξ), ψ̂†(ξ′)} = 0
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annihilation, 2: creation. To shorten the coordinate notation, the notation 1 ≡ ξ1τ1
is used. The following correlation functions are defined,3,4
Gij(1, 2) ≡ −θ(τ1 − τ2)〈ψ̂i(1)ψ̂3−j(2)〉+ θ(τ2 − τ1)〈ψ̂3−j(2)ψ̂i(1)〉 (1.2.7)
≡ −〈T̂τ ψ̂i(1)ψ̂3−j(2)〉. (1.2.8)
The second equality gives a definition of the operator T̂τ . The functions G11 and
G12 are explicitly
G11(1, 2) = −θ(τ1 − τ2)〈ψ̂1(1)ψ̂2(2)〉+ θ(τ2 − τ1)〈ψ̂2(2)ψ̂1(1)〉, (1.2.9)
G12(1, 2) = −θ(τ1 − τ2)〈ψ̂1(1)ψ̂1(2)〉+ θ(τ2 − τ1)〈ψ̂1(2)ψ̂1(1)〉. (1.2.10)

















Here, p̂i is the momentum operator, Ai ≡ A(ri) is the vector potential for i = 1, 2,
and µ is the chemical potential. The first term in (1.2.11) is the kinetic energy
and the second term represents the attractive potential between two electrons. The
Gorkov equations can be derived from the ”equations of motion” of the correlation























= −δ1,jδ(1, 2) + K̂1〈T̂τ ψ̂1(1)ψ̂3−j(2)〉
+
∫
dξ′1V(|r1 − r′1|)〈T̂τ ψ̂2(1′)ψ̂1(1′)ψ̂1(1)ψ̂3−j(2)〉. (1.2.16)
Here, mean-field approximation is used to estimate the expectation value of the
interaction term (two-particle correlation function) as a sum of products of two
3The Matsubara Green functions [44].
4Expectation values in the grand-canonical ensemble are used: 〈Ô〉 ≡ Trρ̂Ô.
5Note that 1′ = (ξ′1, τ1) = 1.
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one-particle correlation functions:6,7
〈T̂τ ψ̂2(1′)ψ̂1(1′)ψ̂1(1)ψ̂3−j(2)〉 ≈〈ψ̂2(1′)ψ̂1(1′)〉〈T̂τ ψ̂1(1)ψ̂3−j(2)〉
− 〈ψ̂2(1′)ψ̂1(1)〉〈T̂τ ψ̂1(1′)ψ̂3−j(2)〉
+ 〈ψ̂1(1′)ψ̂1(1)〉〈T̂τ ψ̂2(1′)ψ̂3−j(2)〉 (1.2.17)









By defining the Hartree-Fock potential
UHF ≡ δ(ξ1, ξ2)
∫
dξ3V(|r1 − r3|)ρ(1)(ξ3, ξ3)− V(|r1 − r2|)ρ(1)(ξ1, ξ2), (1.2.19)
and the pair potential
∆(ξ1, ξ2) ≡ −V(|r1 − r2|)ρ̃(1)(ξ1, ξ2), (1.2.20)







dξ′1 [UHF(ξ1, ξ′1)G1j(1′, 2) + ∆(ξ1, ξ′1)G2j(1′, 2)] = δ1jδ(1, 2).
(1.2.21)
Using the Fourier transforms













one can substitute Gij(1, 2) → Gij(ξ1, ξ2, ωn), ∂/∂τ1 → −iωn, δ(1, 2) → δ(ξ1, ξ2) in





dξ′1 [UHF(ξ1, ξ′1)G1j(ξ′1, ξ2, ωn) + ∆(ξ1, ξ′1)G2j(ξ′1, ξ2, ωn)]
= δ1jδ(ξ1, ξ2).
(1.2.24)
These are two of the four Gorkov equations (j = 1, 2). The other two are obtained
by finding ∂G2,j/∂τ1. By defining the matrices
Ĝ(ξ1, ξ2;ωn) ≡
[
G11(ξ1, ξ2;ωn) G12(ξ1, ξ2;ωn)
G21(ξ1, ξ2;ωn) G22(ξ1, ξ2;ωn)
]
, (1.2.25)
6This can be shown to hold in general and exactly for an expectation value of any fermionic
creation/annihilation operators of non-interacting particles in the grand-canonical ensemble and is
known as the Wick theorem.




UHF(ξ1, ξ2) ∆(ξ1, ξ2)









one finally arrives at the Gorkov equations [41,42]:[
iωn − K̂1 0




dξ3ÛBdG(ξ1, ξ3)Ĝ(ξ3, ξ2;ωn) = δ̂(ξ1, ξ2).
(1.2.28)
In this form, the position variable ξj still includes information about spin αj =↑, ↓.
To separate spin, one defines
G11(ξ1, ξ2;ωn) = Gα1,α2(r1, r2;ωn), (1.2.29)
G12(ξ1, ξ2;ωn) = Fα1,α2(r1, r2;ωn), (1.2.30)
G21(ξ1, ξ2;ωn) = −Fα1,α2(r1, r2;ωn), (1.2.31)
G22(ξ1, ξ2;ωn) = −Gα1,α2(r1, r2;ωn), (1.2.32)
and the spin degree of freedom is expressed as a 2× 2 matrix,
G(r1, r2;ωn) ≡
[
G↑↑(r1, r2;ωn) G↑↓(r1, r2;ωn)
G↓↑(r1, r2;ωn) G↓↓(r1, r2;ωn)
]
. (1.2.33)
Then, the problem can be formulated by 4× 4 matrices,
Ĝ(r1, r2;ωn) ≡
[
G(r1, r2;ωn) F (r1, r2;ωn)





UHF(r1, r2) ∆(r1, r2)









where σ0 and 0 are a 2× 2 unit matrix and a zero matrix, respectively. The Gorkov
equations in 4× 4 formalism are[
(iωn − K̂1)σ0 0




dr3ÛBdG(r1, r3)Ĝ(r3, r2;ωn) = δ̂(r1, r2).
(1.2.37)
Eilenberger equations [45]
Simplifying the Gorkov equations by getting rid of one variable leads to the





, r12 ≡ r1 − r2. (1.2.38)
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which corresponds to a transformation into the momentum space. However, by using
the simple transform in Eq. (1.2.39), the Gauge symmetry of Eqs. (1.2.37) is not
preserved.8 A transform that preserves the Gauge symmetry is
G(ωn,k, r12) =
∫














A(s) · ds, (1.2.41)
and s is a straight-line path from r1 to r2. Applying this transform to the Gorkov
equations, one obtains(iωn − ξk + i~2k2m · ∂)σ0 0
0
(







−ÛBdG(k, r12)Ĝ(ωn,k, r12) = 1̂, (1.2.42)
where ξk = ~2k2/(2m)− µ, 1̂ is 4× 4 unit matrix, and
∂ ≡

∇ on G or G
∇− i2e~ A(r) on F
∇ + i2e~ A(r) on F
∗.
(1.2.43)
The second order term O(∂2) was neglected which is a reasonable approximation
when the scale of the spatial change of the system is much larger than the Fermi
wavelength k−1F . Eq. (1.2.42) is the ”left Gorkov equation”. The ”right Gorkov
equation” is obtained by forming the Hermitian conjugate of Eq. (1.2.42) (and
using a few symmetry properties of the matrix operators):9
Ĝ(ωn,k, r12)
(iωn − ξk − i~2k2m · ∂)σ0 0
0
(







−Ĝ(ωn,k, r12)ÛBdG(k, r12) = 1̂, (1.2.44)
By applying Ĝ(ωn,k, r12) to the left Gorkov equations (1.2.42) from the right, and
to the right Gorkov equations (1.2.44) from the left, and subtracting these two, ξk
8 Gauge symmetry can be verified by performing the Gauge transformation A(r1) = A
′(r1) +
∇1χ(r1), ψ̂1(1) = ψ̂′1(1)eieχ(r1)/~, ψ̂2(1) = ψ̂′2(1)e−ieχ(r1)/~. The form of the Gorkov equations
(1.2.37) is unchanged by the transformation.
9Operator ∂ acts here on the Ĝ to the left.
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is eliminated. To eliminate the k dependence, quasi-classical Green functions are
introduced, where it is assumed that the energy spectrum is continuous:10








g(ωn,kF, r) −if (ωn,kF, r)
−if ∗(ωn,−kF, r) −g∗(ωn,−kF, r)
]
. (1.2.46)
Then, by subtraction of the left and right Gorkov equations (1.2.42), (1.2.44), one
obtains the Eilenberger equations [45,46]11[
iωnσ̂z − ÛBdG(kF, r)σ̂z, ĝ(ωn,kF, r)
]
+ i~vF · ∂ĝ(ωn,kF, r) = 0̂. (1.2.47)
The k dependence of ÛBdG(k, r) and ~2k/m is assumed to be negligible and they
are approximated by ÛBdG(kF, r) and ~vF, respectively. By subtracting the left
and right Gorkov equations, the parameter on the right-hand side is cancelled out.
Therefore, one needs to supply a normalization condition for ĝ, which is12
[ĝ(ωn,kF, r)]
2 = 1̂. (1.2.48)
Ginzburg-Landau (GL) equations
The GL equations are obtained by imposing a further simplification on the Eilen-
berger equations. From the normalization condition (1.2.48),
g(ωn,kF, r) = sgn(ωn)
[
σ0 − f(ωn,kF, r)f †(−ωn,kF , r)
]1/2
. (1.2.49)
This means that it suffices to solve the (1,2) element of the 2× 2 Eilenberger equa-
tions. Impurity scattering with relaxation time τ is considered, such that the impu-
rity self-energy is13,14




which is incorporated as ÛBdG → ÛBdG + σ̂imp. The Hartree-Fock potential (electron-
electron Coulomb scattering) is assumed to be negligible for simplicity, UHF → 0





. In addition, P stands for
principal part.
11 [Â, B̂] ≡ ÂB̂ − B̂Â is the exchange operator.
12 From (1.2.47), i~vF ·∂ĝ2 = −
[
iωnσ̂z − ÛBdGσ̂z, ĝ2
]
= 0 if ĝ2 = 1, which leads to ĝ2 = 1 valid
in the whole space. This can be shown to hold at least for s-wave superconductors.





ik·(r1−r2). The self energy
considered is a contribution from double scattering of electrons at the same impurity,
∑
a Uimp(r1−
ra)σ̂zĜ(r1, r2;ωn)σ̂zUimp(r2 − ra).
14〈...〉F denotes the average over the Fermi surface.
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(weak-coupling limit). Then, the relevant part of the Eilenberger equations (1.2.47)
is






f = ∆g∗ + g∆ +

































On the other hand, the self-consistent equation for the pair potential, which is












− 〈f(ωn,kF , r)〉F
]
= 0. (1.2.55)
Considering the relation between the pair potential and the Green function f in Eq.
(1.2.55), as well as the scalar form of the pair potential in Eq. (1.2.52), one can
write
f(ωn,kF, r) = f(ωn,kF, r)iσ̂y. (1.2.56)
Equations (1.2.52) and (1.2.56) mean that the functions to deal with are simplified
to scalar functions ∆(r) andf(ωn,kF, r), and the equation to solve is
2ωnf + ~vF · ∂f = 2∆g +
~
τ
(g〈f〉F − f〈g〉F) . (1.2.57)

























and ~vF · ∂/ωn ∝ O(∆) is assumed to find f (ν), g(ν) to the first three orders (ν =
1, 2, 3). These are then inserted into the equation for the pair potential (1.2.55),
which becomes
a2∆(r) + a4|∆(r)|2∆(r)− b2∂2∆(r) = 0, (1.2.59)
with the following parameters [40,43]

















(2n+ 1)2 (|2n+ 1|+ ~/(2πkBTcτ))
. (1.2.63)
Eq. (1.2.59) is one of the two GL equations. Parameters a2 and a4 do not depend
on the relaxation time τ . This means that uniform superconductors, where the spa-
tial change of the pair potential ∂∆(r) is negligible, are not affected by impurity
scattering. In ”clean” superconductors τ → ∞ leading to χ = 1. With increas-
ing impurity scattering (decreasing τ , “dirty” superconductors) the χ parameter
decreases, allowing larger spatial variation of ∆(r) in Eq. (1.2.59).
Finally, the second GL equation is obtained by inserting the solutions of the
Eilenberger eq. (1.2.57), g(ν) (ν = 1, 2, 3), into the Maxwell equation,17













which is the other of the two GL equations [Eqs. (1.2.59) and (1.2.66)]. These





























(p̂1 − eA1) + (−p̂2 − eA2)
2m∗
ρ(1)(ξ1, ξ2)|ξ1=ξ2
An expression in terms of Green functions is obtained by using ρ(1)(ξ1, ξ2) = G11(ξ1, ξ2; 0).
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obeys the minimizing conditions δFGL/δA(r) = 0 and δFGL/δ∆(r). The phe-















Possible microscopic interpretation of the GL free energy expression




k′ Vk,k′〈c−k′↓ck′↑〉 ∼ V〈cc〉 corresponds to
the electron-pair condensation probability amplitude, which is proportional to the
pair condensation energy at position r. The superconducting transition itself is a
Bose-Einstein condensation of bosons (electron pairs), with the annihilation operator
b ≡ cc. Then |∆|2 corresponds to the local density of bosons. The fourth term in
FGL is just the energy of the magnetic field. The third term in FGL is the kinetic
energy of the bosons. The second term is the boson interaction term, ∝ b†b†bb. The
first term is not so straightforward. If there was no interaction between bosons,
the system would condensate into a single-boson ground state wave function ψ0(r).
When boson interaction is turned on, we assume that the interacting ground state is
still Bose-condensed and approximate it by placing all bosons in a state ψ(r) which
has to be optimized variationally. The bosons have a chemical potential, which
is a Lagrange multiplier to control the final number of bosons, Nb ∝ |∆|2, in the
minimization. Therefore, the first term can be viewed as a combination of the true
potential (pair potential) and the chemical potential of the bosons.
1.2.2 Phase diagram
In this section, we consider the B−T phase diagram of superconductivity based
on the GL theory in Sec. 1.2.1.
We start by rewriting the GL equations (1.2.59) and (1.2.66),





















[ψ∗ (−i~∇− 2eA)ψ + ψ (i~∇− 2eA)ψ∗] , (1.2.71)
using the relations in (1.2.68). Since this current is obtained by minimization of FGL
with respect to δA, it is an equilibrium current and is, therefore, non-dissipative.
When no spatial change in ∆ is allowed and there is zero magnetic field, eq.




−a2/a4. In such situation, the supercurrent from Eq. (1.2.71) is zero. On
the other hand, if a magnetic field (A 6= 0) is applied to a superconductor with such
spatially uniform order parameter, the GL equation (1.2.70) can be written as
∇×∇×B + 1
λL
B = 0 (1.2.72)
where the parameter
λ2L ≡ ~2a4/(−8µ0b2a2e2) (1.2.73)
is a definition of the London penetration depth, and∇×A = B. Equation (1.2.72) is
the London equation [18], and describes the magnetic field in a superconductor with
spatially constant order parameter. If we consider that the magnetic field strength
H component parallel to a superconductor/vacuum interface has to be continuous,
the magnetic field in a superconductor is found as
HM(x) = H0e
−y/λL (1.2.74)
where y is the distance from the surface plane and H0 is the externally applied
magnetic field. Thus, the London penetration depth λL is the length scale over
which an external magnetic field can penetrate into a superconductor, and magnetic
field is expelled from the interior of the superconductor. This observation is the
Meissner effect; HM is the Meissner field.
Magnetic field can be increased only up to a certain limit before the supercon-
ducting state vanishes. If the spatially uniform order parameter is ∆0 =
√
−a2/a4,
from (1.2.67) we find that the free energy gain associated with this superconducting
condensation is F
(eq)
sn /V = −a22/(2a4). The superconducting state is destroyed by
applying an external field Hc such that F
(eq)





















The physical reason for a breakdown of superconductivity at Hc is that under in-
creased magnetic fields, the energy loss due to kinetic energy associated with su-
percurrents (1.2.71) is larger than the energy gain associated with condensation of
electrons under the attractive potential. A superconducting state characterized by
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Figure 1.1: Superconducting phase diagram of (a) a type-I superconductor, and
(b) a type-II superconductor.
a spatially uniform order parameter and the Meissner effect is referred to as type-I
superconductivity, and the phase diagram is shown in Fig. 1.1(a).
However, close to the superconducting transition where |∆|2∆ ≈ 0 and in zero
magnetic field (A = 0), eq. (1.2.69) becomes a2∆ − b2∇2∆ = 0. That means that
a spatial change in the order parameter ∆ is restored over the distance of coherence
length ξ =
√
b2/(−a2) [Eq. (1.2.77)]. We can see how the superconducting state
can benefit from a spatial modulation of the order parameter ∆ by rewriting the
free energy (1.2.67) at zero magnetic field (A=0),











In uniform case, the second term is zero. The |∆|2 term has a large negative value,
to compensate for the positive |∆|4 term. When spatial modulation is turned on,
the second (negative) term always helps to minimize energy. However, spatial mod-
ulation causes a decrease of the first term |∆|2, compared to the uniform case. Thus,
spatial modulation is only favourable when it happens over a small distance (small
ξ), so that the second term is large, while the decrease in the first term does not
cost too much. As will be shown below, spatially modulated superconductivity can





Therefore, the condition for observation of a spatially modulated order parameter
is Hc2 ≥ Hc, which is equivalent to the condition ξ/λL ≤ 1/
√
2. Such supercon-
ductors are referred to as type-II superconductors. For type-I superconductors with
ξ/λL > 1/
√
2, the order parameter amplitude is spatially uniform in the entire su-
perconducting phase, up the thermodynamic critical field Hc in (1.2.75), where the
superconducting order parameter becomes zero.
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The B−T phase diagram is more complex in type-II superconductors which allow
spatial variation of the superconducting order parameter amplitude [Fig. 1.1(b)].
We will consider a solution of the GL equation (1.2.69) close to the superconducting
transition where |∆|4 ≈ 0 [47]. We consider that the magnetic field is applied along
the z-axis, and that the order parameter has translational symmetry along the z-
axis. Thus, we only need to be concerned with the superconducting order parameter
amplitude in the xy-plane. Also, we choose a convenient gauge for magnetic field
applied along the z-axis,
A = (0, µ0Hx, 0). (1.2.80)


































In fact, this is the Schrödinger equation for a charged particle in a magnetic field
[47, 48]. The charge of the particle is 2e.18 We can recollect from Sec. 1.2.1 that
the GL equation itself takes on the form given by (1.2.69) because it was found
as a self-consistent equation in the mean-field approximation of the Hamiltonian
(1.2.11), for the expectation value of an electron pair annihilation operator 〈cc〉. By
analogy, the kinetic term in (1.2.82) is a kinetic energy 〈Hkin〉 of an electron pair in
a magnetic field, which is the charged particle.
To solve (1.2.82), we separate the x and y variables,












k = 0, (1.2.84)





















18The mass of the particle was not specified here.
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Thus, in (1.2.85) the problem was reformulated as a Schrödinger equation for a






with n being a positive integer. The value of E for the desired solution is already
given by (1.2.87). So if E matches one of the harmonic oscillator energy levels, ∆
will have a non-trivial solution. Since ω0 ∝ H, the energy level separation increases
with increasing field. The highest magnetic field at which equation (1.2.81) still
has a non-zero ∆ solution, is when E = 1
2
~ω0 (oscillator ground state). From Eqs.





which was already defined in (1.2.79). Using the harmonic-oscillator ground state
wave function, the lowest-level solution at Hc2 will be a Gaussian [47,48]





























is the magnetic length of a particle with charge 2e in magnetic field H.19






does not depend on k. Therefore, the ground state is a linear combination of all
possible k states (1.2.92). To stabilize a solution with a certain set of k states, one
has to look at H < Hc2 where the fourth order term |∆|4 becomes nonzero, i.e. the
GL equation (1.2.69) takes its full form with the non-linear term:






∆(r) = 0 (1.2.69)
One can make the plausible assumption that if some spatially varying order param-
eter structure forms below Hc2, it will be periodic with a period 2π/q. That is, some
19lM is the smallest radius of a charged particle orbit in magnetic field, as allowed by the
uncertainty principle ∆x∆p ≥ ~/2. In this case, it is then the radius of the Cooper pair orbit.
When H = Hc2, it is equal to the coherence length, lM = ξ.
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wave vector q will be selected for energetic reasons. It is also true that the wave
functions (1.2.92) minimize the kinetic energy term 〈Hkin〉, and are normalized, that
is,
∫
d3r|∆|2 = ∆20. In other words, the wave functions (1.2.92) are all degenerate
at the level of the quadratic GL free energy, FGL =
∫
d3r|∆|2 + 〈Hkin〉. The term

















Since 〈Hkin〉 is already minimized by the function (1.2.94), Cn and q are chosen so











































































Minimizing s will minimize FGL(eq). The parameter s depends on Cn and q.
20Not all values of n are allowed. The center orbit qnl2M should be inside the sample:
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The wave function (1.2.94) has a y-period y0 = 2π/q, and will be periodic in
x-direction as well if Cn+p = Cn for some p so that:
∆
(
x+ pql2M , y
)
= eipqy∆(x, y). (1.2.102)







Demanding y0 = x0 would lead to a square-lattice solution [47,50,51]. However, the
lowest energy solution is obtained for a triangular lattice described by [52,53]
Cn = 1/
√
nmax (for n even), (1.2.104)
Cn = i/
√





A hexagonal close-packed structure is the periodic structure with the highest density
of atoms (or unit cells) per unit area [54]. Thus the triangular lattice solution given
by the parameters (1.2.104), (1.2.105), and (1.2.106) offers the largest “amount” of
spatial variation of the superconducting order parameter at a fixed area and leads
to a minimization of the GL free energy (1.2.1).
The unit cell area of this triangular lattice is











According to the GL equation (1.2.70), a spatial variation in ∆ ≡ |∆|eiθ is asso-
ciated with a supercurrent, JS = rot B/µ0. The boundary of each unit cell is an
equipotential line in |∆|, meaning that only the phase θ is varying along the bound-
ary. Thus, from Eq. (1.2.70), a supercurrent is circulating around the unit cell.
The system consists of many unit cells with currents circulating in the same sense.
Therefore, the supercurrent at the boundary of each unit cell is eventually cancelled
out, JS = 0. This means from Eq. (1.2.70) that ∇θ − 2e~ A = 0, and∮
∇θ · dl = 2π. (1.2.108)
The integral above is over a gradient of a scalar function, so fixing one point of the
loop in the unit cell and choosing any path should always give the same result. If the
superconducting phase was continuous all over the unit cell, one could eventually
decrease the path up to an infinitesimal length (“point-like path”) and the phase
difference would be still 2π. The only way out of this contradiction is to have a zero
of the order parameter ∆ inside the unit cell - a vortex core. The magnetic field
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in the normal core of the vortex is equal to the external field H. Therefore, the





which is exactly one flux quantum. The lattice solution obtained is a triangular
lattice of flux quanta Φ0 penetrating the superconductor - the Abrikosov flux lattice
[50].
With this result, we return to a description of the superconducting phase diagram
for type-II superconductors in Fig. 1.1(b). Superconductivity can survive up to a
field Hc2 =
√
2κHc by allowing spatial variation of the order parameter ψ. Here, κ is
the GL parameter κ ≡ λL/ξ, where λL is the magnetic penetration depth, and ξ the
coherence length. In type-I superconductors (κ = λL/ξ < 1/
√
2), spatial variation
of the order parameter is zero and the magnetic field is totally excluded up to Hc
in Eq. (1.2.75) [Meissner state, Fig. 1.1(a)]. In contrast, there is usually a much
narrower Meissner phase in type-II superconductors (κ = λ/ξ > 1/
√
2) up to a
certain field Hc1 [Eq. (1.2.129) in Sec. 1.2.4], after which magnetic field starts to
penetrate the superconductor in the form of vortices with quantized magnetic flux
Φ0 = h/2e (mixed state). For high-κ materials, the relation Hc2 = 2κ
2Hc1/ lnκ [see
Eqs. (1.2.90) and (1.2.129)], shows that the regime of vortex penetration is large
and covers most of the experimentally accessible field range [Fig. 1.1(b)] [49]. In
real materials the vortex lattice is pinned by the morphology of the superconductor,
and the resistance is zero as the vortices are static (vortex lattice or solid). Upon
approachingHc2, the lattice or solid might become softer due to thermal fluctuations.
Then vortices may become mobile (vortex liquid, Sec. 1.2.7), leading to non-zero
resistance even in the superconducting state (flux flow resistivity, Sec. 1.2.6).
1.2.3 Topological properties of a superconducting vortex
A closed line integral of Eq. (1.2.3) along a loop C (enclosing a surface S) deep






JS · dl +
∫
S




∇θ · dl. (1.2.110)
We have assumed that ψ = ψeiθ, where ∆ =
√
(−a2/a4), and the relation between
ψ and ∆ is given by (1.2.68), and we have used the definition of λL in (1.2.73).
Quantization of the total magnetic flux enclosed by C comes from demanding that
the phase θ of ψ is uniquely determined at each point of space, thus, it can only differ
by an integral multiple n of 2π by encircling a closed loop. This relation (1.2.110)
tells us that if there is a single twist in the phase θ around the loop C, a magnetic
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Figure 1.2: Integration over a closed loop C in a superconductor, where C encloses
(a) a simply connected region, (b) a multiply connected region. Shaded area denotes
the superconducting region, white area denotes the non-superconducting region.
flux Φ0 = h/2e is present inside the loop.
21 For a simply connected superconducting
region [Fig. 1.2(a)], the condition (1.2.110) holds for every contour C, no matter
how small. As the contour shrinks to zero, both integrals on the left-hand side
vanish and n = 0. For a multiply connected region [Fig. 1.2(b)], the contour C
can only be shrunk to the contour outlining the normal region. Hence, the integrals
need not vanish, and the number of phase twists n is a nonzero integer.
From the consideration above we can see that a vortex is an example of a topo-
logical defect [17]. Its existence can be inferred from a measurement along a loop
encircling the vortex without probing the region in the vortex core. The number
of phase twists around a vortex core in the counter-clockwise direction defines its
topological charge. A single flux quantum corresponds to charge n = +1, and an
anti-vortex to a charge n = −1. Vortices with higher number of flux quanta are
energetically unfavourable.22 Figure 1.3 shows a map of the phase of the supercon-
ducting order parameter, θ, in the vicinity of a vortex core. The phase θ is singly
defined up to a constant 2π. Due to the continuity of the superconducting order
parameter phase, there is no way to eliminate the vortex by a local operation: it
either has to leave the sample via a boundary, or an anti-vortex has to enter the
sample via a boundary and annihilate the vortex. This topological property of a
superconducting vortex leads to the conservation of vortex flow in the bulk of the
superconductor.
Vorticity is defined as V(r) ≡ (~/2e)∇×∇θ so that∫
S





LJs · dl +
∫
S
B · dS. (1.2.111)
By definition, the phase of the order parameter is undefined in the vortex core,
21Deep in the superconducting region JS = 0, leaving only the expression for magnetic flux at
the left hand side of (1.2.110).
22This is true in type-II superconductors; and will be clear from the consideration of vortex
interaction in Sec. 1.2.4 which gives a repulsive force between vortices with one flux quantum.
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Figure 1.3: Map of the phase φ of the superconducting order parameter in the
vicinity of a vortex core (white dot). B shows the direction of the magnetic field.
otherwise V(r) = 0. In correspondence with Eq. (1.2.110), one can write
V(r) = Φ0δ2(r)ẑ sign(e). (1.2.112)
Here, δ2(r) is a two-dimensional delta function which diverges at the position of
the vortex and ẑ is along the direction of the magnetic field. Vortex circulation is
determined by the sense of the phase increment, and it coincides with the direction
of the magnetic field for positive charge carriers.
1.2.4 Ginzburg-Landau free energy of a single vortex, vor-
tex interaction, and Lorentz force
In this section we discuss the interaction of straight vortex lines based on the
GL formalism. Based on the structure of the magnetic field and supercurrent of a
vortex, we discuss the interaction energy between two straight vortex lines, showing
that it has a repulsive nature.
Magnetic field profile of a vortex
We assume that a vortex is a defect with rotational symmetry and the super-
conducting order parameter in the presence of a vortex can be expressed as [18]
ψ = ψ∞f(r)e
iθ, (1.2.113)
where ψ∞ is the order parameter in sufficient distance from the vortex core which
is located at r = 0. We also assume that the magnetic field B is along the z-axis,
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which means that








Close to the vortex core this is A(r) = B(0)r/2, whereas far from the core it becomes
A∞(r) = Φ0/(2πr). The solution for f(r) can be found by substituting (1.2.113)
into the GL eq. (1.2.2). Numerical calculations are required to find f(r) and a
reasonable analytical approximation over the entire range of r is known to be [18]
f(r) ≈ tanh νr
ξ
, (1.2.116)
where ν is a numerical constant close to 1. The amplitude of the order parameter,
which is zero in the core and ψ∞ in sufficient distance from the core, is restored over
a distance equal to the coherence length ξ. From (1.2.111) and (1.2.112)
µ0λL rot Js + B = Φ0δ2(r)ẑ sign(e). (1.2.117)
From the Maxwell equation, rot B = µ0Js, and the equation for the magnetic field






by using a vector identity ∇ × ∇ × B = ∇ (∇ ·B) − ∇2B where ∇ · B = 0. The
exact solution of this equation for r > ξ is given by a modified Bessel function of



























for ξ < r → 0. (1.2.121)
By Maxwell equation, the supercurrent circling around a vortex core can be deter-










where K1 are first-order modified Bessel functions of the second kind [39]. Both
the magnetic field and the supercurrent in the vicinity of a vortex core decay on a
length-scale of the penetration depth λL (1.2.73). The profiles of the order parameter
amplitude, the magnetic field and the supercurrent are shown in Fig. 1.4.
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Figure 1.4: Structure of a single vortex. Profiles of (a) the order parameter ampli-
tude, (b) the magnetic field and (c) the supercurrent in a distance r from the vortex
core.
Ginzburg-Landau free energy of a single vortex
We assume a high-κ limit, so that the spatial change of the amplitude of the
superconducting order parameter, which is confined to the vortex core, occurs in
a negligibly small region. Therefore, we can approximate the oder parameter by
ψ(r) = ψ0e
iθ(r) for all regions excepts the core, where ψ(r) = 0. Here, r is the
distance from the vortex core, and ψ0 =
√
−α/β was determined as a uniform
solution of the linearized GL equation (1.2.69) in section 1.2.2, see also relations






















The last term is in fact a kinetic energy associated with the flow of supercurrents
around the vortex core:










by using the expression for supercurrent (1.2.71) and the relations (1.2.68) and


























d2r [H× (∇×H)]⊥ ,
(1.2.126)
23The vector identity D · (∇×C) = C · (∇×D) + ∇ · (C×D) is used to write (∇×H)2 =
H · (∇× (∇×H)) +∇ · (H× (∇×H)).
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where the second integral is performed over the surface of the superconducting
specimen. Far from the core, the magnetic field generated by a vortex B → 0 [see
(1.2.121)] and the second term is zero. From Eq. (1.2.117), we have the London
equation for the magnetic field of a vortex,
µ0λ
2
L∇×∇×HV + µ0HV = Φ0δ2(r)ẑ sign(e), (1.2.127)
which by substituting into (1.2.126) gives the general expression for GL free energy






dsHV · dV, (1.2.128)
where the integral is performed along the length of the vortex. Here, HV is the
magnetic field generated by a vortex given by (1.2.127), and dV is a unit vector
along the vortex line segment. In general, the vortex line can have a curved profile.
We obtain the expression for the GL free energy of a single straight vortex per










This is the energy that determines the first critical field Hc1 at which vortices start
to enter the superconductor, Hc1 = ε1/Φ0.
Vortex interaction and Lorentz force
We consider that there are only two straight and parallel vortex lines in the
system, with cores at the positions r1 and r2. Then, the total magnetic field at each
point r is the sum of the fields generated by the two vortices,
B(r) = B1(r) + B2(r), (1.2.130)
and referring back to the energy expression (1.2.128), we can write the total energy




[B1(r1) + B1(r2) + B2(r1) + B2(r2)] . (1.2.131)
The first term and the fourth term express the energies of vortices 1 and 2 in their
own fields. The second term and third term express the energy of vortex 1 in the
magnetic field of vortex 2 (ε12) and vice versa (ε21). Due to symmetry, these two
energies are equal in magnitude. The vortex interaction energy εint becomes
























In vector form we obtain
f2 = J1(r2)× Φ0dV, (1.2.134)
where J1(r) is the supercurrent circling around vortex 1. The force between the
vortices has the form of a Lorentz force and is repulsive for vortices of the same
polarity (attractive for vortices of opposite polarity). If there is a number of vortices
in the superconductor, they reach a stable configuration only if the net force on a
vortex from all surrounding vortices is zero; which leads to a periodic arrangement of
the vortex cores (vortex lattice). In general, the current in Eq. (1.2.134) can include
also a transport current applied to the sample. Thus, in response to a transport
current Jtr, a driving force acts on a vortex in the transverse (Hall) direction,
Fdrv = Jtr × Φ0dV. (1.2.135)
In general, this driving force includes both an electromagnetic component (including
the Lorentz force) and a hydrodynamic component (including the Magnus force).
For an isolated vortex at low magnetic fields in a dirty-limit superconductor, the
driving force appears to be dominantly hydrodynamic for ξ  r  λ, where r is
the distance from the vortex center [55].
1.2.5 Electric field generated by a moving vortex
In this section, the electric field generated by a moving vortex is considered based
on Ref. [56]. In classical electrodynamics, the electric field E = −∂A/∂t − ∇φ
and magnetic field B = rot A are unchanged by performing the following gauge
transformation on the vector (A) and scalar (φ) potentials:
A→ A +∇χ (1.2.136)
φ→ φ− ∂χ/∂t, (1.2.137)
where χ is an arbitrary scalar function. Likewise, demanding that the supercurrent
(1.2.124) as a macroscopic observable remains unchanged by changing the gauge of
the electromagnetic fields, means that a change of gauge directly corresponds to a
local change in the phase of the order parameter:
θ → θ + 2e
~
χ = θ + 2πχ/Φ0 (1.2.138)
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The free energy expression in Eq. (1.2.1) is invariant under this gauge transforma-















The first two terms in both equations express the electric field due to some external
potentials A and φ, which is unchanged by the change of gauge. However, the last
term is non-zero for a moving vortex.
When the vortex is moving with a small velocity vL with respect to the lattice,
the order parameter and the vector potential at each point r can be expressed as their
values for a stationary (“st”) vortex at the position r− vLt plus a small correction:
|ψ(r)| = |ψ(r)|st(r− vLt) + |ψ|1 (1.2.141)
A(r) = A(r)st(r− vLt) + A1 (1.2.142)
Thus, temporal changes in the order parameter and the vector potential are due to
their spatial changes as seen by the moving vortex:
∂|ψ|
∂t
= −(vL · ∇)|ψ|st (1.2.143)
∂A
∂t
= −(vL · ∇)Ast (1.2.144)
The same relations then apply for the change of the order parameter phase and the
last term in Eq. (1.2.140) becomes
Ev = (vL · ∇)∇χ−∇(vL · ∇)χ (1.2.145)
= −vL × rot∇χ (1.2.146)
by using a vector operator identity. A local change of gauge corresponds to a
change in phase, and because in the vortex core θ (that is, χ) is not defined,
rot∇χ becomes nonzero. Recollecting the definition of vorticity in Eq. (1.2.112),
V(r) = (~/2e) rot∇θ = Φ0δ2(r)ẑ sign(e), one obtains
Ev = −vL ×V (1.2.147)
∝ −vL ×B. (1.2.148)
Thus, an electric field is generated in the direction perpendicular to both the vor-
tex velocity and the magnetic flux direction. This expression is reminiscent of the
Faraday law.
Another way to look at the generation of electric fields by vortex motion is
by considering the Josephson voltage-phase relation [39]. The GL equation for
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Figure 1.5: Change in phase difference θ1−θ2 associated with the motion of a vortex
through a line between points P1 and P2.
supercurrent (1.2.3) is in fact identical to the quantum-mechanical expression for
charge current of a particle with charge 2e and wave function ψ. Here, the physical
observable |ψ|2 corresponds to the local Cooper pair density nS and ψ can be thought
















ψ + 2eφψ. (1.2.149)
The real part of this equation can be written as
∂
∂t












The temporal change of the gauge-invariant phase difference between two points P1












(χ1 − χ2). (1.2.151)
The difference χ1 − χ2 can be written as a line integral of ∇χ,
χ1 − χ2 = −
∫ 2
1
∇χ · dl, (1.2.152)
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E(r, t) · dl (1.2.156)
and one obtains the result that the change of the gauge-invariant phase between two
points leads to the appearance of a nonzero voltage between these two points. This
is the Josephson voltage-phase relation. It was assumed that the supercurrent Js is
continuous and there is no difference between points P1 and P2.
Figure 1.5 illustrates the change of relative phase caused by the motion of a
single vortex between two points P1 and P2 [57]. When the vortex is far to the left
of the P1-P2 section, the relative phase is ϕ = (0 + ε) − (0 − ε), where ε is some
small angle close to zero. The vortex then moves to the right, crossing the P1-P2
section, and when it is far to the right, the relative phase between the points P1
and P2 becomes ϕ = (π − ε) − (−π + ε). The total change of the phase difference
by the passage of a single vortex is 2π [57]. If the velocity of the vortex is vL and if
there are n vortices per unit area, then ν = nvL∆x vortices pass across the P1-P2






E(r, t) · dl = Φ0nvL = vLB (1.2.157)
in the direction perpendicular to both the velocity and the magnetic field appears.
A consideration of the sign gives
E = −vL ×B, (1.2.158)
which recovers the expression for voltage obtained in Eq. (1.2.148). Thus, the
electric field appearing due to a moving vortex can be also regarded as a Josephson
effect, where voltage is generated by a phase slip as the vortex moves between
two electrodes. Both approaches presented in this section give the same result for
the electric field generated by a moving vortex as the expression for electric field
experienced by electrons in a moving vortex core due to the translational motion of
a circulating supercurrent [58,59].
1.2.6 Flux flow resistivity
In the presence of a driving force (1.2.135) from a transport current Jtr, vortices
may or may not start moving depending on the strength of the pinning force. Inho-
30 1. Introduction
Figure 1.6: Pinning of vortex strings due to crystal defects, inclusions and impurities.
(a) Strong pinning centers (gray) produce large deformations u of vortex strings
(blue) far away (r). (b) Weak collective pinning due to point-like disorder competes
with elastic forces of the vortex strings within a collective pinning volume. After
Ref. [61].
mogeneities in the superconducting material generate potential barriers which hinder
vortex motion and collectively pin the vortex lattice. The condensation energy lost
in the vortex core at a position where the superconducting material is homogeneous,
is of the order ε = µ0H
2
c ξ
2 per unit length [60]. If the vortex is located at the posi-
tion of a normal defect or inhomogeneity, it becomes energy which need no longer
be paid. Vortices are therefore attracted towards defects and inhomogeneities by a
pinning force.
The critical current density required to overcome pinning and induce vortex mo-
tion depends on the strength of the pinning force [61]. In a strong pinning situation
[Fig. 1.6(a)], the pinning sites act individually to produce plastic deformations of
vortex strings [61]. In a weak pinning situation [Fig. 1.6(b)], the disorder is point-
like and pinning forces from different impurities compete with the elastic properties
of the vortex lattice [61]. Here, the pinning forces add randomly over a certain col-
lective pinning volume, and pinning can be induced only due to local fluctuations
in the pinning force density [49].
If the driving force from a transport current is large enough to overcome pinning
or if pinning is negligible, a vortex will move with velocity v, therefore leading to
dissipation of energy [60–63]. There is a viscous force acting on the vortex [58],
f = −ηv (1.2.159)
so that in the overdamped regime the driving force from transport current is com-
pensated by the viscous force and a vortex does not accelerate indefinitely. Then
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Since vortices moving with velocity v generate an electric field E = −v × B, the














A higher viscosity will impose more damping on the vortex motion and as a result,
the resistivity will be lower. When B = µ0Hc2, the resistivity equals the resistivity of
the normal state, ρ = ρN, as the system is in the normal state. Therefore, viscosity




1.2.7 Vortex liquid phase
Thermal fluctuations lead to phonon-like excitations of the vortex lattice, and
when they are sufficiently large, melting of the vortex lattice occurs [49,64–66]. The
vortex can be modelled as an elastic string [Fig. 1.7(a)]. Any deformation of a


















where u(z) = (ux, uy) denotes the displacement field of the vortex. In isotropic
materials, εl is equal to the vortex GL free energy ε1 (1.2.129) associated with ki-
netic energy of supercurrents circulating around the vortex core. Anisotropy can be
induced by structural elements, such as in layered superconductors, or by magnetic
fields, where the elasticity of vortex strings is dictated by the vortex-vortex interac-
tion [61]. Thus, in the absence of thermal fluctuations, the vortex string is a rigid
object with a shape and length fixed by the minimization of the total energy given
by the elastic energy Fel in (1.2.165) and the pinning potential Fpin. Suppression
of the superconducting order parameter with increasing temperature or magnetic
fields reduces the elastic moduli of the vortex strings, leading to a softening of the
vortex lattice.
Thermal fluctuations in the softened vortex lattice [Fig. 1.7(b)] lead to an effec-
tive smearing of the vortex cores at distances 〈u2〉1/2th > ξ , where 〈u2〉
1/2
th is the mean
thermal displacement of individual vortices [49]. In a semi-quantitative approach,
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Figure 1.7: Melting of the vortex lattice due to thermal fluctuations. (a) Vortex
strings in a vortex solid are rigid due to a competition of elastic energy, pinning
energy, and vortex interaction energy, forming a lattice characterized by a vortex
spacing a0. (b) Thermal fluctuations lead to a softening of vortex strings and thermal
smearing of the vortex cores 〈u2〉1/2th .
the Lindemann criterion [67] is used to define a condition where the vortex lattice
becomes unstable against thermal fluctuations,
〈u2〉th ≈ c2La20, (1.2.166)
that is, the mean squared amplitude of fluctuations 〈u2〉1/2th increases beyond a certain
fraction cL of the lattice constant a0. In most materials, cL ∼ 0.1− 0.2 gives a good
prediction of the melting temperature Tm [49].
The nature of vortex liquid depends on the pinning characteristics of the material
[64]. In the absence of pinning, any thermal fluctuations cause instability of the
vortex lattice, and the material is not a “true” superconductor, since the lattice
moves under any current. In a material with strong pinning, characterized by large
impurities, crystal structure vacancies or twin boundaries with an ordered crystal
lattice in between, the vortex lattice is strongly disordered in the vicinity of clusters,
but order is preserved in the ordered regions between clusters and the vortex liquid
is characterized by a melting of the lattice in regions between defects. In materials
with weak random microscopic pinning, the motional averaging over the area of a
thermal displacement region means that the effects of weak-pinning are strongly
reduced upon melting.
In high-Tc superconductors, thermal fluctuations are substantial due to a com-
bination of high temperature, small coherence length, large magnetic penetration
depth and quasi-two-dimensionality [64]. In low-Tc superconductors, the effect of
thermal fluctuations is much less significant and Bm almost coincides with Bc2 pro-
ducing a narrow vortex liquid phase and a sharp superconducting transition [64].
1.2. Vortex matter in type-II superconductors 33
Figure 1.8: Schematic illustration of forces experienced by a rectilinear vortex paral-
lel to the superconductor surface (x = 0). (a) A magnetic field gradient, illustrated
by a colour intensity gradient, and the associated surface shielding current, generate
a repulsive force from the surface. (b) The supercurrent lines of a vortex in the
superconductor and the associated mirror-image anti-vortex symmetrically placed
in vacuum create an attractive force. After Ref. [73].
However, amorphous thin films usually possess a large vortex liquid region, since
the vortex lattice is unstable against quenched disorder introduced by the ran-
dom pinning sites [68, 69]. The effects of thermal fluctuations can be enhanced
either by increasing disorder, reducing dimensionality, or reducing superfluid den-
sity [49,68,70–72].
1.2.8 Surface barrier for vortex entry
In this section we consider the entry of vortex lines parallel to the surface of a
superconductor [73]. We first consider the case of a bulk superconductor occupying
the semi-space x > 0. Magnetic field is applied along the z-axis. A vortex line
parallel to the surface of a superconductor feels two distinct forces: one is a repul-
sive force originating in the interaction with surface magnetic fields, and the other
is an attractive force from an anti-vortex image symmetrically placed outside the
superconductor (Fig. 1.8) [73]. Magnetic flux Φ0 penetrating the vortex core feels
a repulsive force from the surface shielding currents generated by the Meissner field
that penetrates the superconductor, and this force is pushing the vortex into the
superconductor. Due to the exponential decay of the magnetic field, the potential






and originates in the transverse force from the Meissner screening currents near the
surface. On the other hand, since the circulating supercurrent around the vortex
core (1.2.122) cannot flow through the superconductor/vacuum interface, the current
distribution must be deformed so that the perpendicular component at the surface
34 1. Introduction
is zero. This can be described by the presence of a vortex image with opposite
direction of circulating supercurrent (anti-vortex) outside the superconductor at a
position symmetric relative to the surface. The vortex then feels an attractive force












where we used the expression for the magnetic field generated by a vortex (1.2.119).
By the competition of the surface repulsion potential (1.2.167) and the image at-
tractive potential (1.2.168), the vortex experiences a barrier upon entering the su-
perconductor parallel to the surface for an intermediate range of magnetic fields.
This is known as the Bean-Livingston surface barrier [73].
Our aim in this section is to determine the profile of the vortex free energy for
a finite-thickness superconducting slab in a parallel magnetic field. The expression
for GL free energy of a single vortex was derived in Sec. 1.2.4. In the expression
(1.2.128) we have ignored the effects of an external magnetic field H0, and only
considered the magnetic field HV generated by the vortex. An external magnetic
field generates a Meissner magnetic field in the superconductor (1.2.74),










HM = 0. (1.2.170)
Thus, the total magnetic field in the superconductor is
H = HM + HV. (1.2.171)
In order to include the effect of an external field H0, we should consider the Gibbs
free energy GGL:
GGL = FGL − µ0
∫
d3rH0 ·H, (1.2.172)
where FGL is the expression for the GL free energy of a vortex (1.2.126). Inserting
(1.2.171) into (1.2.172) and using (1.2.127) for HV and (1.2.170) for HM, the general










where the integral is performed along the length of the vortex. Here we have con-
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where the first integral is zero and the second integral is performed over the surface






d2r [HM × (∇×HM)]⊥ + µ0λL
∫
d3r (∇×H0) · (∇×HM)
− µ0λ2L
∮








































d3r (∇× (HM −H0)) · (∇×HV) , (1.2.180)
=
∫
d3r (HM −H0) ·V + µ0λ2L
∮
d2r (HM −H0) · (∇×HV) , (1.2.181)
=Φ0
∫
ds (HM −H0) · dV. (1.2.182)
The result in (1.2.173) is obtained by considering that GG = GM +GV +GMV.
Now we consider a slab with a thickness d > ξ occupying the space 0 < x < d
and a magnetic field applied along the z-axis, and calculate the Gibbs free energy
for a single rectilinear vortex at a distance x from the surface. The Meissner field
24The vector identity (∇×A) · (∇×B) = B · (∇× (∇×A)) +∇ · (B× (∇×A)) is repeatedly
used in the calculation of both GM and GMV.
25At the surface of the superconductor, HM = H0, and by considering that ∇×H0 = 0 as there
are no currents induced by the externally applied field, all terms are zero.
26Using (1.2.127) in the form ∇×∇×HV + 1λ2LHV = V/µ0 where V(r) = Φ0δ2(r)ẑ sign(e) as
in (1.2.112).
27In the second line, we have used ∇×HM = ∇× (HM −H0), considering that ∇×H0 = 0.
28In the third line, the second term is an integral over the surface of the superconductor, where
HM = H0 and HV = 0, thus, it vanishes.
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is a superposition of the solutions (1.2.169) at surfaces x = 0, and x = d, and from












Now we consider the magnetic field HV generated by a vortex located at the coor-
dinate x0 in the slab. If the superconductor was semi-infinite, with a surface only
at x = 0, the magnetic field generated by such vortex would contain a contribution
from a vortex at x = x0 and an anti-vortex image at x = −x0 due to the supercurrent
















after Eq. (1.2.119), where C0 is constant such that C0 ∼ 1 for κ >> 1 when the
vortex and anti-vortex magnetic field have negligible spatial overlap. When the
vortex at x = x0 is placed in a slab with surfaces at x = 0 and x = d, one has to


















Inserting HM from (1.2.183) and HV from (1.2.185) into (1.2.173), we find the Gibbs




















































where Lz is the length of the vortex line along the z-direction.
29 In Fig. 1.9 we plot



























































29Now, we consider a vortex at the coordinate x0 = x, so x− x0 ≈ ξ and x+ x0 = 2x.
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Figure 1.9: Surface barrier for vortex entry. Normalized GL Gibbs free energy
(1.2.187) of a straight vortex in a superconducting slab parallel to the magnetic
field for several values of applied magnetic field and n = 100 (a) and close-up to
one surface (b). The superconductor occupies the space 0 < x < 350 nm. The
parameter values are summarized in (1.2.188)-(1.2.192).
where the summation in the last term was terminated at n = 100 after checking
convergence for n = 5 ∼ 1000 and for several values of external magnetic field µ0H0.
The plot was generated using an Octave script. The parameters used are typical for
a Mo-Ge film commonly used in our experiments:
d = 350× 10−9 m (1.2.188)
T = 6 K (1.2.189)
λL(0) = 640× 10−9 m (1.2.190)
ξ(0) = 4× 10−9 m (1.2.191)
Tc = 7.5 K. (1.2.192)
The generated free energy profile is symmetric about the center of the slab. A close-
up is shown on the free energy profile near the x = 0 surface, which reproduces the
results in Ref. [73]. It is noted that the lower critical field is of the order Bc1 ∼ 10
mT [124]. For the lowest fields (µ0H0 = 1 mT, 10 mT) the vortices feel a repulsive
force upon entry due to the positive slope of ∆g and all vortices are effectively
expelled. As the field is increased above Hc1 (50 mT, 100 mT) a decrease in ∆g
in the interior of the film appears, favouring entry of vortices. However, a barrier
appears close to the surface which has roughly the length scale of the coherence
length ξ. This shows that there is an energy barrier both for the entry and for
the exit of vortices [73]. For even larger magnetic fields (200 mT, 1 T, 2.4 T),
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vortices are pushed into the film even stronger by the increasing negative slope of
∆g and the barrier for vortex entry is shrinking. The model that was used for the
derivation of ∆g(x) did not consider the details of the magnetic field distribution
inside the vortex core, r < ξ. However, the line energy of a vortex is larger than
the condensation energy lost in the core by a factor 4 lnκ [Sec. 5-1.2 in Ref. [18],
see also Eqs. (1.2.76) and (1.2.129) in this document]. Therefore, it can be assumed
that errors in not handling the core are negligible and that the calculated energy is
also valid for x < ξ. It should be also considered that this single-vortex model does
not consider the repulsive vortex interactions at high magnetic fields, which would
contribute to a slower increase of surface-repulsive energy with increasing fields.
An experimental manifestation of the surface barrier effect was discussed in
Ref. [78]. In resistive measurements on thin-film strips of the weak-pinning type-
II superconductor Mo-Ge, White et al. [78] observe a dip in the resistance at low
magnetic fields for low bias currents. Due to the weak pinning, the resistance to
vortex motion in the strips is governed by surface effects, and the suppressed electric
resistance corresponds to a barrier against the motion of vortices away from the film
surface. It is noted that the influence of surface barriers on vortex dynamics is more
significant in low-temperature superconductors such as Mo-Ge [37] rather than in
high-temperature superconductors, where the thermal energy fluctuations are large
enough for the surface barrier to become negligible [30].
Penetration of a vortex through the barrier takes place as a result of thermal
fluctuations and the probability of a penetration is proportional to exp(−U0/kBT ),
where U0 is the energy barrier, kB is the Boltzmann constant and T is the tempera-
ture [75]. As the energy of a vortex is proportional to its length, it is unlikely that a
rectilinear vortex instantaneously nucleates in the superconductor due to the large
energy cost. Rather, the nucleation process is likely initiated by the formation of a
critical nucleus in the form of a semi-loop at the superconductor surface (Fig. 1.10)
as was considered in Refs. [74–77].
















where y′ and z′ are first derivatives of the curve in x, and Hc1 is the lower critical
field Hc1 = ε1/Φ0, defined by the vortex line energy in (1.2.129). The first term
in U (1.2.193) is the supercurrent kinetic energy associated with the length of the
nucleated vortex segment and the second term is the Bean-Livingston surface barrier
potential given by the interaction with surface screening currents [Eq. (1.2.167)] and
the anti-vortex image [Eq. (1.2.168)] [73]. The vortex nucleus configuration y0(x)
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Figure 1.10: Nucleation of a vortex semi-loop at the surface (xz-plane) of a super-
conductor in parallel magnetic field.




where for simplicity it was assumed that z = 0 for all segments of the vortex nucleus.
The nucleation energy for a general curved shape was considered in Refs. [74,75], and
for a simplified semi-circular shape in Ref. [77]. The dependence of vortex energy
on the curve radius has the profile of a barrier [75, 77], similar to the rectilinear
case [73]. Thus, nucleation of a vortex core is expected after the fluctuation energy
exceeds the minimum energy required for a stable vortex configuration. Such vortex
loops nucleated at the surface may then expand into rectilinear vortices or multiple
of them may combine to form rectilinear vortices [77].
1.2.9 Surface superconductivity
When a decreasing magnetic field is applied parallel to the surface of a super-
conducting specimen, superconductivity starts to nucleate close to the surface at
magnetic fields Hc3 higher than the upper critical field Hc2 of a bulk specimen.
When the magnetic field is perpendicular to the surface, superconductivity only
appears in the specimen at Hc2. This property is caused by a difference in bound-
ary conditions for the superconducting order parameter, as will be discussed in this
section.
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Figure 1.11: Confinement of (a) electron wave function ψ in a metal interfaced with
vacuum, and (b) superconducting order parameter ψ in a superconductor interfaced
with vacuum.
Confinement of superconducting condensate and analogy with metallic
systems
As discussed in Sec. 1.2.2, in the vicinity of the superconducting transition, the
first GL equation (1.2.69) can be linearized:
1
2m∗
(−i~∇− 2eA)2 ψ = −αψ, (1.2.195)
and this equation is analogous to the Schrödinger equation for an electron wave
function in a potential U :
1
2me
(−i~∇− eA)2 ψ + Uψ = Eψ. (1.2.196)
In the case of the “Schrödinger equation” for a superconducting condensate, the
coefficient




takes the role of energyE.30 For an electron wave function at a normal-metal/vacuum
interface, the relevant boundary condition is ψψ∗ = 0, signifying that the wave-
function density at the interface is zero. In case of the superconducting order pa-
rameter at a superconductor/vacuum interface, the normal component of the gradi-
ent of ψ is zero, which is equivalent to the condition that no supercurrent is flowing
across the interface:




More precisely, in the case of a superconductor/normal metal interface, b > 0, and
for a superconductor/vacuum interface, b → ∞ [18, 25]. A comparison for the
confinement of an electron wave function in a metal and the order parameter in a
superconductor is shown in Fig. 1.11.
30ξ(T ) is the temperature-dependent coherence length, and m∗ = 2me (twice the mass of an
electron).
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Nucleation field for superconductivity in a perpendicular magnetic field
A situation with magnetic field perpendicular a the superconductor/vacuum in-
terface is shown in Fig. 1.12(a). The magnetic field H is along the z-axis and the
interface is in the xy-plane. An appropriate vector potential A can be chosen as
Ax = 0, Ay = µ0Hx, Az = 0, (1.2.199)



















ψ = −αψ. (1.2.200)
In this case the boundary condition for the order parameter is
dψ
dz
= 0 for z = 0. (1.2.201)
Eq. (1.2.200) allows separation of variables ψ(x, y, z) = ψxyψz, and using Eq.
(1.2.201) for the z-component,
ψ(x, y, z) = ψxy cos(kzz). (1.2.202)
The lowest energy solution is obtained by choosing kz = 0, which means that the
only spatial variation of the order parameter will be in the xy-plane. The remaining














ψxy = −αψxy, (1.2.203)
with ω ≡ 2eH/m. This is equivalent to the Schrödinger equation for a charged
particle in a magnetic field (Sec. 1.2.2). By another separation of variables, ψxy =









[~ky −mωx]2 Y (x) = −αY (x), (1.2.204)
For the highest magnetic field (ie. the largest energy-level separation ~ω), at which
(1.2.204) still has a solution,











The corresponding eigenfunction is








31Since the result does not depend on the mass of the particle, the effective mass of the Cooper
pair m∗ is denoted further just as m.
32Using Eq. (1.2.197), one can find µ0Hc2 = ~/(2|e|ξ2).
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Figure 1.12: Magnetic field oriented (a) perpendicular, and (b) parallel to the
interface of a superconductor (gray) and vacuum/insulator (white). The y-axis
points perpendicular into the xz-plane.
Nucleation field for superconductivity in a parallel magnetic field
A situation with a magnetic field parallel to a superconductor/vacuum interface
is shown in Fig. 1.11(b). The magnetic field H is still along the z-axis, but the
interface is in the yz-plane. The solution of the linearized GL equation (1.2.200)
can be written as
ψ = eikyyeikzzf(x). (1.2.209)











(x− x0)2f = −αf, (1.2.210)
where x0 is given by Eq. (1.2.208). The boundary condition is
dψ
dx
= 0 for x = 0. (1.2.211)
The equation for ψ is the same as in the previous section, i.e. a Schrödinger equation
for a harmonic oscillator of frequency ω = 2eµ0H/m with minimum of the potential
located at x0. However, due to the boundary condition (1.2.211), the eigenvalue will
be given by




where g0 is a number depending on the position x0.
1. Case x0  ξ(T )
The equilibrium position of the potential well, i.e. the centre of the order pa-
rameter function ψ, will be far from the boundary. Then, the smoothly varying ψ
in Eq. (1.2.207) will be nearly zero at x = 0 and the boundary condition (1.2.211)
will be fulfilled. This situation is no different from the perpendicular case and gives
the bulk value of upper critical field Hc2 [Fig. 1.13(a)].
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Figure 1.13: Nucleation of superconductivity in a parallel magnetic field after [18].
The effective potential depends on the position of the center x0 of the non-zero order
parameter function.
2. Case x0 = 0
The harmonic oscillator function (1.2.207) will be still a solution satisfying the
boundary condition (1.2.211), since the function has a maximum at x = 0. By
solving Eq. (1.2.200), one finds g0 = 1, which means that the nucleation field for
superconductivity also in this case will be Hc2 [Fig. 1.13(a)].
3. Case 0 < x0 < ξ(T )
The eigenvalue problem (1.2.210) with the boundary condition (1.2.211) can be





(x− x0)2 for x > 0,
V (x) = V (−x) for x < 0. (1.2.213)
Since this potential is symmetric with respect to x = 0, the lowest energy solution
is odd, and the boundary condition (1.2.211) is satisfied. The solution in the region
x < 0 has no physical meaning and is discarded. Also, for every x < 0, the potential
(1.2.213) is lower then the original potential, and the potential well is broader, which
means that the ground state wave function will be lower in energy than that for the
original parabolic potential, i.e. g0 < 1. For a particular value x0 close to the
surface, g0 will be minimum and conversely, nucleation will be easier in the vicinity
of the surface.
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+ (K − hX)2f = f (1.2.215)
df
dX
= 0 at X = 0. (1.2.216)











f = g0f, (1.2.217)
df
dt
= 0 for t = −µ = − K√
h
. (1.2.218)
The most general solution of Eq. (1.2.217) is a linear combination of Bessel functions









For x = 0, i.e. for t = −µ, the boundary condition yields∫ ∞
0
(2u− µ)u−(1+g0)/2e−(u−µ)2du = 0 (1.2.220)
Equation (1.2.220) yields an implicit relation between g0 = ~/(2eξ2H) and µ =
−x0
√
2eµ0H/~, i.e. the relation between x0 and H. The lowest eigenvalue is ob-
tained for dg0/dµ = 0, which leads to
g0 = µ
2. (1.2.221)
As a result, the boundary condition (1.2.220) gives an equation for µ:∫ ∞
0
(2u− µ)u−(1+µ2)/2e−(u−µ)2du = 0. (1.2.222)
This equation yields [79,80]
g0 = µ






33It can be shown by substitution that Eq. (1.2.217) is satisfied. Also, the function is bounded:
∆g0(t→∞)→ 0.
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Figure 1.14: Profile of the order parameter function for surface nu-
cleation of superconductivity at x0 ≈ ξ. Region x < 0 is occupied
by vacuum (insulator), x > 0 represents the superconductor. Plots of






, which is the integrand
of (1.2.230) are shown for a few selected values of u. The sum of four typical terms
reproduces the profile of the solution according to [79].








The physical situation corresponding to this nucleation is examined by looking at
the order parameter function. Since ky = 1/ξ(T ),






2ξ(T ) = 0.59010ξ(T ). (1.2.229)
The eigenfuction (1.2.219), i.e. the order parameter function, is then





























From definition (1.2.214) and the boundary condition (1.2.218),
µ = ξ(T )ky/
√
h. (1.2.227)
With use of (1.2.226) and the condition for lowest-eigenvalue solution (1.2.221), it holds that
ξ(T )ky = 1. (1.2.228)
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Figure 1.14 shows a plot of the integrand of (1.2.230) with respect to the normalized
distance from the surface x/ξ(T ) for y = 0 and for selected values of the parameter
u, and their sum which is a rather rough approximation of the value of the inte-
grated function ψ(x, y) ≡
∫
duf (u). The maximum of f (u) in the interval x > 0 is
decreasing with increasing value of u. For u → ∞ the contribution to the integral
becomes negligible. The approximation shows that the order parameter decreases
from maximum at the interface x = 0 to zero over a distance of the order ξ(T ).
Such behaviour is consistent with the solution in Refs. [79, 80].
Difference between nucleation of superconductivity in parallel and per-
pendicular magnetic fields
In the perpendicular configuration, when the magnetic field is decreased, nucle-
ation of superconductivity appears only at the magnetic field Hc2, and in the entire
volume of the sample, as in the case of an infinite medium.
In the parallel configuration, superconductivity already appears at a magnetic
field Hc3 = 1.69Hc2, but only in parallel surface sheaths of a thickness proportional
to ξ(T ). As the field is further decreased, nucleation of superconductivity in the
entire volume of the sample appears at the field Hc2.
This two-step process in the parallel configuration has measurable consequences.
One example is that the transition field values measured by magnetization (bulk
value, Hc2) and by resistance measurements (surface value, Hc3) might be different,
as was shown on bulk samples of Mo-Re [81]. Another consequence of surface super-
conductivity is that the critical field measured in a resistivity measurement depends
on the orientation of the magnetic field relative to the sample surface [82,83].
Presence and absence of vortices
In the perpendicular configuration, the lowest eigenvalue (1.2.205) is independent
on the value of ky, or equivalently x0. That is, all order parameter functions (1.2.207)
with different values of ky are degenerate in energy. This is because the harmonic-
oscillator eigenfunction (1.2.207) has the same energy (gives the same upper critical
field) for any center x0 of the order parameter function. A certain linear combination
of ky’s is stabilized by the non-linear term |ψ|2ψ in the GL equation (1.2.204) as
the lowest energy solution (Sec. 1.2.2). This linear combination of ky‘s leads to a
decrease in translation symmetry, and the spatially varying order parameter has a
flux Φ0 = h/2e penetrating through each unit cell, i.e. a vortex lattice (Sec. 1.2.2).
In parallel magnetic field, the lowest eigenvalue (highest nucleation field) is ob-
tained when the centre of the order parameter function x0 is at a particular distance
from the surface. This fixes the value of ky by (1.2.229) and, consequently, the so-
lution of the non-linear GL eq. (1.2.204). The selection of a single wave vector ky
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Figure 1.15: Schematic representation of vortices in a bulk sample (d  ξ) in
inclined magnetic fields according to Ref. [83]. The shaded areas represent vortex
cores. (a) For θ → 0, two distinct surface sheats with vortex arrays for Hc2 < H <
Hc3. (b) For θ ∼ π/2, vortex lines completely penetrate the film for H . Hc2.
(c) For perpendicular magnetic fields, θ = π/2, the bulk situation is recovered at
H ∼ Hc2.
already at the level of the linearized GL equation (1.2.195) implies that vortices are
absent in the superconducting surface sheet for Hc2 < H < Hc3. It should be noted
that this is valid for relatively thick films, d > ξ(T ). For films with a thickness
d ≈ ξ(T ), the order parameter functions of the opposite surface sheaths overlap.
In such films, the superposition of two surface solutions leads to a formation of a
vortex structure for H < Hc3 [18].
Appearance of vortices in a surface sheath in oblique magnetic fields
In this section, we briefly consider surface superconductivity with magnetic field
in the xz-plane, at an angle θ → 0 to the z-axis [86–88]. The sample surface is in
the yz-plane [Fig. 1.15(a)]. The vector potential can be written
Ax = 0, Ay = µ0Hx cos θ − µ0Hz sin θ, Az = 0. (1.2.231)





















with the boundary condition (1.2.211) unchanged. The desired solution is then
ψ(x, y, z) = eik0yψxz(x, z), (1.2.233)
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[~k0 − 2eµ0Hx cos θ + 2eHµ0z sin θ]2 ψxz = −αψxz.
(1.2.234)
At the same time, Eq. (1.2.232) is also satisfied by








with arbitrary k′ without affecting the eigenvalue α [86]. Thus, there is a degeneracy
of solutions with an arbitrary wave vector k0. Because of that, in an oblique magnetic
field (θ 6= 0), the superconducting surface layer is expected to have a vortex structure
similar to the Abrikosov lattice [83,86]. Figure 1.15(a) schematically shows a vortex
array penetrating a superconducting surface sheat for oblique magnetic fields. For
a very small angle θ, the parallel component of the magnetic field is smaller than
Hc3 (Hc2 < H cos θ < Hc3), and a vortex array appears. When the magnetic field is
tilted further out of plane, the perpendicular component H sin θ increases, leading
to a denser vortex lattice, and eventually disappearance of the superconducting
state (H > Hc2). A vortex array completely penetrating the film appears when the
magnetic field is lowered, H < Hc2 [Fig. 1.15(b),(c)]. Experiments on niobium films
suggest a presence of vortex arrays in superconducting surface sheats [84,85].
1.3 Nernst effect in superconductors
In the presence of a magnetic field, charge current Je and heat current JQ are
related to the electric field E and the temperature gradient ∇T by the tensor con-
ductivities σ (electric conductivity tensor), κ (thermal conductivity tensor), and α
(Peltier conductivity tensor): [89]
Je = σ · E− α · ∇T, (1.3.1)
JQ = Tα · E− κ · ∇T. (1.3.2)
In the absence of a charge current (Je = 0), an electric field is generated proportional
to the temperature gradient,
E = σ−1 · α · ∇T. (1.3.3)
The Nernst signal, i.e. the transverse electric field Ey generated by a longitudinal









There are three distinct carriers which generate a Nernst response in a super-
conductor: vortices, quasiparticles, and Cooper pair fluctuations above Tc. In this
section we briefly discuss the main features of these different Nernst effects.
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Figure 1.16: Schematic illustration of the geometry of vortex Nernst effect. B, ∇T ,
v, and E denote the magnetic field, applied temperature gradient, vortex velocity,
and the resulting electric field, respectively.
1.3.1 Thermal response of vortices
Since the normal core of a vortex has more entropy than the surrounding su-
perconducting condensate, vortices in a superfluid represent entropy reservoirs [89].
As a consequence, mobile vortices in a temperature gradient are subject to a ther-
mal drift. A thermal force is pushing the vortex from hot to cold, so that entropy
is carried from a region with higher entropy to a region with lower entropy. This
process is equal to a thermal equilibriation: At the hot end of the superconductor,
vortex cores enter into the specimen, and as part of the condensate is transformed
into vortex-core excitations, energy from the atomic lattice is transferred to the elec-
tron system. On the cold end of the superconductor, the electronic excitations are
converted into a superconducting condensate as the vortex cores exit the specimen,
which is accompanied by a transfer of energy to the atomic lattice.
A reorganization of the condensate distribution by vortex motion causes phase
slips, which lead to an observation of a finite voltage (Sec. 1.2.6). An electric field
appears due to a thermally induced vortex flow, in a direction perpendicular both to
the direction of the temperature gradient and of the magnetic field. This is referred
to as the vortex Nernst effect [90–94]. Figure 1.16 summarizes the geometry of the
vortex Nernst effect.
The thermal force acting on a vortex is given by [95,96]
Fth = −Sφ∇T, (1.3.5)
where Sφ is the entropy carried by a single vortex and ∇T is the temperature
gradient. A vortex moving with speed v also generates a frictional force [16],
Ff = ηv, (1.3.6)
where η is the damping viscosity. In a steady state, the frictional force balances the
thermal force, Fth = Ff [16,89]. Thus, when a temperature gradient is applied along
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This movement of vortices in a magnetic field B (along the z-axis) generates an












The Nernst coefficient is proportional to the magnetic field, and the ratio of the
entropy per vortex Sφ and the viscosity η. The viscosity η is related to the vortex
flow resistivity ρ by Eq. (1.2.162). Combining these results, the Nernst coefficient





Since Sφ represents the entropy difference between the normal core of the vortex
and the surrounding superconducting background, Sφ is expected to vanish at Tc,
where the difference between the vortex core and the background becomes smeared
out, and at T = 0 where by definition entropy S = 0 [89]. Thus, Sφ is expected
to be maximal at a mid-range temperature 0 < T < Tc. Similarly, when magnetic
fields approach the upper critical field, the entropy difference between the core and
the surrounding environment also vanishes and Sφ should vanish as well [98]. The
vortex Nernst effect peaks in an intermediate range of temperatures and magnetic
fields, reflecting the B and T dependence of the transport entropy Sφ [97].
1.3.2 Thermal response of Cooper pair fluctuations and quasi-
particles
Cooper pairs survive at a limited time and length scale even when the supercon-
ducting condensate is warmed above Tc. This is evident from experimental results
on superconductors, where resistivity starts to decrease at higher temperatures well
before reaching Tc, which is known as paraconductivity [99]. Below Tc, the super-
conducting order parameter has a steady value and does not present any variation
with time. Above Tc, the steady-state magnitude is zero but it can attain a finite
amplitude during a limited time [89]. Such short-lived Cooper pair fluctuations also
contribute to the Nernst signal [100, 101]. The life expectancy of Cooper pairs at
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The lifetime decreases with increasing temperature. Therefore, in the presence of
a temperature gradient, Cooper pairs diffusing towards lower-temperature region
live longer than those diffusing towards higher-temperature region. As a result, the
temperature gradient induces a net drift of pairs towards the lower-temperature
region. A Nernst signal is produced by a deflection of this current by a magnetic
field [101]. The superconducting correlation length ξ can be thought of as a typical
distance that separates two electrons that can form a Cooper pair. The temperature





where ξ0 is the superconducting coherence length (correlation length at T = 0), and






≈ T − Tc
Tc
. (1.3.13)
In the vicinity of Tc, ξ is very large, meaning that electrons separated over large
distances can couple to form short-lived Cooper pairs. As the temperature is in-
creasing above Tc, ξ becomes smaller, decreasing the probability of Cooper pair
formation. The contribution of amplitude fluctuations of the superconducting order
parameter to the Nernst signal in a two-dimensional superconductor was calculated















The Nernst response due to Cooper pair fluctuations (1.3.14) contains only one
material-dependent constant, which is the coherence length ξ. According to (1.3.12),
the Nernst effect due to fluctuations (1.3.14) then dies off with increasing tempera-
ture. In addition, the magnitude of the Nernst response (1.3.14) is set by the relative
ratio of the correlation length ξ and the magnetic length lB. At low magnetic fields,
ξ < lB and ξ is the only relevant length scale which sets the size of Cooper pair fluc-
tuations. However, with increasing magnetic fields, ξ > lB, and the short magnetic
length decouples superconducting correlations between distant electrons in differ-
ent cyclotron orbits, leading to an attenuation of Cooper pair fluctuations. This is
manifested as a suppression of Nernst effect in high magnetic fields [101].
Another contribution to the Nernst signal comes from quasiparticles, which can
be considered by the same physics as normal-electron Nernst effect [103]. The Peltier
52 1. Introduction












Here, kdB is the Debye wave vector, kF is the Fermi wave vector, and l is the electron
mean free path.
The ratio of the quasiparticle contribution (1.3.16) and the superconducting











The key condition for superconducting fluctuations to dominate over the quasi-
particle contribution to the Nernst signal is the dirtiness of the superconductor,
l < ξ [101]. The short mean free path l limits the quasiparticle mobility, suppress-
ing their contribution to the Nernst effect and enabling observation of a Nernst












and in addition to the dirtiness of the superconductor, l < ξ, dirty metallicity,
kFl < 1, is required for the observation of Cooper pair fluctuations in the Nernst
effect.
1.4 Purpose and outline
This thesis addresses two types of transport phenomena in a weak-pinning type-II
superconductor: (i) a vortex rectification effect facilitated by an asymmetric nucle-
ation condition at the boundaries of the superconductor, and (ii) an anomaly in the
vortex Nernst effect of a thick superconducting film with magnetic field parallel to
film plane. Correspondingly, the purpose of this work is to (i) show that nonre-
ciprocal electric transport and d.c. power generation from environmental current
fluctuations is possible using a superconductor with asymmetric vortex nucleation
conditions, which would serve as a demonstration of a rectification effect utilizing
topological solitons in an asymmetric environment, and (ii) clarify the origin of an
anomalous angular dependence of the vortex Nernst effect in a weak-pinning super-
conducting film. Below we elaborate on these purposes and show the outline of this
thesis.
In Chapter 1, we have provided a perspective on a vortex rectification effect
induced by an asymmetric boundary condition for a superconducting specimen as
opposed to rectification driven by crystalline asymmetries in electronic systems,
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and have reviewed basic concepts of vortex nucleation and transport in type-II
superconductors.
Chapter 2 describes the sample preparation, characterization, and measurement
methods. The physical properties of Mo-Ge, a type-II superconducting alloy em-
ployed in this study, are described, and the properties of Y3Fe5O12 (YIG), a magnetic
insulator, are briefly reviewed.
Chapter 3 presents our results on vortex rectification in a Mo-Ge film attached
to a YIG substrate. The rectification effect is demonstrated by means of not only
second-harmonic measurements, but also d.c. voltage generation from environmental
current noise. In addition, a theoretical model for a vortex rectification effect in a
Mo-Ge|YIG structure is proposed. The model is based on the asymmetry of the
surface barrier resulting from a difference in the magnetic susceptibility between the
substrate YIG and vacuum. Several systematic experiments are shown in order to
provide evidence for vortex rectification of environmental current noise.
Chapter 4 is devoted to Nernst effects observed in plain Mo-Ge films. The vortex
Nernst effect has been studied in several type-II superconductors, and recently, the
study of Nernst effects induced by quasiparticles and superconducting fluctuations
has attracted much interest. In this work, we focus on the angular dependence of
the vortex Nernst effect for varying direction of magnetic field, and find an anomaly
which we seem to be able to explain by a change in the vortex entropy at high
magnetic fields.






In this Chapter, we describe the sample preparation, characterization, and mea-
surement methods. We also overview the physical properties of materials used in
this study: Mo1−xGex (Mo-Ge), a weak-pinning type-II superconductor [104, 126],
and Y3Fe5O12 (yttrium iron garnet: YIG), a ferrimagnetic insulator.
2.1 Sample preparation
Mo-Ge|YIG bilayer films were grown on 0.5-mm-thick Gd3Ga5O12 (111) sub-
strates (GGG). First, Y3Fe5O12 (YIG) with a thickness of 1 µm was fabricated by
liquid phase epitaxy on the GGG substrates. The YIG films were prepared by Dr. Z.
Qiu at Institute for Materials Research, Tohoku University (now at Dalian Institute
of Technology). YIG(111) film has a weak out-of-plane magnetic anisotropy [105],
its saturation field in in-plane direction is less than 10 mT and coercivity less than
5 mT [106]. Amorphous Mo1−xGex (x ≈ 0.22, Mo-Ge) films were prepared by the
Prof. S. Okuma Research group, Tokyo Institute of Technology. The films were
deposited by sputtering from a Mo-Ge 70 : 30 target tuned by covering with ger-
manium flakes. During the sputtering, the sample holder was rotated at 300 rpm
and kept at room temperature by water cooling [107–111]. Samples with Mo-Ge
thickness in the range of 300 nm ∼ 360 nm were prepared. Samples prepared in
several different depositions were measured with consistent results. A portion of the
films which were used in Sec. 3.4 were prepared by the author at Institute for Ma-
terials Research, Tohoku University. For control experiments, we used (1) a 0.5-mm
thick Si wafer with a thermally oxidized SiO2 surface (thickness 200 nm), and (2)
0.5-mm thick Y3Al5O12 (YAG) substrate with (111) polished surface, instead of the
YIG|GGG substrate. In experiments with an insulating spacer, an amorphous layer
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of SiO2 was deposited by room-temperature sputtering between the Mo-Ge and the
YIG layers. Typical dimensions of the samples were 2 mm × 6 mm.
2.2 Properties of Y3Fe5O12
Y3Fe5O12 (yttrium iron garnet, YIG) [112–114] is a ferrimagnetic Mott insulator
with a band gap of 2.85 eV [115], a Curie point of 550 K, and with magnetic damping
two orders of magnitude lower than in metallic ferromagnets [116]. These properties
makes it widely used in microwave circuit elements such as circulators or isolators.
The crystalline structure of YIG has cubic symmetry. A unit cell contains 8
formula units {Y3}[Fe2](Fe3)O12 for a total of 160 atoms. The garnet structure is
build up of tetrahedra, octahedra, and dodecahedra of oxygen ions coordinated with
metal cations [113]. Here, Y3+ ions at 24(c) sites (denoted as {}) coordinate deca-
hedrons of oxygens, Fe3+ ions at 24(d) sites [denoted as ()] coordinate tetrahedrons
of oxygens, and Fe3+ ions at 16(a) sites (denoted as []) coordinate octahedrons of
oxygens. Oxygens are located at 96(h) sites. The only magnetic ions in the struc-
ture are Fe3+ at 24(d) sites and 16(a) sites, which are antiferromagnetically coupled
by super-exchange interaction via oxygen ions. The Fe3+a -O
2−-Fe3+d superexchange
linkage has an angle of 125.9 deg, and is by far the strongest superexchange inter-
action in the structure. The resulting order is ferrimagnetic with spins of Fe3+(a)
parallel to each other and antiparallel to the spins of Fe3+(d) ions. Each Fe3+ ion
is in 3d5 electronic configuration and has a moment 5 µB leading to a difference in
iron sub-lattice moments 5 µB (three in tetrahedral coordination and two in octa-
hedral coordination). Due to this strong superexchange interaction, the response
of the magnetization in YIG to an applied magnetic field is essentially that of a
ferromagnet. The easy axis direction of magnetization is 〈111〉, which corresponds
to out-of-plane direction for films used in this study.
2.3 Properties of Mo-Ge
Amorphous Mo1−xGex (x ≈ 0.22, Mo-Ge) is a conventional s-wave type-II super-
conductor. Amorphous alloys of transition metals and simple metal elements have
been studied since 1960’s mainly with the purpose to investigate the influence of ex-
treme atomic disorder on superconductivity [117–119]. Often the Tc in amorphous
metals is higher than that of their crystalline equivalent [120]. The superconductiv-
ity in these alloys is well described by the BCS theory by including the fact that the
crystal momentum is no longer restricted to the reciprocal lattice vector [117]. Due
to the amorphous structure, Bragg reflections do not occur; the electrons are scat-
tered by each atom, leading to a short mean free path and an absence of concepts
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Figure 2.1: Electron-phonon scattering processes, (a) in momentum conserving
case (ordered crystal), (b) in momentum non-conserving case (amorphous matter).
After Ref. [122].
such as Brillioun zone and electronic bands, and the electron momentum is no longer
a well-defined quantum number [121]. Despite these complications, a description of
the electrons as plane waves and the free electron model seem to be consistent with
experimental results on Hall effect or resistivity [121]. As for phonons, oscillations
of positive ions are screened by electrons and have a short-range character even in
crystals, so the dispersion relations for longitudinal sound waves are not expected
to be much different in the amorphous state [121]. The most significant change
compared to the crystalline state occurs in the electron-phonon coupling. Since
the disordered positions of atoms violate the translational invariance of a periodic
lattice, the momentum is not conserved between the incoming electron plane wave
(energy E1), the incoming sound wave (energy ~ω), and the outgoing wave (energy
E2) in an electron-phonon scattering event [121]. In an electron-phonon transition
without conserved momentum, the phase space for final states is much larger than
in momentum-conserving events typical for an ordered crystal [122]: while in the
momentum-conserving situation, the possible final states lie on the intersection of
two Fermi spheres with energies E1 and E2 = E1−~ω, in the a non-conserving situa-
tions, the final state can be any state on the Fermi sphere with energy E2 (Fig. 2.1).
This change in the electron-phonon coupling is thought to affect superconductivity
in amorphous metals [121].
The bulk Tc of amorphous Mo-Ge is 7.36 K [124]. In films, the Tc decreases with
decreasing thickness as the sample approaches superconducting-insulating transition
[71, 72, 123]. The coherence length of Mo-Ge films is of the order of 5 nm, the
magnetic field penetration depth of the order of 700 nm [70,124,125].
Mo-Ge has extremely weak vortex pinning [37,78,126] which is common in amor-
phous superconductors. The amorphous matrix provides a uniform disorder land-
scape with a characteristic length scale l ∼ 0.3 nm (electron mean free path) [124]
which is below the scale of the coherence length [117], and facilitates weak collective
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flux pinning [128]. The critical current density in amorphous Mo-Ge films ranges
from 102 A/cm2 (weak pinning) to 104 A/cm2 (moderate pinning), depending on
film thickness [70, 109]. 1 The character of pinning can be inferred from the mag-
netic field B dependence of the critical current Ic at fixed temperature [109]. The
B-dependence of Ic exhibits an increase at a field Bp just before Ic drops to zero.
This is known as the peak effect [128,135]: due to the weak-collective pinning, soft-
ening of the vortex lattice leads to an increase in pinning just before melting occurs.
Melting is signified by the critical current Ic approaching zero, i.e. finite resistance
appearing under applied bias current, at magnetic fields Bm.
The vortex dynamics in Mo-Ge films has been extensively studied by noise mea-
surements and mode-locking resonance [107, 109, 127, 131]. Mode-locking is mani-
fested by a step-like structure that appears in the force-velocity (F − v) character-
istics of an object moving in a periodic potential in the presence of combined d.c.
and a.c. forces. A step in the F − v curve occurs when the internal frequency of the
system is “locked” to the external frequency fext, that is, qfint = pfext with integers
p, q [132]. For a vortex system, this internal frequency is given by the distance of the
vortices in the direction of the motion, a, and the velocity, v, that is, fint = v/a [107].
Such mode-locking is observed even in amorphous films with random pinning [133],
where the spatially periodic potential is created by a dynamically ordered vortex
lattice [107]. Steps in the I − V curve appear at Vp/q = lvB = l(/q)FextaB, where
a = (2Φ0/
√
3B)1/2 is the lattice constant of the vortex array, and l is the distance
between electrodes. Vortex cores in the array represent weak links of the super-
conductor [133], and by the addition of a d.c. current, a “washboard” potential is
formed. Shaking of the “washboard” potential by the a.c. current allows the vortex
cores to relocate into the positions of neighbouring vortex cores, which becomes
easier with increasing d.c. current. At the mode-locking frequency, the distance a
vortex can travel during one a.c. cycle is just equal to the vortex core distance,
and the vortex lattice is “frozen in”, leading to a temporal suppression in vortex
resistance, i.e. a peak in dI/dV . Increasing the magnetic field at fixed temperature
leads to a disappearance of mode-locking, which is associated with melting of the
vortex lattice and loss of long-range order [109], also labelled as dynamic melting
at fields Bc,dyn. Another manifestation of mode-locking resonance is a suppression
in the broadband noise associated with the motion of quantized flux quanta of the
vortex lattice [107].
The superconducting phase diagram of 300-nm thick Mo-Ge films is characterized
by the presence of a weakly disordered vortex lattice in the region B < Bp (below the
1For comparison, strong-pinning Nb3Sn or NbTi alloys, which are commercially available and
used for construction of magnet coils, have critical current densities reaching 105 − 108 A/cm2
[129,130].
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field of peak effect), where mode-locking is observed [127]. Mode-locking disappears
for B > Bc,dyn signifying melting of the vortex lattice. This value of dynamic-
melting field Bc,dyn is very close to the field Bm at which onset of non-zero resistivity
is observed. This correspondence has been confirmed for temperatures down to 2
K [109]. A vortex liquid phase exists for fields Bm < B < Bc2, where Bc2 is the
upper critical field determined from resistivity measurements as the onset of normal
state.
2.4 Sample characterization
The superconducting properties of Mo-Ge films prepared in the same deposition
on different substrates, Mo-Ge on oxidized-Si substrate (Mo-Ge|SiO2 ) and Mo-Ge on
Y3Fe5O12 (Mo-Ge|YIG ), were compared by measuring the temperature dependence
of resistivity and the magnetoresistance. A summary of the results is shown in
Fig. 2.2. Figure 2.2(a) shows a broad temperature scan of the resistivity ρ0 in
a Mo-Ge|SiO2 sample in in-plane magnetic field. With decreasing temperature,
the resistivity slowly increases up to a plateau which appears slightly below 10 K,
then sharply drops to zero. This increase in resistivity with decreasing temperature
in the normal state is typical for disordered superconducting films which undergo
a superconductor-to-insulator transition with decreasing film thickness [118, 123,
136–138]. A comparison of the temperature dependence of ρ0 for Mo-Ge films on
oxidized-Si and YIG substrates in the vicinity of the transition point is presented
in Fig. 2.2(b). The plateau resistivity is ρN = 2.57 × 10−6 Ω.m for Mo-Ge|SiO2 ,
and ρN = 2.64×10−6 Ω.m for Mo-Ge|YIG, which is the same within an error of 3%.
The resistivity drop in Mo-Ge|SiO2 is sharper, and the resistance falls below the
experimental resolution at a slightly higher temperature (6.9 K) than in the case of
Mo-Ge|YIG (6.8 K). However, the onset of superconducting transition (ρ = 0.95ρN)
in both samples happens at 7.2 K. Thus, there is no significant change in the Tc of
the Mo-Ge film due to a difference in the substrate.
In Fig. 2.2(c), the phase diagrams of superconductivity in Mo-Ge films on YIG
and oxidized-Si substrates are shown, for in-plane magnetic fields. The phase di-
agrams were constructed from isothermal magnetoresistivity using the 95 % rule
for the upper critical field, ρ(Bc2) = 0.95ρN, and the vortex-solid melting field Bm
was determined as the field value where the resistivity of the sample falls below the
experimental resolution, ρ(Bm) = 10
−3ρN [71, 107, 139, 140]. The areas correspond-
ing to vortex liquid phase, Bm < B < Bc2, in both samples overlap. The vortex
liquid phase for Mo-Ge|YIG is only slightly narrower than that for Mo-Ge|SiO2 ; the
largest difference is 38% at T ∼ 3 K. A broader vortex liquid phase can be ascribed
to reduced elasticity of the vortex lattice and increased instability against pinning
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Figure 2.2: Comparison of superconducting properties in Mo-Ge|SiO2 and Mo-
Ge|YIG samples. (a) Broad temperature scan of resistivity ρ0 in a Mo-Ge|SiO2
sample. (b) Temperature dependence of resistivity in Mo-Ge samples on oxidized-
Si and YIG substrates in the vicinity of Tc. (c) Superconducting phase diagram
determined from magnetoresistance measurements on Mo-Ge|SiO2 and Mo-Ge|YIG
at different temperatures. Magnetic field was applied parallel to the film plane.
Open squares (circles) denote the upper critical field Bc2, and filled squares (circles)
denote the melting field Bm of Mo-Ge films on YIG (oxidized-Si) substrates. Dotted
lines are guides for the eyes.
and thermal or quantum fluctuations [71, 72]. Since the vortex liquid transition in
Mo-Ge|YIG has the same width or is even narrower than in Mo-Ge|SiO2, this shows
that the ferrimagnetic insulating substrate does not negatively affect the elasticity
or mobility of vortices by effects such as surface pinning [141]. The deviation of Bc2
from a linear dependence near Tc has been also observed in other films of amorphous
Mo-Ge and has been attributed to various inhomogeneities in the films [142].
It should be noted that we are not aware of any previous works that investigate
the phase diagram or vortex liquid phase in Mo-Ge films in parallel magnetic fields.
In Fig. 2.3 we show a superconducting B − T phase diagram for the Mo-Ge|SiO2
film shown in Fig. 2.2, in both in-plane magnetic fields and perpendicular magnetic
fields. Both the melting field Bm and the upper critical field Bc2 are larger in
in-plane magnetic field (Bm||, Bc2||) than their counterparts in the perpendicular
magnetic field (Bm⊥, Bc2⊥). This increase in the characteristic magnetic fields in
in-plane configuration is consistent with the expectations of the Ginzburg-Landau
theory [18]. The vortex liquid phase is only slightly narrower in in-plane magnetic
fields. In the vicinity of Tc there does not appear to be any significant change in the
slope of the upper critical field, dBc2/dT .
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Figure 2.3: Comparison of the superconducting phase diagram in perpendicular and
parallel magnetic fields in Mo-Ge|SiO2 . Bm|| (Bm⊥) and Bc2|| (Bc2⊥) are the melting
field and upper critical field in in-plane (perpendicular) magnetic field, respectively.
In case of Mo-Ge, which is a weak-coupling amorphous superconductor, the








describe the slope of the upper critical field at Tc. Here, µ0 is the magnetic per-
meability of the vacuum, kB is the Boltzmann constant, D is the electron diffusion
coefficient, and e is the elementary charge. Here, D is related to the electron mean
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one can obtain the following expressions for the Ginzburg-Landau parameter κ, the
dirty-limit coherence length ξ(0) ≡ 0.85
√
lξ0, and the penetration depth λ(0) [128]
κ = 3.54× 104[ρNS]1/2, (2.4.7)
ξ(0) = 1.81× 10−8[TcS]−1/2, (2.4.8)
λ(0) = 1.05× 10−3[ρN/Tc]1/2. (2.4.9)
Here, ρN is the normal resistivity and all quantities are in SI units, [ρN ] = Ω.m, [S]=
TK−1. The derivation of these relations starts from the BCS theory and does not
assume lowered dimensionality of the superconductor. The boundary condition that
is considered is a magnetic field perpendicular to the surface of the superconductor.
As discussed in Sec. 1.2.7, the upper critical fields for magnetic fields parallel and
perpendicular to the sample surfaces differ by a constant, which is of the order 1.
Therefore, the slope −dBc2/dT determined for a parallel magnetic field should well
approximate the slope for a perpendicular magnetic field, for which the expressions
(2.4.7)-(2.4.9) were derived. In Fig. 2.4 we show the T -dependence of Bc2 in Mo-
Ge|YIG and Mo-Ge|SiO2 in the vicinity of Tc fitted with a linear function Bc2 =
−ST + b (in the temperature range from 5.8 to 6.8 K). The slope S ≡ −dBc2/dT
and the critical temperature Tc ≡ b/S determined from the linear fit, along with κ,
ξ(0), and λ(0) are shown in Table 2.1 The obtained coherence length was ξ = 4 nm
for both Mo-Ge|SiO2 and Mo-Ge|YIG , with an error less than 2%. The penetration
depth for Mo-Ge|SiO2 was estimated as λ = 619 nm, and that for Mo-Ge|YIG
was λ = 632 nm (error 2%). The Ginzburg-Landau parameter is κ ≈ 100. These
values are in agreement with values reported for films with similar composition and
thickness [124, 125, 142]. Furthermore, the transition temperature estimated from
a linear fit of dBc2/dT was Tc ∼ 7.1 K (error 1%), common for both Mo-Ge|SiO2
and Mo-Ge|YIG . Thus, both the normal resistivity, as well as the superconducting
parameters (Tc, ξ, and λ) differ by less than 3% between the Mo-Ge|YIG and the
Mo-Ge|SiO2 samples, confirming that the quality of the Mo-Ge films is identical on
both substrates.
Figure 2.7 shows the temperature dependence of the coherence length ξ(T ) and
Table 2.1: Properties of Mo-Ge films on YIG and oxidized-Si substrates.
ρN S Tc κ ξ(0) λ(0)
(Ω.m) (T.K−1) (K) (nm) (nm)
Mo-Ge|YIG 2.64× 10−6 2.82± 0.01 7.10± 0.04 97 4 632
(err 0.5%) (err 2%) (err 2%)
Mo-Ge|SiO2 2.57× 10−6 2.80± 0.02 7.14± 0.05 95 4 619
(err 0.7%) (err 2%) (err 2%)
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Figure 2.4: T -dependence of Bc2 in the vicinity of Tc for Mo-Ge on YIG and
oxidized-Si substrates for in-plane magnetic fields. The black lines are a linear fit
with the function Bc2(T ) = −ST + b.
the magnetic penetration depth λ(T ) from the GL theory [18],










and the estimated magnetic field dependence of the inter-vortex distance, a(B), for






where Φ0 is the magnetic flux quantum (Φ0 = h/2e). The film thickness in our case
(t ∼ 350 nm) is smaller than or comparable to the penetration depth. Approaching
Tc, the penetration depth becomes even larger, λ(T ) ≈ 1 µm  t, and the penetra-
tion of magnetic field is almost uniform through the thickness of the film. Moreover,
close to the resistive transition, the screening currents become weak, and we assume
that vortices can move in the film freely without confinement. The normal core of
the vortex has a diameter of the order of ξ, which at T = 6 K is roughly 20 nm, and
that is much smaller than the thickness of the film. With a thickness of 350 nm,
the film can accommodate roughly 10 vortex cores per cross-section in the thickness
direction. Thus, based on these length scales, we consider that the appearance of a
vortex liquid phase is possible in our Mo-Ge films even in parallel magnetic fields.
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Figure 2.5: (a) Temperature dependence of coherence length ξ(T ), (b) temperature
dependence of penetration depth λ(T ) and (c) magnetic field dependence of inter-
vortex distance a(B).
Finally, we examine the structural quality of the Mo-Ge films. Figure 2.6 shows
the results of transmission electron microscopy (TEM) on a Mo-Ge|YIG sample.
Cross-section specimen preparation and TEM observation on our samples were per-
formed by S. Ito, Institute for Materials Research, Tohoku University. Figure 2.6(a)
is a high-resolution TEM image of the Mo-Ge layer, which shows an amorphous
matrix. Any microcrystals, if present, are smaller than 1 nm. In Fig. 2.6(b) a TEM
image of the YIG film is shown, and a clear arrangement of the crystal lattice in
the [111] direction is visible. Figures 2.6(c) and (d) show the corresponding selected
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Figure 2.6: Transmission electron microscopy (TEM) on a Mo-Ge|YIG sample. (a)
TEM image of Mo-Ge, (b) TEM image of YIG. Selected area diffraction pattern in
(c) Mo-Ge and (d) YIG.
area diffraction (SAD) images. The SAD of Mo-Ge [Fig. 2.6(c)] consists only of a
circular halo without any diffraction peaks, confirming the amorphous structure of
Mo-Ge. The radius of the halo is of the order of ∼ 5 /nm, corresponding to an av-
erage microcrystallite size of ∼ 0.2 nm. By contrast, the SAD of the YIG film [Fig.
2.6(d)] shows clear diffraction peaks corresponding to the cubic garnet structure of
YIG [145].
To support the claim that the quality of the superconducting film is not affected
by the choice of substrate, θ − 2θ X-ray diffraction scans of Mo-Ge films prepared
in the same deposition on oxidized-Si, GGG/YIG, and YAG substrates, are shown
in Fig. 2.7. The strongest diffraction peaks in all measured films correspond to
the relevant substrates: (a) Si(400) at 2θ = 69.1◦, (b) GGG(444) and YIG(444)
at 2θ = 51.5◦, and (c) YAG(444) at 2θ = 52.8◦. There are five other diffraction
peaks of weak intensity, in particular a broad peak at 2θ = 22.5◦, and sharp peaks
at 2θ = 38.4◦, 44.9◦, 65.6◦, and 77.4◦. These diffraction peaks completely overlap
in the three films, and this confirms that there are no structural differences in Mo-
Ge films caused by the choice of substrate. The presence of weak diffraction peaks
in amorphous Mo-Ge might be due to a small amount of bcc Mo-Ge and a A15
crystalline phase Mo3Ge nucleated in the amorphous matrix [142,144].
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Figure 2.7: Wide-angle semilogarithmic θ − 2θ X-ray diffraction scans of 350-
nm thick Mo-Ge films deposited on (a) an oxidized-Si substrate (“Si”), (b) YIG
substrate, and (c) YAG substrate.
2.5 Measurements
2.5.1 Cryostats
Measurements were performed in a commercially available superconducting mag-
net (Physical Property Measurement System, Quantum Design, Inc. - PPMS), un-
less stated otherwise. The measurements were performed interchangeably in two
different PPMS assemblies, one with a magnet able to generate fields up to 9 T
(“9T-PPMS”), the other able to generate fields up to 14 T (“14T-PPMS”). The
lowest temperature achievable in both systems was 1.9 K. In this section general
properties of the cryogenic systems and of the wiring are described [146,147], which
are relevant to the experiment.
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The dewar is a four-layer vessel, consisting of an outer vacuum insulation, a
liquid nitrogen jacket, an inner vacuum insulation and a liquid helium vessel. The
probe with a superconducting coil are installed directly into the helium vessel. The
sample space is a hermetically sealed metallic tube inserted in the probe. In the
majority of measurements, the measured sample is attached to a sample holder
(“puck”) which is inserted into a 12-pin connector at the bottom of the sample
space. The puck is made of oxygen-free high-conductivity copper that maintains
high thermal uniformity, and is coated by gold to prevent oxidation. There is good
thermal contact between the puck and the connector over the whole circumference.
The bottom part of the sample space is made of copper, the upper part of
stainless steel. The sample space is evacuated to a few torr of helium gas. The
metallic tube of the sample space is surrounded by a cooling annulus, which provides
cooling by helium flow. Temperature is controlled by a combination of two sets
of heaters and thermometers and a dual impedance system of helium flow in the
cooling annulus. In particular, there is a heater and two thermometers (Cernox for
temperatures below 100 K, and platinum for temperatures above 80 K) attached
at the bottom of the sample space, and another heater and thermometer at the
“neck”, which is 10.9 cm above the bottom of the sample space. The heater at the
bottom of the sample space warms up the sample holder and the helium gas in the
cooling annulus; the neck heater and thermometer are used to minimize temperature
gradients in the sample space. The flow rate of the main impedance is 3 liters/min,
and the flow rate of the 2nd impedance is 0.5-0.7 liters/min. Below 10 K, the main
impedance is closed, and the temperature of the cooling annulus is decreased to
temperatures below 4.2 K by pumping out the helium gas. The helium flow rate is
controlled by an automatic proportional valve (the angle is 0-90 degrees, fully open
at 90 degrees).
Wiring on the sample chamber is realized with twisted pairs of low resistance Cu
alloy which is running in annulus and is in thermal exchange with helium gas [147].
Each wire is one meter in length and 0.32 mm in diameter. Total resistance for a
roundtrip along two wires shorted at the puck is 1 Ω, which includes resistance from
the contacts at the Lemo connector at the upper end of PPMS, vacuum interface
board, and heater block at the bottom of the sample space (total of 16 joints, either
solder or connectors). The capacitance to ground is approximately 100 pF.
There are two modes of magnetic field operation, driven and persistent. In the
driven mode, the current to the magnet coil is supplied directly from the magnet
power supply unit. In the persistent mode, a “persistent” switch made of a super-
conductor is cooled below its Tc so that the current in the magnet coil forms a closed
loop and no external supply is needed. The driven mode allows faster control, but
the value of the magnetic field is affected by fluctuations in the power supply; the
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Figure 2.8: Image of a Mo-Ge|YIG sample attached to a Cu block fixed on PPMS
puck. Another sample is fixed symmetrically at the back side of the Cu block. B
shows the direction of the magnetic field.
persistent mode is free of these fluctuations. There are no magnetic field sensors
in the sample space and the value of magnetic field is determined from the current
value of the power supply, which was calibrated using a Hall device. The value
of magnetic field in persistent mode is determined solely from the value of electric
current before the persistent switch was closed.
2.5.2 D.c. voltage measurements
The samples were fixed with GE7031 varnish to an oxygen-free Cu-block which
was thermally sinked to a PPMS puck with H20E silver paste (Fig. 2.8), or at-
tached with screws to a PPMS functional rod. Ohmic contacts were made using Au
wires attached to the Mo-Ge surface with indium contacts. Resistivity and voltage
measurements were performed at each value of the magnetic field B with magnet in
the driven mode. DC voltages were measured by connecting the two voltage termi-
nals of the sample to a Keithley Nanovoltmeter K2181A and leaving other contacts
unwired [Fig. 2.9(a)]. All plots of the magnetic field dependence of voltages show
B-odd components of voltages V defined as Vodd(B) = {V (B) − V (−B)}/2. Note
that the even component of the voltage signal, which has weak reproducibility and
is attributed to accidental temperature gradients in the sample, has been excluded.
Measurements at fixed field were performed in the persistent mode unless stated
otherwise. The rotator option of PPMS was used for measurements with varying
direction of magnetic field. Details of the rotator equipment are shown in Sec. 2.5.4.
Resistivity of the samples was measured by a conventional 4-terminal method
using either a Pikowatt AVS47-B resistance bridge (Elektroniika) or a lock-in ampli-
fier LI5640 (NF Corporation). All resistivity measurements were longitudinal, and
were performed in the direction transverse to the magnetic field [Fig. 2.9(b)].
For control measurements of the d.c. voltage with a perpendicular temperature
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Figure 2.9: Measurement geometry for (a) d.c. voltages and (c) resistivity with
magnetic field almost parallel to film plane.
Figure 2.10: (a) Measuerement geometry for perpendicular temperature gradient.
(b) Image of the measurement setup.
gradient in Sec. 3.3, the sample was sandwiched by two sapphire plates (Fig. 2.10).
Temperature difference, ∆T , between the two sapphire plates was generated using
a chip resistance heater with negligible magnetoresistance. Temperatures of the top
and bottom plates were monitored by two NTC Cernox CX-1050 thermometers.
The whole sandwich was attached to a Cu block with varnish. The Al2O3 and Cu
sample holder parts design was proposed by T. Kikkawa from Saitoh Laboratory,
the assembly was done by the author.
The influence of in-plane temperature gradients in two orthogonal directions,
parallel and perpendicular to the direction of the magnetic field, has been experi-
mentally tested by applying voltage to a heater attached at the side of the sample
with varnish [Figs. 2.11(a) and (b)] and measuring the electromotive force at dif-
ferent heating powers P . The temperature difference ∆T across the sample in the
in-plane direction in each case has been measured by attaching two thermocouples
at the sides of the sample. The sample was sandwiched between a sapphire plate on
the bottom and an aluminium nitride plate at the top using epoxy screws, and at-
tached to a copper holder using varnish. A thin layer of thermal grease was applied
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between the sample and the plates.
Figures 2.11(c) and (d) show the correlation of the in-plane ∆T measured across
the sample, and the heating power divided by the thermal conductivity of GGG
at each temperature, P/κ, for ∇T ⊥ H and ∇T || H, respectively. The κ of
GGG is used, because the largest heat conductor in the sample profile is the GGG
substrate. The values of κ at each temperature were obtained from Ref. [149]. The
centre of mass of the collection of datapoints at different temperatures for each P
clearly moves to higher values of ∆T as P is increased (blue, green, and red points
correspond to P = 0, 0.99, and 2.23 mW). Since the overall temperature of the
sample holder increases as the heating power is increased, and the amplitude of the
signal has a temperature dependence on its own, the temperature dependence of
the maximum of the antisymmetric component of electromotive force V peakdc in the
B-sweep at three different applied heating powers P has been investigated. To unify
the definition of the sample temperature at different P 6= 0 , TMo-Ge was determined
from Bpeak at each system temperature T and each heating power P 6= 0, assuming
that the system temperature for P = 0 is equal to the sample temperature.
2.5.3 Second-harmonic measurements
Measurements of second-harmonic voltages were performed by inputting a con-
tinuous sine wave current with a frequency f into the sample from a current source
Keithley K6221. The amplitude and the phase of the 2f component of the voltage
between the ends of the sample were measured with a lock-in amplifier LI5640 (NF
Corp.), which was synchronized with the current source.
2.5.4 Thermoelectric measurements
A typical measurement setup for thermoelectric measurements is shown in Fig.
2.12. Figures 2.12(a), (b) show a setup for measurements with perpendicular tem-
perature gradient and a varying direction of magnetic field. By using epoxy screws,
the sample (Mo-Ge film on an oxidized-Si or GGG/YIG substrate) was sandwiched
between two Al2O3 plates with thin layers of thermal grease applied between the
sample and the plates. This sandwich was fixed on a Cu holder, which was attached
to the PPMS transport measurement chip. A Cernox thermometer monitoring the
temperature of the chip T was placed below the chip. A temperature gradient ∇T
was applied to the sample by supplying constant voltage to a 1 kΩ chip resistance
attached at the top Al2O3 plate. The chip, made of constantan, showed negligi-
ble change in resistance with temperature or magnetic field. A manganin wire was
used for heater connection to prevent heat flow from the heater into the thermal
bath. The temperature difference ∆T across the sample was measured using two
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Figure 2.11: (a) [(b)] Experimental setup for voltage measurement with in-plane
temperature gradient perpendicular (parallel) to the direction of in-plane magnetic
field. Orange arrows denote the direction of temperature gradient, and red arrows
denote the direction of magnetic field. The position of thermocouples for ∆T mea-
surement is highlighted with red circles, and the position of the heater is highlighted
with pink rectangles. White spots on the sample surface are four indium contacts
for electric measurement. View in (b) is before the sample was fixed by screwing an
aluminum nitride plate on the top. (c)[(d)] Correlation of the temperature difference
∆T and the ratio of the heating power P to the thermal conductivity of the GGG
substrate κ at different T from 2 K to 7 K for the setup in (a) [(b)]. The straight
line is a linear least-squares fit.
calibrated E-type thermocouples attached to the top and bottom Al2O3 plates. Bare
Au wires were attached to the sample with In to make four contacts. This allowed a
versatile measurement of d.c. voltage on the two middle contacts, as well as 4-point
resistance in the same setup.
The measured temperature difference ∆T across the sample thickness corre-
sponds to the temperature difference between the upper and lower sapphire plate
between which the sample is sandwiched. Due to the high thermal conductivity
in sapphire, 100 W/m.K at 5 K [Lakeshore Cryotronics, Cryogenic Reference Ta-
bles], we assume that this temperature difference corresponds to the temperature
difference between the top and the bottom of the sample.
Whenever the thermoelectric voltage is compared to the resistivity of the sample,
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the resistivity was always measured in the same experimental setup with the same
temperature gradient applied. In such case the resistivity was measured using a
resistance bridge Picowatt AVS-B47 (Elektroniika), which operates at a frequency
12.5 Hz.
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Figure 2.12: Measurement setup for thermoelectric effects with varying direction
of magnetic field. (a) Schematic illustration of the measurement setup. (b) Actual
image of the measurement chip with set sample. (c) Measurement chip placed in the
PPMS rotator rod. (d) [(e)] Sample setup for measurement with ∆T > 0 (∆T < 0)
and angular dependence with out-of-plane magnetic field. Sample face is on the
top (bottom). (f) Sample setup for angular dependence with in-plane magnetic
field. Black sticks and circles illustrate the rotation axis. B shows the direction of
magnetic field.
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Chapter 3
Rectification in vortex liquid
phase of Mo-Ge
We investigate the rectification properties of vortex matter in a Mo-Ge film
attached to the magnetic insulator Y3Fe5O12 (YIG) by measuring the nonreciprocal
resistive response to an a.c. electric current in in-plane magnetic fields (Sec. 3.1).
We found that nonreciprocal electric resistivity becomes non-zero only in the vortex
liquid phase. The appearance of nonreciprocal electric transport in a phase where
the vortex mobility is the highest indicates a rectification mechanism for vortex
strings in this system. In addition, we investigate the vortex rectification effect
in Mo-Ge as manifested by a d.c. voltage generation from environmental noise
(a.c. currents) present in the sample. We show that rectification of non-equilibrium
noise currents in Mo-Ge leads to a measurable d.c. voltage generation (Sec. 3.2).
The d.c. voltage generation is consistent with generation of electric fields due to
a net vortex flow in Mo-Ge. Possible temperature gradients in the sample were
experimentally proven to be irrelevant to the d.c. voltage generation in Sec. 3.3.
This d.c. voltage generation is strongly affected by the magnetic properties of the
substrate, indicating that a rectification mechanism is driven by an asymmetry of
the magnetic environment (Sec. 3.4). A model for vortex rectification is formulated
in Sec 3.5.4, which attributes the nonreciprocal vortex flow to a spatial asymmetry
in the vortex nucleation rate, induced by magnetic coupling of vortex stray fields
with the magnetization of the substrate. Based on our systematic study, we find
that the Mo-Ge|Y3Fe5O12 (YIG) system acts as an antenna which can pick up
current fluctuations generated by the cryostat equipment, and rectifies them into d.c.
voltages (Sec. 3.6). We also demonstrate d.c. voltage generation from a controlled
MHz input (Sec. 3.7) and discuss the effect of a.c. current noise on vortex mobility
(Sec. 3.8). Finally, the angular dependence of d.c. voltage generation is discussed
for changing directions of magnetic field in relation to the symmetry of the system
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and the penetration process for vortices in Mo-Ge. 1
3.1 Nonreciprocal electric transport in the vortex
liquid phase of Mo-Ge
3.1.1 Nonreciprocal resistivity and second-harmonic response
Rectification of current can be evaluated by measuring nonlinearity of electric
resistivity. In a material rectifying current, the resistivity ρ should exhibit nonre-
ciprocity, that is, ρ(I) 6= ρ(−I). When the current I is small enough, resistivity can
be expanded as
ρ(I) = ρ0 + ∆2fI · · · , (3.1.1)
where ρ0 is the direction-independent resistivity, and ∆2f represents the asymmetry
of ρ with respect to I. Thus, the nonreciprocity in transport, ρ(I) 6= ρ(−I), is
transcribed into ∆2f 6= 0. Hence, the nonreciprocity coefficient ∆2f can be used as
a measure of current rectification. ∆2f can be precisely measured by a 2f -lock-in
method for a voltage generated in the sample, applying a small a.c. current, I, with
the frequency f , and detecting a generated voltage with the doubled frequency 2f .
A general expression for a voltage generated in a device with resistivity (3.1.1) as a







where ` is the distance between voltage terminals and S is the cross-section area of
the conducting specimen.
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To detect ∆2f , a higher harmonic lock-in method was used, where higher harmonic








The coefficient of the nonreciprocal response ∆2f is determined from the second-






1This chapter (except Secs. 3.7 and 3.8) is based on a published work, J. Lustikova, Y. Shiomi,
N. Yokoi, N. Kabeya, N. Kimura, K. Ienaga, S. Kaneko, S. Okuma, S. Takahashi, and E. Saitoh,
“Vortex rectenna powered by environmental fluctuations” Nat. Commun. 9, 4922 (2018). (Ref.
[150])
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Figure 3.1: Nonreciprocal electric transport in Mo-Ge|YIG at T = 4 K. (a)
Schematic illustration of the sample and the measurement setup. (b) Magnetic
field dependence of resistivity (1f response). (c) Magnetic field dependence of non-
reciprocal resistivity (2f response).
The nonlinear response (3.1.3) to an a.c. current in such device generates a d.c.




which is the rectification voltage. The linear electric resistivity ρ0, and the nonre-
ciprocal resistivity coefficient ∆2f correspond to the 1f and 2f voltage response to
an external a.c. current with a frequency f , respectively.
3.1.2 Results for Mo-Ge|Y3Fe5O12 system
In this section we show measurements of the resistivity ρ0 and the nonreciprocal
resistivity coefficient ∆2f in a Mo-Ge film attached to a Y3Fe5O12 (YIG) substrate.
Nonreciprocity and rectification in Mo-Ge will manifest itself as ∆2f 6= 0.
In Fig. 3.1(b), we show the magnetic field B dependence of resistivity ρ0 for
the Mo-Ge|YIG sample at T = 4 K, which is below the superconducting transition
temperature of Mo-Ge, Tc ∼ 7 K. Resistivity is zero up to magnetic fields Bm ∼ 7
T, where melting of the vortex solid and motion of vortex strings occur, manifested
by non-zero resistivity. Resistivity continues to increase up to the upper critical
field Bc2 ∼ 8T , signifying transition to a normal state. The nonreciprocal resistivity
∆2f measured in the same sample, at the same temperature, and in the same con-
figuration is shown in Fig. 3.1(b). The nonreciprocal resistivity coefficient ∆2f is
vanishing both below Bm and above Bc2. In the vortex liquid phase, Bm ≤ B ≤ Bc2,
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Figure 3.2: Magnetic field dependence of (a) resistivity (1f response), and (b)
nonreciprocal resistivity (2f response) in Mo-Ge|YIG at selected temperatures.
the coefficient ∆2f becomes non-zero and has a peak structure. This ∆2f 6= 0 indi-
cates a rectification mechanism in the vortex liquid phase, where the vortex mobility
is high.
Figures 3.2(a),(b) show the B dependence of linear resistivity ρ0 and nonrecip-
rocal resistivity coefficient ∆2f for Mo-Ge|YIG at selected temperatures. At each
temperature, a peak of non-zero ∆2f [Fig. 3.2(b)] appears at magnetic fields corre-
sponding to the superconducting transition in Mo-Ge [Fig. 3.2(a)]. With decreasing
temperature, the resistive transition shifts to higher magnetic fields and, correspond-
ingly, the ∆2f 6= 0 peak follows the same trend. At T = 7.5 K, which is above Tc ∼ 7
K and is in the normal state of Mo-Ge, the coefficient ∆2f is vanishing. This shows
clear correspondence between the appearance of a vortex liquid phase in Mo-Ge and
the observation of nonreciprocal electric transport.
During the measurement, we have measured the second harmonic voltage V2f at
a relative phase θ = −π/2. Figure 3.3(a) shows the second harmonic voltage V2f
for two different lock-in phases, θ = −π/2 and θ = 0. It is clear that the θ = 0
component of V2f is negligible. This is in agreement with the expectation for a
second-harmonic voltage from nonreciprocal response [see discussion of Eq. (3.1.5)].
In addition, Fig. 3.3(b) shows V2f for θ = −π/2 in a Mo-Ge sample where the
magnetic YIG substrate was replaced by an oxidized-Si substrate. The observed V2f
is smaller than in Mo-Ge|YIG by roughly one order of magnitude and of opposite
polarity, suggesting an important role of the magnetic properties of the substrate in
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Figure 3.3: B-dependence of second harmonic voltage V2f in (a) a Mo-Ge film on
YIG substrate for lock-in phase θ = −π/2 and θ = 0, (b) a Mo-Ge film on oxidized-
Si substrate for θ = −π/2. The temperature is T = 6 K, a.c. current frequency
f = 13.7 Hz and amplitude I0 = 40 µA.
Figure 3.4: (a) B-dependence of second-harmonic voltage V2f in Mo-Ge|YIG for
a set of a.c.-current amplitudes I0. (b) I0-dependence of the peak value of V2f (B).
Green points show the experimental data, black curve is a fit with the function
V peak2f = γI
2
0 , where γ = (
√
2/4)∆2f`/S as in (3.1.5). The temperature is T = 2 K,
and a.c.-current frequency is f = 13.7 Hz.
the nonreciprocal electrical resistivity.2
In Fig. 3.4(a) we plot the B-dependence of second-harmonic voltages V2f in
Mo-Ge|YIG for a series of amplitudes I0 of the a.c. input current. The amplitude
of the voltage V2f clearly increases with increasing I0. The I0-dependence of the




0 , where γ =
(
√
2/4)∆2f`/S as in (3.1.5). The second-harmonic voltage can be fit reasonably well
with a quadratic dependence on the current amplitude, which further demonstrates
consistency with nonreciprocal electrical resistivity (3.1.1). It is noted that any
third-order terms ∆4fI
3 in resistivity, which would show up as I40 -dependence in
2The influence of magnetic properties of the substrate on the nonreciprocal electric transport
in Mo-Ge will be discussed in detail in Secs. 3.4 and 3.5.4.
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Figure 3.5: (a) B-dependence of normalized nonreciprocal resistivity coefficient
∆2f (f)/|∆2f (1 kHz)| in Mo-Ge|YIG for various frequencies of a.c. current f . (b)
f -dependence of the peak value of ∆2f (f)/∆2f (1 kHz). The temperature is T = 4
K, and a.c. current amplitude is I0 = 40 µA.
Figure 3.6: B-dependence of (a) second-harmonic voltage V2f , and (b) d.c. voltage
Vdc measured in a Mo-Ge|YIG sample for a set of a.c.-current amplitudes I0 at
f = 13.7 Hz and T = 6 K.
V2f , are of the order of . 10−2∆2f .
Fig. 3.5(a) shows the B-dependence of the normalized nonreciprocal resistivity
coefficient ∆2f for several values of a.c. current frequency f . Neither the B-spectrum
nor the amplitude show any significant change in the measured frequency range.
Figure 3.5(b) shows the f -dependence of the normalized peak value of ∆2f , which is
constant. This shows that the observed second-harmonic response is not caused by
heating; a heating signal would appear with a constant delay τ = ∆θ/f , which
would show up as a frequency dependence of V2f at fixed phase. Further, the
constant frequency dependence of ∆2f down to frequencies of a few Hz suggests
that nonreciprocal resistivity will appear also in a d.c. limit f → 0.
In Figs. 3.6(a) and (b), we compare the second-harmonic voltages V2f and the
d.c. voltages Vdc on a Mo-Ge|YIG sample measured for a set of a.c.-current ampli-
3.1. Nonreciprocal electric transport in the vortex liquid phase of
Mo-Ge 81
Figure 3.7: Superconducting T −B phase diagram of Mo-Ge with peaks of nonre-
ciprocal resistivity ∆2f shown as red points. Dashed lines are guides for the eye.
tudes I0 at f = 13.7 Hz. The d.c. voltage Vdc was obtained by subtracting an offset
voltage Vdc for I0 = 1 µA, where the second-harmonic response is vanishing [see Fig.
3.6(a)]; i.e. Vdc ≡ Vdc(I0) − Vdc(1 µA). According to the expressions for V −π/22f in
(3.1.5) and Vdc in Eq. (3.1.6), both voltage components are expected to have the
same B-spectrum and the same polarity, reflecting the dependence on ∆2f . This is
consistent with the observation in Fig. 3.6. It should be noted that Vdc for B ≥ 2.4
T contains randomly captured oscillations at a.c. current frequency f = 13.7Hz
due to the finite resistivity in normal state of Mo-Ge. In addition, the amplitude of
V2f is roughly one half of that in Vdc, which is also consistent with the expressions
(3.1.5) and (3.1.6). Thus, along with a second-harmonic response, a rectification
d.c. voltage is observed, and both are consistent with a nonlinear nonreciprocal
resistivity, ρ ∼ ρ0 + ∆2fI.
Figure 3.7 summarizes the results of this section by showing the T − B phase
diagram for superconductivity in Mo-Ge along with the coordinates of the ∆2f 6= 0
peaks. Non-zero ∆2f clearly appears in the vortex liquid phase of Mo-Ge, Bm ≤ B ≤
Bc2. This correlation of nonreciprocal transport ∆2f with a superconducting phase
where the vortex mobility is maximized, suggests that the origin of this transport
effect is related to vortex motion. Further, the nonreciprocity in resistivity, ρ(I) 6=
ρ(−I), detected by ∆2f , can in principle give rise to rectification of noise current
such as coloured environmental noise into a d.c. output voltage. The rectification
of noise currents will be explored in the Sec. 3.2.
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3.2 D.c. voltage generation from environmental
fluctuations in Physical Property Measure-
ment System
In this section we aim to detect noreciprocal electric transport in the vortex liquid
phase of Mo-Ge as a d.c. voltage generated by rectification of environmental current
noise. We measured d.c. voltages on Mo-Ge|Y3Fe5O12 (YIG) by putting the sample
into a Physical Property Measurement System (PPMS, Quantum Desing, Inc.); one
of the most commonly used transport measurement systems, without applying any
external currents or temperature gradients to the sample. Figure 3.8(a) shows the
magnetic field dependence of d.c. voltage Vdc in the Mo-Ge film of the Mo-Ge|YIG
sample at selected temperatures. In the metallic phase at T = 7.5 K > Tc, no Vdc
was observed, as is expected in a conductor without externally applied currents or
temperature gradients. However, below Tc, a sharp Vdc peak appears symmetrically
at plus and minus magnetic fields. The polarity of Vdc is reversed by reversing the
direction of the magnetic field. With decreasing T , the Vdc peaks shift to higher
values of B. Figure 3.8(b) shows the T −B coordinates of the Vdc peaks plotted in
the superconducting phase diagram of Mo-Ge, both measured on the same sample
in the same setup. The d.c. voltage generation appears in the vortex liquid phase of
Mo-Ge. This observation of d.c. voltage generation is consistent with rectification
expected from the observation of nonreciprocal electric transport observed in the
vortex liquid phase (Sec. 3.1, Fig. 3.7). The negative polarity of the d.c. voltage
is consistent with the negative polarity of the nonreciprocal resistivity coefficient
∆2f [Fig. 3.2(b)], according to the correspondence of Vdc and V2f expressed in Eqs.
(3.1.6) and (3.1.5).
In Fig. 3.9(a), we show the temporal evolution of the d.c. voltage in Mo-
Ge|YIG and Mo-Ge|SiO2 during a 15-hour observation at T = 6 K and magnetic
field B = 2.5 T with the superconducting magnet set in persistent mode. The
d.c. voltages are −0.7 µV in Mo-Ge|YIG and almost zero in Mo-Ge|SiO2, and are
constant during the entire observation. This shows that the observed d.c. voltage is
not a transient phenomenon such as relaxation due to a change in external magnetic
field but is generated steadily as long as Mo-Ge is kept in the vortex liquid phase.3
The temporal evolution of the d.c. voltage in Mo-Ge|YIG during an even longer
monitoring window of 140 hours at T = 6 K and magnetic field B = 2.5 T is
shown in Fig. 3.9(b). The d.c. voltage is constant as long as the magnet is kept in
persistent mode. At the end of a 135-hour observation, the magnet is switched to
driven mode which is accompanied by a rise in the d.c. voltage. When the magnetic
3The influence of substrate properties on d.c. voltage generation will be further discussed in
Sec. 3.6.
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Figure 3.8: (a) D.c. voltage generation from environmental fluctuations in Mo-
Ge|YIG. (b) Superconducting T − B phase diagram of Mo-Ge with peaks of d.c.
voltage generation Vdc shown as red points. Inset shows a schematic illustration of
the measurement setup. Dashed lines are guides for the eye.
Figure 3.9: Temporal evolution of d.c. voltage in Mo-Ge|YIG at T = 6 K with the
superconducting magnet in persistent mode (a) in the course of 15 hours, compared
to the voltage in Mo-Ge|SiO2 generated at the same magnetic field, and (b) in the
course of 140 hours, where the magnet is switched to driven mode and then the
magnetic field is ramped to zero at the end of the voltage monitoring.
field is set to 0 T (i.e. outside of the vortex liquid phase) at the 140-hours mark, the
d.c. voltage vanishes. No decay of the d.c. voltage amplitude is observed during this
time window, which excludes the possibility of transient vortex effects such as vortex
creep [151–153]. It is also noted that such effects are not expected in weak pinning
systems. Therefore, these results indicate that a non-equilibrium driving force is
present in the system which is responsible for a steady d.c. voltage generation.
Fig. 3.10 shows that a change in the d.c. voltage in Mo-Ge|YIG can be caused
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Figure 3.10: Change in d.c. voltage generated in Mo-Ge|YIG by switching of
the superconducting magnet between driven and persistent modes. A schematic
illustration of current supply to the superconducting magnet in each mode is shown
above the plot.
by a switching of the superconducting magnet between persistent and driven modes.
The magnet is first kept in persistent mode for 1000 seconds. The generated d.c.
voltage is constant, Vpers = −0.7 µV. Then, the magnet is switched to driven mode
and kept for 1200 seconds. In driven mode, the power supply is directly connected
to the superconducting coil and the fluctuations in the magnet power supply lead
likely lead to an increase in environment fluctuations in the measurement system.
In response, the d.c. voltage increases to Vdriv = −1.8 µV, and stays constant while
the magnet is kept in driven mode. At time = 2200 seconds, when the magnet is
switched to persistent mode again, the d.c. voltage drops back to the Vpers value
immediately, and stays constant thereafter.4
We have also confirmed that the generated voltage can perform work by measur-
ing the power on an external resistive load connected to the sample. The power on
a 10-Ω external resistive load connected to the Mo-Ge|YIG sample in vortex liquid
phase (T = 6 K, B = 2.5 T) is shown in Fig. 3.11. A constant power of the order
of 0.1 pW was steadily generated over the course of hours.
Figure 3.12(a) shows the generated d.c. voltage for different directions of in-plane
4The relation between the observed d.c. voltage generation and environmental fluctuations will
be presented in Sec. 3.4.
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Figure 3.11: Power generation on a 10-Ω resistive load connected to Mo-Ge|YIG
at T = 6 K and B = 2.5 T. Inset shows a schematic illustration of a resistive load
connected to the Mo-Ge|YIG sample.
Figure 3.12: (a) Magnetic field dependence of the d.c. voltage in Mo-Ge|YIG for
different in-plane directions of the magnetic field. Inset shows the definition of the
angle of the magnetic field. (b) In-plane angular dependence of peak d.c. voltages
(blue squares). The grey line shows a fit with a V (φH) = V
∗ sin(φH) function. The
temperature is T = 6 K.
magnetic field at T = 6 K, where φH is the angle between the magnetic field and the
direction along the electrodes. The d.c. voltage almost vanishes for φH = 0
◦, when
the magnetic field is parallel to the direction of the measured electric field. The
d.c. voltage steadily increases when tilting the direction of magnetic field away from
the direction along the electrodes and reaches a maximum for φH = 90
◦, where the
magnetic field direction is perpendicular to the measured direction of electric field.
In Fig. 3.12, the angular dependence of the peak d.c. voltage [V peakdc defined in Fig.
3.12(a)] is shown. The grey line shows a fit with the function V (φH) = V
∗ sin(φH),
which shows very good agreement with the experimental data. Thus, electric field is
generated in the direction perpendicular to the direction of the magnetic field, which
is consistent with what is expected for electric field E generated by the motion of
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Figure 3.13: Schematic illustration of the measurement geometry and vortex flow.
Here, v indicates the direction of net vortex flow suggested by the polarity of the
measured d.c. voltage.
flux lines in magnetic field B [16], E ∝ −v × B. Here, v is the net velocity of
flux lines. The reversal of Vdc polarity with B [Fig. 3.8(a)] is consistent with
the expected B dependence of electric field generated by flux flow. Due to the
perpendicular measurement geometry of the electric field with magnetic field in the
in-plane direction, the generated d.c. voltage can be ascribed to in-plane flux lines
moving in the direction perpendicular to the Mo-Ge|YIG interface. The negative
polarity of d.c. voltage generated in our setup suggests that there is a net flow in
the direction away from the YIG interface towards the interface with vacuum. This
is schematically illustrated in Fig. 3.13.
3.3 Irrelevance of temperature gradients
Residual temperature gradients in the sample are irrelevant to the observed d.c.
voltage. We showed this by externally applying temperature gradients of different
directions and polarities to the sample, which was found to not affect the d.c. voltage
signal of interest. We discuss temperature gradients in the direction perpendicular to
the sample plane (out-of-plane direction), and in two orthogonal in-plane directions.
3.3.1 Out-of-plane temperature gradients
Figure 3.14 shows the B dependence of the d.c. voltage in Mo-Ge|YIG for three
different external temperature gradients applied in the direction perpendicular to the
film plane. The ambient temperature was kept at T = 4.02 K and the temperature
difference ∆T between the top of the sample (the Mo-Ge surface) and the bottom
(the GGG substrate) was varied. Figure 3.14(a) shows the d.c. voltage measured
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Figure 3.14: Magnetic field dependence of the d.c. voltage generated in Mo-Ge|YIG
for (a) positive, (b) zero, and (c) negative external temperature gradient applied
perpendicular to the sample plane. ∆T denotes the difference in the temperatures
at the top and bottom of the Mo-Ge|YIG|GGG sample. Schematic illustrations on
the right show the measurement geometry and temperature gradient direction in
each case.
when the temperature at the top of the sample is higher than that at the bottom
by ∆T = +0.21 K. In this setup, the voltage spectrum consists of a broad shoulder
of positive polarity at higher magnetic fields (8 T≤ B ≤ 14 T) and a sharp voltage
peak of negative polarity at ∼ 8 T (for B > 0). When the temperature gradient is
turned off [Fig. 3.14(b)], the broad shoulder part disappears, and only the single
sharp voltage peak at ∼ 8 T is observed, as discussed in Sec. 3.2. When a negative
temperature gradient ∆T = −0.21 K is applied, the voltage spectrum consists again
of a broad shoulder at higher magnetic fields and a sharp voltage peak at ∼ 8 T
[Fig. 3.14(c)]. The polarity of the broad shoulder voltage at the higher magnetic
fields is reversed by reversing the polarity of ∆T , showing that it is a contribution
of the vortex Nernst effect: voltage due to motion of vortex strings induced by the
thermal gradient in the Mo-Ge. [16,68]5 By contrast, the polarity of the sharp peak
at ∼ 8 T remains negative even by reversing the polarity of ∆T , showing that the
5A study on Nernst effects in Mo-Ge films is presented in Chapter 4.
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sharp peak at ∼ 8 T is not related to temperature gradients or vortex Nernst effects.
In the following section, in-plane temperature gradients are discussed and are also
found to be irrelevant.
3.3.2 In-plane temperature gradients
The effect of in-plane temperature gradients on the d.c. voltage generation is
summarized in Fig. 3.15. For ∇T applied perpendicular to the direction of the
magnetic field [Fig. 3.15(a)], Fig. 3.15(b) shows the B-dependence of d.c. voltages
for heating power P = 0, 1, and 2.2 mW at TMo-Ge ≈ 6 K. Increasing the heating
power does not affect the amplitude of Vdc, only the shape of the voltage tail at higher
magnetic fields, which can be attributed to Nernst effects, similar to the discussion
in the previous subsection. Figure 3.15(c) shows the temperature dependence of
V peakdc , which is the peak value of Vdc, at heating power P = 0, 1, and 2.2 mW.
For all three values of P , the temperature dependence of V peakdc follows the same
curve and no significant change in the amplitude was observed. This shows that in-
plane temperature gradients perpendicular to the magnetic field direction are also
not relevant to the observed d.c. voltage generation. For completeness, the case
when ∇T is applied parallel to the direction of the magnetic field [Fig. 3.15(d)] is
also shown. Applying a temperature gradient in this direction does not affect the
amplitude of the generated d.c. voltage as demonstrated for TMo-Ge ≈ 6 K at P = 0,
1 mW in Fig. 3.15(e). The temperature dependence of V peakdc for P = 0, 1, and 2.2
mW is shown in Fig. 3.15(f). Overall the temperature dependence has the same
features as in the case ∇T || B, with a peak at TMo-Ge ≈ 5.5 K and decrease to
zero at 7 K. Importantly, the temperature dependence of V peakdc follows the same
curve when changing the in-plane temperature gradient by increasing the heating
power P . Thus, the observed signal is independent of the temperature gradient
across the sample in the in-plane direction. It is also noted that the amplitude of
V peakdc observed in the temperature dependence with ∇T parallel to B is much larger
(more than 9 µV) than in the perpendicular case (slightly below 4 µV). Since the
measurement was performed in two different setups, this difference is likely caused
by the sensitivity of the voltage signal to the direction of the magnetic field with
respect to the field plane.6
6The angular dependence of the d.c. voltage on the direction of magnetic field with respect to
the film plane will be discussed in Sec. 3.9.
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Figure 3.15: (a) [(d)] A schematic illustration of the measurement setup with the
temperature gradient ∇T in the film plane perpendicular (parallel) to the magnetic
field direction. (b) [(e)] Magnetic field dependence of d.c. voltages observed in the
Mo-Ge|YIG sample for selected heating powers, 0 mW, 1 mW and 2.2 mW, with
in-plane temperature gradients perpendicular (parallel) to the magnetic field. The
temperature of the Mo-Ge film is constant (5.9 ∼ 6 K). The peak value of the d.c.
voltage V peakd.c. does not change with ∆T , showing that the d.c. voltage generation is
not affected by in-plane temperature gradients. (c) [(d)] Temperature dependence
of the peak value of the d.c. voltage V peakdc for selected values of heating power
with in-plane temperature gradient perpendicular (parallel) to the magnetic field
direction.
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3.4 Influence of magnetic properties of the sub-
strate
We found that the polarity and amplitude of the d.c. voltage generated in Mo-Ge
has strong dependence on the magnetic properties of the substrate. The large mag-
netic moment in Y3Fe5O12 (YIG) seems to be favourable for voltage generation in
comparison to the weak diamagnetic moment in an oxidized-Si substrate. Moreover,
the polarity of the d.c. voltage depends on the sign of the magnetic susceptibility
in the substrate, irrespective of the morphology of the substrate. In addition, the
mechanism of the d.c. voltage generation seems to originate in a magnetic coupling
between the Mo-Ge layer and the substrate, rather than in an interfacial electronic
effect.
3.4.1 D.c. voltage generation in Mo-Ge on substrates with
different magnetic properties
The influence of magnetic properties of the substrate on d.c. voltage generation
in Mo-Ge is demonstrated in Fig. 3.16. Both in a Mo-Ge|YIG sample [Fig. 3.16(a)]
and a Mo-Ge|SiO2 (10 nm)|YIG sample [Fig. 3.16(b)], Vdc has an amplitude of
roughly 6 µV and is of negative polarity. However, in a Mo-Ge film deposited on
an oxidized-Si substrate [Mo-Ge|SiO2 in Fig. 3.16(c)], Vdc is more than 10 times
smaller, and is of opposite polarity. Thus, inserting a thin insulating layer of SiO2
with weak diamagnetic properties between Mo-Ge and YIG does not affect the
voltage generation. However, replacing the ferrimagnetic substrate with a weakly
diamagnetic substrate causes the d.c. voltage to become significantly suppressed,
and changes the sign of the voltage. This indicates that the d.c. voltage generation
depends on the magnetic susceptibility χ of the substrate. The reversal in polarity is
associated with a change in the direction of the net vortex flow: for a YIG substrate
(χ > 0), the net vortex flow is in the direction from the interface with YIG towards
the surface of Mo-Ge; and for a SiO2 substrate (χ < 0), the net vortex flow is in
the direction from the surface of Mo-Ge towards the interface with the substrate.
On the other hand, the fact that Vdc is not affected by a thin insulating barrier
with a thickness comparable to the coherence length ξ suggests that this is not an
interfacial electronic effect such as proximity effects at superconductor/ferromagnet
interfaces [154] or Rashba effects [155], but rather an effect mediated by a magnetic
coupling between Mo-Ge and the substrate [156]. The larger magnetic moment in
YIG as compared to SiO2 facilitates a larger amplitude of Vdc, indicating that the
d.c. voltage generation is proportional to the amount of asymmetry in the magnetic
properties between the left (substrate) and right (vacuum) interfaces of Mo-Ge.
To confirm that the appearance of a spontaneous voltage generation in Mo-Ge
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Figure 3.16: Magnetic field dependence of the d.c. voltage generated in Mo-
Ge on substrates with different magnetic properties, (a) ferrimagnetic YIG, (b)
ferrimagnetic YIG with a 10-nm thick insulating SiO2 layer inserted and (c) oxidized-
Si substrate. The temperature of the measurements was T = 6 K.
Figure 3.17: Magnetic field dependence of the d.c. voltage generated in Mo-
Ge on substrates with different morphologies: an oxidized-Si substrate, which has
an amorphous surface and is diamagnetic, Y3Al5O12 (YAG) which has a garnet
structure and is diamagnetic, and YIG which also has a garnet structure and is
ferrimagnetic.
is not affected by the structural properties of the substrate but determined solely
by its magnetic properties, d.c. voltage on a Mo-Ge film prepared on a Y3Al5O12
(YAG) substrate in the same deposition as films on Si and YIG has been measured.
YAG has a garnet structure with a lattice constant a = 12.003 Å, close to that of
YIG (a = 12.376 Å) [157]. Figure 3.17 shows the B dependence of Vdc on substrates
with different morphologies at T = 6 K. On oxidized-Si substrate, which has an
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amorphous surface, the d.c. voltage is roughly +0.5 µV. When the substrate is
YAG, which has a garnet crystal structure similar to YIG and is also polished in
the [111] direction, Vdc is also roughly +0.5 µV. This is in stark contrast with the
result for YIG (garnet crystal structure polished in the [111] direction), where Vdc is
roughly −1.5 µ V. Thus, the amplitude and polarity of Vdc is the same for amorphous
SiO2 and garnet YAG substrates, which are both diamagnetic but is different for a
garnet YIG substrate, which is ferrimagnetic. This supports the conclusion that the
d.c. voltage generation is controlled by the magnetic properties of the substrate,
and is independent of the morphology of the substrate.
3.4.2 Influence of insulating spacer on d.c. voltage genera-
tion and nonreciprocity in Mo-Ge |Y3Fe5O12
In Fig. 3.16(b) it was demonstrated that inserting a thin (10 nm) insulating
spacer of SiO2 between the Mo-Ge layer and YIG substrate does not affect the d.c.
voltage generation. In this section we discuss the influence of the barrier on the
rectification properties and also investigate the how the d.c. generation changes
with SiO2-interlayer thickness.
Figure 3.18 shows a comparison of the resistivity ρ0 [Fig. 3.18(a)], the non-
reciprocal resistivity coefficient ∆2f [Fig. 3.18(b)], and the d.c. voltage Vdc [Fig.
3.18(c)] in a Mo-Ge|SiO2(10 nm)| YIG sample at selected temperatures. Peaks of
non-zero ∆2f appear at each temperature below Tc [Fig. 3.18(b)]. In general, the
observation of a non-zero ∆2f suggests the presence of a rectification mechanism
in Mo-Ge, as was discussed in Sec. 3.1. Moreover, the ∆2f peaks appear at the
resistive transition of Mo-Ge [Fig. 3.18(a)], which is consistent with the observation
in Mo-Ge|YIG (Fig. 3.2). Furthermore, there is direct correspondence in the B
dependence between ∆2f [Fig. 3.18(b)] and Vdc [Fig. 3.18(c)]. The size and sign of
the observed ∆2f and Vdc are comparable to those observed in Mo-Ge|YIG (Figs.
3.2, 3.8). Thus, even in the presence of a thin insulating barrier between Mo-Ge and
YIG, the system rectifies current.
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Figure 3.18: Magnetic field dependence of (a) the resistivity ρ0, (b) nonreciprocal
resistivity coefficient ∆2f , and (c) generated d.c. voltages Vdc in Mo-Ge|SiO2(10
nm)|YIG at selected temperatures.
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3.5 Theoretical model for vortex flow rectification
In this section we show a model for vortex flow rectification in a superconduc-
tor placed close to a magnetic insulator in a parallel magnetic field. The results
presented in this section were obtained through a collaboration work [150] with N.
Yokoi et al.
3.5.1 Vortex nucleation process in in-plane magnetic field
and Ginzburg-Landau free energy of a vortex
Here we consider a thick (t > ξ) superconducting film in a parallel magnetic
field. In a large external magnetic field H0, vortices tend to be aligned along the
direction of the magnetic field. However, due to large energy cost of a rectilinear
vortex line, it is natural to consider that the vortex nucleation process is initiated
by the formation of a curved vortex string at the surface with its endpoints exiting
perpendicular to the surface [74–77]. Therefore, it can be assumed that the vortex
nucleation process in parallel magnetic field is dominated by the formation of such
vortex semi-circles of the radius ρV at the superconductor surface in xz-plane (Fig.



































where θ is the angle measured from the positive z-axis to the vortex segment under
integration (Fig. 3.19), and the value of the vortex magnetic field HV can be cal-
culated from the London equation for a vortex (1.2.127), µ0HV = µ0|HV| ' Φ0/λ2L.
The value of HV depends only on the bulk properties of the superconductor and can
be treated as a constant. This energy (3.5.2) has a barrier profile depending on the
critical radius of the vortex semi-circle [77].
3.5.2 Vortex energy with a ferromagnetic substrate
The semi-circle vortex nucleus that terminates at the surface of the superconduc-
tor, generates stray magnetic fields HS emanating from the end-points of the vortex
into the surrounding environment (Fig. 3.19). We consider that the superconductor
is surrounded by an insulator; a magnetic insulator for y < 0 and a vacuum for y > t.
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Figure 3.19: A vortex string in the form of a semi-circle of the radius ρV near a flat
interface of a superconductor. The superconductor occupies the space 0 ≤ y ≤ t and
is characterized by a magnetic field penetration depth λL and a coherence length
ξ. The half-space y ≤ 0 is occupied by a magnetic insulator with a magnetic
susceptibility χ. An external magnetic field H0 is applied in the z-direction. Stray
magnetic fields HS emanate from the end points of the vortex semi-circle. dv is a
unit vector along the vortex string at an angle θ measured from the positive z-axis
in the yz-plane.
The stray magnetic fields satisfy the static Maxwell equations without current,
∇ ·HS = 0, (3.5.3)
∇×HS = 0. (3.5.4)
The boundary condition is given by the continuity of the magnetic field at the
superconductor surface y = 0,
HS = HV at y = 0. (3.5.5)
In a small ρV limit, ρV 
√
x2 + y2 + z2, the solution for HS is approximately given
by a dipole magnetic field emanating from the endpoints of the semicircle vortex [77],









This stray magnetic field HS penetrates into the ferromagnetic substrate, and in-
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In a large external magnetic field, H0 = (0, 0, H0), the magnetization in the ferro-
magnet is aligned along the magnetic field, M = (0, 0,M0). Here, M0 is the satura-
tion magnetization, M0 = χ||H0. The component of the stray field HS⊥ perpendicu-
lar to the surface generates a small transverse magnetization, δM⊥ = χ⊥HS⊥. The
magnetic energy from the stray field can be then written






d3rHS⊥ · µ0δM⊥. (3.5.9)







in the large L limit. Here, L and D are the length (in the z-direction) and the
thickness (in the y-direction) of the ferromagnetic substrate. In our experimental
setup, this contribution is negligibly small due to D/L  1. In the large L limit,














with a coefficient of the order of 100, where the coherence length ξ specifies the size
of the vortex core and provides a cutoff parameter in the integration, and κ = λL/ξ.
This transverse contribution to magnetic energy does not depend on the the size of
the magnetic substrate. Due to this extra term, the vortex nucleation energy at the
interface of the superconductor and the magnetic insulator is reduced in proportion
to the transverse magnetic susceptibility χ⊥ of the magnetic substrate.
3.5.3 Vortex nucleation asymmetry
For simplicity we assume that the vortex flow density induced by a bias current
in the vortex liquid phase is governed by the nucleation process of vortex strings at
the interfaces. Due to the high mobility of vortex strings in the vortex liquid phase,
vortex strings propagate freely in the bulk under the driving force, and their flow
is determined by the nucleation rate at the interface from which they are driven
away by the current-driving force [31, 32, 37, 78]. A similar argument for magnetic
skyrmions was made in Ref. [158].
The semi-circle vortex energy with a magnetic substrate is given by
FV(ρV) = GGL + FS⊥, (3.5.12)
where GGL is given by Eq. (3.5.2), and FS⊥ is the magnetic energy due to stray fields
in Eq. (3.5.11). The vortex energy is a function of the radius ρV of the semi-circle,
and is plotted in Fig. 3.20 with a set of typical parameters for a Mo-Ge|Y3Fe5O12
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Figure 3.20: Energy barrier for semi-circle vortex nucleation. The blue line is a
plot of the normalized vortex energy GGL as a function of the semi-circle radius
ρv/λL with H0/HV = 1000. The red line is a plot of the vortex energy including the
magnetic energy from the magnetization, FV = GGL + FS⊥, with H0/HV = 1000,
χ⊥ = 0.01, and κ = 100.
(YIG) interface. The vortex energy FV(ρV) has an energy barrier at ρV = ρ0, which
is an analogue of the surface barrier for a rectilinear vortex [73]. The barrier for a
vortex nucleating at the interface with YIG is lowered due to the contribution of
FS⊥.
The nucleation rate P of a semi-circle vortex at the interface is given by the
nucleation formula P ' Ωe−∆F/kBT [75, 159], where ∆F is the height of the vortex
energy barrier, Ω is a frequency pre-factor which depends only on the bulk properties
of the superconductor, and kB is the Boltzmann constant. The difference in the
energy barriers at the interfaces with YIG and with the vacuum is given by the
contribution of the magnetization,
∆F |YIG −∆F |vac = FS⊥(ρ0), (3.5.13)
and this leads to an asymmetry in the nucleation rates of the semicircle vortex




where we consider a small ρ0 limit (i.e. a small FS⊥ limit). Considering the form
of the magnetic energy FS⊥ given by Eq. (3.5.11), we find the asymmetry in the
nucleation rate,
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In equilibrium without a background current, the asymmetric nucleation rate ∆P
does not produce a macroscopic vortex flow, since at a given surface vortex nuclei
are equally probable to enter and exit by overcoming the energy barrier via thermal
fluctuations - the nucleation rate and annihilation rate are equal, leading to an
equilibrium distribution of vortex strings.
In the presence of a bias current I in the superconductor, vortex strings feel a
Lorentz force, fL ∝ I ×HV, which induces an imbalance between vortex entry and
vortex exit at each surface. With a bias current, I0 = (−I0, 0, 0), the Lorentz force
generates a vortex flow JV in the direction away from the YIG interfaces towards the
vacuum interface. The magnitude of the vortex flow, JV = |JV|, is proportional to
PYIGI0, due to the topological protection of vortex number in the bulk. Analogously,
under the current +I0, a vortex flow is generated in the opposite direction, with a
magnitude JV ∝ PvacI0. Therefore, from the asymmetry of the vortex nucleation
rate (3.5.15), we obtain an asymmetric vortex flow ∆JV under the bias currents −I0
and I0,
∆JV = JV(−I0)− JV(+I0) ∝ (PYIG − Pvac)I0 ∝ χ⊥I0. (3.5.16)
Under an applied a.c. bias current, such as a current noise of certain frequency, the
resultant vortex flow in the direction away from the YIG interface towards the Mo-
Ge surface generates a d.c. flux flow voltage of negative polarity, which is consistent
with the observed voltage signal in the Mo-Ge|YIG sample (Sec. 3.2). This result
is also consistent with the observed nonreciprocity of vortex flow resistivity in the
vortex liquid phase, ρ(I) 6= ρ(−I). The nonreciprocity is maximal in the vortex
liquid phase, where the mobility of vortex strings is the largest. The direction of the
nonreciprocal vortex flow in Eq. (3.5.16) is determined by the sign of the magnetic
susceptibility χ⊥ of the substrate, and this results is consistent with the observed
change in the polarity of the d.c. voltage signals in Mo-Ge|YIG and Mo-Ge|SiO2
samples (Sec. 3.4).
3.5.4 Consideration of sample length scales
So far we have ignored the effect of the sample geometry. Here, we consider
the effect of a finite thickness of the Mo-Ge film within our model of vortex flow
rectification, and discuss relevant experimental data.
The crucial aspect in the discussed vortex rectification mechanism is the nucle-
ation of vortex semi-circles at the interfaces, with a radius ρ0 comparable to the
coherence length ξ ' λL/100 (κ ∼ 100), which at T = 6 K is roughly 20 nm [Fig.
2.5(a)]. That is much smaller than the thickness of the Mo-Ge film, t ' 350 nm.
The nucleated vortex strings are characterized by a normal core with a radius of
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the scale ξ, and are assumed to move freely without confinement or pinning in the
vicinity of the resistive transition.
However, as for the magnetic flux, since the penetration depth λL is larger than
the thickness, the magnetic field produced by the vortex is substantially extended
beyond the Mo-Ge film. As was discussed in Sec. 3.5.2, the difference in the vortex
nucleation energy is governed by the transverse part of the magnetic energy FS⊥,
which originates in the coupling between magnetization in YIG and the stray mag-
netic field of the vortex semi-circle. We assume that the stray magnetic field outside
the film is approximately given by the dipole magnetic field (3.5.6).
In order to discuss the effect of the finite thickness t of the Mo-Ge film (Fig.
3.19), we consider the dipole magnetic field emanating from the end points of a
semi-circle vortex at y = t:
Ht = −∇Ut, Ut = P
z
[x2 + (y − t)2 + z2]3/2
. (3.5.17)
Using this dipole field, we can evaluate the magnetic energy for the coupling be-
tween stray fields of a vortex semi-circle at the Mo-Ge/vacuum interface, and the












This guarantees that, for t ξ, the nucleated vortex at the Mo-Ge/vacuum interface
has a negligibly small magnetic energy ∝ 1/t3, compared to the magnetic energy
∝ 1/ξ3 of a vortex at the YIG/Mo-Ge interface. This property originates from the
short-range potential of the dipole magnetic field (3.5.17), and not from the Meissner
effect. Therefore, the difference in the vortex nucleation energy is indeed generated
even in the case of a finite-thickness film, unless the thickness is smaller than the
coherence length, ξ > t.
A similar argument can be applied to the case with an SiO2 spacing layer between
the YIG and the Mo-Ge layers (Sec. 3.4.2). In this case, neglecting the small
diamagnetic susceptibility of the SiO2, the stray magnetic field emanating from the
nucleated vortex at the SiO2/Mo-Ge interface penetrates into the YIG substrate,
separated by a distance W . The magnetic energy of the vortex from the coupling
of the stray field to the YIG magnetization will be, in analogy to the discussion
above, FS⊥ ∝ −1/W 3. This result implies that, for W > ξ, the magnetic energy
rapidly decreases with the thickness W , and competes with the small diamagnetic
contribution from the SiO2 spacing layer. The negative voltage due to the coupling
with YIG is reduced with increasing thickness W , and is gradually replaced by the
positive diamagnetic contribution from the SiO2 spacing layer. This conclusion is
consistent with our experimental observation. Figure 3.21 shows the B dependence
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Figure 3.21: B-dependence of measured d.c. voltages generated in Mo-
Ge|SiO2(W )|YIG with varying thickness of SiO2 (W = 0, 10, 100 and 1000 nm) at
T/Tc ∼ 0.8. Mo-Ge films in samples W = 0, 10 nm (green squares) and W = 100,
1000 nm (red circles) were sputtered in different deposition systems and have differ-
ent Tc. All d.c. voltages were normalized by the distance between electrodes because
the samples used in this measurement were of different size.
of the d.c. voltage in Mo-Ge|SiO2|YIG samples with three different thicknesses W
of the SiO2 spacing layer. For W = 10, 100 nm, the d.c. voltage is still present. For
W = 1000 nm, the negative d.c. voltage is not observed and instead a small positive
voltage appears, similar to films on oxidized Si substrates. This suggests that the
magnetic coupling between YIG and Mo-Ge has a length scale of the same order
as the coherence length, ξ ≈ 10 nm. We note that the SiO2 films were sputtered
at room temperature and are amorphous. As such, their density is not controlled
and they are likely of different quality than the commercially oxidized Si substrates.
Therefore, a discussion about the amplitude of the d.c. voltages is not reasonable,
since varying density may affect the magnetic susceptibility in the substrate.
This discussion is corroborated by experimental results on d.c. voltage generation
in Mo-Ge|YIG samples with two different thicknesses of YIG (Fig. 3.22). Preserving
the planar dimensions of the sample, the YIG(1 µm)|GGG substrate is replaced by
a bulk YIG substrate with a thickness of 1 mm. This change in the YIG thickness
does hardly affect the d.c. voltage, as shown in Fig. 3.22(a) for T = 4 K. This is also
confirmed by comparing the temperature dependence of the peak value of Vdc in both
samples, as shown in Fig. 3.22(b). According to the variation in Vdc with SiO2-spacer
thickness (Fig. 3.21), where the Vdc signal for 1 µm-thick spacing layer is negligible,
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Figure 3.22: (a) B-dependence of measured d.c. voltages generated in Mo-Ge|YIG
with two different YIG thicknesses: 1 µm (film) and 1 mm (bulk) at T = 4 K. (b)
Normalized temperature dependence of peak d.c. voltage in Mo-Ge|YIG(film) and
Mo-Ge|YIG(bulk). Dashed line is a guide for the eye.
the spatial distribution of stray fields generated by semi-circle vortex cores does not
appear to reach beyond a 1 µm-distance away from the superconductor surface or
interface. Thus, further increasing the volume (thickness) of YIG does not affect
the contribution Fmag [Eq. (3.5.9)] to vortex nucleation energy, and this can explain
the unchanged Vdc response.
3.6 D.c. response to environmental fluctuations
In this section, the origin of driving force for d.c. voltage generation in Mo-
Ge|Y3Fe5O12 (YIG) is clarified based on systematic control experiments. It is found
that the sample wiring in the cryostat chamber acts as an antenna that picks up
electromagnetic noise from the cryostat ground. We found that the source of this
noise is a current noise leaking from the magnet power supply unit. The noise has
a dominant contribution in the MHz frequency range. The rectenna structure of
our measurement system is discussed. We also confirm that influx of noise from
the room-temperature equipment to the low-temperature parts of the measurement
system is irrelevant to the d.c. voltage generation.
3.6.1 Effect of shielding and grounding
Figure 3.23 summarizes how the d.c. voltage in a Mo-Ge|YIG sample changes
when the coupling between the sample wiring and the cryostat ground is altered.
In the standard measurement setup used throughout this work [Fig. 3.23(a)], the
sample wiring is insulated but not shielded from the cryostat ground: a twisted pair
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wiring of copper-alloy without shielding runs along the outer wall of the stainless
sample space tube, before attaching to the sample space pins, to which the sample
puck is latched. The d.c. voltage observed in this setup is shown as “insulated” in
Fig. 3.23(d) and the peak value is about−4 µV. In order to test how this d.c. voltage
generation is related to the influence of external environment, we have constructed a
custom measurement setup using a functional rod instead of the PPMS sample puck
[Fig. 3.23(b),(c)]. The sample is wired with a coaxial twist-pair cable which runs
inside the evacuated sample space. The coax shield and a shield surrounding the
sample are both insulated from the PPMS cryostat ground. The shield is connected
to a quiet ground of the nanovoltmeter [“insulated+quiet shield”, Fig. 3.23(b)]. The
d.c. voltage measured in this configuration almost vanishes [Fig. 3.23(d)]. Finally,
this configuration is altered by connecting one lead of the sample wiring to the
cryostat ground [“grounded”, Fig. 3.23(c)]. In this case, a large d.c. voltage with a
peak of −10 µV is observed [Fig. 3.23(d)]. We can summarize these results in two
points:
(1) A quiet shield almost shuts down the d.c. voltage generation.
(2) Even in the presence of a quiet shield, a direct electric connection between
the sample and cryostat ground restores the d.c. voltage generation.
From (1) it can be inferred that the d.c. voltage generation occurs as a response
to environmental fluctuations in the measurement system. From (2) it can be in-
ferred that the relevant environmental fluctuations originate mainly in the cryostat
ground. The wiring of the cryostat chamber in the usual “insulated” configura-
tion [Fig. 3.23(a)] is coupled to the ground with a capacitance of the order of 100
pF [147]. Therefore, it is likely that the copper-alloy chamber wiring of PPMS acts
as an antenna that picks up mainly electric noise from the cryostat ground, which
can be responsible for d.c. voltage generation in the “insulated” configuration.
We have also shown that the variation of the antenna property between measure-
ments is negligible. The sample is wired with indium-soldered golden wires, which
may vary in shape and size between each measurement, and these are connected to
the chamber wiring, which is fixed [Fig. 3.24(a)]. The indium-soldered golden wires
have been altered by adding a bent copper wire with a diameter of 0.20 mm and a
length of 30 mm is, which was added in order to verify the antenna property of the
sample contacts [Fig. 3.24(b)]. When the contacts are altered, the increase in the
d.c. voltage amplitude is less than 18% [Fig. 3.24(c)], which is negligible compared
to the variation observed among samples on different substrates (Fig. 3.16), which
is almost 90%. This suggests that the golden-wire contacts of the sample do not
significantly contribute to the radiation pick up, and the main contribution comes
from the chamber wiring.
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Figure 3.23: Influence of coupling of the sample wiring to cryostat ground on the
d.c. voltage generation in Mo-Ge|YIG. Schematic illustrations of (a) the standard
measurement configuration (“insulated”): the sample wiring is a copper-alloy wire
which is insulated, but not shielded from the cryostat ground, (b) control experiment
I (“insulated + quiet shield”): the sample wiring and the sample are completely
shielded and insulated from the cryostat ground by using a coaxial cable; the shield
is connected to a quiet ground, (c) control experiment II (“grounded”): the “HI”
lead of the sample is directly connected to the cryostat ground. (d) B dependence
of the d.c. voltage in the same Mo-Ge|YIG sample at T = 5 K in the three different
measurement configurations. It is noted that the slight shift in the peak position
in c) compared to a) might be due to a temperature shift caused by the use of a
custom sample probe in order to insert coaxial cables.
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Figure 3.24: Role of sample contacts in the ambient radiation pickup of our rectenna
device. Schematic illustration of the sample setup with (a) usual wiring, (b) a copper
wire added to test the antenna property of sample contacts. (c) B-dependence of
d.c. voltage in Mo-Ge|YIG in the two different setups.
3.6.2 Dependence on level of environmental noise
We have found that the noise level in the sample chamber of PPMS strongly
depends on the power state of the magnet power supply unit (PSU), and that the
d.c. voltage generation in Mo-Ge|YIG responds very sensitively the power state of
the magnet PSU (Fig. 3.25). We have measured the power spectrum in the PPMS
sample chamber with a rod antenna connected to a network analyzer (Agilent).
The magnetic field was fixed at B = 2 T, and the magnet was put in the persistent
mode. Fig. 3.25(a) shows the power spectrum with the magnet PSU powered on.
The base of the spectrum is at -100 dBm, and the most significant increase in the
power spectrum is for frequencies 2 - 4 MHz. For comparison, Fig. 3.25(b) shows
the power spectrum when the magnet PSU is powered off, with the magnetic field
still at B = 2 T in persistent mode. The spectrum is significantly flatter, with a
base at -100 dBm. We find that the magnet PSU generates electromagnetic noise in
the sample chamber in the frequency range 2-4 MHz, and has a power peaking at -60
dBm (10−6 mW). Importantly, we find that the level of electromagnetic noise in the
sample chamber strongly affects the magnitude of the generated d.c. voltage [Fig.
3.25(c)]. Here, the temperature control is turned off and the temperature of the
sample is naturally increasing. The magnetic field is again at B = 2 T in persistent
mode. In the usual measurement condition, with the magnet PSU powered on, a
d.c. voltage of −7 µV is observed. When the PSU is powered off, the d.c. voltage
almost vanishes (-0.5 µV). This on/off difference is in agreement with the observed
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Figure 3.25: Influence of the power mode of the magnet power supply unit (PSU)
on the d.c. voltages generated in Mo-Ge|YIG.
Figure 3.26: D.c. voltages generated in MoGe|YIG at B = 2 T in persistent mode,
in the normal measurement conditions (green), when the temperature control is
turned off (red) and when the rotary pump of the cooling annulus is powered off
(blue).
changed in the noise power spectrum [Fig. 3.25(a),(b)]. We infer that a noise current
from the PSU is leaking into the cryostat ground and increasing the noise level when
powered on, which is picked up by the Mo-Ge|YIG measurement.7
We also show that other fluctuations of the environment, such as temperature
fluctuations and mechanical vibrations, have no significant influence on the d.c.
voltage generation in Fig. 3.26. Similar to the measurement presented in Fig.
3.25, the magnet is put in persistent mode and the d.c. voltage Vdc is measured
7A further investigation of the noise source revealed that the d.c. voltage can be significantly
suppressed even if the magnet PSU power is on, but the control board is disconnected from the
AC/DC power supply. Thus, we speculate that the source of current noise is in the control
board of the magnet PSU, presumably the clock signal from the clock generator, which is used for
synchronizing the actions of the control board.
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Figure 3.27: Schematic illustration of our measurement system as a rectenna device.
with increasing temperature. The difference in Vdc when the temperature control
is turned on and turned off is negligible, showing that temperature fluctuations or
current noise from the heater of the temperature control are not responsible for the
d.c. voltage generation. Similarly, when we powered off the rotary pump, which is
used to regulate the pressure of Helium vapour in the cooling annulus surrounding
the sample-space tube, the change in Vdc is negligible. This shows that mechanical
vibrations mediated by the pumping line do not have significant influence on the
d.c. voltage generation.
3.6.3 Rectenna efficiency
Based on the results presented in Figs. 3.23 - 3.26, our sample system acts as an
antenna by picking up electromagnetic fluctuations from the environment, and based
on results shown in Sec. 3.1, the Mo-Ge|YIG sample acts as a rectifier. Therefore,
we suggest that the observation of a d.c. voltage generation without adding external
currents to the sample in Sec. 3.2 is facilitated by a rectenna (“rectifying atenna”)
structure of our measurement setup. A schematic illustration of the rectenna is
shown in Fig. 3.27. The magnet PSU is a noise source (Fig. 3.25), from which
noise currents leak into the cryostat ground (GND). The wiring of the cryostat
chamber acts as an antenna that picks noise currents from the cryostat through the
finite capacitance between wiring and ground (Fig. 3.23). Finally, the Mo-Ge|YIG
sample works as a rectifier and generates d.c. voltages from the a.c. noise current
(Sec. 3.1), which are detected at the nanovoltmeter (Sec. 3.2).
We also discuss the rectenna conversion efficiency in our system, defined as
Pout/Pin, where Pout is the generated power, and Pin is the irradiated power. The
irradiated spectrum has a maximum at 3 MHz with Pin = −60 dBm [10−9 W, Fig.
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Table 3.1: Experimentally reported conversion efficiencies of rectenna devices.
Operating frequency Conversion Efficiency Reference
Radio Waves 3 MHz 10−4 this work
Microwave 430 MHz 86% [163]
2.3 GHz ∼ 100 GHz 15 ∼ 92% [161,164,165]
Infrared, Visible, UV 30 THz 10−5 [166]
3.25(a)], and with a load of 10 Ω, we have Pout = 10
−13 W at T = 6 K, and B = 2.5
T (Fig. 3.23). This corresponds to an upper bound for power conversion efficiency
of 10−4.
The known rectenna devices have conversion efficiencies dependent on operating
frequency, as shown in Table. 3.1. The efficiencies range from 15% to 92% in
the microwave region, with the lowest reported frequency being 430 MHz. In the
infrared, visible and UV region, the only reported rectenna we are aware of has a
conversion efficiency of 10−5 [Table 3.1]. While our conversion efficiency is small
compared to those in the microwave region, it is comparable to that in the infrared
region.
Finally, we estimate the current noise in the sample from the experimentally
obtained values of Vdc and ∆2f . Using ∆2f ' −0.4−3 Ω.m/A [Fig. 3.2(b)], Vdc ' −1
µV [Fig. 3.8(a)], l ' 2 mm, S ' 700× 10−6 mm2, we obtain from Eq. (3.1.6) that
the current noise in the sample has an amplitude of the order of I0 ' 10 µA.
3.6.4 Appendix: Effect of filtering of room-temperature noise
The sample is electrically connected to the measurement system at room temper-
ature through the measurement leads. In general, high-frequency electrical fluctua-
tions, typically in the gigahertz range, are transmitted from the room temperature
environment to the sample. This a.c. current could act as a transport current for
vortices in the sample, and could, in principle, lead to a generation of a d.c. electro-
motive force, i.e. noise rectification. This possibility was excluded by cutting noise
above 5 MHz by low-pass filters installed close to the sample at T < 6 K, which did
not lead to an attenuation of the signal amplitude.
The measurement probe prepared for this experiment is shown in Fig. 3.28.
The sample was fixed on a Cu holder with varnish [Fig. 3.28(a)]. The pads for
wiring were also fixed on the same Cu holder. The leads for voltage measurement
were then passed through a home-made powder filter and a commercial low-pass
filter VLFX-470 (Minicircuits), before connecting to the pins of the PPMS puck.
The equivalent circuit of the wiring is shown in Fig. 3.28(b). The characteristic
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Figure 3.28: (a) Measurement probe with low-pass filters inserted in the low tem-
perature region. (b) Equivalent circuit of the low-pass probe. (c), (d) Top-to-bottom
transmission S12 of the low-pass probe measured with a network analyzer with the
bottom of the probe at temperatures T = 300 and 6 K, and magnetic fields T = 0
and 14 T. Grey line shows the −3 dB limit.
Figure 3.29: Comparison of the electromotive force in a YIG|MoGe sample in a
measurement without a filter between the sample and the measurement apparatus at
300 K (“no filter”) and in a measurement with a low-pass filter inserted (“low-pass”)
at two different temperatures, (a) T = 3 K, and (b) T = 5 K.
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impedance of the coaxial VLFX filter is 50 Ω and the pass band is d.c.-470 MHz
with good insulation (> 40 dB) between 2 and 20 GHz. A powder filter was made
by covering two Formvar-coated copper wires with a diameter of 0.25 mm by silver
epoxy. The total length of each wire was about 30 cm and typical capacitance of such
filter is about 500 pF [160]. All wiring between the sample and the PPMS chamber
pins was made using copper wires, solder, and SMA connectors. The filters were
firmly tied to the probe using dental floss. Outer parts of the VLFX filter which
were the “LO” lead of the signal, were electrically insulated from the ground using
teflon tape and Kapton tape. The distance of the filter from the sample was at most
12 cm, and it was located close to the neck heater and neck thermometer of the
PPMS sample space, so its temperature was identical to the sample temperature.
The top-to-bottom transmission of the measurement probe with a combination of
the low pass filters is shown in Figs. 3.28(c), (d). The pass band of the filter is dc
to 5 MHz, and the transmission characteristics do not change significantly at low
temperatures (6 K) or at high magnetic fields (14 T). Isolation of 20 dB above 100
MHz up to a frequency of 8.5 GHz was confirmed.
A comparison of the d.c. voltage measured on the same Mo-Ge|YIG sample at
T = 3 K obtained using the low-pass filters described above, and that using a direct
connection to the nanovoltmeter is presented in Fig. 3.29. The amplitude without
and with a filter is −1.2 µV and −1.6 µV, respectively. Thus, the use of a low-pass
filter does not lead to signal attenuation and this indicates that noise transmitted
to the sample from the room-temperature part of the measurement equipment does
not play an important role.
3.7 D.c. voltage generation from well defined MHz
input
In Sec. 3.6, we discussed experimental data which suggest that in Mo-Ge|Y3Fe5O12
(YIG), d.c. voltage is generated from ambient electromagnetic noise of MHz fre-
quency. The noise was inevitably present in our measurement system in standard
measurement conditions. Such data have been reproduced in three different PPMS
cryostats (PPMS-9T unit filled with liquid helium, PPMS-14T unit filled with liq-
uid helium, and PPMS-Dynacool unit with helium compressor). In this section
additional experimental results are presented where d.c. voltage generation is in-
duced even in a quiet environment when a well-defined a.c. input in MHz-frequency
range is added to the measurement system. The data were measured in two differ-
ent cryogenic systems, an Oxford Instruments dilution refrigerator and an Oxford
Instruments Vectormag system.
First, data obtained in an Oxford Instruments dilution refrigerator are dis-
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Figure 3.30: Resistivity (violet points, right axis) and d.c. voltage without any in-
put currents (black points, left axis) measured on a Mo-Ge|YIG sample in a dilution
refrigerator at T = 2 K.
cussed.8 Figure 3.30 shows the B-dependence of the d.c. voltage without applying
any external currents to the sample at T = 2 K, measured on the same Mo-Ge|YIG
sample as in Fig. 3.8. The resistivity of the sample is shown in the same plot. At
the resistive transition, there is no distinct Vdc peak, in contrast with the results
obtained in a PPMS cryostat. Our interpretation is that there are no significant
noise sources in the dilution refrigerator cryogenic system.
Next, we externally add MHz-frequency electromagnetic radiation into the sys-
tem, without directly applying any currents to the sample. Figure 3.31(a) is an
image of two Mo-Ge|YIG samples fixed on a copper block attached to the sample
stage. To introduce electromagnetic radiation into the system, we used a wave func-
tion generation (WF1946, NF Corp.) and applied a sine voltage with a frequency of
10 MHz to the top sample. The voltage is applied through a 100 kΩ resistor, so that
the a.c. current is 10 µA. Fig. 3.31(b) shows the B-dependence of Vdc at the bottom
Mo-Ge|YIG sample, along with resistivity ρ0, at T = 2 K. Non-zero d.c. voltage
peak with an amplitude roughly 0.1 µV appears at the resistive transition (B ∼ 14
T), and reverses polarity when the direction of the magnetic field is switched. The
polarity of the d.c. voltage is the same as in experiments in PPMS [Fig. 3.8(a)].
When the MHz sine current is switched off, the d.c. voltage almost vanishes. In a
Mo-Ge|SiO2 sample [Fig. 3.31(c)], we also observe a d.c. voltage peak at the resis-
tive transition, which reverses polarity when the direction of the magnetic field is
reversed, and almost vanishes when the MHz input is switched off. Importantly, the
8These experiments were conducted in the Center for Low Temperature Science, Tohoku Uni-
versity with the help of Dr. Noriyuki Kabeya and Prof.Dr. Noriaki Kimura.
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Figure 3.31: (a) An image of the sample setup in the dilution refrigerator. A
sine current (f = 10 MHz) is applied to the wiring of the sample on top, and Vdc
is measured in the bottom sample. Resistivity (violet points, right axis) and d.c.
voltage without any input currents (left axis) in (b) Mo-Ge|YIG at T = 2 K, (c) Mo-
Ge|SiO2 at T = 2 K, (d) Mo-Ge|YIG at T = 4 K. Grey points show Vdc without MHz
sine current applied to the system; the red and blue points show Vdc for positive and
negative magnetic fields, respectively, with MHz sine current applied to the system.
polarity of Vdc is opposite to that observed in Mo-Ge|YIG. This is also consistent
with the observation in PPMS [Fig. 3.16]. Finally, when we change the tempera-
ture [T = 4 K in Fig. 3.31(d)], a d.c. voltage peak again appears at magnetic fields
corresponding to the resistive transition (B ∼ 9.5 T). Thus, the d.c. voltage gen-
eration can be controlled externally by adding MHz-a.c. input to the measurement
system. Although the MHz sine current is not flowing directly through the sample
on which Vdc is measured, the wiring of the sample probably acts as an antenna that
picks up the a.c. currents flowing in the wiring of a neighbouring sample via mutual
inductance or capacitance of the wiring. The measurement setup again functions as
a rectenna device.
A similar experiment to the one described above was also performed in a Vector-
mag cryostat (Oxford Instruments). Figure 3.32(a) is an image of the sample setup.
The Mo-Ge|YIG sample is fixed on the measurement probe, and an antenna in the
form of a bent Formvar-coated copper wire with a diameter of 0.20 mm is placed
close to the sample and wired to the top of the probe. During the measurement,
a sine voltage with a frequency f = 18 MHz is applied to the wiring of the copper
wire through a 100-kΩ resistor using a wave function generator WF1973 (NF), so
112 3. Rectification in vortex liquid phase of Mo-Ge
Figure 3.32: (a) An image of the sample setup in the Vectormag cryostat. A sine
current (f = 18 MHz) is applied to a bent copper-wire antenna placed close to the
sample, and Vdc is measured in the sample. (b) Resistivity ρ0 (violet points, right
axis) and d.c. voltage Vdc in Mo-Ge|YIG with (red) and without (grey) MHz-a.c.
current input added to the bent copper-wire antenna at T = 6 K.
that the a.c. current amplitude is 10 µA. The d.c. voltage in a Mo-Ge|YIG sample
is measured without directly applying any currents to the sample. Figure 3.32(b)
shows the B-dependence of the d.c. voltage measured at T = 6 K, along with the re-
sistivity. When the MHz-input to the antenna is turned off, Vdc is vanishing. When
the MHz-input to the antenna is powered on, a large Vdc peak with an amplitude
almost 15 µV appears at the resistive transition. The polarity of the voltage, and the
sign reversal with switched direction of magnetic field are again consistent with the
results obtained in PPMS [Fig. 3.8(a)]. The transmission of MHz a.c. currents from
the copper-wire antenna to the sample wiring is probably the same as in the case of
the dilution-refrigerator experiment. Both experiments indicate that rectification of
a.c. currents takes place in the Mo-Ge|YIG system.
Finally, we show that the magnitude of the generated d.c. voltage is linearly
proportional to the a.c.-input power. A bent copper wire is introduced close to the
Mo-Ge|YIG sample as an antenna.9 This measurement was performed in a PPMS
cryostat. A sine-wave voltage with an amplitude |Vac| and a frequency f = 15 MHz
is applied to the copper-wire antenna through a 100-kΩ resistor [Fig. 3.33(d)]. The
d.c. voltage Vdc in Mo-Ge|YIG at T = 6 K was measured for various a.c. input
amplitudes |Vac|. The plot of Vdc in Fig. 3.33(a)-(c) shows the d.c. voltage, where the
background for |Vac| = 0 was subtracted. The magnitude of Vdc is clearly becoming
larger with increasing |Vac|. Fig. 3.33(e) shows the dependence of the peak value
of Vdc on the square of the a.c.-input amplitude, |Vac|2, which is a measure of the
input power Pin ∝ |Vac|2, along with a linear fit. The good agreement with a linear
9The measurement setup is similar to that discussed in Fig. 3.32.
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Figure 3.33: Dependence of d.c. voltage in Mo-Ge|YIG on a.c. input power. (a),
(b), (c) B-dependence of Vdc in Mo-Ge|YIG at T = 6 K for three different a.c.
voltage amplitudes |Vac| = 1.5, 3.0, and 5.0 V, respectively, of a sine-wave (f = 15
MHz) input to a copper-wire antenna close to the sample. (d) Schematic illustration
of the measurement setup. (e) Dependence of the peak value of Vdc on the square
of the input voltage amplitude, |Vac|2. The black line is a linear fit, V peakdc = a|Vac|2.
fit a|Vac|2 shows that V peakdc ∝ Pin.
3.8 Influence of MHz input on vortex mobility
In Sec. 3.7, it was shown that adding a.c. electric fields with a frequency in the
MHz range can switch on d.c. voltage generation in the vortex liquid phase of Mo-
Ge|Y3Fe5O12 (YIG). In this section the resistivity and I −R characteristics in Mo-
Ge|YIG are measured with and without MHz a.c. electric fields in the measurement
system. The aim is 1) to clarify how the vortex transport properties change in the
presence of a.c. electric fields, which would give information about the mobility
of vortex strings, and 2) to measure the difference in the resistivity of Mo-Ge for
opposite directions of d.c. electric currents, which would be another indicator of
nonreciprocal resistivity.
The experimental setup was described in Sec. 3.7 and shown in Fig. 3.32(a).
An a.c. sine current with amplitude 10 µA and frequency 18 MHz is added to a
closed loop wiring acting as an antenna, which is insulated from the Mo-Ge|YIG
sample. The d.c. resistance is determined by inputting a d.c. current I to the
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Figure 3.34: Magnetic field dependence of resistivity ρ0 in Mo-Ge|YIG at T = 6 K
with a.c. electric fields (f = 18 MHz) applied to an antenna close to the sample [see
Fig. 3.32(a)] turned on (“MHz input on”) and off (“MHz input off”). Inset shows
the resistivity in a broader magnetic-field range.
sample and measuring the d.c. voltage drop on the sample V (I)−V (0). Figure 3.34
shows the B-dependence of resistivity ρ0 in Mo-Ge|YIG at T = 6 K for a.c. current
turned on (“MHz input on”) and off (“MHz input off”). When the a.c. current is
applied to the measurement system, the resistivity of Mo-Ge becomes larger, and
the resistive transition becomes smoother and broader. This could indicate that the
presence of a.c. electric fields in the vicinity of the sample increases vortex mobility.
It should be noted that a.c. currents of MHz frequencies are often used in mode-lock
experiments to induce dynamical ordering of the vortex lattice by depinning [110].
To further study the changes in vortex mobility under the influence of a.c. electric
fields, we have measured the current-resistance characteristics with MHz a.c. electric
fields turned on and off. Figure 3.35 shows the isomagnetic current-resistance (I−R)
curves of Mo-Ge|YIG at T = 6 K. The black points shows the I −R curves without
a.c. electric fields applied to the measurement system. At B ≤ 2.5 T, the low-current
parts of the I −R curves have negative curvature; the resistance is vanishing in the
I → 0 limit, which indicates the vortex solid phase. For B ≥ 3.5 T, the low-current
parts have positive curvature, and Ohmic resistance remains at I → 0, which is
characteristic of the vortex liquid phase. This indicates that the vortex solid-vortex
liquid phase transition occurs between B = 2.5 T and 3.5 T. [167] For B = 5 T, the
resistance is independent of the applied current, indicating normal state. At B = 3.9
T, the I−R curve joins the R = const line for Ic ∼ 3×10−3 A, and at B = 3.5 T, for
Ic ∼ 6×10−3 A, which are the critical currents where the superconducting specimen
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Figure 3.35: Current-resistance (I−R) curves of Mo-Ge|YIG in different magnetic
fields. The red and black points show the I−R curves for a.c. electric fields (f = 18
MHz) in the measurement system turned on and off, respectively. The dashed
line schematically denotes the boundary between the vortex solid and vortex liquid
phases.
reaches normal state. In the same plot we also show the isometric I − R curves
with a.c. electric fields turned on (red points). At very low fields in the vortex solid
phase (B = 0.5 T, 1 T), the difference between I −R curves with a.c. electric fields
on and off is negligible. At B = 2.5 T, turning the a.c. field slightly increases the
resistivity. At B = 3.5 T, in the vortex liquid phase, there is a large difference in
the I − R curves for the MHz a.c. input on and off; R increases by more than one
order of magnitude when the a.c. input is turned on. A slight increase in R is also
observed for B = 3.9 T, but vanishes for B = 5 T, where the specimen is in normal
state. The increased resistance points to higher vortex mobility. Thus, adding a.c.
electric fields or noise to the measurement system increases the vortex mobility in
Mo-Ge in the vortex liquid phase, which creates favorable conditions for observation
of vortex transport by external driving forces. It should be noted that an increase
in the effective temperature of Mo-Ge with a.c. input in the measurement system
can be ruled out, and the increased resistance is not related to such effects because
the critical current Ic does not change in the presence of a.c. input.
Finally, we study how the d.c. resistance in Mo-Ge|YIG changes for different
directions of electric currents. Nonreciprocity in the vortex transport, which was
demonstrated by second-harmonic measurements in Sec. 3.1, should also show up
as a nonzero difference in the d.c. resistance, R(+I)−R(−I). Such nonreciprocity
was reported in plain superconducting films in the measurement of I−V curves and
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Figure 3.36: Current-resistance curves of Mo-Ge|YIG for B = 3.5 T, T = 6 K, in
the presence of a.c. electric field (f = 18 MHz) in the measurement system. The
curves were measured for positive (I > 0) and negative (I < 0) d.c. electric currents.
critical currents [33, 34] and was attributed to asymmetric bulk pinning properties,
which would lead to an asymmetric surface barrier for vortex entry into the film at
the superconductor/substrate and the superconductor/vacuum interfaces.
Since the highest mobility is obtained in the vortex liquid phase with a MHz a.c.
input, in Fig. 3.32 we show the d.c. I−R curves under such conditions (B = 3.5 T,
T = 6 K, a.c. electric fields with f = 18 MHz added to the measurement system).
The curves were measured separately for positive and negative d.c. electric currents.
Both curves follow the same trend, with R in the I → 0 limit approaching the
same value within the measurement resolution, and the same value of Ic. This is
in contrast with the observations in Refs. [33, 34], where a clear difference in Ic is
observed for +I and −I. Although in our measurement data, R(−I) < R(+I)
in the vicinity of I ∼ 10−3, the difference is very subtle and was reversed in the
vortex solid phase (B = 2.5 T), contrary to the expectation. The difficulty in
observing the nonreciprocal part of resistivity in d.c. measurements stems from the
small magnitude of nonreciprocal resistivity relative to the (reciprocal) resistivity
in the range of current magnitudes which can be applied to a vortex liquid phase.
According to the I−R curves, Fig. 3.36, the vortex liquid phase persists for currents
up to the order of I ∼ 10−3 A. From the second-harmonic measurements, Fig. 3.2(b),
the nonreciprocal resistivity coefficient is of the order ∆2f ∼ 10−4 ΩA−1·m. Since
the resistivity of Mo-Ge is of the order of ρ0 ∼ 10−6 Ω·m, the expected contribution
from the nonreciprocal resistivity would be of the order of ∆2fI ∼ 10−7 Ω·m, and
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this represent a change less than 10% in the observed signal. Thus, the contribution
from nonreciprocal resistivity in d.c. measurements is difficult to discern unless a
good signal/noise ratio is achieved, and is best detected by a lock-in method, as was
demonstrated in Sec. 3.1.
In conclusion, we were able to detect higher flux flow resistivity in the vortex
liquid phase of Mo-Ge with added MHz a.c. electric fields in the measurement
environment which could indicate higher vortex mobility in the presence of ambient
electromagnetic radiation. The magnitude of the nonreciprocal resistivity was found
to be too small to be directly observed in d.c. resistance measurements.
3.9 Angular dependence of d.c. voltage genera-
tion from environmental fluctuations
In the previous sections, we have discussed experimental data for d.c. voltage
generation with the magnetic field direction almost parallel to the sample surface.
In this section we investigate the angular dependence of Vdc by tilting the magnetic
field out of the plane of the film. It is found that Vdc vanishes for magnetic fields
tilted out of the film plane, and non-zero Vdc appears only for a magnetic field almost
parallel to the film plane. In addition, Vdc is strongly suppressed for magnetic fields
precisely parallel to the film plane. Although an exact explanation for the details of
the observed angular dependence is still lacking, the main features can be explained
by a symmetry argument: a d.c. voltage appears only when the vortex strings
experience a left-right asymmetry between the surfaces of the superconductor.
For measurements with different directions of the magnetic field, a PPMS rotator
was used, where the samples were attached with varnish to a PPMS resistivity chip
latched into the rotator probe. The temperature of the chip was monitored with
a Cernox thermometer. In order to accurately determine θH , the angle between
the direction of the magnetic field and the normal to the sample plane, we have
measured the angular dependence of resistivity in Mo-Ge at T and B fixed in the
vortex liquid phase [Fig. 3.37(b)]; a minimum in resistivity occurs just when the
magnetic field is parallel to the sample plane [83]. It is noted that for data shown
in Sections 3.1 and 3.2, θH ≈ 89◦, except for Fig. 3.16 where θH ≈ 95◦.
Changing the angle of the magnetic field drastically affects the amplitude of the
d.c. voltage signal. Fig. 3.37(a) shows the B-dependence of Vdc in Mo-Ge|YIG
for various values of θH , which is the angle between the normal to the film plane
and the direction of the magnetic field [see inset of Fig. 3.37(c) for a definition
of θH ], at T = 6 K. Vdc vanishes for a broad range of angles (θH ≈ 0 ∼ 63◦),
and a non-zero peak in Vdc appears only when the direction of the magnetic field
is close to the direction parallel to the film plane (θH ≈ 75 ∼ 96◦). Fig. 3.37(c)
118 3. Rectification in vortex liquid phase of Mo-Ge
Figure 3.37: Out-of-plane field-angular dependence of the d.c. voltage at T = 6 K.
(a) Magnetic field dependence of d.c. voltages generated in Mo-Ge|YIG at selected
angles θH . Here, θH is the angle between the sample surface normal and the direction
of the magnetic field. (b) θH-dependence of linear resistivity in Mo-Ge with B, T
fixed in the vortex liquid phase, which is used for the calibration of θH . (c) and (d)
Field-angular dependence of the peak value of the d.c. voltage in Mo-Ge films on
different substrates. Vertical dashed line shows the angle where the magnetic field
direction is parallel to the film plane. Dotted curves are guides for the eye. Inset of
(c) shows the definition of θH .
is a plot of the angular dependence of the peak value of Vdc as defined in Fig.
3.37(a). The spontaneous voltage appears only when the field is almost parallel to
the film plane (| θH − 90◦ |< 10◦). However, the voltage almost disappears when
the field is just parallel to the film plane, θH ∼ 90◦. Such anomalous behaviour was
also confirmed in another Mo-Ge|YIG sample with similar thickness [Mo-Ge|YIG
#2 in Fig. 3.37(d)] and Mo-Ge|SiO2(10 nm)|YIG sample [Mo-Ge|SiO2|YIG in Fig.
3.37(d)]. In addition, this angular dependence is also observed in a Mo-Ge film on
an oxidized Si substrate [Mo-Ge|SiO2], although with reversed polarity and much
smaller amplitude, as is consistent with the observation for Vdc in Fig. 3.16.
We also show that this anomalous angular dependence is universal, independent
of temperature in Fig. 3.38. Figure 3.38(a) shows the θH-dependence of Vdc in
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Figure 3.38: Out-of-plane field-angular dependence of the d.c. voltage in (a) Mo-
Ge|YIG and (b) Mo-Ge|SiO2 at two different temperatures. Definition of θH follows
that of Fig. 3.37.
Mo-Ge|YIG at two temperatures, T = 6 K and T = 4 K. The symmetric double-
peak θH-dependence is reproduced at the lower temperature, and the peaks have
similar width and appear at similar θH values. In Mo-Ge|SiO2 [Fig. 3.38(b)] the
double peak θH-dependence of Vdc is also reproduced at T = 4 K, and the width
and position of the peaks at both temperatures are similar to those in Mo-Ge|YIG
[Fig. 3.38(a)].
We now attempt to interpret this angular dependence in terms of symmetry
arguments. For a magnetic field perpendicular to the film plane [Fig. 3.39(a)], the
direction of the Lorentz force acting on vortex strings is in the film plane. The vortex
nucleation energy at superconductor boundaries in this direction is symmetric and,
therefore, transport should be reciprocal. Even when the magnetic field is slightly
tilted into the film plane [Fig. 3.39(b)], the main component of vortex motion is
still likely happening in the film plane and the asymmetry between YIG/Mo-Ge
and Mo-Ge/vacuum interfaces might not be affecting the vortex nucleation process.
Only when the vortex strings are almost parallel to the film plane, the Lorentz force
has a component in the direction perpendicular to the film plane. In this direction,
the vortex nucleation energy is asymmetric between the YIG/Mo-Ge and the Mo-
Ge/vacuum interfaces, and facilitates nonreciprocity observed as a d.c. voltage in
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Figure 3.39: Illustration of vortex-string configurations in Mo-Ge|YIG for different
orientation between film plane and external magnetic field H0, (a) θH ∼ 0◦, (b)
θH ∼ 30◦, and (c) θH ∼ 90◦.
response to a.c. input currents.
This symmetry argument does not explain why for a magnetic field direction
which is aligned perfectly parallel to the film plane, the voltage is rapidly suppressed
[Fig. 3.37]. Although the mechanism is not clear yet, it might be possible that in
spite of the symmetry argument being fulfilled, a change in the property of the vortex
liquid phase for magnetic fields parallel to a film plane could lead to a suppression
of the d.c. voltage. One possibility is that this suppression may occur due to surface
superconductivity [18,82,83,85,168–173]. In case of surface superconductivity (Sec.
1.2.9), for magnetic fields B > Bc2, superconductivity still survives at surfaces in
sheets with a thickness comparable to the coherence length ξ, and the bulk of the
superconductor remains in normal state. If superconductivity appears only at the
surfaces of Mo-Ge, with the bulk remaining in normal state, vortex strings cannot
traverse the bulk from one interface to the other. In such condition, the vortex
flow would not be affected by the asymmetry in the nucleation energies at the two
interfaces due to the decoupling of interfaces by normal conductivity in bulk, and the
nonreciprocity would disappear. Such possibility could be considered because for in-
plane magnetic fields, the value of magnetic field at which the peak in Vdc appears,
is slightly larger than or comparable to Bc2 for perpendicular magnetic field; when a
ρ(Bc2) = 0.95ρN definition is used. However, evidence for surface superconductivity
in films of intermediate thickness does not seem to be conclusive. Another possibility
responsible for the in-plane suppression of Vdc might be a change in the properties
of the vortex liquid phase in a film with parallel magnetic field. It is known that
the vortex lattice becomes elongated in inclined magnetic fields [174–178], affecting
melting of the lattice [177]. Fig. 3.40 demonstrates that theB−ρ0 magnetoresistance
curve in Mo-Ge|YIG becomes sharper when the magnetic field is tilted into the plane
of the sample, indicating a possible suppression of the vortex liquid phase. Vortex
liquid phase might be suppressed when the magnetic field is parallel to the film plane,
due to geometric constrictions or surface pinning, and such suppression would lead
to a suppression of the d.c. voltage. The state of the vortex liquid phase in films
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Figure 3.40: B-dependence of resistivity ρ0 in Mo-Ge|YIG for different angles
between film-plane normal and direction of magnetic field.
with parallel magnetic fields is a question that needs to be addressed in more depth
to be able to make conclusions related the angular dependence of Vdc.
3.10 Summary
The major results of this chapter are summarized as follows:
• We have observed nonreciprocal electric transport in the superconducting film
Mo-Ge attached to a Y3Fe5O12 (YIG) substrate in in-plane magnetic fields.
The appearance of nonreciprocal resistivity coincides with the vortex liquid
phase in the superconducting phase diagram of Mo-Ge.
• We have observed d.c. voltage generation in Mo-Ge|YIG in in-plane magnetic
fields in a commercial cryostat (PPMS) without applying any currents to the
sample. The d.c. voltage generation appears in the vortex liquid phase of Mo-
Ge continuously and indicates a net vortex flow in the direction away from the
YIG substrate. The generated d.c. voltage appears irrespective of any tem-
perature gradients. The d.c. voltage is large for ferrimagnetic YIG substrates,
and becomes much smaller and of opposite polarity when weakly diamagnetic
substrates are used. In addition, d.c. voltage appears in Mo-Ge|YIG even in
the presence of a thin insulating barrier. This indicates that the d.c. volt-
age generation in Mo-Ge is controlled by the magnetic susceptibility of the
substrate, and that the voltage generation is facilitated by magnetic coupling
between Mo-Ge and the substrate.
• The observed nonreciprocal electric transport and d.c. voltage generation are
consistent with a newly formulated model for vortex flow rectification in the
vortex liquid phase based on nucleation asymmetry of superconductor sur-
faces. Here, the presence of a magnetic insulating material on one surface of
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the superconductor creates an asymmetry for vortex nucleation energy at the
surfaces, due to a magnetic coupling between the magnetization of the mate-
rial and the stray fields emanating from vortex strings nucleating at surfaces.
Under the influence of an a.c. driving force, a rectified vortex flow is real-
ized. The model can explain the polarity and sign of d.c. voltages in type-II
superconducting films on substrates with different magnetic susceptibilities.
• Our measurement system acts as a rectenna for environmental fluctuations:
a.c. currents of MHz frequency leak from the magnet power supply unit into
the cryostat ground, and the sample wiring acts as an antenna by picking
up the a.c. electric fields through the insulation. The a.c. currents flowing
through the Mo-Ge|YIG sample are rectified into a d.c. voltage. We have
verified that the d.c. voltage generation vanishes when the sample is shielded
with a quiet shield, or when the noise generator (magnet power supply) is
switched off, and that the generated d.c. voltage is proportional to the noise
power.
• The d.c. voltage generation disappears for magnetic field perpendicular to
the film plane and is strongly suppressed for magnetic fields perfectly aligned
parallel to the film plane. The former suggests that a left-right asymmetry of
the magnetic environment surrounding the superconductor is necessary to fa-
cilitate a rectified vortex flow, which is consistent with our vortex rectification
model. The latter might be an indication that the rectification mechanism
is suppressed by the appearance of surface superconductivity or a change in
vortex liquid properties in in-plane magnetic fields.
Chapter 4
Nernst effect in Mo-Ge films
In this chapter, we focus on the Nernst effect observed in plain Mo-Ge films on
oxidized Si substrates. Nernst effect in superconductors has been studied extensively
mostly in bulk specimens and in films with perpendicular magnetic fields and in-
plane temperature gradients (see Sec. 1). In such configurations the vortex can be
treated as a two-dimensional object. We study the Nernst effect in a moderately
thick superconducting film (d > ξ) of Mo-Ge with a temperature gradient applied
perpendicular to the film plane. We observe a Nernst effect which can be ascribed
to vortex motion driven by a temperature gradient. We find an unconventional
angular dependence; the Nernst effect is suppressed in magnetic fields parallel to
the film plane even when the cross product of the driving force and the magnetic
field is maximized. This unconventional angular dependence appears to be related
to a decrease in vortex entropy in large magnetic fields.
4.1 Temperature dependence of Nernst effect and
correlation with vortex liquid phase
Figure 4.1(a) shows the usual measurement geometry for Nernst effect in super-
conducting slabs and films [16,90–94]: magnetic field B is applied perpendicular to
the film or slab (in the z-direction), and an in-plane temperature gradient ∇T (in
the x-direction) drives the motion of carriers. The resultant electric field E is de-
tected in the y-direction. We have measured Nernst effect in a superconducting film
in an unconventional geometry [Fig. 4.1(b)]: the temperature gradient ∇T is ap-
plied perpendicular to the film plane, which we define as the x-direction. Magnetic
field B is applied at an inclined angle θH to the x direction. In this configuration,
the temperature gradient should drive the carriers in a direction perpendicular to
the film plane. The electric field E is measured in the y-direction. In this section,
we focus on results for an intermediate angle θH = 60
◦. The θH variation of the
electromotive force will be discussed in Sec. 4.2.
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Figure 4.1: (a) Usual measurement geometry for Nernst effect in superconducting
slabs and films. (b) Measurement geometry for Nernst effect in a superconducting
film employed in this study.
We have measured the Nernst effect in 350-nm thick Mo-Ge films sputtered on
oxidized Si substrates.
Figure 4.2 shows the B-dependence of the Nernst voltage measured at T = 2
K for three different temperature gradients. For ∆T = +0.4 K [Fig. 4.2(a)], the
B-dependence of the voltage has two anti-symmetric peaks appearing at ±8T. The
voltage spectrum is that of a peak, which sharply rises at B ∼ 7 T, and then
smoothly decreases at higher magnetic fields. The voltage has positive polarity for
B > 0. The voltage reaches 6 µV at its highest value. For a negative temperature
gradient, ∆T = −0.4 K [Fig. 4.2(b)], the B-dependence of the voltage also consists
of two antisymmetric voltage peaks appearing at B ∼ 8 T. The shape of the voltage
is similar to (a). The polarity of the voltage is reversed compared to the ∆T > 0
case. The amplitude of the voltage peak is 3 µV. The reversal of voltage polarity
with the direction of temperature gradient and the anti-symmetric B-dependence
are consistent with a Nernst effect [89]. The amplitude of the Nernst voltage in (b) is
just one half of that in (a) despite the externally applied temperature gradient being
the same. We explain this discrepancy by the fact that between these measurements
the sample is detached from the sample holder and then again fixed with the face re-
versed in opposite detection. This physical manipulation of the sample likely caused
a change in the thermal resistance between the sapphire of the holder and the sam-
ple, so that the actual temperature gradient in the superconducting sample might
have changed. In addition, the time difference between the two measurements was
significant (three years). For comparison, Fig. 4.2(c) shows the voltage measured
when no external temperature gradients are applied to the sample. The voltage
almost vanishes which shows that the voltages in (a) and (b) can be attributed to a
thermally induced electromotive force.
In Figure 4.3 we discuss the relation of the observed Nernst voltage to the super-
conductivity in Mo-Ge. In Fig. 4.3(a), the observed Nernst voltage at T = 3.38 K
and ∆T = 0.11 K is plotted along with the resistivity ρ0. It is noted that the resis-
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Figure 4.2: Nernst voltage observed in a Mo-Ge film with a thickness of 350 nm at
T = 2 K with a perpendicular temperature gradient and a magnetic field inclined
at 60◦ to the surface normal. The temperature difference between the top and the
bottom of the film is (a) ∆T = +0.4 K, (b) ∆T = −0.4 K, and (c) ∆T = 0 K. Inset
of (a) shows the measurement geometry.
tivity was measured with a lock-in technique at a frequency of 12.5 Hz at the same
temperature and temperature gradient as the Nernst measurement. The Nernst
voltage rises at Bm ∼ 5.8 T, simultaneously with the resistivity. Maximum Nernst
voltage is reached inside the vortex liquid phase at B ∼ 6.3 T. As the resistivity be-
gins to saturate, the Nernst voltage gradually decreases. The Nernst voltage slightly
persists even in the normal region B > Bc2, even though the Nernst voltage at Bc2
(1.8 µV) has only 1/3 of its value at maximum (5.7 µV). This correlation of the
Nernst voltage and the vortex liquid phase is also observed at other temperatures.
Figure 4.3(b) shows the T−B superconducting phase diagram of Mo-Ge. The vortex
liquid phase, Bm < B < Bc2 is denoted as a yellow region and the T − B coordi-
nates of maximum Nernst voltage at several temperatures are shown as blue points.
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Figure 4.3: (a) B-dependence of Nernst voltage in a Mo-Ge film (blue dots, left
y-axis) compared with the resistivity (red dots, right y-axis) at T = 3.38 K and
∆T = 0.11 K applied to the film. The yellow region denotes the vortex liquid phase
defined as Bm < B < Bc2. Inset shows the measurement geometry. (b) T −B phase
diagram of superconductivity in Mo-Ge with the Nernst voltage peak coordinates
shown as blue points. Dashed lines are guides for the eye denoting the vortex liquid
region.
Maximum Nernst voltage always appears in the vortex liquid phase. This indicates
a relation between the electromotive force and superconductivity of Mo-Ge.
As discussed in Sec. 1.3, Nernst effect in superconductors can be in general a
combination of the thermal response of vortices, quasi-particles, and Cooper pair
fluctuations. We discuss the temperature dependence of the Nernst coefficient, de-
fined as N ≡ Ey/(−∇Tx), in order to clarify the main contribution to the Nernst
voltage in Mo-Ge. Here, Ey denotes the electric field generated in the direction
perpendicular to the temperature gradient, see Fig. 4.1(a), which we determine as
Ey = −V/l, where V is the measured voltage and l is the distance between the elec-
trodes. As for the temperature gradient, we measure the temperature difference ∆T
between the top and the bottom of the sample, instead of the temperature difference
across the Mo-Ge film. Since the thermal conductivity of the silicon substrate does
not exhibit any anomalies in the temperature range of interest [179], we assume
that ∆T/t is proportional to the temperature gradient across the Mo-Ge film up to
some coefficient κ, where t = 0.5 mm is the thickness of the sample including the
substrate. This coefficient κ would depend on the ratio of the thermal conductivities
between the substrate and Mo-Ge, as well as the interfacial thermal resistance. Since
the main points of interest here are the temperature dependence and the angular
dependence, the details of this coefficient will be neglected.
Figure 4.4(a) shows the B-dependence of the Nernst coefficient N at various
temperatures T . A peak antisymmetric in B is observed for all temperatures below
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Figure 4.4: Temperature dependence of Nernst effect in a Mo-Ge film at θH = 60
◦.
(a) B-dependence of Nernst coefficient N = Ey/(−∇xT ) for various temperatures.
Inset shows the measurement geometry. (b) Close-up of the Nernst coefficient at
T = 7.19 K > Tc. (c) Temperature dependence of the maximum value of Nernst
coefficient obtained at each T .
Tc. The peak in N shifts to lower magnetic fields with increasing temperature in
correlation with the vortex liquid phase of Mo-Ge, as was shown in Fig. 4.3(b). The
amplitude of N first increases with increasing temperature. At T = 4.30 K, N is
almost 10 µV/K at its maximum. For T > 4.30 K, the amplitude of N decreases
with increasing temperature, and for T = 7.19 K> Tc, the peak in N vanishes.
Figure 4.4(b) shows a close-up on the Nernst coefficient at T = 7.19 K> Tc. The
B-dependence is very different from that for T < Tc. Instead of a peak structure,
N shows only a very gradual change with B, first slowly rising and then saturating
at N ≈ 0.3 µV/K at about 5 T. The amplitude is almost two orders of magnitude
smaller than that for T < Tc. Figure 4.4(c) shows the temperature dependence
of the maximum Nernst coefficient. The temperature dependence of N has a peak
structure, with a maximum at T ≈ 4 K, and N vanishing for T → 0 and for T → Tc.
Based on the B-dependence of the Nernst voltage shown in Fig. 4.3(a) and
the temperature dependence of the Nernst coefficient in Fig. 4.4(c), we discuss the
possible origin of this Nernst voltage from the perspective of quasi-particles, vortices,
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and Cooper-pair fluctuations. In case of Nernst effect due to quasi-particles, the
quasi-particle voltage drop would be shunted by Cooper pairs in the zero resistance
state [89]. This property is in agreement with the fact that we observe Nernst voltage
only in state of non-zero resistance [Fig.4.3(a)]. However, the following properties
exclude the possibility of quasi-particle contribution. First, N reaches a maximum
at T ∼ 4 K, which is well below the Tc ∼ 7 K. A quasi-particle contribution should
decay exponentially with decreasing temperature because quasi-particle excitations
are suppressed at lower temperatures [18]. Further, the mean free path of electrons
in Mo-Ge is roughly one atomic distance (0.3 nm) [124]. As such, Mo-Ge is a dirty
metal where electron wave functions are scattered and uncorrelated, and electronic
contributions to thermoelectricity are expected to be significantly suppressed by this
disorder. Finally, a contribution from quasi-particles is also expected to be observed
above Tc. In our case, we observed only a broader, more than 30-times smaller
Nernst coefficient just above Tc [Fig. 4.4(b)]. This shows that the contribution
from quasi-particles is indeed small, and that the pronounced Nernst effect observed
below Tc is of different origin. The small Nernst coefficient persisting above Tc might
be related to quasi-particles.
Next, we discuss a possible contribution to Nernst effect from Cooper-pair fluctu-
ations. In three-dimensions, the ratio of the superconducting and the quasi-particle













where ξ = ξ0
√
Tc
T−Tc . In case of Mo-Ge, the Fermi wavevector kF and Debye wavevec-
tor kdB are comparable [124]. Thus, for the Cooper-pair contribution to Nernst effect
to be significant compared to the quasi-particle contribution, the conditions of dis-
ordered metallicity (l < ξ0) and dirty superconductivity (kFl < 1) are favourable.
For Mo-Ge, ξ0/l ≈ 10, and kFl ≈ 10 [124], which means that the contributions from
quasi particles and Cooper-pair fluctuations could be comparable. A window for the





which gives a moderately broad temperature range T < 2Tc. On the other hand,
one also has to consider the magnetic length lB (1.3.15). When lB is long, the only
relevant length scale is the coherence length. However, as lB shortens with increas-
ing magnetic field, Cooper pair fluctuations are attenuated [180]. In Mo-Ge, the
Nernst effect is observed at relatively high fields of a few Tesla, both below Tc [Fig.
4.4(a)] and above Tc [Fig. 4.4(b)]. At B ≈ 5 T, where the largest Nernst coefficient
is observed at T ≈ 4 K [Fig. 4.4(a)], and a small but nonzero Nernst coefficient
still persists at T ≈ 7.2K > Tc [Fig. 4.4(b)], the magnetic length is lB ∼ 10 nm.
For comparison, the coherence length at T ∼ 4 K, ξ ∼ 10 nm, is already compara-
ble to this value of lB and becomes even larger at higher temperatures. Thus, the
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Figure 4.5: (a) Geometry of the Nernst effect measurement in the present ex-
perimental configuration and the xyz-coordinates. (b) Geometry for electric field
induced by the motion of vortices in the configuration shown in (a). B is the mag-
netic field, ∇T is the temperature gradient which is applied perpendicular to the
film plane, E is the electric field induced by the motion of superconducting vortices,
V is the measured voltage. θH denotes the angle between the normal to the film
plane and the magnetic field.
high magnetic field values at which the Nernst effect is observed, suggest that any
contribution of Cooper pairs to the Nernst effect is significantly attenuated.
Finally, we discuss the contribution of superconducting vortices to the Nernst
effect. A superconducting vortex is a carrier of entropy, which moves by a thermal
force from the hot to the cold region. At T = 0, the total entropy is zero, and
at T = Tc, there is no difference between the entropy in the vortex core and the
surrounding medium; therefore, the vortex Nernst effect should be zero in both
cases and should peak somewhere between T = 0 and T = Tc [98]. This true
for the observed temperature dependence of the Nernst coefficient [Fig. 4.4(c)].
Moreover, the characteristic Nernst peak appears only below Tc [Fig. 4.4(a)], which
is more typical for a vortex Nernst effect, unlike for quasi-particles or Cooper pair
fluctuations. A finite Nernst coefficient appears in the vortex liquid phase and is
strongly reduced above Bc2 [Fig. 4.3(a)], which is also consistent with a vortex
Nernst effect. Thus, we find that the dominant contribution to Nernst effect below
Tc is the vortex Nernst effect. The non-zero Nernst signal even above Bc2 [Fig.
4.3(a)] might be exlained by inhomogeneities in the film producing a local variation
in the Tc and Bc2, or short-lived vortices in the normal state produced by phase-
fluctuations of the superconducting order parameter [181]. A much weaker Nernst
effect is observed above Tc, which might be explained by a quasi-particle contribution
or Gaussian amplitude fluctuations of the superconducting order parameter [89].
We close this section by discussing the geometry of vortex Nernst effect in our
experimental configuration, which is shown in Fig. 4.5(a). The coordinate system is
chosen so that the x-axis is perpendicular to the film plane, and along the direction
of the temperature gradient ∇T . The magnetic field B is applied at an angle θH
to the x-axis, in the xz-plane. We measure the electric field in the y-direction.
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The positive polarity of V at B > 0 [Fig. 4.2(a)] means that the electric field
points in the negative y-direction. In Fig. 4.5(b) we sketch the expected geometry
for a vortex Nernst effect. The thermal force due to a temperature gradient in
the positive x-direction is in the negative x-direction, and gives the vortices a net
velocity v in the negative x-direction. Vortices in the film have a magnetic flux
component that is parallel to the z-direction, and only this component will give a
nonzero contribution to the flux flow resistivity for a flow along the x-direction. The
electric field, E ∝ −v × B, is expected to appear along the negative y direction,
which is consistent with the polarity observed in our experiments [Fig. 4.2(a)].
4.2 Angular dependence of Nernst effect
In the previous section, Nernst effects for temperature gradients perpendicular
to the film plane and a magnetic field oblique to the film plane have been discussed.
In this section we discuss the angular dependence of the vortex Nernst effect in
Mo-Ge. The working temperature is T = 2.5 K. Figure 4.6 shows the B-dependence
of the Nernst coefficient for selected values of θH , the angle between the normal
to the film plane and the direction of the magnetic field. The B-dependence for
θH = 60
◦ reproduces the results from the previous section. For θH = 0
◦, the B-
dependence of N is flat; the Nernst voltage is vanishing. This is expected for a
Nernst effect, since the magnetic field is parallel to the temperature gradient in this
configuration. As the angle θH opens, the amplitude of N increases (θH = 30
◦, 60◦),
which is consistent with a Nernst effect. However, for a magnetic field parallel to the
surface plane θH ∼ 90◦, the Nernst coefficient is strongly reduced, even though the
vector product of B and ∇T is maximized in this configuration. By further opening
the angle between the temperature gradient and the magnetic field, the amplitude
of N first increases (θH = 120
◦), reaching a maximum and then decreasing again
(θH = 150
◦), and vanishing for a magnetic field antiparallel to the temperature
gradient (θH = 180
◦). This reduction in the Nernst coefficient for ∇T ⊥ B is not
intuitively expected for a Nernst effect.
In Fig. 4.7(a) we show a close-up on the B-dependence of N for several angles
θH as the magnetic field is gradually tilted from the perpendicular direction to the
in-plane direction. For θH = 0
◦, the Nernst coefficient N is zero. For θH > 0
◦, a
non-zero N appears, and the rising shoulder of the peak shifts to higher magnetic
fields with increasing θH . Simultaneously, the height of the peak becomes smaller.
However, the shoulder of the peak at high fields (B & 8.5 T) overlaps for all angles
where the peak value of N decreases with increasing θH (θH & 30◦). Figure 4.7(b)
shows the resistivity ρ0 at the same values of θH plotted in the same range of
B. With increasing θH the onset of non-zero resistivity moves to higher magnetic
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Figure 4.6: B-dependence of the Nernst coefficient in Mo-Ge for various directions
of the magnetic field, at T = 2.5 K, and ∆T = −0.4 K. Top right illustration shows
the definition of θH .
fields [18], in agreement with the onset of non-zero N at each θH . The magnetic
field where all curves of N start to overlap (B ∼ 8.5 T) is also approximately the
field where all curves of ρ0 overlap irrespective of θH . Thus, the θH-variation in N
reflects the change in flux flow resistivity. Figure 4.7(c) shows the θH-dependence
of the peak value of N for ∇T ≶ 0. The θH-dependence is even with respect to
θH = 90
◦, as expected since the Bz component of the magnetic field is also even. Up
to θH . 60◦, N behaves as expected for a Nernst effect proportional to the cross-
product of ∇T and B: N = 0 at θH = 0, and N increases with increasing θH up
to θH ∼ 60◦ . For θH & 60◦, N decreases with increasing θH , reaching a minimum
for θH = 90
◦. This θH-dependence is reproduced both for ∇T > 0 and ∇T < 0.
Due to the geometry of Nernst effect, a maximum in N is expected for ∇T and B
perpendicular to each other. Therefore, in order to explain the suppression in N for
magnetic fields parallel to the film plane (θH ∼ 90◦), a further consideration beyond
the Nernst effect geometry is needed. Figure 4.7(d) shows the θH dependence of
Bpeak, the magnetic field value where N reaches maximum. This is plotted along
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Figure 4.7: (a) B-dependence of the Nernst coefficient N in Mo-Ge for various
values of θH . (b) B-dependence of resistivity ρ0 in Mo-Ge measured in the same
conditions as (a). (c) θH-dependence of the maximum value of Nernst coefficient
for ∆T > 0 and ∆T < 0. (d) θH-dependence of the magnetic field at which Nernst
coefficient takes maximum value (blue squares), plotted along with Bm and Bc2.
Dashed lines are guides for the eye. Inset of (b) shows the definition of θH . The
temperature is T = 2.5 K.
with the θH-dependence of Bm and Bc2. The peak in N appears in the vortex liquid
phase, Bm < Bpeak < Bc2. Bpeak is almost constant for θH ≤ 60◦, after which it
steeply rises and almost reaches Bc2 at θH ∼ 90◦. This is also the angle where
the amplitude of N is suppressed. Thus, the amplitude of N becomes smaller as it
approaches the normal phase.
We look in detail at the deviation of N from the expected θH-dependence. In Fig.
4.8(a) we plot the θH-dependence of N/N60d, which is the maximum N normalized
by the maximum value at θH = 60
◦. This is plotted along with the normalized
z-component of the magnetic field, Bz, which is a sin θH function and represents the
θH-dependence of the Nernst effect expected from the geometry of ∇T × B. The
Nernst coefficient deviates from the expected θH-dependence for 50
◦ . θH . 130◦.
Since the value of Bpeak, where N reaches its peak value, increases in the range
|90◦ − θH | ≤ 30◦ [Fig. 4.7(d)], the deviation of N from the actual Bz, where the
peak in N is observed, is even larger. The Nernst coefficient of the vortex Nernst
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Figure 4.8: (a) θH-dependence of the normalized Nernst coefficient N/N60d for
∇T > 0 (red squares) and ∇T < 0 (blue circles). Here, N is the peak value at
each θH , and N60d is the peak value at θH = 60
◦. The grey line shows the angular
dependence of the normalized z-component of magnetic field, Bz/B
60d
z . (b) θH-
dependence of the normalized Nernst coefficient divided by the z-component of the
magnetic field. The temperature is T = 2.5 K as in Fig. 4.7.





where Sφ is the transport entropy per unit length of a vortex, η is the vortex viscosity,
and Bz the z-component of the magnetic field [see also Eq. (1.3.9) in Sec. 1.3]. In
Fig. 4.8(b) we plot the θH-dependence of the normalizedN/Bz, which is proportional
to Sφ/η. The suppression of N/Bz for θH approaching ∼ 90◦ suggests a decrease in
Sφ/η, which could be caused by a decrease in the vortex transport entropy Sφ, or
an increase in vortex viscosity η, or both.
According to the flux flow resistivity model [58], the viscosity of a vortex fluid





[see also Eq. (1.2.162) in Sec. 1.2.6]. In Fig. 4.9(a) we plot the θH-dependence
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of ρpeak and Bpeak, determined from the Nernst coefficient and resistivity in Figs.
4.7(a),(b). We use the labels ρpeak and Bpeak for the resistivity, and the magnetic
field, respectively, at the maxima of the Nernst coefficient. Both ρpeak and Bpeak
increase with increasing θH approaching 90
◦, signifying that the maximum of the
Nernst effect is appearing closer to the normal phase. Using the relation (4.2.2),
in Fig. 4.9(b) we show the θH-dependence of the vortex viscosity, along with the
Sφ/η ratio determined from N/Bz, in Fig. 4.9(b). While Sφ/η shows a significant
decrease with θH → 90◦, the viscosity η is almost constant against θH . This suggests
that a change in viscosity does not have a significant contribution to the suppression
of the Nernst effect with θH , and the main contribution is from a decrease in the
vortex transport entropy Sφ. Combining the relations for vortex viscosity η ∝ B/ρ,






In this expression we assume that, 1) the resistivity ρ0 in the vortex liquid phase
reflects the viscosity η, 2) the vortex flow viscosity η is the same with respect to the
thermal force and to the Lorentz force, and 3) the viscosity η does not depend on
jy or ∇xT , that is, Ey(∇xT ) and Ey(jy) are linear functions [187].
Figure 4.9(c) shows the θH-dependence of Sφ estimated for the maximum of the
Nernst effect (red circles). With θH approaching 90
◦, the entropy Sφ is significantly
decreasing, almost reaching zero. This suppression of Sφ seems to be the leading
contribution to the Nernst coefficient decrease in θH ≈ 90◦. A decrease in the
vortex entropy Sφ could be explained by the fact that as the appearance of non-
zero N approaches higher magnetic fields for θH → 90◦ (in-plane magnetic fields),
we detect a Nernst effect that is closer to the normal state: the suppression in Sφ
is accompanied by a shift of the Nernst peak to higher magnetic fields, eventually
approaching Bc2 for θH → 90◦. In Fig. 4.9(c) we also plot Bc2−Bpeak (blue triangles)
which shows a θH-dependence similar to that of Sφ.
The vortex transport entropy has been calculated for pinning-free dirty super-
conductors from time-dependent Ginzburg-Landau (GL) theory [182–184], and is










where βA = 〈|ψ|4〉/〈|ψ|2〉2 is the Abrikosov lattice parameter (βA = 1.16 for a
triangular lattice [52] and βA = 1.18 for a square lattice [47]), κ is the GL parameter,
and LD(T ) is a dimensionless function which is determined numerically and is of the
order ≈ 1 for T ∼ Tc [182]. The main assumption in the derivation of this expression
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Figure 4.9: (a) θH-dependence of the resistivity ρpeak (red circles, left axis) and
the magnetic field Bpeak (grey squares, right axis) at the Nernst effect maximum
in Figs. 4.7(a),(b). (b) θH-dependence of the vortex viscosity η (red circles, left
axis) and vortex entropy to viscosity ratio Sφ/η (grey squares, right axis). (c) θH-
dependence of the vortex transport entropy Sφ (red circles, left axis) and the distance
of the Nernst peak Bpeak from the upper critical field Bc2 (blue triangles, right axis).
Dashed lines are guides for the eye. The Nernst coefficient and resistivity data are
in Fig. 4.7.
within time-dependent GL theory is that close to Bc2 the order parameter is small
and proportional to
√
Bc2 −B, so that all physical quantities will be expanded
with respect to order parameter up to its second order [185]. In (4.2.5), the vortex
transport entropy is expressed using the magnetization of a type-II superconductor
[47,51], 1
〈M〉 = − (Bc2 −B) /µ0
βA (2κ2 − 1) + 1
. (4.2.6)
Thus, the observed θH dependence of Sφ in Fig. 4.9(c) is consistent with the
prediction (4.2.4), once the increasing magnetic field is considered. Such suppression
of vortex transport entropy with increasing magnetic field close to Bc2 is commonly
observed in type-II superconductors [97,185,188] in agreement with theory [182]. A
vortex has a finite amount of entropy relative to the superconducting condensate,
1The electromagnetic energy of a vortex can be expressed as Uφ = −Φ0〈M〉 [186], which intu-
itively justifies the expression for vortex entropy Sφ = Uφ/T in (4.2.5).
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and as the vortex liquid approaches the normal state (B → Bc2), the background
for a vortex core is formed by other vortices due to core overlapping. Then, the
vortex transport entropy approaches zero [98]. Thus, the observed suppression of
Nernst effect for in-plane magnetic fields can be explained by a decrease in the vortex
transport entropy at higher magnetic fields.
Finally, we discuss the shift of the Nernst maximum to higher magnetic field
with increasing angle θH . Combining the expression for Nernst coefficient (4.2.1)
with the expression for vortex entropy (4.2.4), the Nernst coefficient for an arbitrary





βA (2κ2 − 1) + 1
LD(T )ρ(B) sin θH . (4.2.7)
Expression (4.2.7) gives a prediction for the Nernst coefficient once the upper critical
field Bc2 and the B-dependence of resistivity ρ(B) are known.
In Fig. 4.10(a) we reproduce the measured N(B) at various θH from Fig. 4.7(a),
denoted as Nexpt, and Fig. 4.10(b) is a plot of NMaki(B) expected from (4.2.7) using
the experimental values of Bc2 [Fig. 4.7(d)] and ρ(B) [Fig. 4.7(b)] obtained at each
θH , and βA = 1.16, κ = 100, and LD(T ) = 1. The structure of N(B) is a single
peak which signifies a cross-over between two-regimes: at low B, a viscous vortex
liquid, where transport entropy is relatively large but mobility relatively low, and
at high B a “boiling” vortex liquid, where vortex mobility is large, but the entropy
is vanishing due to increasing core-overlapping.
It should be noted that (4.2.7) gives an estimate of the absolute value of the
Nernst coefficient N . The results in Figs. (4.10)(a),(b) suggest that the experi-
mentally observed N is roughly 20 times smaller than the expected value of N ,
while the theoretical expression of entropy (4.2.4) mostly gives a good agreement
with the measured values in low-Tc type-II superconductors (Sφ ∼ 10−13 JK−1m−1)
[97, 187, 188]. We are aware of a few sources for the discrepancy between NMaki
and Nexpt. First, we discuss a region T/Tc ∼ 0.4 where the value of the numeric
function LD(T ) ∼ 0.3 [182], which reduces the discrepancy between Nexpt and NMaki
to roughly one order of magnitude. A significant contribution to this discrepancy
comes from the inaccuracy in the estimate of the temperature gradient ∇xT stem-
ming from the composite structure of the samples (superconducting film|substrate).
Second, the GL parameter κ was fixed at its mean-field value, while for an accurate
estimate the deviation from GL theory for T < Tc would be considered [182,185] and
κ(T ) would be determined from magnetization measurements [189, 190]. In type-II
materials, the difference from the GL-value is usually less than 20 percent [191].
Next, we turn to a discussion of the θH variation of NMaki(B). Expression (4.2.7)
reproduces the observed θH-variation of Nexpt(B) reasonably well: A single peak
shifts to higher magnetic fields with increasing θH , and the amplitude is initially
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Figure 4.10: (a) B-dependence of the measured Nernst coefficient Nexpt for various
θH reproduced form Fig. 4.7(a). (b) B-dependence of the Nernst coefficient NMaki
expected from Eq. (4.2.7) using the experimental values of Bc2 and ρ(B), and
βA = 1.16, κ = 100, and LD(T ) = 1.
increasing with θH , but is eventually suppressed for θH → 90◦. This θH-variation
can be understood based on (4.2.7) as a change in the cross-over condition with
increasing tilt of magnetic field; with increasing tilt, the region of low viscosity
moves to higher magnetic fields, causing a reduction in Sφ. In Nexpt, the suppression
with increasing θH is slightly more rapid than in NMaki; while the amplitude of the
NMaki(B) peak only gradually decreases after reaching θH ∼ 80◦, Nexpt significantly
decreases for θH > 60
◦. One reason for this discrepancy could be the rather arbitrary
definition of Bc2 as ρ(Bc2) = 0.95ρN [71, 107, 139, 140]. Another aspect that might
affect the angular dependence of N(B) is the elongation of a vortex lattice in inclined
fields [174–178]. Such elongation of the lattice affects the dynamic melting condition
of the lattice, and, therefore, even mobile vortices are affected by the tilt-induced
distortion [177]. The Abrikosov parameter βA in (4.2.4) depends on the vortex
structure [47, 52], and in general, a distortion of the vortex lattice with increasing
tilt will increase the value of the parameter βA [192]. Such distortion of the lattice
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might then affect the magnetization (4.2.6) and entropy (4.2.4) in the melted state,
which may lead to a more rapid reduction of Sφ in tilted fields.
Finally, we add two notes about the θH-dependence and the B-dependence of
the Nernst coefficient. First, our explanation of the θH-dependence of the Nernst
coefficient implies that the Nernst coefficient reflects the θH-variation of resistiv-
ity ρ0. Thus, for a complete understanding of the vortex Nernst effect and vortex
transport in superconducting films with parallel magnetic fields, it would be de-
sirable to investigate the origin of the θH-variation of ρ0, such as shift of resistive
transition to higher magnetic fields in magnetic fields parallel to the film plane.
Second, Nexpt(B) shows a significant deviation from the peak shape of NMaki(B) in
the high field regime B & Bc2 which is signified by a tail extending into the normal
state [Fig. 4.10]. Such behaviour has also been observed in other low-Tc type-II
superconductors [185] and might be explained by superconducting fluctuations in
magnetic field [93,94,193–197].
4.3 Summary
The major results of this chapter are summarized as follows:
• A Nernst effect was observed in a film of the weak-pinning type-II super-
conducting alloy Mo-Ge in an unconventional geometry with a temperature
gradient applied perpendicular to the film plane. The contribution below Tc
appears in the vortex liquid phase and was identified as a vortex Nernst ef-
fect. A much weaker Nernst signal observed above Tc might be attributed to
a quasi-particle contribution or to superconducting fluctuations.
• The angular dependence of the vortex Nernst effect shows a strong suppression
for magnetic fields parallel to the film plane which cannot be explained by the
geometry of the Nernst effect alone. A reasonable agreement with the experi-
mental data is obtained from the time-dependent Ginzburg-Landau expression
for vortex transport entropy, by considering that the cross-over from a viscous
vortex liquid to a highly mobile vortex liquid shifts to higher magnetic fields
with increasing tilt direction, where the vortex transport entropy is strongly
suppressed. In the high field region B & Bc2 the presence of superconducting




We have investigated the transport properties in a weak-pinning type-II super-
conductor Mo-Ge alloy by means of nonreciprocal resistivity, d.c. response to elec-
tromagnetic noise, and thermomagnetic effects. Here, we again summarize the major
results and comment on their importance.
Chapter 3: Rectification in vortex liquid phase of Mo-Ge
• We have observed nonreciprocal electric transport and d.c. voltage generation
from environmental current noise in a superconducting film Mo-Ge attached
to a substrate of the magnetic insulator Y3Fe5O12 (YIG) in in-plane magnetic
fields. The appearance of nonreciprocal resistivity and d.c. voltage generation
is directly correlated with the vortex liquid phase of Mo-Ge, where the mobility
of vortex strings is large due to a combination of weak random-microscopic
pinning and vortex lattice melting.
• The d.c. voltage generation is large for ferrimagnetic YIG substrates, and
becomes much smaller and of opposite polarity when weakly diamagnetic sub-
strates are used. In addition, d.c. voltage appears in Mo-Ge|YIG even in the
presence of a thin insulating spacer layer between Mo-Ge and YIG. This indi-
cates that the d.c. voltage generation in Mo-Ge is controlled by the magnetic
susceptibility of the substrate, and that the voltage generation is facilitated
by a magnetic coupling between Mo-Ge and the substrate.
• The observed nonreciprocal electric transport and d.c. voltage generation are
consistent with the newly formulated model for vortex flow rectification in the
vortex liquid phase based on nucleation asymmetry at superconductor sur-
faces. Here, the presence of an insulating medium with magnetic susceptibility
χ 6= 0 on one surface of the superconductor creates an asymmetry for vor-
tex nucleation energy at the surfaces, due to a magnetic coupling between
the magnetization of the medium and the stray fields emanating from vortex
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strings nucleating at surfaces. The vortex flow in a direction perpendicular
to the film plane is governed by the entrance of vortex strings at the surface
and becomes nonreciprocal, resulting into a rectified vortex flow under the
influence of an a.c. driving force. The model can also explain the observed
change in d.c. voltage observed in films on substrates with different magnetic
properties.
• Our measurement system acts a rectenna for environmental fluctuations: a.c.
currents of MHz frequency leak from the magnet power supply unit into the
cryostat ground, and the sample wiring acts as an antenna by picking up the
a.c. electric fields through the insulation. The a.c. currents flowing through
the Mo-Ge|YIG in vortex liquid phase are rectified into a d.c. voltage.
• The d.c. voltage generation disappears for magnetic fields perpendicular to
the film plane, and is strongly suppressed for magnetic fields perfectly aligned
parallel to the film plane. The former suggests that a left-right asymmetry
of the magnetic environment surrounding the superconductor is necessary to
facilitate a rectified vortex flow, which is consistent with the formulated recti-
fication model. The latter might be an indication of surface superconductivity
or a change in vortex liquid properties in in-plane magnetic fields that causes
a suppression of the rectification mechanism.
From the perspective of rectenna devices, these results demonstrate a novel de-
sign: a material without lowered crystalline symmetry or artificially designed elec-
tronic junctions exhibits rectification just by being placed in an asymmetric envi-
ronment. Such rectification mechanism is difficult to realize in electronic systems
due to the short coherence length of electrons [14, 15]. The key ingredient to this
rectification mechanism is the topological conservation of vortex flow in the bulk. A
nonreciprocity of critical current based on an asymmetric surface barrier for vortex
penetration was theoretically proposed by Vodolazov and Peeters [30]. Although
such rectification was studied by controlled edge roughness in superconducting Al
strips [31, 32], we are not aware of any works that demonstrate d.c. generation
from environmental noise. We expect that similar phenomena could be realized
in other physical systems with topological solitons, such as magnetic skyrmions in
chiral magnets [158, 198] and could open new directions in energy harvesting or
electromagnetic sensing.
Chapter 4: Nernst effect in Mo-Ge films
• A Nernst effect was observed in a plain film of Mo-Ge alloy in an unconven-
tional geometry with a temperature gradient applied perpendicular to the film
141
plane. The contribution below Tc appears in the vortex liquid phase and was
identified as a vortex Nernst effect.
• The angular dependence of the vortex Nernst effect in Mo-Ge shows a strong
suppression for magnetic fields parallel to the film plane which cannot be
explained by the geometry of the Nernst effect alone. A reasonable agreement
with the experimental data is obtained from the magnetic-field dependence
of vortex transport entropy based on the time-dependent Ginzburg-Landau
theory for dirty superconductors. By considering that the cross-over from a
viscous vortex liquid to a highly vortex mobile liquid shifts to higher magnetic
fields with increasing tilt direction, a suppression of vortex transport entropy
at high magnetic fields can lead to a gradual decrease in the Nernst response
for parallel magnetic fields.
We are not aware of any previous works that investigate the angular dependence
of vortex Nernst effect. Our results demonstrate that thermal vortex transport in
the geometry of in-plane magnetic fields and for motion perpendicular to the film
plane can be described by conventional expressions for bulk superconductors or films
in perpendicular magnetic fields. These results highlight the vortex Nernst effect as
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