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Abstract 
Maroni, P., Variations around classical orthogonal polynomials. Connected problems, Journal of Computa- 
tional and Applied Mathematics 48 (1993) 133-155. 
We survey and prove the principal characterizations of the classical orthogonal polynomials with the method 
of the dual sequence. Two new characterizations are given. Connected problems are discussed. 
Keywords: Classical orthogonal polynomials; differential equations. 
0. Introduction 
The aim of this paper is twofold: first, to introduce a new technical method for the study of 
orthogonal polynomials, and secondly, with this method, to give the principal characterizations 
of the classical orthogonal polynomials. Two new characterizations are added. The method is 
founded on the duality, specially on the use of the dual sequence of a sequence of polynomials. 
The didactic aspect and the research aspect are intimately connected. 
In Section 1, we deal with the general features and ingredients necessary for the sequel. 
Section 2 is devoted to the exposition of different characterizations of the classical orthogonal 
polynomials; in particular, we built them up from Hahn’s definition. In Section 3, we give the 
definition of the semi-classical orthogonal polynomials. We define carefully the class of a 
semi-classical sequence (or a semi-classical functional); the given results are new. Section 4 
contains the first new characterization of classical polynomials: it is a generalization of Hahn’s 
property. We pose the problem: find normalized sequences (not necessarily orthogonal) whose 
respective derivative’s sequences be orthogonal. Section 5 is devoted to connected problems 
and is a preliminary section to Section 6, which contains the second new characterization of 
classical polynomials: quadratic relations which generalize the one given in [12]. Lastly, Section 
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7 takes up a more general connection problem and shows that each classical 
a (new) fourth-order differential equation. 
Some of the results of Sections 4-6 were announced, without proofs, in a 
title [ll]. 
polynomial verifies 
note with the same 
1. General features 
Let 9 be the vector space of polynomials with coefficients in @ and let 9 be its dual. We 
denote by (u, f) the effect of u ~9’ on f~!?. Let {B,}, >0 be a sequence of manic 
polynomials; there exist complex sequences {/3,Jnao, (x,,,>, 0 G v G n, II 2 0, {u,}, >,,, u, E.z?‘, 
such that 
&J(x) = 1, B,(x) =x-Do, (1.1) 
&z+,(x) = (x - Pn+lPn+l(X) - 2 &A(~)~ n>o, (1.2) 
7J=O 
(%, B,) =6,,,, n, m>o. (1.3) 
The sequence {u,}, > 0 is called the dual sequence of {B,}, >,,. From the definition, 
p, = (u,, X&(X)), n 2 0, (1.4) 
X = n,u (u,, x&+,(x)), OGv <n. (1.5) 
Lemma 1.1. For each u ~9’ and each integer m > 1, the two following propositions are 
equivalent : 
(a) (u, B,_,) + 0, (u, B,) =O, n am; 
(b) 3, E C, 0 G v G m - 1, A,,_, # 0 such that 
m-1 
u = c A”U,. 
v=o 
(1.6) 
1.1. Some elementary operations in 9” (71 
We denote by (u), = (u, xn), n > 0, the moments of u. By transposition, one has the 
following. 
If P + CfpXx) = f(x)dx), f, P ~9, then (fu, P> = (u, fp), u up’, 
(fu), = 5 %Wv+m n > 0, with f(x) = F a,x”. 
v=o u=o 
It is the left-multiplication by a polynomial. 
If p -+ @p)(x) =p’(x), then (Du, P> = -(u, P’>, 
(Du), = -n(u),_I, It > 0, (u)_1= 0. 
It is the derivative of a functional. 
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If p -+ (Tag) =p(x -b), b E C, then (flu, P> = (u, QP), 
(TbU), =n! c J-f&, n > 0. 
v+p=n 
It is the translation of a functional. 
If p + (h,p)(x) =p(ax), a E Cc - IO), then (h,u, p> = (u, h,p), 
(h,u), = d(u),, n > 0. 
It is the homothetic of a functional. 
If p + (O,p)(x> = {p(x) -p(c>l/{x - cl, c E @, then ((x - c)V’u, p> = (u, e,p>, 
I 
0, n =o, 
((x - c)Fujn = “c’c”-‘-“(u)v, n > 1. 
v=o 
It is the division of a functional by a polynomial. 
Examples of formulas: 
D(fU) =fDu +f’+ f((% ’ h,)“) = rb ’ h,(f(ax + b)u)~ 
D(TbU) = TbDU, D(h,u) =a-‘h,(Du), 
(x - c)((x - c)-Lj = u, (x - c)-‘((x - c)u) =u - (u)()S,, etc. 
1.2. Applications 
Given { Pnln a o with P,(n) = Bi+,(x)/(n + 11, y1 > 0. We denote by {u,},>~ the dual sequence 
of {P,l,, > 0. Then, 
DU, = -(n + l)u,+i, yt > 0. (1.7) 
Given U&1, > 0 
(k},.,. 
with g,(x) = a -nBn(ax + b), n >/ 0. We denote by (ii,}, > ,, the dual sequence of 
Then, we have 
ii, = a”(h,-1 0 Q,)u,, n 2 0. (1.8) 
1.3. The regular orthogonality 
Let us recall the definition of regular orthogonality. The functional u will be called regular if 
we can associate with it a sequence (B,), ~ 0 such that 
(u, BJ,) = rn8n,m, IZ, m 2 0, (1.9) 
m + 0, II 20. (1 .lO) 
Then deg B, = n, n 2 0, and we can always suppose each B, manic. Therefore, the se- 
quence { B,J,, a 0 is unique. In this case, it is called orthogonal with respect to u. Necessarily, 
u=Au,, h#O. 
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Lemma 1.2. For each v > 0, the conditions 
X n,v=O, n>,v+l, 
are equivalent o 
xu, = u,-1 +pvu, +x”,VuV+,, u-1 = 0. (1.11) 
This is a consequence of Lemma 1.1. What are the conditions in order that the sequence 
{Bnkl>” be orthogonal? 
Proposition 1.3. For each sequence {B,},, > 0 the following statements are equivalent: 
(a) the sequence {B,), r 0 is orthogonal (with respect o u& 
(b) xn,, = 0, 0 < v <it - 1, n > 1; ,Y~,~ #0, n 2 0; 
(c> xu, = u,-1 + &u, + x~,~u~+~, n 2 0; x,,~ + 0, n 2 0; 
Cd) For each n 2 0, there exists a polynomial 4, with deg 4, = n such that u, = $,,u,,; 
(e) u, = ((u,, Bi))-l&u,, n 2 0. 
Remark 1.4. From (b), one has 
B,(x) = 1, B,(x) =x -&I, 
B,+~(x)=(x--~,+,)B,+I(~)-~~++~B,(x), n>O, 
where y,,+, =x_,, n > 0. 
(1.12) 
2. The classical orthogonal polynomials 
A definition: the orthogonal sequence {B,), a 0 will be called classical if the sequence { PJ, > 0 
is also orthogonal [5]. This gives (1.12) and 
&l(x) = 1, P,(x) =x -lo, 
C+,(x) = (x - S,+,)Kz+l(x) -P,+P,(x)7 n 2 0. (2.1) 
Proposition 2.1 (Geronimus [4]). The sequence {B,}, 2 0, orthogonal with respect o u, is classical 
if and only if there exist two polynomials CD and $ such that 
deg @ = t < 2, deg $=p=l, (2.2) 
D(@u) + $lu = 0, @ manic, (2.3) 
writing +(x) = a,x + a,, we must have a, @ N* if t = 2. (24 
The conditions are necessary. By derivation of (1.121, one has 
B,+,(x) = (n + 2)C+,(x) + (n + l)P,+J&) +nr,+I?-I(x) - (n + l)XP,(X)~ 
n 20. (24 
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Therefore, 
&I, B,+r) =o, n>2, (ug, &) =Y2-2& 
From Lemma 1.1, 
uo = c A,u,, 
v=o 
with A, = 1, A, = /3r - co, A, = Y2 - 2p,. But, by assumption, Y,U, = BnuO SO that 
v. = k@(x)u,,, 
where k is a normalisation factor and 
k@(x) = 1+ 
PI -lo 
-B,(x) + 
Y2 - 2Pl 
B,(x). 
Yl YlY2 
(2.6) 
On the other hand, from (1.71, 
Duo = -ur = - ~-~B,(x)u, = -kt+b(x)u,, 
and so we have (2.2) and (2.3). 
When t = 2, from (2.5) where 12 + 12 + 1, we have 
(n + 2)(+,, x n+lP,+,(x)) = (n + l)y,+,(~,, x”J’n(x)> - (q&%+2(~)) 
= Y,,+~(u~, (x~B~+~(x))‘-~x”-~B,+~(x)) -k(uo, B,2+2) 
= - yn+2(D(k@uo), x”&+~(x)) - k(” + l)(u,,, J3,2+2) 
= yn+&40, $(x)x%+,(x)) - k(” + l)(u,,, B,2+1) 
= k(a, - (n + l))b,, B,2+,). 
Hence, 
(n + 2)(@u,, x “+lP,+l(x)) = (al - (n + l))(u,, B,2+,), ~12 0. (2.7) 
We deduce condition (2.4). The conditions are sufficient. Let us put & = Quo. One has from 
(2.3), 
(G, P,) = (n + 1))‘(ii, B;,,) = -(n + 1))?D(@u), B,+l) 
=@+I)-‘(u,+B,+,)=O, n>l, 
(fi, PO) = (u, t,bB,) f 0, since p = 1. 
By recurrence follows: 
(C, x”&(x)> = 0, y1 am + 1, m > 0, 
(fi, x”P,(x)> f 0, I2 > 0, 
from (2.4) and (2.7) when t = 2. 
Definition 2.2. Each regular solution of (2.3) is called a classical functional. 
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Corollary 2.3. The sequence {I’,), > 0 is also a classical sequence, orthogonal with respect o ii, 
because this functional fulfils the equation 
D(@G) + ($ - @‘)G = 0. 
Corollary 2.4. The displaced functional u = (h,- 1 0 r _& fulfils the equation 
D( @$J) + $+ = 0, 
where a,(x) = a-‘@(ax + b), G1(x) = 
It is the invariance of the (semi-klassical character by shifting. 
2.1. The structure relation 
It is possible to characterize the classical sequences by a differential relation which we shall 
call the structure relation. 
Lemma 2.5. Let > be manic orthogonal respect u, let be manic 
of t. for n 0, exist unique q( It) degree 
- and unique of numbers n 0, < < such 
@(x)Bi+,(x) q( n)B,+,(x) t n 0. 
v=o 
the {B,}, ~ 0 verifies the relations 
(D(@u), B,B,+,) +(u, (q(., m- l)+q(*, n))B,B,+l) +5,,,=0, n, m>O, 
(2.9) 
where 
OGmGn, 
m an + 1. 
(2.10) 
We have put q(. , - 1) = 0, $,,, = 0 if v 2 n + 1. Relation (2.8) is simply the result of 
Euclidean division of @BA + 1 B, + For each 2 0, has 
@B,:+,B,) = (@u, (B,+P,,)’ -B,P,+J 
= -@(@VA), B,+,B,) - (u, @B;B,+,) 
= -(D(@u), B,+,B,) - (u, 4(*, m - l)B,+rB,) 
m-l 
(2.8). 
- c LI,v(u> BJ,+A 
Y = 0 
On the other hand, from (2.81, one has 
(u, @B,:+,B,) = (u, q(., n)B,+rB,) + k %.V(u7 B,B,)7 m 2 0. 
v=o 
Relations (2.9) and (2.10) follow. 
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Proposition 2.6 (Al-Salam and Chihara [l]). The sequence {Bnjnao, orthogonal with respect to u, 
is a classical one if and only if there exist a manic polynomial @ of degree t, 0 G t 6 2, and a 
sequence {A,}, a 0, A, # 0, n > 0, such that 
@(x)%+,(x) = q( x, n)B,+l(x) + A,B,(x), n > 0. (2.11) 
Suppose that {B,l, > o is a classical sequence; then u fulfils (2.3). Relation (2.9) becomes for 
OGm<n: 
-(u, W,B,+J + (u, (4(‘> m - 1) +q(*, n))B,&+,) + en,Ju, Bi) = 0. 
From orthogonality and since I,!J(x> = a,x + a,,, deg q(*, n) < 1, one has 
8 n,M=O, OGmGn-1, nal. 
For m = n, 
-a,(u,8,2+1)+(u,(q(.,n-1)+q(.,n))B,B,+,)+B,,,(u,B,2)=O, n>O. 
IfO<t<l,onehasdegq(.,n)=Oandthen 
8 n,n=A,=a,y,+l+O, n>O. 
If t = 2, from (2.8), one has q(x, n) = (n + 1)x + r,, n > 0, and then 
8 n,n =A, = (aI - (2n + l))y,+i # 0, n 2 0. 
Relation (2.11) follows. 
Conversely, let us suppose that {B,},>O is an orthogonal sequence verifying (2.11) with 
A, # 0, n 2 0. The second member of (2.11) results from Euclidean division; comparing with 
(2.8), it follows that 8,,, =O,O<m<n-1, n>l, and O,,,, = A,, n > 0. It follows particularly 
from (2.9) where m = 0: 
(D(@u), B,+,> = 0, 12 > 1. 
Let us consider the following functional: 
F=D(@u) + (/@” +J@,)u. 
One has 
(9, B,) = 0, n > 2, VxO, x1 E C. 
The parameters x0 and x1 are determined by 
(9, B,) =O, (s, B,) = 0. 
From (2.9), where m = 0 and n = 0, 
x0=0, xi = (<u, q(., O)B,) +A,)Y,‘. 
Therefore 9 = 0 or D(@u) + I+!JU = 0 with +!J(x> = xiBi(x). Necessarily one has x1 f 0 because 
of the regularity of u. 
Corollary 2.7 (Maroni [9]). The roots of each classical polynomial are simple, because A, # 0, 
n 2 0. 
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2.2. The second-order differential equation 
Proposition 2.8 (Bochner Let {B,}, o be with respect u. The u is 
classical one and only there exist polynomials @ $ with @ < deg $ 1 and 
sequence {t,,},, 0, 5, 0, n 0, such 
@(x)Bl+,(x) - = c%B,+~(x), a 0. 
The condition necessary. Then fulfils (2.3). Euclidean division, 
- !+)%+,(4 + e 
V=O 
(2.13) 
the assumption, has 5, 0, n 0, and (2.13), 
(4 - $,B~+,)B,) en,Ju, Bz), <m 
But, 
(4 
Proposition 2.9. Let (B,},>O be a normalized sequence and {u,}, > 0 its dual sequence. Let us 
suppose that the functional u0 is regular and each B, + 1 fulfils (2.12). Then the sequence {B,}, > 0 is 
necessarily a classical one. 
Indeed, the pre$ous proof of the converse shows that the functional u0 is necessarily a 
classical one. Let {B,}, > 0 be the manic classical corresponding sequence. From Proposition 2.8, 
(2.8) follows. Let us denote by W, the Wronskian of B,, 1 and B,, 1, that is, 
K(x) =B,+1(x)%+1(4 -R+,(x)B,:+,(x), n 2 0. 
It fulfils 
@W,‘-$,W,=O, n>O. 
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( k,@* (Hermite), 
(Laguerre) , 
(Bessel), 
1 k,(x + l)- cl+n’(x - I)-(‘+‘) (Jacobi). 
Since W, is a polynomial, we must have k, = 0, n > 0, in each case and therefore B,,(x) = B,(x), 
n > 0. The sequence {I?,}, ~ 0 is identical to a classical one. 
2.3. Existence of the classical orthogonal polynomials [3] 
(1.12) and (2.11, the sequences {PaIna o, ~~~~~~~~~~ {l,J, >,,, {pn+I)nro verify the 
following system: 
(n + l)P,+, - (n - l)& = (n + 2)1, -n&_,, n >, 0, (2.14) 
-3p, + 71+ Y2 + (Pl - Q2 = 07 (2.15) 
(n + qY,+z - (n - l)Yn+l - (n + 3)Pn+l + (n + l)Pn + (n + l)(Pn+l - C,)‘= 03 
n> 1, (2.16) 
W,+I(P,+l +P, - 2&-I) + (n + 1)&&-I + 5, - 2P,+,) = 0, n 2 1, (2.17) 
-2WJ,-,%.I + (n + l)Pn-A + (n - l)Wn+l = 0, n 2 2. (2.18) 
Let us put 
P, = L~n+,e,,~ n+l 
II > 1; (2.19) 
then the system becomes 
(n + 1) l- 
i 
n+3 
-8 
n+2 n+l 1 
Yn+2 + (1 +e4 - l>)Yn+l  (n + NPn+l -a’= 0, 
n > 0, (2.20) 
&+I(1 - 2%) +P, = (2 -%X-1 - o,s,> fz a 1, (2.21) 
1 
e rt+l+r=2, n&l. (2.22) 
n 
The last equation has two solutions: 
(A) 0, = 1, n > 1; 
(B) 0, = 
n+p+l 
n+p ’ 
nal, p# -n, nal. 
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2.4. The resolution of the system 
(A) 8, = 1, II > 1. 
&=Po-2cn, yn+1=(n+l)(y1+c2n), n > 0, 
with c = $<p, - pl>, and from (2.3): 
k@(x) = 1 +ch - cx, 
Yl Yl 
k+(x) = ;(x -P,). 
(B) 0, = 
n+p+l 
n+p ’ 
n > 1. 
p,=d+i c( P2 - l)(P + 3) P-l 
2 (2n + p + 1)(2n + p - 1) ’ 
n > 0, with d = i(p + 1) PI -co= 
( 
Y n+1= 
(n + W +d(w2 + (P + 1)v + YIb + ~J(P + 1j2) 
(2n + p)(2n + p + 1)‘(2n + p + 2) ’ 
n, o 
’ ’ 
with 
P = 4(P + 2)Y, + C2(P + 3)2, 
Q(x) = (x - d)2 - f,u, +(x) = -(p + 1)(x -d - +c(p + 3)). 
2.5. The canonical forms 
The discussion is carried out following the number of roots of the polynomial @. 
(A,) c = 0. It is possible to choose PO = 0, y1 = i. Then, 
P,=O, y,+i=$+l), n>O 
@(x) = 1, 4(x) = 2x. 
The form u is the Hermite functional denoted by 2. 
(A,) c # 0. Hence, Q(x) =x - yl/c - PO. It is possible to choose PO = -y/c, c = - 1. If 
y1 =a+ 1, one has 
/3,=2n+cr+l, y,+,=(n+l)(n+a+l), n >O, 
Q(x) =x, $(x)=x-(Y-l. 
The form u is the Laguerre functional denoted by _Y(cxY). It is regular if and only if (Y Z -n, 
n 2 1. 
Remark 2.10. With c = 1, we should have obtained h _1 0 _‘?(a). 
(B,) The polynomial CD has a double root: p = 0. It is possible to choose 
d = 0, Yl(P + 2)(P + q2 = -4; 
if p + 1 = 2a, one has 
1-a 
P, = 
(n + l)(n + 2a - 1) 
(n+a-l)(n+a)’ yn+1’- (2n + 2a - l)(n + cx)*(2n + 2a + 1) ’ n ’ O’ 
@(x) =x2, l//(x) = -2((ux + 1). 
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The form u is the Bessel functional denoted by Z@(Y). It is regular if and only if CY # - in, 
rz > 0. 
(B,) The polynomial CD has two roots: p # 0. It is possible to choose d = 0, p = 4; 
parameters p and c remain. With n2 + (p + l>n + &,(p + 2)(p + 1j2 = (n + CY + l)(n + p + l>, 
one has for ~12 0: 
P, = 
ff2-p2 
(2 n+a+P)(2n+cw+p+2)’ 
(n+l)(n+cr+p+l)(n+a+l)(n+P+l) 
Y~+1=4(2n+a+p+1)(2n+a+P+2)2(2n+Lu+P+3)’ 
Q(x) =x2 - 1, $(_X)= -(cw+p+2)x+(Y-& 
The form u is the Jacobi functional denoted by X((Y, p>. It is regular if and only if (Y # -IZ, 
pz-n,a+P#-n-l,n>l. 
3. Something about semi-classical orthogonal polynomials [6,7,101 
A definition: the functional u will be called a semi-classical functional if it verifies (1) u is 
regular; (2) there exist two polynomials @ and + such that 
D(@U) + *u = 0, deg + > 1, CD manic. (3.1) 
Equation (3.1) is equivalent to the recurrence relation 
--y1 i: 44 v+n-1 + 2 u”(4”+, = 0, 
v=o v=o 
where 
CD(x) = i c,xy, t)(x) = i q/xv. 
v=o u=o 
A semi-classical functional u satisfies an infinity of equations: for x ~9, u also fulfils 
Q@u) + (X$ - x’@)$ = 0, 
with 
@1(x) =X(~)@(~)~ G,(x) ‘X(“)~(“) -X’(-G@(G 
So we can consider the applications 
(@,$) + s=max(p-l,t-2), 
Pi, $1) + Sl =max(p,-1, t,-2)=s+q, deg x=q. 
Hence, there exists u + h(u) G N from the set of semi-classical functionals into 9(N). 
Definition 3.1. The minimum element of h(u) will be called the class of u. When u is of class s, 
the sequence {B,), r ,, orthogonal with respect to u is said to be of class s. 
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Remark 3.2. The classical sequences are of class s = 0. 
Lemma 3.3. Let u be a semi-classical functional such that 
D(Q) + *Iu = 0, with s1 = max(p, - 1, t, - 2), 
D(@i,u)++zu=O, withsz=max(p,-1, t2--2). (3.2) 
Let us denote by CD the highest common factor of Q1 and Q2. Then, there exists a polynomial $ 
such that 
D(@u) + +u = 0, (3.3) 
with s = max( p - 1, t - 2) = s1 - t, + t = s2 - t, + t where t = deg CD, p = deg $. 
One has Q7 = @6I and Qi, = 46,. From (3.2), 
C5zD(@,u) - &D(@,U) + (CC,+, - &$,)u = 0, 
( C&D2 - C&CD1 +6.,$, - CQ,)U = 0. 
Hence, following the regularity of u, 
6;@, - 6;QI + g2e1 - &r(cl, = 0 or (CC;@ + ijl)& = (6;@ + t&)6,. 
This relation implies, in particular, that any root of &I must be a root of 6;@ + el; hence, 
there exists $ such that 
6,;@ + +I = *6,, C&D + & = @6,,. 
But, from (3.2), we have 
&I)( CPU) + (6p + $Ju = 0, Qq @u) + (@@ + q&)u = 0. 
Hence, 
&,{D( @u) + +u} = 0, CCz{D(@U) + $24) = 0, 
which implies (3.3) since the polynomials 6, and &)2 have no common root. From deg 6i = ti 
i=1,2,onehass,=s+t,-tands,=s+t,-t. 
Proposition 3.4. For each semi-classical functional u, the couple (aj, $1 which realizes 
minimum of h(u) is unique. 
- t, 
the 
For, in (3.2), if s1 = s2 and if this common value is the minimum element of h(u), we have 
necessarily s = s1 = s2, hence t, = t, t, = t; therefore 4bI = @ = Q2 and $I = 9 = &. 
Given a semi-classical functional u, it is necessary to know whether the integer s associated 
to (@, +) is the minimum of h(u). 
Proposition 3.5 (Maroni [9]). The semi-classical functional u verifying equation (3.1) is of class 
s = max(p - 1, t - 2) if and only if 
II ( 1 J/(C) + Q~C) I + lb, e,+ + eP> I) > 0, 
where c goei ouer the roots set of @ and (e,f>(x) = {f(x) -f(c))/{x - c). 
(3 4 
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Let c be a root of @. Put Q(x) = (X - c>@,(x) and carry out the Euclidean division of 
i,Nx) + @,(x> by x -c: 
ti(x) + Q,(x) = (x - c)rcl,(x) + rc* 
We have 
r, = 4(c) + Q’(c), k(x) = (%rN(x) + (C@)(G 
and (3.1) becomes 
(X - c){O(@=u) + $,u} + r,u = 0, 
or, equivalently, 
D(QCu) + +,u = (~~J~u)~S, - r,(x - c)-‘24. 
The condition is necessary. Let us suppose that c fulfils rC = 0 and ($C~>O = (u, 0,+ + 8:@> 
= 0; then D(@,u) + tiCu = 0 with s, = max(p, - 1, t, - 2) = s - 1: it is cont_radictofy. 
The condition is sufficient. Let us suppose u to be of class S < s with D(@u> + $u = 0. From 
Lemma 3.3, there exists a polynomial x such that 
@=6.x, 4 =x6 -/+5. 
Suppose s’< s. Then deg x 2 1, and let c be a root of x: x(x> =(x - c>x,(x). One has 
It,(x) + Q,(x) = (x - c)jx,(x)d(x) -x:(~)~(x)). 
Hence, 
r, = 0, 
Therefore, 
4%) =x&)8(4 -xx+%). 
(u, $,) = (u, x,8> - (u, x:6> = CD&) + St% XC> = 0. 
I,t is contradictory with (3.4), necessarily S = s, and, from Proposition 3.4, we have 6 = @‘, 
ccI=ccI* 
4. A new characterization of classical orthogonal polynomials 
Let us introduce the following (too) general problem. Determine normalized sequences 
{B,Jrl., such that the respective sequences {P,Jnao be orthogonal. According to the assump- 
tion, the sequence { P,Jn ~ o fulfils the recurrence relation 
PI)(x) = 1, P,(x) =x - &I, 
&+2(x) = (x - S,+Xl+1(x) -&+1Cz(x)7 n 2 0. (4.1) 
Lemma 4.1. Let {B,}, > ,, be a normalized sequence such that the sequence 1 P,,}, > 0 be orthogonal. 
We have 
vg = P,u, - 2PlU,, (4.2) 
(rz + l)s,u,+r = (P, -P,P,)u, + 2p,P,‘u,, n > 0, (4.3) 
where s, = Fl,“=op,. 
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From the assumption and Proposition 1.3(e), we have 
s,v, = P$o > n 2 0. 
Then, from (1.71, 
-(n + l)S,U,+i = D(P,v,), n > 0. 
But D(P,v,) = PLuu, + P,Du, = P~‘uO - P,ui, n 2 0; therefore, 
-(n + l)S,U,+i =P;vo-P,Ul, n 20. 
For n = 1, we obtain (4.2), and with this expression we have (4.3). 
Proposition 4.2. Let {B,}, > ,, be a normalized sequence verifying (1.1) and (1.2) such that 
(4 x0,0 * 0, xn,o=O, nal, x1,1 * 07 ,Yn,l = 0, n 2 2. 
(b) The sequence {P,}, ~ o is orthogonal (with respect to vol. 
Then, the sequence {B,}, ~ o is necessarily orthogonal and a classical sequence. 
Precisely, the assumptions (a) and (b) imply 
X n,v=O, nz=l,O<vGn-1, x,,,~+O, n>,O, 
and there exist @, + such that 
D( @uo) + @Lo = 0, with deg @<2, deg I&= 1. 
We obtain other information proving the orthogonality of {B,),30. Assumption (a) implies 
xo,ou1= BP0 7 Xl,lU, = (x - Pl>Ul - uo* 
Hence, 
Xo,oX1,1~2 = B2uo. 
Therefore, from (4.3), 
xo,ox1,1(n + 1)%%+1 = {x&(P, - PJL) + 2G2P,‘juoY n 2 0, 
or, 
U n+l 
= 
4 n~l~o, withdeg4,+,<n+l, n>O. 
In fact, one has deg +,+ 1 = n + 1, n > 0. This implies the orthogonality of (B,), a o and also, 
from Proposition 1.3(e), 
Y1Y2(n + l).Q,+i(X) =~+i{Y~Bi(x)(C(x) -Pi(x)C(x)) +~PIB~WX~L 
n 20, 
where 
n+l 
Reducing this, we obtain the differential equation 
@(+C’+,(x) - +(+$+6x) =V,+i(+ n 2 0, 
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with 
and 
Remark 4.3. It is the most rapid way for proving the existence of the differential equation. 
5. Connected problems 
With other assumptions, we only obtain significant results on the sequence {P,}, ~ 0, for the 
admissible sequences (B,}, > o are not generally orthogonal. 
Proposition 5.1. Let {B,), ao be a normalized sequence such that 
(a) there exists p 2 1 such that xn+ l,p+l = 0, n >p + 1; 
(b) the sequence {P,), a 0 is an orthogonal sequence (with respect to uO>. 
Then the sequence {P,,}, a 0 is necessarily a semi-classical one of class p - 1 at most. In general, the 
admissible sequences {B,), > (, are not orthogonal. 
Remark 5.2. When p = 1, the sequence {P,},, > 0 is a classical one. 
Before giving a corollary to the last result, let us recall the definition of quasi orthogonality 
[6]. Let u ~9’ and s E N. The sequence {B,), a0 is called quasi orthogonal of order s with 
respect to u if it verifies 
(u, B,B,)=O, In-ml >s+l, (54 
3r > s such that (u, B,_,B,) # 0. (5 4 
When s = 0, the sequence {B,}, > ,, is orthogonal but not regular. 
The sequence {B,}, > 0 is called strictly quasi orthogonal of order s with respect to u if it 
verifies (5.1) and 
Vn 2s: (u, B,_,B,) f 0. W 
When s = 0, one again meets the regular orthogonality. But when s 2 1, the functional u is not 
necessarily regular [S]. 
Proposition 5.3. Let {B,}, > 0 be a normalized sequence such that 
(a) the sequence {B,), > 0 is quasi orthogonal of order two at most with respect to co; 
(b) the sequence (P,}, a 0 is orthogonal (with respect to u,). 
Then, the sequence {P,,}, > 0 is necessarily a classical one. In general, the admissible sequences 
{BJ,., are not orthogonal. 
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From assumption (b), we obtain 
B,(x) = 1, W) = PI(X) + (PI - W&)~ 
&(X) =6(x) + 2(P* - !WW + (x1,1 - 2PrPlM 
B,+,(x) =C+z(x) + (n +2)(&l+, - L+Pn+r(~) 
n-1 
+Kn + l)Xn+l,n+l - (n + 2)Pn+J~n(X) + c (v + 1)xn+l,v+lw)~ 
v=o 
n > 1. 
Assumption (a> is equivalent to conditions x,+ l,v+l = 0, n > v + 1, Y > 0. From these, it results 
that assumption (a) of the last proposition is realized for p = 1: the functional u. is a classical 
one. 
The elements P,, x,,, L pn+ 1 verify the following system where we have put 
n+l 
x = n,fl Yn+l, nao, Yn+l=- y1 Pd#%Y nal, 
Xn+l,v+l=O, O<v<n-1, nal, x,,o=o, na3, 
Xl,0 = P&0(41 - 4) + Jl(4 - 341) + WO41~~ x2,0 = 3P,P2{42(2 - 44 - 117 
Yl = Pl(3 - 241) - (lo -PO)‘, Y2 = 2Pl417 
(n + w&+1 - (n - l>pn = (n + 2)ln -n&-r, n > 0, 
(2 - &+1)&+2 - d%z+1&+1= 5?2+1+ (I- Wn+l)L n a 1, 
n + 4 - (n + 3)4n+2 
P 
?I+1 i 
r-4,+1 - 1 +&2+2 
n+ 1 1 n+2 
= (Pn+2 - 511+1J2, n 2 07 
Al+ $ =2, na2. 
n+l 
The last equation has two solutions: 
(A) 4, = 1, n a 2; 
(B) +n= ny;l17 n > 2, p# -n, na3. 
In order to resolve the above system, it is enough to suppose that {P,), >o is a classical 
sequence. 
(A) 4, = 1, n a 2. 
(A,) Hermite 
P1= -PO? p,=o, na2, 
Yl = + - 41 -P& 72 = $1, 3/n+1= +(n + l), 12 > 2, 
x1,0 = PO&? x2,0 = ;(I - 41). 
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(A 2) Laguerre 
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p1 = 2(1+ a) -00, p,=2n+a, n>o, 
y1 = (1 + a)(3 - 24,) - (1 + fx -I%,)“, y2 = 2(1 + +I, 
Y n+l = (n + l)(n f(Y), n 2 2, 
Xl,0 = 2(1 + a)(4 + CUP, - Q! - 4% x2,0 = 6(1 + a)(2 + a)(1 - 4,). 
(B) 4% = 
n+P 
n+p+l’ 
n 22, pf -?z, n>3. 
(B,) Bessel (p = 2a - 3) 
2-a 
P, = (n+a-2)(n+a-1)’ 
n > 2, 
26-3 
y2=-2 2 
41 
y1 = ay2cr + 1) ’ a (2a + 1) ’ 
(n + l)(n + 2a - 3) 
‘PI+’ = - (2n + 2a - 3)(n + a - 1)‘(2n + 2a - 1) ’ 
n a 2, 
12 
( 
2a - 1 
x2,o = (Y(2a + l)‘(ck! + l)‘(Zty + 3) 
--(2-4,) - 1 . 
2a i 
(B,) Jacobi (p = (Y + p - 1) 
p1=2 @-I3 -p(), 
(a--P)(a+P-2) 
a+p+2 ‘PI= (2n+a+p_2)(2n+a+P)’ n’27 
Y 1 = P,(3 - 24,) - (lo - PO)“? Y2 = 2PId+ 
(n+l)(n+a+p-l)(n+a)(n+P) 
“+I = 4 (2n + a + p - 1)(2n + (Y + P)2(2n + a + P + 1) ’ 
n a 2, 
Xl,0 = %44,(Po - P2> + WI - Lo)>, 
x2,0 = 3PI P2 
1 
~~32-w}. 
6. Second characterization of classical orthogonal polynomials 
Given { f’,), a o a classical sequence. From Lemma 4.1, Proposition 5.1(a) and Lemma 1.2, we 
have seen that the dual sequence (u,,),>~ of {B,),., fulfils 
XU n+l =u, + Pn+lUn+l+ Yn+2Un+2, n 2 0, with (4.3). (6.1) 
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Cancelling out u,, u,+r, u,+~ for n 2 1 between (6.1) and (4.31, we obtain (after n 
A,(_+, + 2p,X,,(x)u, = 0, n > 0, 
with 
A,(x) = &z(+J n+,(x) +V%l(x) - +n+Pr(x)P,*+1(x)~ n 2 0, 
k(x) = d,(x)E+,(x) + c-u,EYx) + k+,P,+,(x)7 n > 07 
where 
d,(x) = (&+2 - 1)x + Pn+2 - +n+*&l+*, 
ff, = Pntl 
i 
2 - sn+,i’ 
a,(x) =P,(x) -P,(x)P,(x), n 2 0. 
Let us write (6.2) with index m and cancelling out u2: 
(A.&-A,A,)ur=O, n, m>o. 
Let us suppose there exists a couple (n, m), n # m, such that the polynomial A,A, 
not identically zero. Then the functional ur would be a finite linear combination 
+n+l) 
(6.2) 
-A,A,, is 
of Dirac’s 
measures and of derivatives of Dirac’s measures; in the same way u2 and therefore also uO 
from (4.2): it would be contradictory with the regularity of uO. Hence, 
A,,i,,, -A,i, = 0, n, m > 0. (6.3) 
It is a matter of developing (6.3). Let us put 
&(x) = a,r d,(x)> P?l= GV%f2> n 2 0, 
P, pm 
~(P,~ en>= p, p, , n,m>o. I I n m 
Proposition 6.1. Each classical sequence (P,,}, ~ 0 satisfies the following quadratic relations: 
%%z~(P,+,7 P,+,> + WWl.1~ PFfJ + %VP,Y P,+,) + WPW P,) 
= (kkb - Q-GJP,+~P~+~ + kXtlPm - CL,P,P,+~, n, m 2 0. (6.4) 
Let us explain, distinguishing the four canonical cases: 
(A 1 > Hermite 
fin(x) = 0, PLn = 2, n 2 0. 
(A,) Laguerre 
O,,(x)=(n+~~+l)-r, ~~=(n+cr+l)-‘, n >O. 
(B,) Bessel 
llqx) = - n+;:-I (x- A)? naO, 
pLn = -(n + a)*(2n + 2c~ - l), n > 0. 
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(B,) Jacobi 
-9n(x) = - I-Ln 
a-P 
Xf 
n+a+p+1 2n+a+P+2 
n > 0, 
1 (2n+a+p+1)(2n+cr+P+2) 
Pn = 4 
(n+a+l)(n+p+I) ’ 
II 20. 
Remark 6.2. Taking m = II + 1, we obtain the quadratic relation given in [12]. 
Proposition 6.3. Let { P,jn b 0 be a (normalized) orthogonal sequence. Let us suppose there exists a 
sequence of polynomials {a,,,}, B (, such that either 19~~ = 0, n > 0, or deg i?,, =G 1, n > 0, 
sequence {uL,I, s ,,, uLn # 0, n > 0, for which the sequence (P,}, ~ o verifies the relations (6.4) 
the sequence {PJn a 0 is necessarily a classical one. 
Indeed, we can prove that the sequence { P,Jn ~ o verifies the structure relation (2.11). 
7. Another connected problem 
and a 
Then, 
Associated to the sequences {B,}, ~ o and (P,),,ao, let us introduce the sequence {Q,}, 3o 
where Q,(x) = Pi+ ,(x>/n + 1, n > 0. 
Lemma 7.1. Let us suppose that the sequence {&,I,, > (, be orthogonal, that is, 
Q,(4 = 1, Q,(x) =x -to> 
Qn+,W = C- L+JQn+d4 -~nn+~QnW, n >O. 
Then, the sequence {u,}, > 0 (dual sequence of {B,}, > “> verifies 
(n + l)(n + 2)tnu,+* = {2Q, - 2QlQ:, + (Q;Q, - Q,>Q:b, 
+ 3t,{2QA - Q;Ql}u, + 6t,Qiu,, n 20, 
where t, = FI~=Ooy, n > 0. 
We denote by {w,}, > ,) the dual sequence of {QJ, > cl. We have 
Du, = -(n + l)u,+,, Dw, = -(n + l)c,+,, n 20. 
From the assumption 
t,w,, = Q,w,, n a 0, 
we deduce 
D(Q,w,) = t,Dw, = -(n + l)tnpn+,, n > 0, 
D*(Q,w,) = -(n + l)t$u,+, = (n + l)(n + 2)tnu,+2, n > 0. 
But, 
~(Q,w,> = Qh, + Q,Dw,> D2(Q,w,) = Q;w, + 2Q:,Dw, + Q,D2w0. 
(7.1) 
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Hence, 
(n + l)(n + 2)t,~,+~ = Q;w,, + 2Q;Dw, + QnD2w0, n >, 0. 
For n = 0, 
24 = D2w,,. 
For n = 1, 
6t,u, = 2Dw, + QlD2w,. 
For n = 2, 
12t,u, = Q;‘w, + 2Q;Dw, + Q2D2w,. 
Hence, 
Dw, = -Q1u2 + 3t,u,, 
wg = (Q;Q, - Q,h - %Q;u, + f32u,. 
We deduce (7.1). 
(7.2) 
(7.3) 
We shall not attempt to determine the sequences (B,),aO. But we know peculiar solutions: 
each classical orthogonal sequence is a solution of this problem. 
Proposition 7.2. Let (B,},, 0 be a classical sequence. Then each Bn+2 fulfils the fourth-order 
differential equation 
where 
{:(l + 8,612 - 28,)n(n - 1) + (0, - 1)” + 1}B,+2 
= ;{(Q;Q, - Q&% - 6Q;B, + V,B,}Q:: + (W, - Q,B,)Q:, +B,Qm ~13 0, 
(7.4) 
Q,(x)= ’ (n + l)(n + 2) B;+,(x), n >O, n>, 1. 
(A) On = 1, n 2 1 (Hermite, Laguerre). 
(B) 8, = 
(n +p + l)(n + p + 1) 
(n +p)(n + I-4 ’ 
n>l. 
(B,) (Bessel) p = 2a + 1, p = 2a; 
(B,) (Jacobi) p=a+p+3,P=a+p+2. 
Remark 7.3. This equation is different from the one which is obtained by derivation of (2.12). 
Let us develop the four canonical cases. 
(A,) Hermite. Q(x) = B(x). 
B,+,(x) = +B;(x) -xB,:(x) + (x’- +)B,(x), n > 0. 
From (2.121, 
Bn+2(~) = -+xB;(x) + (x2 - ;(n + l))B,(x), II >, 0. 
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not exceed a certain value ARGSTOP, then you will find the general solution of your equation. 
If the solution is a polynomial with a degree greater than ARGSTOP, you will have in 
RESPONSE only the polynomial solution. (This has been developed for people who are only 
interested in polynomial solutions, and also to avoid calculations in the case where the first 
solution is a polynomial with too high degree.) There is no objection to solve the equations of 
Legendre, Laguerre, Hermite, Jacobi, etc. 
Attention! CONVODE solves the differential equation, but you have to recognize the 
polynomial proposed as solution! It is evident that the parameter y1 associated to the degree of 
the polynomial, which is in the differential equation, must have a numerically fixed entire value. 
(CONVODE solves a well-determined equation, but not a class of equations.) We should 
notice that, if for instance you try to solve Legendre with n = 0, CONVODE informs you that 
the order of your equation can be reduced. 
l The differential equation is of order greater than one. In that case, CONVODE only searchs 
for a polynomial solution of degree smaller than the N,,, fixed. 
1.8. The degenerated systems 
We close this introduction to CONVODE with degenerated systems. A system of differential 
equations with constant coefficients is degenerated when the solutions are not linearly indepen- 
dent, that is, there are some contraints between the unknowns. Here the recursive character of 
the program can appear. The system (of first order, or of order greater than one, but with 
constant coefficients) being detected as degenerated, CONVODE tries to determine a first 
constraint and, having found this one, the starting system can be reduced (and the constraints 
can be taken into account). CONVODE starts again with a smaller system and keeps in 
memory the first constraint found. If the reduced system is not degenerated, then CONVODE 
finds the solution, adds the constraints and gives the general solution. If the reduced system is 
still degenerated, a second constraint is found which is added in memory to the first one, the 
system is reduced for the second time and so on. We can, for example, start with a system of 
three differential equations of first order where the final solution will involve only one arbitrary 
constant and in this case two constraints. The number of arbitrary constants which are in the 
final solution is calculated in the beginning of CONVODE. The system can also be completely 
degenerated and will not contain constants any more. The degenerated systems are not always 
compatible, which proves the existence of a constraint impossible to be fulfilled (for instance, 
- 1 = O!). The constraints (if there are some) are stocked in the global variable NUNU. In the 
case of degenerated systems, the initial conditions should be of course compatible with the 
constraints. 
2. How to use CONVODE? 
CONVODE is a REDUCE procedure which has five arguments. Each argument is a 
REDUCE list. (It is always a list to simplify the problems.) L I : = c . . . . . . I ; is the list which 
contains the equation(s) to be solved. Each element of LI must be an equation. ~2 : = c. . . . . . ); 
is the list of the unknowns. ~3 : = I. . . I ; is the list which contains the independent variable. ~4 is 
an empty list (~4: = cl;) if the initial conditions are not specified (the solution then uses 
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From (2.121, 
(n + 
= 
From (2.11), 
( nt 
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a + P + 3)(n + a + P + 4)&+,(x; a, P) 
(Ck! +p +2)x(x2 - 1)qJx; (Y + 2, p + 2) 
+(((cx+jj+3)((Y+p+4)+n(n+ru+p+5)}x2-2(Cx-/3)(rY+p+3)x 
+(N-p)2-((Y+p+4)-n(n+a+p+5))B,(x; cu+2,p+2), n>,O. 
a+p+3)(n+a+p+4)B,+,(x;cu,P) 
i 
{(cx+p+3)(cu+p+4)+n(n+2(a+p)+7)}x2 
+(a -P) 
i 
n(cu+p+2) 
2n+a+j3+4 
-2(cr+/?+3) x+(N-p)’ 
i 
-(a+p+4)-n(n+cr+p+5) B,(x;cI+2,p+2) 
1 
-(cu+p+2)(2n+cx+P+S)xB,_,(x; a+2, p+2), n>O. 
Remark 7.4. With the single hypothesis 
x3,3 + 07 xn,3=0, n>o0, 
we have, from Lemma 1.2, 
(x - P3)u3 = u2 + X3,3U4’ 
Therefore, from (7.21, (7.3), 
D(@W”) + I@, = 0, 
where 
k@(x) = 2a2 
6v2 
-(x -P&1(~) - Q,(x) - - ) 
x3,3 
rcl(x) = - 
x3,3 
~QW 
The sequence IQ,), > o is necessarily a classical one, in agreement with Hahn’s results. 
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