We survey recent progress on the enumeration of labelled planar graph and on the distribution of several parameters in random planar graphs. The main goal is to show how to use generating functions to obtain asymptotic estimates and limit probability laws. The emphasis is on presenting the main ideas while keeping technical details to a minimum.
Introduction
The following basic questions were posed by Denise et al. [7] : Problem 1. How does one generate a random simple planar graph uniformly at random from the set of simple planar graphs on n vertices? Problem 2. What does this random planar graph look like?
Let us make precise these questions. Our graphs are simple and labelled, that is, there are no loops or multiple edges, and the vertices have labels {1, 2, . . . , n}. Isomorphic graphs are considered to be different unless they have exactly the same set of edges. Next, a graph is planar if it can be embedded in the plane without crossings. A specific embedding of an unlabelled connected simple planar graph is a map; it must be noticed that, contrary to our definition, usually maps are allowed to have loops and multiple edges. In addition to vertices and edges, a map has faces. If we consider the embedding in the sphere instead of the plane, as we do from now on, then the faces are homeomorphic to open discs. A map is defined up to a homeomorphism of the sphere preserving the orientation. An important remark is that a planar graph may have different embeddings, as illustrated in Figure 1 . A random planar graph with n vertices is a graph drawn uniformly at random among all (simple labelled) planar graphs with n vertices. As opposed to the classical Erdős-Rényi model for unrestricted random graphs [3] , we do not know how to generate random planar graphs by a sequence of independent outcomes. This clearly makes the analysis more difficult; we refer to [19] for an excellent introduction to this question focusing on random triangle-free graphs and random posets.
The first problem one has to face is to determine, or at least to estimate, the number g n of planar graphs with n vertices. The total number of graphs is of course 2 n(n−1)/2 . Since the complete graph K 5 is the unique smallest non-planar graph, the first values of g n are easy to compute: g 1 = 1, g 2 = 2, g 3 = 8, g 4 = 64, g 5 = 2 10 − 1 = 1023.
As we are going to see, the numbers g n can be determined using generating functions. The next values turn out to be g 6 = 32071, g 7 = 1823707, g 8 = 163947848, g 9 = 20402420291.
One should not expect a closed formula for these numbers, they are just too complicated.
However, a precise asymptotic estimate has been obtained recently by Giménez and Noy [13] : and γ ≈ 27.22687.
An interesting outcome of the proof of the above result is a very efficient algorithm by Fusy [10] for generating planar graphs uniformly at random; thus Problem 1 has now a satisfactory answer. (The first polynomial time algorithm that was proposed [4] is not practical for large values of n.)
Now we turn to Problem 2: what are the typical properties of a random planar graph? There are many parameters one may study but probably the most natural one is the number of edges. This is a trivial question for arbitrary random graphs: the number of edges has a binomial distribution B(
2 ). But for planar graphs this is not the case. Since a planar graph has at most 3n − 6 edges, the range of this random variable is [0, 3n − 6]. Should we expect a random planar graph to have few edges (close to 0) or many edges (close to 3n), or something in between? The following result [13] clarifies this question.
Recall that a sequence of discrete random variables X n with mean µ n and variance σ 2 n is asymptotically normal if the normalized variables X * n = (X n − µ n )/σ n converge in law to the standard normal distribution N (0, 1); convergence in law means, as usual, point-wise convergence of the corresponding distribution functions. Moreover, for every > 0 the probability that the number of edges differs from κn more than n decays exponentially fast.
We give a detailed account of the proof of Theorem 1.1, not only because of the interest of the result, but because the tools we set up are also the basis, together with extensions of the central limit theorem, for the proof of Theorem 1.2 and several related results.
Counting maps
At first glance it may seem that counting maps is harder than counting graphs, since a map is a graph enriched with the embedding defining it. However the opposite is true. This was first realized by William Tutte; his series of fundamental papers from the 1960's (see [21, 22] ) were the starting point of what is by now a deep and beautiful theory of map enumeration, with connections to algebra, physics and other fields.
A simple but very useful idea is to root maps. A rooted map is a map where one vertex r (the root vertex) and one incident edge e = rs (the root edge) are distinguished. If we orient e from r to s, the face lying to the right of e is called the root face. Although our maps are embedded in the sphere, for convenience we draw a map in the plane so that the root face is the unbounded face (see Figure 2) . Two rooted maps are isomorphic if there is an orientationpreserving homeomorphism of the sphere between them preserving the root vertex and the root edge. Now it is easy to check that a rooted map has no non-trivial automorphism: this is because once the root vertex and the root edge are fixed by an automorphism θ, then we can "follow the embedding" to show that every other vertex and edge are fixed by θ. This is a great advantage in enumeration problems.
The second key idea is to use the embedding of maps in order to find unambiguous decompositions which translate into functional equations, usually algebraic, for the corresponding generating functions. Let us illustrate this technique for the enumeration of triangulations, that is, maps in which every face is a triangle. To do this it is convenient to consider a slightly wider class of maps.
A near-triangulation is a map in which every face is a triangle, except the root face F which has size k ≥ 3, and such that F has no chord, that is, an edge between non-consecutive vertices of F (see Figure 3 ). Let us sketch how Tutte [21] solved the problem of counting near-triangulations. (Notice: a simple triangulation in the terminology of [21] is a triangulation without separating triangles, and should not be confused with our meaning of simple, which is a map without loops or repeated edges). Given a near-triangulation S, let k ≥ 3 be the number of external edges, and let r be the number of internal edges. For technical reasons it is convenient to work with the equivalent parameters n and m given by
It is clear that n and m are non-negative. The number of edges in S is obviously k + r = 3n + 2m + 3 and, counting incidences between edges and faces and using Euler's formula, it is easy to check that the number of vertices of S is n + m + 3. Let ψ n,m be the number of near-triangulations with parameters n and m, and let
be the associated generating function (GF for short). Notice that
n is the GF of triangulations, since m = 0 amounts to k = 3, that is, the outer face is a triangle. In order to obtain a functional equation for ψ one proceeds as follows. Let S be a neartriangulation with r > 0, that is, not reduced to a single triangle. Fix an edge xy in the root face P and let z be the unique vertex such that xyz is a facial triangle (see Fig. 4 ). By removing the triangle xyz from S we obtain a decomposition S of the new outer face P (obtained from P by removing xy and adding xz and zy) into triangles. S is not necessarily a near-triangulation since it may have chords, but if there is a chord it must have one of its ends at z and the other end at a point of P other than x and y. Suppose there are c > 0 of these chords, and let them be zw 1 , zw 2 , · · · , zw c , ordered clockwise; they partition P into c + 1 near-triangulations S 0 , S 1 , . . . , S c (see Fig. 4 for an example with c = 2). Conversely, every near-triangulation is obtained in a unique way by gluing smaller near-triangulations along the corresponding edges of their boundaries. The case c = 0 corresponds to the situation where by removing the triangle xyz from S we already have a near-triangulation; notice that for this to happen it is required that k ≥ 4.
The unambiguous decomposition just described implies the following functional equation:
Instead of giving all the details for proving (2) , which can be found in Summing the geometric series in (2) and rearranging terms we can rewrite it as
This determines ψ uniquely but there is a caveat here. When solving (3) for ψ(x, y) and g(x) it is required that g(x) = ψ(x, 0), and this is not an independent condition; it is obtained by setting y = 0. This was circumvented by Tutte using a device now known as the quadratic method; see [14, Section 2.9] for an exposition of the method and for an alternative enumeration of triangulations. Here we content ourselves with giving the explicit solution for g(x) and its coefficients. We have
is an algebraic function). And the number of triangulations with n + 3 vertices is
Another family of maps, which plays an important role later, is that of 3-connected maps: these are maps that are not disconnected by the removal of less than three vertices. To every map M we can associate a quadrangulation Q (a map all whose faces are quadrangles, that is, cycles of length four) as follows [17] . For every face f of M , add a new vertex f and join it to all the vertices incident with f . Now erase all the edges of M to obtain the map Q (see Fig.  5 , where the new vertices are shaded). It is easy to check that Q is indeed a quadrangulation. Moreover, if M is 3-connected, then Q is simple and has no separating quadrangle, that is, a quadrangle which is not a face (equivalently, a quadrangle whose removal disconnects Q). The correspondence can be reversed and it determines a bijection between 3-connected maps with n + 2 edges and quadrangulations without separating quadrangles with n internal vertices. Figure 5 : A 3-connected map M and its associated quadrangulation Q.
M Q
We have just seen that the enumeration of 3-connected maps can be reduced to that of quadrangulations without separating quadrangles. To enumerate the latter one can proceed very much as with triangulations by considering near-quadrangulations, that is, maps where every face is a quadrangle except the outer face which is chordless and has even size k ≥ 4. The solution was found by Mullin and Schellenberg [17] and can be expressed as follows; we follow the notation used in [1] .
Let M n,q be the number of 3-connected rooted maps with n vertices and q edges, and let M (x, y) = n,q y q x n be the corresponding generating function. Then
where U (x, y) and V (x, y) are algebraic functions given by
The above equations show that M is an algebraic function of degree four in the variables x and y. As will be seen in the next section, this explicit expression of M is essential for the enumeration of planar graphs.
Counting planar graphs: preliminaries
Why don't we use the powerful techniques for counting maps we have just seen for the problem of counting planar graphs? Because a planar graph can have many embeddings, even an exponential number, and we wish to count graphs as combinatorial objects disregarding how they can be embedded in the sphere.
The strategy for counting planar graphs is based on a hierarchy of graph connectivity conditions. A graph is k-connected if it is not disconnected by the removal of less than k vertices. A key result in planar graphs is the following [25 
]:
Whitney's theorem: a 3-connected planar graph has a unique embedding in the sphere up to isomorphism.
In other words, there is essentially a unique way to draw a 3-connected planar graph in the sphere. Hence counting 3-connected planar graphs amounts to counting 3-connected maps. To be more precise, let M n,q be as before the number of 3-connected rooted maps with n vertices and q edges, and let m n,q be the number of 3-connected planar graphs with n vertices and q edges. Then
since there are n! ways to label a rooted map with n vertices, and there are 4q ways of rooting a planar graph with q edges to obtain a rooted map. In terms of the associated generating functions (notice the second one is an exponential GF, the right kind of GF when dealing with labelled objects)
Equation (7) is fundamental for our purposes: it relates a known algebraic function M with the unknown m(x, y) that enumerates 3-connected planar graphs. This fact was used by Bender et al. [1] to solve the problem of enumerating 2-connected planar graphs, a crucial step towards the enumeration of all planar graphs. Let us see how they proceeded. According to a result of Tutte [23] , a 2-connected graph decomposes uniquely into 3-connected "components". The definition is rather technical so we content ourselves with giving an illustrative example in Figure 6 , taken from Walsh [24] . Notice that among the 3-connected components there are triangles and multiple edges, and that when the components are attached, edges that are glued together are erased. This clearly makes the decomposition more complex than the decomposition of a connected graph into its blocks (see below), since the blocks share vertices but not edges. Notice also that a 2-connected graph is planar if and only if its 3-connected components are planar. Now let b n,q be the number of 2-connected planar graphs with n vertices and q edges and let B(x, y) = b n,q y q x n /n! denote the associated exponential GF. Tutte's decomposition implies an equation relating ∂m(x, y)/∂y and ∂B(x, y)/∂y. Think of ∂B(x, y)/∂y as the GF of 2-connected planar graphs where one of the edges is marked, or distinguished, and analogously for ∂m(x, y)/∂y. The following result, based on Trakhtenbrot [20] and Walsh [24] , is from [1] ; there is a small modification since we need to consider the graph consisting of a single edge as being 2-connected. 
The generating function D(x, y) enumerates an auxiliary class of objects, called networks: a network is a multigraph with two distinguished vertices 0 and ∞, such that adding the edge {0, ∞} results in a 2-connected multigraph. Equations (8) and (9), plus Equation (7), encode the combinatorial decomposition of 2-connected graphs into 3-connected components; together with (4) and (5) 
5! + · · ·
For instance, the term 10y 9 x 5 /5! corresponds to the 10 ways of labelling the graph K 5 minus an edge. Using complex analysis, Bender et al. [1] were able to deduce from the previous equations that the number b n of 2-connected planar graphs with n vertices grows like Now we take the next step in the connectivity hierarchy, which is based on the following wellknown fact. A connected graph decomposes uniquely into maximal 2-connected components, or blocks; the blocks do not share edges and are joined through cut-points (see Figure 7) . Let g n and c n denote, respectively, the number of planar graphs and the number of connected planar graphs on n vertices, and let
Notice that B(x) = B(x, 1), where B(x, y) is as in Theorem 3.1.
Lemma 3.2. The series G(x), C(x) and B(x) satisfy the following equations:
where C (x) and B (x) are derivatives with respect to x.
The proof of the previous lemma is simple. The first equation
encodes the decomposition of a graph into its connected components. The term C(x) k /k! corresponds to graphs having exactly k components. The second equation is a bit more involved but still elementary. The key point is that xC (x) = nC n x n /n! is the GF for vertex-rooted connected graphs, the factor n corresponding to the n possible roots. Rooting in this case is essential for producing unambiguous decompositions. Once a connected graph is rooted at a vertex, its decomposition into blocks is a kind of enriched (unordered) rooted tree and (11b) follows easily.
Equations (11), together with our knowledge of B(x, y), determine completely G(x) and C(x). Using Maple we can find the values of g n stated earlier. However, in order to prove Theorem 1.1, more is needed. The real difficulty lies in Equation (11b). We know B(x) to some extent; in fact we know ∂B(x, y)/∂y in terms of D(x, y), which in turn is defined implicitly in terms of M (x, y), which finally is defined by means of (4) and (5). As we have seen, this determines B(x), and hence B (x), completely but we cannot just plug it into (11b) and solve for C (x).
A key technical result from [13] 
is to express B(x, y) in terms of D(x, y) by integrating (8), namely
B(x, y) = x 2 2 log(1 + y) + x 2 2 y 0 D(x, t) 1 + t dt.
The problem is to find a primitive for D(x, t)/(1 + t)
. This is done, in a purely algebraic way, using integration by parts and some carefully chosen changes of variables based on (4), (5) and (9) . We quote the result in full (Lemma 5 from [13] ), not because we intend to work out the details, but to give an idea of the shape of the expression one gets.
, where U is as in (5) . Then
where
and
Admittedly, this is rather unwieldy but it has the advantage of being an explicit expression for B(x, y), hence also for B(x), in terms of known functions D(x, y) and U (x, y). (The reader may still argue that D and U are known only implicitly, and that Equation (9) for D, involving a substitution for the second variable in M , is specially complicated, but as we are going to see, they are amenable to asymptotic analysis).
Counting planar graphs: asymptotic analysis
So far everything has been based on combinatorial decompositions and algebraic manipulation of formal power series. Now complex analysis enters the picture. Let A(x) = a n x n be a power series with non-negative coefficients. The first approximation to the rate of growth of the a n comes from the value of the radius of convergence (radius for short) of A(x), considered as a complex valued function. Indeed, if the limit a = lim(a n ) 1/n exists, then 1/a is the radius of A(x).
It is not difficult to show [16] that the following limit exists:
Hence, if we let ρ be the radius of G(x) = g n x n /n!, then the growth constant in Theorem 1.1 is γ = 1/ρ. Let us see how to compute ρ.
Since the exponential function is analytic everywhere, by (11a) it follows that G(x) and C(x) have the same radius; from now on we concentrate on C(x). Set F (x) = xC (x) and observe that Equation (11 b) can be rewritten as
In other words,
is the functional inverse of F (x). Clearly, the radius of ψ and F are the same, respectively, as those of B and C. Because of (10) the radius of B is equal to
It is not apparent at this stage but in fact B has a finite singularity at R, that is, B(R) is finite. The same is true for B (R) and B (R). Now we have two functions inverse to each other, namely ψ and F , we know the radius R of ψ and we wish to determine the radius ρ of F . By the inverse function theorem, F (x) is analytic at x = x 0 as long as ψ (u 0 ) = 0, where u 0 = F (x 0 ). By Pringsheim's theorem, since F (x) has non-negative coefficients, F (x) is singular at its radius of convergence ρ. Hence it is enough to look for a root of ψ in the real interval [0, R]. It is immediate to check that ψ (τ ) = 0 is equivalent to B (τ ) = 1/τ . Since B (u) is increasing (the series B(u) has positive coefficients) and 1/u is decreasing, ψ has no roots in (0, R) if and only if B (R) < 1/R. As we see next, this is indeed the case. Let us note, however, that in a similar problem [5] the corresponding function ψ does have a root.
Claim 1. Let R be the radius of convergence of B(x). Then B (R) < 1/R.
The proof of the claim is based on the explicit expression for B in Lemma 3.3: one can compute exactly B (R) and then check the inequality. As a consequence, ψ does not vanish in the domain of definition [0, R] of ψ and the radius of convergence of F is ρ = ψ(R). Again, since we know B explicitly we can compute ψ(R) and obtain the value ρ ≈ 0.036728. This implies γ = 1/ρ ≈ 27.22687 as claimed.
Summarizing, so far we have determined the "exponential behaviour" of the number g n of planar graphs, that is, γ = lim(g n /n!) 1/n . The next step is to account for the subexponential term n −7/2 that appears in Theorem 1.1. To this end we need the theory of singularity analysis of generating functions (see [8, 9] ).
Let A(x) = a n x n be a power series with non-negative coefficients and radius of convergence ρ > 0. We know that ρ is a dominant singularity; by this we mean a singularity of A(x) of minimum modulus. The exponential growth of the a n is of order ρ −n , that is,
where w(n) grows subexponentially, meaning that lim n→∞ w(n) 1/n = 1. The exact form of the subexponential term w(n) depends on the nature of the dominant singularity.
Let us analyze a simple example before discussing a more general situation. The function
2x , related to the well-known Catalan numbers, is singular at x = 1/4, not because it becomes infinite at this point but because of the vanishing of the square root; indeed, the function √ z of a complex variable z cannot be defined analytically in a neighbourhood of 0. By expanding the square root as a power series, namely
the coefficient of x n in C is shown to be equal to c n = 2n n /(n + 1), the n-th Catalan number. Using Stirling's estimate n! ∼ √ 2πn e −n n n , one readily obtains the asymptotic estimate
where δ = π −1/2 is a constant, and [x n ] is the operator that extracts the coefficient of x n in a power series. As we explain next, this is the typical behaviour of coefficients of algebraic functions that arise in combinatorial enumeration.
Let f (x) be an arbitrary algebraic function defined by means of a polynomial equation
and let f = f n x n be its power series expansion at 0, and assume the f n are non-negative (a very natural assumption in enumeration). By the implicit function theorem, f ceases to be analytic when
If x = ρ is the smallest positive solution of the previous system of equations, then ρ is a dominant singularity of f . It could be that there are other complex singularities of modulus ρ; this case needs more care and we do not analyze it here. Also, we ignore the problem of determining the correct "branch" of the algebraic curve defined by P through the singularity that corresponds to the combinatorial function f . The next step is to analyze the behaviour of f near ρ. Puiseux's theorem asserts that an algebraic function f can be expanded near a singularity ρ as a fractional power series (in a suitable neighbourhood of ρ) of the form
where k 0 is a (possibly negative) integer, and m ≥ 2 is an integer called the branching type. For many of the functions arising in combinatorial enumeration, we have m = 2 and k 0 = 1; in this case the singularity ρ is called of square-root type (a direct example is the previous function C(x), which is already a square-root function). The final ingredient is the use of transfer theorems: these are results that allow us to deduce asymptotic estimates of the coefficients [x n ]f (x) of an analytic function from an asymptotic expansion of f near its dominant singularity ρ. For our purposes the following simple version is enough (see [9, Section VI.3] ). In practice, the analytic conditions required are not difficult to check for most functions arising in combinatorial analysis. 
In the previous statement, the dominant singularity of f is at z = 1. If we change the variable z to ρz, we obtain the general case, which can be summarized as:
The expansion (14) satisfies the requirements of the theorem up to a multiplicative constant; hence we have an effective way for obtaining asymptotic estimates of coefficients of algebraic functions (again, we ignore the subtleties of choosing the right branch along a singularity, and those that arise when the dominant singularity is not unique). Now let us apply the previous machinery to the functions of interest in planar graphs, namely M, D, B, C and G. To begin with, M (x, y) is an algebraic function and it can be checked [2] that, for each fixed value of y, it has a unique dominant singularity w(y) which is of square-root type. The singularities of D(x, y) were analyzed in [1] , where it was shown that for every fixed y, D(x, y) has a unique dominant singularity R(y); moreover, R(y) is directly related to w(y) in a simple way, in the sense that Equation (9) does not introduce new singularities besides those coming from M . It is also shown in [1] that the local expansion around R(y) is of the form
where This implies a subexponential growth of the b n of order n −7/2 , which is consistent with (10) . This fact, as we see next, carries over to C and G.
Using Lemma 3.2(b) we obtain an analog of (13), namely
where F (x, y) = xC (x, y) and derivatives are with respect to the first variable. Hence, for fixed y, ψ(u, y) = ue
is the functional inverse of F (x, y). From the previous discussion we know that ψ (x, y) does not vanish for y = 1. By continuity the same is true for y close to 1, and so the dominant singularity of F (x, y), which is the same as that of C(x, y), is at
In order to find the local expansion of F (x, y) near its dominant singularity ρ(y), we start with the expansion of B, compute that of ψ and solve for F in Equation (15) . Then, since
we can integrate the expansion of F (x, y)/x and obtain the expansion of C(x, y), which for fixed y is of the form
where the C i (y) are explicit analytic functions, and now X = 1 − x/ρ(y). The last step is to use the fact that G(x, y) = exp(C(x, y)) in order to obtain the expansion
where again X = 1 − x/ρ(y). Theorem 1.1 follows directly from the last Equation, setting y = 1 and applying the transfer theorem. It must be noted that the coefficients C i (y) can be computed explicitly; in particular, C 0 (1) and C 5 (1), which are needed for computing the constant g that appears in estimate (1) . Incidentally, we also obtain an estimate
for the number of connected planar graphs. Notice that the probability that a random planar graphs with n vertices is connected is equal to c n /g n , which asymptotically tends to c/g ≈ 0.96325. We revisit this fact in the next section.
The reader may wonder why we have insisted in obtaining full bivariate expansions while we are mainly interested in the case y = 1, which gives the univariate generating functions needed for proving Theorem 1.1. The reason is explained in the next section: full bivariate expansions provide crucial information for studying the distribution of the number of edges in random planar graphs.
Parameters in random planar graphs
As mentioned in the introduction, there are many parameters one could study for random planar graphs. Here we concentrate on the number of edges and on the number of components. Let X n be the random variable denoting the number of edges in random planar graphs. Partial results were obtained about the behaviour of X n . For instance, it was show in [7] that Prob{X n < 3/2n} → 0, as n → ∞.
On the other hand, it was shown in [18] that Prob{X n > 2.56n} → 0, as n → ∞.
That is, with high probability a planar graph has more than 3n/2 edges and less than 2.56n edges. These constants where later improved, see [6, 11] , but is was not clear wether the number of edges would be concentrated around a single value κn. That this is the case is part of Theorem 1.2. In order to prove it, we need an extension of the central limit theorem based on singular expansions. Let us first recall the statement of this basic result from probability theory.
Central limit theorem. Let X n be a sequence of independent identically distributed random variables with common mean µ and non-zero variance σ 2 . Let S n be
where convergence is in distribution.
In other words, the normalized means S * n converge to the standard normal law. There are several proofs (and many generalizations) of this result, but we are interested in the one that uses characteristic functions.
The characteristic function of a random variable X with distribution function F (x) is defined as
A basic property is that, if X and Y are independent, then φ X+Y (t) = φ X (t)φ Y (t). By shifting the mean, we can assume that µ = 0. Then, using φ aX (t) = φ X (at), we obtain
where X is the common distribution of the X i . Taking Taylor expansions, it follows that
2 /2 is precisely the characteristic function of a standard normal law and, by the continuity theorem of characteristic functions, it follows that the S * n converge in law to N (0, 1). The following discussion is based on [9, Section IX.5]. The key point in the former proof is that the characteristic function is an exact large power of an analytic function. This is seldom the case in combinatorial applications, but often we can approximate the characteristic function by a large power.
For discrete variables, it is convenient to work with probability generating functions (PGF for short). If X is a discrete random variable with density p k = Prob{X = k}, the associated PGF is
It follows that φ(t) = p(e it ), and we can work with the function p(u) instead of φ(t).
Suppose now that X n is a sequence of combinatorial parameters, indexed by the size of the combinatorial objects (for instance, number of edges in random planar graphs with n vertices), and let f (x, y) be the associated bivariate GF, where x marks the size of an object and y marks the occurrence of the parameter. Then clearly, the PGF p n (u) of X n is (x, 1) .
Suppose singularity analysis applies to the function f (x, y), as we have seen is the case for the functions B(x, y), C(x, y), G(x, y) in the previous section, and let f n = [x n ]f (x, 1) and f n (y) = [x n ]f (x, y). Then we obtain approximations
From this it follows that
so that p n (u) can be approximated by a large power. These informal remarks can be made rigorous, giving raise to several "quasi-powers" theorems; see [9] . The next theorem, due to Hwang [15] , is the version we need in order to deduce normal limit laws from singular expansions of generating functions of the kind encountered in the previous section. 
is non-zero. Then the random variable with probability generating function
converges in distribution to a Gaussian variable. The mean µ n and the standard deviation σ n converge asymptotically to µn and σ √ n, where µ is −ρ (1)/ρ(1) and σ 2 is given by (18) .
Generally speaking, the precise analytic conditions in the previous statement can be checked without much difficulty for the generating functions that arise in combinatorial enumeration. This is the case for the function G(x, y) enumerating planar graphs according to the number of vertices and edges, and this is how Theorem 1.2 is proved in [13] . Let us remark that, according to Theorem 5.1, in order to compute the constants κ and λ for the mean and the variance, we only need to compute the quantities ρ(1), ρ (1) and ρ (1). This is done using Equation (16) and the explicit expressions for B(x, y) from Lemma 3.3 and for R(y) from [1] . The computations are performed with the help of Maple.
The second assertion in Theorem 1.2, namely that the number of edges is very strongly concentrated around the expected value ∼ κn, is proved by establishing a local limit law and
