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IMPLEMENTASI ALGORITMA MULTINOMIAL 
 NAÏVE BAYES UNTUK ANALISIS SENTIMEN 




User feedback dapat dianalisa dengan beragam teknik yang telah dikembangkan 
dengan tujuan mengekstraksi informasi yang dapat berguna untuk keperluan 
requirements engineering. Penyortiran user feedback secara otomatis menjadi 
semakin penting karena penanganan dan pengorganisasian user feedback secara 
manual membuang waktu dan bukan solusi yang layak mengingat jumlah feedback 
yang sangat besar. Automatic Text classification menentukan ulasan kedalam 
beberapa kelas yang sudah ditentukan sebelumnya secara otomatis. Berdasarkan 
penelitian sebelumnya, TF-IDF dan N-gram merupakan cara untuk meningkatkan 
nilai akurasi dari classifier. Multinomial Naïve Bayes classifier sering digunakan 
sebagai dasar untuk analisis sentimen. Tujuan dari penelitian ini untuk 
mengimplementasikan dan mengetahui performa algoritma Multinomial Naïve 
Bayes menggunakan TF-IDF dan N-gram untuk analisis sentimen.Hasil pengujian 
terbaik setelah kelas netral dihapus dan kelas positive dan negative berjumlah 
seimbang dengan perbandingan train dan test set 80:20 menghasilkan nilai 84% 
untuk accuracy, precision, recall dan f1-score.  
 
Kata kunci:  Requirement Engineering, User Feedback, Analisis Sentimen, 




IMPLEMENTATION OF MULTINOMIAL NAÏVE BAYES 
ALGORITHM FOR SENTIMENT ANALYSIS 




User feedback can be analyzed with a variety of techniques that have been 
developed to extract information that can be useful for requirements engineering. 
The sorting of user feedback automatically becomes increasingly essential because 
manually handling and organizing user feedback is a waste of time and is not a 
viable solution given the huge amount of feedback. Automatic Text classification 
determines reviews into pre-determined classes automatically. Based on previous 
research, TF-IDF and N-gram are ways to increase the accuracy value of the 
classifier. The Multinomial Naïve Bayes classifier used as a basis for sentiment 
analysis. The purpose of this research is to implement and find out the performance 
of the Naïve Bayes Multinomial algorithm using TF-IDF and N-gram for sentiment 
analysis. The best test results after the neutral class removed, and the positive and 
negative classes are balanced with a train and test set 80:20, yielding 84% accuracy, 
precision, recall, and f1-score. 
 
Keywords: Requirement Engineering, User Feedback, Sentiment Analysis, 
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