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This paper, introduces the nearest weighted interval and point approximations of a fuzzy
number, and then suggests weighted possibilistic moments about these points of fuzzy
numbers. The possibilistic moments play an important role in fuzzy sets and systems,
specifically in physics, mathematics and statistics. We provide the definition of the
moments of fuzzy numbers as well as the definition of moments in probability theory;
some of their applications are mentioned.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In statistics, measures of central tendency and measures dispersion of distribution are considered important. For fuzzy
numbers, one of the most common and useful measures of central tendency is the mean of fuzzy numbers, Carlsson, Fullér
and Majlender [3,11] defined the weighted lower possibilistic and upper possibilistic mean values, crisp possibilistic mean
value, the variance and covariance of fuzzy numbers. In this paper we introduce the moments of fuzzy numbers and
their applications, e.g. the skewness and kurtosis of the fuzzy numbers. The main objective of this paper is to obtain the
possibilistic moments such that they provide many applications in fuzzy sets and systems. In this work, a defuzzification
as an interval approximations, the nearest interval approximation and the nearest point approximation of a fuzzy number
is used. The main results of Sections 4 and 5 are new and interesting alternative justifications to the definitions of the
f -weighted interval-valued possibilistic mean and f -weighted possibilistic mean value of a fuzzy number that introduced
by Fullér and Majlender [3,11].
2. Preliminaries
The basic definitions of a fuzzy number are given in [7,32,34] as follows:
Definition 1. Let R be the set of all real numbers. A fuzzy number is a fuzzy set like A : R→ I = [0, 1] that satisfies:
1. A is upper semicontinuous,
2. A(x) = 0 outside some interval [a, d],
3. There are real numbers b, c such that a ≤ b ≤ c ≤ d and
3.1 A(x) is increasing on [a, b],
3.2 A(x) is decreasing on [c, d],
3.3 A(x) = 1, b ≤ x ≤ c.
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The membership function A can be expressed as
A(x) =

AL(x) x ∈ [a, b],
1 x ∈ [b, c], (I)
AR(x) x ∈ [c, d],
0 otherwise,
where AL : [a, b] → [0, 1] and AR : [c, d] → [0, 1] are left and right membership functions of fuzzy number A. AL is real
valued function that is increasing and right continues and AR is a real valued function that is decreasing and left continues.
Notice that (I) is an L − R fuzzy number with strictly monotone shape function as proposed by Dubois and Prade in 1981
and described also in [6]. Each fuzzy number A described by (I) has the following α-level sets (α-cuts):
Aα = [A−1L (α), A−1R (α)] = [a(α), a(α)]where a(α), a(α) ∈ R, α ∈ [0, 1].
An equivalent parametric is also given in [14] as follows:
Definition 2. A fuzzy number A in parametric form is a pair [a(α), a(α)] of function a(α), a(α), 0 ≤ α ≤ 1, which satisfies
the following requirements:
1. a(α) is a bounded increasing left continuous function,
2. a(α) is a bounded decreasing left continuous function,
3. a(α) ≤ a(α), 0 ≤ α ≤ 1.
We denote this family of fuzzy number by F . A popular fuzzy number is the trapezoidal fuzzy number A = (a, b, c, d) with
membership function A(x) that is defined as follows
A(x) =

x− a
b− a x ∈ [a, b],
1 x ∈ [b, c],
d− x
d− c x ∈ [c, d],
0 otherwise.
Its α-level sets is:
[A]α = [a(α), a(α)] = [a+ (b− a)α, d− (d− c)α].
Note that if b = c, then A(x) is membership function of triangular fuzzy number A = (a, b, d). Support function is defined as
follows:
supp(A) = {x|A(x) > 0}
which {x|A(x) > 0} is closure of set {x|A(x) > 0}. The addition and scalar multiplication of fuzzy numbers are defined by
Zadeh’s extension principle [33] and can be equivalently represented in [7,32,34] as follows:
For arbitrary [A]α = [a(α), a(α)], [B]α = [b(α), b(α)] and k > 0 we define addition (A+ B) and multiplication by scaler k
as:
(a+ b)(α) = a(α)+ b(α), (a+ b)(α) = a(α)+ b(α), (1)
(ka)(α) = ka(α), (ka)(α) = ka(α). (2)
Definition 3. For arbitrary fuzzy numbers [A]α = [a(α), a(α)] and [B]α = [b(α), b(α)] the quantity
d(A, B) =
[∫ 1
0
(a(α)− b(α))2dα+
∫ 1
0
(a(α)− b(α))2dα
] 1
2
(3)
is the distance between A and B. The function d(A, B) is a metric in F and is a particular member of the family of distance
δp,q defined as below:
δp,q =
[∫ 1
0
(1− q)|a(α)− b(α)|pdα+
∫ 1
0
q|a(α)− b(α)|pdα
] 1
p
,
where 1 ≤ p ≤ ∞ and 0 ≤ q ≤ 1, (see [10,12]).
3. Moments
In this section we introduce the general form of possibilistic moments of fuzzy numbers such that we can apply them to
analyze the data. The concept of moment in mathematics and statistics is evolved from the concept of moment in physics.
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The rth moment of a real-valued function f (x) of a real variable about a value c is
µn =
∫ ∞
−∞
(x− c)nf (x)dx. (4)
The moments in metric space are stated as follows:
Let (M, d) be a metric space, and let B(M) be the Borel sigma algebra on M, the sigma algebra generated by the d-open
sets. Let 1 ≤ p < +∞. The pth moment of a measure µ on the measurable space (M, B(M)) about a given point x ∈ M is
defined to be:∫
M
d(x, x)pdµ(x).
Where, µ is said to have finite pth moment if the moment of µ about x is finite for some x ∈ M.
This terminology for measure carries over to random variables in the usual way: if (Ω, F, P) is a probability space and
X : Ω → M is a random variable, then pth moment of X about x ∈ M is defined to be:∫
M
d(x, x)pd(X∗(P))(x) ≡
∫
Ω
d(X(Ω), x)pdP(Ω), (5)
where X∗ is a measure on the probability space, and X has finite pth moment if the pth moment of X about x is finite for some
x ∈ M.
Similarly, we also recall some concepts and results on possibility space and fuzzy variables. Possibility measures [8,33]
are set functions similar to probability measures, but they rely on an axiom which only involves the operation “supremum”.
Let Θ be a nonempty set, and P(Θ) the power set of Θ . A function Pos is called a possibility measure if
(i) Pos{Θ} = 1,
(ii) Pos{φ} = 0,
(iii) Pos{⋃i Ai} = supi Pos{Ai} for any collection {Ai} in P(Θ).
Then, the triplet (Θ, P(Θ), Pos) is called a possibility space.
Definition 4 ([18]). A fuzzy variable ξ is define as a function from a possibility space (Θ, P(Θ), Pos) to the set of real numbers.
Definition 5 ([18]). A fuzzy variable ξ is said to be nonnegative, denoted by ξ ≥ 0 if Pos{ξ < 0} = 0.
If ξ is a fuzzy variable with membership function A(x), then the possibility measure of a fuzzy event ξ ≤ r(r ∈ R) is define as
Pos{ξ ≤ r} = sup
x≤r
A(x).
Also it follows that, like probability, the possibility measure on finite or countably infinite sets is determined by its behavior
on singletons:
Pos{u} = max
θ∈u
Pos({θ}).
Example 1. Let Θ = {a, b, c, d} and Π = {1, 1, 12 , 12 } be a possibility distribution over Θ . Then
Π {a, b} = Π {b, c} = Π {b},Π {c, d} = 1
2
and if U = {a, c, d}. Then
Π (θ ∈ U) = sup
θ∈U
pi({θ}) = 1.
For fuzzy numbers A, B ∈ F the quantity fuzzy numbers can also be considered possibility distributions; more precisely, it
can define a special class of possibility distributions. If A ∈ F is a fuzzy number and x ∈ R is a real number, then membership
function A(x) can be interpreted as the degree of possibility of the statement “x is the value of A” [7].
Example 2. Assume A is a fuzzy number with the following membership function (Fig. 1).
A(x) =

x
3
0 ≤ x ≤ 3,
4− x 3 ≤ x ≤ 4.
We have [A]α = [a(α), a(α)] = [3α, 4− α] hence,
Pos(A ≤ a(α)) = sup
x≤a(α)
A(x) = α,
Pos(A ≥ a(α)) = sup
x≥a(α)
A(x) = α.
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Fig. 1. Fuzzy number A from Example 2.
In possibility space (Θ, P(Θ), Pos) if Π be a possibilistic distribution and A fuzzy variables. Then pth moment of A about
M¯(A) is as:∫
Θ
d(A(Θ), M¯(A))pdΠ (θ).
4. The nearest weighted possibilistic interval
In this section, we will propose using an interval approximation operator which is called the nearest weighted
possibilistic interval (see [12,13]).
Definition 6. Suppose A is a fuzzy number with [A]α = [a(α), a(α)] and let CL, CU ∈ R. We define a possibilistic distance
quantity of A as follows:
d(A, Cd(A)) =
[∫ 1
0
Pos(A ≤ a(α))(a(α)− CL)2dα+
∫ 1
0
Pos(A ≥ a(α))(a(α)− CU)2dα
] 1
2
.
d(A, Cd(A)) =
√∫ 1
0
α(a(α)− CL)2dα+
∫ 1
0
α(a(α)− CU)2dα (6)
where Cd(A) = [CL, CU] is an interval of support function, i.e. [Cd(A)]α = [CL, CU]. In fact, the relationship (6) is a type expected
distance between the endpoints of its level sets and two points of support function fuzzy number.
Given A and CL, CU ∈ R, we will find a close interval as Cd(A) = [CL, CU] which is the nearest to A with respect to (6). We
can do it because each interval is also a fuzzy number with constant α − cut for all α ∈ (0, 1]. Now we minimize (6) with
respect to CL and CU . In order to minimize d(A, Cd(A)) it suffices to minimize function D(CL, CU) = d2(A, Cd(A)). Thus we have
to find partial derivatives
∂D(CL, CU)
∂CL
= −2
∫ 1
0
α(a(α)− CL)dα = −2
∫ 1
0
αa(α)dα+ CL (7)
∂D(CL, CU)
∂CU
= −2
∫ 1
0
α(a(α)− CU)dα = −2
∫ 1
0
αa(α)dα+ CU (8)
and then by solving equations
∂D(CL, CU)
∂CL
= 0 and ∂D(CL, CU)
∂CU
= 0,
we get
CL = 2
∫ 1
0
αa(α)dα (9)
CU = 2
∫ 1
0
αa(α)dα. (10)
Moreover, since det

∂D2(CL, CU)
∂C2L
∂D2(CL, CU)
∂CL∂CU
∂D2(CL, CU)
∂CU∂CL
∂D2(CL, CU)
∂C2U
 = det (1 00 1) = 1 > 0, and ∂D2(CL,CU)∂C2L = 1 > 0, ∂D2(CL,CU)∂C2U = 1 > 0, then CL and
CU given by (9) and (10), respectively, actually minimize D(CL, CU) and simultaneously minimize d(A, Cd(A)). Therefore, the
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interval
Cd(A) =
[
2
∫ 1
0
αa(α)dα, 2
∫ 1
0
αa(α)dα
]
(11)
is indeed the nearest weighted possiblistic interval to fuzzy number A with respect to weighted possibilistic distance
quantity.
Similarly, we can consider the f -weighted distance quantity as follows:
df (A, C
f
d(A)) =
√
1
2
∫ 1
0
f (α)[(a(α)− CfL(A))2 + (a(α)− CfU(A))2]dα, (12)
where f : [0, 1] → R is said to be a weighting function if f is non-negative, monotone increasing and satisfies the following
normalization condition∫ 1
0
f (α)dα = 1.
Note that if g : [0, 1] → R be a function non-negative, monotone increasing such that∫ 1
0
g(α)dα = S,
then we can consider f (α) = 1
S
g(α).
By minimizing (12) with respect to CfL(A) and C
f
U(A), similar to previous method we get the following interval:
Cfd(A) =
[∫ 1
0
f (α)a(α)dα,
∫ 1
0
f (α)a(α)dα
]
, (13)
that is the nearest f -weighted possibilistic interval to fuzzy number A with respect to f -weighted possibilistic distance
quantity.
Definition 7. Let [A]α = [a(α), a(α)] be a fuzzy number and f (α) be a weighted function. We define the nearest lower
weighted possibilistic point (NLWPP) and the nearest upper weighted possibilistic point (NUWPP) of fuzzy number A as
NLWPPf (A) =
∫ 1
0
f (α)a(α)dα and NUWPPf (A) =
∫ 1
0
f (α)a(α)dα. (14)
Also, the interval approximation
NWPIf (A) = [NLWPPf (A),NUWPPf (A)]
is called the nearest f -weighted possibilistic interval of fuzzy number A.
This definition is similar to Definition 2 in [11] that introduced by Fullér and Majlender as the f -weighted interval-valued
possibilistic mean of fuzzy numbers A. But we have showed that the f -weighted interval-valued possibilistic mean of a fuzzy
number is the nearest weighted interval of it, and this is a new and interesting alternative justification to the definition of
the f -weighted interval-valued possibilistic mean of a fuzzy number. Therefore, for simplicity we replace the notations of
Fullér and Majlender as
M−f (A) = NLWPPf (A),M+f (A) = NUWPPf (A).
5. The nearest weighted possibilistic point
In this section, we will show that the f -weighted possibilistic mean introduced in [11] is the nearest weighted point
approximation to fuzzy number.
Let [A]α = [a(α), a(α)] be a fuzzy number and Cfd(A) = [CfL, CfU] be the nearest interval approximation of it. If CfL = CfU , then
Cfd(A) = [CfL, CfU] = Cf (A) is the nearest weighted point approximation to fuzzy number A, and it is unique. Cf (A) value is as
follows:
Cf (A) =
∫ 1
0
f (α)
a(α)+ a(α)
2
dα. (15)
The above equation introduced in [11] in the following definition.
Definition 8. Let [A]α = [a(α), a(α)] be a fuzzy number and f be a weighting function. Then M¯f (A) = Cf (A) is defined as
f -weighted possibilistic mean (WPM) of fuzzy number A. Therefore, we have the following theorem.
A. Saeidifar, E. Pasha / Journal of Computational and Applied Mathematics 223 (2009) 1028–1042 1033
Fig. 2. Fuzzy number A from Example 3.
Theorem 1. Let [A]α = [a(α), a(α)] be a fuzzy number and f (α) be a weighted function. Then M¯f (A) is nearest weighted
possibilistic point to fuzzy number A which is unique.
Proof. For the proof of theorem it suffices that we replace CfL(A) = CfU(A) = M¯f (A) in (12), and then minimize function
D(M¯f (A)) = d2f (A, M¯f (A))with respect to M¯f (A), so
D(M¯f (A)) = 12
∫ 1
0
f (α)[(a(α)− M¯f (A))2 + (a(α)− M¯f (A))2]dα,
∂D(M¯f (A))
∂M¯f (A)
= −
∫ 1
0
f (α)[(a(α)− M¯f (A))+−(a(α)− M¯f (A))]dα,
and then to solve
∂D(M¯f (A))
∂M¯f (A)
= 0.
The solution is
M¯f (A) =
∫ 1
0
f (α)
a(α)+ a(α)
2
dα.
Since, ∂D
2(M¯f (A))
∂M¯2f (A)
= 1 ≥ 0 then M¯f (A) = Cfd(A) given by (15), actually minimize D(M¯f (A)) and simultaneously minimize
d(A, M¯f (A)). Therefore, the point M¯f (A) is indeed the nearest weighted possibilistic point to fuzzy number A with respect to
weighted possibilistic distance quantity.
To prove the uniqueness of the operator M¯f (A)we show that for any C ∈ R, D(M¯f (A)) ≤ D(C) holds. We can write:
D(C) = 1
2
∫ 1
0
f (α)[(a(α)− C)2 + (a(α)− C)2]dα
= 1
2
∫ 1
0
f (α)[(a(α)− M¯f (A)+ M¯f (A)− C)2 + (a(α)− M¯f (A)+ M¯f (A)− C)2]dα
= 1
2
∫ 1
0
f (α)[(a(α)− M¯f (A))2 + (a(α)− M¯f (A))2]dα+ 12
∫ 1
0
f (α)[(M¯f (A)− C)2 + (M¯f (A)− C)2]dα
+ 2(M¯f (A)− C)
∫ 1
0
f (α)[(a(α)− M¯f (A))+ (a(α)− M¯f (A))]dα,
The last sentence of the above expression is zero, hence:
D(C) = D(M¯f (A))+ (M¯f (A)− C)2.
Consequently D(C)− D(M¯f (A)) = (M¯f (A)− C)2 ≥ 0, which completes the proof of theorem. 
This theorem shows that M¯f (A) is the nearest f -weighted point to A ∈ F which is unique. Furthermore it is a new and
interesting alternative justification to the definition of the f -weighted mean value of a fuzzy number that defined in [11].
Example 3. Let A be a fuzzy number with the following membership function and f (α) = 2α (Fig. 2).
A(x) =
1−
(x− 5)2
4
3 ≤ x ≤ 7,
0 otherwise.
Then for α ∈ (0, 1]we get the following parametric form:
[a(α), a(α)] = [5− 2√1− α, 5+ 2√1− α],
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Fig. 3.
hence, the nearest weighted possibilistic interval to A is
NWPIf (A) = [NLWPPf (A),NUWPPf (A)] =
[59
15
,
91
15
]
,
and its membership grade is at least 0.715. The nearest weighted possibilistic point to fuzzy number A is M¯f (A) = 5 so that
its membership grade is one.
6. Possibilistic moments of fuzzy numbers
In this section we will introduce the possibilistic moments of fuzzy numbers as the same way moments in physics.
Definition 9. Let [A]α = [a(α), a(α)] be a fuzzy number and f (α) be a weighted function. Also let CL ≤ CU ∈ R. We define
the rth weighted double possibilistic moments of fuzzy number A about points CL, CU as follows:
µ(CL,CU)r (A) =
1
2
∫ 1
0
f (α)[(a(α)− CL)r + (a(α)− CU)r]dα, r = 1, 2, . . . . (16)
Double moments explain the variation of a fuzzy number with respect to points CL, CU . These moments are independent
from points CL, CU . Therefore we now define the rth weighted double possibilistic moments of fuzzy number A about points
M−f (A),M
+
f (A) from the nearest weighted interval NWPIf (A) = [M−f (A),M+f (A)] as:
µ
(M−f (A),M
+
f (A))
r (A) = 12
∫ 1
0
f (α)[(a(α)−M−f (A))r + (a(α)−M+f (A))r]dα. (17)
These double moments explain the variation of a fuzzy number with respect to two important points M−f (A) and M
+
f (A)
from support function (see Fig. 3). This is a new and interesting definition of moments of a fuzzy number and can be applied
in problems of fuzzy control and knowledge Engineer.
If M−f (A) = M+f (A) = M¯f (A), then µr(A) = µ(M¯f (A))r (A) is called rth weighted possibilistic moments about the weighted
possibilistic mean value of fuzzy number A, and if f (α) = 2α, then µr(A) is called the possibilistic moments about the
possibilistic mean value of fuzzy number A and it is as:
µr(A) =
∫ 1
0
α[(a(α)− M¯(A))r]dα+
∫ 1
0
α[(a(α)− M¯(A))r]dα, r = 1, 2, . . . (18)
where M¯(A) is called as weighted possibilistic mean value of fuzzy number A so that:
M¯(A) =
∫ 1
0
α(a(α)+ a(α))dα. (19)
These moments explain the variation of a fuzzy number about the mean value. The first moment about the mean is
zero and the second moment is the variance. The third and fourth moments are also used to compute statistical quantities
known as skewness and kurtosis; in other words, in a similar manner, we can define the possibilistic skewnes and kourtosis
in possibility theory similar to those definitions in the probability theory.
The rth possiblistic moment about zero of a fuzzy number is introduced as:
µ′r(A) =
∫ 1
0
α[(a(α))r + (a(α))r]dα, r = 1, 2, . . . . (20)
The second possibilistic moment (µ2(A)) is called as the possibilistic variance of fuzzy number A and it is defined as:
σ2 = Var(A) =
∫ 1
0
α[(a(α)− M¯(A))2 + (a(α)− M¯(A))2]dα. (21)
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It is straightforward to show the following important identity:
σ2 =
∫ 1
0
α[(a(α))2 + (a(α))2]dα− M¯2(A).
The variance of fuzzy number A is defined as the the expected value of the squared deviations between the possibilistic
mean and the endpoints of its level sets. The variance is always positive and a measure of dispersion or spread of the fuzzy
number. In the physical interpretation of the variance, it gives the moment of inertia of the mass distributed about the center
of mass, also the variance gives information about the spread of variables around the mean value and it is a very important
factor to find out the fluctuations in the observed values.
We can also find useful the square root of the variance, which is the standard deviation,
σ =
√
Var(A).
7. Partial possibilistic moments of fuzzy numbers
Definition 10. Let [A]α = [a(α), a(α)] be a fuzzy number, f (α) a weighted function, and M¯f (A) be weighted possibilistic
mean of A. We define the lower and upper partial possibilstic moments about point M¯f (A) of fuzzy number A by
µ−r (A) =
∫ 1
0
f (α)(a(α)− M¯f (A))rdα, (22)
µ+r (A) =
∫ 1
0
f (α)(a(α)− M¯f (A))rdα. (23)
These moments can be applied to compare fuzzy numbers. Specifically, for r = 2, we put Var−(A) = µ−2 (A),Var+(A) =
µ+2 (A) which are called semivariances of fuzzy number A. In fact, the variance is decomposed into negative and positive
semivariances; these two indices and some other indexes are applied for ranking fuzzy numbers (more see [20]).
Theorem 2. Let [A]α = [a(α), a(α)] be a symmetric fuzzy number, f (α) a weighted function, and µ−r (A),µ+r (A) be the partial
weighted possibilistic moments of A. Then:
µ+r (A) = (−1)rµ−r (A) (24)
Proof. Since A is a symmetric fuzzy number, then for anyα ∈ [0, 1]we have M¯f (A) = λ (λ is a constant) and a(α) = 2λ−a(α),
hence,
µ+r (A) =
∫ 1
0
f (α)(a(α)− M¯f (A))rdα =
∫ 1
0
f (α)(2λ− a(α)− λ)rdα
= (−1)r
∫ 1
0
f (α)(a(α)− λ)rdα = (−1)rµ−r (A).
This theorem shows that for a symmetric fuzzy number, odd r′sµ−r (A)+µ+r (A) = 0 and for all even r′sµ−r (A) = µ+r (A). 
Example 4. Consider symmetric fuzzy number A from Example 3 and f (α) = 2α, we get:
µ−1 (A) = −
16
15
, µ+1 (A) =
16
15
, µ1(A) = 0.
µ−2 (A) =
4
3
, µ+2 (A) =
4
3
, µ2(A) = 83 .
µ−3 (A) = −
64
35
, µ+3 (A) =
64
35
, µ3(A) = 0.
µ−4 (A) =
8
3
, µ+4 (A) =
8
3
, µ4(A) = 163 .
8. Comparison moments of fuzzy numbers
In this section we will compare several moments of fuzzy numbers.
Thavaneswaran, et al. [25] defined the possibilistic rth moment of a fuzzy random variable A, E(A), as follows:
E(Ar) =
∫ 1
0
[ar(α)+ ar(α)]αdα. (25)
The above relation is a spatial case from our moments, this means that E(Ar) = µ′r(A). Also Thavaneswaran, et al. are
obtained E(Ar), r = 1, 2, 3, 4 from a trapezoidal fuzzy number to compute the kurtosis measure the peakedness of unimodal
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distribution. In addition to, they defined the possibilistic kurtosis of a fuzzy number A as
K(A) = E[A− E(A)]
4
(E[A− E(A)]2)2 =
E[A− E(A)]4
[Var(A)]2 , (26)
they have used these indices for properties of a model in times series.
The moment m′r(A) of a fuzzy set A defined on X ⊂ R, with membership function A(x) is
m′r(A) =
∫
X
xrA(x)dx. (27)
Also can write the central moments a fuzzy set as
mr(A) =
∫
X
(x− x¯)rA(x)dx, (28)
where x¯ = ∫X xA(x)dx.
The seconds central moments (r = 2) is used to describe the variance σ2; the third and forth central moments describe
the skewness and kurtosis of a membership function A(x). In fact, having determined the trapezoidal probability density
function, the membership function of the fuzzy set can be derived according to the methods in [5,9]; therefore, the moments
are defined based on the membership function of a fuzzy numbers (more see [21,24]).
In this paper, we have used a defuzzification method to find the possibilistic moments and partial possibilistic moments
of a fuzzy number, and this method is not mentioned in the previous literature. In other words, alternative variance that
has been introduced by carlsson and Fullér [3] is extended to the weighted possibilistic moments of fuzzy numbers, and
this definition of moments is consist with the extension principle of Zadeh and the well-know definition of moments in
probability theory.
Here should be noted that the central moments are defined about the nearest points of a fuzzy number such that we have
obtained these points in Sections 4 and 5. This is one of important properties of central moments of a fuzzy number, which
has not been mentioned anywhere in the literature until now. Therefore our method for finding the possibilistic moments
of a fuzzy number is quite interesting and different from other methods. This is a justifiable reason for an accurate definition
of skewness and kurtosis of a fuzzy number in Section 9.1, so that these indices have a variety of applications (see [25]).
Theorem 3. Let [A]α = [a(α), a(α)] be a fuzzy number, f (α) is a weighted function and λ1,λ2 be real numbers. Then:
µr(λ1A+ λ2) = λr1µr(A).
Theorem 4. Let [A]α = [a(α), a(α)] be a symmetric fuzzy number. Then µr(A) = 0 for all r ∈ {1, 3, 5, . . .}.
Proof of Theorems 3 and 4 is simple.
The summary of what we have done is as follows:
1. For definition of high-order moments of a fuzzy number, we have used from a weighted distance quantity in a metric
space of fuzzy numbers as a defizzification method and possibilisatic distribution of fuzzy numbers.
2. We have defined the central moments of a fuzzy number about the nearest weighted points to fuzzy number, so that
this property is new and interesting to definition of central moments of a fuzzy number, which is not mentioned anywhere
up to now.
3. Similarly, we have defined the partial moments of a fuzzy number about the nearest weighted points to fuzzy number
and stated the relation between them.
4. An accurate definition of skewness and kurtosis of a fuzzy number based on high-order moments would be appreciated
in a lot of different applications, for instance see [25].
5. The weighted possibilistic moments are simple naturally with respect to moments based on membership function of
a fuzzy number. And the proof of Theorems 2 and 5 for moments (mr(A)) are not simple; in other words, the transformation
of local and scale for (mr(A)) is not very simple. Furthermore, our definition for weighted possibilistic moments of a fuzzy
number is consist with the extension principle of Zadeh and the well-know definition of moments in probability theory.
Example 5. Consider fuzzy number A with the following membership function, f (α) = 2α.
A(x) = exp
[
− (x− θ)
2
2σ2
]
, (29)
this membership function called as a standard Gaussian curve with a maximum value of 1, x is the independent variable on
the universe, θ is the position of the peak relative to the universe, and σ > 0 standard deviation (Fig. 4). We have
[A]α = [a(α), a(α)] = [θ− σ
√
−2 Ln(α), θ+ σ
√
−2 Ln(α)].
M¯(A) =
∫ 1
0
α(a(α)+ a(α))dα =
∫ 1
0
α(θ− σ
√
−2 Ln(α)+ θ+ σ
√
−2 Ln(α))dα = θ, (30)
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Fig. 4. Gaussian membership function of A.
µr(A) =
∫ 1
0
α[(a(α)− M¯(A))r + (a(α)− M¯(A))r]dα
=
∫ 1
0
α[(−σ
√
−2 Ln(α))r + (σ
√
−2 Ln(α))r]dα
= (1+ (−1)r)σr
∫ 1
0
α(
√
−2 Ln(α))rdα,
so
µr(A) = 1+ (−1)
r
2
Γ
(
r
2
+ 1
)
σr. (31)
where Γ( r2 + 1) is Gamma function with α = r2 + 1,Γ(α) =
∫∞
0 x
α−1e−xdx.
µ1(A) = 0, µ2(A) = σ2, µ3(A) = 0, µ4(A) = 2σ4.
The possibilistic moments of A are zero for all r ∈ {1, 3, 5, . . .} and therefore, A is a symmetric fuzzy number. Also we can
compute the central moment based on membership function fuzzy number A as
mr(A) = (1+ (−1)r)2 r−12 Γ
(
r + 1
2
)
σr+1,
m1(A) = 0, m2(A) =
√
2piσ3, m3(A) = 0, m4(A) = 3
√
2piσ5,
one can see that for σ ≥ 1√
2pi
the second possibilistic central moment of fuzzy number A(µ2(A)) is less than or equal m2(A),
and this important value of moments shows the spread or dispersion of fuzzy number A.
9. Applications
In this section we introduce some of applications of the possibilistic mean, variance and moments of fuzzy numbers.
These indices can be applied for comparison of fuzzy numbers namely skewness and kurtosis of times series models, fuzzy
correlations and transforming fuzzy comparison matrices in fuzzy environments and expert’s systems.
9.1. Skewness and kurtosis of fuzzy numbers
Definition 11. Let [A]α = [a(α), a(α)] be a fuzzy number, f (α) a weighted function, and µr(A), r = 1, 2, . . . be weighted
possibilistic moments of A. Then the weighted possibilistic skewness (WPS) of fuzzy number A is defined as follows:
WPS(A) = µ3(A)
(
√
µ2(A))3
. (32)
The WPS of a fuzzy number shows the weight of fuzzy number at the left or right sides. Note that a fuzzy number is
said to be symmetric if it can be folded along an axis so that the two sides coincide each other. A fuzzy number that lacks
symmetry with respect to a vertical axis is to be skewed. The fuzzy number illustrated in Fig. 5(a) is said to be skewed to
the right (WPS > 0), since it has a long right tail and a vary shorter left tail. In Fig. 5(b) we see that the fuzzy number is
symmetric (WPS = 0), while in Fig. 5(c) it is skewed to the left (WPS < 0).
Theorem 5. Let WPS(A) be weighted possibilistic skewness of fuzzy number A and λ1 ≥ 0, λ2 be real numbers. Then:
WPS(λ1A+ λ2) =WPS(A).
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Fig. 5. Skewness of fuzzy numbers.
Fig. 6. Fuzzy numbers A, B, C from Example 6.
Proof. Since µ2(λ1A+ λ2) = λ2µ2(A),µ3(λ1A+ λ2) = λ31µ3(A), so
WPS(λ1A+ λ2) = µ3(λ1A+ λ2)
(
√
µ2(λ1A+ λ2))3
= λ
3
1µ3(A)
|λ1|3(
√
µ2(A))3
= µ3(A)
(
√
µ2(A))3
=WPS(A).
This theorem shows that WPS with respect to scale and local parameters is invariant. 
Definition 12. Let [A]α = [a(α), a(α)] be a fuzzy number, f (α) a weighted function, and µr(A), r = 1, 2, . . . be weighted
possibilistic moments of A. Then the weighted possibilistic kurtosis (WPK) of fuzzy number A is defined as:
WPK(A) = µ4(A)
(
√
µ2(A))4
. (33)
The kurtosis is an important statistical measure of peakness. This index can be applied to find some properties of process in
times series (more see [25]).
Theorem 6. Let WPK(A) be weighted possibilistic kurtosis of fuzzy number A and λ1,λ2 be real numbers. Then:
WPK(λ1A+ λ2) =WPS(A).
Proof. The proof is similar to proof of Theorem 5. 
Example 6. Let [A]α = [3α, 4−α], [B]α = [1+α, 5−3α], [C]α = [2+ 12α, 3− 12α] be three triangular fuzzy numbers (Fig. 6)
and f (α) = 2α. Then M¯f (A) = 2.5, M¯f (B) = 2.5, M¯f (C) = 2.5, and some other results are summarized in the following table:
µ2 µ3 µ4 WPS WPK
A 0.722 −0.541 1.518 −5.099 2.911
B 0.722 0.541 1.518 5.099 2.911
C 0.042 0 0.004 0 2.4
The above table, shows that fuzzy number A is skewed to the left, fuzzy number B is skewed to the right and fuzzy number
C is symmetric (see Fig. 6). The kurtosis fuzzy numbers A, B are greater than kurtosis fuzzy number C.
Note that the possibilistic Skewness and Kurtosis are obtained for a fuzzy number that is weighted by weighting function
f (α), while the Skewness and Kurtosis superior are obtained only by f (α) = 1 and moments is obtained about a point as
a mean of fuzzy number. But we have introduced the weighted moments of a fuzzy numbers about the nearest weighted
point approximation of a fuzzy number, while other moments does not have this interesting properties.
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Fig. 7. Fuzzy numbers A, B from Example 7.
9.2. Correlation between fuzzy numbers
In many applications the correlation between fuzzy numbers is of interest. Several authors have proposed different
measures of correlation between membership functions, intuitionistic fuzzy sets and possibilistic correlation [1,4,15]. Hung
and Wu [17] defined a correlation by means of expected interval. Namely, they defined the correlation coefficient between
fuzzy numbers A and B as:
ρ(A, B) = E∗(A)E∗(B)+ E
∗(A)E∗(B)√
(E∗(A))2 + (E∗(A))2
√
(E∗(B))2 + (E∗(B))2
(34)
where,
[E∗(A), E∗(A)] =
[∫ 1
0
a(α)dα,
∫ 1
0
a(α)dα
]
. (35)
This correlation coefficient shows not only the degree of relationship between the fuzzy numbers but also whether these
fuzzy numbers are positively or negatively related.
We extend (34) by interval [M−f (A),M+f (A)] instead of (35), therefore, we have:
ρf (A, B) =
M−f (A)M
−
f (B)+M+f (A)M+f (B)√
(M−f (A))2 + (M+f (A))2
√
(M−f (B))2 + (M+f (B))2
. (36)
ρf (A, B) is called the weighted possibilistic correlation coefficient between two fuzzy numbers A and B. This correlation
coefficient lies in [−1, 1] and gives us more information compared to correlation coefficients computed by [1,30] and some
others, which lie within [0,1]. Note that if f (α) = 1, then ρf (A, B) = ρ(A, B). In fact, this correlation coefficient between
two fuzzy numbers is a weighted correlation coefficient that to its computing is applied the nearest weighted interval
approximation of a fuzzy number. It has all mentioned properties from correlation coefficient that introduced in [30], we
review properties ρf (A, B) as follows:
1. ρf (A, B) = ρf (B, A).
2. if A = B, then ρf (A, B) = 1.
3. if A = cB for some c > 0, then ρf (A, B) = 1.
4. |ρf (A, B)| ≤ 1.
The proof of properties 1–4 are simple (see [30]).
Example 7. Let [A]α = [a1 + (b1 − a1)α, d1 − (d1 − c1)α], [B]α = [a2 + (b2 − a2)α, d2 − (d2 − c2)α] be two trapezoidal fuzzy
numbers (Fig. 7) and f (α) = nαn−1 be a weighting function. We get
ρf (A, B) = (nb1 + a1)(nb2 + a2)+ (nc1 + d1)(nc2 + d2)√
(nb1 + a1)2 + (nc1 + d1)2
√
(nb2 + a2)2 + (nc2 + d2)2
. (37)
This example shows that weighting function of f interacts on the correlation coefficient between two fuzzy numbers, such
that for large values of n we have:
lim
n→∞ρf (A, B) =
b1b2 + c1c2√
b21 + c21
√
b22 + c22
.
Furthermore, in this example the weighted correlation coefficient between two triangular fuzzy numbers A and B for large
values of n is
lim
n→∞ρf (A, B) =
2b1b2√
2b21
√
2b22
= b1b2|b1b2| , b1, b2 6= 0.
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Table 1
Comparison of the correlation coefficients for different methods
Methods ρf (G˜6, G˜7) ρf (G˜6, G˜8) ρf (G˜6, G˜9) ρf (G˜6, G˜10) ρf (G˜6, G˜11)
Hong and hwang .852 .778 .778 .778 .857
Murthy et al. .667 .500 .500 .500 .500
Sahnoun et al. .224 .000 .000 0.000 .000
Hung and Wu .977 .863 .711 .572 .541
Proposed, n = 1 .949 .857 .814 .789 .743
n = 2 .894 .814 .781 .763 .731
Large n’s .707 .707 .707 .707 .707
Example 8. Yen [31] Used to six grade levels (6th-grade to 11th-grade) as student’s mathematical learning progress. He
assigned the linguistic value G6,G7,G8,G9,G10 and G11 to these grade levels, respectively and transferred these linguistic
value to corresponding reasonable triangular fuzzy numbers G˜6(0, 0, 0.2), G˜7 = (0, 0.2, 0.4), G˜8 = (0.2, 0.4, 0.6)G˜9 =
(0.4, 0.6, 0.8)G˜10 = (0.6, 0.8, 1)and G˜11 = (0.8, 1, 1) (see Fig. 8). We use the weighted correlation coefficient to compute
ρf (G˜6, G˜i), i = 7, 8, 9, 10, 11.
Let f (α) = nαn−1 be a weighting function. We add our results to Table 1 in [17] and get Table 1.
This example shows that ρf (G˜6, G˜i) is decreasing in i, intuitively. But three first methods dos’t have decreasing behavior.
Furthermore, weighting function f interact on correlation coefficient value between two fuzzy numbers. Our method is an
extension of the method of Hung and Wu [17], and both have the same behaviour. Hence, there is reasonable advantage in
using the proposed correlation coefficient by extended formula (36).
9.3. Transforming fuzzy comparison matrices
This subsection, introduces another application of the nearest interval and point approximations of a fuzzy number, and
it is transforming fuzzy comparison matrices into the interval and point comparison matrices. The analytical hierarchical
process (AHP) was developed in [22,23] which has the basic assumption that it is always easy to compare two things at a
times. Here the alternatives in hand are compared with one another with reference to achieving the given criteria. These
comparisons amongst alternatives are called pair-wise comparison. In other words, in the absence of a measuring scale, one
of the methods used to compare various alternatives is the process of pair-wise comparison. This method makes use of more
of the available information and yields a better result. The main advantage of this method is that only two characteristics
or criteria are compared at a time. Due to the presence of only two comparison criteria, the inter-relationship between
criteria is clearly known. Since each of the criteria is exclusively compared with every other at a time, more information
can be generated from this. Therefore, after constructing the hierarchical tree, pair-wise comparison matrices are created.
In summary, the comparison matrix consist of final ranks of each alternative, the ranking of all the selection criteria for each
alternative; a pair-wise comparison matrix consists of the pair-wise comparison values for all the selection criteria under
consideration [23].
The use of pair-wise comparisons to generate relative weighted of criteria in multiple criteria decision analysis requires
human judgments. Because of the complexity of real-world decision problems and the subjective nature of human
judgments, interval comparison matrices can provide a more realistic framework to account for such uncertainty [27–29].
This is especially the case in a group decision situation, namely within the AHP context, the decision maker cannot provide
deterministic preferences but perception-based judgment intervals instead. This kind of uncertainty in preferences can be
modeled using the fuzzy set theory that is called fuzzy AHP. In the fuzzy set terminology, the ration supplied by the decision
maker is a fuzzy number described by a membership function. Here, a membership function describes the degree with which
elements in the judgment interval belong to the preference. Fuzzy AHP consists of deriving the local priorities from these
fuzzy preference ratios, which are subsequently aggregated to form the global priorities. Because the preferences in AHP
are essentially judgment of human beings based on perception, but the fuzzy approach allows a more accurate description
of the decision making process [16]. Hence, in fuzzy AHP approach input crisp pair-wise comparison matrices are fuzzified
using the fuzzy membership function, and computes fuzzy priorities based on arithmetic operations for fuzzy triangular (or
trapezoidal) numbers [2,26]. In the fuzzy AHP, a comparison matrix represented by A˜ = {a˜ij} for i, j = 1, 2, . . . , n where
a˜ij = (lij,mij, uij), are triangular fuzzy numbers, such that a˜ji = 1a˜ij , i 6= j and a˜ii = (1, 1, 1) for all i (more see [19]). One of the
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comparison methods in the fuzzy AHP is transforming fuzzy comparison matrices into the interval comparison matrices,
and we can employ the nearest interval approximation of a fuzzy number. However, we don’t compare here the different
interval comparison matrices, and this can be a subject to further investigation.
Example 9. Consider the following fuzzy comparison matrix
M˜ =

(1, 1, 1) (1, 2, 3) (3, 4, 5) (7, 8, 9)
(1, 1, 1) (1, 2, 3) (3, 4, 5)
(1, 1, 1) (1, 2, 3)
(1, 1, 1)
 ,
where its elements are triangular fuzzy numbers.
If f (α) = 1 be a weighting function then, the interval and point comparison matrices are as:
I˜Mf =

[1, 1] [1.5, 2.5] [3.5, 4.5] [7.5, 8.5]
[1, 1] [1.5, 2.5] [3.5, 4.5]
[1, 1] [1.5, 2.5]
[1, 1]
 ,
P˜Mf =

1 2 4 8
1 2 4
1 2
1
 ,
therefore, fuzzy comparison Matrix M˜ is transformed into a interval comparison matrix I˜Mf and a crisp point comparison
matrix P˜Mf .
If f (α) = 2α. Then
I˜M2α =

[1, 1]
[5
3
,
7
3
] [9
3
,
13
3
] [23
3
,
25
3
]
[1, 1]
[5
3
,
7
3
] [9
3
,
13
3
]
[1, 1]
[5
3
,
7
3
]
[1, 1]

,
P˜M2α =

1 2 4 8
1 2 4
1 2
1
 ,
since elements of matrix M˜ are symmetric fuzzy numbers, therefore, for all weighting functions f (α) matrices P˜Mf equals.
Comparison matrices I˜Mf and P˜Mf apply in the fuzzy AHP problems that deal with two types of comparison matrices
represented as crisp and interval elements. Should be noted that the elements of interval and point comparison matrices
mentioned by our are nearest weighted interval to fuzzy number and nearest point of fuzzy number, respectively. And this
application is a new and interesting result to compare matrices in fuzzy AHP.
Example 10. Consider the following fuzzy comparison matrix
M˜1 =
(1, 1, 1) (1, 2, 3) (1, 2, 5)(1, 1, 1) (1, 2, 3)
(1, 1, 1)
 ,
where its elements are triangular fuzzy numbers.
If f (α) = nα(n−1), n > 0 be a weighting function then, the interval and point comparison matrices are as:
I˜M1f =

[1, 1]
[2n+ 1
n+ 1 ,
2n+ 3
n+ 1
] [2n+ 1
n+ 1 ,
2n+ 5
n+ 1
]
[1, 1]
[2n+ 1
n+ 1 ,
2n+ 3
n+ 1
]
[1, 1]
 ,
P˜M1f =
1 2 2+
1
n+ 1
1 2
1
 ,
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therefore, fuzzy comparison Matrix M˜1 is transformed into a interval comparison matrix I˜M1f and a crisp point comparison
matrix P˜M1f .
10. Conclusions
We have obtained the nearest weighted interval and point approximations of a fuzzy number; these are new and
interesting alternative justifications to the definitions of the f -weighted interval-valued possibilistic mean and f -weighted
possibilistic mean value of a fuzzy number. We have further proposed the notion of possibilistic moments of fuzzy numbers
by using the nearest points to fuzzy number, that it has many applications in fuzzy systems. The properties of moments are
mentioned and showed that the properties of moments in probability theory are preserved by the definition of possibilistic
moments of fuzzy numbers. An accurate definition of The possibilistic skewness, kurtosis based on high-order moments is
introduced. A new type of correlation coefficient between fuzzy numbers is proposed, and it is compared with some other
methods. These indices can be used in many times series and regression models in a fuzzy environment. Finally, a method
is introduced for transforming fuzzy comparison matrices to the interval and point matrices so that, they are usable in the
fuzzy AHP problems. The possibilistic central moments of fuzzy number in this paper can be extended to multiple central
moments of fuzzy numbers as further investigation.
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