Abstract. This is the continuation of an article from the previous issue. In this part, we focus on the thin P-and Q-polynomial association schemes. We provide some combinatorial characterizations of these objects and exhibit the known examples with diameter at least 6. For each example, we give the irreducible modules for the Subconstituent algebra. We close with some conjectures and open problems.
(a) E*A h E*A k E* = E*A k E*A h E* (b) For all y, z e X with
, (x, z) e R i , the number of w e X with (x, w) e R j , (y, w) € R h , (w, z) € R k equals the number of w' € X with (x, w') e R j , (y, w') e R k , (w', z) e R h . 
(Part (i) provides a way to interpret parts (iii), (v) below), (ii) We have the implications where • TH: Y is thin with respect to x. • C: E*TE* is commutative for all integers i (0<i<D). • S: E*TE* is symmetric for all integers i (0 < i < D). • G: For all y, z e X such that (x, y), (x, z) are in the same associate class of Y, there exists g e Aut(Y) such that To get TH*, C*, and S*, replace "thin" by "dual-thin" and E* by E i in TH, C, and S. (Hi) Suppose Y is P-polynomial with respect to the ordering

., E D . Then where WS* denotes the statement obtained from WS by replacing E*, A^» by EJ,, A* for all integers i/> (0 < V < D). (v) Suppose Y is P-polynomial with respect to the ordering
• VWS: Lines (214)-(218) hold for all integers i (2 < i < D -1). • VWS*: Lines (219)-(223) hold for all integers i (2<i<D-1).
Then TH, C, S, WS, VWS, TH*, C*, S*, WS*, VWS*, are all equivalent.
The bulk of this section is devoted to proving Theorem 5.1. We will prove parts (i), (ii), then a technical lemma, then parts (iii), (iv), then three more technical lemmas, and finally part (v).
Proof of (i). The numbers being equated in (b) are the corresponding entries of the two sides in (a).
Proof of (ii).
TH -* C: By part (ii) of Lemma 3.4, we may express the standard module V as an orthogonal direct sum of irreducible T-modules. Now fix any integer i (0 < i < D), and apply E* to each module in this sum. In each case the image is an E*TE*-module, with dimension at most 1 by TH. Now E*V is a direct sum of one-dimensional E*TE*-modules. But E*V is a faithful E*TE*-module, so E*TE* is commutative by our comments at the end of Section 1. C -» TH: Suppose dim.E*W > 2 for some irreducible T-module W and some integer i (0 < i < D). Then on the one hand, E*W is an irreducible E*TE* -module, for if E*W properly contains a nonzero E*TE*-module U then TU = W by the irreducibility of W, and a contradiction. On the other hand, E*TE* is commutative, so each irreducible E*TE*-module has dimension 1 by our comments at the end of Section 1. This gives a contradiction, so TH holds.
S -* C: Fix an integer i (0 < i < D), and pick any a, b e E*TE*. Then a, b, and ab are symmetric, so Now E*TE* is commutative, so C holds. G -> S: Fix an integer i (0 < i < D), pick any a e E*TE*, and pick any y, z € X. It suffices to show a yz = a zy . Assume (x, y), (x, z) € R i , otherwise a yz , a zy are both 0. By G, there exists some g e Aut(Y) such that gx = x, gy = z, and gz = y. But g commutes with everything in the BoseMesner algebra M, and everything in the dual Bose-Mesner algebra M*(x), hence everything in T, so g commutes with a. Now and we are done.
We have now proved (212). The proof of (213) ] € E*T i-f+1 E* for all integers i, {, C tt € {1, 2}, n < i < D + 1 -£, 3 -C < < < 2i -2n + 1).
• WS": [(E*A«E*) + , (E*A<E*) -] = 0 for all integers i, £, C (£€{l,2},n< i < D + 1 -f, 3 -£ < C < 2i -2n + 1).
• - (1 < C < 2k -2n + 1) mutually commute by VWS"', and we observe they are contained in T n , so they have a common eigenvector w := w k € E*W. Now (233) 
is a common eigenvector for the matrices Pick any integer i (j, [n] < i < k). Then E*AE* = (E*AE*)
-is included in (234), so (231) holds. Now assume i > j + 1, so in particular i > n + 1. Then
Replacing i by i + 1 in the lines above, we obtain (232). Now is a T n -module by (229)- (233), and hence equals W by the irreducibility of W. This proves Claim 2, and TH n is immediate.
TH n -» C n : Observe T n is closed under conjugate-transpose by (224), (225), so by the discussion at the end of Section 1, we may express the standard module V as an orthogonal direct sum of irreducible T n -modules. Now fix any integer i ([n] <i< D), and apply E* to each module in this sum. In each case the image is an E*T n E*-module, and has dimension at most 1 by TH n . Now E*V is a direct sum of one dimensional E*T n E*-modules. But E*V is a faithful E*T n E*-module, so E*T n E* is commutative. be any balanced monomial in T n . Then u is immediately seen to be symmetric if n < 1, so assume n > 2. By induction on n, we may assume each balanced monomial in T n with length less than n is symmetric. First assume i j = i 0 for some integer j (1 < j < n -1), and set
Then u 1 , u 2 are balanced, contained in T n , and have length less than n, so u 1 , u 2 are symmetric by induction. But u 1 , u 2 commute by assumption, so and u is symmetric. Now assume i j ^ i 0 for all integers j (1 < j < n -1). Then or by (235), so
Now set Now u 4 is balanced, is contained in T n , and has length less than n, so u 4 is symmetric by induction. But now so u is symmetric. S n -> WS': The commutator in WS' is actually 0, since it is antisymmetric by construction, and contained in the symmetric space E*T n ,E*. This proves Lemma 5.3. 
Proof of part (iii) of
Proof of part (iv) of Theorem 5.1. Similar to part (iii).
To prove part (v) of Theorem 5.1, we need some lemmas concerning a P-and Q-polynomial scheme Y with diameter at least 3. For notational convenience, we will take Y to be the scheme given in Theorem 4. 
Proof of (i)-(iii). Pick any integers
, and i -j = 2 (in part (iii)). Now multiply both sides of (239) To get e*+, e*-, g*+, g*-, replace Bj by 0j (0 < j < D) in the above formulae. In particular,
Proof. In each of (254), (255), (257), (258), equate the expression on the right with the corresponding expression above. In each case, the resulting equation is equivalent to (242) or (243). The last assertion is immediate from (7). We now return to the proof of Theorem 5.1. 
Proof of part (v) of
Proof. Pick any x € X, and write A* = A*(x), E* = E*(x) (0 < i < D). Now (268) implies
Examples of thin P-and Q-polynomial schemes
In this section we exhibit the known thin P-and Q-polynomial schemes with diameter at least 6. For each example, we give the irreducible T(x)-modules. If the scheme has more than one P-and Q-polynomial structure, we view each structure as a separate scheme. Information on the examples can be found in the books of Bannai and Ito [3] A subspace of U is called isotropic whenever the form vanishes completely on that subspace. In each of the above cases, the dimension of any maximal isotropic subspace is D.
where X = set of all maximal isotropic subspaces of U. .. in terms of the original ones. With respect to the original P-polynomial structure and the new Q-polynomial structure, or with respect to the new P-polynomial structure and the original Q-polynomial structure:
(With respect to the new P-polynomial structure and the new Q-polynomial structure, we get the original scheme). With respect to the new P-polynomial structure and the original Q-polynomial structure:
With respect to the original P-polynomial structure and the new Q-polynomial structure:
With respect to the new P-polynomial structure and the new Q-polynomial structure:
We note H(2D + 1, 2) is isomorphic to 1H(2D + 1, 2). Proof. It is well known that the above schemes are P-and Q-polynomial. A recent reference is [11, p253] . Also, the given schemes are thin. Indeed, the examples other than 10, 11, and 12 can be shown to satisfy condition G of Theorem 5.1. Example 10 is thin by Corollary 5.7, and Examples 11, 12 can be shown to satisfy condition VWS of Theorem 5.1. Every known P-and Q-polynomial scheme with diameter at least 6 is listed in (i)-(v) above or in Example 6.1 [11, p253].
Directions for further research
In this section we give some conjectures and problems concerning a commutative association scheme Y = (X, {R i } 0<i<D ) with diameter D > 3. We refer the reader to Definitions 3.5, 3.7 and 3.10 for the meaning of thin, P-polynomial, and Q-polynomial, respectively. Conjecture 15. Suppose Y is primitive, but not a Hamming scheme (part 13 in Example 6.1) or an ordinary cycle. Suppose further that G = Aut(Y) acts distance-transitively on X (see [11, p136] for a definition of distance-transitive). Then according to Praeger, Saxl, and Yokoyama [58], either (i) G is almost simple (i.e., S C G C Aut(S) for some nonabelian finite simple group S), or (ii) G is affine (i.e., G has an elementary abelian normal subgroup which is regular on X).
We conjecture that (i) holds if and only if Y is thin.
Problems 16-17 refer to the algebra T defined in Section 1. 
