We propose a joint source and channel coding (JSCC) technique for wireless image transmission that does not rely on explicit codes for either compression or error correction; instead, it directly maps the image pixel values to the complex-valued channel input symbols. We parameterize the encoder and decoder functions by two convolutional neural networks (CNNs), which are trained jointly, and can be considered as an autoencoder with a non-trainable layer in the middle that represents the noisy communication channel. Our results show that the proposed deep JSCC scheme outperforms digital transmission concatenating JPEG or JPEG2000 compression with a capacity achieving channel code at low signal-to-noise ratio (SNR) and channel bandwidth values in the presence of additive white Gaussian noise (AWGN). More strikingly, deep JSCC does not suffer from the "cliff effect", and it provides a graceful performance degradation as the channel SNR varies with respect to the SNR value assumed during training. In the case of a slow Rayleigh fading channel, deep JSCC learns noise resilient coded representations and significantly outperforms separation-based digital communication at all SNR and channel bandwidth values.
I. Introduction
Modern communication systems employ a two step encoding process for the transmission of image/video data (see Fig. 1a for an illustration): (i) the image/video data is first compressed with a source coding algorithm in order to get rid of the inherent redundancy, and to reduce the amount of transferred information; and (ii) the compressed bitstream is first encoded with an error correcting code, which enables resilient transmission against errors, and then modulated. Shannon's separation theorem proves that this two-step source and channel coding approach is optimal theoretically in the asymptotic limit of infinitely long source and channel blocks [1] . While in practical applications joint source and channel coding (JSCC) is known to outperform the separate approach [2] , separate architecture is attractive for practical communication systems thanks to the modularity it provides. Moreover, highly efficient compression algorithms (e.g. JPEG, JPEG2000, WebP [3] ) and near-optimal channel codes (e.g. LDPC, Turbo codes) are employed in practice to approach the theoretical limits.
However, many emerging applications from the Internet-of-things to autonomous driving and to tactile Internet require transmission of image/video data under extreme latency, bandwidth and/or energy constraints, which preclude computationally demanding longblocklength source and channel coding techniques.
We propose a JSCC technique for wireless image transmission that directly maps the image pixel values to the complex-valued channel input symbols. Inspired by the success of unsupervised deep learning (DL) methods, in particular, the autoencoder architectures [4] , [5] , we design an end-to-end communication system, where the encoding and decoding functions are parameterized by two convolutional neural networks (CNNs) and the communication channel is incorporated in the neural network (NN) architecture as a non-trainable the proposed deep JSCC scheme achieves a remarkable performance over a slow Rayleigh fading channel by learning coded representations robust to channel quality fluctuations and outperforms a separation-based digital transmission scheme even at high SNR and large channel bandwidth scenarios. This is the first time an end-to-end joint source-channel coding architecture is trained for wireless transmission of high-resolution images over AWGN and fading channels. This architecture allows training for other performance measures or other source signals (e.g., video) as well. Moreover, while the training of the deep JSCC algorithm can be fairly time consuming, once the network is trained, the encoding and decoding tasks become extremely fast, compared to applying advanced image compression/ decompression algorithms followed by capacity-approaching channel coding and decoding. We believe this may be key to enabling many low-latency applications that require the transmission of high data rate content at the wireless edge, such as image/video sensor data from autonomous cars or drones, or emerging AR/VR applications. We also emphasize that the employed neural network architecture is quite efficient consisting of fully convolutional layers. With the rapid advances in hardware accelerators specially optimized for CNNs [19] , [20] , we believe the deep JSCC can very soon be deployed directly on mobile wireless devices.
The rest of the paper is organized as follows. In Section II, we introduce the system model, provide some background on the conventional wireless image transmission systems and their limitations, and motivate our novel approach. We introduce the proposed deep JSCC architecture in Section III. Section IV is dedicated to the evaluation of the performance of the proposed deep JSCC scheme, and its comparison with the conventional separate JSCC schemes over both static and fading AWGN channels. Finally, the paper is concluded in Section V.
II. Background and Problem Formulation
We consider image transmission over a point-to-point wireless communication channel.
The transmitter maps the input image x ∈ R n to a vector of complex-valued channel input symbols z ∈ C k . Following the JSCC literature, we will call the image dimension n as the source bandwidth, and the channel dimension k as the channel bandwidth. We typically have k < n, which is called bandwidth compression. We will refer to the ratio k/n as bandwidth March 19, 2019 DRAFT compression ratio. Due to practical considerations in real-world communication systems, e.g., limited energy, interference, etc., the output of the transmitter may be required to satisfy a certain power constraint, such as peak and/or average power constraints. The output signal z is then transmitted over the channel, which degrades the signal quality due to noise, fading, interference or other channel impairments. The corrupted output of the communication channelẑ ∈ C k is fed to the receiver, which produces an approximate reconstructionx ∈ R n of the original input image.
In conventional image transmission systems, depicted in Fig. 1a , the transmitter performs three consecutive independent steps in order to generate the signal z transmitted over the channel. First, the source redundancies are removed with a source encoder f s , which is typically one of the commonly used compression methods (e.g., JPEG/JPEG2000, WebP).
A channel code f c (e.g., LDPC, Turbo code) is then applied to the compressed bitstream in order to protect it against the impairments introduced by the communication channel.
Finally, the coded bitstream is modulated with a modulation scheme f m (e.g., BPSK, 16-QAM) which maps the bits to complex-valued samples. The modulated symbols are then carried by the I and Q digital signal components over the communication link (the latter two components are often combined into a single coded-modulation step [21] ).
The decoder inverts these operations in the reverse order. It first demodulates and maps the complex-valued channel output samples to a sequence of bits (or, log likelihood ratios) with a demodulation scheme g m that matches the modulator f m . It then decodes the channel code with a channel decoding algorithm g c , and finally provides an approximate reconstruction of the transmitted image from the (possibly corrupted) compressed bitstream by applying the appropriate decompression algorithm, g s .
Though the above encoding process is highly optimized and widely adopted in image transmission systems [22] , its performance may suffer severely when the channel conditions differ from those for which the system has been optimized. Although the source and channel codes can be designed separately, their rates are chosen jointly targeting a specific channel quality, i.e., assuming that a capacity achieving channel code can be employed, the compression rate is chosen to produce exactly the amount of data that can be reliably transmitted over the channel. However, when the experienced channel condition is worse than the one for which the code rates are chosen, the error probability increases rapidly, and the receiver cannot receive the correct channel codeword with a high probability. This leads to a failure in source decoder as well, resulting in a significant reduction in the reconstruction quality.
Similarly, the separate design cannot benefit from improved channel conditions either;
that is, once the source and channel coding rates are fixed, no matter how good the channel is, the reconstruction quality remains the same as long as the channel capacity is above the target rate. These two characteristics are known as the "cliff effect". Various joint sourcechannel coding schemes have been proposed in the literature to overcome the "cliff effect" [23] , [24] , and to obtain graceful degradation of the signal quality with channel SNR, which typically combine multi-layer digital codes with multi-layer compression for unequal error protection.
In this paper we take a radically different approach, and leverage the properties of uncoded transmission [25] - [27] by directly mapping the real pixel values to the complex-valued samples transmitted over the communication channel. Our goal is to design a JSCC scheme that bypasses the transformation of the pixel values to a sequence of bits, which are then mapped again to real-valued channel inputs; and instead, directly maps the pixel values to channel inputs as in [26] , [27] .
III. DL-based JSCC
Our design is inspired by the recent successful application of deep NNs (DNNs), and autoencoders, in particular, to the problem of source compression [6] , [8] , [28] , [29] , as well March 19, 2019 DRAFT as by the first promising results in the design of end-to-end communication systems using autoencoder architectures [9] , [10] .
The block diagram of the proposed JSCC scheme is shown in Fig. 1b Gaussian noise can be modelled by the composition of the transfer functions η h and η n :
Other channel models can be incorporated into the end-to-end system in a similar manner with the only requirement that the channel transfer function is differentiable in order to allow gradient computation and error back propagation.
The receiver comprises a joint source-channel decoder. The decoder maps the corrupted The encoding and decoding functions are designed jointly to minimize the average distortion between the original input image x and its reconstructionx produced by the decoder:
where d(x,x) is a given distortion measure, and p(x,x) is the joint probability distribution of the original and reconstructed images. Since the true distribution of the input data p(x)
is often unknown, an analytical form of the expected distortion in Eq. (2) is also unknown.
We therefore estimate the expected distortion by sampling from an available dataset.
IV. Evaluation
To demonstrate the potential of our proposed deep JSCC scheme, we use the NN architecture depicted in Fig. 2 . At the encoder, the normalization layer is followed by five convolutional layers. Since the statistics of the input data are generally not known at the decoder, the input images are normalized by the maximum pixel value 255, producing pixel values in the [0, 1] range. The notation F × F × K/S denotes a convolutional layer with K The above architecture is implemented in Tensorflow [31] . We use the Adam optimization March 19, 2019 DRAFT framework [32] , which is a form of stochastic gradient descent. Our loss function is the average mean squared error (MSE) between the original input image x and the reconstruction
x at the output of the decoder, defined as:
where d(x,x) = 1 n ||x −x|| 2 is the mean squared-error distortion and N is the number of samples. In order to achieve various bandwidth compression ratios k/n, we vary the number of filters K in the last convolutional layer of the encoder. Since our architecture is fully convolutional, it can be trained and deployed on input images of any resolution.
The performance of the deep JSCC algorithm, as well as of all benchmark schemes is quantified in terms of the peak signal-to-noise ratio (PSNR). The PSNR metric measures the ratio between the maximum possible power of the signal and the power of the noise that corrupts the signal. The PSNR is defined as follows: The channel SNR is defined as:
and represents the ratio of the average power of the coded signal (channel input signal) to the average noise power. Recall that P is the average power of the channel input signal after applying the power normalization layer at the encoder of the proposed JSCC scheme.
For benchmark schemes that use explicit signal modulation, P is the average power of the symbols in the constellation. Without loss of generality, we set the average signal power to P = 1 for all experiments.
A. Evaluation on CIFAR-10 dataset
We start by evaluating our deep JSCC scheme on the CIFAR-10 image dataset. The training data consists of 50000 32×32 training images [33] combined with random realizations of the channel under consideration. The performance of the proposed JSCC scheme is tested on 10000 test images from the CIFAR-10 dataset, which are distinct from the images used for training. We initially set the learning rate to 10 −3 and reduce it after 500k iterations to 10 −4 . We use a mini-batch size of 64 samples and train our models until the performance on the test set does not improve further. However, we would like to emphasize that we do not use the test set images to optimize the network hyperparameteres. During performance evaluation we transmit each image 10 times in order to mitigate the effect of randomness introduced by the communication channel.
We first investigate the performance of our proposed deep JSCC algorithm in the AWGN setting, i.e., the channel transfer function is η = η n . We vary the SNR by varying the noise variance σ 2 and compare the proposed deep JSCC algorithm with an upper bound on any digital transmission scheme, which employs JPEG or JPEG2000 for source compression.
The computation of the upper bound is based on the Shannon's separation theorem, which states that the necessary and sufficient condition for reliable communication over a discrete memoryless channel with channel capacity C is
The above expression defines the maximum rate
for a channel with capacity C at which the source can be compressed and transmitted with arbitrarily small probability of error. Thus, to compute the upper bound, we first compute the maximum number of bits per source sample R max using Eq. (7), where C = log 2 (1 + SNR) for a complex AWGN channel. This is the maximum rate for source compression that is guaranteed reliable transmission over the channel. Since JPEG and JPEG2000 cannot compress the image data at an arbitrarily low bitrate, we also compute the minimum bitrate value R min beyond which compression results in complete loss of information and the original image cannot be reconstructed. If, for a given set of values of n, k and C, the minimum rate R min exceeds the maximum allowable rate R max , we assume that the image cannot be reliably transmitted and each color channel is reconstructed to the mean value of all the pixels for that channel. When R min < R max , we compress the images at the largest rate R that satisfies R ≤ R max (since, again, it is not always possible to achieve an arbitrary target bitrate R max with JPEG or JPEG2000 compression software), and measure the distortion between the reference image and the compressed one, assuming that the compressed bitstream can be transmitted without errors.
We would like to note that we do not use any explicit practical channel coding and modulation scheme in the computation of the bound. Compressing the source at rate R max and assuming error-free transmission at this rate, implicitly suggests that one would need to use a capacity-achieving combination of channel code and modulation scheme to achieve reliable transmission. Thus, the performance of any digital transmission scheme that employs an actual channel coding scheme and modulation along with JPEG/JPEG2000 compression will be inferior to this upper bound. is compared against the upper bound on the performance of any digital scheme that employs JPEG/JPEG2000 for compression. We note that the threshold behavior of the upper bound in the figure is not due to the "cliff effect". The initial flat part of these curves is due to the fact that JPEG and JPEG2000 completely break down in this region, i.e., the maximum transmission rate R max is below the minimum number of bits per pixel, R min , required to compress the images at the worst quality and obtain a meaningful reconstruction at the decoder.
We observe that, in very bad channel conditions (e.g., for SNR=0dB), the digital schemes which may be improved, for example, by employing a different activation function than PReLU as in [8] , or through incremental training as in [6] .
We next study the robustness of the proposed deep JSCC scheme to variations in channel conditions. Figs. 4a and 4b illustrate the average PSNR of the reconstructed images versus the SNR of the AWGN channel for two different values of bandwidth compression ratio, On the other hand, when SNR test increases above SNR train , we observe initially a gradual improvement in the quality of the reconstructed images before the performance finally saturates as SNR test increases beyond a certain value. The performance in the saturation region is driven solely by the amount of compression implicitly decided during the training phase for the target value SNR train . It is worth noting that performance saturation does not occur at SNR test = SNR train as in digital image/video transmission systems [26] , but at SNR test > SNR train . This behavior indicates that the proposed JSCC scheme determines an implicit trade-off between the amount of error protection and compression, which does not necessarily target an error-free transmission when the system operates at SNR test = SNR train .
We also note that when the encoder/decoder are optimized for very high SNR train , and SNR test > SNR train , the system boils down to an ordinary autoencoder, and its performance is solely limited by the degree-of-freedom imposed by the channel bandwidth compression ratio k/n, i.e., the dimension of the bottleneck layer of the autoencoder.
Next we study the performance of our deep JSCC scheme under the assumption of a slow Rayleigh fading channel with AWGN. In this case, the channel transfer function is η(z) = hz + n, where h ∼ CN (0, H c ) and n ∼ CN (0, σ 2 I k ). In this experiment, we do not assume channel state information either at the receiver or the transmitter, or consider the transmission of pilot signals. As we assume slow fading, the channel gain h is randomly In Fig. 5 , we plot the performance of the proposed deep JSCC algorithm over a slow
Rayleigh fading channel as a function of the channel bandwidth compression, k/n, for different average SNR values. Note that, due to the lack of channel state information, the capacity of this channel in the Shannon sense is zero, since no positive rate can be guaranteed reliable transmission at all channel conditions; that is, for any positive transmission rate, the channel capacity will be below the transmission rate with a non-zero probability. Therefore, we calculate an upper bound on any digital transmission scheme designed for the average SNR value. i.e., for SNR = 10 log 10 E[h 2 ]P σ 2 , which uses JPEG/JPEG2000 for compression. Similarly to the case of the AWGN channel, we assume that the source image is compressed with JPEG/JPEG2000 at rate that is equal to the capacity of the complex AWGN channel at the average SNR value. That is, we calculate the maximum number of bits that can be transmitted reliably using Eq. (7), where the channel capacity is calculated for the average SNR value. If the channel capacity is below this value due to fading, an outage occurs, and the mean pixel values are used for reconstruction, i.e., maximum distortion is reached. If the channel capacity is above the transmission rate, the transmitted codeword can be decoded reliably. We observe that deep JSCC beats the upper bound on the digital transmission schemes at all SNR and channel bandwidth compression values. This result emphasizes the benefits of the proposed deep JSCC technique when communicating over a time-varying channel, or multicasting to multiple receivers with varying channel states.
We illustrate the robustness of the proposed deep JSCC scheme to variations of the average channel SNR in a slow Rayleigh fading channel in Figs. 6a and 6b . We observe that, while the performance of the deep JSCC scheme drops compared to the static AWGN channel, the quality of the reconstructed images is still reasonable, despite the lack of channel state information. This suggests that the network learns to estimate the channel state, and adapts the decoder accordingly; that is, the proposed deep JSCC scheme combines not only source coding, channel coding, and modulation, but also channel estimation, into one single component, whose parameters are learned through training. 
B. Evaluation on the Kodak dataset
We also evaluate the proposed deep JSCC scheme on higher resolution images. To this end, we train our NN architecture on the Imagenet dataset [35] which consists of 1. When compared to schemes that use JPEG2000 for source compression, our JSCC algorithm outperforms the benchmark digital transmission schemes in AWGN channels only in very low SNR regimes and for low channel bandwidth. However, we believe that by using a deeper neural network architecture, and by employing more sophisticated activation and loss functions the performance of the deep JSCC algorithm can be further improved.
We next evaluate the performance of our deep JSCC algorithm on the Kodak image dataset over time-varying channels. Fig. 9 depicts the performance of deep JSCC and the benchmark digital transmission schemes in a slow Rayleigh fading channel for bandwidth compression ratio k/n = 1/6. We set the average channel gain to H c = 1 and vary the average SNR by varying the noise power σ 2 . In these simulations, we assume that, in both the 
V. Conclusions and Future Work
We have proposed a novel deep JSCC architecture for image transmission over wireless channels. In this architecture, the encoder maps the input image directly to channel inputs. In the case of DL-based JSCC, the encoder and decoder networks learn not only to communicate reliably over the channel (as in [10] , [12] ), but also to compress the images efficiently. For a perfect channel with no noise, if the source bandwidth is greater than the channel bandwidth, i.e., n > k, the encoder-decoder NN pair is equivalent to an undercomplete autoencoder [5] , which effectively learns the most salient features of the training dataset. However, in the case of a noisy channel, simply learning a good low-dimensional representation of the input is not sufficient. The network should also learn to map the salient features to nearby representations so that similar images can be reconstructed despite the presence of noise. We also note that, the resilience to channel noise acts as a sort of a regularizer for the autoencoder. For example, when there is no channel noise, if the channel bandwidth is larger than the source bandwidth, i.e., n < k, we obtain an overcomplete autoencoder, which can simply learn to replicate the image. However, when there is channel noise, even an overcomplete autoencoder learns a non-trivial mapping that is resilient to channel noise, similarly to denoising autoencoders.
The next step in improving the performance of the deep JSCC scheme is to exploit more advanced NN architectures in the autoencoder that have been shown to improve the March 19, 2019 DRAFT compression performance [8] , [36] . We will also explore the performance of the system for non-Gaussian channels as well as for channels with memory, for which we do not have capacity-approaching channel codes. We expect that the benefits of the proposed NN-based JSCC scheme will be more evident in these non-ideal settings. 
