Abstract. Multiwavelets and multiframelets are of interest in several applications such as numerical algorithms and signal processing, due to their desirable properties such as high smoothness and vanishing moments with relatively small supports of their generating functions and masks. In order to process and represent vector-valued discrete data efficiently and sparsely by a multiwavelet transform, a multiwavelet has to be prefiltered or balanced. Balanced orthonormal univariate multiwavelets and multivariate biorthogonal multiwavelets have been studied and constructed in the literature. Dual multiframelets include (bi)orthogonal multiwavelets as special cases, but their fundamental prefiltering and balancing property hasn't been investigated in the literature yet. In this paper we shall study the balancing property of multivariate multiframelets from the point of view of the discrete multiframelet transform. This approach, to our best knowledge, has not been considered so far in the literature even for multiwavelets, but it reveals the essential structure of prefiltering and balancing property of multiwavelets and multiframelets. We prove that every biorthogonal multiwavelet can be prefiltered with the balancing order matching the order of its vanishing moments; that is, from every given compactly supported multivariate biorthogonal multiwavelet, one can always build another (essentially equivalent) compactly supported biorthogonal multiwavelets with its balancing order matching the order of the vanishing moments of the original one. More generally, we show that if a dual multiframelet can be prefiltered, then it can be equivalently transformed into a balanced dual multiframelet with the same balancing order. However, we notice that most available dual multiframelets in the literature cannot be simply prefiltered with its balancing order matching its order of vanishing moments and they must be designed to possess high balancing orders. The key ingredient of our approach is based on investigating some properties of the subdivision and transition operators acting on discrete vector polynomial sequences, which play a central role in a discrete multiframelet transform and are of interest in their own right. We also establish a new canonical form of a matrix mask, which greatly facilitates investigation and construction of multiwavelets and multiframelets. In this paper, we obtain a complete criterion and the essential structure for balanced or prefiltered dual multiframelets in the most general setting. Our investigation of the balancing property of a multiframelet deepens our understanding of the multiframelet transform in signal processing and scientific computation.
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Introduction and Motivation
Multiwavelets and multiframelets are derived from refinable function vectors via a multiresolution analysis and are of interest in several applications such as signal processing, numerical algorithms, and computer graphics. In order to process and represent vector-valued discrete data efficiently and sparsely by a discrete multiwavelet transform, a multiwavelet must be either prefiltered or balanced in advance, due to the discrepancy of its approximation properties between the function setting and the discrete vector data setting. Balanced or prefiltered orthonormal univariate multiwavelets have been studied and constructed in the literature. The reader is referred to [1, 3, 4, 14, 15, 18, 19, 20] and references therein for a comprehensive discussion on the background, motivation, and literature on balanced multiwavelets. Later in this section, we shall give some detailed explanation for the importance of the balancing property of multiwavelets and multiframelets from the point of view of a discrete multiframelet transform instead of the traditional function setting.
Recently there is a growing interest on the study and construction of framelets and multiframelets, see [2, 6, 7, 10, 11, 12, 13, 16, 17] and many references therein. For example, tight and dual multiframelets have been characterized in [7, 16, 17] and a unitary extension principle has been given in [16, 17] for constructing dual framelets from scalar refinable functions. More recently, an oblique extension principle has been proposed in [6] (also c.f. [2] and [5, 11, 13] ) for constructing dual multiframelets with high vanishing moments from refinable function vectors. A multiframelet includes a multiwavelet as a special case by allowing redundancy into a wavelet system. As demonstrated in [2, 6, 11, 13] , multiframelets have more freedom in their design and the redundancy in a multiframelet is a desirable feature in several applications such as signal denoising and numerical algorithms. In order to process and represent vector-valued discrete data efficiently and sparsely by a discrete multiframelet transform, the multiframelet must be similarly either prefiltered or balanced in advance. Except some introductory discussions in [11] on univariate dual multiframelets, this fundamental issue on balancing and prefiltering property of a multivariate multiframelet has not been addressed so far in the literature. Moreover, to our best knowledge, all approaches in the literature studying the balancing property of a multiwavelet are from the point of view of the function setting. In this paper, instead we shall study the balancing and approximation properties of multivariate multiframelets from the point of view of the discrete multiframelet transform. We shall see in this paper that it is more natural to study and understand the balancing property of multiframelets from the point of view of discrete data setting than the function setting. Our results not only generalize the results in the literature (e.g., [1, 3, 4, 11, 14, 15, 18, 19, 20] ) on balanced biorthogonal multiwavelets to multivariate dual multiframelets, but also shed a new light on understanding the balancing property of (bi)orthogonal multiwavelets.
Before proceeding further, we recall some notations and definitions first. We say that a d × d integer matrix M is a dilation matrix if lim n→∞ M −n = 0; that is, all the eigenvalues of M are greater than 1 in modulus. An M -refinable function (or distribution) vector φ = (φ 1 , . . . , φ r )
T satisfies the vector refinement equation T is generally derived from a refinable function vector φ viaψ(M T ξ) := b(ξ)φ(ξ) for some r × r matrixb of 2π-periodic trigonometric polynomials in dvariables with some desirable properties.
In this paper we are interested in investigating the balancing property of MRA dual multiframelets. Let
, that is, there exist two positive constants C 1 and C 2 such that
, f is the square of the 2 Euclidean norm of the row vector f, ψ j,k in R 1×r . For an n × r matrix g and an n × r matrix h of functions in L 2 (R d ), the inner product g, h is an n × n matrix defined by
where
has the multiframelet representation:
with the series converging absolutely in the L 2 norm. Biorthogonal multiwavelets consist of a particular family of dual multiframelets. We say that ({ψ
and satisfies the biorthogonality condition:
where I r denotes the r × r identity matrix and δ denotes the Dirac sequence such that δ 0 = 1 and δ k = 0 for all k = 0.
. . , bL be r × r matrices of 2π-periodic trigonometric polynomials in d-variables such that they satisfy
where m := |detM | and
A pair of dual M -multiframelets is generally obtained from a pair of refinable function vectors in L 2 (R d ). Suppose that φ andφ are two compactly supported
Define wavelet function vectors
Now one can directly verify that (1.9) implies
(1.13)
. . ,ψ L have at least one vanishing moment; that is, (1.14)
by [10, Theorem 2.3] , the inequality on the right side of (1.4) holds. Similarly, the inequality on the right side of (1. 
For more details, see [11, Theorem 3.4] and [2, 5, 6, 7, 10, 13, 16, 17] . If in addition L = |detM | − 1 and φ,φ satisfy the biorthogonality relation:
For a positive integer κ, throughout this paper Π κ denotes the set of all polynomials in d-variables of total degree no more than κ. To have a sparse multiframelet representation in (1.7), an important property of a multiframelet is its order of vanishing moments. We say that {ψ
When f agrees with a polynomial of degree no more than κ inside the support of the function vectorψ j,k , by (1.16), we see that the wavelet coefficient f,ψ j,k = 0. In other words, if f can be well approximated by some polynomial of degree no more than κ inside the support ofψ j,k , then the notion of κ + 1 vanishing moments ofψ 1 , . . . ,ψ L guarantees that the (high-pass) wavelet coefficients f,ψ j,k will be negligible. So, for a smooth function f , the multiframelet representation in (1.7) is sparse, which is one of the most desirable features of wavelets and framelets. For the scalar wavelet case (that is, the multiplicity of all wavelet function vectors is r = 1), this desirable property of vanishing moments guarantees that a similar desirable property holds for the discrete wavelet transform in the discrete data setting. In other words, for a discrete datum u which takes sampled values on the integer lattice of a polynomial with degree no more than κ, the output high-pass wavelet coefficients of u, after applying a discrete wavelet transform, are identically zero. However, as we shall see later, for multiplicity r > 1, this desirable property of wavelets for the function setting is not automatically carried over to the discrete multiframelet transform for discrete vector data. In order to overcome such a difficulty, either a prefilter is required for a given multiframelet or a multiframelet has to be designed in advance to possess some extra balancing property (see [1, 3, 4, 11, 14, 15, 18, 19, 20] ).
It is the purpose of this paper to investigate the balancing property of a multivariate multiframelet from the point of view of a discrete algorithm using only the condition in (1.9) . This point of view will enable us to understand the essence of the above mentioned difficulty facing most multiwavelets and multiframelets. This in turn will give us an overall better picture about both prefiltering of multiwavelets and balanced multiframelets.
In order to present the discrete multiframelet transform, we first recall two linear operators acting on discrete vector data-the subdivision and transition operators, whose properties will play a central role in our study of the balancing property of a discrete multiframelet transform.
By ( (Z d )) n×r we denote the linear space of all sequences u :
with each u k being an n × r matrix of complex numbers. In many applications, instead of a function f , information is often recorded in the discrete form, that is, a sequence u ∈ ( (Z d )) n×r which could be obtained by sampling an underlying continuous function f . In order to have a similar multiframelet representation in (1.7) for a discrete data, a fast multiframelet transform is used in the literature, which we shall discuss in detail as follows. For a dilation matrix M and a finitely supported sequence u :
In the frequency domain, one can easily verify that (1.17) is equivalent to
where Γ M T denotes a complete set of representatives of the distinct cosets of the quotient group [(
. . , bL be r × r matrices of 2π-periodic trigonometric polynomials in d-variables such that (1.9) is satisfied. We now discuss a discrete multiframelet transform, which consists of two parts: the multiframelet decomposition transform and the multiframelet reconstruction transform. For an input data v j : Z d → C 1×r at a given fine scale j, the multiframelet decomposition transform computes the coarse-scale low-pass wavelet (or framelet) coefficients v j−1 and the high-pass wavelet coefficients
From v j−1 and w j−1, , = 1, . . . , L, the multiframelet reconstruction transform can perfectly reconstruct the original signal v j by
The perfect reconstruction of the original signal v j by the multiframelet reconstruction transform in (1.20) is guaranteed by the condition in (1.9) and can be easily verified using (1.9) and (1.18) as follows: By (1.18) and (1.19) , it follows from (1.9) that the Fourier series of 
1×r is a vector conversion operator if E is a linear operator such that E is one-to-one and onto. Thus, a vector conversion operator E is always invertible. In dimension one, a natural choice of a vector conversion operator E is given by
Namely, one groups r numbers at r consecutive positions of a sequence v into a 1×r
. . , ω r−1 } denote a complete set of representatives of the distinct cosets of the quotient group
1×r associated with N and Ω N is given by
We call E r in ( Let E be a given vector conversion operator. Letâ, b 1 , . . . , b L andâ, b1 , . . . , bL be r × r matrices of 2π-periodic trigonometric polynomials in d-variables such that (1.9) is satisfied. In the following, we introduce the notion of balancing order from the point of view of a discrete multiframelet transform. We say that the discrete multiframelet transform in (1.19) and (1.20) has κ + 1 balancing order (with respect to a given vector conversion operator E) if
. In other words, for every polynomial input data v ∈ Π κ , the output low-pass wavelet coefficient Tã ,M E(v) is still some vector polynomial sequence in E(Π κ ) and therefore,
In other words, there is no leakage of information from the low-frequency part to the high-frequency part.
is very important for a multilevel multiframelet transform for two reasons. First of all, this property guarantees that all the low-pass wavelet coefficients 
Generally, the identity Tb
1×r is not true when r > 1. We shall present a necessary and sufficient condition in Corollary 6.1 for
1×r . To our best knowledge, the balancing property of a biorthogonal multiwavelet is often defined from the point of view of the function setting (see [1, 3, 4, 15, 18, 19, 20] ). Our definition of the balancing order here is not only more natural and general, but also weaker than other known related notions. We obtain a complete criterion and the essential structure of balancing and prefiltering property of a multiframelet transform under the most general and natural condition in (1.9), since (1.9) is the necessary and sufficient condition for the perfect reconstruction of a multiframelet transform in (1.19) and (1.20) . Beyond (1.9), we do not require the existence of the refinable function vectors φ,φ ∈ (L 2 (R d )) r×1 satisfying (1.11) and the vanishing moment condition in (1.14) for the wavelet function vectors
Our criterion is also applicable to masks satisfying (1.9) such that 1 is not an eigenvalue, or 1 is a multiple eigenvalue, ofâ(0) orâ(0). Nevertheless, in sections 4 and 6 we shall present some connections of our notion of balancing order to other related known notions of balancing order in the literature.
The structure of the paper is as follows. In section 2, we shall investigate a vector conversion operator E and a closely related vector polynomial space P κ,y . The space P κ,y will play a central role in our understanding of balancing order of multiframelets and approximation order of refinable function vectors. As we have seen, a multiframelet transform in (1.19) and (1.20) is built on the subdivision operator and transition operator. In order to understand the balancing order of a multiframelet, in section 3, we shall study several basic properties of the subdivision operator and the transition operator acting on a vector polynomial space P κ,y . This serves as our basis for understanding the essence of the balancing property of a multiframelet. Next in section 4, based on results in previous sections, we shall present the main results on the prefiltering and balancing property of a dual multiframelet and a biorthogonal multiwavelet. In this paper, we obtain a complete criterion and the essential structure for balanced dual multiframelets in the most general setting by requiring only the natural condition in (1.9). Our results in this section not only enable us to generalize some known results on a balanced biorthogonal multiwavelet to a dual multiframelet, but also provide a better picture for us to understand the prefiltering and balancing property of a multiframelet. In fact, from every given compactly supported multivariate biorthogonal multiwavelet, one can always build another (essentially equivalent) compactly supported biorthogonal multiwavelet with its balancing order matching the order of the vanishing moments of the original one. More generally, we show that if a dual multiframelet can be prefiltered, then it can be equivalently transformed into a balanced dual multiframelet with the same balancing order. We prove that every biorthogonal multiwavelet can be prefiltered to have the highest possible balancing order, while we notice that most available dual multiframelets in the literature cannot be simply prefiltered with high balancing orders and they must be designed to possess high balancing orders. In section 5, we shall present some auxiliary results and a new canonical form of a matrix mask in high dimensions. Such a canonical form of a matrix mask greatly facilitates our investigation and constriction of multiframelets as well as many problems related to vector subdivision schemes and refinable function vectors. Finally, in section 6 we shall connect our notion and results on balancing property of dual multiframelets in the discrete data setting with other definitions of balancing orders in the literature for orthonormal and biorthogonal multiwavelets in the function setting. Some advantages of our notion and results in this paper on balancing orders of multiframelets in the discrete data setting will be mentioned in section 6.
The Vector Conversion Operator and the Vector Polynomial Space
In order to understand the balancing property of a discrete multiframelet transform, in this section we study various properties of the vector conversion operator E and the vector polynomial space P κ,y .
To present the definition of the space P κ,y , let us recall some necessary notion.
Let ∂ j denote the differentiation operator with respect to the jth coordinate. For
Throughout this paper, we shall use the following notation (2.1)
The vanishing moments in (1.16) and the balancing order in section 1 are closely related to the notion of sum rules. For an r×r matrixâ of 2π-periodic trigonometric polynomials in d-variables, we say thatâ has κ + 1 sum rules (or satisfies the sum rules of order κ + 1) with a dilation matrix M (e.g., see [8, 9] ) if there exists a 1 × r vectorŷ of 2π-periodic trigonometric polynomials in d-variables such that y(0) = 0 and
By Leibniz differentiation formula, it is not difficult to see that the equations in (2.2) depend only on the values ∂ µŷ (0), |µ| κ and µ ∈ N d 0 . See [3, 8] for more detail on the definition of sum rules in the time domain.
Let 0 (Z d ) denote the linear space of all finitely supported sequences on
1×r and a positive integer κ, as in [8, 9] , we define a subspace P κ,y of (Π κ ) 1×r by
, it is evident that the vector polynomial g is uniquely determined by its restriction g| Z d on the integer lattice Z d . Therefore, throughout the paper, g ∈ Π 1×r means either a vector polynomial with domain R d or a vector polynomial sequence g| Z d with domain Z d , which can be easily distinguished from the context. The following result shows that the space P κ,y only depends on the values ∂ µŷ (0), |µ| κ.
and for h ∈ Π,
Consequently, for any κ ∈ N 0 , the space P κ,y is contained in (Π κ )
1×r and is invariant under both differentiation and shifts in
Since h ∈ Π is a polynomial, using the Taylor expansion of h at the point j, we deduce
Consequently,
On the other hand, byŷ(ξ) = k∈Z d y k e −ik·ξ , we observe that
, it is straightforward to see that (2.5) holds, since by the Taylor expansion of h, we have
Note that ∂ here only acts on the frequency variable ξ, not on the time variable x. By (2.5), we see that
and h ∈ Π. So, P κ,y is invariant under shifts in R d . Ifŷ(0) = 0, then it is easy to verify that the mapping h ∈ Π κ → h * y ∈ P κ,y is one-to-one, since (2.5) and h * y = 0 will force h = 0. Consequently, dim(P κ,y ) = dim(Π κ ) ifŷ(0) = 0.
Due to Proposition 2.1, as long asŷ(ξ) is κth differentiable at ξ = 0, then we can always define a space P κ,y := {h * y : h ∈ Π κ } using the definition of h * y in (2.5) instead of (2.4). In other words, in order to define the space P κ,y , it is not necessary to require thatŷ be a 1 × r vector of 2π-periodic trigonometric polynomials.
The following result connects the vector conversion operator E r in (1.22) to a vector polynomial subspace P κ,y .
Proposition 2.2. Let N be a d×d real-valued invertible matrix and ω
1×r be a finitely supported sequence satisfying
In other words,
Then for any nonnegative integer κ,
In particular, for the vector conversion operator E r in (1.22), we have E r (Π κ ) = P κ,Y for every κ ∈ N 0 , whereŶ is defined in (2.9).
Proof. Since N is invertible, it is easy to see that the set on the left side of (2.11) agrees with
Therefore, using Taylor expansion, for h ∈ Π κ , we have
On the other hand, for any sequence y satisfying (2.8), by (2.5) or [9, (2.13)], for h ∈ Π κ , we deduce that
.
. Consequently, we conclude that (2.11) holds.
We shall see that the converse direction of Proposition 2.2 is also true. In order to do so, we need an auxiliary result. For a square matrixÛ (ξ) of 2π-periodic trigonometric polynomials in d-variables, we say thatÛ is strongly invertible ifÛ (ξ) is invertible for all ξ ∈ R d and the inverse ofÛ (ξ) is also a matrix of 2π-periodic trigonometric polynomials in d-variables.
In order to understand the space P κ,y better and to prove the converse direction of Proposition 2.2, we need the following technical result, whose proof will be given in section 5. 
Conversely, for any y ∈ ( 0 (Z d )) 1×r withŷ(0) = 0 and for any nonnegative integer κ, we show that there always exists a vector conversion operator E such that E(Π κ ) = P κ,y .
−ik·ξ of 2π-periodic trigonometric polynomials in d-variables such that the following vector conversion operator
, where E r is the standard vector conversion operator in (1.22 ) and the convolution operator C U is defined to be
Proof. If r = 1, then the claim holds withÛ = 1. Thus, we assume r > 1. LetŶ be defined in (2.9). By Proposition 2.2, we have E r (Π κ ) = P κ,Y . SinceŶ (0) = 0 andŷ(0) = 0, by Lemma 2.3, there is a strongly invertible matrixÛ such that
Therefore, for h ∈ Π κ , by (2.10), we have
and
That is, we have E(Π κ ) = P κ,y . In order to show that E is a vector conversion operator, since E r is a standard vector conversion operator, it suffices to show that C U is one-to-one and onto.
In fact, by calculation, for j ∈ Z d , we have
Hence, (2.16) is verified and consequently, C U is one-to-one and onto.
To further study the vector polynomial space P κ,y , we need the following simple fact later. 
For a 2π-periodic trigonometric polynomialĉ withĉ(0) = 0, there exist 2π-periodic trigonometric polynomials c 1 and c 2 such that c 1 (0) = c 2 (0) = 1 and
Proof. It is straightforward to prove items (1) and (2) . To prove item (3), sincê c(0) = 0 andĉ is a 2π-periodic trigonometric polynomial, it is well-known that
Choose c 1 and c 2 to be 2π-periodic trigonometric polynomials such that c
It is evident that (2.17) holds.
The following result is implicitly given in [9, Lemma 3.3] and will be used frequently in this paper. For the convenience of the reader, we present a complete proof here. 
In particular, P κ,ẙ = P κ,y if and only if (2.18) holds withĉ(0) = 0.
Proof. By item (2) 
Now we prove the converse. If r = 1, then byŷ(0) = 0, we have P κ,y = Π κ and we can simply take a 2π-periodic trigonometric polynomialĉ such thatĉ(ξ) = y(ξ)/ŷ(ξ) + O( ξ κ+1 ) as ξ → 0. Now all the claims follow easily for the scalar case r = 1.
Suppose r > 1. By Lemma 2.3, there is a strongly invertible r × r matrixÛ (ξ) of 2π-periodic trigonometric polynomials such that
SinceÛ is strongly invertible, the linear mapping
1×r defined by u → u * U is one-to-one and onto (see the proof of Theorem 2.4). Now it is easy to see that P κ,ẙ ⊆ P κ,y if and only if P κ,ẙ ⊆ P κ,ỹ , whereŷ(ξ) :=ŷ(ξ)Û (ξ) and y(ξ) :=ŷ(ξ)Û (ξ). By (2.19) and Proposition 2.1, we deduce that (2.20)
By Proposition 2.1 again, we see that P κ,ẙ is a subspace of (Π κ ) 1×r and
Takeĉ(ξ) =ŷ 1 (ξ). Then it follows from the above relations thatŷ(ξ) =ĉ(ξ)ŷ(ξ) + O( ξ κ+1 ) as ξ → 0. SinceÛ is strongly invertible, we conclude that (2.18) holds with N = I d .
In the next few sections, we shall see that the balancing order of a multiframelet transform is closely related to the vector conversion operator E and the vector polynomial subspace P κ,y . We shall see later that in order to have the balancing property of a multiframelet transform, it is very natural to require E(Π κ ) = P κ,y .
For the scalar case r = 1, byŷ(0) = 0 and (2.5), it is easy to see that P κ,y = Π κ . Therefore, regardless of the choice of the sequence y, E(Π κ ) = P κ,y is always true for the identity conversion operator E. However, for multiplicity r > 1, P κ,y has the same dimension as the linear space Π κ and therefore, it is a proper subspace of the vector polynomial space (Π κ )
1×r . The vector polynomial space P κ,y also plays a critical role in the study of the approximation properties of refinable function vectors and sum rules of matrix masks, see [8, 9] for more details on the vector polynomial space P κ,y .
Some Properties of the Subdivision Operators and Transition Operators
In this section, we shall study various properties of a subdivision operator S u,M and a transition operator T u,M in (1.17) acting on a general vector polynomial space P κ,y .
Since the balancing property of a multiframelet transform is closely related to the action of the subdivision operator and transition operator on the space E(Π κ ), by the connection of the spaces E(Π κ ) and P κ,y in Proposition 2.2 and Theorem 2.4, it is of interest and importance to study the properties of the subdivision operator and transition operator acting on the space P κ,y . We address this issue here. The results in this section will serve as our basis to understand the notion of sum rules, (discrete) vanishing moments, and balancing orders of a multiframelet.
For a transition operator T u,M acting on a space P κ,y , following [11] , we have the following result. 
whereẙ is a finitely supported sequence of 1 × r vectors on Z d such that
As a consequence of (3.1), we have
is one-to-one and onto. 
Proof. By the definition of the transition operator T u,M in (1.17), for h ∈ Π κ , we have
By the Taylor expansion of h(M ·) at the point j, we have
Hence, we have
That is,
Now for |µ| κ, we deduce from the above relation that
By (3.4) and (2.5), we conclude that
So, (3.1) has been verified.
By (3.1), it is evident that item (1) holds. Ifŷ(0) =ŷ(0)û(0) T = 0, by Proposition 2.1, then dim(P κ,y ) = dim(P κ,ẙ ) = dim(Π κ ). Since T u,M P κ,y = P κ,ẙ , the restricted mapping T u,M | Pκ,y : P κ,y → P κ,ẙ must be one-to-one and onto.
For h ∈ Π κ , by (3.1), we have
Therefore, if and only if,
Lemma 2.6, P κ,ẙ ⊆ P κ,y if and only if (3.3) holds for some 2π-periodic trigonometric polynomialĉ. Hence, item (3) is verified. It also follows from Lemma 2.6 that P κ,ẙ = P κ,y if and only if (3.3) holds for some 2π-periodic trigonometric polynomial c withĉ(0) = 0. Thus, item (4) holds.
Recall that Γ M T is a complete set of representatives of the distinct cosets of 
Moreover, if any of the above holds, then S u,M h
Proof. By the definition of the subdivision operator S u,M in (1.17), it is easy to deduce that
Now we see that S u,M h ∈ Π 1×r if and only if k∈Z
we deduce that
To prove (3) ⇔ (4), we show that for g ∈ Π 1×r ,
if and only if
Putting these relations into a matrix form, we have
β∈Ω M is a unitary matrix, now it is easy to deduce that (3.8) is equivalent to (3.9). Since g(−i∂)(f ((M
, by (3.9), we conclude that (3) ⇔ (4).
If any of (1)- (4) holds, by (3.6), we see that
If item (2) holds for h, then it is straightforward to see that item (2) also holds with h being replaced by ∂ ν h. Consequently, (3.5) holds. Similarly, noting that
For a finitely supported sequence u :
Similarly, by Lemma (3.2), we see that
For a subdivision operator S u,M acting on a space P κ,y , we have the following result. 
If in additionŷ(0)û(0) = 0, then mapping S u,M | P κ,y : P κ,y → P κ,ẙ is oneto-one and onto. (3) S u,M T v,M (h * y) = h * y for all h ∈ Π κ if and only if
(3.13)ŷ(ξ)v(ξ) Tû (ξ + 2πγ) = δ γŷ (ξ) + O( ξ κ+1 ), ξ → 0, γ ∈ Γ M T .
Proof. Denoteŷ(ξ) :=ŷ(M T ξ)û(ξ).
To prove items (1) and (2), we first show that we always have (3.14)
In fact, by the definition of the subdivision operator in (1.17), we deduce that
, now we see that (3.14) is verified. In particular, by (3.14), S u,M P κ,y = Sẙ ,M Π κ . By Lemma 3.2 and in particular (3.11), we conclude that
1×r if and only if
if and only if (3.12) holds. So, item (1) is verified. Item (2) is a direct consequence of (3.14) and Lemma 3.2. Ifŷ(0) =ŷ(0)û(0) = 0, by Proposition 2.1, then we have dim(P κ,y ) = dim(P κ,ẙ ) = dim(Π κ ). Now it follows from S u,M P κ,y = P κ,ẙ that the restricted mapping S u,M | P κ,y : P κ,y → P κ,ẙ is one-to-one and onto. To prove item (3), by (3.1), we have
Now by items (1) and (2), (3.15) holds if and only if
Therefore, (3.15) holds if and only if (3.13) holds. Hence, item (3) is verified.
for some 2π-periodic trigonometric polynomialĉ withĉ(0) = 0. In particular, for
for some nonzero constant C and some 2π-periodic trigonometric polynomialĉ witĥ c(0) = 0.
Proof. If (3.16) holds, then it is evident that (3.12) holds and
So, by item (2) of Proposition 3.3 and Lemma 2.6, we conclude that S u,M P κ,y = P κ,ẙ = P κ,ỹ . Conversely, if S u,M P κ,y = P κ,ỹ , then by items (1) and (2) of Proposition 3.3, we conclude that (3.12) holds and S u,M P κ,y = P κ,ẙ . Since S u,M P κ,y = P κ,ỹ , this implies P κ,ẙ = P κ,ỹ . Sinceŷ(0) = 0, by Lemma 2.6, there must exist a 2π-periodic trigonometric polynomialĉ withĉ(0) = 0 such that (3.18) holds. Now it is straightforward to see that (3.12) and (3.18) are equivalent to (3.16) .
We now prove the second claim. By what has been proved, S u,M P κ,y = P κ,y if and only if
for some 2π-periodic trigonometric polynomialĉ withĉ(0) = 0. Sinceĉ(0) = 0, by Lemma 2.5, (2.17) holds. Takeĉ = c 2 and C = 1/ĉ(0). We see that (3.19) holds if and only if (3.17) holds.
We mention that (3.17) (or (3.19) ) is equivalent to saying that the mask Cû(ξ) (or the maskû(ξ)/ĉ(0)) satisfies the sum rules of order κ + 1 in (2.2) withâ andŷ being replaced by Cû andĉŷ (or byû/ĉ(0) and c 2ŷ with c 2 in (2.17)), respectively. More precisely, we have the following result: 
Balancing and Prefiltering Property of Dual Multiframelets
Based on the results in previous sections, we shall discuss in this section the prefiltering and balancing property of multivariate dual multiframelets and biorthogonal multiwavelets from the point of view of discrete algorithms using transition operators and subdivision operators.
For dual multiframelets, we have the following main result in this section.
1×r be given by Proposition 2.2 such that P κ,y = E(Π κ ). If the associated multiframelet transform has κ + 1 balancing order with respect to the vector conversion operator E, then 1) there is a 2π-periodic trigonometric polynomialĉ such that
2) The high-pass filters b1 , . . . , bL have κ + 1 discrete vanishing moments with respect toŷ:
Conversely, items 1) and 2) together imply that the multiframelet transform has κ + 1 balancing order with respect to the vector conversion operator E. Moreover, if L = |detM | − 1 (this is true for a biorthogonal multiwavelet), then the associated multiframelet transform has κ + 1 balancing order with respect to E if and only if item 5) holds.
Proof. First, we show that the multiframelet transform has κ + 1 balancing order with respect to E if and only if items 1) and 2) hold. Since E(Π κ ) = P κ,y , by item (2) of Proposition 3.1, Tb ,M E(Π κ ) = Tb ,M P κ,y = 0 for all = 1, . . . , L if and only if item 2) holds. Similarly, by item (1) of Proposition 3.1, we see that
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Hence, Tã ,M P κ,y ⊆ P κ,y if and only if P κ,ẙ ⊆ P κ,y . Sinceŷ(0) = 0, by Lemma 2.6, we conclude that Tã ,M P κ,y ⊆ P κ,y if and only if (4.1) holds. Therefore, the multiframelet transform has κ + 1 balancing order with respect to E if and only if items 1) and 2) hold. Suppose that the multiframelet transform has κ + 1 balancing order. Then items 1) and 2) hold. We now prove items 3), 4) and 5). From the relation in (1.9), we deduce that
By calculation, the above relation is equivalent tô
Now by item 2), it follows from the above relation that
Thus, by item (3) of Proposition 3.3, we conclude that item 3) holds.
In particular, item 3) implies that S a,M Tã ,M P k,y = P κ,y . Since both S a,M and Tã ,M are linear operators, S a,M Tã ,M P k,y = P κ,y and Tã ,M P κ,y ⊆ P κ,y (this is item (i) in the definition of κ + 1 balancing order) will force dim(Tã ,M P κ,y ) = dim(P κ,y ). That is, we must have Tã ,M P κ,y = P κ,y . Now we have P κ,ẙ = Tã ,M P κ,y = P κ,y , whereŷ is defined in (4.3). By Lemma 2.6, (4.1) must hold withĉ(0) = 0. Hence, item 4) holds.
By items 3) and 4), it is straightforward to see that S a,M P κ,y = P κ,y . Thus, item 5) holds.
For the case L = |detM | − 1, in order to show that the multiframelet transform has κ + 1 balancing order if and only if item 5) holds, we only need to prove that item 5) implies both items 1) and 2). Byŷ(0) = 0 and Lemma 3.4, we first note that item 5) is equivalent to
for some nonzero number C ∈ C\{0} and some 2π-periodic trigonometric polyno-
are square matrices. Therefore, (1.9) implies
By calculation, the above identity is equivalent to
By (4.5) and the above two identities, we deduce that
Sinceĉ(0) = 0, we now see that (4.1) and (4.2) hold withĉ(ξ) = Cĉ(M T ξ)/ĉ(ξ).
In fact, the two 2π-periodic trigonometric polynomialsĉ in (4.1) andĉ in (4.5) are related and determined by each other through the following relation:
In fact, with γ = 0 in (4.5), we havê
Now by (4.1) and the above relation, it follows from (4.4) with γ = 0 that
Sinceŷ(0) = 0, now it is easy to see that
as ξ → 0. So, (4.6) holds. Note that (1.9) still holds ifâ andâ are replaced with Câ and C −1â , respectively. Therefore, the appearance of a nonzero constant C in (4.5) is very natural, due to the lack of normalization forâ andâ in (1.9). Without loss of any generality, one may assume that C = 1 and consequently, by (4.1) and 
In particular, suppose thatâ has κ + 1 sum rules in (2.2) with a vector y ∈ 
Proof. Item (ii) has been proved in [8, Theorem 3.1] and plays an important role in the CBC (coset by coset) algorithm for constructing biorthogonal multiwavelets with arbitrarily high orders of vanishing moments. For completeness, we sketch the proof here in the frequency domain. By (4.7) and (2.2), we can easily deduce that
Hence, (4.8) holds. By the condition in item (2) forâ(0) and [9, Lemma 2.2], up to a multiplicative constant, there is a unique nontrivial solution {∂ µŷ (0) : |µ| κ} to the system of linear equations induced by (4.8).
By Theorem 4.1 and Proposition 4.2, we see that the space P κ,y is generally determined by either a vector conversion operator E or a maskâ. Namely, we have two choices to determine the space P κ,y : one corresponds to balanced multiframelets by fixing E and designingâ, and the other corresponds to prefiltering a given dual multiframelet by fixingâ and designing E.
One choice is to fix a vector conversion operator E, for example, taking E = E r the standard vector conversion operator in (1.22). By Proposition 2.2, we have E(Π κ ) = P κ,y for some y ∈ ( 0 (Z d )) 1×r withŷ(0) = 0. Note that if E = E r , then y can be taken to beŶ in (2.9). Then by Theorem 4.1, the design of balanced multiwavelets and multiframelets with κ + 1 balancing order with respect to the given vector conversion operator E (often E = E r ) corresponds to design (1) a maskâ such thatâ has κ + 1 sum rules in (4.5) with C = 1, whereĉ can be freely chosen to be any 2π-periodic trigonometric polynomial witĥ c(0) = 0. 11) and (1.12) are satisfied. Suppose that (4.5) holds with γ = 0 and C = 1. We further assume that the condition onâ in item (2) 
Moreover,
Proof. Suppose that the associated multiframelet transform has κ + 1 balancing order. By Theorem 4.1, items 1) and 2) of Theorem 4.1 holds. Since (4.5) holds with γ = 0 and C = 1, we must have (4.6) with C = 1. Now (4.1) becomes
, by Proposition 4.2 and (4.12), we conclude that there exists a nonzero constantC such thatCĉ(ξ)ŷ(ξ) =φ(ξ)
That is, (4.9) holds withĉ(ξ) :=Cĉ(ξ). Therefore, item (1) holds. By (4.9), we see that
Consequently, by (4.2) andĉ(0) = 0, (4.10) holds. Therefore, item (2) is verified. Conversely, suppose that (4.9) and (4.10) are satisfied. Sinceĉ(0) = 0, by Lemma 2.5, there is a 2π-periodic trigonometric polynomialĉ such thatĉ
now it is straightforward to see that (4.1) is satisfied. By (4.9), (4.13) holds. By (4.10) andĉ(0) = 0, it is straightforward to see that (4.2) holds. Now by Theorem 4.1, the multiframelet transform has κ + 1 balancing order. We now prove (4.11). By (4.5) with γ = 0 and C = 1, it follows fromφ(
Since M is a dilation matrix, by [9, Lemma 2.2], we must haveĉ
As we proved, (4.9) holds withĉ(ξ) =Cĉ(ξ). Now we getφ
Sinceφ (0) Tφ (0) = 1, now we see that (4.11) holds.
The other choice is to fix a maskâ and all other filters
. . , bL . Therefore, the space P κ,y is generally determined byâ. More precisely, the maskâ is required to have κ + 1 sum rules with a vector sequence y ∈ ( 0 (Z d )) 1×r in (2.2) (or (4.5) with C = 1). Consequently, y is known and the vector polynomial space P κ,y is fixed by the given maskâ. By Theorem 4.1, prefiltering a given multiwavelet (e.g., see [14, 15] ) or a multiframelet corresponds to design a vector conversion operator E such that E(Π κ ) = P κ,y . More precisely, we have the following result. 
2). In order to prefilter the multiframelet transform so that it has κ + 1 balancing order,
(1) one has to design a vector conversion operator E satisfying E(Π κ ) = P κ,y . In particular, we can choose 14) thenâ, b1 , . . . , bL andâ, Proof. When L = |detM | − 1, sinceâ satisfies the sum rules of order κ + 1 with y in (2.2), we have S a,M P κ,y = P κ,y . Now by Theorem 4.1 and E(Π κ ) = P κ,y , the multiframelet transform has κ + 1 balancing order with respect to the vector conversion operator E. Therefore, by Theorem 4.1, item (1) implies item (2) . Hence, item (2) is not needed when L = |detM | − 1.
The identity (4.15) can be easily verified by (1.9) and (4.14). LetŶ be defined in (2.9) such that E r (Π κ ) = P κ,Y . We deduce from (2.15) and (4.1) that as ξ → 0,
By (2.15) and (4.2), we havê
Hence, by Theorem 4.1, the new dual multiframelet has κ + 1 balancing order with respect to the standard vector conversion operator E r .
The convolution operator (1) of Proposition 4.4 is called the prefilter in the literature. The existence of such a prefilter C U and a vector conversion operator E in Proposition 4.4 is guaranteed by Theorem 2.4. However, when L = |detM | − 1, the conditions in (4.1) and (4.2) are not automatically true and are not the direct consequence of (1.9) and the assumption thatâ has κ + 1 sum rules with y in (4.5). As a consequence, dual multiframelets generally have to be designed to satisfy (4.1) and (4.2). But when L = |detM | − 1, a dual multiframelet can be always prefiltered with the balancing order matching the order of the sum rules ofâ. In particular, for biorthogonal multiwavelets, we have the following result. (1) of Proposition 4.4 and defineâ, b1 , . . . , bL andâ, 
A New Canonical Form of a Matrix Mask
In this section, we shall develop a canonical form of a multivariate matrix mask. As demonstrated in [9, 11, 13] , the canonical form of a matrix mask greatly facilitates the study of refinable function vectors, vector subdivision schemes, and construction of dual multiframelets. Following the lines developed in [11, 13] for the univariate setting, in this section we shall introduce a new canonical form of a multivariate matrix mask with multiplicity greater than one, by adding new features to the existing canonical form of a matrix mask in [9, 11, 13] . The new canonical form of a matrix mask plays a critical role in the investigation and construction of balanced multivariate biorthogonal multiwavelets and balanced multiframelet transforms.
Recall thatÛ is strongly invertible if bothÛ (ξ) andÛ (ξ) −1 are matrices of 2π-periodic trigonometric polynomials. First, we prove Lemma 2.3.
Proof of Lemma 2.3. We first prove the case s = 1 by showing that there exists a strongly invertible r × r matrixV of 2π-periodic trigonometric polynomials such that
Denote (ŷ 1 (ξ), . . . ,ŷ r (ξ)) :=ŷ(ξ). Sinceŷ(0) = 0, without loss of any generality, we may assumeŷ 1 (0) = 0; otherwise, we perform a permutation onŷ first. Choose 2π-periodic trigonometric polynomialsĉ 1 ,ĉ 2 , . . . ,ĉ r such thatĉ
That is, we haveĉ
Note thatĉ 1 (0) = 0. Therefore, we have
Define two strongly invertible matricesÛ 1 andÛ 2 by
Note that detÛ 1 (ξ) = detÛ 2 (ξ) = 1 by (5.3). Therefore,Û 1 andÛ 2 are strongly invertible. Now by (5.2) and (5.3), it is easy to check (5.1) by takingV (ξ) := U 1 (ξ)Û 2 (ξ). In fact, by (5.2), as ξ → 0, we havê
Similarly, there exists a strongly invertible r × r matrixV of 2π-periodic trigonometric polynomials such thatŷ (I s , 0) . We now prove it by induction on s with s < r. As we just proved, the claim holds for s = 1. Suppose that the claim holds for s − 1 with s < r. Now we prove it for the case s. Letĉ denote the first row of the matrixŷ. Sinceŷ(0) has the full rank s, we must haveĉ(0) = 0. Now by what has been proved, there is a strongly invertible matrixÛ 1 such that
where * denotes some column vector of 2π-periodic trigonometric polynomials and y is an (s − 1) × (r − 1) matrix of 2π-periodic trigonometric polynomials. SinceÛ 1 is strongly invertible andŷ(0) has full rank s, we can deduce thatŷ(0) has the full rank s − 1. Since s − 1 < r − 1, by the induction hypothesis, there exists a strongly invertible (r − 1) × (r − 1) matrixV (ξ) such that
DenoteÛ 2 (ξ) := diag(1,V (ξ)). Then we observe that
is an s×s lower-triangular matrix with all ones in its diagonal and with all other lower-triangular elements being 2π-periodic trigonometric polynomials. Consequently, the matrixÛ 3 is strongly invertible. Definê
By calculation, it is not difficult to see that (2.12) holds withŷ(ξ) = (I s , 0). 
has the following propertŷ
matrices of 2π-periodic trigonometric polynomials. If in addition there is an r × 1 vector φ of compactly supported tempered distributions satisfying
then for any nonnegative integer n, there is a strongly invertible matrixÛ such that (5.6) and (5.7) are satisfied with the additional properties: Proof. Sinceŷ(0) = 0, by Lemma 2.3, there is a strongly invertible matrixÛ such thatŷ (ξ)Û (ξ)
Sinceâ satisfies the sum rules of order κ+1 in (2.2), we deduce that for γ ∈ Γ M T , as ξ → 0,
That is, we have
In other words,â satisfies the sum rules of order κ with the vectorŷ in (2. 
Clearly, by (5.8) and (5.12), we havễ
Without loss of any generality, we can assume that n > κ. Sinceφ 1 (0) = 0, as in the proof of Lemma 2.3, we can choose 2π-periodic trigonometric polynomialŝ c 1 , . . . ,ĉ r such that
(5.15)
Define two strongly invertible matricesÛ 1 andÛ 2 as in (5.4) and (5.5). Then we take a strongly invertible matrixÛ (ξ) :
. We now show thatÛ is a desired strongly invertible matrix such that all the claims in Theorem 5.1 hold. By (5.12), as ξ → 0, we havê
By the choice ofÛ 1 in (5.4) andÛ 2 in (5.5), since we assumed that n κ, we see that
That is, by (5.16), as ξ → 0, we deduce that
By (5.3) and (5.15), we see that as ξ → 0
Since M is a dilation matrix, now it follows from this relation that
That is, by (5.17), we havê
Therefore, by φ 1 (0) = 0 and the same argument as the first part of the proof, (5.7) is satisfied. More precisely, we see thatå satisfies the sum rules of order κ with the sequence ( φ 1 (0), 0, . . . , 0), from which we easily deduce that (5.7) holds. By (5.15) and (5.3), we havê
That is, (5.10) holds. To prove (5.9), we can easily verify thatφ(M T ξ) =â(ξ)φ(ξ). Therefore, by (5.10), we deduce that
Now it follows easily from (5.10) that (5.9) holds.
To complete this section, following the lines developed in [11, 13] , we shortly sketch the construction procedure of dual multiframelets with high balancing orders. Letâ andâ be given r × r matrices of 2π-periodic trigonometric polynomials such thatâ has κ + 1 sum rules in (2.2) with y andâ hasκ + 1 sum rules withỹ. LetÛ andÛ be given in Theorem 5.1 such thatâ(ξ) : 
Then the dual multiframelet transform associated withâ, b1 , . . . , bL andâ,
. ., b L has κ + 1 balancing order. One can also equivalently transform back toâ (orâ) fromâ (orâ) by usingÛ (orÛ ). For more details, see [11] for the univariate case.
Connections to Balancing Orders of Multiwavelets in the Literature
For the convenience of the reader, in this section we shall connect our notion and results on balancing orders of multiframelets in the discrete data setting with other notions of balancing order in the literature for biorthogonal multiwavelets in the function setting.
In the univariate setting, for a compactly supported orthonormal 2-refinable function vectorφ = (φ 1 , . . . ,φ r ) T in L 2 (R), a notion of κ + 1 balancing order for φ is introduced in [18, 19] saying that We now show that our notion of balancing order with respect to a vector conversion operator E satisfying E(Π κ ) = P κ,Y agrees with the one in (6.2), or equivalently (6.3), for biorthogonal multiwavelets.
Assume that there are compactly supported 1 × r function vectors φ,
such that (1.11) and (1.12) are satisfied. As in [3, 4, 18, 19] , for the case of biorthogonal multiwavelets, we also assume that the biorthogonality condition in (1.15) holds and the maskâ has κ + 1 sum rules with y ∈ ( 0 (Z d )) 
Now by Proposition 4.3, the biorthogonal multiwavelet transform has κ + 1 balancing order with respect to a vector conversion operator E satisfying E(Π κ ) = P κ,Y if and only if (6.3) holds. Hence, in the function setting, for biorthogonal multiwavelets, our notion of balancing order recovers that in [3, 4, 18, 19] . Moreover, by item (ii) of Proposition 4.2 and item (5) of Theorem 4.1 (i.e., S a,M P κ,Y = P κ,Y ), we must have P κ,y = P κ,Y . That is, by Lemma 2.6, there is a 2π-periodic trigonometric polynomialĉ withĉ(0) = 0 such thatĉ(ξ)ŷ(ξ) = Y (ξ) + O( ξ κ+1 ) as ξ → 0, which by Theorem 4.1 is also a necessary and sufficient condition for the biorthogonal multiwavelet to have κ + 1 balancing order, since we assumed in advance that the maskâ has κ + 1 sum rules with y ∈ ( 0 (Z d )) 1×r in (2.2). Now it follows from (6. The advantages of our approach is obvious. Even in the special case of biorthogonal multiwavelets, we do not assume in advance thatâ has κ + 1 sum rules. Under the most natural condition (1.9), which is a necessary and sufficient condition for the perfect reconstruction in (1.20) of a multiframelet transform, our criterion and results on balancing orders of biorthogonal multiwavelets (or more generally L = |detM |−1) and dual multiframelets with an arbitrary number L do not assume any other conditions. On the other hand, all other papers on balanced or prefiltered multiwavelets in the literature (see [1, 3, 4, 14, 15, 18, 19, 20] ) assumed that 1) there exist compactly supported M -refinable function vectors φ,φ in L 2 (R d ) satisfying (1.11) and the biorthogonality condition (1.15); 2) all the wavelet function vectors must have at least one vanishing moments in (1.14); 3) the maskâ must have κ + 1 sum rules. As we have seen above, these extra conditions in the function setting put some constraints on the masksâ andâ. For example, as a consequence of these extra conditions, 1 must be a simple eigenvalue ofâ(0) andâ(0) and all the other eigenvalues ofâ(0) andâ(0) must be less than one in modulus. In the following, we shall present another example to show that our results equally apply to other cases which are excluded by the results on balancing orders in the literature even for the special case of L = |detM | − 1.
In some applications, it may be of interest to consider a more general vector conversion operator E : ( (Z d )) 1×s → ( (Z d )) 1×r such that E is a one-to-one and onto linear operator. Similarly, for y ∈ ( 0 (Z d )) s×r , we define P κ,y := {h * y : h ∈ (Π κ ) 1×s } ⊆ (Π κ ) 1×r . We point out that the analysis in this paper is applicable in this more general setting and most claims in this paper hold similarly. 
