In this article, unwanted transients are specified by correlating the previous shade power standards and eliminated the detected transients. Various studies have been done on the autocorrelation based method to perform the noise reduction in speech signals. The speech signal is a one dimensional signal, for that the correlation may be with its delayed function. The proposed method uses recursive approach and the autocorrelation coefficient as a constraint or stopping criterion. The algorithm solves the transient problem of threshold for transient reduction and provides the alternative. The final simulation modelling shows the results.
INTRODUCTION
The signal generation and its storage for further processing, is done by using different types of sensors. These sensor placed at any location may have some noise. For the real time application it is also affected by the various types of noise. Here we are considering the transient noise and take the step to enhance the quality of signal. Many researchers have work in this field based on the autocorrelation based methodologies. In 1981 Grenier et al. [9] presented a linear prediction technique (LPT) for broadcast, analysis and recognition. Whenever the noise degrades the signal, the autoregressive model is suitable to be biased. This LPT is reduces the bias. The modified Yule Walker equations are used to find the variation of noise. The noise is reduced recursively as a nonlinear approach. In 1991, the evaluation of the speech signal through the cepstral function [7] of autocorrelation is used with the central clipping algorithm. Hu et al. [8] in 2001 offered a spectral subtraction method using the correlation between noise and speech. To enhance the speech quality and minimize the noise distortion, a perceptual weighting function based on correlation was used.
The autocorrelation derived features and phase variations are noise robust. The "Phase Auto Correlation" (PAC) features consist of PAC spectrum is the autocorrelation feature [1] . The phase correlation features are comparatively more noise robust. In another way the sum of squired autocorrelation (SAM) minimization based adaptive channel shortening is used for noise reduction. The single lag autocorrelation minimization (SLAM) algorithm [2] is used to decline noise with shortening signal to noise ratio (SSNR) as a stopping criterion. An advanced spectral subtraction is used to minimise noise, based on cross-correlation between speech and noise signal for the normalization of mean and variance of energy and ceptral parameter [4] . Another correlation coefficient that is Pearson correlation coefficient based techniques are also introduced. Benesty et al. [10] in 2010 presented the squared Pearson correlation coefficient (SPCC) based cost function for noise reduction technique. The noise decline concerned with the SPCC-based cost function provides a more appropriate criterion for optimization and introduces another parameter compared to the MSE.
The various experiments are done by the researchers on the autocorrelation function. The short term auto-correlation property of speech signal is implemented. The summation of weighted short-term auto-correlation (WSAC) [3] is used by applying the auto-correlation property of current speech frame and frames nearby. Another experiment and evaluation by Abe et al. in 2009, [11] is done with correlation coefficient. It employs correlation coefficient of the filter output and the difference between the input and the filter output as the evaluation function of the parameter setting. The adjustment in the optimal parameter of ε-filter is done for the optimization algorithm. The minimum variance distortion less response (MVDR) beam former for multichannel noise reduction [12] is implemented. It uses the noise correlation matrix that computed by noisy input and a noise reference which can be obtained in the absence of speech. The interframe correlation of the clean speech signal is used for the optimal FIR filters for speech enhancement in DFT subbands [13] . In 2014 the single-channel speech is estimated in shorttime frequency domain. It uses the minimum variance distortion less response (MVDR) [14] approach. These above models drive properly the inter-frame correlation of the speech and noise signals. It requires the investigation of their statistics on a large dataset is computed.
The application of one domain signals in the Global Positioning System (GPS) is very common. The auto (cross) correlation properties of codes used in GPS [5] and effect of noise on code correlation have the great impact on the communication. The navigational satellites allocation and its number increase/decrease are based on code correlation. A comparison of peaks of code correlated signal is done based on the signal to noise ratio. The inter-frame and inter-band correlations are computed with conditional minimum mean squared error (MMSE) for filters. These filters [15] take into account the speech presence uncertainty for each timefrequency unit is used to estimate the clean speech. 
PROBLEM FORMULATION
The speech signal is general a one dimensional signal, for that the correlation may be with its delayed function. The transient noise problem is reduced through the autocorrelation function. The noise reduction is performed by considering constant mean to recover the signal of interest s(k) (clean speech) from the noisy signal observation (microphone signal)
Where n(k) is the unwanted additive transient noise which is assumed to be a zero-mean random process (white or colored) and uncorrelated with s k . An estimate of s(k) can be obtained by passing S(k) through a linear filter, i.e.
Representing the finite impulse response (FIR) of length L, superscript T represents the transpose of the vector. With this formulation, the objective of noise reduction is to find an optimal filter that would attenuate the noise as much as possible while keeping the distortion of the clean speech low.
METHODOLOGY BASED ON AUTOCORRELATION
Autocorrelation is defined as a measure of how similar a considered signal is to itself with its delayed version. All signals are 100% correlated with their self-version. Hence we leave the peak of autocorrelation function occurring at origin point and find the peak next point. The general informative speech signal is not repetitive in nature. That why the autocorrelation is giving single peak corresponding the zero time lag. The position of second and other peaks are one fourth of the highest peak and other peaks are one tenth of the highest peak for the speech signal. The coefficient for the musical signal is half and one fourth respectively. The frequency of the periodic signal is finding out by considering the first peak on which the autocorrelation have maximum value. This maximum value corresponds to the number of samples (or time duration) after which signal is repeats itself.
Where E[. ]is the statistical expectation which is progressive average, whenever the signal length is large enough or of infinite samples. For speech signal takes on an obvious character of short term stability that it can be regarded to be stationary within 30ms. So in the technique of speech processing, it is general to frame speech with a short window in time domain and regard it as stationary. The autocorrelation function for the speech signals, using the finite window of length N-1, at time index "n", the "k"th lag is: The noise effect on the speech signal is illustrated in figure 2 . The autocorrelation spectrum is completely disturbed from its original shape as the peaks other than highest and second peaks are following the second peaks. This property is used to reduce the effect of noise in the speech signal. The complete flowchart of the proposed algorithm is shown in figure 3 . In this flowchart the first step is to make a noisy signal by the addition of clean speech signal with transient noise signal. The second step applies the median filtering iteratively. The median filtering may by linear or nonlinear. Generally the 
Fig. 3 Flowchart of the autocorrelation based proposed algorithm
The empirical relation for the threshold (TH.) is given as follows: 
RESULT ANALYSIS
The result obtained by simulation is illustrated through the following mentioned figures. This method is simulated in MATLAB 2012a Version 8.1a with assuming the data is previously recorded for verification of the result. The processor sued for this simulation is i3 2040M, 2.3GHz. The original speech signal waveform in time domain and frequency domain is illustrated in figure 4 (a). The spectrum is having no significant component above the 7 KHZ frequency. The original speech signal is same for another noise analysis whose waveform in time domain and spectrum in frequency domain is illustrated in figure 4 (a). The figure 5 (a) shows the signal with AK-47 transient noise and from the spectrum of this combined signal, shows that the signal components lies in all the frequency range above 7KHz also. Figure 5 (b) shows clearly that after filtering the signal, noise is reduced. The denoised signals spectrum is like the original signals spectrum.
CONCLUSION
Iterative procedure mean is an ordinarily jumble-sale manner for assessment of unwanted transient power spectrum. The proposed method uses recursive approach and the autocorrelation coefficient as a constraint or stopping criterion. The algorithm solves the transient problem of threshold for transient reduction. The median filtering may by linear or nonlinear. Generally the nonlinear filtering or smoothing is preferred for this implementation. The Implementation of the algorithm is considering 50 samples of speech and musical. Generally this method is more suitable for the speech signals. The Segmented SNR is quite stable for the speech signals. It can be enhanced in the future for up gradation of the method. The further improvements can be done through the various parameters computations.
