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Earth's climate has been changing rapidly, particularly in the Arctic; however, the Arctic 
is poorly understood due to spatially and temporally sparse observations. Arctic conditions prove 
difficult to obtain good quality, long-duration field measurements. Current studies utilize model-
observation hybrid datasets (i.e., reanalyses); hence, the accuracy of processes represented in 
these datasets is important. In this study, meteorological parameters, turbulent fluxes, cloud 
properties, radiative fluxes, and the surface energy budget from ERA-40, ERA-Interim, 
NCEP/DOE, and JRA-25 reanalyses are compared to SHEBA observations. Six-hourly 
reanalyses data were interpolated to the location of the multiyear ice floe and combined, along 
with observations, into seven-day running means. These were used to understand observation-
reanalysis comparisons of energy flux relationships between clouds and sea-ice. All reanalyses 
demonstrate compensating errors in turbulent and radiative fluxes, yielding negative mean biases 
for the surface energy balance. These underestimations (surface energy under-absorption) 
represent too much sea-ice growth compared to reality. 
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CHAPTER 1 
 
 
Introduction 
 
Earth’s climate has been changing rapidly in the past few decades. According to the 
Intergovernmental Panel on Climate Change (IPCC) (2007), there have been several irreversible 
changes that have marked the presence of climate change. To identify these changes, the 
scientists of IPCC ran models 1000 years into the future and in that time, carbon dioxide levels 
did not decrease; temperature dropped a couple degrees, but still remained high and with every 
degree Celsius increase, precipitation was noted as decreasing over several countries and 
increasing over others; and sea levels remained high primarily due to glacial melt and thermal 
expansion (IPCC 2007). As reported by Solomon et al. (2007), “Changes in the atmosphere, 
cryosphere and ocean show unequivocally that the world is warming.” Several studies have 
shown global temperatures have been increasing since the mid-nineteenth century (Hinzman et 
al. 2005, Esper et al. 2002) and are projected to continue increasing well into the twenty-first 
century (Solomon et al. 2007, IPCC AR4 2007). The region of the world that has shown the most 
dramatic effects of climate change is the Arctic where temperatures are rising at roughly twice 
the rate of the global average (Hinzman et al. 2005, IPCC AR4 2007, Houghton et al. 2001) due 
in part to the ice-albedo feedback (Curry et al. 1996). As a result of rising temperatures, the 
Arctic cryosphere has been decreasing in thickness and extent (Comiso et al. 2008, Nghiem et al. 
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2007, Hinzman et al. 2005). A warmer Arctic would yield a lessened temperature gradient across 
the northern hemisphere that would cause a northward shift in storm track (Chapman and Walsh 
2007, IPCC AR4 2007) and heat waves (Meehl and Tebaldi 2004), provide a smaller heat sink 
for the global energy budget, and cause a shift in biological life (Hinzman et al. 2005). 
In order to understand the complex system of climate change, there is a reliance on 
models and reanalyses for providing an understanding of the processes producing the observed 
changes. This is particularly true in the Arctic where there are few quality, long-term surface 
observations. Of these, basic meteorological parameters (temperature, pressure, winds, and 
humidity) show the most observation to simulated (model and reanalysis) parameter agreement 
(Birch et al. 2009, Tjernstrom et al. 2005, Beesley et al. 2000). Biases in modeled turbulent 
fluxes have been noted to be small (Birch et al. 2009, Tjernstrom et al. 2005) while other studies 
have shown them to be large (Beesley et al. 2000). Practically no correlation in simulated cloud 
fraction exists, but surface radiation is reasonably reproduced (Wyser et al. 2007). When 
reanalysis do capture cloud fraction, radiative fluxes are well represented (Walsh et al. 2009); 
however, there are often too few clouds or too optically thin clouds (Bromwich et al. 2007). 
Many reanalyses determine cloud presence and phase based primarily on temperature. This being 
the case, they often report too many ice clouds, which are more optically thin than liquid clouds 
(Shupe and Intrieri 2004) and thus have a different, but significant impact on downwelling short 
and longwave radiation (Weidle and Wernli 2008). 
Sea ice extent and thickness depends heavily on the surface-atmosphere heat exchange. 
The primary drivers of this exchange are surface radiative fluxes (Wyser et al. 2007). Clouds 
have the largest impact on surface radiation through longwave and shortwave effects (Shupe and 
Intrieri 2004). A prerequisite to understanding sea ice variance is to understand relationships 
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between clouds, surface radiation, and turbulent fluxes. For confidence to be established in future 
predictions of sea ice evolution in a warming climate, it is vital that the physical representation 
of surface processes be realistically represented. 
This paper investigates ERA-40, ERA-Interim, NCEP/DOE, and JRA-25’s ability to 
capture an annual cycle of observed relationships between surface meteorological parameters, 
turbulent and radiative fluxes, and cloud properties during the SHEBA field experiment. It is 
hypothesized that reanalyses will simulate surface meteorological parameters and α well leading 
to good turbulent and upwelling radiative flux representation, but have difficulty reproducing 
cloud properties leading to poor downwelling radiative flux representation; the combination of 
these will lead to a realistic representation of the surface energy budget. Section 2 outlines 
equations used in this analysis. Descriptions of the SHEBA field campaign and each of the 
reanalyses are respectively given in sections 3 and 4. Observation-reanalyses comparisons of 
meteorological parameters, turbulent fluxes, cloud properties, radiative fluxes, and the surface 
energy budget (SEB) are illustrated in section 5. Conclusions are summarized in section 6. 
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CHAPTER 2 
 
Theoretical Background 
 
This section presents the background equations to this analysis. Definitions are given for 
friction velocity, turbulent fluxes, radiative fluxes, and the total surface energy budget (SEB). 
 Friction velocity u* describes the near surface wind stress and is defined as 
 
    (1) 
 
where the covariances represent the vertical fluxes of the u and v components of horizontal 
momentum, respectively. Surface stress τ is defined as  , where τx and τy are the 
zonal and meridional components of the surface stress, respectively, ρ is the air density at the 
surface, CM is the transfer coefficient of momentum, and U10m are the winds measured at a height 
of 10 m. The first definition was used for the NCEP/DOE and JRA-25 reanalyses while the 
second was used for the ECMWF reanalyses. 
 Sensible heat Hs is directly proportional to the product between u* and the vertical 
temperature flux t*, and latent heat Hl is directly proportional to the product between u* and the 
vertical humidity flux q* 
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    (2) 
     (3) 
 
where Cp is the specific heat of air at constant pressure, CT is transfer coefficient of temperature, 
Tatm is the temperature of the atmosphere (for this study, Tatm is measured at 2 m (i.e., T2m)), and 
Tsfc is the temperature of the surface. In the equation for Hl, Lv is the latent heat of vaporization 
or sublimation, Cq is the transfer coefficient of humidity, and Qatm and Qsfc are the water vapor 
density of the atmosphere and surface, respectively. CT and Cq are defined as  
 
           (4) 
           (5) 
 
where αH and αE are the ratios of scalar turbulent diffusivities, k is the von Karman constant 
(0.4), z is the height above the surface, zo is the roughness length for wind speed, and zT and zq 
are  the roughness lengths of temperature and humidity. 
 Surface albedo α relates the downwelling (denoted by a “d” subscript) and upwelling 
(denoted by a “u” subscript) shortwave (SW) components 
 
      (6) 
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while the surface temperature Tsfc and emissivity ε relate the downwelling and upwelling 
longwave (LW) components 
 
         (7) 
 
where σ is the Stefan-Boltzmann constant (5.67 x 10-8 W m-2 K-4). Net radiative fluxes (SWnet 
and LWnet) are defined as the difference between the downwelling and upwelling components of 
SW and LW radiation. Net radiation Radnet is the sum of SWnet and LWnet. 
The total surface energy budget SEB at the surface-atmosphere interface is obtained by 
combining the above turbulent and radiative fluxes, and the conductive flux through the surface 
C 
 
        (8) 
 
Throughout this analysis, radiative fluxes are defined such that a positive (negative) flux 
represents energy gained (lost) by the surface. The opposite is the case for turbulent fluxes. 
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CHAPTER 3 
 
Observations 
 
 Observations used in this analysis were gathered at the Surface Heat Budget of the Arctic 
Ocean (SHEBA) field campaign. The year-long field campaign took place in the Beaufort and 
Chukchi Seas (75-80˚N, 143-167˚W) from November 1997 through September 1998 onboard the 
Canadian icebreaker Des Groseilliers. The Atmospheric Surface Flux Group (ASFG) conducted 
measurements on a multiyear ice floe to collect atmospheric surface energy fluxes. ASFG 
deployed a 20 meter tower that was located 280-350 m from the ship. Originally set 
approximately 200 m from the ship, the tower had been displaced by about 300 m by summer. It 
was not necessary to relocate the tower during the melt season due to intentional placement on 
stable multiyear ice. 
The meteorological dataset used in this analysis consisted of Tsfc, two meter temperature 
T2m, surface pressure p, ten meter wind speed U10m, relative humidity RH, and mixing ratio w 
(from which specific humidity q was calculated). Instrument name, height above surface, and 
sampling rate are listed in Table 1. The Vaisala T/RH probe had a temperature and RH 
uncertainty of ±0.5˚C and ±1%, respectively, for temperature ranges of -70 to 50˚C (Persson et 
al. 2002). Tsfc was also measured with an Eppley radiometer except for a period in May when it 
was deemed unreliable and a Barnes radiometer was used (Persson et al. 2002). 
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Parameter Instrument Height above 
surface (m) 
Sampling 
Rate 
Tsfc Eppley radiometer 
Barnes radiometer 
0 5 s (1 min) 
T2m Vaisala HMP235 T/RH 
Probe 
2.2 (1.9-3) 5 s (1 min) 
p Vaisala PTB digital 
barometer 
0.5 1 s (5 min) 
U10m Applied Technologies 
Inc. Sonic Anemometer 
8.9 (8.5-9.6) 10 Hz 
w Ophir fast hygrometer 8.1 (7.7-8.8) 20 Hz 
RH Vaisala HMP235 T/RH 
Probe 
2.2 (1.9-3) 1 s (5 min) 
Longitude/
Latitude 
Lowrance Global 
Positioning System 
N/A 2 Hz 
Table 1: Instrument name, height above surface (heights in parenthesis are ranges due to surface 
level changes; the average height is given in front of the parenthesis), and sampling rate (times 
given in parenthesis are the time average intervals the data was stored in, if different than the 
sampling rate) for meteorological parameters gathered by the SHEBA ASFG (Persson et al. 
2002). The pressure sensor was located at the Florida Portable Automated Mesonet station. 
 
 Turbulent fluxes were gathered by sonic anemometers mounted at 2.2 (1.9-3), 3.2 (2.8-
3.9), 5.1 (4.7-5.8), 8.9 (8.5-9.6), 13.8 (13.6-15.0), and 18.2 (17.6-18.8) m on the ASFG 20 m 
tower at a sampling rate of 10 Hz and linearly detrended every hour (heights are presented in the 
same manner as Table 1; Persson et al. 2002). Hs values were also measured using a Scintec 
scintillometer at a height of 2.6-2.88 m with a sampling rate of 1 min. In addition, Hl values were 
from eddy correlation measurements collected with an Ophir fast hygrometer at a distance of 8.1 
(7.7-8.8) m above the surface with a sampling rate of 20 Hz. Bulk flux estimates were generated 
from hourly averaged Tsfc, T2m, humidity, and wind speed from the Coupled Ocean Atmosphere 
Response Experiment (COARE) sea-air flux algorithm (Fairall et al. 1996). Air flow from the 
9 
ship and through the tower were filtered out of flux measurements. The roughness length used in 
the bulk parameterizations for velocity was 4.5 x 10
-4
 m and the temperature and moisture 
roughness lengths are those from the snow-ice parameterization defined by Andreas (1987). This 
study makes use of the eddy correlation values (i.e., the direct turbulent flux measurements) for 
Hs and Hl. When these were not valid for Hl (mainly during the winter), the bulk 
parameterization values were used. The uncertainty in Hs was about ±1 W m
-2
 and Hl was less 
than ±4 W m
-2
 (Persson et al. 2002). 
 Cloud occurrence and liquid/ice water paths (L/IWP) used in this analysis were derived 
from ground-based remote sensing instruments. The Depolarization and Backscatter Unattended 
Lidar (DABUL) was housed in an environmentally controlled, weatherproof container on the 
helicopter deck of the ship. It began collecting data 1 November 1997 and ceased operation on 8 
August 1998 due to laser failure (Intrieri et al. 2002a) after which a ceilometer was used (Intrieri 
et al. 2002b). The DABUL’s depolarization ratio allows for distinction between spherical (e.g., 
cloud water droplets, fog, small raindrops) and nonspherical (e.g., large oblate raindrops, 
snowflakes, ice crystals) atmospheric particles. In order to reduce ambiguous depolarization 
signatures, the DABUL was tilted 5 degrees from the vertical. Operating at 523 μm, the DABUL 
had a vertical range from the surface up to 20 km. Time averages were obtained every 5 s 
(Intrieri et al. 2002a). The Millimeter Cloud Radar (MMCR) measured reflectivity, Doppler 
velocity, and Doppler spectral width. This fixed, vertically pointing antenna was housed on the 
helicopter deck in a seatainer approximately 25 feet from the DABUL. The MMCR was 
specifically designed to be sensitive to nonprecipitating clouds. Operating at 35 GHz (λ = 8.66 
mm, Ka-band), the MMCR had a vertical range from the surface to 15 km, detection threshold of 
-49 dBZ, and used 45 m range gates. Time averages were obtained every 9 s (Intrieri et al. 
10 
2002a). For a more rigorous description of the DABUL and MMCR, refer to Sassen (1991) and 
Moran et al. (1998), respectively. 
 Radiative fluxes were measured with radiometers located at the base of ASFG’s 20 m 
tower. Broadband longwave (LW) radiation was collected using an Eppley Precision Infrared 
Radiometer (PIR) hemispheric flux pyrgeometer (dome bandpass in the 4.0-50.0 μm wavelength 
range) while shortwave (SW) was collected using an Eppley Precision Solar Pyranometer (PSP) 
broadband radiometer (dome bandpass in the 0.29-2.8 μm wavelength range; Persson et al. 
2002). Both of these instruments were deployed and operated by the SHEBA ASFG. In order to 
include downwelling and upwelling components, a PIR and PSP pair were mounted facing the 
sky and another pair were mounted facing the undisturbed snow. The radiometers were 
maintained (i.e., kept relatively ice-free) throughout the duration of the campaign as they had 
regular personal attention, close ship proximity, and fans installed (Intrieri et al. 2002b). The 
instruments were placed nominally two meters above the surface; however by spring, there was 
relatively deep snow (~30 cm) in the radiometers’ vicinity. Mean and standard deviation values 
were stored every minute and averaged into one hour intervals. LW was derived following 
Fairall et al. (1998) and SW was computed directly from the PSP thermopile values; laboratory 
calibrations were performed before and after deployment. SW was corrected for temperature and 
solar zenith angle effects. The PIR had an uncertainty of ±2.5 W m
-2
 for upwelling and 
downwelling LW components and ±4 W m
-2
 for LWnet (Persson et al. 2002). The PSP 
uncertainty for SWd had a mean of ±3% with a bias of -5 to 1 W m
-2
, SWu had a mean 
uncertainty of ±3% with a bias of -3 to 0 W m
-2
, and SWnet had a mean uncertainty of ±4.5% 
with a bias of -6 to 0 W m
-2
 (Persson et al. 2002). Albedo (α) data used in this analysis was 
calculated from the SWu and SWd measurements. 
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CHAPTER 4 
 
Reanalyses 
 
The reanalyses are an observation-model hybrid in which past observations are analyzed 
and re-analyzed with a fixed data assimilation system and model. They provide a gridded, three-
dimensional state of the atmosphere by assimilating observations (e.g., temperature, pressure, 
winds, humidity) and model-derived fields (e.g., radiative and turbulent fluxes, cloud properties). 
At the initiation of the reanalyses, the model is run for a specified time interval and then 
generates instantaneous output data which is used to create forecasts. The forecast output is 
stored at regular intervals as forecast variables (i.e., there is no observational input). Forecast 
variables are assimilated with observations to produce the reanalysis six hourly output. The data 
generated from this output are referred to as analyses variables. Majority of the products used in 
this analysis were output at six hourly intervals. The exception is in Figs. 2a and 4 where ERA-
Interim is plotted as twelve hourly since 6 hourly forecast variables were not available. In 
addition, ERA-40 and ERA-Interim show forecast temperatures, winds, and sensible heat in Figs. 
2a and 4. 
Information from observational input spreads spatially with each succeeding model run; 
observations at one point influences the reanalysis at surrounding points, advancing with each 
model run. All reanalyses presented here implement observational data from satellites (after 
12 
1970), aircraft, ships, ocean-buoys, radiosondes, and other such platforms (Onogi et al. 2007, 
Simmons et al. 2007, Uppala et al. 2005, Kalnay et al. 1996), including observations collected at 
SHEBA (e.g., rawinsondes). Reanalyses are dependent on the physics of the background forecast 
and assumptions made in the initiation of error statistics. The dependence of the model on 
observations is determined by the density and accuracy of the observational data which is 
determined in the error statistics. This dependence varies from location to location and from 
variable to variable. Due to the spatially and temporally sparse Arctic observational data, 
reanalyses are commonly used as the best guess representation of reality. This study will 
examine the accuracy of this statement. 
 
4.1. ECMWF 
 
4.1.1. ERA-40 
The European Center for Medium-Range Weather Forecasts (ECMWF) 45-year 
Reanalysis (ERA-40) runs from September 1957 through August 2002 and has a 1.125˚ x 1.125˚ 
(~125 km, T159) resolution. This second-generation reanalysis contains 60 vertical layers (23 
standard pressure levels) and implements a three-dimensional variational assimilation (3D Var) 
scheme (Uppala et al. 2005). 
 
4.1.2. ERA-Interim 
ECMWF’s next-generation reanalysis (ERA-Interim) runs from January 1989 through 
July 2009 and has a 0.7˚ x 0.7˚ (~72 km, T255) resolution, but is currently publically available in 
a 1.5˚ x 1.5˚ (~154 km) resolution. As with ERA-40, ERA-Interim contains 60 vertical layers (23 
standard pressure levels), but implements a 4D Var scheme. 
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4.2. NCEP/DOE AMIP-II Reanalysis 
 
 The National Centers for Environmental Prediction/Department of Energy (NCEP/DOE) 
Atmospheric Model Intercomparison Project (AMIP-II) Reanalysis (R-2) runs from January 
1979 through December 2008 and has a 1.875˚ x 1.889˚ (~210 km, T62) resolution (Kanamitsu 
et al. 2002). NCEP/DOE contains 28 vertical layers (17 standard pressure levels) and implements 
a 3D Var scheme (Kalnay et al. 1996). NCEP/DOE is an improvement on NCEP-National Center 
for Atmospheric Research (NCAR) Reanalysis (R-1), but is not considered a second-generation 
reanalysis. Corrections were made to human processing errors identified in R-1 which has led to 
significant improvements in several fields (e.g., snow cover, oceanic α, RH-cloudiness 
relationships, snowmelt) in addition to improvements on the reanalysis system (Kanamitsu et al. 
2002). 
 
4.3. JRA-25 
 
 The Japanese 26-year Reanalysis (JRA-25) runs from January 1979 through December 
2004 and has a 1.125˚ x 1.125˚ (~120 km, T106) resolution. Produced by the Japan 
Meteorological Agency (JMA), this second-generation reanalysis contains 40 vertical layers (23 
standard pressure levels) and implements a 3D Var scheme (Onogi et al. 2007). 
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CHAPTER 5 
 
 
Reanalyses Evaluation 
 
5.1. Introduction 
 
The evaluation of reanalysis performance presented here involves the comparison of 
single point observational measurements to grid box averaged diagnostics, both of which could 
represent different physical processes. The best attempt at equalizing these two values is to 
interpolate the reanalyses’ grid to the SHEBA location. Despite this approach, observational 
values will represent local conditions over the pack ice (snow, ice, and melt ponds) while 
reanalyses will include all effects acting within the reanalysis grid box, including open leads 
which can be a significant moisture source. This being the case, conditions in the immediate 
vicinity of open leads can be quite different than conditions over pack ice (Birch et al. 2009). 
However, Birch et al. (2009) showed there is not a significant air temperature variation over 
small distances or between the middle and edges of an ice floe. Considering these differences 
and the results of Birch et al. (2009), a point to grid comparison is adequate. 
In this analysis, each reanalyses product is interpolated to the SHEBA position based on 
the ASFG’s tower location; these values are used to create scatter plots. The interpolated 
reanalyses values and SHEBA data are then averaged into 7-day running means and plotted as 
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time series. The seven day time interval was chosen since it provided a sufficient amount of 
smoothing to daily variations while preserving overall trends (1, 3, 5, 11, 21, and 31 day running 
means were also tested).  
Basic statistics of the interpolated data on annual and seasonal time scales are presented 
in Tables 2-6, comparing six hourly reanalyses and observational data output. The second line of 
statistics for Tsfc, T2m, U10m, and Hs are six hourly statistics for ERA-40’s forecast dataset and 
twelve hourly statistics for ERA-Interim’s forecast dataset (six hourly forecast data was not 
available for ERA-Interim). The annual cycle runs from November 1997 through September 
1998 (YD 305-635; Note: the year day designation is based on 1 January 1997 and are referred 
to as year day YD). Each season is defined as follows: autumn includes November 1997 and 
September 1998 (YD 305-335 and 609-635), winter runs from December 1997 through February 
1998 (YD 336-424), spring runs from March 1998 through May 1998 (YD 425-516), and 
summer runs from June 1998 through August 1998 (YD 517-608). 
Observational mean and standard deviation are given along with reanalyses mean bias, 
standard deviation bias, correlation coefficient, and index of agreement. Note: Seasonal SEB 
mean biases balance to within 1.5 W m
-2
 for SHEBA and within 1 W m
-2
 for the reanalyses of 
the annual mean bias shown in Tables 2-6. The mean bias MB and standard deviation bias SB 
are the difference between reanalysis and observed mean and standard deviation, respectively. If 
observations are well represented, then the magnitudes of MB and SB will be low. This analysis 
also makes use of the correlation coefficient r and index of agreement IA. Information on the 
phase can be deduced from r, while IA provides insight into the behavior of the overall signal 
(defined by the phase and amplitude) and is given by 
 
  
Annual ERA-40 ERA-Interim NCEP/DOE JRA-25 
Variable Units 
Obs 
Mean 
Obs σ MB SB r IA MB SB r IA MB SB r IA MB SB r IA 
Tsfc K 257.62 13.81 
2.07 -1.58 0.93 0.97 1.98 -4.55 0.93 0.97 
-0.94 -0.29 0.93 0.98 2.29 -1.51 0.90 0.96 
2.03 -1.01 0.96 0.98 1.85 -1.37 0.96 0.98 
T2m K 258.51 13.21 
1.04 -0.38 0.96 0.99 0.94 -4.29 0.96 0.99 
-0.41 0.04 0.95 0.99 1.80 -1.04 0.91 0.97 
1.83 -0.54 0.97 0.99 1.51 -0.94 0.97 0.99 
RH % 86.58 9.61 -3.03 -0.27 0.81 0.92 -1.39 -0.37 0.85 0.95 6.65 -4.03 0.12 0.56 0.75 -1.67 0.33 0.75 
q g kg
-1
 1.72 1.43 0.04 0.01 0.97 0.99 0.05 0.02 0.97 0.99 -0.03 -0.06 0.96 0.99 0.04 0.00 0.93 0.98 
p hPa 1016.13 11.47 0.03 -0.11 0.93 0.98 -0.09 -0.22 0.93 0.98 0.98 0.21 0.95 0.99 0.05 -0.19 0.92 0.98 
U10m m s
-1
 4.82 2.5 
-0.37 -0.11 0.46 0.82 0.35 -0.29 0.49 0.83 
0.51 0.67 0.62 0.87 0.61 0.14 0.42 0.79 
0.19 0.01 0.69 0.91 0.46 0.02 0.69 0.90 
u* m s
-1
 0.18 0.13 0.02 -0.02 0.57 0.85 0.04 -0.02 0.36 0.75 0.10 0.04 0.50 0.75 0.06 0.00 0.29 0.70 
Hs W m
-2
 -2.84 9.9 
-3.02 1.04 0.12 0.57 -0.94 -0.91 0.10 0.59 
-22.16 7.61 0.17 0.42 -8.81 3.01 0.03 0.45 
-0.21 -4.22 -0.17 0.58 1.94 -2.10 0.01 0.44 
Hl W m
-2
 0.93 2.9 3.13 4.16 0.11 0.40 2.11 2.12 0.12 0.50 1.15 4.93 0.05 0.36 2.62 5.70 0.01 0.24 
Cld Frac % 84.16 29.63 -0.22 -3.10 0.19 0.67 2.14 -3.34 0.27 0.72 -45.64 1.94 0.14 0.50 -28.59 3.26 0.12 0.55 
LWP g m
-2
 49.12 166.23 -18.28 -111.90 0.12 0.36 -13.16 -74.79 0.21 0.52 - - - - -1.29 -67.90 0.05 0.37 
IWP g m
-2
 51.08 134.92 -4.02 -85.82 0.19 0.47 4.23 -69.41 0.23 0.53 - - - - - - - - 
SWd W m
-2
 109.54 153.05 -8.19 -6.28 0.27 0.71 -7.63 -5.30 0.26 0.70 22.96 20.13 0.27 0.71 6.84 3.77 0.04 0.47 
SWu W m
-2
 82.03 113.73 -12.26 -8.95 0.29 0.72 -9.87 -8.46 0.25 0.69 27.99 29.32 0.28 0.70 -11.02 -18.17 0.04 0.48 
SWnet W m
-2
 27.51 48.17 4.07 -0.26 0.24 0.68 2.24 -0.79 0.31 0.72 -5.03 -17.60 0.16 0.57 17.85 13.26 0.03 0.40 
LWd W m
-2
 227.62 61.89 -4.37 2.80 0.86 0.96 -4.30 1.06 0.82 0.95 -30.79 -6.05 0.78 0.88 -28.88 -3.56 0.67 0.85 
LWu W m
-2
 249.36 50.93 6.69 -1.37 0.95 0.98 5.60 -3.14 0.93 0.98 -3.77 -1.33 0.93 0.98 4.99 -2.39 0.88 0.97 
LWnet W m
-2
 -21.75 22.02 -11.06 1.88 0.36 0.73 -9.90 1.64 0.29 0.71 -27.02 1.00 0.21 0.57 -33.87 2.68 0.03 0.44 
Radnet W m
-2
 5.76 49.32 -7.00 5.74 0.33 0.75 -7.67 3.46 0.49 0.82 -32.05 -18.32 0.21 0.57 -16.02 10.71 0.09 0.53 
α % 0.77 0.15 -0.08 -0.03 0.37 0.70 -0.06 -0.03 0.53 0.79 0.07 -0.07 0.00 0.33 -0.15 -0.13 0.13 0.39 
SEB W m
-2
 7.67 44.21 -7.11 4.06 0.32 0.73 -8.83 2.68 0.46 0.79 -11.03 -20.7 0.21 0.58 -9.83 3.41 0.11 0.55 
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Table 2: Mean and standard deviation observational values along with mean bias MB, standard 
deviation bias SB, correlation coefficient r, and index of agreement IA for meteorological 
parameters, turbulent fluxes, cloud properties, radiative fluxes, and surface energy budget during 
the annual cycle (YD 305-635) for each reanalyses. The second line of statistics for Tsfc, T2m, 
U10m, and Hs are six hourly statistics for ERA-40’s forecast dataset and twelve hourly statistics 
for ERA-Interim’s forecast dataset. The lowest MB and SB, and highest r and IA are shown in 
bold and underlined for each variable. 
 
            (9) 
 
where R and O denote the reanalysis and observational values, respectively, n is the number of 
observations, and the overbar represents a time mean. In the case where both r and IA are high 
(unity), there is complete signal agreement (phases and amplitudes match). In the opposite case, 
where IA and the absolute value of r are zero, there would be no signal agreement (completely 
out of phase and amplitudes do not match). To gain a better understanding of the relationship 
between these statistics, consider a sine wave. A pair of waves having the same amplitude, but 
shifted π/2 out of phase would have r = 0 and IA = 0.39. For an in phase pair of waves with one 
wave having twice the amplitude of the other, r = 1 and IA = 0.89. If one wave is π/4 out of 
phase from another wave and it has twice the amplitude, then r = 0.71 and IA = 0.74. In Tables 
2-6, the reanalysis statistics agreeing most to the observations are highlighted for each variable, 
where the value closest to zero for MB and SB, and the closest value to one for r and IA are bold 
and underlined. 
Several reanalyses did not contain RH and q, and thus were calculated from temperature, 
dew point temperature, and surface pressure. The processes used for this are detailed below. For 
the ECMWF reanalyses, RH and q were calculated from T2m, dew point temperature Td, and p 
using the following: 
  
Autumn ERA-40 ERA-Interim NCEP/DOE JRA-25 
Variable Units 
Obs 
Mean 
Obs σ MB SB r IA MB SB r IA MB SB r IA MB SB r IA 
Tsfc K 258.28 11.11 
2.64 -2.68 0.84 0.92 2.68 -2.75 0.85 0.92 
-1.29 -1.25 0.84 0.95 0.66 -1.79 0.81 0.94 
2.03 -1.01 0.96 0.98 1.85 -1.37 0.96 0.98 
T2m K 258.74 10.46 
1.10 -1.38 0.90 0.96 0.98 -1.24 0.90 0.97 
-0.68 -0.81 0.89 0.97 0.48 -1.26 0.83 0.95 
1.83 -0.54 0.97 0.99 1.51 -0.94 0.97 0.99 
RH % 88.02 8.17 -2.31 -0.81 0.81 0.92 -1.02 -1.02 0.86 0.95 6.69 -3.11 0.17 0.58 1.06 -1.95 0.10 0.57 
q g kg
-1
 1.52 1.11 0.00 -0.06 0.93 0.98 0.01 -0.04 0.94 0.98 -0.08 -0.12 0.88 0.96 -0.17 -0.10 0.87 0.96 
p hPa 1011.79 11.20 -0.18 -0.22 0.87 0.97 -0.22 -0.32 0.87 0.97 1.63 -0.77 0.94 0.98 0.10 -0.24 0.86 0.96 
U10m m s
-1
 5.46 2.96 
-0.58 -0.28 0.52 0.84 -0.14 -0.18 0.52 0.85 
-0.01 0.59 0.71 0.91 0.23 -0.20 0.44 0.81 
0.19 0.01 0.69 0.91 0.46 0.02 0.69 0.90 
u* m s
-1
 0.20 0.14 0.02 -0.02 0.58 0.86 0.03 -0.03 0.29 0.72 0.09 0.04 0.52 0.78 0.05 -0.02 0.22 0.67 
Hs W m
-2
 -2.80 8.60 
-0.82 -2.42 0.00 0.34 1.92 -2.35 0.01 0.39 
-20.16 6.09 0.01 0.33 -12.70 0.64 0.03 0.30 
0.66 -4.76 0.03 0.36 -0.69 -2.27 0.03 0.44 
Hl W m
-2
 0.10 2.95 1.86 0.06 0.00 0.30 1.57 -0.49 0.00 0.22 0.53 2.61 0.01 0.24 -0.93 0.12 0.09 0.15 
Cld Frac % 86.08 28.9 8.50 -15.92 0.24 0.60 9.72 -17.97 0.19 0.53 -34.06 2.45 0.25 0.59 -23.09 3.04 0.22 0.62 
LWP g m
-2
 90.61 74.01 -24.47 -28.35 0.07 0.55 -13.65 -21.86 0.08 0.54 - - - - -36.50 -26.33 0.02 0.38 
IWP g m
-2
 64.92 129.79 -7.17 -86.04 0.19 0.46 3.16 -96.37 0.30 0.53 - - - - - - - - 
SWd W m
-2
 15.85 35.64 -4.98 -6.93 0.07 0.50 1.08 2.88 0.03 0.37 0.54 5.38 0.08 0.50 1.45 9.95 0.01 0.18 
SWu W m
-2
 13.22 29.64 -6.12 -11.09 0.07 0.48 -0.31 -0.57 0.03 0.38 -0.77 2.36 0.07 0.48 -2.76 -2.07 0.01 0.22 
SWnet W m
-2
 2.63 6.06 1.14 4.44 0.07 0.42 1.38 3.58 0.04 0.29 1.31 6.90 0.06 0.35 4.21 11.98 0.01 0.06 
LWd W m
-2
 234.23 49.41 -4.49 -4.05 0.77 0.93 -2.47 -4.96 0.58 0.86 -30.37 -1.91 0.65 0.82 -42.40 -8.85 0.47 0.69 
LWu W m
-2
 247.97 38.95 6.10 -6.40 0.88 0.95 6.63 -6.85 0.80 0.93 -6.71 -3.5 0.83 0.94 -4.94 -5.75 0.78 0.93 
LWnet W m
-2
 -13.74 16.91 -10.58 2.21 0.30 0.69 -9.10 1.85 0.08 0.53 -23.66 2.87 0.20 0.55 -37.46 0.67 0.00 0.33 
Radnet W m
-2
 -11.10 18.31 -9.45 4.05 0.26 0.67 -7.72 2.79 0.11 0.56 -22.35 6.04 0.17 0.55 -33.24 3.99 0.01 0.37 
α % 0.82 0.10 -0.16 -0.01 0.01 0.25 -0.12 -0.05 0.00 0.29 -0.06 0.12 0.02 0.05 -0.20 -0.09 0.01 0.36 
SEB W m
-2
 -8.40 13.13 -10.49 9.40 0.26 0.62 -11.20 6.44 0.14 0.54 -2.73 9.13 0.16 0.59 -19.62 3.33 0.01 0.40 
 
Table 3: Same as Table 2, but for autumn (YD 305-335 and 609-635).  
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Winter ERA-40 ERA-Interim NCEP/DOE JRA-25 
Variable Units 
Obs 
Mean 
Obs σ MB SB r IA MB SB r IA MB SB r IA MB SB r IA 
Tsfc K 240.10 6.31 
3.10 -2.22 0.54 0.76 3.73 -2.37 0.55 0.73 
-0.56 -0.16 0.65 0.89 3.35 -3.33 0.36 0.63 
2.03 -1.01 0.96 0.98 1.85 -1.37 0.96 0.98 
T2m K 241.54 5.67 
0.93 -0.79 0.72 0.91 1.12 -0.85 0.75 0.91 
-0.58 -0.24 0.65 0.89 2.28 -2.68 0.30 0.64 
1.83 -0.54 0.97 0.99 1.51 -0.94 0.97 0.99 
RH % 75.65 3.20 -3.69 -0.24 0.32 0.59 -1.84 -0.01 0.42 0.74 14.36 4.73 0.17 0.28 4.79 6.21 0.06 0.37 
q g kg
-1
 0.24 0.16 0.00 -0.03 0.67 0.90 0.01 -0.02 0.70 0.90 0.02 -0.01 0.71 0.91 -0.03 -0.08 0.35 0.65 
p hPa 1022.80 11.84 -0.26 -0.02 0.91 0.98 -0.37 -0.26 0.92 0.98 3.27 -0.23 0.97 0.97 -0.13 -0.34 0.90 0.97 
U10m m s
-1
 5.23 3.08 
-0.22 -0.21 0.6 0.88 0.96 -0.09 0.69 0.89 
1.09 0.75 0.77 0.90 1.29 -0.07 0.61 0.85 
0.19 0.01 0.69 0.91 0.46 0.02 0.69 0.90 
u* m s
-1
 0.18 0.15 0.07 -0.03 0.74 0.86 0.09 -0.03 0.63 0.79 0.17 0.04 0.69 0.73 0.13 -0.02 0.49 0.71 
Hs W m
-2
 -8.78 9.52 
-2.72 0.84 0.10 0.60 -1.91 -0.39 0.01 0.49 
-24.94 6.79 0.19 0.39 -11.59 -1.34 0.14 0.52 
2.95 -3.72 0.09 0.53 -3.61 -2.13 0.04 -0.53 
Hl W m
-2
 -0.14 0.60 0.87 1.24 0.00 0.20 0.75 1.42 0.00 0.16 1.70 2.85 0.00 0.13 0.90 0.63 0.00 0.22 
Cld Frac % 62.95 37.39 0.55 -2.39 0.16 0.66 -0.12 0.29 0.24 0.72 -38.54 -6.00 0.22 0.61 -24.77 -6.46 0.20 0.64 
LWP g m
-2
 11.51 29.24 -10.72 -27.08 0.29 0.29 -13.17 -30.23 0.21 0.32 - - - - 8.99 22.14 0.14 0.51 
IWP g m
-2
 47.06 149.65 -14.96 -105.38 0.09 0.30 2.62 -72.92 0.15 0.46 - - - - - - - - 
SWd W m
-2
 2.15 8.75 -1.24 -5.25 0.00 0.14 0.58 2.07 - 0.00 -0.77 -3.48 0.00 0.12 -0.72 -3.58 0.01 0.12 
SWu W m
-2
 1.79 7.22 -1.11 -4.60 0.00 0.15 0.41 1.48 - 0.00 -0.60 -2.69 0.00 0.12 -1.00 -4.30 0.00 0.14 
SWnet W m
-2
 0.36 1.67 -0.13 -0.78 0.00 0.10 0.17 0.59 - 0.00 -0.17 -0.92 0.00 0.11 0.27 0.58 0.00 0.05 
LWd W m
-2
 160.61 35.97 -8.77 -2.04 0.72 0.91 -5.63 -3.34 0.54 0.85 -20.25 -2.88 0.62 0.82 -21.21 -17.94 0.44 0.66 
LWu W m
-2
 190.29 20.79 6.67 -4.73 0.61 0.84 8.81 -6.91 0.54 0.78 -0.71 -2.69 0.72 0.91 6.22 -11.44 0.41 0.66 
LWnet W m
-2
 -29.68 17.58 -15.44 3.84 0.55 0.74 -14.44 3.30 0.33 0.67 -19.54 2.58 0.34 0.63 -27.43 -5.86 0.23 0.49 
Radnet W m
-2
 -29.32 17.50 -15.57 3.93 0.55 0.74 -14.27 3.23 0.34 0.67 -19.71 2.75 0.34 0.63 -27.16 -5.64 0.24 0.50 
α % 0.84 0.07 -0.16 -0.01 0.01 0.25 -0.12 -0.05 0.00 0.29 -0.06 0.12 0.02 0.05 -0.20 -0.09 0.01 0.36 
SEB W m
-2
 -20.40 12.39 -13.73 9.24 0.46 0.65 -13.11 8.44 0.32 0.61 3.53 -0.41 0.27 0.71 -16.47 -3.99 0.17 0.50 
Table 4: Same as Table 2, but for winter (YD 336-424). 
19 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5: Same as Table 2, but for spring (YD 425-516). 
Spring ERA-40 ERA-Interim NCEP/DOE JRA-25 
Variable Units 
Obs 
Mean 
Obs σ MB SB r IA MB SB r IA MB SB r IA MB SB r IA 
Tsfc K 257.01 8.14 
2.59 -1.15 0.73 0.89 1.77 -1.59 0.73 0.90 
-0.92 -0.10 0.76 0.93 4.12 -0.54 0.69 0.85 
2.03 -1.01 0.96 0.98 1.85 -1.37 0.96 0.98 
T2m K 257.43 7.76 
1.43 -0.63 0.81 0.94 1.11 -0.79 0.82 0.94 
-0.37 -0.07 0.83 0.95 3.55 -0.38 0.74 0.88 
1.83 -0.54 0.97 0.99 1.51 -0.94 0.97 0.99 
RH % 83.44 5.76 -1.73 -0.05 0.37 0.75 -0.23 -0.41 0.45 0.81 10.53 -1.13 0.03 0.39 3.03 0.34 0.05 0.53 
q g kg
-1
 1.13 0.80 0.08 0.01 0.89 0.97 0.07 0.01 0.89 0.97 0.07 0.01 0.92 0.98 0.30 0.14 0.81 0.91 
p hPa 1016.57 10.91 0.04 -0.11 0.94 0.98 -0.06 -0.11 0.94 0.98 -0.06 -0.21 0.98 0.99 -0.01 -0.13 0.93 0.98 
U10m m s
-1
 4.83 2.19 
-0.71 -0.15 0.43 0.78 -0.05 0.11 0.49 0.83 
0.30 0.73 0.70 0.89 0.22 0.16 0.42 0.80 
0.19 0.01 0.69 0.91 0.46 0.02 0.69 0.90 
u* m s
-1
 0.19 0.11 0.01 -0.01 0.53 0.84 0.02 -0.01 0.32 0.74 0.08 0.04 0.51 0.74 0.04 0.00 0.31 0.72 
Hs W m
-2
 -0.60 11.26 
-4.55 -2.22 0.15 0.61 -0.71 -2.20 0.06 0.51 
-22.28 7.39 0.12 0.42 -4.21 5.03 0.04 0.26 
0.18 -4.28 0.18 0.59 5.75 -0.729 0.04 0.31 
Hl W m
-2
 1.43 3.10 3.70 4.90 0.11 0.40 2.10 2.68 0.10 0.48 3.31 7.88 0.12 0.37 6.93 9.75 0.01 0.18 
Cld Frac % 89.80 24.18 -6.09 2.98 0.19 0.65 -0.61 -0.51 0.27 0.72 -52.35 3.51 0.03 0.35 -36.63 6.32 0.01 0.36 
LWP g m
-2
 26.02 39.15 -18.23 -19.67 0.16 0.55 -17.08 -13.59 0.18 0.60 - - - - -0.22 7.47 0.09 0.09 
IWP g m
-2
 31.76 115.57 4.96 -76.47 0.14 0.40 16.31 -35.57 0.12 0.48 - - - - - - - - 
SWd W m
-2
 178.93 167.94 -19.49 -3.62 0.07 0.56 -3.04 7.93 0.05 0.49 13.46 8.34 0.06 0.54 -9.46 -4.93 0.07 0.21 
SWu W m
-2
 149.77 134.92 -24.18 -5.83 0.08 0.58 -12.61 -2.92 0.03 0.48 11.03 10.53 0.07 0.57 -48.47 -36.83 0.07 0.27 
SWnet W m
-2
 29.15 35.52 4.69 0.15 0.02 0.46 9.57 10.57 0.10 0.51 2.43 -4.59 0.01 0.40 39.01 29.50 0.07 0.14 
LWd W m
-2
 226.65 38.32 -8.19 1.09 0.58 0.86 -11.70 -4.25 0.51 0.82 -35.61 -5.62 0.42 0.66 -29.00 2.61 0.30 0.66 
LWu W m
-2
 251.25 29.37 8.34 -0.30 0.82 0.93 3.65 -2.72 0.71 0.91 -4.34 0.54 0.77 0.93 13.20 3.30 0.66 0.86 
LWnet W m
-2
 -24.60 24.32 -16.53 1.24 0.35 0.71 -15.35 -0.53 0.29 0.69 -31.27 -1.03 0.22 0.56 -42.20 -0.92 0.01 0.41 
Radnet W m
-2
 4.55 31.76 -11.84 1.81 0.00 0.41 -5.78 1.88 0.14 0.62 -28.85 -4.09 0.00 0.41 -3.19 26.85 0.09 0.19 
α % 0.84 0.14 -0.06 -0.10 0.00 0.23 -0.06 -0.07 0.02 0.16 0.00 -0.06 0.00 0.03 -0.24 -0.12 0.00 0.30 
SEB W m
-2
 3.72 22.38 -10.99 3.26 0.00 0.36 -7.17 5.24 0.18 0.60 -9.88 -9.24 0.02 0.41 -5.91 12.89 0.08 0.18 
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Table 6: Same as Table 2, but for summer (YD 517-608).
Summer ERA-40 ERA-Interim NCEP/DOE JRA-25 
Variable Units 
Obs 
Mean 
Obs σ MB SB r IA MB SB r IA MB SB r IA MB SB r IA 
Tsfc K 272.58 0.96 
0.41 -0.69 0.05 0.43 0.37 -0.57 0.07 0.46 
-0.95 1.19 0.28 0.54 0.68 0.18 0.14 0.56 
2.03 -1.01 0.96 0.98 1.85 -1.37 0.96 0.98 
T2m K 272.61 1.16 
0.83 0.01 0.24 0.64 0.69 -0.03 0.28 0.67 
-0.09 0.81 0.40 0.73 0.61 -0.05 0.20 0.63 
1.83 -0.54 0.97 0.99 1.51 -0.94 0.97 0.99 
RH % 97.05 3.37 -4.14 0.86 0.12 0.50 -2.25 0.44 0.18 0.59 -2.97 -0.57 0.08 0.51 -4.48 -0.07 0.03 0.42 
q g kg
-1
 3.52 0.32 0.06 0.01 0.44 0.81 0.10 0.01 0.46 0.80 -0.12 0.11 0.46 0.78 0.01 0.00 0.26 0.71 
p hPa 1012.64 8.79 0.29 0.05 0.93 0.98 0.11 -0.07 0.93 0.98 -0.39 -0.23 0.95 0.99 0.17 0.01 0.91 0.98 
U10m m s
-1
 4.26 1.99 
-0.05 0.20 0.27 0.72 0.52 0.34 0.26 0.70 
0.61 0.71 0.31 0.71 0.66 0.44 0.17 0.63 
0.19 0.01 0.69 0.91 0.46 0.02 0.69 0.90 
u* m s
-1
 0.17 0.10 0.00 -0.01 0.47 0.82 0.01 -0.03 0.25 0.70 0.04 0.01 0.37 0.75 0.02 -0.01 0.21 0.68 
Hs W m
-2
 0.92 6.07 
-2.44 7.42 0.01 0.25 -1.58 -1.21 0.00 0.40 
-20.22 9.2 0.14 0.31 -8.20 0.52 0.05 0.42 
-2.43 -3.31 0.24 0.63 4.69 -5.41 0.00 0.34 
Hl W m
-2
 2.09 3.50 5.96 5.56 0.04 0.32 4.07 2.48 0.07 0.46 -1.33 4.01 0.03 0.42 1.90 2.79 0.00 0.31 
Cld Frac % 91.90 21.47 0.12 -7.24 0.01 0.33 2.52 -10.16 0.01 0.35 -50.69 9.93 0.05 0.33 -26.23 10.10 0.02 0.36 
LWP g m
-2
 95.91 266.49 -24.04 -197.6 0.08 0.26 -9.90 
-
133.53 
0.18 0.43 - - - - -6.91 -124.62 0.03 0.30 
IWP g m
-2
 64.45 146.79 -6.21 -87.74 0.27 0.56 -4.96 -72.39 0.27 0.56 - - - - - - - - 
SWd W m
-2
 210.68 156.48 -2.51 -10.20 0.04 0.52 -32.32 -11.37 0.00 0.42 79.18 0.77 0.01 0.44 40.77 -6.35 0.15 0.12 
SWu W m
-2
 136.22 101.00 -12.74 -5.85 0.09 0.59 -27.05 -11.17 0.03 0.46 104.05 27.04 0.03 0.44 20.07 -9.80 0.11 0.15 
SWnet W m
-2
 74.45 67.38 10.23 -9.65 0.01 0.45 -5.27 -6.05 0.01 0.43 -24.87 -37.77 0.00 0.38 20.70 -8.06 0.17 0.12 
LWd W m
-2
 297.40 25.37 5.78 -11.82 0.12 0.55 6.54 -12.08 0.12 0.56 -36.14 2.77 0.15 0.51 -26.62 9.34 0.01 0.40 
LWu W m
-2
 312.76 4.30 5.92 -0.66 0.04 0.43 4.60 -0.28 0.08 0.49 -3.70 5.79 0.08 0.38 0.64 0.99 0.02 0.44 
LWnet W m
-2
 -15.36 23.53 -0.14 -10.31 0.13 0.55 1.94 -10.68 0.10 0.53 -32.44 1.44 0.12 0.51 -27.26 9.60 0.00 0.38 
Radnet W m
-2
 59.09 61.59 10.09 -8.02 0.00 0.42 -3.33 -1.38 0.00 0.35 -57.32 -34.66 0.00 0.42 -6.56 -9.80 0.21 0.14 
α % 0.66 0.12 -0.09 -0.04 0.35 0.66 -0.05 -0.03 0.55 0.79 0.17 -0.10 0.00 0.44 -0.04 -0.10 0.05 0.27 
SEB W m
-2
 56.07 61.26 6.57 -11.62 0.01 0.43 -5.82 -5.32 0.01 0.42 -35.77 -33.5 0.00 0.42 -0.26 -13.01 0.16 0.16 
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          (10) 
 
where s indicates saturation. (Note: RH used in this analysis is with respect to water.) The 
mixing ratio w is defined as 
 
                 (11) 
 
where e is the vapor pressure. Vapor pressure is defined by the empirical form of the Clausius-
Clapeyron equation 
 
              (12) 
 
where eo = 6.112 hPa, b = 17.67, T1 = 273.15 K, and T2 = 29.65 K. The saturation mixing ratio 
ws is defined similarly using the saturation vapor pressure es in which T2m is used in place of Td. 
Specific humidity is defined as 
 
      (13) 
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where e and p are defined above. NCEP provided q, but not Td or RH. As such, the vapor 
pressure was derived from q from which w was calculated. The es, ws, and RH were calculated as 
defined above. Both RH and q were readily available in JRA-25. 
 
5.2. Meteorological Parameters 
 
 This section utilizes the meteorological time series shown in Figure 1a, along with 
statistics presented in Table 2-6. Accompanying each variable’s time series is a visual 
representation of reanalyses statistics from Tables 2-6 (Figure 1b). The mean and standard  
 
 
 
Figure 1a: Time series of reanalyses and observational surface temperature, two meter 
temperature, relative humidity, specific humidity, surface pressure, and ten meter surface winds 
during SHEBA. 
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Figure 1b: Normalized statistics from Tables 2-6 for reanalyses surface temperature, two meter 
temperature, relative humidity, specific humidity, surface pressure, and ten meter surface winds. 
ERA-40 is shown in purple, ERA-Interim in cyan, NCEP/DOE in green, and JRA-25 in yellow. 
Each statistic has five points with each point corresponding to autumn, winter, spring, summer, 
and annual. 
 
deviation biases have been normalized according to  
 
       (14) 
 
where stat is an array containing a given unnormalized statistic for each dataset (all reanalyses 
and SHEBA), stat_min is the minimum value and stat_max is the maximum value of the stat 
array, and the vertical bars represent the absolute value. This array contains four data points so 
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that minimum and maximum pertain the reanalyses with the highest and lowest bias, 
respectively. The definition of the correlation coefficient and index of agreement limits them to 
ranging between 0 and 1; thus they do not need to be normalized. Each statistic has five points 
plotted for each reanalysis, with each point respectively corresponding to autumn, winter, spring, 
summer, and annual. 
Ranging from 230 to 275 K, Tsfc and T2m follow similar variation over time for both 
observations and reanalyses. There is an obvious cool period during the autumn (YD 316-325) in 
which Tsfc is too warm in the ECMWF products while Tsfc and T2m are too warm in JRA-25. 
During the winter, there is a series of cool and warm periods between YD 367-417. JRA-25 is 
generally too warm during this period for both Tsfc and T2m except during YD 394 when it is too 
cool. During both cool periods, ERA-40 and ERA-Interim have too warm Tsfc. ERA-40, ERA-
Interim, and JRA-25 have too warm Tsfc during the spring cool period (YD 474-499); T2m is too 
warm in JRA-25 and the ECMWF products are slightly warmer than observed. NCEP/DOE’s 
Tsfc and T2m are often in agreements with the observations during winter. The summer 
temperatures remain around 273.15 K, the melting point of fresh water. All reanalyses represent 
this reasonably well; however, the summer temperature biases are positive (+0.4 to +0.8 K) for 
the ECMWF products and JRA-25, and negative (-1.0 to -0.1 K) for NCEP/DOE. Going into 
autumn (around YD 590), NCEP/DOE is slightly cooler than observed. ERA-40, ERA-Interim, 
and JRA-25 have positive biases in Tsfc (2.6, 2.7, and 0.7 K, respectively) and T2m (1.1, 1.0, and 
0.5 K, respectively) while NCEP/DOE has a negative bias (-1.3 and -0.7 K, respectively). 
NCEP/DOE has the lowest standard deviation bias for the near surface temperatures, except 
during summer (Fig. 1b). All reanalyses exhibit good correlation during the annual cycle and 
autumn; they are not well correlated during summer. During winter and spring, the correlation 
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coefficient is lower than the index of agreement, indicating that while observations and 
reanalyses differ in phase, they perform fairly well in amplitude. Overall, NCEP/DOE has a 
slightly better annual and seasonal correlation to observed temperatures than the other 
reanalyses. 
From the beginning of the SHEBA campaign through nearly the end of spring, 
NCEP/DOE has considerably too high RH near the surface. JRA-25 is also more moist with 
respect to RH than observed, particularly from midwinter through mid spring (YD 385-470). For 
the remainder of the field campaign, all reanalyses underestimate RH, except for a brief period in 
fall when NCEP/DOE is larger (YD 633). Throughout the duration of the campaign, the 
ECMWF products slightly underpredict RH (-3 to -1.4%), however this underestimation is less 
than the overestimation of NCEP/DOE and JRA-25 (0.8 to 6.7%). The ECMWF products have 
negative biases during the mean annual cycle and for all seasons (-4.1 to -0.2%). NCEP/DOE 
and JRA-25 have positive biases during the mean annual cycle and for all seasons (14.4 to 0.8%) 
except summer when they each have a negative bias (-3 and -4.5%, respectively). The ECMWF 
products have the lowest standard deviation bias (-1.0 to -0.01 %) except summer when JRA-25 
is lowest (-0.1%). ERA-40 and ERA-Interim are well correlated with the observations during the 
annual cycle and autumn while NCEP/DOE and JRA-25 are not (Fig. 1b). During the remaining 
seasons, the ECMWF products are better correlated than NCEP/DOE and JRA-25; however, all 
reanalyses demonstrate a higher index of agreement than correlation coefficient, indicating they 
have a higher amplitude than phase correlation. 
 Throughout autumn 1997 and winter, all reanalyses are nearly identical to the 
observational q values, demonstrating excellent correlation (0.7 to 0.9), except for JRA-25 which 
has a low correlation coefficient during winter (0.4). There is a brief period (around YD 394) 
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when JRA-25 underestimates q, corresponding to the underestimation in T2m. All reanalyses 
demonstrate a low standard deviation bias (-0.1 to 0.1, Tables 2-6). During spring, all reanalyses 
show close signal (phase and amplitude) correlation to observations, ranging from 0.9 to 1.0. 
NCEP/DOE overestimates q on YD 446; JRA-25 also overestimates q between YD 458-515, 
corresponding to a positive bias in T2m during this period. Summer is fairly well simulated with a 
slight underestimation in NCEP/DOE (-0.1 g kg
-1
) and a slight overestimation in the ECMWF 
products and JRA-25 (0.01 to 0.1 g kg
-1
). Towards the end of autumn 1998 (YD 634), all 
reanalyses show a decrease in q while observations show an increase. Again, these behaviors are 
directly related to T2m. 
 Surface pressure is well correlated in all reanalyses during annual and seasonal cycles 
(0.9 to 1.0, Fig. 1b). There are very slight annual and seasonal bias variations, both positive and 
negative, for all reanalyses (-0.4 to 3.3 hPa). The most difficulty in diagnosing p occurs during 
the first part of the campaign (through winter; Fig. 1a) where the ECMWF products have a 
negative bias (-0.4 to -0.2 hPa), NCEP/DOE has a positive bias (1.6 to 3.3 hPa), and JRA-25 has 
a positive bias during autumn (0.1 hPa) and a negative bias during winter (-0.1 hPa). 
All reanalyses appear to capture most observational U10m signals with some notable 
discrepancies (Fig. 1a). U10m is overestimated on YD 340 by NCEP/DOE (by ~ 2.4 m/s), ERA-
Interim, and JRA-25 (both by ~ 0.8 m/s). During the period of YD 374-413, observations show a 
significant increase and decrease in U10m that the reanalyses have some difficulty reproducing. 
For the first part of this period (YD 374-386), ERA-Interim, NCEP/DOE, and JRA-25 
overestimate U10m; at the peak of the event, ERA-40 underestimates U10m; during the last part of 
this period (YD 396-413), none of the reanalyses are able to simulate the drop in U10m. There are 
three spring events (YD 468, 503, and 512) during which ERA-40 has trouble simulating strong  
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ERA-40  
(%) 
ERA-Interim 
(%) 
NCEP/DOE 
(%) 
JRA-25  
(%) 
Annual 3.59 3.28 5.39 5.29 
Autumn 4.49 1.26 3.78 4.91 
Winter 2.69 7.78 12.00 11.60 
Spring 6.73 2.59 6.28 11.13 
Summer 1.94 5.20 6.14 6.60 
Table 7: Statistics summarizing the meteorological parameters presented in Tables 2-6. 
 
enough U10m and, markedly, ERA-Interim does not. There are three summer events (YD 524-
532, 572-580, and 594-604) during which all reanalyses have, to some degree, a positive bias. 
On the most distinct event (YD 572-580), all reanalyses overestimate U10m by approximately 3.4 
m/s. JRA-25 has a positive bias (i.e., too strong U10m) annually and seasonally while ERA-40 
exhibits a negative bias (i.e., too weak U10m). NCEP/DOE, ERA-Interim, and JRA-25 have 
positive biases annually, and during winter and summer. NCEP/DOE is also positively biased 
during spring (0.3 m s
-1
) and negatively during autumn (-0.01 m s
-1
). ERA-Interim is negatively 
biased during the transition seasons (-0.1 m s
-1
). NCEP/DOE has the largest standard deviation 
bias (0.7 m s
-1
, Fig. 1b). All reanalyses exhibit poor phase (0.3 to 0.7) and good signal (0.7 to 
0.9) correlation during the annual and seasonal cycles (Fig. 1b). The larger errors seen in U10m 
are in agreement with Tjernstrom et al. (2005), who showed the U10m errors in six regional 
climate models were larger than those of other near-surface variables. 
 Meteorological parameter (Tsfc, T2m, RH, q, p, and U10m) statistics from Tables 2-6 have 
been summarized in Table 7 by summing the square of the percent difference with respect to the 
observations, dividing by the number of variables, and taking the square root. The reanalyses 
performing the best has been bold and underlined for each season. This calculation allows for the 
direct comparison of reanalyses state parameter performance. As can be seen from Table 7, 
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ERA-Interim performs most realistically annually (3.3%) and during the transition seasons (1.3% 
during autumn and 2.6% during spring) while ERA-40 performs most realistically during winter 
and summer (2.7 and 1.9%, respectively). 
 
5.3. Turbulent Fluxes 
 
 Turbulent fluxes, u*, and T2m – Tsfc difference time series are presented in Figure 2a, 
along with statistical analysis in Tables 2-6 and accompanying statistical visual representation in 
Figure 2b. Figure 2a uses ERA-40 and ERA-Interim’s forecast variables. When the analyses 
variables were plotted for these two reanalyses, the nonphysical result of Hs acting in the  
 
Figure 2a: Time series of reanalyses and observational friction velocity, sensible heat, latent heat, 
and two meter and surface temperature difference during SHEBA. 
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Figure 2b: Normalized statistics from Tables 2-6 for latent heat, sensible heat, and friction 
velocity. ERA-40 is shown in purple, ERA-Interim in cyan, NCEP/DOE in green, and JRA-25 in 
yellow. Each statistic has five points with each point corresponding to autumn, winter, spring, 
summer, and annual. 
 
upgradient temperature difference direction resulted. When the ECMWF forecast variables were 
checked, this result was no longer present, suggesting a problem in ECMWF’s data assimilation. 
Upon further investigation of the forecast variables, T2m approached observational values while 
Tsfc did not (i.e., the assimilation changed T2m, but not Tsfc). This forced a stable atmosphere (T2m 
greater than Tsfc) to become unstable (Tsfc greater than T2m), thus producing the unrealistic sign 
seen in Hs (plot not shown). 
 
 
 
31 
 
 
5.3.1. Friction Velocity 
As expected from analyzing U10m, all reanalyses tend to capture the observational u* 
signal to some degree of accuracy. Generally, the reanalyses have a positive mean bias. The 
reanalyses demonstrate fair correlation to observations; of these, ERA-40 performs most 
accurately (r = 0.6, IA = 0.9) and JRA-25 performs least accurately (r = 0.3, IA = 0.7; Fig. 2b). 
NCEP/DOE has the highest positive bias (0.1 m s
-1
 annually and 0.2 m s
-1
 during winter), 
consistently overestimating u* observational local maxima with the largest bias of 0.22 m s
-1
 
occurring on YD 339 (similarly seen with U10m in Fig. 1a). On YD 524-532, the observations 
show a definite drop in u* that the reanalyses seem to miss completely (compare to U10m in Fig. 
1a). 
A comparison between U10m and u* is shown in Figure 3. (Note that all scatter plots are  
 
Figure 3: Interpolated reanalyses and observational scatter plots of u* versus U10m. Slopes of the 
best fit lines (CM) are representative of the momentum transfer coefficient and are listed below 
each dataset name. 
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of the interpolated values, not the running day means.) The slope of the best fit lines in this plot 
are representative of the momentum transfer coefficient (CM) 10 m above the surface (refer to 
equation 1). CM is overestimated in NCEP/DOE by 0.003 (6% greater than observed) and 
underestimated in ERA-40 and JRA-25 by 0.003 (6% less than observed). ERA-Interim shows 
the largest discrepancy from observed, underestimating CM by 0.005 (10% less than observed). 
The surface roughness length of momentum zm during SHEBA was estimated at 4.5 x 10
-
4
 m (Persson et al. 2002). The overestimation of CM and larger positive bias in u* than in U10m 
suggest too large zm in NCEP/DOE. The underestimation of U10m and overestimation of u* 
(Table 2) implies too large CM, which is consistent with the high zm value used in ERA-40 (1 x 
10
-3
 m). However, the gradient shown in Figure 3 suggests too small CM, thus contradicting the 
results from Table 2. Figure 3 suggests a low zm value in JRA-25 (4.1 x 10
-4
 m) due to its 
underestimation of CM, which is indeed the case. This is also supported by JRA-25’s large 
overestimation in U10m and slight overestimation in u*, yielding too low CM and thus zm. 
 
 5.3.2. Sensible Heat 
 Hs is underestimated in all reanalyses (Fig. 2a and Tables 2-6), except for a slight 
overestimation in ERA-Interim during autumn (1.9 W m
-2
). Of the reanalyses, NCEP/DOE has 
the largest underestimation compared to the observations, as can been seen from its large 
negative biases (-24.9 to -20.2 W m
-2
). All reanalyses have a high standard deviation bias (-2.4 to 
9.2 W m
-2
), with NCEP/DOE having the largest annual standard deviation bias; the ECMWF 
products show negative, and NCEP/DOE and JRA-25 show positive mean biases for most 
seasons (Tables 2-6). There is no clearly superior product in terms of annual or seasonal signal 
agreement due to a lack of correlation (Tables 2-6 and Fig. 2b), however the index of agreement 
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tends to be higher than the correlation coefficient, indicating general amplitude agreement is 
better diagnosed than phase correlation. The large biases and correlations presented here are in 
agreement with other observation vs. model studies (e.g., Tjernstrom et al. 2005 and Beesley et 
al. 2000). 
 A wind-normalized Hs to temperature gradient ( T; difference between T2m and Tsfc) 
comparison is shown in Figure 4 (refer to Section 2 for relationships). The best fit lines shown in 
each panel were calculated for displayed points with a temperature difference less than 2 K; the 
slope of this line represents the temperature transfer coefficient (CT). The value for CT for 
observations and each reanalyses is displayed below the respective dataset name. This figure 
makes use of ERA-40 and ERA-Interim’s forecast datasets for reasons discussed earlier in this 
document. The observations show atmospheric warming (Hs greater than 0 W m
-2
) when T is 
negative (the surface is warmer than the air; occurs between -7 to 0 K). Since Hs acts in the  
 
Figure 4: Interpolated reanalyses and observational scatter plots of Hs/U10m versus T2m – Tsfc. 
Each reanalyses has been plotted over the observations (red). Slopes of the best fit lines (CT) are 
representative of the temperature transfer coefficient and are listed below each dataset name. 
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downgradient direction and is positive for upward flux, it is positive in sign for T less than 0 K, 
which is represented in the observational data and reanalyses. 
 When T becomes positive (from 0 to 2 K), Hs acts to warm the surface (Hs less than 0 
W m
-2
). For these conditions ( T less than 2 K), the changes in T dominate. As T2m continues 
to become larger than Tsfc (by T2m warming, Tsfc cooling, or both), the decrease in atmospheric 
turbulence dominates the increasing thermal gradient (Grachev et al. 2005) and Hs approaches 
near zero values (occurs for ΔT greater than 2 K). When this occurs, the stability reduction of 
turbulence dominates over the increase in T to produce a decrease in the magnitude of Hs.  
NCEP/DOE performs the best at reproducing the relationships just described, though the 
magnitude of the downward Hs is much too large (Note: NCEP/DOE has a minimum value of  
-37.9 W m
-2
 that is not shown in Fig. 4). The large negative Hs values in NCEP/DOE can be 
accounted for by an underestimation in CT of -1.89, and an overestimation in T (Fig. 2) and 
U10m (Table 2). JRA-25 shows a slightly decreasing trend through the origin, underestimating CT 
by -1.42; however, it does not capture the near zero Hs values in a stratified atmosphere when ΔT 
is greater than 2 K. JRA-25 underestimates T during the first half of the observational period, 
which is compensated for by a positive bias in U10m. The ECMWF products demonstrate a tight 
correlation of points that have a negative slope through the origin. ERA-40’s slope is slightly 
steeper than observed, suggesting too low of a transfer coefficient (underestimated by 0.18). 
ERA-Interim’s slope underestimates CT by -1.63. Neither ECMWF product is able to 
demonstrate the reduction of Hs in a stable atmosphere when the near surface temperature 
difference is greater than 2 K as T never gets this large.  
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 5.3.3. Latent Heat 
Reanalyses mean biases in Hl are positive (i.e., there is more evaporation than observed) 
and there is low correlation seasonally and annually (Fig. 2a,b and Tables 2-6). The large Hl 
mean bias agrees with studies by Birch et al. (2009), Tjernstrom et al. (2005), and Beesley et al. 
(2000). NCEP/DOE shows periods of underestimation during the latter part of summer, giving it 
a negative mean bias for this season (-1.3 W m
-2
). The surface roughness length of humidity zq 
used for SHEBA ranged from 1.0 x 10
-4
 to 3.0 x 10
-1
 m (Andreas et al. 2009). For the calculation 
of the SHEBA Hl bulk fluxes, a value of 1.0 x 10
-3
 was used (Persson et al. 2002). Annually, 
JRA-25 shows Hl overestimation (2.6 W m
-2
), with the largest overestimation during spring (6.9 
W m
-2
) which can in part be attributed to a low zq (1.52 x 10
-4
 m). NCEP/DOE and JRA-25 have 
a larger mean bias in Hs than in Hl. Generally, the Hl mean bias is larger for ERA-40 and ERA-
Interim than in Hs. The zq in ERA-40 is small (1 x10
-4
 m), contradicting the large positive Hl 
bias. 
The response time of reanalyses surface parameters to atmospheric forcing (e.g., cloud 
conditions, advection) could be a source of error in the representation of turbulent fluxes. In 
actuality, Tsfc adjusts rapidly to changing atmospheric conditions. For example, the advection of 
cold air over open water causes surface cooling through the increase of Hs and then Hl. If the air 
temperature drops below -1.8˚C (the freezing point of Arctic sea water) for a sufficient amount 
of time, a thin layer of ice will form on top of open leads. This will significantly reduce the 
magnitude of the turbulent fluxes, especially Hl. The models used in the reanalyses may not 
reproduce these reactions quickly enough, as suggested by the overestimations in Hl during 
spring and summer (i.e., ice does not form quickly enough, so the moisture flux is too large). In 
addition, if moisture sources (e.g., leads) are not adequately simulated in the reanalyses’ models, 
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then q or RH may be too low resulting in too large of a Hl flux. This is one potential error source 
for ERA-40 and ERA-Interim, where RH is underestimated by -3.0 and -1.4%, respectively. 
 
5.4. Cloud Properties 
 
 Cloud fraction is observationally measured as a single point in the sky directly above an 
instrument where the fractional amount is determined by time averaging samples. Prognostically, 
cloud fraction is the spatial amount of sky covered in a particular reanalysis grid box at a given 
time. Comparison between a temporal and spatial average makes cloud fraction a difficult 
parameter to examine; however, the uncertainty in such a comparison is much less than the 
uncertainty in the observation vs. reanalyses comparison. In addition, this type of comparison is 
worthwhile since a temporal average of clouds passing over a single point has a quantitative 
relationship to the spatially averaged reanalyses. 
 Figure 5a presents time series of cloud properties (cloud fraction, liquid water path 
(LWP), and ice water path (IWP)), along with statistics in Tables 2-6 and statistic visual 
representation in Figure 5b. NCEP/DOE and JRA-25 underpredict cloud fraction throughout the 
duration of the observational period (-45.6 to -28.6%), especially during spring, summer, and 
autumn 1998 (Figure 5a and Tables 2-6). The ECMWF products show excellent agreement in the 
representation of cloud fraction, with mean biases ranging from -0.2 to 2.1%. The largest biases 
for ERA-40 occurs during the transition seasons, with autumn being overestimated (8.5%) and 
spring being underestimated (-6.1%). There are several noticeable periods when improvements 
in ERA- Interim’s cloud fraction diagnostics stand out (i.e., YD 369-375, 381-388, and 564-
569); there are also periods when ERA-Interim performs worse than ERA-40 (i.e., YD 340-355, 
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426-441, and 470-484). ERA-Interim seems to have improved winter and spring cloud fraction 
representation, but shows a larger bias than ERA-40 during autumn (9.7% compared to ERA-
40’s 8.5%) and summer (2.5% compared to ERA-40’s 0.6%). On an annual and seasonal 
timeframe, NCEP/DOE and JRA-25 have large negative mean biases, with NCEP/DOE 
exhibiting the largest bias of the reanalyses (-52.4% during spring). This finding is similar to that 
of Bromwich et al. (2007). Annually, ERA-Interim and ERA-40 have slightly positive and 
negative biases, respectively. In agreement with Walsh et al. (2009), ERA-40 most accurately 
simulates summer cloud fraction when compared to other seasons and reanalyses. No product 
has a consistently low standard deviation bias (Fig. 5b). As anticipated, all reanalyses show 
higher signal than phase correlation, meaning while the magnitude of cloud fraction responses  
 
Figure 5a: Time series of reanalyses and observational cloud fraction, liquid water path, and ice 
water path during SHEBA. 
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are similar to observations, the response times are not. The lowest correlation for all reanalyses 
occurs during summer, suggesting the reanalyses’ models cannot adequately reproduce cloud 
formation processes during this season. Overall, ERA-40 has the lowest annual bias (-0.2%) 
while ERA-Interim has the highest correlation (r = 0.3, IA = 0.7). 
 While cloud fraction can be well represented, cloud phase could be improperly 
diagnosed, resulting in incorrect cloud-radiative properties. A more informative way to examine 
cloud representation is through cloud LWP and cloud IWP. (Note: LWP was not available for 
NCEP/DOE.) Throughout winter and spring, the ECMWF products underestimate LWP (Figure 
5a and Tables 2-6). JRA-25 overestimates LWP during several winter and spring events: YD  
 
Figure 5b: Normalized statistics from Tables 2-6 for cloud fraction, and liquid and ice water 
paths. ERA-40 is shown in purple, ERA-Interim in cyan, NCEP/DOE in green, and JRA-25 in 
yellow. Each statistic has five points with each point corresponding to autumn, winter, spring, 
summer, and annual. 
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337-345, 353-360, 390-400, and 437-448. There are three noteworthy occurrences when JRA-25 
nearly identically matches observations during the winter and spring: YD 415-423, 468-478, and 
494-507. During summer, observational LWP are almost exactly reproduced by ERA-40 
between YD 530-538 and ERA-Interim between YD 548-555 and 578-593. 
The annual observational mean for LWP is 49.1 g m
-2
, and ranges from 90.6 to 95.9 g m
-2
 
during autumn and summer, and from 11.5 to 26.0 g m
-2
 during winter and spring. The ECMWF 
products have large annual underestimations (-18.3 g m
-2
 for ERA-40 and -13.2 g m
-2
 for ERA-
Interim); JRA-25 has a negative bias during all seasons (-36.5 to -0.2 g m
-2
) except for winter 
(9.0 g m
-2
). These findings are similar to those of Beesley et al. (2000), who showed LWP was 
underpredicted annually in ERA-40, and Bromwich et al. (2007), who showed ERA-40 and JRA-
25’s clouds are too optically thin (i.e., too low LWP). This is the case for all seasons except 
winter when JRA-25 overestimates LWP (8.0 g m-
2
). Throughout the observational period, JRA-
25 demonstrates the lowest LWP biases during summer, spring, and winter while ERA-Interim 
demonstrates the lowest LWP biases during autumn. Annually, JRA-25 has the lowest mean bias 
(-1.3 g m
-2
) as well as the lowest standard deviation bias (-67.9 g m
-2
). Overall, ERA-Interim has 
the best seasonal and annual correlation (Fig. 5b). 
The IWP time series shows increases in the ECMWF products’ IWP during periods when 
observations also show an increase (Fig. 5a); however, the magnitudes are less than observed for 
the largest peaks (e.g., YD 390-403, 419-425, 442-450, 570-576, 595-609, and 619-631). (Note: 
IWP data was not available for JRA-25 or NCEP/DOE.) ERA-Interim has a positive annual 
mean bias while ERA-40 has a negative annual mean bias; this is also the case during autumn 
and winter (Tables 2-4). The largest negative bias occurs for ERA-40 during winter (-15.0 g m
-2
) 
while the largest positive bias occurs for ERA-Interim during spring (16.3 g m
-2
). 
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A cloud with more liquid water will be more optically thick and thus block more 
downwelling shortwave radiation and generate larger amounts of downwelling longwave 
radiation. This relationship is most prominent during ERA-Interim’s large positive spring bias. 
Given its low cloud fraction mean bias (2.1%) and large negative LWP mean bias (-13.2 g m
-2
), 
ERA-Interim’s clouds are likely not blocking enough SWd and are not producing enough LWd, 
as will be discussed in the following section. Of particular interest, ERA-40 demonstrates a large 
negative IWP bias during winter (-15.0 g m
-2
). During this season, there is a low cloud fraction 
bias (0.6%) and LWP is underestimated (-10.7 g m
-2
). This is also seen, to a lesser degree, during 
autumn and summer. Overall, ERA-Interim exhibits the lowest standard deviation bias and is 
slightly more correlated to observational IWP than ERA-40 (Fig. 5b). For both LWP and IWP, 
the three reanalyses have higher signal than phase correlation throughout the year. 
 
5.5. Radiative Fluxes 
 
 5.5.1. Shortwave Fluxes 
 Reanalyses’ SW individual and net components are plotted against observations in Figure 
6a; normalized statistics are shown in the accompanying plot (i.e., part b for each component 
plotted in Fig. 6a). Statistical analyses of all radiative fluxes are presented in Tables 2-6. 
 
 5.5.1.a. Downwelling Shortwave Radiation  
As can be seen in the left most column of Fig. 6a, SWd is underestimated by both 
ECMWF products (ERA-40 by -8.2 W m
-2
 and ERA-Interim by -7.6 W m
-2
; Table 2). 
NCEP/DOE has the largest annual MB of the reanalyses (23.0 W m
-2
). JRA-25 has an annual  
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Figure 6a: Scatter plots of interpolated reanalysis versus observational downwelling, upwelling, 
and net shortwave radiation. 
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Figure 6b: Normalized statistics from Tables 2-6 for downwelling, upwelling, and net shortwave 
radiation. ERA-40 is shown in purple, ERA-Interim in cyan, NCEP/DOE in green, and JRA-25 
in yellow. Each statistic has five points with each point corresponding to autumn Au, winter Wi, 
spring Sp, summer Su, and annual An. 
 
overestimation of 6.8 W m
-2
. Both of these overestimations are likely due to large negative cloud 
fraction biases in both NCEP/DOE and JRA-25 (Figs. 5a and 6a, and Tables 2-6). Downwelling 
SW radiation is significantly impacted by cloud presence; hence, this section will consider the 
physical properties of clouds. Additionally, such an evaluation will provide further insight into 
reanalyses’ cloud performance. 
The significance of transmitted downwelling shortwave radiation can be investigated by 
comparing SWd as a function of L/IWP (Figures 7 and 8). In order for this comparison to be 
made, it is useful to normalize SWd with the cosine of the solar zenith angle (SZA) and the solar 
constant. Division by the cosine of the SZA allows for the comparison of the sun angle nadir to  
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Figure 7: Interpolated SWd versus LWP during SHEBA. SWd has been normalized by the cosine 
of the solar zenith angle and solar constant. The solar zenith angle was subsetted to all angles 
less than 65°. The solid lines are bin averages. 
 
 
Figure 8: Same as Fig. 7, but for IWP. 
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the ship location. SZA was subsetted to all angles less than 65° in order to remove multiple 
reflections between surface and clouds when the sun is near the horizon, and reduce the effects 
of the indirect radiative component. SWd was then normalized with the solar constant S. These 
modifications were applied to both reanalyses and observations. NCEP-DOE is not shown in 
Figs. 7 and 8 as L/IWP were not available. IWP was not provided for JRA-25, so it is likewise 
not shown in Fig. 8. 
 The observed SWd values range from 0.8 for L/IWP of 0 g m
-2
 to 0.2 for L/IWP of 150 g 
m
-2
 (solid lines are bin averages of the scatter plot; Figs. 7 and 8). This decreasing trend 
represents as a cloud becomes more optically thick, the amount of transmitted SW decreases. All 
reanalyses do a reasonable job of reproducing the observed SWd range, though the ECMWF 
products show approximately 10% transmitted SWd for L/IWP of 150 g m
-2
 compared to 20% 
observed. All renalyses show a decreasing trend in SWd with increasing L/IWP (Figs. 7 and 8). 
The steepness of the reanalyses decreasing trend in cloud transmissivity with increasing cloud 
L/IWP matches closely to that of the observed. 
A useful quantity to consider is the distribution of liquid and ice particles in mixed phase 
clouds. If there is too much liquid present, then there will be too small of a mean cloud effective 
radius, therefore the cloud albedo will be too high, and SWd will be underestimated. All 
reanalyses underestimate LWP with JRA-25 matching most closely to observations (Figs. 5a, b 
and Tables 2-6). Measurements collected at SHEBA revealed a mean cloud effective diameter 
ranging from 27 to 200 µm with an average of 93 µm (Shupe et al. 2006). The mean cloud 
effective radius range in each reanalyses is smaller than observed, where both ECMWF products 
range from 10 to 45 µm (Gregory et al. 2000, White 2003) and JRA-25 is set at 15 µm (Onogi et 
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al. 2007). This underestimation contributes to the negative SWd bias seen in both ECMWF 
products. 
 5.5.1.b. Upwelling Shortwave Radiation 
 The middle column of Fig. 6a shows that all reanalyses underestimate SWu by nearly the 
same amount (ERA-40 by -12.3 W m
-2
, ERA-Interim by -9.9 W m
-2
, and JRA-25 by -11.0 W  
m
-2
; Table 2). The exception is NCEP/DOE. This product overestimates SWu by 28.0 W m
-2
. As 
with SWd, NCEP/DOE has the largest MB of the reanalyses. 
SWu depends on the magnitude of diagnosed SWd and surface α. Observed α 
measurements are usually made over undisturbed snow while reanalyses grid boxes include a 
fraction of open ocean. The Ice Physics Group at SHEBA made measurements over these 
varying surface types as detailed in Persson et al. (2002), allowing for a direct comparison 
between observed and modeled α. As with most Arctic observational data, more radiation 
measurements over these various surface types is necessary to more accurately quantify surface α  
 
 
Figure 9: Time series of reanalyses and observational upwelling shortwave radiation and albedo 
during SHEBA. 
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and thus SWu. In this analysis, α is calculated for all reanalyses and observational data from the 
upwelling and downwelling components of SW radiation. Time series of α and SWu are 
presented in Figure 9. 
Annually and seasonally, there is no clearly superior product mean bias in SWu (Fig. 6b 
and Tables 2-6). NCEP/DOE overestimates SWu during majority of summer (104.1 W m
-2
) 
which is the result of an overestimation in α (0.17) and SWd (79.2 W m
-2
). The drop in SWu at 
the summer/fall transition (Fig. 9) can be attributed to a drop in SWd which is due to the 
approach of winter and an increase in cloud fraction during this period (Fig. 5a). Summer proves 
the most difficult for ERA-Interim as can be seen from its large mean bias (-27.1 W m
-2
). This 
negative bias is the result of an underestimation in α. ERA-40 has its largest mean bias during 
spring (-24.2 W m
-2), which can also be accounted for by an underestimation in α. The α 
underestimation during late summer/early autumn (YD 570-630) could be due to the ECMWF 
products not including observed snowfall during this period. 
The ECMWF products’ α varies depending on surface type (fresh snow, age of fallen 
snow, bare ice, melt pond, open lead, etc.). Snow α on top of sea ice ranges from 0.5 to 0.85, 
based on time passed since the last snowfall, and is set to 0.2 in cloudy conditions (White 2003). 
ERA-40’s underestimation in α (-0.09) contributes to the underestimation in SWu (-12.3 W m
-2
). 
Surface α for NCEP/DOE is diagnosed similarly to ECMWF. NCEP/DOE has a positive bias in 
α (0.07) which contributes to an overestimation in SWu (28.0 W m
-2
). ERA-Interim’s α bias is 
slightly smaller than NCEP/DOE, but opposite in sign (-0.06), leading to its SWu 
underestimation (-9.9 W m
-2
). JRA-25’s α ranges from 0.06 to 0.75, depending on sea ice 
fraction (Onogi et al. 2007). Due to its more basic α approximation, JRA-25 demonstrates the 
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largest α bias (-0.15) which leads to a negative SWu bias (-11.0 W m
-2
) despite a positive SWd 
bias. 
 5.5.1.c. Net Shortwave Radiation 
 ERA-Interim has the lowest annual MB for SWnet of the reanalyses (2.2 W m
-2
; right 
most column of Fig. 6a) while JRA-25 has the highest MB (17.9 W m
-2
). ERA-40 had a positive 
annual MB (4.1 W m
-2
). During autumn and winter, ERA-40 has the largest MB of the 
reanalyses for SWd and SWu, but the smallest MB for SWnet. This implies errors from the 
individual components are canceling to produce a seemingly more realistic net flux. This is also 
the case for NCEP/DOE. NCEP/DOE had the largest overestimations for SWd and SWu, but its 
annual MB is comparable to the ECMWF products (-5.0 W m
-2
). 
 
 5.5.2. Longwave Fluxes 
Reanalyses LW individual and net components are plotted against observations in Figure 
10a; normalized statistics are shown in each accompanying plot (i.e., part b for each component 
plotted in Fig. 10a). Statistical analyses of all radiative fluxes are presented in Tables 2-6. 
 
5.5.2.a. Downwelling Longwave Radiation 
LWd has a small negative MB for ERA-40 (-4.4 W m
-2
) and ERA-Interim (-4.3 W m
-2
; 
left most column of Fig. 10a). Almost all points for NCEP/DOE and JRA-25 are underestimated, 
yielding a negative MB for the annual cycle (-30.8 W m
-2
 for NCEP/DOE and -28.9 W m
-2
 for 
JRA-25). Downwelling LW radiation is strongly influenced by the presence of clouds. Since 
only surface level variables are examined in this analysis, this section will consider the 
relationship between LWd, cloud fraction, and L/IWP. 
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Figure 10a: Scatter plots of interpolated reanalysis versus observational downwelling, upwelling, 
and net longwave radiation. 
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Figure 10b: Normalized statistics from Tables 2-6 for downwelling, upwelling, and net longwave 
radiation. ERA-40 is shown in purple, ERA-Interim in cyan, NCEP/DOE in green, and JRA-25 
in yellow. Each statistic has five points with each point corresponding to autumn Au, winter Wi, 
spring Sp, summer Su, and annual An. 
 
In general, changes in cloud optical depth (e.g., changes in LWP or drop size) have a 
direct relationship to LWd. In order to determine if the reanalyses are able to reproduce the LW 
relationship, Figure 11 directly compares LWd to cloud properties (cloud fraction, LWP, and 
IWP). For this plot, LWd has been averaged into 5% bins based on cloud cover. LWd is 
underestimated in JRA-25 and NCEP/DOE (Fig. 10a, and Tables 2-6). From Fig. 11, 
NCEP/DOE has a greater slope than the observations, suggesting a higher sensitivity to cloud 
fraction, particularly for lower cloud fraction amounts. JRA-25 does demonstrate a negative 
LWP mean bias (Table 2) and its LWP to LWd relationship does not increase as rapidly as 
observed (i.e., there is too small of a sensitivity to LWP) between 0 to 20 g m
-2
 (Fig. 11).  
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Figure 11: Interpolated LWd versus cloud properties (cloud fraction, LWP, and IWP) during 
SHEBA. 
 
JRA-25’s LWd shows a constant increase for all LWP, suggesting too weak of an impact on LWd 
by all LWP clouds. The large negative cloud fraction biases in both NCEP/DOE and JRA-25 are 
the likely reason for the LWd underestimation (Figs. 5a and 10a, and Tables 2-6). 
ERA-40 and ERA-Interim underestimate LWd, primarily because of low LWP values 
(Figs. 10a and Tables 2-6). Shupe and Intrieri 2004 showed clouds have a nonnegligible effect 
on LWd for LWP values less than 30 g m
-2
, a result also seen in Fig. 11 for SHEBA and the 
ECMWF products; however, liquid produces too large of a LWd effect in both ECMWF 
products. This relationship compensates for the negative LWd bais produced by low LWP, 
resulting in slightly low LWd values. In the ECMWF products, IWP is shown to have an 
increasing effect on LWd up to approximately 25 g m
-2
 (i.e., ice has too large of an impact on 
LWd), a result not shown in the observations (Fig. 11). 
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 5.5.2.b. Upwelling Longwave Radiation 
From the middle column of Fig. 10a, LWu has comparable bias magnitudes for all 
reanlayses; ERA-40, ERA-Interim, and JRA-25 all overestimate LWu (6.7, 5.6, and 5.0 W m
-2
, 
respectively). NCEP/DOE has the smallest bias of -3.8 W m
-2
. All reanalyses’ points lie most 
closely to the one-to-one line for LWu when compared to the other individual radiative 
components (i.e., SWd, SWu, and LWd). This result is somewhat expected given that LWu 
depends primarily on Tsfc (equation 7), a variable for which observations are assimilated into the 
reanalyses. 
LWu is a function of Tsfc. As such, an overestimation of LWu in the reanalyses can be 
attributed to a positive bias in the Tsfc diagnosis and vice versa. This relationship can be seen for 
all reanalyses for each season and on the overall annual cycle (Fig. 12 and Tables 2-6). ERA-40, 
ERA-Interim, and JRA-25 all demonstrate positive mean biases in Tsfc (2.1, 2.0, and 2.3 K, 
respectively), leading to overestimations in LWu (6.7, 5.6, and 5.0 W m
-2
, respectively) as shown 
in Table 2. NCEP/DOE, the only reanalysis with a negative LWu bias (-3.8 W m
-2
), also  
 
 
Figure 12: Time series of reanalyses and observational upwelling longwave radiation and surface 
temperature during SHEBA. 
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underestimated Tsfc (-0.9 K; Table 2). 
For the ECMWF products, the LWd errors are on the order of the SWd and LWu errors, 
with LWd having the smallest mean bias (-4.4 W m
-2
 for ERA-40 and -4.3 W m
-2
 for ERA-
Interim). On the other hand, the errors in LWu for NCEP/DOE and JRA-25 are significantly less 
than the errors in SWd and LWd during summer (Table 6). The remaining seasons show more 
comparable mean biases between S/LWd and LWu for these two reanalyses (Table 2). For all 
reanalyses, the overall annual and seasonal correlation is high, with summer being least 
correlated (Fig. 10b). 
 
 5.5.2.c. Net Longwave Radiation 
 All reanalyses have a negative MB for LWnet (right most column of Fig. 10a), indicating 
too much energy loss by the surface. ERA-Interim has the smallest MB of -9.9 W m
-2
 followed 
closely by ERA-40 at -11.1 W m
-2
 (Table 2). NCEP/DOE and JRA-25 both demonstrate large 
mean biases of -27.0 and -33.9 W m
-2
, respectively. Both of these underestimations are from 
large negative mean biases seen in LWd, suggesting cloud-radiation relationship errors. 
An important relationship in the surface energy budget is that between LWnet and Hs, as 
shown in Figure 13, since both of these parameters are related to Tsfc and the near-surface 
vertical temperature gradient. Only winter is shown in this figure so that SW effects will not be 
included. The ε of a clear Arctic atmosphere is much less than the surface ε due to its low water 
content, making atmospheric ε the dominating factor of LW surface cooling. In this case, LW 
emitted from the surface would be much greater than incoming LW radiation, thus LWnet would 
act to cool the surface (i.e., negative LWnet). During this time, Hs is less than zero and acts to 
warm the surface and cool the near-surface atmosphere (Tatm greater than Tsfc). In this instance, 
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Hs warming is counteracting the LWnet cooling as seen in the observations (Fig. 13). All 
reanalyses show this cluster of points. ERA-40 and JRA-25 demonstrate this relationship most 
realistically. JRA-25 underestimates LWnet, as is seen in the ECMWF products. ERA-40 also 
overestimates Hs. ERA-Interim underestimates LWnet and overestimates Hs. NCEP/DOE 
underestimates the relationship between LWnet and Hs, having too low LWnet and Hs values. 
In the presence of clouds, surface ε is approximately equal to that of a cloud, meaning 
temperature becomes the dominant factor of LWnet in cloudy conditions. Since the temperature 
of the surface becomes approximately the same as the temperature of a cloud, LWnet takes on 
values close to zero. During this time, Hs responds to the change in Tsfc, producing positive Hs 
Values, and causing surface cooling and atmospheric warming (Tsfc greater than Tatm). This 
relationship is represented by the cluster of points near the origin in the observations (Fig. 13). 
ERA-Interim, NCEP/DOE, and JRA-25 have very few points that fall in this region. ERA-40  
 
Figure 13: Scatter plot of interpolated sensible heat versus net longwave radiation for reanalyses 
and observations during winter. 
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demonstrates the most realistic representation of this relationship. 
 
 5.5.3. Net Radiative Flux 
 Reanalyses’ net radiative flux is shown in Figure 14a and normalized statistics are shown 
in Figure 14b. Statistical analyses of all radiative fluxes are presented in Tables 2-6. An 
important result from Figs. 6a, 10a, and 14a, and Tables 2-6 is the correlation in each of the 
individual components (i.e., S/LWd and S/LWu) is higher than in the net fluxes (i.e., S/LWnet and 
Radnet), indicating errors in the separate down and upwelling short and longwave radiative 
components are accumulating to produce larger smaller temporal correlation and agreement. 
All reanalyses have a negative Radnet mean bias during all seasons except during summer 
for ERA-40, producing an overall underestimation of Radnet for the year for all reanalyses 
(Figures 14a and Tables 2-6). 
 The negative Radnet bias in the ECMWF products (-7.0 W m
-2
 for ERA-40 and -7.7 W  
m
-2
 for ERA-Interim) is mostly from the underestimation of LWnet; the LWnet underestimation 
was the byproduct of the difference between a negative LWd bias and a positive LWu bias. 
Between these, the dominate term is LWu, due to an overestimation in Tsfc. The positive bias in 
SWnet is the result of a low α. 
 The large negative bias observed in NCEP/DOE is the result of an underestimation in 
both SWnet (-5.0 W m
-2
), the result of a low negative summer bias (-24.9 W m
-2
), and LWnet  
(-27.0 W m
-2
), which is underestimated throughout the year. NCEP/DOE’s SW error can be 
attributed to its highly unrealistic summer α (Fig. 9), and its LW error is mainly due to 
relationships between LW radiation and cloud properties (i.e., too low cloud fraction and too 
weak of a LWd impact during low cloud fraction scenes). 
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Figure 14a: Scatter plots of interpolated reanalysis versus observational net radiative flux. 
  
 
Figure 14b: Normalized statistics from Tables 2-6 for the net radiative flux and albedo. ERA-40 
is shown in purple, ERA-Interim in cyan, NCEP/DOE in green, and JRA-25 in yellow. Each 
statistic has five points with each point corresponding to autumn, winter, spring, summer, and 
annual. 
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Of JRA-25’s net radiative components, the largest mean bias occurs in the LWd 
component (-28.9 W m
-2
), suggesting the largest error is from cloud forcing. The second largest 
bias is in the SWu component (-11.0 W m
-2), suggesting an error in α representation. 
NCEP/DOE has the largest negative Radnet mean bias of -32.1 W m
-2
, though JRA-25 has 
the largest mean biases in SWnet and LWnet of 17.9 W m
-2 
and -33.9 W m
-2
, respectively, which 
compensate for each other, making the total annual net flux bias lower (-16.0 W m
-2
). None of 
the reanalyses have a superior shortwave, longwave, or radiative net standard deviation bias and 
ERA-40 shows the highest phase and signal correlation (Fig. 6b, 10b, and 14b).  
 
5.6. The Surface Energy Budget 
 
 A time series of the SEB is shown in Figure 15a; statistics are shown visually and 
numerically in Figure 15b and Tables 2-6, respectively. The gray shaded region indicates the 
worst case scenario for accumulated instrumentation error of -15 to 9 W m
-2
. Majority of the 
time, compensating errors lead to the low error in SEB of ±1 W m
-2
 (Persson et al. 2002). The 
mean SEB for SHEBA is shown to be +7.7 W m
-2
 for the annual cycle (Table 2). This result 
corresponds well with observed surface melt and is comparable to that found by Persson et al. 
(2002). There is a negative SEB mean bias in all reanalyses (i.e., net cooling at the surface), with 
ERA-40 demonstrating the smallest annual bias (-7.1 W m
-2
). Seasonally, all reanalyses 
underestimate SEB, except for NCEP/DOE during winter and ERA-40 during summer (Tables 3-
6). Of these, NCEP/DOE has the lowest mean bias during autumn (-2.7 W m
-2
) and winter (3.5 
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W m
-2
), and JRA-25 during spring (-5.9 W m
-2
) and summer (-0.3 W m
-2
). Annually, ERA-
Interim shows the highest correlation and lowest standard deviation bias (Fig. 15b). 
 
Figure 15a: Time series of reanalyses and observed surface energy budget during SHEBA. The 
gray shaded region indicates the worst case scenario for instrumentation error. 
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Figure 15b: Normalized statistics from Tables 2-6 for the surface energy budget. ERA-40 is 
shown in purple, ERA-Interim in cyan, NCEP/DOE in green, and JRA-25 in yellow. Each 
statistic has five points with each point corresponding to autumn, winter, spring, summer, and 
annual. 
In the ECMWF products, the ice heat transfer at the top of sea ice is bounded by the net 
heat flux at the surface so that an overestimation in SEB results in more than observed sea ice 
melt and an underestimation results in less than observed sea ice melt. Errors in ERA-40’s 
radiative fluxes cause an underestimation in the annual SEB. ERA-40 underestimates α, which 
causes an overestimation in Tsfc. One of the results of the negative mean bias in α is too little SW 
absorption by the surface. During summer, the error in Radnet is largely balanced by an 
overestimation in Hl. 
 ERA-Interim performs nearly identically to ERA-40 (Fig. 15a). On the annual cycle, 
errors are mostly from radiation, though turbulent and radiative flux errors have improved from 
ERA-40 (Table 2). The two seasons that vary slightly from ERA-40 are spring and summer. 
During spring, Radnet is mainly balanced by Hl; the largest contributing error to the summer SEB 
is from Hl. 
 Throughout the year, NCEP/DOE’s errors in Radnet are balanced by the errors in Hs. The 
largest contributor to the negative SEB summer bias is the underestimation in SWnet which is due 
to an unrealistic summer α (Fig. 9). The overestimation in α results in too little SW absorption by 
the surface. Throughout the year, NCEP/DOE underestimates LWnet which is primarily the result 
of too low cloud fraction, as discussed in the previous section. 
 JRA-25 sea ice thickness is diagnosed by the heat exchange between the atmosphere and 
sea ice, where sea ice thickens for Tsfc less than -1.8˚C, melts for Tsfc greater than 0˚C, and 
remains constant for Tsfc between -1.8 to 0˚C (Onogi et al. 2007). Tsfc is iteratively based on the 
turbulent and radiative fluxes; too much energy absorbed by the surface (overestimated SEB) 
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will result in too high Tsfc. The overestimation seen at the end of spring/beginning of summer is 
caused by the underestimation in α (Fig. 9). The annual and winter underestimation in SEB is the  
 
ERA-40 
(W m-2) 
ERA-Interim 
(W m-2) 
NCEP/DOE 
(W m-2) 
JRA-25 
(W m-2) 
Annual 7.07 5.74 21.47 13.61 
Autumn 4.54 1.50 15.14 18.23 
Winter 13.76 7.34 18.70 24.22 
Spring 4.70 4.36 13.14 10.21 
Summer 6.81 17.60 56.02 21.77 
Table 8: Statistics summarizing the comprising fluxes of SEB presented in Tables 2-6. 
result of a negative Radnet bias that is mainly balanced by Hs. A negative Radnet bias is also the 
largest contributor to an underestimated SEB during autumn. The remaining seasons are when 
JRA-25 has the lowest bias of the reanalyses, with Hl and Hs being the largest source of error 
during spring and summer, respectively. 
The statistics for each of the comprising fluxes in SEB (Hs, Hl, SWd, SWu, LWd, and 
LWu) from Tables 2-6 have been summarized in Table 8 by summing the square of the mean 
biases, dividing by the number of fluxes, and taking the square root. The reanalyses performing 
the best has been bold and underlined for each season. This calculation allows for a more fair 
comparison of reanalysis performance since biases are not canceling each other as was seen in 
the direct summation for SEB (Tables 2-6). For example, NCEP/DOE’s SW component errors 
were more than twice the errors of the other reanalyses yet SWnet was on the order of the 
ECMWF products (Table 2). From Table 8, ERA-Interim performs most realistically for the 
annual cycle and most seasons except summer when ERA-40 is lowest (6.8 W m
-2
). 
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CHAPTER 6 
 
Summary 
 
 
 Observations collected at SHEBA of turbulent and radiative fluxes, along with 
parameters on which these fluxes are dependent, are compared to ERA-40, ERA-Interim, 
NCEP/DOE, and JRA-25 over a multiyear ice floe from November 1997 through September 
1998. The total surface energy budget is then examined for each reanalyses throughout the 
duration of the observational period. Six hourly output reanalyses data was interpolated to the 
SHEBA location and averaged into 7-day running means. All reanalyses show high correlation to 
observed Tsfc and T2m; however, the bias in Tsfc is nearly twice that of T2m. During the annual 
cycle, q and p show high correlation and low biases for all reanalyses. This result is expected 
since radiosondes from SHEBA were assimilated into the reanalyses. U10m is represented fairly 
well by all reanalyses, showing the most discrepancy during winter; ERA-Interim demonstrates 
an improvement on ERA-40’s surface winds. Of the reanalyses, ERA-Interim’s meteorological 
parameters are most realistically simulated annually and for the transition seasons while ERA-40 
has the most realistic representation during winter and summer. 
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 All reanalyses simulate u* well with some explainable errors. The turbulent flux annual 
and transition season averages for SHEBA were respectively negative and positive for Hs and Hl. 
As expected, the summer showed a positive average and winter a negative average for both 
fluxes. On the overall annual average, all reanalyses underestimate Hs which is likely due to Tsfc 
and T2m biases; NCEP/DOE shows the largest bias, which can additionally be attributed to a 
large zm. All reanalyses have difficulty representing the reduction of Hs in a stratified 
atmosphere. NCEP/DOE demonstrates this relationship best, though Hs produces too much 
surface warming. Annual Hl is overestimated in all reanalyses, with ERA-40 having the largest 
bias due to its zm being an order of magnitude larger than observed. As a whole, ERA-40 
demonstrates the best performance for u*; ERA-Interim performs worst in the simulation of the 
transfer coefficient, but it has made improvements to errors in the turbulent fluxes compared to 
ERA-40. 
 The ECMWF products outperform the other reanalyses in diagnosing cloud fraction, with 
NCEP/DOE having the most difficulty. ERA-Interim has made some noticeable improvements in 
cloud fraction compared to ERA-40, giving it the highest correlation among the reanalyses. 
Despite this, ERA-40 demonstrates the lowest bias. The lowest correlation for all reanalyses 
occurs during summer. Throughout the observational period, JRA-25 demonstrates the lowest 
LWP bias because of its ability to produce cloud liquid water during winter. Overall, ERA-
Interim has the highest seasonal and annual L/IWP correlation. ERA-40’s clouds are thought to 
be too optically thin due to an underestimation in LWP. 
 The negative cloud fraction bias in both NCEP/DOE and JRA-25 lead to the positive bias 
in SWd. The underestimation in LWd for NCEP/DOE and JRA-25 is due to an underestimation in 
cloud fraction and too weak of an impact on LWd from cloud presence. Both downwelling 
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radiative components are underestimated in the ECMWF products due to low liquid water 
amounts in the clouds and too small of an effect from IWP in the longwave and blocking in the 
shortwave. The low SWd values in ERA-40 and ERA-Interim are due to too small cloud mean 
effective radii. For the ECMWF products, liquid produces too large of a LWd effect which 
compensates for the negative LWd bais produced by low LWP, resulting in slightly low LWd 
values. NCEP/DOE’s SWd and α overestimation lead to an overestimation in SWu. The α 
underestimation in the ECMWF products leads to a negative mean bias in SWu. LWu is over 
predicted in all reanalyses due to a positive Tsfc bias, except NCEP/DOE where it is 
underestimated due to a negative Tsfc bias. 
The relationship between LWnet and Hs in a clear atmosphere is best represented by ERA-
40 and JRA-25. JRA-25 underestimates LWnet. Both ECMWF products overestimate Hs and 
underestimate LWnet. NCEP/DOE underestimates both LWnet and Hs. In a cloudy atmosphere, all 
reanalyses underestimate LWnet and Hs, with ERA-Interim having the most realistic 
representation. All reanalyses predominately have a negative Radnet throughout the observational 
period. JRA-25’s error in radiation can be equally attributed to cloud forcing and poor α 
representation. This is also the case with NCEP/DOE’s LW component; however, its SW 
component error is mainly due to an unrealistic summer α. The ECMWF’s radiation errors are 
largely the result of errors in α representation. 
 All reanalyses exhibit a negative bias in SEB (i.e., not enough energy is absorbed by the 
surface; not enough sea ice melt compared to reality). ERA-40 has the lowest annual bias with 
NCEP/DOE having the lowest bias during autumn and winter, and JRA-25 having the lowest 
bias during spring and summer. Overall, turbulent fluxes compensate for errors in the net 
radiative flux. Of the turbulent fluxes, the ECMWF products’ Hl is the largest compensator of 
63 
 
 
Radnet while in NCEP/DOE and JRA-25 this can be attributed to Hs. This goes to show that while 
improving the total surface energy budget, individual components will not be identically 
improved. 
During summer, most of the errors are likely due to α representation. The next most 
likely error is in the simulation of clouds and their interaction with radiation. During winter, as 
SEB gets more negative, the atmosphere is becoming more stable. It was shown that reanalyses 
have trouble simulating stable conditions, thus making this the most likely source of error. When 
compensating terms are standardized, ERA-Interim has the best overall representation of the 
state of the atmosphere (i.e., individual fluxes and SEB are most realistically simulated). 
The reanalyses show good representation of basic atmospheric state variables; however, 
they have trouble simulating turbulent and radiative fluxes. This suggests an improved 
understanding is needed of the relationship between basic meteorological parameters, cloud 
properties, and the individual components in SEB in order to more realistically simulate the state 
of the atmosphere. This is a necessity if sea ice evolution is to be accurately simulated and 
predicted. The reliance on models and reanalyses for future predictions of climate dictates a need 
for additional in situ data and improved model physics to more accurately represent polar 
specific interactions. 
64 
 
 
Bibliography 
 
Andreas, Edgar L., P. Ola G. Persson, Andrey A. Grachev, Rachel E. Jordan, Peter S. Guest, 
Christopher W. Fairall, Thomas W. Horst, and Jian-Wen Bau 2009: Announcing the 
SHEBA bulk turbulent flux algorithm. Extended Abstract: 10th Conference on Polar 
Meteorology and Oceanography, P1.1, 152590. 
 
Andreas, E. L., 1987: A theory for the scalar roughness and the scalar transfer coefficients over 
snow and sea ice. Boundary Layer Meteorol., 38, 159–184. 
 
Beesley, J. A., C. S. Bretherton, C. Jakob, E. L. Andreas, J. M. Intrieri, and T. A. Uttal, 2000: A 
comparison of cloud and boundary layer variables in the ECMWF forecast model with 
observations at Surface Heat Budget of the Arctic Ocean (SHEBA) ice camp. J. Geophys. 
Res., 105, 12,337-12,349. 
 
Birch, C. E., I. M. Brooks, M. Tjernstrom, S. F. Milton, P. Earnshaw, S. Soderberg, and P. Ola 
G. Persson, 2009: The performance of a global and mesoscale model over the central 
Arctic Ocean during late summer. J. Geophys. Res., 114, D13104, doi: 
10.1029/2008JD010790. 
 
Bromwich, David H., Ryan L. Fogt, Kevin I. Hodges, and John. E. Walsh, 2007: A tropospheric 
assessment of the ERA-40, NCEP, and JRA-25 global reanalyses in the polar regions. J. 
Geophys. Res., 112, D10111, doi: 10.1029/2006JD007859. 
 
Chapman, W. L., and J. E. Walsh, 2007: Simulations of Arctic temperature and pressure by 
global coupled models. J. Clim., 20, 609-632. 
 
Comiso, J. C., C. L. Parkinson, R. Gersten, and L. Stock, 2008: Accelerated decline in the Arctic 
sea ice cover. Geophys. Res. Lett., 35, L01703, doi:10.1029/2007GL031972. 
 
Curry, Judith A., William B. Rossow, David Randall, and Julie Schramm, 1996: Overview of 
Arctic cloud and radiation characteristics. J. Climate, 9, 1731-1764. 
 
Ebert, E. E., and Curry, J. A., 1993: An intermediate one-dimensional thermodynamic sea ice 
model for investigating ice-atmosphere interactions. J. Geophys. Res., 98C, 10,085-
10,109. 
 
Esper, Jan, Edward R. Cook, and Fritz H. Schweingruber, 22 March 2002: Low-frequency 
signals in long tree-ring chronologies for reconstructing past temperature variability. 
Science, 295, 2250-2253. 
 
65 
 
 
Fairall, C. W., P. O. G. Persson, E. F. Bradley, R. E. Payne, and S. P. Anderson, 1998: A new 
look at calibration and use of Eppley precision infrared radiometers. Part 1: Theory and 
application. J. Atmos. Oceanic Technol., 15, 1229-1242. 
 
Fairall, C. W., E. F. Bradley, D. P. Rogers, J. B. Edson, and G. S. Young, 1996: Bulk 
parameterization of air-sea fluxes for TOGA COARE. J. Geophys. Res., 101, 3747–3767. 
 
Grachev, Andrey A., Christopher W. Fairall, P. Ola G. Persson, Edgar L. Andreas, Peter S. 
Guest, 2005: Stable boundary-layer scaling regimes: the SHEBA data. Boundary Layer 
Meteorol., 116, 201-235. 
 
Gregory, D., J. J. Morcrette, C. Jakob, C. M. Beljaars, and T. Stockdale, 2000: Revision of 
convection, radiation, and cloud schemes in the ECMWF Integrated Forecasting System. 
Q. J. R. Meteorol. Soc., 126, 1685-1710. 
 
Hinzman, Larry D., and Coauthors, 2005: Evidence and implications of recent climate change in 
northern Alaska and other Arctic regions. Climate Change, 72, 251-298, doi: 
10.1007/s10584-005-5352-2. 
 
Houghton, J. T., Y. Ding, D. J. Griggs, M. Nogner, P. J. van der Linden, X. Dai, K. Maskell, and 
C. C. Johnson, Eds., 2001: Climate Change 2001: The Scientific Basis. IPCC Rep., pp. 
881. 
 
Intrieri, J. M., M. D. Shupe, T. Uttal, and B. J. McCarty, 2002a: An annual cycle of Arctic cloud 
characteristics observed by radar and lidar at SHEBA. J. Geophys. Res., 107, C10, 
doi:10.1029/2000JC000423. 
 
Intrieri, J. M., C. W. Fairall, M. D. Shupe, P. O. G. Persson, E. L. Andreas, P. S. Guest, and R. E. 
Moritz, 2002b: An annual cycle of Arctic surface cloud forcing at SHEBA. J. Geophys. 
Res., 107, C10, 8039, doi:10.1029/2000JC000439. 
 
IPCC, 2007: Summary for Policymakers. In: Climate Change 2007: The Physical Science Basis.  
Contribution of Working Group I to the Fourth Assessment Report of the 
Intergovernmental Panel on Climate Change [Solomon, S., D. Qin, M. Manning, Z. 
Chen, M. Marquis, K.B. Averyt, M.Tignor and H.L. Miller (eds.)]. Cambridge University 
Press, Cambridge, United Kingdom and New York, NY, USA. 
 
Japan Meteorological Agency, 2002: "Outline of the operational numerical weather prediction at 
the Japan Meteorological Agency". Appendix to WMO numerical weather prediction 
progress report. 
 
Kalnay, E., and Coauthors, 1996: The NCEP/NCAR 40-Year Reanalysis Project. Bull. Amer. 
Meteorol. Soc., 77, 437-471. 
 
66 
 
 
Kanamitsu, Masao, Wesley Ebisuzaki, Jack Woollen, Shi-Keng Yang, J. J. Hnilo, M. Fiorino, 
and G. L. Potter, 2002: NCEP-DOE AMIP-II Reanalysis (R-2). Bull. Amer. Meteorol. 
Soc., 83, 1631-1643. 
 
Meehl, Gerald A. and Claudia Tebaldi, 2004: More intense, more frequent, and longer lasting 
heat waves in the 21
st
 century. Science, 304, 994-997. 
 
Moran, K. P., B. E. Martner, M. J. Post, R. A. Kropfli, D. C. Welsh, and K. B. Widener, 1998: 
An unattended cloud-profiling radar for use in climate research. Bull. Am. Meteorol. Soc., 
79, 443– 455. 
 
Nghiem, S. V., I. G. Rigor, D. K. Perovich, P. Clemente-Colon, and J. W. Weatherly, 2007: 
Rapid reduction of Arctic perennial sea ice. Geophys. Res. Lett., 34, L19504, doi: 
10.1029/2007GL031138. 
 
Onogi, Kazutoshi, and Coauthors, 2007: The JRA-25 Reanalysis. J. Meteorol. Soc. Japan, 85, 
369-432. 
 
Ou, S. C., and K. N. Liou, 1995: Ice microphysics and climate temperature feedback. Atmos. 
Res., 35, 127-138. 
 
Persson, P. Ola G., Christopher W. Fairall, Edgar L. Andreas, Peter S. Guest, and Donald K. 
Perovich, 2002: Measurements near the Atmospheric Surface Flux Group tower at 
SHEBA: Near-surface conditions and surface energy budget. J. Geophys. Res., 107, 
8045, doi: 10.1029/2000JC000705. 
 
Sassen, K., 1991: The polarization lidar technique for cloud research: A review and current 
assessment. Bull. Am. Meteorol. Soc., 72, 1848– 1866. 
 
Shupe, Matthew D., Sergey Y. Matrosov, and Taneil Uttal, 2006: Arctic Mixed-Phase Cloud 
Properties Derived from Surface-Based Sensors at SHEBA. J. Atmos. Sci., 63, 697-711. 
 
Shupe, Matthew D., and Janet M. Intrieri, 2004: Cloud radiative forcing of the Arctic surface: the 
influence of cloud properties, surface albedo, and solar zenith angle. J. Climate, 17, 616-
628. 
 
Simmons, Adrian, Sakari Uppala, Dick Dee, and Shinya Kobayashi, 2007: ERA-Interim: New 
ECMWF reanalysis products from 1989 onwards. ECMWF Newsletter, No. 110, 
European Centre for Medium-Range Weather Forecasts, Shinﬁeld, Reading, UK 
(Available at www.ecmwf.int/publications). 
 
Solomon, S., and Coauthors, 2007: Technical Summary. Climate Change 2007: The Physical 
Science Basis. S. Solomon et al., Eds., Cambridge University Press, 19-91. 
 
67 
 
 
Tjernstrom, Michael, and Coauthors, 2005: Modeling the Arctic boundary layer: an evaluation of 
six ARCMIP regional-scale models using data from the SHEBA project. Boundary-Layer 
Meteorol., 117, doi: 10.1007/s10546-004-7954-z. 
 
Uppala, S. M., and Coauthors, 2005: The ERA-40 re-analysis. Q. J. R. Meteorol. Soc., 131, 
2961-3012. 
 
Walsh, John E., William L. Chapman and Diane H. Portis, 2009: Arctic cloud fraction and 
radiative fluxes in atmospheric reanalyses. J. Climate, 22, pp. 2316-2334, doi: 
10.1175/2008JCLI2213.1 
 
Weidle, Florian, and Heini Wernli, 2008: Comparison of ERA40 cloud top phase with POLDER-
1 observations. J. Geophys. Res., 113, D05209, doi: 10.1029/2007JD009234. 
 
White, Peter W. (Ed.) 2003: Part IV: Physical Processes (CY23R4). IFS Documentation Cycle 
CY23r4, European Centre for Medium-Range Weather Forecasts, Shinﬁeld, Reading, UK 
(Available at http://www.ecmwf.int/research). 
 
Wyser, K., and Coauthors, 2007: An evaluation of Arctic cloud and radiation processes during 
the SHEBA year: simulation results from eight Arctic regional climate models. Clim. 
Dyn., 30, doi: 10.1007/s00382-007-0286-1. 
