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Abstract.
We reconsider the mean-field Potts model with q interacting and r non-interacting
(invisible) states. The model was recently introduced to explain discrepancies between
theoretical predictions and experimental observations of phase transitions in some
systems where the Zq-symmetry is spontaneously broken. We analyse the marginal
dimensions of the model, i.e., the value of r at which the order of the phase transition
changes. In the q = 2 case, we determine that value to be rc = 3.65(5); there is a
second-order phase transition there when r < rc and a first-order one at r > rc. We also
analyse the region 1 ≤ q < 2 and show that the change from second to first order there
is manifest through a new mechanism involving two marginal values of r. The q = 1
limit gives bond percolation and some intermediary values also have known physical
realisations. Above the lower value rc1, the order parameters exhibit discontinuities
at temperature t˜ below a critical value tc. But, provided r > rc1 is small enough,
this discontinuity does not appear at the phase transition, which is continuous and
takes place at tc. The larger value rc2 marks the point at which the phase transition
at tc changes from second to first order. Thus, for rc1 < r < rc2, the transition at tc
remains second order while the order parameter has a discontinuity at t˜. As r increases
further, t˜ increases, bringing the discontinuity closer to tc. Finally, when r exceeds rc2
t˜ coincides with tc and the phase transition becomes first order. This new mechanism
indicates how the discontinuity characteristic of first order phase transitions emerges.
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1. Introduction
The concept of universality - wherein certain features of a system do not depend on its
details - plays a central role in understanding physical properties of various multi-particle
systems. Continuous (second-order) phase transitions provide examples of phenomenon
which exhibit universality [1,2]. For short-range interacting systems, global factors, such
as the dimension of space or the dimensions and symmetries of order parameters, define
universal features of such a phase transition. These features are shared by different
systems, independently of the details of the system structure. Such systems then belong
to the same universality class. This is usually identified by critical exponents, critical
amplitude ratios and scaling functions. Another universal quantity, which is intrinsic
to the critical behaviour of complex systems, is the marginal dimension which marks
the number of order-parameter components for which the order of the phase transition
changes.
Examples of such systems include the O(m)-symmetric spin models [3]. The
transitions there are of second order provided that the space dimension exceeds a
lower-critical value d > dlc (where dlc = 1 for the Ising case m = 1 and dlc = 2
for m ≥ 2) [4, 5]. However, when the O(m) symmetry is broken by the presence of
terms invariant under the cubic group (the so-called anisotropic cubic model, relevant
for an account of crystalline anisotropy [6, 7]), it leads to the emergence of a marginal
dimension mc. For given space dimension d, mc(d) separates regions where the phase
transitions of a given symmetry are of first or of second order. For example, the d = 3
cubic crystal with three easy axes should undergo either a first- or second-order phase
transition provided mc is less than or greater than 3, respectively. Theoretical estimates
are in favour of mc(d = 3) < 3 [8, 9], supporting the first-order scenario in these
systems [7]. Another example is the q-state Potts model [10]. Since this model has
a discrete symmetry group, Zq, the lower critical dimension is dlc = 1. The marginal
value qc(d), for d > dlc, separates the first- and second-order regimes there too. For
d = 2 the transition is of second order for q ≤ qc = 4 and of first order otherwise. For
d = 3, the marginal value qc is below 3 [11]. More examples of marginal dimensions
that separate regions of phase transitions of different types are given by systems with
non-collinear ordering [12], frustrations [13], structural disorder [9, 14], and competing
fluctuating fields [15].
In this paper we will be interested in marginal dimensions of the Potts model
with invisible states [16]. The model has been recently introduced in order to explain
discrepancies between theoretical predictions and experimental observations of the phase
transition in some two-dimensional systems where the Z3-symmetry is spontaneously
broken [17]. Although, these systems undergo a ferromagnetic phase transition, it
appears to be of first order, whereas a standard Potts model predicts the second order
scenario at d = 2, q = 3. The model continues to attract considerable interest [18–25],
although, as we will show below, some principal questions about its behaviour remain
unsolved. In particular, to explain changes in the marginal number of states (marginal
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dimension) qc that separates the first and second order regimes, the model introduces
r additional Potts states (so-called invisible states) that do not contribute to system’s
interaction energy but do contribute to the entropy. Hence, for fixed space dimension
d and number of states q, the value of rc represents a border separating the first- and
second-order regimes.
The question of the marginal dimensionality of the Potts model with invisible states
is one of the central issues discussed within the context of this model. The mean-field
analysis in the framework of the Bragg-Williams approximation of Refs. [16,18,19] lead
to an estimate 3 < rc < 4 for q = 2. Obtained, as it is, within the mean-field approach,
this estimate does not carry a dependence on the space dimensionality. A different
mean-field approach employing 3-regular random (thin) graphs also demonstrates a
change in the order of the phase transition, but the value of rc ≃ 17 obtained at
q = 2 [20] is much higher than in the Bragg-Williams case. Numerical simulations of
the Potts model with invisible states in d = 2 dimensions gave solid evidence that the
model exhibits a first-order phase transition at q = 2, 3, 4 for high values of r but it
still remains a challenge for numerics to get a more precise estimate of rc [16]. Rigorous
results prove the existence of a first-order regime for any q > 0, provided that r is large
enough [23, 24]. Exact results for the value of rc for the model are known for a Bethe
lattice [25] too.
In this paper we use the mean-field approach to determine more precise estimates
for rc when q = 2 and to find rc(q) in the region 1 ≤ q < 2. The aim is to deliver a
better understanding of how rc changes with q. The region also includes the physically
accessible case of bond percolation q = 1 which is of special interest in its own right.
The rest of this paper is organized as follows. In Section 2 we obtain the
expression for the free energy of the Potts model with invisible states in the mean-field
approximation. The analysis of marginal dimensions is presented in Section 3. In the
concluding section, we summarize the results obtained.
2. Free energy in the mean-field approximation
The Hamiltonian of the (q + r)-state Potts model with r invisible states reads [16]
H = −
∑
<i,j>
δSi,Sj
q∑
α=1
δSi,αδSj ,α − h
∑
i
δSi,1, (1)
where, Si = 1, . . . , q, (q + 1), . . . , (q + r) is a Potts spin variable on a site i = 1, . . . , N ,
δa,b are Kronecker deltas and h is a magnetic field acting on the first visible state. The
first sum in the first term spans all distinct nearest neighbour pairs. Only states with
Si = 1, . . . , q contribute to the interaction term in the Hamiltonian and without loss of
generality we may put the coupling constant there equal to 1. The remaining r states do
not contribute to the interaction energy but they increase the number of configurations
available, and hence they contribute to the entropy (as well as the internal energy). An
external field h is chosen to favour the Si = 1 state.
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As mentioned above, a Bragg-Williams type mean-field calculation and
Monte-Carlo simulations in two dimensions lead to the conclusion that with increasing
r the phase transition in the model (1) becomes ‘harder’; the second-order transition
changes to a first-order one. As r is further increased, the latent heat and the jump in
the order parameter also increase at the first-order phase-transition point [16, 18, 19].
Since in the mean-field approximation the transition of the usual q-state Potts model is
of first order for q > 2, mean-field analysis of Refs. [16,18,19] concentrated on the Ising
case q = 2 to demonstrate the change in the order of the phase transition with increasing
of r. It was shown that the transition becomes first order for r > 3. However the value of
rc has not yet been determined precisely for q = 2. Here, we will apply another variant
of the mean-field approach to obtain precise estimates for the value of the marginal
dimension rc for q = 2 as well as to analyse the entire 1 ≤ q ≤ 2 region. Besides
the Ising case, this region includes another frequently investigated physically relevant
case, namely that of bond percolation, q = 1 [11]. Another challenge is to observe the
continuous change of the marginal dimension rc(q), both because analytic continuation
in the number of states is an inherent feature of the field-theoretical description of critical
phenomena and because the Potts model at non-integer q is relevant for the description
of a number of interesting physical phenomena. To give just a few examples, besides the
bond percolation previously mentioned, the limit q → 1 describes turbulence [27, 28].
Universal spanning trees (Fortuin-Kasteleyn graphs) are described by a zero-state q = 0
Potts model [29, 30]. This limit is related to an arboreal gas model [31] and resistor
networks [32,33]. The Potts model at q = 1/2 corresponds to a spin glass model [34,35],
which can be also used to analyze the evolution of syntax and language [36]. Finally,
the Potts model in the region 0 ≤ q < 1 describes gelation and vulcanization processes
in branched polymers [37].
To proceed with the mean-field analysis, let us introduce thermodynamic averages
〈δSi,α〉 =


µ , α = 1,
ν1 , α = 2, . . . , q,
ν2 , α = q + 1, . . . , r .
(2)
Here, the averaging is performed with respect to the Hamiltonian (1)
〈. . .〉 =
1
Z
Tr (. . .)e−βH, with Z = Tr e−βH, (3)
in the thermodynamic limit, where β is the inverse temperature and the trace is taken
over all possible spin configurations.
By (2), in the spirit of the mean-field approximation, we assume that the mean
value of a spin in a given state does not depend on its coordinate. Note, that three
different averages µ, ν1, and ν2 are necessary to take into account the state favoured by
the magnetic field and to discriminate between visible and invisible states. Their high-
and low- temperature asymptotics are given in Table 1. At high temperatures all states
are equally probable, whereas at low temperatures the direction of symmetry breaking
is determined by the direction of the magnetic field.
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This asymptotic behaviour together with an obvious normalization condition:
µ+ (q − 1)ν1 + rν2 = 1 (4)
allows one to define the order parameters:
m1 = µ− ν1,
m2 = µ− ν2. (5)
Both m1 and m2 exhibit standard temperature asymtotics in that they vanish for β → 0
and are equal to one for β → ∞, see Table 1. However, as we will see below, only m1
has a physical interpretation as a quantity that appears below the transition point and
breaks the system symmetry. It is easy to show that also the following conditions are
satisfied:
µ =
m2r +m1q + 1−m1
q + r
,
ν1 =
(m2 −m1)r + 1−m1
q + r
,
ν2 =
(m1 −m2)q + 1−m1
q + r
. (6)
The first Kronecker δ in the Hamiltonian (1) is rendered redundant by the other
two, so that
H = −
∑
<i,j>
q∑
α=1
δSi,αδα,Sj − h
∑
i
δSi,1. (7)
To obtain the mean-field Hamiltonian, we represent each Kronecker-delta term as a sum
of its mean value and deviation from that mean. Neglecting terms comprising a product
of two such deviations,
H = −
z
2
∑
i
[µ(2δ1,Si − µ) +
q∑
α=2
(2δα,Si − ν1)ν1]− h
∑
i
δSi,1, (8)
where z is the number of the nearest neighbours. For the partition function (3) we then
get
Z = e−Nβz(µ
2+(q−1)ν21 )/2
∏
i
[eβ(h+zµ) + (q − 1)eβzν1 + r]. (9)
Table 1. Low and high temperature asymptotics of the thermodynamic averages,
Eq. (2), and for the order parameters, Eq. (6).
β →∞ µ = 1 ν1 = 0 ν2 = 0 m1 = 1 m2 = 1
β → 0 µ = 1
q+r
ν1 =
1
q+r
ν2 =
1
q+r
m1 = 0 m2 = 0
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Figure 1. Critical temperature of the Potts model for q = 2, z = 4 as a function of
the number of invisible states r. The critical temperature is a smooth function of r
and tends to zero as r →∞.
We consequently derive the free energy per site as
f(m1, m2) = −
1
βN
logZ =
z
2
(
(m1q −m1 +m2r + 1)
2
(q + r)2
+
(q − 1)(−m1r −m1 +m2r + 1)
2
(q + r)2
)
−
1
β
log
{
(exp
[
β
(
h+
z(m1q −m1 +m2r + 1)
q + r
)]
+
(q − 1) exp
[
βz(−m1r −m1 +m2r + 1)
q + r
]
+ r
}
. (10)
For r = 0 one recovers the free energy of the standard Potts model as a function of a
single order parameter m1 in the mean-field approximation [26]. Of course, m2 does not
arise in the standard Potts model. There the transition is of the second order only if
q ≤ 2. In the following, we are interested how the presence of invisible states changes
the order of this transition.
3. Phase transition and marginal dimensions
With the expression (10) to hand, the thermodynamics of the model are obtained
via minimization of the free energy with respect to the two parameters m1 and
m2. In particular, the system of equations that determines the free energy extrema,
∂f/∂m1 = ∂f/∂m2 = 0, reads
(q + r)
[
eβ(h+m1z) − r − 1
]
eβ(h+m1z) + re
βz(m1r+m1−m2r−1)
q+r + q − 1
= m1[q + r(r + 2)]− r(m2r + 1) , (11)
(q + r)
[
eβ(h+m1z) + q − 1
]
eβ(h+m1z) + re
βz(m1r+m1−m2r−1)
q+r + q − 1
= −m1r(q − 1) +m2qr + q . (12)
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Figure 2. The dependency of the order parameters m1 [Panel (a)] and m2 [Panel
(b)] on the reduced temperature t = T/Tc for r = 0, 2, 4. For r = 0, we only have a
single order parameter, namely m1. Indeed, m1(t) is a proper order parameter in that
it vanishes on one side of the phase transition. In contrast, m2(t) never vanishes at
finite temperature. However both m1 and m2 can be used to distinguish between the
first and the second-order regimes as the plots demonstrate.
The solutions of these equations, m1(T, h), m2(T, h) are further analysed to ensure they
meet the condition of stability, i.e that they correspond to the free energy minimum,
or to local minima in the case of a first-order transition. From these considerations,
and numerically solving the system of non-linear equations (11), (12), we find two
types of solutions at zero external magnetic field and finite temperature, namely
(i) m1(T, 0) = 0, m2(T, 0) 6= 0 and (ii) m1(T, 0) 6= 0, m2(T, 0) 6= 0. Note that
m2(T, 0) never vanishes at finite temperature. Therefore only m1(T, 0) is a proper
order parameter, delivering a spontaneous magnetization that signals the occurrence of
a phase transition. For fixed q, the transition from solution (i) to (ii) occurs at a finite
r-dependent temperature Tc(r).
3.1. The case q = 2
First let us consider the extension of the Ising model with invisible states. In Fig. 1
we plot the transition temperature for q = 2 as a function of r for z = 4. The critical
temperature is a smooth function of r and tends to zero as r → ∞. In this limit the
system becomes one of non-interacting particles. Note that for the 2D Potts model with
invisible states on a square lattice Tc vanishes for large (q + r) as Tc ≈ 2/ ln(q + r) [23].
As has been shown in [16], r = 4 invisible states are sufficient to change the phase
transition of the q = 2 Potts model from second to first order. This sets an upper bound
for the marginal dimension as rc(q = 2) < 4. We display the temperature dependence
of the order parameters in Fig. 2 for r = 0, 2, 4. Since Tc is r−dependent we use the
reduced temperature t = T/Tc. As we have noted before, one only has m1(T ) for r = 0.
Depending on the value of r, the temperature dependency of both order parameters
m1, m2 is characterized by two different regimes. For r = 0, 2 the plots are continuous,
signalling second-order phase transitions. However when r = 4 we observe a jump at the
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Figure 3. Jumps in the order parameters ∆m1 (red curve), ∆m2 (black curve) and
the latent heat ∆E (blue curve) of the Potts model at q = 2 as functions of the number
of invisible states r.
critical temperature. Note that both m1 and m2 may be used to distinguish between the
first and the second order regimes. However, it is worth re-emphasising that above the
critical temperature m1(t) = 0, while m2(t) vanishes only for the infinite temperature.
To locate the marginal value rc, we define the jump in the order parameters by
∆mj = lim
t→1−
mj(t)− lim
t→1+
mj(t), j = 1, 2, (13)
and analyse the behaviour of ∆mj as function of r. The first appearance of a non-zero
value of ∆mj corresponds to the onset of the first-order phase transition. In Fig. 3 we
plot ∆m1 and ∆m2 as functions of the number of invisible states r. Similar behaviour
is observed for the latent heat ∆E = −∆S Tc, where ∆S is the entropy jump at the
phase transition point:
∆S = lim
t→1−
S(t)− lim
t→1+
S(t). (14)
This is also plotted in Fig. 3. The values of rc obtained from the vanishing of ∆m1, ∆m2,
and ∆E are: rc = 3.629(1), rc = 3.627(2), and rc = 3.617(3), respectively. Averaging
these values we get rc = 3.622(8). This estimate agrees well with the z → ∞ limit of
the result obtained for the Potts model with q = 2 visible and r invisible states on the
Bethe lattice with z nearest neighbours [25]: rc = limz→∞
4z
3(z−1)
(
z−1
z−2
)2
≃ 3.62.
In the vicinity of rc, the order parameter jumps can be approximated by a power-law
decay:
∆m1 ∼ (r − rc)
a1 , ∆m2 ∼ (r − rc)
a2 . (15)
Numerical fits in the interval r = 3.625 to 4.0 yield estimates for the exponents:
a1 = 0.477(10) and a2 = 0.566(15).
3.2. The case 1 ≤ q < 2
Let us consider now the region 1 ≤ q < 2. Typical behaviour of the order parameters
m1(t) and m2(t) for fixed values of q is shown in Fig. 4. There we plot these functions
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Figure 4. Dependencies of the first (a) and second (b) order parameters on the
reduced temperature t for r = 4, 5, 6, 7, 8, 9 at q = 1.2. The second-order phase
transition transforms to a first order phase transition at rc2 ≃ 8.495(5). Panel (c):
discontinuities in the order parameter ∆m1 (red curve), ∆m2 (black curve) and the
latent heat ∆E (blue curve) as functions of r for q = 1.2 at t = t˜.
for q = 1.2 and r = 4, 5, 6, 7, 8, 9. For small values of r, m1(t) and m2(t) are smooth
functions of t and the transition is second order. We observe thatm1(t) vanishes linearly
as t approaches tc = 1 from below. This corresponds to the familiar mean-field result
for the percolation critical exponent β = 1.
For larger values of r, and starting from a certain value r = rc1, gaps in m1(t) and
m2(t) appear at t˜ < tc. The marginal dimension rc1 obtained from the vanishing of
these functions is rc1 ≃ 6.834(11). The occurrence of this gap does not affect the order
of the phase transition occurring at tc = 1, which, for these values of r, remains second
order because the order parameters remain continuous there. The gap at t˜ increases
with further increases of r and finally, at r = rc2, t˜ and tc coincide. It is at this point
that the transition at tc = 1 becomes first order. The value rc2 is therefore the marginal
dimension (i.e., it is the value of r at which the phase transition changes its order). It
is defined by the condition
∆m1 > 0 at m1(t→ t
+
c ) = 0 . (16)
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Figure 5. Typical behaviour of the free energy of the Potts model with invisible states
at 1 ≤ q < 2 and rc1 < r < rc2 (q = 1.2 and r = 6.96 for this figure); (a): Gibbs free
energy G(t) at h = 0. Temperatures t˜ and tc are shown by vertical lines. One sees a
cusp at t˜, it signals about the presence of a latent heat (a jump in the entropy at t˜);
(b): Gibbs free energy G(h) at t = t˜ (upper curve) and at t = tc (lower curve). A cusp
in the upper curve signals about a jump in the order parameter at t˜. Note that the
cusp is absent in lower curve: the order parameter is continuous at tc; (c): Mean-field
free energy F (m1) at h = 0 and t < t˜, t ≃ t˜ = 0.945, t > t˜ (upper, middle, and
lower curves, correspondingly); (d): Landau free energy F (m1) at h = 0 and t < tc,
t = tc = 1, t > tc. The circles in Figs. (c) and (d) show global minima of the free
energy.
The occurrence of a gap in the order parameter at temperature t˜ < tc is, to our
knowledge, a new phenomenon in the theory of phase transitions.
For rc1 < r < rc2, the order parameterm1 6= 0 in the temperature interval t˜ < t < tc.
There is no new spontaneous symmetry breaking with respect to m1 at t = t˜. However,
its jump at t = t˜ is similar to that which occurs in the usual first-order phase transition
scenario. Similar behaviour is observed at t = t˜ for the latent heat ∆E and for ∆m2.
These functions are shown in Figs. 4c too.
The behaviour of the Gibbs free energy G(t, h) of the Potts model with invisible
states in the region 1 ≤ q < 2 and rc1 < r < rc2 is elucidated in Figs. 5 a, b. To this
end, we used conditions (11), (12) to eliminate the order-parameter dependency of the
mean-field free energy (10) in favour of the external field. In Fig. 5a we display the
zero-field Gibbs free energy G(t, h = 0) as a function of the reduced temperature t. The
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Figure 6. Typical behaviour of the isothermal susceptibilities χ1 and χ2 as functions
of reduced temperature for 1 < q < 2, rc1 < r < rc2 (q = 1.2 and r = 6.96 in this
figure). Distinct peaks are observed at t˜ and tc.
cusp at t = t˜ signals the jump in the entropy. Fig. 5b shows the Gibbs free energy G(h)
at t = t˜ (upper curve) and at t = tc (lower curve). Again, a cusp in the upper curve
signals a jump in the order parameter at t˜. However, the cusp is absent in the lower
curve: the order parameter is continuous at tc. The mean-field free energy F (m1, m2) is
further analysed in Figs. 5c, d. There we show the typical behaviour of the free energy
as a function of the first-order parameter m1 at h = 0 in the region of temperatures
in the vicinity of t = t˜ (c) and t = tc (d). To get two-dimensional plots, parameter
m2 has been excluded from the minimum conditions (11), (12). Fig. (c) demonstrates
behaviour typical for the first-order phase transition: two minima exist at t = t˜ = 0.945,
see the middle curve of the figure. Different situation is observed in Fig. (d). There,
the only value m1 = 0 corresponds to the free energy minimum at t = tc = 1.
To better understand temperature behaviour of the order parameters in the vicinity
of t˜, we present, in Fig. 6 typical plots of the isothermal susceptibilities χ1 = ∂m1/∂h
and χ2 = ∂m2/∂h for 1 < q < 2 and rc1 < r < rc2 (specifically, q = 1.2 and r = 6.96
in this figure). One observes two distinct peaks located at t˜ and tc. The values of the
susceptibilities were obtained by numerical evaluation of derivatives in the limit h→ 0.
Values of the marginal dimensions rc1 and rc2 for different q are collected in Table 2.
We give the average value of rc1 obtained numerically from the behaviour of the functions
∆m1, ∆m2, and ∆E. The estimate for rc2 has been obtained from the behaviour of m1
as the minimal value of r for which condition (16) holds. Fig. 7 shows the q-dependencies
of rc1 and rc2. For the case q = 2, where both marginal dimensions rc1 and rc2 have to
coincide, we use the estimate rc = 3.65(5) since it includes both values quoted in the
table. It is worth noting, that in the region 1 ≤ q ≤ 2 the difference in the marginal
dimensions is nicely approximated by a linear function: rc2 − rc1 ≃ 2(2 − q), although
we do not have a simple explanation for this observation.
In the limiting case q → 1, Eq. (10) gives the free energy that depends on the
Marginal dimensions of the Potts model with invisible states 12
 0
 2
 4
 6
 8
 10
 1  1.2  1.4  1.6  1.8  2
r
q
rc1
rc2
Figure 7. Marginal dimensions rc1 (lower curve) and rc2 (upper curve) for the Potts
model at 1 ≤ q ≤ 2. At q = 2 both rc1 and rc2 coincide within the fidelity interval:
rc1 = rc2 ≃ 3.65(5).
second-order parameter m2 only:
lim
q→1
f(m1, m2) =
z (m2r + 1)
2
2(r + 1)2
− T log
(
e
h+
z(m2r+1)
r+1
T + r
)
. (17)
Minimizing the free energy with respect to m2 one gets the temperature behaviour
m2(T ). In turn, the appearance of a gap in this dependence can be used as a condition
to determine the marginal dimension r = rc1. We estimate numerically the marginal
dimension rc2 from the limit limq→1+ rc2(q).
4. Conclusions
In this paper, we reconsidered the mean field approach to the recently introduced Potts
model with invisible states [16]. The model was suggested in an attempt to resolve
Table 2. Marginal dimensions rc1, rc2 for different values of 1 ≤ q ≤ 2.
q rc1 rc2
1 7.334(49) 9.55(35)
1.1 7.132(7) 8.995(5)
1.2 6.834(11) 8.495(5)
1.3 6.577(5) 8.025(5)
1.4 6.268(9) 7.535(5)
1.5 5.980(6) 7.025(5)
1.6 5.658(7) 6.525(5)
1.7 5.315(5) 6.025(5)
1.8 4.914(8) 5.505(5)
1.9 4.447(9) 4.825(5)
2 3.622(8) 3.65(5)
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controversies between theoretical predictions of a second-order phase transition and
simulations indicating a first-order scenario [17]. Indeed, the number of invisible states
r introduced into the model plays the role of a parameter that regulates the order of
the phase transition. In the Potts case with q interacting (visible) states, the transition
becomes the first order starting from a certain, marginal, value rc. For the particular
case q = 2 it had already been shown that the change occurs at large r (for d = 2)
and that 3 < rc < 4 within the mean field analysis [16, 19]. Here, we determine a
more precise estimate for the value for q = 2, namely rc ≃ 3.65(5). This estimate is in
excellent agreement with the z → ∞ limit of the result obtained for the Bethe lattice
with z nearest neighbours [25].
We then considered the region 1 ≤ q < 2. There, the mechanism which changes the
order of the phase transition is, to our knowledge, new to the field. Namely, there are
two marginal dimensions, rc1 and rc2, as indicated in Fig. 4a, b. They characterise the
temperature behaviour of the first derivatives of the free energy. At rc1 the gap appears
at a certain temperature t˜ < tc, however, the transition at tc remains of second order.
The gap increases and moves towards tc with further increase of r, and, finally at rc2 it
reaches tc: the transition becomes the first order. The marginal dimensions rc1 and rc2
are functions of q, they are shown in Fig. 7 and listed in Table 2.
The above observations shows essential difference in behaviour of the Potts model
with invisible states at q = 2 and at 1 ≤ q < 2. Whereas in the former case an increase
of r turns the second-order phase transition to the weak first-order transition (the jump
in the order parameter limr→rc ∆m1 → 0), in the latter case the second transition is
turned to the sharp first-order transition, limr→rc2 ∆m1 6= 0. The same conclusion can
be reached analysing the latent heat behaviour. In this respect, it is worth recalling
that the case q = 1, considered here, corresponds to the bond percolation. In turn,
our result means that adding invisible states turns transition in the bond-percolation
model into strong first-order. It is also worth mentioning here other mechanisms that
are known to sharpen percolation transitions, such as those delivering explosive [38,39]
or bootstrap [40] percolation.
Marginal dimensions are widely met when phase transitions are analysed. Some
examples are mentioned in the beginning of this paper. The first step towards defining
these quantities for the Potts model with invisible states have been taken. More
involved theories have to take into account fluctuations, which are wiped out within the
method we currently used. One such approach, the renormalization group, leads to a
perturbative expansion where the mean-field result enters as a first term. It is instructive
to note here, that already this first-order contribution is non-integer, as foreseen by the
results of this paper. Moreover, usually one expects logarithmic corrections to scaling
to accompany the change in the order of a phase transition [41]. Again, these topics are
out of reach of the mean-field analysis and will be a subject of a separate study.
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