ABSTRACT The arbitrary waveform generator is now commonly used to generate waveforms in many fields. The Nyquist sampling theorem only provides an open interval for the sampling rate selection, but how to determine a specific sampling rate within this open interval has not been discussed. In practice, the sample rate conversion is adopted to convert the arbitrarily selected sample rate to a safe one which keeps the mirror frequency out of a fixed passband of an anti-aliasing filter in an arbitrary waveform generator whose sample rate is variable. To select a safe sample rate with low computational cost and memory requirements for conversion, an algorithm, with fractional sample rate conversion in mind, is proposed in this paper to guarantee the safety of the target sample rate and the bound of resource cost. The experimental results show that not only the computational cost and memory requirements of sampling rate conversion but also the frequency stability and harmonics of the generated signal in the proposed algorithm overcome the method that arbitrary converts the sampling rate to a fixed maximum one.
I. INTRODUCTION
The arbitrary waveform generator (AWG) has a wide range of applications in many fields. In cognitive radar, users utilize AWG to generate signals of different frequencies to detect the surrounding signal environment ( [1] , [2] ) and to generate custom signals as radar incentives [3] - [5] . In the field of software radio and cognitive radio, signals with different frequency bands are processed to exchange information. In these cases, the signal's frequency and bandwidth may vary dynamically [6] - [9] , which fits the AWG paradigm very well [10] - [14] .
The sample rate in these cases is only constrained by the Nyquist criterion, which still leaves a wide range of options. In [5] , Jakabosky et al. use a Tektronix AWG70K to generate a radar signal with 3.55 GHz center frequency at 8 GS/s sampling rate directly. Li et al. up-sample a signal at 500 MS/s to 1 GS/s, which uses integer-times sample rate conversion [4] . Meanwhile, when the sample rate of an AWG is different from the original, a selected Sample Rate Conversion (SRC) should be introduced. There are two common categories of SRC. The first one is Fractional Sample Rate
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Conversion (FSRC), requiring a fractional conversion rate, which makes it challenging to design filters when the numerator and denominator of the fraction are large ( [15] , [16] ). The second is Arbitrary Sample Rate Conversion (ASRC), implemented by combining variable fractional delay components and FSRC with smaller numerator and denominator ( [17] , [18] ). Although ASRC overcomes the drawbacks of FSRC on computational cost and design complexity [19] , it relies on estimating the value of fraction delay points and involves a new component, which introduces error and computational cost.
To overcome the disadvantage of ASRC in AWGs, this paper proposes a new algorithm combining the advantage of AWG's variable sample rate mechanism and the simplicity of FSRC, choosing a fractional-time sample rate of the original signal to generate. To clarify this method, the original signal is to be represented as a waveform, a sequence of sample points, with rate determined after sampling. It always has to follow sampling theory, which leads to extra spectrum components at mirror frequencies besides the sampling rate during reconstruction, as Fig. 1(a) illustrates. This matters when replaying the waveform at the original sampling rate on an arbitrary waveform generator. The arbitrary waveform generator consists of five components, as Fig. 2 shows. The target waveform is stored in memory components point-by-point and loaded by the sequencer at a sampling rate generated by a variable clock generator ( [20] , [21] ). The output data sequence of the sequencer component is transferred to a digital/analog converter (DAC), which can convert the digitalized sample points to an analog signal. The unnecessary spectrum of the generated analog signal, such as the mirror frequencies, should be filtered out by a low-pass filter.
Since the low-pass filter is pre-designed with a fixed passband and stopband frequency and is not alterable at runtime, replaying the waveform with an arbitrarily selected original sampling rate would cause aliasing, as Fig. 1(b) demonstrates. The mirror frequency of the recovered signal will remain in the output when the sampling rate is too low.
The solution is to convert the waveform from the original sample rate to a newly selected one with a sampling rate conversion algorithm. The state-of-the-art method, such as [18] employs, is to select the maximum sample rate of an AWG as the new one, as Fig. 3(a) shows. As the relationship between the original and new sample rate is arbitrary, the conversion may always proceed via the ASRC algorithm. However, due to the computational complexity of the ASRC, plentiful work emphasizes how to optimize its implementation ( [17] , [22] , [23] ). To select a sampling rate with lower computational cost and better frequency stability, an algorithm is proposed in this paper based on the variable nature of the AWG's sampling rate supported by a variable clock generator, as [24] does. Under anti-aliasing conditions, Fig. 3(b) demonstrates the algorithm selecting an output sampling rate, at a fractional multiple of the original sample rate, with FSRC from a ''safe region'' where aliasing avoidance is proved. Furthermore, the upper bounds of the numerator and denominator of the fraction, both related to the computation cost of FSRC for the selected sample rate, are discussed; here the numerator is a representation of the memory usage in an AWG for the waveform. The experiment results show that the computational cost and the required memory are both reduced with this method.
Due to the low-pass filter is pre-designed with fixed passband and stopband frequency and is not alterable at runtime, replay the waveform with arbitrarily selected original sampling rate would still cause aliasing, as Fig.1(b) demonstrated. The mirror frequency of recovered signal would remain in output when the sampling rate is too low.
The solution is to convert the waveform form the original sample rate to a new selected one with sampling rate conversion algorithm. The state of art method is to select the maximum sample rate of AWG as the new one, as Fig.3(a) shows. As the relationship between the original and new sample rate is arbitrary, so that the conversion is always proceed by ASRC algorithm. However according to the computational complexity of the ASRC, there are still lots of works emphasis on how to optimize its implementation [17] , [22] , [23] .
To select a sampling rate with lower computation cost and better frequency stability, an algorithm is proposed in this paper base on the variable nature of AWG's sampling rate supported by variable clock generator as [24] do. Under anti-aliasing conditions, Fig.3(b) demonstrate the algorithm selecting an output sampling rate, as fractional-times as the original sample rate, with FSRC from a ''safe region'' where aliasing avoidance is proved. Furthermore, the upper bounds of numerator and denominator of the fraction, both related to the computation cost of FSRC, for selected sample rate are discussed where the numerator is representation of memory usage in AWG for waveform. The experiment result shows that the computational cost and the required memory are both reduced with the method.
II. SAMPLING RATE ALGORITHM
Assume there is a signal to be replayed whose center frequency is f c and whose bandwidth is f BW , so that the maximum and minimum frequency of the signal can be denoted as f min and f max where
The signal is stored in an AWG with maximum sample rate F smax , as a waveform with length n at sample rate f s , (f s < F smax ), the so called original sample rate, after sampling. The waveform will be replayed, repeated by cycles. As the Nyquist sampling theorem proves, there are aliasing signals at mirror frequencies, f s − f c and f s + f c , when the signal is recovered by the AWG, as Fig. 1(a) illustrates. It is expected that the low-pass filter in an AWG, with pass band F pass and stop band F stop , where normally F pass is the bandwidth of an AWG in the specification and F stop is half of F smax , will filter the aliasing signals out. However, when f s is selected just by the Nyquist sampling criteria f s ≥ 2 * f max , the aliasing signal at frequency f s −f c might remain in the generated signal when f s −f max < F stop , as Fig. 1(b) demonstrates. Then the aliasing condition can be expressed as f max ≤ f s − f max < F stop .
Selecting the new sample rate f s ≥ F stop + f max , it should fail the aliasing condition and always keep the signal at the mirror frequencies out of the low-pass filter. Furthermore, due to the nature of signal recovery, all parts of the original signal should remain in the AWG output, which requires f max ≤ F pass . Combining the above inequalities, selecting the sampling rate in the closed interval F pass + F stop , F smax can guarantee the avoidance of aliasing in the generated signal, and all three parameters are constants determined by the manufacturer's design. In this paper the above interval is called the safe region on which the discussion in the following sections is based.
The sample rate conversion is adopted to transform a waveform with sample rate f s to f s , whose relationship can be written as f s = k × f s , (k ∈ R + ) where k is the conversion ratio of the two sample rates. The value k can be an arbitrary positive decimal when selecting f s = F smax as Fig. 3(a) does. Because the ratio between f s and f s is unknown, this leads to ASRC with complex calculations during conversion. In this paper, to reduce conversion cost using FSRC, a fractional conversion ratio is selected, as (1) expresses. This means k equals l/m. As discussed above, f s should be in the safe region F pass + F stop , F smax , so that k would be the range (2) where the lower and upper bound of k can be defined as
Therefore, selecting f s amounts to determining l and m in l/m, whose value should be between β and α, expressed as(3). If f s ∈ F pass + F stop , F smax then it's not necessary to convert the sampling rate; however, if f s < F pass + F stop < F smax , that is 1 < β < α, the conversion ratio selection method should be discussed.
In [15] , Ye and Mohamadian show that the complexity of the conversion algorithm are closely related to l and m, where smaller parameters correspond to lower computational cost. It is better to select small l and m if computation time and hardware resources matter.
Furthermore, after conversion the waveform length for each cycle will be l/m times of the original length n , as l/m× n , which might not be an integer as required by the AWG's replay process. The normal solution is to compute and save m/gcd(m, l) cycles into memory, so that the new waveform length n can be reformed as (4) , where the memory usage for an AWG is smaller with smaller l and larger gcd(m, l).
However, when the sample rate f s is large, then the waveform length in each cycle grows correspondingly with more signal details, so that the quality of the replayed signal will be better.
In conclusion, it is reasonable to select both small l and m for computation cost, small l for memory-bounded applications and large f s for high replay quality requirements. To select proper l, m, while making sure the value of l/m is in [β, α], two policy groups may be studied in turn:
1. Emphasis on small l or m. 2. Preference for small or large f s .
Combining the above policy groups, there are composite policies which are compared via experimental results in Section IV. If there are integers in the interval [β, α], the selections are simply this interval's integer subset. Thus, the discussion is divided into two cases, depending on whether there is an integer in the interval [β, α]. VOLUME 7, 2019 A. CASE 1
By defining the distance d as
it is easy to prove that there must be an integer falling in the interval [β, α] as Fig. 4(a) shows. Thus it's straight forward to select the smallest m, namely m = 1, which represents l/m as an integer. Bringing it into the formula 1 < β ≤ l/m ≤ α, we have
There are still options in (5) . All integers between β and α are available, where β represents the ceiling integer of β and α represents the floor integer of α. The prominent selections of l are β and α , as the minimum and maximum values. In this case, the value l/m is selected with m = 1 first and l later with minimum sampling rate f s = β × f s , in the small f s policy, and maximum f s = α × f s , in the large f s policy. 
It can be concluded that there must be at least one integer in the interval [β, α] , (1 < β < α) if and only if α − β ≥ 0. In this case, m = 1, l = β can be selected by the small f s policy and m = 1, l = α by the large f s policy.
B. CASE 2
When 0 < d < 1 and β = α , there will be no integer in the interval [β, α], as Fig. 5 illustrates. It's not possible to traverse all possible values in the interval, but the pertinent algorithm can be adopted by selecting small l first, to emphasize l, or small m first. Combining with sampling rate selection policies, the results should be classified into four categories, l first large f s (LL), l first small f s (LS), m first large f s (ML) and m first small f s (MS). 
1) DETERMINE l FIRST
As (3) can be rewritten to l/α ≤ m ≤ l/β, (1 < β < α), a sufficient condition for m ∈ N + to exist in the interval [l/α, l/β] is that the distance between l/α and l/β should be equal to or larger than one as it is in CASE I, l/β − l/α ≥ 1, which is the same as l ≥ βα/ (α − β). Selecting the value of l = βα/ (α − β) one can get the smallest integer under the condition that m ∈ N + exists.
The value of m can be limited by the inequalities (6) where the bound of inequalities can be calculated only by α and β, whose values are predetermined. Thus, the maximum and minimum value of m can be retrieved through the bounds of (3).
When the minimum m is chosen as m = βα/ (α−β) /α , the f s selected by (7) is the largest one, called LL.
On other hand, to follow the small f s policy, the max m = βα/ (α − β) /β is chosen, so that f s is determined by (8) in the LS category.
The principle idea of selecting m first is the same as when determining l. The bounds of l can be expressed as mβ≤l ≤ mα(m > 0), where the distance of those bounds are required to be equal to or larger than the one for l's existence, that is, mα − mβ≥ 1. Determining m by the condition that m ≥ 1/(α − β) for (β < α), its minimum value can be selected as 1/(α − β) . After that the interval of l can be expressed as (9):
In the policy of large f s , one selects the larger l, namely 1/(α − β) α ; then f s should be (10) in ML:
Selecting l = 1/(α − β) β in the small f s policy with MS, the value of f s is given by (11):
For the sake of easy understanding, we summarize the process of determining the output sampling rate described above in Fig. 6 .
In some cases, the signal is not sampled in a region where the waveform is instead calculated by a formula, and f s and n are not known. Obtain the original waveform by selecting a sample rate f s = z × f max , (z ≥ 2, z ∈ N ) first; then, the proposed algorithm can be applied to transform the original waveform.
III. BOUND ANALYSIS
The upper bound of l and m affect the computation cost of the sample rate conversion and memory size required for the converted waveform. For a lighter computational cost of conversion, one requires l and m to both be small. In addition, the bound of l can help one obtain the minimum memory size required for waveforms after conversion, which is done by finding the upper bound of waveform length n in (4) with the largest l and smallest gcd(m, l). In the worst case, gcd (m, l) equals 1, which can simplify the calculation for the upper bound of n to finding the upper bound of l, due to n in l × n being an arbitrary input.
As discussed in Case I of Section II, the k and l are selected as β and α with m = 1, the same as (F pass + F stop )/f s and F smax /f s , for the small and large f s policy respectively. So, the upper bounds of k and l can be retrieved by the lower bound of f s directly. For simplicity, let F sum = F pass + F stop , so that F smax /2< F sum < F smax while F stop = F smax /2 and F pass > 0.
In Case II of Section II, there are conditions that f s should follow. According to (3) , an open upper bound of f s in this case can be obtained as F sum /f s = β > 1, f s < F sum . As the distance d is limited by 0 < d < 1, an open lower bound of f s can be obtained as 0 < F smax /f s − F sum /f s < 1, or f s > F smax − F sum . Because F sum > F smax /2, F sum should be larger than F smax − F sum , so that the range of f s is the interval (F smax − F sum , F sum ). Under this condition the upper bounds of l and m can be discussed to give the chosen sample rate policies.
A. FOR SMALL f s POLICY
When l is determined first, the l and m under small f s policy can be noted as l lf and m lf in (12) and (13) . (13) Similarly, when m is determined first, the l and m can be expressed as l mf and m mf in (14) and (15) .
As (16) demonstrates, the ceiling and floor functions of a real number x have upper and lower bounds of its value plus and minus one. This property can be used to compare the values of l and m under different policies.
With (16) 
At the same time, the upper bounds of m lf and m mf can be deduced as α−β . Due to 1 < β < α, the inequality 1 − β < 0 < α/β − 1 yields (18) and (19) , which states that the upper bound of m mf is smaller than m lf . According to the m first policy, the upper bound of m mf can be rewritten as
Overall, when a small f s option is chosen, selecting m first can get a smaller upper bound of l and m.
B. FOR LARGE f s POLICY
In this case, l lf and m lf can be defined for the l first policy, where l lf is the same as it is in small f s and m lf can be determined by (20) . Similarly, m mf under this policy equals to its value under the small f s policy; however, l mf can be expressed as (21) . VOLUME 7, 2019 (20)
Combining (16), and comparing (15) and (20), the inequality (22) demonstrates that m mf ≤ m lf for all f s .
To get the upper bound of l, the expression of l lf in (12) and l mf in (21) can be converted into (23) and (24) by enlarging their values to the upper boundaries. However, the relationship of (23) and (24) is not independent from f s , and it should follow that upper bound of l lf is larger than or equal to l mf 's when f s ≥ (2 × F sum − F smax ), so that the m first policy should be selected and the boundary is 1 +
. On the contrary, when F smax − F sum < f s < (2 × F sum − F smax ) the upper bounds of l lf are smaller, in which case the l first policy should be adopted, where the boundary is 1 +
The upper bounds of l and m are heavily dependent on the sample rate f s of the original waveform and the preference of output signal. If the computational cost and usage of memory size are important, the small f s policy should be applied, where the m first algorithm is good for smaller l and a better upper bound of m. When the output signal's quality has the highest priority, then the m first algorithm can still support the lowest computational cost compared to the l first one. However, if memory depth is non-trivial, the situation gets more complex. In that case, the upper bound of memory usage depend on f s , where three cases have been discussed.
IV. EXPERIMENTAL AND COMPARSION
In order to verify the proposed algorithm in computational cost, memory usage and quality of output signal, experiments were designed using Matlab (version: 2016a), an AWG (model: Tektronix 7082c), a spectrum analyzer (model:N9020A), and a frequency meter (model:53230A). In the experiment, Matlab was used to compute the converted waveform in various sample rate selection strategies where the computation cost and memory requirements can be compared by the output parameters. After using the AWG, the output signals were measured by the frequency meter and spectrum analyzer, which give the quality of the signal. The signal processing flow can be expressed as Fig. 7 shows, where Fig.7(a) demonstrates measurements of spectral characteristics and Fig. 7(b) illustrates the frequency stability measurement of the generated signal. To compare the algorithms, acronyms are defined as in Table 1 , where the leading V indicates that the output sampling rate f s is variable and F means f s is fixed to F smax ; the succeeding F and A represent using fractional or arbitrary sampling rate conversion, respectively. So, for example, the algorithm proposed can be denoted VF if it converts the original sample rate to a variable one with FSRC. According to the specification of the Tektronix 7082c, the maximum sampling rate of the AWG is F smax = 8 GHz, and the pass band is F pass = 3 GHz. The ideal cut-off frequency of the filter is F stop = 4 GHz.
The experiment is designed to verify the difference between each algorithm. Thus, the worst case is emphasized, which leads to a sweep on frequencies of the sinusoidal signal starting at 111 kHz and stopping at 1.3334 GHz, with intervals of 200 kHz where 6667 waveforms are involved in total. The original sample rate of each waveform is selected as 6 times their frequency, in order to keep the original sample rate out of the safe region. All the waveforms are computed by Matlab at their sample rate and converted to the sampling rate specified by the algorithms. For clarity, the comparison details will be split into categories as FSRC and ASRC.
A. FRACTIONAL SAMPLING RATE CONVERSION (FSRC)
In FSRC, the ratio between the output sample rate f s and the user-defined sample rate f s is the conversion factor l/m; naming the factors, l is the interpolation factor, and m is the extraction factor. Fig.8 shows that in the FSRC, the signal is first up-sampled l times, and down-sampled m times after filtering. The ratio l/m = f s /f s , and the values of l and m directly reflect the conversion cost under the fractional sampling rate conversion.
It is worth noting that in Matlab the product of l and m is required to be less than 2 31 , that is, l×m < 2 31 , for FSRC. Therefore, not all signals can be converted in Matlab, which is manifested in the actual waveform generation process: for some cases l and m are too large to completely convert the signal. This is the major problem that the FF algorithm would address, which causes only 0.014% of the waveforms in experiment to be processable. If the selected sampling rate is variable, there will always be a small enough l and m of FSRC as is proven, so that all signals can be converted.
1) COMPUTATIONAL COST
For FSRC, the computational cost of conversion is positively correlated with l and m. The larger l and m are, the more complicated the conversion process is. We list the average and variance of l and m for all waveforms computed by the algorithms FF and VF, as shown in Table 2 . As can be seen from Table 2 , compared to FF, the l and m computed by VF in different policies are smaller, where the average value of l and m are smallest when m is determined first. At the same time the variance of the m first selection algorithms are smaller or nearly equal to the l first in the separate f s policy, so that as discussed before, determining m first is the best choice in all policies.
With the FF method, both l and m are large. This is because l/m = F smax /f s , and when F smax and f s have no common factor, it will cause a sharp increase in l and m. The proposed VF algorithm ensures that f s and f s have a large common divisor, which makes l and m smaller, thus reducing the computational cost in the sampling rate conversion process.
In summary, FF can only convert about 0.014% of the waveform. When using VF, the entire waveform can be converted, and the values of l and m are greatly reduced, especially when m is determined first; that is, the computational cost is reduced. 
2) REQUIRED WAVEFORM MEMORY DEPTH
As described before, in the worst case the maximum number of sampling points of the output waveform is equal to l, and a complete waveform can be output only when the sample point number is smaller than the waveform memory depth of the AWG. Table 3 gives the required waveform memory depth for VF and FF.
The required waveform memory depth under VF is reduced by a factor of 5 orders of magnitude compared to FF. With VF, the required memory depth with m determined first is slightly lower than when determining l first in different policies.
3) SUMMARY
With the VF algorithm, compared to the FF one, all the waveforms can be converted, and the conversion complexity of the waveform and the required waveform memory depth of the AWG are reduced. And in the case when m is determined first, the complexity of the waveform generation and the required memory depth are slightly less than the case of l first. Therefore, the policies MS and ML are recommended.
B. ARBITRARY SAMPLING RATE CONVERSION(ASRC)
ASRC is widely adopted in real usage due to its feasible conversion rate. To compare the widely used FA algorithm with the proposed VF one, the VA algorithm, whose variable sample rate is computed by the algorithm proposed in the paper while conversion is applied with ASRC is also introduced, due to the limitation on the part of Matlab that ASRC's computational cost and that of FSRC are in different realms.
1) COMPUTATIONAL COST
For ASRC, the software computational cost of the sample rate conversion process can be given by Matlab, including the number of filter coefficients (NC), the number of filter states (NS), the number of multiplication operations performed for each input sample (MO) and the number of addition operations performed for each input sample (AO). The smaller these values, the lower the computational cost.
The only difference between VA and VF is the extra fractional delay filter in ASRC, which is almost the same as when no fractional delay is necessary, expressed as C(VF) ≤ C(VA). So that to compare the computational cost of VF and FA, it's reasonable to calculate the cost of VA and FA first when direct VF and FA comparison is impossible. If C(VA) ≤ C(FA), we also get C(VF) ≤ C(FA).
The average and variance of the four parameters reflecting computational cost are listed in Table 4 . From the table, the complexity is reduced mostly in the VA algorithms compared to FA; that is, C(VA) < C(FA), so there is also C(VF) ≤ C(VA), then C(VF) < C(FA). At the same time, the computation requirements under the ML policy are the smallest for the VA algorithm in different policies.
2) SPECTROGRAM
For a signal replaying process, the quality of the output signal is also nontrivial. The following figures captured by connection of Fig. 7(a) show the spectrum difference between the FA, VF (MS), and VF (ML) algorithms when f = 11MHz.
It can be seen from Fig. 9 that when FA is used, the spectrum of the output waveform has more glitches and is not smooth. The second harmonic of the spectrogram with VF is smaller, but without significant difference between MS and ML for enough memory usage.
3) FREQUENCY ACCURACY AND STABILITY
The frequency of the periodic waveform is theoretically a fixed value, but in a real replaying process, due to the computation, estimation and quantization errors of the AWG, there is error between the value of the sampling point and the true value, which further causes the frequency of the output signal to shift in a small range. In this experiment, an AWG and a frequency meter are connected as in Fig. 7(b) to compare the true frequency of the output signal in FA and VF. We use ML algorithms as an example, setting the frequency from 11 MHz to 19 MHz with interval 1 MHz. Take 10 frequency samples under each periodic waveform and calculate the value of the 95% confidence interval. Table 5 shows the mean error and the 95% confidence interval width between the measured value and the true value for the FA and VF algorithms.
As can be seen from the table, when using VF, the central frequency offset of the output signal is smaller, which represents a good frequency accuracy. The confidence interval range of VF is orders of magnitude smaller than FA, because the frequency accuracy and stability are guaranteed by the clock of the AWG in VF, but only estimated in FA.
V. CONCLUSION
In this paper, a new sampling rate selection algorithm is proposed, combining the AWG's variable clock feature and FSRC to achieve low computational cost and bounded memory requirements, compared to the state-of-the-art ASRC. Under anti-aliasing conditions, the safe region of the sample rate is deduced, where the selected denominator of the conversion rate is optimal for computation and memory if a small sample rate is preferred. If high replay quality, as well as high sample rate, is a high priority, selecting a small denominator will lead to simpler down-sampler design. As the experiment shows, in the worst case, selecting a select small denominator first can also keep the average memory usage lower than selecting a small numerator first. The experiment also shows that the center frequency of the output signal of the proposed method is more stable than the ASRC's. 
