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In this thesis, we will describe several extensions of the Density Matrix Renor-
malization Group (DMRG) and Canonical Transformation Theory (CT).
In the ﬁrst part we describe a new way to solve for excited states in DMRG.
To overcome the limitations of the traditional state-averaging approaches in ex-
cited state calculations, where one solves for all states between the ground state
and excited state of interest, we have investigated a number of new excited state
algorithms. Building on the work of van der Vorst and Sleijpen (SIAM J. Matrix
Anal. Appl., 17, 401 (1996)), we have implemented Harmonic Davidson and
State-Averaged Harmonic Davidson algorithms within the context of DMRG.
We have assessed their accuracy and stability of convergence in complete active
space DMRG calculations on the low-lying excited states in the acenes ranging
from naphthalene to pentacene. We ﬁnd that both algorithms offer increased
accuracy over the traditional State-Averaged Davidson approach, and in partic-
ular, the State-Averaged Harmonic Davidson algorithm offers an optimal com-
bination of accuracy and stability in convergence.
In the second part, we propose an analytic response theory for DMRG
whereby response properties correspond to analytic derivatives of DMRG ob-
servables with respect to the applied perturbations. Both static and frequency-
dependent response theories are formulated and implemented. We evaluate
our pilot implementation by calculating static and frequency-dependent polar-isabilities of short oligo-di-acetylenes. The analytic response theory is competi-
tive with dynamical DMRG methods and yields signiﬁcantly improved accura-
cies when using a small number of density matrix renormalisation group states.
Strengths and weaknesses of the analytic approach are discussed.
In the third part, we describe how to calculate density matrices in CT the-
ory. Density matrices are useful not only for computing observables but also
for characterizing the nature of individual states. We demonstrate this with a
preliminary application of the CT theory to understand the low-lying excited
states of oligo-phenylvinylenes.
Weﬁnishbypresentingthetheoryandequationsforcalculatingtheresponse
(e.g. to an external ﬁeld) in the CT and DMRG-CT theories.BIOGRAPHICAL SKETCH
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ixCHAPTER 1
INTRODUCTION
We begin with a brief overview of what is in this thesis. Chapter 1 will begin
with a brief overview of electronic structure theory and the challenges that are
involved. Chapter 2 will provide an introduction to the Density Matrix Renor-
malization Group (DMRG). Chapter 3 will introduce a new method in DMRG
for obtaining excited state energies and consequently excited state properties.
Chapter 4 will describe old and new methods to carry out response theory in
DMRG.Chapter5willpresentanoverviewofCanonicalTransformationTheory
(CT). Chapter 6 will present a method for obtaining the 1- and 2-body reduced
density matrices in CT. Chapter 7 will show future directions, which includes
developing a response theory in CT.
1.1 Introduction
Quantum chemistry tries to solve the Schr¨ odinger equation. For the purposes of
simplicity, we will limit this thesis to the time independent Schr¨ odinger equa-
tion. After this simpliﬁcation, the Schr¨ odinger equation is simply
Hj	i = Ej	i (1.1)
where H is the Hamiltonian, E is the energy, and 	 is the wavefunction. Eqn.
1.1 is deceptively complicated to solve, and this is why there is an entire ﬁeld of
chemistry devoted to solving this equation.
The wavefunction 	 describes the motion of the electrons, and as such depends
on the electron coordinates. The wavefunction also depends on the nuclear mo-
tion, but due to the Born-Oppenheimer approximation, which we will describe
1later in this section, the wavefunction will not depend explicitly on the nuclear
coordinates. The Hamiltonian, H in eqn. 1.1, contains the kinetic and potential
energy of a chemical system. The Hamiltonian acting on the wavefunction can
be expressed as a function of nuclei and electron positions
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The above equation and subsequent equations are expressed in atomic units,
where ~ = jej = 1
40 = me = 1. r2
i and r2
A are the Laplacian operators with
respect to the coordinates of electron i and nuclei A, respectively. MA is the
ratio of the mass of nucleus A to the mass of an electron. ZA and ZB are the
nuclear charges of the atoms A and B, respectively. rij, rAi, and RAB are the dis-
tances between electrons i and j, the distances between electron i and nucleus
A, and the distances between nuclei A and B, respectively. The ﬁrst and second
term in eqn. 1.2 represent the kinetic energy of the electrons and nuclei, re-
spectively. The third, fourth and ﬁfth terms describe the potential energy of the
Coulombic interaction between electron and nucleus, nucleus and nucleus, and
electron and electron, respectively. We make a distinction between the nuclear
and electron distances with r and R, respectively because we will be utilizing an
approximation which is central to quantum chemistry, the Born-Oppenheimer
approximation. The Born-Oppenheimer approximation assumes that the elec-
trons of the chemical system are moving with respect to a ﬁxed set of nuclei.
Once this approximation is applied we see that eqn. 1.2 appears as
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In the following sections, we introduce ab-initio quantum chemistry methods,
which are used to solve eqn. 1.3.
21.2 Hartree Fock - The Zeroth Order Approximation
Hartree Fock is the basic building block for most ab-initio quantum chemistry
methods[1–5]. As this is the case, we will spend this section discussing the
theory and short comings of Hartree Fock. Again, to simplify this chapter, we
will concentrate on the spin-free version of Hartree Fock, Restricted Hartree
Fock (RHF).
Hartree Fock is based a single determinant theory, which means the wavefunc-
tion can be described as
jHFi = ^ Aj12 i (1.4)
where  is the molecular orbital, and ^ A is the antisymmetrization operator. Eqn.
1.4 is used as an approximation to the wavefunction in eqn. 1.1. At this point,
we are going to switch to second quantization to make the equations more com-
pact. In second quantization, the Hamiltonian is written as
H =
X
pq
hpqE
p
q +
1
2
X
pqrs
gpqrsE
pq
rs + hnuc (1.5)
where h is the one-electron interaction, g is the two-electron interaction, hnuc
is the interaction between nuclei, and E is the spin-free creation-destruction
operator
E
p
q = a
y
paq + a
y
paq (1.6)
where ,  denote electron spins, and ay, a represent creation and destruction
operators.
The Hartree Fock determinant is not an eigenfunction of the Hamiltonian, but
of a mean ﬁeld approximation one electron Hamiltonian known as the Fock
3operator, which takes the form
HHF = F =
X
pq
hpqE
p
q +
X
pq
X
i
(2gpqii   gpiiq)E
p
q + hnuc (1.7)
where the second term (2gpqii   gpiiq) is the Fock potential. The ﬁrst term in
the Fock potential represents the average direct Coulombic interaction and the
second term represents the effects of exchange.
The Hartree Fock energy is deﬁned as hHFjHjHFi, and is stationary with re-
spect to the orbitals in Hartree Fock. Hartree Fock is a self-consistent ﬁeld
method (SCF), which means that the Hartree Fock energy and wavefunction
can be determined iteratively. The Hartree Fock energy is also size-consistent,
which means that the Hartree Fock energy of a system of two non-interacting
subsystems is equal to the sum of the energies of the subsystems. The Hartree
Fock energy can be expressed as
EHF = hHFjHjHFi =
X
pq
hpqpq +
1
2
X
pq
X
i
(2gpqii   gpiiq)pq + hnuc (1.8)
As long as the chemical system can be described using a single Slater determi-
nant, and electron correlation can be neglected then Hartree Fock works well.
However, there are many systems where this is not the case. Hartree Fock per-
forms poorly when disassociating a diatomic molecule. Also, Hartree Fock can-
not properly predict the low lowing excited states of conjugated polymers. For
simple reasons as those just provided, a more accurate method is needed to
properly predict these chemical systems.
41.3 Full Conﬁguration Interaction - The Exact Solution
As discussed in section 1.2, Hartree Fock is good for a zeroth order approxima-
tion to the wavefunction in an ab-initio quantum chemistry calculation. Now
we will take a look at the exact solution to the Schr¨ odinger equation through
Full Conﬁguration Interaction (FCI) [1, 6–8]. The Hamiltonian is the same as in
eqn. 1.5, but now we will allow the wavefunction to consist of a linear combi-
nation of Slater determinants. The wavefunction for FCI is
j	i = c0jHFi +

1
1!
2 X
pq
c
p
qjHF
p
q i +

1
2!
2 X
pqrs
c
pq
rsjHF
pq
rs i +  (1.9)
where c are the coefﬁcients for each Slater determinant, and jHF p
q i denotes a
determinant where orbital q has been replaced by orbital p. Eqn. 1.9 is the exact
ansatz which solves the Schr¨ odinger equation. Combined with eqn. 1.5 and the
variational principle, the exact energy of any chemical system can be obtained
with FCI. However, although FCI can be used to obtain the exact energy for a
chemical system, the cost scales exponentially with the number of orbitals. This
means that even small systems can quickly become intractable as the number of
molecular orbitals are increased.
Many of the coefﬁcients c in eqn. 1.9 are either zero or are very close to zero.
This will allow us to make approximations to solve the Schr¨ odinger equation,
which will be discussed in the next section.
1.4 Dynamic and Static Electron Correlation
So far we have seen in section 1.2, that Hartree Fock theory (HF) was too ap-
proximate and gave inaccurate results where electron correlation is signiﬁcant.
5We have also seen in section 1.3, that Full Conﬁguration Interaction (FCI), al-
though exact was an intractable problem except for the very smallest chemical
systems.
We can use the Hartree Fock theory as a beginning approximation to the exact
wavefunction and apply correction methods on top of it. First we begin by
putting each molecular orbital into one of three groups. The ﬁrst group is the
core orbitals. Molecular orbitals in this group are in low energy orbitals and
are always largely occupied. The second group is the active orbitals. Molecular
orbitals in this group are mid energy orbitals and tend to be the valence space
orbitals. The third and ﬁnal group is the virtual orbitals. Molecular orbitals in
this group are high energy orbitals and are largely unoccupied.
The difference in energy between the exact energy and the Hartree Fock energy
is known as the correlation energy. The correlation energy can be further bro-
ken down into two components, static and dynamic. Static correlation energy is
the energy change associated with the correlation in the active space. From eqn.
1.9, this would require solving for the coefﬁcients c that have Slater determi-
nants with different occupancies within the active space. The static correlation
energy gives a qualitative picture of a chemical system. To get a quantitative
picture of the chemical system, we will also need the dynamic correlation en-
ergy. From eqn. 1.9, this would result in solving for the coefﬁcients c in Slater
determinants with variable occupancies in the core or virtual space. Although
the dynamic correlation tends to be small, it is necessary in combination with
the static correlation energy to obtain results comparable to experiment.
At this point, we will provide some examples of higher order methods to obtain
the static and dynamic correlation energies. Methods that can provide the static
6correlation energy are Complete Active Space Self Consistent Field (CASSCF)
[9–11], Density Matrix Renormalization Group (DMRG) [12–17], and Density
Matrix Renormalization Group Self Consistent Field (DMRGSCF) [18]. Meth-
ods that can provide the dynamic correlation energy are Complete Active Space
Perturbation (CASPT2) [19–21], Coupled Cluster (CC) [22–24], Multireference
Møller Plesset Perturbation theory (MRMP) [25], Multireference Conﬁguration
Interaction (MRCI) [26–29], Multireference Coupled Cluster (MRCC) [30] and
Canonical Transformation theory (CT) [31–34].
In this thesis, we will focus on DMRG and DMRGSCF as tools to correct the
zeroth order Hartree Fock zeroth order description in the active space and the
corresponding static correlation effects. Then we will include the dynamic elec-
tron correlation using CT and determine the dynamic correlation effects.
1.5 Scope of the Thesis
InChapters2and5, wewillintroducethebasictheoryandalgorithmbehindthe
Density Matrix Renormalization Group (DMRG) and Canonical Transformation
(CT) theory, respectively. Chapter 3 describes a subspace diagonalization algo-
rithm for obtaining the higher energy eigenfunctions of a Hamiltonian. Previ-
ous subspace diagonalization methods require that the lower energy eigenfunc-
tions be obtained before the higher energy eigenfunctions. Chapter 4 describes
the theory and implementation of the analytical ﬁrst and second order deriva-
tives in DMRG. Chapter 6 describes the theory and implementation for the 0-,
1- and 2-body density matrices in CT. This will be useful for describing corre-
lations in chemical systems. Chapter 7 is the possible future directions for CT.
7Speciﬁcally, Chapter 7 describes the theory behind ﬁrst and second order ana-
lytical derivatives for CT.
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11CHAPTER 2
DENSITY MATRIX RENORMALIZATION GROUP (DMRG) -
INTRODUCTION
2.1 Introduction
In chapter 1, we discussed static and dynamic correlation energy using Hartree
Fock as our starting point. In this chapter, we discuss how to obtain the static
correlation effects through Density Matrix Renormalization Group (DMRG).
DMRG was originally developed in the physics community by Steven R. White
[1, 2]. The quantum chemistry analogue of DMRG was later developed by Chan
et al.[3–6]. DMRG has been shown to be quite a powerful tool in ab-initio quan-
tum chemistry for describing staticcorrelation in very large active spaces, which
were intractable for methods such as Complete Active Space Conﬁguration In-
teraction (CASCI) and Complete Active Space Self Consistent Field (CASSCF)
[7].
Several reviews of DMRG have been written, which would work well as a sup-
plement to this chapter[8–11].
2.2 Theory
The Full Conﬁguration Interaction (FCI) wavefunction can be written as
j	i =
X
n1n2
 
n1n2jn1n2 i (2.1)
12where ni is the occupation of orbital i and therefore can have a value of 0, 1, 1,
or 2. The DMRG wavefunction approximates this expansion as
j	DMRGi =
X
n1n2n3
X
i1i2i3
 
n1
i1  
n2
i1i2 
n3
i2i3 jn1n2n3 i (2.2)
For a ﬁxed set of values of the occupation n1n2 , the object  m are matrices.
Thus, the DMRG wavefunction takes the form of a Matrix Product State (MPS)
X
i1i2
 
n1
i1  
n2
i1i2  =  
n1 
  
n2 
  (2.3)
where 
 denotes the matrix product. If we ﬁx the dimensions of each matrix
within the DMRG wavefunction, the parameters will only grow polynomially
rather than exponentially with respect to the system size as in the case of FCI.
2.3 Algorithm
The algorithm for one-dot DMRG is as follows and is presented pictorially in
Figs. 2.1 and 2.2:
1. Wesplitthechemicalsystemintothreeblocks. Wewillrefertothesepieces
as the system, the dot, and the environment. The system will generally
consist of at least the ﬁrst site of the chemical system. A site refers to any
single orbital space, where n = 0;1;1;2. The dot will then refer to the
single site after the system sites and the environment will consist of all the
remaining sites in the chemical system.
2. We then form representations of all the one- and two-body operators from
the Hamiltonian that only act on the system, dot, or the environment in
the spaces spanned by the system, dot, and environment, respectively.
13System Block Dot Block Environment Block
System-Dot Block Environment Block
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Figure 2.1: A DMRG big block is formed by ﬁrst forming the tensor prod-
uct of the system block and the dot block to form the system-
dot block. The tensor product of the system-dot block and the
environment block forms the big block.
System Block Dot Block Environment Block
. . .
Figure 2.2: A DMRG sweep is performed by growing the system block
through decimation and decreasing the environment block.
Once the environment is at its minimum size, the DMRG
sweep is then performed in the opposite direction.
143. We will ”connect” the system and dot, ﬁrst. We will form representations
of the operators that act on both the system and dot, as well as the oper-
ators that act on the system and dot alone in the tensor product space of
the system and dot. We will refer to this newly ”connected” block as the
system-dot block.
4. We will now perform a similar step to connect the system-dot block with
the environment block. We will refer to this block as the big block. Also,
we will form all the operator combinations that act on the system, dot, and
environment spaces. This will allow us to form the action of the Hamilto-
nian on the DMRG wavefunction.
5. Our next objective is to obtain the lowest eigenstate(s) and eigenfunc-
tion(s) of the Hamiltonian. This can be achieved by using a subspace
method such as Davidson[12], Harmonic Davidson[13], or Lanczos [14].
6. Next, we will form the system reduced density matrix of the system-dot
block, using the environment block as our bath. This means that we will
trace out the environment using the lowest state(s) from the Hamiltonian.
We will then diagonalize this reduced density matrix, and keep M of the
eigenstates corresponding to the largest eigenvalues of the reduced den-
sity matrix. In the next piece, we will explain why the system reduced
density matrix is the key to DMRG.
7. We will then proceed to truncate the system-dot space using the M eigen-
vectors of the reduced density matrix from the previous step as a transfor-
mation matrix. This step is referred to as decimation.
8. The truncated system-dot space from the previous step will now become
the space of the new system block, and we will form a new dot block and
environment block. We will then repeat steps 3-8 until the environment
15has too few sites to form a block. This is called a sweep. Then we will
perform a sweep in the opposite direction. We keep performing sweeps
until the energy has converged to a preset tolerance. In this way, DMRG is
a self consistent method. Once the energy is converged, we can obtain the
expectation values of the DMRG state(s).
In the algorithm, we mentioned that using the system reduced density matrix
was the key to DMRG. We now intend to explain why this is the case. As the
main focus of this thesis is algorithm development, we will provide three dif-
ferent ways of looking into why we truncate the system Hilbert space using
the eigenstates corresponding to the largest eigenvalues of the system reduced
density matrix as described in the review by Schollw¨ ock[9].
(1) (Expectation values)[15]
We will begin by deﬁning the system reduced density matrix

S = TrE(j	ih	j) (2.4)
where TrE refers to tracing out the environment states. The eigenvalues and
eigenstates of the system reduced density matrix will have the following prop-
erties

Sjwai = wajwai (2.5)
X
a
wa = 1 (2.6)
wa 1  wa (2.7)
wa  0 (2.8)
where jwai are the eigenstates and wa are the corresponding eigenvalues. The
qualitative idea behind using the largest wa eigenstates is that these eigenstates
16are the most important components of the overall eigenstate in the full system
and environment. In our ﬁrst approach to providing insight into the system
reduceddensitymatrix(srdm), wewillshowthatintermsofexpectationvalues,
speciﬁcally the expectation values of operators that act on the system, that these
eigenstates retainthe most information inthe decimation step. To show this let’s
examine the expectation value of an arbitrary operator acting on the system A
E =
h	jAj	i
h	j	i
= TrS(A) (2.9)
where TrS refers to a trace over the system. Now let’s look at the same equation
but in the srdm eigenbasis,
TrS(A) =
NS X
a
wahwajAjwai (2.10)
where the exact expectation value is obtained by summing over all the system
states wa. In DMRG, we truncate the sum to the M states with largest wa, which
we may denote by TrSDMRG. Consequently the error in the DMRG expectation
value of A is bounded by
jTrS(A)   TrSDMRG(A)j 
 
NS X
a=M
wa
!
cA (2.11)
where NS is total number of eigenstates for the system and cA is a constant.
(2) (Wavefunction)[1, 2]
In this section, we will show that the wavefunction error on truncating the sys-
tem in the decimation step will be minimized by choosing the eigenstates from
the srdm with the largest weights. We start with a wavefunction j	i expressed
in the full space of the system (with NS states) and environment (with NE states)
j	i =
NS X
i
NE X
j
 ijjiijji; (2.12)
17where jii and jji denote orthonormal sets of system and environment states,
respectively. Now, we want to approximate j	i by a wavefunction where we
have truncated the system to only M states jai using the srdm
j	DMRGi =
M X
a
NE X
j
aajjwaijji (2.13)
jwai =
X
i
uaijii (2.14)
where uai are the coefﬁcients of the eigenvectors of the srdm, and give the rela-
tion between the original system states jii and the truncated states jai.
To determine aaj, we want j	DMRGi to represent j	i as well as possible, i.e. we
will minimize
jjj	exacti   j	DMRGijj (2.15)
Combining eqn. 2.14 and eqn. 2.15, we ﬁnd
jjj	exacti   j	DMRGijj = 1   2
X
aij
 ijaajuai +
X
aj
a
2
aj (2.16)
Differentiating eqn. 2.16 with respect to aij, and setting the result to zero, gives
0 =  
X
i
 ijuai + aaj (2.17)
This now expresses the DMRG wavefunction coefﬁcients aaj in terms of the
original wavefunction coefﬁcients  ij and the srdm eigenvectors uai. Now we
remind ourselves of the following deﬁnitions of the srdm and its eigenvalues,
ij =
X
k
 ik jk (2.18)
wa =
X
ij
X
k
uai ik jkuja (2.19)
Combining eqns. 2.16, 2.17, 2.18, and 2.19, we see that error is a function of the
srdm eigenvalues,
 =
NS X
a=M
wa  1 (2.20)
18Consequently, the error in the DMRG wavefunction will be minimized using (in
eqn. 2.14) the truncated state coefﬁcients uaj corresponding to the eigenvectors
jwai with the largest eigenvalues wa.
(3) (Entropy)[16–19]
In this third discussion of the system reduced density matrix (srdm), we will
show that the von Neumann entropy of the truncated system is maximized by
using the eigenstates of the srdm. Our ﬁrst step in this demonstration is to
perform a singular value decomposition on the exact wavefunction
j	i =
N X

p
wajw
S
aijw
E
a i (2.21)
jw
S
ai =
NS X
i
uiajii (2.22)
jw
E
a i =
NE X
j
vjajji (2.23)
where uia and vja are elements of orthonormal matrices. D ”loosely” consists of
the eigenvalues of either the environment or the system reduced density matrix.
We use the word ”loosely”, because the system and environment reduced den-
sity matrices are obviously of different dimensions, but both matrices have the
same number of non-zero eigenvalues. This is why we use the symbol N in eqn.
2.21. N is the number of non-zero eigenvalues of the system and environment
reduced density matrices. Now consider the reduced density matrices for the
system and environment

S =
X
a
wajw
S
aihw
S
aj (2.24)

E =
X
a
wajw
E
a ihw
E
a j (2.25)
19The von Neumann entropy, which denotes the entanglement of the system in
the rest of the world, is deﬁned as follows
S =  Tr(ln2 ) (2.26)
Using either eqn. 2.24 or 2.25 for the deﬁnition of , we will arrive at the follow-
ing expression for the von Neumann entropy
S =  
X
a
waln2(wa) (2.27)
Within the truncated DMRG wavefunction, where we retain only M states to
describe the system, we see again that by choosing the eigenstates that corre-
spond to the largest eigenvalues of the system reduced density matrix, we will
maximize recovery of the von Neumann entropy.
In this section, we have discussed the basic theory behind DMRG and provided
three view points for the reader to understand the importance of the reduced
density matrix within DMRG. More fundamentally, we have shown how the
”density matrix” became part of the name of Density Matrix Renormalization
Group.
2.4 Size-consistency of the DMRG wavefunction
To see that DMRG is size consistent, we will revisit the DMRG wavefunction
and remind the reader that the DMRG wavefunction can be be rewritten using
singular value decomposition
j	DMRGi =
M X

p
wajw
S
aijw
E
a i (2.28)
20A theory is size-consistent if the corresponding wavefunction for a supersys-
tem can be decomposed into the product of wavefunctions for the individual
subsystems. For the case of the equations above, we assume that the states that
consist of jii represent subsystem A and the states that consist of jji represent
subsystem B. Further, subsystems A and B do not interact with each other.
Now, we form the singular value decomposition as in equation 2.28. As men-
tioned previously, wa represents the eigenvalues of the system reduced density
matrix. Since these subsystems are non-interacting, there will be only a single
eigenvalue of 1, that connects the wavefunction from subsystem A to the wave-
function from subsystem B. In more explicit form, the DMRG wavefunction
will have the following form
j	DMRGi = jw
S
aijw
E
a i =
NS X
i
Uiajii
NE X
j
Vjajji (2.29)
2.5 DMRG ordering and orbital construction
In passing, we will brieﬂy mention that there are three subtleties to the DMRG
algorithm. First, we will mention that during the ﬁrst sweep, the environment
must be made from an initial guess. Generally, this guess is based on construct-
ing the states of the environment that have a low energy. This guess can affect
the DMRG convergence and energy as a bad guess can lead to an improper ap-
proximate ground state wavefunction in the initial sweeps, and a corresponding
poor quality for the system reduced density matrix. We believe that more re-
search needs to be done to make a proper initial guess environment for DMRG.
A poor guess can be ﬁxed by adding ”noise” to DMRG. Noise refers to adding
small random numbers to the system reduced density matrix before diagonal-
21ization. The reason for doing this, is that the DMRG can get stuck in a local
minimum and may not recover, especially with a poor environment guess. This
noise allows the DMRG wavefunction to explore sectors of the Hilbert space
(”quantum states”) that might ordinarily have been lost with a poor environ-
ment.
As mentioned only brieﬂy in the introduction of this chapter, DMRG works
well with pseudo one-dimensional chemical systems. We will now attempt to
explain what is meant by pseudo one-dimensional chemical systems, and more
speciﬁcally what is called orbital ordering. Let’s begin with a simple example, a
polyene. Apolyenehasacarbonbackbone, andthevalencespaceofthepolyene
is linear combinations of the pz space. In this particular case, we would localize
the active space using a method such as Pipek-Mezey localization[20] so that
each valence orbital was localized on each carbon atom. We would then order
the orbitals from one end to the other along the polyene for DMRG. By local-
izing, and ordering the orbitals properly for DMRG, the DMRG wavefunction
can be very accurate even when retaining very few states.
A polyene is actually one-dimensional in its valence space connectivity. For our
next example, we will use anthracene which is actually not one-dimensional
but can be ordered in DMRG as to appear pseudo-one dimensional and give the
fastest convergence rate. Again, as with polyenes, we will localize the valence
orbitals on each carbon atom. When this is completed, we will order the orbitals
as show in Fig. 2.3. As can be seen in the ﬁgure, the orbitals are ordered so
that the distance between orbitals is minimized if the carbon atoms were to be
projected along a one dimensional horizontal line.
The two examples mentioned are relatively simple in terms of ordering. In gen-
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Figure 2.3: Example orbital ordering in DMRG
eral, ordering in DMRG can be difﬁcult if the connectivity of the atoms is more
complicated. Additionally, ordering can become difﬁcult if several valence or-
bitals can be localized on an atom, e.g. the d orbitals in transition metal com-
plexes. Finally, as a practical issue, it is sometimes difﬁcult to construct good
valence like orbitals as the starting point for the DMRG calculation, particularly
in large basis sets. We believe that more research needs to be done constructing
and ordering the active orbitals.
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25CHAPTER 3
DENSITY MATRIX RENORMALIZATION GROUP - TARGETED
EXCITED STATE THEORY1
3.1 Introduction
Many excited states possess complicated electronic structure which cannot be
described by a single dominant electronic conﬁguration. For such states, a reli-
able description requires a multireference quantum chemistry method.
Recently, the Density Matrix Renormalization Group (DMRG) has emerged as
a new tool for multireference quantum chemistry problems [2–8]. When ap-
plied to bond-breaking, it achieves a balanced description across potential en-
ergy curves due to its reference-free nature [9–11]. Reduced-scaling DMRG al-
gorithms have also been developed and applied to large multireference prob-
lems in quasi-one-dimensional systems such as conjugated polyenes and acenes
[12, 13].
The DMRG ansatz can be written as a linear expansion in terms of many-body
functions which are subsequently optimised with respect to internal non-linear
degrees of freedom fRg,
j	i =
X
lr
 lr jlr(fRg)i (3.1)
NotethatifwechoosetheexpansionfunctionsjlritobeSlaterdeterminantsand
the internal degrees of freedom fRg to be their constituent orbitals, the above
ansatz describes the Complete-Active-Space Self-Consistent-Field (CASSCF)
1Parts of this chapter were published in JCP August 28, 2007[1]
26wavefunction [14]. In the DMRG, the expansion functions are instead compli-
cated many-body basis states and the non-linear degrees of freedom are renor-
malisation matrices, which allows for a particularly compact and efﬁcient ex-
pansion [15].
To obtain excited states in the DMRG we usually use the iterative Davidson
algorithm to solve for eigenvectors j	ii =  i
lrjlri ranging from the ground-state
to the excited state of interest [16]. The non-linear parameters fRg for these
states are subsequently optimised for a density matrix that is averaged over
all the states j	ii. State-averaging is necessary to improve the stability of the
non-linear optimisation and to prevent root-ﬂipping, which occurs when the
approximate wavefunction leaves the convergence basin of the target excited
state and enters that of a different excited state [17–21].
The drawbacks of this conventional approach, which we shall refer to as the
State-Averaged Davidson (SA-D) algorithm, become clear if one is interested in
higher regions of the spectrum because it becomes infeasible, both in terms of
computational cost and accuracy, to solve for and adequately represent all the
lower-lying eigenvectors in the state-averaged DMRG basis. Consequently, it
is desirable to explore alternative algorithms that directly yield individual or a
few excited state wavefunctions at a time. Any such an algorithm should also
retain the stability of the SA-D algorithm during non-linear optimisation, so as
to be able to rapidly converge to the desired target excited state(s) without root-
ﬂipping.
Iterative methods for linear algebra that work with shifted and inverted opera-
tors such as (!   H) 1 have long been used in numerical analysis to obtain the
interior (i.e. excited state) eigenvalues of matrices [22, 23]. Sleijpen and van der
27Vorst proposed an efﬁcient modiﬁcation that used a shifted and inverted op-
erator to directly calculate harmonic Ritz approximations to excited eigenvalues
and eigenvectors [24]. We shall refer to this variant as the Harmonic Davidson
(HD) algorithm to distinguish it from the original algorithm above. Aside from
a demonstration for the one-electron Kohn-Sham equation in Ref. [25], we are
not aware of the application of this technique elsewhere in quantum chemistry.
The purpose of this work is to investigate the Harmonic Davidson algorithm
as a means to directly target individual excited states and regions of the spec-
trum within the DMRG. One area in which the current application to quantum
chemistry differs from previous numerical applications is the presence of a sub-
sequent nonlinear optimisation step for the wavefunction. We investigate how
combining the Harmonic Davidson procedure with state-averaging over nearby
states in the spectrum (State-Averaged Harmonic Davidson, or SA-HD) can be
used to confer stability in this non-linear optimisation. While we have focused
on the DMRG method here, our ﬁndings are relevant to excited state algorithms
for other quantum chemistry methods whose ansatz contains both linear and
non-linear parameters, such as in the CASSCF method.
Thestructureofthispaperisasfollows. InSec. 3.2, webrieﬂyreviewtheDMRG
method and the Davidson and Harmonic Davidson algorithms. In Sec. 3.3, we
present DMRG calculations on the excited states of acenes from naphthalene to
pentacene using both direct targeting with the Harmonic Davidson algorithm
(in both state-averaged and non-state-averaged forms) as well as with the tradi-
tional (state-averaged) Davidson approach. We also compare our excited state
spectrum with that obtained from Equation of Motion Coupled Cluster theory.
We summarise our ﬁndings in Sec. 3.4.
283.2 Theory
3.2.1 DMRG
The quantum chemistry DMRG algorithm used in this work has been described
fully elsewhere [12, 26]. As a detailed understanding is not necessary here, we
shall restrict ourselves to only the essentials. As described above, the DMRG
wavefunction may be written in the form (3.1). The DMRG sweep algorithm
then provides an iterative method through which the many-body basis func-
tions jli;jri may be optimised with respect to a set of internal non-linear param-
eters R. For each orbital in the problem we can associate an R matrix, which de-
scribes a many-body renormalisation transformation involving the orbital (i.e.
not simply an orbital rotation). In a sweep to optimize the jli states (an anal-
ogous procedure holds for the jri states), R matrices are determined from the
M eigenvectors of the many-particle reduced density matrix with the largest
eigenvalues. In the ground-state case, the density matrix that determines the jli
states is obtained by tracing out the jri states from the wavefunction, viz
 ll0 =
X
r
 lr l0r (3.2)
 ll0Rl0m = lRlm; m = 1;:::;M (3.3)
M is referred to as the size of the DMRG many-body basis, and as M increases,
the DMRG wavefunction becomes exact. For excited state calculations, it is
usual to employ state-averaging to increase the stability of the non-linear op-
timisation. This consists of using an averaged reduced density matrix in eq.
(3.2)
 ll0 =
X
r
wi 
i
lr 
i
l0r (3.4)
29where typically we choose equal weights for all the states of interest.
3.2.2 The Davidson Algorithm
The Davidson algorithm provides an efﬁcient iterative solver for the large num-
ber of linear coefﬁcients in the expansion of the ground-state DMRG wavefunc-
tion (3.1) [27, 28]. j	i is expressed in an auxiliary basis fig (generated by the
Davidson iterations)
j	i =
X
i
cijii (3.5)
jii = 
i
lrjlri (3.6)
The coefﬁcients ci are determined by left-projection with hjj
X
i
hjjH   Ejiici = 0 (3.7)
where E is the approximate expectation value h jHj i=h j i. Each iteration
of the Davidson algorithm, generates a new basis function ji from the current
trial solution j i via
ji = (diag(H)   E)
 1(H   E)j i (3.8)
which is then orthogonalised against and added to the subspace fig.
To obtain excited state eigenvectors, the simple generalization known as the
block Davidson or Davidson-Liu algorithm [29, 30] is typically used. Here a
residual vector is generated for each of the states from the ground-state up to
the target excited state. Solution of the subspace eigenvalue equation (3.7) then
yields successive approximations to all eigenstates up to the excited state of
30interest. In the subsequent non-linear optimisation of the excited state in the
DMRGalgorithm, theeigenvectorsobtainedfromtheblockDavidsonalgorithm
(i.e. from the ground-state to the target eigenvector of interest) are all averaged
together in the density matrix (3.4). We shall refer to this combined procedure
as the State-Averaged Davidson, or SA-D algorithm.
From the above, we see that the primary drawbacks of the traditional SA-D
approach are (i) computational cost - we must solve for all the states between
the ground-state and excited state of interest, and (ii) decreased accuracy - since
a single set of non-linear parameters must now represent multiple states rather
than a single state.
3.2.3 The Harmonic Davidson algorithm
To avoid the need to solve for the states below the excited state of interest as
in the Davidson algorithm above, classic shift and invert methods map the tar-
get excited state of the Hamiltonian H onto the ground-state of a shifted and
inverted operator 


 = H
 1
! = (!   H)
 1 (3.9)
The Harmonic Davidson algorithm introduced by Sleijpen and van der Vorst
[24] (see also Ref. [23] for a clear review) extends the Davidson algorithm to
work with the operator 
 without the need to explicitly compute the operator
inverse in eqn. (3.9). Each iteration generates a basis fig, but now we expand
the target excited state j	i in fHwig
j	i =
X
i
cijH!ii (3.10)
31Left projection with hiH!j yields a generalized eigenvalue problem
hjH!j(H
 1
!   E
 1
! )jH!iici = 0
)
X
i
[hjjHwjiii   E
 1
! hjH!jH!ii]ci = 0 (3.11)
where E 1
! is the current approximation to (!   E) 1. E! is known as a har-
monic Ritz approximation to the corresponding eigenvalue of H!. From (3.11),
we see that solving the eigenvalue equation for H 1
! in the subspace fH!ig is
equivalent to solving the eigenvalue equation for the non-inverted operator H!
where the trial solution is expanded in the basis fjiig, and the coefﬁcients are
obtained by right projection using a different space fhjH!jg. This suggests that
subspace fig for eqn. (3.11) can also be generated from the trial solution j i
through a Davidson-type iteration
ji = (diag(H!)   E
0
!)
 1(H!   E
0
!)j i (3.12)
where here E0
! refers to the expectation value h jH! i=h j i, which is distinct
from E! appearing in eqn. (3.11).
While we could obtain the excited state eigenvalues and eigenvectors directly
from the generalized eigenvalue problem (3.11), in practice it is numerically
more stable to consider a slightly different form. By Schmidt orthogonaliza-
tion, we can construct an orthogonal decomposition f~ ig of fH!ig such that
h~ jH!jH!~ ii = ji. Re-expressing the eigenvalue problem in this basis gives
X
i
(h~ jjH!j~ ii   E
 1
! ji)ci = 0 (3.13)
From eqn. (3.13) we see that implementing the Harmonic Davidson algorithm
requires only minor alterations to the traditional Davidson routine relating to
the change in the subspace from fig to f~ ig. In essence, there are only two
32additional steps: the subspace functions are ﬁrst multiplied by H!, and second,
they are Schmidt orthogonalized to yield f~ ig.
In our later DMRG calculations, we will refer to the use of the above iterative
procedure to solve for the linear coefﬁcients together with the non-linear opti-
misation of the many-body basis functions jli;jri without state-averaging, col-
lectively, as the Harmonic Davidson algorithm (HD).
While the operator H! has the target excited state of interest as its ground-state
eigenvector, stable convergence is not guaranteed in the non-linear optimisa-
tion. However, the formulation of the excited state problem as a ground-state
minimization, albeit with a different operator 
, illustrates that root-ﬂipping
is really no different from the poor convergence that may be found in difﬁcult
ground-state DMRG calculations. Consequently, the same procedures may be
used to eliminate the convergence difﬁculty: either we can increase the size M
of the DMRG basis or we can employ a state-average over the competing states.
While we do not know a priori which states will cause convergence difﬁcul-
ties, it is reasonable to assume that they must lie energetically near our state
of interest. We have thus implemented two types of State-Averaged Harmonic
Davidson (SA-HD) algorithms. In the ﬁrst (referred to as simply SA-HD) we
average over the ﬁrst n excited states of 
. These correspond to the n excited
states that lie immediately above our target excited state in the spectrum of H.
In the second, we average over the n states which lie closest (on either side) to
the target excited state in the H spectrum. We refer to this variant algorithm as
SA-HDa.
The second variant (SA-HDa) is particularly suited to an alternative way of us-
ing the shift !. Rather than choosing a shift to target a speciﬁc excited state, we
33Table 3.1: RHF, CCSD, and DMRG(500) total energies of the acenes. All
energies are in hartrees.
Molecule ERHF CCSD DMRG(500)
C10H8  378:66597  378:85130  378:85360
C14H10  529:44420  529:70634  529:71032
C18H12  680:21823  680:56059  680:56538
C22H14  830:99045  831:41614  831:42016
can instead choose to ﬁnd the excited states around a given shift. If stable con-
vergence is not achieved, we simply then increase the number of states used in
the SA-HDa average until convergence is recovered. In this way, we can patch
together the spectrum piece by piece by using successively higher shifts.
3.3 Application to Acenes
Wehaveinvestigatedthelow-lyingstatesoftheaceneseriesrangingfrom naph-
thalene (2-acene) to pentacene (5-acene). In the following subsections, we de-
scribe the details of the computations (Sec. 3.3.1), examine the excitation ener-
gies using the State-Averaged, Harmonic Davidson, and State-Averaged Har-
monic Davidson DMRG algorithms (Sec. 3.3.2), and ﬁnally use the (near-exact)
DMRG results to assess the accuracy of the excitation spectrum obtained from
Equation-of-Motion Coupled Cluster theory (EOM-CC) (Sec. 3.3.3).
343.3.1 Computational Details
We used a model geometry for the acenes with C2v symmetry. The C-H bond
lengths were 1.090 ˚ A. Along the legs of the acene ladder, the alternate C-C bond
lengths were 1.410 ˚ A and 1.405 ˚ A, respectively. Along the rungs of the acene
ladder, the C-C bond length was 1.465 ˚ A. An example geometry for naphthalene
is shown in Fig. 3.1.
1.465˚ A
1.405˚ A
1.410˚ A
H
H
H
H
1.090˚ A
119.71
◦
120.47
◦
119.82
◦
120.00
◦
119.71
◦
H
H
H
H
Figure 3.1: Naphthalene model geometry.
All calculations used the STO-3G (Slater-Type-Orbitals ﬁtted to 3 Gaussians
minimal basis set, consisting of 2s1p functions on C and 1s functions on H [31].
We obtained the atomic orbital integrals and Restricted Hartree-Fock (RHF) or-
bitals from the PSI3.2 package [32]. The RHF energies are given in Table 3.1.
For the excited state calculations, we used a -active space consisting of one pz
orbital per carbon i.e. n-acene would have a (4n + 2;4n + 2) active space. In
the DMRG calculations, we further symmetrically orthonormalized the pz or-
bitals with respect to the overlap S. This gave a local orthonormal basis which
yields faster convergence in the DMRG calculations. The remaining non-active
orbitals from the RHF calculations were kept frozen in all calculations.
We calculated excitation energies with the State-Averaged Davidson (SA-D),
35Harmonic Davidson (HD), and State-Averaged Harmonic Davidson (SA-HD)
algorithms described in Sec. 3.2. Our calculations used the local quadratic-
scaling DMRG algorithm described in Ref. [12]. We employed a screening
threshold of 10 8 Hartrees (Eh) with no spatial symmetry. The ordering of
the orbitals for anthracene is shown in Fig. 3.2 and the other acenes were or-
dered similarly. In all of our sweeps, we added a small amount of random noise
(10 6   10 8) to the density matrix so that we would not lose important quan-
tum numbers [26, 33]. In the current algorithm it is difﬁcult to converge DMRG
energies beyond the intrinsic accuracy associated with the ﬁnite number M of
DMRG basis states. Thus DMRG energies were converged to within 1 milli-
Hartree (mEh) (M = 50), 0.5 mEh (M = 100), 0.5 mEh (M = 250), or 0.1 mEh
(M = 500), respectively. We note that our largest M DMRG excitation energies
are essentially exact (within the one-particle basis) to all reported digits. This is
possible for the large active spaces used here because of the compact parametri-
sation afforded by the DMRG wavefunction.
0
1
2
3
4
5
6
7
8
9
10
11
12
13
Figure 3.2: The orbital ordering used for anthracene.
In the HD and SA-HD calculations, the shift ! for a speciﬁc root was obtained
as follows. To begin, we guessed an initial shift (typically based on our previous
SA calculations). In the case where the shift was too low or too high, the next
guess for ! was obtained from the DMRG (block) iteration, where an undesired
state ﬁrst appeared as the ground state of the Harmonic Davidson procedure.
36The shift ! was then taken to lie on the correct side of the desired state in this
iteration. In this simple manner, we found that we could obtain a suitable shift
for a given root with at most two to three guesses.
To determine the symmetries of the excitations in the DMRG calculations we
used the following method. Firstly, spin symmetries were obtained from the
expectation value of S2. To obtain the spatial symmetries, we ﬁrst assumed that
the ground-state 	0 was of A1 symmetry (as in experiment). For the excited
states, we examined ”dipole” type matrix elements h	0jn
0 + n

0   n
1   n

1j	ii
(essentially a dipole transition element along the short-axis of the acene; 0 and 1
refer to atom labels in Fig. 3.2.) For singlet excited states a non-vanishing dipole
then implied B2 symmetry, while a vanishing dipole implied A1 symmetry. For
the triplet excited states, all such matrix elements vanish. However, we could
still determine the spatial symmetry through the expectation value h	0jn
0  
n
1j	ii since n
0   n
1 does not preserve spin symmetry and creates a residual
expectation value from which one can determine the spatial symmetry of the
excited state.
To obtain the orbital character of the excitations, we calculated transition one-
particle density matrices h	0ja
y
iajj	ii, where 	i denotes the ith excited state and
identiﬁed the largest matrix elements.
We further calculated the excitation spectrum (in the same -active space as the
DMRG calculations) with the Equation-Of-Motion Coupled Cluster Singles and
Doubles method (EOM-CCSD) [34] using the DALTON package[35].
373.3.2 Comparison of Excited-state algorithms for DMRG by
SA, HD, and SA-HD
The ground state DMRG energies for the acenes are given in Table 3.1. Tables
3.2, 3.3, 3.4, and 3.5 contain the ﬁrst seven     excitation energies for each
acene, while Fig. 3.3 displays them in graphical form. Under C2v symmetry,
the only two possible representations of the     excited states are 1;3A1 and
1;3B2. Experimentally, there are three well-documented singlet bands that ap-
pear in the visible spectrum [36, 37]. The -band and -band correspond to
a polarization along the long axis and the p-band corresponds to a transverse
polarization. We observed the -transition as the lowest singlet excitation in
each acene. Neither the p-band nor the -band appeared within the ﬁrst eight
states of each acene. Instead, for the case of naphthalene, the p-band emerged
at 8.42 eV (state 19). The p-band normally appears lower in the spectrum, but
the absence of dynamic     correlations is responsible for its artiﬁcially high
excitation energy here. This is consistent with previous studies of acenes using
Complete-Active-Space Self-Consistent-Field (CASSCF) and Complete-Active-
Space Moller-Plesset second order perturbation theory (CASMP2) theory [38–
40]. Triplet excitations are somewhat harder to measure experimentally. We
observe that the triplet excitation energies decrease in energy more rapidly with
system size than the singlet excitations. Thus while in naphthalene and an-
thracene there is one triplet level between the ﬁrst two singlet excitations, in
naphthacene and pentacene there are two.
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51Comparing the accuracies of the SA-D, HD, and SA-HD calculations we observe
that as expected, (other than by the size of the DMRG basis M), the accuracy in
the excitation energies is determined primarily by the number of eigenvectors
in the state-average. Consequently the traditional SA-D algorithm yielded the
lowest accuracy (as it averages over all states between the ground state and
excited state of interest) while the HD calculations were correspondingly the
most accurate since they targeted a single state at a time. The accuracy of the
SA-HD calculations lay somewhere in between depending on the number of
states used in the average. In all cases, the differences between the various
algorithms was most marked for the smaller sizes M of the DMRG basis, as for
larger M all the wavefunctions become essentially exact. We would expect the
differences to become more pronounced in larger systems, where we are unable
to use a sufﬁciently large M to reach exactness.
Regarding the stabilities of the various algorithms, we found that there were
no difﬁculties in converging the DMRG sweeps to the correct states with the
SA-D algorithm. The HD algorithm on the other hand exhibited the expected
convergence difﬁculties characteristic of root-ﬂipping for certain higher excited
states. As previously discussed, the stability of the HD algorithm would in-
crease with the size of the DMRG many-body basis M. In naphthacene, we
required M  250 to converge states 5-7 with the HD algorithm, while in pen-
tacene, we required M = 500 to converge states 4-7. While the HD algorithm
exhibited root-ﬂipping, it was ameliorated with respect to simple eigenvector
following (deﬁned as following the nth eigenvector in the block Davidson al-
gorithm in successive DMRG iterations) because of the use of the shift !. For
example, with M = 100, the third excited state of naphthalene could not be
converged with simple eigenvector following, but could be converged without
52difﬁculty using the HD algorithm.
Including a sufﬁcient number of states in the SA-HD algorithm restored the
stability of the convergence. Certain “competing” states were particularly im-
portant for the state average, especially for smaller M. For all the acenes, the
second and third excited states were examples of such states. Thus while the
state averages SA[2-3] HD and SA[2-7] HD converged without difﬁculty, calcu-
lations using SA[3-7] HD did not, at least for smaller M.
As mentioned previously, rather than choosing a shift to target speciﬁc excited
states, we could take the different approach of trying to ﬁnd the excited states
around the frequency of a given shift !. In this way, we could piece together
a complete spectrum by performing, say, SA-HD or SA-HDa calculations with
successively higher shifts. To demonstrate this, we computed the excitation en-
ergies for states 6-11 for naphthalene using the SA-HDa algorithm with a shift
chosen slightly above the state 7 excitation energy as estimated from the previ-
ous SA-HD [4-7] calculation. These are shown in table 3.6.
3.3.3 Comparison of DMRG and EOM-CC excitation energies
in the acenes
The ground state EOM-CCSD energies for the acenes are summarized in Table
3.1. We used our near-exact DMRG(500) excitation energies to examine the ac-
curacy of the EOM-CC method in acenes. The EOM-CCSD and the DMRG sym-
metries and excitation energies are shown in Fig. 3.3. For the larger acenes, the
EOM-CCSD excited states are in a qualitatively different order as compared to
531
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3
1A1 (3.83)
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Figure 3.3: Comparison of DMRG and EOM-CCSD excitation energies for
acenes. All energies in eV.
DMRG. Similarly, EOM-CCSD erroneously predicts a very small singlet-triplet
gap for the longer acenes. This points to the necessity of including relatively
high order correlation effects to accurately describe excitations in the acenes.
3.4 Conclusions
ToovercomethecomputationalandaccuracylimitationsofthetraditionalState-
Averaged Davidson Algorithm, which requires both solving for and represent-
54ing all states between the ground state and excited state of interest, we have
investigated a number of new excited state algorithms within the context of
the Density Matrix Renormalization Group (DMRG). In the Harmonic Davidson
(HD) algorithm, using a shifted and inverted operator enabled us to directly
solve for the excited state of interest. In the State-Averaged Harmonic Davidson
(SA-HD) algorithm, we combined the HD method with an average over nearby
excited states, to confer greater stability and overcome problems of root-ﬂipping
in the non-linear optimisation of the wavefunction.
To assess the accuracy, stability, and computational cost of these new methods
we calculated the low-lying excited states in the acenes ranging from naphtha-
lene to pentacene. We found that as expected, in addition to the size of the
DMRG basis M used, the accuracy was primarily determined by the number of
states used in the state average. Thus the State-Averaged Davidson approach
gave the least accuracy, the Harmonic Davidson algorithm, the highest, and the
State-Averaged Harmonic Davidson lay in between depending on how many
nearby states were included. The State-Averaged Harmonic Davidson algo-
rithm converged smoothly without root-ﬂipping so long as nearby “competing”
states were included in the average.
We also argued that through the shift ! in the Harmonic Davidson algorithms
we could piece together a complete excitation spectrum by targeting different
regions with successively higher shifts. This we demonstrated by calculating
some higher lying excited states in naphthalene.
Within the basis used, our DMRG excitation energies are near-exact and we
have used them to assess the accuracy of the EOM-CCSD method in the acenes.
We found that the EOM-CCSD excitation spectrum was qualitatively different
55from that of the DMRG for the larger acenes, which demonstrates the necessity
of including higher-order correlations to properly describe the electronic spec-
trum of conjugated quasi-one-dimensional molecules.
Finally, we observe that the Harmonic Davidson algorithms studied here are
quite general methods and are not limited to the Density Matrix Renormali-
sation Group. Thus they may be useful also to target excited states in other
multi-reference theories, such as Complete Active Space Self-Consistent-Field
theory.
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59CHAPTER 4
DENSITY MATRIX RENORMALIZATION GROUP - RESPONSE THEORY1
4.1 Introduction
The density matrix renormalisation group method [2] is now established as
a powerful tool for “difﬁcult” electronic structure problems in physics and
chemistry [3–6]. In molecular systems, it has been used to describe multirefer-
ence correlation in medium-sized active spaces (20-30 active orbitals) for small
molecules with complex bonding [7–10], as well as a local multireference corre-
lation method in extended long-chain molecules, e.g. to describe excited states
in conjugated molecules, using large active spaces of up to 100 active orbitals
[11].
Response properties, which represent the change in an observable as a func-
tion of an applied perturbation, are of interest in many physical and chemical
applications. For example, geometry optimisation and vibrational frequencies
both require the response of the energy with respect to changes in the nuclear
coordinates, quantities usually known as nuclear derivatives. Nuclear deriva-
tives are examples of static response properties because the perturbation does
not depend on time. It is also common to consider frequency-dependent (i.e
dynamical) response properties where the applied perturbation is a function of
time. The most common time-dependent perturbations are ﬂuctuating electric
and/or magnetic ﬁelds. In extended systems, the frequency dependence of the
response gives insight into the elementary excitations of the system and this can
be used characterise the nature of the electronic ground-state [12].
1Parts of this chapter were published in JCP May 13, 2008[1]
60In many electronic structure methods, response properties are obtained by so-
called “analytic” techniques. Analytic response theories of this kind at linear
and higher orders have been developed and implemented for most electronic
structure methods, including Hartree-Fock [13], density functional [14], cou-
pled cluster [15], multi-conﬁgurational self-consistent [16], and Moller-Plesset
perturbation theories [17]. A review of the formal theory and some of these de-
velopments may be found in Ref. [18]. The name “analytic” is used because the
response properties evaluated (e.g. the perturbed energies) correspond strictly
to derivatives of the ground-state energies or quasi-energies [18–20] evaluated
in the presence of the perturbation, using the same level of approximation for
the (quasi-)energy with and without the perturbation.
In contrast, response properties in the density matrix renormalisation group
have typically been obtained using a quite different approach that appears nat-
ural within the DMRG. In the DMRG, the wavefunction is expanded in a set
of many-electron states that are adapted to the state of interest. To obtain a re-
sponse property, one can choose to solve response equations using basis states
that are adapted not only to the zeroth order state but also to the calculation of
the state’s response. These response methods, which have proven very useful
in the calculation of dynamical response in DMRG model Hamiltonian calcula-
tions, go by the name of Lanczos-vector DMRG [21], correction-vector DMRG
[22, 23], and dynamical DMRG [24]. More recently, explicit real-time propaga-
tion of the DMRG equations has also been used to obtain high-frequency re-
sponse properties [25]. A recent review of all these DMRG response methods
can be found in Ref. [26].
In the current work we return to an analytic formulation of response theory
61Figure 4.1: One-site DMRG block conﬁguration. Ln tensors are associated
with the left block, Rn tensors with the right block, and the
middle site is site p in Eq. 4.1.
within the density matrix renormalisation group, in a way that parallels the
description of response properties in other electronic structure methods. We
use as our starting point the wavefunction based (matrix-product state) formu-
lation of the DMRG [3, 6, 27, 28]. As we shall see, the analytic response ap-
proach has a number of strengths and weaknesses compared to earlier DMRG
response methods. To understand these strengths and weaknesses better, we
perform a series of benchmark static and frequency-dependent polarisability
calculations on oligo-diacetylenes that compare the behaviour of the earlier dy-
namical DMRG method with our analytic response DMRG approach. Using our
data we examine the scaling of the polarisability as a function of the number of
monomer units.
4.2 Time-independent and time-dependent density matrix
renormalization group equations
The density matrix renormalisation group works with a variational ansatz for
the wavefunction 	. The simplest ansatz to analyse is the “one-site” form of the
DMRG wavefunction [5, 28, 29]. For the block-conﬁguration depicted in Fig.
624.1, the wavefunction takes the form
j	i =
X
fng
L
n1 :::L
np 1C
npR
np+1 :::R
nkjn1 :::nki (4.1)
The Ln and Rn renormalisation tensors satisfy the orthogonality conditions
X
n
L
nyL
n = 1 (4.2)
X
n
R
nR
ny = 1 (4.3)
and formally deﬁne the sequence of renormalisation transformations to obtain
basis states flg, frg for the left and right blocks in Fig. 4.1. (Note that in Eqs.
(4.2), (4.3) we have dropped the sub-indices on n as these conditions are not spe-
ciﬁc to any given site. We will use a similar convention throughout to avoid a
proliferation of unnecessary indices). The coefﬁcient tensor Cn gives the expan-
sion coefﬁcients of the wavefunction in the superblock basis flg 
 fnpg 
 frg.
When viewed as a ﬂattened vector c it satisﬁes the normalisation condition
cyc = 1.
The DMRG energy is minimised when the tensors satisfy certain equations. For
the coefﬁcient vector, this is a time-independent effective Schr¨ odinger equation
Hc = Ec (4.4)
where the effective renormalised superblock Hamiltonian H satisﬁes E =
h	jHj	i = cyHc. The renormalisation tensors at each position are deﬁned from
the coefﬁcient tensor at the same position, i.e. Cn deﬁnes Ln and Rn, via inter-
mediate left and right density matrices. To obtain the left density matrix DL, we
view the tensor Cn as a matrix C indexed by (ln);r, where l is the row index of
Cn, then DL = CCy. The right density matrix DR is deﬁned in a similar way,
we view the tensor Cn as a matrix C indexed by l;(nr), where r is the column
63index of Cn, and DR = CyC. The renormalisation tensors Ln, Rn, when viewed
as matrices L;R in the appropriate way, are obtained from the M eigenvectors
(with largest weights) of the the density matrix DL and DR respectively i.e.
DLL = L(1 :::M)diag; 1  2 :::  M; (L(ln)i = L
n
li) (4.5)
DRR = R(1 :::M)diag; 1  2 :::  M; (R(rn)i = R
n
ir) (4.6)
More explicitly, writing the eigenvectors of the left and right density matrices as
li, ri,
DLl
i = l
ii; 1  2  3 ::: (4.7)
DRr
i = r
ii; 1  2  3 ::: (4.8)
Ln, Rn are constructed by assigning the elements of the eigenvectors to the ten-
sors in the following way
L
n
ji = l
i
(nj); i = 1:::M (4.9)
R
n
ij = r
i
(nj); i = 1:::M (4.10)
In Ref. [30], we showed that satisfying the solution conditions Eqs. (4.4), (4.5),
(4.6) for Cn;Ln;Rn is formally equivalent to minimising the DMRG energy sub-
ject to normalisation and the orthogonality constraints (4.2), (4.3). We can for-
mally extend the DMRG theory to time-dependent scenarios by making station-
ary the Dirac-Frenkel action h	ji@=@t   Hj	i [13] subject to the same normal-
isation and orthogonality constraints. (Interestingly, the Dirac-Frenkel action
has recently been independently rederived in the DMRG context in Ref. [31]).
For the coefﬁcient vector the time-evolution is then given by an effective time-
dependent Schr¨ odinger equation
i@tc = Hc (4.11)
The corresponding Ln and Rn remain deﬁned by Eqs. (4.5), (4.6).
644.3 Coupled-perturbed density matrix renormalization group
response equations
We now consider the effect of an external perturbation. We start with a time-
independent perturbation V . In the superblock basis flg
fnpg
frg, this yields
the effective perturbation V which satisﬁes h	jV j	i = cyVc.
In response to this perturbation, the Ln;Cn;Rn tensors each can be expanded in
orders of jV j, giving
L
n = L
n[0] + L
n[1] + ::: (4.12)
C
n = C
n[0] + C
n[1] + ::: (4.13)
R
n = R
n[0] + R
n[1] + ::: (4.14)
Thus the ﬁrst-order DMRG wavefunction for the block-conﬁguration in Fig. 4.1
takes the general form
j	
[1]i =
X
fng

(L
n1[1] :::C
np[0] :::R
nk[0]) + ::: + (L
n1[0] :::C
np[1] :::R
nk[0])
+::: + (L
n1[0] :::C
np[0] :::R
nk[1])

jn1n2 :::nki (4.15)
We now derive the response equations satisﬁed by each of the quantities
Ln[1];Cn[1];Rn[1]. These are obtained by the perturbation expansion of the so-
lution conditions (4.4), (4.5), (4.6). For the coefﬁcient vector, this yields
(H
[0] + H
[1] + V
[1] + :::)(c
[0] + c
[1] + :::) = (E
[0] + E
[1] + :::)(c
[0] + c
[1] + :::)
(4.16)
Note the ﬁrst-order change in the Hamiltonian H
[1]. This arises because the
effective Hamiltonian in the superblock basis H depends on the renormalisation
65tensors Ln;Rn (which deﬁne the renormalised basis) and so ﬁrst-order changes
in those tensors lead to a ﬁrst-order change in the effective Hamiltonian. (The
construction of H
[1] is described later in Sec. 4.4). Gathering ﬁrst-order terms
and enforcing intermediate normalisation through the projector Q = 1 c[0]c[0]y
gives
(H
[0]   E
[0]1)c
[1] =  Q(H
[1] + V
[1])c
[0] (4.17)
Because H
[1] depends on the ﬁrst-order wavefunction through its dependence
on the Ln;Rn tensors, Eq. (4.17) must be solved self-consistently. It is therefore a
coupled-perturbed response equation, analogous to the coupled-perturbed or-
bital equations that arise in the Hartree-Fock theory of response.
The ﬁrst-order coefﬁcients Cn[1] deﬁne ﬁrst-order renormalisation tensors at the
same site Ln[1];Rn[1]. Viewing Cn[0];Cn[1] as a matrices in the appropriate fash-
ion, we obtain ﬁrst-order left and right density matrices
D
[1]
L = C
[0]C
[1]y + C
[1]C
[0]y; (C(nl);r = C
n
lr) (4.18)
D
[1]
R = C
[0]y
C
[1] + C
[1]yC
[0]; (Cl;(nr) = C
n
lr) (4.19)
In response to the change in the density matrices, the eigenvectors have a per-
turbation expansion
l
i = l
i[0] + l
i[1] + ::: (4.20)
r
i = r
i[0] + r
i[1] + ::: (4.21)
and we can set up corresponding response equations
(D
[0]
L   i1)l
i[1] =  QLD
[1]
L l
i[0] (4.22)
(D
[0]
R   i1)r
i[1] =  QRD
[1]
R r
i[0] (4.23)
66where QL;QR project out the span of DL;DR respectively, i.e. QL = 1  
PM
i=1 li[0]li[0]y;QR = 1  
PM
i=1 ri[0]ri[0]y. We assign the elements of each of the
M perturbed vectors li[1];ri[1] according to Eq. (4.9), (4.10), to deﬁne Ln[1];Rn[1].
The response equations for a time-dependent perturbation may be obtained in
an analogous way as above. We consider for simplicity a perturbation with a
single Fourier component,
V (t) = V e
i!t + V
e
 i!t (4.24)
We expand the Ln;Cn;Rn tensors in terms of orders of jV j,
L
n(t) = (L
n[0] + L
n[1](t) + :::)e
 iE[0]t (4.25)
C
n(t) = (C
n[0] + C
n[1](t) + :::)e
 iE[0]t (4.26)
R
n(t) = (R
n[0] + R
n[1](t) + :::)e
 iE[0]t (4.27)
For the coefﬁcient vector, we substitute this expansion into the effective time-
dependent Schr¨ odinger equation (4.11) and identify terms with frequencies !,
 !, giving
(H
[0]   (E
[0] + !)1)c
[1](!) =  Q(H
[1](!) + V
[1])c
[0] (4.28)
(H
[0]   (E
[0]   !)1)c
[1]( !) =  Q(H
[1]( !) + V
[1])c
[0] (4.29)
where Q is the projector deﬁned in Eq. (4.17). The ﬁrst-order fre-
quency perturbed wavefunctions then deﬁne ﬁrst-order perturbed den-
sity matrices DL(!);DL( !);DR(!);DR( !), which can be used to obtain
Ln[1](!);Ln[1]( !);Rn[1](!);Rn[1]( !) through Eqs. (4.22), (4.23).
674.3.1 Response properties
Once we obtain the ﬁrst-order response of the DMRG wavefunction we can
evaluateresponsepropertiesofinterest. Wetakeasourexampleherethedipole-
dipole response function or polarisability. For a uniform static electric ﬁeld Ei,
the dipole moment is expanded as
i = 
[0]
i +
X
j
ijEj + :::; i;j ::: 2 x;y;z (4.30)
which deﬁnes the static polarisability ij as the ﬁrst-order change in the dipole
moment. Within the DMRG response theory, the polarisability is therefore ob-
tained as
ij = c
[0]y
[0]
i c
[1]
j + c
[1]y
j 
[0]
i c
[0] + c
[0]y
[1]
i(j)c
[0] (4.31)
Here i is the effective dipole operator in the superblock basis, and c
[1]
j is the
ﬁrst-order wavefunction in response to an electric ﬁeld in the j direction. Note
the additional contribution 
[1]
i(j). This is the change in the effective dipole op-
erator i due to the response of the Ln, Rn tensors to an applied ﬁeld in the j
direction. This quantity is constructed in a similar way to the effective Hamilto-
nian H
[1].
For a frequency dependent electric ﬁeld Ei(t), we expand the dipole moment as
i(t) = 
[0]
i +
X
j
Z
d!e
 i!tij(!)Ej(!) + ::: i;j ::: 2 x;y;z (4.32)
where ij(!) and Ej(!) are the ! frequency components of the frequency depen-
dentpolarisabilityandelectricﬁeld. ij(!)containstwocontributions, onefrom
the ei!t component of the applied perturbation, one from the e i!t component.
68The ﬁnal expression for ij(!) therefore reads as
ij(!) = Gij(!) + Gij( !) (4.33)
Gij(!) = c
[0]y
[0]
i c
[1]
j (!) + c
[1]y
j (!)
[0]
i c
[0] + c
[0]y
[1]
i(j)(!)c
[0] (4.34)
Gij(!) and Gij(!) are obtained from two separate response calculations, solving
Eq. (4.28), (4.29) respectively.
4.3.2 Comparison to other DMRG response theories
So far we have derived a DMRG theory of response that was based on expand-
ing the solution conditions satisﬁed by the DMRG wavefunction in terms of the
applied perturbation. This corresponds to an analytic theory of response in the
following way. Consider a time-independent perturbation for simplicity. Let
us consider minimising the energy of the DMRG wavefunction, for some ﬁxed
number of states M, with respect to the full Hamiltonian (with the perturba-
tion) H = H[0] + V [1] where  is used to scale the strength of the perturbation.
This gives a wavefunction 	() and an energy E(). The ﬁrst-order wavefunc-
tion 	[1], and corresponding ﬁrst-, second-, and third-order energies calculated
with the analytic DMRG response theory correspond exactly to the following
derivatives
	
[1] =
@	()
@
   
=0
(4.35)
E
[1] =
@E()
@
   
=0
(4.36)
E
[2] =
@2E()
@2
   
=0
(4.37)
E
[3] =
@3E()
@3
  

=0
(4.38)
69Analogous statements for time-dependent perturbations can be made by con-
sidering an appropriate quasi-energy [18–20].
The analytic approach to DMRG response does not represent the only way to
obtain response within the DMRG. Existing DMRG response methods use vari-
ous related adaptive basis approaches, commonly in two categories, the Lanczos
vector method [21], and the dynamical density matrix renormalisation group
[24]. The dynamical density matrix renormalisation group is established as the
most accurate approach to response properties and we shall focus on it here.
(Note the dynamical density matrix renormalisation group and correction vec-
tor methods [22, 23, 26] are essentially the same but differ in the algorithm used
to solve the response equations. In fact, if the response quantities are evaluated
using a quadratic functional of the correction vector such as Eq. (4.48), it is pos-
sible to obtain quadratic errors with the correction vector method without the
explicit minimisation as used in the dynamical DMRG).
In the dynamical DMRG the ansatz for the zeroth and ﬁrst-order wavefunction
are both modiﬁed relative to the unperturbed DMRG wavefunction, i.e.
j	
[0]i =
X
fng
~ L
n1[0] ::: ~ C
np[0] ::: ~ R
nk[0]jn1n2 :::nki (4.39)
j	
[1]i =
X
fng
~ L
n1[0] ::: ~ C
np[1] ::: ~ R
nk[0]jn1n2 :::nki (4.40)
The tildes indicate that the ~ Ln, ~ Cn, ~ Rn tensors appearing in Eqs. (4.39), even for
the zeroth order wavefunction, do not correspond to the same tensors obtained
in a DMRG calculation without the perturbation. The zeroth and ﬁrst-order
coefﬁcient vectors are obtained from the effective Schr¨ odinger equation (4.4)
and an uncoupled response equation, e.g.
(H
[0]   (E
[0] + !)1)c
[1](!) =  QV
[1]c
[0] (4.41)
70The dynamical DMRG ansatz is able to capture the response of the Ln and Rn
tensors in an average way, because it uses ~ Ln, ~ Rn that are different from those in
the unperturbed DMRG calculation. Speciﬁcally, the left and right renormalisa-
tion tensors at each block conﬁguration are obtained as eigenvectors of modiﬁed
left and right density matrices, where the density matrices corresponding to
c[0];c[1];v = V[1]c[0] are all averaged together i.e. for DL
DL = C
[0]C
[0]y + C
[1]C
[1]y + (Vc
[0])(Vc
[0])
y (4.42)
where  +  +  = 1 and in the last term we are interpreting the perturbation
multiplied by the zeroth order wavefunction V[1]c[0] as a matrix in the same way
as c[0] is interpreted as a matrix. (Note that the above is for real frequencies;
when considering complex frequencies, one typically separates the imaginary
and real contributions of the response vector [24]). Because the density matrix
contains information on the perturbation and the response, the DMRG basis
is “adapted” to the perturbation being considered. While this is very simple to
implement within a standard DMRG algorithm and has proven very successful,
one drawback relative to the analytic response approach is that a single set of
DMRG basis states is being used to represent several quantities, including both
the zeroth order and response vectors. For this reason, we can expect some loss
of accuracy with this method for small M calculations relative to the analytic
response method.
4.4 Implementation
We have implemented the analytic DMRG response theory as described above.
This consists of three parts: solving the coupled-perturbed equation (4.17) for
71the ﬁrst-order coefﬁcient vector c[1], solving for the ﬁrst-order renormalisation
tensors Ln[1], Rn[1] (4.5), (4.6), and constructing the ﬁrst-order effective Hamil-
tonian H
[1] and necessary intermediates, as well as other ﬁrst-order opera-
tors needed for properties (e.g. 
[1]
i(j) in Eq. 4.31). The ﬁrst two parts are quite
straightforward: we solve the coupled-perturbed equation (4.17) using a Krylov
subspace iterative solver with preconditioning, and to obtain the ﬁrst-order
renormalisation tensors (4.22), (4.23) we use explicit Rayleigh-Schr¨ odinger ex-
pressions for the ﬁrst-order density matrix eigenvectors
l
i[1] =
X
j=M+1
 
lj[0]yD
[1]
L li[0]

[0]
j   
[0]
i
l
j[0] (4.43)
r
i[1] =
X
j=M+1
 
rj[0]yD
[1]
R ri[0]

[0]
j   
[0]
i
r
j[0] (4.44)
In practice small denominators can arise in the perturbation expression Eq.
(4.44); for stability we set contributions from any denominators below a certain
threshold (e.g. 10 12) to zero.
We now focus on the implementation to obtain H
[1] and related quantities
such as 
[1]
i(j). We recall that the effective Hamiltonian H[0] is expressed as a
tensor product of operators on the left and right blocks (we consider the single-
site  in the block conﬁguration Fig. 4.1 to be part of the left block for simplicity)
H =
X
ij
wijO
i
L 
 O
j
R (4.45)
where OL acts only the left block and OR acts only on the right block, and we
assume that 
 takes into account the appropriate parity factors associated with
the fermion character of the operators (see e.g. Ref. [3, 5]). The ﬁrst-order
Hamiltonian is constructed from the response of the operators OL;OR, through
H
[1] =
X
ij
wij(O
i[0]
L O
j[1]
R + O
i[1]
L O
j[0]
R ) (4.46)
72We therefore need to calculate the ﬁrst-order operators O
[1]
L , O
[1]
R . These are built
up sequentially through the blocking steps in the sweep much like the zeroth or-
der operators. The renormalisation transformation R of the ﬁrst-order operator
at a given block conﬁguration in a left!right sweep, is given by
R[O
[1]
L ] = L
[0]yO
[1]
L L
[0] + L
[1]yO
[0]
L L
[0] + L
[0]yO
[0]
L L
[1] (4.47)
where we have used the underline to indicate that the operators refer to blocked
operators (i.e. for the left block plus the single-site), and the renormalisation
tensors are interpreted as matrices L as described in Eq. (4.5). At the beginning
of the left!right sweep, O
[1]
L = 0 for all such operators. Analogous expressions
hold for the right!left sweep and the operators OR.
The full sweep algorithm for the DMRG analytic response can be summarised
as follows:
1. Converge a standard DMRG algorithm for the state of interest and store
all intermediate zeroth-order operators O
[0]
L , O
[0]
R and tensors Ln[0], Cn[0],
Rn[0].
2. Set all O
[1]
L ;O
[1]
R = 0
3. Start a sweep (left!right)
 Set all O
[1]
L to 0
 At each block conﬁguration:
 Solve coupled perturbed response equation, Eq. (4.17). H
[1] is con-
structed using current best guesses for O
[1]
L , O
[1]
R
 Solve for perturbed density matrix eigenvectors and Ln[1], Eq. (4.22)
 Update all O
[1]
L using Eq. (4.47)
734. Start a sweep (right!left), analogous to (left!right) sweep
5. Loop to 3. until convergence.
6. Evaluate response properties (e.g. as in Sec. 4.3.1)
We note that the cost of a single sweep for the analytic response has the same
order of computational and storage cost as an ordinary sweep in the DMRG cal-
culation, which, for the ab-initio Hamiltonian is O(M3k3) + O(M2k4) computa-
tion, O(M2k2) memory, and O(M2k3) disk, where k is the number of correlated
orbitals. The memory cost is roughly twice that for the calculation of the en-
ergy because of storage of the ﬁrst-order operators as well as the zeroth-order
operators.
We have assumed in the above that the coupled-perturbed equations of the ana-
lytic DMRG response theory, i.e. Eqs. (4.17), (4.29) can be solved through a sim-
ple self-consistency cycle. In practice, however, we should expect convergence
problems to occur when the ﬁrst-order wavefunction c[1] is large compared to
c[0], asthis will lead to alarge ﬁrst-order effective Hamiltonian H
[1] and a feed-
back effect in the response equations (4.17), (4.29). This scenario arises near the
poles of the response, and indeed we ﬁnd this to be the case (see below).
4.5 Static and frequency-dependent polarizabilities of oligo-
di-acetylenes
As an initial test of the analytic DMRG response theory and implementation, we
have calculated static and frequency-dependent longitudinal polarisabilities of
74x
Figure 4.2: Oligo-di-acetylenes, with the long-axis moment of inertia
aligned with the x-coordinate. This is the axis along which the
polarisabilities are evaluated.
several oligo-di-acetylenes using the analytic DMRG response theory, the dy-
namical DMRG method, and the linear-response coupled cluster method. Long
oligo-di-acetylenes are of interest due to their large third-order non-linear po-
larisability [32]. While we will calculate only the linear polarisability here, the
same analytic derivative techniques can in principle be extended to higher order
polarisabilities and non-linear optical response.
We carried out calculations on short all-trans oligo-di-acetylenes (ODAs), 2-
ODA C8H6, 4-ODA C16H10, 6-ODA C24H14. Optimised geometries were ob-
tained at the density functional theory B3LYP [33, 34] level in a correlation con-
sistent Dunning double-zeta (cc-pVDZ) basis [35]. Subsequent Hartree-Fock,
DMRG, and coupled cluster (CC) calculations were carried out in a minimal
STO-6G Gaussian basis [35, 36]. We realise that this basis is too small for the
quantitative calculation of polarisabilities, but it has been chosen to enable a
preliminarystudy. Also, wenotethatqualitativetrendsinpolarisabilitiescanbe
captured using rather small basis sets of split-valence quality [32]. The Hartree-
Fock calculations were used to determine molecular orbitals with  and  char-
acter. All  orbitals were kept frozen in the DMRG response calculations, and
the  orbitals were localised. Calculated polarisabilities refer to the xx com-
ponent, where the x-axis is aligned with the long moment of inertia axis of the
75molecules (see Fig. 4.2). The DMRG response calculations used an active space
of pz orbitals only, corresponding to an (8e, 8orb) active space for 2-ODA, a (16e,
16orb) active space for 4-ODA, and a (24e, 24orb) active space for 6-ODA. For
the analytic response DMRG calculations using M states we ﬁrst converged a
ground-state DMRG calculation with M states using the one-site algorithm, and
used this as the starting point for the response calculation.
In addition to the analytic response DMRG calculations, we carried out calcu-
lations using the dynamical DMRG method for comparison. The dynamical
DMRG polarisabilities were obtained by solving the linear response equation
in the dynamical DMRG basis (!1   H[0])c[1])i = Qic[0] just as in the correc-
tion vector method, but the resulting polarisabilities were evaluated using the
quadratic functional
Gij = c
[1]y
i (!1   H
[0])c
[1]
j + c
[0]yic
[1]
j + c
[1]y
j ic
[0]j (4.48)
which ensures that the obtained polarisability is quadratic in the error in c[1] [37,
38], which is the hallmark of the dynamical DMRG approach. For comparison,
we also computed linear-response restricted coupled cluster polarisabilities at
the singles and doubles level [15], both at the all electron level, and within the
pz active space only, using the PSI3 [39] package.
We note one issue that arises with the response DMRG calculations in our ini-
tial implementation as opposed to ordinary ground-state DMRG calculations.
In ground-state DMRG calculations with the one-site algorithm, we are gen-
erally able to converge the DMRG energy from sweep to sweep to very high
accuracy, e.g. nanoHartrees. However, in our initial response implementation,
we were not able to converge the calculated polarisabilities to similar accuracy.
Typically the forward and backwards sweeps would converge to somewhat dif-
76ferent results, and even between consecutive forwards (or backwards) sweeps,
the polarisability would oscillate somewhat. This was true both for the dynam-
ical DMRG and the analytic response DMRG calculations. The oscillation can
be quite severe, particularly for small M calculations and for higher frequencies
that are nearer to a pole (e.g. at frequency ! = 0:2 a.u.) and reﬂects the greater
sensitivity of the response calculation to the discarded states in the density ma-
trix. In our results, we report the average polarisability of the last 4 sweeps,
together with twice the standard deviation. These results are reported in table
4.1.
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80From table 4.1 we make the following observations about the relative perfor-
mance of the analytic DMRG response method relative to the dynamical DMRG
method that has been commonly used. For small M (e.g. M=25) the analytic
DMRG response method is clearly superior. Whereas the dynamical DMRG
method produces poor polarisabilities for M=25, in error by more than 50% in
some cases, the analytic DMRG polarisabilities are quite reasonable at M=25
and typically in error by less than 1%. This is consistent with our discussion in
section 4.3.2 where we argue the the dynamical DMRG method suffers from us-
ing the same set of DMRG basis states to represent both the zeroth order DMRG
vector as well as the response and perturbation vectors. Thus, for small M there
simply are not enough DMRG states to yield a meaningful result in the dynam-
ical DMRG. Both methods converge as M increases. For the most accurate cal-
culations (M=250), although both methods perform well, the dynamical DMRG
polarisabilities appear slightly better than the analytic DMRG polarisabilities.
However, this appears to be related to the instabilities in the convergence of
the analytic DMRG response sweeps; whereas the oscillations in the dynamical
DMRG sweeps vanish for larger M, they still remain for the analytic DMRG
sweeps. From the 2 values, we see that currently we can only conclude that
the analytic and dynamical DMRG response methods are comparable for larger
M.
Observing the trends in the polarisabilities, we see that the polarisabilities in-
crease as the applied frequency increases which is what one would expect since
we are approaching the ﬁrst excitonic 1Bu pole. We are not able to converge our
response calculations very close to a pole because of the large norm in c[1]. The
standard solution to this is to include a small imaginary broadening in !. How-
ever, a straightforward incorporation of broadening leads to complex operators
81in the analytic theory which we have not yet implemented.
It is often the case that one wishes to determine an entire spectrum, i.e. some
response property for a very large range of !. While in the dynamical DMRG
this is usually performed by scanning through ! (with some small imaginary
component)andperformingaresponsecalculationforeachfrequency, itmaybe
moreappropriateintheanalyticresponseapproachtoadoptadifferentstrategy.
The coupled-perturbed response equations may be viewed as a linear eigen-
value problem for the excitation energies (i.e. poles) and may be solved in this
way, in the same way that the time-dependent Hartree-Fock or time-dependent
density functional equations are solved as an eigenvalue problem to obtain ex-
citation energies. Once a sufﬁcient number of poles are obtained, the spectrum
can then be reconstructed analytically.
Comparing the DMRG polarisabilities and the coupled cluster polarisabilities,
we see that the coupled cluster polarisabilities are generally quite good even at
the singles and doubles level. (They appear to consistently overestimate the po-
larisability by only a few percent). This is not surprising since by virtue of the
one-electron nature of the dipole operator, the linear polarisability only samples
states with single-excitation character relative to the ground-state. Such excited
states are well captured by CCSD theory. However, earlier studies indicate that
the overall spectrum in conjugated systems (including e.g. doubly excited and
triplet excited states) is poorly reproduced by coupled cluster theory [40], and
so we would expect much larger discrepancies between the CC and DMRG de-
scription of third-order non-linear optical response.
In Fig. 4.3 we plot the static active space and total polarisabilities (! = 0) per
monomer calculated using the analytic DMRG response theory as a function of
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Figure 4.3: Scaling of total and active space polarisabilities per monomer.
the number of di-acetylene monomers in the calculation. The total polarisability
for the DMRG calculations is obtained using the core-correction from the linear-
response coupled cluster calculations i.e.

tot
DMRG = 
tot
CC   
act
CC + 
act
DMRG (4.49)
We see a slow saturation of the polarisability per monomer as a function of the
chain length, although the polarisability is not yet fully saturated at the 6-ODA
level. While larger basis set calculations and calculations on longer chains are
necessary to obtain a deﬁnitive conclusion, we note that our results are consis-
tent with early semi-empirical calculations which indicate an onset of saturation
between 2-ODA and 3-ODA [41].
834.6 Conclusions
In the current work we have described an analytic approach to the calculation
of response quantities in the density matrix renormalisation group. The ana-
lytic response method is familiar from other electronic structure theories but
has not so far been developed within the density matrix renormalization group.
The analytic response implementation does not change the computational cost
of the ground-state DMRG calculation by more than a constant factor. Com-
pared to the popular dynamical density matrix renormalisation group approach
we ﬁnd that the analytic response method produces considerably more accu-
rate response quantities when using a small number of DMRG states, with-
out any greater computational cost. While it is simpler within the dynamical
DMRG to implement higher-order response properties and complex frequen-
cies, based on our investigations, the improved accuracy of the analytic re-
sponse approach may justify the additional implementation effort. In future
work, we will explore both higher-order response quantities and determination
of complete spectra using the analytic DMRG response approach.
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87CHAPTER 5
CANONICAL TRANSFORMATION THEORY (CT) - INTRODUCTION
5.1 Introduction
In the previous chapters, we have discussed Density Matrix Renormalization
Group (DMRG), which is an excellent alternative approximation to Conﬁgura-
tion Interaction (CI) approaches to obtaining the static correlation energy. This
gives a very good idea qualitatively of what is happening in a chemical system,
but we need a way to obtain the remaining dynamic correlation energy so that
we can get a quantitative description of the chemical system for direct compar-
ison of our theoretical results to experiment.
There are several theories already available for describing dynamic correla-
tion given a ”multireference” state (i.e., the statically correlated starting point).
These theories broadly fall into three categories, multireference perturbation
theory, multireference conﬁguration interaction, and multireference coupled
cluster. Examples of multireference perturbation theory include complete active
space perturbation theory (CASPT) [1], multireference Møller-Plesset (MRMP)
[2], and n-electron valence perturbation theory (NEVPT) [3, 4]. Multireference
perturbation theory has a high computational scaling of at least O(n7) where n
is the number of orbitals. Multireference conﬁguration interaction theories can
either be applied directly or in conjunction with size consistency corrections[5–
9]. Typical computational scaling of this category of multireference theory is
O(n10) and O(en). The ﬁnal category of multireference theories consists of vari-
ations of multireference coupled cluster (MRCC) theory. These theories tend to
have computational scalings even higher than MRCI theories, and have not yet
88been applied to a real system.
Based on the current discussion, there are many multireference theories, but as
of yet there are no satisfactory methods for describing dynamic correlation in
multireference systems. We believe that CT will address the faults that underlie
the current multireference systems. Coupled Cluster (CC) theory is considered
one of the best methods for describing dynamic correlation for single reference
states[10]. As such, CT was created to mimic many of the good aspects con-
tained in Coupled Cluster Singles Doubles (CCSD) theory, the most common
variety of CC theory.
CT has the following properties in common with CCSD:
1. CT is size-consistent
2. CT has a computational scaling of O(n6)
3. CT uses an exponential operator ansatz, and therefore reduces to an ap-
proximated CCSD for a single reference state
Based on this analysis we believe that CT will become the best method for de-
scribing dynamic correlation. Besides this brief introduction to CT there are
many more detailed reviews describing CT and dynamic correlation[11–16].
5.2 Theory
To obtain the dynamic correlation energy, we will ﬁrst split the orbital space
into two spaces. The space that contains the multireference orbitals (which were
obtained from a static correlation theory such as DMRG) will be deﬁned as the
89active space, and the space that includes the core and virtual orbitals will be
deﬁned as the external orbitals. Much as Coupled Cluster Theory (CC) works
with an effective Hamiltonian, CT will also do the same
H = e
 AHe
A (5.1)
where A is a unitary transformation rather than the customary similarity trans-
formation found in CC. This implies Ay =  A. Here A is deﬁned as
A = A
a
i ^ o
a
i + A
ab
ij ^ o
ab
ij + A
ak
ij ^ o
ak
ij +  (5.2)
^ o
a
i = a
a
i   a
i
a (5.3)
^ o
ab
ij = a
ab
ij   a
ij
ab (5.4)
^ o
ak
ij = a
ak
ij   a
ij
ak (5.5)
. . .
where abc represent the external orbitals, ijk  represent the active orbitals,
and aa
i = ay
aai. All the 2-body operators in A have no more than three active
orbital indices.
Our next step will be to form the Baker-Campbell-Hausdorff (BCH) expansion
of the effective Hamiltonian in eqn. 5.1
H = H + [H;A] +
1
2
[[H;A];A] +  (5.6)
Eqn. 5.6 contains 0-, to n-body operators. Each commutation generates succes-
sively more complicated operators and terms. In chapter 1, we mentioned that
the dynamic correlation energy is relatively small compared to the static corre-
lation energy. We can expect the contribution of complex n-body effects to be
insigniﬁcant. We will approximate the effective Hamiltonian with 0-, 1-, and
2-body operators
H1;2 = H + [H;A]1;2 +
1
2
[[H;A]1;2;A]1;2 +  (5.7)
90where 1;2 denotes the retention of only 0-, 1-, and 2-body operators. Now we
will explain how to arrive at this approximation. Let’s ﬁrst recall how normal
ordered 1-, 2-, and 3-body operators are deﬁned with respect to a Fermi vacuum
~ a
p
s = a
p
s   
p
sns (5.8)
~ a
pq
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pq
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q
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pqr
stunpnqnr (5.10)
where the tilde above the operator refers to the operators formed from the parti-
cle and hole creation and destruction operators of the Fermi vacuum. We would
approximate our 3-body operator in eqn. 5.10, by neglecting the 3-body oper-
ator on the right hand side. Unfortunately, all the operators are operating on a
multireference state, not a Fermi vacuum, and we therefore need a new set of
operators that are normal ordered with respect to the multireference states en-
countered in CT. Mukherjee and Kutzelnigg[17, 18] have generalized the above
equations for multireference states, keeping the normal ordering with respect to
the multireference states
a
p
s = ~ a
p
s + 
p
s (5.11)
a
pq
st = ~ a
pq
st   4(
p
s ^ ~ a
q
t) + 
pq
st (5.12)
a
pqr
stu = ~ a
pqr
stu + 9(
p
s ^ ~ a
qr
tu) + 9(
pq
st ^ ~ a
r
u) + 
pqr
stu (5.13)
where ^ represent the anti-symmetric permutation of the indices with a nor-
malization factor of 1
p2 and p
q;pq
rs represent 1-, and 2-body density matrices. p
91is the original rank of the operator (or the total number of indices). We will use
the above equations for the operators in the effective Hamiltonian. For CT, we
will neglect ~ a
pqr
stu, and we will approximate the 3-body reduced density matrix in
eqn. 5.13. Now we will examine the 1-,2-, and 3-body reduced density matrices.
Similar to decomposing the 3-body operators, we can also reduce the 3-body
density matrices through cumulant decomposition[19–21]

p
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p
s (5.14)
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s
q
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u (5.16)
where  are the cumulants. We will neglect the 3-body cumulant, and substitute
eqns. 5.14, and 5.15 into eqn. 5.16, to obtain the approximation to the 3-body
reduced density matrix using only the 1- and 2-body density matrices

pqr
stu = 9(
p
s ^ 
qr
tu)   12(
p
s ^ 
q
t ^ 
r
u) (5.17)
Beginning with eqn. 5.13, we will use eqns. 5.11, 5.12, and 5.17 to substitute for
~ ar
u, ~ a
qr
tu, and 
pqr
stu, respectively, to obtain the approximated 3-body operator used
in CT
a
pqr
stu = 9(
p
s^a
qr
tu) 36(
p
s^
q
t ^a
r
s)+9(
pq
st ^a
r
u)+24(
p
s^
q
t ^
r
u) 9(
pq
st ^
r
u) (5.18)
The above equation is the central approximation needed to form the effective
Hamiltonian in eqn. 5.7.
The only unknowns at this point are the amplitudes A that deﬁne the canonical
92transformation eA. We solve for the amplitudes based on the following equa-
tions
0 = h	j[H1;2; ^ o
a
i]1;2j	i (5.19)
0 = h	j[H1;2; ^ o
ab
ij]1;2j	i (5.20)
0 = h	j[H1;2; ^ o
ak
ij ]1;2j	i (5.21)
. . .
As closing to theory segment of CT, there are two things to note. First, CT is a
non-variational theory, which means that the energy obtained from the effective
Hamiltonian is not always above the minimum energy. Second, CT has a com-
putational cost of O(a2e4), where a is the number of active orbitals and e is the
number of external orbitals. The CT computational cost is comparable to single
reference Coupled Cluster theory.
5.3 CT convergence
In this section, we will discuss the one issue that plagues CT. In the previous
section, we discussed that the amplitudes A are obtained by solving eqns. 5.19-
5.21. Due to approximations of the effective Hamiltonian, these equations have
numerical instabilities. Speciﬁcally, the Jacobian that is used to solve these equa-
tions has small eigenvalues. This is related to the problem of small denomina-
tors, or ”intruder states” in Perturbation Theory (PT). There has been research
devoted to eliminating these intruder states, but more research in needed. In
this section, we will brieﬂy describe two methods that have been developed to
eliminate intruder states. Both of these methods restrict the variational freedom
93in A
^ oi =
X
j
Cijaj (5.22)
where ^ oi represents all the operators in eqns. 5.3-5.6, and C is a coefﬁcient ma-
trix yet to be deﬁned. ^ oi are linear combinations of the original excitation/de-
excitation operators, aj.
The ﬁrst method involves using the overlap matrix. This method is the most
intuitive method, and the most common method for dealing with basis sets that
are over-complete. The overlap matrix in CT is deﬁned as
Sij = h	jaiajj	i (5.23)
We then diagonalize the matrix S to obtain a set of eigenvalues and eigenvec-
tors. Using a cutoff, we eliminate the small values of overlap matrix and form
the S  1
2 matrix. The ﬁrst method is referred to as the overlap matrix truncation,
and as such the coefﬁcients of the C matrix are the coefﬁcients of the S  1
2 matrix.
The major drawback of this method is that it is not so easy to choose a cutoff for
the small eigenvalues of the overlap matrix. For some systems, this cutoff is
obvious, because the spectrum of the eigenvalue of the overlap matrix will have
a gap in the spectrum that distinguishes the large eigenvalues from the small
or intruder state eigenvalues. But, as this author has experienced (in the case of
dioxetanes), therearecaseswheretheoverlapmatrixhasacontinuousspectrum
and choosing a threshold is not an easy matter.
More recently, there has been a better method developed for eliminating in-
truder states called strong contraction. This procedure is described in detail in
Neuscamman et al. [15].
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96CHAPTER 6
CANONICAL TRANSFORMATION THEORY DENSITY MATRICES
6.1 Introduction
Density matrices are very useful because they remove extraneous information
thatispresentinthewavefunction. Forexample, whereasaquantumstateisde-
scribed by an N-particle wavefunction, expectation values of most physical op-
erators can be obtained from the one- and two-particle density matrices alone,
which are much simpler quantities.
In addition to determining the expectation values of physical operators, density
matrices tell us much about the nature of the states from which they are derived.
This is important when working with DMRG based descriptions, because the
wavefunction is represented in a very compact form and obtaining detailed N-
particle information on the state is difﬁcult. For example, whereas the standard
way to identify the character of an excited state is to examine the dominant de-
terminants in the wavefunction, the re-expansion of the DMRG wavefunction
back into a determinantal representation is not practical. Instead, we need to
identify the character of excited states using the appropriate density matrices
that either measure the occupancies of the orbitals in the excited states, or mea-
sure the change in the occupancies between the ground-state and the excited
state.
The procedure to obtain density matrices in the DMRG was described in Ref.
[1]. In the current chapter, we describe how we can obtain the corresponding
density matrices when the dynamic correlation is included as well, in the CT
97theory. We ﬁrst describe the general theory, then we describe the application of
this technique to understand the low-lying excited states in trans-stilbene and
oligo-phenylvinylene using the joint CT-DMRG theory.
6.2 Unrelaxed density matrices in CT theory
6.2.1 Deﬁnition
Given a normalized wavefunction 	, one- and two-particle density matrix ele-
ments p
q, pq
rs may be deﬁned as

p
q = h	ja
p
qj	i (6.1)

pq
rs = h	ja
pq
rsj	i (6.2)
Such density matrices are sometimes called unrelaxed, as they are deﬁned as
an expectation value rather than as derivatives of the Lagrangian with respect
to the one- and two-particle integrals, the two deﬁnitions being different if the
energy is not obtained in a variational way (e.g. as in coupled cluster theory).
While it is possible to obtain relaxed density matrices in CT theory, we will here
be concerned with unrelaxed quantities only.
In CT theory, 	 = eAj	0i (5.1) and expectation values of this wavefunction are
computed not exactly, but approximately, using an operator decomposition (see
Sec. 5.2). Consequently, the natural deﬁnition of the CT one- and two-particle
density matrices is not precisely via the expectation values (6.1), (6.2), but rather
via expectation values computed using an operator decomposition.
98First, denote the density matrices of the reference state 	0, 
p[0]
q ;
pq[0]
rs , deﬁned as

p[0]
q = h	0ja
p
qj	0i (6.3)

pq[0]
rs = h	0ja
pq
rsj	0i (6.4)
where the superscript [0] does not denote perturbation order, but rather the
power of A appearing in the deﬁnition. The CT density matrices are then de-
ﬁned by the operator decomposed BCH expansions

p
q = h	0j(e
 Aa
p
qe
A)op. decompj	0i (6.5)
= h	0ja
p
q + [a
p
q;A]1;2 +
1
2
[[a
p
q;A]1;2;A]1;2 + :::j	0i (6.6)

pq
rs = h	0ja
pq
rs + [a
pq
rs;A]1;2 +
1
2
[[a
pq
rs;A]1;2;A]1;2 + :::j	0i (6.7)
Deﬁned in this way, traces of the transformed density matrices with untrans-
formedintegralsmatchthoseofthereferencedensitymatriceswithtransformed
integrals. Writing the one- and two-particle integrals of the untransformed and
effective (transformed) Hamiltonian in CT theory (5.7) as h
p[0]
q , v
pq[0]
rs , and  hp
q,  vpq
rs
respectively, this means
X
pq
 h
p
q
p[0]
q =
X
pq
h
p[0]
q 
p
q (6.8)
X
pqrs
 v
pq
rs
pq[0]
rs =
X
pqrs
v
pq[0]
rs 
pq
rs (6.9)
6.2.2 Evaluation
CT density matrices deﬁned by the expansions (6.6), (6.7) can be evaluated re-
cursively, similarly to the evaluation of the effective Hamiltonian in CT theory.
Let us ﬁrst establish notation, while recalling the construction of the CT effec-
tive Hamiltonian. We denote generic zero-, one- or two-particle operator strings
99(const;ap
q, apq
rs, say) by the generic symbol o. The untransformed Hamiltonian is
then H =
P
i hioi while the effective (transformed) Hamiltonian is deﬁned by
its expansion
 H = H + [H;A]1;2 +
1
2
[[H;A]1;2;A]1;2 + ::: (6.10)
=
X
i
(h
[0]
i + h
[1]
i + h
[2]
i + :::)oi (6.11)
where the superscripts denote powers of A in the deﬁnition.
In each commutator, terms like [oi;A] appear. In general, because oi and A con-
tain up to two-particle operators,
[oi;A] = const + 1-particle op. + 2-particle op. + 3-particle op. (6.12)
The Mukherjee-Kutzelnigg operator decomposition used in CT theory reduces
the 3-particle operators to linear combinations of zero, one-, and two-particle
operators. Consequently, (6.12) becomes
[oi;A]1;2 =
X
j
xijoj (6.13)
Taking the ﬁrst commutator [H;A]1;2 as an example, we see
X
i
h
[1]
i oi = [H;A]1;2 (6.14)
=
X
i
h
[0]
i [oi;A]1;2 (6.15)
=
X
ij
h
[0]
i xijoj (6.16)
h
[1]
i = h
[0]
i xij (6.17)
and in general, the Hamiltonian coefﬁcients in (6.11) are obtained recursively,
h
[n]
i =
1
n
h
[n 1]
i xij (6.18)
100An analogous evaluation procedure holds for the density matrix elements. The
expectation value of oi is a zero-, one- or two-particle density matrix element,
denoted generically by i. The reference state density matrix elements 
[0]
i are
given by

[0]
i = h	0joij	0i (6.19)
Now examine the contribution to the density matrix element 
[0]
i of the ﬁrst
commutator of (6.6), (6.7). We ﬁnd

[1]
i = h	0j[oi;A]1;2j	0i
=
X
j
xijh	0jojj	0i (6.20)
=
X
j
xij
[0]
j (6.21)
Similarly for the second commutator, we see that

[2]
i =
1
2
h	0j[[oi;A]1;2;A]1;2j	0i
=
1
2
X
j
xijh	0j[oj;A]1;2j	0i (6.22)
=
1
2
X
j
xij
[1]
j (6.23)
Consequently, we have the general recurrence, analogous to that for the effec-
tive Hamiltonian (6.18)

[n]
i =
1
n
X
j
xij
[n 1]
j (6.24)
Because of the similarity between the density matrix and effective Hamiltonian
construction, theleadingordercostofevaluatingtheone-andtwo-bodydensity
matrices is O(n2
actn4
ext). This is the same as that for the energy evaluation in the
CT theory.
1016.3 trans-stilbene and oligo-phenylvinylenes
The oligomers of the phenylvinylene family (here abbreviated as PPV-n) con-
tain a large number of important compounds important in photochemistry. The
simplest, PPV-1 or trans-stilbene (Fig. 6.1) is often studied as the prototype sys-
tem in which to understand photo-induced cis-trans isomerisation. The poly-
mer, poly-phenyvinylene or PPV, is the parent compound of some of the earliest
light-emitting polymers.
Surprisingly, the electronic structure of the low-lying excited states of the PPV’s,
even in trans-stilbene, is still a matter for some debate. In the ideal planar ge-
ometry, PPV’s display C2h symmetry and the  valence-excitations give rise to
states of Ag and Bu symmetry. The ground-state has Ag symmetry, consequently
excitations to Bu states are one-photon allowed.
Recent theoretical and experimental investigations of the low-lying states of
trans-stilbene disagree on the ordering of the low-lying Bu and Ag states [2–
7]. In this molecule, there are several candidate low-lying states. In the case
of the Bu states, there is Bu(HL), the HOMO!LUMO excitation excited on ab-
sorption, but in addition, there is also a low-lying Bu state (Bu(W) of mixed
HOMO-1!LUMO, HOMO!LUMO+1 character, that is weakly absorbing. In
the case of the Ag states, there is a singly excited Ag state, denoted Ag(S), as well
as a doubly excited state Ag(D) of HOMO2 !LUMO2 character, that is believed
to be important for photoisomerisation.
CASPT2 studies by Molino et al [2] initially found that the weak transition
Bu(W) lay below the HOMO!LUMO transition, although experimental stud-
ies detected no such state. Later studies by the same group argued that the two
102states were strongly mixed, which would lead to the Bu(HL) being the low-
est state, although the corresponding intensity borrowing would also give two
bands in the absorption [3]. However, additional experiments only observed a
single band [4]. The mystery appeared to be recently resolved in favor of ex-
periment by theoretical studies using a different variant of multireference per-
turbation theory (NEVPT2) [5], SAC-CI [7], as well as TD-DFT calculations [6],
which all reproduce the experimental ordering of Bu states. However, all these
theories produce differing pictures of the Ag states. CASPT2 calculations predict
that the excited Ag state is Ag(S) which is at a similar position to the lowest Bu
state in the theory, with Ag(D) lying at a signiﬁcantly higher energy [2]. SAC-CI
ﬁnds the Ag(D) state to be lowest in energy while the TD-DFT calculation ﬁnd
that Ag(S) is the lowest state, although the position of the state appears to be
much higher than in CASPT2, and above that of the Bu state [6, 7].
Finally, moving to longer PPVs, as described by Saha et al [7] no theory appears
to give a reasonable description of the chain-length dependence of the lowest
Bu excitation energy.
The challenge of describing these states can be traced to the need to properly
balance the description of nondynamic and dynamic correlation. For example,
dynamic correlation leads to signiﬁcant lowering of the Bu(HL) state, while
nondynamic correlation is important to properly describe the doubly excited
Ag(D) state. Since the theoretical methods employed to date typically sacriﬁce
the accurate treatment of one type of correlation (e.g. CASPT2 has an accu-
rate treatment of nondynamic correlation, but a low-level treatment of dynamic
correlation, while SAC-CI has the reverse traits) we hoped to shed new insight
into these problems by employing our joint CT-DMRG theory, which includes a
103high-level treatment of both kinds of correlation effects.
6.4 Computational Details
n
Figure 6.1: polyphenylene vinylene oligomer (PPV-n). n is the number of
units. For trans-stilbene, n=1.
The geometry for PPV-1 (trans-stilbene) and PPV-2 is shown in ﬁg. 6.1. PPV-
1 and PPV-2 were placed in the xy plane and a C2h symmetry was used. The
geometries were obtained using Density Functional Theory (DFT) with a PBE0
functional and a 6-31+G(d,p) basis set. The optimization was performed using
Gaussian[8]. After the optimization was completed, a Hartree Fock (HF) SCF
calculation with an ANO basis of double zeta quality (H - (2s), C - (3s,2p,1d))
(derived from the ANO-RCC basis[9]) was performed on the optimized geom-
etry to obtain the HF molecular orbitals for input into the DMRG calculation.
For PPV-1, an additional HF SCF calculation with an ANO basis of near triple
zeta quality (H - (2s1p), C - (4s,3p,1d)) was performed. The HF calculation was
conducted using PSI3[10]. The energies for the DFT optimization and the sub-
sequent HF calculation are displayed in Table 6.1.
The z valence space was chosen for the active space of PPV-1 and PPV-2. This
equated to an active space of (14,14) and (22,22) for PPV-1 and PPV-2, respec-
tively. Each molecular active space consisted equally of Au and Bg HF molecular
orbitals. The active space were then localized in their respective symmetries us-
104Table 6.1: DFT optimization, and HF total energies of PPV-1 and PPV-2 at
the DFT equilibrium geometry. All energies are in Hartrees.
Molecule DFT HF
PPV-1 (ANO-DZ)  540:09214  537:21938
PPV-1 (ANO-TZ)  540:09214  537:29238
PPV-2  848:20403  843:70492
ing the Pipek-Mezey localization method[11] to obtain symmetry adapted com-
binations of pz-like orbitals for use in the DMRG.
To obtain the optimized active space orbitals for the two lowest singlet states
in the Ag symmetry a DMRG-SCF calculation was run. The DMRG piece was
run using M = 1000 and M = 2000 for PPV-1 and PPV-2, respectively, and us-
ing a state-average to obtain the ground state and the lowest lying excited 1Ag
state. The DMRG-SCF calculation was converged such that norm of the gradi-
ent was less then 1.e-5. A similar calculation was run to obtain the two lowest
lying states in the 1Bu symmetry. Once the DMRG-SCF calculation was con-
verged and the optimized active space orbitals were obtained, a ﬁnal DMRG
state-average calculation for each symmetry with ﬁxed orbitals was run to ob-
tain the active space correlation energy for each state. The ﬁnal DMRG state-
average calculations were run using M = 2000 and M = 4000 for PPV-1 and
PPV-2, respectively. The ﬁnal DMRG energies were converged to within 1 mH
of the exact energy.
To obtain the dynamic correlation energy, a state-averaged strong contraction
CT (SC-CT)[12] calculation was run for each symmetry to obtain the two lowest
lying states in the 1Ag and the 1Bu symmetry.
105After these calculations were completed, we also evaluated the CT density ma-
trices for each state, as well as certain transition density matrices, using the
techniques described in Sec. 6.2.
6.5 Results
Examining the excitation energies, we see that the effect of dynamic correla-
tion is very signiﬁcant. For example, the ordering of the Bu states is changed
between DMRG-SCF and CT theory due to the dynamic correlation. Within a
VB language, the Bu(HL) state is a so-called ionic state, while the Bu(W) state
is a covalent state. It is commonly found that the CASSCF treatments place
the ionic states too high in energy, and this is what we are seeing here also.
In general, our results conﬁrm the more recent theoretical investigations. The
absolute excitation energies are still too high, however, especially for the 1Bu
state. This is likely due to the fact that the CT calculations were carried out in a
state-averaged manner.
Examining the natural occupancies allows us to identify the character of the
states. Forexample, weseethatintheDMRG-SCF,the1Bu statehasasigniﬁcant
number of orbitals with occupancies different from 0 and 2, and is consistent
with a state that contains both HOMO 1 ! LUMO and HOMO ! LUMO+1
excitations (i.e. Bu(W)) while the 2Bu state is primarily singly excited in char-
acter (Bu(HL)). The situation is reversed in the CT calculations. Relative to the
DMRG-SCF calculations, the CT occupancies appears further away from 0 and
2, indicating the larger degree of correlation.
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107Table 6.3: Excitation energies for DMRG-SCF and CT for PPV-2.
Basis State DMRG-SCF CT
ANO-DZ 11Ag  843:9750  846:6959
21Ag 4:52 4:50
11Bu 4:38 4:42
21Bu 4:73 4:78
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1096.6 Conclusions
The ability to correctly evaluate density matrices is an essential component of a
practical correlation method. CT density matrices can be computed in a simple
and efﬁcient way analogous to the computation of the effective Hamiltonian
in the theory. We demonstrated that the CT density matrices could be used
to identify the character of an excited state with some simple applications on
oligo-phenyvinylenes.
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111CHAPTER 7
FUTURE DIRECTIONS
As we have described in previous chapters, the Density Matrix Renormalization
Group (DMRG) is an excellent tool for obtaining the static electron correlation,
and Canonical Transformation Theory (CT) is an excellent tool for obtaining the
dynamic electron correlation. These two tools used in combination, produce
resultsthatcanquantitativelybecomparedwithexperimentalresults. Anatural
next step, would be todetermine the properties of the groundand excited states.
Speciﬁcally, in this chapter, we describe two derivations of CT response theory
that are useful for obtaining properties. The ﬁrst part describes the response of
a pure CT theory, and should only be used for systems that are single-reference.
The second part describes the response of a combined DMRG and CT theory.
7.1 Canonical Transformation Theory - Response Theory
7.1.1 First Order Derivatives
The CT gradient theory is derived similarly to the gradient theory found in Cou-
pled Cluster (CC) response theory[1–8]. Both theories are non-variational, and
the corresponding Lagrangian introduces an extra set of parameters in addition
to the amplitudes. In CC, this extra set of parameters is referred to as , and as
such we will also call this similar set of parameters in CT, .
The energy for CT is given by the following equation
E =< 	0jH1;2j	0 > (7.1)
112with the following constraints for solving for the amplitudes, A
0 =< 	0j[H1;2; ^ oi]1;2j	0 > (7.2)
As mentioned, CT theory is a non-variational theory, and therefore we cannot
simply take the derivative of eqn. 7.1 with respect to an external perturbation
. Instead, we must add a Lagrange multiplier to eqn. 7.1
L =< 	0jH1;2j	0 > + < 	0j[H1;2;]1;2j	0 > (7.3)
where  is identical to A in eqn. 5.2, except that the coefﬁcients of A are replaced
with the coefﬁcients of 
 = 
a
i(a
a
i   a
i
a) + 
ab
ij(a
ab
ij   a
ij
ab) + 
ak
ij (a
ak
ij   a
ij
ak) +  (7.4)
We notice that L = E, when the constraints of the Lagrangian are satisﬁed as
in 7.2. The second term on the right-hand side of eqn. 7.3 equates to 0 based
on eqn. 7.2. The Lagrangian in eqn. 7.3 doesn’t yet have the property that it
is stationary with respect to the variation of its components (A,), and there-
fore doesn’t satisfy the generalized Hellmann-Feynman theorem. We need to
examine the derivatives of the components of the Lagrangian with respect to
an external perturbation  and set them equal to 0 as in the following set of
equations
0 =
X
i
@i
@
< 	0j[H1;2; ^ oi]1;2j	0 > (7.5)
0 =
X
i
@Ai
@

< 	0jH
Ai
1;2j	0 > + < 	0j[H
Ai
1;2;]1;2j	0 >

(7.6)
where H
Ai
1;2 is the derivative of the effective CT Hamiltonian with respect to each
element of A, and ^ oi are the operators connected to the  coefﬁcients in 7.4.
We ﬁrst note that eqn. 7.5 is already satisﬁed based on eqn. 7.2. The generalized
113Hellmann-Feynman theorem will be satisﬁed once eqn. 7.6 is satisﬁed. There-
fore, we must solve for the coefﬁcients of  utilizing the following equation
< 	0jH
Ai
1;2j	0 >=   < 	0j[H
Ai
1;2;]1;2j	0 > (7.7)
Now that the generalized Hellmann-Feynman theorem is satisﬁed, we can for-
mulate the ﬁrst order response equation in CT
dE
d
=
X
i
@hi
@

< 	0jH
hi
1;2j	0 > + < 	0j[H
hi
1;2;]1;2j	0 >

(7.8)
where H
hi
1;2 is the derivative of effective CT Hamiltonian with respect to each
element of H.
7.1.2 Second Order Derivatives
The second order derivative is the derivative of the ﬁrst order derivative with
respect to an external perturbation '
d2E
dd'
=
X
i;j
@hi
@
@hj
@'

< 	0jH
hihj
1;2 j	0 > + < 	0j[H
hihj
1;2 ;]1;2j	0 >

+
X
i;j
@hi
@
@Aj
@'

< 	0jH
hiAj
1;2 j	0 > + < 	0j[H
hiAj
1;2 ;]1;2j	0 >

+
X
i;j
@hi
@
@j
@'

< 	0j[H
hi
1;2; ^ oj]1;2j	0 >

(7.9)
The ﬁrst term on the right-hand side of eqn. 7.9 equates to 0. In the second term,
the only unknown terms are
@Aj
@' . These unknown terms can be determined
from the system of equations produced by taking the derivative of eqn. 7.2 with
respect to an external perturbation '
X
j
@hj
@'
< 	0j[H
hj
1;2; ^ oj]1;2j	0 >=  
X
j
@Aj
@'
< 	0j[H
Aj
1;2; ^ oj]1;2j	0 > (7.10)
114Lastly, the only unknown terms in eqn. 7.9 are
@j
@' . We can solve for
@j
@' , directly
by taking the derivative of eqn. 7.7 with respect to the external perturbation '
X
j
@j
@'

< 	0j[H
Ai
1;2; ^ oj]1;2j	0 >

=
 
X
j
@hj
@'

< 	0jH
Aihj
1;2 j	0 > + < 	0j[H
Aihj
1;2 ;]1;2j	0 >

 
X
j
@Aj
@'

< 	0jH
AiAj
1;2 j	0 > + < 	0j[H
AiAj
1;2 ;]1;2j	0 >

(7.11)
Using eqn. 7.11 and eqn. 7.10, we can substitute directly the unknown terms
@j
@'
and
@Aj
@' into eqn. 7.9 to determine the second order derivative. This is useful
when there are more derivatives with respect to , than there are derivatives
with respect to ' (e.g.  is nuclear coordinates, and ' is electric ﬁeld). In the
case of polarizability, where the number of derivatives with respect to  is equal
to the number of derivatives with respect to ', there is more efﬁcient method to
solve for the second order derivative. For this choice we solve for
@j
@' indirectly
using a combination of the derivative of eqn. 7.7 with respect to ' and eqn. 7.10
to obtain
X
i;j
@hi
@
@j
@'

< 	0j[H
hi
1;2; ^ oj]1;2j	0 >

=
X
i;j
@hi
@'
@Aj
@

< 	0jH
hiAj
1;2 j	0 > + < 	0j[H
hiAj
1;2 ;]1;2j	0 >

+
X
i;j
@Ai
@
@Aj
@'

< 	0jH
AiAj
1;2 j	0 > + < 	0j[H
AiAj
1;2 ;]1;2j	0 >

(7.12)
The term on the left hand side of eqn. 7.12 is the same as the third term in 7.9.
An alternative form of the second order derivative in CT theory can now be
115constructed by substituting eqn. 7.12 into eqn. 7.9
d2E
dd'
=
X
i;j
@hi
@
@Aj
@'

< 	0jH
hiAj
1;2 j	0 > + < 	0j[H
hiAj
1;2 ;]1;2j	0 >

+
X
i;j
@hi
@'
@Aj
@

< 	0jH
hiAj
1;2 j	0 > + < 	0j[H
hiAj
1;2 ;]1;2j	0 >

+
X
i;j
@Ai
@
@Aj
@'

< 	0jH
AiAj
1;2 j	0 > + < 	0j[H
AiAj
1;2 ;]1;2j	0 >

(7.13)
7.1.3 Correction for Strong-Contraction CT
In the previous section, we described how to solve for the amplitude A with
respect to an external derivative. In chapter 5, we mentioned that eqn. 7.2 was
an ill-deﬁned equation due to the approximations of the effective Hamiltonian
and the resulting numerical instabilities. This will affect how to solve for the
unknown terms
@Aj
@' in eqn. 7.10. As such, the modiﬁed equation to solve for the
unknown terms
@Aj
@' in the strong contraction is shown below
 
X
j
@Aj
@'
< 	0j[H
Aj
1;2; ^ oj]1;2j	0 > =
X
j
@hj
@'
< 	0j[H
hj
1;2; ^ oj]1;2j	0 >
+
X
ij
@hi
@'
@^ oj
@hi
@
@^ oj
< 	0j[H
hj
1;2; ^ oj]1;2j	0 >
(7.14)
1167.2 DMRG + CT - Response Theory
7.2.1 First Order Derivatives
In section 7.2.1, we assumed that the static electron correlation of the chemical
system could be described with a single determinant which doesn’t respond to
the perturbation. In this section, we will assume that static electron correlation
is described by a multireference state which itself responds to the perturbation.
We begin with the same Lagrangian as in the previous section plus an extra
Lagrange multiplier
L =< 	0jH1;2j	0 > + < 	0j[H1;2;]1;2j	0 > + < 	0jZ(H   E)j	0 > (7.15)
where Z is a diagonal matrix, and E is the ground state energy from DMRG. 
is identical to A in eqn. 5.2, except that the coefﬁcients of A are replaced with
the coefﬁcients of 
 = 
a
i(a
a
i   a
i
a) + 
ab
ij(a
ab
ij   a
ij
ab) + 
ak
ij (a
ak
ij   a
ij
ak) +  (7.16)
As seen in the previous section, we will solve for  using the following equation
< 	0jH
Ai
1;2j	0 >=   < 	0j[H
Ai
1;2;]1;2j	0 > (7.17)
We can solve for Z by taking the derivative of the Lagrangian with respect to
the each element of the reference density matrix and setting the result equal to
zero
< 	0jZ(H   E)j	0 >
 i=   < 	0jH1;2 + [H1;2;]1;2j	0 >
 i (7.18)
where  i is the derivative with respect to each element of the reference wave-
function.
117The combined DMRG+CT ﬁrst order derivative will have the form
dE
d
=
X
i
@hi
@

< 	0jH
hi
1;2j	0 > + < 	0j[H
hi
1;2;]1;2j	0 >

+
X
i
@hi
@
 
< 	0jZH
hij	0 >)

  < 	0jZ
@E
@
j	0 > (7.19)
where H
hi
1;2 is the derivative of effective CT Hamiltonian with respect to each
element of H, and Hhi is the derivative of the Hamiltonian with respect to each
element of H. @E
@ is the ﬁrst order change in energy from DMRG with respect to
the external perturbation .
7.2.2 Second Order Derivatives
The second order derivative is the derivative of the ﬁrst order derivative with
respect to an external perturbation '
d2E
dd'
=
X
i;j
@hi
@
@ j
@'

< 	0jH
hi
1;2 + [H
hi
1;2;]1;2j	0 >
 j

+
X
i;j
@hi
@
@Aj
@'

< 	0jH
hiAj
1;2 j + [H
hiAj
1;2 ;]1;2j	0 >

+
X
i;j
@hi
@
@j
@'

< 	0j[H
hi
1;2; ^ oj]1;2j	0 >

+
X
j
@ j
@'
 
X
i
@hi
@
< 	0jZH
hij	0 >
 j   < 	0jZ
@E
@
j	0 >
 j
!
+
X
j
@zj
@'
 
X
i
@hi
@
< 	0jZ
zjH
hij	0 >   < 	0jZ
zj @E
@
j	0 >
!
  < 	0jZ
@2E
@@'
j	0 > (7.20)
The ﬁrst unknown terms are
@Aj
@' . These terms can be determined from the sys-
tem of equations given by taking the derivative of eqn. 7.2 with respect to an
118external perturbation '. This equation looks similar to eqn. 7.10, except that it
has an extra term due to the perturbation of the reference density matrix
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X
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 j
(7.21)
Before explaining how to solve for the remaining unknown terms in eqn. 7.20,
we would like to interject with the modiﬁed equation for strong contraction CT.
In section 7.1.3, we provided a modiﬁed equation for solving for the unknowns,
@Aj
@' , in single reference strong contraction CT response theory. We will now
provide the analogous equations for multireference CT response theory
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The next unknown terms in eqn. 7.20 are
@j
@' . In the previous section, we solved
for
@j
@' , indirectly using a combination of the derivative of eqn. 7.17 with respect
to ' and eqn. 7.21. In this section, we will solve for
@j
@' , directly by taking the
119derivative of eqn. 7.17 with respect to '
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Finally, the last unknown terms
@zj
@' can be solved for by taking the derivative of
eqn. 7.18 with respect to '
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120Using eqns. 7.24, 7.23, and 7.21, we can rewrite eqn. 7.20, so that we no longer
need to solve for the unknowns
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