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ABSTRACT

Modeling and prediction of complex systems is a challenging problem due to the
sub-system interactions and dependencies. This research examines combining various
computational intelligence algorithms and modeling techniques to provide insights into
these complex processes and allow for better decision making. This hybrid methodology
provided additional capabilities to analyze and predict the overall system behavior where
a single model cannot be used to understand the complex problem. The systems analyzed
here are flooding events and fetal health care. The impact of floods on road infrastructure
is investigated using graph theory, agent-based traffic simulation, and Long Short-Term
Memory deep learning to predict water level rise from river gauge height. Combined with
existing infrastructure models, these techniques provide a 15-minute interval for making
closure decisions rather than the current 6-hour interval. The second system explored is
fetal monitoring, which is essential to diagnose severe fetal conditions such as acidosis.
Support Vector Machine and Random Forest were compared to identify the best model for
classification of fetal state. This model provided a more accurate classification than
existing research on the CTG. A deep learning forecasting model was developed to predict
the future values for fetal heart rate and uterine contractions. The forecasting and
classification algorithms are then integrated to evaluate the future condition of the fetus.
The final model can predict the fetal state 4 minutes ahead to help the obstetricians to plan
necessary interventions for preventing acidosis and asphyxiation. In both cases, time series
predictions using hybrid modeling provided superior results to existing methods to predict
complex behaviors.
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1. INTRODUCTION

1.1. BACKGROUND AND MOTIVATION
Complex systems are composed of many interacting components whose aggregate
behavior is non-linear. Most of the naturally occurring processes can be termed as complex
due to high levels of inter-connectivity, dependence among the components and adaptable
behaviors. Mathematical modeling and simulation are the most common tools used to
understand and predict the behavior and performance of these complex systems. A set of
differential equations could define the system characteristics based on reductionism [1],
but when modeling a complex system this would not capture the inherent emergent
properties. Just by identifying the systems components, overall behavior cannot be
interpreted due to the chaos and uncertainty arising from interactions within natural
systems [2].
Simulation is a better technique compared to mathematical modeling to study
complex systems as it can capture emergence, of which Agent-Based Models (ABM) are
the most popular ones. In ABM, components of a system are represented as agents with
rules created to dictate their interactions to model the complexity found in the systems.
Most naturally occurring systems respond to changes in the environment, hence termed as
complex adaptive systems (CAS) [3]. One of the earliest works in this field includes
researchers developing a simulation model of the distributed vehicle traffic network system
to understand designing of CAS [4]. Further, Multi-ABM was developed to understand the
complexity of the natural food chain [5]. Network analysis can capture the interactions and
thereby provide a means to understand the system complexity. This led to Agent network
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analysis was performed on particle and flock motion are studied to predict the behavior [6],
[7]. Computational intelligence methods have been used along with simulation to improve
these models [8]. A neural network framework called ‘AgentNet’ was introduced to model
agents in a complex system [9]—[11]. Further, cellular automata was represented as a
Convolutional network for predicting dynamical systems [12]. Deep Learning has been
used to study the rules of collective motion in zebra fish [13]. All the discussed models are
data intensive to an extent. In situations where there is not enough information regarding
the system components and interactions, forecasting techniques can serve a better tool to
predict the future behavior of the system.
When modeling complex systems with time dependencies, time-series prediction
algorithms can develop a function that generalizes the behavior of a complex system over
time. Many statistical and computational intelligence techniques have been developed for
forecasting, including a time-series lag method implemented for predicting temporal
changes in ecological communities [14]. Researchers have also used artificial neural
networks to analyze the sequential data in complex systems [15]. Artificial neural networks
were used to predict water resource variables [16]. Advancements in the field of artificial
intelligence led to the development of deep learning models, including Long Short-Term
Memory Networks (LSTM), which have been applied to problems such as predicting the
movement of people in crowded spaces [17]. Other applications include predicting travel
time and flow for public transportation system were predicted using convolutional and auto
encoder LSTM networks [18], [19]. Given the complexity of the problems and data
avaiabilibility, time series prediction was chosen as the methodology for predicting the
systems discussed in this dissertation.
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Flood prediction is the first topic explored in this work. The flooding events are a
part of hydrological ecosystem, which consists of the weather and geophysical elements.
Interactions between and within these elements can result in disasters such as floods,
cyclones and other natural calamities. In the past years, floods have been affecting
communities in Missouri, the United States, and across the world. Direct losses from floods
are incurred due to the damage to various physical infrastructure elements, and indirect
losses are associated with delays and rerouting. The complex nature of the multiple
interacting elements makes it a challenging problem to model and predict floods.
Regression models such as multiple linear regression (MLR), autoregressive
integrated moving average (ARIMA) and a hybrid Least Squares Support Vector Machine
Regression (LS-SVM) were initially used to forecast floods [21]-[23]. In recent years,
computational intelligence algorithms like artificial neural networks (ANNs), fuzzy-neuro
systems and LSTM ’s were implemented for flood predictions as these models are capable
effectively capturing long-term temporal variations [24]-[26]. There is still a need for a
comprehensive model capable of forecasting floods and evaluating spatial flow.
The second topic discussed in this dissertation is fetal health, with a focus on
acidosis, where an unborn child does not receive enough oxygen. This has been a
challenging problem for the obstetricians in the past few decades. Most of the current
research looks at identifying the fetal condition based on the Cardiotocography (CTG)
readings. The dynamic relationship between the uterine contractions and fetal heart rate
has been observed in the late 90’s [27]. Fractal analysis, which was derived from chaos
theory, has been a useful method for identifying patterns in complex dynamic systems.
Several researchers used this approach for identifying the variability in fetal heart rate [28].
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There is a need for a reliable fetal monitoring technique that can identify complications
beforehand so that the doctors can perform intervention before the fetus is injured.
Floods and fetal health are complex processes and cannot be interpreted by a single
model. Such problems can be understood and predicted by combining multiple models.
Various hybrid models have been developed for flood modeling and health care
applications. Wavelet and ANN; alternating renewal approach and annealing, physical
model and ANN; clustering of linear regression and ANN; Seasonal Auto Regressive
Integrated Moving Average (SARIMA) and ANN; and hydrological models and logistic
regression among others were used to model floods [29]-[33]. Integrated computational
intelligence models were proposed by researchers to solve health care problems such as
Recursive Binary Gravitational Search Algorithm (RBGSA) and Naive Bayes for cancer
classification; genetic algorithm and optimization for heart disease; and fuzzy-geneticpossibilistic model and support vector classifier for Alzheimer’s [34]-[36]. Two major
types of hybrid modeling techniques are bootstrapping and sequential. The former method
uses the results from many models to come up with a single prediction by evaluating the
mean or by ranking. Sequential models involve multiple algorithms, where the results from
the first algorithm are passed on to the second one and so on, and a final prediction is
obtained from the last model. This research uses the later approach as it provides the
capability to model complex behavior, which requires analyses o f different types of data.
The dissertation discusses hybrid modeling approaches for understanding and
predicting complex behavior with applications in floods and fetal acidosis as shown in
Figure 1.1. This research improves on the current fetal monitoring techniques and provides
a methodology for predicting future conditions using an integrated deep learning and
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machine learning model. This information can be used by obstetricians to plan and perform
interventions to prevent acidosis and asphyxiation.

Figure 1.1. Research methodology

Similarly, a single model cannot be used to understand the overall impact of floods,
due to the complexity arising from interactions of weather and geophysical elements.
Therefore, this research proposes a combination of deep learning and simulation models
for predicting gauge height and spatial flow. These forecasts can be used by disaster
management organizations to evacuate people from regions, which might be affected and
by transportation organizations to prevent people from driving into flooded roads by
preemptively closing them.

1.2. RESEARCH OBJECTIVES AND CONTRIBUTION
The aim of this dissertation is to identify the challenges faced in understanding and
predicting complex system behaviors using hybrid modeling and computational
intelligence techniques in context of flooding and fetal health prediction.
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Publication 1: An agent-based simulation model is used to understand the impact
of floods on road networks. A traffic simulation model is also developed to identify the
delay times for vehicles in this flooded region and thereby evaluating the economic impact.
This model can be used to identify which roads can be affected in a flooding scenario. The
paper discusses the challenges with using a simulation model for flood prediction. City
planners and emergency response planners can use this model to identify indirect costs and
plan traffic rerouting.
Publication 2: The deep learning methodology discussed in this paper can be used
to predict river gauge height. The model also captures uncertainty associated with the
predictions. This paper discusses the opportunity to integrate flood mapping with the gauge
height predictions to identify the future probability of the different infrastructure elements
being affected.
Publication 3: The research objective was to identify fetal state based on the
features extracted for Cardiotocography data. Multiple classification methods are
compared to evaluate the suitable one based on the features extracted from the FHR and
UC time-series data.
Publication 4: The paper discusses an integrated deep learning forecasting and
classification algorithms for fetal monitoring. The forecasting model predicts the FHR and
UC data which are then classified into acidosis and non-acidosis by the classification
model.
Various machine learning, deep learning and simulation techniques such as
classification, time series forecasting, agent-based modeling and uncertainty quantification
were developed and combined to form hybrid models with performance superior to existing
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approaches using a single technique. This work examines the performance of these hybid
models for predicting floods and fetal acidosis. Integration of all the papers resulted in the
dissertation examining the prediction of complex system behavior using hybrid modeling
and computational intelligence.
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PAPER

I. AGENT BASED MODELING FOR FLOOD INUNDATION MAPPING AND
REROUTING
ABSTRACT

Natural disasters like earthquakes and floods can have a serious impact on road
networks, which are critical to supply chain infrastructure and to provide connectivity.
These extreme events can result in isolating people in the affected area from hospitals and
emergency response. This paper presents an agent-based model for understanding flood
propagation and developing inundation mapping. The results from the mapping are used to
identify the roads prone to floods based on elevation data and flood simulation. A
simulation environment was set up in SUMO, and the costs associated with the traffic
disruption are evaluated. This paper discusses the integration of various techniques for a
comprehensive flood prediction and rerouting system.

1. INTRODUCTION

In recent times, floods are one of the most frequently occurring natural disasters in
the United States. Floods are usually caused by extreme rainfall events, which are often
combined with soil conditions, such as saturated or frozen ground, making it harder for
water to percolate down into soil, increasing river runoffs. Over the years, there has been
a significant increase in the frequency of the flooding events was observed across different
gauge stations in Midwest (Mallakpour & Villarini, 2015). Floods cause serious impact
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upon the economy and human life as several homes and infrastructure are destroyed
displacing large sections of population (Kazmierczak & Cavan, 2011).
This increased the demand for effective two-dimensional modeling. As a result,
flood inundation mapping and prediction have been some o f the emerging research topics
in climate change, earth sciences and natural hazards (Cherqui et al., 2015).
Robust and realistic methodology for evaluating and predicting flood risk is crucial.
These techniques should incorporate accurate flow modelling and prediction of flooding
events (Teng et al., 2017). Storm and river water runoff models are of the most importance
for evaluating flooding dynamics (Jieyun Chen & Adams, 2007) and risk assessment (Dunn
et al., 2014). A lot of such simulation models and algorithms use grid-to-grid approach to
estimate and predict the spread of flooding. A flood is usually modeled as the dispersal of
water from one cell to its neighbors (Jian Chen et al., 2009). Two dimensional (2-D)
hydraulic models with high spatial details along with effective water flow dynamics
resulted in better accuracy for simulation of flood flow (A. S. Chen et al., 2012). The
Cellular Automata (CA) approach offers a versatile technique for modeling complex
systems using simple rules (Wolfram, 1984). It is a suitable modeling approach for the
flood inundation mapping due to its ability to accommodate both spatial and time-related
dynamics. CA have a relative advantage over other techniques for simulating physical
systems with its ability for spatial and temporal discretization. That is the reason in the
recent years, CA have been used in a lot of research articles focused on developing flood
mapping models.
Impact on the road transportation network with an emphasis on travel demand is
one of the major concerns during the floods. It can result in huge financial loss and lost
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time. Developing effective traffic management strategies to avoid traffic jams and
congestion can be crucial to resolve such situations. A lot of research has been published
involving evacuation modeling. Network traffic flow under demand uncertainty and traffic
constraints has been studied based upon the network fundamental (Zockaie et al., 2014).
Agent-based behavior has been used to model household behavior during hurricanes (Yin
et al., 2014). Roads are usually modeled as being completely available or flooded.
However, researchers have used serviceability of the roads instead of availability to give a
more realistic approach to flood rerouting models (Saadi et al., 2018).
The objective for the paper is to integrate the vulnerability of flood flow mapping
and traffic rerouting to develop a methodology that can be easily applied to any region
using agent-based modeling.

Figure 1. Road network layout
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2. SYSTEMATIC REVIEW METHODOLOGY

2.1. FLOOD INUNDATION MODEL
The methodology consists of CA framework, which includes the cellular space,
neighborhood, parameters, transition rules and time step. Cellular space is a set of regular
cells used to discretize the geographical area. The model uses a 2-dimensional lattice which
represents the transportation network. Nodes are intersections, and edges are the roads.
And the 10 x 10 network is as shown below in Figure 1. Minutes were chosen as the time
step for the simulation.
Moore neighborhood is employed, allowing the water to be distributed to any of
the 8 neighboring cells surrounding the central cell in each iteration depending on the
parameters and rules as shown in Figure 2. Von Neumann type of neighborhood can be a
more simplistic representation resulting in lesser computation, but M oore’s neighborhood
is a more realistic approach for the given problem as the water flows in all directions.

Figure 2. Moore neighborhood for water flow

12
The parameters consist of the functions describing cell transitions and cell states.
For this model, surface elevation, precipitation, infiltration rate, roughness coefficient and
water depth are the parameters. During a storm event, surface water flow dynamics consist
of two major processes: infiltration to pervious surface and surface runoff o f excess water.
Evapotranspiration can be neglected due to the short duration and atmospheric conditions
of a storm event. Surface Runoff and W ater Surface Elevation for every cell at each time
step are calculated by the following equations.

Surface Runoff = Precipitation - Infiltration rate
Water Surface Elevation = Surface Elevation + Surface Runoff

(1)
(2)

Table 1. Parameter ranges

Parameter

Minimum

Maximum

Precipitation

30 mm/h

90 mm/h

Infiltration

5.8 mm/h

11.7 mm/h

Roughness coefficient

0.01

0.04

The model is calibrated by a storm event occurred on 19 April 2012 in Guangzhou
of southern China (Yin et al., 2014). All the parameters for a given cell are obtained from
a uniform distribution ranging from minimum to the maximum as given in Table 1. And
finally transition rules are based on SCIARA model to simulate lava flow (Crisci et al.,
2004). A minimization algorithm similar to it was applied to Von Neuman’s neighborhood
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for flood water mapping (Liu et al., 2015). The distribution of surface water from the
central cell to the neighbors is done by minimizing the surface elevation difference between
the cells. The algorithm is given below.
Let wset denotes the water surface elevation of the central cell, i = 0 and its
neighboring cells (i = 1, 2, 3, 4, 5, 6, 7, 8 ).
Step 1: The average water surface elevation of the cells is computed by the below
equation.

Average = (wseo + £ 8=1 w set )/n

(3)

Where ‘n ’ is the total cell count of the central cell plus the neighboring cells.
Step 2: Eliminate cells with wsei >average
Step 3: Calculate the average water elevation for rest of the cells using Equation
(3) and further eliminate cells where wsei > average.
Step 4: Repeat step (3) until no further cells can be eliminated.
Step 5: Partition the outflow from the central cell such that the remaining
neighboring cells have the same elevation as the central cell.

2.2. TRAFFIC REROUTING MODEL
Agent-based approach has been used to model the traffic management. Two
components of traffic rerouting are identifying shortest paths and dynamic traffic
assignment. Vehicles are the agents, and they are provided with significant autonomy and
ability to take decentralized decisions. To simplify the problem, distance is converted into
time, which is the cost for any given route. In order words, cost is the time taken to
complete a route. Agents select their routes based on a few parameters (cost and
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availability). Each edge has the assigned capacity. It is assumed that if the number of
vehicles on the edge equal to its capacity, no new vehicles will be allowed on that edge.
Some of the most popular algorithms for solving origin destination pairs on a graph
are A*, Dijkstra and Floyd-Warshall algorithm. A* is suitable for a single source and a
single destination. Dijkstra works best for a single source and multiple destinations. So,
Floyd-Warshall algorithm was chosen for this problem as it used to find shortest distances
between all the pairs in the graph.
It is computationally expensive compared to A* and Dijkstra, but having all the
information can be very useful for quicker travel assignment during disaster scenarios
(Pradhan & Mahinthakumar, 2013). In general, the elements of the graph are represented
using adjacency and incidence matrices (Douglas B. West, 2000). An adjacency matrix
contains the interactions among the different vertices in a network or a graph, and the
incidence matrix includes the relationship between vertices and edges in a network or a
graph. In this paper, the road network has been represented as a distance matrix, which is
a variation of an adjacency matrix). Each element, ai,j in the distance matrix A can be
defined as follows:

w(i . j ) , i f (i,j ) has an edge
0. i f i = j

f

ro, otherw ise

Where w(i,j) is the weight of the edge, and in this case, the time taken to complete
traveling on that edge. Weights for the current problem are defined as distance divided by
the vehicle speed. For simplicity, vehicle speed is assumed to be maximum allowable speed
on any edge. The value of the weight on any edge is obtained from a uniform distribution

15
of 0.18 to 10. The capacity on any road comes from another uniform distribution of 10 to
50, which is the range of vehicles allowed on any road per minute.
Traffic Assignment is performed in an open-source traffic modeler and simulator
SUMO (Samuel Romero et al., 2015). A Stochastic User Equilibrium algorithm is used for
assigning traffic.

3. RESULTS

The experiment was conducted in 2 stages, starting with flood propagation mapping
and then traffic rerouting. The simulation for flood mapping was performed in python.
‘Networkx’ was the library used to generate road transportation network and ‘Matplotlib’
was the library used to visualize the data.

Figure 3. Flood initialization
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Initially, the flood inundation is performed on the 10 x 10 lattice grid. The
parameters and rules for the agent-based model implementation are as mentioned in part A
of section II. The flood is introduced in the cell (3,6) as shown in Figure 3.
The water level in the region at the starting point is assumed to be 10 meters. The
simulation was started with these initial conditions. The simulation was continued until
1000 iterations. The resultant flooding scenario is shown in Figure 4(a). Based on the
parameters and rules, the cells (1,5), (2,6), (2,4) and (3,4) are flooded.

Figure 4. (a) Flood simulation results, (b) Updated road network

All the above nodes are flooded and are not accessible by the people. As a result,
all the connecting edges are now unusable. The road network is modified accordingly, and
all the flooded intersections and their corresponding roads are eliminated as shown in
Figure 4(b). All pairs shortest path algorithm (Floyd-Warshall algorithm) is applied to the
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current network to identify all the shortest path creating a lookup table for the agents to
navigate.
This updated road network is used as an input to the Traffic Assignment model in
SUMO. All the roads are bidirectional and single lane. The traffic is generated over a period
of 60 hours with origin and destination selected from a uniform distribution at random. The
simulation period assumes that total time the roads are disrupted before being restored is
60 hours. Furthermore, the reason for travel (work or leisure) is assigned at random with
uniform distribution.

Figure 5. Traffic simulation results

In Figure 5, the number of vehicles that are running at every minute during the
simulation are plotted. The initial spike represents the vehicles starting at different times.
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After a while around 400 minutes, the curve is somewhat stabilized as vehicles start
reaching their destinations, and they are balanced by the new vehicles entering the
simulation.
Finally, a steep decline at the end starting at 3600 minutes (60 hours), as no new
vehicles are starting and the ones which are already running, reach their destinations. The
green line is for the vehicle running on the original network and the red line for the
disrupted network.

Table 2. Traffic delay factors

Delay Factors
Low Time (0-5 minutes)
W ork Trips

0.064

Social Trips

0.013

Other Trips

0.001

Medium Time (6-15 minutes)
W ork Trips

0.322

Social Trips

0.231

Other Trips

0.145

High Time (>15 minutes)
W ork Trips

0.538

Social Trips

0.6

Other Trips

0.645
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Costs related to the traffic delays as shown in Table 2 are obtained from Engineer
Regulations (ER 100-2-1150 Appendix D) published by the U.S. Army Corps of Engineers
(Richard G, 1993). The values depend upon the percentage of driver’s income in the entire
household. For simplification purpose, this variable is not considered. The final detour
costs are calculated by the following equation. Average hourly wage of the drivers is
assumed to be $ 20.

Detour costs = Delay Factor x Average Hourly Wage

(4)

The total delay cost for the people in the simulation is $115,920, which is
significant. The simulation can be performed on different flood sites to estimate the indirect
cost associated with rerouting and the results would be useful for city planners to identify
when to close the roads based upon the flood predictions and resulting economic impact
on the people.

4. CONCLUSIONS AND FUTURE WORK

This paper integrates multiple agent-based models to evaluate economic losses
during flooding scenarios. Modeling the dynamic and uncertain features of various
properties involved in these models can result in a very useful tool for city planners and
Disaster Restoration personnel. The models are based on a lot of assumptions related to
geographical properties, weather predictions and human traffic behavior, which simplify
the problem but do not replicate a real situation as of now.
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The model can be improved by using information from Digital Elevation Maps
(DEM) (Qi et al., 2009) and Shape files provided by Missouri Department of
Transportation (MoDOT) and United States Geological Survey (USGS).
This network along with the accurate weather data and traffic data can be a robust
tool for flood and traffic simulations. Average daily traffic data published by the MoDOT
can be used to create realistic traffic for the simulations. Considering the dynamic nature
of the flood flow and uncertainty of the weather predictions can also be beneficial.
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ABSTRACT

Floods are a complex phenomenon that are difficult to predict because o f their non
linear and dynamic nature. Therefore, flood prediction has been a key research topic in the
field of hydrology. Various researchers have approached this problem using different
techniques ranging from physical models to image processing, but the accuracy and time
steps are not sufficient for all applications. This study explores deep learning techniques
for predicting gauge height and evaluating the associated uncertainty. Gauge height data
for the Meramec River in Valley Park, Missouri was used to develop and validate the
model. It was found that the deep learning model was more accurate than the physical and
statistical models currently in use while providing information in 15 minute increments
rather than six hour increments. It was also found that the use of data sub-selection for
regularization in deep learning is preferred to dropout. These results make it possible to
provide more accurate and timely flood prediction for a wide variety o f applications,
including transportation systems.

Keywords: LSTM, flood, Uncertainty Estimation, Gauge Height prediction, Saint
Louis floods

26
1. INTRODUCTION

Floods

frequently

cause

serious

damage

to

various

infrastructure

and

socioeconomic systems elements resulting in significant economic losses, both direct and
indirect [1]. River flow has a complex behavior that is dependent on soil properties, land
usage, climate, river basin, snowfall, and other geophysical elements [2]. It is crucial to
predict floods accurately and develop the resultant flood mapping to prepare for the
emergency response [3]. Currently, it is a prominent research topic in predicting natural
hazards and risk management [4]. The most common types of prediction models are based
on physical, statistical, and computational intelligence/deep learning algorithms.
A physical model consists of mathematical equations used to describe the physical
behavior and interactions of the multiple components involved in a process. Various
physical models have been developed for predicting rainfall [5] and surface water flow [6
8]. Further, a comprehensive physical model for coastal flooding using parallel computing
was developed [9]. These models are data intensive and difficult to generalize complex
problems. Because of the nature of the flood prediction problem and the assumptions
involved in the physical models, they sometimes fail to make accurate predictions [10].
However, the ability of physical models to predict various hydrological events has
improved through advanced simulations [11-13] and hybrid models [14]. Frameworks
such as Hybridizing Bayesian and variational data, and a priori generation of computational
grids have shown to improve the real-time estimation and forecasting [15,16].
Statistical models leverage historical data to identify underlying patterns for
predicting future states. A wide range of algorithms have been used for flood modeling,
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including multiple linear regression (MLR), autoregressive integrated moving average
(ARIMA), and a hybrid least squares support vector machine regression (LS-SVM) [17
19]. However, these models do not scale well and with the increase in size and complexity
of the data available in recent years are difficult to use. Statistical models also need many
years of historical data to capture the seasonal variations to make accurate long-term
predictions [20].
Computational intelligence techniques, such as deep learning (DL), can overcome
the difficulties with scale and complexity. When applied to machine learning, these
techniques can handle complexity and non-linearity without needing to understand the
underlying processes. Compared to physical models, computational intelligence models
are faster, require fewer computational resources, and have better performance [21].
Recently, computation intelligence models have been shown to outperform statistical and
physical methods for flood modeling and prediction [22,23]. Classification and time series
prediction are promising flood modeling techniques within machine learning, but have not
been explored.
Some classification techniques used for flood forecasting are artificial neural
networks (ANNs) [24] and fuzzy-neuro systems [25]. Classification of floods with these
computational intelligence algorithms involves manually extracting features from timeseries data, whereas the numerous layers in deep learning algorithms make it possible to
identify patterns and trends in non-linear data without preprocessing. Long short-term
memory networks (LSTMs) are a popular technique for modeling sequential data as the
architecture allows the capture of long-term temporal dynamics to increase performance.
LSTM models have been used for the prediction o f various hydrological events, including
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precipitation [26] and surface runoff [27]. LSTMs have shown better performance when
compared to gated recurrent neural networks and wavelet neural networks for multi-step
ahead time-series prediction of sewage outflow [28]. It was also observed that LSTMs can
capture long-term dependencies between inputs and outputs for rainfall runoff prediction
[29].
Reliable and accurate time series prediction can help in effectively planning for
disaster management and emergency relief. The major challenge for accuracy is the
uncertainty that arises from a wide range of factors that affect the process being modeled.
LSTM networks have been proven to capture nonlinear feature interactions, which can be
useful for predicting complex processes and events [30,31]. Bayesian neural networks have
been used to examine uncertainty in computational intelligence prediction, using a
distribution for weights instead of point estimates. This is done by initially assigning a prior
distribution to the model parameters and then calculating the posterior distribution after
running the model. The number of parameters in a deep learning neural network and the
associated non-linearity makes it difficult to estimate the posterior distribution [32]. A few
different approaches for evaluating the inference for Bayesian neural networks were
proposed including stochastic search [33], stochastic gradient variational Bayes (SGVB)
[34], probabilistic back-propagation [35], the use of dropout [36], and a-divergence
optimization [37,38]. The objective is to introduce an error in the model which when
repeated several times can predict an interval that can capture most of the possibilities for
the future. Representing this uncertainty is important when dealing with flood events
because of the high level of stochasticity in the elements of the hydrological ecosystem.
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The Meramec River at the intersection of Route 141 and Interstate I-44 at Valley
Park, St. Louis County, MO was selected for this research. This location experiences heavy
traffic flow [39] and has been impacted by flood events in recent years. The gauge height
predictions at this location are developed by the advanced hydrologic prediction service
(AHPS), managed by the National W eather Service (NWS), and are provided on the U.S.
Geological Survey (USGS) website. These predictions are based on a physical model,
developed from digital elevation maps, weather, and other geophysical properties of the
given region. These predictions are 6 hours apart and are not useful for transportation
networks. Further, physical models cannot be generalized and have to be developed from
scratch for each new region. Therefore, there is an opportunity to develop a model with
improved prediction time period, accuracy, and generalizability.
The objective of the study is to develop a methodology to predict gauge height and
the uncertainty associated with the prediction. The proposed model is data driven and uses
historical gauge height data from May 15, 2016 5 PM onward until September 1, 2019 4
PM for the Meramec River in Valley Park, MO. The paper also discusses the future work
of incorporating gauge height data into the Flood Inundation Mapper (FIM) tool developed
by the United States Geological Survey (USGS), which can then generate future flood
profiles for the given region.
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2. METHODOLOGY

2.1. LSTM NETWORK
Gauge height prediction is a time-series forecasting problem which uses data for
the past (n-1) time steps to predict the gauge height for the nth step. Based on the literature
review, we observed the increasing affinity towards using deep learning techniques for
complicated problems, especially LSTM network for time series forecasting.
A neural network is an artificial intelligence technique based on the functioning of
the human brain. The Basic unit of a neural network is an ‘Artificial Neuron’. For each
training sample, the neural network predicts an outcome and then adjusts the weights based
on the error. Once trained, this network can be used for prediction on a new data sample
(x*) Thus, a neural network represents a function that maps the input variables to the
outputs. The predictions from a neural network for a new data sample can be represented
as below,

r

= /* ( * * )

(1)

One shortcoming of traditional neural networks is that they cannot retain temporal
information. To account for this shortcoming recurrent neural networks (RNN) were
introduced. This network consists of loops which help in retaining information from
previous time steps.
A simple representation of a recurrent neural network can be seen in the Figure 1.
At a given time “i,” the network makes a prediction (yi) based on the input data (Xi) in a
loop and the information is passed from the previous steps to the current steps. The
information from the first time step is passed to the next time step and so on. This structure
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can make this algorithm effective for time series forecasting. The input vector (X0) consists
of inputs x0, x1, .. ..xm where “m” is known as the lookback. In other words, RNN looks
at the past “m” data samples to make prediction for the current time step. A short coming
identified with this approach is not being able to retain information in the long term.
Therefore, as the steps increases, the information diminishes.

Figure 1. Recurrent neural network

Gauge height prediction is a time-series forecasting problem that uses data for the
past (n - 1) time steps to predict the gauge height for the nth step. Based on the literature
review, we observed the increasing affinity toward using deep learning techniques for
complicated problems, especially LSTM networks when working with time series
forecasting.
Deep learning is an advanced form of a neural networks that uses an increased
number of layers and layer types to better model complex systems and interactions.
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Traditional neural networks cannot retain temporal information, so recurrent neural
networks were introduced where previous time step information is used. LSTMs are a deep
learning version of recurrent neural networks that are capable of retaining longer term
information. LSTM cells remove or add information regulated by the use of gates along
with vector addition and multiplication to change the data.

Figure 2. LSTM cell

The input vector for the model is defined as X = {x1,.. ..xn} and output vector, Y =
{y1,..... ,yn}. The gates consist of a sigmoid neural network layer and a point wise
multiplication operator. A value of one indicates letting through all data while a value of

33
zero does not allow any of the data to be used. The first gate layer (the “forget” gate layer,
represented in “yellow” in Figure 2) takes output from the previous step (yt - 1) and current
input (xt) and outputs a value between 0 and 1, indicating how much information is to be
passed on. The output from the “forget” gate is represented by ft in Equation (2), where
matrices U and W contain weights and recurrent connections respectively.
ft = o(xt Uf + yt-1 W f)

(2)

The next step is identifying the information that needs to be stored. A sigmoid layer
is once again used to decide what values to update. After that, a tanh layers generates the
new values to be added to the cell state. The corresponding equations for sigmoid and tanh
layers are shown in Equations 3 and 4.
it = o(xt Ui + yt-1 W i)

(3)

Ct = tanh (xt Ug + yt-1 W g)

(4)

The key component of an LSTM cell is the line at the top known as the cell state(Ct)
which has minor interactions with rest of the components. The old state (Ct-1 ) is multiplied
with ft to forget the corresponding information. In the next step, a product of it and Ct is
added to procide new information to the cell state as shown in the Equation 5.
Ct = ft Ct-1 + it Ct

(5)

The final layer in an LSTM cell is the output layer that decides the forecast for the
current time step. A sigmoid layer and a tanh layer are used to generate the output (yt) as
shown in Equations (6) and (7).
ot = o(xt Uo + yt-1 W o)

(6)

yt = tanh(Ct) x ot

(7)
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2.2. PERFORMANCE METRICS
Mean absolute error (MAE) and root-mean square error (RMSE) are the different
statistical measures used to quantify the capabilities of the prediction models. MAE
represents the average of all the errors between individual predictions (y~_i) and
observation data (yi) values and RMSE measures square root of the mean of the squared
errors. Lower values indicate a better model fit for the data for both the metrics. With
RMSE, the errors are squared before the average, therefore, prioritizes larger errors. In
situations where larger differences can affect the model, RMSE can be a better evaluation
measure, otherwise MAE is more appropriate.
RMSE = J ^ = i (yi y i)
\
n

(8)

MAE = g= llyi~yi1
n

(9)

2.3. UNCERTAINTY MODELING
For inputs X = {x 1 , . ...xn} and outputs Y = {y 1 ,.... ,yn}, function developed by the
forecasting algorithm is given by y = P(x), where ‘ro’ represents the parameters of the
algorithm. With Bayesian modeling, the idea is to assume a prior distribution of the model
parameters p(ro). The corresponding likelihood distribution for the defined by p(y|x, ro ). A
posterior distribution is then evaluated after observing the data using Bayes’ theorem as
given in Equation (10).

p(a\X,Y) =

p (Y\X, m ) pQ)

p(Y\X)

(10)
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The most probable output parameters given our input data is calculated using
Equation 10. The output prediction interval for a new input(x*) can then be calculated by
integrating the output (y*) on all the values of “ro” [36].

p(y*\x*,X,Y) = J p(y*\x*, a)p(a\X ,Y ) d a

(11)

This integration is known as marginal likelihood estimation. This can be performed
on simpler forecasting models but as the number of parameters increases, it becomes
computationally expensive. In such situations, an effective approximation technique is
required. A probabilistic interpretation o f deep learning models can be developed by
inferring the distribution over model’s weights. Variational inference is the approximation
technique used to make the posterior calculation tractable. Dropout is one of the most
popular regularization techniques used for approximation Bayesian inference [36].
The uncertainty in Bayesian Neural Networks comes from the variation in model
parameters. With dropout and other regularization techniques, the noise is applied in the
input or feature space, either adding noise directly to the inputs or dropping out values in
the network layers. This noise can be transformed from feature space to parameter space.
To estimate the uncertainty in prediction for input X, the forecasting process with
variation is repeated several times (T). The average of these predictions is used to
calculate the uncertainty. The posterior mean (m) and uncertainty (c) are given by the
Equations (12) and (13), where fi(x) represents the network in each iteration and “p”
represents the prior distribution of the network parameters.
(12)

(13)
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Stochastic regularization techniques are used to estimate Bayesian inference. In this
research work, a technique with random data sub-sequencing is introduced for uncertainty
estimation. This proposed methodology has the advantage of not using dropout or
introducing error to the inputs. For each iteration, a subset(X = x m ,..... , xn) of the original
training data (X = x1, ..... , xn) is selected. The value of ‘m ’ or the starting point of the
subset is randomly generated from a set of values, larger the range of these values results
in a larger variation. Therefore, the uncertainty estimates can thus be controlled. Finally,
the three different techniques adding input noise, dropout and data sub-selection are
compared to identify the better model for this problem.
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Figure 3. Gauge location in Meramec river [40]
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2.4. QUALITY OF UNCERTAINTY
Uncertainty area, empirical coverage and the mean performance metrics mentioned
in Section 3.2 will be used to compare the different uncertainty estimation techniques.
Uncertainty area is defined as the total area covered by 90% uncertainty interval whereas
empirical coverage indicates how many of the predictions are captured in the uncertainty
interval.

Figure 4. Gauge height data used for training and testing

2.5. DATA
The historical gauge height data used to train the LSTM was obtained from the
USGS. The U.S. Army Corps of Engineers - St. Louis District, operate the Valley Park
site (Figure 3). The 15-minute time interval data for stage flow at the site is available from
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May 15, 2016 5 PM onward until September 1, 2019 4 PM. This gives 113,994 samples
that when plotted give insight to the number and degree of flood events at that location as
shown in Figure 4. The flood stage for this location is 16 ft., and major flood stage is above
25 ft.

3. RESULTS

In this research three evaluations are presented: (1) Developing and comparison of
statistical and deep learning models for gauge height prediction, (2) evaluating the effect
of dropout on the LSTM performance, and (3) comparison of different uncertainty
estimation techniques. To ensure a relevant comparison, the validation of the models is
also presented.

3.1. COMPARISON OF STATISTICAL AND DEEP LEARNING MODELS FOR
GAUGE HEIGHT PREDICTION
ARIMA and an LSTM were compared to identify the best methodology for flood
prediction. The 15-minute interval gauge height data at the considered location was
available starting May 19, 2016. Therefore, for the model to capture the temporal dynamics
and patterns, 80% of the gauge height data was used for training (May 19, 2016, 5 P M January 4, 2019, 4:15 PM) and the remaining 20% for testing (January 4, 2019, 4:30 P M September 1, 2019, 4 PM). “Out of sample” predictions are obtained from September 1,
2019 6 PM to September 3, 2019 12 AM. The parameters of the algorithms are tuned,
trained, and tested to evaluate the performance of different algorithms.
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ARIMA is a regression model, and all regression models are based on the
assumption that the values in the data set are independent of each other. When using
regression for time series prediction, it is important to make sure that the data is stationary,
meaning that the statistical properties such as variance do not change with time. In ARIMA,
“AR” refers to the “autoregressive” component, which is the lag of the stationary series,
moving average (MA) captures the lags of the forecast errors and “I” represents the order
of differentiation to make the series stationary. The Dickey Fuller test was used to verify
that the time-series data were stationary. The resultant p-value for the gauge height data
was lower than 0.01 and the test static was -8.527531, thereby allowing us to reject the
null hypothesis and conclude that the data is stationary.
The ARIMA (p, d, q) is the model used in this research, where “p” is the
autoregressive component, “d” is the number of non-seasonal differences to make the series
stationary, and “q” represents the moving average term. Different values of p, d, and q are
tested and the results as shown in Table 1. AIC (Akaike Information Criterion) and BIC
(Bayesian Information Criterion) are used to evaluate the performance of the different
configurations of “p”, ”d” and “q” [41]. The (p, d, q) values are generated using the Python
library “pm darim a” The model with parameters o f (1, 1, 3) gives the lowest AIC and BIC
values making it the best choice to compare with the LSTM.
The final architecture for the LSTM is selected through a parameter sweep in
Python using the deep learning library, “keras.” Different configurations of the architecture
elements such as number of hidden layers, width of the hidden layers (number of neurons),
batch size, activation functions, and optimizers were tested using “grid search” and “trial
and error” approaches.
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Table 1. ARIMA parameter selection results
Parameters

AIC

BIC

(0,1,1)

-258152.156

-258123.893

(0,1,0)

-248137.561

-248118.719

(1,1,0)

-266952.850

-266924.587

(2,1,2)

-303596.995

-303540.467

(1,1,2)

-303594.450

-303547.344

(2,1,1)

-303212.512

-303165.405

(3,1,2)

-303479.822

-303413.873

(2,1,3)

-303605.067

-303539.118

(1,1,3)

-303607.796

-303551.268

(0,1,3)

-278432.067

-278384.961

(1,1,4)

-303601.785

-303535.836

(0,1,2)

-270281.324

-270243.639

(0,1,4)

-283568.922

-283512.394

(2,1,4)

-303603.607

-303528.236

The best performing architecture, which specifies the shape o f the output generated,
is shown in Table 2. The look back for the model is “90,” meaning it looks at the past 90
values to predict the 91st value. The input layer consisting of 90 neurons takes the input
and passes the output onto the layer, which consists of 20 neurons. The output from the
LSTM layer was passed onto the dense layer generating a single output, which is the 91st
value or the forecast generated by the model. The other parameters were batch size of 60
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and “adam” as the optimizer. The final model consists of 120,501 trainable parameters
repeated for 100 epochs.

Table 2. LSTM architecture
Output

Input Layer

(None,1,90)

LSTM Layer

(None,20)

Dense Layer

(None,1)

Forecasts

1

Gauge height (ft)

Layers

Figure 5. Out of sample prediction from ARIMA and LSTM
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The error in the two prediction methods for the test data are shown in Table 3. Once
trained, both the ARIMA and LSTM models were used to make predictions starting at 6
PM on September 1 until 12 AM September 3. Figure 5 and Table 4 show that the LSTM
model performs better at predicting gauge height when compared to ARIMA.

Table 3. Out of sample predictions for LSTM and ARIMA
Model

RMSE

MAE

ARIMA

0.8722

0.6732

LSTM

0.3316

0.2595

Figure 6. Test predictions with variation in dropout
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3.2. EFFECT OF DROPOUT ON MODEL PERFORMANCE
Monte Carlo dropout is one of the several regularization techniques used to avoid
overfitting and improve LSTM performance. The values of a dropout layer range from
“0” to “ 1,” representing the proportion of the nodes from the previous layer removed at
random. Dropout was applied during both training for regularization and testing for
Bayesian interpretation.
Figure 6 illustrates the effect of different levels of dropout on the model
performance on the test data. The dropout has a negative impact on the model performance.
Increasing dropout resulted in higher error in the predictions. The corresponding RMSE
and MAE values are as shown in Table 4.

Table 4. LSTM performance with variation in dropout
Model

RMSE

MAE

Without dropout

0.1965

0.1216

Dropout - 0.2

0.5585

0.2817

Dropout - 0.4

0.8825

0.4082

Dropout - 0.6

1.6377

0.8777

Dropout - 0.8

2.6855

1.6808

3.3. UNCERTAINTY ESTIMATION
Three different uncertainty estimation techniques were used to analyze the data:
data sub-selection, noise, and dropout. Several ranges for data sub-selection were tested,
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and a range of (S/1000, S/2) performed best and so was used, where S represents the total
length of the training data was used to identify the best range for this problem. Ranges of
values from (0.1 to 0.8) were used for the dropout layer and a normal distribution of mean
“0” and variance between “0.01” and “0.1” for noise were tested. Total of 200 simulations
were performed for each model. The final parameters chosen for the models are 0.2 for
dropout, a range of + /- 0.1 for noise, and (S/100, 2/2) for data sub-selection. The
confidence intervals for dropout are shown in Figure 7, the noise results are given in Figure
8, and the data sub-selection results are given in Figure 9. Each prediction has a certain
degree of error associated with it and these predictions used to make further predictions as
the model continues to run.

Figure 7. Out of sample prediction uncertainty estimation with dropout

Gauge height (ft)
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Sept 1,6PM

Sept 2, 12AM

Sept 2, 6AM

Sept 2, 12PM

Sept 2, 6PM

Sept 3, 12AM

Figure 8. Out of sample prediction uncertainty estimation with noise

Gauge height (ft)

------ uncertainity (noise)
—*— original data
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Sept 2, 6AM

Sept 2, 12PM

Sept 2, 6PM

Sept 3, 12AM

Figure 9. Out of sample prediction uncertainty estimation with data sub-selection

46
As more predictions are made using more predicted values rather than true data
points, these errors are propagated and build up to cause more uncertainty. This can be seen
as an increase in the error bounds and a corresponding loss of accuracy, observed from the
Figures 7-11. The three different shades indicate 95%, 90%, and 85% intervals starting
from light to dark. The 95% confidence intervals were used to compare the performance
of the different approaches.

Table 5. Uncertainty estimation results
Model

RMSE

MAE

Uncertainty Area

Dropout

3.4672

2.3763

2703.8913

Noise

3.6540

2.5444

3039.4859

Data sub-selection

3.5430

2.7603

1376.0500

All the models have similar RMSE and MAE values, however; there is a significant
difference in the area under the 95% prediction interval. The range of uncertainty values
increases with time for all the models. Data sub-selection has the smallest uncertainty area,
followed by dropout, and then random noise. The mean predictions for dropout are slightly
better than the other models. The range o f predictions for September 3rd, 12 AM from the
three different models are (-9, 29) for dropout, (-12, 33) for noise, and (0, 21) for data
sub-selection. While dropout has a slight benefit in accuracy, the data sub-selection model
has a much smaller uncertainty area.
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3.4. MODEL VALIDATION
For validation, the LSTM model trained with the May 2016-September 2019 data
was used to predict the gauge height for the Meramec River at Valley Park, MO from 6
AM on December 12, 2019 until 7 PM on December 13, 2019. The predictions are shown
in Figure 10. During this period, the gauge height is stationary and the model was able to
capture all the data values within the 95% confidence interval using data sub-selection
method.
The mean prediction for a day ahead into the future shows a deviation of
approximately 2 ft. and a 95% confidence interval range of 8 ft for scenario 1. Further, the
model was used to generate the forecasts when the gauge height is increasing and the
corresponding results can be seen in Figure 11. The predicted mean during validation

Figure 10. Forecasts with uncertainty estimations
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Figure 11. Forecasts with uncertainty estimations with increasing gauge

shows little deviation from the actual data, showing the capability of the model for real
time gauge height predictions. The lead-time from the above figure can be observed to be
1 day and 1 hour. The model gives the flexibility to adjust the lead-time. Therefore, it
provides the ability to modify according to the corresponding user’s requirements.

4. CONCLUSION AND FUTURE WORK

Deep learning models are based on the assumption that the layers and activation
function would be able to capture the seasonality and trend within the data. Gauge height
prediction is a complex problem as it is an observation from an intricate system consisting
of weather and geophysical elements. Obtaining all the information is data intensive and,

49
in most situations, the data is not available, inconsistent or available only for a short period.
Therefore, deep learning prediction model is an ideal solution for such problems.
The LSTM was able to predict gauge height more accurately than ARIMA or
physics-based models currently used by the USGS, likely because of its ability to capture
long-term temporal dynamics. Because of the large time frame considered in the data set,
the LSTM is better designed to capture small variation in the predictions than the ARIMA
model. The moving average used by the ARIMA model seems to discourage variation,
making the ARIMA model less able to capture the rapid change in water level found in the
out of sample data. One of the challenges with predictions from deep learning models is
the uncertainty quantification. This can be addressed by comparing the uncertainty
estimates from different regularization techniques. Dropout is explored as a method for
regulating the LSTM model, but a direct relationship between the error and the dropout
value was found, showing that in this application dropout did not perform well. The data
sub-selection method was shown to provide a better performance when used in Bayesian
inferencing. Data sub-selection led to less uncertainty than both the dropout method and
the random noise method. The predicted gauge heights were validated by comparing the
results of the uncertainty analysis to the actual values recorded at this location from
December 12, 2019 6 AM until December 13, 2019 7 AM using the same model
architecture as was used for dropout testing and the uncertainty analysis. This demonstrates
that the LSTM model can be used with dropout and other uncertainty estimation techniques
to improve the architecture and reduce the prediction uncertainty.
River gauge height is currently used by USGS for flood inundation mapping, but
inconsistency in the data available at different locations is a challenge. Many sites are
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operated by different organizations, resulting in variation in the type of data (weather data,
gauge height, and discharge) and the time step for the data recordings. For example, two
gauges in Saint Louis, the one on Meramec river in Valley Park, MO and the another one
in downtown Saint Louis in the Mississippi river, are both operated by the United States
Army Corps of Engineers-St. Louis District but have recordings time steps of 15 minutes
and 1 hour respectively. This inconsistency results in the need to train the model for each
gauge separately. The methodology presented here can identify the appropriate model in
less time and with fewer resources.
The objective of the research was to develop a methodology to predict gauge height
more accurately and develop an uncertainty measure to identify the quality of those
predictions. The uncertainty interval can be controlled by regulating the variability being
introduced to the data or the model. It should be noted that the model architecture was not
changed when introducing these variations. This was done to show that existing models
could be used to develop uncertainty estimates. We can further improve the estimates by
optimizing the model architecture for each variation.
In the context of floods, accurate gauge height predictions can be used to develop
the relevant flood mapping and identify the possible damage in the future. This can be
helpful for emergency response and other applications to preemptively relocate people,
close roads, and take other precautionary measures to save lives. The 3-dimensional digital
elevations models published by the USGS can be used to develop the flood mapping for a
given region using software such as ArcGIS and QGIS based on the gauge height
predictions generated by the current model. The USGS recently published “Flood
Inundation Mapper” (FIM), a tool that provides this type of flood mapping for a given
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region for a given gauge height. There are a limited number of locations currently included
in FIM (Figure 12), but new regions are being added every month. As this resource
becomes more available, it can become a useful tool to be integrated along with the gauge
height prediction to generate the future flood mapping for a given region.

Figure 12. Available mapping locations in FIM [42]

One of the major reasons for deaths during floods is that people underestimating
the amount of water and driving into the flooded roads. The use o f this method for flood
prediction not only gives a more accurate prediction, but also provides gauge height
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prediction at a smaller interval than currently being used. This methodology can be
integrated with road network models to identify the flooded roads ahead of time to
preemptively close roads, put up signs and evaluate alternative routes for the travelers.
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III. EVALUATION OF SUPPORT VECTOR MACHINES AND RANDOM
FOREST CLASSIFIERS IN A REAL-TIME FETAL MONITORING SYSTEM
BASED ON CARDIOTOCOGRAPHY DATA
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ABSTRACT

Antepartum Fetal Monitoring provides information that can be used to predict the
state of the fetus during labor. In this paper, we compare methods for evaluating the fetal
state prediction. For this work, w e’ve used Cardiotocography (CTG) data, a common
monitoring technique to record the heart rate of the fetus and uterine activity of the mother.
All three fetal states (normal, suspect and pathological) were considered for this research.
The paper discusses the importance of machine learning in providing assistance for the
obstetricians in 'suspect' cases. The paper also evaluates the effectiveness of these
predictions in a real-time clinical decision support system and extracts other features that
can provide further information regarding the fetal state. Results show that both Support
Vector Machines and Random Forests had over 96% accuracy when predicting fetal
outcomes.

Keywords: Cardiotocogram; Support Vector Machines; Random Forests; Machine
Learning
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1. INTRODUCTION

Determining the fetal state during the antepartum period provides guidance to
obstetricians on the development of the fetus. Depending on the state, they intervene and
take necessary corrective action to prevent issues such as fetal asphyxia (lack of oxygen)
based on diagnosis. Improper diagnosis can have severe consequences on both fetus and
the patient and can even cause death. This results in a need for fetal testing and monitoring
techniques that can predict sudden events such as cord accident or placental abruption.
Cardiotocography (CTG) is a practical method for fetal surveillance and widely used for
antepartum and intrapartum fetal monitoring. Metabolic Acidosis and Hypoxic injury can
be identified from these readings (Van Geijn, 1996). The hypoxic condition can lead to
neuro-developmental disability and cerebral palsy or even death. CTG reading’s diagnostic
value is dependent on the experience of the obstetrician. With data being collected every
second, it is difficult for an obstetrician (midwife) to analyze the entire time series of the
Fetal Heart Rate (FHR) and Uterine Contractions (UC). It is believed that FHR can provide
more information than that interpreted by the obstetricians (Maria G. Signorini et al., 2003).
The has been a significant research in developing algorithms to make predictions based on
CTG data by various medical institutes and universities. Machine learning and time series
analysis techniques can extract useful information such as the fetal state. Artificial Neural
Networks, Fuzzy Systems, Genetic algorithms and Support Vector Machines for fetal state
prediction have been developed and tested. A clinical decision support system provides a
better visual evaluation of the signals, however, a problem with accuracy and success of
the proposed monitoring systems and their practical implications exists. One such issue is
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an improper analysis of low-risk pregnancies resulting in needless treatments (MacDonald
et al., 1985) and resulted in increased cesarean deliveries (Goddard, 2001). The variation
of interpretation by the difference in experience levels of the obstetricians may result in
misdiagnosis as mentioned in the literature (Rooth et al., 1987); Bernardes, Costa-Pereira,
Ayres-de-Campos, Van-Geijn, & Pereira-Leite, 1997); (Palomaki et al., 2006) . H alf the
deaths might result from improper treatments due to misdiagnosis (Ayres-de-Campos et
al., 2005). Researchers have been developing algorithms to improve the analysis and
classification of CTG signals.
Auto-regressive moving average (ARMA) was used to Fetal Heart Rate signals
(Jongsma & Nijhuis, 1986). Features from 3 min FHR segments were used and a
classification accuracy of 85% was reported. Hidden Markov models were used to identify
the state (hypoxic or normal) with a classification accuracy of 83% (Georgoulas et al.,
2004). Fetuses developing metabolic acidosis were identified using Support Vector
Machines with an accuracy of 81.25% (M. G. Signorini et al., 2000). Naive Bayes and
SVM Classifier were used to classify normal or pathological status of the fetus based on
189 recordings with sensitivity and specificity of 70%. Discrete Wavelet Transforms
(DWT) was used to extract the time series and Support Vector Machines was used to
classify and associate them with the umbilical artery pH values (Georgoulas et al., 2006).
Advanced wavelet denoising was used for passive fetal monitoring with an accuracy o f 94
97.5% (Vaisman et al., 2012). Neural classifiers have been used to discriminate among
normal and pathological fetal states using FHR signals (Magenes et al., 2000). Self
organizing Map Neural networks were also used to predict the CTG readings (LiszkaHackzell, 2001). Adaptive neuro-fuzzy inference system was used for classification
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between normal and pathological states with an accuracy of 97.2% and 96.6% respectively
(Magenes et al., 2001).
All of these studies had significant results, but none included the ‘suspect’ state of
classification, which comprises a large portion of deliveries (Maria G. Signorini et al.,
2003). In this project, we include this intermediate state to give a more representative
analysis of fetal outcomes during labor.

2. ALGORITHMS AND DATASET

2.1. SUPPORT VECTOR MACHINES

Figure 1. Support vector machine classification (Ocak, 2013)

SVM’s have high performance for binary classification with their ability to handle
noisy data. In the Figure 1, two different classes (positive and negative) are separated by a
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linear line maximizing the margin called ‘the maximal margin hyper-plane’. In a case of
non-linear data, kernel functions can be used to map the outputs to the feature space.
Polynomial and Radial Basis Function are the most commonly used.
Kernel functions are formulated as shown in Table 1 and return a dot product of
data points mapped to feature space represented in Equation 1 and decision function in
Equation 2.
K(xi,xj) = (OT(xi).O(xj))
f(x) = sign(UJ=1 a iVi K(xi,xj) + b)

(1)
(2)

Table 1. Formulation of kernel functions
Kernel
Linear
Polynomial
Gaussian RBF

K(x, xj)
T
x . xj
(Y xT xj + r)d, y > 0
exp(-||x - xj||2/2Y2)

2.2. RANDOM FORESTS
Random Forests are the general term for tree-type classifiers. Each tree casts a vote
of output for each input variable. The output of the classifier is the majority of the votes by
these trees. Pruning can be performed to improve the accuracy o f the classification. A
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number of trees used increases with increase in the number o f variables/features. This
algorithm has the capability of dealing with high dimensional data.
The Python coding language has been used to develop both the algorithms. Existing
software

provided

by

this

package

was

used

for

this

project,

including

RandomForestClassifier and SupportVectorMachine which were imported from scikit
learn module.

2.3. EXTRA TREES CLASSIFIER
The Extra-Trees algorithm (Geurts et al., 2006) consists of an ensemble of
unpruned decision or regression trees. It differs from the other decision trees based
algorithms in the splitting criteria. The splitting is done at random and dependent on two
parameters: K, the number of attributes randomly selected at each node and nmin , the
minimum sample size for splitting a node (Geurts et al., 2006). The prediction is made by
the majority of votes by the trees.

2.4. LOGISTIC REGRESSION
Logistic Regression (LR) is an algorithm which has the advantage of yielding a
probability model that can be useful in many applications. It is a is a discriminative model
for probabilistic categorization given by the below equation.
P(y|x) = 1 / (1+exp(-y a T x))

(3)

2.5. DATASET
CTG data was obtained from SISPORTO 2.0 (Ayres-de-Campos et al., 2000), an
automated analysis tool which follows FIGO guidelines. The dataset is available in the UCI
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Table 2. CTG features
Symbol

Attribute Information

LB

FHR baseline (beats per minute)

AC

accelerations per second

FM

fetal movements per second

UC

uterine contractions per second

DL

light decelerations per second

DS

severe decelerations per second

DP

prolonged decelerations per second

ASTV

Percentage of time with abnormal short-term variability

MSTV

Mean value o f short-term variability

ALTV

Percentage of time with abnormal long-term variability

MLTV

Mean value of long-term variability

Width

Width of FHR histogram

Min

Minimum of FHR histogram

Max

Maximum of FHR histogram

NMax

# of histogram peaks

Nzeros

# of histogram zeros

Mode

Histogram mode

Mean

Histogram mean

Median

Histogram median

Variance

Histogram variance

Tendency

Histogram tendency

NSP

Fetal state class (code (N = normal; S = Suspect; P =
pathological))
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repository (Bache & Lichman, 2010). The data consist of 21 features extracted from the
cardiotocography data (8 - continuous, 13 - discrete). The fetus state (normal, suspect or
pathological) was determined by three expert obstetricians. The dataset consists of 2126
recordings of which 1655 belong to normal, 295 belong to suspect and 176 belong to
pathological states.
Support Vector Machine and Random Forests from SCIKIT learn library is used to
develop the algorithms in python.3

Table 3. Performance metrics
Measure

Measure

Accuracy

TP+TN/(TP+TN+FP+FN)

Sensitivity

TP/(TP+FN)

Specificity

TN/(TN+FP)

Precision

TP/(TP+FP)

3. RESULTS

The machine learning algorithms were developed in Python and the parameters
improved for better accuracy. Support Vector Machines with different kernel functions are
tested in each experiment and the best one has been used. A similar process is performed
for the number o f estimators in Random Forest Classifier.

64
Table 4. Experiment 1 results
Measure

SVM

RF

Accuracy

98.46

99.78

5-fold Cross validation was used to avoid overfitting. True Positives, True
Negative, False Positives and False Negatives are evaluated for each fetal state in both the
experiments.

3.1.

EXPERIMENT 1
CTG data with two fetal states (normal and pathological) is predicted using SVM

and RF. All the data was divided into two parts: one for training and the rest as test sets.
The results obtained (Table 4) were similar to the results from (Sahin & Subasi,
2015). Random Forest Classifier performed better than Support Vector Machine in
classifying the CTG data. The classification accuracy of the algorithms was as mentioned
below in Table 4. But, a better measure of prediction would be a confusion matrix.

Table 5. Experiment 1 results - confusion matrix (SVM)
Predicted

Actual
Normal

Pathologic

Normal

0.99939

0.119

Pathologic

0.0006

0.8806
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Table 6. Experiment 2 results - confusion matrix (RF)
Predicted

Actual
Normal

Pathological

Normal

0.99939

0

Pathologic

0.0006

1

A confusion matrix depicting the correctly and incorrectly classified results are as
given in the Table 5 and Table 6 for SVM and RF respectively.

3.2.

EXPERIMENT 2
Similar to experiment 1, CTG data (Table 4) was divided into training and test sets.

Support Vector Machine and Random Forest is used to predict the fetal state and the results
obtained are tabulated as below. All three fetal states (normal, suspect and pathological)
are included in the data. Support Vector Machine gave better results compared to Random
forest classifier with an accuracy of 96.99%.

Table 7. Experiment 2 reults
Measure

SVM

RF

Accuracy

98.122

99.289
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Table 8. Experiment 2 results - confusion matrix (SVM)
Actual
Predicted
Normal

Suspect

Pathologic

Normal

0.9987

0.01

0.0027

Suspect

0.0013

0.9864

0.0027

Pathologic

0

0.0034

0.9945

Table 9. Experiment 2 results - confusion matrix (RF)
Actual
Predicted
Normal

Suspect

Pathologic

Normal

0.9972

0.0067

0

Suspect

0.0027

0.9898

0

Pathologic

0

0.0034

1

Compared to the results in the literature (Sahin & Subasi, 2015), SVM performed
better than Random Forest Classifier when all fetal states are considered. Similar to the
Experiment 1, the accuracy and confusion matrices are presented below in Tables 8 and 9.
The Confusion matrices show the percentage of predictions made for each state.
For example, 99.87% of the inputs with normal states were predicted to be normal, and
0.13% were predicted to be in suspect states.
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Table 10. Features ranking
Symbol

Ranking based on
Logistic
Regression

Ranking based on
Extra Trees Classifier

Average Ranking

LB

6

4

5

AC

3

2

2.5

FM

1

3

2

UC

4

6

5

DL

10

11

10.5

DS

21

20

20.5

DP

16

17

16.5

ASTV

14

12

13

MSTV

2

1

1.5

ALTV

13

21

17

MLTV

11

9

10

Width

20

15

17.5

Min

18

19

18.5

Max

19

16

17.5

NMax

8

7

7.5

Nzeros

5

8

6.5

Mode

17

18

17.5

Mean

7

5

6

Median

9

10

9.5

Variance

15

13

14

Tendency

12

14

13
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3.3.

FEATURE RANKING
Extra Tree Classifiers and Logistic Regression were used to obtain the most

important features in the dataset for predicting asphyxia.

Table 11. Features for experiments 3 and 4 based on the feature ranking
Symbol

Attribute Information

LB

FHR baseline (beats per minute)

AC

accelerations per second

FM

fetal movements per second

UC

uterine contractions per second

DL

light decelerations per second

DP

prolonged decelerations per second

ASTV

Percentage of time with abnormal short-term variability

MSTV

Mean value of short-term variability

ALTV

Percentage of time with abnormal long-term variability

MLTV

Mean value o f long-term variability

NMax

# of histogram peaks

Nzeros

# of histogram zeros

Mean

Histogram mean

Median

Histogram median

Variance

Histogram variance

Tendency

Histogram tendency

NSP

Fetal state class (code (N = normal; S = Suspect; P =
pathological))
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The results are presented in Table 10. Both the algorithms gave similar results, this
ranking can help in determining the features that provide more information to predict
asphyxia.
Average values of the features were obtained by taking an average on both the
above rankings. Based on which the features are sorted and the least 5 impactful features
(DS, Width, Min, Max and Mode) were identified as shown above.
The experiments were repeated with the 16 most important features for both the 2
states and 3 states. Identifying the important features improved the performance of both
the algorithms in predicting the states. The features used for the predicting the states in
experiments 3 and 4 are in the above Table 11. From Tables 12 and 13, tt can be seen that
there is a significant improvement in the accuracy in the experiments 3 and 4. Support
Vector Machine performed better than the Random Forests for classifying normal and
pathological states with an accuracy of 99.895%.

Table 12. Experiment 3 results with 16 important features
Measure

SVM

RF

Accuracy

98.954

99.78

Table 13. Experiment 4 results with 16 important features
Measure

SVM

RF

Accuracy

99.895

99.727
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Table 14. Experiment 4 results with 16 important features (SVM)
Actual
Predicted
Normal

Suspect

Pathologic

Normal

0.997

0.0067

0

Suspect

0.002

0.9898

0

Pathologic

0

0.0034

1

Table 15. Experiment 4 results with 16 important features (RF)
Actual
Predicted
Normal

Suspect

Pathologic

Normal

0.9993

0.0067

0

Suspect

0.0006

0.9898

0

Pathologic

0

0.0034

1

The confusion matrix for the states in the experiment 4 for Support Vector Machine
and Random Forests can be seen in the Table 14 and Table 15. By tuning the parameters
of both the SVM and Random Forest, it was possible to achieve 100% accuracy for this
particular dataset to determine the pathological state when all the 3 fetal states were used.

4. CONCLUSION

The results when comparing the prediction accuracy (99.78%) of normal and
pathological classifications performed much better than the previous work [20] and had an
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accuracy of 99.2% when using Random Forests. When the suspect cases are added to the
data set, there is evidence that Support Vector Machines are a better choice for
classification of fetal outcomes. As a significant number of pregnancies fall under the
suspect cases, this indicates that Support Vector Machines are likely a better option when
all cases of childbirth are considered.
Cardiotocography is used for recording the Fetal Heart Rate (FHR) and Uterine
Contractions (UC) to evaluate the fetal condition. The fetal state is defined as normal
(Reassuring), suspect (Non-reassuring) and pathological (Abnormal). These readings are
recorded during the active phase of labor, the computer analysis techniques examined here
are to provide insight of progression of the fetus during pregnancy. These algorithms can
provide the fetus state (normal, suspect and pathological), but it would be most beneficial
to the obstetricians if they could provide information about the progression of the fetus
over time rather than its final state.
Based on the ranking, features extracted from Histogram data are of less
significance compared to the features extracted from the Fetal Heart Rate and Uterine
Contraction time series readings. Accelerations, Contractions, Fetal Movements, FHR
baseline and variability are identified as the key features.
Lack of late acceleration in the dataset is a huge concern, as late accelerations
followed by short-term variablity is a high indicator for fetal acidosis. Capturing this
feature can help in providing more information regarding the fetal state.
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5. FUTURE WORK

Data has been collected over 6 years at the Phelps County Medical Research Center
from 6000 patients. The input data consists of the Fetal Heart Rate, pH and Uterine
contraction levels. Fetal state and Apgar scores as the output data. The future intent is to
develop a hybrid machine learning algorithm with a much exhaustive time series analysis,
Feature extraction and prediction. A fuzzy output of the fetal state with a membership
function over different periods of time can be suitable for a real-time clinical decision
support system.
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ABSTRACT

The purpose of the paper is to develop a feature extraction and prediction algorithm
capable of identifying most of the features in the SISPORTO software package as well as
late and variable decelerations. The resulting features were used for classification based on
umbilical cord pH data. The algorithms developed here were used to predict cord pH levels.
The prediction system provides assistance for the obstetricians in assessing the state of the
fetus better than the category methods, as only about 30% of the patients in the Pathological
category suffer from acidosis, while the majority of acidotic babies were in the suspect
category, which is considered a lower risk. By predicting the direct indicator of acidosis,
umbilical cord pH, this work demonstrates a methodology to use the features extracted
from Fetal Heart rate and Uterine Activity to predict acidosis. Different algorithms were
tested, and an ensemble combination of random forest and support vector machine was
identified as the best model for classifying acidosis. This paper introduces a forecasting
model based on deep learning to predict both heart rate and uterine contractions, which are
then integrated with the classification algorithm resulting in a robust tool for predictive
fetal monitoring. The model can help obstetricians with diagnosis and planning
interventions by providing information regarding future state of the fetus.
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1. INTRODUCTION

Approximately 25 out of 1000 infants are affected by fetal asphyxia associated with
metabolic acidosis [1]. Acidosis is the process of increasing acidic concentration in the
blood and tissues. The Placenta of the mother delivers oxygen, nutrients and removes waste
products, especially CO2 from the fetus. This process is susceptible to changes based on
the maternal blood gas concentrations, uterine blood supply, placental transfer, and the gas
transport to the fetus. Affecting any of the above processes can lead to acidosis, which can
lead to significant fetal morbidity and mortality. In most of such pregnancies, mild oxygen
deprivation to the fetus occurs with no brain harm or cerebral damage. However, in
approximately 3 to 4 of the 1000 infants, hypoxia can be moderate to severe, with a few
organ system complications and possible neonatal encephalopathy [1]. The reference range
for pH values of the fetuses was obtained based on a few studies with taken blood specimen
after delivery. It is important to note that low pH does not necessarily indicate a serious
condition in the fetus in all situations [2], [3].
The objective of monitoring techniques is to reduce the occurrence of mild asphyxia
and to prevent moderate and severe asphyxia. In 1903, researchers pointed out that the
evaluation of fetal heart rate variation gives us a reliable means o f estimating the well
being of the child [4]. A general rule is that the life of the infant is at risk when the heart
rate falls below 100 or exceeds 160 [5]. Over the years, various techniques were developed
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to observe to fetal state. Among which, auscultation is the oldest technique that involves
listening to the fetus heartbeat using a stethoscope. Introduced in 1956, ultrasound is still
commonly employed to interpret heartbeats by using sound waves. Though this technique
is very successful, it isn’t feasible, as an experienced clinician must stay with the patient.
Fetal scalp blood sampling is an internal monitoring technique which involves introducing
an endoscope after the dilation of the cervix. The device is firmly pressed to the scalp of
the fetus, and an incision is made to collect a drop of blood for measuring the pH. This is
one of the most accurate methods for monitoring, recording and extracting the fetal heart
rate with less noise.
Electronic Fetal Monitoring (EFM) came into existence in the 1970s in which
electronic equipment is used to track Fetal Heart Rate (FHR) and Uterine Contractions
(UC) continuously during labor. They are together known as Cardiotocography (CTG).
This data when interpreted by an obstetrician gives a strong indication of fetal health [6].
Computer-aided analysis of CTG data provides a consistent evaluation and is also capable
of identifying parameters that are difficult to be captured by the human eye.
The FHR and UC readings were visually analyzed by the obstetricians to identify
Metabolic Acidosis and Hypoxic injury [7]. In a few cases, this can lead to misdiagnosis
due to varying interpretations and being highly dependent on the clinician’s experience
[8]—[13]. It was reported that almost 50% of the deaths occurring during labor are due to
improper diagnosis [14]. Therefore, it has been a challenge to interpret CTG data as not all
abnormalities can result in acidosis [15], [16].
The clinical decision support systems were developed as a solution for this problem
to provide further insights into the condition of the fetus by identifying certain features.
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The National Institute of Child Health and Human Development provides the guidelines
for features of FHR and uterine contraction patterns from the CTG data. Feature extraction
involves gathering specific parameters/patterns from a signal/time-series data that can be
easier to analyze than the entire signal sample. Automated Computerized analysis of the
CTG recordings decreases the subjective nature of the fetal state based on visual
interpretation.
Artificial Neural Networks (ANN) with their capability of learning and
generalizing, they were most prominently used for the fetal state assessment [17]. By the
addition of fuzzy logic to a current clinical expert system capable o f assessing 5-minute
segments of FHR signals was developed [18]. A classifier based on fuzzy inference
systems of the FHR signals was developed to predict the intrauterine growth retardation
and type-I diabetes [19]. This model relied on gestational age and quantitative description
of the Fetal Heart Rate data in time and frequency domain FHR analysis for classification.
Artificial Neural Network with three layers and clustering using fuzzy logic were compared
for over sixteen thousand FHR signals in a database with thirty-nine parameters [20]. Fetal
state assessment based on FHR data analysis was performed using an ANN combined with
the inference system using fuzzy logic was developed for the predicting fetal state/category
based on analysis of Fetal Heart Rate signals. Epsilon-insensitive learning method based
on statistical learning theory was used to obtain high prediction accuracy [21]. A Support
Vector Machine (SVM) algorithm was applied to predict intrauterine growth inhibition risk
of the fetus and assess the impact of input features selection on prediction accuracy [22].
The Support Vector Machine algorithm in combination with the wavelet transformation of
input features helped in achieving a higher prediction accuracy of acidemia risk [23]. SVM
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combined with empirical mode decomposition was developed to achieve high compliance
of Heart Rate data prediction with an expert clinical interpretation [24]. This paper presents
a new method for extracting features and evaluating fetal acidemia risk.
Dawes/Redman criteria algorithm was developed in 1982 for CTG analysis aimed
at predicting the fetal state to be normal or pathological [25]. This led to the development
of a system for intrapartum fetal monitoring combining CTG with ST-analysis of the
electrocardiogram (ECG) named STAN S31, by Neoventa Medical [26]. It generates
alarms for hypoxic conditions related to muscle contractions and lack of oxygen. Sisporto
is another clinically implemented system for computerized FHR analysis. Though a lot of
research was done in developing automated fetal assessment systems, only a few were
implemented for real-time monitoring.
Deep learning is a recent advancement in the field of computational intelligence,
which uses neural network consisting of multiple layers [27]. In the past few years,
researchers have used this methodology has to develop insights into complex medical
diagnostic problems such as computed tomography [28], Glaucoma detection [29],
mammography [30], breast cancer detection [31] and analysis of ECG signals [32]. It has
also been previously applied to classification of fetal state as it can identify important
features without human guidance [33], [34].
Most of the current research within fetal monitoring using deep learning is focused
on classification but this models Long Short-term memory networks has shown in
significant results in forecasting data [35]. This paper integrates both the modeling
approaches of using computational intelligence techniques for classification and deep
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learning algorithms for forecasting and thereby providing the capability o f predicting the
future fetal condition during labor.
The methodology of the paper is as shown in Figure 1. FHR and UC data for the
patients are forecasted using a deep learning model (LSTM). Feature extraction is then
performed on the entire time series along with newly predicted data. These features are
then classified using an ensemble algorithm consisting of random forest and support vector
machine to obtain the future fetal state. This can improve diagnosis and fetal monitoring
process by providing additional information to the obstetricians in advance for them plan
and implement necessary interventions.2

Figure 1. Methodology for predicting the future fetal condition for a single patient

2. MATERIALS AND METHODS

2.1. SUPPORT VECTOR MACHINES
Support Vector Machine (SVM) is one of the most commonly used machine
learning algorithms for classification by mapping inputs to the outputs of the training data
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using hyper planes, thereby forming a generalized model. Functions known as kernel
methods map the training data to feature space, on which the classification is performed.
SVM uses a flexible representation of the class boundaries to solve classification
problems. The aim is to develop a classifier capable of working well even one unseen
examples. If the classes are positive and negative, then the data is separable if a hyper plane
can divide the n-dimensional feature space (n = number of features) into two halves.

Table 1. Formulation of kernel functions

Kernel

Function (x, xj)

Linear

T
x . xj
(Y xT xj + r)d, y > 0

Polynomial
Gaussian RBF

exp(-||x - xj||2/2Y2)

82
The hyper plane that maximizes the margin, or which has maximum separation
between the classes is selected as represented in Figure 2. If it is inseparable, the margin
boundary values, and kernel methods are varied to identify the optimum parameters to
separate the feature space. Different kernel functions commonly used are described in
Table 1, where ‘x ’ is the data value in the feature space and ‘x j’ is the value in the
transformed feature space [37]. The ‘y’ parameter can be interpreted as inverse of the radius
of influence, which represents the extent of influence of a single training sample.

2.2. RANDOM FOREST
Classification and Regression Tree (CART) is a repetitive partitioning supervised
learning algorithm which makes no assumptions about the data distribution. Random
Forest involves building an ensemble of CART (Classification and Regression trees)
developed from a randomized variant of the tree induction algorithm. Decision trees are
perfect for Random Forest as they have lower bias and higher variance.

Figure 3. Classification of data with random forest
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In machine learning, random forests have been mainly applied to classification
tasks due to its fast training and predictions, generalization ability and scalability. It is
capable of handling multiple classes due to its probabilistic output. In Figure 3, a
representation of different trees built from the same dataset can be seen. The grey nodes
are the leaf nodes which give the output variable, averaging is done for regression and
majority is calculate for classification. Final prediction (y) is the majority of the outputs
from the trees.

2.3. K-MEANS CLUSTERING
Clustering is an unsupervised learning algorithm which partitions the observations
(training data) into different clusters based on certain similarities. The positions of the
centroid for clusters are optimized during the training process by adjusting the number of
imitations and tolerance hyper parameters. For k-means clustering, the entire data is
divided for ‘k ’ clusters. The process begins with random selection of centroid for the
clusters and assignment of data points to the clusters based on Euclidian distance from the
different centers. A new centroid is then evaluated by calculating the mean of the data
points in each cluster, and the entire process is once again repeated until newly evaluated
center doesn’t change.

2.4. LONG SHORT-TERM MEMORY NETWORK
Most of the computational intelligence algorithms are inspired from nature,
including neural network, which is based upon the operation of human brain. In simple
terms, NN is a function that maps the independent variables to the dependent variable.
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Deep Learning models are essentially neural networks with an increased number of hidden
layers. Recurrent Neural Network (RNN) is a deep learning model with capability to
identify time dependent information and used for forecasting problems.

Figure 4. LSTM cell [38]

Long Short-Term Memory Network (LSTM) is a modified version of RNN with
gates capable of retaining long term information. The structure of an LSTM cell is as shown
in Figure 4. Each cell consists of 3 gates (forget, input and output) which regulate the
memory.
For a time-series forecasting problem, the model uses the input data from previous
time steps (t) to make a prediction into the future (t+1). The input vector for such a model
can be represented as X = {x1,.. ..xn} and output vector as Y = {y1,..... ,yn}. The ‘forget’
gate decides the information to be removed from the memory based on the output of
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previous step and current input. It is formulated as shown in Equation 1, where ‘U ’ and
‘W ’ are matrices containing the weights of inputs and recurrent connections respectively.
ft = o(xt Uf + yt-1 W f)

(1)

The ‘input’ gate decides what information needs to be stored and has ‘sigmod’ and
‘tanh’ layers. It is represenetd by Equations 2 and 3.
it = o(xt Ui + yt-1 W i)

(2)

Ct = tanh (xt Ug + yt-1 W g)

(3)

The memory of the LSTM cell is known as ‘cell state’ (Ct) which is then updated
based on the output from ‘forget’ and ‘input’ gates, given by Equation 4.
Ct = ft Ct-1 + it Ct

(4)

The ‘output’ layer finally consisting of a sigmoid layer and a tanh layer generates
the forecast (yt) for the time step ‘t ’ and is formualted as shown in Equations 5 and 6.
ot = o(xt Uo + yt-1 W o)

(5)

yt = tanh(Ct) x ot

(6)

2.5. DATA
CTG data consists of four readings of FHR and UC collected every second during
the labor. Over 8000 patients CTG data was provided by the Phelps County Regional
Medical Center along with their corresponding pH values. 47 patients were diagnosed with
acidosis, therefore, to maintain the balance, dataset size was limited to 94 with even
distribution of acidosis and non-acidosis cases. An example of the raw data is as shown in
Figure 5. The cut off point for differentiating acidosis is chosen as 7.2, all the values below
7.2 are considered to acidotic and the values above are non-acidotic.
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3. FEATURE EXTRACTION

The list of features extracted from the CTG data are FHR Baseline, Accelerations,
Decelerations, Uterine Contractions, Variable Decelerations, Severe Decelerations, Late
Decelerations, Prolonged Decelerations, Prolonged Accelerations, Light Decelerations,
Width of the Histogram, Minimum, Maximum values of the Histogram, Number of peaks
of the histogram, Mean, Median, Mode and Variability. These features are based on current
Maternal and Fetal Medicine practices by International Federation of Gynecology and
Obstetrics (FIGO) [39].
An algorithm for extracting features such as baseline, acceleration, deceleration,
early deceleration, late deceleration, and variability was written and implemented in
python. An iterative approach is used to estimate the baseline as defined by the FIGO
guidelines. The data are split into corresponding FHR and UC level readings. The signal
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loss and noise in the FHR and UC data are taken care of by the smoothing. Smoothing of
the signals is done using a rolling mean algorithm provided by the ‘pandas’ library in
python. The data before and after processing are shown in Figures 6 and 7 respectively. It
is simple and optimal for reducing random noise while retaining a sharp step response.

Figure 6. Raw data

Figure 7. Data after smoothing
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Figure 8. Methodology for determing the baseline

Feature extraction process begins with identifying the baseline as described in the
Figure 8. The original baseline (M) is calculated as the mean of the FHR data. Then, a new
mean (N) is calculated after the removal of accelerations and decelerations and compared
to the original baseline to check the deviation. If the deviation is greater than 0.5, the
process is repeated with New baseline (N) as the baseline (M).
After the evaluation of a baseline heartrate, acceleration and decelerations are
identified. An acceleration has a peak of at least 15 beats/min above baseline and a duration
of at least 15 seconds but less than 2 minutes. The flowchart for estimating accelerations,
Baseline and Decelerations is given by the flowchart in Figure 8. A deceleration has a fall
of at least 15 beats/min below baseline and a duration of at least 15 seconds but less than
2 minutes. A Deceleration between 2 minutes and 5 minutes is defined as Prolonged
Deceleration. A Deceleration lasting more than 5 minutes is called Severe Deceleration. If
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the deceleration starts after the peak and before the end point of the contraction and lasts
more than 15 seconds and has a peak of at least 15 beats above the baseline is defined as a
Late Deceleration. Peaks of over 10 points in UC level readings and lasting 20-240 sec are
defined as Contractions.
A histogram is plotted for the Fetal Heart Rate data from which Mean, Median and
Mode are calculated. Minimum and Maximum values of the Histogram are identified. The
width of histogram is evaluated as the difference between the minimum and maximum
values. Finally, the Classification parameter for the problem is Acidosis. A pH value less
than 7.2 is defined as acidotic and a pH value of 7.2 or greater is non-acidotic.

Accelerations —
Decelerations
Prolonged Accelerations —
Late Decelerations
Uterine Contractions
Variable Decelerations
Prolonged Decelerations —
Light Decelerations —
Variability —|
Width of the histogram
Min histogram

-m

Max histogram No o f peaks Mode Mean
Median - I

Figure 9. Correlation matrix
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After extracting features, correlation was performed to understand the complexity
of the data. Shown in Figure 9 is the correlation matrix for the data. This visualization
helped in identifying features such as Prolonged Accelerations, Prolonged Decelerations
and Light Decelerations having no association with any of the features. On further analysis,
we found that these features appear only in 2 samples thereby not influencing the
classification. So, the above-mentioned features can be removed.

4. RESULTS

4.1. CLASSIFICATION
Support Vector Machine (SVM), Random Forest (RF) and Neural Network (NN)
were used to classify the CTG recording based on the above-mentioned features. Different
kernels were tested for the SVM and gamma and c (regularization parameter) were tuned
for higher classification accuracy. Grid search was performed to identify the optimal values
of parameters such as maximum depth and number of estimators for RF. Similarly, the
parameters tuned for NN are hidden layer size, learning rate, solver and activation function.
Accuracy, Sensitivity and Specificity are the performance measure used to compare the
algorithms. 5-fold cross validation was used to avoid over fitting.
The results are summarized in Table 2. We can observe that the Support Vector
Machine and Neural Network have higher accuracy, sensitivity and specificity compared
to that of Random Forest. The overall lower accuracy can be attributed to less training data.
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Table 2. Performance metrics

Performance Metrics

SVM

RF

NN

Accuracy
Sensitivity
Specificity
Precision

72.22
66.66
85.71
67.77

66.67
50.00
83.33
60.89

69.85
58.33
83.33
69.67

4.2. OVERSAMPLING
Oversampling with noise is the one of the most common techniques used to amplify
the data. A normal distribution with mean 0 and variance 0.1 was added to the Standardized
data. This along with the original data resulted in a dataset with 186 samples.
Kolmogorov-Smirnov test was used to verify that data after over sampling is
similar to the original data [29]. The non-parametric K-S test results were test statistic value
of 0.1875 and p-value o f 0.91229 indicating that we cannot reject the hypothesis that the
distributions of the two samples are the same.

Results from oversampling as shown in

Table 3 indicate a significant increase in performance for Support Vector Machine and
slight improvements for Random forest and Neural Network. Oversampling with noise is
the one of the most common techniques used to amplify the data. A normal distribution
with mean 0 and variance 0.1 was added to the Standardized data. This along with the
original data resulted in a dataset with 186 samples.
Kolmogorov-Smirnov test was used to verify that data after over sampling is
similar to the original data [29]. The non-parametric K-S test results were test statistic value
of 0.1875 and p-value o f 0.91229 indicating that we cannot reject the hypothesis that the
distributions of the two samples are the same. Results from oversampling as shown in Table
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3 indicate a significant increase in performance for Support Vector Machine and slight
improvements for Random forest and Neural Network.

Table 3. Performance metrics for oversampling

Performance Metrics

SVM

RF

NN

Accuracy

87.23

72.34

76.59

Sensitivity
Specificity
Precision

82.60
91.66
90.47

56.21
87.50
81.25

60.86
91.66
87.50

Oversampling, especially with data resulting from real-world can be challenging.
This approach is subjected to issues like inherent noise and outliers present in the data, and
the simple data generation process. Due to these drawbacks, we chose to explore ensemble
modeling approach.

4.3. ENSEMBLE APPROACH
Ensemble algorithm is a technique used to develop a better algorithm from a few
weaker ones. The ensemble algorithm methodology is as represented in Figure 10. The
data were initially separated into training and testing data, and all the chosen algorithms
were trained on the same data. The trained algorithms are evaluated individually on the test
data. If all the algorithms predict the same class, the ensemble algorithm outputs the
corresponding class, but if they don’t predict the same class, the algorithm doesn’t predict
the class and outputs ‘N A ’.
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Training data

algorithm 1

algorithm 2

algorithm n

Test data

If all ’n’ algorithms
predict same 'class’

No prediction

Final prediction = class

Figure 10. Ensemble classification algorithm methodology

Neural Network, Support Vector Machine, Random Forest from previous
experiments and K-means clustering were chosen for the analysis. 10 different
combinations of the ensemble models were tested which includes 5 different sets of 2
algorithms, 4 different combinations of 3 algorithms and finally one combination of all the
4 algorithms.
The results can be seen in Table 4. The combination of the 3 algorithms Neural
Network, Support Vector and Clustering (NN/Clu/SVM) has performed the best with
highest accuracy. A total of 24 samples was used for testing, and NN/Clu/SVM classified
14 samples. NN/Clu classified the most number of samples however has an accuracy of
80.95%.
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Table 4. Performance of different ensemble algorithm combinations

Combination

No of samples
Classified (24)

Accuracy

NN/SVM

18

71.42

NN/Clu

21

80.95

RF/NN

20

85.12

RF/Clu

22

81.81

SVM/Clu

17

82.35

NN/RF/SVM

15

86.67

NN/RF/Clu

14

85.71

RF/SVM/Clu

16

87.50

NN/Clu/SVM

17

88.24

NN/RF/Clu/SVM

13

92.30

rclu/SVM

^SVM/Clu
WN/RF/CIU
^V M /C IU
JvIN/RF/SVM

—R F/Clu

^iN/RF/Clu/SVM

rfyIN/SVM

N o o f s a m p le s c la s s ifie d

Figure 11. Accuracy and number of samples classified for the different ensemble
algorithms
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The two desired qualities are the number of samples classified and the performance.
A 2-dimensional pareto front was plotted as seen in Figure 11. It can be observed that
NN/RF/Clu/SVM, NN/Clu/SVM, RF/SVM and RF/NN are the non-dominated solutions.
RF/NN can be chosen as the optimal combination with a reasonable tradeoff between both
the objectives.

4.4. DEEP LEARNING
This section discusses the development of a deep learning model for forecasting
and its integration with the classification model to predict the future state of the fetus as
shown in figure 12. As discussed in earlier sections, CTG data consists of FHR and UC.
Therefore, two LSTM different models must be developed for each CTG data sample. The
algorithms were implemented in Python using ‘kerns’ library. Hyper parameters such as
the number of hidden layers, number of neurons in each layer, batch size, loss function and
optimizers were tested using grid search with a range of values.

Figure 12. Methodology for predicting the future fetal condition for a single patient
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The data processing involved standardization and smoothing with moving average.
The ‘SGD’ was the optimizer used and ‘means squared error’ was the loss function used.

Table 5. LSTM architecture for fetal heart rate (acidosis)

Layers

Output

Input Layer
LSTM Layer
Dropout Layer
Dense Layer
Dense Layer
Forecasts

(None,1,1500)
(None,10)
(None,10)
(None,2)
(None,1)
1

Table 6. LSTM architecture for uterine contractions (acidosis)

Layers

Output

Input Layer
LSTM Layer
Dropout Layer
Dense Layer
Forecasts

(None,1,2000)
(None,10)
(None,10)
(None,1)
1

The best architecture for predicting FHR and UC is as shown in Tables 5 and 6.
The input layer represents ‘lo o k b a c k which is the number of time steps the model looks
back to make the forecast. From Tables 5 and 6, we can observe the look back values to be
1500 and 2000 respectively. LSTM layer indicates the number of LSTM cells present in
that corresponding layer. The dropout layer specifies the presence of dropout layer and the
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value for this is ‘0.1’, meaning 10% of neurons from the previous layer are neglected. And
finally, a single forecast is generated by the model.
The model was validated on 480 time-steps, which translates to 2 minutes (120
seconds). 80% of rest of the data was used for training the model and 20% for testing. The
results from both the models are shown in Figures 13 and 14. Features such as accelerations
and contractions from these predictions would be close to that of the original data as
observed from the figures. The performance metrics for testing and validation of both the
models are given in Table 7. The reason for slightly better performance of the model for
FHR during validation could be the attributed to distribution of data and the presence of
regularization technique (dropout) during the training. From the results, we can conclude
that with ideal hyperparameters, LSTM can be a robust model to understand and predict
CTG data.

Figure 13. LSTM fetal heart rate predictions (acidosis)
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Figure 14. LSTM uterine contractions predictions (acidosis)

Table 7. Performance measures (acidosis)

Measure

FHR

UC

Testing RMSE
Testing MAE
Validation RMSE
Validation MAE

7.6314
6.2494
5.3828
4.0908

5.5155
3.9329
6.4757
5.2563

Table 8. LSTM architecture for fetal heart rate (non-acidosis)

Layers

Output

Input Layer
LSTM Layer
Dense Layer
Forecasts

(None,1,1000)
(None,10)
(None,1)
1
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Table 9. LSTM architecture for uterine contractions (non-acidosis)

Layers

Output

Input Layer
LSTM Layer
Dropout Layer
Dense Layer
Forecasts

(None,1,800)
(None,10)
(None,10)
(None,1)
1

The modeling process is repeated for non-acidosis data sample and two LSTM
architectures were developed one each for FHR and UC as represented in Tables 8 and 9.
The predictions from the trained and tested models are shown in Figures 15 and 16. Once
again, we can observe that the forecasts for FHR and UC were close to the actual data. The
corresponding errors for testing and validation are summarized in Table 10.

Figure 15. LSTM fetal heart rate predictions (non-acidosis)
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Figure 16. LSTM uterine contractions predictions (non-acidosis)

Table 10. Performance measures (non-acidosis)

Measure

FHR

UC

Testing RMSE
Testing MAE
Validation RMSE
Validation MAE

4.7568
3.7265
4.7704
3.9593

1.1126
0.8337
4.1983
3.2487

In the final experiment, we perform feature extraction on forecasts from the LSTM
models for 2 and 4 minutes into the future. The ensemble algorithm of NN and SVM is
then used to classify those features. This generated final output would be the state predicted
by the model. As there are 4 readings recorded every second, the forecasts for 2 minutes
and 4 minutes represents ‘480’ and ‘960’ time steps respectively. The results are
summarized in Table 11. For the non-acidosis data sample, both NN and SVM predicted
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the class accurately for both 2 and 4 minutes. Therefore, the resultant ensemble output is
‘0’ or ‘non-acidosis’. However, for acidosis, NN predicted the class accurately for both the
time periods but SVM failed to classify the state for 4 minutes. Therefore, the ensemble
output for 4 minutes in the acidosis scenario, is ‘Unsure’. As discussed in earlier sections,
the model can be improved by providing more data for training the classification and
forecasting algorithms.

Table 11. Future fetal state classification

Measure

Non-acidosis (0)
2 min
4 min
(480 time
(960 time
steps)
steps)

Acidosis (1)
2 min
4 min
(480 time
(960 time
steps)
steps)

NN
SVM

0
0

0
0

1
1

1
0

Ensemble output

0

0

1

Unsure

5. DISCUSSION

In this research, we presented an integrated model consisting of classification and
forecasting models for evaluating the future state of the fetus. LSTM generates the
forecasts for FHR and UC data, and an ensemble classification predicts the state based on
the extracted features. As far as we are aware, this is the first of its kind model with this
capability.
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The purpose of an ensemble model is to develop a better model from weaker
algorithms. Our results validate this observation as the ensemble algorithm with NN and
SVM showed significantly better results over the individual models. The major reason for
lower accuracy of ensemble model discussed in this paper is the dataset size being limited
to 94 samples. The model performance can be improved by training on more samples. In
our experiments, we have observed an increase in the accuracy with over sampling the data
with gaussian noise. However, given the context of the problem, we believe obtaining
additional data would be the right solution. Other methodologies for classification such as
image analysis and sequence classification with LSTM using deep learning can be tested
to see if the performance increases with limited data.
The objective of the paper was to develop an integrated model, which identifies the
patterns in FHR and UC, and forecasts the corresponding values using an LSTM which are
then classified using the ensemble algorithm. The discussed methodology can provide
obstetricians with the capability of understanding the future fetal condition along with the
current state. The possible outcomes of the model for fetal state are ‘acidosis’, ‘non
acidosis’ and ‘unsure’, which are easy to interpret. It can help the doctors to make informed
decisions regarding interventions based on these predictions.
A major drawback with the current approach is the development of a new LSTM
architecture and optimization of hyperparameters for FHR and CTG of every training
sample. This can be avoided by implementing an LSTM model trained on multiple time
series data as shown in Figure 17. The initial training time will be significantly higher,
however this will a single model unlike the current approach which involves developing
188 LSTM models for the 94 data samples.
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Figure 17. LSTM with multi time series training
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SECTION

2. CONCLUSION AND FUTURE WORK

This work examines several methods to model, understand and predict complex
systems and processes. Time Series forecasting was implemented to predict the behavior
of the systems examined here based on historical data. Once trained, these methods are
capable of providing results comparable or better than mathematical models without
requiring the intensive amount of data.

The use of deep learning-based time series

forecasting models for predicting the complex behavior along with the addition of
uncertainty estimation to capture the variability of the dynamic parameter is the major
contribution of the dissertation. This approach can be used to understand and predict the
behavior of naturally occurring systems.
The first and second paper in the dissertation discuss agent-based and deep learning
models respectively for flood prediction. The former explores ABM for indundation and
traffic simulation. The second paper uses a deep learning time-series prediction model, for
gauge height forecasting, which had a better performance compared to regression and
mathematical models currently being used by the United States Geological Survey [38].
The uncertainty quantification for the Long Short-Term Memory (LSTM) network can be
used to capture the variability within these complex systems. A data sub-selection method
was also proposed in the dissertation as an uncertainty estimation technique in situations
where ‘dropout’ does not necessarily improve the prediction performance. The flood
inundation model in paper 1 can be integrated with flood prediction model in paper 2 to
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provide the future guage height predictions, the spatial flooding and that scenario and the
resultant traffic analysis.
Future work includes integration of gauge height prediction, flood inundation and
traffic simulation models to allow for a single flood management application. The
methodology can be implemented in multiple test locations and validate with real time
flooding events, including the recent one in Michigan. This model can thus be used for
emergency response by using the prediction to preemptively reroute traffic and save lives.
The third and fourth papers discuss a prediction model for fetal acidosis. The three
categories commonly used in practice are ‘normal’, ‘suspect’, and ‘pathological’. The third
paper addressed the drawbacks with these categories and omittance of ‘suspect’ category
data in some of the articles, by developing an algorithm that delivers better overall
performance. Further, a few issues with the data availability and methodology were
identified. First, being the lack of ‘late decelerations’ among the features used for
classification, which is considered to be a significant indicator of fetal state. Secondly,
there is not enough benefit for an obstetrician to know the condition after the delivery,
therefore, a real-time monitoring system that can provide the information regarding future
state of the fetus during labor is useful.
Both the problems are addressed in the fourth paper with the development of a
feature extraction algorithm to identify the relevant features and a deep learning model for
real-time fetal state prediction. This paper uses the classification algorithm developed in
paper 3 for the state prediction. Development of a real-time fetal state prediction model
using deep learning is the key contribution. Another contribution is the feature extraction
algorithm, which can identify the late decelerations along with the other features as
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provided by the International Federation of Gynecology and Obstetrics (FIGO) guidelines.
This paper integrates fetal heart rate and contractions prediction model with the acidosis
classification algorithm to provide the future fetal state information to the obstetricians.
Future work includes developing a single prediction model instead of a different
one for each sample. The feature extraction can be improved by identification of more
features and further validation by obstetricians. The limiting factor for the model
performance is the number of samples. Therefore, obtaining data from multiple hospitals
can further enhance the accuracy of the model. As discussed in Section 4 of paper IV, the
prediction model can be improved by developing a single LSTM model which can learn
from all the past patients’ data. The uncertainty quantification discussed in paper 2 can be
applied to fetal acidosis to account for the variability.
This dissertation analyzed hybrid models to understand and predict complex
behaviours. An integrated model proposed by combining papers 1 and 2 can be used to
understand the spatial extent of flood predictions using deep learning and simulation.
Similarly, the hybrid deep learning and classification model developed in paper 4 can help
the obstetricains prevent acidosis. The developed hybrid models for the two applications
provide significant contributions to the corresponding fields. The flood predictions will be
beneficial for disaster management and transportation organizations to plan and save lives
by evacuating the relevant regions and preventing people from driving onto the affected
roads. The acidosis predictions can help the obstetricians by providing the future fetal
condition so that they can take necessary actions early to prevent asphyxiation and other
complications.
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It can be observed that, the simulation model developed in paper 1 or the deep
learning model from paper 2 by itself cannot be used to predict floods, but when integrated
together, we have a comprehensive flood prediction model. Similarly, the combined deep
learning model and classification algorithm as discussed in paper 4 achieves the purpose
of predicting the future fetal state. In both cases, leveraging the strengths of different
modeling and/or computational intelligence techniques gives results that outperform
existing methods and advance predictive capabilities. This hybrid modeling approach can
be applied to other complex problems such as climate changes, disaster modeling, disease
predictions,
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