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ON THE CAUCHY PROBLEM OF THE STANDARD LINEAR SOLID MODEL
WITH HEAT CONDUCTION: FOURIER VERSUS CATTANEO
MARTA PELLICER1 AND BELKACEM SAID-HOUARI2
Abstract. In this paper, we consider the standard linear solid model in RN coupled, first, with the
Fourier law of heat conduction and, second, with the Cattaneo law. First, we give the appropriate
functional setting to prove the well-posedness of both models under certain assumptions on the parameters
(that is, 0 < τ ≤ β). Second, using the energy method in the Fourier space, we obtain the optimal decay
rate of a norm related to the solution both in the Fourier and the Cattaneo heat conduction models under
the same assumptions on the parameters. More concretely, we prove that, when 0 < τ < β, the model
with heat conduction has the same decay rate as the Cauchy problem without heat conduction (see [25])
both under the Fourier and Cattaneo heat laws. Also, we are able to see that the difference between
using a Fourier or Cattaneo law in the heat conduction is not in the decay rate, but in the fact that the
Cattaneo coupling exhibits the well-know regularity loss phenomenon, that is, Cattaneo model requires
a higher regularity of the initial data for the solution to decay. When 0 < τ = β (that is, when the
dissipation comes through the heat conduction) we still have asymptotic stability in both heat coupling
models, but with a slower decay rate. As we prove later, such stability is not possible in the absence of
the heat conduction. We also prove the optimality of the previous decay rates for both models by using
the eigenvalues expansion method. Finally, we complete the results in [25] by showing how the condition
0 < τ < β is not only sufficient but also necessary for the asymptotic stability of the problem without
heat conduction.
1. Introduction
This paper deals with well-posedeness, stability and decay rates of a class of vibration problems
modeling the so-called standard linear solid model of viscoelasticity coupled with heat conduction.
Without considering the heat conduction effect, Gorain & Bose [10] (see also [4]) derived the equation
(1.1) τuttt + utt − a2∆u− a2β∆ut = 0,
as a more realistic approach to model flexible structural systems possessing internal damping (see more
details below). By constructing a suitable Lyapunov functional, Gorain [9] investigated the initial and
boundary value problem associated to (1.1) an showed an exponential decay of the energy
(1.2) E(t) =
1
2
∫
Ω
{|τutt + ut|2 + a2|τ∇ut +∇u|2 + a2τ(β − δ)|∇ut|2} dx,
provided that
(1.3) 0 < τ < β.
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The study of problem (1.1) has been extended to an abstract setting in [8] where the authors studied the
regularity of mild and strong solutions of an abstract mathematical model of a flexible space structure
under appropriate initial conditions.
Equation (1.1) can be obtained by considering the following relation
(1.4) σ + τσ′ = E(e + βe′)
where σ is the stress, e is the strain, E is the Young modulus of the elastic structure and the constants
τ and β are small and satisfying (1.3). If τ = β = 0 in (1.4), then we get σ = Ee which indicates that
the vibrations are governed by the free wave equation
utt − a2∆u = 0.
Under the assumption (1.3), we obtain (1.1), the so-called standard linear solid model or, also, standard
linear model of viscoelasticity (see [9] or [25] for more details on the modelling). Surprisingly, this equa-
tion is also known as the Moore-Gibson-Thompson equation and arises in Acoustics as an alternative
model to the well-know Kuznetsov equation to describe the vibrations of thermally relaxing fluids (see
[14], for instance).
This problem has been recently studied by several authors in a bounded domain (apart from the
references above, see also [13], [19] or [26] and the references therein, among others) and also in RN
in [25] and [33] . In these references we can see that the relation (1.3) turns out to be critical for the
stability of this problem. Roughly speaking, it has been known that, in the bounded domain problem,
the strongly continuous semigroup that describes the dynamics of this problem is exponentially stable
provided the dissipative condition (1.3) is fulfilled and that the system exhibits a chaotic behaviour
when τ > β > 0 (see [7] for this last result). Several works on the Moore-Gibson-Thompson equation
with memory have also been published (see, for instance, [15] and the references therein).
Recently, the authors in [25] showed the well-posedness of the corresponding Cauchy problem, as
well as the optimal decay rate of its solutions (using the energy method in the Fourier space to build
an appropriate Lyapunov functional, together with the eigenvalues expansion method). The authors of
the recent paper [33] investigated a nonlinear version of (1.1) and proved a global existence and decay
results for the solution under the smallness assumption on the initial data.
On the other hand, a well-known model for the heat conduction is the Fourier law, that is:
θt + γ∇ · q = 0
and
q + κ∇θ = 0
for γ, β > 0, where θ and q stand for the temperature difference and heat flux vector, respectively.
Combining the previous two equations we obtain the parabolic heat equation:
θt − γκ∆θ = 0
that allows an infinite speed for thermal signals. To overcome this drawback in the Fourier law, we can
consider the Cattaneo law (also known as Maxwell-Cattaneo law) of heat conduction that differs from
the Fourier one by the presence of the relaxation term qt as
τ0qt + q + κ∇θ = 0
with τ0 > 0, which now models the heat propagation equation as a damped wave equation. This
phenomenon is known as second sound effect and it is experimentally observed in materials at a very
low temperature, where heat seems to propagate as a thermal wave, which is the reason for this name
(see [1], [3] or [21], and the review in [28]). The parameter τ0 > 0 is the relaxation time of the heat flux
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(usually small compared to other parameters) and arises due to the delay in the response of the heat
flux to the temperature gradient.
Recently, the authors in [1] considered equation (1.1) coupled with the Fourier law of heat conduction
in bounded domain. Namely, they studied the system{
τuttt + utt − a2∆u− a2β∆ut + η∆θ = 0,
θt −∆θ − τη∆utt − η∆ut = 0,
(1.5)
where x ∈ Ω (a bounded domain of RN) and t ∈ (0,∞) and η ≥ 0 being the coupling coefficient.
Observe that when η = 0 we recover the standard linear solid model of viscoelasticity (1.1). The
authors proved that under the assumption (1.3) the system (1.5) is well-posed and, also, they showed
that the total energy
E(t) + ‖θ(t)‖2L2(Ω)
decays exponentially, where E(t) is given in (1.2). Although thermoelasticity and thermoviscoelasticity
have been widely treated in the literature, to our knowledge this is the only reference to the standard
linear solid model coupled with heat conduction. Previous thermoelastic and thermoviscoelastic models
have been studied in the literature from the point of view of the stability of their solutions. These
models are, for instance, the strongly damped wave equation (or wave equation with Kelvin-Voigt
damping) with heat conduction, using either the Fourier or the Cattaneo law of heat conduction (see
[20] as a reference for the former, or [2] or [27] as references for the latter). Or also the models of
classical thermoelasticity (that is, wave equation coupled with heat conduction), where both Fourier
and Cattaneo laws have been used for the heat coupling (see [6], [18] or [27], among many others, as
references for the asymptotic stability of these models). Finally, we can find works on the asymptotic
stability of thermoelastic plates, with also either Fourier or Cattaneo laws being used (see [23] and [32],
respectively, or [34] for a comparison between both approaches).
Our goal in this paper is to consider the equation (1.1) coupled either with the Fourier or the Cattaneo
law of heat conduction in RN . That is, we want to consider the following system:

τuttt + utt − a2∆u− a2β∆ut + η∆θ = 0,
θt + γ∇ · q − τη∆utt − η∆ut = 0,
τ0qt + q + κ∇θ = 0,
(1.6)
where x ∈ RN , t ≥ 0, τ, γ, κ, δ > 0 and τ0, η ≥ 0, for both the Fourier model (i.e., τ0 = 0) and the
Cattaneo one (i.e., τ0 > 0). We show that, when 0 < τ < β and also when 0 < τ = β, the corre-
sponding systems are well-posed in the appropriate functional setting. Also we prove their asymptotic
stability giving the decay of certain norms related to the norm of the solution of the corresponding
Cauchy problems. We compare the obtained decay rates between them and also with the ones of the
problem without heat conduction, in order to see how the heat conduction term and its type affects
the asymptotic behaviour of the solutions. We would like to remark that in the present paper we also
discuss the case τ = β (not only the case 0 < τ < β as in our previous work [25]), both in the Fourier
and Cattaneo case, which turns out to be important when we add heat conduction to the standard
linear solid model. This is because the only damping in this case comes from the heat conduction. In
this paper we see that, while when η = 0 (no heat conduction) the problem for τ = β becomes unstable
(to our knowledge this was only proved through numirical method so far). When η > 0 we are able to
show the asymptotic stability both for the Fourier and Cattaneo problems.
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The asymptotic stability results we prove in the following sections are the following decay rates.
First, we show the following decay rate for the Fourier model under the condition (1.3):∥∥∇kVF (t)∥∥L2(RN ) ≤ C(1 + t)−N/4−k/2 ∥∥V 0F∥∥L1(RN ) + Ce−ct ∥∥∇kV 0F∥∥L2(RN ) ,
for any t ≥ 0 and 0 ≤ k ≤ s, where VF(x, t) = (τutt + ut,∇(τut + u),∇ut, θ)T (x, t) and V 0F = VF(x, 0)
(see Theorem 2.3). On the other hand, we investigate the coupling with the Cattaneo law and prove
that the decay estimate when (1.3) is:∥∥∇kVC (t)∥∥L2(RN ) ≤ C(1 + t)−N/4−k/2 ∥∥V 0C∥∥L1(RN ) + C(1 + t)−ℓ/2 ∥∥∇k+ℓV 0C∥∥L2(RN ) ,
for any t ≥ 0 and 0 ≤ k+ ℓ ≤ s, where VC(x, t) = (τutt+ ut,∇(τut+ u),∇ut, θ, q)T (x, t), V 0C = VC(x, 0)
(see Theorem 3.2). Thus, the exponent of the decay rate under the assumption (1.3) is the same for
both types of heat coupling and, actually, the same as the one obtained in the Cauchy problem for the
model without heat conduction (see Theorem 3.6 in [25]). In particular, adding the heat conduction
does not produce a faster decay rate. The difference between both heat laws when 0 < τ < β (and also
with the model without heat conduction) is that the Cattaneo model exhibits the decay property of
regularity-loss type. This phenomenon is well-known in other models (see for instance [11] and [12]), and
might be usually expected in the presence of Cattaneo law of heat conduction (see [34], for instance).
In the case τ = β, we see that the decay rates are slightly different from the previous ones. For the
Fourier model we have∥∥∇kWF (t)∥∥L2(RN ) ≤ C(1 + t)−N/8−k/4 ∥∥W 0F∥∥L1(RN ) + Ce−ct ∥∥∇kW 0F∥∥L2(RN ) ,
for any t ≥ 0 and 0 ≤ k ≤ s, where WF(x, t) = (τutt + ut,∇(τut+ u), θ)T (x, t) and W 0F = WF(x, 0) (see
Theorem 2.14). On the other hand, for the Cattaneo model when τ = β we have:∥∥∇kWC (t)∥∥L2(RN ) ≤ C(1 + t)−N/8−k/4 ∥∥W 0C∥∥L1(RN ) + C(1 + t)−ℓ/3 ∥∥∇k+ℓW 0C∥∥L2(RN ) ,
where WC(x, t) = (τutt+ut,∇(τut+u), θ, q)T (x, t), W 0C =WC(x, 0) and ℓ is a nonnegative integer such
that k + ℓ ≤ s (see Theorem 3.11). So, roughly speaking, adding the heat conduction to the problem
yields asymptotic stability of the solution in the case β = τ , a problem that is not asymptotically stable
in the absence of heat conduction (see Sections 2.3 and 2.4). The heat conduction acts as a damping
that suffices to obtain the asymptotic stability of the problem, but with decay rates that are slower
than the ones obtained in the case 0 < τ < β, which makes sense as when τ = β the heat conduction
is our only source of dissipation. Also, and unlike the Fourier model (as before), the Cattaneo model
exhibits again the regularity-loss phenomenon, with a loss of regularity apparently higher than in the
0 < τ < β case. In fact it is known for many mathematical models that the dissipation induced by
the heat conduction is usually weaker than the frictional dissipation or viscoelastic dissipation. For
instance, similar decay rates have been obtained recently for the Timoshenko system coupled with heat
conduction in [22] and [16].
Another result we see in the present work is the following one. In [25] we proved that the condition
(1.3) was a sufficient condition for the stability of the Cauchy problem for the standard linear model
without heat conduction, but we did not prove it was a necessary one. In Section 2.3 we use the
Routh-Hurwitz theorem to complete this stability analysis proving that this condition (1.3) is also a
necessary condition for the asymptotic stability of the model (1.6) with η = 0, this result is important
since in bounded domain only numerical evidences were presented. See [7] and [14]. Also the condition
0 < τ ≤ β is a sufficient (but not necessary) condition for the asymptotic stability for the standard
linear model with the Fourier heat coupling ((1.6) with η > 0 and τ0 = 0), which completes the stability
results given in Sections 2.2 and 2.4. The same techniques do not give any information for the Cattaneo
case.
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Finally, to see the optimality of the previous decay and regularity results, we compute the asymptotic
expansions of the real parts of the eigenvalues associated to the Fourier transform of the solution, both
when the Fourier parameter |ξ| tends to 0 and to ∞. Roughly speaking, the behavior of the real part
when |ξ| → 0 determines the decay rate of the solution, while the behaviour of the real parts for large
frequencies is responsible for the required regularity of the initial data for the decay to be fulfilled (see
Remark 4.4 in [25] for more details). We see that in all cases except the last one (Cattaneo when τ = β)
the decay rates are optimal since the asymptotic behaviour of the solutions (which is expected from the
asymptotic expansion of the eigenvalues) agrees with the one given by the previous decay results (see
Remarks 2.10, 2.16, 3.8 and 3.14).
To summarize, the main interest of this work relies on the following results. First, adding the heat
conduction does not improve the decay in the case 0 < τ < β. It may even destroy the nice property
of the solution as in the Cattaneo case (regularity loss phenomenon). Second, for τ = β, adding the
heat conduction provides a stability to the solution which is (as we prove) unstable in the absence of
the heat conduction. Finally, there is a significant difference between the Fourier law and the Cattaneo
one (in terms of the regularity loss). Such difference cannot be seen when τ = 0. This makes the limit
problem τ → 0 very interesting.
This paper is organized as follows. In Section 2, we investigate the Fourier-law model, while Section
3 is devoted to the analysis of the Cattaneo-law model. More concretely, in Section 2.1 we show the
well-posedness of the Fourier model, and in Sections 2.2 and 2.4 we prove the stability results for the
Fourier model when τ < β and τ = β, respectively, and discuss the optimality of the corresponding
decay rates comparing them with the one expected from the asymptotic expansion of the eigenvalues.
In Section 2.3 we see that, indeed, 0 < τ < β is a necessary and sufficient condition for the stability
of (1.6) when η = 0 (no heat coupling), a result which represents a novelty for this problem. We also
use the same techniques to discuss wether this condition is also necessary when η > 0. In Section 3 we
show the well-posedness for the Cattaneo model, and Sections 3.2 and 3.3 are devoted to the stability
results for the Cattaneo model when when τ < β and τ = β, respectively.
2. The Fourier-law model
In this section, we consider the standard linear model of viscoelasticity coupled with heat conduction
of Fourier type. That is, we consider the system (1.6) with τ0 = 0:
(2.1a)
{
τuttt + utt − a2∆u− a2β∆ut + η∆θ = 0,
θt − γκ∆θ − τη∆utt − η∆ut = 0,
where x ∈ RN , t ≥ 0, with the following initial data
(2.1b) u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , utt (x, 0) = u2 (x) , θ (x, 0) = θ0 (x) .
Without loss of generality we will consider a = 1 and γ = κ = 1 for the rest of this section. First
(in Section 2.1), we are giving the appropriate functional setting to prove the well-posedness of this
problem. Second (Sections 2.2, 2.3 and 2.4) we show stability results of the solution of (2.1), discussing
the cases 0 < τ < β and τ = β, and η = 0 and η > 0, separately.
2.1. Functional setting and well-posedness of the Fourier-law model. We are going to follow
and adapt to the present problem the ideas for the functional setting and the well-posedness in [1] and
in [25]. We are going to see that this is a well-posed problem when 0 < τ ≤ β.
First, we need to write problem (2.1) as a first-order evolution equation. We take v = ut and w = utt
and we rewrite the previous problem as:
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(2.2)


d
dt
U(t) = AFU(t), t ∈ [0,+∞)
U(0) = U0
where U(t) = (u, v, w, θ)T , U0 = (u0, u1, u2, θ0)
T and AF : D(AF) ⊂ HF −→ HF is the following linear
operator
AF


u
v
w
θ

 =


v
w
1
τ
∆(u+ βv − ηθ)− 1
τ
w
∆(ηv + τηw + θ)

 .
Following [1] and [25], we introduce the energy space
HF = H1(RN)×H1(RN)× L2(RN)× L2(RN)
with the following inner product
〈(u, v, w, θ), (u1, v1, w1, θ1)〉HF = τ(β − τ)
∫
RN
∇v · ∇v1 dx+
∫
RN
∇(u+ τv) · ∇(u1 + τv1) dx
+
∫
RN
(v + τw)(v1 + τw1) dx +
∫
RN
(u+ τv)(u1 + τv1) dx
+
∫
RN
vv1 dx+
∫
RN
θθ1 dx
and the corresponding norm
(2.3)
‖(u, v, w, θ)‖2HF = τ(β − τ)‖∇v‖2L2(RN ) + ‖∇(u+ τv)‖2L2(RN )
+‖v + τw‖2L2(RN ) + ‖u+ τv‖2L2(RN ) + ‖v‖2L2(RN ) + ‖θ‖2L2(RN ).
Remark 2.1. It can be seen that this new norm is equivalent to the usual one in HF = H1(RN) ×
H1(RN)×L2(RN)×L2(RN ). Actually, and as we said in [25], observe that this new norm is slightly dif-
ferent from the one introduced in [1]: as in unbounded domains we do not have the Poincare´ inequality,
the new terms are necessary so that the new norm (2.3) is equivalent to the usual one in HF.
We consider (2.2) in the Hilbert space HF with domain
D(AF) =
{
(u, v, w, θ) ∈ HF;w, θ ∈ H1(RN) and u+ βv − ηθ, ηv + τηw + θ ∈ H2(RN)
}
.
Theorem 2.2. Under the dissipative condition 0 < τ ≤ β, the operator AF is the generator of a C0-
semigroup of contractions on HF. In particular, for any U0 ∈ D(AF), there exists a unique function
U ∈ C1([0,+∞);HF) ∩ C([0,+∞);D(AF)) satisfying (2.2).
Proof. As in [25], we are going to consider the perturbed problem

d
dt
U(t) = ABFU(t), t ∈ [0,+∞)
U(0) = U0
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where
ABF


u
v
w
θ

 = (AF +BF)


u
v
w
θ

 =


v
w
1
τ
∆(u+ βv − ηθ)− 1
τ
w − 1
τ
u− v − 1
τ2
v
∆(ηv + τηw + θ)

 .
We are going to prove that, if 0 < τ ≤ β, ABF is a maximal monotone operator in HF. Using the
Lummer-Phillips theorem (see, for instance, Theorem 4.3 in Chapter 1 of [24]), this allows us to say
that, ABF is the generator of a C0-semigroup of contractions on HF. As ABF is a bounded perturbation
of AF in HF, we can say that AF is also the generator of a C0-semigroup of contractions on HF when
0 < τ ≤ β (see, for instance, Theorem 1.1 in Chapter 3 of [24]).
To prove this, observe first that, following the same steps as in the proof of Proposition 2.1 in [1] and
using our new inner product, we can see that, for any U ∈ D(ABF ),
Re〈ABFU, U〉HF = −(β − τ)
∫
RN
|∇v|2 dx− 1
τ
∫
RN
|v|2 dx−
∫
RN
|∇θ|2 dx ≤ 0
since 0 < τ ≤ β. Hence, the operator ABF is dissipative when 0 < τ ≤ β.
Now, following the same steps as in the proof of Proposition 2.2 in [1] and Theorem 2.2 in [25], we
can see that R(λId − ABF ) = HF for λ =
−1 +√1 + 4τ
2τ
> 0. That is, ABF is maximal in HF. As the
proof of this fact is the same as the proof of the surjectivity in the Cattaneo-law model but taking
τ0 = 0, we refer the reader to the Section 3.1 for the details.
As we said, since ABF is maximal monotone when 0 < τ ≤ β, we can conclude that ABF (and, hence,
AF) generates a C0 semigroup of contractions in HF. The regularity of the solution follows using [5] or
[24]. ✷
2.2. Stability results: the case 0 < τ < β. We show some stability results of a norm related with
the solution of (2.1). We discuss the two cases separatedly: 0 < τ < β in the present section and
0 < β = τ in Section 2.4. In this section we show that the decay rate of the norm related to the
solution of (2.1) is (1 + t)−N/4.
Taking the Fourier transform of (2.1) we obtain the following ODE initial value problem
(2.4a)
{
τ uˆttt + uˆtt + |ξ|2uˆ+ β|ξ|2uˆt − η|ξ|2θˆ = 0,
θˆt + |ξ|2θˆ + τη|ξ|2uˆtt + η|ξ|2uˆt = 0,
with
(2.4b) uˆ (ξ, 0) = uˆ0 (ξ) , uˆt (ξ, 0) = uˆ1 (ξ) , uˆtt (ξ, 0) = uˆ2 (ξ) , θˆ (ξ, 0) = θˆ0 (ξ)
where ξ ∈ RN . Recall that
vˆ = uˆt, wˆ = uˆtt.
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Thus, system (2.4) becomes
uˆt − vˆ = 0,(2.5a)
vˆt − wˆ = 0,(2.5b)
τwˆt + wˆ + |ξ|2uˆ+ β|ξ|2vˆ − η|ξ|2θˆ = 0,(2.5c)
θˆt + |ξ|2θˆ + ητ |ξ|2wˆ + η|ξ|2vˆ = 0,(2.5d)
with the initial data
uˆ (ξ, 0) = uˆ0 (ξ) , vˆ (ξ, 0) = v0 (ξ) , wˆ (ξ, 0) = wˆ0 (ξ) , θˆ (ξ, 0) = θˆ(ξ).(2.5e)
We can write system (2.5) as the following first order ODE system in the matrix form
(2.6) Uˆt = Ψ(ξ)Uˆ , with Ψ(ξ) = L+ |ξ|2A,
where Uˆ(ξ, t) = (uˆ(ξ, t), vˆ(ξ, t), wˆ(ξ, t), θˆ(ξ, t))T , and
L =


0 1 0 0
0 0 1 0
0 0 − 1
τ
0
0 0 0 0

 , A =


0 0 0 0
0 0 0 0
− 1
τ
−β
τ
0 η
τ
0 −η −τη −1

 .
2.2.1. Lyapunov functional. In this section, we apply the energy method in the Fourier space in order
to find the decay rate of the L2-norm of the vector VF(x, t) = (τutt+ut,∇(τut+u),∇ut, θ)T (x, t), where
(u(x, t), θ(x, t)) is the solution of (2.1). We follow the same ideas of [25, Section 3].
The main result of the present section is the decay for this L2-norm of VF, given in the following
theorem.
Theorem 2.3. Assume that 0 < τ < β. Let VF(x, t) = (τutt+ut,∇(τut+u),∇ut, θ)T (x, t), where (u, θ)
is the solution of (2.1). Let s be a nonnegative integer and let V 0F = VF(x, 0) ∈ Hs
(
RN
) ∩ L1 (RN) .
Then, the following decay estimate
(2.7)
∥∥∇kVF (t)∥∥L2(RN ) ≤ C(1 + t)−N/4−k/2 ∥∥V 0F∥∥L1(RN ) + Ce−ct ∥∥∇kV 0F∥∥L2(RN )
holds, for any t ≥ 0 and 0 ≤ k ≤ s, where C and c are two positive constants independent of t and V 0F .
Remark 2.4. Observe that, as we said before, this decay rate is the same one obtained in [25] for
V (x, t) = (τutt+ut,∇(τut+u),∇ut)T (x, t), where u(x, t) is the solution of the Cauchy problem for the
case η = 0 (no heat conduction) when 0 < τ < β. Hence, the heat coupling under the Fourier law does
not change the decay, as one may expect, or change the regularity of this norm related to the solution
in this case.
To prove the previous theorem, we need to obtain the following pointwise estimate for the Fourier
image of VF.
Proposition 2.5. Assume that 0 < τ < β and let (u, θ) be the solution of (2.1). Then for VF(x, t) =
(τutt + ut,∇(τut + u),∇ut, θ)T (x, t) and for all t ≥ 0, we have
(2.8) |VˆF(ξ, t)|2 ≤ Ce−cρf(ξ)t|VˆF(ξ, 0)|2,
where
ρf(ξ) =
|ξ|2
(1 + |ξ|2)
SLV EQUATION WITH HEAT CONDUCTION 9
and C and c are two positive constants.
The proof of this proposition is done using the following lemmas.
Lemma 2.6. Assume that 0 < τ < β. Let (uˆ, vˆ, wˆ, θˆ)(ξ, t) be the solution of (2.5). We define the
energy functional associated to the system in the Fourier space (2.5) as
(2.9) EˆF(ξ, t) :=
1
2
{
|vˆ + τwˆ|2 + |ξ|2|uˆ+ τ vˆ|2 + τ(β − τ)|ξ|2|vˆ|2 + |θˆ|2
}
≥ 0.
Then for all t ≥ 0, there exist two positive constants c1 and c2 such that
(2.10) c1|VˆF(ξ, t)|2 ≤ EˆF(ξ, t) ≤ c2|VˆF(ξ, t)|2
and
(2.11)
d
dt
EˆF(ξ, t) = −(β − τ)|ξ|2|vˆ|2 − |ξ|2|θˆ|2,
where
|VˆF(ξ, t)|2 = |τwˆ + vˆ|2 + |ξ|2|τ vˆ + uˆ|2 + |ξ|2|vˆ|2 + |θˆ|2.
Remark 2.7. Observe that this energy is the same one defined in [25, Section 3] plus the heat therm.
So, the proof of this Proposition will follow the one of Lemma 3.2 in [25].
Proof. First observe that inequality (2.10) holds under the assumption 0 < τ < β.
Let us now prove equality (2.11). Summing up the equations (2.5b) and (2.5c), we get
(2.12) (vˆ + τwˆ)t = −|ξ|2uˆ− β|ξ|2vˆ + η|ξ|2θˆ.
Multiplying (2.12) and ¯ˆv + τ ¯ˆw and taking the real parts, we obtain,
1
2
d
dt
|vˆ + τwˆ|2 = −τ |ξ|2Re(uˆ ¯ˆw)− βτ |ξ|2Re(vˆ ¯ˆw)− |ξ|2Re(uˆ¯ˆv)
−β|ξ|2|vˆ|2 + η|ξ|2Re(θˆ¯ˆv) + ητ |ξ|2Re(θˆ ¯ˆw),(2.13)
Next, multiplying the equation (2.5b) by τ(β − τ)¯ˆv and taking the real part, we get
(2.14)
1
2
τ(β − τ) d
dt
|vˆ|2 = τ(β − τ) Re(wˆ¯ˆv).
Now, multiplying the equation (2.5b) by τ and adding the result to the equation (2.5a), we obtain
(2.15) (uˆ+ τ vˆ)t = τwˆ + vˆ.
Multiplying (2.15) by ¯ˆu+ τ ¯ˆv and taking the real parts, we get
(2.16)
1
2
d
dt
|uˆ+ τ vˆ|2 = τ Re(wˆ ¯ˆu) + τ 2 Re(wˆ¯ˆv) + Re(vˆ ¯ˆu) + τ |vˆ|2.
Finally, multiplying the equation (2.5d) by
¯ˆ
θ and taking the real part, we obtain
(2.17)
1
2
d
dt
|θ|2 = −|ξ|2|θˆ|2 − ητ |ξ|2Re(wˆ ¯ˆθ)− η|ξ|2Re(vˆ ¯ˆθ).
Now, computing (2.13)+ |ξ|2(2.14) + |ξ|2(2.16) + (2.17), we obtain (2.11), which finishes the proof of
Lemma 2.6.

The next two lemmas follow the same ideas as in [25].
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Lemma 2.8. Let us define the functional F1(ξ, t) as
(2.18) F1(ξ, t) = Re
(
(¯ˆu+ τ ¯ˆv)(vˆ + τwˆ)
)
.
Then, for any ǫ0 > 0, we have
(2.19)
d
dt
F1(ξ, t) + (1− ǫ0)|ξ|2|uˆ+ τ vˆ|2 ≤ |vˆ + τwˆ|2 + C(ǫ0)|ξ|2(|vˆ|2 + |θˆ|2).
Proof. The proof of this Lemma can be done following the proof of Lemma 3.2 of [25]. In order to make
the paper self-contained, we recall the proof here. Multiplying equation (2.12) by ¯ˆu+ τ ¯ˆv and equation
(2.15) by ¯ˆv + τ ¯ˆw we get, respectively,
(vˆ + τwˆ)t(¯ˆu+ τ ¯ˆv) = (−|ξ|2uˆ− β|ξ|2vˆ + η|ξ|2θˆ)(¯ˆu+ τ ¯ˆv)
= (−|ξ|2uˆ− β|ξ|2vˆ − τ |ξ|2vˆ + τ |ξ|2vˆ + η|ξ|2θˆ))(¯ˆu+ τ ¯ˆv)
and
(uˆ+ τ vˆ)t(¯ˆv + τ ¯ˆw) = (τwˆ + vˆ)(¯ˆv + τ ¯ˆw).
Summing up the above two equations and taking the real part, we obtain
(2.20)
d
dt
F1(ξ, t) + |ξ|2|uˆ+ τ vˆ|2 − |vˆ + τwˆ|2 = |ξ|2(τ − β) Re(vˆ(¯ˆu+ τ ¯ˆv)) + η|ξ|2Re(θˆ(¯ˆu+ τ ¯ˆv))
Applying Young’s inequality for any ǫ0 > 0, we obtain (2.19). This ends the proof of Lemma 2.8. 
Lemma 2.9. Let us define the functional F2(ξ, t) as
(2.21) F2(ξ, t) = −τ Re(¯ˆv(vˆ + τwˆ)).
Then, for any ǫ1, ǫ2 > 0, we have
(2.22)
d
dt
F2(ξ, t) + (1− ǫ1)|vˆ + τwˆ|2 ≤ C(ǫ1, ǫ2, ǫ3)(1 + |ξ|2)|vˆ|2 + ǫ2|ξ|2|uˆ+ τ vˆ|2 + ǫ3|ξ|2|θˆ|2.
Proof. The proof of this Lemma can be done following the proof of Lemma 3.4 of [25]. As before, in
order to make the paper self-contained, we include the whole proof here. Multiplying the equation
(2.5b) by −τ(¯ˆv + τ ¯ˆw) and (2.12) by −τ ¯ˆv, we obtain, respectively,
−τ vˆt(¯ˆv + τ ¯ˆw) = −τwˆ(¯ˆv + τ ¯ˆw)
and
−τ(vˆ + τwˆ)t ¯ˆv = (τ |ξ|2uˆ+ βτ |ξ|2vˆ − ητ |ξ|2θˆ)¯ˆv
=
(
τ |ξ|2uˆ+ τβ|ξ|2vˆ + τ 2|ξ|2vˆ − τ 2|ξ|2vˆ − ητ |ξ|2θˆ + (vˆ + τwˆ)− (vˆ + τwˆ)
)
¯ˆv.
Summing up the above two equations and taking the real parts, we obtain
d
dt
F2(ξ, t) + |vˆ + τwˆ|2 − τ(β − τ)|ξ|2|vˆ|2
= τ |ξ|2Re{(uˆ+ τ vˆ)¯ˆv}+ Re{(vˆ + τwˆ)¯ˆv}− ητ |ξ|2Re(θˆ¯ˆv).
Applying Young’s inequality, we obtain the estimate (2.22) for any ǫ1, ǫ2, ǫ3 > 0. 
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Proof of Proposition 2.5. Again, we follow the same idea that in the proof of Proposition 2.1 in [25].
We define the Lyapunov functional LF(ξ, t) as
(2.23) LF(ξ, t) = γ0EˆF(ξ, t) +
|ξ|2
1 + |ξ|2F1(ξ, t) + γ1
|ξ|2
1 + |ξ|2F2(ξ, t),
where γ0 and γ1 are positive numbers that will be fixed later on.
Taking the derivative of (2.23) with respect to t and making use of (2.11), (2.19) and (2.22), we
obtain
d
dt
LF(ξ, t) +
(
γ1(1− ǫ1)− 1
) |ξ|2
1 + |ξ|2 |vˆ + τwˆ|
2
+
(
(1− ǫ0)− γ1ǫ2
) |ξ|2
1 + |ξ|2 (|ξ|
2|uˆ+ τ vˆ|2)
+
(
γ0(β − τ)− C(ǫ0)− γ1C(ǫ1, ǫ2, ǫ3)
)
|ξ|2|vˆ|2
+
(
γ0 − C(ǫ0)− γ1ǫ3
)
|ξ|2|θˆ|2 ≤ 0,
where we used the fact that |ξ|2/(1 + |ξ|2) ≤ 1. In the above estimate, we can fix our constants in such
a way that the previous coefficients are positive. This can be achieved as follows: we pick ǫ0 and ǫ1
small enough such that ǫ0 < 1 and ǫ1 < 1. After that, we take γ1 large enough such that
γ1 >
1
1− ǫ1 .
Once γ1 and ǫ0 are fixed, we select ǫ2 small enough such that
ǫ2 <
1− ǫ0
γ1
.
Finally, and recalling that τ < β, we may choose γ0 large enough such that
γ0 > max
{
C(ǫ0) + γ1C(ǫ1, ǫ2)
β − τ , C(ǫ0) + γ1ǫ3
}
Consequently, we deduce that there exists a positive constant γ2 such that for all t ≥ 0,
d
dt
LF(ξ, t) + γ2
|ξ|2
1 + |ξ|2 EˆF(ξ, t) ≤ 0.(2.24)
On the other hand, it is not difficult to see that from (2.9), (2.18), (2.21) and (2.23) and for γ0, large
enough, that there exists two positive constants γ3 and γ4 such that
(2.25) γ3EˆF(ξ, t) ≤ LF(ξ, t) ≤ γ4EˆF(ξ, t).
Combining (2.24) and (2.25), we deduce that there exists a positive constant γ5 such that for all t ≥ 0,
d
dt
LF(ξ, t) + γ5
|ξ|2
1 + |ξ|2LF(ξ, t) ≤ 0.
A simple application of Gronwall’s lemma leads to the estimate (2.8), as LF(ξ, t) and the norm of
|VˆF(ξ, t)|2 are equivalent. 
Now we have all the ingredients, we can proceed with the proof of Theorem 2.3.
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Proof of Theorem 2.3. Using Proposition 2.5, the proof of Theorem 2.3 is the same as the one of The-
orem 3.6 in [25], but we include it here for the sake of self-containedness of the present paper.
To prove Theorem 2.3, we have by Plancherel theorem and the estimate (2.8) that
(2.26)
∥∥∇kVF(t)∥∥2L2(RN ) =
∫
RN
|ξ|2k |VˆF(ξ, t)|2dξ ≤ C
∫
RN
|ξ|2k e−cρf(ξ)t|VˆF(ξ, 0)|2dξ,
It is obvious that the term on the right-hand side of (2.26) depends on the behavior of the function
ρf(ξ). Since
ρf(ξ) ≥
{
1
2
|ξ|2, for |ξ| ≤ 1,
1
2
, for |ξ| ≥ 1,
then it is natural to write the integral on the right-hand side of (2.26) as∫
R
|ξ|2k e−cρf(ξ)t|VˆF(ξ, 0)|2dξ =
∫
|ξ|≤1
|ξ|2k e−cρf(ξ)t|VˆF(ξ, 0)|2dξ +
∫
|ξ|≥1
C |ξ|2k e−cρf(ξ)t|VˆF(ξ, 0)|2dξ
:= L1 + L2.(2.27)
Concerning the integral L1, we have
L1 ≤ C sup
|ξ|≤1
|VˆF(ξ, 0)|2
∫
|ξ|≤1
|ξ|2k e− c2 |ξ|2tdξ ≤ C‖Vˆ 0F (t)‖2L∞
∫
|ξ|≤1
|ξ|2k e− c2 |ξ|2tdξ.
Passing to the polar coordinates and using the following inequality (see Lemma 3.5 in [25]):∫
|ξ|≤1
|ξ|j e−c|ξ|2tdξ ≤ C (1 + t)−(j+N)/2 , for N ≥ 1
we deduce that
L1 ≤ C(1 + t)−N/2−k
∥∥V 0F∥∥2L1(RN ) .(2.28)
On the other hand, we have
(2.29) L2 ≤ Ce− 12 t
∫
|ξ|≥1
|ξ|2k
∣∣∣VˆF(ξ, 0)∣∣∣2 dξ ≤ Ce−ct ∥∥∇kV 0F∥∥2L2(RN )
for a certain c > 0. Consequently, the estimate (2.7) follows by combining (2.27), (2.28) and (2.29).
Thus the proof of Theorem 2.3 is finished. 
2.2.2. Asymptotic behaviour of the eigenvalues. In this section, we use the eigenvalues expansion method
to show that the asymptotic expansion of the eigenvalues near zero and near infinity agrees with the
decay rate obtained in Theorem 2.3.
Remark 2.10. The decay rate in Theorem 2.3 comes from the exponent
ρf(ξ) =
|ξ|2
1 + |ξ|2
of Proposition 2.5. Observe that ρf(ξ) ∼ |ξ|2 when |ξ| → 0, and ρf(ξ) ∼ 1 when |ξ| → ∞. This is the
asymptotic behaviour we expect (and, actually, will obtain) for the real parts of the slowest eigenvalues
in these cases (see Lemmas 2.11 and 2.12 below).
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Lemma 2.11. Assume that 0 < τ < β. Then the real parts of the eigenvalues of the matrix Ψ(ξ)
defined in (2.6) have the following expansion as |ξ| → 0:
(2.30)


Re(λ1,2)(ξ) = −β − τ
2
|ξ|2 +O(|ξ|3),
Re(λ3)(ξ) = −|ξ|2 +O(|ξ|3),
Re(λ4)(ξ) = −1
τ
+O(|ξ|2).
Proof. The characteristic polynomial of (2.6) can be computed in terms of ζ = i|ξ| as
pF(λ) = det(L− ζ2A− λId),(2.31)
where
τ det(L− ζ2A− λId) =(2.32)
τλ4 +
(
1− τζ2)λ3 + (τη2ζ2 − β − 1) ζ2λ2 + ((η2 + β)ζ2 − 1) ζ2λ+ ζ4
Let us denote by λj(ζ), j = 1, . . . , 4, the roots of (2.32). We can compute their asymptotic expansions
λj(ζ) = λ
0
j + λ
1
jζ + λ
2
jζ
2 + . . . , j = 1, . . . , 4, for ζ → 0
as
λ1,2(ζ) = ±ζ − τ − β
2
ζ2 +O(ζ3)
λ3(ζ) = ζ
2 +O(ζ3)
λ4(ζ) = −1
τ
+O(ζ2).
Consequently, as ζ = i|ξ|, we obtain the asymptotic behavior (2.30) for the real parts of the previous
eigenvalues when |ξ| → 0. Observe that when 0 < τ < β (dissipative case for the standard linear model)
all the real parts in (2.30) are negative. 
Lemma 2.12. Assume that 0 < τ < β. Then the real parts of the eigenvalues of the matrix Ψ(ξ)
defined in (2.6) has the following expansion as |ξ| → ∞:
(2.33)


Re(λ1)(ξ) = −β + η
2 −
√
(β + η2)2 − 4τη2
2τη2
+O(|ξ|−1)
Re(λ2)(ξ) = −β + η
2 +
√
(β + η2)2 − 4τη2
2τη2
+O(|ξ|−1)
Re(λ3)(ξ) = −1−
√
1− 4η2
2
|ξ|2 +O(|ξ|)
Re(λ4)(ξ) = −1 +
√
1− 4η2
2
|ξ|2 +O(|ξ|).
In particular, all of them are negative.
Proof. We now proceed with the asymptotic behaviour of the eigenvalues when |ξ| → ∞. Following
Kawashima et al. ([12]) and taking ν = ζ−1 = (i|ξ|)−1, we write equation (2.6) as
(2.34) Uˆt = ν
−2 (Lν2 −A)U.
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We can now compute det(Lν2 − A− µId), the characteristic polynomial of equation (2.34), as:
τ det(Lν2 − A− µId) =(2.35)
τµ4 +
(
ν2 − τ) µ3 + (η2τ − (β + 1)ν2)µ2 + (η2 + β − ν2)ν2µ+ ν4
Observe that if λ(ξ) is an eigenvalue (2.6), then
µ(ν) = ν2λ = ζ−2λ = −|ξ|−2λ
is an eigenvalue of (2.34).
We can now compute the asymptotic expansion
µj(ν) = µ
0
j + µ
1
jν + µ
2
jν
2 + µ3jν
3 + µ4jν
4 + . . . , j = 1, . . . , 4
of the roots of the characteristic polynomial (2.35) when ν → 0 (that is, when |ξ| → ∞), to get
µ1(ν) = −β −
√
(β + η2)2 − 4τη2 + η2
2τη2
ν2 +O(ν3),
µ2(ν) = −β +
√
(β + η2)2 − 4τη2 + η2
2τη2
ν2 +O(ν3),
µ3(ν) =
1−
√
1− 4η2
2
+O(ν),
µ4(ν) =
1 +
√
1− 4η2
2
+O(ν).
Consequently, as
λj(ξ) = −µ0j |ξ|2 + µ1j i|ξ|+ µ2j − µ3j i|ξ|−1 − µ4j |ξ|−2 +O(|ξ|−3), j = 1, . . . , 4,
we have the asymptotic behavior (2.33) for the real parts of the previous eigenvalues when |ξ| → ∞.
Re(λ1)(ξ) = −β + η
2 −
√
(β + η2)2 − 4τη2
2τη2
+O(|ξ|−1),
Re(λ2)(ξ) = −β + η
2 +
√
(β + η2)2 − 4τη2
2τη2
+O(|ξ|−1),
Re(λ3)(ξ) = −1−
√
1− 4η2
2
|ξ|2 +O(|ξ|),
Re(λ4)(ξ) = −1 +
√
1− 4η2
2
|ξ|2 +O(|ξ|).
Observe that in all cases we have Re(λj)(ξ) < 0, j = 1, . . . , 4.

2.3. The necessary conditions for asymptotic stability for η ≥ 0. First, assume that η = 0 in
(1.6). That is, we want to deal with the Cauchy problem for the standard linear solid model without any
heat coupling (also called Moore-Gibson-Thompson equation). As we have explained in Section 1, this
model was studied by the same authors of the present paper in [25] where, in particular, the condition
(1.3) was only proved to be a sufficient condition for the asymptotic stability of that problem. The
same had been proven for the standard linear problem in a bounded domain (see [14], for instance). In
this section our goal is to prove that, indeed, 0 < τ < β is also a necessary condition for the asymptotic
stability of the problem when η = 0, which represents a novelty for this problem as we explained in the
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introduction. This result is also important in comparison with the corresponding ones for the model
with heat conduction. Actually, and using the same techniques, we see that 0 < τ ≤ β is a sufficient
(but not necessary) condition for the asymptotic stability for the model with heat conduction under
the Fourier law. For the Cattaneo case, the same techniques do not add information on this, but we
see in Sections 3.2 and 3.3 that τ ≤ β is sufficient condition for the stability of the Cattaneo problem.
First, we want to give conditions for the real parts of the eigenvalues of (1.6) when η = 0 to be
negative. Hence, we first write the characteristic polynomial of the matrix Φ = (L+ ξ2A) in (2.6) when
η = 0, that is
p0(λ) = a0λ
4 + a1λ
3 + a2λ
2 + a3λ+ a4(2.36)
where
a0 = τ, a1 = 1 + τ |ξ|2, a2 = (β + 1) |ξ|2, a3 =
(
β|ξ|2 + 1) |ξ|2, a4 = |ξ|4
(see also (2.32) for η = 0). Now, as all ai > 0 for i = 0, . . . , 4, we apply the Routh–Hurwitz theorem
(see [17, p. 459]) that ensures that all the roots of the polynomial p0(λ) have negative real part if and
only if all the leading minors of the matrix

a1 a0 0 0
a3 a2 a1 a0
0 a4 a3 a2
0 0 0 a4


are strictly positive. That is, the following determinants should be strictly positive:
A1 = a1, A2 = det
(
a1 a0
a3 a2
)
, A3 = det

 a1 a0 0a3 a2 a1
0 a4 a3

 , A4 = det


a1 a0 0 0
a3 a2 a1 a0
0 a4 a3 a2
0 0 0 a4


In our case, we have
A1 = 1 + τ |ξ|2
A2 = |ξ|2
(|ξ|2τ + β − τ + 1)
A3 = |ξ|4(β − τ)
(
τ |ξ|4 + (β + 1)|ξ|2 + 1)
A4 = |ξ|4A3.
Hence, the condition 0 < τ < β is a necessary and sufficient condition to have A3 > 0. According to
the Routh-Hurwitz theorem mentioned above, this means that all the eigenvalues have strictly negative
real part and, therefore, we conclude that the problem is stable if and only if 0 < τ < β.
Remark 2.13. Observe that if we write (2.36) for β = τ we have the following characteristic polynomial(
λ+ |ξ|2) (λ2 + |ξ|2) (λτ + 1).
In this case, the eigenvalues of the matrix Φ are
λ1 = −|ξ|2, λ2 = −1
τ
, and λ3,4 = ±i|ξ|.
Hence, as Re(λ3,4) = 0, we do not have asymptotic stability in this case, which is in agreement with
the above result.
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We can apply the same technique to see what happens for the eigenvalues of the standard linear solid
model with Fourier heat conduction (that is, (1.6) with η > 0 and τ0 = 0). From (2.32) we have that
the characteristic polynomial of this problem is:
pF(λ) = a0λ
4 + a1λ
3 + a2λ
2 + a3λ+ a4
where now
a0 = τ, a1 = 1 + τ |ξ|2, a2 =
(
τη2|ξ|2 + β + 1) |ξ|2,
a3 =
(
(η2 + β)|ξ|2 + 1) |ξ|2, a4 = |ξ|4.
As ai > 0 for all i = 0, . . . , 4, we can apply the Routh-Hurwitz Theorem again. The Ai determinants
for the case η > 0 are
A1 = 1 + τ |ξ|2
A2 = |ξ|2
(
η2τ 2|ξ|4 + |ξ|2τ + β − τ + 1)
A3 =
[
(η2 + β)η2τ 2|ξ|6 + (η2τ + η2 + β − τ)τ |ξ|4
+
(
(β − τ)(1 + β + η2) + η2) |ξ|2 + (β − τ)]|ξ|4
A4 = |ξ|4A3.
Observe that, now, 0 < τ ≤ β is a sufficient condition to have A1, A2, A3, A4 > 0 and, hence, all the
eigenvalues with strictly negative real part, but it is not a necessary one. Therefore, 0 < τ ≤ β is
just a sufficient condition for the asymptotic stability of the standard linear problem with Fourier heat
conduction. This completes the stability results given in Sections 2.2 and 2.4. For the Cattaneo model,
the Routh-Hurwitz criterion does not give us any information.
2.4. Stability results: the case τ = β. We investigate now the case τ = β. As we have seen in
the previous Section 2.3, in the absence of the heat conduction the condition 0 < τ < β is a necessary
and sufficient condition for stability. As we have also seen in Section 2.3, in the presence of the heat
conduction the stability happens both when 0 < τ < β and τ = β, although these are only sufficient
conditions. In the present section we give the decay rate of a norm related to the solution when τ = β,
that agrees with the fact of having asymptotic stability also when τ = β. This is important because,
a priori, this case seems more delicate compared to the case 0 < τ < β since the only damping for the
case τ = β is coming from the heat conduction. The consequence of this fact is still a decay but with
a slower decay rate. In fact, we show that an L2-norm related to the solution decays as (1 + t)−N/8,
instead of the decay (1 + t)−N/4 for the case 0 < τ < β (see Theorem 2.3 and Theorem 2.14 below).
2.4.1. Lyapunov functional. In this section, we apply the energy method in the Fourier space to obtain
the decay rate of the L2-norm of WF(x, t) = (τutt+ut,∇(τut+u), θ)T (x, t), where (u, θ) is the solution
of (2.1) when τ = β. As we said above, this is the main result of this section and it is summarized in
the following theorem.
Theorem 2.14. Assume that β = τ . Let WF(x, t) = (τutt+ut,∇(τut+u), θ)T (x, t), where (u, θ) is the
solution of (2.1). Let s be a nonnegative integer and let W 0F = WF(x, 0) ∈ Hs
(
RN
) ∩ L1 (RN) . Then,
the following decay estimate∥∥∇kWF (t)∥∥L2(RN ) ≤ C(1 + t)−N/8−k/4 ∥∥W 0F∥∥L1(RN ) + Ce−ct ∥∥∇kW 0F∥∥L2(RN ) ,
holds, for any t ≥ 0 and 0 ≤ k ≤ s, where C and c are two positive constants independent of t and W 0F.
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The proof of this theorem is a combination of Proposition 2.15 (that we state and prove below) and
the proof of Theorem 2.3. Hence, we will omit the details of the proof of Theorem 2.14.
Proposition 2.15. Assume that τ = β and let (u, θ) be the solution of (2.1). Then for WF(x, t) =
(τutt + ut,∇(τut + u), θ)T (x, t) and for all t ≥ 0, we have
(2.37) |WˆF(ξ, t)|2 ≤ Ce−c̺f(ξ)t|WˆF(ξ, 0)|2,
where
̺f(ξ) =
|ξ|4
(1 + |ξ|2 + |ξ|4)
and C and c are two positive constants.
Proof of Proposition 2.15. In order to prove Proposition 2.15, we need to find the appropriate Lyapunov
functional under the assumption β = τ . In this case (2.11) becomes
(2.38)
d
dt
EˆF(ξ, t) = −|ξ|2|θˆ|2,
where
EˆF(ξ, t) := 1
2
{
|vˆ + τwˆ|2 + |ξ|2|uˆ+ τ vˆ|2 + |θˆ|2
}
.
First, for τ = β, the first term of the right-hand-side in (2.20) vanishes and we have (instead of
(2.19)) the estimate
d
dt
F1(ξ, t) + (1− ǫ0)|ξ|2|uˆ+ τ vˆ|2 ≤ |vˆ + τwˆ|2 + C(ǫ0)|ξ|2|θˆ|2.(2.39)
Now to get a dissipative term for |vˆ + τwˆ| we rewrite system (2.4a) as (since β = τ)
(2.40)
{
(vˆ + τwˆ)t + |ξ|2(uˆ+ τ vˆ)− η|ξ|2θˆ = 0,
θˆt + |ξ|2θˆ + η|ξ|2(vˆ + τwˆ) = 0.
We multiply the first equation in (2.40) by
¯ˆ
θ and the second equation by (¯ˆv + τ ¯ˆw), adding the results
and taking the real part, we obtain
d
dt
F3(ξ, t) + η|ξ|2|vˆ + τwˆ|2 = −|ξ|2Re(θˆ(¯ˆv + τ ¯ˆw)) + η|ξ|2|θˆ|2 − |ξ|2Re(¯ˆθ(uˆ+ τ vˆ)),
where
F3(ξ, t) = Re(
¯ˆ
θ(vˆ + τwˆ)).(2.41)
Applying Young’s inequality, we obtain for any ǫ˜1 > 0,
(2.42)
d
dt
F3(ξ, t) + (η − ǫ˜1)|ξ|2|vˆ + τwˆ|2 ≤ (ǫ˜2|ξ|4|uˆ+ τ vˆ|2 + C(ǫ˜1, ǫ˜2)(1 + |ξ|2)|θˆ|2)
Now, we define the new Lyapunov functional as follows:
(2.43) LF(ξ, t) = γ˜0(1 + |ξ|2 + |ξ|4)EˆF(ξ, t) + |ξ|4F1(ξ, t) + γ˜1|ξ|2F3(ξ, t).
Now, taking the derivative of (2.43) and using (2.38), (2.39) and (2.42) we obtain
d
dt
LF(ξ, t) + ((1− ǫ0)− γ˜1ǫ˜2) |ξ|6|uˆ+ τ vˆ|2
+ (γ˜1(η − ǫ˜1)− 1) |ξ|4|vˆ + τwˆ|2
+ (γ˜0 − C(ǫ0, ǫ˜1, ǫ˜2, γ˜1)) |ξ|2(1 + |ξ|2 + |ξ|4)|θˆ|2 ≤ 0, ∀t ≥ 0.
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Now, we fix the above constants as follows: we select ǫ0 and ǫ˜1 such that
ǫ0 < 1, and ǫ˜1 < η.
Then, we take γ˜1 large enough such that
γ˜1 >
1
η − ǫ˜1
and ǫ˜2 small enough such that
ǫ˜2 <
1− ǫ0
γ˜1
After that, we take γ˜0 large enough such that
γ˜0 > C(ǫ0, ǫ˜1, ǫ˜2, γ˜1)
Consequently, we deduce from above that there exists a Λ0 > 0 such that
d
dt
LF(ξ, t) + Λ0|ξ|4EˆF(ξ, t) ≤ 0, ∀t ≥ 0.(2.44)
On the other hand, for γ˜0 large enough, we can find two positive constants Λ1 and Λ2 such that
Λ1(1 + |ξ|2 + |ξ|4)EˆF(ξ, t) ≤ LF(ξ, t) ≤ Λ2(1 + |ξ|2 + |ξ|4)EˆF(ξ, t), ∀t ≥ 0.(2.45)
Combining (2.44) and (2.45), we obtain
d
dt
LF(ξ, t) + Λ3 |ξ|
4
1 + |ξ|2 + |ξ|4LF(ξ, t) ≤ 0, ∀t ≥ 0,(2.46)
for some Λ3 > 0. By (2.46) and (2.45), and using Gronwall’s inequality, this leads to (2.37). This
finishes the proof of Proposition 2.15. 
2.4.2. Eigenvalues expansion. In this section, we show that the asymptotic expansion of the eigenvalues
near zero and near infinity agrees with the decay rate obtained in Theorem 2.14.
Remark 2.16. The decay rate in Theorem 2.14 comes from the exponent
̺f(ξ) =
|ξ|4
1 + |ξ|2 + |ξ|4
of Proposition 2.15. Observe that ̺f(ξ) ∼ |ξ|4 when |ξ| → 0, and ̺f(ξ) ∼ 1 when |ξ| → ∞. This is the
asymptotic behaviour we expect for the real parts of the slower eigenvalues in these cases (see Lemmas
2.17 and 2.18 below).
Lemma 2.17. When τ = β, the real parts of the eigenvalues of the matrix Ψ(ξ) defined in (2.6) have
the following expansion when |ξ| → 0:
Re(λ1,2)(ξ) = −η
2
2
|ξ|4 +O(|ξ|5)
Re(λ3)(ξ) = −|ξ|2 +O(|ξ|3)
Re(λ4)(ξ) = −1
τ
+O(|ξ|2).
In particular, all of them are negative.
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Proof. To show the asymptotic behaviour of the eigenvalues in the Fourier case when τ = β we will
follow the same steps as in Section 2.2.2. First, observe that now the characteristic polynomial (2.31)
takes the form
τpc(λ) = τλ
4 + (1− τζ2)λ3 + (τη2ζ2 − τ − 1)ζ2λ2 + ((η2 + τ)ζ2 − 1)ζ2λ+ ζ4.(2.47)
In this case we have the following expansion of the eigenvalues
λj(ζ) = λ
0
j + λ
1
jζ + λ
2
jζ
2 + . . . , j = 1, . . . , 4, for ζ → 0
as
λ1,2(ζ) = ±ζ ∓ η
2
2
ζ3 − η
2
2
ζ4 +O(ζ5),
λ3(ζ) = ζ
2 +O(ζ3),
λ4(ζ) = −1
τ
+O(ζ2).
Consequently, recall that ζ = i|ξ|, then we obtain the for |ξ| → 0
Re(λ1,2)(ξ) = −η
2
2
|ξ|4 +O(|ξ|5),
Re(λ3)(ξ) = −|ξ|2 +O(|ξ|3),
Re(λ4)(ξ) = −1
τ
+O(|ξ|2).
✷
Lemma 2.18. When τ = β, the real parts of the eigenvalues of the matrix Ψ(ξ) defined in (2.6) have
the following expansion when |ξ| → ∞:
Re(λ1)(ξ) = −1
τ
+O(|ξ|−1),
Re(λ2)(ξ) = − 1
η2
+O(|ξ|−1),
Re(λ3)(ξ) = −1−
√
1− 4η2
2
|ξ|2 +O(|ξ|),
Re(λ4)(ξ) = −1 +
√
1− 4η2
2
|ξ|2 +O(|ξ|).
In particular, all of them are negative.
Proof. As in the proof of Lemma 2.12, and as we want the asymptotic expansion of the eigenvalues
when |ξ| → ∞, we take ν = ζ−1 = (i|ξ|)−1. Then, for τ = β, (2.35) takes the form
τ det(Lν2 − A− µId) =(2.48)
τµ4 +
(
ν2 − τ) µ3 + (η2τ − (τ + 1)ν2)µ2 + (η2 + τ − ν2)ν2µ+ ν4.
As in the proof of Lemma 2.12, observe that if λ(ξ) is an eigenvalue of (2.47), then
µ(ν) = ν2λ = ζ−2λ = −|ξ|−2λ
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is an eigenvalue of (2.48). We can now compute the asymptotic expansion of the roots of the charac-
teristic polynomial (2.48) in terms of ν when ν → 0 (that is, when |ξ| → ∞) and obtain
µ1(ν) = −1
τ
ν2 +O(ν3),
µ2(ν) = − 1
η2
ν2 +O(ν3),
µ3(ν) =
1−
√
1− 4η2
2
+O(ν),
µ4(ν) =
1 +
√
1− 4η2
2
+O(ν).
Consequently, for |ξ| → ∞, we have
Re(λ1)(ξ) = −1
τ
+O(|ξ|−1),
Re(λ2)(ξ) = − 1
η2
+O(|ξ|−1),
Re(λ3)(ξ) = −1−
√
1− 4η2
2
|ξ|2 +O(|ξ|),
Re(λ4)(ξ) = −1 +
√
1− 4η2
2
|ξ|2 +O(|ξ|).
Observe that in all the cases we have Re(λj)(ξ) < 0, j = 1, . . . , 4. ✷
3. The Cattaneo-law model
In this section, we consider the standard linear solid model for viscoelasticity coupled with heat
conduction of Cattaneo type (see Section 1 for more details). That is, we consider system (1.6) with
τ0 > 0. Again, without loss of generality, we now take a = 1 and γ = κ.
3.1. Functional setting and well-posedness of the Cattaneo-law model. The functional setting
and the proof for the well-posedness in the Cattaneo case will follow the same ideas as the Fourier one
(see Section 2.1).
As in the Fourier problem, the first thing we need is to write problem (1.6) as a first-order evolution
equation. By taking v = ut and w = utt, the previous system can be written as
(3.1)


d
dt
U(t) = ACU(t), t ∈ [0,+∞)
U(0) = U0
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where U(t) = (u, v, w, θ, q)T , U0 = (u0, u1, u2, θ0, q0)
T and AC : D(AC) ⊂ HC −→ HC is the following
linear operator
AC


u
v
w
θ
q

 =


v
w
1
τ
∆(u+ βv − ηθ)− 1
τ
w
η∆(v + τw)− γ∇ · q
− 1
τ0
(q + κ∇θ)


(the dot stands for the usual inner product in RN). Following [1] and [25], we introduce the energy
space
HC = H1(RN)×H1(RN)× L2(RN)× L2(RN)× (L2(RN))N
with the following inner product
〈(u, v, w, θ, q), (u1, v1, w1, θ1, q1)〉HC = 〈(u, v, w, θ), (u1, v1, w1, θ1)〉HF + τ0
∫
RN
q · q1 dx
= τ(β − τ)
∫
RN
∇v · ∇v1 dx+
∫
RN
∇(u+ τv) · ∇(u1 + τv1) dx
+
∫
RN
(v + τw) (v1 + τw1) dx +
∫
RN
(u+ τv) (u1 + τv1) dx
+
∫
RN
v v1 dx+
∫
RN
θ θ1 dx+
γ
κ
τ0
∫
RN
q · q1 dx
and the corresponding norm
‖(u, v, w, θ, q)‖2HC = τ(β − τ)‖∇v‖2L2(RN ) + ‖∇(u+ τv)‖2L2(RN ) + ‖v + τw‖2L2(RN )
+‖u+ τv‖2L2(RN ) + ‖v‖2L2(RN ) + ‖θ‖2L2(RN ) +
γ
κ
τ0‖q‖2(L2(RN ))N ,
where
‖q‖2(L2(RN ))N =
N∑
i=1
‖qi‖2L2(RN ).
As in Remark 2.1, it can be seen that this is an equivalent norm to the natural one in HC.
We consider (3.1) in the Hilbert space HC with domain
D(AC) =
{
(u, v, w, θ, q) ∈ HC;w, θ ∈ H1(RN), q ∈ (H1(RN))N
and u+ βv − ηθ, ηv + τηw + θ ∈ H2(RN)} .
Theorem 3.1. Under the dissipative condition 0 < τ ≤ β, the operator AC is the generator of a C0-
semigroup of contractions on HC. In particular, for any U0 ∈ D(AC), there exists a unique solution
U ∈ C1([0,+∞);HC) ∩ C([0,+∞);D(AC)) satisfying (3.1).
Proof. The proof follows the same steps as the proof of Theorem 2.2. As in Theorem 2.2, we are
going to work with a perturbed problem, which now is


d
dt
U(t) = ABCU(t), t ∈ [0,+∞)
U(0) = U0
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where
ABC


u
v
w
θ
q

 = (AC +BC)


u
v
w
θ
q

 =


v
w
1
τ
∆(u+ βv − ηθ)− 1
τ
w − 1
τ
u− v − 1
τ2
v
η∆(v + τw)− γ∇ · q
− 1
τ0
(q + κ∇θ)

 .
Using the same ideas as in Theorem 2.2, we can see that, for any U ∈ D(ABC),
Re〈ABCU, U〉HC = −(β − τ)
∫
RN
|∇v|2 dx− 1
τ
∫
RN
|v|2 dx−
∫
RN
|q|2 dx ≤ 0
since 0 < τ ≤ β. Hence, the operator ABC is dissipative when 0 < τ ≤ β.
We are now going to prove that (λId−ABC) is surjective in HC for
(3.2) λ∗ =
−1 +√1 + 4τ
2τ
> 0,
which means that ABC is maximal in HC. As we said in the proof of Theorem 2.1, we are going to give
here the complete details of this proof, which can be used as a proof for the maximality of ABF in HF
just taking τ0 = 0. We consider a given F = (f, g, h, j, p) ∈ HC. We want to see that there exists a
unique U = (u, v, w, θ, q) ∈ D(AC) such that (λId−ABC)U = F , that is
λu− v = f ∈ H1(RN)
λv − w = g ∈ H1(RN)
λw − 1
τ
∆(u+ βv − ηθ) + 1
τ
w +
1
τ
u+ v +
1
τ 2
v = h ∈ L2(RN )(3.3)
λθ − η∆(v + τw) + γ∇ · q = j ∈ L2(RN)(3.4)
(λτ0 + 1)q + κ∇θ = τ0p ∈ (L2(RN))N .(3.5)
By taking v = λu− f , w = λv − g = λ2u− λf − g and plugging it into (3.3), (3.4) and (3.5) we arrive
at the following system:
(
λ3τ + λ2 + λ
τ 2 + 1
τ
+ 1
)
u− (1 + λβ)∆u+ η∆θ
=
(
λ2τ + λ+
τ 2 + 1
τ
)
f − β∆f + (λτ + 1) g + τh− λη(1 + τλ)∆u+ λθ + γ∇ · q(3.6)
= j − η(1 + λτ)∆f − τη∆g + γ
κ
(λτ0 + 1)q + γ∇θ(3.7)
=
γ
κ
τ0p.(3.8)
In order to solve this problem, we consider its weak formulation given by the bilinear form
M : (H1(RN)×H1(RN)× (H1(RN ))N)× (H1(RN)×H1(RN)× (H1(RN))N) −→ R
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given by
M ((u, θ, q), (ϕ, χ, φ)) =
(
λ3τ + λ2 + λ
τ 2 + 1
τ
+ 1
)∫
RN
uϕ dx
+(1 + βλ)
∫
RN
∇u · ∇ϕdx− η
∫
RN
∇θ · ∇ϕdx
+λη(1 + τλ)
∫
RN
∇u · ∇χ dx+ λ
∫
RN
θχ dx+ γ
∫
RN
(∇ · q)χ dx
+(τ0λ+ 1)
∫
RN
qφ dx+ κ
∫
RN
∇θ · φ dx
and the linear one
K : (H1(RN )×H1(RN)× (H1(RN))N) −→ R
given by
K(ϕ, χ, φ) =
(
λ2τ + λ+
τ 2 + 1
τ
)∫
RN
fϕ dx+ β
∫
RN
∇f · ∇ϕdx
+(λτ + 1)
∫
RN
gϕ dx+ τ
∫
RN
hϕ dx+
∫
RN
jχ dx
+η(1 + τλ)
∫
RN
∇f · ∇χ dx+ τη
∫
RN
∇g · ∇χ dx+ τ0
∫
RN
p · φ dx.
We can see thatM is coercive. Integrating by parts using that u, θ ∈ H1(RN) and q ∈ (H1(RN))N , we
obtain:
M ((u, θ, q), (u, θ, q)) =
(
λ3τ + λ2 + λ
τ 2 + 1
τ
+ 1
)∫
RN
u2 dx
+(1 + βλ)
∫
RN
|∇u|2 dx
+η(τλ2 + λ− 1)
∫
RN
∇u · ∇θ + λ
∫
RN
θ2 dx+
γ
κ
(λτ0 + 1)
∫
RN
|q|2 dx.
Taking λ∗ =
−1+√1+4τ
2τ
> 0 (see (3.2)) the third term vanishes and hence,
M ((u, θ, q), (u, θ, q)) ≥ C
(
‖u‖2H1(RN ) + ‖θ‖2H1(RN ) + ‖q‖(H1(RN ))N
)
for C = min
{
λ3∗τ + λ
2
∗ + λ∗
τ 2 + 1
τ
+ 1, 1 + βλ∗, λ∗, λ∗τ0 + 1
}
.
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We can also see that M is bounded using the Ho¨lder inequality:
M ((u, θ, q), (ϕ, χ, φ)) ≤
∣∣∣∣λ3τ + λ2 + λτ 2 + 1τ + 1
∣∣∣∣ ‖u‖L2(RN ) · ‖ϕ‖L2(RN )
+|1 + βλ|‖∇u‖L2(RN )‖∇ϕ‖L2(RN ) + η‖∇θ‖L2(RN )‖∇ϕ‖L2(RN )
+λη|1 + τλ|‖∇u‖L2(RN )‖∇χ‖L2(RN )‖+ λ‖θ‖L2(RN )‖χ‖L2(RN )
+κ‖q‖(L2(RN ))N‖∇χ‖L2(RN )+
+
∣∣∣γ
κ
λτ0 + 1
∣∣∣ ‖q‖(L2(RN ))N‖φ‖(L2(RN ))N + γ‖∇θ‖L2(RN )‖φ‖(L2(RN ))N .
Hence,
M ((u, θ, q), (ϕ, χ, φ)) ≤ C
(
‖u‖2H1(RN ) + ‖θ‖2H1(RN ) + ‖q‖(H1(RN ))N
)1/2
×
(
‖ϕ‖2H1(RN ) + ‖χ‖2H1(RN ) + ‖φ‖(H1(RN ))N
)1/2
for some C > 0 (for any λ > 0 and, in particular, for λ = λ∗ > 0).
Finally, as f, g ∈ H1(RN), h ∈ L2(RN), p ∈ (L2(RN)N , we can see that K is bounded:
K(ϕ, χ, φ) ≤ |λ2τ + λ+ τ + 1
τ
|‖f‖L2(RN )‖ϕ‖L2(RN ) + |β|‖∇f‖L2(RN )‖∇ϕ‖L2(RN )
+
(|τ |‖h‖L2(RN ) + |τλ+ 1|‖g‖L2(RN ) + ‖j‖L2(RN )) ‖ϕ‖L2(RN )
+
(|η(1 + λτ)|‖∇f‖L2(RN ) + |τη|‖∇g‖L2(RN )) ‖∇χ‖L2(RN )
+|τ0|‖p‖(L2(RN ))N‖φ‖(L2(RN ))N
≤ C
(
‖ϕ‖2H1(RN ) + ‖χ‖2H1(RN ) + ‖φ‖2(H1(RN ))N
)1/2
for some C > 0 (for any λ > 0 and, in particular, for λ = λ∗ > 0). So, by the Lax-Milgram theorem,
there exists a unique (u, θ, q) ∈ H1(RN)×H1(RN)× (H1(RN))N such that
M ((u, θ, q), (ϕ, χ, φ)) = K(ϕ, χ, φ) ∀ (ϕ, χ, φ) ∈ H1(RN)×H1(RN)× (H1(RN))N .
By the same arguments as in [1], this mild solution is, indeed, a strong solution of (3.6)-(3.8). This
means the operator λ∗Id − ABC is maximal in HC, as we claimed. Finally, by the Lummer-Phillips
theorem we can conclude that ABC is the generator of a C0-semigroup of contractions in HC. And so it
is AC, as it is a bounded perturbation of ABC in HC. The regularity of the solution is a consequence of
this fact (see [5] or [24]). ✷
3.2. Stability results: the case 0 < τ < β. We show some stability results of a norm related with
the solution of (1.1) when τ0 > 0. We discuss the two cases separatedly: 0 < τ < β in the present
section and 0 < τ = β in Section 3.3. In this section, we show that the L2-norm of the norm related to
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the solution decays with the rate (1+ t)−N/4. But, unlike the Fourier model, the Cattaneo model yields
a regularity loss.
Using the same change of variables as in Section 2, we may rewrite system (1.1) as
ut − v = 0,(3.9a)
vt − w = 0,(3.9b)
τwt + w −∆u− β∆v + η∆θ = 0,(3.9c)
θt + κ∇ · q − ητ∆w − η∆v = 0,(3.9d)
τ0qt + q + κ∇θ = 0,(3.9e)
with the initial data
u(x, 0) = u0(x), v (x, 0) = v0 (x) , w(x, 0) = w0(x),
θ(x, 0) = θ0(x), q(x, 0) = q0.(3.9f)
Taking the Fourier transform of the previous system (3.9), we obtain
uˆt − vˆ = 0,(3.10a)
vˆt − wˆ = 0,(3.10b)
τwˆt + wˆ + |ξ|2uˆ+ β|ξ|2vˆ − η|ξ|2θˆ = 0,(3.10c)
θˆt + κiξ · qˆ + ητ |ξ|2wˆ + η|ξ|2vˆ = 0,(3.10d)
τ0qˆt + qˆ + iξκθˆ = 0,(3.10e)
with the initial data
uˆ (ξ, 0) = uˆ0 (ξ) , vˆ (ξ, 0) = v0 (ξ) , wˆ (ξ, 0) = wˆ0 (ξ) ,
θˆ (ξ, 0) = θˆ(ξ), qˆ (ξ, 0) = qˆ(ξ).(3.10f)
3.2.1. The Lyapunov functional. Our main result in this section follows the same ideas as in the corre-
sponding sections of the Fourier problem, and reads as:
Theorem 3.2. Assume that 0 < τ < β. Let VC(x, t) = (τutt + ut,∇(τut + u),∇ut, θ, q)T (x, t), where
(u, θ, q) is the solution of (1.1) with τ0 > 0. Let s be a nonnegative integer and let V
0
C = VC(x, 0) ∈
Hs
(
R
N
) ∩ L1 (RN) . Then, the following decay estimate∥∥∇kVC (t)∥∥L2(RN ) ≤ C(1 + t)−N/4−k/2 ∥∥V 0C∥∥L1(RN ) + C(1 + t)−ℓ/2 ∥∥∇k+ℓV 0C∥∥L2(RN )
holds, for any t ≥ 0 and 0 ≤ k + ℓ ≤ s, where C and c are two positive constants independent of t and
V 0C .
Remark 3.3. Observe that we have the same decay rate as in the Fourier case when 0 < τ < β but, in
that case, there was not any regularity loss phenomenon (although the norm related to the solution is
not exactly the same in both cases). Hence, the fact that the heat coupling is of Cattaneo type does
not imply a slower decay rate, but a loss of regularity in the solution. Such regularity loss is one of the
major difficulties for proving global existence in nonlinear problems. In many cases higher regularity
assumption is needed to close the estimates. See for instance [11] and [31].
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To justify rigorously the decay rate (3.40) without computing the solution we use the energy method
in the Fourier space to build an appropriate Lyapunov functional that will give us the decay rate of
the Fourier image of VC(x, t) and, hence, the above decay rate. In Section 3.2.2, we use eigenvalues
expansion to show that the decay rate obtained in Theorem 3.2 is optimal.
We will follow the same ideas as in Section 2.2.1. The decay rate of the Fourier image of W is the
one given in the following proposition.
Proposition 3.4. Assume that 0 < τ < β. Let VC(x, t) = (τutt+ut,∇(τut+u),∇ut, θ, q)T (x, t), where
(u(x, t), θ(x, t), q(x, t)) is the solution of (1.1) for τ0 > 0. Then we have
(3.11) |VˆC(ξ, t)|2 ≤ Ce−cρc(ξ)t|VˆC(ξ, 0)|2,
where
ρc(ξ) =
|ξ|2
1 + |ξ|2 + |ξ|4 ,
and C and c are two positive constants.
The proof of this the above proposition will be done using the following lemmas, which are similar
to those in Section 2.2.1.
Lemma 3.5. Assume that 0 < τ < β. Let (uˆ, vˆ, wˆ, θˆ, qˆ)(ξ, t) be the solution of (3.10). The energy
functional associated to this system is defined as:
(3.12) EˆC(ξ, t) :=
1
2
{
|vˆ + τwˆ|2 + |ξ|2|uˆ+ τ vˆ|2 + τ(β − τ)|ξ|2|vˆ|2 + |θˆ|2 + τ0|qˆ|2
}
.
Then for all t ≥ 0,
EˆC(ξ, t) ≥ 0
and there exist two positive constants d1 and d2 such that
(3.13) d1|VˆC(ξ, t)|2 ≤ EˆC(ξ, t) ≤ d2|VˆC(ξ, t)|2
and
(3.14)
d
dt
EˆC(ξ, t) = −(β − τ)|ξ|2|vˆ|2 − |qˆ|2,
where
|VˆC(ξ, t)|2 = |vˆ + τwˆ|2 + |ξ|2|uˆ+ τ vˆ|2 + |ξ|2|vˆ|2 + |θˆ|2 + |qˆ|2.
The proof of this Lemma 3.5 is similar to the one of Lemma 2.6. So, we omit the details.
Proof of Proposition 3.4. Using the same method as in the proof of Proposition 2.5, we observe first
that the estimates (2.19) for F1(ξ, t) and (2.22) for F2(ξ, t) remain valid for the new system (3.9).
Also, (2.22) can be also estimated as
d
dt
F2(ξ, t) + (1− ε1)|vˆ + τwˆ|2
≤ C(ε0, ε1, ε2)(1 + |ξ|2 + |ξ|4)|vˆ|2 + ε0|θˆ|2 + ε2 |ξ|
2
1 + |ξ|2 |uˆ+ τ vˆ|
2(3.15)
for any ε0, ε1, ε2 > 0.
The previous estimate comes from the fact that:
d
dt
F2(ξ, t) + |vˆ + τwˆ|2 − τ(β − τ)|ξ|2|vˆ|2
= τ |ξ|2Re{(uˆ+ τ vˆ)¯ˆv}+ Re{(vˆ + τwˆ)¯ˆv}− ητ |ξ|2Re(θˆ¯ˆv)
SLV EQUATION WITH HEAT CONDUCTION 27
(see Lemma 2.9). Using Young’s inequality, we have
|τ |ξ|2Re{(uˆ+ τ vˆ)¯ˆv} | ≤ ε2 |ξ|2
1 + |ξ|2 |uˆ+ τ vˆ|
2 + C(ε2)|ξ|2(1 + |ξ|2)|vˆ|2
and
| − ητ |ξ|2Re(θˆ¯ˆv)| ≤ ε0|θˆ|2 + C(ε0)|ξ|4|vˆ|2
and
|Re{(vˆ + τwˆ)¯ˆv} | ≤ ε1|(vˆ + τwˆ)|2 + C(ε1)|vˆ|2.
Collecting the above estimates, we obtain (3.15).
Our goal now is to build dissipative terms for |θˆ|2. Indeed, multiplying equation (3.10e) by −iξθˆ we
get
(3.16) − τ0〈qˆt, iξθˆ〉 − 〈qˆ, iξθˆ〉+ κ|ξ|2|θˆ|2 = 0,
where 〈·, ·〉 is the dot product in Cn. Multiplying (3.10d) by τ0iξ · ¯ˆq = τ0〈iξ, qˆ〉, we get
(3.17) τ0〈iξθˆt, qˆ〉 − κτ0|ξ · qˆ|2 + ηττ0|ξ|2〈iξwˆ, qˆ〉+ τ0η|ξ|2〈iξvˆ, qˆ〉.
Summing up (3.16) and (3.17), and taking the real part, we get
(3.18)
d
dt
τ0Re〈iξθˆ, qˆ〉+ κ|ξ|2|θˆ|2 = τ0κ|ξ · qˆ|2 + Re〈qˆ, iξ + θˆ〉 − ητ0|ξ|2Re〈iξ(vˆ + τwˆ), qˆ〉.
Now, by using first (3.10a) and (3.10b) and, then, (3.10e), we have
〈iξ(vˆ + τwˆ), qˆ〉 = 〈iξ(uˆt + τ vˆt), qˆ〉
=
d
dt
〈iξ(uˆ+ τ vˆ), qˆ〉 − 〈iξ(uˆ+ τ vˆ), qˆt〉
=
d
dt
〈iξ(uˆ+ τ vˆ), qˆ〉+ 1
τ0
〈iξ(uˆ+ τ vˆ), qˆ〉+ κ
τ0
〈iξ(uˆ+ τ vˆ), iξθˆ〉.
(recall that τ0 > 0). Plugging these into (3.18), we get
d
dt
F3(ξ, t) + κ|ξ|2|θˆ|2 = τ0κ|ξ · qˆ|2 + Re〈qˆ, iξθˆ〉
−η|ξ|2Re〈iξ(uˆ+ τ vˆ), qˆ〉 − κη|ξ|2Re〈iξ(uˆ+ τ vˆ), iξθˆ〉(3.19)
where
F3(t) = τ0 Re〈iξθˆ, qˆ〉+ ητ0|ξ|2Re〈iξ(uˆ+ τ vˆ), qˆ〉.
Now, we see that
〈iξ(uˆ+ τ vˆ), iξθˆ〉 = (uˆ+ τ vˆ)¯ˆθ〈iξ, iξ〉 = (uˆ+ τ vˆ)¯ˆθ|ξ|2.
Consequently, (3.19) takes the form
d
dt
F3(ξ, t) + κ|ξ|2|θˆ|2 = τ0κ|ξ · qˆ|2 + Re〈qˆ, iξθˆ〉
−η|ξ|2Re〈iξ(uˆ+ τ vˆ), qˆ〉 − κη|ξ|4Re((uˆ+ τ vˆ)¯ˆθ).(3.20)
Now, we define the functional
F4(ξ, t) = κ|ξ|2F1(ξ, t) + F3(ξ, t).
Then, we have from (2.20) and (3.20)
28 MARTA PELLICER1 AND BELKACEM SAID-HOUARI2
d
dt
F4(ξ, t) + κ|ξ|2|θˆ|2 + κ|ξ|4|uˆ+ τ vˆ|2 − κ|ξ|2|vˆ + τwˆ|2
= τ0κ|ξ · qˆ|2 + Re〈qˆ, iξθˆ〉 − η|ξ|2Re〈iξ(uˆ+ τ vˆ), qˆ〉
+κ|ξ|4(τ − β) Re(vˆ(¯ˆu+ τ ¯ˆv)).(3.21)
Using Cauchy–Schwarz inequality together with Young’s inequality, we have
|ξ · qˆ|2 ≤ |ξ|2|qˆ|2
|〈qˆ, iξθˆ〉| ≤ |ξ||θˆ||qˆ| ≤ ε3|ξ|2|θˆ|2 + C(ε3)|qˆ|2
and ∣∣−η|ξ|2Re〈iξ(uˆ+ τ vˆ), qˆ〉∣∣ ≤ ε4
2
|ξ|4|uˆ+ τ vˆ|2 + C(ε4)|ξ|2|qˆ|2,∣∣κ|ξ|4(τ − β) Re(vˆ(¯ˆu+ τ ¯ˆv))∣∣ ≤ ε4
2
|ξ|4|uˆ+ τ vˆ|2 + C(ε4)|ξ|4|vˆ|2
where ε3 and ε4 are arbitrary positive constants. Plugging the above estimates into (3.21), we get
d
dt
F4(t) + (κ− ε3)|ξ|2|θˆ|2 + (κ− ε4)|ξ|4|uˆ+ τ vˆ|2
≤ κ|ξ|2|vˆ + τwˆ|2 + C(ε3, ε4)(1 + |ξ|2)|qˆ|2 + C(ε4)|ξ|4|vˆ|2.(3.22)
Now, define the functional LC(ξ, t) as
LC(ξ, t) := γ0(1 + |ξ|2 + |ξ|4)EˆC(ξ, t) + |ξ|2F2(ξ, t) + γ1F4(ξ, t),
where γ0 and γ1 are positive constants that will be fixed later. Taking the derivative of LC(ξ, t) with
respect to t and using (3.14), (3.15) and (3.22), we obtain
d
dt
LC(ξ, t) +
(
(1− ε1)− γ1κ
)
|ξ|2|vˆ + τwˆ|2
+
(
γ1(κ− ε4)− ε2
)
|ξ|4(|uˆ+ τ vˆ|2) +
(
γ1(κ− ε3)− ε0
)
|ξ|2|θˆ|2
+
(
γ0(β − τ)− C(ε0, ε1, ε2, ε4)γ1
)
|ξ|2(1 + |ξ|2 + |ξ|4)|vˆ|2
+(γ0 − C(ε3, ε4)γ1)(1 + |ξ|2 + |ξ|4)|qˆ|2 ≤ 0,
where Λ is a generic positive constant that depends on εi for i = 1, . . . , 4 and γj for j = 0, 1, but
independent on t and ξ. We have used the fact that |ξ|2/(1 + |ξ|2) ≤ |ξ|2. Let us now fix the constants
in the above estimate in such a way that all the coefficients in the previous inequality are strictly
positive. First, we pick ε1 and ε3 and ε4 small enough such that
ε1 < 1, ε3 < κ, ε4 < κ
After that, we choose γ1 small enough such that
γ1 <
1− ε1
κ
.
Next, we choose ε0 and ε2 small enough such that
ε0 < γ1(κ− ε3), ε2 < γ1(κ− ε4).
SLV EQUATION WITH HEAT CONDUCTION 29
Finally and once all the above constants are fixed, we choose γ0 large enough such that
γ0 > max
{
C(ε4)γ1
β − τ , C(ε3, ε4)γ1
}
.
Consequently, we deduce that there exists a positive constant γ2 such that for all t ≥ 0, we have
d
dt
LC(ξ, t) + γ2|ξ|2
{
|vˆ + τwˆ|2 + |ξ|2|uˆ+ τ vˆ|2 + |θˆ|2 + |ξ|2|vˆ|2 + |qˆ|2
}
≤ 0,
and, hence,
d
dt
LC(ξ, t) + γ2|ξ|2EˆC(t) ≤ 0.(3.23)
On the other hand using the Cauchy–Schwarz inequality together with the Young inequality, we deduce
that, for γ0 large enough, there exist two positive constants γ3 and γ4 such that
(3.24) γ3(1 + |ξ|2 + |ξ|4)EˆC(ξ, t) ≤ LC(ξ, t) ≤ γ4(1 + |ξ|2 + |ξ|4)EˆC(ξ, t), ∀t ≥ 0.
Consequently, combining (3.13), (3.23) and (3.24) and using Gronwall’s lemma, we deduce (3.11) be-
cause LC(ξ, t) and |VC(ξ, t)|2 are equivalent. 
Proof of Theorem 3.2. The proof of Theorem 3.2 can be done with the same method as in the proof of
Theorem 2.3. We can just see that the behavior of the function ρc(ξ) is as follows:
ρc(ξ) ≥
{
1
3
|ξ|2, for |ξ| ≤ 1,
1
3
|ξ|−2, for |ξ| ≥ 1, .
Consequently, the estimate of the low frequency part (|ξ| ≤ 1) can be done exactly as in the proof of
Theorem 2.3. On the other hand, using the estimate
sup
|ξ|≥1
{
|ξ|−2ℓ e−c|ξ|−2t
}
≤ C(1 + t)−ℓ,
then the high frequency part L2 corresponding to |ξ| ≥ 1 is estimated as
L2 ≤ C sup
|ξ|≥1
{
|ξ|−2ℓ e−c|ξ|−2t
}∫
|ξ|≥1
|ξ|2(k+ℓ) |VˆC(ξ, 0)|2dξ
≤ C(1 + t)−ℓ‖∂k+ℓx V 0C‖2L2.
Collecting the estimates in the low and high frequency parts, we deduce (3.40). 
Remark 3.6. The estimates in Theorems 2.3 and 3.2 can be improved by allowing our initial data to be
in some weighted spaces of L1(RN) where its total mass vanishes. See [30, 35] and [31, Remark 3.2].
Remark 3.7. Using the Gagliardo–Nirenberg inequality for m > N/2:
‖u‖L∞(RN ) ≤ C(N,m)‖u‖1−
N
2m
L2(RN )
‖∇mu‖
N
2m
L2(RN )
then we can easily obtain the decay estimates of the L∞-norm. Hence, by interpolation inequalities, we
obtain the decay of the Lp-norms for 2 ≤ p ≤ ∞. Such estimates for 1 ≤ p < 2 are not clear because
we do not know any bound for the L1-norm of the solution.
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3.2.2. Asymptotic behaviour of the eigenvalues. In this section, we compute the asymptotic expansion
of the eigenvalues by using again the eigenvalues expansion method. This asymptotic behaviour will be
in agreement with the decay rate seen in the previous section, as the following remark explains.
Remark 3.8. The decay rate in Theorem 3.2 comes from the exponent
ρc(ξ) =
|ξ|2
1 + |ξ|2 + |ξ|4
of Proposition 3.4. Observe that ρc(ξ) ∼ |ξ|2 when |ξ| → 0, and ρc(ξ) ∼ |ξ|−2 when |ξ| → ∞. This
is the asymptotic behaviour we expect for the real parts of the slowest eigenvalues in these cases (see
Lemmas 3.9 and 3.10 below).
The first thing we want is to compute the characteristic equation associated with (3.10). Because of
the presence of inner products, this equation is not as easy to obtain as in the Fourier case. But we
proceed with some manipulations on this system in order to write it as a fifth order ODE, for which
we will compute the corresponding characteristic equation straightforward.
First, by taking the dot product of equation (3.10e) with iξ, we get
(3.25) τ0iξ · qˆt + iξ · qˆ − κ|ξ|2θˆ = 0.
Next, we take the time derivative of equation (3.10d), obtaining
(3.26) θˆtt + κiξ · qˆt + ητ |ξ|2wˆt + η|ξ|2vˆt = 0.
Plugging (3.25) into (3.26) gives
(3.27) θˆtt − κ
τ0
(iξ · qˆ) + κ
2
τ0
|ξ|2θˆ + ητ |ξ|2wˆt + η|ξ|2vˆt = 0.
Using (3.10d), we obtain
(3.28) − κ
τ0
iξ · qˆ = 1
τ0
θˆt +
1
τ0
ητ |ξ|2wˆ + 1
τ0
η|ξ|2vˆ.
Inserting (3.28) into (3.27), we get
(3.29) θˆtt +
1
τ0
θˆt +
1
τ0
ητ |ξ|2wˆ + 1
τ0
η|ξ|2vˆ + κ
2
τ0
|ξ|2θˆ + ητ |ξ|2wˆt + η|ξ|2vˆt = 0.
Now, taking the second derivative of (3.10c), with respect to t, we get
(3.30) τwˆttt + wˆtt + |ξ|2uˆtt + β|ξ|2vˆtt − η|ξ|2θˆtt = 0.
Plugging (3.29) into (3.30), we obtain
τwˆttt + wˆtt + |ξ|2uˆtt + β|ξ|2vˆtt + η
τ0
|ξ|2θˆt + η
2τ
τ0
|ξ|4wˆ + η
2
τ0
|ξ|4vˆ
+
ηκ2
τ0
|ξ|4θˆ + η2τ |ξ|4wˆt + η2|ξ|4vˆt = 0.(3.31)
Now, taking the derivative of (3.10c) with respect to t, we get
(3.32) η|ξ|2θˆt = τwˆtt + wˆt + |ξ|2uˆt + β|ξ|2vˆt
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Plugging (3.32) and (3.10c) into (3.31), we obtain
τwˆttt + wˆtt + |ξ|2uˆtt + β|ξ|2vˆtt + η
2τ
τ0
|ξ|4wˆ + η
2
τ0
|ξ|4vˆ
+η2τ |ξ|4wˆt + η2|ξ|4vˆt
+
1
τ0
(τwˆtt + wˆt + |ξ|2uˆt + β|ξ|2vˆt)
+
κ2
τ0
|ξ|2(τwˆt + wˆ + |ξ|2uˆ+ β|ξ|2vˆ) = 0.(3.33)
Now, we take the fourth derivative of (3.10a) and the third derivative of (3.10b), we obtain, respectively
(3.34)
d5
dt5
uˆ =
d4
dt4
vˆ = wttt.
Now, plugging (3.34) into (3.33), we obtain
τ
d5
dt5
uˆ+ (1 +
τ
τ0
)
d4
dt4
uˆ+
(
β|ξ|2 + 1
τ0
+ η2τ |ξ|4 + κ
2τ
τ0
|ξ|2
)
uˆttt
+
(
|ξ|2 + η
2τ
τ0
|ξ|4 + κ
2
τ0
|ξ|2 + η2|ξ|4 + β
τ0
|ξ|2
)
uˆtt
+
(
η2
τ0
|ξ|4 + 1
τ0
|ξ|2 + κ
2β
τ0
|ξ|4
)
uˆt +
κ2
τ0
|ξ|4uˆ = 0.
So, we have written system (3.10) as a fifth order ODE. Now, if we name ζ = i|ξ|, the characteristic
equation associate to the above ODE (and hence to system (3.10)) is
λ5 +
( 1
τ0
+
1
τ
)
λ4 +
τη2τ0ζ
4 − (τκ2 + βτ0) ζ2 + 1
ττ0
λ3(3.35)
+
(τ + τ0) η
2ζ2 − (β + τ0 + κ2)
ττ0
ζ2λ2 +
(η2 + βκ2) ζ2 − 1
ττ0
ζ2λ+
κ2ζ4
ττ0
= 0.
Lemma 3.9. Assume that 0 < τ < β. Then the real parts of the eigenvalues of (3.10) (i.e., the
solutions of (3.35)) satisfy for |ξ| → 0 the following asymptotic expansion:


Re(λ1,2)(ξ) =
τ − β
2
|ξ|2 +O(|ξ|3)
Re(λ3)(ξ) = −κ2|ξ|2 +O(|ξ|3)
Re(λ4)(ξ) = −1
τ
+O(|ξ|2)
Re(λ5)(ξ) = − 1
τ0
+O(|ξ|2).
(3.36)
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Proof. Denoting the eigenvalues of the previous system as λj(ζ), j = 1, . . . , 5, we can obtain their
asymptotic expansions for ζ → 0:
λ1,2(ζ) = ±ζ − τ − β
2
ζ2 +O(ζ3),
λ3(ζ) = κ
2ζ2 +O(ζ3),
λ4(ζ) = −1
τ
+O(ζ2),
λ5(ζ) = − 1
τ0
+O(ζ2).
If we now come back to ξ, we have the asymptotic behavior (3.36) for the real parts of the previous
eigenvalues when |ξ| → 0. Observe that when 0 < τ < β (dissipative case for the standard linear model)
all the previous real parts are negative. 
We now proceed with the asymptotic behaviour of the eigenvalues when |ξ| → ∞. We have the
following lemma.
Lemma 3.10. The real parts of the eigenvalues of (3.10) (i.e., the solutions of (3.35)) satisfy for
|ξ| → ∞, the following asymptotic expansion:

Re(λ1,2)(ξ) = −(β − τ)τ
2
0 + κ
2τ 2
2τ 2η2τ 20
|ξ|−2 +O(|ξ|−3),
Re(λ3,4,5)(ξ) = σ3,4,5 +O(|ξ|−1),
with σ3,4,5 < 0.
Proof. Again, taking ν = ζ−1 = (i|ξ|)−1 in (3.35), the characteristic equation is now
µ5 +
( 1
τ0
+
1
τ
)
ν2µ4 +
ν4 − (τκ2 + βτ0)ν2 + τη2τ0
ττ0
µ3(3.37)
+
(τ + τ0)η
2 − (β + τ0 + κ2)ν2
ττ0
ν2µ2 +
(η2 + βκ2)− ν2
ττ0
ν4µ+
κ2ν6
ττ0
= 0.
Again, observe that if λ(ξ) is a solution of (3.35), then
µ(ν) = ν2λ = ζ−2λ = −|ξ|−2λ
is a solution of (3.37). We can now compute the asymptotic expansion
µj(ν) = µ
0
j + µ
1
jν + µ
2
jν
2 + µ3jν
3 + µ4jν
4 + . . . , j = 1, . . . , 4
of the roots of the characteristic polynomial (3.37) when ν → 0 (that is, when |ξ| → ∞):
µ1,2(ν) = ±ηi+ τκ
2 + βτ0
2τητ0
iν2 +
(
(β − τ)τ 20 + κ2τ 2
2τ 2η2τ 20
∓ β
2τ 20 + 6βκ
2ττ0 + κ
4τ 2
8τ 2η3τ 20
i
)
ν4 +O(ν5)
µ3,4,5(ν) = σ3,4,5ν
2 +O(ν3).
(if η, τ, τ0 6= 0) where σ3,4,5 represent the three roots of the following third order equation in σ
(3.38) τη2τ0σ
3 + η2(τ0 + τ)σ
2 + (η2 + βκ2)σ + κ2 = 0.
Considering again the relation between µ and λ and that ν = ζ−1 = −i|ξ|−1, we recall that
λj(ξ) = −µ0j |ξ|2 + µ1j i|ξ|+ µ2j − µ3j i|ξ|−1 − µ4j |ξ|−2 +O(|ξ|−3), j = 1, . . . , 4.
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So, we have that, when |ξ| → ∞:
Re(λ1,2)(ξ) = −(β − τ)τ
2
0 + κ
2τ 2
2τ 2η2τ 20
|ξ|−2 +O(|ξ|−3)
which is negative if 0 < τ < β, but:
Re(λ3,4,5)(ξ) = σ3,4,5 +O(|ξ|−1).
For the roots of (3.38), we consider
(3.39) f(X) = τη2τ0X
3 + η2(τ0 + τ)X
2 +
(
η2 + β
)
X + 1.
It is well known that an algebraic equation of an odd degree with real coefficients has at least one real
root σ3. Now, in order to know the location of σ3, we consider the equation (3.39) with X ∈ R. Thus,
we have
f
(
−1
τ
− 1
τ0
)
= −(β − τ) κ
2τ0 + η
2(τ + τ0) + βκ
2τ
ττ0
< 0,
since 0 < τ < β. Consequently, we obtain
f
(
−1
τ
− 1
τ0
)
f(0) < 0.
Therefore, equation (3.39) has at least one real root X = σ3 in the interval (− 1τ − 1τ0 , 0). In this case,
we may write (3.39) in the form
f(X) = (X − σ3)
(
τη2τ0X
2 + d1X + d0
)
with
d1 = τη
2τ0σ3 + η
2(τ + τ0) and d0 = βκ
2 + η2 + d1σ3 = βκ
2 + η2 + τη2τ0σ
2
3 + η
2(τ + τ0)σ3
or, also, d0 = − 1σ3 . Now, let us denote by σ4 and σ5, the other two roots. Then, we have
σ4 + σ5 = − d1
τη2τ0
and σ4σ5 =
d0
τη2τ0
.
Since σ3 ∈ (− 1τ − 1τ0 , 0) it is clear that d1 > 0 and d0 > 0.
Then if σ3 and σ4 are real, they are both negative (since their sum is negative and their product is
positive).
If σ3 and σ4 are complex, then they are conjugate and therefore
Re(σ4) = Re(σ5).
This implies that
Re(σ4) = Re(σ5) = −1
2
(
σ3 +
1
τ0
+
1
τ
)
< 0,
since σ3 ∈ (− 1τ − 1τ0 , 0). 
3.3. Stability results: the case β = τ .
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3.3.1. Lyapunov functional. In this section as we did for the Fourier model, we show that the presence
of the heat conduction allows us to push the above result to the case β = τ . However, as in the Fourier
model a slower decay rate is obtained. The main result here is given in the following theorem.
Theorem 3.11. Assume that τ = β (with τ, β > 0). Let WC(x, t) = (τutt + ut,∇(τut + u), θ, q)T (x, t),
where (u, θ, q) is the solution of (1.1) when τ0 > 0. Let s be a nonnegative integer and let W
0
C =
WC(x, 0) ∈ Hs
(
RN
) ∩ L1 (RN) . Then, the following decay estimate
(3.40)
∥∥∇kWC (t)∥∥L2(RN ) ≤ C(1 + t)−N/8−k/4 ∥∥W 0C∥∥L1(RN ) + C(1 + t)−ℓ/3 ∥∥∇k+ℓW 0C∥∥L2(RN )
holds, for any t ≥ 0 and 0 ≤ k + ℓ ≤ s, where C and c are two positive constants independent of t and
W 0C.
The proof of this theorem follows from the Proposition 3.13 below and the same techniques as in the
proofs of Theorems 2.14 and 3.2. Hence, we omit its details here.
Remark 3.12. Notice that the previous result shows the same exponent for the decay rate as the Fourier
case when τ = β (see Theorem 2.14) and also exhibits a regularity-loss phenomenon as in the Cattaneo
case with τ < β, although the loss of regularity is not the same, (see Theorem 3.2). We recall that
this regularity loss part comes from the asymptotic behaviour of the eigenvalues when |ξ| → ∞. And,
as we will see in Remark 3.14 in next section, this asymptotic behaviour is not the same as the one
obtained for ̺c(ξ) in Proposition 3.13 below (which, actually, is the exponent used to prove Theorem
3.11). Hence, unlike the previous sections, the exponent obtained in this proposition (and, hence, the
regularity loss phenomenon in Theorem 3.11) is true, but may not optimal.
As we said, the main result to prove the previous decay result is the following proposition.
Proposition 3.13. Assume that τ = β. Let WC(x, t) = (τutt + ut,∇(τut + u), θ, q)T (x, t), where
(u(x, t), θ(x, t), q(x, t)) is the solution of (1.1) for τ0 > 0. Then we have
|WˆC(ξ, t)|2 ≤ Ce−c̺c(ξ)t|WˆC(ξ, 0)|2,
where
̺c(ξ) =
|ξ|4
(1 + |ξ|2)2(1 + |ξ|2 + |ξ|4 + |ξ|6) ,
and C and c are two positive constants.
Proof. Now, for β = τ , the energy functional (3.12) takes the form
EˆC(ξ, t) := 1
2
{
|vˆ + τwˆ|2 + |ξ|2|uˆ+ τ vˆ|2 + |θˆ|2 + τ0|qˆ|2
}
and satisfies for all t ≥ 0,
(3.41)
d
dt
EˆC(ξ, t) = −|qˆ|2.
The estimate (2.39) also holds for the Cattaneo model.
Now, to get a dissipative term for |vˆ + τwˆ|2, we rewrite system (3.10) as

(vˆ + τwˆ)t + |ξ|2(uˆ+ τ vˆ)− η|ξ|2θˆ = 0,
θˆt + κiξ · qˆ + η|ξ|2(vˆ + τwˆ) = 0,
τ0qˆt + qˆ + iξκθˆ = 0.
(3.42)
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Hence, we define the functional F3(ξ, t) as in (2.41) and obtain, by taking its time derivative,
d
dt
F3(ξ, t) + η|ξ|2|vˆ + τwˆ|2
= −κRe〈iξ · qˆ, vˆ + τwˆ〉+ η|ξ|2|θˆ|2 − |ξ|2Re(¯ˆθ(uˆ+ τ vˆ)).(3.43)
Next, taking the dot product of the third equation in (3.42) with iξη(uˆ+ τ vˆ), we get
τ0η〈iξ · qˆt, uˆ+ τ vˆ〉+ η〈iξ · qˆ, uˆ+ τ vˆ〉 − |ξ|2κηθˆ(¯ˆu+ τ ¯ˆv) = 0
adding and subtracting ητ0〈(uˆ+ τ vˆ)t, iξ · qˆ〉 = ητ0〈vˆ + τwˆ, iξ · qˆ〉 to the above equation and taking the
real part, we obtain
τ0η
d
dt
Re〈iξ(uˆ+ τ vˆ)), qˆ〉
= ητ0Re〈iξ(vˆ + τwˆ)), qˆ〉+ ηRe(〈iξ · qˆ, uˆ+ τ vˆ〉)− |ξ|2κηRe(θˆ(¯ˆu+ τ ¯ˆv)).(3.44)
We define the functional
F˜3(ξ, t) = |ξ|2
(
F3(ξ, t)− τ0
κ
Re〈iξ(uˆ+ τ vˆ), qˆ〉
)
.
Hence, from (3.43) and (3.44), we deduce that
d
dt
F˜3(ξ, t) + η|ξ|4|vˆ + τwˆ|2
= −κ|ξ|2Re〈iξ · qˆ, vˆ + τwˆ〉+ η|ξ|4|θˆ|2
−τ0
κ
|ξ|2Re〈iξ(vˆ + τwˆ)), qˆ〉 − 1
κ
|ξ|2Re(〈iξ · qˆ, uˆ+ τ vˆ〉)
=
(τ0
κ
− κ
)
|ξ|2Re〈iξ · qˆ, vˆ + τwˆ〉+ η|ξ|4|θˆ|2 + 1
κ
|ξ|2Re(〈qˆ, iξ(uˆ+ τ vˆ)〉).
Applying Young’s inequality, we obtain
d
dt
F˜3(ξ, t) + (η − ε˜1)|ξ|4|vˆ + τwˆ|2
≤ ε˜2|ξ|6|uˆ+ τ vˆ|2 + η|ξ|4|θˆ|2 + C(ε˜1, ε˜2)(1 + |ξ|2)|qˆ|2.(3.45)
Now, define the functional
F˜4(ξ, t) = F3(ξ, t)− |ξ|2τ0ηRe〈iξ(uˆ+ τ vˆ)), qˆ〉.
Then, we obtain from (3.20) and (3.44)
d
dt
F˜4(ξ, t) + κ|ξ|2|θˆ|2 = τ0κ|ξ · qˆ|2 + Re〈qˆ, iξθˆ〉 − ητ0|ξ|2Re〈iξ(vˆ + τwˆ), qˆ〉.
Applying Young’s inequality, we find for any ε˜3, ε˜4 > 0,
d
dt
F˜4(ξ, t) + (κ− ε˜3)|ξ|2|θˆ|2
≤ ε˜4 |ξ|
2
1 + |ξ|2 |vˆ + τwˆ|
2 + C(ε˜3, ε˜4)(1 + |ξ|2 + |ξ|4 + |ξ|6)|qˆ|2.(3.46)
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Now, we define the Lyapunov functional as
LC(ξ, t) = N0(1 + |ξ|2 + |ξ|4 + |ξ|6)EˆC(ξ, t) +N1 |ξ|
4
(1 + |ξ|2)2F1(ξ, t)
+N2
1
(1 + |ξ|2)2 F˜3(ξ, t) +N3
|ξ|2
1 + |ξ|2 F˜4(ξ, t),(3.47)
where Ni, i = 0, . . . , 3 are positive constants that should be fixed later on. Hence, taking the time
derivative of (3.47) and making use of (2.39), (3.41), (3.45) and (3.46) (and several inequalities on the
fractions and powers of |ξ| involved), we get
d
dt
LC(ξ, t) + [N2(η − ε˜1)−N1 −N3ε˜4] |ξ|
4
(1 + |ξ|2)2 |vˆ + τwˆ|
2
+ [N1(1− ǫ0)−N2ε˜2] |ξ|
6
(1 + |ξ|2)2 |uˆ+ τ vˆ|
2
+ [N3(κ− ε˜3)−N2η − C (ǫ0)N1] |ξ|
4
(1 + |ξ|2)2 |θˆ|
2
+[N0 − Λ˜] (1 + |ξ|2 + |ξ|4 + |ξ|6) |qˆ|2 ≤ 0, ∀t ≥ 0,
(3.48)
where Λ˜ is a generic positive constants that depends on ǫ0, . . . , N1, . . . , but it does not depend on N0.
We fix the above constants as follows: we take ǫ0, ε˜1 and ε˜3 small enough such that
ǫ0 < 1, ε˜1 < η, and ε˜3 < κ.
Now, we fix N1 = 1 and choose N2 large enough such that
N2 >
1
η − ε˜1 .
Then, we fix N3 large enough such that
N3(κ− ε˜3) > N2η + C (ǫ0) .
After that we pick ε˜2 and ε˜4 small enough such that
ε˜2 <
1− ǫ0
N2
and ε˜4 <
N2(η − ε˜1)− 1
N3
Once all the above constants are fixed, we take N0 large enough such that N0 > Λ˜. Consequently (3.48)
becomes
d
dt
LC(ξ, t) + α˜ |ξ|
4
(1 + |ξ|2)2 EˆC(ξ, t) ≤ 0, ∀t ≥ 0.(3.49)
On the other hand, it is not hard to see that for all t ≥ 0,
LC(ξ, t) ∼ (1 + |ξ|2 + |ξ|4 + |ξ|6)EˆC(ξ, t).
Consequently, this together with (3.49) leads to our desired result. 
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3.3.2. Eigenvalues expansion. In this section, we compute the asymptotic expansion of the eigenvalues
in the Cattaneo model when τ = β using, as before, the eigenvalues expansion method. In this case,
and as a difference from the previous sections, this asymptotic behaviour will not be the same as the
one that in the previous section gives us the decay and regularity of the norm related to the solution,
as the following remark explains.
Remark 3.14. The decay rate in Theorem 3.11 comes from the exponent
̺c(ξ) =
|ξ|4
(1 + |ξ|2)2(1 + |ξ|2 + |ξ|4 + |ξ|6) ,
of Proposition 3.13. Observe that ̺c(ξ) ∼ |ξ|4 when |ξ| → 0, and ̺c(ξ) ∼ |ξ|−6 when |ξ| → ∞. From
Lemmas 3.15 and 3.16 below, we can see that the asymptotic behaviour of the real parts of the slowest
eigenvalues when |ξ| → 0 is also |ξ|4. But when |ξ| → ∞ the slowest real parts of the eigenvalues behave
as |ξ|−2, which is a different rate than the one obtained in Proposition 3.13. That allows us to conclude
that the decay exponent obtained in this Proposition 3.13 may not optimal. And, hence, the decay
result of Theorem 3.11 may not optimal either. More concretely, while its decay rate is in agreement
with the present results (as for |ξ| → 0 both asymptotic behaviours agree), the regularity-loss of the
solutions (which comes from the asymptotic behaviour when |ξ| → ∞) may be improved.
First, observe that when τ = β the characteristic equation (3.35) takes the form
λ5 +
(
1
τ0
+
1
τ
)
λ4 +
η2τ0ζ
4 − (κ2 + τ0) ζ2 + 1
τ0
λ3(3.50)
+
(τ + τ0) η
2ζ2 − (τ + τ0 + κ2)
ττ0
ζ2λ2 +
(η2 + τκ2) ζ2 − 1
ττ0
ζ2λ+
κ2ζ4
ττ0
= 0
where ζ = i|ξ|.
Lemma 3.15. We assume that 0 < τ = β. In this case, we get the following expansion for |ξ| → 0:

Re(λ1,2)(ξ) = −η
2κ2
2
|ξ|4 +O(|ξ|5),
Re(λ3)(ξ) = −κ2|ξ|2 +O(|ξ|3),
Re(λ4)(ξ) = −1
τ
+O(|ξ|2),
Re(λ5)(ξ) = − 1
τ0
+O(|ξ|2).
In particular, all these real parts are negative.
Proof. As in the previous sections, it is easy to compute that for ζ → 0, we have the following
asymptotic expansion for the roots of (3.50):
λ1,2(ζ) = ±ζ ±
(
η2
2
+
5τ 2
4
)
ζ3 − η
2κ2
2
ζ4 +O(ζ5),
λ3(ζ) = κ
2ζ2 +O(ζ3),
λ4(ζ) = −1
τ
+O(ζ2),
λ5(ζ) = − 1
τ0
+O(ζ2).
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Now, coming back to the variable ξ, we get the following expansion for |ξ| → 0:

Re(λ1,2)(ξ) = −η
2κ2
2
|ξ|4 +O(|ξ|5),
Re(λ3)(ξ) = −κ2|ξ|2 +O(|ξ|3),
Re(λ4)(ξ) = −1
τ
+O(|ξ|2),
Re(λ5)(ξ) = − 1
τ0
+O(|ξ|2),
which, indeed, are negative. ✷
Lemma 3.16. We assume that 0 < τ = β. In this case, we get the following expansion for |ξ| → ∞:

Re(λ1,2)(ξ) = − κ
2τ 2
2τ 2η2τ 20
|ξ|−2 +O(|ξ|−3),
Re(λ3,4,5)(ξ) = σ˜3,4,5 +O(|ξ|−1),
with σ˜3,4,5 < 0, as the rest of the real parts.
Proof. We proceed as in the analogous lemmas of the previous sections (see, for instance, Lemma
3.9). Hence, applying the change of variables ν = ζ−1 = (i|ξ|)−1, computing the asymptotic expansion
of µ(ν) (the roots of the corresponding characteristic polynomial for ν) when ν → 0, and coming back
to the eigenvalues λ(ξ), we can easily show that the following expansion holds

Re(λ1,2)(ξ) = − κ
2τ 2
2τ 2η2τ 20
|ξ|−2 +O(|ξ|−3),
Re(λ3,4,5)(ξ) = σ˜3,4,5 +O(|ξ|−1),
with σ˜3,4,5 being the roots of (3.39) when τ = β. In this case, these roots can be explicitly calculated
and are
σ˜3 = −1
τ
, ˜σ4,5 = −η ±
√
η2 − 4κ2τ0
2ητ0
.
Hence, we can conclude all the eigenvalues have negative real parts in this case too. ✷
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