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and determine its largest pole.
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A major problem of Diophantine geometry is to understand the distribution of
rational or integral points of algebraic varieties defined over number fields. For
example, a well-studied question put forward by Manin in [1] is that of an asymptotic
expansion for the number of rational/integral points of bounded height. A basic tool
is the height zeta function which is a Dirichlet series.
Around 2000, E. Peyre suggested to consider the analogous problem over function
fields, which has then an even more geometric flavor since it translates as a prob-
lem of enumerative geometry, namely counting algebraic curves of given degree and
establishing properties of the corresponding generating series. In view of the devel-
opments of motivic integration by Kontsevich, Denef–Loeser [10], etc., it is natural
to look at a more general generating series which not only counts the number of
such algebraic curves, but takes into account the space they constitute in a suitable
Hilbert scheme.
A natural coefficient ring for the generating series is the Grothendieck ring of
varieties KVark: if k is a field, this ring is generated as a group by the isomorphism
classes of k-schemes of finite type, the addition being subject to obvious cut-and-
paste relations, and the product is induced by the product of k-varieties. One interest
of this generalization is that it also makes sense in a purely geometric context, where
no counting is available.
Such a situation has been first studied in a paper by Kapranov in [15], where the
analogy with the mentioned diophantine problem is not pointed out. Later, Bourqui
made some progress on the motivic analogue of Manin’s problem, see [3], as well as
his survey report [4].
In this article, we consider the following situation.
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Setting 1. — Let k be an algebraically closed field of characteristic zero. Let C0 be
a quasi-projective smooth connected curve over k and let C be its smooth projective
compactification; we let S “ CzC0. Let F “ kpCq be the function field of C and g
be its genus.
Let X be a projective irreducible k-scheme together with a non-constant morphism
π : X Ñ C. Let G and U be Zariski open subsets of X such that G Ă U Ă X. Let
L be a line bundle on X; we assume that there exists an effective Q-divisor D
supported on pXzUqF such that L p´Dq is ample on XF .
We are interested in sections σ : C Ñ X of π such that σpCF q Ă GF and σpC0q Ă
U . As in the Hasse principle, existence of local such sections is a necessary condition
to the existence of global sections σ.
Setting 2. — We assume that for every v P C0, GpFvq X Upovq ‰ H, where ov is
the completion of OC,v and Fv is its field of functions.
We then want to study the family of such sections σ with prescribed degree
n “ deg σ˚L . This is a geometric/motivic analogue of the variant of Manin’s
problem for integral points.
By Proposition 2.2.2, these conditions define a constructible set MU,n (in some
k-scheme); moreover, the hypothesis on L implies that there exists n0 P Z such that
MU,n is empty for n ď n0. Considering the classes rMU,ns of these sets in KVark, we
form the generating Laurent series
ZUpT q “
ÿ
nPZ
rMU,nsT
n
and ask about its properties.
Precisely, we investigate in this paper the motivic counterpart of the situation
studied recently in the paper [7] by Y. Tschinkel and the first named author.
Setting 3. — In this paper, we consider the particular case where GF is the additive
groupGna,F , UF “ GF andXF admits an action of GF which extends the group action
of GF over itself. We also assume that the irreducible components of the divisor at
infinity BX “ XzG are smooth and meet transversally. Finally, we restrict ourselves
to the case where the restriction of L to the generic fiber XF is equal to ´KXF pBXF q,
the log-anticanonical line bundle.
(As explained at the end of Section 3.1, this line bundle satisfies the previous
ampleness assumption.)
Let L be the class of the affine line A1k in KVark and let Mk be the localized
ring of KVark with respect to the multiplicative subset S generated by L and the
elements La ´ 1, for a P Ną0. An element of KVark is said to be effective if it can
be written as a sum of classes of algebraic varieties; similarly, an element of Mk is
effective if its product by some element of S is the image of an effective element
of KVark. For example, 1´ L
´a “ L´apLa ´ 1q is effective for every a ą 0.
Let MktT u
: and MktT u be the subrings of MkrrT ssrT
´1s generated by MkrT, T
´1s
and the inverses of the polynomials 1 ´ LaT b, where pa, bq P N ˆNą0 are integers
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such that b ą a, respectively b ě a. For b ą a ě 0, 1 ´ La´b “ La´bpLb´a ´ 1q is
invertible in Mk, so that every element P of MktT u
: has a value P pL´1q at T “ L´1
which is an element of Mk.
The following theorem is the main result of this paper.
Theorem 1. — Assume the notation and hypotheses of Settings 1, 2, and 3, are
in force.
The Laurent series ZUpT q belongs to MktT u. More precisely, there exists an
integer a ě 1, an element PUpT q P MktT u
: such that PUpL
´1q is an effective non-
zero element of Mk, and a positive integer d such that
p1´ LaT aqdZUpT q “ PUpT q.
Any k-constructible set M can be written as a finite disjoint union of integral
k-varieties; we let dimpMq be the maximal dimension of these varieties and κpMq
be the number of such varieties of maximal dimension; they do not depend on the
chosen partition.
Corollary 2. — For every integer p P t0, . . . , a ´ 1u, one of the following cases
occur when n tends to infinity in the congruence class of p modulo a:
1. Either dimpMU,nq “ opnq,
2. Or dimpMU,nq´n has a finite limit and logpκpMU,nqq{ logpnq converges to some
integer in t0, . . . , d´ 1u.
Moreover, the second case happens at least for one integer p.
We observe that this condition on congruence classes is unavoidable in general.
For example, if L is a multiple L a0 of a class in PicpX q, then MU,n “ H for n ∤ a.
In the arithmetic case, the corresponding question consists in establishing the
analytic property of the height zeta function (holomorphy for ℜpsq ą 1, meromor-
phy on a larger half-plane, pole of order d at s “ 1) as well as showing that the
number of points of height ď B grows as BplogpBqqd´1. Its proof in [7] relies on
the Poisson summation formula for the discrete cocompact subgroup GpF q of the
adelic group GpAF q. In the present work, we take advantage of the motivic Poisson
formula recently established by E. Hrushovski and D. Kazhdan in [13] to prove new
results in the geometric setting.
However, in its present form, this motivic Poisson formula suffers two limitations.
Firstly, the functions it takes as input may only depend on finitely many places of
the given function field. For this reason, the question we solve in this paper is a
geometric analogue of Manin’s problem for integral points, rather than for rational
points. Secondly, the Poisson formula only applies to vector groups, and this is why
our varieties are assumed to be equivariant compactifications of such groups.
The plan of the paper is the following.
We begin the paper by an exposition, in a self-contained geometric language, of the
motivic Poisson formula of Hrushovski–Kazhdan. We then gather in Section 2 some
preliminary results needed for the proof. In particular, we show in Proposition 2.1.3
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that Corollary 2 is a consequence from Theorem 1. For eventual reference, we also
prove there a general existence theorem for the moduli spaces which we study here,
see Proposition 2.2.2. We end this Section by recalling some notation on Clemens
complexes, and on functions on arc spaces with values in Mk.
In Section 3, we lay out the foundations for the proof of Theorem 1. Its main goal
consists in describing the moduli spaces as adelic subsets of the group G.
The core of the proof of Theorem 1 begins with Section 4. We first apply the
motivic Poisson summation formula of Hrushovski and Kazhdan. We show that this
formula gives an expression ZpT q as a “sum” (in the sense of motivic integration)
over ξ P GpF q of rational functions ZpT, ξq whose denominators are products of
factors of the form 1 ´ LaT b for b ě a. The point is that the term corresponding
to the parameter ξ “ 0 is the one which involves the largest number of such factors
with a “ b; intuitively, the “order of the pole of ZpT, ξq at T “ L´1” is larger for
ξ “ 0 than for ξ ‰ 0. Admitting these facts, it is therefore a simple matter to
conclude the proof of Theorem 1.
The proof of these facts are the subject of Sections 5 and 6. In fact, once rewritten
as a motivic integral, the Laurent series ZpT, 0q is a kind of “geometric” motivic
Igusa zeta function. Its analysis, using embedded resolution of singularities, would
be classical; in fact, our geometric setting is so strong that we even do not need to
resolve singularities in this case. For general ξ, however, what we obtain is a sort
of “motivic oscillatory integral”. Such integrals are studied in a coordinate system
in Section 5. Finally, in Section 6, we establish the three propositions that we had
temporarily admitted in Section 4.
In this paper, an important role is played by variants of the local zeta functions
that Igusa had introduced in [14] and which are studied by refining Igusa’s initial
analysis. We are honored to dedicate this work to the memory of late Professor
Igusa. The second author had the privilege to first meet Professor Igusa more than
thirty years ago. He would like to acknowledge the profound impact of Professor
Igusa’s vision on his own research during all these years.
Acknowledgments. — The research leading to this paper was initiated during a visit
of the second author to the first author when he was visiting the Institute for Ad-
vanced Study in Princeton for a year. We would like to thank that institution for
its warm hospitality. The first author was supported by the Institut universitaire
de France, by the National Science Foundation under agreement No. DMS-0635607,
as well as by the Positive project of Agence nationale de la recherche, under agree-
ment ANR-2010-BLAN-0119-01. The second author was partially supported by the
European Research Council under the European Community’s Seventh Framework
Programme (FP7/2007-2013) / ERC Grant Agreement nr. 246903 NMNAG.
1. The motivic Poisson formula of Hrushovski–Kazhdan
For the convenience of the reader, we begin this paper with an exposition of
Hrushovski-Kazhdan’s motivic Poisson summation formula. We follow closely the
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relevant sections from [13], but adopt a self-contained geometric language. In the
rest of the paper, we will make an essential use of the formalism recalled here.
To motivate the definitions, let us discuss rapidly the dictionary with the Poisson
summation formula for the adele groups of global fields. So assume that F is a
global field. Let AF be the ring of adeles of F ; it is the restricted product of the
completions Fv at all places v of F and is endowed with a natural structure of a
locally compact abelian group. The field F embeds diagonally in AF and its image is
a discrete cocompact subgroup. Fix a Haar measure µ on AF as well as a non-trivial
character ψ : AF Ñ C
˚. For every Schwartz-Bruhat function ϕ on AnF , its Fourier
transform is the function Fϕ on AnF defined by
Fϕpyq “
ż
An
F
ϕpxqψpxyq dµpxq;
it is again a Schwartz-Bruhat function. Moreover, the global Haar measure, additive
character and Fourier transform can be written as products of similar local objects.
Then, one has ÿ
xPFn
ϕpxq “ µpAF {F q
´n
ÿ
yPFn
Fϕpyq.
The motivic Poisson summation formula provides an analogue of this formalism,
when F is the function field of a curve C over an algebraically closed field. Integrals
belong to the Grothendieck ring of varieties, more precisely, to a (suitably localized)
variant “with exponentials” of this ring. They are constructed using motivic inte-
gration at the “local” level of completions Fv; here Fv is identified with the field
kpptqq of Laurent series, so that F nv can be considered as an infinite dimensional k-
variety, more precisely, an inductive limit of arc spaces t´mkrrtssn » L pAnkq. Motivic
Schwartz-Bruhat functions are elements of relative Grothendieck rings. The possi-
bility to define the “sum over F n” of a motivic function follows from the fact that it
is zero outside of a finite dimensional subvariety of this ind-arc space. The Poisson
summation formula then appears as a reformulation of the Riemann–Roch theorem
for curves combined with the Serre duality theorem, as formulated in [19].
1.1. The Grothendieck ring of varieties with exponentials
1.1.1. — Let k be a field. The Grothendieck group of varieties KVark is defined by
generators and relations; generators are k-varieties X (=k-schemes of finite type);
relations are the following:
X ´ Y,
whenever X and Y are isomorphic k-varieties;
X ´ Y ´ U,
whenever X is k-variety, Y a closed subscheme of X and U “ XzY is the com-
plementary open subscheme. Every k-constructible set X has a class rXs in the
group KVark.
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The Grothendieck group of varieties with exponentials KExpVark is defined by
generators and relations (cf. [9, 13]). Generators are pairs pX, fq, where X is a
k-variety and f : X Ñ A1 “ SpecpZrT sq is a morphism. Relations are the following:
pX, fq ´ pY, f ˝ uq
whenever X, Y are k-varieties, f : X Ñ A1 a morphism, and u : Y Ñ X a k-
isomorphism;
pX, fq ´ pY, f |Y q ´ pU, f |Uq
whenever X is a k-variety, f : X Ñ A1 a morphism, Y a closed subscheme of X and
U “ XzY the complementary open subscheme;
pX ˆZ A
1, pr2q
where X is a k-variety and pr2 is the second projection. We will write rX, f s to
denote the class in KExpVark of a pair pX, fq.
There is a morphism of Abelian groups ι : KVark Ñ KExpVark which sends the
class of X to the class rX, 0s.
Any pair pX, fq consisting of a constructible set X and of a piecewise morphism
f : X Ñ A1 has a class rX, f s in KExpVark.
1.1.2. — One endows KVark with a ring structure by setting
rXsrY s “ rX ˆk Y s
whenver X and Y are k-varieties. The unit element is the class of the point Specpkq.
One endows KExpVark with a ring structure by setting
rX, f srY, gs “ rX ˆk Y, pr
˚
1 f ` pr
˚
2 gs,
whenever X and Y are k-varieties, f : X Ñ A1 and g : Y Ñ A1 are k-morphisms;
pr˚1 f `pr
˚
2 g is the morphism from X ˆk Y to A
1 sending px, yq to fpxq` gpyq. The
unit element for this ring structure is the class rSpecpkq, 0s “ ιprSpecpkqsq.
The morphism ι : KVark Ñ KExpVark is a morphism of rings.
One writes L for the class of A1k in KVark, or for the class of pA
1
k, 0q in KExpVark.
Let S be the multiplicative subset of KVark generated by L and the elements L
n´1,
for n ě 1. The localizations of the rings KVark and KExpVark with respect to S are
denoted Mk and ExpMk respectively. There is a morphism of rings ι : Mk Ñ ExpMk.
Lemma 1.1.3 ([9, Lemma 3.1.3]). — The two ring morphisms ι : KVark Ñ
KExpVark and ι : Mk Ñ ExpMk are injective.
Proof. — For t P A1kpkq, let jt be the map that sends a pair pX, fq to the class
in KVark of the k-variety rf
´1ptqs. One observes that j0 ´ j1 defines a morphism of
groups j : KExpVark Ñ KVark. Indeed, for every t P A
1
kpkq, jt maps the additivity
relations in KExpVark to additivity relations in KVark. Moreover, jtpY ˆA
1
k, pr2q “
rY s for every k-variety Y , so that jppY ˆA1k, pr2qq “ 0. This proves the existence
of j. By construction, ι is a section of j, hence ι is injective.
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Lemma 1.1.4. — Let X be a k-variety with a Ga-action and let f : X Ñ A
1 be a
morphism. Let k be an algebraic closure of k. Assume that fpt` xq “ t` fpxq for
every t P Gapkq and every x P Xpkq. Then, the class of pX, fq is zero in KExpVark.
Proof. — By a theorem of Rosenlicht [18], there exists a Ga-stable dense open
subset U and a quotient map U Ñ Y which is a Ga-torsor. Every such torsor is
locally trivial for the Zariski topology. Consequently, up to shrinking U (and Y
accordingly), this Ga-torsor is trivial, so that there exists a Ga-equivariant isomor-
phism u : Ga ˆ Y » U . Let g : Y Ñ A
1 be the morphism given by y ÞÑ fpup0, yqq.
For y P Y pkq and t P A1kpkq, one has fpupt, yqq “ fpt ` up0, yqq “ t ` fpup0, yqq.
This shows that the class of pY, f ˝ uq equals the product of the classes of pA1k, Idq
and pY, gq. It is zero in KExpVark, so that the class of pU, f |Uq is zero too. One
concludes the proof by Noetherian induction.
1.1.5. Relative variant. — Let S be a k-variety. There are similar rings KVarS,
KExpVarS, MS and ExpMS defined by replacing k-varieties by S-varieties in the
above definitions. We write rX, f sS P KExpVarS for the class of a pair pX, fq, where
X is an S-variety and f : X Ñ A1 is a morphism.
Any morphism u : S Ñ T of k-varieties induces morphisms u! and u
˚ between the
corresponding Grothendieck groups. The definitions are similar; let us explain the
case of KExpVar.
Let X be an S-variety and let f : X Ñ A1 be a morphism. Via the morphism
u : S Ñ T , we may view X as a T -variety, so that pX, fq gives rise to a class rX, f sT
in KExpVarT . This induces a morphism of groups
u! : KExpVarS Ñ KExpVarT , rX, f sS ÞÑ rX, f sT .
If u is an immersion, then u! is a morphism of rings.
In the other direction, there is a unique morphism of rings
u˚ : KExpVarT Ñ KExpVarS
such that u˚prX, f sT q “ pX ˆT S, f ˝ pr1q for every pair pX, fq consisting of a
T -variety X and of a morphism f : X Ñ A1.
Remark 1.1.6. — Let A “ ZrT s and B be the localization of A with respect to
the multiplicative subset generated by T and the T n ´ 1, for n ě 1. The unique
ring morphism from A to KVark which sends T to L endowes KVark and KExpVark
with structures of A-algebras. Moreover, Mk » B bA KVark and ExpMk » B bA
KExpVark.
More generally, for every k-variety S, KVarS and KExpVarS are A-algebras, and
one has natural isomorphisms
MS » B bA KVarS » Mk bKVark KVarS
and
ExpMS » B bA KExpVarS » ExpMk bKExpVark KExpVarS.
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Thanks to this remark, we will often allow ourselves to write formulas or proofs
at the level of KExpVarS, when the generalization to ExpMS follows directly by
localization.
1.1.7. Functional interpretation of the relative Grothendieck rings. — Elements of
KExpVarS can be thought of as motivic functions with source S. In particular, for
ϕ P KExpVarS and a point s P S, considered as a morphism Specpkpsqq Ñ S, one
writes ϕpsq for the element s˚ϕ of KExpVarkpsq. By Lemma 1.1.8 below, a motivic
function is determined by its values.
Let u : S Ñ T be a morphism of k-varieties. The ring morphism u˚ : KExpVarT Ñ
KExpVarS then corresponds to composition of functions.
If u is an immersion, the morphism of rings u! : KExpVarS Ñ KExpVarT corre-
sponds in this interpretation to extension by zero. In the general case, we shall see
that it corresponds to “summation over rational points” in the fibers of u.
Lemma 1.1.8. — Let ϕ P KVarS ( resp. MS, resp. KExpVarS, resp. ExpMS). If
ϕpsq “ 0 for every s P S, then ϕ “ 0.
As a corollary, Lemmas 1.1.3 and 1.1.4 hold for relative Grothendieck groups.
Proof. — We give the proof for KExpVarS, the other three cases are similar. Let
us fix a representative M of ϕ in ZrExpVarSs, the free Abelian group generated by
pairs pX, fq, where X is an S-scheme and f : X Ñ A1 is a morphism. Let s be
a generic point of S; since ϕpsq “ 0, the object Mkpsq is a linear combination of
elementary relations. By spreading out the varieties and the morphisms expressing
these relations, there exists a dense open subset U of S such that the object MU
in ZrExpVarU s is a linear combination of the corresponding elementary relations,
hence one has rMU s “ 0. On the other hand, we have rMT spsq “ 0 for every point
s in T “ SzU . By Noetherian descending induction it follows that rMT s “ 0. Thus
rMs “ 0, and ϕ “ 0.
1.1.9. Exponential sums. — The class θ of a pair pX, fq in KExpVark can be
thought of as an analogue of the exponential sumÿ
xPXpkq
ψpfpxqq,
when k is a finite field and ψ : k Ñ C˚ is a fixed non-trivial additive character. This
justifies the notation
ř
xPX ψpfpxqq for the class rX, f s in KExpVark.
More generally, let S be a k-variety, let θ P ExpMS and let u : S Ñ A
1 be a
morphism. We define
(1.1.10)
ÿ
sPS
θpsqψpupsqq “ θ ¨ rS, usS,
the product being taken in ExpMS, and its result being viewed in ExpMk. Let us
make this definition explicit, assuming that θ “ rX, f sS, where X is a S-variety and
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f : X Ñ A1 is a morphism; in this case,ÿ
sPS
θpsqψpupsqq “ rX, f sSrS, usS “ rX ˆS S, f ˝ pr1`u ˝ pr2sS “ rX, f ` u ˝ gs.
To support this notation, observe that when k is a finite field and s P Spkq, denoting
by g the morphisms X Ñ S, one has
θpsq “
ÿ
xPXpkq
gpxq“s
ψpfpxqq,
so that
ÿ
sPSpkq
θpsqψpupsqq “
ÿ
sPSpkq
¨˚
˚˝ ÿ
xPXpkq
gpxq“s
ψpfpxqq
‹˛‹‚ψpupsqq
“
ÿ
xPXpkq
ψpfpxq ` upgpxqq.
Let u : S Ñ T be a morphism of k-varieties. This notation of “summation over
rational points” is consistent with the functional interpretation of the morphism
u! : KExpVarS Ñ KExpVarT . Indeed, for every ϕ P KExpVarS and every t P T , one
has
u!ϕptq “
ÿ
sPu´1ptq
ϕpsq,
with notation similar to (1.1.10).
Lemma 1.1.11. — Let V be a finite dimensional k-vector space, let f be a linear
form on V . Then, ÿ
xPV
ψpfpxqq “
#
LdimpV q if f “ 0;
0 otherwise.
Proof. — By definition, the left hand side is the class of pV, fq in KExpVark. This
equals rV s “ LdimpV q if f “ 0. Otherwise, let a P V be such that fpaq “ 1 and let
us consider the action of the additive group Ga on V given by pt, vq ÞÑ v` ta. Since
fpv ` taq “ fpvq ` t, it follows from Lemma 1.1.4 that rV, f s “ 0.
1.2. Local Fourier transforms
1.2.1. Schwartz-Bruhat functions of given level and their integral. — Let F ˝ be a
complete discrete valuation ring, with field of fractions F and perfect residue field k;
we write ord: F Ñ Z for the (normalized) valuation on F . We assume that F and k
have the same characteristic; let us fix a section of the morphism F ˝ Ñ k, so that F ˝
is a k-algebra. Every local parameter in F , i.e., every element t P F of valuation 1,
then gives rise to isomorphisms krrtss » F ˝ and kpptqq » F .
Fix such a local parameter t. For every two integers M ď N , we can identify
the quotient set tx ; ordpxq ěMu{tx ; ordpxq ě Nu “ tMF ˝{tNF ˝ of the elements x
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in F satisfying ordpxq ěM , modulo those satisfying ordpxq ě N , with the k-rational
points of the affine space A
pM,Nq
k “ A
N´M
k , via the formula
x “
N´1ÿ
j“M
xit
i pmod tN q ÞÑ pxM , . . . , xN´1q.
For every integer n ě 0, let S pF n;M,Nq be the ring ExpM
A
npM,Nq
k
; its elements
are called motivic Schwartz-Bruhat function of level pM,Nq on F n. We define the
integral of such a function ϕ P S pF n;M,Nq by the formula
(1.2.2)
ż
Fn
ϕpxq dx “ L´nN
ÿ
xPA
npM,Nq
k
ϕpxq.
1.2.3. Compatibilities. — The natural injection tMF ˝{tNF ˝ Ñ tM´1F ˝{tNF ˝ is
turned into a closed immersion
ι : A
pM,Nq
k Ñ A
pM´1,Nq
k , pxM , . . . , xN´1q ÞÑ p0, xM , . . . , xN´1q.
This gives rise to ring morphisms ι˚ : S pF n;M´1, Nq Ñ S pF n;M,Nq (restriction)
and ι˚ : S pF
n;M,Nq Ñ S pF n;M ´ 1, Nq (extension by zero). One has ι˚ι˚ “ Id.
Similarly, the natural projection tMF ˝{tN`1F ˝ Ñ tMF ˝{tNF ˝ induces a morphism
π : A
pM,N`1q
k Ñ A
pM,Nq
k , pxM , . . . , xNq ÞÑ pxM , . . . , xN´1q
which is a trivial fibration with fiber A1k. This gives rise to a ring morphism
π˚ : S pF n;M,Nq Ñ S pF n;M,N`1q and to a group morphism π˚ : S pF
n;M,N`
1q Ñ S pF n;M,Nq (integration over the fiber). One has π˚π
˚pϕq “ Lnϕ for every
ϕ P S pF n;M,Nq.
The space of motivic smooth functions on F n is then defined by
(1.2.4) DpF nq “ limÐÝ
M,ι˚
limÝÑ
N,π˚
S pF n;M,Nq,
while the space of motivic Schwartz-Bruhat functions on F n is defined by
(1.2.5) S pF nq “ limÝÑ
M,ι˚
limÝÑ
N,π˚
S pF n;M,Nq.
These spaces have a ring structure, but S pF nq has no unit element; the natural
injection S pF nq Ă DpF nq is a morphism of rings. We denote by 1pF ˝qn the class
in S pF nq of the unit element of S pF n; 0, 0q.
Observe that ι˚ commutes with the sum over points, while π
˚ only commutes up
to multiplication by Ln. Consequently, the integral of a Schwartz-Bruhat function
does not depend on the choice of a level pM,Nq at which it is defined. This gives
rise to an additive map S pF nq Ñ ExpMk, denoted ϕ ÞÑ
ş
Fn
ϕ. For every subset W
of F n whose characteristic function 1W is a motivic Schwartz-Bruhat function, one
also writes
ş
W
ϕ “
ş
Fn
ϕ1W .
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1.2.6. The Fourier kernel. — Let r : F Ñ k a non-zero k-linear map which vanishes
on taF ˝ for some integer a. We define the conductor ν of r as the smallest integer a
such that r vanishes on taF ˝.
In the sequel, our main source of such a linear form will be given by residues
of differential forms. Assume that F is the completion at a closed point s of a
function field in one variable over k, and let ress : ΩF {k Ñ k be the residue map at
the closed point s ([20], p. 154). Then fix some non-zero meromorphic differential
form ω P ΩF {k and set rs : F Ñ k, x ÞÑ resspxωq. In this case, the conductor of r is
equal to the order of the pole of ω (Theorem 2 of [20]; see also §1.3.7 below).
The kernel of the Fourier transform is the element of DpF 2q informally written
px, yq ÞÑ ψprpxyqq “ epxyq.
Let us explicit this definition.
Let x P F , let us write x “
ř
n xnt
n, where xn “ 0 for n ă ordpxq. One
has rpxq “
ν´1ř
n“ordpxq
xnrpt
nq. Consequently, restricted to the subset of F consisting
of elements x such that ordpxq ď M , r can be interpreted as a linear morphism
rpM,Nq : A
pM,Nq
k Ñ A
1
k, for every integer N such that N ě ν.
Let N2 “M `M 1`minpN ´M,N 1´M 1q “ minpM 1`N,M `N 1q. The product
map F ˆ F Ñ F gives rise to a morphism
A
pM,Nq
k ˆA
pM 1,N 1q
k Ñ A
pM`M 1,N2q
k .
Let us assume that N2 ě ν. Composing with rpM`M
1,N2q, we obtain a morphism
A
pM,Nq
k ˆA
pM 1,N 1q
k Ñ A
1
k,
hence an element of ExpM
A
pM,Nq
k
ˆA
pM 1,N1q
k
, whose class in DpF 2q is our kernel.
1.2.7. Fourier transformation. — The Fourier transform of a Schwartz-Bruhat
function ϕ P S pF ;M,Nq is defined formally as
Fϕpyq “
ż
F
ϕpxqepxyq dx.
More generally, we write xx, yy “
řn
j“1 xjyj for the self-pairing of F
n and define the
Fourier transform of a Schwartz-Bruhat function ϕ P S pF n;M,Nq by
Fϕpyq “
ż
Fn
ϕpxqepxx, yyq dx,
where, we recall, ep¨q is a short-hand notation for ψprp¨qq.
Observe that ϕ ÞÑ Fϕ is ExpMk-linear.
Let us make the definition explicit, assuming that n “ 1, ϕ is of the form rU, f s,
where pU, gq is a A
pM,Nq
k -variety and f : U Ñ A
1 is a morphism. Then, Fϕ is
represented by
L´N rU ˆg A
pM,Nq
k ˆA
pM 1,N 1q
k , fpuq ` rpxyqs
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in the Grothendieck group ExpM
A
pM 1,N1q
k
, where we define U ˆgA
pM,Nq
k ˆA
pM 1,N 1q
k as
the fiber product of the A
pM,Nq
k -varieties pU, gq and pA
pM,Nq
k ˆA
pM 1,N 1q
k , pr1q, viewed
as an A
pM 1,N 1q
k -variety, the structural morphism
U ˆg A
pM,Nq
k ˆA
pM 1,N 1q
k Ñ A
pM 1,N 1q
k
being the projection to the third factor. For this to make sense, we only need to
take M 1 ď ν ´N and N 1 ě ν ´M .
Proposition 1.2.8. — Let ν be the conductor of r. Then for every ϕ P
S pF n;M,Nq, one has Fϕ P S pF n; ν ´N, ν ´Mq.
Theorem 1.2.9 (Fourier inversion). — Let ν be the conductor of r. Then for
every ϕ P S pF n;M,Nq, one has FFϕpxq “ L´nνϕp´xq.
Proof. — For simplicity of notation, we assume that n “ 1. We may assume that
ϕ is represented by rU, f s as above. To compute FFϕ, we may set pM 1, N 1q “
pν ´N, ν ´Mq and pM2, N2q “ pM,Nq, so that FFϕ is represented by
L´N´N
1
rU ˆg A
pM,Nq
k ˆA
pM 1,N 1q
k ˆA
pM2,N2q
k , fpuq ` rpxyq ` rpyzqs.
The contribution of the part where x` z ‰ 0 is zero, because of Lemma 1.1.4. The
part where x` z “ 0 is equal to
L´N´N
1
rU ˆg A
pM 1,N 1q
k ˆA
pM2,N2q
k , fpuqs “ L
´N´M 1rU ˆg A
pM2,N2q
k , fpuqs
“ L´νrU, f s,
where U is viewed as an A
pM2,N2q
k -variety via the morphism ´g. This proves the
theorem.
1.2.10. — This theory is extended in a straightforward way to products of local
fields. Let pFsqsPS be a finite family of fields as above, fields of fractions of complete
discrete valuation rings F ˝s , with local parameters ts and residue fields ks. Assume
that for each s, ks is a finite extension of k. In practice, one will start from the
function field F of a (projective, smooth, geometrically connected) k-curve C, S
will be a set of closed points of C, and for every s P S, the field Fs will be the
completion of F at the point s.
For every s P S, write Resks{k for the functor of Weil restriction of scalars; one
has Resks{kpA
m
ks
q » A
mrks:ks
k . For every family pMs, NsqsPS of integers such that
Ms ď Ns, one then sets
V pnpMs, Nsqq “
ź
sPS
Resks{kA
npNs´Msq
ks
,
and defines the spaces of Schwartz-Bruhat functions of levels pMs, Nsq on
ś
sPS F
n
s
by
(1.2.11) S p
ź
sPS
F ns ; pMs, Nsqq “ ExpMV pnpMs,Nsqq.
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One then sets
(1.2.12) S p
ź
sPS
F ns q “ limÝÑ
pMs,ι˚q
limÝÑ
pNs,π˚q
S p
ź
sPS
F ns ; pMs, Nsqq.
There is a natural morphism of ringsâ
sPS
S pF ns q Ñ S p
ź
sPS
F ns q.
Contrary to the classical arithmetic case, it is not surjective in general.
The definition of the integral extends to a linear map S p
ś
sPS F
n
s q Ñ ExpMk.
Let prs : Fs Ñ kq be a family of non-trivial k-linear maps, let νs be the conduc-
tor of rs. Then the definition of the Fourier Transform F extends naturally to
S p
ś
sPS F
n
s q. For every ϕ P S p
ś
sPS F
n
s q, one sets
Fϕppysqq “
ż
ś
Fns
ϕpxqep
ÿ
xxs, ysyq
ź
dxs.
Fourier inversion still holds, with the same proof:
FFϕpxq “ L´n
ř
rks:ksνsϕp´xq.
1.3. Global Fourier Transforms
1.3.1. — Let k be a perfect field, let C be a projective, geometrically connected,
smooth curve over k, and let F “ kpCq be its field of functions. We fix a non-zero
meromorphic differential form ω P Ω1F {k.
One can interpret the field F “ kpCq as the k-points of an ind-k-variety. The
simplest way to do so consists maybe in considering the family of all Riemann–Roch
spaces L pDq “ H0pC,OpDqq, indexed by effective divisors D on C. Concretely,
L pDq is the set of non-zero rational functions f on C such that divpfq ` D ě 0,
together with the 0 function. It is a finite dimensional k-vector space and we view
it as a k-variety. The natural inclusions from L pDq to L pD1q, where D and D1 are
effective divisors such that D1 ´ D is effective, give this family the structure of an
inductive system, the limit of which is interpreted as kpCq.
1.3.2. Global Schwartz-Bruhat functions. — For every closed point s P C, write
ords for the corresponding normalized valuation on F , Fs for the its completion,
and F ˝s for the valuation ring of Fs; we also fix a local parameter ts at s.
The adele ring AF of F is the subring of
ś
sPC Fs consisting of families pxsq such
that xs P F
˝
s for all but finitely many s. (By abuse of notation, the condition “s P C”
means that s belongs to the set of closed points of C.)
In the classical arithmetic setting, the ring AF has a locally compact totally
disconnected topology, and the space of Schwartz-Bruhat functions on AnF is the
ring of real valued locally constant with compact support on AnF .
We now describe its geometric analogue S pAnF q.
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Let S and S 1 be finite sets of closed points of C such that S Ă S 1. There is a
natural morphism of rings:
jS
1
S : S p
ź
sPS
F ns q Ñ S p
ź
sPS1
F ns q, ϕ ÞÑ ϕb
â
sPS1zS
1pF ˝s qn .
The ring S pAnF q of global motivic Schwartz-Bruhat function on A
n
F is defined by
S pAnF q “ limÝÑ
SĂC,jS
1
S
S p
ź
sPS
F ns q.
It is important to observe that the global motivic Schwartz-Bruhat functions
on AnF induce the characteristic function of pF
˝
s q
n at all but finitely many closed
points s P C. This is a notable difference with the arithmetic setting.
In the classical arithmetic case, simple functions are characteristic functions of
a ball, or of products of balls. Let us describe their analogues in the motivic set-
ting. Let S be a finite subset of closed points of C, let a “ pasqsPS P
ś
sPS Fs,
let pMs, NsqsPS be a family of pairs of integers such that ordpasq ě Ms for every
s P S. Let W “
ś
sPS Resks{kA
npMs,Nsq
ks
, let Wa “ Specpkq and let Wa Ñ W be
the canonical map induced, for every s P S, by the ts-adic expansion of as. The
motivic function on W associated with the pair pWa Ñ W, 0q is called a simple
function. The corresponding Schwartz-Bruhat function on
ś
sPS F
n
s represents the
characteristic function of the product of the balls of centers as and radius Ns in F
n
s .
More generally, let us consider a k-variety Z and a morphism u “ pusq : Z Ñ
W ; let ϕ P ExpMWˆkZ be the motivic function associated with pZ, 0q, where Z is
considered as a W ˆk Z-variety through the morphism uˆ IdZ . For each z P Z, we
write ϕz for the motivic function on Wkpzq deduced from ϕ. When z P Zpkq, the
corresponding Schwartz-Bruhat function on
ś
sPS F
n
s represents the characteristic
function of the product of the polydiscs of radiusNs and centers uspzq. Consequently,
we call ϕ a family of simple functions parameterized by the k-variety Z.
Let χ P ExpMZ be a motivic function on Z, represented by rX
g
ÝÑ Z, f sZ, where X
is a Z-variety and f : X Ñ A1 is a morphism. We then define the Schwartz-Bruhat
function
ř
zPZ χpzqϕz on A
n
F as the one represented by the pair rX
u˝g
ÝÝÑ W, f s. By
linearity, this definition is extended to every element χ of ExpMZ .
Lemma 1.3.4. — Any global Schwartz-Bruhat function on AnF can be written in
this way.
Proof. — Let Φ be a global Schwartz-Bruhat function on AnF , represented by a pair
rZ, f s, where Z is a variety over W “
ś
sResks{kA
npMs,Nsq
ks
, for some finite set S of
closed points of C and integers pMs, Nsq, and f : Z Ñ A
1. Let ϕ be the family of
simple functions parameterized by W given by the pair pW
Id
ÝÑ W, 0q. One checks
readily that Φ “
ř
wPW Φϕw.
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1.3.5. Summation over rational points. — Let ϕ be a global Schwartz-Bruhat func-
tion on AnF , represented by a class ϕS in ExpMk
`ś
sPS Resks{kA
npMs,Nsq
ks
˘
, for some
finite set S of closed points of C and some family pMs, NsqsPS.
Consider the divisor D “ ´
ř
Msrss on C. For every s P S, the natural em-
bedding of F “ kpCq into the field Fs maps L pDq into t
MsF ˝s . This gives rise to
a morphism of algebraic varieties α : L pDqn Ñ
`ś
sPS Resks{kA
pMs,Nsq
k
˘n
. We then
define
ř
xPFn ϕpxq as the image in ExpMk of the element α
˚ϕS of ExpML pDqn . It
does not depend on the choice of the set S nor on the choice of the integers pMs, Nsq
and of the class ϕS.
Let us give a more explicit formula, assuming that ϕS is of the form rX, f s, where
W “
ś
sPS Resks{kA
npMs,Nsq
ks
, X is a W -variety and f : X Ñ A1 is a morphism. In
that case, one has
(1.3.6)
ÿ
xPFn
ϕpxq “ rL pDqn ˆW X, f ˝ pr2s.
1.3.7. Reminders on residues and duality for curves. — We need to recall a few re-
sults concerning residues, duality and the Riemann–Roch theorem on smooth curves.
We fix a non-zero meromorphic differential form ω P ΩF {k. Let νs be the order of
the pole, or minus the order of the zero, of ω at s, and let ν be the divisor
ř
νsrss
on C. One has degpνq “ 2´ 2g, where g is the genus of C.
For every closed point s P C, we define a map rs : Fs Ñ k by rspxq “ resC,spxωq,
where resC,s : ΩF {k Ñ k is Tate’s residue ([20]) on the curve C at s; since the field k is
perfect, it is non-zero and its conductor is equal to νs. This follows from Theorem 2
of [20] if s is a rational point of the curve C; in the general case, one checks that
resC,spωq “ Trkpsq{kpresCkpsq,spωqq,
where we indicated the curve as in index.
Let D be a divisor on C. Let L pDq be the set of rational functions y P Fˆ such
that divpyq`D ě 0 to which we adjoin 0; this is a finite dimensional k-vector space.
Let ΩpDq be the set of meromorphic forms α P ΩF {k such that divpαq ě D
(together with α “ 0). The map y ÞÑ yω from F to Ω1F {k induces an isomorphism
L pdivpωq ´Dq Ñ ΩpDq.
We embed F diagonally in AF . For every divisor D, let AF pDq be the subspace
of AF consisting of families pxsq such that divpxsq ` ordspDq ě 0 for every closed
point s P C. There is an isomorphism of k-vector spaces (see [19], Chapitre II, §5,
proposition 3; see also [20], p. 157)
H1pL pDqq » AF {pAF pDq ` F q.
According to Serre’s duality theorem ([19], Chapitre II, §8, théorème 2; see also [20],
Theorem 5), the morphism
θ : ΩF {k Ñ HompAF , kq, α ÞÑ
˜
pxsq ÞÑ
ÿ
s
resspxsαq
¸
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identifies ΩpDq with the orthogonal of AF pDq`F in HompAF , kq, i.e., with the dual
of H1pL pDqq. This contains the theorem of residues according to whichÿ
sPC
resspxωq “ 0
for every x P F .
1.3.8. Global Fourier transformation. — Observe that if s is any closed point of C
such that νs “ 0, then 1F ˝s is its own Fourier transform. Consequently, we may define
the Fourier transform Fϕ of every global Schwartz-Bruhat function ϕ P S pAnF q as
the image in S pAnF q of FϕS, where S is any finite set of places such that νs “ 0
for s R S, and ϕS P S p
ś
sPS F
n
s q is a representative of ϕ. By construction, Fϕ is
itself a global Schwartz-Bruhat function on the “dual” space AnF .
Theorem 1.3.9 (Fourier inversion formula). — For every ϕ P S pAnF q, one
has
FFϕpxq “ Lnp2g´2qϕp´xq.
Proof. — When ϕ is a simple function, this is nothing but the Fourier inversion
formula 1.2.9. The general case follows from Lemma 1.3.4. Indeed, if ϕ is written
as a sum of simple functions
ř
ϕpzqψz , it follows from the definitions that Fϕ “ř
ϕpzqFψz, so that
FFϕpxq “
ÿ
ϕpzqFFψzpxq “
ÿ
ϕpzqLnp2g´2qψzp´xq “ L
np2g´2qϕp´xq.
Theorem 1.3.10 (Motivic Poisson formula). — Let ϕ P S pAnF q. Then,ÿ
xPFn
ϕpxq “ Lp1´gqn
ÿ
yPFn
Fϕpyq.
Proof. — For simplicity of notation, we assume that n “ 1. By Lemma 1.3.4, we
may also assume that ϕ is a simple function bsPSϕs, where for each s P S, ϕs is the
characteristic function of the ball of center as P Fs and radius Ns. Let D be the
divisor
ř
sPS Nss on C.
For every s P S, Fϕs is a Schwartz-Bruhat function on Fs and
Fϕpysq “
#
ψpresspasysωqqL
´Ns if ordspysq ` ordspDq ě 0;
0 otherwise.
Then Fϕ is a global Schwartz-Bruhat function on AF , represented by
Â
sPS Fϕs
and
Fϕpyq “
#
ψp
ř
sPS resspasysωqqL
´degpDq if divpyωq `D ě 0;
0 otherwise.
Recall that the map y ÞÑ yω identifies L pdivpωq ` Dq with Ωp´Dq. Let
f : L pdivpωq ` Dq Ñ k be the linear map y ÞÑ xθpyωq, pasqy; it is identically
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zero if and only if pasq belongs to the orthogonal Ωp´Dq
K of Ωp´Dq with respect
to the Serre duality pairing. By Lemma 1.1.11, we thus haveÿ
yPF
Fϕpyq “ L´ degpDq
ÿ
yPL pdivpωq`Dq
ψpfpyqq
“
#
L´ degpDq`dimL pdivpωq`Dq if pasq P Ωp´Dq
K,
0 otherwise.
Moreover, the Riemann–Roch formula asserts that
dimL p´Dq “ dimH1pC,´Dq ´ degpDq ` 1´ g
“ dimΩp´Dq ´ degpDq ` 1´ g
“ dimL pdivpωq `Dq ´ degpDq ` 1´ g.
Consequently,
L1´g
ÿ
yPF
Fϕpyq “
#
LdimL p´Dq if pasq P Ωp´Dq
K,
0 otherwise.
Let us now compute the left hand side of the Poisson formula. In the case where
pasq P Ωp´Dq
K “ AF p´Dq ` F,
there exists a P F such that ordspa´ asq ě Ns for all s. Then,
ϕpxq “
#
1 if x´ a P L p´Dq,
0 otherwise
so that ÿ
xPF
ϕpxq “
ÿ
xPF
ϕpx´ aq “
ÿ
xPL p´Dq
1 “ LdimL p´Dq.
In the other case, there does not exist any a P kpCq such that ordspa´ asq ě Ns for
all s. Then, ϕpxq “ 0 for all x P F and
ř
xPF ϕpxq “ 0. In both cases, this concludes
the proof of the motivic Poisson formula.
Remark 1.3.11. — By Fourier inversion, we have FFϕpxq “ L´n degpνqϕp´xq “
Lp2´2gqnϕp´xq. Consequently, if we apply the Poisson formula to Fϕ, we obtainÿ
yPFn
Fϕpyq “ Lp1´gqn
ÿ
xPFn
FFϕpxq “ Lpg´1qn
ÿ
xPFn
ϕpxq,
as expected.
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2. Further preliminaries
2.1. Motivic invariants
Let k be a field. For every m ě 0, let KVarďmk be the subgroup of KVark generated
by classes of varieties of dimension ď m. If x P KVarďmk and y P KVar
ďn
k , then
xy P KVarďm`nk . Let pM
ďm
k qmPZ be the similar filtration on Mk; explicitly, M
ďm
k is
generated by fractions rXsrY s´1 where X is a k-variety, Y is a product of varieties of
the formA1,Aazt0u (for a ě 1), and dimpXq´dimpY q ď m. For every class x P Mk,
let dimpxq P Z Y t´8u be the infimum of the integers m P Z such that x P Mďmk .
For every x, y P Mk, one has dimpx ` yq ď maxpdimpxq, dimpyqq and dimpxyq ď
dimpxq ` dimpyq; moreover, dimpxLnq “ dimpxq ` n for every n P Z.
Assume that k is algebraically closed. For every k-variety X, we denote by HppXq
(resp. HpcpXq) its pth singular cohomology group (resp. with compact support) and
Q-coefficients (if k “ C), or its pth étale cohomology group (resp. with proper
support) and Qℓ-coefficients (for some fixed prime number ℓ distinct from the char-
acteristic of k). There is a unique ring morphism d from KVark to the polynomial
ring Zrts such that for every variety X, dprXsq is the Poincaré polynomial of X.
Its definition relies on the weight filtration on the cohomology groups with com-
pact support of X. If k has characteristic zero (which will be the case below), the
morphism d is characterized by its values on projective smooth varieties: for every
such X, one has
dprXsq “ dXptq “
2 dimpXqÿ
p“0
dimpHppXqqtp.
This implies that for every variety X, the leading term of dprXsq is given by
κpXqt2 dimpXq, where κpXq is the number of irreducible components of X of dimen-
sion dimpXq.
One has dpLq “ dprP1sq ´ 1 “ t2; for every a ě 1, dpLa ´ 1q “ t2a ´ 1 “
t2ap1´ t´2aq is invertible in the ring Zrrt´1ssrts, with inverseÿ
mě1
t´2ma.
Consequently, the morphism d extends uniquely to a ring morphism from Mk to
the ring Zrrt´1ssrts. For every element x P Mk, one has
dimpxq ě
1
2
degpdpxqq.
Lemma 2.1.1. — Let A be a ring and let P1, . . . , Pr P ArT s be polynomials with
coefficients in A. Assume that for every i, the leading coefficient of Pi is a unit
in A, and that for every distinct i, j, the resultant of Pi and Pj is a unit in A.
Then, for every polynomial P P ArT s and every family pn1, . . . , nrq of nonnegative
integers, there exists a unique family pQi,jq of polynomials in ArT s, indexed by pairs
of integers pi, jq such that 1 ď i ď r and 1 ď j ď ni, and a unique polynomial Q P
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ArT s such that degpQi,jq ď degpPiq ´ 1 for all i, j and
P pT q “ QpT q
rź
i“1
PipT q
ni `
rÿ
i“1
niÿ
j“1
Qi,jpT qPipT q
ni´j
ź
k‰i
PkpT q
nk.
Since the leading coefficient of Pi is a unit, Pi is not a zero divisor in ArT s.
Observe that the last equality is a decomposition into partial fractions
P pT qśr
i“1 PipT q
ni
“ QpT q `
rÿ
i“1
niÿ
j“1
Qi,jpT q
PipT qj
in the total ring of fractions of ArT s.
Proof. — First assume that r “ 1. In this case, the desired assertion follows from
considering the Euclidean divisions by P1 of the polynomial P , of its quotient, etc.
P pT q “ Q1pT qP1pT q `R1pT q
“ Q2pT qP1pT q
2 `R2pT qP1pT q `R1pT q
“ . . .
“ Qn1pT qP1pT q
n1 `Rn1pT qP1pT q
n1´1 ` ¨ ¨ ¨ `R1pT q,
where Q1, . . . , Qn1 P ArT s and R1, . . . , Rn1 are polynomials of degrees ď degpP1q´1.
Now assume r ě 2. Let i, j be distinct integers in t1, . . . , ru. By the assumption
and basic properties of the resultant, there exist polynomials U, V P ArT s such that
1 “ UPi ` V Pj. Consequently, the ideals pPiq and pPjq generate the unit ideal
of ArT s. By induction on n1, . . . , nr, it follows that the ideals p
ś
k‰i P
nk
k q, for 1 ď
i ď r, are comaximal in ArT s. Therefore, there exist polynomials U1, . . . , Ur P ArT s
such that
1 “
rÿ
i“1
UipT q
ź
k‰i
PkpT q
nk.
By the case r “ 1 applied to the polynomials UipT q and PipT q, we obtain the desired
decomposition.
Uniqueness is left to the reader.
Lemma 2.1.2. — Let a, a1 be nonnegative integers and b, b1 be positive integers.
Let d “ gcdpb, b1q. Then,
Resp1´ LaT b, 1´ La
1
T b
1
q “ p´1qb
1
Lab
1
p1´ Lpa
1b´ab1q{dqd.
In particular, this resultant is a unit in Mk if pa, bq and pa
1, b1q are not proportional.
Proof. — It is sufficient to prove this formula when the ring Mk is replaced by the
ring A “ CrL˘1{bb
1
s of Laurent polynomials in an indeterminate L1{bb
1
. Then, the
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polynomial 1´LaT b is split in A; this leads to the explicit elementary computation
Resp1´ LaT b, 1´ La
1
T b
1
q “ p´Laqb
1
ź
ζb“1
p1´ ζb
1
La
1´ab1{bq
“ p´1qb
1
Lab
1
ź
ξb{d“1
p1´ ξLa
1´ab1{bqd
“ p´1qb
1
Lab
1
p1´ Lpa
1´ab1{bqb{dqd
“ p´1qb
1
Lab
1
p1´ Lpa
1b´ab1q{dqd.
Proposition 2.1.3. — Let ZpT q “
ř
nPZrMnsT
n P KVar`k rrT ssrT
´1s be a Laurent
series with effective coefficients in KVark.
Let a and d be positive integers and let P pT q “ p1 ´ LaT aqdZpT q. Assume that
P pT q belongs to MktT u
: and that P pL´1q is an effective non-zero element of Mk.
Then, for every p P t0, . . . , a´ 1u, one of the following cases occur when n tends to
infinity in the congruence class of p modulo a:
1. Either dimpMnq “ opnq,
2. Or dimpMnq ´ n has a finite limit and
logpκpMnqq
logpnq
converges to some integer
in t0, . . . , d´ 1u.
Moreover, the second case happens at least once.
Proof. — Without lack of generality, we assume that ZpT q is a power series. Set
a1 “ b1 “ a and d1 “ d. By assumption, there exist a finite family pai, biq2ďiďr of
integers such that 0 ď ai ă bi for all i ě 2, and integers di such that
QpT q “ ZpT q
rź
i“1
p1´ LaiT biqdi
is a polynomial in MkrT s. Using the fact that 1 ´ L
mT n divides 1 ´ LmpT np for
every positive integer p, we may assume that no two pairs pai, biq and paj, bjq are
proportional.
For every i P t1, . . . , ru, set PipT q “ 1´L
aiT bi; its leading coefficient is invertible
in Mk. Moreover, for i and j such that 1 ď i ă j ď r, it follows from Lemma 2.1.2
that the resultant of Pi and Pj is a unit in Mk. Thus, by decomposition in partial
fractions (Lemma 2.1.1), there exist polynomials Q0 and Qi,j in MkrT s such that
(2.1.4) ZpT q “ Q0pT q `
rÿ
i“1
diÿ
j“1
Qi,jpT q
p1´ LaiT biqj
and degpQi,jq ď bi ´ 1 for every i P t1, . . . , ru.
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For i P t1, . . . , ru and j P t1, . . . , diu, write Qi,j “
řbi´1
n“0 qi,j,nT
n, for some elements
qi,j,n P Mk. This leads to the following power expansion in MkrrT ss:
ZpT q “ Q0pT q `
rÿ
i“1
diÿ
j“1
bi´1ÿ
n“0
qi,j,nT
n
8ÿ
m“0
ˆ
j `m´ 1
j ´ 1
˙
LaimT bim
“ Q0pT q `
8ÿ
n“0
˜
rÿ
i“1
diÿ
j“1
ˆ
j ` tn{biu ´ 1
j ´ 1
˙
qi,j,n mod biL
aitn{biu
¸
T n,
so that for every n ą degpQ0q, one has
(2.1.5) rMns “
rÿ
i“1
diÿ
j“1
ˆ
j ` tn{biu ´ 1
j ´ 1
˙
qi,j,n mod biL
aitn{biu.
For every i, j, define
(2.1.6) rMns
i,j “
ˆ
j ` tn{biu ´ 1
j ´ 1
˙
qi,j,n mod biL
aitn{biu
and
(2.1.7) rMns
i “
diÿ
j“1
rMns
i,j,
so that
(2.1.8) rMns “
rÿ
i“1
rMns
i.
It follows directly from the definitions that for every i ě 1 and every n ě 1,
dimprMns
iq ď pai{biqn ` Op1q. Since ai ď bi for all i, this implies dimprMnsq ď
n ` Op1q. We will now show that when n belongs to appropriate congruence
classes modulo a, one has the equality dimprMns
1q “ n ` Op1q. Since ai ă bi
for i ě 2 and a1 “ b1 “ a, this will imply the relations dimprMnsq “ n ` Op1q and
κprMnsq “ κprMns
1q (for n large enough in this congruence class).
Let n be any integer ą degpQ0q, let n “ am ` n be the Euclidean division of n
by a. It follows from the definition of rMns
1 that
rMns
1L´n “
dÿ
j“1
ˆ
j `m´ 1
j ´ 1
˙
q1,j,nL
am´n “
dÿ
j“1
ˆ
j `m´ 1
j ´ 1
˙
q1,j,nL
´n.
It follows from Equation (2.1.4) that
P pL´1q “
“
ZpT qp1´ LaT aqd
‰
T“L´1
“ Q1,dpL
´1q “
a´1ÿ
p“0
q1,d,pL
´p.
Since P pL´1q is effective and non-zero, its Poincaré polynomial dpP pL´1qq is
non-zero. Consequently, there must exist an integer p P t0, . . . , a ´ 1u such that
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dimpq1,d,pq ‰ ´8. We now restrict the analysis to integers n congruent to p
modulo a. Set
dp “ max
1ďjďd
dimpq1,j,pq ´ p
and let jp be the largest integer j such that dp “ dimpq1,j,pq ´ p. Looking at
Poincaré polynomials and using that for j ‰ jp, either dimpq1,j,pq ă dimpq1,jp,pq, or
the binomial coefficient
`
jp`m´1
jp´1
˘
goes to infinity faster than
`
j`m´1
j´1
˘
when mÑ8,
we get the following asymptotic expansions
dimprMns
1L´nq “ dp and κprMnsq „
ˆ
jp `m´ 1
jp ´ 1
˙
κpq1,jp,pq
for n large enough and congruent to p modulo a. In particular,
dimprMnsq “ n `Op1q and
logpκprMnsqq
logpnq
Ñ jp ´ 1.
This concludes the proof of the proposition.
2.2. Existence of the moduli spaces
In this Section, we prove a general proposition that asserts existence of moduli
schemes of sections of bounded height in a general context.
Let k be a field, let C be an irreducible projective smooth k-curve; let η be its
generic point and let F “ kpCq be the function field of C. Let C0 be a non-empty
Zariski open subset of C.
Let X be an irreducible projective k-variety together with a surjective flat mor-
phism π : X Ñ C. Let G be a Zariski open subset of XF , assumed to be affine.
Let U be a Zariski open subset of X such that G Ă UF and πpUq Ą C0.
Let pDαqαPA be a finite family of Cartier divisors on X such that, for each α, the
restriction of Dα to XF is effective and XF zG “
Ť
|Dα|F . For each α, we also let Lα
be the line bundle OXpDαq. Finally, we assume that there exists a linear combination
with positive coefficients L “
ř
λαLα, as well as a Cartier Q-divisor D on X such
that DF is effective, supported by pXzGqF and such that L p´Dq is ample.
Remark 2.2.1. — Let L be a line bundle on X and let f P ΓpXF ,L q be a non-
zero global section. Let us show that there exists an integer m such that for every
section σ : C Ñ X of π satisfying σpηq R divpfq, one has degpσ˚L q ě ´m.
There exists an effective Cartier divisor E on C such that f extends to a global
section of L b π˚pEq. Indeed, viewing f as a meromorphic section of L on X,
let us decompose its divisor as the sum H ` V of its horizontal (i.e., faithfully flat
over C) and vertical (mapping to a point) irreducible components. By construction,
the components of H are the Zariski closures of the components of the divisor of f ,
viewed as a section of L on XF ; consequently, H is effective by hypothesis. Still
by definition, V is a linear combination of irreducible components of closed fibers.
Consequently, there exists an effective divisor E on C such that V ě ´π˚E; then f
extends to a global section of L b π˚pEq.
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In particular, for every section σ : C Ñ X of π satisfying σpηq R divpfq, one has
degpσ˚L q ě ´ degpσ˚π˚Eq “ ´ degpEq.
Proposition 2.2.2. — For every n in ZA , there is a quasi-projective k-scheme
MG,n parameterizing sections σ : C Ñ X of π satisfying the following properties:
– under σ, the generic point η of C is mapped to a point of G;
– for each α P A , degC σ
˚Lα “ nα.
In that scheme, the sections σ such that σpC0q Ă U constitute a constructible
set MU,n. Moreover, there exists n0 P Z such that MU,n is empty if nα ă n0 for
some α P A .
Proof. — As a standard consequence of the existence of Hilbert schemes, there exists
a k-schemeMX,n which parameterizes sections σ : C Ñ X such that degC σ
˚Lα “ nα
for each α. Indeed, the functor of sections σ : C Ñ X is represented by the
open subscheme of the Hilbert scheme HilbX which parameterizes the closed sub-
schemes of X which are mapped isomorphically by π. By flatness, each of the
condition degC σ
˚Lα “ nα is open and closed in the Hilbert scheme.
The condition that the generic point of C is mapped to a point of G means that
σpCq Ć |XzG|, while the condition σpCq Ă |XzG| defines an closed subscheme of
MX,n. Let MG,n be its complement. By construction, this scheme represents the
given functor, and we have to prove that it is quasi-projective.
First of all, since the restriction to XF of the divisor Dα is effective and disjoint
from G, Remark 2.2.1 asserts that there exists an integer m such that degpσ˚Lαq ě
´m for every n and every section σ in MG,n.
Let M be an ample Q-line bundle on X of the form L p´Dq, where D is a Cartier
Q-divisor such that DF is effective and disjoint from G. For every σ P MG,n, one
has
deg σ˚pM ` OpDqq “ deg σ˚M ` deg σ˚OpDq.
By Remark 2.2.1, there exists an integer m1 such that
deg σ˚OpDq ě ´m1
for all sections σ PMG,n. Therefore, deg σ
˚M ď m`
ř
λαnα for all σ P MG,n. By a
theorem of Chow ([11], XIII, Cor. 6.11), this gives only finitely many possibilities for
the Hilbert polynomial (relative to M ) of the image of a section σ which belongs to
MG,n. It is well known that the subschemes of X with given Hilbert polynomial with
respect to the ample line bundle M form a closed and open subscheme of HilbX ,
which is projective as a scheme. Consequently, MG,n is quasi-projective.
It remains to prove that the condition “σpC0q Ă U” defines a constructible subset
of MG,n. Indeed, let T be a scheme and let σ : C ˆ T Ñ X be a morphism. Let
V “ σ´1pUq and let Z be the complement of V XpC0ˆT q in C0ˆT ; this is a closed
subset of C0 ˆ T . The set of points t P T such that σpC0 ˆ ttuq Ć U is equal to the
projection in T of Z, so is constructible, as claimed.
Remark 2.2.3. — Assume that for each α P A the divisor Dα is effective; then
MU,n is actually an open and closed subscheme of MG,n. Indeed, let us write
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deg σ˚Lα as the intersection number of σ˚C with Dα. By definition of MU,n, this
is a sum of local contributions pσ˚C,Dαqv at all points of CzC0. Since Dα is effec-
tive, each of these contributions is lower semi-continuous as a function of σ (it may
increase on closed subsets), while their sum is the constant nα onMG,n. This decom-
poses MU,n as a disjoint union of open and closed subschemes defined by prescribing
the possible values for pσ˚C,Dαqv.
2.3. Clemens complexes. — Let X be a smooth algebraic variety over a field K
and let D be an effective divisor with strict normal crossings on X; in other words,
the support of D is the union of its irreducible components which are themselves
smooth and meet transversally.
The Clemens complex ClpX,Dq of pX,Dq is the simplicial complex whose points
are irreducible components of D, edges are irreducible components of intersections
of two distinct irreducible components, etc. By the normal crossing assumption, all
of these schemes are smooth. Thus, the dimension of the Clemens complex is the
maximal number of irreducible components of D whose intersection is non-empty,
minus 1. For every integer d, we also write CldpX,Dq for the set of simplices (also
called faces) of dimension d of ClpX,Dq.
The analytic Clemens complex ClanpX,Dq is the subcomplex of ClpX,Dq consist-
ing of those simplices Z P ClpX,Dq such that ZpKq ‰ H. One writes Clan,maxpX,Dq
for the set of maximal faces of ClanpX,Dq and Clan,dpX,Dq for the set of faces of
dimension d of ClanpX,Dq.
If L is an extension of K, the divisor DL on XL still has strict normal crossings
and one writes ClLpX,Dq “ ClpXL, DLq and Cl
an
L pX,Dq “ Cl
anpXL, DLq.
2.4. Motivic residual functions on arc spaces
Let k be an algebraically closed field of characteristic zero, let R be the complete
discrete valuation ring krrtss, and let K “ kpptqq be its field of fractions.
Let X be a flat R-scheme of finite type, equidimensional of relative dimension n.
For every integer m ě 0, we write LmpX q or X pmq for the mth Green-
berg space of X , see §2.3 of [16] for the precise general definition. Let us
simply recall that X pmq is the algebraic variety over k which represents the
functor ℓ ÞÑ X pℓrrtss{ptm`1qq on the category of k-algebras. There are natural
affine morphisms pm`1m : X pm ` 1q Ñ X pmq; consequently, the projective limit
L pX q “ limÐÝm LmpX q exists as a k-scheme. Let pm : L pX q Ñ LmpX q be the
canonical projection. When X “ X bk R, for some k-variety X, then LmpX q is
the space of m-jets of X, and L pX q is the arc space of X.
The paper [8] introduces a general definition of constructible motivic functions
on arc spaces. In this paper, we shall mostly consider the following more restrictive
class: We define a motivic residual function h on L pX q to be an element of the
inductive limit of all relative Grothendieck groups MX pmq. Recall that MX pmq is
a localization of the Grothendieck ring KVarX pmq; in particular, a motivic residual
function comes from the latter ring if it is given by a formal linear combination of
varieties H Ñ X pmq; in addition to the cut-and-paste relations at the heart of the
MOTIVIC HEIGHT ZETA FUNCTIONS 25
definition of the Grothendieck groups, we identify the diagrams H Ñ X pmq and
HˆX pmqX pm`1q Ñ X pm`1q. The fiber product structure of varieties gives rise
to a ring structure on the set of motivic residual functions on L pX q.
An example of such a motivic residual function is the characteristic function
of a constructible subset W of L pX q: such a W is of the form p´1m pWmq for a
constructible subset Wm of LmpX q and 1W is given by the obvious diagramWm Ñ
X pmq. Let A be an algebraic variety over k, and let a be its class in Mk; then the
motivic residual function a1W is the diagram AˆWm Ñ X pmq, the map being the
second projection composed by the inclusion of Wm into X pmq. Motivic residual
functions on L pAnq are examples of Schwartz-Bruhat motivic functions in Kn with
support in Rn (see §1.2.3).
3. Setup and notation
In this Section, we fix the notation that will be used for the rest of the paper.
Compared with the introduction, we denote varieties fibered over the base curve by
script letters, and use capital letters for their generic fiber. This reflects the fact
that, even if models are given in the statement of Theorem 1, its proof requires us
to adjust them somewhat.
3.1. Algebraic geometry. — Let k be an algebraically closed field of character-
istic zero, let C0 be a smooth quasi-projective connected curve over k, let C be its
smooth projective compactification and let S “ CzC0. Let F “ kpCq “ kpC0q be
the function field of C; let ηC be its generic point.
Let G be the group scheme Gna and let X be a smooth projective equivariant
compactification of GF . In other words, X is a smooth projective F -scheme con-
taining GF as a dense open subset, and the group law GF ˆGF Ñ GF extends as a
group action GF ˆX Ñ X. The boundary XzGF of GF in X is a divisor. In this
paper, we make the hypothesis that this divisor has strict normal crossings. More
precisely, we assume that its irreducible components are geometrically irreducible,
smooth and meet transversally, so that for every p, the intersection of any p of those
components is either empty or smooth of dimension n´p. This is a slightly stronger
assumption that the one done in the arithmetic case [7], where we only made this
hypothesis after base change to F . The general case can be treated in a similar
way, by constructing appropriate weak Néron models; we leave it to the interested
reader.
We write D “ XzGF and pDαqαPA for the family of its irreducible components.
The divisors Dα form a basis of the group PicpXq, and a basis of the monoid ΛeffpXq
of effective divisors in PicpXq. We will freely identify line bundles on X with divisors
whose support is contained in the boundary, and with their classes in the Picard
group.
Up to multiplication by a scalar, there is a unique GF -invariant meromorphic
differential form ωX onX; its restriction to GF is proportional to the form dx1^¨ ¨ ¨^
dxn. Its divisor, or its class, is the canonical class KX of X. The divisor ´ divpωXq
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can be written as
ř
ραDα for some integers ρα ě 2 (see [12], Theorem 2.7). In
particular, the anticanonical class K´1X is effective.
The log-canonical class of the pair pX,Dq in PicpXq is the class of K 1X “ KX`D.
Its opposite, the log-anticanonical class, is given by
ř
ρ1αDα with ρ
1
α “ ρα ´ 1 for
all α. Since ρα ě 2 for all α P A , the divisor ´K
1
X can be written as the sum of an
ample line divisor and of an effective divisor (in other words, it is big), as claimed
in the introduction.
We also recall that HipX,OXq “ 0 for every integer i ą 0.
3.2. Models and heights. — A model of X over C is a projective flat scheme
π : X Ñ C whose generic fiber is equal to X. If, moreover, X is regular and if
the sum of the non-smooth fibers of X and the closures Dα of the divisors Dα is a
divisor with strict normal crossings on X , then we will say that X is a good model.
One defines analogously good models of X over C0, or even over local rings whose
field of fractions contains kpCq.
Embedded resolution of singularities in characteristic zero implies that good mod-
els exist.
We choose a good model π : X Ñ C of X over C.
For every point v P Cpkq, we write Bv for the set of irreducible components
of π´1pvq; for β P Bv, let Eβ be the corresponding component and µβ be its mul-
tiplicty in the special fibre of X at v. Let B be the disjoint union of all Bv, for
v P Cpkq. Let B1 be the subset of B consisting of those β for which the multiplicity
µβ equals 1; let B1,v “ B1 XBv.
The complement X1 in X of the union of the components Eβ, for β P BzB1 and
of the intersections of distinct vertical components, is a smooth scheme over C.
Lemma 3.2.1. — The C-scheme X1 is a weak Néron model of X: for every
smooth C-scheme Z , the canonical map from HomCpZ ,X1q to HomF pZF , Xq is a
bijection.
Proof. — This follows from the fact that the C-scheme X1 is the smooth locus of
the proper map π : X Ñ C, and that X is regular. See [2] for details, especially
p. 61.
For every α P A , we assume given a divisor Lα on X which extends Dα. There
exists a family of integers peα,βq, all but finitely many of them being equal to 0,
indexed by α P A and β P B such that
(3.2.2) Lα “ Dα `
ÿ
βPB
eα,βEβ.
We also define integers ρβ, for β P B, by the formula
(3.2.3) ´ divpωXq “
ÿ
αPA
ραDα `
ÿ
βPB
ρβEβ ,
where ωX is viewed as a meromorphic section of the line bundle KX {C.
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Since π is proper and C is a smooth curve, the map σ ÞÑ σpηCq is a bijection
between the set of sections σ : C Ñ X of π and the set of rational points XpF q
of X. For every line bundle L on X and every section σ : C Ñ X , the degree
degC σ
˚L is the geometric analogue of the height of the corresponding rational
point.
3.3. Local descriptions. — Let v P Cpkq. We write Fv for the completion of F “
kpCq at v. If t is a local parameter of C at v, then Fv » kpptqq and pOC,v » krrtss.
Writing an element x of pOC,v as a power series x0 ` x1t ` . . . , we consider krrtss as
the set of k-points of the scheme Specpkrx0, x1, . . . sq; writing an element of Fv as a
Laurent series x´mt
´m`¨ ¨ ¨`x0`x1t`. . . , we view kpptqq as the set of k-points of the
ind-scheme whose mth term is Specpkrx´m, . . . , x0, x1, . . . sq. Fixing an isomorphism
G » Gna , we have an identification GpFvq » kpptqq
n of GpFvq with the k-points of an
ind-k-scheme. We will say that a subset of GpFvq is definable if it can be defined
in the language LDP,P of Denef-Pas (see [8], §2.1, for more details). In particular,
the set of k-points of a constructible subset of a finite level of this ind-scheme is
definable.
For every point g P GpFvq, one can attach local intersection degrees pg,Dαqv,
for α P A , defined as follows. By the valuative criterion of properness, the
map g : SpecpFvq Ñ GF extends to a morphism g˜ : Specp pOC,vq Ñ X and we can
consider the pull-back g˜˚Dα of Dα as an effective Cartier divisor on Specp pOC,vq. We
define pg,Dαqv P N by the formula g˜
˚Dα “ pg,Dαqvrvs. For β P Bv, we define an
integer pg, Eβqv P t0, 1u similarly, considering the pull-back of Eβ .
Observe also that
ř
βPBv
µβpg, Eβqv “ 1. In particular, for every g P GpFvq, there
is exactly one index β P Bv for which pg, Eβqv “ 1 and one has µβ “ 1.
By the valuative criterion properness, every point g P GpF q extends canonically
to a section σg : C Ñ X .
Lemma 3.3.1. — For every g P GpF q and every every α P A , one has
degCpσ
˚
g pDαqq “
ÿ
vPCpkq
pg,Dαqv.
Proof. — Since g P GpF q, the Cartier divisor σ˚g pDαq on C is well-defined and
represents the inverse image by σg of the line bundle OX pDαq. The given formula
asserts that its degree is the sum of its multiplicities at all closed points of C.
For m P NA , we define the subset Gpmqv (also denoted Gpmq if no confusion
can arise concerning the point v) of GpFvq as the set of all points g such that
pg,Dαqv “ mα for all α P A . For m P N
A and β P Bv, the subset Gpm, βq
of Gpmqv consists of points g such that pg, Eβqv “ 1 (hence pg, Eβ1qv “ 0 for all
β 1 P Bv such that β
1 ‰ β). When Bv has a single element, we often call it βv.
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Lemma 3.3.2. — For every m P NA and every β P Bv, the sets Gpmqv and
Gpm, βq are bounded definable subsets of GpFvq and GpFvq “
ď
mPNA
Gpmqv “ď
mPNA
βPBv
Gpm, βq (disjoint unions).
Proof. — Since G is affine, XzGF contains the support of an ample line bundle.
We thus see that the valuations of the coordinates of the points of Gpm, βq are
bounded from below. Since Dα (resp. Eβ) is effective, the condition pg,Dαqv ě nα
(resp. the condition pg, Eβqv ě 1) defines a definable subset. Taking differences, one
gets that the sets Gpmqv and Gpm, βq are bounded definable. The last assertion is
obvious.
Lemma 3.3.3. — There exists a dense open subset C1 of C0 such that for every
closed point v P C1, the following properties hold:
1. One has Bv “ B1,v “ tβvu;
2. The set Gp0qv “ Gpovq is a subgroup of GpFvq;
3. For every m P NA and every β P Bv, the set Gpm, βq is invariant under the
action of Gp0qv.
Proof. — By assumption, X is a smooth equivariant compactification of the F -group
scheme GF . By spreading-out, there exists a dense Zariski open subset C1 of C such
that XC1 is a smooth equivariant compactification of the C1-group scheme GC1 ,
more precisely, such that the following properties hold:
– The morphism XC1 Ñ C1 is proper and smooth, with geometrically integral
fibers;
– The actionGFˆX Ñ X ofGF onX extends to an actionm : GC1ˆXC1 Ñ XC1 ;
– The image of the section σ0 P X pC1q extending the point 0 P GpF q is disjoint
from all Dα;
– The morphism g ÞÑ mpg, σ0q is an isomorphism from GC1 to an open dense
subscheme of XC1 ;
– The Cartier divisors m˚Dα´pr
˚
2 Dα on GC1 ˆXC1 are trivial, so that XC1zGC1
is the union of the divisors Dα,C1 .
This open set C1 satisfies the requirements of the Lemma.
Lemma 3.3.4. — Let v P Cpkq. For every integer r, let Gpmrvq be the bounded
definable subgroup of GpFvq consisting of points g such that, in the identification
G “ Gna , ordvpgiq ě r for i P t1, . . . , nu. For every v P Cpkq, there exists an
integer rv such that, for every m P N
A and every β P Bv, Gpm, βq is invariant
under Gpmrvv q. Moreover, one can take rv “ 0 for all but finitely v P Cpkq.
Proof. — When v belongs to the open subset C1 constructed by Lemma 3.3.3, one
may take rv “ 0, hence the last claim.
In the remaining of the proof, we fix v P Cpkq. Fix α P A and let fα be the
canonical global section of OX pDαq whose zero-divisor is Dα. We need to prove that
MOTIVIC HEIGHT ZETA FUNCTIONS 29
there exists an integer rv such that pgg
1,Dαqv “ pg
1,Dαqv and pgg
1, Eβqv “ pg
1, Eβqv,
for every g P Gpmrvv q, every g
1 P GpF q Ă X pF q, every α P A , and every β P Bv.
Since GF fixes Dα on the generic fiber, the line bundles m
˚OX pDαq and
pr˚2 OX pDαq are isomorphic on GF ˆXF and u “ m
˚fα{ pr
˚
2 fα is a rational function
on GF ˆX. The domain of definition of u contains GF ˆ XF . Since X is proper
over C, there exists a closed subset Z of GC disjoint from GF such that u is
defined on the complement of pr´11 pZq. Moreover, up0, xq “ 1 on X. Cover X
by finitely many affine open subsets SpecpAiq. Then u defines a rational function
on Gna ˆ SpecpAiq “ SpecpAirTsq. Since u is defined on SpecpAirTsr1{̟vsq, there
exists an integer m such that ̟mv u P AirTs for all i, ̟v denoting an uniformizer
of ov.
It is now clear that if ordvpgiq ą m for i P t1, . . . , nu, then ordvpupg, xqq “ 0
for every integral point of SpecpAiq. Since every rational point of X extends to an
integral point of some SpecpAiq, we obtain the desired conclusion for Dα.
Now fix β P Bv. Since Eβ is vertical, Eβ bC F “ H and Eβ is fixed by GF on the
generic fiber. Then, the proof is identical to the one for Dα.
Corollary 3.3.5. — For every m P NA and every β P Bv, the characteristic
function of Gpm, βq is a motivic Schwartz-Bruhat function on GpFvq in the sense
of §1.2.3.
3.4. Integral points
Lemma 3.4.1. — Let U be a flat model of GF over C0 “ CzS, let X be a flat
model of X over C. There exists a good model X 1 of X over C whose projection
π1 : X 1 Ñ C factors through X , and a open subset U 1 of X 1 ˆC C0 such that
for every point v P C0, the intersection GpFvq XU povq (taken in U pFvq) coincides
with the intersection GpFvq X U
1povq taken in X
1povq. We may also assume that
U 1 is the complement to a divisor with strict normal crossings in X 1. Moreover,
GpFvq XU povq is non-empty if and only if U
1povq is non-empty.
Proof. — Up to replacing U by an adequate blow-up, we may assume that the open
immersion i : GF ãÑ X extends to a morphism p : U Ñ X . Then, replacing X by
some blow-up X 1 and U by its strict transform U 1, we may assume that p is flat
([17], Théorème 5.2.2); it is then a open immersion. A further blowing-up allows to
assume that X 1zU 1 is a divisor. Applying embedded resolution of singularities, we
may also assume that X 1 is smooth over k, that the fibers of its projection to C are
divisors with strict normal crossings, as well as X 1zU 1.
Finally, if GpFvq XU povq is non-empty, then U
1povq is non-empty as well. Con-
versely, assume that U 1povq is non-empty. Then U
1 meets the smooth locus of X 1 Ñ
C, so that U 1povq has non-empty interior; in particular, GpFvq X U
1povq is non-
empty.
Lemma 3.4.2. — Let U be a flat model of GF over C0. For every v P C0pkq,
U povq is a bounded definable subset of GpFvq. For almost all v P C0pkq, one has
even U povq “ Gp0qv.
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Proof. — We may assume that U is an open subset of X ; it is then clear that
U povq is definable in GpFvq and that it equals G
n
a povq for almost all v P C0pkq
(Lemma 3.3.3). Let us now prove its boundedness.
We view the n coordinate functions on GF “ G
n
a,F as rational functions f1, . . . , fn
on U , regular over its generic fiber UF “ GF . Up to resolving the indeterminacies
of the fi (which replaces U by some other scheme U
1 but does not change the sets
U povq, we view the fi as regular morphisms from U to P
1
C, such that f
˚
i pt8uq X
UF “ H.
Cover U by finitely many affine open subsets SpecpAjq. There exists an integer r
such that̟rvfi P Ajbov for all i and j. For every point g P U povq, there exists j such
that the morphism g : Specpovq Ñ U restricts to a morphism Specpovq Ñ SpecpAjq,
because ov is a local ring. Then, ordvpfipgqq ě ´r, so that U povq is bounded
in GpFvq.
The last assertion follows from the fact that the equality UF “ GF extends to an
isomorphism over a dense open subset of C0.
3.5. Height zeta functions. — Let pλαq be a family of positive integers and let
L be the line bundle
ř
αPA λαLα on the chosen good model X . Let U be a flat
model of GF over the affine curve C0 “ CzS. For every integer n P Z, let Mn be
the moduli space of sections σ : C Ñ X such that σpηCq P GpF q, σpC0q Ă U and
degCpσ
˚L q “ n. By Proposition 2.2.2, this moduli space exists as a quasi-projective
k-scheme, and is empty for n ! 0. The geometric analogue of Manin’s height zeta
function is the formal Laurent series in one variable T with coefficients in Mk given
by
(3.5.1) ZλpT q “
ÿ
nPZ
rMnsT
n P MkrrT ssrT
´1s.
As was already the case in number theory, it is convenient to separate the roles
of the various divisors Dα and to introduce a multivariable height zeta function. So,
for every n “ pnαq P Z
A , let Mn be the moduli space of sections σ : C Ñ X such
that σpηCq P GpF q, σpC0q Ă U and degCpσ
˚Lαq “ nα for every α P A . Again
by Proposition 2.2.2, this moduli space exists as a quasi-projective k-scheme Mn;
moreover, there exists an integer m such that Mn “ H if nα ă ´m for some α P A .
One then defines the generating series
(3.5.2) ZpTq “
ÿ
nPZA
rMnsT
n P MkrrpTαqssr
ź
α
T´1α s.
By definition of L , we have
(3.5.3) ZλpT q “ ZppT
λαqq “
ÿ
mPZ
¨˚
˝ ÿ
nPZA
λ¨n“m
rMns
‹˛‚Tm P MkrrT ssrT´1s.
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3.5.4. — In the sequel, we assume that U is an open subset of X . Its complement
consists of the union of the divisors Dα, and of the vertical components Eβ , for β in
a finite subset B0 of B. By Lemma 3.4.1, this does not restrict the generality. We
then set B0v “ B
0 XBv for every v P Cpkq, and define
B0 “ B1z
˜ď
vPC0
B
0
v
¸
;
set also B0,v “ B0XBv. Let mv P N
A and βv P Bv. We say that the pair pmv, βvq
is v-integral if either v R C0, or if v P C0, βv P B0 and mα,v “ 0 for every α. In
other words, the union of the sets Gpmv, βvq for all v-integral pairs pmv, βvq is equal
to U povq if v P C0, and to GpFvq otherwise.
3.6. Adelic descriptions. — For every subset W of GpAF q whose characteristic
function is an adelic motivic Schwartz-Bruhat function, the intersection GpF q XW
is represented by a constructible set rW s over k. Our goal now is to describe a family
of adelic sets Gpm, βq which will allow us to recover the constructible sets Mn.
Let m “ pmvqv and β “ pβvqv be families indexed by v P Cpkq, where mv “
pmα,vq P N
A and βv P Bv for all v. We say that pm, βq is integral if pmv, βvq is
v-integral for every v. For each family pm, βq, define a set
Gpm, βq “
ź
vPCpkq
Gpmv, βvq
in the product of all GpFvq. If pm, βq is integral, then the characteristic function of
Gpm, βq is an adelic motivic Schwartz–Bruhat function, because then Gpmv, βvq Ă
Gp0qv “ G
n
a povq for almost all v P C0pkq (Lemma 3.3.3).
For every g P GpF q XGpm, βq, one has
degC σ
˚
g pDαq “
ÿ
vPCpkq
mα,v,
and
degC σ
˚
g pLαq “
ÿ
vPCpkq
pmα,v ` eα,βvq .
Such a point g defines an integral point of U pC0q if and only if pm, βq is integral.
To shorten the notation, define, for every v P Cpkq, every α P A , every mv P N
A
and every βv P Bv such that pmv, βvq is v-integral,
(3.6.1) }mv, βv}α “ mα,v ` eα,βv and T
}mv,βv} “
ź
αPA
T }mv,βv}αα .
Similarly, for every m “ pmvqvPC and β “ pβvq such that pm, βq is integral, set
(3.6.2) }m, β}α “
ÿ
v
}mv, βv}α and T
}m,β} “
ź
αPA
T }m,β}αα .
For every subset W of GpAF q whose characteristic function is an adelic motivic
Schwartz-Bruhat function, such as the sets Gpm, βq, the intersection GpF q XW is
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represented by a constructible set rW s over k. Consequently, one has the following
adelic description of the height zeta function ZpTq defined by (3.5.2):
(3.6.3) ZpTq “
ÿ
pm, βq integral
rGpm, βqsT}m,β}.
We shall prove our main theorem in the next section by applying the motivic
Poisson summation formula (Theorem 1.3.10) to each term rGpm, βqs, assuming the
analysis of the local Fourier transforms of the sets Gpmv, βvq in GpFvq. This local
analysis is postponed to Section 6 and will use computations of “motivic oscillatory
integrals” which are the topic of Section 5.
4. Proof of the theorem
4.1. Application of the motivic Poisson summation formula
Let W be any subset of GpAF q whose characteristic function 1W is an adelic
Schwartz-Bruhat function. The motivic Fourier transform of 1W , denoted F p1W , ¨q
is also a Schwartz-Bruhat function on the “dual” group GpAF q. Using Hrushovski-
Kazhdan’s suggestive notation of “sum over F -rational points”, the motivic Poisson
summation formula (Theorem 1.3.10) is the equality
(4.1.1) rW s “
ÿ
xPGna pF q
1W pxq “ L
p1´gqn
ÿ
ξPGna pF q
F p1W , ξq.
(Recall that g is the genus of C.) Recall also that when W is of the form
ś
Wv, the
Fourier transform F p1W , ¨q can be written as a product of local Fourier transforms
at all points v of C,
F p1W , ¨q “
â
vPC
Fvp1Wv , ¨q;
in this expression, almost all factors are equal to 1.
We apply this formula to each of the adelic sets Gpm, βq, where pm, βq is integral.
From Equation (3.6.3), we thus get
ZpTq “
ÿ
pm, βq integral
rGpm, βqsT}m,β}
“
ÿ
pm, βq integral
ÿ
xPGpF q
1Gpm,βqpxqT
}m,β}
“ Lp1´gqn
ÿ
pm, βq integral
ÿ
ξPGpF q
F p1Gpm,βq, ξqT
}m,β}.
Let us define a Laurent series ZpT, ¨q whose coefficients are adelic Schwartz-Bruhat
function by the formula
(4.1.2) ZpT, ξq “
ÿ
pm, βq integral
F p1Gpm,βq, ξqT
}m,β}.
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With this notation, the height zeta function (3.5.2) can be rewritten as
(4.1.3) ZpTq “ Lp1´gqn
ÿ
ξPGpF q
ZpT, ξq.
In this formula, “summation over F -rational points” of a Laurent series has to be
understood termwise.
4.2. Restriction of the summation domain
The following lemma shows that the coefficients of the Laurent series ZpT, ξq
given by Equation (4.1.2) are “uniformly” adelic Schwartz-Bruhat functions.
Lemma 4.2.1. — There exists a finite dimensional k-vector space E, a linear F -
morphism a : EF Ñ GF , and a finite subset Σ Ă Cpkq containing S and satisfying
the following properties: for every integral pm, βq and every ξ P GpF q,
– If ξ R apEpkqq, then there exists v P C such that Fvp1Gpm,βq, ξq “ 0;
– If ξ P apEpkqq and v R Σ, then Fvp1Gpm,βq, ξq “ 1.
Proof. — With the notation from Lemma 3.3.4, there is, for every point v P Cpkq,
an integer rv such that the characteristic function of the definable set Gpmv, βvq
in GpFvq is invariant under the action of the subgroup Gpm
rv
v q. Consequently, its
Fourier transform vanishes outside of the orthogonal of this subgroup. Let
ř
avrvs
be the divisor of the global differential form in ΩF {k that has been used to define
the global Fourier transform. For almost all points v, one has av “ 0. Moreover, the
orthogonal of Gpmrvv q contains Gpm
´rv`av
v q. For every v P Cpkq, set sv “ ´rv ` av;
one has sv “ 0 for all but finitely many points v P Cpkq. By the Riemann–Roch
theorem, the space E of points ξ P GpF q such that ξv P Gpm
sv
v q for all v is a finite
dimensional k-vector space. This proves the first part of the Lemma.
Moreover, for every pm, βq and every v P C0pkq such that mv “ 0 and Bv is a
singleton, then the subset Gpmv, βvq of GpFvq identifies with Gpovq; if, moreover,
av “ 0, then the characteristic function of Gpovq is self-dual. Up to enlarging the
set Σ, this implies the second assertion.
This suggests to introduce, for every place v P Σ, a Laurent series whose coeffi-
cients are motivic Schwartz-Bruhat functions on GpFvq by
(4.2.2) ZvpT, ¨q “
ÿ
pmv, βvq integral
Fvp1Gpmv,βvq, ¨qT
}mv,βv}.
By Lemma 4.2.1, one has F p1Gpm,βq, ξq “ 0 if ξ R apEpkqq, while F p1Gpm,βq, ξq “ś
vPΣ Fvp1Gpm,βq, ξq otherwise. Consequently, one has
(4.2.3) ZpTq “ Lp1´gqn
ÿ
ξPapEpkqq
ź
vPΣ
ZvpT, ¨q.
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4.3. Local results
In all of this section, we fix a point v P Σ and state the properties of the Laurent
series ZvpT, ¨q, and of its specialization Zλ,vpT, ¨q “ ZppT
λαq, ¨q. They will be proved
in Section 6. We fix a finite dimensional k-vector space E and a linear F -morphism
a : EF Ñ GF satisfying the conditions of Lemma 4.2.1. Recall also that U is the
good model of GF over C of which we study the integral sections of bounded height.
Proposition 4.3.1. — Assume that v P Σ X C0. Then ZvpT, ¨q is a polynomial
in T. Moreover, Zλ,vpL
´1, 0q is a non-zero effective element of Mk.
The following result is a motivic analogue of Proposition 4.6 of [6]. In that paper,
some formalism of “residue measures” was introduced, which is useful for describing
the kind of integrals that appear in the right hand side. Observe indeed that this is a
sum of motivic integrals on arc spaces LvpDAq attached to the faces of dimension d
of the analytic Clemens complex of pX,Dq at the place v.
Proposition 4.3.2. — Assume that v P CzC0. Then the Laurent series ZvpT, 0q
is a rational function. More precisely, there exists a family pPv,Aq of Laurent poly-
nomials with coefficients in Mk, a family puv,Aq of motivic, integer valued functions,
indexed by the set of maximal faces A of the analytic Clemens complex Clanv pX,Dq
such that
ZvpT, 0q “
ÿ
APClan,maxv pX,Dq
Pv,ApTq
ź
αPA
1
1´ Lρα´1Tα
and
Pv,ApTq ” p1´ L
´1qCardpAq
ż
LvpDAq
Luv,Apxq dx
modulo the ideal generated by the polynomials 1´ Lρα´1Tα, for α P A.
Corollary 4.3.3. — Assume that v P CzC0 and that λ “ pρα ´ 1qα. Let dv “
1 ` dimClanv pX,Dq. The Laurent series Zλ,vpT, 0q in the variable T is a rational
function. More precisely, for every non-zero common multiple a of the integers ρα´1,
for α P A , then Pλ,vpT q “ p1´L
aT aqdvZλ,vpT, 0q belongs to MkrT, T
´1s and satisfies
Pλ,vpL
´1q “ p1´ L´1qdv
ÿ
APClan,maxpX,Dq
CardpAq“dv
ź
αPA
a
ρα ´ 1
ż
LvpDAq
Luv,Apxq dx.
Proposition 4.3.4. — Let v P CzC0 and let dv “ 1 ` dimCl
an
v pX,Dq. There
exists a constructible partition pUv,iq of Ezt0u and, for every i, an element Pv,i P
ExpMUv,irT,T
´1s and finite families pav,i,jq, pbv,i,jq where av,i,j P N, bv,i,j P N
A ,
such that the restriction to Uv,i of ZvpT, ap¨qq equalsź
j
p1´ Lav,i,jTbv,i,j q´1Pv,ipT; ¨q.
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Moreover, assuming that λ “ pρα ´ 1qα, there exist integers av,i ě 1 and dv,i P
r0, dv´ 1s such that the restriction to Ui,v of p1´ pLT q
av,iqdv,iZλ,vpT, ap¨qq belongs to
ExpMUv,itT u
:.
For a moment, we take these three propositions for granted and complete the
proof of Theorem 1.
4.4. Conclusion: Proof of Theorem 1
Recall from Equation (4.2.3) that our goal is to evaluate the sum
ZpTq “ Lp1´gqn
ÿ
ξPapEpkqq
ź
vPΣ
ZvpT, ¨q.
For every v P CzC0, let dv “ 1` dimCl
an
v pX,Dq; let also d “
ř
vPCzC0
dv. Propo-
sitions 4.3.1, 4.3.2 and 4.3.4 show that for every ξ P apEpkqq, the Laurent series
ZpT, ξq “
ś
vPC ZvpT, ξq with coefficients in ExpMk is a rational function of T, and
admits a denominator of the form
ś
p1´ LaTbq.
We set
Clan,max8 pX,Dq “
ź
vPCzC0
Clan,maxv pX,Dq.
For ξ “ 0, with the notation of Proposition 4.3.2, one has
ZpT, 0q “
ÿ
A“pAvqPCl
an,max
8 pX,Dq
ź
vPCzC0
ź
αPAv
1
1´ Lρα´1Tα
Pv,AvpTq
ź
vPC0
ZvpT, 0q.
In particular, if λ “ pρα ´ 1qα, one has
ZλpT, 0q “ ZppT
ρα´1q, 0q
“
ÿ
A“pAvqPCl
an,max
8 pX,Dq
ź
vPCzC0
ź
αPAv
1
1´ pLT qρα´1
Pv,AvppT
ρα´1qq
ź
vPC0
ZvppT
ρα´1q, 0q
“
ÿ
A“pAvqPCl
an,max
8 pX,Dq
PApT q
ź
vPCzC0
ź
αPAv
1
1´ pLT qρα´1
where the polynomial PA P MkrT s is defined by
PApT q “
ź
vPCzC0
Pv,AvppT
ρα´1qq
ź
vPC0
ZvppT
ρα´1q, 0q.
Consequently, ZλpT, 0q is both a rational function, and an element of MktT u; more-
over,
p1´ LaT aqdZλpT, 0q
“
ÿ
A“pAvqPCl
an,max
8 pX,Dq
PApT q
ź
vPCzC0
p1´ pLT qaqdv´CardpAvq
ź
αPAv
1´ pLT qa
1´ pLT qρα´1
.
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The right hand side of the preceding formula is a polynomial in T with coefficients
in Mk; when one sets T “ L
´1, only the terms remain for which CardpAvq “ dv for
every v, and one gets
(4.4.1)
ÿ
A“pAvqPCl
an,max
8 pX,Dq
CardpAvq“dv
PApL
´1q
ź
vPCzC0
ź
αPAv
a
ρα ´ 1
.
It then follows from Propositions 4.3.1 and 4.3.2 that this is an effective element
of Mk, which is nonzero since, by assumption, U povq is non-empty for every v P C0.
In this case, one concludes that ZλpT, 0q has a pole of order exactly d at T “ L
´1.
For ξ ‰ 0, one deduces in a similar way from Proposition 4.3.4 that the Laurent
series ZpT, ξq is rational, as well as its specializations. By uniformity, the same
property holds when one takes the sum over F -rational points, so that the height
zeta function ZλpT q is a rational function which belongs to ExpMktT u.
Since L belongs to Mk and the natural map from Mk to ExpM k is injective
(Lemma 1.1.3), the power series ZpTq is rational when viewed as a Laurent series
with coefficients in Mk. In particular, the specialization ZλpT q is a rational function
too.
For every ξ ‰ 0, the specialization ZλpT, ξq “ ZppT
ρα´1q, ξq is a rational function,
and an element of ExpMktT u. Moreover, Proposition 4.3.4 asserts that the order
of its pole at T “ L´1 is strictly smaller than d. Taking for the integer a any
common multiple of the ρα ´ 1 and of the integers av,i appearing in the statement
of Proposition 4.3.4, and summing over rational points ξ P GpF q, we obtain that
p1´ pLT qaqdZλpT q P ExpMktT u
:
and its value at T “ L´1 is given by Equation (4.4.1), multiplied by Lp1´gqn.
This concludes the proof of Theorem 1.
5. Motivic oscillatory integrals
In this section, we consider a field k of characteristic zero and let K be the local
field kpptqq. We write ord for the valuation of K, normalized by ordptq “ 1, R
for the valuation ring of K and m for its maximal ideal. The angular component
map ac : K Ñ k is the unique multiplicative map which is trivial on 1` krrtss, on t,
and maps constants a P k to themselves. We also fix a real number q ą 1 and set
|x| “ q´ ordpxq.
With the notation of Section 1, let r : K Ñ k be the linear map, given by rp1q “ 1
for n “ 0 and rptnq “ 0 otherwise, so that rpaq “ res0pa dt{tq. Set ep¨q “ ψprp¨qq; it
is an analogue of a non-trivial character of R{m.
5.1. Decay of motivic integrals
Lemma 5.1.1. — Let d be a positive integer and let ξ P K be such that |ξ| “ 1.
Then, for every a P K and every n P N such that ordpaq`n ď 0 ă ordpaq` 2n, one
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has ż
ξ`tnR
epaxdqdx “ 0.
Proof. — We follow the arguments of Lemma 2.3.1 in [7]. One can writeż
ξ`tnR
epaxdq dx “ L´n
ż
R
epaξdp1` tnuqdq du.
For u P R, all terms starting from the third one in the binomial expansion
aξdp1` tnuqd “ aξd `
ˆ
d
1
˙
aξdtnu`
ˆ
d
2
˙
aξdt2nu2 ` ¨ ¨ ¨ `
ˆ
d
d
˙
aξdtdnud
belong to m, since ordpaq ą ´2n and ordpξq “ 0. Therefore
rpaξdp1` tnuqdq “ rpaξdq ` drpaξdtnuq
and ż
R
epaξdp1` tnuqdq du “ rSpecpkq, rpaξdqs
ż
R
epdaξdtnuq du.
Since ordpaξdtnq “ ordpaq ` n ď 0, Proposition 1.2.8 implies thatż
R
epdaξdtnuq du “ 0,
and the lemma follows.
For m P Z, let Cm be the annulus defined by ordpxq “ m. For d P Z, d ‰ 0, and
a P K˚, set
(5.1.2) Ipm, d, aq “
ż
Cm
epaxdq dx
in Mk.
Lemma 5.1.3. — The integrals Ipm, d, aq satisfy the following properties:
(1) Let m P Z and d P Z, d ‰ 0. Let a, b P K˚ be such that ordpbq “ ordpaq `md
and acpbq “ acpaq pmod pk˚qdq. Then Ipm, d, aq “ L´mIp0, d, bq.
(2) Assume that k is algebraically closed. Then
Ipm, d, aq “ L´mIp0, d, tordpaq`mdq.
In particular, Ipm, d, aq depends only on m, d, and ordpaq.
(3) If ordpaq `md ă 0, then Ipm, d, aq “ 0.
(4) If ordpaq `md ą 0, then Ipm, d, aq “ L´mpL´ 1q{L.
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Proof. — (1) Let u P k˚ be such that acpaqud “ acpbq. By assumption, there exists
v1 P 1 ` tkrrtss such that b “ au
dtmdv1; since k has characteristic zero, there exists
v P 1 ` tkrrtss such that v1 “ v
d. Let us make the change of variables x “ uvtmy.
This gives
Ipm, d, aq “
ż
Cm
epaxdq dx “ L´m
ż
C0
epaudvdtmdydq dy
“ L´m
ż
C0
epbydq dy “ Ip0, d, bq.
Assertion (2) follows at once.
Let us prove (3). Since Ipm, d, aq “ L´mIp0, d, atmdq we only need to prove that
Ip0, d, aq “ 0 for ordpaq ă 0. Let n “ ´ ordpaq. Observe that
Ip0, d, aq “
ż
C0
epaxdq dx “
ż
C0
ż
R
epapx` tnyqdqdy dx “ 0.
Since ordpaq ă 0, ordpaq ` 2n “ ´ ordpaq ą 0, hence by Lemma 5.1.1,ş
x`tnR
epaydqdy “ 0 for every x P K such that ordpxq “ 0. The statement
follows.
(4) It suffices to prove that Ip0, d, aq “ pL´ 1q{L for ordpaq ą 0. In this case, one
has rpaxdq “ 0 for every x P R˚, hence the claim.
Let u P Kppxqq be a Laurent series of positive radius of convergence; write u “ř
unx
n. Let µ P Z be such that u converges on the closed disk Dµ defined by the
inequality ordpxq ě µ deprived from 0; in other words, µ is such that ordpunq`nµÑ
`8 when n Ñ `8. Let m be an integer such that m ě µ; let ν ě 0 be such that
ordpunq ` nm ą 0 for n ą ν. By construction, ordpunx
nq “ ordpunq ` n ordpxq ą 0
for n ą ν and ordpxq “ m, so that rpupxqq “ rpuνpxqq, for x P Dµ such that
ordpxq “ m, where uνpxq “
ř
nďν unx
n. Therefore, for m ě µ, we can define the
motivic integrals
ş
Cm
epupxqq dx as given by
ş
Cm
epuνpxqq dx in Mk. More generally,
for every definable subset W of Dµ, one can define
ş
W
epupxqq dx as an element of
a suitable completion of Mk, and as an element of Mk itself if ordpxq is bounded
from above on W .
Proposition 5.1.4. — Let u P Kppxqq be a Laurent series of positive radius of
convergence; let d “ ´ ordxpuq and a “ limxÑ0 upxqx
d. Assume that d ą 0. The
motivic integrals ż
Cm
epupxqq dx
vanish for every large enough integer m; more precisely, it suffices that u converges
and has no root in the punctured disk defined by ordpxq ě m, and that ordpaq ă md.
Proof. — Since K has characteristic zero, there exists a P K˚ and a power series
v P Krrxss such that vp0q “ 1 and upxq “ ax´dvpxq´d. Let m0 P N be a large enough
integer such that xdu converges on the disk tordpxq ě m0u and does not vanish on
this disk. If one writes u “
ř
unx
n, we thus have the following properties:
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– one has u´d “ a and un “ 0 for n ă ´d;
– for n ą ´d, ordpunq ` nm0 ą ordpaq;
– when nÑ `8, one has ordpunq ` nm0 Ñ `8.
Writing v “
ř
ně0 vnx
n, it follows that ordpvnq ` nm0 ą 0 for every n P Ną0.
Consequently, the change of variables y “ xvpxq maps the annuli Cm to themselves,
for m ě m0, and preserves the motivic measure. Therefore, for m ě m0, one hasż
Cm
epupxqq dx “
ż
Cm
epax´dvpxq´dq dx “
ż
Cm
epay´dq dy.
According to Lemma 5.1.3, (3), this integral vanishes if ordpaq ´ md ă 0. This
concludes the proof of the proposition.
5.2. Motivic Igusa integrals with exponentials—the regular case
5.2.1. Setup. — Let X be a flatR-scheme of finite type, equidimensional of relative
dimension n, let D be a relative divisor on X . We assume that X is smooth,
everywhere of relative dimension n, and that D has strict normal crossings over R.
Let also X “ Xk and D “ Dk be their special fibers. Let A be the set of irreducible
components of D ; for α P A , let Dα be the corresponding irreducible component,
and let Dα be its special fiber. For every A Ă A , let DA “
Ş
αPA Dα and let D
˝
A “
DAz
Ť
αRA Dα; one defines DA and D
˝
A in a similar way. By definition of a divisor
with normal crossings, every irreducible component ofDA has codimension CardpAq.
For every constructible subset W of X, let L pX ;W q be the constructible subset
of L pX q parameterizing arcs x P X pRq whose origin lies inW . For everym P NA ,
we write W pmq for the constructible subset of L pX q consisting of arcs x such that
ordDαpxq “ mα for every α P A .
Let h be a motivic residual function on L pX q. Let f be a meromorphic function
on X such that the polar divisor div8pfKq of the restriction fK to XK is contained
in the union
Ť
αPA Dα,K . Let pdαqαPA be nonnegative integers such that on XK ,
(5.2.2) div8pfKq “
ÿ
αPA
dαDα,K .
For a family T “ pTαqαPA of indeterminates, define the motivic Igusa integral with
exponentials
(5.2.3) ZpX , hepfq;Tq “
ż
L pX q
ź
αPA
T ordDαpxqα hpxq epfpxqq dx,
a power series in T with coefficients in ExpM k. Although f is only a rational
function on X , note that rpfq is a well defined residual function on W pmq for each
m P NA , so that we have
(5.2.4) ZpX , hepfq;Tq “
ÿ
mPNA
ź
αPA
Tmαα
ż
W pmq
hpxqepfpxqq dx.
This power series is an analogue of the classical motivic Igusa zeta integrals which
would correspond to the case f “ 0.
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More generally, for every subset A Ă A , let
(5.2.5) ZApX , hepfq;Tq “
ż
L pX ;D˝
A
q
ź
αPA
T ordDαpxqα hpxq epfpxqq dx.
When A runs among ClanpX,Dq, the subsets L pX ;D˝Aq form a partition
of L pX q into constructible subsets and we decompose the motivic integral
defining ZpX, hepfq;Tq as the sum of motivic integrals over each of them, so that
ZpX , hepfq;Tq “
ÿ
AĂA
ZApX , hepfq;Tq.
For every m P NAą0, let WApmq be the constructible subset of L pX ;D
˝
Aq defined
by the conditions ordDαpxq “ mα for α P A and ordDαpxq “ 0 for α R A. With this
notation, one has
ZApX , hepfq;Tq “
ÿ
mPNAą0
ź
αPA
Tmαα
ż
WApmq
hpxqepfpxqq dx.
Lemma 5.2.6. — Let A be a subset of A and let B be a set of cardinality equal
to n ´ CardpAq. There exists a measure-preserving definable isomorphism θ from
D˝A ˆ L pA
1; 0qA ˆ L pA1qB, with coordinates xα (for α P A) and yβ (for β P B),
to L pX ;D˝Aq such that ordDαpθpxqq “ ordpxαq for α P A, and ordDαpθpxqq “ 0 for
α R A.
Proof. — This is a standard fact in the theory of motivic zeta functions. We may
assume that Dα “ H for α R A, and that there exist regular functions uα (for
α P A) on X such that divpuαq “ Dα. By definition of a divisor with strict
normal crossings, the morphism u “ puαq : X Ñ pA
1qA is then smooth. Hence
we may assume that there exists regular functions vβ (for β P B) in X such that
the morphism pu, vq “ ppuαq; pvβqq from X to pA
1qA ˆ pA1qB is étale. Both of
these assumptions are only valid up to replacing X by a Zariski dense open subset
containing any given point of the special fibre. Since we only seek for a definable
isomorphism, they do not restrict the generality.
It then follows from the definition of an étale morphism that the induced mor-
phism L pX ;D˝Aq Ñ D
˝
A ˆ L pA
1; 0qA ˆ L pA1qB is an isomorphism. It preserves
the motivic measure by construction of latter. Moreover, denoting the standard
coordinates on L pA1; 0q by xα, for α P A, this isomorphism maps the definable
function ordDα to the function ordpxαq.
In this section and the next one, we study the rationality and the poles of the
Igusa integral with exponentials. We first consider the special case where f is regular
on the generic fiber XK .
Proposition 5.2.7. — Assume that fK is regular on the generic fiber XK. Let A
be a subset of A . The power series ZApX , hepfq;Tq is a rational function. More
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precisely, there exists a polynomial QA with coefficients in ExpMk, such that
ZApX , hepfq;Tq “ QApTq
ź
αPA
1
1´ L´1Tα
and such that
(5.2.8) QApTq ´ p1´ L
´1qCardpAq
ż
L pD˝
A
q
hpxqepfpxqq dx
belongs to the ideal generated by the polynomials 1´ L´1Tα, for α P A.
Proof. — By Lemma 5.2.6, there is a measure-preserving definable isomorphism
from L pX ;D˝Aq to D
˝
AˆL pA
1; 0qAˆL pA1qB, where B is some set of cardinality
n´CardpAq, with coordinates xα (for α P A), yβ (for β P B) under which ordDαpxq “
ordpxαq for α P A, and ordDαpxq “ 0 for α R A. In the sequel, we identify a
point x P L pX ;D˝Aq with a triple pξ, x, yq, where ξ P D
˝
A, x P L pA
1; 0qA and
y P L pA1qB.
Fix an integer a and a regular function g on X such that f “ tag. On L pX ;D˝Aq,
we can expand the function g as a power series
gApx, yq “
ÿ
pPNA
qPNB
gp,qx
pyq,
where gp,q P OpD
˝
Aqrrtss. Then
ordpgApx, yq ´ gAp0, yqq ě min
αPA
ordpxαq.
In particular, we see that rptagApx, yqq “ rpt
agAp0, yqq if a ` minαPA ordpxαq ą 0.
Let µ be a positive integer such that µ ą ´a and such that the Schwartz-Bruhat
function h factors through LµpX q.
If one has mα ě µ for every α P A, it then follows thatż
WApmq
hpxqepfpxqq dx “
`ź
αPA
L´mα
˘ ż
ordpx1αq“0
xα“tmαx1α
hpξ, x, yqeptagApx, yqq dx
1dy
“
`ź
αPA
L´mα
˘ ż
ordpx1αq“0
xα“tmαx1α
hpξ, 0, yqeptagAp0, yqq dx
1dy
“
ź
αPA
`
L´mαp1´ L´1q
˘ ż
D˝
A
ˆL pA1qB
hpξ, 0, yqeptagAp0, yqq dy
“
ź
αPA
`
L´mαp1´ L´1q
˘ ż
L pDA;D
˝
A
q
hpxqepfpxqq dx.
In general, let
A1 “ tα P A ; mα ă µu and A2 “ tα P A ; mα ě µu,
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so that A is the disjoint union A “ A1YA2. Write x “ px1, x2q, where x1 “ pxαqαPA1
and x2 “ pxαqαPA2 , and split m “ pm1,m2q accordingly. Analogously, one hasż
WApmq
hpxqepfpxqq dx “
ź
αPA2
`
L´mαp1´ L´1q
˘ ż
W 1
A2
pm1q
hpxqepfpxqq dx,
where W 1A2pm1q is the definable subset of L pDA2q consisting of arcs x on DA2 with
origin on DA2 and such that ordDαpxq “ mα for α P A1. We can then write
ZApX , hepfq;Tq “
ÿ
mPNAą0
ź
αPA
Tmαα
ż
WApmq
hpxqepfpxqq dx
“
ÿ
A1ĂA
A2“AzA1
ÿ
m1Pp0,µqA1
ź
αPA1
Tmαα
ÿ
m2Prµ,8qA2
ź
αPA2
p1´ L´1qpL´1Tαq
mα
ż
W 1
A2
pm1q
hpxqepfpxqq dx
“
ÿ
A1ĂA
A2“AzA1
ÿ
m1Pp0,µqA1
˜ż
W 1
A2
pm1q
hpxqepfpxqq dx
¸ ź
αPA1
Tmαα
ź
αPA2
p1´ L´1qpL´1Tαq
µ
1´ L´1Tα
.
It follows from this computation that the power series QApTq defined by
QApTq “ ZApX , hepfq;Tq
ź
αPA
p1´ L´1Tαq
is in fact a polynomial, which establishes the first assertion of the proposition. More-
over, if we compute QApTqmodulo the ideal generated by the polynomials 1´L
´1Tα
for α P A, only the term corresponding to A1 “ H and A2 “ A survives in the sum.
In this case, W 1A2pm1q “ L pD
˝
Aq, and we get
QApTq ”
˜ż
L pD˝
A
q
hpxqepfpxqq dx
¸ź
αPA
p1´ L´1qpL´1Tαq
µ
” p1´ L´1qCardpAq
˜ż
L pD˝
A
q
hpxqepfpxqq dx
¸
,
as claimed.
Corollary 5.2.9. — Assume that fK is a regular function on the generic fiber XK.
There exists a family pPAq of polynomials with coefficients in ExpMk, indexed by
Clan,maxpX,Dq, such that
(5.2.10) ZpX , hepfq;Tq “
ÿ
APClan,maxpX,Dq
PApTq
ź
αPA
1
1´ L´1Tα
and such that for each A P Clan,maxpX,Dq,
(5.2.11) PApTq ´ p1´ L
´1qCardpAq
ż
L pDAq
hpxqepfpxqq dx
belongs to the ideal generated by the polynomials 1´ L´1Tα, for α P A.
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Proof. — By definition, one has
ZpX , hepfq;Tq “
ż
L pX q
ź
αPA
T ordDαpxqα hpxq epfpxqq dx “
ÿ
AĂA
ZApX , hepfq;Tq.
For each A Ă A such thatD˝Apkq ‰ H, choose a maximal subset A
1 P Clan,maxpX,Dq
such that A Ă A1. In the previous formula for ZpX , hepfq;Tq, we can collect terms
according to the chosen maximal subset. Applying Proposition 5.2.7, we obtain
ZpX , hepfq;Tq “
ÿ
APClan,maxpX,Dq
ÿ
BĂA
B1“A
QBpTq
`ź
αPB
1
1´ L´1Tα
˘
“
ÿ
APClan,maxpX,Dq
ź
αPA
1
1´ L´1Tα
ÿ
BĂA
B1“A
QBpTq
ź
αPAzB
p1´ L´1Tαq.
For every A P Clan,maxpX,Dq, we set
PApTq “
ÿ
BĂA
B1“A
QBpTq
ź
αPAzB
p1´ L´1Tαq.
Then we have
ZpX , hepfq;Tq “
ÿ
APClan,maxpX,Dq
PApTq
ź
αPA
1
1´ L´1Tα
.
Moreover, modulo the ideal generated by the polynomials 1 ´ L´1Tα (for α P A),
PApTq is congruent to QApTq, which is itself congruent to
p1´ L´1qCardpAq
ż
L pD˝
A
q
hpxqepfpxqq dx.
This proves the corollary since D˝A “ DA for A P Cl
an,maxpX,Dq.
5.3. Motivic Igusa integrals with exponentials—the general case
We keep the setup and notation as described in Section 5.2.1.
In the previous section, we assumed that f was regular on XK . In the general case
where, on XK , the polar divisor div8pfq of f is contained in the union
Ť
αPA Dα,K ,
we shall prove in Proposition 5.3.4 that the motivic Igusa integral with exponentials
is a rational function. Under the additional condition that fK extends to a regular
morphism from XK to P
1
K , we have the following more precise result.
Proposition 5.3.1. — Assume that fK extends to a regular map from XK to P
1
K.
Let ClanpX,Dq0 be the subcomplex of Cl
anpX,Dq where we only keep vertices α P A
such that dα “ 0. Then there is a family pPAq of polynomials with coefficients
in ExpMk, indexed by the set Cl
an,maxpX,Dq0 of maximal faces of Cl
anpX,Dq0, such
that
(5.3.2) ZpX , hepfq;Tq “
ÿ
APClan,maxpX,Dq0
PApTq
ź
αPA
1
1´ L´1Tα
.
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Proof. — Let us first assume that f extends to a regular map from X to P1R.
The special case ClanpX,Dq0 “ Cl
anpX,Dq is treated by Proposition 5.2.9. As in
the previous section, we write
(5.3.3) ZpX , hepfq;Tq “
ÿ
APClanpX,Dq
ZApX , hepfq;Tq.
For every A P ClanpX,Dq0, ZApX , hepfq;Tq can be evaluated by the same compu-
tation as the one that we performed in the proof of Proposition 5.2.7: there is a
polynomial QApTq with coefficients in ExpMk such thatż
L pX ;D˝
A
q
ź
αPA
T ordDα pxqα hpxqepfpxqq dx “ QApTqp1´ L
´1qCardpAq
ź
αPA
1
1´ L´1Tα
and such that QApTq is congruent toż
L pDA;D
˝
A
q
hpxqepfpxqq dx
modulo the ideal generated by the polynomials 1´ L´1Tα.
The general case is treated by adapting the arguments given in the proof of
Proposition 5.2.7. Let indeed A Ă A , let A0 “ tα P A ; dα “ 0u and let A1 “ AzA0.
Define a function gA on L pX ;D
˝
Aq by
f “ gA
ź
αPA
x´dαα .
Since f extends to a regular map to P1, the divisors of zeroes and of poles of f do not
meet. Consequently, one has dαą0 for every α P A1, and ord ˝gA is bounded from
above. As in the proof of Proposition 5.2.7, gA can be expanded as a converging
power series. Then, applying Proposition 5.1.4, we observe that there exists an
integer m such that the integralż
L pX ;D˝
A
q
ź
αPA
T
ordDαpxq
α hpxqepfpxqq dx
is equal to the analogous integral but restricted to the subset defined by the in-
equalities ordpxαq ď m for all α P A1. By a similar argument to the proof of
Proposition 5.2.7, we conclude that the power series QApTq defined by
QApTq “ ZApX , hepfq;Tq
ź
αPA0
p1´ L´1Tαq
is in fact a polynomial.
As in the proof of Corollary 5.2.9, the proposition follows by choosing, for every
subset A Ă A some maximal subset A1 P ClanpX,Dq0 such that A0 Ă A
1 and
regrouping the terms according to the chosen subset.
This concludes the proof when f extends to a regular morphism from X to P1R.
To treat the general case, recall that there exists a proper birational morphism
π : Y Ñ X which is a composition of blowing-ups with smooth centers contained
in the special fiber such that π˚f extends to a regular map from Y to P1R. Since π
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induces an isomorphism on the generic fiber, it does not modify the set A , nor the
analytic Clemens complexes ClanpX,Dq and ClanpX,Dq0.
Let D 1α be the strict transform of Dα. Then hα “ ordDα ´ ordD 1α is a constructible
function on L pY q which takes only finitely many values. By the change of variable
formulas, one has
ZpX , hepfq,Tq “
ż
X
ź
αPA
T ordDαpxqα hpxqepfpxqq dx
“
ż
Y
ź
αPA
T ordDαpπpyqqα π
˚hpyqepπ˚fpyqqLordJpipyq dy
“
ż
Y
ź
αPA
T
ord
D1α
pyq
α
ź
αPA
T hαpxqα π
˚hpyqepπ˚fpyqqLordJpipyq dy.
We then decompose this integral according to the values of hα and ordJπ and com-
pute each individual part as in the first part of the proof. Combining the the various
contributions implies the proposition.
Proposition 5.3.4. — The power series ZpX , hepfq;Tq is a rational function.
Proof. — Let π : Y Ñ X be a proper birational morphism such that the rational
map π˚f extends to a regular morphism from YK to P
1
K and such that the horizontal
part of π˚D is a relative divisor with strict normal crossings. For every α P A , we
write D 1α for the strict transform of Dα; let pEβqβPB be the family of horizontal
exceptional divisors.
Let α P A . There exists a family pmα,βqβPB of nonnegative integers such that
π˚Dα,K “ D
1
α,K `
ÿ
βPB
mα,βEβ,K .
Consequently, there exists a bounded constructible function uα on L pY q such that
(5.3.5) π˚ ordDα “ ordD 1α `
ÿ
βPB
mα,β ordEβ `uα.
Let also pνβqβPB be the family of positive integers such that
KYK{XK “
ÿ
βPB
pνβ ´ 1qEβ,K .
This implies that there exists a bounded constructible function v on L pY q such
that
ordKY {X “
ÿ
βPB
pνβ ´ 1q ordEβ `v.
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Then, using the change of variables formula (Theorem 13.2.2 in [8]), we find
ZpX , hepfq;Tq “
ż
L pX q
ź
αPA
T ordDαpxqα hpxqepfpxqq dx
“
ż
L pY q
ź
αPA
T
ord
D1α
pyq`
ř
β mα,β ordEβ pyq`uαpyq
α ˆ
ˆ Lvpyq`
ř
βpνβ´1q ordEβ pyqπ˚hpyqepπ˚fpyqq dy
“
ż
L pY q
ź
αPA
T
ord
D1α
pyq`uαpyq
α
ź
βPB
PβpTq
ordEβ pyqLvpyqπ˚hpyqepπ˚fpyqq dy,
where, for every β P B, we have set
(5.3.6) PβpTq “ L
νβ´1
ź
αPA
Tmα,βα .
Let us introduce a family S “ pSβqβPB of indeterminates. For every motivic
residual function w on L pY q and every rational function g on YK , let us also
define, analogously to Equation (5.2.3), a generating series
ZpY , wepgq; pT,Sqq “
ż
L pY q
ź
αPA
T
ord
D1α
pyq
α
ź
βPB
S
ordEβ pyq
β wpyqepgpyqq dy.
If g induces a morphism from YK to P
1
K , it follows from Proposition 5.3.1 and the
proof of Proposition 5.3.4 that ZpY , wepgq; pT,Sqq is a rational function of pT,Sq,
for every w.
For every p P ZA , letWp be the constructible subset of L pY q on which the family
puαq equals p. These subsets form a finite partition of L pY q and one has
ZpX , hepfq;Tq “
ÿ
p
ź
αPA
T pαα ZpY , 1WpL
vπ˚hepπ˚fq; pT, pPβpTqqq,
where the polynomials Pβ are defined in (5.3.6). Consequently, ZpX , hepfq;Tq is a
rational function of T.
6. Local Fourier transforms
In this section, we finally prove the propositions stated in Section 4.3.
Fix a place v P Cpkq. We have to study the Laurent series (4.2.2) given by
ZvpT, ξq “
ÿ
pmv, βvq integral
F p1Gpmv,βvq, ξq
ź
αPA
T }mv,βv}αα
“
ÿ
pmv, βvq integral
ź
αPA
T }mv,βv}αα
ż
Gpmv ,βvq
epxg, ξyq dg.
Our first step will be to replace the motivic Haar integral with respect to dg by
a motivic integral with respect to the motivic measure on the arc space L pX q.
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Then, we will split the motivic integral according to the natural stratification of the
special fibre.
Since the place v is fixed, we often omit the index v from the notation, writing
K » kpptqq for Fv “ kpCqv and R » krrtss for the ring of integers of Fv.
6.1. The Haar integral as a motivic measure
View the invariant top-differential form dg on GF as a meromorphic top-
differential form ωX on X . Since X is proper over C, one has X pkrrtssq “ XpKq.
The order of contact of an arc with the divisor of ω induces an order function
ordω : XpKq Ñ ZY t8u, which takes finite values on GpKq.
The Poisson summation formula involves (motivic) integrals on kpptqqn “ GpF q.
The injection GpF q Ă X pkrrtssq allows to view any Schwartz-Bruhat function Φ
on GpF q as an exponential motivic function on the arc space L pX q of X . The fol-
lowing lemma shows how both motivic integrals are related. It is a motivic analogue
of the standard fact that the Lebesgue mesure on the real line R is the volume-form
associated with the differential form dx, or with the corresponding singular differ-
ential form on P1pRq.
Lemma 6.1.1. — Let Φ P S pF nq. Then the motivic integral
ş
GpKq
Φpgq dg can be
rewritten as ż
L pX q
ΦpxqL´ ordωpxq dx
where dx denotes the motivic measure on the arc space L pX q.
Proof. — Let us begin with a remark. Let Z be a smooth projective K-scheme and
let ω be a meromorphic differential form on Z. Let f be a motivic function on Z.
By this, we mean that one is given a proper flat R-model Z of Z, an integer m, and
a class ϕ P ExpMLmpZ q. We identify the function associated with a triple pZ , m, ϕq
and the function associated with the triple pZ , m`1, π˚ϕq, where π is the canonical
morphism from ExpMLmpZ q to ExpMLm`1pZ q defined by base change; similarly, if
p : Z 1 Ñ Z is a morphism of models, we identify the functions associated with
triples pZ , m, ϕq and pZ 1, m, p˚ϕq. Then one defines the integral
ş
ZpKq
f |ω| of the
motivic function f with respect to ω by the formulaż
ZpKq
f |ω| “
ż
L pZ q
ϕpzqL´ ordωpzq dz,
where dz is the motivic measure on the arc space L pZ q. We may even assume that
the smooth locus Z 0 of Z is a weak Néron model of Z and restrict the integral
over L pZ 0q. The definition of motivic integration and the change of variables
formula (Theorem 13.2.2 in [8]) shows that this integral is independent of the choice
of the triple pZ , m, ϕq that defines f .
Let us show how this remark implies our lemma.
Let P “ Pn “ ProjRrx0, . . . , xns be the natural compactification of GR “ A
n “
SpecpRrx1, . . . , xnsq, let P “ PK . Let ω be the differential form dx1 ^ ¨ ¨ ¨ ^ dxn
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on GR; we will write ωP or ωX according to ω being viewed as a meromorphic
differential form on P or on X . Since X is regular, one hasż
XpKq
Φpxq |ωX | “
ż
L pX q
ΦpxqL´ ordωX pxq dx.
However, this integral can be computed starting from the model P, and one hasż
XpKq
Φpxq |ωX | “
ż
P pKq
Φppq |ωP | .
Since divpωP q “ pn` 1q divpx0q, ordωP pxq “ pn` 1qminp0, ordpx1q, . . . , ordpxnqq for
every px1, . . . , xnq P K
n. Consequently, by the very definition of the motivic integral
on GpKq, this last integral equals
ş
GpKq
Φpgq dg. It suffices to show this equality for
simple functions, as in §1.3.2. Let pm1, . . . , mnq be a family of integers and let Ω be
the set of points in Kn such that ordpxiq “ mi for every i P t1, . . . , nu. Set m0 “ 0,
let m “ minpm0, . . . , mnq, and let j P t0, . . . , nu be such that m “ mj . We view Ω in
the affine chart txj “ 1u of P and identify it with
ś
0ďiďn
i‰j
tmi´mRˆ. Therefore, its
dp-measure (that is, its motivic volume with respect to the arc space of P) equalsż
Ω
dp “ L
ř
i‰jpmi´mqp1´ L´1qn “ p1´ L´1qnL
ř
miL´pn`1qm.
On the other hand, Ω is also viewed as the set
śn
i“1 t
´miRˆ in Kn hence its dg-
integral is given by ż
Ω
dg “ L
ř
mip1´ L´1qn.
Consequently, ż
Ω
dg “
ż
Ω
L´ ordωppq dp.
This concludes the proof of the lemma.
6.2. Partitions of unity. — Let B1 be the subset of Bv consisting of those β
for which the multiplicity µβ equals 1. Let X1 be the complement in X of the
union of the components Eβ, for β P BvzB1, and of the intersections of distinct
vertical components. As we know from Lemma 3.2.1, this is a weak Néron model
of X over SpecpRq.
For every subset A Ă A and every β P B1, let ∆pA, βq be the locally closed subset
of the special fibre Xv corresponding to points x˜ which belong to the horizontal
divisors Dα, for α P A, and to no other, as well as to the vertical divisor Eβ, but
no other. Let ΩpA, βq be its preimage in L pX q by the specialization morphism
L pX q Ñ Xv.
Recall that we have defined in Section 3.5.4 a subset B0 of B such that for every
point x P GpFvq, the integrality condition “x P U poFvq if v P C0” holds if and only
if there exists β P B0 such that x P ΩpH, βq.
Let L pA1q » Specpkra0, a1, . . . sq be the arc space of the affine line, and let
L pA1; 0q be its closed subspace consisting of arcs based at the origin. Let A be
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a subset of A . By Lemma 5.2.6, there is a definable isomorphism which preserves
the motivic measure from ΩpA, βq to the product of L pA1; 0qA ˆk ∆pA, βq with
L pA1qn´CardpAq. Moreover, this isomorphism induces the following equalities, for
g P GpF q:
(6.2.1) pg,Dαqv “
#
ordvpxαq if α P A
0 otherwise,
(where, as in Lemma 5.2.6, xα is the α-component of the image of g) and
(6.2.2) pg, Eγqv “
#
1 if γ “ β
0 otherwise.
Recall that in Equation (3.2.3), we had defined integers ρβ such that
´ divpωXq “
ÿ
αPA
ραDα `
ÿ
βPB
ρβEβ.
This implies
(6.2.3) ´ ordωpxq “ ρβ `
ÿ
αPA
ρα ordvpxαq.
Recall also the definition of integers eα,β in Equation 3.2.2:
Lα “ Dα `
ÿ
βPB
eα,βEβ.
To shorten the notation below, we then let
(6.2.4) ρpA, βq “ ρβ `
ÿ
αPA
ραeα,β.
We also define eα to be the constructible function
(6.2.5) eαp¨q “
ÿ
βPB
eα,β ordEβp¨q
on L pX q so that eαpgq “ eα,β for every g P GpFvq such that pg, Eβqv “ 1.
Using this notation and applying Lemma 6.1.1, we can rewrite the motivic Fourier
transforms ZvpT, ξq as sums of motivic integrals over arc spaces ΩpA, βq.
Lemma 6.2.6. — For every motivic residual function h on L pX q and every
ξ P GpFvq, one has
(6.2.7)
ż
GpFvq
ź
αPA
T pg,Lαqvα hpgqepxg, ξyq dg
“
ÿ
AĂA
βPB1
ź
αPA
T eα,βα L
ρβ
ż
ΩpA,βq
ź
αPA
pLραTαq
ordpxαqhpxqepxx, ξyq dx.
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6.3. Places in C0: Proof of Proposition 4.3.1
Let v be a place in C0. In this case, ZpT, ξq is given by Lemma 6.2.6, taking
for motivic function h the characteristic function of the set U poq within GpFvq. In
other words, one has h ” 0 on ΩpA, βq if A ‰ H or β R B0, and h ” 1 otherwise.
Consequently,
ZpT, ξq “
ÿ
βPB0
ź
αPA
T eα,βα L
ρβ
ż
ΩpH,βq
epxx, ξyq dx.
We see in particular that it is a polynomial. Assume that ξ “ 0. Then, the factor
epxx, ξyq equals 1, so that
ZpT, 0q “
ÿ
βPB0
ź
αPA
T eα,βα L
ρβ r∆pH, βqsL´n.
In particular,
ZλpL
´1, 0q “ ZppL1´ραq, 0q “
ÿ
βPB0
ź
αPA
Lp1´ραqeα,βLρβ r∆pH, βqsL´n.
This is an effective element of Mk, non-zero unless U poq “ H. By the last asser-
tion of Lemma 3.4.1 and the hypothesis of Setting 2, this concludes the proof of
Proposition 4.3.1.
6.4. Trivial character (places in CzC0): Proof of Proposition 4.3.2
Assume that v P CzC0. Then, ZpT, 0q is given by Lemma 6.2.6, applied with
h ” 1. This leads to the following computation.
ZpT, 0q “
ÿ
AĂA
βPB1
ź
αPA
T eα,βα L
ρβ
ż
ΩpA,βq
ź
αPA
pLραTαq
ordpxαq dx
“
ÿ
AĂA
βPB1
ź
αPA
T eα,βα L
ρβ r∆pA, βqsL´n`CardpAq
ź
αPA
ż
L pA1;0q
pLραTαq
ordpxq dx.
In the last formula, the integral over L pA1; 0q is given by a geometric series, familiar
in the theory of motivic Igusa functions. Indeed, for every α P A,ż
L pA1;0q
pLραTαq
ordpxq dx “
8ÿ
m“1
pLραTαq
m
ż
ordpxq“m
dx
“
8ÿ
m“1
pLραTαq
mL´mp1´ L´1q
“ p1´ L´1q
Lρα´1Tα
1´ Lρα´1Tα
.
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Consequently,
(6.4.1)
ZpT, 0q “
ÿ
AĂA
βPB1
ź
αPA
T eα,βα L
ρβ r∆pA, βqsL´n`CardpAqp1´ L´1qCardpAq
ź
αPA
Lρα´1Tα
1´ Lρα´1Tα
.
For every pair pA, βq such that ∆pA, βq ‰ H, fix a maximal subset A0 of A
such that A Ă A0 and ∆pA0, βq ‰ H. Let us fix such a maximal set A0 and let
us then collect the terms of Equation (6.4.1) corresponding to pairs pA, βq that are
associated with A0. The corresponding subseries of ZpT, 0q is then given by
ZA0pT, 0q “
ÿ
βPB1
pA,βqÞÑA0
ź
αPA
T eα,βα L
ρβ r∆pA, βqsL´n`CardpAqp1´L´1qCardpAq
ź
αPA
Lρα´1Tα
1´ Lρα´1Tα
.
Consequently, there exists a Laurent polynomial PA0pTq such that
ZA0pT, 0q
ź
αPA0
p1´ Lρα´1Tαq “ PA0pTq.
From this expression, we also see that modulo the ideal generated by the polynomials
1 ´ Lρα´1Tα, for α P A , only the terms corresponding to A “ A0 remain, so that
we have
PA0pTq ”
ÿ
βPB1
ź
αPA
Lp1´ραqeα,βLρβ r∆pA0, βqsL
´n`CardpA0qp1´ L´1qCardpA0q.
Let uA0 be the motivic residual function on L pX q which is given by
ρβ `
ÿ
αPA
p1´ ραqeα,β
on ΩpA0, βq. By definition of motivic integration, one hasż
L pDA0 q
LuA0 “
ÿ
βPB1
ż
ΩpA0,βq
Lρβ
ź
αPA
Lp1´ραqeα,β
“
ÿ
βPB1
Lρβ
ź
αPA
Lp1´ραqeα,βL´n`CardpA0qr∆pA, βqs
so that
PA0pTq ” p1´ L
´1qCardpA0q
ż
L pDA0 q
LuA0 .
The right-hand-side of the preceding congruence being a non-zero effective element
of Mk, this concludes the proof of Proposition 4.3.2.
Corollary 6.4.2. — Let d “ 1` dimClanpX,Dq and let a be a non-zero multiple
of the integers ρα ´ 1, for α P A . The Laurent series ZλpT, 0q in one variable T is
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a rational function which belongs to MktT u. Moreover, p1´L
aT aqdZλpT, 0q belongs
to MkrT, T
´1s and
p1´ LaT aqdZλpT, 0q
ˇˇˇ
T“L´1
“ p1´ L´1qd
ÿ
APClan,dpX,Dq
ź
αPA
a
ρα ´ 1
ż
L pDAq
LuApxq dx.
6.5. Non-trivial characters (places in CzC0): Proof of Proposition 4.3.4
Assume that v belongs to CzC0. In this Section, we establish the behavior of
the Fourier transform ZvpT, apξqq for non-zero ξ P E. Since the place v is fixed,
the motivic Igusa integrals ZvpT, ¨q and Zλ,vpT, ¨q are denoted ZpT, ¨q and ZλpT, ¨q
respectively.
By Proposition 5.3.4, we already know that for each ξ, ZpT, pξqq is rational, with
denominator given by products of polynomials of the form 1 ´ LnTm for some
n P N and m P NA which are described through some Clemens complex. To prove
Proposition 4.3.4, we have to prove two more properties: first, that this rationality
property holds uniformly on the strata of some constructible partition pUiq, and
second, that for each i, there exists an integer e P r0, d ´ 1s and an integer a ě 1
such that the restriction to Ui of p1´L
aT aqeZλpT, ¨q “ p1´L
aT aqeZppT λαα q, ¨q belongs
to ExpMUitT u
:.
The following analysis thus refines the proof of Proposition 5.3.4. It is very close
to the one of [7], except for the replacement of p-adic oscillatory integrals by the
motivic integrals of Section 5.3.
Recall that any point ξ P GpFvq gives rise to a linear form fξ “ xξ, ¨y on GFv , hence
to a rational function on X, or even on X . More generally, the morphism a : EFv Ñ
G induces a regular function fE on GˆFv EFv , hence a rational function on X ˆkE.
We view fE as a family of regular functions on G, resp. as a family of rational
functions on X , both indexed by E and study the variation, for p P E, of the
divisors divpfappqq.
Lemma 6.5.1. — Let P be a reduced k-scheme of finite type and let a : PFv Ñ G be
an Fv-morphism. Let fP be the associated rational function on X ˆkP . There exists
a decomposition of P as a disjoint union of smooth locally closed subsets Pi, and for
each i, a map πi : Yi Ñ X ˆkPi which is a composition of blowings-up whose centers
are smooth over Pi, with generic fiber invariant under the action of GFv ˆk Pi, and
do not meet GFv ˆk Pi such that the rational function π
˚
i fP on Yi defines a regular
morphism from Yi ˆk Pi to P
1
R and such that the horizontal part of π
˚
i pD ˆk Piq is
a relative divisor with strict normal crossings.
Proof. — The arguments of Lemma 3.4.1 of [7] furnish a partition pPiq of P by
smooth locally closed subsets and morphisms πi : Yi,Fv Ñ X ˆFv Pi,Fv which are
compositions of blowing-ups whose centers are smooth over Pi,Fv and do not meet
GFv ˆFv Pi,Fv such that the rational function π
˚
i fP defines a regular morphism
Yi,Fv ˆFv Pi,Fv Ñ P
1
Fv
.
Let us fix such a stratum Pi and call it P ; similarly, we write π for πi and Y
for Yi. Up to replacing P by a dense open subset P
1, and applying embedded
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resolution of singularities to the Zariski closures of the centers of the blowing-ups
which define π, we obtain a morphism π1 : Y Ñ X ˆk P
1, composition of blowing-
ups with smooth centers over P 1, such that π1Fv : YFv Ñ XFv ˆFv P
1
Fv
satisfies the
preceding assumptions. We then view the morphism fP as a rational map Y ˆk
P 1 99K P1. Above a dense open subset P 2 of P 1 we resolve its indeterminacies by
a further composition of blowing-ups whose centers are smooth over P 1 and do not
meet the generic fiber. We can now repeat these arguments for P zP 2, so that the
lemma follows by noetherian induction.
We apply the preceding lemma to Ezt0u and fix such a stratum, which we call P .
Set Y “ YFv . For p P P , let Yp be the fiber of Y above p under the composition
Y Ñ X ˆk P Ñ P ; let Yp “ pYpqFv .
For p P P , by the change of variable formula (Theorem 13.2.2 in [8]), both
ZpT, 0q and ZpT, appqq can be computed as motivic integrals on L pYpq. Since
the rational function fa extends to a regular morphism from YFv ˆ PFv to P
1
Fv
,
Proposition 5.3.1 gives an explicit form for ZpT, appqq as a rational function, whose
denominator is controlled in terms of the Jacobian divisor of Y {X and the sub-
complex ClanpYp, YpzGq0 of Cl
anpYp, YpzGq corresponding to the irreducible compo-
nents of Y zG along which fappq has no pole. Since the sub-complex Cl
anpYp, YpzGq0
of ClanpYp, YpzGq depends constructibly on p P P , this implies the first part of
Proposition 4.3.4.
The final part of the proof follows by applying the geometric arguments leading
to the proof of Proposition 3.4.4 of [7]. For every p P P , the Clemens complex of
pYp, YpzGq has distinguished vertices, those coming from X which we denote by D
1
α,
and exceptional ones, corresponding to divisors contracted by πp, which we denote
by E1β . Since Yp Ñ X is G-equivariant, the rational function fappq has a divisor
divXpfappqq on X whose strict transform dominates the divisor of fappq on Yp: their
difference is an effective linear combination of the divisors E1β (Lemma 1.4 of [5]).
Moreover, the relative Jacobian divisor of Yp{Xp is a linear combination of these
divisors, with positive coefficients.
As in Section 3.4 of [7], these geometric facts imply that only the distinguished
vertices of ClanpYp, YpzGq, that is, those of Cl
anpX,XzGq, intervene. Moreover,
letting dp “ 1` dimpCl
anpX,XzGq0q and d “ 1` dimpCl
anpX,XzGqq, then one has
dp ă d (cf. Lemmas 3.4.5 and 3.5.4 of [7]).
Applying Proposition 5.3.1, we conclude that there exists an integer a such that
p1´ LaT aqdpZλpT, appqq P MktT u
: for every p P P .
This concludes the proof of Proposition 4.3.4.
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