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ABSTRACT
This paper aims at characterising the impact of the atmospheric variability on the aerosol burden and residence
time in the Arctic region. For this purpose, a global simulation using an emissions inventory from the year
2000 is performed for the period 20002005. The model thus describes a 6-yr evolution of sulphate, black
carbon (BC) and mineral dust, whose variability is driven by the atmosphere only. Our simulation is validated,
thanks to comparisons with surface observations. The aerosol residence time takes minimum values in fall: 4 d
for sulphate and 8 d for BC and dust. It takes maximum values in June: 10 d for sulphate and 16 d for BC and
dust. However, from one spring to another, it can vary by about 50% for sulphate, 40% for BC and 100% for
dust, depending on the atmospheric variability. In June, sulphate, BC and dust burden averaged over the
Arctic region reach respectively maximums of 1.9mg[S]m2, 0.2mgm2 and 6mgm2, characteristic of the
so-called Arctic haze. From one year to another, these values can vary by 20% for sulphate, 10% for BC and
60% for dust.
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1. Introduction
The Arctic region was considered not polluted until the
year 1950, when pilots flying over the Arctic observed
strong pollution, reducing significantly the visibility
(Greenaway, 1950). Then, different studies showed that
the combination of strong emissions in the Northern
hemisphere with the very specific Arctic meteorology could
induce high concentrations of anthropogenic and natural
aerosols in the Arctic atmosphere (e.g. Shaw, 1995; Stohl,
2006). The so-called Arctic haze provides a striking
illustration of the intensity of this process in spring time.
Sulphur compounds, black and organic carbon aerosols
concentration in the Arctic atmosphere are notably affected
by anthropogenic emissions from North America, South-
eastern Asia and Europe. A significant part of carbon
aerosols emitted during biomass-burning events in boreal
and temperate regions is also transported towards the
Arctic region (Lavoue´ et al., 2000). Moreover, transport of
dust from African and Asiatic deserts towards the Arctic
has also been observed (Pacyna and Ottar, 1986).
These aerosols alter local radiative fluxes, temperature
profiles and cloud properties. Sulphate aerosols are known
to strongly scatter solar radiation (Penner et al., 2001),
inducing negative radiative forcing. On the opposite,
strongly absorbing black carbon (BC) aerosols yield a
positive radiative forcing (IPCC, 2007). Warming the
atmosphere, BC aerosols can be responsible for enhanced
cloud evaporation and hence a decrease in the fraction of
solar radiation reflected by the cloud cover. This strong
climatic retroaction is referred to as the ‘semi-direct effect’
of BC aerosols. BC aerosols also induce a strong positive
radiative forcing when they are deposited on snow because
they decrease the snow cover albedo (e.g. Jacobson, 2004;
Flanner et al., 2007). Mineral dust is known to affect the
atmospheric radiative balance by decreasing the solar
radiation reaching the surface and scattering and absorbing
the terrestrial radiation (Reddy et al., 2005). Overall, a
better and quantitative knowledge of the atmospheric
aerosol concentration is paramount to assess its radiative
effects in the Arctic, a region particularly sensitive to
climate change (IPCC, 2007). Recent studies have*Corresponding author. email: menegozmartin@yahoo.fr
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evaluated the aerosol transport into the Arctic, based on
transport model simulations (Stohl, 2006; Bourgeois and
Bey, 2011) or on multimodel chemical-transport model
analysis (Shindell et al., 2008). According to Shindell et al.
(2008), sulphate and BC Arctic surface concentrations are
mostly affected by European emissions, whereas their
250 hPa concentrations mainly originate from North
American and Asian emissions. Gong et al. (2010) observed
a decrease in sulphate and BC concentrations during the
last 30 yr at Alert, North America and suggested that this
trend corresponds to a decrease in Eurasian emissions,
which results in an increase in the relative influence of
American emissions on the Arctic aerosol concentration.
Sharma et al. (2006) and Hirdman et al. (2010) also
observed a decrease in the aerosol concentration at
different Arctic sites. Based on retro-trajectory analyses,
they explain this decrease by a reduction of emissions in the
Northern hemisphere. According to Hirdman et al. (2010),
the long-term trend of the atmospheric variability can
explain only a minor fraction of the overall downward
trend seen in the Arctic BC measurements. However,
Sharma et al. (2006) pointed out that pollutants surface
concentrations at some Arctic stations can be quite
different from one year to another due to atmospheric
inter-annual variability: pollutants surface concentrations
in Northern America are 40% higher over the years 1991
1994 than over the years 19951998, a difference they
explained by a more frequent positive phase of the North
Atlantic Oscillation in the first period than in the second,
which brings more pollutants from Eurasia into the Arctic
via a stronger Siberian anticyclone.
Our study is based on amultiyear aerosol simulation using
constant emissions to evaluate the impact of the atmospheric
inter-annual variability on the aerosol burden in the whole
Arctic atmosphere. We computed a global simulation from
2000 to 2005, but for the purpose of this study, we consider a
domain centred over the Arctic region, between 60 8N and
908 N. In particular, we focus on the detailed balance of
three aerosol species: sulphate, BC and mineral dust.
The chemical transport global model used in this study is
described in Section 2, along with a sensitivity experiment
to in-cloud scavenging. In Section 3, comparisons with
surface observations enable to validate the model in the
Arctic region and to discuss both seasonal and inter-annual
variations of the surface atmospheric concentration of
aerosols. Section 4 details the balance between sinks and
sources of aerosols in the Arctic atmosphere. This analysis
helps explaining the intra- and inter-annual variability of
both the residence time and the aerosol burden in the
Arctic region. A comparison of the Arctic atmospheric
aerosol burden in spring 2001 and spring 2004 is exposed in
Section 5, before final conclusions in Section 6.
2. Experimental configuration
2.1. The MOCAGE Chemistry-Transport Model
(CTM)
For this study, a 6-yr global simulation was performed with
the MOCAGE model (Teysse`dre et al., 2007). MOCAGE is
used with a T42 Gaussian grid (about 2.88 2.88 horizon-
tal resolution) and with 47 layers from the surface to 5 hPa.
Seven levels are within the planetary boundary layer (PBL),
20 in the free troposphere and 20 in the stratosphere. The
vertical coordinate is hybrid (sigma, P). The first layer is 40
m thick, whereas the resolution above 300 hPa is constant
with altitude, around 800m. In our simulation, the air
temperature, humidity, pressure and wind components
used to drive MOCAGE consist of the 6-hourly analyses
of the European Centre for Medium-Range Weather
Forecasts (ECMWF) IFS model. A semi-lagrangian
scheme is used for the advection of tracers and chemical
compounds. It is based on the work of Williamson and
Rasch (1989) and is not supposed to conserve mass as soon
as the grid is irregular. A simple correction scheme is,
therefore, applied to ensure total mass conservation during
transport. Further details on the transport in MOCAGE
are presented in Josse et al. (2004), who validated the
transport in MOCAGE comparing modelled and observed
radon fields. Time steps are 1 h for advection and 15 min
for subgrid scale processes. Turbulent diffusion follows
Louis (1979), whereas the convection scheme (mass-flux
type) relies on Bechtold et al. (2001). The representation of
dry deposition, based on the work of Wesely (1989), is
detailed in Michou and Peuch (2002). In-cloud and below-
cloud scavenging representation for gases is based on Mari
et al. (2000).
2.2. Aerosols in the MOCAGE CTM
MOCAGE can simulate the evolution of three types of
aerosols compartmented in size-related bins: dust aerosols
are divided into five bins between 0.01 mm and 100 mm; and
BC and sulphates are both divided into four bins between
0.001 mm and 10mm. Organic and nitrate aerosols, as sea
salt, have not yet been implemented in our model and are
therefore not taken into account in this study. The model
configuration used here is quite similar to the one used in
Me´ne´goz et al. (2009): emissions of both primary aerosols
and aerosol precursor gases of the ‘AEROsol Comparisons
between Observations and Models’ (AEROCOM) global
inventory are used. Dentener et al. (2006) presented a
complete description of this inventory, which is represen-
tative of the year 2000. We used the AEROCOM emissions
representative of year 2000 to drive the 6 yr of our
20002005 simulation, to evaluate how the atmospheric
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variability affects the aerosol burden and residence time.
This protocol allows to exclude the aerosol burden varia-
tions induced by the inter-annual variability of real
emissions. Emissions of BC, SO2, H2S and SO
2
4 are
constant over the year in the AEROCOM inventory, except
for biomass-burning emissions that display monthly varia-
tions. Although daily variations of DMS and dust are
accounted for in the AEROCOM inventory, we used the
monthly averages of these fields for our 6-yr simulation
because we assumed that daily variations of these emissions
are very different from one year to the other, and that the
daily variations of 2000 would not be relevant for the whole
20002005 period. The anthropogenic elementary sulphur
of 2.5% is supposed to be directly emitted as SO4
2

(Dentener et al., 2006), the rest originating from SO2. To
avoid too strong vertical gradients within the PBL, emis-
sions are distributed over the five lowest levels of the model
that cover an average height of 600m. The chemical
formation of sulphate is modelled as described in Pham
et al. (1995), based on a simple sulphur chemical scheme
and climatologies of oxidant species. This model is
described in Me´ne´goz et al. (2009). The climatologies of
oxidants originate from a previous MOCAGE 6-yr simula-
tion using a detailed scheme for the chemistry of oxidants
in the atmosphere (see Teysse`dre et al., 2007).
2.3. Physics of aerosols in the model
Aerosols are removed from the atmosphere by three main
sinks: dry deposition due to the contact of the atmospheric
flow with the earth surface; sedimentation implied by
gravitational forces; and wet deposition due to the presence
of water droplets in the atmosphere (Seinfeld and Pandis,
2006). The parameterisations of dry deposition and sedi-
mentation in MOCAGE are based on Seinfeld and Pandis
(2006) and are presented, respectively, in Nho-Kim et al.
(2004) and Martet et al. (2009). As explained in Section 2.2,
some aerosol species, in particular sea salt, organics and
nitrate aerosols, are not taken into account in ourmodel.We
defined aerosol size classes following the recommendations
of theAEROCOMproject: those classes are characteristic of
real aerosols including different chemical species*both
internally and externally mixed. In our model, these aerosol
size classes are applied to sulphate, BC and dust. Even with
missing species, we assume that it was the best protocol to
describe realistically sedimentation, dry and wet deposition
that are very dependent on the aerosol size.
MOCAGE describes both below-cloud and in-cloud
scavenging. Below-cloud scavenging is aerosol adsorption
by falling raindrops. Its parameterisation is based on
Seinfeld and Pandis (2006). In-cloud scavenging designates
both the droplet activation by aerosols and the adsorption
of particles by airborne cloud droplets. This process is a
major sink for aerosols, especially for soluble species
(Boucher et al., 2002). Textor et al. (2006) pointed out
that the differences of the in-cloud scavenging schemes used
in global aerosol models explain the major part of the
discrepancies between these models in terms of aerosol
burden and residence time. In particular, the BC burden
simulated in polar regions*far from the sources*can vary
from orders of magnitudes according to the choice of the
wet deposition scheme used in the model (Vignati et al.,
2010). Here, we tried to improve the representation of in-
cloud scavenging in our model. As Langner and Rodhe
(1991), we compute a grid-cell dependent scavenging rate l:
k ¼
eR
L
; (1)
where R is the precipitation formation rate and L is the
Cloud Liquid Water Content. o characterises the transfer
efficiency of aerosols towards droplets. It takes values
between 0 and 1. We found very different values for this
parameter in published model descriptions. As an example,
Boucher et al. (2002) used a constant value equal to 0.7 for
o to simulate sulphate aerosol at the global scale. Stier et al.
(2005) used seven classes of aerosols in their model. These
ones are associated with different values of o, varying
between 0.10 and 0.99 depending on the aerosol size and
solubility in their quite complex model. In our study, we
considered that o was proportional to L, as reported by
various field campaigns (e.g. Kasper-Giebl et al., 2000;
Hitzenberg et al., 2001; Cozic et al., 2007):
e ¼ a L (2)
For our study, we used the o and L observations presented
in Kasper-Giebl et al. (2000) to calibrate a both for
sulphate and BC aerosols. As dust scavenging ratio is quite
unknown, we considered in a first assumption that a1
for this aerosol.
In the real world, these parameters are not necessarily
constant over the lifetime of an aerosol, from the emission
to its deposition. Through ageing processes, particles
generally become more hydrophilic and are scavenged
more efficiently. This is particularly true for BC aerosols
that are relatively hydrophobic when freshly emitted and
that become quite hydrophilic after several days in the
atmosphere as they are covered by soluble species such as
sulphate, nitrate and sea salt (Riemer et al., 2004). The
observations of Kasper-Giebl et al. (2000) we used to infer
our parameters values originate from mountainous areas,
where aerosols are relatively aged and are therefore
relatively soluble in comparison with recently emitted
atmospheric aerosols. For this reason, our model probably
overestimates aerosol solubility on average. However,
many other different processes drive the solubility and
HOW DOES THE ATMOSPHERIC VARIABILITY DRIVE THE AEROSOL RESIDENCE TIME 3
scavenging ratio of aerosols. The phase of water droplets,
the aerosol size and the aerosol concentration itself can
strongly impact these parameters (Henning et al., 2004;
Cozic et al., 2007) with an order of magnitude exceeding
the temporal variations considered in some models. All
these aspects could be improved by future developments.
For each aerosol, o has an upper bound, as described in
the following. A similar in-cloud scavenging parameterisa-
tion was used in Me´ne´goz et al. (2009) to simulate sulphate
aerosol over Europe, which resulted in an overestimated
sulphate atmospheric concentration when compared with
surface observations. As Kasper-Giebl et al. (2000) never
observed o values lower than 0.2 for sulphate, we made here
a sensitivity experiment setting an o lower bound equal to
0.2 for this aerosol. In addition, only scavenging by liquid
droplets was considered in Me´ne´goz et al. (2009). Ice
droplets scavenging was neglected that could also explain
a part of the overestimation of the modelled sulphate
concentration. Over the Arctic region (from 60 8N to 90
8N), snow falls are far from being negligible in comparison
to liquid precipitation in the meteorological analyses used
for our simulation (Fig. 1). As a consequence, scavenging by
ice droplets should not be neglected. Therefore, we
performed another sensitivity experiment considering both
scavenging by liquid and solid droplets. As a first assump-
tion, we considered that the transfer efficiency of aerosols
towards droplets (o) does not vary according to the phase of
the droplet. Eqs. (3) to (5) describe the values of o that we
adjusted on the observation of Kasper-Giebl et al. (2000):
esulphate ¼ maxð0:2; 3LÞ for L50:3;
esulphate ¼ 0:9 for L > 0:3
(3)
eBC¼ 1:2L for L50:6; eBC ¼ 0:6 for L > 0:6 (4)
edust ¼ L for L50:6; edust ¼ 0:6 for L > 0:6 (5)
L is the total cloud water content (both ice and liquid
droplets).
Table 1 shows the global burden and the residence time
for aerosols without (param_old) and with (param_new)
ice droplets scavenging. The new lower bound for osulphate
(0.2) is taken into account in param_new. Furthermore,
Table 1 shows the mean and the range of the 16 global
chemistry transport models involved in the AEROCOM
inter-comparison exercise (Textor et al., 2006). In the
‘param_old’ column, the values in parenthesis correspond
to the values simulated without ice droplets scavenging, but
with the new lower bound for osulphate. Putting this 0.2
lower bound for o decreases significantly*about 25%*
both the burden and the residence time of sulphate.
Moreover, considering ice droplets scavenging decreases
by 30%40% the burden and the residence time of
sulphate, BC and dust in our global simulation. As we
can see in Table 1, both the burden and the residence time
of sulphate and BC simulated with the old parameterisa-
tion seem to be over estimated, as they have very high
values in comparison with the other models. The new
parameterisation hence helps simulating sulphate and BC
burden and residence time within the range of the AERO-
COM models. The impact of the new parameterisation on
dust modelling can barely be assessed because both old and
new parameterisations lead to dust burden and residence
time in the lower part of the range of the AEROCOM
simulations. The low value of the modelled dust burden in
comparison with the other AEROCOM simulations is
clearly explained by the low atmospheric residence time
of this aerosol in our model. This is mainly due to the
representation of dry deposition, which is more efficient in
our model than in the other AEROCOM models. Dry
deposition is the main sink for dust. This flux is quite
difficult to estimate and differs widely from one model to
another (Textor et al., 2006).
Evaluating the mean residence time of aerosols at the
global scale is difficult as it varies a lot over the Earth
surface, depending on air humidity and aerosol size and
physical properties that drive the scavenging ratio. From a
few days for common species (3.3 d for sulphate as an
example according to Seinfeld and Pandis, 2006), it can
reach higher values when far from the sources or in dry
atmosphere. Stohl (2006) for instance reported an aerosol
residence time up to 20 d in the Arctic atmosphere. These
aspects are discussed in detail in Section 4.
With its improved parameterisation, our model thus
simulates burdens and residence times for sulphate, BC and
dust within the range of AEROCOM models. As scaven-
ging by ice droplets is taken into account in our model,
aerosol burden and residence time are expected to be well
simulated in the Arctic region, where snow represents a
large part of the precipitation (Fig. 1). A further evaluation
Fig. 1. Liquid, solid and total precipitation in the Arctic region
(60 8N to 90 8N) from the operational ECMWF analyses. Dashed
lines represent the extreme values reached during the 6-yr
simulation.
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of our model is performed in Section 3 with a comparison
of model outputs with observations.
3. Modelled and observed Arctic aerosol surface
concentration
As shown in many previous studies (e.g. Stohl, 2006;
Shindell et al., 2008), the anthropogenic activities in Europe
are the first responsible for the Arctic aerosol pollution.
In the following, our simulation outputs are thus com-
pared with aerosol measurements carried out within the
European Monitoring and Evaluating Program (EMEP,
Hjellbrekke, 2004). This network provides aerosol mea-
surements at high latitudes, which constitute the relevant
area for our study. We also show in the following
comparisons between the sulphate concentration modelled
and observed at three high-latitude northern American
sites: Denali National Park and Barrow (Alaska) and Alert
(Canada). Note that we analyse here only the non-sea salt
sulphate aerosol. All the sulphate associated with sea salt in
the observations were removed from the data based on a
sulphate to sodium seawater ratio (Quinn, person. com.
and Quinn et al., 2000). The ability of MOCAGE to
simulate dust transport and deposition events was vali-
dated by Martet et al. (2009) on the basis of comparisons
with satellite observations. However, due to the scarcity of
available long-term observations for mineral dust, we show
in the following comparisons between model and observa-
tions only for sulphate and BC.
3.1. The sulphate atmospheric concentration
Figure 2 shows the atmospheric sulphate surface concen-
tration modelled with MOCAGE and observed at EMEP
stations located north of 60 8N. Overall, model and
observations yield atmospheric concentrations of similar
orders of magnitude at the different EMEP sites. However,
MOCAGE underestimates (station NO3, Spitsbergen,
11.8 8E, 78.9 8N) and overestimates (station IS1, Island,
338 8E, 64 8N; station FI1, Finland, 27 8E, 60 8N) slightly
the values observed at some stations.
The sulphate surface concentration can vary by a factor
5 between the different EMEP stations, depending on the
proximity of the anthropogenic sources. Based on EMEP
averaged observations (Fig. 2, down right), the sulphate
concentration is higher in Eastern than in Western Europe,
due to the proximity of the anthropogenic sources and to
the general atmospheric circulation characterised by wes-
terly winds. For these reasons, the sulphate monthly mean
concentration takes values between 0.2 and 2.5 mg[S]m3
in Russia and Northern Finland (stations RU1, FI1 and
FI2), whereas it does not exceed 0.6mgm3 near the
western coast of Norway and in Island (stations NO2 and
IS1). As explained in the next section and in numerous
previous studies (e.g. Shindell et al., 2008; Hirdman et al.,
2010), the aerosol concentration in the Arctic region is
strongly influenced by continental anthropogenic emis-
sions. The sulphate concentration observed at the Spitsber-
gen station (NO3, 11.8 8E, 78.9 8N) is, therefore, expected
to be affected by anthropogenic sources; it varies between
0.05 and 0.5 mg[S]m3.
At the EMEP sites considered here, all the observations
show a strong seasonal cycle, with a minimum occurring in
fall or at the end of summer, and a maximum occurring in
winter or in the early spring. The sulphate concentration
can vary by a factor 10 over 1 yr. Our model simulates quite
well the seasonal cycle amplitude as well as its phase, except
in the Spitsbergen station (station NO3) where the simu-
lated maximum occurs from one to three months after the
observed maximum.
Figure 3 shows the sulphate concentration modelled and
observed at three stations in North America. At these
remote high latitude locations (63.7 8N, 71.3 8N and
82.39 8N), the atmosphere is less polluted than in the
EMEP stations, and the monthly mean sulphate concen-
tration never exceeds 0.5mg[S]m3. The observed values
Table 1. Global burden (Tg[S] for sulphate, Tg for BC and dust) and residence time (days) of sulphate, BC and mineral dust, as simulated
over the year 2000 by MOCAGE with the old and the new parameterisations of scavenging (columns Param_old and Param_new) and
results from the AEROCOM intercomparison exercise (Textor et al., 2006; mean values of the 16 global chemical transport models in the
column Aerocom mean, with range of values in square brackets)
Burden Residence time
Aerosol Param_old Param_new Aerocom mean Param_old Param_new Aerocom mean
Sulphate 1.15 (0.85) 0.60 0.7 [0.31.2] 9.5 (7) 5.0 4.12 [2.95.4]
BC 0.20 0.14 0.2 [0.110.37] 9.4 6.6 7.12 [5.210]
Dust 13.20 9.60 21.3 [630] 2.9 2.1 4.14 [1.27]
Note: Contrary to the old parameterisation, the new one includes scavenging by ice droplets and a 0.2 lower boundary for sulphate transfer
coefficient o. Values in brackets in the Param_old columns refer to a simulation without ice droplets scavenging but using a lower 0.2
boundary for o sulphate.
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show also a strong seasonal cycle, with a maximum
occurring in winter or in early spring and a minimum
occurring in fall. In contrast with the European domain,
the concordance between model and observations is quite
poor at these North American stations: the model under-
estimates the sulphate concentration by a factor 15, and
the modelled maximum values are reached one or two
months later than in the observations.
The discrepancies between our simulation and the
observations may be partly explained by uncertainties in
the emission inventory. The AEROCOM inventory is
based on many different global or regional emissions
studies (Dentener et al., 2006) that may contain some
biases. As an example, Prank et al. (2010) recently showed
that SO2 emissions in the Kola peninsular are strongly
underestimated in all emission inventories. These sources
being located at relatively high latitude, they clearly affect
the aerosol load in the Arctic.
We have to keep in mind that the AEROCOM emission
inventory used in our simulation provides constant anthro-
pogenic sulphur emissions over the year. Most studies
dedicated to global inventories estimate that there is
insufficient information to provide seasonal variations
for anthropogenic sulphur emissions (e.g. AEROCOM
described in Dentener et al., 2006; CMIP5 emissions
described in Lamarque et al., 2010). The end user is free
to describe a temporal variation of the sulphur emissions in
the global aerosol simulations. Meij et al. (2006) modelled
the sulphate surface concentration over Europe with two
different emissions inventories. In their study, the sulphate
concentration is underestimated in winter and overesti-
mated in summer when using the constant emissions of the
AEROCOM inventory. With the EMEP emission inven-
tory, which entails higher emissions in winter and lower
emissions in summer, they obtained a better agreement
with the observations. In our study, the amplitude of the
Fig. 2. Monthly mean of the atmospheric sulphate surface concentration (mg[S]m3) simulated by MOCAGE (red) and observed at
EMEP stations (blue). Bottom right: the map displays the location of the stations and the 20002005 averaged observed sulphate
concentrations.
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sulphate concentration annual cycle modelled in Europe at
the surface is, therefore, probably underestimated. How-
ever, we did not want to include seasonal variations in our
global simulation, as the seasonal variations of emissions
over all the industrialised areas of the globe are difficult to
evaluate. Moreover, emissions uncertainties are known to
be of a second order in the accuracy of the aerosol models
in comparison with their ability to describe transport,
aerosol removal and chemical processes both for regional
studies (Meij et al., 2006) and for global studies (Textor et
al., 2007). In their study, Meij et al. (2006) showed that
taking into account the seasonality of the sulphur emissions
in Europe could modify by 20% the sulphate concentration
modelled at the surface. Such variations are largely smaller
than the variability modelled in our 6-yr simulation.
As our model describes quite well the sulphate concen-
tration in polluted regions (see the southernmost stations of
the EMEP domain in Fig. 3.1), we estimate that the bias in
the emission inventory is not responsible for the strong bias
in our simulation (Fig. 3). The model bias probably
originates from the description of transport and removal
processes. Bourgeois and Bey (2011) found that their CTM
describes quite correctly the transport of chemical species
towards the Arctic. However, they identified wet deposition
parameterisation as the major source of incertitude in their
CTM. The agreement between observations and simula-
tions was improved by including an optimised representa-
tion for this sink in their model. As described in Section
2.3, our globally modelled aerosol burden is very sensitive
to the scavenging coefficient. We tried to adjust this
coefficient, which partly corrected our simulation biases.
However, this coefficient is far from being constant, as it
depends both on particles properties and clouds character-
istics (Bourgeois and Bey, 2011). An improved description
of wet deposition should clearly be the focus of future
developing work. Nevertheless, we assume that even with
some biases, we can use our model to analyse the inter-
annual variability of the aerosol load in the Arctic.
Except for the oceanic emissions, which exhibit monthly
variations and are largely weaker than anthropogenic
emissions near the EMEP stations (not shown), our
simulation is then based on constant sulphur emissions.
The modelled variability in sulphate surface concentration
is, therefore, essentially driven by atmospheric variability in
our simulation. The modelled and the observed sulphate
concentration inter-annual variabilities being quite similar,
we can assume that the real emissions variability play a
minor role in the variability of the sulphate concentration
at the EMEP sites from 2000 to 2005. Moreover, no clear
trend is detectable in the observed concentrations over the
6 yr, indicating few evolutions in the anthropogenic emis-
sions from 2000 to 2005.
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Fig. 3. Monthly mean of the atmospheric sulphate surface concentration (mg[S]m3) simulated by MOCAGE (red) and observed at
Denali national Park, Barrow and Alert (blue). Bottom right: the map displays the location of the stations and the 20002005 averaged
observed BC concentrations.
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3.2. The BC atmospheric concentration
Figure 4 shows the atmospheric BC concentrations mod-
elled with MOCAGE and observed at some EMEP
stations. Measuring the atmospheric concentration of BC
is more complicated and more uncertain than measuring
sulphate concentrations (e.g. Hjellbrekke, 2004; Sharma
et al., 2004). For this reason, few atmospheric BC
measurements are currently available. As a consequence,
only three EMEP sites are considered in this study, and two
of them are unfortunately located south of 60 8N. More-
over, these measurements do not always cover the entire
20002005 period. We also show comparisons at two sites
in North America in Fig. 5.
The BC concentrations display a wide range of magni-
tudes depending on the location of the observation site:
about 1 mgm3 in high industrialised areas (station DE1,
Fig. 4), 0.1 mgm3 in less polluted areas (station NO1, Fig.
4 and station DENA1, Fig. 5), and 0.01mgm3 in Svalbard
and in extreme Northern Canada, where the atmosphere is
cleaner (station NO2, Fig. 4 and station Alert, Fig. 5). Our
model simulates quite well the order of magnitude of the
BC concentration at the EMEP stations. However,
it underestimates by a factor 15 the BC concentration
at the southern EMEP site (station DE1), and by a factor
110 its value in the Svalbard station (NO2). At NO1,
the model is closer to the observed values. At the two
northern American stations, there is a very strong dis-
crepancy between our model and observations, by a factor
10 at Denali station and by a factor 50 at Alert (Fig. 5, note
that the model values showed are 10). The discrepancies
between modelled and observed values can originate both
from model defaults or experimental uncertainties: Cavalli
et al. (2010) pointed out that the BC atmospheric concen-
tration can vary by a factor 5 depending on the observation
protocol; on the model’s part, both errors in emissions
inventory and in deposition parameterisation can strongly
affect the results of our simulation.
In our simulation, we used constant monthly biomass-
burning emissions. This simplifying assumption certainly
drives a large part our simulation biases. In the real world,
biomass-burning emissions are quite variable, with sub-
stantial implications for the BC concentration observed
throughout the atmosphere (Bourgeois and Bey, 2011). As
explained in the following, other complex physical pro-
cesses are coarsely represented in our model and may
explain our model biases.
It is well known that, through ageing processes, BC is
covered by soluble material and becomes therefore more
hydrophilic (e.g. Conant et al., 2002). As explained in
Section 2.3, the scavenging of our model is based on
Kasper-Giebl et al.’s (2000) observations that have been
Fig. 4. Monthly mean of the atmospheric black carbon (BC) surface concentration (mgm3) simulated by MOCAGE (red) and observed
at EMEP stations (blue). Bottom right, the map displays the location of the stations and the 20002005 averaged observed BC
concentrations.
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carried out in a mountainous area, quite far from polluted
areas. Therefore, we can assume that the scavenging
coefficients used in this study are more appropriate for
aged hydrophilic BC than for hydrophobic BC that exists
close to particles’ sources. This can provide an explanation
for the general model underestimation of BC noticed in our
study. Nevertheless, this assumption has to be taken very
carefully seeing the complexity of the physical processes
that have to be taken into account when modelling the
atmospheric concentration of BC. As an example, we
considered in our simulation the same scavenging ratio in
all clouds. It can be a source of significant errors, as its
value can be 10 times lower in mixed phase clouds in
comparison to liquid clouds (Cozic et al., 2007).
Considering the difficulties of both simulating and
measuring the BC atmospheric concentration, it is quite
difficult to explain why the model and the observations are
relatively concordant at the Norwegian EMEP site,
whereas it is not the case at the other stations located in
Northern Europe and in Northern America. Improving the
representation of wet deposition in the model is likely to be
the prior development to achieve more realistic BC
simulation in the Arctic region. The global BC burden
was shown to be very sensitive to wet deposition (Section
2). Bourgeois and Bey (2011) similarly pointed out the need
of a correct evaluation of this process to estimate the part
of anthropogenic BC transported to the Arctic region.
Still, we assume that the BC atmospheric concentration
intra- and inter-annual variabilities can be discussed on the
basis of our simulations. The modelled variabilities display
similarities with the observed variability. South of our
domain, that is south of 60 8N, the BC atmospheric
concentration does not have a marked seasonal cycle (see
Fig. 4, stations NO1 and DE1). All the stations located
north of 55 8N (NO2, Fig. 4 and DENA1 and ALERT,
Fig. 5) exhibit more pronounced seasonal cycles, both in
our simulation and in the observations. At Alert and at the
Spitsbergen station, maximum and minimum are, respec-
tively, reached in winter and in summer. At the Spitsbergen
station, the annual cycle modelled is in phase with that
observed. It is not the case at the Alert station, where the
annual cycle is very badly described by our model. We hope
that the next developments planned for our model will
lower these biases for future studies.
Still, on a general way, the seasonal variations of the BC
atmospheric concentration can be explained by the seaso-
nal variations of both precipitation*showing a maximum
in summer (see Fig. 1)*and aerosol transport from
polluted areas. The inter-annual variability of the BC
concentration at these high latitude stations is clearly
linked to the atmospheric variability. In particular, the
monthly mean maximum does not occur at the same time
each year and its amplitude can vary within 50% from one
year to another. The context is quite different at the Denali
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Fig. 5. Monthly mean of the atmospheric BC surface concentration (mgm3) simulated by MOCAGE (red) and observed at Denali
national Park, Barrow and Alert (blue). Bottom right: the map displays the location of the stations and the 20002005 averaged observed
BC concentrations.
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station (Fig. 5): Here, the annual cycle observed and
modelled shows a maximum in summer and a minimum
in winter. It is certainly due to local emissions associated
with strong biomass-burning events occurring in summer in
this region. This source is clearly visible in the emission
inventory used for this study (not shown). At the Denali
station, the inter-annual variability of the BC concentra-
tion is more pronounced in the observations than in our
simulation due to the high variability of forest fires
emissions, which is not considered in our simulation.
4. Intra- and inter-annual variations of the
aerosols sinks and sources
4.1. Sulphate aerosol
Figure 6 shows the time evolution of the weekly mean
burden, sinks and sources of sulphate integrated over the
Arctic domain as well as the seasonal burden horizontal
distribution and its zonal mean concentration by level over
this domain. In the whole paper, each season is designated
with the abbreviation of its months (DJF, MAM, JJA and
SON). Over the 6 ys of our simulation, the averaged
sulphate burden shows a strong seasonal cycle (Fig. 6,
top left). It takes a minimum value close to 0.5mg[S] m2
in January and a maximum value close to 1.9mg[S] m2 in
May. These extremums can vary by 20% from one year to
another (Fig. 6, top left, dashed line). Such a cycle is
explained by the seasonal variations of sinks and sources of
sulphate over this region (Fig. 6, middle left). The main
source of sulphate in the Arctic is the transport from
southern polluted areas. The weekly mean value of this flux
averaged over the six yr of our simulations ranges from
0.07 to 0.21mg[S] m2 d1. Maximum values are reached
in spring and fall, whereas minimum values are obtained
in winter and summer. This 6-yr averaged annual cycle
hides strong inter-annual variations (up to 100%), with
overall minimum value of 0 and maximum value of
0.42mg[S]m2 d1. The second source of sulphate over
the Arctic region is the oxidation of SO2. Its values are
comprised all year long in a small range around
0.05mg[S]m2 d1 except for spring values that are close
to 0.1mg[S]m2 d1. This maximum is explained both by
the SO2 transport from polluted areas, which is maximum
in spring (not shown), and by DMS oceanic production
that also reaches a peak value in June in high northern
latitudes (not shown). In the Arctic atmosphere, one-third
of the SO2 is deposited on the surface, whereas the rest is
quickly oxidised to sulphate via aqueous chemistry. Oxida-
tion by gaseous chemistry is quasi equal to zero (not
shown).
The main sink of sulphate over the Arctic region is wet
deposition; dry deposition is quite negligible for this
aerosol (Fig. 6, middle right). Wet deposition intensity
depends both on precipitation and sulphate burden. For
this reason, wet deposition seasonality correlates well with
the seasonality of the transport of sulphate into the Arctic
atmosphere. However, low precipitation in winter and early
spring decreases wet deposition fluxes, while increased
precipitation in summer and fall*with a maximum around
July (Fig. 1)*limits the impact of sulphate transport
towards the Arctic during these seasons.
The efficiency of aerosol sinks can be characterised by
the aerosol residence time in the Arctic atmosphere (Fig. 6,
bottom left). The aerosol residence time is computed here
as the ratio between the aerosol burden and the sum of all
the deposition fluxes. For sulphate, and on average over
the 6 yr of our simulation, the residence time displays a
marked seasonality with high values up to 11 d in June and
low values around 4 d in November, December and
January. These residences times can vary by 50% from
one year to another (Fig. 6, bottom left, dashed lines). As
our simulation was computed with constant emissions over
the 6 yr, these variations are only related to the atmospheric
variability.
In our simulation, we did not use tracers to trace back
the geographical origin of the pollutants of the Arctic.
However, we qualitatively discussed the likely contribu-
tions of Europe, North America and Asia to the pollution
in the Arctic with regard to the modelled sulphate burden
north of 60 8N (Figs. 68, top right). The Arctic region
mostly affected by sulphate pollution is northern Eurasia,
with three-month averaged burden values up to
3mg[S]m2 in spring. This pollution clearly results from
the transport of sulphur compounds from European
countries. Emissions from Eastern Asia have a moderate
impact on the Arctic atmosphere, affecting a large region
North of Siberia, with sulphate concentration reaching
1.5mg[S]m2 in spring. Northern American emissions
seem to have a weaker impact on the sulphate concentra-
tion in the Arctic atmosphere. The three month averaged
sulphate concentration around the North Pole varies
between 0.25mg[S]m2 in winter and exceeds 1mg[S]m2
in spring. The lowest sulphate concentrations are found in
central Greenland, where they never exceed 0.5mg[S]m2
due to the high altitude and strong winds of this region.
Sulphate transport from the northern hemisphere to the
Arctic region is limited due to potential temperature
difference between the Arctic region and polluted areas,
forming the so-called Arctic front (e.g. Klonechi et al.,
2003). However, Stohl (2006) showed that pollution from
industrialised areas can penetrate into the Arctic atmo-
sphere by two paths: within the atmosphere boundary layer
if the potential temperature is the same between the
emission region and the Arctic polluted region (path
no. 1) or within the free troposphere if the potential
10 M. ME´NE´GOZ ET AL
temperature of the emission region is too high when
compared with the Arctic region potential temperature
(path no. 2). In DJF, only the emissions from northern
Eurasia affect the Arctic atmosphere, occurring through
the path no. 1, inducing maximum sulphate concentrations
at relatively low altitude: maximum zonal means of
0.24mg[S]m3 and 0.06mg[S]m3 are respectively mod-
elled at 950 hPa at 60 8N and 750 hPa at the North Pole
in DJF (Fig. 6, bottom right). During the rest of the
year, both paths no. 1 and no. 2 are efficient in our
simulation, yielding maximum sulphate concentrations at
higher altitudes: in MAM for instance, maximum zonal
means of 0.3 and 0.15 mg[S]m3 are, respectively, modelled
at 900 hPa at 60 8N and 650 hPa at the North Pole. In this
season, the low layers of the atmosphere are relatively
weakly affected by pollution with a zonal mean of sulphate
Fig. 6. Left: Burden, sinks, sources and residence time of sulphate averaged over the Arctic domain. The average is a weekly moving
average of the annual cycle over 20002005; dashed lines represent the extreme values reached during the 6-yr simulation. Right, top:
sulphate burden (mg[S]m2, 20002005 seasonal average); right, bottom: zonal mean of sulphate concentration (mg[S]m3, 20002005
seasonal average, pressure levels in hPa on the vertical axis). All graphs show MOCAGE model outputs.
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concentration lower than 0.05mg[S]m3 from 78 8N to
90 8N.
These characteristics of the aerosol transport from
polluted areas to the Arctic region explain why the
maximum sulphate concentration reported at the surface
(EMEP data) occurs earlier*from one to three months*
than the maximum value simulated over the whole Arctic
atmosphere (Fig. 2 and Fig. 6, top left). Maximum sulphate
concentrations at EMEP stations are generally observed at
the end of the winter, whereas the maximum concentrations
averaged over the whole thickness of the Arctic atmosphere
occur later, in May. Such an evolution of the sulphate
concentration profile throughout winter and spring is
coherent with observations by Scheuer et al. (2003): in
the frame of the aircraft campaign ‘TOPSE’, they observed
an increase in the sulphate concentration in the low layers
of the atmosphere throughout winter 2000. In spring, they
reported a decrease in the sulphate concentration in the low
layers of the atmosphere, whereas the sulphate concentra-
tion kept increasing in the higher layers (i.e. 2 km). Such an
increase at high altitude may be due to the sulphate
transport via the path no. 2. According to the analysis of
Scheuer et al. (2003), the decrease in the sulphate concen-
tration near the surface observed at the end of spring is
reinforced by the increase of precipitation, enhancing
scavenging processes.
4.2. BC aerosols
Figure 7 is the same as Fig. 6 but for BC. As for sulphate,
the BC burden shows a well-marked seasonal cycle in the
Arctic region (Fig. 7, top left). On average over the 6 yr, it
has a minimum value of 0.06mgm2 in January, and a
maximum value of 0.23mgm2 in July. These extremums
can vary by 10% from one year to another (Fig. 7, top left,
dashed lines). In spring and fall, the main source of BC in
the Arctic is the transport from polluted areas. During
these seasons, the 6-year average of this flux reaches values
of 0.015mgm2 d1, whereas it is equal to zero in
summer. As sulphate aerosol, BC transport displays strong
inter-annual variations that can exceed 100%, with values
varying between 0.015 and 0.4mgm2d1 over the 6 yr
of our simulation. This aerosol transport is responsible for
the strong average burden in May (Fig. 7, top left).
However, the maximum of BC burden occurring in July
is explained by the emissions from boreal forest fires, which
largely dominate over July and August (0.025 and
0.01mgm2 d1 according to the AEROCOM inventory).
During these months, the BC transport budget is close to
zero on average. It can be even negative, reaching a
minimum of 0.015mgm2 d1 (Fig. 7, left, dashed
line) over our 6 yr of simulation. Wet deposition constitutes
the main sinks for BC. As for sulphate, low precipitation
levels associated with positive transport in spring induce a
large increase in the BC burden. During fall, despite a
significant transport from polluted areas, high precipitation
increases wet deposition, inducing a decrease in the BC
burden. Dry deposition is generally weak, except in
summer when approximately one-third of BC is dry
deposited. Due to high emission levels by forest fires, this
dry deposition occurs close to the location of forest fires on
the days displaying weak precipitation (not shown). The
BC residence time has strong seasonal variations, with
mean values of 8 d from October to January and mean
values of 16 d in June (Fig. 7, bottom left). However, it has
strong inter-annual variations (variations up to 40% from
the 6-year mean value): its maximum and minimum are,
respectively, 24 and 4 d over our 6-year simulation. Note
that the shift in BC residence time at the beginning of July
is induced by the biomass-burning emission that occurs
suddenly during this month in our simulation. At that time,
dry deposition becomes quite efficient in biomass-burning
areas, which induces a quick decrease in the BC residence
time in our simulation.
In spring and fall, BC burden patterns are quite similar
to those of the sulphate burden (Fig. 7, top right), with
values ranging from 0.075mgm2 over Greenland to
0.3mgm2 near polluted areas. During these months, the
impact of European emissions seems to largely dominate
the impact of Eastern Asian emissions. The influence of
North American emissions is even weaker. In summer, the
BC burden exceeds 0.3mgm2 over large regions where
forest fires take place. The rest of the Arctic is also more
polluted, even above Greenland and the North Pole, where
the BC burden reaches 0.15mgm2. During all the winter,
the BC burden is very low, never exceeding 0.05mgm2,
except over Alaska and Scandinavia, where it takes values
up to 0.1mgm2. At 60 8N, the zonal mean maximum of
the BC concentration is reached close to the surface,
around 950 hPa, ranging from 0.01mgm3 in DJF to
0.1 mgm3 in JJA. At higher latitude, that is north of
70 8N, this maximum occurs at higher altitude, around
550 hPA, reaching values around 0.02mgm3 (Fig. 7,
bottom right). North of 75 8N, the BC concentration
remains very low in the first thousand metres of the
atmosphere all over the year, its zonal mean never
exceeding 0.01mgm3. This indicates a BC transport
towards high latitudes following the path no. 2 presented
in the last section. As for sulphate, BC maximum atmo-
spheric surface concentration and maximum burden inte-
grated over the whole atmosphere do not necessarily occur
at the same period of the year. As an example, the
maximum surface concentration modelled and observed
in 2005 at the Spitsbergen (Fig. 4, station NO2) occurs from
December to April, whereas the maximum atmospheric BC
burden simulated over this region rather occurs in spring
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and summer for each of the 6 yr of our simulation (Fig. 7,
top right, see the Spitsbergen region). Two factors may
explain such a shift: first, the atmospheric BC surface
concentration in Spitsbergen is particularly low in summer
2005 in comparison to simulation results for summers
20002004. This necessarily originates from particular
atmospheric conditions, lowering the biomass-burning
emissions influence in summer 2005. Second, as for
sulphate aerosols, the transport of pollutants from North-
ern hemisphere to the Arctic region occurs mainly in the
upper layers of the troposphere. The low layers are also
affected by aerosol transport but to a lesser extent and
earlier in the year.
Even under the assumption that our global aerosol
model outputs can be used to analyse the main character-
istics of BC transport towards the Arctic, the orders of
Fig. 7. Left: Burden, sinks, sources and residence time of BC averaged over the Arctic domain. The average is a weekly moving average
of the annual cycle over 20002005. Dashed lines represent the extreme values reached during the 6-yr simulation. Right, top: BC burden
(mgm2, 20002005 seasonal average); right, bottom: zonal mean of BC concentration (mgm3, 20002005 seasonal average, pressure
levels in hPa on the vertical axis). All graphs show MOCAGE model outputs.
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magnitude of the simulated BC concentrations have to be
considered carefully. Modelling the atmospheric concen-
tration of BC is quite challenging: Koch et al. (2009)
compared different global aerosol model outputs with
aircraft campaigns data. They found that models generally
tend to strongly overestimate the aerosol atmospheric
concentration between 0 8N and 50 8N in America. This is
the contrary at latitude higher than 50 8N, where models
underestimate it by a factor 110. According to Koch et al.
(2009), such biases point out the need to improve the
representation of scavenging and vertical dispersion pro-
cesses in global aerosol models. Our model exhibits the
same type of biases, and further developing work is
required to improve the physical description of aerosol
processes in the atmosphere. Further comparisons with
aircraft data could then be realised in the future to validate
the model ability at representing the BC atmospheric
concentrations in the Arctic.
In the Arctic region, contrary to sulphate aerosols whose
burden mainly depends on aerosol transport from polluted
areas, the BC burden is driven both by aerosol transport
from industrialised areas and by local emissions. Here,
‘local emissions’ essentially consist of summer biomass
burning and are constant from one year to another, as the
same inventory is used over the s6 yr of our simulation. The
only inter-annual variability we were able to derive in our
study, therefore, originates from atmospheric variability.
In the real world, biomass burning is highly variable from
one year to another (Dentener et al., 2006) and seems to
occur increasingly earlier in the season in boreal regions
as a result of changing climate (Flannigan et al., 2009).
Warneke et al. (2009 and 2010) for instance observed
particularly strong carbonaceous aerosol emissions asso-
ciated with agricultural and forest fires in spring 2008 in
Eurasia. Emissions variations should be taken into account
to characterise more accurately the inter-annual variation
of the Arctic BC load.
4.3. Mineral dust
Figure 8 is the same as Figs. 6 and 7 but for mineral dust.
The seasonal cycle of the mean mineral dust burden in the
Arctic is characterised by two maxima occurring in April
and December, with values, respectively, reaching 6 and
4.5mgm2 (Fig. 8, top left). Minimum values occur in
August and January, respectively, reaching 1 and
2mgm2. Such variations are explained both by the
seasonal variations of the emissions and the atmospheric
variability. Dust emissions take place far from the Arctic
region: Ginoux et al. (2004) estimated that 65% of the
global dust emissions take place in North Africa and 25%
in Central Asia. These emissions are lower during summer,
which explains the low dust burden modelled in the Arctic
for this season. The minimums of modelled dust concen-
trations in the Arctic are also enhanced by the increase in
summer precipitation in this region. As local dust emissions
are very low in the Arctic, the Arctic dust burden is
essentially driven by the transport of dust emitted in the
large desert areas of the Northern hemisphere. Dust
transport towards the Arctic atmosphere takes mean values
of 0.5mgm2 d1 in spring and fall. However, in our
simulation, the strongest events of dust transport towards
the Arctic region reach weekly mean of 3.5mgm2d1
(Fig. 8, middle left). The highest emissions of dust over the
Earth occur during the northern hemisphere in winter.
However, dust transport towards the Arctic is limited in
this season: as explained in Sections 4.1. and 4.2, the Arctic
region is quite isolated from the atmospheric circulation of
temperate regions due to low values of potential tempera-
ture. For this reason, the mean dust burden in the Arctic
reaches its maximum values in spring and fall. Further-
more, in contrast with global analysis, where dry deposition
and sedimentation consist in the main sinks of dust (Textor
et al., 2007), wet deposition appears here as the main sinks
for dust in the Arctic atmosphere. This is due to the fact
that only the smallest particles of mineral dust reach the
Arctic atmosphere due to dry deposition and sedimentation
affecting coarser particles near the sources. Wet deposition
thereby becomes predominant when dust particles are far
from their emission region. These small particles have a
long residence time (Fig. 8, bottom left), with a noisy
seasonal cycle ranging from 9d in September and October
to 15 d in May and June. However, the residence time of
mineral dust in the Arctic has strong inter-annual varia-
bility: during our 6 yr of simulation, it reached a minimum
value of 4 d in October and a maximum value of 30 d at the
end of May.
In summer, the dust burden generally does not exceed
1mgm2 (Fig. 8, top right). See the dust burden distribu-
tion in Fig. 8 (top right), both Asian and African emissions
seem to impact the Arctic atmosphere during the rest of the
year. Alhough weaker than the African source, the Asian
source is geographically closer to the North pole. For this
reason, it seems to be predominant in the Arctic region.
This point has been noticed both in modelling studies (Chin
et al., 2007) and in observational campaigns in North of
America (Stone et al., 2005; Di Pierro et al., 2011).
However, see Fig. 8 (top right), African and middle East
sources also seem to impact the Arctic atmosphere,
especially in Northern Europe and Russia. In their model-
ling study, Chin et al. (2007) noticed that particles emitted
in these regions could reach the Arctic. In the Canadian
Arctic atmosphere, Mc Kendry et al. (2007) observed dust
originating from Sahara. Their study suggests that Saharan
particles can be transported to very long distances and can,
therefore, affect the whole Arctic atmosphere. In spring,
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the dust burden exceeds 5mgm2 over the whole Northern
Eurasia, ranges from 3 to 5mgm2 over the Arctic Ocean
and reaches 3mgm2 over Greenland, the region of our
domain displaying the lowest aerosol concentration. Dust
emissions occurring very far from the Arctic region and in
regions with high potential temperature, dust aerosols are
consequently transported to the Arctic via the upper route
(path no. 2 described previously). The maximum of dust
atmospheric concentration is, therefore, modelled quite
high in the troposphere (Fig. 8, bottom right). In spring,
Fig. 8. Left: Burden, sinks, sources and residence time of mineral dust averaged over the Arctic domain. Average is a weekly moving
average of the annual cycle over 20002005. Dashed lines represent the extreme values reached during the 6-yr simulation. Right, top: dust
burden (mgm2, 20002005 seasonal average); right, bottom: zonal mean of dust concentration (mgm3, 20002005 seasonal average,
pressure levels in hPa on the vertical axis). All graphs show MOCAGE model outputs.
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2001
M=1.196 mg[S] .m-2; RT=5.3 days M=1.498 mg[S] .m-2; RT=6.8 days
(a) Sulphate burden (mg[S] .m-2)
M=0.134 mg[S] .m-2; RT=10.6 days M=0.153 mg[S] .m-2; RT=12.5 days
(b) BC burden (mg[S] .m-2)
M=4.575 mg[S] .m-2; RT=7.9 days M=5.072 mg[S] .m-2; RT=11.4 days
(c) Mineral dust burden (mg[S] .m-2)
2004
Fig. 9. Sulphate, (BC) and mineral dust burden averaged over MarchMay 2001 (left) and 2004 (right). Mean burden values (M) and
Residence Time are indicated under each ﬁgure for each aerosol and year.
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when the atmospheric load is the highest, maximum zonal
means of 0.7mgm3 and 0.5mgm3 are, respectively,
modelled at 500 hPa (i.e. 5 km) at 60 8N and at 350 hPa
(i.e. 8 km) at the North Pole. In this season, dust reaches
the tropopause. Within the first hundred metres of the
atmosphere, the dust zonal mean concentration does not
exceed 0.1 mgm3 all over the year. As high dust concen-
trations are reached in very high atmospheric layers when
compared with sulphate and BC, the high precipitation
rates of summer and fall*which essentially involve the low
levels of the atmosphere*have less impact on dust wet
deposition and residence time. In contrast with sulphate
and BC, the burden of dust, therefore, increases also in fall
(see Fig. 8, top left and top right).
5. Comparison of the aerosol burden in spring
2001 and spring 2004
As explained in the previous section, the Arctic atmosphere
is largely impacted by aerosol transport from lower
latitudes in spring. However, this phenomenon is quite
variable from one year to another. In particular, the
aerosol burden simulated during the springs (MAM)
2001 and 2004 is quite different: Fig. 9 shows the burden
of sulphate, BC and mineral dust for these two springs.
The seasonal mean burden over the Arctic region in
spring 2001 for these three species is respectively equal
to 1.196mg[S]m2, 0.134mgm2 and 4.575mgm2. In
2004, these values rose to 1.498mg[S]m2, 0.153mgm2
and 5.072mgm2, which respectively represent increases
of 25%, 14% and 10%. Such differences are associated
to an increase inthe aerosol residence time: from 5.3 to
6.8 d for sulphate (30%), from 10.6 to 12.5 d for
BC (18%) and from 7.9 to 11.4 d for mineral dust
(44%).
Higher aerosol burden in spring 2001, when compared to
spring 2004, is clearly visible in Northern Europe and
Western Russia (Fig. 9). It can be explained by lower
precipitation in 2004 in comparison to 2001 over these
regions (Fig. 10a). Moreover, the spring 2004 is charac-
terised by a circulation more favourable for aerosol
transport from Western Europe compared to spring 2001
(Fig. 10b), accumulating aerosols in the Arctic region. The
major part of the mean aerosol burden variability over the
whole Arctic region seems to be explained by the variability
of the aerosol transport from Europe and Western Russia
(Fig. 9). The aerosol burden in the Arctic atmosphere also
differs markedly between the springs 2001 and 2004 at two
specific places: Northwest of Alaska and north of Eastern
Asia. Over Alaska, the aerosol burden (considering the
three species sulphate, BC and mineral dust) is slightly
higher in spring 2004 than in spring 2001, a difference
explained by lower precipitation in spring 2004 over this
region. North of Eastern Asia, the aerosol burden is higher
in spring 2001 than in spring 2004, which is explained by a
higher precipitation rate in 2004 over this region. Overall,
the aerosol burden over the Arctic Ocean is largely higher
in spring 2004 than in spring 2001, with burden differences
reaching 50%.
6. Conclusion
In this paper, we characterised how the atmospheric
variability impacts the aerosol burden and residence time
in the Arctic region (60 8N to 90 8N). A 6-year global
simulation with constant emissions from one year to
another was performed to describe the evolution of
sulphate, BC and mineral dust. As the aerosol residence
time is strongly dependent on wet deposition, an improved
representation of this sinks was implemented in our model.
Simulations were found to be strongly sensitive to the
model representation of the aerosol transfer efficiency
towards droplets. Setting a 0.2 lower bound for this
parameter*which varies between 0 and 0.9 in our mod-
el*reduces the simulated global sulphate burden by 25%.
Moreover, considering the aerosol scavenging by ice
droplets is crucial as it implies a decrease of 30 to 40% of
the global aerosol burden.
The ability of our model to describe the atmospheric
concentration of aerosols was inferred by comparisons with
results from the models involved in the AEROCOM
project (Textor et al., 2006) and from station data: the
surface evolution of the sulphate concentration modelled is
comparable to observations from North-European sta-
tions. At high latitude in Northern America, our model
slightly underestimates the sulphate concentration. Con-
cerning BC, the model differs more from observations but
simulates a quite realistic annual cycle at the North-
European stations. At Northern American stations, there
are very large discrepancies between the modelled and the
observed BC atmospheric concentrations. Further work is
needed in the future to improve the ability of our model
to describe aerosols at high latitude. As we found wet
deposition to be a key process to describe the aerosol
atmospheric concentration, its parameterisation should
be improved, thanks to comparisons with observational
data, including vertical profiles measured on the course
of aircraft campaigns. Still, despite those biases affecting
our whole simulation, we assume that we can use our
model to analyse how the atmospheric variability affects
the aerosol load in the Arctic region. Concerning the
atmospheric dust concentration modelled, we did not
compare it with observational data, as very few long-term
observations are available in the Arctic atmosphere for
this aerosol.
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Intra- and inter-annual variations of the burden and the
residence time of aerosols were explained, thanks to an
analysis of sources and sinks variability. We evaluated the
transport of sulphate and BC from polluted area towards
northern high latitudes. We also described how the mineral
dust emitted in continental deserts can impact the Arctic
aerosol burden. The famous ‘Arctic haze’ occurring in
spring is characterised, with weekly averaged sulphate, BC
and dust burden reaching, respectively, 1.9mg[S]m2,
0.2mgm2 and 6mg m2 in the Arctic region. The choice
of constant emissions over our 6-year simulation allows
evaluating the inter-annual variation of the Arctic aerosol
load induced by atmospheric variability. From one year
to another, the spring maximum burden averaged over
the whole Arctic region can vary within a 20% range for
sulphate, a 10% range for BC and a 60% range for mineral
dust. Such variations are explained both by transport and
wet deposition variabilities. In this study, both processes
were characterised by aerosol residence times. Over our 6-
year simulation, the weekly means of the aerosols residence
times display a strong annual cycle. It takes minimum
values in fall or in winter: 4 d for sulphate and 8 d for
BC and dust. Maximum values occur in June: 10 d for
sulphate and 16 d for BC and dust. However, these
extremums can vary by about 50% for sulphate, 40% for
BC and 100% for dust from one year to another, in relation
to the inter-annual variability of the aerosol burden. In
particular, the seasonal mean of the atmospheric burden
of sulphate, BC and dust increases, respectively, by 25%,
14% and 10% between the spring 2001 and 2004. These
variations are induced by different wind and precipita-
tion conditions. They are associated to an increase in the
residence time of 30% for sulphate, 18% for BC and 44%
for dust.
As the estimation of aerosol residence time through
observations is still quite uncertain (e.g. Baskaran and
Shaw, 2001), models appear as a useful tool to evaluate it
and characterise in fine the equilibrium between aerosols
sinks and sources. However, future developments should
focus on improving the parameterisation of aerosols sinks
in the models. In particular, wet deposition should depend
on cloud characteristics to be more realistic and to
improve, therefore, the evaluation of the aerosol residence
time in the Arctic.
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