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Introduction
0.1 Résolutions crépantes
Un des résultats fondamentaux de la théorie des singularités complexes
est le théorème d’Hironaka. Celui-ci nous apprend que si X est une variété
complexe alors il existe un morphisme propre :
π : X˜ → X
tel que X˜ soit lisse et π soit un isomorphisme au dessus du lieu lisse de X.
Il permet, dans une certaine mesure, d’appliquer aux variétés singulières des
techniques cohomologiques propres aux variétés lisses (théorèmes d’annula-
tion à la Kodaira [AJ89], théorème d’intersection à la Peskine-Szpiro [Rob80]
etc...). Cependant, ce théorème ne prédit absolument pas l’existence d’une
résolution "minimale" de la variété étudiée. Étant donnée une singularité X,
on aimerait savoir s’il existe une résolution π : X˜ → X qui satisfait une
propriété universelle de minimalité : pour toute autre résolution des singu-
larités π′ : X˜ ′ → X, il existe un morphisme ρ : X˜ ′ → X˜ avec un diagramme
commutatif :
X˜ ′
ρ
//
pi′
  
@@
@@
@@
@@
@@
@@
@@
@@
X˜
pi

X
Notons que si au lieu de la lissité, on s’intéresse simplement à la normalité,
alors la normalisation deX satisfait une telle propriété universelle. L’exemple
qui suit montre qu’une résolution des singularités minimale ne peut pas tou-
jours exister.
Exemple 0.1.1. Soient V et W deux espaces vectoriels tel que dimW >
dimV ≥ 2. On pose :
X = {φ ∈ Hom(V,W ), tel que rg φ ≤ 1}.
7
8 Dualité projective homologique et résolutions catégoriques
C’est une variété singulière uniquement en 0 et elle admet deux résolutions
naturelles des singularités :
– X˜1 = {(φ, L) ∈ X × P(V ∗), tel que L ⊂ Kerφ},
– X˜2 = {(φ,M) ∈ X × P(W ), tel que Imφ ⊂M}.
On a un diagramme :
X˜1
pi1
  
@@
@@
@@
@@
@@
@@
@@
@@
X˜2
pi2
~~
~~
~~
~~
~~
~~
~~
~~
X
où π1 et π2 sont des isomorphismes en dehors de 0 ∈ X. Notons que
codimX˜1(π
−1
1 (0)) = dimW et codimX˜2(π
−1
2 (0)) = dimV . Ainsi, les variétés
X˜1 et X˜2 sont isomorphes en codimension 1 mais ne sont pas isomorphes.
On souhaite savoir s’il existe une résolution π : X˜ → X et un diagramme
commutatif :
X˜1
pi1

//
//
//
//
//
//
//
//
//
//
//
//
//
//
ρ1

??
??
??
??
??
??
??
??
X˜2
pi2














ρ2
 







X˜
pi

X
Supposons qu’un tel X˜ existe. Alors ρ1 : X˜1 → X˜ est un morphisme
birationnel entre variétés lisses et son lieu exceptionnel a codimension su-
périeure à 2 dans X˜1 : c’est un isomorphisme ([Deb01], 1.40). De même, le
morphisme ρ2 : X˜2 → X˜ est un isomorphisme. On en déduit donc que X˜1 et
X˜2 sont isomorphes, contradiction.
On peut dès lors se demander s’il existe une notion plus faible de mi-
nimalité. On dira qu’une résolution π : X˜ → X est faiblement minimale si
pour tout autre résolution des singularités π′ : X˜ ′ → X, l’existence d’un
diagramme commutatif :
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X˜
ρ
//
pi
  
@@
@@
@@
@@
@@
@@
@@
@@
X˜ ′
pi′

X
implique X˜ = X˜ ′. En d’autres termes, une résolution X˜ de X est faiblement
minimale si il n’existe pas de résolution de X qui soit strictement en dessous
de X˜. Cette propriété pourrait s’avérer satisfaisante du point de vue de la
minimalité, mais il nous manque un critère effectif pour la caractériser.
Supposons maintenant X normale et de Gorenstein 1 (on notera ωX le
fibré dualisant de X). On dit qu’une résolution des singularités π : X˜ → X
est crépante si on a :
π∗ωX = ωX˜ .
On peut montrer (et on le fera dans le chapitre 1 de cette thèse !) qu’une
résolution crépante est faiblement minimale. On conjecture même que ces
résolutions doivent satisfaire une propriété de minimalité catégorique extrê-
mement forte. Dans la suite, on note Db(X) (resp. Dperf(X)) la catégorie
dérivée des complexes bornés de faisceaux cohérents sur X (resp. des com-
plexes bornés de fibrés vectoriels sur X). On a la :
Conjecture 0.1.2 (Bondal-Orlov, [BO02]). Soit π : X˜ → X une résolution
crépante de X. Alors pour tout autre résolution des singularités π′ : X˜ ′ → X,
il existe un foncteur pleinement fidèle :
Db(X˜) →֒ Db(X˜ ′).
La crépance est une condition relativement simple à vérifier pour mon-
trer qu’une résolution des singularités est faiblement minimale. Malheureu-
sement, les variétés qui admettent des résolutions crépantes sont rares. On
peut prouver (et ce sera fait au chapitre 1 de ce texte) que le cône affine au
dessus du deuxième plongement de Veronese v2(P3) ⊂ P9 n’admet pas de ré-
solution crépante des singularités. C’est ennuyeux car ce cône (qui peut être
vu comme une variété déterminantielle de matrices symétriques) est l’une
des singularités les plus simples que l’on rencontre en théorie géométrique
des représentations. On pourrait cependant se demander si ce cône admet
un résolution "non-commutative" crépante.
La théorie des résolutions non-commutatives crépantes (on discutera en
détail de ces notions dans la section 1.2 de cette thèse) a été partiellement
1. Pour nous, un anneau local A est de Gorenstein s’il est de Cohen-Macaulay et si A
est un A-module dualisant
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développée dans [BO02] et [VdB04]. Ces travaux sont très influencés par
la conjecture de Bondal-Orlov et ils dégagent essentiellement quelques cri-
tères pour démontrer que les catégories dérivées de deux résolutions cré-
pantes d’une même singularité sont équivalentes. Ces critères se basent sur
le fait que l’on peut parfois exprimer ces résolutions crépantes comme des
résolutions non-commutatives. Le point de vue de Kuznetsov [Kuz08b] est
sensiblement différent (on discutera de ce point de vue au chapitre 1). Il
définit la notion de résolution catégorique crépante dans le but de produire
de nouveaux exemples de résolutions (catégoriques) minimales.
Définition 0.1.3 (Kuznetsov). Soit X une variété de Gorenstein à singu-
larités rationnelles. Une résolution catégorique faiblement crépante de X est
une catégorie triangulée T avec un foncteur RπT ∗ : T → D
b(X) tel que :
– Il existe une résolution des singularités π : X˜ → X et un foncteur
pleinement fidèle δ : T →֒ Db(X˜) vérifiant RπT ∗ = Rπ∗ ◦ δ,
– RπT ∗ a des adjoints à gauche et à droite bien définis au dessus de
Dperf(X),
– pour tout F ∈ Dperf(X), on a :
RπT ∗Lπ
∗
T F ≃ F ,
où Lπ∗
T
est l’adjoint à gauche de RπT ∗,
– pour tout F ∈ Dperf(X), on a :
Lπ∗T F ≃ Lπ
!
T F ,
où Lπ!
T
est l’adjoint à droite de RπT ∗.
On vérifie sans peine que si X˜ → X est une résolution crépante alors
Db(X˜) → Db(X) est une résolution catégorique faiblement crépante. Si on
fait l’hypothèse que T est géométrique (i.e. T = Db(X˜)), alors une réci-
proque à cet énoncé sera exposée au chapitre 1. La démarche de Kuznetsov se
révèle très fructeuse et lui permet de montrer, entre autres choses, que le cône
affine au dessus de v2(P3) ⊂ P9 admet une résolution catégorique crépante. Il
démontre également que les variétés de matrices anti-symétriques 2 de rang
≤ 4 (dans un espace vectoriel de dimension ≥ 6) admettent des résolutions
catégoriques crépantes. Ce dernier résultat est crucial pour la détermination
d’une duale homologique projective à G(2, 6) (voir [Kuz06a]).
0.2 Résultats principaux de la thèse
Un de nos objectifs premiers a été de généraliser l’approche de Kuznetsov
afin de trouver des résolutions catégoriques crépantes de toutes les variétés
déterminantielles. En fait, Kuznetsov définit une autre notion de crépance
2. appelées aussi pfaffiennes
Roland Abuaf 11
au niveau catégorique, la crépance forte. Les résolutions fortement crépantes
sont sans aucun doute celles qui possèdent les propriétés de minimalité les
plus intéressantes : on démontrera dans le chapitre 1 de ce mémoire qu’elles
sont faiblement minimales au sens des résolutions catégoriques. Il semble
toutefois beaucoup plus simple de construire des résolutions faiblement cré-
pantes et nous nous bornerons à la construction de telles résolutions dans
tout ce texte.
Dans le chapitre 2, nous définirons la notion de résolution magnifique
des singularités pour une variété Gorenstein. Celles-ci sont modelées sur les
exemples standard de compactifications magnifiques de groupes algébriques
semi-simples adjoints. Le résultat principal de ce chapitre est le
Théorème I. Soit X une variété de Gorenstein à singularités rationnelles.
Supposons que X admette une résolution magnifique des singularités. Alors
X admet une résolution catégorique faiblement crépante.
En utilisant les travaux de Vainsencher ([Vai84]) et Thaddeus ([Tha99]),
on en déduit le
Corollaire I. Toutes les variétés déterminantielles (carrées, symétriques ou
pfaffiennes) de Gorenstein admettent des résolutions catégoriques faiblement
crépantes.
On démontrera aussi que la variété des tangentes (parfois appelée déve-
loppable) de G(3, 6) ⊂ P19 n’admet pas de résolution magnifique des singu-
larités. Les méthodes développées au chapitre 2 ne permettent donc pas de
construire une résolution catégorique crépante de cette variété tangente. Ce
problème est très lié à la détermination d’une duale homologique projective
de G(3, 6) (voir la section 3.1 de ce texte). En effet, on s’attend à ce qu’une
duale homologique projective de G(3, 6) soit une (bonne !) résolution catégo-
rique crépante d’un recouvrement double de P19 ramifié le long de la déve-
loppable de G(3, 6). Deliu remarque ([Del11]) qu’il est nécessaire d’améliorer
le théorème principal de [Kuz08b] sur les résolutions catégoriques crépantes
afin prouver l’existence d’une telle duale pour G(3, 6). Il laisse toutefois le
problème en suspens. Dans le chapitre 3 de ce manuscrit nous prouvons le
résultat suivant :
Théorème II. Les développables des variétés suivantes admettent des réso-
lutions catégoriques faiblement crépantes :
– la grassmanienne symplectique Gω(3, 6) ⊂ P13,
– la grassmanienne G(3, 6) ⊂ P19,
– la variété spinorielle S12 ⊂ P31,
– la grassmanienne octonionique Gω(O3,O6) ⊂ P55.
On se rapportera à [LM01] pour une étude précise de ces variétés. Ce
résultat laisse espérer que l’on puisse trouver des duales homologiques pour
celles-ci.
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0.3 Méthodes employées
Les décompositions semi-orthogonales de Lefschetz (introduites par Kuz-
netsov dans [Kuz07]) sont au coeur des méthodes employées dans cette thèse.
Kuznetsov prouve que si π : X˜ → X est une résolution des singularités telle
que :
– le diviseur exceptionnel (noté E) de π est intègre,
– ωX˜ = ωX ⊗ OX˜(mE) pour un certain m ≥ 0,
– Db(E) admet une décomposition de Lefschetz par rapport à OE(−E)
de longueur m,
alors X admet une résolution catégorique faiblement crépante. Dans le cha-
pitre 2 de ce texte, on démontrera que les diviseurs exceptionnels d’une
résolution magnifique des singularités admettent tous des décompositions de
Lefschetz de la bonne longueur et qui sont compatibles entre elles. On en
déduira le théorème I. Le point central de ce chapitre est l’utilisation d’écla-
tements le long de centres normalement plats. En effet, ces éclatements pos-
sèdent d’excellentes propriétés homologiques. En particulier, la projection du
diviseur exceptionnel vers le centre de l’éclatement a Tor-dimension finie (car
elle est plate). Ces bonnes propriétés combinées aux théorèmes d’annulation
de la géométrie birationnelle (Grauert-Riemenschneider, Kawamata-Viehweg
etc...) nous permettent d’établir que le diviseur exceptionnel d’un tel éclate-
ment admet une décomposition de Lefschetz de la bonne longueur. C’est la
clef de voûte de la preuve du théorème I.
Le chapitre 3 de ce manuscrit est plus technique. Concentrons-nous sur le
cas de G(3, 6) ⊂ P19. Tout d’abord, on démontre que la résolution "tradition-
nelle" (([LM01], section 7) de sa variété tangente (notée τ(G(3, 6))) n’a pas
des propriétés homologiques satisfaisantes : la projection du diviseur excep-
tionnel de cette résolution sur le lieu singulier de τ(G(3, 6)) a Tor-dimension
infinie. Ce résultat n’est pas trivial et pour le démontrer, on utilise toute
la force des estimées asymptotiques des nombres de Betti pour les anneaux
locaux qui sont intersections complètes ([Avr10], par exemple).
On doit donc exhiber une résolution des singularités de τ(G(3, 6)) qui
possède de meilleures propriétés homologiques. On cherche une résolution
obtenue par éclatements le long de centres normalement plats. On se rend
alors compte que le diviseur exceptionnel de l’éclatement de τ(G(3, 6)) le
long de sa strate singulière la plus profonde (qui est G(3, 6)) est globalement
non-réduit et que le réduit associé à ce diviseur n’est pas de Cartier. Cela
nous empêche a priori de comprendre quelles sont les singularités, le long de
ce diviseur, de l’éclatement considéré de τ(G(3, 6)). On va alors introduire
un artefact intermédiaire pour prouver que la suite d’éclatements le long
des (transformées strictes) des strates invariantes de cette développable sous
l’action de SL6 est une résolution des singularités : ce sont les diviseurs po-
laires de τ(G(3, 6)). On montrera que cette suite d’éclatements désingularise
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ces diviseurs. On pourra alors en déduire qu’elle est aussi une résolution des
singularités pour τ(G(3, 6)).
Une fois que l’on a exhibé une bonne résolution des singularités pour
τ(G(3, 6)), on développe des méthodes analogues à celles du chapitre 2 afin
de construire une résolution catégorique faiblement crépante de τ(G(3, 6)).
Les décompositions semi-orthogonales de Lefschetz y jouent encore un rôle
prépondérant.
Chapitre 1
Résolutions crépantes
catégoriques des singularités
Dans tout ce texte on travaille sur C le corps des nombres complexes. Par
schéma, on entendra systématiquement schéma séparé de type fini sur C. Une
variété est un schéma réduit et connexe (mais pas forcément irréductible).
Si X est un schéma, nous noterons D(X) la catégorie dérivée des complexes
de faisceaux cohérents sur X. Nous noterons aussi D−(X) (respectivement
Db(X) et Dperf(X)) la catégorie dérivée des complexes de faisceaux cohé-
rents bornés en degré positif (respectivement complexes bornés de faisceaux
cohérents et complexes bornés de fibrés vectoriels) sur X. On se réfèrera à
[Huy06] pour une introduction au langage des catégories dérivées.
Si f : X → Y est un morphisme de schémas, alors on note f∗ =
Rf∗ : D(X) → D(Y ) (respectivement f∗ = Lf∗ : D(Y ) → D(Y ) et
f ! : D(Y ) → D(X)) l’image directe dérivée (respectivement l’image inverse
dérivée et l’adjoint à droite de Rf∗, s’il existe). On rappelle que si f est
propre alors f∗ envoie les complexes bornés de faisceaux cohérents sur X
vers des complexes bornés de faisceaux cohérents sur Y (voir [Gro61], sec-
tion 3.2.1). Toujours sous l’hypothèse de propreté pour f , si en plus on
suppose X et Y quasi-compacts, on peut montrer l’existence de f ! et pour
tout F ∈ Dperf(Y ), on a :
f !F = f∗F ⊗ f !OY ,
où ⊗ désigne le produit tensoriel dérivé. L’objet f !OY est appelé complexe
dualisant pour f (voir [Har66] ou [Nee96] pour une approche très élégante).
Finalement, nous dirons que f a Tor-dimension finie si f∗ envoie les com-
plexes bornés de faisceaux cohérents sur Y vers des complexes bornés de
faisceaux cohérents sur X.
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1.1 Décompositions semi-orthogonales et décompos-
tions de Lefschetz
Dans cette section, on rappelle la notion de décomposition semi-orthogonale.
On discutera aussi des décompositions de Lefschetz : ce sont des décompo-
sitions semi-orthogonales particulièrement bien adaptées à l’étude d’un (ou
plusieurs) fibré en droites prescrit sur le schéma X. Toutes les sous-catégories
de Db(X) que l’on considère sont triangulées. Si δ : A →֒ Db(X) est une
sous-catégorie pleine, on dit que A est admissible si δ admet des adjoints à
droite et à gauche (que l’on notera alors δ! et δ∗). On se réfèrera à [Kuz08b],
section 2 pour plus de détails sur les décompositions semi-orthogonales et les
décompositions de Lefschetz.
Définition 1.1.1. Soit A1, . . . ,An des sous-catégories pleines de Db(X). On
dit que l’on a une décomposition semi-orthogonale de Db(X) par les Ai, que
l’on note :
Db(X) = 〈A1, . . . ,An〉,
si les deux conditions suivantes sont satisfaites :
– pour tout j > i, pour tout F ∈ Ai et pour tout G ∈ Aj on a
Hom(G ,F ) = 0,
– pour tout F ∈ Db(X), il existe une suite longue de triangles :
0 = Fn // Fn−1




. . .Fk+1 // Fk




. . . F1 // F0 = F
  



An
]];;;;;;;
. . . Ak+1
``AAAAAAA
. . . A1
XX222222
avec Ak ∈ Ak, pour tout 1 ≤ k ≤ n.
On notera que les Ak sont uniques à quasi-isomorphisme près. Soit A ⊂
Db(X) une sous-catégorie pleine. On appelle orthogonal à droite (respecti-
vement à gauche) de A , que l’on note A ⊥ (respectivement ⊥A ) la sous-
catégorie pleine de Db(X) définie par :
A
⊥ = {F ∈ Db(X), Hom(A,F ) = 0 pour toutA ∈ A },
(respectivement ⊥A = {F ∈ Db(X), Hom(F , A) = 0 pour toutA ∈ A }).
La proposition suivante fait le lien entre admissibilité pour une sous-
catégorie pleine A ⊂ Db(X) et décompositions semi-orthogonales de Db(X)
en fonction de A .
Proposition 1.1.2. Soit δ : A ⊂ Db(X) une sous-catégorie pleine de
Db(X). Les assertions suivantes sont équivalentes :
– A est admissible dans X,
– on a les décompositions semi-orthogonales Db(X) = 〈A ,⊥A 〉 et Db(X) =
〈A ⊥,A 〉.
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Démonstration. Supposons A admissible, alors par définition, δ admet des
adjoints à gauche et à droite, notés δ∗ et δ!. Soit F ∈ Db(X), par adjonction,
on a une flèche naturelle δδ∗F → F . On complète cette flèche en un triangle
exact dans Db(X) :
δδ!F → F → G .
Mais pour tout A ∈ A , on a :
Hom(δA, δδ!F )
=Hom(A, δ!F )
=Hom(δA,F ).
En utilisant le triangle exact ci-dessus, on voit que Hom(A,G ) = 0 pour
tout A ∈ A et donc G ∈ A ⊥. D’où la décomposition Db(X) = 〈A ⊥,A 〉.
La décomposition Db(X) = 〈A ,⊥A 〉 est démontrée de manière analogue.
Suposons maintenant que l’on a des décompositions Db(X) = 〈A ,⊥A 〉.
Pour tout F ∈ Db(X), il existe un unique triangle :
F
′ → F → G ,
avec F ′ ∈ ⊥A et G ∈ A . Maintenant on vérifie que l’application F → F ′
est un foncteur exact de Db(X) vers A et que c’est un adjoint à gauche pour
δ : A → Db(X). La construction de l’adjoint à droite pour δ est similaire en
utilisant la décomposition Db(X) = 〈A ⊥,A 〉.
Remarque 1.1.3. Notons que si Db(X) admet un foncteur de Serre (par
exemple si X est projective) alors une décomposition semi-orthogonale :
Db(X) = 〈A ,⊥A 〉
donne lieu à une décomposition semi-orthogonale :
Db(X) = 〈A ⊥,A 〉
et réciproquement. Ainsi, pour montrer qu’une sous-catégorie pleine A ⊂
Db(X) est admissible, il suffit de vérifier que l’on a une décomposition
Db(X) = 〈A ⊥,A 〉.
Les décompositions semi-orthogonales sont particulièrement utiles si elles
peuvent être reliées à des données géométriques sur X. Les décompositions
de Lefschetz introduites par Kuznetsov ([Kuz07]) satisfont à cette exigence
et elle seront donc omniprésentes dans cette thèse.
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Définition 1.1.4. Soit L un fibré en droites sur X. Une décomposition de
Lefschetz deDb(X) par rapport à L est une décomposition semi-orthogonale :
〈A0,A1 ⊗ L . . . ,Am ⊗ L
⊗m〉
où les Ai sont des sous-catégories pleines et admissibles de Db(X) satisfaisant
Am ⊂ . . . ⊂ A1 ⊂ A0.
Une décomposition de Lefschetz duale de Db(X) par rapport à L est une
décomposition semi-orthogonale :
〈Am ⊗ L
⊗−m, . . . ,A1 ⊗ L
⊗−1,A0〉,
où les Ai sont des sous-catégories pleines et admissibles de Db(X) satisfaisant
Am ⊂ . . . ⊂ A1 ⊂ A0.
Dans la définition ci-dessus, la notation Ai⊗L⊗i désigne la sous-catégorie
pleine et admissible engendrée par les objets Ai ⊗ L⊗i, pour Ai ∈ Ai.
Exemple 1.1.5. – Soit X = G(2, n) la grassmannienne des plans dans
un espace vectoriel de dimension n. On note R le fibré tautologique
de rang 2 sur X et OX(1) le fibré très ample du plongement de Plü-
cker. Alors on une décomposition de Lefschetz de Db(X) par rapport
à OX(1) ([Kuz06a], section 2.4) :
Db(X) = 〈A0,A1 ⊗ OX(1) . . .An−1 ⊗ OX(n− 1)〉,
avec
A0 = . . . = An−1 = 〈S
k−1
R, . . . ,R,OX〉 si n = 2k + 1,
A0 = . . .Ak−1 = 〈S
k−1
R, . . . ,R,OX〉 et
Ak = . . . = A2k−1 = 〈S
k−2
R, . . . ,R,OX〉 si n = 2k.
– Soit X = E6/P1 ⊂ P26 le plan de Cayley et soit OX(1) le fibré très
ample du plongement dans P26. Alors on a une décomposition de Lef-
schetz de Db(X) par rapport à OX(1) ([FM12]) :
Db(X) = 〈A ,A (1),A (2),B(3),B(4), . . . ,B(11)〉
avec
A = {E ∗2ω6 ,E
∗
ω6 ,OX}
B = {E ∗ω6 ,OX},
où E2ω6 et Eω6 sont les fibrés vectoriels homogènes sur X associés aux
poids dominants 2ω6 et ω6 du système de racines E6 (on se rapportera
à [FM12] pour des définitions précises).
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Si on connaît une décomposition de Lefschetz (duale) sur un diviseur de
Cartier de X par rapport à son fibré normal, alors une partie non-triviale
de cette décomposition se transfère dans Db(X). On peut voir ce résultat
comme un analogue catégorique du Théorème faible de Lefschetz pour la
cohomologie à coefficients entiers d’une variété projective lisse.
Proposition 1.1.6. Soit X une variété telle que Db(X) admet un foncteur
de Serre et soit i : E →֒ X un diviseur de Cartier. Supposons que l’on ait
une décomposition de Lefschetz duale de Db(E) par rapport à OE(−E) :
Db(E) = 〈Am ⊗ OE(mE), . . . ,A1 ⊗ OE(E),A0〉.
Alors on a une décomposition semi-orthogonale :
Db(X) = 〈i∗(Am ⊗ OE(mE)), . . . , i∗(A1 ⊗ OE(E)),DX〉,
où DX = {F ∈ Db(X), i∗F ∈ A0} est une sous-catégorie admissible de
Db(X).
Démonstration. Le foncteur i∗ : Db(E)→ Db(X) n’est pas pleinement fidèle,
mais on va montrer que sa restriction aux sous-catégories Ak ⊗ OE(kE) est
pleinement fidèle pour 1 ≤ k ≤ m. On rappelle que pour tout F ∈ Db(E),
on a un triangle exact ([Huy06], Corollary 11.4) :
i∗i∗F → F → F ⊗ OE(−E)[2].
Dès lors, soit F ,G ∈ Ak ⊗ OE(kE), pour 1 ≤ k ≤ m. On a :
Hom(i∗F , i∗G ) = Hom(i
∗i∗F ,G ).
Mais par hypothèse F⊗OE(−E)[2] ∈ Ak−1⊗OE((k−1)E), donc Hom(F⊗
OE(−E)[2],G ) = 0. Le triangle exact ci-dessus évoqué permet donc de
conclure que :
Hom(i∗F , i∗G ) = Hom(F ,G ).
Ceci prouve que pour tout 1 ≤ k ≤ m, les catégories i∗(Ak ⊗ OE(kE)) sont
des sous-catégories pleines de Db(X). De plus, les catégories Ak ⊗ OE(kE)
sont admissibles dans Db(E) et i∗ admet des adjoints à gauche et à doite,
donc les i∗(Ak ⊗ OE(kE)) sont admissibles dans Db(X).
Un raisonnement similaire montre que l’on a :
Hom(i∗F , i∗G ) = 0,
pour F ∈ Ak⊗OE(kE), G ∈ Al⊗OE(lE) et 1 ≤ k < l ≤ m. On en conclut
que pour 1 ≤ k ≤ m, les i∗(Ak ⊗ OE(kE)) sont orthogonales les unes aux
autres. Si on définit :
DX =
⊥〈i∗(Am ⊗ OE(mE)), . . . , i∗(A1 ⊗ OE(E))〉,
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alors d’après la proposition 1.1.2, on a une décomposition semi-orthogonale :
Db(X) = 〈i∗(Am ⊗ OE(mE)), . . . , i∗(A1 ⊗ OE(E)),DX〉.
Il reste à vérifier que DX = {F ∈ Db(X), i∗F ∈ A0} et que DX est ad-
missible dans Db(X). L’égalité DX = {F ∈ Db(X), i∗F ∈ A0} est une
conséquence évidente de la décomposition :
A0 =
⊥〈Am ⊗ OE(mE), . . . ,A1 ⊗ OE(E)〉,
dansDb(E). Finalement, la sous-catégorie DX est bien admissible, car Db(X)
possède un foncteur de Serre.
1.2 Résolutions catégoriques crépantes des singula-
rités
1.2.1 Résolutions géométriques crépantes et équivalences de
catégories
Si X est une variété singulière, la théorème de Hironaka ([Hir64]) as-
sure l’existence d’un modèle lisse de X. Malheureusement, on ne sait pas
construire de résolution “minimale” de X. Si X est de Gorenstein et normale
alors il existe une notion de minimalité liée aux coefficients qui apparaissent
devant les diviseurs exceptionnels de la résolution dans la formule de trans-
formation du fibré dualisant.
Notation 1.2.1. Pour une variété X normale et Gorenstein, on notera ωX
son fibré dualisant.
Définition 1.2.2. Soit π : X˜ → X une résolution des singularités de X. On
dit que π est crépante si π∗ωX = ωX˜ .
La proposition suivante montre que les résolutions crépantes sont inté-
ressantes du point de vue de la minimalité :
Proposition 1.2.3. Soit π : X˜ → X une résolution crépante. Soit π′ : X˜ →
X une autre résolution telle qu’il existe un diagramme commutatif :
X˜
q
//
pi
  
@@
@@
@@
@@
@@
@@
@@
@@
X˜ ′
pi′

X
Alors on a X˜ ≃ X˜ ′.
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Démonstration. Comme le diagramme commute, on a q∗π′∗ωX = π∗ωX =
ωX˜ . La résolution X˜ → X est crépante, donc la variété X a des singulari-
tés canoniques ([Deb01], section 7.14). On en déduit qu’il existe des entiers
positifs ou nuls a1, . . . , am, tels que :
ωX˜′ = π
′∗ωX ⊗ OX˜′(
m∑
i=1
aiE
′
i),
où les E′i sont les diviseurs exceptionnels (réduits) de π
′. De même, comme
X˜ est lisse, il existe des entiers strictement positifs b1, . . . , bl tels que :
ωX˜ = q
∗ωX˜′ ⊗ OX˜(
l∑
i=1
biFi),
où les Fi sont les diviseurs exceptionnels (réduits) de q. On a donc :
ωX˜ = q
∗π′
∗
ωX ⊗ q
∗
OX˜′(
m∑
i=1
aiEi)⊗ OX˜(
l∑
i=1
biFi).
Mais les bi sont strictement positifs et par hypothèse q∗π′
∗ωX = ωX˜ , ainsi
les Fi sont tous nuls. Le lieu exceptionnel de q est donc de codimension
supérieure ou égale à 2, mais comme X˜ ′ est lisse, cela implique que q est un
isomorphisme ([Deb01], 1.40).
Les résolutions crépantes de X sont donc minimales dans un sens faible :
elles sont isomorphes à toutes les résolutions de X qu’elles dominent. Bondal
et Orlov conjecturent ([BO02]) que les résolutions crépantes sont minimales
dans un sens très fort :
Conjecture 1.2.4 (Bondal-Orlov). Soit π : X˜ → X une résolution crépante
de X. Alors pour toute autre résolution X˜ ′ → X, il existe un plongement
pleinement fidèle :
Db(X˜) →֒ Db(X˜ ′).
Le point difficile dans cette conjecture est d’identifier un foncteur qui
donne un tel plongement. Un cas particulier d’icelle concerne la situation où
les deux résolutions sont crépantes :
Conjecture 1.2.5 (Bondal-Orlov). Soient π1 : X˜1 → X et π2 : X˜2 → X
deux résolutions crépantes de X. Alors il existe une équivalence de catégories :
Db(X˜1) ≃ D
b(X˜2).
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Encore une fois, le point crucial est d’identifier un foncteur qui donne une
telle équivalence. Dans des cas très simples (flops de Mukai et flops d’Atiyah,
[Nam03]), le produit fibré :
X˜1 ×X X˜2
q
||xx
xx
xx
xx
xx
xx
xx
xx
xx
p
""F
FF
FF
FF
FF
FF
FF
FF
FF
F
X˜1
pi1
##G
GG
GG
GG
GG
GG
GG
GG
GG
GG
X˜2
pi2
{{ww
ww
ww
ww
ww
ww
ww
ww
ww
w
X
donne bien lieu à une équivalenceRp∗Lq∗ : Db(X˜1)→ Db(X˜2). Malheureuse-
ment, ce foncteur n’est pas toujours pleinement fidèle, même si les catégories
Db(X˜1) et Db(X˜2) sont équivalentes. ([Nam04], [Kaw06]).
Bien qu’aucun résultat vraiment éclairant n’ait été obtenu pour cette
conjecure au delà de la dimension 3 (voir [Bri02] pour la dimension 3), les
résolutions crépantes semblent posséder des propriétés catégoriques de mini-
malité très intéressantes. L’expérience montre cependant que les résolutions
crépantes sont rares.
Proposition 1.2.6. Soit X le cône affine au dessus de v2(P3) ⊂ P9. Alors
X n’admet pas de résolution crépante.
On notera qu’un cône au dessus de v2(Pm) ⊂ P(S2Cm) est Gorenstein si
et seulement si m est impair ([Wey03], corollaire 6.3.7).
Démonstration. Le cône X est à singularités rationnelles par [Wey03], corol-
laire 6.3.7. Soit π : X˜ → X l’éclatement de X en son sommet et soit E ≃ P3
le diviseur exceptionnel. On a :
ωX˜ = π
∗ωX ⊗ OX˜(mE),
pour un certain m ∈ Z. On notera que OE(−E) ≃ OP3(2). En appliquant la
formule d’adjonction à E, on trouve :
ωP3 = OP3(−2m− 2).
On en déduit quem = 1 et donc queX a des singularités terminales ([Deb01],
7.14). Ainsi, pour trouver une résolution crépante de X, il faut trouver une
résolution de X dont le lieu exceptionnel a codimension supérieure ou égale
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à 2. On va prouver que c’est impossible en démontrant que X est normale
et Q-factorielle ([Deb01], 1.40).
On sait déjà que X est normale car elle est à singularités rationnelles. Il
reste à prouver qu’elle est Q-factorielle. Or, on peut voirX comme le quotient
de C4 par {id,−id}, elle est donc Q-factorielle (voir [KM98], 5.15).
1.2.2 Diverses notions de crépance au niveau catégorique
Nous voilà donc confronté à un problème intéressant : l’une des singula-
rités les plus simples que l’on rencontre en théorie des représentations (un
cône au dessus de v2(P3) ⊂ P9 peut se voir comme la variété des endomor-
phismes symétriques de C4 qui ont rang inférieur ou égal à 1) n’admet pas
de résolution crépante.
On peut alors essayer de trouver une résolution ”minimale” deX parmi les
résolutions non-commutatives deX. La notion de résolution non-commutative
apparait dans [VdB04] et [BO02]. Nous ne rappellerons pas ici les définitions
données dans ces travaux car nous ne nous en servirons pas. Plus récemment,
Kuznetsov a formalisé la notion de résolution catégorique et de résolution
catégorique crépante [Kuz08b]. C’est celles-ci que nous utiliserons tout le
long de cette thèse.
Mise en garde 1.2.7. A partir de maintenant, on supposera systématique-
ment que X est de Gorenstein à singularités rationnelles.
Définition 1.2.8. Une résolution catégorique des singularités de X est une
catégorie triangulée T avec un foncteur πT ∗ : T → D
b(X) vérifiant les
points suivants :
– il existe une résolution des singularités π : X˜ → X et un foncteur
pleinement fidèle δ : T →֒ Db(X˜) tel que πT ∗ = π∗ ◦ δ,
– il existe des foncteurs π∗
T
: Dperf(X)→ T et π!
T
: Dperf(X)→ T qui
sont respectivement adjoints à gauche et à droite pour πT ∗,
– pour tout F ∈ Dperf(X), on a :
πT ∗π
∗
T F ≃ F .
Si de plus, on a un quasi-isomorphisme :
π∗T F ≃ π
!
T F ,
pour tout F ∈ Dperf(X) (où π!
T
est l’adjoint à droite de πT ∗), alors on dira
que πT ∗ : T → D
b(X) est une resolution catégorique faiblement crépante.
Kuznetsov ([Kuz08b]) a aussi développé une notion de résolution catégo-
rique fortement crépante. Nous la présentons dans le cas où X est projective.
Nous avons tout d’abord besoin de la notion de catégorie module.
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Définition 1.2.9. Soit f : Y → X un morphisme de variétés et soit δ :
T →֒ Db(Y ) une sous-catégorie admissible. On dit que T est une catégorie
module au-dessus de X, si pour tout F ∈ T et pour tout G ∈ Dperf(X), on
a (δF )⊗ f∗G ∈ δ(T ).
Définition 1.2.10. Supposons X projective. Une résolution catégorique for-
tement crépante des singularités de X est une résolution catégorique des
singularités πT ∗ : T → D
b(X) telle que :
– il existe une résolution des singularités π : X˜ → X et un foncteur
δ : T →֒ Db(X˜) tels que πT ∗ = π∗ ◦ δ et que T soit une catégorie
module au-dessus X,
– pour tout F ∈ T , on a :
δST (F ) ≃ δF ⊗ π
∗ωX [dimX],
où ST est un foncteur de Serre pour T .
On rappelle que si T est une sous-catégorie admissible d’une catégorie
munie d’un foncteur de Serre alors T admet aussi un foncteur de Serre.
Notons aussi que si πT ∗ : T → D
b(X) est une résolution catégorique forte-
ment crépante alors c’est une résolution faiblement crépante. La réciproque
est fausse ([Kuz08b], section 7).
Dans la suite, nous étudierons principalement la notion de résolution
catégorique faiblement crépante. Il semble en effet beaucoup plus facile de
construire des résolutions catégoriques faiblement crépantes que des résolu-
tions catégoriques fortement crépantes. On se reportera notamment à [Kuz08b],
section 8. Des résolutions catégoriques faiblement crépantes y sont construites
pour les variétés de matrices anti-symétriques de rang ≤ 4 dans un espace
vectoriel V de rang ≥ 6. L’existence de résolutions fortement crépantes pour
de telles pfaffiennes semble toutefois dépendre de la parité de dimV . Nous
reviendrons un peu plus tard sur les résolutions catégoriques fortement cré-
pantes des singularités car elles présentent des propriétés de minimalité tout
à fait analogues aux résolutions géométriques crépantes. Ces propriétés ne se
manifestent malheureusement pas pour des résolutions faiblement crépantes
quelconques.
Mise en garde 1.2.11. Dans la suite, nous appellerons résolution catégo-
rique crépante une résolution catégorique faiblement crépante.
Notons que la définition de résolution catégorique crépante est assez ro-
buste, comme le montre la proposition suivante ([Abu], proposition 1.1.3).
Proposition 1.2.12. Soit π : X˜ → X une résolution crépante des singu-
larités. Alors π∗ : Db(X˜) → Db(X) est une résolution catégorique crépante
des singularités.
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Réciproquement, soit π : X˜ → X un morphisme propre de variétés algé-
briques de Gorenstein. Supposons que π∗ : Db(X˜) → Db(X) est une résolu-
tion catégorique crépante, alors π : X˜ → X est une résolution crépante des
singularités.
Démonstration. Supposons que π : X˜ → X est une résolution crépante de
X. Alors on a ωX˜ = π
∗ωX . Ceci implique :
π!F ≃ π∗F ,
pour tout F ∈ Dperf(X). De plus, X a des singularités rationnelles par
hypothèse, donc :
π∗π
∗
F ≃ F ,
pour tout F ∈ Dperf(X). Enfin Db(X˜) est lisse car X˜ est lisse.
Passons à la réciproque. Soit π : X˜ → X un morphisme propre et sup-
posons que π∗ : Db(X˜)→ Db(X) est une résolution catégorique crépante de
X. Notons tout d’abord que X˜ est lisse car Db(X˜) est Ext-bornée (d’après
la définition 1.2.8). De plus, pour tout x dans le lieu lisse de X on a :
π∗π
∗C[x] ≃ C[x],
où C[x] est le faisceau structural du point x ∈ X. Ceci implique que π est
dominant. Mais π est propre, il est donc surjectif.
Comme X et X˜ sont de Gorenstein et π est propre, on a ([Nee96]) :
π!F = π∗F ⊗ ωX˜ ⊗ π
∗(ωX)
−1[dim X˜ − dimX].
Ainsi ωX˜ = π
∗ωX et dim X˜ = dimX. Le morphisme π est surjectif, donc
l’égalité dim X˜ = dimX impose que π est génériquement fini. De plus on a
π∗OX˜ = OX et X est normale donc c’est un morphisme birationnel. On a
bien prouvé que π : X˜ → X est une résolution crépante des singularités.
Le résultat suivant donne un procédé très concret pour construire des
résolutions catégoriques crépantes. C’est probablement le résultat principal
de [Kuz08b].
Théorème 1.2.13. Soit X une variété projective de Gorenstein à singula-
rités rationnelles et soit π : X˜ → X une résolution des singularités de X.
Soit E le diviseur exceptionnel schématique de π. Supposons qu’il existe un
entier m ≥ 0 tel que ωX˜ = π
∗ωX ⊗ OX˜(mE). Supposons de plus que D
b(E)
admette une décomposition de Lefschetz duale par rapport à OE(−E) :
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Db(E) = 〈Am ⊗ OE(mE), . . . ,A1 ⊗ OE(E),A0〉,
telle que π˜∗Dperf(Z) ⊂ Am, où Z est l’image directe schématique de E par
Z et π˜ la restriction de π à E. Alors X admet une résolution catégorique
crépante.
Si en outre Am est une catégorie module pour Z et la décomposition de
Db(E) est rectangulaire (c’est à dire Am = . . . = A1 = A0), alors X admet
une résolution catégorique fortement crépante.
L’objectif premier de cette thèse est d’obtenir des généralisations de ce
résultat. Elle seront énoncées et démontrées dans les chapitres 2 et 3 de ce
texte. Nous présentons ici la preuve de Kuznetsov ([Kuz08b]) du théorème
1.2.13 : cela nous donnera un aperçu des méthodes que nous utiliserons aux
chapitres 2 et 3.
Démonstration. Le diagramme commutatif ci-dessous résume les notations
dont nous aurons besoin :
E
p˜i

  i // X˜
pi

Z
  j // X
Supposons que Db(E) admette une décomposition de Lefschetz :
Db(E) = 〈Am ⊗ OE(mE), . . . ,A1 ⊗ OE(E),A0〉,
avec π˜∗Dperf(Z) ⊂ Am. Alors d’après la proposition 1.1.6, on a une décom-
position semi-orthogonale :
Db(X˜) = 〈i∗(Am ⊗ OE(mE)), . . . , i∗(A1 ⊗ OE(E)),DX˜〉,
où DX˜ = {F ∈ D
b(X˜), i∗F ∈ A0} est une sous-catégorie admissible de
Db(X˜). Notons δ : DX˜ →֒ D
b(X) le plongement, δ∗, δ! ses adjoints à gauche
et à droite et πD∗ = π∗ ◦ δ : DX˜ → D
b(X˜). On va montrer que πD∗ : DX˜ →
Db(X) est une résolution catégorique crépante des singularités pour X.
Tout d’abord, la sous-catégorie δ : DX˜ →֒ D
b(X˜) est admissible et X˜ est
une résolution des singularités de X. Le premier point de la définition 1.2.8
est donc vérifié.
Ensuite, pour tout F ∈ Dperf(X), on a i∗π∗F = π˜∗j∗F ⊂ π˜∗Dperf(Z).
Mais par hypothèse π˜∗Dperf(Z) ⊂ Am ⊂ A0, donc pour tout F ∈ Dperf(X)
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on a π∗F ∈ DX˜ . Dès lors, d’après la proposition 1.1.2, on a δδ
∗π∗F = π∗F
pour tout F ∈ Dperf(X). Or X est à singularités rationnelles, d’où π∗π∗F =
F pour tout F ∈ Dperf(X) et on en déduit :
πD∗π
∗
DF = F .
Il rete donc à démontrer que π∗
D
F = π!
D
F , pour tout F ∈ Dperf(X).
On va montrer que :
δδ!π!F = π∗F ,
c’est à dire :
δδ!
(
π∗F ⊗ OX˜(mE)
)
= π∗F .
Pour tout 1 ≤ k ≤ m, on a des suites exactes :
0→ OX˜((k − 1)E)→ OX˜(kE)→ i∗OE(kE)→ 0.
En tensorisant ces suites exactes par π∗F , on obtient des triangles exacts :
OX˜((k − 1)E)⊗ π
∗
F → OX˜(kE)⊗ π
∗
F → i∗ (OE(kE)⊗ i
∗π∗F ) .
En composant ces triangles, on obtient une suite longue de triangles exacts :
π∗(F ) // α1




// . . . αk // αk+1
  
  
  
  
// . . . // αm−1 // αm




A1
^^=======
. . . Ak+1
__@@@@@@@@
. . . Am
^^<<<<<<<<
avec αk = OX˜(kE)⊗ π
∗F et Ak = i∗ (OE(kE)⊗ i∗π∗F ). Notons que Ak ∈
i∗(Ak ⊗ OE(kE), car i∗π∗F = π˜∗j∗F ∈ π˜∗Dperf(Z) ⊂ Ak. La suite longue
de triangles ci-dessus nous permet donc de conclure que π∗F est la DX˜ -
composante de π∗F ⊗ OX˜(mE) dans la décomposition :
Db(X˜) = 〈i∗(Am ⊗ OE(mE)), . . . , i∗(A1 ⊗ OE(E)),DX˜〉.
D’après la proposition 1.1.2, on a donc :
δδ!
(
π∗F ⊗ OX˜(mE)
)
= π∗F .
Passons au second point du théorème. On veut prouver que si Am est une
catégorie module pour Z et si A0 = · · · = Am alors DX˜ est une résolution
catégorique fortement crépante de X. On va tout d’abord montrer que DX˜ a
une structure de catégorie module pour X. Soient F ∈ DX˜ et G ∈ D
perf(X).
On a i∗(F ⊗ π∗G ) = i∗F ⊗ π˜∗j∗G . Ainsi i∗(F ⊗ π∗G ) ∈ A0 car i∗F ∈ A0
et A0 a une structure de catégorie module pour Z.
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Soit SD le foncteur de Serre de DX˜ . Montrons que :
δSD(F ) = δ(F )⊗ π
∗ωX [dimX],
pour tout F ∈ DX˜ . On sait que SX˜(•) = • ⊗ OX˜(mE) ⊗ π
∗ωX [dimX]
est le foncteur de Serre de Db(X˜), donc δ!SX˜δ(•) = SD(•) (voir [Kuz08b],
proposition 4.7). Soit F ∈ DX˜ , on a :
SD(F ) = δ
!SX˜δ(F ) = δ
!
(
δ(F )⊗ OX˜(mE)⊗ π
∗ωX [dimX]
)
.
Mais A0 = . . .Am, donc i∗δF ∈ Ak pour tout 1 ≤ k ≤ m. Ainsi le même
raisonnement que dans la preuve de la crépance de DX˜ montre que :
δ(SD(F )) = δδ
!
(
δ(F )⊗ OX˜(mE)⊗ π
∗ωX [dimX]
)
= δ(F )⊗π∗ωX [dimX],
ce qui conclut la preuve de ce théorème.
Voici un corollaire marquant de 1.2.13 :
Corollaire 1.2.14. Soit X le cône (projectif) au dessus de v2(P3) ⊂ P9. La
variété X admet une résolution catégorique fortement crépante.
Démonstration. Soit π : X˜ → X l’éclatement de X en son sommet et soit E
le diviseur exceptionnel de cet éclatement. On a vu que ωX˜ = π
∗ωX⊗OX˜(E).
D’après le Théorème 1.2.13, il suffit donc de démontrer que Db(E) admet
une décomposition de Lefschetz duale rectangulaire de longueur m = 1 par
rapport à OE(−E). Mais E ≃ P3 et OE(−E) = OP3(2). Or on sait ([Be˘ı84])
que Db(P3) admet une décomposition de Lefschetz duale :
Db(P3) = 〈A ⊗ OP3(−2),A 〉,
avec A = 〈OP3(−1),OP3〉. Ceci conclut la preuve du corollaire.
Une preuve tout à fait similaire montre en fait que pour tout n impair
supérieur ou égal à 3, le cône projectif au dessus de v2(Pn) ⊂ P(S2Cn+1)
admet un résolution catégorique fortement crépante.
1.3 Minimalité des résolutions catégoriques crépantes
Dans cette section, on discute d’éventuelles propriétés de minimalité des
résolutions catégoriques crépantes.
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1.3.1 Composantes connexes d’une catégorie
On va commencer par quelques notions de décomposition en composantes
connexes d’une catégorie triangulée.
Définition 1.3.1. Soit f : Y → X un morphisme propre de variétés algé-
briques. Soit T ⊂ Db(Y ) une sous-catégorie admissible ayant une structure
de catégorie module au-dessus de X. On dit que T est connexe par rapport
à X, si pour toute décomposition totalement orthogonale :
T = T1 ⊕T2,
avec T1 et T2 des catégories modules au-dessus de X, on a T1 = 0 ou T2 = 0.
Une décomposition en composantes connexes par rapport à X est une
décomposition :
T =
⊕
i∈I
Ti,
où les Ti sont des catégories non nulles connexes par rapport à X.
Le résultat de finitude ci-dessous nous sera fort utile.
Proposition 1.3.2. Soit Y une variété projective et lisse et soit T ⊂ Db(Y )
une sous-catégorie admissible. Alors toute décomposition :
T =
⊕
i∈I
Ti,
où Ti 6= 0 pour tout i porte nécessairement sur un ensemble I qui est fini.
Démonstration. Comme Y est projective et lisse, la category Db(Y ) admet
un objet generateur, disons P (voir [Orl09]). Soit
P = ⊕i∈IPi
la décomposition de P selon les Ti. Comme P est générateur pour Db(Y ),
l’objet Pi est générateur pour Ti, pour tout i ∈ I. De plus, pour tout k ∈ Z,
on a :
H
k(P ) = ⊕i∈IH
k(Pi),
où H k(•) est le k-ième faisceau de cohomologie. Or H k(P ) est cohérent,
donc il existe un nombre fini de i ∈ I tel que H k(Pi) soit non nul. De plus,
P ∈ Db(Y ), donc il existe un nombre fini de k ∈ Z tel que H k(P ) soit non
nul. On en déduit qu’il existe un nombre fini de i ∈ I tel que Pi ne soit pas
acyclique, c’est à dire que Ti soit non triviale. L’ensemble I est donc fini.
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Soit f : Y → X, avec Y projective lisse. La proposition ci-dessus nous
permet de déduire l’existence (mais certainement pas l’unicité !) d’une dé-
composition finie en composantes connexes par rapport à X pour toute sous-
catégorie admissible T de Db(Y ) munie d’une structure de module sur X.
En effet, si T est connexe par rapport à X, alors on a notre décomposition.
Sinon, T se décompose :
T = T1 ⊕T2,
où T1 et T2 sont des sous-catégories admissibles non nulles de Db(Y ) munies
d’une structure de module sur X. Si T1 et T2 sont connexes par rapport à
X, alors on a notre décomposition. Sinon on recommence et on décompose
celle de T1 ou T2 qui est non-connexe (ou les deux). La proposition 1.3.2
nous dit que ce processus s’arrête et l’on obtient donc une décomposition en
composantes connexes par rapport à X :
T =
⊕
i∈I
Ti,
avec I fini.
On peut en déduire le fait suivant :
Corollaire 1.3.3. Soit f : Y → X un morphisme avec Y projective lisse.
Soit T ⊂ Db(Y ) une sous-catégorie admissible munie d’une structure de
module sur X et telle que OY ∈ T . Alors il existe une composante connexe
par rapport à X de T qui contient f∗Dperf(X).
Démonstration. Soit T =
⊕
i∈I Ti une décomposition (finie) en compo-
santes connexes par rapport à X. On considère la décomposition correspon-
dante de OY :
OY =
⊕
i∈I
O
(i)
Y .
Il existe un seul indice i0 ∈ I tel que O
(i0)
Y 6= 0. En effet, dans le cas contraire,
la variété Y ne serait pas connexe (voir la preuve de la proposition 3.10 dans
[Huy06]), ce qui est impossible par définition (pour nous) d’une variété. Dès
lors, on a OY ⊂ Ti0 et comme Ti0 est munie d’une structure de catégorie
module sur X, on a f∗Dperf(X) ⊂ Ti0 , ce qui conclut la preuve.
1.3.2 Résolutions catégoriques fortement crépantes
Kuznetsov propose la conjecture suivante ([Kuz08b], conjecture 4.10).
Conjecture 1.3.4. Soit X une variété projective de Gorenstein à singula-
rités rationnelles et soit T une résolution fortement crépante de X, connexe
par rapport à X. Alors pour toute autre résolution catégorique T ′ de X, il
existe un plongement pleinement fidèle :
T →֒ T ′.
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Cette conjecture implique la conjecture de Bondal-Orlov dans le cas pro-
jectif. En effet, d’après la proposition 1.2.12, si π : X˜ → X est une résolution
crépante d’une variété projective de Gorenstein à singularités rationnelles,
alors π∗ : Db(X˜)→ Db(X) est une résolution catégorique fortement crépante
et connexe par rapport à X. Elle semble toutefois tout aussi mystérieuse
qu’icelle car elle ne prédit absolument pas comment le foncteur T →֒ T ′
doit être construit.
Il existe toutefois un point de vue (entraperçu dans la propostion 1.2.3)
légèrement différent sur la minimalité pour une résolution des singularités.
Il a été discuté pour les résolutions catégoriques dans [Abu12].
Définition 1.3.5. Soit X une variété Gorenstein à singularités rationnelles
et soient :
T1
  //
piT1∗
!!D
DD
DD
DD
DD
DD
DD
DD
DD
Db(X1)
pi1∗

Db(X)
et
T2
  //
piT2∗
!!D
DD
DD
DD
DD
DD
DD
DD
DD
Db(X2)
pi2∗

Db(X)
deux résolutions catégoriques de X. On dit que T2 est inférieure à T1 (que
l’on note T2  T1) si il existe un X-morphisme π1,2 : X2 → X1, un fonc-
teur πT1,T2∗ : T1 → T2 tel que π
∗
T1,T2
(l’adjoint à gauche de πT1,T2∗) soit
pleinement fidèle et un diagramme commutatif :
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Db(X1)
pi1∗

--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
pi1,2∗ // Db(X2)
δ!2















pi2∗
qq
T1
piT1∗

1 Q
δ1
ccGGGGGGGGGGGGGGGGGGG
piT1,T2∗
""D
DD
DD
DD
DD
DD
DD
DD
DD
T2
piT2∗
}}zz
zz
zz
zz
zz
zz
zz
zz
z
Db(X)
Remarque 1.3.6. Notons que si X1 et X2 sont des résolutions de X avec un
diagramme commutatif :
X1
pi1

pi1,2
!!B
BB
BB
BB
B
X2
pi2
}}{{
{{
{{
{{
X
alors on a évidemment Db(X2)  Db(X1).
Définition 1.3.7. Soit X une variété de Gorenstein à singularités ration-
nelles et soit :
T1
  δ1 //
piT1∗
!!D
DD
DD
DD
DD
DD
DD
DD
DD
Db(X1)
pi1∗

Db(X)
une résolution catégorique de X. On dit que T1 est faiblement minimale si
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pour toute autre résolution catégorique de X :
T2
  δ2 //
piT2∗
!!D
DD
DD
DD
DD
DD
DD
DD
DD
Db(X2)
pi2∗

Db(X)
qui a une structure de catégorie module au-dessus de X, on a :
T2  T1 ⇒ T2 = T1.
Proposition 1.3.8. Soit X une variété projective de Gorenstein à singu-
larités rationnelles et soit πT ∗ : T → D
b(X) une résolution catégorique
fortement crépante de X. Supposons T connexe par rapport à X, alors T
est faiblement minimale.
Ce résultat est un analogue catégorique de la proposition 1.2.3 et donne
une raison très concrète de croire à la conjecture 1.3.4.
Démonstration. Soit :
T2
  δ2 //
piT2∗
!!D
DD
DD
DD
DD
DD
DD
DD
DD
Db(X2)
pi2∗

Db(X)
une résolution catégorique de X telle que T2  T1. Supposons en outre
que T2 soit une catégorie module au-dessus de X. Le foncteur πT1,T2
∗ est
pleinement fidèle et possède des ajoints à gauche et à droite, on a donc une
décomposition semi-orthogonale :
T1 = 〈(π
∗
T1,T2T2)
⊥, π∗T1,T2T2〉.
Comme T2 a une structure de catégorie module au-dessus de X, on montre
aisément que c’est le cas pour π∗
T1,T2
T2. D’après [Kuz06b], Lemma 2.35, la
catégorie (π∗
T1,T2
T2)
⊥ a aussi une structure de module au-dessus de X.
Par hypothèse T1 est connexe par rapport à X, il suffit donc de dé-
montrer que la décomposition semi-orthogonale ci-dessus est en fait une
décomposition totalement orthogonale. On va donc prouver que pour tout
a ∈ (π∗
T1,T2
T2)
⊥ et pour tout b ∈ π∗
T1,T2
T2 on a :
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Hom(a, π∗T1,T2b) = 0.
Mais
Hom(a, π∗T1,T2b)
= Hom(π∗T1,T2b, ST1(a))
∨, où ST1 est un foncteur de Serre pour T1,
= Hom(δ∗1π
∗
12δ2b, ST1(a))
∨, par définition deπT1,T2∗,
= Hom(π∗12δ2b, δ1ST1(a))
∨, par adjonction,
= Hom(π∗12δ2b, π
∗
1ωX [dimX]⊗ δ1a)
∨, carT1 est une résolution fortement
crépante de X,
= Hom(π∗12δ2b⊗ π
∗
12π
∗
2(ω
−1
X )[− dimX], δ1a)
∨,
= Hom(π∗12δ2b
′, δ1a)
∨, avec b′ ∈ T2, puisque T2 a une structure de catégorie
module au-dessus de X,
= Hom(δ∗1π
∗
12δ2b
′, a)∨, par adjonction,
= Hom(π∗T1,T2b
′, a)∨
= 0, car a ∈ (π∗T1,T2T2)
⊥.
En fait l’hypothèse de connexité n’est pas du tout limitante dans les
applications, car on a le lemme suivant :
Lemme 1.3.9. Soit X une variété projective de Gorenstein à singularités
rationnelles et supposons que X admette une résolution catégorique fortement
crépante. Alors X admet une résolution catégorique fortement crépante qui
est connexe par rapport à X.
Démonstration. Soit :
T
  δ //
piT ∗
!!C
CC
CC
CC
CC
CC
CC
CC
CC
Db(X˜)
pi∗

Db(X)
une résolution catégorique fortement crépante deX. Comme X˜ est projective
lisse, il existe, d’après le corollaire 1.3.3, une composante connexe par rapport
à X de T qui contient π∗Dperf(X). Notons T ′ cette composante et soit
δ′ : T ′ →֒ Db(X˜) la composée de T ′ →֒ T et δ : T →֒ Db(X˜).
Par définition de composante connexe par rapport à X, on voit que δ′ :
T ′ →֒ Db(X˜) est une sous-catégorie admissible qui possède une structure de
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catégorie module au-dessus de X. Soit F ∈ Dperf(X), on a π∗F ∈ T ′ donc
δ′(δ′∗π∗F ) = F . Ceci implique :
πT ′∗π
∗
T ′F = F ,
pour tout F ∈ Dperf(X). Finalement, comme T ′ a une structure de catégorie
module au-dessus de X, on a δ′T ⊗ π∗ωX [dimX] ∈ T ′ pour tout T ∈ T ′.
Ceci montre que δ′ST ′(T ) = δ′T ⊗ π∗ωX [dimX] où ST ′ est le foncteur
de Serre de T ′. On en déduit donc que T ′ est une résolution catégorique
fortement crépante de X qui est connexe par rapport à X.
Corollaire 1.3.10. Soit X le cône projectif au dessus de v2(P3) ⊂ P9. La
variété X admet une résolution catégorique des singularités faiblement mi-
nimale.
On termine donc cette partie sur une note très optimiste. On sait que le
cône projectif au dessus de v2(P3) ⊂ P9 n’a pas de résolution géométrique
crépante. Mais on a réussi à montrer que ce cône admet une résolution caté-
gorique des singularités qui possède des propriétés de minimalité tout à fait
analogues à celles des résolutions géométriques crépantes.
Chapitre 2
Résolutions magnifiques des
singularités et résolutions
catégoriques crépantes
Dans ce chapitre nous allons définir la notion de résolution magnifique des
singularités. C’est, grosso-modo, une désingularisation obtenue comme suite
d’éclatements le long de centres lisses tels chaque centre intersecte trans-
versalement tous les diviseurs exceptionnels des éclatements précédents. La
définition précise est modelée sur la construction de compactifications ma-
gnifiques de certains groupes algébriques linéaires.
Nous verrons que lorsque l’on dispose d’une résolution magnifique d’une
singularité, on peut obtenir une décompostion semi-orthogonale très agréable
de la catégorie dérivée de sa résolution. On en déduira alors le résultat prin-
cipal de ce chapitre :
Théorème I. Soit X une variété projective Gorenstein à singularités ration-
nelles. Supposons que X admette une résolution magnifique des singularités.
Alors X admet une résolution catégorique crépante.
Ceci nous permet de montrer :
Corollaire I. Toutes les variétés déterminantielles (carrées, symétriques ou
pfaffiennes) qui sont Gorenstein admettent des résolutions catégoriques cré-
pantes.
L’étude de résolutions “non-commutatives” crépantes pour les variétés
déterminantielles a été menée avec un point de vue différent du nôtre dans
[BLVdB10], [BLVdB11] et [WZ12]. Celle-ci semble avoir certaines applica-
tions à la conjecture de Bondal-Orlov ([VdB04], [BLVdB10]). Malheureu-
sement, dans tous ces travaux, les auteurs exhibent des résolutions “non-
commutatives” crépantes uniquement quand la variété déterminantielle concer-
née admet déjà une résolution géométrique crépante.
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2.1 Résolutions magnifiques des singularités
Dans cette section on définit la notion de résolution magnifique des sin-
gularités et on collecte les principales propriétés géométriques de ces résolu-
tions.
2.1.1 Définitions et quelques exemples
Dans toute la suite, X est une variété projective Gorenstein.
Définition 2.1.1. Soit Y ⊂ X une sous-variété (connexe) lisse fermée de
X et soit E le diviseur exceptionnel de l’éclatement de Y dans X. On dit
que Y est un centre normalement plat dans X si Y est lisse et la projection
naturelle E → Y est plate.
Le théorème de Hironaka ([Hir64]) affirme que toute variété peut être dés-
ingularisée par une suite finie d’éclatements le long de centres normalement
plats.
Exemple 2.1.2. Soit W un espace vectoriel de dimension au moins 6 et
soit X = P({ω ∈
∧2W, rang(ω) ≤ 4} la pfaffiennne de rang ≤ 4 dans∧2W . Alors X est exactement singulière le long de Gr(2,W ) = P({ω ∈∧2W, rang(ω) ≤ 2}. La sous-variété Gr(2,W ) ⊂ X est un centre norma-
lement plat. En effet, si E est le diviseur exceptionnel de l’éclatement de
X le long de Gr(2,W ), alors on peut voir E comme la variété de drapeaux
Fl(2, 4,W ) et la projection naturelle vers Gr(2,W ) est plate. On peut aussi
montrer que l’éclatement de X le long de Gr(2,W ) est lisse. On se rapportera
à [Kuz08b], section 8 pour plus de détails sur cet exemple.
Soit G un groupe algébrique linéaire semi-simple. Il est souvent très utile
(si l’on a le goût des calculs énumératifs) de connaître une compactification
équivariante de G. Les compactifications dont le diviseur exceptionnel est
à croisements normaux et possède une unique orbite ferméee pour G sont
appelées magnifiques dans la littérature (voir [DCP83] ou [Hur11], chapitre
3). Les compactifications magnifiques les plus élémentaires sont obtenues de
la manière suivante. Soit G une compactification naïve de G. Le diviseur
frontière de cette compactification naïve est souvent irréductible mais très
singulier. On trouve alors une résolution de ce diviseur par une modification
birationnelle de G. On demande que son modèle lisse soit à croisements nor-
maux simples avec les diviseurs exceptionnels de la modification de G. Cette
dernière est obtenue comme une suite d’éclatements le long de centres lisses
qui intersectent transversalement les diviseurs exceptionnels des éclatements
précédents. La définition suivante capture les caractéristiques essentielles de
cette suite d’éclatements.
Définition 2.1.3 (Résolutions magnifiques). Pour tout n ≥ 1 on définit de
manière récursive une n-résolution magnifique des singularités de X
Roland Abuaf 37
– Une 1-résolution magifique est un éclatement le long d’un centre nor-
malement plat Y ⊂ X :
π : X˜ → X,
tel que X˜ et le diviseur exceptionnel E ⊂ X˜ soient lisses.
– Pour n ≥ 2, une n-résolution magnifique de X est une suite d’éclate-
ments le long de centres normalement plats Yk+1 ⊂ Xk :
Xn
pin−→ Xn−1 → · · · → X1
pi1−→ X0 = X
telle que :
1. tous les Xk sont à de Gorenstein,
2. le morphisme π2 · · ·πn : Xn → X1 est une (n − 1)-résolution
magnifique de X1,
3. pour tout 2 ≤ k ≤ n−1, l’intersection de Yk+1 avec la transformée
totale par π2 · · ·πk du diviseur exceptionnel de π1 (que l’on note
E
(k)
1 ) est lisse, connexe et de codimension 1 dans Yk+1,
4. le morphisme π2 · · ·πn|E(n)1
: E
(n)
1 → E1 est une (n−1)-résolution
magnifique de E1.
Il me semble que l’expression résolution magnifique a été utilisée pour la
première fois dans [CF07] afin de décrire une résolution des indéterminées
de certains flops de Mukai.
Exemple 2.1.4 (Variétés déterminantielles). Soit E un espace vectoriel de
dimension n ≥ 4. Soit 3 ≤ r ≤ n − 1 un entier et soit Z(r) la sous-variété
de P(End(E)) définie par l’annulation des mineurs de taille r + 1. On sait
que X = Z(r) est Gorenstein à singularités rationnelles ([Wey03], corollaire
6.1.5). Soit Y1 = Z(1) et soit :
π1 : X1 → X,
l’éclatement de X le long de Y1. Pour 2 ≤ k ≤ r− 1, on définit Yk comme la
transformée stricte de Z(k) le long de π1 . . . πk−1 et on pose :
πk : Xk → Xk−1,
l’éclatement de Xk−1 le long de Yk.
Le théorème 1 de [Vai84] nous assure que Xr−1 est lisse ainsi que tous les
Yk pour 1 ≤ k ≤ r − 1. En outre le théorème 2.4 de [Vai84] montre que les
Yk ⊂ Xk−1 sont des centres normalement plats et que la résolution de X :
Xr−1
pir−1
−→ · · · → X1
pi1−→ X
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satisfait les items 1, 2, 3 et 4 de la definition 2.1.3. Ainsi la variété X est
Gorenstein à singularités rationnelles et admet une résolution magnifique des
singularités.
Soit X [sym]r ⊂ P(S2(E)) (resp. X
[skew]
r ⊂ P(
∧2(E)) la variétés des ma-
trices symétriques (rep. anti-symétriques) de rang ≤ r. Si n−r est pair (resp.
pas de condition), alors [Wey03], corollaire 6.3.7 (resp. proposition 6.4.3)
montre que X [sym]r (resp. X
[skew]
r ) est Gorenstein à singularités rationnelles.
En outre, les appendices 10 et 11 de [Tha99] construisent des résolutions
magnifiques pour X [sym]r et X
[skew]
r . Ces résolutions sont obtenues de ma-
nière tout à fait analogue au cas des matrices carrées quelconques : on éclate
successivement les (transformées strictes) des strates des matrices par ordre
de rang croissant.
Exemple 2.1.5 (Variétés de sécantes de OP2). Soit X = OP2 = E6/Pα6 ⊂
P(Vω6) le plan de Cayley dans son plongement de plus haut poids. Ici Pα6
est le parabolique maximal associé à la racine α6 du système de racines de
type E6 :
◦ ◦ ◦ ◦ •
◦
Le plan de Cayley peut aussi se voir comme le schéma défini par les
mineurs 2 × 2 de la matrice générique hermitienne 3 × 3 à coefficients dans
les octonions complexifiés (notés O) :
M =
a1 a2 a3a2 a4 a5
a3 a5 a6
 , avec ai ∈ O et telle que tM =M,
où ai est le conjugué de ai ∈ O.
Soit S(X) la variété de sécantes de X dans P(Vω6) : elle est définie par
le déterminant de la matrice M ci-dessus. Même si l’algèbre O n’est pas
associative, il est quand même possible de définir le déterminant de telles
matrices (voir l’appendice de [Rob88]). La variété S(X) est une hypersurface
cubique (donc elle est de Gorenstein) qui est exactement singulière le long
de OP2. On considère l’éclatement de S(X) le long de X :
π : S˜(X)→ S(X).
La variété S˜(X) est lisse et le diviseur exceptionnel π˜ : E → X de cet écla-
tement est isomorphe à E6/Pα6,α1 → E6/Pα6 , où Pα6,α1 est le parabolique
associé aux racines α6 et α1 :
• ◦ ◦ ◦ •
◦
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Le morphisme π˜ : E → X est une fibration en quadriques lisses de
dimension 8 au dessus de X. Ainsi, le morphisme π : S˜(X)→ S(X) est une
résolution magnifique des singularités. On notera également que S(X) est à
singularités rationnelles. En effet, la formule d’adjonction montre que :
ω
S˜(X)
= π∗ωS(X) ⊗ OX(7E).
La fibration π˜ : E → X possède deux fibrés spineurs relatifs S1 et S2
qui se spécialisent en les fibrés spineurs d’une quadrique lisse de dimension
8 sur chaque fibre de π˜. On a donc une décomposition semi-orthogonale
([Kuz08a]) :
Db(E) = 〈OE(7E)⊗ π˜
∗Db(X), . . . ,OE(E)⊗ π˜
∗Db(X),
〈S1,S2,OE〉 ⊗ π˜
∗Db(X)〉.
Supposons que S1 ⊕S2 est la restriction sur E d’un fibré défini sur S˜(X),
disons S et tel que :
Riπ∗E nd(S ⊕ O
S˜(X)
) = 0,
pour i > 0. Posons A = E nd(S ⊕ O
S˜(X)
). Alors le théorème 5.2 de [Kuz07]
montre que Db(S(X), π∗A ) est une résolution catégorique crépante de S(X).
On consultera [Zak93] ch. III et [FM12], [Man11] pour plus de détails sur les
aspects géométriques et catégoriques du plan de Cayley.
Les deux exemples précédents s’insèrent parfaitement dans la théorie des
espaces préhomogènes. Un espace préhomogène est un couple (G, V ) consti-
tué d’un groupe algébrique G et d’un espace vectoriel de dimension finie
V tel que G opère linéairement sur V avec une orbite dense. Les couples
(GLn × GLn,Cn ⊗ Cn) (resp. (GLn, Sym2Cn) et (GLn,
∧2Cn) sont des es-
paces préhomogènes. Les orbites sont les variétés déterminantielles de ma-
trices carrées (resp. symétriques et anti-symétriques). Le plan de Cayley
OP2 = E6/Pα6 et sa variété de sécantes sont les projectivisations des fer-
metures d’orbites non denses pour l’action de C∗ × E6 sur Vω6 . La question
suivante est donc légitime :
Question 2.1.6. Soit (G, V ) un espace préhomogène et soit Z ⊂ V la ferme-
ture d’une orbite pour l’action de G. Dans quels cas la variété P(Z) admet-
elle une résolution magnifique des singularités ?
L’exemple suivant montre que la réponse à la question précédente ne peut
pas être “dans tous les cas”.
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Exemple 2.1.7. Soit G = SL6 et V =
∧3C6. D’après [LM01] par exemple,
le diagramme orbital de l’action de G sur P(V ) est le suivant :
G(3, 6) ⊂ σ+(G(3, 6)) ⊂ τ(G(3, 6)) ⊂ P(V ),
où τ(G(3, 6)) désigne la variété des tangentes à G(3, 6) et σ+(G(3, 6)) est la
fermeture des droites dans P(V ) qui joignent deux points de G(3, 6) tels que
les C3 correspondants se rencontrent le long d’une droite dans C6. La variété
τ(G(3, 6)) est une hypersurface quartique exactement singulière le long de
σ+(G(3, 6)), tandis que σ+(G(3, 6)) est une variété de dimension 14 qui est
exactement singulière le long de G(3, 6).
On veut trouver une résolution magnifique de τ(G(3, 6)). Au vu de la
définition 2.1.3, le premier éclatement est nécessairement 1 l’éclatement de
τ(G(3, 6)) le long de G(3, 6). Mais un calcul local montre que le cône tangent
à τ(G(3, 6)) est le lieu d’annulation d’une section de OP19(2) à support dans
un hyperplan. Ainsi le diviseur exceptionnel de l’éclatement de τ(G(3, 6))
le long de G(3, 6) est globalement non réduit. Il n’existe pas d’éclatement
qui désingularise un diviseur non réduit, on en déduit donc que τ(G(3, 6))
n’admet pas de résolution magnifique des singularités. Nous reviendrons plus
en détails sur cet exemple dans le dernier chapitre 3 de cette thèse : il est
consacré aux résolutions catégoriques crépantes pour les développables 2 des
variétés qui apparaissent dans la troisième ligne du carré magique de Freu-
denthal (dont fait partie G(3, 6)).
2.1.2 Singularités des diviseurs intérmédiaires dans les réso-
lutions magnifiques
L’exemple 2.1.4 suggère que les diviseurs exceptionnels qui apparaissent
dans une résolution magnifique ont des singularités très contraintes. Les trois
propositions qui suivent montrent en fait qu’elles sont très proches des sin-
gularités de X.
Ainsi, la proposition 2.1.8 montre que si X est à singularités rationnelles,
alors les Xk et les diviseurs E
(k)
1 sont aussi à singularités rationnelles, pour
tout k ≥ 1.
Les propositions 2.1.9 et 2.1.10 vont de pair. La proposition 2.1.9 prouve
que si X est à singularités rationnelles, alors les Ek sont irréductibles, pour
tout k ≥ 1. Cela nous permet d’en déduire une relation simple entre les
fibrés en droites ωXk , π
∗
kωXk−1 et OXk(Ek). Le coefficient positif qui apparait
devant Ek dans cette expression de ωXk peut être interprété comme une
multiplicité de Xk−1 le long de Yk. La proposition 2.1.10 nous enseigne alors
1. Une “bonne“ resolution de τ(G(3, 6)) devant aussi être équivariante, il faut donc
éclater la fermeture d’une orbite.
2. Communément appellées variétés tangente
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que la multiplicité de Xk le long de Yk+1 est égale à la multiplicité de E
(k)
1
le long de Yk+1 ∩ E
(k)
1 , pour tout k ≥ 1.
Proposition 2.1.8. Supposons X à singularités rationnelles et soit
Xn
pin−→ Xn−1 → · · · → X1
pi1−→ X0 = X
une résolution magnifique de X. Alors, pour tout 1 ≤ k ≤ n, les variétés Xk
et les diviseurs E(k)1 sont Gorenstein à singularités rationnelles.
Démonstration. Les Xk sont de Gorenstein par définition d’une résolution
magnifique.
Notons que X etant de Gorenstein à singularités rationnelles, elle est
à singularités canoniques ([Kol97], corollaire 11.13). Soit E(n)l,αl,1 , . . . , E
(n)
l,αl,rl
les composantes irréductibles du diviseur E(n)l (qui est la transformée totale
du diviseur exceptionnel de πl : Xl → Xl−1 par πl+1 . . . πn). Comme X
est à singularités canoniques, dans la formule donnant ωXn en fonction de
π∗n . . . π
∗
1ωX et des E
(n)
l,αl,j
pour 1 ≤ l ≤ n et 1 ≤ j ≤ rk, tous les coefficients
qui apparaissent devant les E(n)l,αl,j sont positifs. Donc dans la formule donnant
ωXn en fonction de π
∗
n . . . π
∗
k+1ωXk et des E
(n)
l,αl,j
pour k+ 1 ≤ l ≤ n, tous les
coefficients qui apparaissent devant les E(n)l,αl,j sont positifs. Ainsi, les Xk sont
à singularités canoniques pour 1 ≤ k ≤ n et donc à singularités rationnelles
([Kol97], corollaire 11.13).
Les diviseurs E(k)1 sont Gorenstein car ce sont des diviseurs de Cartier
dans des variétés Gorenstein. Le point central de cette proposition est donc
de montrer que les E(k)1 sont à singularités rationnelles pour tout k ≥ 1.
Le point 3 de la définition 2.1.3 implique que pour tout k ≥ 2, le mor-
phisme
πk|E(k)1
: E
(k)
1 → E
(k−1)
1
est l’éclatement de E(k−1)1 le long de Yk ∩ E
(k−1)
1 . Ainsi, le point 4 de 2.1.3
nous permet de déduire que pour tout k ≥ 1, le morphisme :
Πk = πk+1 . . . πn|E(n)1
: E
(n)
1 → E
(k)
1
est une résolutions des singularités. Dès lors, il suffit de montrer que l’on a
l’égalité (Πk)∗OE(n)1
= O
E
(k)
1
(on rappelle que, par convention fixée au début
de cette thèse, (Πk)∗ désigne l’image directe dérivée de Πk).
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Pour tout 1 ≤ k ≤ n, on a un carré cartésien :
E
(n)
1
i
(n)
1 //
Πk

Xn
pik+1...pin

E
(k)
1
i
(k)
1 // Xk
Les morphismes i(n)1 et i
(k)
1 sont des immersions localement intersections
complètes et la codimension de E(k)1 dans Xk est égale à la codimension de
E
(n)
1 dans Xn. On a donc la relation de commutation ([Kuz06b], corollaire
2.27) :
(i
(k)
1 )
∗(πq+1 . . . πn)∗OXn = (Πk)∗(i
(n)
1 )
∗
OXn ,
c’est-à-dire :
(Πk)∗OE(n)1
= O
E
(k)
1
.
Le résultat qui suit va nous permettre d’établir une formule simple pour
l’expression de ωXk en fonction de π
∗
kωXk et du diviseur exceptionnel de πk.
Proposition 2.1.9. Supposons X à singularités rationnelles et soit
Xn
pin−→ Xn−1 → · · · → X1
pi1−→ X0 = X
une résolution magnifique de X. Alors le diviseur exceptionnel E1 de π1 :
X1 → X0 est irréductible.
Démonstration. On note ρ : CY1(X) → Y1 le cône tangent à X le long
de Y1 et Cy(X) le cône tangent à X en y pour y ∈ Y1. Comme Y1 est
un centre normalement plat dans X, le théorème 2, p.195 de [Hir64], nous
assure que Cy(X) est un cône de sommet TY1,y au dessus de ρ
−1
Y1
(y). Mais
X est Cohen-Macaulay, donc le cône Cy(X) est connexe en codimension 1
(ce qui signifie qu’il faut lui soustraire une sous-variété de codimension 1
pour le déconnecter) d’après le résultat principal de [Sch77]. Ainsi la fibre
ρ−1Y1 (y) est connexe en codimension 1 (et de dimension ≥ 2) pour tout y ∈ Y .
La projection ρY1 étant plate et Y1 étant irréductible, on en déduit que
E1 = P(CY1(X)) est connexe en codimension 1.
Supposons dès lors que E1 est réductible. Comme E1 est connexe en
codimension 1, toutes les composantes irréductibles de E1 se rencontrent en
codimension 1. Ceci implique que E1 n’est pas normal, ce qui contredit alors
le fait qu’il est à singularités rationnelles (proposition 2.1.8).
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Dans la suite de ce chapitre, pour 2 ≤ k ≤ n, l’intersection de E(k)1 avec
Ek sera notée E
(k)
1k . Le point 3 de la définition 2.1.3, montre que E
(k)
1k est
aussi le diviseur exceptionnel de l’éclatement E(k)1 → E
(k−1)
1 .
Proposition 2.1.10. Soit 2 ≤ k ≤ n. Si mk est l’unique entier positif tel
que ωXk = π
∗
kωXk−1 ⊗ OXk(mkEk), alors on a :
ω
E
(k)
1
= πk|
∗
E
(k)
1
ω
E
(k−1)
1
⊗ O
E
(k)
1
(mkE
(k)
1k ).
L’entier mk est bien défini car le diviseur exceptionnel de l’éclatement
Xk → Xk−1 est intègre et Xk est de Gorenstein (voir Definition 2.22 de
[KM98]). Il est en outre positif ou nul car Xk−1 est Gorenstein à singularités
rationnelles donc à singularités canoniques d’après [Kol97], Corollary 11.13.
Démonstration. D’après la formule d’adjonction on a :
ω
E
(k)
1
= ωXk |E(k)1
⊗ O
E
(k)
1
(E
(k)
1 )
et
ω
E
(k−1)
1
= ωXk−1 |E(k−1)1
⊗ O
E
(k−1)
1
(E
(k−1)
1 ).
On tensorise par O
E
(k)
1
l’égalité :
ωXk = π
∗
kωXk−1 ⊗ OXk(mkEk),
et prenant en compte le fait que Ek|E(k)1
= Ek1k et que
πk|
∗
E
(k)
1
O
E
(k−1)
1
(E
(k−1)
1 ) = OE(k)1
(E
(k)
1 ),
on obtient la formule annoncée.
2.2 Le théorème principal
2.2.1 Énoncé et réduction “standard”
On rappelle le résultat principal de ce chapitre :
Théorème 2.2.1 (Existence de résolutions catégoriques crépantes). Soit X
une variété projective Gorenstein à singularités rationnelles. Supposons que
X admette une résolution magnifique des singularités. Alors X admet une
résolution catégorique crépante des singularités.
Le corollaire qui suit est donc l’application de ce théorème à l’exemple
2.1.4.
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Corollaire 2.2.2. Toutes les variétés déterminantielles (carrées, symétriques
ou pfaffiennes) qui sont Gorenstein admettent des résolutions catégoriques
crépantes.
On a vu dans le chapitre 1 de ce texte que Kuznetsov a démontré 2.2.1
dans le cas d’une 1-résolution magnifique sous l’hypothèse d’existence d’une
bonne décomposition de Lefschetz sur le diviseur exceptionnel de cette ré-
solution. On va démontrer que cette décomposition existe toujours dans le
cas d’une n-résolution magnifique pour n quelconque. On en déduira par un
argument standard (essentiellement dû à Kuznetsov) l’existence d’une réso-
lution catégorique crépante pour n’importe quelle singularité Gorenstein et
rationnelle qui admet une résolution magnifique.
Afin d’énoncer le résultat technique qui va nous servir de clef de voûte
pour la démonstration du théorème 2.2.1, nous introduisons quelques nota-
tions. Soit
Xn
pin→ Xn−1 → · · · → X1
pi1→ X0 = X,
une résolution magnifique de X, qui est une succession d’éclatements le long
de centres normalement plats Yt ⊂ Xt−1, avec t = 1 . . . n. Pour un tel t, on
a un diagramme :
E
(n)
t
i
(n)
t //
qt

Xn
pit···pin

Yt // Xt−1
On rapelle que E(n)t est la transformée totale du diviseur Et ⊂ Xt par le
morphisme πt+1 . . . πn et que qt est la composition d’un morphisme plat
avec une suite d’éclatement le long de centres normalement plats. On a les
formules ωXt = π
∗
t ωXt−1 ⊗OXt(mtEt). Pour tout 1 ≤ j ≤ n et tout 0 ≤ kj ≤
mj − 1, on définit les sous-catégories de Db(Xn) :
Aj,kj = (i
(n)
j )∗
q∗jDb(Yj)⊗ OE(n)j
(mj − kj)E(n)j + n∑
t=j+1
mtE
(n)
t
 .
Proposition 2.2.3. Avec les notations ci-dessus, on a une décomposition
semi-orthogonale :
Db(Xn) = 〈A1,0, . . . ,A1,m1−1, . . . ,Aj,kj , . . . ,An,mn−1, DXn〉,
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où DXn est l’orthogonale à gauche de la sous-catégorie pleine et admissible
engendrée par les Aj,kj . On a en outre une inclusion :
(π1 . . . πn)
∗Dperf(X) ⊂ DXn .
On démontrera cette proposition dans la section suivante de ce chapitre
mais on va tout de suite voir qu’elle implique le théorème 2.2.1. L’argument
qui suit est une généralisation aisée de la preuve du théorème 1.2.13.
Démonstration du théorème 2.2.1. Soit δ : DXn → D
b(Xn) le foncteur d’in-
clusion, π la résolution Xn → X et πD∗ : DXn → D
b(X) la composée π∗ ◦ δ.
On sait que π∗π∗F = F pour tout F ∈ Dperf(X) et que π∗Dperf(X) ⊂ DXn .
Ceci implique que πD∗π
∗
D
F = F pour tout F ∈ Dperf(X). Ainsi on doit
juste vérifier que :
π∗DF = π
!
DF ,
pour tout F ∈ Dperf(X). C’est à dire :
δ∗π∗(F ) = δ!π!(F ),
pour tout F ∈ Dperf(X). On rapelle que l’on a l’équation :
π!(F ) = π∗(F )⊗ π∗(ωX
−1)⊗ ωXn = π
∗(F )⊗ OXn(
n∑
t=1
mtE
(n)
t ).
Or le foncteur δ est pleinement fidèle, donc l’égalité :
δ∗π∗(F ) = δ!π!(F )
est équivalente à :
δ(δ∗π∗(F )) = δ(δ!π!(F )).
Mais on a l’inclusion π∗Dperf(X) ⊂ DXn , donc δ(δ
∗π∗(F )) = π∗(F ), d’après
la proposition 1.1.2. On va montrer que :
δ(δ!π!(F )) = π∗(F ).
Pour tous 1 ≤ j ≤ n et 0 ≤ kj ≤ mj − 1, on a des suites exactes :
0 −→ OXn
(mj − kj − 1)E(n)j + n∑
t=j+1
mtE
(n)
t
 −→
OXn
(mj − kj)E(n)j + n∑
t=j+1
mtE
(n)
t
 −→
(i
(n)
j )∗OE(n)j
(mj − kj)E(n)j + n∑
t=j+1
mtE
(n)
t
 −→ 0.
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En les tensorisant par π∗F et en les composant successivement, on déduit
une suite longue de triangles exacts :
π∗(F ) // Fn,mn−1
{{ww
ww
ww
ww
w
// . . . // Fj,kj
  



// . . . // F1,1 // F1,0




Fn,mn−1
bbEEEEEEEEE
. . . Fj,kj
\\::::::::
. . . F1,0
]]:::::::
où l’on a noté :
Fj,kj = π
∗
F ⊗ OXn
(mj − kj)E(n)j + n∑
t=j+1
mtE
(n)
t
 ,
et
Fj,kj = (i
(n)
j )∗(i
(n)
j )
∗
π∗F ⊗ OXn
(mj − kj)E(n)j + n∑
t=j+1
mtE
(n)
t
 ,
pour tous 0 ≤ kj ≤ mj − 1 et 1 ≤ j ≤ n.
La proposition 1.1.2 montre que δ(δ!π!(F )) est la DXn-composante de
π!(F ) = π∗(F )⊗OXn(
∑n
t=1mtE
(n)
t ) dans la décomposition semi-orthogonale
de Db(Xn) donnée par la proposition 2.2.3. On considère maintenant le dia-
grame cartésien :
E
(n)
j
i
(n)
j
//
qj

Xn
pij ···pin

pi
ww
Yj
ij
// Xj−1
pi1···pij−1

X
On a l’égalité :
(i
(n)
j )
∗(π∗(F )) = q∗j ((π1 · · ·πj−1ij)
∗(F )) ∈ q∗j (D
b(Yj)),
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d’où on déduit que Fj,kj ∈ Aj,kj , pour tout 1 ≤ j ≤ n et 0 ≤ kj ≤
mj − 1. Ainsi, la suite de triangles ci-dessus montre que π∗(F ) est la DXn-
composante de π!(F ) dans la décomposition de Db(Xn) donnée par la pro-
position 2.2.3. En conséquence :
δ(δ!π!(F )) = π∗(F ),
ce que l’on voulait démontrer.
2.2.2 Quelques lemmes d’annulation
Nous aurons besoin des lemmes qui suivent dans la preuve de la propo-
sition 2.2.3.
Lemme 2.2.4. Soit f : Z → S un morphisme plat et projectif avec Z et
S de Gorenstein, Z à singularités rationnelles et dimZ > dimS. Supposons
qu’il existe un diviseur relativement anti-ample E ⊂ Z, un fibré en droites
F sur S et un entier positif r ≥ 1 tel que :
ωZ = f
∗F ⊗ OZ((r + 1)E).
Alors on a les annulations :
Rif∗OZ(kE) = 0,
pour tout i > 0 et k ≤ r et pour tout i < dimZ − dimS et k ≥ 1. Pour tout
fibré vectoriel A sur S, on en déduit :
Hi(Z, f∗A⊗ OX(kE)) = 0,
pour tout i > 0 si 1 ≤ k ≤ r.
Démonstration. Par hypothèse, on a ωZ = f∗F ⊗OZ((r+1)E), la variété Z
est de Gorenstein à singularités rationnelles et E est relativement anti-ample,
donc par le théorème de Kawamata-Viehweg ([KMM87], théorème 1.2.5), on
a :
Rif∗OZ(kE) = R
if∗(OZ((k − r − 1)E)⊗ ωZ ⊗ (f
∗F )−1) = 0,
pour tout i > 0 et k ≤ r.
On sait aussi que f est plat, donc toutes les fibres de f sont des schémas de
Gorenstein de dimension pure d = dimZ−dimS. On peut alors appliquer la
dualité de Grothendieck pour un morphisme plat à fibres de Cohen-Macaulay
([Kle80], Theorem 21) et on trouve :
Rif∗(OZ(−kE)⊗ ωZ/S) = H omOS (R
d−if∗OZ(kE),OS),
c’est à dire :
Rif∗(OZ(−kE)⊗OZ((r+1)E)⊗f
∗(F⊗ω−1S )) = H omOS (R
d−if∗OZ(kE),OS),
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Or Rd−if∗OZ(kE) = 0 pour tout i < d et pour tout k ≤ r. Ainsi on a :
Rif∗(OZ(−kE)⊗ OZ((r + 1)E)) = 0,
pour tout i < d et k ≤ r, d’où :
Rif∗OZ(kE) = 0,
pour tout i < d et k ≥ 1.
Pour tout fibré vectoriel A sur S, l’annulation :
Hi(z, f∗A⊗ OX(kE)) = 0,
pour tout i > 0 si 1 ≤ k ≤ r est alors une conséquence immédiate de la suite
spectrale de Leray et de la formule de projection.
Le corollaire ci dessous nous sera très utile :
Corollaire 2.2.5. Soit X une variété normale Gorenstein et soit f : X˜ → X
l’éclatement de X le long d’un centre normalement plat Y ⊂ X. Supposons
que le diviseur exceptionnel E de cet éclatement soit de Gorenstein à singu-
larités rationnelles et que ωX˜ = f
∗ωX ⊗ OX˜(rE) pour un entier positif r.
Alors on a :
Rif∗OX˜(kE) = 0
pour tout i > 0 si k ≤ r et
R0f∗OX˜(kE) = OX
pour tout k ≥ 0.
Démonstration. D’après la formule d’ajonction on a :
ωE = f
∗F ⊗ OX˜((r + 1)E),
où F = ωX ⊗ OY . Or E est relativement anti-ample, donc d’après le lemme
2.2.4 on a Rif∗OE(kE) = 0 pour tout i > 0 et k ≤ r. Maintenant on a une
suite exacte :
0→ OX((k − 1)E)→ OX(kE)→ OE(kE)→ 0.
Mais E est relativement anti-ample, donc Rif∗OX((k− 1)E) = 0 pour i > 0
et k ≪ 0. En utilisant la suite exacte longue associée à la suite exacte courte
ci-dessus et le fait que Rif∗OE(kE) = 0 pour tout i > 0 et tout k ≤ r, on
déduit :
Rif∗OX(kE) = 0,
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pour i > 0 et k ≤ r.
La variété X est normale et le morphisme f est birationnel, donc d’après
le Main Theorem de Zariski, on a :
R0f∗OX˜ = OX .
En utilisant la suite exacte ci-dessus et le lemme 2.2.4, on montre par récur-
rence que :
R0f∗OX˜(kE) = OX
pour tout k ≥ 0.
2.2.3 Une récurrence
On va prouver la proposition 2.2.3 par récurrence. Pour ce faire, on va
en fait démontrer un énoncé beaucoup plus précis. Introduisons quelques
notations supplémentaires. Soit
Xn
pin→ Xn−1 → · · · → X1
pi1→ X0 = X,
une résolution magnifique de X. On considère les sous-catégories de Db(Xn) :
Aj,kj = i
(n)
j ∗
q∗jDb(Yj)⊗ OE(n)j
(mj − kj)E(n)j + n∑
t=j+1
mtE
(n)
t
 ,
pour tous 0 ≤ kj ≤ mj − 1 et 1 ≤ j ≤ n.
Soit 1 ≤ k ≤ n et k+1 ≤ p ≤ n. On note j(n)k,p : E
(n)
k,p →֒ E
(n)
k l’immersion
de l’intersection E(n)k,p = E
(n)
p ∩ E
(n)
k qui est aussi la transformée totale de
E
(p)
k,p = Ep∩E
(p)
k par πp+1 . . . πn (voir les points 3 et 4 de la définition 2.1.3).
Ainsi on a un diagramme cartésien :
E
(n)
k,p = E
(n)
p ∩ E
(n)
k
//

Xn
pip+1...pin

E
(p)
k,p = Ep ∩ E
(p)
k
// Xk
Si Yk,p est l’intersection Yp∩E
(p−1)
k alors on appelle qk,p la projection plate
E
(n)
k,p → Yk,p. De nouveau, les points 3 et 4 de la définition 2.1.3 impliquent
50 Dualité projective homologique et résolutions catégoriques
que l’intersection Ep ∩ E
(p)
k est le diviseur exceptionnel de l’éclatement de
E
(p−1)
k le long de Yk,p. On a donc un autre diagramme cartésien :
E
(n)
k,p
j
(n)
k,p
//

qk,p
%%
E
(n)
k
pip+1...pin|
E
(n)
k

E
(p)
k,p

j
(p)
k,p
// E
(p)
k
pip|
E
(p)
k

Yk,p = Yp ∩ E
(p−1)
k
// E
(p−1)
k
Pour k + 1 ≤ p ≤ n, soit mp l’entier positif tel que ωXp = π
∗
pωXp−1 ⊗
OXp(mpEp). D’après la proposition 2.1.10, on a aussi :
(2.1) ω
E
(p)
k
= π∗p|E(p)
k
ω
E
(p−1)
k
⊗ O
E
(p)
k
(mpE
(p)
k,p).
On définit :
B
k
p,kp = j
(n)
k,p ∗
q∗k,pDb(Yk,p)⊗ OE(n)
k,p
(mp − kp)E(n)k,p + n∑
i=p+1
miE
(n)
k,i

⊂ Db(E
(n)
k ),
pour tout 0 ≤ kp ≤ mp − 1. Finalement, on pose :
C
k
k,rk
= q∗kD
b(Yk)⊗ OE(n)
k
(
(mk − rk)E
(n)
k +
n∑
i=k+1
miE
(n)
i
)
⊂ Db(E
(n)
k ),
pour tout 0 ≤ rk ≤ mk − 1.
L’énoncé qui suit est un raffinement de 2.2.3 et c’est lui que nous allons
prouver par récurrence :
Proposition 2.2.6. Avec les hypothèses et notations ci-dessus, on a une
décomposition semi-orthogonale :
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Db(Xn) = 〈A1,0, . . . ,A1,m1−1, . . . ,Aj,kj , . . . ,An,mn−1, DXn〉,
où DXn est l’orthogonale à gauche de la sous-catégorie pleine et admissible
engendrée par les Aj,kj . On a en outre l’inclusion :
(π1 . . . πn)
∗Dperf(X) ⊂ DXn .
Pour tout 1 ≤ k ≤ n, on a également les décompositions semi-orthogonales :
Db(E
(n)
k ) = 〈C
k
k,0, . . . ,C
k
k,mk−1
,Bkk+1,0, . . . ,B
k
p,kp , . . . ,B
k
n,mn−1,DE(n)
k
〉,
où D
E
(n)
k
est l’orthogonale à gauche de la sous-catégorie pleine et admissible
engendrée par les C kk,rk et les B
k
p,kp
. On a en outre l’inclusion :
q∗kD
b(Yk) ⊂ DE(n)
k
.
Démonstration. Supposons que n = 1. Le morphisme π1 : X1 → X est
l’éclatement de X le long de Y1. D’après la définition 2.1.3, le diviseur ex-
ceptionnel E1 et la variété X1 sont lisses, le morphisme π1 : E1 → Y1 est
plat et Y1 est lisse. De plus, la formule d’adjonction donne :
ωE1 = q
∗
1ωX |Y1 ⊗ OE1((m1 + 1)E1).
Ainis, d’après le lemme 2.2.4, les fibrés en droites OE1(kE1) sont tous relati-
vement exceptionnels pour le foncteur q1∗ : D
b(E1)→ D
b(Y1). Or q1 a Tor-
dimension finie (car il est plat), donc les catégories OE1(kE1)⊗ q
∗
1D
b(Y1) =
C 11,m1−k
sont des sous-catégories admissibles et pleines de Db(E1), pour tout
k ∈ Z ([Kuz08b], lemma 2.4). De plus, le lemme 2.2.4 et la formule de pro-
jection nous montrent que l’on a une décomposition semi-orthogonale :
Db(E1) = 〈C
1
1,0, . . .C
1
1,m1−1,DE1〉,
et que l’on a l’inclusion q∗1D
b(Y1) ⊂ DE1 .
On peut à présent appliquer la proposition 1.1.6 à l’immersion i1 : E1 →֒
X1, et on trouve une décomposition semi-orthogonale :
Db(X1) = 〈A1,0, . . . ,A1,m1−1,DX1〉,
avec DX1 = {F ∈ D
b(X), i∗1F ∈ DE1}. Soit G ∈ D
perf(X), on a (π1i1)∗G =
q∗1(G|Y1). Mais G|Y1 ∈ D
b(Y1), d’où on tire q∗1(G|Y1) ∈ DE1 , c’est-à-dire
i∗1(π
∗
1G) ∈ DE1 . Ainsi on a montré que π
∗
1(D
perf(X)) ⊂ DX1 , ce qui conclut
la preuve de la proposition dans le cas n = 1.
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Soit n ≥ 2 et supposons que la proposition soit vraie au rang n−1. On va
montrer que la proposition est vraie au rang n. En effet, soit X une variété
Gorenstein à singularités rationnelles et soit :
Xn
pin→ Xn−1 → · · · → X1
pi1→ X0 = X,
une n-résolution magnifique de X. Soit 1 ≤ k ≤ n, d’après les points 2 et 4 de
la définition 2.1.3, on sait que Ek admet une (n− k)-résolution magnifique :
E
(n)
k
Πn,n−1
→ · · · → E
(k+1)
k
Πk+1,k
→ E
(k)
k = Ek.
C’est la succession d’éclatements le long des centres Yk,k+1, . . . Yk,n. Par hy-
pothèse de récurrence et par l’équation 2.1, on a une décomposition semi-
orthogonale :
Db(E
(n)
k ) = 〈B
k
k+1,0, . . . ,B
k
k+1,mk+1−1
, . . . ,Bkp,kp , . . . ,B
k
n,mn−1, D˜E(n)
k
〉,
avec l’inclusion :
(Πk+1,k . . .Πn,n−1)
∗Dperf(Ek) ⊂ D˜E(n)
k
.
Étape 1 .
On va prouver le fait suivant :
Assertion 1. Pour 0 ≤ rk ≤ mk − 1, les catégories :
C
k
k,rk
= q∗kD
b(Yk)⊗ OE(n)
k
(
(mk − rk)E
(n)
k +
n∑
i=k+1
miE
(n)
i
)
sont des sous-catégories pleines et admissibles de Db(E(n)k ). Elles sont or-
thogonales à droite les unes aux autres et elle sont également orthogonales à
droite aux sous-catégories Bkp,kp pour k + 1 ≤ p ≤ n et 0 ≤ kp ≤ mp − 1.
En outre, la catégorie q∗kD
b(Yk) est orthogonale à gauche aux sous-catégories
C krk,k
et Bkp,kp .
Une simple variation autour de la preuve du cas n = 1 de la proposition
montre que les catégories C kk,rk sont des sous-catégories pleines et admissibles
de Db(E(n)k ) qui sont orthogonales à droite les unes aux autres. Les détails
sont laissés au lecteur consciencieux. Ainsi, pour démontrer l’assertion 1, il
nous reste à prouver (avec un abus de notation évident) :
Hom(Bkp,kp ,C
k
k,rk
) = 0,
Hom(q∗kD
b(Yk),C
k
k,rk
) = 0,
Hom(q∗kD
b(Yk),B
k
p,kp) = 0.
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On commence avec la première équation, c’est-à-dire :
Hom
(
j
(n)
k,p ∗
(q∗k,pD
b(Yk,p)⊗ OE(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )),
q∗kD
b(Yk)⊗ OE(n)
k
((mk − rk)E
(n)
k +
n∑
i=k+1
miE
(n)
i )
)
= 0.
D’après l’équation 2.1 et la formule d’adjonction, on a :
ω
E
(n)
k
= O
E
(n)
k
(
(mk + 1)E
(n)
k +
n∑
i=k+1
miE
(n)
k,i
)
⊗ q∗k,nωXk |Yk+1 .
D’où, par la dualité de Serre (notons que O
E
(n)
k
(E
(n)
i ) = OE(n)
k
(E
(n)
k,i ) car
les intersections sont propres) :
Hom
(
j
(n)
k,p ∗
(q∗k,pD
b(Yk,p)⊗ OE(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )),
q∗kD
b(Yk)⊗ OE(n)
k
((mk − rk)E
(n)
k +
n∑
i=k+1
miE
(n)
i )
)
=Hom
(
q∗kD
b(Yk)⊗ OE(n)
k
((−1− rk)E
(n)
k ),
j
(n)
k,p ∗
(q∗k,pD
b(Yk,p)⊗ OE(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i ))
)∨
.
On a utilisé la formule :
q∗kD
b(Yk)⊗ OE(n)
k
(
(mk − rk)E
(n)
k +
n∑
i=k+1
miE
(n)
i
)
= q∗kD
b(Yk)⊗ OE(n)
k
((−1− rk)E
(n)
k )⊗ ωE(n)
k
dans l’égalité précédente. Par adjonction, on trouve :
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Hom
(
q∗kD
b(Yk)⊗ OE(n)
k
((−1− rk)E
(n)
k ),
j
(n)
k,p ∗
(q∗k,pD
b(Yk,p)⊗ OE(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i ))
)
=Hom
(
(j
(n)
k,p )
∗(q∗kD
b(Yk)⊗ OE(n)
k
((−1− rk)E
(n)
k )),
q∗k,pD
b(Yk,p)⊗ OE(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )
)
.
Mais (j(n)k,p )
∗(q∗kD
b(Yk)) ⊂ q
∗
k,pD
b(Yk,p) et j∗pOE(n)
k
(E
(n)
k ) = q
∗
k,pOYk,p(E
(p−1)
k )
car on a un diagramme cartésien :
E
(n)
k,p
j
(n)
k,p
//
qk,p

E
(n)
k
pip...pin|
E
(n)
k

Yk,p // E
(p−1)
k
Dès lors, pour montrer que :
Hom
(
(j
(n)
k,p )
∗(q∗kD
b(Yk)⊗ OE(n)
k
((−1− rk)E
(n)
k )),
q∗k,pD
b(Yk,p)⊗ OE(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )
)
= 0,
il suffit de prouver que :
(2.2) qk,p∗
O
E
(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )
 = 0.
Le morphisme qk,p : E
(n)
k,p → Yk,p se factorise par θ
n
k,p : E
(n)
k,p → E
(p)
k,p
suivi de la projection Π˜p,p−1 : E
(p)
k,p → Yk,p. Mais l’application θ
n
k,p est la
suite d’éclatements le long des centres normalement plats Yi ∩ E
(i−1)
k,p , dont
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les diviseurs exceptionnels dans E(n)k,p sont les E
(n)
k,i |E(n)
k,p
, pour i = p+ 1 . . . n.
En outre, les points 3 et 4 de la définition 2.1.3 la proposition 2.1.10 nous
assurent que :
ω
E
(n)
k,p
= (θnk,p)
∗ω
E
(p)
k,p
⊗ O
E
(n)
k,p
(
n∑
i=p+1
miE
(n)
k,i ).
On applique alors le corollaire 2.2.5 au morphisme θnk,p : E
(n)
k,p → E
(p)
k,p et on
obtient :
θnk,p∗
O
E
(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )
 = O
E
(p)
k,p
((mp − kp)E
(p)
k,p),
de telle sorte que :
qk,p∗
O
E
(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )
 = Π˜p,p−1∗OE(p)
k,p
((mp−kp)E
(p)
k,p).
Ainsi, grâce à l’équation 2.1 et à la formule d’adjonction, on trouve :
ω
E
(p)
k,p
= Π˜p,p−1
∗
ω
E
(p−1)
k
|Yk,p ⊗ OE(p)
k,p
((mp + 1)E
(p)
k,p).
Or, d’après le lemme 2.2.4, on a l’annulation :
Π˜p,p−1∗OE(p)
k,p
((mp − kp)E
(p)
k,p) = 0,
pour tout 0 ≤ kp ≤ mp−1, ce qui est précisément ce que l’on voulait établir.
Pour conclure l’étape 1, on doit démontrer les inclusions :
q∗kD
b(Yk) ⊂
⊥
Ck,rk et q
∗
kD
b(Yk) ⊂
⊥
B
k
p,kp
pour tout k + 1 ≤ p ≤ n. On a :
Hom
q∗kDb(Yk), (j(n)k,p )∗
q∗k,pDb(Yk,p)⊗ OE(n)
k,p
((mp − kp)E
(n)
k,p +
n∑
i=p+1
miE
(n)
k,i )

= Hom
(j(n)k,p )∗q∗kDb(Yk), q∗k,pDb(Yk,p)⊗ OE(n)
k,p
(mp − kp)E(n)k,p + n∑
i=p+1
miE
(n)
k,i
 ,
⊂ Hom
q∗k,pDb(Yk,p), q∗k,pDb(Yk,p)⊗ OE(n)
k,p
(mp − kp)E(n)k,p + n∑
i=p+1
miE
(n)
k,i
 ,
puisque (j(n)k,p )
∗q∗kD
b(Yk) ⊂ q
∗
k,pD
b(Yk,p).
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Mais on a déjà montré dans la formule 2.2 que :
qk,p∗OE(n)
k,p
(mp − kp)E(n)k,p + n∑
i=p+1
miE
(n)
k,i
 = 0,
d’où :
Hom
q∗k,pDb(Yk,p), q∗k,pDb(Yk,p)⊗ OE(n)
k,p
(mp − kp)E(n)k,p + n∑
i=p+1
miE
(n)
k,i

= 0.
Ceci montre que q∗kD
b(Yk) ⊂
⊥
Bkp,kp
, pour tout k + 1 ≤ p ≤ n. L’inclu-
sion q∗kD
b(Yk) ⊂
⊥
Ck,rk est prouvée de la même façon. L’étape 1 est donc
complète, c’est-à-dire que l’on a une décomposition semi-orthogonale :
Db(E
(n)
k ) = 〈C
k
k,0, . . . ,C
k
k,mk−1
,Bkk+1,0, . . . ,B
k
p,kp , . . . ,B
k
n,mn−1,DE(n)
k
〉,
avec l’inclusion :
q∗kD
b(Yk) ⊂ DE(n)
k
.
Étape 2
On veut utiliser les décompositions semi-orthogonales des Db(E(n)k ) en
vue d’obtenir une décomposition semi-orthogonale :
Db(Xn) = 〈A1,0, . . . ,A1,m1−1, . . . ,Aj,kj , . . . ,An,mn−1, DXn〉,
avec l’inclusion :
(π1 . . . πn)
∗Dperf(X) ⊂ DXn ,
où DXn est l’orthogonale à gauche de la sous-catégorie pleine et admissible
engendrée par les Aj,kj .
Soit j ∈ [1, . . . , n]. On rappelle que Aj,kj = (i
(n)
j )∗C
j
j,kj
. On applique le
lemme 1.1.6 aux décompositions semi-orthogonales de Db(E(n)j ) pour 0 ≤
kj ≤ mj − 1, et on trouve que les Aj,kj sont des sous-catégories admissibles
et pleines de Db(Xn) qui sont orthogonales à gauche les unes aux autres.
Ainis, il nous reste à démontrer que pour 1 ≤ j < p ≤ n, pour 0 ≤ kj ≤
mj − 1 et pour 0 ≤ kp ≤ mp − 1, on a :
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Hom
(
i(n)p ∗(q
∗
pD
b(Yp)⊗ OE(n)p
((mp − kp)E
(n)
p +
n∑
t=p+1
mtE
(n)
t )),
i
(n)
j ∗
(q∗jD
b(Yj)⊗ OE(n)j
((mj − kj)E
(n)
j +
n∑
t=j+1
mtE
(n)
t ))
)
= 0,
c’est-à-dire :
Hom
(
i
(n)
j
∗
i(n)p ∗(q
∗
pD
b(Yp)⊗ OE(n)p
((mp − kp)E
(n)
p +
n∑
t=p+1
mtE
(n)
t )),
q∗jD
b(Yj)⊗ OE(n)j
((mj − kj)E
(n)
j +
n∑
t=j+1
mtE
(n)
t )
)
= 0.
Cela donne avec nos notations :
Hom
i(n)j ∗i(n)p ∗
q∗pDb(Yp)⊗ OE(n)p ((mp − kp)E(n)p + n∑
t=p+1
mtE
(n)
t )
 ,C jj,kj
 = 0.
Mais on a un diagramme cartésien :
E
(n)
j,p
j
(n)
j,p
//
j
(n)
p,j

E
(n)
j
i
(n)
j

E
(n)
p
i
(n)
p
// Xn
L’intersection E(n)j ∩ E
(n)
p = E
(n)
j,p est propre et toutes les variétés de ce
diagramme sont lisses donc ce carré est Tor-neutre ([Kuz06b], corollaire 2.27),
d’où :
i
(n)
j
∗
i(n)p ∗(F ) = j
(n)
j,p ∗
j
(n)
p,j
∗
(F ),
pour tout F ∈ Db(E(n)p ). On en tire les égalités :
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i
(n)
j
∗
i(n)p ∗
q∗pDb(Yp)⊗ OE(n)p ((mp − kp)E(n)p + n∑
t=p+1
mtE
(n)
t )

= j
(n)
j,p ∗
j
(n)
p,j
∗
q∗pDb(Yp)⊗ OE(n)p ((mp − kp)E(n)p + n∑
t=p+1
mtE
(n)
t )

= j
(n)
j,p ∗
q∗j,pDb(Yj,p)⊗ OE(n)j,p ((mp − kp)E(n)j,p +
n∑
t=p+1
mtE
(n)
j,t )

= Bjp,kp .
Les décompositions semi-orthogonales que l’on a trouvées pour les Db(E(n)j )
dans l’Étape 1 de cette preuve montrent que pour 1 ≤ j < p ≤ n, pour
0 ≤ kj ≤ mj − 1 et pour 0 ≤ kp ≤ mp − 1 on a :
Hom(Bjp,kp ,C
j
j,kj
) = 0,
ce qui est précisément l’annulation que l’on voulait démontrer. Dès lors, on
a bien une décomposition semi-orthogonale :
Db(Xn) = 〈A1,0, . . . ,A1,m1−1, . . . ,Aj,kj , . . . ,An,mn−1, DXn〉.
L’inclusion :
(π1 . . . πn)
∗Dperf(X) ⊂ DXn
est aisément démontrée si l’on remarque que pour 1 ≤ j ≤ n, on a :
i
(n)
j
∗ (
(π1 . . . πn)
∗Dperf(X)
)
⊂ q∗jD
b(Yk),
et que pour 0 ≤ kj ≤ mj − 1 :
Hom
q∗jDb(Yj), q∗jDb(Yj)⊗ OE(n)j
(mj − kj)E(n)j + n∑
t=j+1
mtE
(n)
t
 = 0,
car q∗jD
b(Yj) ⊂ DE(n)j
. Ceci conclut la preuve de l’Étape 2 et donc aussi la
preuve de la proposition 2.2.6.
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2.2.4 Quelques questions
Dans cette section, on présente deux questions qui se sont posées au
cours de ce chapitre. On a vu dans l’exemple 2.1.7 que la variété tangente
à G(3, 6) ⊂ P19 n’admet pas de résolution magnifique des singularités. On
ne peut donc pas appliquer le théorème 2.2.1 pour trouver une résolution
catégorique crépante de cette développable.
Question 2.2.7. La variété tangente à G(3, 6) ⊂ P19 admet-elle une réso-
lution catégorique crépante ?
Dans le chapitre 1 de cette thèse, on a vu que les résolutions catégo-
riques fortement crépantes admettent des bonnes propriétés de minimalité.
Or notre résultat principal nous permet seulement de démontrer que les va-
riétés déterminantielles Gorenstein admettent des résolutions catégoriques
crépantes. On peut dès lors se demander :
Question 2.2.8. Quelles sont les variétés déterminantielles qui admettent
des résolutions catégoriques fortement crépantes ?
On notera que les variétés déterminantielles carrées admettent des pe-
tites résolutions ([ACGH85], section 2.2), qui sont donc des résolutions ca-
tégoriques fortement crépantes. La question ci-dessus n’est donc pertinente
que pour les variétés déterminantielles symétriques et pfaffiennes. Kuznetsov
montre que les variétés pfaffiennes de rang ≤ 4 dans un espace V de di-
mension impaire admettent des résolutions catégoriques fortement crépantes
([Kuz08b], section 8).
Ces deux questions me semblent intéressantes et sont intimement liées à
la construction de duales homologiques projectives pour les grassmanniennes
G(2, n) ([Kuz06a]) et G(3, 6) 3 ([Del11]). On s’intéressera plus particulière-
ment à la question 2.2.7. Dans le dernier chapitre de cette thèse, on dé-
montrera que toutes les développables des variétés qui apparaissent dans la
troisième ligne du carré magique de Freudenthal admettent une résolution
catégorique crépante. En particulier, le résultat suivant donne une réponse
à la question 2.2.7 :
Théorème 2.2.9. La variété tangente à G(3, 6) ⊂ P19 admet une résolution
catégorique crépante.
3. Une duale homologique de G(3, 6) devrait être une resolution categorique crépante
d’un recouvrement double de P19 ramifié le long de la variété tangente de G(3, 6). Les
singularités dudit recouvrement sont sans aucun doute très proches des singularités de
cette variété tangente.
Chapitre 3
Categorical crepant resolutions
and the Tits-Freudenthal magic
square
3.1 Main result
The main result of this chapter is the following :
Theorem II. The tangent developables of the following embedded varieties
admit categorical crepant resolutions of singularities :
– The symplectic Grassmannian Gω(3, 6) ⊂ P13,
– The Grassmannian G(3, 6) ⊂ P19,
– The spinor variety S12 ⊂ P31,
– The octonionic Grassmannian : Gω(O3,O6) ⊂ P55.
These four varieties have a uniform description in terms of complex com-
position algebras (this will be discussed in section 2). They are the "sym-
plectic Grassmannians" of A3 ⊂ A6 for A the complexification of R,C,H or
O and they appear as the varieties in the third row of the Tits-Freudenthal
magic square (see [LM01]).
In chapter 2 of this thesis, we define the notion of wonderful resolution of
singularities (see Definition 2.1.3) and we prove the following (see Theorem
2.2.1) :
Theorem 3.1.1. Let X be a Gorenstein variety with rational singularities.
Assume that X admits a wonderful resolution of singularities, then X admits
a categorical crepant resolution of singularities.
As a corollary of this result, we obtain (see Corollary 2.2.2) :
Corollary 3.1.2. All Gorenstein determinantal varieties (square, symmetric
or skew-symmetric) admit categorical crepant resolutions of singularities.
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In Example 2.1.7, we observed that the tangent developable of G(3, 6)
does not admit a wonderful resolution of singularities. So the construction
of a categorical crepant resolution of singularities for the tangent variety
of G(3, 6) was still an open question. We solve this problem in the present
chapter. Note that the construction of such a categorical resolution of sin-
gularities could also be useful for the (still conjectural) determination of a
homological projective dual to G(3, 6) (see [Del11]).
3.2 Resolution of singularities and the Tits-Freudenthal
magic square
3.2.1 Basic description of the magic square
One incarnation of the Tits-Freudenthal magic square is a table of 16
varieties which are linked to each other by very interesting geometric and
representation-theoretic properties (see [LM01] for a detailed study of the
magic square) :
v2(Q1) P(TP2) Gω(2, 6) OP
2
0
v2(P2) P2 × P2 G(2, 6) OP
2
Gω(3, 6) G(3, 6) S12 E7/P7
Fad4 E
ad
6 E
ad
7 E
ad
8
The second row of this table enumerates the Severi varieties. Recall that
a Severi variety is a smooth variety X ⊂ PN such that 32 dimX+2 = N and
the secant variety of X does not fill PN (see [Zak93] for the classification of
the Severi varieties). The varieties in the first row are hyperplane sections
of the Severi varieties. The ones in the last row are the closed orbits of the
adjoint representations of the exceptional groups F4,E6,E7 and E8, while the
third row gives the varieties of lines through a point of the corresponding
adjoint varieties.
One can also describe these varieties in terms of complex composition
algebras. Let A denotes the complexification of one of the four real division
algebra (R,C,H andO). LetWA be the space of 3×3 Hermitian matrices over
A. The varieties of the second row can be seen as the varieties of matrices of
rank 1 in P(WA), thus they are Veronese embeddings of the projective planes
over A (we will denote them by AP2). The varieties in the first row are the
traceless matrices of rank 1 in P(WA) : they are hyperplane sections of the
previous ones. The varieties in the third row can be described as Gω(A3,A6),
the isotropic Grassmannians of A3 in A6. The varieties in the last row are
the so-called F-symplecta, which we denote by E(A)ad. We refer to [LM01]
for more details on the description of the magic square in terms of complex
composition algebras. In the following, we let mA = dimCA and Sp6(A)
denotes the groups : Sp6, SL6, Spin12 and E7. We summarize our notations :
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A R⊗R C C⊗R C H⊗R C O⊗R C
AP20 v2(Q1) P(TP2) Gω(2, 6) OP
2
0
AP2 v2(P2) P2 × P2 G(2, 6) OP
2
Gω(A3,A6) Gω(3, 6) G(3, 6) S12 E7/P7
E(A)ad Fad4 E
ad
6 E
ad
7 E
ad
8
We are especially interested in the varieties in the third row. Let us give
another description of these varieties which is more concrete and which will
be useful for further computations. The space WA is naturally endowed with
a cubic form : the determinant. We will denote it by C. Thus, C is a linear
form S3WA → C and can also be considered as a linear map S2WA → W ∗A.
We denote by VA the space C ⊕ WA ⊕ W ∗A ⊕ C
∗, which coordinates are
(α,A,B, β). Denote by φ the rational map :
φ : P(C⊕WA) //_________ P(VA)
[α : A] // [16α
3 : α2A : αC(A⊗2) : 13C(A
⊗3)]
and denote by Q the quartic defined on VA by :
Q(α,A,B, β) = (3αβ −
1
2
〈A,B〉)2 +
1
3
(
βC(A⊗3) + αC∗(B⊗3)
)
−
1
6
〈C∗(B⊗2), C(A⊗2)〉,
where 〈, 〉 is the natural pairing between WA and W ∗A and C
∗ denotes the
determinant on W ∗A. The equation of the secant variety to AP
2 ⊂ P(WA) is
{C(A⊗3) = 0}. The following result is proved in [LM01] :
Theorem 3.2.1. The variety Gω(A3,A6) ⊂ P(VA) is the image of the ra-
tional map φ. The quartic Q is an Sp6(A)-invariant form on VA and the
hypersurface Q = 0 is the tangent variety of Gω(A3,A6) in P(VA).
3.2.2 Desingularization of the tangent variety of Gω(A3,A6)
The orbit stratification of the action of Sp6(A) on P(VA) is given as follows
(in the upper parentheses, we let the dimension of the corresponding orbit) :
Gω(A
3,A6)(3mA+3) ⊂ σ+(Gω(A
3,A6))(5mA+4) ⊂ τ(Gω(A
3,A6))(6mA+6) ⊂ P(VA),
where σ+(Gω(A3,A6)) is the variety of stationary bisecants to Gω(A3,A6)
and τ(Gω(A3,A6)) is the tangent variety to Gω(A3,A6). The singular locus of
τ(Gω(A3,A6)) is σ+(Gω(A3,A6)) and the singular locus of σ+(Gω(A3,A6))
is Gω(A3,A6). We refer to [LM01] for more details. One should however note
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that there is a slight mistake in prop 5.10 of [LM01]. Indeed, Gω(A3,A6)
is not the triple locus of τ(Gω(A3,A6)). One can check by a simple Tay-
lor expansion of the equation of τ(Gω(A3,A6)) that the tangent cone to
τ(Gω(A3,A6)) at any point of Gω(A3,A6) (for instance [1 : 0 : 0 : 0]) is
a double hyperplane (this will be done explicitly in the proof of Theorem
3.2.5). Landsberg and Manivel also provide explicit desingularizations of the
varieties τ(Gω(A3,A6)) and σ+(Gω(A3,A6)). The following propositions are
proved in Section 7 of [LM01] :
Proposition 3.2.2. There is a natural diagram :
F = Q˜dimA+2
q
//
 _

Gω(A3,A6) _

P(S )
p
//
θ

σ+(Gω(A3,A6))
Sp6
ad(A)
where the map p : P(S )→ σ+(Gω(A3,A6)) is a resolution of singularities.
Here Sp6ad(A) is the closed orbit of the adjoint representation of Sp6(A).
The bundle S is a homogeneous vector bundle on Sp6ad(A). The map θ
makes the exceptional divisor F of p a fibration into smooth quadrics of
dimension dimA + 2 over Sp6ad(A), while the map q makes it a fibration
into AP2 over Gω(A3,A6). Note that the variety P(S ) is the blow-up of
σ+(Gω(A3,A6)) along Gω(A3,A6).
The orbit closure τ(Gω(A3,A6)) can also be desingularized in a similar
way :
Proposition 3.2.3. Let T˜Gω(A3,A6) be the projective bundle of embedded
tangent spaces to Gω(A3,A6) ⊂ P(VA). There is a natural diagram :
E = σ˜(AP2)
µ
//
 _

σ+(Gω(A3,A6)) _

T˜Gω(A3,A6)
pi //
ρ

τ(Gω(A3,A6))
Gω(A3,A6)
where π : T˜Gω(A3,A6)→ τ(Gω(A3,A6)) is a resolution of singularities.
The map ρ : T˜Gω(A3,A6) → Gω(A3,A6) is the projective bundle whose
fiber over x ∈ Gω(A3,A6) is the embedded projective tangent space to
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Gω(A3,A6) at x. This map makes the exceptional divisor E a fibration over
Gω(A3,A6) whose fibers are secant varieties of AP2 ⊂ P(WA). We denote it
by E = σ˜(AP2).
The map µ : E → σ+(Gω(A3,A6)) is not flat. Its fiber over p ∈ Gω(A3,A6)
is a cone over AP2, while its fiber over p ∈ σ+(Gω(A3,A6))\Gω(A3,A6)
is a smooth quadric of dimension dimA + 1. The map T˜Gω(A3,A6) →
τ(Gω(A3,A6)) is the blow-up of τ(Gω(A3,A6)) along σ+(Gω(A3,A6)).
The restriction of ρ to the singular locus of the exceptional divisor E
makes it a fibration in AP2 over Gω(A3,A6). We denote it by Esing =
A˜P2 ⊂ σ˜(AP2). The divisor E can be desingularized by blowing up its sin-
gular locus and the desingularization is also the projectivization of a ho-
mogeneous bundle. One also notices that T˜Gω(A3,A6) is the blow-up of
τ(Gω(A3,A6)) along σ+(Gω(A3,A6)). Since µ is smooth outside Gω(A3,A6),
we have Esing ⊂ µ−1(Gω(A3,A6)). But a simple count of dimension shows
that this inclusion is an equality. We refer to [LM01], section 7 for more
details on this desingularization.
Remark 3.2.4. Though this resolution of singularities of τ(Gω(A3,A6)) is
quite simple and very explicit, it will not be useful in order to find a catego-
rical crepant resolution of singularities of τ(Gω(A3,A6)). Indeed, one of the
key points in order to construct such a categorical resolution would be to
find a semi-orthogonal decomposition :
Db(E) =〈µ∗Db(σ+(Gω(A
3,A6)))⊗ OE(rAE), . . . , µ
∗Db(σ+(Gω(A
3,A6)))
⊗ OE(E),D〉,
where E is the exceptional divisor of the resolution :
π : T˜Gω(A
3,A6)→ τ(Gω(A
3,A6)),
rA is the unique integer (well-defined since E is integral) such that :
KT˜Gω(A3,A6) = π
∗Kτ(Gω(A3,A6)) ⊗ OT˜Gω(A3,A6)(rAE)
and D is the left orthognal to the subcategory generated by the :
µ∗Db(σ+(Gω(A
3,A6)))⊗ OE(kE),
for 1 ≤ k ≤ rA. Unfortunately the map :
µ : E → σ+(Gω(A
3,A6))
is not flat and σ+(Gω(A3,A6)) is singular, thus µ∗Db(σ+(Gω(A3,A6))) lies
a priori in D−(E) and not in Db(E) (we prove in the Appendix that µ has
infinite Tor-dimension, so that µ∗Db(σ+(Gω(A3,A6))) really lies in D−(E)
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and not in Db(E)). Though µ∗D−(σ+(Gω(A3,A6))) is an admissible subca-
tegory of D−(E), it is very unlikely (at least I am not able to prove it) that
it is the negative completion of an admissible subcategory of Db(E).
At this point, one could argue that the definition of a categorical crepant
resolution should be somehow modified and everything should be conside-
red over D−(τ(Gω(A3,A6))). Thus, a categorical resolution of τ(Gω(A3,A6))
would be a triangulated category T , with a natural functor :
πT ∗ : T → D
−(τ(Gω(A
3,A6))),
such that T is an admissible subcategory of D−(Y ), for some "geometric"
resolution of singularities π : Y → τ(Gω(A3,A6)). We should again have :
π∗Dperf(τ(Gω(A
3,A6))) ⊂ T
and crepancy would be described as before :
π∗T (F ) = π
!
T (F ),
for all F ∈ Dperf(τ(Gω(A3,A6))), where π∗T and π
!
T
are the left and right
adjoint of πT ∗. However, this definition is not meaningful if one does not
require that T comes from an admissible subcategory of Db(Y ). Otherwise,
the theorem of Grauert-Riemenschneider would show that for any resolution
of singularities π : Y → τ(Gω(A3,A6)), the category π∗D−(τ(Gω(A3,A6)))
is always a categorical crepant resolution of τ(Gω(A3,A6)). This is some-
thing we want to avoid, since we cannot consider π∗D−(τ(Gω(A3,A6))) as a
“smooth“ triangulated category.
Hence, we see that we have to find another resolution of singularities of
τ(Gω(A3,A6)), which would allow us to work over Db(τ(Gω(A3,A6))).
Theorem 3.2.5. Let π1 : X1 → τ(Gω(A3,A6)) be the blow-up of τ(Gω(A3,A6))
along Gω(A3,A6) and let π2 : X2 → X1 be the blow-up of X1 along the strict
transform of σ+(Gω(A3,A6)) through π1. The variety X2 is a resolution of
singularities of τ(Gω(A3,A6)).
Note that the strict transform of σ+(Gω(A3,A6)) through π1 (which
we denote by π∗1σ+(Gω(A
3,A6))) is the blow-up of σ+(Gω(A3,A6)) along
Gω(A3,A6) and it is smooth by proposition 3.2.2. As a consequence, the
sequence of blow-ups π1 : X1 → τ(Gω(A3,A6)) and π2 : X2 → X1 only
consists of blow-ups along smooth centers (which we will later prove to be
normally flat). In such a case, the projection of any exceptional divisor to
the corresponding center of blow-up has finite Tor-dimension, which will be
very convenient for us.
Unfortunately, we are not able to describe this resolution as the total
space of a projective bundle over a flag variety. In fact, I believe that there is
no projective bundle over a flag variety whose total space coincide with X2.
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Thus, we have to check locally that this sequence of blow-ups really produces
a resolution of singularities. We recall the equation of the tangent variety of
Gω(A3,A6) ⊂ P(VA) :
Q(α,A,B, β) = (3αβ −
1
2
〈A,B〉)2 +
1
3
(
βC(A⊗3) + αC∗(B⊗3)
)
−
1
6
〈C∗(B⊗2), C(A⊗2)〉,
where (α,A,B, β) is a system of coordinates for VA = C⊕WA⊕W ∗A⊕C. In the
following we denote by E1 the exceptional divisor of π1, E2 the exceptional
divisor for π2 and E
(2)
1 the strict transform of E1 through π2. Before diving
into the proof of theorem 3.2.5, we introduce some more notations in the
diagrams below :
E2
+  &&
p˜i2

E
(2)
1
  //

X2
pi2

pi
xx
Y2 = π
∗
1σ+(Gω(A
3,A6))

+ 
&&
E1
  //

X1
pi1

σ+(Gω(A3,A6)) t 88Y1 = Gω(A
3,A6) 

//? _oo τ(Gω(A3,A6))
E2
pi2

E1,2 := E
(2)
1 ∩ E2
? _oo 

//
p˜i1,2

E
(2)
1

p˜i
xx
π∗1σ+(Gω(A
3,A6)) π∗1σ+(Gω(A
3,A6)) ∩ E1?
_oo 

// E1
p˜i1

Gω(A3,A6)
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Proof. The proof of this result will be divided into several steps.
Step 1 : Tangent cones to τ(Gω(A3,A6)) along its
different orbits.
We are going to compute the tangent cones to τ(Gω(A3,A6)) at points of
its different strata. By Sp6(A)-equivariance, the hypersurface τ(Gω(A3,A6))
is normally flat along the orbit σ+(Gω(A3,A6))\Gω(A3,A6). So, proposi-
tion 3.2.3 shows that the tangent cone to τ(Gω(A3,A6)) at any point x ∈
σ+(Gω(A3,A6))\Gω(A3,A6) is a cone over a smooth quadric of dimension
mA + 1 with vertex Tσ+(Gω(A3,A6)),x (where Tσ+(Gω(A3,A6)),x is the embedded
tangent space to σ+(Gω(A3,A6)) at x).
We also compute the tangent cone to τ(Gω(A3,A6)) at x ∈ Gω(A3,A6).
Since τ(Gω(A3,A6)) is invariant under the action of Sp6(A) and Gω(A3,A6)
is a closed orbit in τ(Gω(A3,A6)), we only need to compute the tangent
cone at any given point in Gω(A3,A6), say x0 = (1, 0, 0, 0). The first partial
derivatives of Q all vanish at x0 (because we know that σ+(Gω(A3,A6)) is
the singular locus of τ(Gω(A3,A6)). Furthermore, the polynomials C(A⊗3)
and C∗(B⊗3) are homogeneous cubic polynomials in the variables A and B,
thus we have (with a slight abuse of notations) :
∂2C(A⊗3)
∂A2
(1, 0, 0, 0) =
∂2C∗(B⊗3)
∂B2
(1, 0, 0, 0) = 0.
The polynomial C(A⊗2) and C∗(B⊗2) are homogeneous of degree 2, thus we
have :
∂2〈C∗(B⊗2), C(A⊗2)〉
∂A2
(1, 0, 0, 0) =
∂2〈C∗(B⊗2), C(A⊗2)〉
∂B2
(1, 0, 0, 0) = 0.
The same type of arguments show that the only second partial derivative of
Q which does not vanish at (1, 0, 0, 0) is ∂
2Q
∂β2
(1, 0, 0, 0) = 18. Thus the tan-
gent cone to τ(Gω(A3,A6)) at x0 is given by the equation 18β2 = 0, this is a
double hyperplane. This means that E1, the exceptional divisor of π1 : X1 →
τ(Gω(A3,A6)), is a fibration into doubled P3mA+2 over Gω(A3,A6). Suppose
that |E1|red is a Cartier divisor on X1. Then X1 is smooth along |E1|red be-
cause |E1|red is smooth. But τ(Gω(A3,A6)) is singular along σ+(Gω(A3,A6)),
so that X1 is singular along π
−1
1 (σ+(Gω(A
3,A6))\Gω(A3,A6)) (because π1 is
an isomorphism outside Gω(A3,A6)). By semi-continuity of the multiplicity,
X1 is singular along the Zariski closure :
π−11 (σ+(Gω(A
3,A6))\Gω(A3,A6)) = π
∗
1(σ+(Gω(A
3,A6)).
But E1∩π∗1(σ+(Gω(A
3,A6))) is not empty since it is the exceptional divisor
of the blow-up of σ+(Gω(A3,A6)) along Gω(A3,A6). This is a contradiction
and shows that |E1|red is not Cartier on X1.
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The fact that |E1|red is not Cartier on X1 is a source of troubles. Indeed,
we cannot discuss the smothness of X1 along E1\E1∩π∗1σ+(Gω(A
3,A6)). So
we have to introduce an intermediate device which enables us to prove the
smoothness of X2.
Note that we proved that all tangent cones to τ(Gω(A3,A6)) are at most
quadratic, so that there is no point of multiplicity strictly bigger than two
in τ(Gω(A3,A6)).
Step 2 : Resolution and polar divisors.
Step 2.1 : Strategy of the proof.
Let p = (p0, P1, P2, p3) ∈ P(VA) be a general point and let P (Q, p) be
the polar to τ(Gω(A3,A6)) with respect to p, that is :
P (Q, p) = τ(Gω(A
3,A6)) ∩ {Hp = 0},
where Hp = p0 ∂Q∂α+P1
∂Q
∂A+P2
∂Q
∂B+p3
∂Q
∂β = 0. It is clear that σ+(Gω(A
3,A6)) =
τ(Gω(A3,A6))sing ⊂ P (Q, p). Before going any further, we summarize the
situation in the following diagram :
P (2)(Q, p)
q2

E′1
(2) = E
(2)
1 ∩ P
(2)(Q, p)?
_oo 

//

E
(2)
1 ⊂ X2
pi2

pi
xx
P (1)(Q, p)
q1

E′1 = E1 ∩ P
(1)(Q, p)?
_oo 

// E1 ⊂ X1
pi1

P (Q, p) 

// τ(Gω(A3,A6))
Our goal is to show that the strict transform of P (Q, p) through π =
π1 ◦ π2 (which we denote by P (2)(Q, p)) is smooth. Indeed, if we do so,
we get that X2 is smooth along P (2)(Q, p) (because P (2)(Q, p) is a Cartier
divisor on X2). Moreover, if we can prove that X2 is smooth along E2 and
along
E
(2)
1 \
(
(P (2)(Q, p) ∪ E2) ∩ E
(2)
1
)
= E
(2)
1 \
(
E′1
(2)
∪ E1,2
)
,
then we have won. Indeed, we already know that τ(Gω(A3,A6)) is smooth
outside P (Q, p) so that X2 is also smooth outside
P (2)(Q, p) ∪ E2 ∪
(
E
(2)
1 \
(
E′1
(2)
∪ E1,2
))
Roland Abuaf 69
because π is an isomorphism outside this locus and we have :
π
(
P (2)(Q, p) ∪ E2 ∪ E
(2)
1
)
⊂ P (Q, p).
Step 2.1 : Smoothness along P (Q, p)(2).
Step 2.2.a : Tangent cones to the polar divisors.
First, we show that {Hp = 0} is a smooth cubic hypersurface. Indeed,
let y ∈ {Hp = 0} such that :
∂Hp
∂α
(y) =
∂Hp
∂A
(y) =
∂Hp
∂B
(y) =
∂Hp
∂β
(y) = 0.
Since p is a general point, the above equalities imply that all second partial
derivatives of Q vanish at y. But Q is a homogeneous polynomial, so that Q
and all its first partial derivatives also vanish at y. As a consequence, y is a
point of multiplicity 3 in τ(Gω(A3,A6)), which is impossible by hypothesis.
Let us also prove that the tangent cone to P (Q, p) at any point x ∈
σ+(Gω(A3,A6))\Gω(A3,A6) is a cone over a smooth quadric of dimension
mA with vertex Tσ+(Gω(A3,A6)),x.
Let x ∈ σ+(Gω(A3,A6))\Gω(A3,A6), the tangent space to {Hp = 0} at
x is given by the equation :
t(α,A,B, β)

∂2Q
∂α2
(x) ∂
2Q
∂α∂A(x)
∂2Q
∂α∂B (x)
∂2Q
∂α∂β (x)
∂2Q
∂A∂α(x)
∂2Q
∂A2
(x) ∂
2Q
∂A∂B (x)
∂2Q
∂A∂β (x)
∂2Q
∂B∂α(x)
∂2Q
∂B∂A(x)
∂2Q
∂B2
(x) ∂
2Q
∂B∂β (x)
∂2Q
∂β∂α(x)
∂2Q
∂β∂A(x)
∂2Q
∂β∂B (x)
∂2Q
∂β2
(x)
 (p0, P1, P2, p3) = 0
and the tangent cone to τ(Gω(A3,A6)) at x is given by :
t(α,A,B, β)

∂2Q
∂α2
(x) ∂
2Q
∂α∂A(x)
∂2Q
∂α∂B (x)
∂2Q
∂α∂β (x)
∂2Q
∂A∂α(x)
∂2Q
∂A2
(x) ∂
2Q
∂A∂B (x)
∂2Q
∂A∂β (x)
∂2Q
∂B∂α(x)
∂2Q
∂B∂A(x)
∂2Q
∂B2
(x) ∂
2Q
∂B∂β (x)
∂2Q
∂β∂α(x)
∂2Q
∂β∂A(x)
∂2Q
∂β∂B (x)
∂2Q
∂β2
(x)
 (α,A,B, β) = 0.
But we already showed that the tangent cone to τ(Gω(A3,A6)) at any
x ∈ σ+(Gω(A3,A6))\Gω(A3,A6) is a cone with vertex Tσ+(Gω(A3,A6)),x over
a smooth quadric of dimension mA + 1. From this we deduce two facts :
– the projective dual of this tangent cone is a smooth quadric in T⊥σ+(Gω(A3,A6)),x,
– the image of the Hessian matrix of Q (seen as a map P(VA)→ P(VA)∗)
is the whole T⊥σ+(Gω(A3,A6)),x.
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As a consequence, since p is general in P(VA), the point :
∂2Q
∂α2
(x) ∂
2Q
∂α∂A(x)
∂2Q
∂α∂B (x)
∂2Q
∂α∂β (x)
∂2Q
∂A∂α(x)
∂2Q
∂A2
(x) ∂
2Q
∂A∂B (x)
∂2Q
∂A∂β (x)
∂2Q
∂B∂α(x)
∂2Q
∂B∂A(x)
∂2Q
∂B2
(x) ∂
2Q
∂B∂β (x)
∂2Q
∂β∂α(x)
∂2Q
∂β∂A(x)
∂2Q
∂β∂B (x)
∂2Q
∂β2
(x)
 (p0, P1, P2, p3)
does not lie in the projective dual to the tangent cone to τ(Gω(A3,A6)) at
x. This amounts to say that the intersection of T{Hp=0},x with the tangent
cone to τ(Gω(A3,A6)) at x is transverse. Hence, the tangent cone to P (Q, p)
at x is a cone over a smooth quadric of dimension mA with vertex T{Hp=0},x.
Now, we are interested in the tangent cone to P (Q, p) at x ∈ Gω(A3,A6).
We will compute it at x0 = (1, 0, 0, 0) for simplicity. The Taylor expansion
of Q at x0 is :
Q(α,A,B, β) = 9β2 +
1
3
.C∗(B⊗3)− 3β〈A,B〉+ terms of order 4,
and the expansion of Hp at x0 is :
Hp(α,A,B, β) = 18p3β + terms of order 2.
The tangent cone to P (Q, p) is defined by the ideal generated by all the
leading forms of the equations in the ideal generated by Q and Hp. Let
f = 2p3Q− (β +
〈A,B〉
3p3
)Hp. Then one checks that the Taylor expansion of f
at x0 is :
f(α,A,B, β) =
2p3
3
.C∗(B⊗
3
) + β.( terms of order 2 ) + terms of order 4.
As a consequence, the tangent cone to P (Q, p) at x0 (which we denote by
CP (Q,p),x0) is given by the equation {β = 0} and {C
∗(B⊗3) = 0}. This is
the cone over the secant variety to AP2 ⊂ P(VA) = |π˜1−1(x0)|red with vertex
TGω(A3,A6),x0 . Notice that this tangent cone does not depend on the general
point p choosen to define the polar P (Q, p). Hence, by Sp6(A)-equivariance,
this is true for all x ∈ Gω(A3,A6). Thus, for all x ∈ Gω(A3,A6), the tangent
cone CP (Q,p),x is the cone over the secant variety AP
2 ⊂ P(VA) = |π˜
−1
1 (x)|red
with vertex TGω(A3,A6),x.
Step 2.2.b : Explicit resolution of the polar divisors.
Let q1 : P (Q, p)(1) → P (Q, p) be the blow-up of P (Q, p) alongGω(A3,A6)
(P (Q, p)(1) is also the strict transform of P (Q, p) along π1) and denote
by E′1 the exceptional divisor of that blow-up. The above description of
Roland Abuaf 71
the tangent cones of P (Q, p) at any x ∈ Gω(A3,A6) shows that the map
q1 : E
′
1 → Gω(A
3,A6) is a fibration into secant varieties to AP2 ⊂ |π−11 (x)|red,
for x ∈ Gω(A3,A6). Since AP2 ⊂ P(VA) is exactly the singular locus of its se-
cant variety, the singular locus of E′1 is a fibration into AP
2 over Gω(A3,A6).
Moreover, by Proposition 3.2.2, the fiber over x ∈ Gω(A3,A6) of the ex-
ceptional divisor of the blow-up of σ+(Gω(A3,A6)) along Gω(A3,A6) is the
secant variety to AP2 ⊂ P(VA) = |π˜1−1(x)|red. Therefore, we have :
E′1sing = E
′
1 ∩ π
∗
1σ+(Gω(A
3,A6)) = E1 ∩ π
∗
1σ+(Gω(A
3,A6)).
Note that P (Q, p)(1) is smooth along E′1\E
′
1sing, because E
′
1 is a Cartier
divisor on P (Q, p)(1). We discussed the tangent cones to P (Q, p) at points
in σ+(Gω(A3,A6))\Gω(A3,A6) : these are cones over smooth quadrics of
dimension mA with vertex Tσ+(Gω(A3,A6)). Thus for any x in
π∗1σ+(Gω(A
3,A6))\
(
E′1 ∩ σ+(Gω(A
3,A6))
)
,
the tangent cone to P (Q, p)(1) at x is again a cone over a smooth quadric of
dimension mA with vertex Tpi∗1(σ+(Gω(A3,A6))),x.
Let us compute the tangent cone to P (Q, p)(1) at any point x ∈ E′1sing.
We know that E′1 is a fibration into secant varieties of AP
2 over Gω(A3,A6).
But the tangent cone to this secant variety at any point x ∈ AP2 is a cone over
a smooth quadric of dimension mA with vertex TAP2,x. Hence, the tangent
cone to E′1 at x ∈ E
′
1sing is a cone over a smooth quadric of dimension mA
with vertex TE′1sing ,x. Since E
′
1 is a Cartier divisor in P (Q, p)
(1), we have :
multOP (Q,p)(1),x ≤ multOE′1,x = 2,
for any x ∈ E′1sing. Moreover, we know that multOP (Q,p)(1),y = 2 for all
y ∈ π∗1σ+(Gω(A
3,A6))\E′1sing. Thus, by semi-continuity of the multiplicity,
we have :
multOP (Q,p)(1),x = 2,
for all x ∈ E′1sing. Since the tangent cone to E
′
1 at x ∈ E
′
1sing is a cone
over a smooth quadric of dimension mA with vertex TE′1sing ,x, we deduce
that the tangent cone to P (Q, p)(1) at x is a cone over the same smooth
quadric of dimension mA, but with vertex Tpi∗1σ+(Gω(A3,A6)),x (recall that
π∗1σ+(Gω(A
3,A6)) is smooth by proposition 3.2.2).
Let q2 : P (Q, p)(2) → P (Q, p)(1) be the blow-up of P (Q, p)(1) along
π∗1σ+(Gω(A
3,A6)) (P (Q, p)(2) is the strict transform of P (Q, p)(1) along π2)
and denote by E′2 be the exceptional divisor of that blow-up. The above
description of the tangent cones to P (Q, p)(1) at any x ∈ π∗1σ+(Gω(A
3,A6))
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shows that the map q2 : E′2 → π
∗
1σ+(Gω(A
3,A6)) is a fibration into smooth
quadrics of dimension mA. This implies that E′2 is smooth, from which
we deduce that P (Q, p)(2) is smooth along E′2. Moreover, we proved that
P (Q, p)(1) is smooth along E′1\(E
′
1 ∩ π
∗
1σ+(Gω(A
3,A6))). As a consequence,
P (Q, p)(2) is also smooth along E′1
(2), the total transform of E′1 through q2.
Since P (Q, p) is smooth outside σ+(Gω(A3,A6)), we get that P (Q, p)(2) is
also smooth outside E′2∪E
′
1
(2) and this completes the proof of the smoothness
of P (Q, p)(2).
Finally OX2(P (Q, p)
(2)) = π∗OX2(P (Q, p))⊗OX2(k1E
(2)
1 +k2E2), where
k1 and k2 are some integers. We deduce that P (Q, p)(2) is a Cartier divisor
in X2. Hence the smoothness of P (Q, p)(2) implies the smoothness of X2
along P (Q, p)(2).
Step 2.3 : Smoothness along E2
The Cartier divisor E2 ⊂ X2 is a fibration into smooth quadrics of di-
mension mA + 1 over π∗1σ+(Gω(A
3,A6)), from which we deduce that it is
smooth. As a consequence, the variety X2 is also smooth along E2.
Step 2.4 : “Final step“ : smoothness along E(2)1 \(
(P (Q, p)(2) ∪ E2) ∩ E
(2)
1
)
In the following, we denote by SL3(A), the groups : SL3, SL3× SL3, SL6
and E6.
We finally show that X2 is smooth. The only fact left to demonstrate is
that X2 is smooth along :
E
(2)
1 \
(
(P (Q, p)(2) ∪ E2) ∩ E
(2)
1
)
= E
(2)
1 \
(
E′1
(2)
∪ E1,2
)
.
To do so, we need to exploit the action of Sp6(A) on τ(Gω(A3,A6)). The
universal property of the blow-up implies that the stabilizer of x in Sp6(A)
acts on π−11 (x). The reductive part of this stabilizer is SL3(A) (see [LM01]).
Any non-trivial orbit closure of the action of this stabilizer on |π−11 (x)|red is
an orbit closure for the action of SL3(A) on P(WA). Hence, the orbit diagram
of the action on |π−11 (x)|red of the stabilizer of x in Sp6(A) is :
AP2 ⊂ σ(AP2) ⊂ P(WA) = |π
−1
1 (x)|red.
The group Sp6(A) acts on X1 and E1 is stable under this action. The above
description of the action on |π−11 (x)|red of the stabilizer of x in Sp6(A) shows
that the dense orbit in |E1|red is the complement of P (Q, p)(1) ∩ E1 = E′1.
The group Sp6(A) also acts on X2 and E
(2)
1 is the stable for this action. The
dense orbit inside |E(2)1 |red is the complement in |E
(2)
1 |red of E
′
1
(2) ∪E1,2. As
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a consequence, the multiplicity of X2 along |E
(2)
1 |red\
(
E′1
(2) ∪ E1,2
)
is less
than the multiplicity of X2 along E1,2. But we know that X2 is smooth along
E2, so that X2 is smooth along E
(2)
1 \
(
E′1
(2) ∪ E1,2
)
and we are done !
In fact, we believe that a much more general statement than Theorem
3.2.5 holds. To state our conjecture, we need some recollections on preho-
mogeneous vector spaces (we refer to [Kim03] for a detailed treatment of
prehomogeneous spaces).
Definition 3.2.6. A strongly prehomogeneous vector space is the data (G, V )
of an algebraic group G acting linearly on a finite dimensional vector space
V with a finite number of orbits.
Let us denote by V 0G, . . . , V
m
G the orbits of G on V . We say that the orbit
diagram of (G, V ) is linear if V 0G = {0} and up to a reordering, we have :
V iG ⊂ V
i+1
G ,
for all i ≥ 0, where V i+1G denotes the Zariski closure of V
i+1
G .
Example 3.2.7. – The square determinantal varieties of size n are the
orbits of the action of GLn ×GLn on Cn ⊗Cn. Their orbit diagram is
linear.
– The symmetric (resp. skew-symmetric) determinantal varieties of size n
are the orbits of the action of GLn (resp. GLn) on S2Cn (resp.
∧2Cn).
Their orbit diagram is also linear.
– The pair (C∗×Sp6(A), VA) is a strongly prehomogeneous vector space
whose orbit diagram is again linear.
– The pair (GL8,
∧3C8) is a strongly prehomogeneous space whose orbit
diagram is not linear (see [Hol11]).
– The pair (GL9,
∧3C9) is not a prehomogeneous space (see [Hol11]).
We can now state our conjecture :
Conjecture 3.2.8. Let (G, V ) be a strongly prehomogenous vector space
whose orbit diagram {V 0G, . . . , V
m
G } is linear and let X = P(V
i
G) be the pro-
jectivization of the closure of any orbit. Consider the sequence :
Xi
pii→ Xi−1 → · · · → X2
pi2→ X1 = X,
where πk : Xk → Xk−1 is the blow-up of the strict transform of P(V
k−1
G )
through π1 ◦ . . . ◦ πk−1. Then Xi is smooth.
This conjecture is well-known for all square, symmetric and skew-symmetric
determinantal varieties (see Chapter 2 of this thesis, Example 2.1.4). Theo-
rem 3.2.5 and Proposition 3.2.2 show that the conjecture holds for the pair
(C∗ × Sp6(A), VA).
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3.2.3 Some (other) vanishing lemmas
In this section, we state the vanishing lemmas we will need for the
proof of our main theorem. Recall that E1, the exceptional divisor of the
map π1 : X1 → τ(Gω(A3,A6)), is a fibration into doubled P3mA+2 over
Gω(A3,A6). As for E2, the exceptional divisor of the map π2 : X2 → X1,
it is a fibration in smooth quadrics of dimension mA + 1 over the strict
transform of σ+(Gω(A3,A6)) through π1.
We also recall some notations we used in the proof of Theorem 3.2.5.
E
(2)
1 denotes the total transform of E1 through π2. Since the intersection
of the proper transform of σ+(Gω(A3,A6)) through π1 (which we denote
by π∗1σ+(Gω(A
3,A6))) with E1 is proper, the divisor E
(2)
1 is also the blow-
up of E1 along π∗1σ+(Gω(A
3,A6)) ∩ E1. The divisor E1,2 the intersection
E
(2)
1 ∩ E2, which is also the exceptional divisor of the blow-up of E1 along
π∗1σ+(Gω(A
3,A6)) ∩ E1. The morphism π is the composition π1 ◦ π2 and
π1,2 is the restriction of π2 to E
(2)
1 . Finally, we denote by π˜1 (resp. π˜2, π˜
and π˜1,2) the restriction of π1 (resp. π2, π and π1,2) to E1 (resp. E2, E
(2)
1
and E1,2). We summarize these notations in the following diagrams (which
already appeared in the proof of 3.2.5 :
E2
  i2 //
p˜i2

X2
pi2

pi
xx
π∗1σ+(Gω(A
3,A6)) 
 j2
// X1
pi1

τ(Gω(A3,A6))
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E2
p˜i2

E1,2?
_i2,1oo 
 i1,2
//
p˜i1,2

E
(2)
1
pi1,2

p˜i
xx
π∗1σ+(Gω(A
3,A6)) π∗1σ+(Gω(A
3,A6)) ∩ E1?
_j2oo 
 κ1 // E1
p˜i1

Gω(A3,A6)
We start with transformation formulas for the canonical bundle through
the maps π1 and π2.
Lemma 3.2.9. We have the formulas :
ωX1 = π
∗
1ωτ(Gω(A3,A6)) ⊗ OX1((3mA + 1)E1),
and
ωX2 = π
∗
2ωX1 ⊗ OX2(mAE2).
The existence of an integer p such that ωX2 = π
∗
2ωX1⊗OX2(pE2) is trivial
as E2, the scheme-theoretic exceptional locus of π2, is an integral divisor on
X2. The existence of such a formula for ωX1 is less obvious. Indeed, since
E1 is not reduced, one could imagine an equality ωX1 = π
∗
1ωτ(Gω(A3,A6)) ⊗
OX1(qE
′
1), where E
′
1 is a Cartier divisor on X1 with |E1|red = |E
′
1|red, but
such that qE′1 is not a multiple of E1.
Proof. We start with the formula for ωX1 . We divide the proof of this formula
into two steps :
– we prove that the blow-up π1 : X1 → τ(Gω(A3,A6)) is the contraction
of a negative extremal ray (see [KM98], section 3),
– we prove that the bundle ωX1 ⊗π
∗
1ω
−1
τ(Gω(A3,A6))
⊗OX1((−3mA− 1)E1)
is trivial.
Step 1 : The blow-up X1 → τ(Gω(A3,A6)) is a Mori contraction.
Let P˜(VA) be the blow-up of P(VA) along Gω(A3,A6) and denote by H1
the exceptional divisor of that blow-up. We have E1 = H1|X1 . The map
q1 : H1 → Gω(A3,A6) is a projective bundle of relative dimension 3mA + 3
over Gω(A3,A6) and the restriction of H1 to any fiber q
−1
1 (x) = P
3mA+3 is
OP3mA+3(1). As a consequence, we have the equality :
E1|pi−11 (x)
= OP3mA+3(1)|pi−11 (x)
,
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for all x ∈ Gω(A3,A6). We will denote this last bundle by Opi−11 (x)
(1). Recall
that the proof of Theorem 3.2.5 shows that π−11 (x) is a doubled P
3mA+2 in
q−11 (x). Thus we have :
ωpi−11 (x)
= Opi−11
(−3mA − 2).
By the adjunction formula we have ωE1 = ωX1 ⊗ OE1(E1). The morphism
π˜1 : E1 → Gω(A3,A6) is flat and Gω(A3,A6) is smooth so that the normal
bundle Np˜i−11 (x)/E1
is trivial. By the adjunction formula, we get :
ωE1 |p˜i−11 (x)
= ωp˜i−11 (x)
= Op˜i−11 (x)
(−3mA − 2)
Let NEpi1(X) be the cone of effective 1-cycles in X contracted by π1 and let
R ∈ NEpi1(X) be the numerical class of a line in π
−1
1 (x). The above formula
shows that :
ωX1 .R < 0,
so that R is a negative ray for X1 with respect to π1. Let us prove that
NEpi1(X) = 〈R〉. We have an exact sequence :
0→ OP3mA+2(−1)→ O2P3mA+2 → OP3mA+2 → 0,
where O2P3mA+2 is the structure sheaf of a doubled P
3mA+2 in a P3mA+3. Note
that OP3mA+2(−1) consists of nilpotent elements of O2P3mA+2 , so we can lift
the above exact sequence to an exact sequence of groups sheaves (see [Gro],
Exposé XI, section 1) :
0→ OP3mA+2(−1)→ O
×
2P3mA+2
→ O×
P3mA+2
→ 1,
where O×X is the sheaf of units of the scheme X. Taking the long exact
sequence of cohomology, we find that :
H1(2P3mA+2,O×
2P3mA+2
) = H1(P3mA+2,O×
P3mA+2
),
that is :
Pic(2P3mA+2) = Pic(P3mA+2) = Z.
Thus, we see that the cone of effective 1-cycles (modulo numerical equiva-
lence) on π−11 (x) is of dimension 1. Since the morphism π˜1 : E1 → σ+(Gω(A
3,A6))
is flat, the cone NEpi1(X) is also of dimension 1. Hence, we have :
NEpi1(X) = 〈R〉,
so that R is a negative extremal ray for NEpi1(X). As X1 is Gorenstein with
rational singularities (hence canonical singularities, by [Kol97] proposition
11.13), we can apply the relative Cone theorem to X1 and R (see [KM98],
Theorem 3.25) and we find a commutative diagram :
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X1
pi1

??
??
??
??
??
??
??
??
p
// Y
q
  
  
  
  
  
  
  
  
τ(Gω(A3,A6))
where p is the contraction of the extremal ray R. We know that NEpi1(X) =
〈R〉. Therefore, for all x ∈ Gω(A3,A6), all the curves lying in π
−1
1 (x) are
contracted by p.
We want to demonstrate that q is an isomorphism. Let x ∈ Gω(A3,A6)
and assume that dim p(π−11 (x)) > 0. We can find two curves C ∈ p(π
−1
1 (x))
and C ′ ⊂ π−11 (x) such that p(C
′) = C. But this is a contradiction since
all curves lying in π−11 (x) are contracted by p. As a consequence, for all
x ∈ Gω(A3,A6), the scheme p(π
−1
1 (x)) is a point. We deduce that q :
Y → τ(Gω(A3,A6)) is a birational finite morphism such that Rq∗OY =
Oτ(Gω(A3,A6)). The variety τ(Gω(A
3,A6)) is normal, so by the Main Theorem
of Zariski, the morphism q is an isomorphism. We deduce that π1 : X1 →
τ(Gω(A3,A6)) is the contraction of the extremal ray generated by R.
Step 2 : The bundle ωX1 ⊗ π
∗
1ω
−1
τ(Gω(A3,A6))
⊗ OX1((−3mA − 1)E1) is
trivial.
Let L = ωX1 ⊗ OX1((−3mA − 1)E1). The formulae for the restrictions of
ωX1 to E1 and ωE1 to π
−1
1 (x) show that Lpi−11 (x)
= Opi−11 (x)
, for any x ∈
Gω(A3,A6). Thus, we can apply again the relative Cone Theorem and we
get L = π∗1L
′ for some line bundle L′ on τ(Gω(A3,A6)).
Let us prove that L′ = ωτGω(A3,A6). Since Rπ1∗OX1 = Oτ(Gω(A3,A6)) and
dimX1 = dim τ(Gω(A3,A6)), Grothendieck duality shows that the complex
Rπ1∗ωX1 [dimX1] is a dualizing complex for τ(Gω(A
3,A6)). We apply the
Grauert-Riemenschneider theorem to π1 and we get Riπ1∗ωX1 = 0 for i > 0.
As a consequence, we have π1∗ωX1 = ωτ(Gω(A3,A6)). Moreover, the divisor E1
is effective and contracted by π1. The variety τ(Gω(A3,A6)) being normal
and π1 being birational, the sheaf π∗OX1((3mA+2)E1) is trivial. Finally, we
apply π1∗ on both sides of the equality :
ωX1 = π
∗
1(L
′)⊗ OX1(3mA + 1),
and the projection formula gives :
π1∗ωX1 = L
′.
As we showed that π1∗ωX1 = ωτ(Gω(A3,A6)), this concludes the proof that :
ωX1 = π
∗
1ωτ(Gω(A3,A6)) ⊗ OX1((3mA + 1)E1).
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The formula for ωX2 is proved in a similar fashion, but is much easier.
Indeed, as E2 is the scheme-theoretic exceptional locus of π2 and is an integral
divisor on X2, there exists an integer p such that ωX2 = π
∗
2ωX1 ⊗OX2(pE2).
We determine the integer p by restricting this equality to the fibers of π2|E2 :
E2 → π
∗
1σ+(Gω(A
3,A6)). The adjunction formula shows again that
ωX2 ⊗ OE2(E2)⊗ Opi2−1(x) = ωpi2−1(x)
and we conclude using the fact that π˜2−1(x) is a smooth quadric of dimension
mA + 1.
Proposition 3.2.10. We have the vanishings :
– Riπ˜2∗OE2(kE2) = 0, for all i ≥ 0 and for all 1 ≤ k ≤ mA,
– Riπ˜∗OE(2)1
(kE
(2)
1 ) = 0, for all i ≥ 0 and all 1 ≤ k ≤ 3mA + 1,
– Riπ˜1,2∗OE1,2(kE1,2), for all i ≥ 0 and for all 1 ≤ k ≤ mA.
Proof. The three points are more or less direct consequences of the Kawamata-
Viehweg relative vanishing theorem and of the Grauert-Riemenschneider va-
nishing theorem.
For the first point, we have ωX2 = π
∗
2ωX1 ⊗ OX2(mAE2) and −E2 is
relatively ample with respect to π2. Since X2 is Gorenstein with rational
singularities (in fact it is smooth), we apply the Kawamata-Viehweg relative
vanishing theorem and we get :
Riπ2∗OX2(kE2) = 0,
for all i > 0 and for all k < mA. The vanishing :
Riπ2∗OX2(mAE2) = 0,
for all i > 0, is a consequence of the theorem of Grauert-Riemenschneider.
Now, for all k ∈ Z, we have an exact sequence :
0→ OX2((k − 1)E2)→ OX2(kE2)→ OE2(kE2)→ 0.
We take the long exact sequence associated to the functor Rπ2∗ and taking
into account the above vanishing, we find :
Riπ˜2∗OE2(kE2) = 0,
for all i > 0 and for all k ≤ mA.
Finally,we want to prove some vanishing for π˜2∗OE2(kE2). Notice first that
E2 si an effective divisor contracted by the birationnal morphism π2. The
variety X1 being normal, we have :
π2∗OX2(kE2) = OX1 ,
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for all k ≥ 0. Thus, the long exact sequence associated to the above short
exact sequence and the vanishing results already proved imply :
π˜2∗OE2(kE2) = 0,
for all k ≥ 1. This concludes the first point.
The second point is proved in the same manner with the following ob-
servation. We have Rπ2∗OX2(E
(2)
1 ) = OX1(E1) by the projection formula.
Thus, to prove the vanishing result for Riπ˜∗OE(2)1
(kE
(2)
1 ), it is sufficient to
prove it for Riπ˜1∗OE1(kE1). This is done exactly in the same way as for the
first point of the proposition.
The third point needs a slightly more involved argument. The intersection
E
(2)
1 ∩ E2 = E1,2 is proper, so we have a resolution :
0→ OX2(−E
(2)
1 − E2)→ OX2(−E
(2)
1 )⊕ OX2(−E2)→ OX2 → OE1,2 → 0.
We tensor this resolution by OX2(kE2), for any integer k, and we get :
0→ OX2(−E
(2)
1 + (k − 1)E2)→ OX2(−E
(2)
1 )⊕ OX2((k − 1)E2)→ OX2(kE2)
→ OE1,2(kE1,2)→ 0
Recall that the Kawamata-Viehweg relative vanishing theorem and the Grauert-
Riemenschneider vanishing theorem imply that
Riπ2∗OX2(kE2) = 0,
for all i > 0 and all k ≤ mA. Finally, we chop the above resolution into two
shorts exact sequences. We take the long exact sequences associated to the
functor Rπ2∗ for these two short exact sequences and we find :
Riπ˜1,2∗OE1,2(kE1,2) = 0,
for all i > 0 and all k ≤ mA.
The vanishing :
π˜1,2∗OE1,2(kE1,2) = 0,
for all k ≥ 1 is proved as for the first point of the proposition. Indeed, we
have :
π2∗OX2(kE2) = OX1 ,
for all k ≥ 0. We again chop the above long exact sequence into two short
exact sequences and we go on as in the proof of the first point of the propo-
sition.
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3.3 Proof of the main theorem
In this section we are going to prove our main result :
Theorem 3.3.1. The variety τ(Gω(A3,A6)) admits a categorical crepant
resolution of singularities.
3.3.1 Standard reductions (bis repetita)
Denote by i1 : E
(2)
1 →֒ X2 and i2 : E2 →֒ X2 the embeddings of the
exceptional divisors. We define the following subcategories of Db(X2) :
Bk = i2∗
(
π˜∗2D
b(π∗1σ+(Gω(A
3,A6)))⊗ OE2(kE2)
)
,
for all 1 ≤ k ≤ mA and :
Al = i1∗
(
π˜∗Db(Gω(A
3,A6))⊗ O
E
(2)
1
(lE
(2)
1 +mAE2)
)
,
for all 1 ≤ l ≤ 3mA + 1. Our key proposition is the following :
Proposition 3.3.2. We have a semi-orthogonal decomposition :
Db(X2) = 〈A3mA+1, . . . ,A1,BmA , . . . ,B1,DX2〉,
where DX2 is the left orthogonal to the full admissible subcategory generated
by the Al and Bk. Moreover we have the property :
π∗Dperf(τ(Gω(A
3,A6))) ⊂ DX2 .
Before diving into the proof of Proposition 3.3.2, we explain how it implies
our main result. We will prove that DX2 is a categorical crepant resolution
of singularities of τ(Gω(A3,A6)). The following argument follows closely the
one we use in the proof of theorem 2.2.1.
Proof of theorem 3.3.1. First note that DX2 is an admissible subcategory of
Db(X2) and that π∗Dperf(τ(Gω(A3,A6))) ⊂ DX2 . Thus, we only have to
prove that for all F ∈ Dperf(τ(Gω(A3,A6))), we have :
π∗D(F ) ≃ π
!
D(F ),
where π∗
D
and π!
D
are the left and right adjoints to the functor
πD : DX2 → D
b(τ(Gω(A
3,A6))).
Let δ : DX2 →֒ D
b(X2) be the fully faithful admissible embedding. We must
prove that δ∗π∗(F ) = δ!π!(F ), for all F ∈ Dperf(τ(Gω(A3,A6))). Recall
that
π!(F ) = π∗(F )⊗π∗(ω−1
τ(Gω(A3,A6))
)⊗ωX2 = π
∗(F )⊗OX2(mAE2+(3mA+1)E
(2)
1 ).
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Now, since the functor δ is fully faithful, the equality δ∗π∗(F ) = δ!π!(F ) is
equivalent to δ(δ∗π∗(F )) = δ(δ!π!(F )). As π∗Dperf(τ(Gω(A3,A6))) ⊂ DX2 ,
we have δ(δ∗π∗(F )) = π∗(F ). We are going to show that δ(δ!π!(F )) =
π∗(F ).
For 1 ≤ k ≤ mA and for 1 ≤ l ≤ 3mA + 1, we have exact sequences :
0→ OX2((k − 1)E2)→ OX2(kE2)→ i2∗OE2(kE2)→ 0,
0→ OX2((l − 1)E
(2)
1 +mAE2)→ OX2(lE
(2)
1 +mAE2)→ i1∗OE(2)1
(lE
(2)
1 +mAE2)→ 0.
Tensoring the above exact sequences with π∗F , we get exact triangles :
OX2((k − 1)E2)⊗ π
∗
F → OX2(kE2)⊗ π
∗
F → i2∗OE2(kE2)⊗ π
∗
F ,
OX2((l − 1)E
(2)
1 +mAE2)⊗ π
∗
F → OX2(lE
(2)
1 +mAE2)⊗ π
∗
F
→ i1∗OE(2)1
(lE
(2)
1 +mAE2)⊗ π
∗
F .
We deduce a long sequence of triangles :
π∗(F ) // F
(2)
1




// . . . F
(2)
mA
// F
(1)
1




// . . . // F
(1)
3mA
// F
(1)
3mA+1
}}{{
{{
{{
{{
F
(2)
1
^^========
. . . F
(1)
1
^^>>>>>>>>
. . . F
(1)
3mA+1
__???????
where F (2)k = π
∗F ⊗ OX2(kE2), F
(2)
k = i2∗ (OE2(kE2)⊗ i
∗
2π
∗F ), F (1)l =
π∗F ⊗OX2(lE
(2)
1 +mAE2) and F
(1)
l = i1∗
(
O
E
(2)
1
(lE
(2)
1 +mAE2)⊗ i
∗
1π
∗F
)
.
But we have commutative diagrams :
E2
i2 //
pi2

X2
pi2

pi
xx
π∗1σ+(Gω(A
3,A6))
j2
// X1
pi1

τ(Gω(A3,A6))
and
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E
(2)
1
i1 //
p˜i

X2
pi

Gω(A3,A6)
j1
// τ(Gω(A3,A6))
so that
i∗2π
∗
F = π˜2
∗j∗2π
∗
1F ⊂ π˜2
∗Dperf(π∗1σ+(Gω(A
3,A6)))
and
i∗1π
∗
F = π˜∗j∗1F ⊂ π˜
∗Dperf(Gω(A
3,A6)).
Thus, π∗F is the DX2-component of F
(1)
3mA+1
= π!(F ) in the semi-orthogonal
decomposition of proposition 3.3.2. As a consequence, we have π∗F = δδ!(π!(F )),
which is what we wanted to prove.
3.3.2 The key proposition
In this section we prove Proposition 3.3.2. We first recall the statement
of Proposition 1.1.6
Proposition 3.3.3 (Kuznetsov’s Lefschetz decomposition). Let E be a Car-
tier divisor on a variety X. Assume that there is a semi-orthogonal decom-
position :
Db(E) = 〈Am ⊗ OE(mE), . . . ,A1 ⊗ OE(E),A0〉,
with Am ⊂ . . . ⊂ A0 admissible subcategories of Db(E). Then there is a
semi-orthogonal decomposition :
Db(X) = 〈i∗(Am ⊗ OE(mE)), . . . , i∗(A1 ⊗ OE(E)),D〉,
where i : E →֒ X is the natural inclusion and D = {F ∈ Db(X), i∗F ∈ A0}.
As in the proof of Proposition 2.2.3, this result will be very useful to de-
duce semi-orthogonal decompositions on X2, starting from semi-orthogonal
decompositions on E2 and E
(2)
1 . To prove 3.3.2, we need the following lemma :
Lemma 3.3.4. We have the following semi-orthogonal decomposition :
Db(E2) = 〈(TE2 ⊗ OE2(mAE2)) , . . . , (TE2 ⊗ OE2(E2)) ,E2〉,
where TE2 = π˜
∗
2D
b(π∗1σ+(Gω(A
3,A6))) and E2 is the left orthogonal to the
subcategory generated by the TE2 ⊗ OE2(kE2), for 1 ≤ k ≤ mA. Moreover,
we have the inclusion :
π˜∗2D
b(π∗1σ+(Gω(A
3,A6))) ⊂ E2.
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We also have the semi-orthogonal decomposition :
Db(E
(2)
1 ) =〈TE(2)1
⊗ O
E
(2)
1
((3mA + 1)E
(2)
1 +mAE2), . . . , TE(2)1
⊗
O
E
(2)
1
(E
(2)
1 +mAE2), i1,2∗
(
TE1,2 ⊗ OE1,2(mAE1,2)
)
, . . . ,
i1,2∗
(
TE1,2 ⊗ OE1,2(E1,2)
)
,E 21 〉,
with T
E
(2)
1
= π˜∗Db(Gω(A3,A6)), TE1,2 = π˜
∗
1,2D
b(π∗1σ+(Gω(A
3,A6)) ∩ E1)
and E 21 is the left orthogonal to the subcategory generated by the TE(2)1
⊗
O
E
(2)
1
(kE
(2)
1 +mAE2) and the i1,2∗
(
TE1,2 ⊗ OE1,2(lE1,2)
)
, for 1 ≤ k ≤ 3mA+1
and 1 ≤ l ≤ mA. Moreover we have the inclusion :
T
E
(2)
1
⊂ E 21 .
Proof. We start with the proof of the first point. By Proposition 3.2.10, we
have :
π˜2∗H om(OE2(kE2),OE2(kE2)) = Opi∗1σ+(Gω(A3,A6)),
for all k ∈ Z. This implies that the subcategories π˜∗2D
b(π∗1σ+(Gω(A
3,A6)))⊗
OE(kE) are full admissible subcategories of Db(E2), for all k ∈ Z. Let 1 ≤
k < l ≤ mA + 1 be integers. We have :
Hom
(
OE(kE)⊗ π˜
∗
2D
b(π∗1σ+(Gω(A
3,A6))),OE(lE)⊗ π˜
∗
2D
b(π∗1σ+(Gω(A
3,A6)))
)
=Hom
(
π˜2
∗Db(π∗1σ+(Gω(A
3,A6))),OE((l − k)E)⊗ π˜2
∗Db(π∗1σ+(Gω(A
3,A6)))
)
=Hom
(
Db(π∗1σ+(Gω(A
3,A6))), π˜2∗ (OE((l − k)E))⊗D
b(π∗1σ+(Gω(A
3,A6)))
)
=0,
where the last equality holds by Proposition 3.2.10 because 1 ≤ l− k ≤ mA.
As a consequence, we have a semi-orthogonal decomposition :
Db(E2) = 〈(TE2 ⊗ OE2(mAE2)) , . . . , (TE2 ⊗ OE2(E2)) ,E2〉,
with TE2 = π˜
∗
2D
b(π∗1σ+(Gω(A
3,A6))) and E2 is the left orthogonal to the
admissible subcategory generated by the OE(kE) ⊗ Db(π∗1σ+(Gω(A
3,A6)))
for 1 ≤ k ≤ mA. It only remains to show that :
π˜∗2D
b(π∗1σ+(Gω(A
3,A6))) ⊂ E 21 .
Equivalently, we need to prove that the subcategory π˜2∗Db(π∗1σ+(Gω(A
3,A6)))
is left orthogonal to the admissible subcategory generated by the OE(kE)⊗
π˜∗2D
b(π∗1σ+(Gω(A
3,A6))) for 1 ≤ k ≤ mA. As before, this is a consequence
of Proposition 3.2.10.
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For the second point, we first note that the same proof as for the first
point yields the following semi-orthogonal decomposition :
Db(E1,2) = 〈T1,2 ⊗ OE1,2(mAE1,2), . . . T1,2 ⊗ OE1,2(E1,2),E1,2〉,
with T1,2 = π˜∗1,2D
b(π∗1σ+(Gω(A
3,A6)) ∩ E1) and T1,2 ⊂ E1,2. So by Proposi-
tion 3.3.3, the categories
i1,2∗
(
OE1,2(kE1,2)⊗ π˜
∗
1,2D
b(π∗1σ+(Gω(A
3,A6)) ∩ E1)
)
,
are full admissible subcategories of Db(E(2)1 ) which are left orthogonal to
each other, for 1 ≤ k ≤ mA.
Using again Proposition 3.2.10, we prove that the subcategories :
π˜∗Db(Gω(A
3,A6))⊗ O
E
(2)
1
(lE
(2)
1 +mAE2)
are full admissible subcategories of Db(E(2)1 ) which are left orthogonal to
each other, for 1 ≤ l ≤ 3mA+1. The adjunction formula shows that ωE(2)1
=
O
E
(2)
1
(mAE2)⊗ for some ∈ TE(2)1
. Then, by Serre duality, we have :
Hom
(
i1,2∗
(
TE1,2 ⊗ OE1,2(kE1,2)
)
, T
E
(2)
1
⊗ O
E
(2)
1
(lE
(2)
1 +mAE2)
)
=Hom
(
T
E
(2)
1
⊗ O
E
(2)
1
(lE
(2)
1 ), i1,2∗
(
TE1,2 ⊗ OE1,2(kE1,2)
))∗
,
for 1 ≤ k ≤ mA and 1 ≤ l ≤ 3mA + 1. Recall that TE(2)1
= π∗1,2TE1 , with
TE1 = π˜
∗
1D
b(Gω(A3,A6)) and that OE(2)1
(E
(2)
1 ) = π
∗
1,2OE1(E1). Thus, the
adjunction formula for π1,2 gives :
Hom
(
T
E
(2)
1
⊗ O
E
(2)
1
(lE
(2)
1 ), i1,2∗
(
TE1,2 ⊗ OE1,2(kE1,2)
))
=Hom
(
TE1 ⊗ OE1(lE1), π1,2∗
(
i1,2∗
(
TE1,2 ⊗ OE1,2(kE1,2)
)))
.
But we have a commutative diagram :
E1,2
  i1,2 //
p˜i1,2

E
(2)
1
pi1,2

E1 ∩ π
∗
1σ+(Gω(A
3,A6)) 
 κ1 // E1
so that :
π1,2∗
(
i1,2∗
(
TE1,2 ⊗ OE1,2(kE1,2)
))
= κ1∗
(
π˜1,2∗
(
TE1,2 ⊗ OE1,2(kE1,2)
))
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and by Proposition 3.2.10, we have π˜1,2∗
(
OE1,2(kE1,2)
)
= 0 for all 1 ≤ k ≤
mA.
As a consequence, we have proved that we have a semi-orthogonal de-
composition :
Db(E
(2)
1 ) =〈TE(2)1
⊗ O
E
(2)
1
((3mA + 1)E
(2)
1 +mAE2), . . . , TE(2)1
⊗ O
E
(2)
1
(E
(2)
1 +mAE2),
i1,2∗
(
TE1,2 ⊗ OE1,2(mAE1,2)
)
, . . . , i1,2∗
(
TE1,2 ⊗ OE1,2(E1,2)
)
,E 21 〉,
with T
E
(2)
1
= π˜∗Db(Gω(A3,A6)), TE1,2 = π˜
∗
1,2D
b(π∗1σ+(Gω(A
3,A6)) ∩ E1)
and E 21 is the left orthogonal to the admissible subcategory generated by
the T
E
(2)
1
⊗O
E
(2)
1
(lE
(2)
1 +mAE2) and i1,2∗
(
TE1,2 ⊗ OE1,2(kE1,2)
)
for 1 ≤ l ≤
3mA + 1 and 1 ≤ k ≤ mA.
It remains to prove that T
E
(2)
1
⊂ E
(2)
1 . This is done as before using Pro-
position 3.2.10. We leave the proof to the reader.
Using this lemma, we can finish the proof of proposition 3.3.2.
Proof of Proposition 3.3.2. By Proposition 3.3.3, we know that the catego-
ries
Al = i1∗
(
π˜∗Db(Gω(A
3,A6))⊗ O
E
(2)
1
(lE
(2)
1 +mAE2)
)
and
Bk = i2∗
(
π˜∗2D
b(π∗1σ+(Gω(A
3,A6)))⊗ OE2(kE2)
)
are full admissible subcategories of Db(X2) for 1 ≤ l ≤ 3mA + 1 and 1 ≤
k ≤ mA. Moreover, again by Proposition 3.3.3, the Al are left orthogonal to
each other for 1 ≤ l ≤ 3mA + 1, while the Bk are left orthogonal to each
other for 1 ≤ k ≤ mA. We start by proving that the Bk are left orthogonal
to the Al. We have :
Hom(Bk,Al)
=Hom(i2∗
(
π˜∗2D
b(π∗1σ+(Gω(A
3,A6)))⊗ OE2(kE2)
)
,
i1∗
(
π˜∗Db(Gω(A
3,A6))⊗ O
E
(2)
1
(lE
(2)
1 +mAE2)
)
)
=Hom(i∗1
[
i2∗
(
π˜2
∗Db(π∗1σ+(Gω(A
3,A6)))⊗ OE2(kE2)
)]
,
π˜∗Db(Gω(A
3,A6))⊗ O
E
(2)
1
(lE
(2)
1 +mAE2)).
But we have a cartesian square :
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E1,2
i1,2
//
i2,1

E
(2)
1
i1

E2
i2 // X2
,
with dimE1,2 = dimE2 + dimE
(2)
1 − dimX2 and i1, i2 are locally complete
intersection embeddings. Thus, this diagram is Tor-neutral (see [Kuz06b],
Corollary 2.27) and we have :
i∗1i2∗F = i1,2∗i
∗
2,1F ,
for all F ∈ D−(E2). So we have :
i∗1
[
i2∗
(
π˜∗2D
b(π∗1σ+(Gω(A
3,A6)))⊗ OE2(kE2)
)]
=i1,2∗
[
i∗2,1
(
π˜∗2D
b(π∗1σ+(Gω(A
3,A6)))⊗ OE2(kE2)
)]
.
The commutative diagram :
E1,2
  i2,1 //
˜pi2,1

E2
pi2

E1 ∩ π
∗
1σ+(Gω(A
3,A6)) 
 j2
// π∗1σ+(Gω(A
3,A6))
,
shows that :
i∗2,1
(
π˜∗2D
b(π∗1σ+(Gω(A
3,A6)))
)
= ˜π2,1
∗
(
j2∗D
b(π∗1σ+(Gω(A
3,A6)))
)
.
As π∗1σ+(Gω(A
3,A6)) is smooth, we have the inclusion :
π˜∗1,2
(
j2∗D
b(π∗1σ+(Gω(A
3,A6)))
)
⊂ TE1,2 .
Hence, to prove that Hom(Bk,Al) = 0, it is sufficient to prove that :
Hom(i1,2∗
(
TE1,2 ⊗ OE(2)1
(kE2)
)
, T
E
(2)
1
⊗ O
E
(2)
1
(lE
(2)
1 +mAE2)) = 0.
Since O
E
(2)
1
(E2) = OE(2)1
(E1,2), this last vanishing comes from the semi-
orthogonal decomposition of Db(E1) found in Lemma 3.3.4. As a conse-
quence, we have proved that we have a semi-orthogonal decomposition :
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Db(X2) = 〈A3mA+1, . . . ,A1,BmA , . . . ,B1,DX2〉,
where DX2 is the left orthogonal to the admissible subcategory generated by
the Al’s and the Bk’s. The only fact left to complete the proof of Proposition
3.3.2 is the inclusion π∗Dperf(τ(Gω(A3,A6))) ⊂ DX2 . Equivalently, we have
to prove that π∗Dperf(τ(Gω(A3,A6))) is left orthogonal to the Al’s and the
Bk’s. By Proposition 3.3.3, the left orthogonal to the Bk’s is :
{F ∈ Db(X2), i
∗
2F ∈ E2}
and we know (Proposition 3.3.4) that π˜∗2D
b(π∗1σ+(Gω(A
3,A6))) ⊂ E2. Mo-
reover the commutative diagram :
E2
i2 //
p˜i2

X2
pi2

pi
xx
π∗1σ+(Gω(A
3,A6))
j2
// X1
pi1

τ(Gω(A3,A6))
shows that i∗2π
∗Dperf(τ(Gω(A3,A6))) ⊂ π˜∗2D
b(π∗1σ+(Gω(A
3,A6))), which im-
plies that π∗Dperf(τ(Gω(A3,A6))) is left orthogonal to the Bk’s, for 1 ≤ k ≤
mA. We prove in the same fashion that π∗Dperf(τ(Gω(A3,A6))) is left ortho-
gonal to the Al’s for 1 ≤ l ≤ 3mA+1. This concludes the proof of Proposition
3.3.2.
Conclusion
On a développé dans cette thèse des méthodes pour construire des réso-
lutions catégoriques crépantes de diverses variétés issues de la théorie géo-
métrique des représentations. On aussi vu que les résolutions catégoriques
fortement crépantes sont celles qui possèdent les meilleures propriétés de mi-
nimalité. Malheureusement, il semble beaucoup plus difficile de construire
des résolutions catégoriques fortement crépantes que des résolutions catégo-
riques crépantes. Ainsi, nous savons que toutes les variétés déterminantielles
Gorenstein admettent des résolutions catégoriques crépantes (corollaire I du
chapitre 2). La question des résolutions fortement crépantes pour de telles
variétés demeure toutefois complètement ouverte :
Question I. Quelles sont les variétés déterminantielles qui admettent des
résolutions catégoriques fortement crépantes ?
On a déjà noté, à la fin du chapitre 1 de ce manuscrit, que cette question
n’était en fait pertinente que pour les variétés déterminantielles symétriques
et pfafiennes.
Explicitons quelques obstructions à la construction de résolutions for-
tement crépantes. Soit X une variété projective Gorenstein à singularités
rationnelles et soit :
πT ∗ : T → D
b(X),
une résolution catégorique crépante de X qui a une structure de catégorie
module au dessus X. Si ST est un foncteur de Serre pour T , alors, pour
tout F ∈ Dperf(X), on a :
ST (π
∗
T F ) = π
∗
T F ⊗ π
∗
T ωX [dimX],
où π∗
T
est l’adjoint à gauche de πT ∗ Pour que T soit fortement crépante, il
faut que :
ST (T ) = T ⊗ π
∗
T ωX [dimX],
pour tout T ∈ T . Si T ≃ Db(Y ) pour une certaine variété Y , alors le fonc-
teur de Serre de T agit par produit tensoriel avec le complexe dualisant de
Y . La faible crépance catégorique implique dans ce cas que le complexe duali-
sant de Db(Y ) est π∗
T
ωX [dimX]. Mais si T n’est pas d’origine géométrique,
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on ne peut rien dire a priori sur le comportement de son foncteur de Serre sur
les objets qui ne sont pas dans π∗
T
Dperf(X). Kuznetsov donne des exemples
de résolutions catégoriques crépantes qui ne sont pas fortement crépantes
([Kuz08b]). En particulier, le foncteur de Serre n’agit pas de la même ma-
nière sur tous les objets de ces catégories. Si l’on souhaite construire des ré-
solutions catégoriques fortement crépantes, il semble nécessaire de décrire de
manière approfondie les objets T ∈ T tels que ST (T ) 6= T ⊗ π∗T ωX [dimX].
Cela revient, peu ou prou, à étudier plus en détail les résolutions catégoriques
crépantes. Une réponse à la question suivante serait très utile :
Question II. Soit X une variété Gorenstein à singularités rationnelles. Soit
π : X˜ → X une résolution des singularités et
T
piT ∗

  δ // Db(X˜)
pi∗
||xx
xx
xx
xx
xx
xx
xx
xx
xx
Db(X)
une résolution catégorique crépante de X. Quand T peut-elle s’écrire comme
la catégorie dérivée d’un espace de modules (non commutatif) d’objets de
Db(X˜) ?
Notons que l’idée de relier une composante non triviale d’une décompo-
sition de Lefschetz de Db(Y ) (pour Y lisse) à un espace de modules d’objets
dans Db(Y ) n’est pas nouvelle (voir [Kuz04], [Kuz09]). Elle a été exploitée
avec un certain succès dans [BMMS12].
Supposons que T soit effectivement la catégorie dérivée d’un espace de
modules (commutatif pour simplifier). Alors on a un scindage T =
⊕
i∈I Ti,
où les Ti sont les catégories dérivées des composantes connexes de l’espace
de modules en question. On suppose, pour simplifier, que c’est une décom-
position en catégories modules au dessus de X. On a vu dans la section 3 du
chapitre 1 que si l’on a une telle décomposition de T , alors π∗
T
Dperf(X) est
nécessairement incluse dans un des Ti. Mais comme ces Ti sont des catégo-
ries dérivées de schémas, on sait que leurs foncteurs de Serre agissent tous
par produit tensoriel avec un complexe donné. En outre, le foncteur de Serre
de T agit par produit tensoriel avec π∗
T
ωX [dimX] sur π∗T D
perf(X). Comme
tous les Ti sont des catégories modules au-dessus de X, on en déduit qu’il
existe i0 ∈ I tel que :
– la catégorie Ti0 est une sous-catégorie admissible et pleine de D
b(X˜),
– on a l’inclusion π∗
T
Dperf(X) ⊂ Ti0 ,
– le foncteur de Serre de Ti0 agit par produit tensoriel avec π
∗
T
ωX [dimX].
La catégorie Ti0 est donc une résolution catégorique fortement crépante de
X.
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Revenons finalement au cas de G(3, 6) ⊂ P19. On a démontré dans le
chapitre 3 de ce texte que la variété tangente de G(3, 6) admet une réso-
lution catégorique crépante. On souhaite savoir si cette résolution est non-
commutative, plus précisément :
Question III. Soit
DX2
piT ∗
$$I
II
II
II
II
II
II
II
II
II
I
  δ // Db(X2)
pi∗

Db(τ(G(3, 6)))
la résolution catégorique crépante de la variété tangente de G(3, 6) construite
au chapitre 3. Existe-t-il un faisceau d’algèbres 1 Aτ(G(3,6)) sur τ(G(3, 6))
ayant dimension homologique finie tel que :
DX2 ≃ D
b(τ(G(3, 6)),Aτ(G(3,6))) ?
Le théorème 5.2 de [Kuz08b] suggère que pour fabriquer un tel faisceau
d’algèbres Aτ(G(3,6)), il est suffisant de trouver de “très bonnes“ décomposi-
tions semi-orthogonales des diviseurs exceptionnels de la résolution X2. Dans
notre situation, il suffit d’exhiber une paire de fibrés vectoriels {V ,W } sur
X2, qui soit exceptionnelle relativement à π, et telle que :
E2 = 〈V |E2 ⊗ π˜
∗
2D
b(π∗1σ+(G(3, 6)))〉
et
E
2
1 = 〈W |E(2)1
⊗ π˜∗Db(G(3, 6))〉,
où E2 et E 21 sont les catégories définies au lemme 3.3.4.
La projection naturelle π˜2 : E2 → π∗1σ+(G(3, 6))) est une fibration en
quadriques lisses. Il semble donc possible de trouver des fibrés sur X2 qui
se spécialisent en les fibrés spineurs relatifs une fois restreints à E2. Cela
règlerait le cas de E2. La situation pour E
(2)
1 est beaucoup plus délicate.
En effet, la projection π˜1 : E1 → G(3, 6) est une fibration en P8 doublé.
Le diviseur E1 est donc génériquement non réduit, ce qui implique que le
diviseur E(2)1 est aussi génériquement non réduit. L’existence d’un fibré W
sur X2 tel que :
E
(2)
1 = 〈W |E2 ⊗ π˜
∗
2D
b(π∗1σ+(G(3, 6)))〉
1. Un esprit aventureux ne se restreindrait pas aux seules algèbres et considèrerait
aussi les DG-algèbres, voire même les A∞-algèbres...
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impliquerait que Db(E(2)1 ) a dimension homologique finie : c’est impossible.
On peut toutefois espérer que le théorème 5.2 de [Kuz08b] puisse être amé-
lioré de la façon suivante : il suffit de trouver un faisceau d’algèbres AX2 sur
X2 ayant dimension homologique finie tel que Db(E
(2)
1 ,AX2⊗OE(2)1
) admette
une ”très bonne” décomposition semi-orthogonale (au sens du théorème 5.2
de [Kuz08b]) et que l’application naturelle :
Db(E
(2)
1 ,AX2 ⊗ OE(2)1
)→ Db(E
(2)
1 ),
soit une résolution catégorique des singularités. Heureusement, une partie de
ce programme est déjà réalisée dans [KL12]. En effet, le théorème 5.23 de
cet article nous permet de construire un faisceau d’algèbres AE1 sur E1 telle
que :
– l’aplication naturelle Db(E1,AE1) → D
b(E1) est une résolution caté-
gorique des singularités,
– on a une décomposition semi-orthogonale :
Db(E1,AE1) =〈〈O
α
|E1|red
(−8)⊗ π˜∗1D
b(G(3, 6)), . . .Oα|E1|red ⊗ π˜
∗
1D
b(G(3, 6)〉,
〈Oβ|E1|red(−8)⊗ π˜
∗
1D
b(G(3, 6)), . . .Oβ|E1|red ⊗ π˜
∗
1D
b(G(3, 6)〉〉,
où Oα[E1[red(1) et O
β
|E1|red
(1) sont des faisceaux de AE1-modules qui
s’identifient au générateur relativement très ample du groupe de Picard
relatif du fibré projectif :
|E1|red → G(3, 6),
lorsqu’on les restreint à |E1|red, l’espace réduit sous-jacent à E1.
Il reste, en définitive, de nombreux points à vérifier afin de construire une
résolution non commutative crépante de τ(G(3, 6)) :
– trouver un faisceau d’algèbres A
E
(2)
1
sur E(2)1 tel que D
b(E
(2)
1 ,AE(2)1
)
admette une décomposition analogue à celle de Db(E1,AE1),
– montrer que le faisceau d’algèbres A
E
(2)
1
est la restriction à E(2)1 d’un
faisceau d’algèbres AX2 sur X2,
– prouver que l’application naturelle :
r∗ : D
b(X2,AX2)→ D
b(X2),
satisfait r∗r∗ = id,
– démontrer que la catégorie Db(E2,AX2⊗OE2) admet toujours une ”très
bonne” décomposition semi-orthogonale (au sens du théorème 5.2 de
[Kuz08b]) qui est compatible avec la décomposition de Db(E(2)1 ,AE(2)1
).
Le premier point de ce programme est sans doute le plus simple à réaliser
car E(2)1 est l’éclatement de E1 le long d’un sous-schéma lisse qui intersecte
transversalement toutes les fibres de π˜1 : E1 → G(3, 6).
Annexe A
The map
µ : E → σ+(Gω(A3,A6)) has
infinite Tor-dimension
A.1 Morphisms with finite Tor-dimension
I am very grateful to Laurent Gruson and Christian Peskine for many
helpful discussions related to this Appendix.
A.1.1 Basic facts
We recall the following definition :
Definition A.1.1. Let f : X → Y be a morphism of schemes of finite type
over an algebraically closed field k. We say that f has finite Tor-dimension
if OX has a finite projective resolution as a OY -module.
The following are the best known examples of morphism with finite Tor-
dimension :
– morphisms f : X → Y , with Y smooth,
– flat morphisms,
– locally complete intersection morphisms,
– any composition of the three above examples.
The result below implies that any resolution of singularities has infinite
Tor-dimension :
Proposition A.1.2. Let f : X → Y a proper morphism of varieties over
an algebraically closed field k. Let y ∈ Ysing and assume that f−1(y) is not
included in the singular locus of X. Then f has infinite Tor-dimension.
As I was not able to find any proper reference for this standard fact, I
provide a proof of it.
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Proof. Since f takes closed point to closed points, this question can be lo-
calized at the neighborhood of any point in X. Thus, we have to prove the
following : Let f : A→ B be a morphism of local Noetherian rings whose re-
sidue fields are k and with B regular. Assume that f has finite Tor-dimension.
Then A is also regular.
We first consider a finite free resolution of k as a B-module :
0→Mr → · · · →Mp → · · · →M0 → k → 0.
Then let :
· · · → Nq,p → · · · → N0,p →Mp → 0
be a (possibly infinite) resolution of Mp by free A-modules. Since all Nq,p
are free A-modules, the map Mp → Mp−1 lifts to a map Nq,p → Nq,p−1 for
all 0 ≤ p ≤ r and q ≥ 0. Thus, we get an infinite double complex of free
A-modules whose terms are the Nq,p for 0 ≤ p ≤ r and q ≥ 0.
The ring B has finite Tor-dimension (say t) on A, so that the kernel
Kt+1,p of Nt,p → Nt−1,p is flat for all 0 ≤ p ≤ r. Since all squares appearing
in the double complex Np,q commute, we can lift the map Nt,p → Nt,p−1 to
a map Kt+1,p → Kt+1,p−1. As a consequence, we get a finite double complex
G•,• of flat A-modules, where Gq,p = Nq,p for 0 ≤ q ≤ t, Gt+1,p = Kt+1,p
and Gq,p = 0 for q > t+ 1.
By the Cartan-Eilenberg resolution, the simple complex associated to
the double complex G•,• is quasi-isomorphic to the complex M•. Hence k
admits a finite resolution by flat A-modules, so that A is regular (see [Mat86],
Theorem 19.2).
A.1.2 Growth of infinite free resolutions
In this section, we come back to the case of the morphism µ : E →
σ+(Gω(A3,A6)) and we prove the following :
Proposition A.1.3. The morphism µ : E → σ+(Gω(A3,A6)) has infinite
Tor-dimension.
Note that this result is not completely obvious. Indeed, the singular
locus of E is precisely the inverse image by µ of the singular locus of
σ+(Gω(A3,A6)), so that we cannot apply Proposition A.1.2 to prove the
statement. However we will stick to the following principle :
If f : X → Y has finite Tor-dimension, then the singularities of Y can’t be
much worse than the singularities of X.
We will make this idea precise using the theory of growth of Betti numbers
for infinite free resolutions. We refer to [Avr10] for a nice exposition of this
theory.
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Definition A.1.4. Let B be a local noetherian ring with residue field k, an
algebraically closed field of char 0. Let F be a module of finite type on B
and let :
· · · →Mn →Mn−1 → · · · →M1 → F → 0,
be a (possibly infinite) minimal resolution of F by free B-modules. The n-th
Betti number of F , which we denote by βn(F ), is the rank of Mn.
Note that βn(F ) is also equal to the dimension of TornB(F , k).
Definition A.1.5. With the same hypothesis as above, we define the com-
plexity of F to be :
cp(F ) = min{d, ∃α ∈ R such thatβn(F ) ≤ α.nd−1 for all n >> 0}.
The following result characterizes locally complete intersection in terms
of complexity (see [Avr10] remark 8.1.3).
Theorem A.1.6. Let B be a local notherian ring whose residue field is k.
Assume that cp(k) < +∞. Then B is a complete intersection in a regular
local ring. Moreover, assume that B is Cohen-Macaulay and that cp(k) ≤ 1,
then B is a hypersurface ring in a regular local ring.
The converse of the above theorem holds and is much easier. In the case of
hypersurfaces, there is even a more precise result. We start with a definition :
Definition A.1.7. Let B be a notherian local ring with residue field k. Let
F• be an unbounded from below complex of modules over B. We say that
F• is periodic at infinity of period p > 0, if there exists an integer m such
that for all i < m, we have :
Fi−p = Fi
and a commutative diagram :
Fi−p+1
∂i−p+1
// Fi−p
Fi+1
∂i+1
// Fi
The following is one of the fundamental results in the theory of matrix
factorizations (see [Avr10], construction 5.1.2) :
Theorem A.1.8. Let B be a notherian local ring which is a hypersurface
ring in some local regular ring. Then, any module of finite type F over B
admits a resolution by a complex F˜ • of finite free B-modules, periodic at
infinity of period 2.
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We can now prove the main result of this section :
Theorem A.1.9. Let f : A → B be a local morphism of noetherian local
rings with residue field k and with A Cohen-Macaulay. Assume that B is a
hypersurface ring in a regular local ring and that f has finite Tor-dimension.
Then A is also a hypersurface ring in a regular local ring.
This result (and its proof) is somehow similar to its analogue A.1.2.
Proof. We start with a periodic resolution of k by finite free B-modules :
· · ·Mp
∂Bp
→ Mp−1 → · · ·
∂B1→ M0 → k → 0,
with
Mi−2 =Mi
and a commutative diagram :
Mi−1
∂Mi−1
//Mi−2
Mi+1
∂Mi+1
//Mi
for all i≪ 0.
Since f has finite Tor-dimension, the same argument as in the proof of
proposition A.1.2 shows that we can find a double complex N•,• of flat A-
modules, such that N•,p is a finite resolution of Mp by flat A-modules. Since
the complex M• is periodic at infinity of period 2, we get :
N•,i−2 = N•,i
and
N•,i−1
∂N
•,i−1
// N•,i−2
N•,i+1
∂N
•,i+1
// N•,i
for i << 0. Let G• be the Cartan-Eilenberg resolution of N•,•. This is an un-
bounded from below, periodic at infinity, complex of flat A-modules which is
quasi-isomorphic to k. Since all the Gq are flat A-modules, the TornA(k, k) are
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the homology groups of the complex G•⊗Ak. But the very definition of perio-
dicity at infinity implies that the sequence of homology groups Hi(G•⊗AM)
is periodic for all A-modulesM and i≪ 0. As a consequence, the TornA(k, k)
are periodic for n >> 0. But the ring A is Cohen-Macaulay, so by Proposition
A.1.6, the ring A is a hypersurface in a regular local ring.
Now we can prove that the map µ : E → Gω(A3,A6) has infinite Tor-
dimension. We proceed by contradiction. Assume that µ has finite Tor-
dimension. Since E is a Cartier divisor in a smooth variety and σ+(Gω(A3,A6))
is Cohen-Macaulay, we can apply Theorem A.1.9 and we find that for any
x ∈ σ+(Gω(A3,A6)), there exists an open subset Ux of σ+(Gω(A3,A6))
containing x such that Ux is a hypersurface in a smooth scheme, say Vx.
Let κ : V˜x → Vx be the blow-up of Vx along Ux ∩Gω(A3,A6) and denote by
EV the exceptional divisor. The strict transform of Ux by κ is the blow-up
of Ux along Ux ∩ Gω(A3,A6), whose exceptional divisor EU is a fibration
into AP2 over Ux (see Proposition 3.2.2). Since Ux is a hypersurface in Vx,
the fibers of EU over Gω(A3,A6) are hypersurfaces in the fibers of EV over
Gω(A3,A6). As a consequence AP2 is a hypersurface in some projective space.
We will show that it is impossible.
Indeed, let us first consider the case A = R. Then AP2 = P2. All em-
beddings of P2 in projective spaces are given by powers of OP2(1) followed
by linear projections. The only embedding of P2 as a hypersurface is thus
the embedding in P3 as a hyperplane. But if the tangent cone of Ux at
y ∈ Gω(A3,A6) is a hyperplane in the tangent space to Vx at y, then Ux is
smooth at y which is a contradiction.
For A = C, H, or O, we use a topological argument to get a contradiction.
We recall that in the cases A = C, H, and O, the Severi varieties are P2×P2,
Gr(2, 6) and OP2. The first integer cohomology groups of these varieties are
described in the following table :
AP2 dimAP2 H0(AP2,Z) H2(AP2,Z) H4(AP2,Z)
P2 × P2 4 Z Z⊕ Z Z⊕ Z⊕ Z
Gr(2, 6) 8 Z Z Z⊕ Z
OP2 16 Z Z Z
H6(AP2,Z) H8(AP2,Z) H10(AP2,Z) H12(AP2,Z) H14(AP2,Z)
Z⊕ Z Z 0 0 0
Z⊕ Z Z⊕ Z⊕ Z Z⊕ Z Z Z
Z Z⊕ Z Z⊕ Z Z⊕ Z Z⊕ Z
To fill this table we need :
– the Künneth formula for P2 × P2,
– the fact that the Schubert classes form a basis of the integral cohomo-
logy of the Grassmannian (see [Man98]) for Gr(2, 6),
– the beginning of section 3 of [IM05] for OP2.
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Assume that AP2 is embedded in P2mA+1 as a hypersurface. Then, by Lef-
schetz hyperplane theorem, we have :
H2k(AP2,Z) = H2k(P2mA+1,Z) = Z,
for all 0 ≤ k ≤ mA − 1. The above array shows that it is impossible.
Annexe B
Un résultat de Q-factorialité
B.1 Énoncé du résultat et preuve
Soit X une variété singulière. On observe dans la pratique qu’il est sou-
vent possible de dire si X est normale, Cohen-Macaulay, de Gorenstein,
à singularités terminales ou rationnelles (voir [KW12] et [KW13] pour des
listes concernant certains espaces préhomogènes). Toutefois la Q-factorialité
semble beaucoup plus difficile à décrire. Ainsi, dans [KW12] et [KW13], la
Q-factorialité n’est jamais abordée. Dans cet appendice, on dégage un critère
(que l’on a implicitement mis en lumière dans la preuve du lemme 3.2.9) pour
déterminer la Q-factorialité d’une variété Gorenstein à singularités ration-
nelles et on l’appliquera à des exemples concrets. On notera que ce résultat
est assez proche du lemme 1.1.1 de [Nam09].
Proposition B.1.1. Soit π : Y → X un morphisme propre, birationnel
avec X et Y de Gorenstein à singularités rationnelles. Supposons que le lieu
exceptionnel de π (noté E) soit un diviseur de Cartier dans Y et que :
– (i) toutes les fibres schématiques de π ont rang de Picard égal à 1,
– (ii) ωY est relativement anti-ample pour π.
– (iii) π(E) est irréductible.
Alors on a l’implication :
Y est Q-factorielle ⇒ X est Q-factorielle.
On notera qu’on n’impose pas que les fibres exceptionnelles de π soit
réduites. On vérifie également que si X est de Gorenstein à singularités
terminales et que :
Xn → Xn−1 → · · · → X0 = X
est une résolution des singularités constituée d’éclatements le long de centres
normalement plats, alors tous les morphismes Xi → Xi−1 vérifient les condi-
tions (ii) et (iii). (voir section 1.2.1 du chapitre 1). Ainsi, si l’on souhaite
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appliquer la proposition B.1.1 dans le cadre d’une telle résolution des singu-
larités, la seule condition non triviale à vérifier est la condition (i).
Démonstration de la proposition B.1.1. On va tout d’abord montrer que
dimNE(π) = 1.
Soit x0 ∈ π(E) un point général. On va prouver que pour tout x ∈ π(E),
il existe deux courbes C0 ⊂ π−1(x0) et C ⊂ π−1(x) telles que C0 et C sont
numériquement équivalentes.
D’après l’hypothèse (iii), la variété π(E) est irréductible. Dès lors, notons
Γ une courbe de π(E) passant par x0 et x. Soit Γ′ → Γ la normalisation de
Γ et p : Γ′ → X le morphisme induit. On considère le produit fibré :
Y ′ = Y ×Γ Γ
′
fΓ′ //
p′

Γ′
p

Y
f
// X
On note d la dimension de f−1(x0). Soit Z ⊂ Y ′, le lieu d’annulation de
d− 1 sections générales de OY ′/Γ′(m) pour m≫ 0, où OY ′/Γ(1) est un fibré
relativement ample pour fV ′ . Notons fZ : Z → V ′ le morphisme obtenu par
restriction de fV ′ , alors fZ
−1(x0) est de dimension 1. Soit Z0 l’espace réduit
sous-jacent à une composante irréductible de Z qui domine V ′. Comme V ′ est
lisse et Z0 intègre, on en déduit que la restriction fZ0 : Z0 → V
′ est plate. La
fibre f−1Z0 (x) est donc de dimension 1. Finalement, le morphisme p
′ : Y ′ → Y
étant fini sur son image, on conclut que p′(f−1Z0 (x)) et p
′(f−1Z0 (x0)) sont deux
courbes numériquement équivalentes (dans Y ) respectivement incluses dans
π−1(x) et π−1(x0).
On peut maintenant prouver que dimNE(π) = 1. Pour cela, il suffit
de démontrer pout tout x ∈ π(E), si C et C0 sont deux courbes contenues
respectivement dans π−1(x) et π−1(x0), alors C et C0 sont numériquement
proportionnelles. Mais le rang de Picard de π−1(x) est 1, donc toutes les
courbes de π−1(x) sont numériquement proportionnelles entre elles. Or, on
sait qu’il existe deux courbes respecivement incluses dans π−1(x) et π−1(x0)
qui sont numériquement équivalentes. On en déduit que toutes les courbes de
π−1(x) sont numériquement proportionnelles à toutes les courbes de π−1(x0).
Soit x ∈ π(E) et C une courbe dans π−1(x). D’après la condition (ii)
dans l’énoncé de B.1.1, on a :
ωX |pi−1(x).C < 0.
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La classe de C engendre un rayon négatif dans NE(π). Mais dimNE(π) = 1,
c’est donc une arrête négative. Ainsi, en appliquant le théorème du cône (voir
le théorème 7.51 de [Deb01]), on trouve un diagramme :
Y
cR //
pi

@@
@@
@@
@@
@@
@@
@@
@@
Z
q

X
où cR est la contraction saillante de Mori pour le rayon R = R+.[C].
Soit x ∈ π(E). Supposons que dim cR(π−1(x)) > 0. Alors on peut trouver
deux courbes C ⊂ cR(E) et C ′ ⊂ π−1(x) telles que cR(C ′) = C. Mais comme
dimNE(π) = 1, toutes les courbes de π−1(x) sont contractées par cR (voir
théorème 7.51 de [Deb01]), c’est une contradiction. Ainsi q est un morphisme
fini tel que Rq∗OZ = OX . Sachant que X est normale, le Main Theorem de
Zariski implique que q est un isomorphisme. Finalement, on sait que Y est
Q-factorielle, la proposition 7.44 de [Deb01] nous permet de déduire que X
est aussi Q-factorielle.
B.2 Applications
On applique la proposition B.1.1 à quelques exemples étudiés dans cette
thèse.
Corollaire B.2.1. Toutes les variétés pfaffiennes sont Q-factorielles.
Ce résultat est sans doute bien connu des experts, mais la seule référence
(implicite) que j’ai trouvée dans la littérature est le lemme 1.1.1 de [Nam09].
Démonstration. Soit V un espace vectoriel de dimension n et p un entier tel
que 2p < n. On note :
Z(p) = P{A ∈
2∧
V, rgA ≤ 2p}
la variété pfaffienne de rang 2p dans un espace de dimension n. On considère
la désingularisation π : Z˜(p) → Z(p) où
Z˜(p) = {(A,M) ∈ Z(p) ×Gr(2p, V ), tel que Im(A) ⊂M}.
Pour tout k, La variété Z˜(k) est une fibration en espaces projectifs au
dessus de Gr(2k, V ), elle est donc irréductible. Le lieu exceptionnel de la
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résolution π : Z˜(p) → Z(p) est un diviseur de Cartier intègre, notons le E.
Son image dans Z(p) est exactement Z(p−1). On en déduit que la condition
(iii) de B.1.1 est vérifiée.
Montrons que Z(p) est à singularités terminales. . Sachant que Z(p) est
de Gorenstein (voir l’exemple 2.1.4 du chapitre 1), il existe un entier m ∈ Z
tel que ωZ˜(p) = π
∗ωZ(p) ⊗ OZ˜(p)(mE) (voir la définition 2.22 de [KM98]).
D’après la formule d’adjonction, on a :
ωE = π
∗ωZ(p) ⊗ OE((m+ 1)E).
Or, l’application π : E → π(E) est génériquement plate, donc toujours
d’après la formule d’adjonction, on a :
ωpi−1(x) = OE((m+ 1)E)|pi−1(x),
pour x ∈ π(E) générique. En outre, on sait que OE(E)|pi−1(x) = Opi−1(x)(−1)
et que la fibre générique de π : E → π(E) est isomorphe à Gr(2,Cn−2p+2).
Ainsi, pour x ∈ π(E) générique, on a ωpi−1(x) = OE((n − 2p + 2)E)|pi−1(x).
Sachant que 2p < n, on en déduit que m > 1. La conditions (ii) de B.1.1 est
alors satisfaite.
En outre, pour tout A ∈ Z(p), la fibre de π au dessus de A est isomorphe
à Gr(2p − rg(A), V/Im(A)) : elle a rang de Picard 1. On peut appliquer la
proposition B.1.1 au morphisme π et on trouve que Z(p) est Q-factorielle.
Un autre corollaire de la proposition B.1.1 est le suivant :
Corollaire B.2.2. L’hypersurface τ(Gω(A3,A6)) est Q-factorielle.
Dans le cas où A = C,H ou O, l’hypersurface τ(Gω(A3,A6)) est lisse en
codimension 3. Le théorème de factorialité de Grothendieck ([Gro], Exposé
XI, corollaire 3.14) montre alors que τ(Gω(A3,A6)) est factorielle. Dans le
cas où A = R, le lieu singulier de τ(Gω(A3,A6)) a exactement codimen-
sion 3 dans τ(Gω(A3,A6)). On ne peut donc pas appliquer le résultat de
Grothendieck.
Démonstration. D’après le théorème 3.2.5 du chapitre 3, on a une suite
d’éclatements :
X2
pi2→ X1
pi1→ X = τ(Gω(A
3,A6))
telle que X2 est lisse et les morphismes π1 et π2 satisfont les items (i) et (iii)
de la proposition B.1.1. En outre, d’après le lemme 3.2.9, ces morphismes
vérifient aussi la condition (ii) de B.1.1. On peut donc applique cette pro-
position aux morphismes sus-mentionnés et on trouve que τ(Gω(A3,A6)) est
Q-factorielle.
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Résumé
Soit X une variété algébrique de Gorenstein à singularités rationnelles. Une
résolution des singularités crépante de X est souvent considérée comme une réso-
lution des singularités minimales de X. Malheureusement, les résolutions crépantes
sont très rares. Ainsi, les variétés déterminantielles de matrices anti-symétriques
n’admettent jamais de résolution crépante des singularités.
Dans cette thèse, on discutera de diverses notions de résolutions catégoriques
crépantes développées par Alexander Kuznetsov. Conjecturalement, ces résolutions
doivent être minimale du point de vue catégorique. On introduit dans ce manuscrit
la notion de résolution magnifiques des singularités et on montre que tout variété
munie d’une telle résolution admet une résolution catégorique faiblement crépante.
On en déduit que toutes les variétés déterminantielles (carrées, symétriques et anti-
symétriques) admettent des résolutions catégoriques faiblement crépantes.
Finalement, on s’intéressera à des hypersurfaces quartiques issues du carré ma-
gique de Tits-Freudenthal. On ne peut pas construire de résolution magnifique des
singularités pour de telles hypersurfaces, mais on montrera qu’elles admettent tout
de même des résolutions catégorique faiblement crépantes des singularités.
Abstract
Let X be an algebraic variety with Gorenstein rational singularities. A crepant
resolution of X is often considered to be a minimal resolution of singularities for
X. Unfortunately, crepant resolution of singularities are very rare. For instance,
determinantal varieties of skew-symmetric matrices never admit crepant resolution
of singularities.
In this thesis, we discuss various notions of categorical crepant resolution of sin-
gularities as defined by Alexander Kuznetsov. Conjecturally, these resolutions are
minimal from the categorical point of view. We introduce the notion of wonderful
resolution of singularities and we prove that a variety endowed with such a reso-
lution admits a weakly crepant resolution of singularities. As a corollary, we prove
that all determinantal varieties (square, as well as symmetric and skew-symmetric)
admit weakly crepant categorical resolution of singularities.
Finally, we study some quartics hypersurfaces which come from the Tits-
Freudenthal magic square. Though they do no admit any wonderful resolution of
singularities, we are still able to prove that they have a weakly crepant resolution
of singularities.
Mots-clés
Résolution des singularités, catégories dérivées, géométrie birationnelle, dualité
projective, espaces préhomogènes
