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                                   中文摘要                                 iii 
摘   要 
本文采用 Bayes 方法对单指数模型进行全面分析，包括自变量选择、指数向
量的估计以及用自由节点样条来拟合联系函数。所建议的 Bayes 方法通过逆跳
































                                   英文摘要                                  iv 
Abstract 
We develop a fully Bayesian method to analyze the single index 
models, including variable selection, the index vector estimation and the 
link function fitting with free knot splines. The proposed method is 
implemented by virtue of the reversible jump Markov chain Monte Calro 
technique. To obtain a faster algorithm, we not only specify the conjugate 
normal-inverse gamma priors for the spline coefficients and error 
variance to get the marginal posterior of the rest unknown quantities,more 
important, design a simple but more general random walk Metropolis 
sampler to rapidly sample from the conditional posterior distribution of 
the index vector.Simulated and real examples are demonstrated. 
Keywords: Bayesian curve fitting; B-spline; Metropolis-Hastings; 
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第一章   绪论 






    在经典统计学中，对单指数模型的估计中，有两个问题一直是人们频繁讨论
的课题。一个是指数向量的估计，另一个是未知联系函数的拟合问题。前者可以




（Ichimura， 1993；Hardle et al，1993；Carroll et al，1997）
[4][5][6]
或者












































§1.2   预备知识 








的。具体地，为了实现从目标分布 ( )xπ 中抽样的目的，构造一个转移核函数（条
件分布函数） ( 'P x x)，使得等式 
( ) ( ) ( ) ( )' ' 'x P x x x P x xπ π=  
对任意的 x， 'x 都成立。假设马尔可夫链当前的状态为 x，则从 ( 'P x x)中抽取 'x
作为下一时刻的状态。 
    直接构造转移核 ( 'P x x)通常不是一件容易的事件，Hastings 采用的策略是
先主观地建议一个条件分布 ( 'q x x)（备选分布）从中抽取 'x ，而以概率 





x q x x
x x




⎧ ⎫⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭
 
接收 'x 作为下一个状态，否则保留原来的状态 x作为下一时刻的状态。 













                            单指数模型的 Bayes 分析                           3               
第一，可选取 ( ) (1q y x q y x= − )，其中 ( )1q ⋅ 是一个密度函数（Metropolis et 
al，1953）。则候选值 y 根据 y x z= + 这个过程来抽取，其中 是递增随机变量且
以
z
( )1q ⋅ 为分布函数。这就是所谓的随机游动链。 ( )1q ⋅ 常被选为多维正态分布或
多维 t分布的密度函数。此时， ( )1q ⋅ 具有对称性，即有 ( ) (1 1q z q z)= − ，则接收
概率是 








⎧ ⎫⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭
 。 
当然， ( ) (q x y q y x= )，则推导结果类似。 
    第二种备选的密度函数（Hastings，1970）为 ( ) ( )2q y x q y= 。与随机游动
链不同，这里所抽取的候选值与当前位置 x无关，也就是所谓的独立链（Tierney，
1994）。    
第三种选择方法是所谓的因式分解法，即若 
( ) ( ) ( )t t hπ ψ∝ t ， 
其中 是易被抽样的密度函数，( )h t ( )tψ 是一致有界函数，则令 ( ) ( )q y x h y= ，
并从中抽取候选值。这种情况下，只需计算函数 ( )tψ 就能得出接收概率，即 








⎧ ⎫⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭
 。 
    抽取候选值的第四个途径是使用舍选方法并设置一个伪控制密度函数
（Tierney，1994）。这实际上是 Metropolis-Hastings 法则与舍选方法的结合。 
第五种方法是通过向量自回归过程来实现的。令 ( )y a B x a z= + − + ，从而
产生一组自回归链，其中a是向量， B 是距阵， 的密度函数是 ，因而有：
。设
z ( )q ⋅
( ) ( )(,q x y q y a B x a= − − − ) B I= − 可产生一组关于点 的马式链，这是一种
能够导致该马式链中各个连续的元素成负相关的简单途径。 
a
二．逆跳 MCMC 方法 
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假定后验分布为 ( , m )f m yβ ，其中 为模型示数，m mβ 为模型参数。设马式
链的当前状态是 ( ), mm β ， mβ 的维数是 ( )md β ，为构造一个马尔可夫链，采用的
方法如下： 
（a） 从建议的模型转移概率分布 ( )',j m m 中抽取 ； 'm
（b） 从建议分布的密度函数 ( )', ,mq u m mβ 中产生 ； u
（c） 令 ，其中 是一个给定的可逆函数。因此，
必有
( ) (' '' ' ,, ,mm m mu g uβ β= ) ',m mg
( ) ( ) ( ) ( )' 'm md d u d dβ β+ = + u ,；并且，  ； ' '1,m m m mg g −=
（d） 以概率 
( ) ( ) ( ) ( ) ( )




' ' ' ' ' ' ' '
' '
, , , , ,
min 1,
,, , , ,
mm m m
mm m m
f y m f m f m j m m q u m m g u
uf y m f m f m j m m q u m m






接收 ( '' , mm )β 为马尔可夫链的新状态。    
§1.3   研究内容 
令 ( )1, ,
T
i i ipX X X= L 为 维预测向量， 是因变量，我们考虑单指数模
型       
p iY
( )Ti i iY g Xα ε= + 1,2, ,i n， = L                 （1） 
其中 iε 是均值为 0，方差为 2σ 的独立同分布序列， ( )1,
T
pα α α= L 是指数向量，
是任意的单变量函数。为了使模型可识别，通常假定( )g ⋅ α 是单位向量且第一
个非零元素是正数。 
    利用逆跳Markov chain Monte carlo技术（Green 1995）
[13]
，我们发展一个
统一的过程来分析单指数模型，包括选择显著性变量（George and McCulloch， 
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第二章   Bayes 估计 
§2.1   模型分析 
对单指数模型（1），目的之一是拟合曲线 ( )g u ，采用 阶多项式样条逼
近 的 方 法 来 估 计 。 给 定 个 内 节 点 和 位 置
m
k ( )1, ,
T
kξ ξ ξ= L














g u B u β
+ +
=
= ∑ ，  [ ],u a b∈ ，                 （2） 





b }, 1, ,T ix i nα = L
的 小值和 大值，我们用aα 和bα 来表示两个边界节点以强调它们与指数α
有关。 
    利用矩阵符号，模型（1）可写为 
                            Y Xαβ ε= + ，                          （3） 
其中 ， ，设计阵 ( )1, ,
T
nY y y= L ( 1 1, ,
T
m kβ β β + += L )
( ) ( )
( ) ( )





n m k n
B x B x
X















    为了在预测变量中选择显著性变量，我们定义一个由双值变量 0，1组成的 p
维向量 ( 1, ,
T
p )δ δ δ= L ，以表示哪些变量被包含在模型中。所定义的向量δ 与指
数向量α 是相对应的，即当 1iδ = 时， 0iα ≠ ；当 0iδ = 时， 0iα = 。 
    在ε服从正态分布的假定下，模型（3）的似然函数为 
          ( ) ( ) ( ) ( )2 2 2 2, , , , , 2 exp 2
Tn Y X Y X
L k Y α α
β β
δ α ξ β σ πσ
σ
− ⎧ ⎫− −⎪ ⎪= −⎨ ⎬
⎪ ⎪⎩ ⎭
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§2.2  先验分布 
实际上，与 2, ,β σ α 类似，节点个数 k 与节点位置 ( 1, ,
T




}, 1, ,T ix iα = L n 的等距分位数上。这里，我们将节点个数 k 与节点位置ξ均看
成是随机变量。为构造模型的 Bayes 框架，我们将所有未知量的联合先验分解成
如下形式                    
( ) ( ) ( ) ( ) ( ) ( )2 2, , , , , , , , , , , ,P k P k P k P k P Pδ α ξ β σ β σ δ α ξ ξ δ α δ α α δ δ= 。 （5） 
    参数 ( )2,β σ 的联合先验设置为共轭正态—逆伽玛分布，即参数 β 的条件正
态先验 
        ( ) ( ) ( )
11 1
02 2 2 2




β σ δ α ξ πσ τ
σ
−+ +
− − ⎧ ⎫Σ⎪ ⎪= Σ −⎨ ⎬
⎪ ⎪⎩ ⎭
，      （6） 
和参数 2σ 的 Jeffrey 先验 
                            ( ) ( ) 12 2π σ σ −∝   ，                      （7） 
以便能从联合后验中通过积分消掉 β 和 2σ 。这样设置参数 ( )2,β σ 的先验分布有
效地降低了参数空间的维数。 
节点个数 的先验分布设置为参数是k λ的泊松分布。给定 ，由于 个节点k k
0 1 1k ka bα αξ ξ ξ ξ += < < < < =L 将区间 ( ),a bα α 分解成 1k + 个子区间 ( )1,l lξ ξ− ， 





比值服从 Dirichlet 分布 ( )1,1, 1D LL ，即 ( )1, , kξ ξL 为区间 ( ),a bα α 上的均匀分布
的次序统计量。 
指数α 的先验分布设置为 nδ 维单位半球{ : 1
Tα α α = ，且α 的首个非零元大
于零}上的均匀密度函数，即先验分布是 




− ⎛ ⎞= Γ⎜
⎝ ⎠
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= ∑ 是模型中包含的预测变量的个数。 
    参数δ 的先验分布设置为独立的伯努利分布 
( ) ( )1 p nnP δδδ ω ω ω −= − ， 
其中0 1ω≤ ≤ 。为提高可塑性，我们设置ω 的超先验分布是 分布，从而有 Beta










=  ，                  （9） 
其中 ( ),Beta ⋅ ⋅ 是 函数。特殊地，若Beta 1 21, 1r r= = ，则ω 的超先验是均匀分布。 
§2.3  联合后验密度及条件后验分布 
由 Bayes 定理，所有参数的联合后验密度是 
       ( ) ( ) ( )2 2, , , , , , , , , , , , , , ,P k Y L k Y P k 2δ α ξ β σ δ α ξ β σ δ α ξ β σ∝  。    （10） 
对 β 和 2σ 积分，得到 ( , , ,k )δ α ξ 的边际后验密度是 
( ) ( ) ( ) 21 2, , , , 2
n nP k Y r n r p n
δ
δ
δ δδ α ξ π
− ⎛ ⎞∝ Γ + ⋅Γ + − ⋅ Γ⎜ ⎟
⎝ ⎠
 













⋅ ⋅ ⋅⎜⎜ −⎝ ⎠Σ
Δ⎟⎟ ，       （11）  
其中 k IΔ = { 1
Tα α = ，且α 的首个非零元大于零， 1 ka bα αξ ξ< < < <L }是示性
函数。进一步的推导，得到 β 和 2σ 的条件后验分布分别为 
                 ( )2 , , , , ,2 2
n SP k Y IGσ δ α ξ ⎛ ⎞= ⎜
⎝ ⎠
⎟，                    （12） 
                ( ) ( )2, , , , , ,P k Y N δβ δ α ξ σ β σ 2= Σ  ，                （13） 
其中 ，( ) 11 10 TX Xα ατ
−− −Σ = Σ + 1 TX Yδ αβ
−= Σ ，  。 1T T TS Y Y Y X X Yα α
−= − Σ
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第三章   抽样 
在这里，我们采用逆跳Markov chain Monte Carlo抽样器来对联合后验密度










我们设计（a），（b）这两个移动类型是用来选择子集模型的。在 ( )1, ,
T
pδ δ δ= L
中选取一个元素 iδ ，令备选向量 
( )* 1 1 1, , ,1 , ,
T
i i i pδ δ δ δ δ δ− += −L L  。 





( )* 21 1 1, , , 0, , 1
T
i i p iα α α α α α− += −L L   。 
另一方面，如果 0iδ = ，那么就从所建议的 ( )3 4,Beta r r 分布函数中进一步抽取一
个数值η，其中 的密度函数是 ( 3 4,Beta r r )










−− }1− ≤ ≤   。 
进而定义备选的指数向量是 
( )* 1 1 11 , , 1 , , 1 , 1 Ti i pα α η α η η α η α η− += − − ± − −L L  ， 
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